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We present an analytic Bogoliubov description of a BEC of polar molecules trapped in a quasi-2D geometry and interacting via internal state-dependent dipole-dipole interactions. We derive the mean-field ground-state energy functional, and we derive analytic expressions for the dispersion relations, Bogoliubov amplitudes, and dynamic structure factors. This method can be applied to any homogeneous, two-component system with linear coupling, and direct, momentum-dependent interactions. The properties of the mean-field ground state, including polarization and stability, are investigated, and we identify three distinct instabilities: a density-wave rotonization that occurs when the gas is fully polarized, a spin-wave rotonization that occurs near zero polarization, and a mixed instability at intermediate fields. These instabilities are clarified by means of the real-space density-density correlation functions, which characterize the spontaneous fluctuations of the ground state, and the momentum-space structure factors, which characterize the response of the system to external perturbations. We find that the gas is susceptible to both density-wave and spin-wave response in the polarized limit but only a spin-wave response in the zero-polarization limit. These results are relevant for experiments with rigid rotor molecules such as RbCs, Λ-doublet molecules such as ThO that have an anomalously small zero-field splitting, and doublet-Σ molecules such as SrF where two low-lying opposite-parity states can be tuned to zero splitting by an external magnetic field.

I. INTRODUCTION

The experimental realization of Bose-Einstein condensation [1–3] and Fermi degeneracy [4, 5] in dilute samples of alkali atoms enabled many new discoveries and advances in the field of ultracold degenerate gases including the demonstration of the crossover from a Bose-Einstein condensate (BEC) to a Bardeen-Cooper-Schrieffer superfluid state [6, 7] and the formation of self-assembled vortex lattices [8, 9]. Additionally, the microscopic “spin” degrees of freedom in these atomic systems have been used to explore more unconventional states of quantum matter, such as spin-orbit coupled Bose gases [10, 11] and high-spin Bose gases [12, 13], which are host to a variety of novel quantum phases and phase transitions [14–16]. In all of these systems, ultracold temperatures have permitted the observation of coherent phenomena in the presence of relatively weak interactions.

Currently, promising candidates for realizing strong interactions are diatomic, heteronuclear molecules which can possess large electric dipole moments and interact strongly, even in very dilute molecular samples. Further, dipole-dipole interactions (ddi) are inherently long-range (∝ 1/r3) and anisotropic [17]. In recent years, experimental groups have made remarkable progress toward cooling molecular samples to quantum degeneracy [18–34]. Thus, ultracold molecules are among the most exciting prospects for future studies of strongly interacting quantum many-body systems [35, 36].

For a large class of molecules (the “rigid rotors” e.g. KRb, RbCs, etc.), the lowest-lying microscopic degrees of freedom are rotational in nature, with characteristic energy splittings on the order of $B \sim 1 \text{ GHz}$ [17]. A number of theoretical proposals have discussed how these rotational levels can be manipulated to behave like “spins,” and how the state-dependent dipole-dipole interactions can be tuned (using a combination of DC electric and microwave fields) to emulate a broad class of quantum spin models, and thus to study quantum magnetism in a completely new context [16, 37–48]. Other molecules, such as Λ-doublet (e.g. ThO, TiO) or doublet-Σ (e.g. SrF) molecules, possess a set of low-lying opposite-parity electronic states with anomalously small energy separations $\sim 10 \text{ kHz}$ [17, 49, 50]. Recently, a sample of Λ-doublet OH molecules was Stark-decelerated and evaporatively cooled to temperatures $\lesssim 5 \text{ mK}$, approaching the quantum degenerate regime [28]. Unlike the rigid-rotors, the ground state of these molecules forms an effective spin-1/2 manifold, which is energetically far-removed from the higher-lying rotational states. Even in a very dilute sample, the dipole-dipole interaction energy can approach the doublet splitting, resulting in interesting dielectric properties [51].

Motivated by the experimental progress in the cooling and trapping of heteronuclear polar molecules, there has been a great deal of theoretical interest in understanding the role that strong dipole-dipole interactions play in BECs of molecules that possess spatial degrees of freedom. Many predictions have been made, including the emergence of a roton-maxon quasiparticle spectrum [52, 53], anisotropic superfluid flow [54], and structured vortex excitations [55, 56]. However, very little work has been done to understand the role that the microscopic molecular structure plays in such systems.

In this paper, we present a robust theoretical descrip-
tion of bosonic molecules cooled to quantum degeneracy in which the microscopic nature of the molecules plays an important role. We investigate the mean-field ground state and mesoscopic structure of low-energy excitations by way of Bogoliubov-de Gennes perturbation theory. We present a general, analytic procedure for diagonalizing the fluctuation Hamiltonian, which results in analytic expressions for both the dispersion relations and Bogoliubov amplitudes, in terms of which we can calculate important many-body quantities such as two-point correlation functions and response functions. This procedure generalizes the method developed in Ref. [57] for the case of momentum-dependent couplings that arise as a consequence of the long-range nature of the interactions.

Using these methods, we investigate a quasi-2D BEC of polar molecules in the presence of an external electric field that couples two low-lying molecular states where the molecules interact via state-dependent dipole-dipole interactions. We investigate the properties of the mean-field ground state by way of a Gaussian ansatz for the axial wave functions. By carefully investigating the nature of the two-point density-density and spin-spin correlation functions, we arrive at a complete physical picture of the dynamical instabilities that arise at large densities. We identify three distinct mechanisms for these instabilities, and we conclude with a discussion of three different candidate molecules and the associated parameter regimes (zero-field splitting, field strength, and density) to which these results apply.

The paper is organized as follows. In Sec. II, we present the theory for the internal structure of the molecules, developing a two-state approximation that allows for a unified treatment of a variety of different molecules. In Sec. III, we present the many-body treatment of the system where the many-body Hamiltonian, the Bogoliubov-de Gennes expansion, and the ground state energy functional in a Gaussian approximation are developed. In addition, we present the full analytic diagonalization of the fluctuation Hamiltonian, and thereby derive analytic expressions for important quantities such static response functions. In Sec. IV, we analyze the ground state energy functional and the behavior of energy and polarization of the mean-field ground state, including important limits. In Sec. V, we present analyses of the dispersion relations, depletions, static structure factors, and correlation functions all in the context of understanding the nature of the instabilities that appear for large enough density in the low-, intermediate-, and high-field regimes. In Sec. VI, we develop a full physical picture of the instabilities seen these regimes through analysis of the static structure factors and correlation functions. Finally, in Sec. VII, we conclude with a discussion of the implications of these results, including how to experimentally access the behavior using the candidate molecules addressed in Sec. II.

II. SINGLE MOLECULE THEORY

In this paper, we consider a gas of polar molecules interacting via the dipole-dipole interaction in the presence of an external electric field \( \mathbf{E} \). In such systems, the net polarization \( \mathbf{P} \) of the gas and the external field together induce a dipole moment \( \mathbf{d} \) in a particular molecule, which in turn modifies the overall polarization. In a semi-classical treatment [58], we solve for both \( \mathbf{d} \) and \( \mathbf{P} \) self-consistently. Here, we are explicitly interested in the role that the microscopic molecular structure plays in determining the many-body behavior of a quantum degenerate gas of polar molecules. We build in a microscopic, quantum mechanical description of polarizability in molecular systems by including two low-lying opposite-parity states of the molecule that are coupled by an external field. This two-state approximation is general enough to provide a unified treatment of a wide class of molecules, including \( \Lambda \)-doublets, doublet-\( \Sigma \)'s, and rigid rotor molecules.

We note that this description provides a unified picture of both dielectric physics—by building in the microscopic description of molecule polarizability—and of spin-\( \frac{1}{2} \) systems with long-range interactions.

This description takes the form of a two-state molecular Hamiltonian, given by

\[
H_{\text{mol}} = h_0 \sigma_z + h_c \sigma_x,
\]

where \( \sigma_x \) and \( \sigma_z \) are Pauli matrices, \( h_0 = dE \), \( h_c = \Delta/2 \), \( d \) is the effective dipole moment of the molecule in the strong-field limit, \( E \) is the strength of the applied electric field, and \( \Delta \) is the zero-field splitting between two low-lying molecular states, the nature of which we will discuss below in the context of specific molecules. This Hamiltonian is written in the basis \( \{|\uparrow\rangle, |\downarrow\rangle\} \) that diagonalizes the \( d_0 \), where \( d_0 \) is the matrix of the dipole operator that lies along the molecular axis restricted to the lowest two molecular eigenstates. In this case,

\[
\hat{d} \rightarrow \left[ \begin{array}{cc} d_1 & 0 \\ 0 & d_1 \end{array} \right].
\]
been cooled by means of both STIRAP [25, 29] and photoassociation [59]. In the class of Λ-doublets, we consider ThO, which is a candidate for eEDM searches [50]. In the class of doublet-Σ’s, we consider SrF, which has been laser cooled [60, 61] and is a candidate for realizing magnetic Frenkel excitons in an optical lattice filled with such molecules [62].

The following discussions of rigid rotors and Λ-doublet molecules closely follow the discussions in Ref. [49]. The discussion of the doublet-Σ molecules closely follows the discussion in Ref. [62]. In Sec. VI, we give a detailed accounting of the parameter regimes relevant to realizing the results discussed later in this paper for a subset of the molecules described in the following subsections.

A. Rigid rotors

The Hamiltonian of a rotating molecule in the presence of an external electric field $\mathbf{E}$ is given by

$$\hat{H}_{\text{mol}} = B \hat{J}^2 - \hat{d} \cdot \mathbf{E}, \quad (3)$$

where $B$ is the rotational constant, $\mathbf{J}$ is the total spatial angular momentum of the molecule, and $\hat{d}$ is the dipole moment operator in the body-fixed frame. In the basis of eigenstates of $\hat{J}^2$ and $\hat{J}_z$, the Hamiltonian is given by

$$\hat{H}_{\text{mol}} = \frac{B}{2} \sum_{J,M} J (J + 1) |J, M\rangle \langle J, M|$$

$$- \sum_q E_q \sum_{J', M'} \langle J, M | \hat{d}_q | J', M'\rangle |J, M\rangle \langle J', M'|, \quad (4)$$

and the matrix elements of the dipole operator components $\hat{d}_q$ can be compactly expressed in terms of $3j$ symbols as

$$\langle J, M | \hat{d}_q | J', M'\rangle = d (-1)^{M+q} \sqrt{(2J+1)(2J'+1)}$$

$$\times \left( \begin{array}{ccc} J & 1 & J' \\ -M & q & M' \end{array} \right) \left( \begin{array}{ccc} J & 1 & J' \\ 0 & 0 & 0 \end{array} \right). \quad (5)$$

The $3j$ symbols enforce the selection rules $q + M' = M$ and $J + 1 + J'$ are even. Assuming that the external field is homogeneous and point along the lab-frame z-axis, the only term that survives is the $q = 0$ term.

The external electric field acts to mix angular momentum states according to Eq. (5). By diagonalizing $\hat{H}_{\text{mol}}$, we can systematically include the mixing in of higher rotational states while still treating the system in a two-state approximation. In Fig. 1, we have plotted the lowest nine eigenenergies of $\hat{H}_{\text{mol}}$. We keep the lowest eigenstates |1⟩ and |2⟩ of $\hat{H}_{\text{mol}}$, which are adiabatically connected at zero field to the states |00⟩ and |10⟩, respectively. In this truncated basis, the molecular Hamiltonian takes the diagonal form,

$$\hat{H}_{\text{mol}} = \frac{\epsilon}{2} |2⟩ \langle 2| - \frac{\epsilon}{2} |1⟩ \langle 1|, \quad (6)$$

where the splitting $\epsilon$ is a function of the field strength $E$, and we have subtracted off a field-dependent energy offset in order to write the Hamiltonian in this form. This offset is field-independent in the low-field limit, as can be seen in Fig. 1; for the purposes of this paper, we work in the low-field limit. An effective dipole operator can be written in this truncated basis as

$$\hat{d}_0^{(\text{eff})} = \sum_{\lambda \lambda'} d_{\lambda \lambda'} |\lambda\rangle \langle \lambda'|, \quad (7)$$

where the matrix elements $d_{\lambda \lambda'}$ in the basis $\{|1⟩, |2⟩\}$ are calculated by constructing $\hat{d}_0$ in the $|J, M\rangle$ basis using Eq. (5), transforming to the eigenbasis of $\hat{H}_{\text{mol}}$, and restricting to the two lowest states |1⟩ and |2⟩.

As noted previously, it is convenient to work in the eigenbasis $\{|1⟩, |2⟩\}$ of the effective dipole moment operator, in which case the molecular Hamiltonian takes the form of Eq. (1) with

$$h_0 = \frac{1}{2} \frac{\epsilon}{\sqrt{\delta^2 + d_{12}^2}}, \quad (8a)$$

$$h_c = \frac{1}{2} \frac{\epsilon}{\sqrt{\delta^2 + d_{12}^2}} d_{12}, \quad (8b)$$

$$\delta = \frac{d_{11} - d_{22}}{2}. \quad (8c)$$

The dipole moments are given by

$$d_t = \frac{d_{11} + d_{22}}{2} + \sqrt{\delta^2 + d_{12}^2}, \quad (9a)$$

$$d_c = \frac{d_{11} + d_{22}}{2} - \sqrt{\delta^2 + d_{12}^2}. \quad (9b)$$

In Fig. 2, we have plotted the matrix elements of both $\hat{d}_0$ and $\hat{H}_{\text{mol}}$ as a function of $d_0E$. For $d_0E \lesssim 2B$, $h_c$
and $d_e$ are constant, and $h_0$ varies linearly with the external field. We therefore interpret the state $|\uparrow\rangle$ ($|\downarrow\rangle$) as a molecular state with dipole moment $d_\uparrow$ ($d_\downarrow = -d_\uparrow$) that is aligned (anti-aligned) with the external field. We interpret $2h_c$, as a zero-field splitting of the molecule, and the energies $\pm h_0$ of the dipole states display a linear Stark shift. This interpretation requires that we work in the low-field limit where the effects of higher-lying rotational states are minimized; as noted earlier, this is required in order for the Hamiltonian to take the form of Eq. 6.

**B. Λ-doubles**

In a certain class of molecules, there exist two low-lying states $|1\rangle$ and $|2\rangle$ of opposite parity whose splitting $\Delta$ is much smaller than the rotational splitting $B$. These two states are said to comprise a Λ-doublet [49]. The Hamiltonian for such molecules is given by

$$\hat{H}_{\text{mol}} = \frac{\Delta}{2} (|2\rangle\langle 2| - |1\rangle\langle 1|) - d_0 E (|1\rangle\langle 2| + |2\rangle\langle 1|),$$  

(10)

where $E = E\hat{z}$ is an external electric field oriented along the molecular axis, $\Delta \ll B$ is the zero-field splitting of the molecule, and $d_0$ is a function of the total electronic and rotational angular momentum quantum numbers of the states $|2\rangle$ and $|1\rangle$.

In the basis $\{|\uparrow\rangle, |\downarrow\rangle\}$ that diagonalizes $d_0$, the molecular Hamiltonian again takes the form of Eq. (1), where $h_0 = d_0 E$ and $h_c = \Delta/2$, and the dipole moments are given by $d_\uparrow = d_0 = -d_\downarrow$. We again interpret these two states as dipole states that either align or anti-align with the external field. These states are the strong-field states of the Hamiltonian, and since $\Delta \ll B$, we can interpolate between the weak-field limit $d_0 E \ll \Delta$ and the strong field limits $d_0 E \gg \Delta$ while still neglecting the effects of rotations of the molecule.

**C. Doublet-Σ**

Following the discussion in Ref. [62], the Hamiltonian for a $^3\Sigma$ molecule in the presence of external electric and magnetic fields can be written as

$$\hat{H}_{\text{mol}} = \hat{H}_{\text{ro-vib}} + \gamma \hat{S} \cdot \hat{N} - \hat{d} \cdot \hat{E} + 2\mu_B \hat{S} \cdot \hat{B},$$  

(11)

where the first term includes both vibrational and rotational terms, $\hat{S}$ is the molecular spin, $\hat{N}$ is the rotational angular momentum, $\hat{d}$ is the molecular dipole moment and $\mu_B$ is the Bohr magneton. We assume that the molecules are in their vibrational ground states and can be approximated as rigid rotors. It is shown in Ref. [62] that there are two low-lying states $|1\rangle$ ($N = 0$) and $|2\rangle$ ($N = 1$) of opposite parity that can be tuned to zero splitting via the external magnetic field. The electric field is the only term in the Hamiltonian that couples opposite-parity eigenstates, so this crossing is exact at zero-field. Restricting our attention to these two states, we can write the Hamiltonian in the form of Eq. (10), where $\Delta$ can now be tuned by an external magnetic field to be much smaller than the rotational splitting. We again work in the basis where the dipole moment operator $d_0$ is diagonal, and everything carries over from the Λ-doublet section.

**III. MANY-BODY HAMILTONIAN AND BOGOLIUBOV-DE GENNES ANALYSIS**

In this section, we present the general many-body treatment of a molecular BEC interacting via electric dipole interactions in the case where the molecules can be treated in a two-state approximation, as discussed in Sec. II. Using a Bogoliubov-de Gennes analysis, we derive both the ground-state energy functional $K_0$ and the second-order fluctuation Hamiltonian $K_2$ in the grand-canonical ensemble via a Gaussian ansatz for the axial (trap-axis) wave functions. We analytically diagonalize the fluctuation Hamiltonian. This procedure results in analytic expressions for the low-energy dispersion relations and Bogoliubov amplitudes, in terms of which we...
can write important many-body properties such as the quantum depletion and static structure factors.

A. Many-body Hamiltonian in the dipole basis

The full many-body Hamiltonian is given by

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}$$

$$= \int d^3r \hat{\Psi}^\dagger (r) \left( H_{\text{CM}} (r) 1 + \hat{H}_{\text{mol}} \right) \hat{\Psi} (r) + \frac{1}{2} \int d^3r \int d^3r' \hat{\Psi}^\dagger (r) \hat{\Psi}^\dagger (r') \times \hat{U} (r - r') \hat{\Psi} (r) \hat{\Psi} (r'),$$

where $H_{\text{CM}} (r)$ is the single-particle Hamiltonian for the center-of-mass motion of the molecule, and $\hat{U} (r_1 - r_2) = \hat{d}_0^{(1)} \hat{d}_0^{(2)} \frac{1 - 3 \cos^2 \theta_{r_1 - r_2}}{|r_1 - r_2|^2}$, (13)

where we have assumed that the induced dipoles lie along the $z$-axis.

Expanding the field operator as a two-component spinor

$$\hat{\Psi} (r) = \sum_{\kappa \in \{\uparrow, \downarrow\}} \hat{\psi}_\kappa (r) |\kappa\rangle,$$

the interaction Hamiltonian becomes

$$\hat{H}_{\text{int}} = \frac{1}{2} \sum_{\kappa, \kappa'} d_{\kappa} d_{\kappa'} \int d^3r \int d^3r' V (r - r') \times \hat{\psi}_\kappa^\dagger (r) \hat{\psi}_{\kappa'}^\dagger (r') \hat{\psi}_{\kappa'} (r') \hat{\psi}_\kappa (r'),$$

where

$$V (r - r') = \frac{1 - 3 \cos^2 \theta_{r - r'}}{|r - r'|^3}.$$ (16)

The rotation to the single-molecule strong-field basis removes any exchange interactions in the Hamiltonian, and we are left with only direct interaction terms.

The remaining terms in the Hamiltonian (Eq.(12)) can be expressed in terms of the field operators $\hat{\psi}_\kappa (r)$, and the result is

$$\hat{K} = \hat{H}_0 - \sum_\kappa \mu_\kappa \hat{N}_\kappa + \hat{H}_{\text{lin}} + \hat{H}_{\text{int}},$$

where $\hat{H}_0$, given by

$$\hat{H}_0 = \sum_\kappa \int d^3r \hat{\psi}_\kappa^\dagger (r) (h_0 (r) + h_0 (\delta_{\kappa, \downarrow} - \delta_{\kappa, \uparrow})) \hat{\psi}_\kappa (r),$$

is the single-molecule Hamiltonian, and $\hat{H}_{\text{lin}}$, given by

$$\hat{H}_{\text{lin}} = h_c \int d^3r \left( \hat{\psi}_\uparrow^\dagger (r) \hat{\psi}_\uparrow (r) + \hat{\psi}_\downarrow^\dagger (r) \hat{\psi}_\downarrow (r) \right),$$

(19)

is the Hamiltonian for the linear coupling between dipole states that arises as a consequence of the zero-field splitting. We introduced chemical potentials $\mu_\kappa$ to work in the grand-canonical ensemble, and $\hat{N}_\kappa$, given by

$$\hat{N}_\kappa = \int d^3r \hat{\psi}_\kappa^\dagger (r) \hat{\psi}_\kappa (r),$$

(20)

which is the number operator for the internal state $\kappa$. We consider a gas of polar molecules harmonically trapped in quasi-2D, in which case the Hamiltonian is given in cylindrical coordinates by

$$H_{\text{CM}} (r) = -\frac{\hbar^2}{2m} \nabla^2 + H_{\text{CM}} (z),$$

(21a)

where

$$H_{\text{CM}} (z) = -\frac{\hbar^2}{2m} \nabla^2_z + \frac{1}{2} m \omega^2 z^2.$$ (21b)

B. Bogoliubov Theory

Here, we perform a Bogoliubov-de Gennes analysis of the full many-body Hamiltonian derived above. When the axial trapping is sufficiently tight, we can expand the field operator $\hat{\psi}_\kappa (r)$ as the product of an axial wave function and a field operator for the in-plane motion. We further expand the field operator as a sum of condensate and fluctuation terms, yielding

$$\hat{\psi}_\kappa (x) = \frac{f_\kappa (z)}{\sqrt{A}} \left( e^{i\theta_\kappa} \sqrt{N_\kappa} + \sum_{k \neq 0} e^{ikx} \tilde{\alpha}_{\kappa, k} c.c. \right),$$

(22)

where $N_\kappa$ is the number of particles occupying molecular state $|\kappa\rangle$, $k$ is an in-plane wave vector, $f_\kappa (z)$ is a normalized, state-dependent axial wave function, and $A$ is the in-plane area of the system. Neglecting the fourth-order terms in the expansion, Eq. (17) becomes

$$\hat{K} \approx \hat{K}_0 + \hat{K}_2,$$ (23)

where $\hat{K}_0$, given by

$$\hat{K}_0 = \sum_\kappa (\epsilon_\kappa - \mu_\kappa + h_0 (\delta_{\kappa, \downarrow} - \delta_{\kappa, \uparrow})) N_\kappa$$

$$+ \sqrt{N_\uparrow N_\downarrow} \left( e^{-i(\theta_\uparrow - \theta_\downarrow)\alpha + c.c.} \right)$$

$$+ \frac{1}{2} \sum_{\kappa, \kappa'} N_\kappa N_{\kappa'} \lambda_{\kappa\kappa'},$$ (24)

is the ground-state energy functional, and $\hat{K}_2$, given by
\[ \hat{K}_2 = -\frac{1}{2} \sum_{\mathbf{k} \neq 0} \sum_\kappa \frac{N_\kappa}{A} \lambda_{\kappa, \kappa'} \]

\[ + \sum_{\mathbf{k} \neq 0} \sum_\kappa \left( \frac{\hbar^2 k^2}{2m} + \epsilon_\kappa - \mu_\kappa + h_0 (\delta_{\kappa, \downarrow} - \delta_{\kappa, \uparrow}) + \sum_{\kappa'} N_{\kappa'}^2 \lambda_{\kappa \kappa'} \right) \hat{a}_{\kappa, \uparrow} \hat{a}_{\kappa, \downarrow} + \sum_{\mathbf{k} \neq 0} a_{\mathbf{k}, \uparrow}^\dagger a_{\mathbf{k}, \downarrow} + H.c. \]

\[ + \sum_{\mathbf{k} \neq 0} \sum_{\kappa, \kappa'} \sqrt{N_\kappa N_{\kappa'}^2} \frac{\lambda_{\kappa \kappa'}^2}{A} \left( e^{i\theta_\kappa} \hat{a}_{\kappa, \kappa'}^\dagger + e^{-i\theta_\kappa} \hat{a}_{-\kappa, \kappa'} \right) \left( e^{i\theta_{\kappa'}} \hat{a}_{-\kappa', \kappa}^\dagger + e^{-i\theta_{\kappa'}} \hat{a}_{\kappa, \kappa'} \right), \]  

which is constrained by both the normalization condition above and the equilibrium condition, \( \mu_\uparrow = \mu_\downarrow \).

Here, we instead employ a Gaussian ansatz for the axial wave functions, given by

\[ f_\kappa (z) = \frac{1}{\sqrt{4\pi}} e^{-z^2/4l^2}. \]  

By employing this ansatz, we are assuming that the molecules are fixed in the vibrational ground state of the axial potential. This approximation is quantitatively accurate in the limit of small applied electric field or small dipolar interactions (in the weakly interacting regime within the mean-field framework), and becomes less accurate in the limit of strong external field with strong dipolar interactions. For the purposes of this work, the physically interesting phenomena we are concerned with occur in the low field limit where the gaussian ansatz is the most accurate. Further, this approximation allows us to find analytic expressions for the interaction parameters, and we find good qualitative agreement with the results obtained by using the numerical solutions of Eq. (30) in all regimes discussed here. The parameters in Eq. (24) can be evaluated analytically, and the ground state energy per particle can be written as

\[ \frac{K_0}{N} = \left( \frac{\hbar \omega}{2} - \mu_\uparrow - h_0 \right) \nu_\uparrow + \left( \frac{\hbar \omega}{2} - \mu_\downarrow + h_0 \right) \nu_\downarrow + 2\alpha \cos \theta \sqrt{\nu_\uparrow \nu_\downarrow} + \frac{1}{2} \nu_\uparrow^2 \nu_\downarrow + \frac{1}{2} \nu_\downarrow^2 \nu_\uparrow \nu_\downarrow \nu_\uparrow, \]  

where \( \theta = \theta_\uparrow - \theta_\downarrow \) is the relative phase between the two components, \( n = N/\lambda^2 /A \) is the total 2D areal density scaled by \( l^2 \), \( \nu_\kappa = N_\kappa/N \) is the relative number of molecules occupying molecular state \( |\kappa\rangle \), and the interaction parameter is given by

\[ \lambda_{\kappa \kappa'} = \frac{4\sqrt{2\pi}}{3} \frac{d_\kappa d_{\kappa'}}{l^3}. \]
In order to find the ground state energy, we minimize Eq. (32) with respect to \( \theta \) and \( \nu \), yielding \( \theta = \pi \) and
\[
\mu_\uparrow = \epsilon_\uparrow - h_0 + \alpha \cos \theta \sqrt{\frac{\nu_\uparrow}{\nu_\downarrow}} + \sum_\kappa n_\nu_\kappa \lambda_{\kappa \kappa}, \quad (34a)
\]
\[
\mu_\downarrow = \epsilon_\downarrow + h_0 + \alpha \cos \theta \sqrt{\frac{\nu_\uparrow}{\nu_\downarrow}} + \sum_\kappa n_\nu_\kappa \lambda_{\kappa \kappa}, \quad (34b)
\]
which determines the relative population via the equilibrium condition, \( \mu_\uparrow = \mu_\downarrow \).

In light of the Gaussian ansatz and energy minimization procedure, the fluctuation Hamiltonian (Eq. (25)) can be written as
\[
\hat{K}_2 = -\frac{1}{2} \sum_{\kappa, \kappa' \neq 0} \nu_\kappa n_\lambda_{\kappa \kappa'}
\]
\[
+ \sum_{\kappa, \kappa' \neq 0} \left( \frac{\hbar \omega (kl)^2}{2} - \alpha \cos \theta \sqrt{\frac{\delta_{\kappa, \downarrow} \nu_\uparrow + \delta_{\kappa, \uparrow} \nu_\downarrow}{\nu_\kappa}} \right) \hat{a}_{\kappa \downarrow} \hat{a}_{\kappa' \downarrow}
\]
\[
+ \alpha \sum_{\kappa' \neq 0} \sum_{k' \neq 0} (\cos \theta)^{1-\delta_{\kappa, \kappa'}} \frac{\nu_\kappa \nu_\kappa'}{2} \times \left( \hat{a}_{\kappa \kappa'} + \hat{a}_{-\kappa, \kappa} \right) \left( \hat{a}_{-\kappa' \kappa'} + \hat{a}_{\kappa' \kappa} \right), \quad (35)
\]
where the interaction parameter is explicitly given by
\[
\lambda_{\kappa \kappa'} = \lambda_{\kappa \kappa'} F \left( \frac{kl}{\sqrt{2}} \right) \quad (36a)
\]
where
\[
F (x) = 1 - \frac{3\sqrt{\pi}}{2} x e^x \text{erfc}(x), \quad (36b)
\]
and \text{erfc}(x) is the complementary error function.

### C. Diagonalization of the fluctuation Hamiltonian

In Ref. [57], the Bogoliubov diagonalization procedure was generalized in order to deal with a coherently coupled two-state BEC whose atoms interact via contact interactions. Here, we generalize this procedure for the case of the momentum-dependent interactions (Eq. (36)) that arise when the particles interact via an anisotropic, long-range interaction. We note that this procedure can be applied to any BEC with a linear coupling term and state-dependent, momentum-dependent interaction couplings, as long as there are only direct interactions (see Eqs. (28) and (25)). The diagonalization procedure results in analytic expressions for the Bogoliubov amplitudes, and they can be combined with (if necessary) numerical values of the interaction parameters to yield important quantities such as response functions.

The diagonalization procedure consists of the following steps: (1) a canonical transformation of the plane-wave operators \( \hat{a}_{\kappa \kappa'} \) that removes the linear coupling between the two modes; (2) a transformation to a set of non-Hermitian coordinate operators scaled in such a way that the momentum terms are left invariant under a further rotation of the coordinate operators; (3) a rotation of the coordinate operators that decouples the two components; and (4) a transformation back to a set of bosonic operators in terms of which the fluctuation Hamiltonian is diagonal. Since in-plane center-of-mass momentum is conserved in this system, this procedure is identical for each block of the Hamiltonian corresponding to a particular momentum.

For purposes of clarity, in what follows, we make the replacement \( (\downarrow, \uparrow) \rightarrow (1, 2) \).

The first transformation is given by
\[
\hat{a}_{k,1} = \hat{a}_{k,1} \cos \eta - \hat{a}_{k,2} \sin \eta, \quad (37a)
\]
\[
\hat{a}_{k,2} = \hat{a}_{k,1} \sin \eta + \hat{a}_{k,2} \cos \eta, \quad (37b)
\]
where
\[
\cos \eta = \sqrt{\nu_2} \frac{1 - \cos \theta}{2} + \sqrt{\nu_1} \frac{1 + \cos \theta}{2}, \quad (38a)
\]
\[
\sin \eta = \sqrt{\nu_1} \frac{1 - \cos \theta}{2} + \sqrt{\nu_2} \frac{1 + \cos \theta}{2}, \quad (38b)
\]
and it can be easily shown that the new creation and annihilation operators \( \hat{d}_{k,1} \) and \( \hat{d}_{k,2} \) satisfy the canonical boson commutation relations. Under this transformation, the Hamiltonian takes the form
\[
\hat{K}_2 = -\frac{1}{2} \sum_{\kappa, \kappa' \neq 0} \nu_\kappa n_\lambda_{\kappa \kappa'} + \sum_{k \neq 0} \sum_{\kappa, \sigma} \epsilon_{\kappa, \sigma} \hat{d}_{\kappa, \sigma} \hat{d}_{\kappa, \sigma}^\dagger
\]
\[
+ \sum_{k \neq 0} \sum_{\kappa, \sigma \neq \sigma'} \sqrt{\nu_{\kappa} \nu_{\kappa'}} n_{\lambda_{\kappa \kappa'}} \left( \hat{d}_{\kappa, \sigma} \hat{d}_{\kappa, \sigma'} + \hat{d}_{\kappa, \sigma'} \hat{d}_{\kappa, \sigma} \right), \quad (39)
\]
where
\[
\epsilon_{k,1} = \frac{\hbar^2 k^2}{2m} - \frac{1 + \cos \theta}{2} \frac{\alpha}{\sqrt{\nu_1 \nu_2}}, \quad (40a)
\]
\[
\epsilon_{k,2} = \frac{\hbar^2 k^2}{2m} + \frac{1 - \cos \theta}{2} \frac{\alpha}{\sqrt{\nu_1 \nu_2}}, \quad (40b)
\]
are the single-particle energies, and
\[
\nu_1 \lambda_{k,11} = \nu_1 \lambda_{k,11} \cos^2 \eta + \nu_2 \lambda_{k,22} \sin^2 \eta \quad (41a)
\]
\[
+ \sqrt{\nu_1 \nu_2} \text{Re}(\lambda_{k,12}) \sin 2\eta \cos \theta,
\]
\[
\nu_2 \lambda_{k,22} = \nu_2 \lambda_{k,22} \cos^2 \eta + \nu_1 \lambda_{k,11} \sin^2 \eta \quad (41b)
\]
\[
- \sqrt{\nu_1 \nu_2} \text{Re}(\lambda_{k,12}) \sin 2\eta \cos \theta,
\]
\[
\sqrt{\nu_1 \nu_2} \lambda_{k,12} = \nu_2 \lambda_{k,22} - \nu_1 \lambda_{k,11} \sin 2\eta \quad (41c)
\]
are a set of dressed momentum dependent interaction parameters.
We next define a set of non-Hermitian coordinate operators via the transformation,

\[ \hat{x}_{k,\sigma} = \sqrt{\frac{\omega_{k,1}}{\epsilon_{k,\sigma}}} \frac{d^+_k,\sigma + d_{-k,\sigma}}{\sqrt{2}} , \quad (42a) \]
\[ \hat{p}_{k,\sigma} = \sqrt{\frac{\epsilon_{k,\sigma}}{\omega_{k,1}}} \frac{d_{k,\sigma} - d_{-k,\sigma}}{i\sqrt{2}} , \quad (42b) \]

where

\[ \omega_{k,\sigma} = \sqrt{\epsilon_{k,\sigma} (\epsilon_{k,\sigma} + 2nu_\sigma \Lambda_{k,\sigma})} , \quad (43) \]

are the dispersion relations in the absence of interactions between anti-aligned dipoles. These coordinate operators are non-Hermitian—i.e. \( \hat{x}^\dagger_{-k,\sigma} = \hat{x}_{-k,\sigma} \) and \( \hat{p}^\dagger_{-k,\sigma} = \hat{p}_{-k,\sigma} \)—but they still satisfy the canonical position-momentum commutation relations. Under this transformation, the Hamiltonian is

\[ \hat{K}_2 = -\frac{1}{2} \sum_{k\neq 0} \sum_{\sigma} (\epsilon_{k,\sigma} + \nu_\sigma n \Lambda_{k,\sigma}) \]
\[ + \sum_{k\neq 0} \sum_{\sigma} \frac{\omega_{k,1}}{2} \hat{p}_{-k,\sigma} \hat{p}_{k,\sigma} \]
\[ + \sum_{k\neq 0} \sum_{\sigma} \frac{\omega_{k,1}}{2} \hat{x}_{k,\sigma} \hat{x}_{-k,\sigma} \]
\[ + \sum_{k\neq 0} \frac{\sqrt{p_1^2 \epsilon_{k,1} \epsilon_{k,2}}}{\omega_{k,1}^2} (\Lambda_{k,12} \hat{x}_{k,1} \hat{x}_{-k,2} + \text{H.c.}) . \quad (44) \]

The next step is to decouple modes 1 and 2 by defining a new set of coordinate operators,

\[ \hat{P}_{k,+} = \frac{\omega_{k,1}}{\Omega_{k,+}} (\hat{p}_{k,2} e^{-i\phi_{k}} \sin \gamma_k) , \quad (45a) \]
\[ \hat{P}_{k,-} = \frac{\omega_{k,1}}{\Omega_{k,-}} (\hat{p}_{k,2} e^{i\phi_{k}} \sin \gamma_k) , \quad (45b) \]
\[ \hat{X}_{k,+} = \frac{\Omega_{k,+}}{\omega_{k,1}} (\hat{x}_{k,1} \cos \gamma_k + \hat{x}_{k,2} e^{i\phi_{k}} \sin \gamma_k) , \quad (45c) \]
\[ \hat{X}_{k,-} = \frac{\Omega_{k,-}}{\omega_{k,1}} (\hat{x}_{k,1} \cos \gamma_k - \hat{x}_{k,2} e^{-i\phi_{k}} \sin \gamma_k) , \quad (45d) \]

where

\[ \Omega_{k,\pm}^2 = \frac{1}{2} (\omega_{k,1}^2 + \omega_{k,2}^2) \]
\[ \pm \frac{1}{2} \sqrt{\left(\omega_{k,1}^2 - \omega_{k,2}^2\right)^2 + 16nu_1 n^2 |\Lambda_{k,12}|^2 \epsilon_{k,1} \epsilon_{k,2}} , \quad (46) \]

and the angle functions are given by

\[ \cos \gamma_k = \sqrt{\frac{1}{2} \left(1 + \frac{\omega_{k,1}^2 - \omega_{k,2}^2}{\Omega_{k,+}^2 - \Omega_{k,-}^2}\right)} , \quad (47a) \]
\[ \sin \gamma_k = \sqrt{\frac{1}{2} \left(1 - \frac{\omega_{k,1}^2 - \omega_{k,2}^2}{\Omega_{k,+}^2 - \Omega_{k,-}^2}\right)} , \quad (47b) \]
\[ \phi_k = \text{arg} (\Lambda_{k,12}) . \quad (47c) \]

Again, these operators are not Hermitian, but they do satisfy the canonical position-momentum commutation relations. Under this transformation, the Hamiltonian takes the form

\[ \hat{K}_2 = -\frac{1}{2} \sum_{k\neq 0} \sum_{\sigma=1}^2 (\epsilon_{k,\sigma} + \nu_\sigma n \Lambda_{k,\sigma}) \]
\[ + \sum_{k\neq 0} \sum_{s=\pm} \Omega_{k,s} (\hat{P}_{k,s} \hat{P}_{-k,s} + \hat{X}_{k,s} \hat{X}_{-k,s}) . \quad (48) \]

The final transformation, given by

\[ \hat{b}_{k,s} = \frac{\hat{X}_{-k,s} + i\hat{P}_{k,s}}{\sqrt{2}} , \quad (49) \]

results in the diagonal Hamiltonian,

\[ \hat{K}_2 = \frac{1}{2} \sum_{k\neq 0} \sum_{s=\pm} \Omega_{k,s} \left(\sum_{\sigma=1}^2 (\epsilon_{k,\sigma} + \nu_\sigma n \Lambda_{k,\sigma})\right) \]
\[ + \sum_{k\neq 0} \sum_{s=\pm} \Omega_{k,s} \hat{b}_{k,s}^\dagger \hat{b}_{k,s} , \quad (50) \]

where the operators \( \hat{b}_{k,s} \) satisfy canonical bosonic commutation relations. The first term in Eq. (50) is a state-independent offset, due to quantum fluctuations, which can be absorbed into the ground state energy. From the second term, it is apparent that \( \Omega_{k,\pm} \) are the two branches of the dispersion relation for this system. Furthermore, in the case where the dressed coupling constant \( \Lambda_{k,12} \) uniformly vanishes, these two dispersion relations reduce to \( \omega_{k,\sigma} \). We will see in Sec. V that these two decoupled modes can be interpreted as spin-wave and density-wave modes. The presence of interactions between molecules in different dipole states couples these two modes, and this leads to a rich quasi-particle spectrum in which either density- or spin-wave behavior can dominate.

Since we have explicit expressions for the operator transformations, we can write the original plane-wave operators \( \hat{a}_{k,s} \) in terms of the quasi-particle operators \( \hat{b}_{k,s} \) as

\[ \hat{a}_{k,s} = \sum_{s=\pm} \left( u_{k,s,s} \hat{b}_{k,s} + v_{k,s,s} \hat{b}_{-k,s}^\dagger \right) , \quad (51) \]

where the \( u \)'s and \( v \)'s are known as Bogoliubov amplitudes. Many quantities that characterize the system—such as structure factors and correlation functions—can
The Bogoliubov amplitudes satisfy the relations, and the orthonormality conditions,

\[ u_{k,1+} = \frac{\Gamma_{k,1+}^2 + 1}{2 \Gamma_{k,1+}} \cos \gamma_k \cos \eta - \frac{\Gamma_{k,2+}^2 + 1}{2 \Gamma_{k,2+}} e^{-i\phi_k} \sin \gamma_k \sin \eta, \]  

\[ u_{k,1-} = -\frac{\Gamma_{k,1-}^2 + 1}{2 \Gamma_{k,1-}} e^{i\phi_k} \sin \gamma_k \cos \eta - \frac{\Gamma_{k,2-}^2 + 1}{2 \Gamma_{k,2-}} \cos \gamma_k \sin \eta, \]  

\[ v_{k,1+}^* = \frac{\Gamma_{k,1+}^2 - 1}{2 \Gamma_{k,1+}} \cos \gamma_k \cos \eta - \frac{\Gamma_{k,2+}^2 - 1}{2 \Gamma_{k,2+}} e^{-i\phi_k} \sin \gamma_k \sin \eta, \]  

\[ v_{k,1-}^* = -\frac{\Gamma_{k,1-}^2 - 1}{2 \Gamma_{k,1-}} e^{i\phi_k} \sin \gamma_k \cos \eta - \frac{\Gamma_{k,2-}^2 - 1}{2 \Gamma_{k,2-}} \cos \gamma_k \sin \eta, \]  

and

\[ u_{k,2+} = \frac{\Gamma_{k,2+}^2 + 1}{2 \Gamma_{k,2+}} \cos \gamma_k \sin \eta + \frac{\Gamma_{k,2-}^2 - 1}{2 \Gamma_{k,2-}} e^{-i\phi_k} \sin \gamma_k \cos \eta, \]  

\[ u_{k,2-} = -\frac{\Gamma_{k,2+}^2 - 1}{2 \Gamma_{k,2+}} e^{i\phi_k} \sin \gamma_k \cos \eta + \frac{\Gamma_{k,2-}^2 + 1}{2 \Gamma_{k,2-}} \cos \gamma_k \sin \eta, \]  

\[ v_{k,2+}^* = \frac{\Gamma_{k,2+}^2 - 1}{2 \Gamma_{k,2+}} \cos \gamma_k \sin \eta + \frac{\Gamma_{k,2-}^2 - 1}{2 \Gamma_{k,2-}} e^{-i\phi_k} \sin \gamma_k \cos \eta, \]  

\[ v_{k,2-}^* = -\frac{\Gamma_{k,2+}^2 - 1}{2 \Gamma_{k,2+}} e^{i\phi_k} \sin \gamma_k \cos \eta + \frac{\Gamma_{k,2-}^2 + 1}{2 \Gamma_{k,2-}} \cos \gamma_k \sin \eta, \]  

where

\[ \Gamma_{k,\sigma} = \sqrt{\epsilon_{k,\sigma} \Omega_{k,\sigma}}, \]  

The Bogoliubov amplitudes satisfy the relations,

\[ v_{k,\sigma}^* = u_{k,\sigma}, \]  

\[ u_{k,\sigma}^* = v_{k,\sigma}. \]  

D. Many-body characterization of the ground state and low-energy excitations

Access to analytic expressions for the Bogoliubov amplitudes allows us to find analytic expressions for many important quantities that characterize the nature of both the ground state and the low energy excitations. The momentum distribution \( \hat{n}_k (\mathbf{k}) \), where

\[ \hat{n}_k (\mathbf{k}) = \hat{\psi}_k^\dagger (\mathbf{k}) \hat{\psi}_k (\mathbf{k}) = \frac{1}{A} \int \frac{d^2 \rho}{\sqrt{A}} \int \frac{d^2 \rho'}{\sqrt{A}} e^{-i\mathbf{k} \cdot \mathbf{\rho}} \hat{\psi}_k^\dagger (\mathbf{\rho}) \hat{\psi}_k (\mathbf{\rho}') \]  

can be written as the sum of the condensate density \( n_\kappa \delta_{k,0} \) and the density of fluctuations \( \delta n_{k,\kappa} \), given by

\[ \delta n_{k,\kappa} = \frac{1}{A} \sum_{\kappa} \epsilon_{k,\kappa} \rho_{k,\kappa}, \]  

where we have used the expansions in Eqs. (22) and (51). The expectation value is taken in the mean-field ground state, i.e. the quasi-particle vacuum \( |0\rangle \), where \( \hat{b}_\kappa |0\rangle = 0 \). The total momentum-space density is then

\[ \hat{n}_k = \sum_\kappa \left( n_\kappa \delta_{k,0} + \delta n_{k,\kappa} \right) \]  

Bogoliubov theory requires that the "leakage" from the condensate to the non-condensate (excitation) component be small. The size of this leakage is given by the quantum depletion, which is the difference between the total density and the density of the condensate,

\[ \delta \tilde{n}_\kappa = \sum_\kappa \delta n_{k,\kappa} = \sum_\kappa \left( \tilde{n}_\kappa - n_\kappa \right), \]  

where \( \tilde{n}_\kappa \), given by

\[ \tilde{n}_\kappa = \langle \hat{n}_\kappa (\mathbf{\rho}) \rangle = \langle \hat{\psi}_k^\dagger (\mathbf{\rho}) \hat{\psi}_k (\mathbf{\rho}) \rangle, \]  

is the total density of the condensate and fluctuations of component \( \kappa \), and we are working in oscillator units (i.e. \( n_\kappa = \frac{1}{2} \Omega_{k,\kappa} \)). Due to the translational symmetry in the plane perpendicular to the trap axis, this quantity is independent of \( \mathbf{\rho} \) and is hence equal to the average density \( \bar{n} = \sum_k \bar{n}_k \). Therefore, the component depletions are given by

\[ \delta \bar{n}_\kappa = \int \frac{d^2 \mathbf{k}}{(2\pi)^2} \sum_{\kappa,\delta} \epsilon_{k,\kappa} \rho_{k,\kappa,\delta}, \]
in the thermodynamic limit. The condition for the Bogoliubov-de Gennes approximation to be valid is that $\delta \bar{n} \ll n$.

To characterize the ground state and low-energy excitations, we are interested in the behavior of the spontaneous fluctuations of the system and of the response of the system to small perturbations. In particular, we will be interested in density fluctuations and spin fluctuations, characterized by the position-space, density-density and spin-spin correlation functions, respectively. Alternatively, we are interested in the response of the system to fluctuations in the external potential and in the applied field, characterized by the corresponding static susceptibilities.

The density-density correlation function $G_n^{(2)}(\rho)$ can be written as

$$G_n^{(2)}(\rho) = \langle \hat{n}(\rho) \hat{n}(0) \rangle - \delta(\rho) \langle \hat{n}(0) \rangle,$$  

where $\hat{n}(\rho)$, given by $\hat{n}(\rho) = \sum_\kappa \hat{n}_\kappa(\rho)$ is the total density of the system at position $\rho$. The term proportional to the delta function has been included to remove the singular part of $\langle \hat{n}(\rho) \hat{n}(0) \rangle$ at $\rho = 0$. Roughly speaking, the function $G_n^{(2)}(\rho)$ gives the relative probability for detecting a particle at position $\rho$ given that we have already detected a particle at position 0. Since the system is translationally invariant in the longitudinal direction, the origin 0 is arbitrary. The spin-spin correlation function $G_\Delta^{(2)}(\rho)$ can be written as

$$G_\Delta^{(2)}(\rho) = \langle \hat{\Delta}(\rho) \hat{\Delta}(0) \rangle - \delta(\rho) \langle \hat{\Delta}(0) \rangle,$$  

where $\hat{\Delta}(\rho)$, given by

$$\hat{\Delta}(\rho) = \sum_\kappa d_\kappa \hat{n}_\kappa(\rho),$$  

is the polarization operator. Again, the term proportional to the delta function has been included to remove the singular part of $\langle \hat{\Delta}(\rho) \hat{\Delta}(0) \rangle$ at $\rho = 0$. We have subtracted off the long-distance behaviors, given by

$$\langle \hat{n}(\rho) \rangle \langle \hat{n}(0) \rangle = \bar{n}^2,$$  

and

$$\langle \hat{\Delta}(\rho) \rangle \langle \hat{\Delta}(0) \rangle = d^2 (\bar{n}_\uparrow - \bar{n}_\downarrow)^2.$$  

The two correlation functions can be written in terms of the Bogoliubov amplitudes defined in Eq. (52e) by expanding the field operators using Eqs. (22) and (51), and the results are

$$G_n^{(2)}(\rho) = n \int \frac{d^2 k}{(2\pi)^2} e^{i \mathbf{k} \cdot \mathbf{\rho}} (S_n(\mathbf{k}) - 1),$$  

$$G_\Delta^{(2)}(\rho) = nd^2 \int \frac{d^2 k}{(2\pi)^2} e^{i \mathbf{k} \cdot \mathbf{\rho}} (S_\Delta(\mathbf{k}) - 1),$$

where we have defined the density and polarization structure factors,

$$S_n(\mathbf{k}) = \sum_{\kappa,\kappa'} S_{\kappa\kappa'}(\mathbf{k}),$$  

$$S_\Delta(\mathbf{k}) = \sum_{\kappa,\kappa'} (-1)^{1-\delta_{\kappa\kappa'}} S_{\kappa\kappa'}(\mathbf{k}),$$  

and

$$S_{\kappa\kappa'}(\mathbf{k}) = (-1)^{1-\delta_{\kappa\kappa'}} \sqrt{\nu_{\kappa} \nu_{\kappa'}} \sum_{s=\pm} \langle u_{\kappa s}(\mathbf{k}) + v_{\kappa s}(\mathbf{k}) \rangle \langle u_{\kappa' s}^*(\mathbf{k}) + v_{\kappa' s}^*(\mathbf{k}) \rangle.$$  

Up to constants, these structure factors are merely the Fourier transforms of the two-point correlation functions. They act as the connection between the correlation functions that characterize fluctuations of the ground state and the static susceptibility functions that characterize the response of the system to external perturbations. See Appendix B for careful definitions of the response functions. In Sec. V, we use these expressions to clarify the nature of the instabilities that emerge at large densities for both high and low fields.

**IV. PROPERTIES OF THE MEAN-FIELD GROUND STATE**

In the remaining sections of this paper, we apply the general theory outlined above to the specific system of a BEC of dipolar molecules interacting via dipole-dipole interactions, trapped in quasi-2D, and experiencing a constant electric polarizing field oriented perpendicular to the plane. We begin our discussion of the behavior of this system by investigating the properties of the mean field ground state, including the extrema of the variational energy functional and the polarization of the ground state. We employ the Gaussian ansatz for the axial wave functions (Eq. 31).

The ground state energy functional (Eq. 32) can be written as

$$K_0 = N \frac{\hbar \omega}{2} - N \hbar \omega^3 \gamma (\nu_\uparrow - \nu_\downarrow) + N \hbar \omega^3 \cos \theta \sqrt{\nu_\uparrow \nu_\downarrow},$$  

$$+ 2 \sqrt{2 \pi} N \hbar \omega D (\nu_\uparrow - \nu_\downarrow)^2$$  

where $\gamma = 2 \hbar c / \hbar \omega$ is the effective zero-field splitting of the molecule, $\beta = h_0 / 2 \hbar c$ is the electric field coupling—i.e. half the linear Stark shift—relative to the zero-field splitting, and $D = nd^2 / 3 \hbar \omega^3 \beta^3$ is an effective density-dependent interaction parameter. In the 3D homogeneous case, a gas of dipolar molecules is automatically unstable but can be stabilized via a repulsive contact interaction characterized by a scattering length $a$. The condition for stability is exactly $D < na / s$ [63]. In the quasi-2D case, however, the gas is stabilized by the presence of the trapping potential rather than a repulsive contact interaction.
The energy functional exhibits markedly different behaviors in different parameter regimes. This is illustrated in Fig. 3, where the two branches of the energy functional are plotted as a function of the normalized polarization $\nu_\uparrow - \nu_\downarrow$ for $\gamma = 2$, with the $\theta = \pi$ branch as a solid curve and the $\theta = 0$ branch as a dashed curve. In all parameter regimes, there is a single global minimum in the $\pi$ branch, indicating the existence of a universal ground state. This is in contrast to Fig. 1 in Ref. [57] where there can exist two minima and one maximum in the $\pi$-branch and is due to the fact that the interactions always drive the system towards zero polarization. It is only the external field that can increase the population imbalance, as shown in the subplots of Fig. 3 in which there are no interactions ($D = 0$). As the external field is increased, the ground state becomes more polarized in the direction of the external field. The gas is essentially fully polarized by the time $\beta \approx 2$. In addition, the energy has a global maximum in the 0 branch. This state is highly polarized anti-parallel to the external field and is thus significantly higher in energy than the universal ground state.

The situation changes when the interaction strength—or equivalently, the density—is increased. The interaction drives the mean-field ground state in the $\pi$-branch toward zero polarization due to attractive in-plane interactions between unlike dipoles and repulsive interactions between like dipoles. In addition, at a particular interaction strength, the global maximum in the 0-branch splits into two local maxima that bound one local minimum, which is actually a saddle point due to this being the branch that maximizes the energy in $\theta$. This pushes the global maximum to even larger negative polarization, while the 0-branch minimum remains of slightly larger polarization than the global minimum for all values of $D$ larger than this threshold.

This threshold value of $D$ is actually a function of $\beta$, and the relationship can be computed by minimizing both the the energy and the first derivative of the energy, resulting in the relationship

$$\beta = \frac{1}{2} \left( 4\sqrt{2\pi} \left( \frac{D}{\gamma} \right)^{2/3} - 1 \right)^{3/2}. \tag{72}$$

This relationship is plotted in Fig. 4. For small values of the effective interaction strength $D$, there is only ever one extremum on the upper branch, but for values above a critical value $D_c = \gamma/16\pi$, there are two possibilities for the number of extrema, depending on the value of $\beta$. These extra extrema in the ground-state energy functional may be of additional physical importance; for instance, it is possible that such states correspond to dynamically stable states along the lines of Ref. [64]. This is left for future study.

In Fig. 5, we have plotted the energy of the global minimum—that is, the ground state energy—as a function of $\beta$ and $D$ for $\gamma = 2$ and $\gamma = 20$. It is apparent from these plots that the energy decreases with field strength, indicating that the dipoles are aligning with the external field and displaying a Stark shift, and that the energy increases with interaction strength, indicating that the interactions are driving the system towards a state of zero polarization.

These two limits are clarified in Fig. 6, in which we plot the ground state energy as a function of $D$ for $\beta = 1$ and $\beta$ for $D = 0.5$. We show the limiting cases as dashed lines. In (b), we can see that in the limit of large $\beta$, the ground state energy decreases linearly with $\beta$. In the asymptotic limit where $\beta$ is large, the gas is fully polarized, and the ground state energy functional (Eq. 71) becomes

$$\frac{K_0}{N\hbar\omega} \to \frac{1}{2} + 2\sqrt{2\pi}D - \beta\gamma, \tag{73}$$
FIG. 5. (Color online.) Contour plot of the ground state energy as a function of $\beta$ and $D$ for (a) $\gamma = 2$ and (b) $\gamma = 20$. which is exactly the equation for the dashed line. The energy decreases linearly with the external field, which is the well-known linear Stark shift.

On the other hand, in (c), it appears that the energy converges to a constant value in the limit of large $D$. Indeed, in this limit, the energy is given exactly by

$$\lim_{D \to \infty} \frac{K_0}{N} = \hbar \omega \left( \frac{1}{2} - \frac{\gamma}{2} \right),$$

(74)

which is the equation for the dashed line. Tellingly, this quantity is independent of $\beta$. This energy is exactly the energy of a single particle in the ground state of the trap plus the zero-field ground state energy of the molecule. The strong interactions drive the system to a state of zero polarization, and in this case the gas is perfectly screened, eliminating the effects of both the external field and the interactions.

It is clear from the preceding that there is a competition between the external field, which drives the system towards a larger polarization, and the interactions, which drive the system towards zero polarization. This can be seen explicitly in Fig. 7, in which we have plotted the polarization as a function of $\beta$ and $D$ for $\gamma = 2$ and $\gamma = 20$. It is clear immediately that the interaction reduces the polarization whereas the external field increases it. Furthermore, the polarization increases with $\beta$ until it saturates at the maximum value of $Nd$ where the gas is fully polarized, and the polarization is zero for large enough $D$. This behavior is exactly the behavior of a dielectric material in which the internal fields created by the individual molecules partially cancel out the applied field, self-consistently leading to smaller dipole moments. In the semi-classical picture, it is the fields generated by the molecules that give rise to the dielectric behavior. Here, the dielectric behavior manifests as a competition of the two energy scales associated with the inter-particle interactions and the interaction between a single molecule and the external field.

At the mean-field level, the gas is perfectly stable in the ground state, and increasing the interaction strength
by increasing the density merely drives the system into a perfectly screened state in which the polarization is zero. However, it is well known that in the case of a fully polarized, dipolar gas in quasi-2D, an instability known as a density-wave rotonization emerges at a critical density [65]. The instability arises due to the fact that at large densities, the energy cost associated with the harmonic trapping is not large enough to keep the molecules from locally piling up end-to-end. This instability occurs in our model in the limit of large fields, $\beta \gg \gamma$, where the gas is fully polarized. At small $\beta$, however, increasing density drives the system very quickly toward zero polarization, stabilizing the gas against the collapse just described. Nonetheless, an instability arises that has a markedly different character than the one just described [51]. This instability is a polarization wave instability in which the macroscopic, mean-field polarization is zero, but mesoscopic spin fluctuations arise when it becomes energetically favorable for nearby domains of spins to be anti-aligned. The investigation of the spontaneous fluctuations that emerge in the system that give rise to these instabilities is the subject of the next section.

V. MANY-BODY CHARACTERIZATION OF THE GROUND STATE AND LOW-ENERGY EXCITATIONS

We have seen that there is a competition between the energy scales associated with the inter-particle dipole-dipole interactions and the molecule-field interaction: the external field drives the system towards maximum polarization whereas the interactions drive the system towards zero polarization. There is an additional competition between the attractive interactions between aligned dipoles lined up end-to-end and the external trapping potential confining the molecules to be in-plane. Finally, there is a competition between attractive interactions between in-plane anti-aligned dipoles and the energy cost of flipping a single dipole against the field. As a result of these competing energy scales, mesoscopic fluctuations in both the density and polarization arise. In this section, we investigate the consequences of this behavior. We first investigate the dispersion relations and identify roton-like features that soften as the interaction strength increases, which lead to the instabilities discussed briefly in the last section. We move on to characterizing these instabilities by way of response functions and correlation functions.

As an issue of nomenclature, we will use the terms spin-wave and polarization wave interchangeably in the following discussion. “Polarization-wave” is the correct terminology in the context of this paper, since we are discussing a gas of polar molecules polarized by an external electric field. However, the formalism carries over exactly for a spin-$\frac{1}{2}$ system with long-range interactions, in which the term “spin-wave” is relevant.

A. Dispersion relations

If we carefully examine the diagonalization procedure outlined in Sec. III, we can conclude that the two quasi-particle modes characterized by the full dispersion relations $\Omega_{k,\pm}$ arise from coupling the two modes characterized by $\omega_{k,\sigma}$ through the dressed interaction parameter $\Lambda_{k,12}$. In the limit as $\beta \to 0$, the gas has zero polarization and is therefore perfectly screened. It is straightforward to show that in this limit, the coupling $\Lambda_{k,12}$ vanishes, and so the dispersion relations are exactly given by $\omega_{k,\sigma}$. In the limit of no interactions ($D = 0$), these are just two free-particle dispersions gapped at zero momentum due to the linear coupling. These modes correspond exactly to the symmetric and anti-symmetric superpositions of $|\uparrow\rangle$ and $|\downarrow\rangle$ — that is, they are just the opposite parity eigenstates of the molecule that are coupled by the external field (see Sec. II). As $D$ increases, the upper branch $\omega_{k,1}$ develops a minimum at finite momentum. When $\beta \neq 0$, the modes $\omega_{k,\sigma}$ are coupled and above a critical interaction strength undergo an avoided level crossing at some finite momentum. The combination of the avoided crossing and the minimum in the upper branch leads to the emergence of a roton-maxon-like feature in the lower

FIG. 7. (Color online.) Contour plot of the ground-state polarization ($\nu_1 - \nu_2$) as a function of $\beta$ and $D$ for (a) $\gamma = 2$ and (b) $\gamma = 20$. The ground state is driven toward zero polarization (dark shades) with increasing $D$ and toward $\nu_1 - \nu_2 = 1$ (light shades) with increasing $\beta$. 

\[ \begin{align*}
\nu_1 - \nu_2 & : 0.0, 0.2, 0.4, 0.6, 0.8, 1.0 \\
\beta & : 0, 1, 2, 3, 4, 5 \\
D & : 0, 1, 2, 3, 4, 5
\end{align*} \]
branch of the dispersion. As long as the crossing is narrow, the character of the lower-energy state switches at the avoided crossing; at low momenta, the lower branch is anti-symmetric, whereas at high momenta above the crossing, the lower branch is symmetric. This behavior is shown in Fig. 8, where we have plotted both $\Omega_{k,\pm}$ and $\omega_{k,\sigma}$ at $\gamma = 2$ and $\beta = 0.4$ for $D = 0$, $D = 0.6$, and $D = 0.74$. At $D \approx 0.7459$, the energy of the roton-like feature is zero, and above this value the dispersion relation is complex, signifying a dynamical instability.

In the high-field limit (Fig. 9), the situation is markedly different. In this case, the gas is fully polarized, and the dispersion relation has two branches that are well-separated in energy. The upper branch is approximately a free-particle dispersion but nonzero at zero momentum. The lower branch, on the other hand, displays a roton-maxon character that is already very well-understood. This is exactly the density-wave roton that arises in a gas of fully polarized molecules, and it is the softening of this roton that leads to the instability discussed previously (see Sec. IV and Ref. [66]). The mechanism by which this roton arises is very different than that of the roton that arises at small fields. In this high-field limit, the two dispersions $\omega_{k,\sigma}$ are essentially decoupled due to the large gap. Therefore, $\Omega_{k,\pm}$ and $\omega_{k,\sigma}$ coincide, as can be seen in Fig. 9, where we have plotted both at $\gamma = 2$ and $\beta = 3$ for $D = 0.2$, and $D = 0.388$. Because the two modes are decoupled, the roton does not arise due to the avoided crossing between the two branches that correspond to spin-wave and density-wave modes, and in fact the lower branch of the dispersion always has density-wave character. As is well known, the roton already appears in the dispersion for the single-component, fully-polarized dipolar BEC.

Finally, in Fig. 10, we have plotted both $\Omega_{k,\pm}$ and $\omega_{k,\sigma}$ at $\gamma = 2$ and $\beta = 1.75$ for $D = 0.3$, and $D = 0.645$. These parameters correspond to the cross-over region between the high-field and low-field limits (filled circles in Fig. 11). As can be seen from Fig. 10(b), the density-wave and spin-wave modes are appreciably coupled in this regime, leading to a widening of the gap between the upper and lower branches of the dispersion relation. This coupling
leads to a roton-like feature in the lower branch that continues to soften as the interaction strength is increased. Near $D \approx 0.645$, the dispersion relation goes complex, leading again to a dynamical instability. This instability has both density-wave and spin-wave character due to the appreciable coupling between the two branches.

Based on this discussion, we have identified three distinct mechanisms for the formation of a roton-like feature in the dispersion relation. This suggests that the physical mechanisms for these instabilities are different, and we continue to explore this in the next sections.

**B. Stability**

In each of the three regimes discussed above, a roton-like feature in the lower branch of the dispersion softens as the interaction strength is increased. At a critical value of $D$, the energy of the roton minimum is zero, and above this threshold, the dispersion is complex, indicating the onset of a dynamical instability. We can map out the stability threshold by finding the values $D$ at which $\Omega_{k,s}$ goes complex for each $\beta$. In Fig. 11, we have plotted the stability threshold for the cases $\gamma = 2$ and $\gamma = 20$. In order to understand the nature of the instabilities, it is necessary to understand the behavior of the decoupled modes $\omega_{k,1}$ and $\omega_{k,2}$ that correspond to spin waves and density waves, respectively. In Fig. 11, we have mapped the values $(D, \beta)$ at which $\omega_{k,1}$ and $\omega_{k,2}$ go complex. These are shown as a dashed curve ($\omega_{k,2}$) and a dot-dashed curve ($\omega_{k,1}$).

At high fields, the stability threshold matches that corresponding to $\omega_{k,2}$. This is the limit of the density-wave rotonization. As the field is decreased, the density-wave threshold moves out to higher densities. The molecules become less polarized at lower fields, leading to a smaller effective interaction strength. Therefore, higher densities are necessary in order to access the instability. At small enough fields, no density-wave instability occurs, because $D$ is large enough that the gas has been driven to a state of near-zero polarization, which screens the interaction. This leads to a region of stability for large $D$ and large $\beta$.

At low fields, the stability threshold matches that corresponding to $\omega_{k,1}$. As we will see, the spontaneous fluctuations of the system near this threshold are purely spin-wave in character, meaning that there is a separation of domains of anti-aligned spins. These domains attract, and at large enough interaction strengths, cause the gas to destabilize. At higher fields, $D$ must be large enough to drive the system into a state of near-zero polarization before this instability sets in. The spin-wave threshold therefore gets pushed out to larger densities at higher fields, which is why this instability disappears in the higher-field regime.

In the cross-over region, the stability threshold smoothly interpolates the high-field and low-field limits, leaving a large unstable region in a parameter regime that is stable in the case where the density- and spin-wave modes are decoupled. Our picture of the cross-over region is then one of a spin-wave-assisted density-wave instability.

**C. Momentum distributions, structure factors, and correlation functions**

Since the instabilities are the result of spontaneous fluctuations setting up spin- and density-waves of characteristic wavelengths, the instabilities should be signaled by divergences in the non-condensate momentum distribution, i.e. the depletion. In Fig. 12, we have plotted the momentum distributions $\delta n_k$ for a range of values of $D$ from 0 to near the stability threshold for the high field, mid-field, and low-field cases. We have included a factor of $k$ that comes from the measure $d^2k$, which renders $\delta n_k$ finite at zero momentum. As $D$ increases, a peak at the position of the roton minimum in the dispersion emerges, and this peak diverges as $D$ goes to the critical value at the stability threshold. As the field strength $\beta$ is increased, the position of the peak moves towards smaller $k$.

The peak in the momentum distribution suggests that the fluctuations arise at a characteristic wavelength. To further explore the nature of the instability, we consider both the response of the system to external

**FIG. 10.** Full and decoupled dispersion relations $\Omega_{k,s}$ (solid) and $\omega_{k,s}$ (dashed), respectively, plotted for $\gamma = 2$ and $\beta = 1.75$ at (a) $D = 0.3$ and (b) $D = 0.645$. The spin wave and density wave dispersion relations $\omega_{k,s}$ are strongly coupled in this regime, leading to a dynamical instability. This instability leads to a roton-like feature in the lower branch that continues to soften as the interaction strength is increased. Near $D \approx 0.645$, the dispersion relation goes complex, leading again to a dynamical instability. This instability has both density-wave and spin-wave character due to the appreciable coupling between the two branches.

Based on this discussion, we have identified three distinct mechanisms for the formation of a roton-like feature in the dispersion relation. This suggests that the physical mechanisms for these instabilities are different, and we continue to explore this in the next sections.
FIG. 11. (Color online.) The stability diagram for (a) $γ = 2$ and (b) $γ = 20$, plotted above the density plots for the ground-state polarization from Fig. 7. The solid curve is the stability threshold for the full system, and the dashed and dot-dashed curves are the stability thresholds corresponding to the density-wave and spin-wave instabilities, respectively. The points indicated correspond to parameters chosen in Figs. 8–14.

perturbations—characterized by the static structure factors $S_n(\mathbf{k})$ and $S_\Delta(\mathbf{k})$—and the spontaneous fluctuations of the ground state—characterized by the two-point correlation functions $G^{(2)}_n(\mathbf{\rho})$ and $G^{(2)}_\Delta(\mathbf{\rho})$. In Figs. 13a, 14a, and 15a, we have plotted $S_n(\mathbf{k})$ and $S_\Delta(\mathbf{k})$ for a range of values of $D$ that approach the stability threshold in the low-field limit, the cross-over region, and the high-field limit, respectively. Figures 13b, 14b, and 15b show $G^{(2)}_n(\mathbf{\rho})$ and $G^{(2)}_\Delta(\mathbf{\rho})$ near the instability threshold in each of these regimes.

In the low-field limit (Fig. 13), we observe a nearly featureless density structure factor, indicating that the system will respond only weakly to fluctuations in the external confining potential. In other words, the system is not susceptible to density-wave fluctuations. On the other hand, in $S_\Delta(\mathbf{k})$ we observe a strong feature appearing at $k \approx 2.1/l$ that diverges as $D$ approaches the stability threshold. This indicates that the system is highly susceptible to spin-wave fluctuations and will therefore respond strongly to fluctuations in the external field. In addition, the instability emerges due to the destabilization caused by the onset of spin-wave fluctuations. The onset of spin-waves without the simultaneous onset of density-wave arises as a consequence of the dielectric nature of the system, and hence we dub this a dielectric instability. This discussion is further clarified by analyzing the correlation functions. Apart from a well-known divergence at small $k$ [67], the density-density correlation function $G^{(2)}_n(\mathbf{\rho})$ is small for all values of $k$, indicating that there are little to no density-density correlations. That is, there are no spontaneous density-wave fluctuations.

In contrast, in the high-field limit (Fig. 14), we observe that both spin-wave and density-wave fluctuations arise. In the limit of high fields, $S_n(\mathbf{k})$ and $S_\Delta(\mathbf{k})$ are identical, and we see a strong feature in both structure factors appearing at $k \approx 1.6/l$. As $D$ approaches the stability threshold, the feature diverges, indicating a destabilization. The correlation functions $G^{(2)}_n(\mathbf{\rho})$ and $G^{(2)}_\Delta(\mathbf{\rho})$ are also identical and indicate that the onset of the spin-wave is a consequence of the onset of the density-wave, in that the gas is fully polarized, and therefore the density fluctuations trivially give rise to polarization fluctuations through the spatial separation of domains of aligned dipoles. At the stability threshold, these density fluctuations are large enough to destabilize the gas, and the gas collapses in the way described before.

Finally, in the cross-over region (Fig. 15), we observe that the structure factors are featureless far from the stability threshold, but as the stability threshold is approached, strong features again arise in both structure factors at $k \approx 1.9/l$. In contrast to both the low-field and high-field limits, in this regime, the density- and spin-wave branches of the dispersion relation are strongly coupled. This indicates that fluctuations in the external
field will induce a response in the density, and fluctuations in the external potential will induce a response in the polarization.

VI. PHYSICAL PICTURE OF THE INSTABILITIES

A full picture of the instabilities seen in this system is as follows.

In a spherical trap, the attractive interaction between molecules lined up end-to-end and the repulsive interaction of laterally aligned dipoles cause the gas to stretch in the axial direction at the expense of an increase in potential energy associated with the trap. At large enough density, this stretching is enough to cause a collapse but can be stabilized by introducing repulsive contact interaction between the dipoles [66]. By contrast, in quasi-2D, the roton mode softens and is mixed into the ground state at finite momentum, leading to density fluctuations. These fluctuations arise at a large wavelength, giving rise to local instabilities analogous to the collective instability occurring in spherically trapped systems [52, 66]. In our system, this should occur at large $\beta$, as increasing density will quickly drive the gas toward this density-wave instability. This process is illustrated schematically in Fig. 16.

In this high-field limit, the gas is fully polarized. The low-energy excitations above the mean-field ground-state are described by a single dispersion branch that displays a roton-maxon character at large enough interaction strengths (Fig. 9). The roton minimum appears at finite wavelength because for large enough interaction
strengths, it is energetically favorable for the molecules to locally pile up end-to-end, despite the energy cost associated with the axial trapping. This leads to a clumping of molecules with a characteristic wavelength of about four times the trap length \( l \) (Fig. 14). Therefore, within one of these clumps, the aspect ratio of the gas is nearly unity, and the clump locally collapses in a manner perfectly analogous to the case of a fully polarized, dipole BEC in a spherically symmetric trap [66]. This picture is verified by means of the two-point, density-density correlation functions, which display strong correlations over large distances (~10\( l \)) at a wavelength of about 4\( l \), indicating the presence of a density-wave fluctuation. In addition, the density structure factor develops a strong feature at this wavelength which diverges as the stability threshold is approached \( (D \approx 0.388) \), indicating that the system will respond strongly to small fluctuations in the trapping potential.

In the low-field limit (Fig. 17), the system has nearly a zero polarization. Since increasing the interaction strength drives the system toward zero polarization and therefore a perfectly screened mean-field ground state, the system is not susceptible to density-wave fluctuations. The dispersion relations above this mean-field ground state consists of two weakly-coupled modes that cross at large enough interaction strengths (Fig. 8). One of the modes is a spin-wave mode gapped at zero momentum that undergoes an avoided crossing with the gapless density-wave mode, leading to a roton-like feature at finite momentum that softens as \( D \) is increased. The avoided crossing is narrow, which means that the character of the lower branch of the full dispersion relation switches, and the instability that arises therefore has a spin-wave character. Thus, far from the stability threshold, the polarization is uniform, but as the stability threshold is approached, fluctuations arise at a wavelength of about 3\( l \) that give rise to domains of opposite polarization. This is explained by the fact that at large enough density, the energy cost for flipping domains of dipoles against the external field becomes of the order of the energy benefit from attractive interactions between nearby domains of oppositely-aligned dipoles. Ef-
fectively, the local field due to nearby domains of dipoles nearly cancels out the external field, zeroing out the energy cost of aligning dipoles against the field. These fluctuations are of pure spin-wave character, as density-wave fluctuations are suppressed due to the net zero polarization of the mean-field ground state. This is shown in Fig. 13, where the density-density correlation functions are featureless, whereas the spin-spin correlation functions display strong correlations over large distances. The spin structure factor develops a strong feature at a wavelength of about $3\ell$, and this feature diverges at the stability threshold. The instability is caused by the strong lateral interactions between adjacent domains of opposite polarization, indicating that the instigated collapse should be longitudinal.

The two instabilities just described are characterized by different competitions of energy scales. The density-wave roton arises due to the competition of trap and interaction energy scales, whereas the spin-wave roton arises due to the competition between the zero-field splitting and the interaction energy scales. In the high-field limit, the gas is fully polarized, and the zero-field splitting is irrelevant, whereas in the low-field limit, the influence of the zero-field splitting dominates over the influence of the external field.

Finally, in the intermediate regime, our picture is one of a spin-wave-assisted density-wave instability, as shown schematically in Fig. 18. The argument is as follows. At intermediate fields, a roton-like feature appears in the lower branch of the dispersion relation due to the strong coupling between the spin-wave and density-wave modes (Fig. 8), although it is not the result of a crossing between the modes. At interaction strengths where this roton appears, strong features appear in both the density and spin structure factors (Fig. 13). Spontaneous fluctuations in the system can set up a density wave in which the regions of higher density have a polarization small enough that there is no local collapse, indicating that there is no density-wave instability at intermediate field strengths (see dashed curve in Fig. 11). However, at the same time, the gas is susceptible to spontaneous spin-wave fluctuations with a wavelength comparable to that of the density-wave, leading to larger polarizations within the high-density regions, thereby hastening the local collapse.

\section{VII. CONCLUSION}

We have identified three distinct mechanisms for the collapse of a two-state, dipolar BEC in quasi-2D under the influence of an external polarizing field. The strong-field behavior is the well-understood density-wave rotonization that occurs in fully polarized dipole BEC’s trapped in quasi-2D. It is a consequence of the competition between energy scales of the attractive interactions between dipoles lined up end-to-end and the confinement induced by the trapping. In contrast, the low-field and intermediate-field behaviors are consequences of the dielectric character of the system, where the polarizability of the individual molecules in the condensate plays a crucial role. At very low fields, the gas is stabilized against density-wave fluctuations due to screening in the ground state, and interactions tend to drive the system towards zero polarization. However, the attractive interactions that arise when adjacent domains of opposite polarization appear are strong enough to overcome the energy cost associated with flipping dipoles against the external field. In the intermediate field, the system is stabilized against a density-wave collapse due to the fact that interactions drive the system towards a low polarization, partially screened state. However, superposed polarization and density-waves lead to local polarizations large enough to instigate a collapse analogous to the instability that occurs in the high field limit.

We have also identified three molecules that are candidates for experimentally realizing these results. While gases composed of rigid-rotor molecules such as RbCs are closest to being made quantum degenerate, the densities required for accessing the dielectric instability are experimentally inaccessible. Even if the densities were achievable, it is likely that three-body losses would dominate in those regimes [68, 69]. For this reason, we focus on the molecules with either a Λ-doublet or a doublet-Σ structure.

The zero-field splitting of the Λ-doublet in ThO is $\Delta = 30$ kHz ($\Delta = 4.6 \times 10^{-12}$ au) [50, 70]. Given a trap frequency of 5 kHz, this corresponds to $\gamma = 2$, which is what we have used for the majority of the results presented in this paper. The zero-field dielectric instability occurs at $D = 0.75$, and since the maximum dipole moment (in strong applied fields) of ThO is $d_0 = 3.89$ D ($d_0 = 1.53$ au) [50, 70], this corresponds to a 2D density of $n_{2D} = 7.75 \times 10^7$ cm$^{-2}$. The maximum 3D density $n_{3D}/\sqrt{\pi l}$ occurs at the center of the trap, and for this choice of parameters, $n_{3D} = 8.45 \times 10^{12}$ cm$^{-3}$. In molecules such as SrF, there are two low-lying states of
that the interaction parameter, \( \frac{d_\kappa d_{\kappa'}}{l^2} \int d^3 x \left| f_\kappa (z) \right|^2 e^{-i k \cdot \rho} \),

\[
\frac{1}{\sqrt{A}} \int d^3 x' V (x - x') \left| f_{\kappa'} (z') \right|^2 e^{i k' \cdot \rho'} \frac{1}{\sqrt{A}} ,
\]

where

\[
\lambda_{\kappa, \kappa'} (k, k') = \frac{d_\kappa d_{\kappa'}}{l^2} \int d^3 x \left| f_\kappa (z) \right|^2 \left| f_{\kappa'} (z) \right|^2 \\
- \frac{d_\kappa d_{\kappa'}}{l^2} \left( \left| n_z - i \left( \hat{n} \cdot \hat{k} \right) \right|^2 k F_{\kappa, \kappa'} (k) - \left| n_z + i \left( \hat{n} \cdot \hat{k} \right) \right|^2 k F_{\kappa', \kappa} (k) ,
\]

(A4a)

\[
F_{\kappa, \kappa'} (k) = \int_0^\infty du e^{-k u} \int_{-\infty}^{\infty} du' \left. \left( \frac{u' + u}{2} \right) \right| f_{\kappa'} \left( \frac{u' - u}{2} \right) \right|^2 .
\]

(A4b)

When a Gaussian ansatz for the axial wave functions is employed, given by

\[
f_\kappa (z) = \frac{1}{\sqrt{\lambda_{\kappa} \sqrt{\pi}}} e^{-z^2/\lambda_{\kappa}^2} ,
\]

the integrals in Eq. (A4) can be readily computed, and the result is

\[
\lambda_{\kappa, \kappa'} = \lambda_{\kappa, \kappa'} \frac{1}{\sqrt{2}} \left( \frac{l_{\kappa} l_{\kappa'}}{\sqrt{2}} \right) ,
\]

(A6)

\[
\lambda_{\kappa, \kappa'} = \frac{4 \sqrt{2} \pi d_\kappa d_{\kappa'} l}{3} \frac{3 n_z^2 - 1}{2} ,
\]

(A7)

\[
F (x) = 1 - \frac{3}{2} \frac{2}{\sqrt{\pi}} \frac{2}{3n_z^2 - 1} x e^{-x^2} \text{erfc} (x) ,
\]

(A8)

where \( \text{erfc} \) is the complementary error function, and

\[
l_{\kappa, \kappa'} = \sqrt{\frac{l_{\kappa}^2 + l_{\kappa'}^2}{2}} .
\]

(A9)

We start by transforming to center-of-mass-like coordinates,

\[
x = \frac{R + r}{2} ,
\]

(A10)

\[
x' = \frac{R - r}{2} ,
\]

(A11)

in which case

\[
\lambda_{\kappa, \kappa'} (k, k') = \frac{d_\kappa d_{\kappa}}{l^2} \int d^3 z \int d^3 z' \left. \left( \frac{z + z'}{2} \right) \right| f_{\kappa} \left( \frac{z' - z}{2} \right) \right|^2 \\
\times \int d^2 \rho \frac{e^{-i k \cdot \rho/2}}{\sqrt{A}} V (r) \frac{e^{-i k' \cdot \rho'/2}}{\sqrt{A}} \\
\times \int d^2 \rho' \frac{e^{-i k' \cdot \rho'/2}}{\sqrt{A}} \frac{e^{-i k \cdot \rho/2}}{\sqrt{A}} ,
\]

(A12)

where

\[
r = (\rho, z) ,
\]

(A13)

\[
R = (\rho', z') .
\]

(A14)
The last integral evaluates to $4\delta_{k,k'}$, in which case we define
\[
\lambda_{k,k'} = \frac{d_\kappa d_{k'}}{l^2} \int dz \int dz' \left| f_\kappa \left( \frac{z + z'}{2} \right) \right|^2 \left| f_{k'} \left( \frac{z' - z}{2} \right) \right|^2 \quad (A15)
\]
\[
\times \int d^2 \rho \frac{e^{-i k \rho}}{A} V (\mathbf{r}) . \quad (A16)
\]
The next step involves three convenient identities involving the dipole-dipole interaction. The first gives the interaction as the sum of a short-range and a long range piece, given by [73]
\[
V (\mathbf{r}) = \frac{1 - 3 (\mathbf{n} \cdot \mathbf{r})^2}{r^3} = - \frac{4\pi}{3} \delta (\mathbf{r}) - (\mathbf{n} \cdot \nabla \mathbf{r}) \frac{2}{r} . \quad (A17)
\]
The second identity,
\[
(\mathbf{n} \cdot \nabla \mathbf{r})^2 = \left( \mathbf{n} \cdot \left( \mathbf{z} \frac{\partial}{\partial z} + \nabla \rho \right) \right)^2
\]
\[
= n_z^2 \frac{\partial^2}{\partial z^2} + 2n_z \frac{\partial}{\partial z} (\mathbf{n} \cdot \nabla \rho) + (\mathbf{n} \cdot \nabla \rho)^2 , \quad (A18)
\]
allows us to explicitly separate the axial and transverse dependence of the interaction. Finally, making use of the fact that
\[
\frac{\partial^2}{\partial z^2} = \nabla^2 r - \nabla^2 \rho , \quad (A19)
\]
we can write
\[
\frac{\partial^2}{\partial z^2} \frac{1}{r} = -4\pi \delta (\mathbf{r}) - \nabla^2 \frac{1}{r} , \quad (A20)
\]
in which case
\[
1 - 3 (\mathbf{n} \cdot \mathbf{r})^2 \frac{1}{r^3} = \frac{8\pi}{3} n_z^2 - 1 \frac{2}{r} \delta (\mathbf{r})
\]
\[
+ \left( n_z^2 \nabla^2 \rho - (\mathbf{n} \cdot \nabla \rho)^2 \right) \frac{1}{r}
\]
\[
- 2n_z \frac{\partial}{\partial z} (\mathbf{n} \cdot \nabla \rho) \frac{1}{r} . \quad (A21)
\]
Using properties of the Fourier transform and the identities
\[
J_0 (k R) = \int_0^{2\pi} d\phi \frac{e^{-i k R \cos \phi}}{2\pi}, \quad (A22)
\]
\[
e^{-|k| z} = \int_0^{\infty} dp \frac{\rho J_0 (k \rho)}{\sqrt{\rho^2 + \alpha^2}} , \quad (A23)
\]
the interaction parameter can be written as
\[
\lambda_{k,k'} = \frac{d_\kappa d_{k'}}{l^2} \frac{8\pi}{3} n_z^2 - 1 \frac{2}{r} \int dz |f_\kappa (z)|^2 |f_{k'} (z)|^2
\]
\[
- \frac{d_\kappa d_{k'}}{l^2} \pi \left( n_z - i \left( \mathbf{n} \cdot \hat{k} \right) \right)^2 k f_{k'} (k)
\]
\[
- \frac{d_\kappa d_{k'}}{l^2} \pi \left( n_z + i \left( \mathbf{n} \cdot \hat{k} \right) \right)^2 k F_{k'} (k) , \quad (A24)
\]
where
\[
F_{k,k'} (k) = \int_0^{\infty} dz e^{-k^2} \int_{-\infty}^{\infty} dz' \left| f_\kappa \left( \frac{z' + z}{2} \right) \right|^2 \left| f_{k'} \left( \frac{z' - z}{2} \right) \right|^2 . \quad (A25)
\]
We note that
\[
\lambda_{k,k'} = \lambda_{k',k} = \lambda_{-k,-k'}, \quad (A26)
\]
which implies that
\[
\Lambda_{k,k \sigma \sigma} = \Lambda^{\ast}_{k',k \sigma \sigma} = \Lambda_{-k,-k \sigma \sigma} , \quad (A27)
\]
by way of Eq. 41. In the case where the external field is transverse, i.e. parallel to the trap axis,
\[
n_z = 1 , \quad (A28)
\]
\[
\mathbf{n} \cdot \hat{k} = 0 , \quad (A29)
\]
in which case
\[
\lambda_{k,k'} = \frac{d_\kappa d_{k'}}{l^2} \frac{8\pi}{3} \int dz |f_\kappa (z)|^2 |f_{k'} (z)|^2
\]
\[
- \frac{d_\kappa d_{k'}}{l^2} \frac{2\pi k}{l^2} \int dz dz' e^{-k |z-z'|} \left| f_\kappa (z) \right|^2 \left| f_{k'} (z') \right|^2 . \quad (A30)
\]

Appendix B: Linear response theory

In this appendix, we outline the specific definitions used for the response functions [74]. If the many-body system is subject to a perturbing Hamiltonian of the form,
\[
\delta \hat{H} (t) = - \int d^2 \rho \hat{A} (\mathbf{r},t) f (\mathbf{r},t) , \quad (B1)
\]
then, according to linear response theory, the response of the observable $\hat{B}$ to this perturbation is given by
\[
\delta \langle \hat{B} (\mathbf{r},t) \rangle = \int_{-\infty}^{\infty} dt' \int d^2 \rho \chi_{BA} (\mathbf{r},t;\mathbf{r}',t') f (\mathbf{r}',t') , \quad (B2)
\]
where
\[
\chi_{BA} (\mathbf{r},t;\mathbf{r}',t') = \frac{i}{\hbar} \langle [\hat{B} (\mathbf{r},t), \hat{A} (\mathbf{r}',t')] \rangle \Theta (t-t') , \quad (B3)
\]
is called the response function, or susceptibility, and the expectation value is taken in the quasi-particle vacuum. This system is both time-translation and space-translation invariant, in which case we can replace the response function with
\[
\chi_{BA} (\mathbf{r},t) = \chi_{BA} (\mathbf{r},t;0,0) . \quad (B4)
\]
We are interested in the static parts of these susceptibilities, given by
\[
\tilde{\chi}_{BA}(\mathbf{k}) = \int d\omega \int_{-\infty}^{\infty} dt e^{i\omega t} \int \frac{d^3\mathbf{p}}{2\pi} e^{-i\mathbf{k}\cdot\mathbf{p}} \chi_{BA}(\mathbf{p}, t).
\]  
(B5)

Specifically, we are interested in the response of the polarization \(\Delta\) to small changes in the external electric field and the response of the density \(\tilde{n}\) to external perturbations in the trapping potential. Thus, we are interested in the cases where \(\Delta = \hat{B} = \hat{A}\) and \(\tilde{n} = \hat{B} = \hat{A}\). It can be shown that the polarization and density response functions can be written as
\[
\chi_n(\mathbf{k}) = i\frac{n}{4\hbar}\left(\frac{\delta \tilde{n}}{\tilde{n}} + S_n(\mathbf{k})\right),
\]  
(B6)

\[
\chi_\Delta(\mathbf{k}) = i\frac{n\delta^2}{4\hbar}\left(\frac{\delta \tilde{n}}{\tilde{n}} + S_\Delta(\mathbf{k})\right).
\]  
(B7)

Since the depletions must satisfy \(\delta \tilde{n} \ll \tilde{n}\), it is apparent that the susceptibilities are characterized completely by the structure factors \(S_n(\mathbf{k})\) and \(S_\Delta(\mathbf{k})\).
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