Instance-based Vision Transformer for Subtyping of Papillary Renal Cell Carcinoma in Histopathological Image
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Abstract. Histological subtype of papillary (p) renal cell carcinoma (RCC), type 1 vs. type 2, is an essential prognostic factor. The two subtypes of pRCC have a similar pattern, i.e., the papillary architecture, yet some subtle differences, including cellular and cell-layer level patterns. However, the cellular and cell-layer level patterns almost cannot be captured by existing CNN-based models in large-size histopathological images, which brings obstacles to directly applying these models to such a fine-grained classification task. This paper proposes a novel instance-based Vision Transformer (i-ViT) to learn robust representations of histopathological images for the pRCC subtyping task by extracting finer features from instance patches (by cropping around segmented nuclei and assigning predicted grades). The proposed i-ViT takes top-K instances as input and aggregates them for capturing both the cellular and cell-layer level patterns by a position-embedding layer, a grade-embedding layer, and a multi-head multi-layer self-attention module. To evaluate the performance of the proposed framework, experienced pathologists are invited to selected 1162 regions of interest from 171 whole slide images of type 1 and type 2 pRCC. Experimental results show that the proposed method achieves better performance than existing CNN-based models with a significant margin.
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1 Introduction

Papillary renal cell carcinoma (pRCC) is the second common type of RCC, which accounts for 10% to 20% of all RCC cases [1]. The International Society of Urological Pathology (ISUP) system [2] and other researches [3,4,5] indicate that
Fig. 1. An illustration of papillary renal cell carcinoma (a) type 1 and (b) type 2. Red circles highlight the different papillary structures: (a) a single layer, and (b) pseudosтратified cell layers. Green circles in (b) indicate some high-grade nuclei that exclusively exist in type 2. Note that all the areas marked by green and red circles are relatively small and randomly distributed.

pRCC subtyping can provide valuable prognostic information. For example, according to different subtypes, different treatment strategies that aim to improve the patients’ survival rate can be precisely conducted. Based on the histologic features, pRCC can be classified into two subtypes: type 1 and type 2 [6]. Type 1 composes of papillae covered with a single layer of small cells with low ISUP grade containing basophilic cytoplasm, while type 2 tumors have pseudostratified cells with high ISUP grade containing eosinophilic cytoplasm.

As a fundamental task in digital pathology analysis, cancer subtyping has attracted much attention from researchers in the computer vision domain. Recently, several convolutional neural network (CNN)-based models have been proposed for different cancer of various organs, e.g., breast [7], lung [8] and kidney [9]. The key point of these models is to identify the subtypes of these cancers according to certain histological features that can be easily extracted by CNN, such as architectural patterns of the tumors. However, pRCC subtyping is a fine-grained classification task because type 1 and type 2 pRCC have similar architectural patterns (i.e., papillary structure), which bring obstacle to apply existing models directly to the pRCC subtyping task.

In the pRCC pathology analysis routine, pathologists distinguish type 1 and type 2 pRCC mainly based on two fine features: the cellular level and the cell-layer level patterns (see Fig.1 for detail). Unfortunately, it is almost impossible for traditional CNN-based models to capture these two essential characteristics. Some works attempt to construct features manually based on the predicted results of nuclei segmentation and classification models for extracting cellular level patterns [10,11]. However, these hand-craft features are task-specific that hard to generalize to different digital pathology tasks. In the term of cell-layer level
patterns, existing CNN-based models cannot perceive the relative position patterns between cells (which have papillary structures) and layers composed by their around clustering cells. Moreover, both cellular level and cell-layer level patterns are relatively small and randomly distributed in different locations of a pRCC histopathological image, thus making it challenging to highlight such patterns in the extracted features of a traditional CNN.

To tackle the aforementioned challenges, in this paper, we propose a novel framework based on Transformer [12], namely instance-based Vision Transformer (i-ViT), for the pRCC subtyping. The central idea of the proposed i-ViT is to capture instances features first by extracting instance-level patches that each patch includes a nucleus with part of the surrounding background. Then aggregate selected instance-level features by the self-attention mechanism for further capturing cellular level and cell-layer level features, and encode both of them into the final image-level representation. Specifically, instance-level patches are extracted and classified by a segmentation network with additional classification channels to acquire graded nuclei segments. Then we select the top-K instance-level patches according to nuclei grade and size. After that, we use a CNN to embed each selected instance-level patch into instance-embedding. Considering the importance of the relative position between nuclei and grade information of nuclei, we encode the nuclei position and grade into the instance-embedding through a position embedding layer and a grade embedding layer, respectively. Finally, we use multi-head multi-layer self-attention to integrate the instance-embeddings with position and grade label encodings.

The main difference between our i-ViT and existing vision Transformer models, such as vision Transformer (ViT) [13], is that our proposed i-ViT only uses instance-level patches, which can learn key features and reduce the computational complexity, while ViT takes all split image patches into account. Meanwhile, we propose to leverage the nuclei grade features by applying the nuclei label embedding. Extensive experiments are conducted on a dataset derived initially from the kidney renal papillary cell carcinoma project of The Cancer Genome Atlas (TCGA-KIRP) database. The experimental results demonstrate that i-ViT achieves better performance than other comparison methods.

2 Method

An overview of our proposed framework for pRCC subtyping is depicted in Fig. 2. The pipeline can be briefly described as follows: (1) Training a nuclei segmentation and classification model for segmenting nuclei and predicting their grade in an input histopathological image. (2) Extracting patches with assigned grades as instances according to the predicted results of step (1). (3) Select top-K instances and input them into the proposed i-ViT for predicting the subtype of the input image. The proposed i-ViT is illustrated in Fig. 2(B), and it is composed of a tiny CNN and a Transformer encoder. The corresponding architectures of the tiny CNN and the Transformer encoder are shown in Fig. 2(C) and (D).
Fig. 2. The proposed framework for papillary renal cell carcinoma subtyping. It includes two stages: (A) for obtaining instance features, (B) for pRCC subtyping via extracting and aggregating instance-level features.

2.1 Nuclei Segmentation and Classification

To capture the fine features of pRCC subtypes, we need to segment out nuclei from the original image to avoid redundant information in a large-scale histopathological image and highlight the critical information for the downstream subtyping network. Considering that nuclei grades are an essential basis for subtyping, we predict each segmented nucleus’s grade as well. To this end, we train a network for jointly learning the nuclei segmentation and the classification tasks. We have evaluated several deep learning models, such as U-Net, HoVer-Net [14], and Micro-Net [15]. As Micro-Net achieves better comprehensive performances on accuracy and inference speed than other models, we adopt it for the segmentation and classification task in our framework.

2.2 Instance-Based Vision Transformer

After training the nuclei segmentation and classification model, we crop instance-level patches from the original image according to the segmentation results as shown in Fig. 2 (A). Each patch is in a size of $P \times P, P = 64$ and centered by a nucleus point, in which a whole nucleus and part of the surrounding background are included. Therefore, the cropped patches carry the cellular and location (whether the cells locate on the papillary structure or not) features.

The standard Transformer [12] is restricted to only take the sequences of 1D embeddings as input by its architecture. To extract 1D feature embeddings $S \in \mathbb{R}^{N \times D}$ from a sequence of 2D instance-level patches $X \in \mathbb{R}^{N \times P \times P \times C}$ (Eq.
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1), we construct a tiny CNN model which consists of two convolution and two fully-connection layers as the trainable patch embedding projection $L$. $D$ denotes the patch embedding dimension and serves as the latent vector size for all the Transformer layers, $C$ is the number of input channels. Note that, different images contain different number of nuclei, similar to the standard processing approach of NLP, we set a hyper-parameter $N$ which is the number of instances, also as the input sequence length of Transformer to handle this variation. Due to the importance of nucleus grade and size for subtyping, we remove the endothelial nuclei and sort other nuclei instances (tumor nuclei) by grade and size, which are easily obtained from nuclei segmentation and classification results, then the top $N$ of nuclei instances are selected as the input of tiny CNN.

Following the similar idea of ViT [13], we assign a learnable class embedding $s_{cls}^0 \in \mathbb{R}^{1 \times D}$ to learn the image representation that can be regarded as an aggregation of all the selected instance embeddings. During the training and testing process, a single linear layer classification head $s_{cls}^L$ is attached (Eq. 4). $L$ is the number of Transformer layer.

The nuclei positional information, which is the coordinates of each nucleus in the image, reflects the relative position between nuclei and is related with the cell-layer level patterns. Since the histopathological image size is large and meaningless to learn the redundant position embedding, we grid the image coordinates into 1/20 of the original size and use the grid’s position where the center of a nucleus is located to be the position of the nucleus, as shown in Fig. 2(A). Thereby, the position embeddings $s_X, s_Y \in \mathbb{R}^{(N+1) \times D/2}$ are learned from the nuclei position with two axes. Then we concatenate the X and Y embeddings to form the final position embeddings of the nuclei. To encode the nuclei grades information, we employ a grade embedding to integrate the ISUP nuclear grade features as $s_{grade} \in \mathbb{R}^{(N+1) \times D}$. Finally, the position embeddings and grade embeddings are added to instance embeddings (Eq. 1).

The architecture of our Transformer encoder is similar to ViT. It consists of repeated stacked multi-head self-attention (MSA) and multilayer perceptron (MLP) blocks (Eq. 2,3). The MLP consists of two hidden layers with GELU activation. Layernorm (LN) and residual connection are applied in every block.

$$S_0 = [s_{cls}^0; L(x_1); L(x_2); \ldots; L(x_N)] + [s_X, s_Y] + s_{grade}$$ (1)

$$\hat{S}_l = \text{MSA} (\text{LN} (S_{l-1})) + S_{l-1} \quad l = \{1 \ldots L\}$$ (2)

$$S_l = \text{MLP} \left( \text{LN} \left( \hat{S}_l \right) \right) + \hat{S}_l \quad l = \{1 \ldots L\}$$ (3)

$$y = \text{Linear}\left( s_{cls}^L \right)$$ (4)

where $y$ is the output vector of i-ViT, it can be transformed as predicted probabilities via a softmax function.
3 Experiment

3.1 Dataset

For nuclei segmentation and classification, we adopt a nuclei grading dataset introduced in [16], it contains 1000 region of interests (ROIs) that are selected from histopathological images of clear cell RCC (ccRCC) and pRCC. All the tumor nuclei with grade 1, 2, 3, and endothelial nuclei are labeled in these ROIs. Although this dataset is originally proposed for ccRCC, the nuclei grading system (ISUP) used in the annotation is recommended and validated on both ccRCC and pRCC. We only use the images of pRCC from the testing set to evaluate the model performance.

The pRCC subtyping dataset comprised 171 diagnostic whole slide images (WSI) from 171 patients (scanned at 40x), of which 62 of type 1, 109 of type 2. These WSIs are downloaded from KIRP project of TCGA and re-diagnosed by two experienced pathologists. The pathologists have selected a total of 1162 (613 vs. 549) ROIs in 2000 × 2000 size, approximately 10 ROIs for every type 1 case, 5 for type 2. We randomly divide the dataset into three subsets in patient-level, training (60%), validation (20%), and testing (20%) set. This dataset and source code of our work are available at: https://dataset.chenli.group/home/prcc-subtyping and https://github.com/ZeyuGaoAi/Instance_based_Vision_Transformer.

3.2 Implementation Details

**nuclei segmentation and classification** To avoid bias from different staining conditions, we perform the staining normalization and image augmentations (flip, rotate, blur) on all images. For the training process, the batch size is 8, the learning rate is 1.0e-4, and decreases to 1.0e-5 after 25 epochs. Adam optimizer is adopted, and the total training epochs 50. The weighted panoptic quality (wPQ) used in the MoNuSAC challenge [17] is adopted for evaluation in which the weight of each class is 1. The wPQ of Micro-Net is up to 0.5, which is an acceptable performance for pRCC nuclei segmentation and classification.

**Subtyping of pRCC** Four methods are adopted for performance comparison. 1. A CNN model (ResNet-34) without considering nuclei features, the model’s input are the original ROIs, denoted by CNN-ORI. 2. The traditional classifier (Decision Tree) with the grade distribution of each ROI, denoted by DT-G. 3. The gradient boosting decision tree (GBDT) with the grade distribution and hand-craft cellular features aggregation, denoted by GBDT-GH. 4. The single Transformer encoder with hand-craft cellular features, denoted by i-ViT-H.

The grade distribution is obtained from the nuclei classification result of each ROI. We normalize the number of nuclei in each grade (1, 2 and 3) to get the corresponding rate for DT-G. For hand-craft cellular feature extraction, four types of features, which are size, shape, color, and distance to neighbors, are extracted for each nucleus. We select ten cellular features: the area of nucleus, the major
and minor axes lengths of a nucleus and the ratio between these two lengths, the mean pixel values in three color channels (RGB) of a nucleus, three distances (maximum, minimum, mean) to neighbors in the Delaunay triangulation. Similar to [11], we adopt five distribution statistics, i.e., mean, std, skewness, kurtosis, entropy, and a 10-bin histogram to integrate the selected cellular features into one image-level feature. Finally, 150-dimensional hand-craft features and three grade-distribution features are generated for the third model GBDT-GH. The fourth model i-ViT-H only takes the ten cellular features of each nucleus as the input of the Transformer encoder. The grade embedding and the prepend class token are also adopted.

We implement all the methods in experiments with the open-source library Pytorch 1.6 and scikit-learn 0.24.0 on a work-station with four NVIDIA 2080Ti GPUs. For traditional classifiers (DT, GBDT), we use the default parameters from scikit-learn. Except for the image-net pre-trained ResNet-34 is used in the first comparison method, we do not use any other pre-trained models. For deep models, the adam optimizer is adopted for training, and the maximum epochs are 50. The learning rate is 1.0e-3 initially and decreases to 1.0e-4 after 30 epochs for CNN-ORI and i-ViT, and is 1.0e-2 (1.0e-3 after 30 epochs) for i-ViT-H. Due to the low-dimensional embeddings of i-ViT-H, the number of heads, layers, and hidden dimensions are set to 2, 1, and 32, respectively. For i-ViT, the number of heads, layers, and hidden dimensions are set to 12, 12, and 128, respectively. The input sequence length $N$ is set to 500 for i-ViT-H and i-ViT. A linear warm-up learning rate schedule is used in i-ViT and i-ViT-H for 10 epochs.

### 3.3 Results

| Model  | All       | Type 1       | Type 2       |
|--------|-----------|--------------|--------------|
|        | Acc% | Prec% | Rec% | F1% | Acc% | Prec% | Rec% | F1% |
| CNN-ORI | 75.11 | 77.39 | 74.17 | 75.74 | 72.81 | 76.15 | 74.44 |
| DT-G    | 80.35 | 85.05 | 75.83 | 80.18 | 76.23 | 85.32 | 80.52 |
| GBDT-GH | 88.21 | 94.29 | 82.50 | 88.00 | 83.06 | 94.50 | 88.41 |
| i-ViT-H | 89.18 | 91.30 | 87.50 | 89.36 | 86.84 | 90.83 | 88.79 |
| i-ViT   | **93.01** | 90.00 | **97.50** | **93.60** | **96.97** | 88.07 | **92.31** |

The overall accuracy, precision, recall, and F1-scores of each class are applied to evaluate the performance of subtyping models, and the classification results are shown in Table 1. As we expected, CNN-ORI shows the worst performance because traditional convolution structures can hardly capture the small and randomly distributed features. GBDT-GH outperforms DT-G by about 8% in ACC, which benefits from the rich hand-craft cellular features. The i-ViT-H achieves better performance than GBDT-GH, where the improvements are due to the
Fig. 3. The i-ViT performance under various parameters. The T-6-6, M-12-12, and H-24-12 indicate three Transformers (tiny, middle, and huge), the first and second digits are the number of layers and heads, and all hidden dimensions are 128. (a) Different sizes of instance patches with the input sequence length $N = 500$. (b) Different input sequence lengths with the size of instance patches $P = 64$.

Sensitivity analysis Because our proposed subtyping framework relies on parameters of the i-ViT model, three main parameters are analyzed: 1) The size of instance patches $P$ for tiny CNN, $P=16$, 32, and 64. 2) The input sequence length $N$ of the Transformer encoder, from 250 to 1500 at an interval of 250. 3) Three Transformer encoders with different scales (i.e., T-6-6, M-12-12, and H-24-12).

From Fig. 3, we can observe that the performance of the i-ViT is related to these three parameters. The performances of the huge and middle scale models are competent in most of the parameter settings, and the tiny scale model has the worst performance due to the under-fitting problem. The smallest size patches ($P = 16$) lead to worse performance because these patches only contain part of nuclei, see Fig. 3(a). Also, in Fig 3(b), the performances are worse with $N = 250$. We suppose that the models cannot extract discriminate features from limited instances, and these models are relatively stable with input sequence lengths (from 500 to 1000). Then model performances decrease rapidly from 1000 to 1500 because the number of tumor nuclei extracted from most of the images is less than 1250.

4 Conclusion

Subtyping of pRCC has poor clinical consistency, the diagnostic difference between our pathologists and TCGA is more than 35%, so it is necessary to design an automated subtyping model for pRCC. In digital pathology, this task is a
fine-grained image classification task based on some detailed features and hard to solve by traditional CNN models. In this paper, we introduced a new learning schema, “learning with instances,” for this particular task. Unlike the standard ViT that considers every pixel of each image, we integrated the instance information extracted from the nuclei segmentation and classification results with the ViT to form the i-ViT. The i-ViT only takes pixels of each instance into account, making the model ignore useless background information and pay more attention to learning useful features.
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