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Abstract. This paper strives to generate a synthetic computed tomography (CT) image from a magnetic resonance (MR) image. The synthetic CT image is valuable for radiotherapy planning when only an MR image is available. Recent approaches have made large strides in solving this challenging synthesis problem with convolutional neural networks that learn a mapping from MR inputs to CT outputs. In this paper, we find that all existing approaches share a common limitation: reconstruction breaks down in and around the high-frequency parts of CT images. To address this common limitation, we introduce frequency-supervised deep networks to explicitly enhance high-frequency MR-to-CT image reconstruction. We propose a frequency decomposition layer that learns to decompose predicted CT outputs into low- and high-frequency components, and we introduce a refinement module to improve high-frequency reconstruction through high-frequency adversarial learning. Experimental results on a new dataset with 45 pairs of 3D MR-CT brain images show the effectiveness and potential of the proposed approach. Code is available at \url{https://github.com/shizenglin/Frequency-Supervised-MR-to-CT-Image-Synthesis}
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1 Introduction

Magnetic resonance (MR) image is widely used in clinical diagnosis and cancer monitoring, as it is obtained through a non-invasive imaging protocol, and it delivers excellent soft-tissue contrast. However, MR image does not provide electron density information that computed tomography (CT) image can provide, which is essential for applications like dose calculation in radiotherapy treatment planning \cite{2,10,5,18} and attenuation correction in positron emission tomography reconstruction \cite{24,22,16}. To overcome this limitation, a variety of approaches have been proposed to recreate a CT image from the available MR images \cite{25,11,26,31,9}. Recently, deep learning-based synthesis methods \cite{25,11,26,31,9,19} have shown superior performance over alternatives such as segmentation-based \cite{17,16} and atlas-based methods \cite{30,37,4}.

A typical approach for deep learning-based synthesis is through 2D convolutional networks on 2D MR images \cite{9,11,23,18,14}. A downside of this setup is that 2D approaches are applied to 3D MR images slice-by-slice, which can
cause discontinuous prediction results across slices \cite{24}. To take full use of 3D spatial information of volumetric data, 3D-based synthesis models have been explored using 3D convolutional networks \cite{25,29} and 3D GANs \cite{26}. In this work we adopt a similar setup, which uses paired MR and CT images during training, but we tackle a common limitation amongst existing 3D-based synthesis approaches: imperfect CT image synthesis in high-frequency parts of the volume.

The main motivation behind our work is visualized in Fig. 1. For MR (a) to CT (b) image synthesis using 3D networks \cite{6}, the reconstruction error (c) is most dominant in regions that directly overlap with the high-frequency parts of the CT image (d). This is a direct result of the used loss function, \textit{e.g.}, an $\ell_1$ or $\ell_2$ loss, which results in blurring since they are minimized by averaging all possible outputs \cite{13,23}. As a result, the low-frequency parts are reconstructed well, at the cost of the high-frequency parts. Interestingly, Lin \textit{et al.} \cite{21} also found CNN-based synthesis models tend to lose high-frequency image details for CT-to-MR image synthesis. To address this limitation, they propose the frequency-selective learning, where multiheads are used in the deep network for learning the reconstruction of different frequency components. Differently, in this work, we propose frequency-supervised networks that explicitly aim to enhance high-frequency reconstruction in MR-to-CT image synthesis.

We make three contributions in this work: \textit{i}) we propose a frequency decomposition layer to decompose the predicted CT image into high-frequency and low-frequency parts. This decomposition is supervised by decomposing ground truth CT images using low-pass filters. In this way, we can focus on improving the quality of the high-frequency part, assisted by \textit{ii}) a high-frequency refinement module. This module is implemented as a 3D symmetric factorization convolutional block to maximize reconstruction performance with minimal parameters; and \textit{iii}) we outline a high-frequency adversarial learning to further improve the quality of the high-frequency CT image. Experimental results on a dataset with 45 pairs of 3D MR-CT brain images shows the effectiveness and potential of the proposed approach.

2 Method

We formulate the MR-to-CT image synthesis task as a 3D image-to-image translation problem. Let $\mathcal{X} = \{x_i\}_{i=1}^{H \times W \times L}$ be an input MR image of size $H \times W \times L$, and $\mathcal{Y} = \{y_i\}_{i=1}^{H \times W \times L}$ be the target CT image for this MR image, where $y_i$ is the target voxel for the voxel of $x_i$. The transformation from input images to target images can be achieved by learning a mapping function, \textit{i.e.}, $f : \mathcal{X} \mapsto \mathcal{Y}$. In this paper, we learn the mapping function by way of voxel-wise nonlinear regression, implemented through a 3D convolutional neural network. Let $\Psi(\mathcal{X}) : \mathbb{R}^{H \times W \times L} \mapsto \mathbb{R}^{H \times W \times L}$ denote such a mapping given an arbitrary 3D convolutional neural network $\Psi$ for input MR image $\mathcal{X}$. 
Fig. 1. **High-frequency supervision motivation** for MR-to-CT image synthesis. For MR (a) to CT (b) image synthesis using 3D networks, the reconstruction error (c) is most dominant in regions that directly overlap with the high-frequency parts of the CT image (d). For computing the high-frequency CT image, we first obtain a low-frequency CT image through a Gaussian low-pass filter. Then, we subtract the low-frequency CT image from the raw CT image to generate a high-frequency CT image. In the error image (c), the brighter the voxel, the bigger the error.

2.1 Frequency-supervised synthesis network

We propose a 3D network that specifically emphasizes the high-frequency parts of CT images. Standard losses for 3D networks, such as the $\ell_1$ loss, perform well in the low-frequency parts of CT images, at the cost of loss in precision for the high-frequency parts. Our approach is agnostic to the base 3D network and introduces two additional components to address our desire for improved synthesis in the high-frequency parts: a decomposition layer and a refinement module, which is explicitly learned with a specific high-frequency supervision. The overall network is visualized in Figure 2.

**Decomposition layer.** We account for a specific focus on high-frequency CT image parts through a decomposition layer. This layer learns to split the output features of a 3D base network into low-frequency and high-frequency components in a differentiable manner. Let $V = \Psi(\mathcal{X}) \in \mathbb{R}^{C \times H \times W \times L}$ denote the output of the penultimate layer of the base network for input $\mathcal{X}$. We add a $3 \times 3 \times 3$ convolution layer with parameters $\theta_d \in \mathbb{R}^{C \times 2 \times 3 \times 3 \times 3}$ to generate probability maps $P = [p_l, p_h] = \text{softmax}(\theta_d V) \in \mathbb{R}^{2 \times H \times W \times L}$. The probability scores for each voxel denote the likelihood of the voxel belonging to the low- or high-frequency parts of the CT images. Using the probabilities, we obtain low-frequency features $V_l = p_l \ast V$ and high-frequency features $V_h = p_h \ast V$, where $p_l$ and $p_h$ are first tiled to be the same size as $V$. For the low-frequency part, we use a $3 \times 3 \times 3$ convolution layer with the parameters $\theta_l \in \mathbb{R}^{C \times 1 \times 3 \times 3}$ to generate the low-frequency CT image $\hat{Y}_l = \theta_l V_l$. 
Refinement module. To generate the high-frequency CT image $\hat{Y}_h$, we introduce a refinement module to improve the quality of the high-frequency features $V_h$. Since the high-frequency features are close to zero in most regions, its learning usually requires a large receptive field for capturing enough context information. The enhancement is performed on top of a base network, e.g., a 3D U-Net [6], thus we should limit the amount of extra parameters and layers to avoid making the network hard to optimize. To this end, we introduce a 3D symmetric factorization module. The module explicitly factorizes a 3D convolution into three 1D convolutions along three dimensions. To process each dimension equally, the module employs a symmetric structure with the combination of $(k \times 1 \times 1)+(1 \times k \times 1)+(1 \times 1 \times k)$, $(1 \times k \times 1)+(1 \times 1 \times k)+(k \times 1 \times 1)$, and $(1 \times 1 \times k)+(k \times 1 \times 1)+(1 \times k \times 1)$ convolutions. Specifically, the input of this module is convolved with three 1D convolutions for each dimension, the output of each 1D convolution is convolved two more times over the remaining dimensions. Then the outputs of last three 1D convolutions is summed as the output of this module. Compared to a standard 3D $k \times k \times k$ convolution layer, parameters is reduced from $k^3$ to $9k$. In this paper, we use $k = 13$ for relatively large receptive field. The module is denoted as $\phi$ with the parameters $\theta$. Then we use a $3 \times 3 \times 3$ convolution layer with the parameters $\theta_h \in \mathbb{R}^{C \times 1 \times 3 \times 3 \times 3}$ to generate the high-frequency CT image $\hat{Y}_h = \theta_h \phi(V_h)$.

Optimization. We use a specific loss for high-frequency CT image synthesis to explicitly learn the high-frequency refinement module. Another loss is used for overall CT image synthesis. Empirically, low-frequency CT image can be synthesised correctly with only an overall loss. Thus, we minimize the difference between predicted high-frequency CT image $\hat{Y}_h$ and its ground-truth $Y_h$, and the difference between predicted CT image ($\hat{Y}_h + \hat{Y}_l$) and its ground-truth $Y$ using the $L_1$-norm, which is defined as:

$$L = \| \hat{Y}_h - Y_h \|_1 + \| (\hat{Y}_l + \hat{Y}_h) - Y \|_1.$$ (1)
During training, the ground truth high-frequency CT image $Y_h$ is obtained fully automatically without any manual labeling. Specifically, we first obtain a low-frequency CT image through a Gaussian low-pass filter with filtering size $\sigma = 15$. Then we subtract the low-frequency CT image from the CT image to obtain the high-frequency CT image. During inference, we input a MR $X$, and output $Y_l + Y_h$ as the synthesized CT image.

2.2 High-frequency adversarial learning

Lastly, we enhance the predicted high-frequency CT image $\hat{Y}_h$ by means of adversarial learning. Adversarial learning has shown its benefits in MR-to-CT image synthesis by Nie et al. [26]. We have observed that the low-frequency CT image can be reconstructed well. Thus, we propose to apply the discriminator only on the high frequencies. This reduces the complexity of the problem, making it easier for the discriminator to focus on the relevant image features. We use the relativistic discriminator introduced by [15]. The discriminator makes adversarial learning considerably more stable and generates higher quality images.

3 Experiments and results

3.1 Experimental setup

Dataset and pre-processing. We evaluate our approach on a dataset with 45 pairs of 3D MR-CT brain images. When comparing the size of our data to previous supervised works, our data set size is reasonable. Such as, Nie et al. [26] report on 38 data pairs and Han et al. [11] use 33 data pairs. Our images are acquired in the head region for the clinical indications of dementia, epilepsy and grading of brain tumours. The MR images have a spacing of $0.8 \times 0.8 \times 0.8$ mm$^3$ while the CT images have a spacing of $0.9 \times 0.9 \times 2.5$ mm$^3$. Registration is performed to align the two modalities and to sample the aligned images with a spacing of $1.0 \times 1.0 \times 1.5$ mm$^3$. The gray values of the CT were uniformly distributed in the range of $[-1024, 2252.7]$ Hounsfield unit. We resample all the training data to isotropic resolution and normalized each MR image as zero mean and unit variance. We also normalize each CT image into the range of $[0, 1]$ and we expect that the output synthetic values are also in the same range. The final synthetic CT will be obtained by multiplying the normalized output with the range of Hounsfield unit in our training data.

Implementation details. Implementation is done with Python using TensorFlow. Network parameters are initialized with He initialization and trained using Adam with a mini-batch of 1 for 5,000 epochs. We set $\beta_1$ to 0.9, $\beta_2$ to 0.999 and the initial learning rate to 0.001. Data augmentation is used to enlarge the training samples by rotating each image with a random angle in the range of $[-10^\circ, 10^\circ]$ around the z axis. Randomly cropped $64 \times 64 \times 64$ sub-volumes serve as input to train our network. During testing, we adopt sliding window and
Table 1. Effect of frequency-supervised learning. For all base networks, our high-frequency supervised learning results in improved synthesis across all metrics.

| Base network                      | 3D FC-Net [25] | 3D Res-Net [20] | 3D U-Net [6] |
|-----------------------------------|----------------|----------------|-------------|
| MAE  | PSNR↑ | SSIM↓ | MAE↑ | PSNR↑ | SSIM↓ | MAE↑ | PSNR↑ | SSIM↓ |
| Base network                      | 94.55          | 24.43          | 0.681       | 81.26  | 25.89  | 0.724 | 79.09  | 26.10  | 0.726 |
| w/ Boundary refinement [27]      | 90.15          | 25.03          | 0.697       | 82.54  | 25.76  | 0.723 | 82.83  | 25.63  | 0.723 |
| w/ This paper                    | 84.31          | 25.72          | 0.736       | 73.61  | 26.72  | 0.741 | 72.71  | 26.86  | 0.747 |

Table 2. Effect of refinement module. L denotes layer number, C denotes channel number and K denotes kernel size. Our proposed refinement module introduces relatively few parameters with large receptive fields, leading to improved performance.

| Stacking Large kernel size This paper | 3D Convolutions | MAE↑ | #params | 3D Convolutions | MAE↑ | #params | 1D Convolutions | MAE↑ | #params |
|---------------------------------------|----------------|------|---------|----------------|------|---------|----------------|------|---------|
| (L = 3, C = 32, K = 3)               | 76.38          | 52.9k|         | (L = 3, C = 32, K = 3) | 76.38| 52.9k   | (L = 9, C = 32, K = 3) | 74.68| 64.5k   |
| (L = 6, C = 32, K = 3)               | 79.69          | 165.9k|        | (L = 3, C = 32, K = 5) | 75.78| 294.0k  | (L = 9, C = 32, K = 5) | 71.71| 119.8k  |
| (L = 9, C = 32, K = 3)               | 81.89          | 248.8k|        | (L = 3, C = 32, K = 7) | 79.09| 1053.7k | (L = 9, C = 32, K = 19) | 72.69| 175.1k  |

overlap-tiling stitching strategies to generate predictions for the whole volume. We use MAE (Mean Absolute Error), PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity Index Measure) as evaluation measurements. These measurements are reported by 5-fold cross-validation.

3.2 Results

Effect of frequency-supervised learning. We first analyze the effect of the proposed frequency-supervised learning. We compare it to two baselines. The first performs synthesis using the base network only. Here, we compare three widely used network architectures, i.e., 3D fully convolutional network (3D FC-Net) [25], 3D residual network (3D Res-Net) [20] and 3D U-Net [6]. The second baseline adds a boundary refinement module introduced by [27] on top of the base network, which improves the structures of the predicted image by means of residual learning. The losses of these two baseline models are optimized with respect to the overall CT image estimation. As a result, low-frequency parts of predicted CT image are reconstructed well, at the cost of high-frequency parts. By contrast, we first decompose the predicted CT image into low-frequency and high-frequency parts, and then improve the quality of high-frequency parts with a high-frequency refinement module, which is learned by a specific high-frequency loss. The results are shown in Table 1. With the base network only, 3D U-Net obtains the best performance. With the addition of the boundary refinement module, only the performance of the 3D FC-Net is improved. By contrast, our method improves over all three base networks. Fig. 3 highlights our ability to better reduce synthesised errors, especially in high-frequency parts. We conclude our frequency-supervised learning helps MR-to-CT image synthesis, regardless of the 3D base network, and we will use 3D U-Net as basis for further experiments.
Fig. 3. Effect of frequency-supervised learning. The right images of (b) and (c) are the error images, where the brighter the voxel, the bigger the error. Our method better reduces the synthesised errors than 3D U-Net, as highlighted by the red squares.

Table 3. Effect of high-frequency adversarial learning. Our approach, with both frequency-supervision and high-frequency adversarial learning, outperforms 3D U-Net with standard adversarial learning.

|                      | MAE↓  | PSNR↑ | SSIM↑ |
|----------------------|-------|-------|-------|
| 3D U-Net             | 79.09 | 26.10 | 0.726 |
| 3D GAN               | 76.83 | 26.55 | 0.742 |
| This paper: Frequency-supervised synthesis | 72.71 | 26.86 | 0.747 |
| This paper: Frequency-supervised synthesis and adversarial learning | 69.57 | 27.39 | 0.758 |

Effect of high-frequency refinement module. In the second experiment, we demonstrate the effect of the proposed refinement module. To capture more context information by enlarging the receptive field, standard approaches include stacking multiple $3 \times 3 \times 3$ convolutional layers or use convolutions with larger kernel, e.g., $7 \times 7 \times 7$. The experimental results in Table 2 show that neither approach works well. Such as, the MAE of stacking three $3 \times 3 \times 3$ convolutional layers is 76.38, while the MAE of stacking six is 79.60. The MAE of stacking three $3 \times 3 \times 3$ convolutional layers is 76.38, while the MAE of stacking three $7 \times 7 \times 7$ is 79.09. By contrast, our proposed module with $k = 13$ introduces relatively few parameters with large convolution kernels, leading to a better MAE of 72.71.

Effect of high-frequency adversarial learning. In this experiment, we show the effectiveness of the proposed high-frequency adversarial learning. For the generator network, we use the 3D U-Net for standard adversarial learning, and frequency-supervised synthesis network for our high-frequency adversarial learning, as shown in Fig. 2 where 3D U-Net is the base network. For the discriminator, we both use the relativistic average discriminator introduced in [15] (See
section 2.2). The network architecture of the discriminator is the same as the encoder of 3D U-Net. 3D U-Net combined with standard adversarial learning leads to a 3D GAN based synthesis model, as the work of Nie et al. [26]. As shown in Table 3, the 3D GAN achieves better synthesis performance than 3D U-Net only. Our high-frequency adversarial learning further improves the performance of our frequency-supervised synthesis network. From Fig. 4, we observe the proposed method yields synthesized CT images with better perceptive quality, in particular higher structural similarity and more anatomical details.

**Evaluation by segmentation** To further evaluate the quality of synthesised CT images generated by various methods. Following Hangartner [12], we use a simple thresholding to segment ground-truth and synthesised CT images into three classes: 1) background and air; 2) soft tissue; and 3) bone tissue. As shown in Fig. 5, our proposed methods mainly improve the model’s capability on bone tissue synthesis compared to other methods.

## 4 Conclusion

In this paper, we have shown that existing deep learning based MR-to-CT image synthesis methods suffer from high-frequency information loss in the synthesized CT image. To enhance the reconstruction of high-frequency CT images, we present a frequency-supervised MR-to-CT image synthesis method. Our method contributes a frequency decomposition layer, a high-frequency refinement module and a high-frequency adversarial learning, which are combined to explicitly improve the quality of the high-frequency CT image. Our experimental results demonstrate the effectiveness of the proposed methods.
Fig. 5. Evaluations by segmentation. The regions with black color represent background and air, the regions with red color represent soft tissue, the regions with green color represent bone tissue. Our method achieves better synthetic bone tissues, as highlighted by the blue squares.
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