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ABSTRACT

We study the abundance of satellites akin to the brightest, classical dwarf spheroidals around galaxies similar in magnitude and isolation to the Milky Way and M31 in the Sloan Digital Sky Survey. From a combination of photometric and spectroscopic redshifts, we bound the mean and the intrinsic scatter in the number of satellites down to 10 mag fainter than the Milky Way. Restricting to magnitudes brighter than Terzan 5, we find an upper limit of 13 on the mean number of satellites brighter than the Fornax dwarf spheroidal. Methods to improve these limits that utilize full photometric redshift distributions hold promise, but are currently limited by incompleteness at the very lowest redshifts. Theoretical models are left to explain why the majority of dark matter subhalos that orbit Milky-Way-like galaxies are inefficient at making galaxies at the luminosity scale of the brightest dwarf spheroidals, or why these subhalos predicted by ΛCDM do not exist.
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1. INTRODUCTION

Around the Milky Way (MW) orbit nearly two dozen known satellite galaxies that have a range of magnitudes down to 20 times fainter than the MW itself. The two brightest satellites, the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud, are approximately 2 and 4 mag fainter than the MW, respectively. Numerical simulations indicate that there is a ∼10% chance that a 10^{12} M_☉ MW-mass dark matter halo hosts two satellites as massive as the Magellanic Clouds (MCs; Boylan-Kolchin et al. 2010; Busha et al. 2011). From an observational perspective, analysis of galaxies from the Sloan Digital Sky Survey Seventh Data Release (SDSS DR7) indicates that MW magnitude galaxies have two galaxies as bright as the MCs only ∼5% of the time, and on average have ∼0.3 satellites within 4 mag of the MW (Liu et al. 2011; Guo et al. 2011; Lares et al. 2011; Tollerud et al. 2011). Thus, the MW is somewhat atypical in having two satellites with this luminosity difference, but the probability of having a given number at this scale is in excellent agreement between theory and observation (see further discussion in Busha et al. 2011).

Beyond the MCs, the brightest satellites are the Sagittarius, Fornax, and Leo I dwarf spheroidals (dSphs), approximately 6, 8, and 9 mag fainter than the MW, respectively. Though at present challenging, a measurement of the abundance of satellite galaxies as bright as these classical dSphs is important for several reasons. From the observational perspective, it improves our understanding of the MW and its place on a cosmic scale, providing information on the number of bright satellites around other galaxies over a regime in which we are believed to be complete around the MW (Walsh et al. 2009), in particular away from the Galactic plane (Kleyna et al. 1997; Willman 2010). From the theoretical perspective, understanding the abundance of classical dSphs is important because these objects reside in the least massive dark matter halos that contain visible light, corresponding to halo mass scales at which various processes including supernova feedback effects and suppression of gas accretion from reionization becomes important (Bullock et al. 2000; Benson et al. 2002; Somerville 2002).

Though the above processes certainly affect the formation of dSphs, theoretical models that include them have still found it challenging to match both the distribution of luminosities of the bright MW satellites and their kinematic properties (Font et al. 2011). Estimates of the luminosity function down to scales of the classical dSphs predict that they reside in dark matter halos with velocity dispersions >20 km s^{-1} (Cooper et al. 2010). These models typically predict tens of satellites brighter than Fornax, ∼10^{7} L_☉. Both of these predictions are in tension with observations of the MW satellite population. On the one hand, the predicted velocity dispersion for bright satellites is nearly two times larger than the observed ∼10 km s^{-1} velocity dispersion of bright dSphs. On the other hand, since the observational sample is complete for objects with reasonable surface brightness with luminosity >10^{7} L_☉, it is difficult to invoke that a population of objects this luminous has been missed by observations.

More detailed analysis of dSph kinematics indicates that their maximum circular velocities are <30 km s^{-1} (Strigari et al. 2010). In particular, even though it is very bright, Fornax has a strongly constrained maximum circular velocity at a relatively low <20 km s^{-1}. Matching these results with numerical simulations of the Galactic satellite population in a ΛCDM cosmology (Springel et al. 2008; Diemand et al. 2008) indicates that on average there should be ∼25–75 of dark matter satellites with maximum circular velocity greater than that of Fornax, which are either too faint to be detected in surveys or devoid of baryonic material entirely (Boylan-Kolchin et al. 2011; Bovill & Ricotti 2011).

The above results indicate that from a combination of observations and theory, the classical problem of the abundance of satellites within ΛCDM can be boiled down to a “Fornax problem”: more specifically, why is it that for an observed galaxy at the luminosity scale of ∼10^{7} L_☉, there are scores of dark subhalos that have the same dark matter mass, but apparently no stars in them at all? There are a few outstanding ideas that remain to answer this question. First, the tension may point directly to severe inefficiency and stochasticity of galaxy formation at the dark matter halo mass scale of the dSphs. Second,
it may be that there are required modifications to the current sample of numerical simulations: in particular, baryons may significantly modify the dark matter distributions in satellites (e.g., Wadepuhl & Springel 2011; Parry et al. 2012; di Cintio et al. 2011), or there may even be a necessary modification to the cosmological model (Lovell et al. 2012). The third idea is perhaps the most straightforward of all; namely, that the MW is rare among galaxies of its kind, a result of a rare downward fluctuation in its population of bright satellites.

In this paper, we address for the first time this latter issue of the distribution of satellites as bright as the classical dSphs around MW-analog galaxies. We construct an observational sample of spectroscopic galaxies like the MW using SDSS, and search for faint satellites using SDSS DR8 imaging data and photometric redshift probability distributions. At the faintest end, we place an upper limit on the number of satellites down to the magnitude scale of the Leo I dSph. At the brightest end, we find an average of \( \lesssim 2 \) objects brighter than Sagittarius. Our results imply that, in terms of its bright dSph satellite population, the MW does not stand out as a significant statistical outlier.

2. DATA

Our analysis begins by selecting MW-analog galaxies, which is similar to the analysis presented in Liu et al. (2011). We refer to these galaxies as primaries. We use a magnitude for the MW of \( M_V = -20.9 \) (van den Bergh 2000), which corresponds to \( M_r = -20.4 \) (see Liu et al. 2011, for discussion), and we consider primaries within \( \pm 0.25 \) mag of this value. We consider a second set of slightly brighter galaxies, with \( M_r = -20.7 \), for comparison with M31. Primary galaxies are selected from the NASA-Sloan Atlas (\( z < 0.055 \)) with more complete spectroscopy and imaging from the Galaxy Evolution Explorer. We limit our analysis to isolated galaxies that have no galaxy with a luminosity equal to or greater than the MW or M31 within 0.4 Mpc (following the same methods described in Liu et al. 2011). We make a few cuts to exclude very nearby galaxies which may have incorrect photometry, specifically those with \( r < 11, \) SIZE < 5*SERSTIC_TH50, or with \( g - r < 0 \).

To perform the search for satellites around MW and M31 analogs, we utilize the both DR8 imaging and spectroscopic catalog (Aihara et al. 2011). We use the galaxy catalog and the photometric redshift probability distributions from Sheldon et al. (2011), which is complete for \( r < 21.8 \). The spectroscopic sample is complete for \( r < 17.77 \). We exclude primary galaxies for which the DR8 photometry is incomplete within 250 kpc of the primary (using a mask kindly provided by Erin Sheldon; the motivation for this cut will become more evident in Section 3). For a given magnitude difference from the primary, \( \Delta m \), and satellite absolute magnitude threshold, Table 1 provides the corresponding apparent \( r \)-band magnitude threshold and the number of primary galaxies. Columns 4–6 correspond to our photometric sample, while Columns 7–9 correspond to our spectroscopic sample. The meaning of these samples will become more clear from our discussion in Section 3. For the photometric sample of MW-analog primaries, we have explicitly included \( \Delta m = 7.7 \), corresponding to the Fornax dSph. In comparison to the sample of Liu et al. (2011), our sample with a threshold cut at the magnitude of the brightest satellites, i.e., the MCs, is smaller because we restrict ourselves to more nearby galaxies in the NASA-Sloan Atlas (\( z < 0.055 \)). Since the primary focus of our analysis is on the faintest satellites, our conclusions are insensitive to the smaller sample of very bright satellites.

### Table 1

| Sample | \( \Delta m \) | Satellite Absolute Magnitude | Photometric | Spectroscopic |
|--------|---------------|-----------------------------|-------------|--------------|
|        |               | Primary Apparent Magnitude   | Number of Primitives | Mean Number of Satellites | Primary Apparent Magnitude | Number of Primitives | Mean Number of Satellites |
| MW     | 10            | 11.8                        | 49          | <400          | ...                        | ...                        | ...                        |
|        | 9             | 12.8                        | 148         | <100          | ...                        | ...                        | ...                        |
|        | 8             | 13.8                        | 727         | <30           | ...                        | ...                        | ...                        |
|        | 7.7           | 14.1                        | 1117        | <13           | ...                        | ...                        | ...                        |
|        | 7             | 14.8                        | 2727        | 3.10 ± 1.60   | ...                        | ...                        | ...                        |
|        | 6             | 15.8                        | 8757        | 1.50 ± 0.47   | 11.8                      | 49                         | 1.42 ± 0.56               |
|        | 5             | 16.8                        | 8388        | 0.92 ± 0.26   | 12.8                      | 148                        | 0.62 ± 0.18              |
|        | 4             | 17.8                        | 8388        | 0.51 ± 0.15   | 13.8                      | 727                        | 0.25 ± 0.05               |
| M31    | 10            | 11.8                        | 41          | <300          | ...                        | ...                        | ...                        |
|        | 9             | 12.8                        | 151         | <60           | ...                        | ...                        | ...                        |
|        | 8             | 13.8                        | 834         | <13           | ...                        | ...                        | ...                        |
|        | 7             | 14.8                        | 3700        | 2.41 ± 1.55   | ...                        | ...                        | ...                        |
|        | 6             | 15.8                        | 7427        | 1.31 ± 0.49   | 11.8                      | 41                         | 1.01 ± 0.54              |
|        | 5             | 16.8                        | 7432        | 1.02 ± 0.47   | 12.8                      | 151                        | 0.37 ± 0.12              |
|        | 4             | 17.8                        | 7432        | 0.50 ± 0.21   | 13.8                      | 834                        | 0.20 ± 0.04              |

Notes. The upper eight rows correspond to Milky-Way-like primaries, the bottom seven rows correspond to M31-like primaries.

1 http://www.nsatlas.org/data
of galaxies in the signal region as \(n_{i,1}\). For comparison to the number of counts within the signal region, we associate with each primary a background region. The background region is an annulus with an inner radius \(R\) and an outer radius chosen to enclose the same area as the signal region. We label the number of galaxies within the background region associated with the \(i\)th primary as \(n_{b,i}\). A local estimation of the background via an annulus connected to the signal region has been shown to be unbiased, even accounting for galaxy clustering (Chen et al. 2006; Liu et al. 2011; Lares et al. 2011; Guo et al. 2011).

We are interested in obtaining an estimate for the mean number of satellites around MW- and M31-like galaxies, given the measurements of \(n_{i,1}\) and \(n_{b,i}\), around a large sample of primaries. We obtain three separate estimates for the combination of \(n_{i,1}\) and \(n_{b,i}\), which differ both in the cuts that are made on the data sample and the method in which the sample is obtained. The first estimate uses spectroscopic redshift information for the satellites, while the second and third methods use photometric redshifts. We now detail specifically how each of these estimates are obtained in turn.

### 3.1. Method 1: Spectroscopic Satellites

Our first method for estimating \(n_{i,1}\) and \(n_{b,i}\) uses spectroscopic redshifts for both primaries and satellites. Since the DR8 sample is spectroscopically complete down to \(r < 17.77\), we are able to estimate the number of satellites brighter than \(\Delta m = 6, 5, 4\). As indicated in Table 1, these magnitude differences correspond to primary apparent magnitudes \(r < 11.8, 12.8\), and 13.8, respectively. Specifically we find 49, 148, and 727 primaries that satisfy \(r < 11.8, 12.8\), and 13.8, respectively. For a given set of primaries, we select galaxies in the spectroscopic sample that satisfy two criteria. First, as described above we determine those galaxies in the signal region that satisfy \(R < 250\, \text{kpc}\), as well as galaxies within the corresponding background annulus. Second, we impose a cut so that both the galaxies in the signal region and the galaxies in the background region lie within a redshift \(\Delta z = 0.001 (300\, \text{km s}^{-1})\) of the primary. This redshift cut is appropriate when accounting for both the expected physical size of the dark matter halos of the primaries and for redshift space distortions.

Using spectroscopic redshifts to identify satellites clearly reduces background contamination from galaxies at vastly different redshifts than the primary. However, the obvious downside is that, when demanding the satellites have a spectroscopic redshift, the sample of primaries is much smaller than the corresponding sample of primaries obtained by only demanding complete photometry for the satellites. Furthermore, when restricting ourselves to spectroscopic satellites we run out of very bright primaries, meaning we are unable to probe very faint magnitude differences, \(\Delta m > 6\), that are the main goal of this work.

### 3.2. Method 2: Full Photometric Redshift Distributions

For our second estimate of \(n_{i,1}\) and \(n_{b,i}\), we use the photometric galaxy sample of Sheldon et al. (2011), which is complete down to \(r < 21.8\). In this case, we are able to estimate the number of satellites down to magnitudes as faint as \(\Delta m = 10\), corresponding to primaries with \(r < 11.8\). The total number of primaries for each \(\Delta m\) is shown under the photometric heading in Table 1.

For each galaxy with \(r < 21.8\), Sheldon et al. (2011) assign a probability, \(p(z)\), that it resides in one of \(N_{\text{phot}} = 35\) redshift bins. Method 2 specifically uses the information in these \(p(z)\) distributions. With these distributions in hand, we again start by considering a single primary galaxy. We use the same redshift bins in which the \(p(z)\)’s are calculated, and from these we locate the redshift bin that contains the primary. As described above we again search for galaxies within the signal region \(R < 250\, \text{kpc}\).

Given this set of galaxies in the signal region, we then sample each of their corresponding discrete \(p(z)\) distributions. This provides us with a redshift for each galaxy within the signal region. From a single sampling of each \(p(z)\) distribution, we determine the total number of galaxies that fall into the redshift bin that contains the primary. To obtain a statistically robust estimate of the total signal and background probability distributions, we repeat the sampling procedure \(\sim 100\) times to obtain the mean number of counts in the signal region in the same redshift bin as the primary, \(\langle n_{i,1}\rangle\). Then, following a similar reasoning as above, we repeat this procedure for the annular background region to obtain the corresponding mean number of counts in the redshift bin associated with the background for each primary, \(\langle n_{b,i}\rangle\).

As long as the photometric redshift distribution for each galaxy is unbiased, the estimate of the number of satellites obtained from this method is expected to be just as accurate as the estimate that uses spectroscopic redshifts. However, systematics in photometric redshift information may bias the results. Of particular relevance is the fact that the training set used in Sheldon et al. (2011) to obtain the photometric redshifts may not have a fully representative sample of faint, low-redshift galaxies. This is precisely the sample of galaxies that we are interested in identifying as satellites. If the training sample is underrepresented at low redshift, this will likely lead to a biased \(p(z)\) estimate for potential satellites and underestimate the satellite number associated with low-redshift hosts. As shown below, a comparison of the results obtained from this method to those obtained from the spectroscopic sample (method 1), over the regimes in which both are complete, may provide an estimate of the magnitude regime in which photometric redshifts are not representative for faint, low-redshift galaxies.

### 3.3. Method 3: Mean Photometric Redshifts

Our third method to estimate \(n_{i,1}\) and \(n_{b,i}\) also uses information contained in the photometric redshift distributions. However, rather than directly sampling the full \(p(z)\) distributions as above, this method simply uses the information contained in the mean of these distributions. Once a mean photometric redshift is assigned to a galaxy, implementation of this analysis method boils down to determining an appropriate redshift cut on galaxies included in the signal and background regions.

To motivate the appropriate redshift cut, define the mean photometric redshift for a galaxy as

\[
\langle z_p \rangle \equiv \frac{N_{\text{phot}}}{\sum_{i=1}^{N_{\text{phot}}} z_i p(z_i)},
\]

where \(p(z_i)\) is the probability for the \(i\)th redshift bin. Though it is simple, ascribing to a galaxy a single redshift based upon Equation (1) will typically overestimate the true redshift of the galaxy. More specifically, we are interested in the mean photometric redshifts for satellites that span the redshift range of our primary galaxies; this corresponding redshift range is 0.055. Examining the faintest sample of training set galaxies, \(20.8 < r < 21.8\), over this redshift range of the primaries,
we find that the ratio of the mean photometric redshift to the true redshift, $z_{\text{true}}$, spans a wide range $z_{\text{true}} \sim 3–30$. Furthermore, even for the brightest sample of training set galaxies fainter than the spectroscopic completeness limits, $17.8 < r < 18.8$, we find $z_{\text{true}} \sim 1–10$.

In spite of the fact that typically $z_{\text{true}} \gtrsim 1$, it is still possible to use the information on the mean photometric redshifts, provided that we place an appropriate upper cut on the mean photometric redshift of a galaxy that is allowed in our sample. In other words, we must estimate the number of true satellites that are lost from the sample when including galaxies less than a given $z_{\text{true}}$.

We obtain this estimate for the loss fraction by again considering training set galaxies over the redshift range spanned by the set of primary galaxies of interest. Specifically, out to the maximum primary redshift, we examine the distribution of $z_{\text{true}}$ for training set galaxies that are brighter than a given apparent magnitude. Then from this distribution we determine the value of $z_{\text{true}}$ for the maximum primary reflect the mean of an underlying redshift probability distribution. For example, we find that $z_{\text{true}} = 0.5$ for $r < 21.8$. For $r < 19.8$, $z_{\text{true}} = 0.2$. These are the cuts that we utilize in our analysis below. Because of the large sample of primaries available when using the photometric catalog, we find that the results of method 3 are generally insensitive to the chosen value for $z_{\text{true}}$.

### 3.4. Likelihood

With the methods outlined for determining the data sample of galaxies in the signal and background regions, it remains to construct the likelihood for the data. For a total sample of $N_p$ primaries, the mean number of satellites is the difference between the mean of the signal and background counts,

$$\mu_s = \frac{1}{N_p} \sum_{i=1}^{N_p} n_{s,i} - \frac{1}{N_p} \sum_{i=1}^{N_p} n_{b,i} = \mu_t - \mu_b. \quad (2)$$

We define the variance of the signal and background distributions as $\sigma_s^2$ and $\sigma_b^2$. Assuming that the number of galaxies around a primary and the background are uncorrelated, the variance is $\sigma_s^2 = \sigma_t^2 - \sigma_b^2$. Defining the parameter set that we estimate from the data as $\vec{x} = [\mu_s, \sigma_s, \mu_b, \sigma_b]$, for a given magnitude threshold $\Delta m$, the probability for the mean and variance is

$$P(\vec{x}|\Delta m) \propto \prod_{i=1}^{n_p} \frac{1}{\sqrt{\sigma_t^2 + \sigma_b^2}} \exp \left[ -\frac{(n_{s,i} - \mu_s - \mu_b)^2}{2(\sigma_t^2 + \sigma_b^2)} \right] \times \frac{1}{\sqrt{\sigma_b^2}} \exp \left[ -\frac{(n_{b,i} - \mu_b)^2}{2\sigma_b^2} \right]. \quad (3)$$

The probability distribution $P(\vec{x}|\Delta m)$ can be thought of as the probability for the number of counts in the signal region, the first term in Equation (3), weighted by a prior given by the number of background counts, the second term in Equation (3).

Equation (3) is a general formula that can be used to estimate the mean and the variance of the satellite probability distribution, independent of the number of primaries that contribute to the sample. We integrate Equation (3) and marginalize over the background mean and variance to obtain the probability for $\mu_s$ and $\sigma_s$. In our results below, error bars are derived as the area centered on the mean containing 68% of the cumulative probability distribution for $\mu_s$. We use uniform priors on the parameters that we estimate, $P(\vec{x}) = \text{constant}$.

Assuming that the respective number counts $n_{s,i}$ and $n_{b,i}$ for a given primary reflect the mean of an underlying redshift probability distribution, Equation (3) follows directly from the central limit theorem. This is explicitly true in the case of method 2, which makes the replacements $n_{s,i} \rightarrow \langle n_{s,i} \rangle$ and $n_{b,i} \rightarrow \langle n_{b,i} \rangle$ in Equation (3). In the limit of a large number of primaries, we have verified that Equation (3) reproduces the true mean of the full satellite probability distribution, as determined in Liu et al. (2011).

### 4. RESULTS

We begin by comparing the results of the various methods for estimating the number of satellites for several samples of host galaxies. The four panels in Figure 1 show the mean number of satellites around MW-like primaries that are brighter than $\Delta m$ magnitudes fainter than the primary, $\mu_s(\Delta m)$, for the three methods described above. In each of the four panels, there is a different threshold cut on the magnitude of signal and background galaxies for the two methods that use photometric redshifts (methods 2 and 3). From left to right, the magnitude cuts on signal and background galaxies are...
$r < 17.8$, $18.8$, $19.8$, and $21.8$. Results from the spectroscopic analysis (method 1) are shown as blue diamonds in all panels; by definition this method only includes galaxies in the signal and background regions with $r < 17.77$. Results from the full $p(z)$ sampling analysis (method 2) are shown as red triangles and from the cut on mean photometric redshifts (method 3) are shown as black squares.

Figure 1 indicates that for satellites with $r < 17.8$ (leftmost panel), we find good agreement between all three methods, with large error bars for the method using simple $p(z)$ cuts. For these primaries, the $p(z)$ distribution is determined by galaxies in the main sample of SDSS, so the training sample is expected to be fully representative. The agreement between methods 1 and 2 is maintained for $\Delta m = 4$ and $r < 18.8$ (left two panels). However, we find that this agreement weakens for $\Delta m = 5.6$, where the mean abundances as determined from method 2 underestimate the results from the spectroscopic analysis. This underestimation is most evident in the right panel of Figure 1 and as discussed above most likely indicates that galaxies with $r > 18.8$ and $z \lesssim 0.055$ are not adequately represented in the training sets. In addition, as expected, method 3 tends to overestimate the mean abundance for all $\Delta m$ and all magnitude limits. This is true both in the regime in which $(z_p)_90 = 0.2$, for satellites with $r < 19.8$ (left three panels), and $(z_p)_90 = 0.5$, for satellites with $r < 21.8$ (right panel). These results indicate that the photometric redshift distributions for satellites dimension less than $r = 17.8$ are likely biased toward higher redshifts, as a result of increasing incompleteness in the very lowest redshift galaxies in the training sample for dimmer galaxies.

What leads to this bias in the photometric redshifts, and is it avoidable? First, it is important to realize that our regime of interest is very low redshift, $z < 0.02$, well outside the redshift range where photometric redshifts are generally used and tested. The $p(z)$ distributions calculated by Sheldon et al. (2011) use training sets from SDSS (Aihara et al. 2011), PRIMUS (Coil et al. 2011), zCOSMOS (Lilly et al. 2007), 2SLAQ (Cannon et al. 2006), VVDS (Garilli et al. 2008), DEEP2 (Weiner et al. 2005), CNOC2 (Yee et al. 2000), CFRS (Lilly et al. 1995), and TKRS (Wirth et al. 2004). For galaxies in our main regime of interest, $17.8 < r < 21.8$, the training sample is dominated by PRIMUS (Coil et al. 2011; R. J. Cool et al. in preparation), which covers more than 9 deg$^2$ to a depth of $i_{AB} \sim 23.5$ (5.2 deg$^2$ are included in the current training set). For PRIMUS, which is focused on science at $z > 0.2$, there are at least two distinct issues that impact our analysis. First, the 4000 Å break falls out of the wavelength regime for $z < 0.2$; without this feature the low-redshift spectra were more likely to be assigned a lower confidence flag ($Q = 3$) and were excluded in the $p(z)$ estimation (C. Cunha 2011, private communication). Second, the analysis pipeline does not even attempt to measure accurate redshifts in the regime of our primaries ($z < 0.02$) because of the limited velocity resolution of the low-dispersion prism used by PRIMUS (J. Moustakas & A. Coil 2011, private communication). Both of these will impact the completeness of the low-redshift sample and are likely to bias the $p(z)$ distribution against the redshift range of our primary samples.

One might also consider whether the biased $p(z)$ distribution could be avoided with another photometric redshift code. However, this range is challenging for any algorithm. For example, template-fitting codes without priors have known failure modes at very low redshift (Mandelbaum et al. 2008), and this would likely contaminate the low-redshift sample.

From the information in Figure 1 we are able to obtain our best estimate for $\mu_r(\Delta m)$ over the entire range of $\Delta m$. Specifically, for our best estimate of $\mu_r(\Delta m)$ we use the spectroscopic results for $\Delta m \leq 6$ and the results from method 3 for $\Delta m > 6$. Figure 2 shows these as the main results of our analysis, in comparison to the observational points from the MW and M31. The results from method 3 are explicitly shown in the sixth column of Table 1, and the results from method 1 are shown in the last column of Table 1. Note that for the cases with a small number of primaries, which for our MW sample corresponds to $\Delta m = 7$, only an upper limit on the mean can be determined.

Lares et al. (2011) report that the satellite population is uncertain in the central 100 kpc around primary galaxies due to contamination from features in the extended halos of primaries.
We have directly examined the images of many nearby, bright primaries and find that generally this systematic is accounted for in the Sheldon et al. (2011) galaxy sample used in our analysis. In addition, we have explicitly examined how our results are affected when excluding the 100 kpc around primaries, and we generally find minimal changes relative to those results presented in Figure 2. For example, for Fornax-magnitude satellites around MW-like primaries, we find that the 90% confidence level upper limit on the mean reduces from 13 to 9 when excluding the central 100 kpc.

In addition to the distribution of the mean number of satellites, from our likelihood analysis we are able to estimate the intrinsic scatter, or $\sigma_r$, for each magnitude bin. As for the mean, $\sigma_r$ is determined from the full probability density distribution using Equation (3). As an example for MW-like primaries and $\Delta m = [4, 5]$, we find a mean intrinsic scatter of $\sigma_r = [0.56 \pm 0.04, 0.89 \pm 0.19]$, where the errors represent 1σ uncertainties as above. The best-fitting values for $\sigma_r$ are shown as thin, dashed error bars in Figure 2 for $\Delta m \leq 7$. Via the method outlined in Liu et al. (2011), we are also able to estimate the full probability distribution down to $\Delta m = 5$; here we find that the probability to obtain $[0, 1, 2, 3, 4]$ satellites with $\Delta m < 5$ is $[0.59, 0.25, 0.11, 0.03, 0.02]$. Down to fainter magnitudes, the spectroscopic sample is too sparse to measure the full satellite probability distribution. These results indicate that there is still substantial intrinsic scatter in the satellite population, even at the brightest scales.

We note that the limits we present are strictly valid over the regime of surface brightness where the SDSS DR8 data are complete. For galaxies with half-light surface brightness $\lesssim 22.5$ mag arcmin$^{-2}$, which is the surface brightness of Leo I, the SDSS spectroscopic data are $\sim 90\%$ complete (Blanton et al. 2005). For galaxies with surface brightness similar to Fornax or Sculptor, $\lesssim 23.5$ mag arcmin$^{-2}$, the surface brightness completeness is $\sim 50\%$. We note that the surface brightness incompleteness has not been estimated directly for the photometric sample, but the agreement of our results between the two sets of samples indicates that the issues may be of similar magnitude. We can get an estimate as to how the surface brightness incompleteness affects our results by comparing the integrated luminosity function of Blanton et al. (2005) that is corrected for incompleteness, as compared to the measured luminosity function. Down to the magnitude of Fornax, for example, we find that the luminosity functions differ by a factor $\lesssim 2$ going to down a surface brightness of 24 mag arcmin$^{-2}$. If interested in constraining the population of objects down to this surface brightness, this factor should be taken as a conservative correction to the limits that are presented in Figure 2. Thus, in order to obtain many more bright satellites than are observed in the MW, it is clear that these satellites must have surface brightness much dimmer than the known bright MW satellites.

5. COMPARISON TO PREVIOUS RESULTS

There have been several recent analyses on the population of bright satellites around MW-analog galaxies along the lines presented in this paper. It is instructive to compare the results presented here to these previous analyses.

Guo et al. (2011) used SDSS DR7 to construct the luminosity function of satellites down to the magnitude scale of Fornax, correcting for the incompleteness of SDSS. These authors used best-fitting photometric redshifts from DR7 to eliminate obvious background galaxies. Our analysis differs from these authors in that we utilize both DR8 imaging and a maximum likelihood method that incorporates full photometric redshift probability distributions. We also directly quantify the bias in abundance counts for faint satellites that is incurred when utilizing available photometric redshifts. Via somewhat different methods for cutting background galaxies, Laires et al. (2011) use DR7 data to obtain a mean number of satellites down to the magnitude of Sagittarius for projected radii $\gtrsim 100$ kpc. As we discuss above, we have verified that our results are consistent with these authors over the radial range considered, and furthermore that we do not incur a significant bias by including galaxies within projected radii $< 100$ kpc. Tollerud et al. (2011) utilize the DR7 volume-limited spectroscopic sample and find that $\sim 40\%$ of MW analogs have satellites brighter than the LMC within 250 kpc. James & Ivory (2011) use Hα narrowband imaging to search for star-forming galaxies around 143 spiral galaxies like the MW and find that nearly two-thirds do not have satellites that resemble the MCs. These latter two results are consistent with the spectroscopic results that we present for bright satellites.

6. DISCUSSION AND CONCLUSION

We have used DR8 photometric redshift data to limit the mean number of satellites around MW-analog galaxies down to 10 mag fainter than the MW. At least down to the scale of Sagittarius, the results indicate that the MW is not a significant statistical outlier in its number of bright, classical satellites.

Our 90% confidence level upper bound of $\lesssim 13$ satellites brighter than the Fornax dSph already places a strict bound on the efficiency of galaxy formation at the dSph luminosity scale. This is particularly true considering that there are anywhere from $\sim 25$ to 75 dark matter subhalos in the Aquarius simulations (Springel et al. 2008) that have present-day circular velocities greater than that of Fornax. Surface brightness incompleteness could increase this number, but likely not enough to bring it into agreement with predictions for the number of dense satellites in simulations. However, it is very interesting to note that the observational result we present is perfectly consistent with abundance matching extrapolations for the satellite luminosity function, which predict $\sim 1.2, 1.7$ satellites for magnitude differences $\Delta m = 7, 10$ (Busha et al. 2011). This does not guarantee that such models will have the correct velocity function; in fact it appears increasingly difficult to simultaneously match both the luminosities and velocities of all of the satellites down to the Fornax scale.

In the future it will be exceedingly important to increase the sample of primary galaxies around which it is possible to measure satellites as faint as Fornax. Measuring the magnitude distribution at this faint scale will go a long way toward determining if the mapping between bright dSphs and dark matter subhalos is revealing the presence of detailed baryonic physics not yet accounted for in numerical simulations (Parry et al. 2012) or about the properties of dark matter (Lovell et al. 2012).

The principle uncertainty in accurately determining the satellite distribution from the SDSS photometric sample is the fidelity of the photometric redshifts. We have shown that our method using the full photometric redshift distribution is in excellent agreement with a method that directly uses spectroscopic redshifts for bright satellites where the training sample is representative. However, this method is biased to lower satellite numbers for dimmer magnitudes, which is an indication that the spectroscopic training samples used to construct the photometric redshift distributions are systematically missing the lowest redshift galaxies. Our measurements would be
substantially improved if these samples were unbiased, as this would allow us to use the \( p(z) \) method for a substantially larger number of host galaxies. It may be possible in the very near future to extend the training sample to include data from GAMA,\(^2\) extending to \( r < 19.8 \), which would allow us to extend our measurement using the \( p(z) \) method to the Fornax scale. With some care, it may also be possible to refine and improve the PRIMUS redshift finder in the range relevant to our low-redshift primaries \((z < 0.02)\), thereby providing a more reliable photometric redshift training sample.

Given forthcoming data sets it will also be possible to significantly increase the number of primary galaxies: for example, the Dark Energy Survey (DES)\(^3\) will produce a survey over 5000 deg\(^2\) and will observe galaxies to 24.3 in the \( r \) band. If one considers satellites down to \( r = 24 \), DES is expected to identify more than 4000 primaries with satellites to Fornax magnitude differences, about 1600 primaries with Leo I-like satellites, and nearly 100 primaries with satellites as dim relative to their primary as Sculptor is to the MW. At the Fornax scale, the statistics should be large enough to get a solid measurement using background subtraction even without robust photometric redshifts. The analysis here indicates that the primary challenge for the dimmest satellites around these primaries will be determining their redshift distribution.

In the future it will also be important to obtain kinematics on spectroscopically confirmed satellites, as well as those that have a high probability to be satellites from their photometric redshifts. Comparing the velocity dispersion of these satellites to the \( \sim 10 \) km s\(^{-1}\) velocity dispersions of the MW dSphs will allow for a determination of both the luminosity function and the mass function of satellites down to the scale of classical dSphs. This is only currently possible with the sample of MW dSphs.

We thank Carlos Cunha for extensive discussions about photometric redshifts and comments on a draft, Michael Blanton for helpful discussions about the spectroscopic sample and surface brightness completeness, Erin Sheldon for help with edge effects and completeness issues for the photometric catalog, Brian Gerke and Lulu Liu for providing code from our previous work, John Moustakas and Alison Coil for helpful discussions about the spectroscopic sample and surface stellar mass functions, Brian Benson and Alison Coil for helpful discussions about the photometric sample, Brian Busha, Michael Blanton for helpful discussions about the spectroscopic sample and surface brightness completeness, and Beth Willman for help with edge effects and completeness issues for the photometric catalog.
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