Adaptive Learning-Based Detection for One-Bit Quantized Massive MIMO Systems
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Abstract—We propose an adaptive learning-based framework for uplink massive multiple-input multiple-output (MIMO) systems with one-bit analog-to-digital converters. Learning-based detection does not need to estimate channels, which overcomes a key drawback in one-bit quantized systems. During training, learning-based detection suffers at high signal-to-noise ratio (SNR) because observations will be biased to +1 or −1 which leads to many zero-valued empirical likelihood functions. At low SNR, observations vary frequently in value but the high noise power makes capturing the effect of the channel difficult. To address these drawbacks, we propose an adaptive dithering-and-learning method. During training, received values are mixed with dithering noise whose statistics are known to the base station, and the dithering noise power is updated for each antenna element depending on the observed pattern of the output. We then use the refined probabilities in the one-bit maximum likelihood detection rule. Simulation results validate the detection performance of the proposed method vs. our previous method using fixed dithering noise power as well as zero-forcing and optimal ML detection both of which assume perfect channel knowledge.

Index Terms—Massive MIMO, one-bit ADC, dithering, ML detection, Machine Learning, Deep Neural Network.

I. INTRODUCTION

Positioning large antenna arrays has been considered as one of the emerging technologies for future communications such as massive multiple-input-multiple-output MIMO for sub-6GHz systems [1], [2] and millimeter wave communications [3]–[5]. Due to the small wavelength of mmWave signals and small antenna spacing, the mmWave system allows the installation of more antennas per unit area, and hence a large number of high-precision analog-to-digital converters (ADCs) at receivers causes a prohibitively huge power consumption, which becomes the main bottleneck in the realistic deployment because a high-resolution ADC is particularly power-hungry as the power consumption of an ADC is scaled exponentially with the number of quantization bits. To overcome this issue, deploying low-precision ADCs has been evaluated as a low-power solution over recent years [6]–[10]. The one-bit data converter is particularly attractive due to its ability to enhance power efficiency, lower hardware cost, and simplify analog processing in receivers [11]–[19].

Several modern one-bit channel estimation, detection, and beamforming techniques have been introduced [13]–[18]. Low-complexity symbol-level beamforming methods for one-bit quantized systems were developed for quadrature-amplitude-modulation (QAM) constellations [18]. Taking into account the heavily quantized signals and antenna correlation, the authors in [13] devised an iterative multiuser detection by using a message-passing de-quantization algorithm. For MIMO systems, the optimal maximum likelihood (ML) detector was introduced and a near-optimal ML detector was also proposed by transforming the ML detection problem into a tractable convex optimization problem [15]. In [16], the authors presented successive-interference-cancellation one-bit receiver which can be applied to modern channel coding techniques. However, such detection methods require perfect channel state information (CSI), which is unrealistic with one-bit quantized signals. Various channel estimation methods were developed such as least-squares (LS), ML, zero-forcing (ZF), and Bussgang decomposition-based methods [15], [20]; however, channel estimation with one-bit quantized signals still suffers degradation in estimation accuracy compared to high-precision ADC systems. In this context, we investigate a learning-based detection that replaces one-bit channel estimation with an ML probability learning process.

Several learning-based techniques have recently been investigated [21]–[23]. Support vector machines [21] were used for efficient channel estimation and data detection with one-bit quantized observations. The authors in [17] applied sphere decoding to the one-bit quantized system to reduce complexity while achieving near-optimal detection performance. Viewing

![Figure 1. A receiver architecture for the training phase with a dithering signal (in red). The BS decides whether to add intensity to the dither power based on the observation patterns (in blue).](image)
the one-bit ADC systems as a classification problem, various supervised-learning-based data detection techniques were provided by estimating effective channels and learning the non-linear system response [22]. However, such methods are heavily influenced by channel estimation accuracy. Recently, unlike previous learning-based approaches that focused on developing detection mechanisms based on channel estimation, we rather focus on applying one-bit ML detection and learning likelihood functions to overcome the problem of the learning process with the limited training length.

In this work, we explore an adaptive learning-based ML detection approach that replaces one-bit channel estimation with the adaptive probability learning process in Fig. [1]. We use a dithering technique to infer likelihood functions from the dithered signals, which significantly reduces the number of zero-valued likelihood functions. To this end, we first add artificial dithering noise before quantizing the received signal, and then use de-noising to retrieve the artificial-noise-free likelihood probability. [24] We extend our work in [24] to adapt the dithering power for each antenna element using feedback during training. During training, we estimate the likelihood probability with an acceptable training length as the extra randomness is likely to trigger a change in sign in the sequence of the quantized signals. Since the dithering-based algorithm is affected by the dithering power, we propose a heuristic algorithm to adjust the dithering noise power depending on the pattern of the one-bit quantized vectors. Simulation results demonstrate that, in contrast to the conventional learning-based one-bit ML detection, the proposed adaptive learning-based detection technique exhibits more reliable detection performance and achieves comparable performance to the optimal one-bit ML detection that unrealistically requires perfect CSI.

Notation: A is a matrix and a is a column vector. \( A^T \) denotes transpose operation. We denote \( a_i \) as the \( i \)th element of \( a \). With mean \( \mu \) and variance \( \sigma^2 \), we generate a real Gaussian distribution and a complex Gaussian distribution using \( \mathcal{N}(\mu, \sigma^2) \) and \( \mathcal{CN}(\mu, \sigma^2) \), respectively. \( \text{diag}(a) \) creates a diagonal matrix that has \( a_i \)'s as its diagonal entries. \( I_N \) denotes a \( N \times N \) identity matrix. \( 1_N \) and \( 0_N \) are a \( N \times 1 \) one vector and zero vector, respectively. \( \text{Re}\{A\} \) and \( \text{Im}\{A\} \) take the real and imaginary part of \( A \), respectively. \( I\{A\} \) is the indicator function which outputs 1 if \( A \) is true, and 0 otherwise. \( \mathbb{E}[\cdot] \) is the expectation operator. For a complex-based vector and matrix, we define real-valued expansions as \( \omega(a) = \begin{bmatrix} \text{Re}\{a\} \\ \text{Im}\{a\} \end{bmatrix} \), respectively.

II. Preliminaries

A. System Model

We consider uplink multiuser MIMO communication systems where the BS has \( N_r \) receive antennas and concurrently communicates with \( N_u \) single-antenna user devices. For our massive MIMO systems, we assume \( N_r \gg N_u \). A block fading channel is assumed where a channel matrix is invariant during \( N_c \) time slots. We then split the uplink transmission into training with \( N_t \) time slots and data transmission with \( N_d \) slots, i.e., \( N_c = N_t + N_d \). During training, users transmit pilot symbols up to \( N_t \) symbol times in total. We use \( K \) to denote the number of possible symbol combinations that users can send together and \( N_{tr} \) to represent the number of transmissions of each signal, which implies \( N_t \geq KN_{tr} \).

Let \( \tilde{s}[t] \in \mathbb{C}^{N_u} \), \( t = 1, \ldots, N_t \) denote a symbol vector at time \( t \). Then, the received signal vector at time \( t \) is
\[
\tilde{r}[t] = \sqrt{\rho} \tilde{H} s[t] + z[t],
\]
where \( \tilde{H} \in \mathbb{C}^{N_r \times N_u} \) is the channel matrix between the BS and \( N_u \) users, whose row vector \( \tilde{H}_r^T \) indicates the channel vector between all users and the \( i \)th BS antenna element. Let \( \mathbb{Q}_M \) denote the set of \( M \)-ary QAM constellation points from which \( \tilde{s}_u[t] \) is generated where \( \tilde{s}_u[t] \) denotes the \( u \)th element of \( \tilde{s}[t] \) and symbol of the \( u \)th user. \( \tilde{s}_u[t] \in \mathbb{Q}_M \) has zero mean and unit variance, i.e., \( \mathbb{E}[\tilde{s}_u] = 0 \) and \( \mathbb{E}[\tilde{s}_u[t]^2] = 1 \). \( z[t] \) is the additive noise vector at time \( t \) that follows \( \mathcal{CN}(0_{N_r}, N_0 I_{N_r}) \) with noise variance \( N_0 \). We define SNR as \( \gamma = \rho/N_0 \).

The real and imaginary components of the received signal are each quantized with one-bit ADCs to capture the sign, i.e., +1 or −1. The quantized signal can be represented as
\[
\tilde{y}[t] = Q(\text{Re}\{\tilde{r}[t]\}) + j Q(\text{Im}\{\tilde{r}[t]\})
\]
where \( Q(\cdot) \) is a element-wise one-bit quantizer. The received signal in the complex-vector form \( \tilde{r} \) can be rewritten in a real-valued vector representation as
\[
\bar{r}[t] = \omega(\tilde{r}[t]) = \sqrt{\rho} \bar{H} \bar{s}[t] + \bar{z}[t]
\]
where \( \bar{H} = \omega(\tilde{H}) \), \( \bar{s}[t] = \omega(\tilde{s}[t]) \), and \( \bar{z}[t] = \omega(\tilde{z}[t]) \). We rewrite the quantized signal in a real-vector form as
\[
\bar{y}[t] = Q(\bar{r}[t]) = Q(\sqrt{\rho} \bar{H} \bar{s}[t] + \bar{z}[t]),
\]
and each value \( r_i[t] \) is quantized to be \( y_i[t] = +1 \) if \( r_i[t] \geq 0 \) or \( y_i[t] = -1 \) otherwise.

B. One-Bit ML Detection with CSI

We first introduce the conventional one-bit ML detection with the full CSI. Since each user sends one of \( M \) possible signals, the number of possible symbol vectors from \( N_u \) users is \( K = M^{N_u} \). We define the index set of all possible symbol vectors as \( \mathcal{K} = \{1, \ldots, K\} \) and use \( s_k \) to denote the \( k \)th pilot symbol vector in a real-vector form. Let \( p_k(\beta) \) where \( \beta \in \{-1,+1\} \) denote the probability that \( k \)th antenna component receives \( \beta \) when users transmit \( k \)th symbol vector. Assuming uncorrelated antennas, the likelihood probability of the quantized signal vector \( \bar{y}[t] \) for a given channel \( \bar{H} \) and transmit symbol vector \( s_k \) is given as
\[
\mathbb{P}(\bar{y}[t]|\bar{H}, s_k) = \prod_{i=1}^{2N_r} p_k(y_i[t])
\]
where the likelihood function for \( i \)th antenna element for an observation \( y_i[t] \in \{-1,+1\} \) with the full CSI is defined as
\[
p_k(y_i[t]) = \mathbb{P}(y_i[t]|\bar{h}_i, s_k) = \Phi(y_i[t]|\psi_{k,i}),
\]
where $\psi_{k,i} = \sqrt{\frac{\rho}{N_0/2}} h_i^T s_k$ is the effective channel when transmitting $k$th symbol vector and $\Phi(x) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} d\tau$ is the cumulative distribution function of a standard Gaussian distribution. Based on (5), the one-bit ML detection rule is given as

$$k^* = \arg\max_{k \in K} 2N_r \prod_{i=1}^{2N_r} p_k(y_i[t])$$

(8)

The detected symbol vector is defined as $s[k^*] = s_k$. However, the detection rule in (8) requires full CSI to compute (6), which is intractable when employing one-bit ADCs.

### 3. One-bit ML Detection without CSI (Naive Approach)

Now, we outline a straightforward learning strategy that does not require channel estimation, however, does require $N_{tr}$ training sequences. Each pilot symbol vector $s_k \in \mathbb{C}^{N_c}$ is transmitted $N_{tr}$ times throughout the pilot transmission of length $N_r$. The BS learns likelihood functions by observing the frequency of $y_i[t] = 1$ and $y_i[t] = -1$ as

$$p_{k,i}^{(\beta)} = \left\{ \begin{array}{ll} \frac{(+1)}{\rho} & \text{if } k_{i} = 1 \text{ and } y_i[t] = 1 \\ \frac{(-1)}{\rho} & \text{if } k_{i} = 1 \text{ and } y_i[t] = -1 \\ 1 - p_{k,i}^{(\beta)} & \text{otherwise} \end{array} \right.$$  

(9)

where $\beta \in \{+1, -1\}$. The operation in (9) measures the number of $+1$'s at $i$th antenna element out of the $N_{tr}$ observations triggered by $s_k$. After learning the likelihood functions, the BS obtains the estimate of the likelihood probability for a given data signal $y[t]$ as

$$p(y[t]|H, s_k) \approx \prod_{i=1}^{2N_r} \left( p_{k,i}^{(+1)} \mathbb{1}\{y_i[t] = 1\} + p_{k,i}^{(-1)} \mathbb{1}\{y_i[t] = -1\} \right),$$

(10)

and the receiver can perform the ML detection in (9) by searching the best index that maximizes (10) over the $K$ possible symbol vectors.

Although such a one-bit ML approach can provide a near-optimal detection performance with the simple function learning, it may suffer from critical performance degradation with a limited length of training; in the high SNR, the $N_{tr}$ observations of each antenna repeatedly observe either $+1$ or $-1$ due to low variance aggregate noise. This phenomenon further leads to a number of zero empirical likelihood functions in (9), e.g., $p_{k,i}^{(\beta)} = 0$. This is because the one-bit quantized observation in the high SNR becomes so deterministic that it is hard to observe a change in the sign of the quantized output sequences during the $N_{tr}$ transmissions of the symbol vector $s_k$. We name it an undertrained likelihood function, which completely ruins the ML detection rule since any zero probability can cancel out the whole product in (5). To overcome such a limitation, we propose a novel learning-based one-bit ML detection method that does not require explicit CSI and is robust to the length of the training sequences in the following section.

### III. Adaptive Statistical Learning without CSI

We present an adaptive learning-based ML detection method for one-bit ADC systems in order to achieve optimal ML detection performance without requiring explicit estimation of wireless channels.

#### A. Incremental Dither-and-Learning with $N$-steps

To resolve the problem caused by the undertrained likelihood functions, we propose the incremental dither-and-learning (iDL) method that can learn the likelihood functions with a reasonable $N_{tr}$ without CSI. As shown in Fig. 1, the BS appends dithering signals $d_{i}[t]$ to $r_{i}[t]$ during the training phase. After placing the additional noise, the quantization in the real-vector form becomes

$$r_{d,k}[t] = r_{k}[t] + d[t]$$

(11)

$$= \sqrt{\rho} H s_k + z[t] + d[t].$$

(12)

We use $\sigma_{d,i}^2$ to denote the dithering power at $i$th antenna and assume $d[t] \sim N(0, \Sigma)$ where $\Sigma = diag(\sigma_{d,1}^2, \ldots, \sigma_{d,2N_r}^2)$ represents the collection of dithering powers. Note that a small $\sigma_{d,i}^2$ still triggers undertrained likelihood functions while a larger $\sigma_{d,i}^2$ hinders extracting the symbol information as noise term becomes dominant. Then, the dithered and quantized signal associated with $k$ symbol vector becomes

$$y_{d,k}[t] = Q(\sqrt{\rho} H s_k + z[t] + d[t]) \in \{+1, -1\}^{2N_r}.$$  

(13)

The BS computes the estimated likelihood function for the dithered signals $\hat{p}_{k,i}^{(\beta)}$ as in (9) for $\beta \in \{+1, -1\}$. Without loss of generality, let us fix $\beta = +1$ for simplicity. Then, as shown in (6), $\hat{p}_{k,i}^{(+1)}$ is theoretically derived as

$$\hat{p}_{k,i}^{(+1)} \approx \Phi \left( \sqrt{\frac{2\rho}{N_0 + \sigma^2}} h_i^T s_k \right).$$

(14)

Since $N_0$ and $\sigma^2$ are known to the BS and $\hat{p}_{k,i}^{(+1)}$ is learned from (9), the BS can find the estimate of $\psi_{k,i} = \frac{\rho}{\sqrt{N_0/2}} h_i^T s_k$ by using (14) and the de-nosing phase defined as

$$\hat{\psi}_{k,i} = \sqrt{\frac{\rho}{N_0/2}} h_i^T s_k$$

(15)

$$= \sqrt{1 + \frac{\sigma^2}{N_0}} \Phi^{-1} \left( \hat{p}_{k,i}^{(+1)} \right).$$

(16)

Finally, the BS exploits the estimated effective channel $\hat{\psi}_{k,i}$ and known or estimated $N_0$ to approximate the true (non-dithered) likelihood function $p_{k,i}^{(+1)}$ by using (4) as $\Phi\left( \hat{\psi}_{k,i} \right)$. Since the likelihood function of the dithered signal $\hat{p}_{k,i}^{(+1)}$ in (4) is much less likely to have zero probability compared with the non-dithered case, the BS can learn the majority of the likelihood functions $\hat{p}_{k,i}^{(+1)}$ with a reasonable training length.

The undertrained likelihood functions are undesirable because we lead to $P(y[t]|H, s_k) = 0$ for many candidate symbols $s_k$, which may exclude the desired symbol from the ML detection. However, the fixed dithering variance does
As shown in Fig. 2, we first divide the \( N_{tr} \) observations of \( s_k \) into \( N_{tr} \) disjoint sub-blocks in which each sub-block accommodates \( N_{sub} = N_{tr}/N \) training samples where \( N_{tr} \) has to be a multiple of \( N \). Then, the \( n \)th dithered and quantized sub-block observed at \( i \)th antenna when transmitting \( s_k \) can be represented as

\[
\hat{y}_{d,k,i,n} = \{y_{d,k,i}^{(+1)}[(k-1)N_{tr} + (n-1)N_{sub}], \ldots, y_{d,k,i}^{(+1)}[(k-1)N_{tr} + nN_{sub}]\}^T \in \{-1,1\}^{N_{sub}},
\]

where \( n \in \{1, \ldots, N\} \) and \( y_{d,k,i}[t] \) denotes the dithered observation at the \( i \)th antenna at time \( t \) when users send \( k \)th symbol vector. The ML detection is not able to have an attractive performance if any of \( \hat{p}_{k,i}^{(+1)} \) and \( \hat{p}_{k,i}^{(-1)} \) is trained as zero, which means the received training sequence has the pattern of all zeros or all ones.

To prohibit the same problem at \((n+1)\)st sub-block, we intentionally increase the dithering noise variance of \( i \)th antenna by \( \Delta \sigma_d^2 \) if \( n \)th sub-block outputs either \(+1\) or \(-1\), so that the subsequent training sequence is more likely to observe any sign changes than the previous sequence. However, if \( n \)th sub-block of \( i \)th antenna already reports any sign transition due to the current dithering power, it indicates that the current SNR is sufficient not to observe zero probabilities, the BS hence no longer updates the dithering noise. The described work can be addressed by introducing the indicator function \( \mathcal{I}_i \) defined for \( i \)th antenna and the corresponding update operation, i.e., \( \mathcal{I}_i \Delta \sigma_d^2 \). The indicator \( \mathcal{I}_i \) is initialized and maintained as 1 and the indicator is finally set to be zero to interrupt the further update of the dithering level if the sub-block starts to observe the sign changes. Even though \( \mathcal{I}_i \) is set to zero, the indicator can revert to one if sign flips are not observed again.

During each \( n \)th sub-block, we add intensity to the dithering noise by \( \mathcal{I}_i \Delta \sigma_d^2 \). Therefore, the BS can maintain the proper SNR region of \( i \)th antenna by using the update and stopping criterion based on received observations. Upon completing all sub-blocks, the likelihood probability of \( k \)th symbol vector is determined as the mean of the likelihood probabilities among all \( N \) sub-blocks associated with symbol vector \( k \). The whole process is summarized in Algorithm 1.

As a result, the effective SNR is decreased until we meet a proper sequence to capture the sign changes. The wild fluctuations in the output values can be also prevented since the BS has control over the variance and the update is supervised by the BS to fit into the appropriate SNR region. Even though the BS keeps changing the dithering variance, we are still able to compute the refined likelihood function using (14) and (15) since the updated variance is also perfectly known to the BS.

\begin{algorithm}
\caption{Incremental Dither-and-Learning (iDL)}
1: Initialize \( p_{k,i}^{(+1)} = 0 \) \( \forall k, i \)
2: Fix the increase of the dithering variance, \( \Delta \sigma_d^2 \)
3: \textbf{for} \( k = 1 \) to \( K \) \textbf{do}
4: Initialize dithering variance as \( \sigma_d^2 = 0 \).
5: \textbf{for} \( n = 1 \) to \( N \) \textbf{do}
6: \textbf{for} \( i = 1 \) to \( 2N \) \textbf{do}
7: Observe \( \tilde{y}_{d,k,i,n} \) for \( n \)th sub-block in \( \{17\} \)
8: Compute the \( \tilde{p}_{k,i}^{(+1)} \) of \( \tilde{y}_{d,k,i,n} \) using (9)
9: Derive \( \tilde{p}_{k,i}^{(+1)} \) in (14) and compute \( \psi_{k,i} \) in (15)
10: \( \tilde{p}_{k,i}^{(+1)} \leftarrow \tilde{p}_{k,i}^{(+1)} + \phi \left( \psi_{k,i} \right) / \mathcal{I}_i \)
11: \textbf{if} \( \tilde{y}_{d,i} \) is either \(+1\) or \(-1\) then
12: \( \mathcal{I}_i \leftarrow 1 \)
13: \textbf{else}
14: \( \mathcal{I}_i \leftarrow 0 \)
15: \( \sigma_d^2 \leftarrow \sigma_d^2 + \mathcal{I}_i \Delta \sigma_d^2 \)
16: \textbf{return} \( p_{k,i}^{(+1)} \) and \( p_{k,i}^{(-1)} = 1 - p_{k,i}^{(+1)} \) \( \forall k, i \)
\end{algorithm}

**B. SNR Estimation**

Despite of the properly controlled dithering power, the computation of likelihood functions using (15) requires the estimated SNR \( \gamma \) or noise variance \( N_0 \) equivalently. In this work, we
perform the SNR estimation task by offline supervised learning using the deep neural network as shown in Fig. 3. The offline training first collects training data points \( \{ y[j], \gamma[j] \} \) where \( y[j] \in \{ +1, -1 \}^{2N_r} \) is the \( j \)th one-bit quantized observation and \( \gamma[j] \) is the true SNR at time \( j \). Upon collecting enough samples, the BS selects a few training samples and performs the supervised offline learning that considers \( y[j]'s \) as input and \( \gamma[j]'s \) as output to estimate. Assuming that there exist \( L \) layers, the estimated SNR is represented as the scalar output of the neural network expressed as

\[
\hat{\gamma}[j] = w_L^T x_{L-1} + b_L,
\]

where each intermediate vector is defined as \( x_{\ell} = \phi(W_{\ell} x_{\ell-1} + b_{\ell}) \) for \( \ell \in \{ 1, \ldots, L - 1 \} \) with the initial point \( x_0 = y[j] \) when \( \phi(\cdot) \) is the element-wise activation function such as rectified linear unit or sigmoid function. The deep neural network is updated by minimizing the estimation error, e.g., \( (\gamma[j] - \hat{\gamma}[j])^2 \), and hence estimates the SNR by extracting meaningful information of the one-bit observation such as statistical pattern and the number of zeros.

IV. Simulation Results

We evaluate the performance of the proposed learning-based method in terms of the number of undertrained probabilities and symbol error probability (SER). We consider \( N_r = 32 \), \( N_u = 4 \) with 4-QAM modulation, Rayleigh channels \( H \) in which each element follows \( \mathcal{CN}(0,1) \). We fix the dithering variance as \( \sigma_d^2 = \Delta/2 \) and increment as \( \Delta \sigma_d^2 = \rho/2 \).

A. Undertrained Likelihood Functions

Fig. 4 shows the average number of undertrained likelihood functions, i.e., \( \hat{p}_{k,i} = 0 \), over the wide range of the SNR levels for the non-dithering, dithering, and adaptive dithering cases with \( N_{tr} = 30 \). We note that the DL method is a special case of the iDL method when all antennas exploit identical and fixed dithering power, i.e., \( N = 1 \). As the SNR increases, the number of undertrained likelihood functions for the non-dithering case approaches \( 2N_r \). For the dithering case, however, the number of undertrained likelihood functions slowly increases with the SNR and converges to about 20 due to the dithering effect. Furthermore, for the incremental dithering case, the number of undertrained likelihood functions approaches 17 and 9 when \( N \) is 3 and 5, respectively. Since the iDL method decides whether to increase the dithering noise depending on the realization of each sub-block, we can further optimize the learning procedure in terms of the number of undertrained likelihood functions. If we properly increase \( N \), each antenna is more likely to avoid zero-valued likelihood probabilities. As a result, with dithering and slicing, the proposed algorithm can estimate much more non-zero likelihood functions, thereby increasing the detection accuracy.

B. Data Detection

In the massive multiuser MIMO system, we compare the following one-bit detection methods:

1) Learning one-bit ML: naive learning-based ML

2) Dithered learning (DL) one-bit ML

3) Incremental dithered learning (iDL) one-bit ML (proposed)

4) Incremental dithered learning (iDL) one-bit ML with estimated SNR (proposed)

5) One-bit zero-forcing (ZF) [14]

6) Optimal one-bit ML

The first four methods do not require channel estimation, however, the last two methods assume that perfect CSI is known to the BS.

Fig. 5 illustrates the SER curves for \( N_{tr} = 30 \). The one-bit ZF detection shows the large performance degradation in the medium to high SNR, and the proposed method outperforms the one-bit ZF detection. We note that the proposed dithered case closely follows the SER performance of the optimal one-bit ML case. The performance improvement is achieved because the proposed method provides the data-driven adaptive likelihood function learning with the same \( N_{tr} \). In addition,
the proposed iDL method has around 1.0 dB gain over the DL method by splitting the training sequence into three sub-blocks, thereby getting closer to the optimal case. Even though the optimal ML is implausible without explicit channel estimation, the proposed method can achieve an impressive capability without the fundamental component. We can also notice from both simulations that the performance gap between the iDL method and the iDL with estimated SNR is marginal. It validates the fact that the offline supervised learning can successfully capture the observation pattern to estimate the SNR required for the de-noising phase.

Fig. 6 illustrates the SER curves for $N_{tr} = 50$. Compared to Fig. 5, we can observe that the learning-based algorithms are improved and the iDL methods further approach the performance of optimal one-bit ML decoding. The naive-learning-based one-bit ML bounces up at the higher SNR than Fig. 5, however, the reverse trend in the high SNR still exists because $N_{tr} = 50$ is not enough to avoid undertrained likelihood probabilities.

V. CONCLUSION

In this paper, we proposed a statistical learning-based one-bit ML detection method for uplink massive MIMO communications. Since the performance of a learning-based one-bit detection approach can be severely degraded when the number of training samples is insufficient, the proposed method handled such challenges by adopting the adaptive dithering craft. Without requiring channel knowledge, the dithering- and-learning method perform ML detection through learning likelihood functions at each antenna. The proposed method is robust to the number of training symbols because the adaptive randomness triggers moderate fluctuation in the change of signs of the training sequence, thereby successfully extracting statistical pattern of one-bit quantized signals. Simulation results demonstrate the detection performance of the proposed method in terms of SER.
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