Surface density of states in superconductors with inhomogeneous pairing constant: Analytical results

Ya. V. Fominov,1,2,3 A. A. Mazanik,2,4 and M. V. Razumovskiy2

1L. D. Landau Institute for Theoretical Physics RAS, 142432 Chernogolovka, Russia
2Moscow Institute of Physics and Technology, 141700 Dolgoprudny, Russia
3National Research University Higher School of Economics, 101000 Moscow, Russia
4BLTP, JINR, 141980 Dubna, Russia

(Dated: 26 December 2019)

We consider a superconductor with surface suppression of the BCS pairing constant \( \lambda(x) \). We analytically find the gap in the surface density of states (DOS), behavior of the DOS \( \nu(E) \) above the gap, a “vertical” peculiarity of the DOS around an energy equal to the bulk order parameter \( \Delta_0 \), and a perturbative correction to the DOS at higher energies. The surface gap in the DOS is parametrically different from the surface value of the order parameter due to a difference between the spatial scale \( r_c \), at which \( \lambda(x) \) is suppressed, and the coherence length. The vertical peculiarity implies an infinite-derivative inflection point of the DOS curve at \( E = \Delta_0 \) with square-root behavior as \( E \) deviates from \( \Delta_0 \). The coefficients of this dependence are different at \( E < \Delta_0 \) and \( E > \Delta_0 \), so the peculiarity is asymmetric.
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I. INTRODUCTION

The standard BCS theory of superconductivity assumes a homogeneous pairing constant \( \lambda(r) = \lambda_0 \) that leads to the formation of Cooper pairs and the superconducting condensate characterized by the order parameter \( \Delta(r) = \Delta_0 \) [11, 12]. Obviously, the inhomogeneous pairing constant should essentially influence the superconducting properties of the system. One of the basic examples of inhomogeneous \( \lambda(r) \) dependence is a hybrid superconductor/normal-metal (SN) structure, in which \( \lambda = 0 \) in the N part. The corresponding inhomogeneity of \( \Delta(r) \) gives rise to a prominent effect of Andreev reflection at the SN interface and to possibility of Andreev bound states in the N section of the structure [2, 3].

In the absence of interfaces, effects of local inhomogeneities of the pairing constant on the quasiparticle density of states (DOS) and other physical quantities have been studied in bulk (clean) superconductors with both conventional \( s \)-wave and anisotropic \( d \)-wave pairing [4, 7]. Although details depend on the specific type of system under discussion, the modifications of the DOS are generally related to the formation of the Andreev bound states at inhomogeneities of \( \lambda(r) \) and \( \Delta(r) \). Periodic-in-space modulations of \( \lambda(r) \) influence basic superconducting properties such as the critical temperature and the energy gap [7, 8]. Inhomogeneous pairing also influences superconducting properties in non-BCS models [9].

An inhomogeneous spatial profile of \( \Delta(r) \) represents the Andreev potential well. While in clean superconductors this results in the Andreev bound states, in the diffusive limit, the discrete Andreev levels are effectively smeared out and a spectral gap is formed instead. This spectral gap \( E_g \) is a functional of the full \( \Delta(r) \) profile and marks the minimal energy of a continuum quasiparticle spectrum (see examples of the \( E_g \) calculation in Refs. [10, 11]).

In a conventional \( s \)-wave superconductor, a surface by itself does not cause pair breaking. Theoretically, if a surface simply defines the geometry of a sample, the order parameter and the DOS do not vary in space, i.e., the bulk solution is valid everywhere inside the superconductor and is not distorted by the surface [2].

At the same time, in realistic samples, the surface can be imperfect in the sense that it influences superconductivity due to additional effects such as thin oxide layers, absorbed impurities, deviations from stoichiometry, etc. [12, 13]. Surface properties can also be manipulated on
FIG. 1. Surface suppression of the BCS pairing constant $\lambda(x)$ (schematic plot). The superconductor occupies the $x > 0$ region. The bulk value is denoted $\lambda_0$. The surface suppression takes place near the surface, at $x \sim r_c$. The same model was considered in Refs. [15–17].

purpose by chemical treatment or by irradiation [14]. A theoretical description of those effects is complicated and definitely nonuniversal. To model suppression of superconductivity near the surface, one can assume surface suppression of the BCS pairing constant $\lambda(r)$ [15–18]. Microscopically, this effect can be due to changes in lattice properties (i.e., phonons) or in electron-phonon interaction in the vicinity of an imperfect surface. Moreover, even in ideal samples, the near-surface pairing constant can be suppressed due to properties of surface phonons [19] (note at the same time that the opposite effect of surface enhancement of superconductivity has also been considered [19]).

In this paper, we study the surface DOS in a diffusive superconductor with the pairing constant $\lambda(r)$ varying near the surface. The surface DOS can be directly probed by scanning tunneling spectroscopy and also directly influences the surface impedance (in particular, its real part, the surface resistance) [2, 17, 18].

A complementary problem of the DOS in superconductors with random $\lambda(r)$ has been studied before by Larkin and Ovchinnikov [21] and in subsequent publications [22, 23]. In contrast, similarly to Gurevich and Kubo [17], we use deterministic form of the $\lambda(r)$ dependence; see Fig. 1. In Ref. [17], the analytical approach to calculating the DOS in the model of Fig. 1 was formulated and numerical results for the surface DOS were presented. In this paper, we mainly focus on analytical results for the surface DOS. In particular, we analyze the suppression of the gap edge $E_g$ (with respect to the bulk value of the order parameter $\Delta_0$) and behavior of the DOS above $E_g$. We also demonstrate peculiar DOS behavior in the vicinity of $E = \Delta_0$.

The paper is organized as follows: In Sec. II we formulate equations of the self-consistent quasiclassical theory in the diffusive limit. In Sec. III we recall how self-consistency for the order parameter is taken into account in the case of small disturbance of $\lambda(r)$. In Sec. IV we analyze the perturbative regime of energies $E > \Delta_0$.

In Sec. V we consider the nonperturbative regime of $E \sim \Delta_0$; this section contains our main results for the gap $E_g$ and the behavior of the DOS at $E \approx E_g$ and $E \approx \Delta_0$. In Sec. VI we illustrate and discuss our results. In Sec. VII we present our conclusions. Finally, some details of calculations are presented in the Appendixes.

Throughout the paper, we employ the units with $k_B = h = 1$.

II. GENERAL EQUATIONS

To calculate the DOS in a diffusive inhomogeneous superconductor, we employ the quasiclassical approach [24, 25]. With the help of the standard $\theta$ parametrization, we can write the normal and anomalous Green functions as $G = \cos \theta$ and $F = \sin \theta$, respectively. The coupled system of the Usadel equation [24] and the self-consistency equation can then be written as

$$
\frac{D}{2} \nabla^2 \theta(\omega_n, \mathbf{r}) - \omega_n \sin \theta(\omega_n, \mathbf{r}) + \Delta(\mathbf{r}) \cos \theta(\omega_n, \mathbf{r}) = 0,
$$

$$
\Delta(\mathbf{r}) = \lambda(\mathbf{r}) \pi T \sum_n \sin \theta(\omega_n, \mathbf{r}),(2)
$$

Here $D$ is the diffusion constant, $T$ is temperature, $\omega_n = \pi T (2n + 1)$ is the Matsubara frequency, and $\Delta$ is the superconducting order parameter.

We consider a superconductor with a flat surface, so that all quantities depend only on $x$, the coordinate along the normal to the surface (the superconductor occupies the $x > 0$ half space). To complete the system of equations, we must take into account the boundary condition at the surface,

$$
\frac{\partial \theta}{\partial x} \bigg|_{x=0} = 0.
$$

Our model of the surface suppression of superconductivity is defined by the form of the $\lambda(x)$ dependence (similarly to Ref. [17]). At $x \to \infty$, the pairing constant $\lambda(x)$ tends to its bulk value $\lambda_0$, while we assume it to vary near the surface at some characteristic length scale $r_c$; see Fig. 1.

The DOS at each point (normalized to the normal-metallic value $\nu_0$) can be calculated from the normal Green function after analytical continuation to real energies $E$:

$$
\frac{\nu(E, x)}{\nu_0} = \Re \cos \theta(\omega_n, x) \bigg|_{\omega_n \to -i(E + i0)}.
$$

The DOS in our problem is an even function of energy, so below we discuss only $E > 0$.

One could reformulate Eqs. (1)–(3) in the real-energy representation from the very beginning. However, we prefer to start from the Matsubara representation since it is convenient for treating the self-consistency equation
(2) (no singularities in the anomalous Green function under the sum) and switch to real $E$ only in the end of calculation, according to Eq. [4].

The solution of the system of Eqs. [1]–[3] is inhomogeneous only because of the $\lambda(x)$ dependence. In the case of $\lambda(x) \equiv \lambda_0$, the bulk solution would be valid everywhere in the superconductor up to the surface. This bulk solution yields

$$\cos \theta_0(\omega_n) = \frac{\omega_n}{\sqrt{\omega_n^2 + \Delta_0^2}}, \quad \sin \theta_0(\omega_n) = \frac{\Delta_0}{\sqrt{\omega_n^2 + \Delta_0^2}},$$

and Eq. [4] then immediately produces the BCS DOS,

$$\nu_{\text{BCS}}(E) = \frac{E}{\sqrt{E^2 - \Delta_0^2}}.$$  

III. SELF-CONSISTENT PERTURBATION THEORY

Small spatially-dependent inhomogeneities in $\lambda(r)$ generate small inhomogeneities in $\Delta(r)$ and $\theta(\omega_n, r)$:

$$\lambda = \lambda_0 + \lambda_1(r),$$

$$\Delta = \Delta_0 + \Delta_1(r),$$

$$\theta = \theta_0(\omega) + \theta_1(\omega_n, r).$$

Expanding the Usadel equation [1] with respect to small inhomogeneities, we find

$$\theta_1(\omega_n, k) = \Delta_1(k) \frac{\cos \theta_0}{\sqrt{\omega_n^2 + \Delta_0^2}} + \frac{\omega_n \cos \theta_0 + \Delta_0 \sin \theta_0}{\sqrt{\omega_n^2 + \Delta_0^2}} \frac{\lambda_1(k)}{\lambda_0^3},$$

and the self-consistency equation [2] yields [21][22]

$$\frac{\Delta_1(k)}{\Delta_0} = L_0(k) \frac{\lambda_1(k)}{\lambda_0^3}.$$  

IV. DENSITY OF STATES: PERTURBATIVE REGIME, $E > \Delta_0$

The perturbation theory, Eqs. [10]–[11], immediately produces

$$\frac{\nu_1(E, x)}{\nu_0} = -\frac{\Delta_0^2}{\lambda_0^2} \frac{E}{\lambda_0^2} \frac{1}{\sqrt{E^2 - \Delta_0^2}} \frac{\Delta_0}{\sqrt{E^2 - \Delta_0^2}}.$$  

The integral $\int dk e^{ikx}(\ldots)$ can be written as $\int dk \cos(kx)(\ldots)$, and the result is manifestly zero at $E < \Delta_0$. Of course, the actual local DOS in the inhomogeneous case can be finite at $E < \Delta_0$, however, this region is “nonperturbative” from the point of view of our straightforward perturbation theory. This approach only works well at $E > \Delta_0$ (not too close to $\Delta_0$).

The general perturbative result [13] simplifies considerably if $\lambda_1(k)$ is a decaying function with small characteristic scale so that the integral in Eq. [13] converges at this scale. Physically, this means that $\lambda(x)$ varies slowly enough so that the DOS in this case has the BCS form corresponding to the local value of $\Delta(x)$ [21]. Equation [13] then yields

$$\frac{\nu_1(E, x)}{\nu_0} = -\frac{\Delta_0^2}{\lambda_0^2} \frac{L_0(0) \lambda_1(x)}{\sqrt{E^2 - \Delta_0^2}} \frac{E}{\sqrt{E^2 - \Delta_0^2}}.$$  

At zero temperature, $L_0(0) = 1$, and at $E > \Delta_0$ we obtain

$$\frac{\nu_1(E, x)}{\nu_0} = -\frac{E \Delta_0^2}{(E^2 - \Delta_0^2)^{3/2}} \frac{\lambda_1(x)}{\lambda_0^3}.$$  

The same result is obtained directly by varying the BCS expression [6] and taking into account the BCS relation $\Delta_0 = 2\omega_D e^{-1/\hbar\omega} t$ at $T = 0$ (here $\omega_D$ is the Debye frequency).
From now on, we consider the case $T = 0$, in order to maximize characteristic energy scales related to superconductivity.

The coherence length
\[ \xi_0 = \sqrt{\frac{D}{2\Delta_0}} \quad (16) \]
sets the characteristic scale for the fluctuation propagator $L_0(k)$ [at the same time, as we have mentioned above, at $k \gtrsim \xi_0^{-1}$ the $L_0(k)$ function decays very slowly]. At the same time, the denominator in the integral in Eq. (13) varies at $k \sim \xi_E^{-1}$, where the scale is set by a different, energy-dependent coherence length,
\[ \xi_E = \sqrt{\frac{D}{2\sqrt{\Delta_0^2 - E^2}}} \quad (17) \]
The physical picture beyond the perturbative results [14 and 15] is that the DOS adiabatically follows variations of $\Delta(x)$ and has the BCS form corresponding to the local value of the order parameter. This result is valid if $r_c$ exceeds both $\xi_0$ and $\xi_E$ [slow $\lambda(x)$ function] and reproduces the result for the case of inhomogeneities of large size, obtained by Larkin and Ovchinnikov [21].

The calculated DOS at $E > \Delta_0$ is valid at any $x$, in particular, at the surface. However, the perturbative results [14 and 15] become invalid at $E \rightarrow \Delta_0$ due to divergence in the denominators (and breakdown of the requirement $r_c > \xi_E$).

At the same time, we are mainly interested in calculating the surface DOS near $\Delta_0$ and below. In particular, we want to find the shift of the spectrum edge due to inhomogeneity. This region of energies is nonperturbative and should be treated differently.

V. DENSITY OF STATES: NONPERTURBATIVE REGIME, $E \sim \Delta_0$

Now we assume short-range variation of the pairing constant, so that
\[ r_c \ll \xi_0. \quad (18) \]
We substitute $\theta = \pi/2 + i\psi$ (this is convenient for finding the energy gap since $\psi$ is real below the gap). Introducing dimensionless energy, order parameter (its inhomogeneous part), and coordinate according to
\[ \varepsilon = E/\Delta_0, \quad \delta_1(x) = \Delta_1(x)/\Delta_0, \quad X = x/\xi_0, \quad (19) \]
we rewrite the Usadel equation [11] in the real-energy representation as
\[ \psi'' - \varkappa^2 \sinh(\psi - \psi_0) = \delta_1(X) \sin \psi, \quad (20) \]
where
\[ \varkappa = (1 - \varepsilon^2)^{1/4}, \quad \psi_0 = \arctanh \varepsilon. \quad (21) \]
Here $\psi_0$ is the bulk solution [the real-energy counterpart of Eq. (5)]. Note that in terms of $\varkappa$, the energy-dependent coherence length $\xi_0$ can be written as $\xi_E = \xi_0/|\varkappa|$.

At $\varepsilon \sim 1$, we have either $|\varkappa| < 1$ or $|\varkappa| \sim 1$. The characteristic spatial scale for $\psi(X)$, which is determined by $|\varkappa|^{-1}$, is then much larger than $r_c/\xi_0$, the characteristic spatial scale for $\delta_1(X)$. The right-hand side (r.h.s.) of Eq. (20) therefore acts as a $\delta$ function and can be taken into account as an effective boundary condition [16, 17]. For that, we integrate Eq. (20) from 0 to $X_0$, such that $r_c/\xi_0 \ll X_0 \ll |\varkappa|^{-1}$. This scale is small for $\psi(X)$ and large for $\delta_1(X)$. As a result, we obtain the following effective problem
\[ \psi'' - \varkappa^2 \sinh(\psi - \psi_0) = 0, \quad (22) \]
\[ \psi'(0) = -d_1 \sinh \psi(0), \quad (23) \]
where
\[ d_1 = -\int_0^\infty \delta_1(X) dX. \quad (24) \]
Since $|\delta_1(X)|$ does not exceed unity and the characteristic scale of integration in Eq. (24) is set by $r_c/\xi_0$, due to condition (18) we have
\[ d_1 \ll 1. \quad (25) \]
Expressing $d_1$ in terms of $\lambda_1$ with the help of Eq. (11) and taking into account condition (18), we find
\[ d_1 = -\frac{L_0(0)}{\lambda_0^2} \int_0^\infty \lambda_1(x) dx. \quad (26) \]
Equation (22) is solved by
\[ \psi = 4 \arctanh (a e^{-\varkappa X}) + \psi_0, \quad (27) \]
where $a$ should be determined from the boundary condition (23):
\[ \frac{\varkappa^3}{d_1} = \frac{4a(1 + a^2) + \sqrt{1 - \varkappa^2}(1 + 6a^2 + a^4)}{4a(1 - a^2)}. \quad (28) \]
This equation was derived in Ref. [16] and (in different notations) in Ref. [17]. Finally, the DOS [10] is given by
\[ \frac{\nu(E,x)}{\nu_0} = \text{Im} \sinh \psi(E,x). \quad (29) \]
\[ ^1 \text{Deriving Eq. (23), we assume } \chi_0 x^2 \sinh(\psi(0) - \psi_0) \ll \psi'(0). \text{ As follows from our further calculations, this condition is most restrictive near the gap, where we have } |\psi(0) - \psi_0| \sim 1 \text{ and } \psi'(0) \sim \varkappa, \text{ so our assumption reduces to } X_0 \ll \varkappa^{-1}. \text{ This allows us to choose } X_0 \text{ in the desired range between } r_c/\xi_0 \text{ and } \varkappa^{-1}. \]

\[ \]
In the following, we analyze the DOS assuming that $\varepsilon$ is close to 1, so that

$$\chi \approx (2(1-\varepsilon))^{1/4}, \quad |\chi| \ll 1 \quad (30)$$

(see Appendix B where the applicability conditions are formulated in terms of the input parameters of our model). We can then replace the square root in the numerator of Eq. (28) by 1, obtaining the simplified equation

$$\chi^3 \frac{d}{d_1} = \frac{(1+a)^3}{4a(1-a)}. \quad (31)$$

**A. Energy gap $E_g$**

Below the gap (at $E < E_g$), the DOS $|\chi|^2$ is equal to zero, which leads to the condition that $\psi$ is real. The form of solution (27) then implies that $a$ is real and $|a| < 1$. The behavior of the r.h.s. of Eq. (31) in this range of $a$ is shown in Fig. 2.

The case we are interested in (suppression of $\Delta$ near the surface) corresponds to $d_1 > 0$ (while $\chi$ is real and positive near the gap). Equation (31) then yields two solutions for $a$ at large enough $\chi$. They merge and disappear as $\chi$ decreases to $\chi_g = (3^{1/2}/2^{1/3})d_1^{1/3}$, which determines the dimensionless gap $\varepsilon_g$. The gap value is then given by

$$E_g \frac{d}{\Delta_0} = 1 - \frac{3^2}{2^{7/3}} d_1^{1/3}, \quad (32)$$

which means that the gap in the surface DOS is suppressed in comparison with the bulk value of the order parameter. Assumption (30) implies that $d_1 \ll 1$.

We can interpret the result as follows: The spatial scale for the Green function is $\xi_E = \xi_0/|\chi|$, so from the point of view of the spectral gap, information about suppression of $\Delta(x)$ is gathered on this scale. At the same time, $\Delta(x)$ itself is suppressed on much smaller scale of $r_c$. Therefore, the effect of $\Delta$ suppression on the gap value will be weakened accordingly:

$$\Delta_0 - E_g \sim \frac{1}{\xi_E} \int_0^\infty |\Delta_1(x)| dx. \quad (33)$$

In the dimensionless units, this is written as

$$1 - \varepsilon_g \sim \varepsilon_g d_1. \quad (34)$$

Taking into account Eq. (30), we then find $\chi_g^3 \sim d_1$, in agreement with Eq. (31) and hence with Eq. (32).

Note that the r.h.s. of Eq. (33) can be estimated as $|\Delta_1(0)|r_c/\xi_E$, which is much smaller than $|\Delta_1(0)|$. This implies that the surface suppression of the gap edge [the l.h.s. of Eq. (33)] is much smaller then the surface suppression of the order parameter.

In terms of the discussion presented in Sec. B we deal with a shallow Andreev potential well formed near the surface. Impurities smear the Andreev levels out in such a way that the resulting spectral edge $E_g$ is close to the top of the well.

**B. Density of states near $E_g$**

According to Eq. (32), deviation of $E_g$ from $\Delta_0$ in dimensionless units is given by

$$\gamma \equiv 1 - \varepsilon_g = 3^2 d_1^{1/3}/2^{7/3}. \quad (35)$$

We want to calculate how finite DOS appears immediately above $E_g$. For that we define dimensionless deviation of $E$ from $E_g$,

$$\epsilon \equiv \varepsilon - \varepsilon_g, \quad (36)$$

and consider $\epsilon \ll \gamma$. In this case

$$\chi \approx \chi_g = (2\gamma)^{1/4}. \quad (37)$$

Above the gap (at $\epsilon > 0$, i.e., at $\chi < \chi_g$), there are no real solutions of Eq. (31) for $a$ (on the physical branch depicted in Fig. 2), and at $\epsilon \ll \gamma$ we find the following complex solution (the sign is chosen so that the DOS is positive):

$$a = a_g \left(1 + i\sqrt{3\epsilon/2\gamma}\right). \quad (38)$$

This leads to

$$\psi(\varepsilon, X) \approx \psi_0(\varepsilon_g) + 4 \arctanh(a_g e^{-\chi_g X}) + \frac{4(a - a_g)e^{-\chi_g X}}{1 - a_g^2 e^{-2\chi_g X}} \quad (39)$$

and

$$\frac{\nu(\epsilon, X)}{\nu_0} = \frac{\text{Im sinh } \psi}{\text{Im } e^\psi} \approx \frac{1}{2} \frac{\text{Im } e^\psi}{\text{Im sinh } \psi} \frac{1}{\chi_g} \left(1 + a_g e^{-\chi_g X}\right) \frac{e^{-\chi_g X}}{(1 - a_g e^{-\chi_g X})^3} \frac{\sqrt{\gamma}}{\gamma}, \quad (40)$$

where we have employed the fact that $\text{Re } \psi \gg 1$ due to $\varepsilon \approx 1$ [$\psi(\varepsilon_g)$ in Eq. (39) is large in this case]. At $x = 0$, the expression for the DOS simplifies to

$$\frac{\nu(\epsilon, 0)}{\nu_0} = \frac{3\sqrt{\gamma}}{\gamma}. \quad (41)$$
The square-root dependence of the DOS near the spectral edge is characteristic for the mean-field problem of a superconductor with weak magnetic impurities, considered by Abrikosov and Gor'kov (AG)\(^\text{[26]}\), and various other problems that can be mapped onto it. In terms of the AG pair-breaking parameter \( \eta = 1/\tau_s \Delta_0 \) (where \( \tau_s \) is the spin–flip scattering time), in the limit of \( \eta \ll 1 \), the AG result\(^\text{[26]}\) for the energy gap corresponds to \( \gamma_{\text{AG}} = 3 \eta^{2/3} / 2 \), while the relation between \( \nu(\epsilon) \) and \( \gamma \) has the form
\[
\nu_{\text{AG}}(\epsilon) / \nu_0 = \sqrt{\frac{3}{2} \sqrt{\frac{\epsilon}{\gamma_{\text{AG}}}}}.
\] (42)
Interestingly, our Eq.\(^\text{[41]}\) differs from this relation by a factor of \( \sqrt{6} \).

C. Density of states near \( \Delta_0 \)

1. \( E = \Delta_0 \)

At \( E \to \Delta_0 \), the parameter \( \nu \epsilon^3/d_1 \) in Eq.\(^\text{[31]}\) tends to zero, so \( a \to -1 \). To calculate the DOS at \( E = \Delta_0 \), we have to keep the correction to this solution. This can be done perturbatively:
\[
a = -1 + \alpha, \quad |\alpha| \ll 1,
\] (43)
which immediately yields \( \alpha = (-1)^{1/3} \times 2 \nu \epsilon^3 / d_1^{1/3} \). There are three possible values of \( (-1)^{1/3} \). The real one, \(-1\), leads to zero DOS. The complex one producing the positive DOS is
\[
\alpha = 2 e^{i \pi / 3} \nu \epsilon / d_1^{1/3}.
\] (44)
With the help of the identity
\[
\text{arctanh } z = \frac{1}{2} \ln \frac{1 + z}{1 - z},
\] (45)
the solution\(^\text{[27]}\) at \( x = 0 \) can be written as
\[
\psi(\epsilon, 0) = \ln \left[ \frac{1 + a}{1 - a} \right]^{2} \left( 1 + \frac{\epsilon}{1 - \epsilon} \right)^{1/2},
\] (46)
Taking into account Eqs.\(^\text{[43]}\) and \( \text{[44]} \), we obtain
\[
\psi(\epsilon, 0) = \ln(2 \nu \epsilon^{2/3} / d_1^{2/3}).
\] (47)
Since \( \text{Re } \psi(\epsilon, 0) \gg 1 \), we may write\(^3\)
\[
\nu (E = \Delta_0, 0) / \nu_0 \approx \frac{1}{2} \ln e^D = \sqrt{\frac{3}{2}} \nu \epsilon^{2/3} = \frac{3^{3/2}}{2^{1/3} \sqrt{1 - \epsilon}}.
\] (48)

Next, we want to find \( \nu(E) \) when \( E \) deviates slightly from \( \Delta_0 \). For that, the main-order result\(^\text{[44]}\) in the solution\(^\text{[43]}\) is not sufficient, and we have to calculate \( \alpha \) to higher orders with respect to \( \nu \) (that encodes the deviation of \( E \) from \( \Delta_0 \)). Note that \( \nu \) is real at \( E < \Delta_0 \) and complex at \( E > \Delta_0 \). Introducing for brevity
\[
\tilde{\nu} \equiv \nu / d_1^{1/3},
\] (49)
we rewrite Eq.\(^\text{[31]}\) as
\[
\alpha^3 = -8 \tilde{\nu}^3 (1 - \alpha)(1 - \alpha/2).
\] (50)
Its solution at small \( \tilde{\nu} \) is expanded into integer powers of \( \tilde{\nu} \), and for our calculation the following precision of the perturbation theory is required:
\[
\alpha = O(\tilde{\nu}) + O(\tilde{\nu}^2) + O(\tilde{\nu}^3).
\] (51)
Three steps of the perturbation theory for Eq.\(^\text{[50]}\) yield\(^4\)
\[
\alpha \approx 2 e^{i \pi / 3} \tilde{\nu} - 2 e^{2i \pi / 3} \tilde{\nu}^2 - 4 \tilde{\nu}^3 / 3.
\] (52)
Plugging this into Eqs.\(^\text{[43]}\), \( \text{[46]} \), and \( \text{[29]} \), we find the surface DOS\(^\text{[4]}\)
\[
\nu(\epsilon) / \nu_0 = \frac{\sqrt{3}}{2 \rho_1^{2/3}} + \frac{\sqrt{3}}{3 \rho_1^{2/3}} \ln \left[ 1 + i \sqrt{1 - \epsilon} \right]^2
\]
\[
= \frac{3^{3/2}}{2^{1/3} \rho_1^{2/3}} \times \left[ \sqrt{1 - \epsilon}, \frac{3 \sqrt{3}}{2} \right] \times \left[ \frac{1}{1 - \epsilon}, \frac{1}{\sqrt{1 - \epsilon}} \right].
\] (53)

The (dimensionless) shift of the spectral edge in the surface DOS corresponds to \( (1 - \epsilon) = \gamma \) [see Eq.\(^\text{[35]}\)], which sets the natural energy scale for our result\(^\text{[53]}\). At \( (1 - \epsilon) \sim \gamma \), both terms in Eq.\(^\text{[53]}\) are of the same order and \( \nu(\epsilon, 0) / \nu_0 \sim 1 / \gamma^{1/2} \). This can be viewed as moving from \( \Delta_0 \) towards \( E_\gamma \). On the other hand, moving from \( E_\gamma \) towards \( \Delta_0 \), we can apply Eq.\(^\text{[41]}\), which yields the same estimate for the DOS at \( \epsilon \sim \gamma \). So, the results are consistent and match each other.

---

2. \( E \to \Delta_0 \)

3 In Sec.\(^\text{[V C 2]}\) perturbation theory with respect to small \( \nu \) or more precisely, small \( \tilde{\nu} \); see Eqs.\(^\text{[49]}\), \([51]\) is based on Eq.\(^\text{[31]}\).

Since Eq.\(^\text{[31]}\) itself is obtained from Eq.\(^\text{[28]}\) at \( \nu \ll 1 \), it is necessary to make sure that no essential contribution is lost within this approach. One can check that this is indeed so. The reason is that the lost contributions behave as powers of \( \nu \), while the result that we find contains powers of \( \tilde{\nu} \), which is much larger since \( d_1 \ll 1 \).

4 In the vicinity of \( \epsilon = 1 \), quantities \( (1 - \epsilon)^{1/2} \) and \( \nu \) are real (positive) at \( \epsilon < 1 \) and complex at \( \epsilon > 1 \). In the latter case, the branches of the complex functions should be correctly chosen. It can be checked that in the case of the retarded Green functions that we work with, the correct choice is
\[
(1 - \epsilon)^{1/2} = e^{-i \pi / 2} (\epsilon - 1)^{1/2}, \quad \nu = e^{-i \pi / 4} (\epsilon - 1)^{1/4}.
\]
This refers to Eqs.\(^\text{[30]}\),\([22]\),\([27]\),\([28]\),\([50]\),\([51]\),\([46]\), and \([49]\),\([53]\).
VI. DISCUSSION

We illustrate our results in Fig. 3, which is obtained by solving Eq. (28) numerically. Although Eq. (28) itself can be considered at arbitrary values of \( d_1 \), it was derived and describes our physical system only at \( d_1 \ll 1 \). Therefore, in Fig. 3, we show the DOS only at small values of \( d_1 \).

Equation (28) and hence the curves in Fig. 3 contain information about microscopic parameters of our model only through \( d_1 \). As examples of the \( \lambda_1(x) \) dependence, we may consider

\[
\lambda_1(x) = -|\lambda_1(0)| \times \begin{cases} 
\exp(-x/r_c), & \text{case (a)}, \\
\exp(-x^2/r_c^2), & \text{case (b)}.
\end{cases}
\]

Assuming \( T = 0 \) for simplicity, from Eq. (26) we then find the corresponding results for \( d_1 \),

\[
d_1 = \frac{|\lambda_1(0)| r_c}{\xi_0} \times \begin{cases} 
1, & \text{case (a)}, \\
\sqrt{\pi}/2, & \text{case (b)}.
\end{cases}
\]

Figure 3 demonstrates suppression of the gap \( E_g \) in the surface DOS in comparison with the bulk gap \( \Delta_0 \); the suppression grows with increasing \( d_1 \). Above the gap, the DOS grows as \( \sqrt{E - E_g} \), reaches a maximum at \( E_g < E < \Delta_0 \), and then decreases passing through the vertical peculiarity at \( E = \Delta_0 \). At \( E > \Delta_0 \), the DOS rapidly approaches the BCS result.

The vertical peculiarity is asymmetric. Indeed, according to Eq. (53), the square-root deviation of the DOS from its value at \( E = \Delta_0 \) has a prefactor that takes different values on the two sides of the peculiarity (on the left, it is \( \sqrt{3} \) times larger than on the right).

VII. CONCLUSIONS

We have calculated the surface DOS in a superconductor with relatively weak surface suppression of the BCS pairing constant \( \lambda(x) \). We are mainly interested in the case of short-range \( \lambda(x) \) variation, when its characteristic spatial scale \( r_c \) is much smaller than the superconducting coherence length. This case can be experimentally relevant if surface imperfections are limited to the immediate vicinity of the surface. Our main results are analytic and refer to several regions of the \( \nu(E) \) dependence.

The gap \( E_g \) in the surface DOS differs from the surface value of the order parameter, \( \Delta(0) \). With respect to the bulk value of the order parameter, \( \Delta_0 \), the gap \( E_g \) is suppressed much weaker than \( \Delta(0) \) [see Eqs. (52)–(54)]. Suppression of \( E_g \) with respect to \( \Delta_0 \) smears the BCS singularity and hence is somewhat similar to the pair breaking considered by Abrikosov and Gor’kov (AG) [26]. Similarly to the AG case, \( \nu(E) \propto \sqrt{E - E_g} \) immediately above the gap. At the same time, the exact prefactor, being expressed in terms of the gap-edge shift, differs from the AG result by a numerical factor [see Eqs. (41) and (42)].

At \( E = \Delta_0 \), we find a “vertical” peculiarity of the DOS, which implies an infinite-derivative inflection point of the DOS curve. The value of \( \nu \) at \( E = \Delta_0 \) is large [see Eq. (48)] and \( \nu(E) \) deviates from this value as \( \sqrt{\Delta_0} \) when \( E \) deviates from \( \Delta_0 \). The prefactor of this dependence depends on the sign of \( E - \Delta_0 \), so the peculiarity is asymmetric [see Eq. (53)].

At higher energies, \( E > \Delta_0 \), the correction to the DOS is found perturbatively.

Experimentally, the surface DOS can be directly probed by scanning tunneling spectroscopy and also directly influences the surface impedance [2, 17, 18]. The zero-temperature threshold for the radiation absorption is given by \( 2E_g \). This energy determines the threshold behavior of the dissipative conductivity and the surface resistance.
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Appendix A: Fluctuation propagator

The static propagator of superconducting fluctuations, $L_0(k)$, is defined by the following relations [23]:

$$L_0^{-1}(k) = \pi T \sum_{n} \left( \frac{\sin \theta_0}{\Delta_0} - \frac{\cos^2 \theta_0}{2k^2 + \omega_n \cos \theta_0 + \Delta_0 \sin \theta_0} \right)$$

$$= \frac{2\pi}{K} \sum_{n=0}^{\infty} \frac{1 + k^2 \zeta_0^2 (\omega_n / \Delta_0)^2 + 1}{[(\omega_n / \Delta_0)^2 + 1] (k^2 \zeta_0^2 + (\omega_n / \Delta_0)^2 + 1)}. \quad (A1)$$

The sum over the Matsubara frequencies here cannot be calculated in the general case, and we now consider some important limiting cases.

At zero temperature ($T = 0$), the Matsubara sum in Eq. (A1) is substituted by the integral, which can be calculated and written in terms of $K = k \xi_0$ as [22] [23]

$$L_0^{-1}(k) = \frac{\pi}{2K^2} + \frac{\sqrt{K^4 - 1}}{K^2} \ln \left( K^2 + \sqrt{K^4 - 1} \right). \quad (A2)$$

Near the critical temperature ($T \to T_c$), we may put $[(\omega_n / \Delta_0)^2 + 1] \approx (\omega_n / \Delta_0)^2$ in Eq. (A1), and then the sum can be calculated:

$$L_0^{-1}(k) = \frac{\pi \Delta_0(T)}{4K^2 T_c} + \left( 1 - \frac{1}{K^2} \right) \left[ \psi \left( 1 + \frac{2K^2 \Delta_0(T)}{2\pi T_c} \right) - \psi \left( \frac{1}{2} \right) \right], \quad (A3)$$

where $\psi$ is the digamma function. The temperature dependence of the order parameter near $T_c$ is given by [27]

$$\Delta_0(T) = \pi \sqrt{\frac{8}{\zeta(3)} \sqrt{T_c(T_c - T)}}. \quad (A4)$$

At $k = 0$, considering $L_0^{-1}(0)$ as a function of temperature, we find

$$L_0^{-1}(0) = \begin{cases} \frac{1}{\sqrt{\zeta(3)} \Delta_0(T)} & T < T_c, \\ T < T - T_c & (T_c - T) < T_c. \end{cases} \quad (A5)$$

With the help of Eq. (A4), the result at $(T_c - T) \ll T_c$ can be written as

$$L_0^{-1}(0) = 2(1 - T/T_c). \quad (A6)$$

Appendix B: Applicability of nonperturbative results

The results of Sec. V require conditions (18) and (30) to be satisfied (meaning that the energies $E$ considered are close enough to $\Delta_0$). The conditions can be summarized as

$$r_c \ll \xi_0 \ll \xi_E. \quad (B1)$$

The first condition, $r_c \ll \xi_0$, is formulated in terms of the input parameters of our model (small spatial scale of the pairing-constant variations). However, the second condition $\xi_0 \ll \xi_E$, depends on the energy $E$ that we consider. It becomes most restrictive at $E = E_g$. Our result [32] thus implies that it is sufficient to require condition (25).

Since the spatial scale for $\Delta_1(x)$ is $r_c$, with the help of the definition of $d_1$ in Eq. (21), we can rewrite condition (25) as

$$|\Delta_1(0)| \frac{r_c}{\Delta_0} \ll 1. \quad (B2)$$

In terms of $\lambda_1(x)$, the $d_1$ parameter is given by Eq. (26). At $T = 0$, we have $L_0(0) = 1$, and Eq. (26) allows us to rewrite condition (25) in terms of the input parameters of our model as

$$|\lambda_1(0)| \frac{r_c}{\lambda_0^2} \ll \xi_0. \quad (B3)$$

At the same time, during construction of the self-consistent perturbation theory in Sec. III conditions

$$|\Delta_1(0)|/\Delta_0 \ll 1, \quad |\lambda_1(0)|/\lambda_0^2 \ll 1 \quad (B4)$$

had to be satisfied. Then Eqs. (B2) and (B3) do not add anything new.

The applicability conditions for the results of Sec. V are therefore given by Eqs. (18) and (B4), while condition (25) is their direct consequence.
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