Percolation transition and distribution of connected components in generalized random network ensembles
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Abstract

In this work, we study the percolation transition and large deviation properties of generalized canonical network ensembles. This new type of random networks might have a very rich complex structure, including high heterogeneous degree sequences, non-trivial community structure or specific spatial dependence of the link probability for networks embedded in a metric space. We find the cluster distribution of the networks in these ensembles by mapping the problem to a fully connected Potts model with heterogeneous couplings. We show that the nature of the Potts model phase transition, linked to the birth of a giant component, has a crossover from second to first order when the number of critical colors $q_c = 2$ in all the networks under study. These results shed light on the properties of dynamical processes defined on these network ensembles.
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1. Introduction

Recently the study of critical phenomena in complex networks has attracted a great deal of interest [1]. One of the main critical phenomena occurring in networks is the percolation transition which is a continuous structural phase transition that can be characterized by critical indices as a statistical mechanics second-order phase transition. This phase transition determines the robustness properties of complex networks [2–5] and the critical temperature of the Ising [6–8] and XY models [9, 10] on complex networks. Moreover, the onset of a percolating cluster determines a transition in between a phase in which small loops are suppressed and a phase in which the expectation value of small loops is positive in the limit of large network sizes [11].
The percolation phase transition in Erdős and Rényi networks is a classic subject of graph theory [12]. For this network ensemble the large deviation of the number of connected components (or clusters) has been characterized [13] by a mapping of the problem to a fully connected Potts model [14].

In uncorrelated complex networks, characterized by a non-Poisson degree distribution, the percolation transition depends on the second moment of the degree distribution [4, 5] and can show non-trivial critical exponents [1].

This phase transition has also been studied in directed networks [15] and in networks with degree–degree correlations [16].

In this paper, we study the percolation properties and the large deviation of the cluster distribution of the recently proposed generalized canonical random network ensembles [17, 18] with non-trivial degree distribution and an additional community structure or spatial structure. These network ensembles can be cast in the wide category of configuration or ‘hidden variable’ models extensively studied in the recent literature [2, 19–23]. The percolation properties and the large deviations of the cluster distribution in these ensembles are studied in this paper by mapping the problem to a fully connected Potts model with heterogeneous couplings. We find results in agreement with [24] where the Potts model formulation was first used for the study of the percolation properties of complex networks with heterogeneous degrees. In particular, our framework generalizes the results of [24] and can be applied in network ensembles with very diverse structure, not only network ensembles with heterogeneous degree distribution, but also network ensembles with an additional non-trivial community or spatial structure.

The paper is organized as follows. In section 2, we introduce the generalized canonical random ensembles. In section 3, we introduce the generating functions for the cluster distribution and we characterize its large deviations. In section 4, we relate the problem of finding the cluster distribution in a generalized canonical model, and their percolation transition, to the study of a fully connected Potts model with heterogeneous couplings. In section 5, we solve the fully connected Potts model with heterogeneous couplings and we find the percolation threshold and critical exponent $\beta$ for the generalized canonical network ensembles. In section 6, we find the cluster distribution in the generalized canonical network ensembles. In section 7, we compare our theoretical predictions with simulation results. Finally, in section 8, we give the conclusions.

2. Random network ensembles

In this section, we introduce the generalized random network ensembles described in [17, 18]. The generalized random network ensembles are an extension of the known $G(N, M)$ and $G(N, p)$ random network ensembles and are related to configuration and ‘hidden variable’ ensembles [2, 19–23].

2.1. The $G(N, M)$ and $G(N, p)$ random network ensembles

The mathematical literature has widely studied the properties of the $G(N, M)$ and $G(N, p)$ random network ensembles.

- A random network in the ensemble $G(N, M)$ is a network having $N$ nodes and $M$ undirected links. If we indicate by $a_{ij}$ the adjacency matrix of the network (with $a_{ij} = 1$ if there is a link between node $i$ and $j$ and $a_{ij} = 0$ otherwise), the probability that a network $G$, associated with the adjacency matrix $a$, belongs to the $G(N, M)$ ensemble
is given by

\[ P(G) = \frac{1}{Z} \delta \left( M, \sum_{i<j} a_{ij} \right) \]  

(1)

with

\[ Z = \left( \frac{N(N-1)}{2} \right)^{M/2} \]  

(2)

and with \( \delta(\cdot) \) indicating the Kronecker delta. The probability of each link in this ensemble of networks is given by \( p = M/(N(N-1)/2) \).

- A network in the \( G(N, p) \) ensemble is a network in which each possible pair of links is present with probability \( p \). Therefore the probability of a specific network \( G \) in this ensemble is equal to

\[ P_C(G) = \prod_{i<j} p_{ij} (1-p)^{1-a_{ij}}, \]  

(3)

where \( a_{ij} \) is the adjacency matrix. In the \( G(N, p) \) ensemble the total number of links \( M \) is not fixed but is Poisson distributed with mean \( \langle M \rangle_{PC(G)} = pN(N-1)/2 \).

The \( G(M, N) \) and the \( G(N, p) \) ensemble with \( p = M/(N(N-1)/2) \) are linked by a Legendre transform, and, in the asymptotic limit of \( N \to \infty \), they share the same statistical properties.

### 2.2. Generalized random network ensembles

Recently a statistical mechanics approach has been proposed [17, 18] that is able to generalize the random network ensembles to network ensembles with much more complex structure including networks with highly heterogeneous degree sequences and non-trivial community structure or spatial dependence of the link probability. The statistical mechanics approach is able to describe both ‘microcanonical’ network ensembles (that satisfy hard structural constraints and generalize the \( G(N, M) \) random ensembles) and ‘canonical’ network ensembles (that satisfy the structural constraints when their properties are averaged over the whole ensemble and generalize the \( G(N, p) \) ensemble).

- The ‘microcanonical’ networks have to satisfy a series of hard constraints \( F(G) = C \) and the probability of these networks is given by

\[ P_{MC}(G) = \frac{1}{Z} \delta(F(G) - C), \]  

(4)

with \( Z \) indicating the cardinality of the ensemble. The probability of each link \( p_{ij} \) is computed introducing some Lagrange multipliers [17, 18].

- The ‘canonical’ conjugated ensemble can be built starting from the probability of the links \( p_{ij} \) in the ‘microcanonical’ one. We assign to each network \( G \) the probability

\[ P_C(G) = \prod_{i<j} p_{ij}^{a_{ij}} (1-p_{ij})^{1-a_{ij}}, \]  

(5)

which generalizes (3) to heterogeneous networks. In the ‘canonical’ ensembles the structural constraints are satisfied on average

\[ \overline{F(G)} = \overline{C}. \]  

(6)

Here and in the following we always indicate by \( \overline{\cdot} \) the average over the ensemble probability \( P_C(G) \) given by (5) and by \( \langle \cdot \cdot \cdot \rangle \) the average over all the nodes \( i = 1, \ldots, N \).
In this paper, we focus on generalized ‘canonical’ networks. Each node $i$ in this ensemble is characterized by two discrete hidden variables $\theta_i$ and $\alpha_i$. We consider in this paper the link probability given by

$$p_{ij} = \frac{\theta_i \theta_j W(\alpha_i, \alpha_j)}{1 + \theta_i \theta_j W(\alpha_i, \alpha_j)},$$

(7)

which is fully specified once the function $W(\alpha, \alpha')$ is given. The link probability (7) corresponds to maximally entropic ensembles with given degree and structural constraints related to the hidden variables $\alpha_i$ of the nodes [17, 18].

In the ensembles described by (7), the degree of each node $k_i$ is a Poisson variable [23] with average

$$\bar{k}_i = \sum_{j \neq i} p_{ij}.$$

(8)

In the following, we specifically comment on some relevant limiting cases for the general distribution (7).

- The $G(N, p)$ ensemble. If the values of the hidden variables $\theta$’s are equal, i.e. $\theta_i = \theta \forall i$ and $W(\alpha, \alpha') = 1 \forall \alpha, \alpha'$, the probability of a link is given by

$$p_{ij} = p = \theta^2 / (1 + \theta^2).$$

(9)

The degree of each node is a Poisson variable with equal average $\bar{k} = pN$. Performing also the average $\langle \cdot \rangle$ over all the nodes of the network we get

$$p = \frac{\langle k \rangle}{N}.$$

(10)

We recover therefore the Erdös and Rényi ensembles $G(N, p)$ by taking

$$\theta = \sqrt{\frac{\langle k \rangle / N}{1 - \langle k \rangle / N}} \approx \sqrt{\langle k \rangle / N},$$

(11)

where the last expression is valid for sparse networks with $\langle k \rangle$ finite.

- The configuration model. If the linking probability $p_{ij}$ of equation (7) depends only on $\theta_i$ and $\theta_j$ (i.e. $W(\alpha, \alpha') = 1 \forall \alpha, \alpha'$), then

$$p_{ij} = \frac{\theta_i \theta_j}{1 + \theta_i \theta_j}.$$

(12)

This ensemble is the canonical version of the configuration model, each node $i$ having a degree $k_i$ distributed according to a Poisson variable with average

$$\bar{k}_i = \sum_{j \neq i} \frac{\theta_i \theta_j}{1 + \theta_i \theta_j}.$$

(13)

This ensemble has in general non-trivial degree correlations that disappear for $\max_i (\theta_i) \ll 1$. In this last case, $\max_i (\theta_i) \ll 1$ the linking probability $p_{ij}$ defined in equation (13) can be approximated as

$$p_{ij} = \theta_i \theta_j.$$

(14)

Therefore, in this limit, the networks of the ensemble are uncorrelated and there is a simple relation between the hidden variables $\theta_i$ and the average degree $\bar{k}_i$ of the node $i$, i.e.

$$\theta_i = \frac{\bar{k}_i}{\sqrt{\langle k \rangle N}}.$$

(15)
Finally, we observe that if we use (15) the linking probability $p_{ij}$ can be expressed in the well-known expression for uncorrelated networks

$$p_{ij} = \frac{k_i k_j}{\langle k \rangle N}.$$  

3. Large deviation of the cluster distribution

The number of connected components $C(G)$ or ‘clusters’ of a network $G$ gives direct information on the topological structure of the network and their percolating properties. Indeed if $C(G)/N$ is small there are few large connected components while in the opposite case the network is divided into a huge number of small clusters. In the limit of large network sizes $N \to \infty$ each canonical generalized network ensemble will be characterized by a typical value of the number of clusters $C^*(N)$. The typical distribution of clusters gives the percolating properties of the networks belonging to the ensemble and will be able to characterize the critical exponents of the percolation phase transition. Moreover, different network realizations $G$ of a generalized canonical ensemble will have a number of clusters $C(G)$ which is subject to large deviations with respect to the typical value $C^*(N)$.

Given the probability of a network $P_c(G)$ in the canonical generalized random ensembles, as defined in equation (5), we can define the probability density $\hat{P}(C)$ of generating a random network $G$ in this ensemble with $C$ clusters as in the following:

$$\hat{P}(C) = \sum_G P_c(G) \delta(C, C(G)).$$  

In the thermodynamic limit, $N \to \infty$, the probability $\hat{P}(C)$ is centered at some typical value $C^*$ and decays extremely fast away from $C^*$ in the large network limit. Let us indicate by $c = C/N$ the number of connected components per vertex, the typical value of this quantity
converges in the thermodynamic limit to a size independent value $c^*$. Therefore, in order to characterize $\hat{P}(C)$ in the thermodynamic limit, we consider the function $\omega(c)$ defined as

$$
\lim_{N \to \infty} \frac{1}{N} \ln \hat{P}(C)
$$

(21)

implying clearly $\omega(c) \leq 0$ for all $c \in [0, 1]$ and $\omega(c^*) = 0$.

Finally we introduce the generating function $Y(q)$ of the cluster probability $\hat{P}(C)$

$$
Y(q) = \sum_{C} \hat{P}(C) q^C = \sum_{G} \prod_{ij} p_{ij}^{\omega_{ij}} (1 - p_{ij})^{1 - \omega_{ij}} q^{C(G)},
$$

(22)

where in the last expression we have used equation (5) defining the generalized random network ensembles. We characterize the asymptotic limit of the cluster generating function $Y(q)$ by $\phi(q)$ defined as

$$
\phi(q) = \lim_{N \to \infty} \frac{1}{N} \ln Y(q).
$$

(23)

From equation (22) we obtain, with a saddle point calculation, that the conjugated Legendre transform of the quantity $\omega(c)$ can be expressed in terms of $\phi(q)$ according to the relation

$$
\omega(c) = \min_q [\phi(q) - c \log q].
$$

(24)

The cluster distribution is therefore fully characterized in the asymptotic limit if we know the function $\phi(q)$.

4. The fully connected heterogeneous Potts model and the percolation transition of the generalized random network ensembles

In this section, we will reduce the problem of finding the cluster distribution in generalized canonical random network ensembles to the study of mean-field Potts models with heterogeneous couplings. We will prove that $\phi(q)$, given by (23), has a formal relation with the free energy of the mean field Potts model with heterogeneous couplings, after a suitable analytic continuation. This relation generalizes the known connection between the fully connected Potts model and the generating function of the cluster distribution of a random $G(N, p)$ network [13, 14].

In order to present the results of the paper in a self-contained way we describe here the cluster expansion of the fully connected Potts model. The Potts model is a well-known statistical mechanical problem [25] describing $N$ classical degrees of freedom $\sigma_i$ associated with the nodes $i = 1, \ldots, N$ of a given network. Each variable $\sigma_i$ can take $q$ different values, namely $\sigma_i = 0, \ldots, q - 1$, and is coupled to all the other degrees of freedom $\sigma_j$ by means of a two-body interaction of strength $J_{ij}$. This interaction favors configurations where all the nodes in the network have the same value of $\sigma$. Thus the energy reads

$$
E[\sigma] = - \sum_{i<j} \delta(\sigma_i, \sigma_j) J_{ij} - h \sum_{\sigma} u_{\sigma} \sum_i \delta(\sigma, \sigma_i),
$$

(25)

where we assume that all the couplings are positive, $J_{ij} > 0$ and that the first sum in (25) runs over all the pairs of nodes of a fully connected network. Moreover, we take the auxiliary field $h u_{\sigma}$ parallel to the direction $\sigma$. The partition function of the model is

$$
Z = \sum_{[\sigma_i = 0, \ldots, q - 1]} \exp(-\beta E[\sigma]),
$$

(26)
where $\beta$ is the inverse temperature and the summation runs over all $q^N$ spin configurations. In order to map the Potts model to the cluster structure of the generalized random network ensembles, we expand the partition function $Z$ following the article [14]:

$$Z[[v_{ij}], h] = \sum_{\sigma} \prod_{i<j} \left[ 1 + v_{ij} \delta(\sigma_i, \sigma_j) \right] e^{\beta h} \sum_{\sigma} \prod_{i<j} \delta(\sigma_i, \sigma_j),$$

(27)

where we have defined

$$v_{ij} = e^{\beta J_{ij}} - 1.$$ 

(28)

Expanding equation (27) we obtain

$$Z[[v_{ij}], h] = \sum_{\sigma} e^{\beta h} \sum_{\sigma} \prod_{i<j} \left[ 1 + \sum_{i<j,k<l(ij) \neq (kl)} v_{ij} v_{kl} \delta(\sigma_i, \sigma_j) \delta(\sigma_k, \sigma_l) + \cdots \right].$$

(29)

Each term in the expansion (29) corresponds to a possible network $G$ formed by a subset $E(G)$ of edges on the $N$ complete network. Each contribution from a network $G$ is weighted by the probability $\prod_{ij \in E(G)} v_{ij}$ and the sum is made over all possible networks $G$ of $N$ nodes. Using this expansion, after performing the sum over the configurations $\{\sigma_i = 0, \ldots, q - 1\}$, we can write the partition function reported in (27), in the form:

$$Z[[v_{ij}], h] = \sum_{\gamma} \prod_{ij \in E(\gamma)} v_{ij} q^{C(\gamma)} \left( \sum_{\sigma} e^{\beta h u_{\gamma} S_\sigma} \right).$$

(30)

with $E(G)$ given by the set of all edges in $G$, $C(G)$ given by the number of connected components in the network and $S_n$ denotes the size of the $n$th component. From the previous equation it follows that in the absence of the external field

$$Z[[v_{ij}], h = 0] = \sum_{G} \prod_{ij \in E(G)} v_{ij} q^{C(G)}.$$ 

(31)

By comparing the definition of the cluster generating function (22) and expression (31) for the partition function of the Potts model, we observe that the two functions can be related by the following simple expression:

$$Y(q) = \prod_{i<j} (1 - p_{ij}) Z[[v_{ij} = p_{ij} (1 - p_{ij})^{-1}], h = 0]$$

(32)

and the associated logarithmic function reads

$$\phi(q) = \sum_{i<j} \ln(1 - p_{ij}) - f[[v_{ij}]],$$

(33)

where $v_{ij} = p_{ij} (1 - p_{ij})^{-1}$ and $f$ is defined at the null external field $h = 0$. In the high temperature limit $\beta \to 0$ the couplings $J_{ij}$ given by (28) are linked to the edge probability by means of equation (28) so that

$$v_{ij} = \frac{p_{ij}}{1 - p_{ij}} \sim \beta J_{ij}.$$ 

(34)

Therefore in order to find the cluster generating function we can simply solve the fully connected Potts model with heterogeneous couplings. Any assumption on the network ensemble will have a direct counterpart on the structure of the couplings in the Potts model.
We will solve the model in this framework, specializing the results for the cases of our interest (7). Using equation (34) we obtain

\[ v_{ij} = \beta J(\theta_i, \theta_j, \alpha_i, \alpha_j) = \theta_i \theta_j W(\alpha_i, \alpha_j). \]  

(35)

In the various different cases under study the function \( J(\theta_i, \theta_j, \alpha_i, \alpha_j) \) takes different values.

- **The \( G(N, p) \) ensemble.** For the characterization of the cluster distribution of a Poisson random network in the \( G(N, p) \) ensemble with \( p = \langle k \rangle / N \) we take

\[ \beta J(\theta_i, \theta_j, \alpha_i, \alpha_j) \approx \langle k \rangle N \]  

(36)

for all pairs \( i, j \).

- **The configuration model.** For the characterization of the cluster distribution in the configuration model we take

\[ \beta J(\theta_i, \theta_j, \alpha_i, \alpha_j) = \theta_i \theta_j. \]  

(37)

In the case of an uncorrelated network we have \( \theta_i \ll 1 \) and we can express the hidden variables \( \theta_i \) in terms of the expected average degree \( \bar{k}_i \), as \( \theta_i = \bar{k}_i / \sqrt{\langle k \rangle N} \). Consequently the couplings of the Potts model take the form

\[ \beta J(\theta_i, \theta_j, \alpha_i, \alpha_j) = \bar{k}_i \bar{k}_j \langle k \rangle N / N_{\alpha_i} N_{\alpha_j}. \]  

(38)

- For the characterization of the cluster distribution in the structured network ensemble with a community structure or spatial dependence on the embedding geometric space, we have

\[ \beta J(\theta_i, \theta_j, \alpha_i, \alpha_j) = \theta_i \theta_j W(\alpha_i, \alpha_j). \]  

(39)

In the case in which \( (\max_i \theta_i)^2 [\max_{\alpha, \alpha'} W(\alpha, \alpha')] \ll 1 \) the previous equation simplifies

\[ \beta J(\theta_i, \theta_j, \alpha_i, \alpha_j) = \bar{k}_i \bar{k}_j W(\alpha_i, \alpha_j) / N_{\alpha_i} N_{\alpha_j}. \]  

(40)

For \( q \to 1 \) the properties of the partition function (31) are in correspondence with the percolation properties [14] of the generalized canonical network ensembles with linking probabilities \( p_{ij} \) given by (7). We will sketch the proof following [26]. It is straightforward that in the limit \( q \to 1 \), the partition function \( Z[\{v_{ij}\}, h] = \prod_{i<j} (1 - p_{ij})^{-1} \) so that

\[ f_1 = \lim_{N \to \infty} \frac{\ln Z[\{v_{ij}\}, h] + \sum_{i<j} \ln (1 - p_{ij})}{N(q - 1)} = \lim_{N \to \infty} \frac{\partial \ln Z[\{v_{ij}\}, h]}{N \partial q} \bigg|_{q=1}. \]  

(41)

We could choose the parameter \( u_{\sigma} = \delta(\sigma, 0) \), so that the external field favors the \( \sigma = 0 \) state, the partition function reported in (30) simplifies

\[ Z[\{v_{ij}\}, h] = \sum_{G} \prod_{(ij) \in E(G)} v_{ij} \prod_{n=0}^{C(\bar{G}) - 1} (q - 1 + e^{h S_n}). \]  

(42)

Using the fact that \( \sum_{\alpha} f(S_n) = \sum_{S} \sum_{\alpha} \delta(S_n - S) f(S) = \sum_{S} C(S) f(S) \), where \( S \) is the number of nodes in the same cluster and \( C(S) \) is the number of clusters with \( S \) nodes, we obtain that the previous equation becomes

\[ Z[\{v_{ij}\}, h] = \sum_{G} \prod_{(ij) \in E(G)} v_{ij} e^{\sum_{S} C(S) \ln (q - 1 + e^{h S})}. \]  

(43)
Performing the summation over the graphs with a saddle-point approximation, we obtain that in the thermodynamic limit equation (41) is
\[
f_1 = \frac{1}{Z_1} \left( \sum_{s(G)} c(s) e^{-I s} \right) = \sum_s c(s) e^{-I s},
\]  
where \( s = S/N \) and \( c(s) = C(S)/N \). Differentiating the previous equation with respect to the external field we obtain that the node probability to be in the percolating cluster is linked to the free energy function of the Potts model in the limit \( q \to 1 \)
\[
\lim_{h \to 0^+} 1 + \frac{\partial f_1}{\partial h} = 1 - \sum_s sc(s) = P(\{p_{ij}\}).
\]

While the second derivative gives the mean clusters per nodes. Using the Potts model, we are also able to compute the probability of the two given nodes that belong to the percolating component. Let us introduce the node–node correlation in the limit \( h \to 0 \)
\[
D_{ij}(q) = \sum_{\sigma} e^{-\beta E(\{\sigma\})} \delta_{\sigma_i,\sigma_j} = \langle \delta_{\sigma_i,\sigma_j} \rangle \]
that measures the probability of the two nodes that have the same color. We could easily compute this quantity and we obtain
\[
\lim_{q \to 1} \frac{q}{q-1} D_{ij}(q) = 1 - \langle C_{ij} \rangle,
\]
where \( C_{ij} \) is the indicator function: if nodes \( i \) and \( j \) are in the same cluster it has the value 1, otherwise it vanishes. We want to underline the fact that the probability that the two nodes are in the same non-percolating component is defined through the following relation:
\[
\mathcal{H}_{ij} = \langle C_{ij} \rangle - P^2(\{p_{ij}\}).
\]
This shows how solving the Potts model in the \( q \to 1 \) limit gives us information on the percolating transition in a generalized network ensemble.

5. Free energy of the Potts model and the percolation phase transition

In order to solve the mean-field Potts model we introduce the order parameters
\[
c_{\theta\alpha}(\sigma) = \frac{1}{N_{\theta\alpha}} \sum_{i=1}^{N} \delta(\sigma, \sigma_i) \delta(\theta, \theta_i) \delta(\alpha, \alpha_i),
\]
where
\[
N_{\theta\alpha} = \sum_{i} \delta(\theta, \theta_i) \delta(\alpha, \alpha_i)
\]
are the number of nodes with given hidden variables \( \theta \) and \( \alpha \). The order parameters \( c_{\theta\alpha} \) satisfy their proper normalization
\[
\sum_{\sigma} c_{\theta\alpha}(\sigma) = 1.
\]
The energy of the Potts model in the absence of the external field \( h = 0 \), expressed in terms of the order parameters \( c_{\theta\alpha}(\sigma) \), takes the form
\[
E[\{c_{\theta\alpha}(\sigma)\}] = -\frac{N^2}{2} \sum_{\sigma, \theta, \theta', \alpha, \alpha'} p_{\theta\theta'} p_{\alpha\alpha'} c_{\theta\alpha}(\sigma) c_{\theta'\alpha'}(\sigma) J(\theta, \theta', \alpha, \alpha') + O(N),
\]
where we have explicitly shown the dependence of the coupling from external parameters $\theta$ and $\alpha$. In order to express the partition function as a sum over the collective variables $c_{\theta\alpha}(\sigma)$, we need to take into account the entropic contribution, counting the number of microscopic configurations with a given value of $c_{\theta\alpha}(\sigma)$. To the leading order in $N$ we get

\[ Z = \sum_{\{c_{\theta\alpha}(\sigma)\}} e^{-\beta E_{\{c_{\theta\alpha}(\sigma)\}}} \prod_{\theta, \alpha} \left( \frac{N_{\theta\alpha}!}{\prod_{\sigma}(N_{\theta\alpha}(\sigma))!} \right) = \sum_{c_{\theta\alpha}(\sigma)} e^{-\beta N f_{\{c_{\theta\alpha}(\sigma)\}}}, \tag{53} \]

where the free energy density functional reads

\[ \beta f_{\{c_{\theta\alpha}(\sigma)\}} = -\frac{N}{2} \sum_{\alpha, \alpha'} p_{\theta\alpha} p_{\theta\alpha'} c_{\theta\alpha}(\sigma) c_{\theta\alpha'}(\sigma) \beta J(\theta, \theta', \alpha, \alpha') + \sum_{\sigma, \theta, \alpha} p_{\theta\alpha} c_{\theta\alpha}(\sigma) \ln c_{\theta\alpha}(\sigma). \tag{54} \]

In the large-$N$ limit one can evaluate the sum in (53) by the saddle-point method. As a function of $q$, the Potts model undergoes a phase transition. For $q \leq q_c$ the order parameter is invariant under the permutation of the spin values $\sigma = 0, \ldots, q-1$. Nevertheless above the percolation transition, for $q > q_c$ the ground state breaks the symmetry of the Hamiltonian.

5.1. Symmetric saddle point

The free energy of the Potts model is invariant under the permutation of the $q$ colors. When this symmetry is also shared by the ground state, the fraction of nodes of a given color could be written as

\[ c_{\theta\alpha}(\sigma) = \frac{1}{q}, \tag{55} \]

which ensures that different colors are identical. Inserting this ansatz in equation (54) we get

\[ \beta f_{\text{sym}}(q) = -\frac{N}{2q} \sum_{\theta, \theta', \alpha, \alpha'} p_{\theta\alpha} p_{\theta\alpha'} J(\theta, \theta', \alpha, \alpha') - \ln q. \tag{56} \]

Computing the second-order derivative of the free energy density functional, we can study the stability of the symmetric solution. When the eigenvalue of the Hessian matrix of the free energy (54) changes sign and becomes negative the ansatz (55) is no longer correct. The Hessian matrix reads

\[ H_{\theta\theta', \alpha\alpha'}(\sigma, \tau) = \frac{\partial^2 \beta f_{\{c_{\theta\alpha}(\rho)\}}}{\partial c_{\theta\alpha}(\sigma) \partial c_{\theta\alpha'}(\tau)} = \delta(\sigma, \tau) \times \left( \delta(\theta, \theta') \delta(\alpha, \alpha') \frac{p_{\theta\alpha} p_{\theta\alpha'}}{c_{\theta\alpha}(\sigma)} - p_{\theta\alpha} p_{\theta\alpha'} N^2 \beta J(\theta, \theta', \alpha, \alpha') \right), \tag{57} \]

and the related eigenvalue problem is

\[ (\lambda_{\theta\alpha} - p_{\theta\alpha} q) e_{\theta\alpha} = -p_{\theta\alpha} M_{\theta\alpha}, \tag{58} \]

where the quantity $M_{\theta\alpha}$ is defined as

\[ M_{\theta\alpha} = \sum_{\theta', \alpha'} p_{\theta', \alpha'} N^2 \beta J(\theta, \theta', \alpha, \alpha') e_{\theta', \alpha'}. \tag{59} \]

Inserting equation (58) into (59), we find

\[ M_{\theta\alpha} = -\sum_{\theta', \alpha'} \frac{p_{\theta, \alpha'}^2 N^2 \beta J(\theta, \theta', \alpha, \alpha')} {\lambda_{\theta', \alpha'} - p_{\theta', \alpha'} q} M_{\theta', \alpha'}, \tag{60} \]
defining the eigenvalues of the Hessian matrix in (57). In order to obtain the critical values for the external parameters that cause instability in the free energy density, we have to find when eigenvalues change sign. Upon imposing \( \lambda_{\theta\alpha} = 0 \) we find this condition is

\[
M_{\theta\alpha} = \sum_{\theta'} \frac{1}{q} p_{\theta\alpha'} N \beta J (\theta, \theta', \alpha, \alpha') M_{\theta\alpha'}.
\]

(61)

In the general case \( \beta J (\theta, \theta', \alpha, \alpha') = \theta \theta' W (\alpha, \alpha') \), the stability condition can be expressed as

\[
q \leq q_c = \Lambda
\]

(62)

with \( \Lambda \) indicating the maximal eigenvalue of the matrix

\[
K_{\alpha, \alpha'} = N \sum_{\theta} p_{\theta\alpha} \theta^2 W (\alpha, \alpha').
\]

(63)

In the following, we study in detail the critical point \( q_c \) defined by (62) and (63) in a few relevant cases of the generalized network ensembles.

- **The \( G(N, p) \) ensemble.** In the special case of the networks in the \( G(N, p) \) ensemble networks with a delta-like distribution \( p_{\theta} = \delta (\theta, \sqrt{\langle k \rangle} / N) \), the critical point for percolation \( q = 1 \) provided by expressions (62) and (63) is the well-known percolation condition for a random network \( k \sim (\kappa) = 1 \).

- **The configuration model.** In the case of the configuration model the couplings factorize, \( \beta J (\theta, \theta', \alpha, \alpha') \sim \theta \theta' \). The stability conditions (62) and (63) become

\[
q_c = N \langle \theta^2 \rangle.
\]

(64)

In the case in which the network is uncorrelated we have \( \theta_i = k_i / \sqrt{\langle k \rangle} N \) and the degree \( k_i \) of a node \( i \) is a Poisson variable with average \( \langle k \rangle \). The critical point (62) can be then expressed in terms of the actual degree of the canonical configuration ensemble as

\[
q_c = \frac{\langle k(k - 1) \rangle}{\langle k \rangle}.
\]

(65)

In the typical case limit, i.e. \( q = 1 \), the previous equation corresponds to the condition for the percolation transition in configuration networks [4, 11, 15].

- **Structured networks.** In the general case of the structured networks the complete eigenvalue problem in equations (62) and (63) has to be solved on a case-by-case basis in order to find the percolation critical point.

Nevertheless, in the following, we present two simple cases in which the problem can be simplified.

- **First case.** We present a case in which a perturbative analysis can give a good approximation to the critical point. The case under study is the case in which the network has a detailed structure made of \( A \) different communities labeled with an index \( \alpha = 1, \ldots, A \) and \( A \simeq \mathcal{O}(1) \). Each community has well-defined features such as the average degree and the number of links shared with other communities. This naturally leads to an interaction between nodes which depends on the community they belong to, encoded in the following matrix:

\[
W (\alpha, \alpha') = \begin{cases}
\psi & \text{if } \alpha = \alpha' \\
\xi & \text{if } \alpha \neq \alpha'.
\end{cases}
\]

(66)

In this hypothesis, the matrix \( K(63) \) takes the form

\[
K_{\alpha, \alpha'} = NW (\alpha, \alpha') \sum_{\theta} p_{\theta\alpha} \theta^2 = W (\alpha, \alpha') \langle \theta^2 \rangle_{\alpha'}. \]

(67)
where we indicated with $\langle x \rangle_\beta = \sum_\theta p_\theta x$ the average over one single component $\beta$. The eigenvalue problem (62) that we have to solve to find the critical point of the Potts model can be solved perturbatively in the limit $\Delta = \xi - \psi \ll 1$. In this case, the matrix $K$ is

$$K = \psi \left( D + \Delta H \right),$$

(68)

where $D$ is a diagonal matrix and $H$ has vanishing diagonal elements

$$D_{\alpha\alpha} = N \langle \theta^2 \rangle_\alpha \delta(\alpha, \alpha'),$$

$$H_{\alpha\alpha'} = \begin{cases} 0 & \text{if } \alpha = \alpha' \\ N \langle \theta^2 \rangle_{\alpha'} & \text{if } \alpha \neq \alpha'. \end{cases}$$

(69)

It is well known in the perturbation theory for non-degenerate states that the eigenvalues of this problem show second-order corrections to the diagonal entries $D_{\alpha\alpha}$ in the parameter $\Delta_1$. Finally, we obtain that the onset of instability occurs when the following relation is satisfied:

$$q_c = N \max_{\alpha=1, \ldots, A} \psi \left[ \langle \theta^2 \rangle_\alpha + \Delta^2 \sum_{\alpha' \neq \alpha} \frac{\langle \theta^2 \rangle_\alpha \langle \theta^2 \rangle_{\alpha'}}{|\langle \theta^2 \rangle_\alpha - \langle \theta^2 \rangle_{\alpha'}|} + o(\Delta^3) \right].$$

(70)

This set of coupled equations reduces to the value found in the configuration model, i.e. $q_c = N \langle \theta^2 \rangle$ when there is only one single community. Here we report the condition for the leading term in $O(\Delta^0)$ that has the following form:

$$q_c = \psi N \max_{\alpha=1, \ldots, A} \langle \theta^2 \rangle_\alpha.$$ 

(71)

We want to underline the new percolation condition which becomes

$$N \max_{\alpha=1, \ldots, A} \langle \theta^2 \rangle_\alpha = \frac{1}{\psi}$$

(72)

meaning that the percolation transition depends strongly on the number of links of the most connected community.

Whenever different communities have the same distribution, i.e. the same second moment $\langle \theta^2 \rangle_\alpha = \langle \theta^2 \rangle$, we are able to perform the calculation exactly and the critical value $q_c$ reads

$$q_c = (\psi + (A - 1)\phi)N \langle \theta^2 \rangle.$$ 

(73)

**Second case.** The second case that we consider is formed by sparse structured networks with the couplings $\beta J(\theta, \theta', \alpha, \alpha')$ taking expression (40) that we write here for convenience

$$\beta J(\theta_i, \theta_j, \alpha_i, \alpha_j) = k_i k_j W(\alpha, \alpha') N_{\alpha_i} N_{\alpha_j}.$$ 

(74)

In the further approximation that the density of nodes with ‘hidden variables’ $\theta$ and $\alpha$ is factorizable, i.e. $p_{\theta\alpha} = p_{\theta} \hat{p}_{\alpha}$ we can simplify the eigenvalue problem (62), (63) to find the critical point of the Potts model as

$$q_c = \langle k(k - 1) \rangle \hat{\Lambda},$$

(75)

where $\hat{\Lambda}$ is the maximal eigenvalue of the matrix $\hat{K}$ defined as

$$\hat{K}_{\alpha, \alpha'} = N \hat{p}_{\alpha} \frac{W(\alpha, \alpha')}{N_{\alpha} N_{\alpha'}}.$$ 

(76)
5.2. Asymmetric saddle point

Below the phase transition the symmetric solution (55) is no longer stable, as shown in the previous section. In the stationary state of the Potts model a giant component appears, and a more complicated saddle point has to be found. Due to the fact that one single color becomes dominant, generalizing for similar ansatz made for the Potts model with homogeneous couplings [13], the following ansatz on the parameter \(c_{\theta \alpha}\) is proposed

\[
c_{\theta \alpha}(\sigma, s_{\theta \alpha}) = \frac{1}{q} \left( 1 + (q - 1)s_{\theta \alpha} \right) \quad \text{if} \quad (\sigma = 0)
\]

\[
c_{\theta \alpha}(\sigma, s_{\theta \alpha}) = \frac{1}{q} (1 - s_{\theta \alpha}) \quad \text{else.}
\]

And thus the density functional free energy reads

\[
\beta f\left[ \{c_{\theta \alpha}(\sigma, s_{\theta \alpha})\} \right] = N^2 \frac{1}{q} \sum_{\theta \theta'} \sum_{\alpha \alpha'} p_{\theta \alpha} p_{\theta' \alpha'} \beta J(\theta, \theta', \alpha, \alpha')(1 - q)s_{\theta \alpha}s_{\theta' \alpha' - 1} - \log q + \sum_{\theta \alpha} \frac{1}{q} [(q - 1)(1 - s_{\theta \alpha}) \log(1 - s_{\theta \alpha}) + (1 + (q - 1)s_{\theta \alpha}) \log(1 + (q - 1)s_{\theta \alpha})],
\]

where we have to minimize over the variational parameters \(s_{\theta \alpha}\). Solving the equation

\[
\frac{\partial}{\partial s_{\theta \alpha}} \left. \frac{\partial f\left[ \{c_{\theta \alpha}(\sigma, s_{\theta \alpha})\} \right]}{\partial s_{\theta \alpha}} \right|_{s_{\theta \alpha}^*} = 0
\]

we finally obtain the self-consistent condition for the parameter we solved numerically

\[
s_{\theta \alpha}^* = \frac{e^{\rho_{\theta \alpha}} - 1}{q - 1 + e^{\rho_{\theta \alpha}}}.
\]

Therefore, equation (80) can be expressed as a close expression for \(\rho_{\theta \alpha}\), which is the order parameter for the Potts phase transition. In particular, we find

\[
\rho_{\theta \alpha} = N \sum_{\alpha} \theta W(\alpha, \alpha') p_{\theta \alpha} s_{\theta \alpha}.
\]

The solution of this equation is \(\rho_{\theta \alpha} = 0\) for \(q \leq q_c\), and develops a non-zero solution for \(q > q_c\). The transition can be continuous or discontinuous. In all the ensembles studied in this paper, \(q_c = 2\) signals the crossover between a second-order phase transition and a first-order one. This could be understood in the general framework of Landau theory. As it is well known, the Hamiltonian of the Potts model is invariant under the permutation symmetry of the \(q\) colors, which in the case \(q \leq 2\) is accidentally equivalent to the \(Z_2\) symmetry. In equation (78), it is easy to show that the free energy is explicitly even under the transformation \(s_{\theta \alpha} \rightarrow -s_{\theta \alpha}\) when \(q \leq 2\), while for higher \(q\), the free energy density \(f\) contains all possible powers of the order parameter \(s_{\theta \alpha}\). As a consequence, within the Landau theory, the property of the free energy for \(q \leq 2\) necessary reflects into a continuous phase transition at least in the absence of an external field. Thus, on general grounds, we expect the crossover from second- to first-order transition could occur only at the value \(q = 2\) independently on the network we choose. If we expand (82) to the first order in \(\rho_{\theta \alpha}\) we get the equation

\[
\rho_{\theta \alpha} = \frac{1}{q} \sum_{\alpha'} K_{\alpha,\alpha'} \rho_{\alpha}'
\]
with the matrix $K_{\alpha \alpha}'$ given by (63). We recover therefore the same critical point (62), $q_c = \Lambda$ where $\Lambda$ is the maximal eigenvalue of the matrix $K$ as was found by studying the stability of the Potts model above the phase transition.

For the case of the percolation transition, i.e. $q \to 1$ we have a continuous phase transition and we can study equation (82) for small values of $\rho_\alpha$ to find the critical exponents of the percolation transition.

• The $G(N, p)$ ensemble. In this case, the order parameter $\rho_\alpha$ is independent of $\alpha\rho_\alpha = \rho$ and the self-consistent equation (82) simplifies to

$$\rho = N\theta \frac{e^{\rho} - 1}{q - 1 + e^{\rho}},$$

with $\theta = \sqrt{\langle k \rangle}/N$. The expansion for small value of $x = \theta \rho$ and $q = 1$ gives

$$x = \langle k \rangle \left( x - \frac{x^2}{2} \right),$$

therefore we can derive the known result that

$$\rho \propto (\langle k \rangle - 1)^{\hat{\beta}}$$

with the mean field critical exponent $\hat{\beta}$ given by $\hat{\beta} = 1$.

• The configuration model. In the case of the configuration model the order parameter $\rho_\alpha$ is independent of $\alpha$, i.e. $\rho_\alpha = \rho$ and the self-consistent equation (82) reduces to

$$\rho = \sum_\theta p_\theta \frac{e^{\rho} - 1}{q - 1 + e^{\rho}},$$

where $\rho = \sum_\theta \frac{\theta}{\langle \theta \rangle} p_\theta s_\theta$. The expansion of this equation for small value of $\rho$ provides the critical exponents for networks in the configuration model and generalizes the results of uncorrelated networks to a network with the correlations imposed by the configuration model. In the case in which $\langle \theta^3 \rangle$ is finite, the expansion of (82) for $q = 1$ gives

$$\rho = N \sum_\theta p_\theta \theta^2 \left( \rho - \frac{1}{2} \theta \rho^2 \right).$$

The order parameter close to the percolation phase transition goes like

$$\rho \propto (N \langle \theta^2 \rangle - 1)^{\hat{\beta}}$$

with $\hat{\beta} = 1$ as in the $G(N, p)$ ensemble. In contrast, in the case in which $p_\theta \propto \theta^{-\gamma}$ with $\gamma \in (3, 4]$ the expansion of equation (87) gives

$$\rho = N \langle \theta^2 \rangle \rho - \rho^{\gamma - 2} I$$

(90)

giving the critical exponent $\hat{\beta} = \frac{1}{\gamma - 3}$. Finally, we study the case in which $p_\theta = \theta^{-\gamma}$ and $\gamma < 3$. In this case the self-consistent equation (87) can be written as

$$\rho = \rho^{\gamma - 2} I$$

(91)

giving $\rho = I^{\hat{\beta}}$ with the critical exponent $\hat{\beta} = \frac{1}{\gamma - 3}$.

• Structured networks. In general, the study of the percolation transition for structured networks might be considered on case-by-case basis depending on the $p_{\alpha \alpha}$ distribution and on the function $W(\alpha, \alpha')$ under consideration. Here we consider the case in which
the distribution \( p_{\theta \alpha} \) is factorizable, i.e. \( p_{\theta \alpha} = p_\theta \hat{p}_\alpha \). In this case, if the moment \( \langle \theta^3 \rangle \) is finite, expanding equation (82) for \( q = 1 \) we get

\[
\rho_\alpha = N \sum_{\theta, \alpha'} p_{\theta \alpha} \theta^2 W(\alpha, \alpha') \left( \rho_{\alpha'} - \frac{1}{2} \theta \rho_{\alpha'}^2 \right)
\]

\[
= \sum_{\alpha'} K_{\alpha, \alpha'} \rho_{\alpha'} - \frac{1}{2} \sum_{\theta, \alpha'} p_{\theta \alpha} W(\alpha, \alpha') \theta^3 \rho_{\alpha'}^2.
\]  

(92)

If we write \( \rho_\alpha \) in terms of the eigenvectors \( \vec{u}_\lambda \) of the matrix \( K \), i.e.

\[
\rho_\alpha = \sum_\lambda c_\lambda \vec{u}_\lambda \alpha
\]  

(93)
equation (92) can be written as an equation for the constants \( c_\lambda \). Solving perturbatively assuming that \( c_\Lambda \gg c_\lambda \) for \( \lambda \neq \Lambda \) with \( \Lambda \) given by the maximal eigenvalue of the matrix \( K \), we get

\[
c_\Lambda \propto (\Lambda - 1)
\]

\[
c_\lambda \propto (\Lambda - 1)^2 \quad \text{for} \quad \lambda \neq \Lambda.
\]  

(94)

Therefore in this case there are two critical exponents \( \hat{\beta} = 1 \) for the maximal eigenvector and \( \hat{\beta}' = 2 \) for all the other eigenvectors. In the case \( p_\theta \propto \theta^{-\gamma} \) with \( \gamma \in (3, 4] \) we have the expansion

\[
\rho_\alpha = \sum_{\alpha'} K_{\alpha, \alpha'} \rho_{\alpha'} - \sum_{\theta, \alpha'} p_{\theta \alpha} \hat{p}_\alpha W(\alpha, \alpha') H(\alpha) \rho_{\alpha'}^{-2}.
\]  

(95)

In this case we have

\[
c_\Lambda \propto (\Lambda - 1)^{1/(\gamma - 3)}
\]

\[
c_\lambda \propto (\Lambda - 1)^{2/(\gamma - 3)} \quad \text{for} \quad \lambda \neq \Lambda
\]  

(96)

and the critical exponent \( \hat{\beta} = 1/(\gamma - 3) \) and \( \hat{\beta}' = 2/(\gamma - 3) \) which generalizes the results for scale-free networks. In the case in which \( p_\theta \propto \theta^{-\gamma} \) and \( \gamma < 3 \) the expansion of equation (87) gives

\[
\rho_\alpha = \sum_{\alpha'} \rho_{\alpha'}^{\gamma - 2} W(\alpha, \alpha') \hat{H}_{\alpha'}
\]  

(97)

getting the critical exponents \( \hat{\beta} = 1/(3 - \gamma) \) and \( \hat{\beta}' = (4 - \gamma)/(3 - \gamma) \).

Using equations (80) and (81) we find an explicit expression of the free energy of the Potts model in the asymmetric phase (78) as a function of the order parameter vector \( \rho_\alpha \)

\[
\beta f(q) = -\frac{1}{2q} \sum_{\theta, \alpha} p_{\theta \alpha} \theta W(\alpha, \alpha') - \frac{q - 1}{q} \sum_{\theta} p_{\theta} \theta^2 \rho_{\alpha} \frac{e^{\theta \rho_{\alpha}} - 1}{q - 1 + e^{\theta \rho_{\alpha}}} 
\]

\[+ \sum_{\theta} p_{\theta} \left[ \frac{\theta \rho_{\alpha} e^{\theta \rho_{\alpha}}}{q - 1 + e^{\theta \rho_{\alpha}}} - \log(q - 1 + e^{\theta \rho_{\alpha}}) \right].
\]  

(98)

Using this expression we find for the function \( \phi(q) \) the explicit expression as a function of \( \rho_\alpha \),

\[
\phi(q) = \frac{1 - q}{2q} \left[ \sum_{\theta, \alpha} p_{\theta \alpha} \theta W(\alpha, \alpha') - \sum_{\theta} p_{\theta} \theta^2 \rho_{\alpha} \frac{e^{\theta \rho_{\alpha}} - 1}{q - 1 + e^{\theta \rho_{\alpha}}} \right]
\]

\[+ \sum_{\theta} p_{\theta} \left[ \frac{\theta \rho_{\alpha} e^{\theta \rho_{\alpha}}}{q - 1 + e^{\theta \rho_{\alpha}}} - \log(q - 1 + e^{\theta \rho_{\alpha}}) \right].
\]  

(99)
In the specific case of the configuration model the preceding equations (98) and (99) can be simplified to the following equation for the free energy density $f(q)$:

$$\beta f(q) = \langle \theta \rangle^2 q (1 - q - 1)^2 - \sum \theta \rho \left[ \frac{\theta \rho e^{\theta \rho}}{q - 1 + e^{\theta \rho}} - \log(q - 1 + e^{\theta \rho}) \right]$$

and the following equation for the function $\phi(q)$:

$$\phi(q) = \langle \theta \rangle (q - 1) - \sum \theta \rho \left[ \frac{\theta \rho e^{\theta \rho}}{q - 1 + e^{\theta \rho}} - \log(q - 1 + e^{\theta \rho}) \right]$$

6. Cluster distribution

The large deviations $\omega(c)$ of the cluster distribution can be calculated using (24), by performing a Legendre transformation of the function $\phi(q)$ calculated by evaluating expression (99) at the self-consistent solution of equation (82),

$$\omega(c) = \min_q (\phi(q) - c \log q)$$

Therefore we have shown that by solving the heterogeneous Potts model with couplings $\beta J(\theta, \theta', \alpha, \alpha') = \theta \theta' W(\alpha, \alpha')$ we can directly characterize the critical point of the percolation phase transition, the critical exponent $\hat{\beta}$ of this transition and the large deviation function of the number of clusters $c = C/N$ present in the networks of the ensemble.

7. Numerical results

In this section, we present the study of the large deviation of the cluster distribution for different examples of generalized network ensembles.

- **The $G(N, p)$ ensemble.** We consider the simple case of $G(N, p)$ network ensembles where the average degree of each node $\theta_i$ is independent of $i$, i.e. $\theta_i = \sqrt{\langle k \rangle}/N$, i.e. $p = \langle k \rangle/N$. Equation (84) is the self-consistent equation for the Potts model phase transition. This equation has been already studied [13] where it was found that the Potts model has a phase transition in $q_c = \langle k \rangle$ of second order for a value of $q_c \leq 2$ and of first order for $q_c > 2$. We suggest the reader to refer to [13, 14] for a full account of this case.

- **The configuration model.** In particular, we study the limit of weak heterogeneity when we assume that the average degree of the nodes $\{k_i\}$ is Poisson distributed and the case of strong heterogeneity of the degree of the nodes when the hidden variables $\{\theta_i\}$ are distributed according to a power law.

  - **Poisson hidden variable distribution.** We consider the case in which the distribution of the mean values for the connectivity's $\langle k \rangle$ is Poisson and $\theta_i = \sqrt{\langle k \rangle}/N$. This ensemble introduces a small heterogeneity with respect to pure Erdős and Rényi networks. In this case the critical point is equal to $q_c = N(\theta^2) = \langle k \rangle + 1$. Therefore the percolation transition happens at $\langle k \rangle + 1 = 1$ revealing that the percolated phase is already present when the mean connectivity is $\langle k \rangle \rightarrow 0$.

    As predicted by the theoretical results we found a phase transition for $q_c = N(\theta^2) = \langle k \rangle + 1$ depending on the mean value of connectivity $\langle k \rangle$. In figures 1 and 2 we show the function $\phi(q)$ as a function of $q$ for different values of the parameter $\kappa = \langle k \rangle + 1$ that has the same role of the inverse temperature in the associated Potts model. The phase transition is of the second order when $q_c = \langle k \rangle + 1 \leq 2$ (see figure 1). In contrast, when $\langle k \rangle + 1 > 2$, see figure 2.
Figure 1. The two branches of the $\phi(q)$ function across the Potts model phase transition for the hidden variable ensembles with average degree distributed according to a Poissonian. The solid line indicates the function $\phi(q)$ calculated at the asymmetric solution of the Potts model and the dot-dashed line indicates the function $\phi(q)$ calculated for the symmetric solution. For $\kappa \leq 2$ the free energy at the phase transition varies continuously, from the $\rho = 0$ solution to the asymmetric solution. The inset shows the difference of the free energy calculated on the two branches. In the left figures $\kappa = 1.5$, while in the right $\kappa = 2$.

Figure 2. The two branches of the $\phi(q)$ function across the Potts model phase transition for the configuration model with the average of the degrees at each node distributed according to a Poissonian. The solid line indicates the function $\phi(q)$ calculated at the asymmetric solution of the Potts model and the dot-dashed line indicates the function $\phi(q)$ calculated for the symmetric solution. The free energy at the transition varies discontinuously at $q_c \geq \kappa = \langle k \rangle + 1$ when the metastable configuration $\rho \neq 0$ disappears. The inset shows explicitly the discontinuity in the difference $\Delta \phi$ between the function $\phi$ calculated on the two solutions.

In figure 3, we show the function $\omega(c)$ for this ensemble for different values of $\kappa = 1 + \langle k \rangle$. We obtain that for a value of $c \leq \hat{c} = e^{-\langle k \rangle}$ the function $\omega(c)$ tends to infinity, i.e. $\omega(c) \to -\infty$. This value is relative to the minimum number of components that are equivalent to the number of isolated vertices. Therefore we plot the function $\omega(c)$ only for $c > \hat{c}$. As a function of the parameter $\langle k \rangle$ we found that different numbers of connected components are dominant and in particular for $\langle k \rangle + 1 > 2$ we find that the typical number of clusters is less than 0.5 and that in the limit of high $\langle k \rangle$ this number vanishes (see figure 3).
Figure 3. We show the numerically evaluated $\omega(c)$ function for the hidden variable configuration model in which the average degrees are distributed according to a Poisson distribution with $\kappa = 1 + \langle k \rangle$. We show the dependence on the typical number $c^\star$ as a function of the mean connectivity. The higher $\kappa$ the smaller the number of expected typical components.

- **Scale-free degree distribution.** We use as degree distribution $p_\theta \sim \theta^{-\gamma}$ with $\gamma > 3$ so that the second moment does not vanish. We fixed the exponents $\gamma$, letting the value of infrared cutoff change in order to fix all the moments $\langle \theta^m \rangle$. In figure 4 we show the behavior of the solution $\rho$ of the self-consistent equation (87) as a function of the parameter $q$ for scale-free networks. When $q < q_c$, defined by equation (62), i.e. $q_c = \langle k(k-1) \rangle / \langle k \rangle$, a non-zero solution $\rho \neq 0$ is found while for $q > q_c$ the $\rho = 0$ solution becomes the stable one. The value of the stable solution $\rho$ of equation (87) close to the phase transition $q \simeq q_c$ varies continuously in the case $q_c \leq 2$ and discontinuously for $q > 2$. There is a second-order phase transition for values of $\langle k(k-1) \rangle / \langle k \rangle \leq 2$ and a first-order phase transition for $\langle k(k-1) \rangle / \langle k \rangle > 2$ where the free energy discontinuously goes to zero as shown in figure 5.

In figures 5 and 6, we plot the difference of the $\phi(q)$ functions calculated on the two branches of the solution to (87) (the solution with $\rho = 0$ and the other non-trivial solution stable for $q < q_c$). From these figures we can see that $\Delta \phi(q)$ has a discontinuity in the regime $\langle k(k-1) \rangle / \langle k \rangle > 2$ and vanishes continuously in the regime $\langle k(k-1) \rangle / \langle k \rangle \leq 2$. In figure 7 the probability of large deviation is shown in the number of clusters for the configuration model with power-law distributed value of $\{\theta^{m}\}$’s. The typical number of clusters $c^\star$ is a decreasing function of $\kappa = \langle k(k-1) \rangle / \langle k \rangle$.

- **Comparison of the typical number of cluster for the configuration model with Poisson and power-law distributed $\{\theta^{m}\}$’s.** The typical value of the number of clusters $c^\star$ depends on the parameter $N \langle \theta^2 \rangle$. These dependences are shown in figure 8. In the case of power-law distributed $\{\theta^{m}\}$’s, the characteristic scale above which the number $c^\star$ vanishes is higher than in the Poisson case.

- **Simple case of structure network: network with four equal communities.** In general the case of structure networks with non-trivial $W(\alpha, \alpha')$ functions has to be studied on a case-by-case approach.
Figure 4. The solution of the self-consistent equation (87) for the parameter $\rho$ as a function of the number of colors $q$ for scale-free random networks with different values of the critical point $q_c = \kappa = \langle k(k-1)/2 \rangle$ and power-law exponent $\gamma = 5$.

Figure 5. The two branches of the $\phi(q)$ function for a configuration model within power-law distribution $\{\theta\}$’s with exponent $\gamma = 5$. The solid line is the function $\phi(q)$ calculated at the asymmetric solution of the Potts model and the dot-dashed line is the function $\phi(q)$ calculated for the symmetric solution. The transition point is at $q_c = \kappa = N\langle \theta^2 \rangle \leq 2$. In the inset, we show the difference in the free energy in the two branches which is continuous.

---

First case. Here we consider the particular example in which the network is divided into four equivalent communities. These networks have been considered as benchmark networks with a community structure [27]. We consider in particular the case with $N\theta_i = \text{const} \forall i$ and the network divided in four communities $\alpha = 1, 2, 3, 4$, i.e. $A = 4$ with

\[
W(\alpha, \alpha') = \begin{cases} 
\frac{x}{64} & \text{for } \alpha = \alpha' \\
\frac{(1-x)}{192} & \text{for } \alpha \neq \alpha'.
\end{cases}
\]  

(103)

In this case we find that for $q > 1/64$ the only stable solution is the zero one while for lower value of the parameter $q$ there is a non-zero solution that is stable everywhere independently of the value of $x$. We want to emphasize the fact that substituting equation (103) into (73), we obtain the critical relation

\[
q_c = \frac{1}{64}.
\]  

(104)
Figure 6. The two branches of the $\rho(q)$ function for the value of parameter $\kappa = N \langle \theta^2 \rangle > 2$. In the inset we show the difference between the free energy associated with the symmetric solution $\rho = 0$ and the free energy associated with the other asymmetric solution with $\rho \neq 0$. In the figure, we report the difference of the free energy calculated on the two branch solution showing evidence for the discontinuity in the free energy at the transition point.

Figure 7. The logarithm of the probability density function $\omega(c)$ versus the number of connected components $c$. It is easy to identify the typical value $c^*$ when the function $\omega$ touches the zero axis. This number depends strongly on $\kappa = N \langle \theta^2 \rangle$. Each network corresponds to different choices of the parameter $\gamma = 7, 5, 3, 5, 3, 01$ starting from the top on the left.

showing there is no phase transition for every value of the parameter $x$ at fixed $\theta$ and $x$.

Second case. We consider the case with four communities $\alpha = 1, 2, 3, 4$, i.e. $A = 4$ with $W(\alpha, \alpha')$ given by (103) at fixed $x$ for the value of the hidden variables $\theta_i = \theta \forall i \in [1, N]$. The behavior in this case is exactly the same as in the configuration model. There is a crossover between first- and second-order phase transition governed by the parameter $\theta$. The threshold value is given by the relation

$$\theta_c = 2(\psi + (A - 1)\phi)^{-1}$$

(105)
Figure 8. The typical number of clusters per vertex $c^*$ vanishes exponentially fast with the increasing of $\kappa = N \langle \theta^2 \rangle$. Here we show in a logarithmic scale this relation for Poissonian degree distribution and power-law networks for a value of $\gamma = 5$. We report also the value from the best fitting calculation that has a good agreement with the data points.

Figure 9. In the figure we plot $\phi(q)$ on the two branches of the solution for a network with four communities (second case under study). The network ensemble is characterized by $W(\alpha, \alpha')$ given by (103) with $x = 0.5$ and different values of $\theta, \theta = 110$ and $\theta = 150$. This network shows the same crossover between a first-order and a second-order phase transition as soon as the parameter $\theta > \theta_c$ calculated in equation (105), $\theta_c = 120$. The solid line indicates the function $\phi(q)$ calculated at the asymmetric solution of the Potts model and the dot-dashed line indicates the function $\phi(q)$ calculated for the symmetric solution. This is clearer by the discontinuity in the difference of $\phi(q)$ calculated in two branches of the solution reported in the inset. The solid line corresponds to $\rho = 0$ while the dashed one is $\phi(q)$ calculated on the non-trivial solution $\rho \neq 0$.

and substituting the value of the parameter $x = 0.5$ and $A = 4$, the critical value is of order $\theta_c \sim 120$. The free energy is shown in figure 9 where it is easy to notice the nature of the phase transition. For completeness we report also the logarithm of the cluster distribution in figure 10 that shows the same behavior of the configuration model.
Figure 10. We report the logarithm of the cluster probability $\omega(c)$ for the study network ensemble with four communities (second case under study). The network ensemble is characterized by $W(\alpha, \alpha')$ given by (103) with $x = 0.5$ and the two different values of $\theta$, $\theta = 110$ and $\theta = 150$. The distribution is dominated by the typical number $c^*$ that depends strongly on the average connectivity of the network ensembles.

8. Conclusions

In conclusion, we have studied the percolation transition and the large deviation of the cluster distribution in generalized canonical random network ensembles. The calculation has been performed by mapping the problem of finding the cluster distribution on a fully connected Potts model with heterogeneous couplings. The results generalize the known results for uncorrelated configuration models to correlated configuration models and are able to predict the behavior of the phase transition for generic structured networks with non-trivial community or spatial structure. Ongoing work will investigate what is the role of the percolation properties in generalized random network ensembles for the understanding of the critical behavior of dynamical models defined on them and for the characterization of their small loops distribution.
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