Information technologies in local geophysical process management methodology
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Abstract. The authors propose an approach to assessing the possibility of stabilizing controlled impact on the ecological system, its climatic characteristics, within a limited space. Maintaining the necessary climatic parameters at an acceptable level ensures the stability of any ecosystem, the natural habitat of all living organisms, the preservation of biodiversity, including humans. The biggest potential threat is the rapid dynamics of global warming. Rising temperatures are the cause of extreme weather events, which directly affects environmental and food security. Given the urgency of the task, there is a need to study the controlled mechanism of influence on certain climatic factors in order to curb abnormal dynamics and bring the ecosystem into a state of stable equilibrium. The approach proposed by the authors is based on modeling the process of reducing the risk of crisis situations with abnormal fluctuations in ambient temperature. The mathematical model is represented by a system of ordinary differential equations, which is a consequence of the adaptation of Lagrange equations to oscillatory processes. The state of the studied climatic factor is matched by some random process, the amplitude of which depends on the values of the components of the control vectors and the function of external influence. The experimental parameter is ambient temperature. The problem was solved using statistical data for the Zhytomyr region (Ukraine). The main results of the simulation are to obtain a set of control vectors and functions of external influence, which will be taken into account in the information system for monitoring the environmental situation.

1 Introduction

The development of various spheres of human activity, especially technology, especially information, clearly contributes to the positive growth of the level of civilization in general, but at the same time carries a negative component, which at first seems invisible, and then often simply ignored. This component is the current environmental problems, the exacerbation of which is associated with the processes of negative anthropogenic impact. For example, the impact on natural processes of climate change in many regions of the globe, the trend of global warming, which, uncontrollably developing, lead to terrible catastrophic consequences.

This article is a continuation of previous research by the authors [1-4] and their colleagues [5-16] in the field of improving the efficiency of management decisions, environmental safety issues, development of appropriate software, etc.

The main purpose of previous author’s study [2] is the presentation of the conceptual approach to the development of software tools for the analysis and synthesis of a geophysical monitoring systems model. To achieve this goal, two approaches are proposed to describe the interaction “humanity - the environment”. The first approach is based on the use of “game principles”. The “game principle” of humanity and the environment can be described using a system of ordinary differential equations, pre-determined with the phase coordinates and “controls” of the players, as “control” affects the phase coordinates. At the heart of the second approach, the environment is considered as a system characterized by fluctuations under the influence of anthropogenic load. Depending on the level of external influence, the system either returns to equilibrium or as a result of increasing the amplitude of oscillations is destroyed and not restored, which is equivalent to a catastrophic state. The paper [2] substantiates the model of the geophysical monitoring system based on the Lagrange equations for an oscillatory system with two or more degrees of freedom in the “factor space”, and the model based on “game principles”. Also shown the block diagram algorithm of the analysis and synthesis of geophysical monitoring systems models.

Some environmental, information, and other aspects of geophysical monitoring systems models are presented in papers [17-38].

For example, the author of [22] writes, that the
technosphere metabolizes not only energy and materials but information and knowledge as well. The article first examines the history of knowledge about large-scale, long-term, anthropogenic environmental change. Also, the author proposes that knowledge infrastructures for the Anthropocene might not only monitor and model the technosphere’s metabolism of energy, materials, and information but also integrate those techniques with new accounting practices aimed at sustainability.

The paper [26] presents a variational approach to solving direct and inverse problems based on the joint use of mathematical models and data monitoring of processes of geophysical hydro-thermodynamics. This approach is used to solve problems related to environmental protection.

A good illustration of interconnected geophysical processes in the environment on the example of the Arctic region is shown in paper [30].

A lot of game models for particular issues of human-environment systems are shown in papers [31-38] and others. For example, authors [33] to illustrate the applicability of their results analyze stochastic models of evolutionary games, Lotka–Volterra dynamics, trait evolution, and spatially structured disease dynamics. Analysis of these models demonstrates environmental stochasticity facilitates the coexistence of strategies in the hawk–dove game, but inhibits coexistence in the rock–paper–scissors game and a Lotka–Volterra predator-prey model.

The extreme urgency of environmental (climatic) problems gives a significant impetus to the study of such processes in ecological systems. Therefore, in order to study the mechanism of climate control, there is an urgent need to develop mathematical and simulation models using information technology (including artificial intelligence systems) in the interests of the safe development of society. The complexity of creating a perfect information system for managing global climate parameters leads to a narrowing of the task to the local level of a particular region.

The aim of the article is to develop a conceptual approach to modeling natural processes in the problem of studying the mechanism of climate control.

2 Methods

To solve this problem, we present the environment in the form of a system, which is characterized by fluctuations under the influence of anthropogenic load. In this case, depending on the level of external influence, the system either returns to equilibrium or, as a result of increasing the amplitude of oscillations, is destroyed and not restored, which is equivalent to a catastrophic state [1]. Since the result of general warming is an increase in the average temperature of the planet’s atmosphere, it is advisable to choose the climatic parameter is the temperature. Accordingly, the mathematical model should describe the process of temperature control within the specified limits for a certain time of year in the selected local space.

The construction of the mathematical model assumes the availability of the necessary information about the factors influencing the temperature of the atmosphere, as well as the nature of the seasonal temperature dynamics of the selected research region: Zhytomyr (Ukraine), winter, December 2019. It is taken into account that solar activity, in general, is a slowly changing function of time [17], as well as the temperature component due to the distribution of radioactive substances in the earth's crust, the cloud layer is generally stable over time, natural emissions (e.g. volcanic activity) of pollutants in the atmosphere is absent, the movement of air masses is moderate.

Analysis of statistical data allows us to outline the main assumptions of the model: 1) seasonal dynamics of the region's atmospheric temperature is fluctuating; 2) temperature oscillating process is random; 3) surface air temperature is a function of such factors as solar activity, distribution of radioactive substances in the earth's crust, air mass movement, the stability of the cloud layer, emissions of pollutants of natural and anthropogenic origin, etc.

In the first approximation, it is expedient to consider the surface temperature of the region as a function of the concentration of emissions of harmful substances of anthropogenic origin and time at fixed values of other parameters of influence and external function of the thermal influence of anthropogenic origin. Thus, the task is to study the dynamics of the component of the temperature regime of the surface layer of the atmosphere of the selected region, which is due to the level of emission concentrations of pollutants of anthropogenic origin (mobile and stationary emission sources) and their thermal effects.

3 Results and discussion

3.1 Formulation of the problem

Consider the temperature $\theta$ as a function of two parameters: $\theta(t, c_5)$, where $c_5$ is the average monthly concentration (mg/m$^3$) of emissions of harmful substances into the atmosphere of anthropogenic origin, $t$ is the time (from the first to the last day of the selected month). At a fixed value of $c_5$, we obtain the dependence of $\theta(t)$, Fig. 1.

Since the studied oscillatory process is random, it is expedient to describe it using a set of systems of second-order differential equations, which are a consequence of the adaptation of Lagrange equations to oscillatory systems [2]. In this case, one phase variable $c_5$ is fixed, and the second phase variable $\theta(t)$ is controlled.

Then, within the framework of this goal, it is necessary to obtain a set of control vectors of the form $\vec{a} = \begin{bmatrix} a_0 \\ a_1 \\ \vdots \\ a_n \end{bmatrix}$, as well as the function of the external thermal influence $W(t)$ for each implementation of the random process $\theta(t)$.
The values of the components of the set of control vectors $\bar{\varphi}$ must unambiguously ensure that the phase variable $\theta(t)$ is within certain limits, then the dynamics of the variable $\theta(t)$ is controlled. In contrast to mathematical models that extrapolate the dynamics of the studied process by a polynomial of degree $n$, the proposed model not only allows you to control the dynamics of the local process, but also to establish the type of function of thermal external influence.

3.2 The algorithm

The algorithm for controlling the temperature in a given space (region) is reduced to the following procedural steps: 1) generation of a set of control vectors $\bar{\varphi}$ and determination of the function of external thermal influence $W(t)$, at which the dynamics of temperature $\theta(t)$ does not exceed the specified limits (the authors solved this problem using the developed software in MathCAD [39] and Python [40]); 2) based on the obtained simulation results, a decision is made (for example, by an artificial intelligence system) to regulate the concentration of pollutant emissions into the atmosphere for a given region; 3) after the introduced corrections, the cycle of generation of control vectors and determination of the function of external thermal influence $W(t)$ is repeated until the dynamics of the variable $\theta(t)$ is stable within the selected limits.

The resulting system of differential equations is solved by the numerical Runge-Kutta method with a fixed step. The components of the control vector $\bar{\varphi}$ have a uniform distribution law.

3.3 The computational experiment and discussion

Zhytomyr (Ukraine) and the Zhytomyr region (see Fig.2) were chosen for the computational experiment.
inhomogeneous differential equation of the second order:

\[ \frac{d^2 \theta(t)}{dt^2} + A_0 \frac{d\theta(t)}{dt} + A_1 \theta(t) + A_2 c_s + A_3 W(t) = 0, \]  

where \( A_0, A_1, A_2, A_3 \) - coefficients to be determined; 
\( W(t) \) - the function of external thermal influence, which is to be determined; 
\( c_s \) is the average concentration of pollutants in the surface layer of the atmosphere in the study area for a fixed period.

**Table 1.** Atmospheric air average temperature values for December 2019, °C.

| 1 decade | 2 decade | 3 decade |
|----------|----------|----------|
| 0.2      | 2.1      | 6.6      |
| -1.3     | 2.2      | 5.6      |
| -0.5     | 0.1      | 6.7      |
| -0.4     | 0.5      | 7.8      |
| 1.9      | 4.2      | 5.5      |
| 0.8      | 7.2      | 3.7      |
| 0.7      | 6.5      | 1.1      |
| 4.2      | 8.4      | 0.1      |
| 3.6      | 6.7      | -0.9     |
| 0.6      | 2.9      | -3.6     |
| **       | **       | 2.0      |

Note that the components of the control vectors are different for each implementation of the dynamics of \( \theta(t) \).

The dimension of the components of the control vectors and the functions of the external thermal influence, respectively:

\( A_0 = [s^{-1}]; A_1 = [s^{2}]; A_2 = [s^{-2}mg^{-1}m^{3}]; A_3 = [s^{2}]; W(t) = [°C]. \)

The dimensionality of these coefficients can also be expressed in terms of units, namely [m] and [s]. That is, because of the spatial and temporal dimensions.

After the introduction of auxiliary functions, equation (1) will become a system of ordinary differential equations of the form:

\[
\begin{align*}
\frac{dY_s}{dt} &= -A_0 y_2 - A_1 y_1 - A_2 c_s + A_3 W(t) \\
\frac{dY_v}{dt} &= y_2
\end{align*}
\]

where \( \theta(t) = y_1, \theta'(t) = y_2 \) is the function of temperature change over time and the function of the rate of temperature change over time, respectively.

Fig. 3 presents the dynamics of statistical temperature values for December 2019, in accordance with the data in Table 1.

![Fig. 3. Dynamics of YV statistical temperature values for December 2019, according to Table 1.](image)

For further processing of statistical data, we perform interpolation of statistical data by a power polynomial of the third-order by means of MathCAD.

The result of interpolation and the dynamics of statistical temperature data are presented in Fig. 4; time \( t \) – days of the month with a step of 0.31 days (total 101 steps).

The fragment of the matrix \( Ys(t)^T \) with the results of interpolation, is presented in Fig. 5.

![Fig. 4. The result of interpolation Ys(t) and the dynamics of YV statistical temperature values for December 2019.](image)

Preliminarily, we establish the form of the slowly changing time function \( P(t) \), which reflects the dynamics of the temperature component as a result of the combined influence of other factors (the main factor is seasonal solar activity).

The results obtained using the MathCAD system, allow us to represent the function \( P(t) \) as follows:

\[ P(t) = 0.173t - 0.2792t^2 + 0.0679t^3 - 0.002t^4 \]

The graph of the slowly changing time function \( P(t) \) is presented in Fig. 6.

Some of the values of this function are represented by a fragment of the TREND^T matrix in Fig. 7.

Then the rapidly oscillating component of the BOOSK temperature, which is due to the anthropogenic factor of influence will have the form shown in Fig. 8.

![Fig. 5. The fragment of the matrix Ys(t)^T with the results of interpolation.](image)

Accordingly, the values of the rapidly oscillating component of the BOOSK temperature, which is due to the anthropogenic factor of influence, are represented by a fragment of the BOOSK matrix in Fig. 9.

From the graph in Fig. 8, the upper and lower limits of the range of oscillations of the fast-oscillating temperature component BOOSK, which is due to anthropogenic
factor, and requires the determination of many control vectors \( \vec{q} \), providing a set control range for each implementation of the oscillatory process described by equation (1).

Fig. 6. The graph of the slowly changing time function \( P(t) \).

Fig. 7. The fragment of the TREND\( ^T \) matrix.

Fig. 8. The rapidly oscillating component of the BOOSK temperature, which is due to the anthropogenic factor.

The final stage of modeling involves multiple implementations of the computational algorithm in MathCAD or Python. The experiment performed 901 iterations of the computational algorithm and obtained, respectively, 901 control vector \( \vec{q} \), which provides the dynamics of \( \theta(t) \), i.e. the rapidly oscillating temperature component, which is due to an anthropogenic factor in a given range of fluctuations for a given month.

For example, three of the 901 calculated control vectors are shown in Table 2 (numbering begins with zero iteration).

### Table 2. The values of the components of the control vectors \( \vec{q} \) for iterations № 0, № 110, № 700.

| Control vector \( \vec{q} \) component | Iteration № 0 | Iteration № 110 | Iteration № 700 |
|----------------------------------------|--------------|----------------|---------------|
| \( a_0 \) | \( 1.624\times10^{-6} \) | \( 1.298\times10^{-6} \) | \( 3.731\times10^{-7} \) |
| \( a_1 \) | \( 2.986\times10^{-6} \) | \( 1.180\times10^{-6} \) | \( 4.574\times10^{-7} \) |
| \( a_2 \) | \( 3.591\times10^{-6} \) | \( 1.343\times10^{-6} \) | \( 3.777\times10^{-7} \) |
| \( a_3 \) | \( 2.967\times10^{-7} \) | \( 3.997\times10^{-7} \) | \( 5.086\times10^{-8} \) |

Fig. 9. The value of the rapidly oscillating component of the BOOSK temperature, which is due to the anthropogenic factor.

As noted above, the components of the set of control vectors \( \vec{q} \), i.e. \( a_0, a_1, a_2, a_3 \), are distributed according to the uniform law.

Fig. 10. The value of the rapidly oscillating component of the BOOSK temperature, which is due to the anthropogenic factor of influence. \( CONCT2 \) - the upper limit of the range of temperature fluctuations, is \( +10 \)°C. \( CONCTM \) - the lower limit of the range of temperature fluctuations is \(-7 \)°C. \( RES3_{10.0} \) is a simulated implementation (as an example of iteration №10) of the dynamics of a function whose oscillation limits correspond to the set range. \( RES3_{10.0} \) - days of the month with a step of 0.31 days.

In this case, according to the simulation results, the coefficients \( A_0, A_1, A_2, A_3 \) of the differential equation (1) will have the form: \( A_0 = a_0 + 0.0005; A_1 = a_1 + 20.8; A_2 = a_2 + 0.4; A_3 = a_3 + 5.4 \), and the function \( W(t) \) of external thermal influence for the controlled process of dynamics of \( \theta(t) \) will have the form:
\[ W(t) = (0.49t)^2 \sin(10.2t) + 1.5t \cos(9t-7) + 30 \]

The estimated average concentration \( c_0 \) of pollutants in the surface layer of the atmosphere of the selected region is 400 mg/m\(^2\).

Fig. 10 shows the dynamics of the rapidly oscillating temperature component, which is due to the anthropogenic factor of influence and is limited by the corresponding range of oscillations and simulates the results of the controlled process in the same range that was set.

The analysis of Fig. 10 shows that the set of solutions of equation (1) in general reproduces the dynamics of the rapidly oscillating temperature component, which is due to the anthropogenic factor of influence by emissions of pollutants into the surface layer of atmospheric air of the studied region.

For most of the period (31 days), the phase development of the simulated process is synchronous with the statistical. Partial amplitude discrepancies are observed.

In this case, a significant part of the statistical fluctuations is absorbed by the simulated process.

4 Conclusions

Based on the simulation results, it is proved that the set of solutions of equation (1) in general reproduces the dynamics of the rapidly oscillating temperature component, which is due to the anthropogenic factor by emissions of pollutants into the surface layer of atmospheric air of the studied region. The complexity of creating a perfect information system for managing global climate parameters leads to a narrowing of the task to the local level of a particular region.

For most of the period (31 days), the phase development of the simulated process is synchronous with the statistical. Partial amplitude discrepancies are observed.

In this case, a significant part of the statistical temperature fluctuations is absorbed by the simulated oscillatory process of the temperature regime.

Since the most important factor is to maintain a controlled temperature within the specified limits, the proposed mathematical model is adequate.

Unlike mathematical models that extrapolate the process, the proposed mathematical control model allows not only to determine the set of process control vectors but also to establish the form of the function of external thermal influence.

At small values of the component of the control vectors \( \vec{q} \), the process is easily controlled and there is a 901 process control vector within the specified limits. Therefore the criterion for the proven reliability of the obtained models is the power of the set of control vectors.

As the simulation results show, there are certain limits to the values of the control vector components and, as a consequence, the set of control vectors themselves can be significantly reduced when approaching the limit values of the control vector components.

That is, for example, from 901 computational iterations, only one control vector \( \vec{q} \) can correspond at fixed input parameters.

Since the simulation results are obtained solely through the use of information technology, the number of iterations of the computational algorithm is limited by hardware resources.

Thus, with the increase of computational steps in the Runge-Kutta method to 1000 and setting the number of iterations to more than 3000, there is a conflict between the computational algorithm and the hardware on which the computational experiment was conducted.

Further development of the proposed approach involves the use of artificial intelligence systems and the application to other similar geophysical phenomena of regional nature.
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