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Abstract

Big data streams are grasping increasing attention with the development of modern science and information technology. Due to the incompatibility of limited computer memory to high volume of streaming data, real-time methods without historical data storage is worth investigating. Moreover, outliers may occur with high velocity data streams generating, calling for more robust analysis. Motivated by these concerns, a novel Online Updating Huber Robust Regression algorithm is proposed in this paper. By extracting key features of new data subsets, it obtains a computational efficient online updating estimator without historical data storage. Meanwhile, by integrating Huber regression into the framework, the estimator is robust to contaminated data streams, such as heavy-tailed or heterogeneous distributed ones as well as cases with outliers. Moreover, the proposed online updating estimator is asymptotically equivalent to Oracle estimator obtained by the entire data and has a lower computation complexity. Extensive numerical simulations and a real data analysis are also conducted to evaluate the estimation and calculation efficiency of the proposed method.
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1 Introduction

1.1 Background

In recent years, big data has become a significant area of research and garnered extensive attention across various industries, including finance, manufacturing, and astronomy. Compared with traditional datasets, big data mainly has “5V” characteristics, i.e., high Volume, high Velocity, high Variety, low Veracity, and high Value (Jin et al., 2015). For big data streams, namely big data generated sequentially in a stream style, the characteristic of high Volume and high Velocity are particularly prominent, posing several challenges in its analysis. One such challenge concerns computer memory limitations. As big data streams are generated with such big volume, it is unrealistic to be completely stored in computer memory. Consequently, standard statistical analysis methods that assume adequate computer capacity are no longer applicable in the current settings. The second challenge pertains to the presence of outliers in big data streams, which can arise due to recording errors in the fast data-generating process. While linear regression-based methods are often used for big data analysis, they are highly sensitive to outliers, thereby limiting their effectiveness in this context. As such, it is imperative to develop computational efficient, memory-conserving and robust methods for big data stream analysis that can address these challenges.

1.2 Related Works

To address the storage limitation problem in big data analysis, many scholars have designed different methodologies, which can be loosely divided into three categories, i.e. subsampling-based approaches, divide-and-conquer approaches and online updating approaches (Wang et al., 2016). According to Wang et al. (2016), classic subsampling methods include bags of little bootstrap (Kleiner et al., 2014), leveraging (Ping and Sun, 2015), mean log-likelihood (Faming et al., 2013) and subsample-based MCMC (Liang et al., 2016). Take Bags of Little Bootstrap as an example, Kleiner et al. (2014) combined bootstrap with subsampling, which addressed the high computation problem of bootstrap in big data occasions.
As for divide-and-conquer, its most simple type, also called naïve-divide-and-conquer or one-shot, is gaining much popularity. Its main idea is dividing complete datasets into several blocks, obtaining the local estimators on each block and calculating the global one by simple averaging. Naïve-dc has many applications in regression. For example, to solve large-scale empirical risk minimization problem, Zhang et al. (2012) analyzed a communicational efficient average mixture algorithm based on naïve-dc which is robust to the amount of parallelization. Chen and Xie (2014) designed a split-and-conquer penalized regression, including $L_1$ penalty, SCAD and MCP. Their estimator is asymptotically equivalent to penalized estimator using entire datasets. Furthermore, some research also applied naïve-dc on high-dimensional big datasets. Lee et al. (2015) devised an averaging debiased LASSO estimator that can be obtained distributedly and communication efficient in high dimensional settings. Battey et al. (2018) cast their eyes on hypothesis testing. They utilized divide-and-conquer in the context of sparse high dimensional Rao and Wald test, solving computation complexity increase due to high dimensional regularization problems. We can also find some non-linear applications like ridge regression (Zhang et al., 2013), SVM (Lian and Fan, 2018) etc. More naïve-dc related literature can be seen in Nan and Xi (2011), Zhao et al. (2016), Zhu et al. (2021). However, complete datasets are necessary for naïve-dc before analyzing to find the appropriate block number. While this issue might not arise for conventional big datasets, it is a crucial challenge for big data streams since the latter are incessantly generated with significant volume and velocity, making it infeasible to obtain complete data.

Different from divide-and-conquer, online updating, aiming at big data streams analysis, has no requirement for storing historical data. Specifically, it uses key features extracted from new arriving data batches to continuously update historical data thus is able to achieve computational efficiency and minimal intensive storage. According to Schifano et al. (2016), they are the first group to investigate statistical inference on online updating scenario. Their online updating framework is able to solve the predictive residual tests in linear regression and also the estimating equation setting. However, this algorithm needs to start from scratch if new predictive variables are produced with data streams generating. To overcome this disadvantage, Wang et al. (2018) adjusted the online updating framework by bias correction. Through the use of nested models (Allison, 1995; Clogg et al., 1995) in regression coefficients comparison, their method improved estimation efficiency under a variety of practical situations. Lee et al. (2020) extended aforementioned work from the perspective of biased predictive variables in big data streams being corrected afterward under the linear model framework. However, their method is still biased if not knowing the exact data adjusted point. Recently, online updating has also been incorporated in other models for big data analysis, such as online updating GIC for variable selection in generalized linear model (Xue and Hu, 2021), Cox proportional hazards model in online updating framework (Wu et al., 2021), online nonparametric method for functional data (Fang Yao, 2021) etc. To conclude, online updating is accessible to not only ordinary big datasets, but also big data streams, thereby providing a wider range of applications than naïve-dc. Nevertheless, most existing online updating frameworks are combined with linear regression, which are known to be sensitive to outliers and heavy-tailed distributions. To address this issue, novel online updating frameworks that are designed to achieve robustness to outliers are urgently needed.

Talking about the outlier problem, one popular solution is quantile regression (Bassett and Jr., 1978). It studies the conditional distribution of each quantile of response variables, thus overcoming the outlier problem and being able to explain potential heteroscedasticity of the datasets. Inspired by its good performance, loads of research incorporate quantile regression into big data analysis framework, especially in divide-and-conquer. Take Chen et al. (2019) as an example, they used a kernel function to smooth quantile loss function and operated divide-and-conquer iteratively to obtain a linear quantile regression estimator, handling with the constraint of machine number in naïve-dc. Moreover, Hu et al. (2021) addressed the nondifferentiable problem of quantile regression by developing CSL (Jordan et al., 2019) method to speed up big data algorithm. We can also find other research combining quantile regression with subsampling and online updating like Chen and Zhou (2020) and Wang et al. (2022). By using online updating, Wang’s (2022) method can be applied to big data streams. Particularly, Wang et al. (2022) analyzed quantile regression from the view of maximum likelihood and incorporated it in online updating algorithm. Without operations in check loss function, it is more convenient than the work of Chen et al. (2019), and Chen and Zhou (2020). Some variants of quantile regression like composite quantile regression and adaptive quantile regression are also investigated in big data analysis, which can be seen in Jiang et al. (2018), Jiang et al. (2021) for details.
1.3 Motivations

While quantile regression is investigated thoroughly, other members in M-estimation family, such as Huber regression (Huber and Peter, 1964), have received little attention. Huber regression transforms the loss of big residuals from quadratic form into linear form to cut down weights, thus achieving good robustness to outliers. Therefore, Huber regression presents a feasible alternative to quantile regression in solving outlier-related problems. Regrettably, there has been little research on the use of Huber regression in big data analysis. To date, the only literature used Huber loss in big data regression is Luo’s (2022) work. They embedded Huber loss function in Jordan’s CSL (Jordan et al., 2019) framework, adding two data-driven parameters in Huber regression to achieve a balance of statistical optimization and communication efficiency. Nonetheless, there is no literature focusing on combining Huber regression with online updating to solve analysis in big data streams.

In order to solve the storage limitation and outlier problems aforementioned in big data streams analysis, we propose a novel Online Updating Huber Regression algorithm, which is inspired by the maximum likelihood idea in Wang’s (2022) online updating algorithm. The resulting online updating estimator in our algorithm is renewed by current data and summary statistics of historical data, which is computationally efficient. Specifically, by assuming local estimators generated from a multivariate normal distribution and analyzing it from the view of maximum likelihood, a weighted least square type objective function can be obtained. In the objective function, two key features of each batch can be extracted, which can be updated and easily operated in big data streams. Meanwhile, we prove that the proposed estimator is asymptotically equivalent to Oracle estimator using the entire dataset and has lower computation complexity compared with Oracle one. Numerical experiments on both simulation and real data are also included to verify the theoretical results and illustrate the good performance of our new method.

Our study makes two primary contributions. Firstly, we employ online updating instead of the widely used divide-and-conquer method to address the limited computer memory constraint so that it can be applied on the analysis of big data streams. Furthermore, by integrating Huber regression into online updating framework, we broaden the usage of online updating in robust regression other than pure linear regression. The second contribution is about Huber regression. Based on the state-of-art in big data analysis using loss functions in M-estimation, we adopt Huber regression as an alternative to quantile regression to increase robustness. It not only fills certain research gaps in Huber regression, but also studies feasibility of generalizing quantile regression to other loss functions in M-estimation.

The rest of this paper is organized as follows. Section 2 explains the methodology of our Online Updating Huber Regression by obtaining the main online updating estimator. Section 3 proves some good properties of the Online Updating Huber Regression estimator, including asymptotic equivalency and low computation complexity. Section 4 introduces simulation and real data analysis results in order to verify the good performance of our algorithm. Section 5 is about conclusions and future work of our research.

2 Methodology

2.1 Notation and Oracle Estimator

Suppose there are $N_b$ identically independent distributed samples $\{(y_n, x_n), n = 1, 2, ..., N_b\}$, $y \in \mathbb{R}$ is response variable and $x = (x^1, x^2, ..., x^p)^T \in \mathbb{R}^{p \times 1}$ is p-dimensional covariates. In the big data streams scenario, suppose $N_b$ samples are generated in form of $b$ data subsets $\{D_1, D_2, ..., D_b\}$ sequentially. $D_t = \{(y_{ti}, x_{ti}), i = 1, 2, ..., n_t\}$ stands for the $t$-th subset. Our aim is to fit a model $y_{ti} = x_{ti}^T \theta + \epsilon_{ti}$, where $\theta = (\theta_1, \theta_2, ..., \theta_p)^T$ is a p-dimensional unknown parameter with true value $\theta_0 = (\theta_{01}, \theta_{02}, ..., \theta_{0p})^T$, and $\epsilon_{ti}$ is random error which can be heavy-tailed distributed, heteroscedastic distributed or contaminated by outliers. $f(\cdot)$ is the probability density distribution of $\epsilon_{ti}$.

As we want to prove that our Online Updating estimator is asymptotic equivalent to Oracle one using entire dataset follow-up, we first point the expression of Oracle Huber Regression estimator here. According to Huber (1964), the expression of Oracle Huber Regression estimator of $\theta_0$ is as follows:

$$\hat{\theta}_{N_b} = \arg \min_{\theta} Q_{N_b}(\theta), \quad Q_{N_b}(\theta) = \frac{1}{N_b} \sum_{t=1}^{b} \sum_{i=1}^{n_t} \rho(y_{ti} - x_{ti}^T \theta)$$

(1)
where \( \rho(u) = \frac{u^2}{2}I(|u| < k) + \{k|u| - \frac{k^2}{2}\}I(|u| \geq k) \).

Moreover, under following regularity conditions Huber and Peter (1964, 1981); Wang et al. (2022):

(N1) For \( \lambda(\theta) = E(x^T(y - x^T \theta)) \), where \( \psi(\cdot) = \rho(\cdot) \), the true value of \( \theta \), satisfies \( \lambda(\theta_0) = 0 \).

(N2) \( E(\psi') < \infty \), \( 0 < E(\psi') < \infty \).

(N3) Covariates \( x_{it} \) satisfies \( \frac{1}{\sqrt{n_b}} \sum_{i=1}^{b} \sum_{t=1}^{n_t} x_{it}^T x_{it} \to \Sigma, N_b \to \infty \), where \( \to \) stands for convergence in probability.

We can obtain the asymptotic normal distribution of Oracle Huber Regression estimator \( \hat{\theta}_{N_b} \) as follows:

\[
\sqrt{N_b}(\hat{\theta}_{N_b} - \theta_0) \xrightarrow{d} N \left(0, \frac{E(\psi^2)}{[E(\psi')]^2} \Sigma^{-1} \right), \quad N_b \to \infty
\]

where \( \frac{E(\psi^2)}{[E(\psi')]^2} \) is a function of \( f(\cdot) \), \( \xrightarrow{d} \) stands for convergence in distribution.

### 2.2 Online Updating Huber Robust Regression Estimator

In this part, we mainly deduce the expression of Online Updating Huber Robust Regression (UHR) estimator. Firstly, we can calculate the local Huber estimator in each subset. Suppose \( \hat{\theta}_t \) is the local Huber estimator in the \( t \)-th subset. According to Huber (1964), its formula is like Eq.(3).

\[
\hat{\theta}_t = \arg\min_\theta Q_t(\theta), \quad Q_t(\theta) = \frac{1}{n_t} \sum_{i=1}^{n_t} \rho(y_{it} - x_{it}^T \theta)
\]

As the entire dataset is divided into several subsets, subset size \( n_t \) can be much smaller than total sample size \( N_b \). Therefore, the calculation of Eq.(3) can be more computationally efficient and less storage intensive than Eq.(1), so that we can solve it faster. Furthermore, under regularity conditions (N1)-(N4), local estimator \( \hat{\theta}_t \) follows asymptotic normal distribution in Eq.(4), where \( \Sigma_t = E(x_{it}^T x_{it}) \).

\[
\sqrt{n_t}(\hat{\theta}_t - \theta_0) \xrightarrow{d} N \left(0, \frac{E(\psi^2)}{[E(\psi')]^2} \Sigma_t^{-1} \right), \quad n_t \to \infty
\]

Taking the idea in Wang’s (2022) work as an inspiration, we consider the local estimators from the perspective of maximum likelihood. Due to identical independent distribution among total samples, local estimator \( \hat{\theta}_1, ..., \hat{\theta}_b \) are mutually independent. Thus, we can take \( \{\hat{\theta}_1, ..., \hat{\theta}_b\} \) as a sample generated from the following multivariate normal distribution.

\[
\left\{ N \left(\theta_0, \frac{1}{n_1} E(\psi^2) \Sigma_1^{-1} \right), \cdots, N \left(\theta_0, \frac{1}{n_b} E(\psi^2) \Sigma_b^{-1} \right) \right\}
\]

Based on Eq.(5), the maximum likelihood function of \( \theta \) is as follows.

\[
L(\theta) = \prod_{t=1}^{b} \left(\frac{1}{\sqrt{2\pi E(\psi^2)}} \frac{1}{\sqrt{[E(\psi')]^{-2}}} \right)^{-\frac{1}{2}} \exp \left\{ -\frac{n_t}{2 E(\psi^2)} (\hat{\theta}_t - \theta)^T \Sigma_t (\hat{\theta}_t - \theta) \right\}
\]

By turning Eq.(6) into logarithmic form, we can get Eq.(7)

\[
\log(L(\theta)) = C - \frac{1}{2} \frac{E(\psi^2)}{E(\psi')} \sum_{t=1}^{b} n_t (\hat{\theta}_t - \theta)^T \Sigma_t (\hat{\theta}_t - \theta)
\]

where \( C \) is a constant, \( \frac{E(\psi^2)}{E(\psi')} \) is a function of \( f(\cdot) \), which is irrelevant with \( \theta \) as well. By maximizing Eq.(7), we can obtain the UHR estimator. Meanwhile, base on non-negativity of \( \frac{E(\psi^2)}{E(\psi')} \), maximizing Eq.(7) is equivalent to minimize the following loss function.

\[
\sum_{t=1}^{b} n_t (\hat{\theta}_t - \theta)^T \Sigma_t (\hat{\theta}_t - \theta)
\]
By using \( \frac{1}{n_t} \sum_{i=1}^{n_t} x_{ti} x_{ti}^T \) to replace \( \Sigma_t \), \( t = 1, \ldots, b \) according to \( \Sigma_t = E(x_{ti} x_{ti}^T) \), we can obtain the final objective function as follows, where \( X_t = (x_{t1}, \ldots, x_{tn_t})^T \).

\[
Q(\theta) = \sum_{t=1}^{b} (\hat{\theta}_t - \theta)^T X_t^T X_t (\hat{\theta}_t - \theta) \tag{9}
\]

Thus Online Updating Huber Robust Regression estimator of \( \theta_0, \hat{\theta}_{uhr}^{N_b} \), can be obtained by minimizing Eq.(9).

\[
\hat{\theta}_{uhr}^{N_b} = \arg \min_{\theta} Q(\theta)
= \left( \sum_{t=1}^{b} X_t^T X_t \right)^{-1} \left( \sum_{t=1}^{b} X_t^T X_t \hat{\theta}_t \right) \tag{10}
\]

According to Eq.(10), we can only extract two key features from each subset, i.e. \( X_t^T X_t \) and \( \hat{\theta}_t \), with no need to store entire dataset. This enables us to save computer memory and speed up computation process, thus more available to big data streams.

The UHR algorithm implementation process can be seen in Figure 1. To start the algorithm, we import the first subset \( D_1 = \{(y_{1i}, x_{1i}), i = 1, \ldots, n_1\} \). By using function \texttt{rlm} of package \texttt{MASS} in R, the local estimator of the first subset \( \hat{\theta}_1 \) can be calculated. Then two features in the first subset \( X_1^T X_1 \) and \( X_1^T X_1 \hat{\theta}_1 \) can be obtained. For the second subset \( D_2 = \{(y_{2i}, x_{2i}), i = 1, \ldots, n_2\} \), use the same method to calculate \( \hat{\theta}_2 \) and \( X_2^T X_2 \), then add them into \( X_1^T X_1 \) and \( X_1^T X_1 \hat{\theta}_1 \). The sum obtained, \( X_1^T X_1 + X_2^T X_2 \) and \( X_1^T X_1 \hat{\theta}_1 + X_2^T X_2 \hat{\theta}_2 \) are new results of subset \( D_1 \) updated by subset \( D_2 \). The rest subsets can be processed in the same manner. After the last subset \( D_b = \{(y_{bi}, x_{bi}), i = 1, \ldots, n_1\} \) is imported, we can obtain key elements, i.e. \( \sum_{i=1}^{b} X_i^T X_i \) and \( \sum_{i=1}^{b} X_i^T X_i \hat{\theta}_t \), and finally obtain the Online Updating estimator \( \hat{\theta}_{uhr}^{N_b} \) updated by the entire dataset. The pseudo-code can be seen in Algorithm 1.

3 Properties of the Online Updating estimator

3.1 Asymptotic Normality

In order to prove the asymptotic normality of our UHR estimator, we first add some assumptions into regularity conditions (N1)-(N4)(Wang et al., 2022).

(N5) Take \( n = \frac{N_b}{b} \) as the average size of each subset. Suppose \( \frac{n}{\sqrt{N_b}} \rightarrow \infty \), and all \( n_t \) diverge in the same order \( O(n) \), i.e., \( c_1 \leq \min_t n_t / n \leq \max_t n_t / n \leq c_2 \) for some positive constants \( c_1 \) and \( c_2 \).
Algorithm 1 Online updating algorithm for Huber regression estimator

**Input:** input subsets \( D_t = \{ (y_{ti}, x_{ti}), i = 1, 2, ..., n_t \} \)

**Output:** Online Updating Huber Estimator \( \hat{\theta}^{uhr}_N \)

1. initialize \( U_t = 0_{b \times p}, V_t = 0 \)
2. for \( t = 1, 2, ..., b \) do
   3. \( \hat{\theta}_t = \arg \min_{\theta} Q_t(\theta), \quad Q_t(\theta) = \frac{1}{n_t} \sum_{i=1}^{n_t} \rho(y_{ti} - x^T_{ti} \theta) \)
   4. \( U_t = U_t + X^T_{ti} X_i, V_t = V_t + X^T_{ti} X_i \hat{\theta}_t \)
5. return \( \hat{\theta}^{uhr}_N = U_t^{-1} V_t \)

(N6) Exist positive definite matrix \( \Sigma_1, ..., \Sigma_b \) which satisfy \( \frac{1}{n_t} \sum_{i=1}^{n_t} x_{ti} x^T_{ti} \xrightarrow{p} \Sigma_t, n_t \to \infty \) and converge to \( \Sigma_t \) in the same rate, i.e. convergence rate is irrelevant with \( t \).

Obviously, \( \frac{1}{n_t} \sum_{i=1}^{n_t} x_{ti} x^T_{ti} - \Sigma_t = O\left( \frac{1}{\sqrt{n_t}} \right) \) due to \( \Sigma_t = E(x_{ti} x^T_{ti}) \). Moreover, according to (N5) and (N6), all subsets have the same convergence rate, which is \( O\left( \frac{1}{\sqrt{n_t}} \right) = O\left( \frac{1}{\sqrt{n}} \right) \).

Under regularity conditions (N1)-(N6), UHR estimator \( \hat{\theta}^{uhr}_N \) follows asymptotic distribution as follows:

\[
[\Phi(f)]^{-\frac{1}{2}} \sqrt{N_b} \left( \hat{\theta}^{uhr}_N - \theta_0 \right) \xrightarrow{d} N(0, I_p),
\]

where \( \Phi(f) = \frac{E(f^2)}{E(f)^2} \left( \sum_{t=1}^{b} \frac{w_t}{N_b} \Sigma_t \right)^{-1} \). The proof is as follows.

For local Huber estimator \( \hat{\theta}_t \), it follows asymptotic condition:

\[
\hat{\theta}_t - \theta_0 = \Sigma_t^{-1} \frac{1}{n_t} \sum_{i=1}^{n_t} x_{ti} \psi(\epsilon_{ti}) + O_P\left( \frac{1}{n_t} \right)
\]

where \( \psi(\epsilon_{ti}) = \rho'(\epsilon_{ti}) = \begin{cases} -k, & \epsilon_{ti} < -k \\ \epsilon_{ti}, & |\epsilon_{ti}| \leq k \\ k, & \epsilon_{ti} > k \end{cases} \).

According to Eq.(10), the relationship with \( \hat{\theta}^{uhr}_N \) and \( \hat{\theta}_t \) is

\[
\hat{\theta}^{uhr}_N = \left( \sum_{t=1}^{b} \frac{w_t}{N_b} X^T_{ti} X_i \right)^{-1} \left( \sum_{t=1}^{b} \frac{w_t}{N_b} X^T_{ti} X_i \hat{\theta}_t \right)
\]

where \( w_t = \frac{n_t}{N_b} \). By direct calculation, we can obtain that

\[
\sqrt{N_b} \left( \hat{\theta}^{uhr}_N - \theta_0 \right) = \left( \sum_{t=1}^{b} \frac{w_t}{n_t} X^T_{ti} X_i \right)^{-1} \left( \sqrt{N_b} \sum_{t=1}^{b} \frac{w_t}{n_t} X^T_{ti} X_i (\hat{\theta}_t - \theta_0) \right)
\]

By \( \sqrt{N_b} \sum_{t=1}^{b} w_t \left( \frac{X^T_{ti} x_{ti}}{n_t} - \Sigma_t \right) (\hat{\theta}_t - \theta_0) = O_P\left( \frac{b}{\sqrt{N_b}} \right) \) and regularity conditions (N1)-(N6), we can obtain

\[
\sqrt{N_b} \left( \sum_{t=1}^{b} \frac{w_t}{n_t} X^T_{ti} X_i (\hat{\theta}_t - \theta_0) \right) = \sqrt{N_b} \left( \sum_{t=1}^{b} w_t \Sigma_t (\hat{\theta}_t - \theta_0) \right) + \sqrt{N_b} \left( \sum_{t=1}^{b} w_t \left( \frac{X^T_{ti} x_{ti}}{n_t} - \Sigma_t \right) (\hat{\theta}_t - \theta_0) \right)
\]

\[
= \sqrt{N_b} \left( \sum_{t=1}^{b} w_t \Sigma_t (\hat{\theta}_t - \theta_0) \right) + \sqrt{N_b} \left( \sum_{t=1}^{b} \frac{1}{E(\psi)} \frac{1}{n_t} \sum_{i=1}^{n_t} x_{ti} \psi(\epsilon_{ti}) + O_P\left( \frac{1}{n_t} \right) + O_P\left( \frac{b}{\sqrt{N_b}} \right) \right)
\]

\[
= \frac{1}{\sqrt{N_b}} \sum_{t=1}^{b} \frac{1}{E(\psi)} \sum_{i=1}^{n_t} x_{ti} \psi(\epsilon_{ti}) + O_P\left( \frac{b}{\sqrt{N_b}} \right)
\]
As \( \sum_{i=1}^{b} w_i = 1 \), we have
\[
\sum_{i=1}^{b} w_i \frac{X_i^T X_i}{n_t} - \sum_{i=1}^{b} w_i \Sigma_i = \sum_{i=1}^{b} w_i \left( \frac{X_i^T X_i}{n_t} - \Sigma_i \right) = o_p(1) \tag{16}
\]

Then we can obtain that
\[
[\Phi(f)]^{-\frac{1}{2}} \sqrt{N_b} (\hat{\theta}_{N_b}^{uhr} - \theta_0)
= [\Phi(f)]^{-\frac{1}{2}} \left( \sum_{i=1}^{b} w_i \frac{X_i^T X_i}{n_t} \right)^{-1} \left( \sqrt{N_b} \sum_{i=1}^{b} w_i \frac{X_i^T X_i}{n_t} (\hat{\theta}_i - \theta_0) \right)
= [\Phi(f)]^{-\frac{1}{2}} \left( \sum_{i=1}^{b} w_i \frac{X_i^T X_i}{n_t} \right)^{-1} \left( \frac{1}{\sqrt{N_b}} \sum_{i=1}^{b} \frac{1}{E(\psi)} \sum_{i=1}^{n_i} x_i \psi(\epsilon_{ii}) + O_p \left( \frac{b}{\sqrt{N_b}} \right) \right)
\Rightarrow N(0, I_p) \tag{17}
\]

If the covariates of each batch are homogeneous, i.e., \( \Sigma_1 = \cdots = \Sigma_b = \Sigma \), the \( \Phi(f) = \frac{E(\psi)}{[E(\psi)]^2} \Sigma^{-1} \), which coincides the asymptotic variance of oracle estimator in Eq.(2). The updating estimator \( \hat{\theta}_{N_b}^{uhr} \) is asymptotically equivalent with the oracle estimator \( \hat{\theta}_{N_b} \).

### 3.2 Computation Complexity

In this part, we do a rough calculation on the computation complexity of Oracle Huber Regression and Online Updating Huber Regression, attesting our Online Updating algorithm has a lower computation complexity.

In our work, we use function `rlm` in MASS package of R to calculate the local estimator and Oracle estimator obtained by entire dataset. Function `rlm` is implemented by Iteratively Reweighted Least Squares. For the sake of calculation, suppose `rlm`’s maximum iterative time is \( K \), total sample size is \( N \) and is divided into \( b \) subsets evenly with \( n \) samples each. Therefore, the computation complexity of solving the local estimator and the Oracle Huber estimator are about \( O(K(pn^2 + pn + np^3)) \) and \( O(KpN^2 + (Kp + Kp^3)N + Kp^3) \) respectively. As Online Updating algorithm contains \( b \) loops and calculating the key features of each subset cost about \( O(p^2n) \), total computation complexity of Online Updating algorithm is about \( O(Kb(pn^2 + pn + n + p^3) + bp^2n) \). By \( N = nb \), we can simplify it into \( O(KpNn + (Kp^2 + Kp + 1)N + Kbp^3) \). Although \( K \) is set with a large number(mostly 1000), it can achieve convergence within 10 times of iteration in practice, while total sample \( N \) can reach a million or more, thus \( K \ll N \). As for \( p \), we only consider low-dimension cases where \( p \ll N \). To sum up, the dominant part of computation complexity of Oracle and Online Updating ones are \( O(KpN^2) \) and \( O(KpNn) \). By thorough comparison, we can find the only difference between these two are \( N \) and \( n \), where \( n \ll N \). In conclusion, theoretically, our Online Updating Huber Regression has lower computation complexity than Oracle Huber Regression.

### 4 Numerical Studies

In this section, we demonstrate the performance of our UHR algorithm by comparing it with other 4 algorithms in 6 different synthetic datasets. We also apply UHR on a real airline dataset released by American Statistical Association, proving it is able to solve real problems as well.

#### 4.1 Simulations

##### 4.1.1 Experiment Settings

In simulations, we generate data using the following model:
\[
y_{ti} = x_{ti}^T \theta + h(x_{ti}) \epsilon_{ti}
\]
where coefficients \( \theta = (\theta_1, \theta_2, \theta_3, \theta_4)^T = (1, -1, 2, -2)^T \), covariates \( x_{ti} \) follow a multivariate normal distribution with zero mean and independent type of covariance matrix. Function \( h(x_{ti}) \) is used for
controlling the homoscedasticity or heteroscedasticity of random error. Specifically, if random error is homogeneous, \( h(x_{ti}) = 1 \), else \( h(x_{ti}) = \sum_{j=1}^{4} x_{ij}^{2} \). For random error \( \epsilon_{ti} \), consider the following 5 cases:

1. \( \epsilon_{ti} \sim N(0,1) \);
2. \( \epsilon_{ti} \sim t(3) \);
3. \( \epsilon_{ti} \sim t(3) \) with 15% of response \( y_{ti} \) replaced by \( y_{ti} + 20 \);
4. \( \epsilon_{ti} \sim 0.85N(0,1) + 0.15N(0,8) \);
5. \( \epsilon_{ti} \sim \text{Cauchy}(0,1) \).

Besides our Online Updating Huber Regression algorithm (UHR), we choose other 4 comparing algorithms, which are Ordinary Least Regression (OLS), Renewable Least Regression (Luo and Song, 2020), Oracle Huber Regression (Huber and Peter, 1964) (OHR), Divide-and-Conquer Huber Regression (DC-HR). OLS and RLS are to prove good performance of our UHR algorithm in robustness. OHR is to investigate whether Online Updating estimator has the same estimate efficiency with Oracle one. DC-HR is a simple combination of naïve-dc and Huber regression to compare the differences between divide-and-conquer and online updating methods. Moreover, to reduce randomness, we repeat the whole simulation process 500 times.

As for evaluation indexes, we judge the results from estimation and calculation efficiency. There are three indexes: \( MSE, MAE \) and \( time \), whose expressions are as Eq.(18)~Eq.(20).

\[
MSE(\theta) = \frac{1}{500} \sum_{s=1}^{500} \sum_{j=1}^{4} (\hat{\theta}_{j}^{(s)} - \theta_{j})^2
\]

\[
MAE(\theta) = \frac{1}{500} \sum_{s=1}^{500} \sum_{j=1}^{4} |\hat{\theta}_{j}^{(s)} - \theta_{j}|
\]

\[
time = \frac{\sum_{s=1}^{500} elapsed(s)}{500}
\]

For illustration, \( \hat{\theta}_{j}^{(s)} \) is the estimator of the \( j \)-th dimension of \( \theta \) in the \( s \)-th repetition. Thus, \( MSE \) and \( MAE \) are the average of the sum of the mean squared error and mean absolute error of each dimension in 500 repetitions. \( time \) is the average cost time of certain random error running 500 times, which use function \text{system.time}() \) in R to record elapsed time.

Our simulations include 4 experiments in total:

**Experiment 1**: Fix total sample size \( N_{b} = 1,000,000 \), change subsets number \( b = \{100, 200, 500, 1000\} \).

This experiment is to compare the differences in estimation and calculation efficiency between different algorithms and also the influences of subsets number \( b \) on them.

**Experiment 2**: Fix subset size \( n_{t} = 100 \), change subsets number \( b = \{10, 100, 1000, 10000\} \).

Accordingly, total sample size \( N_{b} \) varies from 1,000 to 1,000,000. This experiment is to investigate the changes in estimation efficiency of each algorithm when subset number \( b \) increases.

**Experiment 3**: Fix subset size \( n_{t} = 5000 \), change total sample size \( N_{b} = \{2.5 \times 10^5, 5 \times 10^5, 7.5 \times 10^5, 10 \times 10^5\} \).

Accordingly, subset number \( b \) varies from 50 to 200. This experiment is to investigate the influence of \( N_{b} \) on each algorithm. We also investigate the relationship between \( N_{b} \) and running time in this experiment to verify computation complexity obtained before from the simulation perspective.

**Experiment 4**: Fix subset size \( n_{t} = 1000 \), change total sample size \( N_{b} = \{1 \times 10^5, 2 \times 10^5, \ldots, 8 \times 10^5\} \).

Accordingly, subset number \( b \) varies from 100 to 800. This experiment is very similar to Experiment 3 but with smaller \( n_{t} \) to investigate the difference between different scales of \( n_{t} \).

### 4.1.2 Estimation Efficiency

In estimation efficiency, we focus on **Experiment 1** and **Experiment 2**. For **Experiment 1**, Table 1 to Table 5 present the \( MSE \) and \( MAE \) under 6 random error distribution. According to Table 1 to Table 5, we can draw the following conclusions:

1. For heavy-tailed, heterogeneous error and random error with outliers cases, the estimation error of Huber family (OHR, DC-HR, UHR) is much smaller than that of Linear Regression family (OLS, RLS), demonstrating Huber algorithms are more robust than Linear Regression algorithms.

2. When random error is distributed in case 1 ~ case 4, our UHR has very close estimation errors with OHR. This verifies that Online Updating estimator \( \hat{\theta}_{N_{b}}^{uhr} \) are asymptotic equivalent with Oracle Huber estimator from experiment perspective.
(3) When random error is distributed in case 6, i.e. Cauchy distribution, we can find Linear Regression algorithms are invalid with such big $MSE$ and $MAE$, while Huber algorithms are still performing well. It is worth mentioning that distributed algorithms DC-HR and UHR even have obvious estimation improvements compared with Oracle Huber estimator. This phenomenon may be related to characteristics of Cauchy distribution that variance does not exist. Due to the high volatility of data, using the whole dataset may not come with the best estimating efficiency, while subsets with smaller sizes may perform better.

(4) By comparing two distributed Huber algorithms, we find that in most cases, UHR has smaller estimation errors than DC-HR, which attests that Online Updating algorithm has a better performance than divide-and-conquer. Even though DC-HR can perform better than UHR in some cases, we still prefer UHR due to the wider range of applications for online updating in big data streams.

(5) In order to better display the influence of subset number $b$ on estimating errors of UHR, we make a line graph showing the relationship between subset number $b$ and $MSE$ in heterogeneous cases(Figure 2). To sum up, for normal distribution, $t$ distribution, $t$ distribution with outliers and mixed symmetric normal distribution(case 1~case 4), estimation error only has subtle changes with $b$ increasing. That is, estimation results of UHR are robust to subset number. For Cauchy distribution case(case 5), estimation error goes down with $b$ increasing, as subset sample decreases, implying the same conclusion with (3).

Table 1: Estimation Error in Experiment 1 for case 1

|            | case 1: $N(0,1)$ |                     |                     |                     |
|------------|------------------|---------------------|---------------------|---------------------|
|            |                  | homogeneous         |                     |                     |
| $MSE$      |                  |                      |                     |                     |
| $b$        |                  | 100                 | 200                 | 500                 | 1000                |
| OLS        | 0.04122          | 0.04122             | 0.04122             | 0.04122             |
| RLS        | 0.04122          | 0.04122             | 0.04122             | 0.04122             |
| OHR        | 0.04325          | 0.04325             | 0.04325             | 0.04325             |
| DC-HR      | 0.04335          | 0.04329             | 0.04336             | 0.04342             |
| UHR        | 0.04334          | 0.04333             | 0.04333             | 0.04336             |
| $MAE$      |                  |                      |                     |                     |
| $b$        |                  | 100                 | 200                 | 500                 | 1000                |
| OLS        | 0.32565          | 0.32565             | 0.32565             | 0.32565             |
| RLS        | 0.32565          | 0.32565             | 0.32565             | 0.32565             |
| OHR        | 0.33423          | 0.33423             | 0.33423             | 0.33423             |
| DC-HR      | 0.33456          | 0.33414             | 0.33414             | 0.33500             |
| UHR        | 0.33458          | 0.33456             | 0.33454             | 0.33486             |

Table 6 to Table 10 show the results of Experiment 2, where $b$ varies from 10 to 10000 while subset number $n_t$ keeps fixed. We can obtain following conclusions through these tables.

(1) With $b$ increasing, all the algorithms are performing better. However, when $N_b$ is small(for example, $N_b = 1000$) and random error is heavily contaminated(such as case 4,5 with heterogeneous error), estimation error of OLS is much larger compared with Huber algorithms. UHR also performs rather well, which indicates our algorithm suits for not only big data streams but also normal-scale datasets.

(2) For case 1~case 4, OHR has the smallest estimation error. Although UHR does not perform...
Table 2: Estimation Error in Experiment 1 for case 2

case 2: \( t(3) \)

|       | homogeneous | | | |
|-------|-------------|---|---|---|
|       |             | 100 | 200 | 500 | 1000 |
| MSE   |             |     |     |     |     |
| OLS   | 0.11885     | 0.11885 | 0.11885 | 0.11885 | 0.11885 |
| RLS   | 0.11885     | 0.11885 | 0.11885 | 0.11885 | 0.11885 |
| OHR   | 0.06468     | 0.06468 | **0.06468** | **0.06468** | 0.06468 |
| DC-HR | 0.064491    | 0.06500 | 0.06528 | 0.06471 | 0.06473 |
| UHR   | **0.06463** | **0.06464** | 0.06471 | 0.06473 |       |
| MAE   |             |     |     |     |     |
| OLS   | 0.54831     | 0.54831 | 0.54831 | 0.54831 | 0.54831 |
| RLS   | 0.54831     | 0.54831 | 0.54831 | 0.54831 | 0.54831 |
| OHR   | 0.40403     | 0.40403 | 0.40403 | 0.40403 | 0.40403 |
| DC-HR | 0.40427     | 0.40454 | 0.40473 | 0.40503 |       |
| UHR   | **0.40381** | **0.40383** | **0.40394** | **0.40364** |       |

|       | heterogeneous | | | |
|-------|---------------|---|---|---|
|       |               | 100 | 200 | 500 | 1000 |
| MSE   |               |     |     |     |     |
| OLS   | 0.74695       | 0.74695 | 0.74695 | 0.74695 | 0.74695 |
| RLS   | 0.74695       | 0.74695 | 0.74695 | 0.74695 | 0.74695 |
| OHR   | 0.19960       | 0.19960 | 0.19960 | 0.19960 | 0.19960 |
| DC-HR | **0.19773**   | **0.19802** | **0.19812** | **0.19878** |       |
| UHR   | 0.19823       | 0.19859 | 0.19902 | 0.19987 |       |
| MAE   |               |     |     |     |     |
| OLS   | 1.37955       | 1.37955 | 1.37955 | 1.37955 | 1.37955 |
| RLS   | 1.37955       | 1.37955 | 1.37955 | 1.37955 | 1.37955 |
| OHR   | 0.71031       | 0.71031 | 0.71031 | 0.71031 | 0.71031 |
| DC-HR | **0.70748**   | **0.70796** | **0.70763** | **0.70854** |       |
| UHR   | 0.70816       | 0.70844 | 0.70886 | 0.71044 |       |

1 Units for MSE and MAE are \( 10^{-4} \) and \( 10^{-2} \).
2 The values shown in bold are the optimal indexes in each case.

Figure 2: MSE of UHR varies with batch number \( b \)
Table 3: Estimation Error in Experiment 1 for case 3

case 3: t(3) with outliers

| b    | 100   | 200   | 500   | 1000  |
|------|-------|-------|-------|-------|
| MSE  |       |       |       |       |
| OLS  | 2.49242 | 2.49242 | 2.49242 | 2.49242 |
| RLS  | 2.49242 | 2.49242 | 2.49242 | 2.49242 |
| OHR  | 0.12271 | 0.12271 | 0.12271 | 0.12271 |
| DC-HR| 0.12207 | 0.12241 | 0.12333 | 0.12442 |
| UHR  | 0.12185 | 0.12199 | 0.12258 | 0.12310 |

| MAE  |       |       |       |       |
| OLS  | 2.54406 | 2.54406 | 2.54406 | 2.54406 |
| RLS  | 2.54406 | 2.54406 | 2.54406 | 2.54406 |
| OHR  | 0.55517 | 0.55517 | 0.55517 | 0.55517 |
| DC-HR| 0.55402 | 0.55446 | 0.55679 | 0.55884 |
| UHR  | 0.55336 | 0.55369 | 0.55487 | 0.55608 |

| b    | 100   | 200   | 500   | 1000  |
|------|-------|-------|-------|-------|
| MSE  |       |       |       |       |
| OLS  | 3.18120 | 3.18120 | 3.18120 | 3.18120 |
| RLS  | 3.18120 | 3.18120 | 3.18120 | 3.18120 |
| OHR  | 0.36930 | 0.36930 | 0.36930 | 0.36930 |
| DC-HR| 0.36105 | 0.36105 | 0.36166 | 0.36678 |
| UHR  | 0.36110 | 0.36135 | 0.36180 | 0.36654 |

| MAE  |       |       |       |       |
| OLS  | 2.87060 | 2.87060 | 2.87060 | 2.87060 |
| RLS  | 2.87060 | 2.87060 | 2.87060 | 2.87060 |
| OHR  | 0.96724 | 0.96724 | 0.96724 | 0.96724 |
| DC-HR| 0.95639 | 0.95577 | 0.95761 | 0.96439 |
| UHR  | 0.95605 | 0.95594 | 0.95672 | 0.96274 |

1 Units for MSE and MAE are $10^{-4}$ and $10^{-2}$.
2 The values shown in bold are the optimal indexes in each case.
Table 4: Estimation Error in experiment 1 for case 4

case 4: 0.85×N(0,1)+0.15×N(0,8)

|       | homogeneous | heterogeneous |
|-------|-------------|---------------|
|       | 100  | 200  | 500  | 1000 |
| $MSE$ |      |      |      |      |
| OLS   | 0.07771 | 0.07771 | 0.07771 | 0.07771 |
| RLS   | 0.07771 | 0.07771 | 0.07771 | 0.47451 |
| OHR   | 0.05530 | 0.05530 | 0.05530 | 0.05530 |
| DC-HR | 0.05538 | 0.05543 | 0.05544 | 0.05565 |
| UHR   | **0.05524** | **0.05524** | **0.05518** | **0.05519** |
| $MAE$ |      |      |      |      |
| OLS   | 0.44224 | 0.44224 | 0.44224 | 0.44224 |
| RLS   | 0.44224 | 0.44224 | 0.44224 | 1.11088 |
| OHR   | 0.37259 | 0.37259 | 0.37259 | 0.37259 |
| DC-HR | 0.37309 | 0.37324 | 0.37331 | 0.37356 |
| UHR   | **0.37238** | **0.37240** | **0.37233** | **0.37205** |

$1$ Units for $MSE$ and $MAE$ are $10^{-4}$ and $10^{-2}$.

$2$ The values shown in bold are the optimal indexes in each case.
|       |       |       |       |       |
|-------|-------|-------|-------|-------|
| MSE   |       |       |       |       |
| OLS   | 11711466.60880 | 11711466.60880 | 11711466.60880 | 11711466.60880 |
| RLS   | 11711466.60880 | 11711466.60880 | 11711466.60880 | 11711466.60880 |
| OHR   | 7.16525 | 7.16525 | 7.16525 | 7.16525 |
| DC-HR | 0.15638 | 0.14910 | 0.14287 | 0.14240 |
| UHR   | 0.15626 | 0.14878 | 0.14190 | 0.14109 |
|       | MSE   |       |       |       |
| OLS   | 29518873.58901 | 29518873.58901 | 29518873.58901 | 29518873.58901 |
| RLS   | 29518873.58901 | 29518873.58901 | 29518873.58901 | 29518873.58901 |
| OHR   | 102.19791 | 102.19791 | 102.19791 | 102.19791 |
| DC-HR | 0.53841 | 0.42683 | 0.38114 | 0.37118 |
| UHR   | 0.53882 | 0.42715 | 0.38089 | 0.37050 |
|       |       |       |       |       |
| MAE   |       |       |       |       |
| OLS   | 1502.46026 | 1502.46026 | 1502.46026 | 1502.46026 |
| RLS   | 1502.46026 | 1502.46026 | 1502.46026 | 1502.46026 |
| OHR   | 3.23099 | 3.23099 | 3.23099 | 3.23099 |
| DC-HR | 0.63014 | 0.61556 | 0.60233 | 0.60258 |
| UHR   | 0.63009 | 0.61492 | 0.60000 | 0.60016 |

1 Units for MSE and MAE are $10^{-4}$ and $10^{-2}$.
2 The values shown in bold are the optimal indexes in each case.
better than OHR, it only has subtle differences with OHR even if \( N_b \) is in a small amount, indicating that UHR is able to achieve good asymptotic equivalency with OHR.

(3) For case 5, the estimation error of UHR is much smaller than that of OHR. This points to the same conclusion with Experiment 1, that is, smaller subsets may have better estimation efficiency than entire dataset for Cauchy distribution.

(4) UHR algorithm performs better in most cases than DC-HR, proving the superiority of online updating algorithm.

(5) At last, in settings, Experiment 2 is close to big data streams. Each subset has a small size with 100 samples, while subset number \( b \) increases from 10 to 10000. This is just like the process of new subsets arriving in big data streams. We can find that the estimation error of UHR decreases with subset number increasing and is similar to OHR, which implies UHR is applicable to big data streams.

### Table 6: Estimation Error in Experiment 2 for case 1

|          | \( N \)          | \( 10^7 \) | \( 10^8 \) | \( 10^9 \) | \( 10^{10} \) |
|----------|------------------|-----------|-----------|-----------|-------------|
|          | **MSE**          |           |           |           |             |
| OLS      | 41.65896         | 3.88942   | 0.39393   | 0.04122   |             |
| RLS      | 41.65896         | 3.88942   | 0.39393   | 0.04122   |             |
| OHR      | 44.27814         | 4.07750   | 0.41684   | 0.04325   |             |
| DC-HR    | 46.34740         | 4.35515   | 0.44800   | 0.04593   |             |
| UHR      | 44.27868         | 4.09200   | 0.42152   | 0.04357   |             |
|          | **MAE**          |           |           |           |             |
| OLS      | 10.40966         | 3.18110   | 1.00481   | 0.32565   |             |
| RLS      | 10.40966         | 3.18110   | 1.00481   | 0.32565   |             |
| OHR      | 10.74373         | 3.25098   | 1.03314   | 0.33423   |             |
| DC-HR    | 10.94708         | 3.35412   | 1.06948   | 0.34447   |             |
| UHR      | 10.7334727*      | 3.2551126*| 1.0428132*| 0.3357810*|             |

|          | \( N \)          | \( 10^7 \) | \( 10^8 \) | \( 10^9 \) | \( 10^{10} \) |
|----------|------------------|-----------|-----------|-----------|-------------|
|          | **MSE**          |           |           |           |             |
| OLS      | 227.80014        | 23.45107  | 2.41744   | 0.24578   |             |
| RLS      | 227.80014        | 23.45107  | 2.41744   | 0.24578   |             |
| OHR      | **146.58109**    | **14.57030**| **1.38268**| **0.13903**|             |
| DC-HR    | 153.32625*       | 15.35639* | 1.44728   | 0.14974   |             |
| UHR      | 153.78150        | 15.44100  | 1.44311*  | 0.14645*  |             |
|          | **MAE**          |           |           |           |             |
| OLS      | 24.24092         | 7.76669   | 2.49384   | 0.79640   |             |
| RLS      | 24.24092         | 7.76669   | 2.49384   | 0.79640   |             |
| OHR      | **19.38650**     | **6.11912**| **1.87599**| **0.60189**|             |
| DC-HR    | 19.80401*        | 6.27307*  | 1.91918   | 0.61996   |             |
| UHR      | 19.84922         | 6.31367   | 1.91440*  | 0.61727*  |             |

1 Units for \( MSE \) and \( MAE \) are \( 10^{-4} \) and \( 10^{-2} \).

2 The values shown in bold are the optimal indexes in each case.

3 * represents the superior of UHR and DC-HR.

### 4.1.3 Calculation Efficiency

In calculation efficiency, we mainly focus on Experiment 1, Experiment 3 and Experiment 4. Experiment 1 investigates the influence of \( b \) on calculation efficiency when total sample size \( N_b \) is fixed. Experiment 3 focuses on the influence of \( N_b \) when \( n_t \) is fixed and relatively large. Experiment 4 is rather similar to Experiment 3, whereas, its fixed \( n_t \) is smaller than Experiment 3, aiming at comparing the differences between different scales of \( n_t \).

For Experiment 1, we can obtain the average running time of certain random error according to Eq.(20). Before analyzing, it should be mentioned that OLS and OHR, which use entire dataset, should have had no difference in running time due to fixed \( N_b \). However, in execution, we run OLS and OHR 4 times in different \( b \) value settings. This may result in random effect on computer, leading to small differences in running time of OLS and RLS. Details are shown in Table 11 to Table 14. Based on these results, we can make following conclusions:
|                  | Homogeneous |              |              |              |              |
|------------------|-------------|--------------|--------------|--------------|--------------|
|                  | N           | $10^3$       | $10^4$       | $10^5$       | $10^6$       |
| **MSE**          |             |              |              |              |              |
| OLS              | 117.55450   | 11.13197     | 1.16896      | 0.11885      |
| RLS              | 117.55450   | 11.13197     | 1.16896      | 0.11885      |
| OHR              | **65.99914**| **6.21516**  | **0.61343**  | **0.06468**  |
| DC-HR            | 70.83631    | 6.79250      | 0.66002      | 0.07046      |
| UHR              | 67.51753    | 6.35419      | 0.62871      | 0.06651      |
| **MAE**          |             |              |              |              |              |
| OLS              | 17.16898    | 5.29056      | 1.73030      | 0.54831      |
| RLS              | 17.16898    | 5.29056      | 1.73030      | 0.54831      |
| OHR              | **13.04886**| **3.96196**  | **1.25701**  | **0.40403**  |
| DC-HR            | 13.47303    | 4.12096      | 1.30451      | 0.41925      |
| UHR              | 13.16859*   | 4.00056*     | 1.27431*     | 0.40905*     |
|                  |             |              |              |              |              |
|                  | Heterogeneous |            |              |              |              |
|                  | N           | $10^3$       | $10^4$       | $10^5$       | $10^6$       |
| **MSE**          |             |              |              |              |              |
| OLS              | 713.28555   | 72.67236     | 7.44372      | 0.74695      |
| RLS              | 713.28555   | 72.67236     | 7.44372      | 0.74695      |
| OHR              | **210.04680**| **21.71120**| **1.38268**  | **0.19960**  |
| DC-HR            | 223.54581*  | 23.37703     | 2.21219*     | 0.21934      |
| UHR              | 225.35099   | 23.18896*    | 2.23103*     | 0.21598*     |
| **MAE**          |             |              |              |              |              |
| OLS              | 41.74305    | 13.58001     | 4.35484      | 1.37955      |
| RLS              | 41.74305    | 13.58001     | 4.35484      | 1.37955      |
| OHR              | **22.96835**| **7.49359**  | **1.87599**  | **0.71031**  |
| DC-HR            | 23.71750*   | 7.79915      | 2.38534*     | 0.74548      |
| UHR              | 23.79698    | 7.72857*     | 2.39061      | 0.73697*     |

1 Units for MSE and MAE are $10^{-4}$ and $10^{-2}$.
2 The values shown in bold are the optimal indexes in each case.
3 * represents the superior of UHR and DC-HR.
| Case | MSE | MAE | |
|------|-----|-----|-----|
| homogeneous | | | |
| | OLS | RLS | OHR | DC-HR | UHR | OLS | RLS | OHR | DC-HR | UHR |
| N | 10^3 | 10^4 | 10^5 | 10^6 | | 10^3 | 10^4 | 10^5 | 10^6 | | 10^3 | 10^4 | 10^5 | 10^6 |
| OLS | 2507.30950 | 246.33631 | 25.46565 | 2.49242 | | 2507.30950 | 246.33631 | 25.46565 | 2.49242 | | 122.73570 | 11.76220 | 1.12463 | 0.12271 |
| RLS | 147.05309 | 14.42111 | 1.37263 | 0.15004 | | 147.05309 | 14.42111 | 1.37263 | 0.15004 | | 140.65747 | 13.72919 | 1.30735 | 0.14124 |
| OHR | 17.63695 | 5.45740 | 1.67765 | 0.55517 | | 17.63695 | 5.45740 | 1.67765 | 0.55517 | | 18.83415* | 5.84983* | 1.81094* | 0.59913* |
| DC-HR | 19.35555 | 6.00961 | 1.86798 | 0.61847 | | 19.35555 | 6.00961 | 1.86798 | 0.61847 | | 13.87220 | 10.77172 | 3.37132 | 1.06330 |
| UHR | 89.66953 | 28.08533 | 8.77479 | 2.87060 | | 89.66953 | 28.08533 | 8.77479 | 2.87060 | | 33.60676* | 10.62887* | 3.34340* | 1.05017* |

1 Units for MSE and MAE are $10^{-4}$ and $10^{-2}$.
2 The values shown in bold are the optimal indexes in each case.
3 * represents the superior of UHR and DC-HR.
Table 9: Estimation Error in Experiment 2 for case 4

|        | homogenous | heterogeneous |
|--------|------------|---------------|
|        | $10^4$     | $10^5$        | $10^6$        |
| **MSE** | OLS 83.55944 | 8.00806 | 0.77406 | 0.07771 |
|        | RLS 83.55944 | 8.00806 | 0.77406 | 0.07771 |
|        | OHR 56.64867 | 5.47834 | 0.55143 | 0.05530 |
|        | DC-HR 59.51882 | 5.80763 | 0.58022 | 0.05906 |
|        | UHR 57.78717* | 5.56164* | 0.56295* | 0.05617* |
| **MAE** | OLS 14.42020 | 4.52082 | 1.38455 | 0.44224 |
|        | RLS 14.42020 | 4.52082 | 1.38455 | 0.44224 |
|        | OHR 11.89712 | 3.78035 | 1.17328 | 0.37259 |
|        | DC-HR 12.18530 | 3.89420 | 1.19697 | 0.38471 |
|        | UHR 11.97547* | 3.82015* | 1.18172* | 0.37528* |

1 Units for $MSE$ and $MAE$ are $10^{-4}$ and $10^{-2}$.
2 The values shown in bold are the optimal indexes in each case.
3 * represents the superior of UHR and DC-HR.
Table 10: Estimation Error in Experiment 2 for case 5

case 5: Cauchy(0,1)

|       | homogeneous |         |         |         |
|-------|-------------|---------|---------|---------|
|       | $N$         | $10^3$  | $10^4$  | $10^5$  | $10^6$  |
| **$MSE$** | OLS | 13031861.67103 | 37026406.50190 | 6041016.96141 | 11711466.60880 |
|       | RLS | 13031861.67103 | 37026406.50190 | 6041016.96141 | 11711466.60880 |
|       | OHR | 146.07957      | 16.91701     | 3.81870   | 7.16525  |
|       | DC-HR| 169.68684   | 17.13059     | 1.69887   | 0.16616  |
|       | UHR | 162.31759*    | **16.29104** | **1.61969** | **0.15643** |
| **$MAE$** | OLS | 1431.93975    | 1881.11733   | 1147.11445 | 1502.46026 |
|       | RLS | 1431.93975    | 1881.11733   | 1147.11445 | 1502.46026 |
|       | OHR | 19.26524      | **6.32966**  | 2.08405   | 0.65167  |
|       | DC-HR| 20.69384   | 6.62144      | 2.03275   | 0.63216  |
|       | UHR | 20.25285*     | 6.45609*     | **2.03275** | **0.63216** |

|       | heterogeneous |         |         |         |
|-------|---------------|---------|---------|---------|
|       | $N$           | $10^3$  | $10^4$  | $10^5$  | $10^6$  |
| **$MSE$** | OLS | 47087625.58229 | 123184496.07168 | 92413723.44581 | 29518873.58901 |
|       | RLS | 47087625.58229 | 123184496.07168 | 92413723.44581 | 29518873.58901 |
|       | OHR | 362.02026      | 3340.24291   | 40.58347  | 102.19791 |
|       | DC-HR| 418.52258   | 46.02272     | 4.17899   | 0.42415  |
|       | UHR | 413.20117*    | **45.54626** | **4.13358** | **0.41610** |
| **$MAE$** | OLS | 2705.91096    | 3340.24291   | 2526.77046 | 2651.78745 |
|       | RLS | 2705.91096    | 3340.24291   | 2526.77046 | 2651.78745 |
|       | OHR | 30.23063      | 11.18484     | 7.40727   | 13.48746 |
|       | DC-HR| 32.69547   | 10.84272     | 3.26736   | 1.05280  |
|       | UHR | 32.45720*     | **10.82107** | **3.23621** | **1.03787** |

1 Units for $MSE$ and $MAE$ are $10^{-4}$ and $10^{-2}$.
2 The values shown in bold are the optimal indexes in each case.
3 * represents the superior of UHR and DC-HR.
(1) Our UHR runs faster than OHR, DC-HR and RLS in most cases. With $b$ increasing, running time of RLS jumps up. Although running time of UHR increases as well, the trend is more slowly than RLS, indicating better property of UHR. It can be seen in Figure 3 for details. As the results of 6 cases are similar, we only visualize case 6.

(2) Overall, Linear Regression algorithms perform better in calculation efficiency compared with Huber algorithms. However, they are not robust to contaminated random error according to Experiment 1. As a result, we still prefer UHR algorithm to Linear Regression.

(3) When subset number $b$ is rather small (like $b = 100, 200, 500$), UHR has better calculation efficiency than OHR. However, this may not come true when $b$ increases to 1000. A possible reason is that with $b$ increasing, iteration increases as well. Accumulated running time due to iterations leads to a longer time. To solve it, we can artificially set $b$ in a smaller value for $b$ has no effect on estimation efficiency. In big data streams, we tend to prefer a rather small subset size $n_t$ then setting small $b$ for higher calculation efficiency may not work. However, as entire dataset cannot be obtained in big data streams scenario, OHR is no longer applicable and UHR is the only possible method so that a little bit longer running time of UHR is tolerable.

Table 11: Average Running Time in Experiment 3 for $b = 100$

|          | case 1 | case 2 | case 3 | case 4 | case 5 | case 6 |
|----------|--------|--------|--------|--------|--------|--------|
| OLS      | 0.98250| 0.98310| 0.95790| 0.98050| 0.97960| 0.97840|
| RLS      | 1.96290| 1.94380| 1.95850| 1.97450| 1.96220| 1.95190|
| OHR      | 2.02670| 2.28570| 2.37480| 2.22820| 2.29830| 2.28450|
| DC-HR    | 1.77900| 1.86630| 1.87670| 1.83970| 1.77620| 1.83630|
| UHR      | **1.75810**| **1.84130**| **1.83750**| **1.81400**| **1.85240**| **1.82630**|

|          | case 1 | case 2 | case 3 | case 4 | case 5 | case 6 |
|----------|--------|--------|--------|--------|--------|--------|
| OLS      | 0.97090| 0.97520| 0.97280| 0.97380| 0.97270| 0.99380|
| RLS      | **1.96890**| 2.04620| 1.97240| **1.95330**| **1.96670**| 1.95050|
| OHR      | 2.52180| 2.57020| 2.45510| 2.52730| 4.55150| 2.32000|
| DC-HR    | 2.02770| **1.97980**| 2.00170| 2.07250| 2.49510| 1.96030|
| UHR      | 2.01890| 2.03020| **1.93080**| 2.04700| 2.46830| 1.90100|

1 The values shown in bold are the optimal model indexes (except OLS algorithm) in each case.

Table 12: Average Running Time in Experiment 3 for $b = 200$

|          | case 1 | case 2 | case 3 | case 4 | case 5 | case 6 |
|----------|--------|--------|--------|--------|--------|--------|
| OLS      | 0.97720| 0.98290| 1.01140| 0.98460| 0.98500| 0.97810|
| RLS      | **1.67800**| **1.65770**| **1.65050**| **1.65270**| **1.64270**| **1.76660**|
| OHR      | 2.10430| 2.40010| 2.46390| 2.32010| 2.42100| 2.36800|
| DC-HR    | 2.36680| 2.43230| 2.42160| 2.41890| 2.42460| 2.42040|
| UHR      | 2.34550| 2.40360| 2.38780| 2.39220| 2.37850| 2.40130|

|          | case 1 | case 2 | case 3 | case 4 | case 5 | case 6 |
|----------|--------|--------|--------|--------|--------|--------|
| OLS      | 1.02260| 0.98390| 0.97880| 1.01350| 0.97970| 0.98880|
| RLS      | **1.75910**| **1.61520**| **1.77020**| **1.69830**| **1.61170**| **1.67900**|
| OHR      | 2.61610| 2.68210| 2.54390| 2.64820| 4.81750| 2.41370|
| DC-HR    | 2.62560| 2.63130| 2.53630| 2.64060| 2.97750| 2.50600|
| UHR      | 2.59650| 2.57810| 2.50440| 2.59220| 2.91410| 2.47980|

1 The values shown in bold are the optimal model indexes (except OLS algorithm) in each case.

For Experiment 3 and Experiment 4, we divide them into homogeneous and heterogeneous cases and average running time of 6 cases of random error. The relationship between sample size and running time are represented in Figure 4 and Figure 5. According to Figure 5, We can draw conclusions as follows.
Table 13: Average Running Time in Experiment 3 for $b = 500$

|            | case 1 | case 2 | case 3 | case 4 | case 5 | case 6 |
|------------|--------|--------|--------|--------|--------|--------|
| **homogeneous** |        |        |        |        |        |        |
| OLS        | 1.00940 | 0.99870 | 1.01550 | 1.02750 | 1.08760 | 1.01830 |
| RLS        | 3.42860 | 3.29650 | 3.14050 | 3.29470 | 3.16500 | 3.16210 |
| OHR        | **2.01170** | 2.39080 | 2.30080 | 2.33080 | 2.35250 | 2.26460 |
| DC-HR      | 2.34690 | 2.53610 | 2.38140 | 2.44700 | 2.52070 | 2.41760 |
| UHR        | 2.11160 | **2.19880** | **2.17990** | **2.13890** | **2.19090** | **2.15200** |
| **heterogeneous** |        |        |        |        |        |        |
| OLS        | 1.02390 | 0.98440 | 1.09730 | 1.01810 | 1.01980 | 1.01280 |
| RLS        | 3.54000 | 3.19630 | 3.15630 | 3.24660 | 3.16610 | 3.26170 |
| OHR        | 2.47570 | 2.59900 | 2.36000 | 2.62570 | 4.64180 | 2.31450 |
| DC-HR      | 2.71570 | 2.92090 | 2.62800 | 2.97190 | 3.29770 | 2.67450 |
| UHR        | **2.50870** | 2.66040 | **2.35530** | **2.59340** | **2.87450** | **2.27890** |

The values shown in bold are the optimal model indexes (except OLS algorithm) in each case.

Table 14: Average Running Time in Experiment 3 for $b = 1000$

|            | case 1 | case 2 | case 3 | case 4 | case 5 | case 6 |
|------------|--------|--------|--------|--------|--------|--------|
| **homogeneous** |        |        |        |        |        |        |
| OLS        | 1.00480 | 0.99670 | 0.99650 | 0.99950 | 1.00350 | 1.00390 |
| RLS        | 6.90460 | 6.77830 | 6.39620 | 4.47510 | 4.64180 | 4.46410 |
| OHR        | **2.30300** | **2.60550** | **2.77850** | **2.53540** | **2.62030** | **2.61390** |
| DC-HR      | 2.73700 | 2.88140 | 2.83060 | 2.94160 | 2.70820 | 2.89440 |
| UHR        | 3.06820 | 3.20160 | 3.01010 | 2.72710 | 2.86340 | 2.83450 |
| **heterogeneous** |        |        |        |        |        |        |
| OLS        | 1.02390 | 0.98440 | 1.09730 | 1.01810 | 1.01980 | 1.01280 |
| RLS        | 3.54000 | 3.19630 | 3.15630 | 3.24660 | 3.16610 | 3.26170 |
| OHR        | **2.47570** | **2.59900** | **2.36000** | **2.62570** | **4.64180** | **2.31450** |
| DC-HR      | 2.71570 | 2.92090 | 2.62800 | 2.97190 | 3.29770 | 2.67450 |
| UHR        | **2.50870** | 2.66040 | **2.35530** | **2.59340** | **2.87450** | **2.27890** |

The values shown in bold are the optimal model indexes (except OLS algorithm) in each case.

Figure 3: batch number-calculation time for case6
(1) Overall, Linear Regression algorithms run faster than Huber algorithms, indicating the same result with Experiment 2. Nevertheless, estimation accuracy is the priority, so that we still prefer Huber algorithms, although Linear Regression algorithms have better communication efficiency.

(2) For Huber algorithms, UHR performs better than OHR in most cases in calculation efficiency. According to the line trend, running time of OHR climb faster than UHR when total sample size $N_b$ increasing. Moreover, we obtained the computation complexity of UHR and OHR before which are $O(KpNn)$ and $O(KpN^2)$. This is coordinated with the line in Figure 4 that line of UHR and OHR are rather similar to linear and quadratic functions of $N_b$, which verifies UHR has lower computation efficiency than OHR in simulations.

Unlike $n_t = 5000$ in Experiment 3, Experiment 4 sets $n_t = 1000$. Therefore, Figure 5 shows a distinct graph from Figure 4. When $N_b < 4 \times 10^5$, UHR in Figure 5 still runs faster than OHR, presenting the same outcome with Figure 4. However, UHR shows a disadvantage in calculation gradually when $N_b > 4 \times 10^5$. This result is not owing to the increase in $N_b$. For this deduction, we can refer to Experiment 3, where UHR runs faster than OHR with $N_b = 1 \times 10^6, n_t = 5000$. Therefore, we may assume bad performance in Experiment 4 is due to another variant $b$. This is similar to observations in Experiment 1, which may result from increase in iterations. A possible solution is using parallel or distributed calculation on multiple machines inside the algorithm to cut down total running time.
4.2 Real Data Analysis

In real data analysis, we use our UHR, OLS, RLS, OHR, DC-HR algorithms used in simulation and DC-AHR algorithm to do the regression. Among them, DC-AHR is a combination of naïve-dc and Adaptive Huber regression (Sun et al., 2020; Wang et al., 2021). By comparing the results, we want to prove that our algorithm has good performance in real applications as well.

Our real data is the airline dataset from 2009 ASA Data Expo (http://statcomputing.org/dataexpo/2009/the-data.html). It contains departure and landing information of 12 million business flights in America between 1978 and 2008. We choose data in 2007 as research object, which has 7,453,215 pieces of information, about 0.654GB in total. After removing the canceled and missing flight information, 7275288 samples were left. We use the first 3,000,000 samples as training set, and the rest as test set. Set subset number \( b = 100 \), a rather small value, to better imitate the process of big data streams.

Model researched is a four element linear regression model proposed by Schifano et al., which is widely used in many big data regression investigations (Jiang et al., 2018, 2021; Wang et al., 2016).

\[
AD = \gamma_0 + \gamma_1 HD + \gamma_2 DIS + \gamma_3 NF + \gamma_4 WF + \epsilon
\]  

(21)

In Eq.(21), \( AD \) is a transformation of raw data variable ArrDelay, standing for arrival delay. It is a continuous variable and transformed by formula \( \log(\text{ArrDelay} - \min(\text{ArrDelay}) + 1) \). \( HD \) stands for the hour of departure time, which is a discrete variable ranging from 1 to 24. \( DIS \) is flight distance with unit of a thousand miles. \( NF \) and \( WF \) are both dummy variables. \( NF \) stands for whether taking off at night. It equals to 1 for taking off during 8 pm to 5 am of the next day and equals to 0 else. \( WF \) equals to 1 for taking off on weekends and equals to 0 on weekdays.

We choose 3 evaluation indexes. The first is regression coefficient \( \gamma = (\gamma_0, \gamma_1, \gamma_2, \gamma_3, \gamma_4)^T \). By comparing itself and its significance, differences between 6 algorithms can be shown. It should be mentioned that in significance tests, we use bootstrap to estimate stand error and then calculate t-value, for in distributed algorithms, t-value cannot be obtained directly like Oracle ones. The second index is regression error including \( mse \) and \( mae \), which are both out of sample errors. Their expressions are like Eq.(22) and Eq.(23). The last index is running time, aiming at calculation efficiency.

\[
mse = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2
\]  

(22)

\[
mae = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|
\]  

(23)

The outcomes are presented in Table 15. Firstly, there is little difference between coefficients of each algorithm. The t-values are all significant, showing these methods are all interpretative to this model. In estimation efficiency, the estimation error of UHR is the smallest and also rather close to that of Oracle Huber, which again proves its asymptotic equivalency with Oracle algorithm. Meanwhile, its estimation error is smaller than that of DC-HR and DC-AHR as well, attesting Online Updating’s better performance than divide-and-conquer. As for calculation efficiency, Huber algorithms run slower than Linear Regression algorithms. However, according to \( mse \) and \( mae \), Huber algorithms can cut down estimation error validly compared to Linear Regression. This is the reason we prefer Huber ones. Moreover, UHR has an outstanding performance between Huber ones with 5 seconds faster than Oracle Huber regression. This achieves our goal of speeding the calculation process. Overall, UHR performs impressively in real data analysis.

5 Conclusions and Discussions

In order to process statistical analysis on big data streams and solve the outlier problem simultaneously, this paper proposes an Online Updating Huber Regression algorithm. By combining online updating method with Huber regression, UHR achieves both big data streams regression through updating historical data continuously and robust estimation on contaminated datasets. Proved by theoretical and simulation results, UHR is asymptotic equivalent to Oracle one using entire dataset and has lower computation complexity. After constructing our algorithm, we also apply it to simulations and real data analysis. In simulations, UHR performs outstandingly when random error is heavy-tailed distributed.
or has a large amount of outliers. It has good performance in calculation efficiency compared with the Oracle one as well, especially for cases when subset number \( b \) is relatively small. In real data analysis, UHR also has good regression results for the airline dataset with the smallest estimation error, much faster calculation speed than the Oracle algorithm and significant regression coefficients, attesting its feasibility in real applications.

However, there are also some issues needed to be further investigated in the future. Firstly, we assume the true value of unknown parameters to be estimated does not change in data generating process. This assumption ignores to consider concept drift issue in big data streams, which may not be true in real applications. Thus, more complicated streaming data models need to be investigated. Secondly, in the concept of big data, we only consider big data with high volume but not with high dimensions. In future work, by combining it with the penalty function, we can investigate the high-dimensional regularized online updating problems. Lastly, the proposed algorithm is designed for independent data, which is a rather simple assumption. We can further focus on solutions to dependent or non-stationary big data streams in the future.
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