ON THE GEOMETRIC SIDE OF THE ARTHUR TRACE FORMULA FOR THE SYMPLECTIC GROUP OF RANK 2

WERNER HOFFMANN AND SATOSHI WAKATSUKI

Abstract. We study the non-semisimple terms in the geometric side of the Arthur trace formula for the split symplectic similitude group or the split symplectic group of rank 2 over any algebraic number field. In particular, we show that the coefficients of unipotent orbital integrals are expressed by the Dedekind zeta function, Hecke $L$-functions, and the Shintani zeta function for the space of binary quadratic forms.
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1. Introduction

The Arthur-Selberg trace formula is one of the main tools in the study of automorphic representations of a reductive group $G$ defined over an algebraic number field $F$ (or rather, of the group $G(\mathbb{A})$ of the points of $G$ over the adele ring $\mathbb{A}$ of $F$). This formula is an identity between two expansions of a distribution $J^T(f)$ on $G(\mathbb{A})$, which depends on a test function $f$ and a truncation parameter $T$. The spectral side
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of the trace formula, which will not be discussed in this paper, is an expansion in terms of automorphic representations of $G$ and its Levi subgroups $M$. The geometric side is, roughly speaking, an expansion in terms of conjugacy classes of elements $\gamma$ of $G(\mathbb{F})$ and its Levi subgroups [Ar4]. It is a linear combination of weighted orbital integrals $J_M(\gamma, f)$ with coefficients $a^M(\gamma)$, which in general depend on the choice of a sufficiently large finite set $S$ of places of $\mathbb{F}$.

Those coefficients have been determined only in special cases, viz. for semisimple elements $\gamma$ (see [Ar4, Theorem 8.2]), for $M$ of $F$-rank one (see [Ho1]) and for $M = \text{GL}(3)$ (see [Fli], [M]). The general lack of knowledge has not prevented applications to the Langlands correspondence, where the above distributions for two different groups had to be compared. However, this problem constrains the study of the asymptotic distribution of automorphic representations of a single group.

In the current paper we determine the coefficients $a^M(S, \gamma)$ when $G$ is one of the groups $GSp(2)$ or $Sp(2)$ over $\mathbb{F}$. The coefficients will be expressed in terms of certain zeta functions. We will encounter the Dedekind zeta function and Hecke $L$-functions familiar from the analogous results for the groups $GL(2)$ and $GL(3)$. The subregular unipotent class is more interesting, because the Shintani zeta function for the space of binary quadratic forms enters the stage. Along the way, we also compute the weight factors of unipotent weighted orbital integrals. The contribution of semisimple elements to the trace formula is well known, and we leave it aside.

By comparing the coefficients for the two groups considered, we find that the differences can be interpreted by coefficients of stable unipotent orbital integrals of elliptic endoscopic groups of $Sp(2)$. Our explanation agrees with Assem’s results on local unipotent orbital integrals of $Sp(2)$ (cf. [As]). This means that our results provide part of the stabilization of the unipotent terms for $Sp(2)$. One more point is that the difference of subregular unipotent terms is a sum of special values of Shintani zeta functions with non-trivial quadratic characters. From [Sa1] and [Sa2] we will derive a formula expressing such Shintani zeta functions as products of the Dedekind zeta function and special values of Hecke $L$-functions. The formula looks like a stabilization of Shintani zeta functions and is a generalization of [IS, Theorem 1].

The aim of this paper is not just the computation of certain coefficients. Groups of rank two are a test field for a program to rewrite the geometric side of the trace formula in terms of zeta integrals [Ho3]. This approach replaces the invariance argument of [Ar3] and removes the restriction on $S$. It also gives a new interpretation of the weight factors appearing in singular weighted orbital integrals.
Using the methods of [FL] and [M], it should be possible to extend the results to functions \( f \) in an \( L^1 \)-Sobolev space. This would allow matrix coefficients of integrable discrete series as test functions and make Godement’s dimension formula a special case of the trace formula (cf. [Go]). Godement’s formula has been used to obtain explicit formulas for multiplicities of integrable holomorphic discrete series of \( \text{Sp}(2, \mathbb{R}) \) (see, e.g., [Wa]). In the present paper, however, we are content with \( \rho \) mapped to \( 2 \times \) matrix coefficients of integrable discrete series as test functions and make for multiplicities of integrable holomorphic discrete series of \( \text{Sp}(2, \mathbb{R}) \) (see, e.g., [Go]).

1.1. **Basic objects.** Let us recall the pertinent definitions. For any connected linear algebraic \( F \)-group \( G \), we denote by \( X(G)_F \) the group of \( F \)-rational characters of \( G \) and by \( A_G \) the \( F \)-split part of the center of \( G \). We have the vector space \( a_G = \text{Hom}_F(X(G)_F, \mathbb{R}) \) and the homomorphism \( H_G : G(\mathbb{A}) \to a_G \) characterized by \( \langle H_G(g), \chi \rangle = \log |\chi(g)| \). There is a linear function \( \rho_G \) on \( a_G \) such that the character \( \text{det} \circ \text{Ad} \) is mapped to \( 2\rho_G \) under the natural embedding of \( X(G)_F \) into the dual space \( a_G^* \). The kernel of \( H_G \) will be denoted by \( G(\mathbb{A})^1 \). Here, the locally compact \( F \)-algebra \( \mathbb{A} \) may be replaced by any closed subalgebra, e.g. by \( F_S = \prod_{v \in S} F_v \), where \( S \) is a finite subset of the set \( \Sigma \) of places of \( F \). We have \( \mathbb{A} = F_S \mathbb{A}^S \), where \( \mathbb{A}^S \) is the restricted product of the completions \( F_v \) over all places \( v \notin S \). If \( S \) equals the set \( \Sigma_{\infty} \) of all infinite places of \( F \), we write this decomposition as \( \mathbb{A} = F_{\infty} \mathbb{A}_{\text{fin}} \).

Now let \( G \) be reductive (in which case \( \rho_G = 0 \)). For any parabolic subgroup \( P \) of \( G \) with unipotent radical \( N_P \) and Levi component \( M_P \), all defined over \( F \), we have a unitary representation \( R_P \) of \( G(\mathbb{A})^1 \) on \( L^2(N_P(\mathbb{A}) M_P(F) \backslash G(\mathbb{A})^1) \). It can be integrated to a representation of the Banach algebra \( L^1(G(\mathbb{A})^1) \), and for an element \( f \) of the latter, \( R_P(f) \) is an integral operator with kernel

\[
K_P(g,h) = \sum_{\gamma \in M_P(F)} \int_{N_P(\mathbb{A})} f(g^{-1} \gamma nh) \, dn.
\]

We fix a maximal compact subgroup \( K = \prod_{v \in \Sigma} K_v \) of \( G(\mathbb{A}) \) such that \( K_{\text{fin}} = \prod_{v < \infty} K_v \) is open in \( G(\mathbb{A}_{\text{fin}}) \) and that \( G(\mathbb{A}) = P(\mathbb{A}) K \) for all parabolic \( F \)-subgroups \( P \). We extend the maps \( H_P \) to \( G(\mathbb{A}) \) by setting \( H_P(pk) = H_P(p) \) for \( p \in P(\mathbb{A}) \) and \( k \in K \). For a parabolic subgroup \( P' \) containing \( P \), the natural projection \( a_P \to a_{P'} \) maps \( H_P(g) \) to \( H_{P'}(g) \), and we denote its kernel by \( a_{P'}^P \). We denote by \( \gamma_P \) the characteristic function of the set of all \( X \in a_P \) such that \( \rho_{P'}(X) > 0 \) for all such \( P' \) different from \( G \).
We also fix a minimal parabolic subgroup $P_0$ and a truncation parameter $T \in a_{P_0}$. Then we have its projections $T_P \in a_P$ for the standard parabolic subgroups $P$ (i.e. those containing $P_0$). Arthur’s trace distribution is defined for $f \in C^\infty_c(G(\mathbb{A})^1)$ as

\begin{equation}
J^T(f) = \int_{G(F)\backslash G(\mathbb{A})^1} \sum_{P \supset P_0} (-1)^{\dim \mathfrak{a}_P^G} \sum_{\delta \in P(\mathbb{F}) \backslash G(F)} K_P(\delta g, \delta g) \hat{\tau}_P(H_P(\delta g) - T_P) \, d^1 g,
\end{equation}

where $d^1 g$ is a Haar measure on $G(\mathbb{A})^1$. Its convergence was proved in [Ar2] under some regularity condition on $T$, which was shown to be unnecessary in [Ho2].

We can define instances $T_P \in a_P = \text{Hom}(X(P), \mathbb{R})$ of the truncation parameter $T$ for nonstandard parabolic subgroups $P$, too, so that the identity

$$H_{\delta P \delta^{-1}}(\delta g) - T_{\delta P \delta^{-1}} = \text{Ad}(\delta)(H_P(g) - T_P)$$

holds for all $\delta \in G(F)$ and $g \in G(\mathbb{A})$. In view of $H_{\delta P \delta^{-1}}(\delta g) = \text{Ad}(\delta)(H_P(g) - H_P(\delta^{-1}))$, it suffices to set $T_{\delta P \delta^{-1}} = \text{Ad}(\delta)(T_P - H_P(\delta^{-1}))$ for all standard parabolic subgroups $P$ and all $\delta \in G(F)$. In the formula for $J^T(f)$, we may omit the sum over $\delta$ if we extend the other sum over all parabolic subgroups $P$. Thus, the choice of $P_0$ is unimportant. In [Ar5 Section 2], a version $J(f) = J^{T_0}(f)$ was defined, where $T_0$ is determined by the choice of $K$ and a minimal Levi subgroup $M_0$. We will, however, retain the dependence on $T$. When expanding $J^T(f)$ in terms of weighted orbital integrals, it is useful to make those depend on $T$ as well.

This entails a minor modification of the weight factors introduced in [Ar5]. Let $M$ be a Levi subgroup of $G$. This means that $M$ is a Levi component of a parabolic subgroup $P$, in which case there is a canonical isomorphism $a_M \rightarrow a_P$. The set $\mathcal{P}(M)$ of such parabolic subgroups is in bijection with the set of chambers in $a_M$. We consider the Fourier-Laplace transform

$$\theta_P(\lambda)^{-1} = \int_{a_M} \hat{\tau}_P(X) e^{\lambda(X)} \, dX$$

of $\hat{\tau}_P$ defined for $\lambda \in a_{M,\mathbb{C}}$ with $\text{Re}(\lambda)$ negative on the chamber $a_P^+ \subset a_P^*$ corresponding to $P$. Its inverse $\theta_P(\lambda)$ is a homogeneous polynomial and extends to all of $a_{M,\mathbb{C}}^*$. For any $g \in G(\mathbb{A})$ and any truncation parameter $T$, the family of functions

$$v_P(\lambda, g, T) = e^{\lambda(T_P - H_P(g))}$$
on \( i\mathfrak{a}_M^* \), indexed by \( P \in \mathcal{P}(M) \), is a \((G,M)\)-family. Hence
\[
v_M(\lambda, g, T) = \sum_{P \in \mathcal{P}(M)} \frac{v_P(\lambda, g, T)}{\theta_P(\lambda)}
\]
extends to a smooth function on \( i\mathfrak{a}_M^* \). We put
\[
v_M(g, T) = \lim_{\lambda \to 0} v_M(\lambda, g, T).
\]
Then \( v_{M,\delta^{-1}}(\delta g, T) = v_M(g, T) \) for all \( \delta \in G(F) \).

Next we recall from [Ar6] the definition of weighted orbital integrals
\[
J^T_M(\gamma, f) = \sum_{P \in \mathcal{P}(M)} \frac{r_P(\lambda, \gamma, a)}{\theta_P(\lambda)}
\]
and its analogues with \( L \) in place of \( G \), one can define
\[
(1.3) \quad J^T_M(\gamma, f) = \lim_{a \to 1} \sum_{L \in \mathcal{L}(M)} r_L^T(\gamma, a) J^T_L(a\gamma, f).
\]
We will recall the definition of \( r_P \) in Section 2.4 below, where we introduce a minor modification in order to simplify the explicit formulas. One recovers the traditional \( T \)-independent distribution \( J^T_M(\gamma, f) \) by replacing all points \( T_P \) by zero. However, one then loses the property
\[
J^T_{M,\delta^{-1}}(\delta \gamma^{-1}, f) = J^T_M(\gamma, f) \quad (\delta \in G(F))
\]
and has to stick to the set \( \mathcal{L} \) of standard Levi subgroups, i.e., those containing \( M_0 \).

Finally, we can state the fine geometric expansion of the trace distribution. Suppose that \( \gamma, \gamma' \in G(F) \) and let \( \sigma \) (resp. \( \sigma' \)) be the
semi-simple part of the Jordan decomposition of \( \gamma \) (resp. \( \gamma' \)). We say that \( \gamma' \) is \((G,S)\)-equivalent to \( \gamma \) if there exists an element \( \delta \in G(F) \) such that \( \sigma = \delta^{-1} \sigma' \delta \) and the unipotent elements \( \sigma^{-1} \gamma \) and \( \sigma'^{-1} \delta^{-1} \gamma \delta \) are \( G_\sigma(F_S) \)-conjugate. We denote by \((M(F))_{M,S}\) the set of \((M,S)\)-equivalence classes in \(M(F)\). Then, for every compact subset \( \Delta \) of \( G(\mathbb{A}^1) \), there is a finite subset \( S_\Delta \supset \Sigma_\infty \) of \( \Sigma \) such that, for every finite subset \( S \) of \( \Sigma \) containing \( S_\Delta \), every \( M \in \mathcal{L} \) and \( \gamma \in M(F) \) there are numbers \( a^M(S,\gamma) \) such that

\[
J_T(f) = \sum_{M \in \mathcal{L}} |W_0^M|^{-1} \sum_{\gamma \in (M(F))_{M,S}} a^M(S,\gamma) J^T_M(\gamma,f)
\]

for any \( f \in C_c^\infty(G(F_S)^1) \) with \( \text{supp} \, f \subset \Delta \) (cf. [Ar4, Theorem 9.2] for the case \( T = T_0 \)). On the left-hand side, \( f \) is extended to \( G(\mathbb{A}^1) \) by setting \( f(g_s g^S) = f(g_s) \phi_{K_S}(g^S) \) for \( g_s \in G(F_S) \) and \( g^S \in G(S) \), where \( \phi_{K_S} \) is the characteristic function of \( K^S = \prod_{s \in S} K_v \). Due to the conjugacy invariance, we may replace the sum over \( \mathcal{L} \) by a sum over the set of \( G(F) \)-conjugacy classes of Levi subgroups \( M \), in which case the factor \( |W_0^M|^{-1} \) disappears.

1.2. Summary of results on coefficients. We are going to summarize known results as well as our new results on the coefficients appearing on the geometric side of the Arthur trace formula. For groups of \( F \)-rank one, the coefficients can be expressed by prehomogeneous zeta functions (cf. [Ho1] for the non-adelic situation). In the present paper, however, we work entirely in the adelic situation. The coefficients \( a^M(S,\gamma) \) for arbitrary elements \( \gamma \) can be expressed in terms of the coefficients \( a^{G_\sigma}(S,u) \), where \( \sigma \) and \( u \) are the semisimple and unipotent parts of \( \gamma \), resp. (cf. [Ar4, (8.1)]). Therefore it is enough to consider unipotent elements of groups \( G \) which can occur as centralizers of semisimple elements. For unipotent elements, \((G,S)\)-equivalence coincides with \( G(F_S) \)-conjugacy. Thus, we consider the set \((\mathcal{U}_G(F))_{G,S}\) of unipotent \( G(F_S) \)-conjugacy classes which meet \( G(F) \).

We need the following additional notation related to the number field \( F \) and its adele ring \( \mathbb{A} \). We denote by \(|\ |\) the idele norm on \( \mathbb{A}^\times \) and set \( \mathbb{A}^1 = \{ x \in \mathbb{A}^\times \mid |x| = 1 \} \). For each finite place \( v \), let \( \pi_v \) denote a prime element of \( F_v \) and let \( q_v \) denote the cardinality of the residue field of \( F_v \). If \( \chi = \prod_v \chi_v \) is a character of \( \mathbb{A}^1/F^\times \cong \mathbb{A}^\times/F^\times(\mathbb{R}^\times)^0 \), where \( \chi_v \) is a character of \( F_v^\times \), we set

\[
L_v(s,\chi_v) = \begin{cases} 
(1 - \chi_v(\pi_v) q_v^{-s})^{-1} & \text{if } v < \infty \text{ and } \chi_v \text{ is unramified}, \\
1 & \text{if } v < \infty \text{ and } \chi_v \text{ is ramified}, 
\end{cases}
\]
where $S$ always denotes a finite set of places of $F$ which contains all Archimedean places. It is well known that $L^S(s, \chi)$ is absolutely convergent and holomorphic for $\text{Re}(s) > 1$ and can be meromorphically continued to the whole complex $s$-plane. We set

$$L^S(s, \chi) = \prod_{v \not\in S} L_v(s, \chi_v),$$

where $1_F$ denotes the trivial character of $\mathbb{A}^1/F^x$. It is known that $\zeta^S(s) = L^S(s, 1)$ and $\zeta_F(s) = L(s, 1_F)$.

First, we review known results for $\text{GL}(2)$, $\text{SL}(2)$, $\text{GL}(3)$, and $\text{SL}(3)$. For convenience, we set

$$(1.5) \quad \zeta^S_F(s) = L^S(s, 1_F) \quad \text{and} \quad \zeta_F(s) = L(s, 1_F),$$

where $1_F$ denotes the trivial character of $\mathbb{A}^1/F^x$. It is known that $\zeta^S_F(s)$ has a simple pole at $s = 1$. If $\chi \neq 1_F$, $L^S(s, \chi)$ is holomorphic at $s = 1$.

For general conventions concerning measures on Levi subgroups, unipotent radicals, and maximal compact subgroups see Section 2.3 below. The volume of $G(F) \backslash G(\mathbb{A})^1$ will be denoted by $\text{vol}_G$. Since $a_G(S, 1) = \text{vol}_G$ (cf. [Ar3]), it is enough to consider the case $u \neq 1$. We must choose measures for $a^G_M$ and $J_G(u, f)$. For the choices in the following cases, we refer to Sections 3.4, 5.2, 6.1, and 7 and Appendices A and B.

First, we review known results for $\text{GL}(2)$, $\text{SL}(2)$, $\text{GL}(3)$, and $\text{SL}(3)$. For convenience, we set

$$(1.6) \quad u_\alpha = \begin{pmatrix} 1 & \alpha \\ 0 & 1 \end{pmatrix} \in \text{SL}(2).$$

If $G = \text{GL}(n)$ or $\text{SL}(n)$, then $M_0$ denotes the minimal Levi subgroup which consists of diagonal matrices in $G$. In the case $G = \text{GL}(2)$, we have $(U_G(F))_{G,S} = \{1, u_1\}$, where we identify each $G(F_S)$-conjugacy class with its representative element. We denote by $c_F$ the residue of $\zeta_F(s)$ at $s = 1$ and by $c_F(S)$ the constant term in the Laurent expansion of $\zeta^S_F(s)$ at $s = 1$. We know from [FL, JL, GJ] that

$$a^{\text{GL}(2)}(S, u_1) = \frac{\text{vol}_{M_0}}{2c_F} \zeta_F(S).$$

In the case $G = \text{SL}(2)$, we have $(U_G(F))_{G,S} = \{1, u_\alpha \mid \alpha \in F^x/(F^x \cap (F^x_S)^2)\}$. We set $\chi_S = \prod_{v \in S} \chi_v$ and $|x|_S = \prod_{v \in S} |x|_v$. The stabilization of unipotent terms in [LL, (5.11)] provides

$$a^{\text{SL}(2)}(S, u_\alpha) = \frac{\text{vol}_{M_0}}{2c_F} \left\{ \zeta_F(S) + \sum_{\chi \neq 1_F} \chi_S(\alpha) L^S(1, \chi) \right\}$$

for $\alpha \in F^x/(F^x \cap (F^x_S)^2)$, where $\chi$ runs over all nontrivial quadratic characters of $\mathbb{A}^1/F^x$ unramified outside $S$ (cf. Section 3). Note that the right hand side is a finite sum.
For $G = \text{GL}(3)$ or $\text{SL}(3)$, let $M'$ be a maximal Levi subgroup containing $M_0$ and the elements

$$u' = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad u''_\alpha = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & \alpha \\ 0 & 0 & 1 \end{pmatrix}.$$

In the case $G = \text{GL}(3)$, we have $$(\mathcal{U}_G(F))_{G,S} = \{1, u', u''_1\}.$$ Let $c^S_F$ denote the residue of $\zeta_F^S(s)$ at $s = 1$ and let $c'_F(S)$ denote the coefficient of $(s - 1)$ in the Laurent expansion of $\zeta_F^S(s)$ at $s = 1$. We deduce from [FH] (cf. also [M]) that

$$a_{\text{GL}(3)}(S, u') = \text{vol}_{M'} \frac{\partial \zeta^S_F(s)|_{s=2}}{\zeta^S_F(2)},$$

$$a_{\text{GL}(3)}(S, u''_1) = \frac{\text{vol}_{M_0}}{3c'_F} \left\{ \zeta_F(S)^2 + c'_F(S)c^S_F \right\}.$$

If $G = \text{SL}(3)$, then $$(\mathcal{U}_G(F))_{G,S} = \{1, u', u''_\alpha | \alpha \in F^\times/(F^\times \cap (F^S_F)^3)\}.$$ Using the arguments for $\text{SL}(2)$ and $\text{GL}(3)$ we have

$$a_{\text{SL}(3)}(S, u') = \text{vol}_{M'} \frac{\partial \zeta^S_F(s)|_{s=2}}{\zeta^S_F(2)},$$

$$a_{\text{SL}(3)}(S, u''_\alpha) = \frac{\text{vol}_{M_0}}{3c'_F} \left\{ \zeta_F(S)^2 + c'_F(S)c^S_F \right\} + \sum_{\chi \neq 1_F} \chi_S(\alpha)L^S(1, \chi)L^S(1, \chi^{-1}) \}$$

where $\chi$ runs over all nontrivial cubic characters on $\mathbb{A}^1/F^\times$ unramified outside $S$ (cf. Appendix [B]).

In order to explain our formulas for $\text{GSp}(2)$ and $\text{Sp}(2)$, we recall the Shintani zeta function for the space of binary quadratic forms. For the sake of simple statements, we assume that $S$ contains all places dividing two. We denote the equivalence class of an element $d \in F^\times$ in $F^\times/(F^\times)^2$ by $\tilde{d}$. For each $\tilde{d}$, we have the quadratic character $\chi_d = \prod_v \chi_{d,v}$ on $\mathbb{A}^1/F^\times$ by class field theory. We set

$$\Omega(F) = \{\tilde{d} \in F^\times/(F^\times)^2 \mid d \in F^\times - (F^\times)^2\}$$

and, for $d_{S} \in F_S^\times$,

$$\Omega(F, S, d_{S}) = \{\tilde{d} \in \Omega(F) \mid d \in d_{S}(F_S^\times)^2\}.$$ The Shintani zeta function is given by

$$\xi^S(s; d_{S}) = \frac{\zeta^S_F(2s - 1) \zeta^S_F(2s)}{\zeta^S_F(2)} \sum_{\tilde{d} \in \Omega(F, S, d_{S})} \frac{L^S(1, \chi_d)}{L^S(2, \chi_d) N(f_{d_{S}}^{S} s - \frac{1}{2})}.$$
where \( N(f^S_d) \) equals the product of the numbers \( q_v \) over all \( v \notin S \) for which \( \chi_{d,v} \) is ramified. This zeta function is essentially the same as the series \( \xi_{x_S}(s) \) of [D]. However, his formulation and argument are not suitable for the trace formula. We will reproduce them using Saito’s results [Sa1, Sa2, Sa3] in order to simplify some arguments and clear up relations for rational and adelic orbits as well as local and global measures. Additionally, we need his results to study explicit forms of Shintani zeta functions with non-trivial quadratic characters. The original Shintani zeta functions in [Si1, Sh] can be related to the zeta functions \( \xi_{x_S}(s; d_S) \) via zeta integrals (cf. [Sa2, Section 2]).

The groups \( \text{GSp}(2) \) and \( \text{Sp}(2) \) have four classes of unipotent elements, which are (1) unit, (2) minimal, (3) subregular, and (4) regular. For \( \alpha \neq 0 \) and \( \det(x) \neq 0 \) we set

\[
n_{\text{min}}(\alpha) = \begin{pmatrix} 1 & 0 & \alpha & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad n_{\text{reg}}(\alpha) = \begin{pmatrix} 1 & 1 & 0 & \alpha \\ 0 & 1 & 0 & \alpha \\ 0 & 0 & 1 & 0 \\ 0 & 0 & -1 & 1 \end{pmatrix},
\]

\[
n_{\text{sub}}(x) = \begin{pmatrix} I_2 & x \\ O_2 & I_2 \end{pmatrix}
\]

where \( I_2 \) (resp. \( O_2 \)) is the unit (resp. zero) matrix of degree two. Note that \( n_{\text{sub}}(x) \in \text{Sp}(2) \) if and only if \( x \) is symmetric. Denote by \( V^{ss}(F) \) the set of non-degenerate \( 2 \times 2 \) symmetric matrices over \( F \) and by \( \sim_S \) the equivalence relation on \( V^{ss}(F) \) such that \( x \sim_S y \) if and only if \( \det(x^{-1}y) \in (F^*_S)^2 \). Then, we have

\[
(U_{\text{GSp}(2)}(F))_{\text{GSp}(2),S} = \{ 1, n_{\text{min}}(1), n_{\text{sub}}(x), n_{\text{reg}}(1) \mid x \in V^{ss}(F)/\sim_S \}.
\]

When \( G = \text{GSp}(2) \) or \( \text{Sp}(2) \), then \( M_0 \) denotes the minimal Levi subgroup consisting of diagonal matrices in \( G \), and non-conjugate maximal Levi subgroups \( M_1 \) and \( M_2 \) containing \( M_0 \) will be chosen in Section 5.1. We will see in Section 6.1 that

\[
a_{\text{GSp}(2)}(S, n_{\text{min}}(1)) = \frac{\text{vol}_{M_2}}{2c_F} \zeta^S_F(2),
\]

\[
a_{\text{GSp}(2)}(S, n_{\text{sub}}(x)) = \frac{\text{vol}_{M_1}}{2c_F} \mathcal{C}_F(S, -\det(x)) + \frac{\text{vol}_{M_1}}{2c_F} \begin{cases} \zeta^S_F(3) - \frac{1}{3s} \zeta^S_F(s)|_{s=3} & \text{if } x \sim_S I_1, \\ 0 & \text{if } x \not\sim_S I_1, \end{cases}
\]

\[
a_{\text{GSp}(2)}(S, n_{\text{reg}}(1)) = \frac{\text{vol}_{M_0}}{2c_F^2} (\mathcal{C}_F(S))^2 + \frac{3\text{vol}_{M_0}}{4c_F^2} \mathcal{C}'_F(S) \mathcal{C}^S_F,
\]
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where \( \mathfrak{r}_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \) and \( \mathfrak{c}_F(S, \alpha) \) is the constant term in the Laurent expansion of \( \mathcal{E}(s; \alpha) \) at \( s = 3/2 \).

Next, we treat \( \text{Sp}(2) \). We denote the Hasse invariant of an element \( x \) of \( V_{ss}(F) \) by \( \varepsilon_v(x) \) and define an equivalence relation \( \sim' \) on \( V_{ss}(F) \) by setting \( x \sim'_S y \) if and only if \( \text{det}(x^{-1}y) \in (F_S^\times)^2 \) and \( \varepsilon_v(x) = \varepsilon_v(y) \) for all \( v \in S \).

\[
(U_{\text{Sp}(2)}(F))_{\text{Sp}(2),S} = \left\{ 1, \ n_{\text{min}}(\alpha), \ n_{\sub}(x), \ n_{\text{reg}}(\alpha) \right\}, \quad \text{if } \alpha \in F^\times / (F^\times \cap (F_S^\times)^2), \ x \in V_{ss}(F) / \sim'_S \right\}.
\]

We will see in Section 7 that

\[
a_{\text{Sp}(2)}(S, n_{\text{min}}(\alpha)) = \frac{\text{vol}_{M_2}}{2c_F} \sum \chi_S(\alpha) L^S(2, \chi),
\]

where \( \chi \) runs over all quadratic characters of \( \mathbb{A}^1 / F^\times \) unramified outside \( S \), and also that

\[
a_{\text{Sp}(2)}(S, n_{\sub}(x)) = \frac{\text{vol}_{M_2}}{2c_F} \mathfrak{c}_F(S, -\det(x)) + \frac{\text{vol}_{M_1}}{2c_F} \left\{ \mathcal{E}_F(3)^{-1} \frac{d}{ds} \mathcal{E}_F(s)|_{s=3} \text{ if } x \sim'_S \mathfrak{r}_1, \right. \\
\left. 0 \quad \text{if } x \not\sim'_S \mathfrak{r}_1 \right\} + \frac{\text{vol}_{M_1}}{2c_F} \left( \prod_{v \in S} \varepsilon_v(x) \right) \sum_{d \in \mathfrak{Q}^u(F, S, -\det(x))} L^S(1, \chi_d)
\]

where

\[
\mathfrak{Q}^u(F, S, d_S) = \{ \tilde{d} \in \mathfrak{Q}(F, S, d_S) \mid \chi_{d,v} \text{ is unramified for every } v \not\in S \},
\]

and

\[
a_{\text{Sp}(2)}(S, n_{\text{reg}}(\alpha)) = \frac{\text{vol}_{M_0}}{2c_F} \mathfrak{c}_F(S) \left\{ \mathfrak{c}_F(S) + \sum_{\chi \neq 1_F} \chi_S(\alpha) L^S(1, \chi) \right\} + \frac{3\text{vol}_{M_0}}{4c_F^2} \mathfrak{c}_F^S(\tilde{\chi}) + \frac{\text{vol}_{M_0}}{4c_F^2} \mathfrak{c}_F^S \sum_{\chi \neq 1_F} \chi_S(\alpha) \left( \frac{d}{ds} L^S(s, \chi) \right)|_{s=1},
\]

where \( \chi \) runs over all nontrivial quadratic characters on \( \mathbb{A}^1 / F^\times \) unramified outside \( S \).

Consulting the results on local unipotent orbital integrals in [AS], we can find relations between the above coefficients and elliptic endoscopic groups of \( \text{Sp}(2) \). Assume that the value of \( \text{vol}_{M_k} \) \( (k = 0, 1, 2) \) is the same for \( \text{GSp}(2) \) and \( \text{Sp}(2) \). Theorem 4.2 (ii) of [AS] suggests that the difference

\[
a_{\text{Sp}(2)}(S, n_{\text{min}}(\alpha)) - a_{\text{GSp}(2)}(S, n_{\text{min}}(1))
\]

comes
from the central contributions of the quasi-split groups $\text{SO}(4, \chi_d)$. The value $L^S(2, \chi_d)$ in the coefficient $a^{\text{Sp}(2)}(S, n_{\min}(\alpha))$ should stand for the volume $\text{vol}_{\text{SO}(4, \chi_d)}$. Similarly, the value $L^S(1, \chi_d)$ in $a^{\text{Sp}(2)}(S, n_{\text{sub}}(x))$ should stand for $\text{vol}_{\text{SO}(2, \chi_d)}$. This is compatible with [As, Theorem 4.3 (ii)] implying that the difference $a^{\text{Sp}(2)}(S, n_{\text{sub}}(x)) - a^{\text{GSp}(2)}(S, n_{\text{sub}}(x))$ comes from the central contributions of $\text{SL}(2) \times \text{SO}(2, \chi_d)$. Furthermore, we see that the difference $a^{\text{Sp}(2)}(S, n_{\text{reg}}(\alpha)) - a^{\text{GSp}(2)}(S, n_{\text{reg}}(1))$ equals a linear combination of the coefficients of the regular stable unipotent orbital integrals of $\text{SO}(4, \chi_d)$ and $\text{SL}(2) \times \text{SO}(2, \chi_d)$. Such coefficients for $\text{SO}(4, \chi_d)$ can be studied by the method of Labesse and Langlands (cf. the proof of Theorem 3.1). This agrees with Theorems 4.2 (i) and 4.3 (i) of [As].

2. Preliminaries

2.1. Further notation. The cardinality of a finite set $X$ is denoted by $|X|$ and the subset of invertible elements of any ring $R$ by $R^\times$. We set $(\mathbb{R}^\times)^0 = \{x \in \mathbb{R} \mid x > 0\}$ and denote by $i \in \mathbb{C}$ the imaginary unit. If $K$ is a finite extension of a field $k$ of characteristic zero, we denote by $N_{K/k}(x)$ (resp. $\text{Tr}_{K/k}(x)$) the norm (resp. trace) of an element $x \in K$.

Let $F$ be an algebraic number field. In situations involving more than one field, we distinguish the objects introduced above by an additional subscript $F$. Let $\mathcal{O}$ be the ring of integers of $F$. We denote by $\Sigma_{\infty}$ (resp. $\Sigma_{\text{fin}}$) the set of all the infinite (resp. finite) places of $F$. For any $v \in \Sigma = \Sigma_{\infty} \cup \Sigma_{\text{fin}}$, we denote by $F_v$ the completion of $F$ at $v$. We set $\Sigma_{\mathbb{C}} = \{v \in \Sigma_{\infty} \mid F_v \cong \mathbb{C}\}$, $\Sigma_{\mathbb{R}} = \{v \in \Sigma_{\infty} \mid F_v \cong \mathbb{R}\}$, and $\Sigma_2 = \{v \in \Sigma_{\text{fin}} \mid v\mathbb{Z}\}$ for each $v \in \Sigma_{\text{fin}}$, we denote by $\mathcal{O}_v$ the ring of integers of $F_v$. We choose a prime element $\pi_v$ of $\mathcal{O}_v$ and set $g_v = |\mathcal{O}_v/\pi_v\mathcal{O}_v|.$

Let $\mathbb{A}$ be the adele ring of $F$, $\mathbb{A}_{\text{fin}} = \{(x_v) \in \mathbb{A} \mid x_v = 0 \text{ for any } v \in \Sigma_{\infty}\}$, and $F_\infty = \prod_{v \in \Sigma_{\infty}} F_v$. Then we have $\mathbb{A} = F_\infty \times \mathbb{A}_{\text{fin}}$ and similarly $\mathbb{A}^\times = F_\infty^\times \times \mathbb{A}_{\text{fin}}^\times$ for the idele group. For a vector space $V$ over $F$, we denote by $\mathcal{S}(V(F_\infty)), \mathcal{S}(V(\mathbb{A})), \mathcal{S}(V(F_\infty)), \mathcal{S}(V(\mathbb{A}_{\text{fin}}))$ the space of Schwartz-Bruhat functions on $V(F_\infty), V(\mathbb{A}), V(F_\infty), V(\mathbb{A}_{\text{fin}})$ respectively.

Let $dx$ denote the Haar measure on $\mathbb{A}$ normalized by $\int_{\mathbb{A}/F} dx = 1$. We fix a non-trivial additive character $\psi_Q$ on $\mathbb{A}_Q/Q$ and set $\psi_F = \psi_Q \circ \text{Tr}_{F/Q}$. Then, $dx$ is the self-dual Haar measure with respect to $\psi_F$, i.e., if we set

$$\hat{\phi}(y) = \int_{\mathbb{A}} \phi(x) \psi_F(xy) \, dx$$
for \( \phi \in S(\mathbb{A}) \) and \( y \in \mathbb{A} \), then
\[
\phi(x) = \int_{\mathbb{A}} \hat{\phi}(y) \psi_F(-xy) \, dy.
\]

Moreover, the Poisson summation formula then reads
\[
\sum_{x \in F} \phi(x) = \sum_{y \in F} \hat{\phi}(y).
\]

For each \( v \), let \( dx_v \) denote a Haar measure on \( F_v \). We assume that
\[
\int_{d(v)} dx_v = 1 \quad (v \in \Sigma_{\text{fin}}).
\]

In this setting, for \( \psi_F = \prod_{v \in \Sigma} \psi_{F_v} \), we note that \( dx_v \) is not the self-dual measure with respect to \( \psi_{F_v} \) in general. We denote by \( | \cdot |_v \) the normal valuation of \( F_v \) and by \( | \cdot | \) the \( \mathbb{A}^\times \) the Haar measure on \( \mathbb{A}^\times \), i.e.,
\[
d(a_0 x_v) = |a_0|_v dx_v \quad \text{for } a_0 \in F_v^\times \quad \text{and } d(ax) = |a| \, dx \quad \text{for } a \in \mathbb{A}^\times.
\]

Then
\[
|x| = \prod_{v \in \Sigma} |x_v|_v \quad \text{and} \quad \max(|x_1|_v, |x_2|_v, \ldots, |x_n|_v) \quad \text{if } v \in \Sigma_{\text{fin}}.
\]

Let \( d^x x_v \) denote a Haar measure on \( F_v^\times \) for each \( v \). We normalize \( d^x x_v \) for \( v \in \Sigma_{\text{fin}} \) by the condition \( \int_{d(v)} d^x x_v = 1 \). We also normalize \( d^x x_v \) for \( v \in \Sigma_{\infty} \) by the condition \( d^x x_v = dx_v/|x|_v \). The idele norm induces an isomorphism \( \mathbb{A}^\times/\mathbb{A}_1^\times \to (\mathbb{R}^\times)^0 \). We choose the Haar measure \( d^x x = \prod_{v \in \Sigma} d^x x_v \) on \( \mathbb{A}^\times \) and normalize the Haar measure \( d^1 x \) on \( \mathbb{A}_1 \) in such a way that the quotient measure on \( (\mathbb{R}^\times)^0 \) is \( dt/t \), where \( dt \) is the Lebesgue measure on \( \mathbb{R} \).

For \( (x_1, x_2, \ldots, x_n) \in F_v^n \), we define
\[
\|(x_1, x_2, \ldots, x_n)\|_v = \begin{cases} |x_1|^2 + |x_2|^2 + \cdots + |x_n|^2 & \text{if } v \in \Sigma_C, \\ ((|x_1|^2 + |x_2|^2 + \cdots + |x_n|^2)^{1/2} & \text{if } v \in \Sigma_R, \\ \max(|x_1|_v, |x_2|_v, \ldots, |x_n|_v) & \text{if } v \in \Sigma_{\text{fin}}. \end{cases}
\]

Let \( x = (x_v) \in \mathbb{A}_1^n \). If \( \|x\|_v = 1 \) for almost all \( v \), then the height of \( x \) is defined by \( \|x\| = \prod_{v \in \Sigma} \|x_v\|_v \).

Let \( S \) be a finite subset of \( \Sigma \). We set \( F_S = \prod_{v \in S} F_v \). We define the norm \( | \cdot |_S \) on \( F_S \) by \( |x|_S = \prod_{v \in S} |x_v|_v \) where \( x = (x_v) \in F_S \). We also define \( \| \cdot \|_S \) on \( F_S^n \) by \( \|x\|_S = \prod_{v \in S} \|x_v\|_v \) where \( x = (x_v) \in F_S^n \). A measure \( dx_S \) (resp. \( d^x x_S \)) on \( F_S \) (resp. \( F_S^n \)) is defined by
\[
dx_S = \prod_{v \in S} dx_v \quad (\text{resp. } d^x x_S = \prod_{v \in S} d^x x_v).
\]

For a commutative unital ring \( R \), we denote the ring of matrices of degree \( n \) over \( R \) by \( M(n, R) \), the unit matrix by \( I_n \) and the zero matrix by \( O_n \). We write \( ^t x \) for the transpose of \( x \in M(n, R) \) and
diag($a_1, a_2, \ldots, a_n$) for the diagonal matrix with entries $a_1, a_2, \ldots, a_n$. For an algebraic group $G$ defined over $F$ and a commutative unital $F$-algebra $R$, we denote by $G(R)$ the group of $R$-rational points of $G$. Let $\mathbb{G}_m$ denote the multiplicative group and let $R_{E/F}(H)$ denote the group obtained from an algebraic group $H$ over $E$ by restricting scalars from $E$ to $F$. If $G \subset \text{GL}(n)$, we set $G(\mathfrak{O}) = G(F) \cap \text{GL}(n, \mathfrak{O})$ and $G(\mathfrak{O}_v) = G(F_v) \cap \text{GL}(n, \mathfrak{O}_v)$ for each $v \in \Sigma_{\text{fin}}$. We set

$$\text{GSp}(2) = \left\{ g \in \text{GL}(4) \mid \exists \mu(g) \in \text{GL}(1) \text{ s.t.} \right\}$$

and $\text{Sp}(2) = \{ g \in \text{GSp}(2) \mid \mu(g) = 1 \}$.

Let $C_c^\infty(G(F))$ denote the space of compactly supported smooth functions on $G(F)$ and let $C_c^\infty(G(\mathbb{A}_{\text{fin}}))$ denote the space of compactly supported locally constant functions on $G(\mathbb{A}_{\text{fin}})$. We set $C_c^\infty(G(\mathbb{A})) = C_c^\infty(G(F)) \otimes C_c^\infty(G(\mathbb{A}_{\text{fin}}))$.

2.2. Tate integral. Let $\chi$ be a character of $\mathbb{A}^1/F^\times$. Since $\mathbb{A}^1/F^\times$ is identified with $\mathbb{A}^\times/F^\times(\mathbb{R}^\times)^0$, we may put $\chi = \prod_{v \in \Sigma} \chi_v$ where $\chi_v$ is a character of $F_v^\times$ for each $v \in \Sigma$. For $\phi \in \mathcal{S}(\mathbb{A})$, we set

$$\zeta(\phi, s, \chi) = \int_{\mathbb{A}^\times} |x|^s \chi(x) \phi(x) \, d^\times x = \int_{\mathbb{A}^\times / F^\times} |x|^s \chi(x) \sum_{y \in F^\times} \phi(yx) \, d^\times x.$$ 

The Tate integral $\zeta(\phi, s, \chi)$ is absolutely convergent and holomorphic for $\text{Re}(s) > 1$. If we put $\zeta_+(\phi, s, \chi) = \int_{\mathbb{A}^\times / F^\times, |x| > 1} |x|^s \chi(x) \phi(x) \, d^\times x$, then $\zeta_+(\phi, s, \chi)$ converges absolutely for any $s \in \mathbb{C}$ and is entire on $\mathbb{C}$. By the Poisson summation formula we have

(2.1)

$$\zeta(\phi, s, \chi) = \zeta_+(\phi, s, \chi) + \zeta_+(\hat{\phi}, 1-s, \chi^{-1}) + \delta_{\chi} \int_{F^\times \setminus \mathbb{A}^1} \, d^1 x \left( \frac{\hat{\phi}(0)}{s-1} - \frac{\phi(0)}{s} \right)$$

where $\delta_{\chi} = 1$ if $\chi$ is the trivial character $1_F$ of $\mathbb{A}^1/F^\times$, and $\delta_{\chi} = 0$ if $\chi \neq 1_F$. Hence, $\zeta(\phi, s, \chi)$ is meromorphically continued to the whole complex $s$-plane and satisfies the functional equation

$$\zeta(\phi, s, \chi) = \zeta(\hat{\phi}, 1-s, \chi^{-1}).$$

Let $S$ be a finite subset of $\Sigma$ containing $\Sigma_{\text{fin}}$ and $\chi_S = \prod_{v \in S} \chi_v$. In (1.4) and (1.5), we introduced the functions $L^S(s, \chi), \zeta_F^S(s)$, and $\zeta_F(s)$. We set

$$\zeta_S(\phi_S, s, \chi_S) = \int_{F_S^\times} \phi_S(x_S) |x_S|^s \chi_S(x_S) \, d^\times x_S \quad (\phi_S \in \mathcal{S}(\mathbb{A}_S)).$$
It is well known that $\zeta_S(\phi_S, s, \chi_S)$ is absolutely convergent and holomorphic for $\text{Re}(s) > 0$, and $\zeta_S(\phi_S, s, \chi_S)$ can be meromorphically continued to the whole complex $s$-plane. Let $\phi_{0,v}$ denote the characteristic function of $\mathcal{O}_v$ for each $v \in \Sigma_{\text{fin}}$. For $\phi_S \in \mathcal{S}(F_S)$, we set $\phi = \phi_S \times \prod_{v \in S} \phi_{0,v} \in \mathcal{S}(\mathbb{A})$. If we assume that $\chi$ is unramified outside $S$ (i.e., that $\chi_v$ is unramified for every $v \notin S$), then we have

$$\zeta(\phi, s, \chi) = \zeta_S(\phi_S, s, \chi_S) \times L^S(s, \chi).$$

Some of the main properties of $L^S(s, \chi)$ are deduced from this equality and (2.1). For example, it follows that the residue $c_F$ of $\zeta_F(s)$ at $s = 1$ satisfies $c_F = \int_{F^\times \backslash \mathbb{A}} d^1 x$. We will use the Poisson summation formula to study several integrals and zeta functions.

Note that $c_S \, dx_S = |x_S|_S \, d^x x_S$, where

$$c_S = \prod_{v \in S} c_v, \quad c_v = \begin{cases} (1 - q_v^{-1})^{-1} & \text{if } v \in \Sigma_{\text{fin}}, \\ 1 & \text{if } v \in \Sigma_{\text{\infty}}. \end{cases}$$

It is clear that the residue of $L^S(s, 1_F)$ at $s = 1$ is $c_F^S = c_F / c_S$. We also need the constants

$$c_F(S, \chi) = \lim_{s \to +1} \frac{d}{ds} (s - 1) L^S(s, \chi),$$

$$c'_F(S, \chi) = \frac{1}{2} \lim_{s \to +1} \frac{d^2}{ds^2} (s - 1) L^S(s, \chi).$$

If $\chi \neq 1_F$, then $c_F(S, \chi) = L^S(1, \chi)$ and $c'_F(S, \chi) = \frac{d}{ds} L^S(s, \chi)|_{s=1}$. With the notation $c_F(S) = c_F(S, 1_F)$ and $c'_F(S) = c'_F(S, 1_F)$, the Laurent expansion of $\zeta_F^S(s)$ at $s = 1$ reads

$$\zeta_F^S(s) = \frac{c_F^S}{s - 1} + c_F(S) + c'_F(S) (s - 1) + \cdots.$$

2.3. **Algebraic groups.** Let $G$ be a connected reductive algebraic group over $F$. For the notation $X(G)_F$, $A_G$, $a_G$, $a^*_G$, $H_G$, and $G(\mathbb{A})^1$, we refer to the first paragraph of Section 1.1. We have $a^*_G = X(G)_F \otimes_{\mathbb{Z}} \mathbb{R}$, and $X(G)_F$ is identified with a subset of $a^*_G$. Due to the duality between split tori and free abelian groups, every $F$-split torus is obtained from a $\mathbb{Q}$-split torus by base change. Thus considering $A_G$ as a $\mathbb{Q}$-split torus, we set $A_G^+ = A_G(\mathbb{R})^0$ and imbed it into $A_G(F_{\infty})$ using the diagonal homomorphism $\mathbb{R} \to F_{\infty}$.

Fix a Haar measure $dg$ (resp. $dH$) on $G(\mathbb{A})$ (resp. $a_G$). The homomorphism $H_G$ restricts to an isomorphism $A_G^+ \to a_G$, which transports $dH$ to a Haar measure on $A_G^+$. Hence, a Haar measure $d^1 g$ on $G(\mathbb{A})^1$
is deduced from $dg$ and $dH$ by the isomorphism $A_g^+ \to G(\mathbb{A})/G(\mathbb{A})$.
We set
\[
\text{vol}_G = \int_{G(F) \backslash G(\mathbb{A})} d^1 g.
\]
Let $dg_v$ denote a Haar measure on $G(F_v)$ for each $v \in \Sigma$. We may assume $dg = \prod_{v \in \Sigma} dg_v$. For a finite subset $S$ of $\Sigma$, a Haar measure $dg_S$ on $G(F_S)$ is defined by $dg_S = \prod_{v \in S} dg_v$.

Let $M$ be a Levi subgroup of $G$ over $F$. We denote by $\mathcal{L}(M) = \mathcal{L}^G(M)$ (resp. $\mathcal{F}(M) = \mathcal{F}^G(M)$) the set of Levi subgroups (resp. parabolic subgroups) of $G$ over $F$ that contain $M$. For each $P \in \mathcal{F}(M)$, the Levi decomposition of $P$ is denoted by $P = M_P N_P$ where $M_P \in \mathcal{L}(M)$ and $N_P$ is the unipotent radical of $P$. We set $\mathcal{P}(M) = \mathcal{P}^G(M) = \{P \in \mathcal{F}(M) | M_P = M\}$.

From now on, we fix a minimal Levi subgroup $M_0$. We set $\mathcal{L} = \mathcal{L}^G = \mathcal{L}(M_0)$, $\mathcal{F} = \mathcal{F}^G = \mathcal{F}(M_0)$, and $\mathcal{P} = \mathcal{P}^G = \mathcal{P}(M_0)$. For each $v \in \Sigma$, we take a maximal compact subgroup $K_v$ of $G(F_v)$ which is admissible relative to $M_0$ (cf. [Ar5, Section 1]). We set $K = \prod_{v \in \Sigma} K_v$.

The group $K$ is a maximal compact subgroup of $G(\mathbb{A})$ and called admissible relative to $M_0$. Then, we have $G(\mathbb{A}) = P(\mathbb{A}) K$ for any $P \in \mathcal{P}$. Furthermore, $K \cap M(\mathbb{A})$ is admissible relative to $M_0$ for any $M \in \mathcal{L}$. We set $A_P = A_{M_P}$ and $a_P = a_{M_P}$ for each $P \in \mathcal{F}$. A surjection $H_P : G(\mathbb{A}) \to a_P$ is defined by
\[
H_P(nmk) = H_{M_P}(m), \quad n \in N_P(\mathbb{A}), \quad m \in M_P(\mathbb{A}), \quad k \in K.
\]

Let $M \in \mathcal{L}$. By the restriction $X(M)_F \to X(A_M)_F$, we have a bijection $a_M^* \to a_{A_M}^*$, by which we identify both vector spaces. Let $M_1 \in \mathcal{L}$, $M_2 \in \mathcal{L}$, and $M_1 \subset M_2$. Then, we have $A_{M_2} \subset A_{M_1} \subset M_1 \subset M_2$ over $F$. Since the restriction $X(M_2)_F \to X(M_1)_F$ is injective, we obtain a linear injection $a_{M_2}^* \to a_{M_1}^*$, and a linear surjection $a_{M_1} \to a_{M_2}$. Since the restriction $X(A_{M_1})_F \to X(A_{M_2})_F$ is surjective, we have a linear surjection $a_{M_1}^* \to a_{M_2}^*$ and a linear injection $a_{M_2} \to a_{M_1}$. We set
\[
a_{M_2}^* = \{a_1 \in a_{M_1} | \langle a_1, a_2^* \rangle = 0, \forall a_2 \in a_{M_2}^*\}
\]
and
\[
(a_{M_2}^*)^* = \{a_1 \in a_{M_1}^* | \langle a_2, a_1^* \rangle = 0, \forall a_2 \in a_{M_2}\}.
\]
Then, we have
\[
a_{M_1} = a_{M_2} \oplus a_{M_1}^{M_2} \quad \text{and} \quad a_{M_1}^* = a_{M_2}^* \oplus (a_{M_2}^*)^*.
\]

For $P \in \mathcal{F}$, we set $a_P = a_{M_P}^*$, $a_{P_1}^* = a_{M_{P_1}}^{M_{P_2}}$, and $(a_{P_2}^*)^* = (a_{M_{P_2}}^{M_{P_1}})^*$. We denote by $\Phi_P \subset X(A_P)_F$ the set of roots of $A_P$ in the Lie algebra $n_P$ of $N_P$ and by $\Delta_P$ the subset of primitive roots.
We fix a minimal parabolic subgroup $P_0 \in \mathcal{P}$. Set $a_0 = a_{M_0}$, $a_0^* = a_{M_0}^*$, $a_0^P = a_{M_0}^P$, $(a_0^P)^* = (a_{M_0}^P)^*$, and $\Phi_0 = \Phi_{P_0}$. Now, $\Phi_0 \cup (-\Phi_0)$ is a root system in $(a_0^*)^*$ and $\Phi_0$ is a system of positive roots. Let $W_0 = W_0^G$ denote the Weyl group of the root system $\Phi_0 \cup (-\Phi_0)$ in $(a_0^*)^*$. We set $\Delta_0 = \Delta_{P_0}$, i.e., $\Delta_0$ is the set of simple roots attached to $\Phi_0$. Let $\hat{\Delta}_0$ denote the set of simple weights corresponding to $\Delta_0$.

Let $P \in \mathcal{F}$. Assume that $P \supset P_0$. A subset $\Delta_0^P$ of $\Delta_0$ is defined by

$$a_P = \{ a \in a_0 \mid \langle a, \alpha \rangle = 0, \quad \forall \alpha \in \Delta_0^P \}.$$ 

We set

$$\hat{\Delta}_P = \{ \varpi_\alpha \in (a_P^G)^* \mid \alpha \in \Delta_0 - \Delta_0^P \},$$

where $\varpi_\alpha$ is the fundamental weight corresponding to $\alpha$. Assume that $P_1, P_2 \in \mathcal{F}$ and $P_0 \subset P_1 \subset P_2$. We set

$$\Delta_{P_1} = \{ \alpha |_{a_{P_1}} \in (a_{P_1}^G)^* \mid \alpha \in \Delta_{P_1}^F - \Delta_{P_1}^P \},$$

$$\hat{\Delta}_{P_1} = \{ \varpi |_{a_{P_1}} \in (a_{P_1}^G)^* \mid \varpi \in \hat{\Delta}_{P_1} - \hat{\Delta}_{P_2} \}.$$ 

Note that $\Delta_{P_1 \cap M_{P_2}} = \Delta_{P_1}^F$ and $\hat{\Delta}_{P_1 \cap M_{P_2}} = \hat{\Delta}_{P_1}^F$.

Let $P \in \mathcal{F}$. Recall the element $\rho_\rho \in (a_P^G)^*$ defined in Section 1.1. The element $\rho_P$ satisfies

$$\rho_P = \frac{1}{2} \sum_{\alpha \in \Phi_P} (\dim n_\alpha) \alpha,$$

and $\delta_P(x) = e^{2\rho_P(H_P(x))}$ ($x \in P(\mathbb{A})$) is the modular character of $P$. Fix a Haar measure $dg$ on $G(\mathbb{A})$ and a Haar measure $dH$ on $a_P$. We denote by $dn$ the Haar measure on $N_P(\mathbb{A})$ normalized by $\int_{N_P(F) \cdot N_P(\mathbb{A})} dn = 1$. Let $dk$ denote the Haar measure on $K$ normalized by $\int_K dk = 1$ and let $da$ denote the Haar measure on $A_{M_P}^+$ induced from $dH$. Then, there exists an unique Haar measure $d^1m$ on $M_P(\mathbb{A})^1$ such that

$$\int_{G(\mathbb{A})} f(g) dg =$$

$$\int_{N_P(\mathbb{A})} \int_{M_P(\mathbb{A})} \int_{A_{M_P}^+} \int_K f(nmak) e^{-2\rho_P(H_P(a))} dk d^1 m da dn$$

for any $f \in C_c(\infty)(G(\mathbb{A}))$. A Haar measure $dm$ on $M_P(\mathbb{A})$ is determined by $dm = d^1 m da$. For each $v \in \Sigma$, let $dg_v$ denote a Haar measure on $G(F_v)$ and let $dn_v, dm_v, and dk_v$ denote Haar measures on $N_P(F_v), M_P(F_v)$ and $K_v$ respectively. We may assume that $dg = \prod_{v \in \Sigma} dg_v$, 

\[ dk = \prod_{v \in \Sigma} dk_v, \quad dn = \prod_{v \in \Sigma} dn_v, \quad \text{and} \quad dm = \prod_{v \in \Sigma} dm_v. \] Furthermore, we may also assume that

\[ \int_{K_v} dk_v = 1 \quad (v \in \Sigma), \quad \int_{N_P(F_v) \cap K_v} dn_v = 1 \quad (v \in \Sigma_{\text{fin}}) \]

and

\[ \int_{G(F_v)} f_v(g_v) dg_v = \int_{N_P(F_v) \cap M_P(F_v) \cap K_v} f_v(n_v m_v k_v) e^{-2 \rho_P(H_P(m_v))} dk_v dm_v dn_v \]

for any \( v \in \Sigma \) and any \( f_v \in C_c^\infty(G(F_v)) \). We also have the Haar measures \( d\mu_s = \prod_{v \in S} d\nu_v \), \( d\mu_s = \prod_{v \in S} d\nu_v \), and \( d\mu_k = \prod_{\nu \in S} d\mu_k \) on \( N(F_S), M(F_S), \) and \( K_S = \prod_{\nu \in S} K_v \) respectively.

### 2.4. Weighted orbital integrals.

We revisit the definition (1.3) of weighted orbital integrals \( J_M^T(\gamma, f) \), where \( M \) is a Levi subgroup, \( \gamma \in G(F) \) and \( f \in C_c^\infty(G(F_S)^1) \) for some finite subset \( S \) of \( \Sigma \) containing \( \Sigma_\infty \). There is an alternative description depending on the choice of a parabolic subgroup \( P_1 \in \mathcal{P}(M) \). We decompose the integral (1.2) defining \( J_M(a \gamma, f) \) in the case \( G_{a \gamma} \subset M \) by writing \( g = nmk \) with \( n \in N_{P_1}(F_S), m \in M_{\gamma}(F_S) \setminus M(F_S) \) and \( k \in K_S = \prod_{\nu \in S} K_v \). Then \( \mu = m^{-1} \gamma m \) runs through the \( M(F_S) \)-orbit \( O_\gamma(M(F_S)) \) of \( \gamma \), and a further substitution \( n^{-1} a \mu n = a \mu \nu \) yields the formula

\[ J_M^T(a \gamma, f) = |D_M(a \gamma)|_S^{1/2} \delta_{P_1}(a \gamma)^{1/2} \]

\[ \int_{K_S} \int_{O_\gamma(M(F_S))} \int_{N_{P_1}(F_S)} f(k^{-1} a \mu \nu k) v_M(n, T) \, d\nu \, d\mu \, dk, \]

where \( n \) is to be regarded as a function of \( \nu \) and \( a \mu \). Recall that the weight factor was obtained from the \((G, M)\)-family of functions \( v_P(\lambda, n, T) \). A modified \((G, M)\)-family is given by

\[ w_P(\lambda, a, \mu \nu, T) = v_P(\lambda, n, T) \prod_{\beta} r_\beta(\lambda, \gamma, a), \]

where \( \beta \) runs through the reduced roots of \((N_P/(N_P \cap N_{P_1}), A_M)\) and

\[ r_\beta(\lambda, \gamma, a) = |a^\beta|_{S}^{(\langle \beta, \gamma \rangle)/2} |1 - a^{-\beta}|_{S}^{(\langle \beta, \gamma \rangle) - 1} = |(a^\beta - 1)(1 - a^{-\beta})|_{S}^{(\langle \beta, \gamma \rangle)/2}. \]

Here \( \beta \gamma \in A_M \) is a coroot scaled by a nonnegative factor in such a way that the limits \( w_P(\lambda, 1, \mu \nu) \) (and their analogues for Levi subgroups

---
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\[ L \in \mathcal{L}(M) \text{ in place of } G \] exist and are nonzero for generic \( \lambda \) and \( \nu \).

With the corresponding function
\[
(2.2) \quad w_M(1, \mu, T) = \lim_{\lambda \to 0} \sum_{P \in \mathcal{P}(M)} \frac{w_P(\lambda, 1, \mu, T)}{\theta_P(\lambda)}
\]
one now has
\[
(2.3) \quad J^T_M(\gamma, f) = |D^M(\gamma)|^{1/2} \delta_P(\gamma)^{1/2} \int_{K_0} \int_{\Omega_{\gamma}(M(F))} \int_{N_{F(P)}} f(k^{-1} \mu \nu k) w_M(1, \mu, T) d\nu d\mu dk.
\]

Arthur actually defines \( r_\beta \) differently, namely as \( |a^\beta - a^{-\beta}|_S^{\lambda(\beta, \gamma)} \). Since this produces additional constants in explicit formulas, we have adopted the present modified definition. It also has the property \([Ar6, (3.5)]\).

Thus, if we define a \((G, M)\)-family as in \([Ar6, (5.1)]\) by
\[
r_P(\lambda, \gamma, a) = \prod_\beta r_\beta(\lambda/2, \gamma, a),
\]
where \( \beta \) ranges over the reduced roots of \((P, A_M)\), then the proof of \([Ar6, \text{Lemma 5.3}]\) applies (slightly generalized by the inclusion of the truncation parameter \( T \)) and shows that the formulas \((1.3)\) and \((2.3)\) agree.

The version of formula \((2.3)\) given on top of \([Ar6, \text{p. 256}]\) looks more complicated because it is intermingled with descent to the unipotent case. This descent is based on the following fact. If \( \gamma \) has semisimple part \( \sigma \) and unipotent part \( u \in G(\sigma(F)) \), then \( r_P(\lambda, \gamma, a) = r_{P_\sigma}(\lambda_\sigma, u, a) \) for \( a \in A_M(F) \), where \( \lambda_\sigma \in a_{M, \mathbb{C}} \) is the image of \( \lambda \in a_{M, \mathbb{C}} \) under the natural map induced by the embedding \( A_M \to M \) (cf. \([Ar6, (5.1)]\)).

There is also a global version of this descent introduced in \([Ar4]\). Before stating it, we have to recall another form of the geometric side of the trace formula.

2.5. The coarse geometric expansion. Two elements of \( G(F) \) are called \( \mathcal{O} \)-equivalent if their semisimple parts are \( G(F) \)-conjugate. Let \( \mathcal{O} = \mathcal{O}^G \) denote the set of \( \mathcal{O} \)-equivalence classes in \( G(F) \). For any parabolic subgroup \( P \), any \( \mathfrak{o} \in \mathcal{O} \) and \( f \in C_c^\infty(G(\mathfrak{a})^1) \), we define the partial kernel function
\[
K_{P, \mathfrak{o}}(g, h) = \sum_{\gamma \in M^P(\mathfrak{a}) \cap \mathcal{O}} \int_{N_{F(\mathfrak{a})}} f(g^{-1} \gamma nh) dn.
\]
Since \( P(F) \cap \mathfrak{o} = (M(F) \cap \mathfrak{o}) N_{F(P)}(F) \), it does not depend on the choice of \( M_P \). If we replace \( K_P \) by \( K_{P, \mathfrak{o}} \) in the definition \((1.1)\) of \( J^T(f) \), we
obtain a distribution \( J^T_\sigma(f) \), and the coarse geometric expansion is
\[
J^T(f) = \sum_{\sigma \in \mathcal{O}} J^T_\sigma(f).
\]

It was proved in [Ar2] that the sum over \( \mathcal{O} \) together with the integral over \( G(F) \backslash G(\mathbb{A})^1 \) implicit in \( J^T_\sigma(f) \) is absolutely convergent. The unipotent elements of \( G(F) \) make up an \( \mathcal{O} \)-equivalence class, and the corresponding term is denoted by \( J^T_{\text{unip}}(f) \).

2.6. **Descent to the unipotent case.** Let \( \sigma \in G(F) \) be semisimple and assume that \( \sigma \) is \( F \)-elliptic in \( M \), i.e., \( A_M = A_{M_\sigma} \). Let \( K_\sigma \) be a maximal compact subgroup of \( G_\sigma(\mathbb{A}) \) with the analogous properties as \( K \). As always, we consider distributions that depend on a truncation parameter. In [Ar6, Cor. 8.7] and [Ar4, p. 197], the components of \( T \) resp. \( T_\sigma \) corresponding to nonstandard parabolics are treated incorrectly. In fact, the truncation parameters \( T \) for \( G \) and \( T_\sigma \) for \( G_\sigma \) are independent of each other. For \( R \in \mathcal{F}(M_\sigma) \) (the analogue of \( \mathcal{F}(M) \) with \( G \) replaced by \( G_\sigma \)), \( g \in G_\sigma(\mathbb{A}) \) and \( h \in G(\mathbb{A}) \), we define
\[
\Gamma_R(g, h, T_\sigma, T) = \sum_{S \in \mathcal{F}(M_\sigma)} \tau^S_R(H_R(g) - T_{\sigma,R}) \sum_{Q \in \mathcal{F}(M)} (-1)^{\dim a_Q^\sigma} \hat{\tau}(H_Q(gh) - T_Q).
\]

Then
\[
\sum_{P \in \mathcal{F}(M)} (-1)^{\dim a_P^\sigma} \hat{\tau}(H_P(gh) - T_P) = \sum_{S \in \mathcal{F}(R)} (-1)^{\dim a_P^{\sigma R}} \hat{\tau}^R_S(H_R(g) - T_{\sigma,R}) \Gamma_S(g, h, T_\sigma, T).
\]

This follows from the equivalence of (4.1)* and (4.2)* in [Ar4] applied to the \((G, M)\)-orthogonal set that is given for \( P \in \mathcal{P}(M) \) by
\[
\mathcal{Y}_T^{T_\sigma,T}(g, h) = (H_{P_\sigma}(g) - T_{P_\sigma}) - (H_P(gh) - T_P).
\]

Thus, if we denote the integral of \( \Gamma_R(a, h, T_\sigma, T) \) over \( a \in (R(\mathbb{A}) \cap G_\sigma(\mathbb{A})^1)/R(\mathbb{A})^1 \) by \( \nu'_R(h, T_\sigma, T) \) and set
\[
f_{R,h}^{T_\sigma,T}(m) = \delta_R(m)^{1/2} \int_{K_\sigma} \int_{N_R(F_S)} f(h^{-1} \sigma k^{-1} m nk h) \nu'_R(kh, T_\sigma, T) \, dn \, dk,
\]
then Lemma 6.2 in [Ar4] takes the following form. If \( \sigma \) is an \( \mathcal{O} \)-equivalence class in \( G(F) \) containing the semisimple element \( \sigma \) and
$i^G(\sigma) = G_{\sigma, +}(F) / G_{\sigma}(F)$, then for $f \in C_c^\infty(G(\mathbb{A})^1)$ we have

$$J_o^T(f) = |i^G(\sigma)|^{-1} \int_{G_{\sigma}(\mathbb{A}) \backslash G(\mathbb{A})} \sum_{R \in F^\sigma(M)} |W_0^M| |W_0^{G_{\sigma}}|^{-1} J_{\text{unip}}^{M_R, T_R^o} (f_{R, h}^{T_R}) \, dh$$

where $T_R^o$ is a truncation parameter for $M_R$ derived from $T$ in the obvious way.

Now we fix $\gamma \in G(F)$ with Jordan decomposition $\gamma = \sigma u$ and return to the local situation. Let again $S$ be a finite subset of $\Sigma$ containing $\Sigma_\infty$ and set $K_{\sigma, S} = K_{\sigma} \cap G_{\sigma}(F_S)$. For a parabolic subgroup $R$ of $G_{\sigma}$, let $K_R(g)$ denote the second component of $g \in G_{\sigma}(F_S)$ in the decomposition $G_{\sigma}(F_S) = R(F_S)K_{\sigma, S}$. Then, for $P \in \mathcal{P}(M)$ and $h \in G(F_S)$, we have

$$Y_{P}^{T_R, T}(g, h) = T_P - H_P(K_{P, \sigma}(g)h) - T_{P, \sigma}.$$ 

These points form a $(G, M)$-orthogonal set that can replace

$$\{-H_P(K_{P, \sigma}(g)h) \mid P \in \mathcal{P}(M)\}$$

in the formulas in [Ar6, p. 250/251]. The resulting version of [Ar6, Cor. 8.4] then reads

$$v_L(gh, T) = \sum_{R \in F^\sigma(M_\sigma)} v_{L_R}^{T_R}(g)v_R'(K_R(g)h, T_{\sigma}, T),$$

and [Ar6, Cor. 8.7] becomes

$$J_M^T(\gamma, f) = |D(\gamma)|^{1/2} \int_{G_\sigma(F_S) \backslash G(F_S)} \sum_{R \in F^\sigma(M_\sigma)} J_{M_R, T_R}^{M_{\sigma}} (u, f_{R, h}^{T_R}) \, dh$$

for $f \in C_c^\infty(G(F_S)^1)$.

Now the proof of [Ar4, Lemma 7.1] is correct and applies to general truncation parameters. The dependence on $T_\sigma$ drops out, as the left-hand side does not depend on it. If we set

$$\varepsilon^G(\sigma) = \begin{cases} 1 & \text{if } A_{G_{\sigma}} = A_G, \\ 0 & \text{otherwise}, \end{cases}$$

we have the descent formula for coefficients

$$a^G(S, \gamma) = \varepsilon^G(\sigma) |i^G(\sigma)|^{-1} \sum_{\{u \mid \sigma u \sim \gamma\}} a^{G_{\sigma}}(S, u),$$

where the sum is taken over all $u \in (U_{G_{\sigma}}(F))_{G_{\sigma}, S}$ such that $\sigma u$ is $(G, S)$-equivalent to $\gamma$ (cf. [Ar4, Theorem 8.1]).
2.7. Mean value formula for \( \text{SL}(n) \). Assume that \( n \) is a natural number larger than 1. Let \( G \) denote the algebraic group \( \text{SL}(n) \) over \( F \) and let \( V \) denote the vector space of \( 1 \times n \) matrices. Let \( dg \) be a Haar measure on \( G(\mathbb{A}) \). We denote by \( dx_j \) \( (1 \leq j \leq n) \) the Haar measure on \( \mathbb{A} \) defined in Section 2.1. Then, \( dx = dx_1 dx_2 \cdots dx_n \) is a Haar measure on \( V(\mathbb{A}) \) as \( x = (x_1, x_2, \cdots, x_n) \). We define a right action of \( G \) on \( V \) by the matrix multiplication \( (x, g) \mapsto xg \) \( (x \in V, g \in G) \). We set \( V^0 \) equal to the scheme-theoretic complement of 0 in \( V \). For any \( F \)-algebra \( B \), a point \( x \in V(B) \) belongs to \( V^0(B) \) if and only if there exists an \( F \)-linear function \( l \) on \( V \) such that \( l(x) = 1 \). It is known that

\[
\int_{G(F) \backslash G(\mathbb{A})} \sum_{x \in V^0(F)} f(x \cdot g) \, dg = \text{vol}_G \int_{V(\mathbb{A})} f(x) \, dx
\]

where \( f \in C_c^\infty(V(\mathbb{A})) \) (cf. \cite{Si2, We, O}), and that the complement of \( V^0(\mathbb{A}) \) in \( V(\mathbb{A}) \) has measure zero. This formula is called a mean value formula and will be applied to the proof of Theorem \( \ref{6.3} \).

3. A formula of Labesse and Langlands

In this section, we generalize the formula \cite{LL} (5.11) and discuss its application to the trace formula. It can be regarded as a generalization of the non-adelic formula \cite{HI} Theorem 1.2, which was applied to dimension formulas for spaces of Hilbert cusp forms. A further generalization was given by Wright \cite{Wr} Theorem I.1 in the study of pre-homogeneous zeta functions. However, the original method of Labesse and Langlands gives not only an alternative proof for \cite{Wr} Theorem I.1] but also of more general formulas.

3.1. A formula of Labesse and Langlands. Let \( F \) be an algebraic number field and \( E \) a finite algebraic extension of \( F \). For each \( w \in \Sigma_E \), we denote by \( \| \|_w \) the normal valuation of \( E_w \). For \( v \in \Sigma_F \) and \( w \in \Sigma_E \), the notation \( w|v \) means that \( F_v \) is the completion of \( F \) via \( w \). In this case, \( |x|_w = |N_{E_w/F_v}(x)|_v \) for \( x \in E_w \).

We fix a natural number \( n \) and consider the \( n \)-fold direct sum \( A = E^n \) of algebras and the \( n \)-fold direct product \( M = R_{E/F}(\mathbb{G}_m)^n \) of algebraic groups. Hence, \( A^\times = M(F) \). A Haar measure \( dm \) on \( M(\mathbb{A}) \) is defined by \( dm = \prod_{j=1}^n dm_j \), where \( dm_j \) is the Haar measure on \( \mathbb{A}^\times_E \) given in Section 2.1. We identify \( t \in (\mathbb{R}^\times)^0 \) with \( (y_w) \in \mathbb{A}^\times_E, y_w = t^{1/[E:Q]} \) \( (\forall w \in \Sigma_{E,\infty}), y_w = 1 \) \( (\forall w \in \Sigma_{E,\text{fin}}) \). For each \( k \), we denote by \( d^k t_k \) the Haar measure on \( (\mathbb{R}^\times)^0 \subset \mathbb{A}^\times_E \) of Section 2.1. We define the Haar measure \( d^k t \) on \( A^\times_M = ((\mathbb{R}^\times)^0)^n \) by \( d^k t = \prod_{k=1}^n d^k t_k \). From this we have a normalization of \( d^1 m \). Let \( V \) denote the vector space with
the $F$-structure $V(F) = A$. For $s = (s_1, s_2, \ldots, s_n) \in \mathbb{C}^n$ and $m = (m_1, m_2, \ldots, m_n) \in M(A)$, we set

$$|m|^s_A = \prod_{j=1}^n |m_j|^s_{A,E} \quad \text{and} \quad |m|_A = \prod_{j=1}^n |m_j|_{A,E}.$$ 

A zeta integral $\zeta_A(\phi, s, \chi)$ for $A$ is defined by

$$\zeta_A(\phi, s, \chi) = \int_{M(h)} \phi(m) |m|^s_A \chi(m) \, dm,$$

where $s \in \mathbb{C}^n$, $\phi \in \mathcal{S}(V(A))$, and $\chi$ is a character of $M(A)^1/M(F)$. We easily see that $\zeta_A(\phi, s, \chi)$ converges absolutely for $\text{Re}(s_k) > 1$ ($k = 1, 2, \ldots, n$) and can be meromorphically continued to all $s \in \mathbb{C}^n$.

Let $H$ be a connected reductive algebraic group over $F$. Fix a Haar measure $dh$ on $H(A)$ and let $d^1 h$ be the Haar measure on $H(A)^1$ according to Section 2.3. Suppose that we are given an $F$-rational homomorphism $\iota : H \to M$, which will be denoted by $h^\iota = (h_1, h_2, \ldots, h_n)$ for $h \in H$. We also consider the $F$-rational homomorphism $\kappa : M \to M$ defined by

$$m^\kappa = (m_1^\kappa, m_2^\kappa, \ldots, m_n^\kappa),$$

where $\kappa_j \in \mathbb{N}$ ($1 \leq j \leq n$) are given numbers. The algebraic group

$$G = M \times H$$

over $F$ acts on $V$ by

$$(m, h) \cdot x = m^\kappa h^\iota x = (m_1^\kappa_1 h_1 x_1, m_2^\kappa_2 h_2 x_2, \ldots, m_n^\kappa_n h_n x_n),$$

where $m = (m_1, m_2, \ldots, m_n) \in M$, $h \in H$ and $x = (x_1, x_2, \ldots, x_n) \in V$. The pair $(G, V)$ is a prehomogeneous vector space over $F$. We define a zeta integral by

$$\zeta_A^{\kappa,\iota}(\phi, s) = \int_{M(h)/M(F)} \int_{H(h)/H(F)} |m|^s_A \sum_{x \in A^x} \phi(m^\kappa h^\iota x) \, d^1 h \, dm,$$

where $s \in \mathbb{C}^n$ and $\phi \in \mathcal{S}(V(A))$. If $\text{Re}(s_k) > 1$ ($k = 1, 2, \ldots, n$), then $\zeta_A^{\kappa,\iota}(\phi, s)$ is absolutely convergent. The following is a generalization of the formula [LL, (5.11)].

**Theorem 3.1.** Let $\phi \in \mathcal{S}(V(A))$. The zeta integral $\zeta_A^{\kappa,\iota}(\phi, s)$ can be meromorphically continued to the whole of $\mathbb{C}^n$. It satisfies the formula

$$\zeta_A^{\kappa,\iota}(\phi, s) = \left( \prod_{j=1}^n \kappa_j^{-1} \right) \text{vol}_H \sum_{\chi} \zeta_A(\phi, s, \chi),$$
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where \( \chi \) runs over all characters of \( M(\mathbb{A})^1/M(F) \) which are trivial on \( \kappa(M(\mathbb{A})^1) \) and \( \iota(H(\mathbb{A})^1) \).

**Proof.** We will mimic the proof of [LL, (5.11)]. Assume \( \text{Re}(s_k) > 1 \) \((k = 1, 2, \ldots, n)\). Then we have

\[
\zeta_A^{\kappa,\iota}(\phi, s) = \sum_{x \in M(F)/\kappa(M(F))\iota(H(F))} \int_{(M(\mathbb{A}) \times H(\mathbb{A}))^1/I(F)} \phi((m, h) \cdot x) |m^{\kappa}|_A^s \, d^x m \, d^1 h,
\]

where \( I(F) = \{(m, h) \in G(F) \mid m^\kappa h^\iota = 1\} \). By the Poisson summation formula for \( M(F)/\kappa(M(F))\iota(H(F)) \) and \( M(\mathbb{A})/\kappa(M(F))\iota(H(F)) \), we have

\[
\zeta_A^{\kappa,\iota}(\phi, s) = \text{vol}_M^1 \sum_{\chi \in (M(F)/\kappa(M(F))\iota(H(F)))^\perp} \int_{M(\mathbb{A})^1/\kappa(M(F))\iota(H(F))} d^1 m' \int_{(M(\mathbb{A}) \times H(\mathbb{A}))^1/I(F)} d^x m \, d^1 h \phi(m^{\kappa} h^{\iota} m') |m'|^s_A \chi(m').
\]

By change of variable we get

\[
\zeta_A^{\kappa,\iota}(\phi, s) = \left( \prod_{j=1}^n \kappa_j^{-1} \right) \text{vol}_M^1 \sum_{\chi \in (M(F)/\kappa(M(F))\iota(H(F)))^\perp} \int_{M(\mathbb{A})/\kappa(M(F))\iota(H(F))} d^1 m' \int_{(M(\mathbb{A}) \times H(\mathbb{A}))^1/I(F)} d^x m \, d^1 h \phi(m^{\kappa} h^{\iota} m') |m'|^s_A \chi(m').
\]

Since the map \( G(F)/I(F) \rightarrow \kappa(M(F))\iota(H(F)) \) \((m, h) \mapsto m^{\kappa} h^\iota\) is bijective, we find

\[
\zeta_A^{\kappa,\iota}(\phi, s) = \left( \prod_{j=1}^n \kappa_j^{-1} \right) \text{vol}_M^1 \sum_{\chi \in (M(F)/\kappa(M(F))\iota(H(F)))^\perp} \zeta_A(\phi, s, \chi) \int_{H(\mathbb{A})^1/H(F)} \chi(h'^{-1})^{-1} d^1 h \int_{M(\mathbb{A})^1/M(F)} \chi(m^{\kappa})^{-1} d^1 m
\]

by change of variable. This implies the formula in the theorem for \( \text{Re}(s_k) > 1 \), \( k = 1, 2, \ldots, n \). For a fixed test function \( \phi \), the right hand side is a finite sum and can therefore be meromorphically continued to the whole \( s \)-space. \( \square \)
3.2. Modified zeta integral. We identify $a_M$ with $\mathbb{R}^n$ such that

$$H_M((m_1, \ldots, m_n)) = (\log |m_1|_{\mathbb{A}_E}, \ldots, \log |m_1|_{\mathbb{A}_E})$$

for $m_i \in \mathbb{A}_E^\times$. We denote the set of subsets of $\{1, 2, \ldots, n\}$ by $\mathcal{Y}_n$. Let $T = (T_1, T_2, \ldots, T_n) \in a_M$ and $Y \in \mathcal{Y}_n$. We set $\overline{Y} = \{1, 2, \ldots, n\} - Y$. Let $\tau_{T,Y}(t_1, t_2, \ldots, t_n)$ denote the characteristic function of

$$(t_1, t_2, \ldots, t_n) \in \mathbb{R}^n \mid t_k < -T_k \quad (\forall k \in Y).$$

Let $dv$ denote the Haar measure on $\mathbb{A}_E$ normalized by $\int_{\mathbb{A}_E} dv = 1$. We set

$$dv_Y = \prod_{k \in Y} dv_k \quad \text{for } v = (v_1, v_2, \ldots, v_n) \in V(\mathbb{A}),$$

$$A_Y = \{(x_1, x_2, \ldots, x_n) \in A \mid x_k = 0 \quad (\forall k \in \overline{Y})\},$$

and

$$V_Y(\mathbb{A}) = \{(x_1, x_2, \ldots, x_n) \in V(\mathbb{A}) \mid x_k = 0 \quad (\forall k \in \overline{Y})\}.$$ 

For $v_Y = (v_1, v_2, \ldots, v_n) \in V_Y(\mathbb{A})$, we set $dv_Y = \prod_{j \in Y} dv_j$. We define a modified zeta integral $\zeta^{\kappa,t}_A(\phi, s, T)$ by

$$\zeta^{\kappa,t}_A(\phi, s, T) = \int_{M(\mathbb{A})/M(F)} \frac{dm}{H(\mathbb{A})^{1}/H(F)} \sum \frac{d^1 h |m^n|_A}{1} \sum_{Y \in \mathcal{Y}_n} (-1)^{|Y|} \int_{V_Y(\mathbb{A})} \phi(m^n h(x_Y + v_Y)) dv_Y \tau_{T,Y}(H_M(m)).$$

An additive character $\psi_Y$ on $V_Y(\mathbb{A})$ is defined similarly to Section 2.1. For $\phi \in \mathcal{S}(V(\mathbb{A}))$ and $Y \in \mathcal{Y}_n$, we set

$$\hat{\phi}^Y(x_Y + y_Y) = \int_{V_Y(\mathbb{A})} \phi(x_Y + y_Y) \psi_Y(x_Y y_Y) dy_Y,$$

where $x_Y \in V_Y(\mathbb{A})$ and $x_Y \in V_Y(\mathbb{A})$. Let $1_n$ denote the element $(1, 1, \ldots, 1)$ of $\mathbb{C}^n$. Then, the Poisson summation formula reads

$$\sum_{x_Y \in A_Y} \phi(a(x_Y + x_Y)) = \sum_{x_Y \in A_Y} \hat{\phi}^Y(ax_Y + a^{-1}x_Y) |a_Y|_A^{-1}1_n,$$

where $a \in M(\mathbb{A})$. From this formula we obtain

$$(3.1) \quad \sum_{x_Y \in A_Y^\times} \phi(ax_Y) = \sum_{Y'' \subseteq Y' \subseteq Y} (-1)^{|Y-Y'|} \sum_{x_{Y''} \in A_{Y''}^\times} \hat{\phi}^{Y'}(0_{Y-Y''} + a^{-1}x_{Y''}) |a_{Y''}|_A^{-1}1_n.$$
We set
\[ D^+_Y,T = \{(t_1, \ldots, t_n) \in ((\mathbb{R}^\times)^0)^n \mid t_k > e^{-T_k} (\forall k \in Y), t_k = 1 (\forall k \in \overline{Y})\}, \]
\[ D_Y,T = \{(t_1, \ldots, t_n) \in ((\mathbb{R}^\times)^0)^n \mid t_k < e^{-T_k} (\forall k \in Y), t_k = 1 (\forall k \in \overline{Y})\}, \]
and \(d^*_Y = \prod_{k \in Y} d^*t_k\). By using (3.1), we have
\[
\zeta^\kappa_i, i(\phi, s, T) = \int_{G(k)^1 / G(F)} d^1 m \, d^1 h \sum_{Y \in \mathcal{Y}_n} (-1)^{|Y|} \sum_{Z \subset Y} \int_{D^+_{Y \cup D_{Z,T}}} d^* t_{Y \cup Z} \sum_{x_Y \in A^x_Y, x_Z \in A^x_Z} \frac{\partial^s}{Z} \phi(Z)(m^\kappa h^t t^\kappa x_Y + (m^{-1})^\kappa (h^{-1})^t (t^{-1})^\kappa x_Z + 0_{Y-Z}) \\
\times (-1)^{|Z|} |t^*_Z|^1 \sum_{k \in Y-Z} \frac{e^{-\kappa_k k s_k T_k}}{K_k s_k}.
\]
Thus, we find that \(\zeta^\kappa_i, i(\phi, s, T)\) converges absolutely for \(\text{Re}(s_k) > 0\) \((k = 1, 2, \ldots, n)\). We also have
\[
\zeta^\kappa_i(\phi, s) = \int_{G(\mathcal{A})^1 / G(F)} d^1 m \, d^1 h \sum_{Y \in \mathcal{Y}_n} (-1)^{|Y|} \sum_{Z \subset Y} \int_{D^+_{Y \cup D_{Z,T}}} d^* t_{Y \cup Z} \sum_{x_Y \in A^x_Y, x_Z \in A^x_Z} \frac{\partial^s}{Z} \phi(Z)(m^\kappa h^t t^\kappa x_Y + (m^{-1})^\kappa (h^{-1})^t (t^{-1})^\kappa x_Z + 0_{Y-Z}) \\
\times (-1)^{|U|} |t^*_U|^1 \prod_{k \in Y-U} \frac{e^{-\kappa_k k s_k T_k}}{K_k s_k} \times \prod_{j \in U-Z} \frac{e^{-\kappa_k k s_j T_j}}{K_j s_j - K_j}.
\]
By the above two equalities we easily find that
\[
\lim_{s \to 1^+} \prod_{k=1}^n \partial \prod_{j=1}^n (s_j - 1) \zeta^\kappa_i(\phi, s) = \sum_{Y \in \mathcal{Y}_n} (-1)^{|Y|} \left( \prod_{i \in \mathcal{Y}} T_i \right) \zeta^\kappa, i(\phi_Y, 1_{|Y|}, T_Y)
\]
where \(\kappa_Y = (\kappa_k)_{k \in Y}, t_Y(h) = (h_k)_{k \in Y}, \phi_Y(x_Y) = \int_{(\mathcal{Y})} \phi(x_Y + x_\mathcal{Y}) \, dx_\mathcal{Y},\)
and \(T_Y = (T_k)_{k \in Y}\). Hence, we obtain (3.2)
\[
\zeta^\kappa_i(\phi, 1_n, T) = \sum_{Y \in \mathcal{Y}_n} \left( \prod_{i \in \mathcal{Y}} T_i \right) \lim_{s_Y \to 1_{|Y|}} \prod_{k \in Y} \partial \prod_{j \in Y} (s_j - 1) \zeta^\kappa, i(\phi_Y, s_Y),
\]

where \( s_Y = (s_k)_{k \in Y} \). In particular, if we substitute \( T_0 = (0,0,\ldots,0) \in a_M \) for \( T \), we get

\[
(3.3) \quad \zeta_A^{\kappa,\ell}(\phi,1_n,T_0) = \lim_{s \to 1_n} \prod_{k=1}^{n} \frac{\partial}{\partial s} \prod_{j=1}^{n} (s_j - 1) \zeta_A^{\kappa,\ell}(\phi,s).
\]

3.3. **Orbits and Decompositions.** Let \( S \) be a finite subset of \( \Sigma_F, \) \( \chi \) a character of \( M(\mathbb{A})^{1}/M(F) \), and \( \phi \in S(V(\mathbb{A})) \). We set

\[
S_E = \bigcup_{v \in S} \{ w \in \Sigma_E \mid w|v \}.
\]

There exist characters \( \chi_1, \chi_2, \ldots, \chi_n \) on \( \mathbb{A}_E^{1}/E^{\times} \) such that \( \chi = \prod_{k=1}^{n} \chi_k \).

We set

\[
\chi_k = \prod_{w \in \Sigma_E} \chi_{k,w}, \quad \chi_v = \prod_{k=1}^{n} \prod_{w | v} \chi_{k,w}, \quad \chi_S = \prod_{k=1}^{n} \prod_{w \in S_E} \chi_{k,w},
\]

and

\[
L^{S}_{A}(s,\chi) = \prod_{k=1}^{n} L^{S_E}_{E}(s_{k},\chi_{k})
\]

where \( L^{S_E}_{E}(s,\chi) \) means \( L^{S_E}_{E}(s,\chi) \) defined over \( E \) (cf. (1.4)). Let \( \phi_{0,v} \) denote the characteristic function of \( V(\mathcal{O}_v) \). We may assume the following condition on \( S \).

**Condition 3.2.** The finite set \( S \) satisfies \( S \supset \Sigma_{\infty} \), there exists a function \( \phi_S \in S(V(F_S)) \) such that \( \phi = \phi_S \prod_{v \notin S} \phi_{0,v} \), and \( V(\mathcal{O}_{F,v}) = \bigoplus_{w|v}(\mathcal{O}_{E,w})^{\Sigma_1} \) for any \( v \notin S \).

This is clearly satisfied for \( S \) large enough. In this case,

\[
\int_{V(\mathcal{O}_v)} |m|_{A}^{\nu} \chi(v(m)) \, dm_v = \begin{cases} 
\prod_{k=1}^{n} \prod_{w | v} L_{E,w}(s_k,\chi_{k,w}) & \text{if } \chi_{v} \text{ is unramified,} \\
0 & \text{otherwise}
\end{cases}
\]

for any \( v \notin S \), where \( L_{E,w}(s,\chi) \) stands for \( L_w(s,\chi) \) defined over \( E_w \) (cf. (1.4)). If \( \chi \) is unramified outside \( S \), then we get

\[
\zeta_A(\phi,s,\chi) = \int_{M(F_S)} \phi_S(m_S)|m_S|_{A}^{\nu} \chi_S(m_S) \, dm_S \times L^{S}_{A}(s,\chi).
\]

For \( Y \in \mathcal{V}_n \), we set

\[
\chi_S^Y = \prod_{k \in Y} \prod_{w \in S_E} \chi_{k,w}, \quad |m|_{Y,S} = \prod_{k \in Y} |m_k|_{S_E}, \quad c^{Y E}_{E}(S,\chi) = \prod_{k \in Y} c_{E}(S_E,\chi_k),
\]
Theorem 3.4. The following theorem is derived from Theorem 3.3.

Note that $|\mathfrak{S}_{Y,S}|$ is a finite set. The following theorem is derived from Theorem 3.3.

**Theorem 3.3.** Fix a test function $\phi \in \mathcal{S}(V(\mathbb{A}))$. Assume that $S$ satisfies Condition 3.2. If we substitute $\mathcal{T}_0 = (0, 0, \ldots, 0) \in a_M$ into (7.2) as a polynomial of $T$, then we have

$$
\zeta_A^{\kappa,\iota}(\phi, 1_n, \mathcal{T}_0) = \frac{\text{vol}_H}{\prod_{j=1}^n k_j} \sum_{Y \in \mathfrak{Y}_n} (c_E^S)^{|Y|} \sum_{\chi \in \mathfrak{S}_{Y,S}} \phi_S(m_S)|m_S|_A \chi_S^Y(m_S) \left( \prod_{k \in Y} \log |m_k|_{S_E} \right) dm_S.
$$

For $Y \in \mathfrak{Y}_n$, we set

$$
M_Y = \{ m = (m_1, m_2, \ldots, m_n) \in M \mid m_j = 1 \ (\forall j \in Y) \},
$$

and

$$
\mathcal{O}_{F,S}^Y = M_Y(F)/\{M_Y(F) \cap (\kappa(M(F_S)) \iota(H(F_S)))\}.
$$

Since $\mathcal{O}_{F,S}^Y = M_Y(F_S)/\{M_Y(F_S) \cap (\kappa(M(F_S)) \iota(H(F_S)))\}$, we deduce the following theorem from Theorem 3.3.

**Theorem 3.4.** Fix a test function $\phi \in \mathcal{S}(V(\mathbb{A}))$. Assume that $S$ satisfies Condition 3.2. If we substitute $\mathcal{T}_0 = (0, 0, \ldots, 0) \in a_M$ into (7.2) as a polynomial of $T$, then we have

$$
\zeta_A^{\kappa,\iota}(\phi, 1_n, \mathcal{T}_0) = \frac{\text{vol}_H}{\prod_{j=1}^n k_j} \sum_{Y \in \mathfrak{Y}_n} \sum_{\gamma \in \mathcal{O}_{F,S}^Y} (c_E^S)^{|Y|} \sum_{\chi \in \mathfrak{S}_{Y,S}} \chi_S^Y(\gamma) \phi_E^Y(S, \chi)
$$

$$
\times \int_{M_Y(F_S)\{\gamma \kappa(M_Y(F_S)) \iota(H(F_S))\}} \phi_S(m_S)|m_S|_A \left( \prod_{k \in Y} \log |m_k|_{S_E} \right) dm_S.
$$

The contribution of regular unipotent elements of $\text{SL}(n, F)$ to the trace formula for $n \geq 3$ seems to be related to $\zeta_A^{\kappa,\iota}(\phi, 1_n, \mathcal{T}_0)$ with $A = F^{n-1}$, $H = \text{GL}(1)^{n-2}$,

$$
\kappa(m_1, m_2, \ldots, m_{n-1}) = (m_1^n, m_2^n, \ldots, m_{n-1}^n),
$$

$$
\iota(h_1, h_2, \ldots, h_{n-2}) = (h_1, h_2, \ldots, h_{n-2}, h_1 h_2^{n-2} \ldots h_{n-2}^{n-2}).
$$

Hence, the value $L^S(1, \chi) L^S(1, \chi^2) \ldots L^S(1, \chi^{n-1})$ should appear in such coefficients for any character $\chi$ on $\mathbb{A}^1/F^\times$ satisfying that $\chi^n = 1_F$ and $\chi_v$ unramified ($\forall v \not\in S$). In Appendix E, we will apply Theorem 3.4 to the case $\text{SL}(3)$.  
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3.4. Application. We use Theorem 3.4 to express some of the coefficients of unipotent orbital integrals in terms of $c_F(S, \chi)$ and $\chi_S$. In Propositions 5.6, 5.7, and 5.8 we will give a classification for $O$-equivalence classes containing non-semisimple elements in $GSp(2, F)$. A similar classification for $Sp(2, F)$ can be obtained from Lemma 5.5. The group $G$ in each of the following examples appears as the group $G_\sigma$, where $G = GSp(2)$ or $Sp(2)$ and where $\sigma$ is a semi-simple element of such an $O$-equivalence class. We do not mention all possibilities for such centralizers $G_\sigma$ because the other ones can be treated similarly. In each case, $K$ denotes a suitable maximal compact subgroup of $G(\mathbb{A})$ and $\mathcal{M}_0$ denotes a minimal Levi subgroup of $G$. Let $T_0$ denote the point in $a_0$ defined in [Ar5, Section 2]. Fix a finite set $S \supset \Sigma_\infty$ and assume that $f \in C^\infty_c(G(F_S))$.

Example 3.5. Let $G = GL(2)$ and $K$ the group $K_2$ from Section 4.9. It is clear that $(\mathcal{U}_G(F))_{G, S} = \{1, u_1\}$ in the notation of (1.6). Let $\mathcal{M}_0 = \{\text{diag}(a, b) \in G\}$. We choose the Haar measures $t^{-1} dt$ on $\{\text{diag}(t^{-1}, t) \in A_{M_0}^+/A_{G}^+\}$ where $dt$ is the Lebesgue measure on $\mathbb{R}$. Normalizing a measure on $O_{u_1}(G(F_S))$, the orbital integral $J_G(u_1, f)$ is given by

$$J_G(u_1, f) = c_S \int_{K_S} \int_{F_S} f(k^{-1}u_xs k_S) \, dx_S \, dk_S$$

where $dx_S$ (resp. $dk_S$) is the Haar measure on $F_S$ (resp. $K_S$) defined in Section 2.1 (resp. 2.3). We set $\phi(x) = \int_{K} f(k^{-1}u_x k) \, dk$. Then, we have

$$J_{\text{unip}}^{T_0}(f) = \text{vol}_G f(1) + \frac{\text{vol}_{M_0}}{2c_F} \zeta_A^\kappa(\phi, 1, T_0)$$

where $A = F, H = \mathbb{G}_m$, $t = \text{Id}$, and $\kappa_1 = 2$. Here, $\text{Id}$ denotes the identity map. Thus, we have

$$a^F(S, u_1) = \frac{\text{vol}_{M_0}}{2c_F} \chi_F(S).$$

In the following examples, the test function $\phi$ is defined as in Example 3.5.

Example 3.6. Let $G = SL(2)$, $\mathcal{M}_0 = \{\text{diag}(a, a^{-1}) \in G\}$, and $K$ be the same group as $K$ in Section 2.7. We take the Haar measure $dt/t$ on $\{\text{diag}(t^{-1}, t) \in A_{M_0}^+\}$. We have $(\mathcal{U}_G(F))_{G, S} = \{1, u_\alpha | \alpha \in F^\times/(F^\times \cap (F_S^\times)^2)\}$. The distribution $J_{\text{unip}}^{T_0}(f)$ is equal to $\text{vol}_G f(1) + c_F^{-1} \text{vol}_{M_0} \zeta_A^\kappa(\phi, 1, T_0)$ where $A = F$, $H = \{1\}$, and $\kappa_1 = 2$. Now, we set

$$J_G(u_\alpha, f) = c_S \int_{K_S} \int_{\alpha(F_S^\times)^2} f(k^{-1}u_xs k_S) \, dx_S \, dk_S \quad (\alpha \in F^\times).$$
Hence, we have
\[ a^\mathcal{G}(S, u_\alpha) = \frac{\text{vol}_{M_0}}{2c_F} \sum_\chi \chi_S(\alpha) c_F(S, \chi) \quad (\alpha \in F^\times) \]
where \( \chi \) runs over all quadratic characters of \( \mathbb{A}^1/F^\times \) unramified outside \( S \).

In the following examples, for \( u \in (\mathcal{U}_G(F))_{G,S} \), measures \( d\mu \) on \( O_u(\mathcal{G}(F_S)) \) are determined by \( dk_S \) and \( dm_S \) similarly to Examples 3.5 and 3.6.

**Example 3.7.** Let \( E \) be a quadratic extension of \( F \) and \( \sigma \) be the non-trivial element in \( \text{Gal}(E/F) \). We set
\[ \mathcal{G} = U_{E/F}(1, 1) = \left\{ g \in R_{E/F}(GL(2)) \mid g \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \sigma(g) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right\} \]
and
\[ \mathcal{M}_0 = \{ \text{diag}(a^{-1}, \sigma(a)) \mid a \in R_{E/F}(\mathbb{G}_m) \} \subset \mathcal{G}. \]
We choose a suitable maximal compact subgroup \( K \) such that \( T_0 = 0 \) and the Haar measure \( t^{-1}dt \) on \( \{ \text{diag}(t^{-1}, t) \in A_{M_0}^+ \} \). In this case, we have
\[ (\mathcal{U}_G(F))_{G,S} = \{ 1, u_{\alpha} \mid \alpha \in F^\times/(F^\times \cap N_{E/F}(E_{S_E}^\times)) \} \]
and
\[ J_{\text{wip}}(f) = \text{vol}_G f(1) + c_F^{-1} c_E^{-1} \text{vol}_{M_0} \zeta_{\chi}^{\kappa_1}(\phi, 1, T_0) \]
where \( A = F \), \( H = R_{E/F}(\mathbb{G}_m) \), \( t = N_{E/F} \), and \( \kappa_1 = 2 \). Let \( P_0 = \left\{ \begin{pmatrix} * & * \\ 0 & * \end{pmatrix} \right\} \in \mathcal{G} \). Assume that \( E = F(\omega) \) and \( N_{P_0}(F_v) \cap K_v = \{ u_{x_0} \mid x \in \mathcal{O}_{F,v} \} \) (\( \forall v \notin S \)). It follows from Theorem 3.4 that
\[ a^\mathcal{G}(S, u_\alpha) = \frac{\text{vol}_{M_0}}{2c_F} \left( c_F(S) + \chi_{E,S}(\alpha) c_F(S, \chi_E) \delta_{E,S} \right), \]
where \( \chi_E \) is the character of \( \mathbb{A}^1/F^\times \) corresponding to \( E \), \( \delta_{E,S} = 1 \) if \( \chi_{E,v} \) is unramified for every \( v \notin S \), and \( \delta_{E,S} = 0 \) if there exists a place \( v \notin S \) such that \( \chi_{E,v} \) is ramified.

**Example 3.8.** Set
\[ \mathcal{G} = \left\{ g \in R_{E/F}(GL(2)) \mid \det(g) \in \mathbb{G}_m \right\} \]
and
\[ \mathcal{M}_0 = \{ \text{diag}(a^{-1}, ab) \mid a \in R_{E/F}(\mathbb{G}_m), b \in \mathbb{G}_m \}. \]
It is possible to choose a suitable maximal compact subgroup \( K \) such that \( T_0 = 0 \). We choose the Haar measure \( t^{-1}dt \) on \( \{ \text{diag}(t^{-1}, t) \in A_{M_0}^+ \} \). Then, we have
\[ (\mathcal{U}_G(F))_{G,S} = \{ 1, u_{\alpha} \mid \alpha \in E^\times/(E^\times \cap ((E_{S_E}^\times)^2 F_S^\times)) \} \]
and $J^T_{\text{unip}}(f) = \text{vol}_G f(1) + c_F^{-1} c_E^{-1} \text{vol}_{\mathcal{M}_0} \zeta_A^{\kappa, t}(\phi, 1, T_0)$ where $A = E$, $H = G_m$, $t = 1$, and $\kappa_1 = 2$. Let $P_0 = \{ (\ast, \ast) \in \mathcal{G} \}$. If we assume $N_{P_0}(F_v) \cap K_v = \{ x \in \oplus_{w | v} D_{E,w} \}$ ($\forall v \not\in S$), then we find that

$$a^\mathcal{G}(S, u_\alpha) = \frac{\text{vol}_{\mathcal{M}_0}}{2 c_E} \sum_\chi \mathcal{C}_E(S, \chi)$$

where $\chi$ runs over all quadratic characters on $A_E^1/E^\times$ unramified outside $S$ and such that $\chi|_{A_E^1} = 1$.

**Example 3.9.** We set

$$\mathcal{G} = \{ (g_1, g_2) \in \text{GL}(2) \times \text{GL}(2) \mid \det(g_1) = \det(g_2) \},$$

$$\mathcal{M}_1 = \{ (\text{diag}(a^{-1}, ab), h) \mid a, b \in G_m, h \in \text{GL}(2), b = \det(h) \},$$

$$\mathcal{M}_2 = \{ (h, \text{diag}(a^{-1}, ab)) \mid a, b \in G_m, h \in \text{GL}(2), b = \det(h) \},$$

and

$$\mathcal{M}_0 = \{ (\text{diag}(a^{-1}, ac), \text{diag}(b^{-1}, bc)) \mid a, b, c \in G_m \}.$$ 

A maximal compact subgroup $K$ is defined by $\mathcal{G}(A) \cap (K_2 \times K_2)$, where $K_2$ is given in Section 4.9. We fix the Haar measure $t^{-1} dt$ on the groups $\{ (\text{diag}(t^{-1}, t), I_2) \in A_{\mathcal{M}_0}^+/A_G^+ \}$ and $\{ (I_2, \text{diag}(t^{-1}, t)) \in A_{\mathcal{M}_2}^+/A_G^+ \}$ and we also fix the Haar measure $\nu$ on the group $\{ (\text{diag}(t_1^{-1}, t_1), \text{diag}(t_2^{-1}, t_2)) \in A_{\mathcal{M}_0}^+/A_G^+ \}$. We set $u_{\alpha, \beta} = (u_\alpha, u_\beta)$. Test functions $\phi_1$, $\phi_2$, and $\phi_3$ are defined as $\phi_1(x) = \int_K f(k^{-1} x_0 k) dk$, $\phi_2(x) = \int_K f(k^{-1} x_0 k) dk$, and $\phi_3(x, y) = \int_K f(k^{-1} x_0 k) dk$. We put $A' = F$, $H' = G_m$, $\nu = 1$, and $\kappa'(m) = m^2$. We also put $A = F \oplus F$, $H = G_m$, $\nu(a) = (a, a)$, and $\kappa(m_1, m_2) = (m_1^2, m_2^2)$. Then, we get

$$(U_{\mathcal{G}}(F))_{\mathcal{G}, S} = \{ 1, u_{1,0}, u_{0,1}, u_{a,1} \mid a \in F^\times / (F^\times \cap (F_S^\times)^2) \}$$

and

$$J^T_{\text{unip}}(f) = \text{vol}_G f(1) + \frac{\text{vol}_{\mathcal{M}_1}}{c_F^2} \zeta_{A'}^{\kappa', t'}(\phi_1, 1, T_0) + \frac{\text{vol}_{\mathcal{M}_2}}{c_F^2} \zeta_{A'}^{\kappa', t'}(\phi_2, 1, T_0) + \frac{\text{vol}_{\mathcal{M}_0}}{c_F^2} \zeta_A^{\kappa, t}(\phi_3, (1, 1), T_0).$$

Thus, we see that

$$a^\mathcal{G}(S, u_{1,0}) = \frac{\text{vol}_{\mathcal{M}_1}}{2 c_F} \mathcal{C}_F(S), \quad a^\mathcal{G}(S, u_{0,1}) = \frac{\text{vol}_{\mathcal{M}_2}}{2 c_F} \mathcal{C}_F(S),$$

and

$$a^\mathcal{G}(S, u_{\alpha,1}) = \frac{\text{vol}_{\mathcal{M}_0}}{4 c_F^2} \sum_\chi \chi_S(\alpha) \mathcal{C}_F(S, \chi)^2$$
where $\chi$ runs over all quadratic characters on $\mathbb{A}^1/F^\times$ unramified outside $S$.

4. SHINTANI ZETA FUNCTION FOR THE SPACE OF BINARY QUADRATIC FORMS

4.1. Zeta integral. Let $F$ be an algebraic number field. We define algebraic groups over $F$ by

$$H' = \text{GL}(2), \quad G' = \text{GL}(1) \times H', \quad H = H'/A_{H'} (= \text{PGL}(2)), \quad G = \text{GL}(1) \times H.$$

We set

$$V = \{ x \in M(2) \mid x = ^tx \}$$

Note that $A_G = \text{GL}(1)$ and $G = A_G \times H$. We will consider the following right actions of $G'$ and $G$ on $V$:

(4.1)  
$$x \cdot g' = a\ t h' x h', \quad x \in V, \ g' = (a, h') \in G', \ a \in \text{GL}(1), \ h' \in H'$$

and

(4.2)  
$$x \cdot g = \frac{a}{\det(h)} \ t h x h, \quad x \in V, \ g = (a, h) \in G, \ a \in \text{GL}(1), \ h \in H.$$

A homomorphism $G' \to G$ is defined by

$$\varphi(a, h') = (a \ \det(h'), h' A_{H'}).$$

Then, $\varphi$ is compatible with the actions (4.1) and (4.2), i.e.,

$$x \cdot g' = x \cdot \varphi(g') \quad (x \in V, \ g' \in G').$$

The pairs $(G', V)$ and $(G, V)$ are prehomogeneous vector spaces. Their prehomogeneous zeta integrals are essentially the same since we can relate them by the homomorphism $\varphi$. In Section 5.1 we introduce a parabolic subgroup $P_1$ of GSp(2) and its Levi subgroup $M_1$. The group $M_1$ is identified with $G'$ by the isomorphism

(4.3)  
$$M_1 \ni \left( \begin{array}{cc} t h' & O_2 \\ O_2 & ah' \end{array} \right) \mapsto (a, h') \in G'.$$

The action (4.1) is also identified with the adjoint action of $M_1$ on $N_{P_1}$. Hence, a zeta integral defined by (4.1) naturally appears in the subregular unipotent contribution of GSp(2). On the other hand, the action (4.2) is faithful and stabilizers of generic points satisfy certain conditions (cf. Lemmas 4.2 and 4.4) which are required in Saito’s formulation [Sa2]. This will enable us to apply the results of [Sa1, Sa2, Sa3] directly to the zeta integral corresponding to the action (4.2). After that, we will relate it to the zeta integrals associated to the
action (4.1) which arise naturally in the subregular contributions of \( \text{GSp}(2) \) and \( \text{Sp}(2) \).

We introduce a zeta integral defined by the action (4.2). Let \( da \) denote a Haar measure on \( A_G(\mathbb{A}) \) and let \( dh \) denote a Haar measure on \( H(\mathbb{A}) \). Then, \( dg = da \, dh \) is a Haar measure on \( G(\mathbb{A}) \). We can identify \( a_G \) with \( \mathbb{R} \) such that \( H_G((a, h)) = \log |a| \) for \((a, h) \in G(\mathbb{A}) \). We choose the Haar measure on \( a_G \) induced from the Lebesgue measure on \( \mathbb{R} \) by the identification. Furthermore, a Haar measure \( \text{d}^1 a \) (resp. \( \text{d}^1 g \)) on \( A_G(\mathbb{A}) \) (resp. \( G(\mathbb{A}) \)) is induced from \( da \) (resp. \( dg \)) and the Lebesgue measure. We have \( \text{d}^1 g = \text{d}^1 a \, dh \). We set

\[
V^{\text{ss}} = \{ x \in V | \det(x) \neq 0 \}
\]

(ss stands for “semi-stable”) and

\[
V^{\text{st}}(F) = \{ x \in V^{\text{ss}}(F) | -\det(x) \notin (F^\times)^2 \}
\]

(st stands for “strictly semi-stable”). Let \( \chi \) be a quadratic character of \( A^1_1/F \times \) (cf. [PR]). We define a zeta integral by

\[
Z(\Phi, s, \chi) = \int_{G(F)\backslash G(\mathbb{A})} |\omega(g)|^s \chi(g) \sum_{x \in V^{\text{st}}(F)} \Phi(x \cdot g) \, dg
\]

for \( s \in \mathbb{C} \) and \( \Phi \in \mathcal{S}(V(\mathbb{A})) \).

**Lemma 4.1.** The prehomogeneous zeta integral \( Z(\Phi, s, \chi) \) converges absolutely for \( \text{Re}(s) > 3/2 \) and defines a holomorphic function in this range.

**Proof.** It follows from [Sa3, Theorem 1.1] and Lemma 4.4 that \( Z(\Phi, s, \chi) \) is absolutely convergent if \( \text{Re}(s) \) is sufficiently large. Thus, we can easily prove this lemma using the proof of Theorem 6.2 below. \( \square \)

### 4.2. Orbits and Stabilizers

We need some lemmas in order to apply Saito’s formula [Sa2, Sa3] to \( Z(\Phi, s, \chi) \). Lemma 4.6 appears in [Sa2, p.597]. Note that the Hasse principle, which is required for Saito’s formula, holds for \( G \) (cf. [PR]).

Let \( d \) denote the element of \( F^\times/(F^\times)^2 \) represented by \( d \in F^\times \). For \( \alpha \in G_m \), we set

\[
r_\alpha = \begin{pmatrix} 1 & 0 \\ 0 & -\alpha \end{pmatrix} \in V^{\text{ss}}.
\]

For each \( x \in V(F) \), we put \( G_{x, +} = \{ g \in G | x \cdot g = x \} \). Let \( G_x \) denote the connected component of 1 in \( G_{x, +} \). Let \( H^1(F, G) \) denote the first Galois cohomology set for an algebraic group \( G \) over \( F \) (see, e.g., [PR]).
Lemma 4.2. Let $d$ be an element of $F^\times$. Then, we have
\[ G_{d,1} = \left\{ \begin{array}{c} ((-1)^k, \left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{c} \alpha \\ \beta \end{array} \right) ) \in G \mid k = 0 \text{ or } 1, \\ \alpha^2 - \beta^2 \neq 0 \end{array} \right\}. \]
If $d \in (F^\times)^2$, then $G_{d,1} \cong \mathbb{G}_m$ over $F$. Assume $d \not\in (F^\times)^2$ and let $L = F(\sqrt{d})$. Then $G_{d,1} \cong \mathbb{G}_m \setminus \mathcal{R}(\mathbb{G}_m)$ over $F$. Note that $G_{d,1} \cong \mathcal{R}(\mathbb{G}_m) = \{ \, y \in \mathcal{R}(\mathbb{G}_m) \mid N_{L/F}(y) = 1 \, \} \text{ over } F$ (cf. [PR, p.76]).
For any field $k \supset F$ and any $d \in F^\times$, we have $|\Pi_k(d)| = 2$.

Lemma 4.3. There is a one-to-one correspondence between $F^\times/(F^\times)^2$ and the set of $G(F)$-orbits in $V^{ss}(F)$, which is given by
\[ \tilde{d} \in F^\times/(F^\times)^2 \mapsto \mathfrak{r}_d \cdot G(F) \in V^{ss}(F)/G(F). \]
For $d, d_1 \in F^\times$ and $\sigma \in \text{Gal}(F/F)$, let
\[ z_{d,d_1}(\sigma) = \left( \frac{\sqrt{d/d_1}}{\sqrt{d_1}} \right)^{\sigma}. \]
Here, $\sqrt{d/d_1}$ is identified with $g = (\sqrt{d/d_1}, \text{diag}(1, \sqrt{d/d_1})) \in G$. Then the 1-cocycle $z_{d,d_1}$ is trivial in $H^1(F, \Pi_d)$ if and only if $\tilde{d}_1 = \tilde{d}$. Hence, we have a bijection $F^\times/(F^\times)^2 \to H^1(F, \Pi_d)$, $d_1 \mapsto [z_{d,d_1}]$.

For an algebraic group $\mathcal{G}$, we denote by $X(\mathcal{G})$ the group of the characters of $\mathcal{G}$.

Lemma 4.4. Let $d \in F^\times$ and $L = F(\sqrt{d})$. The group $X(G_{d,1})$ is the free $\mathbb{Z}$-module $\mathbb{Z}\langle \omega \rangle$, where $\omega$ is defined by
\[ \omega : \mathbb{G}_m \left( \begin{array}{c} \alpha \\ \beta \end{array} \right) \mapsto \frac{\alpha + \beta \sqrt{d}}{\alpha - \beta \sqrt{d}}. \]
If $d \in (F^\times)^2$, then $\omega$ is defined over $F$ and $X(G_{d,1})_F \neq \{1\}$. If $d \not\in (F^\times)^2$, then $\omega$ is defined over $L$ and $X(G_{d,1})_F = \{1\}$.

Proof. This follows from Lemma 4.2.

We set $X_*(\mathcal{G}) = \text{Hom}(\mathbb{G}_m, \mathcal{G})$ for an algebraic group $\mathcal{G}$.

Lemma 4.5. Let $d \in F^\times$. The group $X_*(G_{d,1})$ is the free $\mathbb{Z}$-module $\mathbb{Z}\langle \omega^* \rangle$, where $\omega^*$ is defined by
\[ \omega^* : \alpha \mapsto \mathbb{G}_m \left( \begin{array}{c} (\alpha + 1)/2 \\ (\alpha - 1)/(2\sqrt{d}) \end{array} \right) \left( \begin{array}{c} d(\alpha - 1)/(2\sqrt{d}) \\ (\alpha + 1)/2 \end{array} \right). \]

Proof. We can prove this by direct calculation.
Let $A(G)$ denote the torsion group of $G$ as defined in [E].

**Lemma 4.6.** Let $d \in F^\times$. If $d \in (F^\times)^2$, then $A(G_{td}) = \{1\}$, and if $d \notin (F^\times)^2$, then $A(G_{td}) = \mathbb{Z}/2\mathbb{Z}$. The canonical map from $A(G_{td})$ to $A(G) = \mathbb{Z}/2\mathbb{Z}$ is injective.

*Proof.* This follows from Lemma 4.5.

4.3. **Quadratic characters.** We denote by $(\ , \ )_v$ the Hilbert symbol on $F_v^\times \times F_v^\times$ for each $v \in \Sigma$. For $d, x \in F_v^\times$ we set $\chi_{d,v}(x) = (d,x)_v$, that is,

$$\chi_{d,v}(x) = \begin{cases} 1 & \text{if } da^2 + x\beta^2 = \gamma^2 \text{ has a non-trivial solution in } F_v, \\ -1 & \text{otherwise.} \end{cases}$$

Let $d \in F^\times - (F^\times)^2$ and $L = F(\sqrt{d})$. Let $\chi_d$ denote the quadratic character of $\mathbb{A}^1/F^\times$ corresponding to $L$ via class field theory. We know that $\chi_d$ is an isomorphism $\mathbb{A}_F^\times/F^\times N_{L/F}(\mathbb{A}_L^\times) \to \{\pm 1\}$ and satisfies $\chi_d = \prod_{v \in \Sigma} \chi_{d,v}$. For any non-trivial quadratic character $\chi$ on $\mathbb{A}^1/F^\times$, there is a unique nontrivial class $d \in F^\times/(F^\times)^2$ such that $\chi = \chi_d$.

4.4. **Local zeta functions.** Fix a place $v \in \Sigma$. For $d_v \in F_v^\times$ we set $\tilde{d}_v = d(F_v^\times)^2 \in F_v^\times/(F_v^\times)^2$. The following lemma is trivial.

**Lemma 4.7.** There is a one-to-one correspondence between $F_v^\times/(F_v^\times)^2$ and the set of $G(F_v)$-orbits in $V^{ss}(F_v)$, which is given by

$$\tilde{d}_v \in F_v^\times/(F_v^\times)^2 \longrightarrow \Gamma_{d_v} \cdot G(F_v) \in V^{ss}(F_v)/G(F_v).$$

In particular, $|F_v^\times/(F_v^\times)^2|$ is finite.

Recall that $H' = \text{GL}(2)$ acts on $V$ as (4.1). The Hasse invariant of $x_v \in V^{ss}(F_v)$ is defined by

$$\varepsilon_v(x_v) = (\alpha,\alpha)_v(\alpha,\beta)_v(\beta,\beta)_v$$

if $h'(x_v)h' = \text{diag}(\alpha,\beta)$ for some $h' \in H'(2, F_v)$. We set

$$\mathcal{E}(F_v) = \left\{(\tilde{d}_v, \varepsilon) \in F_v^\times/(F_v^\times)^2 \times \{\pm 1\} \middle| \begin{array}{c} d_v \in F_v^\times, \varepsilon = 1 \text{ or } -1, \\ \exists x_v \in V^{ss}(F_v) \text{ s.t. } -\det(x_v) = d_v \text{ and } \varepsilon = \varepsilon_v(x_v) \end{array} \right\}.$$ 

The following lemma is well-known.

**Lemma 4.8.** There is a one-to-one correspondence between the set of $H'(F_v)$-orbits in $V^{ss}(F_v)$ and $\mathcal{E}(F_v)$, which is given by

$$x_v \cdot H'(F_v) \in V^{ss}(F_v)/H'(F_v) \longrightarrow (\tilde{d}_v, \varepsilon_v(x_v)) \in \mathcal{E}(F_v)$$

where $d_v = -\det(x_v)$. 34
Let \( \chi_v \) be a quadratic character of \( F_v^\times \). The trivial representation of \( F_v^\times \) is denoted by \( \mathbf{1}_{F_v} \). Fix an element \( d_v \in F_v^\times \). Assume that \( \chi_v \) is \( \mathbf{1}_{F_v} \) or \( \chi_{d_v,v} \). A function \( \chi_v \) on \( V(F_v) \) is defined by

\[
\chi_v(x_v) = \begin{cases} 
1 & \text{if } \chi_v = \mathbf{1}_{F_v}, \\
\varepsilon_v(x_v) \varepsilon_v(\mathfrak{f}_{d_v}) & \text{if } \chi_v = \chi_{d_v,v}.
\end{cases}
\]

If \( \chi_v = \chi_{d_v,v} \), then we have

\[
\chi_v(\mathfrak{f}_{d_v} \cdot (a_v, h_v)) = \chi_v(a_v \det(h_v^{-1})) \quad ((a_v, h_v) \in G(F_v)).
\]

Note that \( \varepsilon_v(\mathfrak{f}_{d_v}) = 1 \) if \( v \not\in \Sigma_\infty \cup \Sigma_2 \) and \( \chi_{d_v,v} \) is unramified.

We define the measure \( dx_v \) on \( V(F_v) \) by

\[
dx_v = dx_{1,v} dx_{12,v} dx_{2,v} \quad \text{for } x_v = \begin{pmatrix} x_{1,v} & x_{12,v} \\
\chi^2_v & x_{2,v} \end{pmatrix} \in V(F_v)
\]

where \( dx_{s,v} \) is the measure on \( F_v \) defined in Section 2.1. Set

\[
V^{ss}(F_v, d_v) = \mathfrak{f}_{d_v} \cdot G(F_v).
\]

We define a local zeta function by

\[
Z_v(\Phi_v, s, \chi_v; d_v) = \int_{V^{ss}(F_v, d_v)} |\det(x_v)|_v^{s/2} \chi_v(x_v) \Phi_v(x_v) dx_v,
\]

where \( s \in \mathbb{C} \) and \( \Phi_v \in S(V(F_v)) \).

From now on, \( \varepsilon_v \) is 1 or \(-1\). Let \( V^{ss}(F_v, d_v, \varepsilon_v) \) denote the preimage of \((d_v, \varepsilon_v) \in \mathcal{E}(F_v) \) via the map of Lemma 4.8. A partial local zeta function is defined by

\[
\tilde{Z}_v(\Phi_v, s; d_v, \varepsilon_v) = \int_{V^{ss}(F_v, d_v, \varepsilon_v)} |\det(x_v)|_v^{s/2} \Phi_v(x_v) dx_v,
\]

where \( s \in \mathbb{C} \) and \( \Phi_v \in S(V(F_v)) \). We set \( \mathcal{E}(F_v, t_v) = \{ (d_v, \varepsilon_v) \in \mathcal{E}(F_v) \} \) for each \( t_v \in F_v^\times \). Clearly, \( |\mathcal{E}(F_v, t_v)| = 1 \) or \( 2 \). Since \( \chi_v \) is a constant on each \( H'(F_v) \)-orbit, we have

\[
Z_v(\Phi_v, s, \chi_v; d_v) = \sum_{(d_v, \varepsilon_v) \in \mathcal{E}(F_v, d_v)} \varepsilon_v(\mathfrak{f}_{d_v}) \tilde{Z}_v(\Phi_v, s; d_v, \varepsilon_v)
\]

if \( \chi_v = \chi_{d_v,v} \).

**Lemma 4.9.** If \( v \in \Sigma_{\text{fin}} \), then \( Z_v(\Phi_v, s, \chi_v; d_v) \) and \( \tilde{Z}_v(\Phi_v, s; d_v, \varepsilon_v) \) are absolutely convergent for \( \text{Re}(s) > 3/2 \) and can be meromorphically continued to the whole complex \( s \)-plane. Their poles are contained in \( \{0, 1/2\} \).

**Proof.** This statement follows from [11] Theorems 1 and 2, Lemmas 4.7 and 4.8 and (4.3). \( \square \)
Lemma 4.10. If \( v \in \Sigma_{\infty} \), then \( Z_v(\Phi_v, s, \chi_v; d_v) \) and \( \tilde{Z}_v(\Phi_v, s, ; d_v, \varepsilon_v) \) are absolutely convergent for \( \text{Re}(s) > 3/2 \) and can be meromorphically continued to the whole complex \( s \)-plane. Their poles are contained in \( \mathbb{Z}_{\leq 0} \cup (\frac{1}{2} + \mathbb{Z}_{\leq 0}) \).

**Proof.** See [SS] or [I2]. \( \square \)

Let \( S \) be a finite set of places,

\[
d_S = (d_v)_{v \in S} \in F_S^\times; \quad \varepsilon_S = (\varepsilon_v)_{v \in S} \in \{\pm 1\}^{|S|}; \quad \Phi_S \in S(V(F_S)).
\]

Assume that \( \chi_v = 1_F \) or \( \chi_{d_v, v} \). We set

\[
\chi_S = \prod_{v \in S} \chi_v, \quad dx_S = \prod_{v \in S} dx_v, \quad V^{ss}(F_S, d_S) = \prod_{v \in S} V^{ss}(F_v, d_v),
\]

and

\[
V^{ss}(F_S, d_S, \varepsilon_S) = \prod_{v \in S} V^{ss}(F_v, d_v, \varepsilon_v).
\]

We also set

\[
Z_S(\Phi_S, s, \chi_S; d_S) = \int_{V^{ss}(F_S, d_S)} |\det(x_S)|^{\frac{s-4}{2}} \chi_S(x_S) \Phi_S(x_S) \, dx_S
\]

and

\[
\tilde{Z}_S(\Phi_S, s; d_S, \varepsilon_S) = \int_{V^{ss}(F_S, d_S, \varepsilon_S)} |\det(x_S)|^{\frac{s-3}{2}} \Phi_S(x_S) \, dx_S.
\]

We set \( \mathcal{E}(F_S, d_S) = \prod_{v \in S} \mathcal{E}(F_v, d_v) \). By (4.5) we have

\[
Z_S(\Phi_v, s, \chi_S; d_S) = \sum_{(d_S, \varepsilon_S) \in \mathcal{E}(F_S, d_S)} \left( \prod_{v \in S} \varepsilon_v \right) \tilde{Z}_S(\Phi_S, s; d_S, \varepsilon_S).
\]

where \( \varepsilon_v = 1 \) if \( \chi_v = 1_F \) and \( \varepsilon_v = \varepsilon_v \times \varepsilon_v(d_v) \) if \( \chi_v = \chi_{d_v, v} \).

**Lemma 4.11.** The integrals \( Z_S(\Phi_S, s, \chi_S; d_S) \) and \( \tilde{Z}_S(\Phi_S, s; d_S, \varepsilon_S) \) are absolutely convergent for \( \text{Re}(s) > 3/2 \) and can be meromorphically continued to the whole complex \( s \)-plane. Moreover, they are holomorphic for \( \text{Re}(s) > 1/2 \).

**Proof.** We may identify the pair \((G(F_\infty), V(F_\infty))\) with a prehomogeneous vector space over \( \mathbb{R} \). Hence, this lemma follows from [SS], [I2], and Lemma 4.9. \( \square \)
4.5. **Explicit formulas.** Let \( \Phi \in \mathcal{S}(V(\mathbb{A})) \) and \( \chi = \prod_{v \in \Sigma} \chi_v \) be a quadratic character. We set

\[
\mathcal{Q}(F) = \{ \tilde{d} \in F^\times/(F^\times)^2 \mid d \in F^\times - (F^\times)^2 \}
\]

and

\[
Z(\Phi, s, \chi; d) = \int_{G(F) \backslash G(\mathbb{A})} |\omega(g)|^s \chi(g) \sum_{x \in \mathcal{Q}(F)} \Phi(x \cdot g) \, dg,
\]

where \( d \in F^\times - (F^\times)^2 \). By Lemma 4.3 we have

\[
Z(\Phi, s, \chi) = \sum_{\tilde{d} \in \mathcal{Q}(F)} Z(\Phi, s, \chi; \tilde{d}).
\]

Let \( \Phi_{0,v} \) denote the characteristic function of \( V(\mathcal{O}_v) \). We will assume the following condition for \( S \).

**Condition 4.12.** The finite set \( S \) satisfies \( S \supset \Sigma_\infty \cup \Sigma_2 \) and there exists a function \( \Phi_S \in \mathcal{S}(V(F_S)) \) such that \( \Phi = \Phi_S \times \prod_{v \notin S} \Phi_{0,v} \).

For \( d \in F^\times - (F^\times)^2 \), we set

\[
N(f_d^S) = \prod_{v \notin S, \chi_{d,v} \text{ is ramified}} q_v
\]

for \( S \supset \Sigma_\infty \). If \( S \) contains \( \Sigma_\infty \cup \Sigma_2 \), then \( f_d^S \) means the conductor of \( \prod_{v \in S} \chi_{d,v} \) since \( \chi_d \) is quadratic. Let \( 1_S \) denote the trivial character of \( F_S^\times \). We set \( \chi_{d,S} = \prod_{v \in S} \chi_{d,v} \).

**Theorem 4.13.** Fix \( d \in F^\times - (F^\times)^2 \), a quadratic character \( \chi \) on \( \mathbb{A}_1^\times /F^\times \), and a test function \( \Phi \in \mathcal{S}(V(\mathbb{A})) \). Assume that \( \text{Re}(s) > 3/2 \). We have

\[
Z(\Phi, s, \chi; d) = 0
\]

unless \( \chi = 1_F \) or \( \chi_d \). Assume that \( S \) satisfies Condition 4.12. If \( \chi = 1_F \), then we have

\[
Z(\Phi, s, 1_F; d) = \frac{\text{vol}_G 2^{|S|} L^S(1, \chi_d)}{2 c_F^S \zeta_F^S(2)} \frac{\zeta_F^S(2s - 1) \zeta_F^S(2s)}{L^S(2s, \chi_d) N(f_d^S)^{s-1/2}} \times Z_S(\Phi_S, s, 1_S; d).
\]

If \( \chi = \chi_d \) and \( \chi_{d,v} \) is unramified for each \( v \notin S \), then we have

\[
Z(\Phi, s, \chi_d; d) = \frac{\text{vol}_G 2^{|S|} L^S(1, \chi_d)}{2 c_F^S \zeta_F^S(2)} \zeta_F^S(2s - 1) \times Z_S(\Phi_S, s, \chi_{d,S}; d).
\]

If \( \chi = \chi_d \) and there exists a place \( v \notin S \) such that \( \chi_{d,v} \) is ramified, then we have

\[
Z(\Phi, s, \chi; d) = 0.
\]
Proof. We easily see that

\[ Z(\Phi, s, \chi; d) = \frac{1}{2} \int_{G_{d}(\mathbb{A}) \setminus G(\mathbb{A})} \chi \left( \frac{a}{\det(h_1)} \right) |a|^{2s} \Phi(x \cdot (a, h_1)) \]

\[ \times \int_{G_{d}(F) \setminus G_{d}(\mathbb{A})} \chi(\det(h_2)) \, dh_2 \, dh_1 \, d^\times a \]

where \( h_1 \in G_{d}(\mathbb{A}) \setminus H(\mathbb{A}), \) \( h_2 \in G_{d}(F) \setminus G_{d}(\mathbb{A}), \) and \( dh = dh_1 \, dh_2. \) By Lemma 4.2 and the orthogonality of characters, \( Z(\Phi, s, \chi; d) = 0 \) unless \( \chi = 1_F \) or \( \chi_d. \) From now on we assume that \( \chi = 1_F \) or \( \chi_d. \) By Lemmas 4.2, 4.3, 4.4, 4.6, and [Sa2, Proof of Theorem 2.1], we obtain

\[ Z(\Phi, s, \chi; d) = \frac{\text{vol}_G}{2} \times \frac{L(1, \chi_d)}{c_F} \times Z_S(\Phi_S, s, \chi_S; d) \]

\[ \times \prod_{v \in S} (2c_v) \times \prod_{v \in S \setminus \Sigma_{2n}} L_v(1, \chi_{d,v})^{-1} \]

\[ \times \prod_{v \notin S} \left\{ 2c_v L_v(1, \chi_{d,v})^{-1} Z_v(\Phi_{0,v}, s, \chi_v; d) \right\}, \]

where \( \chi_S = 1_S \) (resp. \( \chi_{d,S} \)) and \( \chi_v = 1_{F_v} \) (resp. \( \chi_{d,v} \)) if \( \chi = 1_F \) (resp. \( \chi_d \)). Note that Tamagawa measures are required for his formulation (cf. [Sa2, p.599]) and the Tamagawa number of PGL(2) is 2 (see e.g., [PR, Section 5.3]). The factor \( \text{vol}_G/2 \) came from them.

Assume \( v \notin S. \) From [Sa1, Theorem 2.2] we see that

\[ 2c_v L_v(1, \chi_{d,v})^{-1} Z_v(\Phi_{0,v}, s, 1_{F_v}; d) \]

\[ = \frac{(1 - q_v^{-2s+1})^{-1}(1 - q_v^{-2s})^{-1}}{(1 - q_v^{-2})^{-1} L_v(2s, \chi_{d,v})} \times \begin{cases} 1 & \text{if } \chi_{d,v} \text{ is unramified,} \\ q_v^{-s+\frac{1}{2}} & \text{if } \chi_{d,v} \text{ is ramified.} \end{cases} \]

If \( \chi_{d,v} \) is unramified, we also find

\[ 2c_v L_v(1, \chi_{d,v})^{-1} Z_v(\Phi_{0,v}, s, \chi_{d,v}; d) = \frac{(1 - q_v^{-2s+1})^{-1}}{(1 - q_v^{-2})^{-1}} \]

from [Sa1, Theorem 2.2]. If \( \chi_{d,v} \) is ramified, it is trivial that

\[ Z_v(\Phi_{0,v}, s, \chi_{d,v}; d) = 0. \]

Thus, we have proved the theorem. \( \square \)

The assumption \( S \supset \Sigma_2 \) in Theorem 4.13 is made for the sake of simplicity. It could be removed if we used the explicit form of \( Z_v(\Phi_{0,v}, s, \chi_v, d) \) computed in [Sa1, Theorem 2.2] for any \( v \in \Sigma_2. \)
4.6. Zeta function. Let \( d \in F_S^\times \) and \( S \) be a finite set of \( \Sigma \) satisfying \( S \supset \Sigma_\infty \cup \Sigma_2 \). We set
\[
\Omega(F, S, d) = \{ \tilde{d} \in \Omega(F) \mid d \in d_S(F_S^\times)^2 \}
\]
We define the zeta function \( \xi^S(s; d_S) \) by
\[
\xi^S(s; d_S) = \frac{\zeta_F^S(2s - 1) \zeta_F^S(2s)}{\zeta_F^S(2)} \sum_{d \in \Omega(F, S, d_S)} \frac{L_S^S(1, \chi_d)}{L_S^S(2s, \chi_d) N(f_s^{d_S} s^{\frac{1}{2}})}.
\]

**Lemma 4.14.** The zeta function \( \xi^S(s; d_S) \) is absolutely convergent and holomorphic for \( \text{Re}(s) > 3/2 \).

**Proof.** For \( v \notin S \), we set \( \Phi_v = \Phi_{0,v} \). For \( v \in S \cap \Sigma_{\text{fin}} \), we assume that \( \Phi_v \) is the characteristic function of \( \mathfrak{r}_d + \pi^{n_v} V(\mathcal{O}_v) \) for an integer \( n_v \) large enough. The support of \( \Phi_v \) is contained in \( \mathfrak{r}_d \cdot G(F_v) \) because \( -\det (\mathfrak{r}_d + \pi^{n_v} V(\mathcal{O}_v)) \subseteq d_v(F_v^\times)^2 \). For \( v \in \Sigma_{\infty} \), it is trivial that there exists a test function \( \Phi_v \in S(V(F_v)) \) such that the support of \( \Phi_v \) is contained in \( \mathfrak{r}_d \cdot G(F_v) \). If we set \( \Phi_S = \prod_{v \in S} \Phi_v \) for such \( \Phi_v \), then we get
\[
Z(\Phi, s, 1_F) = \frac{\text{vol}_G 2^{\mid S \mid}}{2 c_F^S \zeta_F^S(2)} \times \xi^S(s; d_S) \times \prod_{v \in S} \int_{V_{\text{ss}}(F_v, d_v)} \text{vol}(x_v) |\det(x_v)|_v^{s-\frac{1}{2}} \Phi_v(x_v) \, dx_v
\]
by Theorem 4.13. Hence, we deduce this lemma from Lemmas 4.1, 4.9 and 4.10.

We obtain the following from Theorem 4.13 and Lemma 4.14.

**Theorem 4.15.** Fix a quadratic character \( \chi \) on \( \mathbb{A}^1 / F^\times \) and a test function \( \Phi \in S(V(\mathbb{A})) \). Assume that \( \text{Re}(s) > 3/2 \) and \( S \) satisfies Condition 4.12. If \( \chi = 1_F \), we have
\[
Z(\Phi, s, 1_F) = \frac{\text{vol}_G 2^{\mid S \mid}}{2 c_F^S} \sum_{d \in F_S^\times / (F_S^\times)^2} \text{vol}(\mathbb{R}^n) \, Z_S(\Phi, s, 1_S; d_S) \frac{\zeta_F^S(s; d_S)}{\zeta_F^S(2s - 1)}.
\]

Let \( d \in F^\times - (F^\times)^2 \). If \( \chi = \chi_d \) and \( \chi_{d,v} \) is unramified for each \( v \notin S \), then we have
\[
Z(\Phi, s, \chi_d) = \frac{\text{vol}_G 2^{\mid S \mid}}{2 c_F^S} \times Z_S(\Phi, s, \chi_d; d) L_S^S(1, \chi_d) \frac{\zeta_F^S(2s - 1)}{\zeta_F^S(2)}.
\]
If \( \chi = \chi_d \) and there exists a place \( v \notin S \) such that \( \chi_{d,v} \) is ramified, then we have
\[
Z(\Phi, s, \chi_d) = 0.
\]

The formula for \( \chi = \chi_d \) is a generalization of [IS, Theorem 1].
4.7. Meromorphic continuation.

**Proposition 4.16.** Let $\chi$ be a non-trivial quadratic character of $A_1/F^\times$. The zeta integral $Z(\Phi, s, \chi)$ is holomorphic for Re($s$) $> 1/2$ and can be meromorphically continued to the whole complex $s$-plane.

*Proof.* This follows from Lemma 4.11 and Theorem 4.15. □

We set $dx = \prod_{v \in \Sigma} dx_v$, where $dx_v$ was defined in Section 4.4. For $\Phi \in S(X(\mathbb{A}))$, the Fourier transform $\hat{\Phi}$ of $\Phi$ is defined by

$$\hat{\Phi}(y) = \int_{V(\mathbb{A})} \Phi(x) \psi_F(\text{Tr}(xy))dx.$$ 

**Proposition 4.17.** The zeta integral $Z(\Phi, s, 1_F)$ is holomorphic for Re($s$) $> 3/2$ and can be meromorphically continued to the whole complex $s$-plane. If $\hat{\Phi}(0) \neq 0$, it has a simple pole at $3/2$ and with residue $\hat{\Phi}(0) \text{vol}_G/2$, otherwise it is holomorphic at $3/2$.

*Proof.* This follows from [Y, Theorem 4.2]. □

**Proposition 4.18.** Assume that $S \supset \Sigma_\infty \cup \Sigma_2$. The zeta function $\xi^S(s; d_S)$ is holomorphic for Re($s$) $> 3/2$ and can be meromorphically continued to the whole complex $s$-plane. It has a simple pole at $3/2$ with residue $2^{-|S|} c_F^S$ (which does not depend on $d_S \in F^\times_S$).

*Proof.* This is deduced from Lemma 4.11, Theorem 4.15, Proposition 4.17, and the proof of Lemma 4.14. □

4.8. Modified zeta integral. Let $T_1 \in \mathbb{R}$. The function $\tau_{T_1}(t)$ on $\mathbb{R}$ is defined by $\tau_{T_1}(t) = 1$ if $t < -T_1$, and $\tau_{T_1}(t) = 0$ if $t \geq -T_1$. We define a modified zeta integral $Z(\Phi, s, 1_F, T_1)$ by

$$Z(\Phi, s, 1_F, T_1) = \int_{G(F) \setminus G(\mathbb{A})} |\omega(g)|^s \left\{ \sum_{x \in V^\times(F)} \Phi(x \cdot g) - |\omega(g)|^{-3/2} \hat{\Phi}(0) \tau_{T_1}(H_G(g)) \right\} dg.$$

**Lemma 4.19.** The zeta integral $Z(\Phi, s, 1_F, T_1)$ is absolutely convergent for Re($s$) $> 5/4$. Furthermore, $Z(\Phi, s, 1_F, T_1)$ is holomorphic for Re($s$) $> 1$.

*Proof.* The first assertion follows from (4.8) and the proof of Theorem 6.2. The second assertion follows from the argument of [Y] p.369–p.373, because it is enough to replace $\hat{\Phi}(0)$ by $\hat{\Phi}(0) \{1 - \tau_{T_1}(H_G(g))\}.$ If we replace the condition Re($s$) $> 1$ by Re($s$) $> 5/4$, it also follows from (4.8) and the proof of Theorem 6.2. The condition Re($s$) $> 5/4$ is enough for our purpose. □
Lemma 4.20. If \( T_1 > 0 \), then we have
\[
Z(\Phi, 3/2, 1_F, T_1) = \lim_{s \to 3/2} \frac{d}{ds} \left( s - \frac{3}{2} \right) Z(\Phi, s, 1_F) + \text{vol}_G \hat{\Phi}(0) T_1.
\]

Proof. This lemma follows from Lemma 4.19, [Y, Theorem 4.2], and [Y, p.373]. We can also deduce this lemma from Lemma 4.19, (4.8), and the proof of Theorem 6.2, because our argument for Theorem 6.2 can be applied to \( Z(\Phi, s, 1_F) \) and \( Z(\Phi, s, 1_F, T_1) \).

For a finite subset \( S \supset \Sigma_\infty \) and an element \( d_s \in F_S^\times / (F_S^\times)^2 \), we define the constant \( C_F(\tilde{S}, d_s) \) by
\[
C_F(\tilde{S}, d_s) = \lim_{s \to 3/2} \frac{d}{ds} \left( s - \frac{3}{2} \right) \xi^S(s; d_s).
\]

Lemma 4.21. Fix a test function \( \Phi \in C^\infty_c(V(\mathbb{A})) \). If \( S \) satisfies Condition 4.12, then we have
\[
\lim_{s \to 3/2} \frac{d}{ds} \left( s - \frac{3}{2} \right) Z(\Phi, s, 1_F)
= \frac{\text{vol}_G}{2} \int_{V(F_S)} \Phi_S(x_S) \log |\text{det}(x_S)|_S \, dx_S
+ \frac{2|S| \text{vol}_G}{2c_F^S} \sum_{d_s \in F_S^\times / (F_S^\times)^2} C_F(S, d_s) Z_S(\Phi_S, 3/2, 1_S; d_s).
\]

Proof. We can easily show this by using Theorem 4.15 and Proposition 4.18. Note that the local integrals converge absolutely at \( s = 3/2 \) since \( \Phi \in C^\infty_c(V(\mathbb{A})) \).

In application to the trace formula, \( V \) will appear as the unipotent radical of the parabolic subgroups \( P_1 \subset GSp(2) \) and \( P_1 \cap Sp(2) \) (cf. Section 5). We will encounter the modified zeta integrals
\[
Z^{GSp(2)}(\Phi, s, T_1) = \int_{AG(F) \setminus AG(\mathbb{A})} \int_{H'(F) \setminus H'(\mathbb{A})} |\text{det}(h')^2|^{s/2} \Phi(a'h'xh') - |\text{det}(h')^2|^{-3/2} \hat{\Phi}(0) \tau_{T_1}(H_H'(h')) \, dh'd^3a
\]
and
\[
Z^{Sp(2)}(\Phi, s, T_1) = \int_{H'(F) \setminus H'(\mathbb{A})} |\text{det}(h')^2|^{s/2} \Phi(x'h'xh') - |\text{det}(h')^2|^{-3/2} \hat{\Phi}(0) \tau_{T_1}(H_H'(h')) \, dh',
\]
where $\Phi \in \mathcal{S}(V(\mathbb{A}))$. We identify $a_{A_H'}$ with $\mathbb{R}$ such that

$$H_{A_H'}(\text{diag}(b, b)) = \log |b| \quad (b \in \mathbb{A}^\times),$$

and we choose the Haar measure $d^1z$ on $A_{H'}(\mathbb{A})^1$ induced from $dz$ and the Lebesgue measure on $\mathbb{R}$ by the identification. Then, we have

(4.8) \quad Z^{GSp(2)}(\Phi, s, T_1) = \frac{\text{vol}_{A_H'}}{2} Z(\Phi, s, 1_F, T_1).

By the proof of Theorem 6.2, $Z^{Sp(2)}(\Phi, s, T_1)$ is absolutely convergent and holomorphic for $\text{Re}(s) > 5/4$. Applying the method of [LL, (5.11)] to $Z^{Sp(2)}(\Phi, s, T_1)$ (cf. the proof of Theorem 3.1), we obtain

(4.9) \quad Z^{Sp(2)}(\Phi, s, T_1) = \frac{\text{vol}_{A_H'}}{2 \text{vol}_{A_G}} \left\{ Z(\Phi, s, 1_F, T_1) + \sum_{\chi} Z(\Phi, s, \chi) \right\},

where $\chi$ runs over all non-trivial quadratic characters on $\mathbb{A}^1/F^\times$. We set

$$\mathcal{Q}^{ur} (F, S) = \{ \tilde{d} \in \mathcal{Q}(F) \mid \chi_{d,v} \text{ is unramified for each } v \notin S \}.$$

We fix a measure on $a_{H'}$ by the identification (4.3) and Condition 5.1. Note that this measure equals to the product of $1/2$ and the chosen measure on $a_{A_H'} (= a_{H'})$. These normalizations were implicitly used in the proof of Theorem 4.13 and are in line with the rule of Tamagawa measures.

**Theorem 4.22.** Fix a test function $\Phi \in C^\infty_c(V(\mathbb{A}))$. Assume that $S$ satisfies Condition 4.12. If $T_1 > 0$, then we have

$$Z^{GSp(2)}(\Phi, 3/2, T_1)$$

$$= \frac{\text{vol}_{G'}}{2} \int_{V(F_S)} \Phi_S(x_S) \log |\det(x_S)|_S dx_S + \text{vol}_{G'} \hat{\Phi}(0) T_1$$

$$+ \frac{2^{|S|} \text{vol}_{G'}}{2 \epsilon_F^3} \sum_{\alpha \in F^\times/(F^\times \cap (F^\times_S)^2)} c_F(S, \alpha) Z_S(\Phi_S, 3/2, 1_S; \alpha)$$
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and
\[ Z^{Sp(2)}(\Phi, 3/2, T_1) = \frac{\text{vol}_{H'\Phi}}{2} \int_{V(F_S)} \Phi_S(x_S) \log |\det(x_S)|_S \, dx_S + \text{vol}_{H'\Phi}(0) \, T_1 \]
\[ + \frac{2|S| \text{vol}_{H'\Phi}}{2 \epsilon_F^S} \sum_{\alpha \in F^\times/(F^\times \cap (F^\times_F)^2)} \mathcal{C}_F(S, \alpha) \, Z_S(\Phi_S, 3/2, 1_F; \alpha) \]
\[ + \frac{2|S| \text{vol}_{H'\Phi}}{2 \epsilon_F^S} \sum_{\tilde{d} \in \Omega^{ur}(F,S)} L^S(1, \chi_{\tilde{d}}) \, Z_S(\Phi_S, 3/2, \chi_{\tilde{d}}, \tilde{d}; d). \]

Proof. This lemma follows from Theorem 4.15, Lemmas 4.20 and 4.21, (4.8), and (4.9).

For \( d_S \in F_S^\times \), we set
\[ \Omega^{ur}(F, S, d_S) = \{ \tilde{d} \in \Omega^{ur}(F, S) \mid d \in d_S(F_S^\times)^2 \}. \]

We also set
\[ \mathcal{E}(F, S) = \left\{ (\alpha, \varepsilon_S) \in \prod_{v \in S} \mathcal{E}(F_v) \mid \alpha \in F^\times/(F^\times \cap (F^\times_F)^2) \right\}. \]

The following is deduced from (4.6) and Theorem 4.22. Note that \( \prod_{v \in S} \varepsilon_v(\xi_d) = 1 \) for \( \tilde{d} \in \Omega^{ur}(F, S) \) under Condition 4.12.

Theorem 4.23. Fix a test function \( \Phi \in C^\infty_c(V(\mathbb{A})) \). Assume that \( S \) satisfies Condition 4.12. If \( T_1 > 0 \), then we have
\[ Z^{Sp(2)}(\Phi, 3/2, T_1) \]
\[ = \frac{\text{vol}_{H'\Phi}}{2} \int_{V(F_S)} \Phi_S(x_S) \log |\det(x_S)|_S \, dx_S + \text{vol}_{H'\Phi}(0) \, T_1 \]
\[ + \frac{2|S| \text{vol}_{H'\Phi}}{2 \epsilon_F^S} \sum_{(\alpha, \varepsilon_S) \in \mathcal{E}(F, S)} \tilde{Z}_S(\Phi_S, 3/2; \alpha, \varepsilon_S) \]
\[ \times \left\{ \mathcal{C}_F(S, \alpha) + \left( \prod_{v \in S} \varepsilon_v \right) \sum_{\tilde{d} \in \Omega^{ur}(F,S,\alpha)} L^S(1, \chi_{\tilde{d}}) \right\} \]

where \( \varepsilon_S = (\varepsilon_v)_{v \in S} \).

4.9. Functional equation. In order to state the functional equation, we have to include the contribution from split quadratic forms in the zeta integral.

Let \( K \) be the maximal compact subgroup of \( G' \) which is given by the identification (4.3) and the intersection of \( M_1(\mathbb{A}) \) and \( K \) of Section
For $\Phi \in S(V(\mathbb{A}))$, we set
\[
\Phi_K(x) = \int_K \Phi(x \cdot k) dk.
\]
Note that $Z(\Phi, s, 1_F) = Z(\Phi_K, s, 1_F)$. We also set
\[
R_0\Phi_K(\alpha, \beta) = \Phi_K\left(\left(\begin{array}{cc} \beta & \alpha/2 \\ \alpha/2 & 0 \end{array}\right)\right) \in S(\mathbb{A}^2).
\]
Let $d u$ (resp. $d^* y$) denote the Haar measure on $\mathbb{A}$ (resp. $\mathbb{A}^* \mathbb{A}$) defined in Section 2.1. Yukie defined the functions
\[
\mathcal{T}(R_0\Phi_K, s, s_1) = \int_{\mathbb{A}} \int_{\mathbb{A}^* \mathbb{A}} R_0\Phi_K(y, yu) |y^2|^s \|(1, u)\|^{-s_1} d^* y d u
\]
and
\[
\mathcal{T}(R_0\Phi_K, s) = -\frac{d}{ds_1} \mathcal{T}(R_0\Phi_K, s, s_1) \bigg|_{s_1=0}.
\]
By \cite{Y} Proposition 2.12\footnote{Yukie, Proposition 2.12.} and its proof, the function $\mathcal{T}(R_0\Phi_K, s)$ is absolutely convergent and holomorphic for $\text{Re}(s) > 1$ and satisfies
\[
\mathcal{T}(R_0\Phi_K, s) = \int_{\mathbb{A}^* \mathbb{A}} \int_{\mathbb{A}} R_0\Phi_K(y, yu) |y^2|^s \log \|(1, u)\| d^* y d u.
\]
Let $M$ denote the minimal Levi subgroup of $H'$ which consists of diagonal matrices. Then, $M$ is the preimage of $M_0$ of $\text{Sp}(2)$ by (4.3). A Haar measure on $a_M$ is fixed by Condition 5.1 and the identification. An adjusted zeta integral $Z_{\text{ad}}(\Phi, s)$ is defined by
\[
Z_{\text{ad}}(\Phi, s) = Z(\Phi, s, 1_F) + \frac{\text{vol}_M \text{vol}_{\lambda_G}}{c_F \text{vol}_{\lambda_{H'}}} \mathcal{T}(R_0\Phi_K, s).
\]

**Theorem 4.24.** \cite{Y} Theorem 4.2. The adjusted zeta integral $Z_{\text{ad}}(\Phi, s)$ is holomorphic for $\text{Re}(s) > 3/2$ and can be meromorphically continued to the whole complex $s$-plane. It satisfies the functional equation
\[
Z_{\text{ad}}(\Phi, s) = Z_{\text{ad}}\left(\hat{\Phi}, \frac{3}{2} - s\right).
\]
If $\hat{\Phi}(0) \neq 0$ (resp. $\Phi(0) \neq 0$), then $Z_{\text{ad}}(\Phi, s)$ has a simple pole at $s = 3/2$ (resp. $s = 0$) and the residue is $\hat{\Phi}(0)\text{vol}_G/2$ (resp. $-\Phi(0)\text{vol}_G/2$). If $\hat{\Phi}(0) = 0$ (resp. $\Phi(0) = 0$), then $Z_{\text{ad}}(\Phi, s)$ has no pole at $s = 3/2$ (resp. $s = 0$).
We want to restate this result, for application to the trace formula, in terms of the adjusted zeta integrals

\[
Z_{ad}^{GSp(2)}(\Phi, s) = \int_{A_{G}(F) \setminus A_{G}(\mathbb{A})} \int_{H'(F) \setminus H'(\mathbb{A})} |\text{det}(h')^2|^{s} \sum_{x \in V^s(F)} \Phi(a'h'xh') \, dh' \, d^1 a + \frac{\text{vol}_M \text{vol}_{A_{G}^2}}{2c_F} \mathfrak{T}(R_0\Phi_K, s)
\]

and

\[
Z_{ad}^{Sp(2)}(\Phi, s) = \int_{H'(F) \setminus H'(\mathbb{A})} |\text{det}(h')^2|^{s} \sum_{x \in V^s(F)} \Phi('h'xh') \, dh' + \frac{\text{vol}_M}{2c_F} \mathfrak{T}(R_0\Phi_K, s).
\]

In order to allow for truncation, we need the functions

\[
\mathfrak{T}_0(R_0\Phi_K, s) = \int_{A \times A} R_0\Phi_K(a, au) |a|^{2s} \log |a| \, du \, d^\times a
\]

and

\[
\mathfrak{T}_1(R_0\Phi_K, s) = \int_{A \times A} R_0\Phi_K(a, au) |a|^{2s} \, du \, d^\times a.
\]

It is clear that they are absolutely convergent and holomorphic for \(\text{Re}(s) > 1\). We also easily see that these functions can be meromorphically continued to the whole complex \(s\)-plane and satisfy the functional equations

\[
\mathfrak{T}_0(R_0\Phi_K, s) = -\mathfrak{T}_0(R_0\Phi_K, 3/2 - s), \quad \mathfrak{T}_1(R_0\Phi_K, s) = \mathfrak{T}_1(R_0\Phi_K, 3/2 - s),
\]

where

\[
\widetilde{R_0\Phi_K}(z, y) = \int_{\mathbb{A}} R_0\Phi_K(x, y) \psi_F(xz) \, dx.
\]

The function \(\mathfrak{T}_0(R_0\Phi_K, s)\) (resp. \(\mathfrak{T}_1(R_0\Phi_K, s)\)) has only double (resp. simple) poles at \(s = 1/2\) and 1.

**Proposition 4.25.** Let \(T_j \in \mathbb{R}\) and \(T_j > 0\) \((j = 1, 2)\). Set

\[
\mathfrak{T}_2(R_0\Phi_K, s, T_2) = \mathfrak{T}(R_0\Phi_K, s) + \mathfrak{T}_0(R_0\Phi_K, s) + 2T_2 \mathfrak{T}_1(R_0\Phi_K, s)
\]

and

\[
\mathfrak{T}_3(R_0\Phi_K, s, T_2) = -\mathfrak{T}_0(R_0\Phi_K, s) + 2T_2 \mathfrak{T}_1(R_0\Phi_K, s).
\]
If we assume \( \hat{\Phi}(0) = 0 \), then we have

\[
Z^{GSp(2)}(\Phi, 3/2, T_1) + \frac{\text{vol}_M \text{vol}_{A^2}}{2c_F} \mathcal{X}_2(R_0 \Phi_K, 3/2, T_2)
= Z^{GSp(2)}(\hat{\Phi}, 0) + \frac{\text{vol}_M \text{vol}_{A^2}}{2c_F} \mathcal{X}_3(R_0 \Phi_K, 0, T_2)
\]

and

\[
Z^{Sp(2)}(\Phi, 3/2, T_1) + \frac{\text{vol}_M \text{vol}_{A^2}}{2c_F} \mathcal{X}_2(R_0 \Phi_K, 3/2, T_2)
= Z^{Sp(2)}(\hat{\Phi}, 0) + \frac{\text{vol}_M \text{vol}_{A^2}}{2c_F} \mathcal{X}_3(R_0 \Phi_K, 0, T_2).
\]

Proof. The first formula is derived from Lemma 4.20, (4.8), (4.9), and Theorem 4.24. By \([\mathcal{Y}, \text{Theorem } 4.2]\) we know that
\( Z(\Phi, s, \chi) = Z(\hat{\Phi}, 3/2 - s, \chi) \) if \( \chi \) is a non-trivial quadratic character. Hence, the second formula follows. \( \square \)

5. Structure of \( GSp(2) \)

Throughout this section, we denote \( G = GSp(2) \).

Most arguments and results can be easily transferred to \( Sp(2) \).

5.1. Setup. For each \( v \in \Sigma_\infty \) we set

\[
K_v = \left\{ \begin{pmatrix} A & cB \\ -B & cA \end{pmatrix} \in G(F_v) \mid A^t B = B^t A, \quad A^t A + B^t B = I_2, \quad c \in \mathbb{C}^1 \right\}.
\]

We see that \( K_v \) is isomorphic to the semi-direct product of \( U(1) \) and the compact real form of \( Sp(2) \) if \( v \in \Sigma_\mathbb{C} \), and \( K_v \cong \{ \pm 1 \} \ltimes U(2) \) if \( v \in \Sigma_\mathbb{R} \). For each \( v \in \Sigma_\text{fin} \) we set

\[
K_v = GSp(2, \mathcal{O}_v).
\]

The group \( K_v \) is a maximal compact subgroup of \( G(F_v) \) for any \( v \in \Sigma \). We set

\[
K = \prod_{v \in \Sigma} K_v.
\]

The group \( K \) is a maximal compact subgroup of \( G(\mathbb{A}) \). We fix the minimal Levi subgroup \( M_0 \) consisting of all diagonal matrices contained in \( G \). Note that \( K \) is admissible relative to \( M_0 \) in the sense of \( \text{[Ar5]} \).
Section 1. We fix the minimal Levi subgroup $M_0$ and the minimal parabolic subgroup $P_0$ as

$$M_0 = \left\{ \begin{pmatrix} * & 0 & 0 & 0 \\ 0 & * & 0 & 0 \\ 0 & 0 & * & 0 \\ 0 & 0 & 0 & * \end{pmatrix} \in G \right\} \quad \text{and} \quad P_0 = \left\{ \begin{pmatrix} * & * & * & * \\ 0 & * & * & * \\ 0 & 0 & * & 0 \\ 0 & 0 & * & * \end{pmatrix} \in G \right\}.$$  

A homomorphism $\mu : G \to \mathbb{G}_m$ over $F$ is defined by

$$g \begin{pmatrix} O_2 & I_2 \\ -I_2 & O_2 \end{pmatrix} t \mu(g) \begin{pmatrix} O_2 & I_2 \\ -I_2 & O_2 \end{pmatrix}.$$  

A homomorphism $\chi_j$ ($j = 1$ or 2) over $F$ is defined by

$$\chi_j(\text{diag}(a_1, a_2, a_1^{-1}a_0, a_2^{-1}a_0)) = a_j.$$  

Then, $\{\mu, \chi_1, \chi_2\}$ is a basis of $X(M_0)_F$. We define $e_0, e_1, e_2 \in \mathfrak{a}_0$ by

$$e_0(\mu^{j_0}\chi_1, \chi_2) = j_0, \quad e_1(\mu^{j_0}\chi_1, \chi_2) = j_1, \quad \text{and} \quad e_2(\mu^{j_0}\chi_1, \chi_2) = j_2.$$  

It is clear that

$$\mathfrak{a}_0 = \mathbb{R}e_0 \oplus \mathbb{R}e_1 \oplus \mathbb{R}e_2 \quad \text{and} \quad \mathfrak{a}_0^* = \mathbb{R}\mu \oplus \mathbb{R}\chi_1 \oplus \mathbb{R}\chi_2.$$  

We set

$$P_1 = \left\{ \begin{pmatrix} * & * & * & * \\ * & * & * & * \\ 0 & 0 & * & * \\ 0 & 0 & * & * \end{pmatrix} \in G \right\} \quad \text{and} \quad P_2 = \left\{ \begin{pmatrix} * & * & * & * \\ 0 & * & * & * \\ 0 & 0 & * & 0 \\ 0 & 0 & * & * \end{pmatrix} \in G \right\}.$$  

Then, we easily see $\{P \in P \mid P \supset P_0\} = \{P_0, P_1, P_2, G\}$. Put

$$M_1 = MP_1 \quad \text{and} \quad M_2 = MP_2.$$  

Let $\alpha_1$ (resp. $\alpha_2$) denote the long (resp. short) root in $\Delta_0$ corresponding to $P_0$, i.e.,

$$\Delta_0 = \{\alpha_1, \alpha_2\} \quad (\alpha_1 = 2\chi_2, \quad \alpha_2 = \chi_1 - \chi_2).$$  

The symmetry with $\alpha$ is denoted by $s_\alpha$. We set

$$s_0 = s_{\alpha_2}, \quad s_1 = s_{\alpha_1 + 2\alpha_2}, \quad s_2 = s_{\alpha_1}.$$  

The Weyl group $W_0$ is generated by $s_0$ and $s_2$. We see that

$$W_0 = \{1, s_0, s_1, s_2, s_0s_1, s_0s_2, s_1s_2, s_0s_1s_2\}.$$  

The elements satisfy the relations

$$s_0^2 = 1, \quad s_1^2 = 1, \quad s_2^2 = 1, \quad s_0s_1 = s_2s_0, \quad s_0s_2 = s_1s_0, \quad s_1s_2 = s_2s_1.$$  

Finally, we remark that $\mu$ is a cyclic group of order $2$.
We choose the representatives
\[
    w_0 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad w_1 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad w_2 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}.
\]

There is an injection \( W_0 \to G(F) \cap K \) mapping \( s_i \) to \( w_i \) for \( 0 \leq i \leq 2 \). Let \( w_s \) denote the image of \( s \in W_0 \) under this injection. For \( s \in W_0 \) and \( G \subset G \), we set
\[
s_G = w_s G w_s^{-1}.
\]

Then, we have
\[
\mathcal{L} = \{ M_0, M_1, s_1 M_1, M_2, s_0 M_2, G \},
\mathcal{L}(M_1) = \{ M_1, G \}, \quad \mathcal{L}(M_2) = \{ M_2, G \}.
\]
Furthermore, we obtain
\[
\mathcal{P} = \{ sP_0 \mid s \in W_0 \}, \quad \mathcal{P}(M_1) = \{ P_1, s_1 s_2 P_1 \}, \quad \mathcal{P}(M_2) = \{ P_2, s_1 P_2 \}
\]
\[
\mathcal{P}(s_1 M_1) = \{ s_1 P_1, s_2 P_1 \}, \quad \mathcal{P}(s_0 M_2) = \{ s_0 P_2, s_0 s_1 P_2 \}.
\]

### 5.2. Weight factors for unipotent elements.

Now we compute the weight factors \( w_M(1, uw, T) \) for \( \text{GSp}(2, F_S) \) as defined in Section 2.4. The weight factors for \( \text{Sp}(2, F_S) \) are then obtained by restriction.

From now on, we fix Haar measures on \( a_0^G, a^G_{M_1}, \) and \( a^G_{M_2} \).

**Condition 5.1.** We choose the Haar measure \( dH \) on \( a_0^G \) such that
\[
dH = dr_1 dr_2 \quad \text{for } H = r_1 e_1 + r_2 e_2 \in a_0^G
\]
where \( dr_1 \) and \( dr_2 \) are the Lebesgue measure on \( \mathbb{R} \). A Haar measure on \( a^G_{M_1} \) (resp. \( a^G_{M_2} \)) is fixed by the Lebesgue measure \( dr \) on \( \mathbb{R} \) for \( r(e_1 + e_2)/2 \in a^G_{M_1} \) (resp. \( re_1 \in a^G_{M_2} \)).

Under this condition and with our choice of coroots, we have
\[
\text{vol}(a_0^G/\mathbb{Z}(\Delta_0^\vee)) = \text{vol}(a^G_{M_1}/\mathbb{Z}(\Delta_{M_1}^\vee)) = \text{vol}(a^G_{M_2}/\mathbb{Z}(\Delta_{M_2}^\vee)) = 1
\]
where \( \Delta_0^\vee \) is the basis of \( a_0^G \) dual to \( \tilde{\Delta}_P \). Now, for each \( M = M_0, M_1, \) and \( M_2, \) we have fixed the Haar measure on \( A^+_M/A^+_G \) by the map \( H_M \) and the Haar measure on \( a^G_M \).

We set
\[
\alpha_1^\vee = e_2, \quad \alpha_2^\vee = e_1 - e_2 \in a_0^G.
\]
Then, \( \Delta_0^\vee = \{ \alpha_1^\vee, \alpha_2^\vee \} \) is the set of simple coroots corresponding to \( \Delta_0 \). We also put
\[
\varpi_1 = \alpha_1 + \alpha_2 = \chi_1 + \chi_2, \quad \varpi_2 = \frac{1}{2} \alpha_1 + \alpha_2 = \chi_1.
\]
Lemma 5.2. \( \nu \in \mathbb{R} \), and
\[
\nu(n_{12}, n_{13}, n_{14}, n_{24}) = \begin{pmatrix} 1 & n_{12} & n_{13} & n_{14} \\ 0 & 1 & n_{14} - n_{12}n_{24} & n_{24} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & -n_{12} & 1 \end{pmatrix} \in N_{P_0}.
\]

Lemma 5.2. If \( n = \nu(n_{12}, n_{13}, n_{14}, n_{24}) \) and \( n_{23} = n_{14} - n_{12}n_{24} \), then
\[
v_{sP_0}(\lambda, n, T) =
\begin{cases}
  e^{\lambda_1 T_1 + \lambda_2 T_2} & \text{if } s = 1, \\
  \| (1, n_{12}) \|^{-\lambda_2} e^{\lambda_1 T_1 + \lambda_2 (T_1 - T_2)} & \text{if } s = s_0, \\
  \| (1, n_{24}) \|^{-\lambda_1} e^{-\lambda_1 (T_1 - 2T_2) + \lambda_2 T_2} & \text{if } s = s_1, \\
  \| (1, n_{24}) \|^{-\lambda_1} \| (1, n_{23}) \|^{-2\lambda_1 - \lambda_2} \times e^{\lambda_1 T_1 - 2T_2} & \text{if } s = s_0 s_1, \\
  \| (1, n_{23}, n_{24}, n_{13} - n_{12}n_{23}, n_{13}n_{24} - n_{14}n_{23}) \|^{-\lambda_1} \times e^{-\lambda_1 T_1 - \lambda_2 (T_1 - T_2)} & \text{if } s = s_0 s_1 s_2, \\
  \| (1, n_{23}, n_{24}, n_{13} - n_{12}n_{23}, n_{13}n_{24} - n_{14}n_{23}) \|^{-\lambda_1} \times e^{-\lambda_1 T_1 - \lambda_2 T_2} & \text{if } s = s_1 s_2.
\end{cases}
\]

where \( \lambda = \lambda_1 \varpi_1 + \lambda_2 \varpi_2 \in a_0^\ast \).

Proof. We use the tautological right action of \( G(F_S) \) on the space \( F_S^4 \) of row vectors endowed with the \( K \cap G(F_S) \)-invariant height function. Since \( e_3 = (0, 0, 1, 0) \) is an eigenvector of the elements of \( P_2 \), we get
\[
v_{P_1}(\chi_1 - \mu, g) = \| e_3 g \| = \| (g_31, g_32, g_33, g_34) \|.
\]

Moreover, we use the right action of \( G \) on the exterior square of the space of row vectors. If \( e_4 = (0, 0, 0, 1) \), then \( e_3 \wedge e_4 \) is an eigenvector of the elements of \( P_1 \), and
\[
v_{P_1}(\chi_1 + \chi_2 - 2\mu, g) = \| (e_3 \wedge e_4) g \| =
\begin{align*}
\| \begin{pmatrix} g_{31} & g_{32} \\ g_{41} & g_{42} \end{pmatrix}, & \begin{pmatrix} g_{31} & g_{33} \\ g_{41} & g_{43} \end{pmatrix}, \begin{pmatrix} g_{31} & g_{34} \\ g_{41} & g_{44} \end{pmatrix}, \begin{pmatrix} g_{32} & g_{33} \\ g_{42} & g_{43} \end{pmatrix}, \begin{pmatrix} g_{32} & g_{34} \\ g_{42} & g_{44} \end{pmatrix}, \begin{pmatrix} g_{33} & g_{34} \\ g_{43} & g_{44} \end{pmatrix} \|.
\end{align*}
\]
We need only the case \( g \in G(F_S)^1 \), in which \( \mu \) can be omitted. For general \( \lambda = \lambda_i \varpi_i \in a^*_{M_i, c} \), where \( i = 1 \) or \( 2 \), we have
\[
v_{F_i}(\lambda, g) = v_{P_i}(\varpi_i, g)^{\lambda_i}.
\]
Moreover, \( H_{P_i}(g) \) is determined by its projections \( H_{P_1}(g) \) and \( H_{P_2}(g) \), hence
\[
v_{P_0}(\lambda, g) = v_{P_1}(\varpi_1, g)^{\lambda_1}v_{P_2}(\varpi_2, g)^{\lambda_2}.
\]
Finally, for \( s \in W_{M_i} \), we have \( v_{sP}(s\lambda, w_sg) = v_P(\lambda, g) \). □

The proof yields formulas for the case of maximal parabolics as intermediate results. We can also read them off from the lemma if we set \( n_{12} = 0 \) resp. \( n_{24} = 0 \). Namely, if \( \lambda = \lambda_1 \varpi_1 \in a^*_{M_i, c} \), then
\[
v_{P_1}(\lambda, n, T) = e^{\lambda_1 T_1},
\]
\[
v_{s_1 s_2 P_1}(\lambda, n, T) = \| (1, n_{13}, n_{14}, n_{23}, n_{24}, n_{13}n_{24} - n_{23}n_{14}) \|^{-\lambda_1} e^{-\lambda_1 T_1},
\]
while for \( \lambda = \lambda_2 \varpi_2 \in a^*_{M_2, c} \) we get
\[
v_{P_2}(\lambda, n, T) = e^{\lambda_2 T_2}, \quad v_{s_1 P_1}(\lambda, n, T) = \| (1, n_{12}, n_{13}, n_{14}) \|^{-\lambda_2} e^{-\lambda_2 T_2}.
\]

**Proposition 5.3.** Assume Conditions 3.1 and \( T = T_1 \alpha_1^\vee + T_2 \alpha_2^\vee \in a_0^+ \). For \( \nu = \nu(\nu_{12}, \nu_{13}, \nu_{14}, \nu_{23}) \in N_{P_0}(F_S) \) we have
\[
w_{M_0}(1, \nu, T) = 2(\log |\nu_{12}|_S)^2 + (\log |\nu_{24}|_S)^2 + 4(\log |\nu_{12}|_S)(\log |\nu_{24}|_S)
+ 4T_1 \log |\nu_{12}|_S + 4T_2 \log |\nu_{24}|_S + 8T_1 T_2 - 2T_1^2 - 4T_2^2.
\]

**Proof.** Set \( \nu_{23} = \nu_{14} - \nu_{12}\nu_{24} \), \( n = \nu(n_{12}, n_{13}, n_{14}, n_{24}) \), and \( n_{23} = n_{14} - n_{12}n_{24} \). If \( av = n^{-1}an, \) then we can express \( n \) in terms of \( \nu \) as
\[
n_{12} = \left(1 - \frac{a_2}{a_1} \right)^{-1} \nu_{12}, \quad n_{24} = \left(1 - \frac{a_0}{a_2} \right)^{-1} \nu_{24},
\]
\[
n_{23} = \left(1 - \frac{a_0}{a_2} \right)^{-1} \left(1 - \frac{a_0}{a_1 a_2} \right)^{-1} \left( \nu_{23} - \frac{a_0}{a_2} \nu_{14} \right),
\]
\[
n_{14} = \left(1 - \frac{a_2}{a_1} \right)^{-1} \left(1 - \frac{a_0}{a_1 a_2} \right)^{-1} \left( \nu_{14} - \frac{a_2}{a_1} \nu_{23} \right),
\]
\[
n_{13} = \left(1 - \frac{a_0}{a_2} \right)^{-1} \times \left( \nu_{13} + \left(1 - \frac{a_2}{a_1} \right)^{-1} \left(1 - \frac{a_0}{a_1 a_2} \right)^{-1} \nu_{12} \left( \frac{a_2}{a_1} \nu_{23} - \frac{a_0}{a_1 a_2} \nu_{14} \right) \right).
\]

This also implies that
\[
n_{13} + n_{12}n_{14} = \left(1 - \frac{a_0}{a_1^2} \right)^{-1} \left( \nu_{13} + \left(1 - \frac{a_2}{a_1} \right)^{-2} \nu_{12} \left( \nu_{14} - \frac{a_2^2}{a_1^2} \nu_{23} \right) \right),
\]
\[ n_{13} - n_{12}n_{23} = \left( 1 - \frac{a_0}{a_1^2} \right)^{-1} \]

\[ \times \left( \nu_{13} - \left( 1 - \frac{a_0}{a_2^2} \right)^{-1} \left( 1 - \frac{a_0}{a_1 a_2} \right)^{-1} \left( 1 + \frac{a_0}{a_1 a_2} \right) \nu_{12} \left( \nu_{23} - \frac{a_0}{a_2^2} \nu_{14} \right) \right), \]

\[ n_{13}n_{24} - n_{14}n_{23} = \left( 1 - \frac{a_0}{a_1^2} \right)^{-1} \left( 1 - \frac{a_0}{a_2^2} \right)^{-1} \]

\[ \times \left( \nu_{13}\nu_{24} + \left( 1 - \frac{a_0}{a_1 a_2} \right)^{-2} \left( \frac{a_0}{a_1^2} \nu_{23}^2 + \frac{a_0}{a_2^2} \nu_{14}^2 - \left( 1 + \frac{a_0}{a_1 a_2} \right) \nu_{23}\nu_{14} \right) \right). \]

Let \( \lambda = \lambda_1 \omega_1 + \lambda_2 \omega_2 \in a_{\ast, \mathbb{C}}^0 \). According to the definition of \( w_P(\lambda, a, \nu, T) \) given in Section 2.4, we have to multiply the functions \( v_{sP_0}(\lambda, n, T) \) computed in Lemma 5.2 with suitable factors \( r_\beta(\lambda, 1, a) \). Taking the limit as \( a \to 1 \), we obtain

\[ w_{sP_0}(\lambda, 1, \nu, T) = \]

\[ \begin{cases} 
 e^{\lambda_1 T_1 + \lambda_2 T_2} & \text{if } s = 1, \\
 |\nu_{12}|_S^{-\lambda_2} e^{\lambda_1 T_1 + \lambda_2 (T_1 - T_2)} & \text{if } s = s_0, \\
 |\nu_{24}|_S^{-\lambda_1} e^{-\lambda_1 (T_1 - 2T_2) + \lambda_2 T_2} & \text{if } s = s_2, \\
 |\nu_{12}\nu_{24}|_S^{-\lambda_1} |\nu_{12}|_S^{-\lambda_2} e^{\lambda_1 (T_1 - 2T_2) + \lambda_2 (T_1 - T_2)} & \text{if } s = s_0 s_1, \\
 |\nu_{24}|_S^{-\lambda_1} |\nu_{12}\nu_{24}|_S^{-\lambda_2} e^{-\lambda_1 (T_1 - 2T_2) - \lambda_2 T_2} & \text{if } s = s_0 s_2, \\
 |\nu_{12}|_S^{-\lambda_1} |\nu_{12}\nu_{24}|_S^{-\lambda_2} e^{\lambda_1 T_1 - \lambda_2 (T_1 - T_2)} & \text{if } s = s_1 s_2, \\
 |\nu_{12}\nu_{24}|_S^{-\lambda_1} |\nu_{12}|_S^{-\lambda_2} e^{-\lambda_1 T_1 - \lambda_2 T_2} & \text{if } s = s_1 s_2. 
\end{cases} \]

By the definition, we have

\[ \theta_{sP_0}(\lambda) = \]

\[ \begin{cases} 
 \lambda_1 \lambda_2 & \text{if } s = 1, \\
 (\lambda_1 + \lambda_2)(-\lambda_2) & \text{if } s = s_0, \\
 (-\lambda_1)(2\lambda_1 + \lambda_2) & \text{if } s = s_2, \\
 (\lambda_1 + \lambda_2)(-2\lambda_1 - \lambda_1) & \text{if } s = s_0 s_1, \\
 (-\lambda_1 - \lambda_2)(2\lambda_1 + \lambda_2) & \text{if } s = s_0 s_2, \\
 \lambda_1(-2\lambda_1 - \lambda_2) & \text{if } s = s_1, \\
 (-\lambda_1 - \lambda_2)\lambda_2 & \text{if } s = s_0 s_1 s_2, \\
 (-\lambda_1)(-\lambda_2) & \text{if } s = s_1 s_2. 
\end{cases} \]

The explicit formula for \( w_{M_0}(1, \nu, T) \) can now be computed using [Ar1] Lemma 3.4].
Lemma 5.5. Let $\mathfrak{g}$ be a non-semisimple element of $\mathfrak{g}$. Then, we have $w_M(1, \nu, T) = \log |\det(Y)|_S + 2T_1$, $w_M(1, u, T) = \log |u_1^2 u_2^2|_S + 2T_1 = 2\log |u_1|_S + 2\log |u_2|_S + 2T_1$.

Proof. This follows in a similar way from (2.2) and Lemma 5.2 \(\square\)

5.3. $O$-equivalence classes. We determine the $O$-equivalence classes (cf. Section 2.5) containing non-semisimple elements of $G(F)$.

Lemma 5.5. Let $G$ be a connected reductive algebraic group over $F$. Fix a minimal Levi subgroup $M_0$. Assume that $\mathfrak{o} \in O^G$ contains a non-semisimple element of $G(F)$. Then, there exists a semisimple element $\gamma \in \mathfrak{o}$ such that $\gamma \in M(F)$ for a certain $M \in \mathcal{L}(M_0)$ ($M \neq G$).

Proof. Let $\delta$ be a non-semisimple element of $\mathfrak{o}$. Let $\delta_s$ (resp. $\delta_u$) denote the semisimple (resp. unipotent) part of the Jordan decomposition of $\delta$. Then, we have $\delta = \delta_s \delta_u$ and $\delta_u \neq 1$. A Jacobson-Morozov parabolic subgroup $Q \neq G$ of $\mathfrak{o}$ over $F$ is uniquely determined. For $g \in G_{\delta_u}(F)$, we have $\delta_u = g^{-1} \delta_u g$. By using the uniqueness of $Q$ we find that $Q = g^{-1} Q g$. This means that $Q(F)$ contains $G_{\delta_u}(F)$. Hence, $\delta_s \in Q(F)$. Thus, $\delta_s$ is contained in a Levi subgroup of $Q$ over $F$ because $\delta_s$ is semisimple. This lemma follows from the fact that any Levi subgroup of $Q$ over $F$ is $Q(F)$-conjugate to $M \supset M_0$. \(\square\)

Let $\mathfrak{o} \in O^G$. If $\mathfrak{o}$ contains only semisimple elements, then $\mathfrak{o}$ is just a $G(F)$-conjugacy class. Hence, we do not consider such $O$-equivalence classes. Let $z \in Z(F)$ and $x \in F^\times$. For $x \neq 1$, we set $\sigma_{1,z} = z \text{ diag}(-1,1,-1,1)$ and $\sigma_{2,x,z} = z \text{ diag}(x,x,1,1)$. For $x^2 \neq 1$, we put $\sigma_{3,x,z} = z \text{ diag}(x,1,x^{-1},1)$.

For $x \in F^\times - (F^\times)^2$, we set $h_\alpha = \begin{pmatrix} 0 & 1 \\ \alpha & 0 \end{pmatrix}$ and $\sigma_{4,z,x,\alpha} = z \begin{pmatrix} h_\alpha & O_2 \\ O_2 & t h_\alpha \end{pmatrix}$.
If \((x, y) \in F \oplus F\) satisfies \(x^2 - \alpha y^2 \neq 0\) (resp. \(x^2 - \alpha y^2 = 1\)), we set

\[
\sigma_{5, \alpha, x, y} = \begin{pmatrix}
xI_2 + yh_\alpha & O_2 \\
O_2 & xI_2 - \alpha yh_{\alpha^{-1}}
\end{pmatrix}
\]

(resp. \(\sigma_{6, z, \alpha, x, y} = z \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & x & 0 & y \\
0 & 0 & 1 & 0 \\
0 & \alpha y & 0 & x
\end{pmatrix}\)).

The \(O\)-equivalence class containing \(z\) in \(G(F)\) is denoted by \(o_z\). Let \(o_{1, z}, o_{2, z, x}, o_{3, z, x}, o_{4, \alpha, x}, o_{5, \alpha, x, y}\), and \(o_{6, z, \alpha, x, y}\) denote the \(O\)-equivalence class containing \(\sigma_{1, z}, \sigma_{2, z, x}, \sigma_{3, z, x}, \sigma_{4, \alpha, x}, \sigma_{5, \alpha, x, y}\), and \(\sigma_{6, z, \alpha, x, y}\) respectively. We can easily prove the following propositions by Lemma 5.5 and direct calculation.

**Proposition 5.6.** Assume that \(o\) contains a non-semisimple element of \(G(F)\) and a semisimple element of \(M_0(F)\). Then, there exist \(z \in Z(F)\) and \(x \in F^x\) such that \(o = o_z, o_{1, z}, o_{2, z, x} (x \neq 1)\), or \(o_{3, z, x} (x^2 \neq 1)\). Moreover, we have

\[
G_z = G_{z, +} = G,
\]

\[
G_{\sigma_{1, z}} = G_{\sigma_{1, z, +}} \cong \{(g_1, g_2) \in \text{GL}(2) \times \text{GL}(2) \mid \det(g_1) = \det(g_2)\},
\]

\[
G_{\sigma_{2, z, x}} = G_{\sigma_{2, z, x, +}} \cong \text{GL}(1) \times \text{GL}(2),
\]

\[
G_{\sigma_{3, z, x}} = G_{\sigma_{3, z, x, +}} \cong \text{GL}(1) \times \text{GL}(2).
\]

**Proposition 5.7.** Assume that \(o\) contains a non-semisimple element of \(G(F)\) and a semisimple element of \(M_1(F)\). We also assume that \(o\) does not have any element of \(M_0(F)\). Then there exist \(z \in Z(F), \alpha \in F^x - (F^x)^2\), and \((x, y) \in F \oplus F\) (\(x^2 - \alpha y^2 \neq 0\)) such that \(o = o_{4, \alpha, x}\) or \(o_{5, \alpha, x, y}\). Let \(E = F(h_\alpha)\). Then

\[
G_{\sigma_{4, \alpha, x}} = G_{\sigma_{4, \alpha, x, +}} = \left\{(A \quad B \\
C \quad D) \in G \mid A, B \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, C, D \in E \right\}
\]

\[
\cong \{g \in R_{E/F}(\text{GL}(2)) \mid \det(g) \in \mathbb{G}_m\}
\]

and

\[
G_{\sigma_{5, \alpha, x, y}} = G_{\sigma_{5, \alpha, x, y, +}} = \left\{(A \quad O_2 \\
0 \quad A^{-1}) \begin{pmatrix} aI_2 & bD \\ cD^t & dI_2 \end{pmatrix} \in G \mid A \in E \right\}
\]

\[
\cong \text{GU}(1, 1, E/F),
\]

where \(D = \begin{pmatrix} -1 & 0 \\ 0 & \alpha \end{pmatrix}\) and \(D' = \begin{pmatrix} -\alpha & 0 \\ 0 & 1 \end{pmatrix}\).
Proposition 5.8. Assume that $\mathfrak{o}$ contains a non-semisimple element of $G(F)$ and a semisimple element of $M_2(F)$. We also assume that $\mathfrak{o}$ does not have any element of $M_0(F)$. Then, there exist $z \in Z(F)$, $\alpha \in F^\times - (F^\times)^2$, and $(x, y) \in F \oplus F$ ($x^2 - \alpha y^2 = 1$) such that $\mathfrak{o} = \mathfrak{o}_{\sigma, z, \alpha, x, y}$.

Let $E = F(h)$. Then we have

$$G_{\sigma, z, \alpha, x, y} = G_{\sigma, z, \alpha, x, y,+} \ni \{(x, g) \in R_{E/F}(\mathbb{G}_m) \times \text{GL}(2) \mid N_{E/F}(x) = \det(g)\}.$$

6. THE GEOMETRIC SIDE OF THE TRACE FORMULA FOR $GSp(2)$

Throughout this section, we set $G = GSp(2)$ and we keep the notations and the assumptions of Section 5. In particular, we assume Condition 5.1 which fixes Haar measures on $\mathfrak{o}_0^G$, $\mathfrak{a}_{M_1}^G$, and $\mathfrak{a}_{M_2}^G$.

Let $G$ be a connected reductive algebraic group over $F$. For $g \in G(F)$, we denote by $\{g\}_G$ the $G(F)$-conjugacy class of $g$.

6.1. Unipotent contribution. We use the notations $u_\alpha$ (cf. (1.6)), $n_{\min}(\alpha)$, $n_{\text{sub}}(x)$, $n_{\text{reg}}(\alpha)$ (cf. (1.7)), $\mathfrak{r}_d = \text{diag}(1, -d)$ (cf. (1.4)), and $\Omega(F)$ (cf. (1.7)). Let $Z$ denote the center of $G$. For $z \in Z(F)$, $\mathfrak{o}_z$ denotes the $\mathcal{O}$-equivalence class containing $z$ in $G(F)$. The set $\mathfrak{o}_z$ is divided into the five classes

$$\mathfrak{o}_z = O_{\text{tri}, z} \cup O_{\min, z} \cup O_{\text{sub}, z} \cup O'_{\text{sub}, z} \cup O_{\text{reg}, z},$$

where we set

$$O_{\text{tri}, z} = \{z\}, \quad O_{\min, z} = \{z \cdot n_{\min}(1)\}_G, \quad O_{\text{sub}, z} = \bigcup_{d \in \Omega(F)} \{z \cdot n_{\text{sub}}(\mathfrak{r}_d)\}_G,$n_{\text{sub}, z} \cup O_{\text{reg}, z} \cup O_{\text{reg}, z}.$$

$$O'_{\text{sub}, z} = \{z \cdot n_{\text{sub}}(\mathfrak{r}_1)\}_G, \quad O_{\text{reg}, z} = \{z \cdot n_{\text{reg}}(1)\}_G.$$

Let $P \in \mathcal{F}$, $P \supset P_0$, and $f \in C_c^\infty(G(\mathbb{A})^1)$. For a subset $O$ in $M_P(F)$ we set

$$(6.1) \quad K_{P, O}(g, h) = \int_{\mathbb{N}(\mathbb{A})} \sum_{\gamma \in O} f(g^{-1} \gamma n h) \, dn.$$

For $T \in \mathfrak{a}_0^+$, integrals $J_{O_{\text{reg}}, z}^T(f)$, $J_{O_{\text{sub}, z}}^T(f)$, $J_{O'_{\text{sub}, z}}^T(f)$, $J_{O_{\min, z}}^T(f)$, and $J_{O_{\text{tri}, z}}^T(f)$ are defined as follows:

$$J_{O_{\text{tri}, z}}^T(f) = \int_{G(F) \backslash G(\mathbb{A})^1} K_{G, O_{\text{tri}, z}}(g, g) \, d^1g,$$

$$J_{O_{\text{min}, z}}^T(f) = \int_{G(F) \backslash G(\mathbb{A})^1} K_{G, O_{\text{min}, z}}(g, g) \, d^1g.$$
We will show that these integrals converge absolutely for any $T \in \mathfrak{a}_0^+$ (cf. Theorems 6.1, 6.2, 6.3, and 6.4). Hence, the integral
\[J^T_{O_{\text{sub},z}}(f) = \int_{G(F)\backslash G(\mathbb{A})^1} \left\{ K_{G,O_{\text{sub},z}}(g, g) - \sum_{\delta \in P_1(F)\backslash G(F)} K_{P_1,\{z\}}(\delta g, \delta g) \hat{T}_{P_1}(H_{P_1}(\delta g) - T) \right\} \, d^1 g,
\]
\[J^T_{O'_{\text{sub},z}}(f) = \int_{G(F)\backslash G(\mathbb{A})^1} \left\{ K_{G,O'_{\text{sub},z}}(g, g) - \sum_{\delta \in P_2(F)\backslash G(F)} K_{P_2,\{z\}}(\delta g, \delta g) \hat{T}_{P_2}(H_{P_2}(\delta g) - T) \right\} \, d^1 g,
\]
and
\[J^T_{O_{\text{reg},z}}(f) = \int_{G(F)\backslash G(\mathbb{A})^1} \left\{ K_{G,O_{\text{reg},z}}(g, g) - \sum_{\delta \in P_1(F)\backslash G(F)} K_{P_1,\{z\}M_1}(\delta g, \delta g) \hat{T}_{P_1}(H_{P_1}(\delta g) - T) - \sum_{\delta \in P_2(F)\backslash G(F)} K_{P_2,\{z\}M_2}(\delta g, \delta g) \hat{T}_{P_2}(H_{P_2}(\delta g) - T) + \right\} \sum_{\delta \in P_0(F)\backslash G(F)} K_{P_0,\{z\}}(\delta g, \delta g) \hat{T}_{P_0}(H_{P_0}(\delta g) - T) \right\} \, d^1 g.
\]
We will show that these integrals converge absolutely for any $T \in \mathfrak{a}_0^+$ (cf. Theorems 6.1, 6.2, 6.3, and 6.4). Hence, the integral $J^T_{g_z}(f)$ satisfies the equality
\[J^T_{g_z}(f) = J^T_{O_{\text{tri},z}}(f) + J^T_{O_{\text{min},z}}(f) + J^T_{O_{\text{sub},z}}(f) + J^T_{O'_{\text{sub},z}}(f) + J^T_{O_{\text{reg},z}}(f).
\]
Clearly, we see that $J^T_{O_{\text{tri},z}}(f) = \text{vol}_G f(z)$. We set
\[f_K(g) = \int_k f(k^{-1} g k) \, dk \quad (f \in C^\infty_c(G(\mathbb{A})^1), \ g \in G(\mathbb{A})^1)
\]
and
\[f_{K_S}(g_S) = \int_k f(k^{-1} g_S k) \, dk_S \quad (f \in C^\infty_c(G(F_S)^1), \ g_S \in G(F_S)^1).
\]
The orbital integral over the $G(F_S)$-conjugacy class of $n_{\text{min}}(1)$ endowed with a suitable measure is
\[J_G(z n_{\text{min}}(1), f) = c_S \int_{F_S} f_{K_S}(z n_{\text{min}}(x)) \, |x|_S \, dx
\]
where $dx$ is the Haar measure on $F_S$ defined in Section 2.1 and the constant $c_S$ was defined in Section 2.2.
Theorem 6.1. Assume that $S$ contains $\Sigma_\infty$ and $z \in Z(\mathfrak{O}_v) \ (\forall v \not\in S)$. Let $f \in C_c^\infty(G(F_S)^1)$. The integral $J_{\Omega_{\text{min},z}}^T(f)$ converges absolutely and satisfies

$$J_{\Omega_{\text{min},z}}^T(f) = \frac{\text{vol}_{M_2}}{2c_F} \int_{\mathbb{A}^\times} f_K(z \ n_{\text{min}}(x)) |x|^2 d^x x$$

$$= \frac{\text{vol}_{M_2} \zeta^2(2)}{2c_F} J_G(z \ n_{\text{min}}(1), f),$$

where $d^x x$ is the Haar measure on $\mathbb{A}^\times$ which was defined in Section 2.1.

Proof. This theorem is easily proved if we consider the centralizer of $n_{\text{min}}(1)$.

If $S$ contains $\Sigma_\infty$, then we have

$$J_{M_1}^T(z, f) = \int_{N_{F_1}(F_S)} f_K(z \ n) w_{M_1}(1, n, T) dn$$

(cf. Proposition 5.4). The spaces $V$ and $V^{ss}$ were defined in Section 4.4. For $d_S \in F^\times$, we set $V^{ss}(F_S, d_S) = \{ x \in V^{ss}(F_S) \mid -\det(x) \in d_S(F_S^\times)^2 \}$ (cf. Section 4.4). Let $d x$ be the Haar measure on $V(F_S)$ defined in Section 4.4. For any $y \in V^{ss}(F_S, d_S)$ and a suitably chosen measure on the $G(F_S)$-conjugacy class of $n_{\text{sub}}(y)$, we have

$$J_G(z \ n_{\text{sub}}(y), f) = 2|S| c_S \int_{V^{ss}(F_S, d_S)} f_K(z \ n_{\text{sub}}(x)) dx,$$

where the constant $c_S$ was defined in Section 2.2. Let $\sim_S$ denote the equivalence relation on $V^{ss}(F_S)$ such that $x \sim_S y$ if and only if $\det(x^{-1} y) \in (F_S^\times)^2$. Then, $V^{ss}(F_S, d_S)$ is an equivalence class in $V^{ss}(F_S)$ with respect to $\sim_S$. Since any equivalence class contains an element in $V^{ss}(F)$, we have $V^{ss}(F_S)/\sim_S = V^{ss}(F)/\sim_S$. Note that there exists a bijection between $V^{ss}(F)/\sim_S$ and $F^\times/(F^\times \cap (F_S^\times)^2)$.

Theorem 6.2. Assume that $S$ contains $\Sigma_\infty \cup \Sigma_2$ and $z \in Z(\mathfrak{O}_v) \ (\forall v \not\in S)$. Let $f \in C_c^\infty(G(F_S)^1)$. The integral $J_{\Omega_{\text{sub},z}}^T(f)$ converges absolutely. If we identify $M_1$ with $G' = \GL(1) \times \GL(2)$ by (1.3) and we set $\Phi_z(x) = f_K(z \ n_{\text{sub}}(x))$, then we have

$$J_{\Omega_{\text{sub},z}}^T(f) = Z^{\text{GSp}(2)}(\Phi_z, 3/2, T_1)$$

$$= \frac{\text{vol}_{M_1}}{2} J_{M_1}^T(z, f)$$

$$+ \frac{\text{vol}_{M_1}}{2c_F} \sum_{x \in V^{ss}(F)/\sim_S} \mathcal{C}_F(S, -\det(x)) J_G(z \ n_{\text{sub}}(x), f)$$
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where $Z^{GSp(2)}(\Phi, s, T_1)$ and $\mathcal{C}_F(S, \alpha)$ were defined in Section 4.8.

**Proof.** The notation $V^{st}(F)$ was defined in Section 4.4. For $s \in \mathbb{C}$, we set

$$\lambda = (2s - 3)\varpi_1 \in a^*_M, \mathbb{C}$$

throughout this proof. We consider the zeta integral

$$J_{O \text{sub}, z}^T(f, \lambda) = \int_{P_1(F) \backslash G(\mathbb{A})} \left( \sum_{x \in V^{st}(F)} f(g^{-1}zn_{\text{sub}}(x))g \right)$$

and

$$- \int_{N_{P_1}(\mathbb{A})} f(g^{-1}zn) \, d\tau_{P_1}(H_{P_1}(g) - T) e^{-\lambda(H_{P_1}(g))} \, d^1g.$$ 

For $x \in V^{st}(F)$ and $\delta \in G(F)$, we see that $\delta \in P_1(F)$ if and only if $\delta^{-1}n_{\text{sub}}(x) \delta \in P_1(F)$. Hence, it follows that

$$K_{G, O \text{sub}, z}(g, g) = \sum_{\delta \in P_1(F) \backslash G(F)} \sum_{x \in V^{st}(F)} f(g^{-1}\delta^{-1}zn_{\text{sub}}(x) \delta g).$$

Therefore, we formally have

$$J_{O \text{sub}, z}^T(f) = J_{O \text{sub}, z}^T(f, 0).$$

Of course, we need only the absolute convergence of $J_{O \text{sub}, z}^T(f, \lambda)$ at $\lambda = 0$ (i.e., $s = 3/2$) for this theorem. However, it is better to consider $J_{O \text{sub}, z}^T(f, \lambda)$ for any $s$ with a view to the general formulation (cf. [Ho3] and the proof of Theorem 6.3). Furthermore, our proof gives absolute convergence and holomorphy of $J_{O \text{sub}, z}^T(f, \lambda)$. By direct calculation we easily see

$$e^{-\lambda(H_{P_1}((a, h')))} = e^{-(2s-3)\varpi_1(H_{P_1}((a, h')))} = |\det(h')|^{2s-3}$$

and

$$\tilde{\tau}_{P_1}(H_{P_1}((a, h')) - T) = \begin{cases} 1 & \text{if } -\log |\det(h')| - T_1 > 0, \\ 0 & \text{if } -\log |\det(h')| - T_1 < 0, \end{cases}$$

where $(a, h') \in \text{GL}(1, \mathbb{A}) \times \text{GL}(2, \mathbb{A}) \cong M_1(\mathbb{A}) \cap G(\mathbb{A})$ by (4.3). Hence, we also get absolute convergence and holomorphy of $Z^{GSp(2)}(\Phi, s, T_1)$ and $Z^{Sp(2)}(\Phi, s, T_1)$ for $\Re(s) > 5/4$. They were already used in the argument of Section 4.8.

We will show that

$$(6.2) \quad \int_{P_1(F) \backslash G(\mathbb{A})} \left( \sum_{x \in V^{st}(F)} f(g^{-1}\delta^{-1}zn_{\text{sub}}(x) \delta g) \right)$$

and

$$- \int_{N_{P_1}(\mathbb{A})} f(g^{-1}zn) \, d\tau_{P_1}(H_{P_1}(g) - T) \left| e^{-(2s-3)\varpi_1(H_{P_1}(g))} \right| d^1g$$
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converges for \( \text{Re}(s) > 5/4 \). From this we have the absolute convergence of \( J_{\text{sub}, z}^T(f) \) and the equality
\[
J_{\text{sub}, z}^T(f) = J_{\text{sub}, z}^T(f, 0) = Z^{GSp(2)}(\Phi_z, 3/2, T_1).
\]
Moreover, the formula follows from (4.8) and Theorem 4.22.

We now give a proof for the convergence of (6.2) for \( \text{Re}(s) > 5/4 \) by an argument similar to the other cases, which is inspired by Shintani’s argument in [Sh, Section 2 in Chapter 1]. We are studying the prehomogeneous vector space \((H, V)\), where the group \( H = \text{GL}(2) \) acts by \( x \cdot h \mapsto h x h \) (\( h \in H, x \in V \)). For \( x \in V \), let \( H_x \) be the connected component of 1 in the stabilizer of \( x \) in \( H \). Since \( X(H_{\text{f}_1})_F \) is not trivial (cf. Lemma 4.2) and \( \text{f}_1 \) is a regular point, it is difficult to deal directly with zeta functions for \((H, V)\). The idea is to deduce their properties from those of zeta functions for the prehomogeneous vector space \((B, V)\), where \( B \) is the subgroup of lower triangular matrices. Indeed, \( X(B_{\text{z}})_F \) is trivial for any regular point \( x \) in \( V \). In addition, we do not use the smoothed Eisenstein series. This is completely different from [Sh] and [Y]. It seems difficult to prove the convergence of (6.2) using the smoothed Eisenstein series, because such argument requires a cancellation (cf. [D, Section 3.8] and [Y, p.373]).

We will bound (6.2) by (6.3) + (6.5) + (6.6). This means that we reduce the problem of the convergence of (6.2) to that of (6.6), which is identified with the absolute value of a part of a modified zeta integral for \((B, V)\). First, we have
\[
(6.2) \leq (6.3) + (6.4),
\]
\[
(6.3) \int_{P_1(F) \setminus G(\A)^1} \left| \sum_{x \in V^{\text{reg}}(F)} f(g^{-1}z \text{sub}(x)g) \right| \{ 1 - \hat{\tau}_{P_1}(H_{P_1}(g) - T) \} |e^{-(2s-3)|z_{P_1}(g)|}| d^1 g,
\]
\[
(6.4) \int_{P_1(F) \setminus G(\A)^1} \left| \sum_{x \in V^{\text{reg}}(F)} f(g^{-1}z \text{sub}(x)g) - \int_{N_{P_1}(\A)} f(g^{-1}z g) d\nu \right| \hat{\tau}_{P_1}(H_{P_1}(g) - T) |e^{-(2s-3)|z_{P_1}(g)|}| d^1 g.
\]
It is clear that (6.3) converges absolutely for any \( s \). Hence, we will show the absolute convergence of (6.4). We use the same notation \( F^P(x, T) \) as [Ar8, p.37] and [Ar2, §6]. Let \( \tau^0_P \) denote the characteristic function of \( \{ a \in a_0^P \mid \langle a, \alpha \rangle > 0 (\forall \alpha \in \Delta^0_P) \} \). Then, we have
\[
(6.4) \leq (6.5) + (6.6),
\]
(6.5) \[ \int_{P_1(F) \setminus G(\mathbb{A})^1} \left| \sum_{x \in V^{st}(F)} f(g^{-1}z_{\text{sub}}(x)g) - \int_{N_{P_1(\mathbb{A})}} f(g^{-1}zn) \, dn \right| \]

\[ |e^{-(2s-3)\omega_1(H_{P_1}(g))}| F_{P_1}(g, T) \hat{\tau}_{P_1}(H_{P_1}(g) - T) \, d^1g, \]

(6.6) \[ \int_{P_0(F) \setminus G(\mathbb{A})^1} \left| \sum_{x \in V^{st}(F)} f(g^{-1}z_{\text{sub}}(x)g) - \int_{N_{P_1(\mathbb{A})}} f(g^{-1}zn) \, dn \right| \]

\[ |e^{-(2s-3)\omega_1(H_{P_1}(g))}| \tau_{P_0}^1(H_{P_0}(g) - T) \hat{\tau}_{P_1}(H_{P_1}(g) - T) \, d^1g. \]

Now, there are \( T' \in \mathbb{R} \) and a compact subset \( \omega \) of \( P_0(\mathbb{A})^1 \) such that \( F_{P_1}(g, T) \) is the characteristic function in \( g \) of the projection of the set

\[ \mathcal{S}^P(T', T) = \left\{ g = pak \mid p \in \omega, \ k \in \mathbb{K}, \ e^{T'} < t_1^{-2} - t_2 \leq e^{2T_2 - T_1}, \ a = \text{diag}(t_1^{-1}, t_2^{-2}, t_1, t_2) \in A_{M_0}^+ \right\} \]

onto \( P_1(F) \setminus G(\mathbb{A})^1 \). We use a decomposition of \( g \in G(\mathbb{A})^1 \) as

(6.7) \[ g = \begin{pmatrix} I_2 & \ast \\ 0 & I_2 \end{pmatrix} \begin{pmatrix} 1 & -b & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & b & 1 \end{pmatrix} \begin{pmatrix} a_1^{-1} & 0 & 0 & 0 \\ 0 & a_2^{-1} & 0 & 0 \\ 0 & 0 & a_1c & 0 \\ 0 & 0 & 0 & a_2c \end{pmatrix} \]

where \( k \in \mathbb{K} \). By \( P_1(F) = P_0(F) \cup P_0(F)w_0N_{P_1}(F) \), for any \( g \in G(F) \mathcal{S}^P(T', T) \), there exists \( \delta \in M_0(F) \cup P_0(F)w_0 \) such that \( \delta g \in N_0(F) \mathcal{S}^P(T', T) \). Hence, using

\[ T' < \alpha_2(H_{P_0}(g)) \leq 2T_2 - T_1 \quad (g \in N_0(F) \mathcal{S}^P(T', T)) \]

and

\[ \alpha_2(H_{P_0}(w_0g)) = -\log |a_1^{-1}a_2| - 2 \log ||(1, a_1a_2^{-1}b)|| \quad (g \in G(\mathbb{A})^1), \]

we easily deduce

(6.8) \[ -2T_2 + T_1 - 2 \log ||(1, a_1a_2^{-1}b)|| < \alpha_2(H_{P_0}(g)) \leq 2T_2 - T_1 \]

for any \( g \in G(F) \mathcal{S}^P(T', T) \). Let \( \tau_{T', \text{sub}}(r_1, r_2) \) denote the characteristic function of

\[ \{(r_1, r_2) \in \mathbb{R}^2 \mid r_1 + r_2 < -T_1 \text{ and } r_2 - r_1 \leq 2T_2 - T_1 \}. \]

Using (6.8) and the Poisson summation formula on \( V(F) \), we have

(6.9) \[ \int_{M_1(F) \setminus M_1(\mathbb{A})} F_{P_1}(m, T) \, d^1m \int_0^{e^{-T_1}} t^2 d^x t |\Phi_2(\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix})|, \]

where the summands are as follows:
The function $\tau_{T,\text{sub}}^{1}(\log |a_1|, \log |a_2|)$ means that the domain of the integration for $(a_1, a_2)$ is

$$\{ (a_1, a_2) \in F^x \times A^x \times F^x \times A^x \mid (|a_1| > e^{-T_2} \text{ and } |a_2| < |a_1|^{-1} e^{-T_1} ) \text{ or } (|a_1| < e^{-T_2} \text{ and } |a_2| < |a_1| e^{2T_2-T_1} ) \}.$$ 

Hence, (6.10) converges for Re($s$) > 1/2. We can similarly see that (6.11) and (6.12) converge for Re($s$) > 1/2. The terms (6.11) and (6.13) converge for Re($s$) > 1 by [Y] Proposition 2.12 (cf. Section 4.9). The convergence of (6.9) and (6.12) is trivial. Thus, (6.5) converges for Re($s$) > 1.

In order to simplify notation, we use the characteristic function $\tau_{T,\text{sub}}^{2}(r_1, r_2)$ (resp. $\tau_{T,\text{sub}}^{3}(r_1, r_2)$) of

$$\{ (r_1, r_2) \in \mathbb{R}^2 \mid r_2 > -T_1 + T_2 \text{ and } r_1 < -r_2 - T_1 \}$$
(resp. \( \{(r_1, r_2) \in \mathbb{R}^2 \mid r_2 < -T_1 + T_2 \text{ and } r_1 < r_2 + T_1 - 2T_2\} \)). By the decomposition (6.7) we have

\[
\tau_{P_0}(H_{P_0} - T_1) \tau_{P_1}(H_{P_1} - T_2) = \begin{cases} 
1 & \text{if } \log |a_1 a_2| < -T_1 \text{ and } \log |a_1 a_2^{-1}| < T_1 - 2T_2, \\
0 & \text{otherwise.}
\end{cases}
\]

Hence,

(6.6) = (6.15) + (6.16),

(6.15) \( \int_{P_0 \setminus G(A)^1} \left| \sum_{x \in V(F)} f(g^{-1} n_{sub}(x) g) - \int_{N_{P_1}(A)} f(g^{-1} n g) \, dn \right| \left| e^{-(2s-3)\omega_1(H_{P_1}(g))} \right| \tau_{T, sub}^{2} (\log |a_1|, \log |a_2|) \, d^1 g, \)

and

(6.16) \( \int_{P_0 \setminus G(A)^1} \left| \sum_{x \in V(F)} f(g^{-1} n_{sub}(x) g) - \int_{N_{P_1}(A)} f(g^{-1} n g) \, dn \right| \left| e^{-(2s-3)\omega_1(H_{P_1}(g))} \right| \tau_{T, sub}^{3} (\log |a_1|, \log |a_2|) \, d^1 g, \)

where \( a_1 \) and \( a_2 \) are determined by (6.7). The set

\[
\{ x_{m_1, m_{12}, m_2} = \begin{pmatrix} 1 & m_{12} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} m_1 & 0 \\ 0 & m_2 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ m_{12} & 1 \end{pmatrix} \in V(F) \mid m_2 \in F^\times, m_1, m_{12} \in F \}
\]

is decomposed into

(6.17) \( V^\text{st}(F) \cup \{ x_{m_1, m_{12}, m_2} \mid m_2 \in F^\times, m_{12} \in F, m_1 = 0 \}

\cup \{ x_{m_1, m_{12}, m_2} \mid m_2 \in F^\times, m_{12} \in F, m_1 = -m_2(F^\times)^2 \}

\text{(disjoint union), since } V^\text{st}(F) \text{ can be expressed by}

\[
V^\text{st}(F) = \left\{ x_{m_1, m_{12}, m_2} \in V(F) \mid m_2 \in F^\times, m_{12} \in F, m_1 \in F^\times - (-m_2)(F^\times)^2 \right\}.
\]
It is clear that (6.15) is bounded by (6.18) + (6.19), where we set

\[ (6.18) \int_{\mathbb{A}} \, \int_{F^x \setminus \mathbb{A}^1} d^1 c \int_{F^x \setminus \mathbb{A}^x} d^x a_1 \int_{F^x \setminus \mathbb{A}^x} d^x a_2 \]

\[ |a_1|^{2s} |a_2|^{2s-2} \tau_{T,\text{sub}}^3 (\log |a_1|, \log |a_2|) \sum_{m_2 \in F^x} \sum_{m_1 \in F^x - (-m_2)(F^x)^2} |\Phi_z(c \left( a_1^2 m_1 + m_2^{-1} a_2^{-2} b^2 b a_2^2 m_2 \right))|, \]

and

\[ (6.19) \frac{c_F}{2s-2} \int_{F^x \setminus \mathbb{A}^1} \, \int_{F^x \setminus \mathbb{A}^x, |a_2| > e^{-T_1 + T_2}} d^x a_2 |a_2|^{-2} |\hat{\Phi}_z\left( \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right)| \]

if Re(s) > 1. There exist functions \( \phi_1, \phi_2 \in C^\infty_c(\mathbb{A}) \) such that

\[ \sum_{m_1 \in F^x - (-m_2)(F^x)^2} |\Phi_z(\ast)| < |a_1|^{-2} \times \phi_1(c b) \times \phi_2(c a_2^2 m_2). \]

Therefore, it follows that (6.18) and (6.19) are convergent for Re(s) > 1. So, we get the absolute convergence of (6.15) for Re(s) > 1. By the decompositions (6.7) and (6.17) and repeated application of the Poisson summation formula we have

\[ (6.16) < (\text{constant}) \times \{ (6.20) + (6.21) + (6.22) + (6.23) + (6.24) + (6.25) \}, \]

where the summands are as follows:

\[ (6.20) \int_{\mathbb{A}} \, \int_{F^x \setminus \mathbb{A}^1} d^1 c \int_{F^x \setminus \mathbb{A}^x} d^x a_1 \int_{F^x \setminus \mathbb{A}^x} d^x a_2 \]

\[ |a_1|^{2s} |a_2|^{2s-2} \tau_{T,\text{sub}}^3 (\log |a_1|, \log |a_2|) \sum_{m_2 \in F^x} \sum_{m_1 \in F^x} |\Phi_z(c \left( m_2^{-1} a_2^{-2} b^2 b a_2^2 m_2 \right))|, \]

\[ (6.21) \int_{\mathbb{A}} \, \int_{F^x \setminus \mathbb{A}^1} d^1 c \int_{F^x \setminus \mathbb{A}^x} d^x a_1 \int_{F^x \setminus \mathbb{A}^x} d^x a_2 \]

\[ |a_1|^{2s} |a_2|^{2s-2} \tau_{T,\text{sub}}^3 (\log |a_1|, \log |a_2|) \sum_{m_2 \in F^x} \sum_{m_1 \in F^x} |\Phi_z(c \left( -m_2 (a_1 \alpha_1)^2 + m_2^{-1} a_2^{-2} b^2 b a_2^2 m_2 \right))|, \]

\[ 62 \]
exist functions $\phi$ also see that (6.22) and (6.23) converge for any $s$.

It is trivial that (6.20), (6.24), and (6.25) converge for $\Re(s) > 1$.

Therefore, (6.22) converges for $\Re(s) > 5/4$. Hence, we have proved that (6.16) and (6.6) converge for $\Re(s) > 5/4$. Thus, we obtain the convergence of (6.2) for $\Re(s) > 5/4$. □
For \( S \supset \Sigma_\infty \) we have
\[
J_{M_2}^T(z, f) = \int_{N_{P_2}(F_S)} f_{K_S}(zn) w_{M_2}(1, n, T) \, dn
\]
by the definition (cf. Proposition 5.4).

**Theorem 6.3.** Assume that \( S \) contains \( \Sigma_\infty \cup \Sigma_2 \) and \( z \in Z(\mathcal{D}_v) \) \( (\forall v \notin S) \). Let \( f \in C_0^\infty(G(F_S)) \). The integral \( J_{O^\prime}^T(f) \) converges absolutely. We also have
\[
J_{O^\prime, z}^T(f) = \frac{\text{vol}_{M_2}}{2} J_{M_2}^T(z, f) + \frac{\text{vol}_{M_1}}{2c_\mathcal{F}} \frac{\partial^S_{\mathcal{F}}(s)|_{s=3}}{\zeta^S_{\mathcal{F}}(3)} J_G(z n_{sub}(x_1), f).
\]

**Proof.** Throughout this proof, we set \( u_z = z n_{sub}\left(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\right) \). Then we have \( O_{sub, z}^\prime = \{u_z\} G, \ G_{u_z} = \{\text{diag}(a, b, b, a) \mid a, b \in \mathbb{G}_m\} N_{P_1}, \) and \( G_{u_z, z}^\prime = G_{u_z} \cup w_0 G_{u_z}. \)

Let \( d^x x \) (resp. \( d_{n_{13}} \)) denote the Haar measure on \( \mathbb{A} \times \mathbb{A} \) (resp. \( \mathbb{A} \)) which was defined in Section 2.1. First, we will show
\[
(6.26) \quad J_{O^\prime, z}^T(f) = \frac{\text{vol}_{M_0}}{2} J_{M_0}^T(z, f) + \frac{\text{vol}_{M_1}}{2c_\mathcal{F}} \frac{\partial^S_{\mathcal{F}}(s)|_{s=3}}{\zeta^S_{\mathcal{F}}(3)} J_G(z n_{sub}(x_1), f).
\]

It is clear that the integral converges absolutely (cf. [Y], Section 2) and Section 4.9. We consider the integral
\[
(6.27) \quad \int_{G(F) \backslash G(\mathbb{A})} \left\{ \sum_{\delta \in G_{u_z, z}^\prime \backslash G(F)} f(g^{-1} \delta^{-1} u_z \delta g) - \sum_{\delta_1 \in G_{u_z} \backslash G(F)} f(g^{-1} \delta_1^{-1} u_z \delta_1 g) \hat{T}_{P_2}(H_{P_2}(\delta_1 g) - T) \right\} \, dq^1 g.
\]

Since
\[
\sum_{\delta \in G_{u_z, z}^\prime \backslash G(F)} f(g^{-1} \delta^{-1} u_z \delta g) - \sum_{\delta_1 \in G_{u_z} \backslash G(F)} f(g^{-1} \delta_1^{-1} u_z \delta_1 g) \hat{T}_{P_2}(H_{P_2}(\delta_1 g) - T) = \frac{1}{2} \sum_{\delta \in G_{u_z} \backslash G(F)} f(g^{-1} \delta^{-1} u_z \delta g) \{1 - \hat{T}_{P_2}(H_{P_2}(g) - T) - \hat{T}_{P_2}(H_{P_2}(w_0 g) - T)\},
\]
we easily prove the absolute convergence of (6.27) by using Lemma 5.2 and the absolute convergence of (6.26). Formally we have
\[
J_{O^\prime, z}^T(f) = (6.27) + (6.28)
\]
where

\[(6.28) \int_{G(F)\backslash G(\mathbb{A})} \sum_{\delta_1 \in P_2(F)\backslash G(F)} \left\{ \sum_{\delta \in G_{u_2} \backslash P_2(F)} f(g^{-1}\delta_1^{-1}\delta^{-1}u_2\delta_1 g) \right\} - \int_{N_{P_2}(\mathbb{A})} f(g^{-1}\delta^{-1}zn\delta g) \, dn \right\} \hat{\tau}_{P_2}(H_{P_2}(\delta_1 g) - T) \, d^1 g.
\]

If we show that the integral \((6.28)\) converges absolutely, then the absolute convergence of \(J_{O_{\text{sub},z}}^T(f)\) follows. We easily see

\[
\int_{P_2(F)\backslash G(\mathbb{A})} \left| \sum_{\delta \in G_{u_2} \backslash P_2(F)} f(g^{-1}\delta_1^{-1}u_2\delta g) - \int_{N_{P_2}(\mathbb{A})} f(g^{-1}zn g) \, dn \right| \hat{\tau}_{P_2}(H_{P_2}(g) - T) \, d^1 g < (6.29) + (6.30)
\]

where

\[(6.29) \int_{P_2(F)\backslash G(\mathbb{A})} \left| \sum_{\delta \in G_{u_2} \backslash P_2(F)} f(g^{-1}\delta_1^{-1}u_2\delta g) - \int_{N_{P_2}(\mathbb{A})} f(g^{-1}zn g) \, dn \right| F^{P_2}(g, T) \hat{\tau}_{P_2}(H_{P_2}(g) - T) \, d^1 g
\]

and

\[(6.30) \int_{P_0(F)\backslash G(\mathbb{A})} \left| \sum_{\delta \in G_{u_2} \backslash P_2(F)} f(g^{-1}\delta_1^{-1}u_2\delta g) - \int_{N_{P_2}(\mathbb{A})} f(g^{-1}zn g) \, dn \right| \hat{\tau}_{P_0}(H_{P_0}(g) - T) \hat{\tau}_{P_2}(H_{P_2}(g) - T) \, d^1 g.
\]

Note that

\[\{\delta^{-1}u_2\delta \mid \delta \in G_{u_2} \backslash P_2(F)\} = (z N_{P_2}(F)) \cap O'_{\text{sub},z}.
\]

Since Theorem 6.1 is already proved, it suffices to show convergence of the integral with \(O'_{\text{sub},z}\) replaced by

\[O'_{\text{sub},z} = O'_{\text{sub},z} \cup O_{\text{min},z} \cup O_{\text{tri},z}.
\]

However, the intersection of the latter union with \(P_2(F)\) is \(N_{P_2}\)-invariant, and we can apply Poisson summation as in [Ar2, p.945–947] to prove the convergence of \((6.29)\). Therefore, we have only to prove the convergence of \((6.30)\).

For this purpose, we use the notation

\[\nu_2(n_{12}, n_{13}, n_{14}) = \nu(n_{12}, n_{13}, n_{14}, 0) \in N_{P_2}.
\]
where \( \nu(n_{12}, n_{13}, n_{14}, n_{24}) \) was defined in (5.1). Let \( d\nu_* \) denote the Haar measure on \( \mathbb{A} \) defined in Section 2.1. We set

\[
f_{z,13}(x_{12}, x_{14}) = \int_{\mathbb{A}} f(z \nu_2(x_{12}, n_{13}, x_{14})) \, d\nu_{13},
\]

\[
\hat{f}_{z,13}(x_{12}, x_{14}) = \int_{\mathbb{A}} \int_{\mathbb{A}} f_{z,13}(n_{12}, n_{14}) \psi_F(x_{12}n_{12}) \psi_F(x_{14}n_{14}) \, d\nu_{12} \, d\nu_{14}.
\]

Put

\[
g = \left( \begin{array}{cc} I_2 & * \\ O_2 & I_2 \end{array} \right) \left( \begin{array}{cccc} 1 & -n_{13}/2 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & n_{13}/2 & 1 \end{array} \right) \left( \begin{array}{cccc} a_1^{-1} & 0 & 0 & 0 \\ 0 & a_2^{-1} & 0 & 0 \\ 0 & 0 & a_1c & 0 \\ 0 & 0 & 0 & a_2c \end{array} \right) k
\]

where \( k \in \mathbb{K} \). Then, we have

\[
\tau_{P_0}(H_{P_0}(g) - T) \hat{\tau}_{P_0}(H_{P_2}(g) - T) =
\]

\[
\begin{cases} 1 & \text{if } \log |a_1| < -T_2 \text{ and } \log |a_2| < -2T_1 + 2T_2, \\
0 & \text{otherwise.} \end{cases}
\]

We denote by \( \tau'_{T, \text{sub}}(t_{12}, t_{14}) \) the characteristic function of

\[
\{(t_{12}, t_{14}) \in \mathbb{R}^2 \mid t_{12} + t_{14} < -2T_2 \text{ and } -t_{12} + t_{14} < -4T_1 + 4T_2\},
\]

to simplify the description of \( \tau_{P_0}(H_{P_0}(g) - T) \hat{\tau}_{P_0}(H_{P_2}(g) - T) \) for \( |a_1| = e^{(t_{12}+t_{14})/2} \) and \( |a_2| = e^{(-t_{12}+t_{14})/2} \). By using the decomposition (6.31), change of variable \((a_{12}, a_{14}, a_2) = (a_1 a_{12}^{-1}, a_1 a_{12}c, a_2)\) on \( \mathbb{A}^1 \times \mathbb{A}^1 \times \mathbb{A}^1 \), \((|a_{12}|, |a_{14}|) = (|a_1 a_{12}^{-1}|, |a_1 a_{12}|)\) on \((\mathbb{R}^\times)^0 \times (\mathbb{R}^\times)^0\), and the Poisson summation formula, we have

\[
(6.30) < \text{(constant)} \times \{(6.32) + (6.33) + (6.34) + (6.35) + (6.36)\},
\]

where the summands are as follows:

\[
(6.32) \int_{\mathbb{A}^\times / F^\times} d^\times a_{12} \int_{\mathbb{A}^\times / F^\times} d^\times a_{14} |a_{14}|^2 \tau'_{T, \text{sub}}(\log |a_{12}|, \log |a_{14}|) |f_{z,13}(0,0)|,
\]

\[
(6.33) \int_{\mathbb{A}^\times / F^\times} d^\times a_{12} \int_{\mathbb{A}^\times / F^\times} d^\times a_{14} |a_{12}|^{-1} |a_{14}|
\]

\[
\tau'_{T, \text{sub}}(\log |a_{12}|, \log |a_{14}|) \sum_{a_{12} \in F^\times} \sum_{a_{14} \in F^\times} \hat{f}_{z,13}(a_{12}^{-1} a_{12}, a_{14}^{-1} a_{14}),
\]
\( \int_{\mathbb{A}^* / F^* \cdot |a_{12}|^{-1} < e^{-2T_1 + 3T_2}} d^x a_{12} |a_{12}|^{-2} \sum_{\alpha_{12} \in F^*} \hat{f}_{z,13}(a_{12}^{-1} \alpha_{12}, 0), \) 

(6.35) \( \int_{\mathbb{A}^* / F^* \cdot |a_{12}|^{-1} > e^{-2T_1 + 3T_2}} d^x a_{12} \sum_{\alpha_{12} \in F^*} \hat{f}_{z,13}(a_{12}^{-1} \alpha_{12}, 0), \) 

(6.36) \( \int_{\mathbb{A}^* / F^* \cdot |a_{14}|^{-1} > e^{-2T_1 + T_2}} d^x a_{14} (1 + |a_{14}|^2) \sum_{\alpha_{14} \in F^*} \hat{f}_{z,13}(0, a_{14}^{-1} \alpha_{14}). \) 

The function \( \tau^I_{T, \text{sub}}(\log |a_{12}|, \log |a_{14}|) \) means that the domain of the integration for \((a_{12}, a_{14})\) is 

\[ \left\{ (a_{12}, a_{14}) \in F^* \setminus \mathbb{A}^* \times F^* \setminus \mathbb{A}^* \right\} \]

\[ \left| (|a_{12}| > e^{-2T_1 + 3T_2} \text{ and } |a_{14}| < |a_{12}|^{-1} e^{-2T_2}) \text{ or } (|a_{12}| < e^{-2T_1 + 3T_2} \text{ and } |a_{14}| < |a_{12}| e^{-4T_1 + 4T_2}) \right\}. \]

Hence, the convergence of (6.32) and (6.33) follows. The convergence of (6.34), (6.35), and (6.36) is trivial. Therefore, the integral (6.30) converges absolutely. Furthermore, we have proved that the integrals (6.28) and \( J^T_{O, \text{sub}, z}(f) \) are absolutely convergent.

Let \( d^1 p \) denote the Haar measure on \( P_2(\mathbb{A})^1 \) induced from \( d^1 g \). We deduce from the mean-value formula (2.4) that

\[
\int_{P_2(F) \backslash P_2(k)} \sum_{\delta \in G_{u_2} \backslash P_2(F)} f_K(a^{-1} p^{-1} \delta^{-1} u_2 \delta_2 a) \, d^1 p = \text{vol}_{M_2} \int_{N_{P_2}(\mathbb{A})} f_K(z a^{-1} n a) \, d n
\]

\[
= \int_{P_2(F) \backslash P_2(k)} \int_{N_{P_2}(k)} f_K(a^{-1} p^{-1} z n a) \, d n \, d^1 p
\]

where \( a \in (A_{M_2}^G)^+ \). Therefore, (6.28) vanishes and we have proved (6.26).

If we consider the Iwasawa decomposition of \( \text{SL}(2, \mathbb{A}) \) in the right hand side of (2.4), then (6.26) is equal to

\[
J^T_{O, \text{sub}, z}(f) = \frac{\text{vol}_{M_2}}{2} \int_{\mathbb{A}} \int_{\mathbb{A}} \int_{\mathbb{A}} f_K(z n_2(n_{12}, n_{13}, n_{14}))
\]

\[
\{ \log \|(n_{12} n_{13}/2, n_{14})\| + 2T_2 \} \, d n_{12} \, d n_{13} \, d n_{14}. \]
Let $d_{n,v}$ denote the Haar measure on $F_v$ defined in Section 2.1. For each $v \notin S$, we can show that

\[
\int_{N_{P_2}(O_v)} \log \| (n_{12,v}, n_{13,v}, n_{14,v}) \|_v \, d_{n_{12,v}} \, d_{n_{13,v}} \, d_{n_{14,v}} = \frac{q_v^{-3} \log(q_v^{-1})}{1 - q_v^{-3}}.
\]

by direct calculation. Using (2.4) and the same argument as the proof of Theorem 4.13, we have

\[
\frac{\operatorname{vol}_{M_2}}{2} \int_{N_{P_2}(F_S)} f_{K_S}(zn) \, dn = \frac{\operatorname{vol}_{M_2}}{2} \int_{N_{P_2}(A)} f_{K}(zn) \, dn
\]

\[
= \frac{1}{2} \int_{N_1(A)M_2u_2(A)\backslash N_2(A)M_2(A)} f_{K}(m^{-1}n^{-1}u_{12}nm) e^{-\rho_{P_2}(H_{P_2}(m))} \, dm \, dn
\]

\[
= \frac{1}{2} \int_{N_1(A)M_1u_1(A)\backslash N_1(A)M_1(A)} f_{K}(m^{-1}n^{-1}u_{12}nm) e^{-\rho_{P_1}(H_{P_1}(m))} \, dm \, dn
\]

\[
= \frac{\operatorname{vol}_{M_1}}{2} J_G(zn_{\text{sub}}(\mathfrak{c}_1), f).
\]

Hence, the proof is completed. \hfill \square

For $S \supset \Sigma_{\infty}$, we have

\[
J_{M_0}^T(z,f) = \int_{N_{P_0}(F_S)} f_{K_S}(zn) w_{M_0}(1,n,T) \, dn
\]

by definition (cf. Proposition 5.3). Again, we use the notation

\[
\nu(n_{12}, n_{13}, n_{14}, n_{24})
\]

defined in (5.1). Choosing Haar measures on unipotent conjugacy classes over $F_S$, the weighted orbital integrals $J_{M_1}^T(\nu(1,0,0,0), f)$, $J_{M_2}^T(\nu(0,0,0,1), f)$, and $J_G(\nu(1,0,1,1), f)$ are given by

\[
J_{M_1}^T(\nu(1,0,0,0), f) = c_S \int_{N_{P_0}(F_S)} f_{K_S}(zn) w_{M_1}(1,n,T) \, dn,
\]

\[
J_{M_2}^T(\nu(0,0,0,1), f) = c_S \int_{N_{P_0}(F_S)} f_{K_S}(zn) w_{M_2}(1,n,T) \, dn,
\]

and

\[
J_G(\nu(1,0,1,1), f) = c_S^2 \int_{N_{P_0}(F_S)} f_{K_S}(zn) \, dn
\]

(cf. Proposition 5.4).
Theorem 6.4. Assume that $S$ contains $\Sigma_\infty \cup \Sigma_2$ and $z \in Z(\mathcal{O}_v)$ ($\forall v \notin S$). Let $f \in C^\infty_c(G(F_S)^1)$. The integral $J^T_{O_{\text{reg}},z}(f)$ converges absolutely. Furthermore, we obtain

$$J^T_{O_{\text{reg}},z}(f) = \frac{\text{vol}_{M_0}}{8} J^T_{M_0}(z, f) + \frac{\text{vol}_{M_0}}{4c_F} \epsilon_F(S) J^T_{M_1}(z\nu(1, 0, 0, 0), f) + \frac{\text{vol}_{M_0}}{4c_F} \epsilon_F(S) J^T_{M_2}(z\nu(0, 0, 1, 0), f) + \frac{\text{vol}_{M_0}}{4c_F^2} \left\{2(\epsilon_F(S))^2 + 3\epsilon'_F(S) \epsilon_F^S\right\} J_G(z\nu(1, 0, 1, 1), f).$$

Proof. By [Ar2], the integral defining $J^T_{O_{\text{reg}},z}(f)$ is absolutely convergent. Subtracting the integrals defining $J^T_{O_{\text{tri}},z}(f)$, $J^T_{O_{\text{min}},z}(f)$, $J^T_{O_{\text{sub}},z}(f)$ and $J^T_{O'_{\text{sub}},z}(f)$, which are absolutely convergent by the preceding theorems, we obtain the absolute convergence of $J^T_{O_{\text{reg}},z}(f)$. We will also get an alternative proof for the absolute convergence in the process of our proof of the above formula. A change of variables shows that $J^T_{O_{\text{reg}},z}(f)$ is the value at $\lambda = 0$ of

$$J^T_{O_{\text{reg}},z}(f, \lambda) = \int_{P_0(F) \setminus G(A)^1} \left( \sum_{\nu \in NP_0(F) \cap N P_1(F) \setminus N P_2(F)} f(g^{-1}z\nu g) - \sum_{\nu \in NP_0(F) \cap N P_1(F) \setminus N P_2(F)} \int_{N P_1(\alpha)} f(g^{-1}z\nu g) \text{dn} \tau_{P_1}(H_{P_1}(g) - T) \right)$$

$$- \sum_{\nu \in NP_0(F) \cap N P_1(F) \setminus N P_2(F)} \int_{N P_2(\alpha)} f(g^{-1}z\nu g) \text{dn} \tau_{P_2}(H_{P_2}(g) - T) + \int_{N P_0(\alpha)} f(g^{-1}zg) \text{dn} \tau_{P_0}(H_{P_0}(g) - T) e^{-\lambda(H_{P_0}(g))} \text{d}^1 g.$$
\( (6.37) \) + \( (6.38) \) + \( (6.39) \) where

\[
\int_{P_0(F) \setminus G(A)} \left| e^{-\lambda(H_{P_0}(g))} \right| \left\{ \sum_{n_{12}, n_{24} \in F^*} \sum_{n_{13}, n_{14} \in F} f(g^{-1} \nu(n_{12}, n_{13}, n_{14}, n_{24}) g) \right.
- \sum_{n_{12} \in F^*} \int_{N_{P_1}(A)} f(g^{-1} \nu(n_{12}, 0, 0, 0) g) \, d\tau_{P_0}^{P_1}(H_{P_0}(g) - T)
- \sum_{n_{24} \in F^*} \int_{N_{P_2}(A)} f(g^{-1} \nu(0, 0, 0, n_{24}) g) \, d\tau_{P_0}^{P_2}(H_{P_0}(g) - T)
\left. + \int_{N_{P_0}(A)} f(g^{-1} n g) \, d\tau_{P_0}^{G}(H_{P_0}(g) - T) \right\} \, d^1 g,
\]

\( (6.38) \)

\[
\int_{P_0(F) \setminus G(A)} \left| e^{-\lambda(H_{P_0}(g))} \right| \left\{ \sum_{n_{12} \in F^*} \int_{N_{P_1}(A)} f(g^{-1} \nu(n_{12}, 0, 0, 0) g) \, d\tau_{P_0}^{P_1}(H_{P_0}(g) - T) \right\}
- \int_{N_{P_0}(A)} f(g^{-1} n g) \, d\tau_{P_0}^{P_1}(H_{P_0}(g) - T)
\left\{ \tau_{P_0}^{P_2}(H_{P_0}(g) - T) - \hat{\tau}_{P_1}(H_{P_0}(g) - T) \right\} \, d^1 g,
\]

and

\( (6.39) \)

\[
\int_{P_0(F) \setminus G(A)} \left| e^{-\lambda(H_{P_0}(g))} \right| \left\{ \sum_{n_{24} \in F^*} \int_{N_{P_2}(A)} f(g^{-1} \nu(0, 0, 0, n_{24}) g) \, d\tau_{P_0}^{P_2}(H_{P_0}(g) - T) \right\}
- \int_{N_{P_0}(A)} f(g^{-1} n g) \, d\tau_{P_0}^{P_2}(H_{P_0}(g) - T)
\left\{ \tau_{P_0}^{P_2}(H_{P_0}(g) - T) - \hat{\tau}_{P_2}(H_{P_0}(g) - T) \right\} \, d^1 g.
\]

We set

\[
\tilde{f}_{z,g}(n_{12}, n_{13}, n_{14}, n_{24}) = \int_{\mathbb{A}^{2}} f(g^{-1} z \nu(n_{12}, u_{13}, u_{14}, n_{24}) g) \psi_{F}(n_{13}u_{13} + n_{14}u_{14}) \, du_{13} \, du_{14}
\]

and

\[
g = \nu(u_{12}, u_{13}, u_{14}, u_{24}) \text{diag}(a_{1}^{-1}, a_{2}^{-1}, ca_{1}, ca_{2}) \, k \in P_0(F) \setminus G(A)^1
\]
where \( k \in K \). Then, using the Poisson summation formula, we have
\[
(6.40) \quad \sum_{\nu \in NP_0(F), \nu \notin NP_1(F) \cup NP_2(F)} f(g^{-1}z\nu g) = \\
\sum_{n_{12}, n_{24} \in F^\times} \sum_{n_{13}, n_{14} \in F} \tilde{f}_{z,k}(a_1 a_2^{-1} n_{12}, a_1^{-2} c^{-1} n_{13}, a_1^{-1} a_2^{-1} c^{-1} n_{14}, a_2^2 c n_{24}) \\
\times |a_1|^{-3} |a_2|^{-1} \psi_F(-a_1^{-2} c^{-1} n_{13} \diamond) \psi_F(-a_1^{-1} a_2^{-1} c^{-1} n_{14} \heartsuit)
\]
where \( \diamond \) and \( \heartsuit \) are polynomials of \( a_1, a_2, c, u_*, \) and \( n_* \). Let
\[
\lambda = \lambda_1 \varpi_1 + \lambda_2 \varpi_2 \in a_0^\times c.
\]
Then, we have
\[
e^{-\lambda(H_F(g))} = |a_1 a_2|^{\lambda_1} |a_1|^{\lambda_2} = |a_1 a_2^{-1}|^{\lambda_1 + \lambda_2} |a_2|^{\lambda_1 + \lambda_2/2}.
\]
We will show that (6.37) converges if \( \text{Re}(\lambda_1 + \lambda_2 + 1) > 0 \) and \( \text{Re}(\lambda_1 + \lambda_2/2 + 1) > 0 \). We consider the domain
\[
D_{i,j} = \{ (a_1, a_2) \in \mathbb{A}^\times \times \mathbb{A}^\times | (-1)^{i} \log |a_1 a_2^{-1}| > 0, \ ( -1)^{j} \log |a_2^2| > 0 \}
\]
where \( (i, j) = (0, 0), (1, 0), (0, 1), \) or \( (1, 1) \). By (6.40) and the argument of Section 3, it is sufficient to prove that the integral
\[
(6.41) \quad \int_{D_{i,j}} d^x a_1 d^x a_2 \int_{\mathbb{A}^1} d^x c \\
|a_1 a_2^{-1}|^{\text{Re}(\lambda_1 + \lambda_2 + 1)} |a_2|^{\text{Re}(\lambda_1 + \lambda_2/2 + 1)} \sum_{n_{12}, n_{24} \in F^\times} \sum_{(n_{13}, n_{14}) \in F^\times F} \phi(a_1 a_2^{-1} n_{12}, a_1^{-2} c^{-1} n_{13}, a_1^{-1} a_2^{-1} c^{-1} n_{14}, a_2^2 c n_{24})
\]
converges for any \( \phi \in C_c^\infty(\mathbb{A}^\times^4) \) and any \( (i, j) \). If \( (i, j) = (1, 0) \), then we have
\[
|a_1^{-2}||a_2^2| = |a_1 a_2^{-1}|^{-2} > 1, \quad |a_1^{-1} a_2^{-1}||a_2^2| = |a_1 a_2^{-1}|^{-1} > 1.
\]
If \( (i, j) = (0, 1) \), then
\[
|a_1^{-2}||a_1 a_2^{-1}|^2 = |a_2^2|^{-1} > 1, \quad |a_1^{-1} a_2^{-1}||a_1 a_2^{-1}| = |a_2^2|^{-1} > 1.
\]
If \( (i, j) = (1, 1) \), then
\[
|a_1 a_2^{-1}||a_1^{-1} a_2^{-1}| = |a_2^{-2}| > 1, \quad |a_1^{-2}||a_2^2| = |a_1 a_2^{-1}|^{-2} > 1.
\]
Hence, by using the argument on the convergence of the Tate integrals, we can see that (6.41) is convergent for any \( (i, j) \). Hence, the convergence of (6.37) follows. By change of variable \( a_1 a_2^{-1} = a_1' \), we see that
\[ |a_1|^{\lambda_1 + \lambda_2} |a_2|^{\lambda_1} \mapsto |a_1'|^{\lambda_1 + \lambda_2} |a_2|^{2\lambda_1 + \lambda_2}, \]

\[
\int_{\mathbb{A}^\times} |a_2|^{2\lambda_1 + \lambda_2} \{ \tau_{P_0}(H_{P_0}(g) - T) - \hat{\tau}_{P_1}(H_{P_0}(g) - T) \} \, d^\times a_2 \\
= c_F \begin{cases} 
(\lambda_1 + \lambda_2) e^{(T_1 - 2T_2)/\lambda_1 + \lambda_2} - e^{-T_2(\lambda_1 + \lambda_2)} 
\times (\lambda_1 + \lambda_2)^{-1} & \text{if } \lambda_1 + \lambda_2 \neq 0, \\
T_1 - T_2 + \frac{1}{2} \log |a_2| & \text{if } \lambda_1 + \lambda_2 = 0,
\end{cases}
\]

and the integral \((6.38)\) converges if \(\text{Re}(\lambda_2/2 + 1) > 0\) and \(\text{Re}(\lambda_1 + \lambda_2 + 1) > 0\). We also find that

\[
\int_{\mathbb{A}^\times} |a_1|^{\lambda_1 + \lambda_2} \{ \tau_{P_1}(H_{P_0}(g) - T) - \hat{\tau}_{P_2}(H_{P_0}(g) - T) \} \, d^\times a_1 \\
= c_F \begin{cases} 
(\lambda_1 + \lambda_2) e^{(T_1 - 2T_2)/\lambda_1 + \lambda_2} - e^{-T_2(\lambda_1 + \lambda_2)} 
\times (\lambda_1 + \lambda_2)^{-1} & \text{if } \lambda_1 + \lambda_2 \neq 0, \\
T_1 - T_2 + \frac{1}{2} \log |a_2| & \text{if } \lambda_1 + \lambda_2 = 0,
\end{cases}
\]

and the integral \((6.39)\) converges if \(\text{Re}(\lambda_1/2 + 1) > 0\) and \(\text{Re}(\lambda_1 + \lambda_2/2 + 1) > 0\). Thus, we have proved that \(J^T_{O_{\text{reg}}, z}(f, \lambda)\) converges absolutely for the range

\[
\left\{ \lambda = \lambda_1 \varpi_1 + \lambda_2 \varpi_2 \in \mathfrak{a}_{0, \mathbb{C}}^* \left| \begin{array}{c}
\text{Re}(\lambda_1 + \lambda_2 + 1) > 0, \\
\text{Re}(\lambda_1 + \lambda_2/2 + 1) > 0, \\
\text{Re}(\lambda_1/2 + 1) > 0, \text{ Re}(\lambda_2/2 + 1) > 0
\end{array} \right. \right\}.
\]

Hence, the convergence assertion follows. Furthermore, it follows from the above-mentioned argument that \(J^T_{O_{\text{reg}}, z}(f, \lambda)\) uniformly converges on a neighborhood at \(\lambda = 0\). Therefore, we have

\[
J^T_{O_{\text{reg}}, z}(f) = \lim_{\lambda \to 0} J^T_{O_{\text{reg}}, z}(f, \lambda).
\]

Assume that \(\lambda\) belongs to the above range and \(\lambda \neq 0\). Let \(U = N_{P_1} \cap N_{P_2}\), the commutator subgroup of \(N_{P_0}\). For each \(\nu\) in the first sum, we have a bijection \(N_{P_{0, \nu}}/N_{P_0} \to \nu U\) given by \(\eta \mapsto \eta^{-1} \nu \eta\). When we apply the Iwasawa decomposition to the integral over \(g\), the integral over \(N_{P_0}(F) \backslash N_{P_0}(\mathbb{A})\) can be combined with the sum over \(\eta\). Then we can apply the adelic version of that bijection to the integral over \(N_{P_{0, \nu}}(\mathbb{A}) \backslash N_{P_0}(\mathbb{A})\), while the integral over \(N_{P_{0, \nu}}(F) \backslash N_{P_{0, \nu}}(\mathbb{A})\) disappears. We consider \(V = N_{P_0}/U\) as a two-dimensional vector space with subspaces \(V_1 = N_{P_2}U/U\) and \(V_2 = N_{P_1}U/U\). If we denote

\[
\tilde{f}_{K, z}(v) = \int_{U(\mathbb{A})} f_K(zvu) \, du
\]
for \( v \in V(\mathbb{A}) \), we obtain

\[
\begin{align*}
J_{O_{reg},z}^{T}(f, \lambda) &= \int_{M_{0}(F) \setminus M_{0}(\mathbb{A})} \sum_{\nu \in V(F) \setminus V_{1}(F) \setminus V_{2}(F)} \tilde{f}_{K, z}(m^{-1} \nu m) \\
&\quad - \sum_{\nu \in V_{1}(F) \setminus V_{2}(F)} \int_{V_{2}(\mathbb{A})} \tilde{f}_{K, z}(m^{-1} \nu nm) \, d\hat{\tau}_{P_{1}}(H_{M_{0}}(m) - T) \\
&\quad - \sum_{\nu \in V_{2}(F) \setminus V_{1}(F)} \int_{V_{2}(\mathbb{A})} \tilde{f}_{K, z}(m^{-1} \nu nm) \, d\hat{\tau}_{P_{2}}(H_{M_{0}}(m) - T) \\
&\quad + \int_{V(\mathbb{A})} \tilde{f}_{K, z}(m^{-1} nm) \, d\hat{\tau}_{P_{0}}(H_{M_{0}}(m) - T) \\
&\quad e^{-\lambda(H_{M_{0}}(m)) \delta_{V}(m)^{-1} \, dm},
\end{align*}
\]

where \( \delta_{V} \) is the modular character of the action of \( M_{0}(\mathbb{A}) \) on \( V(\mathbb{A}) \). To simplify notation, we write

\[
(\lambda_{1} + \lambda_{2} + 1, \lambda_{1} + \lambda_{2}/2 + 1) = (s_{1}, s_{2}), \quad (-T_{1} + 2T_{2}, 2T_{1} - 2T_{2}) = (T_{1}', T_{2}').
\]

If we replace \( \hat{\tau}_{P_{1}}, \hat{\tau}_{P_{2}} \) and \( \hat{\tau}_{P_{0}} \) in this expression by \( \tau_{P_{2}}, \tau_{P_{1}} \) and \( \tau_{P_{0}} \), respectively, (as (6.37)), we obtain the zeta integral

\[
(6.42) \quad \frac{\text{vol}_{M_{0}}}{2 c_{F}} \zeta_{F}(1, 1) \left( \tilde{f}_{K, z}, (s_{1}, s_{2}), (T_{1}', T_{2}') \right)
\]

in the notation of Section [3] where \( H = \{1\} \) and therefore \( \iota \) is omitted. We have identified \( V_{1}(F) \) and \( V_{2}(F) \) with \( F \) via the coordinates \( n_{12} \) resp. \( n_{24} \). If we denote

\[
\hat{f}_{K, i, z}(v_{i}) = \int_{N_{P_{i}}(\mathbb{A})} f_{K}(zv_{i}n) \, dn
\]

for \( v_{i} \in V_{i}(\mathbb{A}) \), we get

\[
J_{O_{reg},z}^{T}(f, \lambda) = (6.42) + (6.43) + (6.44)
\]

where

\[
(6.43) \quad \frac{\text{vol}_{M_{0}}}{2 c_{F}} \times e^{-(s_{2} - 1)T_{2} z} \zeta_{F}(\tilde{f}_{K, 1, z}, s_{1}, T_{1}') - e^{-(s_{2} - 1)T_{1} z} \zeta_{F}(\tilde{f}_{K, 1, z}, s_{1} - (s_{2} - 1), T_{1}')
\]

\[
\times \frac{s_{2} - 1}{73}
\]
and

\[
(6.44) \quad \frac{\text{vol}_{M_0}}{2c_F} e^{-(s_1-1)T'_1}\zeta_F^{c_1}(\tilde{f}_{K,2,z,s_2 + (s_1 - 1)/2, T'_2}) - e^{-(s_1-1)T'_2}\zeta_F^{c_1}(\tilde{f}_{K,2,z,s_2, T'_2})
\]

\[
\times \frac{s_1}{s_1 - 1}
\]

where (6.43) (resp. (6.44)) corresponds to (6.38) (resp. (6.39)). We set

\[
\mathcal{F}(l_1, l_2) = \int_{\mathbb{H}^4} f_{K_s}(z v_0(n_{12}, n_{13}, n_{14}, n_{24})) (\log |n_{12}|)^{l_1} (\log |n_{24}|)^{l_2} dn_{12} dn_{13} dn_{14} dn_{24}
\]

where \(l_1, l_2 \in \mathbb{Z}_{\geq 0}\). It follows from (3.2) and Theorem 3.4 that

\[
\lim_{(s_1,s_2) \to (1,1)} (6.42)
\]

\[
= \frac{\text{vol}_{M_0}}{2c_F} \zeta_{F\otimes F}^{(1,1)}(\tilde{f}_{K,z}, (1, 1), (T'_1, T'_2))
\]

\[
= \frac{\text{vol}_{M_0}}{2} \mathcal{F}(1, 1) + \frac{\text{vol}_{M_0}}{2c_F} c_F(S) c_S \{ \mathcal{F}(1, 0) + \mathcal{F}(0, 1) \}
\]

\[
+ \frac{\text{vol}_{M_0}}{2c_F^2} (c_F(S))^2 (c_S)^2 \mathcal{F}(0, 0)
\]

\[
+ (-T_1 + 2T_2) \frac{\text{vol}_{M_0}}{2c_F} \{ c_F \mathcal{F}(0, 1) + c_F(S) c_S \mathcal{F}(0, 0) \}
\]

\[
+ (2T_1 - 2T_2) \frac{\text{vol}_{M_0}}{2c_F} \{ c_F \mathcal{F}(1, 0) + c_F(S) c_S \mathcal{F}(0, 0) \}
\]

\[
+ (-T_1 + 2T_2)(T_1 - T_2) \text{vol}_{M_0} \mathcal{F}(0, 0).
\]
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Theorem 6.5. Assume that

\[ \left. \frac{\text{vol}_{M_0}}{2c_F} \frac{d}{ds} \zeta_f^1(\tilde{f}_{K,1,z}, s, T'_1) \right|_{s=1} + \frac{\text{vol}_{M_0}}{2c_F} (-T_1 + 2T_2) \zeta_f^1(\tilde{f}_{K,1,z}, 1, T'_1) \]

\[ = \frac{\text{vol}_{M_0}}{4c_F} \lim_{s \to 1} \frac{d^2}{ds^2} (s - 1)^2 \zeta_f^1(\tilde{f}_{K,1,z}, s, T'_1) - (T'_1)^2 \frac{\text{vol}_{M_0}}{4} \tilde{F}(0, 0) \]

\[ + \frac{\text{vol}_{M_0}}{2c_F} (-T_1 + 2T_2) \zeta_f^1(\tilde{f}_{K,1,z}, 1, T'_1) \]

\[ = \frac{\text{vol}_{M_0}}{4} \tilde{F}(2, 0) + \frac{\text{vol}_{M_0}}{2c_F} \xi_F(S) c_S \tilde{F}(1, 0) + \frac{\text{vol}_{M_0}}{2c_F} \xi_F(S) c_S \tilde{F}(0, 0) \]

\[ + (-T_1 + 2T_2) \frac{\text{vol}_{M_0}}{2c_F} \left\{ \xi_F(1, 0) + \xi_F(S) c_S \tilde{F}(0, 0) \right\} \]

\[ + (-T_1 + 2T_2)^2 \frac{\text{vol}_{M_0}}{4} \tilde{F}(0, 0). \]

It similarly follows that

\[ \lim_{(s_1, s_2) \to (1, 1)} \]

\[ = \frac{\text{vol}_{M_0}}{4c_F} \frac{d}{ds} \zeta_f^1(\tilde{f}_{K,2,z}, s, T'_2) \left|_{s=1} + \frac{\text{vol}_{M_0}}{2c_F} (T_1 - T_2) \zeta_f^1(\tilde{f}_{K,2,z}, 1, T'_2) \right. \]

\[ = \frac{\text{vol}_{M_0}}{8} \tilde{F}(0, 2) + \frac{\text{vol}_{M_0}}{4c_F} \xi_F(S) c_S \tilde{F}(0, 1) + \frac{\text{vol}_{M_0}}{4c_F} \xi_F(S) c_S \tilde{F}(0, 0) \]

\[ + (T_1 - T_2) \frac{\text{vol}_{M_0}}{2c_F} \left\{ \xi_F(0, 1) + \xi_F(S) c_S \tilde{F}(0, 0) \right\} \]

\[ + (T_1 - T_2)^2 \frac{\text{vol}_{M_0}}{2} \tilde{F}(0, 0). \]

Therefore, the proof is completed. \( \square \)

Theorems 6.1, 6.2, 6.3, and 6.4 are summarized as follows.

**Theorem 6.5.** Assume that \( S \) contains \( \Sigma_\infty \cup \Sigma_2 \) and \( z \in Z(\Omega_v) \) \( (\forall v \notin S) \). Let \( f \in C_c^\infty (G(F_{S})^1) \). The integrals \( J_{\Omega_{\text{min},z}}^T(f) \), \( J_{\Omega_{\text{reg},z}}^T(f) \), \( J_{\Omega_{\text{sub},z}}^T(f) \), and \( J_{\Omega_{\text{reg},z}}^T(f) \) converge absolutely for any \( T \in \mathfrak{a}_0^+ \). Now, we see that

\( (U_G(F))_{G,S} = \{ 1, n_{\text{min}}(1), n_{\text{sub}}(x), n_{\text{reg}}(1) \mid x \in V^s(F)/\sim \} \).

For the coefficients in the fine expansion of \( J_{\text{o}_{z}}(f) \) (cf. Section 1.7), we have

\[ a^G(S, z n_{\text{min}}(1)) = \frac{\text{vol}_{M_2}}{2c_F} \zeta_f^S(2), \]
\[ a^G(S, zn_{\text{sub}}(x)) = \frac{\text{vol}_{M_1}}{2c_F} \mathfrak{c}_F(S, \alpha) \]
\[ + \frac{\text{vol}_{M_1}}{2c_F} \left\{ \zeta_F^S(3)^{-1} \frac{d}{ds} \zeta_F^S(s) \right|_{s=3} \text{ if } x \sim S_1, \right. \]
\[ \left. \text{otherwise,} \right. \]

and
\[ a^G(S, zn_{\text{reg}}(1)) = \frac{\text{vol}_{M_0}}{2c_F} (\mathfrak{c}_F(S))^2 + \frac{3\text{vol}_{M_0}}{4c_F^2} \mathfrak{c}_F(S) c_F^S. \]

The contribution of subregular unipotent elements can be expressed by special values of zeta integrals at \( s = 0 \).

**Theorem 6.6.** Fix a test function \( f \in C^\infty_c(G(A)^1) \). We set \( \Phi_z(x) = f_K(zn_{\text{sub}}(x)) \) and we recall the identification \( M_1 \cong G' = \text{GL}(1) \times \text{GL}(2) \) of (4.3). If we assume \( \hat{\Phi}_z(0) = 0 \), then we have
\[ J_T^{O_{\text{sub}}, z}(f) + J_T^{O_{\text{sub}, z}}(f) = Z_{\text{ad}}^{GSp(2)}(\Phi_z, 0) + \frac{\text{vol}_{M_0}}{2c_F} \mathfrak{z}_3(\hat{R}_0\Phi_z, K, 0, T_2) \]
where the notations were defined in Section 4.9.

**Proof.** The formula follows from Proposition 4.25, Theorems 6.2 and 6.3, and (6.26). \( \square \)

This formula is essentially the same as Shintani’s formula [Sh, Proposition 8]. It is suitable for explicit calculations (cf. [Sh, Section 3] and [Wa, Section 5]). Actually, by Saito’s calculation [Sa1, Theorem 2.2 and Corollary 2.3], we can see that an explicit form of \( Z_v(\Phi_{0, v}, s, \chi_v; d_v) \) is much simpler than that of \( Z_v(\Phi_{0, v}, s, \chi_v; d_v) \) for \( v \in \Sigma_2 \). This means that the functional equation makes zeta functions simpler. It would be interesting to find the reason for this phenomenon.

**6.2. Contribution of mixed elements.** We use the same notations as in Section 5.3. Set
\[ u_1(\alpha, \beta) = \begin{pmatrix} I_2 & \text{diag}(\alpha, \beta) \\ O_2 & I_2 \end{pmatrix} \]
where \( \text{diag}(\alpha, \beta) = \begin{pmatrix} \alpha & 0 \\ 0 & \beta \end{pmatrix} \).

Since
\[ \mathfrak{o}_{1, z} = \bigcup_{\alpha, \beta \in F} \{\sigma_{1, z} u_1(\alpha, \beta)\}_G, \]
the \( \mathcal{O} \)-equivalence class \( \mathfrak{o}_{1, z} \) is decomposed into four classes
\[ \mathfrak{o}_{1, z} = O_{\text{tri}}^{1, z} \cup O_{\text{min}, 1}^{1, z} \cup O_{\text{min}, 2}^{1, z} \cup O_{\text{reg}}^{1, z} \]
where
\[ O_{\text{tri}}^{1, z} = \{\sigma_{1, z}\}_G, \quad O_{\text{min}, 1}^{1, z} = \{\sigma_{1, z} u_1(1, 0)\}_G, \quad O_{\text{min}, 2}^{1, z} = \{\sigma_{1, z} u_1(0, 1)\}_G. \]
According to this decomposition we formally have

\[ J^T_{\delta_1,z} (f) = J^T_{O_{\text{tri}}}(f) + J^T_{O_{\text{min},1}}(f) + J^T_{O_{\text{min},2}}(f) + J^T_{O_{\text{reg}}}(f) \]

where

\[ J^T_{O_{\text{tri}}}(f) = \text{vol}_{G_{\sigma_1,z}} J_G(\sigma_1,z,f), \]

\[ J^T_{O_{\text{min},1}}(f) = \int_{P_2(F) \setminus G(\mathbb{A})^1} \sum_{\delta \in (P_2(F) \cap G_{\sigma_1,z}(F)) \setminus P_2(F)} \sum_{\alpha \in F^\times} f(g^{-1}\delta^{-1}\sigma_1,z u_1(\alpha,0) \delta g) \]

\[ - \int_{N_{P_2}(F)} f(g^{-1}\sigma_1,z n g) \, \mathrm{d}n \tau_{P_2}(H_{P_2}(g) - T) \] \[ \mathrm{d}^1 g, \]

\[ J^T_{O_{\text{min},2}}(f) = \int_{s_0P_2(F) \setminus G(\mathbb{A})^1} \sum_{\delta \in (s_0 P_2(F) \cap G_{\sigma_1,z}(F)) \setminus s_0 P_2(F)} \sum_{\beta \in F^\times} f(g^{-1}\delta^{-1}\sigma_1,z u_1(0,\beta) \delta g) \]

\[ - \int_{N_{s_0 P_2}(F)} f(g^{-1}\sigma_1,z n g) \, \mathrm{d}n \tau_{s_0 P_2}(H_{s_0 P_2}(g) - s_0 T) \] \[ \mathrm{d}^1 g, \]

and

\[ J^T_{O_{\text{reg}}}(f) = \int_{G(F) \setminus G(\mathbb{A})^1} \sum_{\delta \in (P_0(F) \cap G_{\sigma_1,z}(F)) \setminus G(F)} \sum_{\alpha, \beta \in F^\times} f(g^{-1}\delta^{-1}\sigma_1,z u_1(\alpha,\beta) \delta g) \]

\[ - \sum_{\delta \in P_0(F) \setminus G(F)} \sum_{\gamma = \pm \sigma_1,z} \sum_{\beta \in F^\times} \int_{N_{P_2}(F)} f(g^{-1}\delta^{-1}\gamma u_1(0,\beta) n \delta g) \, \mathrm{d}n \tau_{P_2}(H_{P_2}(\delta g) - T) \]

\[ - \sum_{\delta \in M_0(F) \setminus N_{P_1}(F) \setminus G(F)} \int_{N_{P_1}(F)} f(g^{-1}\delta^{-1}\sigma_1,z n \delta g) \, \mathrm{d}n \tau_{P_1}(H_{P_1}(\delta g) - T) \]

\[ + \sum_{\delta \in P_0(F) \setminus G(F)} \sum_{\gamma = \pm \sigma_1,z} \sum_{N_{P_0}(F)} f(g^{-1}\delta^{-1}\gamma n \delta g) \, \mathrm{d}n \tau_{P_0}(H_{P_0}(\delta g) - T) \] \[ \mathrm{d}^1 g. \]
Proposition 6.7. Assume that $S$ contains $\Sigma_\infty$ and $z \in Z(\mathfrak{D}_v)$ ($\forall v \not\in S$). Let $f \in C^\infty_c(G(F_S)^1)$. The integrals $J^T_{O_{\min,1}^{1,z}}(f)$, $J^T_{O_{\min,2}^{1,z}}(f)$, and $J^T_{O_{\reg}^{1,z}}(f)$ converge absolutely. Furthermore, we have

$$J^T_{O_{\min,1}^{1,z}}(f) = \text{vol}_{\mathbb{M}^2 \cap G_{\sigma_1,z}} J^T_{\mathbb{M}^2}(\sigma_1,z,f) + a^{G_{\sigma_1,z}}(S,u_1(1,0)) J_G(\sigma_{1,z}u_1(1,0),f),$$

$$J^T_{O_{\min,2}^{1,z}}(f) = \text{vol}_{\mathbb{S}^{1} \cap G_{\sigma_1,z}} J^T_{\mathbb{S}^{1} \cap G_{\sigma_1,z}}(\sigma_1,z,f) + a^{G_{\sigma_1,z}}(S,u_1(0,1)) J_G(\sigma_{1,z}u_1(0,1),f),$$

and

$$J^T_{O_{\reg}^{1,z}}(f) = \text{vol}_{\mathbb{M}_0 \cap G_{\sigma_1,z}} J^T_{\mathbb{M}_0}(\sigma_1,z,f) + a^{\mathbb{M}_2 \cap G_{\sigma_1,z}}(S,u_1(0,1)) J^T_{\mathbb{M}_2}(\sigma_{1,z}u_1(0,1),f) + a^{\mathbb{S}^{1} \cap G_{\sigma_1,z}}(S,u_1(1,0)) J^T_{\mathbb{S}^{1} \cap G_{\sigma_1,z}}(\sigma_{1,z}u_1(1,0),f) + \sum_{\alpha \in F^\times/(F^\times \cap (F_S^\times)^2)} a^{G_{\sigma_1,z}}(S,u_1(\alpha,1)) J_G(\sigma_{1,z}u_1(\alpha,1),f).$$

For formulas of the coefficients, we refer to Examples 3.2 and 3.3.

Proof. It is clear that the integrals $J^T_{O_{\min,1}^{1,z}}(f)$ and $J^T_{O_{\min,2}^{1,z}}(f)$ converge absolutely, since

$$\hat{\tau}_{P_2}(H_{P_2}(a) - T) = \begin{cases} 1 & \text{if } \log t_{13} < -2T_2, \\ 0 & \text{if } \log t_{13} \geq -2T_2, \end{cases}$$

$$\hat{\tau}_{s_0P_2}(H_{s_0P_2}(a) - s_0T) = \begin{cases} 1 & \text{if } \log t_{24} < -2T_2, \\ 0 & \text{if } \log t_{24} \geq -2T_2 \end{cases}$$

where $a = (t_{13}^{-1/2}, t_{24}^{-1/2}, t_{13}^{1/2}, t_{24}^{1/2}) \in (A_{\mathbb{M}_0}^+)$. Hence, the integral $J^T_{O_{\reg}^{1,z}}(f)$ also converges absolutely, because the integral $J^T_{O_{\reg}^{1,z}}(f)$ is absolutely convergent. The second assertion follows from the $T$-dependent version of [Ar4, Theorem 8.1] given in Section 2.6 \Box

For the other mixed elements of GSp(2, F) and Sp(2, F) (cf. Section 5.3), we can easily get results similar to Proposition 6.7 by the same argument as in the proof of Proposition 6.7 and the results in Section 3. We omit the details.
7. The geometric side of the trace formula for $\text{Sp}(2)$

Throughout this section, we set $G = \text{Sp}(2)$. We use the same notation and assumptions as those in Sections 5 and 6 by restricting from $\text{GSp}(2)$ to $G$. Especially, we assume Condition 5.1 which gives normalizations of Haar measures on $a_{M_0}$, $a_{M_1}$, and $a_{M_2}$. We note that $a_G = \{0\}$ and $G(A)^1 = G(\mathbb{A})$.

For $z \in Z(F) = \{\pm I_4\}$, the $O$-equivalence class $o_z$ containing $z$ is divided into the five classes

$$o_z = O_{\text{tri},z} \cup O_{\text{min},z} \cup O_{\text{sub},z} \cup O_{\text{sub}',z} \cup O_{\text{reg},z},$$

where $O_{\text{tri},z} = \{z\}$,

$$O_{\text{min},z} = \bigcup_{\alpha \in F^\times / (F^\times)^2} \{z n_{\text{min}}(\alpha)\}_G, \quad O_{\text{sub},z} = \bigcup_{x \in V^{\text{st}}(F)} \{z n_{\text{sub}}(x)\}_G,$$

$$O_{\text{sub}',z} = \{z n_{\text{sub}}(I_1)\}_G, \quad O_{\text{reg},z} = \bigcup_{\alpha \in F^\times / (F^\times)^2} \{z n_{\text{reg}}(\alpha)\}_G,$$

where $n_{\text{min}}(\alpha)$, $n_{\text{sub}}(x)$, $n_{\text{reg}}(\alpha)$ were defined in (1.7), $V^{\text{st}}(F)$ was defined in Section 4.1, and $x_d = \text{diag}(1, -d)$ (cf. (4.4)). Let $T \in a_0^+$ and $f \in C^\infty_c(G(A))$. The definitions of $J^T_{O_{\text{reg},z}}(f)$, $J^T_{O_{\text{sub},z}}(f)$, $J^T_{O_{\text{sub}',z}}(f)$, $J^T_{O_{\text{min},z}}(f)$, and $J^T_{O_{\text{tri},z}}(f)$ are the same as in Section 6. Obviously, $J^T_{O_{\text{tri},z}}(f) = \text{vol}_G f(z)$ and

$$J^T_{\text{unip}}(f) = J^T_{O_{\text{tri},z}}(f) + J^T_{O_{\text{min},z}}(f) + J^T_{O_{\text{sub},z}}(f) + J^T_{O_{\text{sub}',z}}(f) + J^T_{O_{\text{reg},z}}(f).$$

Choosing Haar measures on minimal unipotent conjugacy classes over $F_S$, we have

$$J_G(z n_{\text{min}}(\alpha), f) = c_S \int_{\alpha(F_S^\times)^2} f_{K_S}(z n_{\text{min}}(x)) |x|_S \, dx$$

where $\alpha \in F_S^\times$, $dx$ is the Haar measure on $F_S$ defined in Section 2.1 and the constant $c_S$ was defined in Section 2.2.
Theorem 7.1. Assume that $S$ contains $\Sigma_\infty$. Let $f \in C_\infty^c(G(F_S))$. The integral $J_{O_{\min, z}}^T(f)$ converges absolutely and satisfies

$$J_{O_{\min, z}}^T(f) = \frac{\mathrm{vol}_{M_2}}{c_F} \int_{\mathbb{A}^x/F^x} \sum_{y \in F^x} f_K(z \cdot n_{\min}(x^2 y)) |x|^2 \, d^x x$$

$$= \frac{\mathrm{vol}_{M_2}}{2 \cdot c_F} \sum_{x} \int_{\mathbb{A}^x} f_K(z \cdot n_{\min}(x)) |x|^2 \chi(x) \, d^x x$$

$$= \frac{\mathrm{vol}_{M_2}}{2 \cdot c_F} \sum_{\alpha \in F^x/(F^x \cap (F^*_S)^2)} \left\{ \sum_{\chi} \chi_S(\alpha) L^S(2, \chi) \right\} J_G(z \cdot n_{\min}(\alpha), f),$$

where $d^x x$ is the Haar measure on $\mathbb{A}^x$ which was defined in Section 2.1 and $\chi$ runs over all quadratic characters on $\mathbb{A}^1/F$ unramified outside $S$.

Proof. This theorem follows from the arguments in Section 3. 

Let $T = T_1 \alpha_1^x + T_2 \alpha_2^x \in \mathfrak{a}_0^+$. If $S$ contains $\Sigma_\infty$, then we have the form of $J_{M_1}^T(z, f)$ as in Section 6.1. Let $d \in F^x$ and $d_S \in F_S^x$. Recall that the notations $V$, $V_{ss}$, $V_{ss}(F, d_S)$, $\varepsilon_S$, $\chi_{d,S}(x)$, and $V_{ss}(F, d_S, \varepsilon_S)$ were defined in Sections 4.1 and 4.4. For any $y \in V_{ss}(F, d_S, \varepsilon_S)$, by choosing a measure on the unipotent conjugacy class, we have

$$J_G(z \cdot n_{\text{sub}}(y), f) = 2^{[S]} c_S \int_{V_{ss}(F, d_S, \varepsilon_S)} f_K(z \cdot n_{\text{sub}}(x)) \, dx$$

where $dx$ is the Haar measure on $V(F_S)$ defined in Section 4.4. We denote the group $\text{GSp}(2)$ by $G^*$, because the next result can also be stated in terms of the distribution $J_{G^*}(z \cdot n_{\text{sub}}(y), f^*)$ from Theorem 6.2 and its twisted version

$$J_{G^* \cdot \chi_d}(z \cdot n_{\text{sub}}(\mathfrak{r}_d), f^*) = 2^{[S]} c_S \int_{V_{ss}(F, d)} f_K(z \cdot n_{\text{sub}}(x)) \chi_{d,S}(x) \, dx$$

for $d \in F^x - (F^x)^2$ and $f^* \in C_\infty^c(G^*(F_S)^1)$, where $\mathfrak{r}_d = \text{diag}(1, -d)$ (cf. 4.5). We denote by $\varepsilon_v(x_v)$ the Hasse invariant of $x_v \in V_{ss}(F_v)$ over $F_v$. For $x = (x_v)_{v \in S} \in V_{ss}(F_S)$, we put $\varepsilon_v(x) = \varepsilon_v(x_v)$. Let $\sim'$ denote an equivalence relation in $V_{ss}(F)$ such that $x \sim' y$ if and only if $\det(x^{-1} y) \in (F^x)^2$ and $\varepsilon_v(x) = \varepsilon_v(y)$ ($\forall v \in S$). Note that every equivalence class has a representative in $V_{ss}(F)$, so that $V_{ss}(F)/\sim' = V_{ss}(F)/\sim'$. 
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Theorem 7.2. Assume that $S$ contains $\Sigma_\infty \cup \Sigma_2$. Let $f \in C_c^\infty(G(F_S))$. The integral $J_{O_{sub,z}}^T(f)$ converges absolutely, and

$$J_{O_{sub,z}}^T(f) = \frac{\text{vol}_{M_1}}{2} J_{M_1}^T(z, f) + \frac{\text{vol}_{M_1}}{2 c_F} \sum_{x \in V^{ss}(F) / \sim_S} J_G(z n_{sub}(x), f)$$

$$\times \left\{ \mathcal{C}_F(S, - \det(x)) + \prod_{v \in S} \varepsilon_v(x) \sum_{d \in \mathcal{Q}^u(F, S, - \det(x))} L^S(1, \chi_d) \right\}$$

where $\mathcal{C}_F(S, \alpha)$ and $\mathcal{Q}^u(F, S, \alpha)$ were defined in Section 4.8. We identify $M_1$ with $\text{GL}(2)$ by (4.3). If $f$ is the restriction of a function $f^* \in C_c^\infty(G^*(F_S))$ and $\Phi_z(x) = f_K(z n_{sub}(x))$, then we have

$$J_{O_{sub,z}}^T(f) = Z^{Sp(2)}(\Phi_z, 3/2, T_1)$$

$$= \frac{\text{vol}_{M_1}}{2} J_{M_1}^T(z, f)$$

$$+ \frac{\text{vol}_{M_1}}{2 c_F} \sum_{x \in V^{ss}(F) / \sim_S} \mathcal{C}_F(S, - \det(x)) J_{G^*}(z n_{sub}(x), f^*)$$

$$+ \frac{\text{vol}_{M_1}}{2 c_F} \sum_{d \in \mathcal{Q}^u(F, S)} L^S(1, \chi_d) J_{G^*, \chi_d}(z n_{sub}(1_d), f^*)$$

where $Z^{Sp(2)}(\Phi, s, T_1)$, and $\mathcal{Q}^u(F, S)$ were defined in Section 4.8 and $\sim_S$ was defined in Section 6.1.

Proof. This theorem is deduced from Theorems 4.22 and 4.23 and the proof of Theorem 6.2.

For $S \supset \Sigma_\infty$, the definition of $J_{M_2}^T(z, f)$ is the same as in Section 6.1.

Theorem 7.3. Assume that $S$ contains $\Sigma_\infty \cup \Sigma_2$. Let $f \in C_c^\infty(G(F_S))$. The integral $J_{O_{sub,z}}^T(f)$ converges absolutely and we have

$$J_{O_{sub,z}}^T(f) = \frac{\text{vol}_{M_2}}{2} J_{M_2}^T(z, f) + \frac{\text{vol}_{M_1}}{2 c_F} \frac{d}{ds} \zeta_F^S(s)|_{s=3} J_G(z n_{sub}(1), f).$$

Proof. The proof is completely the same as Theorem 6.3.

We use the notation $\nu(n_{12}, n_{13}, n_{14}, n_{24})$ defined in (5.1). We have the forms of $J_{M_2}^T(z, f)$ and $J_{M_1}^T(zv(1, 0, 0, 0), f)$ as in Section 6.1. Let $dn_*$ denote the Haar measure on $F_S$ which was defined in Section 2.1. For $\alpha \in F_S^\times$, by choosing measures on unipotent conjugacy classes, we
have
\[
J_{M_2}^T(z\nu(0, 0, 0, \alpha), f) = c_S \int_{F_S^{\times 3}} dn_12 dn_13 dn_14 \int_{\alpha(F_S^{\times})^2} dn_24
\]
\[
f_{K_S}(z\nu(n_{12}, n_{13}, n_{14}, n_{24})) w_{M_2}(1, \nu(n_{12}, n_{13}, n_{14}, n_{24}), T)
\]
and
\[
J_G(z\nu(1, 0, \alpha, \alpha), f) =
\]
\[
c_S^2 \int_{F_S^{\times 3}} dn_12 dn_13 dn_14 \int_{\alpha(F_S^{\times})^2} dn_24 f_{K_S}(z\nu(n_{12}, n_{13}, n_{14}, n_{24})).
\]
As in Theorem 7.2 we denote the group $GSp(2)$ by $G^*$ and its Levi subgroup corresponding to $M_2$ by $M_2^*$. For a quadratic character \(\chi = \prod_{v \in \Sigma} \chi_v\) on \(A^1/F^\times\) and $f^* \in C_c^\infty(G^*(F_S)^1)$, we define the twisted versions
\[
J_{M_2^*}^T(z\nu(0, 0, 1, f^*), \chi) = c_S \int_{F_S^{\times 3}} dn_12 dn_13 dn_14 \int_{\alpha(F_S^{\times})^2} dn_24
\]
\[
\chi_S(n_{24}) f_{K_S}^*(z\nu(n_{12}, n_{13}, n_{14}, n_{24})) w_{M_2}(1, \nu(n_{12}, n_{13}, n_{14}, n_{24}), T)
\]
and
\[
J_{G^*}^T(z\nu(1, 0, 1, f^*), \chi) = c_S^2 \int_{F_S^{\times 3}} dn_12 dn_13 dn_14 \int_{\alpha(F_S^{\times})^2} dn_24
\]
\[
\chi_S(n_{24}) f_{K_S}^*(z\nu(n_{12}, n_{13}, n_{14}, n_{24}))
\]
of the distributions occurring in Theorem 6.4.

**Theorem 7.4.** Assume that $S$ contains $\Sigma_\infty \cup \Sigma_2$. Let $f \in C_c^\infty(G(F_S))$. The integral $J_{O_{reg,s}}^T(f)$ converges absolutely, and we have
\[
J_{O_{reg,s}}^T(f) =
\]
\[
\frac{\text{vol}_{M_0}}{8} J_{M_0}^T(z, f) + \frac{\text{vol}_{M_0}}{4 c_F} c_F(S) J_{M_1}^T(z\nu(1, 0, 0, f), f)
\]
\[
+ \frac{\text{vol}_{M_0}}{4 c_F} \sum_{\alpha \in F^\times/(F^\times \cap (F_S^{\times})^2)} \left\{ \sum_{\chi} c_F(S, \chi) \chi_S(\alpha) \right\} J_{M_2}^T(z\nu(0, 0, 0, f), f)
\]
\[
+ \frac{\text{vol}_{M_0}}{4 c_F^2} \sum_{\alpha \in F^\times/(F^\times \cap (F_S^{\times})^2)} J_G(z\nu(1, 0, f), f)
\]
\[
\times \sum_{\chi} \left\{ 2 c_F(S, \chi) c_F(S') + w(\chi) c_F'(S, \chi) c_F^S \right\} \chi_S(\alpha)
\]
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where \( \chi \) runs over all quadratic characters on \( \mathbb{A}^1/F^{\times} \) unramified outside \( S \), we set \( w(\chi) = \begin{cases} 3 & \text{if } \chi = 1_F, \\ 1 & \text{if } \chi \neq 1_F, \end{cases} \) and the notations \( c_F(S), c_F(S, \chi), \) and \( c'_F(S, \chi) \) were defined in Section 2.2. If \( f \) is the restriction of a function \( f^* \in C_c^\infty(G^*(F_S)^1) \), we also have

\[
J_{O_{reg,z}}^T(f) = \frac{\text{vol}_{M_0}}{8} J_{M_0}^T(z, f) + \frac{\text{vol}_{M_0} \cdot c_F(S)}{4c_F} J_{M_1}^T(\nu(1, 0, 0, 0), f) \\
+ \frac{\text{vol}_{M_0}}{4c_F} \sum_{\chi} c_F(S, \chi) J_{M_2}^T(\nu(0, 0, 0, 1), f^*) \\
+ \frac{\text{vol}_{M_0}}{4c_F^2} \sum_{\chi} \left\{ 2c_F(S, \chi) c_F(S) + w(\chi) c'_F(S, \chi) c^S_F \right\} \times J_G^*(\nu(1, 0, 1, 1), f^*)
\]

where \( \chi \) runs over all quadratic characters on \( \mathbb{A}^1/F^{\times} \) unramified outside \( S \).

**Proof.** This theorem follows from Theorems 3.3 and 3.4 and the proof of Theorem 6.4. \( \square \)

Theorems 7.1, 7.2, 7.3, and 7.4 are summarized as follows.

**Theorem 7.5.** Assume that \( S \) contains \( \Sigma_\infty \cup \Sigma_2 \). Let \( f \in C_c^\infty(G(F_S)) \). The integrals \( J_{O_{min,z}}^T(f), J_{O_{sub,z}}^T(f), J_{O_{reg,z}}^T(f) \), and \( J_{O_{reg,z}}^T(f) \) converge absolutely for any \( T \in a^+_0 \). We have

\[
(U_G(F))_{G,S} = \left\{ 1, n_{min}(\alpha), n_{sub}(x), n_{reg}(\alpha) \ \bigg| \ \alpha \in F^\times/F^{\times} \cap (F_S^x)^2, \ x \in V_{ss}(F)/\sim_S \right\}.
\]

For the coefficients in the fine expansion of \( J_\omega(f) \) (cf. Section 1.1), we have

\[
a^G(S, z n_{min}(\alpha)) = \frac{\text{vol}_{M_2}}{2c_F} \sum_{\chi} \chi_S(\alpha) L^S(2, \chi),
\]

where \( \chi \) runs over all quadratic characters on \( \mathbb{A}^1/F^{\times} \) unramified outside \( S \),

\[
a^G(S, z n_{sub}(x)) = \frac{\text{vol}_{M_2}}{2c_F} c_F(S, -\det(x)) \\
+ \frac{\text{vol}_{M_1}}{2c_F} \left( \prod_{v \in S} \varepsilon_v(x) \right) \sum_{d \in \mathbb{Q}^{ur}(F, S, -\det(x))} L^S(1, \chi_d) \\
+ \frac{\text{vol}_{M_1}}{2c_F} \left\{ \zeta_F^S(3) \frac{d}{ds} \zeta_F^S(s)|_{s=3} \right\} \text{if } x \sim'_S F_1, \\
0 \quad \text{otherwise},
\]
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and
\[ a^G(S, z n_{\text{reg}}(\alpha)) = \frac{\text{vol}_{M_0}}{4c_F^2} \sum_{\chi} \left\{ 2c_F(S, \chi) c_F(S) + w(\chi) c'_F(S, \chi) c_F^S \right\} \chi_S(\alpha) \]

where \(w(\chi)\) was defined in Theorem 7.4 and \(\chi\) runs over all quadratic characters on \(\mathbb{A}^1/F^\times\) unramified outside \(S\).

As an analogue of Theorem 6.6, we also see that the contribution of subregular unipotent elements is expressed by special values of zeta integrals at \(s = 0\).

**Theorem 7.6.** Fix a test function \(f \in C_\infty^c(G(\mathbb{A}))\). We set \(\Phi_z(x) = f_K(z n_{\text{sub}}(x))\) and we identify \(M_1\) with \(H' = \text{GL}(2)\) by (4.3). If we assume \(\hat{\Phi}_z(0) = 0\), then we have

\[ J^T_{\text{sub}, z}(f) + J^T_{\text{O}, z}(f) = Z_{\text{ad}}^{\text{Sp}(2)}(\hat{\Phi}_z, 0) + \frac{\text{vol}_{M_0}}{2c_F} \mathcal{Z}_{\text{Sp}(2)}(\tilde{R}_0 \Phi_z, K, 0, T_2) \]

in the notation defined in Section 4.9.

**Proof.** The formula follows from Proposition 4.25, Theorem 7.2, and the proof of Theorem 6.3. \(\square\)

In a way analogous to Theorem 6.6, this theorem is also suitable for explicit calculations of traces of Hecke operators (cf. [Ara, IS, Sh, Wa]).

**Appendix A. The group GL(3)**

**A.1. Setup.** Throughout this appendix, we set \(G = \text{GL}(3)\). We fix the maximal compact subgroup

\[ K = \prod_{v \in \Sigma} K_v \quad \text{where} \quad K_v = \begin{cases} U(3) & \text{if } v \in \Sigma_\mathbb{C}, \\ O(3) & \text{if } v \in \Sigma_\mathbb{R}, \\ \text{GL}(3, \mathcal{O}_v) & \text{if } v \in \Sigma_{\text{fin}}, \end{cases} \]

and choose the minimal Levi subgroup \(M_0\) and the minimal parabolic subgroup \(P_0\) as

\[ M_0 = \left\{ \begin{pmatrix} * & 0 & 0 \\ 0 & * & 0 \\ 0 & 0 & * \end{pmatrix} \in G \right\} \quad \text{and} \quad P_0 = \left\{ \begin{pmatrix} * & * & * \\ 0 & * & * \\ 0 & 0 & * \end{pmatrix} \in G \right\}. \]

The rational homomorphism \(\chi_j : M_0 \to \text{GL}(1)\) is defined by

\[ \chi_j(\text{diag}(a_1, a_2, a_3)) = a_j, \quad 1 \leq j \leq 3. \]
Then $\{\chi_1, \chi_2, \chi_3\}$ is a basis of the free abelian group $X(M_0)_F$. An element $e_j \in a_0$ is defined by $e_j(\chi_1^{k_1} \chi_2^{k_2} \chi_3^{k_3}) = k_j$. Then, we see that

$$a_0^* = \mathbb{R}\chi_1 \oplus \mathbb{R}\chi_2 \oplus \mathbb{R}\chi_3$$

and we have

$$\Delta_0 = \{\alpha_1, \alpha_2\}, \quad (\alpha_1 = \chi_1 - \chi_2, \quad \alpha_2 = \chi_2 - \chi_3).$$

We set

$$P_1 = \left\{ \begin{pmatrix} * & * & * \\ * & * & * \\ 0 & 0 & * \end{pmatrix} \in G \right\} \quad \text{and} \quad P_2 = \left\{ \begin{pmatrix} * & * & * \\ 0 & 0 & * \end{pmatrix} \in G \right\}.$$

Then, we have $\{P \in \mathcal{P} \mid P \supseteq P_0\} = \{P_0, P_1, P_2, G\}$. Let $W_0$ denote the symmetric group of degree three. The group $W_0$ acts on $a_0$ as $s e_j = e_{s(j)}$ for $s \in W_0$. Let $w_s$ denote the matrix representing the action of $s \in W_0$. For $s \in W_0$ and a subgroup $H$ of $G$, we set $s H = w_s H w_s^{-1}$.

Using this action, we have

$$L = \{M_0, M', (13)M', (23)M', G\}, \quad \mathcal{L}(M') = \{M', G\}$$

where we set $M' = M_{P_1}$. Note that $M_{P_2} = (13)M'$. Furthermore, we have

$$\mathcal{P} = \{s P_0 \mid s \in W_0\}, \quad \mathcal{P}(M') = \{P_1, (13)P_2\}, \quad \mathcal{P}((13)M') = \{P_2, (13)P_1\}, \quad \mathcal{P}((23)M') = \{(23)P_1, (12)P_2\}.$$

### A.2. Weight factors

From now on, we fix Haar measures on $a_0^G$ and $a_{M'}^G$.

**Condition A.1.** We choose a Haar measure on $a_0^G \cong A_{M_0}^+ / A_G^+$ as $d r_1 d r_2$ for $r_1(e_1 - e_2) + r_2(e_1 - e_2) \in a_0^G$, where $d r_1$ and $d r_2$ are the Lebesgue measure on $\mathbb{R}$. A Haar measure on $a_{M'}^G \cong A_{M'}^+ / A_G^+$ is fixed by the Lebesgue measure $d r$ on $\mathbb{R}$ for $r(\frac{e_1 + e_2}{2} - e_3) \in a_{M'}^G$.

Under Condition [A.1] we have

$$\text{vol}(a_{M_0}^G / \mathbb{Z}(\Delta_{M_0}^\vee)) = \text{vol}(a_{M'}^G / \mathbb{Z}(\Delta_{M'}^\vee)) = 1,$$

where $\Delta_{M_0}^\vee$ is the basis of $a_0^G$ dual to $\hat{\Delta}_P$.

We set

$$\alpha_1^\vee = e_1 - e_2, \quad \alpha_2^\vee = e_2 - e_3 \in a_0^G;$$

$$\omega_1 = \frac{1}{3} \alpha_1 + \frac{1}{3} \alpha_2, \quad \omega_2 = \frac{1}{3} \alpha_1 + \frac{2}{3} \alpha_2 \in (a_0^G)^*.$$

Then, we have $\Delta_0^\vee = \{\alpha_1^\vee, \alpha_2^\vee\}$ and $\hat{\Delta}_0 = \{\omega_1, \omega_2\}$. We set

$$T = T_1 \alpha_1^\vee + T_2 \alpha_2^\vee \in a_0,$$
where $T_1, T_2 \in \mathbb{R}$, and
\[
u(x_{12}, x_{13}, x_{23}) = \begin{pmatrix} 1 & x_{12} & x_{13} \\ 0 & 1 & x_{23} \\ 0 & 0 & 1 \end{pmatrix}.
\]

**Lemma A.2.** For the element $n = u(n_{12}, n_{13}, n_{23}) \in N_{F_0}(A)$ we have
\[
v_{sF_0}(\lambda, n, T) = \begin{cases} 
e^{\lambda_1 T_1 + \lambda_2 T_2} & \text{if } s = 1, \\
(1, n_{12}) \parallel -\lambda_1 \ne^{\lambda_1 (T_2 - T_1) + \lambda_2 T_2} & \text{if } s = (12), \\
(1, n_{23}) \parallel -\lambda_2 \ne^{\lambda_1 T_1 + \lambda_2 (T_1 - T_2)} & \text{if } s = (23), \\
(1, n_{12}) \parallel (1, n_{13}, n_{12}) \parallel -\lambda_1 - \lambda_2 \ne^{\lambda_1 T_1 + \lambda_2 (T_1 - T_2)} & \text{if } s = (123), \\
(1, n_{23}) \parallel \lambda_1 (1, n_{13}, n_{12}) \parallel -\lambda_1 - \lambda_2 \\
\times \ne^{\lambda_1 (T_2 - T_1) - \lambda_2 T_1} & \text{if } s = (132), \\
(1, n_{12}, n_{13}) \parallel -\lambda_1 (1, n_{13} - n_{12} n_{23}, n_{23}) \parallel -\lambda_2 \\
\times \ne^{\lambda_1 T_2 - \lambda_2 T_1} & \text{if } s = (13)
\end{cases}
\]

where $\lambda = \lambda_1 \overline{w}_1 + \lambda_2 \overline{w}_2$.

**Proof.** This follows from an argument similar to the proof of Lemma 3.2. \qed

**Proposition A.3.** Assume Condition [A.1]. For $\nu = u(\nu_{12}, \nu_{13}, \nu_{23}) \in N_{F_0}(F_S)$ we have
\[
w_{M_0}(1, \nu, T) = \frac{1}{2}\{ (\log |\nu_{12}| s)^2 + (\log |\nu_{23}| s)^2 + 4 (\log |\nu_{12}| s) (\log |\nu_{23}| s) \}
\]
\[+ 3T_2 \log |\nu_{12}| s + 3T_1 \log |\nu_{23}| s - \frac{3}{2} T_1^2 - \frac{3}{2} T_2^2 + 6T_1 T_2.
\]

**Proof.** It follows from Lemma A.2 that
\[
w_{sF_0}(\lambda, 1, \nu, T) = \begin{cases} 
e^{\lambda_1 T_1 + \lambda_2 T_2} & \text{if } s = 1, \\
|\nu_{12}|_{S}^{\lambda_1} \ne^{\lambda_1 (T_2 - T_1) + \lambda_2 T_2} & \text{if } s = (12), \\
|\nu_{23}|_{S}^{\lambda_2} \ne^{\lambda_1 T_1 + \lambda_2 (T_1 - T_2)} & \text{if } s = (23), \\
|\nu_{12}|_{S}^{\lambda_1} |\nu_{23}|_{S}^{\lambda_2} \ne^{\lambda_1 T_1 + \lambda_2 (T_1 - T_2)} & \text{if } s = (123), \\
|\nu_{12}|_{S}^{\lambda_1} |\nu_{12}|_{S}^{\lambda_2} \ne^{\lambda_1 (T_2 - T_1) - \lambda_2 T_1} & \text{if } s = (132), \\
|\nu_{12}|_{S}^{\lambda_1} |\nu_{12}|_{S}^{\lambda_2} \ne^{\lambda_1 T_2 - \lambda_2 T_1} & \text{if } s = (13)
\end{cases}
\]

where $\lambda = \lambda_1 \overline{w}_1 + \lambda_2 \overline{w}_2$. Hence, this proposition follows. \qed

Using Lemma A.2 we can easily compute the following.
Proposition A.4. Assume Condition [A.1]. For \( u = u(1, 0, 0) \) and 
\( \nu = u(0, 1, 0) \in N_{P_1}(F_S) \) we have

\[
\begin{align*}
\omega_{M'}(1, \nu, T) &= \log \|(\nu_{13}, \nu_{23})\| S + T_1 + T_2, \\
\omega_M'(1, u\nu, T) &= \log |u\nu_{23}u_{12}| S + T_1 + T_2.
\end{align*}
\]

A.3. Unipotent contribution. Throughout this subsection, we assume Condition [A.1] and \( S \supset \Sigma_\infty \). Let \( Z \) denote the center of \( G \). For each \( z \in Z(F) \), we denote by \( O_z \) the \( O \)-equivalence class containing \( z \) in \( G(F) \). The notation \( \{ x \}_G \) means the \( G(F) \)-conjugacy class of \( x \in G(F) \). The set \( O_z \) is divided into the three classes

\[
O_z = O_{\text{tri},z} \cup O_{\text{min},z} \cup O_{\text{reg},z}
\]

where \( O_{\text{tri},z} = \{ z \} \), \( O_{\text{min},z} = \{ z u(0, 1, 0) \}_G \), and \( O_{\text{reg},z} = \{ z u(1, 0, 1) \}_G \). Let \( P \in \mathcal{F}, P \supset P_0 \), and \( f \in C_c^\infty(G(A)^1) \). The function \( K_{P, O}(g, h) \) is defined by (6.1) for each subset \( O \) in \( M_{P}(F) \). For \( T \in \mathfrak{a}_0^+ \), we have the terms on the geometric side

\[
J_{O_{\text{tri},z}}^f(f) = \int_{G(F)\backslash G(A)^1} K_{G, O_{\text{tri},z}}(g, g) \, d^1 g,
\]

\[
J_{O_{\text{min},z}}^f(f) = \int_{G(F)\backslash G(A)^1} \left\{ K_{G, O_{\text{min},z}}(g, g) - \sum_{\delta \in P_1(F) \backslash G(F)} K_{P_1, \{ z \}}(\delta g, \delta g) \hat{\tau}_{P_1}(H_{P_1}(\delta g) - T) \right. \\
&\left. - \sum_{\delta \in P_2(F) \backslash G(F)} K_{P_2, \{ z \}}(\delta g, \delta g) \hat{\tau}_{P_2}(H_{P_2}(\delta g) - T) \right\} \, d^1 g,
\]

and

\[
J_{O_{\text{reg},z}}^f(f) = \int_{G(F)\backslash G(A)^1} \left\{ K_{G, O_{\text{reg},z}}(g, g) - \sum_{\delta \in P_1(F) \backslash G(F)} K_{P_1, \{ z u(1,0,0) \}}(\delta g, \delta g) \hat{\tau}_{P_1}(H_{P_1}(\delta g) - T) \right. \\
&\left. - \sum_{\delta \in P_2(F) \backslash G(F)} K_{P_2, \{ z u(0,1,0) \}}(\delta g, \delta g) \hat{\tau}_{P_2}(H_{P_2}(\delta g) - T) + \sum_{\delta \in P_0(F) \backslash G(F)} K_{P_0, \{ z \}}(\delta g, \delta g) \hat{\tau}_{P_0}(H_{P_0}(\delta g) - T) \right\} \, d^1 g.
\]

It is clear that \( J_{O_{\text{tri},z}}^f(f) = \text{vol}_G f(z) \). The function \( f_{k_8}(g) \) is defined as

\[
f_{k_8}(g) = \int_{k_8} f(k_8^{-1}g k_8) \, dk_8.
\]
Now, the weighted orbital integrals $J_{M'}(z, f)$ is

$$J_{M'}(z, f) = \int_{N_{P_1}(F_S)} f_{K_S}(z n) w_{M'}(1, n, T) \, dn$$

(cf. Proposition A.4). Choosing a Haar measure on the $G(F_S)$-conjugacy class of $u(0,1,0)$ we have

$$J_G(z u(0,1,0), f) = \int_{N_{P_1}(F_S)} f_{K_S}(z n) \, dn.$$  

**Theorem A.5.** Assume $z \in Z(\mathcal{O}_v)$ $(\forall v \notin S)$. Let $f \in C_c^\infty(G(F_S)^1)$. The integral $J_{O_{\text{min}},z}(f)$ converges absolutely and satisfies

$$J_{O_{\text{min}},z}(f) = \text{vol}_{M'} J_{M'}(z, f) + \text{vol}_{M'} \left. \frac{d \zeta_F(s)}{ds} \right|_{s=2} J_G(z u(0,1,0), f).$$

**Proof.** This theorem can be proved by an argument similar to the proof of Theorem 6.3. \hfill \square

The weighted orbital integrals $J_{M_0}(z, f)$ is

$$J_{M_0}(z, f) = \int_{N_{P_0}(F_S)} f_{K_S}(z n) w_{M_0}(1, n, T) \, dn$$

(cf. Proposition A.3). Choosing Haar measures on unipotent conjugacy classes the weighted orbital integrals $J_{M'}(z u(1,0,0), f)$ and $J_G(z u(1,0,1), f)$ are

$$J_{M'}(z u(1,0,0), f) = c_S \int_{N_{P_0}(F_S)} f_{K_S}(z n) w_{M'}(1, n, T) \, dn$$

and

$$J_G(z u(0,1,0), f) = c_S^2 \int_{N_{P_0}(F_S)} f_{K_S}(z n) \, dn$$

where the constant $c_S$ was given in Section 2.2.

**Theorem A.6.** Assume $z \in Z(\mathcal{O}_v)$ $(\forall v \notin S)$. Let $f \in C_c^\infty(G(F_S)^1)$. The integral $J_{O_{\text{reg}},z}(f)$ converges absolutely and satisfies

$$J_{O_{\text{reg}},z}(f) = \frac{\text{vol}_{M_0}}{6} J_{M_0}(z, f) + \frac{\text{vol}_{M_0}}{2c_F} \zeta_F(S) J_{M'}(z u(1,0,0), f)$$

$$+ \frac{\text{vol}_{M_0}}{3c_F^2} \left\{ (\zeta_F(S))^2 + \zeta_F(S) \zeta_F^S \right\} J_G(z u(1,0,1), f).$$

**Proof.** This theorem follows from an argument similar to the proof of Theorem 6.4. \hfill \square
It is clear that \((U_G(F))_{G,S} = \{I_3, u(0,1,0), u(1,0,1)\}\). Hence, it follows that
\[
a^{GL(3)}(S, z u(0,1,0)) = \text{vol}_{M'} \frac{d}{ds} \zeta^{S}_F(s)|_{s=2} \zeta^{S}_F(2)
\]
and
\[
a^{GL(3)}(S, z u(1,0,1)) = \frac{\text{vol}_{M_0}}{3 c^2_F} \left\{ (\epsilon_F(S))^2 + \epsilon'_F(S) c^S_F \right\}
\]
if \(z \in Z(\mathcal{O}_v) (\forall v \notin S)\).

**Appendix B. The group SL(3)**

Throughout this section, we set \(G = SL(3)\). We will use the same notation as in Appendix A by restricting from GL(3) to \(G\). We also assume Condition A.1 and \(S \supset \Sigma_\infty\). Let \(z \in Z(F) = \{\pm I_3\}\). The set \(\mathfrak{o}_z\) is divided into the three classes
\[O_{\text{tri},z} \cup O_{\text{min},z} \cup O_{\text{reg},z},\]
where \(O_{\text{tri},z} = \{z\}\),
\[O_{\text{min},z} = \{z u(0,1,0)\}_G, \quad \text{and} \quad O_{\text{reg},z} = \bigcup_{\alpha \in F^\times/(F^\times)^3} \{z u(1,0,\alpha)\}_G.
\]
Now, the contribution \(J^T_{\mathfrak{o}_z}(f)\) is the sum of \(J^T_{O_{\text{tri},z}}(f), J^T_{O_{\text{min},z}}(f)\), and \(J^T_{O_{\text{reg},z}}(f)\).

It is clear that \(J^T_{O_{\text{tri},z}}(f) = vol_G f(z)\). The weighted orbital integrals \(J^T_M(z, f)\) and \(J_G(z u(0,1,0), f)\) are the same as those of Appendix A.3.

**Theorem B.1.** Let \(f \in C^\infty_c(G(F_S))\). The integral \(J^T_{O_{\text{min},z}}(f)\) converges absolutely and satisfies
\[
J^T_{O_{\text{min},z}}(f) = \text{vol}_{M'} J^T_M(z, f) + \text{vol}_M \frac{d}{ds} \zeta^{S}_F(s)|_{s=2} J_G(z u(0,1,0), f).
\]

**Proof.** We can prove this by an argument similar to the proof of Theorem 6.3.

The weighted orbital integrals \(J^T_{M_0}(z, f)\) and \(J^T_{M'}(z u(1,0,0), f)\) are the same as Appendix A.3. Let \(dx_\ast\) denote the Haar measure on \(F_S\) defined in Section 2.1. For an element \(\alpha \in F_S\) we set
\[
J_G(z u(1,0,\alpha), f) = c^2_S \int_{(x_{12},x_{13},x_{23}) \in D_S} f_{K_S}(x u(x_{12},x_{13},x_{23})) dx_{12} dx_{13} dx_{23},
\]
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where \( D_S = \{(x_{12}, x_{13}, x_{23}) \in F_S \oplus F_S \oplus F_S \mid x_{23} \in x_{12}\alpha(F_S^\times)^3\} \). We denote the group \( \text{GL}(3) \) by \( G^* \), and for a cubic character \( \chi = \prod_v \chi_v \) on \( \mathbb{A}^1/F^\times \) we set

\[
J_{G^*, \chi}(zu(1, 0, 1), f^*) = c_S^2 \int_{F_S^{\times}} f_K^* (zu(x_{12}, x_{13}, x_{23})) \chi_S(x_{12}^2 x_{23}) \, dx_{12} \, dx_{13} \, dx_{23},
\]

where \( \chi_S = \prod_{v \in S} \chi_v \).

**Theorem B.2.** Let \( f \in C^\infty_c(G(F_S)) \). The integral \( J^T_{O_{\text{reg}}, z}(f) \) converges absolutely and satisfies

\[
J^T_{O_{\text{reg}}, z}(f) = \frac{\text{vol}_M}{6} J^T_{M_0}(z, f) + \frac{\text{vol}_M}{2c_F} c_F(S) J^T_{M'}(zu(1, 0, 0), f)
\]

\[
+ \frac{\text{vol}_M}{3c_F^2} \sum_{\alpha \in F^\times/(F^\times \cap (F_S^\times)^3)} J_G(zu(1, 0, \alpha), f)
\]

\[
\times \left\{ c_F(S) c_F^S + \sum_{\chi} \chi_S(\alpha) c_F(S, \chi) c_F(S, \chi^{-1}) \right\}
\]

where \( \chi \) runs over all non-trivial cubic characters on \( \mathbb{A}^1/F^\times \) unramified outside \( S \). If \( f \) is the restriction of a function \( f^* \in C^\infty_c(G^*(F_S)^1) \), then

\[
J^T_{O_{\text{reg}}, z}(f) = \frac{\text{vol}_M}{6} J^T_{M_0}(z, f) + \frac{\text{vol}_M}{2c_F} c_F(S) J^T_{M'}(zu(1, 0, 0), f)
\]

\[
+ \frac{\text{vol}_M}{3c_F^2} \left\{ (c_F(S))^2 + c_F(S) c_F^S \right\} J_{G^*}(zu(1, 0, 1), f^*)
\]

\[
+ \frac{\text{vol}_M}{3c_F^2} \sum_{\chi \neq 1_F} c_F(S, \chi) c_F(S, \chi^{-1}) J_{G^*, \chi}(zu(1, 0, 1), f^*),
\]

where \( \chi \) runs over all cubic characters on \( \mathbb{A}^1/F^\times \) unramified outside \( S \).

**Proof.** This theorem follows from Theorems 3.3 and 3.4 and an argument similar to the proof of Theorem 6.4. \( \square \)

It is clear that

\[
(U_G(F))_{G,S} = \{ I_3, u(0, 1, 0), u(1, 0, \alpha) \mid \alpha \in F^\times/(F^\times \cap (F_S^\times)^3) \}.
\]

It follows from Theorems B.1 and B.2 that

\[
a^{SL(3)}(S, zu(0, 1, 0)) = \text{vol}_{M'} \frac{d}{ds} c_F^S(s)|_{s=2} \zeta_F^S(2)
\]
and

\[ a^{\text{SL}(3)}(S, z u(1, 0, \alpha)) = \frac{\text{vol}_{M_0}}{3 c_F^2} \left\{ c_F'(S) c_F^S + \sum_{\chi} \chi_S(\alpha) c_F(S, \chi) c_F(S, \chi^{-1}) \right\} \quad (\alpha \in F^\times) \]

where \( \chi \) runs over all cubic characters on \( \mathbb{A}^1/F^\times \) unramified outside \( S \).

**Acknowledgement.** The second author thanks Prof. Kaoru Hiraga, Prof. Tamotsu Ikeda, Prof. Takuya Konno, and Prof. Steven Spallone for their advice and discussions on endoscopy. The authors were partially supported by the German Research Council (DFG) within the CRC 701. The second author was partially supported by JSPS Grant-in-Aid for Scientific Research No. 20740007.

**References**

[Ara] T. Arakawa, Special values of L-functions associated with the space of quadratic forms and the representation of Sp(2n, F_p) in the space of Siegel cusp forms, Automorphic forms and geometry of arithmetic varieties, 99–169, Adv. Stud. Pure Math. 15, Academic Press, Boston, MA, 1989.

[Ar1] J. Arthur, The characters of discrete series as weighted orbital integrals, Invent. Math. 32, (1976), 205–261.

[Ar2] J. Arthur, A trace formula for reductive groups I, Duke Math. J. 45 (1978), 911–952.

[Ar3] J. Arthur, A measure on the unipotent variety, Canad. J. Math. 37 (1985), 1237–1274.

[Ar4] J. Arthur, On a family of distributions obtained from orbits, Canad. J. Math. 38 (1986), 179–214.

[Ar5] J. Arthur, The trace formula in invariant form, Ann. of Math. (2) 114 (1981), 1–74.

[Ar6] J. Arthur, The local behaviour of weighted orbital integrals, Duke Math. J. 56 (1988), 223–293.

[Ar7] J. Arthur, The L^2-Lefschetz numbers of Hecke operators, Invent. Math. 97 (1989), 257–290.

[Ar8] J. Arthur, An introduction to the trace formula, Harmonic analysis, the trace formula, and Shimura varieties, 1–263, Clay Math. Proc., 4, Amer. Math. Soc., Providence, RI, 2005.

[As] M. Assem, Unipotent orbital integrals of spherical functions on p-adic 4 × 4 symplectic groups, J. Reine Angew. Math. 437 (1993), 181–216.

[B] M. Borovoi, Abelian Galois cohomology of reductive groups, Memoirs of the AMS 132 (1998), No. 626, 1-50

[D] B. Datskovsky, A mean-value theorem for class numbers of quadratic extensions, in: A tribute to Emil Grosswald: number theory and related analysis, 179–242, Contemp. Math. 143, Amer. Math. Soc., Providence, RI, 1993.
[FL] T. Finis, E. Lapid, On the Arthur-Selberg trace formula for GL(2), Groups Geom. Dyn. 5 (2011), 367–391.

[Fli] Y. Flicker, The trace formula and base change for GL(3), Lecture Notes in Mathematics 927, Springer-Verlag, Berlin-New York, 1982.

[GJ] S. Gelbart, H. Jacquet, Forms of GL(2) from the analytic point of view. Automorphic forms, representations and L-functions, Part 1, pp. 213–251, Proc. Sympos. Pure Math., XXXIII, Amer. Math. Soc., Providence, R.I., 1979.

[Go] R. Godement, Functions automorphes, in: Sem. Cartan, Paris, 1957/1958, Exposé 10.

[JL] H. Jacquet, R. P. Langlands, Automorphic forms on GL(2), Lecture Notes in Mathematics, Vol. 114. Springer-Verlag, Berlin-New York, 1970.

[HH] W. F. Hammond, F. Hirzebruch, L-series, modular imbeddings, and signatures, Math. Ann. 204 (1973), 263–270.

[Ho1] W. Hoffmann, The nonsemisimple term in the trace formula for rank one lattices, J. Reine Angew. Math. 379 (1987), 1–21.

[Ho2] W. Hoffmann, Geometric estimates for the trace formula, Ann. Global Anal. Geom. 34 (2008), 233–261.

[Ho3] W. Hoffmann, The trace formula and prehomogeneous vector spaces, in preparation.

[IS] T. Ibukiyama, H. Saito, On L-functions of ternary zero forms and exponential sums of Lee and Wrintraub. J. Number Theory 48 (1994), 252–257.

[I1] J. Igusa, Some results on p-adic complex powers, Amer. J. Math. 106 (1984), 1013–1032.

[I2] J. Igusa, An introduction to the theory of local zeta functions, AMS/IP Studies in Advanced Mathematics, 14. American Mathematical Society, Providence, RI; International Press, Cambridge, MA, 2000.

[LL] J.-P. Labesse, R. P. Langlands, L-indistinguishability for SL(2), Canad. J. Math. 31 (1979), 726–785.

[M] J. Matz, Arthur’s trace formula for GL(2) and GL(3) and non-compactly supported test functions, Dissertation, Universität Bonn.

[O] T. Ono, A mean value theorem in adele geometry, J. Math. Soc. Japan 20 (1968), 275–288.

[PR] V. P. Platonov, A. S. Rapinchuk, Algebraic groups and number theory, Translated from the 1991 Russian original by Rachel Rowen, Pure and Applied Mathematics 139, Academic Press, Inc., Boston, MA, 1994.

[Sa1] H. Saito, Explicit formula of orbital p-adic zeta functions associated to symmetric and Hermitian matrices, Comment. Math. Univ. St. Paul. 46 (1997), 175–216.

[Sa2] H. Saito, Explicit form of the zeta functions of prehomogeneous vector spaces, Math. Ann. 315 (1999), 587–615.

[Sa3] H. Saito, Convergence of the zeta functions of prehomogeneous vector spaces, Nagoya Math. J. 170 (2003), 1–31

[SS] M. Sato, T. Shintani, On zeta functions associated with prehomogeneous vector spaces, Ann. of Math. (2) 100 (1974), 131–170.

[Si1] C. L. Siegel, Über die Zetafunktionen indefiniter quadratischer Formen, (German), Math. Z. 43 (1938), 682–708.

[Si2] C. L. Siegel, A mean value theorem in geometry of numbers, Ann. of Math. (2) 46 (1945), 340–347.
[Sh] T. Shintani, On zeta functions associated with the vector space of quadratic forms, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 22 (1975), 25–65.

[Wa] S. Wakatsuki, Dimension formulas for spaces of vector-valued Siegel cusp forms of degree two, J. Number Theory 132 (2012), 200–253.

[We] A. Weil, Sur quelques résultats de Siegel, (French), Summa Brasil. Math. 1 (1946), 21–39.

[Wr] D. J. Wright, Twists of the Iwasawa-Tate zeta function, Math. Z. 200 (1989), 209–231.

[Y] A. Yukie, On the Shintani zeta function for the space of binary quadratic forms, Math. Ann. 292 (1992), 355–374.

Fakultät für Mathematik, Universität Bielefeld, 33615 Bielefeld, Germany
E-mail address: hoffmann@math.uni-bielefeld.de

Faculty of Mathematics and Physics, Institute of Science and Engineering, Kanazawa University, Kakumamachi, Kanazawa, Ishikawa, 920-1192, Japan
E-mail address: wakatsuk@staff.kanazawa-u.ac.jp