Predictions of Disease Risk in Space and Time Based on the Thermal Physiology of an Amphibian Host-Pathogen Interaction
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Emerging infectious diseases have been responsible for declines and extinctions in a growing number of species. Predicting disease variables like infection prevalence and mortality and how they vary in space and time will be critical to understanding how host-pathogen dynamics play out in natural environments and will help to inform management actions. The pandemic disease chytridiomycosis, caused by the fungal pathogen, Batrachochytrium dendrobatidis (Bd), has been implicated in declines in hundreds of amphibian species worldwide. We used field-collected measurements of host body temperatures and other physiological parameters to develop a mechanistic model of disease risk in a declining amphibian, the Northern cricket frog (Acris crepitans). We first used a biophysical model to predict host body temperatures across the species range in the eastern United States. We then used empirically derived relationships between host body temperature, infection prevalence and survival to predict where and when the risk of Bd-related declines is greatest. Our model predicts that pathogen prevalence is greatest, and survival of infected A. crepitans frogs is lowest, just prior to breeding when host body temperatures are low. Taken together, these results suggest that Bd poses the greatest threat to short-lived A. crepitans populations in the northern part of this host’s range and that disease-related recruitment failure may be common. Furthermore, our study demonstrates the utility of mechanistic modeling approaches for predicting disease outbreaks and dynamics in animal hosts.
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INTRODUCTION

Emerging infectious diseases threaten animals, plants and humans alike. Fungal pathogens in particular have been responsible for an increasing number of declines and extinctions of wildlife (Fisher et al., 2012). For example, epidemics of the fungal pathogen Aspergillus sydowii, which causes the disease aspergillosis and is widespread throughout the Caribbean, can cause up to 90% mortality in coral populations (Bruno et al., 2011). The pandemic amphibian disease...
chytridiomycosis, caused by another fungal pathogen, *Batrachochytrium dendrobatidis* (*Bd*), has been implicated in global declines in hundreds of amphibian species (Wake and Vredenburg, 2008; Murray et al., 2013; Scheele et al., 2019). Interactions between climate change and fungal disease have been implicated in the declines of both corals (Ruiz-Moreno et al., 2012) and amphibians (Lips et al., 2008; Cohen et al., 2018).

Understanding how variation in host body temperatures impacts fungal diseases may, thus, be helpful in mitigating these and other emerging infectious diseases of wildlife. Here we describe a mechanistic approach to predicting wildlife disease dynamics and illustrate its potential using the example of Northern cricket frogs (*Acris crepitans*), a declining North American host species susceptible to chytridiomycosis.

Body temperature profoundly affects the ecology of ectotherm hosts by influencing both their physiology and behavior (Huey and Stevenson, 1979). Temperature can also impact the ectotherm immune system. For the amphibian-*Bd* interaction, which takes place in/on the host's skin, body temperature has been shown to modulate the antifungal properties of the skin microbiome (Robak and Richards-Zawacki, 2018) and the production of skin antimicrobial peptides (Robak et al., 2019), which are part of the innate immune response to *Bd*. For *A. crepitans*, the impact of body temperature on *Bd* infections has been documented in the lab (Sonn et al., 2017, 2019) and in the field (Sonn et al., 2019), with *Bd*-exposed frogs showing greater infection prevalence, load and mortality at lower temperatures. Interestingly, Sonn et al. (2017) showed that the temperature at which the *Bd* pathogen grows best in culture (21 - 23°C) is the one where infected *A. crepitans* have the greatest survival, underscoring the importance of considering host (and not just pathogen) physiology in predicting disease risk.

In natural environments, animal hosts may select a variety of microhabitats to meet their thermal needs, and the body temperatures that result may have a profound effect on the prevalence and outcome of infection. For example, during an outbreak of chytridiomycosis in a wild population of Panamanian golden frogs (*Atelopus zeteki*), odds of infection was lower in individuals that selected warmer temperatures than pre-infection averages and the number of animals selecting these warmer-than-usual temperatures increased during the epidemic (Richards-Zawacki, 2010). This suggests that raising body temperature could be therapeutic for *Bd*-infected frogs (but see Sauer et al., 2018) and underscores the importance of understanding the body temperatures attainable by ectotherm hosts and how they relate to those where pathogens can be best combated.

Models can be useful tools for predicting the impact of emerging pathogens. For example, climate envelope, or ‘niche’ models have been used to understand the potential impact of the *Bd* fungal pathogen (Ron, 2005; Lötters et al., 2009; Puschendorf et al., 2009; Rödder et al., 2010). These have been useful in predicting broad-scale patterns, such as a reduction in the geographic range of *Bd* with climate change (Rödder et al., 2010) and that regions with the highest suitability for *Bd* also contain some of the world’s most diverse amphibian assemblages (Ron, 2005). These types of presence/absence models are well suited for predicting where a pathogen is expected to be able to survive, giving us an idea of its potential geographic distribution, but they are not well suited for predicting the locations or timing of epidemics that may threaten host communities. This is because they do not incorporate key information about wildlife hosts, such as their thermal physiology and disease susceptibility.

Here, we describe and use an alternative approach to predicting the risk of emerging infectious diseases in wildlife. Our mechanistic models use both field and experimental data to parameterize and validate predictions of disease variables, explicitly taking into account the thermal physiology and behavior of the host. We start by using field studies to characterize species-specific patterns of host behavior and physiology, and then incorporate empirically sourced information about the ecology of the host-pathogen relationship to produce a model that can predict variables relevant to predicting disease risk. Unlike climate envelope models, this mechanistic modeling approach captures the fundamental niche of both the host and pathogen by linking key organismal traits to spatial data (Kearney et al., 2008).

To illustrate the potential of this approach, we used and extended a biophysical model (Porter and Mitchell, 2006) to predict where and when one North American amphibian host, *A. crepitans*, would be most susceptible to *Bd*. Generating accurate predictions of animal body temperatures, and from there the relationship between body temperature and disease dynamics, requires a model that can translate local weather data into variables pertinent to the host’s physiology and the ways in which animal hosts behave in response to their local environment. The modeling platform we built on (Niche Mapper) calculates rates of heat and mass transfer between an animal and its environment based on the principle of energy conservation (Porter and Mitchell, 2006; Huang et al., 2013). It calculates the spatiotemporal metabolic and hydric costs imposed on the animal by the thermal environment by using topographic and climate data to estimate the animal’s microenvironment (Long et al., 2014). Niche Mapper has been used to model spatial distributions, behaviors and body temperatures of amphibians and a variety of other ectotherms (Kearney et al., 2008; Bartelt et al., 2010; Huang et al., 2013; Nowakowski et al., 2017). Niche Mapper has also been used to predict the distributions of disease-causing mosquitoes (Kearney et al., 2009). However, to our knowledge this is the first time that Niche Mapper has been extended to predict wildlife disease dynamics.

While the *Bd* pathogen is widespread in North America (Rothermel et al., 2008; Lanno et al., 2011; Petersen et al., 2016), *Bd*-associated declines of amphibian hosts have been limited to a subset of the pathogen’s current range. We hypothesized, based on previous studies, that differences in body temperature make *A. crepitans* in northern latitudes more susceptible to *Bd* infection and disease-related mortality than frogs in the central and southern parts of their range. We hypothesized that *Bd*-infected frogs in the northern part of their range would often not survive long enough to breed after emerging from hibernation, potentially leading to population declines or local extinctions. Our findings demonstrate how a biophysical modeling approach that explicitly takes into account the environmental physiology of animal hosts can provide a more mechanistic understanding
of where and when disease outbreaks may emerge and threaten biodiversity, facilitating conservation action.

**MATERIALS AND METHODS**

**Selection of Focal Host**

We used the Northern cricket frog (*Acris crepitans*) as our focal host because this frog has a broad distribution in the eastern United States and is abundant throughout the southern part of its range, but has declined and even disappeared from much of the northern part of its range (Steiner and Lehtinen, 2008). *Bd* has been detected in *A. crepitans* populations from many parts of its range (Rothermel et al., 2008; Steiner and Lehtinen, 2008; Zippel and Tabaka, 2008; Brannelly et al., 2018; Sonn et al., 2019). Chytridiomycosis (Zippel and Tabaka, 2008; Sonn et al., 2017; Robak and Richards-Zawacki, 2018; Sonn et al., 2019) and other, sublethal effects of *Bd* infections (Brannelly et al., 2018) have also been documented in this species, suggesting that infection with *Bd* may have contributed to declines. *Acris crepitans* has a short life span, with most individuals living less than two years (Gray, 1983; Lehtinen and MacDonald, 2011; McCallum et al., 2011). Because of this, impacts of even short-lived and localized disease outbreaks on adult survival and recruitment are likely to impact the persistence of local populations. *Acris crepitans* is a terrestrial to semiaquatic frog commonly found in muddy areas close to water and shelter. It is often encountered near ponds, streams, or rivers in habitats ranging from forests to prairies but is rarely encountered in water. Males call from exposed vegetation and from wetland banks rather than from the water (Smith et al., 2003; Lehtinen and Witter, 2014; Sonn et al., 2019). Smith et al. (2003) reported a mean body temperature for *A. crepitans* of 27.4°C, though body temperatures reported from individual frogs measured in the field range from 6.1 – 39.0°C (Dunlap, 1968; Smith et al., 2003; Sonn et al., 2019). The critical thermal maximum for this species ranges from 40.5 – 43.5, depending on acclimation temperature (Dunlap, 1968). The critical thermal minimum has not been measured experimentally. This species' broad distribution and the range of habitats in which it lives make it a suitable one for studying the relationship between microclimate, thermal physiology, and disease risk.

**Field Data**

We collected local weather data and recorded body temperature and microhabitat information for *A. crepitans* as part of a four-year field study at six field sites spanning three latitudes (Supplementary Table S1, see also Sonn et al., 2019). At our northernmost latitude, we surveyed two sites in Cesar Creek State Park, Waynesville, Ohio, United States. At our middle latitude, we surveyed two sites in Northwest Arkansas, United States, one in Hobbs State Park, Rogers, Arkansas, and the other in Lincoln Lake City Park, Lincoln, Arkansas, United States. At our southernmost latitude, we surveyed two sites in the Atchafalaya National Wildlife Refuge, Breaux Bridge, Louisiana, United States. All sites were at least partly wooded, included a pond, lake or stream, and were located within a protected habitat, such as park or wildlife refuge. Appropriate permits were obtained for the research at all study sites. We used a Hobo weather station (Onset Computer Corp., Bourne Massachusetts, United States, U30-USB) during each field visit to record air temperature and humidity (sensor S-THB-M008, 3 m above ground), wind speed (sensor S-WSA-M003), ground temperature (S-TMB-M006), and solar radiation (Sensor S-LIB-M003). The weather station was deployed prior to the first survey of a sampling session in a shady, flat location in *A. crepitans* habitat and it recorded data every 10 min until the last survey was complete.

We conducted daytime and nighttime surveys at each field site every two months during the *A. crepitans* active season (May – September in Ohio, March – October in Arkansas, and year-round in Louisiana), from 2012 to 2015, as detailed in Sonn et al. (2019). Daytime surveys began in the morning (0700 – 0900 h) when frogs began to be active and continued until the afternoon (1500 – 1700 h) when frogs became less active. Nighttime surveys were also conducted. These began at dusk and continued for at least one hour or until frogs were no longer active. When a frog was encountered, we noted the category of microhabitat that the frog was initially seen on (water, vegetation, bare ground, mud, leaf litter/debris, or rock) and whether it was in the sun or shade. We then measured the dorsal skin temperature of the frog and the temperature of the substrate on which the frog was first encountered using a handheld infrared thermometer (Micro-Epsilon Dual-Focus Infrared, Maine, United States, Accuracy ± 0.1°C).

In addition to direct measurements of *A. crepitans* body temperatures, we deployed physical models to approximate the body temperatures of these amphibians over a broader range of time periods and microhabitats. Our physical models were made of 3% agar (following Navas and Araujo, 2000). Within the body of each model we placed an iButton data logger (Thermochron DS1925L-F5, Maxim Integrated Products, Sunnyvale, CA, United States) that recorded temperature every 10 min to within ± 0.5°C for the duration of each survey period (48 – 72 h). The models were made by pouring melted agar into silicone molds. Prior to pouring, the iButton sensor was suspended within the mold cavity using string so that the final product was an agar frog shape with the temperature data logger suspended inside the agar. The original molds, from which we made many silicone replicates, were made by pouring dental alginate over the bodies of anesthetized frogs in a water conserving posture.

We deployed physical models in two sizes, the smaller of which was similar in size to an adult cricket frog. We deployed each size of model in two color varieties (green or brown, using pistachio green and burnt umber pigments from Natural Pigments, Inc., Willits, CA, United States, respectively) to account for color variation among *A. crepitans* individuals. To account for variation in cutaneous resistance to evaporative water loss among individuals, after the agar had set we dipped some models in a plastic coating (Plasti-Dip Blaine, Minnesota, United States), which later hardened, giving them 100% resistance to evaporative water loss (following Roznik and Alford, 2014). Other models were left uncoated, allowing for evaporative water loss from the agar. Model sets including one...
replicate of each combination of size, color, and water loss type were placed in each of three microclimates (full shade, partial shade, and full sun) during each field survey for a total of 24 agar models deployed per survey. To determine which physical model and microclimate combination resulted in body temperatures that most closely resembled those measured by infrared thermometry on live A. crepitans, live frog body temperatures were subtracted from agar model data logger temperatures that were recorded within the same 5 min period. To ask how variation in agar model type and placement affected the approximation to live frog temperatures, we used the absolute value of the difference between the live frog body temperatures and the agar model temperatures (across sites and survey periods) as the dependent variable in a linear model (in SPSS v. 26), with model size, color, resistance to evaporative water loss (i.e., plastic coated or not), and microclimate (placement in full sun, part shade, or full shade) as fixed effects. All two- and three-way interactions between model size, color, and water loss type were included as fixed effects as well.

### Modeling Body Temperature

Our ultimate goal was to develop a model that can accurately predict disease risk in space and time. We began by developing a model to predict A. crepitans body temperatures, a variable known to influence the course and outcome of Bd infections in this species (Sonn et al., 2017; Sonn et al., 2019), across a range of environmental conditions. We used the biophysical modeling program Niche Mapper (Porter and Mitchell, 2006), which couples a microclimate model with an organismal (ectotherm) model, to predict A. crepitans skin temperatures. The microclimate model computes the hourly temperature profile, wind speed, relative humidity and clear sky solar radiation of a location for each time period of interest using standard weather station measurements as input. These hourly outputs are then used as input for Niche Mapper's ectotherm model, which calculates body temperatures by solving the steady state heat balance equation;

\[ Q_{gen} + Q_{solar} + Q_{infra,in} = Q_{evap} + Q_{conv} + Q_{infra,out} + Q_{cond} \]

given conditions in the microclimate model and information about an animal’s morphology, physiology and behavior. In this equation, \( Q_{gen} \) represents generated metabolic heat, \( Q_{solar} \) represents solar energy, \( Q_{infra,in} \) and \( Q_{infra,out} \) are incoming and outgoing thermal infrared radiation, and \( Q_{evap}, Q_{conv} \), and \( Q_{cond} \) are evaporative heat, convective heat, and conductive heat, respectively (Tracy, 1976; Porter and Mitchell, 2006).

As a first step in developing our body temperature model, we used field-collected weather data to parameterize Niche Mapper’s microclimate model and measurements of the morphology and physiology of A. crepitans to parameterize Niche Mapper’s ectotherm model. We then evaluated the ectotherm model’s predictions of skin temperature by comparing them to field-collected A. crepitans skin temperature estimates. Once we had an optimized ectotherm model that gave reliable predictions of A. crepitans body temperatures across our survey sites and time points, we used those parameters to extend our model to make predictions of body temperatures across the species’ range using global information system (GIS) weather data and the landscape version of Niche Mapper.

To parameterize our initial single-site Niche Mapper models, we used hourly wind speed, relative humidity, and air temperature data recorded using the Hobo weather station deployed during each of our field surveys as inputs for the microclimate model. Other site-specific inputs to this model included latitude, longitude, slope, azimuth, and elevation. A full list of parameters used in the microclimate model and their sources can be found in Supplementary Table S2.

We used Niche Mapper’s ectotherm model to output skin temperature predictions for each field site over the time periods during which field body temperature data were collected. In agreement with observations of microhabitat use for A. crepitans (Smith et al., 2003; Sonn et al., 2019), which indicates little time spent in water, and given the complexity of accurately modeling pond temperatures from weather data, we assumed frogs spent 100% of their time on land. We parameterized the ectotherm model for A. crepitans using the parameters found in Supplementary Table S3. These include published estimates of the lethal temperatures (Dunlap, 1968) and basal metabolic rate (Dunlap, 1969) for A. crepitans. For maximum and minimum voluntary core temperatures, we used the highest and lowest body temperatures observed in active A. crepitans frogs during our four-year field study (see also Sonn et al., 2019). Estimates of the digestive efficiency, gut passage time, fecal water percentage, and food properties for A. crepitans were from Johnson and Christensen (1976). Diurnal, crepuscular, and nocturnal activity patterns were parameterized based on field observations made during our four-year study. Similarly, fossorial, burrowing, and shade seeking activity patterns, as well as the number of activity hours, were adjusted by month based on our field observations. To achieve the best fit between Niche Mapper and our field data, we adjusted several factors in both the ectotherm and microclimate models that we were unable to measure accurately in the field or find values for in the literature. These variables are indicated in Supplementary Tables S2 and S3 and included climate, physiological, and behavioral parameters. The Niche Mapper model was considered to be ‘fit’ when the parameters used minimized the difference between field measured A. crepitans body temperatures (when available) and/or agar model temperatures and Niche Mapper predicted body temperatures was minimized across field sites and survey time points.

### Predicting Disease Risk

We used the results of laboratory experiments where A. crepitans were individually exposed to Bd and held at different temperatures (Sonn et al., 2017; Sonn et al., 2019) to predict relationships between body temperature and disease risk, with survival of Bd-exposed animals and Bd infection prevalence being our focal disease variables. The results of these experiments showed a strong relationship between temperature and both of these disease variables. We used the survival function from a Cox regression analysis (in SPSS v. 23) of the Sonn et al. (2017) data,
with temperature as the only covariate, to predict the survival of Bd-exposed animals based on body temperature.

The Cox survival function takes the form \( S(t) = H_0(t)e^{-\lambda(t)}, \) where \( S(t) \) is the probability of survival of a Bd-infected frog for \( t \) days after exposure, \( b_0 \) is the value of the coefficient at temperature \( x \), \( H_0(t) \) is the baseline hazard function value at time \( t \), and \( x \) is treatment temperature (there were six in Sonn et al., 2017: 11, 14, 17, 20, 23, and 26°C). We used the baseline hazard functions at time zero, or \( H_0(0) \), and coefficient \( (b_0) \) from the Cox survival functions for each temperature group as dependent variables in a regression against treatment temperature. We then found the polynomial equation that best described the relationship between temperature \( (x, \text{in } ^\circ\text{C}) \) and baseline hazard at time zero \( (R^2 = 0.616) \), and between temperature and the coefficient \( b \) \( (R^2 = 0.992) \), and used these equations to rewrite the survival function with both the baseline hazard function and the coefficient as a function of temperature \( (\text{in } ^\circ\text{C}, \text{Figure 1A}). \)

We then compared the predicted survival for each of the frogs in the Sonn et al. (2017) experiment, based on the Cox survival function, with that predicted by our temperature-based survival function to make sure that our polynomial equation provided a good fit to these empirical data. The average difference in probability of survival between the Cox Regression’s survival prediction and our equation’s was 0.042 meaning that, on average, the two agreed on the predicted survival of a frog, based on its body temperature, to within 5%.

To predict Bd infection prevalence based on body temperature, we used the equation for the line of best fit from a linear regression relating the average infection prevalence from the laboratory exposure experiments (Sonn et al., 2017, 2019) to temperature. For the Sonn et al. (2019) experiment, where temperature fluctuated daily in all treatment groups, median daily temperature was used to describe the relationship with prevalence as this yielded the greatest \( R^2 \) value (Figure 1B).

### Landscape Simulations

To extend our Niche Mapper predictions of frog body temperature to two dimensions (space and time) we first adjusted the microclimatic input data to account for spatial variation in macroclimatic conditions and topography and then processed the microclimate and ectotherm output from the model for each pixel in the selected landscape, which in our case was the entire historic range of *A. crepitans*. Elevation and long-term (1980–2010) monthly maximum and minimum air temperature raster files were obtained for this area from the Prism Climate Group (2004). Cloud cover was obtained from New et al. (2002) and resampled to 800 m resolution to match the temperature and elevation data. The minimum relative humidity of each pixel was calculated based on the pixel’s temperature range, and assuming a maximum relative humidity of 100% and a constant mass of water per unit volume of air. Clear sky solar radiation was calculated for each pixel using its location and topography (McCullough and Porter, 1971). We assumed up to 100% shade was available in each pixel, and windspeeds at 2 m height were assumed to range from 0.1 m/s to 4.0 m/s each day. For each pixel, all other microclimate model inputs and all frog physiological and behavioral inputs to the ectotherm model were as described above and in Supplementary Tables S2, S3. The frogs were modeled on a wet soil surface (20% surface wetness; Supplementary Table S2) with their bodies exposed to the prevailing air conditions at animal height as calculated by the microclimate model.

Landscape simulations were controlled using an R (R Core Team, 2017) script that populated pixel-specific model input information with appropriate values, executed the Niche Mapper microclimate and ectotherm models, and stored the results in a data frame for export upon completion of all pixel calculations. These landscape-scale simulations generated the data we used to create a series of maps using ESRI ArcMap (v. 10.7) that predict average frog body temperatures for each month throughout the frogs’ historic range. Functions relating body temperature to survival and infection prevalence derived from laboratory exposure experiments, as described above, were then applied to these maps using the ‘map algebra’ function in ArcMap to yield distribution-wide monthly average predictions of disease variables for Bd-exposed *A. crepitans*.

The breeding season for *A. crepitans* begins within a month after the coldest part of their active season. Hence we focused on modeling the probability of survival of Bd-infected frogs for 30 days, which we estimated to be the minimum time a frog infected at or soon after emergence from hibernation would need to survive in order to breed. In the southernmost part of their range (southern Louisiana and Texas) *A. crepitans* do not hibernate and are active year-round, with breeding occurring from February through October (Bayless, 1966). Thus, even in the areas where frogs do not hibernate, 30 days may be a critical timeframe for survival with Bd as this would allow frogs infected during the coolest month of the year (January) to survive to the start of the February breeding pulse.

### RESULTS

#### Body Temperature Predictions

Body temperature predictions from our *A. crepitans* Niche Mapper model and our agar physical models closely matched the temperatures measured from live *A. crepitans* at each field site (Figure 2). Across sites and survey periods, the mean of the absolute difference between live frog body temperatures and agar model temperatures (for all size, color, and resistance to evaporative water loss varieties, and across all three microclimates in which they were placed) was \( \leq 0.58 ^\circ \text{C} \). There were no significant differences in the approximation to live frog body temperatures among model sizes, colors, or water loss resistance types (Linear model: \( F_{1,5665} \leq 1.875, P \geq 0.171 \)), nor did microclimate placement affect this approximation (Linear model: \( F_{5,5665} = 2.761, P = 0.063 \)). The only significant term in the model was the size by water loss resistance type interaction (Linear model: \( F_{1,5665} = 3.945, P = 0.047 \)), which suggested that plastic coating to prevent evaporative water loss improves the approximation to live frog body temperatures when the agar model is large in size, but makes the approximation worse when the model is small (Supplementary Figure S1).

The body temperatures of live *A. crepitans* frogs measured at the same site and time of day varied by as much as \( 4^\circ \text{C}, \)
such that frogs in certain microhabitats were much warmer than others. Nevertheless, when we compared Niche Mapper predicted body temperatures to live frog temperatures recorded during our field surveys, we found a strong correspondence across seasons and latitudes. To illustrate this, we will use as an example from our May sampling period, as May is a time when microclimates differ greatly among our field sites and a time when the frogs are active and (in most cases) breeding. During this survey period, across sites, the average difference between Niche Mapper predictions of *A. crepitans* skin temperatures and temperatures measured from live frogs within the same 10 min period was 1.42°C (N = 15, range 0.10 – 2.70°C). All but one of the live frog body temperatures and all of the Niche Mapper predicted temperatures measured during this survey period fell within the range of temperatures recorded by the agar models (Figure 2). Our Niche Mapper model predicted frog temperatures similarly well during other parts of the active season.

Running our model using the landscape version of Niche Mapper resulted in monthly average body temperatures for active (i.e., non-hibernating) *A. crepitans* that range from ~5 to 27°C, with both the lowest (January) and highest (July) averages occurring in the southern part of the species’ range. In the northern part of the species’ range, where declines and local extinctions have occurred, mean monthly body temperatures are predicted to remain below 20°C year-round. At our field sites, the predicted monthly average body temperatures were, on average, 4.14°C (range = 1.74 – 5.86°C) lower than the average *A. crepitans* body temperatures we measured using IR thermometry during those months. This difference is not surprising, however, given that our field data were collected during the warmer day and evening hours and Niche Mapper’s monthly estimates also include the nighttime hours when body temperatures would be lowest.

Based on its relationship with body temperature, the prevalence of *Bd* infections in exposed *A. crepitans* frogs is predicted to fluctuate annually between 15.8% (July) to 79.5% (January) at the southern extent of the species range and between 68.2% (July) and 100% (at emergence from hibernation) at the northern extent of the species range (Figure 3). Our models of 30 day survival suggest that the probability that a cricket frog infected with *Bd* at or shortly after emergence from hibernation (or after the coldest active month in the south) would have a 10 - 50% chance of surviving 30 days (Figure 4). In the southernmost part of the range, where frogs are active year-round, the probability of surviving with infection through January reaches a maximum of 45% at the southern extent of the species range in Texas and is predicted to be as low as 10% in the northern parts of Texas and Louisiana (where frogs may or may not hibernate). Toward the center of the range, where frogs tend to emerge from hibernation in April, the probability of a *Bd*-infected frog surviving to breed in May is close to 50%, but moving further north within the species historic range that probability drops. In areas where the species has declined, that probability reaches as low as 10%.

**DISCUSSION**

At the largest scales, latitudinal, seasonal and elevational variation in temperature have long been known to impact the amphibian-*Bd* interaction, with infections and mortality occurring more frequently in cooler climes and seasons than in warm ones (Woodhams and Alford, 2005; Wake and Vredenburg, 2008 Murray et al., 2013; Catenazzi et al., 2014; Sonn et al., 2019). In North America, latitude has been shown to correlate with *Bd* prevalence in amphibian populations, but only at the end of the amphibian active season (Petersen et al., 2016). In other studies, and at other times of the year, no correlation with latitude has been found (Petersen et al., 2016; Sonn et al., 2019). When they occur, correlations between air temperatures and infection disease are often attributed to the fact that *in vitro, Bd* growth shows strong temperature dependence. It grows optimally below ~21–23°C, but death of the fungus occurs at temperatures above ~25 – 26°C, depending on the strain (Voyles et al., 2017). However, the temperature-dependence of *Bd* growth in culture can be a poor predictor of infection and disease in amphibian
FIGURE 2 | Comparison of \textit{A. crepitans} body temperatures (measured with IR thermometry, open circles), agar model temperatures (maximum and minimum \textit{iButton} readings across all model types, shown as dotted gray lines) and Niche Mapper predicted skin temperatures (solid black lines) for our May 2015 surveys of (A) Cesar Creek State Park site #1, Ohio, United States, (B) Lincoln Lake City Park, Arkansas, United States, and (C) Atchafalaya Basin site #1, Louisiana, United States. For this time period, Niche Mapper predictions were frequently within the range observed among our agar models and only one measured \textit{A. crepitans} had a body temperature that fell outside that envelope.
hosts (Cohen et al., 2017; Sonn et al., 2017), possibly because the behaviors and physiological traits of amphibian hosts that affect their susceptibility to infection and disease also depend upon temperature.

Many ectotherms, including amphibians, actively thermoregulate, and thus their body temperatures can differ markedly from environmental temperatures. For frogs, especially in sunny areas, body temperatures often reach or exceed those lethal to the Bd pathogen for at least part of the day (e.g., Richards-Zawacki, 2010; Rowley and Alford, 2013; Sonn et al., 2019) even when air temperatures remain lower. Microhabitat use has been shown to affect the likelihood of infection, where sunny sites can act as refugia for amphibians despite high Bd prevalence in the area (Puschendorf et al., 2011). Frogs may also actively choose microhabitats conducive to raising their body temperatures above what the pathogen can tolerate. This has been suggested for Atelopus zeteki in Panama (Richards-Zawacki, 2010) and for A. crepitans in Louisiana, where frogs encountered in sunny microhabitats had heavier Bd loads than frogs encountered in the shade (Sonn et al., 2019). Thus, it would seem, that the relationship between climate and chytridiomycosis risk is complex, and understanding it requires careful consideration of the ecologies, physiologies, and behaviors of both host and pathogen.

**FIGURE 3** | Maps of predicted infection prevalence for A. crepitans frogs exposed to the Bd pathogen. Over nearly all of this host’s range the predicted prevalence is 100% during the coldest active months (A). Prevalence is predicted to reach its lowest point in July (B) when frog body temperatures are greatest.
Mechanistic approaches to modeling disease risk, like the one we have developed here, have several advantages over the more commonly used climate envelope or ‘niche model’ approach. For example, beyond simply predicting the likelihood that the pathogen and/or the host may co-occur at a given site our biophysical modeling approach allowed us to model how disease-relevant aspects of host physiology and behavior vary across the time points and areas where host and pathogen co-occur, and from there, to make predictions of about the likelihood and outcome of infection. Our example case of *A. crepitans* frogs, a species that has experienced declines in part of its range that may or may not have been driven by disease, demonstrates the additional insights that a biophysical modeling approach has to offer.

Across latitudes, seasons and hours of the day, our biophysical model’s predictions of *A. crepitans* body temperatures were similar to live frog body temperatures measured in the field and the temperatures of agar models that simulate the physiology of live frogs. This finding, and the tight relationship between temperature and disease variables in *Bd*-infected frogs seen in our empirical studies (Sonn et al., 2017, 2019), suggest that the model we have developed and employed in this study may be able to accurately predict the patterns of *Bd* infection and disease that frogs experience in nature.

At the scale of a single site, even when frog body temperatures varied by as much as 15°C over the course of a few hours, our Niche Mapper model was generally able to predict frog body temperatures to within 1 - 2°C, and many predictions were within one degree of live frog temperatures measured in the field. On sunny days and when weather patterns fluctuated throughout the day frog body temperatures were more difficult to predict, likely because under these conditions frogs have a wider variety of microclimates from which to choose. Additional model fitting under a wider variety of weather conditions and at a greater number of sites may help improve model predictions under these conditions.

At the landscape scale, our model suggests that monthly average body temperatures for this host exceed the upper limit of the *Bd* pathogen’s thermal tolerance (∼ 25°C, Voyles et al., 2017) only in the very southern extent of the species range, and then only for a few months of the year (Figure 5). Thus, given that this pathogen appears ubiquitous across this species’ range, our model suggests that most populations will encounter *Bd* at temperatures where it can survive and infect them, for at least a portion of each month of the year. In the northern part of the species range, where declines and local extinctions have occurred, mean body temperatures are predicted to remain below 17°C, in the temperature range where the pathogen load and mortality of *Bd*-exposed *A. crepitans* was high in laboratory exposure experiments, for all but 1 – 3 months of the year.

Our model’s predictions of *Bd* infection prevalence, based on the empirically derived relationship between temperature and prevalence for *A. crepitans* frogs exposed to *Bd* in the lab, suggest that across this species’ range, the vast majority of frogs (79.5% in the south to 100% in the north) that encounter
the \textit{Bd} pathogen during the coolest months of their active period are likely to become infected. In the summer, when environmental temperatures and frog body temperatures are higher, the prevalence of \textit{Bd} infection is predicted to drop below 20\% in the south but to remain above 60\% in the northern part of the host’s range. In the field, \textit{Bd} infection prevalence in \textit{A. crepitans} populations has indeed shown this type of dramatic seasonal fluctuation (Brannelly et al., 2018; Sonn et al., 2019), exceeding 90\% in some years during the winter only to fall below detectable levels in summer. However, in most years and sites sampled to date, monthly prevalence in the field has not been as high as what our models would predict. For example, our field estimates of \textit{Bd} prevalence in Ohio, the northernmost latitude we sampled in our field study, only reached the range predicted by our models in one of the four years we sampled (44 – 63\% in 2015, see Sonn et al., 2019). From 2012 to 2014, the prevalence we measured was much lower. This apparent over-prediction of infection prevalence could be due to the fact that our model assumes that all frogs are exposed to \textit{Bd} during the month in question, when in reality this may not be the case. While \textit{Bd} may be present in most habitats most of the time, it is not clear how often animals encounter the pathogen. Mark-recapture studies suggest that even when \textit{Bd} is present in \textit{A. crepitans} habitats year-round, animals often gain and lose infections on short (monthly) time scales (Brannelly et al., 2018; Sonn et al., 2019).

Whether \textit{Bd}-infected \textit{A. crepitans} can survive hibernation remains unstudied, though our model suggests they would not. Our model also predicts low (~10\%) survival for \textit{Bd} infected frogs during the coolest part of the active season, just prior to the start of breeding, at both the northern and southern extents of this frog’s historic range. Thus, even frogs that emerge from hibernation healthy but acquire new infections soon thereafter may often not survive to breed in the north. In the south, where \textit{A. crepitans} is active year-round, it is also quite abundant. This, coupled with lower disease prevalence in the south, suggests that the low predicted survival rate for infected frogs during the coolest months of the year would have less impact on populations than it would in the north. In the north, not only are infections more prevalent, but populations tend to be smaller in size and patchily distributed (Lehtinen and MacDonald, 2011; Brannelly et al., 2018; Sonn et al., 2019). Because even apparently healthy cricket frogs seldom live longer than one year (Lehtinen and MacDonald, 2011), the combination of a high infection prevalence and low survival to breeding for \textit{Bd}-infected \textit{A. crepitans} in small northern populations suggests that \textit{Bd} could be a cause of recruitment failure and local extinctions.

Disease-related failures of recruitment could explain the declines that \textit{A. crepitans} has experienced in the northern part of its range. These declines were not well documented, and they occurred before the \textit{Bd} pathogen was discovered. Cricket frogs apparently remained abundant in areas where populations have since declined as late as 1949 (Wright and Wright, 1949). Museum studies have shown evidence of widespread \textit{Bd} infections in amphibian populations from eastern North America as far back as the 1960s, though degradation in preservative may have prohibited its detection in samples collected from earlier time points (Ouellet et al., 2005). Areas within the states of Ohio and Michigan where our model predicts some of the lowest body temperatures, and subsequently probabilities of survival, have few or no remaining populations of cricket frogs (Lehtinen, 2002; Lehtinen and Witter, 2014). The range of cricket frogs in Ohio has contracted by 120 km compared to its historic distribution and although pollution has long been proposed as a cause, no significant relationship has been found between other environmental stressors and cricket frog occurrence (Lehtinen and Skinner, 2006). Though we do not have enough evidence to directly attribute these declines to \textit{Bd}, it remains a possible explanation. Some have suggested that the absence of observation of sick and dying frogs in long-term studies indicates that \textit{A. crepitans} populations are not impacted by \textit{Bd} (Steiner and Lehtinen, 2008). However, our work has shown that these frogs can and do die of chytridiomycosis after exposure to \textit{Bd} (Sonn et al., 2017, 2019) and that even when disease is not observed \textit{Bd} infection can have sublethal effects on \textit{A. crepitans} populations (Brannelly et al., 2018). The small size of cricket frogs, as well as their rapid decomposition in wetland environments, may also prevent dead individuals from being found.

Although climate envelope models remain important tools for predicting the potential spread of pathogens to new areas and hosts, models like the one we’ve developed, that incorporate host physiology and behavior, are needed to understand the threat new diseases pose to biodiversity once they have arrived. The biophysical modeling approach we used to predict risk that the \textit{Bd} fungal pathogen poses to a declining amphibian host could readily be adapted and applied to understand the impact of...
other emerging wildlife diseases. Knowing that the relationship between temperature and susceptibility to Bd differs among amphibian hosts, we designed both field and laboratory studies to collect the information we needed to parameterize and test our model. Similar types of models, relating environmental variation to patterns in pathogen growth and host energy budgets, have been used to predict the impact of white-nose syndrome in bats (Hayman et al., 2016). For other well-studied emerging disease systems, the information needed to predict the ecological drivers of disease outbreaks may already be available. These types of biophysical models, once validated to, are poised to provide scientists and conservation practitioners with the ability to predict the potential impact of disease outbreaks and respond with appropriate management actions.
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