New relations for tree-level form factors and scattering amplitudes
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ABSTRACT: We show that tree-level form factors with length-two operators in Yang-Mills-scalar (YMS) theory exhibit structures very similar to scattering amplitudes of gluons and scalars, which leads to new relations between them. Just like amplitudes, \( n \)-point Yang-Mills form factors with \( \text{tr}(F^2) \) operator can be decomposed as a linear combination of form factors with \( \text{tr}(\phi^2) \) operator and \( r \) external scalars in YMS theory, where the coefficients are given by Lorentz products of the \( r \) linearized field strengths. Moreover, we show that any such \( n \)-point form factor of \( \text{tr}(\phi^2) \) operator can be further expanded into \( (n+1) \)-point YMS amplitudes with an additional off-shell scalar leg. In addition to unravelling hidden structures, our results provide an efficient algorithm for computing all-multiplicity length-two form factors in any dimension, as well as their Cachazo-He-Yuan formulae via those of the YMS amplitudes.
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1 Introduction

Recent years have witnessed enormous progress in unravelling hidden structures and especially relations for scattering amplitudes in QFT (cf. [1]). For example, scattering amplitudes of gluons, gravitons, and Goldstone particles etc. are closely related to each other via a web of deep relations; perhaps the most famous ones are the double-copy relations (see
the review [2] and references therein), originally discovered as field-theory limit [3] of
tree-level Kawai-Lewellen-Tye (KLT) relations in string theory [4] and extended to loop level by
Bern-Carrasco-Johansson (BCJ) via color-kinematics duality in QFT [5, 6]. Such tree-level
double-copy relations have been extended to a large class of theories including EFTs e.g.
using Cachazo-He-Yuan (CHY) formulae [7–11], where they are naturally interpreted as a
"direct product" operation, for amplitudes in various theories. Another natural operation
can be called "direct sum", which produce mixed amplitudes of e.g. gravitons and gluons in
Einstein-Yang-Mills theory (EYM) or those in Yang-Mills-scalar (YMs). More recently, a
different kind of amplitude relations [12], dubbed "universal expansions" have been shown
using the uniqueness theorem in [13–15] in all these theories. Originally discovered using
worldsheet based approaches including CHY formulas and string theory methods [16–21],
such relations expand e.g. gravity (gluon) amplitude into linear combination of those in
EYM (YMs) amplitudes, and in a sense they interpolate between the two operations above.

On the other hand, as the simplest off-shell extension of amplitudes, form factors
have also attracted increasing attentions recently since numerous structures have been
uncovered especially at multi-loop level in $\mathcal{N} = 4$ SYM theory (cf. [22–39]). Despite
all these developments, it is fair to say that much less is known even for tree-level form
factors in gauge theories in general dimensions. For example, while all-multiplicity BCJ
expressions are known for tree amplitudes in any dimension [17, 18, 40–43], no such results
or even evidence for CK duality has been found for $n$-point Yang-Mills form factors with
example, tr($F^2$) operator. To our best knowledge, such form factors in general dimension are still
computed mainly using Feynman diagrams, which quickly get out of control. Relatedly,
mainly due to the off-shellness of the operator in form factors, it is much more difficult to
apply string-inspired methods such as CHY formulas to form factors (see [44–46] for such
a twistor-string formula in four dimensions). It is thus natural to ask if any of the above
structures for gluon amplitudes can be found in form factors, and if one could connect form
factors to amplitudes in some way.

In this paper, we make a first step in answering these questions by proposing a natural
decomposition of length-two form factors into scattering amplitudes in Yang-Mills-scalar
(YMS) theory [11, 47], which in turn provide an efficient way for computing form factors
explicitly. Our main results can be divided into two parts. First, in section 2 we present a
nice decomposition of Yang-Mills form factors with operator $\text{tr}(F^2)$ (which carries off-shell
momentum $q$)

$$F_{n}^{\text{tr}(F^2)}(1, \ldots, n) = \int d^D x \, e^{iqx} \langle 0 | \text{tr}(F^2) | 1^g, \ldots, n^g \rangle, \quad (1.1)$$

and it is very similar to the expansion of Yang-Mills amplitude into a linear combination of
YMS ones. More precisely, we show that the $F_{n}^{\text{tr}(F^2)}$ can be written as a linear combination
of $F_{n}^{\text{tr}(\phi^2)}$ with $r$ scalars and $n-r$ gluons for $r = 2, 3, \cdots, n$, and the coefficients are given
by Lorentz trace of $m$ linearized field strengths.

Moreover, in section 3 we propose that these YMS form factors $F_{n}^{\text{tr}(\phi^2)}$ in turn can
be decomposed into a sum of $(n+1)$-point YMS amplitudes with one additional (off-shell)
scalar leg. Note that the latter has $r+1$ bi-adjoint scalars, and in principle such an expansion
is not too surprising since their Feynman diagrams take similar form. To illustrate
this point, let us consider the simplest \( \text{tr}(\phi^2) \) form factor, \( F^{\text{tr}(\phi^2)}_n(1^\phi, 2^g, \cdots, (n-1)^g, n^\phi) \) where the 2 scalars are chosen to be adjacent in the ordering. All contributing Feynman diagrams have a scalar line connecting 1 and \( n \), and it is obvious that the operator, or “\( q \)-leg”, must be inserted via a \( \phi^3 \) vertex along the line. These Feynman diagrams are identical to all those for the color-ordered amplitude with \( n-2 \) gluons coupled to (adjacent) scalars, 1, \( n, n+1=q \), \( A^{\text{YMS}}(1^\phi, 2^g, \cdots, (n-1)^g, n^\phi, (n+1)^\phi) \). More precisely, since \( q^2 \neq 0 \) for form factors but the YMS amplitudes are defined for massless momenta (in any dimension), the equality holds on the support of momentum conservation with the following prescription for the off-shell leg \( q \rightarrow - \sum_{i=1}^n p_i \):

\[
F^{\text{tr}(\phi^2)}_n(1^\phi, \cdots, n^\phi) = A^{\text{YMS}}_{n+1}(1^\phi, \cdots, n^\phi, q^\phi)_{q \rightarrow - \sum_{i=1}^n p_i},
\]

where we have suppressed the gluons, and it is crucial that we need to express both sides in terms of on-shell momenta \( p_1, \cdots, p_n \) only. Among other things, the identification with YMS amplitudes provides one explanation why such special form factors can be arranged to satisfy color-kinematics duality and double copy to interesting quantities for gravity [48]. We will see that (1.2) is a prototype for the new relations which expresses general \( n \)-point form factor into \( n+1 \)-point amplitudes, and throughout the paper such identities are always understood with this prescription.

In section 4, by combining these two types of expansions, we obtain \( F_n^{\text{tr}(F^2)} \) as a linear combination of \( n+1 \)-point YMS amplitudes, with coefficients given in terms of traces of field strengths. As a consequence, we have CHY formulae for all these form factors via CHY for YMS amplitudes, which reveal even more unexpected simplicity and give the first example of worldsheet formula for form factors in general dimension. Such formulae also provide a new method for explicitly computing all-multiplicity form factors (both for \( \text{tr}(\phi^2) \) and \( \text{tr}(F^2) \) operator), which are much more efficient than Feynman diagrams.

## 2 Decomposition of the \( \text{tr}(F^2) \) form factor into \( \text{tr}(\phi^2) \) ones

The Yang-Mills-scalar amplitudes and Yang-Mills amplitudes have close relations. Physically, it is not hard to understand that by “pulling out” polarizations, Yang-Mills amplitudes can become Yang-Mills-scalar amplitudes. In fact, this is also the case for form factors. In this section, after first reviewing the amplitudes relations, we are going to establish a parallel relation between pure Yang-Mills form factors and Yang-Mills-scalar form factors.

Before writing down the exact relation, we review the definition of the theory and amplitudes/form factors that we are concerned about. We are considering the Yang-Mills-scalar theory with the Lagrangian [47]:

\[
\mathcal{L}^{\text{YMS}+\phi^3} = - \frac{1}{2} \text{tr}_C \left( D_\mu \Phi^I D^\mu \Phi^I \right) - \frac{1}{4} \text{tr}_C \left( F_{\mu\nu} F^{\mu\nu} \right) - \frac{g^2}{4} \text{tr}_C \left( \left[ \Phi^I, \Phi^J \right]^2 \right) - \lambda \frac{3!}{4!} \tilde{f}_{I,J,K} \Phi^{I,J,K},
\]

\[\text{(2.1)}\]

\[\text{This theory can be obtained by coupling bi-adjoint } \phi^3 \text{ with the dimensional reduction of Yang-Mills theory; in the literature the latter is sometimes denoted as YMS theory and the former generalized YMS theory, but we will only use YMS for the theory with coupling to bi-adjoint } \phi^3.\]
where $\Phi^I = \sum_a \Phi^I_i T^I$ is the scalar field with flavor index $I$ and (a sum over) color index $I$, and $F^{\mu\nu} = F^I_{\mu\nu} T^I$ is the Yang-Mills field strength. Also, we denote the color and flavor trace by $tr_C$ and $tr_{FL}$ respectively.

Moreover, we are mostly interested in the single-trace double ordered amplitudes

$$A^{\text{YMS}}(i_1 \ldots i_r | 1 \ldots n) := \langle 0 | 1^q \ldots i_r^q \ldots j_1^r \ldots i_r^r \ldots n^q \rangle |_{tr_C(T^1 \ldots T^n), tr_{FL}(Y^{i_1} \ldots Y^{i_r})}, \quad (2.2)$$

and similarly the single-trace double ordered form factors

$$F^{\text{tr}}(\phi^2)(i_1 \ldots i_r | 1 \ldots n) = \int \! d^D x \ e^{i q \cdot x} \langle 0 | \mathcal{O}_\Phi | 1^q \ldots i_r^q \ldots j_1^r \ldots i_r^r \ldots n^q \rangle |_{tr_C(T^1 \ldots T^n), tr_{FL}(Y^{i_1} \ldots Y^{i_r})}. \quad (2.3)$$

Here the operator is defined as $\mathcal{O}_\Phi = \text{tr}(\phi^2) := \sum_{I,J} \Phi^{I,I} \Phi_{I,I}$.

### 2.1 Review of the decomposition for amplitudes

The expansion of Yang-Mills amplitudes on Yang-Mills-scalar amplitudes was originally proposed in [16–18] by studying the CHY representation of Yang-Mills and Yang-Mills scalar amplitudes, and later categorized as a special case in a class of universal expansions [12]. The explicit formula is

$$A^\text{YM}(1, \ldots, n) = \sum_{r=0}^{n-2} \sum_{i_1 < \ldots < i_r} \sum_{\sigma \in S_r} W^I_{1n}(\sigma(i_1, \ldots, i_r)) A^{\text{YMS}}(1, \sigma(i_1, \ldots, i_r), n|1, 2, \ldots, n), \quad (2.4)$$

where the“open-trace” of the field strength $f_{ij}^{\mu\nu} = p_i^\mu \epsilon_j^{\nu} - p_j^\nu \epsilon_i^{\mu}$ is

$$W^I_{1n}(j_1, \ldots, j_r) := \epsilon_{1,\mu_1} (f_{j_1})_{\mu_2}^{\nu_2} \cdots (f_{j_r})_{\mu_{r+1}}^{\nu_{r+1}}. \quad (2.5)$$

To understand $(2.4)$, one should first notice that both particle 1 and $n$ are special. For particles $2, \ldots, (n-1)$, the gauge invariance is manifest in $(2.4)$. The gauge invariance of particle 1 (or $n$), however, is not obvious. Actually, according to [13], if we express the Yang-Mills amplitudes with a local form, as is the case in $(2.4)$, it is only possible to manifest the gauge invariance of $(n-2)$ particles. Furthermore, as proven in [12], requiring the gauge invariance of $(n-2)$ particles already spits out the $W^I_{1n}$ factor, yet one can not confirm that the gauge invariant block accompanied with $W^I_{1n}$ is indeed a YMS amplitude.

The next step is to use the gauge invariance of another particle say the first particle, which uniquely fixes the Yang-Mills amplitudes, as well as its expansion $(2.4)$. Note that to make this gauge invariance condition obvious, we have to combine all terms in the local expression such as $(2.4)$ together and reach a “non-local” form with more poles in the denominator compared with cubic diagrams. For instance, for the four-gluon amplitude, we have (see [49], and we use the notations in [50])

$$A^\text{YM}_4 = \frac{T_8}{st} \quad \text{with} \quad T_8 = \frac{1}{2} \left( 4 \text{tr}^I(1, 2, 3, 4) - \text{tr}^I(1, 2) \text{tr}^I(3, 4) \right) + \text{cyclic}(2, 3, 4), \quad (2.6)$$

Here the terminology “local form” only refers to cubic diagram expansion in this paper. In the original argument, the authors of [13] show that one can start from a more general ansatz.

---

### Footnotes

1. Here the terminology “local form” only refers to cubic diagram expansion in this paper. In the original argument, the authors of [13] show that one can start from a more general ansatz.
which trivialized the gauge invariance of all polarizations. However, there are two Mandelstam's in the denominator rather than one for four-point cubic diagrams.

It is also helpful to understand the expansion (2.4) from the perspective of transmuted operators \[51\]. By taking the following (ordered) “open-trace” derivatives \[\tilde{D}_{(i_1,i_2,...,i_{r-1},i_r)}\]

\[
\tilde{D}_{(i_1,i_2,...,i_{r-1},i_r)} := \partial_{(\epsilon_{i_1} \cdot p_{i_2})} \partial_{(\epsilon_{i_2} \cdot p_{i_3})} \cdots \partial_{(\epsilon_{i_{r-1}} \cdot \epsilon_{i_r})}
\]

(2.7)

with the property

\[
\tilde{D}_{(i_1,...,i_r,n)} W_{1n}(j_1,\ldots,j_r) = 1 \Leftrightarrow (i_1,\ldots,i_r) = (j_1,\ldots,j_r),
\]

\[
\tilde{D}_{(i_1,...,i_r,n)} W_{1n}(j_1,\ldots,j_m) = 0 \ 	ext{for any other situations} ,
\]

(2.8)

one can extract the YMS amplitude from the YM one as

\[
\tilde{D}_{(1,\sigma(i_1,\ldots,i_r),n)} A_{YM}(1\ldots n) = A_{YMS}(1,\sigma(i_1,\ldots,i_r),n|1,2,\ldots,n).
\]

(2.9)

This relation\(^4\) will also be useful when discussing the factorizations of form factor expansions in section 2.3.

Below we will see that for form factors, a decomposition similar to (2.4) holds but manifests gauge invariance for all particles. Let us start from some simple examples.

### 2.2 Three- and Four-point examples for form factors

Now we study the simple three- and four-point form factors to see the pattern for the form factor expansion.

#### 2.2.1 The three-point example

Let us start from the simplest three-point form factor \(F^{3\text{tr}(F^2)}\): one can reorganize the expression in the following form\(^5\)

\[
F^{3\text{tr}(F^2)} (1^\phi, 2^\phi, 3^\phi) = \text{tr}^f(1,2) \left( \frac{p_1 \cdot \epsilon_3}{s_{13}} + \frac{-p_2 \cdot \epsilon_3}{s_{23}} \right) + \text{cyclic}(1,2,3)
\]

\[
+ 2 \text{tr}^f(1,2,3) \left( \frac{1}{s_{12}} + \frac{1}{s_{13}} + \frac{1}{s_{23}} \right),
\]

(2.10)

where \(s_{i_1,i_2,...,i_k} \equiv (p_{i_1} + p_{i_2} + \ldots + p_{i_k})^2\). The key feature in (2.10), similar to the amplitudes, is to strip part of the polarizations off and leave gauge-invariant blocks containing the rest polarizations. These gauge-invariant blocks turn out to be scalar form factors:

\[
F^{3\text{tr}(\phi^2)} (1^\phi, 2^\phi, 3^\phi) = \left( \frac{p_1 \cdot \epsilon_3}{s_{13}} + \frac{-p_2 \cdot \epsilon_3}{s_{23}} \right)
\]

\[
F^{3\text{tr}(\phi^2)} (1^\phi, 2^\phi, 3^\phi) = \left( \frac{1}{s_{12}} + \frac{1}{s_{13}} + \frac{1}{s_{23}} \right)
\]

(2.11)

\(^3\)It is called “open trace” because the first element under the first derivative is \(\epsilon_{i_1}\) and the last element under the last derivative is \(\epsilon_{i_r}\), which is purposely designed to match the “open trace” in (2.5).

\(^4\)Strictly, we need to choose a kinematic basis where \(p_n\) is eliminated by momentum conservation for this relation to be true.

\(^5\)Note that \(\text{tr}^f(1,2) = 2(p_1 \cdot \epsilon_2)(p_2 \cdot \epsilon_1) - 2(p_1 \cdot \epsilon_2)(\epsilon_1 \cdot \epsilon_2)\) has an overall factor 2 and \(\text{tr}^f(1,2,3) = (p_1 \cdot \epsilon_2)(p_2 \cdot \epsilon_3)(p_3 \cdot \epsilon_1) + \cdots \) does not.
so that
\[
F_3^{tr(F^2)}(1^g, 2^g, 3^g) = \text{tr}f(1, 2) F_3^{tr(\phi^2)}(1^\phi, 2^\phi|1^g, 2^\phi, 3^\phi) + \text{cyclic}(1, 2, 3)
\]
\[
+ 2 \text{tr}f(1, 2, 3) F_3^{tr(\phi^2)}(1^\phi, 2^\phi, 3^\phi|1^g, 2^\phi, 3^\phi).
\] (2.12)

From the three-point example, we see the basic difference between the form factor decomposition (2.12) and the amplitudes ones are (1) instead of “open-traces” in (2.4), here we have “closed-trace” defined as
\[
\text{tr}f(i_1, \ldots, i_r) = (f_{i_1})_{\mu_1} (f_{i_2})_{\mu_2} \cdots (f_{i_r})_{\mu_r} ;
\] (2.13)
(2) (2.12) is manifestly gauge invariant for all particles, in contrast to (2.4) for only \((n-2)\) of them; (3) Crossing symmetry is trivial for (2.12).

2.2.2 The four-point example
Then we turn to the four-point example. Given the three properties mentioned in the three-point example, we are expecting an expansion looking like
\[
F_4^{tr(F^2)}(1, 2, 3, 4) = \lambda_2 \sum_{i_1 < i_2} \text{tr}f(i_1, i_2) F_4^{tr(\phi^2)}(i_1, i_2|1, 2, 3, 4)
\]
\[
+ \lambda_3 \sum_{i_1 < i_2 < i_3} \text{tr}f(i_1, i_2, i_3) F_4^{tr(\phi^2)}(i_1, i_2, i_3|1, 2, 3, 4)
\] (2.14)
\[
+ \lambda_4 \sum_{\sigma \in S_4/(\mathbb{Z}_4 \times S_2)} \text{tr}f(\sigma(1, 2, 3, 4)) F_4^{tr(\phi^2)}(\sigma(1, 2, 3, 4)|1, 2, 3, 4),
\]
where the last sum is to sum over permutations of four particles modulo the reflection and the cyclic permutation. The explicit calculation show that (2.14) is indeed correct if
\[
\lambda_2 = 1, \lambda_3 = \lambda_4 = 2.
\]
It is helpful to list explicitly some examples of the Feynman diagrams of the double-ordered blocks appearing in (2.14)

\[
\begin{align*}
F(1, 2|1, 2, 3, 4) & \quad F(1, 2, 3|1, 2, 3, 4) & F(1, 2, 3, 4|1, 2, 3, 4) \\
F(1, 2|1, 2, 3, 4) & & F(1, 2, 3|1, 2, 3, 4) \\
F(1, 2|1, 2, 3, 4) & & F(1, 2, 3|1, 2, 3, 4)
\end{align*}
\] (2.15)

where we introduce the convention employed in this paper for Feynman diagrams: thin black straight lines for massless scalar, wiggle lines for gluons and double blue lines for \(q\); also, drawing multiple double blue \(q\)-legs in a single diagram means an implicit summation.

From these concrete four-point examples, we observe that the Feynman diagrams of double
ordered form factors $F_{n}^{\text{tr}(\phi^2)}(\alpha|1, \ldots, n)$ can be obtained from the double ordered amplitudes (in the Yang-Mills-scalar theory) $A_{\text{YMS}}^{\alpha}(\alpha|1, \ldots, n)$ by inserting the $q$-leg to appropriate positions.

A more delicate way to organize (2.14) is as follows

$$F_{4}^{\text{tr}(F^2)}(1, 2, 3, 4) = \sum_{r=2}^{4} \sum_{i_1 < \cdots < i_r} \sum_{\sigma \in S_r/Z_r} \text{tr}^f(\sigma(i_1, \ldots, i_r)) F_{4}^{\text{tr}(\phi^2)}(\sigma(i_1, \ldots, i_r)|1, 2, 3, 4),$$

(2.16)

in which we have used the property

$$\text{tr}^f(\alpha) = (-1)^{|\alpha|} \text{tr}^f(\alpha^{-1}), \quad F_{4}^{\text{tr}(\phi^2)}(\alpha|\beta) = (-1)^{|\alpha|} F_{4}^{\text{tr}(\phi^2)}(\alpha^{-1}|\beta).$$

(2.17)

It is interesting to notice that a “flavor-kinematics” duality exists in the sense that when inspecting the last sum in (2.16) in which $i_1 \cdots i_r$ are scalars, the “closed-trace” of polarizations can be obtained by a simple substitution of the flavour trace

$$\sum_{\sigma \in S_r/Z_r} \text{tr}^f(\sigma(i_1, \ldots, i_r)) F_{4}^{\text{tr}(\phi^2)}(\sigma(i_1, \ldots, i_r)|1, 2, 3, 4)$$

$$= \sum_{\sigma \in S_r/Z_r} \text{tr}^f_{\text{FL}}(\sigma(i_1, \ldots, i_r)) |_{T^{I_i} \rightarrow \ell} F_{4}^{\text{tr}(\phi^2)}(\sigma(i_1, \ldots, i_r)|1, 2, 3, 4)$$

(2.18)

where in the last line $F_{4}^{\text{tr}(\phi^2)}$ is the color-ordered form factor rather than the double-ordered one; also, note that $i_1, \ldots, i_r$ are bi-adjoint scalars so that there are flavor generators $T^{I_i}$ in $F_{4}^{\text{tr}(\phi^2)}(1, 2, 3, 4)$. As a result, we can to reorganize the expansion according to the scalar “skeleton” diagrams, which can be defined by eliminating external gluons in cubic diagrams.

For the four-point case mentioned above, one gets

$$F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell} = f^{123}|_{T^{I_i} \rightarrow \ell} F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell} = 2 \text{tr}^f(1, 2, 3) F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell}$$

(2.19)

where the scalar “skeleton” is nothing but a three point vertex, and

$$F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell}$$

$$= f^{123} f^{x34}|_{T^{I_i} \rightarrow \ell} F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell} + f^{41x} f^{x23}|_{T^{I_i} \rightarrow \ell} F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell}$$

(2.20)

$$= 2 \text{tr}^f(1, 2, 3) F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell} + 2 \text{tr}^f(1, 2, 3, 4) F_{4}^{\text{tr}(\phi^2)}(1^\phi, 2^\phi, 3^\phi, 4^\phi)|_{T^{I_i} \rightarrow \ell},$$

where $[i, j]$ means the commutator. And the explicit Feynman diagrams for each “skeleton”
form are given by
\[
F_n^{\text{tr}(\phi^2)}(1, \ldots, n) = \sum_{r=2}^{n} \sum_{i_1 < \cdots < i_r} \sum_{\sigma \in S_r / \mathbb{Z}_r} \text{tr}^f(\sigma(i_1, \ldots, i_r)) F_n^{\text{tr}(\phi^2)}(\sigma(i_1, \ldots, i_r) | 1, \ldots, n).
\] (2.22)

And it is straightforward to define a transmuted operator as the “closed-trace” derivative \(D_{\sigma(i_1, i_2, \ldots, i_r)}\) \(^7\)
\[
D_{\sigma(i_1, i_2, \ldots, i_r)} := \partial(\epsilon_1, p_2) \partial(\epsilon_2, p_3) \cdots \partial(\epsilon_r, p_1),
\] (2.23)
so that
\[
D_{\sigma(i_1, i_2, \ldots, i_r)} \text{tr}^f(j_1, \ldots, j_r) = 1 \iff \exists \kappa \in \mathbb{Z}_r \text{ so that } \kappa(i_1, \ldots, i_r) = (j_1, \ldots, j_r),
\] (2.24)
\[
D_{\sigma(i_1, i_2, \ldots, i_r)} \text{tr}^f(j_1, \ldots, j_m) = 0 \text{ for any other situations.}
\]
Parallel to (2.9), we also have \(^8\)
\[
D_{\sigma(i_1, \ldots, i_r)} F_n^{\text{tr}(\phi^2)}(1, \ldots, n) = F_n^{\text{tr}(\phi^2)}(i_1, \ldots, i_r | 1, \ldots, n).
\] (2.25)

Then we give a proof of such a decomposition formula by examining the factorization properties. Within (2.22), two kind of building blocks are \(F_n^{\text{tr}(\phi^2)}(i_1, \ldots, i_r | 1, \ldots, n)\) and \(\text{tr}(i_1, \ldots, i_r)\), and we give their factorization properties below.

First, we focus on the form factors. For convenience, we can consider the residue on the \(s_1, \ldots, m\) pole, on which the double ordered form factor factorize as a double ordered

\(^6\)Alternatively, the last sum can be replace by \(\sum_{\sigma \in S_n / (\mathbb{Z}_r \times \mathbb{Z}_s)} \text{tr}^f(\sigma(i_1, \ldots, i_r))(1 + \delta_{2r}) F_n^{\text{tr}(\phi^2)}(\sigma(i_1, \ldots, i_r) | 1, \ldots, n)\). The reason why the two particle part is special is that the flavor factor related to \(F_n^{\text{tr}(\phi^2)}(a, b | 1, \ldots, n)\) is \(\delta_{ab} = \text{tr}(T^a T^b)\), not a product of structure constants.

\(^7\)The “closed-trace” derivative should be compared with the “open-trace” derivative (2.7). Note that here the last element under the last derivative is \(p_1\). This \(p_1\) and the \(\epsilon_1\) under the first derivative are paired because we have \(p_i \sim p_1, \epsilon_1\) in a closed trace.

\(^8\)We can formally distinguish a “closed-trace” derivative on \(\alpha\) and \(\alpha^T\), since \(D_{\alpha} = (-1)^{\alpha^T} D_{\alpha}^T\). Combining both \(D_{\alpha}\) and \(D_{\alpha}^T\) together (without distinguishing them) only gives the \((1 + \delta_{2r})\) factor in the last footnote.
amplitudes and a lower point form factor:

\[
\text{Res}[F_n^{\text{tr}(\phi^2)}(i_1, \ldots, i_r|1, \ldots, n)]_{s_1, \ldots, m=0} = A_{\text{YMS}}(i_1, \ldots, i_r, I^+|1, \ldots, m, I^+) F_{n-m+1}^{\text{tr}(\phi^2)}(I^-, i_{r+1}, \ldots, i_r|I^-, m+1, \ldots, n),
\]

(2.26)

here we have assumed that the interchanged particle is a scalar denoted by \(I^+, I^-\). If it is a gluon (denoted by \(I^+(\epsilon), I^-(\epsilon)\)), things will be quite simpler, as the amplitude must be composed of continuous gluons and the scalar skeleton is not changed by the factorization\(^9\).

\[
\text{Res}[F_n^{\text{tr}(\phi^2)}(i_1, \ldots, i_r|1, \ldots, n)]_{s_1, \ldots, m=0} = \sum_{\epsilon \in \epsilon_\pm} A_{\text{YM}}(1, \ldots, m, I^+(\epsilon)) F_{n-m+1}^{\text{tr}(\phi^2)}(i_1, \ldots, i_r|I^-(\epsilon), \ldots, n).
\]

(2.27)

Second, a “factorization” related to \(\text{tr}(i_1 \ldots i_r)\) is crucial. In particular, we “factorize” the “closed-trace” derivatives \(D_{(i_1, \ldots, i_r)}\) into an “open-trace” derivative and a “closed-trace” derivatives acting respectively on two blocks

\[
D_{(i_1, \ldots, i_r)} \cong \bar{D}_{(i_1, \ldots, i_r, I^+(\epsilon))} \circ D_{(I^-(\epsilon), i_{r+1}, \ldots, i_r)},
\]

(2.28)

the \(\circ\) implies a summation over helicity and the \(\cong\) symbol means that the two sides of (2.28) coincides when acting on amplitudes, as will be explained in the appendix A.

To show the consistency of (2.22), we consider a commutator between taking derivatives and taking residues on physical poles. Such a technique was originally proposed in [51]. More precisely, we show the following two approaches are equivalent:

1. Taking derivatives before residues

Expression 1: \(\text{Res} \left[ D_{\sigma(i_1, i_2, \ldots, i_r)} F_n^{\text{tr}(F^2)}(1, \ldots, n) \right]_{s_1, \ldots, m=0} \)

(2.29)

2. Taking residues before derivatives

Expression 2: \(D_{\sigma(i_1, i_2, \ldots, i_r)} \left( \text{Res} \left[ F_n^{\text{tr}(F^2)}(1, \ldots, n) \right]_{s_1, \ldots, m=0} \right) \)

\[= D_{\sigma(i_1, i_2, \ldots, i_r)} \left( A_{\text{YM}}(1, \ldots, m, I^+(\epsilon)) \circ F_{n-m+1}^{\text{tr}(F^2)}(I^-(\epsilon), m+1, \ldots, n) \right). \]

(2.30)

Since the form factor is just a rational function of Lorentz products of polarization vectors and momenta, its reasonable to expect that Expression 1 equals to Expression 2. Now we explain why such an identity holds if we have the decomposition (2.22).

We start from Expression 1, plugging in (2.22) and performing a direct calculation

\[
\text{Res} \left[ D_{\sigma(i_1, i_2, \ldots, i_r)} F_n^{\text{tr}(F^2)}(1, \ldots, n) \right]_{s_1, \ldots, m=0} = \text{Res} \left[ F_n^{\text{tr}(\phi^2)}(\sigma(i_1, \ldots, i_r)|1, \ldots, n) \right]_{s_1, \ldots, m=0},
\]

(2.31)

\(\text{The reason why the scalar structure is preserved is that we take only the single trace flavor structure } \text{tr}_{FL}(Y^+ \ldots Y^r) \text{ so that the scalar “skeleton” must be connected. Thus, if the interchanged particle is a gluon, all the scalars must be in only one side of the factorization.}\)
giving
\[ A^{\text{YMS}}(i_1, \ldots, i_{r'}, I^+, |l, \ldots, m, I^+\rangle F_{n-m+1}(I^-, i_{r'+1}, \ldots, i_r |I^-, m+1, \ldots, n), \] (2.32)
where we have used the factorization of double ordered form factors (2.26) for simplicity. There is no obvious difference for considering the exchanging gluon case (I is a gluon).

Next we try to calculate Expression 2. Given (2.28), the next step is trivial: one can plug in the decomposition formula for both form factors and amplitudes, so that the Expression 2 in (2.30) becomes
\[ \left( \tilde{D}_{(i_1, \ldots, i_r)} A^{\text{YM}}(1, \ldots, m, I^+ |l) \right) \left( D_{(I^+(\epsilon), i_{r'+1}, \ldots, i_r)} F_{n-m+1}(I^- (\epsilon), m+1, \ldots, n) \right). \] (2.33)
Plugging in the (lower point) decomposition formula for both the amplitude and the form factor, one finally reach
\[ \tilde{D}_{(i_1, \ldots, i_r)} A^{\text{YM}}(1, \ldots, m, I^+ |l) = A^{\text{YMS}}(i_1, \ldots, i_{r'}, I^+, |l, \ldots, m, I^+) \] (2.34)
\[ D_{(I^+(\epsilon), i_{r'+1}, \ldots, i_r)} F_{n-m+1}(I^- (\epsilon), m+1, \ldots, n) = F_{n-m+1}(I^-, i_{r'+1}, \ldots, i_r |I^-, m+1, \ldots, n), \]
of which the product is exactly (2.32).

To summarize, we have shown that assuming the decomposition (2.22) is correct, the Expression 1 and 2 in (2.29) and (2.30) are equivalent, which is the most important consistency check for (2.22). Furthermore, by induction, one can deduce the higher-point decomposition formula from lower-point cases, at least up to special contributions vanishing under all the derivatives \( D_{(i_1, \ldots, i_r)} \). However, gauge invariance and momentum power counting forbid such contributions.\(^{10}\) This completes the proof for (2.22), which bases on a similar decomposition for Yang-Mills amplitudes (2.4) and unitarity i.e. factorizations of form factors.

3 Expanding \( \text{tr}(\phi^2) \) form factors into YMS amplitudes

In this section, we present a general expansion of \( \text{tr}(\phi^2) \) form factors with \( r \) scalars and \( n-r \) gluons into YMS amplitudes with \( r+1 \) scalars (including \( q \)). As we will show, the pure scalar case (\( n=r \)) plays an important role and turns out to be the most difficult step in establishing the expansion for general case, and the inclusion of gluons becomes relatively simple once this is done.

3.1 Expansion for pure scalar cases

Let us begin by considering pure-scalar, \( r \)-point \( \text{tr}(\phi^2) \) form factor, which we denote as \( F^\text{tr}(\phi^2)(\alpha |\beta) \) with two orderings \( \alpha, \beta \). We will present an algorithm for its expansion into a linear combination of \( (r+1) \)-point bi-adjoint \( \phi^3 \) amplitudes. The existence of such an expansion per se is not surprising since we can always express trivalent scalar diagrams as linear combinations of bi-adjoint \( \phi^3 \) amplitudes. However, the key of our construction is to maintain both orderings for the \( (r+1) \)-point amplitude, where the \( q \) leg is inserted in \( \alpha \) and \( \beta \) orderings.

\(^{10}\)It is sufficient to consider only the factorizations because there is no \( n \)-particle gauge invariant contact terms with the correct mass dimension.
3.1.1 The $\alpha = \beta$ cases

The special case $F^G_\alpha(\alpha|\alpha)$, say $\alpha = (1, 2, \ldots, r)$, turns out to be particularly simple but illuminating. We find that

$$F^G_\alpha(1, 2, \ldots, r|1, 2, \ldots, r) = \sum_{1 \leq a \leq b < r} A(1, 2, \ldots, a, q, a+1, \ldots, r|1, 2, \ldots, b, q, b+1, \ldots, r), \quad (3.1)$$

here and throughout we use $A(\alpha|\beta)$ to represent a double ordered YMS($\phi^3$) amplitudes. Note that the r.h.s. of (3.1) has $1 + 2 + \cdots + (r-1) = r(r-1)/2$ terms and the orderings of the amplitudes are all obtained by inserting $q$ into the standard ordering $1, 2, \ldots, r$. And let us spell out the simplest examples for $r = 3, 4$:

$$F^G_\alpha(1, 2, 3|1, 2, 3) = A(1, 2, 3|1, 2, 3) + A(1, 2, 3, q|1, 2, 3) + A(1, 2, q, 3|1, 2, 3), \quad (3.2)$$

and

$$F^G_\alpha(1, 2, 3, 4|1, 2, 3, 4) = \quad (3.3)$$

$$A(1, 2, 3, 4|1, 2, 3, 4) + A(1, 2, 3, 4|1, 2, 3, 4) + A(1, 2, 3, 4|1, 2, 3, 4) + A(1, 2, 3, 4|1, 2, 3, 4) + A(1, 2, 3, 4|1, 2, 3, 4).$$

By definition, the l.h.s. of (3.1) satisfies the following cyclic and reflection symmetries, which for consistency the r.h.s. should also do:

1. Cyclicity: the form factors are defined to satisfy

$$F^G_\alpha(1, 2, \ldots, r|1, 2, \ldots, r) = F^G_\alpha(r, 1, 2, \ldots, r-1|1, 2, \ldots, r-1). \quad (3.4)$$

On the other hand, the $U(1)$ decoupling relation for those double ordered amplitudes ensures that the r.h.s. also has the cyclicity property.

2. Reflection: we have the reflection symmetry

$$F^G_\alpha(1, 2, \ldots, r|1, 2, \ldots, r) = (-1)^r F^G_\alpha(r, 1, 2, \ldots, r-1|1, 2, \ldots, r-1), \quad (3.5)$$

for the ordered form factor; and if we give the following definition (especially the minus sign marked in red) similar to (3.1) when dealing with $F(\alpha|\alpha^{-1})$

$$F^G_\alpha(1, 2, \ldots, r|1, 2, \ldots, r) = - \sum_{1 \leq a \leq b < n} A(1, 2, \ldots, a, q, a+1, \ldots, r|1, 2, \ldots, b, q, b+1, \ldots, r)^{-1}, \quad (3.6)$$

then the r.h.s. of (3.1) also gives $(-1)^r$ when taking reflections, due to the reflection property of those $(r+1)$-point amplitudes. The minus sign in (3.6) will be useful
below. We also mention another reflection symmetry, which is trivial due to U(1) decoupling, as
\[
F_{tr}(r, r-1, \ldots, 1| r, r-1, \ldots, 1) = F_{tr}(1, 2, \ldots, r| 1, 2, \ldots, r)
\] (3.7)
with
\[
F_{tr}(r, r-1, \ldots, 1| r, r-1, \ldots, 1) = \sum_{1 \leq b \leq a < r} A(r, r-1, \ldots, a+1, q, a, \ldots, 1| r, r-1, \ldots, b+1, q, b, \ldots, 1).
\] (3.8)

Moreover, the special double sum structure is naturally consistent with factorizations. Given the cyclic invariance of (3.1), it’s suffice to consider the pole \(s_1, \ldots, m\). Within the expansion (3.1), only those terms from the \(a \geq m\) part of the summation contribute, thus one gets
\[
\text{Res}[F_{tr}(1, 2, \ldots, r| 1, 2, \ldots, r)]_{s_1, \ldots, m} = \sum_{m \leq a \leq b < r} A(1, \ldots, m, 1^+| 1, \ldots, m, 1^+)
\times
\sum_{m \leq a \leq b < r} A(1, \ldots, m, 1^+| 1, \ldots, m, 1^+)
F_{tr}(1, 2, \ldots, r| 1, 2, \ldots, r)
\] (3.9)

In the end, we comment that the special double sum structure in eq. (3.1) serves as a building block for the expansions of general cases.

### 3.1.2 The \(\alpha \neq \beta\) cases: examples

Next we consider the expansion for \(\alpha \neq \beta\), focusing on some concrete examples before moving to most general cases.

To begin with, we consider the case where \(\alpha\) and \(\beta\) only differs by a partial reflection, i.e. for some \(1 < t < r\) we reverse the sequence \(I_2 := (t+1, \ldots, r)\) in \(\beta\) while keeping \(I_1 := (1, \ldots, t)\) in \(\alpha\). It turns out the result is remarkably simple:
\[
F_{tr}(1, 2, \ldots, t, r, r-1, \ldots, t+1| 1, 2, \ldots, t, t+1, \ldots, r)
= - \sum_{t+1 \leq b \leq a < r} A(I_1, r, r-1, \ldots, a+1, q, a, \ldots, t+1| I_1, t+1, \ldots, b, q, b+1, \ldots, r)
+ \sum_{1 \leq a \leq b \leq t} A(1, 2, \ldots, a, q, a+1, \ldots, t, I_2^{-1}| 1, 2, \ldots, b, q, b+1, \ldots, t, I_2),
\] (3.10)

where in the first line we insert \(q\) in the sequence \(I_2\) in a way similar to (3.1), and in the second one\(^{11}\) we insert \(q\) as if we are dealing with a \((t+1)\)-point form factor

\(^{11}\)There are boundary cases in the second sum: for \(a = t\) we define \((a, q, a+1) := (t, q, I_2^{-1})\) and similar for \(b = t\).
This can be made precise by noticing that the form factor $\tilde{F}$ is inserted on the large parenthesis is equivalent to the term before it.

Figure 1. Feynman diagrams for $F_4^{\text{tr}(\phi^2)}(1,2,4,3|1,2,3,4)$ and its expansion. The term in the large parenthesis is equivalent to the term before it.

$F_4^{\text{tr}(\phi^2)}(1,2,\ldots,t,I_2^{-1}|1,2,\ldots,t,I_2)$. In particular, we add a tilde to emphasize that it is an effective $(t+1)$-point one.

As an illustrative example, for $r = 4$ with a reflection on $I_2 = (34)$, we write

$$F_4^{\text{tr}(\phi^2)}(1,2,4,3|1,2,3,4)$$

$$= -A(1,2,4,q,3|1,2,3,q,4) + A(1,q,2,4,3|1,2,3,q,4) + A(1,2,q,4,3|1,2,q,3,4).$$

As shown in figure 1, the first line of the above expansion computes two graphs where $q$ is inserted on the 3,4-leg respectively, and the second line gives the effective 3-point form factor $F_3^{\text{tr}(\phi^2)}(1,2,(4,3)|1,2,(3,4))$, in which the subgroup $(3,4)$ is regarded as a single particle. This can be made precise by noticing that $F_3^{\text{tr}(\phi^2)}(1,2,(4,3)|1,2,(3,4)) \propto s_{3,4}^{-1}$. Furthermore, $F_3^{\text{tr}(\phi^2)}(1,2,(4,3)|1,2,(3,4)) \propto s_{3,4}^{-1}$ captures all the terms with the $s_{3,4}$ pole in $F_4^{\text{tr}(\phi^2)}(1,2,4,3|1,2,3,4)$: taking the residue on the $s_{3,4}$ pole shows only the $F_3^{\text{tr}(\phi^2)}(1,2,(4,3)|1,2,(3,4))$ part contributes

$$\text{Res}[F_4^{\text{tr}(\phi^2)}(1,2,4,3|1,2,3,4)]_{s_{3,4}=0}$$

$$= \left(A(1,q,2,I^+|1,q,2,I^+)+A(1,q,2,I^+|1,2,q,I^+)+A(1,2,q,I^+|1,2,q,I^+)\right)$$

$$\times A(I^-,4,3|I^-,3,4)$$

$$= F_3^{\text{tr}(\phi^2)}(1,2,I^+|1,2,I^+)A(I^-,4,3|I^-,3,4),$$

$$= \text{Res}[F_3^{\text{tr}(\phi^2)}(1,2,(4,3)|1,2,(3,4))]_{s_{3,4}=0},$$

where the intermediate particles are denoted by $I^+, I^-$ respectively, and the fact that $\text{Res}[A(1,2,4,q,3|1,2,3,q,4)]_{s_{3,4}=0}=0$ is also used.

Note that there exists an alternative representation

$$F_4^{\text{tr}(\phi^2)}(1,2,4,3|1,2,3,4)$$

$$= A(1,q,2,4,3|1,q,2,3,4)$$

$$- A(1,2,q,4,3|3,4,q,1,2) - A(1,2,q,4,3|3,q,4,1,2) - A(1,2,4,q,3|3,q,4,1,2),$$

where the first term on the r.h.s. computes the contribution with $q$ inserted in the subgroup (1,2) and the bottom line is expanding $F_3^{\text{tr}(\phi^2)}((1,2),4,3|3,4,(1,2))$. (3.11) is equivalent
Figure 2. Step by step procedure to draw the mutual partial triangulation for 
\((1, 2, 3, 4, 5, 6, 7, 8|8, 1, 2, 6, 7, 3, 4, 5)\).

to (3.13) so that one can to chose either of them freely, and this will also be the case in the general discussions later.

Now we present another example at 8-point, \(F^{\operatorname{tr}(\phi^2)}_8(8, 1, 2, 6, 7, 3, 4, 5|1, 2, \ldots, 8)\). Importantly, now we introduce an object which captures the main features of Feynman diagrams for \(A(\alpha|\beta)\), i.e. the mutual partial triangulation for a given ordered pair \((\alpha|\beta)\) [9, 52]. We emphasize that the mutual partial triangulation is of particular importance in the discussions below. The procedure to draw a mutual partial triangulation is given by the following steps:

1. Draw \(n\) points on the boundary of a disk ordered cyclically by \(\alpha\).
2. Draw a closed path of line segments connecting the points in order \(\beta\). These line segments can intersect and enclose a set of polygons.
3. The interior vertices, as intersections of the aforementioned line segments, correspond to cuts on cubic diagrams.
4. The cuts are translated to diagonals of the \(\alpha\)-ordered \(n\)-gon, forming a mutual partial triangulation.

For our purpose, it is equivalent to draw a mutual partial triangulation for \((\beta|\alpha)\), and a step-by-step procedure to draw such a triangulation for \((1, 2, \ldots, 8|8, 1, 2, 6, 7, 3, 4, 5)\) is presented in figure 2 where the original picture is found in [52] and the first three pictures are originally given in [9]. Now we further label the edges by the nearest nodes in their anticlockwise direction to represent the corresponding particles in figure 3(left). Note that there are 3 diagonals cutting out 3 parts \((8, 1, 2), (3, 4, 5), (6, 7)\) from the polygon, and each diagonal implicates that there is an overall pole in the amplitude, which is \(s^{\frac{1}{2}}_{1,2,8}, s^{\frac{1}{2}}_{3,4,5}, s^{\frac{1}{2}}_{6,7}\) in this example. Accordingly, we draw the sketch Feynman diagrams for \(A(8, 1, 2, 6, 7, 3, 4, 5|1, 2, 3, 4, 5, 6, 7, 8)\) in figure 3(right).

Based on the analysis above, we know that there are 4 cubic diagrams for \(A(8, 1, 2, 6, 7, 3, 4, 5|1, 2, 3, 4, 5, 6, 7, 8)\), and the scalar form factor \(F(8, 1, 2, 6, 7, 3, 4, 5|1, 2, 3, 4, 5, 6, 7, 8)\) is obtained by inserting the \(q\)-leg to all possible scalar lines, leading us to a sum of \(4 \times 13\) diagrams.
Figure 3. Mutual partial triangulation (left) for $(1, 2, 3, 4, 5, 6, 7, 8|8, 1, 2, 6, 7, 3, 4, 5)$ and the corresponding Feynman diagrams (right).

Figure 4. Feynman diagrams computed in each steps of the expansion for $F^3_{8}(8, 1, 2, 6, 7, 3, 4, 5|1, 2, 3, 4, 5, 6, 7, 8)$(top), and the reduction of the mutual partial triangulation (bottom). Note that the purple underlined term in the first row becomes the two terms in the purple parenthesis in the second row; and the orange underlined terms in the second row becomes the two terms in the orange parenthesis in the third row.
To write down an expansion of such a form factor, similar to the previous example, we first spell out the contribution from diagrams with $q$ inserted inside the sub-group $(3, 4, 5)$, so that the rest contributions resemble an effective 6-point form factor $F_6^{tr}(\phi^2)$:

$$(3, 4, 5) \text{ contribution } = A(8, 1, 2, 6, 7, 3, q, 4, 5|1, 2, 3, q, 4, 5, 6, 7, 8) + \tag{3.14} A(8, 1, 2, 6, 7, 3, q, 4, 5|1, 2, 3, q, 4, 5, 6, 7, 8)$$

$$F_8^{tr}(\phi^2)(8, 1, 2, 6, 7, 3, q, 4, 5|1, 2, 3, q, 4, 5, 6, 7, 8) - (3, 4, 5) \text{ contribution ,}$$

$$= \tilde{F}_6^{tr}(\phi^2)(8, 1, 2, 6, 7, (3, 4, 5)|1, 2, (3, 4, 5), 6, 7, 8), \tag{3.15}$$

where the operation of subtracting the $(3, 4, 5)$ contribution means diagrammatically erasing edges 3, 4, 5 in the mutual partial triangulation, see the second polygon in figure 4(bottom). This gives us a mutual partial triangulation for a 6-point form factor regarding the sub-group $(3, 4, 5)$ as a single particle. Importantly, such an effective “6-point” form factor is proportional to $s_{3,4,5}^{-1}$. Furthermore, we have the following property (without taking residues)

$$\tilde{F}_6^{tr}(\phi^2)(8, 1, 2, 6, 7, (3, 4, 5)|1, 2, (3, 4, 5), 6, 7, 8) = \frac{1}{s_{3,4,5}}F_6^{tr}(\phi^2)(8, 1, 2, 6, 7, I^+|1, 2, I^+, 6, 7, 8)A(3, 4, 5, I^-|3, 4, 5, I^-). \tag{3.16}$$

To make the expressions in (3.16) precise, in $A(3, 4, 5, I^-|3, 4, 5, I^-)$ we use the momentum conservation to eliminate $I_-$ so that $A(3, 4, 5, I^-|3, 4, 5, I^-) = 1/s_{3,4} + 1/s_{4,5}$, and in $F_6^{tr}(\phi^2)(8, 1, 2, 6, 7, I^+|1, 2, I^+, 6, 7, 8)$ we replace $s_{I^+}$ with $s_{3,4,5,...}$.

Next, the contribution from diagrams with $q$ inserted inside the subgroups $(1, 2, 8)$ and $(6, 7)$ respectively can be given in a similar way, with an effective 3-point form factor $\tilde{F}_3^{tr}(\phi^2)((8, 1, 2), (6, 7), (3, 4, 5)|(3, 4, 5), (6, 7), (8, 1, 2))$ remained. Again, it is proportional to $s_{3,4,5,6,7,8}^{-1}$, guaranteeing that subgroups $(3, 4, 5), (6, 7), (1, 2, 8)$ can all be treated as single particles. The Feynman diagrams sketching the successive reduction procedure are shown in figure 4(top).

For the final step of our expansion, one should be careful since it is slightly different from a “real” 3-point form factor, the contribution is given by:

$$\tilde{F}_3^{tr}(\phi^2)((8, 1, 2), (6, 7), (3, 4, 5)|(3, 4, 5), (6, 7), (8, 1, 2)) = \tag{3.17}$$

$$-A((8, 1, 2), q, (6, 7), (3, 4, 5)|(3, 4, 5), (6, 7) \sqcup q, (8, 1, 2))$$

$$-A((8, 1, 2), (6, 7), q, (3, 4, 5)|(3, 4, 5), q, (6, 7), (8, 1, 2)).$$

i.e. $q$ needs to run into $(6, 7)$ in the second ordering. The reason is that if we did not do this shuffle, then the r.h.s. of (3.17) is no longer proportional to $s_{6,7}^{-1}$. Only the special shuffle product can help us achieve this.

This is the end of the expansion of the 8-point form factor. Also, a step by step reduction of the mutual partial triangulation corresponds to the construction above is given in figure 4(bottom).
In addition, we would like to emphasize that there are several ways of performing the reductions and they are all equivalent in the end. For instance, we have an alternative construction here: compute the contributions from diagrams with \( q \) inserted in the subgroups \((3,4,5),(6,7),((3,4,5),(6,7))\) successively and end up with an effective 4-point form factor \( \tilde{F}_4^{\text{tr}(\phi^2)}(8,1,2,(6,7,3,4,5)|8,1,2,(3,4,5,6,7)) \) reading

\[
\tilde{F}_4^{\text{tr}(\phi^2)}(8,1,2,(6,7,3,4,5)|8,1,2,(3,4,5,6,7)) = A(8,q,1,2,(6,7,3,4,5)|8,q,1,2,(3,4,5,6,7)) + A(8,q,1,2,(6,7,3,4,5)|8,1,q,2,(3,4,5,6,7)) + A(8,1,q,2,(6,7,3,4,5)|8,1,q,2,(3,4,5,6,7)) + A(8,1,q,2,(6,7,3,4,5)|8,1,2,q,(3,4,5,6,7))
\]

(3.18)

See figure 5 for illustrative Feynman diagrams and the mutual partial triangulation.

3.1.3 The \( \alpha \neq \beta \) cases: a general algorithm

We now present the construction process for a pure scalar \( \text{tr}(\phi^2) \) form factor with any given ordered pair \( (\alpha|\beta) \). Long story short, by inserting the \( q \)-leg in some subgroups separated
by diagonal lines in the partial mutual triangulation, one can effectively drop off these subgroups and turn the high-point problem into a lower-point one.

As illustrated by the examples given above, the concrete algorithm can be summarized as follows:

**Step (1)** Draw the mutual partial triangulation corresponding to \((\alpha|\beta)\).

**Step (2)** In the mutual partial triangulation diagram, consider a set of continuous edges \(I_1 = (\alpha_c, \alpha_{c+1}, \ldots, \alpha_d)\) cut out by a single diagonal line first, see figure 6(a). There are only two possibilities relevant to such a partial mutual triangulation: either \(I_1\) or \(I_1^{-1}\) must be a sub-ordering in \(\beta\).

To give the contribution from diagrams with \(q\) inserted in \(I_1\), namely the \(I_1\) contribution, we write down the following special double sum for \(\phi^3\) amplitudes with \(q\) inserted in the sequence \(I_1\) similar to (3.1)

\[
I_1 \text{ contribution } = \sum_{c \leq a < d} A(\alpha_c, \ldots, \alpha_a, q, \alpha_{a+1}, \ldots, \alpha_d) \propto s_{I_1}^{-1}.
\]

Or if \(I_1\) and \(I_1^{-1}\) appear in \(\alpha\) and \(\beta\) respectively, we write

\[
I_1 \text{ contribution } = -\sum_{c \leq a < d} A(\alpha_c, \ldots, \alpha_a, q, \alpha_{a+1}, \ldots, \alpha_d) \propto (s_{I_1} s_{I_1^{-1}})^{-1}.
\]

In a word, a reversed ordering of the subgroup gives an extra minus sign.

After subtracting the \(I_1\) contribution given above, one can now regard the subgroup \((\alpha_c, \alpha_{c+1}, \ldots, \alpha_d)\) as a single particle, which means

\[
F_{\text{tr}}(\phi^3)(\alpha|\beta) - I_1 \text{ contribution } \propto s_{I_1}^{-1}.
\]

Such a difference can be defined as an effective lower-point form factor \(F_{\text{tr}}(\phi^3)(\alpha|\beta)\) with \(r' = r - |I_1|+1\) and \(I_1\) treated as a single particle in \(F_{\text{tr}}(\alpha|\beta)\). On the mutual partial triangulation diagram, this means we now discard the edges \(\alpha_c, \ldots, \alpha_d\) and keep only the diagonal cutting them out. Thus, we obtain a lower point mutual partial triangulation diagram with less diagonals for \(F_{r'}(\alpha|\beta)\), see figure 6(b).

**Step (3)** Repeat the Step (2) and reduce the number of diagonals in the mutual partial triangulation, until we reach a polygon with no diagonal lines. This Step is similar to Step (2): we still consider a set of continuous edges in the (reduced) mutual partial triangulation. The difference is that now the edges could represent subgroups, and one should be particular careful about inserting \(q\) into the subgroups.

For example, we deal with the following effective form factor

\[
F_{s}(\phi^3)(I_1, I_2, I_3, \kappa|I'_1, I'_2, I'_3, \rho) \propto (s_{I_1} s_{I_2} s_{I_3})^{-1},
\]

where \(I_i\) and \(I'_i\) for \(i = 1, 2, 3\) are (different) ordered subgroups containing the same set of particles, and \(\kappa \neq \rho\) are different sub-orderings of the other particles. In the mutual
Still, in the second ordering the sequence or the reversed version with a minus sign provide a complete expansion for give an “inserting rule” which transforms the pure-scalar result into one with gluons, thus i.e. the expansion of a pure-scalar form factor with the same scalar double orderings. We of gluons. As mentioned before, such an expansion is closely related to its scalar skeleton, i.e. the expansion of a pure-scalar form factor with the same scalar double orderings. We do this shuffling is to keep the while q should only be placed between subgroups in the right ordering. The reason why we should only be placed between subgroups in the left ordering. The reason why we do this shuffling is to keep the (I_1, I_2, I_3) contribution also proportional to (s_{I_1}s_{I_2}s_{I_3})^{-1}, as \( \tilde{F}_s \) is.

With now the (I_1, I_2, I_3) contribution properly defined, we subtract it from \( \tilde{F}_s^{\text{tr}(\phi^2)} \), giving the following \( s'=(s-|I_1|-|I_2|-|I_3|+3) \)-point effective form factor

\[
\tilde{F}_s^{\text{tr}(\phi^2)}(I_1, I_2, I_3, \kappa|I_1', I_2', I_3', \rho) = \tilde{F}_s^{\text{tr}(\phi^2)}(I_1, I_2, I_3, \kappa|I_1', I_2', I_3', \rho) - (I_1, I_2, I_3) \text{ contribution},
\]

which is proportional to \( s_{I_1I_2I_3}^{-1} \times (s_{I_1}s_{I_2}s_{I_3})^{-1} \).

**Step (4)** At last, a “final” polygon with no diagonal is obtained, of which the edges are denoted by \( I_1, I_2, \ldots, I_t \) as in figure 6(c). Then the final contribution is given by

\[
\sum_{1 \leq a < t} A(I_1, \ldots, I_a, q, I_{a+1}, \ldots, I_t|I_1', \ldots, I_a', (I_{a+1}', \ldots, I_{t-1}') \cup q, I_t'),
\]

or the reversed version with a minus sign

\[
- \sum_{1 \leq a < t} A(I_1, \ldots, I_a, q, I_{a+1}, \ldots, I_t|(I_1', \ldots, I_a', (I_{a+1}', \ldots, I_{t-1}') \cup q, I_t')^{-1}).
\]

Still, in the second ordering the sequence \( I_a' \) contains the same particle as \( I_a \) but they can be different up to possible permutations.

In the end, we emphasize again that there are other expansions, for example the ones ending up with a different polygon in Step (4) in the algorithm, and all possible expansions are equivalent. In practice we usually specify one of the constructions as our convention in section 4 by requiring the final contribution to correspond to the last polygon (without any diagonals) contains the last edge \( I_t \).

### 3.2 From pure scalar cases to \( \text{tr}(\phi^2) \) form factors with gluons

Now we move on to the expansion of \( \text{tr}(\phi^2) \) form factors which contain arbitrary number of gluons. As mentioned before, such an expansion is closely related to its scalar skeleton, i.e. the expansion of a pure-scalar form factor with the same scalar double orderings. We give an “inserting rule” which transforms the pure-scalar result into one with gluons, thus provide a complete expansion for \( \text{tr}(\phi^2) \) form factors appear on the r.h.s. of (2.22).
Figure 6. The reduction of the mutual partial triangulation for the general expansion of algorithm. (c) presents a special choice of the final block (covered in Step (4) of the algorithm) to be $\tilde{F}_{\text{tr}}(\phi^2)(I_1, I_2, \ldots, I_t | I'_1, I'_2, \ldots, I'_t)$ with $I_1 = \alpha_1, I_2 = \alpha_2, \ldots, I_{t-1} = \alpha_{t-1}$ and $I_t = (\alpha \backslash (\alpha_1, \alpha_2, \ldots, \alpha_{t-1})).$

3.2.1 Rules for inserting gluons

Let us denote such a general form factor as $F_{\text{tr}}^n(\phi^2)\left(\alpha(i_1, i_2, \ldots, i_r) | i_1, G_{i_1}, i_2, G_{i_2}, \ldots, i_r, G_{i_r}\right)$ where we label the scalars by $i_1 < i_2 < \cdots < i_r$ and gluons between scalar pair $i_a, i_{a+1}$ as $G_{i_a}$. Recall the expansion of its scalar skeleton:

$$F_{\text{tr}}^n(\phi^2)\left(\alpha(i_1, i_2, \ldots, i_r) | i_1, i_2, \ldots, i_r\right) = \sum_{a,b} A(\alpha_1, \alpha_2, \ldots, \alpha_a, q, \alpha_{a+1}, \ldots, \alpha_r | i_1, i_2, \ldots, i_b, q, i_{b+1}, \ldots, i_r), \quad (3.19)$$

with certain $a, b$ determined in the last subsection. We emphasize again that it is crucial to have both orderings for $r$ scalars in each $\phi^3$ amplitude the same as those in the form factor. Given such a skeleton result, we propose that the expansion of the form factor with gluons is given by a surprisingly simple rule: literally place every gluons set into the second ordering and sum over the shuffle product $G_{i_b} \sqcup q$ if $q$ is inserted between $i_b, i_{b+1}$:

$$F_{\text{tr}}^n(\phi^2)\left(\alpha(i_1, i_2, \ldots, i_r) | i_1, G_{i_1}, i_2, G_{i_2}, \ldots, i_r, G_{i_r}\right) = \sum_{a,b} A(\alpha_1, \alpha_2, \ldots, \alpha_a, q, \alpha_{a+1}, \ldots, \alpha_r | i_1, G_{i_1}, i_2, G_{i_2}, \ldots, i_b, G_{i_b} \sqcup q, i_{b+1}, \ldots, i_r, G_{i_r}). \quad (3.20)$$

For the simplest skeleton case, $\alpha(i_1, i_2, \ldots, i_r) = (i_1, i_2, \ldots, i_r)$, the result with gluons is remarkably simple:

$$F_{\text{tr}}^n(\phi^2)(i_1, i_2, \ldots, i_r | i_1, G_{i_1}, i_2, G_{i_2}, \ldots, i_r, G_{i_r}) = \sum_{1 \leq a \leq b \leq n} A(i_1, i_2, \ldots, i_a, q, i_{a+1}, \ldots, i_r | i_1, G_{i_1}, i_2, G_{i_2}, \ldots, i_b, G_{i_b} \sqcup q, i_{b+1}, \ldots, i_r, G_{i_r}). \quad (3.21)$$
where \( q \) is shuffled with all gluons in any gluon set \( G_{ib} \) where it needs to be inserted for the skeleton case. Let us give an example with 4 scalars explicitly:

\[
F_{SB}^{\text{tr}(\phi^2)}(1, 2, 5, 7|1, 2, 3^g, 4^g, 5, 6^g, 7, 8^g)
= A(1, q, 2, 5, 7|1, q, 2, 3^g, 4^g, 5, 6^g, 7, 8^g) + A(1, q, 2, 5, 7|1, 2, (3^g, 4^g) \sqcup q, 5, 6^g, 7, 8^g)
+ A(1, q, 2, 5, 7|1, 2, 3^g, 4^g, 5, 6^g \sqcup q, 7, 8^g)
+ A(1, 2, q, 5, 7|1, 2, (3^g, 4^g) \sqcup q, 5, 6^g, 7, 8^g) + A(1, 2, q, 5, 7|1, 2, 3^g, 4^g, 5, 6^g \sqcup q, 7, 8^g)
+ A(1, 2, q, 5, 7|1, 2, 3^g, 4^g, 5, 6^g \sqcup q, q, 7, 8^g).
\]

(3.22)

In general for \( \alpha \neq \beta \) the expansion becomes more complicated but we emphasize that it is as complicated as the skeleton case; once that is given we simply shuffle \( q \) with gluons in any set that it should be inserted! We simply give another example with \( r = 4 \), which is obtained from the skeleton expansion (3.13):

\[
F_{SB}^{\text{tr}(\phi^2)}(1, 2, 7, 5|1, 2, 3^g, 4^g, 5, 6^g, 7, 8^g)
= A(1, q, 2, 7, 5|1, q, 2, 3^g, 4^g, 5, 6^g, 7, 8^g)
- A(1, 2, q, 7, 5|1, 2, 3^g, 4^g, 5, 6^g, 7, 8^g \sqcup q) - A(1, 2, q, 7, 5|1, 2, 3^g, 4^g, 5, 6^g \sqcup q, 7, 8^g)
- A(1, 2, 7, q, 5|1, 2, (3^g, 4^g) \sqcup q, 5, 6^g \sqcup q, 7, 8^g).
\]

(3.23)

We will outline a proof of this rule by checking factorizations of the expansion, but before doing so we remark that this shows how close \( \text{tr}(\phi^2) \) form factors are to amplitudes with an additional leg: once we relate all scalar diagrams contributing to the skeleton case, we simply attach gluons according to their orderings with \( q \) shuffled with them, on both sides of the expansion.

3.2.2 Consistency checks by factorizations

Here let us first provide a consistency check for the \( \alpha(i_1, i_2, \ldots, i_r) = (i_1, i_2, \ldots, i_r) \) cases, (3.21), by analysing the factorizations on both sides, and we leave the checks for general cases in appendix B.4. Since we can choose \( (i_1, G_{i_1}, i_2, G_{i_2}, \ldots, i_r, G_{i_r}) \) to be cyclically equivalent to \( (1, 2, \ldots, n) \), any possible factorization channel is governed by a planar variable \( s_{c,c+1,\ldots,d} \rightarrow 0 \). There are two possibilities for the type of particles corresponding to the cut propagator.

For a gluon propagator, it is important to notice the original form factor must factorize into a pure YM amplitude times a lower point form factor, hence \( \{c, c+1, \ldots, d\} \) must be a subset of \( G_{ib} \) for a certain \( k \in \{1, 2, \ldots, r \} \). For example, one assumes \( \{c, c+1, \ldots, d\} = \{G'_{i_1}\} \subset \{G_{i_1}\} \) and the l.h.s. factorizes into:

\[
A_{\text{YM}}(c, c+1, \ldots, d, I^+(\epsilon)) \frac{1}{s_{c,c+1,\ldots,d}} F_{n+c-d+2}(i_1, i_2, \ldots, i_r|\bar{G}'_{i_1}, i_2, \ldots, i_r, G_{i_r}),
\]

(3.24)

where \( \bar{G}'_{i_1} := (i_1 + 1, i_1 + 2, \ldots, c - 1, I^- (\epsilon), d + 1, \ldots, i_2 - 1) \) with the intermediate gluon represented by \( I^+(\epsilon), I^- (\epsilon) \). What is crucial here is that the scalar skeleton is unaffected by the factorization. In this sense, applying the expansion formula again to the lower point
form factor in (3.24) gives a sum which trivially matches the factorization of the amplitudes in the r.h.s. (3.21) term by term, since the amplitudes with \( q \) inserted inside \( \mathcal{G}'_{i_1} \) do not contribute.

For a scalar propagator, the original form factor is now factorizing into a YMS amplitude times a lower point form factor. It is easy to confirm that behaviour of both sides are equal if \( \{i_1, i_r\} \not\subset \{c, c+1, \ldots, d\} \), similar to the computation in (3.9). Otherwise the analysis is more involved and we give more detailed depictions here.

For the simplicity of notations, we assume \( (c, c+1, \ldots, d) = (\mathcal{G}'_{i_k}, \ldots, i_r, \mathcal{G}_{i_r}, i_1, \mathcal{G}'_{i_1}) \), where \( \mathcal{G}'_{i_k}, \mathcal{G}'_{i_1} \) are ordered subsets of \( \mathcal{G}_{i_k}, \mathcal{G}_{i_1} \) and are adjacent to \( i_{k+1}, i_1 \) respectively. Hence factorizing the \( n \)-point form factor on the l.h.s. of (3.21) gives

\[
A(i_{k+1}, \ldots, i_r, i_1, I^+ | \mathcal{G}'_{i_k}, \ldots, i_r, \mathcal{G}_{i_r}, i_1, \mathcal{G}'_{i_1}, I^+) \frac{1}{s_{c,c+1, \ldots, d}} \times \]

\[
F^{\text{tr}(\phi^2)}_{n+c-d+2}(I^-, i_2, \ldots, i_k | I^-, \mathcal{G}'_{i_1}, i_2, \mathcal{G}_{i_2}, \ldots, i_k, \mathcal{G}'_{i_k}),
\]

where and the intermediate scalar is represented by \( I^+, I^- \) and \( \mathcal{G}'_{i_1} := \mathcal{G}_{i_1} \setminus \mathcal{G}'_{i_1} \) and so does \( \mathcal{G}'_{i_k} \).

Then we inspect the r.h.s. of (3.21). Among all the amplitudes being summed, we claim that the following contributions are special

\[
\sum_{1 \leq a < k} A(i_1, i_2, \ldots, i_a, q, i_{a+1}, \ldots, i_k, \ldots, i_r | i_1, \mathcal{G}_{i_1}, i_2, \mathcal{G}_{i_2}, \ldots, i_k, \mathcal{G}'_{i_k}, \mathcal{G}_{i_k} \uplus q, i_{k+1}, \ldots, i_r, \mathcal{G}_{i_r}),
\]

because \( q \) gets to shuffle with \( \mathcal{G}'_{i_k} \). To see why this is special, we further write down its factorization on the \( s_{c,c+1, \ldots, d} \) pole

\[
A(i_{k+1}, \ldots, i_r, i_1, I^+ | \mathcal{G}'_{i_k}, \ldots, i_r, \mathcal{G}_{i_r}, i_1, \mathcal{G}'_{i_1}, I^+) \frac{1}{s_{c,c+1, \ldots, d}} \times

\left( A(I^-, q, i_2, i_3, \ldots, i_k | I^-, \mathcal{G}'_{i_1}, i_2, \mathcal{G}_{i_2}, \ldots, i_k, \mathcal{G}_{i_k} \uplus q) + \sum_{2 \leq a < k} A(I^-, i_2, \ldots, i_a, q, i_{a+1}, \ldots, i_k | I^-, \mathcal{G}'_{i_1}, i_2, \mathcal{G}_{i_2}, \ldots, i_k, \mathcal{G}_{i_k} \uplus q) \right).
\]

Compared with (3.25), we observe that in that equation \( q \) does not meet \( \mathcal{G}'_{i_k} \) if we expand the \( F^{\text{tr}(\phi^2)}_{n+c-d+2} \) therein, but (3.27) contains \( \mathcal{G}'_{i_k} \uplus q \) in the second ordering of the amplitudes. However, such a mismatch is actually not a problem because of the U(1) decoupling relation

\[
A(I^-, q, i_2, i_3, \ldots, i_k | \gamma) + \sum_{2 \leq a < k} A(I^-, i_2, \ldots, i_a, q, i_{a+1}, \ldots, i_k | \gamma) = 0,
\]

which is valid for any \( \gamma \) and we pick \( \gamma := (I^-, \mathcal{G}'_{i_1}, i_2, \mathcal{G}_{i_2}, \ldots, i_k, \mathcal{G}_{i_k} \uplus q) \) here.

Given that the contributions from (3.26) vanish, the rest part of the r.h.s. of (3.21) is then equal to the l.h.s. under this factorization channel, after performing the expansion for the lower point form factor. We also comment that the subtlety for \( \{i_1, i_r\} \subset \{c, c+1, \ldots, d\} \) cases considered above actually illustrate the cyclicity for (3.21).
4 A complete expansion for $\text{tr}(F^2)$ form factors and CHY formulae

In this section, we show that by combining results above, we obtain an expansion of $n$-point $\text{tr}(F^2)$ form factor into $(n+1)$-point YMS amplitudes with $r+1$ scalars, with coefficients given by traces of $r$ field strengths. Such an expansion reads

$$F_n^{\text{tr}(F^2)} = \sum_{\alpha} \sum_{\pi} \text{tr}^{(r)}(\alpha_1, \alpha_2, \ldots, \alpha_r) \sum_{q} \text{sgn}_\pi A(\pi|1, \ldots, q \sqcup G_i, \ldots, n) \quad (4.1)$$

where the first two summations come from the decomposition into $\text{tr}(\phi^2)$ form factors with $r$ scalars, $1 \leq i_1 < i_2 < \cdots < i_r \leq n$, in the same ordering $\alpha$ ($\alpha_a := \alpha(i_a)$) as the trace; the remaining part denotes the expansion of such form factors into $(n+1)$-point YMS amplitudes: we first sum over ordering $\pi$ for $r+1$ scalars with $q$ inserted into $\alpha$, and for each $\pi$ (in addition to a possible sign) we need to implicitly sum over the second ordering of all $n+1$ particles, with $1, 2, \cdots, n$ and $q$ shuffled with gluons in some sets $G_i$. The details of these two sums are given in section 3.1.3.

Since these YMS amplitudes have all been computed (see [41–43] for closed-form expressions and automatized codes), our expansion thus provides an algorithm for computing $n$-point form factors explicitly. Here we summarize the number of amplitudes involved in our expression for $\text{tr}(F^2)$ form factor in table 1. We comment that although the number of YMS amplitudes grows rather rapidly with $n$, the majority of them are bi-adjoint scalar amplitudes or those with very few gluons, while the most complicated ones ($r = 2$) are relatively rare.

### 4.1 CHY formulae for form factors

Another interesting consequence of (4.1) is a CHY formula for the $\text{tr}(F^2)$ form factor itself (as well as all $\text{tr}(\phi^2)$ form factors as intermediate steps). This simply arise from CHY formulas for YMS amplitudes, which we recall that for $r+1$ scalars in ordering $\pi$ and all $n+1$ particles in ordering $\beta(1, \cdots, n+1)$ read

$$A_{n+1}(\pi|\beta) = \int d\mu_{n+1} \text{PT}_{n+1}(\beta) \text{PT}_{r+1}(\pi) \text{Pf}_n \Psi_{n-r} \quad (4.2)$$
where the ingredients, such as the measure, the Parke-Taylor factors (of length \(n+1\) and \(r+1\)), and the Pfaffian (of remaining \(n-r\) gluons) are reviewed in appendix C for completeness.

The integrand for this general CHY formula takes the nice form

\[
\text{PT}(1,\cdots,n) \sum_{i_1<\cdots<i_r,r=2}^n \text{Pf}\Psi_{n-r} \sum_{\alpha \in S_r/Z_r} \text{tr}^f(\alpha_1,\alpha_2,\ldots,\alpha_r) \sum_{\pi \in \alpha \omega q} \text{PT}(\pi) \times S_\pi \tag{4.3}
\]

where we have factored out an overall \(\text{PT}(1,\cdots,n)\) and defined the “inverse soft factor” \(S_\pi\) for inserting \(q\) into gluon sets as indicated by the ordering \(\pi\),

\[
S_\pi := \sum_{a \in I(\pi)} \left( \frac{1}{\sigma_{a,q}} - \frac{1}{\sigma_{a+1,q}} \right), \tag{4.4}
\]

where \(\sigma_{i,a,q} := \sigma_{i,a} - \sigma_q\). Note that when \(q\) is shuffled with a gluon set \(G_{i_1}\) between scalars \(i_1\) and \(i_2\), the overall effect is nothing but the factor involving the two end points: \(\sum_{\sigma_{i,j}^{-1}} \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{j,q}}\). \(S_\pi\) is a sum of such factors for those gluon sets with \(q\) inserted (as indicated by \(I(\pi) \subset \{1,\cdots,n\}\)). Note that if we sum over all gluon sets \(I(\pi) = \{1,\cdots,n\}\), it vanishes because of the \(U(1)\) identity.

For example, for \(r = 2\), \(\alpha = (i,j)\) with \(i < j\), there is only one \(\pi = i,q,j\), and the CHY integrand is nothing but

\[
\text{PT}(1,2,\ldots,n) \text{Pf}\Psi_{n-2(i,j)} \text{tr}^f(i,j)\text{PT}(i,q,j) \left( \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{j,q}} \right), \tag{4.5}
\]

For \(r = 3\) with \(\alpha = (i,j,k)\) where \(i < j < k\), we sum over two possible orderings \(\pi = (i,q,j,k)\) and \((i,j,q,k)\), and the corresponding soft factors are simply

\[
S_{i,q,j,k} = \left( \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{j,q}} \right) + \left( \frac{1}{\sigma_{j,q}} - \frac{1}{\sigma_{k,q}} \right) = \left( \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{k,q}} \right), \quad S_{i,j,q,k} = \left( \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{j,q}} \right). \tag{4.6}
\]

Let us finally give some more examples for \(r = 4\). For \(\alpha = (i,j,k,l)\) with \(i < j < k < l\), the factors are

\[
S_{i,q,j,k,l} = \left( \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{j,q}} \right), \quad S_{i,j,q,k,l} = \left( \frac{1}{\sigma_{j,q}} - \frac{1}{\sigma_{l,q}} \right), \quad S_{i,j,q,k,l} = \left( \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{l,q}} \right). \tag{4.7}
\]

For \(\alpha = (i,j,l,k)\) the soft factors become

\[
S_{i,q,j,l,k} = \left( \frac{1}{\sigma_{i,q}} - \frac{1}{\sigma_{j,q}} \right) S_{i,j,q,k,l} = \left( \frac{1}{\sigma_{j,q}} - \frac{1}{\sigma_{l,q}} \right) + \left( \frac{1}{\sigma_{l,q}} - \frac{1}{\sigma_{i,q}} \right) = \left( \frac{1}{\sigma_{k,q}} - \frac{1}{\sigma_{l,q}} \right) \tag{4.8}
\]

\[
S_{i,j,l,q,k} = \left( \frac{1}{\sigma_{k,q}} - \frac{1}{\sigma_{l,q}} \right).
\]

Note that for this case, the \(\text{sgn}_\alpha\)’s are \(\text{sgn}_{i,q,j,l,k} = 1\) and \(\text{sgn}_{i,j,q,l,k} = -1\). In fact, for \(\alpha = (i_1,i_2,\ldots,i_r)\) with \(i_1 < i_2 < \ldots < i_r\) which corresponds to the \(\alpha = \beta\) case of the scalar skeleton, the result is remarkably simple: there are \((r-1)\) possible orderings
\[ \pi = (i_1, i_2, \ldots, i_a, q, i_{a+1}, \ldots, i_r) \text{ for } a = 1, 2, \ldots, r-1, \text{ each accompanied with } \text{sgn}_\pi = +1, \text{ and the inverse soft factors are} \]
\[ S_{i_1, i_2, \ldots, i_a, q, i_{a+1}, \ldots, i_r} = \frac{1}{\sigma_{i_a, q}} \frac{1}{\sigma_{i_r, q}}. \quad (4.9) \]

We remark that, as for any \((n+1)\)-point amplitude in this paper, our CHY formula needs to be evaluated with the prescription \( q \rightarrow -\sum_{i=1}^n p_i \). This can be directly realized if we use the partial SL(2, \( \mathbb{C} \)) gauge fixing with \( \sigma_q \rightarrow \infty \), which eliminate \( q \) from the formula.

We have recorded the expansion of \( \text{tr}(F^2) \) form factors into YMS amplitudes up to \( n = 9 \) in the auxiliary \textsc{Mathematica} file attached to this paper. We have also provided the explicit result up to \( n = 7 \) where the YMS amplitudes are evaluated by the package in [42] based on CHY formula. As a simple illustration, we give explicit results for \( \text{tr}(F^2) \) form factor for \( n = 3, 4 \). For example, combining (2.11) and (2.12), one gets
\[ F_3^{\text{tr}(F^2)}(1, 2, 3) = \frac{1}{s_{1,2}} \left( -p_1 \cdot \epsilon_2 \text{tr}^f(1, 3) + \text{tr}^f(2, 3) p_2 \cdot \epsilon_1 + 2 \text{tr}^f(1, 2, 3) \right) + \text{cyclic}(1, 2, 3). \quad (4.10) \]
The \( n = 4 \) result involves 10 graphs organized into cyclic orbits of length 4 and 2:
\[ F_4^{\text{tr}(F^2)}(1, 2, 3, 4) \]
\[ = \frac{1}{s_{2,3,4} s_{2,3,4}} \left( \text{tr}^f(1, 2)(p_2 \cdot \epsilon_3 p_2 \cdot \epsilon_4 + p_2 \cdot \epsilon_3 p_3 \cdot \epsilon_4) - \text{tr}^f(1, 3)(p_2 \cdot \epsilon_4 p_3 \cdot \epsilon_2 + p_3 \cdot \epsilon_2 p_3 \cdot \epsilon_4) \right. \]
\[ + \text{tr}^f(1, 4)(-p_2 \cdot \epsilon_3 p_4 \cdot \epsilon_2 + \epsilon_2 \cdot f_3 \cdot p_4) - 2 \text{tr}^f(1, 2, 3)(p_2 \cdot \epsilon_4 + p_3 \cdot \epsilon_4) - 2 \text{tr}^f(1, 2, 4)p_2 \cdot \epsilon_3 \]
\[ + 2 \text{tr}^f(1, 3, 4)p_3 \cdot \epsilon_2 + 2 \text{tr}^f(1, 2, 3, 4) - 2 \text{tr}^f(1, 3, 2, 4) \right. \]
\[ + \frac{1}{s_{3,4} s_{2,3,4}} \left( \text{tr}^f(1, 2)(p_2 \cdot \epsilon_3 p_3 \cdot \epsilon_4 - \epsilon_3 \cdot f_4 \cdot p_2) - \text{tr}^f(1, 3)(p_3 \cdot \epsilon_2 p_3 \cdot \epsilon_4 + \epsilon_2 \cdot f_4 \cdot p_3) \right. \]
\[ + \text{tr}^f(1, 4)(p_4 \cdot \epsilon_2 p_4 \cdot \epsilon_3 + \epsilon_2 \cdot f_3 \cdot p_4) - 2 \text{tr}^f(1, 2, 3)p_3 \cdot \epsilon_4 + 2 \text{tr}^f(1, 2, 4)p_4 \cdot \epsilon_3 \]
\[ + 2 \text{tr}^f(1, 3, 4)(p_3 \cdot \epsilon_2 + p_4 \cdot \epsilon_2) + 2 \text{tr}^f(1, 2, 3, 4) - 2 \text{tr}^f(1, 2, 4, 3) \right. \]
\[ + \frac{1}{2 s_{1,2} s_{2,3,4}} \left( \text{tr}^f(1, 3)p_1 \cdot \epsilon_2 p_3 \cdot \epsilon_4 - \text{tr}^f(1, 4)p_1 \cdot \epsilon_2 p_4 \cdot \epsilon_3 - \text{tr}^f(2, 3)p_2 \cdot \epsilon_1 p_3 \cdot \epsilon_4 \right. \]
\[ + \text{tr}^f(2, 4)p_2 \cdot \epsilon_1 p_4 \cdot \epsilon_3 - 2 \text{tr}^f(1, 2, 3)p_3 \cdot \epsilon_4 + 2 \text{tr}^f(1, 2, 4)p_4 \cdot \epsilon_3 - 2 \text{tr}^f(1, 3, 4)p_1 \cdot \epsilon_2 \]
\[ + 2 \text{tr}^f(2, 3, 4)p_2 \cdot \epsilon_1 + 2 \text{tr}^f(1, 2, 3, 4) - 2 \text{tr}^f(1, 2, 4, 3) \right) + \text{cyclic}(1, 2, 3, 4). \quad (4.11) \]

5 Conclusion and outlook

In this paper we have presented two types of new relations for tree-level form factors and scattering amplitudes in Yang-Mills-scalar theory. Not only do we have a decomposition of \( \text{tr}(F^2) \) form factors into \( \text{tr}(\phi^2) \) ones similar to the so-called universal expansion for amplitudes [12], but these \( n \)-point form factors can also be further expanded into \((n+1)\)-point YMS amplitudes with an additional scalar leg and unity coefficients. As we have seen, such new relations provide an efficient method for computing form factors in terms of YMS amplitudes, which had been computed mainly using Feynman diagrams. Moreover,
combined with CHY formulae and even closed-form expressions for YMS amplitudes, we have obtained such formulae for all-multiplicity form factors in general dimension.

There are numerous open questions raised by our preliminary investigations. We have only considered form factors with length-two operators and it would be highly desirable to see if such relations, especially the first type, exist for form factors with other operators, such as \( \text{tr}(F^3) \). It would also be interesting to understand in general why such universal expansions exist, perhaps from certain “uniqueness” theorem for form factors similar to amplitudes \([13–15]\). Moreover, already the simplest expansion into amplitudes for \( \text{tr}(\phi^2) \) form factor with two adjacent scalars, \((1.2)\), provide an explanation for “double-copy” relations found in \([48]\), and an important question is whether these new relations, which connect form factors to amplitudes, will be useful to study double copy of \( F_{\text{tr}(\phi^2)} \) with more than two scalars and even \( F_{\text{tr}(F^2)} \).

The existence of CHY formulae for form factors is also very suggestive, and we expect to find more simplifications, along the line of \((4.4)\) and \((4.9)\), as well hidden structures in such formulae. It would be interesting to see if they can be derived from certain correlators in ambitwistor or conventional string theories \([53, 54]\). Besides, it would be interesting to understand the aforementioned form-factor double copy from the viewpoint of the CHY formalism, which should be particularly suitable for studying such double-copy relations.

Last but not least, given the success at tree level, it is natural to ask if similar relations can be found for form factors at loop level, e.g. if loop integrands of \( F_{\text{tr}(F^2)} \) can be expanded into those of \( F_{\text{tr}(\phi^2)} \), and even related to integrands for amplitudes. Such explorations may allow us to extend even more fascinating structures found for multi-loop amplitudes into form factors.
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A Details in the proof of \( \text{tr}(F^2) \) form factor decomposition

In this appendix, we complete the details in the proof of the \( \text{tr}(F^2) \) decomposition, especially regarding the factorization in \((2.29)\).

From unitarity, the residue in \((2.29)\) is nothing but a lower point Yang-Mills form factor and a Yang-Mills amplitudes

\[
\text{Res}[F_{n}(F^2)]_{s_1, \ldots , m=0} = A^\text{YM}(1, \ldots , m, I^+(\epsilon)) \circ F_{n-m}(I^-(\epsilon), m+1, \ldots , n).
\] (A.1)
Based on this factorization form, we explain why \((2.28)\), that is “closed-trace” factorizing into “open-trace×closed-trace”, is correct. We re-write \((2.28)\) here

$$D_{(i_1, \ldots, i_r)} \simeq \tilde{D}_{(i_1, \ldots, i_r, I^+(\epsilon))} \circ D_{(I^-(\epsilon), i_{r+1}, \ldots, i_r)} \tag{A.2}$$

where the \(\circ\) implies a summation over helicity and the \(\simeq\) symbol means that the two sides of \((A.2)\) are equal on support of the factorization \((A.1)\).

On the r.h.s. of \((A.1)\), we encounter the following form in general

$$\epsilon_\mu(I^+ \epsilon)(\sum_{\alpha} f_\alpha(\{p_i\}) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\})) \epsilon_\nu(I^- \epsilon)(\sum_{\beta} f_\beta(\{p_j\}) M^\nu_\beta(\{\epsilon_j\}; \{p_j\})) \tag{A.3}$$

where \(i \in \{1, \ldots, m\}, \, j \in \{m+1, \ldots, n\}, \, f\) are rational functions of Mandelstum variables and \(M\) are monomials as functions linearly depending on all the polarizations in its argument. It is straightforward to check the following relation holds

$$f_\alpha(\{p_i\}) = \epsilon_\mu(I^+ \epsilon)(\sum_{\alpha} f_\alpha(\{p_i\}) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\})) \bigg|_{\epsilon_\mu(I^+ \epsilon) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\})}, \tag{A.4}$$

where \(|_T\) means extracting the T coefficients. This process is equivalent to taking derivatives with respect to \(\epsilon_\mu(I^+ \epsilon) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\})\). Similarly, we have a derivative to get \(f_\beta(\{p_j\})\), and we can get

$$f_\alpha(\{p_i\}) f_\beta(\{p_j\}) = \epsilon_\mu(I^+ \epsilon)(\sum_{\alpha} f_\alpha(\{p_i\}) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\})) \bigg|_{\epsilon_\mu(I^+ \epsilon) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\})} \times \epsilon_\nu(I^- \epsilon)(\sum_{\beta} f_\beta(\{p_j\}) M^\nu_\beta(\{\epsilon_j\}; \{p_j\})) \bigg|_{\epsilon_\nu(I^- \epsilon) M^\nu_\beta(\{\epsilon_j\}; \{p_j\})}. \tag{A.5}$$

Then the important thing to notice is that after the polarization sum, we can also extract the \(f_\alpha(\{p_i\}) f_\beta(\{p_j\})\) piece by

$$f_\alpha(\{p_i\}) f_\beta(\{p_j\}) = \left(\sum_{\alpha, \beta} f_\alpha(\{p_i\}) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\}) f_\beta(\{p_j\}) M^\nu_\beta(\{\epsilon_j\}; \{p_j\})\right) \bigg|_{M^\mu_\alpha(\{\epsilon_i\}; \{p_i\}) M^\nu_\beta(\{\epsilon_j\}; \{p_j\})}. \tag{A.6}$$

Once again, \(|\) represents extracting coefficients equivalent to taking derivatives. Comparing \((A.5)\) and \((A.6)\) we have

$$D[M^\mu_\alpha(\{\epsilon_i\}; \{p_i\}) M^\nu_\beta(\{\epsilon_j\}; \{p_j\})] \simeq D[\epsilon_\mu(I^+ \epsilon) M^\mu_\alpha(\{\epsilon_i\}; \{p_i\})] \circ D[\epsilon_\nu(I^- \epsilon) M^\nu_\beta(\{\epsilon_j\}; \{p_j\})]. \tag{A.7}$$

where \(D\) is a general notation for derivatives and we mention again that \(\simeq\) means equal on the support of factorization. As a result, an expression like \((A.2)\) seems to be true.

To prove \((A.2)\), we just need to be particularly careful about the “boundaries” of the derivatives, which are highlighted in red. From \((A.7)\), we get

$$D_{(i_1, \ldots, i_r)} = \partial_{(\epsilon_{i_1}, p_{i_1})} \cdots \partial_{(\epsilon_{i_r}, p_{i_r})} \simeq \partial_{(\epsilon_{i_1}, p_{i_1})} \cdots \partial_{(\epsilon_{i_r}, p_{i_r}, \epsilon_{r+1})} \circ \partial_{(\epsilon_{i_r}, p_{i_r+1})} \cdots \partial_{(\epsilon_{i_r}, p_{i_1})}. \tag{A.8}$$
To reproduce (A.2), however, the last term should be \( \partial(\epsilon_{i_{-}p_{i_{+}+1}}) \cdots \partial(\epsilon_{i_{r}p_{1}}) \) rather than \( \partial(\epsilon_{i_{-}p_{i_{+}+1}}) \cdots \partial(\epsilon_{i_{r}p_{1}}) \). Fortunately, these two derivatives are equivalent when acting on the second block \( F_{n-m+1}^{tr(\phi^2)} \) in (A.1). The reason is that by momentum conservation \( p_{1-} = \sum_{i=1}^{m} p_{i} \) and \( p_{1-} \) is the only way that \( p_{1} \) can appear in the second block, so

\[
\partial(\epsilon_{i_{1}}p_{1}) F_{n-m+1}^{tr(\phi^2)}(I^{-}(\bar{\epsilon}), m+1, \ldots, n) = \partial(\epsilon_{i_{1}}p_{1}) F_{n-m+1}^{tr(\phi^2)}(I^{-}(\bar{\epsilon}), m+1, \ldots, n),
\]

(A.9)

and (A.2) is proved.

**B Consistency of the tr(\phi^2) form factor expansion**

We show the process introduced in section 3 of expanding \( F_{n}^{tr(\phi^2)}(\alpha(i_{1}, i_{2}, \ldots, i_{r})|i_{1}, i_{2}, G_{i_2}, \ldots, i_{r}, G_{I_r}) \) on YMS amplitudes is indeed consistent. In the main text, we have already addressed the case with the simplest scalar skeleton that is \( \alpha(i_{1}, i_{2}, \ldots, i_{r}) = (i_{1}, i_{2}, \ldots, i_{r}) \).

In this appendix we focus on some details with more general scalar skeleton. As in section 3, we will first discuss the pure scalar cases \( F_{r}^{tr(\phi^2)}(\alpha|\beta) \) whose expansion is given in section 3.1. In B.1 and B.2, we clarify that the expansion process of the \( \alpha \neq \beta \) case is free of some choices which seem to be artificial. On support of the equivalence among those choices, in B.3 we show that the expansion agrees with the requirement of unitarity. Furthermore, in B.4 we argue that our rule of inserting gluons into general scalar skeletons in section 3.2 produces result with correct factorizations behaviour.

**B.1 Equivalence (I)**

We begin with two basic observations regarding the cyclicity and reflection property of our algorithm for the \( \alpha \neq \beta \) case, parallel to the argument for the \( \alpha = \beta \) case.

Based our reduction algorithm, one only needs to worry about the cyclicity in the Step (4) of the algorithm. Before going on, we introduce an “arrow” notation: we represent particle \( q \) in the first ordered set by a down black arrow, while two down blue arrows in the second ordered set imply a summation with \( q \) allowed to be inserted between these arrows(including the boundaries), e.g.

\[
A((8, 1, 2), \downarrow, (6, 7), (3, 4, 5)|(3, 4, 5), \downarrow, (6, 7), \downarrow, (8, 1, 2))
\]

:= \( A((8, 1, 2), q, (6, 7), (3, 4, 5)|(3, 4, 5), (6, 7) \sqcup q, (8, 1, 2)) \)

and we also have

\[
A((8, 1, 2), \downarrow, (6, 7), (3, 4, 5)|(3, 4, 5), (6, 7), \downarrow, (8, 1, 2))
\]

:= \( A((8, 1, 2), q, (6, 7), (3, 4, 5)|(3, 4, 5), (6, q, 7), (8, 1, 2)) \)

+ \( A((8, 1, 2), q, (6, 7), (3, 4, 5)|(3, 4, 5), (6, 7), q, (8, 1, 2)) \)

if there is no boundary term \( A((8, 1, 2), q, (6, 7), (3, 4, 5)|(3, 4, 5), q, (6, 7), (8, 1, 2)) \) on the r.h.s.

We denote the contribution from the Step (4) in section 3.1.3 by \( F_{t}^{tr(\phi^2)}(I_{1}, \ldots, I_{l}| I'_{1}, \ldots, I'_{l}) \), which is an effective \( t \)-point form factor. It is important to note that this effective
form factor is proportional to \( \prod_{i=1}^{t} s_{I_i}^{-1} \), which can be easily proved by considering the residue of \( s_{I_a} \) where \( I_i \) is non-empty proper subset of \( I_i \) for \( i = 1, 2, \ldots, t \). On the support of this fact, we prove that its expansion is equivalent to that of \( \tilde{F}_{tr}^{\phi^2}(I_2, \ldots, I_1|I_2', \ldots, I_1') \).

The difference between these two contributions is

\[
- A(I_1, \downarrow, I_2, \ldots, I_t|I_1', \downarrow, I_2', \ldots, \downarrow, I_t') \\
+ \sum_{a=2}^{t-1} A(I_2, \ldots, I_{a-1}, I_a, I_1|I_2', \ldots, I_a', \downarrow, I_1') + A(I_1, I_2, \ldots, I_t, \downarrow |I_1', I_2', \ldots, I_t', \downarrow),
\]

which can be shown to vanish by analysing the involved Feynman diagrams as follows.

From the discussions in section 3, we know that \( I_1, \ldots, I_t \) are subgroups so that every Feynman diagram in \( \tilde{F}_{tr}^{\phi^2}(I_1, \ldots, I_t|I_1', \ldots, I_t') \), containing the \( s_{I_1} \cdots s_{I_t} \) propagators, looks like

\[
\text{(B.2)}
\]

Now we would like to argue that the contributions in the first line in (B.1) involve only a special type of Feynman diagram after performing the summation

\[
A(I_1, \downarrow, I_2, \ldots, I_t|I_1', \downarrow, I_2', \ldots, \downarrow, I_t') = \text{(B.3)}
\]

For any given Feynman diagram looking like (B.2), we will show that they can not appear in the sum \( A(I_1, \downarrow, I_2, \ldots, I_t|I_1', \downarrow, I_2', \ldots, \downarrow, I_t') \), unless it takes the form of the r.h.s. of (B.3). This is because the same diagram appear in two double ordered amplitudes with an opposite sign as

\[
A(I_1, \downarrow, I_2, \ldots, I_t|I_1', \downarrow, I_2', \ldots, I_t') = \cdots + I_3 I_2 I_1 I_m^{m+1} I_1 \cdots + \cdots \text{(B.4)}
\]

As a result, when considering (B.3), the summation over all the double ordered amplitudes gives only the special type of diagram therein which can not be cancelled. Direct calculations of many examples also corroborates (B.3). Similarly, the second row in (B.1) gives the same diagrams so that (B.1) is actually zero.
Another point we would like to make is the reflection property in Step (2) and (3). Using the same example in the Step (3), the reflection property means that the following identity holds

$$A(..., I_1, I_2, I_3, ... | ...) = A(..., I_1, I_2, I_3, ... | ... , I_1, I_2, I_3, ... , I_1, I_2, I_3, ... )$$

where we intentionally use the overline/underline to specify the first/last elements in the sub-ordering. It is suffice to show that

$$A(..., I_1, I_2, I_3, ... | ...) = A(..., I_1, I_2, I_3, ... | ... , I_1, I_2, I_3, ... )$$

Similar to the above discussion on cyclicity, we know that on both sides we have poles $s_{I_2} s_{q I_2}$ so that the Feynman diagrams on both sides can only be $I_2$, which is why (B.6) is valid.

### B.2 Equivalence (II)

In the 8-point example in section 3.1, we already give two different approaches of reduction shown in figure 4 and figure 5. From the explicit results, we see that those two are equivalent, and we will prove a similar conclusion in general in this section. When considering the mutual partial triangulation diagram, our algorithm in section 3.1 is basically cutting out blocks separated by diagonals from the polygon successively. Now we show that different orderings of these cutting out operations give the same result in the end.

Let us take any diagonal line in the polygon and define the two blocks on either sides of the line as $P_L$ and $P_R$. There are several possibilities for the “final” contribution, which is the Step (4) of our algorithm, as illustrated in figure 7, where the last polygon with no diagonal is painted orange:

- **Case (a)** We can put the final block in any of the $I_m$ with $m = 1, \ldots, s$, so that the ordering of cutting out $P_L$ and $P_R$ must be first $P_R$ then $P_L$. 

![Figure 7. An illustrative figure for showing the equivalence between different cutting out processes. The position of the “final block” is indicated by orange.](image-url)
• **Case (b)** Likewise, we can put the final block in $J_m$ with $m = 1, \ldots, t$, so that the ordering of cutting out $P_L$ and $P_R$ must be first $P_L$ then $P_R$.

• **Case (c)** $P_L$ is the final block.

• **Case (d)** $P_R$ is the final block.

In the former two cases, where neither $P_L$ nor $P_R$ is the final block, changing the final block, for example from a polygon within $I_1$ to one within $I_2$ does not change the contribution from cutting out $P_L$ and $P_R$ so that we put the discussion of these two cases aside. Thus, it is suffice to show that the Cases (c) and (d) are equivalent. To do that, one just explicitly writes down the contributions from $P_L$ and $P_R$ in Cases (c) and (d).

Case (c):

\[
\sum_{a=s}^{2} A(I_1, \ldots, I_{a-1}, \downarrow, I_a, \ldots, I_s, J_1, \ldots, J_t|I'_1, \downarrow, \ldots, I'_{a-1}, \downarrow, I'_a, \ldots, I'_s, (J'_1, \ldots, J'_t)^{-1})
\]
\[
-\sum_{b=2}^{t-1} A(I_s, J_1, \ldots, J_b, \downarrow, J_b, \ldots, J_t, I_s|I'_s, (J'_1, \ldots, J'_b \downarrow, \ldots, J'_t)^{-1}, I'_1, \ldots, )
\]

and Case (d):

\[
A(I_1, \ldots, I_s, \downarrow, J_1, \ldots, J_t|I'_1, \downarrow, \ldots, I'_{s}, \downarrow, (J'_1, \ldots, J'_t)^{-1})
\]
\[
+\sum_{a=s}^{2} A(I_1, \ldots, I_{a-1}, \downarrow, I_a, \ldots, I_s, J_1, \ldots, J_t|I'_1, \downarrow, \ldots, I'_{a-1}, \downarrow, I'_a, \ldots, I'_s, (J'_1, \ldots, J'_t)^{-1})
\]
\[
-\sum_{b=2}^{t-1} A(I_s, J_1, \ldots, J_b-1, \downarrow, J_b, \ldots, J_t, I_s|I'_s, (J'_1, \ldots, J'_b \downarrow, \ldots, J'_t)^{-1}, I'_1, \ldots, ).
\]

Comparing these two equations, it is easy to find out that the difference is

\[
(d) - (c) = A(I_1, \ldots, I_s, \downarrow, J_1, \ldots, J_t|I'_1, \downarrow, \ldots, I'_{s}, \downarrow, (J'_1, \ldots, J'_t)^{-1})
\]
\[
+ A(I_s, \downarrow, J_1, \ldots, J_t, I_s|I'_s, (J'_1, \ldots, J'_t)^{-1}, I'_1, \ldots, ),
\]

and via KK-relation, one gets

\[
(d) - (c) = - A(I_1, \ldots, I_s, \downarrow, J_1, \ldots, J_t|I'_1, \ldots, I'_s, (J'_1, \ldots, J'_t)^{-1})
\]
\[
- A(I_1, \ldots, I_s, \downarrow, J_1, \ldots, J_t|I'_1, \ldots, I'_s, (J'_1, \ldots, J'_t)^{-1}),
\]

which is zero because it is impossible to draw a mutual partial triangulation for both these two sets of $\phi^3$ amplitudes. Also, we have run a large number of tests that such a statement is correct. In conclusion, the Cases (c) and (d) give equivalent contributions so that one can use the conclusion inductively and prove that any ordering of applying our algorithm leads to the same result.
it is easy to generalize to other cases. As a result, the r.h.s. of (B.12) now becomes
\begin{equation}
\tilde{F}_{n-|I_3|+1}^{\text{tr} (\phi^2)} (\kappa, [I_1], [I_2], [I_3], [I_4]) | \kappa', [I_1'], [I_2'], [I_3'], [I_4'] \rangle + \sum A_{r+1} (\rho, I_3| \rho', I_3').
\end{equation}

**B.3 Unitarity and factorizations**

Now we move on to prove the expansion for general pure scalar cases by showing that the expansion has the correct factorization behaviour.

To begin with, we first introduce an efficient way to recognize all of the possible factorization channels for the form factor $F_r^{\text{tr} (\phi^2)} (\alpha|\beta)$ from the mutual partial triangulation related to $(\alpha|\beta)$. The factorization channels are simply represented by one existing diagonal of the polygon or any possible diagonal allowed to be added. Note that each one of such a diagonal line represents two “complementary” factorization channels $s_I$ and $s_I$ with $I \cup \bar{I} = \{1, 2, \ldots, r\}$. For example, the possible factorization channels of $F_6^{\text{tr} (\phi^2)} (1, 2, 3, 6, 5, 4|1, 2, 3, 4, 5, 6)$ given by figure 8 are $s_{1,2,3}, s_{4,5,6}, s_{1,2}, s_{3,4,5,6}, s_{2,3}, s_{1,4,5,6}, s_{4,5}, s_{1,2,3,6}, s_{5,6}, s_{1,2,3,4}$.

With this knowledge, as well as the equivalence proved in B.1 and B.2, we would like to show that our expansion has the correct factorization behavior: consider a mutual partial triangulation in figure 9(a) and the factorization channel $s_R \to 0$ represented by the red line therein. The edges left(right) to the red line in figure 9(a) are denoted by $L(R)$ and their permutation according to $\beta$ ordering are $L'(R')$. The double ordered form factor $F_r^{\text{tr} (\phi^2)} (L, R|L', R')$ factorizes as
\begin{equation}
\text{Res}[F_r^{\text{tr} (\phi^2)} (L, R|L', R')]_{s_R=0} = F_r^{\text{tr} (\phi^2)} (I^L, L|I^L, L') A(R, I^R|R', I^R),
\end{equation}

where the interchanging particle is $I^L, I^R$.

Meanwhile, we choose a construction path cutting out the edges on the right side of the red line first, and get the following sketch expansion as an intermediate step
\begin{equation}
F_r^{\text{tr} (\phi^2)} (L, R|L', R') = \tilde{F}_r^{\text{tr} (\phi^2)} + \sum A_{r+1},
\end{equation}
in which the mutual partial triangulation of $\tilde{F}_r^{\text{tr} (\phi^2)}$ always “contains” figure 9(b) as a sub-diagram. Concretely, we can specify the mutual partial triangulation of $\tilde{F}_r^{\text{tr} (\phi^2)}$ as figure 9(c) where for simplicity we have assumed (c) is obtained from (a) via a single reduction and it is easy to generalize to other cases. As a result, the r.h.s. of (B.12) now becomes
\begin{equation}
\tilde{F}_{n-|I_3|+1}^{\text{tr} (\phi^2)} (\kappa, [I_1], [I_2], [I_3], [I_4]) | \kappa', [I_1'], [I_2'], [I_3'], [I_4'] \rangle + \sum A_{r+1} (\rho, I_3| \rho', I_3').
\end{equation}
its scalar skeleton expansion is done. In fact, the consistency check of factorizations in this

As we have illustrated, the expansion for form factors with gluons is trivially given once

where \( \kappa \) represents the particles aside from those in \( I_1, I_2, I_3, I_4 \) in the corresponding ordering and similar for \( \kappa' \) and \( \rho, \rho' \). We use the square brackets to emphasize the particles inside should not be regarded as a subgroup \( I_i \), say \( \tilde{F}_{n-|I_3|+1}^{\text{tr}(\phi^3)} \) is not necessarily proportional to \( s_{I_i} \) for \( i = 1, 2, 4 \). Note that the \( \sum A_{r+1} \) does not contribute to the factorization channel \( s_R \to 0 \), since they are bi-adjoint amplitudes with \( q \) inserted inside \( I_3 \).

Next, we use the following fact

\[
\tilde{F}_{n-|I_3|+1}^{\text{tr}(\phi^3)}(\kappa, [I_1, I_2], I_3, [I_4]|\kappa', [I'_1, I'_2], I'_3, [I'_4]) = \tilde{A}([I_3], I^+|[I'_3], I^+) \frac{1}{s_{I_3}} F_{n-|I_3|+1}^{\text{tr}(\phi^3)}(\kappa, [I_1, I_2], I^-, [I_4]|\kappa', [I'_1, I'_2], I^-, [I'_4]),
\]

(B.14)

and take the residue of (B.13) on the \( s_{R} = 0 \) pole, getting

\[
\text{Res}[\tilde{F}_{\text{B.13}}]_{s_{R}=0} = \tilde{A}([I_3], I^+|[I'_3], I^+) \frac{1}{s_{I_3}} F_{|L|+1}^{\text{tr}(\phi^3)}(I^L, L|I^L, L') A(\tilde{R}, I^R|\tilde{R}', I^R),
\]

(B.15)

where \( \tilde{R} \) represent edges right to the red line but \( I_3 \) is regarded as a single particle and similar for \( \tilde{R}' \). Importantly, the \( \phi^3 \) amplitudes appear above satisfy

\[ A([I_3], I^+|[I'_3], I^+) \frac{1}{s_{I_3}} \tilde{A}(\tilde{R}, I^R|\tilde{R}', I^R) = A(R, I^R|R', I^R). \]

(B.16)

At the end of the day, we obtain

\[
\text{Res}[\tilde{F}_{\text{B.13}}]_{s_{R}=0} = F_{|L|+1}^{\text{tr}(\phi^3)}(I^L, L|I^L, L') A(R, I^R|R', I^R),
\]

(B.17)

which is exactly \( \text{Res}[F_r^{\text{tr}(\phi^2)}(L, R|L', R')]_{s_{R}=0} \) in (B.11). This completes our proof.

B.4 Factorizations for \( \text{tr}(\phi^2) \) form factor with gluons

As we have illustrated, the expansion for form factors with gluons is trivially given once its scalar skeleton expansion is done. In fact, the consistency check of factorizations in this
case is a simple generalization of the pure scalar case. Now we generalize the procedure for producing all possible factorization channels with scalar propagator (gluon propagator cases are trivial).

For the form factor \( F_{\text{tr}}(\phi^2) \), we draw the mutual partial triangulation for its scalar skeleton \((i_1, i_2, \ldots, i_r)\) with edges labeled by \(i_1, i_2, \ldots, i_r\). Importantly, the vertex between edges \(i_a, i_{a+1}\) is now labeled by \(G_{i_a}\), i.e. the gluons inserting between these scalars. Then, similar to the pure scalar case, the diagonal of the polygon and any possible diagonal allowed to be added represents possible factorization channels. The difference is that now such a diagonal stands not only for two channels but more, e.g. the diagonal that connecting vertex \(G_{i_c}\) and \(G_{i_d}\) is now representing channels (or their complementary channels) \(s_{i_c, i_{c+1}, i_{d+1}, \ldots, i_d, \sigma_{i_d}} \to 0\) with \(G_{i_c}, G_{i_d}\) to be ordered subsets of \(G_{i_c}, G_{i_d}\) adjacent to \(i_{c+1}, i_d\) respectively. An explicit example for \( F_{\text{tr}}(\phi^2) \) is given in figure 10.

With the above description of the possible factorization channel, the unitarity analysis can be easily generalized from the pure scalar discussions.

\[ A_n = \int d\mu_n \mathcal{I}_L(\{p, \epsilon, \sigma\}) \mathcal{I}_R(\{p, \bar{\epsilon}, \sigma\}), \]

where \(\sigma_a\) is the puncture location for \(a\)th particle and the mesure is defined to be:

\[ d\mu_n := \sigma_{ij} \sigma_{jk} \sigma_{ki} \prod_{a \neq i,j,k} \delta(E_a) \frac{d^n\sigma}{\text{vol SL}(2, \mathbb{C})} \]

\[ = (\sigma_{ij} \sigma_{jk} \sigma_{ki}) (\sigma_{rt} \sigma_{ts} \sigma_{sr}) \prod_{a \neq i,j,k} \delta(E_a) \prod_{b \neq r,t,s} d\sigma_b, \]
here we fix three punctures $\sigma_r, \sigma_t, \sigma_s$ by the $\text{SL}(2, \mathbb{C})$ invariance. We also define $\sigma_{ab} := \sigma_a - \sigma_b$ and the scattering equations are given by

$$E_a = \sum_{b \neq a} \frac{p_a \cdot p_b}{\sigma_{ab}}. \quad (C.3)$$

For our purpose, we now introduce CHY integrand for YMS amplitudes [11]. The first building block is the Parke-Taylor factor:

$$\text{PT}(\alpha) = \frac{1}{\sigma_{\alpha_1 \alpha_2} \sigma_{\alpha_2 \alpha_3} \ldots \sigma_{\alpha_{r-1} \alpha_r} \sigma_{\alpha_r \alpha_1}}, \quad (C.4)$$

where $|\alpha| = r$. For another ingredient, we first introduce the $2n \times 2n$ matrix $\Psi$:

$$\Psi = \begin{pmatrix} A & -C^T \\ C & B \end{pmatrix}, \quad (C.5)$$

with the $n \times n$ matrices $A, B, C$ defined by

$$A_{ab} = \begin{cases} \frac{p_a \cdot p_b}{\sigma_{ab}} & a \neq b \\ 0 & a = b \end{cases}, \quad B_{ab} = \begin{cases} \frac{\epsilon_a \cdot p_b}{\sigma_{ab}} & a \neq b \\ 0 & a = b \end{cases}, \quad C_{ab} = \begin{cases} \frac{\epsilon_a \cdot \epsilon_b}{\sigma_{ab}} & a \neq b \\ -\sum_{c \neq a} \frac{\epsilon_c \cdot p_a}{\sigma_{ac}} & a = b \end{cases} \quad (C.6)$$

for $1 \leq a, b, c \leq n$. Precisely, we need the submatrix

$$\Psi(G) = \begin{pmatrix} A_G & -(C_G)^T \\ C_G & B_G \end{pmatrix}, \quad (C.7)$$

where $G = \{g_1, g_2, \ldots, g_m\}$ represents the set of gluons. The matrices $A_G, B_G, C_G$ are submatrices of $A, B, C$ whose row and column indices take value only in $G$. The YMS amplitudes under the CHY formula is then given by:

$$A(\alpha|1, 2, \ldots, n) = (-1)^{m(m+1)/2+m} \int d\mu_n \text{PT}(1, 2, \ldots, n) \text{PT}(\alpha) \text{ Pf } \Psi(G), \quad (C.8)$$

where $\alpha$ is the complementary set of $G$ under a given order, for $m = 0$ the expression computes amplitudes for bi-adjoint $\phi^3$ theory. Here we use the sign convention according to [18]. For notation convenience, we absorb the sign by defining

$$\text{ Pf } \Psi_m := (-1)^{m(m+1)/2+m} \text{ Pf } \Psi(G). \quad (C.9)$$
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