Optimal lattice configurations for interacting spatially extended particles
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Abstract
We investigate lattice energies for radially symmetric, spatially extended particles interacting via a radial potential and arranged on the sites of a two-dimensional Bravais lattice. We show the global minimality of the triangular lattice among Bravais lattices of fixed density in two cases: In the first case, the distribution of mass is sufficiently concentrated around the lattice points, and the mass concentration depends on the density we have fixed. In the second case, both interacting potential and density of the distribution of mass are described by completely monotone functions in which case the optimality holds at any fixed density.
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1
1 Introduction and main results

One key objective in crystallization theory is to understand the optimal arrangement of particles, interacting with some nonlocal interaction potential. In particular, it has been shown that the triangular lattice is optimal among Bravais lattices for a large class of interaction potentials if one assumes that the particles are located on the lattice sites [35, 37, 2, 40, 16, 11, 6]. The idea of this paper is to generalize these results by considering the optimal arrangement for particles which are not necessarily concentrated on a single point, but may be spatially extended. We note that the question for optimal arrangement of diffuse particles appears naturally in various systems in condensed matter theory [29] and quantum physics, including e.g. Thomas-Fermi model [12] (where the electron density plays the role of the diffuse particle), diblock copolymer systems in the low volume fraction limit [38] and magnetized disks interactions [27]. For related mathematical analysis for these systems, we refer to e.g. [11, 17, 18, 30]. We also note that systems with localizing and delocalizing interactions, although in a dynamic setting, are also relevant in biological models related to swarming and flocking, see e.g. [4, 46, 3, 14] and the references therein. We show that for particles with radially symmetric mass distribution, the triangular lattice is still optimal if the mass of each particle is either sufficiently concentrated near its center, or if the mass distribution is described by a completely monotone function.

We consider a collection of identical particles with center located on the sites of a two-dimensional Bravais lattice $L \subset \mathbb{R}^2$. The mass distribution of the particle at the lattice site $x \in L$ is given by $\mu(\cdot - x)$ for some given probability measure $\mu \in \mathcal{P}(\mathbb{R}^2)$. Summing the interaction energy between different particles over all the lattice sites, we arrive at the total energy per particle of the lattice:

**Definition 1 (Lattice Energy).** For any Bravais lattice $L \subset \mathbb{R}^2$ and $\mu \in \mathcal{P}(\mathbb{R}^2)$, we define the interaction energy $\mathcal{E}_{f, \mu}[L]$ by

$$\mathcal{E}_{f, \mu}[L] := \sum_{x \in L} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} f(u - x - v) d\mu(u) d\mu(v) \in [0, \infty].$$

The interaction potential $f : \mathbb{R}^2 \to \mathbb{R}$ is assumed to be in the class $\mathcal{F}$, defined as the set of functions $f : \mathbb{R}^2 \to \mathbb{R}$ such that there exists $C > 0$ and $\eta > 0$ such that $|f(x)| + |\hat{f}(x)| \leq \frac{C}{(1 + |x|^2)^{\eta}}$ for any $x \in \mathbb{R}^2$ and such that for some nonnegative Radon measure $\mu_f$, we have

$$f(x) = \int_0^\infty e^{-|x|^2 t} d\mu_f(t) \quad \text{for any } x \in \mathbb{R}^2. \quad (1.1)$$

Here and in the sequel, we use the notation $\sum_{x \in L} := \sum_{x \in L \setminus \{0\}}$. The Fourier transform $\hat{f}$ is defined in (1.6). We also note that the condition (1.1) is equivalent
to the fact that $F : (0, \infty) \to \mathbb{R}$, given by $F(|x|^2) := f(x)$ is completely monotone, i.e. $(-1)^k \partial^k F(r) \geq 0$ for all $k \in \mathbb{N}$ and $r > 0$. In particular, standard potentials such as the Gaussian potential $g_\alpha(x) := e^{-\alpha|x|^2}$, $\alpha > 0$ and $f_a(x) = (a + |x|^2)^{-s}$, $a > 0$, $s > 1$, are included into the class of considered potentials (see also [6, Sec. 2.3] and [34]). We note that the energy can be in general infinite since the measure is not assumed to be absolutely continuous.

In previous contributions, most results have been concerned with the case when the particles are located on a single point, i.e. when $\mu$ is given by a Dirac distribution. In this case, the optimality of the triangular lattice

$$\Lambda := \sqrt{\frac{2}{3}} \left[ \mathbb{Z}(1,0) \oplus \mathbb{Z} \left( \frac{1}{3}, \frac{\sqrt{3}}{3} \right) \right],$$

among the class of Bravais lattices with prescribed density has been established for various interaction potentials, including the class $\mathcal{F}$. One key result is the seminal paper by Montgomery [35] where the optimality of the triangular lattice is shown for a class of Gaussian interaction potentials in which case the lattice energy is described by the lattice theta function $\theta_L$ given by (2.4). Furthermore, the proof of the minimality of the triangular lattice for a class of Riesz potentials has been established in a series of papers from number theorists [39, 15, 25, 24] in their analysis of the Epstein zeta function. Montgomery result for the lattice theta function was used in order to prove the optimality of a triangular lattice in several physical systems such as Ginzburg-Landau vortices or Bose-Einstein Condensates in the periodic case [37, 2, 36, 40, 10]. In [11, 6, 5, 9, 7], the first author has studied this minimization problem among Bravais lattices for more general potentials $f$. As explained in [13, Sect. 2.5], the minimization of energies per point among Bravais lattices is related to the crystallization conjecture, once the crystallization – i.e. the periodicity of the ground state for this system of interacting (extended) particles – is assumed. Furthermore, even though this conjecture has not been proved so far, some interesting advances have been achieved in the last decade for general configurations of particles in dimension $d \in \{2, 3\}$ (we refer e.g. to [45, 26, 43, 44, 32, 33, 31]).

In our first result, we consider particles which are described by radially symmetric mass distributions $\mu \in \mathcal{P}(\mathbb{R}^2)$. Moreover, we define in Section 2.1 a metric on the space of Bravais lattices with unit density. The open ball of radius $R$ and centred at $L$ is then denoted by $B_R(L)$. We show that the triangular lattice is energetically optimal if the particles are sufficiently concentrated:

**Theorem 2 (Radially symmetric mass distribution).** Let $f \in \mathcal{F}$, $\mu \in \mathcal{P}(\mathbb{R}^2)$ be rotationally symmetric with respect to the origin and $\mu_\epsilon$ for any measurable set $F \subset \mathbb{R}^2$ be given by

$$\mu_\epsilon(F) := \mu(\epsilon F).$$
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Furthermore, suppose that $\mathcal{E}_{f,\mu}[L] < \infty$ for any $L \in B_c(\Lambda)$, for some $c > 0$, and for all sufficiently small $\epsilon$, where the triangular lattice $\Lambda$ is defined by (1.2). Then there exists $\epsilon_0 = \epsilon_0(f,\mu)$ such that for any $0 \leq \epsilon < \epsilon_0$, $\Lambda$ is the unique minimizer, up to rotation, of $\mathcal{E}_{f,\mu_\epsilon}$ among all Bravais lattices of unit density.

Our next result shows that if the mass distribution of each particle can be expressed by a completely monotone function in terms of the square root of the radius, then the triangular lattice is again the global minimizer:

**Theorem 3** (Completely monotone mass distribution). Let $f \in \mathcal{F}$ and suppose that $\mu \in \mathcal{P}(\mathbb{R}^2)$ satisfies $d\mu(x) = \rho(x)dx$ for some $\rho : \mathbb{R}^2 \to \mathbb{R}$ satisfying

$$\rho(x) = \int_0^\infty e^{-|x|^2t}d\mu_\rho(t) \quad \text{for any } x \in \mathbb{R}^2,$$

(1.4)

for some nonnegative Radon measure $\mu_\rho$. Then the triangular lattice $\Lambda$ is the unique minimizer, up to rotation, of $\mathcal{E}_{f,\mu}$ among all Bravais lattices of unit density.

The argument for Theorem 2 is based on a perturbation argument and the local optimality of the triangular lattice for $\epsilon$ sufficiently small. The proof of Theorem 2 is given in Section 2.2. The proof of Theorem 3, given in Section 2.3, is a generalization of the arguments used in the proof of the optimality of the triangular lattice for point masses. In particular, the argument is based on the fact that the triangular lattice is self-dual and that the class of completely monotone functions is stable with respect to multiplication. Some of the tools in [11, 6, 5] will be used in order to prove our results as well as computations from [41, 23].

We note that if $\mu$ satisfies the condition of Theorem 3, then for any $\epsilon > 0$, the density $\mu_\epsilon$ defined by (1.3) also satisfies these conditions. In this sense, the result of Theorem 3 is independent of the concentration of the particles, while this is not the case for Theorem 2.

The paper is concerned with the case of absolutely summable interaction potentials in two dimensions. However, we believe that these results can be generalized. In particular, the results should still hold true for non-integrable interaction potentials such as the Riesz potentials $f(x) = |x|^{-s}$ for any $s > 0$ if a cut-off argument near the origin is applied and the Ewald summation method is used to obtain summability for large $x$ in the non-summable case (see for instance [28, Section IV]). Moreover, as explained in Remark 13, all our results related to local minimality could be written in dimensions 4, 8 and 24 where the densest packing is self-dual, and is expected to be the unique minimizer of the theta function for any $\alpha > 0$. In these dimensions, only local minimality results have been proved [41, 23], but some recent results [47, 21] have opened the door for a proof of this universality in dimension 8 and 24, and then to a generalization of our result in
those dimensions (see also Remark 13). Another interesting question would be to consider the Lennard-Jones-type potentials of the form $f(x) = a_1|x|^{-p} - a_2|x|^{-q}$, $p > q$, which is widely used in molecular simulation (see [6, Section 6.3] for some examples). In this situations, the generalization of our results should hold under the additional assumption that the density of the lattice is sufficiently high (see [11, 6] for the optimality of the triangular lattice in the point mass case for Lennard-Jones-type potentials). Another interesting extension would be to allow for signed measures or to consider lattice configurations with alternating charges as in [8].

**Notation.** We recall (see e.g. [39, 35, 5]) that a two-dimensional Bravais lattice $L \subset \mathbb{R}^2$ is a set of the form $L = \mathbb{Z}u_1 \oplus \mathbb{Z}u_2$ for two linearly independent vectors $u_1, u_2 \in \mathbb{R}^2$. The dual lattice $L^*$ is given by $L^* = \{ p \in \mathbb{R}^2 : p \cdot x \in \mathbb{Z} \text{ for all } x \in L \}$. Up to isometry, any Bravais lattice $L \subset \mathbb{R}^2$ of unit density can be written as

$$L := \overline{L}(x,y) := \mathbb{Z} \left( \frac{1}{\sqrt{y}}, 0 \right) \oplus \mathbb{Z} \left( \frac{x}{\sqrt{y}}, \sqrt{y} \right)$$

with $(x,y) \in D$, (1.5)

where $(x,y) \in D$ are uniquely determined in the fundamental domain $D$ with

$$D := \{ (x,y) \in [0, \frac{1}{2}] \times (0, \infty) : x^2 + y^2 \geq 1 \}.$$

The set $D$ is the set of lattices of the form (1.5). It is hence sufficient to restrict our analysis to the set of lattices in $D$. Finally, by $\mathcal{P}(\mathbb{R}^2)$ we denote the space of probability measures. The Laplace transform of a Radon measure $\mu$ on $(0, \infty)$ is

$$(\mathcal{L}\mu)(r) := \int_0^\infty e^{-rt}d\mu(t).$$

The Fourier transform $\hat{f} : \mathbb{R}^2 \to \mathbb{C}$ is denoted by

$$\hat{f}(p) := \int_{\mathbb{R}^2} f(x)e^{-2\pi p \cdot x}dx.$$ (1.6)

## 2 Proofs

### 2.1 Preliminaries

We will work with Bravais lattices of the form (1.5). To get a notion of local minimality, we introduce a topology and define the distance of two lattices by

$$d(L_1, L_2) = \sqrt{\inf_{k \in \mathbb{Z}} |x_1 - x_2 - \frac{1}{2}k|^2 + |y_1 - y_2|^2} \quad \text{for } L_i = \overline{L}(x_i, y_i) \in D.$$
We also denote by $B_R(L)$ the set of all $\tilde{L} \in D$ with $d(L, \tilde{L}) < R$. We write $f \in C^k(D)$ if $f$ is $k$-times differentiable in $(x, y)$. As usual we denote the gradient by $\nabla E[L] := (\partial_x E, \partial_y E)[L]$. The Hessian $D^2 E$ is defined as the matrix of second derivatives w.r.t. $x, y$. $D^3 E$ is correspondingly the tensor of all third derivatives. We also define:

**Definition 4 (Local minimizers and critical points in $D$).** Let $E : D \to \mathbb{R}$. $L$ is a strict local minimizer in $D$ if there is $\eta > 0$ such that $E[L] < E[\tilde{L}]$ for all $\tilde{L} \in B_\eta(L)$. Furthermore, $L$ is a critical point of $E \in C^1(D)$ in $D$ if $\nabla E[L] = (0, 0)$.

Before we consider the case of diffuse charge configurations, we collect some basic facts about the interaction energy for point charges:

**Definition 5 (Sharp interface energy).** For $h \in F$ and $L \in D$, we define

$$E_h[L] := \sum_{p \in L} h(p). \quad (2.1)$$

We turn to the investigation of local minimality of lattice energies for spread out particles. We first recall the summation formula of Poisson [42, Cor. 2.6]:

**Proposition 6 (Poisson summation formula).** For $f \in F$ and $L \in D$, we have

$$\sum_{x \in L} f(x + z) = \sum_{p \in L^*} e^{2\pi ip \cdot z} \hat{f}(p) \quad \text{for all } z \in \mathbb{R}^2, \quad (2.2)$$

and the series on both sides of (2.2) converge absolutely.

We note that the assumption in Definition 1 on the decay of $f$ and $\hat{f}$ is included to ensure that (2.2) can be applied and to get absolute convergence.

A representation of the energy in terms of Fourier variables is given next:

**Proposition 7 (Fourier representation of $E_{f,\mu}$).** Let $f \in F$, $\mu \in \mathcal{P}(\mathbb{R}^2)$ be rotationally symmetric with respect to the origin and $L \in D$ be such that $E_{f,\mu}[L] < \infty$. Then

$$E_{f,\mu}[L] = E_h[L^*] + \hat{f}(0) - (f * \mu * \mu)(0)$$

where $E_h$ is defined in (2.1) and where

$$h(p) := \hat{f}(p)g(|p|^2), \quad g(t) := \int_0^\infty J_0(2\pi st) d\psi(s). \quad (2.3)$$

Here, $\psi$ is the Lebesgue–Stieltjes measure of $t \mapsto \mu(B_t)$, i.e. $\psi([r_1, r_2)) = \mu(B_{r_2}) - \mu(B_{r_1})$ and $J_0$ is the Bessel function of the first kind.
Proof. By Fubini and Poisson’s summation formula (Proposition 6), we get

\[ E_{f,\mu}[L] = \int_{\mathbb{R}^2 \times \mathbb{R}^2} \sum_{p \in L^*} \hat{f}(p) e^{2i\pi p \cdot (u-v)} d\mu(u) d\mu(v) + \hat{f}(0) - (f \ast \mu \ast \mu)(0) \]

\[ = \sum_{p \in L^*} \hat{f}(p) \left( \int_{\mathbb{R}^2} e^{2i\pi p \cdot u} d\mu(u) \right) \left( \int_{\mathbb{R}^2} e^{-2i\pi p \cdot v} d\mu(v) \right) + \hat{f}(0) - (f \ast \mu \ast \mu)(0) \]

\[ = \sum_{p \in L^*} \hat{f}(p) \hat{\mu}(p)^2 + \hat{f}(0) - (f \ast \mu \ast \mu)(0). \]

The proof is completed by noting that \( \hat{\mu} \) is given by the Hankel-Stieltjes transform ([22, Section 2]) and hence \( \hat{\mu} = g \) where \( g \) is given in (2.3).

Since \( \Lambda^* = \Lambda \) up to rotation, a consequence of Proposition 7 is that proving the (local) minimality of \( \Lambda \) for \( E_{f,\mu} \) in \( D \) is the same as proving it for \( E_h \). In particular, we can use the following result:

**Lemma 8 ([23, 5]).** Let \( L = \Lambda \) be the triangular lattice of unit density. Let \( f \in L^1(\mathbb{R}^2) \cap C^2(\mathbb{R}^2 \setminus \{0\}) \) be rotationally symmetric with respect to the origin and \( F \) be given by \( F(|x|^2) := f(x) \). Then

(i) \( \Lambda \) is a critical point of \( E_f \) in \( D \).

(ii) We have \( D^2 E_f[\Lambda] = T_f \text{Id}_{\mathbb{R}^2} \) where \( \text{Id}_{\mathbb{R}^2} \) is the identity on \( \mathbb{R}^2 \) and

\[ T_f := \frac{4}{\sqrt{3}} \sum_{m,n} n^2 F\left( \frac{2}{\sqrt{3}}(m^2 + mn + n^2) \right) + \frac{4}{3} \sum_{m,n} n^4 F''\left( \frac{2}{\sqrt{3}}(m^2 + mn + n^2) \right). \]

We next give a generalization of [23, Thm. 4.6] for the two-dimensional case.

**Proposition 9** (Local optimality of \( \Lambda \) for \( E_f \)). Let \( f \in \mathcal{F} \). Then \( \Lambda \) is a strict local minimum of \( E_f \) in \( D \) with positive second derivative.

**Proof.** We first claim that for any \( t > 0 \), the triangular lattice \( \Lambda \) is a strict local minimum in \( D \) with positive second derivative of the lattice theta function

\[ \theta_L(t) := \sum_{x \in L} e^{-\pi|t|^2} = E_{G_t}[L] + 1, \tag{2.4} \]

where \( G_t \) is the Gaussian potential \( G_t(x) = e^{-\pi|t|^2} \). As explained in [23] for dimensions \( d \in \{4, 8, 24\} \), a direct consequence of [41, Eq. (46)] is that \( D^2 E_{G_t}[\Lambda] \) is positive definite for any \( t > 0 \). Since we can write, by Fubini’s theorem,

\[ E_f[L] = \int_0^\infty (\theta_L(t/\pi) - 1) d\mu_f(t), \]

for any \( f \in \mathcal{F} \), the same result also holds all \( f \in \mathcal{F} \). \( \square \)
Finally, it is useful to note that the class of functions $\mathcal{F}$ is stable under the application of the Fourier transform:

**Lemma 10.** We have $f \in \mathcal{F}$ if and only if $\hat{f} \in \mathcal{F}$.

**Proof.** We need to show that $\hat{f}$ can be written as in (1.1). By definition, for any $f \in \mathcal{F}$ there is a nonnegative Radon measure $\mu_f$ such that (1.1) holds. By application of the Fourier transform and by Fubini’s theorem, we then have

$$\hat{f}(p) = \int_0^\infty \left( \int_{\mathbb{R}^2} e^{-|x|^2/2} e^{-2i\pi x \cdot p} \, dx \right) d\mu_f(t) = \int_0^\infty e^{-\frac{t^2}{2}} t^{-1} d\mu_f(t).$$

It follows that $\hat{f}$ can be expressed in the form (1.1) with $\mu_f$ replaced by some nonnegative Radon measure $\mu_f$. □

The proof of the next result about local minimality of $\Lambda$ for $\mathcal{E}_{f,\mu}$ and small $\epsilon$ is given in the Appendix:

**Proposition 11** (Local minimality of $\Lambda$ for small $\epsilon$). Let $f \in \mathcal{F}$ and $\mu \in \mathcal{P}(\mathbb{R}^2)$ be rotationally symmetric with respect to the origin. With $\mu_\epsilon$ given by (1.3), we assume that $\mathcal{E}_{f,\mu_\epsilon}[L] < \infty$ for any $L \in \mathcal{B}_c(\Lambda)$, for some $c > 0$, and for all sufficiently small $\epsilon$. Then there exists $\epsilon_1 = \epsilon_1(f, \mu)$ and $c_0 = c_0(f, \mu) > 0$ (independent of $\epsilon$) such that for any $0 \leq \epsilon \leq \epsilon_1$, the triangular lattice $\Lambda$ is a strict local minimizer of $\mathcal{E}_{f,\mu_\epsilon}$ in the set of lattices $\mathcal{B}_{c_0}(\Lambda)$.

**Proof.** By Proposition 7 and the fact that $\Lambda^* = \Lambda$, up to rotation, we need to show that $\Lambda$ is a strict minimizer of $E_{h_\epsilon}$, where $h_\epsilon(p) := \hat{f}(p)g_\epsilon(|p|^2)$ and $g_\epsilon(r) := g(\epsilon r)$ with $g$ defined in (2.3). We furthermore set $H_\epsilon(|x|^2) := h_\epsilon(x) = \Phi(|x|^2)G_\epsilon(|x|^2)^2$ with $\Phi(|p|^2) := \hat{f}(p)$, $G_\epsilon(|p|^2) := g_\epsilon(|p|)$, i.e.

$$G_\epsilon(r) = \int_0^\infty J_0(2\pi s \epsilon \sqrt{r}) d\psi(s).$$

By Lemma 8 and the fact that $h_\epsilon$ is a radial function, $\Lambda$ is a critical point of $E_{h_\epsilon}$ in $\mathcal{D}$ for any $\epsilon > 0$ and a condition for the strict positivity of its Hessian at $L = \Lambda$ is

$$T_{h_\epsilon} := \frac{4}{\sqrt{3}} \sum_{m,n} n^2 H'_\epsilon \left( \frac{2}{\sqrt{3}} (m^2 + mn + n^2) \right) + \frac{4}{3} \sum_{m,n} n^4 H''_\epsilon \left( \frac{2}{\sqrt{3}} (m^2 + mn + n^2) \right) > 0.$$ 

Since $J'_0(r) = -J_1(r)$ and $J'_1(r) = \frac{1}{2}(J_0(r) - J_2(r))$, a simple calculation yields

$$(G_\epsilon^2)'(r) = -\frac{2\pi \epsilon}{\sqrt{r}} \left( \int_0^\infty sJ_1(\tilde{r}) d\psi(s) \right) \left( \int_0^\infty J_0(\tilde{r}) d\psi(s) \right),$$
with the notation $\tilde{r} := 2\pi s\epsilon\sqrt{r}$. Furthermore,
\[
(G^2_\epsilon)''(r) = \frac{\pi \epsilon}{r^{3/2}} \left( \int_0^\infty J_0(\tilde{r}) d\psi(s) \int_0^\infty sJ_1(\tilde{r}) d\psi(s) + \frac{2\pi \epsilon^2}{r} \left( \int_0^\infty sJ_1(\tilde{r}) d\psi(s) \right)^2 \right)
\]
\[
+ \frac{\pi^2 \epsilon^2}{r} \int_0^\infty J_0(\tilde{r}) d\psi(s) \int_0^\infty s^2(J_2(\tilde{r}) - J_0(\tilde{r})) d\psi(s).
\]
We also recall the series expansion of Bessel functions (see e.g. [1, Eq. (9.1.10)])
\[
J_0(\tilde{r}) = 1 + \sum_{m=1}^\infty \frac{(-1)^m (\tilde{r}/2)^{2m}}{(m!)^2},
\]
\[
J_1(\tilde{r}) = \sum_{m=1}^\infty \frac{(-1)^m (\tilde{r}/2)^{2m+1}}{m!(m+1)!},
\]
\[
J_2(\tilde{r}) = \sum_{m=1}^\infty \frac{(-1)^m (\tilde{r}/2)^{2m+2}}{m!(m+2)!},
\]
where $\tilde{r} = 2\pi s\epsilon\sqrt{r}$ as before. Thus, using the Leibniz rule on $H''_\epsilon = (\Phi G^2_\epsilon)'$, since \( \int_0^\infty d\psi(s) = 1 \) and by substituting the expressions of $J_\nu(2\pi s\epsilon\sqrt{r})$, $\nu \in \{0, 1, 2\}$, previously computed and summing on $\Lambda$, we obtain $T_{h_\epsilon} = T_f + R_\epsilon$, where $R_\epsilon \to 0$ as $\epsilon \to 0$. By Lemma 10 we have $\hat{f} \in \mathcal{F}$, and it follows from Proposition 9 that $T_f > 0$. Therefore, there exists $\epsilon_1$ such that for any $0 \leq \epsilon < \epsilon_1$, $T_{h_\epsilon} > 0$, and $\Lambda$ is a local minimum of $E_{h_\epsilon}$ in $\mathcal{D}$, for any such $\epsilon$. Moreover, as all the $J_n$ are bounded, it is straightforward to prove that for any $L \in B_c(\Lambda)$ and any $0 \leq \epsilon \leq 1$, we have $|D^3E_{h_\epsilon}[L]| \leq C$ for some $C$ independent of $\epsilon$. This concludes the proof. \qed

2.2 Proof of Theorem 2

In this section, we give the proof of Theorem 2, related to the case of small $\epsilon$. At the end of the section, we give some remarks about the case of large $\epsilon$.

Before proving Theorem 2, we show in the following result that a minimizer $L_0 \in \mathcal{D}$ of $E_{h_\epsilon}$ is necessarily at a bounded distance from $\Lambda$.

Lemma 12. Let $f \in \mathcal{F}$ and $\mu \in \mathcal{P}(\mathbb{R}^2)$ be rotationally symmetric with respect to the origin. Suppose that $E_{f,\mu}[L] < \infty$ for any $L \in B_c(\Lambda)$, for some $c > 0$, and for all $\epsilon < \epsilon_0$ and some $\epsilon_0 > 0$ where $\mu_\epsilon$ is given by (1.3). Then there exists $c_1 = c_1(f, \mu) > 0$ and $\epsilon_1 = \epsilon_1(f, \mu)$ such that for any $0 \leq \epsilon < \epsilon_1$ and any minimizer $L_0$ of $E_{h_\epsilon}$ in $\mathcal{D}$, we have $L_0 \in B_{c_1}(\Lambda)$.

Proof. By Proposition 7, it suffices to prove the equivalent statement for the energy
\[
E_{h_\epsilon}[L] = \sum_{p \in L} h_{\epsilon}(p) = \sum_{p \in L} |\Phi(|p|)^2| \int_0^\infty J_0(2\pi s\epsilon |p|) d\psi(s),
\]
where $\Phi(|x|^2) = \hat{f}(x)$ for any $x \in \mathbb{R}^2$. Note that $\mu_f \geq 0$ since $f \in \mathcal{F}$ and hence $\hat{f} \in \mathcal{F}$ by Lemma 10. We recall that, by definition of $\mathcal{F}$ and Lemma
10. \( \Phi \) is a completely monotone function – and then decreasing – and \( \Phi(|x|^2) = \hat{f}(x) \leq C(1 + |x|)^{-2-\eta} \) for some \( \eta > 0 \). We also note that \( \psi([0, \infty)) = 1 \). Let \( L = L(x, y) \in \mathcal{D} \) with \( (x, y) \in D \) such that \( E_{h_n}[L] < \infty \). Then we have, for any \( p = m(\frac{1}{\sqrt{y}}, 0) + n(\frac{x}{\sqrt{y}}, \sqrt{y}) \in L \) for some \( (m, n) \in \mathbb{Z}^2 \), \( |p|^2 = \frac{(m+xn)^2}{y} + yn^2 \). We will use that \( J_0(r) \geq \frac{1}{2} \) for \( r \leq 1 \) and \( J_0(r) \geq -\frac{1}{2} \) for \( r \geq 1 \) (which can be checked easily). Hence, we get, for any \( 0 \leq \epsilon < \epsilon_0 \),

\[
E_{h_n}[L] \geq \frac{1}{2} \sum_{p \in L} \frac{1}{|p|^2} \int_{\{s \leq \frac{1}{2\pi|p|}\}} \psi(s) - \frac{1}{2} \sum_{p \in L} \frac{1}{|p|^2} \int_{\{s \geq \frac{1}{2\pi|p|}\}} \psi(s) \\
\geq \frac{1}{2} \left( I_1(\epsilon; L) - I_2(\epsilon; L) \right),
\]

where for \( L = L(x, y) \) we write

\[
I_1(\epsilon; L) := \sum_{p \in L} \Phi(|p|^2) \psi\left(\left\{ s \leq \frac{1}{2\pi\epsilon|p|} \right\}\right), \quad I_2(\epsilon; L) := \sum_{p \in L} \Phi(|p|^2) \psi\left(\left\{ s \geq \frac{1}{2\pi\epsilon|p|} \right\}\right).
\]

Let \( \epsilon_2 \) be such that \( \psi\left(\left\{ s \leq \frac{1}{2\pi\epsilon_2} \right\}\right) \geq \frac{3}{4} \), and we set \( \epsilon_1 = \min(\epsilon_2, \epsilon_0) \). Let \( I_1 = \sum_p I_1^p \) and \( I_2 = \sum_p I_2^p \). We first note that \( I_1^p \geq 0 \) and \( I_2^p \geq 0 \) for all \( p \in L \). Since \( \Phi(\frac{1}{z}) \to \|f\|_{L_1} \) and \( \psi(z) \to 1 \) for \( z \to \infty \), we have \( I_1(\epsilon; L) \geq I_1(\epsilon_1; L) \) and

\[
\lim_{y \to \infty} I_1(\epsilon_1; L) = \sum_{m \in \mathbb{Z}} \Phi\left( \left\{ s \leq \frac{1}{2\pi\epsilon_1|m|} \right\}\right) = \infty,
\]

uniformly in \( \epsilon \) for all \( 0 \leq \epsilon < \epsilon_1 \). By definition of \( \epsilon_2 \) we have, for any \( 0 \leq \epsilon < \epsilon_1 \), \( I_1^p \geq 2I_2^p \) and hence \( I_1^p - I_2^p > \frac{1}{2}I_1^p \) if \( |p| \leq 1 \). Together with (2.5) this implies that \( I_1 - \sum_{|p| \leq 1} I_2^p \to \infty \) as \( y \to \infty \). It remains to estimate \( \sum_{|p| \geq 1} I_2^p \). We first consider the terms with \( n = 0 \), i.e. \( p = (\frac{m}{\sqrt{y}}, 0) \) with \( |p|^2 = \frac{m^2}{y} \geq 1 \). Since \( \psi \leq 1 \), we have for any \( y \geq 1 \) and any \( 0 \leq \epsilon < \epsilon_1 \),

\[
\sum_{|p| > 1, p = (\frac{m}{\sqrt{y}}, 0)} I_2^p(\epsilon, L) \leq \sum_{|m| > 1, m \in \mathbb{Z}} \Phi(m^2) \leq \frac{1}{(1 + |m|)^{2+\eta}} \leq C.
\]

We turn to the estimate of the \( n \neq 0 \) terms. For any \( y \geq 1, x \in \left[ 0, \frac{1}{2} \right] \) and \( (m, n) \in \mathbb{Z} \times \mathbb{Z} \setminus \{0\} \) we have \( \frac{2xmn}{y} \geq -\frac{x}{y}(m^2 + n^2), x^2 - x \geq -\frac{1}{4}, y - \frac{1}{4y} > \frac{3}{2} \) and

\[
(\frac{m + xn}{y})^2 + yn^2 \geq (1 - x)m^2 + \frac{(x^2 - x + y^2)n^2}{y} \geq \frac{m^2}{2y} + \left( y - \frac{1}{4y} \right) n^2
\]

\[
> \frac{m^2}{2y} + \frac{yn^2}{2},
\]

(2.6)
Furthermore, we recall that $\Phi$ is decreasing. Therefore, using $\psi \leq 1$ we get, for any $y \geq 1$, any $x \in \left[0, \frac{1}{2}\right]$ and any $0 \leq \epsilon < \epsilon_1$,

$$
\sum_{|p|>1, n \neq 0} P^y_\epsilon(\cdot, L) \leq \sum_{m,n: n \neq 0} \Phi\left(\frac{(m + xn)^2 + yn^2}{y}\right) \leq \sum_{m,n: n \neq 0} \Phi\left(\frac{1}{2}(m^2 + yn^2)\right)
$$

$$
\leq C \int_{\mathbb{R}^2} \frac{du dv}{\left(1 + \frac{u^2}{2y} + \frac{y}{2}v^2\right)^{2+\eta}} = 2C \int_{\mathbb{R}^2} \frac{dw dz}{\left(1 + \sqrt{w^2 + z^2}\right)^{2+\eta}} < \infty,
$$

by the change of variables $w = \frac{u}{\sqrt{2y}}$ and $z = \frac{v}{\sqrt{2}}$. We finally obtain that, for any $0 \leq \epsilon < \epsilon_1$, any $y \geq 1$ and any $0 \leq x \leq 1/2$, $E_{h_\epsilon}[L] \geq C(y)$ for some function $C$ that depends only on $f, \mu$, and $\epsilon_1$, but is independent of $\epsilon \in [0, \epsilon_1)$, with $C(y) \to \infty$ for $y \to \infty$. Therefore, there exists $c_1 > 0$ such that $L_0 \in B_{c_1}(\Lambda)$ for such minimizer $L_0$.

**Proof of Theorem 2.** By Proposition 7, proving the optimality of $\Lambda$ in $D$ for $E_{f,\mu}$ is equivalent with proving the same for

$$
E_{h_\epsilon}[L] = \sum_{p \in L} \hat{h}_\epsilon(p) = \sum_{p \in L} \hat{f}(p) g_\epsilon(|p|)^2,
$$

where $g_\epsilon(r) = g(\epsilon r)$, $g$ is defined by (2.3) and $h_\epsilon(p) = \hat{f}(p) g_\epsilon(|p|)^2$. We note that in general $H_\epsilon$, where $H_\epsilon(|p|^2) := h_\epsilon(p)$, is not completely monotone so that the optimality of the triangular lattice is not clear. However, in the limit $\epsilon \to 0$, $H_\epsilon$ approaches the completely monotone function $\Phi$, defined by $\Phi(|x|^2) := \hat{f}(x)$. By Lemma 10, there is hence a nonnegative Radon measure $\mu_\epsilon$ such that $\Phi = L^*\mu_\epsilon$.

By Lemma 12, if $L_0$ is a minimizer of $E_{h_\epsilon}$ for small enough $\epsilon$, then $L_0 \in B_{c_1}(\Lambda)$ for some $c_1 > 0$. In the sequel, we will consider only lattices $L \in B_{c_1}(\Lambda)$ such that $E_{h_\epsilon}[L] < \infty$ (otherwise $L$ is not a minimizer).

We hence approximate $H_\epsilon$ by a sequence of completely monotone functions $\hat{H}_\epsilon$. More precisely, we construct $\hat{H}_\epsilon$ such that $E_{\hat{h}_\epsilon}[L]$, defined in (2.1) for $\hat{h}_\epsilon(p) := \hat{H}_\epsilon(|p|^2)$ satisfies for any $L \in B_{c_1}(\Lambda)$

$$
\left| E_{\hat{h}_\epsilon}[L] - E_{h_\epsilon}[L] \right| \leq C \epsilon^2 \quad \text{for } \epsilon \to 0,
$$

$$
E_{\hat{h}_\epsilon}[L] - E_{h_\epsilon}[\Lambda] \geq C d(L, \Lambda)^2.
$$

We claim that the assertion of the proposition follows from (2.7)–(2.8). Indeed, if (2.7)–(2.8) hold, then we can estimate for any $L \in B_{c_1}(\Lambda)$,

$$
E_{h_\epsilon}[L] - E_{h_\epsilon}[\Lambda] = E_{h_\epsilon - \hat{h}_\epsilon}[L] + \left( E_{\hat{h}_\epsilon}[L] - E_{h_\epsilon}[\Lambda] \right) - E_{h_\epsilon - \hat{h}_\epsilon}[\Lambda]
$$

$$
\geq C d(L, \Lambda)^2 + E_{h_\epsilon - \hat{h}_\epsilon}[L] - E_{h_\epsilon - \hat{h}_\epsilon}[\Lambda]
$$
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\[ (2.7) \geq Cd(L, \Lambda)^2 - 2Ce^2. \]

For any lattice \( L \) with \( E_{h_1}(L) \leq E_{h_1}(\Lambda) \), this implies \( d(L, \Lambda) \leq C\epsilon \). We claim
\[ E_{h_1}(L) \geq E_{h_1}(\Lambda) \quad \text{for all } L \in B_{c_0}(\Lambda) \text{ and all } 0 \leq \epsilon < c_0, \quad (2.9) \]
for some \( c_0 > 0 \) and some \( c_0 > 0 \). This follows from Proposition 11. Assuming that (2.9) holds, we get the statement of the theorem.

It remains to show that (2.7)–(2.8) hold. In order to construct \( \tilde{H}_\epsilon \), we first approximate \( g_\epsilon^2 \) by some function \( \tilde{g}_\epsilon^2 \). We choose \( \tilde{\nu} \in C_c^\infty((1/2, 2)) \) such that \( \tilde{\nu} \geq 0 \) and \( \int_0^\infty \tilde{\nu}(t) \, dt = 1 \). With the definition
\[ \tilde{g}(r)^2 := \mathcal{L} \tilde{\nu}(r) = \int_0^\infty e^{-rt} \tilde{\nu}(t) \, dt \]
and \( \tilde{g}_\epsilon(r) = \tilde{g}(\epsilon r) \) we then have \( \tilde{g}^2 \in \mathcal{F}, \tilde{g}(0)^2 = 1 \) and \( \|\tilde{g}^2\|_\infty \leq C \). Since also \( \|g^2\|_\infty \leq C \) and \( g(0)^2 = 1 \), we hence get, for any \( r > 0 \),
\[ |g_\epsilon(r)^2 - \tilde{g}_\epsilon(r)^2| = |g(\epsilon r)^2 - \tilde{g}(\epsilon r)^2| \leq C \min\{\epsilon^2 r, 1\}. \quad (2.10) \]
In terms of \( \tilde{\nu}_\epsilon(t) := \frac{1}{\epsilon} \tilde{\nu}(\frac{t}{\epsilon}) \), we get
\[ \tilde{g}_\epsilon(r)^2 = \tilde{g}(\epsilon r)^2 = \int_0^\infty e^{-ert} \tilde{\nu}(t) \, dt = \int_0^\infty e^{-rt} \tilde{\nu}_\epsilon(t) \, dt. \]
We extend \( \tilde{\nu} \) and \( \mu_f \) by 0 to measures on \( \mathbb{R} \) and define
\[ \tilde{\mu}_\epsilon(t) := (\mu_f * \tilde{\nu}_\epsilon)(t) = \int_0^\infty \tilde{\nu}_\epsilon(t-s) \, d\mu_f(s) \quad \text{for } t > 0. \]
In particular, \( \mu_f \geq 0 \). With \( u = t - s \) and since \( \text{supp}(\tilde{\nu}) \in (1/2, 2) \) we calculate
\[
\mathcal{L} \tilde{\mu}_\epsilon(r) = \int_0^\infty \int_0^\infty e^{-rt} \tilde{\nu}_\epsilon(t-s) \, d\mu_f(s) \, dt = \int_0^\infty \left( \int_{-s}^\infty e^{-r(u+s)} \tilde{\nu}_\epsilon(u) \, du \right) \, d\mu_f(s) \nalign
= \int_0^\infty e^{-rs} \left( \int_{-s}^\infty e^{-ru} \tilde{\nu}_\epsilon(u) \, du \right) \, d\mu_f(s) \, ds = \tilde{\nu}_\epsilon(r)^2 \int_0^\infty e^{-rs} \, d\mu_f(s) = \Phi(r) \tilde{\nu}_\epsilon(r)^2 =: \tilde{H}_\epsilon(r). \]
In view of (2.10), we then get, for any \( p \neq 0 \),
\[ |H_\epsilon(|p|^2) - \tilde{H}_\epsilon(|p|^2)| = |\tilde{f}(p)||g_\epsilon(|p|^2) - \tilde{g}_\epsilon(|p|^2)| \leq C|\tilde{f}(p)| \min\{\epsilon^2|p|, 1\}. \]
This implies (2.7) by the dominated convergence theorem since \( \tilde{f} \in L^1(\mathbb{R}^2) \).
We turn to the proof of (2.8). We note that, since \( \tilde{H}_\epsilon = L \tilde{\mu}_\epsilon \),

\[
E_{\tilde{h}_\epsilon}[L] - E_{\tilde{h}_\epsilon}[\Lambda] = \int_0^\infty [\theta_L(\pi t) - \theta_\Lambda(\pi t)] \tilde{\mu}_\epsilon(t) \, dt,
\]

where \( \theta_L \) is the lattice theta function given by (2.4). From the construction, we also have \( \tilde{\nu}_\epsilon \rightharpoonup \delta_0 \) and hence \( \tilde{\mu}_\epsilon = \mu_j * \tilde{\nu}_\epsilon \rightharpoonup \mu_j \) in the sense of measures for \( \epsilon \to 0 \). Note that the integrand and the measure are nonnegative by optimality of \( \Lambda \) in \( D \) for \( L \mapsto \theta_L(\alpha) \) for any \( \alpha > 0 \) (see [35]) and since \( \tilde{\mu}_\epsilon \geq 0 \). Hence, there is \( \delta > 0 \) (depending on \( f \) and \( \mu \) but independent of \( \epsilon \)) such that

\[
E_{\tilde{h}_\epsilon}[L] - E_{\tilde{h}_\epsilon}[\Lambda] \geq \frac{1}{2} \int_\delta^{1/\delta} [\theta_L(\pi t) - \theta_\Lambda(\pi t)] \hat{\mu}_f(t) \, dt.
\]

By Proposition 9 and continuity of \( (t, L) \mapsto \theta_L(\pi t) \), for any \( \delta > 0 \) we have \( \theta_L(\pi t) - \theta_\Lambda(\pi t) \geq c d(L, \Lambda)^2 \) for all \( t \in [\delta, 1/\delta] \) and \( L \in B_{\epsilon_\alpha}(\Lambda) \). Then (2.8) follows from the estimate

\[
E_{\tilde{h}_\epsilon}[L] - E_{\tilde{h}_\epsilon}[\Lambda] \geq C d(L, \Lambda)^2 \int_\delta^{1/\delta} \mu_j(t) \geq C d(L, \Lambda)^2.
\]

Remark 13 (Higher dimension). The two important ingredients here are the strict local minimality of \( \Lambda \) for \( \mathcal{E}_{\tilde{h}_\epsilon} \), combined with the global optimality of \( \Lambda \) for the theta function \( L \mapsto \theta_L(\alpha) \) for any \( \alpha > 0 \). The result of Proposition 11 can be easily generalized to dimensions \( d \in \{4, 8, 24\} \), for \( D_4, E_8 \) and the Leech lattice, using the strict local minimality of these lattices for the \( d \)-dimensional theta function \( L \mapsto \theta_L(\alpha) \), for any \( \alpha > 0 \), proved in [23, Thm. 4.6] and the fact that the Fourier transform of a radial measure on \( \mathbb{R}^d \) is (see e.g. [22, Section 2])

\[
\hat{\mu}(p) = \frac{2^{d-1} \Gamma \left( \frac{d}{2} \right)}{|p|^{d-1}} \int_0^\infty J_{d-1}(2\pi s |p|) s^{1-\frac{d}{2}} d\psi(s),
\]

where \( \psi \) is again the Lebesgue-Stieltjes measure of \( t \mapsto \mu(B_t) \). In three dimensions, the problem is more involved since the local minimizers of the lattice theta function among Bravais lattices of unit density then depend on \( \alpha \) (see [9, Thm. 1.7]). Furthermore, some very recent results [47, 21] about the best packing in dimensions 8 and 24 have shown the efficiency of Cohn-Elkies linear programming bounds for sphere packing [19]. According to [20], the next step should be the proof of the universality of \( E_8 \) and the Leech lattice, i.e. their global optimality among periodic lattices (not only Bravais lattices) for \( L \mapsto \theta_L(\alpha) \), for any \( \alpha > 0 \). Consequently, Theorem 2 would be true in these dimensions, as well as Theorem 3.
Remark 14 (Numerical observations for large $\epsilon$). Our result in Theorem 2 is concerned with the regime of sufficiently concentrated masses. We note that Lemma 8 combining with the fact that $h_\epsilon$ is radial also shows that radial mass distributions on $\Lambda$ are critical points of the energy for any $\epsilon > 0$. For large values of $\epsilon$, numerical experiments suggest that we have a periodic alternation of local maximality and local minimality in terms of $\epsilon > 0$ as illustrated in Figure 1 for the particular case where $f(x) = e^{-\pi|x|^2}$ and $\mu_\epsilon = \epsilon^{-2}\chi_{B_\epsilon}$ on $B_\epsilon$. The plot shows the numerically computed value of $T_{h_\epsilon} = D^2 E_{h_\epsilon}[\Lambda]$ as a function of $\epsilon$. We also note $\Lambda$ is a local minimizer for $0 \leq \epsilon \leq \epsilon_0$, with $\epsilon_0 \approx 0.55$.

2.3 Proof of Theorem 3

Let $f \in \mathcal{F}$ and let $\mu$ be written as $d\mu(x) = \rho(x)dx$ for some $\rho$ satisfying (1.4). With a similar argument as in the proof of Proposition 7, proving that $\mathcal{E}_{f,\mu}$ is minimized by $\Lambda$ in $\mathcal{D}$ is equivalent with proving the same for

$$E_{h}[L] := \sum_{p \in L}^{'} \hat{f}(p)^2 \hat{\rho}(p) .$$

By Lemma 10 $\hat{f}, \hat{\rho} \in \mathcal{F}$. Hence, $\Phi, G$ defined by $\Phi(|p|^2) := \hat{f}(p)$ and $G(|p|^2) := \hat{\rho}(p)$ are completely monotone. Since the product of two completely monotone
functions is again completely monotone, the function $H = \Phi G^2$ is completely monotone. It follows (see e.g. [6, Prop 3.1]) that the triangular lattice $\Lambda$ is the unique minimizer in $\mathcal{D}$, up to rotation, of

$$E_h[L] = \sum_{p \in L} H(|p|^2) = \sum_{p \in L} \hat{f}(p)\hat{\rho}(p)^2.$$
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