FROBENIUS MONOIDAL FUNCTORS FROM (CO)HOPF ADJUNCTIONS
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Abstract. Let $U : \mathcal{C} \to \mathcal{D}$ be a strong monoidal functor between abelian monoidal categories admitting a right adjoint $R$, such that $R$ is exact, faithful and the adjunction $U \dashv R$ is coHopf. Building on the work of Balan [Bal17], we show that $R$ is separable (resp., special) Frobenius monoidal if and only if $R(1_D)$ is a separable (resp., special) Frobenius algebra in $\mathcal{C}$. If further, $\mathcal{C}, \mathcal{D}$ are pivotal (resp., ribbon) categories and $U$ is a pivotal (resp., braided pivotal) functor, then $R$ is a pivotal (resp., ribbon) functor if and only if $R(1_D)$ is a symmetric Frobenius algebra in $\mathcal{C}$. As an application, we construct Frobenius monoidal functors going into the Drinfeld center $\mathcal{Z}(\mathcal{C})$, thereby producing Frobenius algebras in it.

1. Introduction

Frobenius algebras are important mathematical objects with connections to many different areas of research, including Topological Quantum Field Theories (TQFTs) [Koc04, CRS18], Conformal Field Theories (CFTs) [FRS02] and Computer Science [CD11]. One way of producing new Frobenius algebras in a monoidal category $\mathcal{C}$ from known Frobenius algebras in another such category $\mathcal{D}$ is via Frobenius monoidal functors $F : \mathcal{D} \to \mathcal{C}$ [DP08]. Thus, our goal is to construct Frobenius monoidal functors, especially with properties like being braided, ribbon, pivotal, separable, special, etc., that in turn yield vital properties for Frobenius algebras used in applications. To accomplish our goal, we generalize results from [Bal17] which established necessary conditions under which the right adjoint in a coHopf adjunction $U \dashv R$ is a Frobenius monoidal functor. Our main result is the following.

Theorem 1.1. Let $U : \mathcal{C} \to \mathcal{D}$ be a strong monoidal functor between abelian monoidal categories admitting a right adjoint $R$, such that $R$ is exact, faithful and the adjunction $U \dashv R$ is coHopf. Then, we get that $R$ is a $\otimes$ monoidal functor if and only if $R(1_D)$ is a $\otimes$ algebra in $\mathcal{C}$, as summarized in the table below.

| Reference | Input | $R(1_D)$ | $R$ |
|-----------|-------|----------|-----|
| Thm. 3.10 | $\otimes$ | strong $\otimes$ | separable Frob. |
| Thm. 3.10 | $\otimes$ | strong $\otimes$ | special Frob. |
| Thm. 3.13 | pivotal | pivotal, strong $\otimes$ | symmetric Frob. |
| Thm. 3.15 | ribbon | ribbon, strong $\otimes$ | ribbon Frob. |

For applications to TQFTs and CFTs, one needs to construct Frobenius algebras in Modular Tensor Categories (MTCs). In particular, Frobenius algebras in MTCs have been used to construct new MTCs via the category of local modules [Par95, Sch01, KJO02, LW22]. The prototypical example of a MTC is the Drinfeld center $\mathcal{Z}(\mathcal{C})$ of a spherical finite tensor category $\mathcal{C}$ [Müg03, Shi17]. Thus, as an application, we apply Theorem 1.1 to a canonical functor $\Psi$ from $\mathcal{Z}(\mathcal{C})$ to a certain category of endofunctors of a module category $\mathcal{M}$ over $\mathcal{C}$. This yields a Frobenius monoidal functor $\Psi^\tau$ (the right adjoint of $\Psi$) going into $\mathcal{Z}(\mathcal{C})$, thereby producing Frobenius algebras in $\mathcal{Z}(\mathcal{C})$. 


Theorem 1.2. Let \( \mathcal{C} \) be a finite tensor category and \( \mathcal{M} \) be an indecomposable, exact left \( \mathcal{C} \)-module category. Then the following statements hold.

(i) \( \Psi^{ra} \) is a (resp., separable, special) Frobenius monoidal functor if and only if \( \Psi^{ra}(\text{id}_\mathcal{M}) \) is (resp., separable, special) Frobenius algebra in \( \mathcal{Z}(\mathcal{C}) \).

(ii) If \( \mathcal{C} \) is pivotal and \( \mathcal{M} \) a pivotal left \( \mathcal{C} \)-module category, then \( \Psi^{ra} \) is pivotal if and only if \( \Psi^{ra}(\text{id}_\mathcal{M}) \) is a symmetric Frobenius algebra in \( \mathcal{Z}(\mathcal{C}) \).

The question of when the algebra \( \Psi^{ra}(\text{id}_\mathcal{M}) \) is (resp., symmetric, special, separable) Frobenius is addressed in the work [Yad23].

Remark 1.3. The algebra \( \Psi^{ra}(\text{id}_\mathcal{M}) \) is isomorphic to the algebras \( \text{Nat}(\text{id}_\mathcal{M}, \text{id}_\mathcal{M}) \) appearing in [FS21]. In future works, we hope to clarify this connection further.

This paper is organized as follows. We review background material on monoidal categories in Section 2. In Sections 3 and 4, Theorem 1.1 and Theorem 1.2 are proved, respectively.
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2. Background on monoidal categories

In this work, \( k \) will denote an algebraically closed field. We discuss monoidal categories and functors in Section 2.1, pivotal categories and functors in Section 2.2, braided categories in Section 2.3, algebras in monoidal categories in Section 2.4, adjunctions in Section 2.5, and Drinfeld centers in Section 2.6. For further details, see [ML13, EGNO16, TV17].

2.1. Monoidal categories. A monoidal category consists of a category \( \mathcal{C} \) equipped with a functor \( \otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C} \) (called the tensor product), an object \( \mathbb{1} \in \mathcal{C} \) (called the unit object) and natural isomorphisms \( X \otimes (Y \otimes Z) \cong (X \otimes Y) \otimes Z \), \( X \otimes \mathbb{1} \cong X \cong \mathbb{1} \otimes X \), for all \( X, Y, Z \in \mathcal{C} \), satisfying the pentagon axiom and the triangle axiom. By Mac Lane’s coherence theorem [ML13, VII.2], we can (and will) assume that the natural isomorphisms above are identities.

In the following, we will use the notation \((-)^{op}\) to denote opposite of a category, functor or natural transformations. Also, let \( \mathcal{C}^{rev} \) denote the category \( \mathcal{C} \) with the opposite tensor product \( \otimes^{rev} \), that is, \( X \otimes^{rev} Y := Y \otimes X \). Then both \( (\mathcal{C}^{op}, \otimes, \mathbb{1}) \) and \( (\mathcal{C}^{rev}, \otimes^{rev}, \mathbb{1}) \) are monoidal categories.

Monoidal functors. Let \( (\mathcal{C}, \otimes_{\mathcal{C}}, \mathbb{1}_{\mathcal{C}}) \) and \( (\mathcal{D}, \otimes_{\mathcal{D}}, \mathbb{1}_{\mathcal{D}}) \) be two monoidal categories.

A monoidal functor from \( \mathcal{C} \) to \( \mathcal{D} \) is a tuple \( (F, F_2, F_0) \) consisting of a functor \( F : \mathcal{C} \to \mathcal{D} \), a natural transformation \( F_2 = \{ F_2(X, Y) : F(X) \otimes_{\mathcal{D}} F(Y) \to F(X \otimes_{\mathcal{C}} Y) \}_{X,Y \in \mathcal{C}} \) and a morphism \( F_0 : \mathbb{1}_{\mathcal{D}} \to F(\mathbb{1}_{\mathcal{C}}) \) in \( \mathcal{D} \) such that the following conditions are satisfied for all \( X, Y, Z \in \mathcal{C} \):

\[
F_2(X, Y \otimes_{\mathcal{C}} Z) (\text{id}_{F(X)} \otimes_{\mathcal{D}} F_2(Y, Z)) = F_2(X \otimes_{\mathcal{C}} Y, Z)(F_2(X, Y) \otimes_{\mathcal{D}} \text{id}_{F(Z)}),
\]

\[
F_2(\mathbb{1}_{\mathcal{C}}, X) (F_0 \otimes_{\mathcal{D}} \text{id}_{F(X)}) = \text{id}_{F(X)}, \quad F_2(X, \mathbb{1}_{\mathcal{C}}) (\text{id}_{F(X)} \otimes_{\mathcal{D}} F_0) = \text{id}_{F(X)}.
\]

A monoidal functor \( (F, F_2, F_0) \) is called strong if \( F_2 \) and \( F_0 \) are isomorphisms in \( \mathcal{D} \). If \( F \) is strong monoidal and an equivalence, we call it a monoidal equivalence.

A comonoidal functor from \( \mathcal{C} \) to \( \mathcal{D} \) is a tuple \( (F, F^2, F_0) \) consisting of a functor \( F : \mathcal{C} \to \mathcal{D} \), a natural transformation \( F^2 = \{ F^2(X, Y) : F(X) \otimes_{\mathcal{D}} F(Y) \to F(X \otimes_{\mathcal{C}} Y) \}_{X,Y \in \mathcal{C}} \) and a morphism \( F_0 : F(\mathbb{1}_{\mathcal{C}}) \to \mathbb{1}_{\mathcal{D}} \) such that \( (F^{op}, (F^2)^{op}, (F_0)^{op}) : \mathcal{C}^{op} \to \mathcal{D}^{op} \) is a monoidal functor.
A Frobenius monoidal functor [DP08, Definition 1] is defined as a tuple \((F, F_0, F_2, F^0)\) where \((F, F_2, F_0) : C \to D\) is a monoidal functor, \((F, F^2, F^0) : C \to D\) is a comonoidal functor and for all \(X, Y, Z \in C\), the following holds:

\[
(l_d|_{F(X)} \otimes_D F_2(Y, Z)) (F^2(X, Y) \otimes_D l_d|_{F(Z)}) = F^2(X, Y \otimes_C Z) F_2(X \otimes_C Y, Z),
\]

\[
(F_2(X, Y) \otimes_D l_d|_{F(Z)}) (l_d|_{F(X)} \otimes_D F^2(Y, Z)) = F^2(X \otimes_C Y, Z) F_2(X, Y \otimes_C Z).
\]

It is clear that, \(F\) is Frobenius monoidal if and only if \(F^0\) is. Now, suppose that \(D\) is a \(k\)-linear monoidal category. Then, we call a Frobenius monoidal functor \(F : C \to D\) separable if it satisfies \(F_2(X, Y) \circ F^2(X, Y) = \beta_2 \ l_d|_{F(X \otimes_Y)}\) for some \(\beta_2 \in k^\times\). If in addition, \(F^0 \circ F_0 = \beta_0 \ l_d|_1\) holds for some \(\beta_0 \in k^\times\), we call it special.

**Monoidal natural transformation.** Let \(F, G : C \to D\) be monoidal functors. A monoidal natural transformation \(\alpha = \{\alpha_X : F(X) \to G(X)\}_{X \in C}\) is a natural transformation such that the following conditions are satisfied

\[
G_2(X, Y) \circ (\alpha_X \otimes_D \alpha_Y) = \alpha_{X \otimes_C Y} \circ F_2(X, Y), \quad \alpha_1 \circ F_0 = G_0.
\]

Let \(F, G : C \to D\) be comonoidal functors. A comonoidal natural transformation \(\alpha : F \to G\) is a natural transformation \(\alpha\) such that \(\alpha^{op}\) (defined as \(\alpha^{op}_X = (\alpha_X)^{op}\)) is a monoidal natural transformation.

### 2.2. Duality in monoidal categories.

We call a monoidal category rigid if every object \(X \in C\) comes equipped with a left dual and a right dual, i.e., there exists an object \(\vee X\) (left dual) along with co/evaluation maps \(\text{ev}_X : \vee X \otimes X \to 1\), \(\text{coev}_X : 1 \to X \otimes \vee X\) and an object \(X^\vee\) (right dual) with co/evaluation maps \(\text{ev}_X : X \otimes X^\vee \to 1\), \(\text{coev}_X : 1 \to X^\vee \otimes X\) satisfying the usual snake relations.

The maps \(X \mapsto \vee X\) and \(X \mapsto X^\vee\) extend to monoidal equivalences from \(C^{\text{rev}}\) to \(C^{op}\). We can (and will) replace \(C\) by an equivalent monoidal category and choose duals in a suitable way to ensure that \(\vee(-)\) and \((-)^\vee\) are strict monoidal and mutually inverse to each other (see [Shi15, Lemma 5.4]).

**Frobenius monoidal functors and duality.** Suppose that we have a Frobenius monoidal functor \((F, F_2, F_0, F^2, F^0)\) between rigid categories \(C, D\). Then by [DP08, Theorem 2],

\[
(F(\vee X), \overline{\text{ev}}_{F(X)} = F^0 \circ F(\text{ev}_X) \circ F_2(\vee X, X), \quad \overline{\text{coev}}_{F(X)} = F^2(X, \vee X) \circ F(\text{coev}_X) \circ F_0)
\]

is a left dual of \(F(X)\) for \(X \in C\). Thus, by uniqueness of dual objects, we have a unique family of natural isomorphisms \(\zeta_X^F : F(\vee X) \to \vee F(X)\) called the duality transformation of \(F\). Explicitly, \(\zeta_X^F\) and its inverse are given by

\[
\zeta_X^F = (\overline{\text{ev}}_{F(X)} \otimes l_d|_{F(\vee X)}) \circ (l_d|_{F(X)} \otimes \overline{\text{coev}}_{F(X)}),
\]

\[
(\zeta_X^F)^{-1} = (\overline{\text{ev}}_{F(X)} \otimes F(\vee X)) \circ (l_d|_{F(X)} \otimes \overline{\text{coev}}_{F(X)}).
\]

Also, define the natural isomorphism

\[
\xi_X^F := (\zeta_{X}^{F})^{-1} \circ \zeta_X^F : F(\vee \vee X) \to \vee \vee F(X).
\]

**Remark 2.3.** The above discussion follows [Shi15, Section 3.1], [NS07, Section 1] where these results are stated for \(F\) being a strong monoidal functor. However, similar arguments apply in the case when \(F\) is Frobenius monoidal.
Lemma 2.4. Let $\mathcal{C} \xrightarrow{F} \mathcal{D} \xrightarrow{G} \mathcal{E}$ be a sequence of Frobenius monoidal functors between rigid monoidal categories. Then, we have that
\[
\xi_X^{GF} = \xi_{F(X)}^G \circ G(\xi_X^F) \quad \text{and} \quad \xi_X^{GF} = \xi_{F(X)}^G \circ G(\xi_X^F).
\] (2.5)

Proof. The same argument as [Shi15, Lemma 3.1] applies. \qed

Pivotal categories and functors. A monoidal category with left duals, equipped with a natural isomorphism $\mathfrak{p} = \{p_X : X \to \hat{\circ}X\}_X \in \mathcal{C}$ satisfying $p_{X \otimes Y} = p_X \otimes p_Y$ for all $X, Y \in \mathcal{C}$ is called pivotal. In a pivotal category, for each object $X$, $\hat{\circ}X$ is also a right dual to $X$ with co/evaluation maps
\[
c_{X} := (\operatorname{Id}_X \otimes p_X^{-1})c_{\circ X} \quad \text{and} \quad e_{\circ X} := c_{\circ X}(p_X \otimes \operatorname{Id}_X).
\]
We will use this right dual when working with pivotal categories.

In [NS07], the notion of a strong monoidal functor preserving pivotal structure was introduced. Generalizing it, we give the following definition.

Definition 2.6. A Frobenius monoidal functor $F : \mathcal{C} \to \mathcal{D}$ between pivotal categories is said to pivotal if it satisfies
\[
p_{F(X)}^F(\xi_X^F) = \xi_X^F \circ F(p_X^C) \quad (X \in \mathcal{C}).
\] (2.7)

Lemma 2.8. Let $\mathcal{C} \xrightarrow{F} \mathcal{D} \xrightarrow{G} \mathcal{E}$ be a sequence of Frobenius monoidal functors between rigid monoidal categories. If $\mathcal{C}, \mathcal{D}, \mathcal{E}$ are pivotal and $F$, $G$ are pivotal functors, then so is their composition $G \circ F$.

Proof. By, [DP08, Proposition 4] $G \circ F$ is Frobenius monoidal. Also,
\[
p_{GF(X)}^E \circ G(p_{F(X)}^F) = \xi_{F(X)}^G \circ G(p_{F(X)}^F) = \xi_{F(X)}^G \circ G(\xi_X^F \circ F(p_X^C)) = \xi_X^{GF} \circ GF(p_X^C).
\]
Hence, $GF$ is a pivotal Frobenius functor. \qed

2.3. Braided and ribbon categories. A braided (monoidal) category is a monoidal category $(\mathcal{C}, \otimes, 1)$ equipped with a natural isomorphism $c = \{c_{X,Y} : X \otimes Y \to Y \otimes X\}_{X,Y \in \mathcal{C}}$ (called braiding) satisfying the hexagon axiom. The mirror of a braiding on $\mathcal{C}$ is defined by $c_{X,Y} := c_{Y,X}^{-1}$. We will let $\mathcal{C}^{\operatorname{mir}}$ denote the braided monoidal category $\mathcal{C}$ equipped with the mirror braiding $c'$.

A ribbon category $\mathcal{C}$ is a braided pivotal category such that the left and right twists coincide, that is, $\theta_X^L = \theta_X^R := \theta_X$ for any object $X$ of $\mathcal{C}$, where
\[
\theta_X^L := (\operatorname{ev}_X \otimes \operatorname{Id}_X)(\operatorname{Id}_X \otimes c_{X,Y})(\operatorname{coev}_X \otimes \operatorname{Id}_X),
\]
\[
\theta_X^R := (\operatorname{Id}_X \otimes \operatorname{coev}_X)(c_{Y,X} \otimes \operatorname{Id}_X)(\operatorname{coev}_X \otimes \operatorname{Id}_X).
\]

Braided and ribbon functors. A monoidal functor $(F, F_2, F_0)$ between braided categories $(\mathcal{C}, c)$ and $(\mathcal{D}, d)$ is called braided if it satisfies
\[
F_2(Y,X) \circ d_{F(X),F(Y)} = F(c_{X,Y}) \circ F_2(X,Y) \quad (X,Y \in \mathcal{C}).
\]
A braided functor that is also a monoidal equivalence is called a braided equivalence. Also, a comonoidal functor $(F, F^2, F^0)$ between braided categories $(\mathcal{C}, c)$ and $(\mathcal{D}, d)$ is called cobraided if $(F^{op}, (F^2)^{op}, (F^0)^{op})$ is braided.

Lemma 2.9. A braided strong monoidal functor is cobraided as well. \qed

A braided functor $F : \mathcal{C} \to \mathcal{D}$ between ribbon categories is called a ribbon functor if it preserves twists, that is, $F(\theta_X^C) = \theta_{F(X)}^C$ for all $X$ in $\mathcal{C}$. We will need the following result later.
Proposition 2.10. [Mul22, Proposition 4.4] A braided Frobenius functor between ribbon categories is ribbon if and only if it is pivotal and cobraided.

2.4. Algebras in monoidal categories. Take \( C \) to be a monoidal category.

An algebra in \( C \) is a triple \((A, m, u)\) consisting of an object \( A \in C \), and morphisms \( m : A \otimes A \to A \), \( u : 1 \to A \) in \( C \) satisfying associativity and unitality constraints. A coalgebra in \( C \) is a triple \((A, \Delta, \nu)\) consisting of an object \( A \in C \), and morphisms \( \Delta : A \to A \otimes A \), \( \epsilon : A \to 1 \) in \( C \) satisfying coassociativity and counitality constraints.

Frobenius algebras. A Frobenius algebra in \( C \) is a 5-tuple \((A, m, u, \Delta, \nu)\) where \((A, m, u)\) is an algebra and \((A, \Delta, \nu)\) is a coalgebra so that \((m \otimes \text{id}_A)(\text{id}_A \otimes \Delta) = \Delta m = (\text{id}_A \otimes m)(\Delta \otimes \text{id}_A)\) holds.

Now, suppose that \( C \) is a \( k \)-linear monoidal category and \((A, m, u, \Delta, \nu)\) is a Frobenius algebra in \( C \). If \( m \Delta = \beta_A \text{id}_A \) holds for some \( \beta_A \in k^* \), we call the Frobenius algebra separable. If furthermore, \( \nu u = \beta_A \text{id}_1 \) for some \( \beta_A \in k^* \), we call it special [FFRS06].

Symmetric Frobenius algebras. A Frobenius algebra \((A, m, u, \Delta, \nu)\) in a pivotal monoidal category \( C \) is called symmetric [FFRS06, Definition 2.22] if it satisfies
\[
(\nu m \otimes \text{id}_A)(\text{id}_A \otimes \text{coev}_A) = (\text{id}_A \otimes \nu m)(\text{coev}_A \otimes p^{-1}_A \otimes \text{id}_A)(\text{coev}_A \otimes \text{id}_A).
\]

Lemma 2.12. Let \((A, m, u, \Delta, \nu)\) be a Frobenius algebra in a pivotal category \( C \). Then \( A \) is symmetric if and only if the following holds
\[
(\text{ev}_A \otimes \text{id}_A)(\text{id}_A \otimes \Delta u) = (\text{id}_A \otimes \text{ev}_A)(\text{id}_A \otimes p_A \otimes \text{id}_A)(\Delta u \otimes \text{id}_A).
\]

Proof. Observe that, \((\text{id}_A \otimes \text{ev}_A)(\text{id}_A \otimes p_A \otimes \text{id}_A)(\Delta u \otimes \text{id}_A)\) is the inverse of the morphism \((\text{id}_A \otimes \nu m)(\text{id}_A \otimes p^{-1}_A \otimes \text{id}_A)(\text{coev}_A \otimes \text{id}_A)\). Similarly, \((\nu m \otimes \text{id}_A)(\text{id}_A \otimes \Delta u)\) is the inverse of \((\nu m \otimes \text{id}_A)(\text{id}_A \otimes \text{coev}_A)\). Thus by (2.11), the claim follows.

(Braided) commutative algebras. Let \( C \) be a braided category. Then an algebra \((A, m, u) \in C\) is called (braided) commutative if it satisfies \( c_{A,A} = m \). A coalgebra \((A, \Delta, \nu)\) is called (braided) cocommutative if it satisfies \( c_{A,A} \Delta = \Delta \). It is straightforward to see that if \( F : C \to D \) is a (co)braided (co)monoidal functor between braided categories and \( A \) is (co)commutative (co)algebra in \( C \), then \( F(A) \) is a (co)commutative (co)algebra in \( D \). The following lemma summarizes the relationship between the various functors and Frobenius algebras that we have defined above.

Lemma 2.13. Let \((F : C \to D, F_2, F_0, F^2, F^0)\) be a Frobenius monoidal functor between monoidal categories. Take \((A, m, u, \Delta, \epsilon)\) a Frobenius algebra in \( C \). Then the following statements hold.

(a) \((F(A), F(m), F_2(A, A), F(u), F_0, F^2, \epsilon, F^0, F(\Delta), F(\epsilon), F^0(\epsilon))\) is a Frobenius algebra in \( D \).
(b) Suppose that \( D \) is \( k \)-linear. If \( F \) is separable (resp., special) and \( A \) is separable (resp., special) Frobenius algebra in \( C \), then \( F(A) \) is a separable (resp., special) Frobenius algebra in \( D \).
(c) If \( C, D \) are pivotal categories, \( F \) is a pivotal monoidal functor and \( A \) is a symmetric Frobenius algebra, then \( F(A) \) is symmetric Frobenius as well.

Proof. Part (a) is [DP08, Corollary 5], part (b) is straightforward, and part (c) is [Mul22, Proposition 4.8].
2.5. Adjunctions. An adjoint pair $(L, R, \eta, \varepsilon)$ is a pair of functors $L : C \to D$ and $R : D \to C$ between categories $C$ and $D$ along with natural transformations $\eta = \{\eta_X : X \to RL(X)\}_{X \in C}$ and $\varepsilon = \{\varepsilon_Y : LR(Y) \to Y\}_{Y \in D}$ such that the following relations hold:

$$R(\varepsilon_Y) \eta_{R(Y)} = \text{id}_{R(Y)} \quad \varepsilon_{L(X)} L(\eta_X) = \text{id}_{L(X)}.$$  \hfill (2.14)

In this situation, we call $L$ the left adjoint of $R$ and denote it as $R^L$. Similarly, we call $R$ the right adjoint of $L$ and denote it as $L^R$. We will also use the notation $L \dashv R$ to mean the $L, R$ form an adjoint pair with $L$ as the left adjoint. Then, $L \dashv R$ if and only if $R^{op} \dashv L^{op}$.

A (co)monoidal adjunction [BLV11, Section 2.5] is an adjunction $L \dashv R$, between monoidal categories such that $L, R$ are (co)monoidal functors, and the unit, counit of the adjunction are (co)monoidal natural transformations. A Hopf adjunction [BLV11, Section 2.8] is a comonoidal adjunction $L \dashv R$ such that the following Hopf operator morphisms are invertible:

$$H^L_{X,Y} : L(X \otimes R(Y)) \xrightarrow{L^2(X,R(Y))} L(X) \otimes LR(Y) \xrightarrow{id_{L(X)} \otimes \varepsilon_Y} L(X) \otimes Y,$$

$$H^R_{Y,X} : L(R(Y) \otimes X) \xrightarrow{L^2(R(Y),X)} LR(Y) \otimes L(X) \xrightarrow{\varepsilon_Y \otimes id_{L(X)}} Y \otimes L(X).$$

However, we will need the following dual notion. A coHopf adjunction is a monoidal adjunction $L \dashv R$ such that the following coHopf operator morphisms are invertible for all $X \in C$ and $Y \in D$:

$$h^L_{Y,X} : R(Y) \otimes X \xrightarrow{id_{R(Y)} \otimes \eta_X} R(Y) \otimes RL(X) \xrightarrow{R_2(Y,L(X))} R(Y \otimes L(X)),$$

$$h^R_{X,Y} : X \otimes R(Y) \xrightarrow{\eta_X \otimes id_{R(Y)}} RL(X) \otimes R(Y) \xrightarrow{R_2(L(Y),X)} R(L(X) \otimes Y).$$

We get that $L \dashv R$ is a coHopf adjunction if and only if $R^{op} \dashv L^{op}$ is a Hopf adjunction. Now consider the following results.

Theorem 2.16. Let $L : C \to D$ be left adjoint to $R : D \to C$ with unit $\eta$ and counit $\varepsilon$. Then the following hold:

(a) If $L$ is strong monoidal with structure maps $L^2, L^0$, then $R$ admits the following monoidal structure making the adjunction $L \dashv R$ monoidal:

$$R_2(Y, Y') = R(\varepsilon_Y \otimes \varepsilon_{Y'}) \circ R(L^2(R(Y), R(Y'))) \circ \eta_{R(Y) \otimes R(Y')}, \quad R_0 = R(L^0) \circ \eta_1_C.$$  

(b) If $C, D$ are rigid monoidal categories, then any comonoidal adjunction between them is Hopf and any monoidal adjunction is coHopf.

Proof. Part (a) is a classical result of Kelly [Kel74, Section 2.1]. Part (b) follows from [BLV11, Proposition 3.5]. \hfill $\square$

2.6. Drinfeld centers. The Drinfeld center of a monoidal category $C$, denoted $Z(C)$, is defined as the category with objects as pairs $(X, \sigma)$, where $X$ is an object in $C$, and $\sigma$ is a half-braiding on $X$. A half-braiding on $X$ is a natural isomorphism $\sigma = \{\sigma_Y : Y \otimes X \to X \otimes Y\}_{Y \in C}$ satisfying $\sigma_{Y \otimes Z} = (\sigma_Y \otimes \text{id}_Z)(\text{id}_Y \otimes \sigma_Z)$ for all $Y, Z \in C$. The morphisms $(X, \sigma) \to (Y, \sigma')$ are given by morphisms $f \in \text{Hom}_C(X,Y)$ satisfying $(f \otimes \text{id}_Z)\sigma_Z = \sigma'_Z(\text{id}_X \otimes f)$. The monoidal product is $(X, \sigma) \otimes (Y, \sigma') = (X \otimes Y, \gamma)$ where $\gamma_Z := (\text{id}_X \otimes \sigma'_Z)(\sigma_Z \otimes \text{id}_Y)$. We also have the forgetful functor $U_C : Z(C) \to C$ given by $(X, \sigma) \mapsto X$ which is strong monoidal.
3. Frobenius monoidal functors from (co)Hopf adjunctions

The goal of this section is to construct separable, special, pivotal, ribbon Frobenius monoidal functors from coHopf adjunctions $U \dashv R$. To do this, we start by recalling results from [Bal17] which established sufficient conditions under which the right adjoint $R$ is Frobenius monoidal (see Theorem 3.3). We recall Balan’s result and discuss some preliminaries in Section 3.1. We generalize to the separable and special Frobenius setting in Section 3.2, to the pivotal setting in Section 3.3, and to the ribbon setting in Section 3.4.

3.1. Preliminaries. In the following, we will often replace $\otimes$ by $\cdot$, in order to fit equations. Equalities marked as $(N)$ will commute because of naturality. Consider the following conditions on a functor $U : C \to D$, which will be used throughout the rest of this section.

Condition 3.1. $(U : C \to D, U^2, U^0)$ is a strong monoidal functor between abelian monoidal categories admitting a right adjoint $R$ (with unit $\eta^r$, counit $\varepsilon^r$) such that:

(a) $U \dashv R$ is a coHopf adjunction,

(b) $R$ is exact, and

(c) $R$ is faithful.

Remark 3.2. Under these conditions, the functor $R$ is monoidal with structure maps $R_2, R_0$ in Theorem 2.16(a) making $U \dashv R$ a monoidal adjunction. Hence, condition (a) is satisfied when $C, D$ are rigid [Theorem 2.16(b)]. In other words, the left and right coHopf operators $h^l, h^r$ of (2.15) are invertible in this case.

Now consider the following result connecting the Frobenius properties of the right adjoint $R$ and the algebra $R(1)$.

Theorem 3.3. Suppose that Condition 3.1 is satisfied. Then, $R$ is Frobenius monoidal if and only if the algebra $R(1)$ is a Frobenius algebra in $C$.

In particular, when $R(1)$ is Frobenius with comultiplication $\Delta$ and counit $\nu$, then we get the following results:

(a) $R$ is Frobenius monoidal with the following comonoidal constraints:

$$R^2(X, Y) = (h^l_{X,R(Y)})^{-1} \circ R(\text{id}_X \otimes \eta^l_Y), \quad R^0 = \nu. \quad (3.4)$$

(b) $R \dashv U$ is a Hopf adjunction with the counit $\varepsilon^l$ given by

$$\varepsilon^l(X) : RU(X) = R(1 \otimes U(X)) \xrightarrow{(h^l_{1,R(X)})^{-1}} R(1) \otimes X \xrightarrow{\nu \otimes \text{id}_X} X,$$

and the unit $\eta^l : X \to UR(X)$ as the unique morphism making the following equation hold:

$$\eta^l_X \circ \varepsilon^l_X = UR(\varepsilon^l_X \circ \varepsilon^r_{RU(X)} \circ U(h^l_{1,R(U(X))}) \circ U(\text{id}_{R(1)} \cdot h^l_{1,R(X)}) \circ U(\Delta \cdot \text{id}_{R(X)}). \quad (3.5)$$

Theorem 3.3 is proved below after we prove a small lemma. Consider an adjoint pair $L \dashv L^a$ with $L : A \to B$. Let $\varepsilon$ be the counit and $T = L^a L$ be the corresponding monad on $A$ [ML13, Chapter 6]. Then, there is a canonical comparison functor $K : B \to A^T$, where $A^T$ is the category of $T$-modules. The adjunction $L \dashv L^a$ is called premonadic if the functor $K$ is full and faithful. Dually, for a functor $U$, an adjunction $U^a \dashv U$ is called precomonadic if $U^{\text{op}} \dashv (U^a)^{\text{op}}$ is premonadic. By [BW00, Corollary 3.9 and Theorem 3.11], the following are equivalent:

(a) $L \dashv L^a$ is precomonadic;

(b) $\varepsilon_X$ is the cokernel of some parallel pair of morphisms $\forall X \in B$;
\[(c) \quad LL^a L^a(X) \xrightarrow{\varepsilon_{LL^a(X)}} L^a(X) \xrightarrow{\varepsilon_X} X, \quad \text{is a coequalizer \forall X \in \mathcal{B}.} \quad (3.6)\]

The following lemma is probably well-known, but we could not find a proof.

**Lemma 3.7.** Let \(L \dashv R : \mathcal{B} \rightarrow \mathcal{A}\) be an adjunction between abelian categories with counit \(\varepsilon\). Then, the following are equivalent:

\[L \dashv R \text{ is precomonadic } \iff \varepsilon_X \text{ is epic \forall } X \in \mathcal{B} \iff R \text{ is faithful}.\]

**Proof.** By the definition of an abelian category, a morphism \(f\) in it is an epimorphism if and only if it is a cokernel of some parallel pair of morphisms. Thus, using the equivalent definition of being precomonadic given in (3.6), we get that \(\varepsilon_X\) is an epimorphism if and only if \(L \dashv R\) is precomonadic. Lastly, \(\varepsilon_X\) is epic if and only if \(R\) is faithful [ML13, Chapter 4]. Thus, the proof is finished. \(\square\)

**Proof of Theorem 3.3.** (\(\Rightarrow\)): Suppose that \(R\) is Frobenius monoidal. Then, since \(\mathbb{1}\) is Frobenius, \(R(\mathbb{1})\) is Frobenius by Lemma 2.13(a).

(\(\Leftarrow\)): By Condition 3.1(b), \(U \dashv R\) is a coHopf adjunction, which implies that \(R^{\text{op}} \dashv U^{\text{op}}\) is Hopf adjunction. Also, \(R(\mathbb{1})\) is a Frobenius algebra in \(\mathcal{C}\); this implies that \(R^{\text{op}}(\mathbb{1})\) is a Frobenius algebra in \(\mathcal{C}^{\text{op}}\). As \(R\) is faithful, by Lemma 3.7, we get that \(U \dashv R\) is precomonadic. Hence, \(R^{\text{op}} \dashv U^{\text{op}}\) is precomonadic. Thus, we can apply [Bal17, Proposition 4.5] to the adjunction \(R^{\text{op}} \dashv U^{\text{op}}\) to get that \(R^{\text{op}}\) is Frobenius monoidal. Hence, \(R\) is Frobenius monoidal. Similarly, by [Bal17, Theorem 4.4], \(R \dashv U\) is a Hopf adjunction. Finally, the claim about the expressions for \(\varepsilon^l, \eta^l, R^2, R^0\) follows by translating the expressions in [Bal17] into our setting. \(\square\)

The next properties of the coHopf operators \(h^l\) of (2.15) will be used in the following sections.

**Lemma 3.8.** The coHopf operators \(h^l\) satisfy the following relations:

(a) \(R_2(X, Y \otimes U(R(Z))) \circ (\text{Id}_{R(X)} \otimes h^l_{X,R(Y,Z)}) = h^l_{X\otimes Y,R(Z)} \circ (R_2(X, Y) \otimes \text{Id}_{R(Z)})\),

(b) \(\varepsilon^r_{X\otimes U(R(Y))} \circ U(h^l_{X,R(Y)}) = (\varepsilon^r_X \otimes \text{Id}_{U(R(Y)}) \circ U_{-1}^{-1}(R(X), R(Y))\),

(c) \(R(\text{Id}_X \otimes \varepsilon^r_Y) \circ h^l_{X,R(Y)} = R_2(X, Y)\),

(d) \(R(\text{Id}_X \otimes U_{-1}^{-1}(Y Z)) \circ h^l_{X,Y \otimes Z} = h^l_{X\otimes U(Y),Z} \circ (h^l_{X,Y} \otimes \text{Id}_Z)\).

**Proof.** We prove part (a) here, parts (b), (c) and (d) are proved in a similar manner.

\[
\begin{align*}
\text{LHS} & = R_2(X, Y \otimes U(R(Z))) \circ (\text{Id}_{R(X)} \otimes h^l_{Y,R(Z)}) \\
& \overset{(2.15)}{=} R_2(X, Y \otimes U(R(Z))) \circ (\text{Id}_{R(X)} \otimes R_2(Y, U(R(Z))) \circ (\text{Id}_{R(X) \otimes R(Y)} \otimes \eta_{R(Z)})) \\
& \overset{(\forall)}{=} R_2(X \otimes Y, U(R(Z)) \circ (R_2(X, Y) \circ \text{Id}_{R(Y)}) \circ (\text{Id}_{R(X) \otimes R(Y)} \otimes \eta_{R(Z)})) \\
& \overset{(N)}{=} R_2(X \otimes Y, U(R(Z)) \circ (\text{Id}_{R(X) \otimes Y} \otimes \eta_{R(Z)}) \circ (R_2(X, Y) \circ \text{Id}_{R(Z)}) \\
& \overset{(2.15)}{=} h^l_{X\otimes Y,R(Z)} \circ (R_2(X, Y) \otimes \text{Id}_{R(Z)}). \\
\end{align*}
\]

Here, the equality \(\forall\) holds because \(R\) is a monoidal functor. \(\square\)

**Proposition 3.9.** Suppose that Condition (3.1) is satisfied and \(\mathbb{R}(\mathbb{1})\) is a Frobenius algebra in \(\mathcal{C}\) with comultiplication \(\Delta\) and counit \(\nu\). Then, \((\mathbb{R}(\mathbb{1}), \sigma), \mathbb{R}_2(\mathbb{1}, \mathbb{1}), \mathbb{R}_0, \Delta, \nu\) is a Frobenius algebra in \(\mathcal{Z}(\mathcal{C})\). Here \(\sigma_X = (h^l_{X,R})^{-1} h^r_{X,A} \) is the half-braiding of the object \(\mathbb{R}(\mathbb{1})\).
Proof. By assumption, \( U \dashv R \) is a coHopf adjunction. Thus, by applying [BLV11, Corollary 6.7] to the Hopf adjunction \( R^\text{op} \dashv U^\text{op} \), we get that \(((R(1), \sigma), R_2(1, 1), R_0)\) is an algebra in \( Z(\mathcal{C}) \) where \( \sigma_X = (h_{1,X}^I)^{-1}h_{2,X}^R \).

Also, by Theorem 3.3, \( R \dashv U \) is a Hopf adjunction. Thus, by [BLV11, Corollary 6.7], we have that \(((R(1), \rho), R^2(1, 1), R^0)\) is a coalgebra in \( Z(\mathcal{C}) \) where \( \rho_X = H_{1,X}^I(H_{X,1}^I)^{-1} \). By [Bal17, Remark 4.3(3)], \( H_{X,Y}^I = (h_{X,Y}^I)^{-1} \) and \( H_{X,Y}^R = (h_{X,Y}^R)^{-1} \) for all \( X, Y \in \mathcal{C} \). Thus, it is clear that \( \sigma_X = \rho_X \) for all \( X \in \mathcal{C} \).

By Theorem 3.3, we know that \( R^0 = \nu \). Next we will show that \( R^2(1, 1) = \Delta \). By (3.4), \( R^2(1, 1) \circ R(\varepsilon_X^R) = (h_{1,R(1)}^I)^{-1} \circ R(\eta_X^I \circ \varepsilon_X^R) \). To show that \( R^2(1, 1) = \Delta \), it suffices to show that \( h_{1,R(1)}^I \circ \Delta \circ R(\varepsilon_X^R) = R(\eta_X^I \circ \varepsilon_X^R) \) because \( R(\varepsilon_X^R) \) is epic. Set \( m = R_2(1, 1) \), \( u = R_0 \) and consider the following commutative diagram.

Here, the squares marked \((\Diamond)\) commute because \( m \) and \( \Delta \) satisfy the Frobenius relation. The square marked \((\heartsuit)\) is the unitality relation of the algebra \((R(1), m, u)\). Using (3.5), the bottom path of this above diagram equals \( R(\eta_X^I \circ \varepsilon_X^R) \). Also, the top path reads \( h_{1,R(1)}^I \circ \Delta \circ R(\varepsilon_X^R) \). Thus, we get that \( R^2(1, 1) = \Delta \).

Finally, as \( R_2(1, 1) \) and \( \Delta = R_2(1, 1) \) satisfy the Frobenius algebra axiom, we have that \(((R(1), \sigma), R_2(1, 1), R_0, \Delta, \nu)\) is a Frobenius algebra in \( Z(\mathcal{C}) \).

3.2. Separable and special Frobenius case. Now consider the following result.

**Theorem 3.10.** Assume that Condition 3.1 is satisfied. Then, \((R(1), m, u, \Delta, \nu)\) is a separable (resp., special) Frobenius algebra in \( \mathcal{C} \) if and only if \( R \) is a separable (resp., special) Frobenius monoidal functor.
Proof. \((\Rightarrow)\): Suppose that \(R(1)\) is a separable Frobenius algebra. To start, consider the following commutative diagram.

Using Theorems 2.16(a) and 3.3(a) we get that the compositions along the top of the diagram is equal to \(R_2(X, Y) R^2(X, Y)\). Thus, we get that

\[
R_2(X, Y) R^2(X, Y) = R(\text{id}_X \otimes \varepsilon_Y' \eta_Y').
\]

Now, observe that \(\varepsilon_Y', \eta_Y', \varepsilon_Y'\) is equal to

\[
\begin{align*}
(3.3(b)) \quad & \varepsilon_Y' \circ U R(\varepsilon_Y') \circ \varepsilon_Y' U R(Y) \circ U(h_{1,RU(Y)}) \circ U(\text{id}_{R(1)} \cdot h_{1,RU(Y)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
(3.6) \quad & \varepsilon_Y' \circ \varepsilon_Y' U R(Y) \circ \varepsilon_Y' U R(Y) \circ U(h_{1,RU(Y)}) \circ U(\text{id}_{R(1)} \cdot h_{1,RU(Y)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
(3.6) \quad & \varepsilon_Y' \circ \varepsilon_Y' U R(Y) \circ U(h_{1,RU(Y)}) \circ U(\text{id}_{R(1)} \cdot h_{1,RU(Y)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
(3.6) \quad & \varepsilon_Y' \circ U R(\varepsilon_Y') \circ U(\text{id}_{R(1)} \cdot h_{1,RU(Y)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
(3.8(c)) \quad & \varepsilon_Y' \circ U R(\varepsilon_Y') \circ U(R_2(1, U R(Y))) \circ U(\text{id}_{R(1)} \cdot h_{1,RU(Y)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
(3.8(a)) \quad & \varepsilon_Y' \circ U R(\varepsilon_Y') \circ U(h_{1,RU(Y)}) \circ U(R_2(1, 1) \cdot \text{id}_{R(1)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
(3.8(e)) \quad & \varepsilon_Y' \circ U(R_2(1, Y)) \circ U(R_2(1, 1) \cdot \text{id}_{R(1)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
\quad \circ \quad & \varepsilon_Y' \circ U(R_2(1, Y)) \circ U(R_2(1, 1) \cdot \text{id}_{R(1)}) \circ U(\Delta u \cdot \text{id}_{R(1)}) \\
\quad \circ \quad & \varepsilon_Y' \circ U(R_2(1, Y)) \circ U(\text{id}_{R(1)} \cdot \text{id}_{R(1)}) \\
\quad \circ \quad & \varepsilon_Y' \circ U(R_2(1, Y)) \circ U(\text{id}_{R(1)} \cdot \text{id}_{R(1)}) \\
\quad \circ \quad & \varepsilon_Y' \circ U(R_2(1, Y)) \circ U(\text{id}_{R(1)} \cdot \text{id}_{R(1)}) \\
\quad \circ \quad & \varepsilon_Y' \circ U(R_2(1, Y)) \circ U(\text{id}_{R(1)} \cdot \text{id}_{R(1)}) \\
\quad \circ \quad & \varepsilon_Y' \circ U(R_2(1, Y)) \circ U(\text{id}_{R(1)} \cdot \text{id}_{R(1)}) \\
\quad \circ \quad & \varepsilon_Y'.
\end{align*}
\]

Here, the equality \((\bigcirc)\) holds because \(R(1)\) is separable and the equality \((\bigotimes)\) holds because \(R\) is a monoidal functor. By Lemma 3.7, \(\varepsilon_Y'\) is an coequalizer, and therefore, it is epic. Hence, we get that \(\varepsilon_Y' \eta_Y' = \text{id}_Y\), thereby proving that \(R_2(X, Y) R^2(X, Y) = \text{id}_{R(X \otimes Y)}\). Hence, \(R\) is separable Frobenius.

Lastly, observe that \(R^0 R_0 = \nu u = \text{id}_1\) is equal to the identity map on \(1\) if and only if \(R(1)\) is special Frobenius. Hence, this direction of the proof is finished.

\((\Leftarrow)\): As the unit object is separable (resp., special) Frobenius, by Lemma 2.13(b), it follows that \(R(1)\) is separable (resp., special) Frobenius. \(\square\)

3.3. Pivotal case. Recall the definitions of pivotal categories and functors from Section 2.2. Now, consider the following result.

**Proposition 3.11.** Let \(C\) be a monoidal category.
Suppose that \((\Delta, \sigma, m, u, \Delta, \nu)\) is a Frobenius algebra in \(\mathcal{Z}(\mathcal{C})\), then \(F = A \otimes - : \mathcal{C} \to \mathcal{C}\) is a Frobenius monoidal functor with structure maps:

\[
F_2(X, Y) := (m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_Y)((\Delta \otimes \mathrm{Id}_Y)(A \otimes Y) \otimes (A \otimes X) \otimes Y)
\]

\[
F^2(X, Y) := ((A \otimes \sigma_X^1 \otimes \mathrm{Id}_Y)(\Delta \otimes \mathrm{Id}_Y) : A \otimes X \otimes Y \to A \otimes X \otimes Y
\]

\[
F_0 := u : 1 \to A
\]

\[
F^0 := \nu : A \to 1
\]

(b) If \(\mathcal{C}\) is a pivotal category and \((\Delta, \sigma, m, u, \Delta, \nu)\) is a symmetric Frobenius algebra in \(\mathcal{Z}(\mathcal{C})\), then \(F = A \otimes - : \mathcal{C} \to \mathcal{C}\) is a pivotal functor with the above structure maps.

Proof. The proof of (a) is straightforward, so we will only prove (b). Let \(p\) denote the pivotal structure of \(\mathcal{C}\). By the definition of a pivotal functor (Definition 2.6), we need to prove that

\[
\xi^A_{\otimes} \circ (\mathrm{Id}_A \otimes p_X) = p_{A \otimes X} : A \otimes \vee X \to \vee(A \otimes X) = \vee(A \otimes \vee X).
\]

where \(\xi^A_{\otimes} \overset{(2.2)}{=} \nu(m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_Y)((\Delta \otimes \mathrm{Id}_Y) \otimes \mathrm{Id}_A)\). We first calculate that

\[
\xi^A_{\otimes} \overset{(2.1)}{=} \left( (F^0 \circ F(\mathrm{ev}_X) \circ F_2(\vee, X, Y)) \otimes \mathrm{Id}_{F(\vee, X)} \right) (\mathrm{Id}_{F(\vee, X)} \otimes \mathrm{coev}_{F(\vee, X)})
\]

\[
= \left( (\nu m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_{\Delta(\vee, X)})(\mathrm{Id}_A \otimes \sigma_X \otimes \mathrm{Id}_{\Delta(\vee, X)})(\mathrm{Id}_{\Delta(\vee, X)} \otimes \mathrm{coev}_{A \otimes X}) \right)
\]

\[
= \left( (\nu m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_{\Delta(\vee, X)})(\mathrm{Id}_A \otimes \sigma_X \otimes \mathrm{Id}_{\Delta(\vee, X)})(\mathrm{Id}_{\Delta(\vee, X)} \otimes \mathrm{coev}_{A \otimes X}) \right)
\]

Here, the equality \((\Delta)\) is obtained by plugging in the description of \(F^2, F_2, F^0, F_0\) from part (a), and the equality \(\sigma\) using that \(\mathrm{coev}_{A \otimes X} = (\mathrm{Id}_A \otimes \mathrm{coev}_X \otimes \mathrm{Id}_A)\). A similar calculation shows that

\[
(\xi^A_{\otimes} \overset{(2.1)}{=} \nu(m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_Y)((\Delta \otimes \mathrm{Id}_Y) \otimes \mathrm{Id}_A) \otimes \mathrm{coev}_{A \otimes X})
\]

\[
= (\nu m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_Y)((\Delta \otimes \mathrm{Id}_Y) \otimes \mathrm{Id}_A)(\mathrm{Id}_A \otimes \Delta u) \otimes \mathrm{coev}_{A \otimes X})
\]

\[
= (\nu m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_Y)((\Delta \otimes \mathrm{Id}_Y) \otimes \mathrm{Id}_A)(\mathrm{Id}_A \otimes \Delta u) \otimes \mathrm{coev}_{A \otimes X})
\]

\[
= (\nu m \otimes \mathrm{Id}_X \otimes \mathrm{Id}_Y)(\mathrm{Id}_A \otimes \Delta u) \otimes \mathrm{coev}_{A \otimes X})
\]

Here, the equality \((\sigma)\) holds because \(A\) is a Frobenius algebra. Finally,

\[
\xi^A_{\otimes} \circ (\mathrm{Id}_A \otimes p_X) = p_{A \otimes X} = (\mathrm{Id}_A \otimes \mathrm{coev}_X)(\mathrm{Id}_A \otimes p_X) = p_{A \otimes X}.
\]

Hence, the proof is finished. \(\square\)

Now, we are ready to prove the main result of this section.

**Theorem 3.13.** Suppose that Condition 3.1 is satisfied with \(U : \mathcal{C} \to \mathcal{D}\) a pivotal functor (thus, \(\mathcal{C}\) is pivotal). Then, the algebra \((R(1), R_2(1, 1), R_0)\) is a symmetric Frobenius algebra in \(\mathcal{C}\) if and only if \(R\) is a pivotal Frobenius monoidal functor.

**Proof.** We will prove the forward direction; the converse follows by Lemma 2.13(c).

Suppose that \((R(1), R_2(1, 1), R_0)\) is symmetric Frobenius algebra in \(\mathcal{C}\) with comultiplication \(\Delta\) and counit \(\nu\). Then, by Proposition 3.9, \((R(1), \sigma), R_2(1, 1), R_0, \Delta, \nu)\) is a Frobenius algebra in \(\mathcal{Z}(\mathcal{C})\). Further, as the pivotal structure of \(\mathcal{Z}(\mathcal{C})\) is the same as that of \(\mathcal{C}\), \(R(1)\) being a symmetric Frobenius algebra in \(\mathcal{C}\) implies that it is a symmetric Frobenius in \(\mathcal{Z}(\mathcal{C})\). Hence, by Proposition 3.11(b), \(R(1) \otimes -\) is a pivotal functor. Since \(U \downarrow R\) is a coHopf adjunction by assumption, we
get that \( h^1_{X,Y} : R(\mathbb{1}) \otimes X \to R(\mathbb{1} \otimes U(X)) = RU(X) \) is a monoidal natural isomorphism between the functors \( R(\mathbb{1}) \otimes - \) and \( RU \). Therefore, we get that \( RU \) is pivotal. Now, observe that

\[
\xi^R_X \circ R(p_X^C) \circ R(\varepsilon^R_X) = (N) \xi^R_X \circ R(\nu \varepsilon^R_X) \circ R(p_{\mathbb{1}}^D \otimes X, Y) = (N) \nu \xi^R_X \circ R(\varepsilon^R_X) \circ R(p_{\mathbb{1}}^D \otimes X, Y) = (2.7) \nu \xi^R_X \circ R(\varepsilon^R_X) \circ R(p_{\mathbb{1}}^D \otimes X, Y) \circ RU(p_{\mathbb{1}}^C) = (2.4) \nu \xi^R_X \circ R(\varepsilon^R_X) \circ R(p_{\mathbb{1}}^C) \circ RU(p_{\mathbb{1}}^C) = (2.7) \nu \xi^R_X \circ R(\varepsilon^R_X) \circ R(p_{\mathbb{1}}^C) \circ RU(p_{\mathbb{1}}^C) = (N) \nu \xi^R_X \circ R(\varepsilon^R_X) \circ R(p_{\mathbb{1}}^C) \circ RU(p_{\mathbb{1}}^C).
\]

As \( \varepsilon^R_X \) is epic and \( R \) is exact, \( R(\varepsilon^R_X) \) is epic. Consequently, \( \xi^R_X \circ R(p_X^C) = p_{\mathbb{1}}^C \), thereby proving that \( R \) is pivotal.

3.4. **Ribbon case.** In this section, we equip our categories with braidings and strengthen the results obtained in previous sections.

**Lemma 3.14.** Let \( U : (\mathcal{C}, c) \to (\mathcal{D}, d) \) be a braided strong monoidal functor between braided monoidal categories. Then, \( U^{\tau_a} \) is braided and \( U^{\tau_a} \) is cobraided.

**Proof.** Let \( R := U^{\tau_a} \). Observe that \( R(d_{X,Y}) \circ R(\varepsilon^R_X) \circ R(\varepsilon^R_Y) \) is

\[
(2.16) \quad \nu \xi^R_X \circ R(\varepsilon^R_X) \circ R(U^{-1}_X(R(X), R(Y))) \circ \eta_{R(X), R(Y)} = (N) \nu \xi^R_X \circ R(U^{-1}_X(R(X), R(Y))) \circ \eta_{R(X), R(Y)} = (\diamond) \nu \xi^R_X \circ R(U^{-1}_X(R(X), R(Y))) \circ \eta_{R(X), R(Y)} = (N) \nu \xi^R_X \circ R(U^{-1}_X(R(X), R(Y))) \circ \eta_{R(X), R(Y)} = (2.16) \nu \xi^R_X \circ R(U^{-1}_X(R(X), R(Y))) \circ \eta_{R(X), R(Y)} = \eta_{R(X), R(Y)}\eta_{R(X), R(Y)}.
\]

Here, the equality (\( \diamond \)) holds because \( U \) is braided. Thus, \( R \) is braided.

By Lemma 2.9, we know that \( U \) is cobraided. Hence, \( U^{op} \) is a braided strong monoidal functor. Then, the claim about \( L := U^{\tau_a} \) follows by applying the above result to the adjunction \( U^{op} \dashv L^{op} \).

**Theorem 3.15.** Let \( U : \mathcal{C} \to \mathcal{D} \) be a ribbon functor between ribbon categories satisfying Condition 3.1. Then \( R(\mathbb{1}) \) is a symmetric Frobenius algebra in \( \mathcal{C} \) if and only if \( R \) is a ribbon Frobenius functor.

**Proof.** By Theorem 3.3, \( U^{\tau_a} = U^{\tau_a} = R \). Since \( U \) is braided, by Lemma 3.14, we get that \( U^{\tau_a} = R \) is cobraided and \( U^{\tau_a} = R \) is braided. Finally, as \( R(\mathbb{1}) \) is symmetric Frobenius, we obtain that \( R \) is pivotal and Frobenius by Theorem 3.13. Now, by Proposition 2.10, \( R \) is a ribbon Frobenius monoidal functor. The converse is straightforward.

4. **Application to tensor categories**

Now, we apply the results of Section 3 to a functor \( \Psi \) (studied in [Sh20]) from the Drinfeld center \( Z(\mathcal{C}) \) to certain category of endofunctors of a \( \mathcal{C} \)-module category \( \mathcal{M} \), namely \( Res_{\mathcal{C}}(\mathcal{M}) \). We recall background material in Section 4.1, discuss the functor \( \Psi \) in Section 4.2, and provide a proof of our main application, Theorem 1.2, in Section 4.3.
4.1. **Background.** We refer the reader to [EGNO16] for the following material. Let $C$ be a rigid monoidal category. If further, $C$ is $k$-linear and finite abelian, the unit object is simple, and the tensor product $\otimes$ is $k$-bilinear, we call it a *finite tensor category*.

*Module categories.* A *(finite)* left $C$-module category is a *(finite abelian)* category $\mathcal{M}$ equipped with a bifunctor $\triangleright : C \times \mathcal{M} \to \mathcal{M}$ that is $k$-linear and exact in first variable, and natural isomorphisms

\[(X \otimes Y) \triangleright M \cong X \triangleright (Y \triangleright M), \quad 1 \triangleright M \cong M \quad (X, Y \in C, \ M \in \mathcal{M})\]

satisfying certain coherence conditions. By a variant of Mac Lane’s coherence theorem, we can (and will) assume that the above isomorphisms are identity maps. We call a finite left $C$-module category exact if for any $M \in \mathcal{M}$ and any projective object $P \in C$, $P \triangleright M \in \mathcal{M}$ is projective. If $C$ is a (pivotal) finite tensor category, then $Z(C)$ is a braided (pivotal) finite tensor category and $U_C$ is a $k$-linear, exact (and pivotal) functor.

A left $C$-module functor is a pair $(F, s)$ where $F : (\mathcal{M}, \triangleright_M) \to (\mathcal{N}, \triangleright_N)$ is a functor between module categories and $s = \{s_{X, M} : F(X \triangleright_M M) \cong X \triangleright_N F(M)\}$ is a natural isomorphism satisfying certain conditions. Given a left $C$-module category $\mathcal{M}$, we will use the notation $\text{Rex}_C(\mathcal{M})$ to denote the category with objects as right exact, left $C$-module endofunctors of $\mathcal{M}$ and morphisms as $C$-module natural transformations. A *relative Serre functor* [Sch15, FSS20] is a functor $S : \mathcal{M} \to \mathcal{M}$ equipped with a certain natural isomorphism.

4.2. **The functor $\Psi$.** Consider the following terminology.

**Definition 4.1.** [Shi20, Section 3.6] Let $C$ be a finite tensor category and $\mathcal{M}$ a left $C$-module category. Consider the functor below

\[\Psi : Z(C) \to \text{Rex}_C(\mathcal{M}), \quad (X, \sigma) \mapsto (X \triangleright -, s^\sigma), \quad (4.2)\]

where the left $C$-module structure of $X \triangleright -$ is

\[s^\sigma_{Y, M} : Y \triangleright (X \triangleright (M)) = (Y \otimes X) \triangleright M \overset{\sigma \triangleright \text{Id}_M}{\cong} (X \otimes Y) \triangleright M = X \triangleright (Y \triangleright M).\]

In order to better understand $\Psi$, we define the following functors.

**Definition 4.3.** Set $\mathcal{D} := \text{Rex}_C(\mathcal{M})$.

- For any monoidal category $\mathcal{C}$, consider the forgetful functor

\[U_C' : Z(\mathcal{C})^\text{mir} \to \mathcal{C}, \quad (X, \sigma) \mapsto X. \quad (4.4)\]

As a monoidal functor, $U_C$ and $U_C'$ are identical. Thus, many facts about $U_C$ also hold true for $U_C'$. In particular, $U_C'$ is a strong monoidal functor. When $\mathcal{C}$ is a finite tensor category, $U_C'$ admits a right adjoint $R_C$.

- Schauenburg’s [Sch01, Theorem 3.3] established the following braided equivalence between the Drinfeld centers of $\mathcal{C}$ and $\mathcal{D}^\text{rev}$.

\[\Theta_M : Z(\mathcal{C}) \overset{\sim}{\to} Z(\mathcal{D}^\text{rev}), \quad (X, \sigma) \mapsto ((X \triangleright -, s^\sigma), \Sigma). \quad (4.5)\]

For the definition of $\Sigma$, see [Shi20, Section 3.7].

- For any monoidal category $\mathcal{C}$, by [EGNO16, Exercise 8.5.2], we have the following braided equivalence

\[\Omega_C : Z(\mathcal{C}^\text{rev}) \cong Z(\mathcal{C})^\text{mir}, \quad (X, \sigma) \mapsto (X, \sigma^{-1}). \quad (4.6)\]

Now consider the following result.
Lemma 4.7. [Shi20, Theorem 3.14] The functor $\Psi$ is equal to the composition $U^\prime_D \circ \Omega_D \circ \Theta_M$. Further, $\Psi$ is an exact, strong monoidal functor.

Proof. Observe that
\[
U^\prime_D \circ \Omega_D \circ \Theta_M(X, \sigma) \quad \overset{(4.5)}{=} \quad U^\prime_D \circ \Omega_D((X \triangleright - , s^\sigma), \Sigma) \quad \overset{(4.4)}{=} \quad (X \triangleright -, s^\sigma)
\]
\[
\overset{(4.6)}{=} \quad U^\prime_D((X \triangleright -, s^\sigma), \Sigma^{-1}) \quad \overset{(4.2)}{=} \quad \Psi(X, \sigma).
\]

Since $U^\prime_D$, $\Omega_D$ and $\Theta_M$ are each strong monoidal, $\Psi$ is a strong monoidal functor. Furthermore, by [Shi20, Theorem 3.11], $\Psi$ admits a right adjoint $\Psi^{ra}$. Since the categories $Z(C)$ and $\text{Re}_C(M)$ are rigid monoidal, the existence of a right adjoint implies the existence of a left adjoint, see [BN11, §2.3]. Finally, as $Z(C)$ and $\text{Re}_C(M)$ are finite categories, the existence of adjoints implies that $\Psi$ is exact.

Now, let $C$ be a pivotal tensor category with pivotal structure $p : \text{Id}_C \xrightarrow{\cong} \langle\cdot\rangle$, and let $M$ be an exact left $C$-module category. Then, by [Shi19, Lemma 3.3], a (right) relative Serre functor $S$ of $M$ exists. Further, $S$ is a left $C$-module functor. In this case, a pivotal structure on $M$ is a left $C$-module natural isomorphism $\tilde{p} : \text{Id}_M \to S$, and a pivotal left $C$-module category is an exact left $C$-module category equipped with a pivotal structure.

For $M$ a pivotal left $C$-module category, the category $D := \text{Re}_C(M)$ is a pivotal monoidal category [Shi19, Theorem 3.13]. In fact, we get the result below.

Lemma 4.8. If $C$ is a pivotal finite tensor category and $M$ is a pivotal left $C$-module category, then $\Psi$ is a pivotal functor.

Proof. By Lemma 4.7, $\Psi = U^\prime_D \circ \Omega_D \circ \Theta_M$. By [FGJS22, Proposition 5.14], $\Theta_M$ is a pivotal functor. It is straightforward to check that $\Omega_D$ is a pivotal functor. Also, for any pivotal monoidal category $D$, the forgetful functor $Z(D) \to D$ is pivotal (see e.g. [TV17, Section 5.2.2]). Thus, $U^\prime_D$ is pivotal. By Lemma 2.8, the composition of pivotal functors is pivotal. Hence, we conclude that $\Psi$ is pivotal.

Finally, we prove our main result of this section, and last result of this work.

4.3. Proof of Theorem 1.2. We know that $\Psi$ is a strong monoidal functor between abelian monoidal categories. Since it is an exact functor (by Lemma 4.7) between finite abelian categories, it admits a right adjoint $\Psi^{ra}$. By Theorem 2.16(a), $\Psi \dashv \Psi^{ra}$ is a comonoidal adjunction. We will show that the adjunction $\Psi \dashv \Psi^{ra}$ satisfies Condition 3.1.

(a): $Z(C)$, $\text{Re}_C(M)$ are rigid, by Remark 3.2, $\Psi \dashv \Psi^{ra}$ is a coHopf adjunction.

(b): Using Lemma 4.7, $\Psi^{ra} = \Theta_M^\ast \circ \Omega_D^\ast \circ (U^\prime_D)^{ra}$. As $\Theta_M$, $\Omega_D$ are category equivalences, their right adjoint are also category equivalences, and in particular, exact. Lastly, using [EO04, Proposition 3.39(ii)], $(U^\prime_D)^{ra}$ is exact. Thus, $\Psi^{ra}$ is exact.

(c): Since $M$ is indecomposable, $D = \text{Re}_C(M)$ satisfies $\text{End}_D(\text{Id}_M) \cong k$. Thus, by [Shi16, Corollary 5.9], we get that the functor $(U^\prime_D)^{ra}$ is faithful. Since $\Theta_M^\ast$ and $\Omega_D$ are category equivalences, we get that $\Psi^{ra} = \Theta_M^\ast \circ \Omega_D^\ast \circ (U^\prime_D)^{ra}$ is faithful.

Now, part (i) follows from Theorem 3.3 and Theorem 3.10. Further, when $C$ is pivotal and $M$ is a pivotal left $C$-module category, by Lemma 4.8, $\Psi$ is pivotal. Hence, part (ii) follows from Theorem 3.13.
Frobenius Monoidal Functors from (Co)Hopf Adjunction
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