Small in-distribution changes in 3D perspective and lighting fool both CNNs and Transformers
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Abstract

Neural networks are susceptible to small transformations including 2D rotations and shifts, image crops, and even changes in object colors. This is often attributed to biases in the training dataset, and the lack of 2D shift-invariance due to not respecting the sampling theorem. In this paper, we challenge this hypothesis by training and testing on unbiased datasets, and showing that networks are brittle to both small 3D perspective changes and lighting variations which cannot be explained by dataset bias or lack of shift-invariance. To find these in-distribution errors, we introduce an evolution strategies (ES) based approach, which we call CMA-Search. Despite training with a large-scale (∼ 0.5 million images), unbiased dataset of camera and light variations, in over 71% cases CMA-Search can find camera parameters in the vicinity of a correctly classified image which lead to in-distribution misclassifications with < 3.6% change in parameters. With lighting changes, CMA-Search finds misclassifications in 33% cases with < 11.6% change in parameters. Finally, we extend this method to find misclassifications in the vicinity of ImageNet images for both ResNet and OpenAI’s CLIP model.

1 Introduction

Neural networks models are highly susceptible to seemingly benign changes—two dimensional rotations and translations [1], image crops [2, 3], and even changes in the color space [4, 5, 6].
This is concerning as these transformations occur naturally in the real world, unlike the synthetic perturbations typically added in adversarial attacks. These susceptibilities are often attributed to the dataset bias (systematic differences between the training and testing distributions) in ImageNet and CIFAR [7, 8], and to the lack of shift invariance due to not respecting the sampling theorem [9, 10, 3]. Here, we question if this hypothesis is indeed the complete picture, or if there is more underlying complexity which remains unexplored. Concretely, we train and test visual recognition models across variations in camera and lighting, while ensuring large-scale, unbiased training data with no spurious correlations between the camera, lighting and the image labels. To investigate the role of shift-invariance, multiple shift-invariant architectures are also trained.

These experiments are enabled by our computer graphics pipeline for generating and modifying images by directly accessing the scene’s camera and lighting parameters. We use our pipeline to create a large-scale (~ 0.5 million images) and unbiased dataset of rendered ShapeNet [11] objects with camera and lighting variations—Fig. 1(a) shows examples of the same 3D model under different conditions, while Fig. 2(b) shows 3D models for 4 categories. This dataset contains objects seen from multiple viewpoints, shifted across the frame, and we use physically based rendering [12, 13] to accurately simulate complex lighting artifacts including multiple colors and self-shadows which makes the dataset challenging for neural networks as corroborated in Table. 1.

Investigating the brittleness of networks requires densely searching the space of camera and lighting parameters for failure cases. We apply an evolution-strategies based approach to propose a new search for in-distribution, misclassified images which we call CMA-Search. Starting with a correctly classified image, our method looks in the vicinity of the camera and lighting parameters to find an in-distribution image which is incorrectly classified. Note that unlike adversarial attacks, our method does not add noise and our constraints ensure that identified errors are in-distribution.

Analyzing the brittleness using CMA-Search, we find that visual recognition models are extremely brittle to both changes in 3D perspective due to camera movement and lighting. Our method can find misclassified images in the vicinity of correctly classified images in over 71% cases, with less than 3.6% change in the camera position. With lighting changes, CMA-Search can find a
misclassification in 33% cases with < 5% change in light position. Furthermore, by combining our search method with a recent single-view view synthesis model [14], we show similar results of brittleness with ImageNet images for both a pretrained ResNet [15], and the recent start-of-the-art transformer based OpenAI CLIP architecture [16]. By comparing against 2D shifts, we show that while shift-invariant architectures are adept at handling 2D shifts, they are still very susceptible to small 3D perspective changes. These results are consistent across multiple state-of-the-art CNNs and transformer architectures. In fact, we report that with a dataset of ~ 0.5 million images, transformers struggle much more than CNNs at performing well across variations in camera and lighting. The code to reproduce these results, the data and the computer graphics pipeline will be made available upon publication.

2 Related Work

2.1 Susceptibility of neural networks to small 2D transformations

Susceptibility to small transformations [3], crops [2], and 2D rotations and translations [1] are often attributed to lack of shift invariance in modern CNNs [7, 17, 18, 19]. Thus, proposed alternative architectures have focused on being shift invariant—anti-aliasing networks use the seminal signal processing trick of anti-aliasing [9], while recently proposed truly shift invariant networks propose a new sampling methodology to guarantee a 100% consistency in classification under 2D shifts [10]. Unlike our work, these works have focused on only 2D transformations.

2.2 Semantic adversarial attacks and in-distribution brittleness

To understand the failure modes of neural networks described in Sec. 2.1, recent work has sought to generate adversarial perturbations which are human interpretable i.e. semantic adversarial examples. These works often rely on synthetic data, using differentiable rendering or other optimization methods to find adversarial images by modifying scene parameters [5, 20, 21, 22, 23, 24, 25, 26]. These include a custom differentiable renderer to perturb the camera, lighting, or object mesh vertices [20], and using a neural renderer where light is represented by network activations [21].

While we rely on computer graphics as well, there is a key differences between these works and our paper—we ensure that our train and test distributions match, so all our identified errors are in-distribution. Above works do not attempt to search for in-distribution errors and add noise which is not constrained to be in-distribution. In contrast, our approach (CMA-Search) searches only within the space of camera and lighting parameters to find in-distribution errors without adding any noise.

2.3 Applications of computer graphics beyond adversarial attacks

Several recent works have turned to computer graphics (CG) as a means to generate synthetic datasets which may be hard to create in the real world. Originally, synthetic data was primarily used to increase the size of training data by data augmentation [27, 28, 29, 30, 31]. However, recent years have seen a shift in this trend, with several works using computer graphics to create controlled environments for training, testing and studying the generalization capabilities of neural networks [27, 32, 33, 34, 35, 36]. Recent work has also shown that behaviour identified on controlled, synthetic datasets extends well to natural data [33, 28, 29]. Inspired by this, we use a computer graphics pipeline to generate controlled, unbiased data with camera and light variations.

3 Generating an unbiased training dataset of camera and light variations

To understand the role of dataset bias on the brittleness of CNNs to viewpoints, rotations and translations, or color changes, many works have suggested the use of large-scale, unbiased datasets [7, 3]. However, collecting such a dataset presents many difficulties. Firstly, as the same object must be seen under multiple camera and lighting variations, such a dataset cannot be created by scraping the internet—these objects must be photographed. However, photographing enough objects under varied viewpoint and lighting conditions to train data-hungry models like vision transformers which require millions of images is challenging. Secondly, to ensure there are no spurious correlations between object category and nuisance factors like textures, viewpoints, and lighting in the real
Figure 2: *3D scene setup and resulting images.* (a) Images in our dataset are completely parametrized by the camera and light. Physical interpretation of the camera parameters is illustrated here. Analogously, light is parametrized by the position, look at, 2D size and the RGB intensities. (b) Sample images for 4 object categories generated using our 3D scene setup. As can be seen, images contain complex viewpoints and locations, multiple colors per object and complex artifacts like self-shadows.

world presents another serious challenge. So, inspired by the growing trend to use synthetic data for investigating generalization capabilities of neural networks, we prevent these issues by turning to computer graphics [27, 32, 33, 34, 35, 36]. Our graphics pipeline (explained below) easily allows us to generate a large-scale, unbiased dataset of objects seen under varied camera and lighting conditions.

3D Scene Setup: Each scene contains one camera, one 3D model and 1-4 lights. To ensure no spurious correlations with object texture [17], texture for all ShapeNet objects was replaced with a simple diffuse material and the background was kept constant to ensure no spurious correlations between foreground and background. Thus, every scene is completely parametrized by the camera and the light parameters. As shown in Fig. 2(a), camera parameters are 10 Dimensional: one dimension for the FOV (field of view of camera lens), and three dimensions each for the Camera Position (coordinates of camera center), Look At (point on the canvas where the camera looks), and the UP vector (rotation of camera). Analogously, lights are represented by 11 dimensions - two dimensions for the Light Size, and three each for Light Position, light Look At and RGB color intensity. Multiple lights ensure that scenes contain complex mixed lighting, including self-shadows. Thus, our scenes are $(11n + 10)$ dimensional, where $n$ is the number of lights. There is a one-to-one mapping between the pixel space (rendered images) and this low dimensional scene representation.

Unbiased, uniformly distributed training dataset: Our dataset contains 11 categories, with 40 3D models for every category chosen from ShapeNet [11]. Sample images from four categories are shown in Fig. 2(b). Each 3D model was rendered under 1000 different camera and lighting conditions following the scene setup described above. Fig. 1(a) shows one 3D model rendered under different conditions. To ensure a good distribution over viewpoints, locations, perspective projections and colors, it was ensured that scene parameters follow a uniform distribution. Concretely, camera and light positions were sampled from a uniform distribution on a spherical shell with a fixed minimum and maximum radius. The Up Vector was uniformly distributed across range of all possible camera rotations, and RGB light intensities were uniformly distributed across all possible colors. Camera and light Look At positions were uniformly distributed while ensuring the object stays in frame and is well-lit (frame size depends on Camera Position and FOV). Finally, Light Size and camera FOV were uniformly sampled 2D and 1D vectors with pre-defined upper and lower bounds. More details on implementing uniform sampling in these domains are provided in the supplement. All networks were trained with a learning rate of 0.0003, with an Adam optimizer using PyTorch and NVIDIA TeslaK80 GPUs on a compute cluster. More details are provided in the supplement.
Challenging test data to evaluate in-distribution performance: Networks trained on the unbiased dataset described above are evaluated on two test sets - one with the 3D models seen during training, and the second with new, unseen 3D models. The first test set was generated by simply repeating the same procedure as described in Sec. 3. Thus, the (Geometry × Camera × Lighting) joint distribution matches exactly for the train set and this test set. The second test set was created by the exact same generation procedure, but with 10 new 3D models for every category chosen from ShapeNet [11]. The motivation for this second test set was two-fold: Firstly, evaluating generalization performance while ensuring that all nuisance parameters (viewpoint, lighting) are exactly matched in training and testing. Secondly, to ensure our models are not over-fitting to the 3D models used for training.

4 CMA-Search: Finding in-distribution failures by searching the vicinity

To investigate the brittleness of neural networks with respect to changes in camera and lighting, we propose a new, gradient-free search method to find incorrectly classified images. Starting with a correctly classified image, our method searches the vicinity by slightly modifying camera or light parameters to find an in-distribution error. While adversarial viewpoints and lighting have been reported before in the literature [20, 21, 23], there are two major differences in our approach. First, these methods search for an adversarial image by adding noise to the image without constraining the resulting image to be within the training distribution. In comparison, our approach does not add noise, but instead searches within the distribution to find in-distribution errors. Secondly, unlike our gradient-free search method, these methods often rely on gradient descent and thus require high dimensional representations of the scene to work well. For instance, these works often use neural rendering where network activations act as a high dimensional representation of the scene [21, 25], or use up-sampling of meshes to increase dimensionality [20].

To extend these approaches to work well with our low-dimensional scene representation, we apply a gradient-free optimization method to search the space—Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) [37, 38]. We found that gradient descent with differentiable rendering struggled to find in-distribution errors in our scenes due to the low dimensionality of the optimization problem. CMA-ES has been found to work reliably well with non-smooth optimization problems and especially with local optimization [39], which made it a perfect fit for our search strategy. In Fig. 3 we show examples of in-distribution failures found by our CMA-Search method. Starting with the correctly classified image (left), our method finds an image in the vicinity by slightly modifying camera parameters of the scene. As can be seen, subtle changes in 3D can lead to drastic errors in classification. We also highlight the subtle changes in camera position (in black) and camera Look At (in blue) in the figure. To the best of our knowledge, this is the first evolutionary strategies based search method for finding in-distribution failures, and it also works well in low dimensions.

Starting from the initial scene parameters, CMA-ES generates offspring by sampling from a multivariate normal (MVN) distribution i.e. mutating the original parameters. These offspring are then sorted based on the fitness function (classification probability), and the best ones are used to modify the mean and covariance matrix of the MVN for the next generation. The mean represents the current best estimate of the solution i.e. the maximum likelihood solution, while the covariance matrix dictates the direction in which the population should be directed in the next generation. The search is stopped either when a misclassification occurs, or after 15 iterations. Algorithm 1 provides an outline for the method which was implemented using pycma [40]. The algorithm for searching light parameters which lead to misclassification is analogous. More details on the parameter update subroutines are provided in the supplement.

5 Results

We present results on the distribution of classification errors made by visual recognition models as camera and lights are varied. To characterize this distribution in detail, we report both the accuracy on randomly sampled images from the test distribution, and the brittleness of the networks using CMA-Search which searches the vicinity of correctly classified images to find failures. For the former, we evaluate these networks on an ImageNet sized test sample (40,000 images) covering the whole space of camera and light variations.
Figure 3: *CMA-Search across camera parameters*. Starting with the correctly predicted images, our evolutionary strategies based method searches the vicinity of camera parameters for subtle 3D perspective changes that lead to misclassification. Note that these are in-distribution failures, and not adversarial examples which are often generated by adding noise without in-distribution constraints. We find that networks are most sensitive to changes in camera position and look at parameters, and the subtle changes in these parameters are reported here alongside misclassified images.

5.1 Networks struggle to generalize across camera and light variations

Table 1 reports accuracy for several state-of-the-art CNNs [15, 9, 10] and transformer architectures including the vision transformer (ViT) [41], and the data efficient transformer (DeIT) and its distilled version (DeIT Distilled) [42]. As can be seen, there is still much room for improvement. That is, neural networks do not perform well across camera and lighting variations despite ensuring: (1) uniformly distributed and unbiased training data, (2) 1000 images per 3D object (total 0.5 million images), and (3) no spurious correlations between the scene parameters and the image labels. In fact, the problem is even more pronounced with transformer models. To test if this problem can be mitigated with shift-invariant architectures, we also report results on two specialized shift-invariant architectures - Anti-Aliased Networks [9], and the recent Truly Shift Invariant Network [10]. While these networks do provide a boost in performance, they too are susceptible to camera and lighting variations. Furthermore, we find that our neural networks have not overfit and generalize well to new 3D models. However, the performance on these new 3D models also mirrors the same trend.

These results naturally raise the question—What images are these networks failing on? Are there certain lighting and camera conditions that the networks fail on? The one-to-one mapping between the pixel space (images) and our low-dimensional scene representation allows us to answer these questions by visualizing and comparing correctly and incorrectly classified images in this low dimensional space. In Fig. 4 we show the distribution of camera and lighting parameters for images which were classified incorrectly. As can be seen, the errors seem well distributed across space—we found no clear, strong patterns which characterize the camera and light conditions of misclassified images.
Algorithm 1 CMA-ES based camera parameter search for in-distribution failures.

1: Let $x \in \mathbb{R}^{10}$ denote camera parameters.
2: function \textsc{Fitness}(x)
3: \hspace{1em} image = \text{Render}(x)
4: \hspace{1em} predicted\_category, probability = \text{Network}(image)
5: \hspace{1em} return predicted\_category, probability
6: 
7: Let $x_{\text{init}}$ denote initial camera parameters, $\lambda$ be number offspring per generation, and $y$ be the image category.
8: 
9: procedure \textsc{CMA-Search}($x_{\text{init}}, \lambda, y$)
10: \hspace{1em} initialize $\mu = x_{\text{init}}, C = I$ \hspace{1em} $\triangleright$ $I$ denotes identity matrix.
11: \hspace{1em} while True do
12: \hspace{2em} for $j$ in $\lambda$ do
13: \hspace{3em} $x_j = \text{sample\_multivariate\_normal}(\mu, C)$ \hspace{1em} $\triangleright$ Generate mutated offspring
14: \hspace{3em} $y_j, p_j = \text{Fitness}(x_j, R, N)$ \hspace{1em} $\triangleright$ Calculate fitness of offspring
15: \hspace{2em} if $y_j \neq y$ then
16: \hspace{3em} return $x'$ \hspace{1em} $\triangleright$ Classification fails for image with camera parameters $x'$
17: \hspace{2em} $x_1...\lambda \leftarrow x_{s(1)}...s(\lambda)$, with $s(j) = \text{argsort}(p_j)$ \hspace{1em} $\triangleright$ Pick best offspring
18: \hspace{1em} $\mu, C \leftarrow \text{update\_parameters}(x_1...\lambda, \mu, C)$

Table 1: Performance of visual recognition models on seen and new 3D models.

| Accuracy | ResNet | ResNet (pretrained) | Anti-Aliased Networks | Truly Shift Invariant | ViT | DeIT | DeIT Distilled |
|----------|--------|---------------------|-----------------------|----------------------|-----|------|---------------|
| Seen models | 0.75 | 0.76 | 0.82 | 0.80 | 0.58 | 0.63 | 0.64 |
| New models | 0.70 | 0.70 | 0.74 | 0.72 | 0.59 | 0.64 | 0.65 |

Figure 4: Errors are well distributed across the scene parameter space (a) Coordinates of camera positions, (b) Coordinates of Look At, (c) Up Vector and (d) Histogram of errors across lens field of view. We found no clear, strong patterns which characterize the camera and light conditions of misclassified images. This is in contrast to human vision which is impacted by regions of camera positions (non-canonical viewpoints), and up vector (upside-down orientations) among others.

Note that regions in each of these parametric spaces represent human interpretable scenarios which have been known to impact human vision significantly. For instance, changes in camera position represent canonical vs non-canonical poses which significantly impact human vision [43, 44, 45]. Similarly, changes in the up vector can represent upside-down objects which too impact human vision [46, 47, 48]. In contrast, Fig. 4 shows that networks do not suffer in specific regions of the space. These observations corroborate our finding from \textsc{CMA-Search}: correctly classified and misclassified images are in the vicinity of each other in the space of camera and light parameters. This result is consistent across multiple architectures (see supplement).
Table 2: Accuracy under 2D shifts and with CMA-Search.

| Accuracy     | ResNet (pretrained) | Anti-Aliased Networks | Truly Shift Invariant | ViT | DeiT | DeiT Distilled |
|--------------|---------------------|-----------------------|-----------------------|-----|------|---------------|
| 2D shifts    | 0.82                | 0.90                  | 0.96                  | 0.47| 0.47 | 0.59          |
| CMA Cam      | 0.29                | 0.55                  | 0.47                  | 0.15| 0.15 | 0.14          |
| CMA Light    | 0.67                | 0.80                  | 0.76                  | 0.46| 0.59 | 0.48          |

5.2 Brittleness: networks are susceptible to small changes in 3D perspective and lighting

As shown in Table 2, CMA-Search finds small changes in 3D perspective and lighting which have a drastic impact on network performance. Starting with an image correctly classified by a ResNet18 model, our method can find an error in its vicinity for 71% cases with < 3.6% change in the camera position, and < 11.6% change in the camera Look At. For transformers, the impact is far worse. There were only about 15% images for which CMA-Search could not find an error in the vicinity. Similarly, with lighting changes CMA-Search can find a misclassification in 33% cases with < 5% change in light position as shown in Table 2. In the supplement we provide additional figures reporting the percent of change required in camera and light parameters to break these architectures.

Investigating these errors, we find that networks are most sensitive to changes in the Camera Position and the camera Look At—small, in-distribution 3D perspective changes. Comparing these transformations against 2D shifts, we find that the impact of 2D shifts on a ResNet model is not as drastic. In fact, shift-invariant architectures are largely unaffected by 2D shifts, with no errors found in the vicinity for almost 95% cases. However, these architectures too are highly susceptible to both 3D perspective changes, and subtle lighting changes.

These results reveal that the space of camera and lighting variations is filled with in-distribution failures. Recall that previous works have suggested that the brittleness of neural networks stems from biased data or the lack of shift invariance. However, our results here show that this in-distribution brittleness occurs despite training shift-invariant architectures with an unbiased dataset. Thus, an unbiased dataset and shift-invariant architectures are necessary, but not sufficient conditions to build systems which can gracefully handle camera and lighting variations.

6 Results on ImageNet with ResNet and OpenAI CLIP networks

So far we have focused on images generated by our graphics pipeline as extending these results to natural image datasets presents a challenge—generating images in the vicinity of a correctly classified image by slightly modifying the camera parameters. To do so for ImageNet is equivalent to novel view synthesis (NVS) from single images. This is a highly challenging task but recent advances in NVS enable us to extend our method to natural image datasets like ImageNet [49, 50, 51, 14].

To generate new views in the vicinity of ImageNet images, we rely on a single-view synthesis model based on multi-plane images (MPI) [14]. The MPI model takes as input an image and the (x, y, z) offsets which describe camera movement along the X, Y and Z axes. Note that unlike our renderer, it cannot introduce changes to the camera Look At, Up Vector, Field of View or lighting changes. As before, we used CMA-Search to optimize the camera parameters, but instead of our renderer, we now use the view synthesis model for generating novel views of ImageNet images. The MPI model was not trained on ImageNet, and can at times fail to generate novel views, resulting in blurry images instead. We omit these images to only present results on failures due to small, 3D perspective changes. Starting with a correctly predicted ImageNet image, we use CMA-Search in conjunction with the MPI model to find images in the vicinity with small, 3D perspective changes which can break ImageNet trained classification networks including ResNet18, and OpenAI’s transformer based CLIP model [16]. Results for these experiments are reported in Fig. 5 with more examples provided in the supplement. While these results present an interesting application on natural images, note that we cannot be entirely sure that the images found by CMA-Search on imagenet are indeed in-distribution, further proving the utility of our computer graphics based approach.
7 Conclusions

Susceptibilities of recognition models have often been attributed to biased training data and the lack of shift invariance in modern CNNs. We put this hypothesis to test by training and testing with a large-scale, unbiased dataset and propose a new search method for investigating the brittleness of neural networks. Our findings show that while data augmentation, unbiased datasets, and specialized shift-invariant architectures would certainly be helpful, the real problem runs far deeper—networks are susceptible to small changes in 3D perspective and lighting. The real world is rife with these transformations. Thus, building on 2D shift-invariance literature, our work suggests moving towards a new class of architectures which are also invariant to a super-set of 2D shifts—3D perspective changes and lighting. A promising thread of works has focused on the closely-related problem of 3D viewpoint invariance [52, 53, 54, 55]. We believe that incorporating these ideas into modern architectures which scale well to large datasets like ImageNet [56, 57] and Google’s JFT-300M [58] opens a promising new direction which can help make networks more robust to these transformations.
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A Uniform sampling of scene parameters for generating unbiased data

As explained in Sec. 3 of the main text, to ensure that our dataset equally represents the whole range of object viewpoints, locations, colors, and other camera/light parameters, each camera and light parameter was sampled from a uniform distribution on a predefined, reasonable support. To support differentiable rendering and compare it with our CMA-ES based search method, we used the Redner to render our images [1]. Below we specify the hyper-parameters for rendering, along with how each of the parameters is sampled in our implementation.

Camera Position: For scene camera, first a random radius $r_c$ is sampled while ensuring $r_c \sim \text{Unif}(0.5, 8)$. Then, the camera is placed on a random point denoted $(x_c, y_c, z_c)$ on the spherical shell of radius $r_c$. To generate a random point on the sphere while ensuring an equal probability of all points, we rely on the method which sums three randomly sampled normal distributions:

$$ X, Y, Z \sim \mathcal{N}(0, 1), $$
$$ v = (X, Y, Z), $$
$$ (x_c, y_c, z_c) = r_c \ast \frac{v}{\|v\|}. $$

Camera Look At: To ensure the object is shown at different locations within the camera frame, the camera Look At needs to be varied. However, range of values such that the object is visible can be present across the entire range of the frame depends on the camera position. So, we sample camera Look At as $l_c$ as follows:

$$ l_c \sim \text{Unif}(K \ast x_c, K \ast y_c, K \ast z_c), \text{ where } K = 0.3. $$

Camera Up Vector: Note that the camera Up Vector is implemented as the vector joining the camera center $(0,0,0)$ to a specified position. We sample this position and therefore the Up Vector $u_c$ as follows:

$$ x, y, z \sim \text{Unif}(-1, 1), $$
$$ u_c = (x, y, z). $$

Camera Field of View (FOV): We sample the field of view $f_c$ while ensuring:

$$ f_c \sim \text{Unif}(35, 100). $$

Light Position: For every scene we first sample the number of lights $n$ between 1-4 with equal probability. For each light $i$, a random radius $r_i$ is sampled ensuring $r_i \sim \text{Unif}(1, 8)$. Then the light is placed on a random point $(x_i, y_i, z_i)$ on the sphere of radius $r_i$.

Light Look At: As above, to ensure that the light is visible on the canvas, light Look At is sampled as a function of the camera position:

$$ l_i \sim \text{Unif}(K \ast x_c, K \ast y_c, K \ast z_c), \text{ where } K = 0.3. $$
**Light Size:** Every light in our setup is implemented as an area light, and therefore requires a height and width to specify the size. We generate the size $s_i$ for light $i$ as:

$$h, w \sim \text{Unif}(0.1, 5.0),$$
$$s_i = (h, w).$$

**Light Intensity:** This parameter specifies the RGB intensity of the light. For light $i$, RGB color intensity $c_i$ was sampled as:

$$r, g, b \sim \text{Unif}(0, 1),$$
$$c_i = (r, g, b).$$

**Object Material:** To ensure no spurious correlations between object texture and category, all object textures were set to a single diffuse material. More specifically, the material is a linear blend between a Lambertian model and a microfacet model with Phong distribution, with Schlick’s Fresnel approximation. Diffuse reflectance was set to 1.0, and the material was set to reflect on both sides.

In Fig. 1 below we show more examples of images from our rendered dataset.
Figure 1: Sample Image from dataset
B Training Details

**Image Normalization:** To get good generalization to unseen 3D models and stable learning, each image was normalized to zero mean and unit standard deviation.

**Batch Size:** All CNN models were trained with a batch size of 75 images, while transformers were trained with a batch size of 25.

**Optimizer and Learning Rate:** All models were trained with an Adam optimizer with a fixed learning rate of 0.0003. Other learning rates including 0.0001, 0.001, 0.01 and 0.1 were tried but they performed either similarly well or worse.

**Number of Epochs:** All models were trained for 50 epochs.

**Hardware:** A compute cluster of NVIDIA TeslaK80 GPUs was used. All models were trained on a single GPU at a time, and a total of 8 GPUs were used across all experiments.

C CMA-ES algorithm

We use the CMA-ES algorithm to create our *CMA-Search*, which starts with a correctly classified image and searches the vicinity of the camera or light parameters of the original image for a set of parameters which lead to a misclassification. To implement this, we rely on pycma [2]. The exact subroutines for parameter update are managed automatically by the pycma library. For a detailed overview and theoretical underpinnings of the CMA-ES algorithm, please refer to the tutorial from the authors of CMA-ES [3].

D Distribution of camera and light parameters for misclassified image

In Sec.5 of the main text, we showed the camera parameters for misclassified images for one category (Car) and one architecture (ResNet18). As described, errors are distributed across the range of camera and light parameters with no clear patterns in these parameters separating correctly classified and misclassified images. In Fig. 2 below we show that this result is consistent across multiple categories and architectures.

E Examples of ImageNet errors discovered by our *CMA-Search* method

In Fig. 3 below, we show more examples of misclassified ImageNet images found using our *CMA-Search* approach. As described in the main text, novel views were generated using the single view MPI model [4], and the results shown here are for the OpenAI CLIP architecture [5].
Figure 2: Camera Parameters that lead to misclassifications for multiple categories and architectures. 
(a) Camera Position, (b) Camera Look At, (c) Up Vector, (d) Histogram of Lens Field of View.
Figure 3: More examples of misclassified ImageNet images discovered by CMA-Search combined with the single view MPI model.
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