Analyticity, Gevrey regularity and unique continuation for an integrable multi-component peakon system with an arbitrary polynomial function
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Abstract

In this paper, we study the Cauchy problem for an integrable multi-component (2N-component) peakon system which is involved in an arbitrary polynomial function. Based on a generalized Ovsyannikov type theorem, we first prove the existence and uniqueness of solutions for the system in the Gevrey-Sobolev spaces with the lower bound of the lifespan. Then we show the continuity of the data-to-solution map for the system. Furthermore, by introducing a family of continuous diffeomorphisms of a line and utilizing the fine structure of the system, we demonstrate the system exhibits unique continuation.
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1 Introduction

In 2013, Xia and Qiao proposed the following integrable 2N-component Camassa-Holm system (2NCH) [49]

\[
\begin{align*}
  m_{j,t} &= (m_j H)_x + m_j H + \frac{1}{(N+1)^2} \sum_{i=1}^{N} [m_i(u_j - u_{jx})(v_i + v_{ix}) + m_j(u_i - u_{ix})(v_i + v_{ix})], \\
  n_{j,t} &= (n_j H)_x - n_j H - \frac{1}{(N+1)^2} \sum_{i=1}^{N} [n_i(u_i - u_{ix})(v_j + v_{jx}) + n_j(u_i - u_{ix})(v_i + v_{ix})], \\
  m_j &= u_j - u_{jxx}, \\
  n_j &= v_j - v_{jxx}, \quad 1 \leq j \leq N. 
\end{align*}
\]  

(1.1)

where \( H \) is an arbitrary smooth function of \( u_j, v_j, 1 \leq j \leq N, \) and their derivatives. In this paper, we pick \( H \) as a polynomial function in variables of \( u_j, v_j, 1 \leq j \leq N, \) and their derivatives. In [49], the authors also showed this system admits a Lax pair and infinitely many conservation laws, and in particular, its bi-Hamiltonian structures and peaked soliton (peakon) solutions were derived. Very recently, Zhang and Yin [57] proved that the 2NCH system is locally well-posed in Besov spaces \( B^s_{p,r} \) with \( 1 \leq p, r \leq \infty \) and \( s > \max\{1 - \frac{1}{p}, \frac{1}{2}\}. \)

The 2NCH system is very interesting due to an arbitrary function involved so that many integrable peakon systems could be generated from its reductions. As discussed in [49], in comparison with the classical soliton equations, the peakon equations with arbitrary functions are very rare. Within our knowledge, the 2NCH peakon system (1.1) could be the first peakon equation with an arbitrary function. Let us list some of its reductions below. For instance, letting \( N = 1, v_1 = 2 \) and \( H = -u_1 \), leads to the following classical Camassa-Holm equation (CH)

\[
m_t + 2mu_x + m_x u = 0, \quad m = u - u_{xx},
\]  

(1.2)

which models the unidirectional propagation of shallow water waves over a flat bottom, where \( u(t, x) \) stands for the fluid velocity at time \( t \) in the spatial \( x \) direction [6, 18, 30]. The CH equation is completely integrable in the sense of Lax pair and has a bi-Hamiltonian structure and infinite number of conservation laws [6, 24, 7]. Later, the CH equation was developed to study some analysis properties and solutions on a circle [19], and extended to a whole integrable hierarchy, called the CH hierarchy, ranging from negative order to positive order [39] as well as having algebraic-geometric solutions [25] on a symplectic submanifold through establishing a Neumann type constraint between eigenfunctions and the CH potential function [39]. In the analysis study of the CH equation, the Cauchy problem is locally well-posed [11, 12, 31, 43] for the initial data \( u_0 \in H^s \) with \( s > \frac{3}{2} \). Moreover, it has not only global strong solutions modelling permanent waves [12, 15, 16], but
also blow-up solutions modelling wave breaking [8, 11, 12, 14, 31, 43]. In addition, another amazing property of the CH equation is that there exists globally weak solutions with initial data \( u_0 \in H^1 \), cf. [5, 20, 52].

If choosing \( N = 1 \), \( u_1 = v_1 \) and \( H = -\frac{1}{2}(u_1^2 - u_{1,x}^2) \), one may obtain the following cubic nonlinear Camassa-Holm equation or modified CH (mCH) equation

\[
mt + \frac{1}{2}m[(u^2 + u_x^2)_x] = 0, m = u - u_{xx},
\]

which is also called the FORQ equation in the literature since it was developed independently in [24, 38, 40, 41]. It might be derived from the two dimensional Euler equations, and its Lax pair and some particular weak solutions like cuspon and peaked solutions were addressed in [40, 41].

Selecting \( N = 1 \), \( H = -\frac{1}{2}(u_1 v_1 - u_1 x v_1 x) \), \( u = u_1 \), and \( v = v_1 \) sends Eq. (1.1) to the following integrable two-component Camassa-Holm system with both quadratic and cubic nonlinearity proposed by Xia and Qiao [48]

\[
\begin{align*}
mt + \frac{1}{2}[m(uv - u_x v_x)]_x - \frac{1}{2}m(uv_x - u_x v) + bu_x &= 0, \\
n_t + \frac{1}{2}[n(uv - u_x v_x)]_x + \frac{1}{2}n(uv_x - u_x v) + bv_x &= 0, \\
m = u - u_{xx}, \quad n = v - v_{xx}.
\end{align*}
\]

Geometrically, system (1.4) describes a nontrivial one-parameter family of pseudo-spherical surfaces. Integrability, bi-Hamiltonian structure, and infinitely many conservation laws of the system were already developed by Xia and Qiao [48]. In the case \( b = 0 \) (dispersionless case), the authors showed that this system admits the single-peakon of travelling wave solution as well as multi-peakon solutions. Recently, Yan, Qiao and Yin [53] studied the local well-posedness in nonhomogeneous Besov spaces \( B^s_{p,r} \) (\( 1 \leq p, r \leq \infty \), \( s > \max\{1 - \frac{1}{p}, \frac{1}{p}, \frac{1}{2}\} \) but \( s \neq 1 + \frac{1}{p} \)) for the Cauchy problem of (1.4) and obtained a precise blow-up scenario and a blow-up result for the strong solutions. Moreover, Zhang and Yin [57] presented a further improved blow-up result for the Cauchy problem of Eq. (1.4) with \( b = 0 \) provided that the initial data \( m_0, n_0 \in H^s \) with \( s > \frac{3}{2} \). Very recently, the persistence properties and unique continuation for the dispersionless (\( b = 0 \)) two-component system (1.4) were investigated by Hu and Qiao [28].

With \( v = k_1 u + k_2 \), Eq. (1.4) is able to be reduced to the generalized CH (gCH) equation [42]. The gCH equation was first implied in the work of Fokas [23]. Its Lax pair, bi-Hamiltonian structure, peakons, weak kinks, kink-peakon interaction, and classical soliton solutions were investigated in [51].

As \( N = 1 \), \( H = -\frac{1}{2}(u_1 - u_{1,x})(v_1 + v_{1,x}) \), \( u = u_1 \), and \( v = v_1 \), Eq. (1.1) reads as the following two-component cubic system proposed by Song, Qu
and Qiao (SQQ) \cite{44}:

\[
\begin{aligned}
m_t + \frac{1}{4} [m(u-u_x)(v+v_x)]_x &= 0 \\
n_t + \frac{1}{4} [n(u-u_x)(v+v_x)]_x &= 0 \\
m &= u - u_{xx}, \quad n = v - v_{xx}.
\end{aligned}
\]

The SQQ equation was shown integrable in the sense of both Lax-pair and geometry, which describes a pseudo-spherical surface. And some explicit solutions like cuspons and W/M-shape peaks solitons were discussed in \cite{44} as well. Recently, the local well-posedness and the blow-up phenomena for the Cauchy problem of the SQQ system were studied by Yan, Qiao and Zhang \cite{55}. Thereafter, Zhang and Yin \cite{57} provided the global existence and several new blow-up results for the Cauchy problem of Eq. (1.5) through some new conservation laws they found.

The well-posedness results mentioned above are usually given in Sobolev spaces $H^s$ or Besov spaces $B^s_{p,r}$. However, the studies of analyticity and Gevrey regularity for nonlinear wave equations have already attracted lot of attention and interest. There have been plenty of literature concerning these issues. For instance, the hydrodynamics of Euler equations was initiated by Ovsyannikov \cite{36, 37} and later developed with a further study in \cite{13, 34, 35, 45} and in \cite{1, 2} where the approach is based on a contraction type argument in a suitable scale of Banach spaces. Constantin and Escher \cite{17} studied the analyticity of periodic traveling free surface water waves with vorticity. For the classical Camassa-Holm equation on the circle, a result similar to Theorem 3.1 in our paper was proved in \cite{27}, but without an analytic lifespan estimate like (2.5). The analyticity of the Cauchy problem for two-component Camassa-Holm shallow water was studied in \cite{54}. Recently, Barostichi, Himonas and Petronilho \cite{4} established the well-posedness for a class of nonlocal evolution equations in spaces of analytic functions. Furthermore, they proved a Cauchy-Kovalevsky theorem for a so-called generalized Camassa-Holm equation in \cite{4}. Very recently, Luo and Yin \cite{33} investigated the Gevrey regularity and analyticity for a class of Camassa-Holm type systems including a three-component Camassa-Holm system derived by Geng and Xue \cite{26}, a two-component shallow water system proposed by Constantin and Ivanov \cite{21}, and a modified two-component Camassa-Holm system found by Holm, Naraigh and Tronci \cite{29}.

To the best of our knowledge, the analyticity and the Gevrey regularity for the $2N$CH system (1.1) with an arbitrary function has not been studied yet. In this paper, our major goal aims to construct the well-posedness of the Cauchy problem for the $2N$CH system (1.1) in a suitable Gevrey-Sobolev spaces. Our approach is mainly motivated from the Cauchy-Kovalevsky type results in \cite{3, 4, 33}. As discussed above, different choices of $H$ in the $2N$CH peakon system (1.1) yield various amazing CH type equations, thus Eq. (1.1) deserves a deep investigation. Employing the good symmetric structure of
the 2NCH system (1.1) and a family of continuous diffeomorphisms to the line, we may also study the unique continuation of the system with \( N = 1 \).

The whole paper is organized as follows. In Section 2, we briefly give preliminary results including the abstract Ovsyannikov type theorem and the basic properties of the Gevrey-Sobolev space \( G^{\delta,s,b} \) (see Eqs. (2.2) and (2.3)). In Section 3, we prove the existence and uniqueness of Gevrey regularity of the solution to the 2NCH system with an estimate about the lifespan. In Section 4, we study the continuity of the data-to-solution map in spaces of Gevrey class functions, and present the local well-posedness in Gevrey-Sobolev spaces for two integrable peakon systems with arbitrary functions. In the last section, we show that the 2NCH system exhibits the unique continuation if \( N = 1 \). Particularly, the unique continuation for the SQQ system (1.5) is illustrated.

2 Preliminaries

In this section, we first present an abstract generalized Ovsyannikov type theorem in a scale of decreasing Banach spaces. Through recalling various analytic and Gevrey class norms, we then define the Gevrey-Sobolev spaces \( G^{\delta,s,b} \). Furthermore, some useful properties of \( G^{\delta,s,b} \) are discussed.

Let us first recall the definition of a scale of Banach spaces \( \{X_\delta\}_{0 < \delta \leq 1} \).

**Definition 2.1.** A scale of Banach spaces is defined as a one-parameter family of Banach spaces \( \{X_\delta\}_{0 < \delta \leq 1} \) satisfying

\[
\text{(Scale): For any } 0 < \delta' < \delta \leq 1 \quad X_\delta \subset X_{\delta'}, \quad \| \cdot \|_{\delta'} \leq \| \cdot \|_{\delta}.
\]  

We then provide a brief description of a generalized autonomous Ovsyannikov theorem [33], which came up from [36, 37].

Given a decreasing scale of Banach spaces \( \{X_\delta\}_{0 < \delta \leq 1} \) and initial data \( w_0 \in X_1 \), let us consider the Cauchy problem

\[
\frac{dw}{dt} = F(w), \quad w(0) = w_0
\]  

where \( F : X_\delta \rightarrow X_{\delta'} \) satisfies the following conditions.

1. Let \( F : X_\delta \rightarrow X_{\delta'} \) be a function. Then for any given \( w_0 \in X_1 \) and \( R > 0 \) there exist positive constants \( L \) and \( M \), depending on \( w_0 \) and \( R \), such that for all \( 0 < \delta' < \delta < 1 \) and \( w_1, w_2 \in X_\delta \) with \( \| w_1 - w_0 \|_\delta < R \) and \( \| w_2 - w_0 \|_\delta < R \), \( F \) satisfies the following Lipschitz type condition

\[
\| F(w_1) - F(w_2) \|_{\delta'} \leq \frac{L}{(\delta - \delta')^b} \| w_1 - w_2 \|_\delta.
\]  
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with the following bound for the $X_δ$ norm of $F(w_0)$

$$\|F(w_0)\|_δ \leq \frac{M}{(1 - δ)^b}, \quad 0 < δ < 1.$$  \hspace{1cm} (2.4)

(2). Let $0 < δ' < δ < 1$ and $T > 0$. If the function $t \mapsto w(t)$ is holomorphic on $\{t \in \mathbb{C} : |t| < T\}$ with values in $X_δ$ and $\sup_{|t|<T}\|w(t) - w_0\|_δ < R$, then the function $t \mapsto F(w(t))$ is holomorphic on $\{t \in \mathbb{C} : |t| < T\}$ with values in $X_{δ'}$.

Let us now present the generalized Ovsyannikov theorem.

**Theorem 2.1.** \cite{33} Let $R > 0$, $b \geq 1$ and $T > 0$. Assume that the scale of Banach spaces $X_δ$ and the function $F(w)$ satisfy the above conditions (1) and (2). Then, for given $w_0 \in X_1$, there exists a positive number $T'$ such that $0 < T' < T$ with the lower bound of the lifespan given by

$$T' = \min\left\{\frac{(2^b - 1)R}{(2^b - 1)2^{2b+3}LR + M}, \frac{1}{2^{2b+4}L}\right\},$$ \hspace{1cm} (2.5)

and a unique solution $u(t)$ to the Cauchy problem (2.2), which is a holomorphic function for every $δ \in (0, 1)$ in the disc $D(0, T'(1 - δ)^{b_2}b_1^2)$ valued in $X_δ$.

**Remark 2.1.** As illustrated in \cite{33}, the generalized Ovsyannikov theorem 2.1 covers the classical Ovsyannikov theorem as its special case (with $b = 1$) \cite{44, 45, 46}. Various versions of the Cauchy-Kovalevsky theorem were established by Baouendi and Goulaouic \cite{1, 2}, Nirenberg \cite{34}, and Nishida \cite{35}.

Next we recall some analytic and Gevrey-class norms. The classical definition is given as follow.

**Definition 2.2.** A $C^\infty(\mathbb{T}^d)$ function $f$ is in the Gevrey-class $b$, for some $b > 0$ if there exist $M, δ > 0$ such that

$$|\partial^s f| \leq M |s|^{\delta |s|} b_{\mathbb{N}}^b,$$

for all $x \in \mathbb{T}^d$, and all multi-indices $s$. $δ$ is the radius of Gevrey-class regularity of the function $f$.

**Remark 2.2.** If $0 < b < 1$, then $f$ is called an ultra-analytic function. If $b = 1$, $f$ recovers the usual analytic function and $δ$ is (up to a dimensional constant) the radius of convergence of the Taylor series at each point. If $b > 1$, then $f$ is called the Gevrey-class $b$ function, which consists of $C^\infty$ function but is not analytic.
It is however more convenient in PDEs to use an equivalent characterization, introduced by Foias and Temam \cite{22} to address the analyticity of solutions of the Navier-Stokes equations. 

**Definition 2.3.** \cite{22} For all $b \geq 1$ the Gevrey-class $b$ is given by

$$\bigcup_{\delta>0} D(\Lambda^s e^{\delta \Lambda^{1/b}})$$

for any $s \geq 0$, where

$$\|\Lambda^s e^{\delta \Lambda^{1/b}} f\|_{L^2}^2 = (2\pi)^3 \sum_{k \in \mathbb{Z}^d} |k|^{2s} e^{2\delta |k|^{1/b}} |\hat{f}(k)|^2,$$  \hspace{1cm} (2.6)

where $\hat{f}$ is the Fourier coefficient of $f$ in $\mathbb{T}^d$.

Remark 2.3. \textit{If $f \in G^{\delta,s,b}$, then as per the above definitions, the following properties hold.}

(i) If $0 < \delta' < \delta$, $s \geq 0$ and $b > 0$, then $\| \cdot \|_{G^{\delta',s,b}} \leq \| \cdot \|_{G^{\delta,s,b}}$, i.e.

$G^{\delta,s,b} \hookrightarrow G^{\delta',s,b}$.

(ii) If $0 \leq s' < s$, $\delta > 0$ and $b > 0$, then $\| \cdot \|_{G^{\delta,s',b}} \leq \| \cdot \|_{G^{\delta,s,b}}$, i.e.

$G^{\delta,s,b} \hookrightarrow G^{\delta,s',b}$.

(iii) If $0 < b' < b$, $\delta > 0$ and $s \geq 0$, then $\| \cdot \|_{G^{\delta,s,b}} \leq \| \cdot \|_{G^{\delta,s,b'}}$, i.e.

$G^{\delta,s,b} \hookrightarrow G^{\delta,s,b'}$.

Remark 2.4. \textit{By Remark 2.3 (i), one may easily see that}

$$\{G^{\delta,s,b}_{0<\delta<1}, \text{ with norm}\| \cdot \|_{G^{\delta,s,b}}$$

form a scale of decreasing Banach spaces.
In the following contexts, if no specified otherwise, \(\|\cdot\|_{\delta,s,b}\) stands for the norm, and \(G_{\delta,s,b}\) for the space in both periodic and non-periodic cases when a result holds for both cases.

Finally, let us summarize some basic properties of the \(G_{\delta,s,b}\) spaces, which were mentioned in [33].

**Lemma 2.1.** If \(0 < \delta' < \delta \leq 1, s \geq 0, b > 0\) and \(f \in G_{\delta,s,b}\), then
\[
\|f_x\|_{\delta',s,b} \leq \frac{e^{-b}}{(\delta - \delta')^b} \|f\|_{\delta,s,b} \tag{2.9}
\]
\[
\|f_x\|_{\delta,s,b} \leq \|f\|_{\delta,s,1+b} \tag{2.10}
\]
\[
\|(1 - \partial_x^2)^{-1} f\|_{\delta,s+2,b} = \|f\|_{\delta,s,b} \tag{2.11}
\]
\[
\|(1 - \partial_x^2)^{-1} f\|_{\delta,s,b} \leq \|f\|_{\delta,s,b} \tag{2.12}
\]
\[
\|\partial_x(1 - \partial_x^2)^{-1} f\|_{\delta,s,b} \leq \|f\|_{\delta,s,b} \tag{2.13}
\]

**Lemma 2.2.** (Algebraic property)

If \(0 < \delta < 1, s > \frac{1}{2}, b > 0\) and \(f, g \in G_{\delta,s,b}\), then we have
\[
\|fg\|_{\delta,s,b} \leq C_s \|f\|_{\delta,s,b} \|g\|_{\delta,s,b}. \tag{2.14}
\]

### 3 Existence and uniqueness

In this section, we consider the Cauchy problem for the multi-component integrable Camassa-Holm system (1.1). In the following contexts, constant \(C\) refers to a generic positive constant, which may change from one to another.

Let \(U = (u_1, ..., u_N)^T\), \(V = (v_1, ..., v_N)^T\), \(U_t = (u_{1,t}, ..., u_{N,t})^T\), \(V_t = (v_{1,t}, ..., v_{N,t})^T\), \(U_x = (u_{1,x}, ..., u_{N,x})^T\), and \(V_x = (v_{1,x}, ..., v_{N,x})^T\) denote the vector functions and their partial derivatives with respective to the time \(t\) and spacial variable \(x\). In our current work, we focus on the Hamiltonian \(H = H(U, V, U_t, V_t)\) in the system (1.1) being a polynomial function with degree \(k\), which of course does not affect integrability of (1.1). Let

\[
F_j := (m_j H)_x + m_j H \\
+ \frac{1}{(N+1)^2} \sum_{i=1}^{N} [m_i (u_j - u_{jx})(v_i + v_{ix}) + m_j (u_i - u_{ix})(v_i + v_{ix})] \tag{3.1}
\]

and

\[
G_j := (n_j H)_x - n_j H \\
- \frac{1}{(N+1)^2} \sum_{i=1}^{N} [n_i (u_j - u_{ix})(v_j + v_{jx}) + n_j (u_i - u_{ix})(v_i + v_{ix})]. \tag{3.2}
\]
As per \( m_j = (1 - \partial_x^2)u_j \) and \( n_j = (1 - \partial_x^2)v_j \), a direct calculation makes one propose the following Cauchy problem for Eq. (1.1):

\[
\begin{align*}
  u_{j,t} &= (1 - \partial_x^2)^{-1}F_j, \\
  n_{j,t} &= (1 - \partial_x^2)^{-1}G_j, \\
  u_j(0, x) &= u_{j,0}, \\
  v_j(0, x) &= v_{j,0}, \quad 1 \leq j \leq N.
\end{align*}
\]  

(3.3)

To apply the generalized abstract Ovsyannikov Theorem 2.1 conveniently, let us rewrite the system in the following matrix form:

\[
W_x = \begin{pmatrix} U_x \\ V_x \end{pmatrix}, \quad U_0 = (u_{1,0}, \ldots, u_{n,0})^T, \quad V_0 = (v_{1,0}, \ldots, v_{n,0})^T, \quad W_0 = \begin{pmatrix} U_0 \\ V_0 \end{pmatrix},
\]

\[F = (F_1, \ldots, F_n)^T, \quad G = (G_1, \ldots, G_n)^T, \quad P = \begin{pmatrix} F \\ G \end{pmatrix}\]

and, then (3.3) reads as

\[
\begin{align*}
  W_t &= (1 - \partial_x^2)^{-1}P(W, W_x), \\
  W(0, x) &= W_0.
\end{align*}
\]  

(3.4)

For any \( 2N \)-component vector function \( W = (u_1, u_2, \ldots, u_N, v_1, v_2, \ldots, v_N)^T \in (G^{s,b})^{2N} \), we define its norm as follows:

\[
\|W\|_{\delta,s,b} = \sum_{j=1}^{N} (\|u_j\|_{\delta,s,b} + \|v_j\|_{\delta,s,b}).
\]  

(3.5)

For our convenience, let us assume that the initial data \( W_0 \in (G^{1,s+2,b})^{2N} \), then we have the following theorem for the existence and uniqueness of Eq. (3.4).

**Theorem 3.1.** Let \( s > \frac{1}{2} \), \( b \geq 1 \). If \( W_0 \in (G^{1,s+2,b})^{2N} \), then there exists a positive time \( T' \), which depends on the initial data \( W_0 \), such that for every \( \delta \in (0, 1) \), the Cauchy problem (3.4) has a unique solution \( W(t) = (u_1(t), \ldots, u_N(t), v_1(t), \ldots, v_N(t))^T \), which is a holomorphic vector function in the disc \( D(0, \frac{T'(1-\delta^b)}{2\delta^b}) \) valued in \((G^{s,b})^{2N}\), where \( T' \approx \frac{1}{\|W_0\|_{\delta,s+2,b}^2 + \|W_0\|_{\delta,s+2,b}^2} \).

For given \( s \geq 0 \) and \( b > 0 \), Remark 2.3 ensures \( G^{s,b} \) satisfying the scale decreasing condition (2.1) like the spaces \( X_\delta \) in the generalized Ovsyannikov theorem. Also, these spaces and \((1 - \partial_x^2)^{-1}P(W, W_x)\) satisfy the condition (2). Therefore, to prove Theorem 3.1 it suffices to show that the right-hand side of Eq. (3.4) satisfies conditions (2.3) and (2.4), which are shown in the following crucial Lemma.

**Lemma 3.1.** Let \( s > \frac{1}{2} \), \( b \geq 1 \), \( R > 0 \), and \( W_0 \in (G^{1,s+2,b})^{2N} \). Then, for the Cauchy problem (3.7) there exist two positive constants \( L \) and \( M \),
which depend on \( R \) and \( \| W_0 \|_{1,s+2,b} \), such that for \( W_1, W_2 \in (G^{1,s+2,b})^{2N} \),
\( \| W_1 - W_0 \|_{\delta,s+2,b} < R \), \( \| W_2 - W_0 \|_{\delta,s+2,b} < R \) and \( 0 < \delta' < \delta < 1 \) we have
\[
\|(1 - \partial_x^2)^{-1}[P(W_1, W_{1,x}) - P(W_2, W_{2,x})]\|_{\delta',s+2,b} \leq \frac{L}{(\delta - \delta')^b} \| W_1 - W_2 \|_{\delta,s+2,b}
\]
and
\[
\|(1 - \partial_x^2)^{-1}P(W_0, W_{0,x})\|_{\delta,s+2,b} \leq \frac{M}{(1 - \delta)^b}.
\]

Furthermore, the lower bound of the lifespan \( T' \) can be estimated through
\[
T' \approx \frac{1}{\| W_0 \|_{\delta,s+2,b}^k + \| W_0 \|_{\delta,s+2,b}^2}.
\]

\[\text{Proof.}\] To prove (3.6) and (3.7), we just need to prove for \( 1 \)\( \leq \) \( j \) \( \leq \) \( N \), \( (1 - \partial_x^2)^{-1}F_j \) and \( (1 - \partial_x^2)^{-1}G_j \) satisfy (2.3) and (2.4).

Let \( W_1 = (u_1^{(1)}, ..., u_N^{(1)}, v_1^{(1)}, ..., v_N^{(1)})^T \) and \( W_2 = (u_1^{(2)}, ..., u_N^{(2)}, v_1^{(2)}, ..., v_N^{(2)})^T \). For \( j = 1, ..., N, k = 1, 2 \), we denote
\[
m_j^{(k)} = (1 - \partial_x^2)u_j^{(k)},
\]
\[
f_j^{(k)} := \frac{1}{(N + 1)^2} \sum_{i=1}^N \left[ m_i^{(k)}(u_i^{(k)} - u_j^{(k)})(v_i^{(k)} + v_j^{(k)}) + m_j^{(k)}(u_i^{(k)} - u_j^{(k)})(v_i^{(k)} + v_j^{(k)}) \right],
\]
and \( H^{(k)} \) are the polynomial functions of \( W_k \) and its derivatives \( W_{k,x} \). Applying the triangle inequality leads to
\[
\|(1 - \partial_x^2)^{-1}[F_j(W_1, W_{1,x}) - F_j(W_2, W_{2,x})]\|_{\delta',s+2,b} \leq I + II + III,
\]
where
\[
I = \|(1 - \partial_x^2)^{-1}(m_j^{(1)}H^{(1)} - m_j^{(2)}H^{(2)})\|_{\delta',s+2,b}
\]
\[
II = \|(1 - \partial_x^2)^{-1}(m_j^{(1)}H^{(1)} - m_j^{(2)}H^{(2)})\|_{\delta',s+2,b}
\]
\[
III = \|(1 - \partial_x^2)^{-1}(f_j^{(1)} - f_j^{(2)})\|_{\delta',s+2,b}
\]
To estimate the above three terms, let us establish the following inequalities. For any \( 1 \leq j \leq N \), we have
\[
\|m_j^{(1)}\|_{\delta,s,b} = \|(1 - \partial_x^2)u_j^{(1)}\|_{\delta,s,b}
\[
= \|u_j^{(1)}\|_{\delta,s+2,b} \leq \|W_i\|_{\delta,s+2,b}, i = 1, 2. \quad (3.9)
\]
\[
\|m_j^{(1)} - m_j^{(2)}\|_{\delta,s,b} = \|(1 - \partial_x^2)(u_j^{(1)} - u_j^{(2)})\|_{\delta,s,b}
\[
= \|u_j^{(1)} - u_j^{(2)}\|_{\delta,s+2,b} \leq \|W_1 - W_2\|_{\delta,s+2,b}. \quad (3.10)
\]
Since $H = H(W, W_x)$ is a polynomial function with degree $k$, we may obtain

$$
\|H^{(1)} - H^{(2)}\|_{\delta, s, b} \leq C(\|W_1 - W_2\|_{\delta, s, b} + \|W_1 x - W_2 x\|_{\delta, s, b})
\leq C(\|W_1\|_{\delta, s, b}^{k-1} + \|W_2\|_{\delta, s, b}^{k-1} + \|W_1 x\|_{\delta, s, b}^{k-1} + \|W_2 x\|_{\delta, s, b}^{k-1})
\leq C(\|W_1 - W_2\|_{\delta, s, b} + \|W_1 - W_2\|_{\delta, s+1, b})
\leq C(\|W_1\|_{\delta, s, b}^{k-1} + \|W_2\|_{\delta, s, b}^{k-1} + \|W_1\|_{\delta, s+1, b}^{k-1} + \|W_2\|_{\delta, s+1, b}^{k-1})
\leq C(\|W_1 - W_2\|_{\delta, s+2, b}(\|W_1\|_{\delta, s+2, b}^{k-1} + \|W_2\|_{\delta, s+2, b}^{k-1})) \tag{3.11}
$$

Casting $H^{(1)} = 0$ or $H^{(2)} = 0$ in (3.11) gives

$$
\|H^{(i)}\|_{\delta, s, b} \leq C\|W_i\|_{\delta, s+2, b}^{k}, i = 1, 2. \tag{3.12}
$$

For $i = 1, 2$, we have

$$
\|W_i\|_{\delta, s+2, b} \leq \|W_i - W_0\|_{\delta, s+2, b} + \|W_0\|_{\delta, s+2, b}
\leq R + \|W_0\|_{1, s+2, b}. \tag{3.13}
$$

Let us now estimate $I$, $II$, and $III$. Eqs. (3.9)-(3.13), (2.9), (2.11) and (2.14) lead to

$$
I = \|(1 - \partial_x^2)^{-1} (m_j^{(1)} H^{(1)} - m_j^{(2)} H^{(2)}) x\|_{\delta, s+2, b}
= \|(m_j^{(1)} H^{(1)} - m_j^{(2)} H^{(2)}) x\|_{\delta, s, b}
\leq \frac{e^{-b b}}{(\delta - \delta')^b} \|m_j^{(1)} H^{(1)} - m_j^{(2)} H^{(2)}\|_{\delta, s, b}
\leq \frac{e^{-b b}}{(\delta - \delta')^b} C_s(\|m_j^{(1)} H^{(1)} - H^{(2)}\|_{\delta, s, b} + \|H^{(2)}\|_{\delta, s, b} m_j^{(1)} - m_j^{(2)}\|_{\delta, s})
\leq \frac{C}{(\delta - \delta')^b} (\|W_1\|_{\delta, s+2, b} \|W_1 - W_2\|_{\delta, s+2, b} ||W_1\|_{\delta, s+2, b}^{k-1} + \|W_2\|_{\delta, s+2, b}^{k-1}) + \|W_2\|_{\delta, s+2, b} \|W_1 - W_2\|_{\delta, s+2, b}
\leq \frac{C}{(\delta - \delta')^b} (\|W_1\|_{\delta, s+2, b} + \|W_2\|_{\delta, s+2, b})^k \|W_1 - W_2\|_{\delta, s+2, b}
\leq \frac{C}{(\delta - \delta')^b} (R + \|W_0\|_{1, s+2, b})^k \|W_1 - W_2\|_{\delta, s+2, b}. \tag{3.14}
$$
Employing Eqs. (3.9)-(3.13), (2.11) and (2.14) yields

\[ II = \|(1 - \partial^2_x)^{-1}(m_j^{(1)} H^{(1)} - m_j^{(2)} H^{(2)})\|_{\delta', s + 2, b} \]
\[ = \|m_j^{(1)} H^{(1)} - m_j^{(2)} H^{(2)}\|_{\delta', s, b} \]
\[ \leq C_s(\|m_j^{(1)} H^{(1)} - H^{(2)}\|_{\delta, s, b} + \|H^{(2)}\|_{\delta, s, b} m_j^{(1)} - m_j^{(2)}\|_{\delta, s}) \]
\[ \leq C(\|W_1 H\|_{\delta, s + 2, b} \|W_1 - W_2 H\|_{\delta, s + 2, b} + \|W_2\|_{\delta, s + 2, b}^{k-1}) \]
\[ \leq C(\|W_1\|_{\delta, s + 2, b} + \|W_2\|_{\delta, s + 2, b}^{k}) \]
\[ \leq C(R + \|W_0\|_{\delta, s + 2, b}) \|W_1 - W_2\|_{\delta, s + 2, b} \]
\[ \leq \frac{C}{(\delta - \delta')} \|W_0\|_{1, s + 2, b} \|W_1 - W_2\|_{\delta, s + 2, b}, \]  

(3.15)

where we use \(0 < \delta' < \delta < 1\) and \(b \geq 1\), which implies \(0 < (\delta - \delta')b < 1\).

Let

\[ f_j(W, W_x) := \frac{1}{(N + 1)^2} \sum_{i=1}^{N} [m_i(u_j - u_{jx})(v_i + v_{ix}) + m_j(u_i - u_{ix})(v_i + v_{ix})] \]
\[ = l_j + z_j, \quad 1 \leq j \leq N, \]  

(3.16)

where

\[ l_j(W, W_x) := \frac{1}{(N + 1)^2} \sum_{i=1}^{N} [m_i(u_j - u_{jx})(v_i + v_{ix})], \]  

(3.17)

and

\[ z_j(W, W_x) := \frac{1}{(N + 1)^2} \sum_{i=1}^{N} [m_j(u_i - u_{ix})(v_i + v_{ix})]. \]  

(3.18)
To estimate III, let us first give some essential inequalities below:

\[
\|t_j^{(1)} - t_j^{(2)}\|_{\delta',s,b}
\]

\[
= \frac{1}{(N+1)^2} \sum_{i=1}^{N} \left( m_i^{(1)} (u_j^{(1)} - u_j^{(2)}) (v_i^{(1)} + v_i^{(2)}) - m_i^{(2)} (u_j^{(1)} - u_j^{(2)}) (v_i^{(1)} + v_i^{(2)}) \right) \|\delta,s,b
\]

\[
\leq C \sum_{i=1}^{N} \left[ m_i^{(1)} \|\delta,s,b\| u_j^{(1)} - u_j^{(2)} \|\delta,s,b + \|v_i^{(1)} - v_i^{(2)}\|_{\delta,s,b} + \|u_j^{(1)} - u_j^{(2)}\|_{\delta,s,b} + \|v_i^{(1)} - v_i^{(2)}\|_{\delta,s,b} \right]
\]

\[
\leq C \sum_{i=1}^{N} \left[ u_j^{(1)} \|\delta,s+2,b\| u_j^{(1)} + \|u_j^{(2)}\|_{\delta,s,b} + \|v_i^{(1)} + v_i^{(2)}\|_{\delta,s,b} \right]
\]

\[
\leq C \left( \frac{1}{(\delta - \delta')^b} (R + \|W_0\|_{1,s+2,b})^2 \right) \|W_1 - W_2\|_{\delta,s+2,b}
\]

Similarly, we have

\[
\|z_j^{(1)} - z_j^{(2)}\|_{\delta',s,b} \leq \frac{C}{(\delta - \delta')^b} (R + \|W_0\|_{1,s+2,b})^2 \|W_1 - W_2\|_{\delta,s+2,b}
\]

Hence, (3.14), (3.19) and (3.20) imply

\[
III = \|(1 - \partial_x^2)^{-1} (f_j^{(1)} - f_j^{(2)})\|_{\delta',s+2,b}
\]

\[
= \|f_j^{(1)} - f_j^{(2)}\|_{\delta',s,b}
\]

\[
\leq \|t_j^{(1)} - t_j^{(2)}\|_{\delta',s,b} + \|z_j^{(1)} - z_j^{(2)}\|_{\delta',s,b}
\]

\[
\leq C \left( \frac{1}{(\delta - \delta')^b} (R + \|W_0\|_{1,s+2,b})^2 \|W_1 - W_2\|_{\delta,s+2,b} \right)
\]

Adding (3.14), (3.15) and (3.21) reveals

\[
\| (1 - \partial_x^2)^{-1} (F_j(W_1, W_{1,x}) - F_j(W_2, W_{2,x}) \|_{\delta',s+2,b}
\]

\[
\leq \frac{L}{(\delta - \delta')^b} \|W_1 - W_2\|_{\delta,s+2,b}
\]

where

\[
L = C[(R + \|W_0\|_{1,s+2,b})^k + (R + \|W_0\|_{1,s+2,b})^2]
\]
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Analogous to the proof of (3.22), we can obtain

$$
\| (1 - \partial_x^2)^{-1} (G_j(W_1, W_{1,x}) - G_j(W_2, W_{2,x})) \|_{\delta', s+2, b, \alpha, \beta} \\
\leq \frac{L}{(\delta - \delta')^b} \| W_1 - W_2 \|_{\delta, s+2, b, \alpha, \beta},
$$

(3.24)

where $L$ is defined in (3.23). Therefore, (3.6) is desired.

Next, we derive (3.7). For $1 \leq j \leq N$, we have

$$
\| (1 - \partial_x^2)^{-1} [F_j(W_0, W_{0,x})] \|_{\delta', s+2, b, \alpha, \beta} \leq J_1 + J_2 + J_3,
$$

where

\begin{align*}
J_1 &= \| (1 - \partial_x^2)^{-1}(m_{j,0}H_0)_x \|_{\delta', s+2, b, \alpha, \beta} \\
&= \| (m_{j,0}H_0)_x \|_{\delta', s, b} \\
&\leq \frac{e^{-b}b^b}{(\delta - \delta')^b} \| m_{j,0}H_0 \|_{\delta, s, b} \\
&\leq \frac{e^{-b}b^b}{(\delta - \delta')^b} C_s \| m_{j,0} \|_{\delta, s, b} \| H_0 \|_{\delta, s, b} \\
&\leq \frac{C}{(\delta - \delta')^b} \| u_{j,0} \|_{\delta, s+2, b} \| W_0 \|_{\delta, s+2, b}^{k+1} \\
&\leq \frac{C}{(\delta - \delta')^b} \| W_0 \|_{1, s+2, b}^{k+1}.
\end{align*}

(3.25)

Combining (2.9), (2.11), and (2.14) with (3.25) generates

\begin{align*}
J_1 &= \| (1 - \partial_x^2)^{-1}(m_{j,0}H_0)_x \|_{\delta', s+2, b, \alpha, \beta} \\
&= \| (m_{j,0}H_0)_x \|_{\delta', s, b} \\
&\leq \frac{e^{-b}b^b}{(\delta - \delta')^b} \| m_{j,0}H_0 \|_{\delta, s, b} \\
&\leq \frac{e^{-b}b^b}{(\delta - \delta')^b} C_s \| m_{j,0} \|_{\delta, s, b} \| H_0 \|_{\delta, s, b} \\
&\leq \frac{C}{(\delta - \delta')^b} \| u_{j,0} \|_{\delta, s+2, b} \| W_0 \|_{\delta, s+2, b}^{k+1} \\
&\leq \frac{C}{(\delta - \delta')^b} \| W_0 \|_{1, s+2, b}^{k+1}.
\end{align*}

(3.26)

As per (2.11) and (2.14), we obtain

\begin{align*}
J_2 &= \| (1 - \partial_x^2)^{-1}(m_{j,0}H_0) \|_{\delta', s+2, b, \alpha, \beta} \\
&= \| m_{j,0}H_0 \|_{\delta', s, b} \\
&\leq C_s \| m_{j,0} \|_{\delta', s, b} \| H_0 \|_{\delta, s, b} \\
&\leq C \| W_0 \|_{\delta, s+2, b} \| W_0 \|_{\delta, s+2, b}^{k} \\
&\leq \frac{C}{(\delta - \delta')^b} \| W_0 \|_{1, s+2, b}^{k+1}.
\end{align*}

(3.27)
Let us now estimate $J_3$. To do so, we need the following inequalities:

\[ \|l_{j,0}\|_{\delta', s, b} \leq C\sum_{i=1}^{N} \|m_{i,0}\|_{\delta', s, b}\|u_{j0} - u_{j0,x}\|_{\delta', s, b}\|v_{i0} + v_{i0,x}\|_{\delta', s, b} \]

\[ \leq C\sum_{i=1}^{N} \|W_0\|_{\delta', s+2, b}(\|W_0\|_{\delta', s, b} + \|W_0\|_{\delta', s+1, b})^2 \]

\[ \leq C\|W_0\|_{1, s+2, b}^3. \tag{3.28} \]

and

\[ \|z_{j,0}\|_{\delta', s, b} \leq C\|W_0\|_{1, s+2, b}^3. \tag{3.29} \]

Eqs. (3.28) and (3.29) indicate

\[ J_3 = \|(1 - \partial_x^2)^{-1}f_{j,0}\|_{\delta', s, b} = \|f_{j,0}\|_{\delta', s, b} \]

\[ \leq \|l_{j,0}\|_{\delta', s, b} + \|z_{j,0}\|_{\delta', s, b} \leq C\|W_0\|_{1, s+2, b}^3 \]

\[ \leq \frac{C}{(\delta - \delta')^b}\|W_0\|_{1, s+2, b}^3. \tag{3.30} \]

while Eqs. (3.26), (3.27) and (3.30) foster

\[ \|(1 - \partial_x^2)^{-1}F_j(W_0, W_{0,x})\|_{\delta', s+2, b} \leq C\|W_0\|_{k+1, s+2, b} + \|W_0\|_{1, s+2, b}^3 \]

Replacing $\delta'$ by $\delta$ and $\delta$ by 1, and setting

\[ M = C(\|W_0\|_{k+1, s+2, b} + \|W_0\|_{1, s+2, b}^3), \]

we have

\[ \|(1 - \partial_x^2)^{-1}F_j(W_0, W_{0,x})\|_{\delta, s+2, b} \leq \frac{M}{(1 - \delta)^b}, \quad 1 \leq j \leq N. \]

Adopting a procedure similar to the estimate of $\|(1 - \partial_x^2)^{-1}F_j(W_0, W_{0,x})\|_{\delta, s+2, b}$ produces

\[ \|(1 - \partial_x^2)^{-1}G_j(W_0, W_{0,x})\|_{\delta, s+2, b} \leq \frac{M}{(1 - \delta)^b}, \quad 1 \leq j \leq N. \]

Thus, we attain the desired estimate (3.7).

Substituting the above $L$ and $M$ into (2.5), and letting $R = \|W_0\|_{1, s+2, b}$, we obtain

\[ \frac{(2^b - 1)R}{(2^b - 1)2^{2b+3}LR + M} > \frac{1}{2^{2b+4}L}. \]
which gives
\[
T' = \frac{1}{2^{2b+4}L} = \frac{1}{C(2^{2b+4+k}\|W_0\|^k_{1,s+2,b} + 2^{2b+6}\|W_0\|^2_{1,s+2,b})} \quad (3.31)
\]
\[
\approx \frac{1}{\|W_0\|^k_{\delta,s+2,b} + \|W_0\|^2_{\delta,s+2,b}}. \quad (3.32)
\]
So, by Theorem 2.1, there exists a unique solution \(W(t)\) to the Cauchy problem (3.4), which is a holomorphic vector function in \((D(0,T'(1-\delta)b))^{2N} \rightarrow (C^{\delta,s,b})^{2N}\) for every \(\delta \in (0,1)\). This completes the proof of Lemma 3.1 and thus the proof of Theorem 3.1 as well.

Remark 3.1. From the proof of Theorem 3.1, we see that the lifespan is affected by the order of the nonlinear terms included in (1.1).

4 Continuity of the data-to-solution map

In this section, we prove the continuity of the data-to-solution map for the initial data and solution described in Theorem 3.1.

First, let us recall that the scale of Banach spaces \(X_\delta\) and the function \(F(u)\) satisfy the conditions (1) and (2). For any \(\delta > 0\) and \(T > 0\), let \(H(|t| < T; X_\delta)\) denote the set of holomorphic functions in \(|t| < T\) valued in \(X_\delta\). Also, we know that for \(0 < \delta \leq 1\) and \(g \in H(|t| < T; X_\delta)\) with \(T > 0\), the following Cauchy problem
\[
\frac{df}{dt} = g, \quad f(0) = f_0 \quad (4.1)
\]
has a unique solution \(f \in H(|t| < T; X_\delta)\) given by
\[
f(t) = f_0 + \int_0^t g(\tau)d\tau. \quad (4.2)
\]
Therefore, it follows that the existence of \(w\) in Theorem 2.1 is equivalent to the existence of \(w \in H(|t| < \frac{T'(1-\delta)b}{2^b-1}; X_\delta)\), for every \(\delta \in (0,1)\), if \(|t| < \frac{T'(1-\delta)b}{2^b-1}\)
\[
\| \int_0^t Fw(\tau)d\tau \|_\delta < R. \quad (4.3)
\]
So, our initial value problem (3.4) is converted to finding the fixed point of the following equation
\[
W(t) = W_0 + \int_0^t (1 - \partial_x^2)^{-1} P(W,W_x)(\tau)d\tau.
\]
To see that, we need to introduce a new space \(E_a\).  
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Definition 4.1. For any \( a > 0 \), define \( E_a = \bigcap_{0 < \delta < 1} H(D(0, l (1 - \delta)^b); X_\delta) \) as the Banach space of all functions \( t \mapsto u(t) \) with the following property:

\[
\forall \delta \quad 0 < \delta < 1, \quad u(t) \in X_\delta
\]

whose norm is given by

\[
\|u\|_\delta := \sup_{0 < \delta < 1} \|u(t)\|_\delta (1 - \delta)^b \left( 1 - \frac{|t|}{a(1 - \delta)^b} \right) < \infty.
\]

Remark 4.1. Apparently, we have \( E_{T_2} \hookrightarrow E_{T_1} \) for any \( 0 < T_1 < T_2 \).

As per the procedure illustrated in [33], the following lemmas hold in the space \( E_a \) with the norm (4.5).

Lemma 4.1. Let \( b \geq 1, a > 0, u \in E_a, 0 < \delta < 1 \), and \( 0 < t < \frac{a(1 - \delta)^b}{2^{b+1}} \). Then we have

\[
\int_0^t \|u(\tau)\|_{\delta(\tau)} d\tau \leq \frac{a^{2b+3} \|u\|_a}{(1 - \delta)^b} \sqrt{\frac{a(1 - \delta)^b}{a(1 - \delta)^b - |t|}},
\]

where \( \delta(\tau) \in (\delta, 1) \) is given by

\[
\delta(\tau) = \frac{1}{2}(1 + \delta) + \left( \frac{1}{2} \right)^{2 + \frac{t}{a}} \left( (1 - \delta)^b + \frac{t}{a} \right)^{1/b} - \left( 1 - \delta \right)^b + (2b+1 - 1)^{1/b}.
\]

Lemma 4.2. Let \( b \geq 1, a > 0, 0 < \delta < 1, 0 < t < \frac{a(1 - \delta)^b}{2^{b+1}} \), and \( W,Y \in \overline{B(W_0, R)} \subset (E_a)^{2N} \). Then, under assumption (2.4) the following inequality holds:

\[
\| \int_0^t (1 - \partial_2^2)^{-1} [P(W_{x,2}) - P(Y_{x,2})](\tau)d\tau \| \leq L \int_0^t \frac{|||W(\tau) - Y(\tau)|||_{\delta(\tau)}}{(\delta(\tau) - \delta)^b} d\tau,
\]

where \( \delta(\tau) \) defined in Lemma 4.1 is a continuous function on \([0, |t|]\) satisfying \( \delta < \delta(\tau) \leq 1 \), and \( L \) is the same constant as shown in condition (2.4).

For our needs, let us also recall the continuity definition of the data-to-solution map.

Definition 4.2. The data-to-solution map \( W_0 \mapsto W(t) \) is called “continuous” if for a given \( W_\infty(0) \in (G^{1, s+2, b})^{2N} \) there exist \( T > 0 \) and \( R > 0 \) such that for any sequence of initial data \( W_l(0) \in (G^{1, s+2, b})^{2N} \) converging to \( W_\infty(0) \) in \((G^{1, s+2, b})^{2N}\), the corresponding solutions \( W_l(t), W_\infty(t) \) to the Cauchy problem (3.4) for all sufficiently large \( l \) satisfy:

\[
|||W_l(t) - W_\infty(t)|||_{T} \rightarrow 0,
\]

where

\[
|||W|||_T := \sup\{\|W(t)\|_{\delta(1 - \delta)^b} \left( 1 - \frac{|t|}{T(1 - \delta)^b} \right) : 0 < \delta < 1, |t| < \frac{T(1 - \delta)^b}{2^{b+1}} \}.
\]
Let us now give the continuity theorem of the solution map for the Cauchy problem (3.4).

**Theorem 4.1.** Let \( b \geq 1, \) \( W_0 \in (G^{1,s+2,b})^{2N}, s > \frac{1}{2}, \) and \( R > 0. \) Then there exists \( T > 0, \) which is given in (4.12), such that the Cauchy problem (3.4) has a unique solution \( W \in (E_T)^{2N}, \) and the data-to-solution map \( W_0 \mapsto W(t) : (G^{1,s+2,b})^{2N} \mapsto (E_T)^{2N} \) is continuous.

**Proof.** Let \( b \geq 1, s > \frac{1}{2}, \) and \( W_\infty(0) \in (G^{1,s+2,b})^{2N}. \) Assume \( W_l(0) \in (G^{1,s+2,b})^{2N} \) is a sequence of initial data converging to \( W_\infty(0), \) namely, 
\[
\| W_l(0) - W_\infty(0) \|_{1,s,b} \to 0, \quad \text{as} \quad l \to \infty.
\]
Then, there exists an integer \( N_0 \in \mathbb{N}, \) such that for any \( l \geq N_0, \) we have
\[
\| W_l(0) \|_{1,s+2,b} \leq \| W_\infty(0) \|_{1,s+2,b} + 1. \quad (4.7)
\]
Let
\[
R_\infty = \| W_\infty(0) \|_{1,s+2,b} + 1,
\]
and
\[
R_l = R_\infty + \| W_l(0) - W_\infty(0) \|_{1,s+2,b} \leq R_\infty + 1, \quad \text{for} \quad l \geq N_0. \quad (4.9)
\]
For the given initial data \( W_\infty(0), W_l(0) \in (G^{1,s+2,b})^{2N}, \) Theorem 3.1 guarantees the existence and uniqueness of the corresponding solutions \( W_\infty(t) \in E_{T_{W_\infty(0)}, R_\infty} \) and \( W_l(t) \in E_{T_{W_l(0)}, R_l} \) respectively. For \( |t| < \frac{T_{W_\infty(0)}(1-\delta)^b}{2^{b-1}}, \)
\[
W_\infty(t) = W_\infty(0) + \int_0^t (1 - \partial_x^2)^{-1} P(W_\infty, W_\infty, x)(\tau) d\tau, \quad (4.10)
\]
for \( |t| < \frac{T_{W_l(0)}(1-\delta)^b}{2^{b-1}}, \)
\[
W_l(t) = W_l(0) + \int_0^t (1 - \partial_x^2)^{-1} P(W_l, W_l, x)(\tau) d\tau. \quad (4.11)
\]
and their lifespans are given by
\[
T_{W_\infty(0)} = \frac{1}{2^{2b+4}(C_1 \| W_\infty(0) \|_{1,s+2,b} + C_2 \| W_\infty(0) \|_{1,s+2,b}^2)},
\]
and
\[
T_{W_l(0)} = \frac{1}{2^{2b+4}(C_1 \| W_l(0) \|_{1,s+2,b}^4 + C_2 \| W_l(0) \|_{1,s+2,b}^2)}.
\]
respectively, where $C_1 = 2^k C$, $C_2 = 4C$, and $C$ is a constant coming from (3.31). The common lifespan $T$ of $W_\infty(t)$ and $W_l(t)$ can be determined through the following formula

$$T := T_{W_\infty(0),W_l(0)} = \frac{1}{2^{2b+4}(C_1 R^2 + C_2 R^2)},$$

(4.12)

where

$$R = 2R_\infty + 2.$$  

(4.13)

Eqs. (4.7), (4.8), and (4.13) imply that $T_{W_\infty(0),W_l(0)} < T_{W_\infty(0)}$ and $T_{W_\infty(0),W_l(0)} < T_{W_l(0)}$, that is, $T_{W_\infty(0),W_l(0)} < \min\{T_{W_\infty(0)}, T_{W_l(0)}\}$.

As $l \geq N_0$, noticing $E_{T_{W_\infty(0)},R_\infty} \hookrightarrow E_{T_{W_\infty(0),W_l(0)},R}$ and $E_{T_{W_l(0)},R_1} \hookrightarrow E_{T_{W_\infty(0),W_l(0)},R}$, we have $W_\infty(t), W_l(t) \in E_{T_{W_\infty(0),W_l(0)},R}$. Moreover, for $0 < \delta < 1$, $b \geq 1$, $|t| < \frac{T_{W_\infty(0),W_l(0)}(1-\delta)^b}{2^{b-1}}$ and $l \geq N_0$, one has

$$\|W_l(t) - W_\infty(0)\|_{\delta,s+2,b} \leq \|W_l(t) - W_l(0)\|_{\delta,s+2,b} + \|W_l(0) - W_\infty(0)\|_{1,s+2,b} \leq R_t + 1 \leq R_\infty + 2 < R.$$  

Next, we aim to prove $\|W_l - W_\infty\|_{T_{W_\infty(0),W_l(0)}} \to 0$ as $l \to \infty$. When $0 < \delta < 1$ and $|t| < \frac{T_{W_\infty(0),W_l(0)}(1-\delta)^b}{2^{b-1}}$, it follows from Eqs. (4.10) and (4.11) that

$$\|W_l - W_\infty\|_{\delta,s+2,b} \leq \int_0^t \|((1 - \partial^2_x)^{-1} [P(W_l, W_{l,x}) - P(W_\infty, W_{\infty,x})])\|_{\delta,s+2,b} d\tau + \|W_l(0) - W_\infty(0)\|_{\delta,s+2,b}.$$  

(4.14)

For $0 < \delta < 1$, $|t| < \frac{T_{W_\infty(0),W_l(0)}(1-\delta)^b}{2^{b-1}}$, $0 \leq |\tau| = |t|$, and $\delta < \delta(\tau) \leq 1$, we need to prove that

$$\|W_\infty(\tau) - W_l(0)\|_{\delta(\tau),s+2,b} < R,$$

and

$$\|W_l(\tau) - W_l(0)\|_{\delta(\tau),s+2,b} < R.$$  

As $l \geq N_0$, we have

$$\|W_\infty(\tau) - W_l(0)\|_{\delta(\tau),s+2,b} \leq \|W_\infty(\tau) - W_\infty(0)\|_{\delta(\tau),s+2,b} + \|W_\infty(0) - W_l(0)\|_{\delta(\tau),s+2,b} < R_\infty + 1 < R.$$  

(4.15)
Theorem 2.1 and Eq. (4.9) guarantee the following result

\[ \|W_l(\tau) - W_l(0)\|_{\delta(\tau),s+2,b} \leq R_l < R. \]  

(4.16)

Eqs. (4.15), (4.16), (2.3), and Lemma 4.2 lead to

\[ \|W_l(t) - W_\infty(t)\|_{\delta,s+2,b} - \|W_l(0) - W_\infty(0)\|_{\delta,s+2,b} \]
\[ \leq \int_0^t \| (1 - \partial_x^2)^{-1}[P(W_l, W_{l,x}) - P(W_\infty, W_{\infty,x})]\|_{\delta,s+2,b} d\tau \]
\[ \leq L_l \int_0^t \|W_\infty(\tau) - W_l(\tau)\|_{\delta(\tau),s,b} d\tau, \]  

(4.17)

where \( L_l = C_1(R_l + \|W_0\|_{1,s,b})^k + C_2(R_l + \|W_0\|_{1,s,b})^2 \) and \( \delta(\tau) \) is defined in (4.6), and \( a = T_{W_\infty(0),W_l(0)} \).

In the light of Lemma 4.1 with \( a = T_{W_\infty(0),W_l(0)} \) and (4.17), under the conditions \( 0 < \delta < 1 \) and \( |t| < T_{W_\infty(0),W_l(0)} \frac{(1 - \delta)^b}{2^b - 1} \), we have

\[ \|W_l(t) - W_\infty(t)\|_{\delta,s,b} - \|W_l(0) - W_\infty(0)\|_{\delta,s,b} \]
\[ \leq 2^{2b+3} \frac{T_{W_\infty(0),W_l(0)} L_l \|W_\infty - W_l\|_{T_{W_\infty(0),W_l(0)}}}{(1 - \delta)^b} \sqrt{\frac{T_{W_\infty(0),W_l(0)}(1 - \delta)^b}{T_{W_\infty(0),W_l(0)}(1 - \delta)^b - |t|}} \]

which implies

\[ \|W_l(t) - W_\infty(t)\|_{T_{W_\infty(0),W_l(0)}} \]
\[ \leq 2^{2b+3} T_{W_\infty(0),W_l(0)} L_l \|W_\infty - W_l\|_{T_{W_\infty(0),W_l(0)}} + \|W_l(0) - W_\infty(0)\|_{\delta,s,b}. \]

Therefore, we have

\[ (1 - 2^{2b+3} T_{W_\infty(0),W_l(0)} L_l) \|W_l(t) - W_\infty(t)\|_{T_{W_\infty(0),W_l(0)}} \]
\[ \leq \|W_l(0) - W_\infty(0)\|_{\delta,s,b}. \]  

(4.18)

So, as \( l \geq N_0 \), Eqs. (4.8), (4.9), and (4.13) generate

\[ L_l = C_1(R_l + \|W_l(0)\|_{1,s,b})^k + C_2(R_l + \|W_l(0)\|_{1,s,b})^2 \]
\[ \leq C_1(R_l + \|W_l(0) - W_\infty(0)\|_{1,s,b} + \|W_\infty(0)\|_{1,s,b})^k \]
\[ + C_2(R_l + \|W_l(0) - W_\infty(0)\|_{1,s,b} + \|W_\infty(0)\|_{1,s,b})^2 \]
\[ \leq C_1(R_l + 1 + \|W_\infty(0)\|_{1,s,b})^k + C_2(R_l + 1 + \|W_\infty(0)\|_{1,s,b})^2 \]
\[ = C_1(R_l + R_\infty)^k + C_2(R_l + R_\infty)^2 \]
\[ \leq C_1 R^k + C_2 R^2. \]  

(4.19)

Due to \( T_{W_\infty(0),W_l(0)} = \frac{1}{2^{2b+4}(C_1 R^k + C_2 R^2)} \) and Eq. (4.19), we have

\[ 2^{2b+3} T_{W_\infty(0),W_l(0)} L_l < \frac{1}{2}. \]
which implies

\[ \| W_1(t) - W_\infty(t) \|_{T_{W_\infty(0),W_1(0)}} \leq 2 \| W_1(0) - W_\infty(0) \|_{1,s,b}. \] (4.20)

Therefore we complete the proof of Theorem 4.1.

**Remark 4.2.** Theorem 4.1 includes important results since it makes the 2n-component Camassa-Holm system (4.21) well-posed in the spaces \( G^{s,b} \) in the sense of Hadamard. One may compare these results with the classical Cauchy-Kovalevski theorem, where there is no show-up of continuity for the data-to-solution map.

Applying those results in Theorem 3.1 and Theorem 4.1, it is not difficult for one to obtain the well-posedness properties for the following two integrable systems with arbitrary polynomial functions.

1. **A four-component Camassa-Holm system**

We may propose the Cauchy problem for the following four-component Camassa-Holm type system with initial data \( W_0 = (u_1,0, u_2,0, v_1,0, v_2,0)^T \in (G^{1,s,b})^4 \):

\[
\begin{aligned}
&\begin{cases}
m_{1,t} + (Hm_1)_x + n_2(g_1g_2 - H) + m_1(f_2g_2 + 2f_1g_1) = 0, \\
m_{2,t} + (Hm_2)_x - n_1(g_1g_2 - H) - m_2(f_1g_1 + 2f_2g_2) = 0, \\
n_{1,t} + (Hn_1)_x - m_2(f_1f_2 - H) - n_1(f_2g_2 + 2f_1g_1) = 0, \\
n_{2,t} + (Hn_2)_x + m_1(f_1f_2 - H) + n_2(f_1g_1 + 2f_2g_2) = 0,
\end{cases} \\
m_j(0,x) = m_{j,0}(x), \\
n_j(0,x) = n_{j,0}(x), \quad j = 1, 2,
\end{aligned}
\] (4.21)

where \( m_j = u_j - u_{j,xx}, n_j = v_j - v_{j,xx}, f_1 = u_2 - v_{1,x}, f_2 = u_1 + v_2, g_1 = v_2 + u_{1,x}, \) and \( g_2 = v_1 - u_{2,x} \). The system (4.21) is a special case of the multi-component CH model proposed by Xia and Qiao \cite{49} in 2013, and was also studied in 2014 by Li, Liu and Popowicz \cite{32}. This system has Lax pair, bi-Hamiltonian structure, and infinitely many conservation laws \cite{32,49}. Recently, Zhang and Yin \cite{56} studied the local well-posedness for the system in Besov spaces, also they presented several global existence and blow-up results for two integrable two-component subsystems by selecting specific polynomials.

The free choice of the arbitrary function \( H \) in (4.21) allows one to recover some well-known CH type equations through reductions with the detailed procedure in \cite{49}. The four-component system (4.21) is completely integrable for any function \( H \). To study the well-posedness problem in the Gevrey class spaces, as discussed in Section 3, let us take the arbitrary \( H \) as a degree \( k \) polynomial function of \( u_1, u_2, v_1, v_2 \) and their derivatives. Similar to Eq. (1.1), the four-component system (4.21) has the degree \( (k+1) \) terms and cubic terms. Of course, (4.21) is naturally a special case of (1.1) with
$N = 2$. With a slight modification in the proofs of Theorem 3.1 and Theorem 4.1, it is not difficult for us to obtain the following local well-posedness for the Cauchy problem of the four-component system (4.21).

**Theorem 4.2.** Let $s > \frac{1}{2}$ and $b \geq 1$. If $W_0 \in (G^{1,s+2,b})^4$, then there exists a positive time $T$, which depends on the initial data $W_0$, such that for every $\delta \in (0, 1)$, the Cauchy problem (4.21) has a unique solution $W(t) = (u_1(t), u_2(t), v_1(t), v_2(t))^T$ which is a holomorphic vector function in the disc $D(0, \frac{T(1-\delta)^b}{2^b-1})$ valued in $(G^{\delta,s+2,b})^4$. Furthermore, the lifespan

$$T \approx \frac{1}{\|W_0\|^\delta_{s+2,b} + \|W_0\|^2_{\delta,s+2,b}},$$

and the data-to-solution map $W_0 \mapsto W(t) : (G^{1,s,b})^4 \mapsto (E_T)^4$ is continuous.

2. A two-component Camassa-Holm system

Another amazing Camassa-Holm type system with an arbitrary function is the following synthetical integrable two-component peakon model proposed by Xia, Qiao and Zhou [50].

$$\begin{aligned}
m_t &= F + F_x - \frac{1}{2} (uv + u_x v + u_x v_x), \\
n_t &= -G + G_x + \frac{1}{2} (uv - u_x v + u_x v_x) - u_x v_x,
\end{aligned}$$

(4.22)

where $m = u - u_{xx}$ and $n = v - v_{xx}$. As studied in [50], the above two-component model was proved integrable through its Lax pair and infinitely many conservation laws. Moreover, the authors investigated the bi-Hamiltonian structure and the interaction of multi-peakons. Apparently, if $F = mH, G = nH$, where $H$ is an arbitrary polynomial in $u, v$ and their derivatives, (4.22) is reduced to the special case of (3.3) with $N = 1$. Thus the local well-posedness for the Cauchy problem of (4.22) naturally holds in Theorem 3.1 and Theorem 4.1. The two-component model (4.22) has very interesting solutions including multi-peakon solutions, multi-weak-kink solutions, weak kink-peakon solutions, and periodic-peakon solutions. More interestingly, (4.22) is the first integrable system with peakon solutions, within our knowledge, which are not in the traveling wave type. Therefore, we will give a deep exploration in analysis for this remarkable system (4.22) in next section.

5 Unique continuation

In this section, we focus on the following Cauchy problem of the system (1.1) with $N = 1$, that is system (1.22) with $F = mH$ and $G = nH$,

$$\begin{aligned}
m_t &= (mH)_x + mH + \frac{1}{2} [m(u - u_x)(v + v_x)], & t > 0, x \in \mathbb{R}, \\
n_t &= (nH)_x - nH - \frac{1}{2} [n(u - u_x)(v + v_x)], & t > 0, x \in \mathbb{R}, \\
m(0, x) = m_0, & x \in \mathbb{R}, \\
n(0, x) = n_0, & x \in \mathbb{R},
\end{aligned}$$

(5.1)
where $m = u - u_{xx}$ and $n = v - v_{xx}$. The property of unique continuation for the Cauchy problem (5.1) may be reflected with compactly supported initial data. In the case of compactly supported initial data, unique continuation is essentially an infinite speed of propagation of its support. Therefore, one may naturally ask the question: how will a strong solution behave at infinity under the given compactly supported initial data? To provide a sufficient answer, let us prepare two lemmas listed below.

Given the initial data $z_0 = (u_0, v_0)^T \in H^s \times H^s, s \geq 3$, Theorem 3.1 in [57] ensures the local well-posedness of strong solutions $z = (u, v)^T$ for Eq. (5.1). Consider the following initial value problem

\[
\begin{cases}
q_t(t, x) = -H(z, z_x)(t, q(t, x)), & t \in [0, T), x \in \mathbb{R}, \\
q(0, x) = x, & x \in \mathbb{R},
\end{cases}
\]

(5.2)

where $u, v$ denote the two components of solution $z$ to Eq. (5.1). Due to $z(t, \cdot) \in H^3 \times H^3 \subset \mathcal{M}_m$ with $0 \leq m \leq \frac{5}{2}$, $z = (u, v)^T \in C^1([0, T) \times \mathbb{R}, \mathbb{R})$.

Applying the classical results in the theory of ordinary differential equations, one can obtain the following result which is the key in the proof for unique continuation of strong solutions to Eq. (3.1).

Let us first present two lemmas as follows.

**Lemma 5.1.** Let $z_0 \in H^s \times H^s, s \geq 3$. Then Eq. (5.2) has a unique solution $q \in C^1([0, T) \times \mathbb{R}, \mathbb{R})$. Moreover, for $(t, x) \in [0, T) \times \mathbb{R}$, the map $q(t, \cdot)$ is an increasing diffeomorphism over $\mathbb{R}$ with

\[
q_x(t, x) = \exp\left(\int_0^t -H_x(s, q(s, x))ds\right) > 0.
\]

(5.3)

**Proof.** Differentiating Eq. (5.2) with respect to $x$ yields

\[
\begin{cases}
\frac{d}{dt}q_x = -H_xq_x, & t > 0, \ x \in \mathbb{R}, \\
q_x(0, x) = 1, & x \in \mathbb{R}.
\end{cases}
\]

(5.4)

Solving the above equation, we obtain

\[
q_x(t, x) = \exp\left\{\int_0^t -H_x(s, q(s, x))ds\right\} > 0,
\]

which exactly reads as Eq. (5.3). \qed

**Lemma 5.2.** Let $z_0 \in H^s \times H^s, s \geq 3$, and $T > 0$ be the maximal existence time of corresponding solution $z$ to Eq. (5.1). Then for all $(t, x) \in [0, T) \times \mathbb{R}$ we have

\[
m(t, q(t, x))q_x(t, x) = m_0(x)\exp\left\{\int_0^t \left[H + \frac{1}{2}(u - u_x)(v + v_x)\right](s, q(s, x))ds\right\},
\]

(5.5)

\[
n(t, q(t, x))q_x(t, x) = n_0(x)\exp\left\{\int_0^t \left[-H + \frac{1}{2}(u - u_x)(v + v_x)\right](s, q(s, x))ds\right\}.
\]

(5.6)
Proof. By Eqs. (5.1), (5.2) and (5.4), a direct calculation reveals
\[
\frac{d}{dt}[m(t, q_t(x))q_x] = (m_t + m_x q_t)q_x + mq_x
\]
\[
= [m_t - m_x H - mH_x]q_x
\]
\[
= (m_t - (mH)_x)q_x
\]
\[
= [mH + \frac{1}{2}m(u - u_x)(v + v_x)]q_x
\]
\[
= [H + \frac{1}{2}(u - u_x)(v + v_x)]mq_x.
\]
Solving for \(mq_x\) from the above equation, we obtain
\[
m(t, q_t(x))q_x(t, x) = m_0(x) \exp\{\int_0^t [H + \frac{1}{2}(u - u_x)(v + v_x)](s, q(s, x))ds\},
\]
which is exactly Eq. (5.5).

Adopting a similar procedure to the second equation in (5.1) shown as above, we have
\[
\frac{d}{dt}[n(t, q_t(x))q_x] = (n_t + n_x q_t)q_x + nq_x
\]
\[
= [n_t - n_x H - nH_x]q_x
\]
\[
= (n_t - (nH)_x)q_x
\]
\[
= -[nH + \frac{1}{2}n(u - u_x)(v + v_x)]q_x
\]
\[
= -[H + \frac{1}{2}(u - u_x)(v + v_x)]nq_x,
\]
which leads to Eq. (5.6).

Let us now determine the behavior of solutions at infinity through the following theorem.

**Theorem 5.1.** Let \(z = (u, v)^T \in C([0, T), H^s) \times C([0, T), H^s), s > \frac{5}{2}\) be a nontrivial solution of (5.7) with the maximal existence time \(T > 0\), which has a compactly supported initial data on the interval \([a, b]\). Then we have
\[
u(t, x) = \begin{cases} \frac{1}{2}E_+ e^{-x}, & x > q(t, b), \\ \frac{1}{2}E_- e^x, & x < q(t, a), \end{cases}
\]
\[
v(t, x) = \begin{cases} \frac{1}{2}F_+ e^{-x}, & x > q(t, b), \\ \frac{1}{2}F_- e^x, & x < q(t, a), \end{cases}
\]
where \(E_+ := \int_{q(t,a)}^{q(t,b)} e^y m(t, y)dy\), \(E_- := \int_{q(t,a)}^{q(t,b)} e^{-y} m(t, y)dy\), \(F_+ := \int_{q(t,a)}^{q(t,b)} e^y n(t, y)dy\) and \(F_- := \int_{q(t,a)}^{q(t,b)} e^{-y} n(t, y)dy\). Moreover, \(E_+(0) = E_-(0) = \)
$F_+(0) = F_-(0) = 0$, and the monotonicity of $E_+$ and $F_-$ is displayed in the following four cases:

1. If $m_0 \geq 0$ and $n_0 \geq 0$, then $E_+$ is strictly increasing, while $F_-$ is strictly decreasing for $t \in [0, T)$.

2. If $m_0 \leq 0$ and $n_0 \leq 0$, then $E_+$ is strictly decreasing, while $F_-$ is strictly increasing for $t \in [0, T)$.

3. If $m_0 \geq 0$ and $n_0 \leq 0$, then both $E_+$ and $F_-$ are strictly decreasing for $t \in [0, T)$.

4. If $m_0 \leq 0$ and $n_0 \geq 0$, then both $E_+$ and $F_-$ are strictly increasing for $t \in [0, T)$.

Remark 5.1. Theorem 5.1 covers our previous work [28], where the unique continuation of the system with $N = 1$ and $H = -\frac{1}{2}(uv - u_xv_x)$ in (5.7) was proved.

For each fixed $t > 0$, Theorem 5.1 also tells us that as long as the solution $z = (u, v)^T$ exists, then the sign of the first component $u(t, x)$ at positive infinity is determined by the sign of $m_0$, while the sign of the second component $v(t, x)$ at negative infinity is determined by the sign of $n_0$. Let us now give the proof of Theorem 5.1.

Proof. If $u_0$ and $v_0$ are initially supported on the compact interval $[a, b]$, so are $m_0$ and $n_0$. From Eqs. (5.5) and (5.6), it follows that $m(\cdot, \cdot), n(\cdot, \cdot)$ are compact with their support belonging to the interval $[q(t, a), q(t, b)]$. One may readily use the relation $u = \frac{1}{2}e^{-|x|} * m$ and $v = \frac{1}{2}e^{-|x|} * n$ to write

$$u(t, x) = \frac{e^{-x}}{2} \int_{-\infty}^{x} e^y m(t, y) dy + \frac{e^{x}}{2} \int_{x}^{\infty} e^{-y} m(t, y) dy, \quad (5.9)$$

and

$$u_x(t, x) = -\frac{e^{-x}}{2} \int_{-\infty}^{x} e^y m(t, y) dy + \frac{e^{x}}{2} \int_{x}^{\infty} e^{-y} m(t, y) dy, \quad (5.10)$$

$$v(t, x) = \frac{e^{-x}}{2} \int_{-\infty}^{x} e^y n(t, y) dy + \frac{e^{x}}{2} \int_{x}^{\infty} e^{-y} n(t, y) dy, \quad (5.11)$$

and

$$v_x(t, x) = -\frac{e^{-x}}{2} \int_{-\infty}^{x} e^y n(t, y) dy + \frac{e^{x}}{2} \int_{x}^{\infty} e^{-y} n(t, y) dy. \quad (5.12)$$
Assume that \( m_0 \) and \( n_0 \) are non-negative, then we have

\[
\begin{align*}
  u(t, x) + u_x(t, x) &= \frac{e^x}{2} \int_x^\infty e^y m(t, y) \, dy \geq 0, \\
  u(t, x) - u_x(t, x) &= \frac{e^{-x}}{2} \int_x^\infty e^y m(t, y) \, dy \geq 0, \\
  v(t, x) + v_x(t, x) &= \frac{e^x}{2} \int_{-\infty}^x e^y n(t, y) \, dy \geq 0, \\
  v(t, x) - v_x(t, x) &= \frac{e^{-x}}{2} \int_{-\infty}^x e^y n(t, y) \, dy \geq 0.
\end{align*}
\]

Let us define the following four functions

\[
\begin{align*}
  E_+(t) &= \int_{q(t,a)}^{q(t,b)} e^y m(t, y) \, dy, \\
  E_-(t) &= \int_{q(t,a)}^{q(t,b)} e^{-y} m(t, y) \, dy, \\
  F_+(t) &= \int_{q(t,a)}^{q(t,b)} e^y n(t, y) \, dy, \\
  F_-(t) &= \int_{q(t,a)}^{q(t,b)} e^{-y} n(t, y) \, dy.
\end{align*}
\]

Apparently, we have

\[
\begin{align*}
  u(t, x) &= \frac{e^{-x}}{2} E_+(t), \quad x > q(t, b), \\
  u(t, x) &= \frac{e^x}{2} E_-(t), \quad x < q(t, a), \\
  v(t, x) &= \frac{e^{-x}}{2} F_+(t), \quad x > q(t, b), \\
  v(t, x) &= \frac{e^x}{2} F_-(t), \quad x < q(t, a).
\end{align*}
\]  

(5.13)

Therefore, differentiating both sides of Eq. (5.13) leads to

\[
\begin{align*}
  \frac{e^{-x}}{2} E_+(t) &= u(t, x) = -u_x(t, x) = u_{xx}(t, x), \quad x > q(t, b), \\
  \frac{e^x}{2} E_-(t) &= u(t, x) = u_x(t, x) = u_{xx}(t, x), \quad x < q(t, a), \\
  \frac{e^{-x}}{2} F_+(t) &= v(t, x) = -v_x(t, x) = v_{xx}(t, x), \quad x > q(t, b), \\
  \frac{e^x}{2} F_-(t) &= v(t, x) = v_x(t, x) = v_{xx}(t, x), \quad x < q(t, a).
\end{align*}
\]  

(5.14)

Since \( u(0, \cdot) \) and \( v(0, \cdot) \) are supported in the interval \([a, b]\), this immediately gives us \( E_+(0) = E_-(0) = 0 \) and \( F_+(0) = F_-(0) = 0 \).

Due to \( m(t, \cdot) \) supported in the interval \([q(t,a), q(t,b)]\), then for each
fixed $t$, we have
\[
\frac{dE_+}{dt} = \int_{q(t,a)}^{q(t,b)} e^y m_t(t,y) dy = \int_{-\infty}^{\infty} e^y m_t(t,y) dy = \int_{-\infty}^{\infty} [(mH)_y + mH + \frac{1}{2}(u - u_y)(v + v_y)m]e^y dy = \int_{-\infty}^{\infty} \frac{1}{2}(u - u_y)(v + v_y)me^y dy > 0.
\]

Furthermore,
\[
\frac{dF_-}{dt} = \int_{q(t,a)}^{q(t,b)} e^{-y} n_t(t,y) dy = \int_{-\infty}^{\infty} e^{-y} n_t(t,y) dy = \int_{-\infty}^{\infty} [(nH)_y - nH - \frac{1}{2}(u - u_y)(v + v_y)n]e^{-y} dy = -\int_{-\infty}^{\infty} \frac{1}{2}(u - u_y)(v + v_y)ne^{-y} dy < 0,
\]

where the strict monotonicity described above follows from our assumption that the solution is nontrivial. With a completely similar procedure to the above proofs, we can also achieve the monotonicity results of $E_+$ and $F_-$ in other three cases. Thus, we complete the proof of Theorem 5.1.

By the fine structure of the two-component system (5.1), we may determine the sign of the solution $u$ at positive infinity, and the sign of $v$ at negative infinity through investigating the monotonicity of $E_+$ and $F_-$, respectively. However, the properties of the solution of $u$ at negative infinity, and $v$ at positive infinity can not be determined due to the unknown monotonicity of $E_-$ and $F_+$. The main obstacle is the existence of the arbitrary function $H$ in (5.1). But, we may choose some special polynomial function $H$ so as to guarantee the monotonicity of $E_+, F_-, F_+$, and $E_-$. Letting $H = -\frac{1}{2}(u - u_x)(v + v_x)$ sends Eq. (5.1) to the SQQ equation (1.5). We now propose the Cauchy problem for the SQQ equation as follows:
\[
\begin{cases}
m_t + \frac{1}{2}[m(u - u_x)(v + v_x)]_x = 0, & t > 0, x \in \mathbb{R}, \\
n_t + \frac{1}{2}[n(u - u_x)(v + v_x)]_x = 0, & t > 0, x \in \mathbb{R}, \\
m(0, x) = m_0, & n(0, x) = n_0, & x \in \mathbb{R}.
\end{cases}
\]

Substituting $H = -\frac{1}{2}(u - u_x)(v + v_x)$ into (5.2) yields
\[
\begin{cases}
q_t(t,x) = \frac{1}{2}(u - u_x)(v + v_x)(t,q(t,x)), & t \in [0,T), x \in \mathbb{R}, \\
q(0,x) = x, & x \in \mathbb{R},
\end{cases}
\]
Therefore, Lemma 5.1 and Lemma 5.2 recover Lemma 5.3 and Lemma 5.4 respectively, which were studied in [57].

**Lemma 5.3.** Let \( z_0 \in H^s \times H^s \) and \( s \geq 3 \). Then Eq. (5.16) has a unique solution \( q \in C^1([0,T) \times \mathbb{R}, \mathbb{R}) \). Moreover, in \((t,x) \in [0,T) \times \mathbb{R}\) the map \( q(t,\cdot) \) is an increasing diffeomorphism over \( \mathbb{R} \) with

\[
q_x(t,x) = \exp \left( \int_0^t \frac{1}{2} [m(v + v_x) - n(u + u_x)](s,q(s,x))ds \right) > 0. \tag{5.17}
\]

**Lemma 5.4.** Let \( z_0 \in H^s \times H^s \), \( s \geq 3 \), and \( T > 0 \) be the maximal existence time of the solution \( z \) corresponding to Eq. (5.15). Then for all \((t,x) \in [0,T) \times \mathbb{R}\), we have

\[
m(t,q(t,x))q_x(t,x) = m_0(x), \tag{5.18}
\]

\[
n(t,q(t,x))q_x(t,x) = n_0(x). \tag{5.19}
\]

Let us now give the unique continuation for the SQQ system (5.15).

**Theorem 5.2.** Let \( z = (u,v)^T \in C([0,T), H^s) \times C([0,T), H^s) \), \( s > \frac{5}{2} \), be a nontrivial solution of (5.15) with the maximal existence time \( T > 0 \), which has an initial data compactly supported on the interval \([a,b]\). Then, we have

\[
u(t,x) = \begin{cases} \frac{1}{2}E_+(t)e^{-x}, & x > q(t,b), \\ \frac{1}{2}E_-(t)e^x, & x < q(t,a), \end{cases} \tag{5.20}
\]

\[
v(t,x) = \begin{cases} \frac{1}{2}E_+(t)e^{-x}, & x > q(t,b), \\ \frac{1}{2}E_-(t)e^x, & x < q(t,a), \end{cases} \tag{5.21}
\]

where \( E_+(t) := \int_{q(t,a)}^{q(t,b)} e^y m(t,y)dy \) and \( E_-(t) := \int_{q(t,a)}^{q(t,b)} e^{-y} m(t,y)dy \), \( F_+(t) := \int_{q(t,a)}^{q(t,b)} e^y n(t,y)dy \) and \( F_-(t) := \int_{q(t,a)}^{q(t,b)} e^{-y} n(t,y)dy \). Moreover, \( E_+(t), E_-(t), F_+(t) \) and \( F_-(t) \) are continuously non-vanishing with \( E_+(0) = E_-(0) = 0 \), and the monotonicity of \( E_+, E_-, F_+, \) and \( F_- \) is displayed in the following four cases:

1. If \( m_0 \geq 0 \) and \( n_0 \geq 0 \), then \( E_+ \) and \( F_+ \) are strictly increasing, while \( E_- \) and \( F_- \) are strictly decreasing for \( t \in [0,T) \).

2. If \( m_0 \leq 0 \) and \( n_0 \leq 0 \), then \( E_+ \) and \( F_+ \) are strictly decreasing, while \( E_- \) and \( F_- \) are strictly increasing for \( t \in [0,T) \).

3. If \( m_0 \geq 0 \) and \( n_0 \leq 0 \), then both \( E_+ \) and \( F_- \) are strictly decreasing, while \( E_- \) and \( F_+ \) are strictly increasing for \( t \in [0,T) \).

4. If \( m_0 \leq 0 \) and \( n_0 \geq 0 \), then both \( E_+ \) and \( F_- \) are strictly increasing, while \( E_- \) and \( F_+ \) are strictly decreasing for \( t \in [0,T) \).

**Proof.** As discussed above, it is sufficient for us to prove the monotonicity of \( F_+ \) and \( E_+ \) only. Since \( n(t,\cdot) \) is compactly supported in the interval \([q(t,a),q(t,b)]\), for each fixed \( t \) we have

\[
\frac{dF_+(t)}{dt} = \int_{q(t,a)}^{q(t,b)} e^y n(t,y)dy = \int_{-\infty}^{\infty} e^y n(t,y)dy, \tag{5.22}
\]
which implies
\[
\frac{dF_+}{dt}(t) = \int_{q(t, a)}^{q(t, b)} e^y n(t, y)dy = \int_{-\infty}^{\infty} e^y n(t, y)dy = -\int_{-\infty}^{\infty} \frac{1}{2} [(u - u_y)(v + v_y)n]_y e^y dy = \int_{-\infty}^{\infty} \frac{1}{2} (u - u_y)(v + v_y)n e^y dy > 0.
\]
A similar way yields
\[
\frac{dE_-(t)}{dt} = \int_{q(t, a)}^{q(t, b)} e^{-y} m(t, y)dy = \int_{-\infty}^{\infty} e^{-y} m(t, y)dy = -\int_{-\infty}^{\infty} \frac{1}{2} [(u - u_y)(v + v_y)m]_y e^{-y} dy = -\int_{-\infty}^{\infty} \frac{1}{2} (u - u_y)(v + v_y)m e^{-y} dy < 0.
\]
The other three cases can be proved analogously. This completes the proof of Theorem 5.2.
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