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Abstract

Let $E$ be a bounded open subset of $\mathbb{R}^n$. We study the following questions: For i.i.d. samples $X_1, \ldots, X_N$ drawn uniformly from $E$, what is the probability that $\bigcup_i B(X_i, \delta)$, the union of $\delta$-balls centered at $X_i$, covers $E$? And how does the probability depend on sample size $N$ and the radius of balls $\delta$? We present geometric conditions of $E$ under which we derive lower bounds to this probability. These lower bounds tend to 1 as a function of $\exp (-\delta^n N)$.

The basic tool that we use to derive the lower bounds is a good partition of $E$, i.e., one whose partition elements have diameters that are uniformly bounded from above and have volumes that are uniformly bounded from below. We show that if $E^c$, the complement of $E$, has positive reach then we can construct a good partition of $E$. This partition is motivated by the Whitney decomposition of $E$. On the other hand, we identify a class of bounded open subsets of $\mathbb{R}^n$ that do not satisfy this positive reach condition but do have good partitions.

In 2D when $E^c \subset \mathbb{R}^2$ does not have positive reach, we show that the multiscale flat norm can be used to approximate $E$ with a set that has a good partition under certain conditions. In this case, we provide a lower bound on the probability that the union of the balls almost covers $E$.
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1 Introduction

We investigate relationships between the geometry of bounded open subsets $E$ of $\mathbb{R}^n$ and the probability

$$P(\mathbb{B}(X, \delta) \supset E)$$

(1)

that the $\delta$-neighborhood $\mathbb{B}(X, \delta) := \{ y \in \mathbb{R}^n : \text{dist}(y, X) \leq \delta \}$ (for $\delta > 0$) of a random sample $X = \{X_j\}_{j=1}^N$ of $E$ will cover $E$. How does this probability increase as we increase $N$ or $\delta$? Ideally, we seek results that hold without any restrictive assumptions on $E$ being “nice”, e.g., it being convex. We derive new lower bounds on $P(\mathbb{B}(X, \delta) \supset E)$ under the assumption that $E^c$, the complement of $E$, has positive reach. The reach of a subset $A$ of Euclidean space is a measure of geometric regularity of $A$. It has played an indispensable role in areas such as signal processing and machine learning [17, 22]. In our work, the importance of reach is evident in Lemma 3.4, where assuming that the reach of $E^c$ is positive allows us to construct a partition $\mathcal{R}$ of $E$ whose elements are not too small in measure and not too large in diameter.

This Lemma is used in Theorem 3.7 to provide a lower bound to the probability in Equation (1), which depends on $\delta$, the cardinality of our partition, and the number of samples $N$. In practice, knowledge of the cardinality of $\mathcal{R}$ can be used to determine the number of samples needed to ensure a high probability that $\mathbb{B}(X, \delta)$ covers $E$.

We now state the Lemma and Theorem for convenience of the reader (we define reach in Definition 2.2).

**Lemma 3.4.** Let $E$ be a bounded open subset of $\mathbb{R}^n$. If

$$\text{reach}(E^c) > \rho > 0,$$

then for any $0 < \delta < \rho$, there exists a finite partition $\mathcal{R}$ of $E$ such that

$$|R| \geq \frac{\delta^n}{n^{n/2}} \quad \text{and} \quad \text{diam}(R) \leq 3\delta \quad \text{for all } R \in \mathcal{R}.$$

**Theorem 3.7.** If $E$ is a bounded open subset of $\mathbb{R}^n$ with $\text{reach}(E^c) > \rho > 0$, then for any $\delta \in (0, \rho)$ there exists a natural number $M = M(\delta, E)$ such that for any independently and identically distributed sampling $X_N = (X_i)_{i=1}^N$ of $E$,

$$P(\mathbb{B}(X_N, 3\delta) \supset E) \geq 1 - M \exp\left(\frac{-\delta^n}{n^{n/2}|E| N}\right).$$

Note that $P(\mathbb{B}(X_N, 3\delta) \supset E) \to 1$ as $N \to \infty$. This probability also $\to 1$ by the factor of $\exp(-\delta^n)$ when $\delta$ increases.

Although Lemma 3.4 and Theorem 3.7 only apply to bounded open subsets whose complements have positive reach, we study certain classes of open sets that admit lower bounds for the covering probability (1) but do not necessarily have complements with positive reach (Section 4). The first class of open sets are used in Corollary 4.1, where we consider open subsets $E = F \setminus A$ of $\mathbb{R}^n$ where
$|A|$, the $n$-dimensional Lebesgue measure of $A$, is small and $F^c$ has positive reach. Intuitively, one should be able to use the partition elements of $F$ obtained in the proof of Lemma 3.4 to get the partition elements of $E$. The only change to the lower bound of the covering probability (1) is due to the fact that any partition element from the construction in Lemma 3.4 will be missing $|A|$ amount of its volume.

We obtain a class of open subsets in $\mathbb{R}^2$ that admit lower bounds to a probability closely related to the covering probability (1) using the multiscale flat norm [11] from Geometric Measure Theory (Section 4.1). Theorem 4.10 states that if $E \subset \mathbb{R}^2$ is a set of finite perimeter and if a minimizer $S_\lambda$ of the multiscale flat norm $F_\lambda(\partial E)$ satisfies certain properties, then $E$ has a high probability of almost being covered by the neighborhood of the samples.

**Theorem 4.10.** Let $E \subset \mathbb{R}^2$ be an open set of finite perimeter. If $\lambda > \Lambda_E$ and $\delta > 0$ are picked such that

$$|S_\lambda| < \frac{\delta^2}{2} \quad \text{and} \quad 0 < \delta < \frac{1}{5\lambda}$$

for $S_\lambda \in F_\lambda(\partial E)$,

then for $A := E \cap (E - S_\lambda)$ and $\alpha_\delta := \delta^2/2|E|$ there exists a good $\alpha_\delta$-almost partition $\mathcal{R}_A$ of $E$ where

$$P\left(\frac{|B(X, 3\delta) \cap E|}{|E|} \geq 1 - \alpha_\delta\right) \geq 1 - M \exp\left(-\frac{(\delta^22^{-1} - |S_\lambda|)}{|A|}N\right)$$

where $N$ is the number of samples in $X$ and $M$ is the cardinality of $\mathcal{R}_A$.

In the case that $E = F \setminus A$ where $F^c$ has positive reach, $|A|$ is small, and $A$ is supported away from the boundary of $E$ (similar to the $E$ in Corollary 4.1), in Theorem 4.20 we prove that for a certain range of scales, the flat norm minimizer $S_\lambda$ of $F_\lambda(\partial E)$ is equal to $A$, and in particular can be used to “fill” $E$ back in with $F = E + S_\lambda$.

**Theorem 4.20.** Let $E = E^2 \subset (U \setminus A)$ where $U$ is a bounded, open subset of $\mathbb{R}^2$ with $\text{reach}(\partial U) > \rho > 0$, and let $W$ be an open, compactly supported subset of $U$. If

$$0 < 2/\lambda < \rho,$$

then

$$\exists \delta > 0 \text{ such that if } A \subset W \text{ with } |A| < \delta, \text{ then } \partial (E^2 \subset U) \in \arg F_\lambda(\partial E).$$

In the context of the previous results, we note that $\text{reach}(U^c) \geq \text{reach}(\partial U)$, and that Theorem 4.20 requires the stronger assumption that $\text{reach}(\partial U) > \rho > 0$. We also note that this result is not a corollary of Theorem 4.10, but is a result that presents an important example of how the multiscale flat norm works on the first class of open sets studied in Section 4.

### 1.1 Related work

Problems on coverage by balls centered at random points are well studied in stochastic geometry [6]. The related topic of topology of random Čech or geometric complexes is an active area of research [4, 5].
Janson studied a version of the problem where the sample $X$ is drawn from a larger set $E$ such that $E \subset F^\circ$, its interior, thus avoiding the need to deal with boundary issues [12]. Finding the expected Hausdorff distance between random samples of uniform distributions and their support is closely related to our problem, and has been studied in general metric measure spaces. Reznikov and Saff [20, Theorem 2.1] gave a result for a finite positive Borel measure $\mu$ supported on a metric space $(\mathcal{X}, m)$ that also satisfies $\mu(B(x, r)) \geq \Phi(r)$ for all $x \in \mathcal{X}$ and all $r < r_0$ for some $r_0 > 0$, and for some non-negative, strictly increasing, continuous function $\Phi : (0, \infty) \to \mathbb{R}$ satisfying $\lim_{r \to 0} \Phi(r) = 0$. Their result states that if $\mu$ satisfies the above criteria, there exists constants $c_1, c_2, c_3$ and $\alpha_0$ such that for any $\alpha > \alpha_0$,

$$
P \left[ \sup_{y \in E} \text{dist}(y, X_N) \geq c_1 \Phi^{-1} \left( \frac{\alpha \log N}{N} \right) \right] \leq c_2 N^{1-c_3 \alpha}. \tag{2}$$

As stated, their theorem requires $\Phi(r)$ to be positive for all $x \in \mathcal{X}$.

We describe how our two main theorems relate to this work. Our Lemma 3.4 applies to $\mu = L^n \setminus E$ for a set $E$ such that its complement $E^c$ has positive reach. Indeed this implies that $E$ may not, also, contain isolated points. However, our proof is simple enough to easily see how removing any set of small $L^n$-measure from $E$ will effect our analogous bound (17) of Theorem 3.7. The effect of removing such a set of small measure is discussed after the proof of Theorem 3.7, and is stated with inequality (18). In Theorem 4.20, we show how we may use the multi-scale flat norm on certain types of “badly behaved” sets $E \subset \mathbb{R}^2$ (the metric measure space $(E, || \cdot ||_2, L^2 \setminus E)$ may not admit a strictly decreasing $\Phi$ such that $L^2 \setminus E(B(x, r)) \leq \Phi(r)$ for all $x \in E$) to identify a nice enough set that can partition with the method of Lemma 3.4.

Our work is related to the following random coverage problem. For a compact region $E$ in $\mathbb{R}^n$, what is the probability that $E$ is fully covered by a union of balls of radius $r$ centered on $N$ points placed independently and uniformly on $E$ in the limit as $N \to \infty$ and as $r(N) \to 0$ in an appropriate manner? Penrose [18] gives a limiting behavior of the probability $P[R_{N,k} < r(N)]$ for any $k \in \mathbb{N}$ as one increases the number of sample points $X_N$ and for any decreasing sequence $r(N) \to 0$ as $N \to \infty$, where $R_{N,k}$ denotes the smallest radius necessary for $\{B(x, R_{N,k}) : x \in X_N\}$ to cover $E$ $k$-times. These results hold when $E$ has smooth boundary for $n \geq 2$, or when $E$ is a polytope for $n \leq 3$. In our work, we give quantitative results on the probability (1) where, in contrast, we do not consider covering $E$ more than a single time and where $\delta$ is independent of $N$. Furthermore, our general dimensional results hold for bounded open subsets of $\mathbb{R}^n$ with complements of positive reach. There are several classes of sets that have complements of positive reach but do not have smooth boundary, e.g., when $E$ consists of two disks with intersecting interiors. And unlike most previous work, we also study sets that may not satisfy the positive reach condition (see Figure 3 for a set whose complement does not have positive reach), but could be almost covered.

2 Background

Since we use only elementary results on probability, most of this section provides relevant background from geometric measure theory. For the concepts that are closely related to reach, we use the notation from Federer’s seminar paper [8] on curvature measures. For concepts related to cur-
rents, we use the notation in Federer’s comprehensive treatise on Geometric Measure Theory \[9\] as well as Vixie’s paper on properties of flat norm minimizers \[23\].

We denote open balls of radius \(r>0\) centered at \(x \in \mathbb{R}^n\) as \(U(x, r)\) and closed balls as \(B(x, r)\).

**Definition 2.1.** Let \(E\) be an open bounded subset of \(\mathbb{R}^n\) and suppose that \(X = (X_i)_{i=1}^N\) are independently and identically distributed random variables with respect to the uniform distribution of \(\Omega\). i.e., \(X_i \sim \text{Unif}(\Omega)\) for all \(i = 1, \ldots, N\).

### 2.1 Sets of positive reach

Let us now go over some definitions and properties about sets with positive reach. While we may not use all of these properties in our proofs, we nevertheless state them since they give helpful intuition to the reader.

**Definition 2.2.** We define the distance function \(\delta_A : \mathbb{R}^n \to \mathbb{R}\) of a subset \(A\) of \(\mathbb{R}^n\) as

\[
\delta_A(x) = \text{dist}(x, A) := \inf_{a \in A} |x - a| \text{ for } x \in \mathbb{R}^n.
\]

In addition, we define

\[
\text{Unp}(A)
\]

to be the set of all points \(x \in \mathbb{R}^n\) such that there exists a unique point of \(A\) nearest to \(x\), and the nearest point map \(\xi_A : \text{Unp}(A) \to A\) as the one mapping \(x \in \text{Unp}(A)\) to the unique \(a \in A\) such that \(\delta_A(x) = |x - a|\).

If \(a \in A\), then

\[
\text{reach}(A, a) = \sup\{r : U(a, r) \subset \text{Unp}(A)\}.
\]

In addition, we define the reach of \(A\) to be

\[
\text{reach}(A) = \inf\{\text{reach}(A, a) : a \in A\}.
\]

**Definition 2.3.** Let \(\gamma : \mathbb{S}^1 \to \mathbb{R}^2\) to be a \(C^2\) isometric embedding of the circle, and let \(\Gamma\) denote its image. For any \(\epsilon > 0\), we define the outer-normal map. \(\alpha_\epsilon : \mathbb{S}^1 \to \mathbb{R}^2\) as \(v_\epsilon(s) = \gamma(s) + \epsilon N(s)\), where \(N(s)\) denotes the outer unit normal of \(\Gamma\) at \(\gamma(s)\). Similarly, we may define the inner-normal map \(\bar{v}_\epsilon\) with the inner unit normal of \(\Gamma\) instead. We will denote the image of the outer-normal map and inner-normal map as \(\Gamma_\epsilon\) and \(\bar{\Gamma}_\epsilon\) respectively.

We define the injectivity radius of \(\gamma\) to be the supremal \(\epsilon\) for which both \(v_\epsilon\) and \(\bar{v}_\epsilon\) are injective on \(\mathbb{S}^1\).

**Remark 2.4.** If \(\gamma : \mathbb{S}^1 \to \mathbb{R}^2\) is an \(C^2\) isometric embedding, then \(\text{reach}(\gamma(\mathbb{S}^1))\) equals the injectivity radius of \(\gamma\).

**Definition 2.5.** Let \(A \subset \mathbb{R}^n\) and \(a \in A\). We define the tangent cone

\[
\text{Tan}(A, a)
\]
of $A$ at $a \in A$ to consist of all tangent vectors $u \in \mathbb{R}^n$ where either $u = 0$, or for every $\epsilon > 0$ there exists a point $b \in A$ such that

$$0 < |b - a| < \epsilon \quad \text{and} \quad \left| \frac{b - a}{|b - a|} - \frac{u}{|u|} \right| < \epsilon.$$ 

We will also consider the normal cone of $A$ at $a \in A$ defined as

$$\operatorname{Nor}(A,a) = \{ v \in \mathbb{R}^n : v \cdot u \leq 0, \text{for any } u \in \operatorname{Tan}(A,a) \},$$

whose elements are called normal vectors of $A$ at $a \in A$.

The following fact was stated by Federer [8, Remark 4.20], and was proven by Lytchak [15, Proposition 1.4]. If $A \subset \mathbb{R}^n$ is a topological manifold of dimension $0 < k < n$ and $\operatorname{reach}(A) > 0$ then $A$ is a $k$-dimensional $C^{1,1}$ submanifold of $\mathbb{R}^n$. That is, it can be locally represented as the graph of a $C^1$ function whose differential is Lipschitz.

We will use the following property of reach to prove Theorem 4.20. Its proof may be found in Federer’s paper on Curvature Measures [8], along with the proofs of many other useful properties of reach.

[8, Theorem 4.8.(2)]. If $a \in A$ and $\operatorname{reach}(A,a) > r > 0$, then

$$\operatorname{Nor}(A,a) = \{ \lambda v : \lambda \geq 0, |v| = r, \xi(a + v) = a \}.$$

Remark 2.6. Let $\Gamma$ be an embedded $C^1$ closed curve in $\mathbb{R}^2$ parameterized by a differentiable injection $\gamma : S^1 \rightarrow \mathbb{R}^2$ such that $\gamma(S^1) = \Gamma$ and $\dot{\gamma}(t) \neq 0$ for all $t \in S^1$. Then for any $t \in S^1$,

$$\operatorname{Tan}(\Gamma, \gamma(t)) = \{ \lambda \dot{\gamma}(t) : \lambda \in \mathbb{R} \},$$

and for any $v \in \mathbb{R}^2$ with $v \cdot \dot{\gamma}(t) = 0$,

$$\operatorname{Nor}(\Gamma, \gamma(t)) = \{ \lambda v : \lambda \in \mathbb{R} \}.$$

From the above result and Theorem 4.8.(2) of Federer [8], we get that if $\operatorname{reach}(\Gamma) > \rho > 0$ then for any $t \in S^1$, $0 < r < \rho$, and for any $v \in \mathbb{U}(0,r) \cap \operatorname{Nor}(\Gamma, \gamma(t))$,

$$\xi(\gamma(t) + v) = \gamma(t).$$

Definition 2.7. We use the following concepts from mathematical morphology. Let $E, F \subset \mathbb{R}^n$. The erosion of $E$ by $F$ is defined as $E \ominus F = \{ x \in E : x + F \subset E \}$ and the opening of $E$ by $F$ is defined as $E \circ F = (E \ominus F) + F$. See Figure 1 for an illustration.
2.2 Currents and the flat norm

We will be working with $\mathcal{L}^n$-measurable sets $A \subset \mathbb{R}^n$ of finite perimeter with finite $\mathcal{L}^n$-measure. In the language of currents, these are sets where the $n$-dimensional current $E^n \ll A$

is rectifiable, and where its boundary, $\partial(E^n \ll A)$, is also rectifiable. Currents of this type are integral currents in $\mathbb{R}^n$ and are denoted by $I_n(\mathbb{R}^n)$. Here,

$$E^n = \mathcal{L}^n \wedge e_1 \wedge \cdots \wedge e_n$$

is the constant $n$-vectorfield on $\mathbb{R}^n$ defined by $E^n(x) = e_1 \wedge \cdots \wedge e_n$ for all $x \in \mathbb{R}^n$, where $\{e_i\}_{i=1}^n$ forms a standard orthonormal basis of $\mathbb{R}^n$. For an $\mathcal{L}^n$-measurable subset $A \subset \mathbb{R}^n$, the current $E^n \ll A$ is defined so that

$$E^n(\phi) = \int_A \langle e_1 \wedge \cdots \wedge e_n, \phi(x) \rangle \, d\mathcal{L}^n x$$

for any differential form $\phi$ of degree $n$ and class $\infty$ that is compactly supported in $\mathbb{R}^n$.

We now define the multi-scale flat norm, a tool that we will use in Theorem 4.20 to “fix” certain types of sets $E^c$ that do not have positive reach.

The flat norm was originally introduced by Whitney [24] and was later used by Federer and Fleming [10] as a way to endow currents with a metric with the aim of showing the existence of solutions to what is now called the oriented Plateau’s problem. The definition of the flat norm can be found in Federer’s book on geometric measure theory [9, §4.1.7]. Morgan and Vixie [16] realized that the $L^1$-Total Variation

$$F(u) = \int_{\mathbb{R}^n} |\nabla u(x)| \, dx + \lambda \int_{\mathbb{R}^n} |f(x) - u(x)| \, dx$$

Figure 1: On the left we have a closed cube $Q$. The darker region inside $Q$ in the center is $Q \ominus B(0,r)$, the erosion of $Q$ with the closed ball $B(0,r)$. On the right we have the opening of $Q$ with $B(0,r)$, which is obtained by taking the Minkowski sum of the dark region from the center figure and $B(0,r)$.
for functions $u, f : \mathbb{R}^n \to \mathbb{R}$ of bounded variation is equal to the flat norm on $\partial A$. In particular, by letting $f$ be the characteristic function of $A$, i.e., $1_A : \mathbb{R}^n \to \mathbb{R}$ is defined to be 1 when $x \in A$ and 0 otherwise, minimizing $F(u)$ over functions of bounded variation is equivalent to minimizing

$$E(\Sigma) := \text{Per}(\Sigma) + \lambda |\Sigma \Delta A|$$

over sets of finite perimeter $\Sigma \subset \mathbb{R}^n$. Here, $\Sigma \Delta A = (\Sigma \setminus A) \cup (A \setminus \Sigma)$. This observation motivated their introduction of the following multiscale flat norm, which we will now state in the context of both (3) and Federer’s book [9, §4.1.24.].

**Definition 2.8.** [16] Let $T$ be an $m$-dimensional current in $\mathbb{R}^n$ and let $\lambda \geq 0$. The multiscale flat norm of $T$ is given by

$$F_{\lambda}(T) = \inf \{M(T - \partial S) + \lambda M(S)\}$$

over $(m + 1)$-dimensional currents in $\mathbb{R}^n$.

In the special case that $A \subset \mathbb{R}^n$ is an $\mathcal{L}^n$-measurable set of finite perimeter and $T = \partial (\mathbb{E}^n \setminus A)$, it follows that $F_{\lambda}(T)$ is the least number in the set $\{M(T - \partial S) + \lambda M(S)\}$ taken over $(m + 1)$-dimensional rectifiable currents $S$ in $\mathbb{R}^n$ and $m$-dimensional rectifiable currents $T - \partial S$ in $\mathbb{R}^n$ [9, 4.2.18.]. In this case, $F_{\lambda}(\partial (\mathbb{E}^n \setminus A))$ is equal to

$$\inf \{\text{Per}(\Sigma) + \lambda |\Sigma \Delta A|\}$$

over sets of finite perimeter $\Sigma \subset \mathbb{R}^n$. The class of solutions to $F_{\lambda}(T)$ is denoted by $\arg F_{\lambda}(T)$, and its members will be denoted as $S_{\lambda}$. The class of solutions to the optimization problem (4) is

$$\{\text{spt}(A - S_{\lambda}) : S_{\lambda} \in \arg F_{\lambda}(T)\},$$

and its members will be denoted by $\Sigma_{\lambda}$.

We previously studied [11] the multiscale flat norm in the simplicial setting where the currents $T$ and $S$ are represented by $m$- and $(m + 1)$-dimensional chains, respectively, in a simplicial complex embedded in $\mathbb{R}^n$. We showed that the multiscale simplicial flat norm can be computed efficiently for the setting relevant to this paper—where we want to cover an $n$-dimensional set $E$ in $\mathbb{R}^n$—using linear programming.

### 2.3 Measure Theoretic Boundary

To simplify our analysis of the energy $E(\Sigma)$ in Equation (3), we introduce the measure theoretic boundary, interior, and exterior.

Let $E \subset \mathbb{R}^n$. We define the perimeter of $E$, as $\text{Per}(\Sigma) := \int |\nabla \chi_E| \, dx$ where $\chi_E : \mathbb{R}^n \to \mathbb{R}$ is the characteristic function on $E$ defined by $\chi_E(x) = 1$ if $x \in E$ and 0 otherwise. We say a set $\Sigma \subset \mathbb{R}^n$ is a set of finite perimeter if $\text{Per}(\Sigma) < \infty$. The structure theorem for sets of finite perimeter tells us that $\text{Per}(\Sigma) = \mathcal{H}^{n-1}(\partial^* \Sigma)$, where $\partial^* \Sigma$ is the reduced boundary of $\Sigma$. The reduced boundary is rather complicated to define and difficult to manipulate. Instead, we use another theorem which asserts $\partial^* \Sigma \subset \partial_\Sigma$ and $\mathcal{H}^{n-1}(\partial_\Sigma - \partial^* \Sigma) = 0$ to conclude that $\text{Per}(\Sigma) = \mathcal{H}^{n-1}(\partial_\Sigma)$, where $\partial_\Sigma$ denotes the measure theoretic boundary of $\Sigma$. (See [7, Theorem 2, §5.7, Lemma 1 §5.8] for more details.) We now define measure theoretic boundary, interior, and exterior.
Definition 2.9. Let $A \subset \mathbb{R}^n$. Then the measure theoretic boundary of $A$ is defined as
\[
\partial_\star A := \left\{ x \in \mathbb{R}^n : \limsup_{r \to 0^+} \frac{|U(x, r) \cap A|}{r^n} > 0 \text{ and } \limsup_{r \to 0^+} \frac{|U(x, r) \cap A^c|}{r^n} > 0 \right\}. \tag{5}
\]

The measure theoretic interior of $A$ is defined as
\[
A_i^\star := \left\{ x \in \mathbb{R}^n : \limsup_{r \to 0^+} \frac{|U(x, r) \cap A^c|}{r^n} = 0 \right\}. \tag{6}
\]

The measure theoretic exterior of $A$ is defined as
\[
A_o^\star := \left\{ x \in \mathbb{R}^n : \limsup_{r \to 0^+} \frac{|U(x, r) \cap A|}{r^n} = 0 \right\}. \tag{7}
\]

3 Whitney-type Decompositions for Probabilistic Covers

We start with the following observation about how partitioning $E$ into a finite number of pieces $\mathcal{R}_E = \{R_i\}_{i=1}^M$ with a uniform lower bound on the mass of each piece and a uniform upper bound on their diameters allows for a lower bound on the probability that the neighborhood of our sampling covers $E$.

Definition 3.1. We call a partition $\mathcal{R}_E$ of $E$ a good partition if for some $\delta > 0$ and $\epsilon > 0$
\[
diam(R) \leq \delta \text{ for all } R \in \mathcal{R}_E, \text{ and } \tag{8}
|R| \geq \epsilon \text{ for all } R \in \mathcal{R}_E. \tag{9}
\]

For simplicity, let us for now assume that $|E| = 1$. If we take i.i.d. samples $X = X_1, \ldots, X_N \sim \text{Unif}(E)$ from $E$, then for any sample point $X \in X$ and any partition element $R \in \mathcal{R}_E$, we have that $P(X \not\in R) = 1 - |R|$ and hence $P(\exists R \cap R = \emptyset) = (1 - |R|)^N \leq \exp(-|R|N)$.

Subadditivity then tells us that
\[
P(\mathcal{B}(X, \delta) \supset E) \geq 1 - \sum_{R \in \mathcal{R}} \exp(-|R|N) \geq 1 - M \exp(-\epsilon N). \tag{10}
\]

With the goal of bringing geometry into the picture, we aim to derive sufficient and/or necessary geometric conditions on $E$ that will allow us to find a partition $\mathcal{R}_E$ of $E$ that will satisfy the diameter upper bound property in Equation (8) and the volume lower bound property in Equation (9) for suitable values of $\delta$ and $\epsilon$.

Our procedure to find a partition $\mathcal{R}_E$ of interest initially follows the first parts of the procedure to find the Whitney decomposition [21, Chapter I §3.1] of $E$. The Whitney decomposition of $E$ gives us a family $\mathcal{Q}$ of closed cubes that satisfy
\[
E \subset \bigcup_{Q \in \mathcal{Q}} Q; \tag{12}
\]
\[
\text{int}(Q_i) \cap \text{int}(Q_j) = \emptyset \text{ for } i \neq j; \text{ and } \tag{13}
\]
\[
diam(Q) \leq \text{dist}(Q, E^c) \leq 4 \text{ diam}(Q) \text{ for all } Q \in \mathcal{Q}. \tag{14}
\]
where \( \text{int}(Q) \) denotes the interior of the cube \( Q \) and \( \text{diam}(Q) \) denotes the diameter of \( Q \).

While following Whitney’s procedure, we need to make sure that the diameter of each cube is not larger than \( \delta \) and that the volume of each cube is larger than \( \epsilon \), i.e., it does not get too small. Obtaining the cubes in \( Q \) that satisfy the first criterion in Equation (8) is easy since we may further subdivide any large cubes into smaller ones. The second criterion, however, is a bit harder to satisfy since the diameters, and hence volumes, of the cubes get arbitrarily small as they approach the boundary of \( E \).

Now, for \( \delta > 0 \), let \( Q_\delta \) be the collection of all cubes in \( Q \) whose diameters are larger than or equal to \( \delta \). Although \( \bigcup_{Q \in Q_\delta} Q \supset \{ x \in E : \text{dist}(x, E^c) \geq 2\delta \} \), we do not have any control over
\[
\sup_{y \in E} \text{dist}(y, \bigcup_{Q \in Q_\delta} Q)
\]
(see Figure 2). This implies that we might have to consider substantially large neighborhoods around each cube in \( Q_\delta \) in order to cover an arbitrary compact subset \( E \) of \( \mathbb{R}^n \).

![Figure 2: The set \( E \) is everything inside the dumbbell shape. Everything inside first set of dotted lines is at least \( \delta \) away from \( E^c \). Similarly, inside the second set of dotted lines is at least \( 2\delta \), and everything inside the third set of dotted lines is at least \( 2^2\delta \) away from \( E^c \). Half of the collection of cubes of diameter \( \delta \) in \( Q_\delta \) are shown on the right. These cubes will cover everything inside \( E \) that is at least \( 2\delta \) away from \( E^c \). Notice that elongating the neck region would not change the cubes, however, the largest distance \( \sup_{y \in E} \text{dist}(y, \bigcup_{Q \in Q_\delta} Q) \) from points in \( E \) to the cubes becomes larger.]

We seek sufficient conditions on \( E \) which guarantee that \( \sup_{y \in E} \text{dist}(y, Q_\delta) \) is small enough. In particular, if \( E \) is equal to the opening (see Definition 2.7) of \( E \) by the open ball of radius \( \delta \), i.e.,
\[
E = E \circ U(0, \delta),
\]
we may do the following. First, consider the lattice \( \ell \mathbb{Z}^n \) that defines a family of cubes \( \Delta_\ell \), and choose \( \ell \) so that the diameter of each cube in \( \Delta_\ell \) is \( \delta \). We will know that the union of the \( \delta \)-neighborhoods of each cube in \( \Delta_\ell \) that intersects the erosion (see Definition 2.7) of \( E \) by \( B(0, \delta) \) will cover \( E \).

Although these fattened cubes are not pairwise disjoint anymore, their diameters are bounded above by \( 3\delta \) and we are easily able to turn them into a partition \( \mathcal{R}_E \) of \( E \) with the same bound on
then the collection of all neighborhoods $Q$ we have that is contained by the rest of the cubes in $E_k$. Then, for $\delta$, their diameters, and with a lower bound of $\delta^n/(n^{n/2})$ on their volumes. This argument is detailed in the proof of Lemma 3.4, where we assume a related condition called reach, a concept that was introduced in Federer’s seminal paper [8]. This relationship is given by the following fact, which follows from [19, Lemma 4.8]. If $\text{reach}(E^c) > \rho > 0$, then $E = E \circ U(0, \rho)$. The converse of this fact is, however, not true as can be seen in the following example.

**Example 3.2.** Although $\text{reach}(E^c) = \delta > 0$ implies that $E = E \circ U(0, \delta)$, the converse is not true. For example, let $x, y \in \mathbb{R}^2$ such that $\|x - y\| = 2R$. Then for any $\delta > R$, $E := U(x, \delta) \cup U(y, \delta)$ has $\text{reach}(E^c) < \delta$ but $E = E \circ U(0, \delta)$.

**Remark 3.3.** Although the sufficiency of $E = E \circ U(0)$ implies that positive reach is also sufficient, the reach will still serve an important role in this paper due to the reach properties of flat norm minimizers in $\mathbb{R}^2$.

**Lemma 3.4.** Let $E$ be a bounded open subset of $\mathbb{R}^n$. If

$$\text{reach}(E^c) > \rho > 0,$$

then for any $0 < \delta < \rho$, there exists a finite partition $R_E$ of $E$ such that

$$|R| \geq \frac{\delta^n}{n^{n/2}} \quad \text{and} \quad \text{diam}(R) \leq 3\delta \quad \text{for all} \ R \in R_E. \quad (15)$$

**Proof.** To use the Whitney decomposition on $E$, we first note that since $\text{reach}(E^c) > \rho > \delta > 0$, we have $E = E \circ U(0, \delta)$. By definition, this means that $E$ is the $\delta$-neighborhood of $E^* = \{x \in E : \text{dist}(x, \partial E) \geq \delta\}$, the points in $E$ that are at least $\delta$ away from the boundary, i.e., $B(E^*, \delta) = E$. This implies that if we are able to find a family $Q$ of cubes of side lengths $\ell \geq 0$ which covers $E^*$, then the collection of all neighborhoods $B(Q, \delta) := \{B(Q, \delta)\}_{Q \in Q}$ will be a cover of $E$. Since the neighborhoods in $B(Q, \delta)$ may not be pairwise disjoint, if in addition, our family $Q$ satisfies

$$Q \subset E \quad \text{and} \quad \text{int}(Q) \cap \text{int}(Q') = \emptyset \quad \text{for all} \quad Q \neq Q' \in Q,$$

then the collection of $B(Q, \delta)$ may be used to construct the desired partition $R_E$ of $E$ such that its partitioning elements have a uniform upper bound in diameter and lower bound in volume. In particular, $R_E$ will satisfy

$$|R| \geq \ell^n \quad \text{and} \quad \text{diam}(R) \leq \sqrt{n\ell} + 2\delta \quad \text{for all} \quad R \in R_E.$$

Consider an arbitrary ordering of the cubes in $Q = \{Q_j\}_{j=1}^M$. By way of induction, we first define $R_1$ to be $B(Q_1, \delta) \cap E$ except for the region of $E$ that is contained by the rest of the cubes, i.e.,

$$R_1 = [B(Q_1, \delta) \cap E] \setminus \bigcup_{j=2}^M Q_j.$$

Then, for $k = 2, 3, \ldots, M$, we similarly define $R_k$ to be $B(Q_k, \delta) \cap E$ except for the region of $E$ that is contained by the rest of the cubes in $\{Q_j\}_{j=k+1}^M$ or the previously assigned partitions in $\{R_j\}_{j=1}^{k-1}$, i.e., let

$$R_k = [B(Q_k, \delta) \cap E] \setminus \left[\bigcup_{j=1}^{k-1} R_j \cup \bigcup_{j=k+1}^M Q_j\right].$$
The method employed by the Whitney decomposition of $E$ will provide us with $\mathcal{R}_E$. Simply speaking however, for any $\ell > 0$, the lattice $\ell \mathbb{Z}^n$ defines a family of cubes $\Delta_\ell$ of side length $\ell$, where the diameter of each cube in $\Delta_\ell$ equals $\sqrt{n\ell}$. Letting $\ell = \delta/\sqrt{n}$, any cube $Q$ in

$$Q = \{ Q \in \Delta_\ell : Q \cap E^* \neq \emptyset \}$$

will be contained in $E$ since $\text{diam}(Q) \leq \delta$. Using such a $Q$, we find that our constructed partition $\mathcal{R}_E$ of $E$ satisfies

$$|R| \geq \frac{n}{\delta^{n/2}}, \quad \text{and} \quad \text{diam}(R) \leq 2\delta \quad \text{for} \quad R \in \mathcal{R}_E.$$

**Proposition 3.5.** Let $E$ be a subset of $\mathbb{R}^n$ such that

$$\sup_{x \in E} \text{dist}(x, E^c) = \rho^* > 0.$$

Then for any $0 < \delta < \rho^*$, there exists a finite partition $\mathcal{R}_E$ of $E$ such that

$$|R| \geq \frac{n}{\delta^{n/2}} \quad \text{and} \quad \text{diam}(R) \leq \delta + 2\eta_\delta \quad \text{for all} \quad R \in \mathcal{R}_E,$$

where

$$\eta_\delta = \sup_{y \in E} \text{dist}(y, E \cup B(0, \delta)).$$

**Proof.** We get this result with the same construction we used in the proof of Lemma 3.4 modulo the collection of all neighborhoods $B(Q, \eta_\delta) = \{ B(Q, \eta_\delta) \}_{Q \in \mathcal{Q}}$, which we now need to cover $E$. \qed

**Remark 3.6.** For any $\delta > 0$ satisfying the assumption of Lemma 3.4, i.e., $\delta \in (0, \text{reach}(E^c))$, we have that $\eta_\delta = \delta$. In general, for the assumptions of Proposition 3.5, we only know that $\eta_\delta \geq \delta$.

We now apply Lemma 3.4 to answer the main question on the covering probability in Equation (1).

**Theorem 3.7.** If $E$ is a bounded open subset of $\mathbb{R}^n$ with $\text{reach}(E^c) > \rho > 0$, then for any $\delta \in (0, \rho)$ there exists a natural number $M = M(\delta, \rho)$ such that for any independently and identically distributed sampling $X_N = (X_i)_{i=1}^N$ of $E$,

$$P(B(X_N, 3\delta) \supset E) \geq 1 - M \exp\left(\frac{-\delta^n}{n^{n/2}|E|^N}\right).$$

(17)

**Proof.** We prove the lower bound in Equation (17) by applying Lemma 3.4 and elementary properties of probability theory.

Since $\delta < \rho$, and $\text{reach}(E^c) > \rho$ implies $\text{reach}(\partial E) > \rho$, by Lemma 3.4 we know that there exists a finite partition $\mathcal{R}_E$ of $E$ such that

$$|R| \geq \frac{n}{\delta^{n/2}} \quad \text{and} \quad \text{diam}(R) \leq 3\delta \quad \text{for all} \quad R \in \mathcal{R}_E.$$
Let $M$ be the cardinality of the partition $\mathcal{R}_E$. As in the introduction, for any sample point $X \in \mathbb{X}$ and partition element $R \in \mathcal{R}_E$, we have that $P\{X \notin R\} = 1 - |R|/|E|$. Thus,

$$P\{\mathbb{X}_N \cap R = \emptyset\} = (1 - |R|/|E|)^N \leq \exp\left(-\frac{|R|}{|E|}N\right)$$

and hence

$$P\left(\bigcup_{R \in \mathcal{R}} \{X \cap R = \emptyset\} = \emptyset\right) \leq \sum_{R \in \mathcal{R}} P(X \cap R = \emptyset) \leq \sum_{R \in \mathcal{R}} \exp\left(-\frac{|R|}{|E|}N\right) \leq M \exp\left(-\inf_{R \in \mathcal{R}} \frac{|R|}{|E|}N\right).$$

Finally, since $\text{diam}(R) \leq 3\delta$, the closed ball $B(X, 3\delta)$ around the realization of any sample $X \in \mathbb{X}_N$ will contain the partition element $R_X \in \mathcal{R}_E$ that was hit by $X$. Therefore,

$$P(B(\mathbb{X}_N, 3\delta) \supset E) \geq 1 - M \exp\left(-\frac{\delta^n}{n^{n/2}|E|}N\right).$$

\[\square\]

4 Beyond Whitney

It turns out that there are plenty of compact subsets $E$ which do have nice partitionings $\mathcal{R}_E$, but do not have complements of positive reach nor are equal to openings of themselves with some $U(0, \delta)$. For an example in Figure 3, we remove a very small $\eta > 0$ amount of volume $A$ from the closed ball $F = B(0, R)$, in such a way that $E^c = (F \setminus A)^c$ will have 0 reach and $E \neq E \circ U(0, \delta)$ for any $\delta > 0$.

We present Corollary 4.1 which states that one is able to get a similar lower bound to the probabilistic covering of sets $E$ that are obtained by removing a small volume from sets of positive reach.

**Corollary 4.1.** Let $U$ be a bounded open subset of $\mathbb{R}^n$ such that $\text{reach}(U^c) > \rho > 0$, let $\delta \in (0, \rho)$, and let $A \subset U$ be such that $|A| < \delta^n n^{-n/2}$. For $E = U \setminus A$, there exists a partition $\mathcal{R}_E$ of $E$ such that for any finite i.i.d. sampling $\mathbb{X}$ of $E$,

$$P(B(\mathbb{X}, 3\delta) \supset E) \geq 1 - M \exp\left(-\frac{-\delta^n}{n^{n/2}|E|}N\right), \quad (18)$$

where $N$ denotes the number of samples and $M$ denotes the cardinality of the partition $\mathcal{R}_E$ of $E$. 
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Figure 3: The set $E = B(0, R) \setminus A$ such that $|A| < \epsilon$, $\text{reach}(E^c) = 0$, and $E \neq E \circ U(0, \delta)$ for any $\delta > 0$.

Proof. Since $\text{reach}(U^c) > \rho > 0$, and $0 < \delta < \rho$, by Lemma 3.4, there exists a partition $\mathcal{R}_U$ of $U$ such that
\[ |R| \geq \frac{\delta^n}{n^{n/2}} \quad \text{and} \quad \text{diam}(R) \leq 3\delta \quad \text{for all} \quad R \in \mathcal{R}_U. \]
Since $E \subset U$, we may construct a partition $\mathcal{R}_E$ of $E$ with
\[ \mathcal{R}_E = \{R \cap E : R \in \mathcal{R}_U\}. \]
By noticing that $\inf_{R' \in \mathcal{R}_E} L^n(R') \geq \inf_{R \in \mathcal{R}_U} |R| - |A| > 0$, we may apply the argument in Theorem 3.7 to $\mathcal{R}_E$ and conclude that
\[ P(B(\mathcal{X}, 3\delta) \supset E) \geq 1 - M \exp \left( \frac{-\left(\delta^n n^{-n/2} - |A|\right)}{|E|} N \right), \tag{19} \]
where $N$ denotes the number of samples and $M$ denotes the cardinality of the partition $\mathcal{R}_U$. \qed

4.1 The multiscale flat norm and probabilistic covers in $\mathbb{R}^2$

Let $E$ be a set of finite perimeter in $\mathbb{R}^2$. Corollary 4.1 states that if we know $E = U \setminus A$ where $U^c$ has positive reach, then we are in good shape. However, if $E$ does not necessarily have this form, can we still say something? In this section we show that in $\mathbb{R}^2$, we have a method that allows us to obtain a lower bound on the probability that we “almost” cover all of $E$. This method involves the multiscale flat norm (see Definition 2.8).

Applying the multiscale flat norm $\mathcal{F}_\lambda$ with scale $\lambda > 0$ to $\partial E$ gives us a “denoised” version $\partial E - \partial S_\lambda$ of $E$ when $S_\lambda \in \arg \mathcal{F}_\lambda(\partial E)$. In Theorem 4.9, we prove that for sets $E$ of finite perimeter in the plane, we have $\text{reach}(E_\lambda^c) > 1/(5\lambda)$ for $E_\lambda := E - S_\lambda$. Since Lemma 3.4 applies to sets of positive reach, we investigate when the partition $\mathcal{R}_{E_\lambda}$ of $E_\lambda$ may be used to give a good partition of $E$.

In general we cannot guarantee that the partition $\mathcal{R}_{E_\lambda}$ can always be used to give a good partition of $E$. However, the following Theorem 4.10 does give us a sufficient condition for when the partition $\mathcal{R}_{E_\lambda}$ of $E_\lambda$ may be used to give a good $\alpha$-almost partition of $E$ (see Definition 4.2). Intuitively, a good $\alpha$-almost partition of $E$ is a “large” subset of $E$ with a good partition. The existence of a good $\alpha$-almost partition $\mathcal{E}$ will be used to provide a lower bound for the probability that $B(\mathcal{X}, 3\delta)$ covers a “large” subset of $E$. 

14
Lemma 4.4. Let $v$ complete. Recall the notion of outer-normal map Theorems 4.8, and 4.9 from our previous work [3]. We reproduce these results here for the sake of completeness. In particular, we require that $\lambda > \Lambda_E$, where $\Lambda_E = \sup\{\lambda > 0 : E \in \arg F_\lambda(\partial E)\}$. Our sufficient condition says that for any $\lambda > \Lambda_E$ and $\delta > 0$ such that

$$|S_\lambda| < \frac{\delta^2}{2} \quad \text{and} \quad 0 < \delta < \frac{1}{5\lambda}$$

the partitions $R_{E,\lambda} = R_{E,\lambda}^\delta$ of $E - S_\lambda$ may indeed be used as to obtain a good $\alpha$-almost partition of $E$ for a particular $\alpha$ that depends on $\delta$. The proof of Theorem 4.10 uses Lemmas 4.3, 4.4, 4.5, and Theorems 4.8, and 4.9 from our previous work [3]. We reproduce these results here for the sake of completeness. Recall the notion of outer-normal map $v_e$ given in Definition 2.3.

Lemma 4.3. Let $\gamma : S^1 \to \mathbb{R}^2$ be a $C^1$ isometric embedding and suppose $s$ is differentiable at $s \in S^1$ such that $|N'(s)| < K$. Then if $0 < \epsilon < 1/K$ then $\text{Tan}(\Gamma, \gamma(s)) = \text{Tan}(\Gamma_\epsilon, v_e(s))$.

Proof. Since we are trying to show equality of our tangent spaces, all we must show is that $v'(s) = c\gamma'(s)$ for some $c \neq 0$.

Let $N$ be differentiable at $s \in S^1$. Since $\|N\| = 1$ on $S^1$, $\langle N'(s), N(s) \rangle = 0$. Hence, since $\langle \gamma'(s), N(s) \rangle = 0$ there exists an $r \in \mathbb{R}$ for which $N'(s) = r\gamma'(s)$. Thus $v'(s) = \gamma'(s)(1 + re)$. We must therefore show that $1 + re \neq 0$; which reduces to showing that $\epsilon \neq 1/r$.

Since $|N'(s)| < K$, we get that $|r| < K$. Moreover since $0 < \epsilon < 1/K$, we get that $\epsilon < 1/|r|$ and hence $-1/|r| < \epsilon < 1/|r|$; implying that $\epsilon \neq -1/r$. \hfill \Box

Lemma 4.4. If $\Gamma$ is a $C^{1, 1}$ embedding of $S^1$ into $\mathbb{R}^2$ and $\epsilon < 1/K$, then $\text{Tan}(\Gamma, \gamma(s)) = \text{Tan}(\Gamma_\epsilon, v_e(s))$ for all $s \in S^1$.

Proof. Since we will prove a local condition on $\Gamma$ and $\Gamma_\epsilon$, we may instead investigate $v_e|_E$ for sufficiently small open sets $E$ about points in $S^1$. That is, $\Gamma|_E$ and $\Gamma_\epsilon|_E$ instead of $\Gamma$ and $\Gamma_\epsilon$ respectively. We will first argue that $\Gamma_\epsilon|_E$ is a $C^1$ hypersurface, and then show that $\text{Tan}(\Gamma|_E, \gamma(s)) = \text{Tan}(\Gamma_\epsilon|_E, v_e(s))$ for all $s \in E$.

Since $\Gamma|_E$ is $C^{1, 1}$, reach$(\Gamma|_E) > 0$ [14]; so by a result of Krantz and Parks [13] we get that the signed distance function $\delta(x)$ to $\Gamma|_E$ is a $C^1$ function on the open $\epsilon$-neighborhood $U(\Gamma|_E, \epsilon)$ of $\Gamma|_E$. Hence the $\epsilon$-level-set $L_\epsilon(\delta)$ is also $C^1$; and since $L_\epsilon(\delta) = \Gamma_\epsilon|_E$, we get that $\Gamma_\epsilon|_E$ is also $C^1$.

Now since $\Gamma$ is $C^{1, 1}$, $n$ is Lipschitz and therefore differentiable a.e. in $S^1$. Hence by Lemma 4.3, $\text{Tan}(\Gamma, \gamma(s)) = \text{Tan}(\Gamma_\epsilon, \alpha(s))$ for a.e. $s \in S^1$. Therefore if we pick $x \in S^1$ such that $N$ is not differentiable at $x$, there exists a sequence $\{x_i\}_{i=1}^\infty$ in $E$ converging to $x$ for which $\text{Tan}(\Gamma, \gamma(x_i)) = \text{Tan}(\Gamma_\epsilon, v_e(x_i))$ for all $i$. This, together with the fact that $\Gamma_\epsilon|_E$ is $C^1$, implies that $T(\Gamma_\epsilon, v_e(x_i)) = \text{Tan}(\Gamma, \gamma(x))$. \hfill \Box
Lemma 4.5. Let $\gamma : \mathbb{S}^1 \rightarrow \mathbb{R}^2$ and let $\Gamma = \gamma(\mathbb{S}^1)$. If $\gamma$ is $C^{1,1}$, then there exist distinct points $v, v' \in \mathbb{S}^1$ such that $v_\rho(v) = v_\rho(v')$ where $\text{reach}(\Gamma) > \rho > 0$. Moreover, $\text{Tan}(\Gamma, \gamma(v)) = \text{Tan}(\Gamma, \gamma(v'))$.

Proof. First and foremost, we have to set everything up. Let $\Gamma$ have positive reach $\rho$. Since $\Gamma$ is compact, there exist distinct $v, v' \in \mathbb{S}^1$ for which $v_\rho(v) = v_\rho(v')$ or $\tilde{v}_\rho(v) = \tilde{v}_\rho(v')$. Without loss of generality, let us assume $v_\rho(v) = v_\rho(v')$. Therefore, for the following arguments, we may use the distance function on subsets $U \subset \Gamma$

$$\delta_U(x) = \text{dist}(x, U).$$

For any $\epsilon > 0$, consider the two intervals $V_\epsilon = (v - \epsilon, v + \epsilon)$, and $V'_\epsilon = (v' - \epsilon, v' + \epsilon)$ around $v$ and $v'$, and the subsets $\Gamma_{\epsilon, \epsilon} := v_\rho(V_\epsilon)$ and $\Gamma_{\epsilon', \epsilon'} := v_\rho(V'_\epsilon)$ of $\Gamma$. For notational convenience, let $\delta_\epsilon := \delta_{\epsilon, \epsilon}$, $\delta_\epsilon' := \delta_{\epsilon', \epsilon'}$.

Notice that by the equality of injectivity radius and reach, for any $v \in v[(0, \sigma) \times V_\epsilon]$ there exists an $s \in \Gamma_v$ such that $\|x - s\| = \delta(x)$, and hence $\delta_\epsilon(x) = \delta(x)$. Similarly, for any $x \in v[(0, \sigma) \times V'_\epsilon]$ there exists an $s' \in \Gamma_{\epsilon'}$ for which $\|x - s'\| = \delta(x)$ and hence $\delta_{\epsilon'}(x) = \delta(x)$.

By way of contradiction, suppose the tangent spaces are not equal. Therefore, $E_v := v[0, \rho] \times V_\epsilon \cap v[0, \rho] \times V'_\epsilon$ will have a non-empty interior, and hence there exists $\nu_2 > 0$ such that given any $0 < \epsilon < \nu_1$, for any point $x \in v_\rho(v|_{V_1^{-1}(E_v)})$, $\delta_\epsilon(x) > \delta_{\epsilon'}(x)$, and for any point $x \in v_\rho(v|_{V'_1^{-1}(E_v)})$, $\delta_{\epsilon'}(x) < \delta_\epsilon(x)$. Therefore, if we define a new function $\bar{\delta} : \mathbb{R}^2 \rightarrow \mathbb{R}$ as

$$\bar{\delta}(x) := \delta_\epsilon(x) - \delta_{\epsilon'}(x),$$

we find that $\bar{\delta}(x)$ is positive whenever $x \in v_\rho(v|_{V_1^{-1}(E_v)})$ and negative whenever $x \in v_\rho(v|_{V'_1^{-1}(E_v)})$.

Now, let $\hat{x} \in v_\rho(v|_{V_1^{-1}(E_v)})$ and $\hat{x}' \in v_\rho(v|_{V'_1^{-1}(E_v)})$. Since $\bar{\delta}$ is continuous, there exists $r \in (0, 1)$ such that for $z := r\hat{x} + (1 - r)\hat{x}'$, $\bar{\delta}(z) = 0$, and hence $\delta_{\epsilon'}(z) = \delta_\epsilon(x)$.

We let $s$ and $s'$ in $\Gamma_{\epsilon}$ and $\Gamma_{\epsilon'}$, respectively, such that $\delta_{\epsilon'}(z) = \|s' - z\| = \delta(z) = \|s - z\| = \delta_\epsilon(z) < \rho$. Since there exists a $\nu_2 > 0$ such that for any $0 < \epsilon < \nu_2$, $\Gamma_{\epsilon, \epsilon} \cap \Gamma_{\epsilon', \epsilon} = \emptyset$, by letting $\epsilon < \min\{\nu_1, \nu_2\}$, we get a contradiction to $z$ having a unique closest point in $\Gamma$.

Remark 4.6. At first glance, the proof might appear to not use the fact that curvature of $\Gamma$ is uniformly bounded above by something strictly less than $1/\rho$. However, we do so indeed—we need this condition in order for $\text{Tan}(\alpha(V_\epsilon, \rho), \alpha(v, \rho))$ and $\text{Tan}(\alpha(V'_\epsilon, \rho), \alpha(v', \rho))$ to be tangent lines for small enough $\epsilon$. This is implied by Lemma 4.4.

Lemma 4.7. Given $\Gamma = T - \partial S$, if there exists a current $S^*$ for which $\text{M}(\Gamma) > \text{M}(\Gamma - \partial S^*) + \lambda \text{M}(S^*)$ then $\text{M}(\Gamma) + \lambda \text{M}(S) > \text{M}(T - \partial (S + S^*)) + \lambda \text{M}(S + S^*)$.

Proof.

$$\text{M}(\Gamma) + \lambda \text{M}(S) = \text{M}(T - \partial S) + \lambda \text{M}(S)$$

$$> \text{M}(T - \partial S^*) + \lambda \text{M}(S^*) + \lambda \text{M}(S)$$

$$\geq \text{M}(T - \partial S^*) + \lambda \text{M}(S^* + S)$$

$$\geq \text{M}(T - \partial (S + S^*)) + \lambda \text{M}(S^* + S)$$
**Theorem 4.8.** If $\Gamma_\lambda$ is a $C^{1,1}$ isometric embedding of $\mathbb{S}^1$ into $\mathbb{R}^2$, then the reach of $\Gamma_\lambda$ is bounded below by $C/\lambda$, where $C \approx 0.22$.

**Proof.** Let $\Gamma$ be a $C^{1,1}$ isometric embedding of $\mathbb{S}^1$ into $\mathbb{R}^2$. Suppose by way of contradiction that $\text{reach}(\Gamma') < C/\lambda$. By a comparison argument, we will show that there is a local perturbation of our current $\Gamma$ into $\Gamma^* := \Gamma - \partial S^*$ for which

$$M(\Gamma) > M(\Gamma^*) + \lambda M(S^*),$$

to then conclude, by Lemma 4.7, that $\Gamma$ was not a minimizer in the first place.

**Step 1.** First, define $v_\epsilon$ and $\bar{v}_\epsilon$ to be the outer and inner-normal map of $\Gamma$ as specified in Definition 2.3. Similarly, we let $\rho$ be the injectivity radius of the inner and outer normal map of $\Gamma$; that is, the supremal $\epsilon$ for which both $v_\epsilon$ and $\bar{v}_\epsilon$ are injective on $\mathbb{S}^1$.

Since $\text{reach}(\Gamma) > 0$ [14] and $\Gamma$ is compact, we may assume that $\rho > 0$ and that there exists distinct $v,v' \in \mathbb{S}^1$ for which $v_\rho(v) = v_\rho(v')$ or $\bar{v}_\rho(v) = \bar{v}_\rho(v')$. Without loss of generality, for the remainder of the proof we will assume that $v_\rho(v) = v_\rho(v')$.

**Step 2.** In this step, for any $-\lambda^{-1} \leq t \leq \lambda^{-1}$, we will construct a current $S^*(t)$. We will then find an optimal $t'$ and then define $S^* := S^*(t')$.

Without loss of generality, we will work under the translation $\Gamma - \gamma(v)$ and the rotation for which $\text{Tan}(\Gamma, \gamma(v)) - \gamma(v)$ is equal to a coordinate axis and $\text{Tan}(\Gamma, \gamma(v')) - \gamma(v')$ is equal to $\mathbb{R} \times \{-2\rho\}$. Now for any $t \in [-\lambda^{-1}, \lambda^{-1}]$, let us define the following two regions (Figure 4):

- $R_1(t) = Q_1 \setminus \mathbb{B}((0, 0), 1/\lambda) \cup \mathbb{B}((0, -\lambda^{-1}), \lambda^{-1})$ where $Q_1$ is the closed rectangle defined by the four vertices $(-t, \lambda^{-1})$, $(-t, -\lambda^{-1})$, $(t, \lambda^{-1})$, and $(-t, -\lambda^{-1})$, and

- $R_2(t) = Q_2 \setminus \mathbb{B}((0, 0), 1/\lambda) \cup \mathbb{B}((0, -\lambda^{-1} - \rho), \lambda^{-1} - \rho)$ where $Q_2$ is the closed rectangle defined by the four vertices $(-t, \lambda^{-1} - \rho)$, $(-t, -\lambda^{-1} - \rho)$, $(t, \lambda^{-1} - \rho)$, and $(-t, -\lambda^{-1} - \rho)$.

The curvature of $\Gamma$ is defined almost everywhere in $\mathbb{S}^1$ and is bounded above by $\lambda$ [2]. Thus, for any $s \in \mathbb{S}^1$ and any $x \in (s - \pi \lambda^{-1}, s + \pi \lambda^{-1})$, $\gamma(x)$ is contained outside the two unique balls of radius $\lambda^{-1}$ which have first order contact with $\text{Tan}(\Gamma, q)$.

Therefore for $\delta \in (0, \pi/2)$, there exists functions $F$ and $F'$ defined on the first coordinate axis for which the images of $[v - \delta, v + \delta]$ and $[v' - \delta, v' + \delta]$ under $\gamma$ equal the graph of $F$ and $F'$ respectively. Hence, for any point $t \in [-\lambda^{-1}, \lambda^{-1}]$, we get that $(t, F(t))$ and $(t, F'(t))$ are contained inside the regions $R_1(t)$ and $R_2(t)$ respectively (see again Figure 4).

For any $t \in [-\lambda^{-1}, \lambda^{-1}]$, let

$$\Gamma^1(t) := \{(x, F(x)) : x \in [-t\lambda^{-1}, t\lambda^{-1}]\}$$

and

$$\Gamma^2(t) := \{(x, F'(x)) : x \in [-t\lambda^{-1}, t\lambda^{-1}]\}$$
be the local images of $\Gamma$ contained in $R_1$ and $R_2$, respectively. For $0 < s \leq t$, let $L(s)$ denote the portion of the vertical line segment $x = s$ that lies between $\Gamma^1(t)$ and $\Gamma^2(t)$, and let $S^*(t)$ be the bounded region whose boundary is the union $\Gamma^1(t) \cup \Gamma^2(t) \cup L(-t) \cup L(t)$ with orientation induced by $\Gamma$.

**Step 3.** In this step, we will find the lower bound for $\text{reach}(\Gamma)$.

For all $x \in (0, \lambda^{-1})$, we have the lower bound
\[
M(\Gamma^1(x) + \Gamma^2(x)) \geq 4x
\] (20)

and the upper bound
\[
(4y + 2(2\rho)) + \lambda(2(2\rho x + xy)) \geq M(L(x) + L(-x)) + \lambda M(S^*(x)).
\] (21)

Therefore, since $M(\Gamma) = M(\Gamma^1(x) + \Gamma^2(x)) + M(\Gamma - (\Gamma^1(x) + \Gamma^2(x)))$, and $M(\Gamma - \partial S^*) = M(\Gamma - (\Gamma^1(x) + \Gamma^2(x))) + M(L(x) + L(-x))$, showing that $M(\Gamma) > M(\Gamma - \partial S^*) + \lambda M(S^*(x))$ reduces to showing
\[
M(\Gamma^1(x) + \Gamma^2(x)) > M(L(x) + L(-x)) + \lambda M(S^*(x)).
\] (22)

Since conditions in Equations (20) and (21) are true for all $x \in (0, \lambda^{-1})$, we will show inequality in Equation (22) by finding values of $x$ such that for $y(x) = \sqrt{(1/\lambda)^2 - x^2} - 1/\lambda$, we have
\[ 4x > (4y + 2(2\rho)) + \lambda(2(2\rho x + xy)); \quad (23) \]

or equivalently,
\[ \frac{4x - 2y(\lambda x + 2)}{4(\lambda x + 1)} > \rho. \quad (24) \]

By changing to polar coordinates, the condition in Equation (24) is equivalent to
\[ \left( \frac{1}{\lambda} \right) \frac{2\cos \theta - (1 + \sin \theta)(\cos \theta + 2)}{2(\cos \theta + 1)} > \rho. \quad (25) \]

Indeed, we may choose any \( \theta \in (3\pi/2, 2\pi) \) for which the inequality (25) holds true. However, since we are trying to obtain the largest lower bound possible, we find that for
\[ C(\theta) = \frac{2\cos \theta - (1 + \sin \theta)(\cos \theta + 2)}{2(\cos \theta + 1)}, \quad (26) \]
we get that
\[ \hat{C} := \sup_{\theta \in (3\pi/2, 2\pi)} C(\theta) \approx 0.2217 \]
and that
\[ \theta' := \arg\min \{C(\theta) : \theta \in (3\pi/2, 2\pi)\} \approx 5.231. \]

Therefore, letting \( S^* = S^*(x') \) for \( x' = \lambda^{-1} \cos(\theta') \) concludes the proof.

\[ \square \]

**Theorem 4.9.** Suppose that \( T = \partial \Omega \) for \( \Omega \subset \mathbb{R}^2 \) and that \( \Gamma = T - \partial S \) is a corresponding one dimensional multiscale-flatnorm minimizer with scale parameter \( \lambda \). Then the reach of \( \Gamma \) is bounded below by \( \hat{C}/\lambda \).

**Proof.** Since \( \Gamma \) is a \( C^{1,1} \) embedded curve in \( \mathbb{R}^2 \) with empty boundary, it has positive reach. This implies that there is some small \( \epsilon \) so that every component of \( \Gamma \) contains a translate of \( B(0, \epsilon) \).

Since the length of \( \gamma \) is finite, we must also have that \( \Gamma \subset B(0, N) \) for some large enough \( N \in \mathbb{N} \). Since each of the balls in separate components of \( \Gamma \) are disjoint, then there are most \( (\pi N^2)/\epsilon^2 \) components of \( \Gamma \). Since each of the components of \( \Gamma \) are embedded circles, each with the same orientation, we get that the comparison construction in Theorem 4.8 goes through whether or not the points \( \gamma_i(v) \) and \( \gamma_j(v') \) are on the same circle or not. Therefore, we can use the argument used to prove Theorem 4.8 to finish the proof. \( \square \)
We will now use the theorem from above in the proof of the following theorem, which states that we may use the volume of flat norm minimizers in a lower bound of the probability that our balls almost covers \( E \).

**Theorem 4.10.** Let \( E \subset \mathbb{R}^2 \) be an open set of finite perimeter. If \( \lambda > \Lambda_E \) and \( \delta > 0 \) are chosen such that
\[
|S_\lambda| < \frac{\delta^2}{2} \quad \text{and} \quad 0 < \delta < \frac{1}{5\lambda} \quad \text{for} \quad S_\lambda \in \mathcal{F}_\lambda(\partial E),
\]
then for \( A := E \cap (E - S_\lambda) \) and \( \alpha_\delta := \frac{\delta^2}{2|E|} \) there exists a good \( \alpha_\delta \)-almost partition \( \mathcal{R}_A \) of \( E \) such that
\[
P\left( \frac{|B(X, 3\delta) \cap E|}{|E|} \geq 1 - \alpha_\delta \right) \geq 1 - M \exp \left( \frac{- (\delta^2 2^{-1} - |S_\lambda|) N}{|E \cap E_\lambda|} \right) \tag{27}
\]
where \( N \) is the number of samples in \( X \) and \( M \) is the cardinality of \( \mathcal{R}_A \).

**Proof.** Let \( E \) be an open set of finite perimeter in \( \mathbb{R}^2 \). Suppose that there exists a \( \delta > 0 \) and \( \lambda > \Lambda_E \) such that
\[
|S_\lambda| < \frac{\delta^2}{2} \quad \text{and} \quad 0 < \delta < \frac{1}{5\lambda}.
\]
By Theorem 4.9, we get that \( \text{reach}(\partial E_\lambda) > \frac{1}{(5\lambda)} \) for \( E_\lambda := E - S_\lambda \). Since \( \delta < \text{reach}(\partial E_\lambda) \leq \text{reach}(E_\lambda^c) \), by Lemma 3.4, there exists a partition \( \mathcal{R}_{E_\lambda}^{\delta} \) of \( E_\lambda \) such that
\[
|R| \geq \frac{\delta^2}{2} \quad \text{and} \quad \text{diam}(R) \leq 3\delta \quad \text{for all} \quad R \in \mathcal{R}_{E_\lambda}^{\delta}.
\]
Now take the partition of \( E \cap (E - S_\lambda) \) defined by
\[
\mathcal{R}_{E \cap (E - S_\lambda)} = \{ R \cap (E \cap (E - S_\lambda)) : R \in \mathcal{R}_{E_\lambda}^{\delta} \}.
\]
Since \( |E \cap (E - S_\lambda)| \geq |E| - |E - S_\lambda| \geq |E| - \frac{\delta^2}{2} \) implies that
\[
\frac{|E \cap (E - S_\lambda)|}{|E|} \geq 1 - \frac{\delta^2}{2|E|},
\]
if we can prove that
\[
P(B(X, 3\delta) \supset E \cap E_\lambda) \geq 1 - M \exp \left( \frac{- (\delta^2 2^{-1} - |S_\lambda|) N}{|E \cap E_\lambda|} \right) \tag{28}
\]
we will have proven the inequality in Equation (27). Since \( |S_\lambda| < \delta^2/2 \), we get that \( \inf \{|R| : R \in \mathcal{R}_{E \cap E_\lambda} \} \geq \inf \{|R| : R \in \mathcal{R}_{E_\lambda}^{\delta} \} - |S_\lambda| > 0 \). Therefore, we may apply the argument in Theorem 3.7 and obtain the inequality in Equation (28).

In the special case that \( E \subset \mathbb{R}^2 \) is obtained in a similar manner to Corollary 4.1, that is, \( E = U \setminus A \) where \( A \) is a subset of a compactly supported subset of \( U \), then for a range of scales \( \lambda \) there exists \( \eta > 0 \) such that \( S_\lambda = A \) if \( |A| < \eta \). In particular, running the multiscale flat norm on \( \partial E \) will fill \( U \setminus A \) back in to get \( U \). Notice that if \( |A| < \delta^2/2 \), then Proposition 4.10 tells us that we have a
good *almost* partition of $E$. However, in Proposition 4.20 we prove that it would in fact be a *good* partition of $E$ since $S_\lambda = A$.

For subsets $A$ and $B$ of $\mathbb{R}^n$ we will use $A \subset \subset B$ to denote that $A$ is a compactly supported subset of $B$.

Figure 5: On the left we have removed a small set $A$ from $U = B(0, R)$ away from the boundary of $U$ to obtain $E = U \setminus A$ such that $reach(E^c) = 0$. Although $E$ does not satisfy the assumptions of Lemma 3.4, we may apply the multiscale flat norm to $\partial E$ to obtain the nice set $U$ with positive reach on the right.

The proof of Theorem 4.20 uses Lemmas 4.11, 4.12, Corollary 4.13, Proposition 4.16, and Theorem 4.17 from our previous work [23]. We reproduce these results here for the sake of completeness. Recall the notions of measure theoretic boundary, interior, and exterior given in Definition 2.9.

**Lemma 4.11.** Let $A$ be a subset of $\mathbb{R}^n$ with finite perimeter. Then

1. $\text{Per}(A) = \mathcal{H}^{n-1}(\partial_* A)$, and
2. $\mathbb{R}^n = A_i^o \cup \partial_* A \cup A_i^i$ and the three sets are pairwise disjoint.

**Proof.** The first conclusion follows from the results of Evans and Geriepy [7, §5.7 Theorem 2, §5.8 Lemma 1]. The second conclusion follows directly from Definition 2.9. 

**Lemma 4.12.** The following statements are true for subsets $A$ and $B$ of $\mathbb{R}^n$:

1. If $x \in A_i^i$ or $x \in B_i^i$ then $x \in (A \cup B)_i^i$.
2. $\partial_* (A \cup B) \subset \partial_* A \cup \partial_* B$.
3. $\partial_* A \cup \partial_* B = (\partial_* A \cap B_i^i) \cup (\partial_* A \cap B_o^o) \cup (\partial_* B \cap A_i^i) \cup (\partial_* B \cap A_o^o) \cup (\partial_* A \cap \partial_* B)$.
4. (1-3) above immediately imply that $\partial_* (A \cup B) \subset (\partial_* A \cap B_o^o) \cup (\partial_* A \cap A_o^o) \cup (\partial_* A \cap \partial_* B)$.
5. $(\partial_* A \cap B_o^o) \cup (\partial_* B \cap A_o^o) \subset \partial_* (A \cup B)$.
6. $\partial_* A^c = \partial_* A$.
7. $(A^c)^o_i = A_i^i$. 
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Proof. The lemma follows in a straightforward manner from the definitions of measure theoretic boundary, interior, and exterior in Definition 2.9. \hfill \Box

**Corollary 4.13.** If $\mathcal{H}^{n-1}(\partial_r A \cap \partial_r B) = 0$ then

1. $\mathcal{H}^{n-1}(\partial_r (A \cup B)) = \mathcal{H}^{n-1}(\partial_r A \cap B_r^o) + \mathcal{H}^{n-1}(\partial_r B \cap A_r^o)$ and
2. $\mathcal{H}^{n-1}(\partial_r (A \cap B)) = \mathcal{H}^{n-1}(\partial_r A \cap B_r^i) + \mathcal{H}^{n-1}(\partial_r B \cap A_r^i)$.

**Proof.** 1. Lemma 4.12 (4–5) imply that

\begin{align*}
\mathcal{H}^{n-1}(\partial_r A \cap B_r^o) + \mathcal{H}^{n-1}(\partial_r B \cap A_r^o) &\leq \mathcal{H}^{n-1}(\partial_r (A \cup B)) \quad (29) \\
&\leq \mathcal{H}^{n-1}(\partial_r A \cap B_r^o) + \mathcal{H}^{n-1}(\partial_r B \cap A_r^o) + \mathcal{H}^{n-1}(\partial_r A \cap \partial_r B) \quad (30)
\end{align*}

and the conclusion follows.

2. This follows from the previous conclusion 1., Lemma 4.12 (6–7), and the fact that $A \cap B = (A_r^c \cup B_r^c)^c$. \hfill \Box

**Remark 4.14.** Since $\partial_r A = (\partial_r A \cap B_r^+) \cup (\partial_r A \cap \partial_r B) \cup (\partial_r A \cap B_r^o)$, the assumption that $\mathcal{H}^{n-1}(\partial_r A \cap \partial_r B) = 0$ means we can, for the same measurement, consider $\partial_r A = (\partial_r A \cap B_r^+) \cup (\partial_r A \cap B_r^o)$.

**Remark 4.15.** Now suppose that $\mathcal{H}^{n-1}(\partial_r A) < \infty$ and $U_r$ is the ball of radius $r$ centered at $x \in \mathbb{R}^n$ (we suppress the $x$). Note that $\partial_r U_r = \partial U_r$. By the coarea formula, the set of $r$’s such that $\mathcal{H}^{n-1}(\partial_r U_r \cap \partial_r A) > 0$ is at most countable. We conclude that the $r$’s for which $\mathcal{H}^{n-1}(\partial_r U_r \cap \partial_r A) = 0$ are dense and have full measure in $\mathbb{R}$. For the rest of this section we assume that we have chosen $r$ such that $\mathcal{H}^{n-1}(\partial_r A \cap \partial_r U_r) = 0$.

**Proposition 4.16.** Suppose $U_r \subset E \subset \mathbb{R}^n$. Then

$$
\Delta E := E(\Sigma \cup U_r) - E(\Sigma) = -\mathcal{H}^{n-1}(\partial_r \Sigma \cap (U_r)_r^i) + \mathcal{H}^{n-1}(\partial_r U_r \cap \Sigma_r^o) - \lambda|U_r \setminus \Sigma|.
$$

**Proof.** Since $\text{Per}(\Sigma \cup U_r) = \mathcal{H}^{n-1}(\partial_r \Sigma \cap (U_r)_r^o) + \mathcal{H}^{n-1}(\partial_r U_r \cap \Sigma_r^o)$ and $\text{Per}(\Sigma) = \mathcal{H}^{n-1}(\partial_r \Sigma \cap (U_r)_r^o) + \mathcal{H}^{n-1}(\partial_r \Sigma \cap (U_r)_r^i)$ we get $\text{Per}(\Sigma \cup (U_r)_r^i) - \text{Per}(\Sigma) = -\mathcal{H}^{n-1}(\partial_r \Sigma \cap (U_r)_r^i) + \mathcal{H}^{n-1}(\partial_r U_r \cap \Sigma_r^o)$. Noting that $U_r \subset \Omega$ implies $|(\Sigma \cup U_r)\Delta \Omega| = |\Sigma\Delta \Omega| = |U_r \setminus \Sigma|$ finishes the proof. \hfill \Box

The next theorem will be used in the proof of Theorem 4.20. It says the following. Whenever $\Sigma_\lambda$ is a flat norm minimizer with scale $\lambda > 0$ of $\partial(E_n \cup E)$, and a ball of radius $2/\lambda + \epsilon$ is contained in $E$, then the concentric ball of radius $2/\lambda - \epsilon$ is completely contained in the flat norm minimizer $\Sigma_\lambda$.

**Theorem 4.17.** Let $R := 2/\lambda$. Given $\hat{r} \in (R, \sqrt{2} R)$ and $\epsilon \in (0, 1 - \frac{1}{\sqrt{2}})$, we can choose $\delta = \delta(R, \hat{r}, \epsilon) > 0$ such that

$$
|B_{\hat{r}} \setminus \Omega| < \delta \Rightarrow B_{(1-\epsilon)R} \subset \Sigma.
$$
Proof. In the case that \( B_r \cap \Omega^c \neq \emptyset \),
\[
\nabla E = -\mathcal{H}^1(\partial_x \Sigma \cap B_r^c) + \mathcal{H}^1(\partial_x B_r \cap \Sigma^c) - \lambda |B_r \setminus \Sigma| + 2\lambda |B_r \cap \Omega^c \cap \Sigma^c| \quad (32)
\]
\[
\leq -\mathcal{H}^1(\partial_x \Sigma \cap B_r^c) + \mathcal{H}^1(\partial_x B_r \cap \Sigma^c) - \lambda |B_r \setminus \Sigma| + 2\lambda |B_r \cap \Omega^c| \quad (33)
\]
\[
= -\mathcal{H}^1(\partial_x \Sigma \cap B_r^c) + \mathcal{H}^1(\partial_x B_r \cap \Sigma^c) - \lambda |B_r \setminus \Sigma| + 2\lambda |B_r \setminus \Omega| \quad (34)
\]
\[
= (\mathcal{H}^1(\partial_x B_r) - \lambda |B_r|) + (\lambda |B_r \cap \Sigma| - \mathcal{H}^1(\partial_x (B_r \cap \Sigma))) + 2\lambda |B_r \setminus \Omega| \quad (35)
\]
\[
= (\text{Per}(B_r) - \lambda |B_r|) + (\lambda |B_r \cap \Sigma| - \text{Per}(B_r \cap \Sigma)) + 2\lambda |B_r \setminus \Omega|. \quad (36)
\]

Claim 1: \(|B_r \setminus \Sigma| \leq 6\delta\).

Proof of Claim 1: Since we assume \( \Sigma \) is a minimizer, \( \nabla E \geq 0 \). We will perturb with balls of radius \( r \leq \wedge r \). Then, \(|B_r \setminus \Omega| \leq |B_{\wedge r} \setminus \Omega| := \delta \). These assumptions together with (36) and the isoperimetric inequality (\( \text{Per}(B_r \cap \Sigma) \geq 2\sqrt{\pi} |B_r \cap \Sigma|^{1/2} \)) imply:
\[
0 \leq \nabla E \leq 2\pi r - \lambda \pi r^2 + \lambda |B_r \cap \Sigma| - 2\sqrt{\pi} |B_r \cap \Sigma|^{1/2} + 2\lambda \delta \\
= \lambda |B_r \cap \Sigma| - 2\sqrt{\pi} |B_r \cap \Sigma|^{1/2} + (2\lambda \delta + 2\pi r - \lambda \pi r^2) \\
= f(\xi) := \lambda \xi^2 - 2\sqrt{\pi} \xi + \left( 2\lambda \delta + 2\pi r - \lambda \pi r^2 \right), (\xi := |B_r \cap \Sigma|^{1/2}) \\
= \frac{2}{R} \xi^2 - 2\sqrt{\pi} \xi + \left( \frac{4\delta}{R} + 2\pi r - \frac{2\pi r^2}{R} \right) \text{ (recalling } R = 2/\lambda). \]

In view of the last inequality, we describe values of \( \xi \) for which \( f(\xi) \geq 0 \). For a given \( r \), the zeros of \( f(\xi) \) are at:
\[
\xi_{\pm}(r) = \sqrt{\frac{\pi R^2}{4}} \pm \sqrt{\frac{\pi R^2}{4} + (\pi r (r - R)) - 2\delta}. \quad (37)
\]

Thus, for all \( r \leq \wedge r \), we have that either
\[
|B_r \cap \Sigma|^{1/2} \leq \xi_-(r), \quad \text{or} \quad |B_r \cap \Sigma|^{1/2} \geq \xi_+(r).
\]

If we take \( r = \wedge r > R \), then \( 2\pi r (r - R) > 0 \), and assuming Condition 1.
\[
\delta < \frac{\pi \wedge r}{2} (\wedge r - R)
\]
implies \( \xi_-(r) < 0 \). This implies
\[
|B_{\wedge r} \cap \Sigma| \geq \xi_+^2(\wedge r) > \pi R^2.
\]

Since \( r = \wedge r < \frac{\sqrt{\pi}}{2} R \) we get
\[
|B_R \cap \Sigma| > |B_r \cap \Sigma| - \frac{3\pi R^2}{4} > \frac{\pi R^2}{4}. \quad (38)
\]

Now we consider \( \xi_+(R) \):
\[
\xi_+(R) = \sqrt{\pi R^2} \pm \sqrt{\frac{\pi R^2}{4} - 2\delta}. \quad (39)
\]
Assuming **Condition 2.**

\[ \delta < \frac{\pi R^2}{8}, \]

we get that \( \xi_\pm(R) \) are real and distinct. Since

\[ \xi^2_-(R) < \frac{\pi R^2}{4} < |B_r \cap \Sigma|, \]

we conclude that

\[ \xi^2_+ \leq |B_r \cap \Sigma|. \]

Computing we get

\[
\xi^2_+ = \left( \sqrt{\frac{\pi R^2}{4}} + \sqrt{\frac{\pi R^2}{4} - 2\delta} \right)^2 \\
= \frac{\pi R^2}{2} - 2\delta + \frac{\pi R^2}{2} \sqrt{1 - \frac{8\delta}{\pi R^2}} \\
\geq \frac{\pi R^2}{2} - 2\delta + \frac{\pi R^2}{2} \left( 1 - \alpha \frac{8\delta}{\pi R^2} \right) \quad \text{(assuming } \delta \leq \frac{\pi R^2 2\alpha - 1}{8} \text{)} \\
= \pi R^2 - (2 + 4\alpha)\delta. \quad (43)
\]

Choosing \( \alpha = 1 \), and noting that **Condition 2** then implies the assumption in (42) is satisfied, we get

\[ |B_R \cap \Sigma| \geq \xi^2_+ \geq \pi R^2 - 6\delta. \]

This gives

\[ |B_r \setminus \Sigma| \leq 6\delta \]

as advertised. This concludes the proof of **Claim 1.**

**Remark 4.18.** What if either \( \hat{r} \) or \( R \) are radii such that (36) (and therefore (37)) does not hold? We can simply choose another \( \tilde{r} < \hat{r} \) arbitrarily close to \( \hat{r} \), for which (36) does hold. The \( \tilde{\delta} := |B_{\tilde{r}} \setminus \Omega| \) will be no greater than, and arbitrarily close to, \( \delta \). As we will see, the only conditions on \( \delta \) that are not functions of \( R \) and \( \epsilon \) are those in **Condition 1**. Therefore, if we replace Condition 1 with

\[ \delta < \frac{\pi R}{4} (\hat{r} - R) \]

we know that the delta chosen for any \( \hat{r} \) will permit us to arrive at the conclusions of this lemma, even in cases where we have to perturb \( \hat{r} \). Next we choose a sequence of \( r_i > R \) converging monotonically to \( R \) for which the inequality does work. Inequalities in (38) is still valid if we replace \( B_R \) with \( B_{r_i} \). **Equation (39)** can be slightly modified using (37) to

\[
\xi_{\pm}(r_i) = \sqrt{\frac{\pi R^2}{4}} \pm \sqrt{\frac{\pi R^2}{4} - 2\delta_i} \quad (44)
\]

where the \( \delta_i < \delta \) and \( \delta_i \rightarrow \delta \) as \( i \rightarrow \infty \). Now, simply repeating the derivation in lines (40) to (43), gives

\[
|B_R \cap \Sigma| = \lim_{i \rightarrow \infty} |B_{r_i} \cap \Sigma| \geq \pi R^2 - 6\delta = \lim_{i \rightarrow \infty} \pi R^2 - 6\delta_i. \quad (45)
\]
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Now we continue with the proof. Computing (again and less optimally, but sufficiently for our purposes) the change in energy when we add a ball $B_r$ to $\Sigma$ for $r \in (0, R)$, we get

$$\Delta E = E(\Sigma \cup B_r) - E(\Sigma) \leq -H^1(\partial_* \Sigma \cap B_r^o) + \mathcal{H}^1(\partial_* B_r \cap \Sigma^o) + \lambda|B_r \setminus \Sigma|$$

(46)

By the coarea formula and properties of the measure theoretic exterior,

$$|B_r \setminus \Sigma| = |B_r \cap \Sigma^o| = \int_0^r \mathcal{H}^1(\partial_* B_\xi \cap \Sigma^o) d\xi.$$  

(49)

By the relative isoperimetric inequality applied in the ball $B_r(x_0)$,

$$\text{Per}(\Sigma; B_r) \geq C \min \left\{ \|B_r \setminus \Sigma\|^{1/2}, |\Sigma \cap B_r|^{1/2} \right\}.$$  

(50)

Assuming

**Condition 3.** $6\delta < \frac{1}{4} \pi R^2$

implies $|B_R \setminus \Sigma| < \frac{1}{4} \pi R^2$. Assuming $r > \frac{R}{\sqrt{2}}$ implies that $|B_r \setminus \Sigma| \leq |\Sigma \cap B_r|$ and consequently

$$\text{Per}(\Sigma; B_r) \geq C|B_r \setminus \Sigma|^{1/2}.$$  

(51)

This gives a condition on $\epsilon$:

**Condition 4.** $\epsilon < 1 - \frac{1}{\sqrt{2}}$.

Define $v(r) := |B_r \setminus \Sigma|$. By differentiating (49) with respect to $r$, and using (51) we see that the inequality concerning the change in energy given in (46) can be written as

$$E(\Sigma \cup B_r) - E(\Sigma) \leq \lambda v(r) - C\sqrt{v(r)} + v'(r).$$  

(52)

We will use the differential expression on the right to show that the change in energy on the left has to be negative for some $r$ close to $R$.

**Remark 4.19.** Note that by choosing $\delta$ small enough, we can make $v(r)$ arbitrarily small and obtain $\lambda v(r) - C\sqrt{v(r)} < 0$; if the right hand side is positive then we have $v'(r) > 0$. This in turn means that $v(r)$ decreases as $r$ gets smaller. We exploit this to force the right hand side to zero.

**Lemma.** $v'(r) - C\sqrt{v(r)} + \lambda v(r) \leq 0$ for a set of $r \in ((1 - \epsilon)R, R)$ with positive measure. **proof of lemma.** Assume

$$v'(r) - C\sqrt{v(r)} + \lambda v(r) \geq 0$$ for a.e. $r \in ((1 - \epsilon)R, R)$,

(53)

otherwise we are done. Let $w(s) := e^{-\lambda s}v(R - s)$. Then (53) turns into

$$w'(s) + Ce^{-\lambda s} \sqrt{w(s)} \leq 0$$ for a.e. $s \in (0, \epsilon R)$

(54)
with the initial condition \( w(0) = |B_r \setminus \Sigma| \) and \( w(s) \geq 0 \). Solutions of this differential inequality can be bounded from above by solutions of the following differential equality:

\[
\bar{w}' = -Ce^{-\lambda s}2\sqrt{\bar{w}}, \quad \bar{w}(0) = |B_R \setminus \Sigma|, \quad \bar{w} \geq 0.
\]

The solution is

\[
\sqrt{\bar{w}(s)} = \max \left( 0, \frac{CR}{2} \left( e^{-\frac{s}{R}} - 1 \right) + \sqrt{|B_R \setminus \Sigma|} \right).
\]

Therefore if \( |B_R \setminus \Sigma| \leq 6\delta \) and

\textbf{Condition 5.} \( 6\delta \leq \alpha \), where \( \alpha \) is any solution to

\[
\frac{CR}{2} \left( e^{-\frac{\epsilon R}{\rho}} - 1 \right) + \sqrt{\alpha} = \frac{CR}{2} \left( e^{-\epsilon - 1} \right) + \sqrt{\alpha} < 0
\]

i.e., we have \( \delta < \frac{C^2 R^2}{24} (1 - e^{-\epsilon})^2 \), then we have a set of \( r \) with positive measure in \((1 - \epsilon)R, R\) such that \( v(r) = 0 \) and \( v'(r) = 0 \). Thus concluding the lemma. This lemma immediately implies that for some \( r \in ((1 - \epsilon)R, R) \), \( B_r \cup \Sigma \) is also a minimizer.

\textbf{Theorem 4.20.} Let \( E = E^2 \uplus (U \setminus A) \) where \( U \) is a bounded open subset of \( \mathbb{R}^2 \) with \( \text{reach}(\partial U) > \rho > 0 \), and let \( W \) be an open, compactly supported subset of \( U \). If

\[
0 < 2/\lambda < \rho,
\]

then

\[
\exists \delta > 0 \text{ such that if } A \subset W \text{ with } |A| < \delta, \text{ then } \partial(E^2 \uplus U) \in \arg F_\lambda(\partial E).
\]

\textbf{Proof.} Let \( R = 2/\lambda \). By a result of Allard [1], we know that the support of a minimizer \( T \in \arg F_\lambda(\partial E) \) differs from \( \partial E \) only at arcs of circles of radius \( 1/\lambda \), which subtend angles no more than \( \pi \), and meet \( \partial E \) tangentially. Thus, if we first show that

\[
A \subset \Sigma_\lambda,
\]

the only arc of a circle of radius \( 1/\lambda \) in \( T \) that differs from \( \partial E \) must start and end at two points of \( \partial U \). If this circle touches \( T \) at two points, it contradicts the fact that \( \text{reach}(\partial U) > 1/\lambda \). Therefore, \( T \) must not differ from \( \partial U \), i.e., \( \partial(E^2 \uplus U) \in \arg F_\lambda(\partial E) \).

We will prove that \( A \subset \Sigma_\lambda \) by showing that for an \( \hat{r} > 0 \) (to be chosen later) there exists an \( \epsilon > 0 \) such that for all \( a \in A \), we can find a center \( x_a \in U \) such that

\[
U(x_a, \hat{r}) \subset U \quad \text{and} \quad a \in U(x_a, (1 - \epsilon)R).
\]

By Theorem 2 of the manuscript by Vixie [23], there exists a \( \delta = \delta(\hat{r}, \epsilon, R) > 0 \), such that

\[
|U(x_a, \hat{r}) \setminus (U \setminus A)| < \delta \quad \text{implies} \quad U(x_a, (1 - \epsilon)R) \subset \Sigma_\lambda.
\]
Since \( \hat{r} \) and \( \epsilon \) are independent of \( a \), satisfying the first condition of (60), together with \( |A| < \delta \) will be sufficient to apply Vixie’s Theorem 2. Thus, every point of \( A \) will be contained in a ball that is contained in \( \Sigma_\lambda \), and hence we get that \( A \subset \Sigma_\lambda \).

Let us now prove that \( A \subset \Sigma_\lambda \). For any \( R \in (0, \rho) \) we can pick an \( \hat{r} > 0 \) such that

\[
R < \hat{r} < \min \left\{ \rho, \text{dist}(W, \partial U) + R, \frac{\sqrt{7}}{2} R \right\}.
\]

(62)

We may then pick a small enough \( \epsilon > 0 \) such that

\[
\hat{r} - (1 - \epsilon)R < \text{dist}(A, \partial U).
\]

(63)

Let \( a \in A \). Either \( \text{dist}(a, \partial U) \geq \rho \), or not. If \( \text{dist}(a, \partial U) \geq \rho \), then \( U(a, \hat{r}) \subset U \) and clearly \( U(a, (1 - \epsilon)R) \) contains \( a \).

If \( \text{dist}(a, \partial U) < \rho \), then since \( \rho < \text{reach}(\partial U) \) we may let \( x_a = \xi(a) + \alpha(a - \xi(a)) \) where \( \alpha = \hat{r}/|a - \xi(a)| \). Since \( |(\xi(a) - x_a) = \hat{r} < \text{reach}(\partial U) \), and \( a - \xi(a) \in \text{Nor}(\partial U, \xi(a)) \), part (12) of Theorem 4.8. in the work of Federer [8] implies that \( \xi(x_a) = \xi(a) \) and hence, since \( a \in U(x_a, \hat{r}) \), that \( U(x_a, \hat{r}) \subset U \).

To conclude the proof we must show that \( a \in U(x_a, (1 - \epsilon)R) \). By the fact that \( |x_a - a| = |a - \xi(a)| \), and that we have chosen \( \hat{r} \) and \( \epsilon \) to satisfy (62) and (63), respectively, we get that

\[
|x_a - a| < \text{dist}(W, \partial U) + R - |a - \xi(a)|
\]

\[
\leq |a - \xi(a)| + (1 - \epsilon)R - |a - \xi(a)|
\]

\[
= (1 - \epsilon)R,
\]

thus concluding the proof of the theorem.

\[ \square \]

5 Discussion

Our work opens up several computational and theoretical questions for further exploration. Given the reliance of our results on good partitions, can we design an efficient algorithm to compute a finite partition \( \{R_i\} \) of given closed bounded set \( E \) with nonempty interior where each \( R_i \) is a union of dyadic cubes of a certain diameter such that \( \mathcal{L}^n \cap E(R_i) \geq \epsilon \) and \( \text{diam}(R_i \cap E) \leq \delta \) for given \( \epsilon, \delta > 0 \)?

The bound \( P(B(X, \delta) \supset E) \geq 1 - \sum_{R \in \mathcal{R}} \exp(-\mathcal{L}^n(R)N) \) in Equation (10) motivates the development of methods to find minimizers of \( \sum_{R \in \mathcal{R}} \exp(-\mathcal{L}^n(R)N) \) over all partitions \( \mathcal{R} \) of \( E \) with \( \text{diam}(R) \leq \delta \) and \( \mathcal{L}^n(R) \geq \epsilon \) for all \( R \in \mathcal{R} \). We also want to use dyadic grids of \( \mathbb{R}^n \) to obtain our allowed partitions of \( E \).

Our results on \( \alpha \)-almost partitions of \( E \) that allow samples to almost cover \( E \) with high probability lead to the natural question of computing estimates of \( \mathcal{L}^n(E \setminus E \circ B_r) \) as a function of \( r \). Relating the geometry of \( E \) to the size of \( \mathcal{L}^n(E \setminus E \circ B_r) \) would give us conditions under which an \( \alpha \)-almost cover can be guaranteed to exist.
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