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We investigate the chiral symmetry restoration/breaking of a dense, magnetized and rotating quark matter within the Nambu Jona-Lasinio model including $N_f=2$ and $N_c=3$ numbers of flavors and colors, respectively. Imposing the spectral boundary conditions as well as the positiveness of energy levels lead to a correlation between the magnetic and rotation fields such that strongly magnetized plasma cannot rotate anymore. We solve the gap equation at zero and finite temperature. At finite temperature and baryon chemical potential $\mu_B$, we sketch the phase diagrams $T_c(\mu_B)$ and $T_c(R\Omega)$ in different cases. As a result, we always observe inverse-rotational catalysis mean to decrease $T_c$ by increasing $R\Omega$. But the magnetic field has a more complex structure in the phase diagram. For slowly rotating plasma, we find that $T_c$ decreases by increasing $eB$, while in the fast rotating plasma we see that $T_c$ increases by increasing $eB$. Also, we locate exactly the position of Critical End Point by solving the equations of first and second derivatives of effective action with respect to the order parameters, simultaneously.

I. Introduction

Quark Matter (QM) experiences phase transitions under extreme external conditions [1]. These external conditions could be temperature, chemical potential, magnetic or rotation fields, and so on. Examining the phase transition of QM has revealed much valuable information including the existence of the Quark-Gluon Plasma (QGP) phase that contains deconfined quarks and gluons at very high temperatures [2, 3]. At very dense systems, the quarks bind to each other to break the color symmetry and produce the so-called color-superconductivity phase [4]. It may arise weird phases under special conditions which depend on the considered symmetry [5]. The phase transition properties can serve as Equation of State (EoS) data or inputs to the dynamical evolutions of QM at Large-Hadron Colliders (LHC) and that is why they are so important.

Magnetic field $eB$ and rotational fields $\Omega$ have much relevance to the QM studies. In a non-central collisions of heavy ions the spectator particles create a strong magnetic field of order $\sqrt{eB} \sim 0.1\text{GeV}$ for the RHIC and $\sqrt{eB} \sim 0.5\text{GeV}$ for the LHC [6]. Also, the non-central collision may produce a large amount of angular momenta which results in the most vortical fluid ever seen [7]. The strength of the rotational field in LHC is about $10^{22}\text{s}^{-1}$ which is very larger than any observed vortical fluids in nature. Needless to say that these huge magnetic and rotational fields can potentially affect the QM properties.

There is much more known about the properties of QM under the external magnetic field. Most of the low-energy models predicted that chiral symmetry breaking is enhanced as a function of $eB$, see the review article [8]. Magnetic fields have a potential to induce variety of exciting effects in the thermodynamics of QCD. Some effective model calculations have shown that the transition temperature between the hadron matter and QM increases with $eB$ [9, 10]. This conclusion was proved in the Sakai-Sugimoto model [11] and within the holographic approach [12]. Furthermore, splitting between the deconfinement and chiral transitions was predicted to take place for large $eBs$. Also, the strength of the transition was seen to increase and results in a first-order phase transition [13]. However, it was observed the opposite effect of decreasing transition temperature with increasing $eB$. This observation was confirmed in the lattice QCD [14, 15], in the holographic models [16] and in the quark-hadron phase transition [17]. The Strong magnetic field can also reveal the non-trivial structures of gauge-field topology as a chiral magnetic effect [19, 20].

In recent years, studies of QM under the strong rotation have got lots of interests. Here, we refer to some of them. The uncharged rotating fermionic matter phase diagrams were studied within the Nambu-Jona-Lasinio (NJL) model [21, 22]. A two-flavor NJL model was used to study the phase diagrams of charged quarks under a rotation [23]. Also, the chiral phase transition of a two-flavor NJL model in a rotating sphere was investigated by considering the finite-size effects [24]. Lattice QCD techniques have been developing to study the phase diagrams of rotating QM and they need more attention [25]. The influence of helicity imbalance on the phase diagrams of dense QM was already discussed [26]. Another interesting topic is the possibility of charged pion condensation in external magnetic and rotation fields and it takes much attention [27, 28]. There is a good review on the QCD phase diagram under the rotation and magnetic field that states the basics of this topic [29]. In the paper [30], the authors study the uncharged fermions phase diagrams within the one-flavor NJL model in presence of constant magnetic and rotation fields and a global boundary condition.

A missing chain of the QM phase diagram studies
in magnetic and rotation fields is to consider situations that could be so close to the real world experiments. Motivated by this in the current paper, we investigate the chiral phase transition of a bounded two-flavor and three-colors NJL model at finite chemical potential and temperature in presence of constant magnetic and rotation fields.

A part of our work is devoted to developing a general framework to obtain the effective action of chiral order parameter $\sigma$ starting from the NJL model in curved space. It has used the Ritus method as a general approach that can solve the Dirac equation in many cases \[^{32}\]. The obtained master formula for the in-medium effective action is characterized by the Ritus eigenvalues and we benefit from it to study the phase diagrams.

We also try to solve the Dirac equation for quarks with different charges in a constantly rotating and magnetized plasma. This will be done by using the Ritus method, similar to the paper \[^{31}\]. Eigenfunctions are written in terms of the hypergeometric functions and eigenvalues (generalized Landau levels) are determined by applying appropriate boundary condition. We select the spectral boundary condition on which QM is confined in a cylinder with radius $R$ and $R\Omega \leq 1$ because of the causality. Furthermore, the net flux going through the boundary $R_c = \frac{1}{\alpha}$ is zero. Because of this boundary condition and the positiveness condition of energy eigenvalues, the magnetic field strength \[^{7}\] and the rotation field $R\Omega$ turn out to be correlated. We find that if $\alpha \leq \alpha_c = 7$ then $0 \leq R\Omega \leq 1$, while for $\alpha \geq \alpha_c$ we obtain $0 \leq R\Omega \leq R\Omega_{\text{Max}}$ where this maximum value $R\Omega_{\text{Max}}$ decreases by increasing $\alpha$. It is such that for $\alpha \sim 30$ and beyond, the only allowed values of $R\Omega_{\text{Max}} \sim 0$. Therefore, strongly magnetized plasma can not rotate anymore. To the best of our knowledge, this is a non-trivial and novel effect that is rooted in the applied boundary condition.

The gap equation is solved numerically at zero and finite temperature for the QM with $N_c = 3$ and $N_f = 2$. Some features of the phase diagram in our model are in common with the normal NJL model (no rotation or magnetic field) such as increasing of order parameter by increasing the coupling constant or momentum cut-off. A consistency occurs for the needed coupling constant to provide a non-zero dynamical mass at small magnetic fields with the normal NJL coupling threshold, i.e. $G_\sigma A^2 \sim \frac{2\pi^2}{\Lambda_{\text{NJL}}}$. The strength of this threshold coupling decreases by increasing $\alpha$ which is a clear sign of magnetic-catalysis. Near the border $x \sim \alpha_c$, \[^{3}\] the dynamical mass starts to fall because of the violation of slowly varying field assumption, $\partial_x \sigma \ll \sigma^2$. We observe an interesting effect near the boundary, namely the surface magnetic catalysis that is due to the mode accumulation \[^{33}\]. Since vorticity does not play a role at zero temperature, we do not observe the rotational-magnetic inhibition \[^{34}\]. The profile $\sigma(\alpha)$ seems to be very oscillatory at small magnetic fields and no assertive statement can be made on the magneto-catalysis or inverse magneto-catalysis.

At finite temperature, the phase diagram can be viewed as $T_c(\mu)$ or $T_c(R\Omega)$ planes. \[^{3}\] Below these curves we get the chirally broken phase, while above them the chiral symmetry is restored. We fit the transition points of the diagrams to a polynomial function in order to compare them better with the Lattice results \[^{35}\]. It will be found that the magnetic and rotation fields increase the curvature of the phase diagram compared to the normal model. The important feature is the interplay among the magnetic and rotation fields that has enriched the physics of the phase diagram. As a consequence, by fixing $\alpha$ and $\mu$, $T_c$ always decreases with $R\Omega$ which is a sign of inverse-rotational catalysis. But fixing $R\Omega$ gives complicated diagrams that in slowly rotating systems we have inverse-magneto catalysis, while in fast rotating matters the dominant pattern of the phase diagram is magneto-catalysis. To the best of our knowledge, this is a novel situation that has not been seen so far. This feature comes from the boundary condition and the relation between magnetic and rotation fields. We will present a new technique to find the location of Critical End Point (CEP) by solving the gap equation and its derivatives with respect to the $\sigma$ field, simultaneously. Another finding is that the more rotational the system is, the smaller the CEP is. This is a clear sign of inverse-rotational catalysis. Also, the location of CEP and its profile in the $(\Omega, T_c)$ plane depend on $\alpha$. Slope of the curve $T_c(\Omega)$ or $\frac{dT_c}{d\Omega}$ at each fixed $\mu$ for smaller $\alpha$ is bigger than larger $\alpha$. It is such that at very large $\alpha$, this slope closes to zero. As already mentioned, at large $\alpha$ the $R\Omega_{\text{Max}} \rightarrow 0$ and thus $(R\Omega - T_c)$ diagram for large $\alpha$ is a point on the vertical axis.

The Organization of the paper is as follows. First in section 2, we construct our general framework to obtain the effective action of the "$\sigma$" field in curved space by utilizing the Ritus method. Then in section 3, we try to solve the Dirac equation for different quark flavors and this task is done similarly to the procedures of the paper \[^{31}\]. We derive the energy levels as well as the generalized Landau levels and impose the spectral boundary condition as well as the positiveness condition of energy levels to set a proper quantization scheme. Next in section 4, by using the master effective action formula we solve numerically the gap equation at zero and finite temperature by keeping $(\alpha, R\Omega)$ fixed. Many

\[^{1}\] To deal with the magnetic field, we use the dimensionless quantity $\alpha \equiv \frac{eB}{\frac{1}{2}m^2}$, everywhere.

\[^{2}\] $x \equiv \frac{|eB| r^2}{2}$ and $r$ is distance from the rotation axis.

\[^{3}\] For the sake of simplicity, we use $\mu$ instead of $\mu_D$. 
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plots are sketched and their physical consequences are discussed separately. Finally in section 5, we close our paper with a brief conclusion and outlook to future works.

II. Effective action

In this section, we aim to derive a concrete expression for the effective action of static auxiliary fields \((\sigma, \pi_i)\) in the NJL model with \(N_f = 2\) and \(N_c\) number of flavors and colors, respectively. We can assume the presence of external fields in this general framework which could be either constant magnetic fields or rotating frames or even both of them. Although this subject has been known in detail, we shall try to give a general formula for the effective action. After that, we describe its variants by including those fields.

The quantum field theory of spin \(\frac{1}{2}\) particles in curved spaces needs the use of vierbein tensors \(e^a_{\mu}\). They link the global curved space with metric \(g_{\mu\nu}\) to the local flat space with metric \(\eta_{ab}\) via the identity \(g_{\mu\nu} = e^a_{\mu} e^b_{\mu} \eta_{ab}\). Therefore, a quantity like \(A_\mu\) connects to \(A_a\) or vice versa through the relation \[A_\mu = e^a_{\mu} A_a, \quad A_a = e^\mu_a A_\mu.\] (II.1)

We use the orthogonality relations \(e^a_{\mu} e^b_{\mu} = \delta^a_b\) or \(e^a_{\mu} e^a_{\mu} = \delta^a_a\) for transformation between the local and global coordinates. Consider the \(N_f = 2\) local NJL action in the massless limit in a curved space \[S_{NJL} = \int \sqrt{-g} \mathcal{L}_{NJL},\] (II.2)

\[\mathcal{L}_{NJL} = \sum_{f = u,d} \left( \bar{\psi}_f \left( i \mathcal{D}^{(f)} + \mu_B \gamma^0 \right) \psi_f + \frac{G}{2} \left( \left( \bar{\psi}_f \gamma_5 \psi_f \right)^2 + \left( \bar{\psi}_f i \gamma_5 \tau_i \psi_f \right)^2 \right) \right).\]

Here, \(\sqrt{-g}\) denotes the determinant of metric, \(\psi_f = \begin{pmatrix} \psi_u \\ \psi_d \end{pmatrix}\) represents the fermion doublet, \(G\) is the strength of interaction, \(\mu_B\) is the baryonic chemical potential and \(\tau_i(i = 1, 2, 3)\) are the Pauli matrices. We use the convention \(\mathcal{D}_\mu \equiv \int d^4 x\) and \(\mathcal{D}^{(f)} = \gamma^\mu \mathcal{D}^{(f)}_\mu = \gamma^a \mathcal{D}^{(f)}_a\).

Generally, the kernel \(\mathcal{D}^{(f)}_\mu\) is a matrix in Dirac space and includes external fields contribution for each flavor as well as the free partial term \[\mathcal{D}^{(f)}_\mu = \partial_\mu + D^{(f)}_\mu.\] (II.3)

Introducing the auxiliary fields \((\sigma, \pi_i)\) would enable us to derive the effective action \(\mathcal{V}_{\text{eff}}\) of those fields in the Eq. (II.2) via the bosonization procedure

\[Z = \int \prod_{i=1}^{3} \mathcal{D} \pi_i \prod_{f=u,d} \mathcal{D} \psi_f \mathcal{D} \bar{\psi}_f e^{\int \mathcal{L}} \sqrt{-g} \mathcal{L} \]

\[= \int \prod_{i=1}^{3} \mathcal{D} \pi_i e^{\int \mathcal{L} \sqrt{-g} \mathcal{L} \mathcal{V}_{\text{eff}},} \] (II.4)

with the following action

\[\mathcal{L}_B = -\frac{1}{2G} \left( \sigma^2 + \pi_i \pi_i \right) + \sum_{f = u,d} \bar{\psi}_f \left( i \mathcal{D}^{(f)} + \mu_B \gamma^0 - \sigma - i \gamma_5 \tau_i \pi_i \right) \psi_f.\] (II.5)

This action equals to its counterpart given by the Eq. (II.2) in the level of equations of motion \[\sigma = -G \sum_{f = u,d} \left( \bar{\psi}_f \gamma_5 \psi_f \right), \quad \pi_i = -G \sum_{f = u,d} \left( \bar{\psi}_f i \gamma_5 \tau_i \psi_f \right).\]

The equivalence between the action (II.2) and (II.5) can also be seen from the partition function point of view, which by integrating over the \((\sigma, \pi_i)\) fields, we obtain the original action. Throughout this paper, we set \(\pi_i = 0\). Thus, \(\mathcal{V}_{\text{eff}}\) can be given as follows

\[\mathcal{V}_{\text{eff}} = -\frac{1}{2G} \sigma^2 + \sum_{f = u,d} \log \det \left( i \mathcal{D}^{(f)} + \mu_B \gamma^0 - \sigma \right).\] (II.6)

Our interesting systems let us to simplify the second term of the Eq. (II.6) due to the property \(\left[ \gamma_5, \mathcal{D}^{(f)}_\mu \right] = 0\)

\[\log \det \left( i \mathcal{D}^{(f)} + \mu_B \gamma^0 - \sigma \right) = Tr log \left( i \mathcal{D}^{(f)} + \mu_B \gamma^0 - \sigma \right)\]

\[= \frac{1}{2} Tr log \left( i \mathcal{D}^{(f)} + \mu_B \gamma^0 - \sigma \right) - \frac{1}{2} Tr log \left( \gamma_5 \left( i \mathcal{D}^{(f)} + \mu_B \gamma^0 - \sigma \right) \gamma_5 \right)\]

\[= \frac{1}{2} \left( Tr log \left( \left( \mathcal{D}^{(f)} \right)^2 - i \mu_B \left( \mathcal{D}^{(f)}, \gamma^0 \right) - i \left[ \mathcal{D}^{(f)}, \sigma \right] - \mu_B^2 + \sigma^2 \right) \right).\] (II.7)

The third term of the last line expression can be ignored because of the slowly varying field assumption, i.e. \(\partial_\mu \sigma \ll \sigma^2\) and the second term goes to \(\left\{ \mathcal{D}^{(f)}, \gamma^0 \right\} = 2 \mathcal{D}^{(f)}_0\). Therefore, the effective potential results in

\[\mathcal{V}_{\text{eff}} = -\frac{1}{2G} \sigma^2 + \frac{1}{2} \sum_{f = u,d} Tr \log \left( \left( \mathcal{D}^{(f)} \right)^2 - 2i \mu_B \mathcal{D}^{(f)}_0 - \mu_B^2 + \sigma^2 \right).\] (II.8)
We follow the normal procedure to sum over the Matsubara frequencies of the Eq. (II.11) \[38\] and then we following replacements should be made

\[\text{space term. It means that in general } \tilde{\phi}_a \text{ due to the curvature of space via the spin-connection} \]

Likewise, the Ritus functions are chosen to satisfy the limit \((\text{II.11})\) and in curved space irrespective of external fields. In some cases we could simplify further the effective action of \(\sigma\) field in curved space. In what follows we try to clarify our proposal with a few examples.

**A. \(\mathcal{V}_\sigma\) in \(eB = \Omega = 0\)**

Effective action of \(\sigma\) field in the medium of free quarks is a very well-known issue. We would like to compare our results with the existing results. In the case of \(eB = \Omega = 0\), the eigenstates and eigenmomenta defined in the Eq. \(\text{(II.8)}\), are given by

\[
\psi^{(f)}_{\text{M},\kappa}(\vec{p}) = e^{i\vec{x}\cdot \vec{p}} \psi^{(f)}_{\text{M},\kappa}(x), \quad (\text{II.10})
\]
where \(I_{4 \times 4}\) is the rank 4 identity matrix. Inserting these values into the Eq. (II.14), we obtain

\[
\begin{align*}
\mathcal{V}_{\text{eff}}^0 &= -\frac{\sigma^2}{2G} + 2N_c N_f \int \frac{d^4p}{(2\pi)^3} \mathcal{V}_T^0 \\
\mathcal{V}_T^0 &= \mathcal{E}_0 + T \log \left( 1 + e^{-\beta (E_0 + \mu_B)} \right) \\
&\quad + T \log \left( 1 + e^{-\beta (E_0 - \mu_B)} \right),
\end{align*}
\]

where \(\mathcal{E}_0 \equiv \sqrt{\sigma^2 + \sum_{i=1}^3 p_i^2}\) and \(d^3p = dp_1 dp_2 dp_3\).

\section*{B. \(\mathcal{V}_{\text{eff}}\) in \(eB \neq 0, \Omega = 0\)}

In a non-rotating medium (\(\Omega = 0\)) with a constant magnetic field aligned in the \(z\) axis \(\hat{B} = B \hat{z}\), the eigenstates and eigenmomenta of particles with charge \(Q_f\) are given in terms of harmonic oscillator functions [57].

\[
\psi^{(f)}_{\text{M}}(\rho) = e^{i\rho \frac{\sigma}{2}} \left( \mathcal{P}^s f_n^s \xi_\rho + \Pi_n \mathcal{P}^{-s} f_n^{-s} \xi_\rho \right),
\]

\[
\begin{align*}
\mathcal{P}^s &\equiv \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 + is_f \gamma_v \sqrt{2} \end{array} \right), \\
\mathcal{P}^{-s} &\equiv \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 - is_f \gamma_v \sqrt{2} \end{array} \right), \\
\mathcal{L}_M &\equiv \sqrt{2n! \sqrt{\pi}} e^{-\frac{\xi^2}{2} H_n(\xi_x)}, \quad \xi_x = \frac{x_1 - s_f p_2^2}{\ell_B},
\end{align*}
\]

\[
\ell_B = \sqrt{\frac{|eQ_f B|}{\rho}}, \quad f_n^{-s}(\xi_x) = f_n^{s+1}(\xi_x), \quad L_M^f(\xi_x) = 0.
\]

The number \(n = j + (1 - s_f \sigma_3)/2\) labels the Landau levels and \(\sigma_3 = \pm 1\) represent the eigenvalues of spin. From this definition we see that the lowest Landau level has one spin degrees of freedom, while two spin degrees of freedom occupy higher Landau levels. Plugging the eigenstates and eigenmomenta of the Eq. (II.16) into the Eq. (II.14), we obtain the following result

\[
\begin{align*}
\mathcal{V}_{\text{eff}}^B &= -\frac{\sigma^2}{2G} + N_c \sum_{f=u,d} \sum_{n=0}^{\infty} \int \frac{dp_2 dp_3}{(2\pi)^2} \mathcal{B}^{(f)}(x) \mathcal{V}_T^B, \\
\mathcal{B}^{(f)}(x) &= (f_n^s \xi_x)^2 + \Pi_n (f_n^{-s} \xi_x)^2, \\
\mathcal{V}_T^B &= \mathcal{E}^{(f)} + T \log \left( 1 + e^{-\beta (E_0 + \mu_B)} \right) \\
&\quad + T \log \left( 1 + e^{-\beta (E_0 - \mu_B)} \right), \\
\mathcal{E}^{(f)} &= \sqrt{\sigma^2 + 2n|eQ_f B| + p_3^2}.
\end{align*}
\]

The \(p_2\) integration is doable by a simple shift of \(f_n^s \xi_x\) argument

\[
\int dp_2 (f_n^s \xi_x)^2 = \ell_B^{-1} \int d\xi_x (f_n^s \xi_x)^2 = \ell_B^{-2}.
\]

Therefore, the final result of the effective action simplifies as

\[
\mathcal{V}_{\text{eff}}^B = -\frac{\sigma^2}{2G} + N_c \sum_{f=u,d} \sum_{n=0}^{\infty} \frac{|eQ_f B|}{2\pi} \alpha_n \int \frac{dp_2}{2\pi} \mathcal{V}_T^B,
\]

in which \(\alpha_n = 2 - \delta_{n,0}\) counts the degeneracy of Landau levels.

\section*{C. \(\mathcal{V}_{\text{eff}}\) in \(eB = 0, \Omega \neq 0\) with boundary condition}

This problem is less known in community compared to the former cases. However, we can derive it by using the master Eq. (II.14). In a non-magnetized system (\(eB = 0\)) which rotates uniformly along the \(\hat{z}\) axis \(\hat{\Omega} = \Omega \hat{z}\), the radial size constrains to \(0 \leq r \leq R = \frac{1}{\ell}\) because of the causality requirement. Eigenstates and eigenmomenta of particles in this system are given below

\[
\begin{align*}
\psi^{(f)}_{\text{M}}(\rho) &= e^{i\rho \frac{\sigma}{2}} \left( \mathcal{P}^s f_n^s \xi_\rho + \Pi_n \mathcal{P}^{-s} f_n^{-s} \xi_\rho \right), \\
f_n^s(\xi_x) &= \sqrt{2n! \sqrt{\pi}} e^{-\frac{\xi^2}{2} H_n(\xi_x)}, \\
\ell_B &= \sqrt{\frac{|eQ_f B|}{\rho}}, \\
\mathcal{B}^{(f)}(x) &= (f_n^s \xi_x)^2 + \Pi_n (f_n^{-s} \xi_x)^2, \\
\mathcal{V}_T^B &= \mathcal{E}^{(f)} + T \log \left( 1 + e^{-\beta (E_0 + \mu_B + L_\Omega^2)} \right) \\
&\quad + T \log \left( 1 + e^{-\beta (E_0 - \mu_B - L_\Omega^2)} \right), \\
\mathcal{E}^{(f)} &= \sqrt{\sigma^2 + q_{\ell,j}^2 L_\Omega^2 + p_3^2}.
\end{align*}
\]

\section*{D. \(\mathcal{V}_{\text{eff}}\) in \(eB \neq 0, \Omega \neq 0\) with boundary condition}

To the best of our knowledge, this problem has not been solved so far and we intend to obtain the effective action of \(\sigma\) field in a magnetized and rotating medium.
from the master formula, the Eq. (II.14). Indeed, the main purpose of this section is to derive this relation. We consider a bounded system which \( \Omega = \Omega \hat{z} \) and \( B = B \hat{z} \). Eigenstates and eigennomenta for particles with charge \( Q_f \) are given below \cite{21}

\[
\psi^{(f)}_M(p) = e^{i p \vec{x}} \left( \mathcal{P}_+^{(s)} f^+_\lambda,\ell,s_f(X) + \mathcal{P}_-^{(s)} f^-_\lambda,\ell,s_f(X) \right),
\]

\[
f^\pm_\lambda,\ell,s_f(X) = C^\pm_\lambda,\ell,s_f e^{i \ell \varphi} \Phi^\pm_\lambda,\ell,s_f(X),
\]

\[
\Phi^\pm_\lambda,\ell,s_f(X) = a_\pm e^{-\frac{i}{2} X \mp \frac{\pi}{4}} \mathcal{F}_1 \left( -N^\pm_\lambda,\ell,s_f \right) |\ell_\pm + 1; X \rangle,
\]

\[
a_\pm = \frac{1}{|\ell_\pm|!} \left( \frac{1}{2 \pi} \Omega \frac{N^\pm_\lambda,\ell,s_f}{|\ell_\pm|!} \right)^{\frac{1}{2}},
\]

\[
C^\pm_\lambda,\ell,s_f = \left( \frac{|eQ_f|}{2 \pi} \int dX (\Phi^\pm_\lambda,\ell,s_f(X))^2 \right)^{\frac{1}{2}},
\]

\[
\tilde{p}^\mu_a = (\tilde{p}_0, 0, 0, p_3), \quad \tilde{p}^{(f)} = \left( \tilde{p}_0, 0, \kappa \mathcal{E}_f L_\ell^f \right),
\]

where

\[
\lambda = \frac{1}{2} \left( \frac{p_0^2}{|eQ_f|} - \frac{\sigma^2}{2} \right), \quad \alpha_0 = \frac{|eQ_f| B|R^2|}{2},
\]

\[
\mathcal{N}^\pm_\lambda,\ell,s_f = \lambda + \frac{\kappa f_\ell X - |\ell_\pm| - 1}{2},
\]

\[
X = \frac{|eQ_f| B|r^2|}{2}, \quad \mathcal{L}^f_\ell = L_\ell^f = \Omega j.
\]

The \( \mathcal{F}_1 (a; b; X) \) is the first kind of confluent hypergeometric functions and \( \ell_\pm = j \pm \frac{1}{2} \). We elaborate on these functions in the next section. Inserting the appropriate quantities into the Eq. (II.14) would enable us to obtain the effective action of the \( \sigma \) field

\[
\mathcal{V}^{B,\Omega}_{\sigma} = -\frac{1}{2G} + N_c \sum_{f=1}^{N_f} \sum_{\ell=0}^{\infty} \int \frac{dp_3}{2 \pi} G_{\lambda,\ell,s_f}(X) \mathcal{V}^{B,\Omega}_{f},
\]

\[
G_{\lambda,\ell,s_f}(X) = (C^+_{\lambda,\ell,s_f})^2 \left( (\mathcal{P}_+^{(s)} f^+_\lambda,\ell,s_f(X))^2 + (\mathcal{P}_-^{(s)} f^-_\lambda,\ell,s_f(X))^2 \right),
\]

\[
\mathcal{V}^{B,\Omega}_{f} \equiv \mathcal{E}^{B,\Omega} + T \log \left( 1 + e^{-\beta (\mathcal{E}^{B,\Omega} - \mu B + \mathcal{L}^f_\ell)} \right)
\]

\[
+ T \log \left( 1 + e^{-\beta (\mathcal{E}^{B,\Omega} - \mu B - \mathcal{L}^f_\ell)} \right),
\]

\[
\mathcal{E}^{B,\Omega} \equiv \sqrt{2 |eQ_f| B| + p_3^2 + \sigma^2}.
\]

Throughout this paper, we take this effective action as our starting point for the numerical computations and derive the chiral phase diagram of \( N_f = 2 \) and \( N_c = 3 \) QM.

III. Analytical method

We put the QM system in a cylinder with radius \( R \) that rotates uniformly along the \( \hat{z} \) axis, \( \Omega = \Omega \hat{z} \). Hence, the line element associated with the particle trajectories in 3+1 dimensions is

\[
ds^2 = (1 - r^2 \Omega^2) dt^2 - dr^2 - dy^2 - dz^2 + 2 \Omega dt (y dx - x dy).
\]

The coordinate system is \( x^\mu = (t, x, y, z) = (t, r \cos \phi, r \sin \phi, z) \) and \( \sqrt{-g} = 1 \). The metric of Eq. (III.25) is not curved because all the Riemann tensor components are zero, \( R_{\mu \nu \rho \sigma} = 0 \), but it is curvilinear which means \( \Gamma^\alpha_{\mu \nu} \neq 0 \). To connect the global curved space to the local flat space, we use the vierbeins. Due to the local Lorentz symmetry, there are more choices to the \( e^\mu_a \). We choose the following bases\cite{21, 22}

\[
e_0^a = e^1_0 = e^2_0 = e^3_0 = 1, \quad e^0_0 = y \Omega, \quad e^0_0 = -x \Omega.
\]

Likewise, the orthogonality condition \( e^{\mu} a \equiv \delta^{\mu} a \) rules

\[
e_0^1 = e^1_0 = e^2_0 = e^3_0 = 1, \quad e^1_1 = -x \Omega, \quad e^2_2 = x \Omega.
\]

Our model Lagrangian is given by Eq. (II.2) with turning off the Pauli term. It results in the following Dirac equation for massive charged fermion with flavor \( f \)

\[
(i \gamma^\mu D^f_\mu - \sigma) \psi_f(x) = 0.
\]

The corresponding \( D^f_\mu \) kernel contains free partial term as well as the interacting \( D^f_\mu \) contribution which comes from the magnetic and rotational fields

\[
D^f_\mu = -ieQ_f A_\mu - \frac{i}{4} \omega_{\mu ab} \sigma^{ab},
\]

where \( \sigma^{ab} \equiv \frac{i}{2} \left[ \gamma^a, \gamma^b \right] \) is the spin matrix, \( \omega_{\mu ab} \equiv g_{\alpha \beta} e^\alpha_a (\partial_\mu e^\beta_b + \Gamma^\beta_{\mu \rho} e^\rho_b) \) is the spin connection and the Christoffel symbol is \( \Gamma^\beta_{\mu \rho} = \frac{1}{2} g^{\alpha \beta} (\partial_\mu g_{\alpha \rho} + \partial_\rho g_{\alpha \mu} - \partial_\alpha g_{\mu \rho}) \). We set the local gauge field to be \( A_\mu = (0, A) = (0, -B x / R, 0, 0) \) and therefore the magnetic field is \( B = B \hat{z} \). The vierbein choices in Eqs. (III.25) and (III.26) leads to the following components for \( D^f_\mu \)

\[
D^f_1 = -ieQ_f B \Omega^2 \frac{2}{2} - \frac{i}{2} \Omega \sigma^2, \quad D^f_2 = ieQ_f B y / 2,
\]

\[
D^f_3 = -ieQ_f B x / 2, \quad D^f_3 = 0.
\]

Also, the Dirac matrices in the global curved space are

\[
\gamma^0 = \gamma^0, \quad \gamma^1 = \gamma^1 + y \Omega \gamma^0, \quad \gamma^2 = \gamma^2 - x \Omega \gamma^0, \quad \gamma^3 = \gamma^3.
\]

Therefore, the Dirac equation (III.27) reads to

\[
\left( \gamma \cdot D^f - \sigma \right) \psi_f = 0,
\]

\[
\gamma \cdot D^f \equiv i \gamma^0 (\partial_\mu - \Omega \dot{\gamma}_z) + i \gamma^1 \left( \partial_x + \frac{i}{2} eQ_f B y \right)
\]

\[
+ i \gamma^2 \left( \partial_y - \frac{i}{2} eQ_f B x \right) + i \gamma^3 \partial_z,
\]
where \( \hat{J}_z = \hat{L}_z + \frac{\gamma^1}{2} \) is total angular momentum operator with \( \hat{L}_z = -i(x\partial_y - y\partial_x) = -i\partial_y \) is the azimuthal angular momentum and \( \Sigma_z = i\gamma^1\gamma^2 \) is the spin matrix along the \( \hat{z} \) direction.

According to the Ritus ansatz, we choose \( \psi_N = E_{\lambda,\ell,s}\phi, (\tilde{p}_{\lambda,\ell,s}) \) in such a way that \( \gamma \cdot D(f)\Psi(f) = \kappa\bar{\Psi}(\lambda,\ell,s) \gamma \cdot \tilde{p}_{\lambda,\ell,s} \). The main job of Ritus method is to find the eigenbasis \( \Psi(f)_{\lambda,\ell,s} \) and the eigemomenta \( \tilde{p}_{\lambda,\ell,s} \).

Due to the Hamiltonian structure of the Eq. (III.31), find the eigenbasis \( \kappa X \partial_x \). According to the Ritus ansatz, we choose \( \psi, (\tilde{p}_{\lambda,\ell,s}) \), \( f \equiv \text{sgn}(eQ_f B) \) and \( \lambda \) is the generalized Landau levels. They are integers for systems without boundaries, while in systems with boundaries they are rational numbers. If we write \( f_{\lambda,\ell,s}(r,\phi) = e^{i\phi} \) then the governing equation for \( F_{\lambda,\ell,s}(r) \) will be

\[
\left( \frac{\partial^2}{\partial X^2} + \partial_X + \lambda - \frac{\ell^2}{4X} + \frac{s \ell \pm 1}{2} - \frac{X}{4} \right) F_{\lambda,\ell}^{(f)}(X) = 0,
\]

where \( X = \pm |Q_f| = \frac{|eQ_f B| s}{2} \) and

\[
\lambda = \frac{(E_{\lambda,\ell,s} + \kappa Q_f)^2 - s^2 - \sigma^2}{2|eQ_f B|}.
\]

The quanta \( \lambda \) can be seen as the eigenvalues of \( E_{\lambda,\ell,s} \) in the perpendicular direction to the \( eB \) and \( \Omega \) axis

\[
\gamma_\perp \cdot D^{(f)}_{\perp} \Psi_{\lambda,\ell,s}^{(f)} = \kappa s \pm \sqrt{2\lambda |eQ_f B|} \gamma_\perp \Psi_{\lambda,\ell,s}^{(f)},
\]

with \( s = \text{sgn}(\ell) \) and \( \gamma_\perp \cdot D^{(f)}_{\perp} = \gamma_\perp D^{(f)}_x + \gamma_\perp D^{(f)}_y \).

Solutions to the Eq. (III.34) which are confined within a boundary \( R \) can be represented as

\[
F_{\lambda,\ell}^{(f)}(X) = C_{\lambda,\ell}^{(f)} \Psi_{\lambda,\ell}^{(f)}(X),
\]

where the two variables \( \Psi_{\lambda,\ell,s}^{(f)}(X) \) and \( C_{\lambda,\ell}^{(f)} \) are

\[
\Psi_{\lambda,\ell}^{(f)}(X) = a_\pm e^{-\frac{1}{2} X^2} \left| \frac{\ell}{\ell+1} \right| F_{\lambda,\ell}^{(f)}(X) + \Gamma_{\lambda,\ell}^{(f)}(X) + \frac{1}{2},
\]

\[
C_{\lambda,\ell}^{(f)} = \left( \frac{|eQ_f B|}{2\pi} \right)^{\frac{1}{2}},
\]

with

\[
\Gamma_{\lambda,\ell}^{(f)} = \frac{(|eQ_f B|)^{\frac{1}{2}}}{2\pi} \int_0^\infty dX (\Psi_{\lambda,\ell}^{(f)}(X))^2,
\]

This number is given for different charged quarks and spin in Tab. I For positive charges changing \( \lambda \) and \( \ell \) turn positive spin to negative spin solutions. Likewise, the eigemomenta are determined to be as

\[
\tilde{p}_{\lambda,\ell,s} = e^{i\phi} \sqrt{2\lambda |eQ_f B|},
\]

and \( \ell \rightarrow \ell+1 \) turn positive spin to negative spin solutions, while for negative charges \( \lambda \) and \( \ell \) turn negative spin to positive spin solutions. Likewise, the eigemomenta are determined to be as

\[
\tilde{p}_{\lambda,\ell,s} = e^{i\phi} \sqrt{2\lambda |eQ_f B|},
\]

As long as we don’t impose boundary condition, the \( A_s \) are arbitrary numbers. We set a global boundary condition, namely the spectral boundary condition in which the net flux of each flavor going out of the boundary \( r = R \) is zero

\[
\int_{-\infty}^{\infty} dz \int_0^{2\pi} d\phi \psi(f) \gamma_\perp \psi(f) \left| \right._{r=R} = 0,
\]

with \( \gamma_\perp \equiv \gamma^1 \cos \phi + \gamma^2 \sin \phi \). Substituting the Ritus ansatz given in the Eqs. (III.33) along with Eq. (III.37) and integrating over the angle, one get the following constraints to fulfill the boundary condition of the Eq. (III.41)

for \( \ell \geq 0 \),

\[
1 F_{1}(-\mathcal{N}_{\lambda,\ell,s}^{(f)};|\ell_+| + 1; \alpha Q_f) = 0,
\]

for \( \ell \leq -1 \),

\[
1 F_{1}(-\mathcal{N}_{\lambda,\ell,s}^{(f)};|\ell_-| + 1; \alpha Q_f) = 0.
\]

If we are given the \( ls \) for each spin direction, then the \( A_s \) will be derived numerically by solving these equations. Needless to say that changing the kind of boundary condition would lead to different values and therefore may

\[6 \pm \text{ signs over the } F_{\lambda,\ell}^{(f)}(r) \text{ show the spin direction, same as in } \ell \pm .]
We will show that implying the spectral boundary condition and setting the energies to be always positive, turn into a correlation between the strength of magnetic and rotation field. In next section, we will present numerical results derived from the Dirac equation along with the solutions of the gap equation at zero and finite temperature.

IV. Numerical results

Having set up the fundamental relations for the effective action from a general view and giving some examples, and reviewing the Dirac equation, we proceed to investigate chiral symmetry breaking/restoration in a magnetized and rotating QM in presence of non-vanishing \( \mu \) and \( T \). To explore the phase diagram, we need to some prior information about the properties of QM at \( T = 0 \). These pieces of information contain knowledge about the values of coupling constant, roots of the Dirac equation (which are already discussed) as inputs to the gap equation and the relation between the magnetic and rotation fields. To this reason, we break this section into two parts. In the first subsection, we will study the gap equation at \( T = 0 \). These data will serve as inputs in the phase transition studies. In the second subsection, we are going to solve numerically the gap equation as \( T \neq 0 \) and \( \mu \neq 0 \) and sketch the phase diagram as \( T_c(\mu) \) and \( T_c(\mu R^\Omega) \) plots for different cases. We are able to pinpoint exactly the position of CEP by the new technique which is solving the gap-equation diagram as \( T \rightarrow T_c \) and \( \mu \rightarrow \mu_c \)

A. Results at \( T=0 \) and \( \mu =0 \)

The \( \Lambda \) numbers are the key ingredients. They play the role of initial data to solve the gap equation and represent the physical points consistent with the boundary condition. They are derived from the Eq. (IV.42) for each flavor separately. In Fig. 1 we show the first root of each \( \ell \) for different \( \alpha \) values (1, 5, 10, 30, 50, 100). The top plot indicates the up quark roots with \( Q_f = 2/3 \) and the bottom one shows the down quark roots with \( Q_f = -1/3 \).

There are some points worth to comment on here. We run our numerical codes with

\[
\Lambda = 500 \text{ MeV}, \quad R = 6 \text{ fm},
\]

where \( \Lambda \) is the momentum cut-off and determines the validity region of NJL model. This cut-off puts a limit on the energy of massless particles at rest

\[
\Lambda = \epsilon_{\lambda}^{(f)}(p_z = 0, \sigma = 0) = \sqrt{\frac{4 \alpha_{\max} |Q_f|}{R^2}}, \quad \text{ (IV.44)}
\]

that in turn gives the maximum value of \( \Lambda \) for each \( \ell \). Also, this leads "\( \ell \)" to be bounded from below and above \( \ell_{\min} \leq \ell \leq \ell_{\max} \), and beyond these values there is no solution to \( \lambda \) compatible with the Eq. (IV.44).

That is why the plots in Fig. 1 are shown in between \( \ell_{\min} \leq \ell \leq \ell_{\max} \) for each \( \alpha \). Values of \( (\ell_{\min}, \ell_{\max}) \) depend on \( \alpha \) and quark's charge in a way that for in small \( \alpha \) they are almost symmetric \( \ell_{\min} \sim -\ell_{\max} \), but increasing \( \alpha \) leads to pushing the \( \ell_{\min} \rightarrow 0 \) and \( \ell_{\max} \rightarrow \infty \) for positive quarks and \( \ell_{\max} \rightarrow 0 \) and \( \ell_{\min} \rightarrow -\infty \) for negative quarks. This feature is due to the magnetic-orbit coupling, i.e. \( e \vec{L} \vec{B} \). Also, values of \( \lambda \) decrease by increasing \( \alpha \). These are very obvious in the Fig. 1. It is worthwhile to mention that the strength of magnetic field is given by the definition \( eB = 2\alpha/R^2 \) with \( R \) set in the Eq. (IV.43)

\[
|eB| = 2\alpha \frac{\alpha}{R^2} = 0.11\alpha m^2, \quad \text{ (IV.45)}
\]

In Fig. 2 we show dimensionless energy levels for massless positively and negatively quarks at zero momentum.

\( ^7 \) We thank M. N. Chernodub for nice discussions on this topic.
We observe that for \( R \Omega = 0 \), these energy levels are negative for each flavor and \( \kappa \) takes the energies of the Eq. (IV.46) to be always non-decreasing energies, while for \( \alpha \) energies for \( \alpha \) behaves in this kind.

These energy levels are

\[
R E^{(f)}_{\lambda \ell n}(\sigma \to 0, p_z \to 0) = -\kappa j R \Omega + \sqrt{4\lambda \alpha |Q_f|}.
\]

(IV.46)

The top panel of Fig. 2 shows the energies for up quark derived from the first \( \lambda \) of the top panel of Fig. 1 at \( R \Omega = 0 \) and the bottom one shows the same quantity for down quark at \( R \Omega = 0 \) derived from the first \( \lambda \) of the bottom plot of the Fig. 1. As it is evident from the Fig. 2 increasing the \( \alpha \) leads to decreasing energies. In Fig. 3, we show the \( R \Omega \) dependence of energies for \( \alpha = 5 \) and \( \alpha = 10 \). The two top plots shows energies for \( \alpha = 5 \) which is derived from the first \( \lambda \) for \( (R \Omega = 0, 0.5, 1) \). The upper(lower) part shows the energy levels for up(down) quarks. The two bottom plots show energy levels for \( \alpha = 10 \) with \( (R \Omega = 0, 0.3, 0.6) \). We observe that for \( \ell \geq 0 \) increasing \( R \Omega \) results in decreasing energies, while for \( \ell \leq -1 \) the opposite case has happened. Also, increasing the \( \alpha \) decreases the energies because \( \lambda \) behaves in this kind.

One of the main results of our paper is to find a non-trivial correlation between the magnetic and rotation field. To have a consistent quantization scheme, we take the energies of the Eq. (IV.46) to be always non-negative for each flavor and \( \kappa = \pm 1 \). We find that by keeping \( \alpha \) fixed and varying the \( R \Omega \) from 0 to 1, it can be found a reasonable region \( 0 \leq R \Omega \leq R \Omega_{\text{Max}} \) in which

\[
\begin{align*}
&\text{FIG. 2. color online. Top panel: energy derived from first root of positive quark for different } \alpha \text{ at } R \Omega = 0. \text{ Bottom panel: the same plot for down quark.} \\
&\text{FIG. 3. color online. Two top panels: energy levels derived from first root for } \alpha = 5 \text{ with } (R \Omega = 0, 0.5, 1). \text{ Upper part shows the up quark and lower part shows the down quark energy levels. Two bottom panel: the same ones for } \alpha = 10 \text{ with } (R \Omega = 0, 0.3, 0.6).}
\end{align*}
\]}
$E_{\lambda,\ell,s}^{(f)} \geq 0$. In the Fig. 4 we sketch this region in terms of $\alpha$. At small $\alpha$ all the physical region $R\Omega_{\text{Max}} = 1$ is accessible, but at the point $\alpha_c = 7$ this $R\Omega_{\text{Max}}$ starts to shrink. At very strong magnetic field, this accessible part reaches to zero and therefore strongly magnetized plasma can not rotate anymore. This result is a clear consequence of the spectral boundary condition.

FIG. 4. color online. $R\Omega_{\text{Max}}$ v.s. $\alpha$. This states that strongly magnetized plasma can not rotate.

Now, we are going to investigate the gap equation at $T = 0$. The effective action in a cold rotating and magnetized plasma is

$$V_{\text{eff}}^{B,\Omega} = \frac{\sigma^2}{2 G} + N_c \sum_{f=u,d} \sum_{\ell=\ell_{\text{min}}} \ell_{\text{max}} \int \frac{dp}{2\pi} f(p, \Lambda, \delta \Lambda) G_{\lambda,\ell,s_f}^{(f)}(X) \epsilon_{\lambda}^{(f)},$$

(IV.47)

with $\epsilon_{\lambda}^{(f)} = \sqrt{p_\perp^2 + \sigma^2 + \frac{\lambda}{R^2} \lambda \alpha |Q_f|}$ and $G_{\lambda,\ell,s_f}(X)$ is defined in Eq. (II.23). Note that $C_{\lambda,\ell} = C_{\lambda,\ell}^{\pm}$ due to the boundary condition (III.42). To smooth out the $p_z$ integration, we introduce the cut-off function as

$$f(p, \Lambda, \delta \Lambda) = \frac{\sinh(\frac{\Lambda}{\delta \Lambda})}{\cosh(\frac{p}{\delta \Lambda}) + \cosh(\frac{\Lambda}{\delta \Lambda})},$$

(IV.48)

and $p \equiv \sqrt{p_\perp^2 + \frac{4}{R^2} \lambda \alpha |Q_f|}$. For the limit $\frac{\delta \Lambda}{\Lambda} \to 0$, the cut-off function tends to the step function.

$$\lim_{\frac{\delta \Lambda}{\Lambda} \to 0} f(p, \Lambda, \delta \Lambda) = \Theta(\Lambda^2 - p^2).$$

(IV.49)

Inserting the step function into the gap equation (IV.47), makes easier the $p_z$ integration and the gap equation $\partial V_{\text{eff}}^{B,\Omega} / \partial \sigma = 0$ results in

$$\sigma \left( 1 - \frac{N_c G}{\pi} \sum_{f=u,d} \sum_{\ell=\ell_{\text{min}}} \ell_{\text{max}} G_{\lambda,\ell,s_f}^{(f)}(X) \tanh^{-1} \left( \frac{\sqrt{\Lambda^2 - \frac{4}{R^2} \lambda \alpha |Q_f|}}{\Lambda^2 + \sigma^2} \right) \Theta(\Lambda^2 - \frac{4}{R^2} \lambda \alpha |Q_f|) \right) = 0.$$

(IV.50)

The trivial solution to this equation is $\sigma = 0$, but it does not lead to symmetry breaking. We find non-trivial solution and solve the latter equation numerically. In the Fig. 5 the non-trivial solution to the gap equation (IV.50) is shown at $\alpha = 7$ for different couplings. As we would expect, increasing the coupling causes to increasing the dynamical mass. In the Fig. 6 it is seen the $\alpha$ dependence of dynamical mass at fixed coupling, $GA^2 = 5$. Near the axis $x = 0$, dynamical masses have no distinct $\alpha$ dependence and rotational magnetic inhibition is excluded [34]. This is because the vorticity vanishes at $T = 0$ gap equations [21, 31]. The condensate falls off near the boundary region, since the condition $\partial_r \sigma \ll \sigma^2$ violates there. In this region chiral condensate grows with $\alpha$ due to the mode accumulation in which the magnetic field is enhanced for larger angular momenta [35, 36]. In Fig. 7 we show another realization of $\alpha$ dependence. The gap equation is solved at $x = 0.1$ for different couplings and $\alpha$. The profile $\sigma(\alpha)$ looks oscillatory at these small magnetic fields around the axis and no definitive conclusion can be made about the magneto or inverse-magneto catalysis.

Critical coupling is very important quantity in the gap equation. By definition, it is the minimum coupling needed to provide a non-trivial solution $\sigma \neq 0$, for

8 We appreciate Xu-Guang Huang because of helpful discussions.
the gap equation. In the Fig. 8 this parameter is plotted against \( \alpha \). We derived it by searching the entire region \( 0 \leq x \leq \alpha \) for each \( \alpha \) and we call the \( G_c \Lambda^2 \) as the minimum value of coupling which gives a solution \( \sigma \neq 0 \) at the very first \( x \). Near the \( \alpha \rightarrow 0 \), it closes to \( G_c \Lambda^2 \approx \frac{2\pi^2}{N_c N_f} \), but increasing the magnetic field turns this coupling to smaller values and at strong magnetized plasma \( G_c \Lambda^2 \rightarrow 0 \) which is a direct sign of the magnetocatalysis.

**B. Results at \( T \neq 0 \) and \( \mu \neq 0 \)**

In curved spaces, temperature has to be defined locally and thermal states are well-defined within the box that metric is flat. So, the notion of global temperature is ambiguous. Red shift equation relates the local (Minkowski) temperature \( T_0 \) to a global temperature \( T(r) \) as follows \[ T(r) = \frac{T_0}{\sqrt{g_{00}(r)}}, \] (IV.51) where \( T_0 \) is the temperature seen by a local rest frame observer when \( \sqrt{g_{00}(r)} \rightarrow 1 \), while \( T(r) \) is the temperature seen by an accelerated observer. We infer from Eq. (IV.51) that at very high gravity points, i.e. \( g_{00}(r) \rightarrow 0 \) accelerated observer sees a high temperature medium \( T(r) \rightarrow \infty \), while in low gravity points when \( g_{00}(r) \rightarrow \infty \) the medium seems to be cold, \( T(r) \rightarrow 0 \). For rotating plasma according to the Eq. (III.24), \( T(r) = T_0/\sqrt{1-r^2\Omega^2} \) and therefore, if \( r\Omega \rightarrow 0 \) then \( T(r) \rightarrow T_0 \). To this reason, we solve the gap equation at points close to the axis which is \( x = 0.1 \).

Effective action at \( T \neq 0 \) for rotating and magnetized plasma with \( N_f \) flavors and \( N_c \) colors is given by the Eq. (II.23). Hence, the non-trivial solution to the gap equation comes from the solutions of the following relation
\[ 1 + N_c G \sum_{f=u,d} \sum_{\ell=\epsilon_{\min}}^{\epsilon_{\max}} \sum_{\lambda} \int \frac{dp}{2\pi} \frac{1}{\epsilon_{\lambda}^{(f)}} S_{\chi,\ell}^{(f)}(x) \left( f_{FD}(E_{\chi,\ell,-} + \mu) + f_{FD}(E_{\chi,\ell,+} - \mu) - 1 \right) = 0, \]

where the Fermi-Dirac distribution is

\[ f_{FD}(\varepsilon) = \frac{1}{1 + e^{\beta \varepsilon}}. \]  

We solve the gap equation (IV.52) for the chiral field \( \sigma \) by keeping fixed \( (\alpha, R\Omega, T, \mu, G, x) \) and results are shown in Fig. 9. All the plots of this subsection are sketched at \( GD^2 = 5 \) and \( x = 0.1 \). The two top plots display non-trivial solution for \( \mu = 0 \) and \( \mu = 200 \text{MeV} \) at \( R\Omega = 0 \) from up to down and the bottom two plots show similar solution for \( \mu = 0 \) and \( \mu = 200 \text{MeV} \) at \( R\Omega = 0.4 \). In each plot different colors correspond to different \( (\alpha = 1, 3, 5, 7, 10) \). Increasing temperature leads to decreasing the mass and at a critical point \( \sigma(T_c) \to 0 \). Value of this critical point depends on \( (\mu, \alpha, R\Omega) \) and we will discuss it later. A similar pattern of the \( \sigma(\alpha) \) exist for the rest diagrams of the Fig. 9. It seems that \( \sigma(\alpha) \) is a decreasing function for \( 1 \leq \alpha \leq 7 \) and elsewhere it increases.

In the Fig. 10 we show \( \sigma(T) \) for \( \alpha = 7 \) and \( \alpha = 10 \) which magenta(red) color shows the \( \mu = 0(\mu = 200) \) solutions. Top plots indicate solution for \( \alpha = 7 \) and bottom plots display the dynamical mass for \( \alpha = 10 \). Likewise, the left part belongs to \( R\Omega = 0.4 \) and the right part belongs to \( R\Omega = 0.6 \). As we would expect, increasing the chemical potential decreases the dynamical mass that is a common feature in all NJL model calculations of phase diagrams.

By definition, the critical point is a point of which \( \sigma(T_c) \to 0 \), i.e. the chiral symmetry is restored. However, the kind of phase transition is important. There are many ways to describe the order of phase transition. The regular way is to look for the derivatives of effective action with respect to the order parameter. If \( n^{th} \) derivative of effective action would have singularity, it is the so called \( n^{th} \)-order phase transition. Another way is to explore the behavior of dynamical mass. If phase transition is of second order, the trivial solution is the only one to the gap equation (IV.52) at \( T \geq T_c \) and chiral symmetry is restored. If the kind of phase transition is of first order, at critical point there is at least two solutions to the gap equation (IV.52) besides the trivial one. In this kind, all the solutions have identical effective action and the system lives in a mixed state 41. Also, we can identify the first-order transition with a jump in the dynamical mass profile 42.

In the NJL and dense effective models at low densities we get second order phase transition, while at high densities we have first-order ones. The joining point of these two section is CEP and it defines the changing of phase transition pattern. In the current paper, we are able to derive the location of CEP analytically and its derivation works as follows. As we already discussed, at critical point of first-order there are many solutions to the gap equation and they are equivalent in the effective action. You may assume that \( \sigma_n = (\sigma_1, \sigma_2, \ldots, \sigma_N) \) is the set of ground state and its members are the solutions of the gap equation \( \partial V_{\text{eff}} / \partial \sigma_i = 0 \). Expansion of the effective action around each member is

\[ V_{\text{eff}}(\sigma_i + \delta \sigma_i) = V_{\text{eff}}(\sigma_i) + \frac{\delta \sigma_i^2}{2} \left. \frac{\partial^2 V_{\text{eff}}}{\partial \sigma^2} \right|_{\sigma = \sigma_i} + \ldots. \]

Since all the \( \sigma \) have similar effective action, solving \( \partial^2 V_{\text{eff}} / \partial \sigma^2 = 0 \) in addition to the \( \partial V_{\text{eff}} / \partial \sigma_i = 0 \) can locate the position of CEP. Basically, the CEP is the first point in phase diagram which meet this cut. Here, we give an example to show how this mechanism works. In the normal NJL model with the effective action given in the Eq. (II.15) these two equations are given by

\[ \frac{\partial V_{\text{eff}}}{\partial \sigma} = \sigma + \frac{N_c N_f G}{\pi^2} \int_0^\Lambda p^2 dp \frac{\sigma}{E_0} (f_{FD}(E_0 + \mu) + f_{FD}(E_0 - \mu) - 1) = 0, \]

\[ \frac{\partial^2 V_{\text{eff}}}{\partial \sigma^2} = 1 + \frac{N_c N_f G}{\pi^2} \int_0^\Lambda p^2 dp \frac{\partial}{\partial \sigma} \left( \frac{\sigma}{E_0} (f_{FD}(E_0 + \mu) + f_{FD}(E_0 - \mu) - 1) \right) = 0. \]

The latter equations are identical to the previous methods to find the CEP 43. We are able to reproduce
FIG. 9. color online. Dynamical mass $\sigma(T)$ for different $\alpha$ at different situations. Two top plots indicate non-zero mass solution for $\mu = 0$ and $\mu = 200\text{MeV}$ at $R\Omega = 0$. Right plots show the similar plot for $\mu = 200$ at $(R\Omega = 0, 0.2, 0.4)$ from top to bottom. In each plot different colors stand for corresponding $\alpha$. The interval $0 \leq T \leq 50$ is magnified in the middle plots.

FIG. 10. color online. Dynamical mass $\sigma(T)$ $T$ for different vorticities $(R\Omega = 0, 0.2, 0.4, 0.6, 0.8, 1)$ shown with their corresponding colors. The inside plots show magnified the interval $0 \leq T \leq 50$.

the normal NJL phase diagram by solving this method. Indeed, the second derivative give the susceptibility of the QM and its vanishing states the divergence of susceptibility around the first-order points.

In Fig. 12 we sketch $T_c(\mu)$ for different $\alpha$ and $R\Omega$. Solid(dashed) lines define the first(second) order phase transitions. Their joining, which is the CEP, is marked with a star symbol. Top-left plot represents $\alpha = 1$ at different $(R\Omega = 0, 0.4, 0.6, 0.8, 1)$, top-right plot shows $\alpha = 5$ at different $(R\Omega = 0, 0.4, 0.6, 0.8, 1)$, bottom-left plot indicates $\alpha = 7$ at different $(R\Omega = 0, 0.4, 0.6, 0.8)$ and bottom-right plot shows $\alpha = 10$ at different $(R\Omega = 0, 0.4, 0.6)$. We should study the phase diagrams by considering the correlation between magnetic and rotation fields shown in the Fig. 11. That is why we show $\alpha = 10$ up to $R\Omega = 0.6$, because in this magnetic field strength $R\Omega_{\text{Max}} = 0.68$. To illuminate our results, we fit precisely the transition points of the Fig. 12 to the following function

$$T_c(\mu) = T_c^0 \left(1 - \kappa_2 \left(\frac{\mu}{T_c^0}\right)^2 - \kappa_4 \left(\frac{\mu}{T_c^0}\right)^4\right). \quad (\text{IV.55})$$

The parameters $(T_c^0, \kappa_2, \kappa_4)$ are given in the Appendix. 

A for each $\alpha$ and $R\Omega$. Although, our model is very different from the Lattice models, they are comparable and could hint us to see how the QM behaves under the
rotation and magnetic field and what would we expect from other numerical methods \[55\]. Compared to the normal Lattice models (no rotation or magnetic fields), we find that the curvature of the phase diagram $\kappa_2$ is enhanced. The $\kappa_2$ decreases by increasing the $R\Omega$ and $\alpha$.

We infer the inverse-rotational catalysis of these plots because increasing the $R\Omega$ causes decreasing $T_c(\mu)$. This property is very obvious in Fig. \[13\]. In this figure, we demonstrate $T_{\text{CEP}}(R\Omega)$ for different $\alpha$. As it is shown, the magnetic field has a complex impact on the phase diagram. We see inverse-magneto catalysis until a point $R\Omega \sim 0.39$, which means that increasing $\alpha$ leads to decreasing $T_c$, while for $R\Omega > 0.39$ we see the magneto-catalysis. This pattern is valid up to $\alpha = 7$ and for larger values of magnetic field it seems magneto-catalysis to happen everywhere. Generally, magneto-catalysis is the dominant picture at large $R\Omega$. We can also express these results from the numbers given in the table \[11\] to table \[V\] of the App. \[A\]. In the Fig. \[14\] we demonstrate $T_c(R\Omega)$ at $\alpha = 7$ for different chemical potentials. Types of the lines and stars are similar to the Fig. \[12\].

For $\mu < \mu_1 = 244.932$ phase transition is second order everywhere in $0 \leq R\Omega \leq 1$, but at the point $\mu_1$ phase diagram starts to get some first-order transition points. Increasing the chemical potential covers more points in the $T_c(R\Omega)$ plot to become first order and finally in the point $\mu_0 = 248.012$ all the points in $0 \leq R\Omega \leq 1$ possess first-order transition. For $\mu > \mu_0$ the phase transition is always first order in the $R\Omega$ direction. This kind of interplay between the chemical potential and $R\Omega$ in the $T_c(R\Omega)$ plots, is observed everywhere in $0 \leq \alpha \leq 10$. Likewise, the point that faster plasma changes sooner to become first-order, is definable within the inverse-rotational catalysis scenario. The Fig. \[15\] shows $\alpha$ dependence in $T_c(R\Omega)$ plots. Top-right, top-left and bottom plots indicate ($R\Omega = 0, 0.4, 0.6$), respectively and different colors in each plot belong to ($\alpha = 1, 5, 7, 10$) as it is shown. The inside plots show magnified points of plots in $0 \leq \mu \leq 50$. We observe that for $0 \leq R\Omega \leq 0.39$ the dominant picture is inverse-magneto catalysis, while in faster plasma $R\Omega \geq 0.4$ the magneto-catalysis scenario is seen. This picture is valid up to $\alpha_c = 7$. For larger magnetic field we see the magneto-catalysis everywhere. Results of this figure are in complete agreement with the Fig. \[13\].

\section{Conclusion}

Studying the phase diagrams of QM in presence of the rotation and magnetic field is of great importance in today’s high-energy research. Either of the magnetic or rotation fields has its special non-trivial effects on the evolution of QGP and they can reveal many facts about the behavior of QGP under these extreme circumstances. In this work, we examine the chiral symmetry
FIG. 12. color online. Phase diagram $T_c(\mu)$ in different cases. Solid(dashed) lines represent the first(second) order phase transitions. The very top is for $\alpha = 1$, the next top is for $\alpha = 5$, the third-top plot is for $\alpha = 7$ and the very bottom is for $\alpha = 10$. In each plot, the $R\Omega$ dependence is shown by different colors. For $\alpha = 10$, plots are sketched until $R\Omega = 0.6$ because $R\Omega_{\text{Max}} = 0.68$.

FIG. 13. color online. Temperature of CEP as a function of $R\Omega$ for different $\alpha$. Dashed line shows the $R\Omega_{\text{Max}}$ of $\alpha = 10$.

FIG. 14. color online. Phase diagram $T_c(R\Omega)$ for $\alpha = 7$ at different $\mu$. Solid(dashed) lines illustrate first(second) order phase transitions. Star marks indicate the location of CEP at each $\mu$.

restoration/breaking of a QM with $N_f = 2$ and $N_c = 3$ within the effective NJL model accompanied by constant magnetic and rotation fields. Utilizing the Ritus method has enabled us to present a master formula for the in-medium effective action of "$\sigma$" field in curved spaces. In this regard, we gave some examples to clarify our framework and showed how it works in different situations. Likewise, we used the Ritus method to solve the Dirac equation in the constantly rotating and magnetized plasma. We identified the energy eigenvalues along with the generalized Landau levels and to have a good quantization pattern, we take the positive energies. We imposed the spectral boundary condition and the profile of Landau levels as well as energy levels are sketched in terms of orbital number $\ell$ for different $\alpha$. The very important result is the correlation between the magnetic and rotation fields and we concluded that strongly magnetized plasma is not able to rotate. The critical coupling needed to provide a non-trivial solution to the gap equation decreases by increasing $\alpha$ and it closes to the normal NJL value $G_c \Lambda^2 = \frac{4\pi^2}{N_c N_f}$ at small $\alpha$. 
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which is nothing but the inverse-rotational catalysis. However, we didn’t see rotational-magnetic inhibition. Nevertheless, the interplay between the chemical potential, magnetic and surface-magnetic catalysis. At finite temperature, the α near the boundary the chiral condensate grows with cations. Since vorticity disappears at T = 0 near the axis we didn’t see rotational-magnetic inhibition. However, near the boundary the chiral condensate grows with α because of the mode accumulation and this confirms the surface-magnetic catalysis. At finite temperature, the interplay between the chemical potential, magnetic and rotation fields makes the phase diagrams to be more complicated. Tc always decreases by increasing the RΩ which is nothing but the inverse-rotational catalysis. But Tc(α) is more complex in which for less rotating plasma (0 ≤ RΩ ≤ 0.38) Tc decreases by increasing α-the inverse-magneto catalysis-, while in fast rotating plasma (0.38 < RΩ ≤ 1) Tc increases by increasing the α—the magneto catalysis-. Points of the phase diagrams are fitted to the polynomial function and we discover that the magnetic and rotation fields try to increase the curvature of the phase diagrams. This curvature decreases by increasing α and RΩ. The position of CEP is found exactly by solving the gap equation and its derivatives, simultaneously. The Tc always decrease by increasing the RΩ and at each fixed µ, the dTc/∂RΩ is larger for smaller α.

Following the current paper, we can extend it to more cases. We study the chiral symmetry dynamics, but an interesting topic is confinement/deconfinement phase transition in presence of constant magnetic and rotation fields. Also, the results of this work can be more investigated within the other effective models such as quark-hadron models to see whether they change. Including the strange quarks into the effective models is also very interesting. Spectrum of mesons in the constant rotation and magnetic field deserves an independent study.
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**Appendix A Parameters of fit**

The parameters of the fit equation (IV.55) are shown below for each α and RΩ

| RΩ | Tc^α | κ_2 | κ_4 |
|----|------|-----|-----|
| 0  | 197.985 | 0.174 | 0.074 |
| 0.4| 196.365 | 0.169 | 0.08 |
| 0.6| 194.398 | 0.166 | 0.083 |
| 0.8| 191.59 | 0.161 | 0.089 |
| 1  | 187.395 | 0.155 | 0.096 |

**TABLE II. Parameters of fit for α = 1.**

| RΩ | Tc^α | κ_2 | κ_4 |
|----|------|-----|-----|
| 0  | 194.445 | 0.106 | 0.122 |
| 0.4| 194.055 | 0.105 | 0.124 |
| 0.6| 193.524 | 0.101 | 0.127 |
| 0.8| 192.929 | 0.1 | 0.128 |
| 1  | 192.194 | 0.1 | 0.13 |

**TABLE III. Parameters of fit for α = 5.**

| RΩ | Tc^α | κ_2 | κ_4 |
|----|------|-----|-----|
| 0  | 193.917 | 0.106 | 0.122 |
| 0.4| 193.598 | 0.104 | 0.124 |
| 0.6| 193.189 | 0.1 | 0.127 |
| 0.8| 192.817 | 0.102 | 0.126 |
| 1  | 192.396 | 0.107 | 0.125 |

**TABLE IV. Parameters of fit for α = 7.**

| RΩ | Tc^α | κ_2 | κ_4 |
|----|------|-----|-----|
| 0  | 194.199 | 0.106 | 0.123 |
| 0.4| 193.931 | 0.104 | 0.125 |
| 0.6| 193.632 | 0.102 | 0.127 |

**TABLE V. Parameters of fit for α = 10.**
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