Abstract—In multiobjective evolutionary neural architecture search (NAS), existing predictor-based methods commonly suffer from the rank disorder issue that a candidate high-performance architecture may have a poor ranking compared with the worse architecture in terms of the trained predictor. To alleviate the above issue, we aim to train a Pareto-wise end-to-end ranking classifier to simplify the architecture search process by transforming the complex multiobjective NAS task into a simple classification task. To this end, a classifier-based Pareto evolution approach is proposed, where an online classifier is trained to directly predict the dominance relationship between the candidate and reference architectures. Besides, an adaptive clustering method is designed to select reference architectures for the classifier, and an α-domination-assisted approach is developed to address the imbalance issue of positive and negative samples. The proposed approach is compared with a number of state-of-the-art NAS methods on widely used test datasets, and computation results show that the proposed approach is able to alleviate the rank disorder issue and outperforms other methods. Especially, the proposed method is able to find a set of promising network architectures with different model sizes ranging from 2M to 5M under diverse objectives and constraints.
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I. INTRODUCTION

NEURAL architecture search (NAS) is known as an effective way to automate the design of task-specific neural network architectures, instead of designing handcrafted DNNs based on extensive human expertise [1], [2], [3], [4]. It has been demonstrated that NAS can not only achieve competitive DNN architectures as human experts do but also discover new state-of-the-art architectures [3], [4].

Starting from Google Brain’s NAS [5], the development of NAS has experienced two stages [6]. The early stage has seen the development of NAS based on training-from-scratch [7], [8], [9], such as NASNet [10] and NAS-reinforcement learning (RL) [5]. They are nevertheless time-consuming and computationally expensive [11]. For example, NASNet [10] has to consume 32 400–43 200 GPU hours for the training on a common dataset like CIFAR-10. In the current stage, one-shot NAS methods based on weight sharing [4], [12], [13], [14], [15], [16] are prevalent. That is, the parameters of candidate architectures are directly inherited from a supernet. In this way, we only need to train the supernet so that the performance evaluation can be significantly speeded up [17], [18]. For example, Sinha et al. [19] improved the weight-sharing approach with a new decoding technique of the architecture parameters, which can divert more gradient information for the given architectures, so that the predictive capability of the given architectures is enhanced by this way. Overall, the existing NAS approaches can be roughly divided into EA-based [20], RL-based [21], gradient-based [14], Bayesian-based [22], [23], and local/random search-based [16] classes.

From the perspective of multiobjective optimization, NAS is a complex multiobjective optimization problem, which involves conflicting multiple objectives (e.g., accuracy, floating-point operations per second (FLOPs), energy, and latency) [5], [12], [17], and computationally expensive architecture evaluation [13], [17], [24]. To solve the multiobjective NAS, a variety of evolutionary algorithms NAS (ENAS) methods have been developed [25], [26], [27], [28], [29]. For example, Lu et al. [29] presented NSGANetV1, one of the most representative multiobjective methods to optimize CNN architectures, where the classification performance and FLOPs are taken as two conflicting objectives. In this study, they used the Bayesian models and downsampling architectures to improve the computational efficiency. In addition, Dudziak et al. [30] aimed to find the hardware-aware architectures by optimizing two objectives (i.e., latency and accuracy), where the latency...
is replaced by a graph convolutional network (GCN)-based latency predictor. In contrast to the conventional RL [5], [12], and gradient algorithms [14], [31] driven methods, ENAS methods [20], [25], [26], [32] are free from the gradient information of the objectives and they are insensitive to the discontinuity and nondifferentiability of the objectives [5], [10], [33], [34].

The popular way of existing ENAS methods is to utilize performance predictors to predict the performance value of each candidate, which can largely save the expensive costs of architecture evaluation. For example, PRE-NAS [35] selected a small amount of representative architectures as the training samples for the online accuracy predictor, where the representative architectures were evaluated by high-fidelity weight inheritance during the evolutionary search. The effectiveness of such strategy has been fully demonstrated in the extended work of PRE-NAS [36]. Typically, they follow the same procedures: 1) train a high-accurate surrogate (e.g., regression model) based on a set of well-trained architectures; 2) predict the numerical value of the accuracy of a candidate architecture; and 3) determine the optimal solutions according to the numerical values of multiple objectives. However, these procedures easily bear the rank disorder issue [3] that a candidate architecture with high performance may have a poor ranking compared with the worse architecture according to the trained predictor. The reasons are as follows.

1) The surrogate model fitting the loss function (e.g., MSE) may easily lead to the rank disorder issue [17], [24]. Taking MSE as an example, we compare two architectures A and B, whose ground-truth accuracy is 0.8 and 0.9, respectively. Due to the squared residuals [3], we may get a reasonable result from the model that the predicted accuracy of them can be 0.85 for A and 0.84 for B. Thereby, A with higher prediction accuracy will be selected although B is better in practice. Consequently, the search can be misled by the solutions with low accuracy but they are mispredicted with high accuracy.

2) The limited computing resources or expensive evaluations make the rank disorder issue even worse during the architecture search [14], [37]. The reason is that a highly accurate regression model is difficult to get under the limit of training samples, so that inaccurate performance evaluations will be performed and further deteriorate the rank disorder issue. Once the rank disorder issue occurs, the Pareto dominance relationship tends to be ineffective, especially when the number of objectives increases [17], [38].

To alleviate the rank disorder issue and build a robust surrogate model under the limited amount of computing resources, we are inspired by the ordinal optimization theory [39] and come up with an idea, only qualitatively determining the architectures whether they are good or not, instead of quantificationally comparing them with the predicted objective values or performance indicators. In fact, our idea is in accord with the end-to-end nature of ENAS. That is, the essential goal of the search in ENAS is to select a number of promising architectures with good performance into the next-round evolution during the environmental selection.

Accordingly, we propose a comparator-based Pareto evolution approach for NAS (CENAS), where an online Pareto-wise end-to-end ranking classifier is learned to recognize optimal architectures in the multiobjective search. Such classifier can predict the dominant relationship between the candidate architecture and the reference architectures selected by an adaptive clustering method. In other words, the candidate architectures are classified into good and poor classes, where the good architectures either can dominate or are nondominant with the reference ones, and the poor ones are dominated by the references. To avoid the class imbalance problem, we design an α-dominance evaluation method to enhance the classification accuracy by regulating the rate between the candidate architectures in good class and poor class.

The main contributions of this article include the following.

1) The Pareto-wise end-to-end ranking classifier is designed to transform a complex multiobjective NAS task into a simple Pareto-dominance classification task. Such an ordinal optimization-based classifier can effectively alleviate the problem of rank disorder in environmental selection. This is the first attempt to utilize the Pareto dominance classification concept to simplify the search process of NAS.

2) The classifier-based Pareto evolution framework is devised, with the aim of enhancing the efficiency and effectiveness of NAS. In addition, two adaptive schemes are designed to ensure the reliability of the classifier during the evolutionary process. The one is to select reference architectures for the designed classification, while the other is to eliminate the class imbalance issue by α-dominance evaluation.

3) The experimental results demonstrate the practicality and scalability of the proposed framework on multiple widely used datasets and achieve cutting-edge results in various critical performance metrics (especially search efficiency). Besides, we further show the performance of the proposed method on photovoltaic cell and achieves the best-known results.

The remainder of this article is organized as follows. Section II presents the motivation. Section III details the proposed CENAS. In Section IV, we present the experimental settings and comparative results between CENAS and other state-of-the-art approaches. Finally, the conclusions and future directions are drawn in Section V.

II. Motivation

Existing ENAS methods based on performance predictors easily suffer from the rank disorder issue that a candidate high-performance architecture may have a poor ranking compared with the worse architecture. The reasons are as follows. First, the commonly used regression model fitting the loss function is to minimize the MSE, which may easily result in the rank disorder issue [3]. Due to the squared residuals, the predicted order of the candidate architectures is inconsistent with the real scenario, which ultimately misleads the search
of ENAS. Unfortunately, it is not just the case for MSE but other loss functions such as cross-entropy. Second, the limited computing resources or expensive evaluations make the rank disorder issue even worse. During the ENAS, we cannot provide with large numbers of architectures for model training. It is inevitable that inaccurate regression models will be achieved, which may present misleading predictions or evaluations. This is more serious when the number of objectives increases [17].

Therefore, how to alleviate the rank disorder issue under the limited amount of computing resources is the key of ENAS methods to effectively and efficiently to choose the architectures with competitive performance during the environmental selection. We have found that the performance of EA-based NAS methods can be enhanced if the candidate architectures can be properly classified into “good” and “poor” classes. To this end, we will borrow the idea of ordinal optimization theory [39] to build an end-to-end Pareto classifier to transform the complex multiobjective NAS into a simple Pareto-dominance classification task. There are two basic principles of the ordinal optimization theory.

Claim 1: “Order is easier than value” [39]. That is, it is easier to determine whether \( A > B \) than to determine \( A - B = ? \) (or \( A = ? \) and \( B = ? \)). Different from other approaches that predict the accuracy of an architecture (i.e., the value), we focus on whether the architecture is good enough to survive into the next evolution (i.e., the order). This way can simplify the search process and enhance the search efficiency.

Claim 2: “Nothing but the best is very costly” [39]. Finding the “best” architecture in each generation requires a ranking based on model accuracy, which is expensive through accuracy predictor since a large number of training samples are required to train the complex model to fit architecture and accuracy mapping function. Instead of finding the “best” architectures, training a simple classifier to identify whether an architecture is “good” or “bad” may largely reduce the computational cost.

Recent work [40] learned a neural architecture comparator to measure the superiority and inferiority of different architectures in terms of their accuracy. However, this study focuses on the comparison of their accuracy between different architectures so that this research cannot be directly extended to the multiobjective NAS. In handling multiobjective optimization, Pan et al. [38] fit the expensive objectives with the computationally cheap surrogate models and replaced the Pareto dominance relationship with a classification surrogate model to predict a candidate solution whether it is dominated or nondominated. Huang and Gong [41] transformed a complex multiobjective task into a binary classification task and achieved promising experimental results, where the contrastive learning model was used to identify the dominant relationship between the two solutions. Inspired by the study [38], [41], we can extend the idea of classification-assisted multiobjective optimization to handle NAS.

III. PROPOSED METHOD

A. Main Framework

Following the conventional framework of multiobjective optimization [42], the main framework of CENAS is shown in Fig. 1. In order to alleviate the rank disorder issue and build a robust surrogate model under the limited amount of computing resources, we train an online Pareto-wise end-to-end ranking classifier on the basis of a constructed archive, where the candidate architectures are classified into “good” or “poor” classes. As a result, it enables the environmental selection to select competitive candidate architectures without true evaluation either on real objectives or surrogates of objectives. In other words, a complex multiobjective NAS task is transformed into a simple Pareto-dominance classification task. In addition, the complexity of the algorithm is provided from time and space perspectives in Section X of the Supplementary material. The pseudocode of the proposed CENAS is presented in Algorithm 1 and the main steps are as follows.

1) Initialization (Lines 1–4 of Algorithm 1): Following the encoding of the search space (in Section III-C), a population with \( N \) architectures (subnets) is initialized by uniform sampling [34], in which each possible operation is trained by the supernet with the same probability (1/8) \(^1\) [20]. Then, the subnets are evaluated on the validation set with respect to their objectives, where their corresponding weights are inherited from the supernet (in line 2). \(^2\) In the initialization stage, the labels of the population (\( P \)) are marked on the basis of \( F \)

\[ P = A \cup B \]

\[ A = \{ x | x \text{ is good} \} \]

\[ B = \{ x | x \text{ is bad} \} \]

2) Training (Line 5 of Algorithm 1): The training process is divided into two steps: 1) inheriting weights from supernet and 2) fine-tuning the architecture to obtain accuracy.

\[^1\] There are eight operations in this study, which are introduced in Table S1 of Section V of the Supplementary material. In addition, the number of operations and the types of operations are discussed in Section VIII of the Supplementary material.

\[^2\] In traditional one-shot methods, it is known that the one-shot model itself is not very reliable in terms of predicting true performance. In contrast, the performance evaluations of candidate architectures in our approach are divided into two stages: 1) inheriting weights from supernet and 2) fine-tuning the architecture to obtain accuracy. In this way, we can obtain their true performance under a small computational overhead.
Algorithm 1: Main Framework of CENAS

\textbf{Input :} \(N\): population size, \(T\): number of iterations, \(S_w\): supernet, \(Th_{AUC}\): predefined \(AUC\) threshold, \(S_i\): number of sampling.

\textbf{Output:} \(Arc\): promising archive.

1. \(P \leftarrow\) initialize a population of size \(N\);
2. \(P \leftarrow\) evaluate \(P\) on validation set based on \(S_w\);
3. \(L_q \leftarrow\) mark the labels for \(P\) on the basis of \(F\);
4. \(t \leftarrow 0\), \(Arc \leftarrow P\), \(Q \leftarrow \emptyset\);
5. \(\text{while} \ t < \ T \ \text{do}\)
   6. \(S_R \leftarrow\) Select-Reference \((P)\);
   7. \(\text{// Classifier updating and validation.}\)
   8. \(Sc \leftarrow\) Classification-Label \((S_R, Arc)\);
   9. \([D_{train}, D_{val}] \leftarrow\) Data-Division \((Arc, Sc)\);
   10. \(\text{// Classifier updating and validation.}\)
   11. \(ARC \leftarrow\) Train-Ensemble \((D_{train})\);
   12. \(\text{// Classifier-assisted environmental selection.}\)
   13. \(Q \leftarrow\) Reproduction \((P \cup S_R)\);
   14. \(P \leftarrow\) CESelection \((Classifier, Q, P, AUC, Th_{AUC})\);
   15. \(\text{if} \ C \leq 3 \ \text{then}\)
      16. \(\text{// the center is selected as the reference point.}\)
      17. \(S_R \leftarrow C_i\);
      18. \(\text{else}\)
      19. \(B_i \leftarrow\) two solutions with the maximum acute angle in \(C_i\);
      20. \(\text{// the center is selected as the reference point.}\)
      21. \(S_R \leftarrow S_R \cup B_i\);
      22. \(\text{end}\)
   23. \(t \leftarrow t + 1\);
24. \(\text{end}\)

\(\text{Return} \ Arc;\)

\(\text{Input \#3}\), where 50% of the population with higher accuracy is marked as “good” and the rest as “poor.” Some other parameters are initialized in line 4.

2) Selection of Reference Points (Line 6 of Algorithm 1): This step is to select a number of reference architectures \(S_R\) from population \(P\) to construct the classification boundary. To this end, we develop an angle-based clustering strategy to select a set of reference points with the aim of adapting to the shape of the Pareto front. In addition, we utilize a relaxed dominance strategy to adaptively regulate the rate of samples in class 1 (“good”) and class 2 (“poor”), which will eliminate the class imbalance problem. The details of this step are shown in Algorithm 2.

3) Classifier Updating and Validation (Lines 7–10 of Algorithm 1): On the basis of the classification boundary, the architectures in the archive are categorized into class 1 and class 2 and saved in \(S_c\) in line 7 (detailed in Algorithm 3). Then, \(S_c\) is divided into the training and validation data sets in line 8 (detailed in Algorithm 4), which are used for the training and validation of the proposed classifier, respectively, (in lines 9 and 10). In line 10, \(AUC\) defined in (5) indicates the reliability of a classifier, where the classifier is an ensemble of support vector machines (SVMs), termed as ensemble of SVM (ESVM) (see Algorithm 5).

4) Classifier-Assisted Environmental Selection (Lines 11 and 12 of Algorithm 1): In line 11, reproduction operators are first performed on the parent solution set \((P \cup S_R)\) to create an offspring solution set \((Q)\). Then, elite architectures are selected from the solution set by the proposed classifier and saved into \(P\) as the parent solution set for the next generation in line 12 (detailed in Algorithm 6), where the offspring solutions \((Q)\) are evaluated with the supernet.

The key components of CENAS are detailed in the following sections.

B. Search Space Encoding

Following [14] and [20], the search space in this study is based on cells, i.e., normal and reduction cells. The normal cells preserve the input spatial size, while the reduction cells reduce the input spatial size. Aiming to find the suitable architectures inside the cells, we use densely connected-like cells.

The search space has a fixed outer structure as shown in Fig. 2 (Top): stacking cells in a feedforward way. An example of the densely connection is shown in Fig. 2 (Bottom). Each cell has a direct input [6] from the previous cell and some skip inputs [6] from the cells via skip operations (\(\text{Skip}_1\) or/and \(\text{Skip}_2\)). Specifically, \(\text{Skip}_1\) is either to connect two normal cells in the normal cell group or to link the normal cell and adjacent reduction cell. In contrast, \(\text{Skip}_2\) is to connect two normal cells from different normal cell groups via downsampling operation (or a pooling operation).
For each cell, it has seven hidden states (or nodes), i.e., two input, four intermediate, and one output hidden state. Specifically, the input hidden states are the direct input and skip input, and the output hidden state can receive the output of any of the hidden states. Very first cell takes two copies of the direct input as the input hidden states for consistency. An example of the encoding matrix to represent the above cell.

During the encoding of a cell, except the input hidden states (i.e., 0 and 1) and the output hidden state (i.e., 6), all the other hidden states need to be encoded. Fig. 6 (Bottom) is an example of the encoding matrix. The first two columns of the matrix represent the hidden states 2, which can be decoded in Fig. 3 (Left). Specifically, 0 and 1 mean the input hidden states. OP1 and OP2 are the operations of Max 3 × 3 and Conv 3 × 3, respectively. The hidden state 2 is formed by six randomly selected reference points, while the boundary of plot (a) is formed by six randomly selected reference points from two segments of the front.

**C. Selection of Reference Points**

In order to build a robust ranking classifier to detect the candidate architectures whether they are “good” or not from different regions of the Pareto front, we have to appropriately choose a number of well-distributed reference architectures as the classification boundary. An example is given in Fig. 4. On the basis of the classification boundary in plot Fig. 4(a), $s_1$–$s_3$ belong to the good class, while the rest to the poor class. Apparently, the trained classifier may be biased, and the architectures, such as $s_4$ and $s_5$, are misclassified. In contrast, the classification based on the boundary in plot Fig. 4(b) shows better performance, which is able to reflect the distribution of the architectures.

According to the above analysis, we have designed an adaptive clustering-based approach to get set of well-distributed representative reference points as the classification boundary. The pseudocode of the approach is given in Algorithm 2, and the main steps are described as follows.

1) **Nondomination Sorting (Line 1 of Algorithm 2):** A number of nondominated fronts ($PF_1$, $PF_2$, ... ) are obtained via the conventional nondominated sorting [42] on the population from scratch [43], where the solutions in each front are nondominated with each other. The nondominated sorting is introduced in Section I of the Supplementary material.

2) **Angle-Based Clustering (Line 2 of Algorithm 2):** In this step, the first front ($PF_1$) is grouped into a set of clusters ($C$)
by the proposed angle-based-clustering. Here, the proposed clustering aims to find solutions with high similarities in the first front into the same cluster, and the clustering is based on the hierarchical clustering algorithm (HCA) [44]. Notably, we use the angle-based distances between intraclass samples [in (1)] rather than the Euclidean distances for the evaluation of the similarity between the samples. The advantage is that there is no need to preset the number of clusters and hold the assumption of a normal distribution of data. More details of HCA are given in Section II of the Supplementary material.

The similarity between the two architectures can be measured by their acute angle

$$\text{angle}(X, Y) = \left| \frac{\sum_{i=1}^{m}(X_i \times Y_i)}{\sqrt{\sum_{i=1}^{m}(X_i)^2} \times \sqrt{\sum_{i=1}^{m}(Y_i)^2}} \right|$$  \hspace{1cm} (1)

where $m$ is the number of objectives. $X$ and $Y$ are two vectors of objective values, and $X_i$ and $Y_i$ denote their $i$th objective values, respectively.

Following the above clustering, we can obtain a cluster set $C = \{C_1, C_2, \ldots, C_k\}$, where $k$ is the number of clusters and adaptively determined by the clustering.

3) Selection (Lines 3–12 of Algorithm 2): After the clustering, we can get the center and boundary points of each cluster, in order to acquire a number of reference points from these clusters. The details are as follows.

After objective normalization, we compute the cluster center by averaging the objective values of the solutions in the corresponding cluster

$$\bar{c}_i = \left( \frac{\sum_{j=1}^{N_c}|f_1(x_j)|}{|C_i|}, \ldots, \frac{\sum_{j=1}^{N_c}|f_m(x_j)|}{|C_i|} \right)$$  \hspace{1cm} (2)

where $\bar{c}_i$ is the center of cluster $C_i$.

Once the cluster centers are determined, we can calculate the acute angle between each pair of solutions in the cluster. Then, the two solutions with the maximum acute angle are selected as the boundary points of the cluster.

Based on the number ($|C_i|$) of solutions in a cluster $C_i$, we have two cases for the selection of reference points from the cluster where $N_c$ is a threshold.

1) Case 1: If $|C_i| \leq N_c$, then add the cluster center into the set of reference points.
2) Case 2: If $|C_i| > N_c$, then add the center and two boundary solutions into the set of reference points.

Following the above procedures, we can get a set of effective reference points.

D. Classifier Updating and Validation

To reduce the high computation cost of the subnet evaluations under multiple objectives, we construct an online Pareto ranking classifier to directly predict the Pareto-dominance relationship between a candidate subnet and reference points. Especially, a number of low-complexity basic SVMs [45] are chosen to build an ESVM as the classifier, since SVM does not require much training data and is not prone to incur overfitting. The pseudocode is presented in Algorithm 3 and the main steps are as follows.

1) Sample Labeling: Once the reference points are acquired, we then label the samples for the training of the classifier, as shown in Algorithm 3.

Data Labeling (Lines 1–12 of Algorithm 3): The traditional Pareto dominance comparison is used to label the samples in the following way. If a solution is Pareto dominated by any reference point, then it will be labeled as a negative sample; otherwise, it is positive.

Class Imbalance (Lines 13–26 of Algorithm 3): During the evolutionary process, the proportion of “good” and “poor” solutions is dynamically changing, where the number of “poor” solutions is larger than that of the “good” solutions in the early stage but tends to be smaller in the late stage of the optimization. Thus, the class imbalance phenomenon may occur in the labeling process, which may decrease the prediction performance of the comparator. To tackle this problem, we utilize an $\alpha$-domination criterion [46] to relabel the samples after clustering.4

Definition 1 ($\alpha$-Domination Criterion [46]): A solution $p$ is considered to $\alpha$-dominate another solution $q$ (denoted as $p \prec_{\alpha} q$), if the following conditions are satisfied:

$$\forall i \in \{1, 2, \ldots, m\}, h_i(p, q) \leq 0$$

$$\land \exists j \in \{1, 2, \ldots, m\}, h_j(p, q) < 0$$  \hspace{1cm} (3)

where $h_i(p, q) = f_i(p) - f_i(q) + \sum_{j \neq i}^{m} \alpha_{ij}(f_j(p) - f_j(q))$, and $\alpha_{ij}$ is the predefined bound of the tradeoff rates. $f_i(p)$ is the $i$th objective function of solution $p$.

An example of the domination is shown in Fig. 5. We can find that the $\alpha$-domination with different $\alpha$ values is able to control different sizes of dominated area. In this way, the proportion between two classes of samples can be regulated to an acceptable level, so that the class imbalance problem will be resolved. For example, if the negative samples are in high proportion, we may use a small $\alpha$ to decrease their numbers and increase the number of positive samples.

To this end, an imbalance rate (IR) is defined in (4) to decide whether to activate the $\alpha$-domination criterion

$$\text{IR} = \frac{n_{\text{majority}}}{n_{\text{minority}}}$$  \hspace{1cm} (4)

where $n_{\text{majority}}$ and $n_{\text{minority}}$ are the number of samples in the majority and minority categories, respectively. Here, the class imbalance occurs when IR is larger than nine [47].

Data Division (Algorithm 4): After the data labeling, the sample set (Arc) is divided into the training set ($D_{\text{train}}$) and validation set ($D_{\text{val}}$) for the training of ESVM. The rate of the size of $D_{\text{train}}$ over that of $D_{\text{val}}$ is empirically set to 3:2 in this work.

2) Classifier Updating and Validation: The classifier updating and validation are shown in lines 9 and 10 of Algorithm 1.

3The class imbalance means that the rate of positive data over negative data is unreasonable (e.g., <10% or >90%).

4Our experimental results are shown in Fig. 8 in Section IV, which indicate that the clustering and $\alpha$-domination play a positive role in handling the imbalance issue.
Algorithm 4: Data-Division (Sc, Arc)

Input : Sc: categories of solutions, Arc: archive.
Output : \( D_{\text{train}}, D_{\text{val}} \): [Training set, Validation set].

1. \( D_1 \leftarrow \) find a solution with the label True in Arc;
2. \( D_2 \leftarrow \) find a solution with the label False in Arc;
3. \( d_1 \leftarrow \) randomly select 3/5 solutions from \( D_1 \cup D_2 \);
4. \( d_2 \leftarrow \) randomly select 2/5 solutions from \( D_1 \cup D_2 \);
5. \( D_{\text{train}} \leftarrow \{ \text{Arc}_{d_1}, \text{Sc}_1 \} \);
6. \( D_{\text{val}} \leftarrow \{ \text{Arc}_{d_2}, \text{Sc}_2 \} \);
7. Return \( [D_{\text{train}}, D_{\text{val}}] \);

Algorithm 5: Train-Ensemble (\( D_{\text{train}} \))

Input : \( D_{\text{train}} \): training dataset, \( K \): ensemble size.
Output: ESVM: a set of base SVM learners.

1. \( i \leftarrow 0 \), ESVM \( \leftarrow \emptyset \);
2. while \( i < K \) do
3. \( D_{\text{train}} \leftarrow \) bootstrap sample from dataset \( D_{\text{train}} \);
4. SVM \( \leftarrow \) construct an SVM from \( D_{\text{train}} \);
5. ESVM \( \leftarrow \) ESVM \( \cup \) SVM;
6. \( i \leftarrow i + 1 \);
7. end
8. Return ESVM;

Classifier Updating (Algorithm 5): We adopt the ensemble SVM ESVM\(^5\) with Bagging [45] to classify the candidate architectures. The reason is that the ESVM has been verified to be able to reduce the probability of overfitting and ensure the effectiveness of the comparator on a small dataset [45]. Specifically, each SVM is first independently trained using the bootstrap approach, which can tackle the issue of sample reduction caused by cross-validation. Then, the majority voting is employed as the aggregation rule to decide the final output results of the comparator on new data because it can decrease the error rate of comparator [48].

Model Validation (Line 10 in Algorithm 1): In this step, a measurement (AUC)\(^6\) [49] is adopted to evaluate the reliability of a classifier on the test data, where AUC can be calculated by

\[
\text{AUC} = \frac{\sum I(V_{\text{Positive}}, V_{\text{Negative}})}{M \times N}
\]

(5)

where \( M \) and \( N \) represent the number of positive and negative samples in the data set, respectively. \( V_{\text{Positive}} \) and \( V_{\text{Negative}} \) are the predicted probability of positive and negative samples. \( I(\cdot) \) is defined as

\[
I(V_{\text{Positive}}, V_{\text{Negative}}) = \begin{cases} 
1, & V_{\text{Positive}} > V_{\text{Negative}} \\
0.5, & V_{\text{Positive}} = V_{\text{Negative}} \\
0, & V_{\text{Positive}} < V_{\text{Negative}}
\end{cases}
\]

(6)

\(^5\) Our experimental results (as shown in Figs. 7 and 8 in Section IV) demonstrate that ESVM performs better and with much less samples than other surrogate models.

\(^6\) AUC is referred to as the area under the curve of receiver operating characteristic curve [49].

In principle, a higher AUC indicates a better prediction reliability of a classifier.

E. Classifier-Assisted Environmental Selection

During the evolutionary cycle, reproduction is performed on the existing architectures (line 12 of Algorithm 1) to generate the offspring architectures. According to the encoding of the search space, we employ two mutation operators [16], i.e., hidden state mutation and operation mutation, to generate new architectures. Specifically, the hidden state mutation aims to create new architecture by changing the input (i.e., hidden state) of the operation. For example, the input of the operation (OP2) is changed from the hidden state 3 to the hidden state 4 in Fig. 6 (Top). The operation mutation is designed to modify the architecture by changing the operation of the hidden state. Such the operation (Covn 3 \( \times \) 3) is changed to Max 3 \( \times \) 3 in Fig. 6 (Bottom).

Then, the classifier-assisted selection is used to select architectures from the offspring population, as shown in Algorithm 6. If the AUC of the classifier is not reliable (i.e., AUC \( < Th_{\text{AUC}} \)), the accuracy of all offspring individuals is evaluated by the weight inheritance (line 2), and their other objectives can be directly calculated (line 3). Otherwise, only the offspring individuals labeled as “good/True” solutions will be evaluated in a similar way (lines 8 and 9). Finally, we use NSGA-II [42] to select \( N \) individuals from the offspring \( Q \) (line 12), where the nondominated sorting and standard crowding distance are adopted to improve the convergence and diversity of the population \( (P) \). In addition, we
**Algorithm 6: CESelection** (Classifier, \(Q\), \(P\), \(AUC\), \(Th_{AUC}\), \(S_n\))

**Input:** Classifier: SVM ensemble, \(Q\): offspring population, \(P\): old population, \(AUC\): an indicate value, \(Th_{AUC}\): predefined AUC threshold, \(S_n\): supernet.

**Output:** \(P\): population for next generation.

1. if \(AUC < Th_{AUC}\) then
   1. \(F^*\) ← evaluate \(Q\) by sharing weights of \(S_n\);
      // \(F^*\) indicates the accuracy.
   2. \(F_0\) ← calculate other objective functions;
   3. \(Q\) ← \(P \cup Q\);
2. else
   4. \(L_q\) ← Prediction (Classifier, \(Q\));
   5. \(Q\) ← select solutions from \(Q\) with \(L_q = True\);
   6. \(F^*\) ← evaluate \(Q\) by sharing weights of \(S_n\);
   7. \(F_0\) ← calculate other objective functions;
   8. \(Q\) ← \(P \cup Q\);
11. end
12. \(P\) ← select \(N\) solutions from \(Q\) using NSGA-II [42];
13. Return \(P\);

provide the principles of classifier design in Section IV of the Supplementary material.

**IV. EXPERIMENTAL RESULTS AND DISCUSSION**

**A. Experimental Settings**

We employ five widely used image classification datasets for empirical studies, including ImageNet [50], CIFAR-10 [51], CIFAR-100 [51], MNIST [52], and Fashion MNIST [53]. Table S2 of the Supplementary material illustrates their settings, where the size of samples varies from 50,000 to 60,000 images (600–6000 images per class).

The state-of-the-art NAS and manual approaches are used as the baselines for comparison, including AtomNAS [1], ResNet50 [17], NSGANET [24], GeNet [25], NASNet-A [10], DARTS [14], MnasNet [21], AmoebaNet-A [6], PNAS-5 [7], EffPNNet-B0 [9], ProxylessNAS-RL [11], OFA-random [15], MobileNetV1 [54], MobileNetV2 [55], ShuffleNetV1 [56], ShuffleNetV2 [57], Path-level EAS [58], PC-DARTS [31], DNAS [59], FBNnet [60], SemiNAS [61], RENASNet [62], and DPP-Net [63]. Their experimental data follows the original literature. The hyperparameters of CENAS are configured in Table S3 of the Supplementary material, which has been validated in the ablation studies in Section VIII of the Supplementary material. The experimental results on CIFAR-10, CIFAR-100, MNIST, and Fashion MNIST can be found in Section VII of the Supplementary material. Following [15] and [17], each model is further fine-tuned with 60 epochs by SGD optimizer, where the weight decay is set to 3e-4, the momentum is 0.9, the batch size is 64 and the learning rate is 0.025. According to the regularization setting [9], both drop connect ratio and dropout ratio are set to 0.2. CENAS

**B. Results on ImageNet**

In this test, the performance of CENAS will be validated on ImageNet, showing its ability in handling multiple objectives, i.e., minimizing the number of parameters (#Params) and FLOP (FLOPs), and maximizing the accuracy. All results are obtained under the termination condition with 50 generations. After that, we select three models (CENAS-A, B, and C) from the final solutions (the range of their #Params are from 2M to 5M, which is suitable to resource-constrained devices) via the approach of tradeoff decision analysis (introduced in Section III of the Supplementary material).

Table I reports the comparison results on ImageNet, in which #Params, FLOPs, search cost, and test accuracy (i.e., Top-1 and Top-5) obtained by all methods are listed. From Table I, we can see that CENAS-A performs the best with the smallest #Params, and the second-best with the smallest FLOPs (only slightly worse than OFA-random, but the prediction accuracy of OFA-random with smaller FLOPs is much worse than that of CENAS-A). Especially, CENAS achieves higher accuracy than the manual design models (e.g., MobileNetV2 and ShuffleNetV2) with 4.9% and 7%, respectively. CENAS-A achieves smaller #Params at the expense of a small degradation of accuracy, where the Top-5 accuracy of CENAS-A is slightly lower than that of GeNet and SemiNAS. CENAS-A also performs better than ResNet50, MobileNetV1, and ShuffleNetV1 in terms of #Params. CENAS-C gets higher accuracy than RL-based methods, including ProxylessNAS-RL, MnasNet, EfficientNet-B0, and Path-level EAS with 5%, 2.9%, 2.3%, and 5.6%, respectively. Moreover, CENAS shows a significant search cost advantage over its competitors, consuming only 1.19 GPU days on ImageNet. In comparison with DPP-Net, our approach consumes 1.91 GPU days which is slightly smaller than that of DPP-Net with 2 GPU days. we find that the GPU days of DPP-Net do not include the labeling time of an architecture because it uses an offline surrogate model trained on a large amount of labeled architecture to satisfy the requirements for fitness evaluation during the search process. Note that the labeling of
a neural network on CIFAR-10 takes 17 h under normal configuration [3]. In contrast, our approach is based on an online model and we also count the labeling time in the GPU days. In addition, compared with other online surrogate model-assisted NAS (e.g., PNAS-5), CENAS achieves a larger improvement in the search efficiency. It may result from the fact that we integrate the ordinal optimization theory into our approach which can save much computational resources in discriminating the architectures. Especially, CENAS performs more powerful than gradient-based NAS in both prediction accuracy and model size. In comparison with the surrogate-based NASs, CENAS dominates them (including ProxylessNAS-RL, NSGANET, AmoebaNet-A, and DPP-Net) in terms of the performance indicator values. Therefore, the above results have initially validated the effectiveness of the proposed Pareto classifier.

In addition, Fig. 7 presents the Pareto fronts obtained by all methods with respect to the objectives (#FLOPs and accuracy). The results indicate that CENAS has found the architecture with smaller #FLOPs than most competitors. Although the #FLOPs of CENAS are slightly larger than that of two competitors, the prediction accuracy of CENAS outperforms them with almost 4%–7%, and the accuracy of CENAS is higher than that of MobileNetV3 [64] with 4.9% under similar FLOPs.

There representative architectures (CENAS-A, B, and C) obtained by CENAS are visualized in Fig. S4 of the Supplementary material. Since CENAS-A has more skip_connect and pooling operations compared with CENAS-B and CENAS-C, its #Param is smaller than CENAS-B and CENAS-C. The accuracy of CENAS-A is not the highest either probably because of the lack of more feature extraction operations (e.g., sep_conv and dil_conv).

Overall, CENAS shows strong competitive performance on ImageNet and achieves a significant efficiency improvement over its main competitors. The experimental results also show that CENAS achieves satisfactory performance in terms of both search efficiency and prediction accuracy. This may be attributed to the efficiency of the classifier in handling the transformed binary Pareto-dominance classification task.

C. Analysis of Reference Point Selection and α-Domination

This experiment aims to validate the effectiveness of the selection of reference point and the influence of threshold \( N_c \) on the learning performance of CENAS. Here, \( N_c \) is set to 2, 3, 4, and 5 on CIFAR-10, CIFAR-100, MNIST, and Fashion MNIST, respectively. The results are shown in Fig. S8 in the Supplementary file. In terms of the results, we can observe that when \( N_c = 3 \) CENAS achieves the best results on MNIST, Fashion MNIST, and CIFAR-10, and the second best results on CIFAR-100. It may lie in the fact that a larger number of reference points may slow the speed of convergence, while a smaller number of reference points may lead to poor diversity of the solutions. Therefore, the threshold \( N_c \) is set to 3 in our experiments.

In order to study the advantages of the proposed method in solving the imbalance issue, we design four experimental scenarios based on different reference point selection and optimization strategy.


domination strategies, as shown in Table II, where A is the proposed method. In this experiment, the imbalance rates between the “majority” and “minority” samples are recorded in all generations and Fig. 8 shows the means and variances of the imbalance rates of all strategies on CIFAR-10. We can observe that the mean and variance of A are much lower than that of other methods. Specifically, when A is compared with B, we can find that α-domination is more effective than the Pareto domination in handling the imbalance issue. Similar results can be achieved during the comparison of C and D. Another observation is that clustering is able to enhance the ability of α-domination to mitigate the imbalance issue when we compare A and C. Thus, the proposed method is able to provide with better classification boundary and more balanced training samples, which can solve the imbalance issue.

D. Multi/Many-Objective Search Ability

We conduct another test to further validate the effectiveness and scalability of CENAS in dealing with complex NAS task with more objectives. First, three objectives are taken into account, i.e., maximizing Top-1 accuracy, minimizing #Params, and minimizing FLOPs. Then, six objectives, including the Top-1 accuracies on four datasets, #Params and FLOPs, are optimized simultaneously. The corresponding experimental results and analysis are presented in Section IX of the Supplementary material due to the page limit.

These results have shown that CENAS have achieved a tradeoff front of multiobjective solutions with an appropriate balance between the convergence and diversity when multiple objectives are considered. In other words, CENAS has strong scalability in multiobjective NAS.

V. CONCLUSION

In traditional NAS, existing surrogates-driven methods commonly suffer from the issue of the ranking disorder and inefficiency in prediction. To alleviate the issue, we transformed the complex multiobjective NAS task into a simple classification task and proposed a classifier-based Pareto evolution approach to handle the classification problem. Especially, an online end-to-end Pareto-wise ranking classifier is designed to predict the dominant relationship between the candidate and reference architectures. Besides, two adaptive schemes are designed for the reference point selection and mitigation of the class imbalance issue. A number of experiments are conducted, and the experimental results show that the proposed approach outperforms the state-of-the-art methods in efficiently finding a set of network architectures with different model sizes ranging from 2M to 5M under diverse objectives and constraints.

Despite the promising results, CENAS also encounters some threats: 1) from the internal aspect, there is a big margin for improvement in efficiently achieving a good balance between the convergence and diversity of the population through the appropriate selection of reference architectures; 2) from the external aspect, the challenge is how to largely reduce the highly computational expensive evaluations of the training samples on different datasets; and 3) from the construction aspect, other effective prediction models for classification-based surrogates remain to be investigated.

Accordingly, there are some lines of future research. First, we may take the knee points as the reference architectures to enhance the convergence and diversity of the population. Second, some training-free evaluation metrics can be adopted to evaluate the performance of the training samples, which can largely reduce the expensive evaluation cost [65]. Third, we will investigate the effective end-to-end random forest model or listwise ranking model in our dominance prediction scenario.
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