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Abstract—Spatially-coupled LDPC codes are known to have excellent asymptotic properties. Much less is known regarding their finite-length performance. We propose a scaling law to predict the error probability of finite-length spatially-coupled ensembles when transmission takes place over the binary erasure channel. We discuss how the parameters of the scaling law are connected to fundamental quantities appearing in the asymptotic analysis of these ensembles and we verify that the predictions of the scaling law fit well to the data derived from simulations over a wide range of parameters. The ultimate goal of this line of research is to develop analytic tools for the design of spatially-coupled LDPC codes under practical constraints.
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I. INTRODUCTION

RECENTLY, it has been proven that spatially-coupled low-density parity-check (SC-LDPC) codes achieve the capacity of binary-input memoryless output-symmetric (BMS) channels under iterative decoding [1]. An SC-LDPC code is constructed by coupling a chain of \(L\) disjoint, or uncoupled, LDPC block codes, each one of length \(M\) bits, together with appropriate boundary conditions. \(L\) is referred to as the SC-LDPC chain length. Since spatial coupling is equivalent to introducing memory into the encoding process, SC-LDPC codes can be viewed as a type of (terminated) LDPC convolutional code (LDPC-CC) [2], [3].

Due to the termination, the Tanner graph of an SC-LDPC code has a so-called “structured irregularity”, where parity-check nodes located at the ends of the chain are connected to a smaller number of variable nodes than those in the middle [4]. As a result, the nodes at the ends of the graph form strong sub-codes and the resulting reliable information generated there during BP decoding propagates in a wave-like fashion from the ends towards the center. When \(M\) tends to infinity and \(L\) is sufficiently large, the SC-LDPC code ensemble exhibits a BP threshold very close to the maximum-a-posteriori (MAP) threshold of the uncoupled LDPC code ensemble [4], [5]. An added feature of SC-LDPC codes is that the Tanner graph retains the structure and properties of the uncoupled graph. For instance, if the uncoupled LDPC code ensemble has a linear growth of the minimum distance as a function of the block length as is the case for regular LDPC code ensembles, this property is maintained for the SC-LDPC code ensemble [3], [6], [7].

Multiple families of SC-LDPC codes have been proposed and analyzed to date. In [1] and [5], the authors consider a family of codes generated by coupling together a series of \((l, r)\)-regular LDPC codes using a random pattern, determined by the so-called smoothing parameter \(w\). Coupling the codes following a randomized procedure is convenient for the asymptotic analysis in terms of density evolution (DE). In the limit \(w \to \infty\), it was proven that the BP threshold of the SC-LDPC code ensemble converges to the MAP threshold of the uncoupled \((l, r)\)-regular LDPC code ensemble. Alternatively, we can construct SC-LDPC codes with a certain predefined coupling structure by means of protographs [8], defining a particular class of multi-edge type (MET) ensemble. It has been shown that the inherent structure in protograph-based SC-LDPC code ensembles can improve minimum distance properties [4], [6], [9]. Also, the predefined structure allows the use of efficient low-delay windowed decoding schemes [10].

In light of all the above, it is probably fair to state that the asymptotic analysis of SC-LDPC code ensembles is well understood. Much less is known about their finite-length behavior in the waterfall region [5]. Even though there are multiple recent papers reporting simulation results for different classes of finite-length SC-LDPC codes [11], [12], [13], [14], [15], to date we lack analytical models to relate the BP block error probability of finite-length SC-LDPC codes to their structural parameters. The present paper addresses this problem by extending existing analytical results to analyze finite-length LDPC codes [16], [17] to a particular family of SC-LDPC codes.

We consider a SC-LDPC code ensemble that is more structured than the purely random ensemble in [5] but less structured than the protograph ensemble. We denote the ensemble considered here as the \((l, r, L)\) ensemble. Why do we consider this particular ensemble? It has been observed empirically that a proper structure improves performance. But structure also makes the analysis harder since it typically involves more parameters. The chosen ensemble has a good performance while at the same time is still manageable in terms of complexity. It is therefore a good compromise.

But we note note that the same type of finite-length analysis can in principle be also performed for other spatially-coupled code ensembles, and in particular for protograph-based ensembles (using more involved calculations). Further,
simulation results suggest that the form of the proposed expression to predict the performance of the \((l, r, L)\) ensemble also applies to protograph-based SC-LDPC code ensembles if some parameters are adjusted appropriately \[13\].

In \[16\], \[19\], the authors analyze the finite-length performance over the binary erasure channel (BEC) of \((l, r)\)-regular LDPC code ensembles in the waterfall region. For the erasure channel, the workings of the BP decoder can be cast in an alternative formulation, namely as peeling decoder (PD) \[20\]. In this formulation, any time the value of a variable node is determined, this variable node and all attached edges are removed from the graph. In this way we get a sequence of residual graphs. Variable nodes are determined either due the received word or later, during the decoding process, if they are connected to a degree-one check node. The analysis of the decoding process consists in studying the statistical evolution of the residual graph as a function of time. Indeed, it suffices to analyze the evolution of the degree distribution (DD) of the residual graph, since this constitutes a sufficient statistic \[21\].

As shown in \[16\], the DD of the residual graph at any time converges (in the code length) to a multivariate Gaussian whose mean and covariance matrix is given by the solution of a coupled system of differential equations. Using these results, estimating the error probability consists in computing the cumulative error probability during this critical phase. This critical time is the first time at which an OU process is above certain threshold \[27\], \[24\]. Using known results for the statistical distribution of the first time at which an OU process is above certain threshold \[28\], \[27\], \[29\], we propose a closed-form expression to estimate the error probability of the SC-LDPC code as a function of \(M, L\) and the gap to the ensemble’s BP threshold. We illustrate the accuracy of the obtained scaling law by comparing with simulated error probability curves. Further, the presented closed-form scaling law is consistent with the behavior we observed by simulations in \[15\], capturing the right scaling behavior between \(L, M\) and the block error rate. The results presented in this paper contribute to a better understanding of the performance of finite-length SC-LDPC codes and the proposed scaling law constitutes a useful engineering tool for code design. In particular, it can be used to accurately estimate the performance improvement/degradation when a certain parameter of the SC-LDPC code is modified.

The paper is structured as follows. In Section II we review the construction of the SC-LDPC code ensemble that is analyzed in the rest of the paper. In Section III we derive the differential equations that describe the expected graph evolution during PD. Graph covariance evolution is discussed in Section IV. In Section V we present the scaling law to predict the SC-LDPC block error rate and, finally, in Section VI we provide some concluding remarks and potential future lines of research.

II. CONSTRUCTION OF THE SC-LDPC CODE ENSEMBLE

Consider a set of \(U\) uncoupled \((l, r)\)-regular LDPC block codes of length \(M\) bits, where \(l\) is the variable-node degree and \(r \geq l\) is the check-node degree. The Tanner graph of each individual code has \(M\) variable nodes, each of degree \(l\), and \(rM\) (assume it to be integer) check nodes, each of degree \(r\), and the (design) code rate of each code is \(1 - \frac{1}{rM}\). From this set of codes we construct an SC-LDPC code by permuting edges in such a way that the individual codes become connected (coupled) but maintain their original degree distribution. Let us describe this procedure in more detail.

The SC-LDPC Tanner graph has one position for each of the \(U\) uncoupled codes, index these positions by \(u, u = 1, \ldots, U\). Hereby, position \(u\) contains the set of \(M\) variable nodes and \(\frac{r}{rM}\) check nodes that originally belonged to the \(u\)-th uncoupled code.

We consider a very simple and regular coupling pattern that is convenient for the purpose of analysis, and we refer to the corresponding ensemble as the \((l, r, L)\) ensemble. A variable node at position \(u\) has exactly one connection to a check node at position \(u + i, i = 0, \ldots, l - 1\). For instance, for the case \(l = 3\), a variable node at position 5 is connected to one check node at position 5, one check node at position 6 and one check node at position 7. To maintain this pattern for all bits in the code, note that \(l - 1\) extra positions, containing exclusively check nodes, are needed at the end of the chain. Consequently, the \((l, r, L)\) graph has \(D = L + l - 1\) positions with \(\frac{r}{rM}\) check nodes each. Each check node in the graph has maximum degree \(r\) and hence there are \(r\times\frac{r}{rM}M = IM\) check node sockets per position.
To generate a code from the \((l, r, L)\) ensemble, we proceed as follows. First, we label the set of check node sockets per position from 1 to \(lM\) and the set of variable nodes per position from 1 to \(M\). Then, for \(u = 1, \ldots, D\)

1) Perform a random permutation of the set \(
\{1, \ldots, lM\}, \pi_u = \text{randperm}(\{1, \ldots, lM\})\). The permutation is selected with uniform probability among all possible \(lM\) permutations.

2) Divide \(\pi_u\) into \(l\) disjoint sets of \(M\) elements each. They are denoted by \(\pi_u^0, \pi_u^1, \ldots, \pi_u^{l-1}\).

3) For \(i = 0, \ldots, l-1\), we place \(M\) edges in the graph connecting the \(M\) variable nodes at position \(u - i\) with the \(M\) check node sockets in position \(u\), with labels contained in \(\pi_u\) in the set \(\pi_u^i\). If \(u - i < 0\) or \(u - i > L\), the check node sockets in position \(u\) with labels contained in \(\pi_u\) are left empty.

From the perspective of the variable nodes, the ensemble looks like the protograph-based ensemble considered in [4]. However, from the perspective of the check nodes, the ensemble is closer to the random ensemble considered in [5]. As mentioned, we chose this ensemble mainly since it is easy to analyze.

A. Ensemble properties and design rate

Any code in the \((l, r, L)\) ensemble has the following properties:

I) Every variable node at position \(u\), \(1 \leq u \leq L\), is connected via a single edge to a check node at position \(u + i\), for \(i = 0, \ldots, l - 1\).

II) If we select at random an edge that is connected to a check node at position \(u\), \(l \leq u \leq L\), then the position of the variable node connected to this edge is a random variable uniformly distributed in the interval \(\{u - (l - 1), \ldots, u\}\). For \(1 \leq u \leq l - 1\) and \(L + 1 \leq u \leq D\), the same statement holds but in the intervals \(\{1, \ldots, u\}\) and \(\{u - (l - 1), \ldots, L\}\) respectively.

III) All check nodes at position \(u\), \(1 \leq u \leq L\), have degree \(r\). IV) The degree of a check node picked at random at position \(u\), \(1 \leq u \leq l - 1\), is a random variable distributed according to a Binomial distribution of \(r\) trials and probability of success \(u/l\). Similarly, the degree of a check node picked at random at position \(u\), \(L + 1 \leq u \leq D\), is a random variable distributed according to a Binomial distribution of \(r\) trials and probability of success \((L + l - u)/l\).

Properties I), II) and II) are easy to check. Property IV) is a direct consequence of the step 3) in the construction of the code described above. For \(1 \leq u \leq l - 1\), check node sockets in position \(u\) with labels in the sets \(\pi_u^0, \pi_u^1, \ldots, \pi_u^{u-1}\) are occupied while check node sockets with labels in the sets \(\pi_u^{u+1}, \pi_u^{u+2}, \ldots, \pi_u^{lM}\) are left empty. This means that, among the \(lM\) check node sockets, \((l - u)/M\) of them (chosen at random) are left empty. Thus, every check node socket in this position is left empty with probability \((l - u)/l\). Accordingly, the degree of a check node chosen at random in this position is given by a Binomial distribution with \(r\) trials and success probability \(u/l\).

To compute the design rate of the \((l, r, L)\) ensemble, we need to find the average number of check nodes in the graph connected to at least one variable node. As discussed above, each one of the \(\frac{1}{l} M\) check nodes at positions \(l, \ldots, L\) are of degree \(r\). By property IV), a check node at position \(u\), \(1 \leq u \leq (l - 1)\), is of degree at least one with probability

\[
1 - \left(\frac{l - u}{l}\right)^r
\]

and thus the average number of check nodes with degree at least one in the graph is given by \(\frac{1}{l} M \left(1 - \frac{l - 1}{L} + 2 \sum_{u=1}^{l-1} 1 - \left(\frac{l - u}{l}\right)^r \right)\). Therefore, the design rate of the ensemble is

\[
x = 1 - \frac{\frac{1}{l} M \left(L - (l - 1) + 2 \sum_{u=1}^{l-1} 1 - \left(\frac{l - u}{l}\right)^r \right)}{ML}
\]

This tends to \(1 - l/r\), the rate of the uncoupled \((l, r)\)-regular LDPC code ensemble, when \(L \to \infty\).

III. PEELING DECODING AND EXPECTED GRAPH EVOLUTION

Consider transmission over the BEC and decoding using the peeling decoder [21]. At each step, the PD removes one degree-one check node and its connected variable node, as well as all edges connected to these two nodes. As a result, the PD process gives rise to a sequence of residual graphs. In [20], it is shown that if we apply the PD to elements of an LDPC code ensemble, the expected sequence of graphs or expected graph evolution can be computed by solving a system of coupled differential equations. Note that the expectation is done here with respect to the channel realization as well as with respect to the code ensemble. Note further that standard arguments show that most codes and most channel realizations lead to a decoding behavior that is close to this expected behavior [21]. Therefore, the solution of the differential equation encodes the asymptotic performance, in particular the threshold of the LDPC code ensemble.

In [16], scaling laws (SLs) were proposed to predict the BP finite-length performance for the \((l, r)\)-regular LDPC code.
ensemble in the waterfall region. It was also shown how to compute the parameters of the scaling law from the DD of the ensemble. The four most important scaling parameters are (i) the threshold, (ii) the “critical time(s)” of the process, i.e., the time at which the expected number of degree-one check nodes reaches a local minimum, (iii) the expected number of degree-one check nodes at the critical time(s), and (iv) the variance of this quantity at the critical time(s). The first three parameters can be determined by looking at the expected graph evolution. To determine the fourth parameter, a further system of differential equations, dubbed covariance evolution, has to be solved. For \((l, r, L)\)-regular LDPC code ensembles, there is only a single critical time and the error probability can be estimated from the relationship between the expected number of degree-one check nodes and the variance of the same quantity at this point in time.

In the following, we apply a similar line of reasoning to the \((l, r, L)\) ensemble. In Section II-B, we compute the expected graph evolution of the \((l, r, L)\) ensemble and we discuss the first three scaling parameters (i)-(iii). In Section IV, we derive the system of differential equations of the graph covariance evolution.

A. Description of the \((l, r, L)\) ensemble in terms of degree distribution

Our aim is to describe the statistical graph evolution of elements in the \((l, r, L)\) ensemble during the decoding process. In the sequel we denote by \(\ell \in \mathbb{N}\) if we measure time in discrete steps and by \(\tau\) once we rescale time to pass to the continuous limit in order to write down a differential equation, where \(\tau = \ell / M\). Since the PD removes one variable-node per iteration, in average – the erasures are random – we need \(\epsilon LM\) iterations to success and thus \(\tau \in [0, \epsilon L]\).

At time \(\ell\), let \(R_{j,u}(\ell)\) be the number of edges that are connected to check nodes of degree \(j\), \(j = 1, \ldots, r\), placed at position \(u\), \(u = 1, \ldots, D\), and let \(E_u(\ell)\) be the total number of edges connected to check nodes at this position. Thus,

\[
E_u(\ell) = \sum_{j=1}^{r} R_{j,u}(\ell).
\]  

(3)

For the \((l, r, L)\) ensemble all variables nodes are of degree \(l\) and it suffices therefore to know the number of remaining variable nodes per position at iteration \(\ell\). Let this number be denoted as \(V_u(\ell)\). Note also that the following relation holds

\[
\sum_{u=1}^{L} \frac{D}{u^2} V_u(\ell) = \sum_{u=1}^{D} E_u(\ell) = \sum_{u=1}^{D} \sum_{j=1}^{r} R_{j,u}(\ell) \equiv E(\ell).
\]

(4)

It was also shown how to transmit over a BEC with erasure probability \(\epsilon\). We initialize the PD by removing from the graph all variable nodes whose value was received through the channel as well as all their edges. Let \(\ell = 0\) be the state of the system after this initialization. At \(\ell = 0\), the expected number of variables \(\mathbb{E}[V_u(0)]\) per position of the graph is

\[
\mathbb{E}[V_u(0)] = \begin{cases} 
\epsilon M, & 1 \leq u \leq L, \\
0, & \text{otherwise},
\end{cases}
\]

(5)

and the expected value of \(R_{j,u}(0)\) is given by

\[
\mathbb{E}[R_{j,u}(0)] = \frac{1}{r} M \sum_{m \geq j} \rho_{m,u} \left( \frac{m}{j} \right) e^j (1 - \epsilon)^{m-j},
\]

(6)

where \(\rho_{m,u}\) is the probability that a check node chosen at random from position \(u\) in the original \((l, r, L)\) code graph is of degree \(m\). The term that multiplies \(\rho_{m,u}\) inside the sum in (6) corresponds to the probability that \(m - j\) edges are removed from a degree-\(m\) check node after PD initialization, hence it becomes a degree-\(j\) check node.

According to the description of the \((l, r, L)\) ensemble and the list of properties described in Section II, all check nodes at intermediate positions are of degree \(r\) and thus, for \(l \leq u \leq L\), \(\rho_{r,u} = 1\) and \(\rho_{m,u} = 0\), \(m < r\). For \(u = 1, \ldots, l - 1\), \(\rho_{m,u}\) is a Binomial p.m.f. of the form

\[
\rho_{m,u} = \binom{r}{m} \left( \frac{u}{T} \right)^m \left( 1 - \frac{u}{T} \right)^{r-m},
\]

(7)

and at the opposite boundary the same quantities can be found by symmetry. Namely, for \(u = 1, \ldots, l - 1\)

\[
\rho_{m,L+l-u} = \rho_{m,u}.
\]

(8)

Define the normalized DD at time \(\tau\) as follows

\[
r_{j,u}(\tau) = \frac{R_{j,u}(\ell)}{M} \quad \text{and} \quad v_{u}(\tau) = \frac{V_u(\ell)}{M}
\]

(9)

and let \(G(\tau) = \{G_{j,u}(\tau)\}\) for \(u = 1, \ldots, D\) and \(j = 1, \ldots, r+1\) be a compact notation for the set of all DD coefficients, where

\[
G_{j,u}(\tau) = \begin{cases} 
r_{j,u}(\tau), & j \in \{1, \ldots, r\} \\
v_{u}(\tau), & j = r+1
\end{cases}
\]

(10)

Also, to keep the notation uncluttered, in the following we write \([r+1]\) to denote \(\{1, \ldots, r+1\}\) and \([D]\) to denote \(\{1, \ldots, D\}\).

The expected graph evolution of the \((l, r, L)\) ensemble is determined by \(\mathbb{E}[G(\tau)]\) for \(\tau \in [0, \epsilon L]\). As shown in [20], [21], the system of differential equations

\[
\frac{\partial \hat{G}_{j,u}(\tau)}{\partial \tau} = f_{j,u} \left( \hat{G}(\tau) \right)
\]

(11)

for \(u \in [D]\) and \(j \in [r+1]\), where

\[
f_{j,u} \left( \hat{G}(\tau) \right) \geq \mathbb{E} \left[ \frac{G_{j,u}(\tau + \frac{1}{M}) - G_{j,u}(\tau)}{1/M} \right]
\]

(12)

has a unique solution and, further, the solution for the initial conditions \(\hat{G}_{r+1,u}(0) = \mathbb{E}[V_u(0)]/M\) and \(\hat{G}_{j,u}(0) = \mathbb{E}[R_{j,u}(0)]/M\) is unique.
The expected value of $|R_{j,u}(0)|/M$, given in (3) and (4), deviates from the true mean evolution of $\mathcal{G}(\tau)$ by less than $M^{-1}$. In addition, with probability $1 - O(e^{-\sqrt{M}})$, any sample of $\mathcal{G}$ deviates from $\hat{\mathcal{G}}$ by less than $M^{-1/6}$ (21). Consequently, in the limit $M \to \infty$, samples of the process $\mathcal{G}(\tau)$ closely follow $\hat{\mathcal{G}}(\tau)$. Note that the function $r_{j,u}(\hat{\mathcal{G}}(\tau))$ represents the “drift” (expected change) in the components of the DD as a result of one decoding step. The computation of the expectations in (12) for the $(l, r, L)$ ensemble can be found in Appendix A.

To evaluate the probability of successful decoding, we have to estimate the probability that the random process representing the total fraction of degree-one check nodes in the graph, namely

$$r_1(\tau) = \sum_{u=1}^{D} \hat{G}_{1,u}(\tau) = \sum_{u=1}^{D} r_{1,u}(\tau),$$

(13)

stays strictly positive until the whole graph has been peeled off. Note that the ensemble BP threshold $\epsilon_{(r,L)}$ is defined as the maximum $\epsilon$ for which the expected fraction of degree-one check nodes in the graph, i.e.,

$$\hat{r}_1(\tau) = \sum_{u=1}^{D} \hat{G}_{1,u}(\tau) = \sum_{u=1}^{D} \hat{r}_{1,u}(\tau),$$

(14)

is strictly positive for any $\tau \in [0, \epsilon L]$.

**C. Solution and comparison for different ensembles**

Before discussing the solution to $\hat{r}_1(\tau)$ in (14) for the $(l, r, L)$ ensemble, it is worth to show the corresponding solution for the uncoupled $(l, r)$-regular LDPC code ensemble. In Fig. 1 we represent the evolution of the expected fraction of degree-one check nodes $\hat{r}_1(\tau)$ for a $(3,6)$-regular LDPC code ensemble at $\epsilon = 0.415$, $\epsilon = 0.429$ and $\epsilon = 0.45$. For this code ensemble, $\hat{r}_1(\tau)$ as a function of $\tau$ is known in closed-form [20]. The BP threshold of the $(3,6)$-regular LDPC code ensemble is $\epsilon_{(3,6)} = 0.4294$. Observe that the expected evolution has a single local minima or critical point. Indeed, the threshold is that $\epsilon$ parameter where at the critical point the curve just touches the x-axis. Above $\epsilon_{(3,6)} = 0.4294$, $\hat{r}_1(\tau)$ becomes zero before the whole graph has been peeled off. Therefore, at erasure rates above the threshold, with high probability the PD over any element of the $(3,6)$-regular LDPC code ensemble will not succeed [16].

Let us now discuss the spatially-coupled ensemble. In Fig. 2 we plot the solution for $\hat{r}_1(\tau)$ for the $(3,6,50)$ ensemble (a) and for the $(4,8,100)$ ensemble (b) for different $\epsilon$ values.

The quantity $\hat{r}_1(\tau)$ is computed via numerical integration of the differential equations in (11) using Euler’s method. For the same ensembles and $\epsilon = 0.45$, we also include $\hat{r}_1(\tau)$ when the chain length is doubled, i.e., when $L = 100$ in (a) and $L = 200$ in (b). In Fig. 2(a), for the case $\epsilon = 0.45$, we have further included a set of 10 simulated decoding trajectories computed for $M = 1000$ bits to show that they indeed concentrate around the predicted evolution.

The evolution of $\hat{r}_1(\tau)$ shown in Fig. 2 shows three distinct stages that we now briefly discuss:

1) Initial phase: Similar to what we have seen in Fig. 1, we can observe in Fig. 2(a) and (b) an initial phase of a rapid decay in degree-one check nodes. This phase starts right after the initialization and corresponds to a phase where there are many degree-one check nodes more or less uniformly spread out across the length of the chain. During this phase the bulk of the system behaves essentially like the uncoupled system and only at the boundaries do we see small deviations from this behavior due to the termination. Consequently, degree-one check nodes are removed roughly uniformly along the length of the chain. This can be observed by plotting the average probability $p_u(\tau)$ that the PD removes a degree-one check node from position $u$ at time $\tau$:

$$p_u(\tau) = \frac{\hat{r}_{1,u}(\tau)}{\hat{r}_1(\tau)}$$

(15)

for $u \in [D]$. In Fig. 3 we plot in solid lines the $p_u(\tau)$ profile for the $(3,6,50)$ ensemble for $\epsilon = 0.45$ at two time instants: $\tau = 5$ (¥) and $\tau = 15$ (○). The dashed lines represent the profile of variable nodes $\tilde{v}_u(\tau)$ per position, $u = 1, \ldots, L$, at the same two instants, $\tau = 5$ (□) and
\(\tau = 15\) (○). At \(\tau = 5\), the decoder is the initial phase and we can observe that at this point in time \(p_u(\tau)\) is approximately uniform (with a small extra bump at the boundaries due to the termination). Indeed, based on \(p_u(\tau)\), we can compute that the cumulative probability of removing a degree-one check node from positions 1–4 or 48–52 is less than 0.3.

2) Second phase: wave-like decoding: If we are transmitting at a channel value which is strictly above the BP threshold of the uncoupled \((l, r)\)-regular LDPC code ensemble, then the initial phase ends when all positions except those at the boundaries have run out of degree-one check nodes. At this time, denoted it by \(\tau^* = \tau^*(l, r, L, \epsilon)\), the “interior” of the coupled system (i.e., the positions away from the boundaries) has reached a de facto fixed point and this fixed point is equal to the fixed point that the uncoupled system reaches with the same channel parameter [5]. Only towards the two boundaries are there still some degree-one check nodes available and those keep the decoding “alive”. In Section III-E, we show how to compute a lower-bound on \(\tau^*\) based on the expected graph evolution for the uncoupled \((l, r)\)-LDPC code ensemble.

The second phases starts at \(\tau^*\) and visually it corresponds to two “decoding waves” that travel at constant constant speed from the boundaries towards the center of the graph [5]. In this phase the degree-one check nodes that are being removed occur mostly around the position where the decoding wave has its rapid rise. This can be seen in Fig. 3 by observing the \(p_u(\tau)\) and \(\hat{v}_u(\tau)\) profiles for the \((3, 6, 50)\) ensemble at \(\tau = 15\). Note that in this second phase we do not have one critical time point at which the decoder is most likely to stop, but the expected number of degree-one check nodes is essentially a constant throughout this critical phase. Therefore, we call this the “steady state” phase [5]. Note that the higher we pick \(\epsilon\) the closer \(\hat{r}_1(\tau)\) gets to the zero value. Actually, the \((l, r, L)\) threshold is given by the maximum \(\epsilon\) value for which \(\hat{r}_1(\tau) > 0\) during the steady state phase. For the \((3, 6, 50)\)

4As pointed out in [5], the evolution is not completely flat but exhibits small wiggles. But these wiggles are extremely small and, further, their amplitude vanishes as \(l\) tends to infinity. For instance, in Fig. 3a, the amplitude of the oscillation is \(10^{-7}\).

Fig. 3. For the \((3, 6, 50)\) ensemble, we plot in solid lines the \(p_u(\tau)\) profile at \(\tau = 5\) (○) and \(\tau = 15\) (○) for \(\epsilon = 0.45\). Dashed lines represent the expected profile of variable nodes per position \(\hat{v}_u(\tau)\) at the same time instants: \(\tau = 5\) (□) and \(\tau = 15\) (○).

Fig. 2. \(\hat{r}_1(\tau)\) in [4] for the \((3, 6, 50)\) ensemble (a) and for the \((4, 8, 100)\) ensemble (b). In both figures, the \(\epsilon\) values considered are: 0.45 (○), 0.46 (○), 0.47 (○), 0.48 (×) and 0.485 (□). In (a), for \(\epsilon = 0.45\) we have included a set of 10 empirical trajectories computed for \(M = 1000\) bits. They are shown as dashed thin lines. For the same ensembles and \(\epsilon = 0.45\), we also include \(\hat{r}_1(\tau)\) for the double chain length, namely \(L = 100\) and \(L = 200\) respectively, dashed lines with (•) marker.
ensemble the BP threshold is $\epsilon_{(3, 6, 50)} = 0.48815$ and for the 
(4, 8, 100) ensemble we get $\epsilon_{(4, 8, 100)} = 0.4977$ [4], [5].

It is important at this point to emphasize that we are looking at a spatially-coupled LDPC code ensemble that is terminated at both ends. During the decoding process there is both a decoding wave that moves from the left end towards the middle as well as a decoding wave that moves from the right end towards the middle. Due to these two decoding waves, the expected number of degree-one check nodes is twice what we would get if we considered an ensemble that is terminated only at a single side. The same observation applies to other quantities as well, e.g., the variance of the number of degree-one check nodes that we will compute soon. Rather than aggregating the quantities corresponding to the two waves, we could alternatively think of the decoding process as two processes (the “left” process and the “right” process) and compute the quantities for each of the individual processes separately.

From now on we will stick with the chosen model and leave it to the reader to note the slight modifications that would be necessary if we were to consider ensembles with a one-sided termination only.

3) Third phase: Finally, when the two decoding waves starting at the boundaries meet in the middle of the chain, a third phase takes over. Since the expected fraction of degree-one check nodes in the residual graph at both the first and third phase is significantly larger than in the steady state phase, for most codes in the $(l, r, L)$ ensemble it is very unlikely for the decoder to get stuck in either the first or the last phase. Getting stuck in the first phase corresponds to an atypical erasure pattern, in which the fraction of erased bits at the boundary is significantly larger than $\epsilon$. This is an unlikely event however, since we know that likely deviations are of the order of the standard deviation and it is proportional to $M^{1/2}$. In the last phase, most variable nodes have already been decoded and still the graph contains a large number of degree-one check nodes. For instance, for the $(3, 6, 50)$ ensemble at $\epsilon = 0.45$ and $\tau = 22$, we can compute that the expected number of variable nodes in the residual graph is approximately 0.31$M$ while the number of degree-one check nodes is 0.202$M$. Hence, a large fraction of variable nodes can still be decoded. Errors in this regime are typically caused by small cycles in the graph, or stopping sets [21]. As shown in [3], [6], [7], SC-LDPC code ensembles have linear growth of minimum distance with the block length $n = ML$ and thus codes with no low-weight stopping sets can be easily found for sufficiently large $M$.

In the light of the above, we concentrate on the intermediate steady state phase and inquire how we can express the error probability as a function of the properties of the $r_l(\tau)$ random process during this phase.

D. A closer look at the steady state phase

Denote by $\hat{r}_l(\epsilon)$ the expected fraction of degree-one check nodes during the steady state phase. As expected, $\hat{r}_l(\epsilon) \rightarrow 0$ as the channel parameter approaches the BP threshold. In order to relate the $(l, r, L)$ average block error probability to $\epsilon$, it will be convenient to find the correct scaling of the mean and the variance of the process $r_l(\tau)$ in (13) as a function of $\epsilon$. Following [16], we consider a first-order Taylor expansion of both quantities around the ensemble threshold $\epsilon_{(l, r, L)}$. For the case of $r_l(\epsilon)$, we get

$$\hat{r}_l(\epsilon) = \hat{r}_l(\epsilon_{(l, r, L)}) + \gamma (\epsilon_{(l, r, L)} - \epsilon) + O((\epsilon_{(l, r, L)} - \epsilon)^2).$$

(16)
Since \( \hat{r}_1(\ast)\varepsilon_{(l,r,L)} = 0 \) by definition, the \( \gamma \) constant can be estimated from the numerical solution to \( \hat{r}_1(\ast) \) for a given \( \epsilon < \varepsilon_{(l,r,L)} \) by

\[
\gamma \approx \frac{\hat{r}_1(\ast)\varepsilon - \hat{r}_1(\ast)\varepsilon_{(l,r,L)} - \epsilon}{\varepsilon_{(l,r,L)} - \epsilon} = \frac{\hat{r}_1(\ast)\varepsilon}{\varepsilon_{(l,r,L)} - \epsilon}.
\]  

(17)

In Fig. 3 we plot \( \hat{r}_1(\ast)\varepsilon_{(l,r,L)} - \epsilon \) for the two ensembles considered in Fig. 2. Note that this quantity is essentially identical for all \( \epsilon \) values in the steady state phase. This indicates that indeed we can ignore the quadratic and higher-order terms in (16) close to the threshold. Hence, we assume the following scaling for the expected fraction of degree-one check nodes during the critical phase

\[
\hat{r}_1(\ast) \approx \gamma (\varepsilon_{(l,r,L)} - \epsilon).
\]  

(18)

Further, Fig. 4 confirms, that, as expected, the constant \( \gamma \) is the same for the \((l, r, L)\) ensemble and the same ensemble with twice the chain length, i.e., \((l, r, 2L)\). In Table I we collect the values of \( \gamma \) for various values of \( l \) and \( r \) computed for \( L = 100 \). Also included are the MAP thresholds of the underlying uncoupled \((l, r)\)-regular LDPC code ensemble, which are up to numeric precision equal to the threshold \( \varepsilon_{(l,r,L)} \) for the chosen value of \( L \). In all cases, \( \gamma \) is computed by evaluating (17) at \( \epsilon = \varepsilon_{(l,r,L)} - 0.04 \).

Table 1

| \( l \) | \( r \) | MAP threshold | \( \gamma \) |
|---|---|---|---|
| 3 | 6 | 0.4881 | 4.31 |
| 4 | 8 | 0.4977 | 4.24 |
| 5 | 10 | 0.4994 | 4.19 |
| 6 | 12 | 0.4999 | 4.15 |
| 4 | 12 | 0.3302 | 4.28 |
| 15 | 15 | 0.3325 | 4.23 |
| 6 | 6 | 0.6656 | 4.2 |

So far we have seen how to determine \( \gamma \) once we solved the differential equation describing the peeling decoder. But \( \gamma \) can also be determined via density evolution since it is closely connected to the “speed” of the BP decoder, a further quantity of significant practical importance. More precisely, consider the following question. Run a message-passing BP decoder with parallel updates and consider again the “steady phase” of the decoder. How many iterations does it take until the decoding wave has “moved” by one position? It is natural to define the speed of the decoder to be the inverse of this number. Clearly, the smaller the number of required iterations (the higher the speed) the less complex the decoding is. The number of required iterations is a function of the channel parameter and some thought shows that it behaves like \( c/(\varepsilon_{(l,r,L)} - \epsilon) \) close to the threshold [31], where \( c \) is a real positive constant.

Assume that the decoding wave has moved by exactly one position under the appropriate number of BP steps. How many variable nodes have we determined during these steps? The answer is \( 2\beta M \), where \( \beta \) is the fraction of yet undetermined variables in the uncoupled system when we transmit at parameter \( \epsilon \) and perform an infinite number of iterations (this is the fixed point that we get stuck in when transmitting using an uncoupled code above its BP threshold; the example below will hopefully clarify the exact definition of \( \beta \)).

The factor 2 stems from the fact that we are looking at a spatially-coupled ensemble where both ends are terminated and so there is both a “left” wave moving to the right and a “right” wave moving to the left.

Next, note that if \( \varepsilon_{(l,r,L)} - \epsilon \) is very small then, with high probability, for each variable that we determine there will be exactly one degree-one check node that is connected to it [31]. Finally, by our definition, both the number of check nodes and the number of variable nodes are normalized by \( M \). It follows that we must have \( \gamma = 2\beta/M \). We note that (2) shows how to compute the speed of the wave for a spatially-coupled Curie-Weiss model and that (31) gives a way to bound the speed of the wave for a particular spatially-coupled LDPC code ensemble. Both of these computations are in terms of quantities that appear in density evolution. It is therefore in principle possible to compute the speed of the wave, and hence \( \gamma \), for the \((l, r, L)\) ensemble based on quantities that appear in density evolution.

Example 1: Let us look at one of our running examples, namely the \((3, 6, 50)\) ensemble. Rather than computing the
decoding speed analytically, let us determine the speed via simulations. From Fig. 5 we see that it takes about 108 iterations for the decoding wave to move 6 positions, where \( \epsilon = \epsilon_{l,r,L} - 0.01 \). Therefore, \( \epsilon = \frac{108}{6} \cdot 0.01 = 0.18 \).

To determine \( \beta \), note that for the \((3, 6)\) ensemble the BP message-passing decoder gets stuck in the point \( x \) when transmitting at parameter \( \epsilon \), where \( \epsilon(x) = \frac{1}{1 - (1-x)^5} \). \([21]\].

With \( \epsilon = \epsilon_{l,r,L} - 0.01 = 0.47815 \) we get \( x = 0.41475 \). We then have \( \beta = \epsilon(1 - (1-x)^5)^3 = 0.386273 \). Therefore, \( \gamma = 2\beta/c = 4.29 \), which is a very good match to the \( \gamma \) value in Table [1]

We will soon see how \( \gamma \) enters in the formula for the error probability but the basic idea is simple. The larger \( \gamma \) the more degree-one check nodes we have in expectation at a given value of the channel parameter. Recall that an error occurs if at any point before the whole graph has not been peeled off we run out of degree-one check nodes. In other words, an error occurs if the actual number of degree-one check nodes deviates from the mean and takes on the value zero. So all other parameters (in particular the variance) being equal, the larger the mean, the less likely this event will be.

**E. A lower bound on \( \tau^* \)**

The time \( \tau^* \) at which the steady state phase takes over is a function of the uncoupled \((l, r)\)-regular LDPC code ensemble, the coupling pattern, the chain length \( L \) and the channel parameter \( \epsilon \). A lower bound on \( \tau^* \), that we denote by \( \tau_* \), can be obtained by ignoring the low-rate terminations at both sides of the \((l, r, L)\) code graph and by assuming a \((l, r)\)-regular LDPC code ensemble of length \( n = ML \) operating above its BP threshold. The bound \( \tau_* \) is then computed as the expected time at which the graph runs out of degree-one check nodes. This is essentially the same computation that we have performed in Example [1]

**Example 2:** Let us look again at one of our running examples, namely the \((3, 6, 50)\) ensemble. As we have seen, when the uncoupled decoder transmits above the BP threshold then the decoder gets stuck before all bits have been decoded and we have denoted the fraction of undecoded bits by \( \beta \).

Let us compute \( \beta \) when \( \epsilon = 0.48815 \). In this case the fixed point \( x \) is equal to \( x = 0.432261 \) and \( \beta = \epsilon(1 - (1-x)^5)^3 = 0.406764 \).[21]. Right after the initialization the fraction of uncoded bits is \( \epsilon \). Therefore the total number of bits that will have been decoded in a chain of length \( L \) (after division by \( M \)) is equal to \( \tau = L(\epsilon - \beta) \). For the particular case this gives us \( L(\epsilon - \beta) = 50(0.48815 - 0.406764) = 4.0693 \).

In Table [2] we state these bounds for a few examples in the form \( \tau/L \). For each \((l, r, L)\) configuration, \( \beta \) is computed at \( \epsilon_{l,r,L} \).

7As we mentioned, at the end of the decoding process, when the two decoding waves “meet”, we enter the third phase of the decoding process and during these phase decoding errors are again very unlikely. To get a better approximation to the error probability, one should also try to account for the length of this phase.

| l | r | \( \tau/L \) |
|---|---|---|
| 3 | 6 | 0.0814 |
| 4 | 8 | 0.0193 |
| 5 | 10 | 0.0053 |
| 6 | 12 | 0.0015 |
| 7 | 14 | 0.0020 |
| 8 | 16 | 0.0067 |
| 9 | 18 | 0.01272 |

![Fig. 6](image-url)

Fig. 6. In (a), we plot \( \delta_1(\tau) \) computed for the \((3, 6, 50)\) ensemble and \( \epsilon = 0.45 \) (\( \cdot \)), \( \epsilon = 0.46 \) (\( \circ \)) and \( \epsilon = 0.47 \) (\( \circ \)). In (b), we reproduce the same results for the \((4, 8, 100)\) ensemble. In dashed line with * marker, we also plot \( \delta_1(\tau) \) for \( L = 100 \) (a) and for \( L = 200 \) (b) for \( \epsilon = 0.45 \).
IV. COVARIANCE EVOLUTION

Our next goal is to study the second-order statistics of the \( r_1(\tau) \) process during the steady state phase, which is the main purpose of this section. As shown in [16], the covariance evolution for the \((l, r, L)\) ensemble, i.e., the evolution along peeling decoding of moments of the form \( \text{CoVar}[\mathcal{G}_{j,u}(\tau), \mathcal{G}_{z,x}(\tau)] \) for any pair of positions \((u, x) \in [D]^2\) and any pair of degrees \((j, z) \in [r + 1]^2\), can be estimated by solving an augmented system of differential equations, referred to as covariance evolution. Define

\[
f_{z,x}(\mathcal{G}(\tau)) = \frac{\mathbb{E} \left[ \left( \mathcal{G}_{j,u}(\tau \pm \frac{1}{M}) - \mathcal{G}_{j,u}(\tau) \right) \left( \mathcal{G}_{z,x}(\tau \pm \frac{1}{M}) - \mathcal{G}_{z,x}(\tau) \right) \right]}{1/M^2}.
\]

If the system of differential equations in (11) is augmented with the set of equations in (19.B), then the solution for \( \delta^{j,u}_{z,x}(\tau) \) is also unique and given the initial conditions

\[
\mathcal{G}_{j,u}(0) = \mathbb{E}[\mathcal{G}_{j,u}(0)],
\]

\[
\delta^{j,u}_{z,x}(0) = \mathbb{E}[\mathcal{G}_{j,u}(0)\mathcal{G}_{z,x}(0)] - \mathbb{E}[\mathcal{G}_{j,u}(0)]\mathbb{E}[\mathcal{G}_{z,x}(0)],
\]

the difference with respect to the true covariance \( \text{CoVar}[\mathcal{G}_{j,u}(\tau), \mathcal{G}_{z,x}(\tau)] \) at any time \( \tau \) is less than \( M^{-1/2} \). Further, in the limit \( M \to \infty \) the following holds

- \( \mathcal{G}_{j,u}(\tau) \) is Gaussian distributed with mean \( \hat{\mathcal{G}}_{j,u}(\tau) \) and variance \( \delta^{j,u}_{z,x}(\tau)/M \).
- For any pair of positions \((u, x) \in [D]^2\) and any pair of degrees \((j, z) \in [r + 1]^2\), \( \mathcal{G}_{j,u}(\tau) \) and \( \mathcal{G}_{z,x}(\tau) \) are jointly Gaussian distributed with cross covariance \( \delta^{j,u}_{z,x}(\tau)/M \).

Note that any covariance moment vanishes in the limit \( M \to \infty \) and hence \( \hat{\mathcal{G}}(\tau) \) concentrates around the mean \( \bar{\mathcal{G}}(\tau) \) predicted by (11). The details of the computation of the correlations in (12) can be found in Appendix B. In Appendix C we derive the initial conditions in (21) for the \((l, r, L)\) ensemble. The derivatives of the function \( f_{z,x}(\mathcal{G}(\tau)) \) with respect to any component \( \mathcal{G}_{q,m}(\tau) \), used in (19.B), can be computed given the closed-formed expression to \( f_{z,x}(\mathcal{G}(\tau)) \) derived Appendix A.

To estimate the error probability of the \((l, r, L)\) ensemble, we need to evaluate the variance of the process \( r_1(\tau) \) in (13), whose expected evolution has been described in Section III-C. In the light of the above results, for sufficiently large \( M \) the distribution of \( r_1(\tau) \) is well approximated by a Gaussian process whose variance can be obtained given the solution to the covariance evolution equations in (19.B):

\[
\text{Var}[r_1(\tau)] = \mathbb{E}[(r_1(\tau) - \hat{r}_1(\tau))^2] = \frac{1}{M} \sum_{u=1}^{D} \sum_{x=1}^{D} \delta_{u,1x}(\tau) = \frac{\delta_1(\tau)}{M}.
\]

In Fig. 6 we plot the solution for \( \delta_1(\tau) \) computed numerically for the \((3, 6, 50)\) ensemble (a) and for the \((4, 8, 100)\) ensemble (b) for the following \( \epsilon \) values: \( 0.45 \langle 0 \rangle \), \( 0.46 \langle 0 \rangle \), and \( 0.47 \langle 1 \rangle \). The dashed lines with the \( \ast \) marker correspond to \( \delta_1(\tau) \) for \( \epsilon = 0.45 \) and the same ensembles with twice the chain lengths, i.e., \( L = 100 \) in (a) and \( L = 200 \) in (b). As \( \hat{r}_1(\tau) \) in Fig. 2 \( \delta_1(\tau) \) presents an approximate flat evolution during the steady state phase (as in the mean evolution case, small wiggles can be observed by magnification). Denote by \( \delta_1^* \) the value of the variance during the steady state phase. Note also that \( \delta_1^* \) is roughly constant with \( \epsilon \) for the set of values considered. Indeed, this same effect has been noticed for all tested configurations of the \((l, r, L)\) ensemble and \( \epsilon \) values sufficiently distant from the ensemble threshold \( \epsilon(l, r, L) \). In the following, we will use as representative value to \( \delta_1^* \) the one computed at \( \epsilon = \epsilon(l, r, L) = 0.45 \). Obviously, further corrections on the scaling law that is proposed in this paper to estimate the \((l, r, L)\) performance can consider dropping this assumption and modeling \( \delta_1^* \) as a function of \( \epsilon \), or integrating the covariance evolution equations for each \( \epsilon \) value. In Table III we summarize the \( \delta_1^* \) values computed for different configurations of the \((l, r, L)\) ensemble with \( L = 100 \).

| \( l \) | \( r \) | \( \delta_1^* \) | \( \gamma / \sqrt{\delta_1^*} \) |
|---|---|---|---|
| 1 3 | 6 | 0.67 | 5.12 |
| 4 | 8 | 0.85 | 4.44 |
| 5 | 10 | 0.91 | 4.23 |
| 6 | 12 | 1.05 | 4.04 |
| 9 | 12 | 0.64 | 5.1 |
| 15 | 15 | 0.72 | 4.72 |
| 4 6 | 0.91 | 4.28 |

TABLE III
\( \delta_1^* \) PARAMETER COMPUTED FOR DIFFERENT \((l, r, L)\) ENSEMBLES.

Covariance evolution differential equations:

\[
\frac{\partial \delta_{j,x}^{u}(\tau)}{\partial \tau} = f_{z,x}(\hat{\mathcal{G}}(\tau)) - f_{j,u}(\hat{\mathcal{G}}(\tau)) f_{z,x}(\hat{\mathcal{G}}(\tau)) + \sum_{q=1}^{r} \sum_{m=1}^{D} \delta_{q,m}^{j,u}(\tau) \frac{\partial f_{z,x}(\mathcal{G}(\tau))}{\partial \mathcal{G}_{q,m}(\tau)} \bigg|_{\hat{\mathcal{G}}(\tau)} + \delta_{q,m}^{j,u}(\tau) \frac{\partial f_{j,u}(\mathcal{G}(\tau))}{\partial \mathcal{G}_{q,m}(\tau)} \bigg|_{\hat{\mathcal{G}}(\tau)}
\]

for \((u, x) \in [D]^2\), \((j, z) \in [r + 1]^2\). \( \hat{\mathcal{G}}(\tau) \) is the expected graph evolution computed by solving (11).
we show in Section 7 the same figure of merit, associated to the mean and variance of the $r_1(\tau)$ process during the critical phase, appears in the scaling law proposed for the $(l, r, L)$ ensemble:

$$\frac{\hat{r}_1(s)}{\sqrt{\sigma_1^2/M}} \approx \frac{\gamma \sqrt{M}(\epsilon_{(l, r, L)} - \epsilon)}{\sqrt{\sigma_1^2}}. \quad (23)$$

One of the main conclusions of this work is that the error probability of the $(l, r, L)$ decreases exponentially fast with (23). Thus, small differences in $\gamma / \sqrt{\delta_1^2}$ for different configurations might have a noticeable impact in the finite-length performance of the code. In Table III we also include the ratio $\gamma / \sqrt{\delta_1^2}$ computed for the different $(l, r, L)$ ensembles ($\delta_1^2$ is in the same table and $\gamma$ can be found in Table I). Note that, for fixed $l/r$ ratio, $\gamma / \sqrt{\delta_1^2}$ tends to decrease as we increase $l$, suggesting that once the threshold is sufficiently close to capacity, increasing the code density does not improve the finite-length performance of the code. For instance, this will be the case between the $(5, 10, 100)$ and $(6, 12, 100)$ ensembles.

A. Process covariance at two time instants

As we mentioned before, unlike for the uncoupled $(l, r)$-regular LDPC code ensemble, the error probability of the coupled ensemble is not determined by the behavior of the decoder at a particular “critical” point in time. As illustrated in Fig. 2 the decoder remains in a critical state during a period of time of duration $\Theta(L)$. Therefore, the error probability in the coupled case is given by the cumulative probability that the $r_1(\tau)$ process hits zero at some point during the decoding process. Recall that for the purpose of this paper we ignore errors which may happen in either the initial or the final phase, since they are very rare and for our purpose the steady state phase is essentially the whole time except for some short period at the beginning and at the end.

To compute the error probability during the steady state phase, we have to take into account the covariance of the $r_1(\tau)$ process over time:

$$\phi_1(\zeta, \tau) = \mathbb{E}[r_1(\zeta)r_1(\tau)] - \hat{r}_1(\zeta)\hat{r}_1(\tau), \quad (24)$$

where $\tau$ and $\zeta$ are two distinct time instances. The expectation is defined over the joint probability distribution of the DD at times $\tau$ and $\zeta$, and we denote the corresponding p.d.f. by $p_{\hat{g}(\zeta), \hat{g}(\tau)}(g(\zeta), g(\tau))$. The quantity $\phi_1(\zeta, \tau)$ can in principle be computed analytically by a procedure similar to covariance evolution. However, while the number of coupled equations in the covariance evolution system in (19B) is $(D \times (r + 1))^2$, the number of coupled equations in the system that we would need to solve to be able to compute $\phi_1(\zeta, \tau)$ analytically is at least $(D \times (r + 1))^4$ since we have to consider a minimum of two consecutive PD iterations. This approach is complex and computationally challenging.

Some thought shows that $\phi_1(\zeta, \tau)$ in (24) should be a function of $|\tau - \zeta|$ and that the decay of the correlation should be exponential in this time difference, i.e.,

$$\phi_1(\zeta, \tau) \approx \frac{\delta_1^2}{M} e^{-|\tau - \zeta|}, \quad (25)$$

where $\theta$ is a parameter that depends on the $(l, r)$-regular LDPC ensemble and the coupling pattern of the SC-LDPC code. Simulations support the ansatz (25). For instance, in Fig. 7 we plot (thin solid line) an estimation of $M\phi_1(\zeta, \tau)$ for the $(3, 6, 50)$ ensemble, $\epsilon = 0.45$ and $\zeta = 13$ computed by simulating 500 transmitted codewords with a code generated with $M = 1000$ bits per position. Empirically we have observed that in order to accurately estimate the value of $\theta$ for a given $(l, r, L)$ ensemble, we only require a few hundred transmitted codewords. Why is it natural to consider the ansatz in (25)? In [33], in the context of the finite-length analysis of uncoupled ensembles, it was shown that in this case the correlation of BP messages decays exponentially in the graph distance. For us the natural equivalent of graph distance is the difference in decoding time.

![Fig. 7. $M\phi_1(\zeta, \tau)$ (dashed lines) computed for the $(3, 6, 50)$ ensemble and $N = 200$ samples. We have fixed $\zeta$ to $13$ (♦) and $16$ (♠). For $\zeta = 13$, we have also included an estimation of $M\phi_1(\zeta, \tau)$ computed using 500 transmitted codewords for a code generated with $M = 1000$ bits per position.](image-url)
can easily evaluate \( \mathbb{E}[r_1(\tau)|g(\zeta)] \) using the same equations derived to compute expected graph evolution in Section III and initial conditions given by \( g(\zeta) \). Regarding the distribution \( p_G(\zeta)(g(\zeta)) \) of the DD at time \( \zeta \), all the \( G_{i,u}(\tau) \) terms in \( G(\tau) \), \( u \in [D] \) and \( j \in [r+1] \), are jointly Gaussian distributed with mean and covariance given as the solution to the system of differential equations in (12) and (19.B).

Therefore, the solution to the integral in (26) can be estimated by taking samples\(^8\) from \( G(\zeta) \), where each sample is a possible DD at \( \zeta \). For each sample, \( \mathbb{E}[r_1(\tau)|g(\zeta)] \) can be obtained by numerical integration of the expected graph evolution equations in (12) using the sampled DD as initial conditions. Let \( S \) be the collection for \( N \) samples taken of the graph DD at time \( \zeta \). The integral in (26) is approximated by a sum of the form

\[
\frac{1}{N} \sum_{g(\zeta) \in S} r_1(\zeta)|g(\zeta)|. \tag{28}
\]

In the limit of \( N \to \infty \)

\[
\phi_1^N(\zeta, \tau) = \frac{1}{N} \sum_{g(\zeta) \in S} r_1(\zeta)|g(\zeta)| - \hat{r}_1(\zeta) \hat{r}_1(\tau) \tag{29}
\]

converges to the true covariance \( \phi_1(\zeta, \tau) \)\(^3\). It is important to remark that \( \phi_1^N(\zeta, \tau) \) is a quantity obtained using exclusively the equations that predict the mean and variance graph evolution for the \((l, r, L)\) ensemble derived in Sections III and IV respectively.

In Fig. we plot in dashed lines \( M\phi_1^N(\zeta, \tau) \) computed for the \((3, 6, 50)\) ensemble at \( \epsilon = 0.45 \) with \( N = 200 \) samples. We have fixed \( \zeta \) to 13 (<\) and 16 (>). As predicted, the covariance decays exponentially with \( |\tau - \zeta| \). In Table IV we show the \( \theta \) value computed for different \((l, r, L)\) ensembles at \( \epsilon = \epsilon_{(l,r,L)} - 0.04 \). As we can observe, for fixed rate, the covariance decays slightly faster as we increase the check degree. A more detailed description of the effect of \( \theta \) (and the rest of scaling parameters) in the finite-length performance is left to Section V.

**TABLE IV**

| \( l \) | \( r \) | \( \theta \) |
|---|---|---|
| 3 | 6 | 0.59 |
| 4 | 8 | 0.61 |
| 5 | 10 | 0.63 |
| 4 | 12 | 0.84 |
| 5 | 15 | 0.88 |
| 4 | 6 | 0.51 |

Finally, it is important to note that the decay of correlation of the \( r_1(\tau) \) process, and hence the \( \theta \) parameter in (25), does not only depend on the uncoupled \((l, r)\)-regular LDPC code ensemble but also on the coupling pattern that we use to generate the coupled ensemble. In order to illustrate this dependence, consider a modification of the \((l, r, L)\) ensemble, denoted by \( \mathcal{E}(l, r, L, w) \) where \( w \) is a positive integer. For this ensemble, the coupling pattern as follows: for \( u = 1, \ldots, D \)

- If \( u \) is odd, then each variable node at position \( u \) is connected to a check node at position \( u, u + w, u + 2w, \ldots, u + w(l-1) \).
- If \( u \) is even, then each variable node at position \( u \) is connected to a check node at position \( u, u + 1, u + 2, \ldots, u + l(l-1) \).

In words, we are “stretching” out the connections over a length that is \( w \) times larger. In analogy to convolutional codes, we are increasing the “constraint length” of the code. Note that this ensemble has \( D = L + w(l-1) \) positions and hence the design rate is smaller than the design rate of the \((l, r, L)\) ensemble. A representation of the \( \mathcal{E}(3, 6, L, 2) \) ensemble can be found in Fig.8.

What is the expected effect of this modification? As we increase \( w \), we are further and further spreading out the connections in the spatial dimension and hence we expect the slower decay of the covariance of the process \( r_1(\tau) \). Indeed, this effect can be observed in Fig.9 where we show the covariance decay of the process \( r_1(\tau) \) for the \((3, 6, 100)\) ensemble (<\) and the \( \mathcal{E}(3, 6, 100, w) \) ensemble with \( w = 2 \) (>) and \( w = 4 \) (\( \square \)). For each ensemble we represent \( \mathcal{M}_1(\zeta, \tau)/\delta^2 \) so that all curves have a maximum equal to 1. The covariance has been estimated using 500 transmitted codewords (thin dashed lines) and using the alternative method summarized by equation (29) (solid lines), with \( N = 200 \) samples. As expected, the covariance between \( r_1(\tau) \) and \( r_1(\zeta = 29) \) is higher for larger \( w \) values. The estimated \( \theta \) values are, respectively, \( \theta = 0.59 \), \( \theta = 0.28 \) \((w = 2)\) and \( \theta = 0.17 \) \((w = 4)\).

![Fig. 8. A graphical representation of the \((3, 6, L, w)\) ensemble for \( w = 2 \). In thick lines, we illustrate the connections of a variable node placed at an odd position and a variable node at an even position.](image)

At this point, we have all the ingredients we need to predict the survival probability of the process \( r_1(\tau) \). Before concluding the present section, we finally want to emphasize that the triple \((\gamma, \delta^2, \theta)\) only depends on the uncoupled ensemble and the coupling pattern. The larger we choose \( L \), the longer the process \( r_1(\tau) \) remains in the steady state phase and thus the larger the error probability will be. However, the intrinsic statistical properties of the \( r_1(\tau) \) during this phase process do not vary if we increase the chain length \( L \). To illustrate this property, in Fig.2 and Fig.6 we have included results for both the \((3, 6, 50)\) and \((4, 8, 100)\) ensembles and the same ensembles with double chain lengths, \( L = 100 \) and \( L = 200 \) respectively.
V. PREDICTION OF THE ERROR PROBABILITY USING ORNSTEIN-UHLENBECK PROCESSES

In previous sections, we have provided a statistical characterization of the process $r_1(\tau)$ for the $(l, r, L)$ ensemble when used for transmission over the BEC and decoded via PD. As proven in [16], $r_1(\tau)$ is a Markov process that converges (in the number $M$ of bits per position of the code) to a Gaussian process. Further, covariance evolution for the $(l, r, L)$ ensemble shows that $r_1(\tau)$ in the steady state phase is essentially a constant-mean and constant-variance process whose temporal covariance only depends on the time difference between the two time points considered. In other words, in the steady state phase, $r_1(\tau)$ is well modeled by a stationary Gaussian Markov process. Indeed, a stationary Gaussian Markov process $X(t)$ can only be one of the two following types [22], [35]:

a) If $t_1 < t_2 < \ldots < t_n$, $X(t_1), \ldots, X(t_n)$ are mutually-independent Gaussian random variables.

b) There exists a constant $\alpha$ such that if $t_1 < t_2 < \ldots < t_n$, then $X(t_1), \ldots, X(t_n)$ are jointly distributed by a multivariate Gaussian with common mean and variance and covariance function $\text{Cov}[X(t + T), X(t)] \propto e^{-\alpha T}$, where the latter type of Gaussian Markov process is called an Ornstein-Uhlenbeck (OU) process [22]. Therefore, under the Gaussian assumption for the distribution of $r_1(\tau)$, an OU process is the only type of stationary Gaussian Markov process that is compatible with the process $r_1(\tau)$. In the following we describe the properties and parameters of OU processes and link them with those already computed for $r_1(\tau)$ in previous sections.

A. Ornstein-Uhlenbeck Processes

An OU process is a stationary Gaussian Markov process evolving via the following stochastic equation [22]:

$$X(t) = X_0 e^{-at} + \sqrt{2\beta} e^{-at} \int_0^t \omega(u) e^{au} du,$$  \hspace{1cm} (30)

where $\omega(t)$ is a white noise with zero mean and unit variance, $a$ and $b$ are real positive constants and $X_0$ is the initial condition. Consider samples uniformly taken from $X(t)$ every $\Omega$ seconds, where $X_i$ is the $i$-th sample. The mean of $X_i$ is given by

$$E[X_i] = X_0 e^{-a\Omega} = X_0 g^i, \quad g = e^{-a\Omega}. \hspace{1cm} (31)$$

Similarly, the covariance function is given by

$$E[(X_i - E[X_i])(X_j - E[X_j])] = \frac{b}{a} \left(g^{i-j} - g^{i+j}\right). \hspace{1cm} (32)$$

Therefore, for sufficiently large $i$,

$$X_i \sim \mathcal{N}(0, \frac{b}{a^2}), \hspace{1cm} (33)$$

$$E[(X_i - E[X_i])(X_j - E[X_j])] = \frac{b}{a} \left(g^{i-j}\right). \hspace{1cm} (34)$$

If we recall the properties observed for the process $r_1(\tau)$ during the steady state phase:

$$E[r_1(\tau)] = \hat{r}_1(*), \hspace{1cm} (35)$$

$$\text{Var}[r_1(\tau)] = \frac{\delta_1^*}{M}, \hspace{1cm} (36)$$

$$E[r_1(\tau)r_1(\tau)] - E[r_1(\tau)]E[r_1(\tau)] = \frac{\delta_1^*}{M} e^{-\theta|\tau - \zeta|}, \hspace{1cm} (37)$$

we can conclude that the process $r_1(\tau) - \hat{r}_1(*)$ can be identified as an OU process with parameters:

$$a = \theta, \quad b = \frac{\delta_1^* \theta}{M}, \hspace{1cm} (38)$$

where we have taken $\Omega = M^{-1}$, i.e., the normalized time for a single PD iteration.

B. First-passage time distribution

The statistical distribution of the first-passage time (FPT) of an Ornstein-Uhlenbeck process, i.e., the first time at which an OU-process through a constant boundary. The first expression is a series expansion involving the eigenvalues of a Sturm-Liouville boundary value problem associated with the Laplace transform of the FPT probability density function. The second one is an integral representation using its Fourier transform.
and the third one is given in terms of a functional of a three-dimensional Bessel bridge. Also, expressions for the moments of \( T_s \) are only known in integral form [28, 38].

Assuming \( X(\tau) = r_1(\tau) - \hat{r}_1(s) \) is a zero-mean OU process during the steady state phase, of length \( \epsilon L - \tau^* \), to estimate the error probability we have to compute the cumulative probability

\[
P(0 \leq T_s \leq \epsilon L - \tau^*) = \int_0^{\epsilon L - \tau^*} p_{T_s}(t) \, dt \quad (40)
\]

for \( s = \hat{r}_1(s) = \gamma(\epsilon L, L) - \epsilon \). An estimate to (40) can be obtained by numerical integration using the analytic expressions of \( p_{T_s}(t) \) commented above. While in principle this approach is valid, we are rather interested in a more informative expression that provides insights into the relation between the SC-LDPC structural parameters and the block error probability.

In [27], the authors show that \( p_{T_s}(t) \) converges as \( \frac{t}{b/a} \to \infty \) to an exponential distribution

\[
p_{T_s}(t) \sim \frac{1}{\mu_0} e^{-t/\mu_0}, \quad (41)
\]

where \( \mu_0 = \mathbb{E}[T_s] \) is the OU mean first-passage time from the zero initial state to the boundary \( s \). In terms of the parameters of the \( r_1(\tau) \) process in [38] we have

\[
\frac{s}{b/a} = \frac{\gamma M(\epsilon (l, r, L) - \epsilon)}{\delta_1^2} \leq \frac{\gamma M(\epsilon (l, r, L))}{\delta_1^2}. \quad (42)
\]

and hence the exponential distribution in (41) is achieved in the limit \( M \to \infty \). In addition, \( \mu_0 \) can be exactly computed using the following integral expression [28]:

\[
\mu_0(a, b, s) = \frac{\sqrt{2\pi}}{a} \int_0^{\sqrt{2\pi}} \Phi(z)e^{\frac{1}{4}z^2} \, dz, \quad (43)
\]

where \( \Phi(z) \) is the c.d.f. of a Gaussian distribution with zero mean and unit variance, i.e.,

\[
\Phi(z) = \int_{-\infty}^{z} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \, dx. \quad (44)
\]

In the limit \( s \to \infty \) (the same limit for which the exponential distribution in (41) holds), the following upper bound to (43) becomes tight:

\[
\mu_0(a, b, s) < \frac{\sqrt{2\pi}}{\sqrt{ab}} s \exp\left(\frac{s^2}{2b^2}\right). \quad (45)
\]

**Proof:** Denote \( C = \frac{\sqrt{2\pi}}{\sqrt{2}} \). Since \( \Phi(z) \in [0, 1] \),

\[
\mu_0(a, b, s) = \frac{\sqrt{2\pi}}{a} \int_0^{C} \Phi(z)e^{\frac{1}{4}z^2} \, dz < \frac{\sqrt{2\pi}}{a} \int_0^{C} e^{\frac{1}{4}z^2} \, dz = \frac{\sqrt{2\pi}}{a} \sum_{n=0}^{\infty} \frac{(C^2/2)^n}{n!(2n + 1)},
\]

\[
= \frac{\sqrt{2\pi}}{a} C \sum_{n=0}^{\infty} \frac{(C^2/2)^n}{n!(2n + 1)} \quad (46)
\]

where the equality \( (a) \) is obtained by using the series expansion \( \exp(x) = \sum_{n=0}^{\infty} x^n/n! \). Further, (46) can be upper bounded as follows:

\[
\frac{\sqrt{2\pi}}{a} C \sum_{n=0}^{\infty} \frac{(C^2/2)^n}{n!(2n + 1)} < \frac{\sqrt{2\pi}}{a} \sum_{n=0}^{\infty} \frac{(C^2/2)^n}{n!} = \frac{2\pi}{a} C \exp(C^2/2) = \frac{\sqrt{2\pi}}{\sqrt{ab}} s \exp\left(\frac{s^2}{2b^2}\right). \quad (47)
\]

In our decoding scenario, we model the process \( r_1(\tau) - \hat{r}_1(\tau^*) \) as an OU process with parameters given in [38]. Hence, \( \mu_0 \) represents the average survival time once \( r_1(\tau) \) has entered the steady state phase. Using (38), we obtain

\[
\mu_0 = \frac{\sqrt{2\pi}}{\gamma \sqrt{\Delta_e}} \int_0^{\sqrt{2\pi}} \Phi(z)e^{\frac{1}{4}z^2} \, dz, \quad (48)
\]

where \( \Delta_e = (\epsilon (l, r, L) - \epsilon) \). Note that the integral in (48) diverges; \( \mu_0 \), the expected time at which the process \( r_1(\tau) \) dies, grows exponentially fast with \( M \) and \( \Delta_e \). By (45), for large \( M\Delta_e \), \( \mu_0 \) is tightly upper bounded by

\[
\mu_0 < \frac{\sqrt{2\pi}}{\gamma \sqrt{\Delta_e}} \sqrt{M\Delta_e} \exp\left(\frac{M\Delta_e^2}{2\Delta_e}\right). \quad (49)
\]

By taking a sufficiently large \( M \), we can make \( \mu_0 >> \epsilon L \), which means that the length of the critical phase is very short compared to the time that, in average, we have to wait until \( r_1(\tau) \) takes zero value. This results in a small error probability.

**C. Scaling law for the \( (l, r, L) \) ensemble**

The first-passage time probability distribution in (41) along with (48) constitutes the necessary tools to estimate the decoding error probability. The steady state phase roughly lasts between \( \tau^* = \tau^*(l, r, L, \epsilon) \) and \( \epsilon L \). Recall also that \( \tau^* \) is lower bounded by \( \tau \), computed in Section III-C from the DE solution of the uncoupled \( (l, r) \)-regular LDPC code ensemble. We estimate the \( (l, r, L) \) ensemble average probability using the exponential distribution c.d.f., obtaining the following scaling law (SL):

\[
\mathbb{E}(l, r, L)[P_B(l, r, L, M, \epsilon)] \approx 1 - \exp\left(-\frac{\epsilon L - \tau^*}{\mu_0}\right) \leq 1 - \exp\left(-\frac{\epsilon L - \tau}{\mu_0}\right) \approx 1 - \exp\left(-\frac{\sqrt{2\pi}}{\gamma \sqrt{\Delta_e}} \int_0^{\sqrt{2\pi}} \Phi(z)e^{\frac{1}{4}z^2} \, dz\right), \quad (50)
\]

where, \( \mathbb{E}(l, r, L)[P_B(l, r, L, M, \epsilon)] \) represents the expected block error probability of the \( (l, r, L) \) ensemble with \( M \) bits per
position averaged over all codes in the ensemble and all channel realizations and $\Phi(z)$ is given in (44).

Note that the expression in (50) depends on the ensemble parameters $L$ and $M$ and on the following scaling parameters:

1) gap to threshold $\Delta_\epsilon = s(l,r,L) - \epsilon$
2) mean parameter $\gamma$ (see Table III)
3) variance parameter $\delta^*_\epsilon$ (see Table IV)
4) rate of correlation decay $\theta$ (see Table IV)

In addition, there is a (slight) dependence on $\tau$, see Table III.

In Fig. 10 we compare simulated block error probability curves (solid lines) along with the prediction using the expression in (50) (dashed lines) for the ensembles $(3, 6, 50)$ (a) and $(4, 8, 50)$ (b). The number $M$ of bits per position is: $M = 500$ (□), $M = 1000$ (○), $M = 2000$ (△), $M = 4000$ (⋆) and $M = 8000$ (▷). For $M = 8000$, we also include in dotted lines the estimated performance using the SL in (50) along with the upper bound to $\mu_0$ in (49).

First of all, we can see that there is a systematic “shift” between the actual error rate curves and the curves predicted via our scaling law. The estimate in (50) heavily relies on the assumption that the p.d.f. of the first-passage time of the $r_1(\tau)$ is distributed according to an exponential distribution. But this is an asymptotic result that only holds in the limit $M \to \infty$. In order to improve the estimate in (50), it is an interesting and challenging problem to drop the exponential distribution assumption and consider existing approaches to the p.d.f. of the first-passage time of an OU process for finite values of the boundary $s$ (controlled by $M$ in our problem) [57]. As we can observe in Fig. 10 for a few thousand bits per position, (50) provides an accurate estimate of the $(l, r, L)$ block error rate. At these lengths, SC-LDPC codes are prominent candidates for future communication standards such as optical communications [39] and wireless digital broadcasting [40]. Also, note that in all cases the slope of the error rate curves computed using (50) matches with the slope of the simulated error rates for the same $M$.

Hence, our first conclusion is that the $(l, r, L)$ performance can be accurately estimated if $M$ is sufficiently large. But our aim is to also show that the SL in (50) captures the right scaling between the ensemble block error rate and the different structural parameters, in particular the gap to threshold, $M$ and $L$. In this regard, the SL can be used to predict the performance improvement/degradation when a parameter is modified around a certain value. For instance, assume that for fixed $M$ and $L$, the waterfall performance of the $(l, r, L)$ ensemble has been estimated via Monte Carlo simulation. Now we can use the SL in (50) to predict the performance variation when the chain length and/or the number of bits per position are set to $L' = cL$ and $M' = kM$ respectively, $c, k \in \mathbb{R}^+$. These type of calculations are relevant from the practical point of view and the scaling law in (50) is a useful tool to perform quick estimates.

We will illustrate the problem in the low error rate regime. If we take a sufficiently large $M$, the error probability predicted by (50) is small and we can use a first order Taylor expansion to simplify the expression:

$$E_{(l,r,L)}[P_B(l,r,L,M,\epsilon)] \approx \frac{cL - \tau}{\mu_0}. \tag{51}$$

In addition, in this regime the bound to $\mu_0$ in (49) is tight and hence,

$$E_{(l,r,L)}[P_B(l,r,L,M,\epsilon)] \approx \frac{\theta \sqrt{\delta^*_\epsilon} (cL - \tau)}{\sqrt{2\pi} \gamma \sqrt{M \Delta_\epsilon}} \exp \left( -M \frac{\gamma^2 \Delta^2_\epsilon}{2\delta^*_\epsilon} \right). \tag{52}$$

Fig. 10. Simulation error probability curves (solid lines) along with the estimated performance using the expression in (50) (dashed lines) for the ensemble $(3, 6, 50)$ (a) and $(4, 8, 50)$ (b) with $M = 500$ (□), $M = 1000$ (○), $M = 2000$ (△), $M = 4000$ (⋆) and $M = 8000$ (▷). For $M = 8000$, we also include in dotted lines the estimated performance using the SL in (50) along with the upper bound to $\mu_0$ in (49).
Note that this expression indicates that the error probability scales linearly with the chain length. In Fig. 11 we represent the simulated error probability curves (solid lines) for the ensembles (3, 6, 50) (□), (3, 6, 150) (○), (4, 8, 50) (△) and (4, 8, 100) (◇) with $M = 4000$ bits. In dashed lines, we represent the estimated error probability for the ensembles (3, 6, 150) and (4, 8, 100) computed by multiplying the simulated error rates for the ensembles (3, 6, 50) and (4, 8, 50) by three and two respectively. Observe that, when the error probability is small enough the predicted performance matches with the simulated one for $L = 150$ and $L = 100$, indicating that the scaling in (51) w.r.t $L$ is essentially correct.

Now we test whether the scaling with respect to $M$ predicted by (52) is also accurate. Consider the $(l, r, L)$ ensemble with $M$ bits per position. Assume that we numerically find $M_S < M$ such that the simulated performance for $M$ bits per position and the one predicted by (50) with $M_S$ match. Using the SL, we can now estimate how much the performance is improved when the number of bits per position is modified from $M$ to $kM$, for some $k > 0$. Using the simplified expression in (52) for the low error rate regime, a simple calculation shows that

$$\mathbb{E}(l, r, L)[P_B(l, r, L, kM, \epsilon)] 
\approx \frac{\mathbb{E}(l, r, L)[P_B(l, r, L, M, \epsilon)]}{\sqrt{k}} \exp \left(-M_S \frac{\epsilon^2 (k-1) \Delta^2}{2 \delta^2}\right).$$

The accuracy of the estimate in (53) in the low error rate regime is demonstrated in Fig. 12. In Fig. 12(a), we represent the simulated performance for the (3, 6, 50) ensemble with $M = 1000$ bits (□), solid line. The curve obtained is well approximated by (50) with $M_S = 700$ bits (dotted line). Using this value, the dashed line with (●) marker represents the estimated performance for the (3, 6, 50) ensemble with $M = 4000$ bits using (52), whereas the actual simulated performance for this case is plotted with solid line and (○) marker. As we can observe, the prediction is indeed accurate for small error rates. In Fig. 12(b), we show a similar example using the (4, 8, 50) ensemble. The solid curve with (□) marker represents the simulated performance for the case $M = 2000$ bits. This curve is well approximated by (50) with $M_S = 1100$ bits and this value is used to compute the estimated performance for $M = 4000$ bits, (●) maker with dashed line. The actual (4, 8, 50) performance is plotted with (○) marker. In all cases, the simulated performance curves have been obtained after $10^5$ transmitted codewords. The values for $\gamma$ and $\delta^2$ in (52) are given for each ensemble in Table I and Table III.

The above results show that the SL proposed is consistent with the scaling behavior of the code. In (15), the performance of a class of SC-LDPC codes constructed from protographs was tested for a wide range of scaling functions $L = f(M)$. It was observed that the ensemble presented a vanishing error probability in the limit $M \to \infty$ for $\epsilon$ values very close to the MAP threshold of the uncoupled ensemble even though when $L$ grows much faster than $M$. In particular, we conjectured that this effect is lost only when the chain length $L$ grows at least exponentially fast with $M$. The scaling law for the $(l, r, L)$ ensemble in (50) is consistent with such a conjecture. Indeed, if $L = f(M)$ and $M$ is large enough then the SL in (50) takes the form:

$$1 - \exp\left(-\frac{\epsilon f(M) - \tau^*}{\sqrt{\gamma_1} \sqrt{M} \Delta_\epsilon \exp\left(\frac{\gamma^2 M \Delta^2}{2 \delta^2}\right)}\right)$$

and, hence, we can easily find a pair of real positive constants for which a scaling of the form $L = a \exp(bM)$ makes (54) tend to one in the limit $M \to \infty$. This result indicates that the wave-like decoding phenomenon, which allows achieving near-capacity thresholds, is very robust.

D. Finite-length performance and scaling parameters

Four scaling parameters appear in the scaling law proposed in (50), as well as in the low-error rate approximation in (52). In this regard, let us conclude this paper by briefly discussing the sensitivity of the SC-LDPC finite-length performance with respect to each one of them:

1) Mean parameter $\gamma$ and variance parameter $\delta^2$. First of all, note that these two parameters only appear in the SL by means of the ratio $\alpha = \gamma / \sqrt{\delta^2}$. By (52), note the performance is very sensitive w.r.t. to any change in $\alpha$. A simple calculation shows that

$$\frac{\partial \mathbb{E}(l, r, L)[P_B(l, r, L, M, \epsilon)]}{\partial \alpha} \sim O\left(-e^{-\alpha^2 \Delta, M}\right),$$

and thus a small increase in $\alpha$ can lead to a significant decay in the error rate. On one hand, we have shown how $\gamma$ is directly proportional to the speed of the wave
under BP message-passing decoding. From the design perspective, it has been shown how this speed can be improved by optimizing the ensemble degree profile [31]. On the other hand, the design of the SC-LDPC code ensemble to reduce the variance parameter $\delta_1^*$ is still a challenging open question since no closed-form expressions to compute $\delta_1^*$ (or bound it) have been proposed yet.

2) SC-LDPC code ensemble threshold. As in the case of $\epsilon_*$, the finite-length performance is quite sensitive to $\Delta_\gamma$. Since it is fairly easy to design SC-LDPC code ensembles with capacity-approaching thresholds [4, 9], the main question here is to determine whether the optimization of the SC-LDPC code ensemble to achieve thresholds arbitrarily close to capacity is compatible with the optimization of the rest of parameters that appear in the scaling law.

3) $\theta$ parameter. As described in Section IV-A, $\theta$ is related to the covariance decay of the $r_1(\tau)$ process along the time and can be controlled by the coupling pattern. Intuitively, the more we spread the connections of variable nodes along different positions, the smaller $\theta$ value we can observe. However, it is not a trivial problem how to optimize this parameter at fixed coding rate (recall the coupling pattern also determines the boundary conditions, and thus, the coding rate loss incurred). In addition, upon optimization we might not observe a significant improvement in the finite-length performance since by [32] it only scales linearly with $\theta$.

VI. CONCLUSIONS AND FUTURE WORK

We have analyzed the decoding of finite-length SC-LDPC codes over the BEC using the peeling decoder. By extending the methodology applied in [16] to study finite-length LDPC code ensembles, we have determined and solved covariance evolution, i.e., the system of differential equations that encodes the first two statistical moments of the evolution of the residual graph. We have shown that the statistical evolution of the normalized number of degree-one check nodes along the peeling decoding process, i.e., the $r_1(\tau)$ process, is of a completely different nature compared to the case of the uncoupled $(l, r)$-regular LDPC code ensemble. In the coupled ensemble, decoding failures more or less happen uniformly throughout the whole decoding process (with the exception of the very beginning and the very end of the process). Furthermore, the survival probability of the process $r_1(\tau)$ can be estimated by assuming that the $r_1(\tau)$-process is in fact a properly chosen Ornstein-Uhlenbeck process. The scaling law derived via this assumption contains four parameters: the ensemble threshold, the mean parameter $\gamma$, the covariance parameter $\delta_1^*$ and the correlation parameter $\theta$. The threshold can be determined through standard DE techniques. We derived the remaining parameters, namely $(\gamma, \delta_1^*, \theta)$, via covariance evolution.

The closed-form SL proposed in this paper provides code designers with some insight into the main scaling behavior between the error rate and the different code parameters. The scaling law gives a good approximation to the actual performance (determined via simulations) and, furthermore, it can be used to accurately predict how the performance changes if we modify some base parameters, such as $L$ or $M$.

Several important practical questions remain open. First of all, it would be interesting to determine whether there exist alternative methods to evaluate the triple $(\gamma, \delta_1^*, \theta)$ efficiently. As we mentioned in the paper, at least the parameter $\gamma$ is directly related to the decoding speed, and this decoding speed in turn can be computed via basic quantities that appear in density evolution. If it was able to derived closed form expressions for these parameters then in principle this would open the
door to perform an optimization of the code parameters. Also, what are the trade-offs between the parameters $(\gamma, \delta^*_1, \theta)$? As we have discussed, we would like $\gamma$ to be large and $\theta$ and $\delta^*_1$ to be small. But most likely, these are conflicting goals.

Finally, we have ignored some relevant aspects. Most importantly we ignored the effect of the termination on the error probability, the effect of a windowed-decoding algorithm [10], or the effect of the exact code structure. All of these are likely going to play a role in practical applications and hence have to be considered. In particular, we should address the analysis of protograph-based SC-LDPC codes [4], [18] and spatially-coupled structures based on generalized LDPC codes [41] or non-binary LDPC codes [42].
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APPENDIX A

EXPECTED EVOLUTION IN ONE ITERATION OF THE PD

Here we show how to compute the expected evolution of the \((l, r, L)\) residual graph DD in one PD iteration, namely
\[
\begin{align*}
E[R_{j,u}(\tau + 1/M) - R_{j,u}(\tau)] & | G(\tau), \quad (56) \\
E[V_u(\tau + 1/M) - V_u(\tau)] & | G(\tau), \quad (57)
\end{align*}
\]
for \(u \in [D]\) and \(j \in [r]\). To keep the notation uncluttered, we omit the conditioning on \(G(\tau)\) and we denote
\[
\begin{align*}
\Delta R_{j,u}(\tau) &= R_{j,u}(\tau + 1/M) - R_{j,u}(\tau), \quad (58) \\
\Delta V_u(\tau) &= V_u(\tau + 1/M) - V_u(\tau). \quad (59)
\end{align*}
\]
Let \(\pos(\tau)\) be the position at which we remove a degree-one check node at time \(\tau\). The actual check node that is removed is chosen uniformly at random from all degree-one check nodes at this position. The resulting probability distribution \(P(\pos(\tau) = u)\) is described by \(p_u\) in [5].

Assume that \(\pos(\tau) = m\). Given the properties of the \((l, r, L)\) ensemble described in Section II, it follows that the variable connected to this degree-one check node is placed at position \(u\) with probability
\[
\lambda_{m,u}(\tau) = \frac{V_u(\tau)}{\sum_{i=(m-1)}\lambda_i(\tau)} \quad (60)
\]
if \(u \in \{m-(l-1), \ldots, m\}\) and zero otherwise. By extension, when a degree-one check node from position \(m\) and the variable connected to it are removed, then with probability
\[
\xi_{m,u}(\tau) = \sum_{i=u-(l-1)}^{u} \lambda_{m,i}(\tau). \quad (61)
\]
one of the \(l\) removed edges is connected to a check node at position \(u\), \(u \in [D]\). Note that \(\xi_{u,u}(\tau) = 1 \\forall u\).

Given these definitions we can compute the expected evolution of the DD conditioned to the case for which the degree-one check node is removed from position \(m\), i.e., \(\pos(\tau) = m\). At position \(m\), the variation in the DD is simple: \(E[\Delta R_{j,m}(\tau) | \pos(\tau) = m]\) is equal to \(-1\) for \(j = 1\) and zero otherwise. At any other position \(u \neq m\), an edge is removed from position \(u\) with probability \(\xi_{u,u}(\tau)\). The edge removed is connected to a check node of degree \(j\) with probability
\[
\frac{R_{j,u}(\tau)}{\sum_{q=1} R_{q,u}(\tau)}, \quad (62)
\]
and, if this happens, \(j\) edges of right degree \(j\) are removed from the graph at position \(u\). Also, \(j-1\) edges of right degree \(j-1\) are created at the same position. Hence, the expected graph evolution at position \(u \neq m\) is
\[
E[\Delta R_{j,u}(\tau) | \pos(\tau) = m] = j\xi_{m,u}(\tau) \frac{R_{j+1,u}(\tau) - R_{j,u}(\tau)}{\sum_{q=1} R_{q,u}(\tau)}, \quad (63)
\]
where for \(j = r\), \(R_{j+1,u}(\tau) = 0\). Under the same assumption, \(\pos(\tau) = m\), a variable node is removed from position \(u\) with probability \(\lambda_{m,u}(\tau)\). Therefore,
\[
E[\Delta V_u(\tau) | \pos(\tau) = m] = -\lambda_{m,u}(\tau), \quad (64)
\]
and this holds for \(u \in [D]\), including the case \(u = m\).

Finally, the expected graph evolution after one iteration of the PD can be computed as follows. For \(2 \leq j \leq (r-1)\) we get,
\[
E[\Delta R_{j,u}(\tau)] = \sum_{m=1}^{D} \frac{\xi_{m,u}(\tau) R_{j+1,u}(\tau) - R_{j,u}(\tau)}{\sum_{q=1} R_{q,u}(\tau)} p_m(\tau) \quad (65)
\]
where \(p = [p_1(\tau) \ldots p_D(\tau)]\) and \(\xi_u = [\xi_{1,u}, \xi_{2,u}, \ldots, \xi_{D,u}]\) are \(D\)-length vectors. For the case \(j = 1\), we also have to take into account the degree-one check node removed from the graph, which belongs to position \(u\) with probability \(p_u(\tau)\). Thus,
\[
E[\Delta R_{1,u}(\tau)] = -p_u(\tau) + \left(\frac{R_{2,u}(\tau) - R_{1,u}(\tau)}{\sum_{q=1} R_{q,u}(\tau)}\right) (p^\top \xi_u - p_u(\tau)). \quad (66)
\]
On the variable side we obtain
\[
E[\Delta V_u(\tau)] = -\sum_{m=1}^{D} \lambda_{m,u}(\tau) p_m(\tau). \quad (67)
\]

APPENDIX B

COVARIANCE EVOLUTION IN ONE ITERATION OF THE PD

We are now interested in computing the second order moments for the \((l, r, L)\) ensemble residual DD transition at one PD iteration:
\[
\begin{align*}
E[\Delta R_{j,u}(\tau) \Delta R_{z,x}(\tau)] | G(\tau), \quad (68) \\
E[\Delta V_u(\tau) \Delta V_x(\tau)] | G(\tau), \quad (69) \\
E[\Delta R_{j,u}(\tau) \Delta V_x(\tau)] | G(\tau), \quad (70)
\end{align*}
\]
for \(u, x \in [D]\) and \(j, z \in [r]\). Note that we do not compute second order moments taken across different time instants. As in Appendix A we omit the conditioning on \(G(\tau)\) and, to compute the expectations in (68)-(70), we average over all possible positions where a degree-one check node can be removed. For instance,
\[
E[\Delta R_{j,u}(\tau) \Delta R_{z,x}(\tau)] = \sum_{m=1}^{D} E[\Delta R_{j,u}(\tau) \Delta R_{z,x}(\tau) | \pos(\tau) = m] p_m(\tau). \quad (71)
\]
To evaluate \(E[\Delta R_{j,u}(\tau) \Delta R_{z,x}(\tau) | \pos(\tau) = m]\), we consider two different scenarios: \(u \neq x\) and \(u = x\). Namely, second order moments across different positions and within the same position.
A. Different positions. Case $u \neq x$

First, if $u \neq x$, then it is simple to check that

$$E[\Delta V_u(\tau) \Delta V_x(\tau)] = 0, \quad (72)$$

since only one variable node is removed from the graph and it cannot belong to two distinct positions. Assume now that $x = u + c$, where $c$ is a strictly positive integer. If $c \geq l$, then the DD at positions $u$ and $x$ cannot be modified at the same time because check nodes at two positions further away $l-1$ positions do not share any variable node. Thus, for $c \geq l$

$$E[\Delta R_{j,u}(\tau) \Delta R_{z,x}(\tau) | pos(\tau) = m] = 0, \quad (73)$$

$$E[\Delta R_{j,u}(\tau) \Delta V_z(\tau) | pos(\tau) = m] = 0 \quad (74)$$

for any $m \in [D]$. For $c < l$, we consider the following two sub cases:

1) $pos(\tau) = m, u \neq m, x \neq m$: The probability that the DD at positions $u$ and $x$ is simultaneously modified when we remove a degree-one check node from $m$ is

$$\xi_{m,u,x}(\tau) = \sum_{i=x-(u-1)}^{u} \lambda_{m,i}(\tau), \quad (75)$$

and, therefore,

$$E[\Delta R_{j,u}(\tau) \Delta R_{z,x}(\tau) | pos(\tau) = m] =$$

$$\sum_{z} \xi_{m,u,x}(\tau) \left( \frac{R_{j+1,u}(\tau) - R_{j,u}(\tau)}{\sum_{q=1}^{u} R_{q,u}(\tau)} \right) \times \left( \frac{R_{z+1,u}(\tau) - R_{z,x}(\tau)}{\sum_{q=1}^{u} R_{q,x}(\tau)} \right) \quad (76)$$

for $j, z < r$. For $j = r (z = r)$, we delete from (76) the term in $j-1 (z+1)$. Regarding the expected product $\Delta R_{j,u}(\tau) \Delta V_x(\tau)$, if $c < l$ then a variable node at position $x$ is connected to a check node at position $u$ with probability one. With probability $\lambda_{m,x}(\tau)$ the variable removed along with the degree-one check node at $m$ belongs to position $x$. Consequently,

$$E[\Delta R_{j,u}(\tau) \Delta V_x(\tau) | pos(\tau) = m]$$

$$= -j \lambda_{m,x}(\tau) \frac{R_{j+1,u}(\tau) - R_{j,u}(\tau)}{\sum_{q=1}^{u} R_{q,u}(\tau)}. \quad (77)$$

2) $pos(\tau) = u, u \neq x$: Since we remove a degree-one check node from position $u$, then $\Delta R_{j,u}(\tau) = 0$ for any $j > 1$.

$$E[\Delta R_{j,u}(\tau) \Delta R_{z,x}(\tau) | pos(\tau) = ux] = 0 \quad (78)$$

for $z \in [r]$ and $j > 1$. For $j = 1$ we get

$$E[\Delta R_{1,u}(\tau) \Delta R_{z,x}(\tau) | pos(\tau) = u]$$

$$= -z \xi_{u,x}(\tau) \frac{R_{z+1,u}(\tau) - R_{z,x}(\tau)}{\sum_{q=1}^{u} R_{q,x}(\tau)}, \quad (79)$$

where for $z = r$ the term $R_{z+1,x}(\tau)$ in (79) is zero. Similarly

$$E[\Delta R_{j,u}(\tau) \Delta V_x(\tau) | pos(\tau) = u] = 0 \quad (80)$$

for $j > 1$ and

$$E[\Delta R_{1,u}(\tau) \Delta V_x(\tau) | pos(\tau) = u] = \lambda_{u,x}(\tau). \quad (81)$$

B. Same positions. Case $x = u$

Our goal now is to compute moments of the form

$$E[\Delta R_{j,u}(\tau) \Delta R_{z,u}(\tau)] \quad (82)$$

for any position $u \in [D]$ and degrees $j, z \in [r]$. Assume with no loss of generality that $z \geq j$. The procedure is similar to that followed in Appendix $A$. First we assume that the position $m$ where we remove the degree-one check node is not position $u$, i.e., $pos(\tau) = m \neq u$. After deleting the variable node, one edge is removed from a check at position $u$ with probability $\xi_{m,u}(\tau)$. Besides, with probability

$$R_{j,u}(\tau) \frac{R_{j+1,u}(\tau) + R_{j,u}(\tau)}{\sum_{q=1}^{u} R_{q,u}(\tau)} \quad (83)$$

the check node that was connected to such edge is of degree $j$. In this case, $j$ edges of right degree $j$ are removed from the graph at position $u$ and $j-1$ edges of right degree $j-1$ are created at the same position. The rest of the DD terms are not affected. Therefore,

$$E[\Delta R_{j,u}(\tau) \Delta R_{z,u}(\tau) | pos(\tau) = m] = 0, \quad z > j + 1. \quad (84)$$

If $z = j + 1$ we get

$$E[\Delta R_{j,u}(\tau) \Delta R_{j+1,u}(\tau) | pos(\tau) = m]$$

$$= -j(j+1)\xi_{m,u}(\tau) \frac{R_{j+1,u}(\tau)}{\sum_{q=1}^{u} R_{q,u}(\tau)}. \quad (85)$$

and for $j = z$ we get

$$E[\Delta R_{j,u}(\tau)^2 | pos(\tau) = m] = j^2 \xi_{m,u}(\tau) \frac{R_{j+1,u}(\tau) + R_{j,u}(\tau)}{\sum_{q=1}^{u} R_{q,u}(\tau)}. \quad (86)$$

For $j = r$, (85) is also equal to zero while in (86) the term $R_{j+1,u}(\tau)$ is set to zero. Finally, we compute

$$E[\Delta V_u(\tau) | pos(\tau) = u] = \lambda_{u,u}(\tau), \quad (87)$$

$$E[\Delta R_{j,u}(\tau) \Delta V_u(\tau) | pos(\tau) = m]$$

$$= -j \lambda_{m,u}(\tau) \frac{R_{j+1,u}(\tau) - R_{j,u}(\tau)}{\sum_{q=1}^{u} R_{q,u}(\tau)}, \quad (88)$$

where for the case $j = r$ we remove the term $R_{j+1,u}(\tau)$ from the equation above.

Now we assume $pos(\tau) = u$. In this case, only one edge with right degree one is removed from position $u$. Then,

$$E[\Delta R_{j,u}(\tau) \Delta R_{z,u}(\tau) | pos(\tau) = u] = 0 \quad (89)$$

if $j > 1$ or $z > 1$. For $z = j = 1$:

$$E[\Delta R_{1,u}(\tau)^2 | pos(\tau) = u] = 1. \quad (90)$$

### Appendix C

**Covariance initial conditions**

In Section III-B we computed the expected DD of the $(l, r, L)$ graph after the PD initialization step, $E[V_u(0)]$ and $E[R_{j,u}(0)]$ for $j \in [r]$ and $u \in [D]$. We are now interested in computing the initial conditions for the covariance evolution equations described in Section IV, namely $Var[R_{j,u}(0)]$.
CoVar\[R_{j,u}(0), R_{z,x}(0)]\], Var\[V_{u}(0)\], CoVar\[V_{u}(0), V_{z}(0)\] and CoVar\[V_{u}(0), R_{j,z}(0)\] for \((j, z) \in [r]^2\) and \((u, x) \in [D]^2\). For simplicity, we will consider positions \(u, x\) that belong both to the range \([l, \ldots, L]\), where all check nodes in the original \((l, r, L)\) graph are of degree \(r\). The rest of moments, involving positions at the boundaries, can be computed in a similar procedure.

After PD initialization, the number of check nodes of degree \(1, 2, \ldots, r\) at position \(u \in [l, L]\) is described by a multinomial distribution with \(\frac{1}{r} M\) trials and probabilities

\[
p_{j,u} = \binom{r}{j} \epsilon^j (1 - \epsilon)^{r-j} \tag{91}
\]

for \(j \in [r]\), see Section III-B. Therefore,

\[
\text{Var}\[R_{j,u}(0)\] = j^2 \frac{1}{r} M p_{j,u}(1 - p_{j,u}) , \tag{92}
\]

\[
\text{CoVar}\[R_{j,u}(0), R_{z,u}(0)\] = -j \frac{1}{r} M p_{j,u} p_{z,u}. \tag{93}
\]

In addition, since variable nodes are independently erased

\[
\text{Var}\[V_{u}(0)\] = M \epsilon (1 - \epsilon), \tag{94}
\]

\[
\text{CoVar}\[V_{u}(0), V_{z}(0)\] = 0 \quad u \neq x. \tag{95}
\]

Now we focus on the computation of moments of the form

\[
\text{CoVar}\[R_{j,u}(0), R_{z,x}(0)\] \tag{96}
\]

for \(x \neq u\). First, if positions \(|u - x| \geq l\) then by construction of the \((l, r, L)\) ensemble a variable node cannot be connected simultaneously to one check node at position \(u\) and to one check node at position \(x\). Consequently, \(\text{CoVar}\[R_{j,u}(0), R_{z,x}(0)\] = 0\) for any pair of degrees \((j, z)\) as long as \(|u - x| \geq l\). For a similar reason, if \(|u - x| \leq l\) then \(\text{CoVar}\[V_{u}(0), R_{j,z}(0)\] = 0\).

The main idea to evaluate \((96)\) when \(|u - x| < l\) is to compute the probability that any pair of check nodes (one at position \(u\) and one at position \(x\)) selected at random share at least one variable node in the \((l, r, L)\) code graph, i.e., before PD initialization. In such a case, the corresponding degrees of both check nodes after the PD initialization are not statistically independent from each other. Consider \(x = u + c\) where \(c < l\). There are \((l-c)\) positions of the code, from position \((x - l + 1)\) to position \(u\), in which any variable node is connected with one edge to a check node at position \(u\) and with one edge to a check node at position \(x\). Let \(\text{check}_u\) and \(\text{check}_x\) be a pair of check nodes selected at random from positions \(u\) and \(x\) and let \(a\) (\(b\)) represent the number of edges of the check \(\text{check}_u\) (\(\text{check}_x\)) that are connected to variable nodes at positions in the range \([x - l + 1, \ldots, u]\).

Recall from the properties of the \((l, r, L)\) ensemble described in Section III that, if we picked at random one edge connected to a check node placed at position \(u\), the position of the variable node connected to such edge is a uniform random variable in the set \([u - (l - 1), \ldots, u]\). Hence, among the \(r\) edges connected to \(\text{check}_u\), the number \(a\) of edges that are connected to variables in the range of positions \([x - l + 1, \ldots, u]\) is a random variable distributed according to a Binomial distribution of \(r\) trials and success probability \((l - c)/l\). The same holds for \(b\). Also, \(a\) and \(b\) are independent random variables.

For any given pair \((a, b)\), the probability that check\(_u\) and check\(_x\) are connected to the same variable node, placed at a position in the range \([x - l + 1, \ldots, u]\), is as follows:

\[
(l - c) ab \frac{1}{M}. \tag{97}
\]

By averaging \((97)\) over all possible pairs \((a, b)\) we can compute the probability that check\(_u\) and check\(_x\) share one variable node:

\[
P_S = \frac{l - c}{M^2} \left( \frac{l - c}{l} \right)^2. \tag{98}
\]

In the following, we ignore the case that \(\text{check}_u\) and \(\text{check}_x\) share two variable nodes since the probability of this to happen decays by \(M^{-2}\). Denote by \(d_u\) and \(d_x\) the degree of the check nodes \(\text{check}_u\) and \(\text{check}_x\) respectively after PD initialization. The joint probability mass function of the pair \((d_u, d_x)\) can be expressed as follows:

\[
P(d_u = j, d_x = z) = P(d_u = j, d_x = z|\text{share}) Ps + P(d_u = j, d_x = z|\text{no share})(1 - Ps), \tag{99}
\]

where \(P(d_u = j, d_x = z|\text{share})\) represents the joint probability distribution of the degrees \(d_u\) and \(d_x\) when \(\text{check}_u\) and \(\text{check}_x\) share one variable node. It is straightforward to show that

\[
P(d_u = j, d_x = z|\text{share}) = \epsilon \left[ \binom{r-1}{j-1} \epsilon^{j-1} (1 - \epsilon)^{r-j} \left( \frac{r-1}{z-1} \right)^z \right] + (1 - \epsilon) \left[ \binom{r-1}{j} \epsilon^j (1 - \epsilon)^{r-j} \left( \frac{r-1}{z} \right)^z \right], \tag{100}
\]

and

\[
P(d_u = j, d_x = z|\text{no share}) = p_{j,u} p_{z,x}, \tag{101}
\]

where \(p_{j,u}\) and \(p_{z,x}\) are given in \((91)\). Using these expressions and averaging over all possible \((\text{check}_u, \text{check}_x)\) pairs (there are \((\frac{1}{r} M)^2\) pairs in total), we obtain:

\[
\text{CoVar}\[R_{j,u}(0), R_{z,x=u+c}(0)\] = j z M (l - c)^3 \times \left( P(d_u = j, d_x = z|\text{share}) - P(d_u = j, d_x = z|\text{no share}) \right) \tag{102}
\]

for \(u, x \in [l, \ldots, L]\), \(j, z \in [r]\) and \(c < l\). By following a similar procedure, we obtain

\[
\text{CoVar}\[V_{u}(0), R_{j,z=u+c}(0)\] = j M \epsilon (1 - \epsilon)^{r-j} \left[ \binom{r-1}{j-1} \right] \left( \frac{r-1}{j} \right)^j \tag{103}
\]

for \(u, x \in [l, \ldots, L]\) and \(c < l\).