Forecasting Flowering and Maturity Times of Barley Using Six Machine Learning Algorithms
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Abstract: Interior Alaska has a short growing season of 110 d. The knowledge of timings of crop flowering and maturity will provide the information for the agricultural decision making. In this study, six machine learning algorithms, namely Linear Discriminant Analysis (LDA), Support Vector Machines (SVMs), $k$-nearest neighbor ($k$NN), Naïve Bayes (NB), Recursive Partitioning and Regression Trees (RPART), and Random Forest (RF), were selected to forecast the timings of barley flowering and maturity based on the Alaska Crop Datasets and climate data from 1991 to 2016 in Fairbanks, Alaska. Among 32 models fit to forecast flowering time, two from LDA, 12 from SVMs, four from NB, three from RF outperformed models from other algorithms with the highest accuracy. Models from $k$NN performed worst to forecast flowering time. Among 32 models fit to forecast maturity time, two models from LDA outperformed the models from other algorithms. Models from $k$NN and RPART performed worst to forecast maturity time. Models from machine learning methods also provided a variable importance explanation. In this study, four out of six algorithms gave the same variable importance order. Sowing date was the most important variable to forecast flowering but less important variable to forecast maturity. The daily maximum temperature may be more important than daily minimum temperature to fit flowering models while daily minimum temperature may be more important than daily maximum temperature to fit maturity models. The results indicate that models from machine learning provide a promising technique in forecasting the timings of flowering and maturity of barley.
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1. Introduction

Spring barley (Hordeum vulgare L.) is the most important grain crop grown in Alaska, 5,000 acres in 2016 according to annual U.S. Department of Agriculture statistics data [1]. The weather conditions for barley growth in the sub-arctic Alaska are low spring precipitation, cool summer temperature and cool-damp autumns. Barley has well adapted to the long day photoperiods (20+ hours of daylight in June) and a short frost-free growing season of 100-118 d. However, the short, cool growing season is thought as a barrier to barley growth in Alaska [2]. For example, the occurrence of frost in late spring during flowering can cause sterility, while light frost before plant reaches full maturity stops any further grain development [2]. Therefore, in Alaska, the knowledge of time of flowering and maturity of barley will aid farmers and scientists to know if the occurrence of flowering and maturity occurs during abiotic (such as cold, frost, heat and drought) and biotic stresses (including fungi, bacteria, viruses, nematodes, or insects).

Times to flowering and maturity are two fundamental and important crop traits to predict the crop yield. Understanding and predicting the flowering and maturity times and the important climatic factors affecting flowering and maturity times are crucial for optimizing crop management practices such as herbicide, fertilizer and irrigation applications. Genetic characteristics, agricultural management practices and environmental factor control times to flowering and maturity. Flowering time and maturity time are determined by a set of genes belonging to the
circadian clock, autonomous, ages and gibberellin pathways [3]. The agricultural management practices such as nitrogen deficiency and late sowing date also affect flowering time and maturity time [4, 5]. The environmental factors such as temperature, photoperiod and vernalization affect times to flowering and maturity [6]. Vernalization, a continuous chilling treatment, is required for the winter wheat and barley but not for spring wheat and barley [7]. Photoperiod is needed for the crops which are sensitive to the day and/or night length [7]. Temperature or growing degree days determine all developmental stages of crops [8]. Most crop growth models use temperature, photoperiod and vernalization to predict times of flowering and maturity [6, 9-14]. Only few studies use the temperature to predict the phonological stages of crops [14, 15]. In this study, temperature and sowing date were chosen to predict the timings of flowering and maturity of spring barley in interior Alaska.

Arctic is more sensitive to the climate changes than other places and the rate of temperature rise across the Arctic are twice the global average in past decades [16]. Alaska, a state ranged from subarctic to arctic regions, has experienced significant increases in temperature over much of the last century because of its geographic position [17]. The rising temperature causes the thawing of permafrost, expansion of tundra vegetation and land cover, greater growth of trees and expanding the growing season [18]. The expansion of the growing season may shift the phenological development stages of crops. Therefore, knowing flowering and maturity times of crops is of importance.

Many models are fit to forecast the flowering and maturity times. These models include simple linear models to complicated crop simulation models [6, 12, 19]. These models are either traditional statistics or mathematic models. With the increase of computer powers, machine learning algorithms provide a new approach to analyze data and give the prediction of the unknown data. Machine learning is a subfield of artificial intelligence which uses computer to learn and act like human being with the help of algorithms and data. A machine learning algorithm learns different properties of the data and discovers patterns of the data that can be late used to analyze new data in future. Machine learning is one of the fastest growing fields in the past couple of decades and is widely used in many areas. The applications of machine learning in agriculture include wheat yield prediction using artificial neural networks [20], rice development stage prediction and yield prediction using Support Vector Machines (SVMs) [21], soybean productive modeling using Decision Tree [22], rice Bakanae disease detection using SVM [23], wheat yellow rust detection using Reflectance Measurements and Neural Networks [24], wheat stripe rust prediction using SVM [25], weed detection using Artificial Neural Networks and Counter Propagation [26], coffees classification using Linear Discriminant Analysis (LDA) [27], crop classification using Random Forest (RF) [28], crop species recognition using Convolutional Neural Network [29], soil condition prediction using Least-Squares SVMs and Cubist [30], agricultural land soil classification using Naïve Bayes (NB) [31] and soil temperature estimation using Self-Adaptive Evolutionary Extreme Learning Machine [32]. Most of these applications use only one algorithm and few studies use multiple algorithms and compare their performance [33, 34].

In this study, six machine learning algorithms, namely LDA, SVMs, k-nearest neighbors (kNN), NB, Recursive Partitioning and Regression Trees (RPART) and RF, were selected to forecast flowering time and maturity time because these algorithms have been used in agriculture [27, 28, 31, 34, 35] and four of them (SVM, kNN, NB and RPART) are also on top 10 list of machine learning algorithms [36]. The aims of this study were to use the Alaska Crops Datasets from 1991 to 2016 and daily temperature data (1) to compare the performance of six machine learning
algorithms to forecast the flowering time and maturity time, (2) to explain the important variables related to the flowering and maturity.

2. Materials and Methods

2.1 Crop Information

Barley, cultivar Otal, was selected to forecast the timings of flowering and maturity. Sowing, flowering, and maturity dates were from Alaska Crops Databases from 1991 to 2016 in Fairbanks, Alaska and the dates were transformed to day of the year (DOY) as a continuous variable. The dates of flowering and maturity of Otal were equally divided into three groups, Early, Normal and Late. For flowering, Early group was the date flowering earlier than June 26, Normal group between June 26 and July 4, and Late group later than July 4. For maturity, Early group was the date maturing earlier than July 23, Normal group between July 23 and August 2 and Late group later than August 2.

2.2 Climate Data

The daily average, maximum and minimum temperatures were downloaded from Iowa Environmental Mesonet of Iowa State University [37]. Based on the data of flowering and maturity timings from 1991 to 2006, the minimum days from sowing to flowering and maturity were 35 d and 56 d, respectively. Therefore, the 30-day daily temperatures from sowing were selected to forest the timing of flowering and the 50-day daily temperature from sowing to forecast the timing of the maturity (Table 1). In order to test the importance of sowing in flowering and maturity, the date of sowing was included in some datasets. Four datasets were applied to fit and forecast flowering and four other datasets were applied to fit and forecast maturity (Table 1). Datasets to forecast flowering included 30-day average daily temperature with sowing date (F1 in Table 1) and without sowing date (F2 in Table 1), and 30-day daily minimum and maximum temperatures with sowing data (F3 in Table 1) and without sowing date (F4 in Table 1). Datasets to forecast maturity included 50-day daily average temperature with sowing date (M1 in Table 1) and without sowing date (M2 in Table 1), and 50-day minimum and maximum temperatures with sowing date (M3 in Table 1) and without sowing date (M4 in Table 1).

2.3 Algorithms

2.3.1 LDA

LDA is a very common technique for dimensionality reduction problems in machine learning originally developed in 1936 [38-40]. LDA technique searches for a lower-dimensional space which simply maximizes the separation distance between classes. There are three steps needed to perform the LDA [40]. The first step is to calculate distance between the means of different classes, which is called the between-class variance. The between-class variance of the $i$th class represents the distance between the mean of the $i$th class ($\mu_i$) and the

| Table 1  Dataset used in this study. |
|-----------------|------------------|
| Datasets | Crop information | Climate information |
| F1  | Sowing date and flowering date | 30-day daily average temperature from sowing |
| F2  | Flowering date | 30-day daily average temperature from sowing |
| F3  | Sowing date and flowering date | 30-day daily max and min temperatures from sowing |
| F4  | Flowering date | 30-day daily max and min temperatures from sowing |
| M1  | Sowing date and maturity date | 50-day daily average temperature from sowing |
| M2  | Maturity date | 50-day daily average temperature from sowing |
| M3  | Sowing date and maturity date | 50-day daily max and min temperatures from sowing |
| M4  | Maturity date | 50-day daily max and min temperatures from sowing |
based on their similarity with neighbors, and classification algorithms \[36\]. It classifies data sets maximum temperature). Late;

The distance between two points is calculated as the following:

$$d(x, y) = \sqrt{(x_1 - y_1)^2 + \cdots + (x_n - y_n)^2} \quad (4)$$

To predict an unknown object, the distance of this object to the known objects (from training set) is computed, its \(k\)NNs are identified, and the class categories of these nearest neighbors are then used to determine the class category of the object based on simple majority of these \(k\)NNs. In this study, \(k\) equals 5 or 7 depending on datasets (Table 2).

2.3.3 RPART

RPART is a type of supervised learning algorithm used in both classification and regression problems \[41, 42\]. In this technique, the population or sample is split into two or more homogeneous sets (or sub-populations) based on most significant splitter/differentiator in input variables. Gini index is one of the algorithms to determine the most significant variable for the decision tree split and it is used in this study. Gini index is a metric to measure how often a randomly chosen element would be correctly identified. It means an attribute with lower Gini index should be preferred. For any dataset \(X\), consisting of elements belonging to one of \(k\) classes, its Gini index can be calculated using the following formula:

$$\text{Gini} (P_1, \ldots, P_k) = 1 - \sum_{j=1}^{k} P_j^2 \quad (5)$$

where \(P_j\) is the relative frequency of class \(j\) from the set \(X\), belonging to the \(j\)th class \[43\]. Tests are done based on existing data, and when new data are being added, it can be classified to the corresponding group. In this paper \(j = 1, 2, 3\) represents three different groups. Dataset \(X\) represents the vector of explanatory variables (sowing date, daily average temperature, and daily minimum and maximum temperature).

2.3.4 RF

RF was devised by Breiman in the early 2000s \[44\] and is a type of ensemble machine learning algorithms that combine several machine learning techniques into one predictive model in order to decrease variance, bias or improve predictions. An RF uses many decision tree models which were fitted by bootstrap sampling the training data. Two steps are involved with random selection when forming the trees in the
Table 2  The optimal parameter values used in models to forecast the flowering and maturity time.

| Algorithms               | Data | Parameters                                      |
|--------------------------|------|------------------------------------------------|
|                          |      |                                                |
| **Linear Discriminant    |      |                                                |
| Analysis (LDA)           |      |                                                |
| F1                       |      | Not available                                  |
| F2                       |      | Not available                                  |
| F3                       |      | Not available                                  |
| F4                       |      | Not available                                  |
| M1                       |      | Not available                                  |
| M2                       |      | Not available                                  |
| M3                       |      | Not available                                  |
| M4                       |      | Not available                                  |
| **Support Vector Machine |      |                                                |
| (SVM) radial             |      |                                                |
| F1                       |      | Sigma = 0.01819, cost = 1                      |
| F2                       |      | Sigma = 0.01863, cost = 1                      |
| F3                       |      | Sigma = 0.00808, cost = 1                      |
| F4                       |      | Sigma = 0.00815, cost = 1                      |
| M1                       |      | Sigma = 0.01003, cost = 1                      |
| M2                       |      | Sigma = 0.01045, cost = 1                      |
| M3                       |      | Sigma = 0.00456, cost = 1                      |
| M4                       |      | Sigma = 0.00461, cost = 1                      |
| **SVM linear**           |      |                                                |
| F1                       |      | Cost = 1                                       |
| F2                       |      | Cost = 1                                       |
| F3                       |      | Cost = 1                                       |
| F4                       |      | Cost = 1                                       |
| M1                       |      | Cost = 1                                       |
| M2                       |      | Cost = 1                                       |
| M3                       |      | Cost = 1                                       |
| M4                       |      | Cost = 1                                       |
| **SVM polynomial**       |      |                                                |
| F1                       |      | Degree = 1, scale = 0.1, cost = 0.5           |
| F2                       |      | Degree = 1, scale = 0.1, cost = 0.5           |
| F3                       |      | Degree = 1, scale = 0.1, cost = 0.25          |
| F4                       |      | Degree = 1, scale = 0.1, cost = 0.25          |
| M1                       |      | Degree = 3, scale = 0.1, cost = 0.25          |
| M2                       |      | Degree = 3, scale = 0.1, cost = 0.25          |
| M3                       |      | Degree = 2, scale = 0.1, cost = 0.25          |
| M4                       |      | Degree = 2, scale = 0.1, cost = 0.25          |
| **k-nearest neighbor (KNN)** |  |                                                |
| F1                       |      | $k = 5$                                        |
| F2                       |      | $k = 7$                                        |
| F3                       |      | $k = 5$                                        |
| F4                       |      | $k = 5$                                        |
| M1                       |      | $k = 7$                                        |
| M2                       |      | $k = 7$                                        |
| M3                       |      | $k = 7$                                        |
| M4                       |      | $k = 5$                                        |
| **Naïve Bayes (NB)**     |      |                                                |
| F1                       |      | $fL = 0$, usekernel = FALSE and adjust = 1     |
| F2                       |      | $fL = 0$, usekernel = FALSE and adjust = 1     |
| F3                       |      | $fL = 0$, usekernel = FALSE and adjust = 1     |
| F4                       |      | $fL = 0$, usekernel = FALSE and adjust = 1     |
| M1                       |      | $fL = 0$, usekernel = TRUE and adjust = 1      |
| M2                       |      | $fL = 0$, usekernel = TRUE and adjust = 1      |
| M3                       |      | $fL = 0$, usekernel = TRUE and adjust = 1      |
| M4                       |      | $fL = 0$, usekernel = TRUE and adjust = 1      |
(Table 2 continued)

| Algorithms                  | Data | Parameters |
|-----------------------------|------|------------|
| Recursive Partitioning and  |      |            |
| Regression Trees (RPART)    |      |            |
| F1                          | CP   | = 0        |
| F2                          | CP   | = 0        |
| F3                          | CP   | = 0        |
| F4                          | CP   | = 0        |
| M1                          | CP   | = 0        |
| M2                          | CP   | = 0        |
| M3                          | CP   | = 0        |
| M4                          | CP   | = 0        |
| Random Forest (RF)          |      |            |
| F1                          | mtry | = 17       |
| F2                          | mtry | = 16       |
| F3                          | mtry | = 2        |
| F4                          | mtry | = 2        |
| M1                          | mtry | = 2        |
| M2                          | mtry | = 2        |
| M3                          | mtry | = 2        |
| M4                          | mtry | = 2        |

CP = complexity parameter is used to control the size of the decision tree and to select the optimal tree size; fL: factor for Laplace correction, default factor is 0 (no correction); mtry = number of variables randomly sampled as candidates at each split.

2.3.5 NB

NB, a classification technique, is based on Bayes’ theorem with the “naïve” assumptions that each input variable is independent [45]. Given a class variable \( Y (y_1, \ldots, y_j) \) and a dependent feature vector \( X (x_1, \ldots, x_n) \), Bayes’ theorem is as following:

\[
P(Y|X) = \frac{P(Y|X)p(x|Y)}{P(X)}
\]

where, \( P(Y|X) \) is the posterior probability of class given predictor; \( P(Y) \) is the prior probability of class; \( P(X|Y) \) is the likelihood which is the probability of predictor given class; \( P(X) \) is the prior probability of predictor.

The NB independent assumption is:

\[
P(X|Y) = P(x_1|y_1)P(x_2|y_2) \times \ldots \times P(x_n|y_j)
\]

\[
P(Y) \propto P(Y)\prod_{i=1}^{m} P(x_i|y_j)
\]

\[
y_{\text{prediction}} = \arg\max P(Y)\prod_{i=1}^{m} P(x_i|y_j)
\]

The posterior probability for each class is calculated and the class with the highest posterior probability is the outcome of prediction. In this study, \( Y_j \) represents classes \((j = 1, 2, 3)\) and \( X_i \) represents temperature and sowing date.

2.3.6 SVMs

The SVMs were presented by Cortes and Vapnik in the middle 1990s [46]. The SVMs are a set of supervised leaning methods used for classification, regression and outliers detection [46, 47]. In this paper, support vector classification was used. Suppose there is a set of \( m \) data points \( \{x_i, y_i\}_{i=1}^{m} \) with input data \( x_i \in \mathbb{R}^p \). The total number of data patterns and the output \( y_i \in \mathbb{R} \). In classification, a linear classifier is based on a linear discriminant function of the form.

\[
f(x) = w^T x + b
\]

where \( w^T x = \sum_i w_i x_i \) is known as the weight vector, and \( b \) is called the bias.

SVMs linearly separate the different classes of data by a hyperplane.
\{x: f(x) = w^T x + b = 0\} \quad (10)

To obtain \(w\) and \(b\),

\[
\text{minimize} \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_i \quad (11)
\]

subject to: \(y_i(w^T x + b) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, \ldots, m\) \quad (12)

where \(\xi_i\) is the slack variable and \(C\) is the penalty coefficient which should be set artificially in practice.

The decision function for SVMs:

\[
f(x) = \text{sign}(w^T x + b) \quad (13)
\]

In many applications a non-linear classifier provides better accuracy and the kernel tricks are used. \(K(x_i, x_j)\) is defined as the kernel function which returns the inner product between two points in a suitable space. The commonly used kernel methods include the following:

The linear kernel:

\[
K(x_i, x_j) = x_i^T x_j \quad (14)
\]

The polynomial kernel:

\[
K(x_i, x_j) = \gamma(x_i^T x_j + c)^d \quad (15)
\]

where \(d\) is a tunable parameter;

The radial basis function (RBF):

\[
K(x_i, x_j) = \exp(-r \|x_i - x_j\|^2/2\sigma^2) \quad (16)
\]

with the parameter \(r > 0\). In this study, \(Y_j\) represents classes \((j = 1, 2, 3)\) and \(X_i\) represents temperature and sowing date. Among these kernel functions, RBF is used as default function in some of R packages [48].

2.4 Statistical Analysis

The classification models were constructed using the “caret” package [49] in R version 3.5.1 [50]. The machine learning algorithms used in this study were LDA, SVMs, kNN, NB, RPART and RF. Each dataset was randomly split into two parts, two-third for training sets and one-third for validation sets. Before modeling, the values of predictor variables in the datasets were pre-processed using “center” and “scale” method in “preprocess” function. The method “center” was to subtract the mean of the predictors’ data from the predictor values while method “scale” was to divide by the standard deviation. The “train” function from “caret” was used to select the values of model tuning parameters and estimate model performance using resampling method (10-fold cross-validation with 10 repeats). The optimal parameters used in each model were shown in Table 2. The metric, “accuracy”, was to select the optimal model. The final optimal model from each algorithm was used to predict the timing of flowering and maturity. The importance of each variable was evaluated using function “varImp” in the “caret” package of R [49].

2.5 Performance of Models Evaluation

Accuracy and Kappa were used to evaluate the models fitted from different algorithms.

\[
\text{Accuracy} = \frac{\text{Sum of number from different categories which were correctly predicted by the models/Total observations}}{1} \quad (17)
\]

The Kappa statistic is a metric that compares an observed accuracy with an expected accuracy.

\[
\text{Kappa} = \frac{(\text{Observed accuracy} - \text{Expected accuracy})}{(1 - \text{Expected accuracy})} \quad (18)
\]

3. Results

3.1 Performance of Different Algorithms to Forecast Flowering and Maturity Times

3.1.1 LDA Models

The performance of LDA depended on the data used and whether to forecast flowering time or maturity time. To forecast flowering time, the accuracy was 96%-100% and Kappa value was 0.91-1 for the training sets while the accuracy 96%-100% and Kappa 0.89-1 for validation sets (Table 3). However, when forecasting the maturity, the accuracy was 92% and Kappa value was 0.87 for the training sets while the accuracy was 76%-92% and Kappa value was 0.63-0.87 for validation sets (Table 4).

3.1.2 SVM Functions

Three SVM kernel functions (radial, linear and polynomial) were used to fit the forecasting models. The performance of these functions varied with data and whether to forecast flowering time or the maturity time. When SVMs were used to forecast flowering time, SVM linear and polynomial showed
a higher accuracy and Kappa values than SVM radial function for training sets. The accuracy was 100% and the Kappa value 1 for both SVM linear and polynomial functions for training sets (Table 3). However, the models from all three functions showed the same accuracy (100%) and Kappa value (1) from validation sets (Table 3). When SVMs were used to forecast maturity time, the accuracy and Kappa values were lower than those to forecast flowering time and also varied with functions. SVM linear performed better than the other two functions in forecasting maturity (Table 4). The accuracy ranged from 90% to 94% and Kappa value ranged from 0.84 to 0.91 for training sets while the accuracy 60% to 80% and Kappa value 0.37 to 0.7 for validation sets (Table 4).

Table 3  Performance of different algorithms to forecast the flowering time.

| Algorithms | Data | Training sets | Validation sets |
|------------|------|---------------|-----------------|
|            |      | Accuracy (95% CI) | Kappa | Accuracy (95% CI) | Kappa |
| LDA        | F1   | 100 (93 100)  | 1     | 96 (80 99)     | 0.89  |
|            | F2   | 100 (93 100)  | 1     | 96 (80 99)     | 0.89  |
|            | F3   | 96 (86 99)    | 0.91  | 100 (86 100)   | 1     |
|            | F4   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
| SVM radial | F1   | 98 (89 100)  | 0.96  | 100 (86 100)   | 1     |
|            | F2   | 96 (86 99)    | 0.91  | 100 (86 100)   | 1     |
|            | F3   | 96 (86 99)    | 0.91  | 100 (86 100)   | 1     |
|            | F4   | 96 (86 99)    | 0.91  | 100 (86 100)   | 1     |
| SVM linear | F1   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F2   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F3   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F4   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
| SVM poly   | F1   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F2   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F3   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F4   | 98 (89 99)    | 1     | 100 (86 100)   | 1     |
| kNN        | F1   | 88 (76 96)    | 0.75  | 88 (69 98)     | 0.67  |
|            | F2   | 76 (62 87)    | 0.41  | 88 (69 98)     | 0.61  |
|            | F3   | 78 (64 88)    | 0.56  | 76 (55 91)     | 0.47  |
|            | F4   | 78 (64 88)    | 0.56  | 68 (47 85)     | 0.37  |
| NB         | F1   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F2   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F3   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F4   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
| RPART      | F1   | 86 (73 94)    | 0.72  | 88 (69 98)     | 0.70  |
|            | F2   | 86 (73 94)    | 0.72  | 88 (69 98)     | 0.70  |
|            | F3   | 92 (81 98)    | 0.84  | 92 (74 99)     | 0.80  |
|            | F4   | 92 (81 98)    | 0.84  | 92 (74 99)     | 0.80  |
| RF         | F1   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F2   | 100 (93 100)  | 1     | 96 (80 99)     | 0.89  |
|            | F3   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
|            | F4   | 100 (93 100)  | 1     | 100 (86 100)   | 1     |
### Table 4  Performance of different algorithms to forecast the maturity time.

| Algorithms | Data | Training sets | Validation sets |
|------------|------|---------------|-----------------|
|            |      | Accuracy (95% CI) | Kappa | Accuracy (95% CI) | Kappa |
|            |      | %                |       | %                |       |
| LDA        | M1   | 92 (81 98)       | 0.87  | 76 (55 91)       | 0.63  |
|            | M2   | 92 (81 98)       | 0.87  | 76 (55 91)       | 0.63  |
|            | M3   | 92 (81 98)       | 0.87  | 92 (74 99)       | 0.87  |
|            | M4   | 92 (81 98)       | 0.87  | 92 (74 99)       | 0.87  |
| SVM radial | M1   | 90 (78 97)       | 0.84  | 60 (39 79)       | 0.37  |
|            | M2   | 90 (78 97)       | 0.84  | 60 (39 79)       | 0.37  |
|            | M3   | 92 (81 98)       | 0.87  | 80 (59 93)       | 0.68  |
|            | M4   | 92 (81 98)       | 0.87  | 72 (51 88)       | 0.56  |
| SVM linear | M1   | 94 (84 99)       | 0.91  | 76 (55 91)       | 0.63  |
|            | M2   | 94 (84 99)       | 0.91  | 80 (59 93)       | 0.70  |
|            | M3   | 94 (84 99)       | 0.91  | 76 (55 91)       | 0.63  |
|            | M4   | 94 (84 99)       | 0.91  | 76 (55 91)       | 0.63  |
| SVM poly   | M1   | 94 (84 99)       | 0.91  | 68 (47 85)       | 0.51  |
|            | M2   | 94 (84 99)       | 0.91  | 68 (47 85)       | 0.51  |
|            | M3   | 94 (84 99)       | 0.91  | 68 (47 85)       | 0.51  |
|            | M4   | 94 (84 99)       | 0.91  | 68 (47 85)       | 0.51  |
| kNN        | M1   | 78 (64 88)       | 0.66  | 52 (31 72)       | 0.27  |
|            | M2   | 70 (55 82)       | 0.54  | 52 (31 72)       | 0.27  |
|            | M3   | 82 (69 91)       | 0.72  | 40 (21 61)       | 0.06  |
|            | M4   | 74 (60 85)       | 0.60  | 40 (21 61)       | 0.07  |
| NB         | M1   | 94 (84 99)       | 0.91  | 72 (51 88)       | 0.57  |
|            | M2   | 94 (84 99)       | 0.91  | 72 (51 88)       | 0.57  |
|            | M3   | 94 (84 99)       | 0.91  | 80 (59 93)       | 0.69  |
|            | M4   | 92 (81 98)       | 0.88  | 80 (59 93)       | 0.69  |
| RPART      | M1   | 78 (64 88)       | 0.66  | 60 (39 79)       | 0.40  |
|            | M2   | 78 (64 88)       | 0.66  | 60 (39 79)       | 0.40  |
|            | M3   | 82 (69 91)       | 0.72  | 44 (24 65)       | 0.11  |
|            | M4   | 82 (69 91)       | 0.72  | 44 (24 65)       | 0.11  |
| RF         | M1   | 94 (84 99)       | 0.91  | 72 (51 88)       | 0.57  |
|            | M2   | 94 (84 99)       | 0.91  | 72 (51 88)       | 0.57  |
|            | M3   | 94 (84 99)       | 0.91  | 72 (51 88)       | 0.57  |
|            | M4   | 94 (84 99)       | 0.91  | 72 (51 88)       | 0.57  |

### 3.1.3 The kNN Methods

The kNN performed worse than other algorithms and the accuracy and Kappa values were low for forecasting both flowering time and maturity time. The accuracy ranged from 76% to 88% and Kappa value ranged from 0.41 to 0.75 for training sets while the accuracy 68% to 88% and Kappa value 0.37 to 0.67 for validation sets when kNN was used to forecast flowering time (Table 3). The accuracy ranged from 70% to 82% and Kappa value ranged from 0.54 to 0.72 for training sets while the accuracy 40% to 52% and Kappa value 0.06 to 0.27 for validation sets when kNN was used to forecast maturity (Table 4).

### 3.1.4 NB Performance

The performance of NB models to forecast flowering time was the best in all algorithms, with the 100% of accuracy and 1 of Kappa value for both training sets and validation sets (Table 3). The performance of NB model to forecast maturity time...
was better than SVM polynomial function, \(k\)NN, RPART and RF models. The accuracy ranged from 92% to 94% for training sets and the accuracy 72% to 80% for validation sets while the Kappa value ranged from 0.88 to 0.91 for training sets and from 0.57 to 0.69 for validation sets (Table 4).

3.1.5 RPART

RPART models were consistent to forecast flowering time for both training sets and validation sets. The accuracy was 86%-92% and Kappa value was 0.72-0.84 for training sets while the accuracy 88%-92% and Kappa value 0.70-0.80 for the validation sets (Table 3). To forecast maturity time, the performance of RPART models was much better for training sets than for validation sets, with 78%-82% accuracy and 0.66-0.72 Kappa value for training sets but only 44%-60% accuracy and 0.11-0.40 Kappa value for validation (Table 4).

3.1.6 RF Algorithm

RF was one of the best algorithms to forecast flowering time. The accuracy was 100% and Kappa value 1 for training set while the accuracy 96%-100% and Kappa value 0.89-1 for validation sets (Table 3). In addition, the performance of RF to forecast maturity was consistent in all four datasets. The accuracy was also 94% and Kappa value was 0.91 for training sets while the accuracy 72% and Kappa value 0.57 for validation sets (Table 4).

3.2 Variable Importance to Fit Flowering and Maturity Models

Models from all algorithms showed that the most important variable for forecasting flowering time was sowing date (Figs. 1 and 2). The daily average temperatures of the first week and the last week of 30-day period were important for flowering (Fig. 1). Seven out of 10 daily maximum temperature variables were among the top 10 important variables to forecast flowering, indicating that the daily maximum temperature may be more important than daily minimum temperature for flowering (Fig. 2). The results of important variables for flowering from RPART and RF were different from those of all other models (Figs. 1 and 2).

Sowing was still one of important variables for maturity but it was not as important as for flowering (Figs. 3 and 4). The daily average temperature of the second week after sowing and the daily average temperature just before flowering (30 d after sowing) were among the top 10 important variables (Fig. 3). Seven out of 10 top 10 important variables to forecast maturity were daily minimum temperature, indicating daily minimum temperature may be more important than daily maximum temperature to fit maturity models (Fig. 4). Model results from RPART and RF also showed different orders of important variables from other models (Figs. 3 and 4).

4. Discussion

4.1 Performance Comparison among Algorithms

No single learning algorithm can uniformly outperform other algorithms over all datasets. In this study, six machine learning algorithms namely LDA, SVMs, NB, \(k\)NN, RPART and RF have been compared in terms of accuracy and Kappa to forecast three categories (Early, Normal and Late) timings of flowering and maturity. SVMs and NB and RF were the best classifiers to provide the overall 100% correct classification for forecasting flowering time while LDA outperformed other algorithms to forecast maturity time. \(k\)NN was the worst algorithm to forecast flowering time while \(k\)NN and RPART were the worst algorithm to forecast maturity time. The reason SVMs perform better may be that SVM tends to perform much better when dealing with multi-dimensions and continuous feature [51] and in this paper the daily temperatures used to forecast times of flowering and maturity are continuous features and multicollinearity is also present. The reason that \(k\)NN has the worst performance may attribute to too much noise in daily temperature and \(k\)NN is generally considered intolerant of noise [51].
Fig. 1  Relative importance of variables in different algorithms when using data F1 to forecast flowering: (a) Linear Discriminant Analysis (LDA), (b) Support Vector Machines (SVM) radial function, (c) SVM linear function, (d) SVM polynomial function, (e) k-nearest neighbor (kNN), (f) Naïve Bayes (NB), (g) Recursive Partitioning and Regression Trees (RPART) and (h) Random Forest (RF).

4.2 Performance of SVMs

In this study, three kernel functions (i.e., radial, linear and polynomial) were selected to forecast timings of flowering and maturity. The performances of these kernels varied with datasets, especially for flowering. Radial function and linear function outperformed polynomial function in flowering forecast. These results indicate that multiple functions should be tested when SVMs are used to fit and predict classification.

4.3 Overfitting Problems

Overfitting in machine learning refers to a model that does so well in training set but does poor in validation...
set [52]. It happens when machine learning is supervised learning—that is, learning from labeled training data and a model learns the detail and noise in the training data [53]. In this paper, models from all algorithms tended to overfitting. The worst one was models of $k$NN to forecast maturity time with only 40%-52% of accuracy in validation sets (Table 4). Cross-validation for training data, adding a regularization term (or penalization) to the evaluation function and balancing machine learning training data may be used to overcome overfitting problems [52, 54].

4.4 Differences between Machine Learning and Traditional Statistics in Input and Output

There are many differences between machine learning and traditional statistics. Two differences between machine learning and traditional statistics are input and output based on this study. In input, machine learning prefers to work with abundant data,
often not much pre-assumptions and data distributions while traditional statistics prefers to work with small samples, prior knowledge of pre-assumptions and data distributions. In this study, the variables to build the models through algorithms were continuous daily temperature. These variables are time series and the variables are multicollinearity. If the traditional statistics were used to fit these models (for examples fit a multiple linear model), the data would violate the assumption of independent variable. Overall prediction is not affected by multicollinearity but the interpretation of conclusions based on the regression coefficients, the standard errors or \( t \)-test may be misleading because of the potentially confounding effect of multicollinearity [55]. In output, machine learning generalizes the patterns from data through computer algorithms and makes predictions. However, the output of traditional statistics model is an equation

Fig. 3  Relative importance of variables in different algorithms when using data M1 to forecast maturity: (a) LDA, (b) SVM radial function, (c) SVM linear function, (d) SVM polynomial function, (e) \( k \)NN, (f) NB, (g) RPART and (h) RF.
with only several independent variables. In general, machine learning does well with high number of variables and high number of observations.

4.5 More Observations and Data Features

The accuracy was lower to forecast maturity than to flowering for all algorithms. The highest accuracy from validation sets was 92% for flowering time while 100% for flowering time, indicating that temperature alone may not be enough to forecast maturity time. In order to improve the accuracy of validation sets more observations (in this case more years’ observations) and more predictor variables such as rain fall, fertilizer and irrigation data may help improve the accuracy of forecasting.

Fig. 4 Relative importance of variables in different algorithms when using data M3 to forecast maturity: (a) LDA, (b) SVM radial function, (c) SVM linear function, (d) SVM polynomial function, (e) kNN, (f) NB, (g) RPART and (h) RF.
4.6 Sowing Date and Flowering and Maturity Time

Sowing date affects times of flowering and maturity. Time of flowering occurs earlier than the optimum time when a spring wheat variety is sown early [56]. In this study, variables importance reported from models indicates that sowing date is the most important variable to forecast flowering time and less important variable to forecast maturity time. The additional tests showed that sowing date was positively related with both flowering time and maturity time (Fig. 5). However, sowing date was highly correlated with flowering date with the correlation coefficient 0.89 and moderately correlated with timing of maturity with the correlation coefficient 0.55, indicating that sowing date affects more on flowering time than on maturity time and there are more other factors to affect the timing of maturity.

4.7 Significance of Forecasting Times of Flowering and Maturity in Climate Change Scenarios

Alaska has experienced a statewide average warming of about 1 °C from 1920 to 2012 [17]. The warming temperature causes expanding growing season and increasing shrub abundance in the Arctic [57-59]. The rising temperature may also cause expanding growing season of small grain crops such as barleys, oats and wheats although there are no reports about the changes of phenological development stages related to climatic changes so far. The models built in this study can be used to predict the timings of flowering and maturity based on the

Fig. 5  Linear relationship of sowing date with flowering time (a) and maturity time (b).
simulation of the future climate change files. The information from forecasting models for flowering and maturity will help the researchers to decide if the late maturing varieties are needed, if the new breeding systems are needed, and how the new late maturing varieties will cope with the climatic change of Alaska. These forecasting models will also help farmers to use the varieties to cope with the climatic change, and to adapt the new agricultural management such as time of irrigation, chemical applications, fertilizer applications and time to harvest.

4.8 Future Work

The algorithms used in this study can be used as classification and regression. Classification method selected here to test and compare whether the machine learning methods were suitable to forecast flowering time and maturity time. Regression models can provide the accurate dates of flowering and maturity and may be good for decision making. In the future, the regression models should be fitted to better understand times of flowering and maturity. Another work needed to do in the future is using the models to forecast the times of flowering and maturity based on the simulation of climate change.

5. Conclusions

Machine learning algorithms are suitable to forecast flowering time and maturity time. No single learning algorithm can uniformly outperform other algorithms over all datasets. Among six machine learning algorithms, LDA and SVMs performed best and the performances of other algorithms depended on data and targets (both flowering and maturity). kNN was the worst algorithm in this study. Sowing date was the most important variable for flowering time. Daily maximum temperatures may be important for flowering models while daily minimum temperature may be important for maturity models.
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