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Abstract—Gait recognition refers to the identification of individuals based on features acquired from their body movement during walking. Despite the recent advances in gait recognition with deep learning, variations in data acquisition and appearance, namely camera angles, subject pose, occlusions, and clothing, are challenging factors that need to be considered for achieving accurate gait recognition systems. In this paper, we propose a network that first learns to extract gait convolutional energy maps (GCEM) from frame-level convolutional features. It then adopts a bidirectional recurrent neural network to learn from split bins of the GCEM, thus exploiting the relations between learned partial spatiotemporal representations. We then use an attention mechanism to selectively focus on important recurrently learned partial representations as identity information in different scenarios may lie in different GCEM bins. Our proposed model has been extensively tested on two large-scale CASIA-B and OU-MVLP gait datasets using four different test protocols and has been compared to a number of state-of-the-art and baseline solutions. Additionally, a comprehensive experiment has been performed to study the robustness of our model in the presence of six different synthesized occlusions. The experimental results show the superiority of our proposed method, outperforming the state-of-the-art, especially in scenarios where different clothing and carrying conditions are encountered. The results also revealed that our model is more robust against different occlusions as compared to the state-of-the-art methods.
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1 INTRODUCTION

Gait, defined as the manner in which individuals walk, includes important human information [1] which has been used in a wide range of application areas including health [2], [3], [4], sport [5], [6], affect analysis [7], [8], [9], and biometrics [10], [11], [12]. In contrast to other biometric modalities such as face [13] and iris [14], gait can be captured from far distances with no cooperation of individuals and using ordinary or even low-resolution cameras [11]. Since the introduction of the first gait recognition system in 1997 [15], this field has witnessed incredible progress, and is nowadays dominated by deep learning methods [10].

The performance of vision-based gait recognition systems are generally affected by variations in i) the appearance of users, for instance wearing a coat or a hat, or even carrying a backpack or a handbag; ii) the viewpoints from which the gait sequences have been captured as certain parts of the body may be hidden from a subset of the observed views [16], [17]; and iii) occlusions, where the person of interest is partially covered by an obstacle [18], [19]. Gait recognition with deep learning has gained momentum in recent years, providing state-of-the-art recognition accuracy [10]. However, due to the challenging factors stated above, it is hard to learn gait features that are highly robust to occlusions, view-point variations, and appearance changes [16]. Additionally, unconstrained variations [20] such as changes in lighting [21] and unconstrained backgrounds [22], further complicates gait recognition and hinders the performance of the proposed models.

Gait analysis methods based on partial representations have been widely proven to be effective [16], [23], [24], [25], [26], [27], [28]. These methods are based on splitting gait data into spatial and/or temporal bins, possibly at multiple scales, to obtain partial gait representations. The partial representations are generally concatenated in a single feature vector to perform gait recognition [16], [28], [29]. However, these representations could be further processed to explore their relations, while preserving positional attributes, such as location, rotation, and scale of the representations. By preserving positional attributes, gait recognition systems can become more robust to view and orientation changes of gait sequences, proving to be instrumental for designing improved view-invariant gait recognition systems [28]. Additionally, different parts of the body at different instances within the gait sequence may contain varying amounts of person-specific information, which most current solutions based on partial representations fail to exploit. This is due to the fact that partial learned features are often concatenated [30], assigning similar importance to different parts of the learned embedding. Learning of partial features’ importance is more instrumental notably when an object such as a backpack results in a change in appearance.

In this paper, we propose a novel method for learning view-invariant convolutional gait energy maps with an attention-based recurrent model to tackle the above-mentioned problems. In this context, our solution first learns convolutional maps from frame-level gait silhouettes and uses a temporal pooling layer to learn spatiotemporal information by aggregating frame-level representations. The output of this layer, the so called Gait Convolutional Energy Map (GCEM), is then split into distinct bins and fed to a fully-connected layer for dimensionality reduction, thus creating a sequence of partial features. We then exploit a network of bidirectional gated recurrent units (BGRU) [31] to learn from the sequences of partial gait features, thus exploiting the relations between different spatiotemporal parts of the embedding that strongly contribute to gait recognition. We finally use an attention...
layer to selectively focus on the most important recurrent representations. A softmax layer is used to provide the final set of features for classification based on a cosine proximity loss function.

Our key contributions can be summarized as follows:

- For the first time in this context, we propose an attentive recurrent model to learn from gait convolutional energy maps, thus exploiting the relations between different partial representations, both spatially and temporally;
- Experiments on large-scale CASIA-B and OU-MVLP datasets indicate that our proposed model performs robustly not only in cross-view settings, but also in different clothing and carrying conditions, setting new state-of-the-art for both datasets. Experiments also reveal that our model is more robust against different synthesized occlusions compared to the other state-of-the-art methods.

The rest of the paper is organized as follows. In the next section, we describe the related works and recent research on gait recognition and datasets. Next, we present our proposed model, followed by a description of the experiments performed to evaluate our method. Then, the results are provided along with a comparison to the state-of-the-art and ablation experiments are discussed in detail. Lastly, the summary is presented.

2 Related Work

This section provides an overview of deep learning methods and datasets for gait recognition.

2.1 Deep Gait Recognition Methods

Gait recognition methods can be categorized into model-based [50] and appearance-based [16] categories. The methods in the first category typically model the body structure during walking, for example by extracting the human body skeleton. Appearance-based methods, on the other hand, may not explicitly consider the body structure and are generally more robust to situations where the human body structure may not be accurately modeled under uncontrolled conditions, e.g., in the presence of appearance variations. Gait recognition methods that lie within the former category first extract gait information, in the form of gait silhouettes, from different video frames. They then model temporal template representations, for instance the average silhouette over a gait cycle, also known as Gait Energy Image (GEI), thus aggregating temporal walking information. Finally, in these methods, a classifier can be used to perform identity recognition. Our gait recognition method proposed in this paper belongs to the second category.

Table 1 presents an overview of the main characteristics of deep learning methods for gait recognition, sorted according to their release date, highlighting their input type, exploited representation, network architectures, and utilized temporal templates. Deep gait recognition methods accept as their inputs different types of gait information, such as gait silhouette or body joint/skeleton information, to be processed by the network. These methods can learn different representations, including global representations that deal with the appearance and/or motion of the body as a whole, or alternatively as partial representations, which split the learned representations of the body into different bins for further processing. These temporal templates can be obtained either in the initial layer of the deep network in the form of Gait Energy Images (GEI) [16], [21], Period Energy Images (PEI) [34], Chrono Gait Images (CGI) [51], and others, or in an intermediate layers of the network, for instance in the form of set-pooling maps [28].

The current state-of-the-art in gait recognition is dominated by deep learning methods. In one of the early deep learning works in the area, GEINet [32] was proposed in 2016, consisting of a set of layers, to perform gait recognition. GEINet was fed by GEIs and subsequently two sequential triplets of convolutional, pooling, normalization along with two fully connected layers were used to produce the final embeddings. A softmax classifier was finally used to perform gait recognition. In [16], three different deep CNN architectures were proposed, with variations in both depth and architecture, whose inputs were GEIs. An ensemble of these networks were finally proposed in order to obtain discriminative gait features for performing classification. Discriminant gait generative adversarial network (DiGGAN) was proposed in [33], exploiting a generator and a discriminator to extract robust view-invariant features while preserving the identity information. In this context, DiGGAN aimed to transfer a GEI image captured at an arbitrary view to a target view. As the arbitrary and target view images share the same identity, an auto-encoder can be applied in order to disentangle the view and the identity information. This can then be used to transfer an image into a new latent space, while preserving identity information. In [34], a multi-task generative adversarial network (MGANs) was proposed using a new multi-channel gait temporal template, PEI, capable of learning view-invariant gait representations. MGANs includes: i) an encoder that produces gait view-specific features in a latent space; ii) a view classifier that predicts the angle for the view-specific features; iii) a transformer to map the view-specific features from one view to another; iv) a generator to generate the view-specific gait images; and v) a discriminator that decides if the generated image belongs to certain distributions.

Event-based gait recognition (EV-Gait) [35] exploited motion consistency available in a dynamic vision sensor using a CNN. EV-Gait includes convolutional layers with residual blocks for performing feature extraction, and utilizes fully-connected layers with softmax classifier to distinguish between different identities. Gait-Joint [36] was proposed based on two CNNs for segmentation and classification. Gait-Joint first extracts gait silhouettes using a fully convolutional network and uses a deep network to combine the silhouette sequences for the recognition purpose. Finally, segmentation and recognition networks were jointly learned to extract more discriminate features for gait recognition. GaitSet [28] was proposed as an end-to-end deep model, extracting set-level features. GaitSet first used a CNN to extract gait features from gait silhouettes to be then attentively combined to form set-pooling maps. Finally, a so called horizontal pyramid mapping scheme, adopted from [29], was applied for learning partial representations at multiple scales. The partial features were finally concatenated to feed the classifier. A novel auto-encoder network was proposed in [37] to extract discriminative features from different views to be then fed to a multi-layer LSTM network for integrating pose features over time. Finally, the same authors extended their initial idea by modifying the training scheme, notably by changing the loss function in [38].

2.2 Gait Analysis Based on Partial Representations

Gait analysis methods with partial representations generally split the gait data into spatial and/or temporal bins [23], [24], [25],
The obtained partial gait representations are then further possessed and fused to perform gait analysis tasks. In [23], gait silhouettes were divided into 7 parts. First the silhouettes were divided into 4 horizontal bins, and then the horizontal bins, except the top bin, were further divided into two parts with the same size in the vertical direction. Moment-based features were finally extracted from each part and were concatenated as the input to the classifier. The method proposed in [24] aimed to perform gait-based gender classification by segmenting GEIs into head and hair, chest, back, waist, and buttocks. A weighting scheme was then used to assign higher weights to the most important parts and a Support Vector Machine (SVM) was used for gender classification. In [25], gait silhouettes were divided into eight parts including head, torso, 2 thighs, 2 arms, and 2 calves/feet. Next, each part was fitted by an ellipse model to extract some structural parameters including the centroid’s x and y coordinates, the orientation of the axes, and the aspect ratio of the ellipse. The features were finally concatenated to create the final feature vector to feed the classifier. The method proposed in [26] divided the GEI into five parts including head, chest, back, waist and buttocks, and legs. Linear Discriminant Analysis was then used to extract feature vectors from these parts. In [27], gait GEIs were split into four segments. This was adaptively done using Genetic Algorithm to optimize the split boundaries for dividing these segments as well as a binary weight per each segment to decide if the respective segment should be included in the training or not. Finally, in [28], the approach entitled GaitSet split the set-pooling maps into multi-scale partial representations to be then used as input to a softmax classifier.

Our proposed method in this paper is also based on deep partial representations. The method learns, for the first time, the classifier. Additionally, our method segments the GCEMs into 16 horizontal partial bins, while other deep methods including [29] and [28] split the temporal templates into multi-scale partial representations that involves higher computational complexity and larger feature maps.

### 2.3 Gait Datasets

Different gait datasets have been developed to evaluate gait recognition systems. These datasets have been collected to cover different variations, both in terms of the appearance of the subjects and acquisition viewpoints. They should also be large enough to deliver reliable results, notably when deep learning solutions are used. Table 2 overviews the main characteristics of existing notable gait datasets including the type of data, the number of subjects, the total number of sequences, the number of acquisition viewpoints, and the variations in the gait sequences. These datasets are sorted in the table by the order of release date, thus showing the chronological evolution of the gait datasets.

As can be observed in Table 2, CASIA B [44] and OU-MVLP [49] have been obtained with the most number of acquisition viewpoints. As our proposed method has been designed to learn view-invariant gait features, we have used these two large-scale datasets in our experiments. Additionally, CASIA B [44] dataset includes different clothing and carrying variations that facilitate gait recognition experiments against appearance changes. Due to the large number of variations available in these dataset, they can be suitable to evaluate the recognition performance with high reliability.

## 3 Proposed Method

This section presents the proposed method for view-invariant gait recognition, including the model intuition, architecture, and walkthroughs.
3.1 Problem Definition

Consider a dataset \( D \) of gait silhouette sequences where each sequence \( S_{i,j} \) is recorded from identity \( x_i \in \{ x_1, x_2, ..., x_N \} \) and recording view angle \( \theta_j \in \{ \theta_1, \theta_2, ..., \theta_V \} \). The gait sequences available in dataset \( D \) can be divided into \( \textit{Training}, \textit{Gallery}, \text{or} \ \textit{Probe} \) sets. The task of gait recognition for a probe gait sequence \( \textit{Probe}_{i,j} \) can then be defined as:

\[
\hat{x} = \arg \max_{x_i} \Pr(x_i | \textit{Probe}_{i,j}, \textit{Gallery}),
\]

where \( \Pr(x_i | \textit{Probe}_{i,j}, \textit{Gallery}) \) is the probability of sequence \( \textit{Probe}_{i,j} \) belonging to identity \( x_i \) in the \( \textit{Gallery} \) set. In view-invariant gait recognition, all the combinations of views are considered during testing, except identical angles between \( \textit{Gallery} \) and \( \textit{Probe} \) sets.

3.2 Model Intuition

The intuitive approach for gait recognition is based on extracting features from the whole body available in either gait silhouettes or temporal templates. These methods aim to capture the most salient cues of the global appearance of the body in order to represent identities of different individuals. However, global representations imply that some infrequent details or non-salient information might be ignored, thus making it hard to learn intra-class and inter-class variations.

Inspired by the state-of-the-art person re-identification methods [29], [52], [53], [54], a few gait recognition solutions [16] [28] have recently taken advantage of deep partial features representations. In this context, they split either gait silhouettes or temporal templates into several bins for further processing. These partial representations are generally concatenated in a single feature vector to perform gait recognition [16], [28]. However, instead of feature concatenation, the partial representations could be further exploited to learn relations between these parts. It also preserves positional attributes, such as location, rotation, and scale of the representations that can make gait recognition systems more robust against view and orientation changes. Additionally, the importance of each part towards the final recognition performance could be attentively learned by assigning higher weights to the more relevant features while ignoring the spurious dimensions. These issues are the main problems tackled in this paper.

3.3 Model Overview

Given a multi-view gait dataset containing information from \( N \) subjects with identities \( i = 1, ..., N \) and captured from \( V \) different views, our goal is to learn a model using two subnetworks. First, we aim to learn partial spatiotemporal features from the gait silhouette sequence, \( S_{i,j} \), captured from subject \( i \) and view \( j \). This can be represented as:

\[
PF_{i,j,b} = G_1(S_{i,j}) : \forall i \in (1, ..., N); \forall j \in (1, ..., V),
\]

where \( PF \) represents the corresponding partial features, obtained by the first subnetwork, \( G_1 \). The partial features are represented in \( B \) bins, indexed by \( b : \forall b \in (1, ..., B) \). Subnetwork \( G_1 \) can be broken down to several functions that will be introduced by Equations 4 to 7 in the following subsection.

In the second subnetwork, we aim to exploit the recurrent relations between different segments within the learned spatiotemporal partial features to utilize additional latent identity-related information. This subnetwork can be formulated as:

\[
AF_{i,j} = G_2(PF_{i,j,b}) : \forall i \in (1, ..., N); \forall j \in (1, ..., V); \forall b \in (1, ..., B),
\]

where \( AF \) denotes the corresponding attentive features, output by the second subnetwork \( G_2 \). Subnetwork \( G_2 \) can be broken into several functions that will be introduced in Equations 8 to 15.

### Table 3: Details of the spatial encoding layers.

| Layer | Input Size | No. Filters | Filter Size | Padding Size | Output Size |
|-------|------------|-------------|-------------|--------------|-------------|
| Conv 1 | 64 x 64   | 64          | 3 x 3       | 2            | 64 x 64    |
| Conv 2 | 64 x 64   | 64          | 3 x 3       | 1            | 64 x 64    |
| Pool 1 | 64 x 64   | 64          | 2 x 2       | 1            | 32 x 32   |
| Conv 3 | 32 x 32   | 128         | 3 x 3       | 1            | 32 x 32   |
| Conv 4 | 32 x 32   | 128         | 3 x 3       | 1            | 32 x 32   |
| Pool 2 | 32 x 32   | 128         | 2 x 2       | 1            | 16 x 16  |
| Conv 5 | 16 x 16   | 256         | 3 x 3       | 1            | 16 x 16  |
| Conv 6 | 16 x 16   | 256         | 3 x 3       | 1            | 16 x 16  |

3.4 Model Architecture

Here, we describe the structure of our deep network for view-invariant gait recognition, as shown in Figure 1. Our model uses partial representations by splitting the learned gait representations in the form of convolutional energy maps, into separate bins. Then, for the first time, we recurrently learn the split bins to exploit the relation between partial spatiotemporal representations. Additionally, we use an attention mechanism to selectively focus on important recurrently learned parts of the embedding as identity information in different scenarios may lie in different bins. In the following, we describe our model, which consists of a total of fourteen layers.

3.4.1 Spatial Encoding

First, in a process called \textit{spatial encoding}, our model computes spatial features for each gait silhouette frame \( F_{i,j,t} \) captured from subject \( i \) at viewing angle \( j \) and at time \( t \), separately using convolution and pooling layers. In this context, spatial feature \( SF_{i,j,t} \) belonging to gait silhouette frame \( F_{i,j,t} \) is convolved with \( K \) convolution filters. This process can be formulated as:

\[
SF_{i,j,t} = SE(F_{i,j,t}, k) : \forall i \in (1, ..., N); \forall j \in (1, ..., V); \forall t \in (1, ..., T); \forall k \in (1, ..., K),
\]

where \( SE \) is the spatial encoding function, and \( N, V, T, \) and \( K \) are the number of subjects, views, silhouettes, and filters that have been used for convolution operations respectively. Inspired by [28] where an eight-layer CNN architecture was used to learn strong spatial representations for gait recognition, we have used eight 2D convolution and pooling layers in the spatial encoding stage, as presented in Table 3. The output dimension of the last convolution layer for the whole gait silhouette sequence is \( T \times 16 \times 16 \times 256 \).

3.4.2 Temporal Pooling

In general, the order of gait information could provide value for gait recognition [55]. However, in methods such as ours in which gait silhouettes are averaged to obtain a temporal template, preserving the order of body silhouettes is not advantageous. In different architectures, temporal templates can generally be
obtained either in the initial layer or in an intermediate layer of the model. Our proposed solution in this paper exploits the latter strategy. Here, in order to represent human motion in a single map while preserving temporal information, gait convolutional energy maps (GCEM) have been considered by aggregating convolutional features over time dimension t using Equation 5.

$$GCEM_{i,j} = mean^t(SF_{i,j,t}) : \forall i \in (1,...,N); \forall j \in (1,...,V); \forall t \in (1,...,T). \tag{5}$$

This temporal pooling operation makes the proposed method independent of the number of frames. Therefore the number of frames per each gait sequence may be different. It should be noted that in order to utilize all the available gait data, we aggregate the convolutional features over all the sequence frames. Accordingly, the output dimension of this layer for the whole gait silhouette sequence is $16 \times 16 \times 256$.

3.4.3 Embedding Splitting

Partial representations offer some advantages for gait recognition, including reduced sensitivity to missing key body parts and appearance variations [16] [28], as well as ignoring of infrequent relationships within a partial representation space and can be modeled as two independent conventional GRU networks, respectively analyzing the input sequence of partial representations and forward and backward directions. This layer can be formulated as:

$$H_{i,j,b} = GRU(PF_{i,j,b}) : \forall i \in (1,...,N); \forall j \in (1,...,V); \forall b \in (1,...,B); \tag{8}$$

where the $GRU$ function independently extracts two forward and backward hidden feature vectors. These feature vectors, each including $B$ partial representations, are finally concatenated to form the bi-directional feature vector.

A GRU network is composed of $GRU$ cells with a shared hidden state memory to keep the dependencies over the input sequence. This shared memory is controlled by two update and reset gates in the form of two vectors. These gates allow the network to update the shared memory with respect to the new information, and to decide when to reset the previous state, respectively. The updated hidden state corresponding to the input information then produces the output for the GRU cell. The output of each GRU cell is used as input to the next cell, thus creating a network of GRU cells. The function $GRU$ can be broken into several functions that will be introduced in Equations 9-12.

For partial feature $PF_{i,j,b}$, where $i$ is the subject’s ID, $j$ is the viewing angle, and $b$ is the bin’s number, the update gate $Z$ is computed based on $PF_{i,j,b}$ and the previous hidden state, $H_{i,j,b-1}$, to learn to learn how much the cell updates the hidden state:

$$Z_{i,j,b} = \sigma(W_Z[PF_{i,j,b} + H_{i,j,b-1}] + b_Z), \tag{9}$$
where $W_Z$ is the update gate weight and $b_Z$ is the update gate bias. $\sigma$ is a sigmoid activation function, defined as $\sigma(x) = (1 + e^{-x})^{-1}$, that bounds the output to the [0,1] range. It is worth noting that the input hidden state to the first GRU cell is set to zero.

The reset gate, $R_{i,j,b}$, for partial feature $PF_{i,j,b}$ can similarly be computed based on $PF_{i,j,b}$ and the previous hidden state, $H_{i,j,b-1}$, to remove the information not relevant to the prediction from the shared memory according to Equation 10:

$$R_{i,j,b} = \sigma(W_R[PF_{i,j,b} + H_{i,j,b-1}] + b_R),$$

where $W_R$ is the reset gate weight and $b_R$ is the reset gate bias.

The update gate’s parameters ($W_H$ and $b_H$), and the reset gate’s parameters ($W_R$ and $b_R$) have been independently calculated. As a result, these gates can be computed in parallel or in any chosen order.

Next, the vector of the hidden state candidates, $\tilde{H}_{i,j,b}$, which will be added later to the hidden state, is formed as:

$$\tilde{H}_{i,j,b} = \tanh(W_R[PF_{i,j,b} + (R_{i,j,b} \odot H_{i,j,b-1})] + b_R),$$

where $W_R$ and $b_R$ are respectively the weight and bias for the vector of the hidden state candidates, $\odot$ denotes element-wise multiplication, and the tangent hyperbolic activation function can be formulated as $\tanh(x) = 2\sigma(2x) - 1$. In Equation 11, the past hidden memory information has no contribution toward creating the vector of the hidden state candidates if the reset gate is set to zero, whereas equal contribution is maintained if set to 1.

Finally, the hidden state can be formulated as:

$$H_{i,j,b} = (1 - Z_{i,j,b}) \times H_{i,j,b-1} + Z_{i,j,b} \times \tilde{H}_{i,j,b},$$

where $H_{i,j,b}$ is the cell output for the sequence component $PF_{i,j,b}$ which also feeds the next GRU cell. The number of cells in a GRU network equals the number of bins, i.e., 16. We also set the hidden layer size of the GRU network to 128, so the output size of the BGRU layer is $16 \times 256$.

### 3.4.6 Attention Learning

Different partial GCEM representations may not equally contribute to the gait recognition performance. For example, a GCEM bin representing convolutional maps of a backpack may negatively affect the performance, while the lower-body bins or waving arms may contribute more. To this end, an attention layer is employed to learn from the extracted BGRU features, thus selectively focusing on the most important features [57], [58]. The attention layer multiplies the BGRU outputs by the corresponding trainable weights [59]. Equations 13 and 14 learn the scores $a_{i,j,b}$ to measure the attention level for $H_{i,j,b}$:

$$a_{i,j,b} = \frac{e^{u_{i,j,b}}}{\sum_{k=1}^{B} e^{u_{i,j,k}}};$$

where $W_H$ and $b_H$ are the trainable weights and biases for the hidden state, respectively.

Finally, $H_{i,j,b}$ is multiplied by the corresponding $a_{i,j,b}$ to calculate the weighted recurrent features. The final attentive feature, $AF_i$, with the size of 4096 ($16 \times 256$) for subject $i$ and view $j$, is formed by concatenating all the weighted recurrent features:

$$AF_{i,j} = \|_{b=1}(a_{i,j,b} \times H_{i,j,b});$$

where $\|$ denotes the concatenation operation over the weighted recurrent features. This means that all the weighted recurrent features for a specific subject at a certain angle are concatenated in a single feature vector.

### 3.4.7 Classification

The final embedding for subject $i$ and view $j$, $AF_{i,j}$, is then used as input to a dense layer with softmax activation function to perform the classification.

### 3.5 Training Loss

In order to better tune the hyper-parameters of the network and reduce the computational complexity, we trained our model in two separate stages. First, we trained the first subnetwork, illustrated in Figure 1(A), using triplet loss [60]. In this context, three parallel instances of the first subnetwork with shared parameters are used. These instances are fed with three types of inputs: $i)$ an anchor sample, $ii)$ a positive sample which has the same identity as the anchor, and $iii)$ a negative sample which has a different identity as the anchor. A loss value for each triplet is then defined as the $L_2$ distance by at least a margin of $M$ between the concatenated feature vectors $PF$ (Equation 7) of the anchor and the positive as well as the negative samples using:

$$L_{triplet} = \frac{1}{2M} \text{Max}(M - L_2_{anch, pos} + L_2_{anch, neg}, 0)$$

This triplet loss function ensures that the dissimilarity between a feature vector belonging to a subject and another vector for the same subject is lower than that between a feature vector belonging to a subject and another vector for a different subject, by at least a margin $M$ [60]. In our experiments, we set $M = 0.2$ as recommended in [61]. In order to sample the triplets for training, we used online triplet mining [60] for each batch of the inputs. Given a batch of $B$ concatenated feature vectors $PF$ corresponding to $B$ gait sequences, $B^3$ triplets can be computed where most of them are invalid as they do not exactly include one anchor, one positive, and one negative sample. The valid triplets can be divided into three categories: $i)$ easy triplets that have a loss value of 0 meaning that the negative sample has sufficient distance to the anchor sample; $ii)$ semi-hard triplets that have a positive loss value, but the positive sample is closer to the anchor sample than the negative sample; $iii)$ hard triplets that have a positive loss value and the negative sample is closer to the anchor sample than the positive sample. In our experiments, we have used the Batch All (BA+) strategy [61] to select all the valid triplets, followed by averaging the loss values on the semi-hard and hard triplets.

Once the first subnetwork is trained, we extract $PF$ from the fully connected layer to be used as inputs to the second subnetwork of the model, illustrated in Figure 1(B). For the second subnetwork, we used a cosine proximity [62] loss function with Adam optimizer for training. The convergence of the second subnetwork was faster than the first one, as the second subnetwork includes a considerably smaller number of learnable parameters.
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4 Experiments

In this section we present the used datasets and test protocols along with the implementation details and state-of-the-art methods used for benchmarking. We will also discuss the experimental setup used to evaluate the robustness of the benchmarking methods with respect to a number of synthesized occlusions.

4.1 Datasets

We have conducted our experiments on two large-scale gait datasets using four different test protocols.

CASIA-B dataset [44], as one of the most well-known multi-view gait datasets, contains data from 124 subjects captured in three different walking conditions, including normal walking (6 gait sequences per person per view), walking with a coat (2 gait sequences per person per view), and walking with a bag (2 gait sequences per person per view). The gait data has been captured from 11 different angles, ranging from 0° to 180° (18° angle change in each step), as shown in Figure 2.

OU-MVLP dataset [49], is currently the largest gait dataset available, containing data from 10,307 subjects, which have been collected in two different acquisition sessions. This dataset has an almost equal gender distribution with an age range of 2 to 87 years. The gait data has been captured from 14 different angles, ranging from 0° to 90°, and 180° to 270° with 15° angle change in each step, per each subject, as shown in Figure 3.

The CASIA-B and OU-MVLP datasets directly provide gait silhouette sequences. In the experiments, we first calculated the gait bounding boxes and aligned the silhouette images. We then cropped the gait silhouettes from the full frames and resized them into a 64×64 pixel image, to be used as inputs to our deep model. This resolution has been proven to be sufficient for accurate gait recognition while maintaining low computational cost [16].

4.2 Benchmarking and Test Protocols

As described in Section 2, there are a number of deep gait recognition methods whose results have been reported on the same datasets using the same test protocols. These methods are used for our benchmarking study. Apart from these methods, the experiments also include two baseline methods. In the first baseline method denoted as Global Representation, GCEM global representations (without splitting) are used as input to a fully connected layer for dimensionality reduction followed by the classifier to perform gait recognition. The second baseline method, denoted as Subnetwork A, directly uses the partial representations obtained from the first subnetwork, as illustrated in Figure 1(A), along with a softmax layer for performing classification. This baseline analysis can reveal the added value of the attentive recurrent learning of partial representation.

For CASIA-B dataset [44], we have used a test protocol that has frequently been used in the literature [16], [28], [34], [35], [36], [37], [38], using the data from the first 74 subjects for training and the the remaining 50 subjects for testing. During testing, the first four gait sequences from the normal walking condition have been used to form the gallery set, while the rest of the sequences form three probe sets. The probe sets include the remaining 2 normal walking sequences (NM), 2 walking sequences with a coat (CL), and 2 walking sequences with a bag (BG), per each subject per each view. The results have been reported for all 11 angles, where the probe samples with identical angles have been excluded from the reference set during testing. Concerning OU-MVLP dataset [49], we used the protocol available along with the dataset, thus using a pre-determined set of 5153 and 5154 subjects respectively for training and testing sets. Similar to the experiments performed in [16], [28], [32], [33], four viewing angles, notably 0°, 30°, 60°, and 90°, have been considered for cross-view gait recognition.

4.3 Robustness to Occlusions

A number of different factors may cause occlusions in gait images in real-word scenarios. For example, occlusions occur frequently when the person of interest is covered by obstacles such as other people in the scene or objects like desks, making it impossible for the camera to capture all the necessary parts of the subject’s body. Another scenario is the occurrence of self-occlusions, where parts of the body that are closer to the camera obstruct the view of other parts. Finally, as gait silhouettes are usually extracted by finding the difference between the body parts and the background, there might be different anomalies within the extracted silhouettes, such as spurious pixels or holes, due to complex backgrounds or motion-related distortions such as pixel displacement. As a result of these potential scenarios, occlusions might be encountered frequently, causing considerable degradation in the performance of gait recognition systems [18].

To test the robustness of our proposed model toward occlusions, we used synthesized occlusions by adding horizontal and vertical bars with the same color as the background to the gait silhouettes. The assumption here is that training has been done with complete (non-occluded) data, while testing includes gallery and probe gait data whose silhouettes contain missing body parts. This type of study has been widely used in the gait recognition literature [18], [19], [63], [64]. We have designed two classes of synthesized horizontal occlusions, namely i) small occlusions, where quarters of the gait silhouettes are occluded by the horizontal bars with the width of 16 pixels and step size of 16 pixels, thus creating four occluded synthesized gait silhouettes as shown in the second and third columns of Figure 4; and i) large occlusions where the top-half and bottom-half of the gait silhouettes are occluded respectively (Figure 4, fourth column). Concerning the vertical occlusions, only large occlusions (Figure 4, fifth column) have been considered. Small vertical occlusions were not considered as the first and last vertical quarters of the gait silhouettes mainly contain only the background as shown in Figure 4. The ability of the proposed method, as well as the benchmarking methods, are then evaluated in the presence of these occlusions.

4.4 Implementation Details

The parameters’ values used to obtain the best results for both subnetworks are summarized in Table 4. It should be mentioned that due to the different sizes of the two datasets, different batch sizes were used during training of the two subnetworks. The number of training epochs was selected based on maximum
Fig. 2: Example cropped gait silhouettes from one subject in CASIA-B dataset [44], captured in 11 evenly spaced angles over $0^\circ$ to $180^\circ$ ($0^\circ$, $18^\circ$, $36^\circ$, ..., $180^\circ$) for three different walking conditions.

Fig. 3: Example cropped gait silhouettes from one subject in OU-MVLP dataset [49], captured in 14 different view angles \{0\degree, 15\degree, ..., 90\degree\} and \{180\degree, 195\degree, ..., 270\degree\} in two sessions.

Fig. 4: First column: original gait silhouettes; second and third columns: small synthesized horizontal occlusions added to the original gait silhouettes; fourth column: large synthesized horizontal occlusions added to the original silhouettes; and fifth column: large synthesized vertical occlusions added to the original gait silhouettes.

![Table 4: Selected parameter values for our network.](image)

TABLE 4: Selected parameter values for our network.

| Subnetwork   | Parameter                  | Setting          |
|--------------|----------------------------|------------------|
| Subnetwork A | Loss Function              | Triplet Loss     |
|              | Margin Value               | 0.2              |
|              | Triplet Mining             | Batch All        |
|              | Learning Rate              | 0.0001           |
|              | Batch Size (CASIA-B)       | 128              |
|              | Batch Size (OU-MVLP)       | 512              |
|              | Number of Epochs (CASIA-B) | 80000            |
|              | Number of Epochs (OU-MVLP) | 100000           |
| Subnetwork B | GRU Hidden Layer Size      | 128              |
|              | Dropout Rate               | 0.1              |
|              | Loss Function              | Cosine Proximity |
|              | Optimizer                  | Adam             |
|              | Metric                     | Accuracy         |
|              | Learning Rate              | 0.0001           |
|              | Batch Size (CASIA-B)       | 220              |
|              | Batch Size (OU-MVLP)       | 500              |
|              | Number of Epochs (CASIA-B) | 1500             |
|              | Number of Epochs (OU-MVLP) | 5000             |

Fig. 5: Accuracy and loss curves for our proposed solution.

validation performance. Our model has been implemented using TensorFlow with Keras backend and has been trained with four NVIDIA RTX 2080 Ti GPUs.

## 5 RESULTS AND ANALYSIS

This section presents the cross-view recognition performance and analysis for the proposed and benchmarking gait recognition solutions. We also study the robustness against different occlusions. Finally, ablation experiments are performed to investigate the effect of the individual components of the proposed network on the overall recognition performance.

### 5.1 Performance

Tables 5, 6, and 7 show the comparison between our model and state-of-the-art methods for CASIA-B test protocols, including normal walking (NM), walking with a bag (BG), and walking with different clothing (CL) such as a coat, respectively. Additionally, Table 8 presents the comparison between our model and state-of-the-art methods for the OU-MVLP dataset. In order to perform a fair comparison, we strictly followed the respective protocols for cross-view gait recognition in the benchmarking methods as presented in Section 4.2. The reported results, in term of rank
TABLE 5: Gait recognition results on the CASIA-B dataset under normal (NM) walking for the proposed and other benchmarking methods.

| Method          | Reference Year | View  | Name          | 0°  | 18°  | 36°  | 54°  | 72°  | 90°  | 108° | 126° | 144° | 162° | 180° | Mean ± SD |
|-----------------|----------------|-------|---------------|-----|------|------|------|------|------|------|------|------|------|------|----------|
| CNN-3D          | [16] 2017      | T-PAMI| –             | 87.1| 93.2 | 97.0 | 94.6 | 90.2 | 88.3 | 91.1 | 93.8 | 96.5 | 96.0 | 85.7 | 92.1 ± 4.0 |
| CNN-Ensem.      | [16] 2017      | T-PAMI| –             | 88.7| 95.1 | 98.2 | 96.4 | 94.1 | 91.5 | 93.9 | 97.5 | 98.4 | 95.8 | 85.6 | 94.1 ± 4.0 |
| MGAN            | [34] 2019      | T-IJS | –             | -   | -    | 84.2 | –    | 72.3 | -    | 83.0 | -    | -    | -    | -    | 79.8 ± 6.5 |
| EV-Gait         | [35] 2019      | CVPR | –             | 77.3| 89.3 | 94.0 | 91.8 | 92.3 | 96.2 | 91.8 | 91.8 | 91.4 | 87.8 | 85.7 | 89.9 ± 5.1 |
| Gait-Joint      | [36] 2019      | PR   | –             | 75.6| 91.3 | 91.2 | 92.9 | 92.5 | 91.0 | 91.8 | 93.8 | 92.9 | 94.1 | 81.9 | 89.9 ± 5.8 |
| GaitSet         | [28] 2019      | AAAI | –             | 90.8| 97.9 | 99.4 | 96.9 | 93.6 | 91.7 | 95.0 | 97.8 | 98.9 | 96.8 | 85.8 | 95.0 ± 4.2 |
| GaitNet         | [37] 2019      | CVPR | –             | 91.2| -    | 95.6 | -    | 92.6 | -    | 96.0 | -    | -    | -    | -    | 93.9 ± 2.3 |
| GaitNet-2       | [38] 2020      | arXiv| –             | 93.1| 92.6 | 90.8 | 92.4 | 87.6 | 95.1 | 94.2 | 95.8 | 92.6 | 90.4 | 90.2 | 92.3 ± 2.4 |
| Global Rep.     | Baseline 1     | –    | –             | 74.0| 84.5 | 89.9 | 86.3 | 79.7 | 77.4 | 83.0 | 86.6 | 85.6 | 80.3 | 69.2 | 81.5 ± 6.1 |
|                 | Subnetwork A   | –    | –             | 89.0| 96.9 | 99.5 | 96.7 | 91.4 | 88.6 | 94.5 | 97.4 | 97.7 | 94.0 | 83.3 | 93.5 ± 4.9 |
|                 | Ours           | –    | –             | 91.1| 98.0 | 99.4 | 98.2 | 93.2 | 91.9 | 95.2 | 98.3 | 98.4 | 95.7 | 87.5 | 95.2 ± 3.8 |

TABLE 7: Gait recognition results on CASIA-B dataset under normal (NM) walking for the proposed and other benchmarking methods.

| Method          | Reference Year | View  | Name          | 0°  | 18°  | 36°  | 54°  | 72°  | 90°  | 108° | 126° | 144° | 162° | 180° | Mean ± SD |
|-----------------|----------------|-------|---------------|-----|------|------|------|------|------|------|------|------|------|------|----------|
| CNN-LB          | [16] 2017      | T-PAMI| –             | 64.2| 80.6 | 82.7 | 76.9 | 64.8 | 63.1 | 68   | 76.9 | 82.2 | 75.4 | 61.3 | 72.4 ± 8.4 |
| MGAN            | [34] 2019      | T-IJS | –             | 48.5| 58.5 | 59.7 | 58   | 53.7 | 49.8 | 54   | 61.3 | 59.5 | 55.9 | 43.1 | 54.7 ± 5.6 |
| GaitNet         | [28] 2019      | AAAI | –             | 83.8| 91.2 | 91.8 | 88.8 | 83.3 | 81.0 | 84.1 | 90.0 | 92.2 | 94.4 | 79.0 | 87.2 ± 5.2 |
| GaitNet-2       | [37] 2019      | CVPR | –             | 83  | -    | 86   | -    | 74.8 | -    | 85.8 | -    | -    | -    | -    | 82.6 ± 5.2 |
| Global Rep.     | Baseline 1     | –    | –             | 64.7| 73.8 | 80.1 | 75.6 | 67.9 | 64.9 | 71.0 | 77.8 | 79.4 | 77.0 | 66.6 | 72.6 ± 5.9 |
|                 | Subnetwork A   | –    | –             | 81.6| 91.7 | 91.6 | 89.1 | 82.1 | 80.0 | 82.9 | 90.8 | 92.7 | 91.6 | 77.9 | 86.5 ± 5.6 |
|                 | Ours           | –    | –             | 86.0| 93.3 | 95.1 | 92.1 | 88.0 | 82.3 | 87.0 | 94.2 | 95.9 | 90.7 | 82.4 | 89.7 ± 4.9 |

TABLE 8: Gait recognition results on the OU-MVLP dataset for the proposed and other benchmarking methods.

| Method          | Reference Year | View  | Name          | 0°  | 30°  | 60°  | 90°  | Mean ± SD |
|-----------------|----------------|-------|---------------|-----|------|------|------|-----------|
| GEI NET         | [32] 2016      | ICB   | –             | 15.7| 41.0 | 39.7 | 39.5 | 34.0 ± 12.2 |
| CNN-LB          | [16] 2017      | T-PAMI| –             | 14.2| 32.7 | 32.3 | 34.6 | 28.5 ± 9.5 |
| DigGAn          | [33] 2018      | arXiv | –             | 30.8| 43.6 | 41.3 | 42.5 | 39.6 ± 5.9 |
| GaitNet         | [28] 2019      | AAAI | –             | 77.7| 86.9 | 85.3 | 83.5 | 83.4 ± 4.1 |
| Global Rep.     | Baseline 1     | –    | –             | 68.9| 82.3 | 82.1 | 81.7 | 78.8 ± 6.6 |
|                 | Subnetwork A   | –    | –             | 74.7| 84.4 | 83.7 | 82.2 | 81.3 ± 4.5 |
|                 | Ours           | –    | –             | 78.5| 87.5 | 85.8 | 85.4 | 84.3 ± 4.0 |

1 identification, are averaged across all gallery views except identical angles. It is worth noting that the OU-MVLP dataset has been collected fairly recently, thus the number of benchmarking methods for this dataset is naturally lower than that for CASIA-B.

The results (Tables 5, 6, 7 and 8) show that our model achieves the best recognition performance for most of the view angles/test protocols considered, setting new state-of-the-art average values for both datasets using all four test protocols. The results also show the significant added value of recurrently learned partial gait representation, in the context of our model, when compared to the baseline methods using partial representations (without attentive recurrent learning) and global representations. The superiority of our model is more evident under the more challenging appearance variations, i.e., walking when wearing different clothing (Table 6) and carrying bags (Table 7). This is due to the ability of the attentive recurrent component, which adapts the model to variations by focusing on the most informative spatiotemporal parts of the embedding, thus learning more robust representations under appearance changes.

Similar to the mentioned benchmarking methods, our proposed model achieves less impressive results when facing gait data captured at 0°, 90°, and 180°. This is due to the fact that the appearance of the gait silhouettes substantially changes in extreme angles, i.e., 0° and 180°, where the camera lens is parallel to the walking direction and thus some gait information like stride are occluded. Additionally, some other useful gait information, such as body swing, may be invisible in the 90° angle when the camera lens is orthogonal to the walking direction. Nevertheless, the results show that our method performs better than the benchmarking methods in most of these difficult cases, revealing that our method learns more discriminative features for extreme viewing angle changes. Our method also provides impressive results when facing gait data captured at intermediate angles, e.g., 36°, 54°, 126°, and 144°, where useful gait information such as body shape...
TABLE 9: Gait recognition results for the proposed and two other benchmarking methods in the the presence of six different occlusions.

| Occlusion Type | Method          | 0°  | 18°  | 36°  | 54°  | 72°  | 90°  | 108° | 126° | 144° | 162° | 180° | Mean ± SD |
|----------------|-----------------|-----|------|------|------|------|------|------|------|------|------|------|----------|
| Large, Horizontal | Global Rep. [28] | 42.3 | 56.1 | 65.4 | 64.0 | 56.1 | 53.1 | 59.9 | 65.1 | 59.6 | 48.3 | 37.2 | 55.2 ± 9.3 |
|                 | Gaitset [28]    | 67.6 | 87.5 | 91.6 | 88.7 | 82.5 | 78.3 | 82.7 | 87.2 | 90.9 | 82.9 | 62.1 | 82.0 ± 9.4 |
|                 | Ours            | 73.6 | 83.9 | 89.3 | 87.5 | 80.2 | 78.1 | 83.8 | 88.8 | 89.9 | 86.9 | 70.9 | 83.0 ± 6.5 |
| Large, Vertical  | Global Rep. [28] | 44.9 | 52.6 | 60.7 | 59.4 | 55.9 | 54.2 | 60.0 | 62.6 | 60.1 | 50.2 | 42.1 | 54.8 ± 6.8 |
|                 | Gaitset [28]    | 61.9 | 75.8 | 83.6 | 81.2 | 74.7 | 70.8 | 75.4 | 81.9 | 78.3 | 73.6 | 60.8 | 74.4 ± 7.5 |
|                 | Ours            | 64.5 | 79.4 | 84.0 | 82.6 | 76.7 | 73.4 | 77.7 | 83.2 | 82.3 | 75.7 | 65.5 | 76.8 ± 6.8 |
| Small, Horizontal | Global Rep. [28] | 45.5 | 64.1 | 69.8 | 69.8 | 61.1 | 61.1 | 65.9 | 72.4 | 66.6 | 55.6 | 45.4 | 61.4 ± 9.4 |
|                 | Gaitset [28]    | 84.7 | 94.9 | 97.3 | 95.8 | 91.0 | 89.7 | 91.6 | 94.7 | 95.7 | 93.0 | 76.5 | 91.3 ± 6.1 |
|                 | Ours            | 87.1 | 94.0 | 94.9 | 92.5 | 88.2 | 86.6 | 89.0 | 94.4 | 95.8 | 95.8 | 89.1 | 91.6 ± 3.7 |
| Small, Vertical  | Global Rep. [28] | 49.1 | 65.2 | 70.3 | 67.1 | 57.5 | 59.8 | 63.9 | 71.9 | 70.8 | 64.0 | 50.8 | 62.5 ± 7.9 |
|                 | Gaitset [28]    | 76.8 | 91.6 | 96.4 | 93.0 | 86.2 | 82.0 | 85.8 | 92.6 | 95.0 | 87.9 | 72.9 | 87.3 ± 7.6 |
|                 | Ours            | 82.7 | 90.3 | 94.6 | 92.4 | 83.5 | 81.5 | 84.6 | 91.0 | 94.5 | 90.4 | 82.1 | 88.0 ± 5.1 |
| Large, 3 Horizontal | Global Rep. [28] | 48.9 | 61.1 | 68.7 | 69.5 | 66.0 | 63.2 | 67.6 | 71.6 | 66.0 | 56.2 | 51.2 | 62.7 ± 7.6 |
|                 | Gaitset [28]    | 74.8 | 85.6 | 91.5 | 87.9 | 81.9 | 78.2 | 83.0 | 89.3 | 88.3 | 82.5 | 71.3 | 83.1 ± 6.3 |
|                 | Ours            | 73.9 | 86.5 | 92.9 | 88.0 | 82.8 | 81.0 | 83.5 | 91.3 | 92.4 | 83.3 | 69.4 | 84.1 ± 7.4 |
| Large, 4 Horizontal | Global Rep. [28] | 45.8 | 56.7 | 65.7 | 66.1 | 61.6 | 53.5 | 62.2 | 69.5 | 65.4 | 54.7 | 47.6 | 59.0 ± 7.9 |
|                 | Gaitset [28]    | 79.5 | 90.4 | 96.5 | 94.2 | 86.7 | 85.7 | 86.7 | 92.8 | 93.0 | 88.5 | 79.4 | 88.5 ± 5.6 |
|                 | Ours            | 77.9 | 92.9 | 94.1 | 92.4 | 88.7 | 83.2 | 87.6 | 91.5 | 93.2 | 90.1 | 81.5 | 88.5 ± 5.4 |
| Large, Vertical  | Global Rep. [28] | 11.3 | 14.6 | 14.4 | 18.1 | 25.7 | 20.1 | 24.5 | 26.5 | 21.9 | 14.1 | 11.9 | 18.5 ± 5.6 |
|                 | Gaitset [28]    | 27.6 | 38.9 | 51.2 | 53.0 | 54.2 | 45.5 | 49.5 | 55.9 | 52.2 | 31.2 | 18.4 | 43.4 ± 12.6 |
|                 | Ours            | 35.8 | 46.0 | 57.4 | 57.5 | 55.8 | 46.2 | 47.9 | 55.0 | 53.8 | 38.3 | 28.2 | 47.4 ± 9.8 |
| Large, 2 Vertical | Global Rep. [28] | 21.6 | 42.4 | 55.2 | 57.1 | 51.5 | 49.0 | 55.7 | 59.1 | 56.8 | 45.5 | 24.4 | 47.0 ± 13.0 |
|                 | Gaitset [28]    | 21.6 | 42.4 | 55.2 | 57.1 | 51.5 | 49.0 | 55.7 | 59.1 | 56.8 | 45.5 | 24.4 | 47.0 ± 13.0 |
|                 | Ours            | 30.0 | 46.7 | 54.3 | 51.2 | 50.3 | 47.4 | 58.3 | 60.6 | 61.7 | 48.0 | 25.4 | 48.5 ± 11.6 |

Another interesting observation is that our model generalizes well to different number of subjects and training samples, as well as imaging setups. CASIA-B and OU-MVLP datasets have been collected under different acquisition conditions and include 259,013 and 13,680 gait sequences from 125 and 1037 individuals respectively. Nonetheless, our model performs better than the benchmarking methods on both datasets fairly consistently.

Finally, it is worth noting that our model offers very compact gait representations with a dimension of 4,096 when compared to the best performing benchmarking method, GaitSet [28], whose feature size is 15,872. This can simplify the classification, retrieval and transmission of the extracted gait representations.

5.2 Robustness Results

The performance of our model and two other benchmarking methods, including global representations and Gaitset [28] (as the best performing benchmarking method), has been evaluated using silhouettes with synthesized occlusions as discussed in Section 4.3. The analysis has been performed using CASIA normal (NM) gait samples to study the effects of occlusions rather in isolation from other appearance variations namely carrying a bag and wearing different clothing. In this context, Table 9 presents the results for all the available views. As the results show, our method consistently achieves the best average performance, compared to the competing methods, for the six occlusion types considered. For the horizontal occlusions, the results show that upper parts of the gait silhouettes contain less informative information for the gait recognition process, compared to the lower parts. Moreover, we observe that the vertical occlusions cause considerable performance degradation compared to the horizontal ones. This maybe be due to the fact that considerable viewpoint-specific spatiotemporal information is lost in the presence of vertical occlusions, resulting in higher degradation compared to horizontal occlusions that affect information that is less viewpoint-specific.

To further analyze the results, Figure 6 illustrates the performance degradation of each method in the presence of the different types of horizontal (Hor.) and vertical (Ver.) occlusions. This figure reveals that our model is considerably more robust than the baseline global representations approach due to it’s ability to adapt by focusing on informative segments of the input frames. Our model also delivers more robust results compared to the Gaitset [28] technique by attentively exploiting the relations between partial feature embeddings. This performance enhancement is interestingly more pronounced in the case of the larger occlusions.

5.3 Feature Space Exploration

In order to study the impact of global and partial strategies for representation learning, t-Distributed Stochastic Neighbor Embedding (t-SNE) [65] is used, summarizing the high dimensional feature space in a two-dimensional space. Figure 7 illustrates the features that feed the classifier, when i) global representations are used, thus using the GCEM features (without splitting) as input to a fully connected layer for dimensionality reduction (Figure 7 row a); and ii) our model is used to learn the relations between partial representations (Figure 7 row b). To make this visualisation

![Fig. 6: Performance degradation versus occlusion type.](image_url)
more legible, the t-SNE analysis is only performed for the first 10 subjects available in CASIA-B dataset, respectively for NM (Figure 7 column I), BG (Figure 7 column II), and CL (Figure 7 column III) test data.

The first row of Figure 7 clearly shows that the global representations could not form separate clusters for some of the test samples. Even in the case of the less challenging NM test protocol, a number of samples can be observed whose data points are mixed with each other. The results presented in the second row of Figure 7, however, show that our model forms dense and more effective clusters whose data points are distributed more closely around their respective centroids. This observation indicates that in this feature space, the subjects are more separable, validating the use of a recurrent network to learn partial representations in our proposed model.

5.4 Ablation Experiments
In order to understand the contribution of each layer of our network towards the final performance, we have performed a number of ablation experiments. Table 10 presents the performance of our model when different layers have been systematically removed from the network, one at a time. The last row of the table shows the results of the complete model when all the layers have been included.

5.4.1 Impact of Splitting
We started by removing splitting layer, thus considering GCEM as a single bin which is equivalent to a global representation. Naturally, the BGRU would have to be reduced to a single cell with an attention weight of 1 to accommodate this experiment. The results show that the performance dropped to 70.6% when considering a single global representation.

5.4.2 Impact of the Fully Connected Layer
Next, we removed the fully connected layer and used the convolutional bins directly as inputs to the BGRU layer. This change not only considerably increased the computational complexity of the BGRU layer due to the higher dimensionality of the input, but also decreased the recognition performance to 63.3%. In the absence of the fully connected layer, the high-dimension bins would most likely require a deeper network in order to properly learn the larger feature space.

5.4.3 Impact of the BGRU Layer
By removing the BGRU layer, we directly learned the attention weights form the fully connected features. The results show that the performance dropped to 80.6% as the relations between the partial features, that are likely to contain person-specific information, can not be learned.

5.4.4 Impact of the Attention Layer
The attention layer was then removed, allowing the recurrently learned GCEM bins to maintain similar importance towards the final goal. The results show than the performance slightly drops when removing this layer. As illustrated in Table 10, the added value of the attention layer is more evident in scenarios where different clothing and carrying conditions are encountered.

5.4.5 Impact of the Number of Split Bins
As discussed in Section 3.4.3, different number of bins can be considered when horizontally splitting the GCEM. Figure 8 illustrates the impact of different number of bins on the gait recognition performance. The results justify the selection of 16 as the number of bins (the maximum possible number of bins) in our model.

6 CONCLUSION AND FUTURE WORK
We proposed a novel method for learning robust view-invariant person-specific gait features. Our proposed deep network learns partial representations from gait convolutional energy maps to be then learned using an attentive recurrent model. In this context, our
model adopted a BGRU network to exploit the relations between the partial representations. We then used an attention mechanism to selectively focus on important recurrently learned partial representations as identity information in different scenarios may lie in different representations. Our method has been extensively tested on two large-scale CASIA-B and OU-MVLP gait datasets using four different test protocols. Additionally, we used synthesized occlusions by adding horizontal and vertical bars with the same color as the background to study the robustness of our method. The obtained recognition results showed the superiority of our model over a number of state-of-the-art methods. Finally, an ablation study highlighted the contribution of each component in our network.

In future work, we will investigate the effects of other strategies to extract partial representations. In this context, the temporal templates can be adaptively split into gait patches with different scales, rather than horizontal bins. In addition, external data from other datasets will be used to train a more generalized model that could be then applied to new unseen data.
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