Hedging as an adaptive measure for climate change induced water shortage at the Pong reservoir in the Indus Basin Beas River, India

Citation for published version:
Adeloye, AJ & Dau, QV 2019, 'Hedging as an adaptive measure for climate change induced water shortage at the Pong reservoir in the Indus Basin Beas River, India', Science of the Total Environment, vol. 687, pp. 554-566. https://doi.org/10.1016/j.scitotenv.2019.06.021

Digital Object Identifier (DOI):
10.1016/j.scitotenv.2019.06.021

Link:
Link to publication record in Heriot-Watt Research Portal

Document Version:
Peer reviewed version

Published In:
Science of the Total Environment

General rights
Copyright for the publications made accessible via Heriot-Watt Research Portal is retained by the author(s) and/or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
Heriot-Watt University has made every reasonable effort to ensure that the content in Heriot-Watt Research Portal complies with UK legislation. If you believe that the public display of this file breaches copyright please contact open.access@hw.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Hedging as an adaptive measure for climate change induced water shortage at the Pong reservoir in the Indus Basin Beas River, India

Adebayo J. Adeloye, Quan V. Dau

PII: S0048-9697(19)32575-6
DOI: https://doi.org/10.1016/j.scitotenv.2019.06.021
Reference: STOTEN 32675
To appear in: Science of the Total Environment

Please cite this article as: A.J. Adeloye and Q.V. Dau, Hedging as an adaptive measure for climate change induced water shortage at the Pong reservoir in the Indus Basin Beas River, India, Science of the Total Environment, https://doi.org/10.1016/j.scitotenv.2019.06.021

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.
Hedging as an adaptive measure for climate change induced water shortage at the Pong reservoir in the Indus Basin Beas River, India
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ABSTRACT

This study investigated the adaptive capacity of static and dynamic hedging operating policies to shore up the performance, i.e. reliability and vulnerability, in irrigation water supply of Pong reservoir in India, during climate change. The policies were developed using genetic algorithm optimisation and used to force reservoir simulations for different climate change perturbed inflow series, whence derive the performance. For static hedging, the hedging fraction remains constant throughout the year while for dynamic hedging, this fraction varies monthly or seasonally. Results showed that static hedging was effective at tempering the systems vulnerability from its high of ≥ 60% to lower than 25%, while maintaining an acceptable volume-based reliability. Further simulations with dynamic hedging provided only modest improvements in these two indices. The significance of this study is its demonstration of the effectiveness of hedging as a climate change adaptation measure by limiting water shortage impacts. It also demonstrates that simple static hedging can match more complex dynamic hedging policies.
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1. Introduction

Reservoirs are a major component of most water supply systems utilising rivers resources. Their purpose is to regulate natural river flow fluctuations by storing the excess water during high-flow periods, which are then released during low-flow periods to meet domestic, industrial, agricultural and other demands served by the system. The planning of reservoirs using historical runoff data observed at the reservoir site is the best option available to the analyst but could be problematic if the operational runoff situation of the reservoir differs radically from the planning situation, e.g. with predicted climate change that might further reduce the amount, and increase the variability, of reservoir inflows in various regions of the world (IPCC, 2007).

The realization that climate change will affect future inflow series and hence the performance of reservoirs to meet its obligations has led to the intensification of research efforts to assess these impacts as a precursor to the development of effective mitigation and adaptation strategies (see e.g. Nawaz and Adeloye, 2006; Fowler et al., 2003; Li et al., 2009; Adeloye et al., 2013). In general, most of these studies have reported deteriorating performance with climate change, e.g. lower reliability, increasing frequency and/or magnitude of water shortages, etc., although as recently demonstrated by Soundharajan et al. (2016), there are huge uncertainties associated with both the magnitude and sign of these impacts. Such unsatisfactory situations call for concerted adaptation and/or mitigation efforts, which might require that either the facilities are expanded (e.g. building new reservoirs, development of other sources such as groundwater) or operational improvements are introduced for existing facilities. New builds for capacity expansion are often controversial, requiring long gestation periods and can have unwanted social-environmental consequences. In contradistinction, however, devising improved operational practices is much quicker and has been proven to be effective for significantly curbing systems vulnerability (Eum et al., 2011).
Most reservoirs are operated using rule curves which guide the operator’s decision on the quantity of water to release based on the total available water at the beginning of each month (Yin et al., 2015). Available water is the sum of the starting storage and the anticipated inflow during the month. While the former is known at the beginning of the month, the latter is unknown except through a forecast. The assumption is being made here that forecast monthly inflow is equal to the historic monthly runoff. Thus, rule curves depict target storage levels to be maintained in the reservoir if it is to be able to successfully meet the demand. They are normally determined using any of the available reservoir planning analysis tools (e.g. the sequent peak algorithm, SPA—see McMahon and Adeloye, 2005), forced with the historic runoff data record at the reservoir site. Once determined, they remain fixed and are used for guiding the operation of the reservoir.

A schematic illustration of basic rule curves is shown in Fig. 1a, in which the operator will attempt to meet the full monthly demand whenever the available water is in the interval \([\text{LRC}_m, \text{URC}_m]\) for the month \(m\) under consideration, where \(\text{LRC}_m\) and \(\text{URC}_m\) are, respectively, the ordinates of the lower and upper rule curves for month \(m\). No water is supplied in a given month if the water available is below \(\text{LRC}_m\).

Rule curves are easy to deploy but may result in high vulnerability or large single period shortages, a problem that may be exacerbated by projected climate change. For example, Chiamsathit et al. (2014) reported vulnerability indices of 67% and 88% respectively for domestic and industrial water allocations at the Ubonratana reservoir in northeast Thailand when operated with basic rule curves such as those illustrated in Fig. 1a. To improve the effectiveness of rule curves in curbing excessive vulnerability, water rationing (or hedging) during normal operational periods is often carried out (Bhatia et al., 2018; Tu et al., 2008; Eum et al., 2011; Srinivasan and Kumar, 2018; Chang et al., 2019). By normal operational period is meant that there is sufficient water in storage to meet the full demand but when
hedging, this full demand is deliberately unmet by cutting-back. If the cut-back is moderate, i.e. \( \leq 25\% \) of the requirement, the impact on the socio-economic wellbeing of water users will be minimal (Fiering, 1982).

A single stage, static hedging policy is illustrated in Fig. 1b. It shows the critical curve that delineates the hedging zone and hence that triggers the onset of hedging and the “\( \alpha \)” representing the static (or constant) fraction of the demand to supply. Thus, in comparison with the no-hedging rule curve illustrated in Fig. 1a, the full demand satisfaction in Fig. 1b only occurs when the available water is above the critical curve. Whenever the available water is below the critical rule curve, the water is rationed by delivering at most only a fraction “\( \alpha \)” of the full demand, i.e. \( I_t \leq \alpha D_t \), where \( I_t \) is the supply, \( D_t \) is the demand and \( \alpha \) \((0 \leq \alpha \leq 1)\) is the static rationing ratio.

The difference between the dynamic case in Fig. 1c and the static case in Fig. 1b is that in the dynamic case, the rationing ratio is not constant but varies from one month to the next, i.e. \( I_t = \alpha_m D_t \), where \( m=1,2,...,12 \) and \((0 \leq \alpha_m \leq 1)\) is the rationing ratio for month \( m \). It is also possible to have seasonally varying rationing fraction; indeed, both the monthly and seasonally varying options will be evaluated in the current work. The rationale for a dynamic hedging policy is that hedging would work better if it reflects the inflow situation such that a larger proportion of the water demanded can be supplied during the wetter seasons but less so during drier seasons.

Dynamic hedging schemes (i.e. in which the water rationing varies with time) have received minimal attention in the literature and a possible reason for this is the increased number of decision variables involved. Shiau (2009) attempted three different dynamic hedging schemes, namely semi-annually, quarterly and monthly varying hedging which were then compared with static hedging. The result showed that dynamic hedging improves system
performance during shortages, when compared to static hedging. However, Shiau’s study employed the standard operating policy (SOP) as the basis for developing hedging policies, which may be implausible. For example, some of the SOP-based hedging paradigms, e.g. the so-called one point hedging (see Peng et al., 2015), commence hedging in the region where the water availability situation is already dire, which runs counter to the notion that to be effective, hedging should be saving water during normal operational periods; not aggravating the water stress. Additionally, the few previous studies on dynamic hedging have not attempted to study the performance of such hedging policies within the context of climatic change.

Another approach that has been used for hedging is that implemented in the WEAP software tool (SEI, 2005), in which a buffer zone is created with the release rationed whenever water in storage is within this buffer zone. Although the WEAP approach is still based on reservoir storage zoning (as opposed to being SOP-based), the release is rationed based on the water available in the buffer zone at the start of the month. Consequently, unlike the development in the current work in which the release is rationed from the demand, the release during hedging will be totally unrelated to the water demand for the WEAP approach. By rationing using the water demand, users will be able to know a priori the amount of water to expect and hence plan to adapt accordingly. In contradistinction if rationed from the water available in storage at the start of the period, however, the water to expect will be subject to the vagaries of the inflow and hence unknown to users. A further issue with the WEAP approach is that the rationing factor is often selected arbitrarily or at best through calibration. Finally, the inflow during the month is usually ignored when allocating the water during hedging.

In the work reported herein, an attempt is made to bridge this knowledge gap in reservoir operation. In particular, the determination of the critical curves (CRC) that delineate the
reservoir zones and hence trigger when to hedge, as well as the associated hedging factors $\alpha$ and $\alpha_m$, is achieved using genetic algorithms (GA) optimisation.

The aim of this work therefore is to investigate the adaptive capacity of reservoir release hedging for coping with climate change induced water shortages. The objectives are to:

1. Develop basic zone-based rule curves for the reservoir using GA optimisation;
2. Develop hedging-integrated zone-based rule curves using GA optimisation, with constant hedging fraction (static situation);
3. Develop hedging-integrated zone-based rule curves using GA optimisation with monthly and seasonally varying hedging fractions (dynamic situation);
4. Simulate the effect of climate change perturbations on the catchment hydrology and hence synthesise alternative, climate-change impacted reservoir inflow scenarios;
5. Carry out reservoir simulations forced with the array inflow series and operating policies to evaluate resulting performance and hence the effect of hedging.
6. Review the performance and make recommendations.

Objective 1 was accomplished by as part of a previous study (see Soundharajan et al., 2016) and the basic rule curves will form the basis for developing the hedging-integrated enhancements for the policies.

In the following section, further details of the adopted methodology are given. This is then followed by the description of the case study, following which the results are presented and discussed. The final section contains the main conclusions and recommendations of the study.

2. Methodology
A flow chart of the adopted methodology is shown in Fig. 2. Further brief descriptions are provided below.

2.1 Genetic algorithms (GA) optimisation for rule curve development

Genetic Algorithm (GA) is a random search optimization algorithm inspired by biological evolution that provides a robust method for searching for the optimum solution to complex problems (Michalewicz, 1992). In GA, the solution set is represented by a population of strings, which comprises a number of blocks each representing the individual decision variable of the problem. Strings are processed and combined according to their fitness (objective function value evaluated using the components in the string), in order to generate new strings that have the best features of two parent strings. Strings with the best fitness have the greatest chance to future generations, similar to the process of natural selection.

To start the GA optimiser, the initial solutions (or strings) are randomly generated. Three fundamental operations are involved in manipulating strings and moving to a new generation: selection, crossover, and mutation. The selection operation helps identify the strings, which are included in the reproduction process, for developing the next generation of strings. There are a number of approaches for selection, all of which determine the probability of selection as a function of fitness. Because the initial solutions are randomly generated and hence may not be reproduced exactly if repeated, the GA is normally repeated over several randomly generated initial solutions and either the mean of the best solutions or most superior best solution taken as the final solution. A detailed description of the GA will not be attempted in this paper; interested readers are referred to the fundamental treatise on the subject by Michalewicz (1992).
Despite the existence of a large number of traditional non-linear programming (NLP) techniques for solving this kind of constrained optimization problem, a search-based optimizer such as the GA is preferred because of its ability to search for the solution from a population of points (not a single point), its use of the objective function information itself rather than the derivatives of the function, and its use of probabilistic (as opposed to deterministic) transitions rules. GA has been widely applied in reservoir operation studies for developing optimal rule curves, operating policies and hedging (Kim et al., 2006; Oliveira and Loucks, 1997; Wardlaw and Sharif, 1999; Sharif and Wardlaw, 2000; Ahmed and Sharma, 2005; Jothiprakash and Shanthi, 2006; Reddy and Kumar, 2006; Kangrang et al., 2008; 2018; Azari et al, 2018).

2.1.1 Optimisation of hedging rules: objective function and constraints formulation

Optimisation of the ordinates of the CRC for each month and rationing ratio(s) (static and dynamic) with GA requires specifying the objective function and constraints equations.

The objective function is the minimization of the sum of squares of the water deficit $(D_t - I_t)$, i.e.:

$$\text{Minimise } \sum_{i=1}^{N} (D_t - I_t)^2; \ t \in N \quad (1a)$$

The constraints are as follows:

$$S_t = S_i + Q_t - I_t - E_t, \quad (1b)$$

$$WA_t = S_t + Q_t$$

if $WA_t \geq URC_{mi}$.  

$$I_t = S_t + Q_t - E_t - URC_{mi} \ & \ ER_t = I_t - DI$$
if \( URC_m \geq WA_t > CRC_m \), \( I_t = D_t \) & \( ER_t = 0 \)

if \( CRC_m \geq WA_t > LRC_m \), \( I_t = \alpha_m D_t \) & \( ER_t = 0 \)

if \( WA_t \leq LRC_m \), \( I_t = 0 \)

\[ 1 \geq \alpha_m > 0; \quad URC_m \geq CRC_m \geq LRC_m \]

where \( S_t \) and \( S_{t+1} \) are reservoir storage at the beginning and the end of time period \( t \); \( Q_t \) is the inflow during time period \( t \); \( D_t \) and \( I_t \) are respectively the demand and actual release during time period \( t \); \( E_t \) is the net evaporation (evaporation – rainfall) from the reservoir surface during time period \( t \); \( WA_t \) is the water available at the beginning of time period \( t \); \( ER_t \) is excess release during time period \( t \); \( CRC_m \) is the ordinate of the critical rule curve for the month \( m \); and all other symbols are as defined previously.

All the variables defined above are in volumetric units, which means that the net evaporation, normally expressed as depth of water, must also be converted to volumetric units. To achieve this in a way that is compatible with the linear reservoir mass balance Eq. (1a), the typically non-linear area-storage relationship was approximated using a linear function as (Loucks et al., 1981; McMahon and Adeloye, 2005):

\[ A_t = c + d(S_t); 0 \leq S_t \leq K_a \]

(1c)

where \( A_t \) is the exposed reservoir surface at the start of \( t \), \( c \) and \( d \) are parameters, \( K_a \) is the active storage capacity of the reservoir and all other variables are as defined previously. Since the interest is on the active storage capacity which excludes the dead storage, the parameter “\( c \)” is constrained to represent the exposed surface area at the top of the dead storage; thus, “\( d \)” is the slope of the linear approximation of the area-storage function in the active storage.
part of the area-storage relationship. With “c” known, the only parameter needing estimation in Eq. (1c) is the slope “d”. The volumetric net evaporation during t, i.e. in interval [t, t+1], then becomes:

$$E_t = 0.5(A_t + A_{t+1}) e_t = e_t(c + 0.5d(S_t + S_{t+1}))$$

(1d)

where $e_t$ is the net evaporation depth. Eq. (1d) is a linear function in the reservoir storage state $S_t$; consequently, it can be included in the mass balance Eq. (1b) without any furore.

The decision variables for the optimisation are the $CRC_m; m=1,2,\ldots,12$ ordinates for each month $m$ of the year, giving a total of 12 variables (i.e. 12 values representing the 12 monthly ordinates) and $\alpha$ (static rationing ratio) or $\alpha_m; m=1,2,\ldots,12$ (dynamic rationing ratios). Thus, the number of decision variables is 13 in the case of static hedging and 24 in the case of dynamic hedging. For seasonal hedging, only 4 rationing ratios are required giving the total number of decision variables as 16. The GA optimisation involved the usual selection, crossover and mutation operations (Hossain and El-Shafie, 2013; Rani and Moreira, 2010; Wardlaw and Sheriff, 1999). For the GA coding, real-value was preferred to the binary because of the proven superior efficiency of the former for rule curve optimisation (Chang et al., 2005; Bessaou and Siarry 2001). Thus, a real-value coding was used with the following parameters: crossover fraction = 0.8; mutation rate = 0.01; number of elite children = 2. The genetic operations were repeated for 500 generations.

2.2 Simulation of Catchment hydrology

The simulation of catchment runoff response to weather forcing was achieved using HYSIM, a conceptual catchment hydrological model (Manley and WRA, 2006; Pilling and Jones, 1999). HYSIM is a time-continuous, conceptual rainfall-runoff model. The model has two sub-routines simulating, respectively, river basin hydrology and the channel hydraulics. The
hydrology is simulated using seven stores representative of land use and soil type. The full structure of the model is schematically illustrated in Fig. 3.

The seven natural stores into which the hydrology routine was conceptualised comprise interception storage, upper soil horizon, lower soil horizon, transitional groundwater store, groundwater store, snow storage and minor channel storage, all with associated hydrological parameters as detailed by Pilling and Jones (1999). The interception storage in the model denotes canopy storage of moisture and is determined by the vegetation type in the model. Water stored in the interception compartment is ultimately lost by evaporation. The transitional groundwater store is conceptualised as an infinite linear reservoir, and serves to represent the first stage of groundwater storage. The store receives water from both the upper and lower soil horizons through the process of deep percolation when these horizons are at or above the field capacity. Water in the transitional groundwater store is constantly discharging to the permanent groundwater store also through deep percolation. The hydraulics routine routes the flow down the channel using a simple kinematic wave approach, also with associated parameters (Manley and WRA, 2006).

HYSIM inputs are the precipitation, temperature and, where available, the potential evaporation as inputs. The temperature is required for the modelling of snow-melt and accumulation based on the empirical degree-day approach. Where estimates of the potential evaporation are unavailable a priori, the temperature is also utilised for estimating the evapotranspiration. Further details about the model are available by Manley and WRA (2006).

2.3 Assessment of climate change impacts on hydrology

Once satisfactorily calibrated, the HYSIM was used to assess the effects of projected climate change on reservoir inflows. To derive future climate scenarios, the delta perturbation
approach (see Vicuna et al., 2012) was used in order to avoid the notorious uncertainties associated with General Circulation Model (GCM) projections and their downscaling. To use the delta perturbation approach, plausible changes (or delta perturbations) in both the temperature and precipitation were arrived at by analysing the Coupled Model Inter-comparison Project Phase 5 (CMIP5) GCM projections until year 2100 for the Beas basin for four Representative Concentration Pathways, RCPs: RCP2.6; RCP 4.5; RCP 6.0 and RCP 8.5 (Taylor et al., 2012; IPCC, 2013).

Details of how these delta perturbations were objectively arrived at are presented by Soundharajan et al. (2016) but these essentially involved constructing the 95% confidence interval based on the mean and standard deviation of the temperature and precipitation projections for each of the RCPs. The resulting delta perturbations in temperature $\Delta T$ ($^\circ$C) were $[0, 5; 1]$ while the corresponding perturbations in precipitation $\Delta P$ (%) were $[-10, 10; 5]$, where for $[x, z; y]$, $x$ is the starting value, $z$ is the terminal value and $y$ is the increment.

The above delta perturbations were applied to historic precipitation and temperature data for the Beas and the perturbed series were used to force the calibrated HYSIM rainfall-runoff model for the catchment, to determine alternative reservoir inflow series resulting from the perturbed climate.

2.4 Reservoir behaviour simulation and performance indices

Reservoir simulation used the reservoir mass balance equation shown in Eq. (1b), subject to the constraint posed by the rule curves, i.e.:

$$LRC_m \leq S_{t+1} \leq URC_m$$

(2)

In essence, the constraint in Eq. (2) limits the reservoir content within the boundary of $URC_m$ and $LRC_m$; consequently, when this constraint is to be violated, $I_t$ will be increased or
reduced as appropriate to restore reservoir content to within this boundary. Additional restriction on the release \((I_t)\) is imposed during hedging, e.g. as noted earlier while with no hedging, \(I_t \leq D_t\), with hedging the release will be limited to a fraction of the demand, i.e. \(I_t \leq \alpha D_t\), where \(\alpha\) is the rationing ratio. At the end of the simulation, reservoir key performance indices were evaluated as follows (McMahon and Adeloye, 2005; Sandoval-Solis et al., 2011):

(a) **Reliability**:

\[
R_t = N_s / N
\]  
\[
R_v = \frac{\sum_{i=1}^{N} I_t}{\sum_{i=1}^{N} D_t}
\]

where \(N_s\) is the total number of intervals out of \(N\) that the demand \(D_t\) was fully met, \(R_t\) is the time-based reliability, \(R_v\) is the volume-based reliability and other terms are as defined previously.

(b) **Resilience**, \(\varphi\):

\[
\varphi = 1/(f_d/f_s) = f_s/f_d; \quad 0 < \varphi \leq 1
\]

where \(f_s\) is number of continuous sequences of failure periods and \(f_d\) is the total duration of the failures, i.e. \(f_d = N - N_s\).

(c) **Vulnerability**, \(\eta\):

\[
\eta = \sum_{i=1}^{f_s} [(D_t - I_t) / D_t] / f_d; t \in f_d
\]

(d) **Sustainability**, \(\lambda\):
\[ \lambda = (R \varphi(1 - \eta))^{1/3} \]  

(7)

As seen above, the volume-based reliability and vulnerability indices are directly linked to the water shortage and will thus form the focus of the subsequent discussions.

3. Case study and data

The Pong dam (and its reservoir) is located on the Beas River, which is one of the five major rivers of the Indus basin, India (see Fig. 4). Located at longitude 76° 05E and latitude 32° 01N, the reservoir drains a catchment area of 12,560 km², out of which the permanent snow catchment is 780 km² (Jain et al., 2007). Active storage capacity of the reservoir is 7,290 Mm³; the dead storage is 1,280 Mm³. Apart from its use for generating hydropower, the Pong meets irrigation water demands of about 7,912 Mm³ annually, which as illustrated in Fig. 5 is spread relatively uniformly throughout the year. Total irrigated area is 1.6 Mha with rice, wheat and cotton being the major crops sown. The irrigation water first passes through the turbines for power generation before flowing downstream for diversion. For this reason, irrigation constitutes the primary purpose of the reservoir and hence the focus of this study.

Monsoon rainfall between July and September is a major source of water inflow into the reservoir, apart from snow and glacier melt. Snow and glacier melt runoff in Beas catchment was studied from 1990-2004 by Kumar et al (2007) from which it is known that its contribution is about 35% of the annual flow of the Beas River at Pondoh Dam (upstream of Pong dam). Consequently, the ability of the Pong reservoir to satisfactorily perform its functions is susceptible to possible disturbances of these water sources due to climate change. For a system that is inextricably linked to the socio-economic well-being of its region, any significant deterioration in performance of the Pong reservoir or its ability to meet the demand will have far reaching consequences. This is why it is important to carry out a
systematic assessment of the performance of the reservoir operation and to use the outcome to inform the development of appropriate decision making.

Monthly reservoir inflow and irrigation demands from 1998 - 2008 were available for the study. The historic mean annual runoff (MAR) at dam site is 8,570 Mm$^3$ (annual coefficient of variation is 0.21) and the seasonal distribution of the annual runoff is shown in Fig. 5. As Fig. 5 shows, inflow into the Pong reservoir is highly seasonal with the bulk of inflows occurring during the monsoon season. Another feature of the hydrology of the Pong reservoir is that except for the monsoon where the natural river flow exceeds the irrigation demand, there are irrigation supply-demand deficits for much of the year which must be met by releases from the Pong reservoir.

The mean annual net evaporation depth is 0.493 m, which because it is positive implies that evaporation exceeds the rainfall on an annual basis. As noted by Nawaz et al. (1999), failure to accommodate net evaporation in the planning analysis for such a situation will lead to under-sizing of a reservoir because the positive net evaporation is an additional demand that must be provided for. The seasonal pattern of the net evaporation is shown in Fig. 6a, which is a mixture of positive and negative values as expected. Fig. 6b shows the non-linear area-storage function for the dam site as observed, with the linear-approximation superimposed.

4. Results and discussion

4.1 HYSIM calibration

To accommodate the spatial variability within the catchment, the Beas catchment was divided into three sub-basins, namely the upper, middle and lower (see Fig. 4), based on consideration of altitude, spatial difference and available meteorological data. However, the
measured runoff data mentioned earlier were only available at the reservoir inlet, i.e. outfall of the lower sub-basin; thus the verification of the calibrated model was limited to the lower basin. HYSIM hydrological parameters were initialised with the help of the Harmonized World Soil Database (HWSD) analysis: the area of each soil type of the catchment was taken into account to get an average value of hydrological parameters. These parameters were then modified during the calibration of the model. To accommodate parameter uncertainty, a Monte Carlo approach involving the stochastic generation of hundred parameter sets for each sub-catchment during the calibration was used; the parameter set corresponding to the best-behaved simulation was finally selected.

The available flow record (1998 – 2008) was split into three: 1998 – 1999 (2 years) period was used for model warm-up, January 2000 – December 2004 period was used for model calibration and January 2005 – December 2008 period was used for model validation. The upper sub-catchment of the Beas basin has permanent snow throughout the year. To simulate this permanent snow condition, five years of data (Jan 1993 – Dec 1997) were added to the upper sub-basin with the temperature fixed at zero (thus guaranteeing the availability of snow to be melted) and precipitation (in the form of snow) value of 15 mm on each day. This will add a permanent snow of ~27.4 m (5* 365 * 15 mm) to the model.

As noted earlier, measured runoff data were only available for the outlet of the lower sub-catchment and comparison of simulated runoff could only be made for this. The performance of the model in simulating the runoff at the lower catchment outlet during calibration and validation is shown in Figs 7a & b respectively. From these, it can be seen that the model has performed reasonably well in reproducing the measured runoff. More re-assuring is the relatively better performance of the model in simulating the low runoff sequence in the data, which is more important for water resources planning than the high flows periods. The estimated Nash-Sutcliffe efficiency indices (Nash & Sutcliffe, 1970) during the calibration
and validation were respectively 0.88 and 0.78, both of which lend further credence to the modelling skill of the calibrated HYSIM.

4.2 Climate change impacts on reservoir inflows

With HYSIM satisfactorily calibrated and validated, it was possible to use the validated model to assess impacts of changes in the rainfall and temperature on the runoff. As noted earlier, changes in annual rainfall considered were -10% to +10% with an increment of 5%. Similarly, temperature changes considered were 0°C to +5°C with an increment of unity.

Table 1 summarises the percentage change in annual and seasonal runoff relative to the simulated historic runoff. As expected, increasing the rainfall causes the annual runoff to increase while reducing the rainfall also causes the runoff to decrease for all the temperature scenarios. However, the simulation has also revealed a large influence of the melting glacier and seasonal snow on the runoff, where on an annual scale, changing the temperature by 2°C is causing the runoff to increase by about a third. The simulations also reveal the dominance of the Monsoon effect on the runoff of the Pong. For example, of the simulated maximum mean annual runoff of about 12000 Mm$^3$, almost 88% of this (~10500 Mm$^3$) was contributed during the Monsoon (June to August) and post-monsoon (September to November) periods, with both the winter and pre-monsoon periods contributing the remaining 12%. This further reinforces the importance of the Monsoon in ensuring the water security of the Beas and indeed the whole of India.

While increasing or decreasing the rainfall by the same amount has resulted in similar absolute change in the runoff for no change in temperature, the situation is quite different when temperature increases are also considered. For example, as shown in Table 1, an increase in annual rainfall of 5% produced a 10.21% increase in the annual runoff if the temperature increased by 1°C; however, a similar decrease in rainfall with the 1°C
temperature increase only resulted in a decrease of only 1.6 % in the annual runoff. As noted previously, the Beas hydrology is heavily influenced by the melting snow from the Himalayas and what these results show is that runoff contributed by the melting snow partially compensates for the reduction in direct runoff caused by the combined effects of lower rainfall and higher (temperature-induced) evapotranspiration. Indeed, as the assumed temperature increase becomes higher, the effect of any reduction in the annual rainfall fully disappears, resulting in a net increase in the annual runoff. Consequently, increasing the temperature by 2°C has resulted in a net increase in the annual runoff of 12.4% and 7% for 5% and 10% reductions respectively in the annual rainfall.

The annual runoff situation presented above masks the significant seasonal differences in the simulated runoff response of the Beas. As Table 1 clearly shows, both the post-Monsoon and winter seasons that do not benefit from the melting seasonal snow and its associated runoff tended to be well-behaved in terms of the response, with reductions in the rainfall producing significant reductions in the generated runoff. Indeed, for these two seasons, increasing the temperature slightly can worsen the runoff situation even for situations in which the rainfall has increased, as clearly revealed by the 2.4% reduction in the winter runoff with 1°C and 5% rises, respectively in the temperature and rainfall. These situations must be resulting from the dominance of the evapotranspiration loss, which in the absence of additional water from melting snow will make the runoff to decrease. As the temperature becomes higher, however, more and more of the glaciers will melt causing the runoff to increase despite the increased evaporation expected with the increasing temperature.

This is a short-term advantage that would be impossible to maintain if the projected temperature increase takes hold, because such would result in the gradual disappearance of
the glacier and/or less of the precipitation falling as snow. These issues were not considered in detail in our simulation, which has assumed albeit unrealistically that the glacier extent and seasonal snow accumulation would maintain the status quo.

4.3 Optimised Rule Curves

The optimised rule curves derived using GA (see also Soundharajan et al., 2016) are shown in Fig. 8. Fig. 8 (a) is the basic set of rule curves, in which no hedging is implemented. As remarked previously, these formed the basis of further GA optimisation to derive the hedging enhancements. When operating the reservoir with Fig. 8(a), attempts will be made to meet the full irrigation water demand whenever the available water lies within the URC and LRC confines. The space above the URC is meant for flood water and as seen in the figure, the URC deepens during the monsoon period to leave space for the increased inflow and thus reduce the potential for flooding. For the low inflow winter and pre-monsoon seasons, the reservoir is kept as close as possible to the maximum, thus ensuring that more water is available for meeting the demands.

Fig. 8(b) shows the single-stage, static rationing hedging integrated rule curves. The critical hedging curve that triggers the water rationing lies everywhere between the URC and LRC as expected and allows supplying the full demand over a very wide range of water availability in the system during the high flow season. The range of water availability in which the full supply can be attempted is much narrower for the drier, post-monsoon periods. When water rationing takes place, only 17% of the full demand is cut back, leaving 83% of the full demand being attempted. This optimised hedging shortfall is modest and lesser than the 25% tolerable shortage suggested by Fiering (1982); however, what is important is its effect on the overall vulnerability of the reservoir system which will be discussed in the next section.
The dynamically varying hedging policies are shown in Figs. 8(c) (monthly) and 8(d) (seasonally); their associated optimised supply limits (or rationing ratios) are shown in Tables 2 and 3, respectively. Unlike the static situation for which the rationing ratio was constant, the dynamic rationing is varying monthly (seasonally) reflecting the relative water abundance in the various months (seasons). Thus, as seen in Fig. 8(c) for example, the proportion of the demand supplied in the monsoon months was highest, almost approaching 100%. As the available water reduces, e.g. during the winter and pre-monsoon seasons, the proportion of the demand supplied attained its least value of < 80%. While the dynamic situation would seem more plausible in that it adjusts the hedging fraction to the reservoir inflow situation, it is a much more involved operating policy to develop [e.g. 13 (static policy) compared with 24 (dynamic policy) variables] and use than the simple static policy.

Another feature of the dynamic scheme is that the optimised critical storage curves that trigger hedging have also responded to the reservoir inflow situation in that during the low inflow winter season, the curves are below those for the dynamic case ensuring that the water available for meeting the full demand is more and hence occasions for which >20% reductions will be needed will be few. On the other hand during the high inflow, monsoon seasons, the critical curves for the dynamic policies are higher than those of static hedging, meaning that rationing will occur more frequently albeit the cut back amounts would be very small since the associated rationing ratios are close to unity.

The implication of this is that the dynamic policies will offer improvement in performance over the static policy but the question remains by how much? The attractiveness of the dynamic policy therefore would stem from its effect on the system performance: a very significant improvement in performance over the static policy case would be required to justify the preference for the former. Quantifying this improvement will require a simulation study of the reservoir which will be reported in the next Section.
4.4 Reservoir performance

Although all the five performance indices defined in Section 2.4 (see Eqs (3-7)) were evaluated in reservoir simulations forced alternatively with the simulated historic and climate-change perturbed inflow sequences, only the results for the two reliability measures (time-based and volume-based) and the vulnerability are discussed because they are directly linked to the water shortage as noted earlier. The vulnerability is important because of the acknowledged effect of hedging on the index: if hedging is to be adjudged to be effective, then it must impact the vulnerability significantly. Additionally, apart from the fact that the volume-based reliability is directly linked to water shortage, the two reliability measures are routinely used in the evaluation of water resources systems and therefore widely recognised. Consequently, their inclusion for discussion here is not only recognising their popularity but also to emphasize the nature of the trade-offs between them, although Adeloye et al. (2017) recently presented an approach that harmonised the two reliability measures, thus effectively removing the need for the trade-offs when using the reliability indices for reservoir performance evaluation. A further attraction of the two reliability measures stems from their efficiency: for example, the results of extensive Monte-Carlo simulations recently reported by Soundharajan et al. (2016) showed that both the time-based and volume-based reliability exhibit the least variability of all the indices of reservoir performance.

Figs 9 – 11 show the results of the performance evaluation using: time-based reliability index (Fig. 9); volume-based reliability index (Fig. 10) and the vulnerability index (Fig. 11). With no hedging, the time-based reliability is high under existing conditions but decreases when climate change projects less water from precipitation and increases when the projected precipitation increases. The effect of temperature rise on the inflow contributions from melting ice and snow has manifested in the time reliability, with the projected 2 °C rise in temperature in particular resulting in the highest reliability. The effect of hedging is to cause
the time-reliability to deteriorate significantly. This is to be expected given that hedging deliberately introduces additional failures (i.e. occasions of non-supply of full demand). The greatest reduction in the time reliability occurred with the static hedging policy where the time reliability reduced by almost 50% relative to the no-hedging situation. When hedging is dynamically altered with regard to the seasons, the deterioration in the time reliability is reduced but only marginally. Reference was made earlier regarding the position of the critical rule curve for the dynamic policies relative to that of the static policy and the fact this was likely to result in improved performance of the reservoir. The current simulation result has shown this to be the case for the time reliability, although the recorded improvement is marginal.

The volume-based reliability index shown in Fig. 10 has confirmed its generally higher value when compared with its time-based counterpart in Fig. 9. Additionally, it is also clear from the Fig. 10 that, unlike the time-based reliability, the volume-based reliability is not as drastically affected by hedging. For example, for the simulated baseline reservoir inflow sequence, the volume-based reliability only changed from 92% (no-hedging) to 89% (with static hedging). The \( R_v \) situation improved with the dynamic policies but this improvement was rather marginal to justify the complexity associated with the development and deployment of the dynamic (seasonally or monthly varying) policies. Thus, although hedging has increased the number of occasions in which systems failure occurs, its effect on denting the ability of the system to meet the total period demand is very minimal. This is because the amount by which the water supply is cut back by hedging has been optimised to be so small that, cumulatively over the entire period, the total water shortage is insignificant relative to the total period demand. The fact that the volume-based reliability for the different climate-change temperature and precipitation perturbations considered are indistinguishable is an indication that hedging would protect the performance of the system in meeting the total
period demand, even with projected climate change. Thus, hedging can be said to represent an effective adaptive measure for climate change effects on large scale water resources facilities.

The vulnerability (or maximum single-period water shortage) is shown in Fig. 11. As noted earlier, the primary reason for deploying hedging is to limit single-period shortages and hence temper the vulnerability of water resources systems. Also shown on the plots is the horizontal line for a vulnerability of 25% which, as remarked previously, represents the tolerable shortage limit for most water users. With no hedging, the vulnerability is high (approximately 60%) under existing conditions and intensifies to about 65% when the catchment becomes drier due to projected reduction in precipitation by climate change. The vulnerability is tempered for wetter conditions but even for the most benign of these, i.e. projected 10% rise in precipitation, the recorded vulnerability was still above 47%, much higher than the 25% tolerable vulnerability threshold suggested by Fiering (1982).

The dramatic effect of hedging on the vulnerability can be seen in the evaluations for both the static and the dynamic policies. For example for the static policy, a most fascinating aspect is the fact that hedging has virtually eliminated the huge vulnerability associated with the driest climate change scenario; indeed, for all the scenarios, the vulnerability has been reduced to below the 25% threshold, from the peak of almost 65% when there was no hedging. This is remarkable given that only a mere 17% of the demand was withheld during hedging. As was the case with the other performance indices, the vulnerability was slightly less when the dynamic (monthly and seasonally varying) policies were deployed. This reduction in vulnerability does not justify the extra efforts in developing and deploying the dynamic policies.
5. Conclusions

This study has developed optimised static and dynamic zone-based hedging policies for the Pong reservoir in India and compared its performance with that of a basic, zone-based policy that incorporates no hedging as a way of testing the adaptive and mitigating capacity of water hedging for climate-change induced water shortages. GA was used to optimise the decision variables for the policies, including the rationing ratio and the target storage values that trigger hedging in each month of the year. A simple delta perturbation approach was used to develop alternative reservoir inflow response to plausible changes in temperature and precipitation. Subsequent reservoir simulations to test the effectiveness of the various operating policies showed that without hedging, performance of the reservoir (reliability-time- and volume-based and vulnerability) deteriorated significantly with climate change that projected drier future and vice-versa. The vulnerability was particularly high, reaching over 60%. However, as hedging was introduced, significant reduction in the number of large single-period water shortages happened, resulting in reduced vulnerability for the Pong reservoir. Indeed, for both the static and dynamic hedging policies, the vulnerability was reduced to below 25% even for the worst (direst) climate change projections. Reducing the number of large shortages caused the total number of failure periods to rise, leading to significant deterioration in the evaluated time-based reliability. However, since the amount of water shortages for most of these additional shortage periods was low-to-moderate, the overall volumetric reliability of the reservoir was practically unaffected. This is re-assuring since what should matter most in reservoir operation is not the number of failure occasions but the deficit sustained during such failures. All this confirms that water resources systems have inherent buffering capacity that if well-harnessed through improved operating practices such as the hedging policies developed in this work will offer effective and low-cost adaption
and mitigation strategies for climate change. In terms of the overall system’s performance, the dynamic hedging policies outperformed the static hedging policy but only marginally.

In terms of significance, this work has demonstrated clearly the importance of better operational practices in partially annulling the impacts which water shortages from projected climate change can have. The reliance of most regions on surface water reservoirs for meeting domestic, industrial and agricultural water needs will be certainly threatened if future climate results in reduced reservoir inflows, resulting in inability of these reservoirs to meet the obligations placed on them. As objectively demonstrated in this work, such catastrophe can be averted if changes are made in the operation of the reservoirs, e.g. the simple static hedging. Given the complexity associated with the development and deployment of the dynamic policies, the marginal improvement recorded here is not sufficient reason for preferring the dynamic policy for reservoir operation. Although this study employed the Pong reservoir in India as case study, the approach is reasonably straightforward and should be readily implementable for other major surface water reservoirs in other parts of the world.

Acknowledgements

The work reported here was funded by the UK-NERC (Project NE/N016394/1) – “Sustaining Himalaya Water Resources in a Changing Climate (SusHi-Wat)” – as part of the UK-India Newton-Bhabha Sustainable Water Resources (SWR) thematic Programme.

References

Adeloye, A.J., Nawaz, N.R., Bellerby, T.J., 2013. Modelling the impact of climate change on water systems and implications for decision makers. Chapter 11 In (Surampali, RY
et al. (eds)) Climate change modelling, mitigation, and adaptation. Environmental & Water Resources Institute, ASCE, 299–326.

Adeloye, A.J., Soundharajan, B-S., Mohammed, S., 2017. Harmonisation of reliability performance indices for planning and operational evaluation of water supply reservoirs. *Water Resources Management*, 31(3), 1013-1029, doi: 10.1007/s11269-016-1561-x

Ahmed, J. A., Sarma, A. K., 2005. Genetic algorithm for optimal operating policy of a multipurpose reservoir. *Water Resour. Manage.*, 19(2), 145–161, doi: 10.1007/s11269-005-2704-7

Azari, A., Hamzeh, S., Naderi, S., 2018. Multi-objective optimization of the reservoir system operation by using the hedging policy. *Water Resources Management*, 32(6), pp.2061-2078. doi: 10.1007/s11269-018-1917-5

Bessaou, M., Siarry, P., 2001. A genetic algorithm with real-value coding to optimize multimodal continuous functions. *Structural and Multidisciplinary Optimisation*, 23(1), 63-74

Bhatia, N., Srivastav, R., Srinivasan, K., 2018. Season-dependent hedging policies for reservoir operation – A comparison study. *Water*, 10(10), p.1311

Chang, F.J., Chen, L., Chang, L.C., 2005. Optimizing the reservoir operating rule curves by genetic algorithms. *Hydrological Processes*, 19(11), 2277-2289

Chang, J., Gue, A., Wang, Y., Ha, Y., Zhang, R., Xue, L., Tu, Z., 2019. Reservoir operations to mitigate drought effects with a hedging policy triggered by the drought prevention limiting water level. *Water Resources Research*, 55, 904-922. doi:10.1029/2017WR022090
Chiamsathit, C., Adeloye, A.J., Soundharajan, B., 2014. Assessing competing policies at Ubonratana reservoir, Thailand. Proceedings of the ICE-Water Management, 167(10), 551-560, doi: 10.1680/wama.13.00059

Eum, H., Kim, Y., Palmer, R., 2011. Optimal drought management using sampling stochastic dynamic programming with a hedging rule. J. Water Resour. Plann. Manage, 137(1), 113-122, doi: 10.1061/(ASCE)WR.1943-5452.0000095

Fiering, M.B., 1982. Estimates of resilience indices by simulation. Water Resources Research, 18(1), 41-50, doi: 10.1029/WR018i001p00041

Fowler, H.J., Kilsby, C.G., O’Connell, P.E., 2003. Modeling the impacts of climatic change and variability on the reliability, resilience and vulnerability of a water resource system. Water Resources Research, 39(8), 1222, doi: 10.1029/2002WR001778

Hossain, M.S.A., El-Shafie, A., 2013. Intelligent systems in optimising reservoir operation policy: a review. Water Resources Management, 27(9), 3387–3407, doi: 10.1007/s11269-013-0353-9

IPCC, 2007. Summary for policymakers. Climate Change 2007: The physical science basis. Contribution of the Working Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, Cambridge University Press

IPCC, 2013. Annex I: Atlas of Global and Regional Climate Projections [van Oldenborgh, G.J., Collins, M., Arblaster, J., Christensen, J.H., Marotzke, J., Power, S.B., Rummukainen, M., Zhou, T.(eds.)]. In: Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change [Stocker, T.F., Qin, D., Plattner, G.-K., Tignor, M., Allen, S.K., Boschung, J., Nauels, A., Xia, Y., Bex, V., Midgley, P.M.
(eds.)]. Cambridge University Press, Cambridge, United Kingdom and New York, NY, USA.

Jain, S.K., Agarwal, P.K., Singh, V.P., 2007. *Hydrology and water resources of India*. Springer, The Netherlands.

Jothiprakash, V., Shanhti, G., 2006. Single reservoir operating policies using genetic algorithm. *Water Resources Management*, 20(6), 917-929, doi: 10.1007/s11269-005-9014-y

Kangrang, A., Phumphan, A., Chaiyapoom, W., 2008. Stochastic inflow simulation for searching rule curves. *American Journal of Applied Sciences*, 5(3), 221-226, doi: 10.3844/ajassp.2008.221.226

Kangrang, A., Prasanchum, H., Hormwichian, R., 2018. Development of future rule curves for multipurpose reservoir operation using conditional genetic and Tabu search algorithms. *Advances in Civil Engineering*, 2018.

Kim, T., Heo, J. H., Jeong, C. S., 2006. Multireservoir system optimization in the Han River basin using multi-objective genetic algorithm. *Hydrolog. Process.*, 20(9), 2057–2075, doi: 10.1002/hyp.6047

Kumar, V., Singh, P., Singh, V., 2007. Snow and glacier melt contribution in the Beas River at Pandoh Dam, Himachal Pradesh, India. *Hydrological Sciences Journal*, 52(2), 376-388, doi: 10.1623/hysj.52.2.376

Li, L., Xu, H., Chen, X., 2009. Streamflow forecast and reservoir operation performance assessment under climate change. *Water Resources Management*, 24, 83–104, doi: 10.1007/s11269-009-9438-x
Loucks, D. P., Stedinger, J. R., Haith, D. A., 1981. *Water Resources Systems Planning and Analysis*, p559. Prentice Hall Inc., Englewood Cliffs, New Jersey.

Manley, R.E., Water Resources Associates (WRA), 2006. A guide to using HYSIM. R.E. Manley and water resources associates Ltd.

McMahon, T.A., Adeloye, A.J., 2005. *Water Resources Yield*. Water Resources Publications, Littleton, CO, USA.

Michalewicz, Z., 1992. *Genetic algorithms + data structures = evolution programs*. Springer, New York.

Nash, J. E., Sutcliffe, J. V., 1970. River flow forecasting through conceptual models part I — A discussion of principles. *Journal of Hydrology*, 10 (3), 282–290. doi:10.1016/0022-1694(70)90255-6

Nawaz, N. R., Adeloye, A. J., Montaseri, M., 1999. The impact of climate change on storage-yield curves of multi-reservoir systems. *Nordic Hydrology*, 30 (2), pp.129–146.

Nawaz, N.R., Adeloye, A.J., 2006. Monte Carlo assessment of sampling uncertainty of climate change impacts on water resources yield in Yorkshire, England. *Climatic Change*, 78(2-4), 257 – 292, doi: 10.1007/s10584-005-9043-9

Oliveira, R., Loucks, D. P., 1997. Operating rules for multireservoir systems. *Water Resour. Res.*, 33(4), 839–852, doi: 10.1029/96WR03745

Peng, Y., Chu, J., Peng, A., Zhou, H., 2015. Optimisation operation model coupled with improving water transfer rules and hedging rules for inter-basin water transfer-
supply systems. *Water Resources Management*, 29(10), 3787-3806, doi: 10.1007/s11269-015-1029-4

Pilling, C., Jones, J.A., 1999. High resolution climate change scenarios: implications for British runoff. *Hydrological Processes*, 13(17), 2877–2895.

Rani, D., Moreira, M.M., 2010. Simulation-optimisation modelling: a survey and potential application in reservoir systems operation. *Water Resour Manage.*, 24(6), 1107-1138, doi: 10.1007/s11269-009-9488-0

Reddy, M. J., Kumar, D. N., 2006. Optimal reservoir operation using multi-objective evolutionary algorithm. *Water Resour. Manage.*, 20(6), 861–878, doi: 10.1007/s11269-005-9011-1

Sandoval-Soils, S., Mckinney, D.C., Loucks, D.P., 2011. Sustainability index for water resources planning and management. *Journal of Water Resources Planning and Management (ASCE)*, 137(5), 381-389, doi: 10.1061/(ASCE)WR.1943-5452.0000134

SEI- Stockholm Environment Institute. 2005. WEAP: water evaluation and planning system. User Guide. Stockholm Environment Institute, Somerville, MA.

Sharif, M., Wardlaw, R., 2000. Multireservoir systems optimization using genetic algorithms: Case study. *J. Comput. Civ. Eng.*, 14(4), 255–263, doi: 10.1061/(ASCE)0887-3801(2000)14:4(255)

Shiau, J.T., 2009. Optimisation of reservoir hedging rules using multi-objective genetic algorithm. *J. Water Resour. Plann. Manage. (ASCE)*, 135(5), 355-363, doi: 10.1061/(ASCE)0733-9496(2009)135:5(355)
Soundharajan, B-S., Adeloye, A.J., Remesan, R., 2016. Evaluating the variability in surface water reservoir planning characteristics during climate change impacts assessment. *J. Hydrology*, 538, 625-639, doi: 10.1016/j.jhydrol.2016.04.051

Srinivasan, K., Kumar, K., 2018. Multi-objective simulation-optimization model for long-term reservoir operation using piecewise linear hedging rule. *Water Resources Management*, 32(2), pp.1901-1911

Taylor, K.E., Stouffer, R.J., Meehl, G.A., 2012. An overview of CMIP5 and the experiment design. *Bull. Amer. Meteor. Soc.*, 93, 485-498, doi: 10.1175/BAMS-D-11-00094.1

Tu, M.Y., Hsu, N.S., Tsai, F.T.C., Yeh, W.W.G., 2008. Optimization of hedging rules for reservoir operations. *J. Water Resour. Plann. Manage.*, 134(1), 3–13, doi: 10.1061/(ASCE)0733-9496(2008)134:1(3)

Vicuna, S., McPhee, J., Garreaud, R.D., 2012. Agriculture vulnerability to climate change in a snowmelt-driven basin in semiarid Chile. *Journal Water Resources Planning & Management, ASCE*, 138(5), 431-441, doi: 10.1061/(ASCE)WR.1943-5452.0000202

Wardlaw, R., Sharif, M., 1999. Evaluation of genetic algorithms for optimal reservoir operation. *Journal of Water Resources Planning and Management (ASCE)*, 125(1), 25-33, doi: 10.1061/(ASCE)0733-9496(1999)125:1(25)

Yin, X-A., Mao, X-F., Pan, B-Z., Zhao, Y-W., 2015. Suitable range of reservoir storage capacities for environmental flow provision. *Ecological Engineering*, 76, 122 – 129, doi: 10.1016/j.ecoleng.2014.04.002
Table 1. Change (%) in mean annual and seasonal runoff under climate change

| Temperature change, °C | Annual precipitation change, % | Season: Winter |
|------------------------|--------------------------------|----------------|
|                        | Annual                         |                |
| 0                      | -12.11                         | -13.25         |
| 1                      | -7.08                          | -18.32         |
| 2                      | 6.98                           | -5.90          |
|                        | -6.25                          | -13.55         |
|                        | -1.63                          | -2.80          |
|                        | 12.41                          | 11.63          |
|                        | 0.00                           | 0.00           |
|                        | 6.70                           | 5.83           |
|                        | 13.77                          | 11.93          |
|                        | 10.21                          | -5.72          |
|                        | 24.27                          | 21.07          |
|                        | 30.51                          | 27.42          |

|                        | 0                              | 1               |
|                        | -10                            | -7.60           |
|                        | -5                             | 9.25            |
|                        | 0                              | 15.01           |
|                        | 0.00                           | 21.07           |
|                        | 6.76                           | 27.42           |
|                        | 13.85                          | 33.96           |

|                        | 2                              | 0               |
|                        | -10                            | -15.09          |
|                        | -5                             | -17.76          |
|                        | 1                              | -2.96           |
|                        | 0.00                           | 0.00            |
|                        | 8.89                           | 8.89            |
|                        | 18.82                          | 18.82           |
|                        | 1                               | 1               |

|                        | 2                              | 0               |
|                        | -10                            | -15.09          |
|                        | -5                             | -17.76          |
|                        | 1                              | -2.96           |
|                        | 0.00                           | 0.00            |
|                        | 8.89                           | 8.89            |
|                        | 18.82                          | 18.82           |
|                        | 1                               | 1               |
Table 2. Rationing ratios for monthly varying hedging

| Month     | Rationing ratio, % |
|-----------|---------------------|
| January   | 76.0                |
| February  | 78.9                |
| March     | 75.0                |
| April     | 75.0                |
| May       | 84.7                |
| June      | 95.0                |
| July      | 94.3                |
| August    | 94.9                |
| September | 87.7                |
| October   | 90.0                |
| November  | 85.3                |
| December  | 83.8                |

Table 3. Rationing ratios for seasonally varying hedging

| Season                     | Rationing ratio, % |
|----------------------------|--------------------|
| Winter (Dec – Feb)         | 78.4               |
| Pre-Monsoon (Mar – May)    | 80.4               |
| Monsoon (Jun – Aug)        | 99.6               |
| Post-Monsoon (Sep – Nov)   | 89.8               |
Highlights

- Climate change will cause deterioration in reservoir vulnerability.
- Operational changes with hedging will improve the vulnerability situation.
- Hedging rule curves with constant rationing is as effective as varying rationing.
- Hedging is a viable adaptive measure for climate change induced water shortage.
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$R^2 = 0.9157$
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$R^2 = 0.832$
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