Rates of convergence for density estimation with GANs
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Abstract: We undertake a precise study of the non-asymptotic properties of vanilla generative adversarial networks (GANs) and derive theoretical guarantees in the problem of estimating an unknown $d$-dimensional density $p^*$ under a proper choice of the class of generators and discriminators. We prove that the resulting density estimate converges to $p^*$ in terms of Jensen-Shannon (JS) divergence at the rate $(\log n/n)^{2/\beta} (2\beta+d)$ where $n$ is the sample size and $\beta$ determines the smoothness of $p^*$. This is the first result in the literature on density estimation using vanilla GANs with JS rates faster than $n^{-1/2}$ in the regime $\beta > d/2$.
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1. Introduction

A generative adversarial network (GAN) is a minimax game between a generator $g$ whose goal is to generate fake samples that are close to the real data and a discriminator $D$ whose goal is to distinguish between the real and fake samples. From the perspective of statistics, GANs can be viewed as an unsupervised method to learn target data distributions. The main strand of research on GANs deals with empirical insights and basic mathematical properties. Recently researchers started to analyze the GAN problem from the statistical perspectives [Biau et al., 2020b,a, Liang, 2018, Singh et al., 2018, Luise et al., 2020, Uppal et al., 2019] as well as optimization and algorithmic viewpoints [Liang and Stokes, 2019, Kodali et al., 2017, Pfau and Vinyals, 2016, Nie and Patel, 2020, Nagarajan and Kolter, 2017, Genevay et al., 2018, 2019].

The following minimax problem is the original GAN problem, also called vanilla GAN, introduced in Goodfellow et al. [2014]

$$\min_{g \in \mathcal{G}} \max_{D \in \mathcal{D}} \mathbb{E}[\log D(X)] + \mathbb{E}[\log(1 - D(g(Y)))].$$

Here $Y$ denotes the generator’s input (latent variable), $X$ represents the random vector for the real data with unknown distribution $P^*$, $\mathcal{G}$ and $\mathcal{D}$ represent the classes of generators and discriminators, respectively. Implementation of this minimax game using deep neural network classes $\mathcal{G}$
and \( D \) lead to the state-of-the-art generative model for many different tasks. To shed light on the probabilistic meaning of vanilla GAN, \cite{Goodfellow2014} shows that given an unconstrained discriminator \( D \), that is, if \( D \) contains all possible functions, the minimax problem (1) will reduce to

\[
\min_{g \in \mathcal{G}} \text{JS}(P_{g(Y)}, P^*),
\]

where JS stands for the Jensen-Shannon (JS) divergence. The optimization problem (2) can be interpreted as finding the closest generative model to the data distribution \( P^* \) where distance is measured by the JS divergence. Various GAN formulations were later proposed by changing the divergence measure in (2): f-GAN \cite{Nowozin2016} generalizes vanilla GAN by minimizing a general f-divergence; Wasserstein GAN (WGAN) \cite{Arjovsky2017} considers the first-order Wasserstein (Kantorovich) distance (\( W_1 \) distance); MMD-GAN \cite{Dziugaite2015} considers the maximum mean discrepancy; energy-based GAN \cite{Zhao2016} minimizes the total variation distance as discussed in \cite{Arjovsky2017}; Quadratic GAN \cite{Feizi2020} finds the distribution minimizing the second-order Wasserstein (Kantorovich) distance.

**Model** In this paper, we focus on the following setup. Suppose that \( X_1, \ldots, X_n \) are independent identically distributed (i.i.d.) random vectors in \( \mathbb{R}^d \) drawn from the distribution \( P^* \) with a Lebesgue density \( p^* \) supported on a compact set \( X \subset \mathbb{R}^d \). Let \( Y_1, \ldots, Y_n \) be i.i.d. latent variables with a density \( \phi \) supported on a compact set \( Y \subset \mathbb{R}^d \). Given a family \( \mathcal{G} \) of invertible transformations \( g : Y \to X \) and a family \( \mathcal{D} \) of discriminators \( D : X \to (0, 1) \), we consider the empirical counterpart of the optimization problem (1):

\[
\hat{g} \in \arg\min_{g \in \mathcal{G}} \max_{D \in \mathcal{D}} L_n(g, D),
\]

where

\[
L_n(g, D) := \frac{1}{2n} \sum_{i=1}^{n} \log D(X_i) + \frac{1}{2n} \sum_{j=1}^{n} \log (1 - D(g(Y_j)))
\]

is the empirical version of the functional

\[
L(g, D) := \frac{1}{2} \int \log D(x)p^*(x) \, dx + \frac{1}{2} \int \log (1 - D(z))p_g(z) \, dz.
\]

In (4), we assume that the number of fake samples is equal to the number of real ones but our analysis is also valid for the case when the number of fake instances is larger than \( n \). In (5), \( p_g \) denotes the density of \( g(Y) \). The change-of-variables formula implies that

\[
p_g(x) = |\det[\nabla g(g^{-1}(x))]|^{-1} \phi(g^{-1}(x)),
\]

provided that \( \nabla g \) is non-degenerate. Our goal is to obtain a bound on the discrepancy between the estimate \( p_{\hat{g}} \) and the true distribution \( p^* \) in terms of the JS divergence. Thus our work can be seen as a continuation of the line of research initiated by \cite{Biau2020a} on theoretical properties of vanilla GANs. Note that for WGANs the convergence rates were thoroughly studied in the literature. For example, \cite{Schreuder2020} derived risk bounds where the generative model.
is based on a $\beta$ times differentiable transformation of the unit hypercube of dimension $d$. The obtained rates (in $W_1$ distance) are of order $n^{-\beta/d} \vee n^{-1/2}$. In Liang [2018], the author obtained the minimax rates $n^{-(\alpha+\beta)/(2\beta+d)} \vee n^{-1/2}$. As opposed to WGANs, the rates of convergence for vanilla GANs are not yet fully understood.

Contributions

Our contributions can be summarised as follows.

- Under the assumption that $G$ and $D$ are bounded subsets of the Hölder classes $H^{1+\beta}(Y)$ and $H^{\alpha}(X)$, respectively, for some $\alpha, \beta > 0$, with polynomially growing covering numbers, we prove the bound

$$
\mathbb{E} \text{JS}(p_{\hat{g}}, p^*) - \Delta_G - \Delta_D \lesssim \sqrt{\frac{\Delta_G \log(n)}{n}} + \sqrt{\frac{\Delta_D \log(n)}{n}} + \frac{\log(n)}{n},
$$

(7)

with

$$
\Delta_G := \min_{g \in G} \text{JS}(p_g, p^*), \quad \Delta_D := \max_{g \in G} \min_{D \in D} [L(g, D^*_g) - L(g, D)]
$$

(8)

and

$$
D^*_g(x) := \frac{p^*(x)}{p^*(x) + p_g(x)}, \quad x \in X.
$$

(9)

Here the notation $f(n) \lesssim g(n)$ means that for all positive integers $n$ $f(n) \leq Cg(n)$ for some constant $C$ not depending on $n$. It was shown in Goodfellow et al. [2014] that, for any $g \in G$ and any measurable $D : X \to (0, 1)$,

$$
L(g, D^*_g) - L(g, D) = \int_X K(D^*_g(x), D(x)) \frac{p_g(x) + p^*(x)}{2} \, dx,
$$

(10)

where, for any $u, v \in (0, 1)$,

$$
K(u, v) = u \log \frac{u}{v} + (1 - u) \log \frac{1 - u}{1 - v} \geq 0.
$$

(11)

Hence, $D^*_g$ is the optimal discriminator, that is $D^*_g = \arg\max_D L(g, D)$ for any $g \in G$. The bound (7) is a sharp oracle inequality. This bound significantly improves upon the existing results obtained in the literature for vanilla GANs. For example, Bian et al. [2020a] obtained an upper bound of the form (7) with the right-hand side of order $O(n^{-1/2})$ without $\Delta_G$ and $\Delta_D$ under the square root. The absence of these terms makes the obtained bound too rough, especially if $\Delta_G$ and $\Delta_D$ are small.

- Using the bound (7) and deep neural networks families for $G$ and $D$, we derive the convergence rates of the JS divergence between $p^*$ and $p_{\hat{g}}$ to zero:

$$
\mathbb{E} \text{JS}(p_{\hat{g}}, p^*) \lesssim \left( \frac{\log n}{n} \right)^{\frac{2\beta}{2\beta+d}}
$$

(12)

in the case when the true density $p^*$ is the density of the random variable $g^*(Y)$ for a smooth invertible transform $g^*$ not necessary belonging to $G$. The convergence rates (12) match the well-known minimax bounds of density estimation in $L_2(X)$ (note that $p^* \in H^\beta(X)$.
if $g^* \in \mathcal{H}^{1+\beta}(\mathcal{Y})$, see Tsybakov [2008], Section 1.2, and McDonald [2017]. To the best of our knowledge, this is the first result in the literature giving convergence rates of the density estimate $p_\hat{g}$ in the JS divergence for vanilla GANs faster than $n^{-1/2}$ for the case $\beta > d/2$. In this context, let us also mention a fully nonparametric setting studied recently in Asatryan et al. [2020] where both classes $\mathcal{D}$ and $\mathcal{G}$ are assumed to be closed subsets of $C^\alpha([0,1]^d)$. Asatryan et al. proved the consistency of the corresponding density estimator in JS divergence.

**Notations** Let $\Omega \subset \mathbb{R}^d$ be a bounded domain. For two probability measures $P \ll Q$ on a measurable space $(\Omega, \mathcal{B}(\Omega))$ with Lebesgue densities $p$ and $q$, respectively, we define the Kullback-Leibler divergence between $P$ and $Q$ as $\text{KL}(P, Q) := \int p(x) \log \left( \frac{p(x)}{q(x)} \right) dx$. By $\text{JS}(P, Q) = \text{JS}(p, q)$, we denote the Jensen-Shannon divergence $\text{JS}(P, Q) := (\text{KL}(P, (P + Q)/2) + \text{KL}(Q, (P + Q)/2))/2$. For a function $f : \Omega \rightarrow \mathbb{R}^d$ we set

$$\|f\|_\infty := \sup_{x \in \Omega} |f(x)|,$$

$$\|f\|_{L_2(\Omega)} := \left\{ \int_{\Omega} |f(x)|^2 \, dx \right\}^{1/2},$$

and

$$\|f\|_{L_2(p)} := \left\{ \int_{\Omega} |f(x)|^2 p(x) \, dx \right\}^{1/2}.$$

For any $s \in \mathbb{N}$, the function space $C^s(\Omega)$ consists of those functions over the domain $\Omega$ which have partial derivatives up to order $s$ in $\Omega$, and these derivatives are moreover bounded and continuous in $\Omega$. Formally,

$$C^s(\Omega) = \{ f : \Omega \rightarrow \mathbb{R}^m : \| f \|_{C^s} := \max_{|\gamma| \leq s} \| D^\gamma f \|_\infty < \infty \},$$

where, for any multi-index $\gamma = (\gamma_1, \ldots, \gamma_d) \in \mathbb{N}_0^d$, the partial differential operator $D^\gamma$ is given by $D^\gamma f_i := \partial^{\gamma_i} f_i/\partial x_{i_1}^{\gamma_{i_1}} \cdots \partial x_{i_d}^{\gamma_d}, i = 1, \ldots, m$, and $\| D^\gamma f \|_\infty := \max_{i = 1, \ldots, m} \| D^\gamma f_i \|_\infty$. Here we have written $|\gamma| = \sum_{i=1}^d \gamma_i$ for the order of $D^\gamma$. For the matrix of first derivatives, we use the usual notation $\nabla f = (\partial f_i/\partial x_j)\ i = 1, \ldots, m, j = 1, \ldots, d$. For a function $f : \Omega \rightarrow \mathbb{R}^m$ and any positive number $0 < \delta \leq 1$, the Hölder constant of order $\delta$ is given by

$$[f]_\delta := \max_{i = 1, \ldots, m} \sup_{x \neq y \in \Omega} \frac{|f_i(x) - f_i(y)|}{\min(1, \| x - y \|_\delta)}.$$

Now, for any $\alpha > 0$, we can define the Hölder ball $\mathcal{H}^{s(\Omega, H)}$. If we let $s = \lfloor \alpha \rfloor$ be the largest integer strictly less than $\alpha$, it contains those functions in $C^s(\Omega)$ which have $\delta$-Hölder-continuous, $\delta = \alpha - s > 0$, partial derivatives of order $s$. Formally,

$$\mathcal{H}^{s(\Omega, H)} = \{ f \in C^s(\Omega) : \| f \|_{\mathcal{H}^s} := \max\{ \| f \|_{C^s}, \max_{|\gamma| = s} \| D^\gamma f \|_s \} \leq H \}.$$

Note that if $f \in \mathcal{H}^{1+\beta}(\Omega, H)$ for some $\beta > 0$, then it holds for $i = 1, \ldots, m, j = 1, \ldots, d$,

$$\left| \frac{\partial f_i(x)}{\partial x_j} - \frac{\partial f_i(y)}{\partial x_j} \right| \leq \| f \|_{\mathcal{H}^{1+\beta}} \cdot \| x - y \|^{1+\beta} \leq H \cdot \| x - y \|^{1+\beta}, \quad x, y \in \Omega.$$
for any $x, y \in \Omega$, since $\|f\|_{H^\beta_1} \leq \|f\|_{H^\beta_2}$ for any $\beta_2 \geq \beta_1$. We will also write $f \in H^\beta(\Omega)$ if $f \in H^\beta(\Omega, H)$ for some $H < \infty$.

To give a formal definition of the neural network, we first fix an activation function $\sigma : \mathbb{R} \to \mathbb{R}$. For a bias vector $v = (v_1, \ldots, v_p) \in \mathbb{R}^p$, we define the shifted activation function $\sigma_v : \mathbb{R}^p \to \mathbb{R}^p$ as

$$
\sigma_v(x) = (\sigma(x_1 - v_1), \ldots, \sigma(x_p - v_p)), x = (x_1, \ldots, x_p) \in \mathbb{R}^p.
$$

A neural network of depth $L$ (with $L$ hidden layers) is then a function of the form

$$
f : \mathbb{R}^p_0 \to \mathbb{R}^{p_{L+1}}, \quad f(x) = W_L \circ \sigma_{v_L} \circ W_{L-1} \circ \sigma_{v_{L-1}} \circ \cdots \circ W_0 \circ x,
$$

where $W_i \in \mathbb{R}^{p_{i+1} \times p_i}$ is a weight matrix and $v_i \in \mathbb{R}^{p_i}$ is a bias vector. In our paper, we consider ReLU activation function (rectified linear unit), which is defined as

$$
\sigma(x) = x_+ = x \vee 0
$$

and ReQU (rectified quadratic unit), defined as

$$
\sigma^2(x) = (x \vee 0)^2.
$$

2. Assumptions

Throughout this paper, we assume the following conditions on $p^*, \mathcal{D}$ and $\mathcal{G}$. Fix some some real numbers $\alpha > 0, \beta > 0$.

**Assumption A$\phi$.** There exist constants $H_\phi > 0$ and $\Phi > 1$ such that $\phi \in H^\beta(\mathbb{Y}, H_\phi)$ and

$$
\Phi^{-1} \leq \phi(y) \leq \Phi, \quad y \in \mathbb{Y}.
$$

**Assumption A$p^*$.** There exist constants $H^* > 0$ and $\Lambda > 1$ such that $p^*$ is of the form (6) with $g^* \in H^{1+\beta}(\mathbb{Y}, H^*)$ and

$$
\Lambda^{-2}I_{d \times d} \preceq \nabla g^*(y)^\top \nabla g^*(y) \preceq \Lambda^2 I_{d \times d}, \quad y \in \mathbb{Y}.
$$

**Assumption A$G$.** There exist constants $H_G > 0$ and $\Lambda > 1$ such that $\mathcal{G} \subseteq H^{1+\beta}(\mathbb{Y}, H_G)$ and

$$
\Lambda^{-2}I_{d \times d} \preceq \nabla g(y)^\top \nabla g(y) \preceq \Lambda^2 I_{d \times d}, \quad y \in \mathbb{Y}
$$

for all $g \in \mathcal{G}$. In addition, there exist constants $A_G, B_G, \gamma, \varepsilon_0 > 0$ such that the covering number $N(\mathcal{G}, \| \cdot \|_{H^{1+\beta}(\mathbb{Y})}, \varepsilon)$ satisfies

$$
N(\mathcal{G}, \| \cdot \|_{H^{1+\beta}(\mathbb{Y})}, \varepsilon) \leq A_G \left( \frac{B_G}{\varepsilon} \right)^\gamma, \quad \varepsilon \in (0, \varepsilon_0).
$$

(16)
The conditions (14) and (15) ensure well-posedness of the densities \( p_g \) and \( p_g^* \) defined using the change-of-variables formula (6) and cannot be avoided in the problem of density estimation. Note that we can always assume that \( A \) is the same in (14) and (15). This does not restrict the generality since we can always take the maximum of these two constants if they are different. Also, let us remark that one can only require the bound (14) if we restrict ourselves to a subset of \( G \) with good approximation properties with respect to \( g^* \). In particular, if we can find a sequence of generators \( g_n \) from \( H^{1+\beta}(\mathcal{Y}) \) that converge to \( g^* \) in \( H^{1+\beta}(\mathcal{Y}) \) as \( n \to \infty \), then the inequality (15) holds automatically for all \( n > n_0 \) with \( A \) replaced by \( A + \delta \) for arbitrary small \( \delta > 0 \) and \( n_0 = n_0(\delta) \). This would suffice to derive the rates (12) using, for example, deep neural networks with a smooth activation function (see the proof of Theorem 2 for further details). Finally, we impose the following condition on the class \( D \).

**Assumption AD.** There exists \( H_D > 0 \) such that \( D \subseteq \mathcal{H}^{\alpha}(X, H_D) \). Moreover suppose that \( D(x) \in [D_{\min}, D_{\max}] \subseteq [0, 1] \) for all \( x \in X, D \in D \). In addition, there exist constants \( A_D, B_D, \eta, \varepsilon_0 > 0 \) such that the covering number \( \mathcal{N}(D, \| \cdot \|_\infty, \varepsilon) \) satisfies

\[
\mathcal{N}(D, \| \cdot \|_\infty, \varepsilon) \leq A_D \left( \frac{B_D}{\varepsilon} \right)^\eta, \quad \varepsilon \in (0, \varepsilon_0).
\]

(17)

The requirement that all functions from \( D \) are bounded away from 0 and 1 is needed for the \( \log D \) and \( \log(1-D) \) to be well defined. Similar conditions appear in the literature for aggregation with Kullback-Leibler loss (for instance, in Polzehl and Spokoiny [2006], Belomestny and Spokoiny [2007], Rigollet [2012], Butucea et al. [2017]).

**Remark 1.** Without loss of generality we can assume that \( D^*_g \in [D_{\min}, D_{\max}] \), since under assumptions \( A\Phi, A p^* \) and \( A G \),

\[
p_{\min} \leq p_g(x) \leq p_{\max} \quad \text{and} \quad p_{\min} \leq p^*(x) \leq p_{\max}, \quad \text{for all} \ x \in X, \ g \in G
\]

with \( p_{\min} = (\Phi A^d)^{-1}, p_{\max} = \Phi A^d \) (see Lemma 3 for the details). Hence we can take \( 0 < D_{\min} \leq p_{\min}/(p_{\min} + p_{\max}), 1 > D_{\max} \geq p_{\max}/(p_{\min} + p_{\max}) \).

### 3. Main results

In this section, we formulate the main results of our paper.

**Theorem 1.** Let \( \alpha, \beta > 0 \) and assume \( A\Phi, A p^*, \text{AD} \) and \( AG \). Then for any \( \delta \in (0, 1/4) \) with probability at least \( 1 - 4\delta \),

\[
\text{JS}(p_\tilde{g}, p^*) - \Delta D - \Delta G \leq \sqrt{\frac{\Delta G}{n}\varphi(n, \gamma, \delta)} + \sqrt{\frac{\Delta D}{n}\psi(n, \gamma, \eta, \delta)} + \frac{\varphi^2(n, \gamma, \delta) + \psi^2(n, \gamma, \eta, \delta)}{n},
\]

where

\[
\varphi^2(n, \gamma, \delta) = \gamma \log n + \log (1/\delta)
\]
and

\[ \psi^2(n, \gamma, \eta, \delta) = (\gamma + \eta) \log n + \log(1/\delta). \]

Here \( \lesssim \) stands for inequality up to a constant depending on the parameters \( \alpha, \beta, \Phi, \Lambda, A_G, A_D, B_G \) and \( B_D \), see proof of Theorem 1 (Section 4) for precise dependence.

The theoretical properties of vanilla GANs were studied in Biau et al. [2020a] and Asatryan et al. [2020]. The closest result to our Theorem 1 in the literature is Theorem 4.1 from Biau et al. [2020a], so let us focus on the comparison of these two results. Let us first elaborate on the conditions of the theorems. In Biau et al. [2020a], the authors assume that the generators are parametrized by a parameter \( \theta \in \mathbb{R}^\gamma \) (i.e. \( \mathcal{G} = \{g_\theta : \theta \in \Theta \subset \mathbb{R}^\gamma\} \)) and require the maps \( \theta \mapsto g_\theta \) and \( (\theta, x) \mapsto p_{g_\theta}(x) \) to be in \( C^1(\Theta) \). Similarly, they parametrize discriminators by \( \nu \in \mathbb{R}^\eta \) (i.e. \( \mathcal{D}_\nu = \{D_\nu : \nu \in V \subset \mathbb{R}^\eta\} \)). Unfortunately, the authors do not provide any examples of when these assumptions are fulfilled. However, the role of these requirements in the proof of Theorem 4.1 in Biau et al. [2020a] is clear: they yield that the covering numbers of the classes \( \mathcal{D} \) and \( \{p_\theta : \theta \in \mathcal{G}\} \) with respect to the norm \( \| \cdot \|_\infty \) have a polynomial behaviour. Hence, Assumption AG and Assumption AD can be considered as an alternative to the group of assumptions \( (H_{reg}) \) introduced in Biau et al. [2020a]. Besides, Biau et al. [2020a] requires that \( D^*_\nu \) is bounded away from 0 and 1 for all \( \theta \in \Theta \). Under the aforementioned assumptions, Biau et al. [2020a] established the following theoretical guarantees on the excess JS risk of the vanilla GAN estimate \( p_\tilde{\varphi} \):

\[
\mathbb{E} \text{JS}(p_\tilde{\varphi}, p^*) - \Delta_\mathcal{G} - \Delta_\mathcal{D} \lesssim \sqrt{\frac{\gamma + \eta}{n}} .
\]

(18)

The proof of this result relies on the chaining technique. In addition, one can use McDiarmid’s inequality (see, e.g. [Boucheron et al., 2004, Corollary 4]) to get large deviation bounds on \( \text{JS}(p_\tilde{\varphi}, p^*) \) of the form

\[
\text{JS}(p_\tilde{\varphi}, p^*) - \Delta_\mathcal{G} - \Delta_\mathcal{D} \lesssim \sqrt{\frac{\gamma + \eta}{n}} + \sqrt{\frac{\log(1/\delta)}{n}},
\]

which holds with probability at least \( 1 - \delta \). In our case, Theorem 1 yields

\[
\text{JS}(p_\tilde{\varphi}, p^*) - \Delta_\mathcal{G} - \Delta_\mathcal{D} \lesssim \sqrt{\frac{\gamma \Delta_\mathcal{G} \log(n/\delta)}{n}} + \sqrt{\frac{\eta \Delta_\mathcal{D} \log(n/\delta)}{n}} + \frac{\log(n/\delta)}{n}.
\]

If the classes \( \mathcal{G} \) and \( \mathcal{D} \) are poor and cannot approximate \( g^* \) and \( \mathcal{D}^*_g \), \( g \in \mathcal{G} \), respectively, with high accuracy, then \( \Delta_\mathcal{G} \) and \( \Delta_\mathcal{D} \) are of order 1, and our result shows no improvements over Biau et al. [2020a]. In practice, one uses the classes of deep neural networks for \( \mathcal{G} \) and \( \mathcal{D} \) with good approximation quality. Recent results from the theory of approximation for deep neural networks (see e.g. Schmidt-Hieber [2020]) suggest that \( \Delta_\mathcal{G} \) and \( \Delta_\mathcal{D} \) tend to 0 (with polynomial decay) as the sample size \( n \) tends to \( \infty \), provided that the parameters of the neural networks (width, depth, and the number of non-zero weights) are chosen carefully. In this case, the result of Theorem 1 substantially improves the bound in [Biau et al., 2020a, Theorem 4.1] and leads to the following statement.

**Theorem 2.** Let \( \alpha > 0 \) and \( \beta \geq 1 \). Assume \( A \mathbf{p}^* \) and \( A \Phi \). There is a family of multi-layer neural networks \( \mathcal{D} \) with ReLU activation function and a family of multi-layer neural networks \( \mathcal{G} \)
with activation functions ReLU and ReQU satisfying Assumptions AD and AG, respectively such that, for any $\delta \in (0, 1)$ with probability at least $1 - \delta$, it holds that

$$\text{JS}(\hat{p}, p^*) \lesssim \left(\frac{\log(n/\delta)}{n}\right)^{\frac{2\beta}{4\beta + d}},$$

where $\lesssim$ means inequality up to a constant not depending on $n$.

Under Assumption AG and Assumption Ap*, the densities $\hat{p}$ and $p^*$ are bounded away from 0 and $\infty$. Lemma 10 implies that $\text{JS}(\hat{p}, p^*)$ is equivalent to $\|\hat{p} - p^*\|_{L_2(p^*)}^2$. It is known that kernel density estimates and projection estimates achieve the minimax rate of convergence $O(n^{-2\beta/(2\beta + d)})$ in the problem of density estimation when the target density is bounded away from 0. Then Theorem 2 claims that, under some additional technical assumptions, GAN achieves the same rate of convergence up to a logarithmic factor.

It is worth mentioning that, under the conditions of Theorem 2, the bound (18) in [Biau et al., 2020a, Theorem 4.1] would imply

$$\mathbb{E} \text{JS}(\hat{p}, p^*) \lesssim \left(\frac{\log n}{n}\right)^{-2\beta/(4\beta + d)},$$

leading to suboptimal rates of convergence. Hence, the result of Theorem 2 does not follow from Biau et al. [2020a]. This simple example illustrates the significance of improvements in Theorem 1 over [Biau et al., 2020a, Theorem 4.1].

The same concerns the bounds in [Asatryan et al., 2020, Theorem 5.4]. Similarly to Biau et al. [2020a], the authors use the chaining technique to prove that $\text{JS}(\hat{p}, p^*) \to 0$ as $n \to \infty$ almost surely in the case $\beta > d/2$ (see Theorem 5.4).

4. Proofs of the main results

Proof of Theorem 1. We begin with studying the excess risk

$$\text{JS}(\hat{p}, p^*) - \inf_{g \in G} \text{JS}(p, p^*) \equiv \text{JS}(\hat{p}, p^*) - \text{JS}(\hat{g}, p^*),$$

where we have introduced $\hat{g} \in \arg\min_{g \in G} \text{JS}(p, p^*)$. To simplify notations, let us denote $F(g) = \text{JS}(p, p^*)$, $g \in G$. Observe that $F(g)$ may be rewritten as $F(g) = L(g, D_g^*) + \log 2$, where $L(g, D)$ and $D_g^*$ are defined in (5) and (9), respectively. This representation allows us to introduce an empirical counterpart of $F(g)$ as $F_n(g) = L_n(g, D_n^*) + \log 2$, where $L_n$ is given in (4). The special structure of $D_g^*$ together with assumptions Ap* and AG allows us to obtain high-probability bounds on $|L_n(g, D_n^*) - L(g, D_n^*)|$ (check Lemma 8 for more details). We rewrite (20) as follows:

$$F(\hat{g}) - F(\hat{g}) = \underbrace{(F(\hat{g}) - F_n(\hat{g}))}_{T_1} + \underbrace{(F_n(\hat{g}) - F_n(\hat{g}))}_{T_2} + \underbrace{(F_n(\hat{g}) - F_n(\hat{g}))}_{T_3}.$$

Step 1 To control $T_1$ and $T_3$ in (21) we apply high-probability bounds on $|F(g) - F_n(g)|$. We need the following result.
Proposition 1. Grant the assumptions of Theorem 1 and fix \( \varepsilon \in (0, \varepsilon_0) \). Let \( \mathcal{G}_\varepsilon \) be a minimal \( \varepsilon \)-net of the set \( \mathcal{G} \) with respect to \( \| \cdot \|_{\mathcal{H}^{\beta+1}(\gamma)} \). Then, for any \( \delta \in (0,1) \), with probability at least \( 1 - \delta \) for any \( g \in \mathcal{G} \),

\[
|F_n(g) - F(g)| \leq C_{36a} \varepsilon^{\beta \wedge 1} + C_{36b} \varepsilon^{\beta \wedge 1} \sqrt{\frac{\log(2|\mathcal{G}_\varepsilon|/\delta)}{n}} + C_{36c} \varepsilon^{\beta \wedge 1} \sqrt{\frac{\log(2|\mathcal{G}_\varepsilon|/\delta)}{n}} + C_{36d} \varepsilon^{\beta \wedge 1} \sqrt{\frac{\log(2|\mathcal{G}_\varepsilon|/\delta)}{n}},
\]

where the constants \( C_{36a}, C_{36b}, C_{36c} \) and \( C_{36d} \) are given in (36).

The proof of Proposition 1 is provided in Appendix A.1. Now, we bound \( |\mathcal{G}_\varepsilon| \) using (17) and optimize the right-hand side of (22) over \( \varepsilon \). Taking \( \varepsilon = n^{-1/(\beta \wedge 1)} \), we obtain

\[
|F_n(g) - F(g)| \leq \sqrt{\frac{F(g) \wedge F_n(g)}{n}} \varphi(n, \gamma, \delta) + \frac{\varphi^2(n, \gamma, \delta)}{n}
\]

with probability at least \( 1 - \delta \), where \( \varphi(n, \gamma, \delta) \) is defined as

\[
\varphi^2(n, \gamma, \delta) = C_{24a} \gamma \log n + C_{24b} \log (1/\delta) + C_{24c},
\]

with

\[
C_{24a} = \frac{C_{36b} + C_{36c}^2 + C_{36d}}{\beta \wedge 1},
\]

\[
C_{24b} = C_{36b} + C_{36c}^2 + C_{36d},
\]

\[
C_{24c} = C_{36a} + \frac{C_{36b}^2}{n} + (C_{36b} + C_{36c}^2 + C_{36d}) \log (2A\gamma).
\]

Now (21), (23) and \( F_n(\bar{g}) \leq F_n(\overline{\gamma}) \) imply that, with probability at least \( 1 - \delta \),

\[
F(\bar{g}) - F(\overline{\gamma}) \leq T_2 + 2\varphi(n, \gamma, \delta) \sqrt{\frac{F_n(\overline{\gamma})}{n}} + \frac{2\varphi^2(n, \gamma, \delta)}{n}.
\]

In order to bound \( F_n(\overline{\gamma}) \), we apply again Proposition 1. It holds with probability at least \( 1 - \delta \), that

\[
F_n(\overline{\gamma}) \leq F(\overline{\gamma}) + \frac{\sqrt{F(\overline{\gamma})}}{n} \varphi(n, \gamma, \delta) + \frac{\varphi^2(n, \gamma, \delta)}{n} \leq \frac{3F(\overline{\gamma})}{2} + \frac{3\varphi^2(n, \gamma, \delta)}{2n},
\]

where (a) follows from the Young's inequality.

Step 2  The remaining term to bound is the right-hand side of (25) is

\[
T_2 = F_n(\bar{g}) - F_n(\overline{\gamma}) = \sum_{D \in D} L_n(g, D) - L_n(\overline{\gamma}, D).
\]

Let us introduce \( \hat{D}_g \in \arg \max_{\bar{D} \in D} L_n(g, D) \) for \( g \in \mathcal{G} \). Then we can represent

\[
L_n(\bar{g}, D) - L_n(\overline{\gamma}, D) = \left( L_n(\hat{g}, \hat{D}_g) - L_n(\overline{\gamma}, \hat{D}_g) \right) + \left( L_n(\bar{g}, D) - L_n(\hat{g}, \hat{D}_g) \right)
\]

\[
+ \left( L_n(\overline{\gamma}, D) - L_n(\overline{\gamma}, D) \right).
\]

Note that \( L_n(\hat{g}, \hat{D}_g) - L_n(\overline{\gamma}, \hat{D}_g) \leq 0 \) due to the definition of \( \hat{g} \). To control the differences \( L_n(\bar{g}, D) - L_n(\hat{g}, D) \) and \( L_n(\overline{\gamma}, D) - L_n(\overline{\gamma}, D) \), we apply the following proposition.
Proposition 2. Grant the assumptions of Theorem 1 and fix \( \varepsilon \in (0, \varepsilon_0) \). Let \( G_\varepsilon \) and \( D_\varepsilon \) be minimal \( \varepsilon \)-nets of the sets \( G \) and \( D \) with respect to \( \| \cdot \|_{\mathcal{H}^{\alpha+1}(\mathcal{X})} \) and \( \| \cdot \|_\infty \), respectively. Then, for any \( 0 < \delta < 1 \), with probability at least \( 1 - \delta \) for any \( g \in G \) and \( D \in D \),

\[
\left| L_n(g, D) - L(g, D) - L_n(g, D^*_g) + L(g, D^*_g) \right| \lesssim C_{40a} \varepsilon^{1+\alpha+\beta} + C_{40b} \left( \frac{\log(2|G_\varepsilon||D_\varepsilon|/\delta)}{n} \right) + C_{40c} \varepsilon^{1+\alpha+\beta} + C_{40d} \frac{\log(2|G_\varepsilon||D_\varepsilon|/\delta)}{n},
\]

where the constants \( C_{40a}, C_{40b}, C_{40c} \) and \( C_{40d} \) are given in (40).

One can find the proof of Proposition 2 in Appendix A.2. Bounding \( |G_\varepsilon| \) and \( |D_\varepsilon| \) using (17) and taking \( \varepsilon = n^{-1/(\alpha+\beta+1)} \), we obtain from Proposition 2 that

\[
L_n(g, D) - L_n(g, D^*_g) \leq L(g, D) - L(g, D^*_g) + \sqrt{\frac{\log(2|G_\varepsilon||D_\varepsilon|/\delta)}{n}} \psi(n, \gamma, \eta, \delta) + \frac{\psi^2(n, \gamma, \eta, \delta)}{n}
\]  

(28)

with probability at least \( 1 - \delta \), where we have defined

\[ \psi^2(n, \gamma, \eta, \delta) = C_{29a} \gamma + C_{29b} \log n + C_{29c} \log (1/\delta) + C_{29d}, \]

with

\[ C_{29a} = \frac{C_{40b}^2 + C_{40c} + C_{40d}}{\alpha + \beta + 1} + \log (B_\varepsilon \lor B_D), \]  

(29a)

\[ C_{29b} = C_{40b}^2 + C_{40c} + C_{40d}, \]  

(29b)

\[ C_{29c} = C_{40a} + \frac{C_{40c}}{n} + (C_{40b}^2 + C_{40c} + C_{40d}) \log (2A_\varepsilon A_D). \]  

(29c)

Let us also introduce, for \( g \in G \), \( \overline{D}_g \in \arg\max_{D \in D} L(g, D) \). Note that, in general, \( \overline{D}_g \neq D^*_g \).

Then, using (28), we have

\[
L_n(\hat{g}, D^*_g) - L_n(\hat{g}, \overline{D}_g) \leq L_n(\hat{g}, D^*_g) - L_n(\hat{g}, \overline{D}_g) + \frac{\sqrt{\log(2|G_\varepsilon||D_\varepsilon|/\delta)}}{n} \psi(n, \gamma, \eta, \delta) + \frac{\psi^2(n, \gamma, \eta, \delta)}{n}
\]  

(30)

with probability at least \( 1 - \delta \). Finally, for \( L_n(\overline{g}, \overline{D}_g) - L_n(\overline{g}, D^*_g) \), with probability at least \( 1 - \delta \), it holds that

\[
L_n(\overline{g}, \overline{D}_g) - L_n(\overline{g}, D^*_g) \leq -\left( L(\overline{g}, D^*_g) - L(\overline{g}, \overline{D}_g) \right) + \frac{\sqrt{\log(2|G_\varepsilon||D_\varepsilon|/\delta)}}{n} \psi(n, \gamma, \eta, \delta) + \frac{\psi^2(n, \gamma, \eta, \delta)}{n}.
\]
Maximizing the right-hand side of the previous inequality over $L_n(\overline{\mathcal{g}}, D_{\mathcal{g}}^*) - L_n(\overline{\mathcal{g}}, D_{\mathcal{g}}^*)$ yields

$$L_n(\overline{\mathcal{g}}, D_{\mathcal{g}}^*) - L_n(\overline{\mathcal{g}}, D_{\mathcal{g}}^*) \leq \frac{5\psi^2(n, \gamma, \eta, \delta)}{4n}$$

(31)

with probability at least $1 - \delta$. Combining (27), (30), and (31), we obtain the bound on $T_2$:

$$T_2 \leq \Delta_D + \sqrt{\frac{\Delta_D}{n}} \psi(n, \gamma, \eta, \delta) + \frac{9\psi^2(n, \gamma, \eta, \delta)}{4n}. \quad (32)$$

**Step 3.** Combining (25), (26), (32), and recalling that $F(\hat{g}) = \text{JS}(p_{\hat{g}}, p^*)$, $F(\overline{\mathcal{g}}) = \Delta_{\mathcal{g}}$, we obtain that with probability at least $1 - 4\delta$,

$$\text{JS}(p_{\hat{g}}, p^*) - \Delta_D - \Delta_{\mathcal{g}} \leq \sqrt{\frac{\Delta_{\mathcal{g}}}{n}} \phi(n, \gamma, \delta) + \sqrt{\frac{\Delta_D}{n}} \psi(n, \gamma, \eta, \delta) + \frac{\phi^2(n, \gamma, \delta) + \psi^2(n, \gamma, \eta, \delta)}{n}. \quad \square$$

**Proof of Theorem 2.** First, we describe the class of generators $\mathcal{G}$. We start with approximation of the function $g^*$ together with its derivative $\nabla g^*$ via multivariate splines. Let $\pi_K = \{A_{i_1, \ldots, i_d} : -K + 1 \leq i_j \leq K, 1 \leq j \leq d, i_j \in \mathbb{Z}, j \in \mathbb{Z}\}$ be a dyadic partition of $[-R, R]^d \supseteq Y$ into disjoint cubes

$$A_{i_1, \ldots, i_d} = \prod_{j=1}^d \left[ \frac{(i_j - 1)R}{K}, \frac{i_j R}{K} \right].$$

Theorem 7 in Oswald [1990] implies that there are $(2K)^d$ polynomials $P_1, \ldots, P_{(2K)^d}$ on $\mathbb{Y}$ each of degree less than $1 + \beta$ such that the spline $S_K(y) := \sum_{k=1}^{(2K)^d} P_k(y) \mathbb{1}(y \in A_k)$ is in $\mathcal{H}^2(\mathbb{Y}, H_K)$ for some $H_K > 0$ and it holds that

$$\|g^* - S_K\|_{\mathcal{H}^2(\mathbb{Y})} \lesssim K^{-\beta} H^*.$$

Hence by taking $K > K_0(A, H^*)$, where $K_0(A)$ is a constant depending on $A$ and $H^*$, we get

$$0.5A^{-2}I_{d \times d} \leq \nabla S_K(y)^\top \nabla S_K(y) \leq 2A^2 I_{d \times d}$$

for all $y \in \mathbb{Y}$. Similarly to the proof of Lemma 4 one can show that

$$\|p_{S_K} - p^*\|_\infty \leq L_2\|S_K - g^*\|_{\mathcal{H}^2(\mathbb{Y})} \lesssim L_2K^{-\beta} H^*.$$

By Lemma 1,

$$F(S_K) \leq \frac{\|p_{S_K} - p^*\|_{L_2(p^*)}^2}{8p_{\min}^2} \lesssim R^d p_{\min}^{-2} (L_2 H^*)^2 K^{-2\beta}.$$

Next, we show that the functions $S_K$ can be represented with neural networks with ReQU and ReLU activation functions. It is known that the functions

$$1, y_j, \ldots, y_j^{1+\beta}, (y_j - (1 - K)R/K)^{1+\beta}, \ldots, (y_j - (K - 1)R/K)^{1+\beta}$$

for all $\beta$ of degree less than $1$
form a basis in the space $S_{1+\beta,Y_j}$ of univariate splines of degree less than $1 + \beta$. Here $y_j$ stands for the $j$-th component of $y$. Then the space $S_{1+\beta} = \bigotimes_{j=1}^d S_{1+\beta,Y_j}$ of tensor product polynomial splines contains $S_K$. We construct a neural network to represent $S_K$ in the following way. On the first layer, we use ReLU activation function and $(2K)^d$ nodes to get

$$(y_j - (1 - K)R/K)_+, \ldots, (y_j - (K - 1)R/K)_+, \quad j = 1, \ldots, d.$$ 

After that, we apply [Li et al., 2019, Theorem 3.1] to ensure that there exists a neural network with $d[\log_2(1 + \beta)] + d$ layers, $O \left( \left( \frac{1 + [\beta]}{d} + d \right) \right)$ ReQU activation functions and $O \left( \left( \frac{1 + [\beta]}{d} + d \right) \right)$ non-zero weights (in both cases the hidden constant behind $O$ does not depend on $\beta$ and $d$) which approximates polynomial $\prod_{j=1}^d (y_j - i_j/R)_{+}^{k_j}$ with no error. Using the fact that $\left( \frac{1 + [\beta]}{d} + d \right) \leq (\epsilon(1 + [\beta]) + d)/(1 + [\beta])^{1+\beta}$, we conclude that there exists a neural network with $d[\log_2(1 + \beta)] + d + 1$ layers and $O ((2K)^d(\epsilon(1 + [\beta]) + d)/(1 + [\beta]))^{1+\beta}$ non-zero weights such that the spline $S_K$ can be approximated with no error. Thus, the splines $S_K$ form a subclass $G$ of the class of neural networks with $d[\log_2(1 + \beta)] + d + 1$ layers and $O ((2K)^d(\epsilon(1 + [\beta]) + d)/(1 + [\beta]))^{1+\beta}$ non-zero weights. The covering number of $G$, by the construction, is equal to the covering number in the space of splines, i.e.

$$\mathcal{N}(G, \| \cdot \|_{H^{\beta+1}(Y)}, \varepsilon) \leq A_G \left( \frac{B_G}{\varepsilon} \right)^{(2K)^d(\epsilon(1 + [\beta]) + d)/(1 + [\beta])^{1+\beta}}$$

for some proper constants $A_G$ and $B_G$.

Finally, we describe the class of discriminators. Let us apply approximation and covering number results for feed-forward ReLU neural networks from Schmidt-Hieber [2020] (Theorem 5 and Lemma 5, respectively). If $D$ is a class of neural networks with ReLU activation functions such that they have

- depth at most $L = 8 + (5 + C_{\beta,d,H_D})(1 + [\log_2(d \lor \beta)])$, where

$$C_{\beta,d,H_D} = \log_2(1 + 2H_D) + \log_2(1 + d^2 + \beta^2) + d \log_2 6 + (1 + \beta/d) \log_2 N,$$

- no more than $s = 141(d + \beta + 1)^{3+d}(C_{\beta,d,H_D} + 6)N$ non-zero weights,

- $d$ neurons on the first layer, 1 neuron on the last layer, and $6(d + [\beta])N$ neurons on other layers

then

$$\Delta_D \lesssim \max_{g \in G} \min_{D \in D} \| D_g - D \|_{L_\infty} \lesssim H_D^2 \beta^\beta N^{-2\beta/d},$$

and

$$\log \mathcal{N}(D, \| \cdot \|_{L_\infty}, \varepsilon) \lesssim (s + 1) \left( \log \frac{2(L + 1)(d + 1)}{\varepsilon} + L \log(6dN + 6[\beta]N + 1) \right).$$

Then Theorem 1 implies that with probability at least $1 - \delta$

$$JS(p_\hat{g}, p^*) \lesssim K^{-2\beta} + \frac{(2K)^d(\epsilon(1 + [\beta]) + d)/(1 + [\beta])^{1+\beta}}{n} \log(K/\delta)$$

$$+ N^{-2\beta/d} + \frac{(d + \beta + 1)^{3+d}N \log((d + \beta)N/\delta)}{n}.$$
Choosing
\[ K \asymp \left( \frac{\log(n/\delta)}{n} \right)^{-1/(2\beta+d)} \quad \text{and} \quad N \asymp \left( \frac{\log(n/\delta)}{n} \right)^{-d/(2\beta+d)}, \]
we obtain that, with probability at least \( 1 - \delta \),
\[ \text{JS}(\hat{p}_g, p^*) \lesssim \left( \frac{\log(n/\delta)}{n} \right)^{2\beta/(2\beta+d)}. \]
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Appendix A: Technical results

Recall that $L_n(g,D)$ is an empirical counterpart of

$$L(g,D) = \frac{1}{2} \int \log D(x)p^*(x)dx + \frac{1}{2} \int \log(1 - D(z))p_g(z)dz,$$

and, for any $g \in G$ any $D \in D$, it holds that

$$L(g,D_g^*) - L(g,D) = \int K(D_g^*(x),D(x)) \frac{p_g(x) + p^*(x)}{2} dx,$$

where for any $u,v \in (0,1)$

$$K(u,v) = u \log \frac{u}{v} + (1 - u) \log \frac{1 - u}{1 - v}.$$

We also introduce the quantity

$$\Delta_n(g,D) = L_n(g,D) - L(g,D).$$

A.1. Proof of Proposition 1

**Proposition 1.** Assume $A\phi$, $AG$, $AD$, and $Ap^*$. Fix $\varepsilon \in (0,1)$ and let $G_\varepsilon$ be a minimal $\varepsilon$-net of the set $G$ with respect to $\| \cdot \|_{\mathcal{H}^{\beta+1}(Y)}$. Then for any $\delta \in (0,1/|G_\varepsilon|)$, with probability at least $1 - \delta|G_\varepsilon|$ for any $g \in G$,\n
$$|\Delta_n(g,D_g^*)| \leq C_{36\alpha} \varepsilon^{\beta+1} + C_{36b} \varepsilon^{\beta+1} \sqrt{\frac{\log(2/\delta)}{n}} + C_{36c} \sqrt{\frac{(F(g) \wedge F_n(g)) \log(2/\delta)}{n}}$$

$$+ C_{36d} \frac{\log(2/\delta)}{n},$$

where the constants are given by
Due to Lemma 3, we get

\[
L_1 = A^{d+|\beta \wedge 1|} \left( H_\delta + \Phi \delta^d d^{2d+|\beta \wedge 1|} H_\delta \right),
\]

\[
L_2 = \Phi d^{2d+|\beta \wedge 1|} A^{d+1} (1 + H_\delta A \sqrt d) + d H_\delta A^{d+1}.
\]

Here \(p_{\text{min}}\) and \(p_{\text{max}}\) are defined in Lemma 3.

**Proof.** For arbitrary \(g \in \mathcal{G}\) let \(g_\varepsilon\) be an element of \(\mathcal{G}_\varepsilon\), such that \(\|g - g_\varepsilon\|_{H^{\beta+1}(\mathcal{Y})} \leq \varepsilon\). Using Lemma 4, Lemma 6, and Lemma 9,

\[
|\Delta_n(g, D_{g_\varepsilon}^*)| \leq |\Delta_n(g, D_g^*) - \Delta_n(g_\varepsilon, D_g^*)| + |\Delta_n(g_\varepsilon, D_g^*)|
\]

\[
\leq \frac{4\|D_g^* - D_g^*\|_\infty}{(1 - D_{\text{max}}) \wedge D_{\text{min}}} + 4L_1 \|g - g_\varepsilon\|_{\beta+1} \frac{\|g - g_\varepsilon\|_{\beta+1}}{(1 - D_{\text{max}}) p_{\text{min}}} + |\Delta_n(g_\varepsilon, D_g^*)|
\]

\[
\leq \frac{4(L_2 + L_1) \varepsilon^{\beta \wedge 1}}{p_{\text{min}}((1 - D_{\text{max}}) \wedge D_{\text{min}})} + |\Delta_n(g_\varepsilon, D_g^*)|.
\]

Due to Lemma 8 and the union bound, it holds with probability at least \(1 - \delta|\mathcal{G}_\varepsilon|\) that

\[
|\Delta_n(g_\varepsilon, D_g^*)| \leq \sqrt{\frac{8 \log^2 (1 + p_{\text{max}}/p_{\text{min}}) \log(2/\delta)}{np_{\text{min}}}} \left( \|p^* - p_\varepsilon\|_{L_2(p^*)} + \|p^* - p_\varepsilon\|_{L_2(p_\varepsilon)} \right) + C_D \log(2/\delta)
\]

(37)

with the constant \(C_D\) defined in (47). Using Minkowski’s inequality and Lemma 4,

\[
\|p^* - p_\varepsilon\|_{L_2(p^*)} \leq \|p^* - p_g\|_{L_2(p^*)} + \|p_g - p_\varepsilon\|_{\infty} \leq \|p^* - p_g\|_{L_2(p^*)} + L_2 \varepsilon^{\beta \wedge 1},
\]

and, similarly,

\[
\|p^* - p_\varepsilon\|_{L_2(p_\varepsilon)} \leq \|p^* - p_g\|_{L_2(p_\varepsilon)} + \|p_g \circ g - p^* \circ g_\varepsilon\|_{L_2(\phi)} + \|p_g \circ g - p_\varepsilon \circ g_\varepsilon\|_{L_2(\phi)} \leq \|p^* - p_g\|_{L_2(p_\varepsilon)} + (2L_1 + L_2) \varepsilon^{\beta \wedge 1}.
\]

Applying Lemma 10, we get

\[
\|p^* - p_g\|_{L_2(p^*)} \leq p_{\text{max}} \sqrt{F(g)} , \quad \|p^* - p_g\|_{L_2(p_\varepsilon)} \leq p_{\text{max}} \sqrt{F(g)}.
\]

Hence, from (37) with the union bound, it follows that with probability at least \(1 - |\mathcal{G}_\varepsilon|\delta\),

\[
|\Delta_n(g, D_g^*)| \leq \frac{4(L_2 + L_1) \varepsilon^{\beta \wedge 1}}{p_{\text{min}}((1 - D_{\text{max}}) \wedge D_{\text{min}})} + \frac{4(L_2 + L_1) \log (1 + p_{\text{max}}/p_{\text{min}}) \varepsilon^{\beta \wedge 1}}{p_{\text{min}}} \sqrt{\frac{2 \log(2/\delta)}{n}} + \frac{16p_{\text{max}} \log (1 + p_{\text{max}}/p_{\text{min}})}{p_{\text{min}}} \sqrt{\frac{F(g) \log(2/\delta)}{n}} + \frac{C_D \log(2/\delta)}{n}.
\]

(38)
Let us denote \( a = \sqrt{F(g)} \), \( b = \sqrt{F_n(g)} \),

\[
\begin{align*}
C_1(n) &= \frac{16p_{\text{max}} \log \left( 1 + \frac{p_{\text{max}}}{p_{\text{min}}} \right) \sqrt{\log(2/\delta)}}{p_{\text{min}}} \\
C_2(n) &= \frac{4(L_2 + L_1)\varepsilon^{\beta_1}}{p_{\text{min}} \left( (1 - D_{\text{max}}) \land D_{\text{min}} \right)} + \frac{C_D \log(2/\delta)}{n} \\
&\quad + \frac{4(L_2 + L_1) \log \left( 1 + \frac{p_{\text{max}}}{p_{\text{min}}} \right) \varepsilon^{\beta_1}}{p_{\text{min}}} \sqrt{\frac{2\log(2/\delta)}{n}},
\end{align*}
\]

we rewrite (38) as

\[
|a^2 - b^2| \leq C_1(n)a + C_2(n).
\]  

(39)

Solving the quadratic inequality yields

\[
a \leq \frac{C_1(n) + \sqrt{C_1(n)^2 + 4(b^2 + C_2(n))}}{2} \leq b + C_1(n) + \sqrt{C_2(n)}.
\]

Hence, (39) with Cauchy-Schwartz inequality imply

\[
|a^2 - b^2| \leq C_1(n)(b \land a) + \frac{3}{2}C_2(n) + \frac{3}{2}C_1(n)^2.
\]

Substituting for \( a, b, C_1(n) \) and \( C_2(n) \) yields the statement of lemma.

\[\Box\]

**A.2. Proof of Proposition 2**

**Proposition 2.** Assume \( \Phi, \, A\Phi^*, \, AG, \) and \( A\Phi^* \). Fix \( \varepsilon \in (0, \varepsilon_0) \). Let \( \mathcal{G}_\varepsilon \) and \( \mathcal{D}_\varepsilon \) be two finite \( \varepsilon \)-nets of the sets \( \mathcal{G} \) and \( \mathcal{D} \) with respect to \( \| \cdot \|_{H^{\beta_1 + 1}(\mathcal{G})} \) and \( \| \cdot \|_{\infty}, \) respectively. Then, for any \( \delta \in (0, 1/(|\mathcal{G}_\varepsilon| |\mathcal{D}_\varepsilon|)) \), with probability at least \( 1 - \delta |\mathcal{G}_\varepsilon| |\mathcal{D}_\varepsilon| \) for any \( g \in \mathcal{G} \) and \( D \in \mathcal{D} \),

\[
|\Delta_n(g, D) - \Delta_n(g, D^*)| \lesssim C_{40a} \varepsilon^{1 + \alpha \wedge \beta} + C_{40b} \sqrt{\frac{(L(g, D^*) - L(g, D)) \log(2/\delta)}{n}} \\
+ C_{40c} \varepsilon^{1 + \alpha \wedge \beta} \sqrt{\frac{\log(2/\delta)}{n}} + C_{40d} \frac{\log(2/\delta)}{n},
\]

where the constants are given by

\[
\begin{align*}
C_{40a} &= \frac{L_1 + L_2 + p_{\text{min}} + dH_p p_{\text{min}}}{((1 - D_{\text{max}}) \land D_{\text{min}}) p_{\text{min}}} \quad \text{(40a)} \\
C_{40b} &= \frac{1}{\sqrt{p_{\text{min}} ((D_{\text{min}} \land (1 - D_{\text{max}})))}} \quad \text{(40b)} \\
C_{40c} &= \frac{p_{\text{min}} + dH_p p_{\text{min}} + L_2}{((1 - D_{\text{max}}) \land D_{\text{min}}) p_{\text{min}}} \quad \text{(40c)} \\
C_{40d} &= \log \left( \frac{D_{\text{max}} \lor (1 - D_{\text{min}})}{D_{\text{min}} \lor (1 - D_{\text{max}})} \right) \quad \text{(40d)} \\
L_1 &= A^{d + (\beta_1)} \left( H_\phi + \Phi A^{2d} d^{2+d/2} H_\phi \right) \quad \text{(40e)} \\
L_2 &= \Phi d^{2+d/2} A^{3d} (1 + H_G A^{d/2}) + dH_\phi A^{d+1} \quad \text{(40f)}
\end{align*}
\]

Here \( p_{\text{min}} \) and \( p_{\text{max}} \) are defined in Lemma 3.
Proof. Fix any $g \in \mathcal{G}$ and $D \in \mathcal{D}$. Let $g_\varepsilon$ and $D_\varepsilon$ be the elements of $\mathcal{G}_\varepsilon$ and $\mathcal{D}_\varepsilon$, respectively, such that $\|g_\varepsilon - g\|_{H^\beta+1} \leq \varepsilon$ and $\|D_\varepsilon - D\|_{\infty} \leq \varepsilon$. Due to the triangle inequality,

$$\left| \Delta_n(g, D) - \Delta_n(g, D_\varepsilon) \right| \leq \left| \Delta_n(g_\varepsilon, D_\varepsilon) - \Delta_n(g_\varepsilon, D_\varepsilon^*) \right| + \left| \Delta_n(g_\varepsilon, D_\varepsilon^*) - \Delta_n(g_\varepsilon, D_\varepsilon) \right|$$

Lemma 5 implies that

$$\left| \Delta_n(g_\varepsilon, D_\varepsilon) - \Delta_n(g_\varepsilon, D) \right| \leq \frac{4 \|D - D_\varepsilon\|_{\infty}}{(1 - D_{\max}) \wedge D_{\min}} + \frac{2dH_D \|g_\varepsilon - g\|_{H^\beta+1}}{1 - D_{\max}}.$$  

Lemma 6 and Lemma 9 yield

$$\left| \Delta_n(g_\varepsilon, D_\varepsilon^*) - \Delta_n(g_\varepsilon, D_\varepsilon) \right| \leq \frac{4 \|D_\varepsilon^* - D_\varepsilon\|_{\infty}}{(1 - D_{\max}) \wedge D_{\min}} + \frac{4L_1 \|g - g_\varepsilon\|_{H^\beta+1}}{(1 - D_{\max})p_{\min}}$$

$$\leq \frac{4 (L_1 + L_2) \|g - g_\varepsilon\|_{H^\beta+1}}{(1 - D_{\max}) \wedge D_{\min}) p_{\min}}.$$  

Furthermore, due to Lemma 7 and the union bound, with probability at least $1 - |\mathcal{G}_\varepsilon|\mathcal{D}_\varepsilon\delta$, it holds that

$$\left| \Delta_n(g_\varepsilon, D_\varepsilon) - \Delta_n(g_\varepsilon, D_\varepsilon^*) \right| \leq \sqrt{2 \|D_\varepsilon^* - D_\varepsilon\|_{L_2(p^*)}^2 \log(2/\delta)} \frac{2 \log(D_{\max}/D_{\min}) \log(2/\delta)}{3n} + \frac{2 \log((1 - D_{\min})/(1 - D_{\max}) \log(2/\delta))}{3n}$$

simultaneously for all $g_\varepsilon \in \mathcal{G}_\varepsilon$, $D_\varepsilon \in \mathcal{D}_\varepsilon$. Next, we have

$$\|D_\varepsilon - D_\varepsilon^*\|_{L_2(p^*)} \leq \|D - D_\varepsilon\|_{L_2(p^*)} + \|D - D_\varepsilon\|_{L_2(p^*)} + \|D_\varepsilon^* - D_\varepsilon^*\|_{L_2(p^*)},$$

where, by Lemma 4,

$$\|D_\varepsilon^* - D_\varepsilon^*\|_{L_2(p^*)} \leq \left\| \frac{p^*}{p^* + p}\right\|_{\infty} \leq \frac{L_2 \|g - g_\varepsilon\|_{H^\beta+1}}{p_{\min}}.$$  

Hence,

$$\|D_\varepsilon^* - D_\varepsilon^*\|_{L_2(p^*)} \leq \|D - D_\varepsilon^*\|_{L_2(p^*)} + \varepsilon + \frac{L_2 \varepsilon \beta \Lambda \varepsilon}{p_{\min}}.$$  

Similarly,

$$\|D_\varepsilon - D_\varepsilon^*\|_{L_2(p_\varepsilon)} \leq \|D - D_\varepsilon\|_{L_2(p_\varepsilon)} + \|D - D_\varepsilon\|_{L_2(p_\varepsilon)} + \|D_\varepsilon^* - D_\varepsilon^*\|_{L_2(p_\varepsilon)}$$

$$\leq \|D - D_\varepsilon\|_{L_2(p_\varepsilon)} + \varepsilon + \frac{L_2 \varepsilon \beta \Lambda \varepsilon}{p_{\min}}.$$  

To bound $\|D - D^*_g\|_{L_2(p_g)}$, note that

$$
\|D - D^*_g\|_{L_2(p_g)} = \|D \circ g - D^*_g \circ g\|_{L_2(\phi)} \\
\leq \|D \circ g - D^*_g \circ g\|_{L_2(\phi)} + \|D \circ g - D \circ g\|_{L_2(\phi)} + \|D^*_g \circ g - D^*_g \circ g\|_{L_2(\phi)} \\
= \|D - D^*_g\|_{L_2(p_g)} + \|D \circ g - D \circ g\|_\infty + \|D^*_g \circ g - D^*_g \circ g\|_\infty,$$

where, due to Assumption AD,

$$
\|D \circ g - D \circ g\|_\infty \leq d_{X\epsilon}^{\alpha_1}
$$

and

$$
\left|\frac{p^*(g(y))}{p^*(g(y)) + p_d(g(y))} - \frac{p^*(g_x(y))}{p^*(g_x(y)) + p_d(g_x(y))}\right| \\
\leq \sup_{y \in Y} \left|\frac{p^*(g(y))p_d(g_x(y)) + p_d(g(y))p^*(g_x(y))}{(p^*(g(y)) + p_d(g(y))(p^*(g_x(y)) + p_d(g_x(y)))}\right| \\
\leq \frac{2L_1\epsilon^{\beta_1}}{p_{\min}},
$$

where the last inequality is due to Lemma 2. Finally, note that, due to Lemma 1,

$$
\|D - D^*_g\|_{L_2(p_g)}^2 \leq \kappa_{\min} \mathbb{E}_K(D^*_g(X), D(X))
$$

and

$$
\|D - D^*_g\|_{L_2(p_g)}^2 \leq \kappa_{\min} \mathbb{E}_K(D^*_g(g(Y)), D(g(Y))).
$$

The equality

$$
\frac{1}{2} \mathbb{E}_K(D^*_g(X), D(X)) + \frac{1}{2} \mathbb{E}_K(D^*_g(g(Y)), D(g(Y))) = L(g, D^*_g) - L(g, D)
$$

complete the proof. 

\[\square\]

### A.3. Auxiliary results

**Lemma 1.** For any two functions $D_1, D_2 : X \rightarrow [D_{\min}, D_{\max}], 0 < D_{\min} \leq D_{\max} < 1$, and any $x \in X$, it holds that

$$
\kappa_{\min} (D_1(x) - D_2(x))^2 \leq K(D_1(x), D_2(x)) \leq \kappa_{\max} (D_1(x) - D_2(x))^2,
$$

where

$$
\kappa_{\min} = 8 \left(D_{\min}(1 - D_{\min}) \wedge D_{\max}(1 - D_{\max})\right),
$$

$$
\kappa_{\max} = \frac{1}{8 \left(D_{\min}(1 - D_{\min}) \wedge D_{\max}(1 - D_{\max})\right)^2}.
$$

**Proof.** Fix arbitrary $x \in X$ and denote

$$
\nu_1 = \log \frac{D_1(x)}{1 - D_1(x)}, \quad \nu_2 = \log \frac{D_2(x)}{1 - D_2(x)}.
$$
Let $\Psi(\nu) = \log(1 + e^\nu)$. Then $\Psi(\nu_1) = -\log(1 - D_1(x))$, $\Psi(\nu_2) = -\log(1 - D_2(x))$, and

$$K(D_1(x), D_2(x)) = D_1(x) \left( \log \frac{D_1(x)}{1 - D_1(x)} - \log \frac{D_2(x)}{1 - D_2(x)} \right) + \log \frac{1 - D_1(x)}{1 - D_2(x)}$$

$$= \frac{e^{\nu_1}}{1 + e^{\nu_1}} (\nu_1 - \nu_2) - \Psi(\nu_1) + \Psi(\nu_2) = \Psi'(\nu_1) (\nu_1 - \nu_2) - \Psi(\nu_1) + \Psi(\nu_2).$$

The Lagrange theorem implies that, for some $\xi$ between $\nu_1$ and $\nu_2$,

$$K(D_1(x), D_2(x)) = \frac{\Psi''(\xi)}{2} (\nu_1 - \nu_2)^2.$$

On the other hand, there exists $\zeta \in (\nu_1, \nu_2)$ (or $\zeta \in (\nu_2, \nu_1)$ if $\nu_2 < \nu_1$) such that

$$D_1(x) - D_2(x) = \Psi'(\nu_1) - \Psi'(\nu_2) = \Psi''(\zeta) (\nu_1 - \nu_2).$$

Thus,

$$K(D_1(x), D_2(x)) = \frac{\Psi''(\xi)}{2\Psi''(\zeta)^2} (D_1(x) - D_2(x))^2. \quad (41)$$

For any $\nu$ from the interval $(\nu_1, \nu_2)$ (or $(\nu_2, \nu_1)$), it holds that

$$\Psi''(\nu) = \frac{e^\nu}{(1 + e^\nu)^2} = \frac{e^\nu}{1 + e^\nu} \left( 1 - \frac{e^\nu}{1 + e^\nu} \right) \in \left[ D_{\min}(1 - D_{\min}) \land D_{\max}(1 - D_{\max}), \frac{1}{4} \right],$$

where we used the fact that the function $f(x) = x(1 - x)$ is concave and achieves its minimum at one of the boundary points of the segment. Substituting $\Psi''(\xi)$ and $\Psi''(\zeta)$ in (41) by their upper and lower bounds, we obtain

$$x_{\min} (D_1(x) - D_2(x))^2 \leq K(D_1(x), D_2(x)) \leq x_{\max} (D_1(x) - D_2(x))^2,$$

where

$$x_{\min} = 8 (D_{\min}(1 - D_{\min}) \land D_{\max}(1 - D_{\max})), \quad x_{\max} = \frac{1}{8 (D_{\min}(1 - D_{\min}) \land D_{\max}(1 - D_{\max}))^2}.$$

\[\square\]

**Lemma 2.** Under Assumption $AG$ and Assumption $A\phi$, for any $x_1, x_2 \in \mathcal{X}$ and $g \in \mathcal{G}$ it holds that

$$|p_g(x_1) - p_g(x_2)| \leq \mathcal{L}_1 \|x_1 - x_2\|^{\beta + 1}.$$

with

$$\mathcal{L}_1 = A^{d + (\beta + 1)} \left( H + \Phi A^{2d} d^{d + 2} H_{\phi} \right). \quad (42)$$

Moreover, under Assumption $A\phi^*$ and Assumption $A\phi$, it holds that

$$|p^*(x_1) - p^*(x_2)| \leq \mathcal{L}_1 \|x_1 - x_2\|^{\beta + 1}$$

for any $x_1, x_2 \in \mathcal{X}$ with the same constant $\mathcal{L}_1$. 
Proof. Let \( y_1 = g^{-1}(x_1), y_2 = g^{-1}(x_2) \). Then \( \|y_1 - y_2\| \leq A\|x_1 - x_2\| \) and
\[
|p_g(x_1) - p_g(x_2)| = |\det[\nabla g(y_1)]^{-1}\phi(y_1) - \det[\nabla g(y_2)]^{-1}\phi(y_2)|
\leq |\det[\nabla g(y_1)]^{-1}(\phi(y_1) - \phi(y_2))| + |\det[\nabla g(y_1)]^{-1} - \det[\nabla g(y_2)]^{-1}| \phi(y_2)
\leq A^d |\phi(y_1) - \phi(y_2)| + \Phi |\det[\nabla g(y_1)]^{-1} - \det[\nabla g(y_2)]^{-1}|.
\]
The last inequality follows from the fact that, due to (AG),
\[
\det[\nabla g(y_1)]^{-1} = \sqrt{\det([\nabla g(y_1)]^{-1}[\nabla g(y_1)]^{-1})} \leq \sqrt{\det(A^2 I_{d \times d})} = A^d.
\]
Since \( \phi \in \mathcal{H}^{\beta \Lambda^1}(X, H_{\phi}) \), we have
\[
|\phi(y_1) - \phi(y_2)| \leq H_{\phi}\|y_1 - y_2\|^{\beta \Lambda^1} \leq H_{\phi} A^{\beta \Lambda^1}\|x_1 - x_2\|^{\beta \Lambda^1}.
\]
It remains to bound \( |\det[\nabla g(y_1)]^{-1} - \det[\nabla g(y_2)]^{-1}| \). Note that
\[
|\det[\nabla g(y_1)]^{-1} - \det[\nabla g(y_2)]^{-1}|
\leq |\det[\nabla g(y_1)]^{-2} |\det \nabla g(y_1) - \det \nabla g(y_2)|
\leq A^{2d} |\det \nabla g(y_1) - \det \nabla g(y_2)|.
\]
Next, since for any \( d \times d \) matrices \( A \) and \( B \) it holds that
\[
|\det A - \det B| \leq \|A - B\|_F \frac{\|A\|_F^d - \|B\|_F^d}{\|A\|_F - \|B\|_F} \leq d \max\{\|A\|_F^d, \|B\|_F^d\} \|A - B\|_F
\]
and for all \( y \in \mathcal{Y} \)
\[
\|\nabla g(y)\|_F^2 = \text{Tr} (\nabla g(y)^T \nabla g(y)) \leq A^2 d,
\]
we obtain
\[
|\det \nabla g(y_1) - \det \nabla g(y_2)| \leq A^d d^{1+d/2} \|\nabla g(y_1) - \nabla g(y_2)\|_F
\leq A^d d^{2+d/2} H_G \|y_1 - y_2\|^\beta \Lambda^1
\leq A^{d+(\beta \Lambda^1)} d^{2+d/2} H_G \|x_1 - x_2\|^{\beta \Lambda^1}.
\]
Hence, for all \( x_1, x_2 \in X \),
\[
|p_g(x_1) - p_g(x_2)| \leq A^{d+(\beta \Lambda^1)} \left( H_{\phi} + \Phi A^2 d^{2+d/2} H_G \right) \|x_1 - x_2\|^{\beta \Lambda^1},
\]
and the first claim of the lemma follows. The proof of the inequality
\[
|p^*(x_1) - p^*(x_2)| \leq A^{d+(\beta \Lambda^1)} \left( H_{\phi} + \Phi A^2 d^{2+d/2} H_G \right) \|x_1 - x_2\|^{\beta \Lambda^1}
\]
is absolutely similar. \( \square \)

**Lemma 3.** Assume AG and A\( \phi \). Then, for any \( x \in X \) and any \( g \in \mathcal{G} \), it holds that
\[
p_{\text{min}} \leq p_g(x) \leq p_{\text{max}},
\]
where
\[ p_{\min} = (\Phi A^d)^{-1}, \quad p_{\max} = \Phi A^d. \] (43)

Similarly, under Assumption \( Ap^* \) and Assumption \( A\phi \), the inequality
\[ p_{\min} \leq p^*(x) \leq p_{\max} \]
holds for all \( x \in X \).

**Proof.** Fix any \( g \in G \) and \( x \in X \). Assumption \( AG \) implies that
\[ A^{-d} = \sqrt{\det(A^{-2I_{d \times d}})} \leq \sqrt{\det(\nabla g(g^{-1}(x))\nabla g(g^{-1}(x)))} \leq \sqrt{\det(A^{2I_{d \times d}})} = A^d. \]
Then the equality \( p_g(x) = |\det \nabla g(g^{-1}(x))| \phi(g^{-1}(x)) \) and the inequality \( \Phi^{-1} \leq \phi(g^{-1}(x)) \leq \Phi \) yield
\[ (\Phi A^d)^{-1} \leq p_g(x) \leq \Phi A^d. \]
Similarly, Assumption \( Ap^* \) implies \( \Phi^{-1} A^{-d} \leq p^*(x) \leq A^d \) for all \( x \in X \). \( \square \)

**Lemma 4.** Under Assumption \( AG \) and Assumption \( A\phi \), for any \( f, g \in G \) it holds that
\[ \|p_g - p_f\|_\infty \leq L_2\|f - g\|_{\mathbb{M}^1}^{\beta A^d}. \]
with
\[ L_2 = \Phi d^{2+4/2}A^{d+1}(1 + H_g A\sqrt{d}) + dH_\phi A^{d+1}. \] (44)

**Proof.** Due to assumption \( AG \), \( \nabla g(y) \) is non-degenerate for all \( g \in G \) and all \( y \in Y \). Thus, \( \det \nabla g \) does not change its sign, and without loss of generality, we can assume that \( \det \nabla f(f^{-1}(x)) \) and \( \det \nabla g(g^{-1}(x)) \) are positive for all \( x \in X \). We have
\[ |p_f(x) - p_g(x)| = |(\det \nabla f(f^{-1}(x)))^{-1}\phi(f^{-1}(x)) - (\det \nabla g(g^{-1}(x)))^{-1}\phi(g^{-1}(x))| \]
\[ \leq |(\det \nabla f(f^{-1}(x)))^{-1}\phi(f^{-1}(x)) - (\det \nabla g(g^{-1}(x)))^{-1}\phi(f^{-1}(x))| \]
\[ + |(\det \nabla g(g^{-1}(x)))^{-1}\phi(f^{-1}(x)) - (\det \nabla g(g^{-1}(x)))^{-1}\phi(f^{-1}(x))| \]
\[ \leq \Phi|\det(\nabla f(f^{-1}(x)))^{-1} - \det(\nabla g(g^{-1}(x)))^{-1}| + H_\phi A^d\|f^{-1}(x) - g^{-1}(x)\|^{\beta A^d}. \]

Here we used the fact that, due to Assumption \( AG \),
\[ \det(\nabla g(g^{-1}(x)))^{-1} = \sqrt{\det(\nabla g(g^{-1}(x)))^{-1}} = \sqrt{\det(A^{2I_{d \times d}})} = A^d. \]

Let \( u = f^{-1}(x) \in Y \). Then \( x = f(u) \) and
\[ \|f^{-1}(x) - g^{-1}(x)\| = \|f^{-1}(f(u)) - g^{-1}(f(u))\| = \|g^{-1}(g(u)) - g^{-1}(f(u))\| \]
\[ \leq \Lambda\|f(u) - g(u)\| \leq \Lambda \sqrt{d}\|f - g\|_\infty \]
by the mean value theorem for vector valued functions. Furthermore, we have
\[ |\det(\nabla f(f^{-1}(x)))^{-1} - \det(\nabla g(g^{-1}(x)))^{-1}| \]
\[ \leq \min \{ \det(\nabla f(f^{-1}(x))), \det(\nabla g(g^{-1}(x)))\}^{-2} |\det(\nabla f(f^{-1}(x)) - \det(\nabla g(g^{-1}(x))| \]
\[ \leq \Lambda^d |\det(\nabla f(f^{-1}(x)) - \det(\nabla g(g^{-1}(x))|} \]
Next, since for any \(d \times d\) matrices \(A\) and \(B\) it holds that
\[
|\det A - \det B| \leq \|A - B\|_F \frac{\|A\|_F \|B\|_F}{\|A\|_F - \|B\|_F} \leq d \max\{\|A\|_F, \|B\|_F\} \|A - B\|_F
\]
and
\[
\|\nabla f(f^{-1}(x))\|_F^2 = \text{Tr} (\nabla f(f^{-1}(x))^T \nabla f(f^{-1}(x))) \leq \Lambda^2 d,
\]
\[
\|\nabla g(g^{-1}(x))\|_F^2 = \text{Tr} (\nabla g(g^{-1}(x))^T \nabla g(g^{-1}(x))) \leq \Lambda^2 d,
\]
we obtain
\[
|\det \nabla f(f^{-1}(x)) - \det \nabla g(g^{-1}(x))| \leq A^d d^{3 + d/2} \|\nabla f(f^{-1}(x)) - \nabla g(g^{-1}(x))\|_F
\]
\[
\leq A^d d^{3 + d/2} \|\nabla f(f^{-1}(x)) - \nabla g(f^{-1}(x))\|_F
\]
\[
+ A^d d^{3 + d/2} \|\nabla g(f^{-1}(x)) - \nabla g(g^{-1}(x))\|_F
\]
\[
\leq A^d d^{2 + d/2} \|f - g\|_{H^{1+\beta}(\mathcal{Y})}
\]
\[
+ A^d d^{2 + d/2} \|g_\beta\|_{f^{-1}(x) - g^{-1}(x)} \beta^1
\]
\[
\leq A^d d^{2 + d/2} (1 + H_\beta A \sqrt{d}) \|f - g\|_{H^{1+\beta}(\mathcal{Y})}.
\]

Hence
\[
\|p_f - p_g\|_\infty \leq \left( \Phi d^{2 + d/2} A^d (1 + H_\beta A \sqrt{d}) + H_\beta A^{d+\sqrt{d}} \right) \|f - g\|_{H^{1+\beta}(\mathcal{Y})}.
\]

**Lemma 5.** Let \(D_1, D_2 : X \to [D_{\min}, D_{\max}], 0 < D_{\min} \leq D_{\max} < 1\). Assume additionally that \(D_1 \in \mathcal{H}_0(X, H_D)\) or \(D_2 \in \mathcal{H}_0(X, H_D)\) for some \(\alpha > 0\). Then for any \(g_1, g_2 \in \mathcal{G}\) it holds
\[
|\Delta_n(g_1, D_1) - \Delta_n(g_2, D_2)| \leq \frac{4 \|D_1 - D_2\|_\infty}{(1 - D_{\max}) \wedge D_{\min}} + \frac{2dH_D \|g_1 - g_2\|_{2}^{\alpha \wedge 1}}{1 - D_{\max}}.
\]

**Proof.** Assume without loss of generality that \(D_2 \in \mathcal{H}_0(X, H_D)\). By the definition of \(\Delta_n(g, D)\),
\[
|\Delta_n(g_1, D_1) - \Delta_n(g_2, D_2)| \leq |L_n(g_1, D_1) - L_n(g_2, D_2)| + |L(g_1, D_1) - L(g_2, D_2)|.
\]

To estimate the first term, we note that
\[
L_n(g_1, D_1) - L_n(g_2, D_2) =: R_{1,n} + R_{2,n},
\]
where we have introduced the quantities
\[
R_{1,n} = \frac{1}{n} \sum_{i=1}^{n} \log \frac{D_1(X_i)}{D_2(X_i)}
\]
and
\[
R_{2,n} = \frac{1}{n} \sum_{i=1}^{n} \log (1 - D_1(g_1(Y_i))) - \frac{1}{n} \sum_{i=1}^{n} \log (1 - D_2(g_2(Y_i)))
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{1 - D_1(g_1(Y_i))}{1 - D_2(g_1(Y_i))} \right) - \frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{1 - D_2(g_2(Y_i))}{1 - D_2(g_1(Y_i))} \right).
\]
Due to the Lagrange theorem,
\[ |R_{1,n}| \leq \frac{\|D_1 - D_2\|_\infty}{D_{\min}} \]
and
\[ |R_{2,n}| \leq \frac{\|D_1 - D_2\|_\infty}{1 - D_{\max}} + \frac{dH_D \|g_1 - g_2\|_\infty^{\alpha^2_1}}{1 - D_{\max}}. \]
As a result,
\[ |L_n(g_1, D_1) - L_n(g_2, D_2)| \leq \frac{2\|D_1 - D_2\|_\infty}{(1 - D_{\max}) \wedge D_{\min}} + \frac{dH_D \|g_1 - g_2\|_\infty^{\alpha^2_1}}{1 - D_{\max}}. \]
Similarly,
\[ |L(g_1, D_1) - L(g_2, D_2)| \leq \frac{2\|D_1 - D_2\|_\infty}{(1 - D_{\max}) \wedge D_{\min}} + \frac{dH_D \|g_1 - g_2\|_\infty^{\alpha^2_1}}{1 - D_{\max}}, \]
and the statement follows from (45).

**Lemma 6.** Under assumptions \(A\Phi, AG, AD,\) and \(Ap^*\), for any \(g_1, g_2 \in \mathcal{G}\) it holds
\[ |\Delta_n(g_1, D^{*^1}_{g_1}) - \Delta_n(g_2, D^{*^1}_{g_2})| \leq \frac{4\|D^{*^1}_{g_1} - D^{*^1}_{g_2}\|_\infty}{(1 - D_{\max}) \wedge D_{\min}} + \frac{4L_1\|g_1 - g_2\|_\infty^{\alpha_1^2}}{(1 - D_{\max})p_{\min}}, \]
with the constant \(L_1\) defined in (42).

**Proof.** Following the lines of Lemma 5, it is enough to bound
\[ L_n(g_1, D^{*^1}_{g_1}) - L_n(g_2, D^{*^1}_{g_2}) =: R_{1,n} + R_{2,n}, \]
where
\[ R_{1,n} = \frac{1}{n} \sum_{i=1}^{n} \log \frac{D^{*^1}_{g_1}(X_i)}{D^{*^1}_{g_2}(X_i)} \]
and
\[ R_{2,n} = \frac{1}{n} \sum_{i=1}^{n} \log \left(1 - D^{*^1}_{g_1}(g_1(Y_i))\right) - \frac{1}{n} \sum_{i=1}^{n} \log \left(1 - D^{*^1}_{g_2}(g_1(Y_i))\right) = \frac{1}{n} \sum_{i=1}^{n} \log \left(\frac{1 - D^{*^1}_{g_1}(g_1(Y_i))}{1 - D^{*^1}_{g_2}(g_1(Y_i))}\right) - \frac{1}{n} \sum_{i=1}^{n} \log \left(\frac{1 - D^{*^1}_{g_2}(g_2(Y_i))}{1 - D^{*^1}_{g_2}(g_1(Y_i))}\right). \] (46)

Similarly to Lemma 5, we have
\[ |\log D^{*^1}_{g_1}(X_i) - \log D^{*^1}_{g_2}(X_i)| \leq \frac{\|D^{*^1}_{g_1} - D^{*^1}_{g_2}\|_\infty}{D_{\min}} \]
and
\[ |\log(1 - D^{*^1}_{g_1}(g_1(Y_i))) - \log(1 - D^{*^1}_{g_2}(g_1(Y_i)))| \leq \frac{\|D^{*^1}_{g_1} - D^{*^1}_{g_2}\|_\infty}{1 - D_{\max}} \]
for all \(i\) from 1 to \(n\). To bound the second term in the right-hand side of (46), note that, for any \(i \in \{1, \ldots, n\}\), it holds that
\[ \left|\log \frac{1 - D^{*^1}_{g_1}(g_1(Y_i))}{1 - D^{*^1}_{g_2}(g_2(Y_i))}\right| \leq \frac{|D^{*^1}_{g_1}(g_1(Y_i)) - D^{*^1}_{g_2}(g_2(Y_i))|}{1 - D_{\max}}. \]
and

\[ |D_{y_1}^*(g_1(Y_i)) - D_{y_2}^*(g_2(Y_i))| = \left| \frac{p^*(g_1(Y_i))}{p^*(g_1(Y_i)) + p_{y_2}(g_1(Y_i))} - \frac{p^*(g_2(Y_i))}{p^*(g_2(Y_i)) + p_{y_2}(g_2(Y_i))} \right| \]

\[ \leq \frac{p^*(g_1(Y_i))|p_{y_2}(g_1(Y_i)) - p_{y_2}(g_2(Y_i))| + p_{y_2}(g_1(Y_i))|p^*(g_1(Y_i)) - p^*(g_2(Y_i))|}{(p^*(g_1(Y_i)) + p_{y_2}(g_1(Y_i)))(p^*(g_2(Y_i)) + p_{y_2}(g_2(Y_i)))} \]

\[ \leq \frac{2L_1\|g_1 - g_2\|_\infty^{\beta + 1}}{\beta_{\min}}. \]

Lemma 7. For any functions \(D_1, D_2 : X \to [D_{\min}, D_{\max}], 0 < D_{\min} \leq D_{\max} < 1\), and any \(g \in \mathcal{G}\), with probability at least \(1 - \delta\)

\[ |\Delta_n(g, D_1) - \Delta_n(g, D_2)| \leq \sqrt{\frac{2\|D_1 - D_2\|_{L_2(p^*)}^2 \log(2/\delta)}{n D_{\min}^2}} + \frac{2 \log(D_{\max}/D_{\min}) \log(2/\delta)}{3n} \]

\[ + \sqrt{\frac{2\|D_1 - D_2\|_{L_2(p_*)}^2 \log(2/\delta)}{n(1 - D_{\max})^2}} + \frac{2 \log((1 - D_{\min})/(1 - D_{\max})) \log(2/\delta)}{3n}. \]

Proof. Denote

\[ \mathcal{E}_{1,n} = \frac{1}{n} \sum_{i=1}^{n} \log \frac{D_1(X_i)}{D_2(X_i)} - E \left[ \frac{1}{n} \sum_{i=1}^{n} \log \frac{D_1(X_i)}{D_2(X_i)} \right] \]

\[ \mathcal{E}_{2,n} = \frac{1}{n} \sum_{i=1}^{n} \log \frac{1 - D_1(g(Y_i))}{1 - D_2(g(Y_i))} - E \left[ \frac{1}{n} \sum_{i=1}^{n} \log \frac{1 - D_1(g(Y_i))}{1 - D_2(g(Y_i))} \right] \]

The Bernstein inequality yields for any fixed \(g \in \mathcal{G}\) and \(D \in \mathcal{D}\),

\[ |\mathcal{E}_{1,n}| \leq \sqrt{\frac{2E \log^2 \frac{D_1(X)}{D_2(X)} \log(2/\delta)}{n}} + \frac{2 \log(D_{\max}/D_{\min}) \log(2/\delta)}{3n} \]

\[ |\mathcal{E}_{2,n}| \leq \sqrt{\frac{2E \log^2 \frac{1 - D_1(g(Y))}{1 - D_2(g(Y))} \log(2/\delta)}{n}} + \frac{2 \log((1 - D_{\min})/(1 - D_{\max})) \log(2/\delta)}{3n} \]

with probability at least \(1 - \delta\). The assertion of the lemma follows from the inequalities

\[ |\log D_1(X) - \log D_2(X)| \leq \frac{|D_1(X) - D_2(X)|}{D_{\min}}, \]

\[ |\log(1 - D_1(X)) - \log(1 - D_2(X))| \leq \frac{|D_1(X) - D_2(X)|}{1 - D_{\max}} \]

Lemma 8. Under Assumptions \(Ap^*\), \(AG\), and \(A\phi\), for any fixed \(g \in \mathcal{G}\), with probability at least \(1 - \delta\)

\[ |\Delta_n(g, D_g^*)| \leq \frac{2 \log \left(1 + \frac{p_{\max}}{p_{\min}}\right)}{p_{\min}} \sqrt{\frac{2 \log(2/\delta)}{n}} \left( \|p^* - p_g\|_{L_2(p^*)} + \|p^* - p_g\|_{L_2(p_g)} \right) + \frac{C_D \log(2/\delta)}{n}. \]
where \( p_{\text{min}} \) is given in (43) and constant \( C_D \) is given by
\[
C_D = \frac{2}{3} \left( \log \left( \frac{1}{2D_{\text{min}}} \vee 2D_{\text{max}} \right) + \log \left( \frac{1}{2(1 - D_{\text{max}})} \vee 2(1 - D_{\text{min}}) \right) \right)
\]

(47)

Proof. Denote
\[
\mathcal{E}_{1,n} = \frac{1}{2n} \sum_{i=1}^{n} \log \left\{ 2D_g^*(X_i) \right\} - \mathbb{E} \left[ \frac{1}{2n} \sum_{i=1}^{n} \log \left\{ 2D_g^*(X_i) \right\} \right],
\]
\[
\mathcal{E}_{2,n} = \frac{1}{2n} \sum_{i=1}^{n} \log \left\{ 2(1 - D_g^*(g(Y_i))) \right\} - \mathbb{E} \left[ \frac{1}{2n} \sum_{i=1}^{n} \log \left\{ 2(1 - D_g^*(g(Y_i))) \right\} \right]
\]

Applying Bernstein’s inequality, it holds with probability at least \( 1 - \delta \) that
\[
|\mathcal{E}_{1,n}| \leq \sqrt{\frac{2\mathbb{E}[\log^2 2D_g^*(X)] \log(2/\delta)}{n} + \frac{2(\log 1/(2D_{\text{min}}) \vee \log 2D_{\text{max}}) \log(2/\delta)}{3n}},
\]
\[
|\mathcal{E}_{2,n}| \leq \sqrt{\frac{2\mathbb{E}[\log^2 2(1 - D_g^*(g(Y)))] \log(2/\delta)}{n} + \frac{2(\log 1/(2(1 - D_{\text{max}})) \vee \log 2(1 - D_{\text{min}})) \log(2/\delta)}{3n}}.
\]

To conclude, note that
\[
\mathbb{E}[\log^2 \{ 2D_g^*(X) \}] = \int \log^2 \frac{2p^*(x)}{p^*(x) + p_g(x)} p^*(x) \, dx
\]
\[
\leq 4 \log^2 \left( 1 + \frac{p_{\text{max}}}{p_{\text{min}}} \right) \int \frac{(p^*(x) - p_g(x))^2}{(p^*(x) + p_g(x))^2} p^*(x) \, dx
\]
\[
\leq \frac{4 \log^2 \left( 1 + \frac{p_{\text{max}}}{p_{\text{min}}} \right)}{p_{\text{min}}} \int (p^*(x) - p_g(x))^2 p^*(x) \, dx
\]
\[
= \frac{4 \log^2 \left( 1 + \frac{p_{\text{max}}}{p_{\text{min}}} \right)}{p_{\text{min}}} \|p^* - p_g\|_{L_2(p^*)}^2,
\]
and, similarly,
\[
\mathbb{E}[\log^2 \{ 2(1 - D_g^*(g(Y))) \}] = \int \log^2 \frac{2p_g(x)}{p^*(x) + p_g(x)} p_g(x) \, dx
\]
\[
\leq \frac{4 \log^2 \left( 1 + \frac{p_{\text{max}}}{p_{\text{min}}} \right)}{p_{\text{min}}} \|p^* - p_g\|_{L_2(p_g)}^2.
\]

\[
\square
\]

Lemma 9. Under Assumptions AG and A\( \Phi \), for any \( g_1, g_2 \in \mathcal{G} \), it holds that
\[
\left\| D_{g_1}^* - D_{g_2}^* \right\|_{\infty} \leq \frac{L_2}{p_{\text{min}}} \| g_1 - g_2 \|_{\mathcal{H}^{\beta + 1}(\mathcal{Y})}^\beta \| 1 \|_{\mathcal{H}^{\beta + 1}(\mathcal{Y})},
\]
where \( p_{\text{min}} \) and \( L_2 \) are defined in Lemma 4.

Proof. Note that, due to Assumption AG, \( p_{\text{min}} \leq p_{g_1} \leq p_{\text{max}} \) and \( p_{\text{min}} \leq p_{g_2} \leq p_{\text{max}} \). Using the expression (9) for the optimal discriminator \( D_{g}^* \), we obtain
\[
\left\| D_{g_1}^* - D_{g_2}^* \right\|_{\infty} = \left\| \frac{p_{g_1}(x)(g_1(x) - g_2(x))}{(p_{g_1}(x) + g_1(x))(p_{g_2}(x) + g_2(x))} \right\|_{\infty} \leq \frac{\| g_1 - g_2 \|_{\mathcal{H}^{\beta + 1}(\mathcal{Y})} \| 1 \|_{\mathcal{H}^{\beta + 1}(\mathcal{Y})}}{p_{\text{min}}} \left\| \frac{p_{g_1}(x)}{p_{g_2}(x)} \right\|_{\infty} \leq \frac{L_2}{p_{\text{min}}} \| g_1 - g_2 \|_{\mathcal{H}^{\beta + 1}(\mathcal{Y})}^\beta \| 1 \|_{\mathcal{H}^{\beta + 1}(\mathcal{Y})},
\]
where the last inequality is due to Lemma 4.

**Lemma 10.** Under Assumptions $AG$ and $A\phi$, for any $g \in \mathcal{G}$, it holds that

$$\frac{\|p_g - p^*\|_{L_2(p^*)}^2}{8p_{\text{max}}^2} \leq F(g) \leq \frac{\|p_g - p^*\|_{L_2(p^*)}^2}{8p_{\text{min}}^2},$$

and

$$\frac{\|p_g - p^*\|_{L_2(p_g)}^2}{8p_{\text{max}}^2} \leq F(g) \leq \frac{\|p_g - p^*\|_{L_2(p_g)}^2}{8p_{\text{min}}^2},$$

where $p_{\text{min}}$, $p_{\text{max}}$ are defined in (43).

**Proof.** Consider $f : [p_{\text{min}}, p_{\text{max}}] \rightarrow \mathbb{R}$,

$$f(u) = \frac{u}{2} \log \frac{2u}{u_0 + u} + \frac{u_0}{2} \log \frac{2u_0}{u_0 + u},$$

where $u_0 \in [p_{\text{min}}, p_{\text{max}}]$ is fixed. Direct calculations yield

$$f'(u) = \frac{1}{2} \log \frac{2u}{u_0 + u}, \quad f''(u) = \frac{u_0}{2u(u_0 + u)} \in \left[\frac{u_0}{4p_{\text{max}}^2}, \frac{u_0}{4p_{\text{min}}^2}\right].$$

Then, taking into account that $f(u_0) = f'(u_0) = 0$ and using Taylor’s expansion, we obtain

$$\frac{u_0(u - u_0)^2}{8p_{\text{max}}^2} \leq f(u) \leq \frac{u_0(u - u_0)^2}{8p_{\text{min}}^2}.$$

Now we apply this inequality to

$$F(g) = \frac{1}{2} \int \left( p_g(x) \log \frac{2p_g(x)}{p_g(x) + p^*(x)} + p^*(x) \log \frac{2p^*(x)}{p_g(x) + p^*(x)} \right) dx$$

with $u = p_g(x)$ and $u_0 = p^*(x)$. We obtain

$$\frac{\|p_g - p^*\|_{L_2(p^*)}^2}{8p_{\text{max}}^2} \leq F(g) \leq \frac{\|p_g - p^*\|_{L_2(p^*)}^2}{8p_{\text{min}}^2}.$$

Similarly, if we take $u = p^*(x)$ and $u_0 = p_g(x)$ then

$$\frac{\|p_g - p^*\|_{L_2(p_g)}^2}{8p_{\text{max}}^2} \leq F(g) \leq \frac{\|p_g - p^*\|_{L_2(p_g)}^2}{8p_{\text{min}}^2}.$$