Blind Source Separation for the Aggregation of Machine Learning Algorithms: An Arrhythmia Classification Case
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Abstract: In this work, we present an application of the blind source separation (BSS) algorithm to reduce false arrhythmia alarms and to improve the classification accuracy of artificial neural networks (ANNs). The research was focused on a new approach for model aggregation to deal with arrhythmia types that are difficult to predict. The data for analysis consisted of five-minute-long physiological signals (ECG, BP, and PLETH) registered for patients with cardiac arrhythmias. For each patient, the arrhythmia alarm occurred at the end of the signal. The data present a classification problem of whether the alarm is a true one—requiring attention or is false—should not have been generated. It was confirmed that BSS ANNs are able to detect four arrhythmias—asystole, ventricular tachycardia, ventricular fibrillation, and tachycardia—with higher classification accuracy than the benchmarking models, including the ANN, random forest, and recursive partitioning and regression trees. The overall challenge scores were between 63.2 and 90.7.
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1. Introduction

Cardiac arrhythmia refers to a condition in which the heart muscle does not contract in a regular way. In this context, it cannot efficiently pump blood to the brain, lungs, and other organs, affecting their functioning or even damaging them. Within the scope of this article are the five most common types of cardiac arrhythmias. Three of them are diagnosed on the basis of physiologically incorrect lengths of intervals between consecutive heart muscle contractions. One is asystole, where a patient’s heart stops contracting and is inactive for at least 4 s. Another is bradycardia, where the heart rate is unnaturally slow—even lower than 40 beats per minute (bpm). Another is tachycardia, characterized by an unphysiologically fast pace of heart contractions while at rest. The shape of QRS complexes (the combination of three of the graphical deflections seen on a typical electrocardiogram), which represent the depolarization of ventricles, remains mostly unchanged, but the pace of heart contractions in this arrhythmia might exceed 140 bpm. Another type of tachycardia (ventricular tachycardia) occurs when additional electrical impulses are created in ventricles, which causes the heart rate to accelerate. Moreover, in an electrocardiogram (ECG), there is no longer a visible P-wave responsible for atrial contractions, and the signal consists only of unnaturally widened QRS complexes, which may be missed by regular QRS detection algorithms. Ventricular tachycardia can evolve into ventricular flutter/fibrillation (VF), the most dangerous arrhythmia for cardiovascular system functioning. In this
state, heart muscle contractions occur in a chaotic, irregular way. From a diagnostic point of view, in this case it is impossible to distinguish singular QRS complexes, and ECG signals take the form of oscillatory waveforms. This has to last for at least 4 s to be diagnosed as VF.

To identify and analyze asystole, bradycardia, and tachycardia, the key is to properly determine the locations of QRS complexes (or the lack of them, in the case of asystole). The ECG signal is the key source of information about a patient’s cardiovascular condition, but as the measurements are gathered from a human patient’s artefacts related to subject/electrode movement, sweating or muscle contractions might occur in the signal. That is why special attention needs to be paid to data quality assessment. In bedside monitors apart from ECG, there are recorded pulsatile waveforms, including blood pressure (BP) or photoplethysmogram (PLETH) waveforms. These recordings may deliver additional information about the heart rate when ECG signal is of poor quality. In Table 1, we provide commonly used methods for QRS complex detection from ECG signals only, as well as works describing algorithms enhancing these standard methods with information obtained from pulsatile waveforms. There is also a segment dedicated to each arrhythmia type and corresponding methods of diagnosing those. The last row of the table includes general methods applicable to classification of different arrhythmia types.

### Table 1. Methods of detecting arrhythmias.

| Method | Work |
|--------|------|
| QRS Detection | • Based on peak energy  
• Multimodal data methods  
• Markov model  
• Gradient calculations  
• RS slope detection  
• Low-complexity R-peak detector  
• Threshold-based detection  
• Gradient calculations  
• Pan-Tompkins (filtering techniques) |
| Arrhythmia type: | |
| Bradycardia | • Beat-to-beat correlogram 2D  
• Threshold + support vector machine (SVM) |
| Tachycardia | • Beat-to-beat correlogram 2D  
• Threshold + SVM |
| Asystole | • Frequency domain analysis  
• Flat line artefacts definition  
• Signal-quality-based rules  
• Short-term autocorrelation analysis |
| Ventricular tachycardia | • Spectra purity index  
• Spectral characteristics of ECG  
• Autocorrelation function  
• Time-frequency representation images |
With the onset of the artificial intelligence (AI) era, blind source separation (BSS) methods are gaining significant interest nowadays. BSS has proven a great potential in multiple practical areas, e.g., wireless communication systems, text analysis, seismic monitoring, signal separation, stock prediction, and image and biomedical signal processing [27,28].

A number of novel algorithms related to BSS have been developed recently, and these have played an important role in many disciplines [28]. These algorithms can be systemized in several ways taking into account the source separation condition or the restrictions to the source features, including independent component analysis (ICA) [29], sparse component analysis (SCA) [30], nonnegative matrix factorization (NMF) [31], and bounded component analysis (BCA) [32].

Aggregation of models based on machine learning algorithms is usually performed by supervised learning of ensemble models [33]. The ensemble methods aim at combining forecasts of several basic models in order to improve accuracy with respect to one basic model [34]. The most common approaches to combining forecasts from basic models are as follows:

1) Averaging is designed to build several models (usually of the same type) from different samples of the training dataset. The main idea is to create multiple models independently (e.g., bagging methods [35] or random forests [36]) and then combining their forecasts by averaging.

2) Boosting is aimed at building multiple models (also typically of the same type), where each new model is focused on fixing the prediction errors of a prior model in the sequence of models (e.g., AdaBoost [37] or gradient tree boosting [38]). Base estimators are built sequentially, and one tries to reduce the bias of the combined estimator from previous steps.

3) Voting is aimed at building multiple models (typically of differing types) based on the same training dataset, and then simple statistics, like the mean, are used to combine predictions [35].

Artificial neural networks (ANNs) are powerful and extensive learning models applicable to various domains. They have been successfully applied in areas such as system control, pattern recognition, and signal processing to solve numerous industrial problems [39–43]. ANNs are very accurate in certain practical applications because of several features. First, they possess an ability to generalize with a high tolerance for incomplete or noisy data. Second, neural networks do not require any a priori assumptions about the distribution of the data. Third, they are universal for modeling nonlinear behavior.

| Method | Work |
|--------|------|
| Ventricular flutter or fibrillation | Machine learning methods with features derived from signal morphology and analysis of power spectrum |
| | Wavelet transformations |
| | Empirical mode decomposition |
| | Sample entropy |
| | Time-frequency representation images |
| | Autocorrelation analysis |
| | The zero crossing rate combined with base noise suppression with discrete cosine transform and beat-to-beat intervals |
| All types | Single- and multichannel fusion rules |
| | Regular activity test |
| | Rule-based methods |
| | Machine learning algorithms: [2,10,13,25,26] |
| | Linear discriminant analysis (LDA) |
| | SVMs |
| | Random forest classifiers |
In this paper, using the PhysioNet Challenge 2015 dataset gathered for subjects with five different arrhythmia types, we aimed to improve the classification of arrhythmias using BSS methods applied to neural networks (BSS ANNs). We assume that every classification result includes latent components with both constructive and destructive characteristics. The elimination of the destructive components should improve the accuracy of the models. The remaining constructive components are remixed in a nonlinear adaptive system represented by a multilayer perceptron (MLP) neural network.

To prove the effectiveness of the approach we compared the proposed BSS approach with other benchmarking methods, including artificial neural networks (ANN), random forests (RF), and recursive partitioning and regression trees (RPART).

The remainder of this paper is structured as follows: Section 2 delivers an overview of the BSS approach applied to neural networks. In Section 3, the design of the experiment was outlined, including the details of numerical implementation, description of the feature (variable) vector, model performance measuring, and benchmarking methods. Section 4 outlines the experiments and discusses the results. The concluding remarks are provided in Section 5.

2. Neural Blind Source Separation Aggregation

2.1. Standard Blind Source Separation

The blind separation of signals assumes that there is a set of signals generated by specific sources, and it is then mixed in a certain system. It is assumed that both source signals and the mixing system itself are unknown. Source signals may include both significant and undesired components (e.g., noise and interference). By blind separation of signals, we mean the reproduction of source signals based only on the observed signals. The simplest approach assumes a linear model (system) of mixing signals, defined by the formula:

\[ x(t) = As(t), \quad (1) \]

where \( t \) is an observation number or time index, \( s(t) = [s_1(t), \ldots, s_n(t)]^T \) is a vector of source (unknown) signals, \( x(t) = [x_1(t), \ldots, x_m(t)]^T \) is a vector of the observed signals, and \( A \in \mathbb{R}^{m \times n} \) is an unknown nonsingular matrix representing the mixing system. In order to solve the above formula, some assumptions are usually made, such as the characteristics of the source signals, that the columns of the \( A \) matrix are linearly independent, or that the number of source signals is equal to the number of the observed signals, \( m = n \).

Due to the aforementioned assumptions and ambiguities, it is not possible to obtain an ideal solution without a priori knowledge about \( A \) and \( s(t) \). Therefore, the purpose of the blind signal separation is to find (estimate and reconstruct) a separation matrix \( W \) such that the estimation of source signals can be described by the formula:

\[ y(t) = WX(t) = PDs(t), \quad (2) \]

where \( P \) is a permutation matrix defining the order of estimated signals, \( D \) is a diagonal scaling matrix, and \( y(t) \) is a vector of estimated signals. Therefore, the correct solution in the blind separation of signals is the reproduction of original signals, which are scaled and occur in a different order than the source signals.

In practice, the way in which BSS is achieved depends on the real and underlying characteristics of the source signals, such as the smoothness, decorrelation, statistical independence, non-negativity, sparsity, and non-stationarity. Many analytical methods explore different properties of the data, and the choice of a particular method depends on the nature of the specific problem and data characteristics.

The independent component analysis (ICA) for BSS assumes that the source vector \( s(t) \) in a model (Equation (1)) has mutually independent components. In consequence, the mixing matrix \( A \) in (Equation (1)) is not well-defined, so some extra assumptions have to be made [44]; i.e., the source
components are mutually independent, \( E(s(t)) = 0 \), and \( \mathbb{E}(s(t)^T s(t)) = I \), at most one of the components is Gaussian, and each source component is independent and identically distributed.

One of the most classical ICA algorithms is the joint approximate diagonalization of eigenmatrices (JADE). It utilizes joint diagonalization when estimating the matrix \( W \) and fourth-order moments [44]. Gaussian distributions have zero excess kurtosis, but the canonical assumption of ICA is non-Gaussianity. To estimate source vectors JADE seeks for an orthogonal rotation of the observed mixed vectors, as these possess high values of excess kurtosis.

2.2. Blind Source Separation Aggregation

In our approach, we assume that results generated by any classification model usually consists of hidden components of both constructive and destructive types. For a few models, some of the components can be common to all of them. With this assumption our goal is to find the common components and distinguish those with a constructive influence on the classification accuracy from the destructive components. Therefore, the starting point of BSS aggregation is an assumption that there are a set of prediction results for any class of models \( x_i(t), \ i = 1, \ldots, m \). The results are stacked into multidimensional variable \( x(t) = [x_1(t), \ldots, x_m(t)]^T \) to determine whether the results are good for further analysis. The forecasted values, to some extent, have to correspond to the observed values, and they also have to differ to some extent. Therefore, it can be stated that a given prediction result of the model is a combination of constructive components \( \tilde{s}_j(t), \ j = 1, \ldots, p \) related to similarity and destructive components \( s'_{l}(t), \ l = 1, \ldots, q \) related to differences in predicted and observed values. All these components can be treated as hidden base components contained in a multidimensional \( s \)-variable. Hence, it can be stated that the vector \( s \) with source signals contains:

\[
\begin{bmatrix}
\tilde{s}_1(t), \ldots, \tilde{s}_p(t), \ s'_{p+1}(t), \ldots, s'_{p+q}(t)
\end{bmatrix}^T.
\]

Once the separation of latent (hidden) components completes, the destructive components can be removed and replaced with zeros \( (s_l = 0) \) to obtain an improved version \( \hat{x}(t) \) of the real (observed) signals \( x(t) \):

\[
\hat{x}(t) = A\begin{bmatrix}
\tilde{s}_1(t), \ldots, \tilde{s}_p(t), 0_{p+1}(t), \ldots, 0_{p+q}(t)
\end{bmatrix}^T.
\]

The removal of the destructive signal in (Equation (4)) is equivalent to providing zero in the respective column of \( A \). Therefore, if the mixing matrix is expressed as \( A = [a_1, \ldots, a_n] \), then the improved results can be formulated as follows (the marker denoted as ~ is further inherited from constructive components):

\[
\hat{x}(t) = A\tilde{s}(t) = \tilde{A}s(t),
\]

where \( \tilde{A} = [a_1, \ldots, a_p, 0_{p+1}, \ldots, 0_n] \). The improved prediction results, due to the noise elimination can be rewritten as a linear combination of the base results:

\[
\hat{x}(t) = \tilde{A}Wx(t).
\]

Thus, noise filtration with BSS approach can be assumed as a form of aggregation.

2.3. Neural Mixing System

The components can be neither purely constructive nor purely destructive and, therefore, their impact might have a weight other than 0. Moreover, a respective component might have a constructive effect on one model and a destructive effect on another. There might also be components that are destructive when they are single but constructive when considered in a pair or in a group [45]. This means that it might exists a better mixing system than the one described by \( \tilde{A} \), that uses simple
linear relationship. The wide range of nonlinear mixing systems can be modeled similarly to neural networks systems [45]; therefore, a brief introduction is given here.

ANNs are computational systems inspired by biological neurons connected in networks that are processing the signals (e.g., animals’ brains). Based on examples the ANN systems learn tasks, usually without task-specific programming [41]. Most implementations of an ANN assume the synapse signal is a real number, and the output of each processing neuron is derived from a non-linear activation function, being the sum of its input signals. The connections between the neurons and synapses have the weights that adapt as the learning progresses. The weights are to increase or decrease the signal power of the synapses [41].

Usually neurons are organized into the layers with different types of input transformations [41]. Signals move from the first (input) layer to the output, possibly going through multiple layers. Figure 1 presents an example of a feedforward ANN with three input neurons (representing three features), three neurons in hidden layer and the output neuron that represents the target variable. Assuming an ANN with one hidden layer and $J$ hidden neurons in that layer, and $m$ input neurons in that structure then the following function needs to be calculated (please compare the formula with Figure 1) [41]:

$$\text{ANN} = f \left( w_0 + \sum_{j=1}^{J} w_j \left( w_{0j} + \sum_{i=1}^{m} w_{ij} z_i \right) \right), \quad (7)$$

where $w_0$ is the synaptic weight of the intersection point of the output neuron, $w_{0j}$ is the synaptic weight of the intersection point of the $j$-th hidden neuron, $z_i$ is the $i$-th feature, $w_{ij}$ is the weight corresponding to the synapse beginning with the $j$-th hidden neuron and leading to the output neuron. Finally, $w_{ij}$ is the weight of the $i$-th neuron from the input layer to the $j$-th hidden layer [41]. In addition, $f$ is an activation function that is typically limited to a non-linear, non-decreasing, and differentiated function, such as a sigmoid function.

**Figure 1.** Example of an artificial neural network (ANN) with three input variables, one hidden layer with three neurons inside and one output neuron (representing target variable).

Weights (parameters) of an ANN are adjusted by learning algorithms during the iterative training process, which stops if a predefined criterion is met (such as the number of iterations/epochs).
A common learning algorithm is a backpropagation algorithm modifying neural network weights to find a local (ideally, a global) minimum of a particular error function $E$, such as the sum of squares [41]. That is why the gradient of the error function is computed in line with the following equation (all the weights are kept in one vector with $(m + 1) \ast J + (J + 1)$ weights):

$$w_k^{(i+1)} = w_k^{(i)} - \eta_k \text{sign} \left( \frac{\partial E^{(i)}}{\partial w_k^{(i)}} \right)$$

where $k$ is an index of a particular weights, $i$ denotes the iteration step, and $\eta_k$ is the learning rate adjusted in the following way: to be increased if the corresponding partial derivative retains its sign, or to be decreased if the partial derivative of the error function changes its sign. When the sign changes that means that the minimum of the error function is missed due to a learning rate that is too high [41].

The new mixing system can be formulated as the neural system:

$$x(t) = f \left( w_0 + \sum_{j=1}^{J} w_j \left( \frac{\sum_{i=1}^{p+q} w_{ij} s(t_i) \right) \right)$$

According to Equation (9), it can be stated that the first weight layer will produce outputs associated with Equation (5) if we take \sum_{i=1}^{p+q} w_{ij} = 1 (please see Figure 2). Additionally, the neural mixing system uses some nonlinearities (e.g., sigmoid activation functions) and the second layer [45], which is why the mixing system gains some tolerance and flexibility in comparison to the linear form (Equation (5)). If the entire neural mixing structure starting from the system described by $\tilde{A}$ is taken in the first iteration of learning, it is expected that the final results will be improved (see Figure 3).

![Figure 2. Neural mixing system.](image-url)
As mentioned before, to identify asystole, bradycardia, and tachycardia, consecutive heartbeats needed to be properly located. Hence, the first step in creating the variables was QRS complex detection in the ECG signal, what was accomplished by a low-complexity R-peak detector [26]. Simultaneously, an open source \textit{wabp} algorithm [5] was used to localize the beats in the ABP and PLETH waveforms provided. Quality detection of the beats was assessed through the comparison of the QRS locations between the signals. When the beat was found in both signals then it was marked as a true positive (TP), otherwise it was treated either a false positive (FP) or false negative (FN) depending on the order in which the signals were compared [26,46]. Further, an F1-score was calculated as $F1 = \frac{2 TP}{2 TP + FP + FN}$. The closer the beat locations in the signals were, the higher F1-score was and closer to 1. In case of no matches of beat locations were observed the F1-score was assigned 0. Each time, two signals with the highest F1-score were considered for the analysis [26,46]. Hence, waveform signals were critical for assessing ECG signal quality. They are different physiological measures and hence are prone to different disturbances. If one of them shows symptoms of arrhythmia and the other one is normal, it is possible that the first one was of poor quality. Choosing high-quality signals at this step determines better variables for later predictions.

When diagnosing ventricular tachycardia and ventricular flutter or fibrillation, all the variables were prepared with a spectral purity approach (SPI) [19,26]. These arrhythmias require a different approach because, as mentioned before (see Section 1), the identification of physiological QRS complexes...
is unavailable due to the nature of the originated ventricular arrhythmias. Therefore, the minima and the maxima of the SPI were assumed as the variables to determine whether the alarm should have been generated—i.e., a max and min SPI for ventricular tachycardia and a max SPI for ventricular fibrillation or flutter.

3.2. Numerical Implementation

A numerical experiment was prepared with the use of R programming software [47] installed on a personal computer (Intel Core i7-9750H 2.6 GHz processor with 12 threads and 32 GB of RAM) with an Ubuntu 18.04 operating system. The entire neural BSS aggregation system was built based on author’s modification of the following R libraries: neuralnet—neural networks using backpropagation were applied, resilient backpropagation with or without weight backtracking, or a modified globally convergent version [48]; JADE—implementing Cardoso’s JADE algorithm as well as his functions for joint diagonalization and several other BSS methods, such as AMUSE and SOBI [44]. The optimal threshold to determine the class output was calculated based on the Youden index and using the pROC library [49].

The performance measures for the training and validation datasets were calculated using a $k$-fold cross-validation [46]. In particular, $k$ was set to 10 when there were more than 10 observations in a minority class. Otherwise, the number of $k$ was set to the quantity of a minority class to make sure that there was at least one observation per class (e.g., six folds for ventricular fibrillation or flutter) [46]. Each of the $k$ sets was created based on the stratified sampling using the createFolds function to make sure that the class distribution in each set represents the class distribution of the entire data set [50]. The summary of the results is presented as an average performance over $k$-fold (together with the standard errors of the estimates).

3.3. Performance Measures

For the models built with any statistical learning algorithm, a proper evaluation is crucial. Hence, various evaluation metrics were used in this research. The primary measure to address the Challenge Score system is the Score measure of the following form:

$$\text{Score} = \frac{100 \times (TP + TN)}{TP + FP + TN + 5 \times FN}, \quad (10)$$

where in the case of a binary classification the following abbreviations are used [39]: $TN$ and $TP$ denote the number of appropriately indicated negative or positive observations, $FP$ denotes the observations predicted as Yes while the true target is No, and at the end $FN$ stands for the number of observations predicted as No while the true target is Yes. On the basis of the above formula, it can be concluded that the measure was designed in such a way that takes $FN$ (i.e., life-threatening events considered by the model irrelevant) especially seriously [5,46].

Another measure used in this experiment was the area under the ROC curve (AUC), which is particularly important since it was used to tune the parameters of each model [46]. For a binary classifier the AUC equals to the probability that the model places the randomly selected positive observation higher the randomly selected negative observation [39]. The AUC ranges from 0 to 1, where the higher the value, the better the accuracy of the model. Estimating AUC incorporates two indices (extension of these used in Equation (10)), i.e., the sensitivity, defined as $TP / (FN + TP)$, and the specificity, defined as $FP / (FP + TN)$. Since a binary classifier returns a class probability, the outcome has to be transformed into two possible outcomes (Yes or No) based on the threshold value (the default value is usually 0.5). Specificity and sensitivity are computed at various threshold values, such as $(0.00, 0.02, 0.04, \ldots, 1.00)$ [41].

Eventually, in order to determine the optimal threshold for each class, Youden’s $J$ statistic [51] was incorporated (as it is important for the Score measure). In short, the Youden index is the coordinate
on the ROC that is farthest from the diagonal line (random model); i.e., it maximizes the difference between sensitivity and specificity.

3.4. Benchmarking Methods

The following benchmarking algorithms have been used in the experiment. The first one is the CART algorithm which is an implementation of classification and regression trees [49]. It applies pruning during the growth stage what prevents new splits from being created when the previous splits deliver only small improvement of the accuracy. The complexity parameter \( cp \) varies in the analysis from 0 to 0.1 in increments of 0.01 [42].

The second one is the model that was built based on the framework described in [46]. Eventually, final results were derived based on the averaging over all raw models and were obtained in the second stage of the proposed approach (refer to Figure 3).

Benchmarking methods were implemented using the \texttt{rpart} library, incorporating recursive partitioning for classification, regression, and survival trees following the functionality presented in [52], and the \texttt{ranger} library [53], incorporating Breiman’s state-of-the-art RF algorithm.

4. Empirical Results

The classification accuracy for each method was assessed with the AUC and a challenge score (Equation (10)) within the training and the validation dataset. The results are presented in Figure 4. Each modeling method is shown in a different color, and the whiskers represent the standard error of the estimation.

The primary measure is the Score, which is designed to treat \( FN \) with a much higher importance. The AUC measure is provided for informational purposes only.

As shown in Figure 4, three types of arrhythmia—i.e., ventricular flutter or fibrillation, ventricular tachycardia, and asystole—are very difficult to predict, especially in light of the results for the validation dataset. Nevertheless, application of the proposed BSS ANN delivered an improvement in terms of classification accuracy. Importantly, the accuracy of the BSS ANN models in terms of the Score measure, observed on the validation sample, confirms that the method works well and is able to capture arrhythmias with high accuracy. Specifically, the following scores were observed for the BSS ANN:

- 0.632 for ventricular tachycardia—accuracy of the model was improved in comparison to the ANN (0.540), RF (0.315), and RPART (0.375) methods;
- 0.804 for ventricular fibrillation—accuracy of the model was improved in comparison to the ANN (0.691), RF (0.306), and RPART (0.414) methods;
- 0.907 for tachycardia—accuracy of the model was improved in comparison to the ANN (0.903), RF (0.872), and RPART (0.717) methods;
- 0.756 for bradycardia—accuracy of the model was improved in comparison to the RPART method (0.706), whereas the ANN (0.775) and RF (0.757) methods delivered better accuracy;
- 0.708 for asystole—accuracy of the model was improved in comparison to the ANN (0.688), RF (0.618), and RPART (0.640) methods.

As far as BSS aggregation applied to an ANN is concerned, the results indicate that it is a viable approach leading to the improvement of classification, especially when base methods, such as the ANN and RF/decision tree methods are not able to deliver acceptable accuracy.
Figure 4. AUC and score results for each type of arrhythmia.
5. Conclusions

The problem of false arrhythmia alarms in ICUs is still a demanding task for the algorithms, as there could be a number of potential triggers for false alarms, including noises and device malfunctions that highly influence the analyzed signals and, thus, the model performance.

The novelty of this research is the demonstration of a neural network enhanced by a BSS design. It is robust and can deal with arrhythmia types that are difficult to predict correctly, i.e., ventricular tachycardia, ventricular flutter/fibrillation, and asystole, particularly in noisy signals. The results proved that BSS ANNs are able to detect four arrhythmias—i.e., ventricular tachycardia, ventricular fibrillation, tachycardia, and asystole—with better accuracy than the benchmarking models. For bradycardia, the results of BSS ANNs are slightly worse than those observed for the ANN or RF. However, it is important to acknowledge that bradycardia and tachycardia are relatively easy to predict, and current algorithms already present high performance.

Importantly, we showed that the proposed approach of BSS aggregation is highly competitive compared to other machine learning methods.

We believe that reducing the number of false alarms and avoiding the suppression of true ones are important goals; therefore, the study can be further enhanced by including additional ICA algorithms in the design, and looking for higher classification accuracy. As a result this may lead to the analysis of the algorithms’ structure and diversity and their effects on classification.
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