New insights into four-boson renormalization group limit cycles
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Using machine learning techniques, we verify that the emergence of renormalization group limit cycles beyond the unitary limit is transferred from the three-boson subsystems to the whole four-boson system. Focussing on four identical bosons, we first generate populations of synthetic singular potentials within the latent space of a boosted ensemble of variational autoencoders. After introducing the limit cycle loss for measuring the deviation of a given renormalization group flow from limit cycle behavior, we minimize it by applying an elitist genetic algorithm to the generated populations. The fittest potentials are observed to accumulate around the inverse-square potential, which we prove to generate limit cycles for four bosons and which is already known to produce limit cycles in the three-boson system. This also indicates that a four-body term does not enter low-energy observables at leading order, since we do not observe any additional scale to emerge.

I. INTRODUCTION

Investigating $A$-body systems with unnaturally large scattering lengths has led to numerous insights in the context of universality, see Refs. [1–5]. Low-energy systems with resonant interactions share certain features independent of their short-range details. Prominent examples of such universal features are the existence of a shallow dimer in the case $A = 2$ or the geometric accumulation of shallow trimers for $A = 3$, also referred to as the Efimov effect, see Refs. [6, 7]. The latter can be understood in terms of a renormalization group (RG) limit cycle from which an additional scale arises.

Clearly, there is a deeper connection to renormalization and the construction of effective field theories: A separation of scales can be leveraged to obtain an accurate low-energy description of the
system by integrating out all high-energy degrees of freedom beyond some short-range cutoff. In order to renormalize the two-body system, a single two-body contact term suffices. However, due to the Thomas collapse, see Ref. [8], not only a two-body term, but also an additional three-body term is required for the renormalization of the three-body system at leading order (LO) in $l/|a|$. Here, $l$ and $a$ denote a typical low-energy length scale in the system and the unnaturally large scattering length, respectively. There has been a lively debate on whether this trend continues for larger numbers $A \geq 4$ of particles, that is if $A$-body terms appear at LO in general. On the one hand, working with delta potentials, Ref. [9] argues that adding an $A$-th particle in three spatial dimensions also introduces an additional ultraviolet (UV) divergence to the kernel of the Lippmann-Schwinger equation. This would imply that a new scale emerges and that an $A$-body term becomes necessary at LO. On the other hand, according to Ref. [10], the trace of the $A$-body kernel vanishes for $A \geq 4$. As this cannot be compensated by a singularity in the connected $A$-body amplitude, there can only be finitely many $A$-body bound states. The authors state that this makes the Efimov effect an exclusive feature to the three-body system, which is the essence of the eponymous Amado-Greenwood theorem. Thus, an additional scale does not arise and an $A$-body term is never introduced to LO. There is even further evidence that supports this hypothesis: Trimer and tetramer energies seem to be linearly correlated at LO. The resulting line in energy plane is known as the Tjon line, see Ref. [11] (strictly speaking, this is a band [12]). In nuclear physics, one typically considers ground state energies of the triton and $\alpha$ particle. Now the Tjon line indicates that, after the three-body system has been renormalized, the tetramer energy can be predicted with sufficient precision from the previously acquired two- and three-body parameters, again making a four-body term at LO obsolete.

For the four-body system, Ref. [13] resolves this balancing act by showing that once the two- and three-body subsystems have been renormalized, the tetramer energies are intrinsically independent of the cutoff. Therefore, there is no need to introduce an additional four-body force, since it does not appear in four-body observables at LO. Moreover, there is not only evidence on correlations between trimer energies $E_3$ and tetramer energies $E_4$, but also pentamer and hexamer energies $E_5$ and $E_6$ in the shape of generalized Tjon lines, see Refs. [14–16]. Since these observations have been made, $A$-body observables with $A \geq 4$ have been conjectured to depend only on the two- and three-body parameters at LO as in Refs. [16, 17].

At this point, it is also important to address the question which role the inverse square potential plays in the $A$-body system. For $A = 2$ and $A = 3$ identical bosons interacting via pairwise inverse square interactions are known to lead to an RG limit cycle, see Refs. [18–20]. While universal
properties of $A$-body systems usually depend on resonant interactions, this is not the case for the mentioned limit cycle behavior. In fact, we have shown that the inverse square potential is the only potential to lead to an RG limit cycle in the three-body sector independent of the scattering length, see Ref. [20]. If the same could be observed for $A = 4$ identical bosons, this would allow us to make the following interesting implication when allowing the scattering length to take arbitrary values: If any three-body subsystem gives rise to an RG limit cycle, the four-body system automatically produces an RG limit cycle as well. This would deeply correspond to the spirit of Ref. [13], as predictions on the limit cycle aspect of four-body physics can be made completely based on our knowledge about the three-body sector. However, if the inverse square potential should either turn out to be no unique solution or no solution at all in our search for four-body RG limit cycles, this would indicate an additional scale making a four-body term necessary for renormalization. In that case, some of the previously mentioned findings on the four-body system need to be revised.

Similar to our work on three-body RG limit cycles in Ref. [20], our starting point is the low-energy Faddeev equation for $A = 4$ identical bosons in hyperspherical coordinates. Due to the fourth particle, an additional hyperangle appears. Assuming minimal node indices with respect to both hyperangles allows us to solve the low-energy Faddeev equation locally and to connect these local solutions by successive applications of generalized transfer matrices, see Refs. [20, 21]. Since we operate in configuration space, a delta-shell regularization with respect to some hyperradial cutoff seems to be adequate. The computation of the corresponding coupling constant is straightforward and involves an infinitesimal integration over the low-energy Faddeev equation. Just as we did in Ref. [20], we define a limit cycle loss (LCLoss) as a measure for log-periodicity: If the coupling constant, indeed, depends log-periodically on the hyperradial cutoff, the vanishing LCLoss indicates the presence of a limit cycle. Vice-versa, the larger the LCLoss becomes, the stronger the coupling constant deviates from log-periodicity.

The search for limit cycles consists of running an elitist genetic algorithm (GA) based on Goldberg’s Simple Genetic Algorithm, see Ref. [22], and favoring low LCLosses. It is not directly carried out in the high-dimensional feature space of discretized and finitely ranged two-body potentials, but in the low-dimensional latent space of the same boosted ensemble of variational autoencoders (VAEs), see Ref. [23], that has already been used in Ref. [20], instead. This ensemble has been trained to encode and decode two-body potentials from feature space and latent curves from latent space with sufficiently low loss into each other. The advantage of this approach is not only a vigorous dimensionality reduction, but also that it allows to generate synthetic two-body potentials from each point in latent space. Especially the crossover and mutation steps of the applied GA
thrive on this possibility to generate synthetic potentials.

This paper is organized as follows: In Sec. II we start with specifying the class of four-boson systems RG limit cycles will be searched for in this work. Basically, the local solutions of the low-energy Faddeev equation in hyperspherical coordinates are presented again, while relegating to App. A and B for further technical details. Subsequently, we introduce generalized transfer matrices to connect these local solutions with each other in a continuously and differentiably way. Later on, we apply a delta-shell regularization on the resulting total wavefunctions, from which the coupling constants follow. These coupling constants, again, are highly relevant to the unsupervised search for RG limit cycles in Sec. III, as they are an essential ingredient of the LCLoss introduced in this section. Sec. III briefly explains the core aspects of our unsupervised search for RG limit cycles based on the latent space of the boosted VAE ensemble and later the elitist GA from Ref. [20]. The fittest individuals resulting from the GA are analyzed in Ref. IV. The found accumulation point of fittest individuals in latent space is identified as the inverse-square potential, which is later proved to produce RG limit cycles in the four-boson sector for different hyperangle configurations.

II. FOUR IDENTICAL BOSONS AT LOW ENERGY

A. Low-energy wavefunction

Our search for limit cycles is restricted to low-energy systems of four identical bosons with mass $m$ at the positions $\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, \mathbf{r}_4$ in coordinate space. We assume the total potential

$$V(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, \mathbf{r}_4) = \sum_{a=1}^{3} \sum_{b>a}^{4} v(|\mathbf{r}_b - \mathbf{r}_a|)$$

(1)

to be a sum of finitely-ranged and piecewise-constant two-body potentials $v$. Each term $v(|\mathbf{r}_b - \mathbf{r}_a|)$ corresponds to the pairwise interaction between the $a$-th and the $b$-th particle.

Although there are twelve degrees of freedom for four identical bosons to deal with in general, this number can be drastically reduced by separating out the center-of-mass motion and, based on the low-energy criterion, by a projection onto S-wave states. The resulting equation of motion is the low-energy Faddeev equation for the four boson case, that is thoroughly motivated in App. A. With the Jacobi vectors

$$\mathbf{j}_{21} = \frac{1}{\sqrt{2}} (\mathbf{r}_2 - \mathbf{r}_1), \quad \mathbf{j}_{321} = \sqrt{\frac{2}{3}} \left( \mathbf{r}_3 - \frac{\mathbf{r}_2 + \mathbf{r}_1}{2} \right), \quad \mathbf{j}_{4321} = \frac{\sqrt{3}}{2} \left( \mathbf{r}_4 - \frac{\mathbf{r}_3 + \mathbf{r}_2 + \mathbf{r}_1}{3} \right)$$

(2)

together with

$$R = \sqrt{\mathbf{j}_{21}^2 + \mathbf{j}_{321}^2 + \mathbf{j}_{4321}^2}$$

(3)
and the two hyperangles

\[ \alpha = \arcsin\left(\frac{j_{321}}{\sqrt{j_{21}^2 + j_{321}^2}}\right), \quad \beta = \arcsin\left(\frac{j_{4321}}{\sqrt{j_{21}^2 + j_{321}^2 + j_{4321}^2}}\right). \] (4)

These three hyperspherical coordinates are bound to \( R \in [0, +\infty] \) and \( \alpha, \beta \in [0, \pi/2] \), respectively. The distance between the first two bosons is given by

\[ r = \sqrt{2}R \cos \alpha \cos \beta \] (5)

and approaches the maximum value \( r = \sqrt{2}R \) at vanishing hyperangles \( \alpha = 0 \) and \( \beta = 0 \). In App. B we consider the low-energy Faddeev equation in a region, where the two-body potential takes the constant value

\[ v(\sqrt{2}R \cos \alpha \cos \beta) = \frac{u}{2m}. \] (6)

Neglecting hyperangular dependencies to the wavefunction in vicinity of \( r = \sqrt{2}R \cos \alpha \cos \beta \) reduces the low-energy Faddeev equation to a purely hyperradial equation of motion. The resulting zero-node solutions

\[ \Psi_{k_u}(R) = \frac{1}{R^{7/8}} \left( AJ_{7/2}(k_u R) + BY_{7/2}(k_u R) \right) \] (7)

with momenta \( k_u \) defined by

\[ k_u^2 = 2mE - 6u \] (8)

represent the local behavior of the total wavefunction as a linear combination of Bessel functions of first and second kind with purely hyperradial arguments times the monomial \( R^{-7/8} \).

\section*{B. Transfer matrices}

The fact that the considered two-body potential is piecewise-constant leads to solutions that behave locally like \( \Psi_{k_u} \) in Eq. (7). Those radii \( r_i \) that serve as boundaries of the constant potential steps, that is \( v(r_{i-1} \leq r < r_i) = u_i/(2m) \), are referred to as transition radii. Using Eq. (5), we can translate transition radii into transition hyperradii,

\[ R_i(\alpha, \beta) = \frac{r_i}{\sqrt{2} \cos \alpha \cos \beta}, \] (9)

which can be understood as surfaces in \( \mathbb{R}^3 \). From our previous findings we deduce two features of the global behavior of the total wavefunction: Locally, it behaves like a superposition as in
Eq. (7). However, the factor $k^{(i)} = k_{\text{int}}$ only appears in the arguments of the Bessel functions if we consider the wavefunction within the specific segment between two adjacent surfaces $R_{i-1}(\alpha, \beta)$ and $R_i(\alpha, \beta)$. In order to obtain a smooth wavefunction, solutions of adjacent segments need to be connected with each other in a continuous and differentiable manner. This connection is achieved by the application of transfer matrices, see Ref. [21]. At this point, we closely follow the approach of our work in Ref. [20], where we have thoroughly derived transfer matrices for the three-boson case. Similar to these transfer matrices depending also on the hyperangle $\alpha$, we expect transfer matrices in the four-boson case to depend on both hyperangles $\alpha$ and $\beta$. This also introduces hyperangular dependencies to the coefficients $A$ and $B$ in Eq. (7), which finally leads to a non-trivial hyperangular behavior of the total wavefunction.

At each surface $R_i(\alpha, \beta)$ the continuity and differentiability criteria become manifest in the following two equations that connect Bessel coefficients of adjacent segments with each other:

$$A^{(i)}(\alpha, \beta) J_{7/2} \left[ k^{(i)} R_i(\alpha, \beta) \right] + B^{(i)}(\alpha, \beta) Y_{7/2} \left[ k^{(i)} R_i(\alpha, \beta) \right] = A^{(i+1)}(\alpha, \beta) J_{7/2} \left[ k^{(i+1)} R_i(\alpha, \beta) \right] + B^{(i+1)}(\alpha, \beta) Y_{7/2} \left[ k^{(i+1)} R_i(\alpha, \beta) \right],$$  \hspace{1cm} (10)

and differentiability

$$A^{(i)}(\alpha, \beta) k^{(i)} J_{7/2} \left[ k^{(i)} R_i(\alpha, \beta) \right] + B^{(i)}(\alpha, \beta) k^{(i)} Y_{7/2} \left[ k^{(i)} R_i(\alpha, \beta) \right] = A^{(i+1)}(\alpha, \beta) k^{(i+1)} J_{7/2} \left[ k^{(i+1)} R_i(\alpha, \beta) \right] + B^{(i+1)}(\alpha, \beta) k^{(i+1)} Y_{7/2} \left[ k^{(i+1)} R_i(\alpha, \beta) \right].$$  \hspace{1cm} (11)

Eqs. (10) and (11) can be combined to a single vector equation

$$\begin{pmatrix} A^{(i+1)}(\alpha, \beta) \\ B^{(i+1)}(\alpha, \beta) \end{pmatrix} = T^{(i)}(v, \alpha, \beta) \begin{pmatrix} A^{(i)}(\alpha, \beta) \\ B^{(i)}(\alpha, \beta) \end{pmatrix}. $$  \hspace{1cm} (12)

Given the coefficients $A^{(i)}(\alpha, \beta)$ and $B^{(i)}(\alpha, \beta)$ in the $i$-th segment, therefore, suffices to deduce the Bessel coefficients $A^{(i+1)}(\alpha, \beta)$ and $B^{(i+1)}(\alpha, \beta)$ in the subsequent segment. In Eq. (12), the actual connection between segments is established by the transfer matrix $T^{(i)}(v, \alpha, \beta)$. With the product

$$\{ f, g \}^{(i)}(v, \alpha, \beta) = k^{(i+1)} f_{7/2} \left[ k^{(i)} R_i(\alpha, \beta) \right] g_{5/2} \left[ k^{(i+1)} R_i(\alpha, \beta) \right] - k^{(i)} f_{5/2} \left[ k^{(i)} R_i(\alpha, \beta) \right] g_{7/2} \left[ k^{(i+1)} R_i(\alpha, \beta) \right]$$  \hspace{1cm} (13)

for two families $\{ f_x \}_{x \in \mathbb{R}}$ and $\{ g_x \}_{x \in \mathbb{R}}$ of differentiable functions, the transfer matrix between the $i$-th and the $(i+1)$-th segment can be written as

$$T^{(i)}(v, \alpha, \beta) = \frac{\pi}{2} R_i(\alpha, \beta) \begin{pmatrix} J^{(i)}(v, \alpha, \beta) + \{ J, Y \}^{(i)}(v, \alpha, \beta) \\ Y \{ J, Y \}^{(i)}(v, \alpha, \beta) - J \{ J, Y \}^{(i)}(v, \alpha, \beta) \end{pmatrix}. $$  \hspace{1cm} (14)
By a successive application of transfer matrices, it is possible to infer the Bessel coefficients $A^{(i)}(\alpha, \beta)$ and $B^{(i)}(\alpha, \beta)$ in the $i$-th segment from those in the very first segment, that is $A^{(1)}(\alpha, \beta)$ and $B^{(1)}(\alpha, \beta)$. Since the Bessel function $Y_{7/2}(x)$ is singular at $x = 0$, the corresponding coefficient in the first segment needs to vanish in order to ensure square-integrability, that is $B^{(1)}(\alpha, \beta) = 0$. The entire normalization of the total wavefunction, therefore, depends on the value of $A^{(1)}(\alpha, \beta)$.

Without loss of generality, we choose $A^{(1)}(\alpha, \beta) = 1$, which also fixes all remaining Bessel coefficients:

$$A^{(i)}(\alpha, \beta) = \begin{pmatrix} 1, & 0 \end{pmatrix} \begin{pmatrix} \prod_{j=1}^{i-1} T^{(j)}(v, \alpha, \beta) \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (15)$$

$$B^{(i)}(\alpha, \beta) = \begin{pmatrix} 0, & 1 \end{pmatrix} \begin{pmatrix} \prod_{j=1}^{i-1} T^{(j)}(v, \alpha, \beta) \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \quad (16)$$

C. Delta-shell regularization

Similar to our work in Ref. [20], the piecewise-constant two-body potentials approximate singular potentials, which are known to produce unphysical infinities in the short-range sector. At this point, Wilsonian renormalization comes into play: The key idea is to eliminate these infinities by integrating out the responsible short-range degrees of freedom below some short-range cutoff. Since low-energy observables need to be independent of the cutoff, counterterms are introduced, which correspond to additional couplings.

We again apply delta-shell regularization to two-body potentials. This means that $v(\sqrt{2} \cos \alpha \cos \beta)$ is substituted by

$$v(R_* | R, \alpha, \beta) = \begin{cases} \frac{1}{4mR_*^* \cos^2 \alpha \cos^2 \beta} H(R_*, \alpha, \beta) \delta(R - R_*) & R < R_* \\ +v(\sqrt{2} R \cos \alpha \cos \beta) & R \geq R_* \end{cases}, \quad (17)$$

where $R_* = r_* / (\sqrt{2} \cos \alpha \cos \beta)$ is the cutoff hyperradius that follows from a given cutoff radius $R_*$ and hyperangle pair $\alpha$ and $\beta$. Note that delta-shell regularization does not affect the two-body potential beyond the cutoff hyperradius. The actual substitution takes place for hyperradii $R \in [0, R_*)$ instead. Here $v(R_* | R, \alpha, \beta)$ only takes non-zero values infinitesimally close to the delta-shell with radius $R_*$. Note that by successively increasing the cutoff hyperradius, increasingly more short-range degrees of freedom of the original two-body potential are eliminated.
The coupling constant $H(R_*, \alpha, \beta)$ is essential to our search for limit cycles in the four-boson case. Its purpose is to ensure cutoff-independence of low-energy observables by satisfying a corresponding matching condition. Quantities that are usually considered in this context are either tetramer ground-state energies or, as we will do in the following, the zero-energy wavefunction. That means we derive the wavefunction for the regularized four-boson system and adjust the coupling constant $H(R_*, \alpha, \beta)$ such that it equals the wavefunction of the unregularized system beyond the hyperradial cutoff.

Since we have already presented a detailed derivation of the coupling constant in Ref. [20], we only highlight the most important aspects in the four-body case: Due to the delta function in Eq. (17), $H(R_*, \alpha, \beta)$ can be obtained by an infinitesimal hyperradial integration over the low-energy Faddeev equation (see App. A),

$$H(R_*, \alpha, \beta) = -\frac{4mR_*}{3} \cos^2 \alpha \cos^2 \beta \int_{R_*-\delta R}^{R_*+\delta R} dR \frac{1}{\Psi(R, \alpha, \beta)} (T_R + T_\alpha + T_\beta - E) \Psi(R, \alpha, \beta).$$

Due to the infinitesimal integration around the delta-shell, the contribution of most integrands in Eq. (18) will vanish. It is only the second-order hyperradial derivatives originating from the hyperradial kinetic energy operator

$$T_R = -\frac{1}{2m} \left( \frac{\partial}{\partial R^2} + \frac{8}{R} \frac{\partial}{\partial R} \right),$$

that are allowed to be discontinuous and that produce non-zero contributions to the coupling constant. Resolving the integral yields

$$H(R_*, \alpha, \beta) = -\frac{1}{3} R_* \cos^2 \alpha \cos^2 \beta \int_{R_*-\delta R}^{R_*+\delta R} dR \frac{\Psi''(R, \alpha, \beta)}{\Psi(R, \alpha, \beta)}$$

$$= \frac{1}{3} R_* \cos^2 \alpha \cos^2 \beta \left[ \lim_{R \to R_*^-} \frac{\Psi^{(1)'}(R, \alpha, \beta)}{\Psi^{(1)}(R, \alpha, \beta)} - \lim_{R \to R_*^+} \frac{\Psi^{(2)'}(R, \alpha, \beta)}{\Psi^{(2)}(R, \alpha, \beta)} \right],$$

where $\Psi^{(1)}(R, \alpha, \beta)$ denotes the solution of the effectively free four-boson system with $R < R_*$ inside of the delta-shell and $\Psi^{(2)}(R, \alpha, \beta)$ denotes the wavefunction outside of the delta-shell. Let us assume that the cutoff hyperradius is located in the $i$-th segment, that is

$$R_{i-1}(\alpha, \beta) \leq R_*(\alpha, \beta) < R_i(\alpha, \beta).$$

Inserting Eq. (7) with $\kappa_u = \sqrt{-6u}$, where $u$ vanishes inside of the delta-shell, into Eq. (20) and approximating Bessel functions with their asymptotic behavior at small arguments as in Ref. [20]...
then yields the coupling constant

\[ H(R_*, \alpha, \beta) = \frac{1}{3} \cos^2 \alpha \cos^2 \beta \left[ 7 - k^{(i)} R_* \left( \frac{A^{(i)}(\alpha, \beta) J_{5/2}[k^{(i)} R_*] + B^{(i)}(\alpha, \beta) Y_{5/2}[k^{(i)} R_*]}{A^{(i)}(\alpha, \beta) J_{7/2}[k^{(i)} R_*] + B^{(i)}(\alpha, \beta) Y_{7/2}[k^{(i)} R_*]} \right) \right] . \]  

(22)

III. UNSUPERVISED SEARCH FOR RG LIMIT CYCLES

Now that we know how to compute the coupling constant \( H(R_*, \alpha, \beta) \) given a pair \( \alpha, \beta \) of hyperangles, a cutoff hyperradius \( R_* \) and Bessel coefficients \( A^{(i)}(\alpha, \beta), B^{(i)}(\alpha, \beta) \) from a transfer matrix approach in each segment, we can turn to the search for RG limit cycles. More precisely, we search for two-body potentials \( v \) that cause \( H(R_*, \alpha, \beta) \) to behave log-periodically in terms of \( R_* \). As this corresponds to the desired limit cycle behavior, we will refer to such potentials as being LC for the sake of brevity.

A. Synthetic two-body potentials

Strictly speaking, a search for LC potentials as described above would have to be performed in an infinitely dimensional function space. Given an objective function that measures the deviation of \( H(R_*, \alpha, \beta) \) from log-periodicity and, therefore, needs to be minimized, this search can be understood as a non-linear optimization problem in infinitely many dimensions. However, insisting on this naive approach is neither computationally feasible nor especially insightful. Instead, we can leverage the fact that the scope of Sec. II has been restricted to piecewise-constant and finitely-ranged potentials: These two properties allow us to treat our two-body potentials as vectors \( u \), where \( u_i / (2m) \) is the value \( v(\sqrt{2R} \cos \alpha \cos \beta) \) takes for \( R_{i-1} \leq R < R_i \). In the following we will use \( u \) and \( u(r) = 2mv(r) \) synonymously. We see that each component \( u_i \), which we will also call the \( i \)-th feature of \( u \) in order to stick to machine learning terminology, is directly related to a specific potential step. By construction, the number \( F = 10^3 \) of fixed transition radii

\[ r_i = \exp \left( \frac{12 i - F}{F - 1} \right) \]  

(23)

is also the number of features within \( u \). However, the effective dimension of the search space is even lower than \( F \). This is especially due to the fact that all considered potentials are attractive and approximate a singularity in the origin. A typical estimate of that effective dimension is the latent space dimension \( L \) of autoencoders, see Refs. [27, 28], that faithfully reproduce given inputs: Their bottleneck architecture enforces a severe information loss during encoding, such that the decoder needs to reconstruct the usually high-dimensional input from a much lower-dimensional
latent vector containing only the $L$ most distinctive features. When using variational autoencoders (VAEs), see Ref. [23], it is even possible to generate new potentials from latent space. Since these potentials do not appear in the original training and test data sets, they are also referred to as synthetic potentials.

At this point it is obvious to use the pretrained models from Ref. [20], since the former search space coincides with the current search space for four-boson limit cycles. Back then, we used a boosted ensemble $A = D \circ E$ of $N_C = 8$ variational autoencoders $A_i = D_i \circ E_i$ with $i = 1, \ldots, 8$, where $E_i : \mathbb{R}^F \to \mathbb{R}^L$ and $D_i : \mathbb{R}^L \to \mathbb{R}^F$ are the $i$-th encoder and decoder, respectively, that either map to or from an $L = 3$ dimensional latent space. Since the individual latent spaces of the $A_i$ are independent from each other, the effective latent space dimension of the whole ensemble is $N_C \times L = 24$.

It must be mentioned that prior to the training pipeline, all potentials have been transformed to have all features of the same order of magnitude among the whole training set. Given the raw potential $u$, this non-linear transformation yields potentials with the features

$$\tilde{u}_i = \frac{1}{8} \log(-u_i).$$

Consequently, $A$ actually encodes the transformed potentials $\tilde{u}$, which is especially important when dealing with synthetic potentials. Fig. 1 shows several synthetic potentials as provided by $D$. Due to being transformed, an inverse transformation has to be implemented at the end of the decoding pipeline. Finally, it is the potentials $u$ with features $u_i = -\exp(8 \tilde{u}_i)$ resulting from the inverse transformation that can be used to derive RG flows for synthetic potentials. In fact, both data sets used to train and validate the ensemble $A_i$ as well as on the effective encoder $E$ and $D$ can be found in Ref. [20].

### B. Limit cycle loss and genetic algorithm

Using the pretrained ensemble $A$ from Ref. [20], we have reduced the search for LC potentials in high-dimensional feature space to an optimization problem in low-dimensional latent space. Each point in latent space corresponds to a two-body potential for which the low-energy Faddeev equation can be solved and the RG flow of the coupling constant $H(R_*, \alpha, \beta)$ can be derived. The decisive criterion by which we determine LCness is the log-periodicity of $H(R_*, \alpha, \beta)$ in the interval

$$P = \left[ \log(-12) - \log(\sqrt{2} \cos \alpha \cos \beta), -\log(\sqrt{2} \cos \alpha \cos \beta) \right].$$

(25)
FIG. 1. The dashed line represents the decoded origin of the latent space that has been established by the boosted VAE ensemble \( \mathcal{A} \) in Ref. [20]. Due to its central position in latent space, its shape can be understood as the average potential shape of the data set used for training. By iteratively moving away from the latent space origin with a constant step size along three random directions and decoding each attained point, three different families of synthetic two-body potentials emerge. Here, opacity visualizes the distance between the respective point and the latent space origin.

This also needs to be reflected in the objective function we want to minimize. Again we work with the limit cycle loss (LCLoss) that has already been used to identify RG limit cycles for three identical bosons in Ref. [20]. Once we know \( H(R_*, \alpha, \beta) \) for some pair of fixed hyperangles \( \alpha \) and \( \beta \) we first need to find those cutoff hyperradii \( p_i \) at which it becomes singular. Log-periodicity requires the logarithms of these cutoff hyperradii to be equidistant. Therefore, we search for two-body potentials that cause the distribution \( \Pi \) of all distances \( p_{i+1} - p_i \) between adjacent poles two have a minimum standard deviation. The LCLoss itself is again defined as the quotient of the standard deviation and mean of \( \Pi \),

\[
\mathcal{L}_{\text{LC}} = \frac{\sigma(\Pi)}{\mu(\Pi)}. \tag{26}
\]

Note that in the limit of perfect log-periodicity, \( \sigma(\Pi) \) and, consequently, \( \mathcal{L}_{\text{LC}} \) vanish. However, deviations from log-periodicity increase \( \mathcal{L}_{\text{LC}} \) and are penalized during optimization.

An important aspect of the RG flow of \( H(R_*, \alpha, \beta) \) that must not be ignored during the computation of LCLosses is that the number \( N_\Pi = |\Pi| + 1 \) of poles in the interval \( P \) with \( |\Pi| \) being
the number of elements in Π sensitively depending on the depth of the considered potential. The
deeper a potential, the more poles are encountered by the RG flow of \( H(R_*, \alpha, \beta) \). While the
LCLoss cannot be reliably estimated if there are only \( N_\Pi \sim \mathcal{O}(1) \) poles, there is the risk that
the pole frequency exceeds the hyperradial resolution of \( 10^5 \) for extremely deep potentials. Let us
consider scaling by a constant factor: With the scaled potential
\[
    u_i = -\exp[8(\tilde{u}_i + s)]
\]
this scaling operation can also be understood as an addition of a constant term \( s \) to all features of
the transformed potential. It plays a special role because it never makes a non-LC potential LC or
vice-versa, see Ref. [20]. Therefore, it is sufficient to scale all synthetic potentials to a reasonable
depth at which none of the two mentioned issues occurs. Without loss of generality, we again
choose \( s \) such that \( N_\Pi \) approximately takes the value 100 at the hyperangles \( \alpha = 0 \) and \( \beta = 0 \).
In order to scale synthetic potentials appropriately, we supervisedly train a boosted ensemble \( S \)
of CNNs with the same architecture as in Ref. [20] to predict scales \( s \) for given inputs in latent
space. The inputs in the training and test data sets are again drawn from a standard distribution
in latent space. The only difference to our approach in Ref. [20] is that the scales themselves are
no longer obtained by a grid search, but by a bisection in the range \( s \in [-15, +5] \). The bisection is
terminated if the maximum of 20 iterations is reached or if a value \( s \) is found such that \( H(R_*, \alpha, \beta) \)
has exactly \( N_\Pi = 100 \) poles for \( R_\ast \in P \). When inspecting \( 10^3 \) synthetic potentials drawn from a
standard distribution in latent space, we find the distribution of \( N_\Pi \) to have the main mean \( \mu = 105.4 \)
and standard deviation \( \sigma = 61.0 \). Compared to the optimal value of \( N_\Pi = 100 \), this is a rather
large error. However, this is mainly due to very few outliers with pole numbers of the order
\( N_\Pi \sim \mathcal{O}(10^3) \), which also correspond to outliers of the latent space distribution. When restricting
the pole number to \( N_\Pi \in [60, 140] \), only 19 entries are dropped, while 981 entries remain. Their
distribution is shown in Fig. 2 and has its mean \( \mu = 100.3 \) much closer to the optimal value as well as
a much lower standard deviation of \( \sigma = 8.2 \).

As a map from latent space to \( \mathbb{R}_+ \), the LCLoss has a notably complex loss surface topology.
Due to scaling potentials such that the coupling constant \( H(R_*, \alpha, \beta) \) produces approximately
\( N_\Pi = 100 \) poles, we obtain a reliable estimate on the LCLoss that mainly depends on the shape
and not on the depth of the synthetic potentials. Nonetheless, the loss surface still produces a
minor bump whenever a pole enters or leaves the interval \( P \). In addition, the global behavior is
highly non-convex. Therefore, gradient-descent techniques are ruled out and we require another
optimization approach.
FIG. 2. Distribution of the number \( N_{\Pi} \) of poles of the coupling constant \( H(R_\star, \alpha, \beta) \) for \( 10^3 \) synthetic potentials randomly drawn from the standard distribution in latent space. From these \( 10^3 \) synthetic potentials, 19 are not represented in the shown histogram, since their values for \( N_\pi \) exceed the target value of \( N_{\Pi} = 100 \) by almost one order of magnitude. These outliers correspond to points that are comparatively remote from the latent space origin and cause the standard deviation of the whole \( N_{\Pi} \) distribution to take the notably large value of \( \sigma = 61.0 \). However, dropping these outliers and only considering entries in the displayed interval, we obtain a satisfactorily small standard deviation of \( \sigma = 8.2 \) and a mean of \( \mu = 100.3 \), which is much closer to the target value.

We decide to continue exactly as in Ref. [20], where an elitist Genetic Algorithm similar to Goldberg’s Simple Genetic Algorithm (SGA) is applied to 50 populations of 100 synthetic potentials each over 100 generations in parallel. Relegating to Ref. [20] for technical details, we want to recapitulate the main principle of GAs: Given a measure of fitness (the LCLoss) for all individuals (the synthetic potentials), the key idea of GAs is that fitter individuals are favored during crossover selection and, therefore, more likely to produce offspring than the remaining, weaker individuals. The offspring again shares genes (latent space coordinates) of both parents and experiences mutation, by which it is possible to further explore the fitness landscape, or equivalently the loss surface, and even extend the domain of the initial population. Each generation consists of crossover selection, crossover, mutation and death selection. While weaker individuals will be dropped over time, increasingly fitter individuals are produced and ideally accumulate around well performing local minima or even the global minimum of the loss surface. In this particular case,
FIG. 3. The fifty fittest individuals resulting from the elitist GA are fitted with a linear function 
\[ \tilde{u}_{\text{fit}}(r) = a \log(r) + s. \] All fittest individuals behave strikingly similar in the short range regime with 
\[ \log(r) \lesssim -3. \] However, as it is reflected in the 68% and 95% prediction intervals (PI) of the distribution of 
fittest individuals, there is a broadening in the long range regime \( \log(r) \gtrsim -3 \) due to outliers.

we can infer accumulation points from analyzing the fittest individuals from each population after 100 generations and identify them with the desired LC potentials.

IV. RESULTS

Fig. 3 displays the 68% and 95% prediction intervals of the distribution that contains all fifty fittest individuals as well as a linear fit \( \tilde{u}_{\text{fit}}(r) = a \log(r) + s \) through all data points. In the short-range regime with \( \log(r) \lesssim -3 \) the obtained synthetic potentials are remarkably similar, which follows from the narrow prediction bands. This sufficiently verifies that these individuals only accumulate around one point in latent space. It is also evident that this accumulation point actually corresponds to an LC potential, since the absolute fittest individual, which is close to the displayed fitted line in Fig. 3, has a satisfactorily low LCLoss of \( \mathcal{L}_{\text{LC}} = 1.436 \times 10^{-2} \). In Ref. [20], we found one unique accumulation point in latent space, which could be identified with the inverse square potential

\[ u(r) = -\frac{\exp(8s)}{r^2}, \]  (28)
or, when applying the transformation in Eq. (24),

$$\tilde{u}(r) = -\frac{1}{4} \log(r) + s. \quad (29)$$

Out of the two parameters $a_{\text{fit}} = (-2.555 \pm 0.135) \times 10^{-1}$ and $s_{\text{fit}} = (6.453 \pm 1.027) \times 10^{-1}$ of the fitted line in Fig. 3, we are particularly interested in $a_{\text{fit}}$. Since the slope $a = -1/4$ from Eq. (29) deviates by less than 1$\sigma$ from the fitted slope, this is, in fact, the same accumulation point that was already identified in Ref. [20]. We can also convince ourselves of that conclusion by directly applying the inverse transformation to the fitted line, which yields the potential $u_{\text{fit}}(r) \propto 1/r^{p_{\text{fit}}}$ with the exponent

$$p_{\text{fit}} = -8a_{\text{fit}} = 2.044 \pm 0.108. \quad (30)$$

With $\mathcal{L}_{\text{LC}} = 1.288 \times 10^{-1}$, the LCLoss of the fitted line turns out to be much higher that the absolute fittest individual. However, this is most likely due to the influence of the outliers on the fitted slope. Substituting the fitted slope of the line with the value $a = -1/4$ yields the LCLoss $\mathcal{L}_{\text{LC}} = 3.872 \times 10^{-5}$ of the inverse-square potential, which is significantly lower and, thus, serves as additional evidence for this accumulation point to be an LC potential.

Based on the broad 95% prediction interval for $\log(r) \gtrsim -3$ in Fig. 3, we conclude that there are quite a few outliers at larger distances. Therefore, we need to investigate whether these outliers are merely a product of statistics during the GA or if they actually indicate the presence of an alternative LC potential beyond the inverse square potential, which merely could not be reached due to suboptimal crossover and mutation hyperparameters. Let us introduce the inverse-square-loss $(r^{-2}\text{Loss})$ for a transformed potential $\tilde{u}$ as

$$\mathcal{L}_{r^{-2}}(\tilde{u}) = \sqrt{\int_{-12}^{0} d\log(r) \left( \tilde{u}(r) + \frac{\log(r)}{4} \right)^2}. \quad (31)$$

Note that $u$ is penalized the more its shape deviates from that of an inverse-square potential as in Eq. (28). This $r^{-2}\text{Loss}$ is constructed to vanish when evaluated for $\tilde{u}$ from Eq. (29). Fig. 4 shows how LCLoss and $r^{-2}\text{Loss}$ are related with each other for the fifty fittest individuals. We can observe a strong correlation between the two losses at lower values. Although the point cloud becomes more diffuse at higher $r^{-2}\text{Losses}$, we can still conclude that all outliers have larger LCLosses and are merely of statistical origin. Finally, this also rules out the above hypothesized existence of alternative LC potentials.

So far, calculations of LCLosses have been carried out at specific hyperangles $\alpha = 0$ and $\beta = 0$. All that remains for us to verify is that the inverse-square potential remains the only
FIG. 4. Each point represents one of the fifty fittest individuals resulting from the elitist GA. Their coordinates are determined by the corresponding LCLoss and $r^{-2}\text{Loss}$. All LCLosses on the $y$-axis are given in units of $10^{-1}$. While the plotted distribution is more diffuse at larger $r^{-2}\text{Loss}$, there is a clear correlation between the $r^{-2}\text{Loss}$ and the LCLoss at lower losses. For instance, the fittest individual with LCLoss $1.436 \times 10^{-2}$ has also the lowest $r^{-2}\text{Loss}$ $1.451 \times 10^{-2}$.

LC potential in the four-boson sector for other hyperangle configurations. Similar to Ref. [20] we observe that at fixed scales $s$ the pole density of $H(R_s, \alpha, \beta)$ is not constant, but a function of the hyperangles. With the definitions of the two hyperangles in Eq. [4], the regime of high-pole densities is located close to the limits $\alpha \to \pi/2$ and $\beta \to \pi/2$. Since we want to avoid misidentifying poles of $H(R_s, \alpha, \beta)$ due to pole densities that are larger than the hyperradial resolution, we cannot inspect the whole hyperangular domain. Instead, we restrict the evaluation of LCLosses for $1/r^p$ potentials to configurations $(p, \alpha)$ with $1.92 \leq p \leq 2.08$ and $0 \leq \alpha \leq \pi/4$. The following procedure is the same as in Ref. [20]. However, the second hyperangle $\beta$, which is introduced by the fourth particle, is an additional degree of freedom, which must be taken into account. For the sake of readability, we restrict it to the four discrete values $\beta \in \{0, \pi/12, \pi/6, \pi/4\}$. Fig. 5 displays the four corresponding loss surfaces. These are essentially identical, that is independent of $\beta$, independent of $\alpha$ and and all have a distinctive ravine with $L_{LC} \sim \mathcal{O}(10^{-5})$ at the expected exponent $p = 2$. Finally, we have verified that the inverse-square potential also minimizes the LCLoss for hyperangle configurations beyond $\alpha, \beta = 0$. 
FIG. 5. Loss surfaces for the LCLoss of $1/r^p$ potentials with exponents $p \in [1.92, 2.08]$ and the hyperangle $\alpha \in [0, \pi/4]$ evaluated at four discrete hyperangles $\beta \in \{0, \pi/12, \pi/6, \pi/4\}$. While each individual surface is almost perfectly independent of $\alpha$, the four surfaces also strongly resemble each other, which indicates independence of the hyperangle $\beta$. Since each surface has a distinctive ravine at $p = 2$, the inverse-square potential is also the only LC potential at other hyperangles than $\alpha, \beta = 0$.

V. DISCUSSION

As it has already been shown in Ref. [20], the inverse-square potential is the only two-body potential leading to an RG limit cycle in systems of three identical bosons without requiring the two-body $S$-wave scattering length to approach the unitary limit. In this work, we address the question whether that observation can also be continued to the next complicated few-body system, that is the system of four identical bosons interacting exclusively by an attractive, piecewise-constant and finitely-ranged two-body potential.

The starting point of our search for the desired four-boson RG limit cycles is the corresponding low-energy Faddeev equation in hyperspherical coordinates. By means of a generalized transfer matrix method the individual local solutions can be connected with each other in a continuous and differentiable way, from which the total low-energy four-boson wavefunction follows. Subsequently,
we perform a delta-shell regularization, which yields a coupling constant \( H(R_*, \alpha, \beta) \) depending on a cutoff hyperradius \( R_* \) and the two hyperangles \( \alpha, \beta \). For sufficiently deep potentials, numerous poles along the \( R_* \)-axis emerge for \( H(R_*, \alpha, \beta) \). The LCLoss measuring the log-periodicity of poles in \( H(R_*, \alpha, \beta) \) is heavily inspired by the LCLoss in Ref. [20]. By construction, a vanishing LCLoss indicates perfect log-periodicity of \( H(R_*, \alpha, \beta) \) and, therefore, discrete scale symmetry or, equivalently, an RG limit cycle.

Using the same boosted ensemble of VAEs as in Ref. [20], we initialize populations of singular, attractive, piecewise-constant and finitely-ranged two-body potentials in its low-dimensional latent space. In this context, the LCLoss can also be understood as a fitness parameter for each individual within these populations, which is an important prerequisite for GAs. Applying the same GA as in Ref. [20] to fifty populations in parallel and, thereby, reducing the search for limit cycles to an optimization problem in latent space, we observe the fittest individuals from each population to accumulate around one specific point in latent space. Again, we identify this point as the inverse-square potential, for which the LCLoss vanishes independent of the considered hyperangle configuration. The existence of alternative LC potentials in the four-boson system is ruled out due to the correlation between the LCLoss and the \( r^{-2} \)Loss.

Apart from obvious limitations like the restriction to zero-node solutions and finitely-ranged and piecewise-constant two-body potentials, there are other non-trivial limitations to our results that need to be discussed: The error of the fitted slope in Eq. (30) is sufficiently small to reliably establish a connection to the inverse-square potential. However, it turns out to exceed the corresponding error on the slope in Ref. [20] by one order of magnitude. The question how this significantly larger error occurs breaks down to investigating the origin of the responsible outliers. There are only two aspects in which the approach of this work differs from that in Ref. [20]. Firstly, the scales \( s \) on which the ensemble \( S \) is trained are derived by a bisection and not by a grid search as in Ref. [20]. But since this bisection provides a much finer scale-resolution in comparison to the referred grid search, this cannot serve as a possible explanation. The remaining aspect, which, therefore, somehow needs to explain the larger error, is the presence of a fourth boson itself. Note that the Bessel functions within the zero-node solutions have larger indices than in Ref. [20]. This entails a tendency to larger node frequencies and, consequently, larger pole frequencies for the coupling constants. It is likely that the LCLoss in this work is less error-tolerant than the LCLoss used for three identical bosons in Ref. [20]. If this proves to be true, this problem could become more severe for additional particles and poses numerical challenges on analyses of RG limit cycles for \( A \)-body systems with \( A > 4 \).
During the analysis of loss surfaces for $1/r^p$ potentials, we have only considered hyperangles $\alpha, \beta \in [0, \pi/4]$. Note, that the ensemble $S$ is only trained to scale potentials to produce pole numbers around the target value $N_{\Pi} = 10^2$ at the specific hyperangles $\alpha = 0$ and $\beta = 0$. For hyperangles $\alpha, \beta \gtrsim \pi/4$, we observe that this scaling no longer suffices to keep the pole frequency below the hyperradial resolution. Strictly speaking, it would be necessary to train an alternative ensemble $S'$ to make the regime $\alpha, \beta \in [\pi/4, \pi/2]$ accessible to our loss surfaces. However, the loss surfaces in our restricted hyperangular domain turn out to be independent of both hyperangles. Therefore, we simply assume that this trend continues to larger hyperangles as well.

Although there is much overlap in methodology with Ref. [20], the result of this work must be considered separately. Since the results of Ref. [20] apply to each of the four three-boson subsystems, we arrive at the following, central conclusion: If the three-boson subsystems individually give rise to an RG limit cycle, then an RG limit cycle can be automatically predicted for the entire four-boson system.

First of all, this observation is deeply related to Ref. [13], where it is shown that after a renormalization of the two- and three-body subsystems, tetramer energies already turn out to be independent of the UV-cutoff. If we had found a different LC potential than the inverse-square potential, this would indicate that an additional scale emerges in the four-body system and that a four-body term is required at LO. However, we could rule out the existence of other LC potentials, which we also understand as further validation of Ref. [13].

Secondly, the question arises whether this pattern continues to more complex few-body systems. Considering only systems of identical bosons interacting through one and the same two-body potential beyond the unitary limit, this would imply that RG limit cycles in $A'''$-body subsystems also cause RG limit cycles to emerge in any higher-order $A'$-body subsystems with $3 \leq A''' < A' \leq A$ and arbitrary $A > 4$. Within the restricted framework of finitely-ranged and piecewise-constant two-body potentials, the hyperspherical and local zero-node solutions behave like a superposition $(CJ_x(k_x R) + DY_x(k_x R))/R^y$ for any numbers $A$ of particles. Therefore, a thorough investigation of such generalized wavefunctions with arbitrary $x, y \in \mathbb{R}_+$ and the corresponding coupling constants could shed light on this conjecture.
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Appendix A: Low-energy Faddeev equation in the four-boson sector

In a system of four identical bosons with mass $m$, one can identify twelve degrees of freedom, e.g. in the form of the four position vectors $r_1, r_2, r_3, r_4$ in coordinate space. Since we are not interested in center-of-mass dynamics, these can be separated out, which corresponds to a reduction by three degrees of freedom. The Jacobi coordinates

$$j_{ba} = \frac{1}{\sqrt{2}} (r_b - r_a), \quad j_{cba} = \sqrt{\frac{2}{3}} \left( r_c - \frac{r_b + r_a}{2} \right), \quad j_{dcba} = \sqrt{\frac{3}{2}} \left( r_d - \frac{r_c + r_b + r_a}{3} \right), \quad (A1)$$

are suitable for expressing the resulting Hamilton operator of relative motion in a mathematically simple manner: With $\Delta_{ba}, \Delta_{cba}, \Delta_{dcba}$ being the Laplacians with respect to the Jacobi vectors $j_{ba}, j_{cba}, j_{dcba}$ from Eq. (A1), the relative motion kinetic energy operator becomes

$$T = -\frac{1}{2m} (\Delta_{ba} + \Delta_{cba} + \Delta_{dcba}). \quad (A2)$$

Here, $(a, b, c, d)$ is some permutation of $(1, 2, 3, 4)$ if not stated otherwise. The underlying permutation symmetry directly follows from the assumption of all four bosons being identical. Meanwhile, we restrict our analysis to finitely-ranged and isotropic two-body potentials $v(r)$ that only depend on the inter-particle distance $r$. Since there are six different undirected edges between four particles, the resulting potential can be represented as a sum of six different contributions,

$$V(r_1, r_2, r_3, r_4) = \sum_{a=1}^{3} \sum_{b>a}^{4} v \left( \sqrt{2} j_{ba} \right). \quad (A3)$$

The resulting Hamiltonian of relative motion is then given as the sum $H = T + V$ of the kinetic energy operator $T$ from Eq. (A2) and the above potential $V$ from Eq. (A3).

For further reducing degrees of freedom, we first need to transform all dependencies on magnitudes of Jacobi coordinates within the Hamiltonian of relative motion to hyperspherical coordinates, see Ref. [2]. These are comprised of the hyperradius

$$R = \sqrt{j_{ba}^2 + j_{cba}^2 + j_{dcba}^2} \quad (A4)$$
and, in the case of four particles, two hyperangles

\[ \alpha_{cba} = \arcsin \left( \frac{j_{cba}}{\sqrt{j_{ba}^2 + j_{cba}^2}} \right), \quad \beta_{dcba} = \arcsin \left( \frac{j_{dcba}}{\sqrt{j_{ba}^2 + j_{cba}^2 + j_{dcba}^2}} \right). \]  

(A5)

Therefore, the magnitudes of the Jacobi coordinates can be uniquely determined once all hyperspherical coordinates are known and vice-versa,

\[ j_{ba} = R \cos \alpha_{cba} \cos \beta_{dcba}, \quad j_{cba} = R \sin \alpha_{cba} \cos \beta_{dcba}, \quad j_{dcba} = R \sin \beta_{dcba}. \]  

(A6)

Using the chain-rule, derivatives transform as follows:

\[ \frac{d}{dj_{ba}} = \cos \alpha_{cba} \cos \beta_{dcba} \frac{\partial}{\partial R} - \frac{1}{R} \sin \alpha_{cba} \frac{\partial}{\partial \alpha_{cba}} - \frac{1}{R} \cos \alpha_{cba} \sin \beta_{dcba} \frac{\partial}{\partial \beta_{dcba}}, \]  

(A7)

\[ \frac{d}{dj_{cba}} = \sin \alpha_{cba} \cos \beta_{dcba} \frac{\partial}{\partial R} + \frac{1}{R} \cos \alpha_{cba} \frac{\partial}{\partial \alpha_{cba}} - \frac{1}{R} \sin \alpha_{cba} \sin \beta_{dcba} \frac{\partial}{\partial \beta_{dcba}}, \]  

(A8)

\[ \frac{d}{dj_{dcba}} = \sin \beta_{dcba} \frac{\partial}{\partial R} + \frac{1}{R} \cos \beta_{dcba} \frac{\partial}{\partial \beta_{dcba}}. \]  

(A9)

Let \( j, \Delta \) and \( L \) denote the magnitude, Laplacian and, respectively, the angular momentum operator of one of the Jacobi coordinates from Eq. (A1). These are related to each other as follows:

\[ \Delta = \frac{1}{j^2} \frac{\partial}{\partial j} \left( j^2 \frac{\partial}{\partial j} \right) - \frac{L^2}{j^2}. \]  

(A10)

Note that the mentioned coordinate transform requires us to insert either Eq. (A7), (A8) or (A9) into Eq. (A10), depending on the actual choice of the Jacobi coordinate. Continuing this to each summand in Eq. (A2), we obtain the relative kinetic energy operator

\[ T = T_R + T_\alpha + T_\beta + \frac{\Lambda^2}{2mR^2}. \]  

(A11)

with the hyperradial kinetic energy operator

\[ T_R = -\frac{1}{2m} \left( \frac{\partial}{\partial R^2} + \frac{8}{R} \frac{\partial}{\partial R} \right) \]  

(A12)

as well as the two hyperangular kinetic energy operators

\[ T_\alpha = -\frac{1}{2mR^2 \cos^2 \beta_{dcba}} \left( \frac{\partial}{\partial \alpha_{cba}^2} + 4 \cot(2\alpha_{cba}) \frac{\partial}{\partial \alpha_{cba}} \right) \]  

(A13)

and

\[ T_\beta = -\frac{1}{2mR^2} \left( \frac{\partial}{\partial \beta_{dcba}^2} + (2 \cot \beta_{dcba} - 5 \tan \beta_{dcba}) \frac{\partial}{\partial \beta_{dcba}} \right). \]  

(A14)
Together with the grand angular momentum operator

\[ \Lambda^2 = \frac{L_{ba}^2}{\cos^2 \alpha_{cba} \cos^2 \beta_{dcba}} + \frac{L_{cba}^2}{\sin^2 \alpha_{cba} \cos^2 \beta_{dcba}} + \frac{L_{dcba}^2}{\sin^2 \beta_{dcba}}, \]  

(A15)

these agree with the recursion relation for hyperspherical operators from Ref. [24]. We now decompose the wave function into six Faddeev components, as demonstrated in Ref. [25],

\[ \psi(r_1, r_2, r_3, r_4) = \sum_{(a,b,c,d) \in Q} \psi(j_{ba}, j_{cba}, j_{dcba}). \]  

(A16)

In contrast to the three-particle sector, where only three Faddeev components are required, here the number of six components arises from the fact that there are six undirected edges between four particles. As an index set,

\[ Q = \{(1, 2, 3, 4), (1, 3, 2, 4), (1, 4, 2, 3), (2, 3, 1, 4), (2, 4, 1, 3), (3, 4, 1, 2)\} \]  

(A17)

labels all of these edges. The key idea of the approach in Eq. (A16) is that the total wavefunction \( \Psi \) solves the Schrödinger equation,

\[ H \psi(r_1, r_2, r_3, r_4) = E \psi(r_1, r_2, r_3, r_4), \]  

(A18)

if the Faddeev component \( \psi \) satisfies the coupled system of six Faddeev equations

\[ \left( T_R + T_\alpha + T_\beta + \frac{\Lambda^2}{2mR^2} - E \right) \psi(j_{ba}, j_{cba}, j_{dcba}) = -v(\sqrt{2}j_{ba})\psi(r_1, r_2, r_3, r_4). \]  

(A19)

Note that these six equations differ only by the choice of the indices \((a, b, c, d) \in Q\) in the arguments of the two-body potential \( v \) and the Faddeev component \( \psi \) itself. In contrast, the indices within the hyperangular kinetic energy operators \( T_\alpha, T_\beta \) remain fixed among all six Faddeev equations as shown in Eqs. (A13) and (A14), e.g. \((a, b, c, d) = (1, 2, 3, 4)\).

The harmonic expansion of the Faddeev component \( \psi \) is given by

\[ \psi(j_{ba}, j_{cba}, j_{dcba}) = \sum_{l_{ba}, m_{ba}} \sum_{l_{cba}, m_{cba}} \sum_{l_{dcba}, m_{dcba}} \psi_{l_{ba}m_{ba}} l_{cba} m_{cba} l_{dcba} m_{dcba} (R, \alpha_{cba}, \beta_{dcba}) \times Y_{l_{ba}m_{ba}} (j_{ba}) Y_{l_{cba}m_{cba}} (j_{cba}) Y_{l_{dcba}m_{dcba}} (j_{dcba}). \]  

(A20)

Again, we recognize the nine degrees of freedom in terms of the three hyperspherical coordinates \( R, \alpha_{cba}, \beta_{dcba} \) and three normalized Jacobi coordinates \( j_{ba}, j_{cba}, j_{dcba} \). However, considering the four bosons explicitly in the low-energy regime allows us to drop terms with higher angular momenta, since these are associated with higher energies. Ref. [26] argues that neglecting terms with \( l_{ba}, l_{cba}, l_{dcba} > 0 \) is a more accurate approximation in the context of the Faddeev approach than
during a direct attempt of solving the Schrödinger equation. With the abbreviation \( \psi_0 = \psi_{00,00,00,00} \), Eq. (A16) reduces to

\[
\Psi(r_1, r_2, r_3, r_4) = \sum_{(a,b,c,d) \in Q} \psi_0(R, \alpha_{cba}, \beta_{dcba}). \tag{A21}
\]

Let us now specify the indices \((a, b, c, d) = (1, 2, 3, 4)\). We may substitute the Faddeev component in Eq. (A19) with \( \psi_0 \), such that the left-hand side now only depends on the hyperradius \( R \) and the two hyperangles \( \alpha = \alpha_{321} \) and \( \beta = \beta_{4321} \). However, there are residual couplings to the other five Faddeev equations due to the remaining contributions to \( \Psi \). These manifest in terms of implicit dependencies on other indices \((a', b', c', d') \in Q \setminus \{(a, b, c, d)\} \) that only appear on the right-hand side. Since the three Jacobi vectors \( \hat{j}_{ba}, \hat{j}_{cb}, \hat{j}_{dcba} \) are a basis of \( \mathbb{R}^3 \) as long as none of the \( R, \alpha, \beta \) and the three angles \( \theta_1, \theta_2, \theta_3 \) between the Jacobi vectors with \( \cos \theta_1 = \hat{j}_{ba} \cdot \hat{j}_{cba}, \cos \theta_2 = \hat{j}_{ba} \cdot \hat{j}_{dcba}, \cos \theta_3 = \hat{j}_{cba} \cdot \hat{j}_{dcba} \),

\[
\alpha_{c'\ell' a'} = \alpha_{c'\ell' a'}(R, \alpha, \beta; \cos \theta_1, \cos \theta_2, \cos \theta_3), \tag{A22}
\]

\[
\beta_{d' c' \ell' a'} = \beta_{d' c' \ell' a'}(R, \alpha, \beta; \cos \theta_1, \cos \theta_2, \cos \theta_3). \tag{A23}
\]

Therefore, each \( \psi_0(R, \alpha_{c'\ell' a'}, \beta_{d' c' \ell' a'}) \) can be expanded in terms of Legendre polynomials,

\[
\psi_0(R, \alpha_{c'\ell' a'}, \beta_{d' c' \ell' a'}) = \sum_x \sum_y \sum_z \psi^{(a' b' c' d')}_{xyz}(R, \alpha_{cba}, \beta_{dcba})
\]

\[
\times P_x(\hat{j}_{ba} \cdot \hat{j}_{cba}) P_y(\hat{j}_{ba} \cdot \hat{j}_{dcba}) P_z(\hat{j}_{cba} \cdot \hat{j}_{dcba}) \tag{A24}
\]

Due to the orthogonality of Legendre polynomials, the contributions of \( \cos \theta_1, \cos \theta_2, \cos \theta_3 \) can be easily eliminated by applying the triple integral

\[
\frac{1}{2^3} \int_{[-1,+1]^3} d^3 \cos \theta = \frac{1}{2^3} \int_{-1}^{+1} d \cos \theta_1 \int_{-1}^{+1} d \cos \theta_2 \int_{-1}^{+1} d \cos \theta_3 \tag{A25}
\]

on both sides of Eq. (A19). The remaining Faddeev components on the right-hand side, which have now become independent of \( \cos \theta_1, \cos \theta_2, \cos \theta_3 \) can be reproduced by a projection operator

\[
I = \frac{1}{2^3} \int_{[-1,+1]^3} d^3 \cos \theta \int_{\mathbb{R}^2} d^2 \omega' \sum_{(a', b', c', d') \in Q \setminus \{(1,2,3,4)\}} \delta^{(2)}(\omega' - \omega_{d' c' \ell' a'}) \tag{A26}
\]

which is applied to \( \psi_0(R, \alpha', \beta') \), where \( \omega' = (\alpha', \beta') \) and \( \omega_{d' c' \ell' a'} = (\alpha_{c'\ell' a'}, \beta_{d' c' \ell' a'}) \). Thereby, the system of six coupled Faddeev equations has collapsed to one single low-energy Faddeev equation for four identical bosons,

\[
(T_R + T_\alpha + T_\beta - E)\psi_0(R, \alpha, \beta) = -v(\sqrt{2}R \cos \alpha \cos \beta) [\psi_0(R, \alpha, \beta) + (I \psi_0)(R, \alpha, \beta)]. \tag{A27}
\]
In this shape, Eq. (A27) strongly resembles the low-energy Faddeev equation for three identical bosons from Ref. [2]. Due to the restriction to the low-energy sector and the application of the projection operator $I$ from Eq. (A26), the total number of degrees of freedom has finally been reduced to three, which are covered by the hyperradius $R$ as well as the two hyperangles $\alpha$ and $\beta$.

**Appendix B: Local solutions**

Since we intend to make use of the transfer matrix method, see Ref. [21], we are particularly interested in local solutions of the low-energy Faddeev equation, see Eq. (A27), for four bosons. Therefore, we consider $\psi_0$ at a fixed hyperradius $R$ and hyperangles $\alpha, \beta$ and assume the two-body potential to be constant in vicinity of $r = \sqrt{2}R \cos \alpha \cos \beta$, 

$$ v(\sqrt{2}R \cos \alpha \cos \beta) = \frac{u}{2m}. $$

Although this already seems to be a strong simplification, solving Eq. (A27) still remains extremely challenging. This is especially due to the nature of the projection operator from Eq. (A26). At the cost of restricting ourselves to zero-node solutions in the hyperangular sector, that is assuming a purely hyperradial wavefunction

$$ \psi_0(R, \alpha, \beta) = f(R), $$

we obtain a vanishing contribution of the hyperangular kinetic energy operators $T_\alpha, T_\beta$ when applied to $f(R)$ and insert

$$ (If)(R) = 5f(R) $$

on the right-hand side of Eq. (A27). Together with

$$ k_u^2 = 2mE - 6u $$

this yields a simple hyperradial equation of motion

$$ \left( \frac{\partial}{\partial R^2} + \frac{8}{R} \frac{\partial}{\partial R} + k_u^2 \right) f(R) = 0, $$

which is solved by the following linear combinations of Bessel functions of first and second kind times the monomial $1/R^{7/8}$,

$$ f_{k_u}(R) = \frac{1}{R^{7/8}} \left( A' J_{7/2}(k_uR) + B' Y_{7/2}(k_uR) \right). $$
At this point it must be remembered that $\psi(R, \alpha, \beta) = f_{k_u}(R)$ is merely a Faddeev component and that we still need to infer the total wavefunction $\Psi(R, \alpha, \beta)$ in vicinity of the hyperspherical coordinates $R, \alpha, \beta$ from Eq. (B6). For this, we insert $\psi(R, \alpha, \beta) = f_{k_u}(R)$ into each summand of Eq. (A21) and obtain the zero-node and low-energy approximation

$$\Psi_{k_u}(R) = \frac{1}{R^{7/8}} \left( A J_{7/2}(k_u R) + B Y_{7/2}(k_u R) \right)$$

(B7)

with $A = 6A'$ and $B = 6B'$.

---
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