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Abstract—In the era of “big data”, analysts usually explore various statistical models or machine learning methods for observed data in order to facilitate scientific discoveries or gain predictive power. Whatever data and fitting procedures are employed, a crucial step is to select the most appropriate model or method from a set of candidates. Model selection is a key ingredient in data analysis for reliable and reproducible statistical inference or prediction, and thus central to scientific studies in fields such as ecology, economics, engineering, finance, political science, biology, and epidemiology. There has been a long history of model selection techniques that arise from researches in statistics, information theory, and signal processing. A considerable number of methods have been proposed, following different philosophies and exhibiting varying performances. The purpose of this article is to bring a comprehensive overview of them, in terms of their motivation, large sample performance, and applicability. We provide integrated and practically relevant discussions on theoretical properties of state-of-the-art model selection approaches. We also share our thoughts on some controversial views on the practice of model selection.
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I. WHY MODEL SELECTION

Vast development in hardware storage, precision instrument manufacture, economic globalization, etc. have generated huge volumes of data that can be analyzed to extract useful information. Typical statistical inference or machine learning procedures learn from and make predictions on data by fitting parametric or nonparametric models (in a broad sense). However, there exists no model that is universally suitable for any data and goal. An improper choice of model or method can lead to purely noisy “discoveries”, severely misleading conclusions, or disappointing predictive performances. Therefore, a crucial step in a typical data analysis is to consider a set of candidate models (referred to as the model class), and then select the most appropriate one. In other words, model selection is the task of selecting a statistical model from a model class, given a set of data. For example, we may be interested in the selection of

- variables for linear regression,
- basis terms such as polynomials, splines, or wavelets in function estimation,
- order of an autoregressive process,
- number of components in a mixture model,
- most appropriate parametric family among a number of alternatives,
- number of change points in time series models,
- number of neurons and layers in neural networks,
- best choice among logistic regression, support vector machine, and neural networks,
- best machine learning techniques for solving real-data challenges on an online competition platform.

There have been many overview papers on model selection scattered in the communities of signal processing [1], statistics [2], machine learning [3], epidemiology [4], chemometrics [5], ecology and evolution [6]. Despite the abundant literature on model selection, existing overviews usually focus on derivations, descriptions, or applications of particular model selection principles. In this paper, we aim to provide an integrated understanding of the properties and practical performances of various approaches, by reviewing their theoretical and practical advantages, disadvantages, and relations. Our overview is characterized by the following highlighted perspectives, which we believe will bring deeper insights for the research community.

First of all, we provide a technical overview of foundational model selection approaches and their relations, by centering around two statistical goals, namely prediction and inference (see Section III). We then introduce rigorous developments in the understanding of two fundamentally representative model selection criteria (see Section III). We also review research developments
in the problem of high-dimensional variable selection, including penalized regression and step-wise variable selection which have been widely used in practice (see Section [V]). Moreover, we review recent developments in modeling procedure selection, which, differently from model selection in the narrow sense of choosing among parametric models, aims to select the better statistical or machine learning procedure (see Section [VI]). Finally, we address some common misconceptions and controversies about model selection techniques (see Section [VI]), and provide a few general recommendations on the application of model selection (in Section [VII]). For derivations and implementations of some popular information criteria, we refer the readers to monographs and review papers such as [1], [7].

A. Some Basic Concepts

Notation: We use $\mathcal{M}_m = \{p_{\theta_m} : \theta_m \in \mathcal{H}_m\}$ to denote a model (in the formal probabilistic sense), which is a set of probability density functions to describe the data $z_1, \ldots, z_n$. Here, $\mathcal{H}_m$ is the parameter space associated with $\mathcal{M}_m$. A model class, $\{\mathcal{M}_m\}_{m\in\mathbb{M}}$, is a collection of models indexed by $m \in \mathbb{M}$. The number of models (or the cardinality of $\mathbb{M}$) can be fixed, or depend on the sample size $n$. For each model $\mathcal{M}_m$, we denote by $d_m$ the dimension of the parameter in model $\mathcal{M}_m$. Its log-likelihood function is written as $\theta_m \mapsto \ell_{n,m}(\theta_m) = \log p_{\theta_m}(z_1, \ldots, z_n)$, and the maximized log-likelihood value is

$$\ell_{n,m}(\hat{\theta}_m) \text{ with } \hat{\theta}_m = \arg\max_{\theta_m \in \mathcal{H}_m} p_{\theta_m}(z_1, \ldots, z_n)$$

being the maximum likelihood estimator (MLE) under model $\mathcal{M}_m$. We will write $\ell_{n,m}(\hat{\theta}_m)$ as $\ell_{n,m}$ for simplicity. We use $p_*$ and $E_*$ to denote the true-data generating distribution and expectation with respect to the true data-generating distribution, respectively. In the parametric framework, there exists some $m \in \mathbb{M}$ and some $\theta_* \in \mathcal{H}_m$ such that $p_*$ is exactly $p_{\theta_*}$. In the nonparametric framework, $p_*$ is excluded in the model class. We sometimes call a model class $\{\mathcal{M}_m\}_{m\in\mathbb{M}}$ well-specified (resp. mis-specified) if the data generating process is in a parametric (resp. nonparametric) framework. We use $\rightarrow_p$ and $\rightarrow_d$ to denote convergence in probability and in distribution (under $p_*$), respectively. We use $\mathcal{N}(\mu, V)$ to denote a Gaussian distribution of mean $\mu$ and covariance $V$, $\chi^2_d$ to denote a chi-squared distribution with $d$ degrees of freedom, and $||\cdot||_2$ to denote the Euclidean norm. The word “variable” is often referred to as the “covariate” in a regression setting.

A typical data analysis can be thought of as consisting of two steps:

Step 1: For each candidate model $\mathcal{M}_m = \{p_{\theta_m}, \theta_m \in \mathcal{H}_m\}$, fit all the observed data to that model by estimating its parameter $\theta_m \in \mathcal{H}_m$;

Step 2: Once we have a set of estimated candidate models $p_{\hat{\theta}_m}$ ($m \in \mathbb{M}$), select the most appropriate one for either interpretation or prediction.

We note that not every data analysis and its associated model selection procedure formally rely on probability distributions. Examples of model-free methods are nearest neighbor learning, reinforcement learning, and expert learning. Before we proceed, it is helpful to first introduce the following two concepts.

The “model fitting”: The fitting procedure (also called parameter estimation) given a certain candidate model $\mathcal{M}_m$ is usually achieved by minimizing the following (cumulative) loss:

$$\hat{\theta}_m = \arg\min_{\theta_m \in \mathcal{H}_m} \sum_{t=1}^n s(p_{\theta_m}, z_t).$$

In the objective (2), each $p_{\theta_m}$ represents a distribution for the data, and $s(\cdot, \cdot)$, referred to as the loss function (or scoring function), is used to evaluate the “goodness of fit” between a distribution and the observation. A commonly used loss function is the logarithmic loss

$$s(p, z_t) = -\log p(z_t),$$

the negative logarithm of the distribution of $z_t$. Then, the objective (2) produces the MLE for a parametric model. For time series data, (3) is written as $-\log p(z_t | z_1, \ldots, z_{t-1})$, and the quadratic loss $s(p, z_t) = (z_t - E_p(z_t | z_1, \ldots, z_{t-1}))^2$ is often used, where the expectation is taken over the joint distribution $p$ of $z_1, \ldots, z_t$.

The “best model”: Let $\hat{p}_m = p_{\hat{\theta}_m}$ denote the estimated distribution under model $\mathcal{M}_m$. The predictive performance can be assessed via the out-sample prediction loss, defined as

$$E_*(s(\hat{p}_m, Z)) = \int s(\hat{p}_m(z), z)p_*(z)dz$$

where $Z$ is independent with and identically distributed as the data used to obtain $\hat{p}_m$. Here, $Z$ does not have the subscript $t$ as it is the out-sample data used to evaluate the predictive performance. There can be a number of variations to this in terms of the prediction loss function [8] and time dependency. In view of this definition, the best model can be naturally defined as the candidate model with the smallest out-sample prediction loss, i.e.,

$$\hat{m}_0 = \arg\min_{m \in \mathbb{M}} E_*(s(\hat{p}_m, Z)).$$

In other words, $\mathcal{M}_{\hat{m}_0}$ is the model whose predictive power is the best offered by the candidate models. We
note that the “best” is in the scope of the available data, the class of models, and the loss function.

In a parametric framework, typically the true data-generating model, if not too complicated, is the best model. In this vein, if the true density function \( p_* \) belongs to some model \( \mathcal{M}_m \), or equivalently \( p_* = p_{\theta_*} \), for some \( \theta_* \in \mathcal{H}_m \) and \( m \in \mathbb{M} \), then we seek to select such \( \mathcal{M}_m \) (from \( \{\mathcal{M}_m\}_{m \in \mathbb{M}} \)) with probability going to one as the sample size increases, which is called consistency in model selection. In addition, the MLE of \( p_{\theta_m} \) for \( \theta_m \in \mathcal{H}_m \) is known to attain Cramer-Rao lower bound asymptotically. In a nonparametric framework, the best model depends on the sample size—typically the larger the sample size, the larger the dimension of the best model since more observations can help reveal weak variables (whose effects are relatively small) that are out-of-reach at a small sample size. As a result, the selected model is sensitive to the sample size, and selection consistency becomes statistically unachievable. We revisit this point in Subsection \[\text{VI-B}\].

We note that the aforementioned equivalence between the best model and the true model may not hold for regression settings where the number of independent variables is large relative to the sample size. Here, even if the true model is included as a candidate, its dimension may be too high to be appropriately identified based on relatively small data. Then the parametric framework becomes practically nonparametric. We will emphasize this point in Subsection \[\text{I-C}\].

B. Goals of data analysis and model selection

There are two main objectives in learning from data. One is for scientific discovery, understanding of the data generation process, and interpretation of the nature of the data. For example, a scientist may use the data to support a physical model or identify genes that clearly promote early onset of a disease. Another objective of learning from data is for prediction, i.e., to quantitatively describe future observations. Here the data scientist does not necessarily care about obtaining an accurate probabilistic description of the data. Of course, one may also be interested in both directions.

In tune with the two different objectives above, model selection can also have two directions: model selection for inference and model selection for prediction. The first one is intended to identify the best model for the data, which hopefully provides a reliable characterization of the sources of uncertainty for scientific insight and interpretation. And the second is to choose a model as a vehicle to arrive at a model or method that offers top performance. For the former goal, it is crucially important that the selected model is not too sensitive to the sample size. For the latter, however, the selected model may be simply the lucky winner among a few close competitors, yet the predictive performance can still be (nearly) the best possible. If so, the model selection is perfectly fine for the second goal (prediction), but the use of the selected model for insight and interpretation may be severely unreliable and misleading.

Associated with the first goal of model selection for inference or identifying the best candidate is the following concept of selection consistency.

**Definition 1.** A model selection procedure is consistent if the best model is selected with probability going to one as \( n \to \infty \).

In the context of variable selection, in practical terms, model selection consistency is intended to mean that the important variables are identified and their statistical significance can be ascertained in a followup study of a similar sample size but the rest of the variables cannot.

In many applications, prediction accuracy is the dominating consideration. Even when the best model as defined earlier cannot be selected with high probability, other models may provide asymptotically equivalent predictive performance. The following asymptotic efficiency property demands that the loss of the selected model or method is asymptotically equivalent to the smallest among all the candidate.

**Definition 2.** A model selection procedure is asymptotically efficient if

\[
\min_{m \in \mathbb{M}} \frac{\mathcal{L}_m}{\mathcal{L}_m^*} \to p 1 \quad \text{as } n \to \infty,
\]

where \( \mathcal{L}_m^* \) is the selected model, \( \mathcal{L}_m = E_{s}(s(p_m, Z)) - E_{s}(s(p_*, Z)) \) is the adjusted prediction loss, \( \hat{p}_m \) denotes the estimated distribution under model \( m \).

The above subtraction of \( E_{s}(s(p_*, Z)) \) allows for better comparison of competing model selection methods. Another property often used to describe model selection is minimax-rate optimality, which will be elaborated on in Subsection \[\text{II-E}\]. A related but different school of thoughts is the structural risk minimization in the literature of statistical learning theory. In that context, a common practice is to bound the out-sample prediction loss using in-sample loss plus a positive term (e.g., a function of the Vapnik-Chervonenkis (VC) dimension [9] for a classification model). The major difference of the current setting compared with that in statistical learning is the (stronger) requirement that the selected model should exhibit prediction loss comparable to the best offered by the candidates. In other words, the positive term
plus the in-sample loss should asymptotically approach the true out-sample loss (as sample size goes to infinity).

The goals of inference and prediction as assessed in terms of asymptotic efficiency of model selection can often be well aligned in a parametric framework, although there exists an unbridgeable conflict when a minimax view is taken to assess the prediction performance. We will elaborate on this and related issues in Section III.

In light of all the above discussions, we note that the task of model selection is primarily concerned with the selection of $M_m$ ($m \in M$), because once $m$ is identified, the model fitting part is straightforward. Thus, the model selection procedure can also be regarded as a joint estimation of both the distribution family ($\mathcal{M}_m$) and the parameters in each family ($\theta_m \in \mathcal{H}_m$).

A model class $\{M_m\}_{m \in M}$ is nested if smaller models are always special cases of larger models. For a nested model class, the model selection is sometimes referred to as the order selection problem. The task of model selection in its broad sense can also refer to method (or modeling procedure) selection, which we shall revisit in Section V.

C. An illustration on fitting and the best model

We provide a synthetic experiment to illustrates the general rules that 1) better fitting does not imply better predictive performance, and 2) the predictive performance is optimal at a candidate model that typically depends on both the sample size and the unknown data-generating process. As a result, an appropriate model selection technique is important to single out the best model for inference and prediction in a strong practically parametric framework, or to strike a good balance between the goodness of fit and model complexity on the observed data to facilitate optimal prediction in a practically nonparametric framework.

Example 1. Suppose that a set of time series data $\{z_t : t = 1, \ldots, n\}$ is observed, and we specify an autoregressive (AR) model class with order at most $d_n$. Each model of dimension (or order) $k$ ($k = 1, \ldots, d_n$) is in the form of

$$z_t = \sum_{i=1}^k \psi_{k,i} z_{t-i} + \varepsilon_t, \quad (6)$$

referred to as the AR($k$), where $\psi_{k,i} \in \mathbb{R}$ ($i = 1, \ldots, k$), $\psi_{k,k} \neq 0$, and $\varepsilon_t$’s are independent Gaussian noises with zero mean and variance $\sigma^2$. Adopting quadratic loss, the parameters $\psi_{k,1}, \ldots, \psi_{k,k}$ can be estimated by the method of least squares. When the data-generating model is unknown, one critical problem is the identification of the (unknown) order of the autoregressive model. We need to first estimate parameters with different orders $1, \ldots, d_n$, and then select one of them based on a certain principle.

Experiment: In this experiment, we first generate time series data using each of the following three true data-generating processes, with the sample sizes $n = 100, 500, 2000, 3000$. We then fit the data using the model class in Example 1 with maximal order $d_n = 15$.

1) Parametric framework: The data are generated in the way described by (6) with true order $k_0 = 3$, and parameters $\psi_{3,\ell} = 0.7^\ell$ ($\ell = 1, 2, 3$).

Suppose that we adopt the quadratic loss in Example 1. Then we obtain the in-sample prediction loss

$$\hat{e}_k = (n - k)^{-1} \sum_{t=k+1}^n \left( z_t - \sum_{i=1}^k \hat{\psi}_{k,i} z_{t-i} \right)^2. \quad (7)$$

In Figure 1(a), we plot $\hat{e}_k$ against $k$ for $k = 1, \ldots, d_n$, averaged over 50 independent replications. The curve for each sample size $n$ is monotonically decreasing, because larger models fit the same data better. We compute and plot in Figure 1(b) the out-sample prediction loss in (4), which is equivalent to $E_s(s(p_k, Z_t)) = E_s(Z_t - \sum_{i=1}^k \hat{\psi}_{k,i} Z_{t-i})^2$ in this example. The above expectation is taken over the true stationary distribution of an independent process of $Z_t$. The curves in Figure 1(b) show that the predictive performance is only optimal at the true order. Under the quadratic loss, we have $E_s(s(p_*, Z_t)) = \sigma^2$, and the asymptotic efficiency (Definition 2) requires that

$$\min_{k=1, \ldots, d_n} E_s(Z_t - \sum_{i=1}^k \hat{\psi}_{k,i} Z_{t-i})^2 - \sigma^2 \quad (7)$$

converges to one in probability. In order to describe how the predictive performance of each model deviates from the best possible, we define the efficiency of each model $M_m$ to be $\mathcal{L}_m / \mathcal{L}_m$. Note that the concepts of efficiency and asymptotic efficiency in model selection are reminiscent of their counterparts in parameter estimation. We plot the efficiency of each candidate model in Figure 1(c). Similarly to Figure 1(b), the curves here show that the true model is the most efficient model. We note that the minus-$\sigma^2$ adjustment of out-sample prediction loss in the above definition makes the property highly nontrivial to achieve (see for example [11]–[13]). Consider for example the comparison between AR(2) and AR(3) models, with the AR(2) being the

1 An alternative definition is based on the same-realization expectation that calculates the loss of the future of an observed time series [10].
true data-generating model. It can be proved that without subtracting \( \sigma^2 \), the ratio (of the mean square prediction errors) for each of the two candidate models approaches 1; by subtracting \( \sigma^2 \), the ratio for AR(2) still approaches 1 while the ratio for AR(3) approaches 2/3.

2) Nonparametric framework: The data are generated by the moving average model \( z_t = \varepsilon_t - 0.8\varepsilon_{t-1} \), with \( \varepsilon_t \) being independent standard Gaussian.

Similarly to 1), we plot the results in Figure [2]. Different from case 1), the predictive performance is optimal at increasing model dimensions as \( n \) increases. In such a nonparametric framework, the best model is sensitive to the sample size, so that pursuing an inference of a fixed good model becomes unrealistic. The model selection task aims to select a model that is asymptotically efficient (see Figure 2(c)). Note that Figures [2]b(c) are drawn based on the information of the underlying true model which is unavailable in practice, hence we need a model selection method to achieve the asymptotically efficiency.

3) Practically nonparametric framework: The data are generated in the way as in 1), except that \( k_0 = 10 \).

We plot the results in Figure [3]. For \( n = 2000,3000 \), the sample sizes are large enough to support the evidence of a true model with a relatively small model dimension. Similarly to experiment 1), this is a parametric framework in which the optimal predictive performance is achieved at the true model. For \( n = 100,500 \), where the sample sizes are not large enough compared to the true model dimension, however, fitting too many parameters actually causes an increased variance which diminishes the predictive power. In such a scenario, even though the true model is included as a candidate, the best model is not the true model and it is unstable for small or moderate sample sizes as if in a nonparametric setting. In other words, the parametric framework can turn into a practically nonparametric framework in the small data regime. It can also work the other way around, i.e., for a true nonparametric framework, for a large range of sample sizes (e.g., 100 to 2000), a relatively small parametric model among the candidates maintains to be the best model [14].

II. Principles and Approaches from Various Philosophies or Motivations

A wide variety of model selection methods have been proposed in the past few decades, motivated by different viewpoints and justified under various circumstances. Many of them originally aimed to select either the order in an AR model or subset of variables in a regression model. We review some of the representative approaches in these contexts in this section.

A. Information Criteria Based on Likelihood Functions

Information criteria generally refer to model selection methods that are based on likelihood functions and applicable to parametric model based problems. Here we introduce some information criteria whose asymptotic performances are well understood.

Akaike Information Criterion (AIC) is a model selection principle proposed by Akaike [15]. A detailed derivation of it from an information theoretic perspective can be found in [1]. Briefly speaking, the idea is to approximate the out-sample prediction loss by the sum of the in-sample prediction loss and a correction term. We refer to [1] for a detailed derivation of this correction term. In the typical setting where the loss is logarithmic, the AIC procedure is to select the model \( \mathcal{M}_m \) that minimizes

\[
\text{AIC}_m = -2\hat{l}_{n,m} + 2d_m, \tag{8}
\]

where \( \hat{l}_{n,m} \) is the maximized log-likelihood of model \( \mathcal{M}_m \) given \( n \) observations as defined in [1], and \( d_m \) is the dimension of model \( \mathcal{M}_m \). It is clear that more complex models (with larger \( d_m \)) will suffer from larger penalties.

In the task of autoregressive order selection, it is also common to use

\[
\text{AIC}_k = n \log \hat{e}_k + 2k \tag{9}
\]

for the model of order \( k \), where \( \hat{e}_k \) is the average in-sample prediction error based on the quadratic loss. In fact, (9) can be derived from (8) by assuming that AR noises are Gaussian and by regarding ARs of different orders as \( \{\mathcal{M}_m\}_{m \in \mathcal{M}} \). A predecessor of AIC is the final prediction error criterion (FPE) [16] (also by Akaike). An extension of AIC is the Takeuchi’s information criterion [17] derived in a way that allows model misspecification, but it is rarely used in practice due to its computational complexity. In the context of generalized estimating equations for correlated response data, a variant of AIC based on quasi-likelihood is derived in [18].

Finite-sample Corrected AIC (AICc) [19] was proposed as a corrected version of the AIC for small-sample study. It selects the model that minimizes

\[
\text{AICC}_m = \text{AIC}_m + \frac{2(d_m + 1)(d_m + 2)}{n - d_m - 2}.
\]

Unless the sample size \( n \) is small compared with model dimension \( d_m \), there is little difference between AICc and AIC. Another modified AIC that replaces the constant 2 with a different positive number has also been studied in [20].

Bayesian Information Criterion (BIC) [21] is another popular model selection principle. It selects the model \( m \)
Fig. 1: Parametric framework: the best predictive performance is achieved at the true order 3.

Fig. 2: Nonparametric framework: the best predictive performance is achieved at an order that depends on the sample size.

Fig. 3: Practically nonparametric framework: the best predictive performance is achieved at an order that depends on the sample size in the small data regime.

that minimizes

$$\text{BIC}_m = -2\hat{\ell}_{n,m} + d_m \log n. \quad (10)$$

The only difference with AIC is that the constant 2 in the penalty term is replaced with the logarithm of the sample size. The original derivation of BIC by Schwarz turned out to have a nice Bayesian interpretation, as its current name suggests.

To see the interpretation, we assume that $z_1, \ldots, z_n$ are the realizations of i.i.d. random variables, and $\pi(\cdot)$ is any prior distribution on $\theta$ which has dimension $d$. We let $\ell_n(\theta) = \sum_{i=1}^{n} \log p_\theta(z_i)$ be the log-likelihood function, and $\hat{\theta}_n$ the MLE of $\theta$. A variant of the Bernstein-von Mises theorem [22, Chapter 10.2] gives (under regularity conditions)

$$\int_{\mathbb{R}^d} \pi(\hat{\theta}_n + n^{-\frac{1}{2}} r) \exp \left( \ell_n(\hat{\theta}_n + n^{-\frac{1}{2}} r) - \ell_n(\hat{\theta}_n) \right) dr \to_p \pi(\theta_*) (2\pi)^{d/2} \left\{ \det E_* \left( -\nabla_\theta^2 \log p_{\theta*}(z) \right) \right\}^{-1/2} \quad (11)$$

as $n \to \infty$, for some constant $\theta_*$. Note that the right hand side of (11) is a constant that does not depend on $n$. Direct calculations show that the left hand side of (11) equals

$$p(z_1, \ldots, z_n) \exp \left( -\ell_n(\hat{\theta}_n) + \frac{d}{2} \log n \right). \quad (12)$$

Therefore, selecting a model with the largest marginal likelihood $p(z_1, \ldots, z_n)$ (as advocated by Bayesian
model comparison) is asymptotically equivalent to selecting a model with the smallest BIC in (10). It is interesting to see that the marginal likelihood of a model does not depend on the imposed prior at all in the large sample limit. Intuitively speaking, this is because in the integration of 

$$p(z_1, \ldots, z_n) = \int p(\theta)p_0(z_1, \ldots, z_n)d\theta,$$

the mass is concentrated around \(\theta_0\) with radius \(O(n^{-1/2})\) and dimension \(d\), so its value is proportional to the maximized likelihood value multiplied by the volume approximately at the order of \(n^{-d/2}\), which is in line with (12).

**Hannan and Quinn criterion (HQ)** (23) was proposed as an information criterion that achieves strong consistency in autoregressive order selection. In other words, if the data are truly generated by an autoregressive model of fixed order \(k_0\), then the selected order \(k\) converges almost surely to \(k_0\) as the sample size goes to infinity. We note that strong consistency implies (the usual) consistency. In general, this method selects a model by minimizing 

$$\text{HQ}_m = -2\ell_{n,m} + 2c \int d_m \log \log n$$

(for any constant \(c > 1\)). It can be proved under some conditions that any penalty no larger than \(2d_m \log \log n\) is not strongly consistent (23): therefore, HQ employs the smallest possible penalty to guarantee strong consistency.

**Bridge criterion (BC)** (24, 25) is a recently proposed information criterion that aims to bridge the advantages of both AIC and BIC in the asymptotic regime. It selects the model \(M_m\) that minimizes 

$$\text{BC}_m = -2\ell_{n,m} + c_n(1 + 2^{-1} + \cdots + d_m^{-1})$$

(with the suggested \(c_n = n^{2/3}\)) over all the candidate models whose dimensions are no larger than \(d_{max}\), the dimension of the model selected by AIC. Note that the penalty is approximately \(c_n \log d_m\), but it is written as a harmonic number to highlight some of its nice interpretations. Its original derivation was motivated by a recent finding that the information loss of underfitting a model of dimension \(d\) using dimension \(d - 1\) is asymptotically \(\chi^2_1/d\) for large \(d\), assuming that nature generates the model from a non-informative uniform distribution over its model space (in particular the coefficient space of all stationary autoregressions) (24 Appendix A). BC was proved to perform similarly to AIC in a nonparametric framework, and similarly to BIC in a parametric framework. We further discuss BC in Section III

**Bayesian posterior probability** is commonly used in Bayesian data analysis. Suppose that each model \(m \in \mathbb{M}\) is assigned a prior probability \(p(M_m) > 0\) (such that \(\sum_{m \in \mathbb{M}} p(M_m) = 1\)), interpreted as the probability that model \(M_m\) contains the true data-generating distribution \(p_s\). Such a prior may be obtained from scientific reasoning or knowledge from historical data. For each \(m \in \mathbb{M}\) we also introduce a prior with density \(p_0(\theta_m) (\theta_m \in \mathbb{H}_m)\), and a likelihood of data \(p_m(z | \theta_m)\) where \(z = [z_1, \ldots, z_n]\). A joint distribution on \((z, \theta_m, M_m)\) is therefore well defined, based on which various quantities of interest can be calculated. We first define the marginal likelihood of model \(M_m\) by

$$p(z \mid M_m) = \int_{\mathbb{H}_m} p_m(z | \theta_m)p_0(\theta_m)d\theta_m.$$  

(13)

Based on (13), we obtain the following posterior probabilities on models by Bayes formula

$$p(M_m \mid z) = \frac{p(z \mid M_m)p(M_m)}{\sum_{m' \in \mathbb{M}} p(z \mid M_{m'})p(M_{m'})}.$$  

(14)

The maximum a posteriori approach (26) would select the model with the largest posterior probability.

**Bayes factors** are also popularly adopted for Bayesian model comparison, defined for a pair of models \((M_m, M_{m'})\) by

$$B_{m,m'} = \frac{p(M_m \mid z)}{p(M_{m'} \mid z)} \frac{p(M_{m'})}{p(M_m)} = \frac{p(z \mid M_m)}{p(z \mid M_{m'})}.$$  

The model \(M_m\) is favored over \(M_{m'}\) if \(B_{m,m'} > 1\). Bayes factors remove the impact of prior probabilities on the models from the selection process, to focus on the ratio of marginal likelihoods. Compared with the Bayesian posterior probability, Bayes factors are appealing when it is difficult to formulate prior probabilities on models.

**Bayesian marginal likelihood** defined in (13), also referred to as the evidence or model evidence, is a quantity naturally motivated by Bayes factors. In the presence of multiple models, the one with the largest Bayesian marginal likelihood is favored over all other models in terms of the Bayes factor. Moreover, it can be seen that the model with the highest marginal likelihood is the model with the highest posterior probability given that the Bayesian prior probabilities on models are all equal. Interestingly, this Bayesian principle using marginal likelihood is asymptotically equivalent to the BIC (as we have introduced in Subsection II-A). In practice, the above Bayesian model selection methods can be computationally challenging. Calculation of the quantities in (13) and (14) are usually implemented using Monte Carlo methods, especially sequential Monte Carlo (for online data) and Markov chain Monte Carlo.
(for batch data) (see, e.g., [27]). It is worth noting that improper or vague priors on the parameters of any candidate model can have non-negligible impact on the interpretability of marginal likelihood and Bayes factors in the non-asymptotic regime, and that has motivated some recent research on Bayesian model selection [28].

**Minimum message length** (MML) principle [29] was proposed from an information-theoretic perspective. It favors the model that generates the shortest overall message, which consists of a statement of the model and a statement of the data concisely encoded with that model. Specifically, this criterion aims to select the model that minimizes

\[
- \log p(\theta) - \log p(x \mid \theta) + \frac{1}{2} \log |I(\theta)| + \frac{d}{2}(1 + \log \kappa_d).
\]

where \(p(\theta)\) is a prior, \(p(x \mid \theta)\) is the likelihood function, \(I(\theta) = \int \{\partial \log p(x \mid \theta)/\partial \theta\}^2 p(x \mid \theta) dx\) is the Fisher information, \(d\) is the dimension of \(\theta\), and \(\kappa_d\) is the so-called optimal quantizing lattice constant that is usually approximated by \(\kappa_1 = 1/12\). A detailed derivation and application of MML can be found in [30].

**Minimum description length** (MDL) principle [31]–[34] describes the best model as the one that leads to the best compression of a given set of data. It was also motivated by an information-theoretic perspective (which is similar to MML). Different with MML which is in a fully Bayesian setting, MDL avoids assumptions on prior distribution. Its predictive extension, referred to as the predictive minimum description length criterion (PMDL), is proposed in [35]. One formulation of the principle is to select the model by minimizing the stochastic complexity \(- \log p_{\theta_i}(z_1) - \sum_{t=2}^{n} \log p_{\theta_i}(z_t \mid z_1, \ldots, z_{t-1})\), in which \(\theta_i\)'s are restricted to the same parameter space (with the same dimension). Here, each \(\theta_t\) \((t > 1)\) is the MLE calculated using \(z_1, \ldots, z_{t-1}\) and \(p_{\theta_i}(\cdot)\) can be an arbitrarily chosen prior distribution.

The above PMDL criterion is also closely related to the prequential (or predictive sequential) rule [36] from a decision-theoretic perspective.

**Deviance information criterion** (DIC) [37] was derived as a measure of Bayesian model complexity. Instead of being derived from a frequentist perspective, DIC can be thought of as a Bayesian counterpart of AIC. To define DIC, a relevant concept is the deviance under model \(m\):

\[D_m(\theta) = -2 \log p_m(y \mid \theta) + C\]

where \(C\) does not depend on the model being compared. Also we define the “effective number of parameters” of the model to be

\[p_D = E_{\theta \mid z} D_m(\theta) - D_m(E_{\theta \mid z}(\theta))\],

where \(E_{\theta \mid z}(\cdot)\) is the expectation taken over \(\theta\) conditional on all the observed data \(z\) under model \(M_m\). Then the DIC selects the model \(M_m\) that minimizes

\[\text{DIC}_m = D_m(E_{\theta \mid z}(\theta)) + 2p_D.\]  

(15)

The conceptual connection between DIC and AIC can be readily observed from (15). The MLE and model dimension in AIC are replaced with the posterior mean and effective number of parameters respectively in DIC. Compared with AIC, DIC enjoys some computational advantage for comparing complex models whose likelihood functions may not even be in analytic forms. In Bayesian settings, Markov chain Monte Carlo tools can be utilized to simulate posterior distributions of each candidate model, which can be further used to efficiently compute DIC in (15).

C. **Methods that do not require parametric assumptions**

**Cross-validation** (CV) [38], [39] is a class of model selection methods widely used in machine learning practice. CV does not require the candidate models to be parametric, and it works as long as the data are permutation and one can assess the predictive performance based on some measure. A specific type of CV is the delete-1 CV method [40] (or leave-one-out, LOO). The idea is explained as follows. For brevity, let us consider a parametric model class as before. Recall that we wish to select a model \(M_m\) with as small out-sample loss \(E_s(s(p_{\theta_{m,i}}(Z))\) as possible. Its computation involves an unknown true data-generating process, but we may approximate it by \(n^{-1} \sum_{i=1}^{n} s(p_{\hat{\theta}_{m,-i}}, z_i)\) where \(\hat{\theta}_{m,-i}\) is the MLE under model \(M_m\) using all the observations except \(z_i\). In other words, given \(n\) observations, we leave each one observation out in turn and attempt to predict that data point by using the \(n-1\) remaining observations, and record the average prediction loss over \(n\) rounds. Interestingly, the LOO was shown to be asymptotically equivalent to either AIC or TIC under some regularity conditions [40].

In general, CV works in the following way. It first randomly splits the original data into a training set of \(n_t\) data \(1 \leq n_t \leq n - 1\) and a validation set of \(n_v = n - n_t\) data; each candidate model is then trained from the \(n_t\) data and validated on the remaining data (i.e. to record the average validation loss); the above procedure is independently replicated a few times (each with a different validation set) in order to reduce the variability caused by splitting; finally, the model with the smallest average validation loss is selected, and it is re-trained using the complete data for future prediction.

A special type of CV is the so-called \(k\)-fold CV (with \(k\) being a positive integer). It randomly partitions data into \(k\) subsets of (approximately) equal size; each model
is trained on \( k - 1 \) folds and validated on the remaining 1 fold; the procedure is repeated \( k \) times, and the model with the smallest average validation loss is selected. The \( k \)-fold CV is perhaps more commonly used than LOO, partly due to the large computational complexity involved in LOO. The holdout method, as often used in data competitions (e.g., Kaggle competition) is also a special case of CV: It does data splitting only once, one part as the training set and the remaining part as the validation set. We note that there exist fast methods such as generalized cross-validation (GCV) as surrogates to LOO in order to reduce the computational cost. Some additional discussion on CV will be elaborated on in Section VI.

D. Methods proposed for specific types of applications

There have been some other criteria proposed for specific types of applications, mostly for time series or linear regression models.

**Predictive least squares** (PLS) principle proposed by Rissanen [41] is a model selection criterion based on his PMDL principle. PLS aims to select the stochastic regression model by minimizing the accumulated squares of prediction errors (in a time series setting), defined as

\[
\text{PLS}_m = \sum_{t=t_0+1}^{n} (y_t - x_{m,t}^T \beta_{m,t-1})^2
\]

where \( y_t \) is each response variable, \( x_{m,t} \) is the vector of covariates corresponding to model \( m \), and \( \beta_{m,t-1} \) is the least squares estimate of model \( M_m \) based on data before time \( t \). The time index \( t_0 \) is the first index such that \( \beta_t \) is uniquely defined. Conceptually, PLS is not like AIC and BIC that select the model that minimizes a loss plus a penalty; it seems more like the counterpart of LOO in sequential contexts. Interestingly, it has been proved that PLS and BIC are asymptotically close, both strongly consistent in selecting the data-generating model (in a parametric framework) [42]. Extensions of PLS where the first index \( t_0 \) is a chosen sequence indexed by \( n \) have also been studied. For example, it has been shown under some conditions that PLS with \( t_0/n \rightarrow 1 \) shares the same asymptotic property of AIC (see, e.g., [43] and the references therein).

**Generalized information criterion** (GIC\(_{\lambda_n}\)) [12], [44] represents a wide class of criteria whose penalties are linear in model dimension. It aims to select the regression model \( M_m \) that minimizes

\[
\text{GIC}_{\lambda_n,m} = \hat{e}_m + \frac{\lambda_n \hat{\sigma}_n^2 d_m}{n}.
\]

Here, \( \hat{\sigma}_n^2 \) is an estimator of \( \sigma^2 \), the variance of the noise, and \( \hat{e}_m = n^{-1} \| y - \hat{y}_m \|_2^2 \) is the mean square error between the observations and least squares estimates under regression model \( M_m \). \( \lambda_n \) is a deterministic sequence of \( n \) that controls the trade-off between the model fitting and model complexity. If we replace \( \hat{\sigma}_n^2 \) with \( (n - d_m)^{-1} n \hat{e}_m \), it can be shown under mild conditions that minimizing GIC\(_{\lambda_n}\) is equivalent to minimizing \[12\] pp. 232

\[
\log \hat{e}_m + \frac{\lambda_n d_m}{n}.
\]

In this case, \( \lambda_n = 2 \) corresponds to AIC and \( \lambda_n = \log n \) corresponds to BIC. Mallows’ \( C_p \) method [45] is a special case of GIC with \( \hat{\sigma}_n^2 \Delta (n - d_m)^{-1} n \hat{e}_m \) and \( \lambda_n = 2 \), where \( m \) indexes the largest model which includes all the covariates.

E. Theoretical properties of the model selection criteria

Theoretical examinations of model selection criteria have centered on several properties: consistency in selection, asymptotic efficiency and minimax-rate optimality. Selection consistency targets the goal of identifying the best model or method on its own for scientific understanding, statistical inference, insight or interpretation. Asymptotic efficiency and minimax-rate optimality (defined in Definition 3 below) are in tune with the goal of prediction. Before we introduce the theoretical properties, it is worth mentioning that many model selection methods can also be categorized into two classes according to their large-sample performances, respectively represented by AIC and BIC. In fact, it has been known that AICc, FPE and GCV are asymptotically close to AIC; on the other hand, Bayes factors, HQ, and the original PLS are asymptotically close to BIC. For some other methods such as CV and GIC, their asymptotic behavior usually depends on the tuning parameters. GIC\(_{\lambda_n}\) is asymptotically equivalent to AIC when \( \lambda_n = 2 \) and to BIC when \( \lambda_n = \log n \). In general, any sequence of \( \lambda_n \) satisfying \( \lambda_n \rightarrow \infty \) would exhibit the consistency property shared by BIC. As a corollary, the \( C_p \) method (as a special case of GIC\(_2\)) is asymptotically equivalent to AIC. For CV with \( n_t \) training data and \( n_v \) validation data, it is asymptotically similar to AIC when \( n_v/n_t \rightarrow 0 \) (including the LOO as a special case), and to BIC when \( n_v/n_t \rightarrow \infty \) [12 Eq. (4.5)].

In general, AIC and BIC have served as the golden rules for model selection in statistical theory since their existence. Though cross-validations or Bayesian procedures have also been widely used, their asymptotic justifications are still rooted in frequentist approaches in the form of AIC, BIC, etc. Therefore, understanding the asymptotic behavior of AIC and BIC is crucial in both theory and practice. We therefore focus on the properties
of AIC and BIC in the rest of this section and Section III. It is remarkable that the asymptotic watershed of AIC and BIC (and their closely related methods) simply lies in whether the penalty is a fixed well-chosen constant or goes to infinity as a function of $n$.

First of all, AIC is proved to be minimax-rate optimal for a range of variable selection tasks, including the usual subset selection and order selection problems in linear regression, and nonparametric regression based on series expansion with basis such as polynomials, splines, or wavelets (see, e.g., [46] and the references therein). For example, consider the minimax risk of estimating the regression function $f \in \mathcal{F}$ under the squared error

$$\inf_{f} \sup_{f \in \mathcal{F}} n^{-1} \sum_{i=1}^{n} E_{i}(\hat{f}(x_{i}) - f(x_{i}))^{2},$$

where $\hat{f}$ is over all estimators based on the observations, and $f(x_{i})$ is the expectation of the $i$th response variable (or the $i$th value of the regression function) conditional on the $i$th vector of variables $x_{i}$. Each $x_{i}$ can refer to a vector of explanatory variables, or polynomial basis terms, etc. For a model selection method $\nu$, its worst-case risk is $\sup_{f \in \mathcal{F}} R(\hat{f}, \nu, n) = n^{-1} \sum_{i=1}^{n} E_{i} \{\hat{f}(x_{i}) - f(x_{i})\}^{2}$ with $\hat{f}$ being the least squares estimate of $f$ under the variables selected by $\nu$.

**Definition 3.** A method $\nu$ is said to be minimax-rate optimal over $\mathcal{F}$ if $\sup_{f \in \mathcal{F}} R(f, \nu, n)$ converges at the same rate as the minimax risk in (17).

Another good property of AIC is that it is asymptotically efficient (as defined in (5)) in a nonparametric framework (see, e.g., [11], [47]). In other words, the predictive performance of its selected model is asymptotically equivalent to the best offered by the candidate models (even though it is sensitive to the sample size).

BIC, on the other hand, is known to be consistent in selecting the smallest true data-generating model in a parametric framework (see, e.g., [12], [23]). For example, suppose that the data are truly generated by an AR(2), and the candidate models are AR(2), AR(3), and a moving average model which is essentially AR($\infty$). Then AR(2) is selected with probability going to one as the sample size tends to infinity. MA(1) is not selected because it is a wrong model, and AR(3) is not selected because it overfits (even though it nests AR(2) as its special case). Moreover, it can be proved that the consistency of BIC also implies that it is asymptotically efficient in a parametric framework [12], [24]. We will elaborate more on the theoretical properties of AIC and BIC in Section III.

**III. WAR AND PEACE—CONFLICTS BETWEEN AIC AND BIC, AND THEIR INTEGRATION**

In this section, we review some research advances in the understanding of AIC, BIC, and related criteria. The choice of AIC and BIC to focus on here is because they represent two cornerstones of model selection principles and theories. We are only concerned with the settings where the sample size is larger than the model dimension. Details of the following discussions can be found in original papers such as [11], [12], [24], [47]–[49] and the references therein.

Recall that AIC is asymptotically efficient for the nonparametric framework and is also minimax optimal [46]. In contrast, BIC is consistent and asymptotically efficient for the parametric framework. Despite the good properties of AIC and BIC, they have their own drawbacks. AIC is known to be inconsistent in a parametric framework where there are at least two correct candidate models. As a result, AIC is not asymptotically efficient in such a framework. For example, if data are truly generated by an AR(2), and the candidate models are AR(2), AR(3), etc., then AR(2) cannot be selected with probability going to one by AIC as the sample size increases. The asymptotic probability of it being selected can actually be analytically computed [48]. BIC, on the other hand, does not enjoy the properties of minimax-rate optimality and asymptotic efficiency in a nonparametric framework [12], [50].

Why do AIC and BIC work in those ways? In fact, theoretical arguments in those aspects are highly nontrivial and have motivated a vast literature since the formulations of AIC and BIC. Here we provide some heuristic explanations. For AIC, its formulation in (8) was originally motivated by searching the candidate model $p$ that is the closest in Kullback-Leibler (KL) divergence (denoted by $D_{KL}$) from $p$ to the data-generating model $p_{*}$. Since $\min_{p} D_{KL}(p_{*}, p)$ is equivalent to $\min_{p} E_{*}(-\log p)$ for a fixed $p_{*}$, AIC is expected to perform well in minimizing the prediction loss. But AIC is not consistent for a model class containing a true model and at least one oversized model, because fitting the oversized model would only reduce the first term $-2\hat{\ell}_{n,m}$ in (3) by a random quantity that is approximately chi-square distributed (by, e.g., Wilks’ theorem [51]), while the increased penalty on the second item $2d_{m}$ is at a constant level which is not large enough to suppress the overfitting gain in fitness with high probability. On the other hand, selection consistency of BIC in a parametric framework is not surprising due to its nice Bayesian interpretation (see Section I). However, its penalty $d_{m}\log n$ in (10) is much larger than the $2d_{m}$
Fig. 4: A graph illustrating a parametric setting where
the model class (by large square) includes the true
data generating model (by small red square), a nonparametric
setting where the model class (by large circle) excludes
the true data generating model, along with an asymptotically
efficient model (by red circle) in the second case. It also lists
some popular methods suitable for either situation, and a class of GIC and CV that are
asymptotically sub-optimal for regression models.

in AIC, so it cannot enjoy the predictive optimality in a
nonparametric framework (if AIC already does so).

To briefly summarize, for asymptotic efficiency, AIC
(resp. BIC) is only suitable in nonparametric (resp.
parametric) settings. Figure 4 illustrates the two situations. There has been a debate between AIC and BIC
in model selection practice, centering on whether the
data generating process is in a parametric framework or not. The same debate was sometimes raised under
other terminology. In a parametric (resp. nonparametric)
framework, the true data-generating model is often said
to be well-specified (resp. mis-specified), or finitely
(resp. infinitely) dimensional. Without prior knowledge
on how the observations were generated, determining
which method to use becomes very challenging. It nat-
urally motivates the following fundamental question:

"Is it possible to have a method that combines the
strengths of AIC and BIC?"

The combining of strengths can be defined in two
toys. Firstly, can the properties of minimax-rate op-
timality and consistency be shared? Unfortunately, it
has been theoretically shown under rather general set-
tings that there exists no model selection method that
achieves both optimality simultaneously [49]. That is,
for any model selection procedure to be consistent, it
must behave sup-optimally in terms of minimax rate of
convergence in the prediction loss. Secondly, can the

2To see a reason for such terminology, consider for instance the
regression analysis using polynomial basis function as covariates.
If the true regression function is indeed a polynomial, then it can
be parameterized with a finite number of parameters; if it is an
exponential function, then it cannot be parameterized with any finitely
dimensional parameter.

properties of asymptotic efficiency and consistency be
shared? In contrast to minimax-rate optimality which
allows the true data-generating model to vary, asymptotic
efficiency is in a pointwise sense, meaning that the data
are already generated by some fixed (unknown) data-
generating model. Therefore, the asymptotic efficiency
is a requirement from a more optimistic view and thus
weaker in some sense than the minimaxity. Recall
that consistency in a parametric framework is typically equivalent to asymptotic efficiency [12], [24]. Clearly,
if an ideal method can combine asymptotic efficiency
and consistency, it achieves asymptotic efficiency in
both parametric and nonparametric frameworks. That
motivated an active line of recent advances in reconciling
the two classes of model selection methods [24], [43], [52].

In particular, a new model selection method called
Bridge criterion (BC) was recently proposed (see Sec-
tion II) to simultaneously achieve consistency in a
parametric framework and asymptotic efficiency in both
(parametric and nonparametric) frameworks. That key
idea of BC is to impose a BIC-like heavy penalty for
a range of small models, but to alleviate the penalty
for larger models if more evidence is supporting an in-
finity dimensional true model. In that way, the selection
procedure is automatically adaptive to the appropriate
setting (either parametric or nonparametric). A detailed
statistical interpretation of how BC works in both theory
and practice, and how it relates to AIC and BIC are
elaborated in [24].

Moreover, in many applications, data analysts would
like to quantify to what extent the framework under
consideration can be practically treated as parametric,
or in other words, how likely the postulated model
class is well-specified. This motivated the concept of
“parametricness index” (PI) [14], [24] which assigns a
confidence score to model selection. One definition of
PI, which we shall use in the following experiment, is
the following quantity on [0, 1]:

\[ PI_n = \frac{|d_{\text{mac}} - d_{\text{mac}}|}{|d_{\text{mac}} - d_{\text{mac}}| + |d_{\text{mac}} - d_{\text{mac}}|} \]

if the denominator is not zero, and \( PI_n = 1 \) otherwise.
Here, \( d_{\text{mac}} \) is the dimension of the model selected by
the method \( \nu \). Under some conditions, it can be proved
that \( PI_n \to_p 1 \) in a parametric framework and \( PI_n \to_p 0 \)
otherwise.

Experiments: We now revisit Example 1 in Subsec-
tion [FC] and numerically demonstrate the performances
different methods based on 100 replications and
\( n = 500 \). For each of the three cases, we compute
the means and standard errors of the efficiency (defined in (7)), dimension of the selected model, and PI, and
TABLE I: Autoregressive order selection: the average efficiency, dimension, and PI (along with standard errors)

|       | AIC      | BC       | BIC       |
|-------|----------|----------|-----------|
| Case 1 | Efficiency | 0.78 (0.04) | 0.93 (0.02) | 0.99 (0.01) |
|       | Dimension | 3.95 (0.20) | 3.29 (0.13) | 3.01 (0.01) |
|       | PI       | 0.93 (0.03) |           |           |
| Case 2 | Efficiency | 0.77 (0.02) | 0.76 (0.02) | 0.56 (0.02) |
|       | Dimension | 9.34 (0.25) | 9.29 (0.26) | 5.39 (0.13) |
|       | PI       | 0.13 (0.03) |           |           |
| Case 3 | Efficiency | 0.71 (0.02) | 0.67 (0.02) | 0.55 (0.02) |
|       | Size     | 6.99 (0.23) | 6.61 (0.26) | 4.02 (0.10) |
|       | PI       | 0.35 (0.05) |           |           |

summarize them in Table I. It can be seen that in case 1, BIC and BC perform much better than AIC in terms of efficiency, and PI is close to 1. This is expected from theory as we are in a parametric setting. In cases 2 and 3 which are (practically) nonparametric, BC performs similarly to AIC, much better than BIC, and PI is closer to zero.

In practice, AIC seems more widely used compared with BIC, perhaps mainly due to the thinking that “all models are wrong” and minimax-rate optimality of AIC offers more robustness in adversarial settings than BIC. Nevertheless, the parametric setting is still of vital importance. First of all, being consistent in selecting the true model if it is really among the candidates is certainly mathematically appealing, and a nonparametric framework can be a practically parametric framework. More importantly, when decisions need to be made on the use of certain variables, the concept of consistency that avoids over-selection of variables is practically very important. For instance, if medical researchers need to decide if certain genes should be further studied in costly experiments, the protection of over-fitting of BIC avoids recommending variables that are hard to be justified statistically in a followup study, while AIC may recommend quite a few variables that may have some limited predictive values but their effects are too small to be certain with the limited information in the data for decision making and inference purposes.

The war between AIC and BIC originates from two fundamentally different goals: one to to minimize certain loss for prediction purpose, and the other to select the best model for inference purpose. A unified view on reconciling such two different goals wherever possible is a fundamental issue in model selection, and it remains an active line of research. We have witnessed some recent advances in that direction and we expect more discoveries to flourish in the future.

IV. HIGH-DIMENSIONAL VARIABLE SELECTION

The methods introduced in Section II were designed for small models, where the dimension $d_n$ is often required to be $o(\sqrt{n})$ in technical proofs. In this section, we elaborate on high-dimensional regression variable selection, an important type of model selection problems in which $d_n$ can be comparable with or even much larger than $n$. To alleviate the difficulties, the data-generating model is often assumed to be a well-specified linear model, i.e. one of the following candidate models.

Each model $\mathcal{M}$ assumes that $y = \sum_{i \in \mathcal{M}} \beta_i x_i + \varepsilon$ with $\varepsilon$ being random noises. Here, with a slight abuse of notation we have also used $\mathcal{M}$ to denote a subset of $\{1, \ldots, d_n\}$, and each data point is written as $z = [y, x_1, \ldots, x_{d_n}]$ with $y$ being the observed response and $x_i$’s being the (either fixed or random) covariates. Here, $d_n$ instead of $d$ is used to highlight that the number of candidate variables may depend on the sample size $n$.

The variable selection problem is also known as support recovery or feature selection in different literature. The mainstream idea to select the subset of variables is to either solve a penalized regression problem or iteratively pick up significant variables. The proposed methods differ from each other in terms of how they incorporate unique domain knowledge (e.g. sparsity, multicollinearity, group behavior), or what desired properties (e.g. consistency in coefficient estimation, consistency in variable selection) to achieve. The list of methods we will introduce is far from complete. For example, wavelet shrinkage, iterative thresholding, Dantzig selector, extended BIC, $\ell_q$-regularization with $q \in (0, 1)$ (see, e.g., [53–57]) will not be covered.

A. Penalized regression for variable selection

In a classical setting, a model class is first prescribed to data analysts (either from scientific reasoning or from exhaustive search over $d_n$ candidate variables), and then a criterion is used to select the final model (by applying any properly chosen method explained in Section II). When there is no ordering of variables known in advance, and the number of variables $d_n$ is small, one may simply search over $2^{d_n}$ possible subsets and perform model selection. But it is usually computationally prohibitive to enumerate all possible subsets for large $d_n$, especially when $d_n$ is comparable with or even larger than the sample size $n$. Note also that the problem of obtaining a sparse representation of signal $y$ through some chosen basis $x_i$’s (say polynomial, spline, or wavelet basis) usually falls under the framework of variable subset
selection as well (but with a different motivation). Such a representation can be practically useful in, for example, compressing image signals, locating radar sources, or understanding principal components.

Suppose that we have response $Y_n$ and design matrix $X_n$ whose entries are $n$ observations of $[y, x_1, \ldots, x_{d_n}]$. For high-dimensional regression, a popular solution is to consider the following penalized regression that amalgamates variable selection and prediction simultaneously in operation. Solve

$$\hat{\beta} = \arg \min_\beta \left\{ \|Y_n - X_n\beta\|_2^2 + \sum_{j=1}^{d_n} p(|\beta_j|; \lambda, \gamma) \right\}$$

(18)

and let $\{i : \hat{\beta}_i \neq 0\}$ be the selected subset of variables. Here, the $p(\beta; \lambda, \gamma)$ is a penalty function of $\beta$ with tuning parameters $\lambda, \gamma$ (which are usually determined by cross-validation). It is crucial that the penalty function is not differentiable at $\beta = 0$ so that the resulting solution becomes sparse when $\lambda$ gets large.

**Least absolute shrinkage and selection operator (LASSO)** [58] in the form of $p(\beta; \lambda) = \lambda|\beta|$ is perhaps the most commonly used penalty function. Here, $\lambda$ is a tuning parameter which controls the strength of the penalty term. Increasing $\lambda$ leads to fewer variables selected. In practice, data analysts can either 1) numerically sweep over a range of $\lambda$, or 2) use the least-angle regression method [59] in order to find all the possible candidate models (also called the solution paths), and then select the model with the best cross-validation performance. In a time series setting where LASSO solutions need to be continuously updated, fast online algorithms have been proposed (e.g. in [60]). Given that the data are truly generated by a linear model, tight prediction error bounds have been established for LASSO.

Though originally designed for linear regression, LASSO has been also extended to a wide range of statistical models such as generalized linear models (see [61] and the references therein).

**Smoothly clipped absolute deviation (SCAD)** [62] is another penalized regression that can correct the bias in LASSO estimates that comes from the $\ell_1$-penalty function being unbounded. It was also shown to exhibit “oracle property”, meaning that as the sample size and model dimension go to infinity, all and only the true variables will be identified with probability going to one, the estimated parameters converge in probability to the true parameters, and the usual asymptotic normality holds as if all the irrelevant variables have already been excluded. More discussions on such an oracle property will be included in Section VI. The penalty of SCAD is in the form of

$$p(\beta; \lambda, \gamma) = \begin{cases} 
\lambda|t| & \text{if } |t| \leq \lambda \\
\frac{2\gamma \lambda|t| - t^2 - \lambda^2}{2(\gamma - 1)} & \text{if } \lambda < |t| \leq \gamma \lambda \\
\frac{\lambda^2(\gamma + 1)}{2} & \text{if } |t| > \gamma \lambda 
\end{cases}$$

In choosing a parsimonious set of variables, LASSO tends to over-shrink the retained variables. In the SCAD penalty, the idea is to let $\lambda$ and $\gamma$ jointly control that the penalty first suppress insignificant variables as LASSO does, and then tapers off in order to achieve bias reduction. The tuning parameters in SCAD can be chosen by sweeping over a range of them and then applying cross-validation.

**Minimax concave penalty (MCP)** [63] in the form of

$$p(\beta; \lambda, \gamma) = \begin{cases} 
\lambda|t| - \frac{t^2}{2\gamma} & \text{if } |t| \leq \gamma \lambda \\
\frac{\gamma \lambda^2}{2} & \text{if } |t| > \gamma \lambda 
\end{cases}$$

is a penalized regression that works in a similar way as SCAD. Under some conditions MCP attains minimax convergence rates in probability for the estimation of regression coefficients. Fig. 5 illustrates the penalties in LASSO, SCAD, and MCP for $\lambda = 1$ and $\gamma = 3$.

**Elastic net** [64] in the form of $p(\beta; \lambda) = \lambda_1|\beta| + \lambda_2\beta^2$ is proposed to address several shortcomings of LASSO when the covariates are highly correlated. The solution $\hat{\beta}$ of the elastic net penalty exhibits a mixed effects of the LASSO and Ridge penalties. Recall that Ridge regression in the form of $p(\beta; \lambda) = \lambda|t|^2$ introduces bias to the regression estimates in order to reduce the large variances of ordinary least squares estimates in the case of multicollinearity, and that LASSO tends to select a sparse subset. Interestingly, under Elastic net, highly correlated covariates will tend to have similar regression coefficients. This property, distinct from LASSO, is appealing in many applications when data analysts would like to find all the associated covariates rather than selecting only one from each set of strongly correlated covariates.
Group LASSO [65] is another penalty introduced to restrict that all the members of each predefined group of covariates are selected together. Different from [18], the penalty of the regression is not a sum of \( n \) terms, but is replaced with \( \lambda \sum_{j=1}^{r} \| \beta_{I_j} \|_2 \) where \( \beta_{I_j} \) is a subvector of \( \beta \) indexed by \( I_j \) (the \( j \)-th group), and \( I_1, \ldots, I_r \) form a partition of \( \{1, \ldots, n\} \). It can be proved that \( \hat{\beta}_{I_j} \) is restricted to be vanishing together for each \( j \) [65]. The groups are often predefined using prior knowledge.

Adaptive LASSO [66] has been introduced to fit models sparser than LASSO. It replaces the penalty in [18] with \( \lambda \sum_{j=1}^{d_n} |\hat{\beta}_j|^{-u} |\beta_j| \), where \( \hat{\beta}_j \) is referred to as the pilot estimate that can be obtained in various ways (e.g., by least squares for \( d_n < n \) or univariate regressions for \( d_n \geq n \)). Adaptive LASSO was shown to exhibit the aforementioned oracle property. The adaptive LASSO can be solved by the same efficient algorithm for solving the LASSO, and it can be easily extended for generalized linear models as well.

In addition to the above penalized regression, a class of alternative solutions are greedy algorithms (or stepwise algorithms), which select a set of variables by making locally optimal decisions in each iteration.

Orthogonal matching pursuit (OMP) [67], [68], also referred to as the forward stepwise regression algorithm, is a very popular greedy algorithm which also inspired many other greedy algorithms. The general idea of OMP is to iteratively build a set of variables which are “the most relevant” to the response. It works in the following way. In each iteration, the variable most correlated with the current residual (in absolute value) is added to the subset (which is initialized as the empty set). Here, the residual represents the component of the observation vector \( y \) not in the linear span of the selected variables. Stopping criteria that guarantee good asymptotic properties such as consistency in variable selection remain an active line of research. The OMP algorithm can sequentially identify all the significant variables with high probability under some conditions such as weak dependences of the candidate variables (see, e.g., [69], [70] and the references therein).

Least-angle regression (LARS) [59] is a greedy algorithm for stepwise variable selection. It can also be used for computing the solution paths of LASSO. Different from OMP, it doesn’t permanently maintain a variable once it is selected into the model. Instead, it only adjusts the coefficient of the most correlated variable until that variable is no longer the most correlated with the recent residual. Briefly speaking, LARS works in the following way. It starts with all coefficients \( \beta_i \)’s being zeros. In each iteration, it looks for the variable \( x_i \) most correlated with the current residual \( r \), and increases its coefficient \( \beta_i \) in the direction of the sign of its correlation with \( y \). Once some other variable \( x_j \) has the same correlation with \( r \) as \( x_i \) has, it increases \( \beta_i \) and \( \beta_j \) in the direction of their joint least squares until another variable has the same correlation with the residual. The procedure is repeated until all the variables are in the model or the residuals have become zero.

### B. Properties of the penalized regression methods

Theoretical examinations of the penalized regression methods have mainly focused on the properties of tight prediction error bounds and consistency in selection. These asymptotic properties are mostly studied by assuming a parametric framework, namely data are truly generated by a linear regression model. Analysis for nonparametric high-dimensional regression models have been also investigated in terms of oracle inequalities for prediction loss [71] and nonlinear additive models [72], [73].

The goal for prediction in high-dimensional regression focuses the control of the prediction loss (usually squared loss) bound, so that it eventually vanishes even for a very large number of variables \( d_n \) (compared with the sample size \( n \)). For instance, suppose that data are generated by \( Y_n = X_n \beta_\ast + \varepsilon \) where \( Y_n \in \mathbb{R}^n, \beta_\ast \in \mathbb{R}^{d_n}, \varepsilon \sim \mathcal{N}(0, \sigma^2 I_n) \). Let \( \| \beta_\ast \|_0 \) denote the number of nonzero entries in \( \beta_\ast \). Then under certain restricted eigenvalue assumptions [71], there exist some constants \( c_1 > 2\sqrt{2} \) and \( c_2 > 0 \) such that the LASSO solution satisfies \( n^{-1} \| X_n \beta_\ast - X_n \hat{\beta} \|_2^2 \leq c_2 \sigma^2 \| \beta_\ast \|_0 n^{-1} \log d_n \) with probability at least \( 1 - \frac{4}{d_n^{c_1 \sigma^2 n \log d_n}} \) if we choose \( \lambda = c_1 \sigma \sqrt{n \log d_n} \). Note that the above choice of \( \lambda \) depends on an unknown \( c_1 \sigma \) which, though does not scale with \( n \), can have an effect for small sample size. Notably, the number of variables \( d_n \) is allowed to be much larger than \( n \) to admit a good predictive performance, as long as \( \log d_n \) is small compared with \( n \). Similar tight bounds can be obtained by making other assumptions on \( \beta_\ast \) and \( X_n \).

Selection consistency, as before, targets the goal of identifying the significant variables for scientific interpretation. The property of asymptotic efficiency we introduced before is rarely considered in high-dimensional regressions, because it is implied by selection consistency in the parametric setting. For any vector \( \beta \in \mathbb{R}^{d_n} \), let \( r(\beta) \) denote the indicator vector of \( \beta \) such that for any \( j = 1, \ldots, d_n \), \( r_i(\beta) = 0 \) if \( \beta_i = 0 \), and \( r_i(\beta) = 1 \) otherwise. Selection consistency requires that the probability of \( r(\hat{\beta}) = r(\beta) \) converges in probability to one (as \( n \to \infty \)). Under various conditions such as fixed design or random design matrices, consistency
of LASSO in estimating the significant variables has been widely studied under various technical conditions such as sparsity, restricted isometry [74], mutual coherence [75], irrepresentable condition [76], and restricted eigenvalue [71], which create theoretical possibilities to distinguish the true subset of variables from all the remaining subsets for large $n$.

At the same time, it has been known that LASSO is not generally consistent in parameter/coefﬁcient estimation. This motivates the methods such as SCAD, MCP, Adaptive LASSO, etc. that correct the estimation bias of LASSO. These three methods are also known to enjoy the so-called oracle property. The oracle property is perhaps more widely considered than selection consistency for high-dimensional regression analysis, since the penalized regression methods target simultaneous parameter estimation and prediction loss control. An oracle estimator [62] must be consistent in variable selection and parameter estimation, and satisfy 1) the sparsity condition, meaning that $P_r(\hat{\beta} = r(\beta)) \to 1$ as $n \to \infty$, where the inequality is componentwise; and 2) the asymptotic normality $\sqrt{n}(\hat{\beta}_S - \beta_S) \to d N(0, I^{-1}(\beta_S))$ where $S$ is the support set of $\beta$, $\beta_S$ is the subvector of $\beta_*$ indexed by $S$, and $I(\beta_S)$ is the Fisher information knowing $S$ in advance. Intuitively speaking, an oracle estimator enjoys the properties achieved by the MLE knowing the true support. We will revisit the oracle property in Subsection VI-C.

C. Practical Performance of penalized regression methods

With the huge influx of high-dimensional regression data, the penalized regression methods have been widely applied for sparse regression where a relatively small (or tiny) number of variables are selected out of a large number of candidates. For instance, in applications with gene expression type of data, although the number of subjects may be only tens or hundreds, a sparse set of genes is typically selected out of thousand of choices. This has created a lot of excitement, with thousands of publications of such research and applications. This celebrated sparsity feature of penalized regression methods has generated an optimistic view that even with e.g., fewer than a hundred observations, the modern variable selection tool can identify a sparse subset out of thousands or even many more variables as the set of the most important ones for the regression problem. The estimated model is often readily used for data-driven discoveries.

There is little doubt that penalized regression methods have produced many successful results for the goal of prediction (see for example [77]). As long as a proper cross-validation is done for tuning parameter selection, the methods can often yield good predictive performances. This said, given the challenge of high-dimension and diverse data sources, the different penalized regression methods may have drastically different relative performances for various data sets. Therefore, a proper choice of a method is important, to which end cross-validation may be used, as will be presented in the next section.

For the goal of model selection for inference, however, the picture is much less promising. Indeed, many real applications strongly suggest that the practice of using the selected model for understanding and inference may be far from being reliable. It has been reported that the selected variables from these penalized regression methods are often severely unstable, in the sense that the selection results can be drastically different under a tiny perturbation of data (see [78] and the references therein). Such high uncertainty damages reproducibility of the statistical findings [79]. Overall, being overly optimistic about the interpretability of high-dimensional regression methods can lead to spurious scientiﬁc discoveries.

The fundamental issue still lies in the potential discrepancy between inference and prediction, which is also elaborated in Section III and Subsection VI-C. If data analysts know in advance that the true model is exactly (or close to) a stable low-dimensional linear model, then the high-dimensional methods with the aforementioned oracle property may produce stable selection results not only good for prediction but also for inference purposes. Otherwise, the produced selection is so unstable that analysts can only focus on prediction alone. In practice, data analysts may need to utilize data-driven tools such as model averaging [80], resampling [81], conﬁdence set for models [82], or model selection diagnostic tools such as the parametricness index introduced in Section III in order to make sure the selected variables are stable and properly interpretable. Considerations along these lines also lead to stabilized variable selection methods [81], [83], [84]. The instability of penalized regression also motivated some recent research on post-model-selection inference [85], [86]. Their interesting results in speciﬁc settings call for more research for more general applications.

V. MODELING PROCEDURE SELECTION

The discussions in the previous sections have focused on model selection in the narrow sense where the candidates are models. In this section, we review the use of CV as a general tool for modeling procedure selection,
which aims to select one from a finite set of modeling procedures [87]. For example, one may first apply modeling procedures such as AIC, BIC, and CV for variable selection to the same data, and then select one of those procedures (together with the model selected by the procedure), using an appropriately designed CV (which is at the second level). Another example is the emerging online competition platforms such as Kaggle, that compare new problem-solving procedures and award prizes using cross-validation. The “best” procedure is defined in the sense that it outperforms, with high probability, the other procedures in terms of out-sample prediction loss for sufficiently large $n$ (see for example [13] Definition 1).

There are two main goals of modeling procedure selection. The first is to identify with high probability the best procedure among the candidates. The property of selection consistency is of interest here. The second goal of modeling procedure selection is to approach the best performance (in terms of out-sample prediction loss) offered by the candidates, instead of pinpointing which candidate procedure is the best. Note again that in case there are procedures that have similar best performances, we do not need to single out the best candidate to achieve the asymptotically optimal performance.

Similarly to model selection, for the task of modeling procedure selection, CV randomly splits $n$ data into $n_t$ training data and $n_v$ validation data (so $n = n_t + n_v$). The first $n_t$ data are used to run different modeling procedures, and the remaining $n_v$ data are used to select the better or best procedure. We will see that for the first goal above, the evaluation portion of CV should be large enough; while for the second goal, a smaller portion of the evaluation may be enough to achieve optimal predictive performance.

In the literature, much attention has been focused on choosing whether to use the AIC procedure or BIC procedure for data analysis. For regression variable selection, it has been proved that the CV method is consistent in choosing between AIC and BIC given $n_t \to \infty$, $n_v/n_t \to \infty$, and some other regularity assumptions [87, Thm. 1]. In other words, the probability of BIC being selected goes to 1 in a parametric framework, and the probability of AIC being selected goes to 1 otherwise. In this way, the modeling procedure selection using CV naturally leads to a hybrid model selection criterion that builds upon strengths of AIC and BIC. Such a hybrid selection combines some theoretical advantages of both AIC and BIC. This aspect is to be clearly seen in the context of Section III. The task of classification is somewhat more relaxed compared with the task of regression. In order to achieve consistency in selecting the better classifier, the splitting ratio may be allowed to converge to infinity or any positive constant, depending on the situation [13]. In general, it is safe to let $n_t \to \infty$ and $n_v/n_t \to \infty$ for consistency in modeling procedure selection.

Closely related to the above discussion is the following paradox. Suppose that a set of newly available data is given to an analyst. The analyst would naturally add some of the new data in the training phase and some in the validation phase. Clearly, with more data added to the training set, each candidate modeling procedure is improved in accuracy; with more data added to the validation set, the evaluation is also more reliable. It is tempting to think that improving the accuracy on both training and validation would lead to sharper comparison between procedures. However, this is not the case. The prediction error estimation and procedure comparison are two different targets.

**Cross-validation paradox:** Better training and better estimation (e.g., in both bias and variance) of the prediction error by CV together do not imply better modeling procedure selection [87]. Intuitively speaking, when comparing two procedures that are naturally close to each other, the improved estimation accuracy by adopting more observations in the training part only makes the procedures more difficult to be distinguishable. The consistency in identifying the better procedure cannot be achieved unless the validation size diverges fast enough.

**Experiments:** We illustrate the cross-validation paradox using the synthetic data generated from the linear regression model $y = \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \varepsilon$, where $\beta = [1, 2, 0]^T$, the covariates $X_j$ ($j = 1, 2, 3$) and noise $\varepsilon$ are independent standard Gaussian. Given $n$ observations $(y_i, x_{1,i}, x_{2,i}, x_{3,i})_{i=1,...,n}$, we compare the following two different uses of linear regression. The first is based on $X_1$ and $X_2$, and the second is based on all the 3 covariates. Note that in this experiment, selecting the better procedure is equivalent to selecting a better model. The data-generating model indicates that $x_3$ is irrelevant for predicting $y$, so that the first procedure should be better than the second. Suppose that we start with 100 observations. We randomly split the data 100 times, each

| TABLE II: Cross-validation paradox: More observations in training and evaluations do not lead to higher selection accuracy in selecting the better procedure. |
|-----------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| sample size $n$             | 100             | 200             | 300             | 400             | 500             |
| Training size $n_t$         | 20              | 70              | 120             | 170             | 220             |
| Accuracy                    | 98.3%           | 94.9%           | 93.7%           | 92.3%           | 92.5%           |
with 20 training data and 80 validation data, and record which procedure gives the smaller average quadratic loss during validation. We then add 50 new data to the training set and 50 to the validation set, and record again which procedure is favored. We continuing doing this until the sample size reaches 500. By running 1000 independent replications, we summarize the frequency of the first procedure being favored in Table II As the paradox suggests, the accuracy of identifying the better procedure does not necessarily increase when more observations are added to both the estimation phase and the validation phase.

VI. CLARIFICATION OF SOME MISCONCEPTIONS

A. Pitfall of one-size-fits-all recommendation of data splitting ratio of cross-validation

There are wide-spread general recommendations on how to apply cross-validation for model selection. For instance, it is common to use 10-fold CV for model selection. Such guidelines seem to be unwarranted. First, it mistakenly disregards the goal of model selection. For prediction purposes, leave-one-out is actually preferred in tuning parameter selection for traditional nonparametric regression. In contrast, for selection consistency, 10-fold often leaves too few observations in evaluation to be stable. Indeed, 5-fold often produces more stable selection results for high-dimensional regression. Second, $k$-fold CV, regardless of $k$, in general, is often unstable in the sense that a different dividing of data can produce a very different selection result. A common way to improve performance is to randomly divide the data into $k$ folds several times and use the average validation loss for selection.

For model selection, CV randomly splits $n$ data into $n_t$ training data and $n_v$ validation data. Common practices using 5-fold, 10-fold, or 30%-for-validation do not exhibit asymptotic optimality (neither consistency nor asymptotic efficiency) in simple regression models, and their performances can be very different depending on the goal of applying CV. In fact, it is known that the delete-$n_v$ CV is asymptotically equivalent to GIC$_n$, with $\lambda_n = n/(n - n_v) + 1$ under some assumptions [12]. It is also known that GIC$_n$ achieves asymptotic efficiency in a nonparametric framework only with $\lambda_n = 2$, and asymptotic efficiency in a parametric framework only with $\lambda_n \rightarrow \infty$ (as $n \rightarrow \infty$). In this context, from a theoretical perspective, the optimal splitting ratio $n_v/n_t$ of CV should either converge to zero or diverge to infinity in order to achieve asymptotic efficiency, depending on whether the setting is nonparametric or parametric.

For modeling procedure selection, it is often necessary to let the validation size take a large proportion (e.g., half) in order to achieve good selection accuracy. In particular, the use of LOO for the goal of comparing procedures is the least trustworthy (see Section V).

**Experiment:** We show how the splitting ratio can affect CV for model selection using the Modified National Institute of Standards and Technology (MNIST) database [88], which consists of 70,000 images of handwritten digits (from 0-9) with $28 \times 28$ pixels. We implement 6 candidate feed-forward neural network models for classification. The first 4 models have 1 hidden layer, and the number of hidden nodes are respectively 17, 18, 19, 20; the 5th model has 2 hidden layers with 20 and 4 nodes; the 6th model has 3 hidden layers with 20, 2, and 2 nodes. Since the true data-generating model for the real data is unavailable, we take 35,000 data (often referred to as the test data) out for approximating the true prediction loss, and use the remaining data to train and validate. For model selection, we run CV with different $n_v/n_t$. For each ratio, we compute the average validation loss of each candidate model based on 10 random partitions. We then select the model with the smallest average loss, and calculate its “true” predictive loss using the remaining 35,000 data. The results recorded in Table III indicate that a smaller splitting ratio $n_v/n_t$ leads to better classification accuracy. This is in line with the existing theory, since neural network models are likely to be “nonparametric”. This example also provides a complementing message to the cross-validation paradox. At ratio 0.95, the training sample size is too small to represent the full sample size, so the ranking of the candidate models estimated from training data can be unstable and deviate from the ranking of models estimated from the full dataset.

### TABLE III: Classification for handwritten digits: smaller $n_v/n_t$ tends to give better predictive performance

| Ratio   | 0.95 | 0.9 | 0.5 | 0.1 | 0.05 |
|---------|------|-----|-----|-----|------|
| Accuracy | 72.24% | 90.28% | 91.47% | 91.47% | 92.99% |

B. Since all models are wrong, why pursing consistency in selection?

Since the reality is usually more complicated than a parametric model, perhaps everyone agrees that all models are wrong and that the consistency concept of selecting the true model in a parametric framework is irrelevant. One view on such selection consistency is that in many situations, a stable parametric model can be identified and it can be treated as the “true model”. Such

---

3 As mentioned before, typically the true data-generating model is the best model in a parametric framework.
an idealization for theoretical investigation with practical implications is no more sinful than deriving theories under nonparametric assumptions. The true judge should be the performance in real applications. On the other hand, the notion of “consistency” in a nonparametric framework, however, is rarely used in the literature. In fact, it was shown that there does not exist any model selection method that can guarantee consistency in nonparametric regression settings (see, e.g., [25]). This partly explains why the concept of asymptotic efficiency (which is a weaker requirement) is more widely used in nonparametric frameworks.

C. Controversy over the oracle property

The popular oracle property (as mentioned in Subsection [IV-B]) for high-dimensional variable selection has been a focus in many research publications. However, it has been criticized by some researchers (see, e.g., [89]). At first glance, the oracle property may look very stringent. But we note that its requirement is fundamentally only as stringent as consistency in variable selection. In fact, if all the true variables can be selected with probability tending to one by any method, then one can obtain MLE or the like restricted to the relevant variables for optimal estimation of the unknown parameters in the model. To our knowledge, there is neither claim nor reason to believe that the original estimator should be better than the re-fitted one by MLE based on the selected model. Though the oracle property is not theoretically surprising beyond consistency, it is still interesting and nontrivial to obtain such a property with only one stage of regression (as SCAD, MCP, and Adaptive LASSO do). These methods, when armed with efficient algorithms, may save the computational cost in practice.

It was emphasized in [89] that the oracle estimator does not perform well in a uniform sense for point or interval estimation of the parameters. A paid price for the oracle property is that the risk of any “oracle estimator” (see [62]) has a supremum that diverges to infinity, i.e.,

$$\sup_{\beta \in \mathbb{R}^p} E_{\beta} \{ n(\hat{\beta} - \beta)^T (\hat{\beta} - \beta) \} \to \infty$$

as sample size \( n \to \infty \) (see for instance [89]). Here, we let \( E_{\beta} \) denote expectation with respect to the true linear model with coefficients \( \beta \). In fact, for any consistent model selection method, we can always find a parameter value that is small enough so that the selection method tends to not include it (since it has to avoid over-selection), yet the parameter value is big enough so that dropping it has a detrimental effect in rate of convergence (see, e.g., [49], [90]). While uniformity and robustness are valid and important considerations, we do not need to overly emphasize such properties. Otherwise we are unduly burdened to retain not very useful variables in the final model and have to lose the ability in choosing a practically satisfying parsimonious model for interpretation and inference.

VII. SOME GENERAL RECOMMENDATIONS

Model selection, no matter how it is done, is exploratory in nature and cannot be confirmatory. Confirmatory conclusions can only be drawn based on well-designed followup studies. Nevertheless, good model selection tools can provide valuable and reliable information regarding explanation and prediction. Obviously there are many specific aspects of the data, nature of the models and practical considerations of the variables in the models, etc., that make each model selection problem unique to some degree. Nonetheless, based on the literature and our own experiences, we give some general recommendations.

1) Keep in mind the main objective of model selection.
   a) If one needs to declare a model for inference, model selection consistency is the right concept to think about. Model selection diagnostic measures need to be used to assess the reliability of the selected model. In a high-dimensional setting, penalized regression methods are typically highly uncertain. For selection stability, when choosing a tuning parameter by cross-validation, for instance, 5-fold tends to work better than 10-fold (see, e.g., [78]).
   b) If one’s main goal is prediction, model selection instability is less of a concern, and any choice among the best performing models may give a satisfying prediction accuracy. In a parametric framework, consistent selection leads to asymptotic efficiency. In a nonparametric framework, selection methods based on the optimal tradeoff between estimation error and approximation error lead to asymptotic efficiency. When it is not clear if a (practically) parametric framework is suitable, we recommend the use of an adaptively asymptotic efficient method (e.g., the BC criterion).

2) When model selection is for prediction, the minimax consideration gives more protection in the worst case. If one postulates that the nature is adversary, the use of a minimax optimal criterion (e.g., AIC) is safer (than e.g., BIC).

3) When prediction is the goal, one may consider different types of models and methods and then apply cross-validation to choose one for final prediction. If one needs to know which model or method is
really the best, a large enough proportion (e.g., 1/3 or even half) for validation is necessary. If one just cares about the prediction accuracy and has little interest in declaring the chosen one being the best, the demand on the validation size may be much lessened.
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