Chimera states in quantum mechanics
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Abstract. Classical chimera states are paradigmatic examples of partial synchronization patterns emerging in nonlinear dynamics. These states are characterized by the spatial coexistence of two dramatically different dynamical behaviors, i.e., synchronized and desynchronized dynamics. Our aim in this contribution is to discuss signatures of chimera states in quantum mechanics. We study a network with a ring topology consisting of $N$ coupled quantum Van der Pol oscillators. We describe the emergence of chimera-like quantum correlations in the covariance matrix. Further, we establish the connection of chimera states to quantum information theory by describing the quantum mutual information for a bipartite state of the network.

1 Introduction

Self-organization is one of the most intriguing phenomena in nature. Currently, there is a plethora of studies concerning pattern formation and the emergence of spiral waves, Turing structures, synchronization patterns, etc. In classical systems of coupled nonlinear oscillators, the phenomenon of chimera states, which describes the spontaneous emergence of coexisting synchronized and desynchronized dynamics in networks of identical elements, has recently aroused much interest [1]. These intriguing spatio-temporal patterns were originally discovered in models of coupled phase oscillators [2,3]. The last decade has seen an increasing interest in chimera states in dynamical networks [4–12]. It was shown that they are not limited to phase oscillators, but can be found in a large variety of different systems including time-discrete maps [13], time-continuous chaotic models [14], neural systems [15–17], Van der Pol oscillators [18], and Boolean networks [19].

Chimera states were found also in systems with higher spatial dimensions [7,20–23]. New types of these peculiar states having multiple incoherent regions [15,17,24–26], as well as amplitude-mediated [27,28], and pure amplitude chimera states [29] were discovered.

The nonlocal coupling has been usually considered as a necessary condition for chimera states to evolve in systems of coupled oscillators. Recent studies
have shown that even global all-to-all coupling \cite{28,30-32}, as well as more complex coupling topologies allow for the existence of chimera states \cite{12,33–37}. Furthermore, time-varying network structures can give rise to alternating chimera states \cite{38}.

Possible applications of chimera states in natural and technological systems include the phenomenon of unihemispheric sleep \cite{39}, bump states in neural systems \cite{40,41}, epileptic seizure \cite{42}, power grids \cite{43}, or social systems \cite{44}. Many works considering chimera states have been based on numerical results. A deeper bifurcation analysis \cite{45} and even a possibility to control chimera states \cite{46,47} were obtained only recently.

The experimental verification of chimera states was first demonstrated in optical \cite{48} and chemical \cite{49,50} systems. Further experiments involved mechanical \cite{51}, electronic \cite{52,53} and electrochemical \cite{54,55} oscillator systems, Boolean networks \cite{19}, the optical comb generated by a passively mode-locked quantum dot laser \cite{56}, and superconducting quantum interference devices \cite{57}.

While synchronization of classical oscillators has been well studied since the early observations of Huygens in the 17th century \cite{58}, synchronization in quantum mechanics has only very recently become a focus of interest. For example, quantum signatures of synchronization in a network of globally coupled Van der Pol oscillators have been investigated \cite{59,60}. Related works focus on the dynamical phase transitions of a network of nanomechanical oscillators with arbitrary topologies characterized by a coordination number \cite{61}, and the semiclassical quantization of the Kuramoto model by using path integral methods \cite{62}.

Contrary to classical mechanics, in quantum mechanics the notion of phase-space trajectory is not well defined. As a consequence, one has to define new measures of synchronization for continuous variable systems like optomechanical arrays \cite{61}. These measures are based on quadratures of the coupled systems and allow one to extend the notion of phase synchronization to the quantum regime \cite{63}. Additional measures of synchronization open intriguing connections to concepts of quantum information theory \cite{64,65}, such as decoherence-free subspaces \cite{66}, quantum discord \cite{67}, entanglement \cite{68,69}, and mutual information \cite{70}. Despite the intensive theoretical investigation of quantum signatures of synchronized states, up to now the quantum manifestations of chimera states are still unresolved.

Recently, we have studied the emergence of chimera states in a network of coupled quantum Van der Pol oscillators \cite{71}, and here we review this work. Unlike in previous studies \cite{72}, we address the fundamental issue of the dynamical properties of chimera states in a continuous variable system. Considering the chaotic nature of chimera states \cite{9}, we study the short-time evolution of the quantum fluctuations at the Gaussian level. This approach allows us to use powerful tools of quantum information theory to describe the correlations in a nonequilibrium state of the system. We show that quantum manifestations of the chimera state appear in the covariance matrix and are
related to bosonic squeezing, thus bringing these signatures into the realm of observability in trapped ions [59], optomechanical arrays [61], and driven-dissipative Bose-Einstein condensates [73,74]. We find that the chimera states can be characterized in terms of Rényi quantum mutual information [75]. Our results reveal that the mutual information for a chimera state lies between the values for synchronized and desynchronized states, which extends in a natural way the definition of chimera states to quantum mechanics.

2 Nonlinear quantum oscillators

In this section we describe a recent theoretical proposal to realize a quantum analogue of the Van der Pol oscillator [59,60].

2.1 The classical Van der Pol oscillator

The classical Van der Pol oscillator is given by the equation of motion [76]

\[ \ddot{Q} + \omega_0^2 Q - \epsilon (1 - 2Q^2) \dot{Q} = 0. \]  

(1)

where \( Q \in \mathbb{R} \) is the dynamical variable, \( \omega_0 \) is the linear frequency, and \( \epsilon > 0 \) is the nonlinearity parameter. One important aspect of this equation is that the interplay between negative damping proportional to \(-\dot{Q}\) and nonlinear damping \(Q^2 \dot{Q}\) leads to the existence of self-sustained limit cycle oscillations. Similarly to the method discussed in Ref. [59], we consider a transformation into a rotating frame \( \dot{Q}(t) = 2^{-1/2}(\alpha(t)e^{i\omega_0 t} + \alpha^*(t)e^{-i\omega_0 t}) \) with a slowly varying complex amplitude \( \alpha = 2^{-1/2}(Q + iP) \), and \( Q \) and \( P = \dot{Q} \) denote position and conjugate momentum, respectively. In the rotating frame, one can neglect fast oscillating terms in Eq. (1) as long as the condition \( \epsilon \ll 1 \) holds. This enables us to obtain an effective amplitude equation which has the form of a Stuart-Landau equation

\[ \dot{\alpha}(t) = \frac{\epsilon}{2} (1 - |\alpha(t)|^2) \alpha(t) \]  

(2)

describing the dynamics of the oscillator. In the stationary state, i.e., when \( \dot{\alpha}(t) = 0 \), it admits the existence of a limit cycle defined by \(|\alpha(t)|^2 = 1 \).

2.2 The quantum Van der Pol oscillator

To obtain a quantum analogue of the Van der Pol oscillator, we require a mechanism to inject energy into the system in a linear way (negative damping) and to induce nonlinear losses. Such features can be accomplished by using trapped ions setups [77], as proposed in Ref. [59]. In the case of trapped ions, the dynamic degrees of freedom are described by means of bosonic creation
and annihilation operators $a^\dagger$ and $a$, respectively. The dissipative dynamics is governed by the Lindblad master equation

$$
\dot{\rho}(t) = 2\kappa_1 \left( a^\dagger \rho a - \frac{1}{2} \{ \rho, aa^\dagger \} \right) + 2\kappa_2 \left( a^2 \rho (a^\dagger)^2 - \frac{1}{2} \{ \rho, (a^\dagger)^2 a^2 \} \right)
$$

in a rotating frame with frequency $\omega_0$, where $\rho$ is the density matrix, and $\kappa_1$, $\kappa_2$ are dissipation rates.

In the high-photon density limit $\langle a^\dagger a \rangle = |\alpha|^2 \gg 1$ one can describe bosonic quantum fluctuations $\hat{a}, \hat{a}^\dagger$ about the mean field $\alpha$. This approach enables us to study the time evolution of the quantum fluctuations, which is influenced by the mean field solution. Correspondingly, at mean-field level, the system resembles the classical behavior of the Van der Pol oscillator in the $\epsilon \ll 1$ limit. Unfortunately, to obtain analytical results we must confine ourselves to the study of Gaussian quantum fluctuations. This implies some limitations in the description of the long-time dynamics of the fluctuations. For example, even if one prepares the system in a coherent state at $t = 0$ $\rho(0) = |\alpha(0)\rangle \langle \alpha(0)|$, i.e., a bosonic Gaussian state, there are quantum signatures of the classical limit cycle leading to non-Gaussian effects. Therefore, within the framework of a Gaussian description, one is able to describe only short-time dynamics, where the non-Gaussian effects are negligible.

### 2.3 Gaussian quantum fluctuations and semiclassical trajectories

Let us begin by considering the decomposition $a(t) = \hat{a} + \alpha(t)$ of the bosonic operator $a$ in terms of the quantum fluctuations $\hat{a}$ and the mean field $\alpha$. For completeness, in appendix A we calculate explicitly the Gaussian quantum fluctuations for the quartic oscillator. To formalize this procedure from the perspective of the master equation \[78, 79\], we define the density matrix in the co-moving frame $\rho_\alpha(t) = \hat{D}^\dagger [\alpha(t)] \rho(t) \hat{D} [\alpha(t)]$, where $\hat{D} [\alpha(t)] = \exp \left[ \alpha(t) \hat{a}^\dagger - \alpha^*(t) \hat{a} \right]$ is a displacement operator. In the co-moving frame, we obtain a master equation with Liouville operators $\hat{L}_1$ and $\hat{L}_2$

$$
\dot{\rho}_\alpha(t) = -i [\hat{H}^{(\alpha)}(t), \rho_\alpha(t)] + 2\kappa_1 \hat{D}^\dagger [\alpha(t)] \left( \hat{a}^\dagger \rho \hat{a} - \frac{1}{2} \{ \rho, \hat{a} \hat{a}^\dagger \} \right) \hat{D} [\alpha(t)]
$$

$$
+ 2\kappa_2 \hat{D}^\dagger [\alpha(t)] \left( a^2 \rho (a^\dagger)^2 - \frac{1}{2} \{ \rho, (a^\dagger)^2 a^2 \} \right) \hat{D} [\alpha(t)]
$$

$$
\equiv -i [\hat{H}^{(\alpha)}(t), \rho_\alpha(t)] + \hat{L}_1 \rho_\alpha + \hat{L}_2 \rho_\alpha ,
$$

where we have defined $\hat{H}^{(\alpha)}(t) = -i \hat{D}^\dagger [\alpha(t)] \partial_\alpha \hat{D} [\alpha(t)]$ and the anticommutator $\{ \hat{A}, \hat{B} \} = \hat{A} \hat{B} + \hat{B} \hat{A}$. In the co-moving frame, the coherent dynamics is generated by the Hamiltonian

$$
\hat{H}^{(\alpha)}(t) = -\frac{i}{2} [\dot{\alpha}(t) \alpha^*(t) - \alpha(t) \dot{\alpha}^*(t)] - i[\dot{\alpha}(t) \hat{a}^\dagger - \dot{\alpha}^*(t) \hat{a}] .
$$
A next step in the calculation of the Gaussian quantum fluctuations is to expand the Liouville operators $\hat{L}_1$ and $\hat{L}_2$ in terms of the quantum fluctuations. We begin by considering the Liouville operator $\hat{L}_1$, which preserves the Gaussian character of the initial state $\rho(0) = |\alpha(0)\rangle \langle \alpha(0)|$. By using elementary properties of the displacement operator we can decompose the dissipative term into coherent and incoherent parts:

$$\hat{L}_1\rho_\alpha(t) = 2\kappa_1 \hat{D}^\dagger [\alpha(t)] \left( \hat{a}^\dagger \hat{p}\hat{a} - \frac{1}{2} \{\rho, \hat{aa}^\dagger\} \right) \hat{D} [\alpha(t)] = 2\kappa_1 \left( \hat{a}^\dagger \rho_\alpha\hat{a} - \frac{1}{2} \{\rho_\alpha, \hat{aa}^\dagger\} \right) - i [\kappa_1 \alpha\hat{a}^\dagger, \rho_\alpha] - i [-\kappa_1 \alpha^*\hat{a}, \rho_\alpha].$$  

(6)

In the calculation of the dissipative term proportional to $\kappa_2$, one needs to be particularly careful, because it causes non-Gaussian effects due to two-photon processes. Interestingly, one can decompose the Liouville operator $\hat{L}_2$ into coherent terms given by commutators of an effective Hamiltonian with the density operator and terms preserving the Gaussian character of the initial state. In addition, we also obtain explicitly the non-Gaussian contributions:

$$\hat{L}_2\rho_\alpha(t) = 2\kappa_2 \hat{D}^\dagger [\alpha(t)] \left( \hat{a}^\dagger \rho(\hat{a}^\dagger)^2 - \frac{1}{2} \{\rho, (\hat{a}^\dagger)^2\hat{a}^2\} \right) \hat{D} [\alpha(t)] = 2\kappa_2 \left( \hat{a}^\dagger \rho_\alpha(\hat{a}^\dagger)^2 - \frac{1}{2} \{\rho_\alpha, (\hat{a}^\dagger)^2\hat{a}^2\} \right) + 4\kappa_2 \alpha^* \left( \hat{a}^\dagger \rho_\alpha\hat{a}^\dagger - \frac{1}{2} \{\rho_\alpha, \hat{a}^\dagger\hat{a}^2\} \right) + 4\kappa_2 \alpha \left( \hat{a} \rho_\alpha\hat{a}^\dagger - \frac{1}{2} \{\rho_\alpha, \hat{a}^\dagger\hat{a}\} \right) - i [\kappa_2 \alpha^* \hat{a}^2, \rho_\alpha] - i [-\kappa_2 \alpha^2(\hat{a}^\dagger)^2, \rho_\alpha] - i [2\kappa_2 \alpha \alpha^* \hat{a}^2, \rho_\alpha] - i [-2\kappa_2 \alpha^* \alpha^2\hat{a}^\dagger, \rho_\alpha].$$  

(7)

In the semiclassical high-density limit $|\alpha|^2 \gg 1$, one can safely neglect the effect of the non-Gaussian terms in Eqs. (6) and (7). Furthermore, we require vanishing linear terms in the coherent part of the master equation (4). This is achieved as long as the condition

$$\dot{\alpha}(t) = \kappa_1 \alpha(t) - 2\kappa_2 \alpha(\alpha|\alpha|) \alpha(t)^2$$  

(8)

is satisfied. After neglecting such terms, we obtain the master equation

$$\rho_\alpha(t) = -i\kappa_2 \left[ i(\alpha^*)^2\hat{a}^2 - i\alpha^2(\hat{a}^\dagger)^2, \rho_\alpha \right] + 2\kappa_1 \left( \hat{a}^\dagger \rho\hat{a} - \frac{1}{2} \{\rho, \hat{aa}^\dagger\} \right) + 8\kappa_2 \alpha(t)^2 \left( \hat{a} \rho_\alpha\hat{a}^\dagger - \frac{1}{2} \{\rho_\alpha, \hat{a}^\dagger\hat{a}\} \right).$$  

(9)

One can interpret this procedure from a geometrical point of view. An initial coherent state $\rho(0) = |\alpha(0)\rangle \langle \alpha(0)|$ corresponds to the vacuum $\rho_\alpha(0) = |0\rangle \langle 0|$.  
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in the co-moving frame. On the other hand, $\alpha(0)$ plays the role of the initial condition for the classical equation of motion Eq. (8). The solution $\alpha(t)$ of Eq. (8) is responsible for the emergence of time dependent rates in the master equation and time dependent squeezing. In the stationary limit, however, the classical equations of motion exhibit self-sustained oscillations with amplitude $|\alpha(t)|^2 = \kappa_1/2\kappa_2$. In this limit, the master equation ceases to have time-dependent coefficients.

### 3 Quantum description of a network of coupled Van der Pol oscillators

We consider a quantum network consisting of a ring of $N$ coupled Van der Pol oscillators. Such a network can be described by the master equation for the density matrix $\rho(t)$

$$
\dot{\rho} = -\frac{i}{\hbar}[\hat{H}, \rho] + 2 \sum_{l=1}^{N} \left[ \kappa_1 \mathcal{D}(a_l^\dagger) + \kappa_2 \mathcal{D}(a_l^2) \right],
$$

(10)

where $a_l^\dagger, a_l$ are creation and annihilation operators of bosonic particles and $\mathcal{D}(\hat{O}) = \hat{O}\rho\hat{O}^\dagger - \frac{1}{2}(\hat{O}\rho + \rho\hat{O}^\dagger)$ describes dissipative processes with rates $\kappa_1, \kappa_2 > 0$. In addition, we have imposed periodic boundary conditions $a_l = a_{l+N}$ for the bosonic operators. In contrast to Ref. [59], we consider a nonlocal coupling between the oscillators. Therefore, the Hamiltonian in the interaction picture reads $\hat{H} = \hbar \sum_{l,m=1}^{N} K_{l,m}(a_l^\dagger a_m + a_l a_m^\dagger)$, where $K_{l,m} = V^2/2d \Theta(d - |l - m|)$ is the coupling matrix of the network and $\Theta(x)$ is the Heaviside step function. This kind of coupling implies that Eq. (10) has a rotational $S^1$ symmetry as discussed in Ref. [29]. One can include counter-rotating terms such as $a_l^\dagger a_m^\dagger$ in the coupling, but this would lead to symmetry breaking.

This definition implies that the coupling is zero if the distance $|l - m|$ between the $l$-th and $m$-th nodes is bigger than the coupling range $d$. On the other hand, if $|l - m| < d$, then $K_{l,m} = V^2/2d$. In the particular case $d = N/2$ one has all-to-all coupling and recovers the results of Ref. [59].

Now we compare Eq. (10) with the general form of the Lindblad master equation [80]

$$
\dot{\rho}(t) = -\frac{i}{\hbar}[\hat{H}, \rho] + \sum_{\mu} \gamma_\mu \left( \hat{L}_\mu \rho \hat{L}_\mu^\dagger - \frac{1}{2} \{ \rho, \hat{L}_\mu^\dagger \hat{L}_\mu \} \right)
$$

(11)

with Lindblad operators $\hat{L}_\mu$. This enables us to introduce an effective Hamiltonian which describes the dynamics between quantum jumps

$$
\hat{H}_{\text{eff}} = \hat{H} - \frac{i\hbar}{2} \sum_{\mu} \gamma_\mu \hat{L}_\mu^\dagger \hat{L}_\mu.
$$

(12)
In the case of the master equation Eq. (10), the effective Hamiltonian reads

\[
\hat{H}_{\text{eff}} = -i\hbar\kappa_1 \sum_{l=1}^{N} (a_l^\dagger a_l + 1) - i\kappa_2 \sum_{l=1}^{N} \hat{a}_l(\hat{n}_l - 1) + \hbar \sum_{l \neq m=1}^{N} K_{l,m}(a_m^\dagger a_m + a_l a_l^\dagger), \tag{13}
\]

where \(\hat{n}_l = a_l^\dagger a_l\). The Hamiltonian Eq. (13) describes a Bose-Hubbard model with long range interactions, where on-site energies and chemical potential are complex. This kind of model arises naturally in the context of driven-dissipative Bose-Einstein condensation [73, 74].

### 3.1 Gaussian quantum fluctuations and master equation

We define the expansion \(b_l(t) = \hat{D}^\dagger [\alpha(t)] a_l \hat{D} [\alpha(t)] = \hat{a}_l + \alpha_l(t)\), where \(\hat{D} [\alpha(t)] = \exp \left[ \alpha(t) \cdot \hat{a}^\dagger - \alpha^*(t) \cdot \hat{a} \right]\). \(\alpha(t) = [\alpha_1(t), \ldots, \alpha_N(t)]\) and \(\hat{a} = (\hat{a}_1, \ldots, \hat{a}_N)\) as in Ref. [81]. In this work we consider the semiclassical regime, where the magnitude of the mean field \(\alpha_l(t)\) is larger than the quantum fluctuations \(\hat{a}_l\) as in Refs. [78, 79]. By using the expansion of the master equation about the mean-field \(\alpha(t)\) described in the previous section, we obtain a master equation for the density operator in a co-moving frame \(\rho_\alpha(t) = \hat{D}^\dagger [\alpha(t)] \rho(t) \hat{D} [\alpha(t)]\)

\[
\dot{\rho}_\alpha \approx -\frac{i}{\hbar} [\hat{H}^{(\alpha)}_Q, \rho_\alpha] + 2 \sum_{l=1}^{N} \left[ \kappa_1 \hat{D}(\hat{a}_l^\dagger) + 4\kappa_2 |\alpha_l|^2 \hat{D}(\hat{a}_l) \right]. \tag{14}
\]

In addition, the coherent dynamics of the fluctuations are governed by the Hamiltonian

\[
\hat{H}^{(\alpha)}_Q(t) = \sum_{l=1}^{N} \left( i\kappa_2 (\alpha_l^*)^2 \hat{a}_l^2 - i\kappa_2 \alpha_l^2 (\hat{a}_l) \right)^2 + \frac{1}{N} \sum_{r=1}^{N} K_{l,l+r}(\hat{a}_l^\dagger \hat{a}_{l+r} + \hat{a}_l \hat{a}_{l+r}^\dagger) + \sum_{l=1}^{N} \left( -i[\hat{a}_l(t) \hat{a}_l^\dagger - \hat{a}_l^\dagger(t) \hat{a}_l] + i\kappa_1 \alpha_l \hat{a}_l^\dagger - i\kappa_1 \alpha_l^* \hat{a}_l \right) + \sum_{l=1}^{N} \left( 2i\kappa_2 \alpha_l(\alpha_l^*)^2 \hat{a}_l - 2i\kappa_2 \alpha_l^2 \alpha_l \hat{a}_l^\dagger \right) + \sum_{r=1}^{N} K_{l,l+r}(\hat{a}_l^\dagger \alpha_{l+r} + \hat{a}_l \alpha_{l+r}^* + \hat{a}_{l+r} \alpha_l + \hat{a}_{l+r}^\dagger \alpha_l). \tag{15}
\]

To obtain the equations for the mean field, the linear terms in the expansion Eq. (15) must vanish, which leads to the equation
\[ \dot{\alpha}_l(t) = \alpha_l(t)(\kappa_1 - 2\kappa_2|\alpha_l(t)|^2) - i \sum_{s \neq l}^N K_{l,s} \alpha_s(t) \] (16)

with a similar equation for \( \dot{\alpha}_l^*(t) \). Finally, by using the master equation (14) we can calculate the equations of motion as follows

\[ \frac{d\langle \tilde{a}_i \rangle}{dt} = \text{tr}[\tilde{a}_i \dot{\rho}_{\alpha}(t)] = \kappa_1 \langle \tilde{a}_i \rangle - 4\kappa_2|\alpha_i|^2 \langle \tilde{a}_i \rangle - 2\kappa_2 \alpha_i^2 \langle \tilde{a}_i \rangle - i \sum_{s \neq i}^N K_{l,s} \langle \tilde{a}_s \rangle . \] (17)

### 3.2 Relation to the continuum limit and linearization

To understand the meaning of the Gaussian quantum fluctuations we discuss the continuum limit of the classical equations of motion Eq. (16). In the continuum limit, \( N \to \infty \), the complex variable \( \alpha_l(t) = r_l(t)e^{i\phi_l(t)} \) can be described by means of a complex field \( \alpha(x,t) = |\alpha(x,t)|e^{i\phi(x,t)} \), where \( x \) is the continuous version of the index \( l \). Correspondingly, \( |\alpha(x,t)| \) and \( \phi(x,t) \) represent the amplitude and phase fields, respectively [2].

In the continuum limit, a ring of \( N \) coupled nodes can be described by means of a classical field \( \alpha(x,t) \) defined on a circle of length \( L \), where \( x \) is the position coordinate. In addition, if one introduces the continuum version \( K(x-y) \) of the coupling matrix \( K_{l,m} \), the dynamics of such a field can be described by the equation of motion

\[ \frac{\partial \alpha(x,t)}{\partial t} = \alpha(x,t)(\kappa_1 - 2\kappa_2|\alpha(x,t)|^2) - i \int_0^L dy \ K(x-y)\alpha(y,t) , \] (18)

which is the continuum limit of Eq. (16) and resembles the field equation discussed in Ref. [2]. In particular, if we assume the amplitude \( |\alpha(x,t)| = r_0 \) to be constant after the system is trapped into the limit cycle, we obtain a differential equation for the phases

\[ i \frac{\partial \phi(x,t)}{\partial t} = (\kappa_1 - 2\kappa_2 r_0^2) - i \int_0^L dy \ K(x-y)e^{-i[\phi(x,t)-\phi(y,t)]} , \] (19)

Following the method described in Ref. [2], one can introduce a mean field

\[ r(x,t)e^{i\Theta(x,t)} = \int_0^L dy \ K(x-y)e^{i\phi(y,t)} \] (20)

This method works well in the case of phase chimeras. However, in the case of amplitude-mediated chimeras [27,28], one requires to study both phase \( \phi(x,t) \) and amplitude \( |\alpha(x,t)| \) fields.

In order to have a better understanding of the quantum fluctuations, let us linearize the equation of motion for the field Eq. (18) about a solution \( \alpha_0(x,t) \).
For this purpose, let us consider the decomposition of the field \( \alpha(x,t) = \alpha_0(x,t) + \tilde{a}(x,t) \), where \( \tilde{a}(x,t) \) is a small perturbation such that \( |\alpha_0(x,t)| \ll |\tilde{a}(x,t)| \). Now let us assume that we expand Eq. (18) up to first order in the perturbation. After some algebraic manipulations we obtain

\[
\frac{\partial \tilde{a}(x,t)}{\partial t} = \kappa_1 \tilde{a}(x,t) - 4\kappa_2 |\alpha_0(x,t)|^2 \tilde{a}(x,t) - 2\kappa_2 |\alpha_0(x,t)|^2 \tilde{a}(x,t) - 2i \int_0^L dy K(x-y) \tilde{a}(y,t). \tag{21}
\]

One can observe that this equation is precisely the continuum limit of the equations of motions Eq. (17) for the expectation values of the quantum fluctuations. In particular, \( \alpha_0(x,t) \) plays the role of the mean field \( \alpha_l(t) \) and \( \tilde{a}(x,t) \) is the continuum limit of the expectation value \( \langle \tilde{a}_l(t) \rangle \).

Now the role of the Gaussian quantum fluctuations is clear: By neglecting non-Gaussian contributions in the master equation [78, 79], one constructs the master equation (14) governing the evolution of the quantum fluctuations. Due to the chaotic nature of the classical chimera states [9], one expects giant quantum fluctuations about the semiclassical trajectories [82]. As a consequence, the Gaussian approximation, i.e., the master equation Eq. (14) fails to describe the long-time dynamics.

### 3.3 The Gutzwiller ansatz and the master equation

In this section we describe the different methods to tackle the emergence of chimera states in the quantum regime. Due to the nature of the nodes of the network, one has to truncate the Hilbert space up to a certain occupation number \( n_t \) of the oscillator. This implies that if one has a network with \( N \) nodes, one has to solve a system of \( n_t^{2N} \) coupled differential equations for the elements \( \rho_{n,m} \) of the density matrix as follows from Eq. (10). Chimera states usually emerge in networks consisting at least of \( N = 40 \) nodes. This means that if one truncates the Hilbert space of the oscillator up to \( n_t = 2 \) one has to solve a system of \( 3^{40} \) coupled differential equations. In the incoherent regime of the network one expects vanishing coherences. As a consequence of this one has to solve only the evolution of the populations, which involves the solution of \( 3^{40} \) ordinary differential equations. From the previous analysis we conclude that the complete solution of the master equation (10) is not possible in order to find the quantum signatures of synchronization and even to describe the incoherent regime. Therefore one has to invoke alternative methods of solution as we describe below.

We start by considering a mean-field ansatz of the density matrix \( \rho(t) = \bigotimes_{l=1}^N \rho_l(t) \). Similarly to Refs. [59, 61], we obtain a self-consistent system of equations

\[
\dot{\rho}_l(t) = -\frac{i}{\hbar} [\hat{H}_l, \rho_l] + 2\kappa_1 \mathcal{D}(a_l^\dagger) + \kappa_2 \mathcal{D}(a_l^2), \tag{22}
\]
where we define the self-consistent local Hamiltonian
\[ \hat{H}_l = \hbar \Gamma_l a_l^\dagger + \hbar \Gamma^*_l a_l. \] (23)

Motivated by the original approach of Kuramoto [2] and a recent work [68], we have defined the mean field \( \Gamma_l = \hbar \sum_{r=1}^{N} K_{l,l+r} \langle a_{l+r} \rangle \), which resembles the order parameter Eq. (20). This order parameter takes into account the contributions of the quantum coherences.

For completeness, we discuss briefly the semiclassical equations of motion derived from Eq. (10)
\[
\frac{d\langle a_l \rangle}{dt} = \text{tr}[a_l \dot{\rho}(t)] = \kappa_1 \langle a_l \rangle - 2\kappa_2 \langle a_l^\dagger a_l^2 \rangle - \frac{i}{N} \sum_{r=1}^{N} K_{l,l+r} \langle a_{l+r} \rangle. \] (24)

Interestingly, the equations of motion Eq. (17) constitute a particular case of Eq. (24), because if one only considers the contributions of the Gaussian fluctuations, one obtains a natural way to factorize expectation values [59,61]. In contrast to the complete solution of Eq. (10), the Gutzwiller ansatz allows one to obtain the solution of the problem with polynomial resources. More specifically, instead of solving \( 3^{2N} \) equations, one has to solve \( 3^N \) equations if one truncates the bosonic Hilbert space at \( n_t = 2 \). The minimal size of a chain that supports chimeras is of the order of \( N = 40 \), therefore one has to solve only 360 equations of motion.

4 Classical chimera states and phase-space methods

The equations of motion Eq. (16) resemble a system of coupled Stuart-Landau oscillators [29]. The solution \( \alpha(t) \) of the equations of motion Eq. (16), provides us information about the dynamics of the mean field. Such a mean field plays a fundamental role in the study of the master equation Eq. (14). Within the Gaussian approximation, the mean field is responsible for coherent effects such as squeezing in Eq. (15). In addition, the amplitude \( |\alpha_l(t)| \) determines the dissipation rates which appear in Eq. (14). Therefore to investigate the evolution of the density matrix, we require the time evolution \( \alpha(t) \). In this section we show that the mean field exhibits chimera-like dynamics. By using phase-space methods, we investigate quantum signatures of these states.

4.1 Emergence of classical chimera states

In the case of the uncoupled system \( V = 0 \), i.e., \( K_{l,m} = 0 \), a single Van der Pol oscillator [59,60] exhibits a limit cycle with radius \( r_0 = \sqrt{\frac{\kappa_1}{2\kappa_2}} = 1.58 \) for the parameters \( \kappa_2 = 0.2\kappa_1 \). For convenience, in the coupled system we consider initial conditions at \( t = 0 \) in such a way that each oscillator has
Chimera states in quantum mechanics

the same amplitude $|\alpha_l(0)| \approx 1.58$. In addition, we consider phases drawn randomly from a Gaussian distribution in space $\phi_l(0) = \frac{\theta}{\sqrt{2\pi\sigma}} \exp[-\frac{(l-\mu)^2}{2\sigma^2}]$, where $-24\pi < \theta < 24\pi$ is a random number, $\mu = N/2$ and $\sigma = 9$. Fig. 1a) shows the initial conditions. In terms of the coordinates $\alpha_l(t) = \frac{Q_l(t)}{\sqrt{2\hbar}} + i\frac{P_l(t)}{\sqrt{2\hbar}}$, the initial conditions must satisfy $\sqrt{Q_l^2(0) + P_l^2(0)} \approx 2.24$, which defines the green circle in Fig. 1b).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Initial conditions used in the simulations. a) Initial distribution of the phases $\phi_l(0)$ drawn randomly from a Gaussian distribution in space. b) Phase-space representation of the initial conditions for the oscillators. The green circle represents the limit cycle with radius $|\alpha_l(0)| \approx 1.58$, where $\alpha_l(t) = \frac{Q_l(t)}{\sqrt{2\hbar}} + i\frac{P_l(t)}{\sqrt{2\hbar}}$. Parameters $\hbar = 1$, $d = 10$, $\kappa_2 = 0.2\kappa_1$, and $N = 50$.}
\end{figure}

Besides the description of chimera states, we also discuss completely synchronized and completely desynchronized solutions. To obtain such solutions, we consider different coupling strengths $V$. However, for every case, we restrict ourselves to the same initial conditions as in Fig. 1.

From our previous discussion in section 3.1, the classical equations of motion Eq. (16) must be satisfied in order to investigate the evolution of the master equation Eq. (14) in the co-moving frame. In the polar representation $\alpha_l(t) = r_l(t)e^{i\phi_l(t)}$, the equations of motion couple amplitude $r_l(t)$ and phase $\phi_l(t)$ of the individual oscillators. We numerically solve Eq. (16) for a network of $N = 50$ coupled oscillators with coupling range $d = 10$. We consider initial conditions $|\alpha_l(t_0)| \approx r_0$, where $r_0 = 1.58$, and phases drawn randomly from a Gaussian distribution in space. Figure 2 depicts the time evolution of a classical chimera state. In Fig. 2 (a) we show the space-time representation of the phases $\phi_l(t)$ of the individual oscillators. One can observe that for a fixed time, there is a domain of synchronized oscillators that coexists with a domain of desynchronized motion, which is a typical feature of chimera states. Besides the phase, also the amplitude exhibits chimera dynamics as we show in Fig. 2 (b). One can observe that the width of the synchronized region changes with time. Similarly, the center of mass of the synchronized region moves ran-
Fig. 2. Space-time representation of the classical chimera state. We consider a representation \( \alpha_l(t) = r_l(t)e^{i\phi_l(t)} \) of the individual oscillators in terms of amplitude \( r_l(t) \) and phase \( \phi_l(t) \). (a) Depicts the time evolution of the phase chimera, where we represent the phases \( \{\phi_l(t)\} \). Similarly, (b) depicts the amplitudes \( \{r^2_l(t)\} \).

Parameters: \( d = 10, \kappa_2 = 0.2\kappa_1, V = 1.2\kappa_1 \), and \( N = 50 \) [71].

Randomly along the ring. Chimera states with these features have been reported in the literature and are referred to as breathing and drifting chimeras [9].

4.2 Solution of the Fokker-Planck equation

As discussed in the previous section, the classical equations of motion Eq. (16) exhibit a chimera state. By using the knowledge we have about the mean field \( \alpha(t) \) in the semiclassical limit \( |\alpha_l| \gg 1 \), we can study the time evolution of the quantum fluctuations \( \tilde{a}(t) \) in the co-moving frame by solving the master equation Eq. (14). With this aim, we consider the pure coherent state as an initial density matrix \( \rho(t_0) = \otimes_{l=1}^N |\alpha_l(t_0)\rangle \langle \alpha_l(t_0)| \), where \( |\alpha_l(t_0)| \approx 1.58 \) and we choose the phases as in the left panel of Fig. 3. This initial condition corresponds to a fixed time \( t_0 = 3000/\kappa_1 \) in Fig. 2. In the co-moving frame, such initial condition reads \( \rho_\alpha(t_0) = \otimes_{l=1}^N |0_l\rangle \langle 0_l| \). For convenience, let us consider a representation of the bosonic operators \( a_l = (\hat{q}_l + i\hat{p}_l)/\sqrt{2\hbar} \) and \( \tilde{a}_l = (\tilde{\hat{q}}_l + i\tilde{\hat{p}}_l)/\sqrt{2\hbar} \) in terms of position and momentum operators \( \hat{q}_l \) and \( \hat{p}_l \) respectively. We also introduce the complex variables \( z_l = (q_l + ip_l)/\sqrt{2\hbar} \) and \( \tilde{z}_l = (\tilde{\hat{q}}_l + i\tilde{\hat{p}}_l)/\sqrt{2\hbar} \), which allow us to define the coordinates \( z^T = (z_1, \ldots, z_N) \) in the laboratory frame and \( \tilde{z}^T = (\tilde{z}_1, \ldots, \tilde{z}_N) \) in the co-moving frame. These coordinates are related via \( z = \alpha(t) + \tilde{z} \). The variables \( q_l, \tilde{\hat{q}}_l \) and \( p_l, \tilde{\hat{p}}_l \) denote position and conjugate momentum, respectively.

Now let us define the Wigner representation of the density operator \( \rho_\alpha(t) \) [80]:

\[
W_\alpha(\tilde{z}) = \int \frac{d^{2N}\lambda}{\pi^{2N}} e^{-\lambda \cdot \tilde{z}^* + \lambda^* \cdot \tilde{z}} \text{tr} \left[ \rho_\alpha(t) e^{-\lambda \cdot \tilde{a}^* + \lambda^* \cdot \tilde{a}} \right],
\]
Fig. 3. Quantum signatures of the classical chimera state. (a) Snapshot of the phase chimera depicted in Fig. 2 at $\kappa_1 t_0 = 3000$. We consider an initial density matrix $\rho(t_0)$ which is a tensor product of coherent states centered around the positions of the individual oscillators as depicted in the insets (Husimi function). (b) After a short-time interval $\kappa_1 \Delta t = 0.5$, quantum correlations appear in the form of squeezing (black double arrows in the insets). Parameters: $d = 10$, $\kappa_2 = 0.2 \kappa_1$, $V = 1.2 \kappa_1$, and $N = 50$ [71].

where $\lambda = (\lambda_1, \ldots, \lambda_N)$ denote the integration variables. The Husimi function $Q(z) = \frac{1}{\pi} \langle z | \rho(t) | z \rangle$ is intimately related to the Wigner function via the transformation [80]

$$Q_{\alpha}(\tilde{z}) = \frac{2}{\pi} \int W_{\alpha} (\tilde{x}) e^{-2|z-\tilde{x}|^2} d^{2N} \tilde{x}. \quad (26)$$

The Husimi function can be obtained numerically after solving the master equation by using the Gutzwiller ansatz [59,61] as we discussed in section 3.3. The insets in the right panel of Fig. 3 depict the Husimi functions of the individual nodes after a short evolution time $\Delta t = 0.5/\kappa_1$. One can observe that even if one prepares the system in a separable state, quantum fluctuations arise in the form of bosonic squeezing of the oscillators [80]. In the insets of Fig. 3, the arrows indicate the direction perpendicular to the squeezing direction for the individual oscillators. For oscillators within the synchronized region, the squeezing occurs almost in the same direction. In contrast, the direction of squeezing is random for oscillators in the desynchronized region, which reflects the nature of the chimera state.

By using standard techniques of quantum optics [80], the master equation Eq. (14) can be represented as a Fokker-Planck equation for the Wigner
function Eq. (25), which depends on the mean field solution of Eq. (16) and contains information of the chimera state

$$\frac{\partial W_\alpha}{\partial t} = \sum_{l=1}^{N} \left[ 2\kappa_2 (\alpha_l^*)^2 \partial_{\tilde{z}_l} \tilde{z}_l + (4\kappa_2 |\alpha_l|^2 - \kappa_1) \partial_{\tilde{z}_l^*} \tilde{z}_l + \left( 2\kappa_2 |\alpha_l|^2 + \frac{\kappa_1}{2} \right) \partial_{\tilde{z}_l \tilde{z}_l^*} \right] W_\alpha$$

$$- i V \frac{N}{2d} \sum_{l=1}^{N} \sum_{m=\text{if} m \neq l}^{l+d} \left( \partial_{\tilde{z}_m^*} \tilde{z}_l^* - \partial_{\tilde{z}_l^*} \tilde{z}_m^* \right) W_\alpha + \text{H.c.} \quad (27)$$

For convenience, we consider the Wigner representation $W_\alpha (\tilde{R}, t)$ of the density operator $\rho_\alpha (t)$ in terms of the new variables $\tilde{q}_l$ and $\tilde{p}_l$:

$$\frac{\partial W_\alpha}{\partial t} = - \sum_{i=1}^{2N} \mathcal{A}_{ij}(t) \partial_{\tilde{R}_i} (\tilde{R}_j W_\alpha) + \frac{1}{2} \sum_{i=1}^{2N} \mathcal{B}_{ij}(t) \partial^2_{\tilde{R}_i \tilde{R}_j} W_\alpha. \quad (28)$$

Although this Fokker-Planck equation has time-dependent coefficients, one can derive an exact solution [80]

$$W_\alpha (\tilde{R}, t) = \exp \left( -\frac{1}{2} \tilde{R}^T \cdot \mathcal{C}^{-1}(t) \cdot \tilde{R} \right) \frac{(2\pi)^N \sqrt{\det \mathcal{C}(t)}}{(2\pi)^N \sqrt{\det \mathcal{C}(t)}}, \quad (29)$$

where the covariance matrix $\mathcal{C}(t)$ is a solution of the differential equation $\dot{\mathcal{C}}(t) = \mathcal{A}(t) \mathcal{C}(t) + \mathcal{C}(t) \mathcal{A}^T(t) + \mathcal{B}(t)$. The matrix elements

$$\mathcal{C}_{ij} = \left\langle \frac{1}{2} (\tilde{R}_i \tilde{R}_j + \tilde{R}_j \tilde{R}_i) \right\rangle_\alpha - \left\langle \tilde{R}_i \right\rangle_\alpha \left\langle \tilde{R}_j \right\rangle_\alpha \quad (30)$$

of the covariance matrix contain information about the correlations between quantum fluctuations $\tilde{R}_{2l-1} = \tilde{q}_l$ and $\tilde{R}_{2l} = \tilde{p}_l$. The angular brackets $\left\langle \hat{O} \right\rangle_\alpha = \text{tr}(\rho_\alpha \hat{O})$ denote the expectation value of an operator $\hat{O}$ calculated with the density matrix $\rho_\alpha$. The solution $W_\alpha (\tilde{R}, t)$ corresponds to a Gaussian distribution centered at the origin in the co-moving frame. In the laboratory frame, the Wigner function is centered at the classical trajectory $\alpha(t)$. However, due to the chaotic nature of the classical chimera state [9], our exact solution is just valid for short-time evolution.

5 Chimera-like quantum correlations in the covariance matrix

Now let us study the consequences of the exact solution for the short-time evolution of the Wigner function. Once we obtain the solution of the equations
of motion Eq. (16), we can find the corresponding covariance matrix $\mathcal{C}(t)$. As we have defined in the introduction, a chimera state is characterized by the coexistence in space of synchronized and desynchronized dynamics. Therefore, in order to understand the quantum manifestations of a chimera state, we need to study also quantum signatures of synchronized and desynchronized dynamics.

![Fig. 4.](image-url)

**Fig. 4.** Quantum fluctuations after a short-time evolution. Similarly to Fig. 3, we consider an initial density matrix $\rho(t_i)$ which is a tensor product of coherent states centered around the classical positions of the oscillators. Snapshots of the phase (left column) and covariance matrices (central column) after short-time evolution $\kappa_1 \Delta t = 0.5$ of the states: (a) chimera for $V = 1.2 \kappa_1$, (b) synchronized state for $V = 1.6 \kappa_1$, and (c) desynchronized state for $V = 0.8 \kappa_1$. Right column: Weighted spatial average $\Psi_l(t)$ of the covariance matrix for the states shown in a), b) and c), respectively. Parameters $d = 10$, $\kappa_2 = 0.2 \kappa_1$, and $N = 50$ [71].

Although we consider different coupling strengths $V$, we use the same initial conditions as in Fig. 1 to obtain the chimera, and completely synchronized and desynchronized states. In order to obtain the snapshot of the chimera state depicted in Fig. 4 (a), we let the system evolve up to a time $\kappa_1 t_0 = 3000.5$ for a coupling strength $V = 1.2$. Correspondingly, to obtain the snapshot of the synchronized solution shown in Fig. 4 (b), we let the system evolve a time $\kappa_1 t_{\text{Syn}} = 25.5$ for $V = 1.6$. Finally, the snapshot of the desynchro-
nized state in Fig. 4 (c) is obtained after a time evolution $\kappa_1 t_{\text{desyn}} = 8000.5$ for $V = 0.8$. The left column of Fig. 4 show snapshots of the phases for (a) chimera, (b) completely synchronized, and (c) completely desynchronized mean-field solutions of Eq. (16). The central column of Fig. 4 depicts the corresponding covariance matrices after a short evolution time $\Delta t = 0.5/\kappa_1$. For every plot, we have initialized the system at time $t_i$ as a tensor product of coherent states $|\alpha_l(t_i)\rangle$ centered at the positions $\alpha_l(t_i)$ of the individual oscillators. As a consequence, the covariance matrix at the initial time is diagonal $C_{2l,2l}^{(t_i)} = \frac{\hbar}{2}$, which reflects the Heisenberg uncertainty principle because $\langle \hat{q}_l \rangle = \langle \hat{p}_l \rangle = 0$.

After a short evolution time, quantum correlations are built up due to the coupling between the oscillators, and the covariance matrix exhibits a non-trivial structure which is influenced by the mean field solution. For example, the central panel of Fig. 4 (a) shows a matrix plot of the covariance matrix corresponding to a chimera state obtained from the same initial condition as in Fig. 3. The covariance matrix acquires a block structure, where the upper 40 × 40 block (corresponding to nodes $l = 1, \ldots, 20$) shows a regular pattern matching the synchronized region of the chimera state. Similarly, the lower 60 × 60 block shows an irregular structure which corresponds to the desynchronized dynamics of the oscillators $l = 21, \ldots, 50$. In a similar fashion, Figs. 4 (b) and (c) show the matrix $\mathcal{C}$ for completely synchronized and desynchronized states, respectively. In the case of a chimera state, this coincides with the results shown in Fig. 3, where the squeezing direction of the oscillators is related to the classical solution. In order to quantify these observations we define the weighted correlation as

$$\Psi_l(t) = \frac{V}{2d} \sum_{m=l-d}^{l+d} \mathcal{C}_{2l,2m}(t). \quad (31)$$

This spatial average highlights the structure of the covariance matrix. The right column of Fig. 4 shows $\Psi_l(t)$ for (a) chimera, (b) synchronized, and (c) desynchronized states. The chimera state exhibits a regular and an irregular domain, exactly as the classical chimera does.

### 6 Quantum mutual information and chimera states

Now let us consider a partition of the network into spatial domains of size $L$ and $N - L$, which we call Alice (A) and Bob (B), respectively. This partition can be represented by considering a decomposition of the covariance matrix

$$\mathcal{C}(t) = \begin{pmatrix} \mathcal{C}_A(t) & \mathcal{C}_{AB}(t) \\ \mathcal{C}_{AB}(t)^T & \mathcal{C}_B(t) \end{pmatrix}. \quad (32)$$
Chimera states in quantum mechanics

To study the interplay between synchronized and desynchronized dynamics, which is characteristic of a chimera state, we propose the use of an entropy measure [64, 65, 70]. Of particular interest is the Rényi entropy $S_\mu(\rho) = (1 - \mu)^{-1}\ln(\text{tr}(\rho^\mu))$, $\mu \in \mathbb{N}$, of the density matrix $\rho$, which is discussed in Ref. [75]. In terms of the Wigner representation of $\rho_\alpha$, the Rényi entropy for $\mu = 2$ reads $S_2(\rho_\alpha) = -\ln \left[ \int W_2^2(R, t)d^2R \right]$. Now let us consider the bipartite Gaussian state $\rho_{AB} = \rho_\alpha$ composed of Alice and Bob and define the tensor product $\rho_{\text{Ref}} = \rho_A \otimes \rho_B$ of the two marginals $\rho_A$ and $\rho_B$.

To measure Gaussian Rényi-2 mutual information $I_2(\rho_{A:B}) = S_2(\rho_A) + S_2(\rho_B) - S_2(\rho_{AB})$, we require the calculation of the relative sampling entropy between the total density matrix $\rho_{AB}$ and the reference state $\rho_{\text{Ref}}$ as shown in Ref. [75]. This leads to a formula $I_2(\rho_{A:B}) = \frac{1}{2} \ln (\det C_A \det C_B / \det C)$ in terms of the covariance matrix Eq. (32). Figure 5 (a) shows the variation of $I_2(\rho_{A:B})$ as a function of the size $L$ of the partition after an evolution time $\Delta t = 0.5/\kappa_1$. One can observe that for a chimera state the mutual information is asymmetric as a function of $L$ and there is a critical size $L_c = 20$, where a dramatic change of the correlations occurs.

Now let us consider the chimera state shown in Fig. 3, and let us consider a partition where the size of Alice is $L_c = 20$. Fig. 5 (b) shows the time evolution of mutual information for such a state. In addition, by using the same partition as for the chimera state, we calculate the mutual information for the synchronized and desynchronized states depicted in Figs. 4 (b) and (c), respectively. Our results reveal that the chimera state has a mutual information which lies between the values for synchronized and desynchronized states. This resembles the definition of a chimera state given at the beginning of the article.
7 Summary and outlook

We have shown that quantum signatures of chimera states appear in the covariance matrix and in measures of mutual information. To quantify the structure of the covariance matrix, we have introduced a weighted spatial average of the quantum correlation, which reveals the nature of the classical trajectory, i.e., chimera, completely synchronized, or completely desynchronized state. The mutual information for a bipartite state $I_2(\rho_{AB})$ extends the definition of a chimera to the quantum regime and highlights the relation to quantum information theory. A possible experimental realization of our model could be carried out by means of trapped ions [77], as it was suggested in Ref. [59]. Other experimental possibilities include SQUID metamaterials [83] and Bose-Einstein condensation in the presence of dissipation and external driving [73, 74, 84]. In this context our approach is particularly interesting, because the continuum limit of the mean field Eq. (16) is a complex Ginzburg-Landau equation, which is nonlocal in space [2]. In this sense, our linearized master equation Eq. (14) enables us to study the Bogoliubov excitations above the mean field solution.
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A Appendix

In this appendix we discuss the Gaussian quantum fluctuations of the quartic harmonic oscillator

\[ H = \frac{p^2}{2m} + \frac{m\omega q^2}{2} + \frac{\lambda}{4} q^4 = \omega \left( a^\dagger a + \frac{1}{2} \right) + \lambda \left( \frac{1}{4m\omega} \right)^2 (a^\dagger + a)^4. \]  

(33)

We now consider the time-dependent displacement operator [81]

\[ D[\alpha(t)] = \exp \left[ \alpha(t) \hat{a}^\dagger - \alpha^*(t) \hat{a} \right] \]

\[ = \exp \left[ -\frac{\vert \alpha(t) \vert^2}{2} \right] \exp \left[ \alpha(t) \hat{a}^\dagger \right] \exp \left[ -\alpha^*(t) \hat{a} \right]. \]  

(34)

Under this Gauge transformation, the Schrödinger equation \( i\partial_t |\Psi(t)\rangle = H |\Psi(t)\rangle \) is transformed to \( i\partial_t |\Psi_\alpha(t)\rangle = \hat{H}(\alpha)(t) |\Psi_\alpha(t)\rangle \), where \( |\Psi_\alpha(t)\rangle = D^\dagger[\alpha(t)] |\Psi(t)\rangle \) and

\[ \hat{H}(\alpha)(t) = \mathcal{D}^\dagger[\alpha(t)] (H - i\partial_t) \mathcal{D}[\alpha(t)]. \]  

(35)

For later purposes, we need to use the identity

\[ i\mathcal{D}[\alpha(t)] \partial_t \mathcal{D}[\alpha(t)] = \frac{i}{2} \left[ \dot{\alpha}(t) \alpha^*(t) + \alpha(t) \dot{\alpha}^*(t) \right] + i \left[ \dot{\alpha}(t) a^\dagger - \dot{\alpha}^*(t) a \right]. \]  

(36)

After some algebraic manipulations we can write

\[ \hat{H}(\alpha)(t) = \frac{\lambda}{16} \left( \frac{1}{m\omega} \right)^2 (a^\dagger + a)^4 + \frac{1}{2} \left( \frac{1}{m\omega} \right)^2 (a^\dagger + a)^3 \text{Re}[\alpha(t)] \]

\[ + \omega a^\dagger a + \frac{3\lambda}{2} \left( \frac{1}{m\omega} \right)^2 (a^\dagger + a)^2 (\text{Re}[\alpha(t)])^2 \]

\[ - i \left[ \dot{\alpha}(t) a^\dagger - \dot{\alpha}^*(t) a \right] + \omega (\alpha^* a + a a^\dagger) + 2\lambda \left( \frac{1}{m\omega} \right)^2 (a^\dagger + a) (\text{Re}[\alpha(t)])^3 \]

\[ - \frac{i}{2} \left[ \dot{\alpha}(t) a^\dagger a^\dagger + \alpha(t) \dot{a}^* - \alpha^*(t) a^\dagger a^\dagger \right] + \omega |\alpha(t)|^2 + \lambda \left( \frac{1}{m\omega} \right)^2 (\text{Re}[\alpha(t)])^4. \]  

(37)

To study the quantum fluctuations about a semiclassical trajectory, we assume that \( |\alpha(t)| \gg 1 \). To obtain the quadratic fluctuations we must neglect the non-Gaussian terms in Eq. (37). In addition, to choose the trajectory we have the condition
\[ \dot{\alpha}(t) = -i \left( \omega \alpha(t) + 2\lambda \left( \frac{1}{m\omega} \right)^2 (\text{Re}[\alpha(t)])^3 \right), \] (38)

which corresponds to the equations of motion. We can go a step further and define the classical Hamiltonian function

\[ H(\alpha, \alpha^*) = \omega |\alpha(t)|^2 + \lambda \left( \frac{1}{m\omega} \right)^2 (\text{Re}[\alpha(t)])^4 \]
\[ = \omega \alpha^*(t)\alpha(t) + \lambda \left( \frac{1}{m\omega} \right)^2 \left[ \frac{\alpha^*(t) + \alpha(t)}{2} \right]^4, \] (39)

from which we obtain the equations of motion Eq. (38). In so doing we define the Poisson bracket \( \{ F(\alpha, \alpha^*), G(\alpha, \alpha^*) \} = -i(\partial_{\alpha} F \partial_{\alpha^*} G - \partial_{\alpha^*} G \partial_{\alpha} F). \) By using this definition we obtain the equations of motion Eq. (38) as \( \dot{\alpha}(t) = -i\partial_{\alpha^*} H(\alpha, \alpha^*). \)

Now it is clear the role of each one of the terms in Eq. (37). In contrast, the quadratic terms give us the first quantum corrections about the semiclassical trajectory. To study these quantum fluctuations we need to study the quadratic Hamiltonian

\[ \hat{H}_Q^{(\alpha)}(t) = \omega a^\dagger a + \frac{3\lambda}{2} \left( \frac{1}{m\omega} \right)^2 (a^\dagger + a)^2(\text{Re}[\alpha(t)])^2 + L(\alpha, \alpha^*) , \] (40)

where \( L(\alpha, \alpha^*) = -\frac{i}{2}[\dot{\alpha}(t)\alpha^*(t) - \alpha(t)\dot{\alpha}^*(t)] + H(\alpha, \alpha^*) \) is the Lagrangian.