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ABSTRACT
In modeling of a lots of complex physical problems and engineering process, the non-linear partial differential equations have a very important role. Development of dependable and effective methods to solve such types equations are constructed. In the suggested technique, reproducing kernel method is examined to approximate the solutions together with reproducing kernel functions. In order to demonstrate accuracy, the performance and reliability of the proposed method, the results of the experiments and the available results are compared. There is high stability for a higher degree of accuracy between the solutions.
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1. Introduction
For a large number of problems in science and engineering, it is important to explain their structures and their effects on environment and humans. For this reason, many mathematical models were derived. To understand and define the physics of the complicated problems, nonlinear partial differential equations (NPDEs) were essentially used.

Burgers’ equation, which has important position in NPDEs, was first introduced by Bateman in 1915 and later analyzed by Dutch physicist J.H. Burgers in 1948. This equation was originally used to explain the nature of turbulence, acoustic transmission, traffic flow etc. Afterwards, it was used in different fields like fluid mechanics, gas dynamics as a fundamental NPDE. On the other hand, Fisher proposed a model in 1937 which is used to model heat and reaction-diffusion problems. Later, several applications were also provided in many other fields such as mathematical biology, chemistry, genetics, engineering and neurophysiology. Another important equation which has significant applications in several fields is Huxley equation. It is a nonlinear model and also it was showed up in biology, fluid dynamics and so on. Additionally, combined form of these equations are quite fundamental to explain wide variety of problems in several fields.

Many powerful techniques were introduced to get solutions of the NPDEs, including a new integral transform, Backlund transformation and Hopf-Cole transformation (Aronson & Weinberger, 1988; Babolian & Saeidian, 2009; Olmos & Shizgal, 2006). Under some common assumptions, the longitudinal dispersion problem was investigated by Ebach and White Ebach and White, Ebach and White, (1958). Joshi et al. (Benton & Platzman, 1972; Kutluay et al., 1999, 2004; Xu & Xian, 2010) utilized theoretical technique for the solution of Burgers’ equation, and he was followed by many other scholars. Moreover, due to various applications of Fisher equation, Burgers’ equation, Huxley equation and Burgers-Fisher equation in several fields, solutions of these equations were provided by many authors as well (Babolian & Saeidian, 2009; Jaiswal et al., 2019; Kaya & El-Sayed, 2003; Wazwaz, 2008).

There is no doubt that various efficient methods have been proposed to get the solutions of these NPDEs since the past half-century. In this article, the main aim is to find the approximate solutions of the mentioned NPDEs with some examples by using the advantages of reproducing kernel method (RKM). This method is pretty powerful and has many
vantages. For instance, it is precise and requires less exertion to discover the numerical results. Also, it avoids massive computational prerequisites and it is easily applied and capable in treating various boundary conditions. Thus, the approximate solutions can be obtained in a shorter time by applying the RKM.

The reproducing kernel method was first used in the early 20th century in Zaremba’s work. It was on boundary value problems for harmonic and two harmonic moduli. After some years, the idea of reproducing kernel was restored by three mathematicians from Germany named Zigo (1921), Bergman (1922) and Bacchner (1922). The general theory of the RKM was established by Aronszajn and Bergman in 1950. Javan et al. Javan et al., Javan et al., (2017) have proposed an application of the RKM for investigating a class of nonlinear integral equations. Sakar Sakar, Sakar, (2017) has implemented the method to Riccati differential equation. The reproducing kernel method was applied by many authors to obtain several scientific applications. Toutian Isfahani et al. Toutian Isfahani et al., (2020) have obtained the numerical solution of some initial optimal control problems using the reproducing kernel Hilbert space technique. Zhao et al. Zhao et al., Zhao et al., (2016) have investigated the convergence order of the reproducing kernel method for solving boundary value problems. Sahihi et al. Sahihi et al., Sahihi et al., (2020) have studied on solving system of second-order BVPs using a new algorithm based on reproducing kernel Hilbert space. For interesting results and more details about this method, we refer the reader to (Bergman, 1950; Beyrami et al., 2017; Foroutan et al., 2018; Zaremba, 1907, 1908) and the references cited therein.

We organize our manuscript as: We discuss the applications of the reproducing kernel method in Section 2. We construct the reproducing kernel Hilbert spaces in this section. We obtain very useful reproducing kernel functions in these spaces. We demonstrate the numerical results in Section 3. We give the conclusion in the last section.

2. Application of the reproducing kernel method

We construct the following reproducing kernel Hilbert spaces. Then, we obtain the reproducing kernel functions in these spaces. We use these reproducing kernel functions to obtain the numerical results of the problems by the reproducing kernel method.

2.1. Reproducing kernel functions

Definition 2.1. We describe the reproducing kernel space \( V_2^1[0,1] \) by:

\[ V_2^1[0,1] = \{ z \in AC[0,1] : z' \in L^2[0,1] \}. \]

We describe the inner product of this space by:

\[ \langle z, y \rangle_{V_2^1} = z(0)y(0) + \int_0^1 z'(), y'()d\theta. \]

We obtain the reproducing kernel function \( m_r \) by:

\[
m_r(\theta) = \begin{cases} 1 + \theta, & 0 \leq \theta \leq t \leq 1, \\
1 + t, & 0 \leq t < \theta \leq 1. \end{cases}
\]

Definition 2.2. We describe the reproducing kernel space \( V_2^2[0,1] \) by:

\[ V_2^2[0,1] = \{ z \in AC[0,1] : z' \in AC[0,1], z'' \in L^2[0,1] \}. \]

We describe the inner product and the norm as:

\[ \langle z, y \rangle_{V_2^2} = z(0)y(0) + z'(0)y'(0) + \int_0^1 z''(\theta)y''(\theta)d\theta, \]

\[ z, y \in V_2^2[0,1], \]

and

\[ ||z||_{V_2^2} = \sqrt{\langle z, z \rangle_{V_2^2}}, \quad z \in V_2^2[0,1]. \]

We obtain the reproducing kernel function \( m_r \) as:

\[
m_r(\theta) = \begin{cases} 1 + \theta + \frac{1}{2}x\theta^2 - \frac{\theta^3}{6}, & 0 \leq \theta \leq x \leq 0, \\
1 + \theta + \frac{1}{2}x^2\theta - \frac{x^3}{6}, & 0 \leq x < \theta \leq 1. \end{cases}
\]

Definition 2.3. We describe the reproducing kernel space \( 0V_2^2[0,1] \) by:

\[ 0V_2^2[0,1] = \{ z \in AC[0,1] : z' \in AC[0,1], z'' \in L^2[0,1], z(0) = 0 \}. \]

We give the inner product and the norm as:

\[ \langle z, y \rangle_{0V_2^2} = z(0)y(0) + z'(0)y'(0) + \int_0^1 z''(\theta)y''(\theta)d\beta, \]

\[ z, y \in 0V_2^2[0,1], \]

and

\[ ||z||_{0V_2^2} = \sqrt{\langle z, z \rangle_{0V_2^2}}, \quad z \in 0V_2^2[0,1]. \]

We obtain the kernel function as:

\[
N_r(\theta) = \begin{cases} \beta x + \frac{1}{2}x\beta^2 - \frac{\beta^3}{6}, & 0 \leq \beta \leq x \leq 0, \\
\beta x + \frac{1}{2}x^2\beta - \frac{x^3}{6}, & 0 \leq x < \beta \leq 1. \end{cases}
\]

Definition 2.4. We present the reproducing kernel space \( 0V_2^3[0,1] \) by:

\[ 0V_2^3[0,1] = \{ r \in AC[0,1] : r', r'' \in AC[0,1], r''' \in L^2[0,1], r(0) = 0 = r(1) \}. \]

We construct the inner product and the norm as:
\[ \langle r, p \rangle_{V_2^1} = \sum_{i=0}^{2} r^{(i)}(0)p^{(i)}(0) + \int_{0}^{1} r^{(3)}(t)p^{(3)}(t)dt, \]
\[ r, p \in V_2^1[0, 1] \]
and
\[ \|r\|_{V_2^1} = \sqrt{\langle r, r \rangle_{V_2^1}}, \quad r \in V_2^1[0, 1]. \]
Reproducing kernel function of \( V_2^1[0, 1] \) can be found in a similar way.

**Definition 2.5.** For \( k + l > 2 \), we construct the binary space (Olmos & Shiggal, 2006):
\[ V_2^{(k,l)}(\Omega) = \{ u : \Omega \to \mathbb{R} | Du \in \mathbb{R} \} \]
\[ \in V_2^{(1,1)}(\Omega) \text{ if signature}(D) (k - 1, l - 1). \]
If equipped with the inner product
\[ \langle r, p \rangle_{V_2^{(k,l)}} = \sum_{j=0}^{k-1} \int_{0}^{1} \frac{\partial^{j} r}{\partial \xi^{j}}(0, t) \frac{\partial^{j} p}{\partial \xi^{j}}(0, t)dt \]
\[ + \sum_{j=0}^{l-1} \int_{0}^{1} \frac{\partial^{j} r}{\partial \xi^{j}}(0, 0) \frac{\partial^{j} p}{\partial \xi^{j}}(0, 0)dt \]
\[ + \int_{0}^{1} \frac{\partial^{2} r}{\partial x \partial t} \left( \frac{\partial^{k+l-2} h}{\partial x^{k-1} \partial t^{l-1}} \right)(x, t)dt \]
then \( V_2^{(k,l)}(\Omega) \) is a RKHS.

The reproducing kernel method is implemented to investigate the following problem:
\[ \frac{\partial v(y, \tau)}{\partial \tau} = \gamma(y, \tau) \frac{\partial^2 v}{\partial y^2}(y, \tau) + \frac{\partial}{\partial y} \zeta(v) + \zeta(v), \quad a < y < b, \tau > 0 \tag{2.4} \]
or
\[ v_t = \gamma v_{yy} + (\zeta(v))_y + \zeta(v) + v(y, 0) - m(y), \quad a < y < b, \tau > 0 \tag{2.9} \]
where \( \gamma \) is diffusivity, \( \zeta(v) \) and \( \zeta(v) \) are nonlinear functions of \( v \). We can write as the problem as:
\[ \gamma v_{yy} + (\zeta(v))_y + \zeta(v) + v(y, 0) - m(y), \quad a < y < b, \tau > 0 \tag{2.9} \]
We need to homogenize the initial and boundary conditions to apply the reproducing kernel method. Therefore, we use the following transformation.
\[ v(y, \tau) = h(y, \tau) + b(y, \tau) \tag{2.10} \]
Then we reach
\[ h_t = \gamma h_{yy} + (\zeta(h + b))_y + \zeta(h + b) - b(y, \tau) \]
\[ + b_{yy}(y, \tau), \quad a < y < b, \tau > 0, \quad a < y < b, \tau > 0 \tag{2.11} \]
We denote \( (\zeta(h + b))_y + \zeta(h + b) - b(y, \tau) + b_{yy}(y, \tau) \) by \( S(h, y, \tau) \). We will explain the \( b(y, \tau) \) in details in the next section for different examples.

Because of the structure of the problem (2.4), we will obtain the solution in the reproducing kernel Hilbert space \( \text{of } V_2^{(2,1)}(\Omega) \) which is a binary space. Let us define the bounded linear operator as
\[ L : \text{of } V_2^{(2,1)}(\Omega) \to \text{of } V_2^{(2,1)}(\Omega) \]
\[ \text{of } h = S(h, y, \tau, \tau_k) \]
Consider a countable dense subset \( \{(y_1, \tau_1), (y_2, \tau_2), \ldots\} \) in \( \Omega \) and define
\[ \psi_i = E(y_i, \tau_i), \quad \psi_i = L^* \psi_i \]
where \( L^* \) is the adjoint operator of \( L \) and \( E(y_i, \tau_i) \) is the reproducing kernel function of \( V_2^{(2,1)}(\Omega) \). The orthonormal system \( \{ \psi_i \}_{i=1}^{\infty} \) of \( \text{of } V_2^{(2,1)}(\Omega) \) can be obtained by the operation of Gram–Schmidt orthogonalization of \( \{ \psi_i \}_{i=1}^{\infty} \) as:
\[ \hat{\psi}_i = \sum_{k=1}^{l} \beta_k \psi_k \]
where \( \beta_k \) denotes orthogonalization coefficients.

**Theorem 2.6.** If \( \{(y_i, \tau_i)\}_{i=1}^{\infty} \) is dense in \( \Omega \) then the solution of the problem has been found by reproducing kernel method as:
\[ h = \sum_{i=1}^{\infty} \beta_k S(h_k, y_i, \tau_i, \tau_k) \hat{\psi}_i. \]

**Proof.** Let \( h \) be the solution of the problem. We know that \( \{ \hat{\psi}_i \}_{i=1}^{\infty} \) is a complete system in \( \text{of } V_2^{(2,1)}(\Omega) \). Therefore, we get:
\[ h = \sum_{i=1}^{\infty} \langle h, \hat{\psi}_i \rangle_{V_2^{(2,1)}(\Omega)} \hat{\psi}_i = \sum_{i=1}^{\infty} \beta_k \langle h, \psi_k \rangle_{V_2^{(2,1)}(\Omega)} \hat{\psi}_i, \]

We apply the feature of the adjoint operator \( L^* \) and reach:
\[ \hat{\psi}_i = \sum_{i=1}^{\infty} \beta_k \langle h, L^* \psi_k \rangle_{V_2^{(2,1)}(\Omega)} \hat{\psi}_i. \]
We implement the reproducing feature and obtain:
\[ h = \sum_{i=1}^{\infty} \beta_k \langle L \psi_k, E(y_i, \tau_i, \tau_k) \rangle_{V_2^{(2,1)}(\Omega)} \hat{\psi}_i, \]
\[ \hat{\psi}_i = \sum_{i=1}^{\infty} \beta_k L \psi_k(y_i, \tau_i, \tau_k) \hat{\psi}_i. \]
Then, we get the desired result as:

\[ h = \sum_{i=1}^{\infty} \sum_{k=1}^{j} \beta_{ik} S(h_k, y_k, \tau_k) \partial_i. \]

The approximate solution \( h_n \) can be found as:

\[ h_n = \sum_{i=1}^{n} \sum_{k=1}^{j} \beta_{ik} S(h_k, y_k, \tau_k) \partial_i. \quad (2.16) \]

### 3. Illustrative examples

To illustrate the efficiency and precision of the suggested approach, some significant nonlinear models have been investigated and the results are compared with the exact solutions which are already exist in literature.

**Example 3.1.** Let us consider the following equation (Jaiswal et al., 2019)

\[ w_t = w_{xx} - w w_x, \quad 0 < x < 1, \quad t > 0, \]

which named Burgers equation. The boundary and initial conditions are given as:

\[ w(0, t) = \frac{1}{2} - \frac{1}{2} \tanh \left(-\frac{t}{8}\right) \]

\[ w(1, t) = \frac{1}{2} - \frac{1}{2} \tanh \left(\frac{1}{8} \left(1 - \frac{1}{2} t\right)\right) \]

\[ w(x, 0) = \frac{1}{2} - \frac{1}{2} \tanh \left(\frac{x}{4}\right), \quad 0 < x < 1. \]

\( w(x, t) = \frac{1}{2} - \frac{1}{2} \tanh \left(\frac{x}{4} - \frac{1}{8} t\right) \)

is the exact solution of the problem.

In order to homogenize the conditions of the given problem, we present the following transformation function:

\[ b(x, t) = \frac{1}{2} + \frac{1}{2} \tanh \left(\frac{1}{8} t\right) - \frac{1}{2} x \tanh \left(\frac{1}{8} x\right) \]

\[ + \frac{1}{2} x \tanh \left(-\frac{1}{4} + \frac{1}{8} t\right) - \frac{1}{2} \tanh \left(\frac{1}{4} x\right) \]

\[ + \frac{1}{2} x \tanh \left(\frac{1}{4}\right) \]

If we apply the boundary and initial conditions to the function \( b(x, t) \) and calculate required derivatives we obtain the following equations:

\[ b(0, t) = \frac{1}{2} + \frac{1}{2} \tanh \left(\frac{1}{8}\right) \]

\[ b(1, t) = \frac{1}{2} + \frac{1}{2} \tanh \left(-\frac{1}{4} + \frac{1}{8} t\right) \]

\[ b(x, 0) = \frac{1}{2} \tanh \left(\frac{x}{4}\right) \]

\[ w_t(x, t) = v_t(x, t) + b_t(x, t) \]

\[ w(x, t) = v(x, t) + \frac{1}{16} \left[ 1 - \frac{x}{8} \tanh \left(\frac{1}{8} x\right) \right]^2 \]

\[ - \frac{1}{8} \left( \frac{1}{8} - \frac{1}{8} \tanh \left(\frac{1}{8}\right) \right)^2 \]

\[ + \frac{1}{8} \left( \frac{1}{8} - \frac{1}{8} \tanh \left(\frac{1}{4}\right) \right)^2 \]

\[ w(x, t) = v(x, t) - b_x(x, t) \]

\[ w(x, t) = v(x, t) + \frac{1}{4} x \tanh \left(\frac{x}{4}\right) \]

\[ w(x, t) = v(x, t) - \frac{1}{4} \tanh \left(\frac{x}{4}\right)^2 \]

\[ w_t = w_{xx} - w w_x \]

\[ v_t - b_t = v_{xx} - b_{xx} - (v - b)(v_x - b_x) \]

\[ v_{xx} + b v_x - v + b v = -b_t + b_{xx} + v v_x + b b_x \]

\[ v_{xx} + b v_x - v + b_v = -b_t + b_{xx} + v v_x + b b_x \]

\[ v(0, t) = v(1, t) = v(0, 0) = 0. \]

In Table 1, the Absolute Errors and Relative Errors results are presented. Additionally, we give the absolute errors by Figure 1.

**Example 3.2.** Consider the Fisher equation (Jaiswal et al., 2019)

\[ w_t = w_{xx} + w(1 - w), \quad 0 < x < 1, \quad t > 0, \]

with the boundary and initial conditions

\[ w(0, t) = \frac{1}{4} \left[ 1 - \tanh \left(\frac{x}{2} - \frac{1}{2} t\right) \right]^2, \quad t > 0, \]

\[ w(1, t) = \frac{1}{4} \left[ 1 - \tanh \left(\frac{1}{2} \left(1 - \frac{1}{2} t\right)\right) \right]^2, \]

\[ w(x, 0) = \frac{1}{4} \left[ 1 - \tanh \left(\frac{x}{2} \sqrt{6}\right) \right]^2, \quad 0 < x < 1. \]

The exact solution is given as \( w(x, t) = \frac{1}{2} \left[ 1 - \tanh \left(\frac{1}{2} \sqrt{6}(x - \frac{1}{2} t)\right) \right]^2 \). In order to homogenize the conditions, we use the following transformation,
The exact solution is given as \( w(x, t) = \frac{1}{2} + \frac{1}{\sqrt{2}} \tanh \left( \frac{1}{\sqrt{2}} \left( x - \frac{1}{\sqrt{2}} t \right) \right) \). To homogenize the conditions, we use the following transformation,

\[
c(x, t) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{1}{4} t \right) \left( 1 - x \right) + \frac{1}{2} x \tanh \left( \frac{1}{4} \sqrt{2} \left( 1 - \frac{1}{2} t \sqrt{2} \right) \right) + \frac{1}{2} \tanh \left( \frac{1}{4} \sqrt{2} x \right) - \frac{1}{2} x \tanh \left( \frac{1}{4} \sqrt{2} \right)
\]

In Table 3 the Absolute Errors and Relative Errors are demonstrated.

**Example 3.4.** We take into consideration

\[
w_t = w_{xx} + w_x + w(1 - w), \quad 0 < x < 1, t > 0,
\]

with boundary and initial conditions

\[
w(0, t) = \frac{1}{2} + \frac{1}{4} \tanh \left( \frac{1}{\sqrt{2}} \right), \quad t > 0,
\]

\[
w(1, t) = \frac{1}{2} + \frac{1}{4} \tanh \left( \frac{1}{\sqrt{2}} \left( 1 - \frac{1}{\sqrt{2}} t \right) \right),
\]

\[
w(x, 0) = \frac{1}{2} + \frac{1}{4} \tanh \left( \frac{x}{\sqrt{2}} \right), \quad 0 < x < 1.
\]

The exact solution is given by \( w(x, t) = \frac{1}{2} + \frac{1}{\sqrt{2}} \tanh \left( \frac{1}{\sqrt{2}} \left( x + \frac{1}{\sqrt{2}} t \right) \right) \). We utilize the following transformation to homogenize the conditions.

\[
d(x, t) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{5}{8} \right) \left( 1 - x \right) + \frac{1}{2} \tanh \left( \frac{1}{4} + \frac{5}{8} t \right) + \frac{1}{2} \tanh \left( \frac{1}{4} x \right) - \frac{1}{2} \tanh \left( \frac{1}{4} \right) x.
\]

In Table 4 the Absolute Errors and Relative Errors are demonstrated.
The exact solution of this problem is presented as

\[ w(x, t) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{x}{4} \right), \quad 0 < x < 1. \]

The exact solution of this problem is presented as

\[ w(x, t) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{3}{8} (x + \frac{1}{8} t) \right). \]

We use the following transformation to homogenize the conditions.

\[ e(x, t) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{3}{8} \right) \left( 1 - x \right) - \frac{1}{2} \tanh \left( \frac{1}{4} + \frac{3}{8} t \right) x. \]

In **Table 5** the Absolute Errors and Relative Errors are presented.

**Table 4.** Absolute Errors (AE) and Relative Errors (RE) for Example 3.4.

| x   | (Jaiswal et al., 2019) AE   | RKM (AE)   | RKM (RE)   |
|-----|-----------------------------|------------|------------|
| 0.1 | 0.000143000                 | 0.0000640647 | 0.000081549818 |
| 0.2 | 0.000194000                 | 0.0001324707 | 0.00016931164 |
| 0.3 | 0.000368500                 | 0.0001942380 | 0.00023165011 |
| 0.4 | 0.000123000                 | 0.0002369601 | 0.00027348989 |
| 0.5 | 0.000212000                 | 0.0002559595 | 0.00030307612 |
| 0.6 | 0.000573000                 | 0.0002482271 | 0.00030912799 |
| 0.7 | 0.000713000                 | 0.0002135537 | 0.00026909627 |
| 0.8 | 0.000813000                 | 0.0001558129 | 0.00018573675 |
| 0.9 | 0.000801500                 | 0.0000811149 | 0.0000959332557 |
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