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ABSTRACT

Streaming end-to-end multi-talker speech recognition aims at transcribing the overlapped speech from conversations or meetings with an all-neural model in a streaming fashion, which is fundamentally different from a modular-based approach that usually cascades the speech separation and the speech recognition models trained independently. Previously, we proposed the Streaming Unmixing and Recognition Transducer (SURT) model based on recurrent neural network transducer (RNN-T) for this problem and presented promising results. However, for real applications, the speech recognition system is also required to determine the timestamp when a speaker finishes speaking for prompt system response. This problem, known as endpoint (EP) detection, has not been studied previously for multi-talker end-to-end models. In this work, we address the EP detection problem in the SURT framework by introducing an end-of-sentence token as an output unit, following the practice of single-talker end-to-end models. Furthermore, we also present a latency penalty approach that can significantly cut down the EP detection latency. Our experimental results based on the 2-speaker LibrispeechMix dataset show that the SURT model can achieve promising EP detection without significantly degradation of the recognition accuracy.

Index Terms— Multi-talker ASR, Streaming, End-to-end end-point detection

1. INTRODUCTION

Multi-talker automatic speech recognition (ASR) refers to the problem of transcribing (partially) overlapped speech from multiple speakers in a conversion or a meeting scenario. Conventional approaches to deal with this challenge are usually based on the modularized framework, e.g., cascading the speech separation and speech recognition modules that are trained independently \(^1\) \(^2\). While working reasonably well in practice, these approaches have the drawback of high overall system complexity. More importantly, optimizing each module of the cascaded system does not guarantee to improve the overall system performance. Motivated by its success in single-talker speech recognition, recently, researchers have been exploring end-to-end (E2E) based approaches to address the challenges in the multi-talker scenario with a single neural network model that all the parameters can be trained jointly.

In the literature, most existing E2E-based multi-talker speech recognition systems are based on the sequence-to-sequence (S2S) with attention models \(^3\) \(^4\) \(^5\). While promising results are achieved, these models are constrained to be offline only, and they usually fail when being applied directly to long-form audios of meetings or conversations without prior audio segmentation due to the offline nature of these models. Consequently, for a scenario that requires streaming speech transcription, i.e., the system is required to show transcriptions when speakers are still speaking, these approaches are not very applicable. Inspired by an offline RNN-T \(^6\) based multi-talker model \(^7\), we recently proposed the Streaming Unmixing and Recognition Transducer (SURT) model \(^8\) to address the limitations of existing solutions. In \(^8\), we showed that SURT can achieve promising recognition accuracy for 2-speaker overlapped scenario, similar to the observation of a concurrent work \(^9\). In \(^10\), we further demonstrated that SURT can directly transcribe continuous long-form audio without prior audio segmentation, and achieved competitive recognition accuracy compared with offline E2E models. However, to be deployed to real application scenarios, streaming E2E models are usually required to determine the timestamp when the speaker finishes speaking, i.e., EP detection. Accurate EP detection is the key for prompt system response and the overall user experience. While there have been a few studies in EP detection for single-talker E2E ASR \(^11\), to the best our knowledge, there is no prior work on EP detection for the E2E multi-talker ASR problem. In this work, we address this problem in the SURT framework. In literature, conventional EP detection is usually achieved by Voice Activity Detection (VAD) \(^12\) \(^13\) \(^14\) that classifies the acoustic features into silence and speech. However, as argued in \(^11\), the VAD-based approach solely relies on the acoustic information while ignoring the cues form the language model. More importantly, the conventional VAD-based approach cannot handle overlapped speech in a multi-talker scenario. Motivated by \(^11\), we study a simple approach that introduces an additional end-of-sentence ((\texttt{eos}) token to the output of SURT model for EP detection. During inference, we use the timestamp that the model emits the (\texttt{eos}) token as the EP timestamp. To reduce the EP detection latency, we also study a latency penalty approach for model training. From our experiments on LibrispeechMix dataset, this approach enjoys low engineering complexity and negligible computational overhead, while achieving promising EP detection performance.

The contributions of this paper are summarized as follows.

- We perform the first study of the EP detection in streaming E2E multi-talker ASR.
- We present a latency penalty approach that can significantly cut down the latency of EP detection based on the (\texttt{eos}) token.
- We extend the previous RNN-T based streaming E2E multi-talker ASR with a Transformer-Transducer (T-T) \(^15\) \(^16\).

2. TRANSDUCER-BASED ASR MODEL

Neural transducer models such as RNN-T and T-T directly compute the sequence-level conditional probability of the label sequence...
of the acoustic sequence, and the feature representations can be obtained as
\[ h_{1,t}^f = f(x_{1,t}) \quad \text{and} \quad h_{2,u}^g = g(y_{0,u-1}), \]
where \( 1 \leq t \leq T, \ 1 \leq u \leq U \) and \( y_0 \) denotes the blank token. The two feature representations are fused together by a joint network \( j(\cdot) \) as
\[ z_{t,u} = j(h_{1,t}^f, h_{2,u}^g), \]
and the conditional probability of the token \( y_u \) is obtained by a Softmax function, i.e.,
\[ P(y_u | z_{t,u}) = \text{Softmax}(W(z_{t,u} + b)), \]
where \( W \) and \( b \) are the weight matrix and bias. Given \( P(y_u | z_{t,u}) \), the sequence-level conditional probability can be computed by dynamic programming, and the RNN-T loss can be defined as the negative log-likelihood as:
\[ \mathcal{L}_{\text{rnn}}(Y, X) = -\log P(Y | X). \]

Details about the loss function can be found in [6].

2.1. Transformer Transducer

Previously, streaming E2E models usually adopt the RNN-T model structure, which employs the long short-term memory (LSTM) networks for both the audio encoder \( f(\cdot) \) and the prediction network \( g(\cdot) \). Recently, Transformers have been proven to be competitive for speech recognition problems [17]. As a result, T-T was proposed to replace the LSTM network by a Transformer network for the audio encoder \( f(\cdot) \) and similarly for the prediction network. While there are a few different implementations of T-T; in this work, we closely follow the T-T model architecture presented in [18]. In particular, we still use LSTMs for the prediction network in the T-T model for the sake of inference speed, while the audio encoder is based a Transformer network.

3. SURT: REVIEW

SURT [8] is composed of two key components, the unmixing module and the recognition module. An example of an SURT model that is based on T-T is shown in Figure 1. The role of the unmixing module is similar to speech separation. It takes the audio feature sequence \( X \) that may have an arbitrary degree of overlapped speech from two speakers as input, and then transforms the feature representations into two channels. In each channel, we assume that the feature representation is only from one speaker at each time step. The reason to use only two output channels is that in most real multi-talker scenarios, there are at most two active speakers at each time step. Given the output from the unmixing module, the transducer-based recognition module is then applied to map the feature sequence into its corresponding label sequence. Different from the standard speech separation, the unmixing module is not trained by an independent signal reconstruction loss. Instead, both of the unmixing and recognition modules in SURT are trained jointly using an ASR loss as explained below.

In [8], we compared two network architectures for the unmixing module. In this work, we focus on the mask-based structure with convolutional neural networks (CNNs) due to its simplicity and performance. Specifically, the unmixing module has two CNN-based encoders that transform the audio feature input \( X \) into two hidden feature representations \( H_1 \) and \( H_2 \) as:
\[ M = \sigma(\text{CNN}_{\text{mask}}(X)), \quad \bar{X} = \text{CNN}_{\text{enc}}(X), \quad H_1 = \bar{X} \ast M, \quad H_2 = \bar{X} - H_1, \]
where \( \sigma \) denotes the Sigmoid function, \( M \) is a mask with each element ranging from 0 to 1, and \( \text{CNN}_{\text{mask}} \) and \( \text{CNN}_{\text{enc}} \) are two CNN encoders. The two feature representations are then fed into the same recognition module to compute the corresponding RNN-T losses using the two label sequences \( Y^1 \) and \( Y^2 \). Without any constraint, however, it is unclear the correspondence between the feature sequences \( (H_1, H_2) \) and label sequences \( (Y_1, Y_2) \), known as the label permutation problem. A widely used approach to address this problem is Permutation Invariant Training (PIT) [19], which considers all the possible label assignments. While being flexible and effective, PIT has the drawback of high computational complexity, which is in the order of \( O(N^4) \) for the mixed signal with \( N \) speakers. In [8], we showed that a simpler label assignment strategy, referred as Heuristic Error Assignment Training (HEAT), can achieve comparable recognition accuracy for SURT models with the computational complexity in the order of \( O(N) \). Unlike PIT, HEAT only considers one possible label assignment based on some heuristic information, for example, the spoken order of the utterances according to their starting times. Suppose \( Y^1 \) is the first spoken utterance, HEAT defines the loss function simply as
\[ \mathcal{L}_{\text{HEAT}}(X, Y^1, Y^2) = \mathcal{L}_{\text{rnn}}(Y^1, H_1) + \mathcal{L}_{\text{rnn}}(Y^2, H_2), \]
which means that the first channel and its corresponding feature representation \( H_1 \) are always assigned to the first-come speaker of an audio mixture. Likewise, the second channel is always dedicated to the other speaker. The HEAT loss function can drive the network to learn the corresponding channel assignments. More detailed comparison and analysis of HEAT vs. PIT are given in [8][19].

4. EP DETECTION FOR SURT

In the multi-talker ASR scenario, EP detection is more challenging due to the presence of overlapped speech compared with the single-
Fig. 2. a) An example of a mixture audio signal $X$ with speech from two speakers, denoted as green and blue respectively. b) After the unmixing module, the feature representations are mapped into two channels, denoted as $H_1$ and $H_2$ respectively. Note that $X$ is in the feature space, while $H_1$ and $H_2$ are hidden vector representations.

$\hat{t}_{\text{eos}}$ is the ground-truth EP timestamp, while $\hat{t}_{\text{eos}}$ denotes the predicted EP timestamp.

**Table 1.** Multi-talker E2E speech recognition results from both streaming and offline models.

| System               | Size (M) | Network | Streaming | WER  |
|----------------------|----------|---------|-----------|------|
| PIT-S2S [24]         | 160.7M   | LSTM    | ✗         | 10.3 |
| SOT-S2S-MBR [23]     | 135.6M   | LSTM    | ✗         | 8.3  |
| SURT [24]            | 81M      | LSTM    | ✗         | 7.2  |
| PIT-MS-RNN-T [27]    | 80.9M    | LSTM    | ✗         | 10.2 |
| SURT [24]            | 81M      | LSTM    | ✔         | 9.1  |
| SURT (this work)     | 84.5M    | Transformer | ✔     | 9.1  |

† This model used speaker inventory as an auxiliary input.

talker setting. More specifically, the model needs to detect the timestamp when one speaker finishes speaking while another speaker may be still speaking. To deal with this challenge within SURT, we propose to perform EP detection in the hidden feature representation space defined by the unmixing module instead of the raw feature space $X$. In this case, EP detection is performed independently for each channel as shown in Figure 2. As explained in Section I, this can be simply done by introducing a special $\langle\text{eos}\rangle$ token [11] as a trigger for EP detection. If we denote $t_{\text{eos}}$ as the ground truth endpoint timestamp and $\hat{t}_{\text{eos}}$ the timestamp that the model emits the $\langle\text{eos}\rangle$ during inference, the goal of EP detection for SURT is to minimize the difference between the two for both channels. Similar to the observations in the single-talker condition [20], without any constraint in training, the transducer-based models usually delay the emission of $\langle\text{eos}\rangle$, consequently introducing additional latency that hurts user experience in real streaming applications. To minimize the EP detection latency, we apply the latency penalty approach [20] as

$$\log P(\langle\text{eos}\rangle | z_{t,u}) = \max(0, \alpha(t - t_{\text{buffer}} - t_{\text{eos}})),$$

(6)

where $t_{\text{buffer}}$ is a grace period, $t_{\text{eos}}$ is the ground-truth EP timestamp and $\alpha$ is a tunable hyper-parameter. Intuitively, when computing the RNN-T loss, this approach will penalize the probability of a path that emits the $\langle\text{eos}\rangle$ beyond a grace period $t_{\text{buffer}}$ according to the reference $t_{\text{eos}}$. Another approach that works well for single-talker condition is FastEmit [21], which reduces the gradients of the blank tokens during training. However, we did not observe reduction in latency in our multi-talker ASR experiments.

### 5. EXPERIMENTS AND RESULTS

#### 5.1. Dataset

Our experiments were performed on the LibriSpeechMix dataset [5], which is a simulated overlapped audio dataset derived from the LibriSpeech corpus [24]. We used the same protocol to simulate the training and evaluation data as in [5], and we focus on the 2-speaker overlapped speech scenario. To generate the simulated training data, for each utterance in the original LibriSpeech train960 set, we randomly picked another utterance from a different speaker, and mix the latter with the previous one with a random delay ranging from 0.5 seconds (large overlap) to the total length of the first utterance (no overlap). The number of mixed audio is the same as the number of utterances in the original LibriSpeech dataset. For both training and evaluation data, each utterance only has 2 speakers after simulation.

The source code to reproduce our evaluation data is publicly available [7]. The ground truth EP timestamps $t_{\text{eos}}$ were obtained from force alignment of the original LibriSpeech dataset using a hybrid ASR model trained with Kaldi [26].

#### 5.2. Experimental Setup

In this work, we evaluate two network structures of SURT model that are based on RNN-T and T-T respectively. For both types of SURT model, we use the same neural network architecture for the unmixing module, i.e., 4-layer 2D CNNs for both CNN$_{\text{mask}}$ and CNN$_{\text{enc}}$ as in [8]. For RNN-T based SURT model, we used a 6-layer unidirectional LSTM as the audio encoder and 2-layer unidirectional LSTM as the label encoder. The number of hidden units was set to be 1024 for all LSTM layers. For T-T based SURT model, we used 18 Transformer blocks with the attention dimension as 624 and each block has 8 attention heads. In order to make T-T streamable, we applied chunk-wise attention, i.e., the self-attention operation is constrained with a chunk instead of the entire sequence [27][28]. For our experiments, we set the chunk size as 25, which translates to 1 second of audio. For the latency penalty as Eq (5), we set $\alpha = 2$ and $t_{\text{buffer}} = 3$ (corresponding to 120 milliseconds of audio) for all our experiments.

In terms of features, we used the 80-dimensional log-mel filterbanks (FBANKs) as features, which were sampled the features at 100 Hz frame rate. The CNN encoder in the unmixing module then downsamples the features to 25 Hz by max-pooling operations. For tokenization, we used 4,000 word-pieces as output tokens for RNN-T, which are generated by byte-pair encoding (BPE) [29]. We also applied speed perturbation for data augmentation by creating two additional versions of the acoustic features with the speed ratios as 0.9 and 1.1.

#### 5.3. Multi-talker ASR Results

Table 1 shows the multi-talker speech recognition word error rate (WER) results on the evaluation data derived from Librispeech test-clean set. The table compares the SURT model results from this work with prior works using different model architectures and training objectives. In particular, PIT-S2S [24] and SOT-S2S-MBR [24] are offline models, which are based on S2S models that are trained with PIT and serialized output training (SOT) respectively. Our previous RNN-T based SURT model [24] trained with

https://github.com/NaoyukiKanda/LibriSpeechMix
5.4. EP Detection Results

Before presenting the EP detection results, we firstly denote $\mu = t_{\text{eos}} - t_{\text{eos}}^\ast$. If $\mu > 0$, it corresponds to delayed EP detection, while $\mu < 0$ indicates a premature EP detection. Figure 3 shows the distribution of $\mu$ from the first channel of the T-T based SURT model with and without latency penalty. Not surprisingly, the EP detection latency from the model trained without latency penalty is very significant. In particular, there are certain cases where $\mu$ is very large, e.g., $\mu > 150$. This is mainly due to the leakage issue from the unmixing module, e.g., the features from the speaker of the 2nd channel are leaked to the first channel and vice versa. Consequently, $H_1$ and $H_2$ may have the feature representations of two speakers, which will result in a delayed EP detection and more insertion errors. With latency penalty, we observe that the distribution of $\mu$ now centers around 0 with much smaller variance as expected. However, we still observe a small number of outliers with $|\mu| \gg 0$. As explained before, $\mu \gg 0$ indicates a leakage problem while $\mu \ll 0$ may be due to a premature EP detection. Finally, Table 3 shows the recall rate of EP detection, i.e., the percentage of detected EPs with $|\mu|$ below a predefined threshold. The results demonstrate that the latency penalty approach can significantly improve the recall for both channels from the unmixing module.

Table 3. The recall rates of EP detection from T-T based SURT model trained with and without the latency penalty, i.e., the percentage of the detected EPs with $|\mu|$ below a threshold. Note that $|\mu|$ is measured by the number of frames, and the frame rate in our experiment is 25 Hz, i.e., 5 frames correspond to 200 milliseconds.

| Model         | Channel | $|\mu| \leq 5$ | $|\mu| \leq 7$ | $|\mu| \leq 9$ |
|---------------|---------|--------------|--------------|--------------|
| w/o penalty   | 1       | 0.08         | 0.13         | 0.18         |
| w/o penalty   | 2       | 0.37         | 0.72         | 0.75         |
| w/ penalty    | 1       | 0.64         | 0.72         | 0.75         |
| w/ penalty    | 2       | 0.76         | 0.85         | 0.89         |

6. CONCLUSION

For most streaming ASR applications, a good user experience depends on accurate and prompt EP detections. In this work, we investigated an E2E approach for EP detection for multi-talker ASR. In particular, we focused on the SURT framework, which we recently proposed for streaming E2E multi-talker speech recognition. We studied the end-of-sentence token based approach for EP detection, and demonstrated that with the latency penalty approach during model training, we achieved significant improvement in terms of EP detection quality. We compared two SURT model architectures that are based RNN-T and T-T respectively. Our experiments showed that the T-T model with chunk-wise attention is more robust against the latency penalty during training. A limitation of current study is that our current experiments were performed on pre-defined audio segments that one segment only contains two utterances from two speakers. In the future, we shall investigate the EP detection problem with the continuous long-form audios without prior segmentation as in [10].
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