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Abstract

Due to increasing railway use, the capacity at railway yards and maintenance locations is becoming limiting. Therefore, the scheduling of rolling stock maintenance and the choice regarding optimal locations to perform maintenance is increasingly complicated. This research introduces a Maintenance Scheduling and Location Choice Problem (MSLCP). It simultaneously determines maintenance locations and maintenance schedules of rolling stock, while it also considers the available capacity of maintenance locations, measured in the number of available teams. To solve the MSLCP, an optimization framework based on Logic-Based Benders’ Decomposition (LBBD) is proposed by combining two models, the Maintenance Location Choice Problem (MLCP) and the Activity Planning Problem (APP), to assess the capacity of a MLCP solution. Within the LBBD, four cut generation procedures are introduced to improve the computational performance: a naive procedure, two heuristic procedures and the so-called min-cut procedure that aims to exploit the specific characteristics of the problem at hand. The framework is demonstrated on a realistic scenarios from the Dutch railways. It is shown that the best choice for cut generation procedure depends on the objective: when aiming to find a good but not necessarily optimal solution, the min-cut procedure performs best, whereas when aiming for the optimal solution, one of the heuristic procedures is the preferred option. The techniques used in the current research are new to the current field and offer interesting next research opportunities.

1 Introduction

In many countries, rail transport is increasingly important. This is for example visible in The Netherlands, where the total number of passenger kilometers increased with more than 30% since 2018 [International Union of Railways, 2018]. In order for a railway network to function properly, the rolling stock (i.e. locomotives, passenger wagons and freight wagons, multiple units) that operates on the railway network needs to receive maintenance on a regular basis. The aim of maintenance is to ensure that the rolling stock that operates on the network remains available (to ensure a reliable train service), safe and comfortable for passengers [Dinmohammadi et al., 2016]. To this end, maintenance activities can be divided into two categories: regular maintenance, corresponding to the maintenance activities with higher frequencies (every 1 to 14 days) and shorter duration (1-3 hours) which can be performed whenever the unit has a planned standstill, and heavy maintenance, corresponding to maintenance types with lower frequencies (every several months or less) and longer duration (up to several days) during which the unit is taken out of service (see e.g. Andrés et al., 2015). The current work focuses on regular maintenance in particular.
In general, the maximum interval between consecutive maintenance activities is governed by strict rules that are imposed by railway authorities.

Maintenance activities are carried out at so-called maintenance locations, which are railway yards with maintenance facilities, spread over the network. The number of personnel stationed at a location is the operator's decision and an important determinant of the capacity of a maintenance location. In particular, a distinction can be made between daytime operations (i.e. a location is opened during daytime) and nighttime operations (i.e. a location is opened during nighttime). For example, in The Netherlands, maintenance is usually carried out during nighttime.

The increasing use of the capacity of the railway network leads to two issues for rolling stock maintenance. First, the complexity of this scheduling process – which is traditionally performed manually – is increasing. This raises the need for tools that automate the maintenance scheduling process. Second, the use of the capacity of maintenance locations during nighttime is under pressure and reaching its capacity. As a result, a railway operator can consider to perform more maintenance activities during daytime, as is the case in The Netherlands for example. These issues were originally addressed by Zomer et al. [2020b], providing a model for the Maintenance Location Choice Problem (MLCP). However, they assumed an unlimited capacity of maintenance locations and do not provide a maintenance schedule. The capacity of maintenance locations is a challenging factor to incorporate, as it typically depends on the optimal planning of all maintenance activities (which is not readily available).

This research introduces a new mathematical problem formulation, the Maintenance Scheduling and Location Choice Problem (MSLCP), which extends the MLCP. For a given rolling stock circulation, it determines an optimal maintenance schedule and an optimal maintenance location choice while including capacity constraints of maintenance locations. In order to do so, it introduces a separate problem to assess the capacity of a MLCP solution, called the Activity Planning Problem (APP). To solve the MSLCP, an optimization framework based on Logic-Based Benders' Decomposition (LBBD) is proposed by combining two models, the MLCP and APP. Within the LBBD, four cut generation procedures are introduced: a naive procedure, two heuristic procedures, and lastly the so-called min-cut procedure which uses the specific structure of the problem at hand. The performance of MSLCP is demonstrated on a realistic case from the Dutch railways.

The contribution of this research is threefold. First, it extends the model proposed by Zomer et al. [2020b], by introducing maintenance location capacity constraints and thereby making the model capable of delivering a complete maintenance schedule. Second, it provides an efficient method to assess the required capacity of a maintenance schedule which has as an additional benefit that it can be used to quickly provide rolling stock dispatchers with a maintenance activity planning during operations. Third, it proposes an advanced solution strategy for the inclusion of the capacity constraints based on Logic-Based Benders' Decomposition.

The remainder of this paper is structured as follows. Section 2 summarises the most important existing literature. Section 3 restates the MLCP based on Zomer et al. [2020b]. Section 4 formulates the APP, allowing to assess the capacity of any MLCP solution. Section 5 formulates the MSLCP, in which the MLCP and APP are the main building blocks, and provides a solution strategy. Section 6 provides results for the MSLCP and Section 7 gives the main conclusions.

## 2 Literature review

The current work considers rolling stock maintenance scheduling as well as rolling stock maintenance location choice. This section aims to identify the contributions of the current work to the literature and to obtain insights in the methodologies and techniques used in related research.

Section 2.1 discusses relevant scientific literature on rolling stock maintenance scheduling. Section 2.2 discusses papers on rolling stock maintenance location choice. In addition, these two sections include some corresponding literature from the field of aviation, which is relevant due to the systematic similarities with rolling stock maintenance scheduling. Finally, Section 2.3 summarises reviewed papers and states existing gaps.
2.1 Maintenance scheduling

Herr et al. [2017] considered a problem in which rolling stock units need to be assigned to train trips such that maintenance constraints are satisfied. They proposed a MIP model and the objective that they used is to schedule maintenance as late as possible, thereby making optimal use of the total allowable interval between maintenance activities.

Just as Herr et al. [2017], Andrés et al. [2015] considered the problem of assigning rolling stock units to train trips. They used an aggregated space-time network in which the nodes are trip arrival times or trip departure times with the corresponding location. A MIP model that minimizes total operating costs was designed and a column generation approach was used to solve the problem in reasonable time.

Maróti and Kroon [2007] considered a problem regarding heavy maintenance. They proposed a model to make modifications to the regular rolling stock circulation to route rolling stock units to maintenance locations and formulated it as an integer programming problem. In situations where only one rolling stock unit needs to be rerouted, this formulation provides the optimal solution; in situations where multiple rolling stock units need to be rerouted the formulation is used within a heuristic framework.

Wagenaar and Kroon [2015] proposed with a model that reschedules rolling stock circulation after disruptions taking into account the current maintenance planning. They based their models on the composition model, which assigns rolling stock units to train trips. They came up with three models that have comparable performance, dependent on the problem size.

Related problems were addressed in the area of aviation, for example by Clarke et al. [1997] and Gopalan and Talluri [1998], who aimed to assign specific aircraft to each flight from a given set of flights, and Sarac et al. [2006], who developed a model that solves the aircraft maintenance scheduling problem including maintenance constraints in an operational context.

2.2 Maintenance location choice

Tönissen et al. [2019] aimed at locating the maintenance facilities in the railway network. They came up with models that determine optimal maintenance locations under line and fleet planning that is subject to uncertainty or change. They proposed two-stage stochastic mixed integer programming models, in which the first stage is to open a facility, and in the second stage to minimize the routing cost for the first-stage location decision for each line plan scenario.

Tönissen and Arts [2018] built on Tönissen et al. [2019] by including recovery costs of maintenance location decisions, unplanned maintenance, multiple facility sizes and economies of scale (providing that a location twice as big is not twice as expensive). Since, as a result, the second-stage problem becomes NP-hard, an algorithm was provided with the aim to avoid having to solve the second stage for every scenario.

Canca and Barrena [2018] considered the simultaneous rolling stock allocation to lines and choice for depot locations in a rail-rapid transit context. They proposed a MIP formulation which appeared hard to solve. Therefore they proposed a three-step heuristic approach determining first the minimum number of vehicles needed for each line, subsequently the routes of rolling stock on each line, and lastly the circulation of rolling stock on lines over multiple days together with the depot choice.

Zomer et al. [2020b] introduced the Maintenance Location Choice Problem (MLCP). To solve it, the authors developed a Mixed Integer Linear Programming model taking a rolling stock circulation as input, and provided for this rolling stock circulation an optimal maintenance location choice that minimize the total number of maintenance activities during nighttime, thereby reducing the pressure on maintenance locations during nighttime. However, they did not include the capacity of maintenance locations, nor determine exact maintenance schedules, i.e. maintenance activities are assigned to maintenance opportunities, which are longer time windows in which maintenance has to take place at some moment, and do not consider actual moment when maintenance has to be performed.

Some related research can be found in the area of aviation. Examples are the works by Feo and Bard [1989] and Gopalan [2014], who consider the problem of assigning aircraft to flights and simultaneously determining maintenance locations and introduce various heuristics to solve the problem.
2.3 Current work

In Table 1, the discussed literature is classified in several categories. It shows for each paper whether it was written in the aviation (A) or in the railway (R) context, whether it considered the allocation of mobile units (MU, i.e. rolling stock units or aircraft) to trips, whether it considered maintenance constraints, whether it created an explicit maintenance schedule for every (relevant) MU and whether it considered facility location choice optimization.

| MU allocation | Maintenance scheduling | Location choice |
|---------------|------------------------|-----------------|
| Herr et al. [2017] | x | x |
| Andrés et al. [2015] | x | x |
| Maróti and Kroon [2007] | x | x |
| Wagenaar and Kroon [2015] | x | x |
| Tönissen et al. [2019] | | x |
| Tönissen and Arts [2018] | x | x |
| Canca and Barrena [2018] | | |
| Zomer et al. [2020b] | | |
| Current | x | x |

Table 1: Overview of the literature discussed in Section 2.

This literature review indicates that several aspects have not been addressed in the currently existing literature. First, although variants of problems relating to rolling stock maintenance location and maintenance scheduling have been investigated independently, this joint problem has not been tackled. That is, no research has aimed to determine optimal opening of maintenance locations and simultaneously find an optimal maintenance schedule for a given rolling stock circulation. Second, although some papers do consider some type of a constraint for the available capacity at maintenance locations, such constraints are typically rather general and ignore many practical aspects. This research instead accurately determines the capacity of maintenance locations by first scheduling maintenance activities optimally. Moreover, the capacity is measured as the minimal number of maintenance teams necessary to fulfil a certain schedule, which is also new. Third, the current paper delivers an exact maintenance schedule, which provides operators at maintenance location with exact moments when each rolling stock unit needs to be maintained and by which maintenance team.

3 Maintenance Location Choice Problem (MLCP)

This section summarizes the mathematical model of the Maintenance Location Choice Problem (MLCP) [Zomer et al. 2020b]. For more detailed explanations of the model and the computational experiments, the reader may resort to Zomer et al. [2020b].

The following notation is used for the parameters of the model. Let $I$ be the set of rolling stock units, $T \in \mathbb{R}$ the planning horizon in hours and $L$ the set of potential maintenance locations. The rolling stock circulation is assumed to be given. A maintenance opportunity (MO) occurs when a rolling stock unit is standing still at a potential maintenance location. Let $J_i \equiv \{1, ..., J_i\}$ denote the MOs for rolling stock unit $i \in I$. The location of a rolling stock unit $i$ at MO $j \in J_i$ is denoted by $l_{ij} \in L$. The start time of MO $j \in J_i$ is denoted by $s_{ij} \in \mathbb{R}$ and the end time by $e_{ij} \in \mathbb{R}$.

Let $d_{ij} = 1$ indicate that an MO occurs during daytime:

$$d_{ij} = \begin{cases} 1 & \text{if } 24 \geq s_{ij} \mod 24 < 24 - N, \\ 0 & \text{else} \end{cases}$$
where $\delta^D$ is the time daytime maintenance starts and $\delta^N$ the time nighttime maintenance starts. Unless stated otherwise, $\delta^D = 7.00$ and $\delta^N = 19.00$. Let $K$ be the set of maintenance types, $K \equiv \{1, \ldots, K\}$. For each maintenance type $k \in K$, let $v_k \in \mathbb{R}^+$ be its duration in hours and let $o_k \in \mathbb{R}^+$ be the maximum interval between two consecutive maintenance activities of maintenance type $k$ in hours.

The decision variable $y^D_{ij} \in \{0, 1\}$ to open a potential maintenance location during daytime is 1 if location $l \in L$ is available for daytime maintenance. Similarly $y^N_{ij} \in \{0, 1\}$ is equal to 1 if location $l \in L$ is available for nighttime maintenance. The number of potential maintenance locations that can be opened during daytime is restricted by $L^D_{max}$:

$$\sum_{i \in I} y^D_{ij} \leq L^D_{max}. \quad (1)$$

The assignment decisions of maintenance activities to maintenance opportunities is encoded by $x_{ijk} \in \{0, 1\}$, which is 1 if maintenance of type $k$ is performed to rolling stock unit $i \in I$ at MO $j \in J_i$, and 0 otherwise. It is required that the total time available at MO $j$ is not exceeded:

$$\sum_{k \in K} x_{ijk} v_k \leq e_{ij} - s_{ij} \quad \forall i \in I, j \in J_i. \quad (2)$$

Furthermore, an MO $j$ can only be used if the corresponding location is open at the moment of the MO. Therefore, if $d_{ij} = 0$ and $y^N_{ij} = 0$ then $\forall k \in K x_{ijk} = 0$, and similarly if $d_{ij} = 1$ and $y^D_{ij} = 0$ then $\forall k \in K x_{ijk} = 0$, which is encoded in a single linear constraint as follows:

$$x_{ijk} \leq y^D_{ij} \cdot d_{ij} + y^N_{ij} \cdot (1 - d_{ij}) \quad \forall i \in I, j \in J_i, k \in K. \quad (3)$$

Finally, the intervals between two successive maintenance activities $j$ and $j'$ of the same type $k$ should be at most $o_k$ apart. This is modeled as follows: if $x_{ijk} = 1$ (and $e_{ij} + o_k \leq T$) then $\exists j' \in V_{ijk} : x_{ij'k} = 1$, where $V_{ijk} = \{ p \in J_i : e_{ip} < s_{ip} \leq e_{ij} + o_k \}$. For a correct start, let $b_{ik}$ be the time since the last maintenance activity of type $k$ for rolling stock unit $i$ at the start of the planning horizon, let $V_{lok} = \{ p \in J_i : s_{ip} \leq o_k + b_{ik} \}$ and

$$1 \leq \sum_{p \in V_{lok}} x_{ipk} \quad \forall i \in I, k \in K \quad (4)$$

$$x_{ijk} \leq \sum_{p \in V_{lok}} x_{ipk} \quad \forall i \in I, j \in J_i, k \in K : e_{ij} + o_k \leq T. \quad (5)$$

The model aims to find $x_{ijk}$ and $y_i$ satisfying the constraints 1 to 5 that minimize number of maintenance activities during the night:

$$\min \sum_{i \in I} \sum_{j \in J_i} \sum_{k \in K} x_{ijk} (1 - d_{ij}) + \varepsilon \sum_{i \in I} \sum_{j \in J_i} \sum_{k \in K} x_{ijk}. \quad (6)$$

The second term penalizes every maintenance activity with an arbitrarily small penalty cost $\varepsilon$ in order to avoid unnecessary maintenance activities being performed.

### 4 Activity Planning Problem (APP)

The MLCP delivers an assignment of maintenance activities to maintenance opportunities. Maintenance activities are not explicitly scheduled accurate to the minute, but may be performed anytime within the MO. This alone does not allow to directly determine the required number of maintenance teams to effectuate the maintenance schedule.

Therefore, the Activity Planning Problem (APP) is defined. The input of the APP is a set of jobs that need to be performed and a maximum number of maintenance teams available. A job represents the activities that need to be performed on one rolling stock unit during a specified maintenance opportunity.
A job may contain one maintenance activity of a specific maintenance type, but can also contain multiple maintenance activities of different maintenance types.

An important reason why different maintenance activities on the same rolling stock unit are grouped into jobs is that, in practice, maintenance activities of different types on the same rolling stock unit often cannot be performed simultaneously, e.g. external cleaning and wheels inspection. To ensure this, the slightly stricter assumption is made that maintenance activities on one rolling stock unit need to be performed subsequently and uninterruptedly. This assumption is deemed acceptable in practice. It also simplifies the model as it is not necessary to include separate, complicating constraints to prohibit that maintenance activities of different types on the same rolling stock units are performed simultaneously.

The most important output of the APP is the number of teams necessary to perform the given set of jobs, which is a measure of the required capacity of a MLCP solution (or no output if this number exceeds the maximum number of maintenance teams available). This measure is essential for the development of the MSLCP in Section 5. Additionally, the APP gives the corresponding optimal activity planning, defining the start and end times of each job, which has useful practical applications as well.

The APP can be applied on each individual maintenance shift to determine the required number of maintenance teams. A maintenance shift is a period of time for which a planning is made. The current research assumes each day contains two maintenance shifts: a daytime shift and a nighttime shift. Therefore, the output of APP are the shift plan and the required capacity.

The APP shows similarities with the class of Parallel Machine Scheduling Problems, as addressed by for example Kravchenko and Werner [2009]. Section 4.1 gives mathematical notation of APP. Section 4.2 explains the interaction between MLCP and APP including assignment of maintenance activities to shifts, setting release and deadline times and job durations. Section 4.3 gives the model formulation.

### 4.1 APP mathematical notation

**Jobs** Let $Q$ be a given set of jobs that need to be scheduled, and for each job $q \in Q$ let the release time $r_q \in \mathbb{R}$, the deadline time $t_q \in \mathbb{R}$ and the duration $v_q \in \mathbb{R}$ be given. For each shift at a location, one job for every maintenance opportunity that has maintenance activities assigned at this location during this shift. The duration of the job is the sum of the duration of these main activities. The release time and deadline are based on the start and end time of the respective maintenance opportunity (more details in Section 4.2). When constructing APP instances it is ensured that for each job, the time between the release and deadline of the job is larger than or equal to the job duration.

**Teams** Each job needs to be performed by one and only one maintenance team. The team works on this job uninterruptedly, i.e. the job cannot be split into multiple separate parts (meaning preemption is not allowed). Let $N$ be the maximum number of available maintenance teams and define $N = \{1, ..., \bar{N}\}$ to be the set of maintenance teams.

**Scheduling** The maintenance jobs are assigned to maintenance teams, and the start time of each maintenance job is determined. The end time of the job is then automatically determined by adding the job duration to the start of the maintenance job. The start time should be such that it is after the release time of a job, and such that the end time is before the deadline of a job.

The current formulation of the APP uses so-called moments. A moment represents the opportunity of a maintenance team to start a job. This is a construct used to model the APP as a linear problem. Each team has a set of moments available, corresponding to the maximum number of jobs that they can perform. To any moment, a job can be assigned. If a job is assigned to a moment, the start time of this particular moment is associated to the start time of the corresponding maintenance job. The introduction of the concept of moments allows to model a sequential planning, by requiring that if a job is assigned to moment $m$, moment $m + 1$ can start only after the job assigned to moment $m$ is finished.
Let $\overline{M}$ be the number of moments available per team and define $M = \{1, ..., \overline{M}\}$ to be the set of moments. Note that the maximum number of moments used by a team occurs when a team is continually occupied with maintenance activities of the shortest duration for the entire length of the maintenance shift. A sufficiently large $\overline{M}$ can thus be obtained by dividing the total time available in a maintenance shift over the minimum time required for each maintenance job. Moreover, the number of moments necessary never exceeds the total number of jobs. Based on these two indications, Equation (7) gives an appropriate value for $\overline{M}$ that is used in the current research.

$$\overline{M} = \min \left( \frac{\delta^N - \delta^D}{\min_{k \in K} v_k}, |Q| \right)$$

(7)

**Objective**  The objective is to minimize the number of available maintenance teams necessary.

### 4.2 From MLCP output to APP input

#### 4.2.1 Assignment of maintenance activities to maintenance shifts

The current research assumes maintenance shifts in two time windows: the daytime maintenance shift between 7.00 and 19.00 and the nighttime maintenance shift between 19.00 and 7.00.

Unique maintenance shifts are characterised by a combination of maintenance location, time window (i.e. daytime or nighttime) and reference day (i.e. the day when the maintenance shift starts). An example of a unique maintenance shift would be *the night shift in Amsterdam on day 3*, meaning the shift that starts in Amsterdam at 19.00 on day 3 and ends in Amsterdam at 07.00 on day 4.

The following procedure is used to determine to what maintenance shift an MO belongs.

- Suppose an MO is classified as a daytime MO. Then, by the definition of daytime MOs, it is clear that the entire MO is contained within the daytime time window. The reference day is therefore equal to the end time of the MO and it belongs to the daytime maintenance shift of that particular day.

- Suppose an MO is classified as a nighttime MO. Note that this does not necessarily mean that the end time is during nighttime (for example, an MO starting during nighttime and ending during daytime is still classified as a nighttime MO). For nighttime MOs, it seems reasonable to assign these MOs to the last nighttime maintenance shift that it was in. In other words, if the end time is between 0.00 and 19.00, it is classified as an MO during the nighttime shift with a reference day at the previous day; if, on the other hand, the end time is between 19.00 and 0.00, this last maintenance shift is the nighttime maintenance shift with reference day on the current day.

An example is found in Figure 1. This figure presents four MOs with their start and end time. Based on the above described procedure, these MOs can be assigned to maintenance shifts: MO A is assigned to the nighttime shift of reference day $n - 1$, MO B is assigned to the daytime shift of reference day $n$ and MOs C and D are assigned to the nighttime shift of reference day $n$.

![Figure 1: Assignment of MOs to shifts. This figure presents four MOs (A, B, C and D), of which B is classified as daytime MO and A, C and D are classified as nighttime MOs in the MLCP.](image-url)
4.2.2 Release and deadline times

For each of the maintenance jobs considered by the APP, a release time and a deadline time need to be specified. It must be noted that in most cases, MOs are contained in either the daytime shift or the nighttime shift. In these cases, the release time is equal to the start of the MO and the deadline time is equal to the end of the MO. However, there are also MOs that are not fully contained in the corresponding maintenance shift, such as MOs C and D in Figure 1. Still, they are assigned to nighttime maintenance shift n and therefore need to be performed in this shift.

In order to make sure that maintenance activities are performed as much as possible in the maintenance shift that they were assigned to, the following rules are used to determine the release times.

- If a maintenance activity takes place in a daytime MO, then its release time is equal to the start of the corresponding MO.
- If a maintenance activity takes place in a nighttime MO and the start of the MO is after the start of the maintenance shift, then the release time of the maintenance job is equal to the start of the corresponding MO.
- If a maintenance activity takes place in a nighttime MO and the start of the MO is before the start of the maintenance shift, then the release time of the maintenance job is set to the start of the maintenance shift (usually 19.00). There is one exception to this rule: when, by setting the release time to 19.00, the time available for maintenance (i.e. between the end of the MO and 19.00) is less than the duration of the maintenance, then the release time is set to end time minus the total duration of maintenance in this job.

A similar, symmetric set of rules prevails for the determination of the deadline moment.

- If a maintenance activity takes place in a daytime MO, then its deadline time is equal to the end of the MO.
- If a maintenance activity takes place in a nighttime MO and the end of the MO is before the end of the maintenance shift, then the release time of the maintenance job is equal to the start of the MO.
- If a maintenance activity takes place in a nighttime MO and the end of the MO is after the end of the maintenance shift, then the deadline time of the maintenance job is set to the end of the maintenance shift (usually 07.00). There is one exception to this rule: when, by setting the deadline time to 07.00, the time available for maintenance (i.e. between the start of the MO and 07.00) is less than the duration of the maintenance, then the deadline time is set to start time plus the total duration of maintenance in this job.

4.3 APP model formulation

With the notation and definitions above, the APP can now be defined. Let $z_{nmq} \in \{0, 1\}$ be a binary variable that signifies whether moment $m$ for team $n$ is associated to job $q$, where $z_{nmq} = 1$ if and only if team $n$ at moment $m$ processes job $q$. Let $s_{nm} \in \mathbb{R}$ be the start time of the moment $m$ for team $n$, where $y_n \in \{0, 1\}$ be a binary variable that signifies whether team $n$ is active or not: let $y_n = 1$ if team $n$ is used for this schedule.

The APP model is then formulated as follows.

$$\min_{n \in N} \sum_{n} y_n$$
subject to

$$\sum_{q \in Q} z_{nmq} r_q \leq s_{nm} \leq \sum_{q \in Q} z_{nmq} (t_q - v_q) \quad \forall n \in N, m \in M$$ (9)

$$s_{n,m+1} \geq s_{nm} + \sum_{q \in Q} z_{nmq} v_q \quad \forall n \in N, m \in \{1, \ldots, M - 1\}$$ (10)

$$\sum_{n \in N} \sum_{m \in M} z_{nmq} = 1 \quad \forall q \in Q$$ (11)

$$\sum_{q \in Q} z_{nmq} \leq 1 \quad \forall n \in N, m \in M$$ (12)

$$\sum_{m \in M} \sum_{q \in Q} (y n - z_{nmq}) \geq 0 \quad \forall n \in N$$ (13)

$$z_{nmq} \in \{0, 1\}, y_{nm} \in \{0, 1\}, s_{nm} \in \mathbb{R}$$ (14)

The objective (8) minimizes the number of teams necessary. Constraints (9) guarantee that the start moment is after the release time of the corresponding job and before the latest start moment for the corresponding job (i.e. the deadline minus the duration). Constraints (10) enforce that the start moments for one team are sufficiently far apart so that maintenance activities do not overlap. Constraints (11) ensure that every job is assigned to exactly one moment. Constraints (12) make sure that each moment is used for at most one job. Constraints (13) establish that a team can only be used if it is 'active'. Constraints (14) ensure that the integer decision variables are also binary.

## 5 Maintenance Scheduling and Location Choice Problem

The goal of the MSLCP is to find a solution to the MLCP that satisfies predetermined constraints regarding the available number of maintenance teams. To this end, the MSLCP integrates the MLCP and APP in one framework using an approach called Logic-Based Benders’ Decomposition (LBBD), which is a generalization of the recognized method called Benders’ Decomposition [Hooker, 2011].

**Benders’ decomposition (BD)** is a method proposed by Benders [1962] and aims to efficiently solve large-scale linear optimization problems by decomposing the complete problem into a master problem and a sub problem. First, the master problem is solved. Based on the solution of the master problem, a sub problem is identified and solved. Based on the solution of the sub problem, constraints (also called cuts) are added to the master problem, which is then solved again. This process continues in an iterative manner. Optimality is reached when the objective value of the master problem is equal to the objective value of the sub problem and the algorithm terminates. In classical BD, cuts are generated via a standard procedure using duality theory. However, in order to do so it requires a specific form for the sub problem (i.e. the complete problem needs to be formulated as one mixed integer program) and it requires that the sub problem be linear and continuous. LBBD does not require that the sub problem take a specific form, at the cost of the fact that it does not have a standard procedure to generate cuts.

Section 5.1 explains the use of LBBD to solve the MSLCP. Section 5.2 gives a formal mathematical formulation of the MSLCP. Section 5.3 elaborates on the most important sub procedure of the MSLCP, the cut generation procedure, and presents four different variants for it.

### 5.1 MSLCP solution approach

The current section proposes an algorithm for the MSLCP using LBBD, in which the MLCP is defined as the master problem and the APP as the sub problem.
Figure 2 visualises the cooperation between the MLCP and the APP to include capacity constraints. The maintenance schedule of the MLCP is used to determine the required capacity in the APP model. If the required capacity exceeds the available capacity, the information from the APP is used to add constraints to the MLCP and the MLCP is run again.

The MSLCP model repeatedly executes the following steps. First, an empty set of cuts is initialized. Second, the MLCP subject to the current set of all generated cuts is solved. Third, by solving APP, a candidate solution for a maintenance schedule, i.e. an assignment of maintenance activities to MOs, is generated. The algorithm terminates when the APP results in a feasible solution for all time shifts. In that case all constraints in the MLCP and all additional constraints handled by the APP are satisfied and an optimal solution has been determined. Also, it terminates when the current running time exceeds the predetermined maximum running time. Otherwise, it returns to solving MLCP again with newly generated cuts.

### 5.2 MSLCP algorithm

**Maintenance shifts and maintenance teams** Let $S$ be the set of unique maintenance shifts. Let $N$ be the number of teams available at any location.

**Master and sub problem solutions** The MSLCP iteratively solves the master and sub problem. Let $\rho^x$ be the solution of the MLCP after the $x$th iteration of the MSLCP (i.e. this corresponds to a maintenance schedule, which is an assignment of maintenance activities to MOs). Let $Q_{\rho^x}(s)$ be the set of jobs for shift $s \in S$, given the solution of the MLCP $\rho^x$. Let $\text{APP}(Q, \overline{N})$ be the objective value obtained after running the APP for set of jobs $Q$. Use the notation $\text{APP}(Q, \overline{N}) = 1$ if the APP for the set of jobs $Q$ results in an infeasible solution, meaning the required capacity exceeds $\overline{N}$ maintenance teams. To describe the capacity required for a shift $s \in S$, given a solution $\rho^x$ of the master problem, the notation $\text{APP}(Q_{\rho^x}(s))$ is used.

**Cuts** If $\text{APP}(Q) = \infty$ for a given set $Q$, it can be concluded that the combination of jobs in the set $Q$ results in a violation of the maintenance location capacity. In this case, based on the set $Q$, cuts can be generated according to one of the procedures that are described in Section 5.3. A cut indicates a combination of jobs that results in an infeasible solution of the APP. Let $C(Q)$ be the set of cuts based on set $Q$. For any cut $A \in C(Q)$ it holds that $A \subseteq Q$ and $\text{APP}(A) = \infty$.

Each cut can be translated into a constraint of the MLCP in the following way. Consider a cut $A$. Since $A \subseteq Q$, every element in $A$ signifies a maintenance job which is notated as a tuple $(i, j, K)$ where $i$ is the rolling stock unit, $j$ is the corresponding MO and $K$ is the set of assigned maintenance activities. To include a cut $A$ in the MLCP, the constraint in Equation (15) needs to be added to prevent the combination of jobs in the cut to show up in a next iteration of the MSLCP.

$$\sum_{(i,j,K) \in A} \sum_{k \in K} (1 - x_{ijk}) \geq 1$$

Multiple cuts, for example the set of cuts $C(Q)$, can be added by adding the constraint from Equation (15) to the MLCP for every cut $A \in C(Q)$. 
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Iterative procedure Let $\kappa$ be an index that tracks the current iteration. Let $C_\kappa^*$ be the set of cuts generated up to and including the $\kappa$th iteration. Let $C_0^* = \emptyset$. Let $\ell_0$ be the start time of the algorithm. Let $\ell$ be a parameter restricting the total computation time until the process terminates (if no optimal solution is found earlier).

Pseudo-code for the iterative procedure of the CMSCLP is given in Algorithm 1.

Algorithm 1 MSLCP iterative approach

```plaintext
function MSLCP($\ell$)

$C_0^* \leftarrow \emptyset$

$\ell_0 \leftarrow$ current time

$\kappa \leftarrow 1$

while current time $- \ell_0 < \ell$ do

compute MLCP solution $\rho^\kappa$, subject to cuts in $C_{\kappa-1}^*$

$C_\kappa^* \leftarrow C_{\kappa-1}^*$

for $s \in S$ do

if APP($Q^* (s)$) = $\infty$ then

$C_\kappa^* \leftarrow C_\kappa^* \cup C(J^* (s))$

end if

end for

if $|C_{\kappa-1}^*| = |C_\kappa^*|$ then

return $\rho^\kappa$ as the optimal MLCP solution

end if

$\kappa \leftarrow \kappa + 1$

end while

return $\rho^\kappa$ as the best found sub-optimal MLCP solution

end function
```

The algorithm starts by initializing $C_0^*$, $\ell_0$ and $\kappa$, after which the iterative loop starts. This loop first computes a solution to the MLCP subject to all cuts generated so far. Then, for each shift $s \in S$ in which the required capacity exceeds the available capacity, cuts are generated. The process terminates if either an optimal MLCP solution is found, satisfying all constraints, or if the user-defined maximum running time is exceeded.

5.3 Cut generation

If a solution to the MLCP is found that violates the maintenance location capacity constraints, cuts are added to the MSCLP in order to constrain the solution space and prevent such a solution from showing up again. A cut is a set of jobs that cannot occur together since it would result in a violation of available capacity. Cuts result in a restriction of the solution space of the master problem. For a quick convergence of the algorithm, it is desirable to add cuts that are as restrictive as possible. In general, cuts with a smaller amounts of jobs are more restrictive than cuts with larger amounts of jobs. As an example, suppose that the set of maintenance jobs $\{A, B, C\}$ results in an infeasible solution but that the set of maintenance jobs $\{A, B\}$ results in an infeasible solution as well. Both sets of jobs would constitute a valid cut, but the latter set of jobs is smaller, hence more restrictive and as a result more efficient to add.

The remainder of this section proposes four different cut generation procedures: a naive one, then two heuristic ones (a basic and a binary search one), and lastly, a min-cut, which is a more complex one that uses the structure of the problem.

5.3.1 Naive cut generation

Let $Q$ be a set of jobs for that results in a capacity violation, i.e. $\text{APP}(Q) = \infty$. Let $C(Q)$ be the set of cuts generated for this set of jobs.
Since \( Q \) results in an infeasible solution to the \( APP \), this set itself can be added as a cut. Hence, \( C(Q) = \{Q\} \).

### 5.3.2 Basic Heuristic cut generation

To generate smaller cuts compared to the naive procedure, the Basic Heuristic cut generation procedure is proposed. This procedure starts with an empty set \( \tilde{Q} \) and then moves random jobs iteratively from \( Q \) to \( \tilde{Q} \). It checks whether the current set of jobs \( \tilde{Q} \) results in a feasible solution of the \( APP \). If it does, the current set \( \tilde{Q} \) is not yet an appropriate cut since the combination of jobs currently in \( \tilde{Q} \) is not infeasible: hence, another job is added in a new iteration. If, on the other hand, it does not, then the current set of jobs is added as a cut to the \( MLCP \). Pseudo-code for this procedure is presented in Algorithm 2.

**Algorithm 2** Basic Heuristic cut generation

1: function Basic Heuristic Cut Generation(\( Q \))
2: \( \tilde{Q} \leftarrow \emptyset \)
3: while \( APP(\tilde{Q}) < \infty \) do
4:   pick random \( q \in Q \)
5: \( Q \leftarrow Q \setminus q \)
6: \( \tilde{Q} \leftarrow \tilde{Q} \cup q \)
7: end while
8: end function

The proposed procedure is guaranteed to terminate since at some point, all jobs from \( Q \) are moved to \( \tilde{Q} \), meaning that the contents of \( \tilde{Q} \) are equal to the initial contents of \( Q \). For this set, it is already known that \( APP(Q) = \infty \) since this was required at the start.

The heuristic cut generation procedure can be run multiple times to generate multiple cuts. In general, these cuts are not identical due to the fact that the choice on which job \( q \in Q \) to move from \( Q \) to \( \tilde{Q} \) is random.

### 5.3.3 Binary Search Heuristic cut generation

The Binary Search Heuristic cut generation procedure uses the same idea as the Basic Heuristic cut generation procedure, but improves upon the efficiency of the former by applying a procedure that is inspired by the principle of binary search (see for example Cormen et al. [2009, p.799]).

Let \( A \) be an initially empty set such that at any moment in the procedure, the jobs in \( A \) result in a feasible solution, i.e. \( APP(A) < \infty \). Let \( B \) be a set of candidate jobs that, when added to the jobs in \( A \), at any moment in the procedure results in an infeasible solution: \( APP(A \cup B) = \infty \). The algorithm repeatedly splits \( B \) into two halves, a left half \( B_L \) and a right half \( B_R \), and it computes \( APP(A \cup B_L) \). If this results in an infeasible solution, i.e. \( APP(A \cup B_L) = \infty \), then the set \( B_R \) is discarded. In the subsequent iteration of the algorithm the set \( B \) of candidate jobs is reduced to \( B_L \). If this results in a feasible solution, i.e. \( APP(A \cup B_L) < \infty \), some jobs from \( B_R \) still need to be added to achieve a 'just infeasible' solution. In this case, the jobs in \( B_L \) are all included in the set \( A \), and the remaining candidate jobs \( B_R \) to decide on are the jobs \( B_R \). The algorithm terminates when \( |B| = 1 \). Pseudo-code for the described procedure is given in Algorithm 3.

The following loop invariants hold (i.e. those expressions are true at the start and end of each iteration):

- \( APP(A) < \infty \), meaning that the set of jobs in \( A \) is feasible
- \( APP(A \cup B) = \infty \), meaning that when the set of jobs in \( B \) is added to the set of \( A \), the resulting set of jobs is infeasible.


Algorithm 3 Binary Search Heuristic cut generation

1: function Heuristic Cut Generation($Q$)
2: $A \leftarrow \emptyset$
3: $B \leftarrow Q$
4: while $|B| > 1$ do
5: $B_L \leftarrow \emptyset$
6: $h \leftarrow \left\lfloor \frac{1}{2} |B| \right\rfloor$
7: for $i \leftarrow 1$ to $h$ do
8: pick random $j \in B$
9: $B_L \leftarrow B_L \cup \{j\}$
10: $B \leftarrow B \setminus \{j\}$
11: end for
12: $B_R \leftarrow B$
13: if APP($A \cup B_L$) = $\infty$ then
14: $B \leftarrow B_L$
15: else
16: $A \leftarrow A \cup B_L$
17: $B \leftarrow B_R$
18: end if
19: end while
20: return $A \cup B$
21: end function

5.3.4 Min-cut cut generation

In order to find more efficient cuts, the current section designs a procedure that aims to find cuts with a small amount of jobs, by making use of the specific structure of the problem. To this end, the Relaxed Activity Planning Problem (RAPP) is defined, which is a relaxation of the APP. In this research, the RAPP is developed for one maintenance team only, although it is expected that the approach can be generalized to multiple teams.

The benefit of the definition of the RAPP lies in the fact that any infeasible solution to the RAPP is also an infeasible solution to the APP. Recall that cuts need to be generated if the APP is infeasible (see Algorithm 1). To generate cuts according to the min-cut cut generation procedure, the RAPP is solved. If the RAPP turns out to be infeasible, the min-cut cut generation procedure described in this section can be used. If the RAPP turns out to be feasible, the min-cut cut generation procedure cannot be used and one needs to resort to other cut generation procedures.

The RAPP is a relaxation of the APP in two ways. First, the RAPP discretizes the planning horizon to a set of instants, which are integer minutes, meaning that jobs can only start and end on integer minutes and job durations should be specified as integers. In the practical context of the railway industry, this is not expected to be problematic since rolling stock units are usually planned per minute. Second, the RAPP allows for preemption of jobs. This means that, unlike in the APP, the work on a job does not need to be performed uninterruptedly.

RAPP definition The RAPP attempts to assign jobs to as many distinct instants as its duration. This problem can be viewed as a variant of the bipartite matching problem [Cormen et al., 2009 p. 732], where jobs need to be matched to instants, with this difference that jobs in the current problem usually need to be matched to multiple instants instead of only one. The bipartite matching problem is often modeled as a maximum flow problem [Ford and Fulkerson, 1956], for which efficient solution algorithms exist [Cormen et al., 2009 p. 732-735]. Following this approach, the current research defines the RAPP as a maximum flow problem.

Let $Q$ be the set of jobs, and let $r_q, t_q, v_q$ be the release time, deadline time and duration for job $q \in Q$, respectively, defined in minutes. It is assumed that the duration $v_q$ is integer. Let $P_q$ be the set of instants
at which job \( q \) is available. This comprises all minutes between \( r_q \) and \( t_q \) and can be expressed as follows:

\[ P_q = \{ x \in \mathbb{N} : [r_q] \leq x \leq [t_q] \}. \]

Let \( P \) be the set of all time instants at which at least one job is available, \( P = \bigcup_{q \in Q} P_q \).

Observe that the RAPP uses discrete time moments (in full minutes) instead of real-valued time moments. Since, in the railway industry, the release and deadline times are usually given in minutes, this is not restrictive.

**Step 1: find the maximum flow** Define a source \( s \) and a sink \( t \) and let \( E_G \) be a set of directed edges with capacity \( c_e \) for edge \( e \in E_G \). Let \( G = (N_G, E_G) \) be a directed flow graph, where its set of nodes \( N_G \) is defined by \( N_G = \{ s \cup Q \cup P \cup t \} \) and its set of directed edges \( E_G \) is constructed as follows:

- A directed edge \( e \in E_G \) from node \( s \) to node \( j \) for all \( q \in Q \) with capacity \( c_e = v_q \)
- A directed edge \( e \in E_G \) from node \( q \) to \( p \) for all \( q \in Q \) and \( p \in P_q \), with unit capacity \( c_e = 1 \). This implies that, for each job, there is a directed edge to each instant at which it is available.
- A directed edge \( e \in E_G \) from \( p \) to \( t \) for all \( p \in P \), with unit capacity \( c_e = 1 \).

To illustrate the RAPP cut generation, an example instance is presented where one maintenance team has to perform four jobs: \( Q = \{ q_1, q_2, q_3, q_4 \} \). Jobs \( q_1 \) and \( q_2 \) can both be performed at instants \( p_1 \) and \( p_2 \) (i.e. \( P_1 = P_2 = \{ q_1, q_2 \} \)) and jobs \( q_3 \) and \( q_4 \) can be performed at instants \( p_3 \) and \( p_4 \) (i.e. \( P_3 = P_4 = \{ q_3, q_4 \} \)). As a result, the set of all instants \( P = \{ p_1, p_2, p_3, p_4 \} \). All jobs have a duration of 2 instants. Figure 3 pictures the associated flow graph.

![Flow graph](image)

**Figure 3:** Flow graph \( G \) corresponding to the RAPP model. Edges \( e \) are annotated \((c_e, f_e)\): the first index represents the edge capacity and the second index represents the assigned edge flow. Red-colored edges (color: see online) represent edges through which a strictly positive flow is assigned.

Once the flow graph has been determined, determine the maximum flow through the flow graph \( G \) from the source \( s \) to the sink \( t \) and denote the resulting flow through each edge \( e \in E_G \) by \( f_e \). The RAPP is considered to be feasible if and only if the value of the maximum flow equals the sum of all durations, or, equivalently, equals the sum of all capacities on edges departing from \( s \), i.e. if and only if

\[
\sum_{e \in E_G} f_e = \sum_{q \in Q} v_q = \sum_{e \in \{ (s, p) \in E_G : p \in Q \}} c_e.
\]

The satisfaction of the aforementioned condition(s) represents the fact that all jobs have been completely scheduled.
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Figure 3 pictures the assigned flow on each of the edges in $G$. The maximum flow is 4, whereas the sum of all job durations is 8, meaning that by Equation (16) the RAPP is not feasible. The remainder of the current section discusses how this infeasible solution can be used to generate cuts.

**Step 2: determine the residual graph**  
To find jobs that cannot occur together, the concept of minimum cuts from graph theory is used. The capacity of the minimum cut is equal to the value of the maximum flow, and the cut itself provides information about the edges that form a bottleneck in the current graph [Taha, 2011, p. 269].

To determine the minimum cut, the concept of residual graph is used [Cormen et al., 2009, p. 716]. It offers information on how the flow between edges can be changed and represents the amount of possible additional flow through each edge. It may also contain so-called reverse edges, that represent the possibility of canceling already assigned flow.

To formally define the concept of the residual graph, let $R$ be a directed graph with the same nodes as $G$ and let its set of edges be denoted by $E_R$, that is, $R = (N_G, E_R)$. Then, the set of edges $E_R$ is constructed as follows. For every edge $e \equiv (u, v) \in E_G$:

- there is an edge $e' \equiv (u, v) \in E_R$ with capacity $c_{e'} = c_e - f_e$ if and only if $c_e - f_e > 0$; and
- there is an edge $e'' \equiv (v, u) \in E_R$ with capacity $c_{e''} = f_e$ if and only if $f_e > 0$.

The nodes that are reachable from $s$ comprise the minimum cut, and the edges connecting one of these nodes to one of the unreachable ones constitute together the bottleneck.

![Residual graph](image)

**Figure 4: Residual graph $R$ corresponding to the infeasible solution from Figure 3**  
Each directed edge represents the residual capacity between two nodes, if positive.

Figure 4 displays the residual graph $R$ corresponding to the earlier example in Figure 3. Take, for instance the positive residual capacity of 2 from $s$ to $q_1$: this signifies that an additional flow can be assigned from $s$ to $q_1$ (corresponding to the situation in which $q_1$ is scheduled). However, in this case, the flow must continue to $p_1$ and $p_2$ (meaning that $q_1$ is scheduled during $p_1$ and $p_2$). This can only be achieved if already assigned flow to $p_1$ and $p_2$ flows back to $q_2$ (signifying that $q_2$, which was formerly scheduled at $p_1$ and $p_2$, is not scheduled anymore) and from there flow further back to the source $s$. The fact that there apparently exists a path from $s$ via $q_1$, $p_1$ and $q_2$ back to $s$ is an important observation: it signifies that $q_1$ and $q_2$ are conflicting. This, in turn, means that $q_1$ and $q_2$ cannot be scheduled together and can be added as a cut. In fact, all jobs on every path starting from $s$ and returning to $s$ constitute an infeasible combination of jobs.
Step 3: define the Reachable Components graph  To formalize the idea of conflicting jobs, the Reachable Components graph $H$ is introduced. Its aim is to separate components that define different combinations of jobs, each of which cannot occur together (i.e. result in an infeasible solution of the RAPP). Let $H$ be a directed graph and let it have the same nodes as $G$ and with the set of edges $E_H$, i.e. $H = (N_G, E_H)$. Let $E_H$ contain all edges in $R$ that are not connected to the source $s$ or sink $t$, that is, $E_H = \{(u, v) \in R : u \notin \{s, t\}, v \notin \{s, t\}\}$. Let $D(F, n)$ be the set of all nodes reachable in some graph $F$ starting from some node $n$ (also called the descendants of $n$ in $F$). This set of reachable nodes can be obtained efficiently by the application of a depth-first search [Cormen et al., 2009, p. 603-606].

From this, a set of cuts can be determined. Note that all separate sets of reachable nodes can be obtained by starting at some job $j \in J$ that is reachable from $s$ in $R$ and obtaining all jobs among its descendants. In other words, for all $q \in Q : (s, q) \in R$ the set $C_q = \{q \cup (D(H, q) \cap Q)\}$ comprises a set of jobs that cannot occur together. These jobs result in an infeasible RAPP solution and, as a consequence, in an infeasible APP solution; hence, they can be added as a cut for the MLCP.

To demonstrate the process of the determination of these cuts, return once again to the previous example. Figure 5 presents the graph $H$ with two different components. In $R$, the nodes $q_1, q_3$ and $q_4$ are reachable from $s$. Hence, the cuts generated in this way are $\{q_1, q_2\}, \{q_3, q_4\}$ and $\{q_4, q_3\}$. This shows that $q_1$ and $q_2$ cannot occur together, and similarly that $q_3$ and $q_4$ cannot occur together.

Step 4: cut set post-processing  All cuts according to the above described procedure can be added to the MLCP, but some of these may be superfluous. First, the same cuts may be generated more than once. Second, some cuts may be generated while a more specific cut is also generated: for example, consider the generation of two cuts, the first with jobs $X, Y$ and $Z$ and the second with jobs $X$ and $Y$. The latter makes the former redundant.

To remove redundant cuts, a straightforward procedure is applied that iteratively adds cuts only if it is not a superset of a more efficient cut that was already added. To this end, let $C$ be the set of all cuts generated by the RAPP and let $(C)$ be the set of cuts with all redundant cuts from $C$ removed. Algorithm 4 gives pseudo-code for this procedure.

---

**Figure 5: Reachable Components graph $H$, separating the various reachable components that are reachable from $s$.**
Algorithm 4 Remove redundant cuts after min-cut cut generation

1: function REMOVE REDUNDANT CUTS($C$)
2: sort $C$ by the cardinality of all its elements $c \in C$
3: $\tilde{C} \leftarrow \emptyset$
4: for $c \in C$ do
5:   add $\leftarrow$ true
6:   for $\tilde{c} \in \tilde{C}$ do
7:     if $c \supseteq \tilde{c}$ then
8:       add $\leftarrow$ false
9:   end if
10: end for
11: if add = true then
12:   $\tilde{C} \leftarrow \tilde{C} \cup \{c\}$
13: end if
14: end for
15: return $\tilde{C}$
16: end function

6 Experimental results

The current section investigates the performance of the MSLCP model. It considers a smaller-scale instance to investigate how well the model is able to find an optimal solution, and it considers a larger-scale (and hence more realistic) instance to investigate how quickly the model is able to converge to a solution that, although it may be sub-optimal, is useful in practice.

6.1 Scenario set-up

The MSLCP framework is demonstrated on realistic scenarios from the Dutch railways. The problem instance considered in the current section uses a rolling stock circulation originating from the main Dutch railway operator, Netherlands Railways (NS). Specifically, it uses so-called BasisDag update (BDu) data for the period between 10-4-2018 until 16-4-2018. In particular, 4 rolling stock types are considered: ICM4, DDZ4, DDZ6 and DD-AR3. These rolling stock types are chosen in such a way that they result in some maintenance location capacity issues, especially at maintenance location Zwolle (Zl). This comprises a total of 137 rolling stock units.

The planning horizon is set to 7 days, equal to the total number of days in the input data. The set of nighttime maintenance locations $L^N$ and the set of potential daytime maintenance locations $L^D$ are assumed to be equal to the set of all locations in the BDu. It is assumed that 5 locations can be opened for daytime maintenance at maximum, i.e. $P^D_{max} = 5$. Two maintenance types are included, maintenance type A having a duration of 30 minutes and an interval of 24 hours, maintenance type B having a duration of 60 minutes and an interval of 48 hours. Rolling stock units are assumed to be as-good-as-new at the start of the planning horizon, i.e. $b_{ik} = 0$ for all $i \in I, k \in K$. The technical parameter $\epsilon$ has a value of $\epsilon = 0.001$. It is assumed that at each maintenance shift (at each location, on each day), one maintenance team is available, i.e. $\bar{N} = 1$. Note that this assumption is actually necessary for the min-cut cut generation procedure, which is only defined for one maintenance team. Unless stated otherwise, the running time is restricted to $\ell = 2$ hours.

Two scenarios are constructed. In both scenarios, the capacity of daytime maintenance shifts is considered only, while the capacity of nighttime maintenance shifts is ignored. This choice is reasonable in the light of the gradual introduction of a policy of daytime maintenance in practice, where capacity for daytime maintenance at first is limited. The set of shifts $S$ is dependent on the scenario used and is discussed below.
First, the single-shift scenario aims to investigate how quickly the MSLCP converges to optimality, that is a solution without capacity constraint violations, for the proposed four types of cut generation procedures. Reaching the optimal solution may take long, and since the time to find such an optimal solution relates to the number of maintenance shifts for which capacity constraints are imposed, this scenario focuses on one maintenance shift: the daytime maintenance shift at maintenance location ZL on 11-4-2018. The set of shifts $S$ contains only this maintenance shift. This particular shift was selected after exploratory experiments showed that determination of the required capacity using the APP took most time for this shift, and that it contains relatively many maintenance activities that are also overlapping. As a result, this maintenance shift shows to be 'hard' to solve. Using a hard-to-solve maintenance shift in the single-shift scenario enables to investigate the performance of various cut generation procedures in solving a capacity violation of a specific shift, as opposed to using a maintenance shift that would be more easy to solve which would make it harder to demonstrate differences between cut generation procedures. In the single-shift scenario, 10 different cut generation variants are investigated: cut generation by the naive cut generation procedure (one variant), by the Basic Heuristic cut generation procedure, for 1, 2, 5 and 15 cuts (four variants), by the Binary Search Heuristic cut generation procedure, for 1, 2, 5 and 15 cuts (four variants) and by the min-cut cut generation procedure (one variant). The most important performance indicator is the convergence of the current objective value of the MLCP as a function of either computation time or the number of iterations.

Second, the all-shifts scenario accounts for the fact that, in practice, reaching an optimal solution may take too much computation time. In particular, a sub-optimal solution with limited capacity violations obtained quickly may, in practice, be preferred over an optimal solution without any violations taking excessive computation time. Therefore, it is worthwhile to know how quickly the number of capacity violations can be reduced. To investigate the performance of the proposed algorithms in this practical case, the second scenario presents a more realistic setup and includes all daytime maintenance shifts. The set of shifts $S$ contains maintenance shifts for all possible combinations of maintenance location and date in the planning horizon. In the all-shifts scenario, three cut generation variants are considered: the naive cut generation procedure, the Binary Search Heuristic cut generation procedure for 15 cuts, and the min-cut cut generation procedure. Compared to the one-shift scenario, the seven other heuristic cut generation methods, i.e. Basic Search Heuristic procedure with 1, 2, 5 and 15 cuts and the Binary Search Heuristic procedure with 1, 2 and 5 cuts, are left out. The Binary Search Heuristic cut generation procedure with 15 cuts outperformed the other seven procedures, therefore only this one is considered. The most important performance indicator is the number of shifts for which the required capacity exceeds the available capacity, i.e. the number of capacity violations, as a function of either time or the number of iterations. It has been verified that a solution to the MLCP can be obtained in which all maintenance is performed during nighttime is feasible. Hence, if one would allow for enough computation time, the number of capacity violations would converge to zero with certainty.

The MSLCP, MLCP, APP and RAPP are implemented using Python and solved using Gurobi. For the implementation of the RAPP, the package NetworkX [Hagberg et al., 2008] is used. The corresponding maximum flow problem is solved using the preflow-push algorithm (see e.g. Cormen et al. [2009, p. 765]), that is included in the implementation of NetworkX. An implementation code of the MSLCP model is provided by Zomer et al. [2020a]. For reasons of confidentiality, the actual data could not be provided, but synthetic data is made available instead.

6.2 Results

This section provides the results generated for the MSLCP. Section 6.2.1 provides an illustrative example for a particular maintenance shift, demonstrating how the MSLCP (described in Algorithm 1) is able to find a schedule that satisfies capacity constraints. Then, Section 6.2.2 and Section 6.2.3 give results for the two scenarios proposed in Section 6.1.
6.2.1 Illustrative schedule

To demonstrate the workings of the MSLCP, the schedule for the daytime maintenance shift on 13-4-2018 at maintenance location Zl is examined. This shift is useful for demonstration purposes since it consists of an interesting variety of maintenance jobs.

Figure 6 demonstrates schedules for this particular maintenance shift, computed by the APP model. The maintenance jobs assigned to this shift are determined by the initial MSLCP solution (Figure 6, left) and after one iteration (Figure 6, left).

The length of a maintenance job varies: it may represent a type A maintenance activity (30 minutes), a type B maintenance activity (60 minutes) or a combination of both (90 minutes). The interval of the maintenance opportunity (MO) during which a maintenance job should take place is depicted in grey, and the actual scheduled time is shown in blue if it is performed by team 1 and in orange if it is performed by team 2.

In the initial schedule of the maintenance shift (Figure 6, left), observe that the combination of maintenance jobs that need to be performed cannot be fulfilled by only one team and requires two teams instead (see the orange job between 9:45 and 10:45). Since the required capacity exceeds the available capacity of maintenance teams, the MSLCP procedure generates cuts and finds a new MLCP solution. In the new MLCP solution (Figure 6, right), the assignment of maintenance activities to MOs has changed in such a way that maintenance job 4 is not part of this maintenance shift anymore. As a result, a schedule can be created that requires only one maintenance team and the MSLCP procedure has solved a capacity violation.

6.2.2 Single-shift scenario

Figure 7 provides a graphical representation of the development of the LBBD framework for MSLCP, i.e. the objective function of the latest MLCP solution over time and over multiple iterations. It shows that all heuristic cut generation variants achieved an objective of approximately 887. To be precise, the heuristic
Figure 7: Convergence of the MSLCP in the single-shift scenario. For each cut generation variant, the course of the value of the MLCP is displayed as a function of elapsed time (left) and as a function of the current iteration (right).

cut generation variants’ final objective values are between 887.277 and 887.281, thereby coming closest to the (unknown) optimal value and providing a lower bound (887.281) for it. Of these heuristic cut generation variants, the variants with higher number of cuts reach this objective value faster (i.e. in less time and in less iterations) than the variants with lower number of cuts. The cut generation variant Binary Search Heuristic with 15 cuts performed the best, i.e. it reached the value of 887 within the least amount of time (22 minutes) and in the least amount of iterations (50 iterations). All heuristic cut generation procedures reached the objective value of 887 within two hours, unlike the min-cut cut generation procedure (which reached the objective value of 884 within 25 minutes in 192 iterations), and the naive cut generation procedure (which reached the objective value of 884 within 39 minutes in 316 iterations).

When comparing the Binary Search Heuristic with the Basic Heuristic, it is found that their convergence is similar in terms of iterations, but that the convergence of the Binary Search Heuristic is a bit quicker time-wise. This is an indication that the improvement per iteration is comparable for both, but that the time consumed per iteration is less for the Binary Search Heuristic.

As indicated, the single-shift scenario focuses at one particular maintenance shift and attempts to find a solution in which the capacity constraint for this shift is met. For this goal, the heuristic cut generation variants outperform both the naive and the min-cut cut generation variants, in time as well as in number of iterations. For the latter two, however, much more iterations were performed. This is an indication that, despite the fact that the computation time per iteration is lower, the cuts produced in each iteration by the min-cut and naive cut generation procedures contribute to a lesser extent to the convergence of the MSLCP than in the heuristic cut generation procedures.

In an attempt to find an optimal value to benchmark the cut generation variants, the best-performing cut generation variant (heuristic binary search with 15 cuts) was run for 14 hours. Still, no optimal solution to the MSLCP was found, although this run did provide a new lower bound to the optimal objective value of 888.279.

Table 2 displays the computation time per iteration in various sub processes.

---

1 Recall that the objective value is mainly composed of the total number of daytime activities. The reason that the value is nonetheless not integer is due to the fact that, besides a unit value for each daytime activity, also a value $\epsilon$ is added for every performed maintenance activity (see Section 3).
Table 2: Computation time per iteration for each cut generation variant, in seconds, decomposed into the main contributing processes to the computation time: the computation of an \textit{MLCP} solution subject to all cuts generated, the determination of a capacity violation using the \textit{APP}, and the cut generation process itself, and other processes. The last relates to all remaining computations, such as results storage. *The result for the extended computation time of 14 hours.

|               | MLCP | APP | cut gen. | other | total |
|---------------|------|-----|----------|-------|-------|
| naive         | 9.3  | 0.3 | 0.0      | 0.1   | 9.8   |
| Basic Heuristic (1 cut) | 16.6 | 0.5 | 1.0      | 0.2   | 18.2  |
| Basic Heuristic (2 cuts) | 20.2 | 0.5 | 2.0      | 0.2   | 22.9  |
| Basic Heuristic (5 cuts) | 22.0 | 0.5 | 5.5      | 0.2   | 28.3  |
| Basic Heuristic (15 cuts) | 26.2 | 0.5 | 17.4     | 0.2   | 44.3  |
| Binary Search Heuristic (1 cut) | 16.3 | 0.5 | 0.9      | 0.2   | 17.8  |
| Binary Search Heuristic (2 cuts) | 19.4 | 0.5 | 1.9      | 0.2   | 21.9  |
| Binary Search Heuristic (5 cuts) | 23.1 | 0.6 | 5.0      | 0.2   | 28.8  |
| Binary Search Heuristic (15 cuts) | 25.0 | 0.5 | 14.9     | 0.1   | 40.5  |
| Binary Search Heuristic (15 cuts) extended* | 87.8 | 0.7 | 17.1     | 0.2   | 105.7 |
| min-cut       | 9.5  | 0.4 | 0.5      | 0.2   | 10.5  |

It can be observed that the naive and min-cut cut generation variants require the least time per iteration. This is in correspondence with the fact that in these variants many iterations could be run within 2 hours (see Figure 7).

Moreover, Table 2 shows that the generation of cuts in the Basic Heuristic version requires somewhat more time than the Binary Search Heuristic. This concurs with the expectation that can be drawn from the design of both heuristics: the Binary Search Heuristic improves upon the Basic Heuristic in the sense that it requires less iterations to generate a cut. Also, the iterations of the heuristic cut generation variants take more time for higher numbers of cuts, which is a direct result of the time it takes to generate more cuts.

The average running time of the \textit{APP}, necessary to determine whether capacity of a maintenance shift is violated, is well below one second consistently over all cut generation variants.

The most time is consumed by solving the \textit{MLCP}. Interestingly, the \textit{MLCP} takes more time to run in the heuristic cut generation variants than it does in the naive and min-cut cut generation variants. To understand this, it is relevant to look at the computation time of the \textit{MLCP} for the extended run of 14 hours. Figure 8 presents it as a function of the current iteration. It shows that the running time of the \textit{MLCP} (as well as its variance) increases for later iterations. The explanation for this is that due to the added cuts, the \textit{MLCP} becomes increasingly constrained and solving it becomes increasingly difficult. This leads to higher computation times for the \textit{MLCP}.

### 6.2.3 All-shifts scenario

Section 6.2.2 examined the results obtained by using the \textit{MSLCP} in a context where the number of available maintenance teams of only one single maintenance shift was constrained. The capacity constraint for this single maintenance shift appeared to be highly complicating. This means that many iterations of the \textit{MSLCP} are necessary to reduce the number of required maintenance teams (so that, in turn, this number meets the number of available maintenance teams). However, in realistic cases, it is not the case that the constraints of each maintenance shift are as complicating. Therefore, the current section considers the all-shifts scenario, attempting to solve the capacity violations for all shifts of the problem instance.

As a reference, the initial \textit{MLCP} solution of the scenarios is used, i.e. without initial cuts. To obtain numbers of the required maintenance teams, the \textit{APP} was are solved for each maintenance shift. In this solution, there are 34 daytime maintenance shifts to which at least one maintenance activity is assigned, of which 13 require 1 maintenance team, 19 require 2 maintenance teams and 2 require 3 maintenance teams. Thus, given the capacity of one maintenance team per shift, there are 21 shifts with capacity violation.
Convergence  As in the single-shift scenario, no optimal solutions were found within the running time restriction of two hours. Figure 8 displays the convergence of the MLCP objective value in the all-shifts set-up.

At first, it can be noted that the course of the MLCP objective value for the three investigated cut generation variants is similar as for the single-shift scenario. As a result of the added cuts, the value of the objective of the MLCP gradually increases. It can be seen that, in terms of iterations, the course of the MLCP objective at the beginning of the run is very similar for the min-cut and Binary Search Heuristic cut generation processes.
In the first couple of iterations (right side of Figure 9), both procedures are equally capable of detecting ‘simple’ infeasible combinations of jobs that, when added as a cut to the MLCP, immediately cause a unit step in the MLCP objective. The min-cut cut generation procedure has an advantage, since its running time per iteration is shorter. This is reflected in the left side of Figure 9 where the increase in objective value is quicker in case of the min-cut cut generation procedure. In a later stage, however, the cuts added by the Binary Search Heuristic cut generation procedure yield a better convergence of the MLCP (right side of Figure 9). Hence, from a time perspective, in a later stage the Binary Search Heuristic cut generation procedure overtakes the min-cut cut generation procedure (as can be seen in the left of Figure 9).

**Number of capacity violations**  By comparing the solutions of the MSLCP model (from the last iteration) and the MLCP (i.e. the initial solution), it has been shown that optimality is not reached within 2 hours of computation time, which means that even the last solution obtained after 2 hours of computation time contains maintenance shifts for which the capacity is violated.

A deeper look into the development of the number of capacity violations is taken. Figure 10 presents the number of capacity violations as a function of elapsed time and as a function of the current iteration for all cut generation procedures.

![Figure 10: Number of shifts for which the capacity is violated (i.e the required capacity is more than 1 maintenance team), for three cut generation variants, as a function of elapsed time (left) and as a function of the current iteration (right). The naive cut generation procedure took longer than 2 hours since solving the MLCP in the last iteration (that started before the threshold of 2 hours of running time) took very long; the process terminated as soon as this iteration was finished.](image)

First, it becomes clear that, for each cut generation procedure, the number of maintenance shifts for which the capacity is violated starts at 21 (the initial number of capacity violations) and is decreasing. However, the decrease is not strictly monotonic. The added cuts as a result of the violation of capacity in one of the maintenance shifts, may induce a new MLCP solution that assigns maintenance in such a way that the capacity of maintenance shift which was formerly sufficient, now becomes violated.

The naive cut generation variant is clearly the worst performing. After two hours of running time, it contains considerably more maintenance shifts for which capacity is violated than the other two cut generation variants. More strikingly is the development of the number of violations in the min-cut cut generation variant compared to the Binary Search Heuristic cut generation variant. When looking at the development in terms of the elapsed time, the capacity violations in the min-cut cut generation variant decrease at the beginning much more sharply than in the binary search cut generation variant, after which they in both remain constant for around 5 capacity violations. The min-cut cut generation variant found a solution with 5 maintenance shift violations or less after 7.6 minutes, whereas the Binary Search Heuristic cut generation procedure found such a solution only after approximately 44.2 minutes. The practical implications of
this are relevant: when no feasible solution can be obtained in reasonable time, the preferred option is to get a good sub-optimal solution as quick as possible. The min-cut cut generation procedure seems better suited for this goal.

To gain a little more understanding on this behavior, observe also the capacity violations as a function of the current iteration. At the beginning, the Binary Search Heuristic and min-cut cut generation variants show a similar path. This implies that, in each iteration, the resulting cuts in both variants lead to similar benefits in the reduction of capacity violations. However, the running time of the min-cut cut generation procedure per iteration is considerably lower than in the Binary Search Heuristic cut generation procedure, leading to a better performance in terms of computation time.

In the first couple of iterations, both procedures are equally capable of detecting ‘simple’ infeasible combinations of jobs that, when added as a cut to the MLCP, immediately cause a unit step in the MLCP objective. The min-cut cut generation procedure has an advantage, since its running time per iteration is shorter. In a later stage, however, the cuts added by the Binary Search Heuristic cut generation procedure yield a better convergence of the MSLCP. Hence, in a later stage the Binary Search Heuristic cut generation procedure overtakes the min-cut cut generation procedure (as can be seen in the left of Figure 9). Hence, when an application does not require all capacity violations to be solved, the min-cut cut generation procedure is preferred since it reduces the number of capacity violations most quickly. However, when all capacity violations need to be solved, the binary search heuristic cut generation procedure has a better performance.

7 Conclusion

The current work proposes the Maintenance Scheduling and Location Choice Problem MSLCP, which provides a rolling stock maintenance schedule and a maintenance location choice, taking into account the available capacity of maintenance locations, measured in the number of available maintenance teams. It combines the MLCP model, introduced in Zomer et al. [2020b], and the APP model (proposed in the current research) using a framework called Logic-Based Benders’ Decomposition. In addition, four different procedures for the generation of cuts are proposed.

The APP provides the required number of maintenance teams quickly, i.e. within seconds for realistic problem sizes. This is beneficial since in the MSLCP context it needs to be run for every iteration and therefore contributes to the efficiency of the MSLCP model. In addition, it provides an optimal maintenance shift planning. As such, it is not only a valuable addition to the MLCP, but it can also be useful in operational contexts where a shift planning is required.

The MSLCP algorithm is designed to find a solution to the MLCP that includes maintenance location capacity. It proposes a framework to incorporate complex constraints in scheduling problems. The current research investigates the performance of the MSLCP in two scenarios. The first scenario focuses on one particular maintenance shift for which the capacity is violated, demonstrating that the binary search heuristic cut generation procedure with 15 cuts is the most promising procedure to solve the capacity violations of a hard-to-solve instance. The second scenario focuses on solving the capacity issues in multiple maintenance shifts. The number of maintenance shifts for which the required capacity exceeded the available capacity could be reduced from 21 to 5 in less than 8 minutes using the min-cut cut generation procedure. Hence, the min-cut cut generation procedure is able to quickly decrease the number of maintenance shifts necessary to a reasonable amount, but when solving a hard maintenance shift to optimality, the min-cut cut generation procedure is outperformed by the binary search heuristic cut generation procedure with 15 cuts.

The current research has some limitations. First, it is assumed that maintenance jobs need to be performed sequentially and uninterruptedly. Although, in many practical cases, this is an acceptable or even standard way of working, this assumption does not allow for the opportunity that maintenance activities of different types are performed separately. Second, the min-cut cut procedure is defined for one maintenance team only. In the current situation at NS this is acceptable; since NS is making a shift to daytime
maintenance, it is reasonable to expect that at most one maintenance team is available for daytime maintenance. However, for applications in which the available number of maintenance teams is higher than one, the current min-cut cut generation procedure cannot be used.

Several directions for future research can be recommended. First, the further development of the MSLCP is considered to be an interesting research area. First, its cut generation process offers opportunities for improvement, and the lessons learned from its development can potentially be used in many other research areas related to scheduling of activities on locations and the capacities of these locations. Second, for broader applicability, the min-cut cut generation procedure shall be generalized to handle an arbitrary number of teams. This can potentially be achieved by generating additional instants in the RAPP, so that each team has its own dedicated instants. However, additional care must be taken since such an approach may lead to the possibly undesired fact that one maintenance activity can be performed by multiple teams. Third, an interesting next research topic is the improvement of the computational performance of the MLCP. This improvement is especially relevant in the light of the MSLCP algorithm, since it requires to run the MLCP in each iteration. Looking at the structure of the MLCP, it may potentially be decoupled into multiple smaller sub-problems that are easier to solve, e.g. by decoupling by rolling stock unit, creating sub-problems for each individual rolling stock unit, or by considering a rolling horizon, first optimizing a few days ahead and iteratively adding more days to the optimization.
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