STOCHASTIC MAXIMUM PRINCIPLE FOR SPDES WITH DELAY

GIUSEPPINA GUATTERI, FEDERICA MASIERO, AND CARLO ORRIERI

Abstract. In this paper we develop necessary conditions for optimality, in the form of the Pontryagin maximum principle, for the optimal control problem of a class of infinite dimensional evolution equations with delay in the state. In the cost functional we allow the final cost to depend on the history of the state. To treat such kind of cost functionals we introduce a new form of anticipated backward stochastic differential equations which plays the role of dual equation associated to the control problem.

1. Introduction

In this paper we study the stochastic maximum principle (SMP) for controlled stochastic partial differential equations with delay in the state. Maximum principle for evolution equations have been proved in [12], see also the recent papers [4], [7], [1] and [9] for the Banach space case. For what concerns maximum principle for delay equations, after the introduction of the anticipated backward stochastic differential equations (ABSDEs) in the paper [18], a wide literature have developed. We mention, among others, [1] where a problem with pointwise delay in the state and in the control is studied, [17] where a controlled state equation driven by a Brownian motion and by a Poisson random measure is taken into account, [2] where the linear quadratic case is considered.

In [15] the authors study the stochastic maximum principle for delay evolution equations: the state equation is for some aspects more general than ours, on the contrary, as in the whole recent literature cited above, the final cost does not depend on the past: in view of applications this is a strong restriction.

In the present paper we study the stochastic maximum principle for stochastic control problems where the state equation is an evolution with delay in the state and where in the cost functional associated we allow dependence on the past trajectory also in the final cost; we formulate the maximum principle by means of an adjoint equation which turns out to be an ABSDE of a new form.

As we just said the recent literature based on ABSDEs does not take into account the case when the final cost depends on the past trajectory of the state. As far as we know, such a general cost is studied only in [14] for finite dimensional systems, where the adjoint equation is solved directly by the authors, without using the theory of ABSDEs. Towards [14], the novelty of the present paper is that we are able to treat infinite dimensional stochastic control problems.

We also mention that stochastic control problems with delay in the state can also be treated by the dynamic programming principle and the solution of the related Hamilton-Jacobi-Bellmann equation, as it can be done for problems without delay. For stochastic control problems with delay this approach is carried out in [8] in the finite dimensional case and in [20] in the infinite dimensional case. Both in these two cases the problem is not reformulated in a product space given by the present times the past trajectory, but it is directly addressed, as we propose here formulating the stochastic maximum principle by means of an ABSDE.

Comparing the two approaches, we notice that by the stochastic maximum principle we are able to treat state equations (see (3) below) more general than the state equations treated in [8] and [20]; in the aforementioned papers the state equation has to satisfy the structure condition, meaning that the control affects the system only through the noise. Nevertheless, by the Pontryagin stochastic
maximum principle we can only give necessary conditions for optimality for a state equation like 3. On the other side in 3 and in 20, the authors arrive at more general results, being able to characterize the value functions and the feedback law of the optimal controls.

Before going into details of the matter of the paper, let us present a concrete case we can deal with. Consider a controlled stochastic heat equation in one dimension, with Neumann boundary conditions, and with delay in the state:

\[
\begin{cases}
\frac{\partial y}{\partial t}(t, \xi) = \Delta y(t, \xi) + \int_{-d}^{0} \tilde{f}(t, y(t + \theta, \xi), u(t, \xi)) \mu_f(d\theta) dt + \tilde{g}(t, \xi) \tilde{W}(t, \xi), \quad t \in [0, T], \ \xi \in [0, 1], \\
y(\theta, \xi) = x(\theta, \xi), \quad \theta \in [-d, 0] \\
\frac{\partial}{\partial \xi} y(t, \xi) = 0, \quad \xi = 0, 1, \ t \in [0, T].
\end{cases}
\]

(1)

Here \( \tilde{W}(t, \xi) \) is a space time white noise and \( u : \Omega \times [0, T] \times [0, 1] \rightarrow \mathbb{R} \) is a control process such that \( u \in L^2(\Omega \times [0, T], L^2([0, 1])) \). The maximum delay is given by \( d > 0 \) and \( \mu_f \) is a regular measure on the interval \([-d, 0]\). The dependence on the past is given in the drift by

\[
\int_{-d}^{0} \tilde{f}(t, y(t + \theta, \xi), u(t, \xi)) \mu_f(d\theta),
\]

so it is of integral type, but with respect to a general regular measure \( \mu_f \). The objective is to minimize a cost functional of the form

\[
J(u(\cdot)) = \mathbb{E} \int_0^T \int_{-d}^{0} \tilde{l}(t, \xi, y(t + \theta), u(t, \xi)) d\xi \mu_l(d\theta) dt + \mathbb{E} \int_{T-d}^{T} \int_{0}^{1} \tilde{h}(y(\theta, \xi)) d\xi \mu_h(d\theta),
\]

(2)

where \( \mu_l \) and \( \mu_h \) are regular measures on \([-d, 0]\) and \([T - d, T]\), respectively.

Equation (1) can be reformulated as an evolution equation in the Hilbert space \( H = L^2([0, 1]) \), see Section 2.2 for more details, and it will be of the form of the following abstract evolution equation we study in the paper.

Namely in a real and separable Hilbert space \( H \) we consider the following controlled state equation:

\[
\begin{cases}
\d X(t) = \left[ A X(t) + \int_{-d}^{0} f(t, X(t + \theta), u(t)) \mu_f(d\theta) \right] dt + g(t) dW(t), \\
X_0(\theta) = x(\theta), \quad \theta \in [-d, 0].
\end{cases}
\]

(3)

We assume that \( A \) is the generator of a strongly continuous semigroup in \( H \), \( W \) is a cylindrical Wiener process in another real and separable Hilbert space \( K \) and \( f : [0, T] \times H \times U \rightarrow H \) is a Lipschitz continuous map with respect to the state \( X \), uniformly with respect to the control \( u \). We refer to Section 2.2 for concrete examples of stochastic partial differential equations we can treat.

The control problem associated to (3) is to minimize the cost functional

\[
J(u(\cdot)) = \mathbb{E} \int_0^T \int_{-d}^{0} l(t, X(t + \theta), u(t)) \mu_l(d\theta) dt + \mathbb{E} \int_{T-d}^{T} h(X(\theta)) \mu_h(d\theta).
\]

(4)

Both in the state equation and in the cost functional the dependence on the past trajectory is forced to be of integral type with respect to a general regular measure. The novelty of introducing the dependence on the past trajectory in the final cost leads to an additional term in the adjoint equation, namely the adjoint equation, in its mild formulation, is given by

\[
p(t) = \int_T^{0} S(s - t) \mathcal{D}_z h(X(s)) \mu_h(ds) \\
+ \int_T^{0} S(s - t) \mathcal{E} \mathcal{F}_s \int_{-d}^{0} \mathcal{D}_z f(s, X(s), u(s - \theta)) p(s - \theta) \mu_f(d\theta) ds \\
+ \int_T^{0} S(s - t) \mathcal{E} \mathcal{F}_s \int_{-d}^{0} \mathcal{D}_z l(s, X(s + \theta), u(s)) \mu_l(d\theta) ds - \int_t^{T} S(t - s) q(s) dW(s),
\]

\( p(T - \theta) = 0, \ q(T - \theta) = 0, \ \text{a.e.} \ \theta \in [-d, 0], \ \mathbb{P} - \text{a.s.} \)
If we consider a general regular measure $\mu_h$, not necessarily absolute continuous with respect to the Lebesgue measure, the differential form of equation (5) does not make sense, since the term
\[
\frac{d}{dt} \left[ \int_{t\vee(T-d)}^T S(s-t) D_x h(X(s)) \mu_h(ds) \right]
\]
is not well defined, while the integral form (5) makes sense: this allows to give the notion of mild solution also in this case. In order to be able to work with differentials, we will consider an ABSDE where $\mu_h$ is approximated by a sequence of regular measures $(\mu^\alpha_h)_{\alpha\geq 1}$ absolute continuous with respect to the Lebesgue measure on $[T-d, T]$, so that once we have also applied the resolvent operator of $A$, the differential form of this approximating ABSDE makes sense. Having in hands these tools, we are able to state necessary conditions for the optimality: if $(\bar{X}, \bar{u})$ is an optimal pair for the control problem, given a pair of processes
\[
(p, q) \in L^2_p(\Omega \times [0, T+\delta]; H) \times L^2_F(\Omega \times [0, T+\delta]; L_2(K; H))
\]
which are solution to the ABSDE (5), the following variational inequality holds
\[
\frac{d}{dt} \langle \partial_u H(t, \bar{X}_t, \bar{u}(t), p(t)), w - \bar{u}(t) \rangle \geq 0.
\]
Here $H : [0, T] \times C([-d, 0], H) \times U \times H \to \mathbb{R}$ is the so called Hamiltonian function and it is given by
\[
H(t, x, u, p) = (F(t, x, u), p)_H + L(t, x, u),
\]
where $F : C([-d, 0], H) \times U \to H$ and $L : [0, T] \times C([-d, 0], H) \times U \to H$ are defined by
\[
F(x, u) := \int_0^0 f(x(\theta), u) \mu_f(d\theta), \quad L(t, x, u) := \int_{-d}^0 l(t, x(\theta), u) \mu_l(d\theta).
\]

The paper is organized as follows. In Section 2 we present the problem and state our assumptions. Moreover we give some examples of models we can treat with our techniques. Section 3 is devoted to the study of the state equation and of the related first variation process. In Section 4 we introduce the new form of ABSDE which is the essential tool we need to formulate the stochastic maximum principle, and finally in Section 5 we state and prove the stochastic maximum principle.

2. Assumptions and preliminaries

Throughout the paper, we denote by $H$ and $K$ two real and separable Hilbert spaces with inner product $\langle \cdot, \cdot \rangle_H$ and $\langle \cdot, \cdot \rangle_K$ respectively (if no confusion is possible we will use $\langle \cdot, \cdot \rangle$). We denote by $L(K; H)$ and $L_2(K; H)$ the space of linear bounded operators and the Hilbert space of Hilbert-Schmidt operators from $K$ to $H$, respectively.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space and let $W(t)$ be a cylindrical Wiener process with values in $K$. We endow $(\Omega, \mathcal{F}, \mathbb{P})$ with the natural filtration $(\mathcal{F}_t)_{t \geq 0}$ generated by $W$ and augmented in the usual way with the family of $\mathbb{P}$-null sets of $\mathcal{F}$. For any $p \geq 1$ and $T > 0$ we define

- $L^p_p(\Omega \times [0, T]; H)$, the set of all $(\mathcal{F}_t)_{t \geq 0}$-progressively measurable processes with values in $H$ such that
  \[
  \|X\|_{L^p_p(\Omega \times [0, T]; H)} = \left( \mathbb{E} \int_0^T |X(t)|^p_H dt \right)^{1/p} < \infty;
  \]

- $L^p_p(\Omega; C([0, T]; H))$, the set of all $(\mathcal{F}_t)_{t \geq 0}$-progressively measurable processes with values in $H$ such that
  \[
  \|X\|_{L^p_p(\Omega; C([0, T]; H))} = \left( \mathbb{E} \sup_{t \in [0, T]} |X(t)|^p_H \right)^{1/p} < \infty.
  \]

2.1. Formulation of the control problem. Let $U$ be another separable Hilbert space and we denote by $U_c$ a convex non empty subspace of $U$. By admissible control we mean a $(\mathcal{F}_t)_{t \geq 0}$-progressively measurable process with values in $U_c$ such that
\[
\mathbb{E} \int_0^T |u(t)|^2_H dt < \infty.
\]
We denote by $\mathcal{U}_{ad}$ the space of admissible controls. The present paper is concerned with the study of the following controlled evolution equation with delay in $H$. 


Moreover, the cost (10) can be rewritten as

\[ J(u(\cdot)) = \mathbb{E} \int_0^T \int_{-d}^0 l(t, X_t(\theta), u(t)) \mu_f(d\theta) dt + \mathbb{E} \int_{T-d}^T h(X(\theta)) w(\theta) d\theta + \mathbb{E} h(X(T)) \]

where \( \mu_f \) is a regular measure on \([-d, 0]\) with finite total variation, see e.g. Theorem 9.9. Moreover \( f : [0, T] \times H \times U \to H, \ g : [0, T] \to \mathcal{L}(K; H) \) and \( x(\cdot) \) is a given path. By \( X_t \) we mean the past trajectory up to time \( t - d \), namely

\[ X_t(\theta) = X(t + \theta), \quad \theta \in [-d, 0]. \]

Let us denote by \( E := C([-d, 0], H) \) the space of continuous functions from \([-d, 0]\) to \( H \), endowed with the supremum norm. It turns out that there exists a continuous solution to (8), so we can define an \( E \)-valued process \( X = (X_t)_{t \in [0, T]} \) by formula (9).

Associated to the controlled state equation (8) we consider a cost functional of the following form:

\[ J(u(\cdot)) = \mathbb{E} \int_0^T \int_{-d}^0 l(t, X_t(\theta), u(t)) \mu(t) d\theta dt + \mathbb{E} \int_{T-d}^T h(X(\theta)) \mu_h(d\theta), \]

where we stress the fact that the final cost depends on the history of the process. Here \( l : [0, T] \times H \times U \to \mathbb{R}, \ h : H \to \mathbb{R} \) and \( \mu, \mu_h \) are real valued regular measures.

The goal is to minimize the cost functional overall admissible controls. We say that a control \( \bar{u} \) is optimal if

\[ J(\bar{u}) = \inf_{u(\cdot) \in U} J(u(\cdot)). \]  

**Example 1.** Here we give some examples of measures \( \mu_f \) and \( \mu_h \) we can treat.

- **Linear combinations of Dirac functions, that is there exist \( k_1, \ldots, k_n \in [-d, 0] \) such that for every \( A \in B([-d, 0]) \)
  \[ \mu(A) := \sum_{i=1}^n \alpha_i \delta_{k_i}(A), \quad k_i \in [-d, 0], \ i = 1, \ldots, n. \]

- **Discrete measures with infinite support, as an example we mention the probability measure on \([-d, 0]\) given by
  \[ \mu(A) := \sum_{i=1}^{\infty} 2^{-i} \delta_{k_i}(A), \quad k_i = \frac{-d}{i}, \ i \geq 1. \]

- **Measures which are absolute continuous with respect to the Lebesgue measure on \([-d, 0]\), that is there exists \( w \in L^1([-d, 0]) \) such that
  \[ \mu(A) = \int_A w(\theta) d\theta \]  

If in the previous points we replace \([-d, 0]\) with \([T - d, T]\) we obtain examples of measures \( \mu_h \) we can treat.

We notice that if the measure \( \mu_h \) associated to the final cost is the sum of a measure which is absolutely continuous with respect to the Lebesgue measure in \([T - d, T]\) and of the dirac measure at \( T \), that is

\[ \mu_h(A) = \int_A w(\theta) d\theta + \delta_T(A), \]

then the cost (11) can be rewritten as

\[ J(u(\cdot)) = \mathbb{E} \int_0^T \int_{-d}^0 l(t, X_t(\theta), u(t)) \mu(t) d\theta dt + \mathbb{E} \int_{T-d}^T h(X(\theta)) w(\theta) d\theta + \mathbb{E} h(X(T)) \]

\[ = \mathbb{E} \int_0^T \left[ \int_{-d}^0 l(t, X_t(\theta), u(t)) \mu(t) d\theta + 1_{[T-d, T]}(t) h(X(t)) w(t) \right] dt + \mathbb{E} h(X(T)). \]
So in this case the cost can be transformed into a new running cost and a “standard” final cost not depending on the past. The adjoint equation turns out to be a “standard” ABSDE

\[ p(t) = \int_{t \wedge (T-d)}^{T} D_{t}h(X(s))w(s)ds \]

\[ + \int_{t}^{T} S(s-t)\mathbb{E}F_{t}\int_{-d}^{0} D_{x}f(s-\theta, X(s), u(s-\theta))p(s-\theta)\mu_{f}(d\theta)ds \]

\[ + \int_{t}^{T} S(s-t)\mathbb{E}F_{t}\int_{-d}^{0} D_{x}l(s, X(s+\theta), u(s))\mu_{l}(d\theta)ds - \int_{t}^{T} S(t-s)q(s)dw(s), \]

\[ p(T) = D_{a}h(X(T)), \quad p(T-\theta) = 0, \quad q(T-\theta) = 0, \quad \text{a.e.} \theta \in [-d, 0), \mathbb{P} - \text{a.s.} \]

This equation can be also written in differential form as

\[ -dp(t) = A^{'}p(t)dt + 1_{[T-d,T]}(t)D_{t}h(X(t))w(t)dt + \mathbb{E}F_{t}\int_{-d}^{0} D_{x}l(X(t+\theta), u(t))\mu_{l}(d\theta)dt \]

\[ + \mathbb{E}F_{t}\int_{-d}^{0} D_{x}f(X(t), u(t-\theta))p(t-\theta)\mu_{f}(d\theta)dt - q(t)dw(t), \]

\[ p(T) = D_{a}h(X(T)), \quad p(T-\theta) = 0, \quad q(T-\theta) = 0, \quad \text{a.e.} \theta \in [-d, 0), \mathbb{P} \text{ a.s.} \]

This case is a special and simpler case towards the very general final cost we can treat, and for which we are not able to write directly the adjoint equation in differential form.

**Remark 1.** We notice that with the approach we present in this paper we can treat costs which are well defined in the space of continuous functions \( E = C([-d, 0], H) \) but not in the space of square integrable functions \( L^{2}([-d, 0], H) \), this is the case if the final cost is defined by means of a measure \( \mu_{h} \) given e.g. by

\[ \mu_{h}(A) := \sum_{i=1}^{\infty} 2^{-i} \delta_{k_{i}}(A), \quad k_{i} = T - \frac{d}{i}, \quad i \geq 1, \quad A \in \mathcal{B}([T-d,T]). \]

Therefore, the direct approach we propose allows to treat more general functions than the one based on the reformulation of the problem in the product space \( H \times L^{2}([-d, 0], H) \), which follows the lines of what is done for finite dimensional control problems, see e.g. [3] and references therein.

We now state our assumptions on the coefficients of equation [11]. In the following, given three real and separable Hilbert spaces \( H_{1}, H_{2} \) and \( H_{3} \), we denote by \( G^{1}(H_{1}, H_{2}) \) the class of mappings \( F : H_{1} \to H_{2} \) such that \( F \) is continuous, Gâteaux differentiable on \( H_{1} \) and \( D_{t}F : H_{1} \to L(H_{1}, H_{2}) \) is strongly continuous. If \( H_{2} = \mathbb{R} \), we write \( G^{1}(H_{1}) \) for \( G^{1}(H_{1}, \mathbb{R}) \). We denote by \( G^{0,1}([0, T] \times H_{1}, H_{2}) \) the class of continuous functions, which are Gâteaux differentiable with respect to \( x \) in \( H_{1} \), and such that \( D_{x}F : [0, T] \times H_{1} \to H_{2} \) is strongly continuous. We also use the immediate generalization to the class \( G^{0,1}([0, T] \times H_{1} \times H_{2}, H_{3}) \) We refer to [10], Section 2.2, for more details on the classes \( G^{1} \) and \( G^{0,1} \).

**Hypothesis 1.** On the coefficients of the controlled state equation we assume that

1. \( \text{(H0)} \) the measures \( \mu_{f} \) and \( \mu_{l} \) are finite regular measures on \([-d, 0]\) and \( \mu_{h} \) is a finite regular measure on \([T-d, T]\);
2. \( \text{(H1)} \) the operator \( A : D(A) \subset H \to H \) is the infinitesimal generator of a \( C_{0} \)-semigroup \( S(t) \) in \( H \) and there exist \( M > 0, \omega > 0 \) such that

\[ |S(t)|_{\mathcal{L}(H)} \leq Me^{\omega t}; \]

3. \( \text{(H2)} \) the map \( f : [0, T] \times H \times U \to H \) is measurable, continuous with respect to \( x \) and \( u \), and it is Lipschitz continuous with respect to \( x \), uniformly with respect to \( t \in [0, T] \) and to \( u \in U_{c} \): \( \forall x, y, h \in H \) there exists \( C_{1} > 0 \) such that

\[ |f(t, x, u) - f(t, y, u)| \leq C_{1}|x - y|, \quad t \in [0, T], u \in U_{c}; \]

and moreover for all \( u \in U_{c}, \forall x, h \in H \) we assume that

\[ |f(t, x, u)| \leq C_{1}(1 + |x| + |u|), \quad t \in [0, T], u \in U_{c}; \]
(H3) the map \( f \) is Gâteaux differentiable in \( x \) and \( u \), moreover \( f \in \mathcal{G}^{0,1,1}([0,T] \times H \times U_c, H) \), and due to the Lipschitz property of \( f \) with respect to \( x \) we get that \( D_x f \) is bounded,

\[ \|D_x f(t,x,u)\|_{L(H)} \leq C_1, \quad \forall t \in [0,T], \ x \in H, \ u \in U_c; \]

moreover we assume that there exists a constant \( C_2 > 0 \) such that

\[ \|D_u f(t,x,u)\|_{L(U;H)} \leq C_2, \quad \forall t \in [0,T], \ x \in H, \ u \in U_c; \]

(H4) the map \( g : [0,T] \to L(K,H) \) is such that \( \forall k \in K \) the map \( g_k : [0,T] \to H \) is measurable; for every \( s > 0 \), \( t \in [0,T] \) \( e^{sA}g(t) \in L_2(K,H) \) and the following estimate holds true

\[ |e^{sA}g(t)|_{L_2(K,H)} \leq Cs^{-\gamma}, \]

for some constant \( C > 0 \) and \( 0 \leq \gamma < \frac{1}{2} \).

(H5) the map \( l : [0,T] \times H \times U \to \mathbb{R} \) belongs to \( \mathcal{G}^{0,1,1}([0,T] \times H \times U_c) \) and there exists \( j > 0 \) and a constant \( C_3 > 0 \) such that

\[ |D_x l(t,x,u)|_H + |D_u l(t,x,u)|_U \leq C_3(1 + |x|^j_H + |u|_U); \]

(H6) the map \( h : H \to \mathbb{R} \) belongs to \( \mathcal{G}^1(H) \) and there exists \( k > 0 \) and a constant \( C_4 > 0 \) such that

\[ |D_x h(x)|_H \leq C_4(1 + |x|^k_H) \]

In the next Section we collect some results on existence and uniqueness of a solution to equation (8) and on its regular dependence on the initial condition. Now we notice that the drift of the state equation (8) can also be rewritten as a linear functional

\[ f, l, h \]

In the following Lemma we show that, under Hypothesis 1 on the coefficients, the cost functional can be rewritten as

\[ L \]

Now we notice that the drift of the state equation (8) can also be rewritten as a linear functional in \( E \), and this linear functional enjoys some regularity inherited by Hypothesis 1 on the coefficients.

**Remark 2.** Associated to the coefficient \( f \) of the state equation (8), we can define a map \( F : [0,T] \times E \times U \to H \) defined by, \( \forall t \in [0,T], \ x \in E, \ u \in U, \)

\[ F(t,x,u) := \int_{-d}^0 f(t,x(\theta),u)\mu_f(d\theta). \quad (12) \]

The state equation can be rewritten as

\[ \begin{align*}
\{dX(t) &= [AX(t) + F(t,X_t,u(t))]\} \ dt + g(t)dW(t), \\
X(0) &= x(\theta), \quad \theta \in [-d,0]
\end{align*} \quad (13) \]

The same can be done for the cost functional: we can define two maps \( L : [0,T] \times E \times U \to \mathbb{R} \) and \( H : E \to \mathbb{R} \) defined by, \( \forall t \in [0,T], \ x \in E, \ u \in U, \)

\[ L(t,x,u) := \int_{-d}^0 l(t,x(\theta),u)\mu_l(d\theta), \quad H(x) := \int_{-d}^T h(x(\theta))\mu_h(d\theta) = \int_{-d}^0 h(x(\theta))\mu^T_h(d\theta), \quad (14) \]

where in the last passage we have defined \( \mu^T_h \) as the measure on \([-d,0]\) given by

\[ \mu^T_h(A) := \mu_h(A+T), \forall A \in \mathcal{B}([-d,0]). \]

The cost functional can be rewritten as

\[ J(u(\cdot)) = \mathbb{E} \int_0^T L(t,X_t,u(t))dt + \mathbb{E}H(X_T). \quad (15) \]

In the following Lemma we show that, under Hypothesis 1 on \( f, l, h \), the maps \( F, L, H \) defined in (12) and in (14) satisfy continuity and differentiability property with respect to the trajectory, which belongs to the space \( E \).

**Lemma 1.** Let Hypothesis 1 holds true and let \( F \) be defined by (12) and \( L, H \) be defined by (14). Then \( F, L, H \) turn out to be continuous mappings, moreover \( F \in \mathcal{G}^{0,1,1}([0,T] \times E \times U_c, H), \)

\[ L \in \mathcal{G}^{0,1,1}([0,T] \times E \times U_c) \]

and \( H \in \mathcal{G}^1(E) \).
Proof. Let us briefly show, for the reader’s convenience, one of the previous implications. Suppose that \( f \) satisfies Hypothesis 1, then the map \( F(t, x, u) := \int_{-d}^{0} f(t, x(\theta), u)\mu_f(d\theta) \) is Gateaux differentiable as functions of \( x \), that is as a function from \( E := C([-d, 0], H) \) to \( H \). Indeed, if \( h \in E \) we have

\[
D_x F(t, x, u)[h] := \lim_{\varepsilon \to 0} \frac{F(t, x + \varepsilon h, u) - F(t, x, u)}{\varepsilon} = \frac{1}{\varepsilon} \int_{-d}^{0} \left[ f(t, x(\theta)) + \varepsilon h(\theta), u \right] \mu_f(d\theta) = \int_{-d}^{0} D_x f(t, x(\theta), u)h(\theta)\mu_f(d\theta) = \langle D_x f(t, x, u)\mu_f, h \rangle_{E’, E}
\]

where we used the Gateaux differentiability of the map \( f \). In particular, \( \|D_F(t, x, u)\|_{\mathcal{L}(E, H)} \leq C \). The other claims follow in the same way. \( \square \)

2.2. Some controlled equations we can treat. We present here some equations with delay that we can treat with our techniques.

A first class of models include reaction diffusion equations, such as the stochastic heat equation with Neumann boundary conditions (11), already mentioned in the Introduction.

Here we present a controlled stochastic heat equation in one dimension, with Dirichlet boundary conditions, and with delay in the state:

\[
\begin{aligned}
\frac{\partial y}{\partial t}(t, \xi) &= \Delta y(t, \xi) + \int_{-d}^{0} \tilde{f}(\xi, y(t + \theta, \xi), u(t, \xi))\mu_f(d\theta)dt + \tilde{g}(t, \xi)\tilde{W}(t, \xi), \quad t \in [0, T], \ \xi \in [0, 1], \\
y(\theta, \xi) &= x(\theta, \xi), \quad \theta \in [-d, 0], \\
y(t, \xi) &= 0, \quad \xi = 0, 1, \ t \in [0, T].
\end{aligned}
\]

(17)

The process \( \tilde{W}(t, \xi) \) is a space time white noise and \( u : \Omega \times [0, T] \times [0, 1] \rightarrow \mathbb{R} \) is the control process such that \( u \in L^2(\Omega \times [0, T], L^2([0, 1])) \). The maximum delay is given by \( d > 0 \) and \( \mu_f \) is a regular measure on the interval \([-d, 0]\). The cost functional we can study is given by

\[
J(u(\cdot)) = \mathbb{E} \int_{0}^{T} \int_{[-d, 0]}^{0} \tilde{l}(t, \xi, y(t + \theta, \xi), u(t, \xi))d\xi\mu_1(d\theta)dt + \mathbb{E} \int_{T-d}^{T} \int_{0}^{1} \tilde{h}(y(\theta, \xi), \xi)d\xi\mu_h(d\theta). \quad (18)
\]

The measure \( \mu_1 \) is a regular measure on \([-d, 0]\), and \( \mu_h \) is a regular measure on \([T-d, T]\). In abstract reformulation equation (17) is an evolution equation in the Hilbert space \( L^2([0, 1]) \) and the space of controls \( U \) is itself given by \( H = L^2([0, 1]) \): equation (17) can be rewritten as

\[
\begin{aligned}
dx(t) &= \left[ AX(t) + \int_{-d}^{0} f(t, X(t + \theta), u(t))\mu_f(d\theta) \right] dt + g(t)dW(t), \\
x_0(\theta) &= x(\theta), \quad \theta \in [-d, 0],
\end{aligned}
\]

(19)

where \( X(t)(\xi) := y(t, \xi), A \) is the Laplace operator with Dirichlet boundary conditions, \( f \) is the Nemytskii operator associated to \( \tilde{f} \), and \( g \) is the multiplicative operator associated to \( \tilde{g} \) by

\[
(g(t)z)(\xi) := \tilde{g}(t, \xi)z(\xi), \text{ for a.e. } \xi \in [0, 1], \ \forall z \in L^2([0, 1]).
\]

The process \( W \) is a cylindrical Wiener process in \( L^2([0, 1]) \). In abstract reformulation the cost functional can be rewritten as

\[
J(u(\cdot)) = \mathbb{E} \int_{0}^{T} \int_{-d}^{0} l(t, X(t + \theta), u(t))\mu_1(d\theta)dt + \mathbb{E} \int_{T-d}^{T} h(X(\theta))\mu_h(d\theta) \quad (20)
\]

where

\[
l(t, X(t + \theta), u(t)) = \int_{0}^{1} \tilde{l}(t, \xi, X(t + \theta)(\xi), u(t, \xi))d\xi, \quad \text{and } h(X(\theta)) = \int_{0}^{1} \tilde{h}(y(\theta, \xi), \xi)d\xi.
\]

We now make some assumptions on the coefficients and on the cost functional so that Hypothesis 1 is satisfied.

Hypothesis 2. The functions \( \tilde{f}, \tilde{g}, \tilde{l} \) and \( \tilde{h} \) are all measurable and real valued. Moreover
(1) \( \tilde{f} \) is defined on \([0, 1] \times \mathbb{R} \times \mathbb{R} \) and there exists a constant \( L > 0 \) such that
\[
|\tilde{f}(\xi, x, u) - \tilde{f}(\xi, y, u)| \leq L |x - y|,
\]
for almost all \( \xi \in [0, 1] \), for all \( x, y \in \mathbb{R} \) and \( u \in U \). Moreover for almost all \( \xi \in [0, 1] \), \( \forall u \in \mathbb{R}, \tilde{f}(\xi, \cdot, u) \in C^1_b(\mathbb{R}) \) and \( \forall x \in \mathbb{R}, \tilde{f}(\xi, x, \cdot) \in C^1_b(\mathbb{R}) \);

(2) \( \tilde{g} \) is defined on \([0, 1] \times [0, T] \) and there exist a constants \( K > 0 \) such that for almost all \( \xi \in [0, 1] \) and for \( t \in [0, T] \)
\[
|\tilde{g}(\xi, t)| \leq K;
\]

(3) \( \tilde{l} : [0, T] \times [0, 1] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is measurable and for a.a. \( t \in [0, T] \), \( \xi \in [0, 1] \), the map
\( \tilde{l}(\tau, \xi, \cdot) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is continuous. There exists \( c_1 \) square integrable on \([0, 1] \) such that
\[
|\tilde{l}(t, \xi, x, u) - \tilde{l}(t, \xi, y, u)| \leq c_1(\xi) |x - y|,
\]
for \( \xi \in [0, 1], x, y \in \mathbb{R} \), \( t \in [0, T] \), and \( u \in U \). Moreover \( \tilde{l}(t, \xi, x, u) \leq c_2(\xi) \), with \( c_2 \) integrable on \([0, 1] \). In addition, for a.a. \( \xi \in [0, 1] \) and \( t \in [0, T] \), and for \( x, u \in \mathbb{R} \)
\( \tilde{l}(t, \xi, \cdot, u) \in C^1_b(\mathbb{R}) \) and \( \tilde{l}(t, \xi, \cdot, \cdot) \in C^1_b(\mathbb{R}) \);

(4) \( \tilde{h} \) is defined on \( \mathbb{R} \times [0, 1] \) and \( \tilde{h}(\cdot, \xi) \) is uniformly continuous, uniformly with respect to \( \xi \in [0, 1] \); moreover \( \tilde{h}(x, \xi) \leq c_3(\xi) \), with \( c_3 \) integrable on \([0, 1] \);

(5) \( x_0 \in L^2([0, 1]) \).

It is immediate to see that if Hypothesis 2 holds true for the coefficients \( \tilde{f}, \tilde{g}, \tilde{l} \) and \( \tilde{h} \), then \( f, g, l \) and \( h \) satisfy Hypothesis 1.

Another class of systems we can treat is given by controlled stochastic wave equations: we consider, for \( 0 \leq t \leq T \) and \( \xi \in [0, 1] \), the following wave equation:
\[
\left\{
\begin{array}{l}
\frac{\partial^2 y}{\partial t^2} (t, \xi) = \frac{\partial^2 y}{\partial \xi^2} (t, \xi) + \int_{-d}^{0} \tilde{f}(\xi, y(t+\theta, \xi), u(t, \xi)) \mu_f(d\theta) + \tilde{W}(t, \xi)

y(t, 0) = y(t, 1) = 0,

y(0, \xi) = x_0(\xi),

\frac{\partial y}{\partial t}(t, \xi) \big|_{t=0} = x_1(\xi),
\end{array}
\right.
\]  
(21)

where \( \tilde{W}(\cdot, \cdot) \) is a space-time white noise on \([0, T] \times [0, 1] \) and \( u \) is the control process in \( L^2(\Omega \times [0, T], L^2([0, 1])) \). The cost functional we are interested in is the following
\[
J(x_0, x_1, u) = E \int_0^T \int_{-d}^{0} \int_1^{\xi} \tilde{l}(t, \xi, y(t+\theta, \xi), u(t, \xi)) d\xi \mu_l(d\theta) dt

+ E \int_{T-d}^{T} \int_1^{\xi} \tilde{h}(\xi, y(\theta, \xi)) d\xi \mu_h(d\theta).
\]  
(22)

The measures \( \mu_f \) and \( \mu_l \) are regular measures on \([-d, 0] \), and \( \mu_h \) is a regular measure on \([T-d, T] \). On the drift \( \tilde{f} \) and on the costs \( \tilde{l} \) and \( \tilde{h} \) we make the following assumptions:

**Hypothesis 3.** The functions \( \tilde{f}, \tilde{g}, \tilde{l}, \tilde{h} \) are all measurable and real valued. Moreover

(1) \( \tilde{f} \) is defined on \([0, 1] \times \mathbb{R} \times \mathbb{R} \) and there exists a constant \( C > 0 \) such that, for a.a. \( \xi \in [0, 1] \), \( \forall x, y, u \in \mathbb{R} \)
\[
|\tilde{f}(\xi, x, u) - \tilde{f}(\xi, y, u)| \leq C |x - y|.
\]

Moreover for almost all \( \xi \in [0, 1] \), for all \( x, y \in \mathbb{R} \), \( f(\xi, \cdot, u) \in C^1_b(\mathbb{R}) \) and \( f(\xi, x, \cdot) \in C^1_b(\mathbb{R}) \).

(2) \( \tilde{l} : [0, T] \times [0, 1] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is such that for a.a. \( t \in [0, T] \), \( \xi \in [0, 1] \), the map \( \tilde{l}(\tau, \xi, \cdot) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is continuous. There exists \( c_1 \) square integrable on \([0, 1] \) such that
\[
|\tilde{l}(t, \xi, x, u) - \tilde{l}(t, \xi, y, u)| \leq c_1(\xi) |x - y|,
\]
for \( \xi \in [0, 1], x, y \in \mathbb{R} \), \( t \in [0, T] \) and \( u \in U \). There exists \( c_2 \) integrable on \([0, 1] \) such that \( |\tilde{l}(t, \xi, x, u) \leq c_2(\xi) \). Moreover for a.a. \( \xi \in [0, 1] \) and \( t \in [0, T] \), and for \( x, u \in \mathbb{R} \)
\( \tilde{l}(t, \xi, \cdot, u) \in C^1_b(\mathbb{R}) \) and \( \tilde{l}(t, \xi, \cdot, \cdot) \in C^1_b(\mathbb{R}) \).
and we show that this mild solution has smooth dependence with respect to the initial condition.

Proposition we prove existence of a mild solution for equation (8), for every admissible control. We refer e.g. to [3] for the basic properties of mild solution of evolution equations. In the following structure condition, and so the control problem could be treated by solving the associated Hamilton

The cost functional (22)

by

we introduce the Hilbert space

Equation (21) can be rewritten in an abstract way as an equation in $H$ of the following form:

\[\begin{align*}
    dX(t) &= AX(t)dt + g\int_0^t f((X(t + \theta), u(t))) dt + gdW_t, \quad t \in [0, T] \\
    X_0 &= x.
\end{align*}\] (23)

The cost functional (22)

\[J(u(\cdot)) = \mathbb{E} \int_0^T \int_{-d}^0 l(t, X(t + \theta), u(t))d\theta dt + \mathbb{E} \int_{T-d}^T h(X(\theta))d\theta \] (24)

where

\[l(t, X(t + \theta), u(t)) = \int_0^1 l(t, \xi, X_1(t + \theta, \xi), u(t), \xi)d\xi, \text{ and } h(X(\theta)) = \int_0^1 h(X_1(\theta, \xi))d\xi.
\]

where $X_1, X_2$ are the first and the second component of an element $X \in H$, namely $X = \begin{pmatrix} X_1 \\ X_2 \end{pmatrix}$.

It is immediate to see that if Hypothesis holds true for the coefficients $\check{f}, \check{g}, \check{l}$ and $\check{h}$, then $f, g, l$ and $h$ satisfy Hypothesis

We notice that, since in its abstract formulation equation (21) reads as (23), it satisfies the structure condition, and so the control problem could be treated by solving the associated Hamilton Jacobi Bellmann equation, as in (20). With our techniques we can treat equations more general than equation (21), for example with a diffusion term $\check{g} : [0, 1] \rightarrow \mathbb{R}$ not invertible.

3. Analysis of the state equation

In this Section we study the state equation (8) and its behaviour with respect to a convex perturbation of the optimal control. Here and in the following, for the sake of brevity, we consider a drift $f$ and a current cost $l$ which do not depend on time. A mild solution to equation (8) is an $\mathcal{F}_t$-progressively measurable process, satisfying $\mathbb{P}$-a.s., for $t \in [0, T]$ the integral equation

\[X(t) = S(t)x(0) + \int_0^t S(t - s) \int_{-d}^0 f(X_s(\theta), u(s))d\theta ds + \int_0^t S(t - s)g(s)dW(s). \] (25)

We refer e.g. to [3] for the basic properties of mild solution of evolution equations. In the following Proposition we prove existence of a mild solution for equation (8), for every admissible control $u$, and we show that this mild solution has smooth dependence with respect to the initial condition.
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Thanks to Hypotheses H1, H2 and the finiteness of the total variation measure convexity of the set \( U \) and to apply arguments in \([10]\), Propositions 3.2 and 3.3. The crucial point is the fact that

Under Hypothesis 1, points H0, H1, H2 and H4, the following holds Lemma 2.
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Lipschitz continuous and the measure contraction: to this aim it suffices to notice that

Then we have

It turns out that \( \Gamma \) is well defined from \( X \) to equation (8) and for every \( p \geq 1 \) there exists a constant \( c > 0 \) such that

\[ E \sup_{t \in [-d, T]} |X(t)|^p_H \leq c(1 + |x|^p_{C([t], H)}). \] (26)

**Proof.** This result is collected in \([20]\), Theorem 3.2. In \([20]\) no proof is given, referring to \([10]\), where the case of \( H \)-valued stochastic evolution equations without delay is considered.

The proof follows by techniques in \([10]\) and in \([16]\), we just give a sketch. We introduce the map

\[ \Gamma : L^p_x(\Omega, C([0, T], E)) \to L^p_x(\Omega, C([0, T], E)) \]

defined by, \( \forall \theta \in [-d, 0] \),

\[ (\Gamma(Y)_t)(\theta) := \tilde{\Gamma}(Y)_{t+\theta}, \] (27)

where for all \( s \in [-d, T] \), we define \( \tilde{\Gamma}_s : L^p_x(\Omega, C([0, T], H)) \to L^p_x(\Omega, C([0, T], H)) \) as

\[ \tilde{\Gamma}(Y)_s = x(s), \quad s \in [-d, 0], \]

\[ \tilde{\Gamma}(Y)_s = S(s)x(0) + \int_0^s S(s-r) \int_{-d}^0 f(Y(r+\theta), u(r)) \mu_f(d\theta)dr + \int_0^s S(s-r)g(r)dW(r), \quad s \in [0, T]. \] (28)

It turns out that \( \Gamma \) is well defined from \( L^p_x(\Omega, C([0, T], E)) \) to \( L^p_x(\Omega, C([0, T], E)) \) and it is a contraction: to this aim it suffices to notice that

\[ E \sup_{t \in [-d, T]} |X(t)|^p = E \sup_{t \in [0, T]} \|X_t\|^p_E \]

and to apply arguments in \([10]\), Propositions 3.2 and 3.3. The crucial point is the fact that \( f \) is Lipschitz continuous and the measure \( \mu_f \) has finite total variation. \( \square \)

Let \( (\tilde{X}(\cdot), \bar{u}(\cdot)) \) be an optimal pair. For any \( w(\cdot) \in U_{ad} \) we can define the perturbed control

\[ u^\rho(\cdot) := \bar{u}(\cdot) + \rho v(\cdot) \] (29)

where \( v(\cdot) = w(\cdot) - \bar{u}(\cdot) \) and \( 0 \leq \rho \leq 1 \). The perturbed control \( u^\rho(\cdot) \) is admissible due to the convexity of the set \( U_c \) and the corresponding state is denoted by \( X^\rho \).

**Lemma 2.** Under Hypothesis 1, points H0, H1, H2 and H4, the following holds

\[ E \sup_{t \in [0, T]} |X^\rho(t) - \tilde{X}(t)|^2_H \to 0, \quad \text{as } \rho \to 0. \]

**Proof.** Let us write the equation satisfied by \( X^\rho - \tilde{X} \) in mild form

\[ X^\rho(t) - \tilde{X}(t) = \int_0^t S(t-s) \int_{-d}^0 \left[ f(X^\rho(s+\theta), u^\rho(s)) - f(\tilde{X}(s+\theta), \bar{u}(s)) \right] \mu_f(d\theta)ds. \] (30)

Then we have

\[ |X^\rho(t) - \tilde{X}(t)|^2_H \leq C \int_0^t \|S(t-s)\|^2_{L^2(H)} \int_{-d}^0 |f(X^\rho(s+\theta), u^\rho(s)) - f(\tilde{X}(s+\theta), \bar{u}(s))|^2_H |\mu_f|(d\theta)ds \]

\[ \leq C \int_0^t \|S(t-s)\|^2_{L^2(H)} \int_{-d}^0 |f(X^\rho(s+\theta), u^\rho(s)) - f(\tilde{X}(s+\theta), u^\rho(s))|^2_H |\mu_f|(d\theta)ds \]

\[ + C \int_0^t \|S(t-s)\|^2_{L^2(H)} \int_{-d}^0 |f(\tilde{X}(s+\theta), u^\rho(s)) - f(\tilde{X}(s+\theta), \bar{u}(s))|^2_H |\mu_f|(d\theta)ds. \]

Thanks to Hypotheses H1, H2 and the finiteness of the total variation measure \( |\mu_f| \), taking the supremum in \( t \in [0, T] \) we obtain

\[ |X^\rho(t) - \tilde{X}(t)|^2_H \leq K \int_0^t \sup_{r \in [0, s]} |X^\rho(r) - \tilde{X}(r)|^2_H ds + \nu^\rho(t) \]

\[ \leq K \int_0^T \sup_{r \in [0, s]} |X^\rho(r) - \tilde{X}(r)|^2_H ds + \nu^\rho(T) \] (31)
where $K$ depends only on $T$ and we denoted by $\nu^\rho(t)$ the quantity
\[
\nu^\rho(T) := \int_0^T \int_{-d}^d |f(\bar{X}(s + \theta), u^\rho(s)) - f(\bar{X}(s + \theta), \bar{u}(s))| |\mu_f|(d\theta)ds.
\]

Let us notice that, by $H_2$, by estimates (26), and the definition of $u^\rho$ in (29), we can apply the Dominated Convergence Theorem. By the continuity of the map $f$ with respect to $u$, we get $\nu^\rho(t) \to 0$ if $\rho \to 0$. Now we can take the supremum over the entire interval $[0, T]$ to obtain
\[
\sup_{t \in [0, T]} |X^\rho(t) - \bar{X}(t)|^2_H \leq K \int_0^T \sup_{t \in [0, s]} |X^\rho(t) - \bar{X}(t)|^2_H ds + \nu^\rho(T).
\]

Using the Gronwall Lemma we get
\[
\mathbb{E} \sup_{t \in [0, T]} |X^\rho(t) - \bar{X}(t)|^2_H \leq \tilde{K} \mathbb{E}[\nu^\rho(T)],
\]
and letting $\rho \to 0$ we get the required result. □

Now we can introduce the first variation process $Y(t)$, which satisfies the following equation
\[
\frac{d}{dt} Y(t) = AY(t) + \int_{-d}^d D_x f(X(t + \theta), u(t)) Y(t + \theta) \mu_f(d\theta) + \int_{-d}^d D_u f(X(t + \theta), u(t)) \mu_f(d\theta) v(t)
\]
\[
Y(0) = 0.
\]

This equation is well-posed in a mild sense, as we show in the following

**Proposition 2.** Let Hypothesis 1 be in force. Then equation (33) admits a unique mild solution solution, i.e. a progressive $H$-valued process $Y \in L^\infty_{\mathcal{F}}(\Omega \times [0, T]; H)$ such that for all $t \in [0, T]$, $\mathbb{P}$-a.s.
\[
Y(t) = \int_0^t S(t - s) \int_{-d}^d [D_x f(X(s + \theta), u(s)) Y(s + \theta) + D_u f(X(s + \theta), u(s)) v(s)] \mu_f(d\theta) ds.
\]

**Proof.** The proof follows like the one of Proposition [4], the equation here is linear and there is no diffusion term. □

Once we have defined the the first variation process $Y$, we can write an expansion up to first order of the perturbed trajectory of the state
\[
X^\rho(t) = \bar{X}(t) + \rho Y(t) + R^\rho(t), \quad t \in [0, T].
\]

The aim is to show that the rest goes to zero in the right topology, i.e.
\[
\lim_{\rho \to 0} \frac{1}{\rho^2} \mathbb{E} \sup_{t \in [0, T]} |R^\rho(t)|^2 = 0,
\]

This is the content of the following

**Lemma 3.** Let Hypothesis 1, points $H_0$, $H_1$, $H_2$, $H_3$, $H_4$, holds. Then the process $\bar{X}^\rho$ defined as
\[
\bar{X}^\rho(t) = \frac{X^\rho(t) - \bar{X}(t)}{\rho} - Y(t),
\]
satisfies the following
\[
\lim_{\rho \to 0} \mathbb{E} \sup_{t \in [0, T]} |\bar{X}^\rho(t)|^2 = 0.
\]

**Proof.** To lighten the notation, here we adopt the convention introduced in (9). The process $\bar{X}^\rho$ defined in (36) is the solution to the following integral equation
\[
\bar{X}^\rho(t) = \int_0^t S(t - s) \int_{-d}^d \left[ f(\bar{X}_s(\theta)) + \rho Y_s(\theta) + \rho \bar{X}^\rho_s(\theta), \bar{u}(s) + \rho \nu(s)) - f(\bar{X}_s(\theta), \bar{u}(s)) \right] \mu_f(d\theta) ds
\]
\[
- \int_0^t S(t - s) \int_{-d}^d \left[ D_x f(\bar{X}_s(\theta), \bar{u}(s)) Y_s(\theta) + D_u f(\bar{X}_s(\theta), \bar{u}(s)) \nu(s) \right] \mu_f(d\theta) ds
\]
with $\tilde{X}^\rho(0) = 0$ as initial datum. Via standard computations we obtain

$$\tilde{X}^\rho(t) = \int_0^t S(t - s) \int_0^1 \int_{-d}^0 D_x f (\tilde{X}_s(\theta) + \lambda \rho (Y_s(\theta) + \tilde{X}^\rho(\theta)), \tilde{u}(s)) \tilde{X}^\rho(\theta) \mu_f (d\theta) d\lambda ds + \int_0^t S(t - s) \int_0^1 \int_{-d}^0 [D_x f (\tilde{X}_s(\theta) + \lambda \rho (Y_s(\theta) + \tilde{X}^\rho(\theta)), \tilde{u}(s)) - D_x f (\tilde{X}_s(\theta), \tilde{u}(s)))] Y_s(\theta) \mu_f (d\theta) d\lambda ds$$

$$+ \int_0^t S(t - s) \int_0^1 \int_{-d}^0 [D_u f (\tilde{X}_s(\theta) + \lambda \rho (Y_s(\theta) + \tilde{X}^\rho(\theta)), \tilde{u}(s)) + \lambda \rho v(s)) - D_u f (\tilde{X}_s(\theta), \tilde{u}(s)))] v(s) \mu_f (d\theta) d\lambda ds,$$

so that

$$|\tilde{X}^\rho(t)|^2_H \leq K \int_0^t \|S(t - s)\|^2_{L(H)} \int_0^1 \int_{-d}^0 \tilde{X}^\rho(\theta) \mu_f (d\theta) |^2_H ds + \int_0^T \|S(t - T)\|^2_{L(H)} \int_0^1 \int_{-d}^0 [D_x f (\tilde{X}_t(\theta) + \lambda \rho (Y_t(\theta) + \tilde{X}^\rho(\theta)), \tilde{u}(t)) - D_x f (\tilde{X}_t(\theta), \tilde{u}(t)))] Y_t(\theta) \mu_f (d\theta) |^2_H dt$$

$$+ \int_0^T \|S(t - T)\|^2_{L(H)} \int_0^1 \int_{-d}^0 [D_u f (\tilde{X}_t(\theta) + \lambda \rho (Y_t(\theta) + \tilde{X}^\rho(\theta)), \tilde{u}(t) + \lambda \rho v(t)) - D_u f (\tilde{X}_t(\theta), \tilde{u}(t)))] v(t) \mu_f (d\theta) |^2_H dt$$

$$\leq K \int_0^T \int_{-d}^0 \tilde{X}^\rho(\theta) \mu_f (d\theta) |^2_H ds + \nu_\rho(T),$$

where the constant $K$ only depends on $T$ and $\nu_\rho(T)$ is defined by

$$\nu_\rho(T) = \int_0^T \|S(T - t)\|^2_{L(H)} \int_0^1 \int_{-d}^0 [D_x f (\tilde{X}_t(\theta) + \lambda \rho (Y_t(\theta) + \tilde{X}^\rho(\theta)), \tilde{u}(t) + \lambda \rho v(t)) - D_x f (\tilde{X}_t(\theta), \tilde{u}(t))]] v(t) \mu_f (d\theta) |^2_H dt.$$  

By the boundedness of $D_x f (\cdot)$ and $D_u f (\cdot)$, we have that $\nu_\rho(t) \to 0$ as $\rho \to 0$.

$$|\tilde{X}^\rho(t)|^2_H \leq K \int_0^T \sup_{r \in [0,t]} |\tilde{X}^\rho(r)|^2_H ds + \nu_\rho(T)$$

$$\leq K \int_0^T \sup_{r \in [0,t]} |\tilde{X}^\rho(r)|^2_H ds + \nu_\rho(T),$$

Now we can take the supremum on the left hand side

$$\mathbb{E} \sup_{t \in [0,T]} |\tilde{X}^\rho(t)|^2_H \leq K \mathbb{E} \int_0^T \sup_{r \in [0,t]} |\tilde{X}^\rho(r)|^2_H ds + \mathbb{E} \nu_\rho(T).$$

Using the Gronwall inequality and the convergence $\nu_\rho(t) \to 0$, as $\rho \to 0$, we get the result. \qed

4. A NEW FORM OF ANTICIPATED BACKWARD SPDE

In this section we study ABSDEs with suitable form to be the adjoint equation in problems with delay. The solvability of this class of equations allows to formulate a stochastic maximum principle for infinite dimensional controlled state equations with delay, with final cost functional depending on the history of the process.

Many recent papers, we cite among others \cite{1, 17, 2} and \cite{15}, deal with similar problems, but only in the case of final cost not depending on the past of the process. Such a general case is treated in the paper \cite{14} for finite dimensional systems, and it is here proved by means of ABSDEs.
We will consider the following infinite dimensional ABSDE, which in integral form is given by
\[
p(t) = \int_{t∧(T−d)}^{T} S(s − t)' D_x h(X(s))\mu_h(ds)
\]
\[
+ \int_{t}^{T} S(s − t)'\mathbb{E}^{F_t}\int_{−d}^{0} D_x f(X(s), u(s − \theta))' p(s − \theta)\mu_f(d\theta)ds
\]
\[
+ \int_{t}^{T} S(s − t)'\mathbb{E}^{F_t}\int_{−d}^{0} D_x l(X(s + \theta), u(s))\mu_l(d\theta)ds - \int_{t}^{T} S(t − s)' q(s) dW(s), \quad t \in [0,T]
\]
\[
p(t) = 0, \quad \text{for all } t \in [T, T + d], \mathbb{P} - \text{a.s.}, \quad q(t) = 0 \quad \text{a.e. } t \in [T, T + d], \mathbb{P} - \text{a.s.}
\]
(41)

If we do not make additional assumption on the measure \(\mu_h\), the differential form of equation (41) does not make sense, since the term
\[
d_t \left[ \int_{t∧(T−d)}^{T} S(s − t)' D_x h(X(s))\mu_h(ds) \right]
\]
is not well defined for every \(t \in [0,T]\), while the notion of mild solution is meaningful also in this case.

**Definition 1.** We say that equation (41) admits a mild solution if there is a couple of processes
\[
(p, q) \in L^2_F(\Omega \times [0, T + d]; H) × L^2_F(\Omega \times [0, T + d]; \mathcal{L}_2(K; H))
\]
that solves equation (41) for all \(t \in [0, T + d]\).

We will prove existence and uniqueness for such equation by an approximation procedure. We start by recalling the following apriori estimates.

**Lemma 4.** Let \(\gamma \in L^2_F(\Omega \times [0, T]; H)\) be a progressively measurable process and \(\xi \in L^2_F(\Omega; H)\). Then the mild solution to
\[
-dp(t) = A'p(t)dt + \gamma(t)dt - q(t)dW(t), \quad p(T) = \xi
\]
satisfies the following a priori estimate \(\forall t \in [0,T]\), for every \(\beta > 0\):
\[
\mathbb{E} \int_0^T \left( |p(t)|_H^2 + |q(t)|_{L^2(H；K；H)}^2 \right) e^{\beta t} dt \leq C \left[ \mathbb{E}[|\xi|_H^2 e^{\beta T}] + \frac{2\beta}{\beta} \mathbb{E} \int_0^T |\gamma(t)|_H^2 e^{\beta t} dt \right]
\]
(42)

for some constant \(C\) depending on \(T\) and the constants appearing in Hypothesis 1.

**Proof.** The solution to this equation was proved in [13], Proposition 2.1, see also [11] for the estimates with exponential weights, Theorem 4.4 in particular estimate (4.13) and (4.14). □

Suppose first that the final cost is independent of the past, which is to say that in Hypothesis \(\mu_h\) coincides with \(\delta_T\), the Dirac measure in \(T\). If the final cost is independent on the past, in the adjoint equation (41) the terminal condition is given at the final time \(T\) and it is equal to \(D_x h(X(T)) \in L^2_F(\Omega; H)\). Let us consider the following anticipated backward SPDE (ABSDE):
\[
-dp(t) = A'p(t)dt + \mathbb{E}^{F_t} \int_{−d}^{0} D_x f(X(t), u(t − \theta))' p(t − \theta)\mu_f(d\theta)dt
\]
\[
+ \mathbb{E}^{F_t} \int_{−d}^{0} D_x l(X(t + \theta), u(t))\mu_l(d\theta)dt - q(t) dW(t)
\]
\[
p(T) = D_x h(X(T))
\]
\[
p(t) = 0, \quad \text{for all } t \in [T, T + d], \mathbb{P} - \text{a.s.}, \quad q(t) = 0 \quad \text{a.e. } t \in [T, T + d], \mathbb{P} - \text{a.s.}
\]
(43)

We extend the notion of mild solutions to the anticipating case.

**Definition 2.** We say that equation (43) admits a mild solution if there is a couple of processes
\[
(p, q) \in L^2_F(\Omega \times [0, T + d]; H) × L^2_F(\Omega \times [0, T + d]; \mathcal{L}_2(K; H))
\]
that solves the following equation, for all $t \in [0, T]$:

$$
p(t) = S(T - t)'D_x h(X(T)) + \int_t^T S(s - t)'E^T \int_{-d}^0 D_x f(X(s), u(s - \theta))'p(s - \theta)\mu_f(d\theta)ds + \int_t^T S(s - t)' \int_{-d}^0 D_x l(X(s + \theta), u(s))\mu_l(d\theta)ds - \int_t^T S(t - s)'q(s) dW(s)
$$

And $p(t) = 0$ for all $t \in [T, T + d], \mathbb{P}$-a.s., $q(t) = 0$ a.e. $t \in [T, T + d], \mathbb{P}$-a.s.

**Theorem 4.** Suppose that Hypothesis \[7\] holds, with $\mu_h = \delta_T$. Then the anticipated backward SPDE \[44\] admits a unique mild solution $(p, q) \in L^2_t(\Omega \times [0, T + d]; H) \times L^2_t(\Omega \times [0, T + d]; L_2(K; H))$.

Moreover we have that, for $\beta$ large enough

$$
\mathbb{E} \int_0^{T + d} \left( \frac{1}{2} |p(t)|^2_H + |q(t)|^2_{L_2(K; H)} \right) e^{\beta t} dt \leq C \left[ 1 + \mathbb{E} \sup_{t \in [-d, T]} |X(t)|^2_H \right] + \mathbb{E} \int_0^T |u(t)|_Y^2 dt
$$

for some constant $C$ depending on $\beta, T$ and the constants appearing in Hypothesis 1.

**Proof.** In order to prove the existence of a solution to \[44\], we want to construct a contraction map, as in \[18\], in the finite dimensional case, but with some differences due to the infinite dimensional setting. Given a pair of processes $(y, z) \in L^2_t(\Omega \times [0, T + d]; H) \times L^2_t(\Omega \times [0, T + d]; L_2(K; H))$, we define the contraction map $\Gamma: L^2_t(\Omega \times [0, T + d]; H) \times L^2_t(\Omega \times [0, T + d]; L_2(K; H)) \to L^2_t(\Omega \times [0, T + d]; H) \times L^2_t(\Omega \times [0, T + d]; L_2(K; H))$ using the mild formulation:

$$
\begin{align*}
p(t) &= S(t - T)'D_x h(X(T)) + \int_t^T S(s - T)'\gamma(s, y_s)ds - \int_t^T S(t - s)'q(s) dW(s) \\
p(t) &= 0 \quad \forall t \in [T, T + d], \mathbb{P} - a.s. \\
q(t) &= 0 \quad a.e. \ t \in [T, T + d], \mathbb{P} - a.s.
\end{align*}
$$

where

$$
\gamma(s, y_s) = \mathbb{E}^T \int_{-d}^0 D_x f(X(s), u(s - \theta))'y(s - \theta)\mu_f(d\theta) + \int_{-d}^0 D_x l(X(s + \theta), u(s))\mu_l(d\theta)
$$

that belongs to $L^2_t(\Omega \times [0, T + d]; H)$, thanks to the assumptions on $f$ and $l$ and \[26\]. We define the map $\Gamma$ from $L^2_t(\Omega \times [0, T + d]; H) \times L^2_t(\Omega \times [0, T + d]; L_2(K; H))$ to itself, such that $\Gamma(y, z) = (p, q)$ and $\Gamma(y', z') = (p', q')$, where $y, y'$ and $z, z'$ are arbitrary elements of the space just defined. Denote their differences by

$$
\begin{align*}
(\hat{y}, \hat{z}) &= (y - y', z - z'), \\
(\hat{p}, \hat{q}) &= (p - p', q - q')
\end{align*}
$$

Using estimate in Lemma \[3\] according to the definition of $p, p', q, q'$ we can say that

$$
\mathbb{E} \int_0^{T + d} \left( |\hat{p}(t)|^2_H + |\hat{q}(t)|^2_{L_2(K; H)} \right) e^{\beta t} dt \leq \frac{2C}{\beta} \mathbb{E} \int_0^T |\gamma(t, y_t) - \gamma(t, y'_t)|^2 e^{\beta t} dt
$$

The right hand side of the estimate can be rewritten using the special form of $\gamma$, then

$$
\mathbb{E} \int_0^{T + d} \left( |\hat{p}(t)|^2_H + |\hat{q}(t)|^2_{L_2(K; H)} \right) e^{\beta t} dt \leq \frac{2C}{\beta} \mathbb{E} \int_0^T \int_{-d}^0 D_x f(X(t), u(t - \theta))'\hat{y}(t - \theta)\mu_f(d\theta)|^2 e^{\beta t} dt
\leq \frac{2C}{\beta} \mathbb{E} \int_0^T \int_{-d}^0 |\hat{y}(t - \theta)|^2_H|\mu_f|(d\theta) e^{\beta t} dt
$$

After a change of variable $s = t - \theta$ we obtain

$$
\mathbb{E} \int_0^T \int_{-d}^0 |\hat{y}(t - \theta)|^2_H|\mu_f|(d\theta) e^{\beta t} dt \leq \mathbb{E} \int_0^T \int_{-d}^0 |\hat{y}(s)|^2_H e^{\beta(s + \theta)}|\mu_f|(d\theta) ds + \mathbb{E} \int_0^T \int_{-d}^0 |\hat{y}(s)|^2_H e^{\beta(s + \theta)}|\mu_f|(d\theta) ds + \mathbb{E} \int_0^T \int_{-d}^0 |\hat{y}(s)|^2_H e^{\beta(s + \theta)}|\mu_f|(d\theta) ds
$$

(46)

So that, there exists a constant $C$, that depends on $T$, such that

$$
\frac{2}{\beta} \mathbb{E} \int_0^T \int_{-d}^0 |\hat{y}(t - \theta)|^2_H|\mu_f|(d\theta) e^{\beta t} dt \leq \frac{2C}{\beta} \mathbb{E} \int_0^{T + d} |\hat{y}(t)|^2_H e^{\beta t} dt
$$

(47)
We can choose $\beta$ such that the map $\Gamma$ is a strict contraction. By the Fixed Point Theorem we get existence and uniqueness of a mild solution. Let us come to the estimate. Let $(p, q)$ be the fixed point solution, hence by (12) we have, for a $\beta$ large enough:

\[
E \int_0^{T+d} \left( \frac{1}{2} |p(t)|^2_H + |q(t)|^2_{L^2(K;H)} \right) e^{\beta t} dt 
\leq C \left[ 1 + e^{\beta T} \mathbb{E} |D_x h(X(T))|^2_H + \frac{2e^{\beta T}(T^2 + d)}{\beta} \mathbb{E} \sup_{t \in [-d, T]} |X(t)|^{2j} + \frac{2e^{\beta T}}{\beta} \mathbb{E} \int_0^T |u(t)|^2 dt \right]
\leq C \left[ 1 + e^{\beta T} \left( C_4 + \frac{2(T + d)}{\beta} \right) \mathbb{E} \sup_{t \in [-d, T]} |X(t)|^{2(j+1)} + \frac{2e^{\beta T}}{\beta} \mathbb{E} \int_0^T |u(t)|^2 dt \right].
\]

Notice that the constant $C$ does not depend on $\beta$, since it comes from (13). \hfill \Box

In the following, we build an approximating ABSEDE whose differential form still makes sense and can approximate equation (41). Such approximating ABSEDE is obtained by a suitable approximation of $\mu_n$: the construction of this sequence of approximating measures $(\mu_n^p)_{n \geq 1}$ is given in the following Lemma.

**Lemma 5.** Let $\bar{\mu}$ be a finite regular measure on $[T - d, T]$, such that $\bar{\mu}(\{T\}) = 0$. There exists a sequence $(\bar{\mu}^n)_{n \geq 1}$ of finite regular measures on $[T - d, T]$, absolutely continuous with respect to $\lambda_{[T - d, T]}$, the Lebesgue measure on $[T - d, T]$, such that

\[
\bar{\mu} = w^* - \lim_{n \to \infty} \bar{\mu}^n,
\]

that is for every $\phi \in C_b([T - d, T]; \mathbb{R})$

\[
\int_{T - d}^T \phi d\bar{\mu} = \lim_{n \to \infty} \int_{T - d}^T \phi d\bar{\mu}^n.
\]

**Proof.** We notice that, denoted by $\mathcal{M}$ the set of regular probability measures on a bounded and closed interval $I$, then $\text{Extr}\mathcal{M} = \{ \delta_x : x \in I \}$. Moreover, by the Krein-Milman Theorem it turns out that $\mathcal{M} = \bar{\text{co}}\text{Extr}\mathcal{M} = \bar{\text{co}} \{ \delta_x : x \in I \}$, and so any probability measure in $\mathcal{M}$ can be approximated by a linear convex combination of $\delta_x$, $x \in I$.

Our aim is to approximate a finite regular measure $\bar{\mu}$ on the interval $I = [T - d, T]$. To this aim, there exist (at least) two positive, finite, regular measures $\bar{\mu}^+$ and $\bar{\mu}^-$ such that $\forall A \in \mathcal{B}([T - d, T]),$

\[
\bar{\mu}(A) = \bar{\mu}^+(A) - \bar{\mu}^-(A).
\]

Since $\bar{\mu}^+$ and $\bar{\mu}^-$ are positive, finite, regular measures on $[T - d, T]$, it is possible to associate to $\bar{\mu}^+$ and $\bar{\mu}^-$ two regular probability measures $\mathbb{P}^+$ and $\mathbb{P}^-$ such that

\[
\mathbb{P}^+ = \frac{\bar{\mu}^+([T - d, T])}{\mathbb{P}^+([T - d, T])}, \quad \mathbb{P}^- = \frac{\bar{\mu}^-([T - d, T])}{\mathbb{P}^-([T - d, T])}.
\]

By what pointed out at the beginning of the proof, each of the two regular probability measures $\mathbb{P}^+$ and $\mathbb{P}^-$ can be approximated by a linear convex combination of $\delta_x$, $x \in I$, namely

\[
\bar{\mu}^+ = w^* - \lim_{n \to \infty} \bar{\mu}^+([T - d, T]) \sum_{k=1}^n \alpha_k \delta_{x_k}, \quad x_k \in I, \alpha_k \geq 0, \sum_{k=1}^n \alpha_k = 1;
\]

\[
\bar{\mu}^- = w^* - \lim_{n \to \infty} \bar{\mu}^-([T - d, T]) \sum_{k=1}^n \beta_k \delta_{y_k}, \quad y_k \in I, \beta_k \geq 0, \sum_{k=1}^n \beta_k = 1;
\]

and so

\[
\bar{\mu} = w^* - \lim_{n \to \infty} \left[ \bar{\mu}^+([T - d, T]) \sum_{k=1}^n \alpha_k \delta_{x_k} - \bar{\mu}^-([T - d, T]) \sum_{k=1}^n \beta_k \delta_{y_k} \right],
\]

where

\[
x_k, y_k \in I, \alpha_k \geq 0, \sum_{k=1}^n \alpha_k = 1, \beta_k \geq 0, \sum_{k=1}^n \beta_k = 1.
\]
This gives and approximation of $\bar{\mu}$ by means of discrete measures. Now each $\delta$ measure can be approximated by means of a measure which is absolutely continuous with respect to the Lebesgue measure. Namely let us set

$$m_n = \min_{k=1,\ldots,n-1} (x_{k+1} - x_k),$$

and let us consider the measures $\lambda_{k,j}, j < \frac{m_n}{\nu},$ absolutely continuous with respect to $\lambda,$ such that $\forall A \in B(I)$

$$\lambda_{k,j}(A) = \int_A \frac{1}{j} \chi_{[x_k,x_{k+j})}(x) \, dx.$$  

It turns out that, for each $k,$

$$\delta_k = w^* - \lim_{j \to \infty} \lambda_{k,j}.$$  

Moreover for every function $\xi \in C_b(I),$ by the mean value Theorem, with $x_{k^*} \in [x_k, x_{k+j}], j < \frac{m_n}{\nu}$

$$\left| \sum_{k=1}^{n} \alpha_k \left[ \int_I \xi(x) \, d\delta_{x_k}(x) - \int_I \xi(x) \lambda_{k,j}(x) \, dx \right] \right| = \left| \sum_{k=1}^{n} \alpha_k (\xi(x_k) - \xi(x_{k^*})) \right|$$

$$\leq \sum_{k=1}^{n} \alpha_k \omega (|x_k - x_{k^*}|) \leq \omega (m_n) \sum_{k=1}^{n} \alpha_k = \omega (m_n) \to 0 \text{ as } n \to \infty,$$

where $\omega(\cdot)$ is the modulus of continuity of $\xi.$ The desired approximation result holds true. 

**Remark 3.** Notice that the aim is the approximation of the measure $\mu_h$ in equation (41), in order to give sense to the differential form of such equation, and for this measure it can be $\mu_h(\{T\}) \neq 0.$ To the measure $\mu_h$ we can associate another measure $\bar{\mu}_h$ such that for any $A \in B([T - d, T])$

$$\bar{\mu}_h(A) = \mu_h(A \setminus \{T\}).$$  

(50)

Roughly speaking the measure $\bar{\mu}_h$ is obtained by the original measure $\mu_h,$ by subtracting to $\mu_h$ its mass in $\{T\}.$ Lemma 4 ensures that there exists a sequence of measures $(\bar{\mu}_h^n)_{n \geq 1},$ on $[T - d, T],$ which are absolutely continuous with respect to the Lebesgue measure on $[T - d, T]$ and that are $w^*$-convergent to $\bar{\mu}_h.$

We can define the following regular approximations of equation (41) by approximating $\bar{\mu}_h$ obtained by $\mu_h$ in (50). We first introduce a preliminary equation

$$p^n(t) = \int_{I \cap (T - d)} S(s - t)' D_x h(X(s)) \bar{\mu}_h^n (ds)$$

$$+ \int_t^T S(s - t)' \Lambda(s) \, ds + \int_t^T S(s - t)' q^n(s) \, dW_s, \quad t \in [0, T]$$

(51)

where $\Lambda \in L^2_T(\Omega \times [0, T]; H).$ We can prove that:

**Lemma 6.** Assume Hypothesis 1 and that $\Lambda \in L^2_T(\Omega \times [0, T]; H).$ Then there exists a unique mild solution to (51). Moreover there exists a positive constant $C,$ depending only on $T$ and constants appearing in Hypothesis 1, such that for every $\beta > 0$

$$\mathbb{E} \int_0^T \left( \frac{1}{2} |p^n(t)|_H^2 + |q^n(t)|_{L^2(K; H)}^2 \right) e^{\beta t} \, dt$$

$$\leq C \left[ \mathbb{E} \int_0^T e^{\beta t} \int_{I \cap (T - d)} S(s - t)' D_x h(X(s)) \bar{\mu}_h^n (ds) \right]_H^2 \, dt$$

$$+ \frac{2}{\beta} \mathbb{E} \int_0^T |\Lambda(t)|_H^2 e^{\beta t} \, dt + \mathbb{E} \int_0^T e^{\beta t} \int_{I \cap (T - d)} S(s - t)' K(s, t) \bar{\mu}_h^n (ds) \right]_{L^2(K; H)}^2 \, dt$$

(52)

where $K \in L^2_T(\Omega \times [0, T] \times [0, T]; L^2(K; H))$ is such that for every $s \geq t \geq 0$:

$$\mathbb{E} \int_s^T D_z h(X(s)) = D_x h(X(s)) - \int_s^T K(s, \theta) \, dW_\theta, \quad d\mathbb{P} \times d\theta \text{ a.s.}$$

(53)
Proof. Let us notice first of all that $\tilde{\mu}_h^n(dt) = \tilde{\zeta}_h^n(t) dt$, with $\tilde{\zeta}_h^n \in L^\infty([T - d, T])$, thus the term $D_x h(X(s))\tilde{\zeta}_h^n(s)$ can be treated as a “normal” forcing term and lemma 4 can be applied to get existence and uniqueness of (51), for every $n$.

We concentrate on the estimate (52), we consider $t > T - d$, the most critical case:

$$p^n(t) = \mathbb{E}^{\mathbb{F}_t} p^n(t) = \mathbb{E}^{\mathbb{F}_t} \int_t^T S(s - t') D_x h(X(s)) \tilde{\mu}_h^n(ds) + \mathbb{E}^{\mathbb{F}_t} \int_t^T S(s - t') \Lambda(s)ds$$  \hspace{1cm} (54)

by standard estimates we get:

$$\mathbb{E} \int_0^T \frac{1}{2} \left| p^n(t) \right|^2_H e^{\beta t} dt \leq \int_0^T e^{\beta t} \mathbb{E} \left| \int_t^T S(s - t') D_x h(X(s)) \tilde{\mu}_h^n(ds) \right|^2_H dt$$

$$+ \mathbb{E} \int_0^T e^{\beta t} \left( \int_t^T e^{-\beta s} ds \int_t^T e^{\beta s} |S(s - t')\Lambda(s)|^2_H ds \right) dt$$

$$\leq \int_0^T e^{\beta t} \mathbb{E} \left| \int_t^T S(s - t') D_x h(X(s)) \tilde{\mu}_h^n(ds) \right|^2_H dt + \frac{M}{\beta} \int_0^T e^{\beta t} |\Lambda(t)|^2_H dt$$

where the constant $M$ depends on $T$ and the constants appearing in Hypothesis 1.

Let us come to the martingale term $q^n$. Following [13], we get that:

$$q^n(t) = \int_t^T S(s - t') K(s, t) \tilde{\mu}_h^n(ds) + \int_t^T S(s - t') \tilde{K}(s, t) ds, \quad d\mathbb{P} \times dt \text{ a.s.}$$  \hspace{1cm} (55)

where $K, \tilde{K}$ are given by the Martingale Representation Theorem respectively in (53) and (54).

Thus, see also [11], section 4, equation (4.14), we get that

$$\mathbb{E} \int_0^T e^{\beta t} |q^n(t)|^2_{L_2(K;H)} dt \leq 2\mathbb{E} \left[ \int_0^T e^{\beta t} \left| \int_t^T S(s - t') K(s, t) \tilde{\mu}_h^n(ds) \right|^2_{L_2(K;H)} dt + \frac{C}{\beta} \int_0^T e^{\beta t} |\Lambda(t)|^2_H dt \right]$$

where $C$ depends only on $T$ and the constants appearing in Hypothesis 1. The case when $0 \leq t \leq T - d$ can be treated in the same way. \hfill \Box

**Proposition 3.** Let Hypothesis 1 holds true, let $\tilde{\mu}_h$ be defined by (50), and let us consider $(\mu^n_h)_{n \geq 0}$ the $w^*$-approximations of $\tilde{\mu}_h$, absolutely continuous with respect to the Lebesgue measure on $[T - d, T]$. Let us consider the approximating ABSDEs (of “standard” type):

$$p^n(t) = \int_{t\vee(T-d)}^T S(s - t') D_x h(X(s)) \tilde{\mu}_h^n(ds)$$

$$+ \int_t^T S(s - t') \mathbb{E}^{\mathbb{F}_s} \int_d^0 D_x f(X(s), u(s - \theta))/p^n(s - \theta) \mu_f(d\theta) ds$$

$$+ \int_t^T S(s - t') \mathbb{E}^{\mathbb{F}_s} \int_d^0 D_x f(X(s + \theta), u(s)) \mu_h(d\theta) ds - \int_t^T S(t - s') q^n(s) dW(s)$$

$$+ S(T - t') D_x h(X(T')) \mu_h(\{T\}), \quad t \in [0, T]$$

$p^n(t) = 0 \quad \forall t \in [T, T + d], \mathbb{P} - \text{a.s.} \quad q^n(t) = 0 \quad \text{a.e. } t \in [T, T + d], \mathbb{P} - \text{a.s.}$

Then the pair $(p^n, q^n)$, solution to (57), converges in $L^2(\Omega \times [0, T + d]; H) \times L^2(\Omega \times [0, T + d]; L_2(K; H))$ to the pair $(p, q)$, mild solution to (51). Moreover such solution is unique in $L^2(\Omega \times [0, T + d]; H) \times L^2(\Omega \times [0, T + d]; L_2(K; H))$.

**Proof.** Let us first prove that the sequence $(p^n, q^n)_n$ is a Cauchy sequence in $L^2(\Omega \times [0, T + d]; H) \times L^2(\Omega \times [0, T + d]; L_2(K, H))$. The equation satisfied by $(p_n^k - p_n^k, q_n^k - q_n^k)$, $n, k \geq 1$, turns out to be an ABSDE:
\[(p^n - p^k)(t) = \int_{t \in (T-d)}^T S(s - t)' D_x h(X(s)) \bar{\mu}_n^k(ds) - \int_{t \in (T-d)}^T S(s - t)' D_x h(X(s)) \bar{\mu}_n^k(ds) + \int_0^T S(s - t)' E_s \int_{t - d}^0 D_x f(X(s), u(s - \theta))'(p^n - p^k)(s - \theta) \mu_f(d\theta) ds + \int_0^T S(s - t)' (q^n - q^k)(s) dW(s) \] (58)

Now we use estimate \[52\] with \(\Lambda(s) = E_\mathcal{F}_s \int_{t - d}^0 D_x f(X(s), u(s - \theta))'(p^n - p^k)(s - \theta) \mu_f(d\theta) ds\) to get

\[E \int_0^{T+d} \left( \frac{1}{2} |(p^n - p^k)(t)|^2_H + |q^n - q^k|^2_{\mathcal{L}_2(K;H)} \right) e^{\beta t} dt \leq C \left[ E \int_0^T e^{\beta t} \left( \int_{t \in (T-d)}^T S(s - t)' D_x h(X(s)) (\bar{\mu}_n^k - \mu_h^k)(ds) \right)^2_H dt + \right. \]

\[+ E \int_0^T e^{\beta t} \left( \int_{t \in (T-d)}^T S(s - t)' K(s, t) (\bar{\mu}_n^k - \mu_h^k)(ds) \right)^2_{\mathcal{L}_2(K;H)} dt \]

\[+ \frac{2}{\beta} E \int_0^{T+d} |(p^n - p^k)(t)|^2_H e^{\beta t} dt \] (59)

Hence, choosing \(\beta\) such that \(\frac{2}{\beta} \leq \frac{1}{2}\) we get that

\[E \int_0^{T+d} \left( \frac{1}{4} |(p^n - p^k)(t)|^2_H + |q^n - q^k|^2_{\mathcal{L}_2(K;H)} \right) e^{\beta t} dt \leq C \left[ E \int_0^T e^{\beta t} \left( \int_{t \in (T-d)}^T S(s - t)' D_x h(X(s)) (\bar{\mu}_n^k - \mu_h^k)(ds) \right)^2_H dt + \right. \]

\[+ E \int_0^T e^{\beta t} \left( \int_{t \in (T-d)}^T S(s - t)' K(s, t) (\bar{\mu}_n^k - \mu_h^k)(ds) \right)^2_{\mathcal{L}_2(K;H)} dt \] (60)

In order to prove that the sequence \((p^n, q^n)\) is a Cauchy sequence, we need to exploit the \(w^*\)-convergence of the sequence of measures \(\bar{\mu}_n^k\) as \(n \to \infty\).

Let us consider the first term, since \(s \to S(s - t)' D_x h(X(s))\) is continuous \(\mathbb{P}\)-a.s. and uniformly bounded we have, by the Dominated Convergence Theorem:

\[\lim_{n,k \to +\infty} E \int_0^T e^{\beta t} \left( \int_{t \in (T-d)}^T S(s - t)' D_x h(X(s)) (\bar{\mu}_n^k - \mu_h^k)(ds) \right)^2_H dt = 0. \] (61)

The second term requires some work, since \(s \to S(s - t)' K(s, t)\) is not continuous. First of all we notice that by \[53\] we get, by hypothesis

\[E \int_0^s |K(s, t)|^2_{\mathcal{L}_2(K;H)} dt \leq 4E |D_x h(X(s))|^2 \leq 4C. \]

Hence, we get

\[E \int_{T-d}^T \int_0^s |K(s, t)|^2_{\mathcal{L}_2(K;H)} dt d\mu_h (|\bar{\mu}_h|((T - d, T])) \leq 4C |\bar{\mu}_h|(T - d, T). \] (62)

where \(\bar{\mu}_h\) is the weak limit of the measures \(\bar{\mu}_n^k\), and \(|\bar{\mu}_h|\) is the positive measure given by \(\bar{\mu}_h^+ + \bar{\mu}_h^-\).

Now we introduce some processes \(K^\varepsilon(s, t)\) such that \(s \to K^\varepsilon(s, t)\) has a continuous version for all \(t \in [0, T]\), and that can be chosen so that:

\[|K^\varepsilon(s, t)| \leq |K(s, t)|, \quad \text{a.e. } s, t \in [T - d, T] \times [0, T] \text{ and } \mathbb{P} \text{- a.s.}, \] (63a)

\[\lim_{\varepsilon \to 0} E \int_0^T \int_{T-d}^T |K^\varepsilon(s, t) - K(s, t)|^2 |\bar{\mu}_h|(ds) dt = 0. \] (63b)

Such properties are very well known for \(H = \mathbb{R}\), see for instance \[19\], and can be easily extended to a separable Hilbert space going through a basis expansion.
We can finally conclude noticing that:

\[
\mathbb{E} \int_0^T e^{\beta t} \left| \int_{t\wedge(T-d)}^T S(s-t)' K(s,t)(\bar{\mu}_h^n - \bar{\mu}_h^k)(ds) \right|^2_{L_2(K;H)} dt \\
\leq 2 \left[ \mathbb{E} \int_0^T e^{\beta t} \left| \int_{t\wedge(T-d)}^T S(s-t)' K^\varepsilon(s,t)(\bar{\mu}_h^n - \bar{\mu}_h^k)(ds) \right|^2_{L_2(K;H)} dt \\
+ \mathbb{E} \int_0^T e^{\beta t} \left| \int_{t\wedge(T-d)}^T S(s-t)' (K(s,t) - K^\varepsilon(s,t))(\bar{\mu}_h^n - \bar{\mu}_h^k)(ds) \right|^2_{L_2(K;H)} dt \right] \\
\leq C \left[ \mathbb{E} \int_0^T e^{\beta t} \left| \int_{t\wedge(T-d)}^T S(s-t)' K^\varepsilon(s,t)(\bar{\mu}_h^n - \bar{\mu}_h^k)(ds) \right|^2_{L_2(K;H)} dt \\
+ \mathbb{E} \int_0^T \int_{T-d}^T |K(s,t) - K^\varepsilon(s,t)|^2_{L_2(K;H)} |\bar{\mu}_h|(ds) dt \right].
\]

We let first \( n \) and \( k \) go to infinity to let the first term go to zero. Then, using (633) and the fact that by the Banach-Steinhaus Theorem

\[
|\bar{\mu}_h^n| \leq |\bar{\mu}_h|,
\]

we let \( \varepsilon \) go to zero and we get the convergence to 0 of the whole expression. So \((p_n, q_n)\) is a Cauchy sequence in \(L^2_T(\Omega \times [0, T+d]; H) \times L^2_T(\Omega \times [0, T+d]; L_2(K, H))\), thus there exists a couple \((\bar{p}, \bar{q})\) such that:

\[
\mathbb{E} \int_0^{T+d} \left| (p^n - \bar{p})(s) \right|^2_{H} ds + \mathbb{E} \int_0^{T+d} \left| (q^n - \bar{q})(s) \right|^2_{L_2(K;H)} ds \to 0 \quad \text{as } n \to \infty. \tag{64}
\]

It remains to show the convergence inside the mild formulation of the equation to get that the limit \((\bar{p}, \bar{q})\) fulfills equation (61). Writing again the equation satisfied by the difference \(p^n - p^k\), and recalling the measurability property typical of the solutions of backward equations, we get:

\[
\mathbb{E}^{\bar{F}_t}\left( (p^n - p^k)(t) = \mathbb{E}^{\bar{F}_t} \int_{t\wedge(T-d)}^T S(s-t)' D_x h(X(s))(\bar{\mu}_h^n - \bar{\mu}_h^k)(ds) \\
+ \mathbb{E}^{\bar{F}_t} \int_t^T S(s-t)' \mathbb{E}^{\bar{F}_s} \int_{-d}^0 D_x f(X(s), u(s-\theta))(p^n - p^k)(s-\theta)\mu_f(d\theta) ds \right). \tag{65}
\]

Similarly to (61), by the Dominated Convergence Theorem, we have

\[
\mathbb{E} \left[ \mathbb{E}^{\bar{F}_t} \int_{t\wedge(T-d)}^T S(s-t)' D_x h(X(s))(\bar{\mu}_h^n - \bar{\mu}_h^k)(ds) \right]^2 \to 0 \quad \text{as } n, k \to +\infty. \tag{66}
\]

Moreover we get that for some constant \( M \), which depends only on \( T \) and the quantities appearing in Hypothesis 1, the following holds

\[
\mathbb{E} \left[ \mathbb{E}^{\bar{F}_t} \int_t^T \mathbb{E}^{\bar{F}_s} S(s-t)' \int_{-d}^0 D_x f(X(s), u(s-\theta))(p^n - p^k)(s-\theta)\mu_f(d\theta) ds \right]^2 \\
\leq M |\mu_f|^2([-d,0]) \mathbb{E} \int_0^{T+d} \left| (p^n - p^k)(r) \right|^2_{H} dr \to 0 \quad \text{as } n, k \to +\infty.
\]

Thus \( \mathbb{E}|p^n(t) - p^k(t)|^2 \to 0 \) as \( k, n \to \infty \) for every \( t \in [0, T] \), and there exists a \( p(t) \) such that \( \mathbb{E}|p^n(t) - p(t)|^2 \to 0 \) as \( n \to \infty \) for every \( t \in [0, T] \). It can be seen, again by the dominated convergence Theorem, that also \( \int_0^{T+d} \mathbb{E}|p^n(t) - p(t)|^2 dt \to 0 \) as \( n \to \infty \) so such limit must coincide with \( \bar{p}(t) \) at least \( \mathbb{P} \) a.s. for a.e. \( t \in [T-d, T] \). We eventually get that \((\bar{p}, \bar{q})\), choosing if necessary \( p \) instead of \( \bar{p} \) is a mild solution to equation (61) since every term in (67) must converge to its expected limit.

Uniqueness is not a problem since as soon as we calculate the difference of two mild solutions, the data disappear and we can treat the equation as in lemma 4.

□
5. Functional SMP: Necessary form

Now we are able to prove a version of the SMP, in its necessary form, for the control problem with state equation and cost functional given by (8) and (10), respectively. Let \((\bar{X}, \bar{u})\) be an optimal pair. We start this section by recovering the form of the derivative of the cost functional.

**Lemma 7.** The cost functional \(J(\cdot)\) is Gateaux differentiable and the derivative has the following form

\[
\frac{d}{d\rho} J(\bar{u}(\cdot) + \rho v(\cdot))|_{\rho=0} = \mathbb{E} \int_{0}^{T} \int_{-d}^{0} D_{x}l(\bar{X}(t + \theta), \bar{u}(t))Y(t + \theta)\mu_{l}(d\theta)dt
\]

\[
+ \mathbb{E} \int_{0}^{T} \int_{-d}^{0} D_{u}l(\bar{X}(t + \theta), \bar{u}(t))v(t)\mu_{l}(d\theta)dt + \mathbb{E} \int_{T-d}^{T} D_{x}h(\bar{X}(\theta))Y(\theta)\mu_{h}(d\theta)
\]

**Proof.** Let \((\bar{X}, \bar{u})\) be an optimal pair and let \(w\) be another admissible control, set \(v = w - \bar{u}\) and \(u^\rho = \bar{u} + \rho w\). We can write the variation of the cost functional in the form

\[
0 \leq J(u^\rho(\cdot)) - J(\bar{u}(\cdot))
\]

\[
= \mathbb{E} \frac{1}{\rho} \int_{0}^{T} \int_{-d}^{0} [l(X^\rho(t + \theta), u^\rho(t)) - l(\bar{X}(t + \theta), \bar{u}(t))] \mu_l(d\theta)dt
\]

\[
+ \mathbb{E} \frac{1}{\rho} \int_{T-d}^{T} [h(X^\rho(\theta)) - h(\bar{X}(\theta))] \mu_h(d\theta) = I_1 + I_2.
\]

Now

\[
I_1 = \mathbb{E} \frac{1}{\rho} \int_{0}^{T} \int_{-d}^{0} [l(X^\rho(t + \theta), u^\rho(t)) - l(\bar{X}(t + \theta), \bar{u}(t))] \mu_l(d\theta)dt
\]

\[
+ \mathbb{E} \frac{1}{\rho} \int_{T-d}^{T} [l(X^\rho(t + \theta), u^\rho(t)) - l(\bar{X}(t + \theta), \bar{u}(t))] \mu_l(d\theta)dt
\]

\[
= \mathbb{E} \int_{0}^{T} \int_{-d}^{0} \int_{0}^{1} (D_{x}l(\bar{X}(t + \theta) + \lambda(X^\rho(t + \theta) - \bar{X}(t + \theta)), u^\rho(t)), (\bar{X}(t + \theta) + Y(t + \theta)))d\lambda\mu_{l}(d\theta)dt
\]

\[
+ \mathbb{E} \int_{0}^{T} \int_{-d}^{0} \int_{0}^{1} (D_{u}l(\bar{X}(t + \theta) + \lambda(X^\rho(t + \theta) - \bar{X}(t + \theta)), \bar{u}(t) + \lambda v(t)), v(t))d\lambda\mu_{l}(d\theta)dt
\]

\[
I_2 = \mathbb{E} \frac{1}{\rho} \int_{T-d}^{T} [h(X^\rho(\theta)) - h(\bar{X}(\theta))] \mu_h(d\theta)
\]

\[
= \mathbb{E} \int_{T-d}^{T} \int_{0}^{1} (D_{x}h(\bar{X}(\theta) + \lambda(X^\rho(\theta) - \bar{X}(\theta)), (\bar{X}(\theta) + Y(\theta)))d\lambda\mu_{h}(d\theta)
\]

From (67) we know that

\[
\lim_{\rho \rightarrow 0} \mathbb{E} \sup_{t \in [0, T]} |\hat{X}^\rho(t)|_{H}^2 = 0
\]

so that, sending \(\rho\) to 0, we obtain the required equivalence

\[
0 \leq \frac{d}{d\rho} J(\bar{u}(\cdot) + \rho v(\cdot))|_{\rho=0} = \mathbb{E} \int_{0}^{T} \int_{-d}^{0} (D_{x}l(\bar{X}(t + \theta)), \bar{u}(t), Y(t + \theta))\mu_{l}(d\theta)dt
\]

\[
+ \mathbb{E} \int_{0}^{T} \int_{-d}^{0} (D_{u}l(\bar{X}(t + \theta), \bar{u}(t)), v(t))\mu_{l}(d\theta)dt + \mathbb{E} \int_{T-d}^{T} (D_{x}h(\bar{X}(\theta)), Y(\theta))\mu_{h}(d\theta)
\]

\[
\square
\]

Now define the Hamiltonian associated to the system by setting \(\mathcal{H} : [0, T] \times C([-d, 0]; H) \times U_c \times H \rightarrow \mathbb{R}\) as

\[
\mathcal{H}(t, x, u, p) = \langle \int_{-d}^{0} f(x(\theta), u)\mu_{f}(d\theta), p \rangle_{H} + \int_{-d}^{0} l(x(\theta), u)\mu_{l}(d\theta)
\]

\[
= \langle F(x, u), p \rangle_{H} + L(t, x, u).
\]

\[
(67)
\]
where in the last equality we adopted the formalism introduced in Remark 2.

Let us state the stochastic maximum principle, where for the definition of $\tilde{X}_t$ we refer to [9].

**Theorem 5.** Let Hypothesis 1 be satisfied and suppose that $(\tilde{X}, \tilde{u})$ is an optimal pair for the control problem. Then there exist a pair of processes $(p, q) \in L^2_d(\Omega \times [0, T + d]; H) \times L^2_d(\Omega \times [0, T + d]; L_2(K; H))$ which are the solution to the ABSDE (11) such that the following variational inequality holds

$$
\left( \frac{\partial}{\partial u} H(t, \tilde{X}_t, \tilde{u}(t), p(t), q(t)), w - \tilde{u}(t) \right) \geq 0
$$

for all $w \in U_c$, $\mathbb{P} \times dt$- a.e., where $H$ is the Hamiltonian function defined in (67).

**Proof.** Firstly we study the duality between the first variation process $Y(\cdot)$ and the adjoint process $p(\cdot)$. Then we rewrite the duality using the variation of the cost functional. As a first step we are going to prove the following duality formula

$$
\mathbb{E}(Y(T), D_x h(X(T))\mu_h(\{T\})) + \mathbb{E} \int_T^T \int_0^1 \langle D_x l(X(t + \theta), u(t)), Y(t) \rangle \mu_1(d\theta) dt \\
= \mathbb{E} \int_T^T \int_0^1 \langle D_u f(X(t + \theta), u(t)), v(t) \rangle \mu(f(d\theta)) dt - \int_T^T \langle Y(\theta), D_x h(X(\theta)) \rangle \mu_h(d\theta)
$$

which is the crucial relation from which we can formulate the SMP. Let us recall that the dual equation (41) associated to the system can not be written in differential form. Then, in order to obtain the variational inequality, we have to approximate the measure $\mu_h$, by means of the sequence $\tilde{\mu}_h^n$, once we have subtracted its mass in $\{T\}$. What we obtain is equation (67), which we rewrite below for the reader’s convenience

$$
p^n(t) = \int_t^T S(s - t)' D_x h(X(s))\tilde{\mu}_h^n(ds) \\
+ \int_t^T S(s - t)' \mathbb{E}^{F_t} \int_0^1 D_x f(X(s), u(s - \theta))p^n(s - \theta)\mu_f(d\theta) ds \\
+ \int_T^T S(t - t)' \mathbb{E}^{F_t} \int_0^1 D_x l(s, X(s + \theta), u(s))\mu_1(d\theta) ds - \int_T^T S(t - s)'q^n(s) dW(s) \\
+ S(T - t)'D_x h(X(T))\mu_h(\{T\}), \quad t \in [0, T)
$$

For all $k \in \mathbb{N}$, let $J_k := k(k - A)^{-1}$, the bounded operators such that $\lim_{k \to +\infty} |J_k x - x|_H = 0$, for all $x \in H$. We set $p^n,k(t) := J_k p^n(t)$ and $q^n,k(t) := J_k q^n(t)$, hence by Dominated Convergence Theorem it can be proved:

$$
\mathbb{E} \sup_{t \in [0, T + d]} |p^n,k(t) - p^n(t)|_H^2 \to 0, \quad \text{as } k \to 0,
$$

$$
\mathbb{E} \int_0^{T + d} |q^n,k(t) - q^n(t)|_{\mathcal{L}(K; H)}^2 dt \to 0, \quad \text{as } k \to 0.
$$

Notice that the processes $p^n,k$ admit an Itô differential:

$$
\begin{cases}
-dp^n,k(t) = \left[ A'p^n,k(t) + J_k \int_0^1 D_x f(X(t), u(t - \theta))'p^n(t - \theta)\mu_f(d\theta) \\
+ J_k \int_0^1 D_x l(t, X(t), u(t))\mu_1(d\theta) \right] dt + J_k D_x h(X(t))\tilde{\mu}_h^n(t) dt - q^n,k(t)dW(t),
\end{cases}
$$

where we denoted by $\tilde{\mu}_h^n(\cdot)$ the Radon-Nykodim derivative of $\tilde{\mu}_h^n$, with respect to the Lebesgue measure on $[T - d, T]$. 
Let us now consider the $k$-approximation of the first variation process $Y^k(t) =: J_k Y(t)$, see (33). The equation for $Y^k$ is

$$
\begin{aligned}
\frac{dY^k}{dt}(t) &= AY^k(t) + J_k \int_{-d}^0 D_x f(X(t + \theta), u(t)) Y(t + \theta) \mu_f(d\theta) \\
&\quad + J_k \int_{-d}^0 D_u f(X_t(\theta), u(t)) \mu_f(d\theta) v(t), \\
Y^k(0) &= 0.
\end{aligned}
$$

(72)

One can prove, evaluating the difference between $Y$ and $Y^k$ and using standard arguments, that:

$$
\mathbb{E} \sup_{t \in [-d,T]} |Y^k(t) - Y(t)|^2_H \to 0, \quad \text{as } k \to 0
$$

(73)

Computing the Itô formula for the product $d \langle p^{n,k}(t), Y^k(t) \rangle$, integrating in time and taking expectation we end up with

$$
\begin{aligned}
\mathbb{E} \langle Y^k(T), p^{n,k}(T) \rangle_H &= \mathbb{E} \int_0^T J_k \left( \int_{-d}^0 D_x f(X(t + \theta), u(t)) Y(t + \theta) \mu_f(d\theta), p^{n,k}(t) \right)_H dt \\
&\quad + \mathbb{E} \int_0^T J_k \left( \int_{-d}^0 D_u f(X(t + \theta), u(t)) \mu_f(d\theta) v(t), p^{n,k}(t) \right)_H dt \\
&\quad - \mathbb{E} \int_0^T \langle Y^k(t), J'_k \int_{-d}^0 D_x l(X(t + \theta), u(t)) \mu_l(d\theta) \rangle_H dt \\
&\quad - \mathbb{E} \int_0^T \langle Y^k(t), J'_k \int_{-d}^0 D_u f(X(t), u(t - \theta))' p^n(t - \theta) \mu_f(d\theta) \rangle_H dt \\
&\quad + \mathbb{E} \int_{-d}^T \langle Y^k(\theta), J'_k D_x h(X(\theta)) \zeta^n_k(\theta) \rangle d\theta.
\end{aligned}
$$

(74)

Now we let $k$ tend to $\infty$ to get the following duality relation

$$
\begin{aligned}
\mathbb{E} \langle Y(T), D_x h(X(T)) \mu_h(\{T\}) \rangle + \mathbb{E} \int_0^T \int_{-d}^0 \langle D_x l(X(\theta), u(t))', Y(t) \rangle \mu_l(d\theta) dt \\
&\quad = \mathbb{E} \int_0^T \int_{-d}^0 \langle D_u f(X(t + \theta), u(t))', P^n(t), v(t) \rangle \mu_f(d\theta) dt - \mathbb{E} \int_{-d}^T \langle Y(\theta), D_x h(X(\theta)) \rangle \mu_h^n(d\theta)
\end{aligned}
$$

(75)

In order to obtain the required duality formula (68) we have to pass to the limit as $n \to \infty$ in (75). This can be done using the result on convergence of measures stated in Lemma 3 and the convergence results proved in Proposition 3.

We thus end up with (68), and recalling that:

$$
\mu_h = \bar{\mu}_h + \mu_h(\{T\}) \delta_T
$$

we can write (68) as:

$$
\begin{aligned}
\mathbb{E} \int_{-d}^T \langle Y(\theta), D_x h(X(\theta)) \rangle \mu_h(d\theta) + \mathbb{E} \int_0^T \int_{-d}^0 \langle D_x l(X(\theta), u(t))', Y(t) \rangle \mu_l(d\theta) dt \\
&\quad = \mathbb{E} \int_0^T \int_{-d}^0 \langle D_u f(X(t + \theta), u(t))', P^n(t), v(t) \rangle \mu_f(d\theta) dt.
\end{aligned}
$$

(76)

On the other side, from lemma 7 we know that

$$
0 \leq \frac{d}{dp} J(\tilde{u}(\cdot) + \rho v(\cdot))|_{p=0} = \mathbb{E} \int_0^T \int_{-d}^0 \langle D_x l(t, \tilde{X}(+\theta)), \tilde{u}_t \rangle, Y_t(\theta) \rangle \mu_l(d\theta) dt \\
+ \mathbb{E} \int_0^T \int_{-d}^0 \langle D_u l(t, \tilde{X}(+\theta), \tilde{u}_t, v_t) \rangle \mu_l(d\theta) dt + \mathbb{E} \int_{-d}^T \langle D_x h(\tilde{X}(\theta))', Y(\theta) \rangle \mu_h(d\theta)
$$

(77)
So substituting (76) in (77) we eventually get
\begin{equation}
0 \leq \mathbb{E} \int_0^T \int_{-d}^0 \langle D_u f(X(t+\theta), \tilde{u}(t))p(t), v(t) \rangle \mu_f(d\theta)dt + \mathbb{E} \int_0^T \int_{-d}^0 \langle D_u l(t, X(t+\theta), \tilde{u}_t), v_t \rangle \mu_l(d\theta)dt
= \mathbb{E} \int_0^T \langle \partial_{\tilde{u}} H(t, \tilde{X}_t, \tilde{u}(t), p(t), q(t)), v(t) \rangle dt
\end{equation}
from which the required result holds true. 
\square
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