Abstract

In 2017, Benatar and Maffucci established an asymptotic law for the variance of the nodal surface of arithmetic random waves on the 3-torus in the high energy limit. In the subsequent work Cammarota (2019), Cammarota proved a universal non-Gaussian limit theorem for the nodal surface. In this paper, we study the nodal intersection length and the number of nodal intersection points associated, respectively, with two and three independent arithmetic random waves of same frequency on the 3-torus. For these quantities, we compute their expected value, asymptotic variance as well as their limiting distribution. Our results are based on Wiener-Itô expansions for the volume and naturally complement the findings of Cammarota (2019). At the core of our analysis lies an abstract cancellation phenomenon applicable to the setting of level sets of arbitrary Gaussian random fields, that we believe has independent interest.
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1 Introduction

1.1 Overview

The present paper deals with the high-energy behaviour of the nodal set associated with arithmetic random waves (ARW) on the $3$-torus, $\mathbb{T}^3$. ARWs (first introduced in [ORW08, RW08] for tori of arbitrary dimension) are Gaussian stationary eigenfunctions of the Laplace operator on the torus. In recent years, such a model has been intensively studied, in the framework of a more general program, focussing on the high-energy behaviour of local and non-local functionals of random Laplace eigenfunctions on generic manifolds (see e.g. [CS14, SW19, Roz16, WY19, GW17, MPRW16, DNP+19, Tod18, Tod19, PV19, DEL19]).

Our specific aim is to extend the findings of [BM17], that first provided an exact asymptotic variance for the properly normalised nodal surface area of the nodal set of ARW on $\mathbb{T}^3$, and [Cam19], that subsequently derived the limiting distribution of the normalised nodal surface area. More precisely, the goal of this paper is to study the high energy behaviour of two further geometric quantities associated with vectors of ARWs, namely: (i) the nodal length of so-called dislocation lines of ARWs (see e.g. [Den01]), obtained when intersecting the zero sets of two independent ARWs with the same eigenvalue and (ii) the number of intersection points obtained when intersecting the zero sets of three independent ARWs with the same eigenvalue. For both quantities, we provide the exact expected value, precise variance asymptotics and second-order limit results. Our findings recover and extend the work of [Cam19]. Such a contribution is the latest installment in a series of works exploiting Wiener chaos techniques for deriving limit results of geometric functionals associated with Gaussian fields (see e.g. [CMW16b, CMW16a, EL+16, DNP+19, MPRW16, NPR19, Cam19, DEL19]). Our main source of arithmetic results, serving as building blocks for the nodal variance asymptotics, is [BM17].

An important contribution of our analysis is a detailed study of the Wiener-Itô chaos expansion associated with non-linear geometric functionals of (possibly multi-dimensional) Gaussian fields admitting an integral representation in terms of generalised Jacobians (see Appendix A). In particular, our findings of Section 2.2 provide a full description of a general cancellation phenomenon that (i) explains all exact cancellations for the nodal length of Gaussian Laplace eigenfunctions on manifolds without boundary encountered so far (see e.g. [DNP+19, MRW17, MPRW16, Cam19]); (ii) contains as special cases the projection formulae (see also Appendix B) for nodal length and number of phase singularities of Berry’s Random Wave model (see [NPR19]).
Notation. Throughout this paper, every random object is defined on a probability space \((\Omega, F, \mathbb{P})\). We denote by \(E[\cdot]\) and \(\text{Var}[\cdot]\) the mathematical expectation and the variance with respect to \(\mathbb{P}\), respectively. Also, \(\gamma(x) := (2\pi)^{-1/2}e^{-x^2/2}\) denotes the standard Gaussian probability density on the real line.

For sequences \(\{A_n : n \geq 1\}, \{B_n : n \geq 1\}\), we will use the notation \(A_n \ll B_n\) or \(A_n = O(B_n)\) to indicate that \(A_n \leq CB_n\) for some absolute constant \(C\). We write \(A_n = o(B_n)\) whenever \(A_n/B_n \to 0\) as \(n \to \infty\). Also, we write \(A_n \sim B_n\) whenever \(A_n/B_n \to 1\) as \(n \to \infty\). For random variables, the symbols \(\delta\) and \(\xi\) denote equality and convergence in distribution, respectively.

For an integer \(n \geq 1\), we write \([n] := \{1, \ldots, n\}\). For \(n \geq 0\), we denote by \(\text{Id}_n\) the \(n\)-dimensional identity matrix with the convention that \(\text{Id}_0 := 0 \in \mathbb{R}\). For \(A \in \text{Mat}_{p,q}(\mathbb{R})\) and \(B \in \text{Mat}_{p',q'}(\mathbb{R})\), we write
\[
A \oplus B := \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \in \text{Mat}_{p+p',q+q'}(\mathbb{R})
\]
for the direct sum of \(A\) and \(B\) with the convention \(A \oplus \text{Id}_0 := A\) for every \(A \in \text{Mat}_{p,q}(\mathbb{R})\). Finally, we denote by \(\mathbb{I}\{\cdot\}\) the indicator function.

1.2 Models of ARW and relevant existing results

Let \((M, g)\) be a smooth compact Riemannian manifold and let \(\Delta\) be the associated Beltrami-Laplace operator. The spectrum of \(\Delta\) is purely discrete, that is: (i) there exists a non-decreasing sequence \(\{\lambda_j : j \geq 0\}\) of non-negative eigenvalues of \(-\Delta\), customarily called the energy levels of \(M\), and (ii) the associated eigenfunctions \(\{f_j : j \geq 0\}\), satisfying
\[
\Delta f_j + \lambda_j f_j = 0, \quad j \geq 0, \tag{1.1}
\]
form an \(L^2(M)\)-orthonormal system. The nodal set of \(f_j\) is its zero set \(f_j^{-1}(\{0\})\). In [Che76] it is shown that, except on a closed set of lower dimension, \(f_j^{-1}(\{0\}) \subset M\) is a submanifold of codimension one.

Of particular interest are quantities associated with the nodal set of \(f_j\), such as the nodal volume, in the high-energy regime, that is, as \(\lambda_j \to \infty\). Yau’s conjecture [Yau82, Yau93] asserts that there exist constants \(c_M, C_M > 0\), uniquely depending on \(M\), such that
\[
c_M \sqrt{\lambda_j} \leq \text{vol}(f_j^{-1}(\{0\})) \leq C_M \sqrt{\lambda_j},
\]
with \(\text{vol}(\cdot)\) denoting the volume measure on \(M\). This conjecture was proven for real-analytic manifolds \(M\) in [DF88], whereas the lower bound is a result by [Log18] in the more general case where \(M\) is smooth.

Arithmetic random waves on \(\mathbb{T}^d\). Let us specialize the above framework to the setting of the \(d\)-dimensional torus. Let \(d \geq 1\) be an integer, let \(M = \mathbb{T}^d = \mathbb{R}^d/\mathbb{Z}^d = [0, 1]^d/\sim\) denote the \(d\)-dimensional flat torus, and let \(\Delta\) be the Laplace-Beltrami operator on it. One is interested in quantities associated with the nodal sets of real-valued random eigenfunctions of \(\Delta\), i.e. random solutions \(f : \mathbb{T}^d \to \mathbb{R}\) of (1.1) for some appropriate \(\lambda_j\). It is a known fact that toral Laplacian eigenvalues \(E = E_n\) are integers of the form \(4\pi^2 n\), where
\[
n \in S_d := \{m \geq 1 : 3\{m_1, \ldots, m_d\} \in \mathbb{Z}^d, m = m_1^2 + \ldots + m_d^2\},
\]
that is, \(n\) is an integer expressible as a sum of \(d\) integer squares. For \(n \in S_d\), we introduce the set of frequencies
\[
\Lambda_n := \{\lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{Z}^d : \lambda_1^2 + \ldots + \lambda_d^2 = n\},
\]
and write \(\text{card}(\Lambda_n) = N_n\) (card denoting the cardinality) to indicate the number of ways in which \(n\) can be represented as a sum of \(d\) integer squares. An \(L^2(\mathbb{T}^d)\)-orthonormal system for the eigenspace \(\mathcal{E}(E_n)\) associated with \(E_n\) is given by the complex exponentials
\[
\{e_{\lambda}(\cdot) := \exp(2\pi i \langle \lambda, \cdot \rangle) : \lambda \in \Lambda_n\},
\]
so that \(\dim \mathcal{E}(E_n) = \text{card}(\Lambda_n) = N_n\). For \(n \in S_d\), the arithmetic random wave \(T_n\) is defined as random linear combination
\[
T_n(x) = \frac{1}{\sqrt{N_n}} \sum_{\lambda \in \Lambda_n} a_{\lambda} e_\lambda(x), \quad x \in \mathbb{T}^d,
\]
where the coefficients \( \{a_\lambda : \lambda \in \Lambda_n\} \) are complex \( \mathcal{N}(0,1) \)-distributed and independent except for the relation \( a_\lambda = \overline{a_{-\lambda}} \), which makes \( T_n \) real-valued. Equivalently, an arithmetic random wave can be defined as a centred Gaussian field \( \{T_n(x) : x \in \mathbb{T}^d\} \) with covariance function

\[
\varrho_n(x,y) := \mathbb{E}[T_n(x) \cdot T_n(y)] = \frac{1}{N_n} \sum_{\lambda \in \Lambda_n} a_\lambda (x-y) =: \varrho_n(x-y) .
\]

The function \( \varrho_n \) depends only on the difference of the arguments, meaning that the field \( \{T_n(x) : x \in \mathbb{T}^d\} \) is stationary. Note that the normalisation factor \( N_n^{-1/2} \) in the definition of \( T_n(x) \) does not change the zero set of \( T_n \), and appears purely for computational reasons; indeed, it implies that \( \varrho_n(0) = 1 \), that is: for every \( x \in \mathbb{T}^3 \), the variance of \( T_n(x) \) is equal to 1.

**Equidistribution of lattice points on \( S^{d-1} \).** The set of frequencies \( \Lambda_n \) induces a probability measure on the unit sphere \( S^{d-1} \subset \mathbb{R}^d \), given by

\[
\mu_{n,d} := \frac{1}{N_n} \sum_{\lambda \in \Lambda_n} \delta_{\lambda \sqrt{n}} ,
\]

where \( \delta_{\lambda \sqrt{n}} \) denotes the Dirac mass at \( \lambda \sqrt{n} \). Since the measure \( \mu_{n,d} \) is compactly supported, it is determined by its Fourier coefficients

\[
\hat{\mu}_{n,d}(k) := \int_{S^{d-1}} z^{-k} \mu_{n,d}(dz) , \quad k \in \mathbb{Z} .
\]

Up to rescaling its argument, the measure \( \mu_{n,d} \) is the spectral measure of the Gaussian field \( \{T_n(x) : x \in \mathbb{T}^d\} \), as can be seen by rewriting (1.2) as

\[
\varrho_n(x-y) = \int_{S^{d-1}} \exp (2\pi i \langle \sqrt{n} \xi, x-y \rangle) \mu_{n,d}(d\xi) .
\]

The problem of angular distribution of the lattice points in dimension \( d \) has been investigated by Linnik [Lin67]. A notable difference arises when comparing dimensions \( d = 2 \) and \( d = 3 \): indeed, it is known that there exists a density 1 subsequence \( \{n_j : j \geq 1\} \subset S_2 \) such that \( \mu_{n,2} \) converges weakly to the uniform distribution on the unit circle as \( N_{n_j} \to \infty \) [EH99], but there are infinitely many other weak limits of \( \{\mu_{n,2} : n \in S_2\} \); such limits are referred to as attainable measures [KW17]. Instead, when \( d = 3 \), subject to the condition \( n \to \infty, n \not\equiv 0,4,7 \pmod{8} \), the probability measures \( \{\mu_{n,3} : n \in S_3\} \) converge weakly to the uniform probability measure on \( S^2 \) [Duk88], implying asymptotic equidistribution [DSP90]. In this context, the arithmetic condition \( n \not\equiv 0,4,7 \pmod{8} \) arises naturally from the result by Gauss and Legendre asserting that \( n \in S_3 \) if and only if \( n \) is not of the form \( 4^b(8b + 7) \) (see e.g. [Gro85]).

**Previous work on this model.** ARWs on the \( d \)-dimensional torus have been introduced in [ORW08], where the authors consider the Leray measure of the nodal set of ARWs and study its asymptotic variance. A quantitative Central Limit Theorem for the Leray measure on the two-dimensional torus (in the high-frequency limit) is provided in [PR16]. In [RW08], the authors take interest in the \((d-1)\)-dimensional nodal volume of ARWs. Denoting by \( Z_n \) the zero set of \( T_n \) and \( V_n := \mathcal{H}_{d-1}(Z_n) \) its \((d-1)\)-dimensional Hausdorff measure, the expected nodal volume is shown to be a constant multiple of the square root of the energy level, that is, \( \mathbb{E}[V_n] = C_d \sqrt{E_n} \), where \( C_d \) is an explicit constant depending only on the dimension, which is in particular consistent with Yau’s conjecture. Concerning the variance of the nodal volume, the authors derive the asymptotic upper bound

\[
\text{Var}[V_n] \ll \frac{E_n}{\sqrt{N_n}} , \quad N_n \to \infty
\]

and conjecture the stronger bound \( \ll E_n / N_n \) to hold.

Recent developments on the two and three-dimensional torus concerning exact asymptotic laws for variances and subsequent second-order results for fluctuations of quantities associated with the nodal volume of Laplacian eigenfunctions have gained great attention in the literature. We will now briefly discuss these works.
**Work on the two-dimensional torus.** In [KKW13], for any probability measure \( \mu \) on the circle, the authors define
\[
c(\mu) := \frac{1 + \hat{\mu}(4)^2}{512}
\]
and derive a precise asymptotic law for the variance of the nodal length \( L_n \) of ARW, namely
\[
\text{Var}[L_n] \sim c(\mu_{n,2}) \frac{E_n}{N_n^2}, \quad N_n \to \infty.
\]  
(1.3)

This suggests that, if \( \{n_j : j \geq 1\} \subset S_2 \) is a subsequence such that \( \mu_{n_{j,2}} \) converges weakly to some symmetric probability measure \( \mu \) on \( S^1 \), then \( c(\mu_{n_{j,2}}) \to c(\mu) \) as \( N_{n_j} \to \infty \) and hence
\[
\text{Var}[L_{n_j}] \sim c(\mu) \cdot \frac{E_{n_j}}{N_{n_j}^2}, \quad N_{n_j} \to \infty,
\]  
(1.4)
yielding an asymptotic variance estimate with non-fluctuating order of magnitude. In particular, the order of magnitude of the variance is \( E_n/N_n^2 \), which significantly improves the previously conjectured bound \( E_n/N_n \) in [RW08]. Such a lower order of magnitude is known as Berry’s arithmetic cancellation phenomenon, which follows from the exact vanishing of the second-order projection of the Wiener-Itô expansion of the nodal length, as pointed out in [MPR16]; such a cancellation phenomenon is not observed when dealing with non-zero level sets, in which case the variance would be commensurate to \( E_n/N_n \).

The asymptotic estimate in (1.4) depends on the angular distribution of the lattice points, and is therefore referred to as a non-universal result. Second-order results of the normalised nodal length were addressed in [MPRW16], where the authors show that for a subsequence \( \{n_j : j \geq 1\} \subset S_2 \) such that \( |\mu_{n_{j,2}}(4)| \to \eta \), for some \( \eta \in [0, 1] \) and \( N_{n_j} \to \infty \),
\[
\frac{L_{n_j} - \mathbb{E}[L_{n_j}]}{\sqrt{\text{Var}[L_{n_j}]}} \xrightarrow{\mathbb{P}} \frac{1}{2\sqrt{1 + \eta^2}} (2 - (1 + \eta)X_1 + (1 - \eta)X_2),
\]
where \((X_1, X_2)\) is a standard Gaussian vector in dimension two. In particular, this shows that the limiting probability distribution of the normalised nodal length is parametrised by \( \eta \in [0, 1] \), which depends on the high-energy behaviour of the spectral measures \( \mu_{n,2} \) via the fourth Fourier coefficient. This fact emphasizes that, similarly to the asymptotic law for the variance, the limiting distribution of the normalised length is also non-universal. It is easily checked that the above limiting distributions are different for distinct values of \( \eta \) and non-Gaussian. A quantitative version of this limit theorem is proven in [PR16].

Phase singularities of complex ARWs on the 2-torus have been investigated in [DNP+19]: there, the authors consider the number of intersection points of the nodal points of two independent ARWs of same energy level. More precisely, if \( T_n \) and \( T'_n \) denote two independent ARWs associated with eigenvalue \( E_n \) and \( I_n := \text{card}(T^{-1}_n(\{0\}) \cap T'^{-1}_n(\{0\})) \), the authors establish the following non-universal asymptotic law for the variance: as \( N_n \to \infty \),
\[
\text{Var}[I_n] \sim c(\mu_{n,2}) \cdot \frac{E_n^2}{N_n^2} , \quad c(\mu_{n,2}) := \frac{3\hat{\mu}_{n,2}(4)^2 + 5}{128\pi^2},
\]
Similar to the asymptotic variance of the nodal length, the variance of \( I_n \) fluctuates due to the fact that lattice points are not necessarily asymptotically equidistributed. The following distributional limit result is also provided: for \( \{n_j : j \geq 1\} \subset S_2 \) such that \( |\mu_{n_{j,2}}(4)| \to \eta \), for some \( \eta \in [0, 1] \) and \( N_{n_j} \to \infty \),
\[
\frac{I_{n_j} - \mathbb{E}[I_{n_j}]}{\sqrt{\text{Var}[I_{n_j}]}} \xrightarrow{\mathbb{P}} \frac{1}{2\sqrt{10 + 6\eta^2}} \left( \frac{1 + \eta}{2} A + \frac{1 - \eta}{2} B - 2(C - 2) \right),
\]
where \( A, B, C \) are independent random variables such that \( A \overset{\mathbb{D}}{=} B \overset{\mathbb{D}}{=} 2X_1^2 + 2X_2^2 - 4X_3^2 \) and \( C \overset{\mathbb{D}}{=} X_1^2 + X_2^2 \), and \((X_1, X_2, X_3)\) is a standard Gaussian vector in dimension three.

Related work on the two-dimensional torus include the study of the volume of the nodal set intersected with a fixed reference curve [RW18], or line segment [Maf17]. In [BMW17] the authors restrict the
nodal length of ARWs to shrinking balls and prove that the restricted nodal length is asymptotically fully correlated with the total nodal length. In [GW17], Granville and Wigman study the small scale distribution of the $L^2$-mass of Laplacian eigenfunctions.

Work on the three-dimensional torus. Statements on the three-dimensional torus include the arithmetic relation $n \not\equiv 0, 4, 7 \pmod{8}$ and, unlike the two-dimensional case, they do not rely on the spectral measures $\{\mu_{n,3} : n \in S_3\}$ due to equidistribution of lattice points on the unit two-sphere. The existing literature in $d = 3$ considers the nodal set $Z_n$ of $T_n$ and its two-dimensional Hausdorff measure $\mathcal{A}_n := \mathcal{H}_2(Z_n)$, that is the nodal surface of $Z_n$. In [BM17], an exact asymptotic law for the variance is provided, namely as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$,

$$\text{Var}[\mathcal{A}_n] = \frac{n}{N_n^2} \left( \frac{32}{375} + O\left(n^{-1/28 + o(1)}\right) \right). \quad (1.5)$$

Similarly to the two-dimensional case, the order of magnitude of the variance is commensurate to $E_n / N_n^2$, which originates from the cancellation of the second chaotic projection in the Wiener chaos expansion of the nodal surface. As a consequence of the asymptotic equidistribution of lattice points on $S^2$, the leading coefficient in front of $n / N_n^2$ in (1.5) does not fluctuate. The limiting distribution of the normalised nodal surface was investigated in [Cam19], where the following non-Gaussian, universal result was derived: as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$,

$$\frac{\mathcal{A}_n - \mathbb{E}[\mathcal{A}_n]}{\sqrt{\text{Var}[\mathcal{A}_n]}} \xrightarrow{\mathcal{L}} \frac{1}{\sqrt{10}} \cdot (5 - \chi^2(5)),$$

where $\chi^2(5)$ denotes a chi-squared random variable with 5 degrees of freedom. This distributional limit result is analogous to the case $d = 2$ in the sense that the limiting distribution is a linear combination of independent chi-squared random variables, but does not involve any non-universality phenomenon.

Results on the intersection of nodal sets against a surface can be found in [RWY15, RW16], see also [Maf19] for a study of the intersection length obtained when intersecting nodal sets of ARWs with planes.

1.3 Our main results

Let $T_n$ be an arithmetic random wave on $T^3$ and $T_n^{(1)}, T_n^{(2)}, T_n^{(3)}$ be i.i.d. copies of $T_n$. Fix $\ell \in [3]$ and consider the centred $\ell$-dimensional Gaussian field

$$T_n^{(\ell)} := \left\{ T_n^{(\ell)}(x) := (T_n^{(1)}(x), \ldots, T_n^{(\ell)}(x)) : x \in T^3 \right\}, \quad (1.6)$$

to which we associate the quantity

$$L_n^{(\ell)} := \mathcal{H}_{\ell-1} \left( \prod_{i=1}^{\ell} (T_n^{(i)})^{-1} \left( \{0\} \right) \right), \quad (1.7)$$

where, for a $k$-dimensional measurable domain $A \subset T^3$, $\mathcal{H}_k(A)$ denotes the $k$-dimensional Hausdorff measure of $A$, that is $(\mathcal{H}_2, \mathcal{H}_1, \mathcal{H}_0) = (\text{area}, \text{length}, \text{card})$. We denote the normalised nodal volume by

$$\overline{L}_n^{(\ell)} := \frac{L_n^{(\ell)} - \mathbb{E}[L_n^{(\ell)}]}{\text{Var}[L_n^{(\ell)}]^{1/2}}.$$

Since $T_n^{(1)}, T_n^{(2)}$ and $T_n^{(3)}$ are i.i.d. copies of $T_n$, we have

$$r_n^{(i)}(x - y) := \mathbb{E} \left[ T_n^{(i)}(x) \cdot T_n^{(i)}(y) \right] = r_n(x - y), \quad i \in [\ell],$$

where $r_n$ is as in (1.2).

Our main result, stated in Theorem 1.1 below, provides exact second order results for the three quantities $L_n^{(1)}, L_n^{(2)}, L_n^{(3)}$, and thus contains the findings of [Cam19] in the special case $\ell = 1$. The statement is divided into three parts: (i) gives the precise expected nodal volume, (ii) is an asymptotic law for the nodal variance and (iii) concerns the second-order fluctuations of the normalised version of the nodal volume.
Theorem 1.1. Let the above notation prevail. Then the following holds:

(i) (Expected nodal volume) For every \( n \in S_3 \),

\[
E \left[ L_n^{(\ell)} \right] = \begin{cases} 
\frac{2\sqrt{E_n}}{\sqrt{3\pi}}, & \ell = 1 \\
\frac{E_n}{3\pi}, & \ell = 2 \\
\frac{E_n^{3/2}}{3\sqrt{3\pi}^2}, & \ell = 3
\end{cases}
\]

(ii) (Universal asymptotic nodal variance) As \( n \to \infty, n \equiv 0, 4, 7 \pmod{8} \),

\[
\text{Var} \left[ L_n^{(\ell)} \right] \sim \begin{cases} 
\frac{E_n}{N_n^2}, & \ell = 1 \\
\frac{E_n^2}{375\pi^2}, & \ell = 2 \\
\frac{E_n^3}{675\pi^4}, & \ell = 3
\end{cases}
\]

(iii) (Universal asymptotic distribution of the nodal volume) As \( n \to \infty, n \equiv 0, 4, 7 \pmod{8} \),

\[
\overline{L_n^{(\ell)}} \xrightarrow{\text{d}} \begin{cases} 
-\frac{1}{\sqrt{10}} \xi_1(5), & \ell = 1 \\
5\sqrt{\frac{15}{79}} \left( -\frac{1}{50} \xi_1(10) - \frac{1}{25} \xi_2(5) + \frac{1}{25} \xi_3(5) + \frac{1}{50} \xi_4(5) - \frac{1}{6} \xi_5(3) \right), & \ell = 2 \\
5\sqrt{\frac{2}{51}} \left( -\frac{1}{50} \xi_1(15) - \frac{1}{25} \xi_2(15) + \frac{1}{25} \xi_3(15) + \frac{1}{50} \xi_4(15) - \frac{1}{6} \xi_5(9) \right), & \ell = 3
\end{cases}
\]

where, in each line, the symbols \( \xi_i(k_i) \) denote independent centred chi-squared random variables with \( k_i \) degrees of freedom.

Some remarks. (a) We point out that the results stated separately in Theorem 1.1 can be written in a compact form. For integers \( 1 \leq \ell \leq k \), we set

\[
\alpha(\ell, k) := \frac{(k)_{\ell} \kappa_k}{(2\pi)^{\ell/2} \kappa_{k-\ell}},
\]

where \((k)_\ell := k!/(k-\ell)!\) and \( \kappa_k := \frac{\pi^{1/2}}{\Gamma(1+k/2)} \) stands for the volume of the unit ball in \( \mathbb{R}^k \). Then, the content of Theorem 1.1 can be restated as follows: for every \( \ell \in [3] \), one has that

(i) For every \( n \in S_3 \),

\[
E \left[ L_n^{(\ell)} \right] = \left( \frac{E_n}{3} \right)^{\ell/2} \frac{\alpha(\ell, 3)}{(2\pi)^{\ell/2}}.
\]

(ii) As \( n \to \infty, n \equiv 0, 4, 7 \pmod{8} \),

\[
\text{Var} \left[ L_n^{(\ell)} \right] \sim (c_n^{(\ell)})^2 \left( \ell \cdot \frac{1}{250} + \frac{\ell(\ell-1)}{2} \cdot \frac{76}{375} \right),
\]

where

\[
c_n^{(\ell)} = \left( \frac{E_n}{3} \right)^{\ell/2} \frac{2}{(2\pi)^{\ell/2}} \frac{\alpha(\ell, 3)}{N_n}.
\]

(iii) As \( n \to \infty, n \equiv 0, 4, 7 \pmod{8} \),

\[
\overline{L_n^{(\ell)}} \xrightarrow{\text{d}} \left( \ell \cdot \frac{1}{250} + \frac{\ell(\ell-1)}{2} \cdot \frac{76}{375} \right)^{-1/2} Y^{(\ell)} M^{(\ell)} Y^{(\ell)^T},
\]

\[7\]
where \( Y^{(\ell)} \sim \mathcal{N}(\mathcal{T}_{\ell-4})(0, \text{Id}_{\ell(\ell-4)}) \) is a \( \ell(\ell - 4) \)-dimensional standard Gaussian vector and \( M^{(\ell)} \in \text{Mat}_{\ell(\ell-4), \ell(\ell-4)}(\mathbb{R}) \) is the deterministic matrix given by

\[
M^{(\ell)} = -\frac{1}{50} \text{Id}_{5\ell} \oplus -\frac{1}{25} \text{Id}_{2\ell(\ell-1)} \oplus \frac{1}{25} \text{Id}_{5\ell(\ell-1)} \oplus -\frac{1}{25} \text{Id}_{2\ell(\ell-1)} \oplus -\frac{1}{50} \text{Id}_{5\ell(\ell-1)} \oplus -\frac{1}{6} \text{Id}_{2\ell(\ell-1)}.
\]

For the point (iii) above, we observe that \( Y^{(\ell)} M^{(\ell)} (Y^{(\ell)})^T \) in (1.11) is a diagonal quadratic form that has the same probability distribution as

\[
-\frac{1}{50} \hat{\xi} (5\ell) - \frac{1}{25} \xi_2 \left( \frac{5\ell(\ell - 1)}{2} \right) + \frac{1}{25} \xi_3 \left( \frac{5\ell(\ell - 1)}{2} \right) + \frac{1}{50} \xi_4 \left( \frac{5\ell(\ell - 1)}{2} \right) - \frac{1}{6} \xi_5 \left( \frac{3\ell(\ell - 1)}{2} \right)
\]

where \( \{ \hat{\xi}_i(k_i) : i = 1, \ldots, 5 \} \) denote independent centred chi-squared random variables with \( k_i \geq 0 \) degrees of freedom with the convention \( \hat{\xi}_i(0) \equiv 0 \). In particular, this shows that for every \( \ell \in [3] \), in the high-energy regime, the normalised nodal volume exhibits universal and non-Gaussian second-order fluctuations.

(b) As already discussed, for \( \ell = 1 \), Theorem 1.1 coincides with known results on the nodal surface area on the three-dimensional torus: Indeed part (ii) gives

\[
\operatorname{Var} \left[ \frac{L_n^{(1)}}{N_n} \right] \sim \frac{E_n}{N_n^2} \cdot \frac{8}{375 \pi^2} = \frac{n}{N_n^2} \cdot \frac{32}{375}, \quad n \to \infty, n \not\equiv 0, 4, 7 \pmod{8},
\]

thus recovering the same order of magnitude as in Theorem 1.2 of [BM17], whereas our limit result (iii) is Theorem 1 of [Cam19]: as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \),

\[
\left( \frac{L_n^{(1)}}{N_n} \right) \overset{\mathcal{D}}{\rightarrow} \sqrt{250} \cdot Y^{(1)} M^{(1)} (Y^{(1)})^T \overset{\mathcal{D}}{\rightarrow} \frac{1}{\sqrt{10}} (5 - \xi(5)),
\]

where \( \xi(5) \overset{\mathcal{D}}{\equiv} Y_2^2 + \ldots + Y_5^2 \).

(c) Note that the order of magnitude \( E_n/\mathcal{N}_n^2 \) of the asymptotic variance in each of the cases \( \ell = 1, 2, 3 \) is consistent with what is observed in other models. As we will prove, this fact emerges from the vanishing of the second Wiener chaotic component of \( L_n^{(\ell)} \). An abstract cancellation phenomenon for functionals of Gaussian fields, applicable to the setting of level sets of Laplace eigenfunctions, is stated in Theorem 2.3 (ii).

We also point out that the statements (i) and (ii) of Theorem 1.1 are sufficient to derive a universal weak law of large numbers; it tells that the distribution of the normalised random variable \( L_n^{(\ell)}/E_n^{\ell/2} \) is asymptotically concentrated around its mean:

**Corollary 1.2.** For every \( \delta > 0 \), as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \), we have

\[
P \left[ \left| \frac{L_n^{(\ell)}}{E_n^{\ell/2}} - \frac{\alpha(\ell, 3)}{3^{\ell/2}(2\pi)^{\ell/2}} \right| > \delta \right] = o(1).
\]

This immediately follows from Chebyshev’s Inequality: as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \),

\[
P \left[ \left| \frac{L_n^{(\ell)}}{E_n^{\ell/2}} - \frac{\alpha(\ell, 3)}{3^{\ell/2}(2\pi)^{\ell/2}} \right| > \delta \right] \leq \frac{1}{\delta^2} \cdot \operatorname{Var} \left[ \frac{L_n^{(\ell)}}{E_n^{\ell/2}} \right] = \frac{c_\ell}{\delta^2 \mathcal{N}_n}(1 + o(1)) = o(1),
\]

where \( c_\ell \) is a constant only depending on \( \ell \).

### 1.4 Further connection with literature

**Berry’s Random Wave Model.** In [Ber77], Berry introduced the so-called Berry Random Wave model (BRW), that is, the unique translation-invariant centred Gaussian field \( B_j = \{ B_j(x) : x \in \mathbb{R}^2 \} \) on the plane with covariance function

\[
r_j(x, y) = E[B_j(x) \cdot B_j(y)] = J_0(\sqrt{\lambda_j} \cdot \| x - y \|) =: r_j(x - y), \quad (x, y) \in \mathbb{R}^2 \times \mathbb{R}^2,
\]

with \( J_0 \) denoting the Bessel function of order 0 of the first kind and \( \| \cdot \| \) the Euclidean norm in \( \mathbb{R}^2 \). Berry conjectured that local aspects of the geometry of zero sets of generic high-energy Laplace eigenfunctions
on a two-dimensional manifold can be modelled by the BRW. More precisely, his observation proposes that eigenfunctions of chaotic systems locally ‘behave’ like a random superposition of plane waves with fixed energy. Since Berry’s publication [Ber02], the study of local and non-local features associated with the geometry of nodal and (non-zero) level sets of high-energy Gaussian Laplace eigenfunctions has gained substantial consideration and different models have been studied in recent years, the case of random spherical harmonics on the 2-sphere (see e.g. [MRW17, Ros16, Wig10, MP11]) and arithmetic random waves on the torus (see e.g. [ORW08, RW08, KKW13, Cam19, DNP+19, MPRW16]) being of particular importance. The study of BRW on $\mathbb{R}^3$ has been initiated in [DEL19]. Therein, the authors consider the nodal length restricted to growing cubes of the complex BRW and distinguish between isotropic and anisotropic covariance functions. In the isotropic case, they show that the limiting distribution of the nodal length is Gaussian whenever the underlying covariance function of the model is square-integrable. The proof of such a Central Limit Theorem, based on the Wiener chaos expansion of the nodal length, reveals in particular that, in this framework, all the chaoses except the second contribute to the limit. As we will see, such an observation should be contrasted with our results, based on the dominance of the fourth Wiener chaos alone. In [CH16, Zel09], the authors study monochromatic random waves on a general smooth compact manifold, that is, Gaussian linear combinations of eigenfunctions associated with eigenvalues ranging in a short interval.

Berry’s Cancellation Phenomenon. Berry’s cancellation phenomenon was first observed in [Ber02] for nodal sets of BRW. Using the notation introduced in (1.12), Berry considered the length $L_j(D)$ of the nodal lines of $B_j$ (Berry random wave for eigenvalue $\lambda_j$) and the number of nodal points $N_j(D)$ of the complex version of the BRW, i.e. the random field $\{B_j(x) + iB_j'(x) : x \in \mathbb{R}^2\}$, with $B_j'$ denoting an independent copy of $B_j$, when both statistics are restricted to a compact domain $D$. For these observables, denoting $A_D$ the area of $D$, Berry obtained

$$\mathbb{E}[L_j(D)] = \frac{A_D}{2\sqrt{2}} \sqrt{\lambda_j}, \quad \mathbb{E}[N_j(D)] = \frac{A_D}{4\pi} \lambda_j;$$

as well as variance asymptotics, as $j \to \infty$

$$\text{Var}[L_j(D)] \sim \frac{A_D}{256\pi} \log(\sqrt{\lambda_j} \sqrt{A_D}), \quad \text{Var}[N_j(D)] = \frac{11 A_D}{64\pi^3} \lambda_j \log(\sqrt{\lambda_j} \sqrt{A_D}).$$

(1.13)

In [NPR19], the authors recover these results and show that the properly scaled versions of $L_j(D)$ and $N_j(D)$ satisfy a central limit theorem in the high-energy regime. Berry’s cancellation phenomenon essentially concerns the order of magnitude of the asymptotic variance in (1.13): indeed, its logarithmic order is unexpectedly smaller than a natural prediction. Loosely speaking, such a lower order of magnitude originates from the exact cancellation of the leading term in the Kac-Rice formula for the variance. A general explanation of such a cancellation, based on the use of Wiener-chaos expansions of the nodal volumes, distilling the main ideas introduced in [MPRW16, DNP+19, NPR19] into a general principle, will be developed in the forthcoming sections.

1.5 Plan of the paper

In Section 2, we provide a general result (see Theorem 2.3) leading to cancellation phenomena in the setting of geometric functionals associated with nodal sets of multiple independent Gaussian fields. The proof is deferred to Appendix A. The proof of Theorem 1.1 on nodal sets of arithmetic random waves on the three-torus is the content of Section 3. Appendices B-E contain proofs of technical results needed for the proof of Theorem 1.1.
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2 Wiener Chaos and abstract cancellation phenomena

In this section, we present some general results about non-linear functionals of Gaussian fields that admit an integral representation in terms of Dirac masses and Jacobians. As discussed in Section 2.3,
this contains as special cases exact and partial cancellations discovered in [DNP+19, NPR19, MPRW16, MRW17].

2.1 Preliminaries on Wiener Chaos

We briefly recall standard facts from Gaussian analysis. For further details, the reader is referred to the monographs [NP12, Nua06].

Let \( \{H_k : k \geq 0\} \) denote the family of Hermite polynomials on the real line given recursively by

\[
H_0(x) = 1, \quad H_k(x) = xH_{k-1}(x) - H'_{k-1}(x), \quad k \geq 1.
\]

The first few are then given by

\[
H_0(x) = 1, \quad H_1(x) = x, \quad H_2(x) = x^2 - 1, \quad H_3(x) = x^3 - 3x, \quad H_4(x) = x^4 - 6x^2 + 3.
\]

Moreover, the following symmetry relation holds for every \( k \geq 0 \), and every \( x \in \mathbb{R} \),

\[
H_k(-x) = (-1)^k H_k(x).
\]  

It is well-known that \( \mathbb{H} := \{H_k/\sqrt{k!} : k \geq 0\} \) forms a complete orthonormal system of \( L^2(\gamma) =: L^2(\mathbb{R}, \mathcal{B}(\mathbb{R}), \gamma(x)dx) \), where \( \gamma(x) \) denotes the standard Gaussian probability density function.

Let \( G = \{G(u) : u \in \mathcal{U}\} \) denote a centred Gaussian field on a generic set \( \mathcal{U} \) and let \( \mathbb{G} \) be the real Gaussian Hilbert space obtained as the \( L^2(\mathcal{P}) \)-closure of the vector space of all finite real linear combinations of elements of \( G \). For an integer \( q \geq 0 \), we then denote by \( \mathbb{C}_q^G \) the \( q \)-th Wiener chaos associated with \( G \), that is, the \( L^2(\mathcal{P}) \)-closure of the vector space of all finite real linear combinations of elements of the form

\[
\prod_{j=1}^{m} H_{q_j}(X_j), \quad m \geq 1,
\]

such that \( q_1 + \ldots + q_m = q \) and \( (X_1, \ldots, X_m) \) is a standard \( m \)-dimensional Gaussian vector extracted from \( G \). In particular, \( \mathbb{C}_0^G = \mathbb{R} \) consists of all constant random variables. Since \( \mathbb{H} \) is an orthonormal system of \( L^2(\gamma) \), it follows that whenever \( q \neq q' \), the spaces \( \mathbb{C}_q^G \) and \( \mathbb{C}_{q'}^G \) are orthogonal with respect to the inner product of \( L^2(\mathcal{P}) \), and one has the following decomposition

\[
L^2(\Omega, \mathcal{G}(\mathbb{G}), \mathcal{P}) = \bigoplus_{q \geq 0} \mathbb{C}_q^G,
\]

that is, every \( \mathcal{G}(\mathbb{G}) \)-measurable random variable \( F \) can be uniquely written as series (converging in the \( L^2(\mathcal{P}) \)-sense)

\[
F = \sum_{q \geq 0} \text{proj}_q(F),
\]

where for \( q \geq 0, \text{proj}_q(F) \in \mathbb{C}_q^G \) denotes the projection of \( F \) onto \( \mathbb{C}_q^G \). Moreover, since \( \mathbb{C}_0^G = \mathbb{R} \), it follows that \( \text{proj}_0(F) = \mathbb{E}[F] \).

2.2 An abstract cancellation phenomenon

We consider a finite measurable space \( (Z, \mathcal{Z}, \mu) \) such that \( \mu(Z) = 1 \). Let \( G = \{G(z) : z \in Z\} \) be a real-valued centred Gaussian field indexed by \( Z \). For an integer \( \ell \geq 1 \), let \( G^{(1)}, \ldots, G^{(\ell)} \) be i.i.d. copies of \( G \) and write \( \mathbb{G} = \{G(z) = (G^{(1)}(z), \ldots, G^{(\ell)}(z)) : z \in Z\} \) to denote the associated \( \ell \)-dimensional Gaussian field. Additionally, let \( W = \{W(z) : z \in Z\} \) be a (not necessarily Gaussian) random field indexed by \( Z \). We denote by \( \delta_u \) the Dirac mass at \( u \in \mathbb{R} \). We introduce the following definition.

**Definition 2.1.** For every \( u^{(\ell)} := (u_1, \ldots, u_\ell) \in \mathbb{R}^\ell \), we define the random variable

\[
J(G, W; u^{(\ell)}) := \int_{Z} \prod_{i=1}^{\ell} \delta_{u_i}(G^{(i)}(z)) \cdot W(z) \mu(dz)
\]

\[
:= \lim_{\varepsilon \to 0} \int_{Z} (2\varepsilon)^{-\ell} \prod_{i=1}^{\ell} \mathbb{I}([-\varepsilon, \varepsilon]) (G^{(i)}(z) - u_i) \cdot W(z) \mu(dz) \tag{2.2}
\]
whenever the limit exists $\mathbb{P}$-almost surely. In the case where the limit exists in $L^p(\mathbb{P})$ for $p \geq 1$, we say that $J(G, W; u^{(t)})$ is well-defined in $L^p(\mathbb{P})$.

Our aim is to study the Wiener-Itô chaos expansion of $J(G, W; u^{(t)})$. As we will prove later (see Lemma 3.1), the nodal volumes $L_n^{(t)}, \ell \in [3]$ defined in (1.7) are obtained $\mathbb{P}$-a.s. and in $L^2(\mathbb{P})$ as $L_n^{(t)} = J(G, W, (0, \ldots, 0))$, where $G = T_n^{(t)}$ is as in (1.6) and $W(z)$ is the square root of the Gramian determinant of the Jacobian matrix of $T_n^{(t)}$ computed at $z$.

For integers $1 \leq \ell \leq k$, we use the notation $X = \{X^{(i)}(z) : (i, j) \in [\ell] \times [k]\}$ to indicate a generic element of the class $\text{Mat}_{\ell,k}(\mathbb{R})$ of $\ell \times k$ matrices. The following definition generalizes the notion of Gramian determinants.

**Definition 2.2.** We say that a map $\Phi_{\ell,k} : \text{Mat}_{\ell,k}(\mathbb{R}) \to \mathbb{R}_+$ satisfies Assumption A if it satisfies the following four requirements for every $X \in \text{Mat}_{\ell,k}(\mathbb{R})$:

(A1) $\Phi_{\ell,k}$ is invariant under permutations of columns and rows of $X$, that is,

$$
\Phi_{\ell,k}(X) = \Phi_{\ell,k}(\{X^{(i)}_{\sigma(i)} : (i, j) \in [\ell] \times [k]\}) = \Phi_{\ell,k}(\{X^{(i)}_{\pi(i)} : (i, j) \in [\ell] \times [k]\})
$$

for every permutation $\sigma$ of $[k]$ and $\pi$ of $[\ell]$.

(A2) $\Phi_{\ell,k}$ is positively homogeneous as a function of the rows of $X$, that is, for every $c \in \mathbb{R}$ and every $i \in [\ell], c \Phi_{\ell,k}(X) = \Phi_{\ell,k}(X^*)$, where $X^*$ denotes the matrix obtained from $X$ by multiplying the $i$-th row by $c$.

(A3) $\Phi_{\ell,k}$ is invariant under sign changes in the columns of $X$, that is, for every $j \in [k], \Phi_{\ell,k}(X) = \Phi_{\ell,k}(X^*)$, where $X^*$ denotes the matrix obtained from $X$ by multiplying the $j$-th column by $-1$.

(A4) If $\ell \geq 2$, $\Phi_{\ell,k}$ is invariant under row addition, that is, $\Phi_{\ell,k}(X) = \Phi_{\ell,k}(X^*)$, where $X^*$ denotes the matrix obtained from $X$ by replacing its $i_1$-th row by the sum of its $i_1$-th and $i_2$-th row for $i_1 \neq i_2 \in [\ell]$.

A prototype example of a function satisfying Assumption A above is given by the Gramian determinant $\Phi_{\ell,k}(X) := \det(X^T X)^{1/2}$ as proved in Lemma B.1 of Appendix B.

To state our result, we introduce the following objects:

- For every $i \in [\ell]$, let

$$X^{(i)} = \left\{ X^{(i)}(z) := (X_0^{(i)}(z), X_1^{(i)}(z), \ldots, X_k^{(i)}(z)) : z \in \mathbb{Z} \right\}$$

be a $(k + 1)$-dimensional standard Gaussian field, i.e. $X^{(i)}$ is a Gaussian family and for every $z \in \mathbb{Z}$, the vector $X^{(i)}(z)$ is a standard $(k + 1)$-dimensional Gaussian vector. For $z \in \mathbb{Z}$, we let $X^{(i)}_*(z) := (X_1^{(i)}(z), \ldots, X_k^{(i)}(z))$ and write

$$X_*(z) := \left\{ X_*(i) : (i, j) \in [\ell] \times [k] \right\}$$

for the $\ell \times k$ matrix whose $i$-th row is given by $X_*(i)(z)$. If $\ell \geq 2$, for every $i_1 \neq i_2 \in [\ell]$, we assume that the random fields $X^{(i_1)}$ and $X^{(i_2)}$ are stochastically independent.

- For every $i \in [\ell]$, we define the quantities

$$D^{(i)} := \frac{1}{k} \sum_{j=1}^{k} \int_Z X_0^{(i)}(z)^2 \mu(dz) - \int_Z X_0^{(i)}(z)^2 \mu(dz),$$

$$m^{(i)} := \int_Z X_0^{(i)}(z) \mu(dz).$$

- Consider a map $\Phi_{\ell,k} : \mathbb{R}^{\ell \times k} \to \mathbb{R}_+$ that satisfies Assumption A of Definition 2.2 and such that for every $z \in \mathbb{Z}$,

$$\mathbb{E} \left[ \Phi_{\ell,k}(X_*(z))^2 \right] < \infty,$$

and set

$$\mathbb{E} \left[ \Phi_{\ell,k}(X_*(z)) \right] =: \alpha_{\ell,k}.$$
Our next result provides the chaotic projections onto the q-th Wiener chaos associated with \( \{X^{(1)}_t, \ldots, X^{(\ell)}_t\} \) of the random variable \( J(G,W;u^{(\ell)}) \) defined in Definition 2.1 in the case where

\[
G = \{(X^{(1)}_0(z), \ldots, X^{(\ell)}_0(z)) : z \in Z\}, \quad W = \{\Phi_{\ell,k}(X_c(z)) : z \in Z\}. \tag{2.6}
\]

Note that, for every \( z \in Z \), \( W(z) \) as defined in (2.6) is \( \sigma(G) \)-measurable and stochastically independent of \( G(z) \). Part (ii) contains a general version of the chaos cancellation phenomenon observed e.g. in [Wig10, MR19, KKW13, DNP19, MPRW16, NPR19, Cam19]. Its proof is deferred to Appendix A.

**Theorem 2.3.** Assume the above setting. Then, we have:

(i) (General projection formulae) Fix \( u^{(\ell)} := (u_1, \ldots, u_\ell) \in \mathbb{R}^\ell \) and assume that \( J(G,W;u^{(\ell)}) \) with \((G,W)\) as in (2.6) is well-defined in \( L^2(\mathbb{P}) \) in the sense of Definition 2.1. Writing \( J = J(G,W;u^{(\ell)}) \), we have, for every \( q \geq 0 \),

\[
\text{proj}_q(J) = \sum_{j_1, \ldots, j_r \geq 0, j_1 + \cdots + j_r + r = q} \frac{\beta^{(u_1)}_{j_1} \cdots \beta^{(u_\ell)}_{j_\ell}}{j_1! \cdots j_\ell!} \int_Z \prod_{\ell=1}^\ell H_{\ell,j}(G^{(\ell)}(z)) \cdot \text{proj}_r(W(z)) \mu(dz), \tag{2.7}
\]

where \( \{\beta^{(u_\ell)}_{j_\ell} : j \geq 0\} \) denote the coefficients associated with the formal Hermite expansion of the Dirac mass \( \delta_{u_\ell} \), given in (A.1). In particular,

\[
\text{proj}_0(J) = \mathbb{E}[J] = \alpha_{\ell,k} \cdot \prod_{i=1}^\ell \gamma(u_i), \tag{2.8}
\]

\[
\text{proj}_1(J) = \alpha_{\ell,k} \cdot \prod_{i=1}^\ell \gamma(u_i) \cdot \sum_{i=1}^\ell m^{(i)} u_i, \tag{2.9}
\]

\[
\text{proj}_2(J) = \frac{\alpha_{\ell,k}}{2} \prod_{i=1}^\ell \gamma(u_i) \cdot \sum_{i=1}^\ell \left( u_i^2 \int_Z (X^{(i)}_0(z)^2 - 1) \mu(dz) + D^{(i)} \right). \tag{2.10}
\]

(ii) (Abstract cancellation) If \( u_i = D^{(i)} = 0 \) for every \( i \in [\ell] \), then

\[
\text{proj}_0(J) = \mathbb{E}[J] = \frac{\alpha_{\ell,k}}{(2\pi)^{\ell/2}}, \tag{2.11}
\]

\[
\text{proj}_{2q+1}(J) = \text{proj}_q(J) = 0, \quad q \geq 0. \tag{2.12}
\]

As anticipated, we will apply Theorem 2.3 to the study of nodal sets of Gaussian Laplace eigenfunctions. The following section deals with two such examples.

### 2.3 Applications to nodal sets of Gaussian Laplace eigenfunctions

We provide two examples of applications of Theorem 2.3 dealing with nodal volumes associated with (possibly multi-dimensional) stationary Gaussian random fields that are Laplace eigenfunctions. Example (i) deals with ARWs on the \( d \)-dimensional torus and is effectively used in the proof of Theorem 1.1, whereas (ii) is Berry’s random wave model in \( \mathbb{R}^d \).

(i) **ARW on \( \mathbb{T}^d \).** Let \( d \geq 2 \) and \((Z, \mathcal{F}, \mu) = (\mathbb{T}^d, \mathcal{B}(\mathbb{T}^d), dx) \) with \( dx \) denoting the Lebesgue measure on \( \mathbb{R}^d \). For integers \( 1 \leq \ell \leq d \), consider independent ARWs \( T^{(1)}_n, \ldots, T^{(\ell)}_n \) on \( \mathbb{T}^d \). By a straightforward computation, we have that, for every \( i \in [\ell] \) and \( j \in [d] \), the partial derivatives \( \partial_j T^{(i)}_n(x) \) are centred Gaussian random variables with variance

\[
\text{Var}\left[\partial_j T^{(i)}_n(x)\right] = \frac{E_n}{d}, \quad n \in S_d, \quad x \in \mathbb{T}^d, \tag{2.13}
\]

where \( \partial_j := \partial/\partial x_j \). Let \( G = \{T^{(1)}_n(x), \ldots, T^{(\ell)}_n(x) : x \in \mathbb{T}^d\} \) and write \( \tilde{\partial}_j := (E_n/d)^{-1/2} \partial_j \) for the normalised derivatives. Denote by \( G_c(x) \) the normalised Jacobian \( \ell \times d \) matrix of \( G \) computed at \( x \in \mathbb{T}^d \) and consider the random field \( W = \{\Phi_{\ell,d}(G_c(x)) : x \in \mathbb{T}^d\} \) where \( \Phi_{\ell,d}(A) = \det(A A^T)^{1/2} \) for
The stationary centred Gaussian Laplace eigenfunction on $L^2(P)$ for $d \geq 2$ is proved in [RW88], whereas the case $(\ell, d) = (2, 2)$ is proved in [DNp+19]. The remaining cases on the three-dimensional torus corresponding to $(\ell, d) = (2, 3), (3, 3)$ will be proved in Lemma 3.1, the existence in $L^2(P)$ of the nodal volume for arbitrary $\ell$ and $d$ can be proved by similar arguments, for which we omit the details. Now, for every $i \in [\ell]$, the quantity $D^{(i)}$ in (2.4) satisfies

$$D^{(i)} = \frac{1}{\ell} \sum_{j=1}^{d} \int_{\mathbb{T}^d} \tilde{\partial}_j T^{(i)}(x)^2 \, dx - \int_{\mathbb{T}^d} T^{(i)}(x)^2 \, dx$$

$$= \frac{1}{\ell} \int_{\mathbb{T}^d} \|\nabla T^{(i)}(x)\|^2 \, dx - \int_{\mathbb{T}^d} T^{(i)}(x)^2 \, dx$$

$$= \frac{1}{\ell} \int_{\mathbb{T}^d} \langle \nabla T^{(i)}(x), \nabla T^{(i)}(x) \rangle \, dx - \int_{\mathbb{T}^d} T^{(i)}(x)^2 \, dx$$

$$= \frac{1}{\ell_{\text{eb}}} \int_{\mathbb{T}^d} \langle \nabla T^{(i)}(x), \nabla T^{(i)}(x) \rangle \, dx - \int_{\mathbb{T}^d} T^{(i)}(x)^2 \, dx .$$

Using Green’s first identity (see e.g. [Lee97], p.44) and the fact that $\Delta T^{(i)}_n(x) = -\ell_{\text{eb}} T^{(i)}_n(x)$, gives

$$D^{(i)} = -\frac{\ell_{\text{eb}}}{\ell} \int_{\mathbb{T}^d} T^{(i)}_n(x) \Delta T^{(i)}_n(x) \, dx - \int_{\mathbb{T}^d} T^{(i)}_n(x)^2 \, dx = 0 .$$

In particular, we conclude from (2.12) that the second chaotic projection of the nodal volume $L^{(i)}$ is identically zero.

(ii) **BRW on $\mathbb{R}^d$.** Let $1 \leq \ell \leq d$ be as above. Consider a compact convex set $D \subset \mathbb{R}^d$ with $C^1$ boundary $\partial D$ and such that the origin is contained in the interior of $D$. Let $(Z, \mathcal{Z}, \mu) = (D, \mathcal{B}(D), dx)$. Write $\{B_E(x) : x \in D\}$ to indicate Berry’s random wave with parameter $E > 1$ restricted to $D$, that is, the stationary centred Gaussian Laplace eigenfunction on $\mathbb{R}^d$ with covariance function (see e.g. Theorem 5.7.2 [AT09])

$$\mathbb{E}[B_E(x) \cdot B_E(y)] = \frac{J_{(d-2)}/2(2\pi\sqrt{E}\|x-y\|)}{(2\pi\sqrt{E}\|x-y\|)^{(d-2)/2}}, \quad x, y \in D,$n

with $J_m$ denoting the Bessel function of order $m$ of the first kind, and energy $4\pi^2 E$. Consider $B^{(1)}_E, \ldots, B^{(\ell]}_E$ i.i.d. copies of $B_E$ and $G = \{(B^{(1)}_E(x), \ldots, B^{(\ell]}_E(x)) : x \in D\}$. One can show by a direct computation, that for every $i \in [\ell]$ and $j \in [d]$,

$$\text{Var}[\partial_j B^{(i)}_E(x)] = \frac{4\pi^2 E}{d}, \quad x \in D. $$

As in Example (i), we write $\tilde{\partial}_j := (4\pi^2 E/d)^{-1/2}\partial_j$ for the normalised derivatives and consider the random field $W = \{\Phi^{(i)}_{x,d}(G^*_x(x)) : x \in D\}$ with $\Phi^{(i)}_{x,d}(A) = \det(AA^T)^{1/2}$ for $A \in \text{Mat}_{\ell,d}(\mathbb{R})$. Then, the random variable

$$L^{(i)}_E := \left(\frac{4\pi^2 E}{d}\right)^{\ell/2} J(G, W, (0, \ldots, 0))$$

is the $(d - \ell)$-dimensional nodal volume of $G$, where as previously, $J$ is as in Definition 2.2. Again, by Theorem D.3, it is well-defined $\mathbb{P}$-a.s. The existence in $L^2(P)$ is proved in the cases $(\ell, d) = (1, 2), (2, 2)$.
in [NPR19] and the arguments therein can be extended to the case of arbitrary integers \( \ell \) and \( d \). Arguing as in the previous example, using Green’s identity, the quantity \( D^{(i)} \) in (2.4) is equal to

\[
D^{(i)} = \frac{1}{4\pi^2 E} \int_{\partial D} B^0_E(x)(\nabla B^0_E(x), n(x)) dx,
\]

where \( n(x) \) denotes the outward unit normal vector to \( \partial D \) at \( x \). In particular, \( D^{(i)} \) and hence the second chaotic component of \( L^{(i)}_E \) reduce to an integration over the boundary of \( D \), thus recovering the exact expression of the second Wiener chaos of \( L^{(i)}_E \) obtained in Lemma 4.1 [NPR19] for \( d = 2 \). As already pointed out, in [DEL19], the authors study among others the nodal length restricted to growing cubes of the complex BRW on \( \mathbb{R}^3 \) corresponding to the case \((\ell, d) = (2, 3) \). In particular, applying Green’s formula to the expression of the second chaotic component (see Lemma 8, [DEL19]), one can proceed similarly as above to show that it reduces to a boundary integration.

**Remark 2.4.** An analogous analysis as in example (i) for ARWs on \( \mathbb{T}^d \) can be carried out for the related model of spherical harmonics on the \( d \)-sphere, see [MRW17] for the case of the 2-sphere.

### 3 Proof of Theorem 1.1

#### 3.1 Outline of the proof

We present a short overview of the proof of our main findings of Theorem 1.1.

**3.1.1 An integral representation of \( L^{(i)}_n \)**

The proof of Theorem 1.1 is based on the Wiener chaos expansion of the quantities \( L^{(i)}_n \) defined in (1.7). In order to derive this expansion, we will rigorously prove that the nodal volume \( L^{(i)}_n \) is formally obtained in \( L^2(\mathbb{P}) \) as

\[
L^{(i)}_n = \int_{\mathbb{T}^d} \prod_{i=1}^{\ell} \delta_0(T^{(i)}_n(x)) \cdot \Phi^*_\ell,\delta(Jac_{T^{(i)}_n}(x)) \, dx,
\]

where \( \Phi^*_\ell,\delta(A) = \det(AD^T)^{1/2} \) for \( A \in \text{Mat}_{\ell,\delta}(\mathbb{R}) \), and \( \text{Jac}_{T^{(i)}_n}(x) \) stands for the Jacobian matrix of \( T^{(i)}_n \) evaluated at \( x \). More precisely, for \( \varepsilon > 0 \), we consider the \( \varepsilon \)-approximations \( L^{(i)}_{n,\varepsilon} \) of \( L^{(i)}_n \) given by (compare with Definition 2.1)

\[
L^{(i)}_{n,\varepsilon} := \int_{\mathbb{T}^d} (2\varepsilon)^{-\ell} \prod_{i=1}^{\ell} \mathbb{1}_{\{[-\varepsilon, \varepsilon]\}}(T^{(i)}_{n,\varepsilon}(x)) \cdot \Phi^*_\ell,\delta(Jac_{T^{(i)}_n}(x)) \, dx, \quad \varepsilon > 0
\]

and prove the following statement.

**Lemma 3.1.** For \( \ell \in [3] \) and \( n \in S_3 \), the random variable \( L^{(i)}_{n,\varepsilon} \) converges to \( L^{(i)}_n \) \( \mathbb{P} \)-a.s and in \( L^2(\mathbb{P}) \) as \( \varepsilon \to 0 \).

The proof of Lemma 3.1 is presented in Section E.2 of Appendix E. Note that the case \( \ell = 1 \) has been investigated in [RW08] for arbitrary dimensions. To deal with the case \( \ell = 3 \), one can directly adapt the proof of points (i)-(v) of Lemma 3.1 in [NPR19] for the two-dimensional torus, based on universal bounds for the number of solutions of a system of trigonometric polynomials (see e.g. [Kho91]).

The proof of the almost sure convergence relies on a deterministic continuity result for nodal volumes restricted to compact sets on the torus associated with sequences of functions converging to a non-degenerate limit in the \( C^1 \)-topology (see Appendix D). Our proof of the \( L^2(\mathbb{P}) \) convergence takes advantage of similar techniques as those that will be exposed in the forthcoming Section 3.1.4, based on partitioning the torus into singular and non-singular subregions. We refer the reader to this part for an overview of our strategy.
3.1.2 Wiener-Itô chaos decomposition of $L_n^{(\ell)}$. 

The statement of Lemma 3.1 together with the fact that, for every fixed $x \in \mathbb{T}^3$, the random variables $T_n^{(\ell)}(x)$ and $\text{Jac}_n^{(\ell)}(x)$ are stochastically independent, justify the use of the general framework of Theorem 2.3 to this precise setting, yielding in particular the chaotic decomposition of $L_n^{(\ell)}$. In view of Example (i) of Section 2.3 in the case $d = 3$, the quantity $D^{(\ell)}_i$ in (2.4) is zero for every $i \in [\ell]$. This together with the fact that we study nodal sets, implies that (in view of Theorem 2.3 (ii)) the second-order as well as the odd-order chaos identically vanish, yielding

$$L_n^{(\ell)} = \mathbb{E} \left[ L_n^{(\ell)} \right] + \sum_{q \geq 2} \text{proj}_q(L_n^{(\ell)}) , \quad \ell \in [3].$$

(3.1)

**Normalized gradients.** Writing $T_n^{(\ell)}(x) = N_n^{-1/2} \sum_{\lambda \in \Lambda_n} a_{i_1} \lambda e_\lambda(x)$ for $i_1 \in [\ell]$, in view of (2.13), we introduce the scaled partial derivatives having variance 1,

$$T_n^{(\ell)}(x) := \frac{3}{\pi} \int_{\mathbb{T}^3} (2 \pi)^{-\ell} \prod_{i=1}^{\ell} \frac{1}{[[-\epsilon, \epsilon]]} \left( T_n^{(\ell)}(x) \right) \cdot \Phi^{*}_{\ell,3}(T_n^{(\ell)}(x)) \, dx , \quad \epsilon > 0 .$$

(3.3)

Therefore, by virtue of the almost sure convergence stated in Lemma 3.1, we can write the nodal volume as (recall Definition 2.1)

$$L_n^{(\ell)} = \left( \frac{\pi^n}{3} \right)^{\ell/2} J(G, W; u^{(\ell)}) ,$$

where $G = T_n^{(\ell)}$, $W = \{ \Phi^{*}_{\ell,3}(T_n^{(\ell)}(x)) : x \in \mathbb{T}^3 \}$, $u^{(\ell)} = (0, \ldots, 0) \in \mathbb{R}^\ell$.

The following proposition gives the Wiener-Itô chaos expansion of $L_n^{(\ell)}$ and is a consequence of Theorem 2.3.

**Proposition 3.2** (Wiener Chaos expansion of $L_n^{(\ell)}$). Fix $\ell \in [3]$. For $n \in S_3$, the chaotic projections of $L_n^{(\ell)}$ are given by

$$\text{proj}_q(L_n^{(\ell)}) = \text{proj}_{q+1}(L_n^{(\ell)}) = 0 , \quad q \geq 0 ,$$

(3.4)

while for $q = 0$ and $q \geq 2$,

$$\text{proj}_q(L_n^{(\ell)}) = \left( \frac{\pi^n}{3} \right)^{\ell/2} \sum_{p_0^{(1)}, \ldots, p_3^{(1)} \geq 0} \cdots \sum_{p_0^{(q)}, \ldots, p_3^{(q)} \geq 0} \beta_{p_0^{(1)} \ldots p_3^{(1)}}^{(1)} \ldots \beta_{p_0^{(q)} \ldots p_3^{(q)}}^{(q)} \alpha_{\ell}^{(\ell)} \left\{ (p_i^{(j)}) : (i, j) \in [\ell] \times [3] \right\}$$

$$\times \int_{\mathbb{T}^3} \prod_{i=1}^{\ell} H_{p_0^{(i)}}(T_n^{(\ell)}(x)) \prod_{j=0}^{3} H_{p_j^{(j)}}(T_n^{(\ell)}(x)) \, dx ,$$

where $\{ \beta_j : j \geq 0 \}$ and $\alpha_3^{(3)} \{ \cdot \}$ are the projection coefficients of $\delta_0$ and $\Phi^{*}_{\ell,3}$ defined in (A.1) and (A.15), respectively. In particular,

$$\text{proj}_0(L_n^{(\ell)}) = \mathbb{E} \left[ L_n^{(\ell)} \right] = \left( \frac{\pi^n}{3} \right)^{\ell/2} \alpha_{\ell,3} \frac{1}{(2\pi)^{\ell/2}} .$$

(3.5)
3.1.3 Detailed analysis of the fourth chaotic projection

In Section 3.2.1, we provide an exact expression of the fourth-order chaotic projection of $L_n^{(4)}$. In order to achieve this, we compute the Fourier-Hermite coefficients of the function $\Phi_{4,3}$ on the fourth Wiener chaos (see Proposition B.5). We then use the orthogonality relation for complex exponentials on the torus
\[
\int_{\mathbb{T}^3} e_\lambda(x) \, dx = I \{ \lambda = 0 \} ,
\]
and rewrite each integral of multivariate Hermite polynomials evaluated at the arithmetic random waves and its gradient components by means of a useful summation rule over 4-correlations $C_n(4)$ (see (3.13)) and non-degenerate 4-correlations $X_n(4)$ (see (3.14)).

A subsequent asymptotic analysis of $\text{proj}_4(L_n^{(4)})$ is presented in Section 3.2.2. This analysis is based on a multivariate Central Limit Theorem (see Proposition 3.18) for the summands composing the explicit expression of $\text{proj}_4(L_n^{(4)})$. Such a Central Limit Theorem, already appearing in [MPR16, DNP+19] for the two-dimensional torus and [Can19] for the nodal surface on the three-dimensional torus, is obtained by verifying a suitable condition characterising normal convergence of the so-called Fourth Moment Theorem (see Theorem 5.2.7 [NP12]). Among others, we use the asymptotic estimate bounding non-degenerate 4-correlations on $T^3$, (see Theorem 1.6 [BM17])
\[
\text{card}(X_n(4)) = O(N_n^{4/4+o(1)}) , \quad n \to \infty .
\]

In Section 3.2.3, we compute the asymptotic variance of the fourth-order chaotic component and the limiting distribution for its normalised version
\[
\left\{ \text{proj}_4(L_n^{(4)}) : n \in S_3 \right\} = \left\{ (e_n^{(4)})^{-1/2} \text{proj}_4(L_n^{(4)}) : n \in S_3 \right\},
\]
where $e_n^{(4)} := \text{Var} \left[ \text{proj}_4(L_n^{(4)}) \right]$. This is the content of the following propositions.

**Proposition 3.3.** For $\ell \in [3]$, as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$,
\[
\text{Var} \left[ \text{proj}_4(L_n^{(4)}) \right] \sim (c_n^{(4)} \ell)^2 \left( \frac{1}{250} + \frac{\ell(\ell-1)}{2} \cdot \frac{76}{375} \right),
\]
where the constant $c_n^{(4)}$ is given by
\[
c_n^{(4)} := \frac{E_n}{3} \left( \frac{\ell}{2\pi} \right)^{1/2} 2 \frac{\alpha(\ell, 3)}{N_n} .
\]

**Proposition 3.4.** For $\ell \in [3]$, we have as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$,
\[
\text{proj}_4(L_n^{(4)}) \sim \left( \ell \cdot \frac{1}{250} + \frac{\ell(\ell-1)}{2} \cdot \frac{76}{375} \right)^{-1/2} Y^{(\ell)} M^{(\ell)} (Y^{(\ell)})^T ,
\]
where $Y^{(\ell)} \sim N_{\ell(\ell-4)}(0, \text{Id}_{\ell(\ell-4)})$ and $M^{(\ell)} \in \text{Mat}_{\ell(\ell-4), \ell(\ell-4)}(\mathbb{R})$ is the deterministic matrix given by
\[
M^{(\ell)} = -\frac{1}{50} \text{Id}_{\ell^2} \oplus -\frac{1}{25} \text{Id}_{32(\ell-4)} \oplus \frac{1}{25} \text{Id}_{22(\ell-4)} \oplus \frac{1}{50} \text{Id}_{22(\ell-4)} \oplus -\frac{1}{6} \text{Id}_{32(\ell-4)} .
\]

3.1.4 Contribution of higher-order chaotic projections

We show that the projection on the fourth Wiener chaos of $L_n^{(4)}$ dominates the series in (3.1), in the sense that
\[
L_n^{(4)} = \text{proj}_4(L_n^{(4)}) + o_P(1) ,
\]
where $o_P(1)$ denotes a sequence of random variables converging to zero in probability as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$. This is done by proving the following statement:
Proposition 3.5. For \( \ell \in [3] \), as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \),

\[
\text{Var} \left[ \sum_{q \geq 4} \text{proj}_{2q}(L_n^{(\ell)}) \right] = o \left( \text{Var} \left[ \text{proj}_{4}(L_n^{(\ell)}) \right] \right) .
\] (3.8)

The arguments for the proof of Proposition 3.5 are based on the use of a suitable partition \( \mathcal{P}(M) \) (where \( M = M(n) \) is proportional to \( \sqrt{E_n} \)) of the torus into singular and non-singular pairs of subregions (see Definition E.1), following the route of [ORW08] and, later, [DNP+19]. We denote by \( L_n^{(\ell)}(Q) \) the nodal volume restricted to a cube \( Q \) and by \( \text{proj}_{6+}(L_n^{(\ell)}) := \sum_{q \geq 3} \text{proj}_{2q}(L_n^{(\ell)}) \) the chaotic projection of \( L_n^{(\ell)} \) on Wiener chaoses of order at least 6. This allows us to write the variance of higher-order chaoses as

\[
\text{Var} \left[ \text{proj}_{6+}(L_n^{(\ell)}) \right] = \sum_{(Q, Q') \in \mathcal{P}(M)^2} \text{Cov} \left[ \text{proj}_{6+}(L_n^{(\ell)}(Q)), \text{proj}_{6+}(L_n^{(\ell)}(Q')) \right] ,
\] (3.9)

where the summation is over all pairs of cubes \((Q, Q')\) of side length \(1/M\). Splitting this sum into the singular part \( \mathcal{S} \) and the non-singular part \( \mathcal{S}^c \), we bound each of the contributions separately. For the singular part, we prove the following bound:

Lemma 3.6. For \( \ell \in [3], \) as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \), we have

\[
\left| S_{n, 1}^{(\ell)} \right| = \sum_{(Q, Q') \in \mathcal{S}} \text{Cov} \left[ \text{proj}_{6+}(L_n^{(\ell)}(Q)), \text{proj}_{6+}(L_n^{(\ell)}(Q')) \right] = O(E_n^3R_n(6)) .
\]

Here, \( R_n(6) \) denotes the integral 6-th moment of the covariance function \( r_n \), see (3.12). We give a brief overview of the proof of Lemma 3.6. We use the Cauchy-Schwarz inequality and translation-invariance of the model to write

\[
\left| S_{n, 1}^{(\ell)} \right| \leq E_n^3R_n(6) \cdot \text{Var} \left[ \text{proj}_{6+}(L_n^{(\ell)}(Q_0)) \right] ,
\] (3.10)

where we used that the number of singular pairs of cubes in the summation index is bounded by \( E_n^3R_n(6) \) and where \( Q_0 \) denotes a small cube of side length \(1/M\) around the origin. In Lemma C.6, we justify the use of Kac-Rice formula in \( Q_0 \), so that, writing

\[
\text{Var} \left[ \text{proj}_{6+}(L_n^{(\ell)}(Q_0)) \right] \leq E_n \left[ L_n^{(\ell)}(Q_0)^2 \right] ,
\]

one can use Kac-Rice formulae for moments (Theorem 6.2, 6.3 [AW09] for \( \ell = 3 \) and Theorem 6.9 [AW09] for \( \ell = 1, 2 \)). Doing so, we exploit stationarity to obtain

\[
\text{Var} \left[ L_n^{(\ell)}(Q_0)^2 \right] \leq \text{Leb}(Q_0) \int_{2Q_0} K^{(\ell)}(z, 0; (0, \ldots, 0)) \, dz + \frac{E_n^{3/2}}{M^3} \cdot 1 \{|\ell| = 3\} ,
\]

where \( K^{(\ell)} \) is the two-point correlation function defined in (C.3) of Appendix C. Appendix C contains a self-contained study of the two-point correlation function; in particular, in (C.4), we derive an upper bound of \( K^{(\ell)} \) in terms of the covariance function \( r_n \) and its gradient, and subsequently perform a precise Taylor-type expansion near the origin of this expression (see Lemma C.5). Using these results then yields the estimate

\[
\text{Var} \left[ L_n^{(\ell)}(Q_0)^2 \right] \leq E_n^{-2}1 \{\ell = 1\} + E_n^{-1}1 \{\ell = 2\} + 1 \{|\ell| = 3\} ,
\]

which combined with (3.10) establishes Lemma 3.6.

Concerning the contribution to the variance of the non-singular pairs of cubes, we prove the following proposition:

Lemma 3.7. For \( \ell \in [3], \) as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \), we have

\[
\left| S_{n, 2}^{(\ell)} \right| = \sum_{(Q, Q') \in \mathcal{S}^c} \text{Cov} \left[ \text{proj}_{6+}(L_n^{(\ell)}(Q)), \text{proj}_{6+}(L_n^{(\ell)}(Q')) \right] = O(E_n^3R_n(6)) .
\]
Proposition 3.5 is then concluded once we derive a bound for the integral
the fact that the summation is over non-singular pairs of cubes.

(ii) a particular version of diagram formula for Hermite polynomials (see Proposition E.3) allowing us to

In this section, we provide the exact expression of the fourth-order chaotic component of
L

Combining this with the content of Proposition 3.3, we conclude that

\[ \mathbb{E}_n^L \mathcal{R}_n(6) = o \left( \text{Var} \left[ \text{proj}_4(L_n^L) \right] \right). \]

3.2 Complete study of the fourth chaotic component of \(L_n^L\)

In this section, we provide the exact expression of the fourth-order chaotic component of \(L_n^L\). A subsequent asymptotic analysis of this expression serves as preparation to deriving the limiting distribution of the normalised version of \(L_n^L\).

3.2.1 Explicit form of \(\text{proj}_4(L_n^L)\)

In order to write the explicit expression of the fourth-order chaotic component of \(L_n^L\), we introduce some auxiliary random variables. Fix \(\ell \in [3]\).

**Definition 3.8.** For \(i_1, i_2 \in [\ell], j, k \in [3]\) and \(n \in S_3\), we define:

\[
W^{(i_1)}(n) := \frac{1}{\sqrt{nN_n}} \sum_{\lambda \in \Lambda_n} (|a_{i_1, \lambda}|^2 - 1), \quad W^{(i_1)}_{jk}(n) := \frac{1}{n\sqrt{nN_n}} \sum_{\lambda \in \Lambda_n} \lambda_j \lambda_k (|a_{i_1, \lambda}|^2 - 1),
\]

\[
M^{(i_1, i_2)}(n) := \frac{1}{\sqrt{nN_n}} \sum_{\lambda \in \Lambda_n} a_{i_1, \lambda} a_{i_2, \lambda}, \quad i_1 < i_2, \quad \ell \in \{2, 3\},
\]

\[
M^{(i_1, i_2)}_j(n) := \frac{i}{\sqrt{nN_n}} \sum_{\lambda \in \Lambda_n} \lambda_j a_{i_1, \lambda} a_{i_2, \lambda}, \quad i_1 < i_2, \quad \ell \in \{2, 3\},
\]

\[
M^{(i_1, i_2)}_{jk}(n) := \frac{1}{n\sqrt{nN_n}} \sum_{\lambda \in \Lambda_n} \lambda_j \lambda_k a_{i_1, \lambda} a_{i_2, \lambda}, \quad i_1 < i_2, \quad \ell \in \{2, 3\},
\]

\[
R^{(i_1, i_2)}(n) := \frac{1}{N_n} \sum_{\lambda \in \Lambda_n} |a_{i_1, \lambda}|^2 |a_{i_2, \lambda}|^2, \quad R^{(i_1, i_2)}_{jk}(n) := \frac{1}{n^2N_n} \sum_{\lambda \in \Lambda_n} \lambda_j^2 \lambda_k^2 |a_{i_1, \lambda}|^2 |a_{i_2, \lambda}|^2,
\]

\[
S^{(i_1, i_2)}(n) := \frac{1}{N_n} \sum_{\lambda \in \Lambda_n} a_{i_1, \lambda} a_{i_2, \lambda}^2, \quad S^{(i_1, i_2)}_{jk}(n) := \frac{1}{n^2N_n} \sum_{\lambda \in \Lambda_n} \lambda_j^2 \lambda_k^2 a_{i_1, \lambda}^2 a_{i_2, \lambda}^2,
\]

\[
X^{(i_1, i_2)}(n) := \frac{1}{N_n} \sum_{(\lambda, \lambda', \lambda'' \in X_n(4))} a_{i_1, \lambda} a_{i_1, \lambda'} a_{i_2, \lambda''} a_{i_2, \lambda'''},
\]

\[
X^{(i_1, i_2)}_{kk}(n) := \frac{1}{nN_n} \sum_{(\lambda, \lambda', \lambda'' \in X_n(4))} \lambda_k \lambda_k' a_{i_1, \lambda} a_{i_1, \lambda'} a_{i_2, \lambda''} a_{i_2, \lambda'''},
\]

\[
X^{(i_1, i_2)}_{kk'}(n) := \frac{1}{n^2N_n} \sum_{(\lambda, \lambda', \lambda'' \in X_n(4))} \lambda_k \lambda_k' \lambda_k'' a_{i_1, \lambda} a_{i_1, \lambda'} a_{i_2, \lambda''} a_{i_2, \lambda'''}.
\]
Note that $\lambda_1^2 + \lambda_2^2 + \lambda_3^2 = n$ implies the relations
\[
R^{(i_1,i_2)}(n) = \sum_{k,j=1}^3 R_{kj}^{(i_1,i_2)}(n), \quad S^{(i_1,i_2)}(n) = \sum_{k,j=1}^3 S_{kj}^{(i_1,i_2)}(n).
\]

**Definition 3.9.** For $i_1 \in \ell$, and $n \in S_3$, we set
\[
a_1^{(i_1)}(n) := \int_{T^3} H_4(T_n^{(i_1)}(x)) \, dx,
\]
\[
a_2^{(i_1)}(n) := \sum_{k=1}^3 \int_{T^3} H_2(T_n^{(i_1)}(x))H_2(T_n^{(i_1)}(x)) \, dx,
\]
\[
a_3^{(i_1)}(n) := \sum_{k=1}^3 \int_{T^3} H_4(T_n^{(i_1)}(x)) \, dx,
\]
\[
a_4^{(i_1)}(n) := \sum_{k<j}^3 \int_{T^3} H_2(T_n^{(i_1)}(x))H_2(T_n^{(i_1)}(x)) \, dx,
\]
and for $\ell \in \{2,3\}$ and $i_1 < i_2 \in \ell, n \in S_3$,
\[
b_1^{(i_1,i_2)}(n) := \int_{T^3} H_2(T_n^{(i_1)}(x))H_2(T_n^{(i_2)}(x)) \, dx,
\]
\[
b_2^{(i_1,i_2)}(n) := \sum_{k=1}^3 \int_{T^3} H_2(T_n^{(i_1)}(x))H_2(T_n^{(i_2)}(x)) \, dx,
\]
\[
b_3^{(i_1,i_2)}(n) := \sum_{k=1}^3 \int_{T^3} H_2(T_n^{(i_1)}(x)) \, dx,
\]
\[
b_4^{(i_1,i_2)}(n) := \sum_{k<j}^3 \int_{T^3} H_2(T_n^{(i_1)}(x))H_2(T_n^{(i_2)}(x)) \, dx,
\]
\[
b_5^{(i_1,i_2)}(n) := \sum_{k<j}^3 \int_{T^3} T_n^{(i_1)}(x) T_n^{(i_2)}(x) \, dx.
\]

**Spectral correlations on $T^3$.** For $n \in S_3$ and an integer $m \geq 1$, we introduce the set of $m$-correlations on the torus,
\[
C_n(m) := \left\{(\lambda^{(1)}, \ldots, \lambda^{(m)}) \in \Lambda^m : \lambda^{(1)} + \ldots + \lambda^{(m)} = 0\right\},
\]
and the set of non-degenerate $m$-correlations
\[
\mathcal{X}_n(m) := \left\{(\lambda^{(1)}, \ldots, \lambda^{(m)}) \in C_n(m) : \forall I \subseteq [m], \sum_{i \in I} \lambda^{(i)} \neq 0 \right\} \subseteq C_n(m).
\]

Recall that $\text{card}(C_n(4)) = 3\mathcal{N}_n^2 - 3\mathcal{N}_n + \text{card}(\mathcal{X}_n(4))$, which is in accordance with the following summation rule (see (3.6) in [Cam19])
\[
\sum_{(\lambda, \lambda', \lambda'', \lambda''') \in \mathcal{C}_n(4)} = \sum_{\lambda=-\lambda'} + \sum_{\lambda=-\lambda''} + \sum_{\lambda=-\lambda'''} - \sum_{\lambda=-\lambda'}\lambda'' = -\lambda''' - \sum_{\lambda=-\lambda''} + \sum_{\lambda=-\lambda'''} \sum_{(\lambda, \lambda', \lambda'', \lambda''') \in \mathcal{X}_n(4)}.
\]

In the sequel, we will write $(\lambda, \lambda', \lambda'', \lambda''') = (\lambda^{(1)}, \lambda^{(2)}, \lambda^{(3)}, \lambda^{(4)})$ for elements in $C_n(4)$ and $\mathcal{X}_n(4)$ and use the following abbreviations
\[
\sum_{\lambda} := \sum_{\lambda \in \mathcal{A}_n}, \quad \sum_{\mathcal{C}_n(4)} := \sum_{(\lambda, \lambda', \lambda'', \lambda''') \in \mathcal{C}_n(4)}, \quad \sum_{\mathcal{X}_n(4)} := \sum_{(\lambda, \lambda', \lambda'', \lambda''') \in \mathcal{X}_n(4)}.
\]

The following lemma is a generalization of Lemma 4.5 in [Cam19] (obtained for $\ell = 1$) applying to the setting of multiple independent arithmetic random waves. These formulae follow by carefully applying the summation rule (3.15).
Lemma 3.10. Fix $\ell \in [3]$. For every $i_1, i_2 \in [\ell]$ and every $j, k \in [3]$, the following formulae hold:

$$
\sum_{c_{\lambda,\xi}(4)} a_{i_1,\lambda} a_{i_1,\lambda} a_{i_2,\lambda} a_{i_2,\lambda} = \sum_{\lambda} |a_{i_1,\lambda}|^2 \sum_{\lambda} |a_{i_2,\lambda}|^2 + 2 \left( \sum_{\lambda} a_{i_1,\lambda} a_{i_2,\lambda} \right)^2
$$

$$
-2 \sum_{\lambda} |a_{i_1,\lambda}|^2 |a_{i_2,\lambda}|^2 - \sum_{\lambda} a_{i_1,\lambda} a_{i_2,\lambda}^2 + \sum_{x_n(4)} a_{i_1,\lambda} a_{i_1,\lambda} a_{i_2,\lambda} a_{i_2,\lambda}^2,
$$

(3.16)

$$
\sum_{c_{\lambda,\xi}(4)} \lambda_k^\prime \lambda_k^\prime \prime a_{i_1,\lambda} a_{i_1,\lambda} a_{i_2,\lambda} a_{i_2,\lambda} = \sum_{\lambda} |a_{i_1,\lambda}|^2 \sum_{\lambda} \lambda_k^\prime |a_{i_2,\lambda}|^2 + 2 \left( \sum_{\lambda} \lambda_k a_{i_1,\lambda} a_{i_2,\lambda} \right)^2
$$

$$
+ 2 \sum_{\lambda} \lambda_k^\prime |a_{i_1,\lambda}|^2 |a_{i_2,\lambda}|^2 - \sum_{\lambda} \lambda_k^\prime |a_{i_1,\lambda}|^2 a_{i_2,\lambda}^2 + \sum_{x_n(4)} \lambda_k^\prime \lambda_k^\prime \prime a_{i_1,\lambda} a_{i_1,\lambda} a_{i_2,\lambda} a_{i_2,\lambda}^2,
$$

(3.17)

$$
\sum_{c_{\lambda,\xi}(4)} \lambda_k a_{i_1,\lambda} \lambda_k^\prime a_{i_1,\lambda} a_{i_1,\lambda} a_{i_2,\lambda} a_{i_2,\lambda} = \sum_{\lambda} \lambda_k |a_{i_1,\lambda}|^2 \sum_{\lambda} \lambda_k |a_{i_2,\lambda}|^2 + 2 \left( \sum_{\lambda} \lambda_k a_{i_1,\lambda} a_{i_2,\lambda} \right)^2
$$

$$
-2 \sum_{\lambda} \lambda_k |a_{i_1,\lambda}|^2 |a_{i_2,\lambda}|^2 - \sum_{\lambda} \lambda_k |a_{i_1,\lambda}|^2 a_{i_2,\lambda}^2 + \sum_{x_n(4)} \lambda_k \lambda_k^\prime a_{i_1,\lambda} a_{i_1,\lambda} a_{i_2,\lambda} a_{i_2,\lambda}^2,
$$

(3.18)

$$
\sum_{c_{\lambda,\xi}(4)} \lambda_k \lambda_k^\prime \lambda_k^\prime \prime a_{i_1,\lambda} a_{i_1,\lambda} a_{i_1,\lambda} a_{i_1,\lambda} = \sum_{\lambda} \lambda_k \lambda_k |a_{i_1,\lambda}|^2 \sum_{\lambda} \lambda_k \lambda_k |a_{i_2,\lambda}|^2 + 2 \left( \sum_{\lambda} \lambda_k \lambda_k a_{i_1,\lambda} a_{i_2,\lambda} \right)^2
$$

$$
+ \sum_{\lambda} \lambda_k |a_{i_1,\lambda}|^2 a_{i_2,\lambda}^2 \sum_{\lambda} \lambda_k |a_{i_1,\lambda}|^2 a_{i_2,\lambda}^2 + \left( \sum_{\lambda} \lambda_k \lambda_k a_{i_1,\lambda} a_{i_2,\lambda} \right)^2
$$

$$
-2 \sum_{\lambda} \lambda_k |a_{i_1,\lambda}|^2 |a_{i_2,\lambda}|^2 - \sum_{\lambda} \lambda_k |a_{i_1,\lambda}|^2 a_{i_2,\lambda}^2 + \sum_{x_n(4)} \lambda_k \lambda_k^\prime \lambda_k^\prime \prime a_{i_1,\lambda} a_{i_1,\lambda} a_{i_1,\lambda} a_{i_1,\lambda}^2.
$$

(3.19)

The next two lemmas express the random variables introduced in Definition 3.9 in terms of the quantities defined in Definition 3.8. The following expansions have been proved in Lemma 4.4 of [Cam19].

Lemma 3.11. Fix $\ell \in [3]$. For every $i_1 \in [\ell]$, we have

(i) $a_{i_1}^{(1)}(n) = \frac{1}{N_n}(W_{i_1}(n)^2 - R_{i_1,i_1}(n) + \frac{1}{N_n}X_{i_1,i_1}(n))$

(ii) $a_{i_1}^{(2)}(n) = \frac{1}{N_n}(W_{i_1}(n)^2 - R_{i_1,i_1}(n) - \sum_{k=1}^3 X_{i_1,i_1}(n))$

(iii) $a_{i_1}^{(3)}(n) = \frac{2}{N_n} \sum_{k=1}^3 (W_{i_1}(n)^2 - R_{i_1,i_1}(n) + \frac{1}{N_n}X_{i_1,i_1}(n))$

(iv) $a_{i_1}^{(4)}(n) = \frac{9}{N_n} \sum_{k<j} (W_{i_1}(n)^2 - R_{i_1,i_1}(n) + X_{i_1,i_1}(n))$

The next lemma deals with mixed expressions containing indices $i_1 < i_2$.

Lemma 3.12. Fix $\ell \in [2, 3]$. For every $i_1 < i_2 \in [\ell]$, we have

(i) $b_{i_1,i_2}^{(1)}(n) = \frac{1}{N_n}(W_{i_1}(n)W_{i_2}(n) + 2M_{i_1,i_2}(n)^2 - 2R_{i_1,i_2}(n) - S_{i_1,i_2}(n) + X_{i_1,i_2}(n))$

(ii) $b_{i_1,i_2}^{(2)}(n) = b_{i_2}^{(1)}(i_1,i_2)(n) = \frac{1}{N_n}(W_{i_1}(n)W_{i_2}(n) + 2M_{i_1,i_2}(n)^2 - 2R_{i_1,i_2}(n) + S_{i_1,i_2}(n) - \sum_{k=1}^3 X_{i_1,i_2}(n))$

(iii) $b_{i_1,i_2}^{(3)}(n) = \frac{9}{N_n} \sum_{k=1}^3 (W_{i_1}(n)^2 - R_{i_1,i_1}(n) + S_{i_1,i_2}(n) + X_{i_1,i_2}(n))$

(iv) $b_{i_1,i_2}^{(4)}(n) = \frac{9}{N_n} \sum_{k=1}^3 (W_{i_1}(n)^2 - R_{i_1,i_1}(n) + S_{i_1,i_2}(n) + X_{i_1,i_2}(n))$

(v) $b_{i_1,i_2}^{(5)}(n) = \frac{9}{N_n} \sum_{k=1}^3 (W_{i_1}(n)^2 - R_{i_1,i_1}(n) + S_{i_1,i_2}(n) + X_{i_1,i_2}(n))$
Proof. Let $\ell \in \{2, 3\}$ be fixed. For (i), by (3.16), we have

$$b^{(i_1, i_2)}(n) = \int_{\mathbb{T}^3} H_2(T^{(i_1)}(x)) H_2(T^{(i_2)}(x)) \, dx$$

$$= \int_{\mathbb{T}^3} (T^{(i_1)}(x) T^{(i_2)}(x))^2 - T^{(i_1)}(x) T^{(i_2)}(x) + 1 \, dx$$

$$= \frac{1}{N_n^2} \sum_{\ell_{n}(4)} a_{i_1, \lambda} a_{i_2, \lambda} a_{i_2, \lambda} \frac{a_{i_2, \lambda}}{a_{i_2, \lambda}^2} - \frac{1}{N_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 - \frac{1}{N_n^2} \sum_{\lambda} |a_{i_2, \lambda}|^2 + 1$$

$$= \frac{1}{N_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 \sum_{\lambda} |a_{i_2, \lambda}|^2 + \frac{2}{N_n^2} \left( \sum_{\lambda} a_{i_1, \lambda} a_{i_2, \lambda} \right)^2 - \frac{2}{N_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 |a_{i_2, \lambda}|^2$$

$$- \frac{1}{N_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 - \frac{1}{N_n^2} \sum_{\lambda} |a_{i_2, \lambda}|^2 + 1.$$ 

Now using the relation

$$\frac{1}{N_n^2} \sum_{\lambda} (|a_{i_1, \lambda}|^2 - 1) \sum_{\lambda} (|a_{i_2, \lambda}|^2 - 1)$$

$$= \frac{1}{N_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 \sum_{\lambda} |a_{i_2, \lambda}|^2 - \frac{1}{N_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 - \frac{1}{N_n^2} \sum_{\lambda} |a_{i_2, \lambda}|^2 + 1,$$

we can rewrite $b^{(i_1, i_2)}(n)$ as

$$\frac{1}{N_n^2} \sum_{\lambda} (|a_{i_1, \lambda}|^2 - 1) \sum_{\lambda} (|a_{i_2, \lambda}|^2 - 1) + \frac{2}{N_n^2} \left( \sum_{\lambda} a_{i_1, \lambda} a_{i_2, \lambda} \right)^2$$

$$- \frac{2}{N_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 |a_{i_2, \lambda}|^2 - \frac{1}{N_n^2} \sum_{\lambda} a_{i_1, \lambda} a_{i_2, \lambda}^2 + \frac{1}{N_n^2} \sum_{\lambda} a_{i_1, \lambda} a_{i_2, \lambda} a_{i_2, \lambda} a_{i_2, \lambda}$$

$$= \frac{1}{N_n^2} \left( W^{(i_1)}(n) W^{(i_2)}(n) + 2M^{(i_1, i_2)}(n)^2 - 2R^{(i_1, i_2)}(n) - S^{(i_1, i_2)}(n) + X^{(i_1, i_2)}(n) \right).$$

Let us now prove (ii). We start by computing $\int_{\mathbb{T}^3} H_2(T^{(i_1)}(x)) H_2(T^{(i_2)}(x)) \, dx$ for fixed $k \in [3]$. Bearing in mind that

$$T^{(i_2)}(x) = i \sqrt{\frac{3}{nN_n}} \sum_{\lambda} \lambda_k a_{i_2, \lambda} e_{\lambda}(x)$$

and using (3.17), we have

$$\int_{\mathbb{T}^3} H_2(T^{(i_1)}(x)) H_2(T^{(i_2)}(x)) \, dx = \int_{\mathbb{T}^3} (T^{(i_1)}(x) T^{(i_2)}(x))^2 - T^{(i_1)}(x) T^{(i_2)}(x) + 1 \, dx$$

$$= \frac{3}{nN_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 \sum_{\lambda} \lambda_k^2 |a_{i_2, \lambda}|^2 - \frac{6}{nN_n^2} \left( \sum_{\lambda} \lambda_k a_{i_1, \lambda} a_{i_2, \lambda} \right)^2$$

$$- \frac{6}{nN_n^2} \sum_{\lambda} \lambda_k^2 |a_{i_1, \lambda}|^2 |a_{i_2, \lambda}|^2 + \frac{3}{nN_n^2} \sum_{\lambda} \lambda_k^2 a_{i_1, \lambda} a_{i_2, \lambda}^2$$

$$- \frac{3}{nN_n^2} \sum_{\lambda} \lambda_k^2 \lambda_k' a_{i_1, \lambda} a_{i_2, \lambda} a_{i_2, \lambda} a_{i_2, \lambda}$$

$$- \frac{1}{nN_n^2} \sum_{\lambda} |a_{i_1, \lambda}|^2 - \frac{3}{nN_n^2} \sum_{\lambda} |a_{i_2, \lambda}|^2 \lambda_k^2 + 1.$$
Hence, summing over \(k\) and using the fact that \(\lambda_1^2 + \lambda_2^2 + \lambda_3^2 = n\) for \(\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \Lambda_n\) yields

\[
b_{(i_1,i_2)}^2(n) = \frac{3}{n^2} \sum_{\lambda} |a_{i_1,\lambda}|^2 \sum_{\lambda} |a_{i_2,\lambda}|^2 - \frac{6}{n^2} \sum_{k=1}^{3} \left( \sum_{\lambda} \lambda_k a_{i_1,\lambda} a_{i_2,\lambda} \right)^2 - \frac{6}{n^2} \sum_{\lambda} |a_{i_1,\lambda}|^2 |a_{i_2,\lambda}|^2 \\
+ \frac{3}{n^2} \sum_{\lambda} a_{i_1,\lambda} a_{i_2,\lambda} - \frac{3}{n^2} \sum_{k=1}^{3} \sum_{\lambda} a_{i_1,\lambda} a_{i_2,\lambda} - \frac{3}{n^2} \sum_{\lambda} |a_{i_1,\lambda}|^2 + \frac{3}{n^2} \sum_{\lambda} |a_{i_2,\lambda}|^2 + 3.
\]

Note that we can rewrite the second term as

\[-\frac{6}{n^2} \sum_{k=1}^{3} \left( \sum_{\lambda} \lambda_k a_{i_1,\lambda} a_{i_2,\lambda} \right)^2 = \frac{6}{n^2} \sum_{k=1}^{3} \left( \sqrt{n} \sum_{\lambda} \lambda_k a_{i_1,\lambda} a_{i_2,\lambda} \right)^2 = \frac{6}{n^2} \sum_{k=1}^{3} M_{(i_1,i_2)}^k(n)^2.
\]

Substituting (3.20) in the computation above shows that \(b_{(i_1,i_2)}^2(n)\) is equal to

\[
\frac{3}{n^2} \left( W^{(i_1)}(n)W^{(i_2)}(n) + 2 \sum_{k=1}^{3} M_{(i_1,i_2)}^k(n)^2 - 2R_{(i_1,i_2)}^2(n) + S_{(i_1,i_2)}^2(n) - \sum_{k=1}^{3} X_{(i_1,i_2)}^k(n) \right),
\]

which is the desired equality. Let us now prove (iii). First, by (3.18), we have for \(k \neq j\),

\[
\int_\mathbb{T} H_2(T_{n,k}^{(i_1)}(x)) H_2(T_{n,j}^{(i_2)}(x)) \, dx = \int_\mathbb{T} \left( T_{n,k}^{(i_1)}(x) T_{n,j}^{(i_2)}(x) - T_{n,j}^{(i_1)}(x) T_{n,k}^{(i_2)}(x) + 1 \right) \, dx
\]

\[
= \frac{9}{n^2 N_n^2} \sum_{\lambda} \lambda_k^2 a_{i_1,\lambda}^2 \sum_{\lambda} \lambda_j^2 a_{i_2,\lambda}^2 + \frac{18}{n^2 N_n^2} \left( \sum_{\lambda} \lambda_k \lambda_j a_{i_1,\lambda} a_{i_2,\lambda} \right)^2
\]

\[-\frac{18}{n^2 N_n^2} \sum_{\lambda} \lambda_k^2 \lambda_j^2 a_{i_1,\lambda}^2 a_{i_2,\lambda}^2 + \frac{9}{n^2 N_n^2} \sum_{\lambda} \lambda_k^2 \lambda_j^2 a_{i_1,\lambda}^2 a_{i_2,\lambda}^2
\]

\[
+ \frac{3}{n^2 N_n^2} \sum_{\lambda} \lambda_k^2 a_{i_1,\lambda}^2 - \frac{3}{n^2 N_n^2} \sum_{\lambda} \lambda_j^2 a_{i_2,\lambda}^2 + 1
\]

\[
= \frac{9}{n^2 N_n^2} \left( W_{kk}^{(i_1)}(n) W_{jj}^{(i_2)}(n) + 2 M_{k_j}^{(i_1,i_2)}(n)^2 - 2 R_{k_j}^{(i_1,i_2)}(n) - S_{k_j}^{(i_1,i_2)}(n) + X_{kkjj}^k(n) \right),
\]

where in the last line we used the relation

\[
\frac{9}{n^2 N_n^2} \sum_{\lambda} \lambda_k^2 |a_{i_1,\lambda}|^2 - 1 \sum_{\lambda} \lambda_j^2 |a_{i_2,\lambda}|^2 - 1
\]

\[
= \frac{9}{n^2 N_n^2} \sum_{\lambda} \lambda_k^2 |a_{i_1,\lambda}|^2 \sum_{\lambda} \lambda_j^2 |a_{i_2,\lambda}|^2 - 3 \sum_{\lambda} \lambda_k^2 |a_{i_1,\lambda}|^2 - 3 \sum_{\lambda} \lambda_j^2 |a_{i_2,\lambda}|^2 + 1,
\]

in view of (3.28). The formula in (iii) then follows summing over all \(j, k\) such that \(j \neq k\). Relations (iv) and (v) are proved similarly.

\[\square\]

**Explicit expression of \(\text{proj}_4(L_{eff}^\ell)\).** We are now in position to provide the precise expression of the fourth-order chaotic component of \(L_{n}^\ell\). Concerning the coefficients \(\alpha_{\{p_j^{(i)}\}}(i, j) \in [\ell] \times [3]\) appearing in the Wiener chaos expansion of \(L_{n}^\ell\) in (3.5), we introduce the following notation: We write \(\mathbf{0}_r \in \text{Mat}_{3,3}(\mathbb{R})\) for the zero-matrix; for an integer \(m \geq 1\), we consider the mapping \(s_{\ell}^{(m)} : ([\ell] \times [3])^m \to \text{Mat}_{3,3}(\mathbb{R})\) defined by

\[
s_{\ell}^{(m)}((i_1, j_1), \ldots, (i_m, j_m)) := \{ (i, j) \in \{ (i_1, j_1), \ldots, (i_m, j_m) \} : (i, j) \in [\ell] \times [3] \},
\]

that is, the \(\ell \times 3\) matrix whose entry is 1 at positions \((i_1, j_1), \ldots, (i_m, j_m)\) and 0 elsewhere. From Proposition B.5 applied with \(X = T_{n,k}^{(i_1)}(z) \in \mathbb{T}^3\), we compute the constants in the three cases \((\ell, k) \in \{(1,3), (2,3), (3,3)\}\); these are entirely given once we compute (see (1.8))

\[
\alpha(1,3) = \frac{4}{\sqrt{2} \pi}, \quad \alpha(2,3) = 2, \quad \alpha(3,3) = \frac{4}{\sqrt{2} \pi}.
\]
Proposition 3.13. For every $\ell \in [3]$ and every collection $I = \{(i_1, j_1) \neq (i_2, j_2) \neq (i_3, j_3) \neq (i_4, j_4) \in [\ell] \times [3]\}$, we have

\[
\begin{align*}
\alpha_3^{(\ell)}(0) &= \alpha(\ell, 3), \\
\alpha_3^{(\ell)}(2s_1^{(\ell)}((i_1, j_1))) &= \frac{1}{2!} \alpha(\ell, 3) = \frac{1}{6} \alpha(\ell, 3), \\
\alpha_3^{(\ell)}(4s_1^{(\ell)}((i_1, j_1))) &= -\frac{1}{4!} \frac{1}{5} \alpha(\ell, 3) = -\frac{1}{120} \alpha(\ell, 3), \\
\alpha_3^{(\ell)}(2s_2^{(\ell)}((i_1, j_1), (i_2, j_2))) &= -\frac{1}{60} \alpha(\ell, 3) \mathbb{I}_{\{i_1 \neq i_2, j_1 = j_2\}} \mathbb{I}_{\{\ell \in \{2, 3\}\}} \\
+ \frac{1}{20} \alpha(\ell, 3) \mathbb{I}_{\{i_1 \neq i_2, j_1 \neq j_2\}} \mathbb{I}_{\{\ell \in \{2, 3\}\}}, \\
\alpha_3^{(\ell)}(s_4^{(\ell)}((i_1, j_1), (i_2, j_2), (i_3, j_3), (i_4, j_4))) &= -\frac{2}{15} \alpha(\ell, k) \mathbb{I}_{\{I \in S \}} \mathbb{I}_{\{\ell \in \{2, 3\}\}},
\end{align*}
\]

where $S = \{\{(i_1, j_1), (i_1, j_2), (i_2, j_1), (i_2, j_2)\} : i_1 \neq i_2, j_1 \neq j_2\}$.

In particular, from Proposition B.5, it becomes clear that the fourth-order chaotic component of $L_n^{(\ell)}$ does not involve (i) any non-linear interaction of the three ARWs simultaneously (for $\ell = 3$), and (ii) any product of odd Hermite polynomials except expressions of the form $H_1(\cdot)H_1(\cdot)H_1(\cdot)H_1(\cdot)$.

Recalling the random variables introduced in Definition 3.9, we define the following two quantities: for $\ell \in [3]$ and $i_1 \in [\ell]$,

\[
A_{n, \ell}^{(i_1)} := \frac{\beta_2 \beta_0^{\ell-1}}{4!} \alpha_3^{(\ell)}(0) \cdot a_1^{(i_1)}(n) + \frac{\beta_2^{\ell-1} \beta_0^2}{2!} \alpha_3^{(\ell)}(2s_1^{(\ell)}((1, 1))) \cdot a_2^{(i_1)}(n)
\]

\[
+ \beta_0^2 \alpha_3^{(\ell)}(4s_1^{(\ell)}((1, 1))) \cdot a_3^{(i_1)}(n)
\]

\[
+ \beta_0^2 \alpha_3^{(\ell)}(2s_2^{(\ell)}((1, 1), (1, 2))) \cdot a_4^{(i_1)}(n)
\]

and for $\ell \in \{2, 3\}$ and $i_1 < i_2 \in [\ell]$,

\[
B_{n, \ell}^{(i_1, i_2)} := \left(\frac{\beta_2}{2!}\right)^2 \beta_0^{\ell-2} \alpha_3^{(\ell)}(0) \cdot b_1^{(i_1, i_2)}(n) + \frac{\beta_2 \beta_0^{\ell-1}}{2!} \alpha_3^{(\ell)}(2s_1^{(\ell)}((1, 1))) \cdot b_2^{(i_1, i_2)}(n)
\]

\[
+ \frac{\beta_0^2 \beta_2^{\ell-2}}{2!} \alpha_3^{(\ell)}(4s_1^{(\ell)}((1, 1))) \cdot b_3^{(i_1, i_2)}(n)
\]

\[
+ \beta_0^2 \alpha_3^{(\ell)}(2s_2^{(\ell)}((1, 1), (1, 2))) \cdot b_4^{(i_1, i_2)}(n)
\]

\[
+ \beta_0^2 \alpha_3^{(\ell)}(s_4^{(\ell)}((1, 1), (1, 2), (2, 1), (2, 2))) \cdot b_5^{(i_1, i_2)}(n)
\]

Then, the fourth-order chaotic component of $L_n^{(\ell)}$ is given by (recall (3.3))

\[
\text{proj}_4(L_n^{(\ell)}) = \left(\frac{E_n}{3}\right)^{\ell/2} \left( \sum_{i_1<\ell} A_{n, \ell}^{(i_1)} + \sum_{i_1<\ell, i_2 \in [\ell]} B_{n, \ell}^{(i_1, i_2)} \right) = \left(\frac{E_n}{3}\right)^{\ell/2} S_n^{(\ell)},
\]

with the convention that $\sum_{i_1<\ell, i_2 \in [\ell]} = 0$ if $\ell = 1$. Using (A.4) and Proposition 3.13, the expressions in (3.21) and (3.22) simplify to

\[
A_{n, \ell}^{(i_1)} = \frac{2}{(2\pi)^{\ell/2}} \alpha(\ell, 3) \left( \frac{1}{16} a_1^{(i_1)}(n) - \frac{1}{24} a_2^{(i_1)}(n) - \frac{1}{240} a_3^{(i_1)}(n) - \frac{1}{120} a_4^{(i_1)}(n) \right)
\]

and

\[
B_{n, \ell}^{(i_1, i_2)} = \frac{2}{(2\pi)^{\ell/2}} \alpha(\ell, 3) \left( \frac{1}{8} b_1^{(i_1, i_2)}(n) - \frac{1}{24} b_2^{(i_1, i_2)}(n) - \frac{1}{24} b_3^{(i_1, i_2)}(n) + \frac{1}{40} b_4^{(i_1, i_2)}(n)
\]

\[
- \frac{1}{120} b_5^{(i_1, i_2)}(n) - \frac{1}{15} b_6^{(i_1, i_2)}(n) \right).
\]
Using the expansions in Lemma 3.11 and the fact that \( W^{(i_1)}(n) = \sum_{k=1}^{3} W_{kk}^{(i_1)}(n) \), we compute
\[
A_{n,\ell}^{(i_1)} = \frac{2}{(2\pi)^{\ell/2}} \frac{\alpha(\ell, 3)}{N_n} \left( -\frac{1}{40} \sum_{k<j} (W_{kk}^{(i_1)}(n) - W_{jj}^{(i_1)}(n))^2 - \frac{3}{20} \sum_{k<j} W_{kj}^{(i_1)}(n)^2 + \mu^{(i_1)}(n) \right) \tag{3.24}
\]
where \( \mu^{(i_1)}(n) \) is given by
\[
\mu^{(i_1)}(n) = \frac{1}{20} R^{(i_1,i_2)}(n) + \frac{1}{16} X^{(i_1,i_2)}(n) + \frac{3}{8} \sum_{k=1}^{3} X_{kk}^{(i_1,i_2)}(n) - \frac{3}{80} \sum_{k,j=1}^{3} X_{kkjj}^{(i_1,i_2)}(n) \tag{3.25}
\]
Similarly, if \( \ell \in \{2, 3\} \), using Lemma 3.12 together with the fact that \( M_{kk}^{(i_1,i_2)}(n) = \sum_{k=1}^{3} M_{kk}^{(i_1,i_2)}(n) \), yields
\[
B_{n,\ell}^{(i_1,i_2)} = \frac{2}{(2\pi)^{\ell/2}} \frac{\alpha(\ell, 3)}{N_n} \left( -\frac{1}{10} \sum_{k<j} (W_{kk}^{(i_1)}(n) - W_{jj}^{(i_1)}(n))(W_{kk}^{(i_2)}(n) - W_{jj}^{(i_2)}(n)) \right.
\]
\[\left. - \frac{3}{5} \sum_{k<j} W_{kj}^{(i_1)}(n)W_{kj}^{(i_2)}(n) + \frac{1}{10} \sum_{k=1}^{3} M_{kk}^{(i_1,i_2)}(n)^2 - \frac{1}{20} \sum_{k \neq j} M_{kk}^{(i_1,i_2)}(n)M_{jj}^{(i_1,i_2)}(n) \right.
\]
\[\left. - \frac{1}{2} \sum_{k=1}^{3} M_{kk}^{(i_1,i_2)}(n)^2 + \frac{3}{10} \sum_{k<j} M_{kj}^{(i_1,i_2)}(n)^2 + \eta^{(i_1,i_2)}(n) \right) \tag{3.26}
\]
where \( \eta^{(i_1,i_2)}(n) \) is given by
\[
\eta^{(i_1,i_2)}(n) = \frac{2}{5} R^{(i_1,i_2)}(n) - \frac{3}{10} S^{(i_1,i_2)}(n) + \frac{1}{8} X^{(i_1,i_2)}(n) + \frac{3}{4} \sum_{k=1}^{3} X_{kk}^{(i_1,i_2)}(n) - \frac{3}{40} \sum_{k,j=1}^{3} X_{kkjj}^{(i_1,i_2)}(n). \tag{3.27}
\]

### 3.2.2 Asymptotic simplification of \( \text{proj}_4(L_n^{(\ell)}) \)

We will now lead an asymptotic study of the fourth chaotic component of \( \text{proj}_4(L_n^{(\ell)}) \) obtained in (3.23). This analysis is based on a multivariate Central Limit Theorem for the summands composing the expressions of \( A_{n,\ell}^{(i_1)} \) and \( B_{n,\ell}^{(i_1,i_2)} \).

We start by recalling the following formulae (see Lemma 3.3 and Appendix C in [Cam19]), which are a consequence of the asymptotic equidistribution of lattice points projected to the unit two-sphere.

**Lemma 3.14.** For every \( j, k, l, m \in [3] \), we have
\[
\frac{1}{nN_n} \sum_{\lambda \in A_n} \lambda_k \lambda_j = \frac{1}{3} \{ k = j \}, \tag{3.28}
\]
\[
\frac{1}{n^2N_n} \sum_{\lambda \in A_n} \lambda_k \lambda_l \lambda_m = \frac{1}{8} \{ k = l = j = m \} + \frac{1}{15} \left( I \{ k = l \text{ and } j = m \} + I \{ k = l \text{ and } j = m \} + I \{ k = l \} \right) + \varepsilon_n, \tag{3.29}
\]
where \( \varepsilon_n = O(n^{-1/28+o(1)}) \), as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \).

For the random variables in Definition 3.8, we prove the following asymptotic relations.

**Lemma 3.15.** Fix \( \ell \in [3] \). For every \( i_1, i_2 \in [\ell] \), the following holds as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \):
\[
R^{(i_1,i_2)}(n) \xrightarrow{p} 2I \{ i_1 = i_2 \} + I \{ i_1 \neq i_2 \}, \tag{3.30}
\]
\[
S^{(i_1,i_2)}(n) \xrightarrow{p} 2I \{ i_1 = i_2 \}, \tag{3.31}
\]
\[
X^{(i_1,i_2)}(n), X_{kk}^{(i_1,i_2)}(n), X_{kkjj}^{(i_1,i_2)}(n) \xrightarrow{L^2(p)} 0. \tag{3.32}
\]

**Proof.** We introduce the equivalence relation \( \sim \) on \( A_n \) defined by \( \lambda \sim \lambda' \) if and only if \( \lambda = -\lambda' \) and write \( A_n/\sim \) for the set of representatives of the equivalence classes under \( \sim \). Then, it follows that
and, for every $\ell \in \Lambda_n$, the following two random vectors for $\lambda \in \Lambda_n$ are families of i.i.d. random variables with respective means

$$E \left[ |a_{i_1, \lambda}|^2 |a_{i_2, \lambda}|^2 \right] = 2 \{ i_1 = i_2 \} + \mathbb{I} \{ i_1 \neq i_2 \}, \quad E \left[ a_{i_1, \lambda} a_{i_2, \lambda} \right] = 2 \{ i_1 = i_2 \}.$$

Thus, relations (3.30) and (3.31) follow from the Law of Large Numbers: as $n \to \infty$, $n \neq 0, 4, 7 \pmod{8}$, we have

$$R^{(i_1, i_2)} (n) = \frac{1}{N_n^2/2} \sum_{\lambda \in \Lambda_n} |a_{i_1, \lambda}|^2 |a_{i_2, \lambda}|^2 \stackrel{P}{\to} 2 \{ i_1 = i_2 \} + \mathbb{I} \{ i_1 \neq i_2 \},$$

and

$$S^{(i_1, i_2)} (n) = \frac{1}{N_n^2/2} \sum_{\lambda \in \Lambda_n} a_{i_1, \lambda} a_{i_2, \lambda} \stackrel{P}{\to} 2 \{ i_1 = i_2 \}.$$

The convergences in (3.32) have been proved in [Cam19] in the case $i_1 = i_2$. Using independence and the fact that $a_{i_1, \lambda} = a_{i_1, -\lambda}$ for every $i_1 \in [\ell]$ and $\lambda \in \Lambda_n$ yields

$$E \left[ |X^{(i_1, i_2)} (n)|^2 \right] = E \left[ |X^{(i_1, i_2)} (n)| X^{(i_1, i_2)} (n) \right] = \frac{1}{N_n^2 \Lambda_n (4) \Lambda_n (4)} \sum_{\lambda \in \Lambda_n} \sum_{i_1, i_2} E \left[ a_{i_1, \lambda} a_{i_2, \lambda} a_{i_1, -\mu} a_{i_2, -\mu} \right] =\frac{1}{N_n^2 \Lambda_n (4) \Lambda_n (4)} \sum_{\lambda \in \Lambda_n} \sum_{i_1, i_2} E \left[ a_{i_1, \lambda} a_{i_2, \lambda} a_{i_1, -\mu} a_{i_2, -\mu} \right].$$

Let us consider the random variable $z_{\lambda, \lambda'}^{(i_1)}$. Denote by $N$ the number of pairs of vectors that are equal in absolute value among $\{ \lambda, \lambda', \mu, \mu' \}$. Since we consider vectors of $\mathcal{X}_n (4)$, we have that $\lambda + \lambda' \neq 0$ and $\mu + \mu' \neq 0$. Conditional to this observation, we claim that the only non-zero contributions of $E \left[ z_{\lambda, \lambda'}^{(i_1)} \right]$ arise when $N = 2$ or $N = 4$. Indeed, if $N = 0$, all the vectors are distinct, so that by independence, $E \left[ z_{\lambda, \lambda'}^{(i_1)} \right] = 0$. If $N = 1$, then $E \left[ z_{\lambda, \lambda'}^{(i_1)} \right]$ takes one of the forms

$$E \left[ |a_{i_1, s}|^2 E [a_{i_1, t}] = 0, \quad E \left[ a_{i_1, s}^2 E \left[ a_{i_1, t} \right] = 0, \quad s \neq \pm t \neq \pm t' \right].$$

If $N = 2$, $E \left[ z_{\lambda, \lambda'}^{(i_1)} \right]$ is the form

$$E \left[ |a_{i_1, s}|^2 E [a_{i_1, t}] = 0, \quad E \left[ a_{i_1, s}^2 E \left[ a_{i_1, t} \right] = 1, \quad s \neq \pm t \right].$$

If $N = 3$, $E \left[ z_{\lambda, \lambda'}^{(i_1)} \right]$ is the form

$$E \left[ a_{i_1, s}^3 E \left[ a_{i_1, t} \right] = 0, \quad E \left[ a_{i_1, s}^2 E \left[ a_{i_1, t} \right] = 0, \quad s \neq \pm t \right].$$

Finally, if $N = 4$, the elements $\lambda, \lambda', \mu, \mu'$ are all the same in absolute value, so that $E \left[ z_{\lambda, \lambda'}^{(i_1)} \right]$ is of the form $E \left[ |a_{i_1, s}|^2 = 2 \right] = 0 \mathbb{I} \{ a_{i_1, s} = 0 \}. The same arguments hold for $E \left[ z_{\lambda, \lambda'}^{(i_1)} \right]$. Therefore, in every non-zero contributions, the vector $(\lambda, \lambda', \mu, \mu')$ determines the choices of $(\mu, \mu', \mu', \mu')$, so that

$$E \left[ |X^{(i_1, i_2)} (n)|^2 \right] \leq \frac{\text{card}(\Lambda_n (4))}{N_n^2} \leq \frac{N_n^{7/4+o(1)}}{N_n^2} = o(1),$$

as $n \to \infty$, $n \neq 0, 4, 7 \pmod{8}$ in view of (3.7).

\textbf{A multivariate Central Limit Theorem.} Recalling the random variables defined in Definition 3.8, we define the following two random vectors for $n \in S_3$: for every $\ell \in [3]$ and $i_1 \in [\ell],$

$$W^{(i_1)} (n) := (W_{i_1}^{(i_1)} (n), W_{i_2}^{(i_1)} (n), W_{i_3}^{(i_1)} (n), W_{i_1}^{(i_1)} (n), W_{i_2}^{(i_1)} (n), W_{i_3}^{(i_1)} (n)) \in \mathbb{R}^6,$$

and, for every $\ell \in \{ 2, 3 \}$ and $i_1 < i_2 \in [\ell],$

$$M^{(i_1, i_2)} (n) := (M_{i_1}^{(i_1, i_2)} (n), M_{i_2}^{(i_1, i_2)} (n), M_{i_3}^{(i_1, i_2)} (n), M_{i_1}^{(i_1, i_2)} (n), M_{i_2}^{(i_1, i_2)} (n), M_{i_3}^{(i_1, i_2)} (n), \mathbb{R}^9.$$

The covariance matrix of the vectors $W^{(i_1)} (n)$ and $M^{(i_1, i_2)} (n)$ above is computed in the following lemmas.
Lemma 3.16. For every \( n \in S_3, \ell \in [3] \) and every \( i_1 \in [\ell] \), the covariance matrix of \( W^{(i_1)}(n) \) is

\[
\Sigma_{W(n)} = \begin{pmatrix}
\frac{8}{5} + \varepsilon_n & 0 & 0 & \frac{8}{15} + \varepsilon_n & \frac{8}{15} + \varepsilon_n \\
0 & \frac{8}{15} + \varepsilon_n & 0 & 0 & 0 \\
0 & 0 & \frac{8}{15} + \varepsilon_n & 0 & 0 \\
\frac{8}{15} + \varepsilon_n & 0 & 0 & \frac{8}{5} + \varepsilon_n & 0 \\
0 & 0 & 0 & 0 & \frac{8}{5} + \varepsilon_n
\end{pmatrix},
\]

(3.33)

where \( \varepsilon_n = O(n^{-1/28+o(1)}) \), as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \).

Proof. The proof mainly follows from the relations in Lemma 3.14, together with the fact

\[
E \left( [a_{i_1, \lambda}]^2 - 1 \right) | [a_{i_1, \lambda}]^2 \right) = \| \lambda = \pm \lambda' \right).
\]

The covariances of \( W_{jk}^{(i_1)} \) for \( j, k \in [3] \) have been computed in [Cam19], Appendix C.

Lemma 3.17. For every \( n \in S_3, \ell \in [2, 3] \) and every \( i_1 < i_2 \in [\ell] \), the covariance matrix of \( M^{(i_1, i_2)}(n) \) is

\[
\Sigma_{M(n)} = \begin{pmatrix}
\frac{1}{3} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{3} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{15} + \varepsilon_n & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{15} + \varepsilon_n & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{15} + \varepsilon_n & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{5} + \varepsilon_n
\end{pmatrix},
\]

(3.34)

where \( \varepsilon_n = O(n^{-1/28+o(1)}) \), as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \).

Proof. Similarly as in the proof of Lemma 3.16, we use Lemma 3.14 and the fact that, by independence

\[
E [a_{i_1, \lambda} a_{i_2, \lambda}] = E [\overline{a_{i_1, \lambda}} a_{i_2, \lambda}] = E [a_{i_1, \lambda} a_{i_2, \lambda}] = \| \lambda = -\lambda' \right).
\]

Using this identity, it follows that

\[
\text{Cov} \left( M_j^{(i_1, i_2)}(n), M_k^{(i_1, i_2)}(n) \right) = E \left[ M_j^{(i_1, i_2)}(n) M_k^{(i_1, i_2)}(n) \right] = \frac{i}{n N_n} \lambda_j \lambda_k = \frac{1}{3} \| j = k \right),
\]

and

\[
\text{Cov} \left( M_j^{(i_1, i_2)}(n), M_m^{(i_1, i_2)}(n) \right) = E \left[ M_j^{(i_1, i_2)}(n) M_m^{(i_1, i_2)}(n) \right] = \frac{i}{n N_n} \lambda_j \lambda_m = 0.
\]

Moreover,

\[
\text{Cov} \left( M_j^{(i_1, i_2)}(n), M_m^{(i_1, i_2)}(n) \right) = E \left[ M_j^{(i_1, i_2)}(n) M_m^{(i_1, i_2)}(n) \right] = \frac{1}{n N_n} \sum_{\lambda} \lambda_j \lambda_k \lambda_m
\]

\[= \frac{1}{5} \| k = l = j = m \| + \frac{1}{15} \left( \sum_{j=m}^{k=m} 1 \| (j \equiv k \pmod{5}) \right) + \varepsilon_n ,
\]

which finishes the proof.

The following proposition plays a central role in the study of the fourth chaotic component of the nodal volume \( L_0^{(i)} \) in the high frequency regime. We define the limiting matrices obtained from (3.33) and (3.34):

\[\Sigma_W := \lim_{n \to \infty} \Sigma_{W(n)}, \quad \Sigma_M := \lim_{n \to \infty} \Sigma_{M(n)},\]

where for a square matrix \( M = (m_{ij}(n)) \), we set \( \lim_m M := (\lim_m m_{ij}(n)) \).
Proposition 3.18. As $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$, the random vector

$$V_{1,2,3}(n):= (\mathcal{W}(1)(n), \mathcal{W}(2)(n), \mathcal{W}(3)(n), M^{(1,2)}(n), M^{(1,3)}(n), M^{(2,3)}(n)) \in \mathbb{R}^{45}$$

converges in distribution to

$$G_{1,2,3} := (G^{(1)}, G^{(2)}, G^{(3)}, G^{(1,2)}, G^{(1,3)}, G^{(2,3)}) \sim \mathcal{N}_{45}(0, \Sigma_{G_{1,2,3}}) ,$$

where

$$\Sigma_{G_{1,2,3}} = \Sigma_W \oplus \Sigma_W \oplus \Sigma_W \oplus \Sigma_W \oplus \Sigma_M \oplus \Sigma_M \in \text{Mat}_{45,45}(\mathbb{R}) .$$

Proof. We start by showing that the covariance matrix of the vector $V_{1,2,3}(n)$ has the desired form. Furthermore, we notice that all the components $\Sigma_{V_{1,2,3}(n)}$ belong to the second Wiener chaos and that $\Sigma_{V_{1,2,3}(n)}$ is of the desired form. For the sake of completeness, we include the computations for $W_{j,k}^{(i)}(n)$ with $j \not\equiv k$ and $M^{(i,j,k)}(n)$: writing $\Lambda_n/\sim$ for the set of all the representatives of the equivalence class of $\Lambda_n$ under the symmetry $\lambda \mapsto -\lambda$ and using the fact that $j \not\equiv k$, we have

$$W_{j,k}^{(i)}(n) = \frac{1}{n \sqrt{N_n}} \sum_{\lambda \in \Lambda_n} \lambda_j \lambda_k (|a_{i_1,\lambda}|^2 - 1) = \frac{2}{n \sqrt{N_n}} \sum_{\lambda \in \Lambda_n/\sim} \lambda_j \lambda_k |a_{i_1,\lambda}|^2 ,$$

that is, $W_{j,k}^{(i)}(n)$ is a sum of i.i.d. random variables. Moreover, for $\lambda \in \Lambda_n/\sim$,

$$|a_{i_1,\lambda}|^2 \leq \frac{u^2 \lambda}{2} + \frac{v^2 \lambda}{2} ,$$

where $u_\lambda \leq v_\lambda$ are independent real $\mathcal{N}(0, 1)$ random variables. Thus, using homogeneity and independence properties of cumulants (see e.g. [PT11]), we have, as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$

$$\kappa_4 \left( W_{j,k}^{(i)}(n) \right) = \kappa_4 \left( \frac{2}{n \sqrt{N_n}} \sum_{\lambda \in \Lambda_n/\sim} \lambda_j \lambda_k \left( \frac{u^2 \lambda}{2} + \frac{v^2 \lambda}{2} \right) \right)$$

$$= \frac{2^4}{n^4 N_n^2} \sum_{\lambda \in \Lambda_n/\sim} \lambda_j^4 \lambda_k^4 \left( 2^{-4} \kappa_4(u^2 \lambda) + 2^{-4} \kappa_4(v^2 \lambda) \right)$$

$$\leq \frac{1}{N_n^2} \sum_{\lambda \in \Lambda_n/\sim} \left( \kappa_4(u^2 \lambda) + \kappa_4(v^2 \lambda) \right) \ll \frac{1}{N_n} = o(1) ,$$
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where we used that $\lambda_k^2 \leq n$ for every $k = 1, 2, 3$, which implies that $\lambda_1^2 \lambda_2^2 \leq n^4$. Concerning $M^{(i_1, i_2)}(n)$, we write

$$M^{(i_1, i_2)}(n) = 1/\sqrt{N_n} \sum_{\lambda \in \Lambda_n} a_{i_1, \lambda} a_{i_2, \lambda} - \frac{2}{\sqrt{N_n}} \sum_{\lambda \in \Lambda_n} a_{i_1, \lambda} a_{i_2, \lambda}.$$

Noting that for every $\lambda \in \Lambda_n/\sim$,

$$a_{i_1, \lambda} a_{i_2, \lambda} = \frac{(a_{i_1, \lambda} + a_{i_2, \lambda}) (a_{i_1, \lambda} - a_{i_2, \lambda})}{2} - \frac{a_{i_1, \lambda}^2 - a_{i_2, \lambda}^2}{2}$$

and using independence, we infer

$$\kappa_4 \left( M^{(i_1, i_2)}(n) \right) = \frac{2^4}{N_n} \sum_{\lambda \in \Lambda_n/\sim} \kappa_4 (a_{i_1, \lambda} a_{i_2, \lambda}) = \frac{1}{N_n} \sum_{\lambda \in \Lambda_n/\sim} \kappa_4 (a_{i_1, \lambda}^2 - a_{i_2, \lambda}^2)$$

$$= \frac{1}{N_n} \sum_{\lambda \in \Lambda_n/\sim} \left( \kappa_4 (a_{i_1, \lambda}^2) + \kappa_4 (a_{i_2, \lambda}^2) \right) \ll \frac{1}{N_n} = o(1),$$

as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$. The other computations are done similarly.

The following corollary follows immediately:

**Corollary 3.19.** For $\ell \in \{2, 3\}$ and $i_1 < i_2 \in [\ell]$, as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$, the random vector

$$V_{i_1, i_2}(n) := (\Psi^{(i_1)}(n), \Psi^{(i_2)}(n), M^{(i_1, i_2)}(n)) \in \mathbb{R}^{21}$$

converges in distribution to

$$G_{i_1, i_2} := (G^{(i_1)}, G^{(i_2)}, G^{(i_1, i_2)}) \sim \mathcal{N}_{21}(0, \Sigma G_{i_1, i_2}),$$

where

$$\Sigma G_{i_1, i_2} = \Sigma W \oplus \Sigma W \oplus \Sigma M \in \text{Mat}_{21 \times 21} (\mathbb{R}).$$

We use the above established CLT in order to derive the limiting distribution of the fourth-order chaotic component of $L_n^{(\ell)}$. From Lemma 3.15, it follows that, as $n \to \infty$, $n \not\equiv 0, 4, 7 \pmod{8}$, the sequences in (3.25) and (3.27) satisfy

$$\mu^{(i_1)}(n) = \frac{1}{10} + o_p(1), \quad \eta^{(i_1, i_2)}(n) = \frac{2}{5} + o_p(1),$$

where $o_p(1)$ denotes a sequence converging to zero in probability. Now, bearing in mind the expressions (3.24) and (3.26), we define

$$F(\Psi^{(i_1)}): = -\frac{1}{40} \sum_{k<j} (W^{(i_1)}_{kk}(n) - W^{(i_1)}_{jj}(n))^2 - \frac{3}{20} \sum_{k<j} W^{(i_1)}_{kj}(n)^2$$

and

$$G(V_{i_1, i_2}) := -\frac{1}{10} \sum_{k<j} (W^{(i_1)}_{kk}(n) - W^{(i_1)}_{jj}(n))(W^{(i_2)}_{kk}(n) - W^{(i_2)}_{jj}(n)) - \frac{3}{5} \sum_{k<j} W^{(i_1)}_{kj}(n) W^{(i_2)}_{kj}(n) + \frac{1}{10} \sum_{k=1}^3 M^{(i_1, i_2)}_{kk}(n)^2 - \frac{1}{20} \sum_{k \neq j} M^{(i_1, i_2)}_{kj}(n) M^{(i_1, i_2)}_{ji}(n)$$

$$- \frac{1}{2} \sum_{k=1}^3 M^{(i_1, i_2)}_{kk}(n)^2 + \frac{3}{10} \sum_{k<j} M^{(i_1, i_2)}_{kj}(n)^2.$$

Combining these definitions with (3.35), leads to the asymptotic relations

$$A^{(i_1)}_{\ell, \ell} = \frac{2}{(2\pi)^{3/2}} \frac{\alpha(\ell, 3)}{N_n} \left[ f(\Psi^{(i_1)}(n)) + o_p(1) \right],$$

$$B^{(i_1, i_2)}_{\ell, \ell} = \frac{2}{(2\pi)^{3/2}} \frac{\alpha(\ell, 3)}{N_n} \left[ g(V_{i_1, i_2}(n)) + o_p(1) \right],$$

where $f$ and $g$ are given by (3.36) and (3.37).
where

\[ f(\mathcal{W}^{(i_1)}(n)) := F(\mathcal{W}^{(i_1)}(n)) + \frac{1}{10}, \quad g(\mathbf{V}_{i_1,i_2}(n)) := G(\mathbf{V}_{i_1,i_2}(n)) + \frac{2}{5}. \quad (3.38) \]

Plugging (3.36) and (3.37) into (3.23) and using the CLT in Corollary 3.19, we obtain that, as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8}, \)

\[
(c_n^{(\ell)})^{-1} \cdot \text{proj}_4(L_n^{(\ell)}) \leq \sum_{i \in [\ell]} f(G^{(i_1)}) + \sum_{i_1 < i_2 \in [\ell]} g(G_{i_1,i_2}) =: L^{(\ell)},
\]

where

\[
c_n^{(\ell)} := \left( \frac{E_n}{3} \right)^{\ell/2} \frac{2}{(2\pi)^{\ell/2}} \frac{\alpha(\ell, 3)}{N_n}. \quad (3.40)
\]

### 3.2.3 Proofs of Proposition 3.3 and 3.4

From the convergence in distribution stated in (3.39), we conclude that the sequence \( \{Y_n^{(\ell)} := (c_n^{(\ell)})^{-1} \cdot \text{proj}_4(L_n^{(\ell)}) : n \in S_3\} \) living in the fourth Wiener chaos, is tight and thus bounded in \( L^p(\mathbb{P}) \) for any \( p > 0 \) by virtue of the hypercontractivity property of Wiener chaoses (see e.g. Lemma 2.1 [NR14]). This implies that the sequence \( \{Y_n^{(\ell)} : n \in S_3\} \) is uniformly integrable. By Skorohod’s Representation Theorem (see e.g. Theorem 25.6 [Bil77]), there exist random variables \( Y_n^{(\ell)^*} : n \in S_3 \) and \( L^{(\ell)^*} \) defined on some auxiliary probability space \( (\Omega^*, \mathcal{F}^*, \mathbb{P}^*) \), such that (i) \( Y_n^{(\ell)^*} \leq Y_n^{(\ell)} \) for every \( n \in S_3 \) and \( L^{(\ell)^*} \leq L^{(\ell)} \) and (ii) \( Y_n^{(\ell)^*} \to L^{(\ell)^*}, \mathbb{P}^*\text{-a.s.} \) as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \). Therefore we conclude that the sequence \( \{Y_n^{(\ell)^*} : n \in S_3\} \) is uniformly integrable. In particular, we infer that

\[
\|Y_n^{(\ell)}\|_{L^2(\mathbb{P})} = \|Y_n^{(\ell)^*}\|_{L^2(\mathbb{P}^*)} \to \|L^{(\ell)^*}\|_{L^2(\mathbb{P})} = \|L^{(\ell)}\|_{L^2(\mathbb{P})}, \quad \text{i.e.}
\]

\[
(c_n^{(\ell)})^{-2} \text{Var} \left[ \text{proj}_4(L_n^{(\ell)}) \right] \to \text{Var} \left[ L^{(\ell)} \right],
\]

as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \), or equivalently

\[
\text{Var} \left[ \text{proj}_4(L_n^{(\ell)}) \right] \sim (c_n^{(\ell)})^2 \cdot \text{Var} \left[ L^{(\ell)} \right],
\]

as \( n \to \infty, n \not\equiv 0, 4, 7 \pmod{8} \). Therefore, the asymptotic variance of \( \text{proj}_4(L_n^{(\ell)}) \) in Proposition 3.3 and its asymptotic distribution in Proposition 3.4 follow respectively from the variance and distribution of \( L^{(\ell)} \), stated in the following statement.

**Proposition 3.20.** For the random variable \( L^{(\ell)} \) appearing in (3.39), we have

\[
L^{(\ell)} \leq -\frac{1}{50} \xi_1(5\ell) - \frac{1}{25} \xi_2 \left(\frac{5\ell(\ell-1)}{2}\right) + \frac{1}{25} \xi_2 \left(\frac{5\ell(\ell-1)}{2}\right) + \frac{1}{50} \xi_4 \left(\frac{5\ell(\ell-1)}{2}\right) - \frac{1}{6} \xi_5 \left(\frac{3\ell(\ell-1)}{2}\right),
\]

where \( \{\xi_i(i) : i = 1, \ldots, 5\} \) is a family of independent centered chi-squared random variables, and therefore

\[
\text{Var} \left[ L^{(\ell)} \right] = \ell \cdot \frac{1}{250} + \frac{\ell(\ell-1)}{2} \cdot \frac{76}{375}.
\]

**Proof.** The proof is based on lengthy but standard computations involving covariances of Gaussian random variables. We provide a sketch of the proof for the sake of readability. From relation (3.39) and the structure of the covariance matrix of \( G_{i_1,i_2} \) in Corollary 3.19, it follows that

\[
\text{Var} \left[ L^{(\ell)} \right] = \ell \cdot \text{Var} \left[ f(G^{(i_1)}) \right] + \frac{\ell(\ell-1)}{2} \cdot \text{Var}[g(G_{1,2})].
\]

The variances of \( f(G^{(i_1)}) \) and \( g(G_{1,2}) \) are then computed using the explicit expressions of \( f \) and \( g \) as well as the covariance matrix \( \Sigma_{G_{1,2}} \) in (3.18). The limiting distribution of \( L^{(\ell)} \) is obtained by a standard diagonalization argument in order to express the latter in terms of independent standard Gaussian random variables, implying in particular the formula for its variance. 

\[\square\]
The proof of Proposition 3.4 is concluded, once we note that the distribution of \( L^{(\ell)} \) in Proposition 3.20 can be written in the form \( Y^{(\ell)} M^{(\ell)} Y^{(\ell)^T} \), where \( Y^{(\ell)} \sim \mathcal{N}_{\ell} (0, I_{\ell}) \) and \( M^{(\ell)} \in \text{Mat}_{\ell} (\mathbb{R}^{\ell} \otimes \mathbb{R}^{\ell} (\mathbb{R})) \) is the deterministic matrix given by

\[
M^{(\ell)} = -\frac{1}{50} \text{Id}_{5\ell} \oplus \frac{-1}{25} \text{Id}_{25(\ell-1)} \oplus \frac{1}{25} \text{Id}_{25(\ell-1)} \oplus \frac{1}{50} \text{Id}_{25(\ell-1)} \oplus \frac{-1}{6} \text{Id}_{25(\ell-1)} ,
\]

with the convention that, \( A \oplus 0 = A \) for any matrix \( A \).

### 3.3 Finishing the proof of Theorem 1.1

Plugging (B.4) into (3.5) proves formula (1.9). The asymptotic variance in Proposition 3.3 together with Proposition 3.5 prove (1.10). Finally, (1.11) follows from the limiting distribution established in Proposition 3.4 combined with Proposition 3.5.

### A Proof of Theorem 2.3 and chaos expansion of level functionals

#### A.1 Wiener-Itô chaos expansion of \( J(G, W; u^{(\ell)}) \)

We now provide the chaotic decomposition of the random variable \( J(G, W; u^{(\ell)}) \) introduced in Definition 2.2. Informally, the latter is obtained by multiplying the respective chaotic expansions of \( \prod_{i=1}^{\ell} \delta_{u_i} \) and \( W \) and then integrating the obtained expression over \( Z \).

**Formal chaotic expansion of the Dirac mass.** For \( u \in \mathbb{R} \), denote by \( \{ \beta_j^{(u)} : j \geq 0 \} \) the Hermite coefficients of the formal expansion in Hermite polynomials of \( \delta_u \), that is

\[
\delta_u(x) = \sum_{j \geq 0} \frac{\beta_j^{(u)}}{j!} H_j(x) , \quad x \in \mathbb{R}
\]

where

\[
\beta_j^{(u)} = \int_{\mathbb{R}} \delta_u(y) H_j(y) \gamma(y)dy = H_j(u) \gamma(u) . \tag{A.1}
\]

Approximating the Dirac mass by indicators \( (2\varepsilon)^{-1} \mathbb{1} \{ [-\varepsilon, \varepsilon] \} (x-u) \) for \( \varepsilon > 0 \) and denoting by \( \{ \beta_j^{(u)}(\varepsilon) : j \geq 0 \} \) their associated Fourier-Hermite coefficients, the following lemma (roughly corresponding to [MPRW16], Lemma 3.4) shows that the coefficients \( \{ \beta_j^{(u)} : j \geq 0 \} \) in (A.1) are obtained from \( \{ \beta_j^{(u)}(\varepsilon) : j \geq 0 \} \) by letting \( \varepsilon \to 0 \).

**Lemma A.1.** For every \( u \in \mathbb{R} \) and \( \varepsilon > 0 \), the following expansion holds in \( L^2(\gamma) \):

\[
\frac{1}{2\varepsilon} \mathbb{1} \{ [-\varepsilon, \varepsilon] \} (x-u) = \sum_{j \geq 0} \frac{\beta_j^{(u)}(\varepsilon)}{j!} H_j(x) , \quad x \in \mathbb{R}
\]

where

\[
\beta_0^{(u)}(\varepsilon) = \frac{1}{2\varepsilon} \int_{u-\varepsilon}^{u+\varepsilon} \gamma(y)dy ,
\]

and for \( j \geq 1 ,

\[
\beta_j^{(u)}(\varepsilon) = -\frac{1}{2\varepsilon} (H_{j-1}(u+\varepsilon) \gamma(u+\varepsilon) - H_{j-1}(u-\varepsilon) \gamma(u-\varepsilon)) . \tag{A.2}
\]

In particular, for every \( j \geq 0 \), as \( \varepsilon \to 0 \),

\[
\beta_j^{(u)}(\varepsilon) \to \beta_j^{(u)} . \tag{A.3}
\]

For the nodal case corresponding to \( u = 0 \), we write \( \beta_j^{(0)} =: \beta_j \), and compute

\[
\beta_{2j} = 0 , \quad \beta_{2j} = \frac{H_{2j}(0)}{\sqrt{2\pi}} , \quad j \geq 0 ,
\]
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where the first equality is a consequence of (2.1). In particular, we have
\[
\beta_0 = \frac{1}{\sqrt{2\pi}}, \quad \beta_2 = -\frac{1}{\sqrt{2\pi}}, \quad \beta_4 = \frac{3}{\sqrt{2\pi}}.
\] (A.4)

The following standard proposition gives the Wiener-Itô chaos expansion of \(J(G, W; u^{(f)})\) defined in Definition 2.2. Its proof is based on the expansion of \((2\varepsilon)^{-\ell} \prod_{i=1}^{\ell} \{[-\varepsilon, \varepsilon]\} (-u_i)\) into Hermite polynomials by means of Lemma A.1 and then letting \(\varepsilon \to 0\). We omit the details.

**Proposition A.2.** Let the above setting prevail. Assume that the random field \(W = \{W(z) : z \in Z\}\) is such that (i) \(\sup_{z \in Z} \mathbb{E}[W(z)^2] < \infty\), (ii) \(W(z)\) is \(\sigma(G)\)-measurable for every \(z \in Z\), and (iii) \(W(z)\) is stochastically independent of \((G^{(1)}(z), \ldots, G^{(f)}(z))\) for every \(z \in Z\). Then, the random variable
\[
J_\varepsilon(G, W; u^{(f)}) := \int_{Z} (2\varepsilon)^{-\ell} \prod_{i=1}^{\ell} \{[-\varepsilon, \varepsilon]\} (G^{(i)}(z) - u_i) \cdot W(z) \, \mu(dz)
\]
is an element of \(L^2(\mathbb{P})\) for every \(\varepsilon > 0\). Moreover, if \(J(G, W; u^{(f)})\) as in (2.2) is well-defined in \(L^2(\mathbb{P})\), then for every \(q \geq 0\),
\[
\text{proj}_q(J(G, W; u^{(f)})) = \sum_{j_1, \ldots, j_\ell, r \geq 0} \beta_{j_1}^{(u_1)} \cdots \beta_{j_\ell}^{(u_\ell)} \int_{Z} \prod_{i=1}^{\ell} H_{j_i}(G^{(i)}(z)) \cdot \text{proj}_r(W(z)) \, \mu(dz),
\] (A.5)
where \(\{\beta^{(u)}_j : j \geq 0\}\) denote the coefficients of the formal Hermite expansion of \(\delta_u\) given in (A.1).

### A.1.1 Some elementary facts

Let \(k \geq 1\) be an integer and \(X = (X_1, \ldots, X_k)\) a standard \(k\)-dimensional Gaussian vector. We write \(\|\cdot\|_k\) to indicate the Euclidean norm in \(\mathbb{R}^k\). We will need the following standard fact, whose proof is omitted.

**Lemma A.3.** The random variable \(\|X\|_k\) is stochastically independent of \(X/\|X\|_k\).

For integers \(1 \leq \ell \leq k\), we set
\[
\alpha(\ell, k) := \frac{(k)_\ell \kappa_k}{(2\pi)^{\ell/2}\kappa_{k-\ell}},
\] (A.6)
where \((k)_\ell := k!/(k-\ell)!\) and \(\kappa_k := \pi^{k/2}/\Gamma(k/2)\) stands for the volume of the unit ball in \(\mathbb{R}^k\). The following lemma contains an expression of the moments of the Euclidean norm of a standard \(k\)-dimensional Gaussian vector.

**Lemma A.4.** For all integers \(k \geq 1\) and \(n \geq 1\), we have
\[
\mathbb{E}[\|X\|_k^n] = 2^{n/2} \frac{\Gamma((k+n)/2)}{\Gamma(k/2)}.
\] (A.7)

In particular,
\[
\begin{align*}
\mathbb{E}[\|X\|_k] &= \alpha(1, k), \\
\mathbb{E}[\|X\|_k^2] &= k, \\
\mathbb{E}[\|X\|_k^4] &= \alpha(1, k)(k+1), \\
\mathbb{E}[\|X\|_k^6] &= k(k+2), \\
\mathbb{E}[\|X\|_k^8] &= \alpha(1, k)(k+1)(k+3), \\
\mathbb{E}[\|X\|_k^{10}] &= k(k+2)(k+4),
\end{align*}
\] (A.8)-(A.13)
so that
\[
\frac{\mathbb{E}[\|X\|_k^2]}{\mathbb{E}[\|X\|_k]} = k + 1.
\] (A.14)
Proof. The law of the random variable \( \| X \|_k \) is the chi-distribution with \( k \) degrees of freedom, whose density is given by (see e.g. [Wal96] p.43)
\[
f(x) = \frac{1}{2^{k/2-1}\Gamma(k/2)} x^{k-1} e^{-x^2/2}, \quad x > 0.
\]
Thus, it follows that, for \( n \geq 1 \),
\[
E[\| X \|_k^n] = \int_0^\infty x^n f(x) dx = \frac{1}{2^{k/2-1}\Gamma(k/2)} \int_0^\infty x^{k+n-1} e^{-x^2/2} dx.
\]
Performing the change of variables \( y = x^2/2 \) yields
\[
E[\| X \|_k^n] = \frac{1}{2^{k/2-1}\Gamma(k/2)} \cdot 2^{(k+n)/2-1}\Gamma((k+n)/2) = 2^{n/2}\Gamma((k+n)/2) / \Gamma(k/2),
\]
which proves (A.7). The identities (A.8)-(A.13) are obtained from (A.7) for \( n = 1, \ldots, 6 \), respectively, together with the relations \( \Gamma(z+1) = z\Gamma(z) \) and the definition in (A.6).

\[\square\]

A.1.2 Wiener-Itô chaos expansion of \( \Phi_{\ell,k} \)

For integers \( 1 \leq \ell \leq k \), we consider a generic map \( \Phi_{\ell,k} \) as in Definition 2.2 and a matrix \( X = \{ X^{(i)} : (i, j) \in [\ell] \times [k] \} \in \text{Mat}_{\ell,k}(\mathbb{R}) \) with independent standard normal entries.

The next lemma provides a characterization of the second chaotic projection associated with \( X \) and \( \Phi_{\ell,k}(X) \), where we assume that \( E[\Phi_{\ell,k}(X)^2] < \infty \). We set \( E[\Phi_{\ell,k}(X)] := \alpha_{\ell,k} \).

**Lemma A.5.** Let the above assumptions and notation prevail. Then, the following properties hold:

(i) for every \( m \geq 1, (i_1, j_1), \ldots, (i_m, j_m) \in [\ell] \times [k] \) and \( p_1, \ldots, p_m \in \mathbb{N} \) such that \( p_1 + \ldots + p_m \) is odd, we have
\[
E\left[ \Phi_{\ell,k}(X) \prod_{a=1}^m H_{p_a}(X_{j_a}^{(i_a)}) \right] = 0;
\]
(ii) for every \( (i_1, j_1) \neq (i_2, j_2) \in [\ell] \times [k] \), we have
\[
E\left[ \Phi_{\ell,k}(X) X_{j_1}^{(i_1)} X_{j_2}^{(i_2)} \right] = 0;
\]
(iii) for every \( (i, j) \in [\ell] \times [k] \), we have
\[
E\left[ \Phi_{\ell,k}(X) H_2(X_j^{(i)}) \right] = \frac{1}{k} \alpha_{\ell,k}.
\]

**Proof.** Let us prove (i). Writing \( p_1 + \ldots + p_m = r \) and using the fact that \( X \overset{d}{=} -X \) together with property (A3) and the symmetry relation (2.1), we have
\[
E\left[ \Phi_{\ell,k}(X) \prod_{a=1}^m H_{p_a}(X_{j_a}^{(i_a)}) \right] = E\left[ \Phi_{\ell,k}(-X) \prod_{a=1}^m H_{p_a}(-X_{j_a}^{(i_a)}) \right] = (-1)^r E\left[ \Phi_{\ell,k}(X) \prod_{a=1}^m H_{p_a}(X_{j_a}^{(i_a)}) \right],
\]
which implies the claim. Let us now prove (ii). Assume first that \( \ell \geq 2 \) and \( i_1 \neq i_2 \). Let \( X^* \) be the matrix obtained from \( X \) by multiplying the \( i_1 \)-th row by \(-1\). Then, \( X \overset{d}{=} X^* \) together with (A2) applied with \( c = -1 \) imply
\[
J := E\left[ \Phi_{\ell,k}(X) X_{j_1}^{(i_1)} X_{j_2}^{(i_2)} \right] = E\left[ \Phi_{\ell,k}(X^*) X_{j_1}^{(i_1)} X_{j_2}^{(i_2)} \right] = E\left[ \Phi_{\ell,k}(X) (-X_{j_1}^{(i_1)}) X_{j_2}^{(i_2)} \right] = -J,
\]
and therefore \( J = 0 \). Assume now that \( i_1 = i_2 \) (and therefore that \( j_1 \neq j_2 \)). Let \( X^{**} \) be the matrix obtained from \( X \) by multiplying the \( j_1 \)-th column of \( X \) by \(-1\). Then, \( X \overset{d}{=} X^{**} \) together with (A3) imply
\[
J := E\left[ \Phi_{\ell,k}(X) X_{j_1}^{(i_1)} X_{j_2}^{(i_2)} \right] = E\left[ \Phi_{\ell,k}(X^{**}) X_{j_1}^{(i_1)} X_{j_2}^{(i_2)} \right] = E\left[ \Phi_{\ell,k}(X) (-X_{j_1}^{(i_1)}) X_{j_2}^{(i_2)} \right] = -J,
\]
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which yields the desired conclusion. In order to prove (iii), let \( X^* \) be the matrix obtained from \( X \) by multiplying the \( i \)-th row by \( c = 1/\|X^{(i)}\|_k \). Then, according to Lemma A.3, the \( i \)-th row of \( X^* \) is stochastically independent of \( \|X^{(i)}\|_k \). We have

\[
\mathbb{E} \left[ \Phi_{\ell,k}(X)H_2(X^{(i)}_j) \right] = \frac{1}{k} \mathbb{E} \left[ \Phi_{\ell,k}(X)\|X^{(i)}\|^2_k \right] - \mathbb{E} [\Phi_{\ell,k}(X)],
\]

so that, using (A2) and the independence mentioned above, yields

\[
\mathbb{E} \left[ \Phi_{\ell,k}(X)H_2(X^{(i)}_j) \right] = \frac{1}{k} \mathbb{E} \left[ \Phi_{\ell,k}(X^*)\|X^{(i)}\|_k^3 \right] - \mathbb{E} [\Phi_{\ell,k}(X)]
\]

\[
= \frac{1}{k} \mathbb{E} [\Phi_{\ell,k}(X)] \mathbb{E} \left[ \|X^{(i)}\|_k^3 \right] - \mathbb{E} [\Phi_{\ell,k}(X)] = \frac{1}{k} \mathbb{E} [\Phi_{\ell,k}(X)] = \frac{1}{k^{\ell,k}},
\]

where the last equality follows from (A.14).

The following proposition combines Lemma A.5 with the classical general formula for the chaotic projections of all order of \( \Phi_{\ell,k}(X) \).

**Proposition A.6.** Let \( \Phi_{\ell,k} : \text{Mat}_{\ell,k}(\mathbb{R}) \to \mathbb{R}_+ \) be as in the previous lemma. Then, for \( q \geq 0 \), the projection of \( \Phi_{\ell,k}(X) \) onto the \( q \)-th Wiener chaos associated with \( X \) is given by

\[
\text{proj}_q(\Phi_{\ell,k}(X)) = \sum_{p_1^{(i)} \ldots p_k^{(i)} \geq 0} \sum_{p_1^{(i)} + \ldots + p_k^{(i)} = q} \alpha_k^{(q)} \left\{ p_j^{(i)} : (i, j) \in [\ell] \times [k] \right\} \cdot \prod_{i=1}^{\ell} \prod_{j=1}^{k} H_{p_j^{(i)}}(X^{(i)}_j),
\]

where the coefficients \( \alpha_k^{(q)} \left\{ p_j^{(i)} : (i, j) \in [\ell] \times [k] \right\} \) are given by

\[
\alpha_k^{(q)} \left\{ p_j^{(i)} : (i, j) \in [\ell] \times [k] \right\} := \frac{1}{\prod_{i=1}^{\ell} \prod_{j=1}^{k} (p_j^{(i)})!} \cdot \mathbb{E} \left[ \Phi_{\ell,k}(X) \cdot \prod_{i=1}^{\ell} \prod_{j=1}^{k} H_{p_j^{(i)}}(X^{(i)}_j) \right]. \tag{A.15}
\]

In particular, we have

\[
\text{proj}_0(\Phi_{\ell,k}(X)) = \mathbb{E} [\Phi_{\ell,k}(X)] = \alpha_{\ell,k}, \tag{A.16}
\]

\[
\text{proj}_2(\Phi_{\ell,k}(X)) = \frac{\alpha_{\ell,k}}{2} \cdot \frac{1}{k} \sum_{i=1}^{\ell} \sum_{j=1}^{k} (X^{(i)}_j)^2 - 1, \tag{A.17}
\]

\[
\text{proj}_{2q+1}(\Phi_{\ell,k}(X)) = 0, \quad q \geq 0. \tag{A.18}
\]

**Proof.** The formula for \( \text{proj}_0(\Phi_{\ell,k}(X)) \) follows from the orthogonal decomposition of \( L^2(\mathcal{P}) \). For \( q = 0 \), we have \( p_j^{(i)} = 0 \) for every \( (i, j) \in [\ell] \times [k] \), so that \( \text{proj}_0(\Phi_{\ell,k}(X)) = \mathbb{E} [\Phi_{\ell,k}(X)] \). For \( q = 2 \), in view of Lemma A.5, only the tuples \( (p_j^{(i)} : (i, j) \in [\ell] \times [k]) \) involving exactly one 2 contribute to the projection on the second chaos and the conclusion then follows from Lemma A.5 (iii). Finally, the projections onto Wiener chaoses of odd order vanish in view of Lemma A.5 (i).

**A.2 Proof of Theorem 2.3**

Part (i) follows from the form of the \( q \)-th chaotic projection of \( J \) provided in (A.5) and Proposition A.6 where the random matrix \( X \) is replaced with \( X_s(z) \). Indeed, by (A.16) and the fact that \( \mu(Z) = 1 \), we have

\[
\text{proj}_0(J) = \int \prod_{i=1}^{\ell} H_0(X_0^{(i)}(z)) \cdot \text{proj}_0(\Phi_{\ell,k}(X_s(z))) \mu(dz) = \prod_{i=1}^{\ell} \gamma(u_i) \cdot \alpha_{\ell,k}.
\]
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This proves (2.8). For (2.9), since \( \text{proj}_1(\Phi_{\ell,k}(X_\ast(z))) = 0 \) by (A.18), we have (recalling the definition of \( m^{(i)} \) in (2.5))

\[
\text{proj}_1(J) = \sum_{i=1}^{\ell} \beta_{1}^{(u_i)} \prod_{j=1}^{\ell} \beta_{0}^{(u_j)} \int Z H_0(X_0^{(j)}(z)) H_1(X_0^{(i)}(z)) \cdot \text{proj}_0(\Phi_{\ell,k}(X_\ast(z))) \, \mu(dz)
\]

\[
= \sum_{i=1}^{\ell} \prod_{j=1}^{\ell} \gamma(u_j) \gamma(u_i) u_i \int Z X_0^{(i)}(z) \cdot \alpha_{\ell,k} \, \mu(dz) = \prod_{j=1}^{\ell} \gamma(u_j) \cdot \alpha_{\ell,k} \cdot \sum_{i=1}^{\ell} m^{(i)} u_i .
\]

Let us now turn to (2.10). We have

\[
\text{proj}_2(J) = \sum_{i=1}^{\ell} \frac{\beta_2^{(u_i)}}{2!} \prod_{j=1}^{\ell} \beta_0^{(u_j)} \int Z H_0(X_0^{(j)}(z)) H_2(X_0^{(i)}(z)) \cdot \text{proj}_0(\Phi_{\ell,k}(X_\ast(z))) \, \mu(dz)
\]

\[
+ \prod_{i=1}^{\ell} \beta_0^{(u_i)} \int Z H_0(X_0^{(i)}(z)) \cdot \text{proj}_2(\Phi_{\ell,k}(X_\ast(z))) \, \mu(dz) .
\]

Now, using \( \beta_2^{(u_i)} = \gamma(u_i)(u_i^2 - 1) \) and (A.17) yields

\[
\text{proj}_2(J) = \frac{\alpha_{\ell,k}}{2} \prod_{i=1}^{\ell} \gamma(u_i) \sum_{i=1}^{\ell} (u_i^2 - 1) \int Z (X_0^{(i)}(z)^2 - 1) \, \mu(dz)
\]

\[
+ \frac{\alpha_{\ell,k}}{2} \prod_{i=1}^{\ell} \gamma(u_i) \frac{1}{k} \sum_{j=1}^{k} (X_j^{(i)}(z)^2 - 1) \, \mu(dz)
\]

\[
= \frac{\alpha_{\ell,k}}{2} \prod_{i=1}^{\ell} \gamma(u_i) \sum_{i=1}^{\ell} \left\{ (u_i^2 - 1) \int Z (X_0^{(i)}(z)^2 - 1) + \frac{1}{k} \sum_{j=1}^{k} (X_j^{(i)}(z)^2 - 1) \, \mu(dz) \right\}
\]

\[
= \frac{\alpha_{\ell,k}}{2} \prod_{i=1}^{\ell} \gamma(u_i) \sum_{i=1}^{\ell} \left\{ u_i^2 \int Z (X_0^{(i)}(z)^2 - 1) \, \mu(dz) + D^{(i)} \right\},
\]

where we used the definition of \( D^{(i)} \) in (2.4).

For part (ii), set \( u_i = D^{(i)} = 0 \) for every \( i \in [\ell] \). Then, (2.11) follows since \( \gamma(0) = 1/\sqrt{2\pi} \). By (2.10), we have that \( \text{proj}_2(J) = 0 \). It remains to show that \( \text{proj}_{2\ell+1}(J) = 0 \) for \( q \geq 0 \). The fact that \( \beta_{2^{k+1}}^{(0)} = 0 \) for every \( k \geq 0 \) implies that the expansion in (A.5) runs over indices \( j_1, \ldots, j_\ell \) that are all even. The projection of \( J \) onto Wiener chaoses of odd order is therefore of the form

\[
\text{proj}_{2\ell+1}(J) = \sum_{j_1 + \ldots + j_\ell + r = 2\ell+1} \frac{\beta_0^{(j_1)} \cdots \beta_0^{(j_\ell)}}{j_1! \cdots j_\ell!} \int Z \prod_{i=1}^{\ell} H_{j_i}(X_0^{(i)}(z)) \cdot \text{proj}_r(\Phi_{\ell,k}(X_\ast(z))) \, \mu(dz) ,
\]

where \( j_1, \ldots, j_\ell \) are all even and \( r \) is odd. The conclusion then follows from (A.18).

## B Fourier-Hermite coefficients of Gramian determinants on the fourth Wiener chaos

For integers \( 1 \leq \ell \leq k \) and a \( \ell \times k \) matrix \( X \) with i.i.d. standard normal entries, we consider the function

\[
\Phi_{\ell,k} : \text{Mat}_{\ell,k}(\mathbb{R}) \to \mathbb{R}_+ , \quad X \mapsto \det(XX^T)^{1/2} .
\]

The following lemma shows that \( \Phi_{\ell,k}^\ast \) as defined in (B.1) satisfies Assumption A of Definition 2.2. In order to prove this, we recall Cauchy-Binet’s identity:

\[
\Phi_{\ell,k}^\ast(X) = \left[ \sum_{j_1 < \ldots < j_\ell \in [k]} \det(X_{j_1 \ldots j_\ell})^2 \right]^{1/2} ,
\]
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where, for \( j_1 < \ldots < j_\ell \in [k] \), we denote by \( X_{j_1,\ldots,j_\ell} \in \text{Mat}_{\ell,\ell}(\mathbb{R}) \) the matrix obtained from \( X \) by only keeping columns \( j_1, \ldots, j_\ell \). We refer to \( \det(X_{j_1,\ldots,j_\ell}) \) as the minors of \( X \).

**Lemma B.1.** The function \( \Phi_{\ell,k}^* \) as in (B.1) satisfies Assumption A of Definition 2.2.

**Proof.** (A1) Permuting two columns multiplies some of the minors by \(-1\), which is absorbed by taking its square. Permuting two rows multiplies each minor by \(-1\), which is again absorbed by taking its square.

(A2) Let \( X^* \) denote the matrix obtained from \( X \) by multiplying the \( i \)-th row by \( c \in \mathbb{R} \). Then, for every \( j_1 < \ldots < j_\ell \in [k] \), we have \( \det(X^*_{j_1,\ldots,j_\ell}) = c^\ell \det(X_{j_1,\ldots,j_\ell})^2 \), so that (B.2) implies \( \Phi_{\ell,k}^*(X^*) = \|c\|\Phi_{\ell,k}^*(X) \).

(A3) Let \( X^* \) denote the matrix obtained from \( X \) by multiplying its \( j \)-th column by \(-1\). Then, \( X^*(X^*)^T = XX^T \), so that trivially \( \Phi_{\ell,k}^*(X) = \Phi_{\ell,k}^*(X^*) \).

(A4) Let \( X^* \) denote the matrix obtained from \( X \) by replacing its \( i_1 \)-th row with the sum of its \( i_1 \)-th and \( i_2 \)-th row for \( i_1 \neq i_2 \). Then, the invariance of the determinant under this operation implies that for every \( j_1 < \ldots < j_\ell \in [k] \), \( \det(X^*_{j_1,\ldots,j_\ell}) = \det(X_{j_1,\ldots,j_\ell}) \), so that \( \Phi_{\ell,k}^*(X^*) = \Phi_{\ell,k}^*(X) \).

\( \square \)

### B.1 A representation of the Gramian determinant

In the forthcoming discussion, our goal is to compute the Fourier-Hermite coefficients within the fourth Wiener chaos associated with the function \( \Phi_{\ell,k}^* \) in (B.1).

We first prove a deterministic result. Let \( v^{(1)}, \ldots, v^{(\ell)} \in \mathbb{R}^k \) be linearly independent vectors and \( X \) the \( \ell \times k \) matrix whose \( i \)-th row is \( v^{(i)} \). For \( s = 0, \ldots, \ell - 1 \), we write \( \mathcal{V}_s := \text{span}\{v^{(1)}, \ldots, v^{(s)}\} \) to indicate the \( s \)-dimensional linear subspace generated by the first \( s \) rows of \( X \) with the convention \( \mathcal{V}_0 := \{0\} \) and denote by \( p_s \) the projection operator onto \( \mathcal{V}_s \). Furthermore, we set

\[
d(k-s) := \|v^{(s+1)} - p_s(v^{(s+1)})\|_k, \quad s = 0, \ldots, \ell - 1,
\]

that is, \( d(k-s) \) is the Euclidean distance in \( \mathbb{R}^k \) between \( v^{(s+1)} \) and \( \mathcal{V}_s \). The next lemma yields a useful representation of Gramian determinants.

**Lemma B.2.** Let the above notation prevail. Then, the map \( \Phi_{\ell,k}^* \) as in (B.1) admits the representation

\[
\Phi_{\ell,k}^*(X) = \prod_{s=0}^{\ell-1} d(k-s). \quad (B.3)
\]

**Proof.** Applying the Gram-Schmidt orthogonalization process to the vectors \( \{v^{(1)}, \ldots, v^{(\ell)}\} \) gives rise to a family of orthogonal vectors \( \{w^{(1)}, \ldots, w^{(\ell)}\} \) such that \( \text{span}\{w^{(1)}, \ldots, w^{(\ell)}\} = \text{span}\{v^{(1)}, \ldots, v^{(\ell)}\} \). These are given recursively by \( w^{(1)} = v^{(1)} \) and for \( s = 1, \ldots, \ell - 1 \),

\[
w^{(s+1)} = v^{(s+1)} - \sum_{i=1}^{s} \frac{\langle v^{(s+1)}, w^{(i)} \rangle}{\|w^{(i)}\|^2_k} w^{(i)} = v^{(s+1)} - p_s(v^{(s+1)}).
\]

Denote by \( W \) the \( \ell \times k \) matrix with rows \( w^{(1)}, \ldots, w^{(\ell)} \). There exists an orthogonal \( \ell \times \ell \) matrix \( P \) such that \( WW^T = PX^TP^T \), so that \( \Phi_{\ell,k}^*(W) = \Phi_{\ell,k}^*(X) \). As the rows of \( W \) are mutually orthogonal, we have that

\[
WW^T = \text{diag}\left(\|w^{(1)}\|_k^2, \ldots, \|w^{(\ell)}\|_k^2\right) = \text{diag}\left(d(k)^2, \ldots, d(k-(\ell-1))^2\right),
\]

and therefore,

\[
\Phi_{\ell,k}^*(W) = \prod_{s=0}^{\ell-1} d(k-s),
\]

which is formula (B.3). \( \square \)
We will now pass to the probabilistic setting and replace each of the deterministic vectors \(v^{(i)}, \ldots, v^{(l)}\) by independent standard Gaussian vectors \(X^{(1)}, \ldots, X^{(l)}\). The following lemma characterizes the probability distribution of the random variables \(d(k-s)\).

**Lemma B.3.** Let the above setting prevail. For every \(s = 0, \ldots, \ell - 1\), the random variable \(d(k-s)\) is chi-distributed with \(k-s\) degrees of freedom and stochastically independent of \((X^{(1)}, \ldots, X^{(s)})\). In particular,

\[
\alpha_{\ell,k} := \mathbb{E} \left[ \Phi^*_{\ell,k}(X) \right] = \prod_{s=0}^{\ell-1} \mathbb{E} [d(k-s)] = \alpha(\ell, k),
\]

where \(\alpha(\ell, k)\) is as defined in (A.6).

**Proof.** Let \(\{e_1, \ldots, e_k\}\) denote the canonical basis of \(\mathbb{R}^k\). Since \(d(k) = \|X^{(1)}\|_k\), the random variable \(d(k)\) is clearly chi-distributed with \(k\) degrees of freedom. Now fix \(s \in \{1, \ldots, \ell - 1\}\). By the rotational invariance of the Gaussian distribution, the conditional distribution of \(d(k-s)\) given \(\{X^{(1)}, \ldots, X^{(s)}\}\) is precisely the same as the distribution of the distance from \(X^{(s+1)}\) to \(\mathbb{R}^s\), that is

\[
d(k-s)|\{X^{(1)}, \ldots, X^{(s)}\} \overset{d}{=} \left( \sum_{j=s+1}^{k} (X^{(s+1)}, e_j)^2 \right)^{1/2}.
\]

Since the coefficients \(\langle \mathbf{X}^{(s+1)}, e_j \rangle = \mathbf{X}^{(s+1)}(s+1, j)\) are i.i.d. standard Gaussian, we infer that \(d(k-s)|\{X^{(1)}, \ldots, X^{(s)}\}\) is chi-distributed with \(k-s\) degrees of freedom. Thus the characteristic function of \(d(k-s)|\{X^{(1)}, \ldots, X^{(s)}\}\) is

\[
\phi_{d(k-s)^2}|\{X^{(1)}, \ldots, X^{(s)}\} (t) = \mathbb{E} \left[ e^{itd(k-s)^2} |X^{(1)}, \ldots, X^{(s)}\right] = (1 - 2it)^{-(k-s)/2}, \quad t \in \mathbb{R}.
\]

Therefore, taking expectation

\[
\phi_{d(k-s)^2}(t) = \mathbb{E} \left[ e^{itd(k-s)^2} \right] = \mathbb{E} \left[ \mathbb{E} \left[ e^{itd(k-s)^2} |X^{(1)}, \ldots, X^{(s)}\right] \right] = (1 - 2it)^{-(k-s)/2},
\]

from which we conclude that \(d(k-s)\) is also chi-distributed with \(k-s\) degrees of freedom. Moreover, since \(d(k-s)|\{X^{(1)}, \ldots, X^{(s)}\} \overset{d}{=} d(k-s)\), we deduce that \(d(k-s)\) is independent of \((X^{(1)}, \ldots, X^{(s)})\). The identity in (B.4) follows from independence, and the fact that by (A.8), \(\mathbb{E} [d(k-s)] = \alpha(1, k-s)\):

\[
\alpha_{\ell,k} = \mathbb{E} \left[ \Phi^*_{\ell,k}(X) \right] = \prod_{s=0}^{\ell-1} \mathbb{E} [d(k-s)] = \prod_{s=0}^{\ell-1} \alpha(1, k-s) = \prod_{s=0}^{\ell-1} \frac{(k-s)\kappa_{k-s}}{\sqrt{2\pi\kappa_{k-s-1}}} = \alpha(\ell, k),
\]

which finishes the proof. \(\Box\)

### B.2 Technical computations

The following result entirely characterizes the fourth chaotic component of the function \(\Phi^*_{\ell,k}(X)\) defined in (B.1) where \(X\) is a \(\ell \times k\) matrix with i.i.d. standard Gaussian entries.

**Lemma B.4.** Let the above notations prevail. The following properties hold:

(i) for every \((i, j) \in [\ell] \times [k]\), we have

\[
\mathbb{E} \left[ \Phi^*_{\ell,k}(X) (X^{(i)})^4 \right] = 3 \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)};
\]

(ii) for every \((i_1, j_1) \neq (i_2, j_2) \in [\ell] \times [k]\), we have

\[
\mathbb{E} \left[ \Phi^*_{\ell,k}(X) (X^{(i_1)})^2 (X^{(i_2)})^2 \right] = \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} \mathcal{I} \{i_1 = i_2\}

+ \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} \mathcal{I} \{i_1 \neq i_2, i_1 = j_2\} \mathcal{I} \{\ell \geq 2\}

+ \alpha(\ell, k) \frac{(k+1)(k+2) - (k+3)}{k(k-1)(k+2)} \mathcal{I} \{i_1 \neq i_2, j_1 \neq j_2\} \mathcal{I} \{\ell \geq 2\};
\]
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(iii) for every \((i_1, j_1) \neq (i_2, j_2) \in [\ell] \times [k]\), we have
\[
\mathbb{E} \left[ \Phi_{\ell,k}^* (X)^{(i_1)} X_{j_2}^{(i_2)} \right] = 0,
\]

(iv) for every \((i_1, j_1) \neq (i_2, j_2) \neq (i_3, j_3) \in [\ell] \times [k]\), we have
\[
\mathbb{E} \left[ \Phi_{\ell,k}^* (X) (X_{j_1}^{(i_1)})^2 X_{j_2}^{(i_2)} X_{j_3}^{(i_3)} \right] = 0,
\]

(v) for every collection \(I = \{(i_1, j_1) \neq (i_2, j_2) \neq (i_3, j_3) \neq (i_4, j_4) \in [\ell] \times [k]\}\), we have
\[
\mathbb{E} \left[ \Phi_{\ell,k}^* (X) (X_{j_1}^{(i_1)}) X_{j_2}^{(i_2)} X_{j_3}^{(i_3)} X_{j_4}^{(i_4)} \right] = -\alpha(\ell, k) \frac{k + 1}{k(k-1)(k+2)} \{I \in S\} 1\{\ell \geq 2\},
\]
where \(S = \{(i_1, j_1), (i_1, j_2), (i_2, j_1), (i_2, j_2) : i_1 \neq i_2, j_1 \neq j_2\}\).

**Proof.** We prove (i). By (A1), without loss of generality, we can assume that \(i = 1\). Using the representation in (B.3), the fact that \(\|X^{(1)}\|_k = d(k)\), as well Lemma A.3 and (B.4), we have for every \(j \in [k]\),
\[
\mathbb{E} \left[ \Phi_{\ell,k}^* (X)(X_j^{(1)})^4 \right] = \mathbb{E} \left[ \left(\sum_{s=1}^{\ell-1} d(k-s) \frac{(X_j^{(1)})^4}{\|X^{(1)}\|_k^4} \right) \|X^{(1)}\|_k^4 \right] = \mathbb{E} \left[ \left(\sum_{s=1}^{\ell-1} d(k-s) \frac{(X_j^{(1)})^4}{d(k)} \right) \right] = \frac{3\alpha(\ell, k)(k+1)(k+3)}{k(k+2)},
\]
where the last equality follows from Lemma A.4.

For (ii), let us assume that \(i_1 = i_2\) (so that \(j_1 \neq j_2\)). Denote by \(X^*\) the matrix obtained from \(X\) by multiplying the \(i_1\)-th row by \(1/\|X^{(i_1)}\|_k\). Then, we observe that by (A2) and Lemma A.3,
\[
\mathbb{E} \left[ \Phi_{\ell,k}^* (X) \|X^{(i_1)}\|_k^4 \right] = \mathbb{E} \left[ \Phi_{\ell,k}^* (X^*) \|X^{(i_1)}\|_k^4 \right] = \mathbb{E} \left[ \Phi_{\ell,k}^* (X^*) \right] \mathbb{E} \left[ \|X^{(i_1)}\|_k^4 \right] = \alpha(\ell, k)(k+1)(k+3) |\|X^{(i_1)}\|_k^4 |
\]
On the other hand, we can write
\[
\mathbb{E} \left[ \Phi_{\ell,k}^* (X) \|X^{(i_1)}\|_k^4 \right] = \mathbb{E} \left[ \Phi_{\ell,k}^* (X) \sum_{j \neq j'}^k (X_j^{(i_1)})^2 (X_{j'}^{(i_1)})^2 \right] = \sum_{j=1}^k \mathbb{E} \left[ \Phi_{\ell,k}^* (X) (X_j^{(i_1)})^4 \right] + \sum_{j \neq j' \in [k]} \mathbb{E} \left[ \Phi_{\ell,k}^* (X) (X_j^{(i_1)})^2 (X_{j'}^{(i_1)})^2 \right] = k \mathbb{E} \left[ \Phi_{\ell,k}^* (X) (X_j^{(i_1)})^4 \right] + k(k-1) \mathbb{E} \left[ \Phi_{\ell,k}^* (X) (X_j^{(i_1)})^2 (X_{j'}^{(i_1)})^2 \right] = 3\alpha(\ell, k)(k+1)(k+3) \frac{(k+3)}{k+2},
\]
for every \(j_1 \neq j_2\), where for the last equality we used the formula proved in (i). Therefore, it follows that for every \(j_1 \neq j_2\),
\[
\mathbb{E} \left[ \Phi_{\ell,k}^* (X) (X_{j_1}^{(i_1)})^2 (X_{j_2}^{(i_1)})^2 \right] = \frac{1}{k(k-1)} \left( \mathbb{E} \left[ \Phi_{\ell,k}^* (X) \|X^{(i_1)}\|_k^4 \right] - 3\alpha(\ell, k)(k+1)(k+3) \frac{(k+3)}{k+2} \right) = \frac{1}{k(k-1)} \left( \alpha(\ell, k)(k+1)(k+3) - 3\alpha(\ell, k)(k+1)(k+3) \frac{(k+3)}{k+2} \right) = \alpha(\ell, k)(k+1)(k+3) \frac{k}{k+2}.
\]
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Let us now deal with the case \( i_1 \neq i_2 \) and \( j_1 = j_2 \), for \( \ell \geq 2 \). Denote by \( X_{\pm} \) the matrix obtained from \( X \) as follows:

\[
(X_{\pm})^{(i_1)} = \frac{1}{\sqrt{2}} (X^{(i_1)} + X^{(i_2)}) ,
\]

\[
(X_{\pm})^{(i_2)} = \frac{1}{\sqrt{2}} (-2X^{(i_2)} + (X^{(i_1)} + X^{(i_2)})) = \frac{1}{\sqrt{2}} (X^{(i_1)} - X^{(i_2)}) ,
\]

\[
(X_{\pm})^{(i)} = X^{(i)} , \quad i \in [\ell] \setminus \{i_1, i_2\} .
\]

By construction, the rows \((X_{\pm})^{(i_1)}\) and \((X_{\pm})^{(i_2)}\) are stochastically independent standard Gaussian vectors, so that \( X \not \sim X_{\pm} \). Hence, we have on the one hand

\[
E \left[ \Phi^{*}_{\ell,k}(X_{\pm}) \left( (X_{\pm})^{(i_1)} \right)^4 \right] = E \left[ \Phi^{*}_{\ell,k}(X) \left( (X^{(i_1)})^4 \right) \right] = 3\alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} ,
\]

in view of (i), and on the other hand, since \( \Phi^{*}_{\ell,k}(X_{\pm}) = \frac{(\sqrt{2})^2}{2} \Phi^{*}_{\ell,k}(X) = \Phi^{*}_{\ell,k}(X) \), we conclude

\[
E \left[ \Phi^{*}_{\ell,k}(X_{\pm}) \left( (X_{\pm})^{(i_1)} \right)^4 \right] = E \left[ \Phi^{*}_{\ell,k}(X) \left( \frac{X^{(i_1)} + X^{(i_2)}}{\sqrt{2}} \right)^4 \right] = E \left[ \Phi^{*}_{\ell,k}(X) \left( (X^{(i_1)})^4 \right) \right] = \frac{1}{4} \left( 2E \left[ \Phi^{*}_{\ell,k}(X) \left( (X^{(i_1)})^4 \right) \right] + 6E \left[ \Phi^{*}_{\ell,k}(X) \left( (X^{(i_1)})^2 (X^{(i_2)})^2 \right) \right] \right) ,
\]

where we used that \( E \left[ \Phi^{*}_{\ell,k}(X)X^{(i_1)} (X^{(i_2)})^3 \right] = E \left[ \Phi^{*}_{\ell,k}(X)X^{(i_1)} 3X^{(i_2)} \right] = 0 \). Therefore,

\[
E \left[ \Phi^{*}_{\ell,k}(X) \left( (X^{(i_1)})^2 (X^{(i_2)})^2 \right) \right] = \frac{1}{6} \left( 4E \left[ \Phi^{*}_{\ell,k}(X_{\pm}) \left( (X_{\pm})^{(i_1)} \right)^4 \right] - 2E \left[ \Phi^{*}_{\ell,k}(X) \left( (X^{(i_1)})^4 \right) \right] \right) = \alpha(\ell, k) \frac{(k+1)(k+3)}{k(k+2)} .
\]

Let us now treat the case \( i_1 \neq i_2 \) and \( j_1 \neq j_2 \). Let \( X^* \) be the matrix obtained from \( X \) by multiplying rows \( X^{(i_1)} \) resp. \( X^{(i_2)} \) by \( 1/\|X^{(i_1)}\|_k \) resp. \( 1/\|X^{(i_2)}\|_k \). Then, by independence, we infer

\[
E \left[ \Phi^{*}_{\ell,k}(X) \|X^{(i_1)}\|_k^2 \|X^{(i_2)}\|_k^2 \right] = E \left[ \Phi^{*}_{\ell,k}(X^*) \|X^{(i_1)}\|_k^2 \|X^{(i_2)}\|_k^2 \right] = E \left[ \frac{\Phi^{*}_{\ell,k}(X)}{\|X^{(i_1)}\|_k^2} \|X^{(i_1)}\|_k^2 \right] E \left[ \|X^{(i_2)}\|_k^2 \right] = \alpha(\ell, k) (k+1)^2 .
\]

Expanding the product of the norms, we can write

\[
E \left[ \Phi^{*}_{\ell,k}(X) \|X^{(i_1)}\|_k^2 \|X^{(i_2)}\|_k^2 \right] = \frac{k}{\ell} \left[ \Phi^{*}_{\ell,k}(X) \left( X^{(i_1)} \right)^2 (X^{(i_2)})^2 \right] + k(k-1)E \left[ \Phi^{*}_{\ell,k}(X) \left( X^{(i_1)} \right)^2 (X^{(i_2)})^2 \right] = \alpha(\ell, k) \frac{(k+1)(k+3)}{k+2} + k(k-1)E \left[ \Phi^{*}_{\ell,k}(X) \left( X^{(i_1)} \right)^2 (X^{(i_2)})^2 \right] ,
\]

where we used the formula proved just before. Hence, we have that for every \( j_1 \neq j_2 \),

\[
E \left[ \Phi^{*}_{\ell,k}(X) \left( X^{(i_1)} \right)^2 (X^{(i_2)})^2 \right] = \frac{1}{k(k-1)} \left( \alpha(\ell, k) (k+1)^2 - \alpha(\ell, k) \frac{(k+1)(k+3)}{k+2} \right) = \alpha(\ell, k) \frac{(k+1)(k+2) - (k+3)}{k(k-1)(k+2)} ,
\]

which is the desired formula. The other cases do not contribute as one can multiply a row or column by \(-1\).
We now prove (iii). Assume \( i_1 = i_2 \) (so that \( j_1 \neq j_2 \)). Multiplying column \( j_2 \) by \(-1\) and using (A3) then yields the desired conclusion. If \( i_1 \neq i_2 \) and \( j_1 = j_2 \), the result follows from (A2). The case \( i_1 \neq i_2, j_1 \neq j_2 \) follows either from (A3) or (A2).

The result in (iv) is obtained by similar arguments as in (iii). We finally prove (v). First, note that if \( I \notin S \), then the expectation is zero. Indeed, we notice that if \( I \notin S \), there is at least one row or column of \( X \) that contains only one element corresponding to one of the four pairs of indices of \( I \). Multiplying this row resp. column by \(-1\) and using (A2) gives the desired conclusion. Let us now assume \( I \in S \) and denote \( E(I) := \mathbb{E}\left[\Phi_{\ell,k}^*(X)X^{(i_1)}_jX^{(i_2)}_jX^{(i_3)}_jX^{(i_4)}_j\right]I\{I \in S\} \). Since \( I \in S \), we can write

\[
E(I) = \mathbb{E}\left[\Phi_{\ell,k}^*(X)X^{(i_1)}_jX^{(i_2)}_jX^{(i_3)}_jX^{(i_4)}_j\right], \quad i_1 \neq i_2, j_1 \neq j_2.
\]

Let us again consider the matrix \( X_\pm \) used in part (ii). From formula (ii) in the case \( i_1 = i_2 \), it follows that

\[
\mathbb{E}\left[\Phi_{\ell,k}^*(X_\pm)(X^{(i_1)}_jX^{(i_2)}_j)^2\right] = \alpha(\ell,k)\left(\frac{(k+1)(k+3)}{k(k+2)}\right).
\]

On the other hand, we can write

\[
\mathbb{E}\left[\Phi_{\ell,k}^*(X_\pm)(X^{(i_1)}_jX^{(i_2)}_j)^2\right] = \frac{1}{4}\mathbb{E}\left[\Phi_{\ell,k}^*(X)(X^{(i_1)}_jX^{(i_2)}_j)^2 + X^{(i_1)}_jX^{(i_2)}_j\right] + 2E(I).
\]

Notice that the terms of the form \( \mathbb{E}\left[\Phi_{\ell,k}^*(X)(X^{(i_1)}_jX^{(i_2)}_j)^2\right] \) are zero, by (iv). Hence, combining (B.5) and (B.2) together with the results obtained in (ii), we obtain

\[
E(I) = \alpha(\ell,k)\left(\frac{(k+1)(k+3)}{k(k+2)} - \frac{1}{2}\frac{(k+1)(k+3)}{k(k+2)} - \frac{1}{2}\frac{(k+1)(k+2)-(k+3)}{k(k+1)}\right) + \frac{k+3}{k(k-1)(k+2)}N(\ell,k)\{i_1 \neq i_2\} I\{j_1 = j_2\} I\{\ell \geq 2\}.
\]

which proves the formula.

The following proposition follows immediately.

**Proposition B.5.** (i) for every \((i, j) \in [\ell] \times [k]\), we have

\[
\mathbb{E}\left[\Phi_{\ell,k}^*(X)H_4(X^{(i)}_j)\right] = -\frac{3}{k(k+2)}\alpha(\ell,k);
\]

(ii) for every \((i_1, j_1) \neq (i_2, j_2) \in [\ell] \times [k]\), we have

\[
\mathbb{E}\left[\Phi_{\ell,k}^*(X)H_2(X^{(i_1)}_j)H_2(X^{(i_2)}_j)\right] = -\frac{1}{k(k+2)}\alpha(\ell,k)I\{i_1 = i_2\} - \frac{1}{k(k+2)}\alpha(\ell,k)I\{i_1 \neq i_2\} I\{j_1 = j_2\} I\{\ell \geq 2\} + \frac{k+3}{k(k-1)(k+2)}\alpha(\ell,k)I\{i_1 \neq i_2\} I\{j_1 \neq j_2\} I\{\ell \geq 2\}.
\]

(iii) for every \((i_1, j_1) \neq (i_2, j_2) \in [\ell] \times [k]\), we have

\[
\mathbb{E}\left[\Phi_{\ell,k}^*(X)H_3(X^{(i_1)}_j)H_1(X^{(i_2)}_j)\right] = 0;
\]

(iv) for every \((i_1, j_1) \neq (i_2, j_2) \neq (i_3, j_3) \in [\ell] \times [k]\), we have

\[
\mathbb{E}\left[\Phi_{\ell,k}^*(X)H_2(X^{(i_1)}_j)H_1(X^{(i_2)}_j)H_1(X^{(i_3)}_j)\right] = 0.
\]
(v) for every collection \( I = \{(i_1, j_1) \neq (i_2, j_2) \neq (i_3, j_3) \neq (i_4, j_4) \in [\ell] \times [k]\} \), we have
\[
\mathbb{E} \left[ \Phi_{r,k}^*(X) \prod_{\alpha=1}^{4} H_i(X^{(i_{\alpha})}) \right] = -\frac{k+1}{k(k-1)(k+2)} \alpha(\ell,k) \{ I \in S \} \{ \ell \geq 2 \},
\]
where \( S = \{ (i_1, j_1), (i_1, j_2), (i_2, j_1), (i_2, j_2) : i_1 \neq i_2, j_1 \neq j_2 \} \).

**Proof.** These formulae follow when writing \( H_4(x) = x^4 - 6x^2 + 3, \) \( H_2(x) = x^2 - 1 \) and \( H_1(x) = x \) and then combining the formulae for monomials proved in Lemma B.4 with Lemma A.5. We include the proof of (i):
\[
\mathbb{E} \left[ \Phi_{r,k}^*(X) H_4(X^{(i)}) \right] = \mathbb{E} \left[ \Phi_{r,k}^*(X)(X^{(i)})^4 \right] - 6E \left[ \Phi_{r,k}^*(X)(X^{(i)})^2 \right] + 3E \left[ \Phi_{r,k}^*(X) \right]
= 3\alpha(\ell,k) \frac{(k+1)(k+3)}{k(k+2)} - 6 \left( \frac{1}{k+1} \right) \alpha(\ell,k) + 3\alpha(\ell,k) = -\frac{3}{k(k+2)} \alpha(\ell,k),
\]
where we used (B.4). The remaining formulae are proved in the same spirit. \qed

**C On the two-point correlation function**

**C.1 On covariances**

Fix \( \ell \in [3] \) and \( i \in [\ell] \). The following lemma gives the joint distribution of the vector \((\nabla T_n^{(i)}(z), \nabla T_n^{(i)}(0)) \in \mathbb{R}^8 \) conditioned on \( T_n^{(i)}(z) = T_n^{(i)}(0) = u_i \) for \( u_i \in \mathbb{R} \).

**Lemma C.1.** For every \( z \in \mathbb{T}^3 \) such that \( r_n(z) \neq \pm 1 \), the distribution of the vector \((\nabla T_n^{(i)}(z), \nabla T_n^{(i)}(0)) \in \mathbb{R}^8 \) conditioned on \( T_n^{(i)}(z) = T_n^{(i)}(0) = u_i \) is \( N_8((\mu_n^{(i)}), \Omega_n) \), where
\[
\mu_n^{(i)} = \frac{u_i}{1 + r_n(z)} \left( \frac{\nabla r_n(z)^T}{-\nabla r_n(z)^T} \right)
\]
and
\[
\Omega_n = \Omega_n(z) = \begin{pmatrix} \Omega_{1,n}(z) & \Omega_{2,n}(z) \\ \Omega_{2,n}(z)^T & \Omega_{1,n}(z) \end{pmatrix},
\]
where
\[
\Omega_{1,n}(z) = \frac{E_n}{3} \text{Id}_3 - \frac{\nabla r_n(z)\nabla r_n(z)^T}{1 - r_n(z)^2};
\]
\[
\Omega_{2,n}(z) = \frac{\nabla r_n(z)}{1 - r_n(z)^2} \nabla r_n(z) \nabla r_n(z)^T,
\]
with \( \text{Hess}(r_n(z)) \) denoting the Hessian matrix of \( r_n(z) \).

**Proof.** We write \( \partial_a := \partial / \partial z_a \) and \( \partial_{ab} := \partial^2 / \partial z_a \partial z_b \) for \( a, b = 0, 1, 2, 3 \) with the convention \( \partial_0 = \text{Id} \). Computing the covariance \( \mathbb{E} \left[ \partial_a T_n^{(i)}(z) \cdot \partial_b T_n^{(i)}(0) \right] \) and relating it to the covariance function \( r_n \) given in (1.2), we obtain that the covariance matrix of the vector \((\nabla T_n^{(i)}(z), \nabla T_n^{(i)}(0), T_n^{(i)}(z), T_n^{(i)}(0)) \in \mathbb{R}^8 \) is given by
\[
\begin{pmatrix} A_n & B_n \\ B_n^T & C_n \end{pmatrix},
\]
where
\[
A_n = A_n(z) = \begin{pmatrix} E_n/3 \text{Id}_3 & -\text{Hess}(r_n(z)) \\ -\text{Hess}(r_n(z)) & E_n/3 \text{Id}_3 \end{pmatrix}, \quad B_n = B_n(z) = \begin{pmatrix} 0^T & \nabla r_n(z)^T \\ -\nabla r_n(z)^T & 0^T \end{pmatrix},
\]
\[
C_n = C_n(z) = \begin{pmatrix} r_n(z) & 1 \\ 1 & r_n(z) \end{pmatrix},
\]
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and \( \mathbf{0} := (0, 0, 0) \). Thus, the covariance matrix of \((\nabla T_n^{(i)}(z), \nabla T_n^{(j)}(0))\) conditioned on \(T_n^{(i)}(z) = T_n^{(j)}(0) = u_i\) is given by \(\Omega_n = \Omega_n(z) = A_n - B_n C^{-1} B_n^T\), which yields the matrix in (C.2) after a standard computation. Its mean is given by

\[
\beta_n^{(i)} = \beta_n^{(j)}(z) = B_n C_n^{-1} \left( \frac{u_i}{u_i} \right) = \frac{u_i}{1 + r_n(z)} \left( \nabla r_n(z)^T - \nabla r_n(z)^T \right).
\]

\[\square\]

### C.2 Two-point correlation function

For \( \ell \in [3] \), we fix \( u^{(\ell)} := (u_1, \ldots, u_\ell) \in \mathbb{R}^\ell \). The two-point correlation function associated with the random field \( T_n^{(\ell)} \) is given by

\[
K^{(\ell)}(x, y; u^{(\ell)}) := \mathbb{E} \left[ \Phi_{\ell,3}(\nabla T_n^{(\ell)}(x)) \Phi_{\ell,3}(\nabla T_n^{(\ell)}(y)) \right] \text{ if } T_n^{(\ell)}(x) = T_n^{(\ell)}(y) = u^{(\ell)}.
\]

where \( p_{(T_n^{(\ell)}(x), T_n^{(\ell)}(y))}(\cdot, \cdot) \) denotes the density function of the vector \((T_n^{(\ell)}(x), T_n^{(\ell)}(y))\) and \( \Phi_{\ell,3}(A) = \sqrt{\det(\Lambda \Lambda^T)} \) for \( A \in \text{Mat}_{\ell,3}(\mathbb{R}) \). The function \( K^{(\ell)} \) is defined whenever the distribution of \((T_n^{(\ell)}(x), T_n^{(\ell)}(y))\) is non-degenerate, that is, whenever \( r_n(x - y) \neq \pm 1 \).

The following lemma gives an upper bound for \( K^{(\ell)}(z, 0; u^{(\ell)}) \) for \( z \in \mathbb{T}^3 \) in terms of the covariance function \( r_n \) and the norm of its gradient.

**Lemma C.2.** For every \( z \in \mathbb{T}^3 \) such that \( r_n(z) \neq \pm 1 \), we have

\[
K^{(\ell)}(z, 0; u^{(\ell)}) \leq (1 - r_n(z)^2)^{-\ell/2} \cdot (3)^{\ell - 1} \left( \frac{E_n}{3} \right)^{\ell - 1} \left( \frac{E_n}{3} - \frac{\ell \|\nabla r_n(z)\|^2}{3} \right) \leq q^{(\ell)}(z, 0; \|u^{(\ell)}\|).
\]

**Proof.** By independence, the density factorizes as follows

\[
p_{(T_n^{(\ell)}(z), T_n^{(\ell)}(0))}(u^{(\ell)}, u^{(\ell)}) = \prod_{i=1}^{\ell} p_{(T_n^{(\ell)}(z), T_n^{(\ell)}(0))}(u_i, u_i),
\]

and moreover satisfies

\[
p_{(T_n^{(\ell)}(z), T_n^{(\ell)}(0))}(u^{(\ell)}, u^{(\ell)}) \leq \prod_{i=1}^{\ell} p_{(T_n^{(\ell)}(z), T_n^{(\ell)}(0))}(0, 0) \leq (1 - r_n(z)^2)^{-\ell/2}.
\]

We now deal with the conditional expectation in (C.3). First, by the Cauchy-Schwarz inequality, we have

\[
\mathbb{E} \left[ \Phi_{\ell,3}(\nabla T_n^{(\ell)}(z)) \Phi_{\ell,3}(\nabla T_n^{(\ell)}(0)) \right] \leq \mathbb{E} \left[ \Phi_{\ell,3}(\nabla T_n^{(\ell)}(z))^2 \right]^{1/2} \cdot \mathbb{E} \left[ \Phi_{\ell,3}(\nabla T_n^{(\ell)}(0))^2 \right]^{1/2}.
\]

By symmetry, we conclude that the two expectations above coincide, yielding

\[
\mathbb{E} \left[ \Phi_{\ell,3}(\nabla T_n^{(\ell)}(z)) \Phi_{\ell,3}(\nabla T_n^{(\ell)}(0)) \right] \leq \mathbb{E} \left[ \Phi_{\ell,3}(\nabla T_n^{(\ell)}(z))^2 \right] = \mathbb{E} \left[ \Phi_{\ell,3}(\nabla T_n^{(\ell)}(0))^2 \right] =: \mathbb{E} \left[ \Phi_{\ell,3}(X(z, u^{(\ell)}))^2 \right],
\]

where \( X(z, u^{(\ell)}) = \{ X^{(i)}(z, u^{(\ell)}); (i, j) \in [\ell] \times [3] \} \in \text{Mat}_{\ell,3}(\mathbb{R}) \) is a random matrix having the same distribution as \( \nabla T_n^{(\ell)}(z) \) conditionally on \( T_n^{(\ell)}(z) = T_n^{(\ell)}(0) = u^{(\ell)} \). Now, the Cauchy Binet formula (B.2) yields

\[
\Phi_{\ell,3}(X(z, u^{(\ell)}))^2 = \sum_{j_1 < \ldots < j_\ell \in [3]} \det (X(z, u^{(\ell)}))_{j_1, \ldots , j_\ell}^2,
\]
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where, as previously, \( X(z, u^{(\ell)})_{j_1, \ldots, j_\ell} \) is the matrix obtained from \( X(z, u^{(\ell)}) \) by only keeping the columns labeled \( j_1, \ldots, j_\ell \). By definition of the determinant, we have
\[
\det \left( X(z, u^{(\ell)})_{j_1, \ldots, j_\ell} \right) = \sum_{\sigma \in \mathfrak{S}_\ell} \varepsilon(\sigma) \prod_{i=1}^{\ell} X^{(i)}_{j_{\sigma(i)}}(z, u^{(\ell)}) ,
\]
where \( \varepsilon(\sigma) \) denotes the signature of \( \sigma \in \mathfrak{S}_\ell \). Then, developing the square, taking expectations and using independence,
\[
E \left[ \Phi^{*}_{3,3}(X(z, u^{(\ell)}))^2 \right] = \sum_{j_1 < \ldots < j_\ell \in [3]} \varepsilon(\sigma) \prod_{i=1}^{\ell} E \left[ X^{(i)}_{j_{\sigma(i)}}(z, u^{(\ell)}) \right] \prod_{i=1}^{\ell} E \left[ X^{(i)}_{j_{\sigma'(i)}}(z, u^{(\ell)}) \right]
= \sum_{j_1 < \ldots < j_\ell \in [3]} \sum_{\sigma, \sigma' \in \mathfrak{S}_\ell} \varepsilon(\sigma) \varepsilon(\sigma') \prod_{i=1}^{\ell} E \left[ X^{(i)}_{j_{\sigma(i)}}(z, u^{(\ell)}) \right] \prod_{i=1}^{\ell} E \left[ X^{(i)}_{j_{\sigma'(i)}}(z, u^{(\ell)}) \right], \quad (C.7)
\]
For notational ease, we write
\[
E^{(i)}_{\ell,ab} = \hat{E}^{(i)}_{\ell,ab}(z, u^{(\ell)}) := E \left[ X_a^{(i)}(z, u^{(\ell)}) X_b^{(i)}(z, u^{(\ell)}) \right], \quad i \in [\ell], a, b \in [3] .
\]
Exploiting once more the independence of the fields \( T_n^{(1)}, \ldots, T_n^{(\ell)} \), we have that
\[
E^{(i)}_{\ell,ab} = E \left[ \partial_{T_n^{(i)}(z)} \partial_{T_n^{(i)}(z)} | T_n^{(1)}(z) = T_n^{(2)}(z) = \cdots = T_n^{(\ell)}(z) = u^{(\ell)} \right] = E \left[ \partial_{T_n^{(i)}(z)} \partial_{T_n^{(i)}(z)} | T_n^{(i)}(z) = T_n^{(i)}(0) = u_i \right].
\]
Writing formula (C.7) for \( \ell = 1, 2, 3 \) gives the respective relations
\[
E \left[ \Phi^{*}_{1,3}(X(z, u^{(1)}))^2 \right] = \sum_{a \in [3]} E^{(1)}_{1,aa} , \quad (C.8)
\]
\[
E \left[ \Phi^{*}_{2,3}(X(z, u^{(2)}))^2 \right] = \sum_{a \not\in [3]} \left\{ E^{(1)}_{2,aa} E^{(2)}_{2,bb} - E^{(1)}_{2,aa} E^{(2)}_{2,ab} \right\} \quad (C.9)
\]
and
\[
E \left[ \Phi^{*}_{3,3}(X(z, u^{(3)}))^2 \right] = \sum_{a, b \not\in [3]} \left\{ E^{(1)}_{3,aa} E^{(2)}_{3,bb} E^{(3)}_{3,cc} - E^{(1)}_{3,ab} E^{(2)}_{3,ab} E^{(3)}_{3,cc} - E^{(1)}_{3,ab} E^{(2)}_{3,ab} E^{(3)}_{3,aa} + 2 E^{(1)}_{3,ab} E^{(2)}_{3,ab} E^{(3)}_{3,cc} \right\} . \quad (C.10)
\]
We will now provide an explicit expression for the formulae on the right hand side of (C.8), (C.9) and (C.10). For \( z = (z_1, z_2, z_3) \in \mathbb{T}^3 \) and \( (a, b) \in [3] \times [3] \), we use the shorthand notations
\[
\partial_a r_n(z) := \frac{\partial}{\partial z_a} r_n(z) ; \quad \partial_a r_n(z) := \frac{\partial^2}{\partial z_a \partial z_b} r_n(z)
\]
and
\[
\rho_{ab} = \rho_{aab}(z) := \frac{\partial_a r_n(z) \cdot \partial_b r_n(z)}{1 - r_n(z)^2} ; \quad \mu_{ab} = \mu_{aab}(z) := \frac{\partial_a r_n(z) \cdot \partial_b r_n(z)}{(1 + r_n(z))^2} .
\]
Note that
\[
\rho_{ab}^2 = \rho_{aab} \rho_{bb} , \quad \rho_{ab}^2 = \mu_{aab} \rho_{bb} , \quad \rho_{aa} \rho_{bb} = \rho_{ab} \mu_{ab} . \quad (C.11)
\]
From Lemma C.1, it follows that for every \( i \in [\ell] \) and \( (a, b) \in [3] \times [3] \),
\[
E^{(i)}_{\ell,aa} = \text{Var} \left[ x_a^{(i)}(z, u^{(\ell)}) \right] + E \left[ x_a^{(i)}(z, u^{(\ell)}) \right]^2 = \frac{E_n}{3} - \rho_{aa} + u_i^2 \mu_{aa} . \quad (C.12)
\]
and for $a \neq b$,

$$E_{\ell,ab}^{(i)} = \text{Cov} \left[ X_a^{(i)}(z, u^{(\ell)}), X_b^{(i)}(z, u^{(\ell)}) \right] + E \left[ X_a^{(i)}(z, u^{(\ell)}) \right] E \left[ X_b^{(i)}(z, u^{(\ell)}) \right] = -\rho_{ab} + u_i^2 \mu_{ab} . \tag{C.13}$$

Then, it is immediate that

$$E \left[ \Phi_{1,3}^*(X(z, u^{(1)}))^2 \right] = \sum_{a \in [3]} E_{1,aa}^{(1)} = \sum_{a \in [3]} \left( \frac{E_n}{3} - \rho_{aa} + u_i^2 \mu_{aa} \right) .$$

Similarly, using (C.12) and (C.13) in (C.9) and (C.10) and exploiting the identities in (C.11) yields after simplifications

$$E \left[ \Phi_{2,3}^*(X(z, u^{(2)}))^2 \right] = \sum_{a \neq b \in [3]} \left( \frac{E_n}{3} - \rho_{aa} + u_i^2 \mu_{aa} \right)^2 \left( \frac{E_n}{3} - \rho_{bb} + u_i^2 \mu_{bb} \right) - \left( -\rho_{ab} + u_i^2 \mu_{ab} \right) \left( -\rho_{ab} + u_i^2 \mu_{ab} \right) .$$

respectively. Then, we note that for every $\ell \in [3]$, writing $\Delta_\ell := \{i^{(\ell)} = (i_1, \ldots, i_\ell) \in [3]^{\ell} : i_a \neq i_b, \forall a \neq b \in [\ell]\}$, the following identities hold

$$\sum_{i^{(\ell)} \in \Delta_\ell} 1 = (3)^\ell ;$$

$$\sum_{i^{(\ell)} \in \Delta_\ell} (\rho_{i_1i_1} + \cdots + \rho_{i_\ell i_\ell}) = \ell \sum_{i^{(\ell)} \in \Delta_\ell} \rho_{i_1i_1} = \ell (3)^\ell \frac{\|\nabla r_n(z)\|^2}{3(1 - r_n(z))^2} ;$$

$$\sum_{i^{(\ell)} \in \Delta_\ell} \left( u_i^2 \mu_{i_1i_1} + \cdots + u_i^2 \mu_{i_\ell i_\ell} \right) = u_1^2 \left[ \sum_{i^{(\ell)} \in \Delta_\ell} \mu_{i_1i_1} \right] + \cdots + u_\ell^2 \left[ \sum_{i^{(\ell)} \in \Delta_\ell} \mu_{i_\ell i_\ell} \right] = (u_1^2 + \ldots + u_\ell^2) \sum_{i^{(\ell)} \in \Delta_\ell} \mu_{i_1i_1} = \|u^{(\ell)}\|^2 (3)^\ell \frac{\|\nabla r_n(z)\|^2}{3(1 - r_n(z))^2} .$$

Using these identities, (C.8), (C.9) and (C.10) finally reduce to

$$E \left[ \Phi_{3,3}^*(X(z, u^{(\ell)}))^2 \right] = (3)^\ell \left( \frac{E_n}{3} \right)^{\ell - 1} \left( \frac{E_n}{3} - \ell \frac{\|\nabla r_n(z)\|^2}{3(1 - r_n(z))^2} \right) \left( \left( \frac{E_n}{3} - \frac{\|u^{(\ell)}\|^2}{3(1 + r_n(z))^2} \right) \right) .$$

Plugging the bounds obtained in (C.5) and (C.14) into (C.3) yields the desired upper bound for the two-point correlation function in (C.4).

**Lemma C.3.** For every fixed $(x, y) \in T^3 \times T^3$ such that $r_n(x - y) \neq \pm 1$, the function $u^{(\ell)} := (u_1, \ldots, u_\ell) \mapsto K^{(\ell)}(x; y; u^{(\ell)})$ is continuous.

**Proof.** Denoting by $\Sigma = \Sigma(x - y)$ the covariance matrix of the vector $(T_n^{(i)}(x), T_n^{(i)}(y))$ for $i \in [\ell]$, the Gaussian density is given by

$$p_{(T_n^{(i)}(x), T_n^{(i)}(y))}^{(u^{(\ell)}, u^{(\ell)})} = \left( \frac{1}{2\pi \sqrt{1 - r_n(x - y)}} \right)^{\ell} \prod_{i=1}^{\ell} \exp \left\{ -1/2(u_i, u_i)^T \Sigma^{-1} (u_i, u_i) \right\}$$

$$= \left( \frac{1}{2\pi \sqrt{1 - r_n(x - y)^2}} \right)^{\ell} \prod_{i=1}^{\ell} \exp \left\{ -\frac{u_i^2}{2(1 + r_n(x - y))} \right\} ,$$
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which is a continuous function of $u^{(t)}$. We will now argue that the conditional expectation appearing in (C.3) is a continuous function of $u^{(t)}$. It can be rewritten as

$$E \left[ \Phi^*_\ell,\beta (\text{Jac}_{T_\ell} (x)) \Phi^*_\ell,\beta (\text{Jac}_{T_\ell} (y)) \right] T^{(t)}(x) = T^{(t)}(y) = u^{(t)} = E \left[ \Phi^*_\ell,\beta (X(x,u^{(t)})) \Phi^*_\ell,\beta (X(y,u^{(t)})) \right],$$

where, for every $x \in T^3$, the random $\ell \times 3$ matrix $X(x,u^{(t)}) = \{X^{(i)}(x,u^{(t)}):(i,j) \in [\ell] \times [3]\}$ has the same distribution as $\text{Jac}_{T_\ell} (x)$ conditionally on $\{T^{(t)}_{\ell+1}(x) = T^{(t)}_{\ell+1}(y) = u^{(t)}\}$. From Lemma C.1, it follows that the mean in (C.1) depends linearly on $u^{(t)}$. In view of the definition of $\Phi^*_\ell,\beta$, and the structure of the covariance function in (C.2), we conclude that the above expected value is also a continuous function of $u^{(t)}$. This shows that $K^{(t)}(x,y,u^{(t)})$ is a continuous function with variable $u^{(t)}$.

**C.3 Taylor expansions**

We compute an expansion of $q^{(t)}(z,0,||u^{(t)}||)$ in (C.4) around $z = 0$. In order to do so, we start by deriving the Taylor expansions of $r_n$ and its first-order partial derivatives near $z = 0$. For $n \in S_\ell$, let

$$\Psi_n := \frac{1}{n^2 N_n} \sum_{\lambda \in \Lambda_n} \lambda_k^4, \quad k = 1, 2, 3.$$  \hspace{1cm} (C.15)

and set $e_n := E_n/3$. Note that $\Psi_n \leq 1$ since $\lambda_k^4 \leq n^2$.

**Lemma C.4.** For $z = (z_1, z_2, z_3) \in T^3$ and every $k \in [3]$, the following Taylor expansions hold near $z = 0$:

$$r_n(z) = 1 - \frac{E_n}{z} \|z\|^2 + \frac{E_n^2}{24} \sum_{j=1}^{3} z_j^3 + \frac{E_n^2}{4} \left( \frac{1}{6} - \frac{1}{2} \Psi_n \right) \sum_{i,j \in [3]} z_i^2 z_j^2 + R_n^{(0)}$$

$$= 1 - \frac{e_n}{2} \|z\|^2 + t_n(z) + R_n^{(0)}$$

$$\partial_k r_n(z) = -\frac{E_n}{3} z_k + \frac{E_n^2}{6} \Psi_n \sum_{j=1}^{3} z_j^3 + \frac{E_n^2}{2} \left( \frac{1}{6} - \frac{1}{2} \Psi_n \right) \sum_{i \neq j \in [3]} z_j z_i^2 + R_n^{(k)}$$

$$= -e_n z_k + u_{n,k}(z) + R_n^{(k)},$$  \hspace{1cm} (C.16)

where $R_n^{(0)} = E_n^3 O(\|z\|^6)$ and $R_n^{(k)} = E_n^3 O(\|z\|^5)$, and the constants involved in the big-O notation are independent of $n$.

**Proof.** These expansions follow from direct computations of partial derivatives. Note that all derivatives of odd (resp. even) order of $r_n$ (resp. $\partial_k r_n$) vanish in view of the fact that, by symmetry, $\sum_{\lambda \in \Lambda_n} \lambda_\alpha^\beta$ is zero whenever $\alpha$ is odd. Also, we note that

$$\frac{1}{n^2 N_n} \sum_{\lambda \in \Lambda_n} \lambda_\alpha^\beta \lambda_\gamma^\delta = \frac{1}{6} - \frac{1}{2} \Psi_n$$

for $a \neq b \in [3]$, where $\Psi_n$ is as in (C.15). The remainders are of the form $R_n^{(0)} = O(\|\partial^\ell r_n\|_\infty ||z||^6)$ and $R_n^{(k)} = O(\|\partial^\ell r_n\|_\infty ||z||^5)$, where

$$\partial^\ell r_n := \sup_{i_1,...,i_\ell \in [3]} \partial_{i_1,...,i_\ell} r_n$$

and $\partial_{i_1,...,i_\ell} r_n(z)$ denotes partial derivatives of $r_n$ of cumulative order equal to $6$. Observe that for every $z \in T^3$,

$$|\partial^\ell r_n(z)| \leq \frac{(2\pi)^6}{N_n} \sum_{\lambda \in \Lambda_n} \lambda_\alpha^\beta \lambda_\gamma^\delta,$$

where $\alpha, \beta, \gamma$ are non-negative even integers such that $\alpha + \beta + \gamma = 6$. Therefore, we can write $\lambda_\alpha^\beta \lambda_\gamma^\delta = \lambda_b^a \lambda_c^b \lambda_d^c$ for $a, b, c \in \{1, 2, 3\}$ not necessarily distinct. Then it follows that $\lambda_b^a \lambda_c^b \lambda_d^c \leq \lambda_b^a / 3 + \lambda_c^b / 3 + \lambda_d^c / 3$, so that

$$|\partial^\ell r_n(z)| \leq \frac{(2\pi)^6}{N_n} \sum_{\lambda \in \Lambda_n} \lambda_\alpha^\beta \leq \frac{(2\pi)^6}{N_n} \sum_{\lambda \in \Lambda_n} (\lambda_1^2 + \lambda_2^2 + \lambda_3^2)^3 = (2\pi)^6 n^3 \leq E_n^3,$$

which concludes the proof.  \hspace{1cm} $\square$
Lemma C.5. For $\ell \in [3]$, as $\|z\| \to 0$, we have
\[
q^{(\ell)}(z, 0; \|u^{(\ell)}\|) = (3)\ell \left(1 - \frac{\ell}{3}\right) e_n^{\ell/2} \|z\|^{-\ell} + (3)\ell \left(1 + e_n^{(\ell)}\|z\|^2\right) E_n^{\ell/2 + 1} O(\|z\|^{2-\ell}),
\]
where the constants involved in the big-O notation are independent of $n$.

Proof. From the expansion in (C.16) we obtain that
\[
1 - r_n(z)^2 = (1 - r_n(z))(1 + r_n(z))
= \left(\frac{c_n}{2}\|z\|^2 - t_n(z) + E_n^3 O(\|z\|^6)\right) \left(2 - \frac{c_n}{2}\|z\|^2 + t_n(z) + E_n^3 O(\|z\|^6)\right)
= e_n\|z\|^2 - \left(\frac{c_n}{2}\|z\|^2 + 2t_n(z)\right) + E_n^3 O(\|z\|^6)
=: e_n\|z\|^2 - f_n(z) + E_n^3 O(\|z\|^6),
\]
and
\[
(1 + r_n(z))^2 = \left(2 - \frac{c_n}{2}\|z\|^2 + t_n(z) + E_n^3 O(\|z\|^6)\right)^2
= 4 - 2e_n\|z\|^2 + \left(\frac{c_n}{2}\|z\|^2 + 4t_n(z)\right) + E_n^3 O(\|z\|^6)
=: 4 - 2e_n\|z\|^2 + h_n(z) + E_n^3 O(\|z\|^6),
\]
where the constant in the big-O notation is independent of $n$. Note that since $\Psi_n \leq 1$, we have $t_n(z) = E_n^3 O(\|z\|^4)$ where the constant in the big-O notation is independent of $n$. Therefore, we have $f_n(z) := (c_n/2)^2 \|z\|^4 + 2t_n(z) = E_n^3 O(\|z\|^4)$ and $h_n(z) := (c_n/2)^2 \|z\|^4 + 4t_n(z) = E_n^3 O(\|z\|^4)$. From (C.17), we have
\[
\partial_k r_n(z) = (-e_n z_k + u_{n,k}(z) + E_n^3 O(\|z\|^6)) = e_n^2 z_k^2 - 2e_n z_k u_{n,k}(z) + E_n^3 O(\|z\|^6),
\]
so that summing over $k = 1, 2, 3$ leads to
\[
\|\nabla r_n(z)\|^2 = e_n^2 \|z\|^2 - 2e_n \sum_{k=1}^3 z_k u_{n,k}(z) + E_n^4 O(\|z\|^6) =: e_n^2 \|z\|^2 + g_n(z) + E_n^4 O(\|z\|^6),
\]
where $g_n(z) = E_n^3 O(\|z\|^4)$ and again the constant in the big-O notation does not depend on $n$. Hence we obtain the expansions of the quotients
\[
\frac{\|\nabla r_n(z)\|^2}{1 - r_n(z)^2} = e_n \frac{e_n^2 \|z\|^2 + g_n(z) + E_n^4 O(\|z\|^6)}{e_n \|z\|^2 - f_n(z) + E_n^3 O(\|z\|^6)}
= e_n \left(1 - \frac{e_n^2}{2} \|z\|^2 - g_n(z) + E_n^4 O(\|z\|^4)\right)
= e_n \left(1 - \frac{e_n^2}{2} \|z\|^2 - g_n(z) + E_n^4 O(\|z\|^4)\right)
= e_n \left(1 - \frac{e_n^2}{2} \|z\|^2 + \frac{f_n(z)}{e_n \|z\|^2} + E_n^2 O(\|z\|^4)\right)
= e_n + \frac{g_n(z)}{e_n \|z\|^2} + \frac{f_n(z)}{e_n \|z\|^2} + E_n^3 O(\|z\|^4) = e_n + E_n^2 O(\|z\|^2),
\]
since $e_n^{-1} \|z\|^2 - g_n(z) + \|z\|^2 f_n(z) = E_n^2 O(\|z\|^2)$ and
\[
\frac{\|\nabla r_n(z)\|^2}{(1 + r_n(z))^2} = e_n \frac{e_n^2 \|z\|^2 + g_n(z) + E_n^4 O(\|z\|^6)}{4 - 2e_n \|z\|^2 + h_n(z) + E_n^3 O(\|z\|^6)}
= \left(\frac{e_n}{2}\right)^2 \|z\|^2 \left(1 + \frac{e_n^{-2}}{2} \|z\|^2 - g_n(z) + E_n^4 O(\|z\|^4)\right)
= \left(\frac{e_n}{2}\right)^2 \|z\|^2 \left(1 + \frac{e_n^{-2}}{2} \|z\|^2 - h_n(z) + E_n^3 O(\|z\|^6)\right)
= \left(\frac{e_n}{2}\right)^2 \|z\|^2 \left(1 + \frac{e_n^{-2}}{2} \|z\|^2 + \frac{h_n(z)}{4} + E_n^3 O(\|z\|^6)\right)
= \left(\frac{e_n}{2}\right)^2 \|z\|^2 + E_n^3 O(\|z\|^4).
Using (C.14), we obtain the expansion near $z = 0$ of $E \left[ \Phi_{\ell,3}(X(z, u^{(t)})) \right]^2$:

$$E \left[ \Phi_{\ell,3}(X(z, u^{(t)})) \right]^2 = (3) \epsilon_n \left( e_n - \frac{\ell}{3} \left( e_n + E_n^2 O(\|z\|^2) \right), \frac{\|u^{(t)}\|^2}{3} \right)^2$$

$$= (3) \epsilon_n \left( e_n - \frac{\ell}{3} \left( e_n + E_n^2 O(\|z\|^2) \right), \frac{\|u^{(t)}\|^2}{3} \right)^2$$

$$= (3) \epsilon_n \left( 1 - \frac{\ell}{3} \right) + \left( 1 + \|u^{(t)}\|^2 \right) E_n^2 O(\|z\|^2)$$

$$= (3) \epsilon \left( 1 - \frac{\ell}{3} \right) e_n + (3) \epsilon \left( 1 + \|u^{(t)}\|^2 \right) E_n^{\ell+1} O(\|z\|^2).$$

(C.24)

Then, using $1 - r_n(z)^2 = e_n \|z\|^2 (1 + E_n O(\|z\|^2))$, we have

$$q^{(\ell)}(z, 0; \|u^{(t)}\|) = (1 - r_n(z)^2)^{-\ell/2} \cdot E \left[ \Phi_{\ell,3}(X(z, u^{(t)})) \right]^2$$

$$= e_n^{-\ell/2} \|z\|^{-\ell} E \left[ \Phi_{\ell,3}(X(z, u^{(t)})) \right]^2 (1 + E_n O(\|z\|^2))$$

$$= (3) \epsilon \left( 1 - \frac{\ell}{3} \right) e_n^{\ell/2} \|z\|^{-\ell} + (3) \epsilon \left( 1 + \|u^{(t)}\|^2 \right) E_n^{\ell/2+1} O(\|z\|^2),$$

which has the desired form. $\square$

The following lemma justifies the use of Kac-Rice formulae in a sufficiently small cube around the origin, $Q_0$.

**Lemma C.6.** For every $n \in S_3$, there exists a sufficiently small constant $c_0 > 0$ such that for every $(x, y) \in T^d \times T^d$ satisfying $0 < \|x - y\| < c_0 / \sqrt{E_n}$, we have $r_n(x - y) \not\equiv 1$.

**Proof.** We set $z = x - y$ and perform a Taylor expansion of $1 - r_n(z)^2$ around $z = 0$. From (C.19), we have

$$1 - r_n(z)^2 = \frac{E_n}{3} \|z\|^2 + E_n^2 O(\|z\|^4) = \frac{E_n}{3} \|z\|^2 (1 + E_n O(\|z\|^2)).$$

Thus, for every $0 < \|z\| \ll 1 / \sqrt{E_n}$, we obtain

$$1 - r_n(z)^2 = \frac{E_n}{3} C^2 (1 + O(1)) = \frac{C^2}{3} (1 + O(1)),$$

for some absolute constant $C > 0$, so that there exists a sufficiently small constant $c_0 > 0$ such that $1 - r_n(z)^2 > 0$ for every $0 < \|z\| < c_0 / \sqrt{E_n}$. $\square$

## D Continuity of nodal volumes

In this section, we prove a more general version of the continuity theorem proved in Theorem 3 of [APP18]. Our version applies to vector-valued functions on the torus. For completeness, we give the arguments for the $d$-dimensional torus $T^d, d \geq 2$. Recall that $T^d = \mathbb{R}^d / \mathbb{Z}^d \cong [0, 1]^d / \sim$, where $\sim$ denotes the equivalence relation given by $(x_1, \ldots, x_d) \sim (x'_1, \ldots, x'_d)$ if and only if $x_i - x'_i \in \mathbb{Z}$ for every $i = 1, \ldots, d$. Let us introduce some notation.

**Topology on $T^d$.** (see e.g. [Sha16]) Denote by $\pi_d : [0, 1]^d \to T^d$ the quotient map associated with $\sim$. We endow the torus with the quotient topology, that is, the open (closed) subsets of $T^d$ are precisely the subsets $U \subset T^d$ such that $\pi_d^{-1}(U) \subset [0, 1]^d$ are open (closed) in $[0, 1]^d$ for the Euclidean topology. Moreover, we equip the torus with the quotient metric given by

$$\text{dist}_d(\pi_d(x), \pi_d(x')) = \inf_{a \in \mathbb{Z}^d} \|x - x' + a\|_d, \quad x, x' \in [0, 1]^d,$$

where $\|\cdot\|_d$ denotes the standard Euclidean norm in $\mathbb{R}^d$. From now on, we will write $x$ instead of $\pi_d(x)$ for a point on the torus. Since the equivalence relation $\sim$ is defined coordinate-wise, we will implicitly use the fact that the $T^d$ is a realisation of the cartesian product of $d$ copies of $T^1$.  
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Banach space of continuous functions on $\mathbb{T}^d$. For integers $1 \leq k < d$, let $E = C^1(\mathbb{T}^d, \mathbb{R}^k)$ be the set of $C^1$ real vector-valued functions on $\mathbb{T}^d$. Then, for a compact space $K \subset \mathbb{T}^d$ (note that a compact subset on the torus has the form $\pi_d(K)$ for some compact $K \subset [0,1]^d$), and $F = (F^{(1)}, \ldots, F^{(k)}) \in E$, we define the norm

$$
\|F\|_K := \max_{i=1,\ldots,k} \sup_{x \in K} \left( |F^{(i)}(x)| + \sum_{j=1}^d |\partial_j F^{(i)}(x)| \right).
$$

We will use the following version of the Implicit Function Theorem for Banach spaces (see e.g. [Edw12] p.417).

**Lemma D.1 (Implicit Function Theorem for Banach spaces).** Let $X, Y, Z$ be Banach spaces and $f : X \times Y \to Z$ be a function of class $C^1$. Let $(x_0, y_0) \in X \times Y$ such that $f(x_0, y_0) = 0$ and $(d_y f)(x_0, y_0) : Y \to Z$ is an isomorphism. Then there exist neighborhoods $U(x_0) \subset X$ of $x_0$ and $U(x_0, y_0) \subset X \times Y$ of $(x_0, y_0)$ and a function $g : U(x_0) \to Z$ of class $C^1$ such that

$$(x, y) \in U(x_0, y_0), x \in U(x_0) \Rightarrow \left( f(x, y) = 0 \iff y = g(x) \right).$$

Here $(d_y f)(x_0, y_0)$ denotes the partial differential of $f$ with respect to $y \in Y$ computed at $(x_0, y_0)$.

**Some notation.** For $F \in E$, let $Z_K(F)$ be the set of zeros of $F$ lying in the compact $K \subset \mathbb{T}^d$, i.e. $Z_K(F) = \{ x \in K : F(x) = 0 \}$. We denote by $\text{vol}(Z_K(F)) := \mathcal{H}_{d-k}(Z_K(F))$ the $(d-k)$-dimensional Hausdorff measure of $Z_K(F)$. As usual, we write $\text{Jac}_F(x) \in \text{Mat}_{k,d}(\mathbb{R})$ to indicate the Jacobian matrix of $F$ computed at $x$. We introduce the set $D_k := \{ J \subset [d] : \text{card}(J) = k \}$, that is, the set of all subsets of $[d]$ that have cardinality $k$. For $J \in D_k$ and $x \in \mathbb{T}^d$, we denote $x_J := (x_l : l \in J)$ and $p_J(x) := \hat{x}_J := (x_l : l \notin J)$. For $x_J$ as just defined, we write $\text{Jac}_{F,J}$ for the $k \times k$ Jacobian matrix obtained when differentiating with respect to the variable $x_J$. We say that $F$ is non-degenerate on $K$ if $\text{Jac}_F(x_0)$ has full rank $k$ whenever $x_0 \in ZF(K)$, that is, whenever there exists $J = J(x_0) \in D_k$ such that $\text{Jac}_{F,J}(x_0)$ is invertible.

We first prove the following lemma, adapted from [APP18].

**Lemma D.2.** Let $(F_n)_{n \geq 1} \subset E$ and $F \in E$ be such that $F_n \to F$ in the $C^1$ topology on $K \subset \mathbb{T}^d$ as $n \to \infty$. Then, for $n$ sufficiently large and for every $\varepsilon > 0$, we have that $Z_K(F_n) \subset Z_K^\varepsilon(F)$, where

$$
Z_K^\varepsilon(F) := \{ x \in K : \text{dist}_d(x, Z_K(F)) \leq \varepsilon \} .
$$

**Proof.** We proceed by contradiction. Assume that there exists $\varepsilon > 0$ such that $Z_K(F_n)$ is not a subset of $Z_K^\varepsilon(F)$ for $n$ big enough, i.e. such that for every $N \geq 1$, there exists $n \geq N$ and $x_n \in Z_K(F_n)$ with $\text{dist}_d(x_n, Z_K(F)) > \varepsilon$. As $(x_n)_{n \geq N} \subset K$ and $K$ is compact, we can extract a converging subsequence $(x_{nj})_{j \geq 1}$; denote $x_\infty := \lim_j x_{nj} \in K$ and note that $\text{dist}_d(x_\infty, Z_K(F)) > \varepsilon$ by assumption. Then, using the triangular inequality, we have for every $j \geq 1$,

$$
\|F(x_{\infty})\|_K = \|F(x_{\infty}) - F_n(x_{nj})\|_K \\
\leq \sum_{i=1}^k |F^{(i)}(x_{\infty}) - F^{(i)}(x_{nj})| \\
\leq \sum_{i=1}^k |F^{(i)}(x_{\infty}) - F^{(i)}_{nj}(x_{\infty})| + \sum_{i=1}^k |F^{(i)}_{nj}(x_{\infty}) - F^{(i)}_{nj}(x_{nj})| \\
\leq k \cdot \|F - F_n\|_K + \lambda \cdot \text{dist}_d(x_{nj}, x_\infty) ,
$$

(D.1)

where

$$
\lambda := \sum_{i=1}^k \max_{i=1,\ldots,k} \sup_{x \in K} |\partial_i F^{(i)}(x)| \leq k \cdot \max_{i=1,\ldots,k} \sum_{l=1}^d \sup_{x \in K} |\partial_i F^{(i)}(x)| \leq k \cdot \|F\|_K < \infty ,
$$

because $(F_n)_{n \geq 1} \subset E$. Letting $j \to \infty$ in (D.1) leads to $F(x_\infty) = 0$, since $F_{nj} \to F$ in the $C^1$ topology on $K$ and $x_{nj} \to x_\infty$. Hence $x_\infty \in Z_K(F)$, but this contradicts the fact that $\text{dist}_d(x_\infty, Z_K(F)) \geq \varepsilon > 0$. ☐

We now prove the continuity result about nodal volumes.
**Theorem D.3** (Continuity of the nodal volume). Let \((F_n)_{n\geq 1} \subset E\) and \(F \in E\) be such that \(F\) is non-degenerate on a compact \(K \subset \mathbb{T}^d\) and \(F_n \to F\) in the \(C^1\) topology on \(K\) as \(n \to \infty\). Then, as \(n \to \infty\),

\[
\text{vol}(Z(K(F_n))) \to \text{vol}(Z(K(F))) .
\]

**Proof.** Denote by \(\phi : E \times \mathbb{T}^d \to \mathbb{R}^k\) the evaluation map \(\phi(f, x) := f(x)\). Since \(F\) is non-degenerate, for all \(x_0 \in K\) such that \(\phi(F, x_0) = 0\), there exists \(J_0 = J_0(x_0) \in \mathbb{D}_K\) such that \(\text{Jac}_{F,x_0}(x_0)\) is invertible, that is, the linear map \((d_x \phi)(f, x_0) : \mathbb{T}^k \to \mathbb{R}^k\) is an isomorphism. Therefore, by the Implicit Function Theorem stated in Lemma D.1, there exist open neighborhoods \(U(F) \subset E\) of \(F\) and \(U((\hat{x}_0), J_0) \subset \mathbb{T}^d\) of \((\hat{x}_0), J_0\) as well as a function \(X_0 : E \times \mathbb{T}^{d-k} \to \mathbb{R}^k\) of class \(C^1\) such that

\[
(f \in U(F), x_0) \in U((\hat{x}_0), J_0) \Rightarrow (\phi(f, x_0) = 0 \iff x_0 = X_0(f, x_0)). \tag{D.2}
\]

Now denote \(W_0 = W_0(J_0) \subset \mathbb{T}^d\) the set of points of \(x \in \mathbb{T}^d\) such that \(x = X_0(F, x_0)\). Then, choosing \(f = F\) in (D.2), we obtain that \(Z_K(F)\) restricted to \(W_0\) is the \((d-k)\)-dimensional submanifold of \(\mathbb{T}^d\)

\[
Z_K(F) \cap W_0 = \left\{ x \in W_0 : X_0(F, x_0) = (X_0^{(1)}(F, \hat{x}), \ldots, X_0^{(k)}(F, \hat{x})) \right\}
\]

parametrized by

\[
g_0 = g_0(J_0) : \mathbb{T}^{d-k} \to \mathbb{T}^{d-k} \times \mathbb{R}^k, \quad \hat{x}_J \mapsto (\hat{x}, X_0(F, \hat{x})). \tag{D.3}
\]

Exploiting the compactness of \(Z_K(F)\) together with the Implicit Function Theorem, there is \(m \geq 1\) such that for every \(j \in [m]\), there are \(x_j \in Z_K(F), J_j = J_j(x_j) \in \mathbb{D}_k\), and \(W_j = W_j(J_j) \subset \mathbb{T}^d\), such that

\[
Z_K(F) \subset \bigcup_{j=1}^{m} W_j,
\]

and moreover, for every \(j \in [m]\), the Implicit Function Theorem ensures the existence of an implicit function \(X_j\) of class \(C^1\) that yields a local parametrization

\[
g_j = g_j(J_j) : \mathbb{T}^{d-k} \to \mathbb{T}^{d-k} \times \mathbb{R}^k, \quad \hat{x}_J \mapsto (\hat{x}_j, X_j(F, \hat{x}_j))
\]

of \(Z_K(F) \cap W_j\). Hence, if \(T = \{j_1, \ldots, j_r\} \subset \mathbb{I}[m]\) for \(r \leq m\) and \(\bigcap_{j \in T} W_j \neq \emptyset\), then

\[
\Gamma_T(F) := Z_K(F) \cap \left(\bigcap_{j \in T} W_j\right) \tag{D.4}
\]

describes a \((d-k)\)-dimensional surface whose volume is computed when integrating the corresponding volume element \(y \mapsto \sqrt{\det(\text{Jac}^T_{g_{j_1}}(y) \text{Jac}^T_{g_{j_1}}(y))}\) (see e.g. [HJE17] Section 10.4). An application of the chain rule gives

\[
\text{vol}(\Gamma_T(F)) = \int_{Y_T} \sqrt{\det(\text{Jac}^T_{g_{j_1}}(y) \text{Jac}^T_{g_{j_1}}(y))} \, dy = \int_{Y_T} \sqrt{1 + \sum_{i \in [k]} ||\nabla X^{(i)}_{j_1}(F, y)||^2_k} \, dy ,
\]

where the region of integration is \(Y_T = p_{J_1}(\bigcap_{j \in T} W_j)\). The total volume of \(Z_K(F)\) is then computed by

\[
\text{vol}(Z(K(F))) = \sum_{\emptyset \neq T \subset \mathbb{I}[m]} (-1)^\text{card}(T) \text{vol}(\Gamma_T(F)) . \tag{D.5}
\]

Now we can find \(\varepsilon > 0\) small enough such that \(Z_K^{\varepsilon}(F) \subset \bigcup_{j=1}^{m} W_j\) and in view of Lemma D.2, it follows that \(Z_K(F_n) \subset \bigcup_{j=1}^{n} W_j\) for \(n\) sufficiently large, so that

\[
Z_K(F_n) = \bigcup_{j=1}^{m} (Z_K(F_n) \cap W_j).
\]

Since for \(T = \{j_1, \ldots, j_r\} \subset \mathbb{I}[m]\), \(\Gamma_T(F_n)\) as defined in (D.4) identifies with a \((d-k)\)-dimensional surface of volume \(\text{vol}(\Gamma_T(F_n))\), the total nodal volume of \(F_n\) in \(K\) is given by

\[
\text{vol}(Z_K(F_n)) = \sum_{\emptyset \neq T \subset \mathbb{I}[m]} (-1)^\text{card}(T) \text{vol}(\Gamma_T(F_n)) .
\]
Using Lipschitz continuity of \( x \mapsto \sqrt{1 + x} \) for \( x > 0 \), it follows that
\[
|\text{vol}(Z_K(F_n)) - \text{vol}(Z_K(F))| \\
\leq \sum_{\theta \in \mathcal{T}(m)} \int_{Y_T} \left( 1 + \sum_{i \in [k]} \|\nabla X^{(i)}_{11}(F_n,y)\|_k^2 \right)^{1/2} \left( 1 + \sum_{i \in [k]} \|\nabla X^{(i)}_{11}(F,y)\|_k^2 \right)^{1/2} dy \\
\leq \sum_{\theta \in \mathcal{T}(m)} \int_{Y_T} \sum_{i \in [k]} \|\nabla X^{(i)}_{11}(F_n,y)\|_k^2 - \|\nabla X^{(i)}_{11}(F,y)\|_k^2 \left( \int_{Y_T} dy \right). 
\]
Now, using the reversed triangular inequality \( ||u|| - ||v|| \leq ||u - v|| \) yields
\[
\|\nabla X^{(i)}_{11}(F_n,y)\|_k - \|\nabla X^{(i)}_{11}(F,y)\|_k + \|\nabla X^{(i)}_{11}(F,y)\|_k \\
\leq \|\nabla X^{(i)}_{11}(F_n,y) - \nabla X^{(i)}_{11}(F,y)\|_k + \|\nabla X^{(i)}_{11}(F,y)\|_k. 
\]
In order to conclude, it suffices to show that the first factor converges to 0 uniformly on \( Y_T \) as \( n \to \infty \). Consider the equation
\[
F(\mathbf{y}_{11}, y_{11}) = F(\mathbf{y}_{11}, X_{11}(F, \mathbf{y}_{11})) = 0, \tag{D.6}
\]
where, for the vector \( (\mathbf{y}_{11}, y_{11}) \) it is implicitly understood that coordinates with indices in \( J_1 \) are located in the corresponding position. Differentiating (D.6) with respect to the coordinates \( \mathbf{y}_{11} \), we obtain
\[
\text{Jac}_{F,y_{11}}(\mathbf{y}_{11}, y_{11}) \cdot \text{Id}_{d-k} + \text{Jac}_{F,y_{11}}(\mathbf{y}_{11}, y_{11}) \cdot \text{Jac}_{X_{11}, y_{11}}(F, y_{11}) = 0,
\]
where the zero in the right-hand side denotes the zero \( k \times (d-k) \) matrix. Therefore, since \( \text{Jac}_{F,y_{11}}(\mathbf{y}_{11}, y_{11}) \) is invertible,
\[
\text{Jac}_{X_{11}, y_{11}}(F, y_{11}) = - \left[ \text{Jac}_{F,y_{11}}(\mathbf{y}_{11}, y_{11}) \right]^{-1} \cdot \text{Jac}_{F,y_{11}}(\mathbf{y}_{11}, y_{11}). \tag{D.7}
\]
Since \( F_n \) converges to \( F \) in the \( C^1 \) topology, we have that, for \( n \) sufficiently large, (D.7) holds true for \( F_n \). Writing out the \( i \)-th row for \( i \in [k] \) of this relation, and using the fact that all the partial derivatives of \( F_n \) converge uniformly to the corresponding partial derivatives of \( F \) (as \( F_n \to F \)), we conclude that \( \|\nabla X^{(i)}_{11}(F_n, y_{11}) - \nabla X^{(i)}_{11}(F, y_{11})\|_k \) converges to zero uniformly on \( Y_T \) as \( n \to \infty \), proving the statement.

## E Singular and non-singular cubes

### E.1 Definitions and ancillary results

#### E.1.1 Singular and non-singular pairs of points and cubes

For every \( n \in S_3 \), we partition the torus into a disjoint union of cubes of length \( 1/M \), where \( M = M_n \geq 1 \) is an integer proportional to \( \sqrt{E_n} \) as follows: Let \( Q_0 = [0, 1/M)^3 \); then we consider the partition of \( \mathbb{T}^3 \) obtained by translating \( Q_0 \) in the directions \( k/M, k \in \mathbb{Z}^3 \). Denote by \( \mathcal{P}(M) \) the partition of \( \mathbb{T}^3 \) that is obtained in this way. By construction, \( \text{card}(\mathcal{P}(M)) = M^3 \). By linearity, we can decompose the random variable \( L_n^{(i)} \) as
\[
L_n^{(i)} = \sum_{Q \in \mathcal{P}(M)} L_n^{(i)}(Q), \quad i \in [3] \tag{E.1}
\]
where \( L_n^{(i)}(Q) \) denotes the nodal volume restricted to \( Q \). From now on, we fix a small number \( 0 < \eta < 10^{-19} \).

**Definition E.1** (Singular pairs of points and cubes). A pair of points \( (x, y) \in \mathbb{T}^3 \times \mathbb{T}^3 \) is called a singular pair of points if one of the following inequalities is satisfied:
\[
|r_n(x - y)| > \eta, \quad |\partial_i r_n(x - y)| > \eta \sqrt{E_n}/3, \quad |\partial_{ij} r_n(x - y)| > \eta E_n/3
\]
for \( (i, j) \in [3] \times [3] \). A pair of cubes \( (Q, Q') \in \mathcal{P}(M)^2 \) is called a singular pair of cubes if the product \( Q \times Q' \) contains a singular pair of points. We denote by \( \mathcal{S} = \mathcal{S}(M) \subset \mathcal{P}(M)^2 \) the set of singular pairs of cubes. A pair of cubes \( (Q, Q') \in \mathcal{S}^c \) is called non-singular. By construction, \( \mathcal{P}(M)^2 = \mathcal{S} \cup \mathcal{S}^c \).
For fixed $Q \in \mathcal{P}(M)$, let us furthermore denote by $B_Q$ the union over all cubes $Q' \in \mathcal{P}(M)$ such that $(Q, Q') \in S$. In particular, analogously as in Lemma 6.3 of [DNP+19], we have
\[
\text{Leb}(B_Q) = O(\mathcal{R}_n(6)),
\]
where $\mathcal{R}_n(6) = \int_{\mathbb{T}^3} r_n(z)^6 dz$. We write
\[
\tilde{r}_{a,b}(x) := \begin{cases} E \left[ \tilde{\partial}_a T_n^{(i)}(x) \cdot \tilde{\partial}_b T_n^{(j)}(y) \right] & , \ a, b = 0, 1, 2, 3, \ i \in \{\ell\}, \end{cases}
\]
where, we recall that $\tilde{\partial}_a = (E_n/3)^{-1/2} \partial_a$ with the convention $\tilde{\partial}_b := \text{Id}$. Note that $\tilde{r}_{0,0} = r_n$ and that we dropped the dependence on $n$ in order to simplify notations. We need the following lemma:

**Lemma E.2.** For every $a, b \in \{0, 1, 2, 3\}$ and every integer $m \geq 1$,
\[
\int_{\mathbb{T}^3} \tilde{r}_{a,b}(z)^{2m} dz \ll \int_{\mathbb{T}^3} r_n(z)^{2m} dz = \mathcal{R}_n(2m),
\]
where the constant involved in the ‘$\ll$’ notation depends only on $m$.

**Proof.** By definition, we have
\[
\tilde{r}_{a,b}(z) = r_n(z) \mathbb{1}\{a = b = 0\} + \partial_a \partial_b \frac{r_n(z)}{E_n/3} \mathbb{1}\{a \neq 0, b = 0 \vee a = 0, b \neq 0\} + \partial_a \partial_b \frac{r_n(z)}{E_n/3} \mathbb{1}\{a \neq 0 \wedge b \neq 0\}.
\]
If $a = b = 0$, the statement is clearly true. If $a \neq 0$ and $b \neq 0$, we have
\[
\tilde{r}_{a,b}(z) = \frac{4\pi^2}{\mathcal{N}_n} \sum_{\lambda \in \Lambda_n} \frac{\lambda_a}{\sqrt{E_n/3}} \frac{\lambda_b}{\sqrt{E_n/3}} \lambda(z) ,
\]
so that for $m \geq 1$,
\[
\int_{\mathbb{T}^3} \tilde{r}_{a,b}(z)^{2m} dz = \frac{(4\pi^2)^{2m}}{\mathcal{N}_n^{2m}} \sum_{\lambda(1), \ldots, \lambda(2m) \in \Lambda_n} \frac{\lambda_a^{(1)}}{\sqrt{E_n/3}} \frac{\lambda_b^{(1)}}{\sqrt{E_n/3}} \cdots \frac{\lambda_a^{(2m)}}{\sqrt{E_n/3}} \frac{\lambda_b^{(2m)}}{\sqrt{E_n/3}} \int_{\mathbb{T}^3} e^{(\lambda(1) + \ldots + \lambda(2m))}(z) dz
\]
\[
= \frac{(4\pi^2)^{2m}}{\mathcal{N}_n^{2m}} 2^{2m} \sum_{\lambda(1), \ldots, \lambda(2m) \in \Lambda_n} \frac{\lambda_a^{(1)} \lambda_b^{(1)} \cdots \lambda_a^{(2m)} \lambda_b^{(2m)}}{\sqrt{E_n/3}^m} \mathbb{1}\{\lambda(1) + \ldots + \lambda(2m) = 0\}
\]
\[
\leq C_m \text{card}(\mathcal{C}_n(2m)) = C_m \mathcal{R}_n(2m), \quad C_m = 3^{2m}
\]
where the last bound follows since $\lambda_a^{(1)} \lambda_b^{(1)} \cdots \lambda_a^{(2m)} \lambda_b^{(2m)} \leq \sqrt{n}^{2m} \sqrt{n}^{2m} = n^{2m}$. The remaining case is shown in a similar way.

**E.1.2 A diagram formula**

The proofs to be presented in the forthcoming sections are based on the following diagram formula. Such a formula is counterpart to Proposition 8.1 in [DNP+19], and is based on the Leonov-Shiryaev formulae (see e.g. Proposition 3.2.1 [PT11]). We introduce some notation: For $i \in \{\ell\}$, write
\[
(X^{(i)}_0(x), X^{(i)}_1(x), X^{(i)}_2(x), X^{(i)}_3(x)) := (T^{(i)}_n(x), \tilde{\nabla} T^{(i)}_n(x)) , \quad x \in \mathbb{T}^3
\]
and consider families of non-negative integers
\[
p^{(i)} = \{p^{(i)}_j : j = 0, 1, 2, 3\} , \quad q^{(i)} = \{q^{(i)}_j : j = 0, 1, 2, 3\}
\]
for which we write
\[
S(p^{(i)}) := \sum_{j=0}^3 p^{(i)}_j , \quad S(q^{(i)}) := \sum_{j=0}^3 q^{(i)}_j .
\]
For $m \in \{p^{(i)}, q^{(i)}\}$, we also define the vector of $\mathbb{R}^{m_0} \times \mathbb{R}^{m_1} \times \mathbb{R}^{m_2} \times \mathbb{R}^{m_3}$ given by
\[
X^{(i)}_m(x) := \left( [X^{(i)}_0(x)]_{m_0}, [X^{(i)}_1(x)]_{m_1}, [X^{(i)}_2(x)]_{m_2}, [X^{(i)}_3(x)]_{m_3} \right) ,
\]
where for an integer $n \geq 1$ and a real number $N$, we write $[N]_n := (N, \ldots, N) \in \mathbb{R}^n$.  
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E.2 Proof of Lemma 3.1

Proposition E.3. For \( i \in [\ell] \), consider families of non-negative integers \( p^{(i)} = \{ p^{(i)}_j : j = 0, 1, 2, 3 \} \) and \( q^{(i)} = \{ q^{(i)}_j : j = 0, 1, 2, 3 \} \) as above, as well as \( x, y \in \mathbb{T}^3 \). Then,

\[
E \left[ \prod_{i=1}^{\ell} \prod_{j=0}^{3} H_{p^{(i)}_j} \left( X^{(i)}_j(x) \right) \right] = \prod_{i=1}^{\ell} \prod_{j=0}^{3} H_{q^{(i)}_j} \left( X^{(i)}_j(y) \right)
\]

where the sum runs over all permutations \( \sigma_i \) of \( \{1, \ldots, S(p^{(i)})\} \).

Proof. By virtue of Lemma C.6 the random field \( f \) follows by letting \( \epsilon \to 0 \) in (E.6).

This proves the continuity of \( L^{(2)}(\mathbb{T}^3; (u_1, u_2)) \) at \( (u_1, u_2) = (0, 0) \). The almost sure convergence then follows by letting \( \epsilon \to 0 \) in (E.6).

Proof of the \( L^2(\mathbb{P}) \)-convergence: We now prove that the convergence also takes place in \( L^2(\mathbb{P}) \). For completeness, we include the three cases corresponding to \( \ell = 1, 2, 3 \) in our proof. We start by proving an auxiliary result. Recall that \( Q_0 \) is the small cube around the origin of side length \( 1/M \).

Lemma E.4. The map \( (u_1, \ldots, u_\ell) \mapsto E \left[ L^{(\ell)}_n(Q_0; (u_1, \ldots, u_\ell))^2 \right] \) is continuous at \( (0, \ldots, 0) \).

Proof. Writing \( u^{(\ell)} := (u_1, \ldots, u_\ell) \), we will prove that

\[
\lim_{u^{(\ell)} \to (0, \ldots, 0)} E \left[ L^{(\ell)}_n(Q_0; u^{(\ell)})^2 \right] = E \left[ L^{(\ell)}_n(Q_0; (0, \ldots, 0))^2 \right]. \tag{E.7}
\]

By virtue of Lemma C.6 the random field \( (T^{(n)}_n(x), T^{(n)}_n(y)) \) is non-degenerate in \( Q_0 \) so that we may use Kac-Rice formulae in the cube \( Q_0 \). For \( \ell = 1, 2 \), by Theorem 6.9 [AW09],

\[
E \left[ L^{(\ell)}_n(Q_0; u^{(\ell)})^2 \right] = \int_{Q_0 \times Q_0} K^{(\ell)}(x, y; u^{(\ell)}) \, dx \, dy,
\]

where \( K^{(\ell)} \) is as in (C.3), whereas for \( \ell = 3 \), we write

\[
E \left[ L^{(3)}_n(Q_0; u^{(3)})^2 \right] = E \left[ L_0^{(3)}(Q_0; u^{(3)}) (L^{(3)}_n(Q_0; u^{(3)}) - 1) \right] + E \left[ L^{(3)}_n(Q_0; u^{(3)}) \right],
\]

and apply Theorem 6.2 resp. Theorem 6.3 [AW09] to the respective summands, so that

\[
E \left[ L^{(3)}_n(Q_0; u^{(3)})^2 \right] = \int_{Q_0 \times Q_0} K^{(3)}(x, y; u^{(3)}) \, dx \, dy + \int_{Q_0} E \left[ \Phi^{(3)}_n(Jac_{T^{(3)}_n}(x)) | T^{(3)}_n(x) = u^{(3)} \right] \cdot p_{T^{(3)}_n(x)}(u^{(3)}) \, dx
\]

and

\[
E \left[ L^{(3)}_n(Q_0; u^{(3)})^2 \right] = \int_{Q_0 \times Q_0} K^{(3)}(x, y; u^{(3)}) \, dx \, dy + \int_{Q_0} E \left[ \Phi^{(3)}_n(Jac_{T^{(3)}_n}(x)) | T^{(3)}_n(x) = u^{(3)} \right] \cdot p_{T^{(3)}_n(x)}(u^{(3)}) \, dx,
\]
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where the last line follows from the independence of $T_n^{(3)}(x)$ and $\text{Jac}_{T_n^{(3)}}(x)$. Thus, the LHS of (E.7) reduces to

$$
\lim_{\mu^{(3)} \to (0,\ldots,0)} \mathbb{E} \left[ L_n^{(3)}(Q_0; u^{(3)})^2 \right] = \lim_{\mu^{(3)} \to (0,\ldots,0)} \left( \int_{Q_0 \times Q_0} K^{(z)}(x, y; u^{(3)})dxdy \right.
$$

$$
+ I \{ \ell = 3 \} \times \int_{Q_0} \mathbb{E} \left[ \Phi^*_{\ell,3}(\text{Jac}_{T_n^{(3)}}(x)) \right] \cdot p_{T_n^{(3)}}(u^{(3)})dx
$$

Let us deal with the additional term appearing in the case $\ell = 3$: The Hadamard inequality (see e.g. [RWH17]) and independence yield

$$
\mathbb{E} \left[ \Phi^*_{\ell,3}(\text{Jac}_{T_n^{(3)}}(x)) \right] \leq \prod_{i=1}^3 \mathbb{E} \left[ \| \nabla T_n^{(i)}(x) \| \right] \leq \mathbb{E} \left[ \| \nabla T_n^{(1)}(x) \| \right]^{3/2} = E_n^{3/2}.
$$

Moreover, the Gaussian probability density $u^{(3)} \mapsto p_{T_n^{(3)}}(u^{(3)})$ satisfies

$$
p_{T_n^{(3)}}(u^{(3)}) = \prod_{i=1}^3 p_{T_n^{(i)}}(u_i) \leq (p_{T_n^{(3)}}(0)) = (2\pi)^{-3/2}.
$$

Therefore, applying dominated convergence yields,

$$
\lim_{\mu^{(3)} \to (0,\ldots,0)} \int_{Q_0} \mathbb{E} \left[ \Phi^*_{\ell,3}(\text{Jac}_{T_n^{(3)}}(x)) \right] \cdot p_{T_n^{(3)}}(u^{(3)})dx
$$

$$
= \int_{Q_0} \mathbb{E} \left[ \Phi^*_{\ell,3}(\text{Jac}_{T_n^{(3)}}(x)) \right] p_{T_n^{(3)}}(0,0,0) dx = \mathbb{E} \left[ L_n^{(3)}(Q_0; (0,0,0)) \right].
$$

We now deal with the first summand of the RHS of (E.8). By stationarity,

$$
\int_{Q_0 \times Q_0} K^{(z)}(x, y; u^{(3)})dxdy = \int_{Q_0 - Q_0} \text{Leb}(Q_0 \cap Q_0 - z)K^{(z)}(0; 0; u^{(3)})dz.
$$

Now, for every $u^{(3)}$ in a neighbourhood of $(0,\ldots,0)$, say $\|u^{(3)}\| < \delta$, for some $\delta > 0$, in view of (C.4), we have $K^{(z)}(0; 0; u^{(3)}) \leq q^{(z)}(0; 0; \|u^{(3)}\|) < q^{(z)}(0; 0; \delta)$ for every $z$. Therefore, again by dominated convergence, we infer

$$
\lim_{\mu^{(3)} \to (0,\ldots,0)} \int_{Q_0 \times Q_0} K^{(z)}(x, y; u^{(3)})dxdy = \int_{Q_0 \times Q_0} \lim_{\mu^{(3)} \to (0,\ldots,0)} K^{(z)}(x, y; u^{(3)})dxdy
$$

$$
= \mathbb{E} \left[ L_n^{(3)}(T^{(3)}; (0,\ldots,0))^2 \right],
$$

where, in the last line we used the continuity result proved in Lemma C.3. \qed

Now, for a domain $B \subset \mathbb{T}^3$, we set $L_n^{(z)}(B) := L_n^{(z)}(B; (0,\ldots,0))$ and for $\varepsilon > 0$, we write $L_n^{(z,\varepsilon)}(B) := L_n^{(z)}(B; (0,\ldots,0))$ for the $\varepsilon$-approximation of $L_n^{(z)}(B)$. We define the random variable

$$
A_n^{(z)}(B, \varepsilon, \varepsilon') := L_n^{(z,\varepsilon)}(B) - L_n^{(z,\varepsilon')}(B) , \quad n \in S_3, \varepsilon > 0, \varepsilon' > 0.
$$

Proving that $L_n^{(z,\varepsilon)}$ converges to $L_n^{(z)}$ in $L^2(\mathbb{P})$ as $\varepsilon \to 0$ is equivalent to showing that for every $n \in S_3$, the random variable $A_n^{(z)}(\mathbb{T}^3; \varepsilon, \varepsilon')$ converges to zero in $L^2(\mathbb{P})$ as $\varepsilon, \varepsilon' \to 0$. We first show that the latter convergence holds in the small cube $Q_0$ around the origin.

**Lemma E.5.** For every $n \in S_3$, the random variable $A_n^{(z)}(Q_0; \varepsilon, \varepsilon') \to 0$ in $L^2(\mathbb{P})$ as $\varepsilon, \varepsilon' \to 0$.

**Proof.** We will show that, for every $n \in S_3$, the sequence $\{L_n^{(z)}(Q_0) : \varepsilon > 0\}$ converges in $L^2(\mathbb{P})$ to $L_n^{(z)}(Q_0)$ as $\varepsilon \to 0$. This implies that $\{L_n^{(z)}(Q_0) : \varepsilon > 0\}$ is a Cauchy sequence in $L^2(\mathbb{P})$, and therefore $A_n^{(z)}(Q_0; \varepsilon, \varepsilon') \to 0$ in $L^2(\mathbb{P})$ as $\varepsilon, \varepsilon' \to 0$. Since almost sure convergence together with convergence of norms implies convergence in $L^2(\mathbb{P})$ (see e.g. [Rud06] p.73), it suffices to show that $\mathbb{E} \left[ L_n^{(z)}(Q_0)^2 \right] \to$
The second inequality is proved as follows: Applying the Co-Area formula (Proposition 6.13, [AW09]) and for the first inequality, we use the almost sure convergence proved above and Fatou’s Lemma to write
\[
E \left[ L_{n,c}^{(i)}(Q_0)^2 \right] \leq (2\varepsilon)^{-\ell} \int_{Q_0} \Phi_{\ell,3}^{(i)}(\text{Jac}_{T_{\ell,3}}(x)) \, dx \leq (2\varepsilon)^{-\ell} \int_{T_{\ell,3}} \prod_{i=1}^{\ell} \mathbb{E} \left[ \nabla T_{n}^{(i)}(x) \right] \, dx,
\]
and hence, using Jensen’s inequality,
\[
E \left[ L_{n,c}^{(i)}(Q_0)^2 \right] \leq (2\varepsilon)^{-2\ell} E \left[ \left( \int_{T_{\ell,3}} \prod_{i=1}^{\ell} \mathbb{E} \left[ \nabla T_{n}^{(i)}(x) \right] \, dx \right)^2 \right] \leq (2\varepsilon)^{-2\ell} \int_{T_{\ell,3}} \prod_{i=1}^{\ell} \mathbb{E} \left[ \nabla T_{n}^{(i)}(x) \right]^2 \, dx = (2\varepsilon)^{-2\ell} E_{n}^{\ell} < +\infty.
\]

In order to prove that \( L_{n}^{(3)}(Q_0) \) is in \( L^2(\mathbb{P}) \), we use Kac-Rice formulae for second moments and proceed as in the proof of Lemma E.4: For \( \ell = 3 \), we write
\[
E \left[ L_{n}^{(3)}(Q_0)^2 \right] = E \left[ L_{n}^{(3)}(Q_0) \left( L_{n}^{(3)}(Q_0) - 1 \right) \right] + E \left[ L_{n}^{(3)}(Q_0) \right],
\]
and apply Kac-Rice formula for moments and use stationarity, to write
\[
E \left[ L_{n}^{(3)}(Q_0)^2 \right] = \int_{Q_0 \times Q_0} K^{(i)}(x,y; (0,\ldots,0)) \, dxdy + E \left[ L_{n}^{(3)}(Q_0) \right] 1 \{ \ell = 3 \}
\]
\[
\leq \text{Leb}(Q_0) \int K^{(i)}(z,0; (0,\ldots,0)) \, dz + \frac{E_{n}^{3/2} M^{3}}{n^{3}} 1 \{ \ell = 3 \}, \tag{E.10}
\]
where the last line follows from the fact that \( E \left[ L_{n}^{(3)}(Q_0) \right] = \text{Leb}(Q_0) E \left[ L_{n}^{(3)} \right] < M^{-3} E_{n}^{3/2} \). From (C.4) and the Taylor expansion in Lemma C.5, we can upper bound (E.10) by
\[
\leq \frac{1}{M^3} \int_{Q_0} q^{(i)}(z,0;0) \, dz + \frac{E_{n}^{3/2} M^{3}}{n^{3}} 1 \{ \ell = 3 \}
\]
\[
\lesssim \frac{1}{M^3} \int^{1/M}_{0} \left( 3 \varepsilon \left( 1 - \frac{3}{\ell} \right) \varepsilon^{2^\ell - 2 - \ell} + (3) \varepsilon \left( 1 + ||u(i)||^2 \right) E_{n}^{\ell/2 + 1} E_{n}^{4 - \ell} \right) \, dr + \frac{E_{n}^{3/2} M^{3}}{n^{3}} 1 \{ \ell = 3 \}
\]
\[
\lesssim E_{n}^{\ell/2} 1 \{ \ell = 1 \} + E_{n}^{\ell/2} 1 \{ \ell = 2 \} + 1 \{ \ell = 3 \}. \tag{E.11}
\]
This proves that \( L_{n}^{(i)}(Q_0) \) is an element of \( L^2(\mathbb{P}) \). In order to show that the convergence holds in \( L^2(\mathbb{P}) \), we will prove the inequalities
\[
E \left[ L_{n}^{(i)}(Q_0)^2 \right] \leq \lim_{\varepsilon \to 0} E \left[ L_{n,c}^{(i)}(Q_0)^2 \right] \leq E \left[ L_{n}^{(i)}(Q_0)^2 \right].
\]
For the first inequality, we use the almost sure convergence proved above and Fatou’s Lemma to write
\[
E \left[ L_{n}^{(i)}(Q_0)^2 \right] = E \left[ \lim_{\varepsilon \to 0} L_{n,c}^{(i)}(Q_0)^2 \right] \leq \lim_{\varepsilon \to 0} E \left[ L_{n,c}^{(i)}(Q_0)^2 \right] = \lim_{\varepsilon \to 0} E \left[ L_{n,c}^{(i)}(Q_0)^2 \right].
\]
The second inequality is proved as follows: Applying the Co-Area formula (Proposition 6.13, [AW09]) and then the Cauchy-Schwarz inequality
\[
E \left[ L_{n,c}^{(i)}(Q_0)^2 \right] = (2\varepsilon)^{-2\ell} \int_{[-\varepsilon,\varepsilon]^t} \left( L_{n,c}^{(i)}(Q_0; u^{(i)} \cdot L_{n}^{(i)}(Q_0; v^{(i)}) \right) du^{(i)} dv^{(i)}
\]
\[
\leq \left( (2\varepsilon)^{-\ell} \int_{[-\varepsilon,\varepsilon]^t} \mathbb{E} \left[ L_{n,c}^{(i)}(Q_0; u^{(i)})^2 \right]^{1/2} du^{(i)} \right)^2,
\]
where \( u^{(i)} = (u_1, \ldots, u_t) \) and \( v^{(i)} = (v_1, \ldots, v_t) \). By Lemma E.4, the map \( u^{(i)} \mapsto \mathbb{E} \left[ L_{n}^{(i)}(T^3; u^{(i)})^2 \right] \) is continuous at \((0, \ldots, 0)\), so that letting \( \varepsilon \to 0 \) yields the desired inequality. \( \Box \)
Taking advantage of the partition of the torus introduced in Section E.1.1, we decompose
\[
E\left[A^{(\ell)}(\mathbb{T}^3;\varepsilon,\varepsilon')^2\right] = \sum_{(Q,Q')\in\mathcal{P}(\mathcal{M})} E\left[A^{(\ell)}(Q;\varepsilon,\varepsilon')A^{(\ell)}(Q';\varepsilon,\varepsilon')\right]
\]
\[
= \left\{ \sum_{(Q,Q')\in\mathcal{S}} + \sum_{(Q,Q')\in\mathcal{S}^c}\right\} E\left[A^{(\ell)}(Q;\varepsilon,\varepsilon')A^{(\ell)}(Q';\varepsilon,\varepsilon')\right] = S^{(\ell)}_{n,1}(\varepsilon,\varepsilon') + S^{(\ell)}_{n,2}(\varepsilon,\varepsilon')
\]
and control each term separately. This is the content of the next two lemmas.

**Lemma E.6.** For every \(n \in S_3\), \(|S^{(\ell)}_{n,1}(\varepsilon,\varepsilon')| \to 0\) as \(\varepsilon,\varepsilon' \to 0\).

**Proof.** Using the triangular inequality and then the Cauchy-Schwarz inequality, we can write
\[
\left|S^{(\ell)}_{n,1}(\varepsilon,\varepsilon')\right| \leq \sum_{(Q,Q')\in\mathcal{S}} \sqrt{E\left[A^{(\ell)}(Q;\varepsilon,\varepsilon')^2\right] E\left[A^{(\ell)}(Q';\varepsilon,\varepsilon')^2\right]} = \text{card}(\mathcal{S}) \cdot E\left[A^{(\ell)}(Q_0;\varepsilon,\varepsilon')^2\right], \quad (E.12)
\]
where we used translation-invariance of \(T^{(\ell)}\) in order to reduce the arguments over the cube \(Q_0\). Now, thanks to (E.2) and the fact that we are summing over pairs of cubes yields \(\text{card}(\mathcal{S}) = M^6 \cdot \text{Leb}(B_0) = O(E_2^3R_n(6))\). By Lemma E.5, \(E\left[A^{(\ell)}(Q_0;\varepsilon,\varepsilon')^2\right]\) converges to 0 as \(\varepsilon,\varepsilon' \to 0\), which yields the desired conclusion. \(\square\)

**Lemma E.7.** For every \(n \in S_3\), \(|S^{(\ell)}_{n,2}(\varepsilon,\varepsilon')| \to 0\) as \(\varepsilon,\varepsilon' \to 0\).

**Proof.** Adopting the same notation as in Section E.3, we write \(p\) for multi-indices of the form \(\{p_j^{(i)} : (i,j) \in [\ell] \times \{0,1,2,3\}\}\) and set \(S(p) = \sum_{i=1}^{\ell} \sum_{j=0}^{3} p_j^{(i)}\). The Wiener-chaos decomposition of \(A^{(\ell)}(Q;\varepsilon,\varepsilon')\) in (E.9) is obtained from that of \(L^{(\ell)}_n\) in (3.5) by replacing \(\mathbb{T}^3\) with \(Q\) and the coefficients \(\beta_{p_0^{(1)} \cdots p_{\ell}^{(\ell)}}\) with
\[
\delta_{p_0^{(1)} \cdots p_{\ell}^{(\ell)}}(\varepsilon,\varepsilon') := \prod_{i=1}^{\ell} \beta_{p_i^{(i)}}(\varepsilon) - \prod_{i=1}^{\ell} \beta_{p_i^{(i)}}(\varepsilon'),
\]
where the coefficients \(\beta_j(\varepsilon)\) are as in (A.2). Moreover, using the notation in (E.4) and writing
\[
\gamma_3^{(\ell)} \left\{ p_j^{(i)} \right\} = \gamma_3^{(\ell)} \left\{ p_j^{(i)} : (i,j) \in [\ell] \times [3] \right\} := \alpha_3^{(\ell)} \left\{ p_j^{(i)} : (i,j) \in [\ell] \times [3] \right\} \prod_{i=1}^{\ell} \prod_{j=1}^{3} p_j^{(i)}! \quad (E.13)
\]
for the Fourier-Hermite coefficients of the function \(\Phi_{\ell,3}\), we infer that
\[
S^{(\ell)}_{n,2}(\varepsilon,\varepsilon') \leq \left(\frac{E_n}{3}\right)^\ell \sum_{q \geq 2} \sum_{p,q} \left| \delta_{p_0^{(1)} \cdots p_{\ell}^{(\ell)}}(\varepsilon,\varepsilon') \gamma_3^{(\ell)} \left\{ p_j^{(i)} \right\} \delta_{q_0^{(1)} \cdots q_{\ell}^{(\ell)}}(\varepsilon,\varepsilon') \gamma_3^{(\ell)} \left\{ q_j^{(i)} \right\} \right|
\]
\[
\times \mathbb{1}\{S(p) = 2q\} \mathbb{1}\{S(q) = 2q\} \left|W(p,q)\right|
\]
\[
= \left(\frac{E_n}{3}\right)^\ell \times B^{n}_{\ell}(\varepsilon,\varepsilon'),
\]
where
\[
W(p,q) = \sum_{(Q,Q')\in\mathcal{S}^c} \int_Q \int_{Q'} E\left[\prod_{i=1}^{\ell} \prod_{j=0}^{3} H_{p_j^{(i)}}(x) H_{q_j^{(i)}}(y) \right] dxdy. \quad (E.14)
\]
Applying Proposition E.3, using that \(\mathbb{1}\{\cdot\} \leq 1\) and the fact that \(S(p^{(1)})! \cdots S(p^{(\ell)})! \leq (S(p^{(1)}) + \cdots + S(p^{(\ell)}))! = S(p)! = (2q)!\), we see that \(W(p,q)\) is a sum of at most \((2q)!\) terms of the type
\[
w = \sum_{(Q,Q')\in\mathcal{S}^c} \int_Q \int_{Q'} \prod_{j=1}^{2q} \tilde{r}_{n,b_j}(x-y) dxdy \quad (E.15)
\]
for some $a_1, b_1, \ldots, a_{2q}, b_{2q} \in \{0, 1, 2, 3\}$. Now, using the fact that for every $(x, y) \in Q \times Q' \subset S^c$ and every $a, b \in \{0, 1, 2, 3\}$, we have $|r_{a, b}(x, y)| \leq \eta$, we infer that $|W(p, q)| \leq (2q)! \times \eta^{2q}$. Using

$$
\sum_{q \geq 0} \sum_{p, q} (2q)! \cdot I \{S(p) = 2q\} I \{S(q) = 2q\} \leq \sum_{p, q} \sqrt{S(p)! \sqrt{S(q)!}},
$$

we obtain

$$
\left| B_n^{(\ell)}(\varepsilon, \varepsilon') \right| \leq \sum_{p, q} \left[ \frac{\delta_{p_0 \cdots p_0}^{(\ell)}(\varepsilon, \varepsilon') \gamma_3^{(\ell)} \{p_j \}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_j^{(i)}!} \right] \cdot \frac{\sqrt{S(p)}! \sqrt{\eta^{S(p)+S(q)}}}{2} \times \left[ \frac{\delta_{q_0 \cdots q_0}^{(\ell)}(\varepsilon, \varepsilon') \gamma_3^{(\ell)} \{q_j \}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} q_j^{(i)}!} \right] \cdot \frac{\sqrt{S(q)}! \sqrt{\eta^{S(p)+S(q)}}}{2}
$$

$$
\leq \sum_{p, q} \left[ \frac{\delta_{p_0 \cdots p_0}^{(\ell)}(\varepsilon, \varepsilon') \gamma_3^{(\ell)} \{p_j \}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} p_j^{(i)}!} \right]^2 \frac{\gamma_3^{(\ell)} \{q_j \}}{\prod_{i=1}^{\ell} \prod_{j=1}^{3} q_j^{(i)}!} \cdot \frac{S(p)!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} p_j^{(i)}!} \cdot \frac{S(q)!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} q_j^{(i)}!} \cdot \frac{\sqrt{\eta^{S(p)+S(q)}}}{2}
$$

(E.16)

where the last inequality follows from an application of the Cauchy-Schwarz inequality to the symmetric measure $(p, q) \mapsto \sqrt{\eta^{S(p)+S(q)}}$. We now argue that $|B_n^{(\ell)}(\varepsilon, \varepsilon')| \to 0$ as $\varepsilon, \varepsilon' \to 0$. First, the estimate (see e.g. [AS+72], formula 22.14.16),

$$
|\beta_j(\varepsilon)| \leq \gamma \left( \frac{\varepsilon}{\sqrt{\eta}} \right) \frac{j!}{2^{j/2}(j/2)!} < |\beta_j|, \quad \varepsilon > 0, \quad j \geq 1,
$$

implies that

$$
\left| \delta_{p_0 \cdots p_0}^{(\ell)}(\varepsilon, \varepsilon') \right| < 2 \times |\beta_{p_0}^{(1)} \cdots \beta_{p_0}^{(\ell)}|
$$

so that we can apply dominated convergence and use the fact that $\delta_{p_0 \cdots p_0}^{(\ell)}(\varepsilon, \varepsilon') \to 0$ as $\varepsilon, \varepsilon' \to 0$ in view of (A.3). We will now prove that the remaining series over $p, q$ is finite. We note that (i) for every $p$, the quantity

$$
\frac{\beta_{p_0}^{(1)} \cdots \beta_{p_0}^{(\ell)}}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} p_j^{(i)}!}
$$

is bounded, and (ii) using the multinomial theorem

$$
\frac{S(p)!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} p_j^{(i)}!} \leq \sum_{m=(m_{(i)})_{i=1}^{\ell}} \frac{S(m)!}{\prod_{i=1}^{\ell} \prod_{j=0}^{3} m_{(i)}^{(j)}!} \cdot \prod_{i=1}^{\ell} \prod_{j=0}^{3} p_j^{(i)} = (4\ell)^{S(p)}. \quad (E.17)
$$

Plugging (i) and (ii) into (E.16) and using the fact that $4\ell \sqrt{\eta} < 1$, gives

$$
\left| B_n^{(\ell)}(\varepsilon, \varepsilon') \right| \ll \sum_{p, q} (4\ell)^{S(p)} \sqrt{\eta^{S(p)+S(q)}} < +\infty.
$$

This finishes the proof.

E.3 Proofs of Lemma 3.6 and Lemma 3.7

Proof of Lemma 3.6. Arguing as in (E.12), we have

$$
\left| S_{n,1}^{(\ell)} \right| \leq \text{card}(S) \cdot \text{Var}[\text{proj}_{L_n^{(\ell)}(Q)}] \ll E_n^3 \mathcal{R}_n(6) \cdot \text{Var}[\text{proj}_{L_n^{(\ell)}(Q)}], \quad (E.17)
$$
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where $Q_0$ is the cube around the origin. Now we notice that

$$\text{Var} \left[ \text{proj}_{b+}(L_n^{(f)}(Q_0)) \right] \leq \text{Var} \left[ L_n^{(f)}(Q_0) \right] \leq E \left[ L_n^{(f)}(Q_0)^2 \right].$$

Using Kac-Rice formulae and reasoning as in (E.10) and (E.11), we obtain that

$$E \left[ L_n^{(f)}(Q_0)^2 \right] \leq E_n^{-2} I \{ \ell = 1 \} + E_n^{-1} I \{ \ell = 2 \} + I \{ \ell = 3 \}.$$

Combining this with the estimate in (E.17), yields the desired conclusion. \hfill \Box

**Proof of Lemma 3.7.** Using the fact that $\text{proj}_{b+}(L_n^{(f)}(Q))$ is centred and the triangular inequality, we first write

$$\left| S_{n,2}^{(f)} \right| \leq \sum_{(Q, Q') \in S^c} E \left[ \text{proj}_{b+}(L_n^{(f)}(Q)) \cdot \text{proj}_{b+}(L_n^{(f)}(Q')) \right].$$

For a family of non-negative integers $p := \{ p^{(i)}_j : (i, j) \in [\ell] \times \{0, 1, 2, 3\} \}$, we write $S(p) := \sum_{j=1}^\ell \sum_{j=0}^3 p^{(i)}_j$. Adopting the notation introduced in (E.4), it follows from the chaotic expansion in Proposition 3.2 that,

$$\left| S_{n,2}^{(f)} \right| \leq \left( \frac{E_n}{3} \right)^\ell \sum_{Q \in S^c} \beta_{p^{(i)}_0} \ldots \beta_{p^{(i)}_\ell} \gamma_3 \left\{ p^{(i)}_j \right\} \beta_{q^{(i)}_0} \ldots \beta_{q^{(i)}_\ell} \gamma_3 \left\{ q^{(i)}_j \right\} \times \prod_{j=1}^\ell I \{ S(p) = 2q \} \prod_{j=1}^\ell I \{ S(q) = 2q \} |W(p, q)|,$$

where $\gamma_3 \{ \cdot \}$ is as in (E.13) and $W(p, q)$ as in (E.14). Arguing as in the proof of Lemma E.7, we see that $W(p, q)$ is a sum of at most $(2q)!$ terms of the type

$$w = \sum_{(Q, Q') \in S^c} \int_Q \int_{Q'} 2q \tilde{r}_{a, b_j}(x - y) \, dx \, dy$$

for some $a_1, b_1, \ldots, a_{2q}, b_{2q} \in \{0, 1, 2, 3\}$. Now, using the fact that for every $(x, y) \in Q \times Q' \subset S^c$ and every $a, b \in \{0, 1, 2, 3\}$, we have $|\tilde{r}_{a, b}(x, y)| \leq \eta$, we deduce that

$$|w| \leq \eta^{2q - 6} \sum_{(Q, Q') \in S^c} \int_Q \int_{Q'} 6 \prod_{j=1}^\ell \tilde{r}_{a, b_j}(x - y) \, dx \, dy \leq \eta^{2q - 6} \int_{T^3} \prod_{j=1}^\ell \tilde{r}_{a, b_j}(z) \, dz.$$

Then, by Cauchy-Schwarz inequality $|\tilde{r}_{a, b_j}(z)| \leq 1$ for every $z \in T^3$, we have $\tilde{r}_{a, b_j} \in L^6(dz)$ for every $j \in [6]$, so that applying the generalised Hölder inequality yields

$$|w| \leq \eta^{2q - 6} \prod_{j=1}^\ell \left( \int_{T^3} \tilde{r}_{a, b_j}(z)^6 \, dz \right)^{1/6} \leq \eta^{2q - 6} \prod_{j=1}^\ell \eta^{2q - S(p_j) + S(q_j)} \frac{R_n(6)}{\eta^6}, \quad (E.19)$$

where we used Lemma E.2 and the fact that $S(p) = S(q) = 2q$. Then, arguing exactly as in (E.16), we write

$$|W(p, q)| \leq (2q)! \cdot \frac{R_n(6)}{\eta^6} \cdot \eta^{2(p + S(q)) - 6} = \frac{R_n(6)}{\eta^6} \cdot \sqrt{\frac{2(p + S(q))}{\eta}} \cdot \sqrt{\frac{2(p + S(q))}{\eta}} \cdot \sqrt{\frac{2(p + S(q))}{\eta}},$$

and obtain that

$$\left| S_{n,2}^{(f)} \right| \leq \left( \frac{E_n}{3} \right)^\ell \sum_{(Q, Q') \in S^c} \beta_{p^{(i)}_0} \ldots \beta_{p^{(i)}_\ell} \gamma_3 \left\{ p^{(i)}_j \right\} \beta_{q^{(i)}_0} \ldots \beta_{q^{(i)}_\ell} \gamma_3 \left\{ q^{(i)}_j \right\} \cdot \frac{S(p)!}{\prod_{j=1}^\ell P_j^{(i)}!} \cdot \frac{S(q)!}{\prod_{j=1}^\ell P_j^{(i)}!} \cdot \frac{R_n(6)}{\eta^6} \cdot \sqrt{\frac{2(p + S(q))}{\eta}} \cdot \sqrt{\frac{2(p + S(q))}{\eta}} \cdot \sqrt{\frac{2(p + S(q))}{\eta}}.$$

Proceeding exactly as in the end of the proof of Lemma E.7, shows that the series over $p, q$ converges, which finishes the proof. \hfill \Box
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