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Abstract. This paper deals with a methodology for defining and computing an analytical Fourier-Taylor series parameterisation of local invariant manifolds associated to periodic orbits of polynomial vector fields. Following the Parameterisation Method, the functions involved in the series result by solving some linear non autonomous differential equations. Exploiting the Floquet normal form decomposition, the time dependency is removed and the differential problem is rephrased as an algebraic system to be solved for the Fourier coefficients of the unknown periodic functions. The procedure leads to an efficient and fast computational algorithm. Motivated by mission design purposes, the technique is applied in the framework of the Circular Restricted Three Body problem and the parameterisation of local invariant manifolds for several halo orbits is computed and discussed.

1. Introduction. Invariant sets, as for instance equilibria, periodic orbits, invariant tori and associated stable/unstable manifolds are cornerstones in the study of a dynamical system. They provide insight into the orbit structure of the system and constitute a stylised skeleton around which the complicated dynamics evolves. For example, co-dimension 1 invariant manifolds form tubes which separates regions in the phase space and the intersections of stable and unstable invariant manifolds produce connecting orbits and, in some circumstances, establish the existence of chaotic motion.

In astrodynamics, invariant manifolds associated to equilibria and periodic or quasi-periodic orbits of the Circular Restricted Three Body problem (CRTBP) are considered in the design of energy efficient transfers. In order to reduce the payload of a mission, a target orbit can be reached at cost zero, theoretically at least, by placing the spacecraft on the stable manifold associated to the orbit. Also, a multi body system can be properly decomposed in three-body systems and the hyperbolicity of the invariant manifolds can be exploited to dynamically connect far apart regions in the phase space and to design efficient and complicated itineraries, see for instance [1, 7, 20, 29, 42]. The invariant manifold dynamics is also considered in other astronomical problem, as for instance to explain the mass transfer in the solar system [38] or the formation of arms and rings in galaxies [39]. Because of the large
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number of reasonable three-body systems that can be coupled for potential space mission scenarios, bounded orbits, invariant manifolds and low-energy transfers play a fundamental role in the design of new missions for the deep space exploration.

In this perspective, invariant manifolds are considered as building blocks to be combined to detect portions of trajectories. One strategy to compute the manifolds is to perturb some data of the invariant set (as the periodic orbit) in the direction of the stable/unstable tangent bundle and then to integrate the system. It results a collection of trajectories on the manifold. Any other point on the manifold can be computed by choosing a finer discretisation of the orbit and repeating the process for the new data. This procedure is not efficient and, in some situation, not even practical, see [25].

Several methodologies propose algorithms for globalizing invariant manifolds so to avoid the recomputation of single trajectories as needed [31]. For instance, approximation by collection of geodesics level sets [30], fat trajectories and cells [21] or box covering [14, 15, 46]. Also, spline interpolation techniques have been presented to approximate the manifold surface, [25, 43]. Beside purely numerical techniques, it is worth mentioning that a variety of analytical and semi-analytical methods have been developed to represent the invariant manifolds. Lindstedt-Poincaré series and normal form of the Hamiltonian are employed to compute high order expansion of the centre manifold of the collinear points [28] and invariant manifolds for halo and Lissajous orbits in the circular and elliptic restricted three body problem, see [35, 32] and references therein. See also [40] for a short survey.

Whatever technique is used, typically an algorithm for the design and optimisation of a space trajectory requires several evaluations of points on the manifolds and the efficiency of the computation would increase if a continuous and handy representation of the manifold is provided. The demand of an efficient and practical continuous parameterisation of the manifolds is the main motivation of this work.

We present an application of the so-called Parameterisation Method for the computation of a parameterisation of the invariant manifolds associated to periodic orbits in the CRTBP. In a series of paper of Cabré, Fontich, de la Llave [3, 4, 5], the Parameterisation Method has been presented as a tool to establish existence and regularity of manifolds associated to fixed points and periodic orbits for general dynamical systems. The method defines a functional equation, named invariance equation, for the parameterisation of the manifold and for the dynamics on it. The technique has been applied to a wide range of situations, as for instance for continuous and discrete maps [34, 37], in finite and infinite dimension [36], for difference [13] and delay equations [33]. Both analytical and numerical aspects of the Parameterisation Method have been investigated, see also [23, 24, 26, 27]. Moreover, the method is well suited for rigorous computational studies, as shown for instance in [6, 45, 17, 18]. A complete review of the literature is out of the scope of this introduction, we refer to [22] for a more exhaustive discussion.

Following the approach presented in [9], where the Parameterization Method is combined with the Floquet theory, the goal of this paper is to present a fast and efficient algorithm for the computation of the coefficients of a Fourier-Taylor power series parameterisation of the stable and unstable manifolds of periodic orbits in the CRTBP. Since the periodic orbits we consider have one stable and one unstable direction, the manifolds are seen as the image of a function of two variables, say \( \theta, \sigma \). Imaging an invariant manifold as a tube in the phase space, the variable \( \theta \) parameterises circles on the manifold, while the variable \( \sigma \) parameterises the
longitudinal fibers along the tube. The analytical representation of the invariant manifold provided by the parameterisation is well suited and particularly convenient in the process of designing first guess trajectories for space mission. For practical missions, these trajectories necessitate a further optimisation in more complete and realistic system, as N-body problem or JPL ephemeris, therefore any precise analysis of the convergence and aposteriori error evaluation of the parameterisation is beyond the scope of this work.

We hasten to remark that no numerical integration is needed out of the computation of the orbit and of the variational system. Rather, the computation of the high-order coefficients of the parameterisation is performed completely in Fourier space and, thanks to the Floquet decomposition, the system reduces to a straightforward diagonal algebraic problem in the Fourier coefficients.

The paper is organised as follow: in section 2 we present all the theoretical aspects of the method for computing the Fourier-Taylor parameterisation of invariant manifolds for a general vector field. At first, in section 2.1 we recall the Floquet normal form decomposition of the fundamental matrix solution of linear systems of non autonomous ODEs. Then in section 2.2 we quickly review the Parameterisation Method for two dimensional invariant manifolds associated to periodic orbits. The invariance equation and the notion of conjugating chart map are then introduced. In section 2.3 we select a formal Fourier-Taylor series as conjugating map and we solve the invariance equation. That leads us to a sequence of non autonomous linear ODEs (homological equations) to be solved for the coefficients of the parameterisation. The existence of solution is also briefly discussed. Solving for the Fourier coefficients of the wanted periodic functions, the differential problems move into a sequence of algebraic systems. Taking into account the Floquet decomposition, we show how each algebraic system can be diagonalized and iteratively solved. The method is then rewritten in form of a numerical algorithm in section 2.4.

Section 3 concerns the dynamical system governing the CRTBP. At first we remind the classical formulation in the rotating reference frame. Then we provide an equivalent polynomial vector field formulation.

In section 4 we apply the technique and we collect the numerical results for the parameterization of invariant manifolds associated to halo orbits. Also we present an application to the problem of computing heteroclinic connections and a optimal transfer from halo to science orbit.

2. Parameterisation of invariant manifold: Theoretical formulation. In this section we describe the theoretical framework of the method for computing Fourier-Taylor parameterisation of invariant manifolds associated to hyperbolic periodic orbits of vector fields.

Following the Parameterisation Method, introduced in [3, 4, 5], the idea is to conjugate the dynamics on the invariant manifold to a linear dynamics on the parameter space and then to study an invariance equation that characterises chart maps for the local manifold. By inserting a certain formal series (in our case a Fourier-Taylor series) into the invariance equation, the coefficients of the parameterisation are given recursively as periodic solutions of a sequence of ordinary differential equations with periodic coefficients.

If the eigenvalues of the Monodromy matrix of the periodic orbit satisfy a certain non-resonance condition, in [5] it has been shown that these linear equations admit a solution and an explicit expression is provided. Also, in the quoted papers, the convergence of the series is formally discussed.
To compute the solution of the invariance equation we follow the approach presented in [9]. The unknown periodic functions are expanded in Fourier series and the linear differential equations are rephrased as algebraic problems. Exploiting the Floquet theory, the unknown Fourier coefficients can be computed by solving a straightforward equation. That allows to easily compute the coefficients of the parameterisation up to any desired finite order.

In the following we discuss with more details the technique above outlined. We begin the exposition by recalling some fundamental results of the Floquet theory, see [12] for more details.

2.1. Floquet theory. Consider the non autonomous linear system of ordinary differential equations

\[ \dot{x} = A(t)x, \quad x(t) \in \mathbb{R}^n \]  

where \( A(t) \) is a continuous \( T \)-periodic \( n \times n \) matrix valued function. Since the system is linear, the solutions of (1) form a vector space. The principal fundamental matrix solution is the matrix function \( \Phi(t) \) that solves the initial value problem

\[
\begin{align*}
\dot{\Phi} &= A(t)\Phi \\
\Phi(0) &= I
\end{align*}
\]  

where \( I \) is the \( n \times n \) identity matrix. From now on we omit the term principal and we refer to \( \Phi(t) \) as the fundamental matrix solution. The fundamental matrix solution alone determines all the solutions of (1) in the sense that the solution \( x(t) \) with initial data \( x(0) = x_0 \) is given by \( x(t) = \Phi(t)x_0 \).

The Floquet theorem provides a canonical form for the fundamental matrix solution. Here we recall the complex form.

**Theorem 2.1** (Floquet normal form decomposition). Let \( A(t) \) be a \( T \)-periodic continuous matrix valued function and denote by \( \Phi(t) \) the fundamental matrix solution of (1). Then there exist a possibly complex matrix \( B \) and a possibly complex non-singular \( T \)-periodic matrix function \( P(t) \) such that \( \Phi(t) = P(t)e^{tB} \) for all \( t \in \mathbb{R} \).

The representation \( \Phi(t) = P(t)e^{tB} \) is known as the complex Floquet normal form. The matrix \( \Phi(T) \) is called Monodromy matrix and the eigenvalues \( \mu_i \) of the Monodromy matrix are called characteristic multipliers of the corresponding time-periodic system (1). A complex number \( \lambda \) is called a characteristic exponent if \( \mu \) is a characteristic multiplier and \( e^{\lambda T} = \mu \).

Assume that \( B \) is diagonalisable and denote by \( \{\lambda_i, v_i\}_i \) the eigenvalues and eigenvectors of \( B \). In the next lemma some properties of Floquet’s normal form decomposition are collected.

**Lemma 2.2.** Let \( \Phi(t) = P(t)e^{tB} \) the Floquet normal form decomposition of the fundamental matrix solution of (1). Assume \( B \) is diagonalisable. Then

1. \( P(0) = I \), hence \( P(T) = I \) and \( \Phi(T) = e^{BT} \);
2. the eigenvalues \( \lambda_i \) are characteristic exponents, i.e. \( \mu_i = e^{T\lambda_i} \);
3. the eigenvectors \( v_i \) of \( B \) are the same as the eigenvectors of \( \Phi(T) \);
4. the \( T \)-periodic matrix function \( P(t) \) and the constant matrix \( B \) solve the initial value problem

\[
\begin{align*}
\dot{P} &= A(t)P - PB \\
P(0) &= I
\end{align*}
\]
2.2. Invariance equation. Let \( f : U \subset \mathbb{R}^n \to \mathbb{R}^n \) be a real vector field, smooth enough, say analytic, in the domain of interest and denote by \( \varphi : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) the flow generated by \( f \). Suppose \( \gamma(t) \) is a \( T \)-periodic solution of \( \dot{x} = f(x) \) and let \( \Gamma = \{ \gamma(t), t \in [0, T] \} \) be the periodic orbit.

Suppose that \( \gamma(t) \) is hyperbolic and denote by \( W^u_{\text{loc}}(\Gamma), W^s_{\text{loc}}(\Gamma) \) the local unstable and stable manifold of \( \Gamma \), respectively. As it is well known, the dimension of the invariant manifold as like as the linear approximation of the manifold are provided by the variational equation

\[
\begin{aligned}
\dot{\Phi} &= Df(\gamma(t))\Phi \\
\Phi(0) &= I
\end{aligned}
\] (3)

where \( Df \) is the Jacobian of the vector field. Denoting by \( M_0 = \Phi(T) \) the monodromy matrix, the number of eigenvalues of \( M_0 \) with modulo less (larger) than one prescribes the dimension of the stable (unstable) manifold, and the corresponding eigenvectors \( \tilde{v}_i \) provide the linear approximation of the manifold at \( \gamma(0) \). Throughout this section, we discuss only the stable manifold.

Consider the Floquet normal form decomposition \( \Phi(t) = P(t) e^{BT} \) and assume that \( B \) is diagonalisable. For later purposes, we remind that \( P(t) \) and \( B \) solve the equation

\[
\dot{P} = Df(\gamma(t))P - PB.
\] (4)

Let \( \lambda_1, \ldots, \lambda_n \in \mathbb{C} \) denote the stable eigenvalues of \( B \), i.e. \( \Re(\lambda_i) < 0 \), and let \( v_1, \ldots, v_n \) the associated eigenvectors.

For the purposes of this work, we restrict to the case that \( B \) has only one stable eigenvalue \( \lambda = \lambda_1 \) and hence one stable direction \( v = v_1 \). Indeed, we are interested in the invariant manifolds of periodic orbits in the CRTBP which have one stable and one unstable direction.

For Lemma 2.2 point 3) \( v \) is an eigenvector of \( M_0 \) and represents the direction at \( \gamma(0) \) tangent to the stable manifold. As shown in [8], the vector \( v(\theta) := P(\theta)v \) is the direction tangent to the manifold at \( \gamma(\theta) \), for any \( \theta \in [0, T] \). Therefore the function

\[
P_1(\theta, \sigma) = \gamma(\theta) + v(\theta)\sigma
\]

parameterises the stable tangent bundle of \( \Gamma \). The aim of the following discussion is to define a nonlinear correction to \( P_1 \) that parameterises the local stable manifold.

**Remark 1.** In the astrodynamical community it is common to refer to the operator \( \Phi(t) \) as the State Transition Matrix (STM) and the stable direction along the orbit is usually computed as \( \tilde{v}(\theta) = \Phi(\theta)v \). Since \( \Phi(\theta) = P(\theta)e^{\theta B} \) and \( v \) is an eigenvector of \( B \), it holds \( \tilde{v}(\theta) = e^{\lambda \theta}P(\theta)v = e^{\lambda \theta}v(\theta) \). That is, the two vectors \( \tilde{v}(\theta) \) and \( v(\theta) \) are proportional and both can be used to span the tangent space at \( \gamma(\theta) \). However, we notice that while \( v(\theta) \) is a periodic function, that same is not true for \( \tilde{v}(\theta) \). Therefore \( v(\theta) = P(\theta)v \) should be preferred in parameterising the stable bundle, that is geometrically a periodic object.

The variable \( \theta \) and \( \sigma \) are called the parameters and we refer to the cylinder \( C_{T,\nu} := T_T \times \mathbb{B}_\nu \) as the parameter space, where \( T_T = [0, T]/[0, T] \) is the circle of length \( T \) and \( \mathbb{B}_\nu := \{ \sigma : |\sigma| < \nu \} \). Consider the linear vector field on \( C_{T,\nu} \)

\[
\dot{\theta} = 1, \quad \dot{\sigma} = \lambda \sigma.
\] (5)

The flow in the cylinder associated to (5) is simply given by \( \phi(\theta_0, \sigma_0; t) = [\theta_0 + t, e^{\lambda t}\sigma_0] \). Note that being \( \lambda < 0 \), the vector field (5) is inflowing in the cylinder and the circle \( \sigma = 0 \) is invariant.
As already mentioned, the purpose is to define a map $P : C_{T,\nu} \rightarrow W_{loc}^s(\Gamma)$ that parameterises the local stable manifold and conjugates the dynamics on the manifold with the linear vector field (5) on the parameter space.

**Definition 2.3 (Conjugating map for the local stable manifold).** A function $P : C_{T,\nu} \rightarrow \mathbb{R}^n$ is said a conjugating map for a local stable manifold of the periodic orbit $\Gamma$ if

1. $P$ is a continuous, injective mapping of the cylinder $C_{T,\nu}$ which is real analytic on the interior of the cylinder.
2. $P(\theta,0) = \gamma(\theta)$.
3. The conjugacy relation
   \[ \varphi(P(\theta,\sigma),t) = P(\theta + t,e^{\lambda t}\sigma), \quad (6) \]
   is satisfied for all $\theta \in T_T$, $\sigma \in B_\nu$, and $t \geq 0$.

The above condition implies that if $P$ is a conjugating map then
\[ \lim_{t \to \infty} \| \varphi[P(\theta,\sigma),t] - \gamma(\theta + t) \| = 0 \quad (7) \]
that is, any $P(\theta,\sigma)$ is a point on the stable manifold of $\Gamma$. See also Figure 1 for a visualisation of the relation (6).

\[ \text{Figure 1. Schematic picture of the action of the conjugating map.} \]

The function $P(\theta,\sigma)$ maps the cylinder in parameter space into the local manifold, in such a way that trajectories of the linear vector field (5) are mapped into trajectories on the manifold.

Let $P(\theta,\sigma)$ be a conjugating map. If we differentiate on both sides of (6) we obtain
\[ f(P(\theta,\sigma)) = \frac{d}{dt} \varphi(P(\theta,\sigma),t) \bigg|_{t=0} = \frac{d}{dt} P(\theta + t,e^{\lambda t}\sigma) \bigg|_{t=0} = \frac{\partial}{\partial \theta} P(\theta,\sigma) + \lambda \sigma \frac{\partial}{\partial \sigma} P(\theta,\sigma). \]

The following theorem states that the above condition is also sufficient for $P(\theta,\sigma)$ to be a conjugating map, see [5].

**Theorem 2.4 (Invariance equation for a conjugating chart map).** Suppose that $P : C_{T,\nu} \rightarrow \mathbb{R}^n$ is a continuous function such that
\[ P(\theta,0) = \gamma(\theta), \quad \text{for all } \theta \in T_T, \quad (8) \]
\( P \) is differentiable on the circle \( \sigma = 0 \) with
\[
\frac{\partial}{\partial \sigma} P(\theta, 0) = v(\theta),
\]
and \( P(\theta, \sigma) \) solves the partial differential equation
\[
\frac{\partial}{\partial \theta} P(\theta, \sigma) + \lambda \sigma \frac{\partial}{\partial \sigma} P(\theta, \sigma) = f(P(\theta, \sigma))
\]
on the interior of \( C_{T,v} \). Then \( P \) is a conjugating chart map for \( W_{loc}^s(\Gamma) \) in the sense of Definition 2.3. It follows from (7) that image\( (P) \) is a local stable manifold for \( \Gamma \).

**Definition 2.5.** The equation (10) is called invariance equation.

The invariance equation is the main object of our study, since it characterises a conjugating map and hence provides a parameterisation of the local invariant manifold. In the next section we quickly discuss the existence of solutions of equation (10) and we develop a formal power series solution together with a constructive algorithm for computing an approximation.

2.3. **Fourier-Taylor parameterization.** We look for a solution of (10) in the form
\[
P(\theta, \sigma) = \sum_{\alpha=0}^{\infty} a_\alpha(\theta)\sigma^\alpha = \sum_{\alpha=0}^{\infty} \sum_{k \in \mathbb{Z}} a_{\alpha,k} e^{2\pi i k \theta} \sigma^\alpha
\]
with \( a_{\alpha,k} \in \mathbb{R}^n \) for any \( \alpha, k \). We refer to this expansion as a Fourier-Taylor series and we name \( \theta \) and \( \sigma \) as the Fourier and Taylor parameter respectively. In practice, the unknowns are the periodic functions \( a_\alpha(\theta) \) or, equivalently, the sequence of Fourier coefficients \( \{a_{\alpha,k}\}_k \) of any \( \alpha \).

We insert (11) into the invariance equation and expand \( f(P(\theta, \sigma)) \) as its Taylor series with respect to \( \sigma \) at \( \sigma = 0 \). We obtain
\[
\sum_{\alpha \geq 0} \left( \frac{d}{d\theta} a_\alpha(\theta) \right) \sigma^\alpha + \lambda \sum_{\alpha \geq 0} \alpha a_\alpha(\theta)\sigma^\alpha = f(P(\theta, 0)) + Df(P(\theta, 0))a_1(\theta)\sigma + \sum_{\alpha \geq 2} \frac{1}{\alpha!} f^{(\alpha)}(P(\theta, 0))\sigma^\alpha
\]
where \( f^{(\alpha)}(P(\theta, 0)) \) is the derivative \( \frac{d^\alpha}{d\sigma^\alpha} (f(P(\theta, \sigma))) \) evaluated at \((\theta, 0)\).

Now, by matching the powers, we obtain
\[
\frac{d}{d\theta} a_0(\theta) = f(a_0(\theta))
\]
whose solution is clearly the periodic orbit, hence \( a_0(t) = \gamma(t) \) and
\[
\frac{d}{d\theta} a_1(\theta) + \lambda a_1(\theta) = Df(\gamma(t))a_1(\theta).
\]
The function \( a_1(\theta) \) is the tangent bundle, that we already said to be \( v(\theta) = P(\theta)v \).
Indeed we now show that \( P(\theta)v \) solves the above equation. For (4)
\[
\frac{d}{d\theta} P(\theta)v + \lambda P(\theta)v = Df(\gamma(t))P(\theta)v - P(\theta)Bv + \lambda P(\theta)v = Df(\gamma)P(\theta)v
\]
since \( v \) is an eigenvector of \( B \) with eigenvalue \( \lambda \).

Going back to (12), matching the powers \( \sigma^\alpha \) with \( \alpha \geq 2 \), we obtain the equations
\[
\frac{d}{d\theta} a_\alpha(\theta) + \alpha \lambda a_\alpha(\theta) = Df(\gamma(t))a_\alpha(\theta) + R_\alpha(\theta),
\]
where
where we separated the contribution of $a_\alpha(\theta)$ in $\frac{1}{\alpha} f^{(\alpha)}(P(\theta, 0))$, so that $R_\alpha(\theta)$ only depends on lower order terms. We refer to (13) as the homological equation at level $\alpha$.

For any $\alpha \geq 2$ we iteratively solve the homological equation, hence providing one after the other the coefficients $a_\alpha(\theta)$ of the parameterisation. Before, let us recall a theorem ensuring sufficient conditions for the existence and uniqueness for $T$-periodic solution of the homological equation, see [5].

**Theorem 2.6.** If $e^{\alpha \lambda T}$ is not an eigenvalue of the monodromy matrix $\Phi(T)$, then for any $T$-periodic function $R_\alpha(\theta)$ there exists a unique $T$-periodic solution $a_\alpha(\theta)$ of equation (13). An expression for the solution is given by

$$a_\alpha(\theta) = \Phi(\theta)e^{-\alpha \lambda \theta}a_\alpha(0) + \Phi(\theta)e^{-\alpha \lambda \theta} \int_0^\theta \Phi(s)^{-1}e^{\alpha \lambda s}R_\alpha(s)ds$$

(14)

where $a_\alpha(0)$ solves

$$\Phi(T)^{-1}\left(\Phi(T) - e^{\alpha \lambda T} I\right)a_\alpha(0) = - \int_0^T \Phi(s)^{-1}e^{\alpha \lambda s}R_\alpha(s)ds.$$  

(15)

**Remark 2.** In the situation we are interested in, the condition that $e^{\alpha \lambda T}$ is not an eigenvalue of the monodromy matrix is always satisfied, since the periodic orbits in the CRTBP have only one stable and one unstable direction. However, in different situations a periodic orbit may have more stable directions and the eigenvalues of $B$ may be rationally dependent. If that happens the eigenvalues are said to be resonant and the construction of the parameterisation here discussed fails. In studying manifolds for stationary solutions, a variation of the method that takes into account resonances is proposed in [44].

We are now in the position to solve for any $\alpha$ the homological equation and, meanwhile, to present the algorithm to construct layer by layer the coefficients of the parameterisation. A possible approach to the problem could be to obtain $a_\alpha(0)$ from relation (15) and hence compute $a_\alpha(\theta)$ from (14). From the computational point of view this approach is not completely straightforward and it returns the aimed solutions $a_\alpha(\theta)$ only at some grid points of the Fourier parameter $\theta$. Rather, using the Floquet normal form decomposition, a different scheme that allows to directly compute the Fourier coefficients of the function $a_\alpha(\theta)$ is here presented.

Suppose it is given the Floquet decomposition $\Phi(t) = P(t)e^{Bt}$ of the fundamental matrix solution of the variational system (3). Assuming that $B$ is diagonalizable, denote $M$ the matrix such that

$$B = M\Sigma M^{-1},$$

with $\Sigma$ the diagonal matrix of eigenvalues of $B$.

For any $|\alpha| \geq 2$ define the functions $w_\alpha(\theta) : \mathbb{T} \to \mathbb{R}^n$ by the coordinate transformation

$$a_\alpha(\theta) = P(\theta)w_\alpha(\theta).$$

Taking into account (4), the homological equation (13) is transformed into the constant coefficient ordinary differential equation

$$\frac{d}{d\theta}w_\alpha(\theta) + (\alpha \lambda I - B)w_\alpha(\theta) = P^{-1}(\theta)R_\alpha(\theta).$$  

(16)
Consider the Fourier expansion of $w_\alpha$
\[
 w_\alpha(\theta) = \sum_{k \in \mathbb{Z}} w_{\alpha,k} e^{2\pi i k \theta}, \quad (w_{\alpha,k} \in \mathbb{C}^n)
\]
and
\[
 P^{-1}(\theta) R_\alpha(\theta) = \sum_{k \in \mathbb{Z}} A_{\alpha,k} e^{2\pi i k \theta}, \quad (A_{\alpha,k} \in \mathbb{C}^n).
\]
Furthermore, define $v_{\alpha,k}$ by
\[
 w_{\alpha,k} = M v_{\alpha,k}.
\]
Then equation (16) gives
\[
 v_{\alpha,k} = \left[ \left( \frac{2\pi i k}{T} + \alpha \lambda \right) I - \Sigma \right]^{-1} M^{-1} A_{\alpha,k}.
\]
The latter equation is diagonalized and solving component-wise we obtain
\[
 v_{\alpha,k}^{(j)} = \frac{1}{\frac{2\pi i k}{T} + \alpha \lambda - \lambda_j} (M^{-1} A_{\alpha,k})^{(j)}, \quad (17)
\]
for $1 \leq j \leq n$. Working back from $v_{\alpha,k}$ we obtain $w_{\alpha,k}$ and the Fourier coefficients of the desired solution $a_\alpha(\theta)$ as the Fourier coefficients of $P(\theta) w_\alpha(\theta)$,
\[
 a_{\alpha,k} = (P(\theta) w_\alpha(\theta))_k.
\]

2.4. Algorithm for the computation of the parameterisation. In this section we summarise the construction of the parameterisation theoretically described before and we provide the algorithm that will be implemented in numerical experiments.

Clearly, we can only compute a finite order parameterisation
\[
 P_{m,N}(\theta, \sigma) = \sum_{\alpha=0}^{N} \sum_{|k| < m} a_{\alpha,k} e^{2\pi i k \theta} \sigma^\alpha.
\]
First of all, we notice that we used the operator $P^{-1}(\theta)$. Since $P(\theta)$ is non-singular, the inverse $P(\theta)^{-1}$ is well defined for any $\theta$. Also, $P(\theta)^{-1}$ solves a differential problem similar to (4). Indeed, from the Floquet normal form decomposition $\Phi(\theta) = P(\theta) e^{B \theta}$ it follows $P^{-1}(\theta) \Phi(\theta) = e^{B \theta}$. Then, differentiating on both sides, we obtain $(P^{-1})' \Phi + P^{-1} \Phi' = e^{B \theta}$. By the fact that $\Phi$ solves $\Phi' = D f(\gamma(\theta)) \Phi$ and $e^{B \theta} = P^{-1}(\theta) \Phi(\theta)$, we have
\[
 (P^{-1})' + P^{-1} D f(\gamma) - B P^{-1} = 0.
\]
Thus, $P^{-1}$ is solution of the system
\[
 \begin{cases}
 (P^{-1})' = -P^{-1} D f(\gamma) + B P^{-1} \\
 P^{-1}(0) = I
 \end{cases}
\]
Taking the transpose on both sides of the differential equation and defining $S(\theta) = (P^{-1}(\theta))^T$, we have $S' = -D f(\gamma)^T S + S B^T$. Introduce $H(\theta) = -D f(\gamma)(\theta)^T$ and name $W = -B^T$. Thus, $S(\theta)$ solves the system
\[
 \begin{cases}
 \dot{S} = H(\theta) S - W S \\
 S(0) = I
 \end{cases}
\]
that is exactly the same system as the one for $P(\theta)$ with the data $H(\theta)$ in place of $D f(\gamma(\theta))$ and $W$ in place of $B$. 

The recipe to construct the parameterisation of the local invariant manifold is the following.

1. Compute the $T$-periodic orbit $\gamma(t)$ of the vector field equation $\dot{x} = f(x)$.
2. Integrate the variational equation (3) for one period to obtain $\Phi(T)$. Compute the matrix $B$ as $B = \frac{\log(\Phi(T))}{T}$.
3. Compute $P(t), t \in [0, T]$, by integrating the equation (4) for one period and compute $P^{-1}(t)$ from (18).

   Choose $m$, the number of Fourier coefficients for each term in the Fourier-Taylor series.
4. From the time discretisation of $\gamma(t), P(t), P^{-1}(t)$, compute the Fourier coefficients $\{\gamma_k\}, \{P_k\}, \{P^{-1}_k\}$ with $|k| \leq m$.
5. Compute $a_{1,k} = P_k v$, for any $|k| \leq m$.
6. For any $\alpha$ ranging from 2 to $N$:
   a) compute $R_{\alpha,k}$ and $A_{\alpha,k}$ with $|k| \leq m$, respectively the Fourier coefficients of $R_{\alpha}(\theta)$ and $P^{-1}(\theta)R_{\alpha}(\theta)$.
   b) compute $a_{\alpha,k}$ for $|k| \leq m$ as showed in the last part of the previous section.

We now recall some fundamental issues concerning the Fourier sequence space, useful when implementing the algorithm.

**Remark 3.** Given two periodic functions, $f(t)$ and $g(t)$ and the associated sequences of Fourier coefficients $\mathcal{F} = \{f_k\}, \mathcal{G} = \{g_k\}$, the sequence of Fourier coefficients of the product $f(t)g(t)$ is given by the convolution product $\mathcal{F} * \mathcal{G}$, where

\[
(\mathcal{F} * \mathcal{G})_k = \sum_{k_1 + k_2 = k} f_{k_1} g_{k_2}.
\]

This operation extends to any number of factors:

\[
(\mathcal{F}^{(1)} * \cdots * \mathcal{F}^{(p)})_k = \sum_{k_1 + \cdots + k_p = k} f_{k_1}^{(1)} \cdots f_{k_p}^{(p)}.
\]

From the computational point of view, the convolution product can be easily and quickly performed by means of FFT and its inverse. Moreover, as showed in [18], the Fourier Transform can be used to control the errors of the convolution products.

**Remark 4.** If the nonlinearity of the vector field $f(x)$ is polynomial then the computation of the remainders $R_{\alpha}$ can be performed easily by means of the Cauchy product. That because a polynomial coincides with the Taylor polynomial.

From Remark 3 one realises that the coefficients $A_{\alpha,k}$, at step (vi)- a) in the algorithm can be easily computed once the sequence of Fourier coefficients $\{R_{\alpha,k}\}_k$ is known. As outlined in Remark 4, if $f(x)$ is a polynomial vector field then the functions $R_{\alpha}(\theta)$ are given as products of $a_i(\theta)$, with $i < \alpha$. Therefore the Fourier coefficients of $R_{\alpha}$ are rapidly computed as convolutions of the known sequences $\{a_{i,k}\}_k$.

To conclude this section, we note that after performing one time the points (i) (ii) (iii) of the algorithm one obtains different approximations for the parameterisation of both the stable and unstable local manifold, by changing the parameter $m$ and $N$ and also the eigenvalues $\lambda$ and $v$. Steps (iv)-(vi) of the algorithm only involve algebraic manipulation of the coefficients and can be quickly executed. It is also
evident that the required ingredients for the execution of the algorithms are the eigenvalue $\lambda$ with associated eigenvector $v$ and the Fourier sequences of $\gamma(t)$, $P(t)$ and $P^{-1}(t)$. Different approaches, for instance by integration, fixed point argument or degree theory, can be followed to compute the periodic orbit and the Floquet decomposition. Any deeper discussion in this direction is out of the scope of the present work.

3. Dynamical model: The circular restricted three-body problem. In the Circular Restricted Three-Body problem (CRTBP), a massless particle, say $p$, moves under the gravitational influences of two massive bodies, called primaries, with mass $m_1 \geq m_2$. Due to their mutual gravitational attraction, the primaries are revolving with constant angular velocity in circular orbits around the centre of mass of the system.

The dynamics of the massless particle is studied in a rotating reference frame centered in the barycenter, where the units are scaled so that the total mass, the distance between the primaries and their angular velocity are equal to 1. The primaries are at rest on the $x$-axis at positions $(-\mu, 0, 0)$ and $(1 - \mu, 0, 0)$, being $\mu = \frac{m_2}{m_1 + m_2}$ the mass ratio, while the position $x = (x, y, z)$ of the test particle $p$ satisfies [41]

\[
\begin{cases}
\dot{x} - 2\dot{y} = \Omega_x \\
\dot{y} + 2\dot{x} = \Omega_y \\
\dot{z} = \Omega_z
\end{cases}
\]  

(19)

where $\Omega(x, y, z) = \frac{1}{2}(x^2 + y^2) + \frac{1}{r_1} + \frac{\mu}{r_2} + \frac{1}{2}\mu(1 - \mu)$ is the effective potential of the system, the subscripts denote partial derivatives and $r_1 = \sqrt{(x + \mu)^2 + y^2 + z^2}$ and $r_2 = \sqrt{(x - 1 + \mu)^2 + y^2 + z^2}$ are the distances from $p$ to the larger and the smaller primary, respectively.

By introducing the velocity vector $v = (v_x, v_y, v_z)$, system (19) is equivalent to the first order vector field equation

\[
\begin{align*}
\dot{x} &= v_x, \quad \dot{v}_x = -(1 - \mu)\frac{(x + \mu)}{r_1^2} - \mu \frac{(x + \mu - 1)}{r_2^2} + x + 2v_y \\
\dot{y} &= v_y, \quad \dot{v}_y = -(1 - \mu)\frac{y}{r_1^2} - \mu \frac{y}{r_2^2} + y - 2v_x \\
\dot{z} &= v_z, \quad \dot{v}_z = -(1 - \mu)\frac{z}{r_1^2} - \mu \frac{z}{r_2^2}
\end{align*}
\]  

(20)

The following are well known facts about the CRTBP, [19].

- The CRTBP admits an integral of motion, called Jacobi constant

\[J(x, v, \mu) = 2\Omega(x) - |v|^2.\]

The family of 5-dimensional energy manifolds

\[\mathcal{M}(C) = \{(x, v) \in \mathbb{R}^6 : J(x, v, \mu) = C\}\]

is a foliation of the six-dimensional phase space.

- The system has five equilibrium points $L_k$, called Lagrangian points. Three of them, $L_1, L_2, L_3$ are on the $x$-axis and represent collinear configurations, whereas $L_4, L_5$ correspond to equilateral configurations of the masses. All of them are placed on the $z = 0$ plane.

- Linear stability analysis shows that the collinear Lagrangian points exhibit a center×center×saddle behaviour. From each equilibrium point bifurcate families of periodic planar and vertical Lyapunov orbits and families of three-dimensional periodic halo orbits. The monodromy matrix associated to an
halo orbit has two eigenvalues $|\mu_u| > 1, |\mu_s| < 1$ related to expanding and contracting directions, $\mu_u \mu_s = 1$; two eigenvalues $\mu_3 = \mu_4 = 1$, related to the direction tangent to the orbit and to the variation of energy; two complex eigenvalues $\mu_5$ and $\mu_6$ of modulus 1. Therefore, each of these periodic orbits has a two dimensional stable and unstable invariant manifold, i.e. at any point of the orbit there is a one dimensional attracting and expanding direction. The same dynamical behaviour holds for the Lyapunov orbits.

### 3.1. Polynomial vector field formulation.

As we outlined in Remark 4 and subsequent discussion, the proposed algorithm for the computation of the parameterisation of the invariant manifolds is well suited when the nonlinearity of the vector field is polynomial. Clearly, system (20) is not polynomial because of the division by $r_1^3$ and $r_2^3$.

To overcome this hurdle, we now transform system (20) into an equivalent polynomial system. Let us introduce two more functions:

$$p(t) := \frac{1}{\sqrt{(x + \mu)^2 + y^2 + z^2}}, \quad q(t) := \frac{1}{\sqrt{(x + \mu - 1)^2 + y^2 + z^2}}.$$ 

Differentiation with respect to $t$ gives

$$\dot{p}(t) = -p^3((x + \mu)v_x + yv_y + zv_z), \quad \dot{q}(t) = -q^3((x + \mu - 1)v_x + yv_y + zv_z).$$

Inserting into (20), we obtain a new vector field equation

$$\begin{align*}
\dot{x} &= v_x \\
\dot{y} &= v_y \\
\dot{z} &= v_z \\
\dot{v}_x &= -(1 - \mu)(x + \mu)p^3 - \mu(x + \mu - 1)q^3 + x + 2v_y \\
\dot{v}_y &= -(1 - \mu)xp^3 - \mu yq^3 + y - 2v_x \\
\dot{v}_z &= -(1 - \mu)zp^3 - \mu zq^3 \\
\dot{s} &= -p^3((x + \mu)v_x + yv_y + zv_z) \\
\dot{q} &= -q^3((x + \mu - 1)v_x + yv_y + zv_z)
\end{align*}$$

(21)

If we impose the constraint

$$\begin{align*}
p(0) &= ((x(0) + \mu)^2 + y(0)^2 + z(0)^2)^{-1/2} \\
q(0) &= ((x(0) + \mu - 1)^2 + y(0)^2 + z(0)^2)^{-1/2}
\end{align*}$$

(22)

solutions of equation (21) subjected to (22) are equivalent to solutions of system (20).

Denote by $X(t) = (x, y, x, v_x, y, v_z, p, q)(t)$ the vector of unknowns and $F(X)$ the right hand side of (21). Suppose now $\gamma(t) = (x, y, x, v_x, y, v_z, p, q)(t)$ is a $T$-periodic solution of $X = F(X)$. The projection on the first three components of $\gamma(t)$ gives the periodic orbit for the CRTBP system (19). Note that $F(X)$ is a polynomial vector field.

For a choice of the Fourier dimensional parameter $m$ and Taylor order $N$, we compute the finite dimensional parameterisation

$$P_{m,N} = \sum_{\alpha=0}^{N} \sum_{|k|<m} a_{\alpha,k} e^{\frac{2\pi i k \theta}{T}} \sigma^\alpha$$

of the stable and unstable local invariant manifold of $\gamma(t)$. For any $\alpha$ and $k$, the coefficient $a_{\alpha,k} \in \mathbb{C}^8$ and we denote by $a_{\alpha,k}^{(j)}$, $j = 1, \ldots, 8$ the $j$-th component.
We use \( a_\alpha = \{a_{\alpha,k}\}_k \) to denote the sequence of vectors of Fourier coefficients and similarly \( a^{(j)}_\alpha = \{a^{(j)}_{\alpha,k}\}_k \).

In our algorithm for the parameterisation of the manifolds we first have to compute the linearised system. The Jacobian of \( F(X) \) is explicitly given as

\[
DF(X) = \begin{bmatrix}
0_{3 \times 3} & I_{3 \times 3} & 0_{2 \times 3}
\end{bmatrix}
\]

where

\[
F_{4x} = - (1 - \mu)p^3 - \mu q^3 + 1
\]

\[
F_{6z} = -(1 - \mu)p^3 - \mu q^3
\]

\[
F_{4p} = - 3(1 - \mu)(x + \mu)p^2
\]

\[
F_{5q} = - 3(1 - \mu)xy^2
\]

\[
F_{6p} = - 3(1 - \mu)yz^2
\]

\[
F_{px} = - p^3 x^2
\]

\[
F_{px} = - p^3 y^2
\]

\[
F_{pz} = - p^3 z
\]

\[
F_{qx} = - q^3 x^2
\]

\[
F_{qy} = - q^3 y^2
\]

\[
F_{qv} = - q^3 z
\]

\[
F_{vp} = - 3p^2(x + \mu)vx + yv + vz
\]

\[
F_{vq} = - 3q^2(x + \mu - 1)vx + yv + vz
\]

Then, in the computation of the high order terms \( a_\alpha \) with \( \alpha \geq 2 \) we need to compute \( R_\alpha \). We remind that \( R_\alpha \) only involves lower order terms, that is \( a_{\alpha'} \) with \( \alpha' < \alpha \). According to Remark 3 and Remark 4, in our situation the sequence \( R_\alpha \) is given by

\[
R_\alpha = \begin{bmatrix}
0 & 0 & 0
\end{bmatrix}
\]

where

\[
\otimes_\alpha(j_1, \ldots, j_p) = \sum_{\alpha_1 + \ldots + \alpha_p = \alpha} a^{(j_1)}_{\alpha_1} \ast a^{(j_2)}_{\alpha_2} \ast \ldots \ast a^{(j_p)}_{\alpha_p}.
\]

4. Numerical results. For any numerical computation we report the mass ratio \( \mu \), the vector of initial conditions of the periodic orbit \( [x(0), z(0), v_y(0)] \), ( having \( y(0) = v_x(0) = v_z(0) = 0 \) and \( p(0), q(0) \) as in (22)), the period \( T \) and \( \lambda_u, \lambda_s \) the unstable and stable eigenvalues of the matrix \( B \). Since the stable/unstable eigenvalues of the monodromy matrix satisfies \( \mu_s \mu_u = 1 \) and \( \mu_s \mu_u = e^{\lambda_s \cdot m \cdot T} \), it follows that the \( \lambda_u > 0 \) and \( \lambda_s = - \lambda_u \). Also, we provide the Fourier parameter \( m \) and the Taylor order \( N \) used in computing the parameterisation \( F_{m,N}(\theta, \sigma) \).

For the numerical integration of the orbit and of the variational system we used a variable order Adams-Bashforth-Moulton method with relative and absolute tolerance of \( 10^{-14}, 10^{-16} \) respectively.
Example 1. Consider the Earth-Moon CRTBP, $\mu = 0.012150668$ and the halo orbit with data

$$\begin{align*}
[x(0), z(0), v_y(0)] &= [1.1808772416000, -0.0047224169430, -0.1559859827000] \\
T &= 3.415349435 \\
\lambda_{u,s} &= \pm 2.07841760 \\
m &= 40, \quad N = 7.
\end{align*}$$

In Figure 2 we plot the image of the parameterization for both the local stable and unstable manifold. In Appendix we report the first few Fourier coefficients of the functions $a_{\alpha}(\theta)$ with $\alpha = 0, \ldots, 5$.

Example 2. Figure 3 shows the image of the local manifolds parameterisation of the periodic Lyapunov orbit in the Jupiter-Europa CRTBP. The data of the orbit and of the parameterisation are the following:

$$\begin{align*}
\mu &= 2.5286584517 \cdot 10^{-5} \\
[x(0), z(0), v_y(0)] &= [0.98387363326, 0, -0.024665131402] \\
T &= 3.06940018067 \\
\lambda_{u,s} &= \pm 2.41405051 \\
m &= 30, \quad N = 9.
\end{align*}$$

The top figures are the image of the parameterisation, while in the bottom ones we plot the value of $P^m_{\alpha}(\theta, \sigma)$ for some values of $\theta \in [0, T]$ and some values of $\sigma$. Clearly, the lines passing through the orbit correspond to $\theta = \text{const}$ and the circles are the image of the parameterisation for fix $\sigma$. Since we are dealing with a Lyapunov orbit, on the $z$-axis we report the $v_z$ value.

Example 3. Consider the Earth-Moon system and a halo orbit emanating from $L_2$.

$$\begin{align*}
\mu &= 0.012150668 \\
[x(0), z(0), v_y(0)] &= [0.82337938631, -0.01683780948, 0.13091382244] \\
T &= 2.744919741814718 \\
\lambda_{u,s} &= \pm 2.8143634 \\
m &= 40, \quad N = 10.
\end{align*}$$
Figure 4 concerns the unstable manifold.

We present a quick analysis of the output of the computation. Recall the notation: \( a_{\alpha,k} \) denotes the \( k \)-th Fourier coefficient of the function \( a_{\alpha}(\theta) \) and \( a_{\alpha} = \{a_{\alpha,k}\}_k \) denotes the sequence of Fourier coefficients for a given \( \alpha \). For \( \alpha = 1, \ldots, N \) we compute the norm \( |a_{\alpha,k}| \) of the vector \( a_{\alpha,k} \) for any \( k = 0, \ldots, m \). We expect that \( |a_{\alpha,k}| \) decreases to zero as \( k \) increases. That indicates that the Fourier series converge and \( a_{\alpha}(\theta) \) is smooth.

In the left of Figure 5 we plot the values of \( \log(|a_{\alpha,k}|) \). Different lines correspond to different \( \alpha \). We note that the lines are almost linear, showing that the Fourier coefficients are exponentially decreasing and hence providing evidence that the functions \( a_{\alpha}(\theta) \) are analytic.

Also, we measure the norm of each \( a_{\alpha} \) as \( \|a_{\alpha}\| = \sum_{|k| \leq m} |a_{\alpha,k}| \). Roughly speaking, this norm corresponds to the \( L^1 \) norm of the function \( a_{\alpha}(\theta) \). The parameterisation is supposed to converge for \( \sigma \) small enough and, being a power series, the domain of convergence depends on how fast the functions \( a_{\alpha}(\theta) \) decay.

In the right of Figure 5 the values of \( \|a_{\alpha}\| \) are plotted for \( \alpha = 1, \ldots, N \), in logarithmic scale. Again we notice that \( \|a_{\alpha}\| \) decays exponentially hence showing insight about the formal convergence of the series.

**Example 4.** Consider the Sun-Earth system with data

\[
\mu = 3.054248395728148 \cdot 10^{-6}
\]

\[
[x(0), z(0), v_y(0)] = [0.9919755537727, -0.00191718187217, -0.01102950210737]
\]
and compute that parameterisation for both the stable and unstable local manifolds, whose image are plot in Figure 6.

We want to measure the quality of the parameterisation, that is to check whether the image of the computed parameterisation agrees with the manifold. For this we compute part of the unstable manifold by integrating (21) starting from some data on the linear approximation of the manifold and we plot the manifold so obtained on the top of the image of the parameterisation, see Figure 7 (left). We note that the two pictures overlap almost perfectly, in particular close to the periodic orbit one can not even distinguish the two images. Then, we define two planes $\Pi_1 : -x + 0.15y - 0.9z + 0.987 = 0$ and $\Pi_2 : -x + 0.15y - 0.9z + 0.9858 = 0$, see Figure 7 (right), and we compute the Poincaré sections of both the computed manifolds. The red points in Figure 8 denote the intersections of the fibers of the manifold obtained by integration with the planes, while the blu line is the Poincaré section of the image of the parameterisation. At $\Pi_1$, the two Poincaré sections coincide proving that the parameterisation method provides reliable results. On $\Pi_2$ the two sections are still quite close, but the blu line is open. That occurs
because the image of the parameterisation starts to fold and curl and part of the image does not hit the plane. Hence we can say at the $\Pi_2$ the parameterisation is not trustworthy anymore and we are out of the domain of convergence of the parameterisation series.

To conclude, Table 1 reports the time required to compute the higher order terms of the parameterisation for different choices of $m$ and $N$ in Matlab 2014a (on a MacBook Pro, Intel Core i7, 2.8 GHz), that is to perform points 5 and 6 of the algorithm described in section 2.4.

4.1. Application. Invariant manifolds structure are surely of primary interest for mission design purposes. In many situations, part of the design strategy consists in finding the insertion point on the invariant manifold that minimizes a certain objective functional. As a paradigm, if one is interested in approaching a periodic halo orbit, a suitable insertion point on the stable manifold is seek. Similarly, a transfer from a periodic orbit to a science orbit can be seen as an optimal trajectory on the unstable manifold. In both cases the objective functional is a function of the points on the manifold. If the manifold is given only in terms of a discretisation, it
might be difficult if not impossible to find the best trajectory. Rather, having the parameterisation to represent the manifold, the objective functional results to be a smooth function on the two parameters $\theta, \sigma$ and semi analytical minimisation techniques may be applied to find (local) optimality. The following examples are meant to illustrate the potentialities and possible applications of the parameterisation of the manifolds, not to add any new scientific result.

Consider the problem of computing an heteroclinic connection between two periodic orbits, say $\gamma_1, \gamma_2$. Denoting by $\varphi(x, t)$ the flow associated to the CRTBP, the problem consists in finding a point $x_0$ on the unstable manifold of $\gamma_1$ and a point $x_f$ on the stable manifold of $\gamma_2$ such that $\varphi(x_0, T) = x_f$ for a suitable $T$. Having the parameterisation of the unstable manifold of $\gamma_1$, $P_{m,N}^1(\theta_1, \sigma_1)$, and of the stable manifold of $\gamma_2$, $P_{m,N}^2(\theta_2, \sigma_2)$, the problem can be rephrased as follows. Fix $\sigma_1 = \bar{\sigma}_1$, $\sigma_2 = \bar{\sigma}_2$ and look for $(\theta_1, \theta_2, T)$ such that

$$F(\theta_1, \theta_2, T) := \varphi(P_{m,N}^1(\theta_1, \bar{\sigma}_1), T) - P_{m,N}^2(\theta_2, \bar{\sigma}_2) = 0.$$ 

Equivalently, the value of $T$ can be fixed $T = \bar{T}$ and the zero finding problem is

$$G(\theta_1, \theta_2, \sigma_2) := \varphi(P_{m,N}^1(\theta_1, \bar{\sigma}_1), \bar{T}) - P_{m,N}^2(\theta_2, \sigma_2) = 0.$$ 

| m  | N | time (s) |
|----|----|----------|
| 30 | 6  | 1.2      |
| 30 | 10 | 8.6      |
| 40 | 6  | 1.4      |
| 40 | 10 | 9.1      |
| 50 | 4  | 0.4      |
| 50 | 6  | 1.9      |
| 50 | 9  | 7.6      |
FIGURE 9. Heteroclinic orbit. The black curves are the periodic Lyapunov orbits, the red circles are the sections on the stable and unstable manifolds. The green line is the curve connecting the two manifolds, obtained by solving $F(\theta_1, \theta_2, T) = 0$. The blue lines are orbits on the stable and unstable manifolds.

The solution $\bar{X} = (\bar{\theta}_1, \bar{\theta}_2, \bar{T})$ of $F(\bar{X}) = 0$ provides the required $x_0 = P_{m,N}^1(\bar{\theta}_1, \bar{\sigma}_1)$ and $x_f = P_{m,N}^2(\bar{\theta}_2, \bar{\sigma}_2)$. For example, let $\gamma_1, \gamma_2$ be two Lyapunov orbits in the Earth-Moon CRTBP, with Jacobi constant $C = 3.15$, around $L_2$ and $L_1$ respectively. Figure 9 depicts the heteroclinic connection obtained by solving $F(\theta_1, \theta_2, T) = 0$. The values of $\sigma_i$ are $\bar{\sigma}_1 = 0.8$, $\bar{\sigma}_2 = -1$. It results $\bar{T} = 1.1884596$ and $\bar{\theta}_1 = 0.8591915$, $\bar{\theta}_2 = 0.87060929$, to which it corresponds $x_0 = [1.107133, -0.089122, -0.122657, 0.058511] \in W^u(\gamma_1)$ and $x_f = [0.858518, -0.095297, 0.114277, 0.045284] \in W^s(\gamma_2)$. (The computation of the zeros of $F$ started at values $X_0 = [1.15, 1.1, 0.12]$ and, at the solution, $|F(\bar{X})| = 2.47 \cdot 10^{-11}$).

The next application consists in finding a trajectory joining an halo orbit in the Jupiter-Europa CRTBP ($\mu = 2.5280176e - 05$) to a science orbit around Europa, as considered in [2]. Denoted by $\gamma$ an halo orbit around $L_2$, we aim at connecting $\gamma$ to a circular orbit around Europa at altitude $r$. A single impulsive manoeuvre is allowed to insert the spacecraft into the circular orbit once the required altitude is reached. The design strategy is as follows: the spacecraft leaves the halo along a trajectory on the unstable manifold and if a point at altitude $r$ around Europa is reached, the necessary $\Delta V$ manoeuvre to circularise the orbit is computed. The optimal trajectory is the one that minimises the required $\Delta V$. Denote by $(r, v)(t)$ the position and velocity vectors in the synodical reference frame. At the moment when $r(t)$ reaches the sphere of radius $r$ around Europa convert the state $(r, v)$ into the Europa-centric inertial frame $(R, V) = (r_x - (1 - \mu), r_y, r_z, v_x - r_y, v_y - (r_x - (1 - \mu), v_z)$. The required $\Delta V$ is given as

$$\Delta V = \left(v^2 + v_1^2 - 2vv_1 \cos \phi\right)^{1/2}$$

where $v = (\mu/r)^{1/2}$ is the modulus of the circular orbit, $v_1 = |V|$ and $\phi$ is the angle between $V$ and the tangent to the sphere of radius $r$. Let $P_{m,N}(\theta, \sigma)$ be the parameterisation of the unstable manifold of $\gamma$. Fix a value of $\sigma = \bar{\sigma}$. Then each
trajectory on the unstable manifold is uniquely determined by \( \theta \). It results that the required \( \Delta V \) is a function of \( \theta \) and a numerical scheme to can be employed to compute (local) minimiser of \( \Delta V \). Thanks to the continuous parameterisation \( P_{m,N}(\theta, \sigma) \) of the section of the unstable bundle, it is not necessary to compute any trajectory on the unstable manifold close to the periodic orbit at each stage of the minimisation process. In our computation we consider the halo orbit with initial state \( x = [1.0175667, 0, 0.0222484, 0, -0.0306484, 0] \) and the target science orbit at altitude \( r = 200 \) km. The minimisation scheme returns a minimal \( \Delta V = 0.43 \) km/s. (In this computation we have considered only those trajectories on the unstable manifold that intersect the sphere of radius \( r \) around Europa at the first approach to the moon.)

5. Conclusions and future plan. In this paper a method to compute the Fourier-Taylor parameterisation of the local invariant manifolds associated to periodic orbits of the CRTBP is presented. Taking advantage from the Floquet normal form decomposition of the fundamental matrix solution, the time dependency in the homological equation is removed, and the functions involved in the power series parameterisation are found in terms of their Fourier coefficients. Some algebraic manipulation allows to diagonals the system in the Fourier space.

The output of the algorithm consists in sequences of Fourier coefficients \( a_{\alpha,k} \) for \( 0 \leq \alpha \leq N \) and \( |k| \leq m \). Combining the Fourier coefficients, a function of two parameters is produced,

\[
P_{m,N}(\theta, \sigma) = \sum_{\alpha=0}^{N} \sum_{|k|<m} a_{\alpha,k} e^{\frac{2\pi i k \theta}{T}} \sigma^\alpha
\]

where \( T \) is the period of the orbit. For any \( \theta \in [0, T] \) and \( \sigma \) small enough, the value \( P_{m,N}(\theta, \sigma) \) approximates a point on the invariant manifold.

After rephrasing the CRTBP system as a polynomial vector field, the computational algorithm has been applied to several halo orbits. Since no numerical integration is needed out of the computation of the orbit and of the variational system, the higher order terms of the parameterisation are quickly approximated. The image of the parameterisation results to be reliable, at least close enough to the orbit, even with few nonlinear corrections, i.e. with \( N = 4 \) or \( N = 5 \).

Since the function \( P_{m,N}(\theta, \sigma) \) is continuous, indeed smooth, and parameterises the invariant manifold, it can be useful for mission design purposes. Besides the couple of applications above presented, one can take advantage from the parameterisation anytime the objective functional is a function of the points on the manifold. Having an analytical representation the manifold, the objective functional results to be a smooth function on the two parameters \( \theta, \sigma \) and semi analytical minimisation techniques may be applied. For instance, the parameterisation of invariant manifolds for several periodic orbits can be considered at the same time and combined in the design of multi-moon optimal trajectories \[16\].

Lastly, we remark one more time that the parameterisation method, in particular in the form of a Fourier-Taylor parameterisation, is well suited for rigorous computational analysis. The a-posteriori error evaluation together with a contraction argument on the \( N \)-tail space may lead to a computer assisted enclosure of the local invariant manifold, see \[10, 11\]. Thus, a projected boundary value problem can be set up to prove existence of connecting orbits.
Appendix. The first few Fourier coefficients of the functions \( a_\alpha(\theta) \) of Example 1 are explicitly given. For each function, we report the Fourier coefficient \( a_{\alpha,k} \) with \( k = 0, \ldots, 6 \). Each coefficient is a 8 dimensional vector.

\[
\begin{align*}
a_{0,0} & = 1.1460e+00 + 0.0000e+00i, \\
a_{1,0} & = 1.5499e+02 + 0.0000e+00i, \\
a_{0,1} & = 2.2484e+03 + 0.0000e+00i, \\
a_{1,1} & = 2.8514e+04 + 0.0000e+00i, \\
a_{0,2} & = 3.2930e+03 + 0.0000e+00i, \\
a_{1,2} & = 3.8733e+04 + 0.0000e+00i, \\
a_{0,3} & = 4.6788e+03 + 0.0000e+00i, \\
a_{1,3} & = 5.3267e+04 + 0.0000e+00i, \\
a_{0,4} & = 6.3276e+03 + 0.0000e+00i, \\
a_{1,4} & = 7.4469e+04 + 0.0000e+00i, \\
a_{0,5} & = 7.0367e+03 + 0.0000e+00i, \\
a_{1,5} & = 8.2886e+04 + 0.0000e+00i, \\
a_{0,6} & = 7.9317e+03 + 0.0000e+00i, \\
a_{1,6} & = 9.3422e+04 + 0.0000e+00i, \\
a_{0,7} & = 7.6242e+03 + 0.0000e+00i, \\
a_{1,7} & = 8.6809e+04 + 0.0000e+00i, \\
a_{0,8} & = 6.2740e+03 + 0.0000e+00i, \\
a_{1,8} & = 7.5174e+04 + 0.0000e+00i, \\
a_{0,9} & = 5.1770e+03 + 0.0000e+00i, \\
a_{1,9} & = 6.3498e+04 + 0.0000e+00i, \\
a_{0,10} & = 4.3519e+03 + 0.0000e+00i, \\
a_{1,10} & = 5.1138e+04 + 0.0000e+00i, \\
a_{0,11} & = 3.3969e+03 + 0.0000e+00i, \\
a_{1,11} & = 4.0363e+04 + 0.0000e+00i, \\
a_{0,12} & = 2.9510e+03 + 0.0000e+00i, \\
a_{1,12} & = 3.3293e+04 + 0.0000e+00i, \\
\end{align*}
\]

Each coefficient is a 8 dimensional vector. The first 6 components represent the coordinate \( x, y, z, v_x, v_y, v_z \) of the solutions, the last two lines are the Fourier coefficients of the functions \( p, q \).
\begin{align*}
a_{5,k} & = \begin{bmatrix} 1.8761e-05 & -1.6081e-18 & -8.4797e+06 & 1.3991e+05 & 7.5874e+06 & 9.4373e+06 & 4.5530e+06 & -6.2328e+06 \\ -1.9042e+05 & 1.6216e-19 & 1.3671e+05 & 8.4687e+06 & -1.1583e+05 & 5.1984e+06 & 6.4357e+06 & -6.6083e+06 \\ 2.3546e-07 & 1.9011e-17 & -6.1472e+07 & 3.1505e+07 & 3.6813e+07 & -4.2284e+07 & -2.4932e+07 & 2.7565e+07 \\ -1.9497e+04 & 5.1085e+19 & 6.2384e+06 & 1.6999e+04 & -4.2122e+04 & 1.2921e+05 & 8.9909e+05 & -6.3189e+05 \\ 1.9798e+04 & 3.4607e+04 & -1.1765e+04 & -6.2888e+05 & 1.4863e+04 & -6.1898e+05 & 6.1068e+05 & -3.9426e+05 \\ -2.4449e+04 & 1.3921e+04 & 5.8086e+05 & 4.4050e+05 & -2.2699e+06 & 5.7486e+06 & 1.0686e+06 & -4.2401e+06 \\ -2.6164e+05 & 8.5038e+18 & 1.2725e+04 & 1.0077e+05 & -9.7790e+06 & 5.7115e+06 & 5.4291e+06 & -3.5547e+06 \\ -8.5453e+03 & 5.3388e+18 & 2.7371e+03 & 3.9393e+03 & -6.4614e+04 & 2.5783e+04 & -2.8108e+04 & 1.5168e+03 \\ 2.5553e+06 & 3.2339e+06 & -1.3931e+06 & 1.5794e+06 & 6.1124e+07 & 7.2407e+07 & 3.4076e+07 & -3.4076e+07 \\ -3.4297e+07 & 2.3073e+06 & 1.6199e+06 & 1.0214e+06 & -7.3682e+07 & 5.7697e+07 & 2.9041e+07 & -3.1396e+07 \\ 1.4198e+07 & 1.5752e+07 & -7.3845e+07 & 7.8659e+08 & 3.5354e+08 & -3.6918e+08 & 6.1031e+08 & -2.9671e+08 \\ -2.5207e+07 & 1.5240e-01 & -1.0929e-06 & 2.8305e+06 & 1.6440e+06 & -1.4275e+06 & 2.6284e+06 & -5.6982e+06 \\ 5.2300e+07 & 1.0546e-01 & -2.7814e-06 & 5.2141e-06 & 2.4115e-06 & 1.4043e-05 & 2.1660e-06 & -3.4076e+07 \\ -3.1632e+07 & 2.8671e+06 & 4.3860e+06 & 2.9477e+06 & 3.8058e+08 & 7.7590e+07 & 2.9041e+07 & -3.1396e+07 \\ -2.7401e+07 & 1.4075e+07 & -7.0875e+07 & 1.2986e+08 & 8.0025e+07 & -7.5797e+07 & 1.5387e+07 & -1.3804e+07 \\ 3.1284e+07 & 7.4493e+04 & -2.4403e-04 & 3.3476e+04 & 1.5269e+04 & 1.3871e+04 & -2.9041e+07 & 3.4076e+07 \\ 
\end{align*}
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