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Abstract
Monolayer transition-metal dichalcogenides (ML-TMDs) offer exciting opportunities to test the manifestations of many-body interactions through changes in the charge density. The two-dimensional character and reduced screening in ML-TMDs lead to the formation of neutral and charged excitons with binding energies orders of magnitude larger than those in conventional bulk semiconductors. Tuning the charge density by a gate voltage leads to profound changes in the optical spectra of excitons in ML-TMDs. On the one hand, the increased screening at large charge densities should result in a blueshift of the exciton spectral lines due to reduction in the binding energy. On the other hand, exchange and correlation effects that shrink the band-gap energy at elevated charge densities (band-gap renormalization) should result in a redshift of the exciton spectral lines. While these competing effects can be captured through various approximations that model long-wavelength charge excitations in the Bethe–Salpeter equation, we show that a novel coupling between excitons and shortwave charge excitations is essential to resolve several experimental puzzles.

Unlike ubiquitous and well-studied plasmons, driven by collective oscillations of the background charge density in the long-wavelength limit, we discuss the emergence of shortwave plasmons that originate from the short-range Coulomb interaction through which electrons transition between the $K$ and $-K$ valleys. The shortwave plasmons have a finite energy-gap because of the removal of spin-degeneracy in both the valence- and conduction-band valleys (a consequence of breaking of inversion symmetry in combination with strong spin–orbit coupling in ML-TMDs). We study the coupling between the shortwave plasmons and the neutral exciton through the self-energy of the latter. We then elucidate how this coupling as well as the spin ordering in the conduction band give rise to an experimentally observed optical sideband in electron-doped W-based MLs, conspicuously absent in electron-doped Mo-based MLs or any hole-doped ML-TMDs. While the focus of this review is on the optical manifestations of many-body effects in ML-TMDs, a systematic description of the
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1. Introduction

Among the rapidly expanding class of two-dimensional (2D) materials, monolayer transition-metal dichalcogenides (ML-TMDs), such as ML-WX₂ and ML-MoX₂ (X = S, Se, Te), have been the topic of particularly intense research interest [1–5]. Their remarkable properties make them attractive candidates both for potential fundamental physics applications as well as for exploring fundamental physical phenomena, not easily observable in other materials: TMDs become direct band-gap semiconductors in the limit of a single atomic ML [6, 7], with possible applications in nanoscale electronics, optoelectronics, and energy harvesting [8–18]. The hallmark of ML-TMDs is their spin-valley coupling, as shown in figure 1. The coupling gives rise to several peculiar properties such as a valley-dependent helicity of the interband optical transitions [19], the valley Hall and valley Zeeman effects [20–22], as well as strong magneto- and photo-luminescence [6, 7, 23]; all of which have important implications for transport and qubits [1, 3, 24–27]. As 2D crystals, ML-TMDs offer several opportunities to tune their electronic or magnetic properties. For example, their 2D nature makes ML-TMDs susceptible to proximity effects that can fundamentally alter the properties of these layers [28–31], while stacking them via van der Waals forces alleviates the need to fabricate logic and optoelectronic devices with lattice-matched crystals [1, 2, 4].

The 2D character and reduced screening in ML-TMDs lead to very large exciton binding energies up to ~0.5 eV [6, 32, 33]. Combined with their direct band gap, one can then study manifestations of many-body interactions through their optical spectrum across a wide range of background charge densities that are controlled by a gate voltage [25, 34–38]. As illustrated in figure 2, the gate voltage leads to profound changes in the photoluminescence (PL) or differential reflectance measurements of ML-TMDs [39, 40, 45]. In the undoped case (zero gate voltage), one can clearly observe pronounced peaks associated with the neutral exciton, denoted by X⁰ in figures 2(a), (c) and (d), or by X in figure 2(b). The position of this peak almost remains unchanged for moderate gate voltages. It significantly loses spectral weight and decays only at high gate voltages/charge densities. As the charge carrier density increases, charged-excitons peaks emerge for both electron- and hole-doped conditions (trions). The resulting optical features are the ones denoted by X⁰, or their singlet and triplet spin configurations, X⁺ and X⁻, in electron-doped ML-WSe₂ [42–44]. Also shown is the optical sideband, X⁻, that we have recently associated to the unique coupling of neutral excitons and intervalley plasmons in W-based compounds [35, 45]. Its signature is clear and resolved from that of the two negative trions in absorption-type experiments, as shown in figure 2(c). Its emission in PL experiments is very strong (X⁻ in figure 2(a) and Lₓ/XX in figure 2(b)).

The unique optical sideband has been observed in various emission and absorption-type experiments of electron-doped WS₂ and WS₂ MLs [35–49], but is conspicuously absent in Mo-based MLs (compare figures 2(c) and (d)). While this feature has variously been associated with the fine structure of negatively charged excitons, biexcitons, or defects in different experiments [3, 39–41, 44, 46–50], it has recently been shown theoretically that its qualitative density-dependence, and absence in Mo-based compounds or hole-doped samples is actually consistent with an exciton-intervalley plasmon quasi-particle [35, 45]: a dynamical sideband due to this quasi-particle appears around one intervalley-plasmon energy below the indirect exciton. Since in ML-WX₂ the indirect exciton has lower energy than the direct exciton (recall figure 1(b)), the dynamical sideband appears well below the direct exciton peak. In ML-MoX₂, where the indirect exciton is above the direct exciton (figure 1(d)), on the other hand, the dynamical sideband coincides with the direct exciton, and thus cannot be spectrally resolved from this peak.

In this review, we will overview the effect of dynamical screening on the self-energies of electrons and holes in ML-TMDs, followed by a short overview of how to include dynamical screening to compute neutral excitons X⁰ in ML-TMDs using the Bethe–Salpeter equation (BSE). A fully dynamical treatment of screening of X⁰ by gate-induced background charge carriers will be presented, complemented with various approximations and a brief discussion of their limitations. While our focus will be on optical manifestations of many-body effects originating from changes in the carrier density, it is important to recognize that the BSE has found its use in the studies of many other systems and phenomena, including superconductivity and nonequilibrium transport [51–53]. Thus, the presented considerations for dynamical screening should have broader implications.

The Review is organized as follows: we first give a short overview of the optical properties of ML-TMDs in section 2, and introduce the bare Coulomb potential of 2D layers in section 3. We then introduce the dynamically-screened potential in section 4, studying both the long-wavelength and shortwave regimes, followed by an analysis of the resulting intravalley and intervalley plasmons in section 5. We then provide a quantitative analysis of the band-gap renormalization due to plasmons in section 6. Section 7 deals with general properties of excitons in ML-TMDs. The computation of neutral
Figure 1. Brillouin zone as well as low-energy conduction and valence bands around the time-reversed $K$-point valleys for (a) W- and (c) Mo-based MLs, respectively. The two cases differ in the order of the spin-up and spin-down valleys in the conduction band. (b) and (d) The resulting direct and indirect excitons as well as the electronic states from which these excitons are primarily formed. The indirect exciton has lower energy in W-based MLs, while the direct exciton has lower energy in Mo-based MLs. The spin of the bands is color coded and $\Delta_c$ is the spin-splitting energy in the conduction band, which is typically much smaller than the one in the valence band. (e) Atomic structure of ML-TMDs.

Figure 2. (a) Photoluminescence intensity map of ML-WSe$_2$ on SiO$_2$ as a function of photon energy and gate voltage showing the neutral exciton ($X^0$), negative ($X^-$) and positive ($X^+$) trions as well as the optical sideband ($X^-$'), taken from [39] © 2013 Macmillan Publishers Limited. All rights reserved. With permission of Springer. (b) Photoluminescence spectra of ML-WS$_2$ as a function of photon energy for different gate voltages, taken from [40], John Wiley & Sons. © 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Derivative of the reflectance contrast spectra as a function of photon energy and gate voltage for (c) ML-WSe$_2$ and (d) ML-MoSe$_2$ encapsulated in hexagonal boron-nitride (hBN). Reprinted figure with permission from [45], copyright 2019 by the American Physical Society.
excitons in the presence of a plasma of background charge carriers via the BSE is studied in section 8, where we introduce several approximations to solve it, such as the quasistatic and Shindo approximations as well as a fully dynamical treatment of the BSE. Finally, we include an explicit coupling between excitons and shortwave plasmons in section 9, showing how this coupling gives rise to an optical sideband that we identify with the $X^-\gamma$ peaks observed in experiments. A summary in section 10 concludes the review, where we also provide an outlook for further needed investigations.

2. Properties of monolayer transition-metal dichalcogenides

ML-TMDs are direct band-gap semiconductors with the conduction band and valence band edges at the $K$ and $K' = -K$ points [19]. These time-reversed points define two separate low-energy pockets/valleys in the Brillouin zone. Due to the lack of space inversion symmetry and strong spin–orbit coupling arising from the $d$ orbitals of the transition-metal atoms, the spin degeneracy in these valleys is lifted [24], as shown in figures 1(a) and (c). Whereas the spin splitting $\Delta_s$ in the conduction band is typically at most a few 10s of meV, the spin splitting in the valence band can be several 100s meV [24, 54–57].

There are two important aspects to this band structure: first, time-reversal symmetry results in a coupling between the spin and valley degrees of freedom, such that the spin ordering in opposite valleys is reversed as illustrated in figures 1(a) and (c). Second, the spin ordering of the conduction band in Mo-based compounds is opposite to the one in W-based compounds, as can be seen by comparing figures 1(a) and (c) [24, 57, 58]. This difference will be shown below to have profound consequences on their optical properties. Due to the large spin-splitting energy of the valence band, one can distinguish between two different series of neutral excitons in absorption experiments: one series involving the top valleys in the valence band, usually denoted as A excitons, and one involving its bottom valleys, usually denoted as B excitons [32, 59]. The energies of type B excitons are larger by approximately the spin-splitting energy of the valence band, and therefore, they cannot be observed in the emission spectrum after energy relaxation. Below, we focus on the A series (figures 1(b) and (d)).

The spin-valley coupling in ML-TMDs gives rise to valley-dependent optical selection rules, where one can selectively address a given valley by circularly polarized light [19]. Most intriguingly, the 2D character and suppressed Coulomb interaction, bound electron–hole pairs, are either bright or dark depending on whether the optical transition between the electron and hole state is optically active or not. For an exciton to be bright (dark), the orbital transition between the electron and hole has to be dipole allowed (forbidden), whereas the spins of the electron in the conduction band and the missing electron in the valence band have to be parallel (antiparallel). Attempting to decipher many-body phenomena through optical spectroscopy measurements, we do not take into account dark excitons in the following. This approximation is reinforced by the fact that scattering between dark and bright excitons necessitates a spin-flip of the electron or hole, typically a much slower process than the lifetime of bright excitons [60–63].

Apart from bright and dark excitons, we can also distinguish between direct and indirect excitons [58]: a direct exciton is formed from an electron–hole pair within the same valley, which consequently results in a direct-gap optical transition. Indirect excitons, on the other hand, arise if the electron and hole reside in opposite valleys. For such indirect optical transitions to occur, the large momentum mismatch of the photon and indirect exciton in a perfect crystal has to be overcome by external agents such as shortwave phonons. Figures 1(b) and (d) show that indirect excitons in ML-WX$_2$ have lower energy than direct ones, whereas direct excitons have lower energy in ML-MoX$_2$ [58]. Direct and indirect excitons can be coupled via intervalley plasmons, which will be introduced in section 5 along with their conventional intravalley counterparts. Before introducing them, however, we first look at the bare Coulomb interaction in ML-TMDs, responsible for the formation of the excitons in the undoped case.

3. Bare Coulomb interaction in two-dimensional systems

One of the main features of ML-TMDs is that they exhibit excitons with large binding energies and a Rydberg series that do not follow the 2D hydrogen model [32, 59]. This behavior originates from the wavevector dependence of the dielectric constant due to the environment (non-local effect), caused by a dielectric contrast between the ML and the surrounding materials. If the dielectric constants of the top and bottom layers are small compared with the effective dielectric constant of the ML, $\epsilon_{ML} > \epsilon_t = \epsilon_b$, then the Coulomb interaction is enhanced compared with conventional III–V semiconductor quantum well heterostructures wherein the non-local effect is weak because the well region has approximately the same dielectric constant as in the potential barrier regions. Here, we consider a ML-TMD sandwiched between two materials. Suspended MLs are modeled by assigning $\epsilon_t = \epsilon_b = 1$, supported ones by $\epsilon_t = 1$ and $\epsilon_b \neq 1$, and encapsulated ones by $\epsilon_t \neq 1$ and $\epsilon_b = 1$.

The bare Coulomb potential of a point charge $e$ in a 2D system, unscreened by free charge carriers, has the general form

$$V(q) = \frac{2\pi e^2}{\Lambda \epsilon_d(q)} q,$$

where $A$ is the sample area and $\epsilon_d(q)$ is the non-local dielectric function. Below, we present three approximated forms of $\epsilon_d(q)$ that behave similarly in the long-wavelength regime, $qd \ll 1$, where $d$ is the thickness of the ML. The first approach is a step-like dielectric model, as shown in figure 3(a), similar to [64–68]. We denote $\epsilon_d(q)$ by $\epsilon_{d,1}(q)$ in this case, and calculate the non-local dielectric function from the Poisson equation for
a point charge located in \((\rho', z')\), where \((\rho, z)\) are the cylindrical coordinates. We get,

\[
\nabla \left[ \kappa(z') \nabla \phi(\rho' - \rho, z, z') \right] = -4\pi \epsilon \phi(\rho' - \rho') \delta(z - z'),
\]

where the relative dielectric constant is given by

\[
\kappa(z) = \begin{cases} 
\epsilon_1 & \text{for } z \geq d/2, \\
\epsilon_{\text{ML}} & \text{for } -d/2 < z < d/2, \\
\epsilon_b & \text{for } z < -d/2.
\end{cases}
\]

Introducing the Fourier transform of \(\phi\) with respect to the in-plane coordinates \(\rho\), equation (2) becomes

\[
\frac{d}{dz} \left[ \kappa(z') \frac{d\phi(q; z', z')}{dz'} \right] - \kappa(z')q^2 \phi(q; z', z') = -\frac{4\pi \epsilon}{\Lambda} \delta(z - z'),
\]

where we require the global solution to be continuous and its derivative to be piecewise continuous with a jump of \(-4\pi \epsilon/A\) at \(z = z'\). This equation is then solved for \(z = z' = 0\), denoting the fact that electrons and holes in ML-TMDs are restricted to move in the mid-plane since they are governed by the \(d\)-orbitals of the transition-metal atoms. Having found the potential \(\phi(q; 0, 0)\) in this way, one can use equation (1) to calculate the bare Coulomb interaction \(V(q) = \epsilon \phi(q; 0, 0)\) between two electrons in the \(xy\)-plane (\(z = z' = 0\)). The non-local dielectric function follows

\[
\epsilon_{\text{d,}\text{s}}(q) = \frac{1 - p_b p_b e^{-2qd}}{1 + (p_b + p_b)e^{-qd} + p_b p_b e^{-2qd}}.
\]

(5)

\(p_j\) is the polarization due to the dielectric contrast between the ML and the bottom/top layer (\(j = b/t\)),

\[
p_j = \frac{\epsilon_{\text{ML}} - \epsilon_j}{\epsilon_{\text{ML}} + \epsilon_j}.
\]

(6)

The second approximated form of the non-local dielectric function is achieved by taking the limit \(qd \ll 1\) in the step-like model. This approach was originally taken by Rytova and then by Keldysh to study thin semiconductor films [64, 65]. One can then simply expand the form of \(\epsilon_{\text{d,s}}(q)\) in powers of \(qd\), which to linear order yields

\[
\epsilon_{\text{RK}}(q) \approx \frac{\epsilon_1 + \epsilon_b}{2} + r_0 q d.
\]

(7)

The parameter \(r_0\) describes a geometric correction due to the dielectric contrast between the ML and the surrounding materials,

\[
r_0 = \frac{\epsilon_{\text{ML}} d}{2} \left(1 - \frac{\epsilon_1^2 + \epsilon_b^2}{2\epsilon_{\text{ML}}^2}\right).
\]

(8)

It is this contrast that gives rise to a nonhydrogenic Rydberg series of neutral excitons. The dielectric function equation (7) has also been derived by Cudazzo et al for a strictly 2D layer \((d = 0)\) with in-plane polarizability \(\chi_{2D}\), where \(r_0 = 2\pi \chi_{2D}[69]\). The advantage of using \(\epsilon_{\text{RK}}(q)\) is that it yields a compact form for the real-space Coulomb potential in the mid-plane of the ML,

\[
V(r) = \frac{A}{4\pi^2} \int d^2 q \ V(q) e^{iq\cdot r} = e^2 \int_0^{R_0} dq J_0(qr) \frac{\epsilon(q)}{\epsilon_{\text{d}}(q)}.
\]

(9)

where \(J_0\) is the zeroth-order Bessel function. Substituting equation (7) in this integral, one gets the celebrated Rytova–Keldysh potential [64, 65, 69]

\[
V_{\text{RK}}(r) = \frac{e^2}{r_0} \left[ H_0 \left( \frac{er}{r_0} \right) - Y_0 \left( \frac{er}{r_0} \right) \right],
\]

(10)

where \(H_0\) and \(Y_0\) are the zero-order Struve and Neumann special functions, and \(\epsilon = (\epsilon_1 + \epsilon_b)/2\).

In spite of the recent popularity of the Rytova–Keldysh dielectric function [32, 43, 70–88], one should bear in mind that it is a correct description at macroscopic distances compared to the lattice constant \((r \gg a)\). This problem is sharpened in ML-TMDs wherein the lattice constant is comparable to the thickness of the ML, and both are not excessively smaller than the Bohr radius. As a result, one has to introduce a short-range correction to the Coulomb potential in the range \(r \sim d\), in which local exchange and correlation effects still do not play a significant role [43, 84]. This correction is especially crucial for the description of few-body complexes due to their strong dependence on short-range interactions. For example, the binding energy of the trion (a three-body bound complex) is the difference in energy between that of the complex and that of an exciton plus a faraway third particle (electron or hole). At large distances, the interaction between the neutral exciton and the third charged particle is dipolar in nature and decays fast \((\sim 1/r^2)\). The contribution to the binding energy of trions

\[\text{Figure 3. Geometries considered to describe a ML-TMD sandwiched between two materials with the dielectric constants } \epsilon_1 (\text{top}) \text{ and } \epsilon_b (\text{bottom}); (a) ML-TMD described as a dielectric medium of thickness } d \text{ with } \epsilon_{\text{ML}}, (b) \text{ML-TMD described as three atomic layers with polarizabilities } \chi_+ \text{ for the central layer of Mo/W atoms and } \chi_- \text{ for the top and bottom layers of S/Se/Te atoms (recall figure 1(e)).} \]
and other few-body complexes is therefore governed by inter-particle interactions at short distances. Indeed, when using equations (5) or (7) to calculate trion states, one finds a strong dependence of their binding energies on whether the ML is encapsulated in hexagonal boron nitride (hBN), supported on SiO
2, or suspended in air [89]. Empirically, however, the situation is reversed: the binding energy of trions in MoSe
2 and WSe
2, for example, have been repeatedly measured in various configurations showing that they are only slightly affected by the identity of the dielectric materials below and above the ML [41, 42, 59, 90–93]. This behavior can only be reasoned if the binding of trions is governed by the Coulomb interaction inside the ML.

The previous discussion suggests that the dependence of the non-local dielectric function on the environment, as provided by equations (5) or (7), should be mitigated. The third approximated form of \( \epsilon_d(q) \) is derived by taking strides in this direction, where the system is viewed as consisting of three atomic sheets that represent a ML-TMD embedded between top and bottom dielectric layers, as shown in figure 3(b). The central atomic sheet is that of Mo/W atoms while the top and bottom ones are of S/Se/Te atoms. In analogy to the approach by Cudazzo et al [69], the central atomic sheet has an in-plane polarizability \( \chi_+ \) and the top and bottom ones are assigned an in-plane polarizability of \( \chi_- \). These polarizabilities give rise to the effective dielectric constant of the ML. Writing the Poisson equation in cylindrical coordinates for the bare Coulomb potential of a point charge in this configuration yields

\[
\nabla [\kappa(z) \nabla \phi(\rho - \rho'; z, z')] = -4\pi \delta(\rho - \rho') \delta(z - z') - 4\pi n_{\text{mol}}(\rho, z)
\]

with the relative dielectric constant

\[
\kappa(z) = \begin{cases} 
\epsilon_t & \text{for } z > d/2, \\
1 & \text{for } -d/2 < z < d/2, \\
\epsilon_b & \text{for } z < -d/2.
\end{cases}
\]

The induced charge density,

\[
n_{\text{mol}}(\rho, z) = \left[ \delta(z) \chi_+ + \delta(z - d/4) \chi_- + \delta(z + d/4) \chi_- \right] \nabla_\rho^2 \phi(\rho; z, z').
\]

is in turn related to the potential \( \phi(\rho; z, z') \). After Fourier transformation with respect to \( \rho \), equation (11) becomes

\[
\frac{1}{k^2} \left[ \kappa(z) \frac{1}{4\pi^2} \frac{\sin(kd/2)}{k} - \kappa(z) A^2 \phi(q; z, z') \right] = -\frac{\omega^2}{2\pi^2} \delta(z - z') + 4\pi^2 \left[ \delta(z) \chi_+ + \delta(z - d/4) \chi_- + \delta(z + d/4) \chi_- \right] \phi(q; z, z').
\]

Fixing \( z' = 0 \), one can now solve equation (14) for \( \phi(q; z, 0) \) with the boundary conditions that \( \phi(q; z, 0) \) is continuous and its derivative to be piecewise continuous with jumps of \( 4\pi^2 \left[ \delta(z + d/4) \phi(q; z, 0) - \delta(z - d/4) \phi(q; z, 0) \right] \) at \( z = \pm d/2 \) and of \( 4\pi^2 \chi_- \phi(q; \pm d/4, 0) \) at \( z = \pm d/4 \). Then, \( \phi(q; 0, 0) \) yields the Coulomb interaction given by equation (1), where the static dielectric function is now given by

\[
\epsilon_{3}(q) = 1 + \frac{q_{\perp}^2}{\epsilon_{t}} + \frac{N_{t}(q) - N_{b}(q)}{D_{t}(q)}
\]

with

\[
D_{t}(q) = 1 + q_{\perp}^2 - q_{\perp}^2 (1 + P_{t}) e^{-q_{\perp}^2/D_{t}(q)},
\]

\[
N_{t}(q) = 1 + q_{\perp}(1 + q_{\perp} + [(1 - P_{t})(1 - q_{\perp}^2)]) e^{-q_{\perp}^2/D_{t}(q)} + (1 - q_{\perp}^2)(1 - q_{\perp}^2) P_{t} e^{-q_{\perp}^2/D_{t}(q)}
\]

\[
N_{b}(q) = 1 + q_{\perp}(1 + q_{\perp} + [(1 - P_{b})(1 - q_{\perp}^2)]) e^{-q_{\perp}^2/D_{b}(q)} + (1 - q_{\perp}^2)(1 - q_{\perp}^2) P_{b} e^{-q_{\perp}^2/D_{b}(q)}
\]

\[
\ell_{\pm} = 2\pi \chi_{\pm} and \ P_{t} = (\epsilon_{t} - 1)/\epsilon_{t} + 1 for j = 1b.\]

In the strict 2D limit \( d = 0 \), equation (15) reduces to equation (7) where the polarizability parameter follows \( n_{t} = \ell_{t} + 2\ell_{-} \). The use of the dielectric function in equation (15) is more accurate when describing few body systems such as trions [89]. For neutral excitons, however, the use of any of the other forms for the dielectric function is also acceptable since the main correction introduced by equation (15) is for the short-range part of the potential [89].

The results in the following parts use equations (15) and (16) for the non-local dielectric function. We use the parameters in [89], where \( d = 0.6 \) nm for all ML-TMDs, \( \ell_{\pm} = 5.4d \) for ML-WSe
2, \( \ell_{\pm} = 5.9d \) for ML-WSe
2, and \( \ell_{\pm} = 7.1d \) for ML-MoS
2. We simulate three configurations in which the ML is encapsulated in hBN (\( \epsilon_{t} = \epsilon_{t} = 3.8 \) leading to \( P_{t} = 0 = 14/19 \)), supported on SiO
2 (\( \epsilon_{b} = 2.1 \) and \( \epsilon_{t} = 1 \) leading to \( P_{b} = 11/31 \) and \( P_{t} = 0 \)), or suspended in air (\( \epsilon_{b} = \epsilon_{t} = 1 \) leading to \( P_{b} = P_{t} = 0 \)). The chosen values of all parameters are explained in [89]. Next, we discuss how the bare Coulomb interaction changes by the presence of other charge carriers.

4. Dynamical screening in monolayer transition-metal dichalcogenides

In the presence of a background of charge carriers (for example, induced by a gate voltage), the bare interaction is replaced with the dynamically-screened potential [94, 95]

\[
W(q, \omega) = \frac{2\pi e^2}{A d_{e}(q)} \cdot \frac{1}{\epsilon(q, \omega)}
\]

where \( \omega \) is the angular frequency and \( \epsilon(q, \omega) \) is dynamical dielectric function. Note that \( \epsilon_d(q) \) is not related and should not be confused with the static limit \( \omega \rightarrow 0 \) of the dynamical dielectric function. The role of the non-local dielectric function, \( \epsilon_d(q) \), is to capture the \( q \)-dependence of the effective dielectric constant due to material parameters of the ML and its surrounding [79, 81]. The dynamical dielectric function, on the other hand, describes the response of the delocalized electrons (or holes) in the ML to a test charge, and in the limit of zero charge density we get \( \epsilon(q, \omega) \rightarrow 1 \).

We discuss the forms of the dynamical dielectric function in the long-wavelength and shortwave limits. The former limit corresponds to intravalley charge excitations whose wavelength is much longer than the lattice constant, governed by electrons that cross the Fermi surface with small crystal momentum transfer and thus occur within the same valley (\( qa \ll 1 \)). The shortwave limit, on the other hand, corresponds to intervalley charge excitations through which electrons are scattered between a populated state in one valley and an empty state in another. Hereafter, we assign \( q = K_{0} + \bar{q} \) where \( K_{0} \)
The form in equation (18) is the wavevector that connects the valley centers, implying that $K_0 = 0$ in the long-wavelength limit, while $K_0 \gg q$ in the shortwave limit. Using the random-phase approximation (RPA) [96–99], the dynamical dielectric function can be expressed as [100]

$$
\epsilon(q, \omega) = 1 - \frac{2\pi^2}{\hbar \epsilon(q, \omega)} \frac{\chi(q, \omega)}{\eta},
$$

where $\chi(q, \omega)$ is the density response function and $\eta$ is a scalar that jumps together local-field effects (umklapp processes) [101, 102]. Starting with the long-wavelength limit, the density response function has the standard RPA form

$$
\chi(q, \omega) = 2 \sum_k \frac{f(\varepsilon_k) - f(\varepsilon_{k+q})}{\hbar \omega - \varepsilon_k + \varepsilon_k + i\delta},
$$

(19)

The pre-factor 2 corresponds to spin-conserving transitions between spin-up or spin-down states. The $f$-terms in the numerator are Fermi–Dirac distribution functions. Assuming parabolic energy dispersion relation, $\varepsilon_k = \hbar^2 k^2 / 2m_e$, the only dependence of the density response function on the underlying band structure is through the effective mass, $m_e$.

The shortwave limit in ML-TMDs is modeled as a two-valley system, as shown in figure 4. The valleys are centered around distinct time-reversed points in the Brillouin zone (BZ), marked by $K$ and $-K$. The amplitude of the wavevector that connects the valley centers is $K_0 = 4\pi / 3a$, where $a \approx 3.2$ Å is the lattice constant (distance between neighboring transition-metal atoms). Each of the valleys is spin-split, where $\Delta$ is the spin splitting energy at the valley center.

We assume parabolic energy dispersion for electronic states, $\varepsilon_{b,k} = \hbar^2 k^2 / 2m_b$ and $\varepsilon_{c,k} = \hbar^2 k^2 / 2m_c$, where $m_b$ and $m_c$ are the effective masses in the bottom and top valleys, respectively. The RPA expression of the density response function in this two-valley system reads [100]

$$
\chi(q, \omega) = \sum_{k,m} \frac{f(\varepsilon_{b,k}) - f(\varepsilon_{c,k+q} + \Delta)}{-\hbar \omega + \varepsilon_{b,k} + i\delta} \left(1 - \frac{\Delta + \varepsilon_{b,k} + \varepsilon_{c,k} - \varepsilon_{b,k}}{-\hbar \omega + \varepsilon_{b,k} + i\delta}\right),
$$

(20)

$\nu = \{0, 1\}$ are the two spin configurations that contribute to intervalley excitations (see arrows in figure 4).

Next, we discuss the local-field effect parameter $\eta$ in equation (18). Its general form follows [100]

$$
\frac{1}{\eta} = \sum_{G} \frac{V_{q+G}}{V_q} |F(q + G)|^2,
$$

(21)

where the sum runs over reciprocal lattice vectors ($G$), and

$$
F(q + G) = \langle K_f | e^{i(q+G)\rho} | K_i \rangle.
$$

(22)

$|K_i\rangle$ and $|K_f\rangle$ are the valley-center states. When dealing with intravalley excitations, $K_i = K_f = \pm K$ and we get $\eta \sim 1$ because the ratio $V_{q+G}/V_q$ in equation (21) is negligible when $G \neq 0$. That is, local-field effects do not play a significant role when the excitation wavelength is much longer than the lattice constant ($qa \ll 1$).

The behavior changes in the shortwave limit for which $q \sim K_0$, $K_i = -K$ and $K_f = K$. In this limit, the ratio $V_{q+G}/V_q$ in equation (21) is no longer negligible because $K_0$ is comparable to $|K_0 + G|$ for the first few umklapp processes (when the amplitude of $G$ is comparable to that of the reciprocal lattice vectors). As shown in [100], $\eta \sim 0.2$ in electron-doped ML-TMDs and $\eta \sim 0.47$ in hole-doped ML-TMDs. The reason for the difference stems from the orbital composition of states in the conduction and valence bands. The orbital $d_z$ of the transition-metal atom is dominant in the bottom of the conduction band, while the orbital $d_{(x^2-y^2)}$ is dominant in the top of the valence band.

Finally, we discuss the form of the non-local dielectric function in equation (18). In the long-wavelength limit, $\epsilon_d(q)$ can be described by equations (5), (7) or (15) since all of these forms converge to the same value when $q \to 0$. In the shortwave limit, we approximate the non-local dielectric function by

$$
\epsilon_d(|K_0 + G|) \approx 1 + (\epsilon_d(K_0) - 1) \left(\frac{K_0}{|K_0 + G|}\right)^P.
$$

(23)

The power-law parameter $P$ denotes how fast the non-local dielectric function decays to unity because of the vanishing induced non-local potential when $G \to \infty$. The form in equation (23) is extracted from the results of DFT calculations in ML-MoS2 [79, 81], where $\epsilon_d(K_0 \approx 1.3 \text{ Å}^{-1}) \approx 2.5$ and the power-law is about quadratic ($P \approx 2$). Note that unlike the long-wavelength case, the materials below and above the ML do not affect the value of $\epsilon_d(K_0)$ because of the shortwave nature of $K_0$ (e.g. $K_0d \sim 7.8$ where $d \approx 0.6$ nm is the thickness of the ML).
5. Plasmons in monolayer transition-metal dichalcogenides

Plasmons, collective charge-density oscillations, can arise as the electromagnetic response in solid-state systems because of the Coulomb interaction between electrons [96–99, 103–110]. The energy dispersion of plasmons is found by looking for values \( \omega \) as a function of \( \mathbf{q} \) for which the dynamically-screened potential diverges (i.e. \( \epsilon(q, \omega(q)) = 0 \)).

5.1. Intravalley plasmons

Long-wavelength/intravalley plasmons are studied through equation (18) with \( \eta = 1 \) and using equation (19) for the density response function. Focusing on the zero-temperature case, the sum over \( \mathbf{k} \) in equation (19) can be handled analytically because the Fermi–Dirac distributions become step functions. The condition \( \epsilon(q, \omega(q)) = 0 \) yields the well-known energy dispersion relation of 2D plasmons in the long-wavelength limit [94],

\[
h \omega(q) = \sqrt{\frac{2 \epsilon_F e^2 \epsilon(q)}{\epsilon_d(q)}},
\]

where \( \epsilon_F \) is the Fermi energy. The energy dispersion relation of intravalley plasmons is gapless, \( h \omega(q \to 0) = 0 \), which is different from that of a 3D system wherein the plasmon energy is finite when \( q \to 0 \). This difference can be understood by considering the nature of the charge excitation. A charge-wave profile in a 2D (3D) electron gas can be viewed as parallel wires (planes) with alternating charges (\( \ldots - + - + - + \ldots \)). The restoring force between charged wires depend on their distance, while the restoring force between infinite planes does not. This difference leads to the \( q \)-dependent (\( q \)-independent) plasmon frequency in a 2D (3D) system.

In the context of optical transitions in semiconductors, long-wavelength plasmons screen the electron–hole attraction and reduce the band-gap energy by assisting electrons (or holes) of similar spins to avoid each other. These effects will be further explained in section 6.

5.2. Intervalley plasmons

Whereas the intravalley plasmons introduced above and their effects on optical properties of ML-TMDs are conceptually similar to other conventional semiconductors [95], the additional valley degree of freedom gives rise to a second species of plasmons, shortwave/intervalley plasmons [25]. These plasmons originate from the short-range Coulomb potential through which electrons transition between valleys.

Figure 5 shows \textit{ab initio}-based model calculations of the electron energy loss spectroscopy (EELS) spectrum, measuring the imaginary part of the inverse dielectric function, for hole-doped MoS\(_2\), without and with SOC [111]. Here, the momenta are along the \( \Gamma - K \) path in the Brillouin zone and the pronounced maxima in the EELS spectrum correspond to plasmon modes. Due to the hole doping, the mechanism described above now involves the valence band instead of the conduction band, but remains otherwise the same: for finite SOC, one can clearly distinguish between the gapless long-wavelength intravalley mode at \( \Gamma \) and the gapped shortwave intervalley mode at \( K \), corresponding to the spin-splitting energy of the valence band. Note that in the absence of SOC, the intervalley mode at \( K \) remains gapless. In contrast to the long-wavelength plasmons, shortwave plasmons can give rise to optical signatures absent in conventional semiconductors as will be discussed in section 9.

A compact way to model the energy dispersion relation of intervalley plasmons is to assume parabolic energy bands, and use equation (18) for the dynamical dielectric function and equation (20) for the density response function. One can then find that intervalley plasmons play an important role in ML-TMDs when the parameter

\[
\alpha_0 = \frac{1}{\eta K_0 \epsilon_d(K_0) \hbar^2}
\]

is not much smaller than unity [100]. As we will show, the reason is that intervalley plasmons can propagate without damping in the range \( \tilde{q} \ll q_{\text{max}} \), where \( q_{\text{max}} \) is commensurate with both \( \alpha_0 \) and the charge density. The damping-free propagation range is defined by the solution of \( \epsilon(q, \omega(q)) = 0 \) for which \( \omega(q) \) is a real-value plasmon frequency.

To derive the dispersion of intervalley plasmons and to find their damping-free propagation range, we focus on the zero-temperature case, in which the sum over \( \mathbf{k} \) in equation (20) can be handled straightforwardly (the Fermi–Dirac distributions become step functions). The solution for \( \epsilon(q, \omega(q)) = 0 \) yields compact analytical results in two cases [100]. The first

---

**Figure 5.** The intervalley Coulomb interaction in ML-TMDs. (a) and (b) Model calculations of the electron energy loss spectroscopy (EELS) spectra for hole-doped MoS\(_2\) without and with SOC, respectively. Reprinted with permission from [111], copyright 2016 by the American Physical Society.
one is for the mode \( \tilde{q} = 0 \), corresponding to intervalley transitions with wavenumber \( K_0 \),

\[
h\omega_i(q=0) = \sqrt{\Delta^2 + \frac{2(\gamma - c_0)\beta}{\gamma - 1}\Delta\varepsilon_F + \frac{(\gamma - c_0)^2\beta^2}{\gamma - 1}\varepsilon_F^2}, \tag{26}
\]

where \( \beta = m_b/m_i - 1 \) is the valley mass asymmetry, \( \gamma = \exp(\beta/\alpha_0) \), and \( c_0 = 0 \) when \( \varepsilon_F < \Delta \) or \( c_0 = (\varepsilon_F - \Delta)/(\beta + 1)\varepsilon_F \) when \( \varepsilon_F > \Delta \). In mass symmetric valleys where \( m_b = m_i \) leads to \( \beta = 0 \) and \( \gamma = 1 \), we get that \( \beta/(\gamma - 1) \rightarrow \alpha_0 \) and accordingly \( h\omega_i(q=0) \rightarrow \sqrt{\Delta^2 + 2(1 - c_0)\alpha_0\Delta\varepsilon_F} \).

The second case where we can find a compact analytical result is when \( \varepsilon_F \ll \Delta \). In this regime, the contribution from the term \( \nu = 1 \) in equation (20) can be neglected because it is far off the plasmon resonance. The energy dispersion relation of intervalley plasmons in this case reads

\[
h\omega_i(q) \approx \Delta + \frac{\gamma \beta}{\gamma - 1}\varepsilon_F + \left( \frac{\gamma - 1}{\beta} + \gamma \right)\varepsilon_F q, \tag{27}
\]

and the damping-free propagation range is limited to

\[
\tilde{q} \lesssim \frac{\beta}{\gamma - 1}\frac{k_F}{\beta + 1}, \tag{28}
\]

where \( k_F \) is the Fermi wavenumber. In mass symmetric valleys, where \( \beta = 0 \) and \( \gamma = 1 \), we get that \( \tilde{q} \lesssim \alpha_0 k_F \). The validity of equations (27) and (28) degrades as \( \varepsilon_F \) continues to grow because the effect of the spin-splitting energy is slowly washed-out. The main changes are a somewhat smaller plasmon frequency and a narrower damping-free propagation range [100].

### 5.3. Single-plasmon pole (SPP) approximation

The SPP approximation is a compact way to replace the relatively cumbersome RPA excitation spectrum by a single collective mode, \( \omega_q \). As will be shown in the next section, the SPP approximation allows one to obtain analytical results for the self-energies of electrons or holes through which the band-gap renormalization is calculated.

The dynamically screened potential in the SPP approximation reads,

\[
\tilde{W}_i(q, \omega) = \frac{V_q}{\varepsilon_i(q, \omega)} = \frac{2\pi e^2}{\hbar^2} \left( 1 + \frac{r_i(q)}{\omega^2 - \omega_i^2(q)} \right). \tag{29}
\]

The index \( i = \ell \) or \( i = s \) denotes whether we deal with the long-wavelength limit where \( q = \mathbf{q} \) or the shortwave one where \( q = K_0 + \mathbf{q} \). The plasmon-pole frequency is denoted by \( \omega_i \), and \( r_i(q) \) is the residue that represents the weight carried by the summation over \( k \) in the density response function. The residue can be found from the asymptotic behavior of the RPA dielectric function at high-frequencies,

\[
\text{Re} \left\{ \varepsilon(q, \omega \rightarrow \infty) \right\} = 1 - \frac{2\pi e^2}{\hbar^2\varepsilon_i(q)} \frac{\chi(q, \omega \rightarrow \infty)}{\eta} = 1 - \frac{r_i(q)}{\omega^2}. \tag{30}
\]

Alternatively, employing the Kramers–Kronig relation, the residue can also be extracted from the conductivity sum-rule,

\[
r_i(q) = 2\int_0^\infty d\omega \omega \text{Im} \left\{ \varepsilon(q, \omega) \right\}. \tag{31}
\]

Starting with the long-wavelength limit (\( q = \mathbf{q} \)), we assign \( \eta = 1 \) and use equation (19) for the density response function. We then get that

\[
r_i(q) = \omega_i^2(q) = \frac{2\pi^2 e^2 q}{\hbar^2\varepsilon_i(q)}. \tag{32}
\]

Repeating the analysis for the shortwave limit (\( q = K_0 + \mathbf{q} \)) by using equation (20) for the density response function, we get that [100]

\[
r_i(q) = \frac{2\pi e^2}{\hbar^2\varepsilon_i(q)} \left( 1 - \frac{\varepsilon_0}{1 + \beta} \right) \delta(q) + \frac{\beta(1 - c_0)^2}{2}. \tag{33}
\]

where \( c_0 \) and \( \beta \) were defined after equation (26). Local field effects are lumped together in the parameter \( \alpha_0 \propto \eta^{-1} \).

The single collective mode, \( \omega_i(q) \), is found from comparing the static limits of the RPA and SPP dielectric functions,

\[
1 - \frac{2\pi e^2}{\hbar^2\varepsilon_i(q)} \frac{\chi(q, \omega = 0)}{\eta} = 1 - \frac{r_i(q)}{\omega_i(q)} = r_i(q). \tag{34}
\]

In the long-wavelength case (\( q = \mathbf{q} \)), a straightforward calculation yields [112–115]

\[
\omega_i^2(q) = \left( 1 + \frac{q}{\kappa(q)} \right) \omega_t^2(q) + C_{\text{eff}}^2 q. \tag{35}
\]

where \( C_{\text{eff}} \) is a constant of the order of unity needed to compensate for the fact that the static approximation typically overestimates the screening effect. \( \kappa(q) \) is the screening length [116],

\[
\kappa(q) = g_1 g_2 \frac{e^2 m_b}{\hbar^2\varepsilon_i(q)} \left[ 1 - \sqrt{1 - \left( \frac{2k_F}{q} \right)^2} \Theta(q - 2k_F) \right]. \tag{36}
\]

\( g_1 = 1 \) and \( g_2 = 2 \) are the spin and valley degeneracies, respectively, \( m_b \) is the effective mass of an electron in the conduction-band bottom valley. In hole-doped systems, this mass is replaced with that of the valence-band top valley. Omitting the term in square brackets on the right-hand side of equation (36) amounts to the Thomas–Fermi approximation of an ideal 2D system. However, this approximation overestimates the screening, leading to unphysical results where the screening length is independent of the charge density. The static RPA model resolves this problem, where the screening length is suppressed when the wavenumber is larger than \( 2k_F \).

Repeating the calculation of equation (34) in the shortwave limit (\( q = K_0 + \mathbf{q} \)), we get that [100]

\[
\omega_i^2(q) = r_i(q) \left[ 1 + \frac{\varepsilon_q}{\Sigma_0} \left( 1 + \frac{1 + |\beta| R(\varepsilon_q(1 + |\beta|\varepsilon_q - |\beta|\varepsilon_q))}{1 + |\beta| |\varepsilon_q - \Delta| R(-\varepsilon_q + |\beta|\varepsilon_q - |\beta|\varepsilon_q))^{-1} \right) \right], \tag{37}
\]

where

\[
\Sigma_0(\varepsilon_1, \varepsilon_2, \varepsilon_3) = \frac{1}{(\Delta + \varepsilon_1 + |\beta|\varepsilon_3)^2 - 4\varepsilon_2 \varepsilon_3 - (\Delta + \varepsilon_1 - |\beta|\varepsilon_3)}{\Delta + |\beta|\varepsilon_3 - 2\varepsilon_2}. \tag{38}
\]
In mass symmetric or nearly symmetric systems ($\beta \to 0$ and $\epsilon_z = \epsilon_{bq} = \epsilon_{aq}$), we can simplify equation (37) when $\Delta \gg \epsilon_F, \epsilon_q$ and write

$$h^2 \omega_{zs,q}^2 = h^2 \omega_{s}^2(q = 0)$$

$$+ 2(1 + c_0) \left( \frac{\Delta^2}{1 - (1 + c_0)^2} \right) \epsilon_q.$$  

(39)

$$h\omega_{s}(q = 0) = \sqrt{\Delta^2 + (1 - (1 + c_0))^2 \epsilon_q}$$  

is the original plasmon frequency (see discussion after equation (26)). Similar to the long-wavelength case [113], the pole and plasmon frequencies coincide when $q = 0$ (or $\epsilon_q = 0$).

6. Band-gap renormalization

The band-gap renormalization (BGR) describes how the single-particle band structure is renormalized by the background charge plasma. The BGR has contributions from intravalley and intervalley charge excitations in the long-wavelength and shortwave regimes, respectively.

Using the finite-temperature Green’s function formalism [117], we quantify the BGR through the self-energy under the $GW$-approximation

$$\Sigma_{ij}(k, z) = -k_B T \sum_{q'} G^\phi(k - q, z') \tilde{W}(q, z - z').$$  

(40)

$G^\phi$ is the unperturbed propagator (Green’s function) of the charged particle, and $\tilde{W}$ is the dynamically-screened potential. As before, the index $i = \ell$ or $i = s$ denotes whether we consider the potential in the long-wavelength limit where $q = q$ or the shortwave limit where $q = K_0 + q$. The index $j = b$ or $j = t$ denotes whether we evaluate the self-energy of states in the bottom or top valleys. When the self-energy is due to intravalley virtual transitions, $i = \ell$, we assign $j = j'$. On the other hand, we assign $j = b$ and $j' = t$ or vice versa when $i = s$ because the self-energy of a state in the bottom (top) valley of the $K$-point is affected by intervalley virtual transitions to the top (bottom) valley of the $-K$ point (figure 4).

Other parameters in equation (40) are $z$ and $z'$, which denote odd (Fermion) imaginary Matsubara energies, $(2\ell + 1)\pi k_B T$, where $\ell$ is an integer and $k_B T$ is the thermal energy. The self-energy can be evaluated by making use of the following substitutions. The sum over $z'$ is transformed into a contour integration in the complex plane by using the identity

$$k_B T \int_{z'} A(z') = \oint_{C} \frac{dz'}{2\pi i} \frac{A(z')}{\exp(z'/k_B T) + 1}. $$  

(41)

The unperturbed Green’s function is

$$G^\phi_{ij}(k - q, z') = \frac{1}{z' - \epsilon_{j'k} - \Delta \delta_{j'k} + \mu},$$  

(42)

where $\mu = \mu_0 + \Sigma_{ij}(kF, \epsilon_F - \mu_0)$ is the renormalized chemical potential, and $\mu_0$ is the temperature- and density-dependent chemical potential of the non-interacting electron or hole gas. Finally, we employ the SPP approximation (equation (29)) for the screened potential and make use of its spectral representation,

$$\tilde{W}(q, z - z') = V_q \left( 1 - \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \frac{e^{-\omega^2}}{z - z' - \omega} \right).$$  

(43)

6.1. BGR due to intravalley Coulomb excitations

Making use of equations (41)–(43) and the residue theorem, we quantify the self-energy in equation (40). In the long-wavelength limit ($q = q$), we can break the resulting BGR into contributions from screened-exchange and Coulomb-hole energies [95].

The former is denoted by

$$\Sigma^{\alpha}_{ij}(k, \epsilon_j, - \epsilon_j - i\delta) = -\sum_{q} \tilde{W}_q(q, \epsilon_{j'k} - \epsilon_j) f_{j'}(\epsilon_{j'k} + \Delta \delta_{j'i}),$$  

and the latter by

$$\Sigma^{\beta}_{ij}(k, \epsilon_j, \epsilon_j - i\delta) = \sum_{q} \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \operatorname{Im} \left\{ \frac{1}{\epsilon_q(q, \omega)} \right\} hV_q g(\omega)$$  

(45)

where $\omega$ is analytically continued from the imaginary (Matsubara) energy axis to the real one. $f(x)$ and $g(x)$ are Fermi–Dirac and Bose–Einstein distributions, respectively. $k$ and $q$ are measured with respect to the valley center.

Starting with the screened-exchange energy when $T \to 0$, we substitute equation (29) into equation (44) and get that

$$\Sigma^{\alpha}_{ij}(k, \epsilon_j, - \epsilon_j + i\delta) = \frac{2\pi e^2}{\Lambda}$$  

$$\sum_q \Theta(k_Fj - |k - q|) \frac{\epsilon_{j'k, q} - \epsilon_j}{\epsilon_{j'k, q} - \epsilon_j - \hbar^2 V_q} \frac{\hbar^2 r_F(q)}{\epsilon_{j'k, q} - \epsilon_j - \hbar^2 \omega_{s,q}^2}.$$  

(46)

$k_F$ is the Fermi wavenumber in the top ($j = \ell$) or bottom ($j = b$) valleys. The Fermi wavenumber is nonzero only for populated valleys, where electron populated conduction-band valleys shift down in energy and hole populated valence-band valleys shift up. Substituting equations (32) and (35) for the residue and plasmon-pole frequency, and considering the limit $q \to 0$, we can neglect the recoil energy term $\langle \epsilon_{j'k, q} - \epsilon_j \rangle^2$ in equation (46) and the last term in equation (35) due to their quartic wavevector dependence. Converting the sum to an integral, we get that

$$\Sigma_{j,\epsilon} \equiv \Sigma^{\alpha}_{ij}(k, \epsilon_j, - \epsilon_j + i\delta) \approx -\frac{\pi \hbar^2 n_j}{2m_j} = - \frac{1}{2} \epsilon_{F,j}.$$  

(47)

The $k$-dependence of the screened exchange energy is neglected because the Fermi wavenumber is typically much smaller than the screening length in 2D systems (equation (36)). We can then assume a rigid energy shift, so that $\Sigma_{j,\epsilon} \approx -\epsilon_{F,j}/2$ for all low-energy states in the $j$ valley. Unpopulated valleys for which $\epsilon_{F,j} = 0$ are not affected by the screened exchange.

Next, we evaluate the Coulomb-hole energy due to long-wavelength plasma excitations (equation (45)). It is by far the dominant contribution to the BGR. The term Coulomb-hole refers to the lack of charge next to a charged particle due to
Pauli exclusion principle, and should not be confused with valence-band holes. Using Dirac’s identity theorem,
\[
\int_a^b \frac{f(x)}{x+\delta x} \, dx = -i\pi f(0) + P \int_a^b \frac{f(x)}{x} \, dx,
\]
the imaginary part of the screened-potential in equation (29) is the sum of two delta functions at \(\pm \omega_{\ell q}\), and we get
\[
\Sigma_{\ell q}^{\delta}(k, \epsilon_{jk} - \mu + i\delta) = \frac{\pi c^2}{A} \sum_q \frac{1}{q f_q(q)} \frac{\hbar \epsilon_q(q)}{\omega_{\ell q}} \times \frac{g(-\hbar \omega_{\ell q}) - g(-\hbar \omega_{\ell q} - \epsilon_{jk} - \epsilon_{jk} - q)}{-\hbar \epsilon_{jk} - \epsilon_{jk} - q - \hbar \omega_{\ell q}}.
\]
This result is further simplified at the band edge, \(\Sigma_{\ell q}^{\delta}(k, \epsilon_{jk} - \mu + i\delta) \approx \Sigma_{\ell q}^{\delta}(k = 0, \epsilon_{jk} = 0 - \mu + i\delta),
\[
\Sigma_{\ell q}^{\delta}(k, \epsilon_{jk} - \mu + i\delta) = \frac{\pi c^2}{A} \sum_q \frac{1}{q f_q(q)} \frac{\hbar \epsilon_q(q)}{\omega_{\ell q}} \times \frac{1 + g(\hbar \omega_{\ell q})}{\hbar \omega_{\ell q} + \epsilon_{jk} - \hbar \omega_{\ell q} - \epsilon_{jk}},
\]
where we have used the identity \(g(-x) = -1 - g(x)\), and introduced an integration cutoff \((q_c)\). The latter denotes the fact that plasmons whose energy is much larger than the Fermi energy experience Landau damping due to single-particle excitations. Unlike the screened-exchange contribution which depends on the Fermi–Dirac distribution, the Coulomb-hole energy is largely the same for populated and unpopulated valleys.

Figure 6. The Coulomb-hole contribution to the band-gap renormalization. (a) and (b) show the results for ML-WSe2 and ML-MoSe2, respectively. Solid (dashed) lines correspond to electron- (hole-) doped samples. The results are shown for MLs encapsulated in hBN, supported on SiO2, and suspended in air. (c) The effect of the correction parameter and cutoff energies on the Coulomb-hole energy. The results are shown for ML-MoSe2 supported on SiO2. The solid (dashed) lines correspond to \(C_{\text{eff}} = 4\) (\(C_{\text{eff}} = 0\)) in the plasmon-pole frequency (equation (35)). Each case shows three results that correspond to different cutoff energies in equation (51): \(\hbar^2 q_c^2 / 2m_0 = 0.05, 0.12\) and 1 eV from top to bottom (cyan, red, and black lines). (d) The effect of temperature in ML-MoSe2 supported on SiO2. The dashed line is calculated through equation (51) and the solid lines through equation (50). See text for details.
the polaron effect (interaction of the charged particles with the lattice through the Fröhlich interaction) [89]. Namely, $m_{b(i)} = (1 + \delta_p)m_{b(i)0}$ where $m_{b(i)0}$ is the bare band-edge effective mass and $\delta_p$ is the polaron parameter. The values of $m_{b(i)0}$ follow the DFT calculations in [57]: the effective masses in the top and bottom valleys of the conduction band in ML-WSe$_2$ (ML-MoSe$_2$) are $0.29m_0$ and $0.4m_0$ ($0.58m_0$ and $0.5m_0$), respectively. The effective masses in the top and bottom valleys of the valence band in ML-WSe$_2$ (ML-MoSe$_2$) are $0.36m_0$ and $0.54m_0$ ($0.6m_0$ and $0.7m_0$), respectively. The polaron parameters are $\delta_p = 0.17$ in ML-WSe$_2$ and $\delta_p = 0.25$ in ML-MoSe$_2$ [89]. The amplitude of $\delta_p$ is commensurate with the Born effective charge, which sets the amplitude of the Fröhlich interaction in the long-wavelength limit [118].

The main trend in figures 6(a) and (b) is that the BGR in ML-TMDs changes significantly when the charge density increases from zero to about $10^{12}$ cm$^-2$, and it starts to saturate at larger densities. This behavior does not change qualitatively when we use different values for the integration cutoff and correction to the plasmon-pole energy ($q$, and $C_{qg}$ in equation (51)). Figure 6(c) shows the Coulomb-hole contribution to the BGR when choosing different values for these parameters in electron-doped MoSe$_2$ supported on SiO$_2$. The solid (dashed) lines correspond to $C_{qg} = 4$ ($C_{qg} = 0$), where the results are shown for three cutoff energies: $\hbar^2 q^2_0/2m_0 = 0.05$, 0.12, and 1 eV. The term associated with $C_{qg}$ in equation (51) corresponds to the correction one has to introduce at large energies. The BGR is overestimated when $C_{qg} = 0$, especially if the integration cutoff energy is large.

Finally, figure 6(d) shows the BGR at room and cryogenic temperatures in electron-doped MoSe$_2$ supported on SiO$_2$. Here, we have used equation (50) to account for the temperature effect. The dashed line follows equation (51), corresponding to the zero-temperature and static-limit calculation that we have used in figures 6(a)–(c). Note that figure 6(d) shows the results for $n > 10^{12}$ cm$^-2$ because the Landau damping of plasmons is not adequately described by the above formalism when $\varepsilon \ll k_BT$. The main effect of the temperature is to mitigate the BGR, rendering it more gradual. The BGR at room- and low-temperature is similar when $\hbar \omega_{qT} \gg k_BT$.

### 6.2. BGR due to intervalley Coulomb excitations

In the shortwave limit, $\varepsilon \ll K_0$ and $q \ll \bar{q}$, we make use of the fact that $\bar{q} \ll K_0$ and rewrite equation (43) after using equation (48),

$$\tilde{W}_{ij}(q, z - z') \simeq V_{K_0} \left( 1 + \frac{\hbar^2 r_{ij}(q)}{(z - z')^2 - \hbar^2 \omega_{qT}^2} \right),$$

(52)

where $V_{K_0} = 2\pi e^2/\hbar c (K_0) K_0$. Making use of this SPP form, we break the self-energy in equation (40) into contributions from exchange and correlation [100]. The exchange contribution comes from the bare potential

$$\Sigma^I_{ij}(k, z) \simeq -k_BT \cdot V_{K_0} \sum_{q, z'} G^I_{ij}(k - q, z'),$$

(53)

and the correlation contribution comes from its dynamical part,

$$\Sigma^C_{ij}(k, z) \simeq -k_BT \cdot V_{K_0} \sum_{q, z'} \frac{\hbar^2 r_{ij}(q)}{(z - z')^2 - \hbar^2 \omega_{qT}^2} G^I_{ij}(k - q, z'),$$

(54)

Recall that $j = b$ and $j' = t$ or vice versa in the shortwave limit because the self-energy of a state in the bottom (top) valley is affected by intervalley virtual transitions to the top (bottom) valley, as shown in figure 4.

Replacing the sum over Matsubara frequencies with contour integration (equation (41)), and the Green’s function with equation (42), we get

$$\Sigma^I_{ij}(k, z) \simeq -\eta \varepsilon_T (\delta_{t, s} + \varepsilon_T \delta_{t, b}),$$

(55)

and

$$\Sigma^C_{ij}(k, z - \mu) \simeq \frac{\hbar}{2} \sum_{q} \frac{r_{ij}(q)}{\omega_{qT}} \left[ f(\varepsilon_{q,k'} - \mu - \omega_{qT}) + g(\varepsilon_{q,k'}) \right] - (\omega_{qT} \rightarrow -\omega_{qT}).$$

(56)

In ML-TMDs, the exchange-driven redshift of the top valley is about 1 meV per electron density of $n \sim 10^{12}$ cm$^-2$ in the bottom valley. For the correlation term, the sum is limited to the damping-free propagation range $q \ll q_{\max}$. Figure 7 shows the correlation contribution to the self-energy at the band edge ($k = 0$) for a system with the following parameters: $T = 10K$, $\varepsilon_T = 20$ meV, $\Delta = 30$ meV, $T_0 = 1.35$, $\eta = 0.2$, and the conduction-band effective masses of WSe$_2$ (see discussion of figure 6). The residue and plasmon-pole frequency, $r_{ij}(q)$ and $\omega_{qT}$, were calculated from equations (33) and (37). In addition, we have used the thermal energy for broadening, $\varepsilon_T = k_BT$. The self-energy of an electron in the top valley, $\Sigma^I_{ij}(k, E - \mu)$, includes resonance features below the continuum whose magnitude is about a few tens meV, as shown in figure 7(a). The singular region lies at the interval $- (\Delta - \varepsilon_{q,k'} - \omega_{qT} + \delta_{t, s}) < E < - (\Delta + \omega_{qT} - \delta_{t, s})$, where $q_{\max}$ is the largest possible value for damping-free plasmon propagation. The singularity arises from the Fermi-distribution term in the first expression of the square brackets in equation (56). The second term in square brackets does not lead to a resonance feature because $q_{\max} < k_F$ in this case, and hence $f(\varepsilon_{qT}) + g(-\omega_{qT}(q)) \simeq 0$ for the entire integration range.

### 6.3. Total BGR

Having all of the self-energy components and assuming a rigid energy shift, we evaluate the BGR from the continuum edge state, $k = 0$ and $\varepsilon_{b(i)k} = 0$. The dominant contribution comes from the Coulomb-hole energy, whereas the correlation energy due to intervalley plasmons is not effective at the band edge. The latter is denoted by $E = 0$ in figure 7, showing that the large resonance is only effective in the singular energy interval below the continuum edge. While this resonance does not lead to BGR, we will explain in section 9 how this singularity is manifested in the optical spectrum.

The charge-density-dependent energy difference between the edges of the bottommost valley in the conduction band and topmost valley in the valence band reads
of the spin-splitting energy in the conduction band reads
\[ E_{g,1} \approx E_{g,0} + 2\Sigma_{ch} - \left( \frac{1}{2} + \eta \right) \varepsilon_F, \]  
(57)

where \( E_{g,0} \) is the fundamental band-gap energy at zero density. \( E_{g,1} \) is relevant for direct-exciton optical transitions in Mo-based ML-TMDs, as well as for indirect and dark excitons in W-based ones (figure 1). The energy difference between the top conduction-band valley and topmost valence-band valley reads
\[ E_{g,2} \approx E_{g,0} + |\Delta_{e,0}| + 2\Sigma_{ch} - \delta \left( \frac{1}{2} + \eta \right) \varepsilon_F - (1 - \delta) \varepsilon_F, \]  
(58)

where \( \Delta_{e,0} \) is the spin-splitting energy in the conduction band due to spin–orbit coupling, and \( \delta = 1 \) (0) for hole- (electron-) doped conditions. \( E_{g,2} \) is relevant for direct-exciton optical transitions in W-based ML-TMDs, as well as for indirect and dark excitons in Mo-based ones (figure 1). The energy splitting between the top and bottom valleys in the conduction band can now be written as
\[ \Delta_e \approx E_{g,2} - E_{g,1} = |\Delta_{e,0}| + (1 - \delta)(1 - \eta) \left( \frac{1}{2} - \eta \right) \varepsilon_F. \]  
(59)

In hole-doped samples, we exchange the indices \( e \leftrightarrow v \) and recall that the value of \( \eta \) differs in these two doping cases [100].

The density-induced change in the spin-splitting energy may also be affected by the small difference between the Coulomb-hole energies of the top and bottom valleys because their effective masses differ. That is, one can employ equation (50) instead of (51) to calculate the Coulomb hole term, and accordingly replacing \( \Sigma_{ch} \) with \( \Sigma_{h,ch} \) in equation (57) and with \( \Sigma_{v,ch} \) in equation (58). As a result, a small component, \( 2(\Sigma_{v,ch} - \Sigma_{h,ch}) \), should also be added to equation (59).

7. Excitons in monolayer transition-metal dichalcogenides

One of the most attractive properties of ML-TMDs is the large binding energy of their excitons, stemming from the reduced dielectric screening when the ML is surrounded by low dielectric materials and from the relatively heavy masses of both electrons and holes (compared with the case of III–V semiconductors where the electron mass is small, \( m_e \gtrsim 0.1 m_0 \)). When electrons or holes are added to the ML through electrostatic doping (gate voltage), we have two competing effects because of the dynamically-screened Coulomb interaction in the long-wavelength limit. On the one hand, we have seen the large signature of the Coulomb-hole energy on the self-energies of holes and electrons (figure 6). The outcome of such effect would be to redshift the overall optical spectrum because the band-gap energy shrinks. On the other hand, the attraction between the electron and hole is weaker due to screening, resulting in reduced binding energy of the exciton. The outcome of such effect would be to blueshift the neutral-exciton peak \( (X^0) \) towards the continuum of free electron–hole pairs. The two effects almost completely compensate each other because long-wavelength charge excitations (intra-valley plasmons) correspond to both screening and BGR. The overall outcome is nearly a fixed spectral position of \( X^0 \).

In addition to the fact that the spectral position of \( X^0 \) is hardly affected by the background charge density, there are two other reasons that render it difficult to resolve the contribution of long-wavelength plasmons in the exciton spectrum. First, the plasmon interaction with the electron component is offset by its interaction with the hole if \( q \alpha_X \ll 1 \), where \( q \) is the plasmon wavenumber and \( \alpha_X \) is the exciton Bohr radius. Second, the gapless plasmon dispersion does not impart spectrally resolved peaks. As we will show later, these problems are not relevant when the exciton interacts with shortwave plasmons. Before providing a quantitative analysis of the interaction between excitons and plasmons, we first outline the general properties of excitons in the presence of charge carriers.

7.1. Excitons in doped semiconductors

A photon absorption in a semiconductor creates an electron in the conduction band and a hole in the valence band. We assume an electron-doped semiconductor in the discussion...
The absorption spectra of electrostatically-doped ML-TMDs

The absorption process reveals information on intrinsic material and many-body properties, not subjected to energy relaxation and localization effects that often dominate the emission process \[127, 128\]. Focusing on the absorption process, the following behavior seems to be universal in ML-TMDs \[41, 43\]:

(i) Increasing the charge density through application of a gate voltage is initially accompanied by decay of the neutral exciton peak and the amplification of the trion peak. Figure 9 shows this behavior in electron and hole doped ML-TMDs. Notably, the strong decay of the neutral-exciton peak is not commensurate with the rise of the trion peak.

(ii) The spectral position of the neutral-exciton peak does not shift during the decay when holes are added to the system (figures 9(b) and (d)). On the other hand, the position of this peak blueshifts when electrons are added to the system (figures 9(a) and (c)). This behavior can be seen by tracing the peak position of \(X^0\) in figure 9, marked by the solid diamond symbols.

(iii) Continuing to increase the charge density eventually leads to disappearance of the neutral exciton peak. This behavior is shown in figure 10 for ML-WSe\(_2\), where noticeably, the trion peak starts to experience a significant blueshift, decay and broadening after the exciton peak disappears. Figure 9, on the other hand, shows that when the neutral-exciton peak can still be observed in the spectrum the trion peaks increase in amplitude when the magnitude of the gate voltage increases.

(iv) An optical sideband, marked by \(X^{−1}\) in figure 10, emerges in electron-doped WSe\(_2\) (a similar behavior is expected in electron-doped WS\(_2\)). Whereas the trion peaks blueshift, broaden and decay at elevated charge densities (open circle symbols in figure 10), the optical sideband redshifts and its magnitude increases until it saturates (solid hexagon symbols).

We do not address the behavior of trions in a plasma in this review. However, we make use of what is known in conventional semiconductor quantum wells \[129–134\], and suggest an explanation of their absorption behavior in ML-TMDs. Continuing the example of a hole in a Fermi sea of electrons, we believe that the empirical behavior in absorption-type experiments can be explained as a smooth transition of the ground-state between that of isolated three-body complexes (trions) at the low density regime and that of a hole in a Fermi sea of electrons at elevated densities (figure 8). As Hawrylak suggested, the absorption process in a 2D semiconductor is governed by trions and neutral excitons at low densities and...
by Fermi-edge singularities at elevated densities if the hole’s mass is infinite \([120, 125]\). On the other hand, when the hole’s mass is comparable to that of the electrons in the Fermi sea (e.g. in ML-TMDs), one should expect a smooth transition between trion states and a ‘muted’ Fermi-edge singularity \([120]\). This smooth transition can be thought of as a trion that manages to keep both its electrons when the surrounding electron density is small, as shown in figure 8(b), and that this physical picture gradually turns into the one of a hole in a sea of electrons when their density increases, as shown in figure 8(a). This gradual change is accompanied by a blueshift, decay and broadening of the trion peak, and it starts when the neutral exciton peak disappears from the spectrum (merges to the redshifting continuum), as shown in figure 10.

The above view is different from the one that considers the neutral and charged excitons in ML-TMDs as repulsive and attractive Fermi-polarons \([135, 136]\). In the Fermi-polaron picture, the electron–hole pair does not break and it interacts with the Fermi sea around it through van-der-Waals-type interaction due to its charge neutrality. However, the fact that the exciton disappears from the absorption spectrum at densities around a few \(10^{12}\) cm\(^{-2}\) means that the exciton size is no longer small compared with the average distance between electrons or holes in the surrounding plasma (the exciton radius in ML-TMDs is \(\sim 1\) nm when the binding energy is a few hundreds meV \([88]\), and this picture is valid only when the BGR is negligible; i.e. when the free-charge density is negligible). Therefore, our view is that the electron–hole pair picture breaks at large densities and the system is better described as a hole in a sea of electrons rather than a neutral exciton that interacts with the surrounding plasma. Further studies are needed to address this problem and see if the observed behavior of the trion peak can indeed be described as a muted Fermi-edge singularity.

Figure 9. The decay of the neutral exciton and rise of the trion in the low and moderate electrostatic doping. (a) and (b) show the reflectance contrast spectra (\(\delta R/R\)) at 4 K in electron and hole-doped ML-WSe\(_2\) encapsulated in hBN. (c) and (d) show the respective cases in encapsulated ML-MoSe\(_2\). The diamond symbols show the peak position of \(X^0\). Charge neutrality in ML-WSe\(_2\) is achieved when the gate voltage is \(\sim -1\) V because the sample is unintentionally electron-doped. Every increase (decrease) of 1 V amounts to adding an electron (hole) density of \(\sim 10^{12}\) cm\(^{-2}\). Reprinted figure with permission from \([45]\), copyright 2019 by the American Physical Society.
Figure 10. The decay of the trion in large electrostatic doping. (a) and (b) Show the reflectance contrast spectra ($\delta R/R$) at 4 K in electron and hole-doped ML-WSe$_2$ encapsulated in hBN. Note that the y-scale amplitude is smaller than in figures 9(a) and (b). The solid hexagon symbols in (a) trace the peak of $X^{-'}$, while the open circle symbols in (a) and (b) trace the singlet trion peaks ($X^{-'}$ and $X^+$). We are grateful to Jie Shan and Kin Fai Mak for providing these results (from the raw data of [45]).

8. Excitons in the presence of long-wavelength charge excitations

In the rest of this review, we focus on the behavior of neutral excitons in the presence of dynamic screening. In this section, we outline the formalism for calculating the exciton states with the dynamically-screened potential in the long-wavelength limit. Three levels of approximations will be presented, where the well-studied quasistatic limit of the screened potential is employed first [94]. The Shindo approximation is presented in the next step, where the dynamical part of the potential is kept but the calculation is simplified by approximating the form of the electron–hole pair Green’s function [95]. We then present a fully dynamical scheme [35], showing that even in this case, all that the long-wavelength charge excitations can explain is the BGR and eventual merging of the exciton into the redshifting continuum. Noticeably, these calculations reveal that long-wavelength charge excitations cannot explain two critical experimental observations in ML-TMDs. The first one is the enhanced blueshift of the neutral exciton peak in electron-doped but not in hole-doped ML-TMDs (figure 9), and the second one is the emergence of the optical sideband in electron-doped W-based compounds ($X^{-'}$ in figures 2 and 10). We will present a compact analytical model in section 9 that shows how the coupling of neutral excitons to shortwave plasmons gives rise to both observed phenomena in ML-TMDs [45].

The absorption spectrum of excitons is studied through the Green’s function of the electron–hole pair. Focusing on photon absorption without the assistance of shortwave plasmons or phonons in this section, we consider only direct excitons in which the electron and hole reside in the same valley (figure 1). Starting with the case that the electron and hole do not interact with each other (i.e. an unbound exciton), the pair function is the product of the electron and hole Green’s functions

\[ G_p(q,k_i,k_f,z,\Omega) = G_e(k_i + q , \Omega - z)G_h(-k_i,z)\delta_{k_i,k_f}. \]  

\[ G_{e/h}(k,z) = \frac{1}{z - \varepsilon_{e/h}(k) - \Sigma_{e/h}(k,\Omega) + \mu_{e/h}}, \]  

where $\mu_{e/h} = \mu_{e/h,0} + \Sigma_{e/h}(k_F,\epsilon_h - \mu_{e/h})$ are the quasichemical potentials of electrons and holes. In the long-wavelength limit, the contributions to the self-energy come from screened-exchange and Coulomb-hole energies (section 6.1). We focus on type-A excitons, so that $G_{e/h}(k,z)$ denotes states in the top valley of the valence band. The distinction between top and bottom valleys in the conduction band is implied when we choose the electron’s effective mass in the kinetic energy, $\varepsilon_{e}(k)$, and when the screened-exchange contribution to the self-energy is evaluated (recall that the screened-exchange energy mostly affects the bottom populated valleys; see discussion after equation (47)). Finally, when we consider electron states in the top valley (e.g. direct excitons in ML-WSe$_2$, as shown in figure 1), the spin-splitting energy added to the top valley can be absorbed in the energy reference level for the quasichemical potential.

8.1. Bethe–Salpeter equation

The equation of motion of bound excitons is studied by the so-called Bethe–Salpeter equation under the screened-ladder approximation (also referred to as shielded potential/GW...
approximation) [95, 137, 138]. This formalism considers the repeated interaction between the electron and hole through the screened potential but it neglects exciton-exciton interactions. Accordingly, the screened-ladder approximation is a valid approach to model the physics when the ML is not subjected to intense photoexcitation. Figure 11 shows the Feynman diagram of the BSE, where the top and bottom horizontal propagators are the electron and hole Green’s functions (after considering the effect of the dynamically-screened potential on their self-energies). The first term on the right-hand side of this diagrammatic equation is the free-pair function, equation (60). The vertical wiggly double-line in the second term denotes the Coulomb interaction between the electron and hole components of the exciton through the dynamically-screened potential. The BSE is formally written as

\[
G_p(q, k_1, k_f, z, \Omega) = \sum_{k_z, z'} G_p^0(q, k_1, k_z, \Omega) \sum_{k_z'} G_p(q, k_2, k_f, z', \Omega) W_F(k_1 - k_2, z - z', k_2, k_f, z', \Omega),
\]

where \( W_F(k, z) \) is the dynamically screened potential in the long-wavelength limit. Solving equation (62) is computationally expensive and often additional approximations are invoked to obtain the solution, as we discuss below. The solution of the BSE can then be compared with the observed absorption spectrum by [137]

\[
A(\omega) \propto |k_F T|^2 \sum_{k_z, k_{z'} z} \text{Im} \left[ G_p(q \to 0, k_1, k_f, z, \Omega \to \omega - \mu_e - \mu_h + i\Omega^+ \right],
\]

where \( \omega \) is the photon energy. The sum integrates out the fermion degrees of freedom in the pair function, leaving only the boson degrees of freedom, \( q \) and \( \Omega \). The former is considered in the limit \( q \to 0 \) to denote the negligible momentum of direct excitons in the light cone (these excitons are coupled to photons). The boson Matsubara energy is related to the photon energy by analytical continuation to the real energy axis.

### 8.2. Quasistatic approximation

One procedure commonly employed to greatly simplify equation (62) is the (quasi)static approximation, where \( W_F(k, z) \) is replaced by its static value \( W_F(k, 0) \). In this case, one can first contract the non-interacting and interacting pair functions independently.

\[
G_p^0(q, k_1, k_f, \Omega) = -k_B \hbar T \sum z G_p^0(q, k_1, k_f, z, \Omega),
\]

and equation (62) reduces to [137]

\[
\sum_{k_z} G_p^0(q, k_z, k_f, \Omega) W_F(k_1 - k_2) G_p(q, k_2, k_f, \Omega).
\]

According to equation (63), the absorption is described by the pair functions after the analytical continuation \( \Omega \to \omega - \mu_e - \mu_h + i\Omega^+ \). For now, we are only interested in direct excitons with \( q = 0 \), and define

\[
G_p^0(k_z, k_f, \omega) \equiv \sum_{k_z} G_p^0(0, k_z, k_f, \Omega \to \omega - \mu_e - \mu_h + i\Omega^+).
\]

Within the quasi-static approximation and by using equations (41), (60) and (67) to evaluate equation (64), the free-pair function becomes

\[
G_p^0(k_z, k_f, \omega) = F_k \left[ \omega + i\Omega^+ - \varepsilon_k(k_z) - \Sigma_{eh} - \varepsilon_{\Omega}(-k) \right]^{-1} \delta_{k_z, k_f}.
\]

The derivation of equation (69) was made under the quasi-static approximation, by which the \( z \)-dependence of \( \Sigma_{eh}(k, z) \) is replaced by \( z \to \varepsilon_{\Omega}(k) + \Sigma_{eh}(k) - \varepsilon_{\Omega}(k) + i\Omega^+ \) and recoil effects are neglected (see derivations of equations (47) and (51)). The total self-energy largely yields a rigid energy shift, \( \Sigma_{eh} = \Sigma_{e} + \Sigma_{h} = 2\Sigma_{eh} + \Sigma_{ux} \), which has contributions from the Coulomb-hole and screened-exchange energies in the long-wavelength limit (section 6.1).

Next, we solve the BSE in the quasi-static limit by using equation (69) and the ansatz

\[
G_p(k_z, k_f, \omega) = \sum_{S_z} \sqrt{|F_k|} A_{k_z}^S \left[ \omega + i\Omega^+ - \Omega_{c} \right]^{-1} \text{sgn}(\Omega_{c} - \mu_e - \mu_h).
\]

The exciton/exciton is described by its wave function in reciprocal space, \( A_{k_z}^S \), and its energy \( \Omega_{c} \), where \( S_z \) is the discrete energy level. With this ansatz, one can recast equation (66) into a non-Hermitian eigenvalue problem,

\[k_i + q, \Omega - z, k_f + q = \text{Figure 11. Feynman diagram of the Bethe–Salpeter equation in the screened-ladder approximation.} \]
We have

\[
\sum_k \left( \sum_q \left( \sum_{\text{states}} \right) \right)
\]

Having solved equation (71) for \( \Omega_k \) and \( A_k^p \), the optical absorption can be determined from Fermi’s Golden Rule or the Kubo formalism as

\[
A(\omega) = \frac{4e^2 \chi_0^2 \epsilon_c \epsilon_r}{A \omega} \sum_k \left( \sum_q \left( \sum_{\text{states}} \right) \right)
\]

Here, \( c \) is the speed of light and \( d_{n=0}(k) \) is the \( k \)-dependent single-particle dipole-matrix element for transitions between the valence and conduction bands. Due to the smallness of the Fermi energy with respect to the band gap, \( d_{n=0}(k) \) can often be considered \( k \)-independent [94], in which case equation (72) reduces to equation (63). The Lorentzian function in equation (72), \( \mathcal{L}(\hbar \omega; \Omega_k, \Gamma) \), accounts for homogenous broadening due to electron–electron and electron–lattice interactions [139–141]. Additionally, we model the broadening \( \Gamma \) to be energy dependent [94],

\[
\Gamma \equiv \Gamma(\hbar \omega) = \Gamma_0 + \frac{\Gamma_2}{1 + \exp \left[ \left( E_{\text{cont}} - \frac{\hbar \omega}{E_{\text{cont}}} \right) / \Gamma_3 \right].
\]

Here, \( \Gamma_1 \) describes the homogeneous broadening due to radiative decay time as well as disorder-induced inhomogeneous broadening, while \( \Gamma_2 \) and \( \Gamma_3 \) describe the enhanced inhomogeneous broadening when the energy \( \hbar \omega \) enters the continuum, \( \hbar \omega > E_{\text{cont}} \).

We now have all of the ingredients needed to solve the eigenvalue problem (71) and to calculate the ensuing absorption spectrum from equation (72). Numerically, equation (71) can be diagonalized on a coarse uniform \( N \times N \) grid with a spacing of \( \Delta k = 2\pi/(N\alpha_0) \) and \( \alpha_0 = 3.2 \text{ Å} \) in each direction. The Coulomb matrix elements \( W_{ij}(k - k') \), however, are not evaluated at the grid points of the \( N \times N \) grid, but are instead averaged over a square centered around the coarse-grid point \( k - k' \) with side widths \( \Delta k \) on a fine \( N_{\text{int}} \times N_{\text{int}} \) grid (with a corresponding spacing of \( \Delta k_{\text{int}} = \Delta k / N_{\text{int}} = 2\pi/(N_{\text{int}} a_0) \)). Our numerical calculations have been performed with \( N = 200 \) (and an energy cutoff 1.2 eV above the band gap) and \( N_{\text{int}} = 100 \).

Figure 12(a) shows the zero-temperature absorption spectrum computed in the quasistatic approximation with parameters corresponding to moderately hole-doped ML-WSe2 embedded in hBN. The parameters used to model the nonlocal dielectric function, \( \epsilon_n(q) \), are mentioned after equation (16). The effective masses of the hole and electron are \( m_h = 0.36 m_0 \) and \( m_e = 0.29 m_0 \), respectively [57]. We have used the parameters \( C_{\text{eff}} = 4 \) and \( \hbar^2 q^2/(2m_h) = 0.12 \text{ eV} \) in the calculations of the screened interaction and Coulomb-hole energy (equations (29), (35) and (51)). The broadening of the spectral lines were modeled by using \( \Gamma_1 = 3 \text{ meV} \), \( \Gamma_2 = 30 \text{ meV} \) and \( \Gamma_3 = 10 \text{ meV} \) in equation (73). The dipole matrix elements \( d_{nr}(k) = 5 \times 10^5 \text{ m/s} \) are chosen to be constant. Figure 12(a) shows that two peaks emerge when the background hole density vanishes (\( p = 0 \)). These peaks correspond to the 1s state of \( X^0 \) and its first excited Rydberg state (2s). The binding energy of the 1s state is around 175 meV and the difference between the 1s and 2s exciton energies is around 130 meV. These values are in very good agreement with the experimental findings [88], shown in figure 12(b) for WSe2 sandwiched between hBN.\(^6\)

\(^6\)Due to broadening, only the 1s and 2s excitons are clearly visible in figure 12(a). An inspection of the energies of the higher Rydberg states computed with the bare potential (15) and (16) reveals that a good agreement with experimental data from figure 12(b) also extends to these states for \( p = 0 \).
Figure 12(a) shows that the absorption of the 1s state is attenuated when $p$ is increased and its position slightly redshifts. The calculated dependence of the peak position on charge density is governed by the chosen values of $C_{\text{eff}}$ and the integration cutoff energy ($\hbar^2q^2/2m_b$). As we have seen in figure 6(c), choosing a smaller (larger) integration cutoff energy leads to a smaller (larger) BGR. As a result, the calculated peak position blueshifts (redshifts) when the charge density is ramped up by decreasing (increasing) the integration cutoff energy. That is, we can lessen/amplify the BGR compared with screening, whose competing effects are illustrated by the arrows in figure 12(a). These competing effects are also illustrated by figure 13(a), which shows the position of the 1s peak from figure 12(a) versus $p$ as well as the position of the continuum edge determined by $E_g^0 + \Sigma_{\text{eb}}$. One can see that the continuum edge rapidly redshifts with $p$. On the other hand, as $W_f(k)$ decreases with $p$, the binding energy of the exciton also decreases, which roughly compensates the redshift due to the BGR. Moreover, figure 13(b) shows that although the oscillator strength of the 1s exciton decreases with $p$, it still carries significant oscillator strength/spectral weight even at densities of $p = 5 \times 10^{12}$ cm$^{-2}$. The decrease of the height of the 1s peak with $p$ in figure 12(a) is then due to two effects: the loss of oscillator strength as depicted in figure 13(b) and an increase in the broadening $\Gamma(\hbar\omega)$ as the continuum edge moves closer to the 1s peak position. While the 1s peak can thus be still clearly seen when $p > 10^{12}$ cm$^{-2}$, the 2s peak quickly disappears as it merges into the continuum.

Figure 12(a) shows that the absorption of the 1s state is attenuated when $p$ is increased and its position slightly redshifts. The calculated dependence of the peak position on charge density is governed by the chosen values of $C_{\text{eff}}$ and the integration cutoff energy ($\hbar^2q^2/2m_b$). As we have seen in figure 6(c), choosing a smaller (larger) integration cutoff energy leads to a smaller (larger) BGR. As a result, the calculated peak position blueshifts (redshifts) when the charge density is ramped up by decreasing (increasing) the integration cutoff energy. That is, we can lessen/amplify the BGR compared with screening, whose competing effects are illustrated by the arrows in figure 12(a). These competing effects are also illustrated by figure 13(a), which shows the position of the 1s peak from figure 12(a) versus $p$ as well as the position of the continuum edge determined by $E_g^0 + \Sigma_{\text{eb}}$. One can see that the continuum edge rapidly redshifts with $p$. On the other hand, as $W_f(k)$ decreases with $p$, the binding energy of the exciton also decreases, which roughly compensates the redshift due to the BGR. Moreover, figure 13(b) shows that although the oscillator strength of the 1s exciton decreases with $p$, it still carries significant oscillator strength/spectral weight even at densities of $p = 5 \times 10^{12}$ cm$^{-2}$. The decrease of the height of the 1s peak with $p$ in figure 12(a) is then due to two effects: the loss of oscillator strength as depicted in figure 13(b) and an increase in the broadening $\Gamma(\hbar\omega)$ as the continuum edge moves closer to the 1s peak position. While the 1s peak can thus be still clearly seen when $p > 10^{12}$ cm$^{-2}$, the 2s peak quickly disappears as it merges into the continuum.

Similar to figure 12(a), figure 14(a) shows the zero-temperature absorption spectrum computed in the quasistatic approximation, but now for hole-doped ML-WS$_2$ supported on SiO$_2$. The parameters used to model the non-local dielectric function, $\epsilon_d(q)$, are mentioned after equation (16). Following
[57], we have taken the effective masses of the hole and electron as \(m_h = 0.36m_0\) and \(m_e = 0.27m_0\), respectively. At zero doping \(p = 0\), the binding energy of the 1s state of \(X^0\) is around 270 meV, which binds to a degree of binding of around 90 meV at \(p = 1 \times 10^{12}\) cm\(^{-2}\). The BGR is around 180 meV when \(p = 10^{12}\) cm\(^{-2}\), and it increases to around 250 meV at \(p = 5 \times 10^{12}\) cm\(^{-2}\). This BGR is around half of the value estimated for the BGR in WS\(2\); following excitation by intense optical pump pulses (with an estimated carrier density per layer of 1.1 \times 10^{14}\) cm\(^{-2}\)) [142], also shown in figures 14(b) and (c). Such a giant BGR has also been observed in ML-MoSe\(2\) [143].

The results presented in figures 12(a), 13 and 14(a) have been obtained for hole-doped WS\(2\) embedded in hBN (or WS\(2\) supported on SiO\(2\)), but are also representative for the results one would obtain for electron- and hole-doped MoX\(2\) and WX\(2\) in the quasistatic approximation. In the following, we will go beyond the quasistatic approximation and take into account dynamical effects at different approximation levels.

### 8.3. Shindo approximation

In the previous section, we have not taken into account dynamical effects and have replaced the fully dynamical potential \(W_{\ell}(q,z)\) in equation (62) by its static limit \((z = 0)\). The objective in this part is to include dynamical effects in an approximate way before showing a fully dynamical treatment in section 8.4. For this purpose, we employ the so-called Shindo approximation [144] to solve equation (62).

First, we use the identity

\[
G_z(k_i + q, \Omega) - G_z(-k_z, \Omega) = \frac{G_z(k_i, \Omega)G_z(k_q, \Omega)}{\varepsilon_{k_i} + \varepsilon_{k_z} - \varepsilon_{k_q} - \varepsilon_{k_i} + \varepsilon_{k_z} - \varepsilon_{k_q}} + \mu_z + \mu_n
\]

(74)

to rewrite equation (62) as

\[
\begin{align*}
\Omega - \varepsilon_{k_i}(k_i + q) - \varepsilon_{k_z}(-k_z) - \varepsilon_{k_q}(-k_q, \Omega) - \varepsilon_{k_z}(k_z, \Omega) + \mu_z + \mu_n & \approx G_z(k_i, \Omega) - G_z(-k_z, \Omega) \\
& \approx \sum_{k'} V(k_i, k', z - z') G_z(k', \Omega) + G_z(-k_z, \Omega)
\end{align*}
\]

(75)

For the absorption calculated via equation (63), we need the contracted pair Green’s function \(G_p(k_i, k_f, \hbar\omega)\) given by equation (68). Retardation effects in equation (75), however, prevent the derivation of a closed equation for \(G_p(k_i, k_f, \hbar\omega)\) as in section 8.2, where dynamic effects in \(W_{\ell}(k_z)\) have been neglected. The Shindo approximation provides a way to simplify this problem by replacing the \(z\)-dependence of \(G_p(k_i, k_f, z, \Omega)\) with that of \(G_z(k_i + q, \Omega) - G_z(-k_z, \Omega)\) [95, 144]:

\[
G_p(k_i, k_f, \Omega) \approx \frac{G_z(k_i + q, \Omega) - G_z(-k_z, \Omega)}{1 - f_e(\varepsilon_{k_i} + \varepsilon_{k_f}) - f_h(\varepsilon_{k_i} + \varepsilon_{k_z})} G_z(k_i, k_f, \Omega)
\]

(76)

where \(G_p(k_i, k_f, \Omega)\) has been defined in equation (65).

Inserting equations (76) into (75) and summing over \(z\) then yields a closed equation, which in the case of direct excitons in the light cone \((q = 0)\) reads [95]

\[
\hbar\omega + i0^+ - \varepsilon_{k_i}(k_i) - \varepsilon_{k_z}(-k_z) - \Delta_{\text{ach}}(k_i, k_f, \hbar\omega) \approx \frac{G_z(k_i, k_f, \hbar\omega)}{1 - f_e(\varepsilon_{k_i} + \varepsilon_{k_f}) - f_h(\varepsilon_{k_i} + \varepsilon_{k_z})} G_z(k_i, k_f, \Omega)
\]

(77)

Equation (77) needs to be solved self-consistently for the excitation/excitation energies \(\Omega_{\text{ach}}\) and is equivalent to the self-consistent wave equation

\[
\sum_{k'} \mathcal{H}_{k,k'}(\Omega_{\text{ach}})A_{k'}^S(\Omega_{\text{ach}}) = \Omega_{\text{ach}}A_k^S(\Omega_{\text{ach}})
\]

(78)

\[
\mathcal{H}_{k,k'}(\Omega) = [\varepsilon_e(k) + \varepsilon_h(-k) + \Delta_{\text{ach}}(k, \Omega)] \delta_{kk'} - V(k) I_0(k, k', \Omega).
\]

Using the SPP approximation, the interaction kernel and BGR read

\[
I_0(k, k', \Omega) = V(k - k') + \frac{\omega^2(q, k - k')}{2\omega(q, k - k')}
\]

\[
\left[\Omega + i0^+ - \varepsilon_e(k) - \varepsilon_h(-k) - \Delta_{\text{ach}}(k, \Omega)\right] \delta_{kk'} - V(k - k') + \frac{\omega^2(q, k - k')}{2\omega(q, k - k')}
\]

\[
\Omega + i0^+ - \varepsilon_e(k) - \varepsilon_h(-k) - \Delta_{\text{ach}}(k, \Omega) + \Delta_{\text{ach}}(k', \Omega)
\]

(79)

As before, there is a competition between screening of the electron–hole interaction (described by \(I_0(k, k', \Omega)\)) and BGR (described by \(\Delta_{\text{ach}}(k, \Omega)\)). Figure 15 compares the positions of the 1s \(X^0\) peak computed self-consistently within the Shindo approximation, equations (78) and (79), with those obtained from the quasistatic approximation (see also figure 13) [7].

The results obtained from the Shindo treatment again show the \(X^0\) peak position does not change significantly for densities up to around 10^{12}\) cm\(^{-2}\). For larger densities, there is a slight blueshift compared to the quasistatic result. The inclusion of dynamic effects leads to a weaker screening and BGR than in the quasistatic treatment. The net result of these two effects is a slight blueshift for the parameters in figure 15. As mentioned in the discussion of figure 12(a), the blueshift can be mitigated by choosing a larger integration cutoff energy or a smaller value for \(C_{\text{eff}}\).

### 8.4. Fully dynamical treatment

The main complication in solving the dynamical BSE, equation (62), is that it has to be solved for momentum and frequency variables simultaneously. In contrast to the Shindo approximation, we contrav the pair Green’s function (62) in momentum rather than Matsubara space. This approach allows one to integrate out the final wavevector \(k_f\) in equation (62), and the contracted Green’s function \(G_p(q, k_i, z, \Omega)\) can be determined from

\[
G_p(q, k_i, z, \Omega) = G_0(q, k_i, z, \Omega)
\]

\[
+ \sum_{k'} G_0(q, k, z, \Omega) W_{\ell}(k - k', z - z') G_p(q, k', z, \Omega)
\]

(80)

where the contracted non-interacting Green’s function is given by

\[
G_0(q, k_i, z, \Omega) = \frac{\sum_{k'} \mathcal{H}_{k,k'}(\Omega_n)A_{k'}^S(\Omega_n)}{\Omega_n - \varepsilon_{k_i} - \varepsilon_{k_z} - \Delta_{\text{ach}}(k_i, k_z, \Omega_n)}
\]
While changing the contracting parameter from $z$ to $k_{\nu}$ seems trivial, it has the advantage of retaining the dynamical effect by keeping both even and odd Matsubara energies. Importantly, it does not introduce any further approximations beyond the screened-ladder approximation: if the single-particle dipole matrix elements $d_{ij}(k)$ are assumed to be independent of $k$, then one can model the absorption spectrum by using equation (63). Finally, the self-energy of electrons or holes is calculated by considering the spectral representation of the interaction (equation (43)),

$$
\Sigma_{\nu}(k,z) = \frac{e^2}{\pi} \int_0^\infty \frac{d\omega}{\epsilon_{\nu}(q)} \int_0^\pi d\theta \bar{f}(k-q) 
+ \frac{e^2}{2\pi} \int_0^\infty \frac{d\omega}{\epsilon_{\nu}(q)} \int_0^\pi d\theta \frac{\omega_{\nu}^2(q)}{\epsilon_{\nu}(q)}
\times \left\{ f(k+q) + f(h\omega_{\nu}(q)) - (h\omega_{\nu}(q) + h\omega_{\nu}(q)) \right\},
$$

where $i = e$ or $h$, and $\theta$ is the angle between $k$ and $q$. The first and second integrals denote contributions to the BGR from exchange and correlation energies, respectively. This partition is an alternative to the one that considers contributions from screened-exchange and Coulomb-hole energies.

### 8.4.1. Numerical details

The Green’s function in equation (80) is obtained by matrix inversion. Each row (or column) in the matrix is indexed via $\{k_{\nu}, z_{\nu}\}$ in $G_{p}(q,k_{\nu}, z_{\nu},\Omega)$ where $q$ and $\Omega$ are treated as parameters. Since we are interested first in direct bright excitons, we assign $q = 0$ due to the negligible photon momentum. The angular dependence of $k - k'$ in $W_{\nu}(k-k',z-z')$ is averaged out, and then all the 2D wavevectors in equation (80) are treated as scalars. For the Fermion Matsubara energies, $z_\nu = i\pi(2n_\nu + 1)k_B T$, $n_\nu$ runs between $-N_c$ and $+N_c$. We solve equation (80) for each Bosonic frequency $\Omega_{\nu} = i2\pi n_{\nu} k_B T$ in the range $n_{\nu} \in [-N_{\Omega}, N_{\Omega}]$, $N_{\Omega}$, $N_c$, and the cut-off momentum $k_{\text{Max}}$ are chosen such that the maximum energies $2\pi N_{\Omega} k_B T$, $2\pi N_c k_B T$, and $\varepsilon_{k_{\text{Max}}}$ are much greater than the exciton binding energy whereas the energy resolution, $2\pi k_B T$, should be smaller than the energy of interest (e.g. the binding energy of 2s state). The momenta of small energies play an more important role in the convergence of the calculated binding energies. Therefore, we use the nonuniform grid $k_{\nu} = k^2 \Delta k$ since it yields better results than the uniform one when the number of $k_{\nu}$ points, $N_k = \sqrt{k_{\text{Max}}/\Delta k}$, is relatively small. The calculations below were performed with $N_k = 50$, $N_c = 160$, $N_{\Omega} = 90$, and $\varepsilon_{k_{\text{Max}}} = 1$ eV.

### 8.4.2. Analytical continuation

After obtaining the pair Green’s function, it is further contracted by integrating out the Fermion degrees of freedom ($k$ and odd Matsubara energies $z$),

$$
G_{p}(q,\Omega) = \sum_{k,z} G_{p}(q,k,z,\Omega).
$$

Evaluating the pair Green’s function at real photon energies is then obtained by analytical continuation using Padé approximants [145, 146]. Specifically, knowing the values of a general analytic complex function, $F_N(\Omega)$, at $N$ points $\{\Omega_i\}$ in the complex plane,

$$
F_N(\Omega) = F_i, \quad i = 1, \cdots, N,
$$

we look for a function $F_N(\Omega)$ in the form of continued fractions

$$
F_N(\Omega) = 1 + \frac{a_1}{1 + \frac{a_2}{1 + \frac{a_3}{\ddots}}}
$$

where the coefficients $a_i$ are to be determined so that equation (85) fulfills equation (84). The coefficients $a_i$ are then given by

Figure 15. Comparison between the calculated positions of the $X^0$ (1s) peak and the BGR in ML-WSe$_2$ embedded in hBN as computed with the Shindo and quasistatic approximations. The parameters are the same as in figure 12(a) for both approximations.
Note that the bound state merges into the continuum already at relatively small densities due to its smaller binding energy. Note that the bound state merges into the continuum already at relatively small densities due to its smaller binding energy. Above this energy the excitons are no longer bound. The arrows on the $x$-axis indicate the continuum redshift due to the absorption spectrum is then established via its imaginary part,

$$ A(\omega) \propto k_B T \cdot \text{Im} \left\{ G_p(\mathbf{q} \to 0, \Omega = \hbar \omega - \mu_e - \mu_h + i\Gamma) \right\}. $$

8.4.3. Results. Figures 16(a) and (b) show the absorption spectrum of ML-WSe$_2$ embedded in hBN at $T = 20$ K, and GaAs quantum well at $T = 10$ K. For the case of ML-WSe$_2$, $C_{\text{eff}} = 0$ and the integration cutoff energy is 40 meV. All other parameters are similar to the ones used in the quasistatic and Shindo approximations. Because the screening is overestimated when using the quasistatic approximation, we had to use smaller values for $C_{\text{eff}}$ and the integration cutoff energy in order to achieve agreement with experiment. Figure 16(a) shows that the behavior is qualitatively similar to the one modeled by using the Shindo and quasi-static approximations. The arrows on the $x$-axes indicate the continuum redshift due to BGR. Above this energy the excitons are no longer bound. The 2$s$ bound state merges into the continuum already at relatively small densities due to its smaller binding energy. Note that the BGR arrow for the lowest density in ML-WSe$_2$ is positioned about 26 meV below the zero energy level. The reason is that we made a distinction in this simulation between the optical band-gap and the fundamental band-gap energies, which in ML-WSe$_2$ involve the top and bottom valleys in the conduction band, respectively.

Figure 16(b) simulates the case of an infinite GaAs quantum-well with the conventional 2D Coulomb potential ($\epsilon = 12.9$). The electron and hole masses are $m_e = 0.063m_0$ and $m_h = 0.51m_0$, respectively, and the integration energy cutoffs for electron and hole self-energies are 160 meV and 20 meV, respectively (due to the large difference in electron and hole masses in this material). These cutoff energies are the same for all densities, and as before, larger (smaller) cutoff energies induce a redshift (blueshift) of the peak position when the charge density increases. The broadening parameters in the GaAs quantum well simulation are $\Gamma_1 = 1$ meV, $\Gamma_2 = 5$ meV and $\Gamma_3 = 1$ meV. Comparing figures 16(a) and (b), the change between a fully-dynamical BSE model of ML-TMDs and conventional semiconductor quantum wells is quantitative in nature, where the binding energies and involved densities are much larger in ML-TMDs.

8.5. Shortcomings of the dynamical BSE

So far we have only considered the long-wavelength part of the dynamical potential in the BSE, from which we were able to calculate the density-dependent BGR and exciton binding energy. However, this theoretical framework does not capture noticeable empirical properties that are unique to ML-TMDs compared with conventional semiconductor quantum-well heterostructures. For example, the experimental results in figure 9 show that the exciton peak blueshifts when the charge density is increased in electron-doped MLs, whereas the peak position is essentially unaffected when the charge density is increased in hole-doped samples. Another intriguing feature not captured by the dynamical BSE is the optical sideband that emerges in electron-doped W-based MLs but is conspicuously absent in hole-doped systems and/or Mo-based MLs (figures 2, 9 and 10).

Using the previous theoretical framework, the only way to fit the observed blueshift in electron-doped ML-TMDs and its absence in hole-doped MLs is to evaluate the BGR by
the use of density-dependent integration cutoff energies that are further different for electron- and hole-doped conditions. However, this approach is clearly nonysical and it requires many density-dependent fitting parameters to balance the BGR and screening so that the calculation matches the experiment. The facts that the electron and hole effective masses are similar in ML-TMDs, and neither the conduction nor valence band is degenerate are strong indications that one should expect a similar roles of BGR and screening in electron- and hole-doped conditions. Therefore, the observed blueshift in electron-doped ML-TMDs and its absence in hole-doped MLs should not be attributed to dynamical-screening effects from the long-wavelength limit of the Coulomb potential.

9. The coupling between intervalley plasmons and excitons

We present an analytical model in this section that quantifies the coupling between low-energy exciton states and intervalley plasmons in ML-TMDs. This model calculates many-body interactions in the exciton spectrum without the need to invoke a computationally-intensive dynamical BSE model [35]. Most importantly, the interaction between the exciton and the shortwave plasmons is shown to explain on equal footing both the blueshift of \( \chi^0 \) in electron-doped MLs and the emergence of the optical sideband in electron-doped W-based MLs. Furthermore, the theory captures the observations that the blueshift of \( \chi^0 \) is stronger in ML-MoSe2, that it is absent in hole-doped ML-TMDs, and that the optical sideband neither emerges in hole-doped MLs nor in electron-doped Mo-based MLs.

Similar to the previous analysis, the behavior of \( \chi^0 \) is studied from the relation between absorption of a photon with energy \( h\omega \) and the pair Green’s function of the direct exciton. From the numerical solutions we got so far for the pair Green’s function when applying the quasistatic approximation (section 8.2), Shindo approximation (section 8.3), or the fully dynamical BSE model (section 8.4), we notice that the pair Green’s function of a bound exciton can be written as

\[
G_\text{d}(q, E) = \frac{G_\text{d}^0(q, E)}{1 - \Sigma_\text{d}(q, E) G_\text{d}(q, E)}
\]

(92)

where \( \Sigma_\text{d} \) is the self-energy correction from virtual transitions between direct and indirect excitons mediated by shortwave (intervalley) plasmons [35]. Using the finite-temperature Green’s function formalism [117], the self-energy of direct excitons due to shortwave plasmons follows from

\[
\Sigma_\text{d}(q, \Omega) = -\frac{k_B T}{\Omega} \sum_{q', q} |M_{q, q'}|^2 D(\Omega - \Omega', q) G_\text{d}(q + q, \Omega').
\]

(93)

\( \Omega \) and \( \Omega' \) denote even (boson) imaginary Matsubara energies that will eventually be analytically continued into the real-energy axis (\( \Omega \rightarrow E + i\Delta \)). The sum over \( q \) is restricted to the range of free-plasmon propagation. \( D(\Omega, q) \) is the intervalley-plasmon propagator

\[
D(\Omega, q) = \frac{2i\omega_{q, q}}{\Omega^2 - \hbar^2 q^2},
\]

(94)

expressed in terms of the collective intervalley plasma frequency, \( \omega_{q, q} \), provided by equation (37). \( G_\text{d}(q, \Omega) \) is the unperturbed indirect-exciton Green’s function (prior to renormalization by intervalley plasmons)

\[
G_\text{d}(q, \Omega) = \left[ \Omega - E_d(q) \right]^{-1}.
\]

(95)

\( E_d(q) = E_i + \hbar^2 q^2 / 2M_i \) is defined similarly to \( E_d(q) \) in equation (91), but with indirect exciton parameters. Finally, \( M_{q, q'} \) is the exciton-plasmon interaction matrix element [45],

\[
|M_{q, q'}|^2 = \frac{\pi q_0 A^3}{m_c A} \frac{r_s(q)}{\omega_{q, q}}.
\]

(96)

where \( A \) is the sample area and the other parameters were defined in equations (25), (33) and (37). The exciton interaction with shortwave plasmons is unique because the Coulomb interaction associated with intervalley plasmons does not allow for one charge in the exciton to screen the interaction of the opposite charge with the plasmon: \( K_{\text{eff},d} \gtrsim 10 \) where \( \alpha \) is the exciton Bohr radius. When the coupling is between direct and indirect excitons (figure 1), the electron component of the exciton is scattered between valleys while the hole is a spectator. Figure 17 shows this physical picture. The opposite scenario is relevant when the coupling is between type-A and type B excitons, governed by the large spin-splitting energy of the valence band (\( |\Delta_v| \gg |\Delta_c| \)). In the latter case, however, the pole of the self-energy \( \Sigma_\text{d} \) is far-apart from the ground-state energy of the direct exciton.
The hole-doped case is similar where conduction-band parameters are replaced by valence-band ones, $\Delta_c \rightarrow \Delta_v$, and effective masses are considered with reversed roles of the bottom and top valleys; $m_{c,b} \rightarrow m_{v,a}$ and $m_{c,a} \rightarrow m_{v,b}$. Following the discussion after equation (22), the interaction with intervalley plasmons is larger in electron-doped samples, coming from larger contributions and constructive interference of umklapp processes when local-field effects are governed by the orbital $d_{z^2}$ compared with smaller contributions and destructive interference when they are governed by $d_{x^2-y^2}$. This behavior is manifested in the value of $\eta$ in $|M_{q}|^2 \propto \alpha_{q}^2 \propto 1/\eta^{2}$, where analytical calculations by using hydrogen-like 5d or 4d orbitals yield $\eta \approx 0.2$ for electron doping and $\eta \approx 0.45$ for hole doping [100].

The self-energy computation is greatly simplified by using the approximated form of $G(q, \Omega)$ instead of calculating its values from an intensive dynamical BSE model [35]. Considering direct excitons in the light cone $|q \rightarrow 0|$, we transform the summation over $\Omega'$ in equation (93) into contour integration by using the identity in equation (41), and get that

$$\Sigma_{\alpha}(\Omega) = - \sum_{q} |M_{q}|^2 \left[ \frac{g(E_{q}) - g(h\omega_{q} - E_{q})}{\Omega + h\omega_{q} - E_{q}} - \frac{g(E_{q}) - g(-h\omega_{q})}{\Omega - h\omega_{q} - E_{q}} \right].$$

(97)

Assuming low temperatures and recalling that $E_{q}$ is negative, the Bose–Einstein distributions follow $g(E_{q}) \rightarrow -1$, $g(h\omega_{q}) \rightarrow 0$, and $g(-h\omega_{q}) \rightarrow -1$. The resulting self-energy reduces to

$$\Sigma_{\alpha}(\Omega) = \sum_{q} \frac{|M_{q}|^2}{\Omega + h\omega_{q} - E_{q}}.$$  

(98)

The final piece of the analysis deals with the broadening we employ to evaluate the self-energy, $\Sigma(\Omega \rightarrow E + i\Gamma_{\Sigma})$. This broadening is dealt differently from the one employed to evaluate the pair Green’s function (substituting equations (73) in (90)). In the case of ML-MoSe$_2$, a large value for $\Gamma_{\Sigma}$ is needed because of the energy proximity of direct and indirect excitons. In more detail, the indirect exciton in ML-MoSe$_2$ is heavier than the direct one because $m_{v} \approx 0.5m_{0}$ whereas $m_{c} \approx 0.58m_{0}$ [57]. The resulting larger binding energy of the indirect exciton is offset by a larger band-gap energy, and consequently, $E_{g,d} + E_{i}$ is close to $E_{g,d} + E_{d}$. Further support for this spectral overlap can be found from the absence of a spectrally resolved dark exciton in ML-MoSe$_2$ [147]. Accordingly, a large broadening is needed to mitigate the nearby singularities in the renormalized Green’s function when $E_{g,d} + E_{i}$ and $E_{g,d} + E_{d}$ are nearly degenerate. This problem does not arise in ML-WSe$_2$, where $m_{c} \approx 0.4m_{0}$ and $m_{v} \approx 0.29m_{0}$ [57], and as a result, $E_{g,d} + E_{i}$ is well below $E_{g,d} + E_{d}$. Indeed, experiments find that the dark-exciton peak arises at 1.725 eV below the bright one in ML-WSe$_2$ [147–151]. Figure 18 shows the calculated self energies in ML-WSe$_2$ and ML-MoSe$_2$ embedded in hBN with $\Gamma_{\Sigma} = 1$ and 20 meV, respectively. The band-gap at charge-neutrality conditions is chosen such that the direct-exciton peak emerges at 1.725 eV in ML-WSe$_2$ and 1.65 eV in ML-MoSe$_2$. These values are just reference energy levels in the simulations.

9.1. The exciton blueshift and emergence of the optical sideband

We evaluate the absorption profile of neutral excitons in ML-WSe$_2$ and ML-MoSe$_2$ embedded in hBN, using the experimental results in figures 2, 9 and 10 as a benchmark. The absorption is evaluated from the imaginary part of equation (92), and it requires knowledge of the band-gap energies, broadening parameters, binding energies in charge neutrality conditions, and spin-splitting energies. Each of these parameters yields different values in electron and hole doped conditions. We first discuss these parameters and then present results.

9.1.1. Band-gap energies. $E_{g,d}$ and $E_{g,i}$ include the effect of BGR following the parameters we have used in section 6 and figure 6. The BGR is needed to define the position of the redshifting continuum from which we evaluate the energy-dependent broadening function when we substitute equations (73) in (90) and then equations (90) in (92).

9.1.2. Broadening parameters. The only free parameters pertain to broadening. The values of $\Gamma_{\Sigma}$ are 1 meV in ML-WSe$_2$ and 20 meV in ML-MoSe$_2$ and they are used in $\Sigma(\Omega, E = \hbar\omega - E_{g,d} + i\Gamma_{\Sigma})$. These values are similar to the ones used to calculate the exciton’s self-energy in figure 18. As mentioned above, a large value is needed in ML-MoSe$_2$ due to the energy degeneracy of its direct and indirect excitons.

The broadening employed in $G_{\alpha}(\xi, \hbar\omega = E_{g,d} + i\eta(\hbar\omega))$ follows equation (73), where $\Gamma_{1} = 3$ meV, $\Gamma_{2} = 30$ meV, and $\Gamma_{3} = 10$ meV. These values are similar to the ones used in
in a result, an artificial redshift of up to 5 meV is introduced with photons whose energies are far below the continuum. As and keep the peak position constant in the absorption spectrum orbit interaction (−the spin splitting energies in charge-neutrality conditions are governed by density dependence stems from the exchange contributions calculated value. This correction has no bearing on the many-body effects, and it is not needed if one employs an energy-independent broadening function instead of the one in equation (73).

9.1.3. Binding energies of direct and indirect excitons in charge-neutrality conditions. \(|E_d|\) and \(|E_i|\) at zero charge density are calculated by the stochastic variational method [45, 74]. Following [45], the binding energies in charge neutrality conditions are \(|E_d| = 178\text{ meV} \) and \(|E_i| = 195\text{ meV} \) in ML-WSe2 embedded in hBN. The respective values in embedded ML-MoSe2 are \(|E_d| = 203\text{ meV} \) and \(|E_i| = 211\text{ meV} \). The value of \(|E_d|\) in WSe2 close to charge neutrality conditions is also available experimentally [88], and it matches the calculated value.

9.1.4. Spin-splitting energies. The density dependence of the spin-splitting energy is calculated from equation (59). The density dependence stems from the exchange contributions in the long-wavelength and shortwave limits. The spin-splitting energies in charge-neutrality conditions are governed by the spin–orbit interaction (\(\Delta_{v,0}\) in the conduction band and \(\Delta_{c,0}\) in the valence band). Their values are \(|\Delta_{v,0}| = 23\text{ meV} \) and \(|\Delta_{c,0}| = 427\text{ meV} \) in ML-WSe2 or \(|\Delta_{c,0}| = 8\text{ meV} \) \(|\Delta_{v,0}| = 185\text{ meV} \) in ML-MoSe2. The spin-splitting energies in the valence band are relevant in hole-doped MLs, and they are taken from DFT-based values [57]. These values match very well the empirical energy difference between type-A and type-B excitons (optical transition from the top and bottom valleys of the valence band). The spin-splitting energies in the conduction band are relevant in electron-doped conditions. They are extracted by assuming that dark excitons have the same binding energies as the indirect ones (because the electron effective masses are the same in both cases: dark excitons are formed when the electron and hole reside in the same valley but their spin configuration forbids optical transitions for out-of-plane propagating photons). Using the empirical value for the dark excitons: 40 meV below the neutral direct-bright exciton in WSe2 [148–150], and about the same energy as that of the neutral direct-bright exciton in MoSe2 [147], we have extracted the spin–orbit contribution to the spin-splitting energy from \(|\Delta_{v,0}| = 40 - |E_i - E_d| = 23\text{ meV} \) in ML-WSe2 and \(|\Delta_{c,0}| = |E_i - E_d| = 8\text{ meV} \) in ML-MoSe2.

9.2. Putting it all together

Figure 19 shows the calculated absorption profile of neutral excitons in ML-WSe2 and ML-MoSe2 embedded in hBN. Comparing these results with the experimental ones in figures 2, 9 and 10, we find compelling evidence for the coupling between excitons and intervalley plasmons. For example, the theory confirms that the blueshift of \(X^0\) is observed only in electron-doped TMDs (figures 19(e) and (f)), and that it is larger in ML-MoSe2 than in ML-WSe2 (figures 19(c) and (d)). The latter stems from the proximity between energies of direct and indirect excitons in ML-MoSe2. The blueshift is weaker in hole-doped TMDs because of a smaller local-field effect and a mismatch between the plasmon energy when it is governed by \(\Delta_{v,0}\) and the ten-fold smaller energy difference of direct and indirect excitons, governed by \(\Delta_{c,0}\). In addition, the analytical model captures the observed emergence and redshift of the optical sideband in electron-doped ML-WSe2 (X−1), and its absence in ML-MoSe2 or in hole-doped conditions. The spectral position of this many-body feature is about one plasmon energy below the indirect exciton, which in ML-WSe2 lies at a lower energy than the direct exciton. A clear advantage of this theoretical model is its exceptional efficiency: all of the density-dependent many-body effects in figure 19 are computed within seconds on a simple computer.
10. Conclusions and outlook

We have provided an overview of dynamical screening in monolayer TMDs. After establishing the form of the non-local dielectric function, we have analyzed the random-phase approximation forms of the dynamically-screened potential in the long-wavelength and shortwave limits. We have discussed the resulting two types of charge excitations governed by intravalley and intervalley plasmons, finding that local-field effects are important in the shortwave limit, especially in electron-doped conditions due to the orbital composition of conduction-band states. Using the single-plasmon pole approximation, the relatively cumbersome random-phase approximation form of the dynamically-screened dielectric function was then replaced with compact expressions in the long-wavelength and shortwave limits. The self-energies of electrons and holes and their charge-density dependence were evaluated, and the ensuing band-gap renormalization was calculated along with the density-dependent changes of the spin-splitting energies in the conduction and valence bands.

After establishing single-particle properties of electrons and holes, we have shown how one can compute neutral exciton states in electrostatically-doped ML-TMDs from the Bethe–Salpeter equation under the screened-ladder approximation. Here, the binding energy between electrons and holes is governed by the long-wavelength part of the dynamically-screened Coulomb potential. Already in the quasistatic approximation, where only the statically screened potential is used in the Bethe–Salpeter equation, two important and competing effects can be discerned: increased screening results in a reduction of the exciton binding energies (and hence a blueshift), whereas the band-gap renormalization due to correlation and exchange effects gives rise to a reduction of the band gap (and hence a redshift). Taking into account dynamical effects via the Shindo approximation or through a fully-dynamical Bethe–Salpeter equation do not qualitatively alter these results. Furthermore, the coupling between excitons and long-wavelength plasmons is qualitatively similar in ML-TMDs and conventional semiconductor quantum wells, where the only change is that the binding energies and involved densities are much larger in ML-TMDs.

Going beyond these approximations, we have calculated the self-energy of neutral-excitons due to their interaction with intervalley plasmons. The interaction couples between direct and indirect excitons, and can be viewed as a quasiparticle arising from a neutral exciton and collective intervalley charge excitation. This quasiparticle reveals the unique role of intervalley plasmons in the absorption spectra of ML-TMDs. The interaction with intervalley plasmons can explain the empirically found blueshift of the neutral exciton peak when the charge density is increased in electron- but not in hole-doped conditions. In addition, the confluence of the intervalley plasmon energy and energy difference between direct and indirect excitons elucidate the emergence of an optical sideband in electron-doped ML-WS₂ and ML-WSe₂, and its conspicuous absence in hole-doped systems and/or ML-MoS₂ and ML-MoSe₂.

**Figure 19.** Calculated absorption spectrum of the neutral exciton, $X^0$, for ML-WSe₂ (top) and ML-MoSe₂ (bottom) embedded in hBN. (a), (b) The absorption as a function of charge density and photon energy. The white lines trace the peak position. In addition, the exciton-plasmon interaction corresponds to $X^{-}$ in the low-energy side of the spectrum in electron-doped ML-WSe₂. (c), (d) Cross sections from panels (a) and (b) for different electron densities. (e), (f) The blueshift dependence of $X^0$ on charge density, where solid (dashed) lines denote electron (hole) doping. Reprinted with permission from [45], copyright 2019 by the American Physical Society.
10.1. Outlook

The study of many-body effects in ML-TMDs is in its infancy. We list several open questions in this relatively nascent field.

(i) Beyond the screened-ladder approximation

The experimental results in figures 2, 9 and 10 clearly show that the exciton peak disappears without any signs of excitonic enhancement due to the 2D nature of the monolayer [137]. Furthermore, figure 9 shows that the measured decay cannot be attributed solely to the rise of trions (i.e. transfer of the oscillator strength from neutral to charge excitons), since this rise is not commensurate with the much stronger decay in the absorption of neutral excitons. The simulated results only partially capture this behavior. While the exciton absorption peak decays when the charge density increases (e.g. figures 12(a), 14(a) and 16), the decay is mostly governed by the phenomenological broadening function we have employed (equation (73)). That is, the exciton peak decays because the broadening parameter in the analytical continuation step is enhanced when the red-shifting continuum approaches the exciton energy level (see figures 12–16). The contribution to the decay from the oscillator strength of the optical transition at elevated charge densities is relatively small, as shown in figure 13(b), governed by the fact that an attractive potential in a 2D system always generates a bound state. Thus, the dynamical BSE model directly captures the BGR and reduction in the exciton binding energy when the charge density increases. But the decay of the exciton peak is only indirectly captured through the assumption of enhanced scattering rates when the exciton energy level gets closer to the continuum.

The inability of the dynamical BSE model to directly capture the exciton decay is rooted in the use of the screened-ladder approximation. This physical picture is that of an exciton in a Fermi sea of electrons (or holes), where the Fermi sea affects the exciton through the screened potential and the self-energies of its electron and hole components. Using the Feynman diagram in figure 11 as a guide, the screened interaction between the electron and hole is encoded in the vertical wiggly double-lines, and the BGR is encoded in the double-line horizontal propagators of the exciton’s electron and hole components. When the exciton radius is comparable to the average distance between electrons in the Fermi sea, this diagram does not capture the viable possibility that the hole equally interacts with all of the electrons in its vicinity rather than with a single one. The problem becomes acute at elevated densities in which the reduced binding energy of the exciton due to screening increases its radius \(r_x \propto a_x^{-2}\), while the average distance between electrons in the Fermi sea decreases \(r_s\). In ML-TMDs, for example, \(r_s\) and \(a_x\) are comparable when the charge density is a few \(10^{12}\) cm\(^{-2}\).

In summary, the BSE under the screened-ladder approximation has its limitation regardless of whether we employ a quasistatic or a dynamically-screened potential. Further investigations that branch out of the screened-ladder approximation are needed to correctly model the decay of the exciton peak. A theoretical framework in which the hole interacts with the surrounding electron Fermi sea can be used to study both the decay of the exciton and the observed behavior of trions. As mentioned in section 7.2, such a theory can clarify if trions in ML-TMDs evolve into a mutated Fermi-edge singularity at elevated densities [120].

(ii) Detection of intervalley plasmons

To the best of our knowledge, a direct detection of intervalley plasmons in ML-TMDs has not been demonstrated yet (i.e. not through the exciton optical transitions). In addition to reflection electron energy loss spectroscopy, resonant Raman or THz spectroscopies are possible experiments to detect these plasmons. In order to conserve momentum in Raman or THz experiments, the shortwave nature of intervalley plasmons requires the coupling of the incident photon to two counter-propagating shortwave plasmons. Electrostatic doping can be used to tell apart the signature of these plasmons from that of optical phonons in the far-infrared spectrum. The gate voltage tunes the charge density and hence the plasmon energy and its amplitude (wider damping-free propagation range). The energies of optical phonons, on the other hand, are much less affected by the gate voltage.

(iii) Many-body and localization effects in the photoluminescence spectrum

When comparing absorption/reflectance experiments and photoluminescence experiments, such as in figure 2, one observes a notable difference in the relative amplitude of the signal. The largest oscillator strength in absorption/reflectance measurements of ML-TMDs belongs to the neutral exciton \(X^0\) at low charge densities, consistent with the calculated absorption spectrum in figure 19(a). On the other hand, the strongest emission in the photoluminescence comes from the optical sideband at elevated electron densities [39], as seen from figure 2(a). A possible explanation is that the plasmon-assisted emission involves the ground state (the indirect exciton in W-based MLs), whereas emission from direct excitons involves the excited state. Furthermore, the plasmon momentum counteracts that of the indirect exciton during the emission process, so that unlike the direct-exciton optical transition, the initial state of indirect excitons is not restricted to a minuscule light-cone (kinetic energy of few \(\mu\)eV). Another explanation can be that the quantum efficiency of light emission is improved at elevated electron densities because of screening of charged nonradiative recombination centers. Further investigations are needed to pinpoint the microscopic origin for the strong emission from the optical sideband.

An additional open question deals with the interplay between localization effects and many-body interactions in ML-TMDs. At low charge densities, electrons or holes in the ML can readily become localized in regions close to charged defects in the substrate or the encapsulated...
A related open question deals with the polaron effect in ML-TMDs because of its ability to correctly model the ionic contribution to the dielectric screening parameters. Experimentally, one can look for or engineer materials with similar dielectric constants to those found in hBN (or SiO₂), and examine whether the energies of excited exciton states differ from the ones seen in ML encapsulated in hBN (or supported on SiO₂).

A related open question deals with the polaron effect in ML-TMDs. The Fröhlich interaction between excitons and optical phonons in ML-TMDs is expected to be weak because of the charge neutrality and small size of the exciton as well as the similar effective masses of electrons and holes. Combined together, the interactions of the electron and hole with the phonon-induced macroscopic electric field cancel out [128]. One can then assume that the exciton does not distort the polar ML-TMD crystal in its vicinity, and accordingly, the effective masses of the electron and hole are not subjected to polaron effects. This scenario changes for electrons, holes, trions and other charged complexes because their nonzero charge can distort the crystal in their vicinity, and the resulting phonon cloud increases their effective masses. Further experiments and theoretical models are needed to quantify how the polaron effect in ML-TMDs affects the mobility of electrons and holes, the binding energy of trions, and the band-gap renormalization in doped MLs. These studies can also resolve discrepancies between experimentally measured effective masses and DFT-based calculations of these masses at the edges of the conduction and valence bands.

(v) Proximity effects

We expect dynamical screening to be important in the emerging area of magnetic proximity effects in ML-TMDs [31]. Until recently [30], magnetic proximity effects in all materials were theoretically studied by neglecting the role of Coulomb interactions, even without considering the simpler quasistatic approximation. While early experiments have focused on the out-of-plane magnetization demonstrating the removal of the valley degeneracy in transition-metal dichalcogenides [28, 29], we think this will also be interesting to explore other magnetization orientations in a substrate which could strongly alter the optical selection rules. For example, in-plane magnetization could yield additional spectral features and transform dark into bright excitons [30]. Recent experiments on magnetic proximity effects in WS₂/EuS show a large valley splitting of ∼20 meV at 1 T [154], larger splitting than what is available with a static applied magnetic field even at specialized facilities. Since two-dimensional ferromagnetism is available in monolayer van der Waals materials [155, 156] and with the gate-controlled critical temperature [157], there are many unexplored opportunities for probing the role of dynamical screening in van der Waals heterostructures. Magnetic proximity offers another way to control and study many-body interactions in the time-reversed valleys of ML-TMDs [30]. For example, by competing with the influence of the intrinsic spin–orbit coupling, it would change the energy of shortwave plasmons [35]. Given many possibilities to fabricate transition-metal dichalcogenides van der Waals heterostructures with superconducting regions, both with conventional [158] and unconventional pairing symmetry [159], one can envision other directions where the studies of dynamical screening will play a crucial role. The gate-dependent properties have been separately demonstrated for both normal and superconducting regions of such heterostructures [45, 158]. Virtual exchange of shortwave plasmons may give rise to pairing mechanisms in superconductors whose Fermi surfaces comprise distinct pockets in the Brillouin zone. By employing dynamical screening, similar as we have considered here, it is then possible to model plasmon-mediated Cooper pairing [160–163] which was argued to facilitate superconductivity in
cuprates [164] and other transition-metal systems through plasmon-phonon hybridization [165, 166], as well as in semiconductors and electron–hole liquids [167–170].

(vi) Devices

Dynamical screening and intervalley plasmons may find use in optical devices in which the gate voltage controls the wavelength of the emitted light or the absorption amplitude at a given wavelength. Achieving wavelength tunability this way has a great cost advantage compared with the use of external optical cavities. Furthermore, these devices can be integrated with silicon circuits for optics-on-chip applications without having to worry about lattice constant matching due to the van der Waals nature of ML-TMDs [2]. These expectations are well supported by a variety of applications that rely on unique optical response of ML-TMDs, from tunable excitonic light-emitting diodes [171] and ultrasensitive photodetectors [10], to single photon emitters [172, 173] important for quantum information processing. Owing to their spin-valley coupling [19], ML-TMDs were proposed for spin lasers [174] in which the spin imbalance and the conservation of angular momentum between the carriers and photons could enhance performance of conventional (spin- unpolarized) lasers [175]. Significant improvements in dynamical operation and power consumption using III–V semiconductor-based spin lasers [176], as compared to the state-of-the art conventional counterparts, suggest also important opportunities for spin lasers in ML-TMDs [31] where lasing has already been demonstrated [177, 178]. In addition to the common approach of using optical or electrical spin injection to generate spin-polarized carriers in spin laser, magnetic proximity effects in ML-TMDs could provide a viable alternative [31].
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