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Abstract. In a 3D bounded and $C^{1,\alpha}$-smooth domain $\Omega$, $\alpha \in (0,1)$, we distribute a cluster of nanoparticles enjoying moderately contrasting relative permittivity and permeability which can be anisotropic. We show that the effective permittivity and permeability generated by such cluster is explicitly characterized by the corresponding electric and magnetic polarization tensors of the fixed shape. The error of the approximation of the scattered fields corresponding to the cluster and the effective medium is inversely proportional to the dilution parameter $c_r := \frac{d}{a}$ where $a$ is the maximum diameter of the nanoparticles and $d$ the minimum distance between them. The constant of the proportionality is given in terms of a priori bounds on the cluster of nanoparticles (i.e. upper and lower bounds on their permittivity and permeability parameters, upper bound on the dilution parameter $c_r$, the used incident frequency and the domain $\Omega$).

A key point of the analysis is to show that the Foldy-Lax field appearing in the meso-scale approximation, derived in [14], is a discrete form of a (continuous) system of Lippmann-Schwinger equations with a related effective permittivity and permeability contrasts. To derive this, we prove that the Lippmann-Schwinger operator, for the Maxwell system, is invertible in the Hölder spaces. As a by-product, this shows a Hölder regularity property of the electromagnetic fields up to the boundary of the inhomogeneity.
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1. Introduction

1.1. Background and motivation. In this work, we are interested in estimating the electromagnetic fields generated by a cluster of small particles enjoying moderate contrasts of both their electric permittivity and magnetic permeability as compared with the ones of the background. Such a topic, which enters in the general framework of understanding the interaction between waves and matter, traces back at least as far as to the pioneering works of Rayleigh’s and Kirchhoff’s. At their time, it was known already that the diffracted wave by small scaled inhomogeneities is dominated by the first multi-poles (poles or dipoles) which are given by (polarized) point sources located inside the particles. In case of spherically shaped particles, Mie [30] derived the full expansion of the electromagnetic fields. These formal expansions were later mathematically justified, see for instance [21], in the framework of low frequencies expansions. A further step was achieved by Ammari and Kang, see [2,3], where the full expansion at any order and any shape is derived and justified.

These mentioned key works focused on a single or well-separated particles where their interactions is neglected. When the particles are close enough, i.e. behave as a cluster, the mutual interactions between them and the waves must be taken into account. Motivated by the propagation of acoustic waves in the presence of small bubbles, Foldy proposed, in his seminal work [22], a formal way how to handle the multiple interactions between the bubbles. Under the assumption that the bubbles behave as point-like potentials, he states a close form of the scattered wave by simply eliminating the singularity on the locations of these potentials.
(see [28] for more details). Later on, these formal representations of the scattered waves were justified by Berezin and Faddeev, see [10], in the framework of the Krein’s selfadjoint extension of symmetric operators. Another approach to give sense to Foldy’s formal method is the regularization method, see [1]. Let us mention here that the link between Foldy’s result, the one by Berezin and Faddeev and the one in [1] was made in a recent work [24]. There was no mention of Foldy’s work in Berezin and Faddeev’s work [10] nor in [1]. These two approaches give us, via the Krein’s resolvent representations or regularization, exact formulas to represent the scattered waves generated by singular potentials.

Inspired by these representations, it is natural to expect the dominant part of the fields, generated by a cluster of small scaled particles, to be reminiscent to the exact formulas described above with a difference that the scattering coefficients (which are also called the polarization tensors) entering into the close form dominating field are modeled by geometric or contrasts properties of the inhomogeneities. This is called the Foldy-Lax approximation or the point-interaction approximation.

There are different ways to derive these dominant fields. We can cite the variation method, via the maximum principle, as proposed by Maz’ya and Movchan [29] or integral equations as proposed firstly by Ramm [35] for some particular models and scaling regimes, and developed since then by many authors [16–18], [32–34] and [36–38]. We also cite the method of matched asymptotic expansions, see [11,27] and the references therein. Regarding the Maxwell system, apart from [37,38] which are derived more formally with questionable issues, few results are known. The first complete results are derived in [13] for the conductive particles and in [14] for particles enjoying moderate contrasts of the permittivity and permeability as compared to the ones of the background. The important issue in those two works is that the meso-scaled regime could be handled. In this regime the maximum radius of the particles \(a\) and the minimum distance \(\delta\) between them could be of the same order. The dilution parameter \(c_r := \frac{\delta}{a}\) indicates how dense the particles can be distributed. The main result in [14] is to have derived the Foldy-Lax approximation in the meso-scale regime with an error of approximation inversely proportional to \(c_r\). In addition, the close form of the dominating field is provided taking into account both the electric permittivity and magnetic permeability contrasts, allowing, eventually, their anisotropy and non-symmetry.

The work under consideration is related to the effective medium theory for Maxwell. The goal is to derive the effective permittivity and permeability that provides the same scattered electromagnetic field as the one derived in [14]. In the case of periodically distributed small inhomogeneities, the homogenization applies, see [9,25] and the references therein, and provides the equivalent media with averaged materials. In our analysis, we do not rely on homogenization techniques. Rather, our starting point is the Foldy-Lax approximation derived in [14]. The key point of the analysis is to show that the Foldy-Lax field appearing in the meso-scale approximation is a discrete form of a (continuous) system of Lippmann-Schwinger equations with a related effective permittivity and permeability contrasts. To derive this, we prove an invertibility result for Lippmann-Schwinger operator, for Maxwell, in the Hölder spaces. As a by-product, the corresponding electromagnetic fields has a Hölder regularity up to the boundary of the inhomogeneity.

In this work, we discuss electromagnetic material with moderate and positive contrasts. The study of the wave propagation in highly contrasting or negative materials is highly attractive and we witness a rapid growth of the number of published works in the recent years. The reason is that for special large scales, we can have resonances (as Minnaert for the acoustics and Mie (or dielectric) or plasmonic resonances in electromagnetism). So far, most of the results concern the acoustic model in the presence of bubbles. The observation, first made in [7], is that when the contrast of both the mass density and bulk modulus have a
similar but large contrasts, as compared to the ones of the background (the air, for instance),
then we have a resonance, named Minnaert resonance. This is a resonance in the sense that
if the used incident frequency is close to it then the scattering coefficient (the polarization
tensor) becomes large. Such an enhancement can be used to generate volumetric and low
dimensional metamaterials (materials with single or double negativity), see [4–8]. As far as
the effective medium theory is concerned, few results are known for the electromagnetism
with highly contrasting or negative permittivity of permeability. We can cite [12,26,39] who
assume periodicity and derive the equivalent coefficients, via homogenization, for dielectric
nanoparticles. However, we do believe that in the near future this gap will be filled.

1.2. The electromagnetic scattered fields generated by a cluster of nanoparticles.
We denote by \( D := \bigcup_{m=1}^{M} D_m \) a collection of \( M \) connected, bounded and Lipschitz-smooth
particles of \( \mathbb{R}^3 \). We deal with the electromagnetic wave propagation from this collection of
particles when excited by time-harmonic electromagnetic plane wave at a given frequency
\( \omega \). The nature of the wave propagation is described by the following Maxwell system:

\[
\begin{align*}
\Delta \times \mathbf{E} - i\omega \mu \mathbf{H} &= 0, \quad \text{in } \mathbb{R}^3 \setminus \partial D, \\
\Delta \times \mathbf{H} + i\omega \epsilon \mathbf{E} &= \sigma \mathbf{E}, \quad \text{in } \mathbb{R}^3 \setminus \partial D, \\
\mathbf{E} &= \mathbf{E}^{in} + \mathbf{E}^s, \\
\mathbf{H} &= \mathbf{H}^{in} + \mathbf{H}^s,
\end{align*}
\]

where \( \mathbf{E} \) and \( \mathbf{H} \) denote the total electric and magnetic fields, \( \epsilon \) and \( \mu \) are the electric permit-tivity and the magnetic permeability, respectively and \( \sigma \) is the corresponding conductivity.
The coefficients \( \epsilon, \mu, \sigma \) can be either real or complex tensors or scalar valued functions. Here,
\( \mathbf{E}^{in} \), being an entire solution of the Maxwell equation, is an incident field and
\( \mathbf{E}^s \) satisfy the Sylver-Müller radiation conditions

\[
\sqrt{\mu_0 \epsilon_0^{-1}} \mathbf{H}^s(x) \times \frac{x}{|x|} - \mathbf{E}^s(x) = O\left(\frac{1}{|x|^2}\right).
\]

Let \( k := \omega \sqrt{\mu_0 \epsilon_0} \), \( \mathbf{E} := \sqrt{\mu_0 \epsilon_0^{-1}} \mathbf{E} \) and \( \mathbf{H} = \sqrt{\mu_0 \epsilon_0^{-1}} \mathbf{H} \) with \( \mu_r := \frac{\mu}{\mu_0} \) and \( \epsilon_r := \frac{\epsilon + i\sigma/\omega}{\epsilon_0} \), we then derive from (1.1) that

\[
\begin{align*}
\text{curl}\mathbf{E} - ik\mu_r \mathbf{H} &= 0, \quad \text{curl}\mathbf{H} + i k \epsilon_r \mathbf{E} = 0 \quad \text{in } D, \\
\text{curl}\mathbf{E} - ik\mathbf{H} &= 0, \quad \text{curl}\mathbf{H} + i k \mathbf{E} = 0 \quad \text{in } \mathbb{R}^3 \setminus D, \\
\mathbf{E} &= \mathbf{E}^{in} + \mathbf{E}^s, \\
\mathbf{H} &= \mathbf{H}^{in} + \mathbf{H}^s,
\end{align*}
\]

where \( \mathbf{E}^{in} \) and \( \mathbf{H}^{in} \) are the relative incident wave fields fulfilling the whole system in \( \mathbb{R}^3 \) that

\[
\begin{align*}
\text{curl}\mathbf{E}^{in} - ik\mathbf{H}^{in} &= 0, \\
\text{curl}\mathbf{H}^{in} + i k \mathbf{E}^{in} &= 0.
\end{align*}
\]

Let the incident waves \( (\mathbf{E}^{in}, \mathbf{H}^{in}) \) be typical plane waves of the form \( \mathbf{E}^{in} = \mathbf{E}^{in}(x, \theta) = P e^{ik \theta \cdot x} \) for \( x \in \mathbb{R}^3 \) and \( \mathbf{H}^{in} = \mathbf{H}^{in}(x, \theta) = P \times \theta e^{ik \theta \cdot x} / i k \), where \( P \) is the constant vector modeling the polarization direction and \( \theta \) fulfilling \( |\theta| = 1 \) and \( P \cdot \theta = 0 \) is the incident direction.
Let $D_m = aB_m + z_m, m = 1, \cdots, M$, be the connected small components of the medium $D$, which are characterized by the parameter $a > 0$ and the locations $z_m$. Each $B_m$ containing the origin is a bounded Lipschitz domain and fulfills that $B_m \subset B_0^1$. In fact, we have the following definition.

**Definition 1.1.** Define $a := \max_{1 \leq m \leq M} \text{diam}(D_m)$, and $\delta := \min_{1 \leq m, j \leq M, m \neq j} \delta_{mj} := \min_{1 \leq m, j \leq M, m \neq j} \text{dist}(D_m, D_j)$.

Our analysis in this work is based on [14]. Therefore, we first recall the needed assumptions stated there regarding the model (1.2). More details can be found in [14].

I. **Assumptions on the exterior domain.** The electric permittivity $\epsilon_0$ and the magnetic permeability $\mu_0$ of the background are real, scalar and constants such that $k = \omega \sqrt{\epsilon_0 \mu_0} > 0$.

II. **Assumptions on the permittivity and permeability of each particle.** Assume that $\epsilon_r$ and $\mu_r$ satisfy the following conditions:

1. $\epsilon_r$ and $\mu_r$ are $W^{1,\infty}$-regular and both positive definite real symmetric matrices.
2. Define the contrasts with respect to $\epsilon_r$ and $\mu_r$ as $C_K := K - I$, where $K = \epsilon_r, \mu_r$ and $I \in \mathbb{R}^3 \times \mathbb{R}^3$ is the identity matrix. $C_K$ is a real valued $3 \times 3$-tensor with the corresponding derivatives satisfy the essentially uniformly bounded condition as

$$\|C_K\|_{W^{1,\infty}(\cup_{m=1}^M D_m)} \leq c_\infty,$$

as well as the essentially uniformly coercive conditions:

$$\Re(C_{\epsilon_r}(x)\xi \cdot \bar{\xi}) \geq c^-_\infty |\xi|^2,$$

$$C_{\mu_r}(x)\xi \cdot \bar{\xi} \geq c^\mu_\infty |\xi|^2,$$

for $x \in D$, where $c^-_\infty$ and $c^\mu_\infty$ are two positive constants.

III. **Assumptions on the distribution of the cluster of particles.** Let $\Omega$ be a bounded domain of unit volume, containing the particles $D_m, m = 1, 2, \cdots, M$, with $\partial \Omega$ which is $C^{1,\alpha}$-regular for $\alpha \in (0, 1)$. We divide $\Omega$ into $[\delta^{-3}]$ subdomains $\Omega_m, m = 1, 2, \cdots, [\delta^{-3}]$, distributed periodically, such that $D_m \subset \Omega_m$. Then we see that $M = \mathcal{O}(\delta^{-3})$. Let each $\Omega_m$ be a cube of volume $\delta^3$. Furthermore, the minimum distance defined in Definition 1.1 fulfills that

$$\delta = c_r a,$$

where $c_r$ is a constant satisfying the lower bound

$$c_r = \frac{\delta}{a} \geq \max \left\{1, \frac{2c_\Lambda kc^2_\infty}{\max(c^-_\infty, c^\mu_\infty)} \right\},$$

with $c_\Lambda$ being a positive constant independent on the parameters of the model. See Fig 1 and Fig 2 for the schematic illustrations of the global distribution as well as the local relation between any two particles.

**Remark 1.2.** In the above condition III, without loss of generality, we assume that the particles are distributed periodically in $\Omega$. However, the periodicity is used only for simplicity of the exposition. It is not required to derive our results. We refer to [15] for the case of non-periodic distribution of the particles.
Remark 1.3. Since the shape of $\Omega$ is arbitrary, the intersecting part between the set of the cubes and $\partial \Omega$ is not necessarily to be empty, unless $\Omega$ is a cube. It is known that for any $m = 1, \cdots , M$, the volume of $\Omega_m$ satisfies $|\Omega_m| = \delta^3$, which implies that the maximum radius of $\Omega_m$ is of order $\delta$, and thus the intersecting surfaces with $\partial \Omega$ possess the area of order $\delta^2$. Since the total area of $\partial \Omega$ is of order one, we can derive that the number of such particles will not exceed of order $\delta^{-2}$, and therefore the volume of this set is of order $\delta$, for sufficiently small $a$.

1.3. **Main results.** Our starting point is the following Foldy-Lax approximation (or point-interaction approximation) of the electromagnetic fields generated by a cluster of small scaled inhomogeneties in the mesoscale regime derived in [14].

**Theorem 1.4.** [14, Theorem 2.1]. Let $\Omega$ be a bounded domain with Lipschitz boundary. Under the assumptions (I, II,III) above, we have the following expansion:

$$E^\infty(\hat{x}) = \sum_{m=1}^M \left( \frac{k^2}{4\pi} e^{-ik\hat{x}\cdot \hat{z}_m} \hat{x} \times (R_m e_r \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x}\cdot \hat{z}_m} \hat{x} \times Q^\mu_m \right) + O(kc_\infty (\frac{1}{\epsilon_\infty} + \frac{1}{\mu_\infty})\epsilon^{-7}),$$

(1.6)
with $\mathcal{R}_m^\epsilon$, $\mathcal{Q}_m^{\mu\nu}$ fulfilling the following invertible linear algebraic system
\[
(P_D^{\mu\nu})^{-1}\mathcal{R}_m^\epsilon = \sum_{j=1}^M \left[ \Pi_k(z_m, z_j) \mathcal{R}_j^\epsilon + i k \nabla \Phi_k(z_m, z_j) \times \mathcal{Q}_j^{\mu\nu} \right] + E^m(z_m),
\]
\[
(P_D^{\mu\nu})^{-1}\mathcal{Q}_m^{\mu\nu} = \sum_{j=1}^M \left[ \Pi_k(z_m, z_j) \mathcal{Q}_j^{\mu\nu} - i k \nabla \Phi_k(z_m, z_j) \times \mathcal{R}_j^\epsilon \right] + H^m(z_m)
\]
for $m = 1, \ldots, M$. $c_{\epsilon,0}^\omega$, $c_{\mu,0}^\omega$ are the positive constants introduced in (1.4).

Here, $[P_D^{\mu\nu}]$ and $[\mathcal{Q}_m^{\mu\nu}]$ are respectively the electric polarization tensor and the magnetic polarization tensor associated with (1.2), which satisfy the scaling property
\[
[P_D^{\mu\nu}] = a^3[P_B^{\mu\nu}], \quad [\mathcal{Q}_m^{\mu\nu}] = a^3[\mathcal{Q}_m^{\mu\nu}],
\]
as well as the boundedness property
\[
\lambda_{\epsilon,0}^- a^3|V|^2 \leq [P_D^{\mu\nu}] V \cdot V \leq \lambda_{\epsilon,0}^+ a^3|V|^2, \quad \lambda_{\mu,0}^- a^3|V|^2 \leq [\mathcal{Q}_m^{\mu\nu}] V \cdot V \leq \lambda_{\mu,0}^+ a^3|V|^2,
\]
with positive constants $\lambda_{\epsilon,0}^-$, $\lambda_{\mu,0}^-$ for any vector $V$. Then we denote
\[
\lambda_{\epsilon,\mu}^- := \min\{\lambda_{\epsilon,0}^-, \lambda_{\mu,0}^-\}, \quad \lambda_{\epsilon,\mu}^+ := \max\{\lambda_{\epsilon,0}^+, \lambda_{\mu,0}^+\}.
\]

IV. Assumption on the shape of $D_m$’s. We assume that the $B_m$’s have the same shapes and we denote
\[
[P_B^{\mu\nu}] := [P_0^{\mu\nu}], \quad [\mathcal{Q}_m^{\mu\nu}] := [P_0^{\mu\nu}].
\]
Actually, we just need the shapes to have the same polarization tensors.

Now, we are in a position to state the main contribution of this work.

**Theorem 1.5.** Let $\Omega$ be a bounded domain with $C^{1,\alpha}$ regularity for $\alpha \in (0,1)$. Suppose that the wave number $k$ fulfills
\[
g(\alpha, k)c_{\text{reg}}(\alpha, \Omega)c_\epsilon^{-3}c_{\epsilon,\mu}^\omega < 1,
\]
where
\[
g(\alpha, k) := k^{3+\alpha} + k^3 + k^2 + k + 1,
\]
and $c_{\epsilon,\mu}^\omega$ is defined by
\[
c_{\epsilon,\mu}^\omega := \max\{\|P_0^\epsilon\|_{L^\infty(\Omega)}, \|P_0^\mu\|_{L^\infty(\Omega)}\},
\]
and $c_{\text{reg}}(\alpha, \Omega)$ is a positive constant depending on $\alpha$ and $\Omega$, see (2.31). Then under the assumptions (I, II, III, IV) above, we have the following expansion:
\[
E_\infty(\hat{x}) - E_{\text{eff}}^\infty(\hat{x}) = \mathcal{O}\left(k\lambda_{\epsilon,\mu}^{-1}(c_\epsilon^{\epsilon,\mu} + c_0^{\epsilon,\mu})(nk\lambda_{\epsilon,\mu}^{-1} + c_0^{\mu\nu,\mu\nu}c_0^{-1})c_{\epsilon,\mu}^\omega\right),
\]
where $\lambda_{\epsilon,\mu}^{-1}$, $c_\epsilon^{\epsilon,\mu}$, $c_0^{\epsilon,\mu}$, $c_0^{\mu\nu,\mu\nu}$, $c_0^{-1}$ and $c_{\epsilon,\mu}^\omega$ are positive constants depending on the a-priori bounds for $\epsilon$, $\mu$ and $\Omega$ and they are given by (1.9), (2.21) and (3.6), respectively. Here, $E_\infty^\omega$ is the far-field pattern corresponding to the following electromagnetic scattering problem for the effective medium as $a \to 0$:
\[
\begin{aligned}
&\text{curl}U^\epsilon + i k \mu_{\epsilon} V^\mu_{\epsilon} = 0, \quad \text{curl}V^\mu_{\epsilon} + i k \epsilon_{\mu} U^\epsilon = 0 \quad \text{in } D, \\
&\text{curl}U^\mu_{\epsilon} + i k \mu_{\mu} V^\mu_{\mu} = 0, \quad \text{curl}V^\mu_{\mu} + i k \epsilon_{\mu} U^\mu_{\epsilon} = 0 \quad \text{in } \mathbb{R}^3 \setminus D, \\
&U^\epsilon_{\epsilon} = U^\epsilon_{\infty}, \quad U^\mu_{\epsilon} = U^\mu_{\infty}, \\
&\nu \times U^\epsilon_{\epsilon} = \nu \times U^\epsilon_{\infty}, \quad \nu \times V^\mu_{\mu} = \nu \times V^\mu_{\infty}, \quad \text{on } \partial D, \\
&V^\mu_{\epsilon} \times \frac{x}{|x|} - U^\mu_{\epsilon} = \mathcal{O}\left(\frac{1}{|x|^2}\right), \quad \text{as } |x| \to \infty,
\end{aligned}
\]
The electric permittivity and magnetic permeability of the effective medium are given by

\[ \hat{\epsilon}_r = I + c_r^{-3}[P_r], \quad \hat{\mu}_r = I + c_r^{-3}[P_0^{\mu r}]. \]

**Remark 1.6.** The assumption in (II. (1)) can be changed into “\(\epsilon_r\) and \(\mu_r\) are real positive definite matrices with arbitrary \(\Re\epsilon_r\)”. In particular, \(\epsilon_r\) and \(\mu_r\) do not need to be symmetric. In this case, for \(m = 1, 2, \cdots, M\), we define

\[ A^m_f := \frac{1}{D_m} \int_{D_m} f \, dv, \]

for any \(f \in L^2(D_m)\). Then if either \(\epsilon_r\) or \(\mu_r\) is not symmetric, with \((A^m_{\epsilon r})_{m=1}^M\) and \((A^m_{\mu r})_{m=1}^M\) standing for the respective average over each \(D_m\), the Foldy-Lax approximation for the far-field keeps the same form as (1.6). But the invertible linear algebraic system with respect to \((R^e_m, Q^e_m)\) now becomes

\[
[T_{D_m}^{A^m_{\epsilon r} T}]^{-1} R^e_m = \sum_{j=1}^{M} \left[ \Pi_k(z_m, z_j) R^e_j + ik \nabla \Phi_k(z_m, z_j) \times Q^e_j \right] + E^{in}(z_m),
\]

\[
[T_{D_m}^{A^m_{\mu r} T}]^{-1} Q^e_m = \sum_{j=1}^{M} \left[ \Pi_k(z_m, z_j) Q^{\mu r}_j - ik \nabla \Phi_k(z_m, z_j) \times R^e_j \right] + H^{in}(z_m),
\]

for \(m = 1, 2, \cdots, M\), where \([T_{D_m}^{A^m_{\epsilon r} T}]^{-1}\) and \([T_{D_m}^{A^m_{\mu r} T}]^{-1}\) are given by

\[ [T_{D_m}^{A^m_{\epsilon r} T}]^{-1} := A_{\epsilon r}^{-1}(P_{D_m}^{A^m_{\epsilon r} T})^{-1}(A_{\epsilon r}^{-1})^{-1}, \]

and

\[ [T_{D_m}^{A^m_{\mu r} T}]^{-1} := A_{\mu r}^{-1}(P_{D_m}^{A^m_{\mu r} T})^{-1}(A_{\mu r}^{-1})^{-1}. \]

We refer [14, Theorem 2.1] for more detailed discussions. Based on (1.6), we show that the corresponding effective medium under this circumstances still fulfills (1.12), with the new electric permittivity \(\hat{\epsilon}_r\) and \(\hat{\mu}_r\) being represented as

\[ \hat{\epsilon}_r = I + c_r^{-3}[T_{0}^{-A^m_{\epsilon r} T}], \quad \hat{\mu}_r = I + c_r^{-3}[T_{0}^{-A^m_{\mu r} T}], \]

under the similar assumption as IV.

1.4. **A brief description of the arguments.** Here, we briefly describe the whole steps and ideas of the proof of Theorem 1.5.

Recall the Foldy-Lax approximation given in [14, Theorem 2.1]. By the variable substitution \(U_m := [P_{D_m}^{\mu r}]^{-1} R_m, V_m := [P_{D_m}^{\mu r}]^{-1} Q_m\), we can rewrite the far-field expansion as

\[
E^\infty(\hat{x}) = \sum_{m=1}^{M} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z_m} \hat{x} \times (a^3[P_0^r]U_m \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z_m} \hat{x} \times a^3[P_0^{\mu r}]V_m \right) + O(kc_\infty(\frac{1}{\epsilon_\infty} + \frac{1}{\mu_\infty}c_\infty^{-7})), \quad (1.13)
\]
where \((U_m, V_m)_{m=1}^M\) are solutions to the invertible linear algebraic system
\[
U_m - a^3 \sum_{j=1}^M \left[ \Pi_k(z_m, z_j)[P_0^{\mu}] U_j + i k \nabla \Phi_k(z_m, z_j) \times ([P_0^{\mu}] V_j) \right] = E^{\text{in}}(z_m),
\]
\[
V_m - a^3 \sum_{j=1}^M \left[ \Pi_k(z_m, z_j)[P_0^{\mu}] V_j - i k \nabla \Phi_k(z_m, z_j) \times ([P_0^{\mu}] U_j) \right] = H^{\text{in}}(z_m),
\]
and \(c_\infty, c_{\infty}^2\) and \(c_{\infty}^3\) are defined by (1.3) and (1.4), respectively.

Based on (1.14), we introduce the Lippmann-Schwinger equation with respect to two constant 3 × 3-tensors \([C_{\epsilon r}^T]\) and \([C_{\mu r}^T]\) as
\[
U^{\epsilon r}(x) - \int_\Omega \left( \Pi_k(x, z)c^{-3}_r[C_{\epsilon r}^T]U^{\epsilon r} + i k \nabla \Phi_k(x, z) \times (c^{-3}_r[C_{\mu r}^T]V^{\mu r}) \right) dz = E^{\text{in}}(x, \theta),
\]
\[
V^{\mu r}(x) - \int_\Omega \left( \Pi_k(x, z)c^{-3}_r[C_{\mu r}^T]V^{\mu r} - i k \nabla \Phi_k(x, z) \times (c^{-3}_r[C_{\epsilon r}^T]U^{\epsilon r}) \right) dz = H^{\text{in}}(x, \theta),
\]
which models the unique solution to the electromagnetic scattering problem of equivalent medium (1.12). More explanations for \([C_{\epsilon r}^T]\) and \([C_{\mu r}^T]\) will be presented later in Section 3 by Definition 3.1. The corresponding far-field possesses the form
\[
E^{\text{eff}}(\hat{x}) = \int_\Omega \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r[C_{\epsilon r}^T]U^{\epsilon r}(z) \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times c^{-3}_r[C_{\mu r}^T]V^{\mu r}(z) \right) dz.
\]

Our main result is to derive the following error estimate
\[
E^{\text{eff}}(\hat{x}) - E^{\text{eff}}(\hat{x}) = \mathcal{O} \left( k \lambda_{c_{\epsilon r}^{\mu r}}(\epsilon_0^r + \mu_0^r) (k c_0^J c_0^r, c_0^J c_0^r, c_0^r, c_0^r) \right), \quad a \to 0. \tag{1.17}
\]
We show that \([C_{\epsilon r}^T] = [P_0^{\epsilon r}] + O(c^{-3}_r)\) and \([C_{\mu r}^T] = [P_0^{\mu r}] + O(c^{-3}_r).\) Therefore, in terms of (1.17), \(E^{\text{eff}}(\hat{x})\) in (1.16) reduces, keeping the same notation, to
\[
E^{\text{eff}}(\hat{x}) = \int_\Omega \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r[P_0^{\epsilon r}]U^{\epsilon r} \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times c^{-3}_r[P_0^{\mu r}]V^{\mu r} \right) dz. \tag{1.18}
\]

In order to derive (1.17), the first step is to investigate the regularity of the solution \((U^{\epsilon r}, V^{\mu r})\) of (1.15). We prove that if the bounded domain \(\Omega\) is \(C^{1,\alpha}\) regular, then \((U^{\epsilon r}, V^{\mu r}) \in C^{0,\alpha} (\Omega) \times C^{0,\alpha} (\overline{\Omega})\), for \(\alpha \in (0, 1)\), provided that
\[
g(\alpha, k) c_{\epsilon r}^\alpha(\epsilon_0^r + \mu_0^r)(k c_0^J c_0^r, c_0^J c_0^r, c_0^r, c_0^r) < 1,
\]
where \(g(\alpha, k) := k^{3+\alpha} + k^3 + k^2 + k + 1\), and \(c_{\epsilon r}^\alpha(\epsilon_0^r, \mu_0^r)\) is a positive constant depending on \(\alpha\) and \(\Omega\). \(c_{\epsilon r}^\alpha(\epsilon_0^r, \mu_0^r)\) is a positive constant related to \([P_0^{\epsilon r}]\) and \([P_0^{\mu r}]\).

Next, with the help of counting lemma and the above regularity property, we derive the most important estimate of the difference between the solutions \((U_m, V_m)\) to the linear algebraic system and the solutions \((U^{\epsilon r}, V^{\mu r})\) of the Lippmann-Schwinger equation. Precisely, we estimate the \(l_2\)-norm of the vectors \((I - K^{\epsilon r}) \frac{1}{|S_m|} \int_{S_m} U^{\epsilon r}(x) dx - U_m,\) and \((I - K^{\mu r}) \frac{1}{|S_m|} \int_{S_m} V^{\mu r}(x) dx - V_m,\) for \(m = 1, \cdots, M,\) as
\[
\left( \sum_{m=1}^M \left( (I - K^{\epsilon r}) \frac{1}{|S_m|} \int_{S_m} U^{\epsilon r}(x) dx - U_m \right)^2 \right)^{1/2} = \mathcal{O} \left( \lambda_{c_{\epsilon r}^{\mu r}}(\epsilon_0^r + \mu_0^r) c_0^r \frac{2}{\alpha} \right),
\]
and
\[
\left( \sum_{m=1}^{M} |(I - K^{\nu r}) |_{S_m} \int_{S_m} V^r(x) \, dx - V_m |^2 \right)^{1/2} = O \left( \lambda^+_{(r, \mu^r)} c_0^{\mu r - 1} (c_0^{\mu r} + c_0^{\mu r - 2}) a - \frac{3}{2} \right),
\]
where \( K^{\nu r} \) and \( K^{\mu r} \) are bounded linear operators associated with the constant tensors \([C^T_\nu]\) and \([C^T_\mu]\) respectively; see Definition 3.1 in Section 3 for more detailed discussions. To derive these estimates, with tedious but needed computations, we systematically utilize the properties of the Newtonian operator, as Calderón-Zygmund inequality, and the invertibility property of the algebraic system in Theorem 1.4. Based on these estimates, we finally derive the error estimate for \( E_{\text{eff}}^\infty - E_{\text{eff}}^\infty \).

The rest of this paper is organized as follows. In Section 2, we first recall the Foldy-Lax approximation of the electromagnetic fields introduced in [14] for the discrete case with slightly different representations, which is more appropriate for our later comparison with the continuous model. In addition, we derive the \( C^{0, \alpha}_r \)-regularity of the solution \((U^{\nu r}, V^{\mu r})\) appearing in the limiting far-field (1.18). Section 3 is devoted to prove our main result by investigating the equivalent medium as \( a \to 0 \) and evaluate the difference between the discrete form of the far-field \( E_{\text{eff}}^\infty (\hat{x}) \) and the corresponding asymptotic form \( E_{\text{eff}}^\infty (\hat{x}) \). Finally, in Section 4, we give the proof of one of the essential propositions used in Section 3.

2. Lippmann-Schwinger equation and the \( C^{0, \alpha}_r \) regularity to its solution

2.1. Mesoscale Approximation for the Electromagnetic Fields: Discrete form. In this subsection, based on [14], we recall the discrete form of the Foldy-Lax Approximation as well as the corresponding linear algebraic system as the following proposition.

Proposition 2.1. [14, Theorem 2.1] Under the assumptions (I, II, III), the mesoscale electromagnetic scattering problem (1.2) has one and only one solution and the corresponding far-field fulfills the following expansion:

\[
E^\infty (\hat{x}) = \sum_{m=1}^{M} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z_m} \times (R^{\nu r}_m \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z_m} \times Q^{\mu r}_m \right) + O(k c_\infty \left( \frac{1}{c_\infty^2} + \frac{1}{c_\infty^\alpha} \right) c_r^{-\gamma}).
\]

where \((R^{\nu r}_m, Q^{\mu r}_m)^{M}_{m=1}\) are the solutions to the following invertible linear algebraic system

\[
[P^{\nu r}_{D_m}]^{-1} R^{\nu r}_m = \sum_{j=1}^{M} \left( \Pi_k(z_m, z_j) R^{\nu r}_j + ik \nabla \Phi_k(z_m, z_j) \times Q^{\mu r}_j \right) + E^{in}(z_m),
\]

\[
[P^{\mu r}_{D_m}]^{-1} Q^{\mu r}_m = \sum_{j=1}^{M} \left( \Pi_k(z_m, z_j) Q^{\mu r}_j - ik \nabla \Phi_k(z_m, z_j) \times R^{\nu r}_j \right) + H^{in}(z_m).
\]

Furthermore, \((R^{\nu r}_m, Q^{\mu r}_m)^{M}_{m=1}\) satisfy the estimates for \( k > 1 \) as,

\[
\left( \sum_{m=1}^{M} |R^{\nu r}_m|^2 \right)^{1/2} \leq \frac{9 \lambda^+_{(r, \mu^r)} a^3}{8} \left( \sum_{m=1}^{M} |H^{in}(z_m)|^2 \right)^{1/2} + \left( \frac{M}{3} \sum_{m=1}^{M} |E^{in}(z_m)|^2 \right)^{1/2},
\]

\[
\left( \sum_{m=1}^{M} |Q^{\mu r}_m|^2 \right)^{1/2} \leq \frac{9 \lambda^+_{(r, \mu^r)} a^3}{8} \left( \sum_{m=1}^{M} |H^{in}(z_m)|^2 \right)^{1/2} + \frac{1}{3} \left( \frac{M}{3} \sum_{m=1}^{M} |E^{in}(z_m)|^2 \right)^{1/2},
\]

(2.3)
provided \( c_r = \delta / a \geq 3k\lambda_{(r,\mu_r)}^+ \).

The proof of deriving (2.2) and (2.3) can be founded directly in [14, Proposition 5.1 and Proposition 5.2]. The corresponding far-field representation here (2.1) is slightly different from the form presented in [14, Theorem 2.1].

Now, based on the scaling property (1.7) as well as the constant assumption for the polarization tensors (1.10), we rewrite the linear algebraic system (2.2) for \( (R_{m}^{e},Q_{m}^{\mu r})_{m=1}^{M} \) as

\[
\begin{align*}
(P_{D_m}^{e})^{-1} R_{m}^{e} & - a^3 \sum_{j=1, j \neq m}^{M} \left[ \Pi_k(z_m, z_j)(P_{D_j}^{e})^{-1} R_{j}^{e} + ik \nabla \Phi_k(z_m, z_j) \times (P_{0}^{\mu r})^{-1} Q_{j}^{\mu r} \right] = E^{in}(z_m), \\
(P_{D_m}^{\mu r})^{-1} Q_{m}^{\mu r} & - a^3 \sum_{j=1, j \neq m}^{M} \left[ \Pi_k(z_m, z_j)(P_{D_j}^{\mu r})^{-1} Q_{j}^{\mu r} - ik \nabla \Phi_k(z_m, z_j) \times (P_{0}^{e})^{-1} R_{j}^{e} \right] = H^{in}(z_m).
\end{align*}
\]

(2.4)

Denote

\[
U_m := (P_{D_m}^{e})^{-1} R_{m}^{e}, \quad V_m := (P_{D_m}^{\mu r})^{-1} Q_{m}^{\mu r}.
\]

Then (2.4) becomes

\[
\begin{align*}
U_m & - a^3 \sum_{j=1, j \neq m}^{M} \left[ \Pi_k(z_m, z_j)(P_{0}^{e}) U_j + ik \nabla \Phi_k(z_m, z_j) \times (P_{0}^{\mu r}) V_j \right] = E^{in}(z_m), \\
V_m & - a^3 \sum_{j=1, j \neq m}^{M} \left[ \Pi_k(z_m, z_j)(P_{0}^{\mu r}) V_j - ik \nabla \Phi_k(z_m, z_j) \times (P_{0}^{e}) U_j \right] = H^{in}(z_m).
\end{align*}
\]

(2.6)

In the following discussions, when it comes to the discrete far-field approximation, we mainly use the representation (2.1) as well as (2.6).

2.2. Lippmann-Schwinger equation and the \( C_{0,\alpha} \) regularity of the associated solutions. In this subsection, we first construct the Lippmann-Schwinger equation of the electromagnetic scattering problem for the equivalent medium and investigate the regularity of the solutions, which is of significant use in the proof of our main theorem.

Suppose \( [C^{T}_{e}] \) and \( [C^{T}_{\mu r}] \) are two \( 3 \times 3 \) tensors, which can be denoted by two positive definite real symmetric matrices. Inspired by (2.6), let us consider the Lippmann-Schwinger equation with respect to \( c_r^{-3}[C^{T}_{e}] \) and \( c_r^{-3}[C^{T}_{\mu r}] \) as

\[
\begin{align*}
U^{ir}(x) & - \int_{\Omega} \left( \Pi_k(x,z)c_r^{-3}[C^{T}_{e}] U^{ir} + ik \nabla \Phi_k(x,z) \times (c_r^{-3}[C^{T}_{\mu r}] V^{\mu r}) \right) \, dz = E^{in}(x,\theta), \\
V^{\mu r}(x) & - \int_{\Omega} \left( \Pi_k(x,z)c_r^{-3}[C^{T}_{\mu r}] V^{\mu r} - ik \nabla \Phi_k(x,z) \times (c_r^{-3}[C^{T}_{e}] U^{ir}) \right) \, dz = H^{in}(x,\theta).
\end{align*}
\]

(2.7)

for \( x \in \Omega \), where \( c_r > 1 \) is the constant defined in (1.5). Indeed, we can see by Remark 3.3 from the explicit forms of \( [C^{T}_{e}] \) and \( [C^{T}_{\mu r}] \) that they are two constant tensors since \( [P_{0}^{e}] \) and \( [P_{0}^{\mu r}] \) are constant. It is direct to verify that \( (U^{ir}, V^{\mu r}) \) satisfies the following electromagnetic
scattering problem of the equivalent medium

\[
\begin{cases}
\text{curl} \dot{U}^{\epsilon r} - i k \mu_r \text{curl} \dot{V}^{\mu r} = 0, & \text{curl} \dot{V}^{\mu r} + i k \epsilon_r \text{curl} \dot{U}^{\epsilon r} = 0 \quad \text{in} \ D, \\
\text{curl} \dot{U}^{\epsilon r} - i k \nu_r \text{curl} \dot{V}^{\mu r} = 0, & \text{curl} \dot{V}^{\mu r} + i k \nu_r \text{curl} \dot{U}^{\epsilon r} = 0 \quad \text{in} \ \mathbb{R}^3 \setminus D,
\end{cases}
\]

(2.8)

\[
U^{\epsilon r}_s = U^{\epsilon r}_s + U^{\mu r}_s, \\
\nu \times U^{\epsilon r}_s|_+ = \nu \times U^{\mu r}_s|_-, \quad \nu \times V^{\mu r}_s|_+ = \nu \times V^{\mu r}_s|_-, \quad \text{on} \ \partial D,
\]

\[
V^{\mu r}_s \times \frac{x}{|x|^2} - U^{\epsilon r}_s = \mathcal{O}\left(\frac{1}{|x|^2}\right), \quad \text{as} \ |x| \to \infty,
\]

where \( \dot{\epsilon}_r \) and \( \dot{\mu}_r \) are formulated by

\[
\dot{\epsilon}_r = I + c_r^{-3}[C^T_{\epsilon r}], \quad \dot{\mu}_r = I + c_r^{-3}[C^T_{\mu r}].
\]

(2.9)

It is obvious that \( \dot{\epsilon}_r \) and \( \dot{\mu}_r \) are constant and symmetric under Assumption IV by the representations (3.3) and (3.4).

Recall the Green’s function for the Helmholtz operator in [14, Section 3]

\[
\Phi_k(x, z) = \frac{1}{4\pi} \frac{e^{ik|x - z|}}{|x - z|}, \quad \text{for} \ x \neq z,
\]

and the corresponding electromagnetic dyadic Green’s function

\[
\Pi_k(x, z) = k^2 \Phi_k(x, z)I + \nabla_x \nabla_x \Phi_k(x, z) = k^2 \Phi_k(x, z)I - \nabla_x \nabla_y \Phi_k(x, z) \quad \text{for} \ x \neq z.
\]

For any essentially bounded tensor \( A \), denote the corresponding vector Newtonian operator as

\[
S^{k,A}_{\Omega}(W) := \int_{\Omega} \Phi_k(x, z)AW(z)\,dz \quad \text{for} \ W \in L^2(\Omega).
\]

(2.10)

Therefore, in order to investigate the regularity of \((U^{\epsilon r}, V^{\mu r})\), it suffices to study the regularity of \((E, H)\) solution to the following equivalent Lippmann-Schwinger equation

\[
\begin{pmatrix}
E \\
H
\end{pmatrix} - \begin{pmatrix}
(k^2 + \nabla \text{div}) S^{k,C_{\epsilon r}}_{\Omega} & \text{icurl} S^{k,C_{\mu r}}_{\Omega} \\
-\text{icurl} S^{k,C_{\epsilon r}}_{\Omega} & (k^2 + \nabla \text{div}) S^{k,C_{\mu r}}_{\Omega}
\end{pmatrix} \begin{pmatrix}
E \\
H
\end{pmatrix} = \begin{pmatrix}
E^{\text{in}} \\
H^{\text{in}}
\end{pmatrix},
\]

(2.11)

where \( S^{k,C_{\epsilon r}}_{\Omega}, S^{k,C_{\mu r}}_{\Omega} \) are the Newtonian operators defined by (2.10) and \((E^{\text{in}}, H^{\text{in}})\) are the incident plane waves introduced in Subsection 1.2.

We present the main regularity result as follows.

**Theorem 2.2.** Let \( \Omega \) be a bounded domain with \( C^{1,\alpha} \) regularity for \( \alpha \in (0, 1) \). Consider the electromagnetic scattering problem (1.2). There exists a positive constant \( c_{\text{reg}}(\alpha, \Omega) \), depending only on \( \alpha \) and \( \Omega \), such that if

\[
g(\alpha, k)c_{\text{reg}}(\alpha, \Omega)c_r^{-3}c_{\infty}^{(\epsilon_r, \mu_r)} < 1,
\]

(2.12)

where

\[
g(\alpha, k) := k^{3+\alpha} + k^3 + k^2 + k + 1 \quad \text{and} \quad c_{\infty}^{(\epsilon_r, \mu_r)} := \max\{\|P_0^{\epsilon_r}\|_{L^\infty(\Omega)}, \|P_0^{\mu_r}\|_{L^\infty(\Omega)}\},
\]

then we have

\[
(E, H) \in C^{0,\alpha}(\bar{\Omega}) \times C^{0,\alpha}(\bar{\Omega}).
\]

**Proof.** We split the proof of Theorem 2.2 into the following three steps:

(i) Construction of the coupled surface-volume system of integral equations.
Recall the Lippmann-Schwinger equation (2.11). Using the integration by parts for the term \((k^2 + \nabla \text{div}) S_{\Omega}^{k,C_\nu}\), we have
\[
(k^2 + \nabla \text{div}) S_{\Omega}^{k,C_\nu}(E) = k^2 S_{\Omega}^{k,C_\nu}(E) + \nabla \text{div} S_{\Omega}^{k,C_\nu}(E) + \nabla \int_{\Omega} \nabla z \Phi_k(x,z) C_\epsilon, E(z) \, dz \\
= k^2 S_{\Omega}^{k,C_\nu}(E) - \nabla \int_{\Omega} \nabla z \Phi_k(x,z) C_\epsilon, E(z) \, dz \\
= k^2 S_{\Omega}^{k,C_\nu}(E) + \nabla \int_{\Omega} \Phi_k(x,z) \text{div} C_\epsilon, E(z) \, dz - \nabla \int_{\partial\Omega} \Phi_k(x,z) C_\epsilon, E(z) \cdot \bar{n} \, d\sigma(z). 
\]
(2.13)
where \(C_\epsilon := \epsilon_r - I\). Combining with (2.9) as well as the explicit forms of \([C_\nu^T]\) and \([C_\nu^T]\) presented in (3.3) and (3.4), since \(C_\epsilon\) is constant under Assumption IV, there holds
\[
\text{div} C_\epsilon, E = -\frac{C_\epsilon}{ik\epsilon_r} \text{div} \left( \text{curl} H \right) = 0 \quad \text{in} \quad \Omega,
\]
which implies
\[
\nabla \int_{\Omega} \Phi_k(x,z) \text{div} C_\epsilon, E(z) \, dz = 0.
\]
Define the single layer operator as
\[
\mathcal{S}_{\partial\Omega}(V_i) := \int_{\partial\Omega} \Phi_k(x,z) C_\epsilon \, V_i(z) \, d\sigma(z)
\]
(2.14)
for any surface vector function \(V_i\), where \(\hat{K} = \epsilon_r, \mu_r\). Then (2.13) can be simplified as
\[
(k^2 + \nabla \text{div}) S_{\Omega}^{k,C_\nu}(E) = k^2 S_{\Omega}^{k,C_\nu}(E) - \nabla \mathcal{S}_{\partial\Omega}(e*)
\]
(2.15)
by denoting \(e* := E(z) \cdot \bar{n}|_{\partial\Omega}\). Similarly, we have
\[
(k^2 + \nabla \text{div}) S_{\Omega}^{k,C_\nu}(H) = k^2 S_{\Omega}^{k,C_\nu}(H) - \nabla \mathcal{S}_{\partial\Omega}(h*)
\]
(2.16)
where \(h* := H(z) \cdot \bar{n}|_{\partial\Omega}\).

Denote
\[
\mathcal{M}_{\Omega}^{k,C_\nu} := ik\text{curl} S_{\Omega}^{k,C_\nu}, \quad \gamma_0 S_{\Omega}^{k,C_\nu} := \bar{n} \cdot S_{\Omega}^{k,C_\nu}|_{\partial\Omega}, \quad \gamma_n \mathcal{M}_{\Omega}^{k,C_\nu} := \bar{n} \cdot \mathcal{M}_{\Omega}^{k,C_\nu}|_{\partial\Omega}, \quad \gamma_1 \mathcal{M}_{\partial\Omega}^{k,C_\nu} := \bar{n} \cdot \mathcal{M}_{\partial\Omega}^{k,C_\nu}|_{\partial\Omega},
\]
\[
\gamma_1 \mathcal{S}_{\partial\Omega}(e*) := \bar{n} \cdot \mathcal{S}_{\partial\Omega}(e*) , \quad e^{in} := \bar{n} \cdot E^{in}|_{\partial\Omega}, \quad h^{in} := \bar{n} \cdot H^{in}|_{\partial\Omega}, \quad \text{for} \quad \hat{K} = \epsilon_r, \mu_r.
\]
Then by taking (2.15) and (2.16) into (2.11), we can derive the following generalized Lippmann-Schwinger system
\[
\begin{pmatrix}
I - k^2 S_{\Omega}^{k,C_\nu} & -\mathcal{M}_{\Omega}^{k,C_\nu} & -\nabla \mathcal{S}_{\partial\Omega}(e*) & 0 \\
\mathcal{M}_{\Omega}^{k,C_\nu} & I - k^2 S_{\Omega}^{k,C_\nu} & 0 & -\nabla \mathcal{S}_{\partial\Omega}(h*) \\
-\gamma_0 S_{\Omega}^{k,C_\nu} & -\gamma_1 \mathcal{S}_{\partial\Omega}(e*) & I + \gamma_1 \mathcal{S}_{\partial\Omega}(e*) & 0 \\
\gamma_0 \mathcal{M}_{\Omega}^{k,C_\nu} & -\gamma_1 \mathcal{S}_{\partial\Omega}(h*) & 0 & I + \gamma_1 \mathcal{S}_{\partial\Omega}(h*)
\end{pmatrix}
\begin{pmatrix}
E \\
H \\
e^{in} \\
h^{in}
\end{pmatrix}
= \begin{pmatrix}
\bar{E}^{in} \\
\bar{H}^{in} \\
e^{in} \\
h^{in}
\end{pmatrix}
\]
(2.17)
where the last two lines are deduced by restricting the first two lines on \(\partial\Omega\).

Denote
\[
\mathcal{A} := \begin{pmatrix}
-k^2 S_{\Omega}^{k,C_\nu} & -\mathcal{M}_{\Omega}^{k,C_\nu} & -\nabla \mathcal{S}_{\partial\Omega}(e*) & 0 \\
\mathcal{M}_{\Omega}^{k,C_\nu} & -k^2 S_{\Omega}^{k,C_\nu} & 0 & -\nabla \mathcal{S}_{\partial\Omega}(h*) \\
-\gamma_0 S_{\Omega}^{k,C_\nu} & -\gamma_1 \mathcal{S}_{\partial\Omega}(e*) & \gamma_0 \mathcal{M}_{\Omega}^{k,C_\nu} & 0 \\
\gamma_0 \mathcal{M}_{\Omega}^{k,C_\nu} & -\gamma_1 \mathcal{S}_{\partial\Omega}(h*) & 0 & \gamma_1 \mathcal{S}_{\partial\Omega}(h*)
\end{pmatrix}.
\]
Then (2.17) can be simplified as

\[
(I + \mathcal{A}) \begin{pmatrix} E \\ H \\ e* \\ h* \end{pmatrix} = \begin{pmatrix} E^{in} \\ H^{in} \\ e^{in} \\ h^{in} \end{pmatrix}
\]

Indeed, (2.17) reflects the coupled surface-volume system of the integral form.

(ii) Claim that \( \mathcal{A} : C^{0,\alpha} \to C^{0,\alpha}, \ \alpha \in (0,1) \).

If \((E, H) \in C^{0,\alpha}(\Omega) \times C^{0,\alpha}(\Omega)\), by the mapping properties of the Newtonian operator and the Sobolev embedding theorem, we know that \( \mathcal{S}_{\Omega}^{k,\mathcal{C}^{k}} : L^p(\Omega) \to W^{2,p}(\Omega) \to C^{1,\alpha}(\Omega) \) for \( p > 3/(1 - \alpha) \), \( K = \hat{c}, \hat{\mu}_r \). This indicates that \( \mathcal{S}_{\Omega}^{k,\mathcal{C}^{k}} E, \mathcal{S}_{\Omega}^{k,\mathcal{C}^{k}} H \in C^{1,\alpha}(\Omega) \). Since \( \partial \Omega \in C^{1,\alpha} \), which implies that \( \mathcal{n} \in C^{0,\alpha} \), we can directly have

\[
\gamma_n \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} E = \mathcal{n} \cdot \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} E|_{\partial \Omega} \in C^{0,\alpha}(\partial \Omega), \quad \gamma_n \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} H = \mathcal{n} \cdot \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} H|_{\partial \Omega} \in C^{0,\alpha}(\partial \Omega).
\]

As \( \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E = i k \nabla \mathcal{C}^{k,\mathcal{C}^{k}}_{\Omega} E \), it is obvious that \( \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E \in C^{0,\alpha}(\Omega) \) for \( p > 3/(1 - \alpha) \).

Similarly, we have \( \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} H \in C^{0,\alpha}(\Omega) \). Thus there holds

\[
\gamma_n \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E = \mathcal{n} \cdot \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E|_{\Omega} \in C^{0,\alpha}(\partial \Omega), \quad \gamma_n \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} H = \mathcal{n} \cdot \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} H|_{\Omega} \in C^{0,\alpha}(\partial \Omega).
\]

From [31], or [20, Theorem 3.3], we know that if \((e*, h*) \in C^{0,\alpha}(\partial \Omega) \times C^{0,\alpha}(\partial \Omega)\), then the single layer potential fulfills

\[
\mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (e*) \in C^{1,\alpha}(\Omega), \quad \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (h*) \in C^{1,\alpha}(\Omega),
\]

which clearly indicates that

\[
\nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (e*) \in C^{0,\alpha}(\Omega), \quad \nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (h*) \in C^{0,\alpha}(\Omega).
\]

Therefore restricting (2.18) as well as (2.19) on \( \partial \Omega \), we obtain that

\[
\gamma_1 \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (e*) = \mathcal{n} \cdot \nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (e*) \in C^{0,\alpha}(\partial \Omega), \quad \gamma_1 \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (h*) = \mathcal{n} \cdot \nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} (h*) \in C^{0,\alpha}(\partial \Omega).
\]

Recalling the definition of \( \mathcal{A} \), it yields that \( \mathcal{A} : C^{0,\alpha} \to C^{0,\alpha} \) for \( \alpha \in (0,1) \).

(iii) The investigation of the invertibility of \( I + \mathcal{A} \).

Denote

\[
X := (E, H, e*, h*)^T \in C^{0,\alpha}(\Omega) \times C^{0,\alpha}(\Omega) \times C^{0,\alpha}(\partial \Omega) \times C^{0,\alpha}(\partial \Omega),
\]

and

\[
\|X\|_{C^{0,\alpha}} := \|E\|_{C^{0,\alpha}(\Omega)} + \|H\|_{C^{0,\alpha}(\Omega)} + \|e*\|_{C^{0,\alpha}(\partial \Omega)} + \|h*\|_{C^{0,\alpha}(\partial \Omega)}.
\]

Then by direct computation

\[
\mathcal{A} X = \begin{pmatrix} -k^2 \gamma_n \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} E - M^{k,\mathcal{C}^{k}}_{\Omega} E - \nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} e* \\
- k^2 \gamma_n \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E - \gamma_n \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E - \nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} h* \\
- k^2 \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} E - \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E - \nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} h* \\
\gamma_n \mathcal{M}^{k,\mathcal{C}^{k}}_{\Omega} E - k^2 \gamma_n \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} E - \gamma_n \mathcal{S}^{k,\mathcal{C}^{k}}_{\Omega} E - \nabla \mathcal{J}^{k,\mathcal{C}^{k}}_{\partial \Omega} h* \end{pmatrix},
\]
and
\[
\|\mathcal{A}X\|_{C^{0,\alpha}} \leq k^2 \|S^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + \|M^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + \|\nabla^{k,c_{1\alpha}}h\|_{C^{0,\alpha}(\Omega)} \\
+ \|M^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + k^2 \|S^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + \|\nabla^{k,c_{1\alpha}}h\|_{C^{0,\alpha}(\Omega)} \\
+ k^2 \|\gamma_nS^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + \|\gamma_nM^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + \|\gamma_1^{k,c_{1\alpha}}h\|_{C^{0,\alpha}(\Omega)} \\
+ \|\gamma_nM^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + k^2 \|\gamma_nS^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)} + \|\gamma_1^{k,c_{1\alpha}}h\|_{C^{0,\alpha}(\Omega)}
\]  
(2.20)

First, let us consider \(\|S^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)}\).
\[
S^{k,c_{1\alpha}} = \int_\Omega \Phi_k(x,z)c_{1\alpha}E(z)\,dz = \int_\Omega \Phi_0(x,z)c_{1\alpha}E(z)\,dz + \int_\Omega (\Phi_k - \Phi_0)(x,z)c_{1\alpha}E(z)\,dz \\
:= S^{0,c_{1\alpha}} + S^{R,c_{1\alpha}}.
\]

Denote
\[
c^{\epsilon}_{k\mu} := \|P^\mu_0\|_{L^\infty(\Omega)}, \quad c^{\mu_\alpha} := \|P^\mu_0\|_{L^\infty(\Omega)}, \quad \text{and} \quad c^{\epsilon,\mu_\alpha} =: \max\{c^{\epsilon}_{k\mu}, c^{\mu_\alpha}\}.
\]  
(2.21)

By direct computations, it is easy to see that
\[
\|C_{1\alpha}\|_{L^\infty(\Omega)} = \|C_{1\alpha} - I\|_{L^\infty(\Omega)} \leq 2c^{-3}\|P^\mu_0\|_{L^\infty(\Omega)} \leq 2c^{-3}c^{\epsilon,\mu_\alpha}.
\]

From the regularity discussions in part (ii) for \(S^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)}\), we obtain
\[
\|S^{0,c_{1\alpha}}\|_{C^{1,\alpha}(\Omega)} \leq c_{s,1}(\alpha, \Omega)c^{-3}c^{\epsilon}_{k\mu}\|E\|_{C^{0,\alpha}(\Omega)},
\]  
(2.22)

where \(c_{s,1}(\alpha, \Omega)\) is the positive constant appearing in the mapping properties the Newtonian operator \(S^{0,c_{1\alpha}}\) and the Sobolev embedding theorem, which depends on \(\alpha\) and \(\Omega\). Since
\[
(\Phi_k - \Phi_0)(x,z) = \frac{ik}{4\pi} \int_0^1 e^{-ikt|x-z|} \,dt,
\]
and
\[
|\phi^\beta(\Phi_k - \Phi_0)(x,z)| = O(k^{1+\beta}), \quad \text{for} \ \beta \geq 0,
\]  
(2.23)

it is easy to see that
\[
\|S^{R,c_{1\alpha}}\|_{C^{1,\alpha}(\Omega)} \leq k(k^{\alpha} + 1)\Omega c^{-3}c^{\epsilon}_{k\mu}\|E\|_{C^{0,\alpha}(\Omega)},
\]  
(2.24)

reflecting the smoothness of \(\Phi_k - \Phi_0\), where \(|\Omega|\) is the volume of \(\Omega\). Thus by denoting
\[
c^{(1)}_S := \max\{c_{s,1}(\alpha, \Omega), |\Omega|\},
\]
we can obtain that
\[
\|S^{k,c_{1\alpha}}\|_{C^{1,\alpha}(\Omega)} \leq (k^{1+\alpha} + k + 1)c^{(1)}_S(\alpha, \Omega)c^{-3}c^{\epsilon}_{k\mu}\|E\|_{C^{0,\alpha}(\Omega)}.
\]  
(2.25)

Similarly, we have
\[
\|S^{k,c_{1\alpha}}\|_{C^{1,\alpha}(\Omega)} \leq (k^{1+\alpha} + k + 1)c^{(1)}_S(\alpha, \Omega)c^{-3}c^{\mu_\alpha}\|H\|_{C^{0,\alpha}(\Omega)}.
\]

Next, we study \(\|M^{k,c_{1\alpha}}\|_{C^{0,\alpha}(\Omega)}\). By the definition for the operator \(M^{k,c_{1\alpha}}\), we obtain
\[
M^{k,c_{1\alpha}} := ik\text{curls}^{0,c_{1\alpha}} + ik\text{curls}^{R,c_{1\alpha}} + \nabla_x(\Phi_k - \Phi_0)(x,z)\times c_{1\alpha}E(z)\,dz.
\]

\[
c^{\epsilon}_{1\mu} := \|P^\mu_0\|_{L^\infty(\Omega)}, \quad c^{\mu_\alpha} := \|P^\mu_0\|_{L^\infty(\Omega)}, \quad \text{and} \quad c^{\epsilon,\mu_\alpha} =: \max\{c^{\epsilon}_{1\mu}, c^{\mu_\alpha}\}.
\]  
(2.21)
Utilizing (2.23), similar to (2.22) and (2.24), we have
\[ \| M_{\Omega}^{0, C_{r}} E \|_{C^{0, \alpha} (\Omega)} \leq k c_{s, 1} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| E \|_{C^{0, \alpha} (\Omega)}, \]
and
\[ \| M_{\Omega}^{R, C_{r}} E \|_{C^{0, \alpha} (\Omega)} \leq k^{3} | \Omega | c_{r}^{-3} c_{P_{0}} \| E \|_{C^{0, \alpha} (\Omega)}. \]
Therefore, we can deduce that
\[ \| M_{\Omega}^{k, C_{r}} E \|_{C^{0, \alpha} (\Omega)} \leq k(k + 1) c_{S}^{(1)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| E \|_{C^{0, \alpha} (\Omega)}, \]
\[ \| M_{\Omega}^{k, C_{r}} H \|_{C^{0, \alpha} (\Omega)} \leq k(k + 1) c_{S}^{(1)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| H \|_{C^{0, \alpha} (\Omega)}. \] (2.26)

Now we consider the estimate for the single layer potential \( \mathcal{S}_{\Omega}^{k, C_{r}} e* \). Similar to \( \mathcal{S}_{\Omega}^{k, C_{r}} E \),
we can write
\[ \nabla \mathcal{J}_{\Omega}^{k, C_{r}} e* := \mathcal{J}_{\Omega}^{0, C_{r}} e* + \mathcal{J}_{\Omega}^{R, C_{r}} e*, \]
where
\[ \mathcal{J}_{\Omega}^{0, C_{r}} e* = \nabla \int_{\Omega} \Phi_{0}(x, z) C_{r} e*(z) \, d\sigma(z) \quad \text{and} \quad \mathcal{J}_{\Omega}^{R, C_{r}} e* = \nabla \int_{\Omega} (\Phi_{k} - \Phi_{0})(x, z) C_{r} e*(z) \, d\sigma(z). \]
Then combining with (2.23), from [31] and [20, Theorem 3.3], it is direct to know that
\[ \| \nabla \mathcal{J}_{\Omega}^{k, C_{r}} e* \|_{C^{0, \alpha} (\Omega)} \leq (k + 1) c_{S}^{(1)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| e* \|_{C^{0, \alpha} (\Omega)}, \] (2.27)
where \( c_{S}^{(1)} \) is the positive constant depending on \( \alpha \) and \( \Omega \). Similarly, we have
\[ \| \nabla \mathcal{J}_{\Omega}^{k, C_{r}} h* \|_{C^{0, \alpha} (\Omega)} \leq (k + 1) c_{S}^{(1)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| h* \|_{C^{0, \alpha} (\Omega)}. \]

Recall (2.25). By restricting the estimate on the boundary, we can get
\[ \| \gamma_{\Omega} \mathcal{S}_{\Omega}^{k, C_{r}} E \|_{C^{0, \alpha} (\partial \Omega)} = \| \tilde{n} \cdot \mathcal{S}_{\Omega}^{k, C_{r}} E \|_{C^{0, \alpha} (\partial \Omega)} \leq (k^{1+\alpha} + k + 1) c_{S}^{(2)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| E \|_{C^{0, \alpha} (\Omega)}, \] (2.28)
where \( c_{S}^{(2)} \) is the positive constant depending on \( \alpha \) and \( \Omega \). Similarly, there holds
\[ \| \gamma_{\Omega} \mathcal{S}_{\Omega}^{k, C_{r}} H \|_{C^{0, \alpha} (\partial \Omega)} = \| \tilde{n} \cdot \mathcal{S}_{\Omega}^{k, C_{r}} H \|_{C^{0, \alpha} (\partial \Omega)} \leq (k^{1+\alpha} + k + 1) c_{S}^{(2)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| H \|_{C^{0, \alpha} (\Omega)}. \]
Besides, by restricting the estimate for (2.26) on the boundary, we can obtain that
\[ \| \gamma_{\Omega} M_{\Omega}^{k, C_{r}} E \|_{C^{0, \alpha} (\partial \Omega)} = \| \tilde{n} \cdot M_{\Omega}^{k, C_{r}} E \|_{C^{0, \alpha} (\partial \Omega)} \leq (k + 1) c_{S}^{(2)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| E \|_{C^{0, \alpha} (\Omega)}, \]
(2.29)
and
\[ \| \gamma_{\Omega} M_{\Omega}^{k, C_{r}} H \|_{C^{0, \alpha} (\partial \Omega)} = \| \tilde{n} \cdot M_{\Omega}^{k, C_{r}} H \|_{C^{0, \alpha} (\partial \Omega)} \leq (k + 1) c_{S}^{(2)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| H \|_{C^{0, \alpha} (\Omega)}. \]

Furthermore, we can derive from (2.27) that
\[ \| \gamma_{\Omega} \mathcal{J}_{\Omega}^{k, C_{r}} e* \|_{C^{0, \alpha} (\partial \Omega)} = \| \tilde{n} \cdot \nabla \mathcal{J}_{\Omega}^{k, C_{r}} e* \|_{C^{0, \alpha} (\partial \Omega)} \leq (k + 1) c_{S}^{(2)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| e* \|_{C^{0, \alpha} (\partial \Omega)}, \]
(2.30)
and
\[ \| \gamma_{\Omega} \mathcal{J}_{\Omega}^{k, C_{r}} h* \|_{C^{0, \alpha} (\partial \Omega)} = \| \tilde{n} \cdot \nabla \mathcal{J}_{\Omega}^{k, C_{r}} h* \|_{C^{0, \alpha} (\partial \Omega)} \leq (k + 1) c_{S}^{(2)} (\alpha, \Omega) c_{r}^{-3} c_{P_{0}} \| h* \|_{C^{0, \alpha} (\partial \Omega)}, \]
where \( c_{S}^{(2)} (\alpha, \Omega) \) is the positive constant depending on \( \alpha \) and \( \Omega \).
Combining with (2.21), (2.25), (2.26), (2.27), (2.28), (2.29) and (2.30), (2.20) can be further written as
\[
\|\mathcal{A}X\|_{C^{0,\alpha}} \leq k(k^{2+\alpha} + k^2 + k + 1)(c_S^{(1)}(\alpha, \Omega) + c_S^{(2)}(\alpha, \Omega))c_r^{-3}c_\infty^{-3}(\varepsilon_r^{\text{const}})(\|E\|_{C^{0,\alpha}(\Omega)} + \|H\|_{C^{0,\alpha}(\Omega)}) + (k^2 + 1)(c_S^{(1)}(\alpha, \Omega) + c_S^{(2)}(\alpha, \Omega))c_r^{-3}c_\infty^{-3}(\|e^*\|_{C^{0,\alpha}(\omega)} + \|h^*\|_{C^{0,\alpha}(\omega)}).
\]
Denote
\[
c_{\text{reg}}(\alpha, \Omega) := \max\{c_S^{(1)}(\alpha, \Omega), c_S^{(2)}(\alpha, \Omega), c_S^{(1)}(\alpha, \Omega), c_S^{(2)}(\alpha, \Omega)\},
\]
and
\[
g(\alpha, k) := k^{3+\alpha} + k^3 + k^2 + k + 1,
\]
then
\[
\|\mathcal{A}X\|_{C^{0,\alpha}} \leq g(\alpha, k)c_{\text{reg}}(\alpha, \Omega)c_r^{-3}c_\infty^{-3}(\varepsilon_r^{\text{const}})(\|E\|_{C^{0,\alpha}(\Omega)} + \|H\|_{C^{0,\alpha}(\Omega)}) + \|e^*\|_{C^{0,\alpha}(\omega)} + \|h^*\|_{C^{0,\alpha}(\omega)}.
\]
From the condition (2.12), it is direct to verify that \(I + \mathcal{A}\) is invertible by the corresponding convergent Born series.

Finally, combining with (i)–(iii), by the existence and the uniqueness of the solution to (2.11), we can derive that \((E, H) \in C^{6,\alpha}(\Omega) \times C^{6,\alpha}(\Omega)\) by the fact that \((E^m, H^m)\) are smooth enough.

With the help the regularity result presented above, we shall prove our main result in the next section.

3. **The Equivalent Medium and the Associated Error Estimate for the Far-Field**

In this section, we focus on the investigation of the equivalent medium as \(a \to 0\) for the electromagnetic scattering problem (1.2). In particular, we evaluate the error estimate between the discrete form of the Foldy-Lax approximation and the corresponding asymptotic form with respect to \(a\) and \(c_r\).

Before presenting the proof of our main theorem, we first introduce some important notations and definitions. We set \(S_m \subset \Omega_m\) to be the largest ball contained in \(\Omega_m\) for every \(m = 1, \cdots, M\).

**Definition 3.1.** Let \([C_{\varepsilon_r}^T]\) and \([C_{\mu_r}^T]\) be two constant 3 \(\times\) 3-tensors, denoted by two positive definite real symmetric matrices. Define the bounded linear operators \(K^{\varepsilon_r}\) and \(K^{\mu_r}\) for constant vector function \(f_{\text{const}}\) as follows
\[
K^{\varepsilon_r}(f_{\text{const}}) := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x, z) c_r^{-3}[C_{\varepsilon_r}^T]f_{\text{const}} \, dx \, dz,
\]
\[
K^{\mu_r}(f_{\text{const}}) := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x, z) c_r^{-3}[C_{\mu_r}^T]f_{\text{const}} \, dx \, dz,
\]
which satisfy the following two conditions
a) \([C_{\varepsilon_r}^T](I - K^{\varepsilon_r})^{-1} = [P_0^{\varepsilon_r}], \quad [C_{\mu_r}^T](I - K^{\mu_r})^{-1} = [P_0^{\mu_r}];\)
b) \(\|K^{\varepsilon_r}\|_{L^\infty} < 1, \quad \|K^{\mu_r}\|_{L^\infty} < 1,\)
where \(\Pi_0(x, z) = \nabla \nabla \Phi_0(x, z).\)

**Remark 3.2.** We have the following observations for the construction of \(K^{\varepsilon_r}\) and \(K^{\mu_r}\).

1. Let \((e_i)_{i=1}^3\) be the canonical orthonormal basis in \(\mathbb{R}^3\). Then, the bounded linear operator \(K^{\varepsilon_r}\) can be formulated by the matrix with the components \((K^{\varepsilon_r}e_i \cdot e_j)_{i,j=1}^3\).
   We have a similar representation \(K^{\mu_r}\).
Similarly, we have
\[ K^0(f) := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x, z) f(x) \, dx \, dz, \quad (3.2) \]
should be understood in the following sense:
\[ K^0(f) = \frac{1}{|S|} \int_{\Omega} \nabla \int_{S_m} \nabla \Phi_0(x, z) f(x) \, dx \, dz. \]

To simplify the notations, throughout this paper, we follow the representation (3.2).

(3) Moreover, if \( \Omega_m := \delta \Omega + z_m \), it is straightforward to verify that \( K^0 \) can also be expressed by the following equivalent form
\[ K^0(f_{\text{const}}) = \frac{1}{|S|} \int_{\Omega} \int_{S_m} \Pi_0(x, z) f_{\text{const}}(x) \, dx \, dz, \]
where \( \Omega \) is the cube of size 2 and \( S \) is the largest ball contained in \( \Omega \) with radius 1. Thus \( K^0 \) is independent of \( \delta \).

**Remark 3.3.** From condition a), we see that
\[ [C^T_{\epsilon r}] = [P^0_{\epsilon r}](I - c^{-3}_r K^0[C^T_{\epsilon r}]). \]

By rearranging terms, we have
\[ (I - c^{-3}_r [P^0_{\epsilon r}] K^0)[C^T_{\epsilon r}] = [P^0_{\epsilon r}]. \]
Thus \( [C^T_{\epsilon r}] \) can be written more explicitly as
\[ [C^T_{\epsilon r}] = (I - c^{-3}_r [P^0_{\epsilon r}] K^0)^{-1} [P^0_{\epsilon r}] \quad (3.3) \]

Similarly, we have
\[ [C^T_{\mu r}] = (I - c^{-3}_r [P^0_{\mu r}] K^0)^{-1} [P^0_{\mu r}] \quad (3.4) \]

Furthermore, based on Remark 3.2, it is clear from (3.1), (3.3) and (3.4) that condition b) can be fulfilled if \( c_r \) is large enough, which implies that \( I - K^{\epsilon r} \) and \( I - K^{\mu r} \) are invertible.

Now, recall the Lippmann-Schwinger equation (2.7). It is easy to verify that the solution \( (U^{\epsilon r}, V^{\mu r}) \) fulfills the electromagnetic scattering problem (2.8). The far-field corresponding to \( (U^{\epsilon r}, V^{\mu r}) \) of (2.7) possesses the form
\[ E_{\text{eff}}^{\infty}(\hat{x}) = \int_{\Omega} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r [C^T_{\epsilon r}] U^{\epsilon r}(\hat{z}) \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \cdot c^{-3}_r [C^T_{\mu r}] V^{\mu r}(\hat{z}) \right) \, dz. \quad (3.5) \]

The discussions on (3.5) will be given later in the proof of Theorem 1.5.

Recall the notations (2.21). We further denote that
\[ c_{\epsilon r}^0 := \| [C^T_{\epsilon r}] \|_{L^\infty(\Omega)}, \quad c_{\mu r}^0 := \| [C^T_{\mu r}] \|_{L^\infty(\Omega)}; \]
\[ c_{\epsilon r}^{\epsilon r,-1} := \| [P^0_{\epsilon r}]^{-1} \|_{L^\infty(\Omega)}, \quad c_{\mu r}^{\mu r,-1} := \| [P^0_{\mu r}]^{-1} \|_{L^\infty(\Omega)}. \quad (3.6) \]

The following lemma which plays a very important role, provides a method of counting the number of the particles especially evaluating the distance between any two points \( z_m \in D_m \) and \( z_j \in D_j \); see [4, Section 3.3] for more details.

**Lemma 3.4.** [4, Section 3.3] For \( k > 0 \), we have the following formulas:
1. If \( k < 3 \), then
\[ \sum_{j=1}^{M} \left| z_j - z_m \right|^{-k} = O(\delta^{-3}). \]
2. If \( k = 3 \), then
\[
\sum_{j=1 \atop j \neq m}^{M} |z_j - z_m|^{-k} = \mathcal{O}(\delta^{-3}(1 + \ln \delta)).
\]

3. If \( k > 3 \), then
\[
\sum_{j=1 \atop j \neq m}^{M} |z_j - z_m|^{-k} = \mathcal{O}(\delta^{-k}).
\]

In the subsequent discussions, for the simplification of the notation, we denote
\[
|z_j - z_m|^{-k} := \delta_{mj}^{-k} \quad \text{for} \quad z_m \in D_m, z_j \in D_j.
\]

Based on Lemma 3.4, next, we present two essential propositions to preliminarily investigate the relation between the discrete linear algebraic system and the Lippmann-Schwinger equation. To clear the structure of our paper, we postpone the proof of Proposition 3.5 later in Section 4.

**Proposition 3.5.** Let \([C^T_{er}]\) and \([C^T_{\mu r}]\) be as introduced in Definition 3.1 and \(K^e\) and \(K^{\mu r}\) are the associated bounded linear operators defined by (3.1). Under the assumptions \((I, II, III, IV)\), we have the following equations
\[
((I - K^e) \frac{1}{|S_m|} \int_{S_m} U^e(x) \, dx - U_m) - \alpha^3 \sum_{j=1 \atop j \neq m}^{M} \left[ \Pi_k(z_m, z_j)[P^e_0]\right]((I - K^e) \frac{1}{|S_j|} \int_{S_j} U^e(y) \, dy - U_j)
\]
\[
+ ik\nabla \Phi_k(z_m, z_j) \times ([P^\mu r]\left(\frac{1}{|S_j|} \int_{S_j} V^{\mu r}(y) \, dy - V_j)\right)]
\]
\[
= \mathcal{O}(\epsilon, a) + A + I_B + B_{1,m} + B_{2,m} + C,
\]
where \(S_m\) is the largest ball contained in \(\Omega_m\), \(U_m\) is the solution to (2.6) and
\[
A = \frac{1}{|S_m|} \sum_{j=1 \atop j \neq m}^{M} \int_{\Omega_j} \int_{S_m} \Pi_k(x, z) c_r^{-3}[C^T_{er}] U^e(z) \, dx \, dz - \alpha^3 \sum_{j=1 \atop j \neq m}^{M} \Pi_k(z_m, z_j)[C^T_{er}] \frac{1}{|S_j|} \int_{S_j} U^e(y) \, dy
\]
\[
+ ik \frac{1}{|S_m|} \sum_{j=1 \atop j \neq m}^{M} \int_{\Omega_j} \int_{S_m} \nabla \Phi_k(x, z) \times (c_r^{-3}[C^T_{er}] V^{\mu r}) \, dx \, dz - \alpha^3 \sum_{j=1 \atop j \neq m}^{M} ik \nabla \Phi_k(z_m, z_j) \times ([C^T_{\mu r}] \frac{1}{|S_j|} \int_{S_j} V^{\mu r}(y) \, dy),
\]
\[
I_B = \frac{1}{|S_m|} \int_{\Omega} \int_{S_m} \Pi_0(x, z) c_r^{-3}[C^T_{er}](U^e(z) - \frac{1}{|S_m|} \int_{S_m} U^e(y) \, dy) \, dx \, dz,
\]
\[
B_{1,m} = \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} (\Pi_k - \Pi_0)(x, z) c_r^{-3}[C^T_{er}](U^e(z) \, dx \, dz
\]
\[
B_{2,m} = \frac{1}{|S_m|} \int_{\Omega} \int_{S_m} ik \nabla \Phi_k(x, z) \times (c_r^{-3}[C^T_{\mu r}] V^{\mu r}(z)) \, dx \, dz
\]
\[
C = \frac{1}{|S_m|} \int_{L} \int_{S_m} (\Pi_k(x, z) c_r^{-3}[C^T_{er}](U^e(z) + ik \nabla \Phi_k(x, z) \times (c_r^{-3}[C^T_{\mu r}] V^{\mu r}(z))) \, dx \, dz, \quad L = \Omega \setminus \cup_{m=1}^{M} \Omega_m.
\]
Furthermore, there holds the following estimates according to $A, I_B, B_{1,m}^R, B_2$ and $C$ with respect to $c_r$ and $a$ for sufficiently small $a$:

$$
\sum_{m=1}^{M} |A|^2 = \mathcal{O}(c_0^{r-2} c_r^{-9} a^{-3}), \quad \sum_{m=1}^{M} |I_B|^2 = \mathcal{O}(c_0^{r-2} c_r^{2-9} a^{-2} a^{-3}), \quad \alpha \in (0, 1)
$$

$$
\sum_{m=1}^{M} |B_{1,m}^R|^2 = \mathcal{O}(k_0^2 c_0^{-2} \|U^t\|^2_{L^\infty(\Omega)} c_r^{-5} a) \quad \sum_{m=1}^{M} |B_{2,m}|^2 = \mathcal{O}(k_0^2 \|\mu^r\|^2_{L^\infty(\Omega)} (12 + 9k_0^2 c_r^2 a^{-2} c_r^{-7} a^{-1}),
$$

$$
\sum_{m=1}^{M} |C|^2 = \mathcal{O}(c_0^{r-2} \|U^t\|^2_{L^\infty(\Omega)} (32 c_{\text{aver}} + k^4 (36 c_0^4 c_r^2 a^2 + k^2)) + \pi^2 k_0^2 c_0 \|\mu^r\|^2_{L^\infty(\Omega)} (4 + k_0^2 c_r^2 a^2) c_r^{-7} a^{-1}) \quad (3.8)
$$

where $c_\alpha$, $c_{\text{aver}}$, and $c_0$ are positive constants.

Following the similar arguments in Proposition 3.5, we also obtain the comparing equation and corresponding related estimates for $V^\mu_r$ and $V_m$. We state them in the following corollary.

**Corollary 3.6.** Let $[C^T_\epsilon]$, $[C^T_{\mu r}]$, $K^r$ and $K^{\mu r}$ be the same as Proposition 3.5. Under the assumptions (I, II, III, IV), we have the following equation

$$
((I - K^{\mu r}) \frac{1}{|S_m|} \int_{S_m} V^\mu_r(x) \, dx - V_m) - a^3 \sum_{j=1}^{M} \sum_{j \neq m} \Pi_k(z_m, z_j) [P^\mu_0](I - K^{\mu r}) \frac{1}{|S_j|} \int_{S_j} V^\mu_r(y) \, dy - V_j)
$$

$$
- i k \nabla \Phi_k(z_m, z_j) \times [(P^\mu_0)(I - K^{\mu r}) \frac{1}{|S_j|} \int_{S_j} U^t(y) \, dy - U_j)]
$$

$$
= \mathcal{O}(c_r a) + \tilde{A} + \tilde{I}_B + \tilde{B}_{1,m}^R + \tilde{B}_{2,m} + \tilde{C},
$$

where $S_m$ is the largest sphere contained in $\Omega_m$, $V_m$ is the solution to (2.6) and

$$
\tilde{A} = \frac{1}{|S_m|} \sum_{j=1}^{M} \sum_{j \neq m} \Pi_k(x, z) c_r^{-3} [C^T_\epsilon] V^\mu_r(z) \, dx \, dz - a^3 \sum_{j=1}^{M} \Pi_k(z_m, z_j) \frac{1}{|S_j|} \int_{S_j} V^\mu_r(y) \, dy
$$

$$
- i k \frac{1}{|S_m|} \sum_{j=1}^{M} \sum_{j \neq m} \nabla \Phi_k(x, z) \times (c_r^{-3} [C^T_\epsilon] U^t) \, dx \, dz - a^3 \sum_{j=1}^{M} \nabla \Phi_k(z_m, z_j) \times ([C^T_\epsilon] \frac{1}{|S_j|} \int_{S_j} U^t(y) \, dy),
$$

$$
\tilde{I}_B = \frac{1}{|S_m|} \int_{\Omega_m} \Pi_0(x, z) c_r^{-3} [C^T_{\mu r}] (V^\mu_r(z) - \frac{1}{|S_m|} \int_{S_m} V^\mu_r(y) \, dy) \, dx \, dz,
$$

$$
\tilde{B}_{1,m}^R = \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} (\Pi_k - \Pi_0)(x, z) c_r^{-3} [C^T_{\mu r}] V^\mu_r(z) \, dx \, dz
$$

$$
\tilde{B}_{2,m} = -\frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} i k \nabla \Phi_k(x, z) \times (c_r^{-3} [C^T_\epsilon] U^t(z)) \, dx \, dz
$$

$$
\tilde{C} = \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} (\Pi_k(x, z) c_r^{-3} [C^T_{\mu r}] V^\mu_r(z) - i k \nabla \Phi_k(x, z) \times (c_r^{-3} [C^T_\epsilon] U^t(z))) \, dx \, dz,
$$

$L = \Omega \setminus \bigcup_{m=1}^{M} \Omega_m.$
Furthermore, there holds the following estimates according to $A, I_B, \tilde{B}_{1,m}, \tilde{B}_2$ and $\tilde{C}$ with respect to $c_r$ and $a$ for sufficiently small $a$:

$$\sum_{m=1}^{M} |\tilde{A}|^2 = O(c_r^{c_0^2}a^{-3}), \quad \sum_{m=1}^{M} |\tilde{I}_B|^2 = O(c_r^{c_0^2}c_r^2a^{-9}a^{2a-3}), \quad \alpha \in (0, 1)$$

$$\sum_{m=1}^{M} |\tilde{B}_{1,m}|^2 = O(k^4c_0^2\|V^{\tilde{r}}\|_{L^\infty(\Omega)}c_r^{-5}a), \quad \sum_{m=1}^{M} |\tilde{B}_2|^2 = O(k^2c_0^{c_r^2}\|U^{\tilde{r}}\|_{L^\infty(\Omega)}(12 + 9k^2c_r^2a^2)c_r^{-7}a^{-1}),$$

$$\sum_{m=1}^{M} |\tilde{C}|^2 = O((c_r^{c_0^2}c_r^{c_r^2}a^2)^2)\cdot \frac{1}{(32c_0a + k^4c_0^2c_r^2a^2 + k^2)} + \pi^2k^2c_0^{c_0^2}c_r^{c_0^2}2\|U^{\tilde{r}}\|^2_{L^\infty(\Omega)}(4 + k^2c_0^2c_r^2a^2)c_r^{-7}a^{-1}$$

(3.9)

for positive constants $c_0, c_{\text{aver}}$ and $c_r$.

In the following proposition, on the basis of Proposition 3.5, we further present an $\ell_2$-estimate for $\{(I - K^{\tilde{r}})\frac{1}{|S_m|} \int_{S_m} U^{\tilde{r}}(x) \, dx - U_m\}_{m=1}^{M}$.

**Proposition 3.7.** Following the same notations and assumptions in Proposition 3.5, there holds the $\ell_2$-estimate associated with $U^{\tilde{r}}$ and $U_m$ as

$$\left(\sum_{m=1}^{M} \left| (I - K^{\tilde{r}}) \frac{1}{|S_m|} \int_{S_m} U^{\tilde{r}}(x) \, dx - U_m \right|^2 \right)^{\frac{1}{2}} = O\left( \lambda_{(\epsilon_r, \mu_r)}^+ c_0^{c_r^{-1}}(c_0^{c_r^2} + c_0^{\mu_r})c_r^{\frac{2}{3}}a^{\frac{2}{3}} \right),$$

where $\lambda_{(\epsilon_r, \mu_r)}^+, c_0^{c_r^{-1}}, c_0^{c_r}$ and $c_0^{\mu_r}$ are the positive constants given by (1.9) and (3.6).

**Proof.** Recall the discrete linear algebraic system (2.6) with respect to $(U_m, V_m)_{m=1}^{M}$ and the estimates for $(\mathcal{R}_m^{\epsilon_r}, \mathcal{Q}_m^{\mu_r})_{m=1}^{M}$ given in Proposition 2.1. Under the variable substitution (2.5), where we know that

$$U_m = a^{-3}[P^{\epsilon_r}]^{-1}\mathcal{R}_m^{\epsilon_r}, \quad V_m = a^{-3}[P^{\mu_r}]^{-1}\mathcal{Q}_m^{\mu_r},$$

we can rewrite the estimate (2.3) as

$$\left(\sum_{m=1}^{M} |U_m|^2 \right)^{\frac{1}{2}} \leq \frac{9\lambda_{(\epsilon_r, \mu_r)}^+}{8} c_0^{c_r^{-1}} \left( \frac{1}{3} \left( \sum_{m=1}^{M} |H^{\text{in}}(z_m)|^2 \right)^{\frac{1}{2}} + \left( \sum_{m=1}^{M} |E^{\text{in}}(z_m)|^2 \right)^{\frac{1}{2}} \right),$$

(3.10)

Based on the $\ell_2$-estimate for $U_m$ in (3.10), by comparing with (3.7) and (2.6), the following $\ell_2$-estimate for $((I - K^{\tilde{r}})\frac{1}{|S_m|} \int_{S_m} U^{\tilde{r}}(x) \, dx - U_m)_{m=1}^{M}$ holds

$$\left(\sum_{m=1}^{M} \left| ((I - K^{\tilde{r}}) \frac{1}{|S_m|} \int_{S_m} U^{\tilde{r}}(x) \, dx - U_m) \right|^2 \right)^{\frac{1}{2}} \leq \frac{9\lambda_{(\epsilon_r, \mu_r)}^+}{8} c_0^{c_r^{-1}} \left( \sum_{m=1}^{M} |\mathcal{O}(c_r)a| + A + I_B \right. \left. + B_{1,m}^R + B_{2,m} + C^2 \right)^{\frac{1}{2}} + \left( \sum_{m=1}^{M} |\mathcal{O}(c_r)a| + A + I_B + B_{1,m}^R + B_{2,m} + C^2 \right)^{\frac{1}{2}}.$$
With the help of the estimates (3.8) in Proposition 3.5 and (3.9) in Corollary 3.6, we can further obtain that for sufficiently small $a$,

$$\left(\sum_{m=1}^{M} \left| (I - K^{c_r}) \frac{1}{|S_m|} \int_{S_m} U^{c_r}(x) \, dx - U_m \right| \right)^{\frac{1}{2}} \leq \frac{9\lambda^+}{8} c_0^{c_r-1} \mathcal{O}(d_0 a^{-\frac{2}{3}} + d_1 c_r^{-\frac{2}{3}} a^{-\frac{2}{3}}) + d_2 a^{-\frac{3}{2}} + d_3 a^{\frac{1}{2}}.$$ 

where

$$d_0 = c_r^{-\frac{1}{2}} + [k(12 + 9\epsilon^2 c_r^2 a^2) + (32c_{\text{aver}} + k^4(36c_0^4 \epsilon^2 c_r^2 a^2 + k^2)]^{\frac{1}{2}} + k c_0 (2 + k c_0 c_r a)] |U^{c_r}||L^\infty(\Omega) + C^{c_r} |V^{\mu r}||L^\infty(\Omega) c_r^{-\frac{1}{2}},$$

$$d_1 = c_0^{c_r} + c_0^{\mu r}, \quad d_2 = c_0 (c_0^{c_r} + c_0^{\mu r}) c_r^{-\frac{2}{3}}, \quad d_3 = k^2 (c_0^{c_r} |U^{c_r}||L^\infty(\Omega) + C^{c_r} |V^{\mu r}||L^\infty(\Omega) c_r^{-\frac{5}{2}}).$$

\[\square\]

**Corollary 3.8.** Following the same notations and assumptions in Corollary 3.6, there holds the $\ell_2$-estimate associated with $V^{\mu r}$ and $V_m$ as

$$\left(\sum_{m=1}^{M} \left| (I - K^{\mu r}) \frac{1}{|S_m|} \int_{S_m} V^{\mu r}(x) \, dx - V_m \right| \right)^{\frac{1}{2}} = \mathcal{O}\left(\lambda^+ |c_0^{\mu r-1} (c_0^{c_r} + c_0^{\mu r}) c_r^{-\frac{2}{3}} a^{-\frac{2}{3}}\right),$$

where $\lambda^+ |c_0^{\mu r-1}, c_0^{c_r} and c_0^{\mu r}$ are the positive constants given by (1.9) and (3.6).

Now, with the help of Proposition 3.5 and Proposition 3.7, we are ready to give the proof of our main result, i.e. Theorem 1.5.

**Proof of Theorem 1.5.** Recall the Foldy-Lax approximation (2.1) presented in Proposition 2.1. With variable substitution (2.5), we can rewrite (2.1) as

$$E^{\infty}(\hat{x}) = \sum_{m=1}^{M} \left(\frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (a^3 [P^{c_r}_0 |U_m \times \hat{x}]) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times a^3 [P^{\mu r}_0 |V_m]\right) + \mathcal{O}(kc_{\infty} (\frac{1}{c_0^{c_r}} + \frac{1}{c_0^{\mu r}}) c_r^{-7}).$$

Meanwhile, the far-field corresponding to the Lippmann-Schwinger equation (2.7) associated with the equivalent medium with respect to the constant tensors $c_r^{-3}[C^{c_r}_T]$ and $c_r^{-3}[C^{c_r}_T]$ is formulated by

$$E^{\infty}_{\text{eff}}(\hat{x}) = \int_{\Omega} \left(\frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z} \times (c_r^{-3}[C^{c_r}_T] U^{c_r}(z) \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z} \times c_r^{-3}[C^{\mu r}_T] V^{\mu r}(z)\right) \, dz.$$

Since from (3.3), where we know that

$$[C^{c_r}_T] = (I - c_r^{-3}[P^{c_r}_0] K^0)^{-1}[P^{c_r}_0],$$

it is easy to see the $I - c_r^{-3}[P^{c_r}_0] K^0$ is invertible for sufficiently large $c_r$ and there holds the following equation by Born series

$$I - c_r^{-3}[P^{c_r}_0] K^0 = I + c_r^{-3}[P^{c_r}_0] K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P^{c_r}_0] K^0)^t.$$

(3.13)
Similar for \([C_{\mu}^T]\), we have

\[
(I - c_r^{-3}[P_{0\nu}']K^0)^{-1} = I + c_r^{-3}[P_{0\nu}']K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t.
\] (3.14)

Substituting (3.13) and (3.14) into (3.12), we can know that

\[
E_{\text{eff}}^\infty(\hat{x}) = \int_{\Omega} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times [c_r^{-3}(I + c_r^{-3}[P_{0\nu}']K^0)K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t][P_{0\nu}'][U^{\hat{r}}(z) \times \hat{x}] \\
+ \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times [c_r^{-3}(I + c_r^{-3}[P_{0\nu}']K^0)K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t][P_{0\nu}'][V^{\mu\hat{r}}(z)] \right) dz,
\]

where for simplification, we write

\[
c_r^{-3}(I + c_r^{-3}[P_{0\nu}']K^0)K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t[P_{0\nu}'][U^{\hat{r}}(z) \times \hat{x}] \\
+ \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times [c_r^{-3}[P_{0\nu}']K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t][P_{0\nu}'][V^{\mu\hat{r}}(z)]
\]

Similar expression works for \([C_{\mu}^T]\). Therefore, \(E_{\text{eff}}^\infty(\hat{x})\) possesses the form

\[
E_{\text{eff}}^\infty(\hat{x}) = \int_{\Omega} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times [c_r^{-3}[P_{0\nu}']K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t][P_{0\nu}'][U^{\hat{r}}(z) \times \hat{x}] \\
+ \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c_r^{-3}[P_{0\nu}']K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t)][P_{0\nu}'][V^{\mu\hat{r}}(z)] \right) dz.
\] (3.15)

Following similar arguments, the effective electric permittivity \(\varepsilon_r\) and the magnetic permeability \(\mu_r\) in (2.9) can be represented as

\[
\varepsilon_r = I + c_r^{-3}[P_{0\nu}'] + c_r^{-6}[P_{0\nu}'][K^0[P_{0\nu}'] + O (c_r^{-9}[P_{0\nu}'][K^0[P_{0\nu}']]) U^{\hat{r}}(z) \times \hat{x} \\
+ \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c_r^{-3}[P_{0\nu}']K^0 + \sum_{t=2}^{\infty} (c_r^{-3}[P_{0\nu}']K^0)^t)][P_{0\nu}'][V^{\mu\hat{r}}(z)] \right) dz.
\]

\[
\mu_r = I + c_r^{-3}[P_{0\nu}'] + c_r^{-6}[P_{0\nu}'][K^0[P_{0\nu}'] + O (c_r^{-9}[P_{0\nu}'][K^0[P_{0\nu}']]) V^{\mu\hat{r}}(z).\] (3.16)

However, in order to compare \(E^\infty\) and \(E_{\text{eff}}^\infty\) more directly and for the convenience of calculations, we apply the following form of \(E_{\text{eff}}^\infty\), which is derive from (3.12) as

\[
E_{\text{eff}}^\infty(\hat{x}) = \int_{\Omega} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c_r^{-3}[C_{\mu}^T](I - K^{\nu\hat{r}})^{-1}(I - K^{\nu\hat{r}})U^{\hat{r}}(z) \times \hat{x}) \\
+ \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times c_r^{-3}[C_{\mu}^T](I - K^{\nu\hat{r}})^{-1}(I - K^{\nu\hat{r}})U^{\hat{r}}(z) \times \hat{x}) \right) dz \\
= \int_{\Omega} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c_r^{-3}[P_{0\nu}'](I - K^{\nu\hat{r}})U^{\hat{r}}(z) \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times c_r^{-3}[P_{0\nu}'](I - K^{\nu\hat{r}})U^{\hat{r}}(z) \times \hat{x}) \right) dz,
\] (3.17)

under condition a) in Definition 3.1.
To investigate the error between \( E_{\infty}^c(\hat{x}) \) and \( E_{\text{eff}}^c(\hat{x}) \), we subtract (3.11) from (3.17), to obtain

\[
E_{\text{eff}}^c(\hat{x}) - E_{\infty}^c(\hat{x}) = \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r [P_0^e] (I - K^{\text{tr}}) U^{\text{tr}}(z) \times \hat{x}) - \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z_m \hat{x} \times (c^{-3}_r [P_0^e] U_m \times \hat{x})} \right) dz
\]

+ \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z} \times c^{-3}_r [P_0^w] (I - K^{\text{tr}}) V^{\text{tr}}(z) - \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z_m \hat{x} \times c^{-3}_r [P_0^w] V_m} \right) dz
\]

+ \int_{L} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r [P_0^e] (I - K^{\text{tr}}) U^{\text{tr}}(z) \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z} \times c^{-3}_r [P_0^w] (I - K^{\text{tr}}) V^{\text{tr}}(z) \right) dz
\]

+ \mathcal{O}(kc_{\infty} \left( \frac{1}{d_{\infty}} + \frac{1}{d_{\infty}^3} \right) c^{-7}_c) \quad (3.18)
\]

where \( L = \Omega \setminus \bigcup_{m=1}^{M} \Omega_m \). Denote

\[
F^\infty := \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r [P_0^e] (I - K^{\text{tr}}) U^{\text{tr}}(z) \times \hat{x}) - \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z_m \hat{x} \times (c^{-3}_r [P_0^e] U_m \times \hat{x})} \right) dz,
\]

\[
G^\infty := \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z} \times c^{-3}_r [P_0^w] (I - K^{\text{tr}}) V^{\text{tr}}(z) - \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z_m \hat{x} \times c^{-3}_r [P_0^w] V_m} \right) dz,
\]

and

\[
H^\infty := \int_{L} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r [P_0^e] (I - K^{\text{tr}}) U^{\text{tr}}(z) \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{x} \cdot z} \times c^{-3}_r [P_0^w] (I - K^{\text{tr}}) V^{\text{tr}}(z) \right) dz.
\]

We can rewrite \( F^\infty \) as

\[
F^\infty = \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r [P_0^e] (I - K^{\text{tr}}) (U^{\text{tr}}(z) - \frac{1}{|S_m|} \int_{S_m} U^{\text{tr}}(y) dy \times \hat{x}) dz
\]

+ \int_{L} \left( \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot \hat{z}} \times (c^{-3}_r [P_0^e] (I - K^{\text{tr}}) - \frac{1}{|S_m|} \int_{S_m} U^{\text{tr}}(y) dy \times \hat{x}
\]

\[
- \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z_m \hat{x} \times (c^{-3}_r [P_0^e] U_m \times \hat{x})} \right) dz := F_1^\infty + F_2^\infty.
\]

Since \( I - K^{\text{tr}} \) is invertible and \( K^{\text{tr}} \) satisfies condition b) in Definition 3.1, we see that \( \| I - K^{\text{tr}} \|_{\infty} < 2 \). Combining with (4.9), which shows that \( U^{\text{tr}} \in C^{0,\alpha}(\Omega) \) for \( \alpha \in (0, 1) \), it is direct to obtain

\[
|F_1^\infty| \leq \sum_{m=1}^{M} \frac{k^2}{4\pi} c^{-3}_r e_\circ \| I - K^{\text{tr}} \|_{\infty} c_\alpha \delta^{2\alpha} \leq 3^2 \frac{k^2}{2\pi} c^{-3}_r e_\circ c_\alpha \delta^{2\alpha} = \mathcal{O}(k^2 c_\circ e_\circ c_\alpha c_r^{\alpha-3} \delta^\alpha),
\]

where \( c_\circ e_\circ \) is defined in (3.6).

For \( F_2^\infty \), since by Taylor expansion there holds

\[
e^{-ik\hat{x} \cdot z} = e^{-ik\hat{x} \cdot z_m} + \sum_{n=1}^{\infty} (-ik\hat{x})^{2n} \frac{e^{-ik\hat{x} \cdot z_m}}{n!} (z - z_m)^n,
\]
we have

\[
F_2^\infty = \sum_{m=1}^{M} \int_{\Omega_m} \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z_m} \times (c_r^{-3}[P_0^\epsilon])(I - K^\epsilon) \frac{1}{|S_m|} \int_{S_m} U^\epsilon(y) dy - U_m \times \hat{x}) \, dz
\]

\[+ \sum_{m=1}^{M} \int_{\Omega_m} \frac{k^2}{4\pi} \sum_{n=1}^{\infty} (-ik\hat{x})^{2n} \frac{e^{-ik\hat{x} \cdot z_m}}{n!} (z - z_m)^n \times (c_r^{-3}[P_0^\epsilon])(I - K^\epsilon) \frac{1}{|S_m|} \int_{S_m} U^\epsilon(y) dy \times \hat{x}) \, dz.
\]

Denote

\[
F_{21}^\infty := \sum_{m=1}^{M} \int_{\Omega_m} \frac{k^2}{4\pi} e^{-ik\hat{x} \cdot z_m} \times (c_r^{-3}[P_0^\epsilon])(I - K^\epsilon) \frac{1}{|S_m|} \int_{S_m} U^\epsilon(y) dy - U_m \times \hat{x}) \, dz,
\]

and

\[
F_{22}^\infty := \sum_{m=1}^{M} \int_{\Omega_m} \frac{k^2}{4\pi} \sum_{n=1}^{\infty} (-ik\hat{x})^{2n} \frac{e^{-ik\hat{x} \cdot z_m}}{n!} (z - z_m)^n \times (c_r^{-3}[P_0^\epsilon])(I - K^\epsilon) \frac{1}{|S_m|} \int_{S_m} U^\epsilon(y) dy \times \hat{x}) \, dz.
\]

By utilizing Proposition 3.7, we know that

\[
|F_{21}^\infty| \leq \frac{k^2}{4\pi} c_r^{-3} c_0^\epsilon P_0 \sum_{m=1}^{M} |(I - K^\epsilon) \frac{1}{|S_m|} \int_{S_m} U^\epsilon(y) dy - U_m| \cdot |\Omega_m|
\]

\[\leq \frac{k^2}{4\pi} c_r^{-3} c_0^\epsilon P_0 |\Omega_m| M \frac{1}{2} \left( \sum_{m=1}^{M} |(I - K^\epsilon) \frac{1}{|S_m|} \int_{S_m} U^\epsilon(y) dy - U_m|^2 \right)^{\frac{1}{2}}
\]

\[= O \left( \frac{k^2}{4\pi} c_r^{-3} c_0^\epsilon P_0 \delta \lambda^+_{(\epsilon, \mu_r)} c_0^{-1} (c_0^\epsilon + c_0^\mu_r) c_r^{-2} a^{-\frac{3}{2}} \right)
\]

\[= O \left( k^2 c_0^\epsilon P_0 \lambda^+_{(\epsilon, \mu_r)} c_0^{-1} (c_0^\epsilon + c_0^\mu_r) c_r^{-6} \right). \tag{3.20}
\]

For \(F_{22}^\infty\), it is direct to notice that for sufficiently small \(a\)

\[
|F_{22}^\infty| \leq \sum_{m=1}^{M} \frac{k^2}{4\pi} |\Omega_m| \sum_{n=1}^{\infty} \frac{\sqrt{n} \delta}{n!} |c_r^{-3} c_0^\epsilon P_0| I - K^\epsilon \|U^\epsilon\|_{L^\infty(\Omega)}
\]

\[= O \left( k^2 c_0^{-3} c_0^\epsilon P_0 \|U^\epsilon\|_{L^\infty(\Omega)} \delta \right) = O \left( k^2 c_0^{-3} c_0^\epsilon P_0 \|U^\epsilon\|_{L^\infty(\Omega)} c_r^{-2} a \right). \tag{3.21}
\]

Combining with (3.19), (3.20) and (3.21), we can obtain that

\[
|F^\infty| \leq |F_{11}^\infty| + |F_{21}^\infty| + |F_{22}^\infty|
\]

\[= O \left( k^2 c_0^\epsilon c_0^{-3} a^\alpha + k^2 c_0^\epsilon P_0 \lambda^+_{(\epsilon, \mu_r)} c_0^{-1} (c_0^\epsilon + c_0^\mu_r) c_r^{-6} + k^2 c_0^\epsilon P_0 \|U^\epsilon\|_{L^\infty(\Omega)} c_r^{-2} a \right)
\]

\[= O \left( k^2 c_0^\epsilon P_0 \lambda^+_{(\epsilon, \mu_r)} c_0^{-1} (c_0^\epsilon + c_0^\mu_r) c_r^{-6} \right) \tag{3.22}
\]

for \(a\) small enough, where \(0 < \alpha < 1\).
Recall (3.18) and let us consider \( G^\infty \). Similar to F^\infty, we can write \( G^\infty \) as
\[
G^\infty = \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{ik}{4\pi} e^{-ikz \hat{x}} \times c_r^{-3}[P_0](I-K^\mu_r)V^\mu_r(z) - \frac{ik}{4\pi} e^{-ikz \hat{z}} \hat{x} \times c_r^{-3}[P_0](I-K^\mu_r)V_m \right) \, dz
\]
\[
= \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{ik}{4\pi} e^{-ikz \hat{x}} \times c_r^{-3}[P_0](I-K^\mu_r) \left(V^\mu_r(z) - \frac{1}{|S_m|} \int_{S_m} V^\mu_r(y) \, dy\right) \right) \, dz
\]
\[
+ \sum_{m=1}^{M} \int_{\Omega_m} \frac{ik}{4\pi} \left(e^{-ikz \hat{x}} \times c_r^{-3}[P_0](I-K^\mu_r) \frac{1}{|S_m|} \int_{S_m} V^\mu_r(y) \, dy - e^{-ikz \hat{z}} \hat{x} \times c_r^{-3}[P_0](I-K^\mu_r)V_m \right) \, dz.
\]
Denote
\[
G_1^\infty = \sum_{m=1}^{M} \int_{\Omega_m} \left( \frac{ik}{4\pi} e^{-ikz \hat{x}} \times c_r^{-3}[P_0](I-K^\mu_r) \left(V^\mu_r(z) - \frac{1}{|S_m|} \int_{S_m} V^\mu_r(y) \, dy\right) \right) \, dz,
\]
and
\[
G_2^\infty = \sum_{m=1}^{M} \int_{\Omega_m} \frac{ik}{4\pi} \left(e^{-ikz \hat{x}} \times c_r^{-3}[P_0](I-K^\mu_r) \frac{1}{|S_m|} \int_{S_m} V^\mu_r(y) \, dy - e^{-ikz \hat{z}} \hat{x} \times c_r^{-3}[P_0](I-K^\mu_r)V_m \right) \, dz.
\]
By (4.18) which shows that \( V^\mu_r \in C^{0,\alpha}(\Omega) \), following the similar arguments to the estimate for \( F^\infty_1 \) in (3.19), we directly have
\[
|G_1^\infty| = O(kc_{P_0}c_\alpha c_r^{-3}a^\alpha).
\]
Utilizing Taylor expansion for \( e^{-ikz \hat{x}} \), \( G_2^\infty \) can be reformulated as
\[
G_2^\infty := G_2 + G_2^\infty,
\]
where
\[
G_2 := \sum_{m=1}^{M} \int_{\Omega_m} \frac{ik}{4\pi} \left(\sum_{n=1}^{\infty} (-ikz)^2 e^{-ikz \hat{z}} \hat{x} \times c_r^{-3}[P_0] \left((I-K^\mu_r) \frac{1}{|S_m|} \int_{S_m} V^\mu_r(y) \, dy - V_m\right) \right) \, dz,
\]
and
\[
G_2^\infty := \sum_{m=1}^{M} \int_{\Omega_m} \frac{ik}{4\pi} \left(\sum_{n=1}^{\infty} (-ik)^n n! (z - z_m)^n \hat{x} \times c_r^{-3}[P_0] \left((I-K^\mu_r) \frac{1}{|S_m|} \int_{S_m} V^\mu_r(y) \, dy\right) \right) \, dz.
\]
Similar to (3.20) and (3.21), we can deduce from Corollary 3.8 that
\[
|G_2| = O(kc_{P_0}^{\mu_r}((\varepsilon_{r_r}+\varepsilon_{\mu_r})c_r^{-6}), \quad |G_2^\infty| = O(kc_{P_0}^{\mu_r}V^\mu_r \|_{L^\infty(\Omega)} c_r^{-2}a).
\]
Therefore, there holds
\[
|G^\infty| \leq |G_1^\infty| + |G_2| + |G_2^\infty| = O(kc_{P_0}^{\mu_r}c_\alpha c_r^{-3}a^\alpha + kc_{P_0}^{\mu_r}((\varepsilon_{r_r}+\varepsilon_{\mu_r})c_r^{-6}) + kc_{P_0}^{\mu_r}V^\mu_r \|_{L^\infty(\Omega)} c_r^{-2}a)
\]
\[
= O(kc_{P_0}^{\mu_r}((\varepsilon_{r_r}+\varepsilon_{\mu_r})c_r^{-6}), \quad 0 < \alpha < 1,
\]
for \( a \) small enough.
Finally, we evaluate \( H^\infty \) as follows. Recall the representation of \( H^\infty \) in (3.18) as
\[
H^\infty = \int_{L} \left( \frac{k^2}{4\pi} e^{-ikz \hat{x}} \times (c_r^{-3}[P_0](I-K^\mu_r)U^\mu_r(z) \times \hat{x}) + \frac{ik}{4\pi} e^{-ikz \hat{x}} \times c_r^{-3}[P_0](I-K^\mu_r)V^\mu_r(z) \right) \, dz.
\]
Since we know that $|L| = \mathcal{O}(\delta)$ by Remark 1.3, we can directly give the estimate for $H^\infty$ as
\[
|H^\infty| \leq \left( \frac{k^2}{4\pi} c^{-3} c^\epsilon \|I - K^\epsilon\|_{L^\infty} \|U^\epsilon\|_{L^\infty(\Omega)} + \frac{k}{4\pi} c^{-3} c^\epsilon \|I - K^\epsilon\|_{L^\infty} \|V^\epsilon\|_{L^\infty(\Omega)} \right) \cdot |L|
= \mathcal{O}\left((k^2 c^\epsilon \|U^\epsilon\|_{L^\infty(\Omega)} + k c^\epsilon \|V^\epsilon\|_{L^\infty(\Omega)})c^{-2}a\right)
\]
for sufficiently small $a$.

Substituting (3.22), (3.23) and (3.24) into (3.18), we derive our main result
\[
E^\infty(\hat{x}) - E^{\text{eff}}(\hat{x}) = \mathcal{O}\left(k \lambda^+(\epsilon, \mu_r)(k^2 c^\epsilon \epsilon_r^{-1} + c^\mu_r \epsilon_r^{-1} - \epsilon_r^0 + \epsilon_r)-6\right).
\]
Based on (3.25), which indicates that the error estimate between $E^\infty(\hat{x})$ and $E^{\text{eff}}(\hat{x})$ is of order $c_r^{-6}$, we can finalize our proof by rewriting the far-field (3.15) for the equivalent medium in terms of (3.25) as
\[
E^{\text{eff}}(\hat{x}) = \int_{\Omega} \left( \frac{k^2}{4\pi} e^{-ik\hat{k} \cdot \hat{x}} \times (c_r^{-3}[P_0^\epsilon]U^\epsilon \times \hat{x}) + \frac{ik}{4\pi} e^{-ik\hat{k} \cdot \hat{x}} \times c_r^{-3}[P_0^\mu_r]V^\mu_r \right) dz.
\]
In addition, the similar representations works for $\epsilon_r$ and $\mu_r$ in (3.16) as
\[
\epsilon_r = I + c_r^{-3}[P_0^\epsilon], \quad \mu_r = I + c_r^{-3}[P_0^\mu_r],
\]
in terms of (3.25).

The proof is complete. \qed

4. PROOF OF PROPOSITION 3.5

Recall the discrete linear algebraic system (2.6) and the Lippmann-Schwinger equation (2.7). Taking the average value with respect to $x$ over $S_m$ in (2.7), we obtain
\[
\frac{1}{|S_m|} \int_{S_m} U^\epsilon(x) dx - \int_{\Omega} \left( \frac{1}{|S_m|} \int_{S_m} \Pi_k(x, z) dxc_r^{-3}[C^T_{\epsilon_r}]U^\epsilon(z) + \frac{1}{|S_m|} \int_{S_m} \nabla \Phi_k(x, z) dz \times (c_r^{-3}[C^T_{\epsilon_r}]V^\epsilon_r(z)) \right) dz = \frac{1}{|S_m|} \int_{S_m} E^{\text{in}}(x) dx,
\]
where $S_m$ is the largest ball contained in $\Omega_m$.

Combining with (4.1) and (2.6), we have the following equation
\[
\begin{align*}
\frac{1}{|S_m|} \int_{S_m} U^\epsilon(x) dx - a^3 \sum_{j=1}^{M} (\Pi_k(z_m, z_j)[C^T_{\epsilon_r}] \frac{1}{|S_j|} \int_{S_j} U^\epsilon(y) dy + ik \nabla \Phi_k(z_m, z_j) \\
\times ([C^T_{\mu_r}] \frac{1}{|S_j|} \int_{S_j} V^\mu_r(y) dy)) &= \frac{1}{|S_m|} \int_{S_m} E^{\text{in}}(x) dx + \int_{\Omega} \left( \frac{1}{|S_m|} \int_{S_m} \Pi_k(x, z) dxc_r^{-3}[C^T_{\epsilon_r}]U^\epsilon(z) + ik \frac{1}{|S_m|} \int_{S_m} \nabla \Phi_k(x, z) dz \times (c_r^{-3}[C^T_{\mu_r}]V^\mu_r(z)) \right) dz - a^3 \sum_{j=1}^{M} (\Pi_k(z_m, z_j)[C^T_{\epsilon_r}] \frac{1}{|S_j|} \int_{S_j} U^\epsilon(y) dy + ik \nabla \Phi_k(z_m, z_j) \\
\times ([C^T_{\mu_r}] \frac{1}{|S_j|} \int_{S_j} V^\mu_r(y) dy)).
\end{align*}
\]

It is easy to see that by Taylor expansion of $E^{\text{in}}$ at $z_m \in \Omega_m$, there holds
\[
E^{\text{in}}(x) = Pe^{ik\theta x} = P(e^{ik\theta z_m} \sum_{n=0}^{\infty} \frac{1}{n!}(ik\theta x - ik\theta z_m)^n) = Pe^{ik\theta z_m} + \mathcal{O}(c_r a) = E^{\text{in}}(z_m) + \mathcal{O}(c_r a).
\]
for a small enough. Therefore, (4.2) can be further written as

\[
\frac{1}{|S_m|} \int_{S_m} U^{\hat{r}}(x) \, dx - a^3 \sum_{j=1}^{M} \frac{1}{|S_j|} \int_{S_j} U^{\hat{r}}(y) \, dy + \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{S_j} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) \, dx \, dz
\]

\[
\times ([C^{T}_{\mu_s}] \frac{1}{|S_j|} \int_{S_j} V^{\hat{r}}(y) \, dy) = E^{in}(z_m) + O(\epsilon_r a) + \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{S_j} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) \, dx \, dz
\]

\[
- a^3 \sum_{j=1}^{M} \frac{1}{|S_j|} \int_{S_j} U^{\hat{r}}(y) \, dy + \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{S_j} \nabla \Phi_k(x, z) \times (c^{-3}_r [C^{T}_{\mu_s}] V^{\hat{r}}(z)) \, dx \, dz
\]

\[
- a^3 \sum_{j=1}^{M} i k \nabla \Phi_k(z_m, z_j) \times ([C^{T}_{\mu_s}] \frac{1}{|S_j|} \int_{S_j} V^{\hat{r}}(y) \, dy)
\]

\[
+ \frac{1}{|S_m|} \int_{S_m} \int_{\Omega_j} \int_{S_m} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) + i k \nabla \Phi_k(x, z) \times (c^{-3}_r [C^{T}_{\mu_s}] V^{\hat{r}}(z)) \, dx \, dz
\]

\[
+ \frac{1}{|S_m|} \int_{S_m} \int_{S_m} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) + i k \nabla \Phi_k(x, z) \times (c^{-3}_r [C^{T}_{\mu_s}] V^{\hat{r}}(z)) \, dx \, dz,
\]

where \( L := \Omega \cup_{m=1}^{M} \Omega_m \). Denote

\[
A := \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{\Omega_j} \int_{S_m} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) \, dx \, dz
\]

\[
- a^3 \sum_{j=1}^{M} \frac{1}{|S_j|} \int_{S_j} U^{\hat{r}}(y) \, dy + \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{S_j} \nabla \Phi_k(x, z) \times (c^{-3}_r [C^{T}_{\mu_s}] V^{\hat{r}}(z)) \, dx \, dz
\]

\[
- a^3 \sum_{j=1}^{M} i k \nabla \Phi_k(z_m, z_j) \times ([C^{T}_{\mu_s}] \frac{1}{|S_j|} \int_{S_j} V^{\hat{r}}(y) \, dy),
\]

\[
\frac{1}{|S_m|} \int_{S_m} \int_{S_m} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) + i k \nabla \Phi_k(x, z) \times (c^{-3}_r [C^{T}_{\mu_s}] V^{\hat{r}}(z)) \, dx \, dz,
\]

and

\[
C := \frac{1}{|S_m|} \int_{S_m} \int_{S_m} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) + i k \nabla \Phi_k(x, z) \times (c^{-3}_r [C^{T}_{\mu_s}] V^{\hat{r}}(z)) \, dx \, dz.
\]

In the following discussions, we evaluate \( A, B \) and \( C \), respectively.

(i) The estimate for \( A \). Denote

\[
A_{1,m} := \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{\Omega_j} \int_{S_m} \Pi_k(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) \, dx \, dz
\]

\[
- a^3 \sum_{j=1}^{M} \frac{1}{|S_j|} \int_{S_j} U^{\hat{r}}(y) \, dy + \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{S_j} \nabla \Phi_k(x, z) \times (c^{-3}_r [C^{T}_{\mu_s}] V^{\hat{r}}(z)) \, dx \, dz
\]

\[
A_{1,m}^0 := \frac{1}{|S_m|} \sum_{j=1}^{M} \int_{\Omega_j} \int_{S_m} \Pi_0(x, z) c^{-3}_r c^{T}_{\mu_s} U^{\hat{r}}(z) \, dx \, dz - a^3 \sum_{j=1}^{M} \int_{S_j} U^{\hat{r}}(y) \, dy,
\]
and
\[
A_{1,m}^R := \frac{1}{|S_m|} \sum_{j=1, j \neq m}^M \int_{\Omega_j} \int_{S_m} (\Pi_k - \Pi_0)(x, z) c_r^{-3} [C_{\epsilon_r}^T] U^{i^r}(z) \, dx \, dz
\]
\[ - a^3 \sum_{j=1, j \neq m}^M (\Pi_k - \Pi_0)(z_m, z_j) [C_{\epsilon_r}^T] \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy. \]  

(4.7)

It is clear that

\[ A_{1,m} = A_{1,m}^0 + A_{1,m}^R. \]

Once more, we use the splitting:

\[
A_{1,m}^0 = \frac{1}{|S_m|} \sum_{j=1, j \neq m}^M \int_{\Omega_j} \int_{S_m} \Pi_0(x, z) c_r^{-3} [C_{\epsilon_r}^T](U^{i^r}(z) - \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy) \, dx \, dz
\]
\[ + \frac{1}{|S_m|} \sum_{j=1, j \neq m}^M \int_{\Omega_j} \int_{S_m} \Pi_0(x, z) c_r^{-3} [C_{\epsilon_r}^T] \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy \, dx \, dz - a^3 \sum_{j=1, j \neq m}^M \Pi_0(z_m, z_j) [C_{\epsilon_r}^T] \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy, \]

(4.8)

where for the simplification of representation, we denote

\[ I_{A,m} := \frac{1}{|S_m|} \sum_{j=1, j \neq m}^M \int_{\Omega_j} \int_{S_m} \Pi_0(x, z) c_r^{-3} [C_{\epsilon_r}^T](U^{i^r}(z) - \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy) \, dx \, dz, \]

and

\[ J_{A,m} := \frac{1}{|S_m|} \sum_{j=1, j \neq m}^M \int_{\Omega_j} \int_{S_m} \Pi_0(x, z) c_r^{-3} [C_{\epsilon_r}^T] \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy \, dx \, dz
\]
\[ - a^3 \sum_{j=1, j \neq m}^M \Pi_0(z_m, z_j) [C_{\epsilon_r}^T] \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy. \]

Define

\[ F_j(z) := [C_{\epsilon_r}^T](U^{i^r}(z) - \frac{1}{|S_j|} \int_{S_j} U^{i^r}(y) \, dy). \]

Then there holds

\[ I_{A,m} = \frac{1}{|S_m|} \sum_{j=1, j \neq m}^M \int_{\Omega_j} \int_{S_m} \Pi_0(x, z) c_r^{-3} F_j(z) \, dx \, dz, \]

which indicates that

\[ |I_{A,m}| \leq \frac{1}{|S_m|} \sum_{j=1, j \neq m}^M |S_m| \frac{1}{b_{\delta_m}^3} c_r^{-3} \int_{\Omega_j} F_j(z) \, dz \leq c_r^{-3} \sum_{j=1, j \neq m}^M \frac{1}{b_{\delta_m}^3} \int_{\Omega_j} F_j(z) \, dz \]

for any \( x \in S_m \subset \Omega_m \) and \( z \in \Omega_j, j \neq m. \) Since from Theorem 2.2, we know that \( U^{i^r} \in C^{1,\alpha}(\Omega), \) then

\[ |U^{i^r}(z) - U^{i^r}(y)| \leq c_{\alpha}|z - y|^\alpha, \quad \text{for} \ z, y \in \Omega, \ \alpha \in (0, 1), \]

(4.9)
where \( c_\alpha \) is the positive Hölder constant. By substituting (4.9) into \( F_j(z) \), we obtain that
\[
\int_{\Omega_j} |F_j(z)| \, dz = \int_{\Omega_j} \left| [C^T_{c_z}](U^\infty(z)) - \frac{1}{|S_j|} \int_{S_j} U^\infty(y) \, dy \right| \, dz \leq c^*_0 \int_{\Omega_j} \frac{1}{|S_j|} \int_{S_j} |U^\infty(z) - U^\infty(y)| \, dy \, dz \leq c^*_0 |\Omega_j| c_\alpha (\sqrt{3} \delta)^\alpha \leq 3^2 c^*_0 c_\alpha c_r^{3+\alpha} a^{3+\alpha}
\]
(4.10)

by the fact that \( |\Omega_j| = O(\delta^3) = O(c^3 a^3) \). Combining with (4.10) and Lemma 3.4, we derive the estimate
\[|I_{A,m}| \leq 3^2 c^*_0 c_\alpha c_r^{-3} \delta^\alpha (1 + \ln \delta),\]
and thus
\[
\sum_{m=1}^M |I_{A,m}|^2 \leq 3^2 c^*_0 c_\alpha c_r^{-3} \delta^\alpha (1 + \ln \delta)^2,
\]
(4.11)

where \( M = O(\delta^{-3}) \) and \( c_I \) is a positive constant. Since it is known that \( \ln \delta \sim \delta^{-\gamma} \) for \( \gamma > 0 \) as \( \delta \to 0 \), by letting \( \gamma \in (0, \alpha) \), (4.11) can be further written as
\[
\sum_{m=1}^M |I_{A,m}|^2 \leq 3^2 c_0^{\alpha+1} c_\alpha^2 c_f c_r^2 a^{2\alpha-9} \alpha^2 a^{-3}(1 + c_r^{-2\gamma} a^{-2\gamma})
\]
(4.12)

for \( 0 < \gamma < \alpha \).

For \( J_{A,m} \), since \( \Pi_0(x, z) \) is harmonic, by the Mean Value theorem we have
\[
\frac{1}{|S_m|} \int_{S_m} \Pi_0(x, z) \, dx = \Pi_0(z_m, z).
\]

Thus we have
\[
J_{A,m} = \sum_{j \neq m}^M \int_{\Omega_j} (\Pi_0(z_m, z) - \Pi_0(z_m, z_j)) c_r^{-3} [C^T_{c_z}] \frac{1}{|S_j|} \int_{S_j} U^\infty(y) \, dy \, dz,
\]
where
\[
|\Pi_0(z_m, z) - \Pi_0(z_m, z_j)| = |\nabla \nabla \Phi_0(z_m, z) - \nabla \nabla \Phi_0(z_m, z_j)| = O(\frac{1}{\delta^4_m} - \delta).
\]

Then, based on Lemma 3.4, we can derive that
\[
|J_{A,m}| \leq \sum_{j \neq m}^M |\Pi_0| \frac{1}{\delta_m^4} |\nabla \nabla \Phi_0(z_m, z)_j c^3 e^3 c_r^{-3} \|U^\infty\|_{L^\infty(\Omega)} \leq \delta^4 c_r^{-3} c_f \|U^\infty\|_{L^\infty(\Omega)} (\sum_{j \neq m}^M \frac{1}{\delta_m^4} \leq c_f c_f c_r \|U^\infty\|_{L^\infty(\Omega)} c_r^{-3}
\]
for the positive constant \( c_f \). Therefore, it is clear that
\[
\sum_{m=1}^M |J_{A,m}|^2 \leq \delta^{-3} c_f^2 c_r^{-2} \|U^\infty\|_{L^\infty(\Omega)}^2 c_r^{-6} \leq c_f^2 c_r^{-2} \|U^\infty\|_{L^\infty(\Omega)}^2 c_r^{-9} a^{-3}.
\]
(4.13)

Combining with (4.12) and (4.13), we deduce that
\[
\sum_{m=1}^M |A^0_{1,m}|^2 \leq 2 \sum_{m=1}^M |J_{A,m}|^2 + \sum_{m=1}^M |J_{A,m}|^2 \leq 3^2 c^*_0^2 c_\alpha^2 c_f c_r^{2\alpha-9} a^{2\alpha-3}(1 + c_r^{-2\gamma} a^{-2\gamma}) + 2 c_f^2 c_r^{-2} \|U^\infty\|_{L^\infty(\Omega)}^2 c_r^{-9} a^{-3}
\]
(4.14)

for \( 0 < \gamma < \alpha < 1 \).
Now, let us consider $A_{1,m}^R$. In (4.7), since
\[
(P_k - P_0)(x,z) = k^2 I \Phi_k(x,z) + \nabla \nabla \Phi_k(x,z) - \nabla \nabla \Phi_0(x,z)
\]
\[
= k^2 I \Phi_k(x,z) + \left( -\frac{k^2}{4\pi} \int_0^1 e^{ikt|x-z|} \left[ I + (ikt - \frac{1}{|x-z|}) \right] (x-z)(x-z)^T dt \right)
\]
for any $x \in S_m \subset \Omega_m$ and $z \in \Omega_j$, $j \neq m$, then
\[
|\langle P_k - P_0 \rangle(x,z)| \leq \frac{k^2}{\delta_{m_j}} + k^2(\frac{2}{\delta_{m_j}} + k) = \frac{3k^2}{\delta_{m_j}} + k^3.
\]
Hence we can know that there holds
\[
|A_{1,m}^R| \leq \frac{1}{|S_m|} \sum_{j=1}^M |S_m| \left( \frac{3k^2}{\delta_{m_j}} + k^3 \right) c^3_a \delta^{\alpha+3} \leq 3^2 c^3_a c^5_0 (3k^2 c_R \delta^{-3} + k^3 \delta^{-3})
\]
for the positive constant $c_R$. Thus we can know that
\[
\sum_{m=1}^M |A_{1,m}^R|^2 \leq 3^{\alpha+3} c^6_a c^2_0 c^4_r k^4 (c^2_R + k^2) \delta^{2\alpha-3} \leq 3^{\alpha+3} c^6_a c^2_0 c^4_r k^4 (c^2_R + k^2) c^2_r a^{2\alpha-9} a^{2\alpha-3}.
\]
Combining with (4.14) and (4.16), it yields that
\[
\sum_{m=1}^M |A_{1,m}|^2 \leq 2 \left( \sum_{m=1}^M |A_{1,m}^0|^2 + \sum_{m=1}^M |A_{1,m}^R|^2 \right)
\]
\[
\leq 3^{\alpha+3} c^6_a c^2_0 c^4_r a^{2\alpha} \left( (1 + c^2_r a^{-2\alpha}) + k^4 (c^2_R + k^2) \right) + c^3_0 \|U^{\iota_r}\|_{L^2(\Omega)}
\]
\[
= \mathcal{O}(c^2_0 c^2_r a^{-3}),
\]
for $0 < \gamma < \alpha < 1$.
Recall (4.4). Denote
\[
A_{2,m} := \frac{1}{|S_m|} \sum_{j=1}^M \int_{\Omega_j} \int_{S_m} i k \nabla \Phi_k(x,z) \times (c^3_r [C^T \mu_r] V^{\iota_r}(z)) \, dx \, dz
\]
\[
- \delta^{\alpha} \sum_{j=1}^M \int_{\Omega_j} \int_{S_m} i k \nabla \Phi_k(z_m,z_j) \times ([C^T \mu_r] \frac{1}{|S_j|} \int_{S_j} V^{\iota_r}(y) \, dy).
\]
Since for any $x \in S_m \subset \Omega_m$ and $z \in \Omega_j$, $j \neq m$, there holds
\[
|\nabla \Phi_k(x,z)| \leq \frac{1}{4\pi} \frac{1}{\delta_{m_j}} \left( \frac{1}{\delta_{m_j}} + k \right),
\]
then
\[
|A_{2,m}| \leq \frac{k}{|S_m|} \sum_{j=1}^M |S_m| \left( \frac{1}{\delta_{m_j}} + k \right) c^3_a c^2_0 c^4_r \left( \int_{\Omega_j} V^{\iota_r}(z) - \frac{1}{|S_j|} \int_{S_j} V^{\iota_r}(y) \, dy \right) \, dz.
\]
Since from Theorem 2.2, we have $V^\mu r \in C^{0,\alpha}(\Omega)$, which indicates that
\[ |V^\mu r(z) - V^\mu r(y)| \leq c_\alpha |z - y|^\alpha \quad \text{for } z, y \in \Omega, \ \alpha \in (0, 1), \tag{4.18} \]
where $c_\alpha$ is the same positive constant appearing in (4.9). Thus we know that
\[ |A_{2,m}| \leq k \sum_{j=1}^{M} \frac{1}{\delta_{mj}} \left( \frac{1}{\delta_{mj}} + k \right) c_r^{-3} c_0^\mu |\Omega_j| c_\alpha 3^2 \varphi^\alpha. \]

By Lemma 3.4, we can further obtain
\[ |A_{2,m}| \leq 3^2 k^\mu c_\alpha c_r^{-3} \delta^{3+\alpha} (c_{A_{2,1}} + kc_{A_{2,2}}) \delta^{-3} \leq 3^2 k^\mu c_\alpha c_r^{-3} (c_{A_{2,1}} + kc_{A_{2,2}}) \delta^{-3}, \]
where $c_{A_{2,1}}$ and $c_{A_{2,2}}$ are two positive constants. Therefore, we can derive that
\[ \sum_{m=1}^{M} |A_{2,m}|^2 \leq \delta^{-3} 3^2 k^\mu c_\alpha c_r^{-3} \delta^{3+\alpha} (c_{A_{2,1}} + kc_{A_{2,2}})^2 \delta^{-3} \leq 3^2 k^\mu c_\alpha c_r^{-3} (c_{A_{2,1}} + kc_{A_{2,2}})^2 \delta^{-3}. \tag{4.19} \]

Combining with (4.17) and (4.19), we derive the estimate
\[ \sum_{m=1}^{M} |A|^2 \leq 2 \left( \sum_{m=1}^{M} |A_{1,m}|^2 + \sum_{m=1}^{M} |A_{2,m}|^2 \right) \leq O(c_\alpha^2 c_r^{-9} a^{-3} + k^2 c_\alpha c_r^{-9} a^{-3}) = O(c_\alpha^2 c_r^{-9} a^{-3}) \tag{4.20} \]
for sufficiently small $a$ and $0 < \alpha < 1$.

(ii) The estimate for terms associated with $B$. Next, we evaluate the term $B$ given by (4.5). Denote
\[ B_{1,m} := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_k(x, z) c_r^{-3} [C_r^T] U^\mu r(z) \, dx \, dz, \]
\[ B_{2,m} := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} i k \nabla \Phi(x, z) \times (c_r^{-3} [C_r^T] V^\mu r(z)) \, dx \, dz, \tag{4.21} \]
and further
\[ B_{1,m}^0 := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x, z) c_r^{-3} [C_r^T] U^\mu r(z) \, dx \, dz, \]
\[ B_{1,m}^R := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} (\Pi_k - \Pi_0)(x, z) c_r^{-3} [C_r^T] U^\mu r(z) \, dx \, dz. \tag{4.22} \]

It is clear that $B = B_{1,m} + B_{2,m}$ and $B_{1,m} = B_{1,m}^0 + B_{1,m}^R$.

We first investigate $B_{1,m}$. Since for any $x \in S_m \subset \Omega_m$ and $z \in \Omega_m$, there holds
\[ |(\Pi_k - \Pi_0)(x, z)| \leq |k^2 i \Phi_k(x, z) + \nabla \nabla \Phi_k(x, z) - \nabla \nabla \Phi_0(x, z)| \leq \frac{6k^2}{4\pi} \frac{1}{|x - z|}. \]

It is easy to get
\[ |B_{1,m}^R| \leq \frac{k^2}{|S_m|} c_r^{-3} c_0^\mu \|U^\mu r\|_{L^\infty(\Omega)} \int_{\Omega_m} \int_{S_m} \frac{1}{|x - z|} \, dx \, dz \]
\[ \leq \frac{k^2}{|S_m|} c_r^{-3} c_0^\mu \|U^\mu r\|_{L^\infty(\Omega)}|\Omega_m| \int_{B(z, \sqrt{3}k)} \frac{1}{|x - z|} \, dx \tag{4.23} \]
by the fact that $S_m \subset \Omega_m \subset B(z, \sqrt{3}\delta)$ for any $z \in \Omega_m$. Thus by direct calculations under spherical coordinate system, we can obtain that

$$|B_{1,m}^R| \leq \frac{k^2}{\delta^3} c_r^{-3} \epsilon_0 \|U^{\epsilon_r}\|_{L^\infty(\Omega)} \delta^3 \int_0^{2\pi} \int_0^\pi \int_0^{\sqrt{3}\delta} \frac{1}{r^2} \sin \theta \, dr \, d\theta \, d\phi \leq 36k^2 c_0 \|U^{\epsilon_r}\|_{L^\infty(\Omega)} c_r^{-1} a^2,$$

and thus

$$\sum_{m=1}^{M} |B_{1,m}^R|^2 \leq 36^2 k^4 c_0^2 \|U^{\epsilon_r}\|_{L^\infty(\Omega)}^2 c_r^{-5} a = O(k^4 c_0^2 \|U^{\epsilon_r}\|_{L^\infty(\Omega)}^2 c_r^{-5} a). \quad (4.24)$$

To give the estimate for $B_{2,m}$, we rewrite $\nabla \Phi_k(x,z) = \Phi_k(x,z) \left( ik - \frac{1}{|x-z|} \right) \frac{1}{|x-z|}$, which indicates that

$$|\nabla \Phi_k(x,z)| \leq \frac{1}{4\pi} \frac{1}{|x-z|} \left( \frac{1}{|x-z|} + k \right) \text{ for } x \in S_m, z \in \Omega_m.$$

Thus similar to (4.23), we have

$$|B_{2,m}| \leq \frac{k}{|S_m|} c_r^{-3} \epsilon_0 \|V^\mu_r\|_{L^\infty(\Omega)} \int_{\Omega_m} \int_{S_m} \frac{1}{|x-z|} \left( \frac{1}{|x-z|} + k \right) \, dx \, dz
\leq \frac{k}{|S_m|} c_r^{-3} \epsilon_0 \|V^\mu_r\|_{L^\infty(\Omega)} |\Omega_m| \int_{B(z,\sqrt{3}\delta)} \left( \frac{1}{|x-z|} + k \right) \, dx
\leq 12k c_0^3 c_r^{-3} \|V^\mu_r\|_{L^\infty(\Omega)} (2\sqrt{3} + 3k\delta)\delta,$$

and therefore

$$\sum_{m=1}^{M} |B_{2,m}|^2 \leq 288k^2 c_0^2 \epsilon_0^2 \|V^\mu_r\|_{L^\infty(\Omega)}^2 (12 + 9k^2 \delta^2) \delta^{-1}
\leq 288k^2 c_0^2 \epsilon_0^2 \|V^\mu_r\|_{L^\infty(\Omega)}^2 (12 + 9k^2 c_0^2 a^2) \epsilon_r^{-7} a^{-1}
= O(k^2 c_0^2 \epsilon_0 \|V^\mu_r\|_{L^\infty(\Omega)}^2 (12 + 9k^2 c_0^2 a^2) c_r^{-7} a^{-1}). \quad (4.25)$$

Now we focus on the term $B_{1,m}^0$ given by (4.22). It is obvious that $B_{1,m}^0$ can be written as

$$B_{1,m}^0 = \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x,z) c_r^{-3} [C^T_{c_r}] \left( U^{\epsilon_r}(z) - \frac{1}{|S_m|} \int_{S_m} U^{\epsilon_r}(y) \, dy \right) \, dx \, dz + \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x,z) c_r^{-3} [C^T_{c_r}] \frac{1}{|S_m|} \int_{S_m} U^{\epsilon_r}(y) \, dy \, dx \, dz. \quad (4.26)$$

Denote

$$I_B := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x,z) c_r^{-3} [C^T_{c_r}] \left( U^{\epsilon_r}(z) - \frac{1}{|S_m|} \int_{S_m} U^{\epsilon_r}(y) \, dy \right) \, dx \, dz,$$

and

$$K^{\epsilon_r} := \frac{1}{|S_m|} \int_{\Omega_m} \int_{S_m} \Pi_0(x,z) c_r^{-3} [C^T_{c_r}] \frac{1}{|S_m|} \int_{S_m} U^{\epsilon_r}(y) \, dy \, dx \, dz.$$

Using (4.9), we can directly know that

$$|I_B| \leq \frac{1}{|S_m|} c_r^{-3} c_0 \epsilon_0^2 3^2 \delta^2 \int_{\Omega_m} \int_{S_m} \Pi_0(x,z) \, dx \, dz. \quad (4.27)$$
By the Hölder and Caldéron-Zygmund inequalities, see [23, Theorem 9.9], we obtain from (4.27) that
\[
|I_B| \leq \frac{1}{|S_m|} 3^2 c_\epsilon r^r c_\alpha c_r^{-3} \delta^\alpha \int_{\Omega_m} \Pi_0(x, z) dz \| L_p(S_m) \cdot |S_m| \frac{1}{2}
\]
\[
\leq 3^2 |S_m|^{-\frac{1}{2}} c_\epsilon r^r c_\alpha c_r^{-3} \delta^\alpha \int_{\mathbb{R}^3} \Pi_0(x, z) \chi_{\Omega_m}(z) dz \| L_p(S_m) \leq 3^2 \left( \frac{6}{\pi} \right)^{\frac{1}{2}} c_\epsilon r^r c_\alpha c_r^{-3} \delta^\alpha
\]
for \( p, q > 1 \) such that \( 1/p + 1/q = 1 \) and \( \alpha \in (0, 1) \). Thus we can derive that
\[
\sum_{m=1}^{M} |I_B|^2 \leq 3^2 \left( \frac{6}{\pi} \right)^{\frac{1}{2}} c_\epsilon r^r c_\alpha c_r^{-6} \delta^2 \alpha = O(c_\epsilon^2 c_r^2 c_r^{-9} \delta^2 \alpha).
\] (4.28)

(iii) The estimate for \( C \). We rewrite (4.6) as
\[
C := C^0_{1,m} + C^R_{1,m} + C_{2,m},
\]
where
\[
C^0_{1,m} := \frac{1}{|S_m|} \int_{L} \int_{S_m} \Pi_0(x, z) c_r^{-3} [C_{r,\epsilon}^T] U^{T \epsilon \nu}(z) \, dx \, dz,
\]
\[
C^R_{1,m} := \frac{1}{|S_m|} \int_{L} \int_{S_m} (\Pi_k - \Pi_0)(x, z) c_r^{-3} [C_{r,\epsilon}^T] U^{T \epsilon \nu}(z) \, dx \, dz
\]
\[
C_{2,m} := \frac{1}{|S_m|} \int_{L} \int_{S_m} i k \nabla \Phi_k(x, z) \times (c_r^{-3} [C_{r,\epsilon}^T] V^{\nu \epsilon \nu}(z)) \, dx \, dz.
\]
By the Mean Value Theorem for the harmonic function \( \Pi_0(x, z) \), we have
\[
C^0_{1,m} = \int_{L} \Pi_0(z_m, z) c_r^{-3} [C_{r,\epsilon}^T] U^{T \epsilon \nu}(z) \, dz
\]
and thus
\[
\sum_{m=1}^{M} |C^0_{1,m}|^2 \leq \sum_{m=1}^{M} c_r^{-6} c_\epsilon^2 \| U^{T \epsilon \nu} \|_{L_\infty(\Omega)}^2 \left( \int_{L} \frac{1}{|z_m - z|^\frac{3}{2}} \, dz \right)^2.
\] (4.29)
In order to evaluate the integral over \( L \) in (4.29), we give the following way of counting the particles.

Let an arbitrary position \( z_m \) be fixed. From \( z_m \), we split the space into equidistant cubes \( \Sigma_\ell \) of distance \( \delta \). Let \( F_\ell \) be the surfaces of \( \Sigma_\ell \) for a fixed direction such that each \( F_\ell \) supports some of the \( (z_m)_{\ell=1,\ldots,M} \). It is know from [14, Lemma A.1] that the number of such cubes \( \Sigma_\ell \) is at most of \( O(M^{\frac{1}{4}}) \). To estimate the integral over \( L := \Omega \setminus \bigcup_{m=1}^{M} \bigcup_{\ell=1}^{M} \Omega_m \), since \( a \) is small enough, we can assume that any small part of \( \partial \Omega \) is flat, recalling that \( \partial \Omega \in C^{1,\alpha} \). We divide the region in \( L \) close to the considering flat part into concentric layers such that there are at most \( (2n+1)^2 \) small cubes \( \Omega_n \) up to the \( n \)-th layer intersecting with the surface, for \( n = 1, \ldots, M^{\frac{1}{4}} \). It is easy to see that the number of the particles located in the \( n \)-th layer is at most of order \( [(2n+1)^2 - (2n - 1)^2] \) and the distance from any small cube \( \Omega_n \) containing the particle to \( z_m \) is larger than \( (n + \ell)\delta \). We refer Fig 3 for the schematic illustration.
Following this counting criterion, we can further see from (4.29) that

\[
\sum_{m=1}^{M} |C_{1,m}^0|^2 \leq c_r^{-6} c_0^{-2} \|U^{r'}\|_{L^\infty(\Omega)}^2 \sum_{\ell=1}^{M^\frac{1}{3}} \sum_{\ell \in F_{\ell}} \left( \sum_{n=1}^{M^\frac{1}{3}} |\Omega_n|((2n+1)^2 - (2n-1)^2) \frac{1}{(n+\ell)^3} \right)^2 \\
\leq 64c_r^{-6} c_0^{-2} \|U^{r'}\|_{L^\infty(\Omega)}^2 \sum_{\ell=1}^{M^\frac{1}{3}} \left( \sum_{n=1}^{M^\frac{1}{3}} \frac{n\ell}{(n+\ell)^3} \right)^2, \tag{4.30}
\]

where the number of the particles on each \( F_{\ell} \) is of order \( \ell^2 \); see [14, Lemma A.1] for more detailed discussions. In (4.30), it is easy to see that

\[
\sum_{\ell=1}^{M^\frac{1}{3}} \left( \sum_{n=1}^{M^\frac{1}{3}} \frac{n\ell}{(n+\ell)^3} \right)^2 \leq 3 \sum_{\ell=1}^{M^\frac{1}{3}} \left( \frac{(\ell^2 + 2)^2}{(\ell + 1)^4} + \frac{\ell^2}{4(\ell + M^\frac{1}{3})^2} + \frac{M^\frac{2}{3} \ell^2}{4(\ell + M^\frac{1}{3})^4} \right). \tag{4.31}
\]

Recall that \( M = O(\delta^{-3}) \). Now, we evaluate the three terms on the right hand side of (4.31), respectively. It is clear that for the first term, there holds

\[
\sum_{\ell=1}^{[\delta^{-1}]} \frac{(\ell^2 + 2)^2}{(\ell + 1)^4} \leq c_{\text{count}}^{(1)} \delta^{-1}, \tag{4.32}
\]

where \( c_{\text{count}} \) is a positive constant. For the second term, we have

\[
\sum_{\ell=1}^{[\delta^{-1}]} \frac{\ell^2}{4(\ell + \delta^{-1})^2} \leq \int_1^{[\delta^{-1}]} \frac{\ell^2}{(\ell + \delta^{-1})^2} d\ell \\
\leq \int_1^{[\delta^{-1}]} \frac{(\ell + \delta^{-1})^2}{(\ell + \delta^{-1})^2} d\ell - \int_1^{[\delta^{-1}]} \frac{2\delta^{-1} \ell}{(\ell + \delta^{-1})^2} d\ell - \int_1^{[\delta^{-1}]} \frac{\delta^{-2}}{(\ell + \delta^{-1})^2} d\ell \\
\leq (\delta^{-1} - 1) - 2\delta^{-1} \ln \frac{2\delta^{-1}}{1 + \delta^{-1}} + \frac{\delta^{-2} - \delta^{-1}}{1 + \delta^{-1}} - \frac{\delta^{-1}}{2} \\
= \frac{3\delta^{-2} - \delta^{-1} - 2}{2(1 + \delta^{-1})} - 2\delta^{-1} \ln \frac{2\delta^{-1}}{1 + \delta^{-1}}, \tag{4.33}
\]
by direct computations. Similarly, for the third term, we get
\[
\sum_{\ell=1}^{[\delta^{-1}]} \frac{\delta^{-2} \ell^2}{4(\ell + \delta^{-1})^4} \leq \delta^{-2} \int_1^{[\delta^{-1}]} \frac{\ell^2}{(\ell + \delta^{-1})^4} d\ell \\
\leq \delta^{-2} \int_1^{[\delta^{-1}]} \left( \frac{(\ell + \delta^{-1})^2}{(\ell + \delta^{-1})^4} - \frac{2\delta^{-1}\ell}{(\ell + \delta^{-1})^4} - \frac{\delta^{-2}}{(\ell + \delta^{-1})^4} \right) d\ell \\
\leq \frac{3}{2} \delta^{-1} + \frac{\delta^{-1}}{1 + \delta^3} - \frac{\delta^{-1}}{1 + \delta^2}. \tag{4.34}
\]
Substituting (4.32), (4.33) and (4.34) into (4.31), we obtain
\[
\sum_{\ell=1}^{M \frac{1}{2}} \left( \sum_{n=1}^{M \frac{1}{2}} \frac{n \ell}{(n + \ell)^3} \right)^2 \leq \left( 3c_{\text{count}}^{(1)} + \frac{9}{2} \right) \delta^{-1} + \frac{2(3\delta^{-2} - \delta^{-1} - 2)}{1 + \delta^{-1}} - 6\delta^{-1} \ln \frac{2\delta^{-1}}{1 + \delta^{-1}} + \frac{3\delta(1 - \delta)}{(1 + \delta^3)(1 + \delta^2)}. \tag{4.35}
\]
By direct calculations, as \( \alpha \to 0 \), we see that
\[
\frac{2(3\delta^{-2} - \delta^{-1} - 2)}{1 + \delta^{-1}} - 6\delta^{-1} \ln \frac{2\delta^{-1}}{1 + \delta^{-1}} + \frac{3\delta(1 - \delta)}{(1 + \delta^3)(1 + \delta^2)} = \mathcal{O}(\delta^{-1}) := c_{\text{count}}^{(2)} \delta^{-1}
\]
for \( c_{\text{count}}^{(2)} \) being a positive constant. Denote \( c_{\text{aver}} := \frac{1}{3}(3c_{\text{count}}^{(1)} + \frac{9}{2} + c_{\text{count}}^{(2)}) \), then from (4.35), we can deduce that
\[
\sum_{m=1}^{M} |C_{1,m}^R|^2 \leq 64c_{r_0}^6c_{r}^2 \|U^\ell_j\|_{L^\infty(\Omega)}^2 c_{\text{aver}} \delta^{-1} = 64c_{r_0}^2 \|U^\ell_j\|_{L^\infty(\Omega)}^2 c_{\text{aver}} c_r^7 a^{-1}. \tag{4.36}
\]
To estimate \( C_{1,m}^R \), based on the inequality
\[
|\langle \Pi_k - \Pi_0 \rangle (x, z)| \leq \frac{3k^2}{|x - z|} + k^3 \quad \text{for} \quad x \in S_m, z \in L,
\]
we have
\[
|C_{1,m}^R| \leq \frac{1}{|S_m|} c_r^{-3} c_{\ell_j} \|U^\ell_j\|_{L^\infty(\Omega)} \int_{L} \int_{S_m} \left( \frac{3k^2}{|x - z|} + k^3 \right) dx \, dz.
\]
\[
\leq \frac{1}{|S_m|} c_r^{-3} c_{\ell_j} \|U^\ell_j\|_{L^\infty(\Omega)} |S_m| \left( \int_{B(x, c_0 \delta)} \frac{3k^2}{|x - z|} dz + k^3 |L| \right), \tag{4.37}
\]
where we use the fact that for any \( x \in S_m \), there exists a constant \( c_0 > 0 \) large enough such that \( L \subset B(x, c_0 \delta) \) by the distribution of the small particles. Moreover, recalling Remark 1.3, we know that \( |L| = \mathcal{O}(\delta) \). Therefore, we can derive from (4.37) by direct calculations that
\[
|C_{1,m}^R| \leq c_r^{-3} c_{\ell_j} \|U^\ell_j\|_{L^\infty(\Omega)} \left( 3k^2 \int_0^{2\pi} \int_0^\pi c_0 \delta \frac{1}{r^2} \sin \theta \, d\theta \, d\phi + k^3 \delta \right)
\]
\[
\leq k^2 c_r^{-3} c_{\ell_j} \|U^\ell_j\|_{L^\infty(\Omega)} \delta(6\pi c_0^2 \delta + k),
\]
and thus
\[
\sum_{m=1}^{M} |C_{1,m}^R|^2 \leq 2k^4 c_r^{-6} c_{\ell_j}^2 \|U^\ell_j\|_{L^\infty(\Omega)}^2 (36\pi^2 c_0^4 \delta^2 + k^2) \delta^{-1}
\]
\[
\leq 2k^4 c_{r_0}^2 \|U^\ell_j\|_{L^\infty(\Omega)}^2 (36\pi^2 c_0^4 c_r^2 a^2 + k^2) c_r^{-7} a^{-1}. \tag{4.38}
\]
Now we consider $C_{2,m}$. Since there holds
\[ |\nabla \Phi_k(x, z)| \leq \frac{1}{|x - z|} \left( \frac{1}{|x - z|} + k \right) \quad \text{for } x \in S_m, z \in L, \]
we can know that
\[ |C_{2,m}| \leq \frac{k}{|S_m|} \rho^{-3} c_0^\mu |V^{\mu}||_{L^\infty(\Omega)} \int_{\Omega} \frac{1}{|x - z|} \left( \frac{1}{|x - z|} + k \right) dx \, dz. \]

Similar to (4.37), we can deduce that
\[ |C_{2,m}| \leq k c_0^{-3} \rho^{\mu} |V^{\mu}||_{L^\infty(\Omega)} 2 \pi \rho \delta (2 + k \rho \delta), \]
and
\[
\sum_{m=1}^{M} |C_{2,m}|^2 \leq 8 \pi^2 c_0^2 \delta^{-3} k^2 c_0^{-6} \rho^{\mu} |V^{\mu}||_{L^\infty(\Omega)}^2 (4 + k^2 \rho^2 \delta^2) \\
\leq 8 \pi^2 c_0^2 k^2 \rho^{\mu} |V^{\mu}||_{L^\infty(\Omega)}^2 (4 + k^2 \rho^2 \delta^2) c_0^{-7} \Delta^{-1}. \tag{4.39}
\]
Combining with (4.36), (4.38) and (4.39), we obtain that
\[
\sum_{m=1}^{M} |C|^2 \leq 3 \left( \sum_{m=1}^{M} |C_{1,m}|^2 + \sum_{m=1}^{M} |C_{1,m}^R|^2 + \sum_{m=1}^{M} |C_{2,m}|^2 \right) \\
= \mathcal{O} \left( |c_0^\mu|^2 |U^{\mu}||_{L^\infty(\Omega)}^2 \left( 32 c_{\text{aver}} + k^4 (36 \pi^2 c_0^2 \Delta^{-2} + k^2) \right) \\
+ \pi^2 c_0^2 k^2 \rho^{\mu} |V^{\mu}||_{L^\infty(\Omega)}^2 (4 + k^2 \rho^2 \delta^2) c_0^{-7} \Delta^{-1} \right) \tag{4.40}
\]

So far, we have proved the estimates (3.8) with (4.20), (4.24), (4.25), (4.28) and (4.40).

Recalling Definition 3.1 for the bounded linear operator $K^{\epsilon r}$, it is clear that in (4.26)
\[
K^{\epsilon r} \left( \frac{1}{|S_m|} \int_{S_m} U^{\epsilon r}(y) \, dy \right) = \frac{1}{|S_m|} \int_{S_m} \int_{S_m} \Pi_0(x, z) c_0^{-3} c^{\epsilon r} \left[ C_{\epsilon r} \right] \left( \frac{1}{|S_m|} \int_{S_m} U^{\epsilon r}(y) \, dy \right) \, dx \, dz \tag{4.41}
\]
for the average value of $U^{\epsilon r}$ over $S_m$.

By rearranging terms in (4.3), we deduce that
\[
(I - K^{\epsilon r}) \left( \frac{1}{|S_m|} \int_{S_m} U^{\epsilon r}(x) \, dx \right) - a^3 \sum_{j=1}^{M} \Pi_k(z_m, z_j) [C_{\epsilon r}^T] \left( \frac{1}{|S_j|} \int_{S_j} U^{\epsilon r}(y) \, dy \right) \\
+ ik \nabla \Phi_k(z_m, z_j) \times \left[ [C_{\epsilon r}^T] \frac{1}{|S_j|} \int_{S_j} V^{\mu}(y) \, dy \right) \\
= E^{in}(z_m) + \mathcal{O}(c_\epsilon \Delta) + A + I_B + B_{1,m} + B_{2,m} + C \tag{4.42}
\]
where $A, I_B, B_{1,m}, B_{2,m}$ and $C$ are defined by (4.4), (4.26), (4.22), (4.21) and (4.6), respectively. Subtracting the discrete linear algebraic system (2.6) from (4.42), under condition b)
in Definition 3.1, where we know that $I - K^{\nu \nu}$ and $I - K^{\mu \nu}$ are invertible, then we get that

$$\left( I - K^{\nu \nu} \right) \frac{1}{|S_m|} \int_{S_m} U^{\nu \nu}(x) \, dx - U_m) - a^3 \sum_{j=1, j \neq m}^{M} ((\Pi_k(z_m, z_j)[C^{\nu \nu}_j]) (I - K^{\nu \nu})^{-1}(I - K^{\mu \nu})$$

$$\frac{1}{|S_j|} \int_{S_j} U^{\nu \nu}(y) \, dy - \Pi_k(z_m, z_j)[P^{\nu \nu}_0]U_j + ik \nabla \Phi_k(z_m, z_j) \times [(C^{\mu \nu}_j)(I - K^{\mu \nu})^{-1}(I - K^{\mu \nu})$$

$$\frac{1}{|S_j|} \int_{S_j} V^{\mu \nu}(y) \, dy - [P^{\mu \nu}_0]V_j) = \mathcal{O}(c_r a) + A + B_1^R + B_2 + C_m + C.$$ (4.43)

Utilizing condition a) in Definition 3.1, we can further obtain from (4.43) that

$$\left( I - K^{\nu \nu} \right) \frac{1}{|S_m|} \int_{S_m} U^{\nu \nu}(x) \, dx - U_m) - a^3 \sum_{j=1, j \neq m}^{M} ((\Pi_k(z_m, z_j)[P^{\nu \nu}_0] \left( (I - K^{\nu \nu}) \frac{1}{|S_j|} \int_{S_j} U^{\nu \nu}(y) \, dy \right.$$

$$- U_j ) + ik \nabla \Phi_k(z_m, z_j) \times [(P^{\mu \nu}_0)][(I - K^{\mu \nu}) \frac{1}{|S_j|} \int_{S_j} V^{\mu \nu}(y) \, dy - V_j))]$$

$$= \mathcal{O}(c_r a) + A + B_1^R + B_2 + C_m + C,$$

which completes the proof.
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