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A theoretical model of an underdamped harmonic oscillator (UHO) driven by periodic short pulses may find plenty of applications in classical, semiclassical, and quantum physics. We present here two different forms of analytical solutions: time-periodic solutions and harmonic solutions for one-dimensional classical UHO driven by three different trains of short pulses. They are a Dirac comb, a train of square pulses, and a train of Gaussian pulses with the same pulse-to-pulse time interval $T$ and pulse width $2\tau$. Two solutions for square and Gaussian pulses approach to that of the Dirac comb when the pulse width $2\tau \to 0$ as expected. In particular, the harmonic solutions for Dirac comb and Gaussian pulses could be expressed approximately with harmonic terms of the repetition frequency $\omega_R = 2\pi/T$ up to the second order. The presented analytical solutions would provide a practical way to determine experimentally the system parameters such as the underdamped oscillation frequency $\omega = \sqrt{\omega_0^2 - \gamma^2}$, the natural frequency $\omega_0$, and the damping rate $\gamma$, by nonlinear curve fitting procedures for different driving force parameters of $T$ and $2\tau$.

I. INTRODUCTION

Periodically driven harmonic oscillator systems are of paramount importance in the classical [1–8] and quantum sciences [9–14] and thus can find plenteous applications across the whole scientific and technological disciplines. In particular, a model of damped harmonic oscillator [15]...
driven by a train of delta-kick forces \([2, 3, 12]\) has been provided theoretical understandings of the temporal behaviors of the physical oscillators under the influence of periodic short pulses. Among various damped oscillator models \([15]\), the underdamped harmonic oscillator (UHO) \([3, 6, 16]\), where underdamped oscillation frequency \(\omega = \sqrt{\omega_0^2 - \gamma^2}\) is positive and smaller than the natural frequency \(\omega_0\) and the system decay rate \(\gamma\), has been attracted much attentions \([16]\) since it exhibits multi-phase temporal behaviors depending on the relative time scales between the system and driving force parameters. Thus, precise \textit{a priori} knowledge of the system parameters of the UHO driven by a train of short pulses is of utmost importance before any experimental and theoretical studies.

Specifically, the temporal behavior of the driven UHO is determined by the relative magnitudes between the system parameters of the UHO (oscillation period \(t_0 = 1/\omega\) and damping time \(\tau_0 = 1/\gamma\)) and the parameters of the driving forces (pulse width \(2\tau\) and pulse-to-pulse time interval \(T\)) \([7, 17–20]\). Here, in this paper, we present general analytical solutions of the UHO driven by a train of three different trains of short driving forces \((T > 2\tau)\), i.e., a Dirac delta comb, a train of square pulses, and a train of Gaussian pulses. The first two models of periodic driving forces provide analytical solutions particularly useful for theoretical and numerical understanding of the temporal behaviors of the various UHOs under the influence of periodic perturbations \([3, 16]\). In addition, the train of Gaussian pulse model \([7, 17–21]\) provides analytical solutions to be directly applicable to understand the temporal behaviors of the UHOs to determine the system parameters \(\omega, \omega_0,\) and \(\gamma\) experimentally by fitting the analytical solutions to the experimental data for different values of driving force parameters \(2\tau\) and \(T\). We confirm that the analytical solutions for the trains of square and Gaussian pulses become identical to the Dirac comb solutions when the pulse width approaches to zero, i.e., \(2\tau \to 0\).

To find the analytical solutions, we consider first typical theoretical models of the periodic pulse train \([18, 22]\), \(F_d(t, \tau, T)\), such as a Dirac delta comb, which may be represented by taking a zero-width limit \(\tau \to 0\) of the train of square pulses that has a unit pulse area and the same pulse-to-pulse interval \(T\). Although two models, i.e., the Dirac delta comb and the train of square pulses, provide a meaningful road to simulate theoretical responses of the UHO, they are far from real interaction models of the driving forces, since the Dirac comb model has a nonrealistic zero-pulse width and the square pulse model has flat interaction strength within the finite pulse width \(2\tau\) (see Fig. 1). On the other hand, a theoretical model of periodic Gaussian pulses \([7, 17–21]\) that has a unit pulse area and pulse width of \(2\sqrt{2}\) may be a realistic (experimentally realizable)
FIG. 1. First four short pulses of two different normalized periodic driving forces, \( f_d(t/T) = F_d(t, \tau, T)/F_0 \), where \( F_0 \) is the peak force, i.e., the square pulses (blue line) and the Gaussian pulses (orange line), with the same single-pulse areas with the parameters of \( 2\tau/T = 0.1 \) and \( Q/T = 0.2 \).

delta-function representation at the limit of untra-short pulse width (\( 2\tau \to 0 \)). Figure 1 compares, for example, the first four pulses of two different normalized periodic driving forces \( f_d(t/T) = F_d(t, \tau, T)/F_0 \), where \( F_0 \) is the peak force, i.e., the square pulses (blue line) and Gaussian pulses (orange line), with the same single-pulse areas of one with the parameters of \( \tau/T = 0.05 \) and \( Q/T = 0.2 \), where \( Q \) is the time shift parameter.

In this paper, we present two sets of complete analytical solutions of the UHO [15] driven by three different trains of short driving forces: One set of *time-periodic solutions* in Sec. A and the other set of *harmonic solutions* in Sec. B. The presented analytical solutions would provide, we believe, the comprehensive understandings and comparisons of temporal behaviors of the three different driving force models depending on the time scales of UHO system parameters, i.e., \( \tau_0 \) and \( t_0 \) versus the parameters of the driving forcees, i.e., \( 2\tau \) and \( T \). Furthermore, the presented analytical solutions would be useful to determine the system parameters of the UHOs \( \omega, \omega_0, \) and \( \gamma \) experimentally by nonlinear curve fitting the analytical solutions to the experimental data at different regimes of driving force parameters \( 2\tau \) and \( T \).
II. UHO DRIVEN BY A TRAIN OF SHORT PULSES

In this section, we consider an UHO in one-dimension \([15]\) driven by a train of periodic forces, \(F_d(t, \tau, T)\), consisting of \((N_d + 1)\) identical pulses with the pulse width of \(2\tau\) and pulse-to-pulse interval (period) of \(T\), i.e., with the pulse repetition rate \(\omega_R = 2\pi/T\). Then, the driving force can be written as

\[
F_d(t, \tau, T) = \sum_{n=0}^{N_d} F_d(t - nT, \tau). \tag{1}
\]

The equation of motion of the driven DHO can then be usually written as

\[
\ddot{x}(t) + 2\gamma \dot{x}(t) + \omega_0^2 x(t) = \frac{1}{m} F_d(t, \tau, T), \tag{2}
\]

where \(x(t)\) is the displacement of the DHO at time \(t\), dot means a time derivative, \(m\) being the mass of the particle, \(\gamma = b/2m\) being the damping rate, \(b\) being the damping coefficient, \(\omega_0 = \sqrt{k/m}\) being the natural resonance frequency, and \(k\) being the restoring force constant.

The solution of Eq. (2) can be obtained formally by using the Laplace transforms \([23]\) such that

\[
x(t) = x_h(t) + x_p(t, \tau, T), \tag{3}
\]

where \(x_h(t)\) is the homogeneous solution obtained by assuming \(F_d(t, \tau, T) = 0\) and \(x_p(t, \tau, T)\) is the particular solution. From Eq. (2), the homogeneous solution \(x_h(t)\) can be easily obtained by taking Laplace transform of \(x(t)\), \(L_h(s) = L[x(t)]\), into the complex \(s\) domain with the initial conditions \(x(0) = x_0\) and \(\dot{x}(0) = v_0\) as the follow

\[
L_h(s) = \frac{(s + 2\gamma)x_0 + v_0}{s^2 + 2\gamma s + \omega_0^2} = \mathcal{H}(s) \left((s + 2\gamma)x_0 + v_0\right), \tag{4}
\]

where

\[
\mathcal{H}(s) = \frac{1}{s^2 + 2\gamma s + \omega_0^2} = \frac{1}{(s - s_+)(s - s_-)}, \tag{5}
\]

and \(\mathcal{H}(s)\) is the transfer function of the DHO, \(s_{\pm} = -\gamma \pm i\omega, \omega = \sqrt{\omega_0^2 - \gamma^2}\) is the underdamped oscillation frequency at the weak damping limit. Then, the condition \(0 < \gamma < \omega_0\) holds for any UHO as in the case of the present work. We see that the inverse Laplace transform \(h(t)\) of \(\mathcal{H}(s)\) in Eq. (5) is simply given by

\[
h(t) = L^{-1}[\mathcal{H}(s)] = \frac{1}{\omega} e^{-\gamma t} \sin(\omega t). \tag{6}
\]
Now, the homogeneous solution $x_h(t)$ in the time domain in Eq. (3) can be obtained by taking the inverse Laplace transform (or by the Bromwich integral [23]) of Eq. (4) as the follow
\[
x_h(t) = \mathcal{L}^{-1}[\mathcal{L}_h(s)] = \frac{1}{2\pi i} \int_{\ell-i\infty}^{\ell+i\infty} e^{st} \frac{(s + 2\gamma)x_0 + v_0}{(s-s_+)(s-s_-)} ds,
\]
where $\ell \in \mathbb{R}$ that exceeds the real parts of all the singularities in Eq. (7). The integrand $I_h(s, t)$ of Eq. (7) has two simple poles, $s = s_{\pm}$, at the roots of the quadratic equation in the denominator. Since the two poles $s_{\pm}$ lie to the left of $s = 0$ in the complex plane for $\gamma > 0$, we may perform the integration in Eq. (7) along the imaginary axis and close in the left-half plane, where the exponential sends the integrand $I_h(s, t)$ to zero. By the residue theorem [23], the integral $I_h(t) = \int_{\ell-i\infty}^{\ell+i\infty} I_h(s, t) ds$ is $2\pi i$ times the sum of two residuals, i.e.,
\[
x_h(t) = \text{Res}[I_h(s, t)]_{s_+} + \text{Res}[I_h(s, t)]_{s_-}
= e^{s_+ t}(s_+ + 2\gamma)x_0 + v_0 + e^{s_- t}(s_- + 2\gamma)x_0 + v_0
= e^{-\gamma t} \left( x_0 \cos(\omega t) + \frac{v_0 + \gamma x_0}{\omega} \sin(\omega t) \right).
\]
From Eq. (8), we see that the inverse Laplace transform $h(t) = \mathcal{L}^{-1}[H(s)]$ in Eq. (6) is nothing but the homogenous solution $x_h(t)$ with the initial conditions $x_0 = 0$ and unit initial velocity initiated by the unit impulse force, i.e., Green’s function [24]. Note also that for $t > \tau_0 = 1/\gamma$, the homogeneous solution $x_h(t)$ in Eq. (8) damped out completely after a single delta-kick driving at $t = 0$. Thus, if the pulse-to-pulse interval $T$ is shorter than the system decay time $\tau_0$, i.e., $T < \tau_0$, the temporal behavior of the UHO could exhibit a temporal interference between the finite number of pulses within $t < \tau_0$ [7, 17–20].

III. PARTICULAR SOLUTIONS

As briefly mentioned in the previous section, when an UHO is driven by the periodic forces $F_0(t, \tau, T)$ in Eq. (1), one needs to consider the relation between two characteris times between the system decay time $\tau_0 = 1/\gamma$ and the pulse-to-pulse time interval $T > 2\tau$. Since $\omega_0 > \gamma$ in the UHO, the temporal behavior is governed not by the higher natural frequency $\omega_0$, but by the lower system damping frequency $\gamma$. In other words, the oscillation period of the harmonic oscillation $t_0 = 1/\omega_0$ is shorter than $\tau_0$, i.e., $\tau_0 > t_0$ in the weak damping limit. If $\tau_0 < T$, the homogeneous solution $x_h(t)$ is nonzero only in the time interval between $0 < t < T$. On the other hand, for the UHO at the intermediate ($\tau_0 \approx T$) or at the long system decay time ($\tau_0 > T$), the homogeneous
solution $x_h(t)$ can survive over many periodic pulses so that it should be overlapped with the particular solutions.

After $t \gg \tau_0$, i.e., the UHO exhibits an assymptoic behavior by the particular solution $x_p(t)$ only. The particular solution of Eq.(3) that depends now on the periodic driving force $F_d(t, \tau, T)$ can be obtained by two-step processes as same as the case obtaining the homogeneous solution above: In the first step, by taking the Laplace transform of Eq. (2), we obtain $\mathcal{L}_p(s)$ such that

$$\mathcal{L}_p(s) = \mathcal{H}(s)\mathcal{F}_d(s, \tau, T),$$

(9)

where $\mathcal{F}_d(s, \tau, T) = \mathcal{L}[F_d(t, \tau, T)]$, and then we take, in the second step, the inverse Laplace transform of Eq. (9) to obtain $x_p(t)$ as the follow

$$x_p(t, \tau, T) = \mathcal{L}^{-1}[\mathcal{H}(s)\mathcal{F}_d(s, \tau, T)].$$

(10)

To find the particular solution $x_p(t, \tau, T)$ in Eqs. (3) and (10), we need to take into account the specific temporal form of the periodic driving force $F_d(t, \tau, T)$ in Eq. (2) as introduced in the previous section. In order to compare the particular solutions, $x_p(t)$s in Eq. (10), corresponding to three different periodic driving forces, we introduce a time shift parameter $Q > 0$ to match the center of each pulses at $t = nT + Q$ with the pulse number $n$ for the train of short pulses, i.e., $T > Q, \tau$, and $Q > \tau$ (see Fig. 1). Then, the periodic driving force in Eq. (1) can now be written as

$$F^K_d(t, \tau, T, Q) = \sum_{n=0}^{N_d} F^K_d(t - nT - Q, \tau),$$

(11)

where $K = \text{DC, SP}$ and $\text{GP}$ indicate, respectively, the Dirac comb, the square pulses, and the Gaussian pulses.

To perform the inverse Laplace transform in Eq. (10), we try two different approches: First, a time-periodic solutions, in which we take the inverse Laplace transform for the individual pulse $n$, then sum over all particular solutions for each pulses $n$ to get the particular solutions, i.e., $x^K_{\text{TP}}(t) = \sum_{n=0}^{N_d} \mathcal{L}^{-1}[\mathcal{H}(s)F^K_p(s, n)]$, where $F^K_p(s, n)$ is the Laplace transform of $F^K_d(t - nT - Q, \tau)$. Second, a harmonic solutions, in which we sum over all pulses with the limit $N_d \to \infty$, then take the inverse Laplace transform at once to get $x^K_{\text{HS}}(t) = \mathcal{L}^{-1}[\mathcal{H}(s)\sum_{n=0}^{\infty} F^K_p(s, n)]$. The time-periodic solutions for three different driving forces are obtained in the Appendix A, while the corresponding harmonic solutions are obtained in the Appendix B.

As we shall see in the next section, the former method (time-periodic solutions) results in simple and informative expressions of the particular solutions. On the other hand, the later method
(harmonic solutions) results in the particular solutions as the closed forms of an infinite sums of discrete Fourier frequency components at \( \omega_k = k \omega_R = 2\pi k / T, k = 0, 1, 2, \ldots \) [3]. Both analytical results show exactly the same results in the numerical solutions with the same system and driving force parameters across large range of parameter values, but manifest themselves differently in analytical expressions depending on the ranges of temporal parameters of the system and driving forces.

**IV. ANALYTICAL ANALYSIS AND DISCUSSIONS**

In the Appendix A and Appendix B, we found two sets of analytical solutions for an UHO driven by a train of short pulses, i.e., the time-periodic solutions in Sec. A and the harmonic solutions in Sec. B, for three different periodic driving forces. The potential applications of the analytic solutions presented in this paper would be far from current expectations, since the analytical solutions are valid for vast ranges of system and driving force parameters. In this section, we explore a few basic temporal behaviors of the different solutions at different time scales between the time parameters of the driving forces, i.e., \( 2\tau \) (pulse width) and \( T \) (pulse-to-pulse time interval) compared to the system time parameters, i.e., \( t_0 = 1 / \omega \) (oscillation period of the UHO) and \( \tau_0 = 1 / \gamma \) (system energy damping time).

The general solution of the equation of motion in Eq. (2) for the UHO driven by a train of periodic forces \( F_d(t, \tau, T) \) is given by

\[
x^K(t) = x_h(t) + x^K_p(t, \tau, T),
\]

as discussed in Eq. (3), where \( K = \text{DC, SP, GP} \), respectively, stand for the train of the Dirac comb, square pulses, and Gaussian pulses. The homogeneous solution \( x_h(t) \) in Eq. (12) is the same for all \( x^K(t) \) as given in Eq. (8)

\[
x_h(t) = e^{-\gamma t} \left( x_0 \cos(\omega t) + \frac{v_0 + \gamma x_0}{\omega} \sin(\omega t) \right).
\]

From now on, we consider only the case when the system starts to oscillate at its equilibrium position and driven by the periodic pulses \( f_d(t, \tau, T) \) at \( t = 0 \) with initial conditions \( x_0 = 0 \) and \( v_0 = 0 \). Then, the homogeneous solution does not contribute at all for \( x^K(t) \) since \( x_h(0) = 0 \). We now focus on the particular solutions \( x^K(t) = x^K_p(t, \tau, T) \) for \( t \geq 0 \).
A. Dirac comb driving

We found, in Appendix A and B, two particular solutions for Dirac comb driving: the time-periodic solution \( x_{\text{TP}}^{\text{DC}}(t) \) given in Eq. (A5) [6] and the harmonic solution \( x_{\text{HS}}^{\text{DC}}(t) \) given in Eq. (B12) as follows

\[
x_{\text{TP}}^{\text{DC}}(t) = \frac{I_p}{m\omega} \sum_{n=0}^{N_d} e^{-\gamma(t-nT-Q)} \sin(\omega(t - nT - Q))\Theta(t - nT - Q), \tag{14a}
\]

\[
x_{\text{HS}}^{\text{DC}}(t) = \frac{I_p e^{-\gamma(t-Q)}}{m\omega(1 - 2e^{\gamma T} \cos(\omega T) + e^{2\gamma T})} \left( \sin(\omega (t - Q)) - e^{\gamma T} \sin(\omega(t + T - Q)) \right) \times \\
\Theta(t - Q) + \frac{I_p}{mT \omega^2 + \gamma^2} \Theta(t - Q) + \frac{I_p}{mT} \times \\
\sum_{k=1}^{\infty} \frac{2 \left( \omega^2 + \gamma^2 - \omega_R^2 \right) \cos(\omega_K(t - Q)) + 4\gamma \omega_K \sin(\omega_K(t - Q))}{(\omega^2 + \gamma^2 - \omega_R^2)^2 + 4\gamma^2 \omega_R^2} \Theta(t - Q). \tag{14b}
\]

If the system decay time is shorter than the pulse-to-pulse interval \( T \), i.e., \( \tau_0 = 1/\gamma < T \), the contribution of each pulses are completely isolated in the time domain due to the term \( e^{-\gamma(t-Q)} \) in Eq. (14). Then, the system oscillation period \( t_0 = 1/\omega = 1/\sqrt{\omega_0^2 - \gamma^2} \) determines the frequency of oscillation within the system decay time \( \tau_0 \) as can be seen in Fig. 2. It is not clear, however, to see this fast decaying effect from the harmonic solution in Eq. (14b), because it is the solution for \( N_d \rightarrow \infty \) and the contribution from the infinite number of simple poles \( s = s_k = ik\omega_R, k = 0, 1, 2, \cdots \) are appeared at the second term for \( k = 0 \) and the third summation terms for \( k = 1, 2, 3, \cdots \). However, the numerical solutions of Eq. (14a) and Eq. (14b) shown in Fig. 2 clearly demonstrates the similarity between the two solutions for \( t > 0 \). In Fig. 2, the blue and red curves are intentionally shifted by +0.01 and -0.01, respectively, to see clearly their features, and the cut-off order \( k_c \) in the harmonic solutions are, respectively, \( k_c = 2 \) for green line and \( k_c = 30 \) for the blue line.

We wish to emphasise that the time-periodic solution in Eq. (14a) and the harmonic solution in Eq. (14b) for large cut-off order (blue line for \( k_c = 30 \)) show exactly the same temporal reaponse of the UHO to the Dirac comb driving. But, from the periodic analytical and numerical solutions, it is hard to see how the UHO responds to the harmonic frequency of the repetition rate \( \omega_R \) that comes from the periodicity of the driving forces. Clearly, the harmonic solutions (green and blue lines in Fig. 2) show the response of the UHO system at the harmonic freqeuncy \( \omega_k = k\omega_R, k = 0, 1, 2, \cdots \), of the repetition rate, where \( \omega_R = 1/T \).

In Fig. 2, two solutions (red and blue lines) are perfectly overlayed after \( t > 0 \), but the green
one which includes only up to the second-harmonic order of $\omega_R$ captures closely the essential features of the red line, i.e., amplitude, oscillation frequency, and damping rate. In other word, temporal behavior of the UHO driven by the Dirac delta comb could be described at least by the second harmonic response of $\omega_R$, i.e., the contributions from the harmonic orders of $k = 0, 1,$ and $2$. Then, $x_{\text{HS}}^\text{DC}(t)$ in Eq. (14b) can be simplified for $t > T + Q$ as the follow

$$x_{\text{HS}}^\text{DC}(t) \approx \frac{I_p}{mT} \left( \frac{1}{\omega_0^2} + \sum_{k=1}^{2} \frac{2 (\omega^2 + \gamma^2 - \omega_k^2) \cos (\omega_k (t - Q)) + 4 \gamma \omega_k \sin (\omega_k (t - Q))}{(\omega^2 + \gamma^2 - \omega_k^2)^2 + 4 \gamma^2 \omega_k^2} \right)$$

$$= \frac{I_p}{mT} \left( \frac{1}{\omega_0^2} + \frac{2}{\sqrt{4 \gamma^2 \omega_R^2 + (\omega_0^2 - \omega_R^2)}} \sin (\omega_R (t - Q) + \phi_1) + \frac{2}{\sqrt{16 \gamma^2 \omega_R^2 + (\omega_0^2 - 4 \omega_R^2)}} \sin (2 \omega_R (t - Q) + \phi_2) \right) \Theta(t - Q), \quad \text{(15)}$$

where $\phi_1 = \arctan \left( \frac{\omega_0^2 - \omega_R^2}{2 \gamma \omega_R} \right)$ and $\phi_2 = \arctan \left( \frac{\omega_0^2 - 4 \omega_R^2}{4 \gamma \omega_R} \right)$. From Eq. (15), we see that the oscilla-
tion frequency of the UHO at the asymptotic limit is \( \omega \simeq 2\omega_R \) and there are roughly two oscillations between \( nT \) and \( (n+1)T \), as clearly seen also in Fig. 2 at the given system and driving force parameters. Finally, from the approximate harmonic solution Eq. (15) and Fig. 2 (green line), we immediately see that most significant features of the temporal behavior of the UHO driven by the Dirac comb at the asymptotic limit can be captured by the first harmonic and the second harmonic oscillation terms near \( \omega = \sqrt{\omega_0^2 - \gamma^2} \approx 2\omega_R = 4\pi/T \), and the relation \( \omega \simeq 2\omega_R \) relates the system and driving force parameters through the phase shift \( \phi_1 \) and \( \phi_2 \).

### B. Square pulse driving

In Appendix A and Appendix B, we found two particular solutions for a train of square pulse driving: the time-periodic solution \( x^\text{SP}_{\text{TP}}(t) \) given in Eq. (A11) with \( t_n(t) = t - nT - Q \) [6] and the harmonic solution \( x^\text{SP}_{\text{HS}}(t) \) given in Eq. (B23) as follows

\[
x^\text{SP}_{\text{TP}}(t) = \frac{I_p}{2\tau_m} \sum_{n=0}^{N_t} \left( \frac{1}{\gamma^2 + \omega^2} \left[ \Theta(t_n(t) + \tau) - \Theta(t_n(t) - \tau) \right] \right.
- \frac{e^{-\gamma(t_n(t)+\tau)}}{\omega(\gamma^2 + \omega^2)} \left[ \omega \cos(\omega(t_n(t) + \tau)) + \gamma \sin(\omega(t_n(t) + \tau)) \right] \Theta(t_n(t) + \tau))
+ \frac{e^{-\gamma(t_n(t) - \tau)}}{\omega(\gamma^2 + \omega^2)} \left[ \omega \cos(\omega(t_n(t) - \tau)) + \gamma \sin(\omega(t_n(t) - \tau)) \right] \Theta(t_n(t) - \tau) \right),
\]

\[
x^\text{SP}_{\text{HS}}(t) = x^\text{SP}_{\infty}(t - Q + \tau)\Theta(t - Q + \tau) - x^\text{SP}_{\infty}(t - Q - \tau)\theta(t - Q - \tau),
\]

where

\[
x^\text{SP}_{\infty}(t) = \frac{I_p}{2\tau_m} \left[ -4\gamma + (T + 2t)(\gamma^2 + \omega^2) \right] - \frac{I_p}{2\tau_m \omega(\gamma^2 + \omega^2)} \left[ e^{-\gamma t} \left( \omega \cos(\omega t) + \gamma \sin(\omega t) - e^{\gamma T} (\omega \cos(\omega(t + T)) + \gamma \sin(\omega(t + T))) \right) \right.
+ \left. \frac{I_p}{2\tau_m T} \sum_{k=1}^{\infty} \frac{-4\gamma \omega_k \cos(\omega_k t) + 2(\gamma^2 + \omega^2 - \omega_k^2) \sin(\omega_k t)}{\omega_k((\gamma^2 + \omega^2 - \omega_k^2)^2 + 4\gamma^2 \omega_k^2)} \right].
\]

As in the case of the Dirac comb driving, if the system decay time is shorter than the pulse-to-pulse interval \( T \), i.e., \( \tau_0 = 1/\gamma < T \), the contribution of each pulses are completely isolated in the time domain due to the term \( e^{-\gamma(t-nT-Q)} \) in Eq. (16a). Then, the system oscillation period \( t_0 = 1/\omega \) determines the frequency of oscillation within the system decay time \( \tau_0 \) as shown in Fig. 3. Similarly to the case of the Dirac comb driving, it is not clear to see this fast decaying effect from the harmonic solution in Eq. (16b). We see in Fig. 3, however, that the numerical solutions of Eq. (16a) and Eq. (16b) demonstrate how the UHO system responds to the train of square pulses...
FIG. 3. Comparison of particular solutions $x^{SP}(t/T) = x_{TP, HS}^{SP}(t/T)/(I_p/m)$ for periodic solution (red line, Eq. (16a)) and harmonic solution (green and blue lines, Eq. (16b)) with the parameters of $\tau/T = 0.001$ and $Q/T = 0.2$, $\gamma = 2$, and $\omega = 10$. The cut-off orders for green and blue lines are, respectively, $k_c = 2$ and $k_c = 30$. Two solutions (red and blue lines) are overlayed perfectly only after $t > 3T$, but the green one which includes up to the second-harmonic order of $\omega_R$ does not capture the essential features of the red line at all for any $t$.

differently for the first few pulses. The time-periodic solution clearly show the individual pulse contribution as expected similar to the Dirac comb driving, but the harmonic solution deviates significantly for during first few pulses, but soon approaches the same solution as the time-periodic one after $t > 3T$. We attribute this difference due to the feature of square pulses that have impulse responses spectrum at the raising and falling edges, since it needs much higher harmonics of $\omega_R$ compared to the Dirac comb pulses.

It is also clear that the time-periodic solution in Eq. (16a) shows the temporal response of the UHO to the train of square pulse driving, but hard to see how the UHO responds to the harmonic frequency of the repetition rate $\omega_R$ that comes from the periodicity of the driving forces. Furthermore, as can be seen Fig. 3, which is quite different from Dirac comb driving, the harmonic solution with $k_c = 2$ (green line) does not capture the major features of the time-periodic solution. It means that the harmonic solution needs much higher cut-off harmonic order, e.g., $k_c = 30$ (blue line), to make the harmonic solution behaves close to the time-periodic solution after $t > 3T$. 
C. Gaussian pulse driving

In Appendix A and Appendix B, we found two particular solutions for a train of Gaussian pulse driving [7, 17–21]: the time-periodic solution \( x_{\text{TP}}^{\text{GP}}(t) \) given in Eq. (A18) and the harmonic solution \( x_{\text{HS}}^{\text{GP}}(t) \) given in Eq. (B34) as follows

\[
x_{\text{TP}}^{\text{GP}}(t) = \frac{I_p}{m\omega} e^{-\frac{1}{2} \tau^2 (\omega^2 - \gamma^2)} e^{-\gamma(t-nT-Q)} \left( \sqrt{2a\tau \omega} \cos(\omega(t-nT-Q-\gamma\tau^2)) - 4\sin(\omega(t-nT-Q-\gamma\tau^2)) \right) \Theta(t-nT-Q),
\]

(17a)

\[
x_{\text{HS}}^{\text{GP}}(t) = x_{\infty}^{\text{GP}}(t-Q) \Theta(t-Q),
\]

(17b)

where

\[
x_{\infty}^{\text{GP}}(t) = \frac{I_p}{mT} \frac{1}{\gamma^2 + \omega^2} + \frac{I_p}{m} e^{-\gamma t} e^{\frac{1}{2} \tau^2 (\gamma^2 - \omega^2)} \frac{\sin(\omega(t-\tau^2) - e^{\gamma t} \sin(\omega(t+T-\gamma^2)))}{\omega(1 + e^{2\gamma T} - 2e^{\gamma T} \cos(\omega T))} + \frac{2I_p}{mT} \sum_{k=1}^{\infty} e^{\frac{1}{2} \tau^2 \omega_k^2} \frac{2\gamma \omega_k \sin(\omega_k t) + (\gamma^2 + \omega^2 - \omega_k^2) \cos(\omega_k t)}{(\gamma^2 + \omega^2 - \omega_k^2)^2 + 4\gamma^2 \omega_k^2}.
\]

(17c)

We note here that the constant \( a \) in Eq. (17a) is found empirically as described in Appendix B. In short, as discussed in Eq. (A14), for the UHO with \( \tau < T \) and \( T, Q > \tau_0 = 1/\gamma \), the complex argument of \( \text{erf}(z) \) at \( s = s_\pm \) has a large real part \( \text{Re}[z] = \frac{nT+Q+\gamma^2}{\sqrt{2}} \gg 1 \) and a small imaginary part \( \text{Im}[z] = \frac{\omega}{\sqrt{2}} \ll 1 \). In this case, we found an approximate formula for \( \text{erf}(z) \) as \( \text{erf}(z) \approx 1 \pm ia\frac{\omega}{\sqrt{2}} \) at \( s = s_\pm \), here \( a \simeq \ln(\pi) \simeq 1.15 \) is a constant valid for a wide range of \( \text{Im}[z] \) below 0.5.

As in the cases of Dirac comb driving and square pulse driving, if the system decay time is shorter than the pulse-to-pulse interval \( T \), i.e., \( \tau_0 = 1/\gamma < T \), the contribution of each pulses are completely isolated in the time domain due to the term \( e^{-\gamma(t-nT-Q)} \) in Eq. (17a). Then, the system oscillation period \( t_0 = 1/\omega \) determines the frequency of oscillation within the system decay time \( \tau_0 \) as shown in Fig. 4. Although, it is not clear to see this fast decaying effect from the harmonic solution in Eq. (17b), we can see in Fig. 4 that the numerical solutions of Eq. (17a) and Eq. (17b) show how the system responds to the train of Gaussian pulses. In Fig. 4, the blue and red curves are intentionally shifted by +0.01 and -0.01, respectively, to see clearly their features, and the cut-off order \( k_c \) in the harmonic solutions are, respectively, \( k_c = 2 \) for green line and \( k_c = 30 \) for the blue line. From Fig. 4, we see immediately that the temporal behavior of the UHO driven by a train of Gaussian pulses can be simplified by the harmonic solutions by taking the harmonic order only up to \( k_c = 2 \) (green line), this feature is exactly the same as the case of Dirac comb driving shown in Fig. 2. In addition, the numerical solutions of Eq. (17a) and Eq. (17b)
FIG. 4. Comparison of particular solutions $x_{GP}^P(t/T) = x_{TP, HS}^P(t/T)/(I_p/m)$ for periodic solution (red line, Eq. (17a)) and harmonic solution (green and blue lines, Eq. (17b)) with the parameters of $\tau/T = 0.001$ and $Q/T = 0.2$, $\gamma = 2$, and $\omega = 10$. The blue and red curves are intentionally shifted by +0.01 and -0.01, respectively, to see clearly their features. The cut-off orders for green and blue lines are, respectively, $k_c = 2$ and $k_c = 30$ (see text). Two solutions (red and blue lines) are perfectly overlayed after $t > 0$, but the green one which includes only up to the second-harmonic order of $\omega_R$ capture approximately the essential features of the red line, i.e., amplitudes, oscillation frequency, and damping rate. show clearly the similarity between the two solutions from the very first pulse even for the second harmonic solution (green line).

In Fig. 4, two solutions (red and blue lines) are perfectly overlayed after $t > 0$, and suprisingly the green one which includes only up to the second-harmonic order of $\omega_R$ already captures all the essential features of the red line, i.e., amplitude, oscillation frequency, and damping rate. In other words, temporal behavior of the UHO driven by the train of Gaussian pulses would be described by the harmonic solution only up to the second harmonic response of $\omega_R$, i.e., the contributions from the harmonic orders of $k = 0, 1$ and 2. Then, $x_{HS}^P(t)$ in Eq. (17b) can be simplified for
\[ t > T + Q \] as the follow

\[ x_{\text{HS}}^{\text{GP}}(t) = \frac{I_p}{mT} \left( \frac{1}{\omega_0^2} + 2 \sum_{k=1}^{2} e^{-\frac{1}{2} \tau^2 \omega_k^2} \times \right. \]
\[ \frac{2\gamma \omega_k \sin(\omega_k(t - Q)) + (\omega_0^2 - \omega_k^2) \cos(\omega_k(t - Q))}{(\omega_0^2 - \omega_k^2)^2 + 4\gamma^2 \omega_k^2} \Theta(t - Q) \]
\[ = \frac{I_p}{mT} \left( \frac{1}{\omega_0^2} + \frac{2e^{-\frac{1}{2} \tau^2 \omega_R^2}}{\sqrt{4\gamma^2 \omega_R^2 + (\omega_0^2 - \omega_R^2)}} \right) \sin(\omega_R(t - Q) + \phi_1) + \frac{2e^{-2\tau^2 \omega_R^2}}{\sqrt{16\gamma^2 \omega_R^2 + (\omega_0^2 - 4\omega_R^2)}} \sin(2\omega_R(t - Q) + \phi_2) \Theta(t - Q), \right. \]

(18)

where \( \phi_1 = \arctan\left(\frac{\omega_0^2 - \omega_R^2}{2\omega_R^2}\right) \) and \( \phi_2 = \arctan\left(\frac{\omega_0^2 - 4\omega_R^2}{4\omega_R^2}\right) \) as same as for the Dirac comb driving shown in Eq. (15). From Fig. (4) and Eq. (18), we see that the oscillation frequency of the UHO at the asymptotic limit is \( \omega \approx 2\omega_R \), as same as in the case of Dirac comb driving. From Eq. (18) and Fig. 4 (green line), we immediately see that most significant features of the temporal behavior of the UHO driven by the Dirac comb at the asymptotic limit can be captured by the first harmonic and the second harmonic oscillation terms near \( \omega = \sqrt{\omega_0^2 - \gamma^2} \approx 2\omega_R \), and the relation \( \omega \approx 2\omega_R \) relates the system and driving force parameters through the phase shift \( \phi_1 \) and \( \phi_2 \). Finally, all the system parameters of the UHO, i.e., \( \gamma, \omega \), thus the natural frequency \( \omega_0 \) can now be determined experimentally by nonlinear curve fitting the experimental data to the analytical solutions given in Eqs. (17a), (17b), and (18) [7, 17–20].

As already discussed in Appendix A that the time-periodic solutions of the UHO driven by a Dirac comb and a train of short Gaussian pulses are exactly same when \( \tau \to 0 \). In this section, we also prove that the asymptotic behaviors of the harmonic solutions for the UHO driven by the Dirac comb and trian of short Gaussian pulses are very similar as can be seen in Eqs. (15) and (18) and Figs. 2 and 4. In particular, since \( 2\tau^2 \omega_R^2 \ll 1 \) in Eq. (18), i.e., \( T \gg \tau \), which is the condition for an underdamped oscillation driven by a short Gaussian pulses, two asymptotic harmonic solutions in Eqs. (15) and (18) becomes identical as expected. Finally, the two independent analytical solutions, i.e., the time-periodic solution given in Eq. (17a) and the harmonic solution given in Eqs. (17b) and (18), would serve the theoretical and practical models to understand the actual experimental results in various UHO ststems [15] across various diclips of classical, semiclassi- cal [1–8, 17], and quantum harmonic oscillators driven by a real train of short and/or ultra-short periodic Gaussian pulse perturbations [9–14, 18].
In summary, we presented two different analytical solutions: *time-periodic solutions* in Appendix A and *harmonic solutions* in Appendix B, for the one-dimensional classical UHO driven by three different trains of short pulses, i.e., a Dirac comb, a train of square pulses, and a train of Gaussian pulses with the same pulse width $2\tau$ and pulse-to-pulse time interval $T$. Two solutions for square and Gaussian pulses approach to that of the Dirac comb when $2\tau \to 0$ as expected. In particular, the harmonic solutions for Dirac comb and Gaussian pulses would be expressed approximately with harmonic terms of the repetition frequency $\omega_R = 2\pi/T$ up to the second harmonics.

The Dirac comb solutions provide simple theoretical models but hard to apply to simulate the experimental data since it assumes a zero pulse width. The square pulse solutions, however, are more realistic, but still they are not practical since it interacts with the system with flat interaction strength during the pulse width $2\tau$. Finally, the Gaussian pulse solutions are practical analytical solutions those can be directly applicable to determine experimentally the system parameters by nonlinear curve fitting the experimental data to the presented analytical formulae, e.g., the under-damped oscillation frequency $\omega$, the natural frequency $\omega_0$, and the damping rate $\gamma$, for various parameter regimes of the driving parameters of the pulse width $2\tau$ and pulse repetition rate $\omega_R$.

We envision that the presented solutions would expand the current understandings of the periodically driven UHOs in various time scales, for example in a short, intermediate, and asymptotic time scales, in the classical, semiclassical, and quantum science disciplines.
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Appendix A: Time-periodic solutions

1. Dirac delta comb driving

In this Appendix A, we model the Dirac delta comb (DC) [6] as a train of periodic Dirac delta functions with the period $T$ and has a limiting zero pulse width but has the normalized area to be one as same as the square pulses such that

$$
F_{DC}^{d}(t, T, Q) = \lim_{\tau \to 0} F_0 \frac{1}{2\tau} \sum_{n=0}^{N_d} \left( \Theta(t - nT - Q + \tau) - \Theta(t - nT - Q - \tau) \right)
$$

$$
= I_p \sum_{n=0}^{N_d} \delta(t - nT - Q),
$$

(A1)

where $\Theta(t)$ is the Heaviside unit step function, $\delta(t)$ being the Dirac delta function, $I_p = \int_{-\infty}^{\infty} F_d(t) dt = F_0 2\tau$, being the impulse delivered to the system by a single pulse, and $F_0$ being the peak force. Now, in order to obtain the particular solution in Eq. (10), we need to find $F_{DC}^{p}(s)$ by taking Laplace transform of Eq. (A1) such that

$$
F_{DC}^{p}(s) = I_p \sum_{n=0}^{N_d} \int_{0}^{\infty} e^{-st} \delta(t - nT - Q) dt = I_p \sum_{n=0}^{N_d} e^{-s(nT+Q)}.
$$

(A2)

Thus, the particular solution given in Eq. (10) for the Dirac delta comb driving can be obtained from the inverse Laplace transform of Eq. (A2) as

$$
x_{DC}^{p}(t, T, Q) = \frac{I_p}{m} \sum_{n=0}^{N_d} \mathcal{L}^{-1} \left[ \mathcal{H}^{DC}(s)e^{-(nT+Q)s} \right],
$$

(A3)

where $\mathcal{H}^{DC}(s) = \mathcal{H}(s)$ in Eq. (5). To perform the inverse Laplace transform as well as the sum over $n$ in Eq. (A3) that includes the exponential term with the first moment in $s$, representing the periodic delta-kick driving, we can take either (1) the inverse Laplace transform $\mathcal{L}^{-1} \left[ \mathcal{H}^{DC}(s)e^{-(nT+Q)s} \right]$ first for fixed $n$, and then sum the contribution for all $n$ (time-periodic solutions in Appendix A), or (2) take the geometric sum $\sum_{n=0}^{N_d} e^{-nTs}$ first and then take the inverse
Laplace transform of the intermediate result as the final step (harmonic solutions in Appendix B) [3].

The time-shifting property of the Laplace transform [23] reads for $b > 0$

$$\mathcal{L}[f(t-b)\Theta(t-b)] = e^{-bs}F(s) \quad \text{or} \quad f(t-b)\Theta(t-b) = \mathcal{L}^{-1}[e^{-bs}F(s)],$$

(A4)

where $\mathcal{L}[f(t)] = F(s)$. Thus, from Eqs. (6) and (A3) and time-shifting property of the Laplace transform in Eq. (A4), the particular solution $x_{p}^{\text{DC}}(t, T, Q)$ can be simply obtained as

$$x_{p}^{\text{DC}}(t, T, Q) = \frac{I_{p}}{m} \sum_{n=0}^{N_d} e^{-\gamma(t-nT-Q)} \sin(\omega(t-nT-Q))\Theta(t-nT-Q). \quad (A5)$$

2. Train of square pulse driving

A train of square pulses [6] with period $T$, pulse width $2\tau$, and time shift $Q$ is given already in Eq. (A1) as

$$F_{d}^{\text{SP}}(t, T, \tau, Q) = \frac{I_{p}}{2\tau} \sum_{n=0}^{N_d} \frac{1}{2\tau} (\Theta(t-nT-Q+\tau) - \Theta(t-nT-Q-\tau)). \quad (A6)$$

In order to use the time-shift property in Eq. (A4), we take Laplace transform of Eq. (A6) such that

$$\mathcal{F}_{d}^{\text{SP}}(s) = \frac{I_{p}}{2\tau} \sum_{n=0}^{N_d} \frac{1}{s} (e^{-(nT+Q-\tau)s} - e^{-(nT+Q+\tau)s}). \quad (A7)$$

From Eqs. (10) and (A7), we can now obtain the particular solution $x_{p}^{\text{SP}}(t, T, \tau, Q)$ as the follow

$$x_{p}^{\text{SP}}(t, T, \tau, Q) = \frac{I_{p}}{2\tau m} \sum_{n=0}^{N_d} \mathcal{L}^{-1} \left[ \frac{1}{s(s-s_{+})(s-s_{-})} (e^{-(nT+Q-\tau)s} - e^{-(nT+Q+\tau)s}) \right]$$

$$= \frac{I_{p}}{2\tau m} \sum_{n=0}^{N_d} \mathcal{L}^{-1} \left[ \mathcal{H}^{\text{SP}}(s)(e^{-(nT+Q-\tau)s} - e^{-(nT+Q+\tau)s}) \right], \quad (A8)$$

where

$$\mathcal{H}^{\text{SP}}(s) = \frac{1}{s(s-s_{+})(s-s_{-})}. \quad (A9)$$
Now, since \( H_{\text{SP}}(s) \) has three simple poles, \( s = 0, s = s_{\pm} \), \( h_{\text{SP}}(t, T, \tau, Q) \) can be easily obtained as the follow

\[
h_{\text{SP}}(t, T, \tau, Q) = \mathcal{L}^{-1} \left[ \frac{1}{s(s - s_+)(s - s_-)} \right] = \frac{1}{\gamma^2 + \omega^2} \left( 1 - \frac{e^{-\gamma t}}{\omega} \left( \omega \cos(\omega t) + \gamma \sin(\omega t) \right) \right).
\] (A10)

From Eqs. (A8) and (A10) and applying the time-shift property of the Laplace transform in Eq. (A4), we can finally obtain the particular solution \( x_{\text{SP}}(t, T, \tau, Q) \) with the compact notation of \( t_n(t) = t - nT - Q \) as the follow

\[
x_{\text{SP}}(t, T, \tau, Q) = \frac{I_p}{2\pi m} \sum_{n=0}^{N_d} \left( \frac{1}{\gamma^2 + \omega^2} \left[ \Theta(t_n(t) + \tau) - \Theta(t_n(t) - \tau) \right] \right.
\]

\[
- \frac{e^{-\gamma(t_n(t)+\tau)}}{\omega(\gamma^2 + \omega^2)} \left[ \omega \cos(\omega(t_n(t)+\tau)) + \gamma \sin(\omega(t_n(t)+\tau)) \right] \Theta(t_n(t) + \tau)
\]

\[
+ \frac{e^{-\gamma(t_n(t)-\tau)}}{\omega(\gamma^2 + \omega^2)} \left[ \omega \cos(\omega(t_n(t)-\tau)) + \gamma \sin(\omega(t_n(t)-\tau)) \right] \Theta(t_n(t) - \tau) \bigg).
\] (A11)

By taking the limit as \( \tau \to 0 \) of Eq. (A11), we immediately see that Eq. (A11) becomes exactly the same as Eq. (A5) as it should be.

3. Train of Gaussian pulse driving

A train of Gaussian pulses [18] with the pulse-to-pulse period \( T \), the full width of \( 2\sqrt{2}\tau \) (between two \( e^{-1} \) points), and the time shift \( Q \) can be written as

\[
F_{\text{d}}^{\text{GP}}(t, T, \tau, Q) = I_p \sum_{n=0}^{N_d} \frac{1}{\sqrt{2\pi}\tau} e^{-\frac{(t-nT-Q)^2}{2\tau^2}},
\] (A12)

where a single Gaussian pulse at \( t = Q \) has unit area, i.e., \( \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}\tau} e^{-\frac{(t-Q)^2}{2\tau^2}} dt = 1 \) and \( I_p = \int_{-\infty}^{\infty} F_{\text{d}}^{\text{GP}}(t) \) is the impulse delivered by a single Gaussian pulse. In order to use the time-shift property in Eq. (A4), we take Laplace transform of Eq. (A12) such that

\[
H_{\text{d}}^{\text{GP}}(s) = I_p \sum_{n=0}^{N_d} \int_{0}^{\infty} e^{-st} \frac{1}{\sqrt{2\pi}\tau} e^{-\frac{(t-nT+Q)^2}{2\tau^2}} dt
\]

\[
= I_p \sum_{n=0}^{N_d} e^{-(nT+Q)s} \frac{1}{2} e^{\frac{1}{2}s^2\tau^2} \left( 1 + \text{erf} \left( \frac{nT+Q - \tau^2s}{\sqrt{2}\tau} \right) \right),
\] (A13)

where \( \text{erf}(\cdot) \) is the error function with a copmlex argument \( z = \frac{nT+Q-\tau^2s}{\sqrt{2}\tau} \).
Now, for the case when $T, Q > \tau_0 = 1/\gamma$ as well as fast system decay time, i.e., $\tau_0 < 1$ s, the function $\text{erf}(z)$ in Eq. (A13) may be approximated to be $\text{erf}(z) \approx 1$ so that Eq. (A13) becomes

$$\mathcal{H}_{\text{d}}^{\text{GP}}(s) \simeq I_p \sum_{n=0}^{N_d} e^{-(nT+Q)s} e^{\frac{r^2 s^2}{s^2}}. \quad (A14)$$

The error committed by this step is rather small, given the fast decay of the Gaussian function for $T > \tau_0$, especially for a train of short Gaussian pulses. Therefore, those parameters shall be two key control parameters enabling the study of the system decay (damping) time $\tau_0$ relative to the deriving pulse period $T = 2\pi/\omega_R$. In particular, for large $n \gg 1$, i.e., at the asymptotic (stationary) time when the homogeneous solution decay out completely, the error committed by this approximation is indeed negligible.

From Eqs. (10) and (A13), we can now obtain the particular solution $x_{\text{p}}^{\text{GP}}(t, T, \tau, Q)$ as the follow

$$x_{\text{p}}^{\text{GP}}(t, T, \tau, Q) = \frac{I_p}{m} \sum_{n=0}^{N_d} \mathcal{L}^{-1} \left[ \mathcal{H}^{\text{GP}}(s) e^{-(nT+Q)s} \right], \quad (A15)$$

where

$$\mathcal{H}^{\text{GP}}(s) = \frac{e^{\frac{r^2 s^2}{s^2}}}{2(s - s_+)(s - s_-)} \left( 1 + \text{erf}(z) \right). \quad (A16)$$

Here, $\mathcal{H}^{\text{GP}}(s)$ in Eq. (A16) has two simple poles at $s = s_{\pm}$. In order to apply the time shifting property in Eq. (A4), we need to take an inverse Laplace transform of Eq. (A15), $h^{\text{GP}}(t, \tau)$, that has a complex error function $\text{erf}(z)$ [23] in the numerator. As discussed in Eq. (A14), in the UHO with $\tau < T$ and $T, Q > \tau_0 = 1/\gamma$, the complex argument of $\text{erf}(z)$ at $s = s_{\pm}$ has a large real part $\text{Re}[z] = \frac{nT + Q + \gamma \tau^2}{\sqrt{2}\tau} \gg 1$ and a small imaginary part $\text{Im}[z] = \frac{\tau \omega}{\sqrt{2}} \ll 1$. In this case, we found an approximate formula for $\text{erf}(z)$ as $\text{erf}(z) \approx 1 \pm ia\frac{\omega}{\sqrt{2}}$ at $s = s_{\pm}$, here $a \approx 1.15 \approx \ln(\pi)$ is a constant valid for a wide range of $\text{Im}[z]$ below 0.5. Then, the inverse Laplace transform $h^{\text{GP}}(t, \tau)$ could be obtained as

$$h^{\text{GP}}(t, \tau) = -\frac{1}{4\omega} e^{-\gamma t} e^{-\frac{1}{2}\tau^2(\omega^2 - \gamma^2)} \left( \sqrt{2a\tau \omega} \cos(\omega(t - \gamma \tau^2)) - 4 \sin(\omega(t - \gamma \tau^2)) \right). \quad (A17)$$

One can easily see that when $\text{Im}[z] \simeq 0$ in Eq. (A17), it becomes exactly the same as Eq. (A14). From Eqs. (A15) and (A17) and applying the time-shift property of the Laplace transform in Eq. (A4), we can finally obtain the particular solution $x_{\text{p}}^{\text{GP}}(t, T, \tau, Q)$ as the follow

$$x_{\text{p}}^{\text{GP}}(t, T, Q, \tau) = \frac{I_p}{m \omega} e^{-\frac{1}{2}\tau^2(\omega^2 - \gamma^2)} \sum_{n=0}^{N_d} e^{-\gamma(t-nT-Q)} \left( \sqrt{2a\tau \omega} \cos(\omega(t-nT-Q - \gamma \tau^2)) - 4 \sin(\omega(t-nT-Q - \gamma \tau^2)) \right) \Theta(t-nT-Q). \quad (A18)$$
By taking the limit as $\tau \to 0$ and $b \to 0$ of Eq. (A18), we immediately see that Eq. (A18) becomes exactly the same as Eq. (A5) as it should be. Thus, we probe as a byproduct that the Dirac delta-function can be represented either by the unit area square pulse in Eq. (A6) and by the unit area Gaussian pulse in Eq. (A12) at the limit of $\tau \to 0$.

Appendix B: Harmonic solutions

In this Appendix B, we consider an alternative way of obtaining the particular solutions for three different driving forces discussed in the previous Appendix A. The mathematical structures of Eqs. (A5), Eq. (A11), and Eq. (A18) are very similar, indeed they have a common structure that depends on the pulse number $n$ as $L^{-1}[H^K(s) \sum_{n=0}^{N_d} e^{-nTs}]$, where $K = \{DC, SP, GP\}$. The former factor $H^K(s)$ represents the response function of the different driving force $K$ in the $s$-domain, while the second factor $\sum_{n=0}^{N_d} e^{-nTs}$ represents the periodicity of the pulse train. In the Appendix A, we used first the time-shift property of the Laplace transform in Eq. (A4) to get the solution in time domain $h^K(t - nT)\Theta(t - nT)$ for each $n$, where $h^K(t) = L^{-1}[H^K(s)]$, resulting in the simple analytical particular solutions in terms of Heaviside unit step function $\Theta$ at each pulse time $t - nT$, and later sum the contributions of all pulses.

Here, on the other hand, we use the identity of the finite geometric sum first to obtain the particular solutions in Eq. (10),

$$\sum_{n=0}^{N_d} e^{-nTs} = \frac{1 - e^{-(N_d+1)sT}}{1 - e^{-sT}} \approx \frac{1}{1 - e^{-Ts}},$$

as contrary to the Appendix A, where we take the inverse Laplace transform of each driving term first. In the middle of Eq. (B1), we use the fact that at the simple poles of the denominator, i.e., $s = s_k = ik\omega_R$, where $\omega_R = 2\pi k/T$, $k = 0, 1, 2, \cdots$, the factor $e^{-(N_d+1)s_kT}$ in the numerator becomes zero for relatively large $N_d$. In other words, the system exhibits the asymptotic response after interaction with $N_d \gg 1$ pulses, which is the same as the time scale when the system interacted with an infinite number of pulses. In this way, we can obtain the closed form of analytical expressions of the particular solutions for the case when the system exhibits an asymptotic temporal response after interactions with large number of driving pulses.

The particular solutions to be obtained, however, have infinite sum of harmonic frequencies, $\omega_k$, as will be seen below, due to the infinite number of simple poles of the denominator of Eq. (B1) at the imaginary axis, i.e., $s = i\omega_k = ik\omega_R$. Therefore, to investigate the temporal dependence of
the particular solutions numerically, one need to truncate the sum of the harmonic series of $\omega_R$ at the sufficiently higher order at which the remaining contributions would be negligible.

1. **Dirac delta comb driving**

From Eq. (B1) and the Bromwich integral [23], Eq. (A3) can be written from the time-shifting property of the Laplace transform as the follow

$$x_p^{DC}(t, T, Q) = \frac{I_p}{m} \mathcal{L}^{-1}\left[\mathcal{H}_\infty^{DC}(s)e^{-Qs}\right] = \frac{I_p}{m} x_\infty^{DC}(t - Q)\Theta(t - Q), \quad (B2)$$

where

$$\mathcal{H}_\infty^{DC}(s) = \frac{1}{(s - s_+)(s - s_-)(1 - e^{-Ts})}, \quad (B3)$$

and

$$x_\infty^{DC}(t) = \mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)] = \frac{1}{2\pi i} \int_{-i\infty}^{+i\infty} e^{st} ds. \quad (B4)$$

In order to calculate the contour integral of Eq. (B4), one can use the Cauchy’s complex integral and residue theorems [23]. Since Eq. (B4) has two simple poles at $s = s_\pm$ and an infinite number of poles at $s = s_k = ik\omega_R, k = 0, \pm 1, \cdots,$ i.e., at the imaginary axis, we may calculate the residuals separately such as

$$x_\infty^{DC}(t, T, Q) = \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_+}] + \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_-}] + \sum_{k=-\infty}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_k}], \quad (B5)$$

where $\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_k}]$ stands for the residue at $s = s_k$. Since the poles in Eq. (B4) are simple poles, we can use the residue theorem straightforwardly to obtain $\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_+}]$ and $\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_-}]$, respectively, as follows

$$\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_+}] = \frac{i}{2\omega \left(1 - e^{T(\gamma - i\omega)}\right)} e^{-t(\gamma - i\omega)}, \quad (B6a)$$

$$\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_-}] = \frac{i}{2\omega \left(1 - e^{T(\gamma + i\omega)}\right)} e^{-t(\gamma + i\omega)}. \quad (B6b)$$

Equation (B6) can be added and further simplified to be $\text{Res}[\mathcal{L}^{-1}[\mathcal{L}_p^{DC}(s)]_{s_k}]$ as

$$\text{Res}[\mathcal{L}^{-1}[\mathcal{L}_p^{DC}(s)]_{s_k}] = \frac{e^{-\gamma t}}{\omega(1 - 2e^{\gamma T}\cos(\omega T) + e^{2\gamma T})} \left(\sin(\omega t) - e^{\gamma T}\sin(\omega(t + T))\right). \quad (B7)$$

Now, the infinite number of simple poles can be written in three separated terms corresponding for $k = 0, k > 0,$ and $k < 0$, respectively, as follows

$$\sum_{k=-\infty}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_k}] = \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_0}] + \sum_{k=\pm 1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{DC}(s)]_{s_k}], \quad (B8)$$
where \( \text{Res} \left[ L^{-1} [H_{\infty}^\text{DC}(s)]_{s_0} \right], \sum_{k=1}^{\infty} \text{Res} \left[ L^{-1} [H_{\infty}^\text{DC}(s)]_{s_k} \right], \text{and} \sum_{k=-\infty}^{-1} \text{Res} \left[ L^{-1} [H_{\infty}^\text{DC}(s)]_{s_k} \right] \) can be obtained from the Bromwich integral and the residue theorems as follows

\[
\text{Res} \left[ L^{-1} [H_{\infty}^\text{DC}(s)]_{s_0} \right] = \frac{1}{T} \frac{e^{s_0 t}}{(s_0 - s_+)(s_0 - s_-)} = \frac{1}{T} \frac{1}{\omega^2 + \gamma^2}, \tag{B9a}
\]

\[
\frac{1}{T} \sum_{k=1}^{\infty} \text{Res} \left[ L^{-1} [H_{\infty}^\text{DC}(s)]_{s_k} \right] = \sum_{k=1}^{\infty} \frac{1}{T} \frac{e^{s_k t}}{(s_k - s_+)(s_k - s_-)} = \sum_{k=1}^{\infty} h_{kp}(t), \tag{B9b}
\]

\[
\sum_{k=-\infty}^{0} \text{Res} \left[ L^{-1} [H_{\infty}^\text{DC}(s)]_{s_k} \right] = \sum_{k=1}^{\infty} \frac{1}{T} \frac{e^{s_k t}}{(s_k - s_+)(s_k - s_-)} = \sum_{k=1}^{\infty} h_{km}(t), \tag{B9c}
\]

where we simplified the limits in Eq. (B9) by using the L’Hôpital’s rule \[23\] as \( \lim_{s \to s_k} \left[ \frac{s - s_k}{1 - e^{-sT}} \right] = \lim_{s \to s_k} \frac{1}{Te^{-sT}} = \frac{1}{T} \), with \( s_k = i\omega_k = ik\omega_R \). As a result, \( h_{kp}(t) \) and \( h_{km}(t) \) in Eq. (B9b) and Eq. (B9c) can easily be obtained, respectively, as follows

\[
h_{kp}(t) = \frac{1}{T} \frac{e^{i\omega_k t}}{-\omega_k^2 + 2\gamma i\omega_k + \omega^2 + \gamma^2}, \tag{B10a}
\]

\[
h_{km}(t) = \frac{1}{T} \frac{e^{-i\omega_k t}}{-\omega_k^2 - 2\gamma i\omega_k + \omega^2 + \gamma^2}. \tag{B10b}
\]

Thus, the two terms of Eqs. (B10a) and (B10b) can be summed in a compact form as

\[
\sum_{k=-\infty, k \neq 0}^{\infty} \text{Res} \left[ L^{-1} [H_{\infty}^\text{DC}(s)]_{s_k} \right] = \frac{1}{T} \sum_{k=1}^{\infty} \frac{2(\omega^2 + \gamma^2 - \omega_k^2) \cos(\omega_k t) + 4\gamma \omega_k \sin(\omega_k t)}{(\omega^2_0 + \gamma^2 - \omega_k^2)^2 + 4\gamma^2 \omega_k^2} \tag{B11}
\]

Finally, we obtained the closed form of the particular solution \( x_{\infty}^\text{DC}(t) \) from Eqs. (B7), (B9a) and (B11) after applying time shift \( t \to t - Q \) from Eq. (B2) as the follow

\[
x_{\infty}^\text{DC}(t) = \frac{I_p e^{-\gamma(t-Q)}}{m\omega(1 - 2e^{\gamma T} \cos(\omega T) + e^{2\gamma T})} \left( \sin(\omega(t-Q)) - e^{\gamma T} \sin(\omega(t+T-Q)) \right) \times \Theta(t-Q) + \frac{I_p}{mT}\Theta(t-Q) + \frac{I_p}{mT} \sum_{k=1}^{\infty} \frac{2(\omega^2 + \gamma^2 - \omega_k^2) \cos(\omega_k(t-Q)) + 4\gamma \omega_k \sin(\omega_k(t-Q))}{(\omega^2 + \gamma^2 - \omega_k^2)^2 + 4\gamma^2 \omega_k^2} \Theta(t-Q) \tag{B12}
\]

2. Train of square pulse driving

From Eq. (B1) and the Bromwich integral, Eq. (A8) can be written as

\[
x_{\infty}^\text{SP}(t, T, \tau, Q) = \frac{I_p}{2\tau m} \mathcal{L}^{-1} \left[ \mathcal{H}^\text{SP}(s) \left( \frac{1}{1 - e^{-Ts}} \left( e^{-(Q-\tau)s} - e^{-(Q+\tau)s} \right) \right) \right] = \frac{I_p}{2\tau m} \mathcal{L}^{-1} \left[ \mathcal{H}^\text{SP}(s) \left( e^{-(Q-\tau)s} - e^{-(Q+\tau)s} \right) \right] = x_{\infty}^\text{SP}(t - Q + \tau)\Theta(t - Q + \tau) - x_{\infty}^\text{SP}(t - Q - \tau)\Theta(t - Q - \tau), \tag{B13}
\]
where

\[ \mathcal{H}_\infty^{SP}(s) = \frac{1}{s(s-s_+(s-s_-)(1-e^{-Ts})} \quad \text{and} \quad (B14a) \]

\[ x_\infty^{SP}(t) = \frac{I_p}{2\pi i} \mathcal{L}^{-1} \left[ \mathcal{H}_\infty^{SP}(s) \right]. \quad (B14b) \]

In order to calculate the contour integral of Eq. (B14b), one can use the Cauthy’s complex integral and residue theorems as same as the case of Dirac comb. Since Eq. (B14a) has one second-order pole at \( s = 0 \), two simple poles at \( s = s_{\pm} \), and an infinite number of simple poles at \( s = s_k = i\omega_k = ik\omega_R, k = \pm 1, \pm 2, \cdots \), i.e., at the imaginary axis, we may calculate the residuals separately such that

\[
x_\infty^{SP}(t, T, \tau, Q) = \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_0}] + \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_+}] + \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_-}]
+ \sum_{k=\pm1} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_k}], \quad (B15)\]

where \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_k}] \) stands for the residue at \( s = s_k \).

Firstly, \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_0}] \) in Eq. (B15) can be calculated from the residue theorem for second-order poles arising from the factor \( 1/(s(1-e^{-Ts})) \) in Eq. (B14a) as the follow.

\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_0}] = \lim_{s \to 0} \frac{d}{ds} \left[ \frac{e^{st}}{(s-s_+(s-s_-)(1-e^{-Ts}))} \right] = \frac{1}{s_+s_-} \frac{1}{T} \left( t + \frac{1}{s_+} + \frac{1}{s_-} + \lim_{s \to 0} \frac{1 - (1 + Ts)e^{-Ts}}{s(1-e^{-Ts})} \right)
= -4\gamma + (T + 2t)(\gamma^2 + \omega^2) \frac{1 - (1 + Ts)e^{-Ts}}{s(1-e^{-Ts})}, \quad (B16)
\]

here we used the L’Hôpital’s rule to calculate \( \lim_{s \to 0} \frac{s}{1-e^{-Ts}} = \frac{1}{T} \) and \( \lim_{s \to 0} \frac{1 - (1 + Ts)e^{-Ts}}{s(1-e^{-Ts})} = -\frac{T}{2} \).

Secondly, since the poles \( s_{\pm} \) in Eq. (B14) are simple poles, we can use the residue theorem straightforwardly to obtain \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_+}] \) and \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_-}] \), respectively, as the follow

\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_+}] = \frac{i}{2\omega} \frac{e^{-t(\gamma-i\omega)}}{(\gamma - i\omega)(1-e^{T(\gamma-i\omega)})}; \quad (B17a)
\]

\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s_-}] = -\frac{i}{2\omega} \frac{e^{-t(\gamma+i\omega)}}{(\gamma + i\omega)(1-e^{T(\gamma+i\omega)})}. \quad (B17b)
\]

Equation (B17) can be added and further simplified to be \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s±}] \) as

\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_\infty^{SP}(s)]_{s±}] = -\frac{e^{-\gamma t}}{\omega (\gamma^2 + \omega^2) (1 + e^{2\gamma T} - 2e^{\gamma T} \cos(\omega T))} \times \\
\left[ \omega \cos(\omega t) + \gamma \sin(\omega t) - e^{\gamma T} \left[ \omega \cos(\omega(t + T)) + \gamma \sin(\omega(t + T)) \right] \right]. \quad (B18)
\]
Now, the infinite number of simple poles those appear only in the imaginary axis of the last term of Eq. (B15), i.e., $s_k = i\omega_k = ik\omega_R$, $k = \pm 1, \pm 2, \cdots$, can be written in two separated terms corresponding for $k > 0$, and $k < 0$, respectively as the follow

$$
\sum_{k=\infty}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}] = \sum_{k=1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}] + \sum_{k=-1}^{-\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}],
$$

(B19)

where $\sum_{k=1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}]$ and $\sum_{k=-1}^{-\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}]$ can be obtained from the Bromwich integral and the residue theorems as follows

$$
\sum_{k=1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}] = \frac{1}{T} \sum_{k=1}^{\infty} \frac{e^{i\omega_k t}}{i\omega_k(-\omega_k^2 + 2i\gamma\omega_k + \gamma^2 + \omega^2)},
$$

(B20a)

$$
\sum_{k=-1}^{-\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}] = \frac{1}{T} \sum_{k=1}^{\infty} \frac{e^{-i\omega_k t}}{-i\omega_k(-\omega_k^2 - 2i\gamma\omega_k + \gamma^2 + \omega^2)}.
$$

(B20b)

Thus, the two terms of Eqs. (B20a) and (B20b) can be summed in a compact form as the follow

$$
\sum_{k=\infty}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{SP}(s)]_{s_k}] = \frac{1}{T} \sum_{k=1}^{\infty} \frac{-4\gamma\omega_k \cos (\omega_k t) + 2 (\gamma^2 + \omega^2 - \omega_k^2) \sin (\omega_k t)}{\omega_k((\gamma^2 + \omega^2 - \omega_k^2)^2 + 4\gamma^2\omega_k^2)}.
$$

(B21)

Therefore, we obtained the final closed form of the particular solution $x_p^{SP}(t)$ from Eqs. (B16), (B18), and (B21) as

$$
x_p^{SP}(t) = \frac{I_p}{2\tau m} \frac{-4\gamma + (T + 2t)(\gamma^2 + \omega^2)}{2T(\gamma^2 + \omega^2)^2} - \frac{I_p}{2\tau m} \frac{e^{-\gamma t}}{\omega(\gamma^2 + \omega^2)(1 + e^{2\gamma T} - 2e^{\gamma T} \cos(\omega T))} \times 
\left( \omega \cos(\omega t) + \gamma \sin(\omega t) - e^{\gamma T}(\omega \cos(\omega(t+T)) + \gamma \sin(\omega(t+T))) \right)
+ \frac{I_p}{2\tau m T} \sum_{k=1}^{\infty} \frac{-4\gamma\omega_k \cos (\omega_k t) + 2 (\gamma^2 + \omega^2 - \omega_k^2) \sin (\omega_k t)}{\omega_k((\gamma^2 + \omega^2 - \omega_k^2)^2 + 4\gamma^2\omega_k^2)}.
$$

(B22)

Finally, from Eq. (B13), the analytical expression of the particular solution can be written as the follow

$$
x_p^{SP}(t, T, \tau, Q) = x_p^{SP}(t - Q + \tau)\Theta(t - Q + \tau) - x_p^{SP}(t - Q - \tau)\theta(t - Q - \tau),
$$

(B23)

where $x_p^{SP}(t)$ is given in Eq. (B22). By taking the limit as $\tau \to 0$ of Eq. (B23), we immediately see that Eq. (B23) becomes exactly the same as Eq. (B12) as it should be.
3. Train of Gaussian pulse driving

From Eq. (B1) and the Bromwich integral, Eq. (A15) can be written as

\[
x_{p}^{GP}(t, T, \tau, Q) = \frac{I_p}{m} \mathcal{L}^{-1} \left[ \mathcal{H}_{\infty}^{GP}(s) \frac{1}{1 - e^{-Ts}} e^{-Qs} \right] \\
= \frac{I_p}{m} \mathcal{L}^{-1} \left[ \mathcal{H}_{\infty}^{GP}(s) e^{-Qs} \right] \\
= x_{\infty}^{GP}(t - Q) \Theta(t - Q), \tag{B24}
\]

where

\[
\mathcal{H}_{\infty}^{GP}(s) = \frac{e^{-\frac{s^2}{4}}}{(s - s_+)(s - s_-)(1 - e^{-Ts})} \quad \text{and} \quad \tag{B25a}
\]

\[
x_{\infty}^{GP}(t) = \frac{I_p}{m} \mathcal{L}^{-1} \left[ \mathcal{H}_{\infty}^{GP}(s) \right]. \tag{B25b}
\]

In order to calculate the contour integral of Eq. (B25b), one can use the Cauthy’s complex integral and residue theorems as same as the case of Dirac comb and square pulses. Since Eq. (B25a) has one simple pole at \( s = 0 \), two simple poles at \( s = s_{\pm} \), and an infinite number of simple poles at \( s = s_k = ik\omega_R, k = \pm 1, \pm 2, \cdots \), i.e., at the imaginary axis, we may calculate the residuals separately such that

\[
x_{p}^{GP}(t, T, \tau, Q) = \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_0}] + \sum_{k=\pm 1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_k}], \tag{B26}
\]

where \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_k}] \) stands for the residue at \( s = s_k \) for \( k \in \mathbb{Z} \).

Firstly, \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_0}] \) in Eq. (B26) can be calculated from the residue theorem for simple pole from the factor \( 1/(1 - e^{-Ts}) \) in Eq. (B25a) as the follow

\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_0}] = \frac{1}{T} \frac{1}{\gamma^2 + \omega^2}, \tag{B27}
\]

Secondly, since the poles \( s_{\pm} \) in Eq. (B25) are simple poles, we can use the residue theorem straightforwardly to obtain \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_+}] \) and \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_-}] \), respectively, as follows

\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_+}] = -i \frac{e^{\frac{t^2(\gamma-i\omega)^2}{2}} e^{-t(\gamma-i\omega)}}{2\omega (1 - e^{T(\gamma-i\omega)})}, \tag{B28a}
\]

\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_-}] = i \frac{e^{\frac{t^2(\gamma+i\omega)^2}{2}} e^{-t(\gamma+i\omega)}}{2\omega (1 - e^{T(\gamma+i\omega)})}. \tag{B28b}
\]
Equation (B28) can be added and further simplified to be \( \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{\pm}}] \) as
\[
\text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{\pm}}] = e^{-\gamma t} e^{-\frac{1}{2} \tau^{2} (\omega^{2} - \gamma^{2})} \frac{\sin(\omega(t - \gamma \tau^{2}) - e^{\gamma T} \sin(\omega(t + T - \gamma \tau^{2}))}{\omega(1 + e^{2\gamma T} - 2e^{\gamma T} \cos(\omega T))}. \tag{B29}
\]

Now, the infinite number of simple poles those appear only in the imaginary axis of the last term of Eq. (B25a), i.e., \( s_{k} = i \omega_{k} = ik \omega_{R}, k = \pm 1, \pm 2, \ldots \), can be written in two separated terms corresponding for \( k > 0 \), and \( k < 0 \), respectively, as
\[
\sum_{k=-\infty, k \neq 0}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{k}}] = \sum_{k=1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{k}}] + \sum_{k=-1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{k}}], \tag{B30}
\]
where \( \sum_{k=1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{k}}] \) and \( \sum_{k=-1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{k}}] \) can be obtained from the Bromwich integral and the residue theorems as follows
\[
\sum_{k=1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{k}}] = \frac{1}{T} \sum_{k=1}^{\infty} \frac{e^{-\frac{1}{2} \omega_{k}^{2}} e^{i \omega_{k} t}}{-\omega_{k}^{2} + 2 \gamma i \omega_{k} + \gamma^{2} + \omega^{2}}, \tag{B31a}
\]
\[
\sum_{k=-1}^{\infty} \text{Res}[\mathcal{L}^{-1}[\mathcal{H}_{\infty}^{GP}(s)]_{s_{k}}] = \frac{1}{T} \sum_{k=1}^{\infty} \frac{e^{-\frac{1}{2} \omega_{k}^{2}} e^{-i \omega_{k} t}}{-\omega_{k}^{2} - 2 \gamma i \omega_{k} + \gamma^{2} + \omega^{2}}. \tag{B31b}
\]

Thus, the two terms of Eqs. (B31a) and (B31b) can be summed in a compact form as
\[
\sum_{k=-\infty, k \neq 0}^{\infty} \text{Res}[\mathcal{L}_{p}^{GP}(s)]_{s_{k}} = \frac{2}{T} \sum_{k=1}^{\infty} e^{-\frac{1}{2} \omega_{k}^{2}} \frac{2 \gamma \omega_{k} \sin(\omega_{k} t) + (\gamma^{2} + \omega^{2} - \omega_{k}^{2}) \cos(\omega_{k} t)}{(\gamma^{2} + \omega^{2} - \omega_{k}^{2})^{2} + 4 \gamma^{2} \omega_{k}^{2}}. \tag{B32}
\]

Therefore, we can find the analytical expression of the particular solution \( x_{p}^{GP}(t) \) from Eqs. (B27), (B29), and (B32)
as
\[
x_{\infty}^{GP}(t) = \frac{I_{p}}{mT \gamma^{2} + \omega^{2}} + \frac{I_{p} e^{-\gamma t} e^{\frac{1}{2} \tau^{2} (\gamma^{2} - \omega^{2})} \sin(\omega(t - \gamma \tau^{2}) - e^{\gamma T} \sin(\omega(t + T - \gamma \tau^{2}))}{\omega(1 + e^{2\gamma T} - 2e^{\gamma T} \cos(\omega T))}
+ \frac{2I_{p}}{mT} \sum_{k=1}^{\infty} e^{-\frac{1}{2} \omega_{k}^{2}} \frac{2 \gamma \omega_{k} \sin(\omega_{k} t) + (\gamma^{2} + \omega^{2} - \omega_{k}^{2}) \cos(\omega_{k} t)}{(\gamma^{2} + \omega^{2} - \omega_{k}^{2})^{2} + 4 \gamma^{2} \omega_{k}^{2}}. \tag{B33}
\]

Finally, from Eq. (B24), the particular solution driven by a train of Gaussian pulses could be written as
\[
x_{p}^{GP}(t, T, \tau, Q) = x_{\infty}^{GP}(t - Q) \Theta(t - Q), \tag{B34}
\]
where \( x_{\infty}^{GP}(t) \) is given in Eq. (B33). By taking the limit as \( \tau \to 0 \) of Eq. (B34), we immediately see that Eq. (B34) becomes exactly the same as Eq. (B12) as it should be.
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