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Abstract

Algorithmic stability is a concept from learning theory that expresses the degree to which changes to the input data (e.g., removal of a single data point) may affect the outputs of a regression algorithm. Knowing an algorithm’s stability properties is often useful for many downstream applications—for example, stability is known to lead to desirable generalization properties and predictive inference guarantees. However, many modern algorithms currently used in practice are too complex for a theoretical analysis of their stability properties, and thus we can only attempt to establish these properties through an empirical exploration of the algorithm’s behavior on various datasets. In this work, we lay out a formal statistical framework for this kind of black-box testing without any assumptions on the algorithm or the data distribution, and establish fundamental bounds on the ability of any black-box test to identify algorithmic stability.

1 Introduction

Consider an algorithm $\mathcal{A}$ that maps datasets to fitted regression functions:

$$\mathcal{A} : \{(X_1, Y_1), \ldots, (X_n, Y_n)\} \rightarrow \hat{\mu} : \mathbb{R}^d \rightarrow \mathbb{R}.$$  

In many practical settings where regression algorithms are used, the distribution $P$ of the data points $(X_i, Y_i)$ is potentially complex and cannot be assumed to satisfy strong simplifying conditions (such as a parametric model or a high degree of smoothness). Guarantees bounding the predictive error of the fitted model $\hat{\mu}$ can still be obtained by
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testing its predictive accuracy on additional labeled data that was not used for training (i.e., a holdout set). Of course, in settings where the available training data is limited, we may not want to sacrifice sample size in order to obtain this independent holdout set—that is, if $n$ is the number of available labeled data points drawn from the unknown data distribution $P$, we may want to run the regression algorithm $A$ on the entire set of $n$ data points. In this type of setting, where no holdout set is available, it is nonetheless possible to give guarantees on predictive error by assuming a condition of stability on the algorithm $A$ [Bousquet and Elisseeff, 2002, Steinberger and Leeb, 2020]. The stability condition essentially requires that slight perturbations of the training dataset $((X_i, Y_i))_{i=1,...,n}$, such as removing or replacing a single data point, can alter the fitted model $\hat{\mu}$ only slightly.

Unfortunately, verifying the stability of a given regression algorithm is itself challenging. Some algorithms are known to satisfy stability by construction—for example, if $A$ is a $k$-nearest neighbor algorithm, then removing a single data point in the training set will only perturb predictions locally near that point. However, in many settings, particularly with modern machine learning algorithms, it is not feasible to analyze an algorithm’s stability properties theoretically, since the algorithm is too complex for this to be tractable. Instead, we can only examine its properties through empirical testing, to try to determine based on its output whether it appears to be stable or unstable. We may ask, therefore, whether stability of an algorithm can instead be validated empirically, to ensure that the algorithms used in practice also enjoy the theoretical guarantees that accompany the stability property.

In this work, our aim is to examine the question of whether it is possible to infer the stability of an algorithm through black-box testing that does not peer inside the construction of the algorithm but instead tries to determine the stability property by observing the empirical behavior of the algorithm on various datasets. In particular, we will establish fundamental bounds on our ability to test for the stability property in the absence of assumptions on the distribution $P$ or the algorithm $A$.

2 Background and framework

We define an algorithm $A$ as any (possibly randomized) function taking any finite collection of $(x, y)$ pairs, where $x \in \mathbb{R}^d$ is a feature vector and $y \in \mathbb{R}$ is a response variable to a regression function $\hat{\mu}$ mapping a feature vector $x \in \mathbb{R}^d$ to some predicted $y \in \mathbb{R}$. Formally, as a map between spaces, $A$ can be written as

$$A : \left( \bigcup_{n \geq 0} (\mathbb{R}^d \times \mathbb{R})^n \right) \times [0, 1] \to \mathcal{M}_d,$$

where $\mathcal{M}_d = \{\text{measurable functions } \mu : \mathbb{R}^d \to \mathbb{R}\}$. Given $n$ points $(x_1, y_1), \ldots, (x_n, y_n)$, the fitted regression function $\hat{\mu}$ obtained from $A$ is

$$\hat{\mu} = A [(x_1, y_1), \ldots, (x_n, y_n); \xi], \quad \xi \sim \text{Uniform}[0, 1].$$

\footnote{Throughout, we assume a feature space $\mathbb{R}^d$ and a response space $\mathbb{R}$ for clarity of the exposition, but our results hold more generally—we will comment more on this in Section 4.2.}
Here, the role of the last argument $\xi$ is to encode the random behavior of $\mathcal{A}$, if needed. For example, if $\mathcal{A}$ uses stochastic gradient descent, $\xi$ determines the random sequence of data points seen by the algorithm. Effectively, we can think of $\xi$ as the random seed with which we initialize the procedure. On the other hand, if $\mathcal{A}$ is a deterministic method, then the argument $\xi$ can simply be ignored. Thus, our notation unifies the deterministic and randomized algorithm settings.

We will assume a measurability condition on $\mathcal{A}$—namely, we assume measurability of the function

$$
\left((x_1,y_1), \ldots, (x_n,y_n), \xi, x\right) \mapsto \mathcal{A}\left[(x_1,y_1), \ldots, (x_n,y_n); \xi\right](x),
$$

which runs $\mathcal{A}$ on a dataset $(x_1,y_1), \ldots, (x_n,y_n)$ with randomization term $\xi$ and then evaluates the resulting fitted function at $x$. We will also assume that $\mathcal{A}$ is symmetric, i.e., given any training dataset $(x_1,y_1), \ldots, (x_n,y_n)$ and any permutation $\sigma$ on $\{1, \ldots, n\}$, it holds that

$$
\mathcal{A}\left[(x_1,y_1), \ldots, (x_n,y_n); \xi\right] = \mathcal{A}\left[(x_{\sigma(1)},y_{\sigma(1)}), \ldots, (x_{\sigma(n)},y_{\sigma(n)}); \xi'\right],
$$

for some coupling of the randomization terms $\xi, \xi' \sim \text{Uniform}[0,1]$. For example, this property holds for stochastic gradient descent, since the data in dices are sampled uniformly at random. From this point on, all algorithms will be assumed to satisfy this measurability condition and symmetry property, without comment.

### 2.1 Algorithmic stability

In a typical statistical learning problem, an algorithm $\mathcal{A}$ is applied to training data that is assumed to arise from some unknown random process. In this work, we focus on the independent and identically distributed (i.i.d.) setting, i.e.,

$$(X_i,Y_i) \overset{iid}{\sim} P, \quad i = 1, 2, \ldots.$$ 

We are interested in the stability of the predictions made by a model obtained by applying $\mathcal{A}$ to a training dataset from $P$. That is to say, we would like to establish that slight perturbations to the training dataset are not likely to substantially affect the resulting fitted function $\hat{\mu}$. The following definition captures this notion of stability:

**Definition 1.** Let $\mathcal{A}$ be a symmetric algorithm. Let $\epsilon \geq 0$ and $\delta \in [0,1)$. We say that $\mathcal{A}$ is $(\epsilon, \delta)$-stable with respect to training datasets of size $n$ from a data distribution $P$—or, for short, the triple $(\mathcal{A}, P, n)$ is $(\epsilon, \delta)$-stable—if

$$
\mathbb{P}\{|\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \epsilon\} \leq \delta,
$$

where $\hat{\mu}_n$ and $\hat{\mu}_{n-1}$ are the fitted models obtained from the full training dataset and the dataset after removing the last data point, i.e.,

$$
\hat{\mu}_n = \mathcal{A}\left[(X_1,Y_1), \ldots, (X_n,Y_n); \xi\right], \quad \hat{\mu}_{n-1} = \mathcal{A}\left[(X_1,Y_1), \ldots, (X_{n-1},Y_{n-1}); \xi\right],
$$

where the data is distributed as $(X_i,Y_i) \overset{iid}{\sim} P$ and $\xi \sim \text{Uniform}[0,1]$ is drawn independently of the data.
Similarly to Elisseeff et al. [2005], we define stability by comparing the outputs of $\mathcal{A}$ while fixing $\xi$ at the same value, i.e., both $\hat{\mu}_n$ and $\hat{\mu}_{n-1}$ are fitted using the same value $\xi$. Alternatively, we may want to define stability using a pair of independent $\xi, \xi'$, so that in (2.1), $\hat{\mu}_n$ uses $\xi$ and $\hat{\mu}_{n-1}$ uses $\xi'$ (e.g., the two calls to $\mathcal{A}$ are initialized with two different random seeds). We consider this alternative definition, and other extensions, in Appendix E.

2.1.1 Other notions of algorithmic stability

The earliest works on algorithmic stability date back to at least the late 1970s [Rogers and Wagner, 1978; Devroye and Wagner, 1979a,b]. Since then, various notions of algorithmic stability have been proposed, all describing different ways an algorithm may exhibit “continuity” as a map from the data space $\bigcup_{n \geq 0} (\mathbb{R}^d \times \mathbb{R})^n$ to the model space $\mathcal{M}_d$. Among many such competing definitions, some of the most influential in the fields of learning theory and statistics are due to Bousquet and Elisseeff [2002], where certain forms of algorithmic stability were shown to imply good generalization behavior (see also Kearns and Ron [1999]).

The formulation of stability that we use in this paper (Definition 1) is very similar to the hypothesis stability condition of Bousquet and Elisseeff [2002], which instead required a bound on $E[|\ell(\hat{\mu}_n; (X_{n+1}, Y_{n+1}))-\ell(\hat{\mu}_{n-1}; (X_{n+1}, Y_{n+1}))|]$ for a loss function $\ell$. Definition 1 has appeared in Barber et al. [2021] under the name of out-of-sample stability, where it was shown that this condition is sufficient for predictive coverage guarantees of the jackknife (i.e., leave-one-out cross-validation) and jackknife+ methods. Earlier work by Steinberger and Leeb [2020] also established coverage properties for the jackknife under a similar stability property.

Many other works that also build on Bousquet and Elisseeff [2002] have proposed alternative formulations of stability. Elisseeff et al. [2005] extended Bousquet and Elisseeff [2002]’s definitions and results to the setting of randomized algorithms, making their framework the closest to ours in the existing literature. Kutin and Niyogi [2002a,b], Mukherjee et al. [2006], Shalev-Shwartz et al. [2010] also proposed further relaxations and variants of Bousquet and Elisseeff [2002]’s definitions in the context of characterizing sufficient and necessary conditions for learning problems. Interestingly, Shalev-Shwartz et al. [2010, Section 6.2] give a generic but infeasible meta-algorithm in which stability plays the role of regularization, which they use to establish that a statistical problem is asymptotically learnable only if it can be learned with a stable algorithm. More recently, Deng et al. [2021] advocated a functional description of algorithmic stability. It must be noted that only some of the definitions considered in these works define algorithmic stability as a property that holds jointly for an algorithm $\mathcal{A}$ and a data distribution $P$. For example, in Bousquet and Elisseeff [2002]’s work, while hypothesis stability is defined for each algorithm-distribution pair, uniform stability is instead required to hold uniformly over all possible datasets and hence, is unsuitable as a target for statistical inference.
2.2 Hypothesis testing framework

The focus of this work is the following statistical inference question: given a fixed $\epsilon \geq 0$ and $\delta \in [0, 1)$, we would like to test whether $(\mathcal{A}, P, n)$ is $(\epsilon, \delta)$-stable, with some desired bound $\alpha \in (0, 1)$ on the test’s error level. Writing $\mathcal{D}_l$ and $\mathcal{D}_u$ to denote the available labeled and unlabeled data, respectively, we will write $\widehat{T}_{\epsilon, \delta} = \widehat{T}_{\epsilon, \delta}(\mathcal{A}, \mathcal{D}_l, \mathcal{D}_u) \in \{0, 1\}$ for the data-dependent outcome of such a hypothesis test, where $\widehat{T}_{\epsilon, \delta} = 1$ indicates that we believe stability holds. Define the “ground truth” as

$$T_{\epsilon, \delta}^* = T_{\epsilon, \delta}^*(\mathcal{A}, P, n) = 1 \{ (\mathcal{A}, P, n) \text{ is } (\epsilon, \delta)-\text{stable} \}.$$ 

Given this target, we seek a test $\widehat{T}_{\epsilon, \delta}$ that satisfies the following notion of assumption-free validity:

$$\text{For all } (\mathcal{A}, P, n), \text{ if } T_{\epsilon, \delta}^*(\mathcal{A}, P, n) = 0 \text{ then } P \{ \widehat{T}_{\epsilon, \delta} = 1 \} \leq \alpha. \quad (2.2)$$

In other words, our chance of falsely labeling a $(\mathcal{A}, P, n)$ triple as $(\epsilon, \delta)$-stable using this test is bounded by $\alpha$, uniformly over all $(\mathcal{A}, P, n)$.

2.3 Black-box tests

For some simple algorithms such as nearest neighbor methods or ridge regression, their stability properties have been analyzed and are hence known [Devroye and Wagner, 1979ab, Bousquet and Elisseeff, 2002, Hardt et al., 2016, Steinberger and Leeb, 2020, Nikolakakis et al., 2022]. For many modern learning algorithms and datasets, however, stability cannot be determined the same way, as they are too complex for this to be a tractable problem. Such algorithms are rightly regarded as “black boxes” in the sense that our only practical means of studying them is by observing their empirical behavior, i.e., by sending different datasets through an algorithm and taking note of the changes in the output. Often these outputted fitted functions $\hat{\mu}$ will also be “black boxes” and be only accessible by evaluating them at various test points.

This “black-box” setting is the framework we are interested in here. In this setting, for a test $\widehat{T}_{\epsilon, \delta}$ to be admissible, the computations the test makes can only rely on observable outcomes. The situation closely resembles that of black-box testing in software development where the performance of a code is tested by pushing different inputs through the code and observing the results assuming no knowledge of the inner structure [Myers et al., 2011]. We essentially perform the same task for algorithmic stability, but with the crucial difference that we also seek assumption-free validity.

To formalize this setting, we define a black-box test of algorithmic stability. Let $\mathcal{D}_l = \cup_{m \geq 1} (\mathbb{R}^d \times \mathbb{R})^m$ denote the space of labeled datasets of any size, and let $\mathcal{D}_u = \cup_{m \geq 1} (\mathbb{R}^d)^m$ denote the space of unlabeled datasets of any size.

**Definition 2** (Black-box test). Consider any test $\widehat{T}$ that takes as input an algorithm $\mathcal{A}$, a labeled dataset $\mathcal{D}_l \in \mathcal{D}_l$, and an unlabeled dataset $\mathcal{D}_u \in \mathcal{D}_u$, and returns a (possibly randomized) binary output $\widehat{T}(\mathcal{A}, \mathcal{D}_l, \mathcal{D}_u) \in \{0, 1\}$. Then, we say that $\widehat{T}$ is a black-box test if for some measurable functions $f^{(1)}, f^{(2)}, \ldots$ and $g$, it can be defined in the following way:
1. At the initial stage $r = 1$,
   
   (a) Generate a labeled dataset $D^{(1)}_\ell \in \mathcal{D}_\ell$, an unlabeled dataset $D^{(1)}_u \in \mathcal{D}_u$, and a randomization term $\xi^{(1)}$ as a (possibly randomized) function of the input datasets:
   \[
   \left( D^{(1)}_\ell, D^{(1)}_u, \xi^{(1)} \right) = f^{(1)} \left[ \mathcal{D}_\ell, \mathcal{D}_u, \zeta^{(1)} \right],
   \]
   where $\zeta^{(1)} \sim \text{Uniform}[0,1]$.
   
   (b) Fit a model and evaluate it using the generated data $(D^{(1)}_\ell, D^{(1)}_u)$:
   \[
   \hat{\mu}^{(1)} = A \left[ D^{(1)}_\ell; \xi^{(1)} \right], \quad \hat{\eta}^{(1)} = \hat{\mu}^{(1)} \left[ D^{(1)}_u \right],
   \]
   where the operation of $\hat{\mu}^{(1)}$ on $D^{(1)}_u$ is understood in the pointwise sense.\footnote{For example, if $D^{(1)}_u$ contains two unlabeled points $x_1$ and $x_2$, then $\hat{\mu}^{(1)}[D^{(1)}_u] = (\hat{\mu}^{(1)}(x_1), \hat{\mu}^{(1)}(x_2))$.}

2. At each stage $r = 2, 3, \ldots$,
   
   (a) Generate a labeled dataset $D^{(r)}_\ell \in \mathcal{D}_\ell$, an unlabeled dataset $D^{(r)}_u \in \mathcal{D}_u$, and a randomization term $\xi^{(r)}$ as a (possibly randomized) function of all the datasets and predictions observed so far:
   \[
   \left( D^{(r)}_\ell, D^{(r)}_u, \xi^{(r)} \right) = f^{(r)} \left[ \mathcal{D}_\ell, \mathcal{D}_u, \left( D^{(s)}_\ell \right)_{s=1}^{r-1}, \left( D^{(s)}_u \right)_{s=1}^{r-1}, \left( \hat{\eta}^{(s)} \right)_{s=1}^{r-1}, \left( \zeta^{(s)} \right)_{s=1}^{r-1}, \xi^{(r)} \right],
   \]
   where $\zeta^{(r)} \sim \text{Uniform}[0,1]$.
   
   (b) Fit a model and evaluate it using the generated data $(D^{(r)}_\ell, D^{(r)}_u)$:
   \[
   \hat{\mu}^{(r)} = A \left[ D^{(r)}_\ell; \xi^{(r)} \right], \quad \hat{\eta}^{(r)} = \hat{\mu}^{(r)} \left[ D^{(r)}_u \right],
   \]
   where the operation of $\hat{\mu}^{(r)}$ on $D^{(r)}_u$ is understood in the pointwise sense.

3. Compute the output $\hat{T} \in \{0,1\}$ as a (possibly randomized) function of the sequence of generated datasets and observed predictions:
   \[
   \hat{T} = g \left[ \mathcal{D}_\ell, \mathcal{D}_u, \left( D^{(r)}_\ell \right)_{r \geq 1}, \left( D^{(r)}_u \right)_{r \geq 1}, \left( \hat{\eta}^{(r)} \right)_{r \geq 1}, \left( \zeta^{(r)} \right)_{r \geq 1}, \zeta \right],
   \]
   where $\zeta \sim \text{Uniform}[0,1]$.

In the above, the role of the $\text{Uniform}[0,1]$ random variables $\zeta^{(1)}, \zeta^{(2)}, \ldots, \zeta^{\text{iid}} \sim \text{Uniform}[0,1]$ is to allow for randomization at each step of the procedure, if desired—for instance, to allow for drawing random subsamples of the data.
2.3.1 Examples of black-box tests

To make the notion of a black-box test concrete, we give several examples of procedures we might use in practice to estimate an algorithm’s stability. Throughout, we will write \( D_\ell = ((X_1, Y_1), \ldots, (X_{N_\ell}, Y_{N_\ell})) \) to denote the available labeled data and \( D_u = (X_{N_\ell+1}, \ldots, X_{N_\ell+N_u}) \) for the available unlabeled data.

First, we can consider splitting the available data and measuring stability on each split.

**Example 1 (The Binomial test).** Define

\[
\kappa = \kappa(n, N_\ell, N_u) = \min \left\{ \frac{N_\ell}{n}, \frac{N_\ell + N_u}{n+1} \right\}. \tag{2.3}
\]

Then, \(|\kappa|\) is the largest number of copies of independent datasets—each consisting of \( n \) labeled training points and one unlabeled test point—that can be constructed from \( D_\ell \) and \( D_u \).

1. For \( k = 1, \ldots, |\kappa| \), construct the \( k \)-th dataset with \( n \) labeled data points

\[
(X_{(k-1)n+1}, Y_{(k-1)n+1}), \ldots, (X_{kn}, Y_{kn})
\]

and one unlabeled data point \( X_{[\kappa]n+k} \).

2. For each \( k = 1, \ldots, |\kappa| \), train models

\[
\hat{\mu}_n^{(k)} = A \left[ (X_{(k-1)n+1}, Y_{(k-1)n+1}), \ldots, (X_{kn}, Y_{kn}); \xi^{(k)} \right],
\]

\[
\hat{\mu}_{n-1}^{(k)} = A \left[ (X_{(k-1)n+1}, Y_{(k-1)n+1}), \ldots, (X_{kn-1}, Y_{kn-1}); \xi^{(k)} \right]
\]

with \( \xi^{(k)} \sim \text{Uniform}[0, 1] \), and compute the difference in predictions

\[
\Delta^{(k)} = \left| \hat{\mu}_n^{(k)} (X_{[\kappa]n+k}) - \hat{\mu}_{n-1}^{(k)} (X_{[\kappa]n+k}) \right|.
\]

3. Compute how many of the \( \Delta^{(k)} \)'s exceed \( \epsilon \),

\[
B = \sum_{k=1}^{|\kappa|} \mathbb{1} \{ \Delta^{(k)} > \epsilon \},
\]

and compare this test statistic against the Binomial\(|\kappa|, \delta\) distribution, returning \( \hat{T}_{\epsilon, \delta} = 1 \) if \( B \) is sufficiently small or \( \hat{T}_{\epsilon, \delta} = 0 \) otherwise (precise details for the test are given in Section 3.1).

We will revisit this specific test in Section 3 when we study some fundamental bounds.

Alternatively, instead of partitioning the available data, we can use bootstrapped samples to run the algorithm and generate the empirical differences \( \Delta^{(k)} \).
**Example 2** (Bootstrapped sample method).

1. For \( r = 1, \ldots, R \), construct a bootstrapped training sample \((X_1^{(r)}, Y_1^{(r)}), \ldots, (X_n^{(r)}, Y_n^{(r)})\) by sampling with replacement from \( \mathcal{D}_t \). Sample a test point \( X_{n+1}^{(r)} \) from \( \mathcal{D}_u \).

2. As in Example 1, train models \( \hat{\mu}_n^{(r)} \) and \( \hat{\mu}_{n-1}^{(r)} \), and compute the difference in predictions
   \[
   \Delta^{(r)} = \left| \hat{\mu}_n^{(r)} \left( X_{n+1}^{(r)} \right) - \hat{\mu}_{n-1}^{(r)} \left( X_{n+1}^{(r)} \right) \right|.
   \]

3. As in Example 1, compute how many of the \( \Delta^{(r)} \)'s exceed \( \epsilon \),
   \[
   \sum_{r=1}^R \mathbb{1} \{ \Delta^{(r)} > \epsilon \},
   \]
   and return \( \hat{T}_{\epsilon, \delta} = 1 \) if this value is sufficiently small or \( \hat{T}_{\epsilon, \delta} = 0 \) otherwise.

As another alternative, we may want to use the available data to estimate \( P \) first, and then test the algorithm with simulated data from the estimated distribution \( \hat{P} \).

**Example 3** (Simulated sample method).

1. Use \( \mathcal{D}_t \) and \( \mathcal{D}_u \) to obtain an estimate \( \hat{P} \) of \( P \) via any method, then for \( r = 1, \ldots, R \), draw a simulated training set \((X_1^{(r)}, Y_1^{(r)}), \ldots, (X_n^{(r)}, Y_n^{(r)}) \) iid \( \sim \hat{P} \) and a simulated test point \( X_{n+1}^{(r)} \) \( \sim \hat{P}_X \), the marginal distribution of \( X \) under \( \hat{P} \).

2. Proceed as in Examples 1 and 2.

Furthermore, the black-box testing framework also allows us to use a testing procedure that learns from the earlier stages to improve the design of future queries. For instance, after running any of the above methods for some number of stages, a procedure may try to narrow down the properties of the training set and/or the test point that appear to lead to a lack of stability based on the observed outcomes up to that stage. In the subsequent stages, the dataset generation may be made to target these types of training and/or test data to learn more about the algorithm’s stability properties before outputting the final answer \( \hat{T}_{\epsilon, \delta} \in \{0, 1\} \). Of course, these options represent only a few examples of the types of tests that we can define within the black-box framework of Definition 2.

### 2.3.2 Inadmissible tests

Tests that require uncountably infinitely many executions of a black box are not admissible under Definition 2. An example is a test \( \hat{T} \) that relies on evaluating

\[
\sup_{y \in \mathbb{R}} \{ \mathcal{A} [ (X_1, Y_1), \ldots, (X_{n-1}, Y_{n-1}), (X_n, y); \xi] (X_{n+1}) \},
\]
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since computing this supremum requires uncountably infinitely many calls to $\mathcal{A}$. Similarly, evaluating
\[
\sup_{x \in \mathbb{R}^d} |\hat{\mu}_n(x) - \hat{\mu}_{n-1}(x)|,
\]
for $\hat{\mu}_n = \mathcal{A}[(X_1, Y_1), \ldots, (X_n, Y_n); \xi]$ and $\hat{\mu}_{n-1} = \mathcal{A}[(X_1, Y_1), \ldots, (X_n, Y_n); \xi]$, is also not allowed in general, as it requires uncountably infinitely many evaluations of the fitted regression functions $\hat{\mu}_n$ and $\hat{\mu}_{n-1}$.

3 Limits of black-box testing

In this section, we will study the hardness of testing stability in the black-box setting. To do so, we will first study the Binomial test defined in Example 1—we will see that this black-box test achieves valid inference regardless of the algorithm $\mathcal{A}$ and distribution $P$, but has low power (as expected, based on its inefficient use of the data). We will then prove that the performance of this simple procedure is in fact essentially optimal among all black-box tests that satisfies assumption-free validity (2.2), establishing the hardness of this inference problem.

3.1 The Binomial test

Recall the Binomial test given in Example 1. This test is based on the empirical count
\[
B = \sum_{k=1}^{[\kappa]} \mathbb{1}\{\Delta^{(k)} > \epsilon\},
\]
which is a Binomial random variable by construction (here $\kappa$ is defined as in (2.3)). Since the empirical proportion $B/[\kappa]$ is an estimate of $P\{|\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})|\}$, we see that we should return $\hat{T}_{\epsilon, \delta} = 1$ if the empirical proportion $B/[\kappa]$ is sufficiently below $\delta$.

To make this precise, we first observe that since the $\Delta^{(k)}$'s are constructed on independent subsets of the data, we have $B \sim \text{Binomial}([\kappa], \delta^*)$.

\[\text{To include the } [\kappa] = 0 \text{ case (i.e., } N_\ell < n \text{ or } N_\ell + N_u < n + 1), \text{ we abuse notation and interpret the Binomial(0, } \delta) \text{ distribution as a point mass at zero.}\]
and then define

\[
\hat{T}_{\epsilon, \delta} = \begin{cases} 
1, & \text{if } B < k^*_n \delta, \\
\mathbb{1} \{\zeta \leq a^*_n \delta\}, & \text{if } B = k^*_n \delta, \\
0, & \text{if } B > k^*_n \delta.
\end{cases}
\]

Clearly, this test is a black-box test in the sense of Definition 2. We now verify the assumption-free validity property (2.2) to ensure bounded error for falsely declaring stability when an algorithm is not stable, and calculate this test’s power to detect when an algorithm is stable.

**Theorem 1.** Fix any parameters \( \epsilon \geq 0 \) and \( \delta \in [0, 1) \), any desired error level \( \alpha \in (0, 1) \), and any integers \( n \geq 2 \) and \( N_\ell, N_u \geq 0 \). Then, the black-box test \( \hat{T}_{\epsilon, \delta} \) defined in (3.2) above satisfies assumption-free validity (2.2) at level \( \alpha \), that is, for any \((A, P, n)\) that is not \((\epsilon, \delta)\)-stable (i.e., \( T_{\epsilon, \delta}^* = 0 \)), it holds that

\[
P\{\hat{T}_{\epsilon, \delta} = 1\} \leq \alpha.
\]

Moreover, for any \((A, P, n)\) that is \((\epsilon, \delta)\)-stable (i.e., \( T_{\epsilon, \delta}^* = 1 \)), if either \( \delta^*_\epsilon = 0 \) or \( \delta \leq 1 - \alpha^{1/\kappa} \) then the power of the test is given by

\[
P\{\hat{T}_{\epsilon, \delta} = 1\} = \left\{ \alpha \cdot \left( \frac{1 - \delta^*_\epsilon}{1 - \delta} \right)^{|\kappa|} \right\} \wedge 1,
\]

where \( \kappa = \kappa(n, N_\ell, N_u) \) is defined as in (2.3) and \( \delta^*_\epsilon \) is defined as in (3.1).

These results are straightforward consequences of the fact that \( B \sim \text{Binomial}(|\kappa|, \delta^*_\epsilon) \) for any \((A, P, n)\), i.e., the distribution of \( B \) depends on \((A, P, n)\) only through the parameters \( \kappa \) and \( \delta^*_\epsilon \). We give the full proof in Appendix A.

To understand the setting in which the power calculation applies, the two special cases are exactly the settings where the outcome \( \hat{T}_{\epsilon, \delta} = 1 \) can occur only when \( B = 0 \), i.e., when we observe \( \Delta^{(k)} \leq \epsilon \) for all \( k = 1, \ldots, |\kappa| \) datasets. In particular, the condition \( \delta \leq 1 - \alpha^{1/\kappa} \) is not very restrictive in practical scenarios. For example, taking \( \delta = 0.1 \) (i.e., a 10% chance of instability) and \( \alpha = 0.1 \) (i.e., a 10% error rate), this condition is satisfied for any \( \kappa < 21 \) (i.e., the amount of data available for testing is less than 21 times the sample size \( n \) we are interested in studying). In particular, if \( \kappa \) is fairly low (e.g., \( \kappa = 1 \)), then the power is not much higher than \( \alpha \)—that is, power is not much better than random.

### 3.2 A bound on power for all black-box tests with assumption-free validity

The Binomial test defined in (3.2) above appears to be a very naive and inefficient proposal—in particular, we only use a single split of the available data into \( |\kappa| \) datasets of
size $n + 1$ (i.e., $n$ labeled training points and one unlabeled test point), and the algorithm $\mathcal{A}$ is only called $2\lceil \kappa \rceil$ many times. We might expect to increase the power of the test by re-splitting or by resampling as in Example 2 or perhaps by creating new data through simulation or perturbation as in Example 3 so that it may be possible to observe the algorithm’s stability behavior on a wider range of different datasets.

However, our next result establishes that, despite its simplicity, the Binomial test proposed in (3.2) can in fact be optimal, in the sense that no universally valid black-box test can improve its power to detect that an algorithm is stable.

**Theorem 2.** Fix any parameters $\epsilon \geq 0$ and $\delta \in [0, 1)$, any desired error level $\alpha \in (0, 1)$, and any integers $n \geq 2$ and $N, N_u \geq 0$. Let $\widehat{T}_{\epsilon, \delta}$ be any black-box test as in Definition 2 satisfying assumption-free validity (2.2) at level $\alpha$. Then, for any $(\mathcal{A}, P, n)$ that is $(\epsilon, \delta)$-stable (i.e., $T^*_{\epsilon, \delta} = 1$), the power of $\widehat{T}_{\epsilon, \delta}$ is bounded as

$$P\{\widehat{T}_{\epsilon, \delta} = 1\} \leq \left\{ \alpha \cdot \left( \frac{1 - \delta^*}{1 - \delta} \right)^\kappa \right\} \land 1,$$

where $\kappa = \kappa(n, N, N_u)$ is defined as in (2.3) and $\delta^*$ is defined as in (3.1).

We prove this theorem in Appendix B. The key idea is that for any triple $(\mathcal{A}, P, n)$ that is $(\epsilon, \delta)$-stable, we can perturb the algorithm $\mathcal{A}$ and the data distribution $P$ very slightly so that the perturbed triple $(\mathcal{A}', P', n)$ is no longer $(\epsilon, \delta)$-stable. However, with only $N$ labeled data points and $N_u$ unlabeled data points available, it is difficult to tell apart the outcomes of running the original algorithm $\mathcal{A}$ on data from $P$ from the outcomes of running the perturbed algorithm $\mathcal{A}'$ on data from $P'$. Since validity of the test ensures that $P\{\widehat{T}_{\epsilon, \delta} = 1\} \leq \alpha$ for the perturbed triple $(\mathcal{A}', P', n)$, it therefore follows that this probability cannot be much larger than $\alpha$ for the original triple $(\mathcal{A}, P, n)$.

**3.2.1 Optimality of the Binomial test**

To understand the implications of Theorem 2 let us compare the upper bound on power (3.4), which holds universally for any black-box test of stability with assumption-free validity, to the power (3.3) achieved by our very simple Binomial test. In particular, in the case where $\kappa$ is an integer, we see that the Binomial test defined in Section 3.1 is in fact optimal over all black-box tests in the regime $\delta \leq 1 - \alpha^{1/\kappa}$ or $\delta^* = 0$. That is to say, there is no possibility of power gain by running a more complicated procedure in this scenario.

For example, if $N = n$ (i.e., the number of available labeled data points matches the sample size at which we want to test stability) and $N_u \geq 1$, then $\kappa = 1$, and we can test the stability of $\mathcal{A}$ with maximum power using only two calls to $\mathcal{A}$ (one on the $n$ points to fit $\hat{\mu}_n$ and the other on the first $n - 1$ points to fit $\hat{\mu}_{n-1}$) in the regime $\delta \leq 1 - \alpha$. This is a surprising result—we would intuitively expect that additional calls to $\mathcal{A}$, on more carefully curated datasets obtained via some more sophisticated resampling procedure, might yield useful information about stability beyond simply calling $\mathcal{A}$ on the single available dataset. However, by comparing the power achieved in Theorem 1 and the universal upper bound
shown in Theorem 2 we see that any additional calls to $A$ are not adding any information to the test.

### 3.2.2 The parameter $\kappa$

Is Theorem 2 a pessimistic result? The answer depends on how one wishes to use a stability test, which in turn will affect the value of the parameter $\kappa$, which controls the upper bound on power. Broadly speaking, we can imagine two different types of goals.

First, we might simply be interested in characterizing the algorithm, by studying its behavior and its properties on different data distributions. In this setting, it is plausible that we might be interested in learning about the algorithm’s stability at a sample size $n$ that is far smaller than the available dataset size $N_L + N_u$. Here, the power of a black-box test can be quite high as long as the sample size ratio $\kappa$ is large.

Alternatively, it may be the case that we are not interested in learning about the algorithm’s stability for its own sake, but rather that we need to verify that stability holds in order to check assumptions for other procedures. For example, for the task of predicting plausible values of $Y$ given a new value of $X$, methods based on cross-validation can be used to construct predictive intervals around $\hat{\mu}_n(X)$, but their coverage guarantees typically require algorithmic stability [Steinberger and Leeb, 2016; 2020; Barber et al., 2021]. In this case, we would probably want to test the algorithm’s stability at the same sample size as the number of available labeled data points (i.e., $n = N_L$), since we would expect that using the largest possible sample size for training would yield the most accurate fitted model. This is the scenario for which the implications of Theorem 2 are quite discouraging. When $\kappa = 1$, the maximum possible power is upper-bounded by $\alpha/(1 - \delta)$, which, if $\delta$ is small, is not much higher than the error level $\alpha$ allowed by the validity condition (2.2). In other words, it is impossible for our test to be substantially better than random if we need to check the stability assumption at a sample size $n \approx N_L$.

### 4 Extensions

In this section, we consider several extensions and alternative frameworks for testing algorithmic stability.

#### 4.1 Alternative targets for inference

So far, we have focused on finding an answer to the binary question “Does $(A, P, n)$ satisfy $(\epsilon, \delta)$-stability?” with a fixed $\epsilon$ and $\delta$. However, this is only one of many possible ways to formulate this inference problem, and here we list two additional questions that are also of interest.

Given a fixed $\epsilon \geq 0$, is it possible to compute a data-dependent estimate $\hat{\delta}_\epsilon$ such that $(\epsilon, \hat{\delta}_\epsilon)$-stability holds for $(A, P, n)$ with some desired confidence level $1 - \alpha$?
Similarly to how we defined the “ground truth” \( T_{\epsilon, \delta} \) for the data-dependent outcome \( \hat{T}_{\epsilon, \delta} \), we define the associated targets as

\[
\delta^*_\epsilon = \inf \{ \delta \geq 0 : T_{\epsilon, \delta}^* = 1 \}, \quad \epsilon^*_\delta = \inf \{ \epsilon \geq 0 : T_{\epsilon, \delta}^* = 1 \}.
\]

Examining the definition of \( T_{\epsilon, \delta}^* \), we can observe that \( \delta^*_\epsilon = \mathbb{P}\{|\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \epsilon\} \) (as considered earlier in \((3.4)\)), while \( \epsilon^*_\delta \) is the \((1-\delta)\)-quantile of \(|\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})|\). By definition of \((\epsilon, \delta)\)-stability, we see that for any \((\epsilon, \delta)\), it holds that

\[
T_{\epsilon, \delta}^* = 1 \iff \delta \geq \delta^*_\epsilon \iff \epsilon \geq \epsilon^*_\delta.
\]

Next, we define notions of assumption-free validity for inference on each of the new targets, which are the analogues of the validity condition \((2.2)\) for the test \( \hat{T}_{\epsilon, \delta} \) studied earlier. For the problem of estimating \( \delta^*_\epsilon \) given a fixed \( \epsilon \geq 0 \), we seek an estimator \( \hat{\delta}_\epsilon \) such that

\[
\mathbb{P}\left\{ \hat{\delta}_\epsilon \geq \delta^*_\epsilon \right\} \geq 1 - \alpha \text{ for all } (A, P, n).
\]

(Equivalently, \( \mathbb{P}\{T_{\epsilon, \delta}^* = 1\} \geq 1 - \alpha \).) In other words, given an algorithm \( A \) and data drawn from \( P \), we conclude with \( 1 - \alpha \) level confidence that \( (A, P, n) \) is \((\epsilon, \hat{\delta}_\epsilon)\)-stable. Similarly, for the problem of estimating \( \epsilon^*_\delta \) given a fixed \( \delta \in [0, 1) \), we seek an estimator \( \hat{\epsilon}_\delta \) such that

\[
\mathbb{P}\left\{ \hat{\epsilon}_\delta \geq \epsilon^*_\delta \right\} \geq 1 - \alpha \text{ for all } (A, P, n).
\]

(Equivalently, \( \mathbb{P}\{T_{\epsilon, \delta}^* = 1\} \geq 1 - \alpha \).) In other words, given an algorithm \( A \) and data drawn from \( P \), we conclude with \( 1 - \alpha \) level confidence that \( (A, P, n) \) is \((\hat{\epsilon}_\delta, \delta)\)-stable.

It turns out that these three inference targets \( T_{\epsilon, \delta}^*, \delta^*_\epsilon, \) and \( \epsilon^*_\delta \) are highly interconnected—any procedure that is able to achieve one can be adapted to achieve the other two. The following proposition says that any assumption-free estimation procedure (for either parameter \( \delta^*_\epsilon \) or \( \epsilon^*_\delta \)) can be turned into an assumption-free test \( \hat{T}_{\epsilon, \delta} \), and vice versa.

**Proposition 1.** The following equivalence holds for inference procedures \( \hat{T}_{\epsilon, \delta} \), \( \hat{\delta}_\epsilon \), and \( \hat{\epsilon}_\delta \):

(a) For any fixed \( \epsilon \geq 0 \), suppose there is an estimator \( \hat{\delta}_\epsilon \) satisfying \((4.2)\). Then, for any \( \delta \in [0, 1) \), the test \( \hat{T}_{\epsilon, \delta} = 1\{\hat{\delta}_\epsilon \leq \delta\} \) satisfies \((2.2)\).

(b) For any fixed \( \delta \in [0, 1) \), suppose there is an estimator \( \hat{\epsilon}_\delta \) satisfying \((1.3)\). Then, for any \( \epsilon \geq 0 \), the test \( \hat{T}_{\epsilon, \delta} = 1\{\hat{\epsilon}_\delta \leq \epsilon\} \) satisfies \((2.2)\).

(c) Suppose \( \{\hat{T}_{\epsilon, \delta} : \epsilon \geq 0, \delta \in [0, 1)\} \) is a family of tests such that each \( \hat{T}_{\epsilon, \delta} \) satisfies \((2.2)\). Then, for any fixed \( \epsilon \geq 0 \), the estimator \( \hat{\delta}_\epsilon = \inf\{\delta : \hat{T}_{\epsilon, \delta'} = 1 \forall \delta' \geq \delta\} \) (or \( \hat{\epsilon}_\delta = 1 \), if this set is empty) satisfies \((4.2)\).
(d) Under the same assumptions as in (c), for any fixed \( \delta \in [0, 1) \), the estimator \( \hat{\delta}_\epsilon = \inf \{ \epsilon : \hat{T}_{\epsilon, \delta} = 1 \ \forall \epsilon' \geq \epsilon \} \) (or \( \hat{\delta}_\delta = \infty \), if this set is empty) satisfies (4.3).

The proof is in Appendix C.

Proposition 1 implies that the problems of assumption-free inference for any of these three targets are essentially equivalent. Therefore, although we have exclusively focused on the question of testing stability at a fixed \((\epsilon, \delta)\) in the earlier sections, our conclusions apply to the other two inference problems as well to bound the power of any black-box procedure. Specifically, assuming that \( \hat{\delta}_\epsilon \) (respectively, \( \hat{\delta}_\delta \)) is a black-box procedure in the same sense as Definition 2, combining Theorem 2 with part (a) (respectively, part (b)) of Proposition 1 will yield an upper bound on the probability of the event \( \hat{\delta}_\epsilon \leq \delta \) (respectively, \( \hat{\delta}_\delta \leq \epsilon \)), thus establishing bounds on the power of any such procedure. Conversely, combining part (c) (respectively, part (d)) of Proposition 1 with the Binomial test \( \hat{T}_{\epsilon, \delta} \) constructed in Section 3.1 offers a simple construction for an estimator \( \hat{\delta}_\epsilon \) (respectively, \( \hat{\delta}_\delta \)) satisfying the validity condition (4.2) (respectively, (4.3)).

4.2 The role of uncountability

Our optimality result (Theorem 2) is stated in the setting of data \((X, Y) \in \mathbb{R}^d \times \mathbb{R}\). While it is not necessary for the feature and response to lie in \( \mathbb{R}^d \) and in \( \mathbb{R} \) specifically, our proof does rely on the uncountability of these spaces. Specifically, the proof of the theorem relies on finding a point \( x_\ast \) in the feature space \( \mathbb{R}^d \), and/or a point \( y_\ast \) in the response space \( \mathbb{R} \), which has zero probability of being observed at any point throughout the course of the black-box testing procedure (i.e., at any stage of Definition 2). We then define the perturbed distribution \( P' \) to place a small probability at \( x_\ast \) and/or \( y_\ast \), and define the perturbed algorithm \( A' \) to output a corrupted model if the input data includes \( x_\ast \) and/or \( y_\ast \). In particular, establishing the existence of such a point relies on the uncountability of the feature space \( \mathbb{R}^d \) (for finding \( x_\ast \)) or of the response space \( \mathbb{R} \) (for finding \( y_\ast \)).

Of course, in practice, many applied problems have either the features or the response (or both) lying in a countable space. If the support of \( X \) or \( Y \) is extremely large (e.g., a real-valued quantity rounded to floating point precision), then we would expect the same type of bound on power to still hold (see Section 5.1 for further discussion). In other settings, however, we might have a discrete random variable with a small support—for instance, an image classification task with a real-valued image \( X \in [0, 1]^d \) as the feature and a binary label \( Y \in \{0, 1\} \) as the response. In this setting, the proof technique of finding \( x_\ast \) or \( y_\ast \) can no longer be carried out.

However, we can split into cases to obtain partial results. Specifically, suppose we observe data points \((X, Y) \in X \times Y \) for some feature space \( X \subseteq \mathbb{R}^d \) and some response space \( Y \subseteq \mathbb{R} \). The black-box test \( \hat{T}_{\epsilon, \delta} \) is then only required to satisfy validity (2.2) with respect to algorithms that train on data lying in \( X \times Y \). If \( Y \) is assumed to be uncountable, then we can show (via the relevant part of the proof of Theorem 2) that power is bounded as

\[
\mathbb{P} \left\{ \hat{T}_{\epsilon, \delta} = 1 \right\} \leq \left\{ \alpha \cdot \left( \frac{1 - \delta^*}{1 - \delta} \right)^{N_{\ell} / n} \right\} \wedge 1.
\] (4.4)
If instead $X$ is assumed to be uncountable, then we can show (via the relevant part of the proof of Theorem 2) that power is bounded as

$$\mathbb{P}\left\{ \hat{T}_{e,\delta} = 1 \right\} \leq \alpha \cdot \left( \frac{1 - \delta^*}{1 - \delta} \right)^{(N_e + Na)/(n+1)} \wedge 1. \quad (4.5)$$

Of course, if $X$ and $Y$ are both uncountable, then combining these two upper bounds yields the previous result (3.4).

### 4.3 Tests for restricted model classes

Our optimality result (Theorem 2) also exploits our agnosticism about $A$, such as our unwillingness to make assumptions about the model class $\mathcal{M}_{d,*} \subseteq \mathcal{M}_d$ that $A$ maps onto. However, it is not uncommon to have additional knowledge about the kind of models $A$ produces, and in some settings these models might even be known to lie in a simple class (e.g., linear functions). This opens up the possibility of constructing a test of stability that makes use of this extra information: can we gain power, and avoid the upper bound of Theorem 2, by leveraging information about the types of functions $\hat{\mu}$ that can be returned by $A$? Since model class complexity has long been central to our understanding of the difficulty of various statistical learning problems, and we may expect it to play some role here as well.

Surprisingly, we find that restricting our attention to only those algorithms producing models in some specific class does little to improve our power, even for extremely simple classes such as the class of all constant models or of all linear models. This is because the difficulty of our black-box testing framework stems mostly from the fact that the algorithm $A$ itself is a black box that may be arbitrarily complex, while the complexity of the fitted function $\hat{\mu}$ plays only a minor role in the hardness of the testing problem.

#### 4.3.1 Black-box tests for transparent models

Before we can re-analyze the power, we introduce a more potent variant of the black-box testing strategy in which the final decision $\hat{T} \in \{0,1\}$ is computed as a direct function of observed fitted models $\hat{\mu}^{(r)}$’s (although these models themselves are still obtained by evaluating $A$ on different labeled datasets $\mathcal{D}_l^{(r)}$’s). We can think of such a test as having the ability to “see through” any $\hat{\mu}$ without being able to do the same for $A$, and thus we refer to this as the “transparent model” setting.

**Definition 3** (Black-box tests for transparent models). We say that $\hat{T}$ is a black-box test for transparent models if for some functions $f^{(1)}, f^{(2)}, \ldots$ and $g$, it can be defined in the following way:

1. At the initial stage $r = 1$,

   (a) Generate a labeled dataset $\mathcal{D}_l^{(1)} \in \mathcal{D}_l$ and a randomization term $\xi^{(1)}$ as a (possibly randomized) function of the input datasets:

   $$\left( \mathcal{D}_l^{(1)}, \xi^{(1)} \right) = f^{(1)} [\mathcal{D}_l, \mathcal{D}_u, \xi^{(1)}],$$
where $\zeta^{(1)} \sim \text{Uniform}[0,1]$.

(b) Fit a model using the generated labeled data $\mathcal{D}^{(1)}_{\ell}: \hat{\mu}^{(1)} = A \left[ \mathcal{D}^{(1)}_{\ell}, \zeta^{(1)} \right].$

2. At each stage $r = 2, 3, \ldots,$

(a) Generate a labeled dataset $\mathcal{D}^{(r)}_{\ell} \in \mathcal{D}_{\ell}$ and a randomization term $\zeta^{(r)}$ as a (possibly randomized) function of all the datasets and fitted models observed so far:

$$\left( \mathcal{D}^{(r)}_{\ell}, \zeta^{(r)} \right) = f^{(r)} \left[ \mathcal{D}_{\ell}, \mathcal{D}_u, \left( \mathcal{D}^{(s)}_{\ell} \right)_{s=1}^{r-1}, (\hat{\mu}^{(s)}_{\ell})_{s=1}^{r-1}, (\zeta^{(s)})_{s=1}^{r-1}, (\xi^{(s)})_{s=1}^{r-1}, \zeta^{(r)} \right],$$

where $\zeta^{(r)} \sim \text{Uniform}[0,1]$.

(b) Fit a model using the generated labeled data $\mathcal{D}^{(r)}_{\ell}: \hat{\mu}^{(r)} = A \left[ \mathcal{D}^{(r)}_{\ell}, \zeta^{(r)} \right].$

3. Compute the output $\hat{T} \in \{0,1\}$ as a (possibly randomized) function of the sequence of generated datasets and fitted models:

$$\hat{T} = g \left[ \mathcal{D}_{\ell}, \mathcal{D}_u, \left( \mathcal{D}^{(r)}_{\ell} \right)_{r \geq 1}, (\hat{\mu}^{(r)})_{r \geq 1}, (\zeta^{(r)})_{r \geq 1}, (\xi^{(r)})_{r \geq 1}, \zeta \right],$$

where $\zeta \sim \text{Uniform}[0,1].$\footnote{We cannot assume that $f^{(1)}, f^{(2)}, \ldots, g$ are measurable because we are not treating $\mathcal{M}_d$ as a measure space. However, we instead assume that the functions $f^{(1)}, f^{(2)}, \ldots, g$ must be chosen such that the resulting map $(\mathcal{D}_{\ell}, \mathcal{D}_u, \zeta_1, \zeta_2, \ldots, \zeta) \mapsto \hat{T} \in \{0,1\}$ is measurable.}

Compare this to Definition 2 there, the fitted models $\hat{\mu}^{(r)}$ could only be observed indirectly, through evaluations of each $\hat{\mu}^{(r)}$ on different generated unlabeled data $\mathcal{D}_{\ell}^{(r)}$, while in this new setting, $\hat{\mu}^{(r)}$ can be observed directly. On the other hand, both here and in Definition 2 the algorithm $A$ can only be studied through evaluations on different generated labeled datasets $\mathcal{D}_{\ell}^{(r)}$ to obtain models $\hat{\mu}^{(r)}$.

Even with this additional capability to examine fitted models $\hat{\mu}$ analytically, our next result shows that tests required to satisfy the assumption-free validity condition \[2.2\] for all algorithms show only a miniscule improvement in achievable power.

**Theorem 3.** Fix any parameters $\epsilon \geq 0$ and $\delta \in [0,1)$, any desired error level $\alpha \in (0,1)$, and any integers $n \geq 2$ and $N_{\ell}, N_u \geq 0$. Let $\hat{T}_{\epsilon,\delta}$ be any any black-box test for transparent models as in Definition 3, satisfying assumption-free validity \[2.2\] at level $\alpha$—that is, $\hat{T}_{\epsilon,\delta}$ is valid with respect to all algorithms.

Then, for any $(A, P, n)$ that is $(\epsilon, \delta)$-stable (i.e., $T_{\epsilon,\delta}^* = 1$), the power of $\hat{T}_{\epsilon,\delta}$ is bounded as

$$\mathbb{P} \left\{ \hat{T}_{\epsilon,\delta} = 1 \right\} \leq \left\{ \alpha \cdot \left( \frac{1 - \delta^*}{1 - \delta} \right)^{\kappa_{\ell}} \right\} \wedge 1,$$  \hspace{1cm} (4.6)

where $\kappa_{\ell} = \kappa_{\ell}(n, N_{\ell}) = N_{\ell}/n$, and $\delta^*$ is defined as in \[5.1\].
This result is proved in Appendix D. Note that this upper bound is identical to the bound \((4.4)\) obtained in the setting where the feature vector \(X\) lies in a countable space (but \(Y\) is still assumed to lie in an uncountable space). Indeed, the connection is straightforward: if \(X\) lies in a countable space, then according to our definition of a black-box test (Definition 2, which allows countably infinitely many evaluations of each \(\hat{\mu}\)), it is in principle possible to evaluate \(\hat{\mu}(x)\) for every possible feature vector \(x\)—and so we are essentially in the transparent-model setting whenever \(X\) lies in a countable space.

In practice, labeled data tend to be more scarce than unlabeled data, so we would expect \(N_\ell/n < (N_\ell + N_u)/(n + 1)\). If this is the case, then \(\kappa_\ell = \kappa\), and there is no benefit from using a black-box test for transparent models in place of a complete black-box test. Even in the rare case that \((N_\ell + N_u)/(n + 1)\) is the smaller ratio, because \(\kappa_\ell \leq \kappa \cdot (n + 1)/n\), the improved upper bound \((4.9)\) is only incrementally higher than the previous upper bound \((3.4)\).

4.3.2 Black-box tests for constrained models

Theorem 3 says that even when a black-box test has the capability to “see through” any fitted model, this capability translates to only a mild improvement in terms of power, if the test is required to be valid for all algorithms \(A\) (as well as for all probability distributions \(P\) and sample sizes \(n\)).

However, in settings where \(A\) is known to always return fitted models \(\hat{\mu}\) from a particular class, it does not seem necessary to require our test to be valid over all algorithms \(A\). Instead, we will now ask about the fundamental limits of black-box testing when we restrict to only those algorithms that produce models in a particular class. For example, if it is known that our black-box algorithm \(A\) always returns linear models, then we can use a test that is guaranteed to be valid for all algorithms \(A\) returning linear models. This is arguably a more sensible goal, and because we are requiring less of our test, it seems reasonable to hope for an improvement in power.

Given a model class \(\mathcal{M}_{d,*} \subseteq \mathcal{M}_d\), let \(\mathfrak{A}_{\mathcal{M}_{d,*}}\) be the set of algorithms that map into \(\mathcal{M}_{d,*}\), i.e., if \(A \in \mathfrak{A}_{\mathcal{M}_{d,*}}\), then \(\hat{\mu} = A[D; \xi] \in \mathcal{M}_{d,*}\) for any labeled dataset \(D\) and any randomization term \(\xi\). Then, we say that a test \(\hat{T}_{\epsilon,\delta}\) is valid at level \(\alpha\) restricted to the model class \(\mathcal{M}_{d,*}\) if

\[
\Pr\left\{\hat{T}_{\epsilon,\delta} = 1\right\} \leq \alpha.
\]

(4.7)

To prove a result analogous to Theorems 2 and 3, we need one condition on the model class \(\mathcal{M}_{d,*}\):

For any \(m \geq 1\) and \(t, L > 0\), there is a symmetric function \(M : (\mathcal{M}_{d,*})^m \rightarrow \mathcal{M}_{d,*}\) such that, for all \(\mu_1, \ldots, \mu_m \in \mathcal{M}_{d,*}\), the function \(\mu = M(\mu_1, \ldots, \mu_m)\) satisfies \(\mu(x) > t + \max_{i=1,\ldots,m} \{\mu_i(x)\}\) for all \(\|x\|_2 \leq L\).

(4.8)

This is a mild condition. In particular, it is satisfied by any continuous class that includes all constant functions because we can take \(M(\mu_1, \ldots, \mu_m)\) to be the constant function
\[ \mu(x) = 1 + t + \max_{i=1,\ldots,m} \{\sup_{x' : \|x'\|_2 \leq L} \mu_i(x')\} \]. For example, the class of all linear functions satisfies (4.8).

**Theorem 4.** Fix any parameters \( \epsilon \geq 0 \) and \( \delta \in [0, 1) \), any desired error level \( \alpha \in (0, 1) \), and any integers \( n \geq 2 \) and \( N_\ell, N_u \geq 0 \). Let \( \hat{T}_{\epsilon, \delta} \) be any black-box test for transparent models as in Definition 3 satisfying assumption-free validity (4.7) at level \( \alpha \) with respect to a constrained model class \( \mathcal{M}_d, \ast \) satisfying (4.8).

Then, for any \( (A, P, n) \) with \( A \in \mathfrak{M}_d, \ast \) that is \( (\epsilon, \delta) \)-stable (i.e., \( T_{\epsilon, \delta}^* = 1 \)), the power of \( \hat{T}_{\epsilon, \delta} \) is bounded as

\[ P\{\hat{T}_{\epsilon, \delta} = 1\} \leq \alpha \cdot \left( \frac{1 - \delta^*}{1 - \delta} \right)^{\kappa_\ell} \land 1, \quad (4.9) \]

where \( \kappa_\ell = \kappa_\ell(n, N_\ell) = N_\ell/n \), and \( \delta^* \) is defined as in (3.1).

This result is proved in Appendix D. Note that this is the same bound as in Theorem 3—in other words, knowing the class of models \( \mathcal{M}_d, \ast \) that \( A \) maps into, and requiring our test to only be valid with respect to this class, leads to no improvement in the upper bound on power. Ultimately, the challenge of the black-box testing framework lies in the fact that it is the model fitting process \( A \) itself which is a black box. Comparing our various results, we conclude that treating the fitted functions \( \hat{\mu} \) as black boxes (as in Theorem 2), or as transparent or constrained functions (as in Theorems 3 and 4), has little effect on the difficulty of the problem.

### 5 Discussion

In this work, we have shown a universal bound on the power achievable by any black-box test of stability (Theorem 2), and have seen that, surprisingly, in some regimes the maximum power is achieved by a simple Binomial test that only calls the algorithm twice for each batch of \( n \) labeled data points and one unlabeled test point (Theorem 1). This shows that, in a setting with limited available data, it is essentially impossible to test stability in the black-box setting with power that’s substantially better than random. To conclude, we will now discuss some open questions and further directions for exploration.

#### 5.1 The role of uncountability, revisited

As discussed in Section 4.2 earlier, our upper bound in Theorem 2 relies on uncountability of the feature space \( \mathbb{R}^d \) and the response space \( \mathbb{R} \). If instead the data lies in some space \( X \times Y \), where only \( Y \) or only \( X \) is uncountable, then the partial results (4.4) and (4.5) can instead be obtained. On the other hand, if \( X \) and \( Y \) are both countable, then none of our upper bounds apply, since we can exhaustively test all possible datasets with countably many calls to \( A \).

Note that this setting is different than simply assuming that \( X \) or \( Y \) is discrete but not assuming a known support. For example, if we assume \( (X, Y) \in \mathbb{R}^d \times \mathbb{R} \) is discrete but has an unknown support, then even if we require the validity statement (2.2) to hold
only for triples \((\mathcal{A}, P, n)\) where \(P\) is a discrete distribution on \(\mathbb{R}^d \times \mathbb{R}\), the same upper bound on power given in Theorem 2 will still hold.

However, it is worth noting that our definition of a black-box test allowed for countably infinitely many calls to \(\mathcal{A}\) and/or evaluations of fitted models \(\hat{\mu}\), which is of course not feasible in practice. An interesting question remains: if \(X\) and \(Y\) are countable but have large (or infinite) supports, then we would expect that a finite computational budget for our black-box test would lead to similar bounds on power. In particular, in any practical setting, real-valued data are stored in a discretized way, e.g., with floating-point precision. This means that all spaces are, technically, countable, but the support size is so vast that we expect the problem to behave essentially like the uncountable setting because computational constraints prohibit us from trying every possible value (at floating-point precision) of the data. Our proof technique for establishing the power bound of Theorem 2 could then be extended to this setting, to quantify the tradeoff between the support size of \(X\) and/or \(Y\) versus the computational budget bounding how many times \(\mathcal{A}\) can be called. We leave this important question for future work.

### 5.2 Data-conditional stability

We have just seen that it is essentially impossible to test whether \(\mathcal{A}\) is stable at sample size \(n\), if \(N_\ell = n\) is the number of labeled data points available for the test. However, if the reason that we want to test stability is for verifying that predictive inference methods such as jackknife can be applied to \(\mathcal{A}\), testing whether \((\mathcal{A}, P, n)\) is \((\epsilon, \delta)\)-stable may be too strong of a goal. Specifically, given a training dataset \((X_1, Y_1), \ldots, (X_n, Y_n)\) and a test point \((X_{n+1}, Y_{n+1})\) (where \(Y_{n+1}\) is of course unobserved, since it is the target of predictive inference), examining the proof of Barber et al. [2021, Theorem 5] we see that the predictive coverage of the jackknife method relies on bounding

\[
|\hat{\mu}_{n; -i}(X_i) - \hat{\mu}_{n+1; -i}(X_i)|
\]  

(5.1)

where \(\hat{\mu}_{n; -i}\) denotes the model fitted by running \(\mathcal{A}\) on data points \((X_j, Y_j) : 1 \leq j \leq n, \ j \neq i\) and \(\hat{\mu}_{n+1; -i}\) denotes the model fitted by running \(\mathcal{A}\) on data points \((X_j, Y_j) : 1 \leq j \leq n + 1, \ j \neq i\).

Requiring stability of \((\mathcal{A}, P, n)\), as in Definition 1, ensures that the quantity (5.1) is small with high probability over a random draw of the entire dataset. On the other hand, when using stability in the proof of the jackknife’s predictive coverage, we only need to know that the quantity (5.1) is small on the actual dataset, which we are able to observe with the exception of the last point \(n + 1\). In other words, we only need to test whether \(\mathcal{A}\) is stable with respect to a random draw of this single last data point (and we can condition on the observed data). This notion of “data-conditional stability” appears to be a weaker property than the (unconditional) stability property of Definition 1 and therefore it may be possible to test this conditional property with higher power than the bounds established in Theorem 2. We leave this question for future work.
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As calculated in Section 3.1, we have shown that, for any algorithm $A$ and distribution $P$, it holds that $B \sim \text{Binomial}(\lfloor \kappa \rfloor, \delta^*)$ (note that this distribution depends on $(A, P, n)$ implicitly via the parameters $\kappa$ and $\delta^*$).

Next, we check validity, meaning that we need to show that whenever $T^*_{\epsilon, \delta} = 0$, we have
\( \mathbb{P}\{\hat{T}_{\epsilon,\delta} = 1\} \leq \alpha \). By definition, \( T_{\epsilon,\delta}^* = 0 \) implies that \( \delta^*_\epsilon > \delta \), and so we have

\[
\mathbb{P}\left\{ \hat{T}_{\epsilon,\delta} = 1 \right\} = \mathbb{P}\left\{ B < k^*_{\kappa,\delta} \right\} + a^*_{\kappa,\delta} \cdot \mathbb{P}\left\{ B = k^*_{\kappa,\delta} \right\}
\]

\[
= (1 - a^*_{\kappa,\delta}) \cdot \mathbb{P}\left\{ B < k^*_{\kappa,\delta} \right\} + a^*_{\kappa,\delta} \cdot \mathbb{P}\left\{ B \leq k^*_{\kappa,\delta} \right\}
\]

\[
\leq (1 - a^*_{\kappa,\delta}) \cdot \mathbb{P}\left\{ \text{Binomial}(\lfloor \kappa \rfloor, \delta) < k^*_{\kappa,\delta} \right\} + a^*_{\kappa,\delta} \cdot \mathbb{P}\left\{ \text{Binomial}(\lfloor \kappa \rfloor, \delta) \leq k^*_{\kappa,\delta} \right\}
\]

\[
= \alpha.
\]

In the above, the inequality of the next-to-last step is because \( \delta^*_\epsilon > \delta \), and hence, the Binomial(\( \lfloor \kappa \rfloor \), \( \delta \)) distribution is stochastically smaller than the distribution of \( B \sim \text{Binomial}(\lfloor \kappa \rfloor, \delta^*_\epsilon) \). The equality of the last step is a direct consequence of the definitions of \( k^*_{\kappa,\delta} \) and of \( a^*_{\kappa,\delta} \).

Finally, we calculate power in the case that \( T_{\epsilon,\delta}^* = 1 \), for the special case \( \delta \leq 1 - \alpha^{1/\lfloor \kappa \rfloor} \) or \( \delta^*_\epsilon = 0 \). If \( \delta \leq 1 - \alpha^{1/\lfloor \kappa \rfloor} \), then \( k^*_{\kappa,\delta} = 0 \), and so we have

\[
\mathbb{P}\left\{ \hat{T}_{\epsilon,\delta} = 1 \right\} = a^*_{\kappa,\delta} \cdot \mathbb{P}\left\{ B = 0 \right\} = a^*_{\kappa,\delta} \cdot \mathbb{P}\left\{ \text{Binomial}(\lfloor \kappa \rfloor, \delta^*_\epsilon) = 0 \right\}
\]

\[
= \alpha \cdot \frac{\mathbb{P}\left\{ \text{Binomial}(\lfloor \kappa \rfloor, \delta^*_\epsilon) = 0 \right\}}{\mathbb{P}\left\{ \text{Binomial}(\lfloor \kappa \rfloor, \delta) = 0 \right\}} = \alpha \cdot \left( \frac{1 - \delta^*_\epsilon}{1 - \delta} \right)^{\lfloor \kappa \rfloor}
\]

\[
\leq \alpha \cdot \left( \frac{1 - \delta^*_\epsilon}{1 - \delta} \right)^{\lfloor \kappa \rfloor} \wedge 1,
\]

where the third equality holds by definition of \( a^*_{\kappa,\delta} \), and the last equality holds since \( \delta \leq 1 - \alpha^{1/\lfloor \kappa \rfloor} \) implies \( \alpha \cdot \{(1 - \delta^*_\epsilon)/(1 - \delta)\}^{\lfloor \kappa \rfloor} \leq \alpha/(1 - \delta)^{\lfloor \kappa \rfloor} \leq 1 \). Otherwise, we have that \( \delta^*_\epsilon = 0 \) but \( \delta > 1 - \alpha^{1/\lfloor \kappa \rfloor} \). This implies \( B = 0 \) almost surely and \( k^*_{\kappa,\delta} > 0 \). Therefore,

\[
\mathbb{P}\left\{ \hat{T}_{\epsilon,\delta} = 1 \right\} = \mathbb{P}\left\{ B < k^*_{\kappa,\delta} \right\} + a^*_{\kappa,\delta} \cdot \mathbb{P}\left\{ B = k^*_{\kappa,\delta} \right\} = 1 = \alpha \cdot \left( \frac{1 - \delta^*_\epsilon}{1 - \delta} \right)^{\lfloor \kappa \rfloor} \wedge 1,
\]

where the last step holds since \( \delta^*_\epsilon = 0 \) and \( \delta > 1 - \alpha^{1/\lfloor \kappa \rfloor} \) implies \( \alpha \cdot \{(1 - \delta^*_\epsilon)/(1 - \delta)\}^{\lfloor \kappa \rfloor} = \alpha/(1 - \delta)^{\lfloor \kappa \rfloor} > 1 \).

**B Proof of Theorem 2**

To prove (B.1), by definition of \( \kappa \), it is equivalent to show that

\[
\mathbb{P}\left\{ \hat{T}_{\epsilon,\delta}(\mathcal{A}, \mathcal{D}_\ell, \mathcal{D}_u) = 1 \right\} \leq \alpha \cdot \left( \frac{1 - \delta^*_\epsilon}{1 - \delta} \right)^{N_\ell/n} \tag{B.1}
\]

and that

\[
\mathbb{P}\left\{ \hat{T}_{\epsilon,\delta}(\mathcal{A}, \mathcal{D}_\ell, \mathcal{D}_u) = 1 \right\} \leq \alpha \cdot \left( \frac{1 - \delta^*_\epsilon}{1 - \delta} \right)^{(N_\ell + N_u)/(n+1)} \tag{B.2}
\]

The first inequality (B.1) shows the bound on power that is due to the limited amount of labeled data, while the second inequality (B.2) shows the bound on power that is due to
the limited amount of unlabeled data (since the total available number of draws of $X$ is equal to $N_L + N_u$).

The proofs of (B.1) and (B.2) both follow the same general recipe. The key idea of each proof is to construct an algorithm $\mathcal{A}'$ and a data distribution $P'$ where $(\mathcal{A}', P', n)$ is not $(\epsilon, \delta)$-stable, but with $\mathcal{A}'$ and $P'$ sufficiently similar to $\mathcal{A}$ and $P$ so that $(\mathcal{A}, P, n)$ and $(\mathcal{A}', P', n)$ are difficult to distinguish using the limited available data. The constructions will follow a shared structure:

- We will construct $\mathcal{A}'$ and $P'$ so that

$$ (\mathcal{A}', P', n) \text{ does not satisfy } (\epsilon, \delta)-\text{stability}, \quad (B.3) $$

and therefore, since $\hat{T}_{\epsilon, \delta}$ satisfies the validity condition (2.2), we must have

$$ \mathbb{P}\left\{ \hat{T}_{\epsilon, \delta}(\mathcal{A}', D'_L, D'_U) = 1 \right\} \leq \alpha, \quad (B.4) $$

where $(D'_L, D'_U)$ are drawn from $P'$ (i.e., $D'_L$ consists of $N_L$ many labeled points drawn i.i.d. from $P'$, and $D'_U$ consists of $N_u$ many unlabeled points drawn i.i.d. from the marginal distribution $P'_X$).

- Distribution $P'$ is constructed to be similar to $P$, by defining it as a mixture model of the form

$$ P' = (1 - c) \cdot P + c \cdot P_1 $$

for some other distribution $P_1$ on $\mathbb{R}^d \times \mathbb{R}$.

With this definition, we can couple the processes of drawing data from $P$ and drawing data from $P'$. Specifically, suppose datasets $(D_L, D_U)$ are drawn from $P$ and datasets $(D'_L, D'_U)$ are drawn from $P'$. Then, by definition of $P'$, we can construct a coupling of $(D_L, D_U)$ and $(D'_L, D'_U)$ such that

$$ \mathbb{P}\left\{ (D'_L, D'_U) = (D_L, D_U) \mid (D_L, D_U) \right\} \geq (1 - c)^{N_L + N_U}. \quad (B.5) $$

Moreover, if $P_1$ and $P$ have the same marginal distribution of $X$, then the two distributions differ only on the labeled samples, and so we will instead have

$$ \mathbb{P}\left\{ (D'_L, D'_U) = (D_L, D_U) \mid (D_L, D_U) \right\} \geq (1 - c)^{N_L}. \quad (B.6) $$

- Algorithm $\mathcal{A}'$ is constructed to be similar to $\mathcal{A}$, in the following sense. For datasets $(D_L, D_U)$ drawn from $P$, we will design $\mathcal{A}'$ to satisfy

$$ \mathbb{P}\left\{ \hat{T}_{\epsilon, \delta}(\mathcal{A}, D_L, D_U) = \hat{T}_{\epsilon, \delta}(\mathcal{A}', D_L, D_U) \right\} = 1, \quad (B.7) $$

i.e., running the test $\hat{T}_{\epsilon, \delta}$ using algorithm $\mathcal{A}$ or using algorithm $\mathcal{A}'$ will result in the same answer almost surely when $\hat{T}_{\epsilon, \delta}$ is computed using the same randomization terms $\zeta^{(1)}, \zeta^{(2)}, \ldots, \zeta$ (see Definition 2). (On the other hand, $\mathcal{A}'$ might not yield the
same result as $A$ for some adversarial choices of the data that have zero probability under $P$.)

Combining (B.7) with (B.4) and (B.5) yields

$$\alpha \geq \mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A', D'_\ell, D'_{u}) = 1 \right\}$$

$$= \mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A', D'_\ell, D'_{u}) = 1, (D'_\ell, D'_{u}) = (D_\ell, D_{u}) \right\}$$

$$\geq \mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A', D'_\ell, D'_{u}) = 1 \right\} \cdot \mathbb{P}\left\{ (D'_\ell, D'_{u}) = (D_\ell, D_{u}) \mid \widehat{T}_{\ell,\delta}(A', D'_\ell, D'_{u}) = 1 \right\}$$

$$\geq \mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A, D'_\ell, D_{u}) = 1 \right\} \cdot (1 - c)^{N_{\ell} + N_{u}}.$$

Here, the last step holds since

$$\mathbb{P}\left\{ (D'_\ell, D'_{u}) = (D_\ell, D_{u}) \mid \widehat{T}_{\ell,\delta}(A', D'_\ell, D'_{u}) = 1 \right\} = 1$$

where the second step holds since $(D'_\ell, D'_{u})$ is independent of $\zeta^{(1)}, \zeta^{(2)}, \ldots, \zeta$ conditional on $(D_\ell, D_{u})$ by construction, while the third step applies (B.5). Rearranging terms in our work above, we have therefore established that

$$\mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A, D'_\ell, D_{u}) = 1 \right\} \leq \alpha \cdot (1 - c)^{-(N_{\ell} + N_{u})}. \quad (B.8)$$

For the case that $P_1$ and $P$ have the same marginal distribution of $X$, combining (B.7) with (B.4) and (B.6) yields

$$\alpha \geq \mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A', D'_\ell, D'_{u}) = 1 \right\} \geq \mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A', D'_\ell, D'_{u}) = 1 \right\} \cdot (1 - c)^{N_{\ell}}$$

with an analogous calculation, and so for this case, we have established that

$$\mathbb{P}\left\{ \widehat{T}_{\ell,\delta}(A, D'_\ell, D_{u}) = 1 \right\} \leq \alpha \cdot (1 - c)^{-N_{\ell}}. \quad (B.9)$$

Finally, to prove the bound (B.1), by examining (B.9) we see that it suffices to prove that

For any $c > 1 - \left( \frac{1 - \delta}{1 - \delta^*} \right)^{1/n}$, we can choose $P_1$ and $A'$ such that

$$(P_1)_X = P_X$$

and both (B.3) and (B.7) hold. \quad (B.10)
Similarly, to prove the bound (B.2), by examining (B.8) we see that it suffices to prove that

$$\text{For any } c > 1 - \left( \frac{1 - \delta}{1 - \delta_*} \right)^{1/(n+1)} \text{, we can choose } P_1 \text{ and } A' \text{ such that}$$

both (B.3) and (B.7) hold. (B.11)

To complete the proof, we will now give explicit constructions of $P_1$ and $A'$ to verify each of these claims.

### B.1 Proof of (B.10)

Consider the datasets $(D_\ell, D_u)$ drawn from $P$, and the datasets $(D^{(1)}_\ell, D^{(1)}_u), (D^{(2)}_\ell, D^{(2)}_u), \ldots$ generated by running the test $\hat{T}_{\epsilon, \delta}$ on input datasets $(D_\ell, D_u)$ using algorithm $A$. Write

$$D_\ell = \{(X_1, Y_1), \ldots, (X_{N_\ell}, Y_{N_\ell})\}, \quad D_u = (X_{N_\ell+1}, \ldots, X_{N_\ell+N_u}),$$

and for each $r \geq 1$ write

$$D^{(r)}_\ell = \{(X^{(r)}_1, Y^{(r)}_1), \ldots, (X^{(r)}_{N^{(r)}_\ell}, Y^{(r)}_{N^{(r)}_\ell})\}, \quad D^{(r)}_u = (X^{(r)}_{N^{(r)}_\ell+1}, \ldots, X^{(r)}_{N^{(r)}_\ell+N^{(r)}_u}).$$

(Note that $N^{(r)}_\ell, N^{(r)}_u$ might be random, but are required to be finite almost surely.)

Define

$$\mathcal{Y} = \left\{ Y_1, \ldots, Y_{N_\ell}, Y^{(1)}_1, \ldots, Y^{(1)}_{N^{(1)}_\ell}, Y^{(2)}_1, \ldots \right\} \subset \mathbb{R},$$

the set of all $Y$ values that are observed at any point when running the test. We claim that there exists some $y_\ast \in \mathbb{R}$ such that

$$\mathbb{P}\{y_\ast \in \mathcal{Y}\} = 0. \tag{B.12}$$

To see why, consider any $y \in \mathbb{R}$. Then, by the union bound,

$$\mathbb{P}\{y \in \mathcal{Y}\} \leq \sum_{i=1}^{n} \mathbb{P}\{Y_i = y\} + \sum_{r \geq 1} \sum_{i \geq 1} \mathbb{P}\left\{ N^{(r)}_\ell \geq i \text{ and } Y^{(r)}_i = y \right\}.$$  

Clearly, for each term in the sum, there are at most countably infinitely many values $y \in \mathbb{R}$ for which the corresponding probability term is positive. Therefore in total, there are only countably many $y \in \mathbb{R}$ for which the probability $\mathbb{P}\{y \in \mathcal{Y}\}$ is positive. This implies that some $y_\ast$ satisfying (B.12) must exist.

Next, we define $P' = (1 - c) \cdot P + c \cdot P_1$ for

$$P_1 = P_X \times \delta_{y_\ast},$$

where $\delta_{y_\ast}$ is the point mass at $y_\ast$. In other words, $P_1$ is defined by drawing $X$ from $P_X$ (the marginal distribution of $X$ under $P$), and then setting $Y = y_\ast$ deterministically. Clearly, $P_1$ and $P$ have the same marginal distribution of $X$ by definition.
Next, we define the algorithm $\mathcal{A}'$. For a labeled dataset $\mathcal{D} = \{(x_1, y_1), \ldots, (x_m, y_m)\}$, let $|\mathcal{D}| = m$ be its cardinality, and let $\mathcal{D}_{-m} = \{(x_1, y_1), \ldots, (x_{m-1}, y_{m-1})\}$ be the dataset with the last point removed, and for any $\sigma \in \mathcal{S}_m$ (where $\mathcal{S}_m$ is the set of permutations on $\{1, \ldots, m\}$), let $\mathcal{D}_\sigma$ denote the dataset permuted via $\sigma$, i.e., $(x_{\sigma(1)}, y_{\sigma(1)}), \ldots, (x_{\sigma(m)}, y_{\sigma(m)})$.

$\mathcal{A}'[\mathcal{D}; \xi]$ is then defined as follows. For any test point $x \in \mathbb{R}^d$, the outputted prediction is given by

$$
\mathcal{A}'[\mathcal{D}; \xi] (x) = \begin{cases} 
\mathcal{A}_1[\mathcal{D}; \xi] (x) & \text{if } |\mathcal{D}| = n \text{ and } \sum_{i=1}^n 1 \{y_i = y_*\} \geq 1, \\
\mathcal{A}[\mathcal{D}; \xi] (x) & \text{otherwise},
\end{cases}
$$

where

$$
\mathcal{A}_1[\mathcal{D}; \xi] (x) = 1 + \epsilon + \max_{\sigma \in \mathcal{S}_m} \mathcal{A}[(\mathcal{D}_\sigma)_{-m}; \xi] (x). \tag{B.13}
$$

This ensures that if $y_* \notin \mathcal{D}$ (i.e., the label $y_*$ is not observed in the data), then the two algorithms $\mathcal{A}$ and $\mathcal{A}'$ yield the same output. On the other hand, if the label $y_*$ is observed at least once in a sample of size $n$, then $\mathcal{A}'$ returns a perturbed output. (Maximizing over permutations $\sigma$ ensures that $\mathcal{A}_1$, and therefore $\mathcal{A}'$, is a symmetric algorithm.)

Let $A_1, \ldots, A_n \overset{i.i.d.}{\sim} \text{Bernoulli}(c)$ be drawn independently from the data $(X_i, Y_i) \overset{i.i.d.}{\sim} P$ and the randomization term $\xi \sim \text{Uniform}[0, 1]$. Then, defining

$$(X'_i, Y'_i) = \begin{cases} 
(X_i, Y_i) & \text{if } A_i = 0, \\
(X_i, y_*) & \text{if } A_i = 1,
\end{cases}$$

for $i = 1, \ldots, n$ yields $n$ i.i.d. draws from $P'$. Defining

$$
\hat{\mu}'_n = \mathcal{A}'[(X'_1, Y'_1), \ldots, (X'_n, Y'_n); \xi], \quad \hat{\mu}'_{n-1} = \mathcal{A}'[(X'_1, Y'_1), \ldots, (X'_{n-1}, Y'_{n-1}); \xi],
$$

we see that by definition of $\mathcal{A}'$, if $\sum_{i=1}^n 1 \{Y'_i = y_*\} \geq 1$ then we must have $|\hat{\mu}'_n(X'_{n+1}) - \hat{\mu}'_{n-1}(X'_{n+1})| \geq 1 + \epsilon > \epsilon$, i.e.,

$$
\mathbb{P} \left\{ |\hat{\mu}'_n(X'_{n+1}) - \hat{\mu}'_{n-1}(X'_{n+1})| > \epsilon \mid \sum_{i=1}^n 1 \{Y'_i = y_*\} \geq 1 \right\} = 1.
$$

Moreover, by definition of $P'$ together with the fact that $\mathbb{P}\{Y = y_*\} = 0$ for $Y \sim P$ (since $\mathbb{P}\{y_* \in \mathcal{Y}\} = 0$), we see that

$$
\mathbb{P} \left\{ \sum_{i=1}^n 1 \{Y'_i = y_*\} \geq 1 \right\} = \mathbb{P} \left\{ \sum_{i=1}^n 1 \{A_i = 1\} \geq 1 \right\} = 1 - (1 - c)^n.
$$

Conversely, $\sum_{i=1}^n 1 \{Y'_i = y_*\} = 0$ holds if and only if $\sum_{i=1}^n 1 \{A_i = 1\} = 0$, and in this
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setting, by definition of \( P' \) and \( A' \), we have

\[
\mathbb{P} \left\{ |\hat{\mu}_n(X'_{n+1}) - \hat{\mu}_{n-1}(X'_{n+1})| > \varepsilon, \sum_{i=1}^{n} 1 \{ Y'_i = y_s \} = 0 \right\}
\]

\[
= \mathbb{P} \left\{ |\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \varepsilon, \sum_{i=1}^{n} 1 \{ A_i = 1 \} = 0 \right\}
\]

\[
= \mathbb{P} \{ |\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \varepsilon \} \mathbb{P} \left\{ \sum_{i=1}^{n} 1 \{ A_i = 1 \} = 0 \right\} = \delta^*_\varepsilon (1 - c)^n,
\]

where in the last step, we have used the definition of \( \delta^*_\varepsilon \), while the next-to-last step uses the fact that \( A_1, \ldots, A_n \) are independent from \((X_1, Y_1), \ldots, (X_n, Y_n), \xi \) by construction, and are therefore independent from \( \hat{\mu}_n(X_{n+1}), \hat{\mu}_{n-1}(X_{n+1}) \). Combining these calculations, we have

\[
\mathbb{P} \left\{ |\hat{\mu}'_n(X'_{n+1}) - \hat{\mu}'_{n-1}(X'_{n+1})| > \varepsilon \right\}
\]

\[
= \mathbb{P} \left\{ |\hat{\mu}'_n(X_{n+1}) - \hat{\mu}'_{n-1}(X_{n+1})| > \varepsilon, \sum_{i=1}^{n} 1 \{ Y'_i = y_s \} \geq 1 \right\}
\]

\[
+ \mathbb{P} \left\{ |\hat{\mu}'_n(X'_{n+1}) - \hat{\mu}'_{n-1}(X'_{n+1})| > \varepsilon, \sum_{i=1}^{n} 1 \{ Y'_i = y_s \} = 0 \right\}
\]

\[
= 1 - (1 - c)^n + \delta^*_\varepsilon (1 - c)^n = 1 - (1 - \delta^*_\varepsilon)(1 - c)^n > \delta,
\]

where the last step holds by our assumption on \( c \). Therefore, \((A', P', n)\) is not \((\varepsilon, \delta)\)-stable, which verifies (B.3).

Finally, we verify (B.7), i.e., we need to check that \( \hat{T}_{\varepsilon, \delta} \) will return the same answer almost surely using \( A' \) as using \( A \) when the input data is drawn from \( P \). By Definition 2 we know that

\[
\hat{T}_{\varepsilon, \delta}(A, D_\ell, D_u) = g \left[ D_\ell, D_u, \left( D^{(r)}_\ell \right)_{r \geq 1}, \left( D^{(r)}_u \right)_{r \geq 1}, \left( \hat{\gamma}^{(r)} \right)_{r \geq 1}, \left( \zeta^{(r)} \right)_{r \geq 1}, \left( \zeta^{(r)} \right)_{r \geq 1} \right]
\]

for some function \( g \), where for each \( r \geq 1 \),

\[
\left( D^{(r)}_\ell, D^{(r)}_u, \zeta^{(r)} \right) = f^{(r)} \left[ D_\ell, D_u, \left( D^{(s)}_\ell \right)_{s \geq 1}, \left( D^{(s)}_u \right)_{s \geq 1}, \left( \hat{\gamma}^{(s)} \right)_{s \geq 1}, \left( \zeta^{(s)} \right)_{s \geq 1}, \left( \zeta^{(s)} \right)_{s \geq 1} \right]
\]

and

\[
\hat{\mu}^{(r)} = \mathcal{A} \left[ D^{(r)}_\ell; \zeta^{(r)} \right], \quad \hat{\gamma}^{(r)} = \hat{\mu}^{(r)} \left[ D^{(r)}_u \right].
\]

Similarly, we have

\[
\hat{T}_{\varepsilon, \delta}(A', D_\ell, D_u) = g \left[ D_\ell, D_u, \left( D^{(r)}_\ell \right)_{r \geq 1}, \left( D^{(r)}_u \right)_{r \geq 1}, \left( \hat{\gamma}^{(r)} \right)_{r \geq 1}, \left( \zeta^{(r)} \right)_{r \geq 1}, \left( \zeta^{(r)} \right)_{r \geq 1} \right]
\]
for the same function \( g \) and the same randomization terms \( \zeta^{(1)}, \zeta^{(2)}, \ldots, \zeta^{(i)} \) \( \iid \) \( \text{Uniform}[0, 1] \), where for each \( r \geq 1 \),

\[
\left( \tilde{D}_r^{(r)}, \tilde{D}_u^{(r)}, \tilde{\zeta}^{(r)} \right) = f^{(r)} \left[ D_r, D_u, \left( \tilde{D}_r^{(s)} \right)_{s=1}^{r-1}, \left( \tilde{D}_u^{(s)} \right)_{s=1}^{r-1}, \left( \tilde{\zeta}^{(s)} \right)_{s=1}^{r-1}, \left( \zeta^{(s)} \right)_{s=1}^{r-1}, \left( \tilde{\zeta}^{(r)} \right)_{s=1}^{r-1}, \zeta^{(r)} \right],
\]

and

\[
\tilde{\mu}^{(r)} = \mathcal{A} \left[ \tilde{D}_r^{(r)}; \tilde{\zeta}^{(r)} \right] \quad \text{and} \quad \tilde{\gamma}^{(r)} = \tilde{\mu}^{(r)} \left[ \tilde{D}_u^{(r)} \right].
\]

We will now verify that, almost surely, for all \( r \geq 1 \) it holds that

\[
\left( D_r^{(r)}, D_u^{(r)}, \zeta^{(r)} \right) = \left( \tilde{D}_r^{(r)}, \tilde{D}_u^{(r)}, \tilde{\zeta}^{(r)} \right), \quad \tilde{\mu}^{(r)} = \tilde{\mu}^{(r)}, \quad \tilde{\gamma}^{(r)} = \tilde{\gamma}^{(r)}.
\] (B.14)

First, consider \( r = 1 \). Then, we have

\[
\left( D_r^{(1)}, D_u^{(1)}, \zeta^{(1)} \right) = f^{(1)} \left[ D_r, D_u, \zeta^{(1)} \right] = \left( \tilde{D}_r^{(1)}, \tilde{D}_u^{(1)}, \tilde{\zeta}^{(1)} \right),
\]

and therefore

\[
\tilde{\mu}^{(1)} = \mathcal{A} \left[ D_r^{(1)}; \zeta^{(1)} \right] = \mathcal{A} \left[ D_r^{(1)}; \zeta^{(1)} \right] = \mathcal{A} \left[ \tilde{D}_r^{(1)}; \tilde{\zeta}^{(1)} \right] = \tilde{\mu}^{(1)},
\]

where, by definition of \( \mathcal{A}' \), the second equality holds on the event that \( Y_i^{(1)} \neq y_s \) for all \( i = 1, \ldots, N_r^{(1)} \), and this event holds almost surely by definition of \( y_s \). So, we have

\[
\tilde{\gamma}^{(1)} = \tilde{\mu}^{(1)} \left[ D_u^{(1)} \right] = \tilde{\mu}^{(1)} \left[ \tilde{D}_u^{(1)} \right] = \tilde{\gamma}^{(1)};
\]

almost surely, which verifies (B.14) for the case \( r = 1 \). Next, consider any \( r' \geq 2 \). Suppose that (B.14) holds for all \( r = 1, \ldots, r' - 1 \). Then,

\[
\left( D_r^{(r')}, D_u^{(r')}, \zeta^{(r')} \right)
= f^{(r')} \left[ D_r, D_u, \left( D_r^{(s)} \right)_{s=1}^{r'-1}, \left( D_u^{(s)} \right)_{s=1}^{r'-1}, \left( \tilde{D}_r^{(s)} \right)_{s=1}^{r'-1}, \left( \tilde{D}_u^{(s)} \right)_{s=1}^{r'-1}, \left( \tilde{\zeta}^{(s)} \right)_{s=1}^{r'-1}, \left( \zeta^{(s)} \right)_{s=1}^{r'-1}, \left( \zeta^{(r')} \right) \right]
= f^{(r')} \left[ D_r, D_u, \left( \tilde{D}_r^{(s)} \right)_{s=1}^{r'-1}, \left( \tilde{D}_u^{(s)} \right)_{s=1}^{r'-1}, \left( \tilde{\zeta}^{(s)} \right)_{s=1}^{r'-1}, \left( \zeta^{(s)} \right)_{s=1}^{r'-1}, \left( \tilde{\zeta}^{(r')} \right)_{s=1}^{r'-1}, \zeta^{(r')} \right]
= \left( \tilde{D}_r^{(r')}, \tilde{D}_u^{(r')}, \tilde{\zeta}^{(r')} \right),
\]

where the second equality holds almost surely by induction. Therefore we have

\[
\tilde{\mu}^{(r')} = \mathcal{A} \left[ D_r^{(r')}; \zeta^{(r')} \right] = \mathcal{A} \left[ D_r^{(r')}; \zeta^{(r')} \right] = \mathcal{A} \left[ \tilde{D}_r^{(r')}; \tilde{\zeta}^{(r')} \right] = \tilde{\mu}^{(r')},
\]

where, by definition of \( \mathcal{A}' \), the second equality holds on the event that \( Y_i^{(r')} \neq y_s \) for all \( i = 1, \ldots, N_r^{(r')} \), and this event holds almost surely by definition of \( y_s \). So, we have

\[
\tilde{\gamma}^{(r')} = \tilde{\mu}^{(r')} \left[ D_u^{(r')} \right] = \tilde{\mu}^{(r')} \left[ \tilde{D}_u^{(r')} \right] = \tilde{\gamma}^{(r')}.
\]
almost surely. Therefore, \((B.14)\) holds almost surely for \(r = r'\). By induction, we see that \((B.14)\) holds almost surely for all \(r \geq 1\), and so

\[
\hat{T}_{\epsilon, \delta}(A, D_\ell, D_u)
\]

holds almost surely. This proves the claim \((B.7)\), and thus completes our proof of \((B.10)\).

**B.2 Proof of \((B.11)\)**

Define

\[
\mathcal{X} = \left\{ X_1, \ldots, X_{N_\ell + N_u}, X^{(1)}_1, \ldots, X^{(1)}_{N_\ell + N_u}, X^{(2)}_1, \ldots \right\} \subset \mathbb{R}^d,
\]

the set of all \(X\) values that are observed at any point when running the test. (Here, the \(X_i\)'s and \(X^{(k)}_i\)'s are defined as in Section \([B.1]\).) Then, there exists some \(x_* \in \mathbb{R}\) such that

\[
P\{ x_* \in \mathcal{X} \} = 0.
\]

The proof of this claim is analogous to the proof of \((B.12)\) in Section \([B.1]\) so we do not repeat the details here. Define \(P' = (1 - c) \cdot P + c \cdot P_1\) for

\[
P_1 = \delta_{x_*} \times P_Y,
\]

where \(\delta_{x_*}\) is the point mass at \(x_*\). In other words, \(P_1\) is defined by drawing \(Y\) from \(P_Y\) (the marginal distribution of \(Y\) under \(P\)), and then setting \(X = x_*\) deterministically.

Next, we define the algorithm \(A'\). For any labeled dataset \(D = ((x_1, y_1), \ldots, (x_m, y_m))\) and any test point \(x \in \mathbb{R}^d\), define

\[
A' [D; \xi] (x) = \begin{cases} A_1 [D; \xi] (x) & \text{if } |D| = n, \text{ and } \sum_{i=1}^n 1 \{ x_i = x_* \} \geq 1 \text{ or } x = x_*, \\ A [D; \xi] (x) & \text{otherwise,} \end{cases}
\]

where \(A_1\) is defined as in \((B.13)\) from before.

Now, we need to verify \((B.3)\), i.e., \((A', P', n)\) is not \((\epsilon, \delta)\)-stable. This proof is similar to the analogous proof in Section \([B.1]\). Let \(A_1, \ldots, A_n \sim \text{Bernoulli}(c)\) be drawn independently from \((X_i, Y_i) \sim P\) and \(\xi \sim \text{Uniform}(0, 1)\). Then, defining

\[
(X'_i, Y'_i) = \begin{cases} (X_i, Y_i) & \text{if } A_i = 0, \\ (x_*, Y_i) & \text{if } A_i = 1, \end{cases}
\]
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for \( i = 1, \ldots, n \) yields \( n \) i.i.d. draws from \( P' \). First, we can observe that if \( \sum_{i=1}^{n+1} \mathbb{1}\{X'_i = x_*\} \geq 1 \) then \( |\hat{\mu}_n'(X'_{n+1}) - \hat{\mu}_{n-1}'(X'_{n+1})| \geq 1 + \epsilon > \epsilon \), i.e.,

\[
P \left( |\hat{\mu}_n'(X'_{n+1}) - \hat{\mu}_{n-1}'(X'_{n+1})| > \epsilon, \sum_{i=1}^{n+1} \mathbb{1}\{X'_i = x_*\} = 0 \right) = \mathbb{P} \left( |\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \epsilon, \sum_{i=1}^{n+1} \mathbb{1}\{A_i = 1\} = 0 \right) \]

We can also calculate

\[
P \left( \sum_{i=1}^{n+1} \mathbb{1}\{X'_i = x_*\} \geq 1 \right) = \mathbb{P} \left( \sum_{i=1}^{n+1} \mathbb{1}\{A_i = 1\} \geq 1 \right) = 1 - (1 - c)^{n+1}.
\]

Next, exactly as in Section B.1, we have

\[
P \left( |\hat{\mu}_n'(X'_{n+1}) - \hat{\mu}_{n-1}'(X'_{n+1})| > \epsilon \right) \mathbb{P} \left( \sum_{i=1}^{n+1} \mathbb{1}\{A_i = 1\} = 0 \right) = \delta^*_c (1 - c)^{n+1}.
\]

Combining these calculations, we obtain

\[
P \left( |\hat{\mu}_n'(X'_{n+1}) - \hat{\mu}_{n-1}'(X'_{n+1})| > \epsilon \right) = \mathbb{P} \left( |\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \epsilon, \sum_{i=1}^{n+1} \mathbb{1}\{X'_i = x_*\} \geq 1 \right) + \mathbb{P} \left( |\hat{\mu}_n'(X'_{n+1}) - \hat{\mu}_{n-1}'(X'_{n+1})| > \epsilon, \sum_{i=1}^{n+1} \mathbb{1}\{X'_i = x_*\} = 0 \right) = 1 - (1 - c)^{n+1} + \delta^*_c (1 - c)^{n+1} = 1 - (1 - \delta^*_c)(1 - c)^{n+1} > \delta,
\]

where the last step holds by our assumption on \( c \). Therefore, \((\mathcal{A}', P', n)\) is not \((\epsilon, \delta)\)-stable, which verifies \( \text{[B.3]} \) for this setting.

It remains to verify \( \text{[B.7]} \). The proof of \( \text{[B.7]} \) for this setting is essentially identical to the analogous statement in Section B.1, so we omit it here.

### C  Proof of Proposition 1

Assume \( T^*_{\epsilon, \delta} = 0 \), i.e., \( \delta < \delta^*_c \) and \( \epsilon < \epsilon^*_c \). To prove part (a), we have

\[
P \left( \hat{T}_{\epsilon, \delta} = 1 \right) = \mathbb{P} \left( \hat{\delta}_c \leq \delta \right) \quad \text{by definition of the test } \hat{T}_{\epsilon, \delta}
\]

\[
\leq \mathbb{P} \left( \hat{\delta}_c < \delta^*_c \right) \quad \text{since } \delta < \delta^*_c
\]

\[
\leq \alpha \quad \text{by assumption-free validity of } \hat{\delta}_c \text{ [4.2].}
\]
Similarly, to prove (b), we have
\[
P\{\hat{T}_{\epsilon, \delta} = 1\} = P\{\hat{\epsilon}_{\delta} \leq \epsilon\} \quad \text{by definition of the test } \hat{T}_{\epsilon, \delta}
\leq P\{\hat{\epsilon}_{\delta} < \epsilon^*_\delta\} \quad \text{since } \epsilon < \epsilon^*_\delta
\leq \alpha \quad \text{by assumption-free validity of } \hat{\epsilon}_{\delta} \text{ (4.3)}.
\]

Next, we prove part (c). We have
\[
P\{\hat{\delta}_\epsilon < \delta^*_\epsilon\} = \sup_{\delta < \delta^*_\epsilon} P\{\hat{T}_{\epsilon, \delta} = 1\} \quad \text{since } \hat{\delta}_\epsilon < \delta \implies \hat{T}_{\epsilon, \delta} = 1 \text{ by definition of } \hat{\delta}_\epsilon
\leq \sup_{\delta < \delta^*_\epsilon} \alpha \quad \text{by assumption-free validity of } \hat{T}_{\epsilon, \delta} \text{ (2.2)}
= \alpha.
\]

Similarly, we verify part (d). We have
\[
P\{\hat{\epsilon}_{\delta} < \epsilon^*_\delta\} = \sup_{\epsilon < \epsilon^*_\delta} P\{\hat{\epsilon}_{\delta} < \epsilon\}
\leq \sup_{\epsilon < \epsilon^*_\delta} P\{\hat{T}_{\epsilon, \delta} = 1\} \quad \text{since } \hat{\epsilon}_{\delta} < \epsilon \implies \hat{T}_{\epsilon, \delta} = 1 \text{ by definition of } \hat{\epsilon}_{\delta}
\leq \sup_{\epsilon < \epsilon^*_\delta} \alpha \quad \text{by assumption-free validity of } \hat{T}_{\epsilon, \delta} \text{ (2.2)}
= \alpha.
\]

D Proofs of Theorems 3 and 4

First, we observe that Theorem 3 is simply a special case of Theorem 4 obtained by taking \(M_{d,*} = M_d\). In particular, the condition (4.8) is satisfied because the function \((\mu_1, \ldots, \mu_m) \mapsto \mu\), where \(\mu(x) = 1 + t + \max_{i=1,\ldots,m} \mu_i(x)\), is an example of \(M\).

Now, we prove Theorem 4. At a high level, the proof is quite similar to the proof of Theorem 2. However, because \(\hat{T}_{\epsilon, \delta}\) is now only guaranteed to satisfy the weaker validity (4.7) (i.e., validity only with respect to algorithms in \(A_{M_{d,*}}\)), our construction \(A'\) must also be a member of \(A_{M_{d,*}}\). Specifically, following the notation defined in the proof of Theorem 2, we need to verify:

For any \(c > 1 - \left(\frac{1 - \delta}{1 - \delta^*_\epsilon}\right)^{1/n}\), we can choose \(P_1\) and \(A' \in A_{M_{d,*}}\) such that
\[
(P_1)_X = P_X \quad \text{and both (B.3) and (B.7) hold.} \tag{D.1}
\]

This is the same as the analogous claim (B.10) appearing in the proof of Theorem 2 except that \(A'\) is now constrained to lie in \(A_{M_{d,*}}\).
As in the proof of (B.10) (in Section B.1), we define \( P' = (1 - c) \cdot P + c \cdot P_1 \) for
\[
P_1 = P_X \times \delta_{y*},
\]
where \( \delta_{y*} \) is the point mass at \( y* \), for some \( y* \) chosen to satisfy (B.12) as before. Clearly, \( P_1 \) and \( P \) have the same marginal distribution of \( X \) by definition.

We now modify our construction of \( \mathcal{A}' \) so that \( \mathcal{A}' \in \mathfrak{A}_{M_d, \ast} \). Note that since \( c > 1 - \{(1 - \delta)/(1 - \delta_*')\}^{1/n} \), we have that \( c > 1 - \{(1 - \delta - a)/(1 - \delta_* - a)\}^{1/n} \) for sufficiently small \( a > 0 \). Fix any such \( a \in (0, 1 - \delta_*') \). Choose some finite \( L \) such that
\[
\Pr_{P_X} \{ \|X\|_2 > L \} \leq a.
\]
The fitted model \( \mathcal{A}'[\mathcal{D}; \xi] \) is then defined as follows:
\[
\mathcal{A}'[\mathcal{D}; \xi](x) = \begin{cases} \mathcal{A}_1[\mathcal{D}; \xi](x) & \text{if } |\mathcal{D}| = n \text{ and } \sum_{i=1}^n 1 \{y_i = y_*\} \geq 1, \\ \mathcal{A}[\mathcal{D}; \xi](x) & \text{otherwise,} \end{cases}
\]
where, for a dataset \( \mathcal{D} \) of size \( |\mathcal{D}| = m \),
\[
\mathcal{A}_1[\mathcal{D}; \xi](x) = M(\mathcal{A}[\mathcal{D}(\sigma) - m]; \xi : \sigma \in \mathcal{S}_m)
\]
for the function \( M \) defined as in (L.8). By construction, \( \mathcal{A}' \) is symmetric, and satisfies \( \mathcal{A}' \in \mathfrak{A}_{M_d, \ast} \).

We now verify that this new construction of \( (\mathcal{A}', P', n) \) is not \((\epsilon, \delta)\)-stable. Let \( A_1, \ldots, A_n \overset{iid}{\sim} \text{Bernoulli}(c) \) be drawn independently from \( (X_i, Y_i) \overset{iid}{\sim} P \) and from \( \xi \sim \text{Uniform}[0, 1] \). Then, defining
\[
(X'_i, Y'_i) = \begin{cases} (X_i, Y_i) & \text{if } A_i = 0, \\ (X_i, y_*) & \text{if } A_i = 1, \end{cases}
\]
for \( i = 1, \ldots, n \) yields \( n \) i.i.d. draws from \( P' \). Defining
\[
\hat{\mu}_n' = \mathcal{A}'[(X'_1, Y'_1), \ldots, (X'_n, Y'_n); \xi], \quad \hat{\mu}_{n-1}' = \mathcal{A}'[(X'_1, Y'_1), \ldots, (X'_{n-1}, Y'_{n-1}); \xi],
\]
we see that by definition of \( \mathcal{A}' \), if \( \sum_{i=1}^n 1 \{Y'_i = y_*\} \geq 1 \) then \( |\hat{\mu}_n'(X'_{n+1}) - \hat{\mu}_{n-1}'(X'_{n+1})| > \epsilon \) on the event \( \|X_{n+1}\|_2 \leq L \). Since the event \( \|X_{n+1}\|_2 \leq L \) holds with probability at least \( 1 - a \), and is independent from the \( A_i \)'s, while \( \sum_{i=1}^n 1 \{Y'_i = y_*\} \geq 1 \) holds if and only if \( \sum_{i=1}^n 1 \{A_i = 1\} \geq 1 \), this implies
\[
\Pr \left\{ |\hat{\mu}_n'(X'_{n+1}) - \hat{\mu}_{n-1}'(X'_{n+1})| > \epsilon \mid \sum_{i=1}^n 1 \{Y'_i = y_*\} \geq 1 \right\} \geq 1 - a,
\]
while
\[
\Pr \left\{ \sum_{i=1}^n 1 \{Y'_i = y_*\} \geq 1 \right\} = \Pr \left\{ \sum_{i=1}^n 1 \{A_i = 1\} \geq 1 \right\} = 1 - (1 - c)^n
\]
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holds as in the proof of Theorem 2. We can also calculate
\[ \mathbb{P}\left\{ \left| \hat{\mu}_n(X_{n+1}'') - \hat{\mu}_{n-1}(X_{n+1}') \right| > \epsilon, \sum_{i=1}^{n} \mathbb{1}\{Y_i' = y_*\} = 0 \right\} = \delta^*_n (1 - c)^n \]

exactly as in the proof of Theorem 2. Combining these calculations, we have
\[ \mathbb{P}\left\{ \left| \hat{\mu}_n(X_{n+1}') - \hat{\mu}_{n-1}(X_{n+1}') \right| > \epsilon \right\} = \mathbb{P}\left\{ \left| \hat{\mu}_n(X_{n+1}') - \hat{\mu}_{n-1}(X_{n+1}') \right| > \epsilon, \sum_{i=1}^{n} \mathbb{1}\{Y_i' = y_*\} \geq 1 \right\} \]
\[ + \mathbb{P}\left\{ \left| \hat{\mu}_n(X_{n+1}') - \hat{\mu}_{n-1}(X_{n+1}') \right| > \epsilon, \sum_{i=1}^{n} \mathbb{1}\{Y_i' = y_*\} = 0 \right\} \]
\[ \geq (1 - a) \left\{ 1 - (1 - c)^n \right\} + \delta^*_n (1 - c)^n = (1 - a) - \left\{ (1 - a) - \delta^*_n \right\} (1 - c)^n > \delta, \]

where the last step holds by our assumptions on \( c \) and \( a \). Therefore, \((A', P', n)\) is not \((\epsilon, \delta)\)-stable, i.e., we have verified that (B.3) holds. Finally, the proof of (B.7) is identical to the proof of the same claim in Theorem 2, and so we omit it here. This verifies (D.1), and thus completes the proof of the theorem.

E Algorithmic randomness and algorithmic stability

In this section, we discuss other definitions of stability in the context of randomized algorithms—that is, algorithms where the fitted model \( \hat{\mu}_n = A[(X_1, Y_1), \ldots, (X_n, Y_n); \xi] \) depends on the randomization term \( \xi \) as well as the data itself. This can include methods that incorporate steps such as stochastic gradient descent, random initialization, bootstrapping, subsampling the data and/or the features, or randomized approximations. As noted by Elisseeff et al. [2005], the randomization term \( \xi \) may have a large impact on the output. For example, for an algorithm \( A \) that fits a model via a bootstrapping type procedure, if the dataset has a few extreme outliers, then even on the same dataset, different draws of \( \xi \) might lead to very different fitted models \( \hat{\mu}_n \), depending on whether the outliers were included or excluded in the bootstrapped samples.

The alternative definitions we will consider here will differ in how they handle algorithmic randomness, which impacts the contexts in which each of these definitions is relevant. We recall that Definition [1] compared the models
\[ \hat{\mu}_n = A[(X_1, Y_1), \ldots, (X_n, Y_n); \xi], \quad \hat{\mu}_{n-1} = A[(X_1, Y_1), \ldots, (X_{n-1}, Y_{n-1}); \xi] \]

which are fitted using the same value \( \xi \) drawn from Uniform[0, 1]. For instance, this definition is of interest when the randomness in \( A \) originates from the choice of the initial point of some optimization algorithm, and we want to measure the effect of removing a training data point while fixing the initialization. In contrast, in some settings we may want to compare independent runs of \( A \) corresponding to independent draws of
the randomization terms, e.g., because this randomization mechanism is unknown or inaccessible. In other words, we may want to ask whether the fitted models

$$\hat{\mu}_n = \mathcal{A}[(X_1, Y_1), \ldots, (X_n, Y_n); \xi], \quad \hat{\mu}_{n-1} = \mathcal{A}[(X_1, Y_1), \ldots, (X_{n-1}, Y_{n-1}); \xi']$$

lead to similar predictions on a new test point $X_{n+1}$, where the randomization noise terms $\xi, \xi'$ are now independent draws from the Uniform$[0, 1]$ distribution. In other settings, it may instead be more relevant to ask whether $\hat{\mu}_n$ and $\hat{\mu}_{n-1}$ can be ensured to lead to similar predictions using some coupling of the noise terms $\xi$ and $\xi'$. An example of a setting in which this definition is the most pertinent occurs when the randomization mechanism depends on $n$, e.g., when $\mathcal{A}$ involves bootstrapping or subsampling of the given training dataset. For instance, to analyze how bagging affects stability, Elisseeff et al. [2005] linked the randomization terms for $\hat{\mu}_n$ and $\hat{\mu}_{n-1}$ in a very specific way, defining $\hat{\mu}_{n-1}$ as the model that “reuses” the same bags as $\hat{\mu}_n$ by erasing the training data point from each bag containing it before applying the base learning method.

Therefore, we are comparing three different notions of stability: first, our existing definition (coinciding with Definition [A]),

$$\mathbb{P}\{|\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \epsilon\} \leq \delta \text{ where } \hat{\mu}_n = \mathcal{A}[(X_1, Y_1), \ldots, (X_n, Y_n); \xi]$$

and $\hat{\mu}_{n-1} = \mathcal{A}[(X_1, Y_1), \ldots, (X_{n-1}, Y_{n-1}); \xi]$ for $\xi \sim \text{Uniform}[0, 1]$; (E.1)

second, the definition with independent $\xi, \xi'$,

$$\mathbb{P}\{|\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \epsilon\} \leq \delta \text{ where } \hat{\mu}_n = \mathcal{A}[(X_1, Y_1), \ldots, (X_n, Y_n); \xi]$$

and $\hat{\mu}_{n-1} = \mathcal{A}[(X_1, Y_1), \ldots, (X_{n-1}, Y_{n-1}); \xi']$ for $\xi, \xi' \sim \text{Uniform}[0, 1]$; (E.2)

and finally, the definition over an arbitrary coupling,

$$\mathbb{P}\{|\hat{\mu}_n(X_{n+1}) - \hat{\mu}_{n-1}(X_{n+1})| > \epsilon\} \leq \delta \text{ where } \hat{\mu}_n = \mathcal{A}[(X_1, Y_1), \ldots, (X_n, Y_n); \xi]$$

and $\hat{\mu}_{n-1} = \mathcal{A}[(X_1, Y_1), \ldots, (X_{n-1}, Y_{n-1}); \xi']$ for $(\xi, \xi') \sim Q$,

for some distribution $Q$ on $[0, 1]^2$ with marginals that are Uniform$[0, 1]$. (E.3)

To be precise, for this last definition, we are asking whether there exists any coupling $Q$ for which the probability bound holds.

As before, we let $T^s_{\epsilon, \delta}(\mathcal{A}, P, n) = 1$ denote that the triple $(\mathcal{A}, P, n)$ satisfies the original definition of stability given in (E.1) (equivalent to Definition [A]), while $T_{\epsilon, \delta}(\mathcal{A}, P, n) = 1$ (respectively, $T_{\epsilon, \delta}^{\text{cpl}}(\mathcal{A}, P, n) = 1$) will denote that $(\mathcal{A}, P, n)$ satisfies the independence-based definition (E.2) (respectively, the coupling-based definition (E.3)).

In particular, we can see that this last definition is a strict relaxation of the first two: for any $(\mathcal{A}, P, n)$, if the original stability definition (E.1) holds then the coupling definition (E.3) also holds (by taking $Q$ to be the distribution that draws $\xi \sim \text{Uniform}[0, 1]$ and sets $\xi' = \xi$), and if the independence-based stability definition (E.2) holds then again the coupling definition (E.3) also holds (by taking $Q$ to be the product distribution, Uniform$[0, 1] \times \text{Uniform}[0, 1]$). In other words, we have shown that

$$T^s_{\epsilon, \delta}(\mathcal{A}, P, n) = 1 \quad \text{or} \quad T_{\epsilon, \delta}(\mathcal{A}, P, n) = 1 \quad \implies \quad T_{\epsilon, \delta}^{\text{cpl}}(\mathcal{A}, P, n) = 1.$$
There is also a partial relation between the original definition and the independence-based definition—if \((A, P, n)\) satisfies the independence-based condition (E.2), then the original definition (E.1) holds with \((3\epsilon, 3\delta)\) in place of \((\epsilon, \delta)\), because we have

\[
\mathbb{P}\left\{ |\tilde{\mu}_n(\xi)(X_{n+1}) - \tilde{\mu}_{n-1}(\xi)(X_{n+1})| > 3\epsilon \right\} \\
\leq \mathbb{P}\left\{ |\tilde{\mu}_n(\xi)(X_{n+1}) - \tilde{\mu}_{n-1}(\xi')(X_{n+1})| > \epsilon \right\} \\
+ \mathbb{P}\left\{ |\tilde{\mu}_n(\xi')(X_{n+1}) - \tilde{\mu}_{n-1}(\xi)'(X_{n+1})| > \epsilon \right\} \\
+ \mathbb{P}\left\{ |\tilde{\mu}_n(\xi)'(X_{n+1}) - \tilde{\mu}_{n-1}(\xi)(X_{n+1})| > \epsilon \right\} \leq 3\delta,
\]

where \(\xi, \xi', \xi'' \overset{\text{iid}}{\sim} \text{Uniform}[0, 1]\), and where, e.g., \(\tilde{\mu}_n(\xi)\) denotes \(A[(X_1, Y_1), \ldots, (X_n, Y_n); \xi]\). This proves that

\[T^{\pm}_{\epsilon, \delta}(A, P, n) = 1 \implies T^*_3(A, P, n) = 1.\]

Now, for a black-box testing procedure \(\hat{T}_{\epsilon, \delta}\), we may want to ensure that the test has assumption-free validity as a test of any one of our different notions of stability—that is, while the original notion of validity requires

\[
\text{For all } (A, P, n), \text{ if } T^*_3(A, P, n) = 0 \text{ then } \mathbb{P}\left\{ \hat{T}_{\epsilon, \delta} = 1 \right\} \leq \alpha, \quad \text{(E.4)}
\]

we might instead wish to test stability with respect to independent \(\xi, \xi'\) as in the stability definition (E.2),

\[
\text{For all } (A, P, n), \text{ if } T^{\pm}_{\epsilon, \delta}(A, P, n) = 0 \text{ then } \mathbb{P}\left\{ \hat{T}_{\epsilon, \delta} = 1 \right\} \leq \alpha, \quad \text{(E.5)}
\]

or with respect to the coupling-based definition (E.3),

\[
\text{For all } (A, P, n), \text{ if } T^{cpl}_{\epsilon, \delta}(A, P, n) = 0 \text{ then } \mathbb{P}\left\{ \hat{T}_{\epsilon, \delta} = 1 \right\} \leq \alpha. \quad \text{(E.6)}
\]

Our original result (Theorem 2) provided a bound on the power of any black-box test \(\hat{T}_{\epsilon, \delta}\) that satisfied validity in its original form (E.4). Here, we give an analogous result for black-box tests satisfying the alternative assumption-free validity conditions (E.5) or (E.6).

**Theorem 5.** Fix any parameters \(\epsilon \geq 0\) and \(\delta \in [0, 1]\), any desired error level \(\alpha \in (0, 1)\), and any integers \(n \geq 2\) and \(N_\ell, N_u \geq 0\). Let \(\hat{T}_{\epsilon, \delta}\) be any black-box test as in Definition 3. Let \(\kappa = \kappa(n, N_\ell, N_u)\) be defined as in (2.3).

If \(\hat{T}_{\epsilon, \delta}\) satisfies the assumption-free validity condition (E.5) at level \(\alpha\), then for any \((A, P, n)\) that satisfies the condition (E.2) (i.e., stability with respect to independent \(\xi, \xi'\)), the power of \(\hat{T}_{\epsilon, \delta}\) is bounded as

\[
\mathbb{P}\left\{ \hat{T}_{\epsilon, \delta} = 1 \right\} \leq \left\{ \alpha \cdot \left( \frac{1 - \delta^{\pm}}{1 - \delta} \right)^\kappa \right\} \land 1. \quad \text{(E.7)}
\]

If instead \(\hat{T}_{\epsilon, \delta}\) satisfies the assumption-free validity condition (E.6) at level \(\alpha\), then for any \((A, P, n)\) that satisfies the condition (E.3) (i.e., stability with respect to any coupled \(\xi, \xi'\)), the power of \(\hat{T}_{\epsilon, \delta}\) is bounded as

\[
\mathbb{P}\left\{ \hat{T}_{\epsilon, \delta} = 1 \right\} \leq \left\{ \alpha \cdot \left( \frac{1 - \delta^{\text{cpl}}}{1 - \delta} \right)^\kappa \right\} \land 1. \quad \text{(E.8)}
\]
Here, $\delta_{\perp \perp}^\perp$ and $\delta_{cpl}^\perp$ are analogous to the term $\delta_\ast^\perp$ appearing in Theorem 2, with $\delta_{\perp \perp}^\perp$ (respectively, $\delta_{cpl}^\perp$) defined as the minimum value of $\delta$ such that $(A, P, n)$ satisfies the independence-based stability condition (E.2) (respectively, the coupling-based stability condition (E.3)).

Proof of Theorem 5. The proof of this theorem mostly parallels the proof of Theorem 2, with one modification: in place of our earlier definition (B.13) of the algorithm $A_{1}[D; \xi](x)$, we instead define

$$A_{1}[D; \xi](x) = 1 + \epsilon + \max_{s \in S_m} q_{1-a} (A[(D_{s})_{-m}; \xi'](x)),$$

where for any dataset $D$ and any $x$, $q_{1-a}(A[D; \xi'](x))$ denotes the $(1-a)$-quantile of the distribution of $A[D; \xi'](x)$ with respect to $\xi' \sim \text{Uniform}[0, 1]$, and where the constant $a \in (0, 1 - \delta_{\perp \perp}^\perp)$ is chosen to be sufficiently small so that

$$c > 1 - \left(\frac{1 - \delta - a}{1 - \delta_{\perp \perp}^\perp - a}\right)^{1/n} \quad \text{or} \quad c > 1 - \left(\frac{1 - \delta - a}{1 - \delta_{cpl}^\perp - a}\right)^{1/(n+1)}$$

(for proving the analogous statement to (B.10) or to (B.11) when $\xi \perp \xi'$, or $a \in (0, 1 - \delta_{cpl}^\perp)$ is chosen to be sufficiently small so that

$$c > 1 - \left(\frac{1 - \delta - a}{1 - \delta_{cpl}^\perp - a}\right)^{1/n} \quad \text{or} \quad c > 1 - \left(\frac{1 - \delta - a}{1 - \delta_{cpl}^\perp - a}\right)^{1/(n+1)}$$

(for proving the analogous statement to (B.10) or to (B.11) when $\xi, \xi'$ are arbitrarily coupled). With this change in place, the remainder of the proof is a straightforward modification of the proof of Theorem 2.

Next, we comment on the role of the Binomial test in this broader setting. For the independence-based case, the Binomial test defined in Section 3.1 can be extended in a straightforward way—namely, by generating independent randomization terms $\xi^{(k)}, \xi'^{(k)} \sim \text{Uniform}[0, 1]$ for each dataset $k = 1, \ldots, [\kappa]$. The results of Theorem 1 are then exactly the same, except with $\delta_{\perp \perp}^\perp$ in place of $\delta_\ast^\perp$; the proof is identical, and so we omit it here. Comparing to the power bound (E.7) in Theorem 5, this verifies that, for an integer $\kappa$, in the regimes $\delta \leq 1 - \alpha^{1/[\kappa]}$ or $\delta_{\perp \perp}^\perp = 0$, the Binomial test is again optimal. On the other hand, for the coupling-based definition (E.3), making an analogous statement is less straightforward since, to run a Binomial test that achieves optimal power, we would need to know the optimal coupling distribution $Q$ from which to draw $(\xi^{(k)}, \xi'^{(k)})$. Therefore, we do not consider this extension here.

Finally, we comment on how the power bounds given in Theorem 5 compare to the earlier Theorem 2. Recall that we have shown that for any triple $(A, P, n)$,

$$T_{\epsilon, \delta}^{\text{cpl}}(A, P, n) = 0 \implies T_{\epsilon, \delta}^{\ast}(A, P, n) = 0 \quad \text{and} \quad T_{\epsilon, \delta}^\perp(A, P, n) = 0.$$
power for the coupled case, applies to a strictly broader class of tests $\hat{T}_{\epsilon, \delta}$, as compared to the result (3.4) (from Theorem 2 for the case $\xi = \xi'$), or the result (E.7) (for the case $\xi \perp \xi'$). However, because $\delta^{cpl}_{\epsilon}$ from Theorem 5 is the smallest probability over all possible couplings of $(\xi, \xi')$, we therefore have $\delta^{cpl}_{\epsilon} \leq \delta_{\epsilon}^{*}$ and $\delta^{cpl}_{\epsilon} \leq \delta^{\perp \perp}_{\epsilon}$, and thus the upper bound on power given in (E.8) can be larger than the upper bound in (3.4) (from Theorem 2 for the case $\xi = \xi'$) or in (E.7) (for the case $\xi \perp \perp \xi'$). In this sense, the result (E.8) is neither strictly stronger nor strictly weaker than either of the other two results.