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Abstract—Creating scalable, high performance PDE-based simulations requires an appropriate combination of models, discretizations, and solvers. The required combination changes with the application and with the available hardware, yet software development time is a severely limited resource for most scientists and engineers. Here we demonstrate that generating simulation code from a high-level Python interface provides an effective mechanism for creating high performance simulations from very few lines of user code. We demonstrate that moving from one supercomputer to another can require significant algorithmic changes to achieve scalable performance, but that the code generation approach enables these algorithmic changes to be achieved with minimal development effort.

INTRODUCTION

The numerical solution of partial differential equations (PDEs) is a classical high performance computing task. The three-dimensional multiscale nature of science and engineering challenges in fields as diverse as climate prediction and quantum physics means that the number of variables and operations required can become very large very quickly. The ubiquitous nature of these systems means that many scientists and engineers need to solve problems of this form. However, the specific equations to be solved, the discretizations and solver strategies employed, and the coupling of these to other processes, all vary greatly from case to case. It is also seldom the case that solving a PDE is the whole problem: scientists and engineers need to quantify uncertainty in solutions, compute their sensitivity to inputs, assimilate observed data, or optimize parameters.

The combination of all of these factors means that bespoke simulations are the norm: most simulations are put together for a particular purpose by one or a small group of scientists or engineers, and run a limited number of times before the problem specification changes in a way which demands alterations to the equations being solved or the algorithms being used to solve them. To add to this complexity, these users will rarely be able to design or procure their own supercomputer. Rather, they will need to make effective use of whichever institutional or national facilities they can access, making the required algorithmic changes as they move from one machine to another. Even the emergence of cloud computing resources offers little comfort, since the ever-changing hardware landscape means that the performance characteristics of processors such as memory bandwidth, core count, and vector length evolve rapidly and may vary between providers, or even between the classes of cloud node suitable for simulations of different sizes.

Making high performance parallel simulation viable for this long tail of simulation science and engineering is a different proposition from the large-scale operational simulations carried out in fields such as weather forecasting and seismic inversion, in which the same computational problem is solved an enormous number of times for different data inputs. In those operational fields, the cost of laborious implementation and optimization work can be amortized over countless simulation runs so that the cost per simulation is not dominated by development. Conversely, for the typical simulation scientist, the requirement is for high performance for as close to zero programmer effort as can be achieved. Further, the cost of changing any aspect of the simulation specification or algorithm must be minimal, lest the code become fossilized and unable to adapt to the next change in task or available hardware.

Here we demonstrate the utility of the Firedrake automated finite element system in addressing this need. Firedrake enables users to write high-level Python code in a symbolic language which reflects the mathematics of the problem. It then generates efficient low-level code for the problem-specific kernels. Firedrake integrates tightly with the Portable Extensible Toolkit for Scientific Computation (PETSc) [1] to enable runtime programmable preconditioners and solvers that reach back to the discretization as required. Our focus will not be on the performance of the generated code, though in general it is competitive with expert hand-written code [2], but rather on the ability that Firedrake gives the user to rapidly and easily implement sophisticated discretizations and solvers. We will show that Firedrake provides productive performance portability by taking a fluids simulation tuned for ARCHER, the previous UK national supercomputer, and porting it to the ARM-based Isambard and ARCHER2, the new AMD-based UK national supercomputer. We find that algorithmic choices made for one platform are suboptimal on other platforms, but that working from a high-level mathematical specification of the problem and generating the implementation automatically enables the necessary algorithmic changes to be made at minimal user cost.
Firedrake

The Firedrake automated finite element system [3] (https://firedrakeproject.org) is a Python package which generates numerical solutions to PDEs from a very high level mathematical specification provided by the user. The PDEs to be solved by Firedrake are specified in the Unified Form Language (UFL) [4], a specialized computer algebra language also employed by FEniCS [5] and DUNE [6].

Firedrake is distinguished from those projects by its pure Python implementation, with a greater emphasis on code generation to deliver high performance, and by its tight integration with the linear and nonlinear solver capabilities of PETSc.

Using UFL, users can program essentially any PDE and can select from a vast range of finite element discretizations, including elements for discontinuous spaces, partially continuous $H(div)$ and $H(curl)$ spaces, and even the more difficult $H^2$ space. Low-level code for assembling the discretized operators is automatically generated and compiled, and then passed as call-backs to the linear and nonlinear preconditioners and solvers provided by PETSc.

The automatic code generation process not only facilitates the user programmability of the PDE to be solved, but applies intricate code transformations improve performance, for example through vectorization [2]. Firedrake has been run successfully on up to 25000 cores. It also integrates with dolfin-adjoint (https://dolfin-adjoint.org) to provide fully automated adjoint calculations from unmodified user forward problems.

The operation of Firedrake is best illustrated with an example. We consider the Poisson equation in three dimensions, which is simple to write and which also acts as a model for the fluid dynamics problem which will be our target application. The direct correspondence between the mathematics of the problem and the user code is illustrated by highlighting the terms which correspond to lines of code in Listing 1, which is a minimal functional Firedrake script which solves the Poisson equation in 3D.

We consider Poisson’s equation in a [unit cube domain](#), $\Omega = [0, 1]^3 \subset \mathbb{R}^3$ on a $32 \times 32 \times 32$ tetrahedral mesh which is further refined twice to create a hierarchy of 3 nested meshes which we will use in a multigrid solver. We use a [degree 3 continuous (CG) finite element space](#) $V$.

We solve the Poisson equation subject to homogeneous (zero) Dirichlet boundary conditions (BCs):

\[
\begin{align*}
-\nabla^2 u &= f \quad \text{on } \Omega, \\
\quad u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

(1)

where the right hand side $f$ is given by:

\[
\begin{align*}
f(x, y, z) &= -\frac{\pi^2}{2} \\
&\times \left( 2 \cos(\pi x) - \cos\left(\frac{\pi x}{2}\right) \\
&\quad -2(a^2 + b^2) \sin(\pi x) \tan\left(\frac{\pi x}{4}\right) \sin(a\pi y) \sin(b\pi z) \right)
\end{align*}
\]

This has analytic solution

\[
\begin{align*}
u(x, y, z) &= \sin(\pi x) \tan\left(\frac{\pi x}{4}\right) \\
&\times \sin(a\pi y) \sin(b\pi z),
\end{align*}
\]

(3)

Listing 1. Simple Firedrake script for solving the Poisson equation in 3D. Listing 2 and Listing 3 give example solver parameters that can be used in line 28.

Listing 2. PETSc solver options for the Poisson problem. These options use a full multigrid method smoothed with 2 Chebyshev iterations at each level. The preconditioner of the smoother is delegated back to Firedrake’s patch preconditioner, and the coarse problem is solved with a direct (LU) solver.

```python
from firedrake import *
N = 32
Mesh = UnitCubeMesh(N, N, N)
hierarchy = MeshHierarchy(mesh, 2)
msesh = hierarchy[-1]

degree = 3
V = FunctionSpace(mesh, "CG", degree)
bc = DirichletBC(V, (0, 0, 0), (1, 2, 3, 4, 5, 6))

x, y, z = SpatialCoordinate(msesh)
a = Constant(1)
b = Constant(2)
f = -pi**2 / 2
f -= 2*cos(pi*x) - cos(pi*x/2)
# -2*(a**2 + b**2)*sin(pi*x)*tan(pi*x/4)
f -= sin(a*pi*y)*sin(b*pi*z)

L = f*v*dx

a = dot(grad(u), grad(v))*dx
b = Constant(1)

f *= 2*cos(pi*x) - cos(pi*x/2)
f += -pi**2 / 2
f *= sin(a*pi*y)*sin(b*pi*z)

degree 3 continuous (CG) finite element space
unit cube domain
partially continuous
cretizations, including elements for discontinuous spaces,
and can select from a vast range of finite element dis-
integration with the linear and nonlinear solver capabilities
of PETSc.

Using UFL, users can program essentially any PDE
and can select from a vast range of finite element dis-

```
the left hand side matrix and residual of the weak form. Firedrake’s compiler creates optimized C representations of these operations from the UFL provided, and passes the compiled C callbacks to PETSc. The PETSc solver is fully programmable using the supplied dictionary of parameters, and this can include further delegation of preconditioner stages back to Firedrake. For example, line 12 of Listing 2 delegates the preconditioning of the multigrid smoother back to the patchwise preconditioner presented in [7]. Optimal preconditioners for PDE problems usually depend on discretization-specific information. The tight coupling of Firedrake and PETSc enables this mathematical fact to be easily translated into executable code: PETSc controls the solving process and calls back to Firedrake whenever discretization-specific code is required. The Firedrake preconditioners can themselves contain (preconditioned) linear solves for subsystems and will call back to PETSc to execute these.

A notable absence from listing 1 is any explicit parallel code: there are no calls to MPI or threading directives. In fact, none are needed. The script presented will run in parallel without modification, simply by running it under MPI. The user code specifies the mathematical problem to be solved, while Firedrake decides how to execute it on the parallel architecture, with messages passed between ranks automatically as required.

### The Performance Portability Challenge

Our objective will be to make effective use of different supercomputers, with important architecture differences, to produce a numerical solution to the steady incompressible Navier–Stokes equations, core equations of fluid dynamics. The scenario we will simulate is the three-dimensional lid-driven cavity (LDC) at Reynolds number 1000, a solution of which is illustrated in Figure 1. This and similar scenarios have previously been solved in Firedrake on up to one third of ARCHER, the previous UK national supercomputer [8], [9]. However, that machine has now been decommissioned so we find ourselves in the familiar position of needing to move to a new machine.

The machines available to us are Isambard, an ARM-based supercomputer which forms part of the UK tier-2 supercomputer offering, and ARCHER2, the new UK national supercomputer which is based on AMD x86_64 processors. At the time of writing, only a small portion of the latter machine has been commissioned. Table 1 shows the characteristics of each compute node of these three machines. In comparison with ARCHER, an Isambard node has nearly three times the available memory bandwidth, and three times the core count, but each core is significantly less powerful, so there is about 50% more bandwidth per floating point operation (FLOP). Conversely, an ARCHER2 node has twice the core count of an Isambard node, and these cores are much more powerful. The consequence is that there is about three times less bandwidth per FLOP on ARCHER2 than on Isambard. This has important consequences for how to solve our equations, as we shall see.

### Solving Poisson on Isambard

Solving a steady Navier–Stokes problem at Reynolds number 1000 is somewhat involved. In order to ensure convergence of the nonlinear Newton iteration, a sequence of problems at increasing Reynolds number must be solved, and each of those problems is a coupled set of equations for velocity and pressure, which must be discretized using a stable pair of finite elements. The discretized nonlinear problem is solved using Newton’s method, which results in a sequence of linear systems to solve. Each linear system is broken into separate subproblems for velocity and pressure. In the augmented Lagrangian approach, a term is added to the equations that renders the pressure subproblem straightforward, at the cost of making the velocity solve more difficult. This velocity solve is conducted using a multigrid algorithm. Before executing this rather complicated solver, it is wise to consider the solution of the Poisson system with multigrid first. By investigating the performance of multigrid for Poisson, we can understand the consequences of the architecture in the simplest possible situation, and then use this knowledge in the full Navier–Stokes system.

We adapt the script for the Poisson system given in Listings 1 and 2 as our initial test problem. We will need a fine mesh in order to correctly resolve all features of the solution, but this creates a very large, globally coupled system on which naïve iterative solves will converge very slowly.
Geometric multigrid algorithms overcome this by restricting the problem residual (misfit) to ever-coarser meshes, and using iterative smoothers at each level to reduce local error over ever-larger scales. On the coarsest mesh the problem is small enough that a direct solver can be employed (such as a Cholesky factorization of the linear system), which would be too expensive on the fine mesh. The coarse corrections are transferred to the finer meshes, again smoothing the local error, until we reach the finest mesh. This is repeated a handful of times until the fully-resolved solution is recovered.

Figure 2 shows the time taken by the Poisson problem as it is strongly scaled on Isambard, from one to four 64-processor nodes. In a strong scaling problem, the total problem size (about 57 million DOFs in this case) is held constant while the number of processors employed is increased. Eventually, the non-parallelizable overheads in the simulation code and the similarly limited network bandwidth or latency will dominate the calculation, with the consequence that the code stops speeding up as the number of processors increases. A simple model for this effect is Amdahl’s law, which models execution time as:

\[ t = s + \frac{p}{n} \tag{5} \]

where \( s \) is the time taken by scalar, nonparallelizable work, \( p \) is the time taken by parallelizable work, and \( n \) is the number of processors. For an optimal multigrid solver, \( p \) is expected to be linear in the total DOFs in the problem, so the appropriate unit of strong scaling is the number of DOFs per processor. This quantity will be used to measure strong scaling throughout this paper.

If we turn our attention first to the left plot of Figure 2, the three subcomponents of the solve shown each demonstrate their own performance story. The red line shows the amount of time taken by sparse matrix-vector multiplications in the multigrid stages in PETSc. These are, unsurprisingly, very fast and scale exceptionally well. The green line shows the cost of assembling the matrices and residuals used in the various solver stages. This is the stage of the process at which the Python layer, and the execution of code generated in C, come together. The execution of Python code is duplicated across all processors, so if there were a significant performance overhead associated with the use of Python, it would show up as a strong scaling problem here. In fact, the strong scaling of this component of the solve time is excellent.

The same observation cannot be made about scaling of the multigrid solution time. This dominates the solve time, which is expected, but does not scale. The right plot in Figure 2 shows the decomposition of this time into two multigrid smoothers on different meshes, and the coarse solve. The smoothers show very good scaling with the finer level 2 taking more time and the coarser level 1 scaling less well, though on 512 processes, multigrid level 1 has only 14000 DOFs per processor (=111458/8).

The elephant in the room, however, is that the coarse solve dominates and does not scale at all. Our first response to this is to note that the idea of multigrid is to coarsen until the coarse solve is small and inexpensive, so we should coarsen further. In Firedrake this can be achieved by changing precisely two numbers in Listing 1. On line 3, 32 is changed to 16 to halve the resolution of the coarse problem, and on line 5, 2 is changed to 3 to introduce an additional refinement (and hence multigrid level). Figure 3 shows the strong scaling behaviour of the modified system. The significant change, other than the additional multigrid level, is that the cost of the coarse solve on 64 processors has dropped from about 70 seconds to about 4 seconds, which is not unexpected since the problem will have 8 times fewer degrees of freedom. However, the solver does not scale, and by 512 processors the coarse solve takes 20 seconds and once more dominates the solve time.

The solution is another algorithmic change. The problem here is not that our coarse solve is too large, but rather that it parallelizes poorly. This can be remedied by telescoping the coarse solve: duplicating the problem on each node and solving them independently [10]. This can be achieved by changing the PETSc solver options. The red line in Listing 2 is replaced by the green lines in Listing 3. The results can be seen in figure 4, which shows very good strong scaling of the whole solver out to 111458 DOFs per core. The tight integration between PETSc and Firedrake enables sophisticated and effective solver strategies to be applied without costly recoding of solver algorithms.

### SOLVING NAVIER–STOKES ON ISAMBARD

Having fixed the scaling of the Poisson solver, we now turn our attention to the Navier–Stokes equations. We follow the Reynolds-robust solver approach given in [8] and [9]. We therefore only sketch the solver algorithm here; however, the full code executed to conduct the experiments in this paper can be found in [11].

---

```python
solver_parameters = {
    "ksp_type": "preonly",
    "pc_type": "mg",
    "pc_mg_type": "full",
    "mg_levels": {
        "ksp_type": "chebyshev",
        "ksp_max_it": 2,
        "ksp_norm_type": "unpreconditioned",
        "ksp_convergence_test": "skip",
        "pc_type": "python",
        "pc_python_type": "firedrake.PatchPC",
        "patch_pc_patch": {
            "construct_type": "star",
            "construct_dim": 0
        },
    },
    "mg_coarse": {
        "pc_type": "python",
        "pc_python_type": "firedrake.AssembledPC",
        "assembled": {
            "mat_type": "aij",
            "pc_type": "telescope",
            "pc_telescope_reduction_factor": args.telescope_factor,
            "pc_telescope_subcomm_type": "contiguous",
            "telescope_pc_type": "lu"
        }
    }
}
```

Listing 3. Telescoped full multigrid PETSc solver options. This causes the coarse problem to be solved in duplicate on each node. `args.telescope_factor` is a variable that is set to yield one coarse solve per node.
Fig. 2. Strong scaling of the Poisson problem on Isambard with 3 multigrid levels. The figure on the left shows the total runtime, as well as the breakdown into various component processes. The right panel shows a breakdown of the (dominant) multigrid preconditioner time into coarse solve and the two multigrid smoothing layers. The numbers on the lowest line of each graph show the DOF count per processor for the fine mesh. The coarse solver scales very poorly, and an alternative approach is required.

Fig. 3. Solving the test Poisson problem with 4 multigrid levels. The coarse solve no longer dominates on 64 cores, but it scales poorly.

Fig. 4. Solving the test Poisson problem with 4 multigrid levels and telescoping the coarse grid achieves far better strong scaling.
The two stable finite element (FE) pairings (for the velocity and pressure fields) for the Navier–Stokes equations used in our simulations. The Scott–Vogelius pair gives faster convergence at the cost of more DOFs per element and a more expensive multigrid smoother. Expected convergence refers to the order of convergence of the velocity in the $L^2(\Omega)$ norm.

### Table 2

| Discretization                  | FE Pair                     | Expected Convergence | Stabilization | Refinement | Smoother                        |
|---------------------------------|----------------------------|----------------------|---------------|------------|---------------------------------|
| Extended Bernardi-Raugel        | $[P_1 \oplus P_0^3] - P_0$ | 1–2                  | SUPG          | uniform    | additive star patches with GMRES|
| Scott–Vogelius                  | $[P_3]_2 - P_2^{\text{disc}}$ | 4                    | interior penalty | barycentric | additive macro star patches with GMRES |

Table 2 summarizes the two discretizations we consider for Navier–Stokes. Initially we solve using a low-order extended Bernardi-Raugel (EBR) pairing ($[P_1 \oplus P_0^3] - P_0$), which is a cheap and stable pairing with few degrees of freedom (DOFs) per cell. An alternative is to use the Scott–Vogelius (SV) pairing $[P_3]_2 - P_2^{\text{disc}}$. This converges at higher order, and exactly enforces the incompressibility constraint, which is crucial at high Reynolds numbers [12]. Table 2 also highlights that using an alternative discretization requires changing many other components, including the stabilization used, the mesh hierarchy employed, and the multigrid relaxation on each level.

With the knowledge gained from solving Poisson we were able to adjust the PETSc solver options for the Navier–Stokes LDC application and successfully utilize more than a third of Isambard. Strong scaling results for three different problem sizes (5, 40 and 320 million DOFs) with the EBR discretization are shown in Figure 5. We solve the problem up to Reynolds number 1000 using numerical continuation; the scaling for intermediate solutions are also plotted, but the top green line with star markers corresponds to the most numerically challenging solution to obtain. The figure shows consistent strong scaling up to somewhere between 40 000 and 80 000 DOFs per core on all three problem sizes.

### Solving Navier-Stokes on ARCHER2

At the time of writing the ARCHER2 HPC facility is not fully available and the existing portion of the machine is still in the evaluation phase. As a result, we are only currently able to report single node performance on this machine. This still allows us to perform an “apples to apples” comparison of Isambard and ARCHER2 single node performance, which is shown for the LDC Navier–Stokes problem in Figure 6.

In the left and middle plot, identical problems (size, discretization, and solver options) are solved on Isambard and ARCHER2 respectively, and we see two distinct behaviors. On Isambard, in the left plot, we observe good strong scaling performance. In particular the top green line with star markers (corresponding to the highest Reynolds number) scales well. At lower Reynolds number the scaling is not as good, but this is a less challenging computation and hence a less interesting case. The J-shaped runtime curve is indicative of Amdahl’s law in action: as the number of processors increases the non-parallelizable workload smoothly takes an increasing proportion of runtime. On ARCHER2, in the middle graph, there is an abrupt halt to scaling and a distinct “hockey stick” shape. Beyond approximately 32 cores the simulation stops strong scaling, this suggest that we have run out of another resource; in this case, there is not enough memory bandwidth to continue strong scaling. This means that our seemingly quite good strong scaling curves are hiding our failure to effectively utilize the abundance of FLOPs on an ARCHER2 node.

When a finite element simulation is limited by memory bandwidth, this creates the opportunity to make more effective use of hardware by increasing the polynomial degree used in the discretization. This increases the arithmetic intensity of the simulation, pushing us back towards being compute bound, while also increasing the accuracy per DOF. For the Poisson benchmark problem it is straightforward to change polynomial degree, for example by changing line 8 of Listing 1 from 3 to 4 (or higher). For the Navier–Stokes equations, the situation is different. The elements used for velocity and pressure must satisfy a compatibility condition for stability and cannot be chosen independently. To obtain a more accurate solution we change from the EBR finite element pair to the Scott–Vogelius pair, and make the necessary modifications to the stabilization, mesh hierarchy, and multigrid relaxation, as outlined in Table 2.

Figure 6 shows the different scaling behaviour for the Scott–Vogelius ($[P_3]_3 - P_2^{\text{disc}}$) discretization in the right graph. The problem size has to be reduced to fit on a single node. One might initially observe that, whilst the strong scaling has improved, the total number of DOFs for the problem has significantly decreased (5 million down to 1 million), but the runtime has not changed. However, Figure 7 demonstrates the utility of this new discretization: the more expensive per DOF algorithm obtains a significantly more accurate solution.

### CONCLUSION

Making effective use of whichever supercomputing resources are available to a scientist or engineer at any given time demands that simulation algorithms, and not just their implementations, are adapted to the available hardware. The changes presented here in porting to Isambard and ARCHER2 span the discretization used, choice and configuration of preconditioner, stabilization scheme, and mesh refinement algorithm. These changes were required for just one application in fluid dynamics to be effectively ported between three machines with relatively conventional CPU-based architectures. The immense diversity of continuum mechanics simulation challenges across science and engineering and their ever-changing nature means that the space
of algorithmic combinations that will be required by different users is essentially unbounded. Further, the amount of developer time available to achieve acceptable performance for a given application is typically severely limited.

Here we have demonstrated that, using Firedrake, it is possible to achieve this combination of short, expressive code that can be easily modified, and scalable parallel performance. The key to this is the tight integration of code generation for the discretized operators with the composable, programmable solvers and preconditioners provided by PETSc. Using Python as the user-level language facilitates the expressivity of the user code, while code generation and PETSc’s callback mechanisms ensure that the expensive inner loops are optimized, compiled code. A further advantage of this composable approach is that developments created for one application become immediately available to other applications without the need for costly re-implementation.

Firedrake has already been applied in many applications resulting in hundreds of papers, but there are always limits to its capabilities. Among the many directions in which it could be extended, support for adaptive mesh refinement, local polynomial order refinement, and support for GPUs are developments currently under consideration that would be particularly useful in high performance computing contexts.
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