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Abstract

Blind deconvolution is an ill-posed problem arising in various fields ranging from microscopy to astronomy. The ill-posed nature of the problem requires adequate priors to arrive to a desirable solution. Recently, it has been shown that deep learning architectures can serve as an image generation prior during unsupervised blind deconvolution optimization, however often exhibiting a performance fluctuation even on a single image. We propose to use Wiener-deconvolution to guide the image generator during optimization by providing it a sharpened version of the blurry image using an auxiliary kernel estimate starting from a Gaussian. We observe that the high-frequency artifacts of deconvolution are reproduced with a delay compared to low-frequency features. In addition, the image generator reproduces low-frequency features of the deconvolved image faster than that of a blurry image. We embed the computational process in a constrained optimization framework and show that the proposed method yields higher stability and performance across multiple datasets. In addition, we provide the code\textsuperscript{1}.

1. Introduction

Blurred images can occur due to a number of factors ranging from camera motion to the optical set-up. In many cases generating a blur image, $I_B$, can be modeled as the convolution of a sharp image, $I_S$, with a kernel $k$ as shown in Eq. (1)

$$I_S * k + \eta = I_B,$$

(1)

where $\eta$ is noise and $*$ is convolution operator. If $k$ is known then a deconvolution can be performed to recover the original sharp image and this is referred to as non-blind deconvolution. However, often in practice $k$ is not known and needs to be estimated together with $I_S$. The ill-posed nature of the problem requires strong priors on the sharp image and/or kernel to avoid having estimates that do satisfy Eq. (1), but are not the sharp version of the given blurred image. One possible formulation of the optimization is Eq. (2).

$$\min_{I_S,k} \| I_S * k - I_B \|^2 + R(I_S) + R(k)$$

(2)

where $R(I_S)$ and $R(k)$ are priors on the image and kernel, respectively. A vast variety of priors have been suggested to regularize the problem in Eq. (1) in such a way that a solution in a space of interest is found [4, 8, 12, 17, 31, 34]. Common priors include a sparsity constraint on the image...
Motivation:
One possible regularization that has not been investigated for SelfDeblur to the best of our knowledge, would be to integrate the deconvolution process within the optimization framework. For early iterations the deconvolved image could be a realistic target if the kernel is initialized with a Gaussian and could provide some guidance to the image generator. One simple and effective deconvolution method is Wiener-deconvolution \[29\]. It is well known that deconvolution can induce high-frequency artifacts, however DIP has shown to reproduce high frequency features with a lag compared to low frequency features \[27\]. We investigate if this holds for deconvolution, by reconstructing a deconvolved microscopy image with DIP as is shown in Fig. 2a and denoted by \(W(I_B, k)\). We compared gradients and a \(L_2\)-norm on \(k\) to avoid the trivial solution. On top or instead of these common priors, recent works suggest more advanced terms such as dark channel prior \[18\] or edge-based patch priors \[25\]. Whereas these cleverly constructed priors are powerful they often cause prior-specific artifacts.

Another approach that has become popular in recent years is learning the mapping from a blurred image to its sharp counter-part. If a large dataset with matching sharp images and their respective blurred version are available in a domain, a network can be trained to learn a successful mapping within the domain \[9,26,33\]. There are also methods that combine the learned mappings with classical priors as additional losses \[32\], or learn the priors and incorporate them into classical blind deconvolution frameworks \[1,13\]. However, the success of these approaches are often limited to the domain of images they were trained on.

A recent interesting insight by Ulyanov et al. \[27\] shows that neural network architectures have an intrinsic image generation prior, referred to as “Deep Image Prior” (DIP), that can be exploited for image restoration tasks. This approach was extended to blind image deconvolution by Ren et al. \[21\], SelfDeblur, by having a convolutional neural network (CNN) that generate the estimate for the sharp image and a fully connected network (FCN) that estimates the kernel. By jointly optimizing both networks, impressive blind deconvolution results can be obtained. However, performance of SelfDeblur on a single image fluctuates with different random initialization of network parameters and random noise vectors given as input to the generator networks, which is inherent from DIP. In addition, we observed that SelfDeblur is sensitive to the estimated kernel size, which is a hyper-parameter that should be set prior to optimization and is not always easy to estimate in a blind deconvolution setting.

In previous works, additional regularization methods have been proposed to stabilize and increase restoration performance for inverse problems that utilize DIP. In particular, Romano et al. \[14\] combine DIP with regularization by denoising (RED) \[22\] to improve results on non-blind deconvolution. Another approach adds total variation regularization to DIP and improve performance for denoising \[2\]. Even though these works demonstrate the benefit of the regularization terms, they are not tailored for blind deconvolution. Kotera et al. \[6\] specifically focused on improving SelfDeblur by initializing the generator networks in SelfDeblur with the parameters obtained after applying SelfDeblur to the downsampled version of the original image and adding conventional regularization terms. These modifications lead to some performance improvement of SelfDeblur and can also be complementary to our method, but it still suffers from fluctuations.

Figure 2. Visual results that motivates incorporating Wiener-deconvolution as a constraint in the DIP framework. (a) Blur image \(I_B\) and deconvolved image using Wiener-deconvolution \(W(I_B, k)\) with Gaussian kernel are given as input to DIP. We observe that 1) DIP does not generate deconvolution artifacts in the early iterations, 2) DIP learns to generate the deconvolved image much faster compared to the blurry image. These observations make Wiener-deconvolution useful to constrain the image generator network in DIP. (b) Evolution of sharp images during optimization. First and second rows: deconvolved image using Wiener-deconvolution \(W(I_B, k)\) and sharp image generated by the image generator network \(f_\theta(z_I)\) in the proposed method, last row: sharp image generated by \(f_\theta(z_I)\) in SelfDeblur. The results show that proposed method generates sharper images faster with less artifacts compared to SelfDeblur.
perform an ablation study to investigate the contribution of microscopy [23] as well as a dataset that contains real-life state-of-the-art blind deconvolution algorithms on five crucial and propose an initialization strategy that can be compared to low-frequency features. Secondly, the low-frequency features of the deconvolved image are reproduced much faster for the deconvolved image than for the blurry input image.

Contributions: Building on these insights, we propose Wiener Guided Deep Image Prior (W-DIP), a method to stabilize the optimization of SelfDeblur by constraining the sharp image generated by the network in SelfDeblur with the sharp image obtained by Wiener-deconvolution [29]. To achieve this, we define an auxiliary kernel to apply Wiener-deconvolution to given blurry image and enforce the deconvolved image to be similar to the sharp image generated by the network. This constraint allows the image generator network to have a realistic sharp target image early on during optimisation since Wiener-deconvolution sharpens edges. Additionally, the auxiliary kernel is constrained to be similar to the generated kernel to enforce the generated kernel to produce sharp images as well. We solve the constrained optimization problem using Half Quadratic Splitting (HQS) method and optimize the network parameters and the auxiliary kernel in alternating fashion. In Fig. 1, we present a motivating visual example to show the improved deblurring performance achieved by W-DIP compared to the existing methods in the literature. In Fig. 2b, we show intermediate steps of W-DIP and SelfDeblur on a microscopy image which shows that the proposed method achieves sharper images with less artifacts compared to SelfDeblur.

Our contribution is thus three-fold:

(1) We propose a HQS constrained optimization formulation that integrates Wiener-deconvolution to stabilize and improve the blind image deblurring in the SelfDeblur framework.

(2) We show that, similar to the case of noisy images, high-frequency artifacts introduced by Wiener-deconvolution are only reproduced by DIP with a lag compared to low-frequency features.

(3) We show that initialization of the auxiliary kernel is crucial and propose an initialization strategy that can be automatically adapted to any dataset.

We investigate our contributions by benchmarking with state-of-the-art blind deconvolution algorithms on five different datasets: Levin [11], Sun [25], Lai [10], synthetic microscopy [23] as well as a dataset that contains real-life blurry images without a known kernel [10]. In addition, we perform an ablation study to investigate the contribution of each element in our framework.

2. Method

2.1. Background - SelfDeblur

The use of DIP for blind image deconvolution was proposed by Ren et al. [21] and achieved state-of-the-art performance. SelfDeblur consists of a CNN \( f_\theta \) for generating the estimate of the sharp image and FCN \( g_\phi \) for generating the estimate of the kernel. The optimization problem to optimize the network parameters \( \theta \) and \( \phi \) is defined as

\[
\min_{\theta,\phi} \| f_\theta(z_I) * g_\phi(z_k) - I_B \|^2 + TV(f_\theta(z_I))
\]

in [21] where \( z_I \) and \( z_k \) are random vectors sampled from \( \mathcal{U}(0,1) \). However, in the published code it has been suggested to remove the TV term and switch from the MSE loss to the structural similarity index measure (SSIM) after 1k iterations which is also confirmed by Kotera et al. in [6].

2.2. Proposed method

In the proposed method, we add constraints to the optimization problem in SelfDeblur given in Eq. (3) to stabilize its training and obtain better blind image deblurring results. A visualization of the proposed method can be seen in Fig. 3a that shows the different constraints. As motivated in Sec. 1, we achieve this by constraining the sharp image estimate generated by \( f_\theta \) with the deconvolved image obtained after Wiener-deconvolution. A direct extension of Eq. (3) with such constraint would be

\[
\min_{\theta,\phi} \| f_\theta(z_I) * g_\phi(z_k) - I_B \|^2 \\
\text{subject to } \| f_\theta(z_I) - W(I_B, g_\phi(z_k)) \|^2 = 0
\]

where \( W(I_B, k) = \mathcal{F}^{-1}\{ \frac{|\mathcal{F}(k)|^2}{|\mathcal{F}(k)|^2 + \lambda} \cdot \mathcal{F}(I_B) \} \) and \( \mathcal{F} \) is Fourier transform.

The issue with the optimization problem in Eq. (4) is that \( g_\phi(z_k) \) is similar to uniform kernel in the earlier iterations and Wiener-deconvolution with this kernel does not produce sharp images. Therefore, we re-write Eq. (4) by introducing an auxiliary kernel \( k \) with size \( n \times n \) and using HQS method as follows:

\[
\min_{\theta,\phi,k} \| f_\theta(z_I) * g_\phi(z_k) - I_B \|^2 \\
\text{subject to } \| f_\theta(z_I) - W(I_B, k) \|^2 = 0 \\
k = g_\phi(z_k)
\]

where \( k \) is initialized as proposed in the following subsection. We convert the constrained optimization problem using the unconstrained one using the method of Lagrange multipliers

\[
\min_{\theta,\phi,k} \| f_\theta(z_I) * g_\phi(z_k) - I_B \|^2 + \alpha \| f_\theta(z_I) - W(I_B, k) \|^2 \\
+ \beta \sum_{i=1}^{n} \sum_{j=1}^{n} (g_\phi(z_k)_{i,j} - k_{i,j})^2 + \lambda \| k \|^2.
\]
where \( \alpha \) and \( \beta \) are Lagrange multipliers. Note that, in addition to the constraints in Eq. (5), we add regularization on \( k \) with weight \( \lambda \). Also, note that we use sum of squared error, not mean square error (MSE) when including the second constraint in Eq. (5) to Eq. (6) since MSE is size dependent, i.e. it tends to be lower for larger kernel sizes and higher for the smaller ones since kernels sum up to 1.

Finally, we optimize the network parameters \((\theta, \phi)\) and the auxiliary variable \( k \) in an alternating fashion as suggested by HQS to minimize the loss function in Eq. (6). The loss in the light green box correspond to SelfDeblur method and the ones in the darker green boxes indicate the proposed Wiener-deconvolution guided constraints. In b.) both W-DIP and SelfDeblur are run on the Levin et al. [11] dataset for three runs each. Whereas the performance of SelfDeblur shows a large fluctuation the performance of W-DIP is more stable due to the introduced Wiener-deconvolution guidance.

\[
\begin{align*}
\min_{\theta, \phi} & \| f_\theta(z_I) * g_\phi(z_k) - I_B \|^2 + \alpha \| f_\theta(z_I) - W(I_B, k) \|^2 \\
& + \beta \sum_{i=1}^{n} \sum_{j=1}^{n} (g_\phi(z_k)_{i,j} - k_{i,j})^2
\end{align*}
\]

\[\min_k \alpha \| f_\theta(z_I) - W(I_B, k) \|^2 + \beta \sum_{i=1}^{n} \sum_{j=1}^{n} (g_\phi(z_k)_{i,j} - k_{i,j})^2 + \lambda \| k \|^2 \tag{8}\]

Note that since the kernel space is sparse in the current formulation, \( k \) and \( g_\phi(z_k) \) could represent the same kernel, but a shifted version to each other. Although both kernel estimates are desirable and satisfy the first and the second terms in Eq. (6), the kernel matching term weighted by \( \beta \) produces large loss due to the translation between the kernels. To circumvent this we align the kernels before computing the kernel matching term. The process is described in more detail in the supplementary.

2.3. Kernel Initialization

The initialization of kernel \( k \) is an important parameter, since the starting point of an ill-posed optimization task often restrict the solution space. In the case that no prior knowledge of \( k \) is available it might be useful to obtain an estimate from the given blurry image \( I_B \). We propose to achieve this by looking at the power spectral density (PSD) of \( I_B \). The blurrier an image the more mass will be at the center of the PSD.

If no prior information is available on the shape of the \( k \), we initialize it with a Gaussian and determine the variance of the Gaussian by looking at the PSD of an image as shown in Eqs. (9).

\[
\sum_{i=1}^{Q} \sum_{j=1}^{Q} |F(y)|_{i,j}^2 = T, \quad G_y = F^{-1}[\mathcal{N}(0, Q^2)] \tag{9}
\]

\[
\sigma_k = \frac{1}{N} \sum_{i=1}^{N} \sigma(G_i), \quad k_y = \mathcal{N}(0, \sigma_k \times k_{size_y}) \tag{10}
\]

For each image we calculate the PSD and compute the distance from the center, \( Q \), where a certain threshold, \( T \), of the mass of the PSD is contained. We then construct a Gaussian in the Fourier Domain with the calculated distance as variance and apply an inverse Fourier transform to the constructed Gaussian. This results in an image-specific \( G_y \) that is the size of the image \( y \). To facilitate optimization, by reducing the dimension of the kernel, \( G_y \) is cropped to the estimate of the kernel size, however the size of \( G_y \) will stay the same in the Fourier domain. To reduce the influence of image specific features an average variance \( \sigma_k \) over the dataset consisting of \( N \) images is calculated and in addition the variance is normalized by the kernel size estimate \( k_{size_y} \).
for the respective image as is shown in Eq. (10). The initial $k_{i}$ is then constructed by scaling $\sigma_{k}$ by the kernel size estimate as shown in Eq. (10).

3. Experimental Results

Datasets: We evaluate W-DIP on four widely used natural image datasets and a synthetic microscopy image dataset that we introduced. Levin et al. [11] introduced a dataset with 4 sharp images that was each convolved with 8 different kernels leading to 32 blurred images. Sun et al. [25] used the same blur kernels, but extended the sharp images from 4 to 80 leading to a total of 640 images. The images are also greyscale as in Levin et al. [11] but they are significantly larger. Lai et al. [10] consists of five different image categories, namely: manmade, saturated, text, people and natural. Each category contains five large sharp colour images corresponding to the category name and was blurred with large kernels ranging from $31 \times 31$ to $75 \times 75$ in size. This leads to a total of 100 blurred images. In addition, we qualitatively evaluate on real-world blurry images provided by Lai et al. [10], where the blurring process is unknown. Lastly, we introduce a dataset of synthetic microscopy images that was blurred with synthetic kernels. Four sharp synthetic images were taken from simulation of Schneider et al. [23] and cropped to $255 \times 255$. They were blurred with one kernel from Levin et al. [11] and three other kernels, that can be found in the supplementary. The kernels are of similar size and shape of the point spread functions expected in two-photon microscopy [3]. In total this leads to 16 blurred images.

Implementation Details: The proposed method is implemented in PyTorch [19]. We used Adam [5] for both optimization steps in alternating optimization each with different learning rates and schedulers. For the first optimization step in Eq. (7), we set the initial learning rate to $1e^{-4}$ and decreased it by multiplying with 0.5 at the iterations 2K, 3K, and 4K following the original SelfDeblur implementation. In the second optimization step in Eq. (8), we used a slightly lower learning rate and a scheduler that depends on the kernel size $n$. The reason is that initial estimates of the sharp image generated by $f_{b}$ are worse than that obtained by Wiener-deconvolution since networks are randomly initialized and are given noise as input, thus $\theta$ and $\phi$ should rather adapt to $k$ and $W(I_{B}, k)$. As the estimate from the first optimization gets more reliable, the adaptation speed of $k$ is increased by increasing its learning rate. The larger the estimated kernel size $n$ and thus blur of the image, the longer it takes Eq. (7) to arrive at a reliable solution, thus we include $n$ as a parameter for learning rate adaptation. We start the second optimization step with the initial learning rate $1e^{-6}$, increase it by a factor of 10 after $70 \times (n/10)^{4}$th iteration and two more times after the next two $50 \times (n/10)^{4}$th iterations. The training took place on the in-house GPU cluster mainly consisting of GeForce GTX TITAN X with 12GB memory.

For all evaluations we ran the optimization for 5k iterations, except for the microscopy images where 2k iterations was sufficient to reach peak performance. Furthermore, we set the weight parameters to: $\alpha = 1e^{-3}$, $\beta = 1e^{-4}$, $\lambda = 1e^{-3}$. These parameters were kept constant across all experiments unless otherwise stated and were determined by optimizing performance on four of Levin et al. [11] images. We set $C$ in Wiener-deconvolution to a fixed value of 0.025 in all experiments. In addition, for all experiments with SelfDeblur and W-DIP, except on the Sun et al. [25] dataset due to its large size, the experiments were run three times to account for stochasticity. Mean values across the three runs are reported. We do not perform non-blind deconvolution for SelfDeblur and W-DIP as it has been shown that the generated image for SelfDeblur is comparable to that of the non-blind deconvolved version [21].

Evaluation Metrics: To evaluate the performance of the deconvolution algorithms we make use of the peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) between the estimated sharp image and the ground truth. For the Levin et al. [11] dataset we also include the Error Ratio (E-Ratio) metric [12]. In addition, for the microscopy images the vessel structures are of interest from a biological point of view. The structure of these vessels can be obtained by segmentation with Otsu thresholding [16] after a preprocessing step where extreme pixel values were removed. The overlap of the segmentation of the ground truth and estimated sharp image was then quantified with the Dice coefficient [24].

3.1. Framework Investigation

3.1.1 Ablation Study

To ensure that each component of the proposed framework is necessary we conduct an ablation study, where the weights for $\alpha$, $\beta$ and $\lambda$ are set to zero individually. In addition, we set the initialization of $k$ to uniform to evaluate the importance of its initialization. We perform the ablation study on a natural image dataset [11] as well as on the constructed microscopy dataset [23] as can be seen in Tab. 1.

It can be seen that the strongest loss in performance in both datasets occurs when the weight $\alpha$, which controls the contribution of the image matching term, is set to zero. This drop empirically demonstrates the importance of the guidance of the Wiener-deconvolution in the proposed method. The performance loss is less pronounced when $\beta$, which controls the contribution of the kernel matching term, is set to zero. Even though it is subtle, the drop is observed for all the metrics, suggesting that this term also plays an important role in the method. For both microscopy and natural images, we see that the influence of the L2-norm on $k$ in the second optimization step is minimal, nevertheless we include the regularization to ensure that the trivial delta func-
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Table 1. Ablation study of the proposed framework on Levin et al. [11] and microscopy dataset. To evaluate the contribution of each constraint in our framework we investigate the change in performance when the constraint is left out, by setting the respective weight to zero. The variance is reported to the right of the mean.

| Method         | PSNR        | SSIM        | DICE% |
|----------------|-------------|-------------|-------|
| Levin [11]     | **33.58±2.7** | 0.9288±3.9e⁻⁴ | -     |
| α = 0          | 32.74±8.7   | 0.9086±4.1e⁻³ | -     |
| β = 0          | 33.44±4.4   | 0.9265±1.6e⁻³ | -     |
| λ = 0          | 33.55±2.6   | **0.9298±3.6e⁻⁴** | -     |
| k₀ = Uni       | 32.99±9.3   | 0.9137±4.9e⁻³ | -     |
| Microscope     | **20.80±7.9** | **0.3977±2.8e⁻²** | **76.1±7.7** |
| α = 0          | 18.97±18    | 0.3502±3.6e⁻² | 65.9±12 |
| β = 0          | 20.5±9.7    | 0.3833±2.9e⁻² | 74.97±9.2 |
| λ = 0          | 20.71±9.0   | 0.3972±2.8e⁻² | 75.86±8.2 |
| k₀ = Uni       | 20.39±9.6   | 0.3867±3.2e⁻² | 72.16±9.4 |

3.1.2 Robustness Study

To investigate if the proposed framework can increase the stability of blind deconvolution while using DIP we conducted two experiments. In the first experiment we ran both SelfDeblur and our method for three runs each on the Levin et al. [11] dataset, utilizing different random seeds in each run. The performance fluctuations for both methods as can be seen in Fig. 3b. It can be seen that the performance fluctuation is considerably less for our method compared to SelfDeblur. This is also reflected in the average variance of the PSNR over the three runs. Whereas SelfDeblur has a PSNR variance of 7.18 our method has a variance of 2.71.

In a second experiment we simulated a realistic scenario where the estimated kernel size used in the optimization is considerably larger than the actual kernel. A tight fitting box around the four kernels of the microscopy dataset would be 13 × 13, 35 × 35, 21 × 21 and 27 × 27. Here, we extended these kernels with zero padding to 15 × 15, 41 × 41, 31 × 31 and 37 × 37, respectively. In Tab. 2 the performances for SelfDeblur, W-DIP and W-DIP fine-tuned on the microscopy dataset are shown. Fine-tuning was done by optimizing the weight (α, β, λ) of our method on two of the blurry microscopy images and we obtained the weights α = 1e⁻², β = 1e⁻¹, λ = 1e⁻². It can be seen when the kernel size estimate is “good”, referring to the first set of smaller kernel sizes, that SelfDeblur performs well, how-

Table 1. Ablation study of the proposed framework on Levin et al. [11] and microscopy dataset. To evaluate the contribution of each constraint in our framework we investigate the change in performance when the constraint is left out, by setting the respective weight to zero. The variance is reported to the right of the mean.
ever if the kernel size estimate is too large, “bad”, a performance decrease is observed. For our method the performance decrease in the case of an inaccurate kernel size estimate is significantly less. In addition, fine-tuning the weights ($\alpha, \beta, \lambda$) on two of the blurry images, can further improve the results.

| Method       | PSNR  | SSIM  | DICE% |
|--------------|-------|-------|-------|
| SelfDeblur   | Good $k_{size\_y}$ | 21.21 | 0.4143 | 83.27 |
|              | Bad $k_{size\_y}$  | 19.19 | 0.354  | 67.1  |
|              | Difference         | -2.02 | -0.0603 | -15.77 |
| W-DIP        | Good $k_{size\_y}$ | 21.69 | 0.4141 | 82.9  |
|              | Bad $k_{size\_y}$  | 20.8  | 0.3977 | 76.1  |
|              | Difference         | -0.886 | -0.0164 | -6.8  |
| W-DIP Fine-tuned | Good $k_{size\_y}$ | 22.12 | 0.4194 | 84.55 |
|              | Bad $k_{size\_y}$  | 21.84 | 0.407  | 82.9  |
|              | Difference         | -0.278 | -0.0124 | -1.65 |

Table 2. The performance of SelfDeblur, our method and our method fine-tuned on the microscopy dataset are shown for different kernel size estimates. “Good” and “Bad” indicates an accurate and too large kernel size estimate, respectively.

3.2. Quantitative and Qualitative Results

3.2.1 Levin et al. [11] Dataset

We evaluate our algorithm on the Levin et al. [11] dataset and compare it against other state-of-the-art unsupervised blind deconvolution methods [4,8,12,18,25,31,34], whose results are provided by Ren et al. [21]. SelfDeblur was trained with the exact same learning rate and scheduler as we used for the networks in the constrained optimization and was in accordance with the code provided by the authors. The results can be seen in Tab. 3.

![Pan et al. [18], SSIM:0.9350](image1)
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Figure 5. Visual example of SSIM favoring over-smoothing of image on Levin et al. [11] dataset

Compared to other blind deconvolution methods W-DIP outperforms the benchmarks both in PSNR and especially with regard to Error Ratio, however comes at a higher computational cost. Since the second optimization step only requires optimization over a small parameter space, the computational cost is only marginally larger than that of SelfDeblur. The lower SSIM score compared with other benchmarks such as Pan et al. [18] can be explained by the SSIM metric that favors over-smoothed images as seen in Fig. 5. Whereas the strong smoothing might be beneficial for small images, we see in the Lai et al. [10] dataset that it is not beneficial for more challenging datasets, where we outperform all benchmarks also with regard to the SSIM metric.

3.2.2 Lai et al. [10] Dataset

Whereas the Levin et al. [11] dataset is limited to 32 images and relatively small kernels ranging from $13 \times 13$ to $27 \times 27$ as well as small greyscale images, $255 \times 255$, the Lai et al. [10] dataset contains large kernels and large colour images. To deal with colour images we utilize the same approach as Ren et al. [21] by splitting the images into the YCbCr channels respectively and only optimize for the Y channel. In addition, the dataset is split into distinct image categories, which we also inspect individually as can be seen in Tab. 4. We compare against other state-of-the-art blind deconvolution benchmarks [4,15,17,18,20,30,31] and again use the results for the benchmarks that was reported and shared by Ren et al. [21].

Whereas other benchmarks such as Xu and Jia [30] perform exceptionally well for a specific category, such as “Natural” in this case, but show a weak performance in another category for example “Saturated”, our method produce state-of-the art results in every category and thus also leads to the best average performance when compared over

| Method         | PSNR  | SSIM  | E-Ratio | Time  |
|----------------|-------|-------|---------|-------|
| k known        | 35.42 | 0.9576| 1.000   | -     |
| Cho&Lee [4]*   | 30.29 | 0.8973| 1.860   | 1.395 |
| Levin et al. [12]* | 30.90 | 0.9173| 1.759   | 78.26 |
| Krishnan et al. [8]* | 29.87 | 0.8680| 2.549   | 8.940 |
| Xu et al. [31]* | 31.27 | 0.9148| 1.608   | 1.184 |
| Zuo et al. [34]* | 32.42 | 0.9353| 1.334   | 11.00 |
| Pan et al. [18]* | 32.88 | **0.9386** | 1.232   | 295.2 |
| Sun et al. [25]* | 33.10 | 0.9385 | 1.363   | 191.0 |
| SelfDeblur [21]| 33.01 | 0.9134| 1.207   | 220.0 |
| W-DIP          | **33.50** | **0.9270** | **1.087** | **280.6** |

Table 3. Quantitative evaluation on Levin et al. [11] dataset, while comparing to other state-of-the-art blind deconvolution approaches. The asterisk next to a method indicates that non-blind deconvolution [12] was performed with the found kernel.
Figure 6. Real-world blur example from the Lai et al. [10] dataset comparing the generated image of our method with three benchmarks.

### Table 4. Quantitative evaluation on Lai et al. [10] dataset.

| Method               | Manmade       | Saturated     | Text          | People        | Natural       | Average       |
|----------------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Cho&Lee [4]*         | 16.35/0.3890 | 14.05/0.4927  | 14.87/0.4429  | 19.90/0.5560  | 20.14/0.5198  | 17.06/0.4801  |
| Xu&Jia [30]*         | 19.23/0.6540 | 14.79/0.5632  | 18.56/0.7171  | 25.32/0.8517  | 23.03/0.7542  | 20.18/0.7080  |
| Xu et al. [31]*      | 17.99/0.5986 | 14.53/0.5383  | 17.64/0.6677  | 21.58/0.6788  | 19.23/0.6593  |               |
| Michaeli et al. [31]*| 17.43/0.4189 | 14.14/0.4914  | 16.23/0.4686  | 23.50/0.6999  | 20.70/0.5116  | 18.37/0.5181  |
| Perrone et al. [20]* | 17.41/0.550  | 14.24/0.5107  | 16.94/0.592   | 22.77/0.7347  | 21.04/0.676   | 18.48/0.6130  |
| Pan-DCP et al. [18]* | 18.59/0.5942 | 16.52/0.6322  | 17.42/0.6193  | 24.03/0.7719  | 22.60/0.6984  | 19.89/0.6656  |
| Pan-L0 et al. [17]*  | 16.92/0.5316 | 14.62/0.5451  | 16.87/0.6030  | 23.36/0.7822  | 20.92/0.6622  | 18.54/0.6248  |
| SelfDeblur [21]      | 19.39/0.6660 | 18.55/0.7066  | **23.21**/0.7754 | 27.49/0.8172  | 21.81/0.6585  | 22.09/0.7247  |
| W-DIP                | **19.51**/0.6653 | **18.66**/0.7217 | **22.48**/0.7832 | **28.35**/0.8586 | **23.47**/0.7562 | **22.49**/0.7570 |

Table 4. Quantitative evaluation on Lai et al. [10] dataset. Performance of the algorithms are shown per image category with the PSNR value left and SSIM value right of the slash, respectively. The asterisk next to a method indicates that non-blind deconvolution [7, 28] was performed with the found kernel. Bold and underlined metrics are the best and second best result, respectively.

3.2.3 Sun et al. [25]

We also perform experiments on a large dataset by Sun et al. [25] containing 640 large images. The results shows that W-DIP is more stable, by producing a lower variance across all images, while also achieving a higher mean PSNR and SSIM as shown in Tab. 5. A qualitative comparison can be found in the supplementary.

### Table 5. Here we present the results of blind deconvolution on the Sun et al. [25] dataset. We report the mean PSNR and SSIM values with their respective variance on the right side.

| Method      | PSNR  | SSIM            |
|-------------|-------|-----------------|
| SelfDeblur  | 28.8 ± 7.4 | 0.7383±8.6e⁻³ |
| W-DIP       | **29.07 ± 6.7** | **0.7465±6.3e⁻³** |

3.2.4 Real-World Images With Unknown Blur

For real-world application the blurring operation is often not known. More complex blurring operations such as non-uniform blurring can occur. To investigate the performance of W-DIP on these challenging images we compare the performance with benchmarks [15, 18, 21] in Fig. 6. It can be seen that our result is close to that of SelfDeblur, while outperforming other benchmarks on this image. More qualitative comparisons can be found in the supplementary.

4. Conclusion and Limitations

**Conclusion:** In this paper, we proposed an unsupervised blind image deconvolution method by guiding optimization of DIP with Wiener-deconvolution to obtain more stable and enhanced deblurring performance. We performed experiments on five different datasets and ablation studies have been used to validate the proposed components of our framework. The results show that W-DIP improves existing methods in terms of both image quality and training stability.

**Limitations:** Despite the fact that we achieve significant improvement in terms of stability, sensitivity of DIP to random initialisation still remain a problem. In addition, in this work we did not quantitatively investigate the
performance on non-uniform blurred images. This could be a possible challenge for the current method, since uniform blurring operations are used in the data-fitting term and for deconvolution. Future work could try and extend the approach to different blur operations and investigate using more powerful deconvolution methods.
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