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Abstract: We propose an exact solution approach for the problem $(P)$ of minimizing an unconstrained binary polynomial optimization problem. We call PQCR (Polynomial Quadratic Convex Reformulation) this three-phase method. The first phase consists in reformulating $(P)$ into a quadratic program $(QP)$. To that end, we recursively reduce the degree of $(P)$ to two, by use of the standard substitution of the product of two variables by a new one. We then obtain a linearly constrained binary quadratic program. In the second phase, we rewrite the objective function of $(QP)$ into an equivalent and parameterized quadratic function using the identity $x_i^2 = x_i$ and other valid quadratic equalities that we introduce from the reformulation of phase 1. Then, we focus on finding the best parameters to get a quadratic convex program which continuous relaxation’s optimal value is maximized. For this, we build a new semi-definite relaxation $(SDP)$ of $(QP)$. Then, we prove that the standard linearization inequalities, used for the quadraticization step, are redundant in presence of the new quadratic equalities. Next, we deduce our optimal parameters from the dual optimal solution of $(SDP)$. The third phase consists in solving $(QP^*)$, the optimally reformulated problem, with a standard solver. In particular, at each node of the branch-and-bound, the solver computes the optimal value of a continuous quadratic convex program. We present computational results where we compare PQCR with other convexification methods, and with the solver Baron [41]. We evaluate our method on instances of the image restoration problem [17] and the low auto-correlation binary sequence problem [7] from minlplib [35]. For this last problem, 33 instances among the 45 were unsolved in minlplib. We solve to optimality 6 of them, and for the 27 others we improve primal and/or dual bounds.
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1 Introduction

In this paper, we are interested in solving the unconstrained binary polynomial optimization problem that can be stated as follows:
min \( f(x) = \sum_{p=1}^{m} c_p \prod_{i \in M_p} x_i \)

s.t. \( x_i \in \{0, 1\}, \quad i \in I \)

where \( I = \{1, \ldots, n\} \), \( f(x) \) is an \( n \)-variable polynomial of degree \( d \) and \( m \) is the number of monomials. For a monomial \( p \), \( M_p \) is the subset of \( I \) containing the indexes of the variables involved in \( p \). It follows that \( d = \max_p |M_p| \).

Unconstrained binary polynomial optimization is a general model that allows to formulate many important problems in optimization. The special case where the polynomial objective function of \((P)\) is a quadratic function (i.e. \( d = 2 \)) has been widely studied. In this case, \((P)\) has many applications, including those from financial analysis \[31\], cluster analysis \[39\], computer aided design \[27\] or machine scheduling \[40\]. Moreover, many graph combinatorial optimization problems such as determining maximum cliques, maximum cuts, maximum vertex packing or maximum independent sets can be formulated as quadratic optimization problems \[5,13,37\]. In the cubic case (i.e. \( d = 3 \)), the important class of satisfiability problems known as 3-SAT, can be formulated as \((P)\) \[26\]. In the case where \( d \geq 3 \), there also exists many applications including, for example: the construction of binary sequences with low aperiodic correlation \[7\] that is one of the most challenging problems in signal design theory, or the image restoration problem in computer vision \[17\].

Problem \((P)\) is \( \mathcal{NP} \)-hard \[20\]. Practical difficulties come from the non-convexity of \( f \) and the integrality of its variables. During the last decade, several algorithms that can handle \((P)\) were introduced. In particular, methods were designed to solve the more general class of mixed-integer nonlinear programs. These methods are branch-and-bound algorithms based on a convex relaxation of \((P)\). More precisely, in a first step a convex relaxation is designed and then a branch-and-bound is performed based on this relaxation. The most classical relaxation consists in the complete linearization of \((P)\), but quadratic convex relaxations can also be used. For instance, the well known \( \alpha \)-branch-and-bound \[2\] computes convex under-estimators of nonlinear functions by perturbing the diagonal of the Hessian matrix of the objective function. Several implementations of these algorithms are available, see for instance Baron \[41\], Antigone \[36\], SCIP \[1\] or Couenne \[6\].

In the case where the objective function is a polynomial, but the variables are continuous, Lasserre proposes in \[29\] an algorithm based on a hierarchy of semi-definite relaxations of \((P)\). The idea is, at each rank of the hierarchy, to successively tighten semi-definite relaxations of \((P)\) in order to reach its optimal solution value. It is also proven in \[29\] that this hierarchy converges in a finite number of iterations to the optimal solution of the considered problem. Further, this work has been extended to hierarchies of second order conic programs \[31,21,28\], and of sparse doubly non-negative relaxation \[25\]. Although these algorithms were not originally tailored for binary programming, they can
handle \((P)\) by considering the quadratic constraint \(x_i^2 = x_i\). Methods devoted to the binary polynomial case were also proposed. In \([14,30]\), the authors use separable or convex under-estimators to approximate a given polynomial. Other methods based on linear reformulations can be found in \([17,18,42]\), in which linear equivalent formulations to \((P)\) are proposed and then improved. In \([15]\), the authors focus on a polyhedral description of the linearization of a binary polynomial program. Finally, the work in \([4]\) considers quadratizations with a minimal number of additional variables.

In this paper, we focus on finding equivalent quadratic convex formulations of \((P)\). Quadratic convex reformulation methods \([8,9]\) were introduced for the specific case where \(d = 2\). The idea of these approaches is to build tight equivalent reformulations to \((P)\) that have a convex objective function. This equivalent problem can be built using the dual solution of a semi-definite relaxation of \((P)\), and further solved by a branch-and-bound algorithm based on quadratic convex relaxation. Here, we consider the more general case where \(d \geq 3\), and we propose to compute an equivalent convex formulation to \((P)\). Hence, we present an exact solution method for problem \((P)\) that can be split in three phases. The first phase consists in building an equivalent formulation to \((P)\) where both objective function and constraints are at most quadratic. For this, we need to add some auxiliary variables. We then obtain problem \((QP)\) that has a quadratic objective function and linear inequalities.

Then in the second phase, we focus on the convexification of the obtained problem. As illustrated in the experiments of Section 4, the original QCR and MIQCR methods are not able to handle \((QP)\). Indeed, QCR leads to a reformulation with a weak bound, and in method MIQCR the semi-definite program that we need to solve is too large. This is why, in this paper we introduce a tailored convexification phase. The idea is to apply convex quadratic reformulation to any quadratization of \((P)\). For this, we need null quadratic functions on the domain of \((QP)\) so as to perturb the Hessian matrix of the new quadratic objective function. One of these null functions comes from the classic binary identity, \(x_i^2 = x_i\). One contribution of this paper is the introduction of new null quadratic functions on the domain of \((QP)\). This set of functions varies according to the quadratization used in phase 1. Adding these functions to the new objective function, we get a family of convex equivalent formulations to \((QP)\) that depend on some parameters. We then want to choose these parameters such that the continuous relaxation bound of the convexified problem is maximized. We show that they can be computed thanks to a semi-definite program. Finally, the last phase consists in solving the convexified problem using general-purpose optimization software.

Our experiments show that PQCR is able to solve to global optimality 6 unsolved instances of the low auto-correlation binary sequence problem and improves lower and/or upper bounds of 27 of the 45 instances available at the miniplib website, in comparison to the other available solvers.

The outline of the paper is the following. In Section 2, we define and present our quadratizations of \((P)\). In Section 3, we introduce our family of convex
reformulations and we prove how we compute the best parameters. Then, in Section 4, we present our computational results on polynomial instances of degree 4 coming from the literature and we discuss different possible quadratizations of (P). Section 5 draws a conclusion.

2 Phase 1: Quadratization of (P)

In this section, we present how we build equivalent quadratic formulations to (P). The basic idea is to reduce the degree of $f$ to 2. For this, in each monomial of degree 3 or greater, we simply recursively replace each product of two variables by an additional variable.

More formally, we define the set of indices of the additional variables $J = \{n + 1, ..., N\}$, where $N$ is the total number of initial and additional variables. We also define the subsets $E_i$ for the initial or additional variable $i$ as follows:

Definition 1. For all $i \in I \cup J$, we define $E_i$ as the set of indices of the variables whose product is equal to $x_i$:

- If $i \in I$, i.e. $x_i$ is an initial variable, then we set $E_i = \{i\}$
- If $i \in J$, i.e. $x_i$ is an additional variable, then there exist $(i_1, i_2) \in (I \cup J)^2$ such that $x_i$ replaces $x_{i_1}x_{i_2}$ and we set $E_i = E_{i_1} \cup E_{i_2}$

Using these sets, we define a valid quadratization as a reformulation with $N$ variables where any monomial of degree at least 3 is replaced by the product of two variables.

Definition 2. The sets $J = \{n + 1, ..., N\}$ and $\{E_i, i \in I \cup J\}$ define a valid quadratization with $N$ variables if, for any monomial $p$ of degree greater than or equal to 3 (i.e. $|M_p| \geq 3$), there exist $(j, k) \in (I \cup J)^2$ such that $M_p = E_j \cup E_k$ and $\prod_{i \in M_p} x_i = x_jx_k$. Then the monomial $p$ is replaced by a quadratic term.

With this definition of a quadratization, we reformulate (P) as a non-convex quadratically constrained quadratic program (QCQP) with $N$ variables:

$$
\begin{align*}
\text{(QCQP)} \quad \min g(x) &= \sum_{|M_p| \geq 3, M_p = E_j \cup E_k} c_p x_j x_k + \sum_{|M_p| \leq 2} c_p \prod_{i \in M_p} x_i \\
\text{s.t.} \quad x_i &= x_{i_1} x_{i_2} \quad \forall (i, i_1, i_2) \in J \times (I \cup J)^2 : E_i = E_{i_1} \cup E_{i_2} \\
x &\in \{0, 1\}^N
\end{align*}
$$

As the variables are binary, Constraints [1] are equivalent to the classical set of Fortet inequalities [18]:

1. For all $i \in I \cup J$, we define $E_i$ as the set of indices of the variables whose product is equal to $x_i$:

- If $i \in I$, i.e. $x_i$ is a variable, then we set $E_i = \{i\}$
- If $i \in J$, i.e. $x_i$ is an additional variable, then there exist $(i_1, i_2) \in (I \cup J)^2$ such that $x_i$ replaces $x_{i_1}x_{i_2}$ and we set $E_i = E_{i_1} \cup E_{i_2}$

Using these sets, we define a valid quadratization as a reformulation with $N$ variables where any monomial of degree at least 3 is replaced by the product of two variables.

Definition 2. The sets $J = \{n + 1, ..., N\}$ and $\{E_i, i \in I \cup J\}$ define a valid quadratization with $N$ variables if, for any monomial $p$ of degree greater than or equal to 3 (i.e. $|M_p| \geq 3$), there exist $(j, k) \in (I \cup J)^2$ such that $M_p = E_j \cup E_k$ and $\prod_{i \in M_p} x_i = x_jx_k$. Then the monomial $p$ is replaced by a quadratic term.

With this definition of a quadratization, we reformulate (P) as a non-convex quadratically constrained quadratic program (QCQP) with $N$ variables:

$$
\begin{align*}
\text{(QCQP)} \quad \min g(x) &= \sum_{|M_p| \geq 3, M_p = E_j \cup E_k} c_p x_j x_k + \sum_{|M_p| \leq 2} c_p \prod_{i \in M_p} x_i \\
\text{s.t.} \quad x_i &= x_{i_1} x_{i_2} \quad \forall (i, i_1, i_2) \in J \times (I \cup J)^2 : E_i = E_{i_1} \cup E_{i_2} \\
x &\in \{0, 1\}^N
\end{align*}
$$

As the variables are binary, Constraints [1] are equivalent to the classical set of Fortet inequalities [18]:
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\[
(C_{i_1,i_2}^i) \begin{cases} 
    x_i - x_{i_1} \leq 0, \\
    x_i - x_{i_2} \leq 0, \\
    -x_i + x_{i_1} + x_{i_2} \leq 1, \\
    -x_i \leq 0,
\end{cases}
\]

We now define set \( \mathcal{F}_E \):

\[\mathcal{F}_E = \{ x \in \{0,1\}^N : C_{i_1,i_2}^i \text{ is satisfied } \forall (i,i_1,i_2) \in J \times (I \cup J)^2 : \mathcal{E}_i = \mathcal{E}_{i_1} \cup \mathcal{E}_{i_2} \}.\]

We denote by \( M = 4(N - n) \) the number of constraints of \( \mathcal{F}_E \). We thus obtain the following linearly constrained quadratic formulation that is equivalent to \((P)\) and has \( N \) variables and \( M \) constraints:

\[
(QP) \begin{cases} 
    \min g(x) \equiv x^T Q x + c^T x \\
    \text{s.t.} \\
    x \in \mathcal{F}_E
\end{cases}
\]

where \( Q \in S_N \) (the set of \( N \times N \) real symmetric matrices), and \( c \in \mathbb{R}^N \).

In the following, we will focus on the solution of problem \((QP)\) that is an equivalent formulation to \((P)\). Let us observe that \((QP)\), as well as \((QCQP)\), are parameterized by the quadratization defined by sets \( \mathcal{E} \). Indeed, several valid quadratizations can be applied to \((P)\), each of them leading to different sets \( \mathcal{E}_i \).

Different valid quadratizations were introduced and compared from the size point of view in [4]. In our case the comparison criterion is the continuous relaxation bound value from which we present our experimental comparison in Section 4.

**Example 1** [Different valid quadratizations]

Let us consider the following problem:

\[ (Ex) \begin{cases} 
    \min \quad x \in \{0,1\}^4, \quad 2x_1 + 3x_2x_3 - 2x_2x_3x_4 - 3x_1x_2x_3x_4
\end{cases} \]

For instance, we can build three different equivalent functions:

- \( g_1(x) = 2x_1 + 3x_2x_3 - 2x_2x_3x_4 - 3x_1x_2x_3x_4 \)
- \( g_2(x) = 2x_1 + 3x_2x_3 - 2x_2x_3x_4 - 3x_1x_2x_3x_4 \)
- \( g_3(x) = 2x_1 + 3x_2x_3 - 2x_2x_3x_4 - 3x_1x_2x_3x_4 \)
Here we obtain 3 different quadratizations of \((Ex)\) with different sets \(E\). They have different sizes: \((QEx_1)\) and \((QEx_3)\) have 7 variables and 12 constraints, while \((QEx_2)\) has 6 variables and 8 constraints.

We have reduced the degree of the polynomial program \((P)\) by building an equivalent quadratic program to \((P)\). However, the solution of \((QP)\) still has two difficulties, the non-convexity of the objective function \(g\) and the integrality of the variables.

Some state-of-the-art solvers can solve \((QP)\) to global optimality (e.g. Cplex 12.7 [24]). Unfortunately, these solvers may not be enough efficient for solving dense instances of \((P)\). Here, we propose to compute an equivalent quadratic convex formulation to \((QP)\). There exist several convexification methods devoted to quadratic programming (see, for example [9,11,16,22,34]). These approaches can be directly applied to \((QP)\). For instance, one can use the QCR method, described in [11], that consists in computing an equivalent convex formulation to \((QP)\) using semi-definite programming. The convexification is obtained thanks to a non uniform perturbation of the diagonal of the Hessian matrix. The semi-definite relaxation used can be easily solved due to its reasonable size. However, the bound obtained by continuous relaxation of the reformulation is very weak. As a consequence, for the considered instances of Section 4, the branch-and-bound used to solve the reformulation failed as soon as \(n \geq 20\). Another alternative is to apply the MIQCR method [9]. In this method, the perturbation is generalized to the whole Hessian matrix and hence is more refined than the previous one. This leads to a reformulation with a significantly sharper bound. Unfortunately, the semi-definite relaxation used in this approach is too large and its computation failed even with instances of \((P)\) containing only 10 variables. In the next section, we present a new convexification that leads to sharper bounds than QCR but with a better tractability than MIQCR.

### 3 Phase 2: A quadratic convex reformulation of \((QP)\)

In this section, we consider the problem of reformulating \((QP)\) by an equivalent quadratic 0-1 program with a convex objective function. To do this, we define a new convex function which value is equal to the value of \(g(x)\), but which Hessian matrix is positive semi-definite. More precisely, we first add to \(g(x)\) a combination of four sets of functions that vanish on the feasible set \(\mathcal{F}_E\). For each
function we introduce a scalar parameter. Then we focus on computing the best parameters that lead to a convex function and that maximize the optimal value of the continuous relaxation of the obtained problem.

### 3.1 Valid quadratic equalities for \((QP)\)

For a quadratization characterized by \(\mathcal{E}\), we introduce null quadratic functions over the set \(\mathcal{F}_E\).

**Lemma 1** The following quadratic equalities characterize null functions over \(\mathcal{F}_E\):

\[
\begin{align*}
(S_E) & \quad \left\{ 
\begin{array}{ll}
x_i^2 - x_i = 0 & \quad i \in I \cup J \\
x_i - x_ix_j = 0 & \quad (i, j) \in J \times (I \cup J) : E_i \subset \mathcal{E}_i \\
x_i - x_jx_k = 0 & \quad (i, j, k) \in J \times (I \cup J)^2 : E_i = E_j \cup E_k \\
x_ix_j - x_ix_l = 0 & \quad (i, j, k, l) \in (I \cup J)^4 : E_i \cup E_j \cup E_k \cup E_l \\
\end{array}
\right. \\
\end{align*}
\]

**Proof.** Constraints \((2)\) trivially hold since \(x_i \in \{0, 1\}\). Constraints \((3)\) come from Definition 1. We then prove the validity of the Constraints \((4)\) and \((5)\).

- **Constraints \((3)\):** we have \(x_i = \prod_{i' \in \mathcal{E}_i} x_{i'}\) and \(x_j = \prod_{j' \in \mathcal{E}_j} x_{j'}\), then:

\[
\begin{align*}
x_ix_j & = \prod_{i' \in \mathcal{E}_i} x_{i'} \prod_{j' \in \mathcal{E}_j} x_{j'} \\
& = \prod_{j' \in \mathcal{E}_j} x_{j'}^2 \prod_{i' \in \mathcal{E}_i \setminus \mathcal{E}_j} x_{i'} \quad \text{since } \mathcal{E}_j \subset \mathcal{E}_i \\
& = \prod_{i' \in \mathcal{E}_i} x_{i'} \quad \text{since } x_{j'}^2 = x_{j'} \text{ and } \mathcal{E}_j \cup (\mathcal{E}_i \setminus \mathcal{E}_j) = \mathcal{E}_i \\
& = x_i \\
\end{align*}
\]

- **Constraints \((5)\):** by definition we have:

\[
\begin{align*}
x_ix_j & = \prod_{i' \in \mathcal{E}_i} x_{i'} \prod_{j' \in \mathcal{E}_j} x_{j'} \\
& = \prod_{i' \in (\mathcal{E}_i \cup \mathcal{E}_j) \setminus (\mathcal{E}_i \cap \mathcal{E}_j)} x_{i'} \prod_{j' \in \mathcal{E}_i \setminus \mathcal{E}_j} x_{j'}^2 \\
& = \prod_{i' \in \mathcal{E}_i \setminus \mathcal{E}_j} x_{i'} \quad \text{since } x_{j'}^2 = x_{j'} \text{ and } (\mathcal{E}_i \cup \mathcal{E}_j) \setminus (\mathcal{E}_i \cap \mathcal{E}_j) = (\mathcal{E}_i \cup \mathcal{E}_j) \\
& = x_kx_l \quad \text{since } \mathcal{E}_i \cup \mathcal{E}_j = \mathcal{E}_k \cup \mathcal{E}_l \\
& = x_kx_l
\end{align*}
\]

\(\square\)
3.2 An equivalent quadratic convex reformulation to (QP)

We now compute a quadratic convex reformulation of \((QP)\) and thus of \((P)\). For this, we add to the objective function \(g\) the null quadratic forms in \((2)\)–\((5)\). For each of them, we associate a real scalar parameter: \(\alpha_i\) for Constraints \((2)\), \(\beta_{ij}\) for Constraints \((3)\), \(\delta_{ijk}\) for Constraints \((4)\), and \(\lambda_{ijkl}\) for Constraints \((5)\). We get the following parameterized function:

\[
g_{\alpha,\beta,\delta,\lambda}(x) = g(x) + \sum_{i \in I \cup J} \alpha_i (x_i^2 - x_i) + \sum_{(i,j) \in J \times (I \cup J)} \beta_{ij} (x_i - x_i x_j) \\
+ \sum_{(i,j,k) \in J \times (I \cup J)^2} \delta_{ijk} (x_i - x_j x_k) + \sum_{(i,j,k,l) \in (I \cup J)^4} \lambda_{ijkl} (x_i x_j - x_k x_l)
\]

Obviously \(g_{\alpha,\beta,\delta,\lambda}(x)\) has the same value as \(g(x)\) for any \(x \in \mathcal{F}_E\). Moreover, there exist vector parameters \(\alpha, \beta, \delta, \lambda\) such that \(g_{\alpha,\beta,\delta,\lambda}\) is a convex function. Take for instance, \(\alpha\) equals to the opposite of the smallest eigenvalue of \(Q\), and \(\beta = \delta = \lambda = 0\).

By replacing \(g\) by the new function, we obtain the following family of quadratic convex equivalent formulation to \((QP)\):

\[
\begin{align*}
(QP_{\alpha,\beta,\delta,\lambda}) & \quad \min \ g_{\alpha,\beta,\delta,\lambda}(x) \equiv x^T Q_{\alpha,\beta,\delta,\lambda} x + c_{\alpha,\beta,\delta,\lambda}^T x \\
& \text{s.t.} \quad x \in \mathcal{F}_E 
\end{align*}
\]

where \(Q_{\alpha,\beta,\delta,\lambda} \in \mathbb{S}_N\) is the Hessian matrix of \(g_{\alpha,\beta,\delta,\lambda}(x)\), and \(c_{\alpha,\beta,\delta,\lambda} \in \mathbb{R}^N\) is the vector of linear coefficients of \(g_{\alpha,\beta,\delta,\lambda}(x)\).

In order to use \((QP_{\alpha,\beta,\delta,\lambda})\) within a branch-and-bound procedure, we are interested by parameters \((\alpha, \beta, \delta, \lambda)\) such that \(g_{\alpha,\beta,\delta,\lambda}\) is a convex function. Moreover, in order to have a good behavior of the branch-and-bound algorithm, we want to find parameters that give the tightest continuous relaxation bound. More formally, we want to solve the following optimization problem:

\[
(CP) : \quad \max_{\alpha \in \mathbb{R}^N, \beta \in \mathbb{R}^{T_1}, \delta \in \mathbb{R}^{T_2}, \lambda \in \mathbb{R}^{T_3}} \min_{x \in \mathcal{F}_E} g_{\alpha,\beta,\delta,\lambda}(x)
\]

where \(T_1, T_2\) and \(T_3\) are the number of Constraints \((3)\), \((4)\), and \((5)\), respectively, and \(\mathcal{F}_E\) is the set \(\mathcal{F}_E\) where the integrality constraints are relaxed, i.e. \(x \in [0,1]^N\).

In the rest of the paper we will focus on solving \((CP)\). For this, we build a compact semi-definite relaxation that uses our new valid equalities and prove that its optimal dual variables provide an optimal solution to \((CP)\).
3.3 Computing an optimal solution to (CP)

The following theorem shows that problem (CP) is equivalent to the dual of a semi-definite relaxation of (QP).

**Theorem 1.** The optimal value of (CP) is equal to the optimal value of the following semi-definite program (SDP):

\[
\begin{align*}
\min & \quad <Q, X> + c^T x \\
\text{s.t.} & \quad X_{ii} - x_i = 0 \quad i \in I \cup J \\
& \quad -X_{ij} + x_i = 0 \quad (i, j) \in J \times (I \cup J) : \mathcal{E}_j \subset \mathcal{E}_i \\
& \quad -X_{jk} + x_i = 0 \quad (i, j, k) \in J \times (I \cup J)^2 : \mathcal{E}_j = \mathcal{E}_j \cup \mathcal{E}_k \\
& \quad X_{ij} - X_{kl} = 0 \quad (i, j, k, l) \in (I \cup J)^4 : \mathcal{E}_i \cup \mathcal{E}_j = \mathcal{E}_k \cup \mathcal{E}_l \\
& \quad \begin{pmatrix} 1 & x^T \end{pmatrix} \succeq 0 \\
& \quad x \in \mathbb{R}^N, \quad X \in S^N \\
\end{align*}
\]

The optimal values \((\alpha^*, \beta^*, \delta^*, \lambda^*)\) of problem (CP) are given by the optimal values of the dual variables associated with constraints (4)–(7) respectively.

**Proof.** For simplicity, we rewrite \(\mathcal{F}_E\) as follows: \(\mathcal{F}_E = \{x \in \{0, 1\}^N : Ax \leq b\}\) where \(A\) is a \(M \times N\)-matrix, \(b \in \mathbb{R}^M\), and we introduce \(T = N + T_1 + T_2 + T_3\) the number of Constraints (2)–(5) respectively.

We start by observing that \(x \in \{0, 1\}^N\) is equivalent to \(x^2 \leq x\), thus, (CP) is equivalent to (Q1):

\[
\text{(Q1): } \max_{\alpha \in \mathbb{R}^N, \beta \in \mathbb{R}^{T_1}, \delta \in \mathbb{R}^{T_2}, \lambda \in \mathbb{R}^{T_3}, \omega \in \mathbb{R}^N, \gamma \in \mathbb{R}^M, \alpha, \beta, \delta, \lambda, \gamma \geq 0} \left\{ \min_{x \in \mathbb{R}^N, \; x^2 \leq x, \; Ax \leq b} g_{\alpha, \beta, \delta, \lambda}(x) \right\}
\]

(Q1) is a convex optimization problem over a convex set. If we consider the solution \(\bar{x}_i = 0.5 \forall i \in I\) and \(\bar{x}_i = \bar{x}_{jk} \forall (i, j, k) \in J \times (I \cup J)^2\), \(\mathcal{E}_j = \mathcal{E}_j \cup \mathcal{E}_k\), the obtained \(\bar{x}\) is an interior point and the Slater’s conditions are satisfied for the minimization sub-problem. Then, by Lagrangian duality, we have (Q1) equivalent to (Q2):

\[
\text{(Q2): } \max_{\alpha \in \mathbb{R}^N, \beta \in \mathbb{R}^{T_1}, \delta \in \mathbb{R}^{T_2}, \lambda \in \mathbb{R}^{T_3}, \omega \in \mathbb{R}^N, \gamma \in \mathbb{R}^M, \alpha, \beta, \delta, \lambda, \gamma \geq 0} \left\{ \min_{x \in \mathbb{R}^N} \; g_{\alpha, \beta, \delta, \lambda}(x) + \omega^T (x^2 - x) + \gamma^T (Ax - b) \right\}
\]

Due to Constraints (2), it holds that (Q2) is equivalent to (Q3):

\[
\text{(Q3): } \max_{\alpha \in \mathbb{R}^N, \beta \in \mathbb{R}^{T_1}, \delta \in \mathbb{R}^{T_2}, \lambda \in \mathbb{R}^{T_3}, \gamma \in \mathbb{R}^M, \alpha, \beta, \delta, \lambda, \gamma \geq 0} \left\{ \min_{x \in \mathbb{R}^N} \; g_{\alpha, \beta, \delta, \lambda}(x) + \gamma^T (Ax - b) \right\}
\]
It is well known that a necessary condition for the quadratic function \( g_{\alpha,\beta,\delta,\lambda,\gamma}(x) + \gamma^T(Ax - b) \) to have a minimum not equal to \(-\infty\) is that matrix \( Q_{\alpha,\beta,\delta,\lambda} \) is positive semi-definite. Therefore (Q3) is equivalent to (Q4):

\[
(Q4) : \max_{\alpha \in \mathbb{R}^N, \beta \in \mathbb{R}^{T_1}, \delta \in \mathbb{R}^{T_2}, \lambda \in \mathbb{R}^{T_3}, \gamma \in \mathbb{R}_+^M} \{ \min_{x \in \mathbb{R}^N} g_{\alpha,\beta,\delta,\lambda,\gamma}(x) + \gamma^T(Ax - b) \}
\]

We know from [32] that (Q4) is equivalent to problem (D):

\[
(D) \begin{cases}
\max t \\
\text{s.t.} \begin{cases}
-\gamma^Tb - t \\
\frac{1}{2}(c^T_{\alpha,\beta,\delta,\lambda} + A^T\gamma) \\
Q_{\alpha,\beta,\delta,\lambda}
\end{cases} \succeq 0 \\
t \in \mathbb{R}, \quad \alpha \in \mathbb{R}^N, \quad \beta \in \mathbb{R}^{T_1}, \quad \delta \in \mathbb{R}^{T_2}, \quad \lambda \in \mathbb{R}^{T_3}, \quad \gamma \in \mathbb{R}_+^M
\end{cases}
\]

By semi-definite duality of program (D), and with \( \alpha, \beta, \delta, \lambda \) the dual variables associated with Constraints (6)–(9) respectively, we get (SDP'):

\[
(SDP') \begin{cases}
\min <Q, X> + c^T x \\
\text{s.t.} \begin{cases}
(6) - (11) \\
Ax \leq b
\end{cases}
\end{cases}
\]

We now prove that there is no duality gap between (D) and (SDP'), which holds since:

(i) The feasible domain of (SDP') is nonempty, as \( (QP_{\alpha,\beta,\delta,\lambda}) \) contains 0 as a feasible solution and (D) is bounded

(ii) (D) satisfies Slater’s condition. It is sufficient to take \( \beta, \delta \), and \( \lambda \) equal to 0, \( \alpha \) large enough so that \( Q_{\alpha,\beta,\delta,\lambda} \succeq 0 \) holds, and \( t \) a large negative number that ensures the diagonal dominance of the first row and the first column of matrix \( \begin{pmatrix}
-\gamma^Tb - t & \frac{1}{2}(c^T_{\alpha,\beta,\delta,\lambda} + A^T\gamma) \\
\frac{1}{2}(c^T_{\alpha,\beta,\delta,\lambda} + A^T\gamma) & Q_{\alpha,\beta,\delta,\lambda}
\end{pmatrix} \).

From these equivalences, we know that we can build an optimal solution of (CP) from the optimal dual variables of (SDP'). However, constraints \( Ax \leq b \) are redundant in (SDP') and we thus prove in Lemma 2 that (SDP') and (SDP) are equivalent. As a consequence, an optimal solution to (CP) can be deduced from the optimal dual variables of (SDP).

**Lemma 2** Due to Constraints (6)–(8) and (10), inequalities \( Ax \leq b \) are redundant in (SDP').
Proof. Recall that $Ax \leq b$ are the inequalities of $(C_{i,j,k}^l)$, $\forall (i,j,k) \in J \times (I \cup J)^2 : E_i = E_j \cup E_k$, i.e $x_i \geq 0$ (a), $x_i \leq x_j$ (b), $x_i \leq x_k$ (c), and $x_i \geq x_j + x_k - 1$ (d).

The basic idea used here is that, since matrix \[ \begin{pmatrix} 1 & X \\ x & X \end{pmatrix} \] is positive semi-definite, all its symmetric minors are non-negative.

- Constraint (a): $x_i \geq 0$. We consider the determinant $| 1 \ x_i |$, which implies $X_{ii} - x_i^2 \geq 0$. By (6) we obtain $x_i - x_i^2 \geq 0$ and thus $x_i \geq 0$.
- Constraint (b): $x_i \leq x_j$. Considering the determinant of the symmetric minor $| X_{jj} X_{ji} |$ implies $X_{ii}X_{jj} - X_{ij}^2 \geq 0$. By (6) we have $x_jx_i - X_{ij}^2 \geq 0$ and by (7) we obtain $x_i - x_i^2 \geq 0$. Either $x_i > 0$ and then we have $x_j - x_i \geq 0$, or $x_i = 0$ and the inequality comes from $x_j \geq 0$.
- Constraint (c): $x_i \leq x_k$. By symmetry, i.e. considering the determinant $| X_{kk} X_{ki} |$, the inequality holds.
- Constraint (d): $x_i \geq x_j + x_k - 1$. By definition (10) implies $z^T \begin{pmatrix} 1 \\ x \\ X \end{pmatrix} z \geq 0$, $\forall z \in \mathbb{R}^{N+1}$. By taking $\bar{z} = (1, 0, \ldots, 0, \underbrace{-1, 0, \ldots, 0}_{j}, \underbrace{1, 0, \ldots, 0}_{k}, \underbrace{0, \ldots, 0}_{i})$, we have:

\[
0 \leq \bar{z}^T \begin{pmatrix} 1 & X \\ x & X \end{pmatrix} \bar{z} = (x_i + 1 - x_j - x_k) - (x_j - X_{jj} - X_{ij} - X_{ji}) \\
\quad -(x_k - X_{kk} - X_{jk} + X_{ik}) + (x_i - X_{ij} - X_{ii} + X_{ii}) \\
\quad = (x_i + 1 - x_j - x_k) \text{ by (6), (7) and (8).}
\]

\[\square\]

Let us state Corollary 1 that shows that from an optimal dual solution to $(SDP)$ we can build an optimal solution to $(CP)$.

**Corollary 1.** We have $v(CP) = v(SDP)$ where $v(.)$ is the optimal value of problem $(.)$. Consequently, an optimal solution $(\alpha^*, \beta^*, \delta^*, \lambda^*)$ of $(CP)$ corresponds to the optimal values of the dual variables associated with constraints (1)–(9) of $(SDP)$ respectively.

**Proof.** We have:

(i) $v(CP) = v(D)$
(ii) since there is no duality gap between $(D)$ and $(SDP')$, we have $v(D) = v(SDP')$
(iii) by Lemma 2, we get $v(CP) = v(D) = v(SDP') = v(SDP)$
To sum up, we obtain \((QP^*)\), the best equivalent convex formulation to \((QP)\):
\[
(QP^*) \begin{cases}
\min g_{\alpha^*, \beta^*, \delta^*, \lambda^*}(x) \\
\text{s.t.} \\
x \in F_E
\end{cases}
\]

From Theorem 1, we deduce the Algorithm 1 to solve \((P)\).

### Algorithm 1 PQCR an exact solution method for \((P)\)

**Step 1:** Apply a quadratization \(E\) to \((P)\) and thus generate sets \(F_E\) and \(S_E\).

**Step 2:** Solve \((SDP)\), deduce optimal values \(\alpha^*\), \(\beta^*\), \(\delta^*\), \(\lambda^*\), and build \((QP^*)\).

**Step 3:** Solve \((QP^*)\) by a standard quadratic convex programming solver.

### 4 Numerical results

In this section, we evaluate PQCR on two applications. The first one is the *image restoration (vision)* problem [17], which results are presented in Section 4.1. The instances of this application are quite sparse with an average ratio \(\frac{m}{n}\) of about 7. We choose to use these instances in order to compare PQCR with existing convexifications and in particular with methods QCR and MIQCR that are not able to handle larger and/or denser instances. Then, in Section 4.2, we present the results of the second application, the *low auto-correlation binary sequence (LABS)* problem [7] which instances are much denser (average ratio \(\frac{m}{n}\) of about 212). These instances are available on the minplib website [35], and are very hard to solve. For most of them, the optimal solution value is not known. For these experiments, we have chosen the quadratization described in Algorithm 2 for Step 1 of PQCR. This choice impacts the number of constraints within the sets \(F_E\) and \(S_E\), and the associated continuous relaxation bound value can thus vary. We further illustrate this variation on toy instances in Section 4.3.

The quadratization used in our experiments is presented in Algorithm 2.
Algorithm 2 Quadratization($f$)

Require: A polynomial $f$ of degree $d > 2$
Ensure: A quadratic function $f'$ verifying $\forall x \in \{0, 1\}^n$, $f'(x) = f(x)$

for each monomial $p$ from 1 to $m$ do
  Sort $p$ by lexicographical order
  $\text{deg} \leftarrow \text{deg}(p)$
  while $\text{deg} > 2$ do
    $s \leftarrow \lceil \frac{\text{deg}}{2} \rceil$
    for $l$ from 1 to $s$ do
      Consider the $l^\text{th}$ consecutive pair of variables $x_jx_k$
      Find $x_i$ that represents the product $x_jx_k$
      if $x_i$ does not exist then
        Create an additional variable $x_i$ and $\mathcal{E}_i \leftarrow \mathcal{E}_j \cup \mathcal{E}_k$
      end if
      Replace $x_jx_k$ by $x_i$
    end for
    $\text{deg} \leftarrow \lceil \frac{\text{deg}}{2} \rceil$
  end while
end for

Example 1. Applying the quadratization of Algorithm 2 to the monomial $x_1x_2x_3x_4x_5$
we obtain the following monomial of degree 3 at the first iteration:

\[
x_1x_2x_3x_4x_5
\]

we then obtain a quadratic reformulation of the monomial at the second iteration
using 3 additional variables:

\[
x_6x_7x_5
\]

Our experiments were carried out on a server with 2 CPU Intel Xeon each of
them having 12 cores and 2 threads of 2.5 GHz and 4 * 16 GB of RAM using a
Linux operating system. For all algorithms, we used the multi-threading version
of Cplex 12.7 with up to 48 threads.

In our experiments, we use three classes of solution algorithms:

i) The first class includes 3-phase algorithms that consist in a quadratization
   and a convexification followed by the solution of the equivalent convex
problem with the solver Cplex 12.7: these methods are PQCR and Q+QCR.
   For both methods, the quadratization is implemented in C, and we used
the solver csdp to solve the semi-definite programs. For denser instances (Section 4.2), we used the solver csdp [12] together with the Conic Bundle algorithm [23] to solve the semi-definite program of PQCR, as described in [10]. Then, we used the ampl [19] interface of the solver Cplex 12.7 [24] to solve the obtained quadratic convex problem with binary variables.

ii) The second class includes a 2-phase algorithm, called Q+Cplex, that consists in a quadratization followed by the direct submission to Cplex 12.7. Here again, the quadratization is implemented in C, and we used the ampl interface of the solver Cplex 12.7.

iii) The third class includes the direct submission to the general mixed-integer non-linear solver Baron 17.4.1 [41]. Here, we used the gams interface of the solver Baron 17.4.1.

Parameters of the solvers

- Cplex: we let the default parameters, except the parameter qptol in that is set to 0 for methods PQCR and Q+QCR.
- csdp: Parameters axtol, aytol of Csdp are set to $10^{-3}$.
- Conic Bundle: the precision is set to $10^{-3}$. Parameter $p$ (see [10]) is set to $0.2 * |\mathcal{F}_E|$.

Legends of Tables [13]

- Name: Name of the considered instance.
- n: number of variables in the polynomial formulation.
- m: number of monomials.
- BKN: is the optimal solution value or the best known solution value of the instance.
- N: number of variables after quadratization.
- gap: is the initial gap, i.e. the gap at the root node of the branch-and-bound, $\text{gap} = \frac{|\text{BKN} - \text{LB}_i|}{\text{BKN}} \times 100$, where $\text{LB}_i$ is the initial lower bound.
- Solution: best solution value found within the time limit.
- tSdp: CPU time in seconds for solving semi-definite programs in PQCR and Q+QCR. The time limit is set to 2400 seconds for the vision problem and 3 hours for the LABS problem. If the solver reaches the time limit, tSdp is labeled as "-".
- tTotal: total CPU time in seconds of the associated method. The time limit is set to 1 hour for the vision problem and 5 hours for the LABS problem. If an instance remains unsolved within the time limit, we put the final gap $\frac{|\text{BKN} - \text{LB}_f|}{\text{BKN}} \times 100$, where $\text{LB}_f$ is the final lower bound.
- Nodes: number of nodes visited by the branch-and-bound algorithm.
4.1 The image restoration problem

The \textit{vision} instances are inspired from the image restoration problem, which arises in computer vision. The goal is to reconstruct an original sharp base image from a blurred image. An image is a rectangle containing \( n = l \times h \) pixels. This rectangle is modeled as a binary matrix of the same dimension. A complete description of these instances can be found in [17]. The problem is modeled by the minimization of a degree 4 polynomial of binary variables where each variable represents a pixel. The coefficients of the monomials are indicative of how likely a configuration is to appear on the sharp base image. The size of the considered instances are \( l \times h = 10 \times 10, 10 \times 15, \) and \( 15 \times 15, \) or in the polynomial formulation \( n = 100, 150 \) and \( 225, \) with a number of monomials of \( m = 668, 1033, \) and \( 1598 \) respectively. In our experiments, 15 instances of each size are considered obtaining a total of 45 instances. Observe that the 15 instances of the same size have identical monomials with different coefficients, because they represent different images with the same number of pixels.

We now focus on the comparison of several convexification methods after quadratization. Indeed, several ways are possible to solve the quadratic non-convex program \((QP)\). For instance, the standard solver \texttt{Cplex} can directly handle it, or one can apply the \texttt{QCR} [11] or \texttt{MIQCR} [9] methods. We compare \texttt{PQCR} with these three approaches. We do not report the results for method \texttt{Q+MIQCR} since it was not able to start the computation due to the size of the considered instances. We also give the computational results coming from the direct submission of \((P)\) to the solver \texttt{Baron 17.4.1}. Our observations for these instances are summed up in Table I where each line corresponds to one instance, where the \( i^{th} \) instance of \( l \times h \) pixels is labeled v.i.h i.
We start by comparing the convexification phase of our new algorithm with the original QCR and MIQCR methods. We observe that none of these convexifications are able to handle any considered instances: QCR because of the weakness of its initial gap, and MIQCR because of the size of the semidefinite problem considered for computing the best reformulation. These experiments confirm the interest of designing PQCR, an algorithm devoted to polynomial optimisation. Then, we can see that Q+Cplex dominates PQCR. However, one have to note that these instances are very sparse (average ratio $\frac{m}{n}$ of about $7$). It is well known
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that the standard linearization performs very well on sparse instances. Clearly, for these instances, the time spent on solving a large semidefinite program, even once, is not profitable in comparison to the efficiency of LP heuristic or cut methods implemented in cplex 12.7. Indeed, Q+Cplex solves all the considered instances at the root node of its branch-and-bound. Moreover, it is interesting to remark that 99% of the CPU time of PQCR is spent for solving (SDP), while the CPU time for solving (QP∗) is always smaller than 14 seconds. Finally, we compare PQCR with the direct submission to the solver Baron. We observe that Baron is faster than PQCR on the medium size instances (n = 100 or 150), but is not able to solve all the larger instances within the time limit. Indeed, for n = 225, it solves only 3 instances out of 15. On the contrary, PQCR seems quite stable to the increase of the size of the instances. Indeed, the initial gap remains stable (0.42% on average) while the total CPU time increases reasonably.

4.2 The Low Auto-correlation Binary Sequence problem

We consider the problem of binary sequences with low off-peak auto-correlations. More formally, let S be a sequence S = (s₁, ..., sₙ) with s ∈ {-1, 1}ⁿ, and for a given k = 0, ..., n - 1, we define the auto-correlations Cₖ(S) of S:

\[ Cₖ(S) = \sum_{i=1}^{n-k} sₖs_{i+k} \]

The problem is to find a sequence S of length n that minimizes E(S), a degree 4 polynomial:

\[ E(S) = \sum_{k=1}^{n-1} Cₖ²(S) \]

This problem has numerous practical applications in communication engineering, or theoretical physics [7]. For our experiments, we consider truncated instances, i.e. sequences of length n where we compute low off-peak auto-correlation up to a certain distance n₀ ≤ n, i.e. we consider the following function to minimize:

\[ E_{n₀}(S) = \sum_{k=1}^{n₀-1} Cₖ²(S) \]

In order to apply PQCR, which is initially tailored for {0, 1} polynomial programs, we convert the variables from {-1, 1} to {0, 1} using the standard transformation \( x = \frac{s + 1}{2} \).

This problem admits a lot of symmetries. In particular the correlations Cₖ are identical for a sequence S and its complement. We exploited this symmetry by fixing to 0 the variable that appears the most. Each instance is labeled b.n.n₀. These instances were introduced by [33] and can be found on the minlplib [35] or the polip [38] websites. We do not report the results for methods Q+QCR and Q+MIQCR since they have failed to solve all the considered instances. Two instances that are already quadratic (b.20.03 and b.25.03) are solved by the
method \texttt{Q+Cplex} in 7 and 75 seconds respectively. However, this method was not able to solve the other instances within the time limit.
### Table 2: Results of PQCR and Baron 17.4.1 for the 45 instances of the LABS problem.

Time limit 5 hours. ‘-‘ means that the time limit of 3h on the SDP phase is reached.

| Instance | Name | n | m | PQCR | Baron 17.4.1 |
|----------|------|---|---|------|-------------|
| b.20.03  | 20   | 38| 20| 0    | 1          |
| b.20.05  | 20   | 207| 65| 23   | 23         |
| b.20.10  | 20   | 833| 124| 8    | 837        |
| b.20.15  | 20   | 1494| 164| 5    | 1228       |
| b.25.03  | 25   | 48 | 25| 0    | 1          |
| b.25.06  | 25   | 407| 105| 17   | 461        |
| b.25.13  | 25   | 1782| 206| 4    | 1552       |
| b.25.19  | 25   | 3040| 265| 4    | -          |
| b.30.04  | 30   | 1722| 174| 10   | 1940       |
| b.30.08  | 30   | 3080| 223| 23   | 58         |
| b.35.04  | 35   | 263 | 97 | 19   | 135        |
| b.35.09  | 35   | 5002| 419| 644  | (12 %)     |
| b.35.18  | 35   | 5002| 530| 30   | (5 %)      |
| b.40.05  | 40   | 447 | 145| 25   | 430        |
| b.40.10  | 40   | 2053| 304| 9    | (4 %)      |
| b.45.05  | 45   | 507 | 165| 24   | 1384       |
| b.50.06  | 50   | 882 | 230| 19   | 1230       |
| b.50.13  | 50   | 4457| 506| 8    | (5 %)      |
| b.50.25  | 50   | 14412| 382| 9    | -          |
| b.50.38  | 50   | 25446| 702| 360  | (25 %)     |
| b.50.50  | 50   | 15384| 762| 62   | (44 %)     |
| b.55.06  | 55   | 977 | 255| 21   | (11 %)     |
| b.55.14  | 55   | 5790| 607| 11   | (7 %)      |
| b.55.28  | 55   | 19897| 1069| 174  | (106 %)   |
| b.55.41  | 55   | 33318| 1347| 330  | (244 %)   |
| b.55.55  | 55   | 40402| 1459| 547  | (493 %)  |
| b.60.08  | 60   | 2036| 384| 12   | -          |
| b.60.15  | 60   | 7294| 716| 16   | (14 %)    |
| b.60.30  | 60   | 25230| 1264| 256  | (165 %)   |
| b.60.45  | 60   | 43089| 1614| 547  | (439 %)  |
| b.60.60  | 60   | 52575| 1742| 784  | (704 %)  |
We present in Table 2 a detailed comparison of PQCR with the direct submission to baron 17.1.4. For these experiences the total time limit was set to 5 hours, and we limit the CPU time for solving (SDP) to 3 hours. Indeed, any feasible solution to the dual of (SDP) can be used to get a convex objective function in the equivalent formulation. Thus, if the CPU time in column tSdp is smaller than three hours it means that (SDP) was solved to optimality. In the other case, we get a feasible dual solution and we can suppose that the initial gap of PQCR could be improved. For these instances PQCR is faster than baron since it solves 17 instances out of 45 within the time limit while baron solves only 13 instances. Here, baron 17.1.4 solves 2 instances that were stated as unsolved on minlplib. As expected, PQCR has an initial gap much smaller that baron (reduced by a factor 22 on average). We also observe that the number of nodes visited by PQCR during the branch-and-bound is significantly larger than the the number of nodes of baron (increased by a factor of about 40000 on average).

We present in Table 3 the values of the best solutions and of the final lower bounds obtained by PQCR within 5 hours of CPU time, and those available on the minlplib website. More precisely, we report in the column minlplib the best solution/final lower bound value obtained among the results of the solvers Antigone, Baron, Couenne, Lindo, and Scip. PQCR solves to optimality 6 unsolved instances (labeled as “∗∗”). It also improves the best known solution values of 9 instances (labeled as “∗”), and improves the final lower bound of all the unsolved instances (labeled as “∗”). In this table, each line corresponds to one instance, and we only present results for instances that were stated as unsolved on minlplib. To illustrate these results, we plot in Figure 1, for each instance reported in Table 3, the final gap of PQCR and minlplib. Clearly, the final gap of PQCR is much smaller than the final gap of minlplib (reduced by a factor 3 on average).

A last remark concerns the CPU time necessary to solve (SDP). Indeed, this time represents on average 75% of the total CPU time. A natural improvement is to identify the set of “important equalities” in a preprocessing step in order to improve the behavior of the solution of (SDP). Obviously, this step should be dependent on the quadratization.

4.3 A short discussion on the impact of the chosen quadratization

In this section, we shortly explore the impact of the chosen quadratization on the tightness of the associated continuous relaxation bound. In Table 4, we report the continuous relaxation bound values obtained by convexification after applying the quadratization of Algorithm 2, and three quadratizations from [17], namely Pairwise Cover 1, 2 and 3 (PC1, PC2 and PC3). In Pairwise Cover 1, for each monomial of degree \(d \geq 3\), the first two variables are linearized to obtain a monomial of degree \(d - 1\). The process is recursively reproduced until \(d = 2\). Pairwise Covers 2 and 3 try to minimize the number of additional variables. In PC2, the authors compute the sub-monomials of any degree that appear the most among all the intersection of pairs of monomials. Then they linearize
Fig. 1: Comparison between the final gap of PQCR and the final gap computed with the best known solution and the best bound from miniplib for the unsolved auto-correlation instances.
these sub-monomials using the set $\mathcal{F}_E$ and they repeat the process until the objective function is quadratic. PC3 linearizes in priority the pair of variables that occurs the most frequently in all the monomials. For instance, if we consider the quadratization of the following monomial of degree 4, $x_1x_2x_3x_4$, we will compute the most frequent pair of variables among the six possible products. If $x_1x_2$ is the most frequent, then the monomial will be quadratized using two variables, one for the reformulation of $x_1x_2$ and the other for $x_3x_4$.

We observe that the chosen quadratization impacts $N$, the number of variables of $(QP)$. It also impacts the quality of the associated semidefinite bound, $LB_i$. Indeed, the more variables are added, the more the size of sets $\mathcal{F}_E$ and $\mathcal{S}_E$ increases. Clearly, some equalities of $\mathcal{S}_E$ may be stronger than others. Interesting future research directions would be to identify, for a given quadratization, a set of "important" equalities in $\mathcal{S}_E$, and to determine which quadratization used in PQCR leads to faster solution time and/or sharper initial lower bound.

5 Conclusion

We consider the general problem $(P)$ of minimizing a polynomial function where the variables are binary. In this paper, we present PQCR a solution approach for $(P)$. PQCR can be split in 3 phases. We called the first phase quadratization, where we rewrite $(P)$ as an equivalent quadratic program $(QP)$. For this we have to add new variables and linear constraints. We get a linearly constrained quadratic program that still has a non-convex objective function and binary variables. Moreover, even for small instances of $(P)$, the existing convexification methods failed to solve the associate $(QP)$. This is why, we present a family of tailored quadratic convex reformulations of $(QP)$ that exploits its specific structure. For this, we introduce new valid quadratic equalities that vanish on the feasible domain of $(QP)$. We use these equalities to build a family of equivalent quadratic convex formulations to $(QP)$. Then, we focus on finding, within this family, the equivalent convex formulation that maximizes the continuous relaxation bound value. We show that we can compute this "best" convex reformulation using a new semidefinite relaxation of $(QP)$. Finally, we solve our optimal reformulation with a standard solver.

We present computational results on two applications and compare our algorithm with other convexification methods and the general solver Baron. In particular, we show that for the low auto-correlation binary sequence problem, PQCR is able to improve the best known solution of 10 instances out of 45. A future research direction would be to characterize which quadratization best fit with our convexification phase from the continuous relaxation value point of view.
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Table 3: Comparison of the best known solution and best lower bound values of PQCR and of the minplib for the unsolved LABS instances. **: solved for the first time, #: best known solution improved, and *: best known lower bound improved.

| Instance | PQCR (5h)   | minplib [53] |
|----------|-------------|--------------|
|          | Solution    | LBf          | Solution    | LBf          |
| b.25.19**| -14644      | -14644       | -14644      | -16108       |
| b.25.25**| -10664      | -10664       | -10664      | -12494       |
| b.30.15**| -15744      | -15744       | -15744      | -19780       |
| b.30.23**| -30460      | -30460       | -30420      | -72030       |
| b.30.30**| -22888      | -22888       | -22888      | -54014       |
| b.35.09**| -5108       | -5108        | -5108       | -6312        |
| b.35.18**| -31144      | -31144       | -31160      | -74586       |
| b.35.26**| -55288      | -57789       | -55184      | -191466      |
| b.35.35* | -41052      | -45787       | -41068      | -290424      |
| b.40.10**| -8248       | -8551        | -8240       | -14618       |
| b.40.20**| -50576      | -52465       | -50516      | -162365      |
| b.40.30**| -94872      | -118324      | -94768      | -398617      |
| b.40.40* | -67528      | -98031       | -67964      | -302028      |
| b.45.05* | -1068       | -1112        | -1068       | -1145        |
| b.45.11**| -12748      | -13035       | -12740      | -30771       |
| b.45.23**| -85423      | -98984       | -85248      | -320397      |
| b.45.34* | -151352     | -311627      | -152368     | -752427      |
| b.45.45* | -111292     | -285811      | -112764     | -685911      |
| b.50.06* | -2160       | -2363        | -2160       | -2921        |
| b.50.13**| -23791      | -24975       | -23772      | -74768       |
| b.50.25* | -124572     | -433247      | -124748     | -562446      |
| b.50.38* | -232344     | -611906      | -232496     | -1318325     |
| b.50.50* | -162640     | -681105      | -168216     | -1173058     |
| b.55.06* | -2400       | -2659        | -2400       | -3439        |
| b.55.14**| -33272      | -35698       | -33168      | -116748      |
| b.55.28* | -189896     | -392929      | -190472     | -989145      |
| b.55.41* | -335388     | -1160180     | -337388     | -2494477     |
| b.55.55* | -233648     | -1434663     | -241912     | -1947633     |
| b.60.08* | -6792       | -7388        | -6792       | -13915       |
| b.60.15**| -45232      | -51467       | -44896      | -169767      |
| b.60.30* | -259271     | -692721      | -261048     | -1491016     |
| b.60.45* | -475504     | -2579935     | -478528     | -3687344     |
| b.60.60* | -343200     | -2816441     | -350312     | -3021077     |
Table 4: Comparison of bounds and number of variables of PQCR after different quadratizations

|     | Opt PC1 | N  | LB1  | PC2 | N  | LB1  | PC3 | N  | LB1 | Quad |
|-----|---------|----|------|-----|----|------|-----|----|------|-------|
| b.20.05 | -416   | 64 | -435 | 56  | -439| 40   | -436| 65 | -435 |       |
| b.20.10 | -2936  | 123| -3052| 135 | -3115| 93   | -3068| 124| -3051|       |
| b.40.10 | -8248  | 303| -8590| 315 | -8659| 262  | -8745| 304| -8589|       |
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