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Abstract

Online monitoring aims to evaluate or to predict, at runtime, whether or not the behaviors of a system satisfy some desired specification. It plays a key role in safety-critical cyber-physical systems. In this work, we propose a new monitoring approach, called model predictive monitoring, for specifications described by Signal Temporal Logic (STL) formulae. Specifically, we assume that the observed state traces are generated by an underlying dynamic system whose model is known. The main idea is to use the dynamic of the system to predict future states when evaluating the satisfaction of the STL formulae. To this end, effective approaches for the computation of feasible sets of STL formulae are provided. We show that, by explicitly utilizing the model information of the dynamic system, the proposed online monitoring algorithm can falsify or certify of the specification in advance compared with existing algorithms, where no model information is used. We also demonstrate the proposed monitoring algorithm by several real world case studies.
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1 Introduction

Cyber-Physical Systems (CPS) are man-made modern engineering systems involving both computational devices and physical dynamics. Safety is one of the major considerations in the designs of many CPS such as intelligent transportation systems, smart manufacturing systems and medical devices. For those safety-critical systems, it is crucial to determine whether or not the behaviors of the system satisfy some desired high-level specifications. For example, once we detect that the system has violated or will inevitably violate some desired specifications, additional corrective actions can be taken to ensure safety.

Specification-based monitoring is one of the major techniques in evaluating behavior correctness of CPS [2]. In this context, it is usually assumed that the desired behavior of the system is described by a specification formula and the state traces (a.k.a. signals) generated by the system are observed by a monitor that can issue alarms when the specification is violated. In the past years, numerous algorithms have been developed for monitoring specifications described by, e.g., Linear Temporal Logic (LTL) [16], Metric Temporal Logic (MTL) [13, 42] and Signal Temporal Logic (STL) [11, 14]. Recent applications of specification-based monitoring techniques include, e.g., robot systems [8], autonomous vehicles [40], fuel control system [25], smart cities [31], Internet of Things [48] and intelligent medicines [38].

Depending on what information can be utilized by the monitor, the monitoring problem can be categorized as offline (e.g., [14, 15, 17]) and online (e.g., [11, 13, 23]). In offline monitoring, it is assumed that the complete signal to evaluate has already been generated and the monitor needs to determine either the Boolean satisfaction or the quantitative satisfaction degree of the complete signal. Such offline technique is usually used in the design phase to evaluate the simulated traces of the system prototype. On the other hand, when the CPS is operating online, the monitor only observes partial state traces that have been generated so far. Therefore, online monitoring focuses on evaluating signals in real time during the operation of the system in order to, e.g., issue alarms or trigger
corrective actions.

In the context of qualitative online monitoring, monitor may make the following evaluations on the observed partial signals: (i) the specification cannot be satisfied, i.e., there is no future possibility to correct the signal; (ii) the specification has already been satisfied, i.e., the future signal does not matter anymore; or (iii) inconclusive, i.e., the signal can be either satisfied or not depending on what will happen in the future. Furthermore, in the quantitative setting, the monitor may also estimate the possible robustness interval based on the observed partial signals. In the past years, numerous algorithms have been developed for online monitoring for specifications described by temporal logic formulae. For example, the basic setting is to consider monitoring the Boolean satisfaction of LTL formulae \([1, 3, 34]\) or MTL formulae \([23]\) In \([11, 13]\), algorithms have been developed for quantitatively monitoring the satisfaction of specifications by using robust semantics of STL formulae.

Most of the aforementioned online monitoring techniques are model-free in the sense that the satisfaction of the specification is only evaluated based on the observed signal without considering the dynamic of the system or without predicting future states. In some cases, however, the model of the underlying system, can provide additional information to accelerate the monitoring process. Let us consider a scenario, where for an observed signal, a model-free monitor may provide inconclusive evaluation since the partial signal can be extended to either satisfiable or unsatisfiable signals. However, those satisfiable continuations may not be feasible physically in the dynamic system. In this scenario, by leveraging the model information of the dynamic system and predicting future states, the monitor can better assert that the specification cannot be satisfied before it is actually violated. We refer such type of online monitoring process to as the model predictive monitoring, which uses model information to predict future states so that the specifications can be better evaluated.

There are already many works along the line of leveraging model information for the purpose of online monitoring in the discrete domain during the last decade. For example, \([27, 47]\) introduce predictive semantics for monitoring of untimed LTL specifications for systems that are not black boxes. In \([37]\), the authors proposed a predictive runtime verification framework for systems with timing requirements. Recently, \([18]\) extends the single-model predictive monitoring approach to the multi-model case for both centralized and compositional settings. In \([44]\), the authors introduce a Bayesian intent inference framework leveraging the robot’s intent information to predict future positions.

For signals in the continuous domain, however, there are only a few existing works along this line these years. For example, \([43]\) and \([20]\) use prior knowledges about the over-approximations of target systems represented by linear hybrid automata and linear dynamical systems, respectively, to tackle the problem of scattered sampling uncertainties during the monitoring process. In \([36]\), the authors adopt a lightweight mechanism for incorporating bounds on system dynamics to reduce monitoring overhead. For data-driven STL predictive monitoring, \([38]\) proposes to use statistical time-series analysis techniques to predicate future states. Also, \([32]\) uses Bayesian recurrent neural networks learned from data to predict future states with uncertainties. However, these approaches either use some rough information of the model or consider a purely unknown system dynamic.

In this paper, we propose a new model predictive monitoring approach of dynamic systems for STL. STL formulae are interpreted over continuous time signals and have the advantage of quantitatively evaluating the degree of the satisfaction or violation using robust semantics \([21, 22, 29, 30, 33, 41]\). The monitor aims to issue alarms when the specification has already or will inevitably be violated. However, different from existing approaches, here we explicitly consider the model information of underlying dynamic system. Specifically, we consider a discrete-time nonlinear system. In order to incorporate the model information into the evaluation of STL formulae, we propose the notion of feasible sets, which are the regions of states from which STL formulae can potentially be satisfied considering the system dynamic. Effective algorithms in a dynamic programming manner have been developed for computing feasible sets offline. To monitor the specification in real-time, we propose online monitoring algorithms that correctly combine both the online observed partial signals and the offline computed feasible sets. We show that the proposed model predictive monitoring algorithm may predict the violation of the specification in advance compared with existing model-free approaches. Hence, it may leave more time for the system to take corrective actions to ensure safety.

The rest of the paper is organized as follows. We present some basic preliminaries in Section 2 and formulate the problem in Section 3. Section 4 presents the main body of the online monitoring algorithm, which uses feasible sets that are computed offline in Section 5. Section 6 is the extension of monitoring satisfaction of STL formula. The overall framework is demonstrated by several real world case studies in Section 7 and finally, we conclude this work in Section 8. Preliminary version of some results in this paper are presented in \([45]\). However, \([45]\) only considers a restrictive case that the horizons of different temporal operators have no overlap, which is relaxed in this work with more uniform techniques. Furthermore, in the present work, we provide detailed case studies to illustrate the proposed algorithm.
2 Preliminary

2.1 System Model

We consider a discrete-time control system of form

\[ x_{k+1} = f(x_k, u_k), \]

where \( x_k \in X \subseteq \mathbb{R}^n \) is the state at time \( k \), \( u_k \in U \subseteq \mathbb{R}^m \) is the control input at time \( k \) and \( f : X \times U \to X \) is the dynamic function of the system.

Suppose that the system is in state \( x_k \in X \) at time instant \( k \in \mathbb{Z}_{\geq 0} \). Then given a sequence of control inputs \( u_{k:N-1} = u_k u_{k+1} \ldots u_{N-1} \in U^{N-k} \), the solution of the system is a sequence of states

\[ \xi^f(x_k, u_{k:N-1}) = x_k x_{k+1} \ldots x_N \in X^{N-k} \]

such that \( x_{i+1} = f(x_i, u_i), i = k, \ldots, N - 1 \).

2.2 Signal Temporal Logic

We use Signal Temporal Logic (STL) formulae with bounded-time temporal operators \cite{33} to describe some desired high-level properties. Formally, the syntax of STL formulae is as follows

\[ \Phi ::= \top | \pi^\mu | \neg \Phi | \Phi_1 \land \Phi_2 | \Phi_1 U_{[a,b]} \Phi_2, \]

where \( \top \) is the true predicate, \( \pi^\mu \) is an atomic predicate whose truth value is determined by the sign of its underlying predicate function \( \mu : \mathbb{R}^n \to \mathbb{R} \) and it is true at state \( x_k \) when \( \mu(x_k) \geq 0 \); otherwise it is false. Notations \( \neg \) and \( \land \) are the standard Boolean operators “negation” and “conjunction”, respectively, which can further induce “disjunction” by \( \Phi_1 \lor \Phi_2 ::= \neg(\neg \Phi_1 \land \neg \Phi_2) \) and “implication” by \( \Phi_1 \to \Phi_2 ::= \neg \Phi_1 \lor \Phi_2 \). \( U_{[a,b]} \) is the temporal operator “until”, where \( a, b \in \mathbb{N} \) are two time instants with \( a \leq b \) and \( [a, b] \subseteq \mathbb{N} \) denotes the set of all integers between \( a \) and \( b \) including \( a \) and \( b \).

STL formulae are evaluated on state sequence \( x = x_0 x_1 \ldots \). We use notation \((x, k) \models \Phi\) to denote that sequence \( x \) satisfies STL formula \( \Phi \) at time instant \( k \). The reader is referred to \cite{33} for more details on the semantics of STL formulae. Particularly, we have \((x, k) \models \pi^\mu \) iff \( \mu(x_k) \geq 0 \), i.e., \( \mu(x_k) \) is non-negative for the current state \( x_k \), and \((x, k) \models \Phi_1 U_{[a,b]} \Phi_2 \) iff \( \exists k' \in [a+k, b+k] \) such that \((x, k') \models \Phi_2 \) and \( \forall k'' \in [k, k'] \), we have \((x, k'') \models \Phi_1 \), i.e., \( \Phi_2 \) will hold at some instant between \([a+k, b+k] \) in the future and before that \( \Phi_1 \) always holds. Furthermore, we can also induce temporal operators

- “always” \( G_{[a,b]} \Phi ::= \top U_{[a,b]} \Phi \) such that it holds when \((x, k) \models \Phi \) for some \( k' \in [k+a, k+b] \); and

- “eventually” \( F_{[a,b]} \Phi ::= \top U_{[a,b]} \Phi \) such that it holds when \((x, k) \models \Phi \) for any \( k' \in [k+a, k+b] \).

We write \( x \models \Phi \) whenever \((x, 0) \models \Phi \).

Given an STL formula \( \Phi \), in fact, it is well-known that the satisfaction of \( \Phi \) can be completely determined only by those states within its horizon. Specifically, we will use notation \( \Phi^{|S,T]} \) to emphasize that the satisfaction of formula \( \Phi \) only depends on time horizon \([S,T] \), where \( S \) is the starting instant of \( \Phi \) which is the minimum terminal instant that appears in the formula and \( T \) is the terminal instant of \( \Phi \) which is the maximum sum of all nested upper bounds. For example, for \( \Phi = F_{[2,7]} x^{\mu_1} \land G_{[3,12]} x^{\mu_2} \), we have \( T = \max\{7, 12\} = 12 \) and \( S = \min\{2, 3\} = 2 \).

3 Problem Formulation

3.1 Fragment of STL Formulae

In this paper, we consider the following restricted but still expressive enough fragments of STL formulae:

\[ \varphi ::= \top \mid \pi^\mu \mid \neg \varphi \mid \varphi_1 \land \varphi_2, \]

\[ \Phi ::= F_{[a,b]} \varphi \mid G_{[a,b]} \varphi \mid \varphi_1 U_{[a,b]} \varphi_2 \mid \Phi_1 \land \Phi_2, \]

where \( \varphi_1, \varphi_2 \) are formulae of class \( \varphi \), and \( \Phi_1, \Phi_2 \) are formulae of class \( \Phi \). Specifically, we only allow the temporal operators to be applied once for Boolean formulae.

Note that, for the standard “until” operator, \( \varphi_1 U_{[a,b]} \varphi_2 \) requires that \( \varphi_1 \) holds from the initial instant before \( \varphi_2 \) holds. In order to facilitate subsequent expression, we introduce a new temporal operator \( U' \) defined by \((x, k) \models \Phi_1 U'_{[a,b]} \Phi_2 \) iff \( \exists k' \in [k+a, k+b] \) such that \((x, k') \models \Phi_2 \) and \( \forall k'' \in [k, k'] \), we have \((x, k'') \models \Phi_1 \). Compared with \( U \), the new operator \( U' \) only required that \( \Phi_1 \) holds from instant \( a \) before \( \Phi_2 \) holds. Throughout this paper, we will refer “U” to as the “until” operator. As illustrated by Figure 1, our setting is without loss of generality since we can express the standard \( U \) using \( U' \) by:

\[ (x, k) \models \Phi_1 U_{[a,b]} \Phi_2 \iff (x, k) \models (\Phi_1 U'_{[a,b]} \Phi_2) \land (G_{[0,a]} \Phi_1). \]

Furthermore, we can always rewrite Boolean formula \( \varphi \) in Eq. (2a) in terms of the region of states satisfying the formula. Specifically, for predicate \( \pi^\mu \), its satisfaction region is the solution of inequality \( \mu(x) \geq 0 \); we denote it by set \( H^\mu \), i.e., \( H^\mu = \{ x \in X \mid \mu(x) \geq 0 \} \). Similarly, we have \( H^\neg \varphi = X \setminus H^\varphi \) and \( H^{\varphi_1 \land \varphi_2} = H^{\varphi_1} \cap H^{\varphi_2} \). Hereafter, instead of using \( \varphi \), we will only write it as \( x \in H^\varphi \) or simply \( x \in H \) using its satisfaction region.

Based on the above discussion, STL formulae \( \Phi \) in Eq. (2)
can be expressed equivalently by:
\[
\Phi := \bigwedge_{i=1}^{N} \Phi_{i}^{[a_{i}, b_{i}]},
\]
where \( \Phi_{i}^{[a_{i}, b_{i}]} \) is a sub-formula that applies within time interval \([a_{i}, b_{i}]\) in the form of (3) as
\[
\Phi = (G_{[0,2]} x \in H_{G}) \land (G_{[3,7]} x \in H_{G} \cap H_{F}) \land (F_{[5,15]} x \in H_{F}) \land (G_{[8,11]} x \in H_{G}) \land (\neg \Phi_{1}) \land \Phi_{2},
\]
which is shown in Figure 1(b). In this case, we have \( I = \{1, 2, 3, 4, 5\} \) and \( O_{1}, O_{2}, O_{3} = G, O_{3} = F \) and \( O_{5} = U' \). Also, for time instant \( k = 9 \), we have \( I_{k} = \{3, 4, 5\} \).

### 3.2 Online Monitoring of STL

Given a state sequence \( x \), whose length is equal to or longer than the horizon of \( \Phi \), we can always completely determine whether or not \( x \models \Phi \). However, during the operation of the system, at each time instant, we can observe the current state \( x_{k} \), and therefore, the only partial signal \( x_{0:k} = x_{0} x_{1} \cdots x_{k} \) (called prefix) is available at time instant \( k \), and the remaining signals \( x_{k+1:T} \) (called suffix) will only be available in the future. We say a prefix signal \( x_{0:k} \) is

- **violated** if for any control input \( u_{k:T-1} \), we have \( x_{0:k} \xi_{f}(x_{k}, u_{k:T-1}) \not\models \Phi \);
- **feasible** if for some control input \( u_{k:T-1} \), we have \( x_{0:k} \xi_{f}(x_{k}, u_{k:T-1}) \models \Phi \).

Intuitively, a prefix signal is violated if we know for sure in advance that the formula will be violated inevitably. For example, for safety specification \( G_{[0,T]} x \in H \), once the system reaches a state \( x_{k} \notin H \) for \( k < T \), we know immediately that the formula is violated. Also, if the system is in state \( x_{k} \) from which no solution \( \xi_{f}(x_{k}, u_{k:T-1}) \) can be found such that each state is in region \( H \), then we can also claim the formula cannot be satisfied anymore, i.e., it is violated.

Therefore, an online *monitor* is a function
\[
\mathcal{M} : \mathcal{X}^{*} \to \{0, 1\}
\]
that determines the satisfaction of formula based on the partial signal, where \( \mathcal{X}^{*} \) denotes the set of all finite sequences over \( \mathcal{X} \), “0” denotes “feasible” and “1” denotes “violated”. Then the online monitoring problem is formulated as follows.

**Problem 1** Given a dynamic system of form (1) and an STL formula \( \Phi \) as in (4), design an online monitor \( \mathcal{M} : \mathcal{X}^{*} \to \{0, 1\} \) such that for any prefix signal \( x_{0:k} \) where \( k \leq T \), we have \( \mathcal{M}(x_{0:k}) = 1 \) iff \( x_{0:k} \) is a violated prefix.

**Remark 1** We note that, for any prefix signal \( x_{0:k} \), it is a violated prefix if we cannot find a sequence of control inputs \( u_{k:T-1} \) such that \( x_{0:k} \xi_{f}(x_{k}, u_{k:T-1}) \models \Phi \). The existence of such a control sequence can be determined by
the binary encoding technique proposed in [39]. Therefore, a naive approach for designing an online monitor is to solve the above constrained satisfaction problem based on $x_{0:k}$. However, such a direct approach has the following issues

- First, the computations are performed purely online by solving a satisfaction problem, which is computationally very challenging especially for nonlinear systems with long horizon STL formulae. Hence, the monitor may not be able to provide evaluations in time.
- Second, this requires to store the entire state sequence up to now. It is more desirable if the monitor can just store the satisfaction status of the formula by “forgetting” those irrelevant information.

Compared with the direct approach, in this paper, we will present an alternative approach by pre-computing the set of feasible regions in an offline fashion. Then the pre-computed information will be used online, which ensures timely online evaluations.

4 Set-Based Online Monitoring

4.1 Remaining Formulae and Feasible Set

As we mentioned above, our objective is to evaluate the satisfaction of STL formulae of the form (4) which is the conjunction of several sub-formulae. Specifically, at each instant $k$, the monitor needs to determine the following two issues:

- for sub-formulae effective currently, check whether or not each of them has been achieved; and
- for those sub-formulae (either effective currently or in the future) that have not been achieved, check whether or not the system is still able to fulfill them in the future.

To formalize the above issues, we use $I \subseteq \mathcal{I}$ to denote the index set of the remaining sub-formulae (which will be referred to as the remaining set latter), i.e., sub-formulae that have not been achieved yet. Then we introduce the notion of $I$-remaining formulae as follows.

**Definition 1 (I-remaining formula)** Given an STL formula $\Phi$ of form (4), a subset of indices $I \subseteq \mathcal{I}$ and a time instant $k \in [0,T]$, $I$-remaining formula at instant $k$ is defined by

$$
\Phi^I_k = \bigwedge_{i \in I \cap \mathcal{I}_k} \Phi_{i[k,b_i]}^{[k,b_i]} \land \bigwedge_{i \in \mathcal{I}_{>k}} \Phi_{i[a_i,b_i]}^{[a_i,b_i]},
$$

where $\Phi_{i[a_i,b_i]}^{[a_i,b_i]}$ is obtained from $\Phi_{i[a_i,b_i]}$ by replacing the start instant of the temporal operator from $a_i$ to $k$.

Intuitively, $\Phi^I_k$ denotes the conjunction of all sub-formulae that have not been achieved. Clearly, sub-formulae with index in $\mathcal{I}_{>k}$ effective in the future are naturally not achieved. For sub-formulae with index in $\mathcal{I}_k$ effective currently, we only consider those in $I$.

Furthermore, we are only interested in the satisfiability in the future, the formulae is truncated from the given instant $k$.

**Example 2 (Cont.)** Let us consider the STL formula $\Phi$ in Equation (6). For time instant $k = 7$, we have $\mathcal{I}_{<7} = \{1\}$, $\mathcal{I}_7 = \{2,3\}$ and $\mathcal{I}_{>7} = \{4,5\}$. Now, suppose that the remaining index set at $k = 7$ is $I = \{3,4,5\}$, which is determined by some sequence $x_{0:6}$. Then $I$-remaining formula at $k = 7$ is $\check{\Phi}^I_7 = (F_{[7,15]} x \in \mathcal{H}_F) \land (G_{[8,11]} x \in \mathcal{H}_G) \land (x \in \mathcal{H}^I_7 U^I_{[8,14]} x \in \mathcal{H}^I_7).

In order to capture whether or not the $I$-remaining formulae can possibly be fulfilled in the future under the constraint of the system dynamic, we introduce the notion of $I$-remaining feasible set.

**Definition 2 (I-remaining feasible set)** Given an STL formula $\Phi$ of form (4), a subset of indices $I \subseteq \mathcal{I}$ and a time instant $k \in [0,T]$, the $I$-remaining feasible set at instant $k$, denoted by $X^I_k$, is the set of states from which there exists a solution that satisfies the $I$-remaining formula at $k$, i.e.,

$$
X^I_k = \left\{ x_k \in \mathcal{X} \mid \exists u_{k:T-1} \in U^{I-k} \text{ s.t. } x_k \xi_f(x_k, u_{k:T-1}) = \check{\Phi}^I_k \right\}. 
$$

In what follows, we will present the main online monitoring algorithm by using the $I$-remaining feasible sets. The computation of set $X^I_k$ will be detailed in Section 5.

4.2 Online Monitoring Algorithm

Note that, although we consider temporal operator “Eventually” in the semantics, it is subsumed by operator “Until” since $F_{[a_i,b_i]} x \in \mathcal{H}_i$ can be expressed as $x \in \mathcal{X} U^I_{[a_i,b_i]} x \in \mathcal{H}_i$. Therefore, technically, we only need to handle temporal operators $G$ and $U$. Specifically, in terms of the satisfaction:

- for sub-formula of form $\Phi_{i[a_i,b_i]} = G_{[a_i,b_i]} x \in \mathcal{H}_i$ with operator $G$, it is satisfied only when state $x_k$ is still in the region $\mathcal{H}_i$ at the last instant $b_i$.
- for sub-formula of form $\Phi_{i[a_i,b_i]} = x \in \mathcal{H}_i U^I_{[a_i,b_i]} x \in \mathcal{H}_i'$, however, its satisfaction can be determined at any instant $k \in [a_i, b_i]$ if state $x_k$ is in region $\mathcal{H}^I_1 \cap \mathcal{H}^I_2$.

Based on the above discussion, now we present the complete online monitoring algorithm, which is shown in Algorithm 1. We use a global variable $I$ to record the indices of sub-formulae that have not been satisfied. We start from the initial instant $k = 0$ (line 1) and $I$ is set as the
indices of all formulae $I$ (line 2). The monitor decision for each instant $k$ is computed in the while-loop. Specifically, the monitor first reads the current state $x_k$ (line 4) and uses its $I$-remaining feasible set $X_k^I$ to issue a monitoring decision. Specifically, if $x_k$ is not in $X_k^I$, we know that entire formula cannot be satisfied anymore (lines 5-7). If it is in $X_k^I$, then we use this state information to determine whether or not some sub-formulae in set $I$ are achieved based on rules discussed above (lines 8-12). If sub-formulae $\Phi_i$ is satisfied, then we delete its index $i$ from the remaining set $I$ (line 13). Note that we only need to check the satisfaction of remaining sub-formulae with indices in $I \cap I_k$ since sub-formulae with indices in $I_{>k}$ cannot be satisfied at instant $k$. This process is repeated until remaining index set $I$ is empty, i.e., the entire formula is satisfied.

Algorithm 1: Online Monitoring Algorithm

```
Input: feasible sets
Output: monitoring decision $M_k$
1 $k \leftarrow 0$
2 $I \leftarrow I$
3 while $I \neq \emptyset$ do
4     read new current state $x_k$
5     if $x_k \notin X_k^I$ then
6         $M_k = 1$
7         return "prefix is violated"
8     else
9         $M_k = 0$
10        forall $i \in I \cap I_k$ do
11           if $[O_i = G \land k = b_i \land x_k \in H_i]$ or $[O_i = U' \land x_k \in H_i^1 \land H_i^2]$ then
12              $I \leftarrow I \setminus \{i\}$
13        $k \leftarrow k + 1$
14 return "$\Phi$ has been satisfied"
```

Remark 2 Compared with the direct approach discussed in Remark 1, the major advantage of the proposed online monitoring algorithm is that the online computation burden is very low. At each time instant, instead of solving a complicated satisfaction problem on-the-fly, our approach just needs to check a set membership. Particularly, the $I$-remaining feasible sets can be computed in an offline fashion and stored in the monitor. Furthermore, our algorithm is only based on the current state $x_k$ and do not need to remember the entire trajectory generated by the system.

5 Offline Computation of Feasible Sets

In this section, we present methods for the computation of $I$-remaining feasible sets $X_k^I$ at time instant $k$.

5.1 Computation List

Recall that during online monitoring process, the monitor uses $I$-remaining feasible sets $X_k^I$ at each instant $k$, where $I$ is the set of remaining unsatisfied sub-formula index which is determined by state trajectory $x_{0:k-1}$. Since the state trajectory $x_{0:k-1}$ is unknown a priori at the starting instant of the system, the remaining set $I$ also has multiple possibilities for each instant $k$. It seems that we need to compute feasible sets for all subsets in $2^I$ for each instant $k \in [0, T]$. However, the number of remaining sets that are actually possible at each instant is much smaller than the exponential worst-case due to the following observations. First, at instant $k$, the remaining set $I$ cannot contain any indices of sub-formulae in $I_{<k}$ and that in $I_{>k}$ are all contained in $I$ since they have not been evaluated. Second, for each index in $I_k$, if the temporal operator is "Always" or $k$ is the first instant of "Until", then their index must be in $I$ since they cannot be satisfied based on the past information. Formally, we define the potential index set for instant $k$ as follows.

Definition 3 (Potential Index Set) For each instant $k \in [0, T]$, we say subset $I \subseteq I$ is a potential index set for instant $k$ if

(i) $I_{<k} \cap I = \emptyset$; and
(ii) $I_{>k} \subseteq I$; and
(iii) $\{i \in I_k \mid [O_i = G] \lor [O_i = U' \land k = a_i] \} \subseteq I$.

We denote by $I_k$ the set of all potential index sets for instant $k$. Similarly, we define $X_k = \{X_k^I \mid I \in I_k\}$ as the set of all potential feasible sets for instant $k$. Then our offline objective is to compute all elements in $\{X_k \mid k \in [0, T]\}$.

Example 3 (Cont.) Let us consider the STL formula $\Phi$ in Equation (6). For instant $k = 7$, the set of all potential index sets and all potential feasible sets are $I_7 = \{\{2, 3, 4, 5\}\}$ and $X_7 = \{X_7^\{2,3,4,5\}\}$, respectively. For instant $k = 8$, we have $I_8 = \{\{4, 5\}, \{3, 4, 5\}\}$ and $X_8 = \{X_8^\{4,5\}, X_8^\{3,4,5\}\}$.

5.2 Backwards Computation of Feasible Regions

Now we present our approach for computing all potential feasible sets $X_k$ for each instant $k$. The basis idea is to compute $X_k$ recursively in a backwards manner. Specifically, suppose that we have already known the all potential feasible set in $X_{k+1}$, and then we can use elements in $X_{k+1}$ to compute each element in $X_k$.

Note that for each remaining set $I \in I_k$ for instant $k$, there are multiple choices $I' \in I_{k+1}$ for the next instant depending on which currently effective sub-formulae are satisfied. Clearly, given the current remaining set $I \in I_k$
not arbitrary $I' \in \mathbb{I}_{k+1}$ can be the remaining set for the next instant. To this end, we introduce the notion of successor set as follows.

**Definition 4 (Successor Sets)** Let $I \in \mathbb{I}_k$ be a remaining set at instant $k$, we say that $I' \in \mathbb{I}_{k+1}$ is a successor set of $I$ for the next instant if

$$\forall i \in \mathcal{I}_{k+1} : [O_i = U' \land i \notin I] \Rightarrow i \notin I'. \quad (9)$$

We denote by $\text{succ}(I, k) \subseteq \mathbb{I}_{k+1}$ as the set of all successor sets of $I$ from instant $k$.

Intuitively, $I'$ is a successor set of $I$ says that, for any sub-formula with “Until” operator, if it has been satisfied in $I$, then it should also be satisfied in $I'$. For the purpose of backwards computation, we define

- $\mathcal{I}_{T+1} = \{ \emptyset \}$; and
- $\forall I \in \mathcal{I}_T : \text{succ}(I, T) = \mathcal{I}_{T+1} = \{ \emptyset \}$.

Note that, the successor set of $I$ may not be unique in general since for those sub-formulae that have not yet been satisfied in $I$ and are still effective at the next instant, they can be either in $I'$ or not depending on the current state of the system. To capture this issue, we define the satisfaction sets and consistent regions as follows.

**Definition 5 (Satisfaction Sets and Regions)** Let $I \in \mathbb{I}_k$ be a remaining set for instant $k$ and $I' \in \mathbb{I}_{k+1}$ be a successor set of $I$.

- The satisfaction set w.r.t. pair $(I, I')$ is defined by
  $$\text{sat}_U(I, I') = \{ i \in I : O_i = U' \land i \notin I' \}, \quad (10)$$
  which is the set of indices of sub-formulae with “Until” operator that are in $I$ but not in $I'$.

- The consistent region w.r.t. pair $(I, I')$ is defined by
  $$\mathcal{H}_k(I, I') = \bigcap_{i \in \text{sat}_U(I, I')} \mathcal{H}_i, \quad (11)$$
  where
  $$\mathcal{H}_i = \begin{cases} 
  \mathcal{H}^1_i \cap \mathcal{H}^2_i & \text{if } i \in \text{sat}_U(I, I') \\
  \mathcal{H}^1_i \setminus \mathcal{H}^2_i & \text{if } O_i = U' \land i \notin \text{sat}_U(I, I') \\
  \mathcal{H}_i & \text{if } O_i = G.
  \end{cases} \quad (12)$$

The intuitions of the above definitions are as follows. Suppose that the current remaining set is $I$ at instant $k$ and becomes $I'$ at instant $k + 1$. Then satisfaction set $\text{sat}_U(I, I')$ captures the indice set of “Until” formulae that are satisfied at instant $k$. Since $I$ is considered as an element in $\mathbb{I}_k$, we naturally have $\text{sat}_U(I, I') \subseteq \mathcal{I}_k$. In order to trigger the evolution of the remaining set from $I$ to $I'$, at instant $k$, the system should be in the consistent region $\mathcal{H}_k(I, I')$. Specifically, we consider each sub-formula that is remaining and effective at instant $k$, i.e., $i \in I \cap \mathcal{I}_k$. Then we have the following three cases as shown in Equation (12):

- If $i \in \text{sat}_U(I, I')$, then it means that the system must be in region $\mathcal{H}^1_i \cap \mathcal{H}^2_i$ in order to satisfy sub-formula $i$;
- If $O_i = U'$ but $i \notin \text{sat}_U(I, I')$, then it means that the sub-formula $i$ is not yet satisfied, and, therefore, the system should be in region $\mathcal{H}^1_i \setminus \mathcal{H}^2_i$;
- If $O_i = G$, then the system should stay in region $\mathcal{H}_i$.

Since each sub-formula $i \in I \cap \mathcal{I}_k$ should satisfy the above requirements, $\mathcal{H}_k(I, I')$ is taken as the intersection of the region of each sub-formula.

Now, for some $I \in \mathbb{I}_k$ and its successor set $I' \in \mathbb{I}_{k+1}$, the computation of feasible set $X^I_k$ can be divided into two parts:

- First, it should stay in the consistent region $\mathcal{H}_k(I, I')$ at instant $k$;
- Also, it needs to be able to reach region $X^I_{k+1}$ in one step to satisfy the subsequent requirements.

This observation is formalized with the help of one-step feasible set defined as follows.

**Definition 6 (One-Step Feasible Set)** Let $\mathcal{S} \subseteq \mathcal{X}$ be a set of states representing the “target region”. Then the one-step feasible set of $\mathcal{S}$ is defined by

$$\mathcal{Y}(\mathcal{S}) = \{ x \in \mathcal{X} \mid \exists u \in \mathcal{U} \text{ s.t. } f(x, u) \in \mathcal{S} \}. \quad (13)$$

In terms of our computation of feasible regions, if the system is evolving from $I$ to $I'$ and maintains the satisfiability of $I'$ from instant $k + 1$, then we know that the system should be in region $\mathcal{H}(I, I') \cap \mathcal{Y}(X^I_{k+1})$ at instant $k$. However, the remaining set $I'$ for the next instant depends on the current-state of the system. Therefore, to compute $X^I_{k+1}$, we need to consider all possible successor sets $I' \in \text{succ}(I, k)$, and take the union of these regions. This is formalized by the following theorem.

**Theorem 1** Suppose that $I$ is the remaining index set and $X^I_{k+1}$ is the set of all potential feasible sets at next time instant. Then $I$-remaining feasible set $X^I_k$ defined in Definition 2 for the time instant $k$ can be computed as follows

$$X^I_k = \bigcup_{I' \in \text{succ}(I, k)} \left( \mathcal{H}(I, I') \cap \mathcal{Y}(X^I_{k+1}) \right). \quad (14)$$

**Proof.** When $k = T$, since $\text{succ}(I, k) = \{ \emptyset \}$ and
satisfies all possible \( k' \in \text{succ}(I, k) \). Therefore, we have 
\( X_k' = \bigcup_{k' \in \text{succ}(I, k)} (H_k(I, k') \cap \mathcal{Y}(X_{k+1}')) \)
which is the same as Equation (14), i.e., the theorem is proved.

**Example 4 (Cont.)** Let us consider the STL formula \( \Phi \) in Equation (6). For instance \( k = 11 \), assume that remaining set is \( I = \{3,4,5\} \in I_1 \). In this case, any set in \( I_2 = \{\emptyset, \{3\}, \{5\}, \{3,5\}\} \) could be a possible successor set as defined in Definition 4, i.e., \( \text{succ}(I, 11) = I_1 \), and we denote by \( I_1 = \emptyset, I_2' = \{3\}, I_2 = \{5\} \) and \( I_2 = \{3,5\} \). Note that for sub-formula \( \Phi_3 = \mathcal{F}_{[5,15]}x \in \mathcal{H}_F \), we write it as \( x \in \mathcal{X}U_{[5,15]}x \in \mathcal{H}_F \) here for four possible successor sets, their satisfaction sets are
\begin{align*}
\text{sat}_u(I, I_1') = \{3,5\}, \text{sat}_u(I, I_2') = \{5\}, \\
\text{sat}_u(I, I_1) = \{3\} \text{ and } \text{sat}_u(I, I_2') = \emptyset
\end{align*}
respectively, and their consistent regions are
\begin{align*}
H_k(I, I_1') &= (\mathcal{H}_U \cap \mathcal{H}_U') \cap (\mathcal{X} \cap \mathcal{H}_F) \cap \mathcal{H}_G, \\
H_k(I, I_2') &= (\mathcal{H}_U \cap \mathcal{H}_U') \cap (\mathcal{X} \cap \mathcal{H}_F) \cap \mathcal{H}_G, \\
H_k(I, I_1') &= (\mathcal{X} \cap \mathcal{H}_F) \cap (\mathcal{H}_U' \cap \mathcal{H}_U) \cap \mathcal{H}_G, \\
H_k(I, I_2') &= (\mathcal{X} \cap \mathcal{H}_F) \cap (\mathcal{H}_U' \cap \mathcal{H}_U) \cap \mathcal{H}_G,
\end{align*}
respectively. Then, we have \( I \)-remaining feasible set at instant 11 is
\begin{align*}
X_{k+1}' &= (H_k(I, I_1') \cup \mathcal{Y}(X_{k+1}')) \cup (H_k(I, I_2') \cup \mathcal{Y}(X_{k+1}')) \\
&\quad \cup (H_k(I, I_1) \cup \mathcal{Y}(X_{k+1}')) \cup (H_k(I, I_2') \cup \mathcal{Y}(X_{k+1}')).
\end{align*}

### 5.3 Offline Computation Algorithm

Now, we present the complete procedure for offline computation of feasible sets in Algorithm 2. Initially, for each instant \( k \in [0, T] \), we set \( X_k \) as the empty set since no \( X_k \) is computed for some \( I \in \mathbb{I}_k \) (line 1). Then for the unique element \( X_k' \) in \( X_{T+1} \), we set it as \( \mathbb{R}^n \) since the formula has already been finished at instant \( T \) and there is no requirement at instant \( T+1 \). To proceed the backwards induction, at each instant \( k \in [0, T] \), for each \( I \in \mathbb{I}_k \), we compute \( X_k' \) according to Equation (14) by considering all possible successor sets at instant \( k+1 \) (lines 4-8).
for computing the one-step sets for constrained systems largely depends on the system model and may increase exponentially with the order of the system. Nevertheless, it is still worth mentioning that the computations of feasible sets are purely offline, which do not affect the complexity of the online execution of the monitoring algorithm.

6 Extension to the Case of Satisfied Prefixes

In the previous sections, we have formulated and solved the problem to detect violated prefixes. In some scenarios, however, satisfied prefixes are also of interest since the monitor may claim the satisfaction of task in advance and save resources for future processes. Formally, we say a prefix signal $x_{0:k}$ is satisfied if for any control input $u_{k:T−1}$, we have $x_{0:k} \xi_f(x_{k}, u_{k:T−1}) \models \Phi$. Our framework can be easily extended to the case where one is also interested in detecting satisfied prefix before the task is actually satisfied. Here, we introduce this extension briefly.

Online Monitoring: To detect satisfied prefixes online, we just need to check whether or not the system can always fulfill those $I$-remaining sub-formulae that have not been achieved up to now in the future. To capture this information, we introduce notion similar to Definition 2, called $I$-remaining satisfiable set as follows:

$$Y_k^I = \left\{ x_k \in X \mid \forall u_{k:T−1} \in \mathcal{U}^{T−k} \text{ s.t. } x_k \xi_f(x_{k}, u_{k:T−1}) \models \hat{\Phi}_k^I \right\}.$$  

The only difference between the $I$-remaining feasible set and the satisfiable set is their quantifiers “$\forall$” and “$\exists$”. Clearly, we have $Y_k^I \subseteq X_k^I$. Then for online monitoring Algorithm 1, to detect satisfied prefixes, one can just add a new testing condition after line 9: if $x_k \in Y_k^I$, then return “prefix is satisfied”.

Offline Computation: The computation method for satisfiable set $Y_k^I$ is also similar to the case of feasible set and can be done with the help of one-step satisfiable set as follows:

$$\hat{\Upsilon}(S) = \{ x \in X \mid \forall u \in \mathcal{U} \text{ s.t. } f(x, u) \in S \}.$$  

Correspondingly, the $I$-remaining satisfiable set $Y_k^I$ can be computed with Equation (14) by replacing one-step feasible set $\Upsilon(\cdot)$ to satisfiable set $\hat{\Upsilon}(\cdot)$ as follows:

$$Y_k^I = \bigcup_{I' \in \text{suc}(I,k)} (H_k(I, I') \cap \hat{\Upsilon}(X_k^{I'+1})), $$

and for offline computation we just need to repeat lines 6-7 again after it in the form of satisfiable set. The correctness can be also established in the same way which are omitted here.
7 Case Studies for Online Monitoring

We have implemented our proposed computation methods for feasible sets as well as satisfiable sets in Julia language [5] with the help of existing package JuliaReach [4,7,19]. Regarding the computation of one-step sets, we use the generic method in [9] with some slight modifications for the purpose of approximations. The main idea of [9] is to start with a large interval box that contains the feasible (satisfiable) sets for sure and then to iteratively divide the box in smaller boxes by tracking which boxes are still within the feasible (satisfiable) sets; the readers are referred to [9] for more details. Our codes are available at https://github.com/Xinyi-Yu/MPM4STL, where more details on the computations can be found.

Then we illustrate our online monitoring algorithm by applying it to four different case studies: building temperature control, double integrator, nonholonomic mobile robot and spacecraft rendezvous. Specifically, the offline computations are performed with one-step set computation method in [9] with some approximations except the second case study, whose feasible sets are computed analytically and exactly due to its simple linear model structure. Furthermore, for the first and the third case studies, we detect both violated and satisfied prefixes, while for the second and the fourth case studies, we only detect violated prefix since most of their I-remaining satisfiable sets are empty. We show that, by leveraging the model information of the dynamic system, our model-based approach may provide better monitoring evaluations compared with purely model-free approaches.

7.1 Building Temperature Control

We consider the problem of monitoring the temperature of a single zone building whose dynamic is given by the following difference equation

\[ x_{k+1} = x_k + \tau_x (T_c - x_k) + \alpha_e (T_e - x_k) u_k, \]

where state \( x_k \in \mathcal{X} = [0, 45] \) denotes the zone temperature of building at instant \( k \), control input \( u_k \in \mathcal{U} = [0, 1] \) is the ratio of the heater valve, \( \tau_x = 1 \) minute is the sampling time, \( T_h = 55^\circ C \) is the heater temperature, \( T_c = 0^\circ C \) is outside temperature, and \( \alpha_e = 0.06 \) and \( \alpha_h = 0.08 \) are the heat exchange coefficients. The model is adopted from [24].

The objective of the temperature control system is to warm the single room to specific comfortable environment between \( 20^\circ C - 25^\circ C \) in 8 minutes, and then keep the temperature in this interval from 10 to 15 minutes, which can be described by the following STL formula

\[ \Phi = F_{[0,8]x_k \in [20, 25]} \land G_{[10,15]}x_k \in [20, 25]. \]

Before starting the online monitoring process, we first compute the I-remaining feasible and satisfiable sets of STL formula \( \Phi \) by Algorithm 2 for each time instant \( k \) and for all \( I \in \mathbb{I}_k \). The offline computation results are shown in Fig. 2. Specifically, areas filled with blue dotted lines and pure blue colors are \( \{1, 2\} \)-remaining feasible set and \( \{2\} \)-remaining feasible set respectively, and red dotted lines denote \( \{2\} \)-remaining satisfiable sets. Some black horizontal lines in the figure was caused by one-step set computation since the computation needs to divide boxes into smaller ones. Note that satisfied sets \( Y_{\{1,2\}}^k \) for all instants and \( Y_{\{2\}}^k \) for \( k \in [1, 13] \) are all empty.

During the online monitoring process, the monitor observes the current state at each time and makes evaluations. For example, let us consider three possible state traces generated by the system shown as the two blue lines and a red line in Fig. 2. At instant \( k = 4 \) and \( k = 10 \) respectively, using the model-free approach, one can only make the inconclusive evaluations for the two blue lines since the future signals can either satisfy remaining tasks or not without any constraints. However, using our model-based approach, since \( x_{4} \notin X_{\{1,2\}} \) for the below blue line and \( x_{10} \notin X_{\{2\}} \) for the above, we can conclude immediately that the formula will be violated inevitably since there exists no controller under which the STL formula can be satisfied. Therefore, compared with existing model-free algorithms [11, 23], our method can claim the violation of specification in advance at instant 4 and 10 respectively, while existing algorithms cannot provide a clear violation conclusion. Also, for the red line, we can claim at instant 14 that the task will be satisfied definitely in the future since \( x_{14} \in Y_{\{2\}}^{14} \) which implies that the next state \( x_{15} \) will be in \( [20, 25] \) no matter what controller \( u_{14} \) is, although it has not been satisfied currently according to model-free approaches.

7.2 Double Integrator

For the second case study, we consider the planar motion of a single robot with double integrator dynamic, where
the system model and temporal logic task are similar to those studied in [28]. The system model with a sampling period of 0.5 seconds is as follows

\[
\begin{bmatrix}
1 & 0.5 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0.5 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_k \\
u_k
\end{bmatrix}
\]

where state \( x_k = [x \ v_x \ y \ v_y]^T \) denotes \( x \)-position, \( x \)-velocity, \( y \)-position and \( y \)-velocity, and control input \( u_k = [u_x \ u_y]^T \) denotes \( x \)-acceleration and \( y \)-acceleration, respectively. The physical constraints are \( x \in X = [0, 10] \times [-1.5, 1.5] \times [0, 10] \times [-1.5, 1.5] \) and \( u \in U = [-1, 1] \times [-1, 1] \).

The objective of the robot is to visit all three regions A1, A2 and A3 shown in Fig. 3 within time interval between 5 to 20 seconds in any order, which can be described by the following STL formula

\[
\Phi = \Phi_1 \land \Phi_2 \land \Phi_3,
\]

where \( \Phi_1 = F_{[5,20]}(x \in [0, 2] \land y \in [8, 10]), \Phi_2 = F_{[5,20]}(x \in [8, 10] \land y \in [8, 10]) \) and \( \Phi_3 = F_{[5,20]}(x \in [8, 10] \land y \in [0, 2]) \).

We consider two trajectories of the robot starting from two rectangle points up to instant \( k = 13.5 \) and \( k = 9.5 \) shown in Fig. 3, respectively, where the feasible sets \( X_{1.5}^{[2.3]} \) and \( X_{2.5}^{[1.2,3]} \) computed offline are also depicted. For the blue trajectory, at instant \( k = 6 \) the first time robot comes to A1, the remaining index set turns from \( I = \{1, 2, 3\} \) to \( \{2, 3\} \) and then we use \( X_k^{[2,3]} \) to monitor. At instant 13.5, we observe that \( x_{13.5} \notin X_{1.5}^{[2.3]} \) and the monitor can claim that the robot will never satisfy the task. Similarly, for the red trajectory, it does not visit any region of interest before \( k = 9.5 \) and also \( x_{9.5} \notin X_{2.5}^{[1.2,3]} \). Then we can claim in advance that it will not complete

Fig. 3. Two trajectories for the double integrator system.

the task. Note that the offline results shown in the figure is the projection to the first and third dimensions but the set membership is still checked in the complete 4-dimensional state space (also for later case studies).

7.3 Nonholonomic Mobile Robot

Consider a nonholonomic mobile robots modeled by kinematic unicycles [46] in the form of

\[
\dot{x} = v \cos \theta, \quad \dot{y} = v \sin \theta, \quad \dot{\theta} = \omega,
\]

and we discretize it with sampling time 0.5 instants where state \( x_k = [x \ y \ \theta]^T \) denotes \( x \)-position, \( y \)-position and angle, and control input \( u_k = [v \ \omega]^T \) denotes speed and angular velocity, respectively. The physical constraints are \( x \in X = [0, 100] \times [0, 100] \times [-\pi, \pi] \) and \( u \in U = [-10, 10] \times [-0.3, 0.3] \) if \( k \leq 10 \) and \( U = [-3, 3] \times [-0.3, 0.3] \) otherwise.

The workspace of the mobile robot is shown in Fig. 4. The objective is to first visit regions A1 or A2 (green) with a specific angle before instant 8 and then to stay in A3 (green) between instants 10 and 15. Meanwhile, the robot should always avoid the obstacles (grey) in the map. The task can be described by the following STL formula

\[
\Phi = \Phi_1 \land \Phi_2 \land \Phi_3,
\]

where \( \Phi_1 = G_{[0,15]}(y < x + 85 \land y > -x + 15 \land y < -x + 185 \land y > x - 85 \land \neg(\{x \in [40, 50] \land y \in [42.5, 47.5]\}), \Phi_2 = F_{[0,8]}((\{x \in [15, 30] \land y \in [20, 35] \land \theta \in [-1.4, -0.2]\} \lor (\{x \in [15, 30] \land y \in [65, 80] \land \theta \in [-1.4, -0.2]\}) \land \Phi_3 = G_{[10,15]}(x \in [60, 100] \land y \in [25, 75]).

We consider two trajectories of the robot starting from two rectangle points up to \( k = 5 \) in blue and up to \( k = 13 \) in red as shown in Fig. 4, respectively. The monitor can claim that the blue trajectory will violate the task at \( k = 5 \) since \( x_5^{\text{blue}} \notin X_{5}^{[1.2,3]} \). Also, we can claim that red trajectory will satisfy the specification for sure at \( k = 13 \) since \( x_5^{\text{red}} \in Y_{13}^{(1,3)} \).
Also, the chaser must always remain with a line-of-sight
and the following nonlinear dynamic equations describe
the two-dimensional, planar motion of chaser spacecraft
on an orbital plane towards a target spacecraft
\[
\begin{align*}
\dot{x} &= v_x, \\
\dot{y} &= v_y, \\
\dot{v}_x &= n^2 x + 2nv_y + \frac{\mu}{r^2} - \frac{\mu}{r_c}(r+x) + \frac{u_x}{m_c}, \\
\dot{v}_y &= n^2 y - 2nv_x - \frac{\mu}{r_c^2} y + \frac{u_y}{m_c}, 
\end{align*}
\]
where state is \( x_k = [x, y, v_x, v_y]^T \), control input is chaser’s
thrusters \( u_k = [u_x, u_y]^T \) and we discretize the model
with sampling time 0.5 minutes. The parameters are \( \mu = 3.986 \times 10^{14} \times 60^2 [m^3/min^2], r = 42164 \times 10^3 [m], m_c = 500[kg], n = \sqrt{\frac{\mu}{r}} \) and \( r_c = \sqrt{(r+x)^2 + y^2} \). When the
target and the chaser spacecrafts’ separation distance
is less than 100m, the chaser needs to continue to be
rendezvous and be docked to the target spacecraft with
specific angle of approach and closing velocity. Therefore,
we focus on monitoring this critical rendezvous period.
Specifically, the \( x \)-velocity and \( y \)-velocity should be
less than \( 3.5 [m/min] \) and the thrusters cannot provide more
than \( 10N \) of force in any single direction in this period,
i.e., the physical constraints are \( x \in X' = [-100, 0] \times
[-100, 0] \times [0, 3.5] \times [0, 3.5] \) and \( u \in U = [0, 10] \times [0, 10] \).

In terms of the temporal logic task, we require that the
chaser will arrive a closer place to the target with a lower
speed in 40 minutes, i.e., \( P = \{x, y, v_x, v_y| x \in [-5, 0] \land
y \in [-5, 0] \land v_x \in [0, 2.5] \land v_y \in [0, 2.5]\} \), and once in
\( P \), we can use high precision camera with more state
information to monitor, not just position and velocity.
Also, the chaser must always remain with a line-of-sight
cone \( L = \{(x, y) \mid (y \geq x \tan(30^\circ)) \land (-y \geq x \tan(30^\circ))\} \)
to keep a good position for docking preparation. Such a
task can be described by the following formula
\[
\Phi = \Phi_1 \land \Phi_2,
\]
where \( \Phi_1 = F_{(0,30)}(x_k \in P) \) and \( \Phi_2 = G_{[0,30]}((x, y) \in L) \).

Considering a trajectory of a spacecraft starting from a
rectangle points up to \( k = 9.5 \) minutes as shown in Fig. 5,
the monitor can make sure that the spacecraft will not
be able to reach the area that the camera can monitor
on time since \( x_{9.5} \notin X_{3.5}^{(1,2)} \). This will provide engineers
more time to reschedule the subsequent mission.

8 Conclusion

In this paper, we proposed a new model-based approach
for online monitoring of tasks described by signal tem-
poral logic formulae called model predictive monitoring,
where we assume the underlying system model is known.
Our algorithm consists of both offline pre-computation
and online monitoring. Most of the computation efforts
are made for the offline computation characterized by
the notion of feasible and satisfiable sets. The offline
computed information is used during the online moni-
toring to provide evaluations in real-time. We showed
that the proposed method can evaluate the violation and
satisfaction earlier than existing model-free approaches.
Simulation results were provided to illustrate our re-
sults. Note that, in this work, we only consider the STL
formula in the form of conjunction of sub-formulae in
which the temporal operator will only be applied once
for Boolean formulae. In the future, we would like to con-
sider more general formula, including nested temporal
operators, to further generalize our results.
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