Metaheuristic algorithm for solving the multi-objective vehicle routing problem with time window and drones
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Abstract
In some special rescue scenarios, the needed goods should be transported by drones because of the landform. Therefore, in this study, we investigate a multi-objective vehicle routing problem with time window and drone transportation constraints. The vehicles are used to transport the goods and drones to customer locations, while the drones are used to transport goods vertically and timely to the customer. Three types of objectives are considered simultaneously, including minimization of the total energy consumption of the trucks, total energy consumption of the drones, and the total number of trucks. An improved artificial bee colony algorithm is designed to solve the problem. In the proposed algorithm, each solution is represented by a two-dimensional vector, and the initialization method based on the Push-Forward Insertion Heuristic is embedded. To enhance the exploitation abilities, an improved employed heuristic is developed to perform detailed local search. Meanwhile, a novel scout bee strategy is presented to improve the global search abilities of the proposed algorithm. Several instances extended from the Solomon instances are used to test the performance of the proposed improved artificial bee colony algorithm. Experimental comparisons with the other efficient algorithms in the literature verify the competitive performance of the proposed algorithm.
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Introduction
The utilization of smart manufacturing and intelligent devices has greatly promoted the transforming of traditional industries.¹ Thus far, many emerging computer technologies²,³ and sophisticated equipment such as the robotics⁴ and drones⁵ have extremely improved the production efficiency and reduced the cost of the enterprise. Recently, numerous excellent enterprises have invested various drones to deliver their commodities⁶,⁷ while many researchers have also concentrated on the vehicle routing problem with drones (VRPD),⁸-¹² which can be observed as an extended version of the vehicle routing problem (VRP).¹³ Many exhaustive overviews of the VRP could be found in the literature,¹⁴-¹⁶ where a number of customers need to be visited successively by a fleet of vehicles. In VRPD, the customers should be served by both vehicles and drones.⁸ The applications of drones in the VRP systems have attracted many unexpected benefits.¹⁰ Wang et al. implemented a set of thoroughly mathematical experiments to testify that combining the drones with trucks or vehicles can
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In the last decades, many algorithms have been applied to the vehicle routing problem with time window (VRPTW), such as the genetic algorithm (GA), tabu search (TS) algorithm, variable neighborhood search (VNS) algorithm, gradient evolution algorithm, the particle swarm optimization, ant colony optimization, the adaptive large neighborhood search heuristic, and the simulated annealing algorithm. However, for some special requirements, the drones can complete transportation tasks. Chang and Lee established a model for one truck equipped a set of drones. Wang et al. studied a group of trucks with several drones. Murray and Chu designed a dispatching manner in which one drone cooperates with one truck to serve a fleet of customers. Furthermore, another valuable research direction involving the VRP is the vehicle routing problem with time window and drones (VRPTWD). Guerriero et al. proposed a VRPTWD model considering the soft time window and customer satisfactions. Phan and Suzuki studied a multi-objective optimization problem of VRPTWD with the constraints of simultaneous receiving and dispatching. In a nutshell, the VRP with drones should be taken as a competitive optimization method compared with other multi-objective optimization algorithms.

### Problem statement and MO-VRPTW-D model

#### Problem description

The proposed MO-VRPTW-D can be generalized from three aspects: customers, trucks and drones, objectives and constraints.

For the customers, the complex transportation scenario, such as the disaster relief and rescue or the transport of delicate goods, should be considered. Besides, each customer has multiple pairs of productions or demands. Except from the special of height and demand, the customers also have the synchronized visits and time windows constraints.

For the trucks and drones, each truck equips a drone and the multiple pairs of productions are delivered to the horizontal location of a customer by the truck and raised to the customer by the drone. Moreover, each truck has two types of capacities due to the multiple pairs of productions for customers and the capacity of each truck is different. The truck that has a greater capacity will consume more fuels and generate more energy consumption than the smaller one. Furthermore, each drone possesses different flight speed and different energy consumption, that is, the faster drone will create greater energy consumption.

Additionally, the objectives of MO-VRPTW-D are to minimize the total energy consumptions of trucks, the entire energy consumptions of drones, and the maximal number of the employed trucks. And the total energy consumptions are respected to the energy consumption index and the travel distances for each truck or drone. For the constraints, first, each truck has the limit of maximum capacity and maximal travel distance, and the maximum number of the trucks is fixed; secondly, each customer has a time windows and the penalty will emerge when the arrival time of a truck at a customer is overstepped the time window. Besides, all the truck must depart and return to the depot and each customer must be visited only once by exactly one truck.

#### MO-VRPTW-D model

The MO-VRPTW-D is modeled as a directed complete graph $G = (N, A)$: $N$ is the vertex set including the customers set $C = \{1, 2, ..., n\}$ and the depot node 0; here 0 and $0_c$ are respecting the start and end depot, respectively, and we set the $0 = 0_c = 0$, for clear expression; while $A$ is the arc set comprising the set of horizontal distances between the vehicles and drones.
customers $A_h = \{(i, j)|i, j \in C, i \neq j\}$ and a set of perpendicular distances $A_p = \{(i_b, i_t)|i \in C\}$; here $i_b$ and $i_t$ are symbolizing the bottom and top location of the perpendicular arc for customer $i$, respectively.

$V = \{1, 2, ..., v\}$ is the trucks set and $D = \{d_1, d_2, ..., d_v\}$ is a set of drones, where $d_i$ respects the drone of the truck $k$. Each truck $k$ has two types of capacities $b_{mk}$ and $b_{sk}$ while the former is the capacity of the main materials and the latter is the supplementations. Each customer $i \in C$ also has two kinds of demands $d_{mi}$ and $d_{si}$ such as one tent must be equipped four or more tent frames when building the temporary accommodations for the victims of a natural calamity. Notice that the amount of all these demands carried by truck $k$ must be less than or equal to the corresponding maximal capacities of truck $k$. There is a maximal travel distance $r_k$ of each truck $k$ which starts at depot $0$, and ends at depot $0$ after serving some customers.

Moreover, each customer must be visited only once by exactly one truck and each customer $i$ has a time window $[e_i, l_i]$. $[e_0, l_0]$ is the time window of depot, $e_0$ is equal to zero while $l_0$ is equal to $r_k$. The wait time $w_i$ will be produced if the arrival time $z_i$ of truck $k$ at customer $i$ is early than $e_i$ and when $z_i$ is later than $l_i$, the penalty will be attached to this route.

Specially, there is an energy consumption coefficient $w_{tk}$ for each truck $k$ while each drone $d_k$ has an energy consumption coefficient $w_{dk}$ and a flight speed $y_{dk}$. In this article, each customer $i$ has a vertical trip distance $t_{yi}$ and the serving duration $s_i$ of customer $i$ can calculate by dividing the double trip distance $2t_{yi}$ of the $y_{dk}$. Here $y_{dk}$ is the speed of drone equipped at truck $k$ which visiting the customer $i$. Besides, $\alpha$, $\beta$, and $\gamma$ are the weight coefficients of the total energy consumption of the trucks, total energy consumption of the drones, and the total number of trucks, respectively.

Finally, all of the travel distance $t_{ij}$ or $t_{ji}$ is numerically equal to the travel or trip time in the MO-VRPTW-D model. The mathematical formulations are described below.

Decision variables

\[ x_{ijk} = \begin{cases} 
1, & \text{if truck } k \text{ travel from vertex } i \text{ to vertex } j \\
0, & \text{otherwise}
\end{cases} \]

\[ y_{ijk} = \begin{cases} 
1, & \text{if vertex } i \text{ is served by vehicle } k \\
0, & \text{otherwise}
\end{cases} \]

Objective

\[
\min \alpha \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=1}^{v} x_{ijk} w_{tk} t_{ij} + \beta \sum_{i=0}^{n} \sum_{k=1}^{v} x_{ijk} 2t_{yi} \frac{w_{dk}}{y_{dk}} + \gamma \sum_{k=1}^{v} x_{ijk}, i \neq j, i, j \in N, k \in V
\]

Constraints

\[
\sum_{i=1}^{n} d_{mi} y_{ijk} \leq b_{mk}, \forall k \in V
\]

\[
\sum_{i=1}^{n} d_{si} y_{ijk} \leq b_{sk}, \forall k \in V
\]

\[
\sum_{k=1}^{v} y_{ijk} = 1, \forall i \in C
\]

\[
\sum_{i=0}^{n} x_{ijk} = y_{ijk}, \forall k \in V, \forall j \in C
\]

\[
\sum_{j=0}^{n} x_{ijk} = y_{ijk}, \forall k \in V, \forall i \in C
\]

\[
\sum_{i=1}^{n} x_{ijk} - \sum_{i=1}^{n} x_{ijk} = 0, \forall k \in V
\]

\[
s_i = 2t_{yi} \frac{1}{y_{dk}}, \forall i \in C, \forall k \in V
\]

\[
\sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=1}^{v} x_{ijk}(t_{ij} + s_i + w_i) \leq r_k, \forall k \in V
\]

\[
w_0 = s_0 = 0
\]

\[
\sum_{k=1}^{v} \sum_{i=0}^{n} \sum_{j=0}^{n} x_{ijk}(z_i + w_i + s_i + t_{ij}) = z_j, \forall j \in C
\]

\[
e_i \leq z_i + w_i \leq l_i, \forall i \in C
\]

\[
w_i = \max\{0, e_i - z_i\}, \forall i \in C
\]

\[
x_{ijk} \in \{0, 1\}, \forall i, j \in C, \forall k \in V
\]

\[
y_{ijk} \in \{0, 1\}, \forall i \in C, \forall k \in V
\]

\[
z_i \geq 0, \forall i \in C
\]

The objective (1) aims to minimize the weighted sum of the total energy consumption of the trucks, total energy consumption of the drones, and the total number of trucks. Constraints (2) and (3) ensure the two kinds of truck capacities are not exceeded; constraints (4) to (6) guarantee that each customer is visited by only one truck and served only once; constraint (7) safeguards that each truck starts and ends at the depot; constraint (8) sets the serving duration; constraint (9) guarantees the maximal trip distance is not exceeded; constraint (10) indicates the waiting and starting time of depot; constraint (11) gives the connection between the arrival time of a vertex and the departure time of its predecessor; constraints (12) and (13) illuminate that the arrival time should be within the time window and the wait time.
Example of MO-VRPTW-D

Figure 1 displays an example of the proposed problem, which includes seven customers, two trucks and drones, which is conducive to comprehending the dispatching process. Figure 1(a) is the whole delivery routes for all customers, while Figure 1(b) is the situation of dispatching goods to the customer 3. For convenience, we only discuss the delivery process of customer 3 and other conditions are as follows: (1) the route {0, 1, 2, 3, 4, 0} and {0, 5, 6, 7, 0} are executed by the truck 1 and truck 2, respectively; (2) drone 1 is equipped on the truck 1 and the speed of drone 1 is 0.5. It can be acquired from Figure 1 that, when the truck 1 arrival at customer 3, the drone 1 starts to dispatch goods. According to the height of customer 3 is 5 and the dispatching route is a double journey, thus, the total distance of drone 1 is 10. Moreover, on the basis of the speed of drone 1 is 0.5, thus, the trip time of the drone is 10 divided by 0.5 is 20. Furthermore, the serving duration of customer 3 is 20. And Figure 2 explains the more detailed distribution scheme, where each route is built by a truck with a drone and each customer has two types of demands. The bottom of Figure 2 shows a part of the route, in which the main materials and the supplantations of customer 2 are 1 and 3; of customer 4 are 1 and 4, respectively.

Proposed algorithm

The framework of the proposed IABC algorithm is shown in Algorithm 1.

Encoding and decoding methods

For the problem encoding, this study states each solution as a 2-D array where each array representing the sequence of a set of vertexes, and Figure 3 gives an example of the encoding. In Figure 3, {0, 1, 2, 3, 4, 0} represent a visiting sequence of a truck, where this truck starts at depot then visits customer 1, 2, and so on until it returns to the depot. And {0, 5, 6, 7, 0} is symbolizing another route. Notice that each customer in the constructed route must be selected under the constraints of the MO-VRPTW-D model.

Repair strategy

For each infeasible solution, Algorithm 2 gives the proposed repair strategy and the time complexity is $O(n^2m)$.

Initialization strategy

Solomon proposed the Push-Forward Insertion Heuristic (PFIH) for the VRPTW in 1987 and the general process of PFIH is as follow: first, select one of the unscheduled customers who must satisfy all the constraints of VRPTW model if insert it into the current route; then, calculate all the costs of inserting it into each location of the current route; thirdly, insert this customer into current route at the
position of minimum costs; fourthly, repeat the above three steps until all customers are arranged. In this study, we also embed the PFIH method in the proposed algorithm.

Enhanced employed bee strategy

Algorithm 3 gives an enhanced employed bee strategy of this study. In the traditional employed bee strategy, we select some customers randomly of certain route, then rearrange these customers to other routes. When some customers cannot be inserting into the current route, we could deploy a new truck if there was an empty one. This method is easy to accomplish but hard to receive a better solution. Thus, we propose a novel and effective strategy to obtain better routing schemes, where we expect rearranging a fleet of relevant customers with similar location. And the time complexity of our strategy is $O(n^2m)$.

Scout bee strategy

When the IABC algorithm comes to the scout phase, we expect to make large changes to a solution in order to enhance the fitness and reduce the energy consumptions of these routes. Thus, the scout bee strategy described

Algorithm 1. The framework of the IABC.

Input: the datas of customers, trucks and drones
Output: the best solution $X^*$
1 generate $P_s$ initial solutions $X$ by the strategy in sub-section 3.4
2 employed bee phase
   for each solution $x$ do
3 generate a new solution $x^*$ by the strategy in sub-section 3.5 for solution $x$
4 if $x^*$ is better than $x$
5 replace $x$ with $x^*$
6 update the best solution that has been found so far to $x^*$
7 update the local best to $x$
8 end
9 end
10 onlooker bee phase
   for each solution $x$ do
11 randomly select a solution $x_i$
12 implement the Employed bee phase on the best solution between $x$ and $x_i$
13 update the best solution $X^*$
14 end
15 scout bee phase
   implement the Scout bee strategy for the best solution $X^*$
16 update the iterative time $T$ of the IABC algorithm
17 update iteration times without improvement $I_s$ for each solution $x$
18 if $I_s$ exceeds the maximum no-improvement time $I_{n}$
19 implement the Scout bee strategy for the solution $x'$
20 if $T$ not exceeds the $T_{max}$
21 go to step 2

Figure 3. Example of the problem encoding.
Algorithm 2. Repair strategy.

| Input: an infeasible solution |
|-------------------------------|
| Output: an feasible solution |
| for each customer $i$ on each route of an infeasible solution $X$ do |
| if $i$ violates its time window |
| keep $i$ in the set $S$ and delete it from its route |
| end |
| for each customer $j$ in the set $S$ do |
| try to insert $j$ to each route of the current $X$ according the PFIH method in sub-section 3.4 |
| if customer $j$ still cannot be arranged and there has at least one available empty truck |
| put the customer $j$ into the truck $k$ |
| end |
| else |
| reject this solution $X$ |
| end |
| end |

Algorithm 3. Enhanced employed bee strategy.

| Input: an solution |
|-------------------|
| Output: an improved solution |
| set the number $n$ of selected customers set $D$ is 0, and put all the customers into set $D_n$ |
| While $n < \text{Psize}/10$ |
| random select a customer $r$ of $D_n$ and sent $r$ to the set $D$ |
| delete the customers in set $D$ from set $D_n$ |
| random select a customer $i$ of set $D$ |
| for each customer $j$ in $D_n$ do |
| calculate all the distance arc $a(i, j)$ |
| end |
| sort the set $D_n$ from smallest to biggest accord all the arc $a(i, j)$ |
| generate a number $d$ from $[1, \text{Psize}/10]$ |
| store the top $d$ customers of $D_n$ into $D$ and delete these customers from $D_n$ |
| update the customers number $n$ of set $D$ |
| end |
| delete set $D$ from current solution |
| for each customer $l$ of set $D$ do |
| insert $l$ to current solution according to the PFIH and delete $l$ from set $D$ |
| end |
| if the set $D$ is not empty |
| dispatch an available truck and reinsert these unscheduled customers |
| end |
Algorithm 4. Scout bee strategy.

**Input:** the best solution $X^*$  
**Output:** an improved solution $x^*$

1. random select $P_{size}/10$ customers from the best solution $X^*$  
2. put the $P_{size}/10$ customers into the set $D_{sc}$ and delete them from the best solution $X^*$

for each customer $i$ of $D_{sc}$ do

4. insert $i$ into the current best solution $X^*$ by the PFIH strategy

end and clean the set $D_{sc}$

6. random select a truck $k$ from the current best solution $X^*$

7. store the customers of truck $k$ in the set $D_{sc}$ and delete these customers from truck $k$

8. transform the truck $k$ of $X^*$ into another available empty truck

9. insert the customers of $D$ into current $X^*$ by the PFIH strategy

10. update the best solution $X^*$

end

---

Table 1. The levels of the two parameters.

| Parameter | Level 1 | Level 2 | Level 3 | Level 4 |
|-----------|---------|---------|---------|---------|
| $P_s$     | 50      | 100     | 150     | 200     |
| $L_n$     | 5       | 10      | 15      | 20      |

Figure 4. The result of the DOE experiments for $P_s$ and $L_n$. DOE: design of experiments.

Table 2. The comparison results of IABC-NE and IABC.

| Instance | Deviation |
|----------|-----------|
| Inst1    | 0.00      | 3.65     |
| Inst2    | 6.25      | 0.00     |
| Inst3    | 0.00      | 4.57     |
| Inst4    | 0.00      | 2.75     |
| Inst5    | 1.23      | 1.95     |
| Inst6    | 2.44      | 0.00     |
| Inst7    | 0.00      | 0.00     |
| Inst8    | 8.12      | 3.32     |
| Inst9    | 1.00      | 1.46     |
| Inst10   | 7.31      | 0.00     |
| Inst11   | 0.88      | 0.00     |
| Inst12   | 11.35     | 0.00     |
| Inst13   | 0.00      | 1.46     |
| Inst14   | 0.00      | 2.34     |
| Inst15   | 5.08      | 0.00     |
| Inst16   | 8.51      | 0.00     |
| Inst17   | 3.35      | 0.00     |
| Inst18   | 2.14      | 0.00     |
| Inst19   | 1.05      | 0.00     |
| Inst20   | 5.45      | 0.00     |
| Inst21   | 0.00      | 0.92     |
| Inst22   | 3.45      | 0.00     |
| Inst23   | 6.36      | 0.00     |
| Inst24   | 0.00      | 1.28     |
| Inst25   | 1.52      | 0.00     |
| Inst26   | 7.48      | 0.00     |
| Inst27   | 0.00      | 0.15     |
| Inst28   | 0.18      | 0.00     |
| Inst29   | 7.08      | 0.00     |
| Inst30   | 0.00      | 8.35     |

(continued)
Algorithm 4 is called the truck replacement strategy and the time complexity of the scout bee phase is $O(n^2m)$.

### Experimental comparisons

In this study, in order to testify the validity of IABC, three relevant and effective algorithms, that is, GA, TS, and

| Instance | Deviation |
|----------|-----------|
| Inst32   | 1.04      |
| Inst33   | 3.48      |
| Inst34   | 2.55      |
| Inst35   | 1.33      |
| Inst36   | 1.14      |
| Inst37   | 0.00      |
| Inst38   | 1.21      |
| Inst39   | 0.00      |
| Inst40   | 0.44      |
| Inst41   | 0.00      |
| Inst42   | 0.00      |
| Inst43   | 3.29      |
| Inst44   | 0.00      |
| Inst45   | 0.00      |
| Inst46   | 1.99      |
| Inst47   | 4.06      |
| Inst48   | 3.18      |
| Inst49   | 0.00      |
| Inst50   | 2.20      |
| Inst51   | 5.25      |
| Inst52   | 1.36      |
| Inst53   | 2.52      |
| Inst54   | 2.31      |
| Mean     | 2.30      |

IABC: improved artificial bee colony.

IABC-NE: improved artificial bee colony with a random employed bee strategy without the enhanced employed bee strategy.

| Instance | Deviation |
|----------|-----------|
| Inst1    | 0.29      |
| Inst2    | 10.22     |
| Inst3    | 0.53      |
| Inst4    | 0.00      |
| Inst5    | 2.20      |
| Inst6    | 0.25      |
| Inst7    | 0.00      |
| Inst8    | 2.16      |
| Inst9    | 1.54      |
| Inst10   | 0.00      |
| Inst11   | 0.00      |
| Inst12   | 6.98      |
| Inst13   | 17.64     |
| Inst14   | 0.00      |
| Inst15   | 0.00      |
| Inst16   | 0.00      |
| Inst17   | 14.80     |
| Inst18   | 0.68      |
| Inst19   | 0.56      |
| Inst20   | 0.10      |
| Inst21   | 5.46      |
| Inst22   | 6.08      |
| Inst23   | 3.87      |
| Inst24   | 0.00      |
| Inst25   | 0.06      |
| Inst26   | 1.21      |
| Inst27   | 2.84      |
| Inst28   | 0.00      |
| Inst29   | 1.07      |
| Inst30   | 0.68      |
| Inst31   | 0.00      |
| Inst32   | 1.69      |
| Inst33   | 4.78      |
| Inst34   | 0.00      |
| Inst35   | 0.90      |
| Inst36   | 0.00      |
| Inst37   | 0.00      |
| Inst38   | 3.46      |
| Inst39   | 0.00      |
| Inst40   | 5.51      |
| Inst41   | 0.00      |
| Inst42   | 1.78      |
| Inst43   | 3.16      |
| Inst44   | 2.95      |
| Inst45   | 2.64      |
| Inst46   | 1.59      |
| Inst47   | 2.33      |
| Inst48   | 3.04      |
| Inst49   | 0.77      |
| Inst50   | 2.17      |
| Inst51   | 0.00      |
| Inst52   | 0.00      |
| Inst53   | 6.72      |
| Inst54   | 9.65      |
| Inst55   | 0.00      |
| Mean     | 2.41      |

### Table 2. The results of the IABC-NS and IABC.

| Instance | Deviation |
|----------|-----------|
| Inst32   | 1.04      |
| Inst33   | 3.48      |
| Inst34   | 2.55      |
| Inst35   | 1.33      |
| Inst36   | 1.14      |
| Inst37   | 0.00      |
| Inst38   | 1.21      |
| Inst39   | 0.00      |
| Inst40   | 0.44      |
| Inst41   | 0.00      |
| Inst42   | 0.00      |
| Inst43   | 3.29      |
| Inst44   | 0.00      |
| Inst45   | 0.00      |
| Inst46   | 1.99      |
| Inst47   | 4.06      |
| Inst48   | 3.18      |
| Inst49   | 0.00      |
| Inst50   | 2.20      |
| Inst51   | 5.25      |
| Inst52   | 1.36      |
| Inst53   | 2.52      |
| Inst54   | 2.31      |
| Mean     | 2.30      |

IABC: improved artificial bee colony.

IABC-NE: improved artificial bee colony with a random employed bee strategy without the enhanced employed bee strategy.

Figure 5. The ANOVA comparisons of IABC-NE and IABC. ANOVA: analysis of variance; IABC: improved artificial bee colony. IABC-NE: improved artificial bee colony with a random employed bee strategy without the enhanced employed bee strategy.

Algorithm 4 is called the truck replacement strategy and the time complexity of the scout bee phase is $O(n^2m)$.
VNS\textsuperscript{25} are selected as the comparing algorithm. The “Experimental parameters and instances” subsection describes the parameters and instances setting of the MO-VRPTW-D and other experimental results are expressed in the rest of the fourth section.

**Experimental parameters and instances**

The two most significant parameters of IABC, that is, are the size of population \( P_s \) and the iteration times without improvement \( L_n \). We set four levels for each parameter in Table 1 and perform a mass of adjustable parameter experiments according to these levels. Accord to the result of design of experiments (DOE) in Figure 4, we set \( P_s = 100 \) and \( L_n = 10 \), respectively.

For the instances of this study, we design our instances based on the 55 famous Solomon Benchmark examples of

![Figure 6. The ANOVA of the IABC-NE and IABC. ANOVA: analysis of variance; IABC: improved artificial bee colony. IABC-NE: improved artificial bee colony with a random employed bee strategy without the enhanced employed bee strategy.](image)

**Table 4. The results of comparing with GA, TS, and VNS.**

| Instance | Best | GA | TS | VNS | IABC | GA | TS | VNS |
|----------|------|----|----|-----|------|----|----|-----|
| Inst1    | 1038.78 | 1571.34 | 1306.84 | 1351.27 | 1038.78 | 51.27 | 25.81 | 30.08 |
| Inst2    | 1001.63 | 1275.01 | 1163.90 | 1125.35 | 1001.63 | 27.29 | 16.20 | 12.35 |
| Inst3    | 950.11 | 1134.35 | 950.11 | 980.92 | 960.26 | 12.99 | 10.57 | 15.03 |
| Inst4    | 956.58 | 1217.11 | 981.48 | 1011.20 | 956.58 | 27.24 | 2.60 | 5.71 |
| Inst5    | 1010.41 | 1313.63 | 1108.59 | 1112.75 | 1010.41 | 30.01 | 9.72 | 10.13 |
| Inst6    | 1018.00 | 1443.83 | 1175.09 | 1220.65 | 1018.00 | 41.83 | 15.43 | 19.91 |
| Inst7    | 993.27 | 1246.36 | 1116.44 | 1151.58 | 993.27 | 25.48 | 12.40 | 15.94 |
| Inst8    | 898.22 | 1244.89 | 908.67 | 968.04 | 898.22 | 38.60 | 1.16 | 7.77 |
| Inst9    | 891.91 | 1152.61 | 975.02 | 968.04 | 891.91 | 29.23 | 9.32 | 6.08 |
| Inst10   | 401.30 | 927.18 | 783.94 | 747.19 | 401.30 | 131.05 | 95.35 | 86.19 |
| Inst11   | 519.29 | 802.33 | 733.91 | 801.66 | 519.29 | 54.51 | 41.33 | 54.38 |
| Inst12   | 525.56 | 779.52 | 657.00 | 661.34 | 525.56 | 48.32 | 25.01 | 25.83 |
| Inst13   | 518.87 | 751.77 | 591.87 | 600.71 | 518.87 | 44.89 | 14.07 | 15.77 |
| Inst14   | 503.33 | 932.10 | 811.10 | 791.39 | 503.33 | 85.19 | 61.15 | 57.23 |
| Inst15   | 464.63 | 796.87 | 680.49 | 707.22 | 464.63 | 71.51 | 46.46 | 52.21 |
| Inst16   | 558.53 | 839.41 | 664.32 | 714.66 | 558.53 | 50.29 | 18.94 | 27.95 |
| Inst17   | 499.76 | 680.18 | 499.76 | 513.54 | 509.22 | 36.10 | 2.76 | 1.89 |
| Inst18   | 1578.94 | 1643.01 | 1585.90 | 1578.94 | 1599.14 | 4.06 | 0.44 | 0.00 |
| Inst19   | 1355.03 | 1461.51 | 1355.03 | 1390.12 | 1355.08 | 7.86 | 2.59 | 0.00 |
| Inst20   | 1063.10 | 1151.01 | 1064.14 | 1082.83 | 1063.10 | 8.27 | 0.10 | 1.86 |
| Inst21   | 797.18 | 895.03 | 813.34 | 818.38 | 797.18 | 12.27 | 2.03 | 2.66 |
| Inst22   | 1117.63 | 1185.05 | 1142.73 | 1117.63 | 1135.03 | 6.63 | 2.25 | 1.56 |
| Inst23   | 981.92 | 1062.77 | 981.92 | 1002.99 | 999.78 | 8.23 | 2.15 | 1.82 |
| Inst24   | 832.25 | 887.26 | 870.08 | 892.30 | 832.25 | 6.61 | 4.55 | 7.22 |
| Inst25   | 687.64 | 769.06 | 687.64 | 730.08 | 694.18 | 11.84 | 6.17 | 0.95 |
| Inst26   | 955.97 | 1038.45 | 965.79 | 971.37 | 955.97 | 8.63 | 1.03 | 1.61 |
| Inst27   | 824.02 | 881.33 | 860.44 | 858.06 | 824.02 | 6.93 | 4.42 | 4.13 |
| Inst28   | 807.97 | 909.46 | 844.24 | 830.10 | 807.97 | 12.56 | 4.49 | 2.74 |
| Inst29   | 692.69 | 746.96 | 696.30 | 698.55 | 692.69 | 7.84 | 0.52 | 0.85 |
| Inst30   | 844.25 | 899.89 | 887.98 | 911.36 | 844.25 | 6.59 | 5.18 | 7.95 |
| Inst31   | 746.70 | 780.15 | 753.14 | 746.70 | 748.66 | 4.48 | 0.86 | 0.00 |
| Inst32   | 634.32 | 699.21 | 647.16 | 639.32 | 634.32 | 10.23 | 2.02 | 0.79 |
| Inst33   | 432.21 | 449.42 | 447.22 | 446.69 | 432.21 | 3.98 | 3.47 | 3.35 |
| Inst34   | 561.85 | 575.88 | 561.85 | 567.96 | 565.48 | 2.50 | 0.00 | 1.09 |
| Inst35   | 460.63 | 501.04 | 460.63 | 476.30 | 465.17 | 8.77 | 0.00 | 3.40 |

(continued)
The VRPTW. Each Solomon example has 100 customers and the distributions of customers’ location have three levels: random, cluster, and semi-cluster. Each customer in the Solomon examples has a time window, a demand, a serving duration, and a pair of coordinate points. The designed instances have the same customer numbers, locations, and time windows with the Solomon example and the name of our instances are corresponding to the order of Solomon instances. Due to the two kinds of demands constraints, we randomly set the $d_{mi}$: $d_{si}$ for each customer $i$ from [1:1] to [1:5]. Besides, each customer has an integer height which is generated randomly from 5 to 14. Moreover, the total number of trucks is 25, and each truck has different energy consumption coefficient and two kinds of capacities. And the speed and energy consumption coefficient of drone on each truck is also different.

Effectiveness of the enhanced employed bee strategy

To testify the effectiveness of the proposed employed bee strategy, we perform a detailed experiment. Table 2 illustrates the comparison results of the enhanced employed bee strategy and the canonical employed bee method. In Table 2, the last two columns introduce the deviation of the objective value of each strategy compared with the best value. According to the results in Table 2, the IABC obtains 35 best values while the improved artificial bee colony with a random employed bee strategy without the enhanced employed bee strategy (IABC-NE) only gets 20 best ones, which demonstrate that the proposed employed bee strategy of this study indeed contributes to improving the algorithm performance. Figure 5 exhibits the result of analysis of variance (ANOVA) for the two different methods.

Effectiveness of the scout bee strategy

To investigate the performance of the proposed truck replacement strategy in the scout bee method, we also made a detailed comparison of the scout bee strategy. The results are revealed in Table 3, where IABC-NS represents the IABC without the scout bee strategy. It can be concluded from Table 3 that: (1) IABC obtains 37 best values while

| Instance | Best | Deviation |
|----------|------|-----------|
| Inst36   | 435.31 | 11.46       |
| Inst37   | 351.92 | 1.94       |
| Inst38   | 527.66 | 3.10       |
| Inst39   | 538.09 | 14.41      |
| Inst40   | 428.06 | 11.92      |
| Inst41   | 1324.72 | 5.79       |
| Inst42   | 1087.30 | 13.24      |
| Inst43   | 936.53 | 6.88       |
| Inst44   | 878.78 | 6.23       |
| Inst45   | 1269.41 | 11.69     |
| Inst46   | 987.55 | 5.35       |
| Inst47   | 939.38 | 6.52       |
| Inst48   | 876.64 | 6.95       |
| Inst49   | 855.66 | 5.09       |
| Inst50   | 731.28 | 11.02      |
| Inst51   | 544.70 | 15.19      |
| Inst52   | 479.69 | 6.72       |
| Inst53   | 826.79 | 10.33      |
| Inst54   | 626.18 | 5.11       |
| Inst55   | 565.48 | 25.03      |
| Mean     | 787.92 | 20.61      |

GA: genetic algorithm; TS: tabu search; VNS: variable neighborhood search; IABC: improved artificial bee colony.
Figure 8. The convergence curves of instances. (a) Convergence curve for Inst 1. (b) Convergence curve for Inst 10. (c) Convergence curve for Inst 16. (d) Convergence curve for Inst 25. (e) Convergence curve for Inst 33. (f) Convergence curve for Inst 40. (g) Convergence curve for Inst 48. (h) Convergence curve for Inst 55.
IABC-NS only obtains 18 optimal solutions; (2) the deviation values from the last two columns also show the superiority of the proposed scout bee strategy; and (3) the average performance given in the last line verify the average performance of the proposed method. The ANOVA comparison of the two methods given in Figure 6 also verifies that the proposed scout bee strategy improved the performance significantly.

**Comparison of several efficient algorithms**

To further attest the powerful performance of the IABC, we compare the proposed algorithm with GA, TS, and VNS. These three selected algorithms are efficient for solving the VRPTW. The comparison results are given in Table 4, where the three columns from 3 to 6 correspond to the results obtained by GA, TS, VNS, and IABC, respectively. The best values of these four algorithms are shown in the second column. The deviations between each algorithm and the best values are present in the last four columns. Obviously, IABC gains 38 best values which account for about 70% of the 55 instances. The mean of deviation of IABC is only 0.42 which less than 5% of the second best result. Thus, in terms of the effectiveness and stability of the algorithm, the IABC is superior to the other three algorithms. Figure 7 gives the ANOVA among these four algorithms, which demonstrate that the IABC is significantly better than the three compared algorithms.

**Conclusion**

This article proposes a novel VRPTW for the special customers must be served by trucks and drones. Based on the problem features, the mathematic model of MO-VRPTW-D is designed and solved by the presented IABC Figure 8. However, there still have many challenges between the model and the practical applications. For trucks and drones, we usually deem the motion states of these as a linear process but the speeds are nonlinear in reality. The route also may be impacted by the emergency and weather. As a result, our future work will be devoted to following works: (1) refer to He et al., and extend the model from a static scenario to a dynamic scenario; and (2) considering the fuzzy features of the realistic system and explore the new mode of combining drone with vehicle under uncertain environments.
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