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Abstract

The aim of Machine Unlearning (MU) is to allow for the removal of the contribution of a given data point from a training procedure. Federated Unlearning (FU) consists in extending MU to unlearn a given client’s contribution from a federated training routine. While a number of FU methods have been proposed, we currently lack a general approach providing formal unlearning guarantees, while allowing scalability and generalization beyond the convex assumption on the clients’ loss functions. In this work we present Informed Federated Unlearning (IFU), a novel FU theory applying to both convex and non-convex optimization regimes. Upon receiving an unlearning request from a given client, IFU identifies the optimal FL iteration from which FL has to be reinitialized, with unlearning guarantees obtained through a randomized perturbation mechanism. The theory of IFU is also extended to account for sequential unlearning requests (SIFU). Experimental results on different tasks and datasets show that our approach leads to more efficient unlearning procedures as compared to basic re-training and state-of-the-art FU approaches.

1 Introduction

With the emergence of new data regulations, such as the EU General Data Protection Regulation (GDPR)\textsuperscript{[Voigt and Von dem Bussche (2017)]} and the California Consumer Privacy Act (CCPA)\textsuperscript{[Harding et al. (2019)]}, the storage and processing of sensitive personal data is often the subject of strict constraints and restrictions. In particular, the “right to be forgotten” states that personal data must be erased upon request from the concerned individuals, with subsequent potential implications on machine learning models trained by using this data. Machine Unlearning (MU) is an emerging discipline that studies methods that aim at removing the contribution of a given data instance used to train a machine learning model. Current MU approaches are essentially based on routines that modify the model weights in order to guarantee the “unlearning” of a given data point, i.e. to obtain a model equivalent to a hypothetical one trained without this data point\textsuperscript{[Cao and Yang (2015); Bourtoule et al. (2021)].}

Motivated by data governance and confidentiality concerns, Federated Learning (FL) has gained popularity in the last years to allow data owners to collaboratively learn a model without sharing their respective data. Among the different FL approaches, federated averaging (FED\textsuperscript{AVG}) has emerged as the most popular optimization scheme\textsuperscript{[McMahan et al. (2017a)].} An optimization round of FED\textsuperscript{AVG} requires data owners, also called clients, to receive the current global model from the server, which is updated by performing a fixed amount of Stochastic Gradient Descent (SGD) steps before sending back the resulting model. The new global model is then created as the weighted average of the client updates. The FL communication design ensures clients that their data is solely used to compute their model update, while established theory guarantees convergence of the model to a stationary point of the clients’ joint optimization problem\textsuperscript{[Wang et al. (2020); Li et al. (2020)].}

With the current deployments of FL in the real-world, it is of crucial importance to extend MU to guarantee the unlearning of clients wishing to opt-out from a collaborative training routine. This is not straightforward, since current MU schemes have been proposed essentially in the centralized learning setting, and cannot be seamlessly applied to the federated one. For example, several MU methods require the estimation of the Hessian of the loss function\textsuperscript{[Guo et al. (2020); Izzo et al. (2021); Golatkar et al. (2020a,b, 2021)]}, an operation which is computationally expensive.
and intractable for high dimensional models. Moreover, sharing the Hessian would require clients to share with the server additional information about their data, thus exposing the federated setting to information leakage and attacks, for example under the form of model inversion [Fredrikson et al. (2015)]. Alternative MU methods draw from the concept of differential privacy [Dwork and Roth (2014)] and are based on Gaussian noise perturbation of the trained model [Neel et al. (2021); Guo et al. (2020); Gupta et al. (2021)]. The magnitude of the noise perturbation is generally estimated directly from the clients’ data, which is by construction inaccessible to the server in the FL regime. We also note that while recent federated unlearning (FU) methods have been proposed to unlearn a client from the global FL model, most of them do not come with theoretical guarantees on the effectiveness of the unlearning [Liu et al. (2021); Wang et al. (2021); Halimi et al. (2022); Wu et al. (2022)], or require clients to share information regarding their data with the server [Liu et al. (2022); Jin et al. (2023)].

The main contribution of this work consists in Informed Federated Unlearning (IFU), a novel efficient FU approach to unlearn a client’s contribution to the federated model with quantifiable unlearning guarantees. IFU is compatible with a standard FedAVG training and requires minimal additional computations from the server, without any overhead for the clients. Specifically, at every round of FL optimization, the server quantifies the norm of each client’s contribution to the global model. Upon receiving an unlearning request from a client, the server retrieves from the FL training history the iteration at which the client’s contribution exceeds a pre-defined unlearning budget, and initializes the unlearning procedure from the associated intermediate global model. Unlearning guarantees are provided by introducing a novel randomized mechanism to perturb the selected intermediate model with client-specific noise. We also extend IFU to Sequential Informed Federated Unlearning (SIFU), to account for realistic unlearning scenarios where the server receives sequential unlearning requests from one or more clients at different times [Neel et al. (2021); Gupta et al. (2021)].

This manuscript is structured as follows. In Section 2 we provide formal definitions for MU, FL, and FU, and introduce the randomized mechanism with associated unlearning guarantees. In Section 3 we introduce sufficient conditions for IFU to unlearn a client from the FL routine (Theorem 2). In Section 4 we extend IFU to the sequential unlearning setting with Sequential IFU (SIFU). Finally, in Section 5 we experimentally demonstrate on different tasks and datasets that SIFU leads to more efficient unlearning procedures as compared to basic re-training and state-of-the-art FU approaches.

## 2 Background and Related Work

In Section 2.1 we introduce the state-of-the art of Machine Unlearning, while in Section 2.2 we introduce FL and FedAVG. Finally, we introduce FU in Section 2.3.

### 2.1 Machine Unlearning

Let us consider a dataset $D$ composed of two disjoint datasets: $D_f$, the cohort of data samples on which unlearning must be applied after FL training, and $D_k$, the remaining data samples. Hence, we have $D = D_f \cup D_k$. We also consider $M(D)$, the ML model parameters resulting from training with optimization scheme $M$ on dataset $D$. We introduce in this section the different unlearning baselines and methods typically used to unlearn $D_f$ from the trained model $M(D)$.

**MU through retraining.** Within this setting, a new training is performed from scratch with only $D_k$ as training data. As the initial model contains no information from $D_f$, the new trained model $M(D_k)$ also contains no information from $D_f$ and thus provide ideal “unlearning”. We note however that this procedure wastes the contribution of $D_k$ already available by training originally on $D$. Hence, this method is considered sub-optimal, and represents a basic baseline for unlearning approaches.

**MU through fine-tuning.** Fine-tuning on the remaining data $D_k$ has been proposed as a practical approach to unlearn the specificities of $D_f$. For example, Jia et al. (2023) explore the idea of fine tuning a sparse model to improve unlearning efficiency. However, fine-tuning does not provide guarantees about the effectiveness of the unlearning. We provide an example of this issue in Appendix A.

**MU through model scrubbing.** Another unlearning approach consists in applying a “scrubbing” transformation $h$ to the model $M(D)$ such that the resulting model is as close as possible to the one that would be trained with only $D_k$, i.e. $h(M(D)) \approx M(D_k)$ [Ginart et al. (2019)]. Existing work mostly relies on the quadratic approximation of the loss function to define the scrubbing method $h$ as

$$h_{D_k} (\theta) = \theta - H_{D_k}^{-1}(\theta) \nabla f_{D_k}(\theta),$$

where $H_{D_k}(\theta)$ is the Hessian of the loss function evaluated on the remaining data points $D_k$. With equation (1), $h$ reduces to performing a Newton step, and has been derived in previous MU works under different theoretical assumptions that can be generalized by considering a quadratic approximation of the loss function [Guo et al. (2020); Izzo et al. (2021); Golatkar et al. (2020a,b) 2021; Mahadevan and Mathioudakis (2021a)]. The main drawback behind the use of the scrubbing function (1) is the computation of the Hessian, which can be unfeasible for high dimensional models. Finally, the scrubbing function (1) is often coupled with Gaussian noise perturbation on the resulting
weights, to compensate the quadratic approximation of the loss function or the approximation of the Hessian [Golatkar et al. (2020a,b, 2021)]

**MU through noise perturbation.** This unlearning method consists in randomly perturbing the trained model \( \mathcal{M}(\mathcal{D}) \) to unlearn specificities from data samples in \( D_i \) [Neel et al. (2021); Gupta et al. (2021); Mahadevan and Mathioudakis (2021)]. The noise is set such that the guarantees of Definition 1 are satisfied, where \((\epsilon, \delta)\) are parameters quantifying the unlearning guarantees.

**Definition 1.** Let \( f_m \) be a randomized mechanism taking model parameters as an input. \((\epsilon, \delta)-\)unlearning through \( f_m \) of a data point \( \{x_m, y_m\} \) from a model \( \mathcal{M}(\mathcal{D}) \) is achieved if, for any subset \( S \) of the model parameters space and \( D_m := D \setminus \{x_m, y_m\} \), we have

\[
\mathbb{P}(f_m(\mathcal{M}(\mathcal{D})) \in S) \leq e^\epsilon \mathbb{P}(f_m(\mathcal{M}(D_m)) \in S) + \delta \quad (2)
\]

and

\[
\mathbb{P}(f_m(\mathcal{M}(D_m)) \in S) \leq e^\epsilon \mathbb{P}(f_m(\mathcal{M}(\mathcal{D})) \in S) + \delta. \quad (3)
\]

Guo et al. (2020) shows the relationship between Definition 1 and the definition of a randomized mechanism in differential privacy [Dwork and Roth (2014); Chen et al. (2020)].

### 2.2 Federated Optimization and FEDAVG

In FL, we consider a learning setup with \( M \) clients, and define \( I = \{1, \ldots, M\} \) as the set of indices of the participating clients. Each client owns a dataset \( D_i \) composed of \(|D_i| = n_i\) data samples. We consider a loss \( f(x_i, y_i, \theta) \) assessed on each data sample \( (x_i, y_i, i) \in D_i \), and define a client’s loss function as \( f_i(\theta) := 1/n_i \sum_{i=1}^{n_i} f(x_i, y_i, \theta) \). We define for the joint dataset \( D_I := \cup_{i \in I} D_i \) the federated loss function

\[
f_I(\theta) := \frac{1}{|D_I|} \sum_{i \in I} |D_i| f_i(\theta). \quad (4)
\]

**FEDAVG** [McMahan et al. (2017a)] optimizes the loss \( f_I(\theta) \) with theoretical guarantees for FL convergence to a stationary point [Wang et al. (2020); Li et al. (2020)]. Following Algorithm 1 at each iteration step \( n \), the server sends the current global model parameters \( \theta^n \) to the clients. Each client updates the model by minimizing its local cost function \( f_i(\theta) \) with \( K \) SGD steps initialized with \( \theta^n \). Subsequently each client returns the updated local parameters \( \theta_i^{n+1} \) to the server. The global model parameters \( \theta^{n+1} \) at iteration step \( n + 1 \) are then estimated by aggregating the clients’ contributions, i.e.

\[
\theta^{n+1} = \theta^n + \omega(I, \theta^n), \quad (5)
\]

where \( \omega(I, \theta^n) = \frac{1}{|D_I|} \sum_{i \in I} |D_i| \left[ \theta_i^{n+1} - \theta^n \right] \).

### Algorithm 1 FEDAVG(I, N)

1: for \( n \) from 0 to \( N - 1 \) do
2: The server sends \( \theta^n \) to every client in \( I \).
3: Clients perform \( K \) SGDs to compute \( \theta_i^{n+1} \).
4: The server creates \( \theta^{n+1} \), equation (5).
5: end for

### 2.3 Federated Unlearning

We first note that standard MU methods cannot seamlessly be used in the federated setting. On one hand, FU with model scrubbing would require clients to perform only \( K = 1 \) SGD and share their Hessian with the server. Hence, model scrubbing potentially exposes the clients’ data by sharing high order quantities, with the risk of model inversion [Fredrikson et al. (2015)], and require the computation of the Hessian, which cost increases rapidly with the number of parameters. On the other hand, existing MU approaches based on model perturbation add significant noise to the model prior to re-training. The number of SGD steps required to ensure convergence to a new optimum is therefore substantially increased, thus diminishing the efficacy of the unlearning procedure.

A number of existing works already consider the problem of unlearning a client from a model optimized through FEDAVG [Liu et al. (2021); Wang et al. (2021); Halimi et al. (2022); Wu et al. (2022)]. However, only a handful of them provide quantitative guarantees on the effectiveness of un-learning. Jin et al. (2023) use neural tangent kernels to approximate the loss function around the optima and relies on the Hessian matrix of the clients to be unlearned. Liu et al. (2022) also rely on the Hessian but approximates it by the Fisher information matrix. Both these approaches assume strong convexity of the loss function. Finally, Pan et al. (2022) provide a theoretical approach to FU specifically designed for the task of federated clustering.

In this work, we introduce a novel unlearning paradigm which avoids retraining the final model by identifying the optimal FL iteration where unlearning should be applied. Therefore, retraining is applied to an “early” version of the global model with reduced perturbation, thus minimizing the required amount of SGD steps to achieve convergence.

### 3 Unlearning a single client with IFU

In this section, we develop our theory for the scenario where a model is trained with FEDAVG on the set of clients \( I \), after which a client \( c \) requests unlearning of its data. In Section 3.1, we define the sensitivity of the global model with respect to a client’s contribution, and provide a bound for it. Using Theorem 1, we introduce the perturbation procedure in Section 3.2 to unlearn a client \( c \) from the model trained with FEDAVG. Finally, using Theorem 2, we in-
troduce Informed Federated Unlearning (IFU) (Algorithm 2).

3.1 Bounding the Model Sensitivity

In what follows, we define the joint dataset for a subset of client $I_x \subset I$ as $D_{I_x} := \cup_{i \in I_x} D_i$.

We introduce the model sensitivity with respect to client $c$ after $n$ aggregation rounds of FEDAVG as

$$\alpha(n, c) := \| \text{FEDAVG}(I, n) - \text{FEDAVG}(I_{-c}, n) \|_2,$$

where $\text{FEDAVG}(I, n)$ is the global model obtained by applying Algorithm 1 for $n$ iterations over the data of clients in $I$. While the model sensitivity is an ideal measure of the impact of a given client on the federated optimization result at step $n$, the computation of this quantity for each client is not feasible in a typical FL routine. We therefore introduce a proxy for this quantity, to keep track at each FL round of the updates provided by the clients across aggregation rounds.

**Theorem 1.** If the client’s local loss functions are smooth (i.e. have Lipschitz-continuous gradients), we have

$$\alpha(n, c) \leq \Psi(n, c),$$

with the bounded sensitivity $\Psi$ defined as:

$$\Psi(n, c) := \sum_{s=0}^{n-1} B(f_j, \eta) \gamma_{s,n} \cdot \Delta_c(I, \theta^*)$$

where $\eta$ is the learning rate, $\gamma_{s,n} = (n - s - 1)K$, and $B(f_j, \eta) < 1$, $B(f_j, \eta) = 1$ or $B(f_j, \eta) > 1$ if the clients’ loss functions are smooth and, respectively, strongly convex, convex, or non-convex. The exact formula for $B(f_j, \eta)$ is given in Appendix B equations (25) to (27).

**Proof.** We prove Theorem 1 in Appendix B.

3.2 From model sensitivity to certified unlearning

In this section, we introduce a randomized mechanism to provide guarantees for the unlearning of a given client $c$, where the magnitude of the perturbation process of Dwork and Roth (2014) is defined based on the sensitivity of Theorem 1. In practice, we define a Gaussian noise mechanism to perturb each parameter of the global model $\theta^*$ such that we achieve $(\epsilon, \delta)$-unlearning of client $c$ for the resulting model, according to Definition 1. We give in Theorem 2 sufficient conditions for the noise perturbation to satisfy Definition 1.

**Theorem 2.** Under the smoothness assumption, a Gaussian noise $N(0, \sigma(n, c)^2 I)$, where $I$ is the identity matrix and

$$\sigma(n, c) := \left[2 (\ln(1.25) - \ln(\delta))^{1/2} \epsilon^{-1} \Psi(n, c)\right]$$

applied to the global model $\theta^*$, achieves $(\epsilon, \delta)$-unlearning of client $c$ according to Definition 1.

**Proof.** Follows directly from Theorem 1 coupled with Theorem A.1 of Dwork and Roth (2014).

We note that, according to Theorem 2 $(\epsilon, \delta)$-unlearning a client from a given global model requires to prescribe a client-specific standard deviation for the noise, proportional to the bounded sensitivity. We also note that, similarly to the application of randomized mechanisms in differentially private SGD, we can adopt gradient clipping to define a common sensitivity bound across clients.

3.3 Informed Federated Unlearning (IFU)

**Algorithm 2 Unlearning process**

1: for $n$ from 0 to $N - 1$ (During Learning) do
2: The server computes $\Xi$, equation (XX),
3: end for
4: To forget Client $m$
5: Take the most recent global model such that $\Xi \leq \epsilon$
6: Add noise to the model

4 Sequential FU with SIFU

In this section, we extend IFU to the sequential unlearning setting with Sequential IFU (SIFU). With Algorithm 3 SIFU is designed to satisfy a series of $R$ unlearning requests expressed by set of indices $W_r$, corresponding to clients to unlearn at request $1 \leq r \leq R$. SIFU generalizes IFU for which $R = 1$ and $W_1 = \{c\}$. We provide an illustration of SIFU with an example in Figure 1.

The notations introduced thus far need to be generalized to account for series of unlearning requests $W_1, W_2, \ldots, W_R$. Global models are now referenced by their coordinates $(r, n)$, i.e. $\theta^n_r$ represents the model after $r$ unlearning requests followed by a retraining made of $n$ aggregation steps. Hence, $\theta^n_0$ is the initialization of the model when starting to unlearn the clients in $W_r$. Additionally, we define $N_r$ as the number of server aggregations on the remaining clients required to reach the desired performance.
Figure 1: Illustration of SIFU (Algorithm 3) when the server receives $R = 3$ unlearning requests, through the evolution of the global model parameters $\theta^o$ after server aggregation and noise perturbation. After standard federated training via FedAvg($I$, $N_0$) the training history is $H(0) = (\theta_0^o, \ldots, \theta_{N_0}^o)$. At request $r = 1$, the unlearning index is $T_1$, and the training history becomes $H(1) = (\theta_0^o, \ldots, \theta_{T_1}^o, \theta_{T_1+1}^o, \ldots, \theta_{N_1}^o)$ with $\zeta_1 = 0$. At request $r = 2$, the unlearning index is $T_2$ and the training history becomes $H(2) = (\theta_0^o, \ldots, \theta_{T_1}^o, \theta_{T_1+1}^o, \ldots, \theta_{T_2}^o, \theta_{T_2+1}^o, \ldots, \theta_{N_2}^o)$ with $\zeta_2 = 1$. Finally, at request $r = 3$, the unlearning index is found at $T_3 < T_2$ in the branch of request $r = 1$. The updated training history is now $H(3) = (\theta_0^o, \ldots, \theta_{T_1}^o, \theta_{T_1+1}^o, \ldots, \theta_{T_2}^o, \theta_{T_2+1}^o, \ldots, \theta_{T_3}^o)$ with $\zeta_3 = 1$.

**Algorithm 3** Sequential IFU (SIFU)

**Learning with FedAVG**
1: FedAVG($I$, $N$) initialized on initial model $\theta^o_0$.
2: Compute $\Psi_0(n, i)$, equation (13).

**Unlearning a series of requests $\{W_r\}$**

Require: $\{W_r\}_{r=1}^R$, $\epsilon$, $\delta$, $\sigma$, and $\{N_r\}_{r=1}^R$
1: Get $\Psi^*$ with equation (11).
2: for $r$ from 1 to $R$ do
3: $I_r = I_{r-1} \setminus W_r$,
4: Compute $(\zeta_r, T_r)$ with $H(r)$, eq. (15) and (16).
5: The new global model is $\theta^o = \theta^o_{C_r} + N(0, \sigma^2 I_o)$.
6: Perform FedAVG($I_r$, $N_r$) initialized on $\theta^o$.
7: Update $H(r+1)$ with $\zeta_r$, $T_r$, and $H(r)$, eq. (17).
8: Compute $\Psi_r(n, I_r)$, eq. (14).
9: end for

In case of multiple unlearning requests, the bounded sensitivity (9) for client $i$ must be updated at each unlearning index $r$, to account for the new history of global models resulting from retraining. With SIFU, the selection of the unlearning index $T$ for a request $r$ depends on the past history of unlearning requests. To keep track of the unlearning history, we introduce the model history $H(r)$ which keeps track of each iteration of the global model that has not been unlearned. Please note that this object is intended to provide a better explanation of our method, and is not actually stored when running SIFU. With reference to Figure 1, we start with the original sequence of global models obtained at each FL round, i.e. $H(0) = (\theta^o_0, \ldots, \theta^o_{N_0})$. Similarly to IFU, the first unlearning request requires to identify the unlearning index $T_1$ for which the corresponding global model $\theta^o_{T_1}$ must be perturbed to obtain $\theta^o_{T_1}$ and retrained until convergence, i.e. up to $\theta^o_{N_1}$. In this case, the bounded sensitivity is computed according to equation (9).

After unlearning (i.e. Gaussian perturbation followed by re-training), the current training history is now $H(1) = (\theta^o_0, \ldots, \theta^o_{T_1}, \theta^o_{T_1+1}, \ldots, \theta^o_{N_1})$. More generally, we define $H(r)$ as the training history after $r$ unlearning requests and $N_r$ FL iterations steps from $\theta^o_0$. We define the increment history of a given client $c$ as the sequence obtained by computing $\Delta_c(I_k, \theta^o_k)$ on every element of $H$, according to their order of appearance in the training history:

$$\Lambda_c = (\Delta_c(I_k, \theta^o_k) \text{ for } \theta^o_k \in H(r)),$$

(12) The bounded sensitivity for client $i$ should be updated to account for this new history of global models. We therefore generalize equation (9) to account for the entire training history:

$$\Psi_r(n, c) := \sum_{s=1}^{n} B(f_t, \eta)_{\gamma_s \cdot \Lambda_c[s]}$$

(13)
where $\Lambda^r_s[s]$ is the $s$-th element of the sequence $\Lambda^r$. We finally generalize it for a set of clients $S$ as

$$\Psi_r(n, S) := \max_{c \in S} \Psi_r(n, c).$$

(14)

For a given unlearning request $r + 1$, we evaluate $\Psi_r(n, W_{r+1})$ along the clients’ history and we identify the optimal parameters to initialize unlearning from:

$$\theta_{r+1}^{T_r} = H(r)[n_{r+1}],$$

(15)

where

$$n_{r+1} = \max\{n : \Psi_r(n, W_{r+1}) \leq \Psi^*\}.$$  

(16)

We proceed by perturbing the parameters $\theta_{r+1}^{T_r}$ with Gaussian noise defined in Theorem 2 to obtain $\theta_{r+1}^{N_r}$. A new FL routine is then operated with the remaining clients to obtain parameters $\theta_{r+1}^{N_r}$, and to update the training history as

$$H(r + 1) = (\theta_0^0, \ldots, \theta_{r+1}^{T_r}, \theta_{r+1}^0, \ldots, \theta_{r+1}^{N_r}).$$

(17)

As for IFU, performing SIFU requires the server to store the sensitivity associated to each client at each round, and one global model iteration per client. The increased computational cost for this operation is negligible. Theorem 3 shows that for a model trained with SIFU after a given training request $r$, $(\epsilon, \delta)$-unlearning is guaranteed for every client belonging to the sets $W_s$, $s \leq r$.

Theorem 3. The model $\theta_{r+1}^{N_r}$ obtained with SIFU satisfies $(\epsilon, \delta)$-unlearning for every client in current and previous unlearning requests, i.e. clients in $F_r = \bigcup_{r=s} W_s$.

Proof. See Appendix [C].

5 Experiments

In this section, we experimentally demonstrate the effectiveness of SIFU through a series of experiments introduced in Section 5.1. In Section 5.2, we illustrate and discuss our experimental results. Results and related code are publicly available.

5.1 Experimental Setup

Datasets. We report experiments on reduced versions of MNIST [LeCun et al. (1998)], FashionMNIST [Xiao et al. (2017)], CIFAR-10 [Krizhevsky (2009)], CIFAR-100 [Krizhevsky (2009)], and CelebA [Liu et al. (2015)]. For each dataset, we consider $M = 100$ clients, with 100 data points each. For MNIST and FashionMNIST, each client has data samples from only one class, so that each class is represented in 10 clients only. For CIFAR10 and CIFAR100, each client has data samples with ratio sampled from a Dirichlet distribution with parameter 0.1 [Harry Hsu et al. (2019)]. Finally, in CelebA, clients own data samples representing the same celebrity as done in LEAF [Caldas et al. (2018)]. With these five datasets, we consider different levels of heterogeneity based on label and feature distribution.

Models. For MNIST, we train a logistic regression model to consider a convex classification problem, while for the other dataset, we train a neural network with convolutional layers followed by fully connected ones. More details on the networks are available in Appendix [D].

Unlearning schemes. We compare a variety of state-of-the-art FU schemes. First, we consider our proposed method SIFU as described in Algorithm [3] and set $B = 1$, which is empirically-backed in Appendix [E]. In addition to SIFU, we consider the following unlearning schemes from the state-of-the-art: SCRATCH, where retraining of a new initial model is performed on the remaining clients; FINE-TUNING, where retraining is performed on the current global model with the remaining clients; LAST [Neel et al. (2021)], where retraining is performed on the remaining clients via perturbation of the final FL global model; DP [Dwork and Roth (2014)], where training with every client is performed with differential privacy, and FEDACCUM [Liu et al. (2021)], where retraining is performed on the current global model from which the server removes the updates of the clients to unlearn, by re-aggregating the parameter updates of clients that were stored by the server across FL iterations. We remind that FEDACCUM does not provide quantitative guarantees of the unlearning procedure, and requires the server to store the full sequence of models during the FL procedure.

Experimental scenario. We consider a sequential unlearning scenario in which the server performs FL training and then receives $R = 3$ sequential unlearning requests to unlearn 10 random clients per request. In the special case of MNIST and FashionMNIST, the server must unlearn 10 clients owning the same class. The server orchestrates each unlearning scheme through retraining until the global model accuracy on the remaining clients exceeds a fixed threshold specific to each dataset. The stopping accuracies considered are 93% for MNIST, 90% for FashionMNIST, CIFAR10, and CIFAR100, and 99.9% for CelebA. We set the minimum number of 50 aggregation rounds, and a maximum budget of 10,000 rounds when the stopping accuracy threshold is not reached. Hence, the maximum accuracy of a model is equal to the prescribed threshold. Each unlearning method is applied with same hyperparameters, i.e. stopping accuracy, local learning rate $\eta$, and amount of SGD steps $K$ (Appendix [D]).

We define the set of clients request-
In our experimental scenario, we have $R = 3$ slots for unlearning as:

$$F_r = \bigcup_{s=1}^{r} W_s. \tag{18}$$

In our experimental scenario, we have $|F_0| = 0$ during training and $|F_1| = 10$, $|F_2| = 20$, and $|F_3| = 30$ after each unlearning request.

**Unlearning quantification.** We verify the success of an unlearning scheme with two metrics: (a) the amount of server aggregation rounds needed for retraining, and (b) the resulting model accuracy on the unlearned clients. We note that, by construction, SCRATCH provides perfect unlearning of the clients from a request $W_r$. Therefore, we consider an unlearning scheme successful if it reaches similar accuracy of SCRATCH with less aggregation rounds, when tested on the data samples of $F_r$.

### 5.2 Experimental Results

Figure 2 shows that for every dataset and unlearning index, FINE-TUNING, FEDACCUM, and DP provide similar model accuracy for the unlearned clients in $F_r$ (Figure 2, 2nd row), albeit significantly higher than for SCRATCH, the unlearning standard. Noteworthy, unlearning with FINE-TUNING, FEDACCUM results in significantly less aggregation rounds than SCRATCH (Figure 2, 1st row). We note that SIFU and SCRATCH lead to similar unlearning results, quantified by low accuracy on the unlearned clients $F_r$ (Figure 2, 2nd row), while SIFU unlearns these clients in roughly half the amount of aggregation rounds needed for SCRATCH (Figure 2, 1st row). However, the model accuracy of SIFU is slightly higher than the one of SCRATCH, with perfect overlap only for FashionMNIST. This behavior is natural and can be explained by our privacy budget $(\epsilon, \delta)$, which trades unlearning capabilities for effectiveness of the retraining procedure. With highest unlearning budget, i.e. $\epsilon = 1$ and $\delta = 0$, SIFU would require to retrain from the initial model $\theta_0$, thus reducing to SCRATCH. The poor unlearning performance of DP can be explained by the fact that it provides privacy guarantees with respect to every client, while FU only aims at removing the contribution of a few specific clients.

Finally, we observed that when unlearning with LAST, the retrained model always converged to a local optimum with accuracy inferior to our target after $10^3$ aggregation rounds. This behavior is likely due to the difficulty of calibrating the noise perturbation with heterogeneous contributions of the clients. For this reason, we decided to exclude LAST from the plots of Figure 2.

### 5.3 Verifying Unlearning through Watermarking

The work of Sommer et al. (2020) proposes an adversarial approach to verify the unlearning efficiency through watermarking. We apply this method to our federated setting, in which watermarking is operated by each client by randomly assigning the maximum possible value to 10 given pixels of each data sample. To ensure that clients’ heterogeneity is only due to the modification of the pixels, we define data partitioning across clients by randomly assigning the data according to a Dirichlet distribution with parameter 1. Figure 3 in Appendix D shows our results for this experimental scenario on every dataset. We retrieve the same conclusions drawn from Figure 2. SIFU and SCRATCH have similar accuracies on the unlearned clients in $F_r$, which demonstrate the effectiveness of the unlearning. Moreover, SIFU unlearns these clients in significantly
less aggregation rounds than SCRATCH.

5.4 Impact of the noise perturbation on SIFU

Appendix D illustrates the impact of the perturbation amplitude $\sigma$ on convergence speed when unlearning with SIFU. We note that when unlearning with a small $\sigma$, SIFU has identical behavior to SCRATCH as the unlearning is applied to the initial random model $\theta^0$. With large values of $\sigma$, SIFU performs instead identically to LAST and applies the unlearning to the final global model $\theta^{N_r}$.

6 Conclusions

In this work, we introduce IFU, a general federated unlearning scheme to unlearn a client’s contribution from a model trained with FL. Upon receiving an unlearning request from a given client, IFU identifies the optimal FL iteration from which to re-initialise the optimisation. IFU allows scalability with respect to the model size and FL iterations, and generalizes beyond the convex assumption on the clients loss functions. We further extend the theory of IFU to account for the practical scenario of SIFU, where the server receives series of unlearning requests from multiple clients. We prove that SIFU accounts for sequences of requests while satisfying the unlearning guarantees.

An additional contribution of this work consists in a new theory for bounding the clients contribution in FL, which can be computed for every client without additional computation or communication. The theoretical framework of SIFU only assumes that clients’ loss functions are smooth without relying on the following strong assumptions typical of the MU literature: strong convexity of the clients’ loss functions, approximation of the clients’ gradients, and computation/approximation of the client’s Hessian. The relevance of our approach is also experimentally verified on both convex and non-convex problems across several benchmarks.
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A When fine tuning does not guarantee unlearning: example on linear regression

Let us consider a linear regression optimization, with feature matrix \( X \) and predictions \( y \) such that the loss function \( f \) is defined as

\[
    f(X, y, \theta) = \frac{1}{2} \| y - X\theta \|^2.
\]  

(19)

In this example, we assume there are more features than data samples, which makes \( X^T X \) a singular matrix. While \( f \) is convex, \( f \) has more than one global optimum. Any model with parameter \( \theta^* \) such that

\[
    X^T X \theta^* = X^T y
\]

is a global optimum. When \( X^T X \) is non-singular, we retrieve the unique optimum in close-form \( \theta^* = (X^T X)^{-1} X^T y \). We show with this simple example that, upon unlearning a data sample, no amount of fine-tuning on the model \( \theta^* \) can lead to the same model obtained when retraining from a random initial model. We differentiate between \((X, y)\) and \((X_{-1}, y_{-1})\) our data with and without a given data point.

Optimizing \( f \), as defined in equation (19), with \( N \) steps of gradient descent, learning rate \( \eta \), and initial model \( \theta_0 \) gives model parameters \( \theta^N \) defined as

\[
    \theta^N = \left( I - \eta X^T X \right)^N \theta^0 + \eta \sum_{n=0}^{N-1} \left( I - \eta X^T X \right)^n X^T y.
\]

(20)

We first note that we retrieve the standard form for the global optimum of linear regression when \( X^T X \) is non-singular as \( \lim_{n \to \infty} A(X, n) = 0 \) and \( \lim_{n \to \infty} B(X, y, n) = (X^T X)^{-1} X^T y \). In the general form accounting for the singular case, at least one eigenvalue of \( A(X, N) \) is equal to 1 independently from the amount of gradient descent steps \( N \). Hence, the parameters of the model obtained with gradient descent optimization always depend from the ones of the initial model \( \theta^0 \). Hence, when unlearning our data sample from \( \theta^N \), the resulting trained model still depends of that data samples. Indeed, if we compare the model \( \theta^N_{-1} \) trained on the data samples \((X_{-1}, y_{-1})\), to the model \( \phi^N_{-1} \) obtained after fine-tuning the model \( \theta^N \) with \( N \) server aggregations, we have

\[
    \phi^N_{-1} - \theta^N_{-1} = A(X_{-1}, \bar{N}) A(X, N) \theta^0 + A(X_{-1}, \bar{N}) B(X, y, N)
\]

(22)

B Forgetting a Single Client with IFU, Theorem 1

In this section, we provide the proof of Theorem 1 and derive 3 different results when considering 3 different sets of assumptions: \( f \) is smooth, \( f \) is smooth and convex, and \( f \) is smooth and strongly-convex.

B.1 Definitions

We define by \( \theta^N = \text{FEDAVG}(I, N) \) and \( \phi^N = \text{FEDAVG}(I_{-c}, N) \) the models trained with FEDAVG initialized at \( \theta_0 \) with respectively all the clients, i.e. \( I \), and all the clients but client \( c \), i.e. \( I_{-c} \), performing \( K \) GD steps.

When clients perform \( K = 1 \) GD steps, two consecutive global models can be related, when training with clients in \( I \) as a simple GD step, i.e.

\[
    \theta^{n+1} = \theta^n - \eta \nabla f_I(\theta^n).
\]

(23)

Let us define the gradient step operator for function \( f \) at learning rate \( \eta \):

\[
    G(f, \eta, \theta) = \theta - \eta \nabla f(\theta)
\]

B.2 General case

B.2.1 Main observation

The following results use Lemma 3.7 of [Hardt et al. (2016)] under its 3 possible hypothesis. Let us first notice that, with \( K = 1 \) and without any hypothesis on \( f \) besides its differentiability, we have:

\[
    \phi^{n+1} - \theta^{n+1} = \phi^n - \theta^n - \eta \left[ \nabla f_I(\phi^n) - \nabla f_I(\theta^n) \right]
\]

\[
    = G(f_I(\phi^n), \eta, \phi^n) - G(f_I(\theta^n), \eta, \theta^n) + \eta \left[ \nabla f_I(\phi^n) - \nabla f_I(\theta^n) \right]
\]

Then, depending on the assumptions made on \( f \), we get 3 different results, all taking the same form:

\[
    \| \phi^{n+1} - \theta^{n+1} \| \leq B(f, \eta) \| \phi^n - \theta^n \| + \eta \| \nabla f_I(\phi^n) - \nabla f_I(\theta^n) \|
\]

(24)

Where we consider 3 distinct cases, each with their respective assumptions and definition of \( B \):

1. If \( f_i \) is \( \beta \)-smooth for every \( i \in I \), then

\[
    B(f, \eta) = 1 + \eta \beta
\]

(25)

2. If \( f_i \) is \( \beta \)-smooth and convex for every \( i \in I \) and \( \eta \leq 2/\beta \), then

\[
    B(f, \eta) = 1
\]

(26)

3. If \( f_i \) is \( \beta \)-smooth and \( \mu \)-strongly-convex for every \( i \in I \) and \( \eta \leq \frac{2}{\beta + \mu} \), then

\[
    B(f, \eta) = 1 - \frac{\eta \beta \mu}{\beta + \mu}
\]

(27)
B.2.2 Generic proof

Let us prove the desired results with a generic function $B$. The specific results in the 3 different cases will then be derived directly by specifying $B$ depending on the hypothesis.

Let $p_i = \frac{N}{N_i}$ and $q_i = \frac{p_i}{1-p_i} \cdot (1 - \mathbb{I}_c(i))$. Then,

$$\|\phi^{n+1} - \theta^{n+1}\| = \left\| \sum_{i=1}^{M} q_i \phi_i^{n+1} - \sum_{i=1}^{M} p_i \theta_i^{n+1} \right\|$$

$$= \left\| \sum_{i=1}^{M} q_i (\phi_i^{n+1} - \theta_i^{n+1}) \right.$$  
$$+ \sum_{i=1}^{M} q_i (\theta_i^{n+1} - \theta^n) - \sum_{i=1}^{M} p_i (\theta_i^{n+1} - \theta^n) \right\| $$

$$= \sum_{i=1}^{M} q_i \|\phi_i^{n+1} - \theta_i^{n+1}\| + \Delta_c(I, \theta^n)$$

where the last inequality follows from the fact that $\sum q_i = 1$.

Now, for any $i \in I$, let us give an upper bound for $\|\phi_i^{n+1} - \theta_i^{n+1}\|$:

$$\|\phi_i^{n,k+1} - \theta_i^{n,k+1}\| = \|G(f_i, \eta, \phi_i^{n,k}) - G(f_i, \eta, \theta_i^{n,k})\|$$

$$\leq B(f, \eta) \cdot \|\phi_i^{n,k} - \theta_i^{n,k}\|$$

where the last inequality follows from the contractivity of one step of gradient descent (see Lemma 3.7 of Hardt et al. (2016) for all 3 cases). By applying this equation recursively $K$ times, we get

$$\|\phi_i^{n+1} - \theta_i^{n+1}\| \leq B(f, \eta)^K \cdot \|\phi_i^n - \theta^n\|$$

(29)

From Eq. (28) and Eq. (29), we get:

$$\|\phi^{n+1} - \theta^{n+1}\| \leq B(f, \eta)^K \cdot \|\phi^n - \theta^n\| + \Delta_c(I, \theta^n)$$

(30)

Now, let us prove via recurrence that:

$$\|\phi^n - \theta^n\| \leq \sum_{p=0}^{n-1} B(f, \eta)^{(n-p-1)K} \cdot \Delta_c(I, \theta^n)$$

(31)

The initialization is trivial since $\phi^0 = \theta^0$.

We provide the proof of the recurring property in equation (32), thus verifying equation (31) and proving Theorem 1.

$$\|\phi^{n+1} - \theta^{n+1}\| \leq B(f, \eta)^K \left[ \sum_{p=0}^{n-1} B(f, \eta)^{(n-p-1)K} \Delta_c(I, \theta^n) \right]$$

$$+ \Delta_c(I, \theta^n)$$

$$\leq \sum_{p=0}^{(n+1)-1} B(f, \eta)^{(n+1-p-1)K} \cdot \Delta_c(I, \theta^n)$$

(32)

Let us now give the specific formulations for each set of assumptions.

B.3 Case $f$ smooth, not necessarily convex

Let $f$ be $\beta$-smooth. In this case, the result from Eq. (31) applies with $B$ as described in Eq. (25). Therefore:

$$\|\phi^n - \theta^n\| \leq \sum_{p=0}^{n-1} (1 + \eta \beta)^{(n-p-1)K} \cdot \Delta_c(I, \theta^n)$$

(33)

B.4 Case $f$ smooth & convex

Let $f$ be convex and $\beta$-smooth, let $\eta \leq \frac{2}{\beta}$. In this case, the result from Eq. (31) applies with $B$ as described in Eq. (26). Therefore:

$$\|\phi^n - \theta^n\| \leq \sum_{p=0}^{n-1} \Delta_c(I, \theta^n)$$

(34)

B.5 Case $f$ smooth & strongly convex

Let $f$ be $\mu$-strongly convex and $\beta$-smooth, let $\eta \leq \frac{2}{\beta + \mu}$. In this case, the result from Eq. (31) applies with $B$ as described in Eq. (27). Therefore:

$$\|\phi^n - \theta^n\| \leq \sum_{p=0}^{n-1} (1 - \eta \frac{2}{\beta + \mu})^{(n-p-1)K} \cdot \Delta_c(I, \theta^n)$$

(35)

C Convergence of SIFU, Theorem 3

C.1 Proof of Theorem 3

Proof. We prove by induction that $\theta^0_{t+1}(\epsilon, \delta)$-unlearns every client in $F_{t+1} = \cup_{s=1}^{t+1} W_s = F_t \cup W_{t+1}$. The initialization ($r = 1$) directly follows from IFU, Algorithm 2, with Theorem 2. With reference to equation (15), we now assume that for every unlearning request $u \leq r$, the perturbed model $\theta^0_u(\epsilon, \delta)$-unlearns every client in $F_u$, and prove that $\theta^0_{t+1}(\epsilon, \delta)$-unlearns every client in $F_{t+1}$.

- Case 1: $\forall u \leq r, n_u \leq n_{t+1}$. The model $\theta^{F_u}_{t+1} = H(r)\beta_{t+1}$ appears later in the training history than
models $\theta^{T_{Ku}}_{r+1}$ and, thanks to the induction property, provides $(\epsilon, \delta)$-unlearning of every client in $F_r$. Thus, the model $\theta^{T_{Ku}}_{r+1}$ guarantees the unlearning of every client in $F_{r+1}$.

- Case 2: $\exists$ unlearning request $u^* \leq r$ such that $n_{r+1} < n_{u^*}$. By construction of the training history, the sequence $H(u^*)$ contains the model $\theta^{T_{Ku^*}}_{u^*} = H(u^*)[n_{r+1}] = H(r)[n_{r+1}]$, which appears earlier than model $\theta^{T_{Ku}}_{u^*} = H(u^*)[n_{u^*}]$. Perturbing the model $\theta^{T_{Ku^*}}_{u^*}$ with noise $N(0, \sigma I_\theta)$, guarantees $(\epsilon, \delta)$-unlearning of the clients in $W_{u^*}$, since

$$\Psi_{u^*}(n_{r+1}, c^*) \leq \Psi_{u^*}(n_{u^*}, c^*) \leq \Psi^*,$$

for every client $c^*$ in $W_{u^*}$. By extending this reasoning to all learning requests $u$ such that $n_{r+1} < n_{u}$, and by the induction property for the remaining ones, the model $\theta^{T_{Ku}}_{r+1}$ guarantees the unlearning of every client in $F_{r+1}$.

\[ \square \]

### D Experiments

For every benchmark, we consider the number of SGD steps $K$, batch size $B$, number of clients $M$, the number of sampled clients $m$, the standard deviation $\sigma$ of the noise perturbation, and the local learning rate $\eta$ given in Table 1. Also, for our unlearning scheme SIFU, DP, and LAST, we consider an unlearning budget of $\epsilon = 10$ and $\delta = 0.01$. The unlearning budget plays an important role of identifying in the training history the global model to perturb. Theorem 2 shows that $\epsilon$ and $\sigma$ are linearly related. Hence, to unlearn a client $c$ from a global model $c$, a smaller $\sigma$ can be considered, but at the cost of a lower unlearning budget $(\epsilon, \delta)$. Definition [1] Also, for fair comparison of DP with other FU schemes, we select the best clipping value $C$, in a range from $0.001$ to $1$, for which the global model reaches the target accuracy in the smallest amount of aggregation rounds. Finally, for FashionMNIST, CIFAR10, CIFAR100, and CelebA, we consider model architectures composed of three convolutional layers followed by two fully connected layers, with implementation at [URL hidden for double-blind submission].

| Dataset       | $K$  | $B$  | $M$  | $m$  | $\sigma$ | $\eta$ | $C$  |
|---------------|------|------|------|------|----------|--------|------|
| MNIST         | 10   | 100  | 100  | 10   | 0.05     | 0.01   | 0.5  |
| FashionMNIST  | 5    | 20   | 100  | 10   | 0.1      | 0.02   | 0.5  |
| CIFAR10       | 5    | 20   | 100  | 5    | 0.05     | 0.01   | 0.2  |
| CIFAR100      | 5    | 20   | 100  | 5    | 0.05     | 0.02   | 0.2  |
| CelebA        | 10   | 20   | 100  | 20   | 0.1      | 0.01   | 0.5  |

The training and retraining depends on the initial model $\theta^0_0$ and the clients’ batches of data used at every aggregation to compute their local SGDs. Hence, we replicate each unlearning scenario on 10 different seeds and plot in Figure 3 to 5 their averaged results. For the unlearning benchmarks described in Section 5.1 and used in Figure 3, 4, and 5 the stopping accuracies considered are 93% for MNIST, 90% for FashionMNIST, CIFAR10, and CIFAR100, and 99.9% for CelebA.
Figure 4: Impact of the noise standard deviation $\sigma$ when unlearning with SIFU for the unlearning budget $(\epsilon, \delta) = (10, 0.01)$. Total amount of aggregation rounds (1st row) and model accuracy of unlearned clients (2nd row) for MNIST, FashionMNIST, CIFAR10, CIFAR100, and CelebA (the lower the better). We compare SIFU with Scratch, Fine-Tuning, FedAccum, and DP by reporting their total amount of aggregation rounds or model accuracy of unlearned clients. However, only SIFU depends on the value of $\sigma$, which leads to horizontal lines for the other schemes.

E Bound from theorem

To investigate whether it is legitimate to pick $B(f, \eta) = 1$ for our experiments, we empirically measure $\alpha$ and $\Psi$ for all our datasets with a large set of hyper-parameter choices, ranging from the ones used in the experiments to less adapted ones, even included some that do not allow convergence. The bound from Theorem holds for every experimental scenario we tried. The results are displayed in figure 6.
Figure 5: Total amount of aggregation rounds (1st row) and model accuracy of unlearned clients (2nd row) for MNIST, FashionMNIST, CIFAR10, CIFAR100, and CelebA (the lower the better). This figure displays the unlearning capabilities of the unlearning benchmarks introduced in Section 5.1 after training on clients in I and unlearning $|W_1| = 10$ clients. For each integer on the x-axis, a different set of clients to unlearn is considered. Each unlearning request is composed of 10 random clients for CIFAR10, CIFAR100, and CelebA. For MNIST and FashionMNIST, each unlearning request $|W_1|$ has 10 clients of the same class such that the x-axis is the class forgotten. The integers on the x-axis corresponds to the class of the clients to unlearn.
Running heading author breaks the line

(a) MNIST-shard dataset
(b) CIFAR10 dataset
(c) CIFAR100 dataset
(d) CELEBA dataset
Figure 6: Comparison between $\Psi$ and $\alpha$ for $B = 1$ for all datasets and various hyper-parameters.