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Abstract

In epidemiological studies, very often, evaluators obtain measurements of disease outcomes for study participants. In this paper, we propose a two-stage procedure for detecting outlier evaluators. In the first stage, a regression model is fitted to obtain the evaluators’ effects. The outlier evaluators are considered as those with different effects compared with the normal evaluators. In the second stage, stepwise hypothesis testings are performed to detect outlier evaluators. The true positive rate and true negative rate of the proposed procedure are assessed in a simulation study. We apply the proposed method to detect potential outlier audiologists among the audiologists who measured hearing threshold levels of the participants in the Audiology Assessment Arm of the Conservation of Hearing Study, which is an epidemiological study for examining risk factors of hearing loss.
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1 Introduction

To investigate the relationship between risk factors and disease outcomes, many medical and epidemiological studies rely on evaluators to measure the exposures or outcomes of interest among study participants. Especially in large epidemiological studies, different evaluators are involved in providing measurements \cite{Sanders et al. 2015, Dogan et al. 2015, Miller and Carr 2016}. The difference between evaluators has been recognized as a source of measurement errors \cite{Beckler et al. 2018}, and methods to detect the outliers among evaluators are necessary for the data quality control. Many outlier detection techniques have been developed specifically to certain application domains. \cite{Malini and Pushpa 2017} use the K-nearest neighborhood-based method to detect fraud in credit card transactions. \cite{Dey et al. 2022} design an influence measure under a hierarchical generalized linear model for the outliers in neuroimaging data. \cite{Huang et al. (2021)} propose a robust kernel dictionary learning method to detect the outliers in the process-monitoring data from the industrial cyber-physical system. For the outliers among correlated data, \cite{Zhu et al. (2022)} use an LSTM-based variational autoencoder to detect the anomaly in time series. For the multivariate data, \cite{Cabana et al. (2021)} propose a
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Mahalanobis-distance-based detection method using robust shrinkage mean and variance-covariance detection. However, these outlier detection methods are for detecting outliers among observations. They do not apply for detecting outliers among evaluators, which are complicated by the fact that evaluatees’ characteristics may also be key contributors to evaluation results.

Our motivating example in this paper is from the Conservation of Hearing Study (CHEARS) (Curhan et al. 2021). CHEARS investigates hearing loss risk factors among participants in the Nurses’ Health Study II (NHS II) (Bao et al. 2016), which consists of 116,430 women aged from 25 to 42 at enrollment in 1989. The CHEARS Audiology Assessment Arm (AAA) assessed the longitudinal change in the pure-tone air and bone conduction audiometric hearing thresholds. The threshold was measured in decibels in hearing level (dB HL), across the full range of conventional frequencies (0.5-8 kHz) (Curhan et al. 2020). At the baseline of AAA, 3,136 participants from the NHS II were completely tested by 46 audiologists. Outlier audiologists tend to give significantly higher or lower hearing measurements; thus, it is necessary to detect potential outlier audiologists in the data collection stage of a study. Detecting outliers makes it possible to implement the early-stage intervention, and consequently provides more reliable data for later data analysis.

In this paper, we develop a two-stage method for detecting outlier evaluators. In the first stage, a multivariate regression model is fitted to estimate the effect of evaluators on the outcome measurements; outlier evaluators are those with different effect estimates from the other evaluators. In the second stage, by extending the many-outlier procedure in Rosner (1975) and Rosner (1983), which was developed to detect outliers among independent observations, outliers are detected based on evaluators’ estimated effects from the first stage analysis.

The rest of the paper is organized as follows. In Section 2, we present the two-stage procedure for detecting outliers among evaluators. In Section 3, we present the results of a simulation study for assessing the performance of the proposed method. In Section 4, we illustrate the proposed method by detecting potential outlier audiologists in the baseline measurements of the CHEARS AAA. We end with a discussion in Section 5.

2 Methods

Our outlier detection procedure contains two stages. In the first stage, we fit a linear regression model to estimate the effects of evaluators. In the second stage, we propose a stepwise hypothesis testing procedure that detects one potential outlier at each step.

2.1 Stage I: Linear Regression Analysis

Firstly, we consider the simple scenario in which each participant has only one measurement. Let \( i \in \{1, 2, \ldots, N\} \) be the index of study participants and \( j \in \{1, 2, \ldots, M\} \) be the index of evaluators. Let \( N_j \) be the number of participants assigned to the \( j \)-th evaluator and \( \sum_{j=1}^{M} N_j = N \). We can assume the following linear regression model:

\[
Y_i = \sum_{j=1}^{M} \beta_j T_i^{(j)} + \gamma^T X_i + \epsilon_i,
\]

where \( Y_i \) is the single measurement of the \( i \)-th participant, \( T_i^{(j)} \) is the evaluator indicator such that \( T_i^{(j)} = 1 \) when the \( i \)-th participant is measured by the \( j \)-th evaluator and \( T_i^{(j)} = 0 \) otherwise, \( X_i \) is a \( q \)-dimensional vector containing potential predictors of the outcome, \( \gamma \) is a \( q \)-dimensional coefficient vector, and \( \gamma^T \) represents
the transpose of \( \gamma \). Without further specification, all vectors are column vectors in this paper. The coefficients \( \beta = (\beta_1, \beta_2, \ldots, \beta_M)^T \) represent a combination of the intercept and the effects of the \( M \) evaluators; for presentational convenience, we will refer \( \beta \) as the evaluator effects hereafter. If all \( \beta_j \)'s are the same for \( j = 1, \ldots, M \) in the linear model, the measurement \( Y_i \) would be the same no matter which evaluator measures the outcome for the \( i \)-th participant.

In practice, one participant may have multiple outcomes. For the \( i \)-th participant, let \( p \in \{1, 2, \ldots, r_i\} \) index the elements of the outcome. For example, in CHEARS AAA, each participant is tested for both ears; that is, \( r_i = 2 \) for each participant. Now the linear model is

\[
Y_{ip} = \sum_{j=1}^{M} \beta_j T_i^{(j)} + \gamma^T X_i + \eta^T U_{i,p} + \epsilon_{ip},
\]

where \( U_{i,p} \) is a vector of ear-level covariates. Let \( Y_i = (Y_{i1}, \ldots, Y_{ir_i})^T \). The set of parameters \( \theta = (\gamma^T, \beta^T, \eta^T)^T \) can be estimated by solving the generalized estimating equation (GEE) (Liang and Zeger 1986; Zeger and Liang 1986)

\[
\sum_{i=1}^{N} D_i^T(\theta) V_i^{-1}(\theta, \nu)[Y_i - \mu_i(\theta)] = 0,
\]

where \( \mu_i(\theta) = E[Y_i|X_i, U_{i,p}, T_i^{(1)}, \ldots, T_i^{(M)}] \), \( D_i = \frac{\partial}{\partial \theta} \mu_i(\theta) \), \( V_i(\theta, \nu) \) is the working variance-covariance matrix of the vector outcome for the \( i \)-th participant, and \( \nu \) is the set of parameters for the correlation among multiple outcome measurements. Some commonly-used correlation structures are independent (Cor(\( \nu_1 = \nu_2 = 0 \))), exchangeable (Cor(\( \nu_1 = \nu_2 = \nu \))), and unstructured (Cor(\( \nu_1 = \nu_2 = \nu_{p1,p2} \))). The variance-covariance matrix of \( \hat{\beta} \), Var(\( \hat{\beta} \)), can be estimated based on the sandwich variance approach (Liang and Zeger 1986; Zeger and Liang 1986) or the model-based variance. The former is robust to misspecification of the working variance-covariance matrix and the latter assumes that the working variance-covariance matrix is correctly specified. In this paper, we present the results based on both the sandwich and model-based variance estimates of Var(\( \hat{\beta} \)).

After obtaining the evaluators’ effects, \( \hat{\beta} \), the outlier evaluators are those with different evaluator effects. It is common that in a large epidemiological study, there is more than one outlier evaluator. In the next section, we propose a procedure that can detect the outliers in sequence based on \( \hat{\beta} \) and Var(\( \hat{\beta} \)).

### 2.2 Stage II: Stepwise Hypothesis Testing Procedure

Based on the asymptotic property of the GEE-estimators (Liang and Zeger 1986; Zeger and Liang 1986), when \( N \) is large, \( \hat{\beta} \) follows a multivariate normal distribution,

\[
\hat{\beta} \sim N(\beta, \Omega_\beta),
\]

where \( \Omega_\beta = \text{Var}(\hat{\beta}) \). The \( j \)-th evaluator is treated as an outlier when the corresponding effect \( \beta_j \) is different from the effects of other normal evaluators.

Rosner (1983) provides an outlier-detection procedure, which, however, can only be applied to independent observations. We extend that method to detect the outliers among \( \{\hat{\beta}_1, \hat{\beta}_2, \ldots, \hat{\beta}_M\} \), which are correlated. We first specify the maximum number of potential outliers, denoted as \( k \). The proposed outlier detection procedure has \( k \) steps, and one potential outlier is tested at each step. At the initial step (i.e. \( t = 1 \)), the candidate set where the potential outliers will be selected from is \( I_1 = \{1, \ldots, M\} \), and the index of the potential outlier that is identified from \( I_1 \) is denoted as \( o_1 \). At the \( t \)-th step, \( t = 2, \ldots, k \), the index of the \( t \)-th
potential outlier identified from $I_t$ is denoted as $o_t$. To identify the potential outlier in $I_t$, we use the idea of the modified Extreme Studentized Deviate (mESD) (Iglewicz and Hoaglin 1993):

$$ R_t = \max_{m \in I_t} \frac{\left| \hat{\beta}_m - \frac{1}{|I_t|} \sum_{h \in I_t} \hat{\beta}_h \right|^2}{\text{var} \left[ \hat{\beta}_m - \frac{1}{|I_t|} \sum_{h \in I_t} \hat{\beta}_h \right]}, $$

where $|I_t|$ is the number of elements in set $I_t$, $\frac{1}{|I_t|} \sum_{j \in I_t} \hat{\beta}_j$ is the mean of $\hat{\beta}_{I_t}$, and $\hat{\beta}_{I_t}$ is the vector of the elements in $\hat{\beta}$ with indexes in $I_t$. To reduce the possibility that the mean is largely impacted by a few extreme values in $\hat{\beta}_{I_t}$, we can also replace $\frac{1}{|I_t|} \sum_{j \in I_t} \hat{\beta}_j$ with the truncated mean of $\beta_{I_t}$, denoted as $\text{trunc} (\hat{\beta}_{I_t})$. Let $\hat{\beta}_1, \hat{\beta}_2, \ldots, \hat{\beta}_{|I_t|}$ be the ascendingly ordered values of $\hat{\beta}_{I_t}$. The $\delta \times 100\%$ truncated mean is

$$ \text{trunc} (\hat{\beta}_{I_t}) = \frac{1}{|I_t| - |\delta \cdot |I_t||} \sum_{h = |\delta \cdot |I_t|| + 1}^{|I_t| - |\delta \cdot |I_t||} \hat{\beta}_h, $$

where $|\delta \cdot |I_t||$ is the integer part of $\delta \cdot |I_t|$. Using this truncated mean, mESD becomes

$$ R_t = \max_{m \in I_t} \frac{\left| \hat{\beta}_m - \text{trunc} (\hat{\beta}_{I_t}) \right|^2}{\text{var} [\hat{\beta}_m - \text{trunc} (\hat{\beta}_{I_t})]}, $$

If $k$ is much smaller than $M$, which is typically the case in practice, we may choose to exclude the largest and smallest $k$ evaluators from calculating the mean so that the outlier evaluators’ effects are less likely to have an impact on the truncated mean.

We define the contrast vector $L_{m,t} \in \mathbb{R}^{M-t+1}$ such that $L_{m,t}^T \hat{\beta}_{I_t} = \hat{\beta}_m - \frac{1}{|I_t|} \sum_{h \in I_t} \hat{\beta}_h$. It follows that the $(M-t+1)$-element vector $L_{m,t}$ has the $m$-th element equal to $1 - 1/|I_t|$ and all the other elements equal to $-1/|I_t|$. Let the set of regression coefficients that are truncated be $A_t = \{ \hat{\beta}_{(1)}, \ldots, \hat{\beta}_{(|I_t|-|\delta \cdot |I_t||+1)}, \hat{\beta}_{|I_t|-|\delta \cdot |I_t||+1}, \ldots, \hat{\beta}_{(M)} \}$, then the $h$-th element of $L_{m,t}$ when using the truncated mean is

$$ (L_{m,t})_h = \begin{cases} 
0, & \text{if } \beta_h \in A_t, \text{ and } h \neq m \\
1, & \text{if } \beta_h \in A_t, \text{ and } h = m \\
- \frac{1}{M-2|\delta \cdot |I_t||}, & \text{if } \beta_h \notin A_t, \text{ and } h \neq m \\
1 - \frac{1}{M-2|\delta \cdot |I_t||}, & \text{if } \beta_h \notin A_t, \text{ and } h = m.
\end{cases} $$

In this paper, we use the truncated mean to calculate mESD. Then we can rewrite $R_t$ as

$$ R_t = \max_{m \in I_t} \frac{\left( L_{m,t}^T \hat{\beta}_{I_t} \right)^2}{L_{m,t}^T \Omega_{\beta_{I_t}} L_{m,t}}, $$

where $\Omega_{\beta_{I_t}}$ is variance-covariance matrix of $\hat{\beta}_{I_t}$. The index of the $t$-th potential outlier $\beta_{o_t}$ selected at the $t$-th step is

$$ o_t = \arg \max_{m \in I_t} \frac{\left( L_{m,t}^T \hat{\beta}_{I_t} \right)^2}{L_{m,t}^T \Omega_{A_t} L_{m,t}}. $$

We propose a stepwise Hypothesis Testing procedure. The null and alternative hypotheses at the $t$-th step are

$$ H_{0, t} : |L_{m,t} \hat{\beta}_{I_t}| = 0, \text{ for any } m \in I_t, \text{ v.s. } H_{a, t} : \text{there is at least one } m \in I_t \text{ s.t. } |L_{m,t} \hat{\beta}_{I_t}| = c > 0. $$
If $R_{o_t}$ is greater than the critical value, the null hypothesis $H_{0,t}$ will be rejected and the $o_t$-th evaluators will be detected as an outlier.

Under the type I error rate $\alpha$, the critical value, $\lambda_t$, at the $t$-th step, $t = 1, \ldots, k$, can be determined by the following equation,

$$
\Pr \left[ \bigcup_{l=1}^{k} (R_l > \lambda_l) \big| \mathbf{H}_{t-1} \right] = \alpha, \ t = 1, \ldots, k,
$$

where $\mathbf{H}_0$ is the null hypothesis of no outliers, and $\mathbf{H}_{t-1}$ for $t = 2, \ldots, k$ represents the hypothesis that there are exactly $t-1$ outliers among the evaluators and all those outliers have been removed in previous $t-1$ steps. We use the approximation formula in Rosner (1983) to derive the critical value:

$$
1 - \alpha = \Pr \left[ \bigcap_{l=1}^{k} (R_l \leq \lambda_l) \big| \mathbf{H}_{t-1} \right] \approx \Pr (R_t \leq \lambda_t) , \ t = 1, \ldots, k.
$$

It follows that $\lambda_t$ is the $1 - \alpha$ quantile of $R_t$. A detailed derivation for the quantile of $R_t$ is provided in the appendix. Given the critical values $\lambda_1, \ldots, \lambda_k$, the number of detected outliers, $k'$, is the largest index among those with the outlier statistic, $R_t$, greater than the corresponding critical value $\lambda_t$, $t = 1, \ldots, k$; that is,

$$
k' = \max \{l, \text{s.t.} \ R_l > \lambda_l\}.
$$

The $k'$ detected outlier evaluators are $\beta_{o_1}^{(t)}, \ldots, \beta_{o_{k'}}^{(t)}$.

### 3 Simulation Study

We conducted a simulation study to evaluate the finite sample performance of our outlier detection method. The simulation settings were similar to CHEARS AAA data, including both single outcome and multiple outcomes scenarios. We evaluated the performance of our method under two scenarios, with and without outlier evaluators. For the scenario without outliers, we evaluated the type I error rates. For the scenario with outliers, we considered the true positive rate (TPR) and true negative rate (TNR) defined below:

$$
\text{TPR} = \frac{\text{the number of outliers detected as outliers}}{\text{the number of outliers}},
\text{TNR} = \frac{\text{the number of normal evaluators detected as normal evaluators}}{\text{the number of normal evaluators}}.
$$

#### 3.1 Single Measurement

In this setting, each participant had one measurement. We generated data mimicking the CHEARS AAA dataset. The linear model for generating the hearing measurements was:

$$
Y_i = \eta_1 \text{age}_i + \eta_2 \text{age}_i^2 + \eta_3 \delta(\text{very good}_i) + \eta_4 \delta(\text{a little hearing trouble}_i) + \sum_{j=1}^{M} \beta_j T_i^{(j)} + \epsilon_i.
$$

Each of 50 evaluators ($M = 50$) tested 120 participants, and $\delta(\text{very good}_i)$ and $\delta(\text{a little hearing trouble}_i)$ were the indicators of the $i$-th participant’s self-reported hearing status, with “excellent” being the reference group. The values of coefficients are $(\eta_1, \eta_2, \eta_3, \eta_4) = (-2.73, 0.03, 0.03, 3.32)$, following the corresponding estimates in CHEARS AAA.

To generate $Y_i$, the random noise $\epsilon_i, i = 1, \ldots, N$, followed an independent and identical normal distribution with zero mean and standard deviation $\sigma$ varying from 2 to 10. We set the age of each participant following a normal distribution with a mean of 56.56 years and a standard deviation of 4.36 years to mimic the CHEARS AAA, and the prevalences of the categories “very good” and “a little hearing trouble” were 0.44 and 0.25.
3.1.1 Type I Error Rate

We first studied the type I error rate. In this simulation study, the evaluator effect, $\beta_j$, was set to 66.95 for all $j$’s. We set the maximum number of potential outliers $k = 10$. Shown in Table 1 is the type I error rate (i.e., proportion of the simulation replicates with at least one outliers detected) for significance levels, $\alpha$, from 0.05 to 0.3, under 5000 simulation replicates. The type I error rates were all under significance level $\alpha$. As shown in Table 1, the probability of misclassifying a normal evaluator as an outlier did not necessarily increase when the variance of the random noise increased.

3.1.2 True Positive Rate and True Negative Rate

In this simulation study, we evaluated the TNR and TPR of our outlier-detection procedure. Among the 50 evaluators, 10 had a different outlier effect; 5 of the 10 outliers’ effects were significantly different from the normal evaluators, and the other 5 were intermediate outliers. The values of the evaluators’ effects for the normal evaluator, intermediate outlier, and significant outlier were 66.95, 70.10, and 75.10 respectively. The significance levels ranged from 0.05 to 0.3, and $\sigma$ from 2 to 10. The maximum number of potential outliers was set to $k = 10$. Shown in Table 2 are the TNR and TPR. Our proposed procedure had a satisfactory TNR in all the simulation settings, which suggested that the proposed outlier-detection procedure rarely misclassified a normal point as an outlier. For TPR, when the random noise’s standard deviation $\sigma$ was 10, the proposed outlier-detection procedure could typically detect the 5 significant outliers, while when $\sigma$ was less than 6, all remaining 5 intermediate outliers could be detected. The simulation results for increased values of $\sigma$ (2 to 14), $\alpha$ (0.05 to 0.3), and $k$ (10 and 15) in Table 1-2 of the supplemental material were similar.

3.2 Multiple Outcome Measurements

In CHEARS AAA, each participant was tested for both ears. We designed the simulation studies with multiple outcomes similar to the CHEARS AAA data. The outcomes from the left and right ear of each participant were correlated and followed a normal distribution. The linear model for generating the clustered hearing measurements was

$$Y_{ip} = \eta_1 \text{age}_i + \eta_2 \text{age}^2_i + \eta_3 \delta(\text{very good}_i) + \eta_4 \delta(\text{a little hearing trouble}_i) + \sum_{j=1}^{M} \beta_j T_i^{(j)} + \epsilon_{ip}, p = 1, 2,$$

$$\begin{pmatrix} \epsilon_{i1} \\ \epsilon_{i2} \end{pmatrix} \sim N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \sigma^2 \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \right).$$

The values of $\eta_1, \ldots, \eta_4$ were the same as in Section 3.1. We set the correlation coefficient $\rho$ to be 0.3, 0.5, and 0.8, representing the low, moderate, and strong correlation between ears, and used the exchangeable working variance-covariance matrix in the GEE analysis. Same as the single outcome measurement scenario, we had 50 evaluators, and each evaluator tested 120 participants.

3.2.1 Type I Error Rate

To study the type I error rate for the multiple measurements scenario, we set the maximum number of potential outliers $k = 10$. Table 3 shows the type I error rate under the significance levels from 0.05 to 0.3 using the model-based and sandwich variance estimation of $\text{Var}(\hat{\beta})$, both under 5000 simulation replicates. The critical
values using both the model-based and sandwich variance estimation had the type I error rates close to the significance level.

### 3.2.2 True Positive Rate and True Negative Rate

To study the TPR and TNR of the multiple measurements scenario, the values of evaluators’ effects and numbers of the three types of evaluators were the same as in Section 3.1.2. The number of potential outliers $k$ was set to 10. Shown in Table 4 are the TPR and TNR based on the model-based and sandwich variance estimation. The proposed method had satisfactory TNR and TPR, and TPR decreased when the noise $\sigma$ increased. In addition, since a lower correlation between two ears leads to more precise estimates in the first stage analysis, it yields a higher TPR for detecting outliers. The simulation results for increased values of $\sigma$ (2 to 14), $\alpha$ (0.05 to 0.3), and $k$ (10 and 15) in Table 3-10 of the supplemental material were similar.

### 4 Illustrative example

To illustrate our method, we applied the proposed outlier-detection procedure to detect potential audiologist outliers based on the hearing threshold measurements under 8kHz in CHEARS AAA measured in 2014. A total of 6398 participants were tested for both ears by 46 evaluators. In the first stage analysis, we used the GEE approach to estimate the coefficients of model $\hat{\beta}$. The maximum number of potential outliers was set to 17 and we used the sandwich variance estimation for $\text{Var}(\hat{\beta})$.

Shown in Table 5 are the detected outlier evaluators under type I error rates, $\alpha$, ranging from 0.05 to 0.45. Two potential outliers, 4 and 13, were detected when $\alpha = 0.05$. When $\alpha$ increased from 0.05 to 0.40, 3 additional outliers, 41, 16, and 40, were selected. Figure 1 shows the estimated effects of evaluators, with the red triangle markers representing the potential outliers, 4 and 13, selected under $\alpha = 0.05$, and red plus markers for the additional potential outliers, 41, 16, 40, selected under $\alpha = 0.40$. The device used by Audiologist 13 was found flawed in a quality control examination triggered by the fact that this audiologist was classified as a potential outlier.

### 5 Discussion

In this paper, we provided a two-stage stepwise hypothesis testing approach for detecting potential outliers among evaluators. In the first stage, we used a regression model to estimate evaluators’ effects. In the second stage, we proposed a stepwise hypothesis testing procedure to detect outliers among evaluators’ estimated effects. We derived an approximation formula to calculate the critical values. The finite sample performance of this approach was evaluated in a simulation study, where the type I error rate, TPR, and TNR were satisfactory. An increase in the noise variance decreased TPR; however, the type I error rate remained the same.

In the simulation study for the multiple outcomes scenario, the model-based variance and sandwich variance had a similar performance. The model-based variance is only valid when the working variance-covariance matrix $V(\theta, \nu)$ in Equation (1) is correctly specified while the sandwich variance is valid as long as the mean model is correct. Therefore, the sandwich variance estimation is preferable for the multiple outcome scenarios unless the structure of $V(\theta, \nu)$ is known. In our simulation study, a larger maximum number of potential outliers, $k$, had a similar performance to the situation where $k$ was set to 10, the exact number of outliers. Specifically, TNR did not decrease when $k$ was larger than the number of outliers.
The R code for the proposed approach is available at https://www.hsph.harvard.edu/molin-wang/software/.
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Table 1: Type I error rate for the single measurement simulation.

| σ  | 2   | 6   | 10  |
|----|-----|-----|-----|
| α =0.05 | 0.051 | 0.039 | 0.041 |
| α =0.1 | 0.087 | 0.084 | 0.089 |
| α =0.3 | 0.279 | 0.268 | 0.266 |

σ is the standard deviation of random noise; α is the significance level.

Table 2: True negative rate (TNR) and True positive rate (TPR) for the single measurement simulation; 10 outliers among 50 evaluators.

| σ  | 2   | 6   | 10  | 2   | 6   | 10  |
|----|-----|-----|-----|-----|-----|-----|
| TPR | 1.000 | 0.996 | 0.781 | 1.000 | 1.000 | 0.999 |
| TNR | 1.000 | 0.997 | 0.822 | 1.000 | 1.000 | 0.998 |

TNR = the number of normal evaluators detected as normal evaluators; TPR = the number of evaluators detected as evaluators.

Table 3: Type I error rate for the multiple measurements simulation using the model-based and sandwich variance estimation in the first stage GEE analysis; significance level α =0.05.

| σ  | 2   | 6   | 10  | 2   | 6   | 10  |
|----|-----|-----|-----|-----|-----|-----|
| TPR | 0.042 | 0.043 | 0.043 | 0.058 | 0.061 | 0.057 |
| TNR | 0.043 | 0.040 | 0.044 | 0.059 | 0.060 | 0.056 |

σ is the standard deviation of random noise; ρ is the correlation between right and left ears.

Table 4: True negative rate (TNR), and true positive rate (TPR) for the multiple measurements simulation using the model-based and sandwich variance estimation in the first stage of GEE analysis; 10 outliers among 50 evaluators; significance level α =0.05.

| σ  | 2   | 6   | 10  | 2   | 6   | 10  |
|----|-----|-----|-----|-----|-----|-----|
| TPR | 1.000 | 1.000 | 0.908 | 1.000 | 1.000 | 1.000 |
| TNR | 0.042 | 0.048 | 0.049 | 0.059 | 0.059 | 0.060 |

TNR = the number of normal evaluators detected as normal evaluators; TPR = the number of evaluators detected as evaluators.

σ is the standard deviation of random noise; ρ is the correlation between right and left ears.
Figure 1: Estimated evaluators’ effects $\hat{\beta}$. The horizon line is the truncated mean of the effects. Potential outliers are in red. Two potential outliers detected under the type I error rate $\alpha = 0.05$ are marked as red triangles. Three potential outliers detected under $\alpha=0.4$ are marked as red plus signs.

Table 5: Detected outlier evaluators under various type I error rates, $\alpha$, for the CHEARS AAA hearing measurements in 2014.

| $\alpha$ | Selected Audiologists |
|----------|----------------------|
| 0.05     | 4, 13                |
| 0.10     | 4, 13, 41            |
| 0.20     | 4, 13, 41, 16        |
| 0.30     | 4, 13, 41, 16, 40    |
| 0.40     | 4, 13, 41, 16, 40    |
Technical Details on Deriving the Critical Values

Here, we show how to derive the critical values $\lambda_t$, $t = 1, \ldots, k$. From Equation (2), we have

$$1 - \alpha = \Pr \left[ \bigcap_{j=t}^{k} (R_j \leq \lambda_j) \Bigg| H_{t-1} \right] \approx \Pr \left( R_t \leq \lambda_t \bigg| H_{t-1} \right)$$

$$= \Pr \left( \max_{m \in I_t} \left( \frac{L_{m,t}^\top \hat{\beta}_{I_t}}{L_{m,t}^\top \Omega_{\beta_{I_t}} L_{m,t}} \right)^2 \leq \lambda_t \bigg| H_{t-1} \right)$$

$$= \Pr \left[ \bigcap_{m \in I_t} \left( \frac{L_{m,t}^\top \hat{\beta}_{I_t}}{L_{m,t}^\top \Omega_{\beta_{I_t}} L_{m,t}} \leq \lambda_t \right) \bigg| H_{t-1} \right], \text{ for } t = 1, \ldots, k.$$

Since $\hat{\beta}_{I_t}$ follows the multivariate normal distribution when $N$ is large,

$$\hat{\beta}_{I_t} \sim N \left( \beta_{I_t}, \Omega_{\beta_{I_t}} \right).$$

Define $Z = (Z_1, \ldots, Z_{M-t+1})^\top$ such that $Z = A_t \hat{\beta}_{I_t}$ and $A_t$ is a matrix with rows equals to $\frac{L_{m,t}^\top}{\sqrt{L_{m,t}^\top \Omega_{\beta_{I_t}} L_{m,t}}}$ for $m \in I_t$. Then

$$Z \mid H_{t-1} \sim N \left( 0, A_t \Omega_{\beta_{I_t}} A_t^\top \right),$$

$$R_t = \max_{m \in I_t} \left( \frac{L_{m,t}^\top \hat{\beta}_{I_t}}{L_{m,t}^\top \Omega_{\beta_{I_t}} L_{m,t}} \right)^2 = \max_{b=1}^{M-t} Z_b^2.$$

To determine $\lambda_t$,

$$1 - \alpha \approx \Pr \left( R_t \leq \lambda_t \bigg| H_{t-1} \right)$$

$$= \Pr \left( \max_{b=1}^{M-t} Z_b^2 \leq \lambda_t \right) = \Pr \left( \bigcap_{b=1}^{M-t-1} |Z_b| \leq \sqrt{\lambda_t} \right),$$

so, $\sqrt{\lambda_t}$ is the $1 - \alpha$ two-sided quantile of the distribution $N \left( 0, A_t \Omega_{\beta_{I_t}} A_t^\top \right)$. 
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