Abstract

Image-only and pseudo-LiDAR representations are commonly used for monocular 3D object detection. However, methods based on them have shortcomings of either not well capturing the spatial relationships in neighboring image pixels or being hard to handle the noisy nature of the monocular pseudo-LiDAR point cloud. To overcome these issues, in this paper we propose a novel object-centric voxel representation tailored for monocular 3D object detection. Specifically, voxels are built on each object proposal, and their sizes are adaptively determined by the 3D spatial distribution of the points, allowing the noisy point cloud to be organized effectively within a voxel grid. This representation is proved to be able to locate the object in 3D space accurately. Furthermore, prior works would like to estimate the orientation via deep features extracted from an entire image or a noisy point cloud. By contrast, we argue that the local RoI information from the object image patch alone with a proper resizing scheme is a better input as it provides complete semantic clues meanwhile excludes irrelevant interferences. Besides, we decompose the confidence mechanism in monocular 3D object detection by considering the relationship between 3D objects and the associated 2D boxes. Evaluated on KITTI, our method outperforms state-of-the-art methods by a large margin. The code will be made publicly available soon.

1. Introduction

3D object detection is of great concern in autonomous driving, and a variety of methods have been proposed. These methods can be broadly divided into two categories: LiDAR-based methods [42, 15, 31] and camera-based methods [25, 29, 19, 17, 5]. LiDAR-based methods usually offer satisfactory performances as the LiDAR point cloud can provide accurate depth measurement of the scene. However, the limited working range and the high price of LiDAR devices are the main disadvantages of this category of methods. As an alternative, camera-based methods, although still far from satisfactory in terms of the detection performance, rely only on camera sensors that are much cheaper and maturer. Therefore, these approaches, especially the monocular ones [3, 24, 28, 1, 18], have drawn increasing attention from both industry and academia.

Previous image-only based monocular methods lack explicit knowledge about the depth dimension, having difficulties in predicting objects in 3D space precisely. To this end, many recent state-of-the-art monocular 3D object detection methods [8, 36, 37, 23] utilize the estimated depth map to make use of depth information. Some of them [36, 37] convert the depth map to a pseudo-LiDAR point cloud and then perform detection on it. However, most pseudo-LiDAR based methods use existing 3D detectors designed purposely for the accurate LiDAR point cloud, failing to capture the character of the highly noisy monocular pseudo-LiDAR with the long-tail defect and thus resulting in suboptimal performance.

To address the above problems, we propose a novel object-centric voxel representation. For every 2D object proposal generated by the 2D detector, we use the estimated depth map to convert pixels within the 2D box into a point cloud and build adaptive voxels on it, whose sizes depend on the 3D spatial distribution of points. With this voxel building scheme, the region with dense points that belongs more likely to an object will be partitioned with dense voxels, making more information to be encoded. On the contrary, the region with sparse points that are more likely outliers will be partitioned with sparse voxels, enabling more irrelevant interferences to be eliminated. Compared to pseudo-LiDAR, this novel voxel representation is tailor-made for monocular imagery and against the highly noisy point cloud, encoding information from the transformed point cloud and the RGB image effectively.

Another contribution is the investigation concerning the input for orientation estimation. Orientation plays a critical role in 3D object detection, tracking, and trajectory prediction. Prior works usually perform orientation estimation on deep features extracted from an entire image [29, 34, 1, 8] or a point cloud [36, 37, 23]. However, the orientation only
hinges on the object’s appearance on the local image. Semantics from the region outside the object is unnecessary, which may interfere or even overwhelm the local orientation features that matter. For this reason, we argue that the object image patch alone cropped by a 2D box is preferable as input for orientation prediction. We are the first one that points out this. Also, as detailed in Sec. 3.3, the cropped image patch needs to be properly processed to eliminate orientation ambiguity. Experiments show that our method performs best, and even comparably to the method [27] relying on LiDAR input on the pedestrian category.

Besides, an object with high 2D detection confidence may be hard to be located accurately in 3D space, e.g., occluded, truncated, or distant objects, suggesting that the 2D confidence should not be naively employed in 3D detection. However, for 3D detection methods based on a 2D detector, it is hard to learn 3D confidence without explicit labels during training. Consequently, most SOTA methods [36, 37, 23] directly apply the 2D confidence as the 3D detection confidence score. To resolve this problem, we propose to decompose the 3D confidence mechanism into the confidence in 2D detection and the lifting hardness of an object from 2D to 3D, where the former can be easily obtained from a 2D detector. The lifting hardness is measured by the relationship between the 2D box and 3D box projections as we believe that objects are worthy of high confidences when the 2D and 3D detections fit tightly on the image plane. Note that the proposed method can be plunged into any 2D-detector-based method without training and significantly boost the performance.

Finally, we discover that the training set in Eigen split [9] that is widely adopted for training depth estimation networks overlaps the KITTI 3D object detection validation set. This data leakage results in that almost all the depth-based monocular 3D object detection methods are overrated in the KITTI validation set. To remedy this problem, we introduce a new dataset split. In conclusion, our main contributions can be summarized as follows:

- We propose a novel object-centric voxel representation, which effectively encodes the noisy point cloud and the RGB image.
- We point out that a cropped object image patch is preferable as input compared to an entire image for orientation prediction.
- A novel decomposed 3D confidence mechanism is designed for monocular 3D object detection, taking both 2D confidence and the lifting hardness from 2D to 3D into consideration.
- A widely existing data leakage issue is pointed out and remedied. Also, extensive experiments show that we achieve state-of-the-art performance on KITTI monocular 3D detection benchmark with a significant margin.

2. Related Work

LiDAR-based Methods: Most state-of-the-art 3D object detection methods [32, 15, 11, 40, 33, 38, 39, 12] employ LiDAR as it can provide accurate point clouds, in which voxel-based methods are utmost related to our method. VoxelNet [42] divides the LiDAR point cloud into a voxel grid with a fixed voxel size, a group of points that belong to the same voxel is fed into a fully connected network to form the unified feature representation. The 2D convolution of these higher-order voxel features is carried out to obtain detection results. Following voxel-based approaches [35, 20] follow this line of thought. Such designs tailored for accurate LiDAR points are not suitable for monocular methods since the point cloud transformed from the predicted depth map is much more inaccurate. Points of the same object distribute chaotically within the whole 3D space (e.g., 3D points transformed from neighboring pixels can appear far away in 3D space, even they are supposed to be much close). CNNs are hard to capture local clues from voxels built with the way above.

Representations for Monocular Methods: Monocular methods can be roughly divided into image-only based methods and depth map based methods according to representations. Previous image-only based methods usually take prior knowledge as guidance in training or as constraints in post-processing. For example, Mono3D [3] uses semantic and context priors as guidance to generate 3D proposals, require extra semantic and instance segmentation networks. M3D-RPN [1] uses different convolution kernels in row-spaces, trying to explore different features in different depth ranges and RTM3D [18] predicts perspective key points to refine initial guess by solving a constrained optimization problem. These image-only based methods have difficulties in exploiting the hidden depth information, remaining room for improvement. To make use of depth information explicitly, many methods use the depth map produced by a depth estimating network. D4LCN [8] uses different kernels generated by depth maps, but not full use of the explicitly spatial relationship. Pseudo-LiDAR [36, 37] converts image-based depth maps to point clouds to mimic the LiDAR signal, and then directly using LiDAR-based 3D detectors. On this basis, AM3D [23] augments this method by embedding RGB values to generate attention maps for multi-modal features fusion. However, pseudo-LiDAR based methods ignore the significant gap between the transformed noisy point cloud and the accurate LiDAR point cloud. Furthermore, PatchNet [22] points out that the effectiveness of pseudo-LiDAR comes from the coordinates.
Figure 1: OCM3D framework. OCM3D consists of four subnetworks for 2D detection, depth estimation, 3D center location, and dimension and orientation prediction, respectively. The 2D boxes and depth map are firstly produced by off-the-shelf networks. For each object, the estimated depth map and 2D box are used to construct adaptive voxels (Sec. 3.2), on which a 3D center locator predicts the object’s 3D center. By utilizing another subnetwork, the object’s dimension and orientation are predicted from the cropped image patch (Sec. 3.3). Best viewed in color with zoom in.

3. Methods

3.1. Overview

Our object-centric monocular 3D detection framework (OCM3D) can be divided into two stages. As shown in Fig. 1, stage one contains 2D detection and depth map estimation, producing 2D boxes and the image-based depth map by two off-the-shelf networks [27, 16], as a common practice [36, 37, 23, 22]. Our method mainly focuses on stage two that comprises object 3D center location and dimension & orientation prediction.

In stage two, dimensions and orientations are predicted via cropped object image patches with a proper resizing scheme (Sec. 3.3). At the same time, with the addition of the depth map, adaptive voxels are constructed (Sec. 3.2) and then fed into a 3D fully convolutional network by two off-the-shelf networks [27, 16], as a common practice [36, 37, 23, 22]. Our method mainly focuses on stage two that comprises object 3D center location and dimension & orientation prediction.

The Monocular 3D Object Detection Confidence: Previous works in monocular 3D object detection realize the need for 3D box confidence. FQNet [19] employs 3D IoU loss calculated from the predicted 3D box and the ground truth, mainly considering the 3D object dimensions. MonoDIS [34] takes advantage of the 3D box loss, represents the confidence of 3D detection. As a video-based method, the recent concurrent work, Kinematic 3D [2], introduces a self-balancing confidence loss, re-balancing hard 3D boxes and focusing on relatively achievable samples. All of these methods consider the confidence towards loss function. By contrast, our method takes the physical projections into consideration, gains promising performances, and can be adopted conveniently by other methods.
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Specifically, as shown in Fig. 1 and Fig. 2, given a 2D object proposal in an image, the RoI point cloud is derived through the estimated depth map. Then the cropped RoI 3D space can be divided into a voxel grid of shape \(n_x \times n_y \times n_z\), along the \(X, Y, Z\) axis, respectively, where voxel sizes are determined according to:

\[
S_{i \in (x,y,z)} = \frac{\text{max}(P_i) - \min(P_i)}{n_i}, \tag{1}
\]

in which \(i\) refers to the axis, \(S\) is the voxel size, and \(P\) is the 3D coordinates of the RoI point cloud. We can see that (\(\text{max}(P_i) - \min(P_i)\)) represents 3D spatial offsets along each axis in the RoI point cloud. It indicates that voxel sizes are determined by the local spatial distribution and can adapt online to different objects to encode information better. In light of this, we term it as object-aware adaptive size (O-A).

Nevertheless, the object-aware adaptive size is hard to explore the in-depth spatial distribution inside objects. In the noisy RoI point cloud, points can be dense somewhere while sparse elsewhere, resulting in an unbalanced feature distribution in the voxel grid. To effectively handle this, based on object-aware adaptive size, another type of adaptive voxel size is introduced, where the size of each voxel in the voxel grid can be different to fit the data distribution.

\[
\begin{align*}
MX_{k \in \{0,1,\ldots,n_x\}} &= \text{sort}(P_x)\left[\frac{kN}{n_x}\right] \\
MY_{k \in \{0,1,\ldots,n_y\}} &= \text{sort}(P_y)\left[\frac{kN}{n_y}\right] \\
MZ_{k \in \{0,1,\ldots,n_z\}} &= \text{sort}(P_z)\left[\frac{kN}{n_z}\right] \tag{2}
\end{align*}
\]

As shown in Eq. 2 and Fig. 2, sort is the sort operation among 3D coordinates \((e.g., \text{sort}(P_x)\) refers to the sorted \(x\) coordinates of the RoI point cloud), \(N\) is the number of points, and \([\cdot]\) denotes gathering the corresponding index. \(MX\) represents the \(x\) coordinates with given indexes in the sorted RoI point cloud. \(MY\) and \(MZ\) follow this line. More specifically, \(MX, MY, MZ\) refer to retrieve a series of coordinates that locate on specified indexes, dividing sorted coordinates into \(n_x, n_y, n_z\) parts. Therefore, the size of each voxel in the voxel grid depends on the spatial offset between head elements of two adjacent sorted parts \((e.g., the k\text{th voxel size along } X \text{ axis is } MX_{k+1} - MX_k)\), making it varies a lot inside the unevenly distributed RoI point cloud. The region with dense points more likely belongs to an object, and it will be partitioned with small voxel sizes, enabling more information to be maintained. By contrast, the region with sparse points that are more likely outliers will be partitioned with large voxel sizes, generating sparse voxels, allowing more irrelevant interferences to be eliminated. We call this type of voxel size the point-aware adaptive size (P-A).

Aiming to obtain the 3D object center, as shown in Fig. 3, the location network acquires the adaptive voxels and outputs the location heat map with the same shape of input, where the 3D object center is the location with max probability. The heat map groundtruth is generated as described in [41], and smooth L1 loss is adopted during the training. Also, to avoid the object-aware adaptive size is heavily affected by outlier points, we remove these points whose depths are much larger than the average depth \([23]\).

3.3. Input for Orientation Estimation

The orientation in 3D object detection contains the global orientation and the observation angle (local orientation), where the former is defined under the world space and

![Figure 2: Illustration of different adaptive voxels. Only X and Z axis are shown for convenience. Orange dots represent the RoI point cloud, \(S_x, S_z\) refer to the voxel sizes along X and Z axis, and each small cube is a voxel.](image)

![Figure 3: Illustration of obtaining the 3D heatmap.](image)
the observation angle is defined under the camera coordinates. The global orientation is the goal and can be derived from the observation angle and the camera viewing angle.

Most state-of-the-art methods [1, 28, 23, 8] directly infer the observation angle via deep features extracted from an entire image or a noisy point cloud. However, the observation angle can be better predicted via the local RoI information as it only hinges on the object image patch. Information from context does not offer much help because semantics from the region outside the object may bring irrelevant or even misleading information for local semantics. Also, the noisy point cloud cannot express the object orientation precisely due to the noisy nature. Thus we argue that the cropped image patch alone is preferable as the input for orientation estimation.

Interestingly, some prior works such as [25] also utilize the cropped image patch to achieve the orientation. However, they are unaware of the underlying mechanism and improperly use a naive resizing scheme to resize object image patches to fit the network input. As shown in Fig. 4, naive resizing may destroy the visual semantics and thus tends to make the observation angles ambiguous. To this aim, we introduce another simple yet angle-preserving resizing scheme, called Shape-Retaining (S-R), i.e., resizing to match larger edge while keeping aspect ratio and then padding zeros symmetrically to get the desired shape. In this way, information for the observation angle is maintained without damaging, thus better prediction accuracy can be achieved, as shown in Tab. 5 and Tab. 7. We obviously outperforms other monocular methods and even gives comparable results to the LiDAR-based method [27] on the pedestrian category.

### 3.4. Decomposed 3D Detection Confidence

In 2D detection, the confidence usually denotes the classification score to rate a box, which can be naturally learned in 2D detection. An object assigned with a high confidence score means that it can be easily discriminated from the 2D image, but does not necessarily mean that it can be easily located accurately in 3D space. For example, truncated/occluded cars, which can be easily detected in 2D, are considered as hard cases in 3D. Therefore, directly adopting 2D confidence as 3D confidence, like many prior works [36, 37, 23], are not suggested. Also, the 3D detection confidence can be learned during training by designing a specific loss using the 3D IoU [19], but this manner is indirect and ignores the geometry relationship of 3D boxes and associated 2D boxes. To make estimation of 3D detection confidence more accurately, we decompose it as follows:

$$Conf_{3D} = Conf_{2D} \times Conf_{2D\rightarrow3D}$$  \hspace{1cm} (3)

The former is just the 2D detection confidence, and the latter measures the lifting hardness of the object from 2D to 3D, which considers how difficulty in locating a known 2D object in 3D space. Specifically, we achieve the lifting hardness by using the 2D-3D box IoU as the fact that the precise 3D box projections should fit its corresponding 2D box tightly, which is a much simpler yet more effective method. In particular, with the growth of the object distance, we find that the 2D-3D box IoU becomes larger for the object with the same location error, which means that the distance should also be taken into consideration. Fig. 5 shows some examples. Based on the above analysis, the proposed 3D detection confidence is calculated as follows:

$$Conf_{2D\rightarrow3D} = \frac{\text{IoU}(\text{box}_{3D\rightarrow\text{proj}}, \text{box}_{2D})}{\text{dis}/\lambda}$$  \hspace{1cm} (4)

in which \(\text{dis}\) refers to the distance from the predicted object to the camera optical center, i.e., \(\sqrt{x^2 + y^2 + z^2}\), \(Conf_{2D\rightarrow3D}\) denotes the lifting hardness from 2D to 3D, \(\lambda\) is used to scale the depth, and \(\text{box}_{3D\rightarrow\text{proj}}\) refers to the 2D bounding box on predicted 3D box projections. When the distance becomes larger, the estimation error of location is increasing exponentially (see the supplementary material) as the information for location is less rich. Therefore, we adopt the exponential transformation for the distance in Eq. 4 to account for location error implicitly. In this way, we balance influences brought from the 2D-3D box IoU and the location. It is worthy to note that our method can be plugged into any other 2D-detector-based monocular method without cost to boost the performance.

### 4. Experiments

#### 4.1. Implementation Details

We implement our framework using Pytorch [26] and on a Nvidia 1080Ti GPU, applying Adam optimizer [13], in which the learning rate is set to \(10^{-4}\). The encoder-decoder network architecture is employed for the location.
Figure 5: IoU of 3D boxes on image plane at different distances. Top left refers to the BEV map and the boxes in the RGB image are the projections. With the growth of distance, the IoU of 3D boxes on the image plane becomes larger, although their offset keeps unchanged (2 meters here).

| Approach        | $AP_{BEV}/AP_{3D} (IoU=0.5)|_{R_{11}}$ Easy | Moderate | Hard | $AP_{BEV}/AP_{3D} (IoU=0.7)|_{R_{11}}$ Easy | Moderate | Hard |
|-----------------|----------------------------|-------------|--------|------|---------------------------------------------|----------|------|
| OFTNet [29]     | -                          | -           | -      |      | 11.06/4.07                                  | 8.79/3.27| 8.91/3.29|
| Rol-10D [24]    | -                          | -           | -      |      | 14.50/10.25                                 | 9.91/6.39| 8.73/6.18|
| MonoDIS [34]    | -                          | -           | -      |      | 24.26/18.05                                 | 18.43/14.98| 16.95/13.42|
| MonoGRNet [28]  | -0.50.51                   | -36.97      | -30.82 |      |                                              |          |      |
| Deep3DBBox [25] | 30.02/27.04                | 23.77/20.55 | 18.83/15.88 |      | 9.99/5.85                                  | 7.71/4.10| 5.30/3.84 |
| Mono3D [3]      | 30.50/25.19                | 22.39/18.20 | 19.16/15.52 |      | 5.22/2.53                                  | 5.19/2.31| 4.13/2.31 |
| FQNet [19]      | 32.57/28.16                | 24.60/21.02 | 21.25/19.91 |      | 9.50/5.98                                  | 8.02/5.50| 7.71/4.75 |
| MonoPSR [14]    | 56.97/49.65                | 43.39/41.71 | 36.00/29.95 |      | 20.63/12.75                                 | 18.67/11.48| 14.45/8.59 |
| M3D-RPN [1]     | 55.37/48.96                | 42.49/39.57 | 35.29/33.01 |      | 25.94/20.27                                 | 21.18/17.06| 17.90/15.21 |
| Pseudo-LiDAR [36] | 63.42/56.54                | 40.86/37.53 | 37.69/32.24 |      | 31.88/24.12                                 | 20.84/15.74| 18.92/14.96 |
| D4LCN [8]       | 54.35/51.30                | 40.33/35.10 | 33.96/32.46 |      | 26.00/19.38                                 | 20.73/16.00| 17.46/12.94 |
| RTM3D [18]      | 57.47/54.36                | 44.16/41.90 | 42.31/35.84 |      | 25.56/20.77                                 | 22.12/16.86| 20.91/16.63 |
| PatchNet [22]   | 64.87/58.63                | 40.94/38.20 | 38.16/32.50 |      | 32.30/25.76                                 | 21.25/17.72| 19.04/15.62 |
| Ours            | 61.78/58.07                | **45.65/42.61** | **42.32/36.62** |      | **33.24/23.65**                            | **24.25/17.75**| **21.67/15.93** |

Table 1: Comparison of our method to other monocular 3D object detection methods for car category on KITTI validation set. For a fair comparison, depth map based methods [36, 8, 22] are retrained using our proposed depth dataset split. To include more methods in comparison, all the methods are evaluated with metric $AP|_{R_{11}}$.

The location results are refined by the 2D-3D box consistency. For the orientation and dimension sub-network, we use the protocol introduced in [25]. Depth estimator and 2D detector are brought from [16] and [27], using our remedied depth dataset split to train the depth estimator. The transformed point cloud is rotated as described in [27], and the shape of the voxel grid $(n_x, n_y, n_z)$ is set to $(32, 16, 64)$. $\lambda$ in Eq. 4 is 80 in default since 80 meters is the usual max depth in KITTI. We provide extra experimental results in the supplementary material due to the space limitation.

4.2. Dataset and Metrics

KITTI Dataset: The KITTI dataset is widely used for monocular 3D object detection. KITTI [10] provides 7,481 images for training and 7,518 images for testing. The test set is confidential and can only be tested on the KITTI website, while the training set is publicly available. To keep consistent with previous works, we adopt the dataset split described in [4] for comprehensive experiments. The available data is divided into a training set (3,712 images) and a
**Evaluation Metrics:** We conduct experiments on the KITTI validation set and official test set under two core tasks: bird’s eye view (BEV) and 3D object detection in three difficulties. Difficulties of objects are subdivided into easy, moderate, and hard according to the occlusion level, truncation, and bounding box height. Many previous works evaluate their results with AP$_{BEV}$, while AP$_{3D}$(IoU=0.7) proposed in [34] is suggested to be adopted by the official KITTI benchmark recently. Therefore we provide experiments on both AP$_{BEV}$ and AP$_{3D}$(IoU=0.7) metrics on the car category to comprehensively evaluate the proposed method.

**4.3. Quantitative Results**

We compare our method with current state-of-the-art monocular methods in the KITTI validation set. Note that depth map based methods are trained upon the new depth dataset split. As shown in Tab. 1, our method achieves new state-of-the-art results. For the BEV and 3D tasks, we gain significant improvements compared to other state-of-the-art results. Also, we provide comparisons on KITTI testing set as shown in Tab. 4, in which our method still achieves state-of-the-art. It is worthy to note that results of our method should not be compared directly with other depth map based methods which utilize a different depth estimator trained with the un-remedied depth dataset split.

**4.4. Detailed Analysis**

**Ablation Study:** We provide extensive experiments to study the impact of each critical component in our framework. As shown in Tab. 2, modules: object-aware adaptive voxel size (O-A), point-aware adaptive voxel size (P-A), Shape-Retaining (S-R), decomposed 3D confidence (3D-Conf) are gradually added to the framework, producing relative improvements in 33.63%/40.76% setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.

**Extensibility of Decomposed 3D Confidence Scheme:** As mentioned in Sec. 3.4, our decomposed 3D confidence scheme only requires the 2D detection confidence and the predicted 3D detection results, meaning that it can be easily plugged into any monocular 3D object detection method based on a 2D detector. As shown in Tab. 6, by employing our decomposed 3D confidence scheme, Pseudo-LiDAR [36] gains 39.87%/47.4% relative improvements, and PatchNet [22] gains 33.63%/40.76% relative improvements in moderate setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.

**Different Inputs for Orientation Estimation:** In Sec. 3.3, we introduce a new depth dataset split for 3D object detection. Existing monocular methods in the KITTI validation set and official test set under two core tasks: bird’s eye view (BEV) and 3D object detection in three difficulties. Difficulties of objects are subdivided into easy, moderate, and hard according to the occlusion level, truncation, and bounding box height. Many previous works evaluate their results with AP$_{BEV}$, while AP$_{3D}$(IoU=0.7) proposed in [34] is suggested to be adopted by the official KITTI benchmark recently. Therefore we provide experiments on both AP$_{BEV}$ and AP$_{3D}$(IoU=0.7) metrics on the car category to comprehensively evaluate the proposed method.

**4.4. Detailed Analysis**

**Ablation Study:** We provide extensive experiments to study the impact of each critical component in our framework. As shown in Tab. 2, modules: object-aware adaptive voxel size (O-A), point-aware adaptive voxel size (P-A), Shape-Retaining (S-R), decomposed 3D confidence (3D-Conf) are gradually added to the framework, producing relative improvements in 33.63%/40.76% setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.

**Extensibility of Decomposed 3D Confidence Scheme:** As mentioned in Sec. 3.4, our decomposed 3D confidence scheme only requires the 2D detection confidence and the predicted 3D detection results, meaning that it can be easily plugged into any monocular 3D object detection method based on a 2D detector. As shown in Tab. 6, by employing our decomposed 3D confidence scheme, Pseudo-LiDAR [36] gains 39.87%/47.4% relative improvements, and PatchNet [22] gains 33.63%/40.76% relative improvements in moderate setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.

**Different Inputs for Orientation Estimation:** In Sec. 3.3, we introduce a new depth dataset split for 3D object detection. Existing monocular methods in the KITTI validation set and official test set under two core tasks: bird’s eye view (BEV) and 3D object detection in three difficulties. Difficulties of objects are subdivided into easy, moderate, and hard according to the occlusion level, truncation, and bounding box height. Many previous works evaluate their results with AP$_{BEV}$, while AP$_{3D}$(IoU=0.7) proposed in [34] is suggested to be adopted by the official KITTI benchmark recently. Therefore we provide experiments on both AP$_{BEV}$ and AP$_{3D}$(IoU=0.7) metrics on the car category to comprehensively evaluate the proposed method.

**4.4. Detailed Analysis**

**Ablation Study:** We provide extensive experiments to study the impact of each critical component in our framework. As shown in Tab. 2, modules: object-aware adaptive voxel size (O-A), point-aware adaptive voxel size (P-A), Shape-Retaining (S-R), decomposed 3D confidence (3D-Conf) are gradually added to the framework, producing relative improvements in 33.63%/40.76% setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.

**Extensibility of Decomposed 3D Confidence Scheme:** As mentioned in Sec. 3.4, our decomposed 3D confidence scheme only requires the 2D detection confidence and the predicted 3D detection results, meaning that it can be easily plugged into any monocular 3D object detection method based on a 2D detector. As shown in Tab. 6, by employing our decomposed 3D confidence scheme, Pseudo-LiDAR [36] gains 39.87%/47.4% relative improvements, and PatchNet [22] gains 33.63%/40.76% relative improvements in moderate setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.

**Different Inputs for Orientation Estimation:** In Sec. 3.3, we introduce a new depth dataset split for 3D object detection. Existing monocular methods in the KITTI validation set and official test set under two core tasks: bird’s eye view (BEV) and 3D object detection in three difficulties. Difficulties of objects are subdivided into easy, moderate, and hard according to the occlusion level, truncation, and bounding box height. Many previous works evaluate their results with AP$_{BEV}$, while AP$_{3D}$(IoU=0.7) proposed in [34] is suggested to be adopted by the official KITTI benchmark recently. Therefore we provide experiments on both AP$_{BEV}$ and AP$_{3D}$(IoU=0.7) metrics on the car category to comprehensively evaluate the proposed method.

**4.4. Detailed Analysis**

**Ablation Study:** We provide extensive experiments to study the impact of each critical component in our framework. As shown in Tab. 2, modules: object-aware adaptive voxel size (O-A), point-aware adaptive voxel size (P-A), Shape-Retaining (S-R), decomposed 3D confidence (3D-Conf) are gradually added to the framework, producing relative improvements in 33.63%/40.76% setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.

**Extensibility of Decomposed 3D Confidence Scheme:** As mentioned in Sec. 3.4, our decomposed 3D confidence scheme only requires the 2D detection confidence and the predicted 3D detection results, meaning that it can be easily plugged into any monocular 3D object detection method based on a 2D detector. As shown in Tab. 6, by employing our decomposed 3D confidence scheme, Pseudo-LiDAR [36] gains 39.87%/47.4% relative improvements, and PatchNet [22] gains 33.63%/40.76% relative improvements in moderate setting. This significant boosting demonstrates the effectiveness of our decomposed 3D confidence scheme.
Table 5: Comparison of different inputs for estimating orientation on the pedestrian category on KITTI benchmark. Our method gives much better results and even be comparable with the LiDAR-based method [27].

Table 6: Extensibility of our decomposed 3D confidence scheme. "P-LiDAR" in the table denotes Pseudo-LiDAR [36]. The proposed 3D confidence scheme brings significant performance improvements.

Table 7: Comparison of different way to estimate orientation on car category on the KITTI validation set. "2D Det." in the table denotes the AP of 2D detection, which is the up-bound for AOS.

we argue that the object image patch alone provide enough information for orientations of objects in the image, which is proved here via quantitative experiments. Prior state-of-the-art (SOTA) methods, M3D-RPN [1], D4LCN [8], Pseudo-LiDAR [36] are chosen as the baseline. They predict orientations via extracted features from the entire image or the point cloud. By contrast, we only use the same 2D boxes produced by them and apply our method. We show the results of Average Orientation Similarity (AOS) on the car category in Tab. 7, where AOS(Org.) denotes performances produced by the original method and 2D Det. denotes the AP of 2D detection, which is the up-bound for AOS. Our method performs much better than the original method with a significant gap, demonstrating our perspective. Besides, we conduct experiments on the pedestrian category as shown in Tab. 5. By replacing only our orientations to M3D-RPN [1], dramatic improvements are obtained both in the validation set and test set. Even if compared to the LiDAR-based method [27], it achieves comparable performances. These huge gains can be attributed to that our method maintains the information as much as possible and makes the model focus on the object image patch. Especially for the pedestrian category, which has a high aspect ratio, previous methods bring in interferences of context, thus perform much worse.

4.5. Limitations

Our current framework still has some limitations. First, compared to other end-to-end algorithms such as [1], our training process is of complication. All sub-modules can be integrated and trained with an end-to-end learning approach. Second, we have not taken some more useful information into consideration, such as semantics. Such aspects will be explored in our future work.

5. Conclusions

In this paper, we propose a novel data representation to encode the depth map and the RGB image in which voxel sizes are adaptively determined by the spatial distribution of the transformed point cloud. This representation is used to predict objects’ locations. Furthermore, we propose that the object image patch alone with a proper resizing scheme is a better input than other methods that utilize the entire image or the noisy point cloud. Experiments demonstrate our perspective. Besides, we introduce a novel decomposed 3D confidence approach, constructing the connection between 2D detection and 3D detection. Finally, we reveal a data-leakage problem and propose a new dataset split to fix it. Extensive experiments demonstrate that our method is promising and outperforms other state-of-the-art methods.
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