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Abstract

In this letter, we propose a novel construction of type-II Z-complementary code set (ZCCS) having arbitrary sequence length using the Kronecker product between a complete complementary code (CCC) and mutually orthogonal uni-modular sequences. In this construction, Barker sequences are used to reduce row sequence peak-to-mean envelope power ratio (PMEPR) for some specific lengths sequence and column sequence PMEPR for some specific sizes of codes. The column sequence PMEPR of the proposed type-II ZCCS is upper bounded by a number smaller than 2. The proposed construction also contributes new lengths of type-II Z-complementary pair (ZCP) and type-II Z-complementary set (ZCS). Furthermore, the PMEPR of these new type-II ZCPs is also lower than existing type-II ZCPs.
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I. INTRODUCTION

Golay, in his pioneering work in 1961, proposed a pair of sequences, popularly known as a Golay complementary pair (GCP) [1]. The aperiodic auto-correlation function (AACF) value of GCPs is zero except at the zero-shift position. Tseng and Liu [2] extended the idea of GCPs to
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a complementary set (CS) that includes two or more constituent sequences with similar ACF value. Paterson [3] proposed the construction of CS as a generalization of the construction of GCPs by Davis and Jedwab in [4]. Rathinakumar and Chaturvedi [5] further extended the idea of Paterson [3] to obtain the mutually orthogonal Golay complementary set (MOGCS).

The sequence construction plays a major role in reducing row sequence peak-to-mean envelope power ratio (PMEPR) and column sequence PMEPR. Recently [6] proposed a novel construction for \(2^h\)-ary complete complementary code (CCC) of length in the form of \(10 \cdot 2^m\) and \(26 \cdot 2^m\), where \(h\) and \(m\) are positive integers, where column sequence PMEPR upper bound by 2 for each code.

In [7], Fan et al. introduced the concept of zero correlation zone (ZCZ) width and proposed Z-complementary pair (ZCP), where ACFs value is zero within this ZCZh. Due to the flexibility in lengths, ZCPs have been widely used over GCPs. ZCPs are known as type-I ZCP, when ZCZ exists around zero shift and type-II ZCP when ZCZ exists towards end shift [8]. Numerous constructions of type-I ZCPs of even length have been provided in [8]–[15]. Similarly, constructions of type-II ZCPs have been provided in [15]–[18]. Instead of pair, if a set of sequences follow the property of zero ACF value within the ZCZ, it is known as Z-complementary set (ZCS).

A collection of ZCS is called Z-complementary code set (ZCCS), if the aperiodic cross-correlation function (ACCF) value of two different ZCS is zero in the ZCZ region, including the zero time shift. The ZCCS is advantageous in the sense that it has a larger set size compared to the CCC with the same number of constituent sequences [7]. Type-I ZCCS refers to a set of codes where the ZCZ exists near to zero time shift. Increasing users by \(n\) times for a type-I ZCCS based MC-CDMA system over a Quasi synchronous (QS) environment leads to limiting the ZCZ width by \(1/n\) times. There is no interference for delays in ZCZ, therefore, a set with larger codes and wider ZCZ is needed to improve the MC-CDMA system. In that direction, how type-I ZCCS is extended from type-I ZCP, similar way type-II ZCCS could be extended from type-II ZCP. Moreover, several efforts have been made to tighten the PMEPR for the column sequence of ZCCS or CCC, but to date, the minimum upper bound is tightened by \(p\), when elements of code are \(p\)th root of unity. To the best of the authors’ knowledge, there are no constructions that provide larger users, larger delays and better PMEPR of MC-CDMA system then type-I ZCCS.

In this paper, for the first time, we propose type-II ZCCS to increase the number of users and to reduce PMPER for the MC-CDMA system over a large QS system. The construction
uses the Kronecker product between a \((K, K, N)\)-CCC and \(r\) mutually orthogonal uni-modular sequences of length \(P\) to produce type-II ZCCS. For a given \((K, K, N)\)-CCC, the proposed construction provides type-II \((rK, K, NP - P + 1, NP)\)-ZCCS. Furthermore, for the fixed value of the constituent sequence, the proposed type-II ZCCS provides a larger set size compared to that of CCC and type-I ZCCS. We introduce an idea of the Barker sequences to reduce the PMEPR of a code. The column sequence PMEPR of type-II ZCCS is upper bounded by a number smaller than 2, which is lower than the bounds reported in existing literature for a code. The proposed construction also provide type-II ZCPs with new lengths compared to [17] and [18] and provides lower PMEPR compared to [18]. It also contributes type-II ZCS. The performance of type-II ZCCS based QS MC-CDMA system is compared with type-I ZCCS. The proposed type-II ZCCS provides a better bit error rate (BER) and larger ZCZ width compared to existing type-I ZCCS.

The rest of the paper is stated as follows. Section II contains the introduction and notations. Section III describes the proposed construction. In Section IV, we provided a system model for type-II ZCCS based MC-CDMA. In Section V, the proposed construction has been compared with some of the existing work. Finally, Section VI includes the final observations.

II. PRELIMINARIES

This section introduces the fundamental notations, definitions, and lemmas utilized in this letter.

A. Basic Notations

A sequence/code is called \(p\)-ary if each element satisfies \(x^p - 1 = 0\) (for minimum value of \(p\)), where \(p \geq 2\). Further, if \(p = 2\), it is called binary sequence/code.

Definition 1 ([19]): Let \(a = (a_0, a_1, \ldots, a_{N-1})\) and \(a' = (a'_0, a'_1, \ldots, a'_{N-1})\) be two complex-valued sequences of length \(N\). The AACF value between \(a\) and \(a'\) is defined as

\[
\rho(a, a')(\tau) = \begin{cases} 
\sum_{i=0}^{N-1-\tau} a_{i+\tau} a'_i^*, & 0 \leq \tau < N, \\
\sum_{i=0}^{N+\tau-1} a_i a'_{i-\tau}^*, & -N < \tau < 0, \\
0, & \text{otherwise},
\end{cases}
\]

(1)

where \(a_i^*\) is complex conjugate of \(a_i\). When \(a = a'\), \(\rho(a, a')(\tau)\) is called AACF of \(a\) and is denoted as \(\rho(a)(\tau)\).
Lemma 1: Let \( a \) and \( a' \) be two complex-valued sequences of identical length \( N \), where \( a' = e^{\sqrt{-1} \theta} a \) and \( \theta \in [0, 2\pi) \). Then \( \rho(a')(\tau) = \rho(a)(\tau) \).

Lemma 2: Let \( a \) and \( a' \) be two \( p \)-ary complex-valued sequences of identical length \( N \), where \( a_i = \zeta^i a'_i \), where \( \zeta = e^{\sqrt{-1} \frac{2\pi}{p}} \). Then \( \rho(a')(\tau) = \rho(a)(\tau) \).

Definition 2: Let \( C = \{C_1, C_2, \ldots, C_K\} \) be a set of \( K \) matrices (codes), each of having order \( M \times N \). Here \( C_k \) is defined as

\[
C_k = \begin{bmatrix}
c_k^1 \\
c_k^2 \\
\vdots \\
c_k^M
\end{bmatrix}_{M \times N},
\]

where \( c_k^\nu (1 \leq \nu \leq M, 1 \leq k \leq K) \) is the \( \nu \)-th row sequence of \( C_k \).

Let \( C_{k_1} \) and \( C_{k_2} \) be any two matrices in \( C \), then ACCF of \( C_{k_1} \) and \( C_{k_2} \) is defined by

\[
\rho(C_{k_1}, C_{k_2})(\tau) = \sum_{\nu=0}^{M-1} \rho(c_{k_1}^\nu, c_{k_2}^\nu)(\tau).
\]

Definition 3: Let \( Z = \{Z_1, Z_2, \ldots, Z_K\} \) be a set of \( K \) matrices (codes), each of having order \( M \times N \). \( Z \) is called a type-II \((K, M, Z, N)\)-ZCCS with ZCZ width \( Z \), if it satisfies the following properties

\[
\rho(Z_{k_1}, Z_{k_2})(\tau) = \begin{cases} 
NM, & \tau = 0, \ k_1 = k_2, \\
0, & \tau = 0, \ k_1 \neq k_2, \\
0, & N - Z < |\tau| < N.
\end{cases}
\]

We are proposing a conjecture on the number of codes based on the maximum number of codes with respect to the number of the constituent sequences, length and ZCZ width.

Conjecture 1 (Rajen bound): For type-II \((K, M, Z, N)\)-ZCCS, the number of codes \( K \) is bounded by

\[
K \leq M(N - Z + 1).
\]
the sequence is of modulus 1) of length $P$. Let $\otimes$ be the Kronecker product. Then $c = a \otimes b$ and $c' = a' \otimes b'$ are sequences of length $NP$ and ACCF of $c$ and $c'$ depends on ACCF of $(a, a')$ and $(b, b')$, as

$$\rho(c, c')(Pj + k) = \rho(a, a')(j)\rho(b, b')(k)$$

$$+ \rho(a, a')(j + 1)\rho(b, b'(-P + k),$$

where $0 \leq k < P$ and $-N < j < N$.

**Proof:** In Lemma 3, if we consider $a = a'$ then $c = c'$ and ACCF of $a, a'$ and $c, c'$ become AACF of $a$ and $c$. From Lemma 3, we have

$$\rho(c)(Pj + k) = \rho(a)(j)\rho(b)(k) + \rho(a)(j + 1)\rho(b)(-P + k),$$

where $0 \leq k < P$ and $-N < j < N$. □

Every row of the Hadamard matrix is mutually orthogonal to each other such that each element is a uni-modular. Since the Hadamard matrix is a square matrix, the number of mutual orthogonal sequences is equal to the length of the sequence. Further method to construct such mutually orthogonal sequences is also suggested in [21].

**B. Peak-to-mean envelope power ratio (PMEPR)**

One can model the orthogonal frequency-division multiplexing (OFDM) signal for a complex-valued word $a = (a_0, a_1, \ldots, a_{N-1})$ of length $N$ as the real part of the

$$s_a(t) = \sum_{k=0}^{N-1} z^{a_k + qf_k t}.$$  \hfill (7)

where the frequency of the $i$-th sub-carrier is $f_i = f_0 + i\Delta f$ for $0 \leq i \leq K - 1$, where $f_0$ and $\Delta f$ denote the carrier frequency and the sub-carrier spacing, respectively. The sequence $a = (a_1, a_2, \ldots, a_N)$ is termed as modulating code-word of the OFDM signal. The PMEPR of signal $a$ is defined as

$$PMEPR(a) = \frac{1}{N} \sup_{0 \leq \tau < 1} |s_a(\tau)|^2.$$  \hfill (8)

**Definition 4 ([4]):** The PMEPR of transmitted signal $s_a(t)$ is defined as

$$PMEPR(a) = \frac{1}{N} \sup_{0 \leq t < 1/\Delta f} |s_a(t)|^2.$$  \hfill (9)

**Lemma 4 ([4]):** Let $a$ be a sequence of length $N$. Hence, the PMEPR of transmitted signal $s_a(t)$ satisfies

$$PMEPR(a) \leq \frac{1}{N} \sum_{\tau = -(N-1)}^{N-1} |\rho(a)(\tau)|.$$  \hfill (10)
PMEPR of the OFDM signal is calculated by considering the row of a CS or ZCS, and PMEPR of the MC-CDMA signal is calculated by the column of a CS or ZCS. The maximum over the obtained PMEPR of the row or column sequence is known as the row or column sequence PMEPR upper bound of a code, respectively.

C. Barker sequence

Definition 5: A binary sequence $\gamma = (\gamma_0, \gamma_1, \ldots, \gamma_{N-1})$ of length $N$ is said to be a Barker sequence [22], if the AACF value of the sequence is either $\pm 1$ or 0, i.e., $|\rho(\gamma)(\tau)|$ is either 1 or 0 for $\tau \neq 0$.

The only lengths $N > 1$, for which a binary Barker sequence, $\gamma$ is known to exist, are 2, 3, 4, 5, 7, 11 and 13. Under one or more of the following transformations, these Barker sequences are unique for their length $N$.

$$\gamma_i \mapsto \{-\gamma_i, \gamma_{N-1-i}, (-1)^i \gamma_i\}$$

From Lemma 4, the PMEPR upper bound of a binary Barker sequence of odd length $p$ is $2^{p-1}$. From Lemma 3 and 4 the PMEPR upper bound of a sequence, obtained by Kronecker product of two binary Barker sequences of odd lengths $p_1$ and $p_2$, is $\frac{(2p_1-1)(2p_2-1)}{p_1p_2}$.

### Table I: List of some available CCC

| Source | CCC | Constraints | Element |
|--------|-----|-------------|---------|
| [5]    | $(2^k+1, 2^k+1, 2^m)$ | $0 < k < m$ and $k, m \in \mathbb{Z}$ | $q$-ary, $\frac{3}{2} \in \mathbb{N}$ |
| [6]    | $(2^k+1, 2^m, 10 \cdot 2^m)$ | $0 < k < m$ and $k, m \in \mathbb{Z}$ | $q$-ary, $\frac{3}{2} \in \mathbb{N}$ |
| [23]   | $(K, K, p_1^{m_1} p_2^{m_2} \cdots p_k^{m_k})$ | $p_i$ is a prime, $K = p_1 p_2 \cdots p_k$ | $\rho$ is LCM of all $p_i$ |
| [24]   | $(4, 4, N)$ | $N = 3, 5, 6, 7 & 9$ | Binary |

III. PROPOSED CONSTRUCTION OF TYPE-II ZCCS

In this section, we present our proposed type-II ZCCS construction utilizing Kronecker products. We also explore methods to reduce a code’s PMEPR.

Theorem 1: Let $C = \{C_1, C_2, \ldots, C_K\}$ be a $(K, K, N)$-CCC, where $C_i$ is a code of order $K \times N$ and $b$ be a uni-modular sequence of length $P$. Then $Z = \{Z_1, Z_2, \ldots, Z_K\}$ is a type-II $(K, K, NP - P + 1, NP)$-ZCCS, where $Z_i = C_i \otimes b$. Moreover, $\rho(Z_i)(\tau_1) = \rho(C_i)(0)\rho(b)(\tau_1)$, for $\tau_1 \leq P - 1$. 
Proof: Each code of $C$ follows the property that $\rho(C_i)(\tau) = 0$ for non-zero value of $\tau$ and $\rho(C_i, C_j)(\tau') = 0$ for any value of $\tau'$ for $i, j \in \{0, 1, \ldots, K - 1\}$. Let

$$C_i = [c_{i_0}^i \ c_{i_1}^i \ldots \ c_{i_{K-1}}^i]^T,$$

then we define

$$Z_i = C_i \otimes b = [c_{i_1}^i \otimes b \ c_{i_2}^i \otimes b \ldots \ c_{i_{K-1}}^i \otimes b]^T.$$

Since $\sum_{k=1}^K \rho(c_k^i)(\tau) = 0$ for any non-zero value of $\tau$, for $u \geq P - 1$, from Lemma 3, it is straightforward that $\sum_{k=1}^K \rho(c_k^i \otimes b)(u) = 0$, i.e., $\rho(Z_i)(u) = 0$ for $|u| \geq P - 1$.

Since $\sum_{k=1}^K \rho(c_k^i, c_k^j)(\tau') = 0$ for any integer $\tau'$, from Lemma 3, it is straightforward that $\sum_{k=1}^K \rho(c_k^i \otimes b, c_k^j \otimes b)(u) = 0$, i.e., $\rho(Z_i, Z_j)(u) = 0$ for any integral value of $u$. Therefore,

$$\rho(Z_i, Z_j)(u) = \begin{cases} 0, & P - 1 < |u| < NP, i = j, \\ 0, & |u| < NP, i \neq j. \end{cases}$$

Remark 1: Let $C$ be a CS of size $M \times N$ and $b$ be a sequence of length $P$. From Theorem 1, $Z = C \otimes b$ be a type-II ZCS of size $M \times NP$ with ZCZ width $NP - P + 1$.

Remark 2: Let $(s, t)$ be a GCP of length $N$ and $b$ be a sequence of length $P$. From Theorem 1, $(s \otimes b, t \otimes b)$ be a type-II ZCP of length $NP$ with ZCZ width $NP - P + 1$. Moreover, AACF value outside ZCZ width $\tau < P$ is $2N \rho(b)(\tau)$. From (4), PMEPR upper bound is dependent on AACF values. Let PMERP of $b = \phi$, then PMERP of type-II ZCP $(s \otimes b, t \otimes b)$ be $2\phi$.

Remark 3: If $b$ is a Barker sequence then AACF value for any code generated by Theorem 1, is either $\pm KN$ or 0, outside the ZCZ width. Now, if we replace $b$ by Barker sequence in Theorem 1, then the AACF value of $Z_i$ can be reduced outside of the ZCZ width. However, as the Barker sequences are limited in length, the Kronecker product of Barker sequences is being used. According to Lemma 3, the Kronecker product of Barker sequences likewise has a low AACF value compared to any random choice of sequence.

The transformation mentioned in Lemma 1 and Lemma 2 keeps AACF value unchanged for a sequence. Multiplying a uni-modular constant to a row of code does not affect the AACF value. Furthermore, multiplying a uni-modular constant by a row of each code does not affect the ACCF value between codes. Therefore, we can reduce the column sequence PMEPR of a code with a suitable choice of uni-modular constant multiplication. One such case is in the Remark 4.
**Remark 4:** Consider $C$ be a $p$-ary (CCC or ZCCS) code set such that each column can be determined by one of the transformations given in Lemma 1 and Lemma 2 and column sequence PMEPR is $M$ equivalent to the length of column sequence. Let $a$ be a sequence of length $M$ with column PMEPR less than $\delta < M$. We multiply $i$th element of $a$ to the $i$-th row of each code to reduce the column PMEPR of the code set by $\delta$. Such CCC and ZCCS can be obtained by [21], [23]. We provide some uni modular sequences with lower PMEPR in Table II other than binary Barker sequences, obtained by computer search.

**TABLE II: $p$-ary unimodular sequence with lower PMEPR**

| Length | sequence | $\zeta$ | PMEPR |
|--------|----------|---------|-------|
| 3      | $\left(\zeta, \zeta^2, \zeta^2\right)$ | $e^{2n\sqrt{\pi}}$ | 7/3   |
| 5      | $\left(\zeta^2, \zeta^2, \zeta^4, \zeta^4, \zeta\right)$ | $e^{2n\sqrt{\pi}}$ | $\approx 2.294$ |
| 6      | $\left(\zeta^4, \zeta^4, \zeta^2, \zeta^5, \zeta, \zeta\right)$ | $e^{2n\sqrt{\pi}}$ | 2     |
| 7      | $\left(\zeta^5, \zeta^2, \zeta^4, \zeta, \zeta, \zeta^3, \zeta^3\right)$ | $e^{2n\sqrt{\pi}}$ | $\approx 1.9765$ |

The CCC obtained from [23] and the ZCCS obtained from [21] with code size 3, 5, 6 and 7 provide column PMEPR 3, 5, 6 and 7, respectively. And using Remark 4 on the same CCC and ZCCS the column PMEPR upper bound decreases as PMEPR indicated in PMEPR column of Table II.

Let $B = \{b_1, b_2, \ldots, b_r\}$ be a set of sequences such that $\rho(b_i, b_j)(0) = 0$ for $i \neq j$, i.e., $b_i \cdot b_j^* = 0$, also known as mutually orthogonal sequences.

**Theorem 2:** Let $C = \{C_1, C_2, \ldots, C_K\}$ be a $(K, K, N)$-CCC and $B = \{b_1, b_2, \ldots, b_r\}$ be a set of mutually orthogonal sequences of length $P$, i.e., $b_p \cdot b_p^* = 0$, for $p \neq p'$. Then $Z = \{C_1 \otimes b_1, C_2 \otimes b_1, \ldots, C_K \otimes b_1, C_1 \otimes b_2, C_2 \otimes b_2, \ldots, C_K \otimes b_2, \ldots, C_1 \otimes b_r, C_2 \otimes b_r, \ldots, C_K \otimes b_r\}$ is a type-II $(rK, KNP - P + 1, NNP)$-ZCCS.

**Proof:** From Theorem 1, $\rho(Z_i)(\tau) = 0$, for $|\tau| > P$. Now, we partition the set $Z = \{Z^1, Z^2, \ldots, Z^r\}$, where $Z^P = \{C_1 \otimes b_p, C_2 \otimes b_p, \ldots, C_K \otimes b_p\}$, for $p = 1, 2, \ldots, r$. From Theorem 1, the ACCF value between any two codes from $Z^P$ is zero for all time shifts. Let $Z_\alpha = C_{k_1} \otimes b_p$ and $Z_\beta = C_{k_2} \otimes b_p$, be any two codes from $Z$. From Lemma 3,

$$
\rho(Z_\alpha, Z_\beta)(Pj + k) = \rho(C_{k_1}, C_{k_2})(j)\rho(b_p, b_p')(k) + \rho(C_{k_1}, C_{k_2})(j + 1)\rho(b_p, b_p')(-P + k),
$$

(12)
for $0 \leq k < P$ and $-N < j < N$.

For any $k_1, k_2$ and $u \neq 0$, $\rho(C_{k_1}, C_{k_2})(u) = 0$ which implies that $\rho(Z_\alpha, Z_\beta)(\tau) = 0$, for $|\tau| \geq P$. For $\tau = 0$, $k = j = 0$ and we also have $\rho(b_p, b'_p)(0) = 0$. Therefore, from (12), $\rho(b_p, b'_p)(0) = 0$, implying, $\rho(Z_\alpha, Z_\beta)(0) = 0$. This completes the proof.

Remark 5: When $B$, in Theorem 2, is a set of rows of a Hadamard matrix $r = P$, i.e., in this scenario it follows the bound given in Conjecture 1.

An example of the proposed type-II ZCCS is presented below.

Example 1: Let $C = \{C_1, C_2, C_3, C_4\}$ is a binary $(4, 4, 8)$-CCC given in Table III, where $+$ and $-$ represent 1 and $-1$, respectively.

Let $b^1 = (+, +)$ and $b^1 = (+, -)$ be mutually orthogonal sequence of length 2. Using Theorem 2, binary type-II $(8, 4, 15, 16)$-ZCCS can be obtained as given in the Table IV. ACF value of each code from $Z$ is $(0_{14}, 32, 64, 32, 0_{14})$ and ACF value of any two code from $Z$ is either $(0_{14}, 32, 0, 32, 0_{14})$ or $(0_{31})$. ACF value value of each column sequence is either $(1, 0, -1, 0, 4, 0, -1, 0, 1)$ or $(-1, 0, 1, 0, 4, 0, 1, 0, -1)$. Therefore, the column sequence PMEPR is upper bounded by 2 for this given example.

| TABLE III: Binary CCC |
|----------------------|
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |

| TABLE IV: Binary type-II ZCCS. |
|-------------------------------|
| $Z_1$                         | $Z_2$                         |
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |
| $Z_3$                         | $Z_4$                         |
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |
| $Z_5$                         | $Z_6$                         |
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |
| $Z_7$                         | $Z_8$                         |
| ++++++++ | ++++++++ | ++++++++ | ++++++++ |
Theorem 3: Let \( B = \{B_1, B_2, \ldots, B_{K_1}\} \) be a type-II \((K_1, M_1, Z, N_1)\)-ZCCS and \( C = \{C_1, C_2, \ldots, C_{K_2}\} \) be a \((K_2, K_2, N_2)\)-CCC. Then \( Z = \{C_1 \otimes B_1, C_1 \otimes B_2, \ldots, C_1 \otimes B_{K_1}, C_2 \otimes B_1, C_2 \otimes B_2, \ldots, C_2 \otimes B_{K_1}, \ldots, C_{K_2} \otimes B_1, C_{K_2} \otimes B_2, \ldots, C_{K_2} \otimes B_{K_1}\} \), is a type-II \((K_1K_2, M_1K_2, N_1N_2 - N_1 + Z, N_1N_2)\) ZCCS.

Proof: Let \( Z_{(u-1)K_2+v} = C_u \otimes B_v \), for \( 1 \leq u \leq K_1 \) and \( 1 \leq v \leq K_2 \). Now we choose \( 1 \leq k_1, k_2 \leq K_1K_2 \), such that \( k_1 = (u_1 - 1)K_2 + v_1 \) and \( k_2 = (u_2 - 1)K_2 + v_2 \). From Lemma 3,

\[
\rho(Z_{k_1}, Z_{k_2})(N_1j + k) = \rho(C_{u_1}, C_{u_2})(j)\rho(B_{v_1}, B_{v_2})(k) + \rho(C_{u_1}, C_{u_2})(j + 1)\rho(B_{v_1}, B_{v_2})(-N_1 + k). \tag{13}
\]

Since \( B \) is a type-II \((K_1, M_1, Z, N_1)\)-ZCCS, \( \rho(B_{v_1}, B_{v_2})(k) = 0 \), whenever \( k \geq N_1 - Z \). Therefore, it can be easily seen that \( \rho(Z_{k_1}, Z_{k_2})(\tau) = 0 \), whenever \( \tau \geq N_1 - Z \). Let \( k_1 \neq k_2 \), in this scenario we have \( u_1 \neq u_2 \) or \( v_1 \neq v_2 \).

\[
\rho(Z_{k_1}, Z_{k_2})(0) = \rho(C_{u_1}, C_{u_2})(0)\rho(B_{v_1}, B_{v_2})(0). \tag{14}
\]

Since, at least one of \( u_1, u_2 \) or \( v_1, v_2 \) not same, which makes right hand side of (14) is zero, i.e., \( \rho(Z_{k_1}, Z_{k_2})(0) = 0 \), whenever \( k_1 \neq k_2 \). This completes the proof.

Remark 6: Let \( B \) in Theorem 3 satisfy the number of codes relation given in Conjecture 1, then the obtained type-II ZCCS also follows the number of codes relation given in Conjecture 1.

The number of codes for a type-I \((K, M, Z, N)\)-ZCCS is bounded by \( K \leq M \left\lfloor \frac{N}{Z} \right\rfloor \) [7]. The number of codes for the proposed type-II \((K, M, Z, N)\)-ZCCS is bounded by \( K \leq M(N-Z+1) \), which is larger than that of type-I ZCCS.

Now we are providing a type-I ZCCS with 8 codes having 4 constituent sequence of length 16. Due to \( K \leq M \left\lfloor \frac{N}{Z} \right\rfloor, Z \leq 8 \). Type-I ZCCS given in TABLE V have AACF value of each code is \((0_7, 32, 0_7, 64, 0_7, 32, 0_7)\) and ACCF value between two codes are either \((0_7, 32, 0_7, 64, 0_7, 32, 0_7)\) or \((0_{31})\).

IV. SYSTEM MODEL AND PERFORMANCE ANALYSIS

In this section, we provide a ZCCS-based QS MC-CDMA system for QS uplink communication. Consider a single-cell SISO uplink scenario as shown in Fig.1, where each user equipment (UE) communicating with the base station (BS) is at a different distance from the BS, which means the signals from the different users arriving at the BS are not synchronized in time. In this
ZCCS-based QS MC-CDMA system, each user is assigned a unique code matrix of dimension $M \times N$ from the proposed ZCCS set.

The binary phase shift keying (BPSK) modulated data bit $b^k(n)$ of each user $k$ is spread by the $M$ element codes of their allocated code matrix $Z^k(n)$ to be broadcast on $M$ separate subcarriers. The transmitted signal intended for $m$th subcarrier of $K$th user can be given as

$$s^k_m(n) = b^k(n)z^k_m(n - t_k), \quad m = 1, 2, ..., M,$$

where $t_k$ is the relative delay associated with the $k$th user such that $N - Z < |t_k| < N$ and ($t_k = 0$). Stacking data intended for all $M$ subcarriers, we get a matrix to spread data of $k$th user with size $M \times N$, i.e.,

$$S^k(n) = \left[(s^k_1(n))^T, (s^k_2(n))^T, ..., (s^k_M(n))^T\right]^T.$$  

$M$ point inverse fast Fourier transform (IFFT) of the matrix in equation (16) is done for sending the different flocks of element codes on different subcarriers. After IFFT, a cyclic prefix (CP) of length one-fourth of the number of subcarriers is added to avoid inter-symbol interference. Similar operations are performed on all the $K$ users’ data and relative delay between these users has been introduced to make the system quasi-synchronous.

Now, for an uplink scenario, all the signals for these $K$ users are passed through $K$ separate $L$-path Rayleigh fading channels which can be modelled as

$$h^k(\tau, n) = \sum_{l=0}^{L-1} a^k_l(n)\delta(\tau - \tau^k_l), \quad l = 0, 1, ..., L - 1, k = 1, 2, ..., K.$$  

TABLE V: Binary type-I ZCCS.

| $A_1$          | $A_2$          |
|----------------|----------------|
| ++++++ ++++++ + | ++++++ ++++++ + |
| + +++++ ++++++ + | + +++++ ++++++ + |
| $A_3$          | $A_4$          |
| + +++++ ++++++ + | + +++++ ++++++ + |
| $A_5$          | $A_6$          |
| + +++++ ++++++ + | + +++++ ++++++ + |
| $A_7$          | $A_8$          |
| + +++++ ++++++ + | + +++++ ++++++ + |
where \( \alpha^k_l(.) \) is the gain of the \( l \)th path of \( k \)th user and \( \tau^k_l \) is the delay associated with that path. The received signal at the receiver can be given as

\[
Y = \sum_{k=1}^{K} H^k S^k(n) + N_0, \tag{18}
\]

where \( H^k \) is the circulant channel matrix formed by \( k \)th user’s channel impulse response and has dimension \( M \times M \) and \( N_0 \) is the additive white Gaussian noise (AWGN) matrix. Fast Fourier transform is performed on the received matrix \( Y \) in (18) to convert the time domain signal back to the frequency domain and CP is removed to get \( \tilde{Y} \). After the removal of CP channel equalization is performed by dividing the resulting matrix by the complex conjugate of the channel matrix to equalize the effect of the channel

\[
R = \frac{\tilde{Y}}{H^*}, \tag{19}
\]

The \( M \) rows of the resulting matrix \( R \) are fed to the bank of \( M \) correlators tuned to the \( M \) rows (each for one subcarrier frequency) of the code matrix of the desired user. The output of the \( m \)th correlator can be given as

\[
o_m = \sum_{k=1}^{K} \rho(r_m, z^k_m(t_k)), \tag{20}
\]

where \( r_m \) is the \( m \)th row vector of the matrix \( R \), \( z^k_m \) is the \( m \)th element sequence and \( t_k \) is the relative delay of the \( k \)th user respectively. Considering user 1 as a desired user without loss of generality \( t_1 = 0 \) and performing summation over subcarriers the decision variable can be given as

\[
d^1 = b^1(n) \sum_{m=1}^{M} \rho(z^1_m(n), z^1_m(n)(0)) + b^1(n) \sum_{m=1}^{M} \sum_{l=1}^{L-1} \rho(z^1_m(n), z^1_m(n)(\tau^1_l))
\]

\[
+ b^{k(0)}(n) \sum_{k=2}^{K} \sum_{m=1}^{M} \rho(z^k_m(n), z^1_m(n))(t_k) + b^{k(-1)}(n) \sum_{k=2}^{K} \sum_{m=1}^{M} \rho(z^k_m(n), z^1_m(n))(N - t_k)
\]

\[
+ \sum_{k=1}^{K} \sum_{m=1}^{M} n_m \rho(z^k_m(n), z^k_m(n)(t_k)), \tag{21}
\]

where \( b^{k(0)}, b^{k(-1)} \) is the current and previous bit of the \( k \)th user respectively and \( N \) is the length of an element code. From the definition of type-II ZCCS in (3) the MPI and MAI in the (21) becomes completely zero if \( N - Z < |\tau^1_l, t_k| < N \) and \( t_k = 0 \).
A MATLAB simulation was performed to evaluate and compare the performance of the proposed code with an existing type I ZCCS. In this study, we have examined a Single Input Single Output (SISO) uplink Multi-Carrier Code Division Multiple Access (MC-CDMA) scenario inside a multipath Rayleigh fading environment. The simulation was conducted with respect to a system including two users and another system comprising four users. The Rayleigh channels under consideration possess four taps. For spreading type-II $(8, 4, 15, 16)$-ZCCS and type-I $(8, 4, 7, 16)$-ZCCS has been considered. The simulation has been performed on $10^5$ symbols.
for 500 Monte-Carlo iterations. The BER performance of the multiuser QS MC-CDMA system is demonstrated across various signal-to-noise ratio (SNR) values in Fig. 3.

![Graph showing BER performance comparison of uplink QS MC-CDMA in Rayleigh fading environment.](image)

Fig. 3: BER performance comparison of uplink QS MC-CDMA in Rayleigh fading environment.

The performance of the system with two users is shown by solid lines, whereas the performance of the same system with four users is represented by dotted lines with markers. The figure provides strong evidence that the proposed code set exhibits superior performance compared to the existing type-I ZCCS in both cases. This may be attributed to the bigger zero cross-correlation zone of the proposed code. It is noteworthy that the disparity in performance between systems accommodating two users and systems accommodating four users in a QS uplink scenario is minimal. Another benefit of the proposed code set in comparison to the existing code set is its far higher delay tolerance, which is nearly twice as much. Additionally, More users can be accommodated with the same flock size and ZCZ width as compared to type-I ZCCS.

V. COMPARISON WITH EXISTING WORK

A. Comparison with Existing Type-II ZCP

The proposed construction also features type-II ZCP of length in the form of $NP$, where $P$ is any natural number and $N$ is the length of available GCPs. Thus type-II ZCP can be constructed of lengths in the form of $N, 2N, 3N$, and so on. However, [17] constructed quadrature phase type-II ZCP with the length in the forms of $3N, 7N, 9N, 14N$ and $15N$ only.
TABLE VI: Binary Type-II ZCPs of length 24.

| Method      | type-II ZCP                                                                 | ACF value $\tau = (0, 1, \ldots, 23)$ | PMEPR |
|-------------|-----------------------------------------------------------------------------|----------------------------------------|-------|
| [18]        | $- + + - + - + - + + + - + - - - - + + + + + + + + + + + + + + + + + + + + + +$ | (48, 32, 16, 0, 21)                   | 8     |
| [Proposed]  | $- + + - + + + - + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +$ | (48, 0, 16, 0, 21)                   | 10/3  |

In the proposed construction, if we consider GCPs of length in the form of power-of-two, then every length of type-II ZCP mentioned in [18] can obtain with the same ZCZ width. As we use GCPs of every possible length, our proposed construction provides more lengths and large ZCZ width with a low ACF value outside the ZCZ width. Therefore, the PMEPR of the proposed ZCP is lower than the PMEPR of ZCPs constructed in [18].

B. Comparison between type-I ZCCS and type-II ZCCS

The proposed code has good properties with larger ZCZ compared to type-I ZCCS. For sequence lengths of $N$ and ZCZ widths of $Z$, the maximum set size to flock size ratio for CCC is 1, for type-I ZCCS it is $\left\lceil \frac{N}{Z} \right\rceil$, and for type-II, it is $N - Z + 1$. As a result, with the same flock size, the proposed set offers a substantially larger number of codes compared to type-I ZCCS. Also from section IV it is evident that the proposed ZCCS outperforms the existing ZCCS.

VI. CONCLUSION

This paper proposes a new code set, type-II ZCCS, and its construction for arbitrary sequence length with a larger set size and ZCZ width. The proposed construction also generalizes some of the existing type-II ZCP and produces type-II ZCS. The proposed type-II ZCCS provides more codes, better BER, improved PMEPR, and larger ZCZ width than type-I ZCCS.
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