Dependence Representation Learning with Convolutional Neural Networks and 2D Histograms
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Abstract: Researchers frequently use visualizations such as scatter plots when trying to understand how random variables are related to each other, because a single image represents numerous pieces of information. Dependency measures have been widely used to automatically detect dependencies, but these measures only take into account a few types of data, such as the strength and direction of the dependency. Based on advances in the applications of deep learning to vision, we believe that convolutional neural networks (CNNs) can come to understand dependencies by analyzing visualizations, as humans do. In this paper, we propose a method that uses CNNs to extract dependency representations from 2D histograms. We carried out three sorts of experiments and found that CNNs can learn from visual representations. In the first experiment, we used a synthetic dataset to show that CNNs can perfectly classify eight types of dependency. Then, we showed that CNNs can predict correlations based on 2D histograms of real datasets and visualize the learned dependency representation space. Finally, we applied our method and demonstrated that it performs better than the AutoLearn feature generation algorithm in terms of average classification accuracy, while generating half as many features.
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1. Introduction

Understanding the statistical relationships between random variables (or features) is a fundamental problem in the fields of statistics and machine learning. Researchers usually visualize the features of a dataset (e.g., using scatter plots) to understand the dependencies between variables. For example, in supervised learning, researchers use visualizations of the features to understand which features are relevant or irrelevant to the values of the target variables, and how the relevant features are related to the target variables. They then select learning algorithms based on the dependence types. However, if the number of features is large, interpretation of visualizations is cumbersome and time-consuming.

Therefore, many dependence measures have been developed to automatically detect dependency relationships. A number of information-theoretic measures have been invented based on the Shannon entropy [1]. Mutual information (MI) [2] and its variants have been widely used to analyze categorical or discrete features [3]. Various types of correlations have been developed to help categorize the relationships between continuous features: Pearson’s correlation coefficient (pCor), Spearman’s rank, Kendall’s tau, distance correlation (dCor) [4], maximal information coefficient [5], the randomized dependence coefficient [6], and etc.
Various applications of dependency measures have been developed. Li et al. [7] used dCor to screen the features of gene expression data. Zeng et al. [8] proposed a variant of MI to measure interactions between features to aid feature selection. Chen et al. [9] applied MI to the representation learning of generative adversarial networks (GANs). Kaul et al. [10] presented an automated feature generation algorithm based on dCor called AutoLearn.

Existing dependency measures are subject to three main limitations. Firstly, they do not consider dependency types. For example, in Figure 1, the dCor of all feature pairs is 0.5, but the types of dependence are obviously different. Secondly, these measures are human-readable scalars rather than machine-readable vectors. Thirdly, they are not optimized to specific applications.

These three problems can be solved by using visualizations as inputs to convolutional neural networks (CNNs). Firstly, dependency types can easily be classified based on visualizations, as shown in Figure 1. The visualizations, such as scatter plots, can be regarded as images. Advances in deep learning-based computer vision have proven CNNs to be effective for processing high-dimensional images. CNNs are frequently used for image classification [11], object detection [12], and image generation [13]. Secondly, neural networks are also capable of learning machine-readable representations; for example, word representations [14] from textual data have achieved great success in natural language processing [15]. Likewise, dependence representations can be learned by CNNs if an appropriate learning method is applied. Thirdly, when applying an end-to-end (feature learning) approach, CNNs can learn task-specific representations from visualizations, and thus they can be optimized for a specific task (such as text recognition [16], speech recognition [17], and self-driving cars [18]) based on dependency measures. Basically, the usage of CNNs is motivated by the fact that they can extract significant features from visualizations at different hierarchical levels.

Thanks to the above advantages of CNNs, the hand-crafted representations may be replaced with convolutions. A few previous studies used deep neural networks (DNNs) for dependence estimation; for example, Belghazi et al. [19] used DNNs for estimation of mutual information between high dimensional continuous random variables. Hjelm et al. [20] proposed an unsupervised learning method, called Deep InfoMax, for representation learning. Similarly to our work, they tried to perform dependence estimation for specific tasks, but used mutual information as estimation target and they focus only on high dimensional variables such as images. To measure statistical dependence, correlations have been widely used in the fields of statistics and machine learning. However, due to a large amount of types of nonlinear dependence, it is very challenging to distinguish the types with a correlation coefficient. When using CNNs for dependence learning, we should consider one of its important disadvantages; CNNs have a huge number of parameters and with small dataset, would run into an overfitting problem, and thus they require much more training data than other existing learning algorithms.

In this paper, we present a dependence representation learning algorithm in which CNNs extract task-specific dependence representations from visualizations of feature pairs. To the best of our knowledge, this is the first method that directly captures dependencies from visualizations of random variables. As the inputs of CNNs, we use 2D histograms, which are compressed scatter plots. In order to show that CNNs
can learn dependence representations from 2D histograms, we have conducted three sorts of experiments: In the first experiment, we used a CNN to perfectly classify eight dependence types of a synthetic dataset. Next, we trained the CNN to simultaneously predict Pearson and distance correlations. Our results demonstrated that the CNN can predict the correlations well. Finally, we applied the dependence learning method and found that it outperformed the AutoLearn feature generation algorithm in terms of average classification accuracy and generated half as many features.

2. Dependence Representation Learning

2.1. Method

In this section, we define dependence representation learning, which allows neural networks to extract task-specific dependence representations from visualizations of feature pairs. The neural networks are trained in a supervised manner, but the targets for supervised learning can be generated without manual effort.

Given a feature pair \((F_x, F_y)\), a visualization matrix \(V\) is computed by

\[
V = \text{visualize}(F_x, F_y),
\]

where the function ‘\text{visualize}’ is a visualization method, such as a 2D histogram. Given a dataset of 2D array values, a 2D histogram shows the number of elements in each bin, by drawing colors of corresponding intensity. In image processing, a 2D histogram shows the relationship of intensities at any position between two images. In our work, the 2D histogram of two random features is used for training the CNNs to classify the dependence types and predict correlations.

\(F_x\) is the feature plotted on the \(x\)-axis of the visualization, and \(F_y\) is the \(y\)-axis. The dependence representation vector \(Z\) is extracted from the visualization \(V\) using a neural network \(N_\theta\) with parameters \(\theta\):

\[
Z = N_\theta(V).
\]

We then compute the desired dependence target of the feature pair (e.g., dependence type, correlation, or usefulness of the pair):

\[
T = \text{target}(F_x, F_y),
\]

where ‘\text{target}’ is a function that outputs the target. Finally, the neural network \(N_\theta\) is trained by minimizing the objective function defined as follows:

\[
\min_{\theta, w} \mathbb{E}_{F_x, F_y \sim F_{\text{pair}}} \mathcal{L}(T, \phi(w \cdot Z)),
\]

where \(\phi\) is an activation function and \(w\) is a weight vector that maps representation \(Z\) onto target \(T\). \(F_{\text{pair}}\) is a set of feature pairs, and \(\mathcal{L}\) is a loss function for a specific task, such as the cross entropy or mean squared error (MSE). The dependence representation learning algorithm is described in Algorithm 1.
Algorithm 1 Dependence representation learning.

1: \( \theta \leftarrow \text{initialize network parameters} \)
2: repeat
3: \( \text{for } i \in \{1, \ldots, m\} \text{ do} \) // \( m \): mini-batch size
4: \( \text{Sample a feature pair } F_x^{(i)}, F_y^{(i)} \text{ from set of feature pairs } F_{\text{pair}} \)
5: \( V_i \leftarrow \text{visualize}(F_x^{(i)}, F_y^{(i)}) \)
6: \( T_i \leftarrow \text{target}(F_x^{(i)}, F_y^{(i)}) \)
7: end for
8: Update the network and \( w \) by descending their stochastic gradients:
9: \( \nabla \frac{1}{m} \sum_{i=1}^{m} L(T_i, \phi(w \cdot N_\theta(V_i))) \)
10: until convergence of \( \theta \)

2.2. Implementation

To keep the experiments simple, we implemented the visualization method and neural network in the same way each time. The specific implementations of the target and loss functions depend on the task. Figure 2 shows our implementation of dependence representation learning. As training data, feature pairs are transformed into 2D histograms and then input into CNNs. The CNNs are trained by minimizing the loss between the outputs and the targets computed from the feature pairs.

![Diagram of Algorithm 1](image)

**Figure 2.** The implementation of dependence representation learning.

The visualization method \textit{visualize}: scatter plots are frequently used to visualize dependencies between features. However, scatter plots are usually rendered as images that contain many individually specified pixels. Thus, if we use scatter plots as inputs to CNNs, then we will suffer from the curse of dimensionality. Therefore, we used density-based 2D histograms, which can be considered as compressed scatter plots. Another advantage of density-based histograms is that their representations are almost equivalent for different feature pairs, as long as the features come from the same distribution. However, histograms are often skewed by a small number of outliers. Thus, we remove outliers from each feature before converting the data into a histogram. A sample \( x_i \) of a feature is an outlier if \( z_i > 3.5 \), where:

\[
z_i = \frac{0.6745(x_i - \text{median}(x))}{\text{MAD}}. \tag{2}\]

The MAD stands for median absolute deviation, which is defined by

\[
\text{MAD} = \text{median}(|x_i - \text{median}(x)|). \tag{3}
\]

The neural network \( N_\theta \): CNNs have been hugely successful in various computer vision applications. We use CNNs because we assume that they are the most advanced model for processing visual information.
More specifically, we use the DenseNet architecture [21], which is a widely-known image classification model. Here, we used representation vectors with 1734 elements.

Common implementation details: again, for simplicity, we tried to apply a unified training method as much as possible in all experiments. The common implementation details for the rest of the paper are as follows, though some task-specific details are described in later sections for each task. We use PyTorch [22] to train the CNNs, scikit-learn [23] for machine learning algorithms, and NumPy [24] to generate the 2D histograms and carry out numerical tasks. Here, the number of 2D histogram bins is 16, resulting in an input shape of $16 \times 16$. We trained CNNs using the ADAM optimizer [25] and a mini-batch size $m$ of 64.

3. Case Studies

Before describing feature generation, we outline the results of two simple empirical evaluations. Note that our goal is to show that CNNs can learn dependence representations from 2D histogram input.

3.1. Dependence type Classification

As mentioned in the introduction, existing dependency measures cannot classify various types of dependency shown in Figure 3. In comparison, this experiment shows that our CNN-based proposed method can classify eight types of dependency almost perfectly.

![Figure 3. Examples of the synthetic datasets used to classify the types of dependency. Top: Scatter plots of the synthetic feature pairs. Bottom: 2D histograms of the synthetic feature pairs.](image)

3.1.1. Experimental Setup

To develop a trained CNN model for dependence type classification, we generate a set of feature pairs as a training data as seen in Figure 2. Firstly, except for the ‘Circle’ and ‘Moons’ dependency types, we have generated synthetic feature pairs by firstly generating $F_x$ by sampling from a standard normal distribution, then using $F_x$ to compute $F_y$ for the dependence type, including some noise. Secondly, we have generated the synthetic feature pairs for the ‘Circle’ and ‘Moons’ types. Such synthetic data were generated on-the-fly, during training, and thus each training set was different. Consequently, we have generated a total of 6400 feature pairs with 800 feature pairs for each dependence type and trained the CNNs with a cross-entropy loss, a softmax output layer, and a learning rate of $2.5 \times 10^{-5}$. To avoid overfitting, we used a weight decay of $10^{-4}$ and added dropout layers [26] with a ratio of 0.2 after each convolutional layer, as outlined in [21].

3.1.2. Results

Quantitative results. Figure 4 shows the results obtained with the training and test sets: (a) the cross-entropy loss and (b) the classification accuracy of the CNN on the training and test sets. The loss and accuracy values are recorded every 100 iterations. The test accuracy of the CNN reached 100% after only 600 iterations (or updates) even though there was a slight performance degradation at 800
iterations. More importantly, there was no sign of overfitting since the training loss was always higher than the test loss, as shown in Figure 4a.

![Figure 4a](image1)

**Figure 4a.** The results of the dependence type classification. (a) Loss, (b) accuracy.

Qualitative results. Figure 5 shows visualizations of the dependence representations for the test set. The 1743-dimensional dependence representations learned with dependence type classifications are reduced into 2-dimensional vectors using t-stochastic neighbor embedding (t-SNE) [27] and principal component analysis (PCA) [28], which are visualized on the 2-dimensional space of each subfigure, respectively. In order for the classification of dependence types to be accurate, the learned results of dependence representations should be clustered. As shown in the figure, the representations are perfectly clustered by their dependency type. In particular, in the right subfigure of PCA visualization, ‘Polynomial3’ and ‘Polynomial4’ types of representations are positioned closely because they look actually similar, even though they are of different types. We interpret this figure as indicating that the dependence representations can not only capture similar dependence types, but also classify them with slight differences.

![Figure 5](image2)

**Figure 5.** Visualizations of dependence representations learned with dependence type classification.

3.2. Correlation Regression

The correlation regression is a task of learning the representation of dependencies with visualizations of two random features. We assume that a trained model is capable of extracting a particular representations if it can predict correlation coefficients between the features. The purpose of this experiment is to verify that visualization methods can express dependencies and that machine learning methods can learn representations from visualization inputs and predict correlation coefficients. Hence, in this experiment, we have investigated whether the CNNs are capable of estimating correlations based on 2D histograms of real data, and thus we
have found that inputting histograms into CNNs is sufficient for reproducing existing domain knowledge about dependence, namely the correlations.

3.2.1. Background: Correlations

Pearson’s correlation (pCor): pCor is the best known and most widely used correlation metric. It measures linear dependence and has a range of \([-1, +1]\), where +1 is a perfect positive linear correlation and -1 is a perfect negative linear correlation. A pCor of zero means that the features are not linearly correlated, but does not mean that the variables are independent. Note that pCor cannot capture any type of nonlinear dependence.

Distance correlation (dCor): in contrast to pCor, dCor can be used to analyze nonlinear relationships, but cannot measure the direction of the correlation. The dCor takes values between \([0, 1]\) and it is equal to zero if and only if the two random variables are independent. As dCor tends to 1, the linearity of the relationship increases. One disadvantage of dCor is its computational complexity, which is \(O(n^2)\). A fast computation algorithm with \(O(n \log n)\) complexity was proposed to overcome this disadvantage [29].

3.2.2. Method

We modified Equation (1) to train CNNs to predict dCor and pCor based on 2D histograms. We define individual objective functions for dCor and pCor, and then combine them. First, the objective function for dCor is defined by:

\[
\mathcal{L}_{dcor} = \text{MSE}(dCor(F_x, F_y), \sigma(w_{dcor} \cdot Z)),
\]

where \(\sigma\) is a sigmoid function, which has the same value range as dCor, and \(dCor(F_x, F_y)\) is a function that returns the dCor of the features. Second, we define the objective function for pCor by:

\[
\mathcal{L}_{pcor} = \text{MSE}(pCor(F_x, F_y), \text{tanh}(w_{pcor} \cdot Z)),
\]

where \(pCor(F_x, F_y)\) is a function that returns pCor of the features. We used \(\text{tanh}\) as an activation function that matches the value range of pCor. Finally, we defined the objective function for the correlation regression by combining the two functions defined above:

\[
\mathcal{L}_{cor} = \mathcal{L}_{dcor} + \frac{1}{2} \mathcal{L}_{pcor}.
\]

Because the range of pCor is double that of dCor, we balance the two losses by halving \(\mathcal{L}_{pcor}\). Note that the representation \(Z\) is used to predict both dCor and pCor. We optimized the neural net \(N_{\theta}\) and the weight vectors \(w\) by minimizing the correlation regression loss \(\mathcal{L}_{cor}\):

\[
\min_{\theta, W} \mathbb{E}_{F_x, F_y \sim \text{pair}} \mathcal{L}_{cor},
\]

where \(W\) is the set of all weight vectors. We evaluated these, then predicted dCor and pCor as:

\[
d\hat{\text{Cor}}(F_x, F_y) = \sigma(w_{dcor} \cdot Z),
\]

and:

\[
p\hat{\text{Cor}}(F_x, F_y) = \text{tanh}(w_{pcor} \cdot Z).
\]
3.2.3. Experimental Setup

Datasets: in order to evaluate our proposed method for correlation regression, we have collected real-world datasets that contain various features. Table 1 describes the 172 real-world datasets used for the training and evaluation: 159 for training, and 13 for testing (see Table 4 for the detail of testing data). The datasets have been selected from OpenML [30] only for classification and we generated feature pairs for each dataset separately. Moreover, we have adopted only continuous features because correlations are not appropriate measures of categorical features.

| Split    | Datasets | Features | Feature Pairs |
|----------|----------|----------|---------------|
| Training | 159      | 3955     | 372,610       |
| Testing  | 13       | 541      | 60,734        |
| Total    | 172      | 4496     | 433,344       |

Implementation details: like 2D histograms, correlations are also easily skewed by a small number of outliers. Hence, we applied the simple outlier removal method of Equation (2) before computing the correlations. The learning rate of the optimizer is $10^{-4}$. We did not add any weight decay or dropout layers because no overfitting was identified. The dCor values were computed using the fast implementation of dCor [29]; we clipped the values at zero because the dCor values output by the fast implementation can be negative when they are close to zero.

3.2.4. Results

Quantitative results: Table 2 lists the evaluation scores of each correlation. The scores are reported in terms of the mean squared error (MSE), mean absolute error (MAE), and coefficient of determination ($R^2$). In the cases of the MSE and MAE, lower values indicate better scores, but higher values are better in the case of $R^2$. For example, if we predict dCor based on a set of feature pairs that have a true dCor of 0.5, then based on the average MAE, the predicted value is approximately in the range of $[0.47, 0.53]$.

| Correlation | MSE   | MAE   | $R^2$  |
|-------------|-------|-------|--------|
| Distance (dCor) | 0.0033 | 0.0348 | 0.9504 |
| Pearson (pCor)   | 0.0036 | 0.0255 | 0.9783 |

Graphical analysis: we also analyzed the results graphically so that we could present them more intuitively and in more detail in Figure 6. Each point in the figure represents a single true-predicted correlation pair. The $x$-coordinate of a point represents the true correlation, and the $y$-coordinate is the correlation predicted by the CNN. The closer the points are clustered around the line $y = x$, the better the performance. As seen in the figure, both sets of results are clustered around the line. One exception is in the case that the true value of dCor is equal to 0.0, when the predicted correlations are highly erroneous. This may be due to clipping the values at zero.
Figure 6. Scatter plot of the true correlations against the predicted correlation on the test set: (a) dCor regression results; (b) pCor regression results. Note that the subfigures (a, b) have different ranges.

Qualitative results: Figure 7 depicts visualizations of the dependence representations learned via the correlation regression technique for the test set. As seen in the figure, the 1743-dimensional representations are reduced into 2-dimensional vectors using (a) t-SNE and (b) PCA in the same way as in Figure 5. Each of the learned representations is plotted as a dot on a 2-dimensional plane, and its corresponding true correlation values is indicated in color. Consequently, if the learned results are correct, then the dependence representations that are nearby in the representation space could produce color-coded clusters since they are displayed in the same, or similar color.

In each of the subfigures, the points to the left represent the true dCor value, and points to the right represent the true pCor value. Points that are close to gether have similar correlations. The independent feature pairs (dCor of zero) are clustered with themselves. The formation of coherent clusters of color as a whole indicates that the fundamental characteristics of given correlations have been well learned. Furthermore, the zoomed-in plots in Figure 7b show clusters of point that have a pCor of zero but a nonzero dCor.

Figure 7. Cont.
Figure 7. Visualizations of the dependence representations of the test set. (a) t-stochastic neighbor embedding (t-SNE), (b) principal component analysis (PCA).

Running time analysis: here, we need to consider another issue about running time; as earlier mentioned, the one major drawback of dCor is its high computational complexity. [29] proposed the $O(n \cdot \log n)$ algorithm, but it still takes a long time to compute when the sample size $n$ is large. Table 3 provides a comprehensive comparison of the running times (in second) of methods for each sample size $n$. The running times of the fastest method are shown in bold face for each $n$. All the reported times were measured using the same machine (Intel Xeon CPU E5-2698 v4 @ 2.20G Hz). We also compare the running time of our CNN-based method (denoted as CorrCNN) on CPU and GPU (GeForce GTX 1080Ti). The times reported for our method include times for creating a 2D histogram, transferring data to GPU, and running the CNNs.

If dCor is implemented directly according to its definition [4], the running times are shorter than 1 s when $n < 2^{12}$ in our experiments. In the case of the fast implementation of [29], the times are less than 1 sec when $n < 2^{14}$. Our method, however, only takes less than 1 s until $n$ reaches $2^{14}$ on both of CPU and GPU. This is due to the fixed running time of our CNNs regardless of the sample size $n$, since the 2D histogram size is always equal no matter what the sample size is. The increasing time according to $n$ results from running times for creating the 2D histogram. Note that our method is faster even on CPU when $n > 2^{13}$. According to the result, when a sample size is large, our method is more efficient than other methods.

Table 3. Comparison of running times for distance correlation.

| Sample Size | dCor [4] | dCor [29] | CorrCNN (CPU) | CorrCNN (GPU) |
|-------------|----------|-----------|---------------|---------------|
| 2^7         | 0.0010   | 0.0070    | 0.0543        | 0.0159        |
| 2^8         | 0.0019   | 0.0024    | 0.0550        | 0.0155        |
| 2^9         | 0.0078   | **0.0045**| 0.0527        | 0.0158        |
| 2^10        | 0.0499   | **0.0083**| 0.0555        | 0.0148        |
| 2^11        | 0.2433   | 0.0148    | 0.0526        | 0.0147        |
| 2^12        | 1.1063   | 0.0296    | 0.0515        | 0.0153        |
| 2^13        | 4.2036   | 0.0608    | 0.0555        | 0.0155        |
| 2^14        | 17.4743  | 0.1300    | 0.0546        | 0.0161        |
| 2^15        | -        | 0.2679    | 0.0613        | 0.0164        |
| 2^16        | -        | 0.5791    | 0.0592        | 0.0168        |
| 2^17        | -        | 1.5478    | 0.0615        | 0.0261        |
| 2^18        | -        | 3.4805    | 0.0689        | 0.0325        |
| 2^19        | -        | 7.3792    | 0.0862        | 0.0471        |
| 2^20        | -        | 14.6985   | 0.1163        | 0.0970        |
Table 3. Cont.

| Sample Size | dCor [4] | dCor [29] | CorrCNN (CPU) | CorrCNN (GPU) |
|-------------|---------|---------|--------------|--------------|
| 2^21        | -       | 30.7254 | 0.2203       | 0.1722       |
| 2^22        | -       | -       | 0.5344       | 0.4868       |
| 2^23        | -       | -       | 0.8170       | 0.7844       |
| 2^24        | -       | -       | 1.4447       | 1.3933       |
| 2^25        | -       | -       | 2.7110       | 2.7036       |

4. Feature Generation

As an application of our dependence representation learning method, we have improved the AutoLearn feature generation algorithm [10], which generates new sets of features that are useful for classification tasks by combining pairs of features from the original ones based on some pre-defined operations; for example, basic arithmetic operations and correlation between two features can be constructed as new features. In this section, we summarize AutoLearn, describe our method, and report the results of our comparison between our method and AutoLearn.

4.1. Background: AutoLearn

4.1.1. Mechanism

The AutoLearn algorithm is composed of three steps:

1. Preprocessing: choose candidate features for feature generation by selecting features that are relevant to the classes of interest, as indicated by information gain (IG). If the number of features is less than 500, then use the features with an IG greater than zero; otherwise use the top 2% features.
2. Feature generation: for all possible feature pairs \((F_x, F_y)\) of candidate features, generate new features by performing regression on input data \(F_x\) with target \(F_y\).
3. Feature selection: select features that are useful for classification based on stability and IG.

4.1.2. Feature Generation Process

The novelty of AutoLearn is in step 2, where regression is applied to generate new features. The regression algorithm is selected based on the dependence types of the feature pairs. If they are linearly related, then linear ridge regression (LRR) [31] is used. If the dependency is non-linear, then kernel ridge regression (KRR) is used [32] with a radial basis function (RBF) kernel. The two types are categorized based on a threshold: if \(dCor(F_x, F_y) > 0.7\), then the data are linearly related; otherwise, they are non-linearly related. Note that there is no feature generation if the dCor of the feature pair is zero. Once the appropriate regression algorithm has been identified, the two types of features are generated. The first feature is the predicted value \(F_{forecast}\), which is calculated by inputting \(F_x\) into the regression model. The second feature is the residuals of the regression \(F_y - F_{forecast}\).

4.2. Improving Feature Generation

The AutoLearn feature generation process has two limitations: (1) classifying dependence types by setting the dCor threshold to 0.7; and (2) generating new features for almost every feature pair. As shown in Figure 1, we should not use dCor to specify a criterion for classifying dependence types. AutoLearn generates a huge number of new features because it operates on a strict policy of generating new features for every feature pair unless the features in the pair are independent of each other. If the feature selection in step 3 does not select appropriate features, then useless features are output.
To tackle these two problems, we apply dependence representation learning to feature generation. We train a CNN to predict the usefulness of the features generated before actually generating the features. We predict whether features will be useful directly from the 2D histograms. The CNN is trained to predict whether the generated features with LRR or KRR will be useful for improving the classification accuracy. A target function for feature generation, called \( \text{target}_{\text{gen}} \), is described in Algorithm 2. During the training, the target function actually performs the evaluation by applying the classification algorithm to the generated features. If the generated features improve the classification accuracy, then the target function returns 1, otherwise, it returns 0.

**Algorithm 2** Target function for feature generation \( \text{target}_{\text{gen}} \).

**Input:** Feature pair \((F_x, F_y)\), regression algorithm \( \text{Regr} \), class label vector \( C \)

**Output:** Learning target \( T \)

1. \( F_{\text{new}} \leftarrow \text{generate}(F_x, F_y, \text{Regr}) \)
2. \( \text{score}_{\text{orig}} \leftarrow \text{evaluate}(C, [F_x, F_y]) \)
3. \( \text{score}_{\text{new}} \leftarrow \text{evaluate}(C, [F_x, F_y, F_{\text{new}}]) \)
4. if \( \text{score}_{\text{new}} > \text{score}_{\text{orig}} \) then
5. \hspace{1em} return 1
6. \hspace{1em} else
7. \hspace{2em} return 0
8. end if

The objective function for the feature generation \( \mathcal{L}_{\text{gen}} \), is composed of two parts, \( \mathcal{L}_{\text{lg}} \) and \( \mathcal{L}_{\text{kg}} \):

\[
\mathcal{L}_{\text{gen}} = \mathcal{L}_{\text{lg}} + \mathcal{L}_{\text{kg}}
\]  

(10)

\( \mathcal{L}_{\text{lg}} \) is the loss function for predicting the LRR, which is defined by:

\[
\mathcal{L}_{\text{lg}} = H(\text{target}_{\text{gen}}(F_x, F_y, \text{LRR}), \sigma(w_{\text{lg}} \cdot Z)),
\]  

(11)

and \( \mathcal{L}_{\text{kg}} \) is the corresponding function for the KRR:

\[
\mathcal{L}_{\text{kg}} = H(\text{target}_{\text{gen}}(F_x, F_y, \text{KRR}), \sigma(w_{\text{kg}} \cdot Z)).
\]  

(12)

Note that we carry out multi-label classification because both LRR and KRR may be helpful. However, the training is performed using both of \( \mathcal{L}_{\text{gen}} \) and \( \mathcal{L}_{\text{cor}} \):

\[
\min_{\theta, W} \mathbb{E}_{F_x, F_y \sim P_{\text{pair}}} [\mathcal{L}_{\text{gen}} + \mathcal{L}_{\text{cor}}].
\]  

(13)

We add \( \mathcal{L}_{\text{cor}} \) because it helps the CNN learn the dependence representations better.

The prediction probability \( P_{\text{lg}}(F_x, F_y) \), which indicates the usefulness of the generated features based on \((F_x, F_y)\) and LRR, is defined as:

\[
P_{\text{lg}}(F_x, F_y) = \sigma(w_{\text{lg}} \cdot Z),
\]  

(14)

and the corresponding probability for KRR is defined as:

\[
P_{\text{kg}}(F_x, F_y) = \sigma(w_{\text{kg}} \cdot Z).
\]  

(15)
If one of the probabilities $P_{lgen}$ and $P_{kgen}$ is greater than some threshold $\alpha$, then new features are generated using the corresponding regression algorithm. If both of the probabilities exceed the threshold, then new features are generated using KRR. No feature is generated for $(F_x, F_y)$ if neither probability is greater than the threshold.

4.3. Experimental Setup

For reliable evaluation of feature generation, we have followed the experimental setup used in the previous study ‘AutoLearn’ as much as possible.

Datasets: we used the same datasets and splits that were used for the correlation regression (see Table 1). Table 4 lists the 13 test datasets used for the evaluation of feature generation and comparison with AutoLearn. The IDs listed in Table 4 are task IDs of OpenML. Of the 13 datasets, we selected 10 datasets which were used in the AutoLearn study.

Table 4. Description of test datasets used for evaluation of feature generation.

| ID  | Name       | Instances | Classes | Features |
|-----|------------|-----------|---------|----------|
| 37  | Diabetes   | 768       | 2       | 8        |
| 38  | E.coli     | 336       | 8       | 7        |
| 39  | Sonar      | 208       | 2       | 60       |
| 53  | Vehicle    | 846       | 4       | 18       |
| 57  | Ionosphere | 351       | 2       | 34       |
| 58  | Waveform   | 5000      | 3       | 40       |
| 2075| Abalone    | 4177      | 28      | 8        |
| 2079| Eucalyptus | 736       | 5       | 19       |
| 2382| Wine       | 178       | 3       | 13       |
| 3057| Spectf     | 349       | 2       | 44       |
| 3940| Leukaemia  | 72        | 2       | 7129     |
| 10092| Arcene    | 200       | 2       | 10,000   |
| 10093| Banknote  | 1372      | 2       | 4        |

Target function implementation: as for a performance metric of this experiment, it is difficult to directly evaluate the quality of newly generated features. Since AutoLearn used classification accuracy over the original feature space and the augmented feature space to evaluate its empirical results of feature generation, we have also used the same performance metric to compare the results to our results. For more reliable evaluation, we split the samples of the feature vectors into a training set and a test set using the default splits provided by OpenML for each dataset. We also trained the feature generators (LRR and KRR) only using the training samples.

Evaluation method of feature generation: we evaluated feature generation performance using seven classification algorithms, each of which is used in AutoLearn: k-nearest neighbors (KNN), logistic regression (LR), support vector machine (SVM) with linear kernel (SVM-L), SVM with polynomial kernel (SVM-P), random forest (RF), AdaBoost (AB), and decision tree (DT). We also report the average accuracy of seven classifiers. Following AutoLearn, we used the default hyperparameters used by scikit-learn for the classification algorithms. We also report the original accuracy of our algorithm, without feature generation.

Implementation details: The learning rate of the optimizer is $10^{-4}$. We added dropout layers with a ratio of 0.2 after every convolutional layers and did not decay the weights. To evaluate the newly generated features for the target function, $target_{gen}$, we simply used the logistic regression functionality provided by scikit-learn with the default hyperparameters. The threshold $\alpha$ was set to 0.2 after a small grid search.
4.4. Results

Table 5 lists the average classification accuracy for all of the test datasets. Our method outperforms AutoLearn with respect to the average classification accuracy of the five classification algorithms except for KNN and LR algorithms. Table 6 lists the total numbers of features generated by each method for the 13 test datasets. AutoLearn generated new features for 88% of the original feature pairs, whereas, our method generated new features for 47% of the original feature pairs. Note that even though our method generated half as many features, it achieved higher classification accuracy than AutoLearn. This suggests that the proposed method produces much better quality features than AutoLearn.

| Classifier | Average | Conventional | AutoLearn | Proposed |
|------------|---------|--------------|-----------|----------|
| KNN        | 0.7991  | 0.8275       | 0.8145    |          |
| LR         | 0.8019  | 0.8210       | 0.8162    |          |
| SVM-L      | 0.7750  | 0.7938       | 0.8022    |          |
| SVM-P      | 0.8024  | 0.8022       | 0.8171    |          |
| RF         | 0.7774  | 0.7547       | 0.7806    |          |
| AB         | 0.7774  | 0.7701       | 0.7884    |          |
| DT         | 0.7851  | 0.7958       | 0.8060    |          |

Table 6. The total number of features generated by each method for the 13 test datasets.

| Methods      | Original Features | Generated Features |
|--------------|-------------------|--------------------|
| AutoLearn    | 7492 (12%)        | 54,506 (88%)       |
| Proposed     | 32,806 (53%)      | 29,192 (47%)       |

Tables 7–9 list detailed scores for each dataset. In terms of the average accuracy, our method is superior for all datasets except for the ‘Arcene’ dataset. Moreover, in the tables, the ‘original’ column represents the accuracy of original machine learning algorithm without feature generation. In summary, our method tends to have a relatively high classification accuracy in spite of the fact that the number of generated features is almost half the number of features generated by AutoLearn.

| Dataset | Classifier | Original | AutoLearn | Proposed |
|---------|------------|----------|-----------|----------|
|         | Average    |          |           |          |
| Diabetes|            |          |           |          |
| KNN     | 83.12      | 81.82    | 85.71     |          |
| LR      | 84.42      | 84.42    | 85.71     |          |
| SVM-L   | 83.12      | 83.12    | 81.82     |          |
| SVM-P   | 81.82      | 83.12    | 83.12     |          |
| RF      | 76.62      | 80.52    | 79.22     |          |
| AB      | 77.92      | 79.22    | 76.62     |          |
| DT      | 76.62      | 70.13    | 75.32     |          |
| E.coli  |            |          |           |          |
| KNN     | 91.18      | 94.12    | 97.06     |          |
| LR      | 94.12      | 97.06    | 94.12     |          |
| SVM-L   | 97.06      | 94.12    | 97.06     |          |
| SVM-P   | 91.18      | 94.12    | 91.18     |          |
| RF      | 88.24      | 88.24    | 97.06     |          |
| AB      | 67.65      | 73.53    | 73.53     |          |
| DT      | 88.24      | 85.29    | 85.29     |          |
Table 7. Cont.

| Dataset | Average | Sonar | Vehicle | Ionosphere |
|---------|---------|-------|---------|------------|
|         | 76.19   | 79.59 | 80.95   | 92.86      |
| KNN     | 80.95   | 90.48 | 90.48   | 91.67      |
| LR      | 71.43   | 80.95 | 71.43   | 88.89      |
| SVM-L   | 66.67   | 76.19 | 71.43   | 88.89      |
| SVM-P   | 80.95   | 80.95 | 85.71   | 94.44      |
| RF      | 66.67   | 76.19 | 80.95   | 91.67      |
| AB      | 76.19   | 76.19 | 80.95   | 97.22      |
| DT      | 90.48   | 76.19 | 85.71   | 100.0      |
|         | 74.29   | 76.30 | 76.47   | 98.02      |
| KNN     | 70.59   | 69.41 | 71.76   | 94.44      |
| LR      | 80.00   | 83.53 | 84.71   | 100.0      |
| SVM-L   | 81.18   | 85.88 | 85.88   | 100.0      |
| SVM-P   | 75.29   | 75.29 | 76.47   | 94.44      |
| RF      | 78.82   | 83.53 | 77.65   | 100.0      |
| AB      | 64.71   | 65.88 | 61.18   | 100.0      |
| DT      | 69.41   | 70.59 | 77.65   | 97.22      |

Table 8. Performance comparison in terms of classification accuracy (2/3).

| Dataset  | Classifier | Original | AutoLearn | Proposed |
|----------|------------|----------|-----------|----------|
| Waveform | Average    | 82.34    | 81.77     | -2.71    |
|          | KNN        | 80.00    | 82.20     | 83.60    |
|          | LR         | 86.80    | 85.00     | 85.20    |
|          | SVM-L      | 87.20    | 83.20     | 83.80    |
|          | SVM-P      | 85.80    | 84.40     | 85.40    |
|          | RF         | 81.60    | 81.20     | 84.60    |
|          | AB         | 80.00    | 80.60     | 83.00    |
|          | DT         | 75.00    | 75.80     | 73.40    |
| Abalone  | Average    | 22.32    | 22.80     | 22.80    |
|          | KNN        | 20.57    | 22.49     | 22.49    |
|          | LR         | 22.73    | 23.44     | 23.44    |
|          | SVM-L      | 24.40    | 24.16     | 24.16    |
|          | SVM-P      | 23.92    | 24.64     | 24.64    |
|          | RF         | 22.73    | 21.05     | 21.05    |
|          | AB         | 22.01    | 21.29     | 21.29    |
|          | DT         | 19.86    | 22.49     | 22.49    |
| Eucalyptus | Average | 59.85    | 59.27     | 62.16    |
|          | KNN        | 58.11    | 60.81     | 60.81    |
|          | LR         | 58.11    | 64.86     | 58.11    |
|          | SVM-L      | 60.81    | 63.51     | 62.16    |
|          | SVM-P      | 62.16    | 55.41     | 62.16    |
|          | RF         | 70.27    | 62.16     | 68.92    |
|          | AB         | 51.35    | 45.95     | 59.46    |
|          | DT         | 58.11    | 62.16     | 63.51    |
Table 8. Cont.

| Dataset | Average | Original | AutoLearn | Proposed |
|---------|---------|----------|-----------|----------|
| Wine    | 94.44   | 95.24    | 95.24     | 94.44    |
|         | KNN     | 94.44    | 94.44     | 94.44    |
|         | LR      | 94.44    | 94.44     | 94.44    |
|         | SVM-L   | 94.44    | 100.0     | 94.44    |
|         | SVM-P   | 100.0    | 100.0     | 100.0    |
|         | RF      | 94.44    | 94.44     | 100.0    |
|         | AB      | 100.0    | 100.0     | 94.44    |
|         | DT      | 83.33    | 83.33     | 88.89    |
| Spectf  |         |          |           |          |
|         | Average | 81.49    | 82.73     | 83.98    |
|         | KNN     | 71.30    | 79.13     | 80.87    |
|         | LR      | 86.09    | 85.22     | 86.96    |
|         | SVM-L   | 86.96    | 85.22     | 87.83    |
|         | SVM-P   | 71.30    | 73.04     | 74.78    |
|         | RF      | 86.96    | 86.96     | 85.22    |
|         | AB      | 84.35    | 83.48     | 87.83    |
|         | DT      | 83.48    | 86.09     | 84.35    |

Table 9. Performance comparison in terms of classification accuracy (3/3).

| Dataset  | Classifier | Original | AutoLearn | Proposed |
|----------|------------|----------|-----------|----------|
| Leukaemia| KNN        | 87.50    | 87.50     | 87.50    |
|          | LR         | 87.50    | 87.50     | 87.50    |
|          | SVM-L      | 87.50    | 87.50     | 87.50    |
|          | SVM-P      | 62.50    | 75.00     | 75.00    |
|          | RF         | 87.50    | 75.00     | 87.50    |
|          | AB         | 100.0    | 75.00     | 100.0    |
|          | DT         | 87.50    | 87.50     | 87.50    |
| Arcene   | KNN        | 90.00    | 85.00     | 95.00    |
|          | LR         | 85.00    | 90.00     | 90.00    |
|          | SVM-L      | 85.00    | 90.00     | 85.00    |
|          | SVM-P      | 90.00    | 95.00     | 90.00    |
|          | RF         | 90.00    | 95.00     | 80.00    |
|          | AB         | 90.00    | 80.00     | 80.00    |
|          | DT         | 80.00    | 85.00     | 85.00    |
| Banknote | KNN        | 99.28    | 100.0     | 100.0    |
|          | LR         | 99.28    | 99.28     | 100.0    |
|          | SVM-L      | 99.28    | 100.0     | 100.0    |
|          | SVM-P      | 99.28    | 99.28     | 100.0    |
|          | RF         | 99.28    | 98.55     | 100.0    |
|          | AB         | 99.28    | 100.0     | 99.28    |
|          | DT         | 98.55    | 99.28     | 98.55    |

5. Conclusions

We have proposed a dependence representation learning algorithm. Our method allows a neural network to extract dependence representations from visualizations of random variable pairs. Empirically, we showed that our CNNs can classify dependence types and predict correlations from 2D histogram inputs. We also visualized the learned dependence representation spaces. Finally, we applied our dependence representation learning algorithm to feature generation. Following experimental setup used in the previous AutoLearn, we show that our proposed method outperformed the AutoLearn in terms of average classification accuracy while generating half as many features. As future work, we plan to apply
our method to feature selection, which is the process of selecting an optimal subset of relevant features for use in constructing machine learning models.
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