Time, Irreversibility and Entropy Production in Nonequilibrium Systems
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Abstract: The aim of this review is to shed light on time and irreversibility, in order to link macroscopic to microscopic approaches to these complicated problems. After a brief summary of the standard notions of thermodynamics, we introduce some considerations about certain fundamental aspects of temporal evolution of out-of-equilibrium systems. Our focus is on the notion of entropy generation as the marked characteristic of irreversible behaviour. The concept of time and the basic aspects of the thermalization of thermal radiation, due to the interaction of thermal radiation with matter, are explored concisely from complementary perspectives. The implications and relevance of time for the phenomenon of thermal radiation and irreversible thermophysics are carefully discussed. The concept of time is treated from a different viewpoint, in order to make it as clear as possible in relation to its different fundamental problems.
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1. Introduction

Thermodynamics serves diverse important functions for physics, chemistry, biophysics and other sciences. It is the branch of physics that develops the analysis of thermal processes and energy transformations. The genesis of thermodynamics has closely been connected with the description of heat processes. The basic question was to find the real limits on the performance of processes and devices.

During these studies, entropy has generally been recognized as one of the most important quantities in physics and related disciplines. There are various forms of entropy in thermodynamics, statistical physics and information sciences [1–4]. The thermodynamic properties of macroscopic systems may be derived by introducing the appropriate thermodynamic functions of state (or thermodynamic variables) [5–7]. Among them, the macroscopic (thermodynamic) entropy $S$ has been introduced in order to describe, and characterize, the thermodynamic reversible processes.

The unit of measurement of the entropy is joules/kelvins (J K$^{-1}$). The joule unit is related to the heat, the energy flux for temperature differences. Kelvins are related to temperature, a thermodynamic quantity that allows us to express macroscopically the molecular kinetic energy [8–11].

The entropy change $\Delta S$ is a marked characteristic of the change of the state of the system, during its evolution between its initial and final states [2,3]. There are numerous macroscopic and microscopic descriptions in relation to the evolution. In accordance with the laws of thermodynamics, for an adiabatic system, or for a closed system operating on a cycle, reversible evolution is an evolution
with constant entropy. There are different approaches to the problem of obtaining an irreversible
description of processes [5–7]. The phenomenological thermodynamics was developed by considering
the asymmetry in time. In an isolated system, entropy can only increase with time. This was derived
from the second law [12]. In the thermodynamic approach, the entropy generation (the entropy
variation due to irreversibility) may be considered as a measure of the irreversibility (however,
with some reservations [2,3,13,14]).

The non-equilibrium statistical thermodynamics aims to describe, in a unifying manner,
irreversible phenomena, including nonequilibrium steady states and open systems. The workable
statistical-mechanical theory of transport processes, in fluids and solids, should maintain these two
aspects [1–3]:

• It should contain the realistic model, which properly describes the evolution of a system to the
equilibrium state;
• It should provide a suitable method for the calculation of the currents and corresponding fluxes.

It is well known that, in a standard thermodynamic approach [5–7], one deals with only a
small number of state variables; in order to determine the properties of a uniform equilibrium
system. For weak nonequilibrium systems, in nonequilibrium thermodynamics [15,16], the method
of dividing the system into smaller pieces (subsystems) is used, with the assumption that each
subsystem is in a local equilibrium, or quasi-equilibrium, state [1,15,16]. This assumption allows us
to characterize each small subsystem by the limited number of physical thermodynamic variables.
In particular, when considering the continuous approximation, each subsystem can be characterized
by a measurable value of temperature \( T \). It is convenient to consider \( T \sigma \); \( \sigma \) is the “entropy production”,
defined as the time rate of the entropy, created internally by an irreversible process [1,15,16].

In the standard thermodynamics of irreversible processes [5–7,15], \( T \sigma \) is calculated for various
irreversible processes, and it is always found to have the form:

\[
T \sigma = \sum_i J_i X_i > 0,
\]

where \( J_i \) are the flows of the matter, heat, etc., and \( X_i \) are the generalized driving forces for vector
transport processes or for chemical reactions, etc. \( J_i \) and \( X_i \) are linearly related when the system is not
too far from equilibrium. Thus:

\[
J_i = \sum_j L_{ij} X_j,
\]

where \( L_{ij} \) are called phenomenological transport coefficients. The aim of the nonequilibrium
statistical mechanics is to derive the macroscopic thermodynamic laws from microscopic time
reversible dynamics.

Great efforts have been directed by numerous authors toward establishing the theory of
irreversible processes on a microscopic basis [1–3,15–19]. These problems are under intense study
from various points of view, in spite of the fact that Newtonian dynamics itself is not free from certain
shortcomings [20].

In this context, the analysis of a possible link between the macroscopic approach to the
irreversibility and microscopic behaviour of a system has been developed [21]. The consumption of
free energy has been highlighted to be the cause of the thermodynamic state of the system far from a
stable equilibrium. The related entropy generation is the consequence of the redistribution of energy,
momentum, mass and charge. Consequently, the concept of the entropy generation represents the
essence of the thermodynamic approach to irreversibility. Therefore, irreversibility emerges from the
interaction between systems and their environment. Then, lost work was evaluated in a molecular
engine, and analogies with macro (classical) heat engines were made [21]. In order to develop this
analogy, an irreversible thermodynamics analysis of macro and molecular cycles was developed.
Then, this approach was extended to a quantum heat engine with a \((-1/2)\) spin system. In this way, macro and molecular heat engines were shown to obey the same limitations.

The aim of the present review is to clarify some subtle points in the problem of the interconnection of the macroscopic approach to irreversibility and the microscopic behaviour of the systems, in the context of its temporal evolution. This analysis is based on the recent thorough study \([2,3]\) of the concept of time and on the definition of time \([22,23]\) itself, recently introduced by considering a thermodynamic analysis of the “atomic irreversibility” \([24–26]\). The starting assumption is that time may be defined by means of the entropy production and the entropy rate, both due to irreversibility. Consequently, the possibility to design a kind of thermodynamic clock, by using certain properties of a blackbody, has been introduced. The approach is intended to link together (at least partially) the relativistic physics, quantum physics and, in a way, the irreversible thermodynamics, by means of the time hypothesis.

2. Entropy and Time

It should be noted that the problem of the proper interconnection of entropy and time has been discussed by various authors, including Clausius, Kelvin, Planck, etc. Long ago, Franklin \([27]\) discussed this question in his study of a class of irreversible processes, which are permanent or steady and the entropy changes of which are associated solely with energy transformations. He devoted to this problem a special section: “The Relation of Entropy and Time”.

From the other side, during the past few decades, the development of these research works has led to new ways of finding natural bounds on performance under the constraint that the system operates at a non-zero rate, thereby giving more realistic bounds than those derived from reversible processes (e.g., the optimization of the Otto cycle) \([28,29]\).

The reasonable approach to establishing those more realistic criteria was the extension of the concepts of thermodynamic potentials and availability, in order to incorporate the constraints on time, or rate, with the other constraints—such as constant temperature, pressure, or volume—in the construction of the potential. Such extensions of thermodynamic potentials, traditionally functions only of the state variables of the system itself, allowed scientists and engineers to include time or rate. These matters have been formulated in the so-called finite-time thermodynamics \([30]\).

When a system is in a nonequilibrium state, it tends to evolve towards the equilibrium state. This evolution may be approximately understood as a succession of stages: quick, slow and steady \([1,15,16]\). The processes at these stages are governed by diverse characteristic times: relaxation time, collision time, mean-free-path time, etc. There is a hierarchy of various characteristic times \([31]\). When we consider a closed system in the state of equilibrium, it means that we observe it during a time period that is longer than its characteristic relaxation time.

For open, strong nonequilibrium systems, the situation is different. For such systems, it is necessary to treat them on the time scale that is of the same order of value comparable to, or even shorter relative to, the relaxation time.

The use of time, as an important parameter in specifying the course of an irreversible process, was mentioned and discussed in numerous publications \([1]\).

Honig \([32]\) reconsidered the problems of the interconnection of time and entropy, by taking into account heat transport across boundaries of an open system connected to a reservoir. In terms of classical thermodynamics, the boundary is crossed by heat, and the ratio of this heat flux to temperature can be defined as a flux of entropy \([2]\). There are no limitations on the sign of this quantity, and one may say that this flux either contributes towards or drains away the system’s entropy. During a reversible process, only this flux can affect the entropy of the system.

Honig’s approach to time-dependent irreversible processes is somewhat different from the more conventional framework. To approximate the properties of systems away from equilibrium, the introduction of a Taylor series expansion about the equilibrium (or nearly equilibrium) state is often required.
Honig [32] reviewed certain technique for determining the entropy change accompanying some classes of irreversible processes, which involve changes in the state of a system. Honig [32] placed emphasis on the time evolution of irreversible processes rather than on setting up time-dependent differential equations and the optimization of available work. He tersely reviewed the fundamentals, by involving the concept of entropy $S$ and other functions of state.

Honig [32] noted that, in irreversible processes, the total entropy change in the system is only partially accounted for by the transfer of heat. For adiabatic processes in isolation, entropy can only increase, and a process that continues until quiescence is reached: at this stage, the entropy reaches its maximum with respect to the applied constraints. This result is in accordance with the thermodynamic well-established principles. The operation of the reservoir, in its interactions with the system, that involve heat exchange, mechanical work and transfer of matter, was considered. The state functions were suitably generalized. A deficit function, commonly known as the entropy dissipation function, was introduced into the consideration. The functions of state, which incorporate irreversible processes, were constituted. These functions can then be used to specify the entropy dissipation function for processes under a variety of operating conditions. Time was introduced as a parameter, in order to specify the corresponding entropy evolution of the system under study. In other words, time $t$ was introduced as a parameter, in order to simulate the path that the system follows from the initial configuration to the final configuration. The choice of time variations is, to some extent, arbitrary, but guidance was provided by the constructal law proposed by Bejan [33]. The rate of entropy production, associated with the irreversible transfer of heat and material from the reservoir to the system under the specified conditions, was written in the framework of the present formalism. The approach developed may be considered as an alternative method for specifying the entropy change associated with irreversible evolution. The relation to the standard formulation of irreversible processes was examined and discussed.

It should be emphasized, however, that the deep interconnection of time and irreversibility in Honig’s analysis was not clarified in full measure.

3. Thermophysics of Radiative Processes and Time

Radiative processes in matter have been a well-developed subject of studies, since Kirchoff, Jeans and Planck [34–40]. Explicit forms, for radiation temperature and entropy, were obtained by Max Planck [34]. The thermophysics of nonequilibrium thermal radiation fields was studied by various researchers. There is a diversity of approaches and models; we will mention only a few examples [37–40].

Surdin and collaborators [37] considered a stochastic version of Wheeler and Feynman’s “absorber” theory of radiation, with a classical “zero-point” fluctuating field, corresponding to the residual interactions of all charged particles. The energy spectrum was derived and found to be proportional to a universal constant, identifiable with Planck’s constant $h$. In the framework of their version of stochastic electrodynamics, it was possible to deduce some results of a typically quantum flavour, such as the existence of a stationary ground-level for the harmonic oscillator. However, the problem of entropy was avoided in this study.

Rueda [38] explored the local aspect of the thermalization of thermal radiation due to the interaction of thermal radiation with matter. It was shown that, for absorption and emission interactions, some well-known phenomenological statements of irreversible thermophysics may be relevant. For scattering interactions, the entirely different picture that emerges was also briefly discussed. The local analysis was based on the concepts of the temperature and entropy of nonequilibrium thermal radiation fields. Rueda [38] concluded that the entropy production density is essentially a non-negative quantity. It was shown also that these concepts are susceptible to a very natural thermodynamic interpretation [41].

The role and influence of temperature were investigated by Fonseca et al. [39]. They studied the emission and absorption of radiation by non-relativistic electrons, within the framework of a
Lorentz-breaking electrodynamics in \((3 + 1)\) dimensions. Their starting point was the fact that the Planck-type law acquires extra terms proportional to the violating parameters: for the CPT-odd model, the leading extra terms appear to be linear or quadratic in these violating parameters, and according to the background, the vector is parallel or perpendicular to the photon wave-vector. In the CPT-even case, a linear correction shows up. Besides these deviations in the blackbody spectra, those violations may be also probed through a difference in the photon mean occupation number for the two modes. Their results indicate that such violations are better probed at very low temperatures, where their effects on the thermal spectra are largely enhanced.

Boyer [40] summarized the studies of the blackbody radiation in classical physics in a historical perspective and discussed the various subtle questions. He pointed out that relativistic classical electrodynamics, including classical electromagnetic zero-point radiation, gives the Planck spectrum with zero-point radiation as the blackbody radiation spectrum. In contrast, nonrelativistic mechanics cannot support the idea of zero-point energy; therefore, if nonrelativistic classical statistical mechanics or nonrelativistic mechanical scatterers are invoked for radiation equilibrium, one arrives at only the low-frequency Rayleigh–Jeans part of the spectrum, which involves no zero-point energy and does not include the high-frequency part of the spectrum involving relativistically-invariant classical zero-point radiation. Boyer [40] first discussed the correct understanding of blackbody radiation within relativistic classical physics, and then, he reviewed the historical treatment. Finally, the author pointed out how the presence of Lorentz-invariant classical zero-point radiation and the use of relativistic particle interactions transform the previous historical arguments so as now to give the Planck spectrum, including classical zero-point radiation. He concluded that within relativistic classical electromagnetic theory, Planck’s constant \(h\) appears as the scale of source-free zero-point radiation.

These studies left open the problems of time and temporality for the thermophysics of nonequilibrium thermal radiation fields.

Recently, the analysis of irreversibility of the electromagnetic interaction with atoms and molecules, has been developed by a thermodynamic approach [42]. In the environment, atoms continuously undergo photon-electron interaction due to the environmental electromagnetic fields. This electromagnetic interaction is strictly related to the continuous and universal thermal nonequilibrium, which causes the randomness of atomic and molecular motion. The entropy generation allows us to describe this interaction [43]; indeed, any change in concentration, temperature, volume or pressure generates a readjustment of the system in opposition to the effects of the applied changes in order to establish a new equilibrium, or stationary state [43,44]. Any readjustment of the state of the system can be realised only by generating fluxes of free energy, which entail any process where the system evolves from one state to another. It is plausible to assume that electromagnetic waves are either absorbed from the surroundings of the system and stored in the form of bound energy or emitted from the system to its surroundings as freely propagating photons [43,45-50]. The results of this analysis consist of the introduction of an energy footprint in this atomic electron-photon interaction, which has been proven to be related to the spectroscopic phase shift effect and to the experimental results on the irreversibility of the electromagnetic interaction with atoms and molecules, developed in the late 1960s. This quantum footprint has been suggested to be connected with the “origin of time”. This result [42] can be considered also a possible response to the foundational problem highlighted by Einstein on the interaction between radiation and molecules. Einstein argued that the momentum exchange is not usually taken into account in the study of the energy exchange. The recent result [42] was obtained just introducing the momentum into the quantum analysis.

In addition, the authors underpinned their speculations with the hypothesis that time is the consequence of constructal considerations [33,51–57] of \(H\), which is the Hamiltonian of the photon-atomic electron interaction, i.e., from a macroscopic point of view. Moreover, the definition of time [22,23] has recently been introduced by considering a thermodynamic analysis of the “atomic irreversibility” [24–26]. Time was pointed out to be related to the entropy production and the entropy rate. Then, a thermodynamic clock was designed by means of the physical behaviour of a blackbody.
The result obtained was an attempt to link together relativity, quantum physics and irreversible thermodynamics, on the time hypothesis. Moreover, the result obtained agrees with the idea introduced by Planck and Einstein that the law of the evolution of a system is precisely the law of the evolution of entropy [58,59].

In this context, it is worth mentioning that the problem of the link between the macroscopic and microscopic approaches to physical phenomena may be of interest in the analysis of various problems. This was discussed lucidly in the work by Berry and Smirnov [60], in the context of the physics of clusters. It was pointed out that macroscopic and microscopic approaches are two complementary tools for studying the complex problems, where both approaches begin to coexist. Indeed, the temporal behaviour of entropy and irreversibility in various complex systems [1–3] manifest a variety of complicated conceptual problems, which are now under intense study: the relations between quantum mechanics and classical physics, matter-radiation interaction, the electrodynamics of the Wheeler–Feynman model, nanothermodynamics, etc.

We will touch here mainly the question of whether the combined macro (thermodynamic) and micro (motion and interactions of individual atoms) descriptions might provide us with an enlightening description of temporal behaviour and time itself.

Indeed, at the atomic level, the photons can be absorbed by the atomic or molecule electrons, and an electronic energy transition occurs between energy levels of two atomic stationary states. Then, the photons can be also emitted by the excited electrons when they jump down to the energy level of the original stationary state. During this phenomenon, the electrons seem to follow a reversible energetic path, because they come back to the original stationary state of the low energy level. However, as a consequence of the interaction between the atomic or molecule electron and the photon, a footprint occurs in the atom or molecule. The results obtained in [22,24,25] pointed out that the interaction between a photon and an electron in an atom affects the energy level, both of the electron and of the centre of mass of the atom. Therefore, it was analytically proven that the macroscopic irreversibility is a consequence of the microscopic irreversibility due to the photon-electron interaction or, from a macroscopic point of view, between the electromagnetic waves and the matter. Following the results obtained in the analysis of the thermodynamic analysis of electromagnetic fields [61], this interaction can be expressed in terms of entropy production and the power of the electromagnetic wave (the photon) in terms of the entropy production rate. The ratio between the entropy production and of the entropy production rate may be treated as the time of the generation of the irreversibility. Consequently, it has been suggested that the footprint of the irreversibility of any subset of the Universe, due to the fluxes of energy and mass among them [23,42], holds to the definition of the time interval as [23,42]:

$$\tau = \frac{\Delta S}{\dot{S}},$$

where $\Delta S$ is the entropy production due to irreversibility and $\dot{S}$ is the entropy rate due to irreversibility. These two quantities are always positive, so the time interval always grows. If we consider the entropy production and the entropy rate per unit volume, we can modify Equation (1) as follows:

$$\tau = \frac{s}{\dot{s}},$$

where [61]:

$$T_0 \dot{s} = \frac{1}{2} \epsilon_0 c E_{el}^2 + \frac{1}{2\mu_0} c B_{ma}^2,$$

where $E_{el}$ is the electric field, $B_{ma}$ is the magnetic field, $c$ is the velocity of light, $\epsilon_0$ is the electric permittivity in a vacuum, $\mu_0$ is the magnetic permeability in a vacuum, $A$ is the area of the border of the thermodynamic control volume and $T_0$ is the environmental temperature. The entropy production has been obtained by the analysis of irreversibility [62–64] of the interaction between a photon and an atomic electron [23,42].
Here, we summarise the bases of the approach. The photon comes into the atomic electron, which jumps from the ground state into an excited energy state, and then, it jumps down to the fundamental state, with the emission of a new photon. The quantum state function, after this interaction, the solution of the Schrödinger equation, can be obtained by the usual quantum mechanical approach, by introducing [22,24,25,47,65]:

$$\psi_f(r, R) = \phi(r) \vartheta_f(R)$$

with $\phi$ the wave function of the electron and $\vartheta_f(R)$ the wave function of the atom centre of mass [22,24,25,43,48]. A quantum thermodynamic approach to this photon-atomic electron interaction allows us to prove that this atomic process leaves the footprint [22,24,25]:

$$E_{ftp} = \Delta E_{ph} = \Delta E_{CM} = \langle \psi(r, R) | H | \psi_f(r, R) \rangle = \frac{m_e}{M} E_{ph}$$

where $H$ is the Hamiltonian of the photon-atomic electron interaction, i.e., from a macroscopic point of view, the interaction between the electromagnetic wave and matter. Then, by introducing the Gouy–Stodola theorem, it is possible to obtain [22,24,25]:

$$T_0 S = \frac{m_e}{M} E_{ph}$$

Then, considering that for Einstein, any definition of time can only be referred to a clock [66] and following the results of Planck and Einstein [67,68] in relation to the study of the blackbody radiation, the periodic time of oscillation $\tau$ for the blackbody radiation, the definition of the time interval was referred to the measurable temperature of a blackbody [22], considering that $h \nu \approx 2.82 k_B T$:

$$\tau = \frac{1}{\nu} = \frac{h}{2.82 k_B} \frac{1}{T} \approx \frac{1.70 \times 10^{-11}[K \text{ s}]}{T},$$

which highlights the relation between a clock and the temperature. Therefore, the relevant expression for time may be written as [22]:

$$t = n \tau = n \frac{1.70 \times 10^{-11}[K \text{ s}]}{T} \approx n \frac{1.70 \times 10^{-11}[K \text{ s}]}{T},$$

where $n \in \mathbb{N}$. We wish to highlight that the relation on the blackbody temperature is related to the peak of the spectrum. Of course, any other reference frequency of the spectrum could be used, but here, we are introducing a clock, a way to measure the time interval (2). With this aim, we chose the peak of the spectrum as the reference for this measurement, because, for this reference, the relation between the temperature and wavelength of the electromagnetic radiation is well known (Wien law).

Consequently, some considerations may be conjectured:

- Time may be considered as a discrete quantity, as pointed out also by Riek [69];
- Time is in a way the result of the irreversibility in the Universe; thus, reversible clocks cannot be realised;
- Locally, entropy can decrease, but entropy generation (due to irreversibility) must always increase, with the consequence that time can only increase, as suggested by the arrow of time;
- Our results are in complete accordance with the ones of Briggs; indeed, only macroscopic classic clocks can be obtained [70].

Now, we wish to link these last results with the ones previously introduced [3]. Indeed, we can point out that:
• Time may be thought of as a manifestation of cyclic processes with \( \nu \) frequency of the electromagnetic radiation from a blackbody or, in an equivalent way, of the interaction of the electromagnetic wave and the matter;

• The Second Law of Thermodynamics cannot be fully considered only from a mechanical point of view, because there may exist some irreversible phenomena, which may influence or manifest in interaction processes.

Lastly, for the relation between time and action, we need to develop some considerations. Let us consider phase space [71] for the open system, i.e., the set \( \Omega = \{ (x_i, p_i), I \in [1, N] \} \), together with a set \( \Pi \) whose elements \( \pi \) are called process generators. The pair \( \Omega_{PA} = (\Omega, \Pi) \) is named a system with perfect accessibility. A process in \( \Omega_{PA} \) is a pair \( (\pi, \{(p, x)\}) \). A thermodynamic system is a system with perfect accessibility with two actions, the work \( W \) and the heat \( Q \), exchanged by the system during any process. The set of all these stationary states of a system \( \Omega_{PA} \) is called a non-equilibrium ensemble.

In this phase space, the entropy density rate \( \rho_S \) can be introduced together with the Lagrangian density per unit time and temperature \( \rho_L \), the power density per unit temperature \( \rho_\pi \) and the dissipation function \( \phi \). Therefore, considering that [72]:

\[
\rho_L = \rho_S - \rho_\pi - \phi \tag{9}
\]

with \( \rho_S - \rho_\pi = 2\phi \) [72], it was proven that [73]:

\[
\rho_L = \phi \tag{10}
\]

Consequently, the thermodynamic Lagrangian results [45,73],

\[
\mathcal{L} = \int_t^T dt \int_V \rho_L dV = \int_t^T dt \int_T dT \int_V \phi dV = W_\lambda \tag{11}
\]

Following Gouy and Stodola [74–78], the work lost due to irreversibility can be written as a function of the entropy generation as \( W_\lambda = -T_0 S_g \). Consequently, the Lagrangian results [45,73]:

\[
\mathcal{L} = -T_0 S_g \tag{12}
\]

An analytical thermodynamic approach to this subject allowed us to obtain the mathematical consequences on the behaviour of the entropy generation [45], which seems to maybe have a purely mechanical interpretation in the phase space. Now, introducing the definition of action [45,73,79]:

\[
\mathcal{A} = \int_0^T t \mathcal{L} dt = -T_0 \int_0^T S_g dt \tag{13}
\]

it is possible to highlight the simple workable relation between the action and the entropy generation. It is clear that the entropy generation of the Gouy–Stodola theorem is no more than the entropy production, because they are the entropy variation related to irreversibility [45,72,73].

4. Results and Conclusions

We may summarize the intentions and results of the present study in the following words. A recent thorough and detailed analysis of time [2,3] pointed out that there are fundamental open questions related to the nature of time and its relation to irreversibility. In particular, the following has been highlighted:

• The dimensional analysis, as also developed by Maupertuis in Analytical Mechanics [80–82], yields the relation:

\[
[\tau] = \frac{[A_0]}{[E]} \tag{14}
\]
where $\tau$ is the time interval, $A_0$ is the action, $E$ is the energy and $[\ast]$ means the dimension of the quantity $"\ast"$; so, the relation (14) manifests that there is an inherent connection between time and action, as has recently been underlined [83]; indeed, a classical physical system can be described by a set of canonical coordinates $(p, q)$, where $q$ denotes the position and $p$ denotes the momentum of a particle in the phase space, while $\dot{q} = p/m$. The Hamiltonian $H(p, q) = p^2/2m + V(q)$ of such a system corresponds to its total energy, where $V(q)$ is the potential. The Lagrangian of such a system results $L(p, q) = p^2/2m - V(q)$. Maupertuis introduced the following definition of action [82]

$$A = \int p dq = \int (L + H) dt$$  \hspace{1cm} (15)

Now, we follow the approach developed by Landau on the theory of Maupertuis [82]. Therefore, we consider the variation of $A$ [82,84,85]:

$$\delta A = \delta \int_{t_1}^{t_2} dt L + H \delta \tau + \tau \delta H$$  \hspace{1cm} (16)

where $\tau = t_2 - t_1$ is the time, constant, spent by the system along a reversible path connecting two equilibrium states [82]. For a conservative system, the Hamiltonian $H(p, q)$ is conserved in time, so $H \delta \tau + \tau \delta H = 0$, obtaining [82]:

$$\delta A = \delta \int_{t_1}^{t_2} dt L = \delta A_0$$  \hspace{1cm} (17)

Considering the Hamilton–Jacobi equation in the approach of Maupertuis [82]:

$$\frac{\partial A_0}{\partial t} + H = 0$$  \hspace{1cm} (18)

Landau proved [82]:

$$\frac{\partial A_0}{\partial H} = \tau$$  \hspace{1cm} (19)

which is just the relation (14). In this context, some research works have been developed. In particular, to improve the study of space-time, a fundamental and general relation between the entropy variation and the action has been pointed out [58]. Moreover, recently, the link between the principle of least-action, in its original dissipative form, and the arrow of time and the path-dependence, characteristics of the universal evolution, has been pointed out [86–88]. All these conclusions confirm our conjectures;

- Time in a way is a manifestation of a cyclic process [3]

$$t = \frac{1}{\nu}$$  \hspace{1cm} (20)

where $\nu$ is a frequency;

- The Second Law of Thermodynamics cannot be considered in full measure from a mechanical point of view only [2,3], so one may suppose that there exists a specific link between irreversible processes and time.

However, these statements are in part conjectures that require a more detailed and thorough study. Nevertheless, we believe that the theses formulated above will be of use and will serve as a stimulus for further research in this direction.

Last, in this review, we also introduced a more realistic numerical evaluation of the time interval in the relation (5), improving our previous results [22].
Author Contributions: U.L. developed the thermodynamic model; U.L. and G.G. developed the thermodynamic considerations; G.G. developed the summary of the fundamental theories; A.L.K. developed the considerations of time in relation to the foundations of physics and formulated the interconnection of the action/energy fraction and $\omega^{-1}$, where $\omega$ is a cyclic frequency; conceptualization, U.L., G.G. and A.L.K.; methodology, U.L., G.G. and A.L.K.; software, G.G.; validation, G.G. and U.L.; formal analysis, U.L. and A.L.K.; investigation, G.G.; resources, U.L. and G.G.; data curation, G.G.; writing, original draft preparation, U.L., G.G. and A.L.K.; writing, review and editing, U.L., G.G. and A.L.K.; visualization, U.L., G.G. and A.L.K.; supervision, A.L.K.; project administration, U.L.; funding acquisition, U.L. and G.G. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The authors are grateful to the eminent anonymous reviewer whose constructive critiques and deep comments stimulated us to sharpen our arguments and led to the substantial improvement of our work.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kuzemsky, A.L. Statistical Mechanics and the Physics of Many-Particle Model Systems; World Scientific: Singapore, 2017.
2. Kuzemsky, A.L. Temporal evolution, directionality of time and irreversibility. Riv. Del Nuovo Cimento 2018, 41, 513–574.
3. Kuzemsky, A.L. In search of time lost: Asymmetry of time and irreversibility in natural processes. Found. Sci. 2020, 25. [CrossRef]
4. Lin, S.K. Diversity and entropy. Entropy 1999, 1, 1–3. [CrossRef]
5. Beattie, J.A.; Oppenheim, I. Principles of Thermodynamics; Elsevier: Amsterdam, The Netherlands, 1979.
6. Guggenheim, E.A. Thermodynamics. An Advanced Treatment for Chemists and Physicists; Elsevier: Amsterdam, The Netherlands, 1985.
7. Landsberg, P.T. Thermodynamics and Statistical Mechanics; Dover Publications: New York, NY, USA, 1990.
8. Pauli, W. Statistical Mechanics; MIT Press: Cambridge, MA, USA, 1973.
9. Pauli, W. Thermodynamics and Kinetic Theory of Gases; MIT Press: Cambridge, MA, USA, 1973.
10. Schrödinger, E. Statistical Thermodynamics; Cambridge University Press: Cambridge, MA, USA, 1952.
11. Fermi, E. Thermodynamics; Dover Publications: Mineola, NY, USA, 2012.
12. Muschik, W. Formulation of the second law—Recent developments. J. Phys. Chem. Solids 1988, 49, 709–720. [CrossRef]
13. Velasco, R.M.; García-Colín, L.S.; Uribe, F.J. Entropy production: Its role in non-equilibrium thermodynamics. Entropy 2011, 13, 82–116. [CrossRef]
14. Casas, G.A.; Nobre, F.D.; Curado, E.M.F. Generalized entropy production phenomena: A master-equation approach. Phys. Rev. E 2014, 89, 012114. [CrossRef] [PubMed]
15. Zubarev, D.N. Nonequilibrium Statistical Thermodynamics; Consultant Bureau: New York, NY, USA, 1974.
16. Kuzemsky, A.L. Theory of transport processes and the method of the nonequilibrium statistical operator. Int. J. Mod. Phys. 2007, 21, 2821–2949. [CrossRef]
17. Mackey, M.C. The dynamic origin of increasing entropy. Rev. Mod. Phys. 1989, 61, 981–1015. [CrossRef]
18. Mackey, M.C. Time’s Arrow: The Origin of Thermodynamic Behavior; Springer: Berlin/Heidelberg, Germany, 1992.
19. Hoover, W.G.; Hoover, C.G. Time-irreversibility is hidden within Newtonian mechanics. Mol. Phys. 2018, 116, 3085–3096. [CrossRef]
20. Lighthill, J. The recently recognized failure of predictability in Newtonian dynamics. Proc. R. Soc. 1986, 407, 35–50.
21. Lucia, U.; Açikkalp, E. Irreversible thermodynamic analysis and application for molecular heat engines. Chem. Phys. 2017, 494, 47–55. [CrossRef]
22. Lucia, U.; Grisolia, G. Time & clocks: A thermodynamic approach. Results Phys. 2020, 16, 102977.
23. Lucia, U.; Grisolia, G. Time: A footprint of irreversibility. Atti Dell’Accademia Peloritana Dei Pericolanti 2019, 97, SC1–SC4.
24. Lucia, U. Macroscopic irreversibility and microscopic paradox: A Constructal law analysis of atoms as open systems. Sci. Rep. 2016, 6, 35792. [CrossRef] [PubMed]
25. Lucia, U. Unreal perpetual motion machine, Rydberg constant and Carnot non-unitary efficiency as a consequence of the atomic irreversibility. *Phys. Stat. Mech. Appl.* 2018, 492, 962–968. [CrossRef]
26. Lucia, U. Considerations on non equilibrium thermodynamics of interactions. *Phys. Stat. Mech. Appl.* 2016, 447, 314–319. [CrossRef]
27. Franklin, W.S. On entropy. *Phys. Rev.* 1910, 30, 766–775. [CrossRef]
28. Lucia, U. Stationary open systems: A brief review on contemporary theories on irreversibility. *Physica A* 2013, 392, 1051–1062. [CrossRef]
29. Lucia, U. Carnot efficiency: Why? *Physica A* 2013, 392, 3513–3517. [CrossRef]
30. Andresen, B.; Berry, R.S.; Ondrechen, M.J.; Salamon, P. Thermodynamics for processes in finite time. *Acc. Chem. Res.* 1984, 17, 266–271. [CrossRef]
31. Kuzemsky, A.L. Time Evolution of Open Nonequilibrium Systems and Irreversibility. *Phys. Part. Nucl.* 2020, 51, 766–771.
32. Honig, J. On the entropy of a class of irreversible processes. *Entropy* 2013, 15, 2975–2988. [CrossRef]
33. Bejan, A.; Lorente, S. The constructal law and the evolution of design in nature. *Phys. Life Rev.* 2011, 8, 209–240. [CrossRef] [PubMed]
34. Planck, M. *The Theory of Heat Radiation*; Dover Publications: New York, NY, USA, 1959.
35. Heitler, W. *The Quantum Theory of Radiation*; Dover Publications: New York, NY, USA, 2010.
36. Jammer, M. *The Conceptual Development of Quantum Mechanics*; McGraw Hill: New York, NY, USA, 1966.
37. Surdin, M.; Braffort, P.; Taroni, F. Black-body Radiation Law deduced from Stochastic Electrodynamics. *Nature* 1966, 210, 405–406. [CrossRef]
38. Rueda, A. On the irreversible thermophysics of radiative processes. *Found. Phys.* 1974, 4, 215–226. [CrossRef]
39. Fonseca, J.M.; Gomes, A.H.; Moura-Melo, W.A. Emission and absorption of photons and the black-body spectrum in Lorentz-odd electrodynamics. *Phys. Lett.* 2009, 671, 280–283. [CrossRef]
40. Boyer, T.H. Blackbody radiation in classical physics: A historical perspective. *Am. J. Phys.* 2018, 86, 495–509. [CrossRef]
41. Reis, A.H. Use and validity of principles of extremum of entropy production in the study of complex systems. *Ann. Phys.* 2014, 346, 22–27. [CrossRef]
42. Lucia, U.; Grisolia, G. Time: A Constructal viewpoint & its consequences. *Sci. Rep.* 2019, 9, 10454.
43. Callen, H.B. *Thermodynamics and an Introduction to Thermostatistics*, 2nd ed.; John Wiley and Sons: New York, NY, USA, 1985.
44. Jaynes, E.T. The Minimum Entropy Production Principle. *Ann. Rev. Phys. Chem.* 1980, 31, 579. [CrossRef]
45. Lucia, U. Probability, ergodicity, irreversibility and dynamical systems. *Proc. R. Soc. A* 2008, 464, 1089–1104. [CrossRef]
46. Landau, L.D.; Lifshitz, E.M. *Relativistic Quantum Theory*; Pergamon Press: Oxford, UK, 1971.
47. Feynman, R.; Leighton, R.B.; Sands, M. *The Feynman Lectures on Physics. Vol. III*; Addison Wesley: Boston, MA, USA, 1964.
48. Alonso, M.; Finn, E.J. *Fundamental University Physics. Vol. III. Quantum and Statistical Physics*; Addison Wesley: Boston, MA, USA, 1968.
49. Lucia, U. Thermodynamic paths and stochastic order in open systems. *Phys. A* 2013, 392, 3912–3919. [CrossRef]
50. Lobo, F.; Crawford, P. Time, closed timelike curves and causality. *NATO Sci. Ser.* 2003, II 95, 289.
51. Bejan, A. *Shape and Structure, from Engineering to Nature*; Cambridge University Press: Cambridge, UK, 2000.
52. Bejan, A.; Lorente, S. *Design with Constructal Theory*; John Wiley & Sons: Hoboken, NJ, USA, 2008.
53. Lucia, U. A link between nano- and classical thermodynamics: Dissipation analysis (The entropy generation approach in nano-thermodynamics). *Entropy* 2015, 17, 1309–1328. [CrossRef]
54. Reis, A.H. Constructal theory: From engineering to physics, and how flow systems develop shape and structure. *Appl. Mech. Rev.* 2006, 59, 262–282. [CrossRef] [PubMed]
55. Miguel, A.F. The physics principle of the generation of flow configuration. *Phys. Life Rev.* 2011, 8, 243–244. [CrossRef] [PubMed]
56. Miguel, A.F.; Bejan, A. The principle that generates dissimilar patterns inside aggregates of organisms. *Phys. Stat. Mech. Appl.* 2009, 388, 727–731. [CrossRef]
57. Bejan, A. *Advanced Engineering Thermodynamics*; John Wiley: New York, NY, USA, 2006.
58. Badiali, J.P. The concept of entropy. Relation between action and entropy. *Condens. Matter Phys.* 2005, 8, 655–664. [CrossRef]

59. Einstein, A. *Autobiographical Notes*; Schilpp, P.A., Translator; Open Court Publishing Company: Chicago, IL, USA, 1982.

60. Berry, R.S.; Smirnov, B.M. Clusters as tools to link macro and micro approaches. *Comput. Theor. Chem.* 2013, 1021, 2–6. [CrossRef]

61. Beretta, G.P.; Gyftopoulos, E.P. Electromagnetic Radiation: A Carrier of Energy and Entropy. *J. Energy Resour. Technol.* 2015, 137, 021005. [CrossRef]

62. Doyle, R.O. *Great Problems in Philosophy & Physics—Solved?* Information Philosopher: Cambridge, MA, USA, 2016.

63. Doyle, R.O. The Origin of Irreversibility; Information Philosopher. (Last Access). Available online: https://www.informationphilosopher.com/ (accessed on 12 August 2020).

64. Doyle, R.O. The continuous spectrum of the hydrogen quasi-molecule. *J. Quant. Spectrosc. Radiat. Transfer.* 1968, 492, 1555–1569. [CrossRef]

65. Landau, L.D.; Lifshitz, E.M. *Quantum Mechanics*; Pergamon Press: Oxford, UK, 1965.

66. Einstein, A. *Relativity: The Special and General Theory*; Routledge Classics: London, UK, 1920.

67. Planck, M. Über irreversible Strahlungsvorgänge. *Ann. Der Phys.* 1900, 306, 69–122. [CrossRef]

68. Einstein, A. Zur Quantentheorie der Strahlung (On the Quantum Theory of Radiation). *Phys. Z.* 1917, 18, 121–128.

69. Riek, R. On the Einstein-Podolsky-Rosen paradox using discrete time physics. *J. Phys. Conf. Ser.* 2017, 880, 012029. [CrossRef]

70. Briggs, J.S. Equivalent emergence of time dependence in classical and quantum mechanics. *Phys. Rev. A* 2015, 91, 052119. [CrossRef]

71. Truesdell, C. *Rational Thermodynamics*; Springer: Berlin/Heidelberg, Germany, 1984.

72. Lavenda, B.H. *Thermodynamics of Irreversible Processes*; Macmillan Press: London, UK, 1978.

73. Lucia, U. Mathematical consequences of Gyarmati’s principle in rational thermodynamics. *Il Nuovo Cimento B* 1995, 110, 1227–1235. [CrossRef]

74. Gouy, G. Sur les transformation et l’équilibre in Thermodynamique. *C. R. De L’Acadèmie Des Sci. Paris* 1889, 108, 507–509.

75. Gouy, G. Sur l’énergie utilisable. *J. De Phys.* 1889, 8, 501–518. [CrossRef]

76. Gouy, G. Sur les transformations et l’équilibre en Thermodynamique. Note de M.P. Duhem. *C. R. De L’Academie Des Sci. Paris* 1889, 108, 666–667.

77. Gouy, G. Sur l’énergie utilisable et le potentiel thermodynamique. Note de M. Gouy. *C. R. De L’Academie Des Sci. Paris* 1889, 108, 794.

78. Stodola, A. *Steam turbine*; Loewenstein, L.C., Translator; Van Nostrand: New York, NY, USA, 1905.

79. Arnold, V.I. *Mathematical Methods of Classical Mechanics*; Springer: Berlin/Heidelberg, Germany, 1989.

80. Bridgman, P.W. *Dimensional Analysis*; Yale University Press: New Haven, CT, USA, 1963.

81. Gibbings, J.C. *Dimensional Analysis*; Springer: Berlin/Heidelberg, Germany, 2011.

82. Landau, L.D.; Lifshitz, E.M. *Mechanics*; Butterworth-Heinemann: Oxford, UK, 1976.

83. Chatterjee, A.; Iannacchione, G. Time and thermodynamics extended discussion on “Time & clocks: A thermodynamic approach”. *Results Phys.* 2020, 17, 103165.

84. Goldstein, H. *Classical Mechanics*; Pearson: London, UK, 2013.

85. Lanczos, C. *The Variational Principles of Mechanics*; Dover: Mineola, NY, USA, 1986.

86. Tuisku, P.; Pernu, T.K.; Annila, A. In the light of time. *Proc. R. Soc. A* 2009, 465, 1173–1198. [CrossRef]

87. Mäkelä, T.; Annila, A. Natural patterns of energy dispersal. *Phys. Life Rev.* 2010, 7, 477–498. [CrossRef] [PubMed]

88. Annila, A. Evolution of the universe by the principle of least action. *Phys. Essays* 2017, 310, 248–254. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).