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ABSTRACT

This paper studies the problem of optimal cache placement to maximize the offloading probability in a device-to-device (D2D) enabled cellular network with small base stations (SBSs). Different from most existing works, we consider unequal users’ equipment (UE) cache memory sizes and all wireless links are modeled as Nakagami-m fading. User preference for each UE and global popularity for SBS, as well as the higher priority of content request from neighboring UEs vs. SBS, are the main factors that make the problem formulation of our work different from that of existing works. It is assumed that each UE caches its desired content with the order of searching its cache, neighboring UEs’ cache via D2D communications, and its serving SBS’ cache. A close to optimal low complexity heuristic cache placement policy is proposed and it is shown that its performance reaches the optimal caching strategy.
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I. INTRODUCTION

Since most mobile data is frequently requested and can be cached, a promising solution to reduce backhaul traffic is to cache popular content on the edge of the wireless network. Caching at the cellular edge, e.g., the base station (BS) or user equipment (UE), reduces backhaul network traffic load, user service latency, and backup network cost, while improving network power, energy efficiency, and user experience [1].

Besides caching, proximity-based device-to-device (D2D) communications have emerged as a promising solution for current and future cellular networks that reduce congestion in the core network, lower energy consumption, and maximizes spectrum utilization. One of the main challenges of D2D communications are interference reduction and management among devices due to their proximity [2].

While edge caching is considered to be a promising solution to enhance offloading, caching is still surrounded by challenges, i.e., cache placement and content delivery strategy [1], [3], where and which content should be cached due to limited cache size of UEs and SBSs, and how to reliably deliver cached content from its stored location to a requesting UE.

Heterogeneous user activity level, different content request of users for the same content and unequal user cache size make the aforementioned challenges even more complicated. Most of the existing works, assume the cache size of devices to be equal, while according to the device model and other factors, this is an unrealistic assumption for real-world cellular networks [4].

Recently, extensive research has been conducted to address the aforementioned challenges. To optimize caching policy and increase the likelihood of offloading, a prior knowledge-based learning algorithm has been proposed to obtain user preference in [5]. In that work, caching at the edge of the wireless network, D2D communications, equal user cache size, and Rayleigh fading have been assumed. In [6], [7], and [8] the authors have maximized cache hit rate and throughput by optimizing cache policy at the edge of the wireless network. Furthermore, the aforementioned works ignored the user’s preference and the cache size difference, while the telecommunication channel has been assumed to be Rayleigh fading.

In the literature, there has been work on caching that has assumed different cache sizes at either SBSs or UEs,
nevertheless, to the best of the author’s knowledge no prior work has considered the problem of cache placement in a cellular network with different UE and SBS cache sizes. In [9], the cache hit maximization problem in a heterogeneous wireless network has been investigated where users don’t cache data and no D2D communication is available. The authors in [4], [5], [6], [7], [8], [9], and [10] have considered a server connected to several users that have different cache sizes. The links between the server and each user and the links between devices have been assumed “error-free”, coded caching is assumed, and their cost function is not a cache hit probability.

In this paper, we consider a cache-enabled small cell network with D2D communications. Assuming mmWave-band frequencies [8], [12], we consider Nakagami-\(m\) fading channel model, which is more suitable to model mm-wave frequencies that are expected to be used in 5G and beyond cellular networks, especially since we are assuming a small cell network. In terms of performance analysis, incorporating Nakagami-\(m\) fading requires a different approach to evaluate link connection success probability, i.e., the commonly used method of Laplace transform for Rayleigh fading is not applicable. Different from previous works, we consider individual user preference instead of content popularity and different user cache sizes in solving the offloading probability maximization. Furthermore, we propose a low complexity heuristic caching strategy that offers performance close to the optimal case.

The rest of the paper is organized as follows. Section II describes the system model. In Section III, the caching problem is formulated and the optimum caching strategy is presented. In Section IV numerical and simulation results are presented, while Section V concludes the paper.

II. SYSTEM MODEL

We consider a single cell of a cache-enabled small cell network, where each UE and SBS are equipped with cache memory. There are \(N_u\) users, each operating in either D2D or cellular mode. Furthermore, we assume that in the D2D communication mode, UEs communicate at different frequencies than in the cellular mode. Hence, no cross-tier interference. However, in D2D communication, we assume that all user pairs communicate with each other at the same frequency band, resulting in inter-user interference. In the sample scenario depicted in Fig.1, the first nearest UE to UE1 is UE2 which has UE1’s requested file in its cache, and UE1 receives its requested file from UE2 in D2D mode. UE3 has its requested file cached in its device, while UE4’s requested file is not cached in its own cache or its neighboring devices. Hence, it has to request the file in cellular mode from the SBS.

We consider a general probabilistic caching policy in the downlink network to accommodate heterogeneous user preferences and spatial locality by allowing each UE and SBS to cache files with a different probability distribution. Location of UEs and SBSs are modeled by two independent homogeneous Poisson Point Processes (PPP) \(\Phi_u\) and \(\Phi_b\) with intensities \(\lambda_u\) and \(\lambda_b\), respectively. Three pre-defined cache hit scenarios are:

1) Self request: occurs when the requested file is cached in its device.
2) D2D cache hit: when the requested file is not cached in a device but exists in nearby devices.
3) SBS cache hit: when the requested file is not cached in a device and its nearby devices, the file is fetched from devices associated with the SBS cache.

The table below presents variable notations used throughout the paper.

| Variable | Notation |
|----------|----------|
| \(N_u\)  | Number of users |
| \(\lambda_u\) | User density |
| \(\lambda_b\) | SBS density |
| \(N\) | Number of neighboring users UE can associate with |
| \(m\) | Fading parameter |
| \(\Omega\) | Average power |
| \(\lambda = \frac{m}{\Omega}\) | Nakagami parameter |
| \(N_u^i\) | Cache size of the \(i\)th user |
| \(N_b^i\) | Cache size of the \(i\)th SBS |
| \(N_f\) | Number of files in content library |
| \(\epsilon_{fu}\) | UE caching policy |
| \(\epsilon_{fb}\) | SBS caching policy |
| \(q_u\) | User preference |
| \(p\) | Global content popularity |
| \(\nu\) | User activity level |
| \(\gamma\) | SNR |
| \(n_u(i)\) | Index of the \(i\)th nearest user to user \(u\) |
| \(P_t\) | UE transmit power |
| \(P_f\) | SBS transmit power |
| \(h\) | Channel gain |
| \(r\) | Distance |
| \(\alpha\) | Pathloss component |
| \(\sigma^2\) | Noise variance |
| \(S(\gamma_0)\) | Content downloading success probability |
| \(\delta\) | Zipf parameter |
| \(P_{self}\) | UE self-request cache hit probability |
| \(p_{D2D}\) | D2D cache hit probability |
| \(p_{SBS}\) | SBS cache hit probability |
| \(V\) | Particle velocity |
| \(pos\) | Particle position |

In D2D communications, to increase the cache-hit probability, each user is allowed to associate with one of the \(N\)-nearest UEs to download the requested file. For the sake of lower latency and required transmission power, the nearest user that has the requested file is selected. For a given user, if the requested file is not found in any of its \(N\)th nearest users, that user requests its desired file from SBS in cellular mode.

We consider Nakagami-\(m\) fading channel model for D2D and cellular connections. The Nakagami-\(m\) probability density function (PDF) is given by

\[
\rho(x) = \frac{2m^m}{\Omega^m} x^{2m-1} \exp\left(-\frac{mx^2}{\Omega}\right), \quad m \geq \frac{1}{2},
\]

where \(m\) is the fading parameter, \(x\) is the random variable, \(\Omega\) is the average power, \(\Gamma(\cdot)\) is the Gamma function, and \(\lambda = \frac{m}{\Omega}\) is the Nakagami parameter.

TABLE 1. Variable notations.
The $u$th user can cache at most $N_c^u$ files and the SBS can cache at most $N_c^b$ files from a content library consisting of $N_f$ equal-sized files that all users in this cell can request. Denote $c_{f,u}$ as the probability that the $u$th user caches the $f$th file and $\hat{c}_f$ as the probability that the SBS caches the $f$th file. We assume $\sum_{f=1}^{N_f} c_{f,u} \leq N_c^u$ for $u = 1, \ldots, N_u$ and $\sum_{f=1}^{N_f} \hat{c}_f \leq N_c^b$ due to the cache storage limit. The caching policy can be optimized and updated at off-peak times due to the fact that the user preference changes much slower than the traffic load.

Let $q_u = [q_{1,u}, \ldots, q_{N_f,u}]$ denote the user preference of the $u$th user, where $q_{f,u} \in [0, 1]$ is the probability that the $f$th file is requested by the $u$th user. Also, let $p = \{p_1, \ldots, p_{N_f}\}$ denote global content popularity, which is the probability of the file requests in the considered cell, where $p_f$ is the average probability that the $f$th file is requested by the users in that cell. Furthermore, let the user activity level be $v = [v_1, \ldots, v_{N_u}]$, where $v_u$ is the probability that the $u$th user sends a file request in the cell. Given that the global content popularity is the average of user preferences in a region, hence it is given by

$$p_f = \frac{1}{N_u} \sum_{u=1}^{N_u} v_u q_{f,u};$$

In practice, user preference $q_u$ and activity level $v$ can be learned through machine learning techniques [5].

### III. CACHING POLICY OPTIMIZATION

In this section, we evaluate the offloading probability or equivalently cache hit probability, which is the probability that a user finds its requested file in the local cache. A user chooses the first nearest user that has the requested file (due to lower latency and required transmission power); it searches up to the $i$th nearest user in priority of lower distance to itself. If the requested file is not found in any of the $i$th nearest users, it requests its desired file mode from SBS in cellular.

#### A. CACHING POLICY

We consider self-request, D2D cache hit, and SBS cache hit cases for offloading.

1) Self request: In this case, $p_{self}$ is the average probability that a user finds its requested file in its cache, given by

$$p_{self} = \frac{1}{N_u} \sum_{u=1}^{N_u} \sum_{f=1}^{N_f} q_{f,u} c_{f,u}.$$  

2) D2D cache hit: In this case, the probability of success is defined as the probability that a user retrieves the requested file from the cache of a neighboring device. This is possible when the received signal-to-interference-plus-noise ratio (SINR) at the user that acquires the requested file, $\gamma$, is greater than a threshold denoted by $\gamma_0$. The $u$th user’s received SINR downloading from the $n_u(i)$th user is
given by

$$\gamma_{n(i)} = \frac{P_{n(i)} h_{n(i)} r_{n(i)}^{-\alpha}}{\sum_{\hat{u} \in \Phi_n, \hat{u} \neq n(i)} P_{\hat{u}} h_{\hat{u}} r_{\hat{u}}^{-\alpha} + \sigma^2},$$

(4)

where $n(i)$ denotes the index of the $i$th nearest user to the $u$th user. $P_{n(i)}$ is the transmit power of the $n(i)$th user, $h_{n(i)}$ is the channel gain between $u$th user and $n(i)$th user, $r_{n(i)}$ is the distance between the two users, $\alpha$ is pathloss exponent, $\sigma^2$ is the noise variance, and $\Phi_n$ is the user set that shares the same frequency with the $u$th user. For evaluating the power of the interference term in our analysis, we have assumed that only the nearest user causes interference in D2D mode, which generates the strongest interference.

The D2D cache hit probability is given by (5), as shown at the bottom of the next page, where $c_f, n(i) \prod_{u=0}^{u=i} (1 - c_f, u)$ is the probability that the $i$th nearest user has the $f$th file in its cache, while all users from the first nearest to the $i - 1$th nearest (including the UE’s cache probability ($w = 0$)) do not have the content in their cache, and $P(\gamma_{n(i)} > \gamma_b) h_{n(i), \hat{u}}$ is the success probability when user $u$ downloads a file from user $n(i)$. $\mathbb{E}_{f, r, h}$ denotes the expectation over user request, distance, and channel fading, respectively.

**Lemma 1:** The success probability of the $u$th user downloading from the $n(i)$th user is given by

$$S_{n(i)}(\gamma_b) = \int_0^\infty \int_0^\infty P(\gamma_{n(i)} > \gamma_b) h_{n(i), \hat{u}} f(\gamma_{n(i)}) \, d\gamma_{n(i)} \, dh_{n(i)}$$

(5)

where $\gamma_{n(i)}(r_{n(i)}, \gamma_b)$ is given in (7), as shown at the bottom of the next page.

**Proof:** Let $F(\cdot)$ be CDF of the random variable $x$, and $\phi(\cdot)$ its corresponding characteristic function with real variable $t$, then [13],

$$F(x) = \frac{1}{2} - \frac{1}{\pi} \int_0^\infty \frac{\phi(t) e^{-itx}}{t} \, dt.$$  

(8)

Furthermore, let $\xi_0 = |h_{n(i)}|$, and $\xi = |h_{\hat{u}, \hat{u}}|$, respectively. For a real valued $\mu$, we have [13]: $Pr(\mu \xi - \xi_0 > 0) = 1 - F(0)$, then

$$Pr(r_{n(i)}^{-\alpha} \xi_0 - \mu \sum_{\hat{u}} r_{\hat{u}, \hat{u}}^{-\alpha} > \frac{\sigma^2}{P_{n(i)}}) = 1 - F\left(\frac{\sigma^2}{P_{n(i)}}\right).$$

(9)

For the case where $h_{n(i)}$ has Nakagami-$m$ distribution,

$$f(r_{\hat{u}, \hat{u}}) = \left(\frac{m \Omega}{\Gamma(m)}\right)^{m/2} \frac{r_{\hat{u}, \hat{u}}^{m-1} e^{-mr_{\hat{u}, \hat{u}}\Omega}}{\Gamma(m)} e^{-\frac{m \Omega}{\Gamma(m)}},$$

(10)

where $\lambda = \frac{r_{\hat{u}, \hat{u}}^m}{m \Omega}$. The characteristic function of $r_{\hat{u}, \hat{u}}^{-\alpha}$ is given by

$$\phi(t) = \left(1 + \left(\frac{t r_{\hat{u}, \hat{u}}^{-\alpha}}{\Gamma(m)}\right)^{\frac{1}{2}} \prod_{\hat{u}} \left(1 + \left(\frac{\mu t r_{\hat{u}, \hat{u}}^{-\alpha}}{\Gamma(m)}\right)^{\frac{1}{2}} \right)^{-\frac{k}{2}}$$

(11)

Then $Im(\phi(t)e^{-j\xi t})$ is given in (12), as shown at the bottom of the next page, and by substituting (12) and (8) in (9) we reach (13), as shown at the bottom of the next page.

To achieve the success probability in (6), the PDF of the distance of a UE from its $i$th nearest UE, $r_{n(i), \hat{u}}$, according to the PPP is given by [14]:

$$f(r_{n(i), \hat{u}}) = \frac{2\pi \lambda_x y^\gamma}{(i-1)! r_{n(i), \hat{u}}^{i-1} e^{-\pi \lambda_x r_{n(i), \hat{u}}^2}}.$$  

(14)

3) SBS cache hit: when a user’s requested file has not been cached in its cache or via D2D mode, then it can download from the SBS cache. The received SINR of the $u$th user downloading from the SBS is given by

$$\gamma_{u,b} = \frac{P_{b} h_{u,b} r_{u,b}^{-\alpha}}{\sum_{\hat{u} \in \Phi_b, \hat{u} \neq b} P_{b} h_{u,\hat{u}} r_{u,\hat{u}}^{-\alpha} + \sigma^2},$$

(15)

where $P_b$ is the transmit power of SBS, $h_{u,b}$ is the channel gain between the $u$th user and the SBS, $r_{u,b}$ is the distance between the $u$th user and the 5th SBS, and $\Phi_b$ is the SBS set that shares the same frequency with $b$th SBS. The SBS cache hit probability is then given by

$$P_{hit,b} = \frac{1}{N_b} \sum_{u=1}^{N_b} v_u \sum_{f=1}^{N_f} \left[ \prod_{u=0}^{u=f} (1 - c_f, u) \right] \times S_{u,b}(\gamma_b).$$

(16)

Similar to Lemma 1, it can be shown that the success probability when the $u$th user downloads from the SBS is given by

$$S_{u,b}(\gamma_b) = \int_0^\infty \int_0^\infty P(\gamma_{u,b} > \gamma_b) h_{u,b} f(\gamma_{u,b}) \, d\gamma_{u,b} \, dh_{u,b}$$

(17)

where $G_{u,b}(r_{u,b}, \gamma_b)$ is given in (18), as shown at the bottom of the next page. Also, $f_{r_{u,b}, \gamma_b}$ in (17) is calculated similar to (14).

For the general case of $N$ (assuming the requested file is stored in the $i$th nearest user), (6) and (17) are difficult to solve. Furthermore, for the analysis to be tractable we have assumed that only the nearest user (strongest interferer) causes interference in D2D mode. Therefore, we have closed form expressions for the case of $N = 1, m = 2, \alpha = 2$, and $K = 2$, where $S_{n(i)}$ is given in (19), as shown at the bottom of the next page. The expression for $S_{u,b}(\gamma_b)$ is similar to (19) and it can be obtained by replacing $\lambda_u$ and $P_u$ with $\lambda_b$ and $P_b$, respectively.

Finally, the total cache hit probability is given by

$$P_{hit} = P_{self} + P_{D2D} + P_{SBS}$$

$$= \frac{1}{N_u} \sum_{u=1}^{N_u} q_{u,c} c_{f,u} + \frac{1}{N_u} \sum_{u=1}^{N_u} \sum_{f=1}^{N_f} q_{f,u}.$$
\[ \begin{align*}
\times \sum_{i=1}^{N_f} [c_f, n_{a(i)}] \prod_{w=1}^{n_{a(i)}-1} (1 - c_f, w)] S_{a(i)}(\gamma_0) \\
+ \frac{1}{N_u} \sum_{u=1}^{N_u} v_u \sum_{f=1}^{N_f} \frac{p_f[c_f] \prod_{w=1}^{N} (1 - c_f, w)] \times S_{u,b}(\gamma_0).}
\end{align*} \]

(20)

**B. CACHE HIT OPTIMIZATION**

Based on (20), the optimization problem is formulated as $P_1$:

\[
\begin{align*}
\text{max} \quad & p_{self} + p_{DD}^{DDD} + p_{SBS}^{SBS} \quad \text{(21a)} \\
\text{s.t.} \quad & C1 : 0 \leq c_f, u \leq 1, \quad f = 1, \ldots, N_f, \quad u = 1, \ldots, N_u \quad \text{(21b)} \\
& C2 : \sum_{f=1}^{N_f} c_f, u \leq N_{u}, \quad c_f \geq 0 \quad \text{(21c)} \\
& C3 : \sum_{f=1}^{N_f} \hat{c}_f \leq N_{f}^{c}. \quad \text{(21d)}
\end{align*}
\]

In problem $P1$, constraints C2 and C3 ensure that the cache content of each user device and SBS do not exceed their cache size. Note that (21) is a multivariate polynomial in terms of $c_f, u$ and $\hat{c}_s$, and the determinant of its Hessian matrix is found to be infinite. Therefore, it is a non-convex optimization problem and we suggest to solve it using meta-heuristic methods. Accordingly, its numerical solution using particle swarm optimization (PSO) algorithm with adjustable search steps [15] is considered. In this algorithm, an initial velocity is assigned to each particle. These particles move in the problem space, and the results are calculated based on a predefined competency function, after each movement. As the algorithm progresses, these new locations determine the direction of congestion according to,

\[
V(t + 1) = V(t) + c_1 \times \text{rand}(t) \times (p_{best}(t) - pos(t)) + c_2 \times \text{rand}(t) \times (g_{best}(t) - pos(t)) \quad \text{(22)}
\]

\[
pos(t + 1) = pos(t) + V(t + 1) \quad \text{(23)}
\]

In (22) and (23), the best position the particle has ever achieved, also called the best particle nostalgia or its best solo experience, is denoted by $p_{best}$. Another parameter used by

\[
p_{DD}^{DDD} = \mathbb{E}_{f,r,h} \left[ \sum_{i=1}^{N} [c_f, n_{a(i)}] \prod_{w=0}^{i-1} (1 - c_f, w)] \times \mathbb{P}(\gamma_{n_{a(i)}} > \gamma_0 | r_{n_{a(i)}}, h_{n_{a(i)}}) \right] \]

\[
= \frac{1}{N_u} \sum_{u=1}^{N_u} v_u \sum_{f=1}^{N_f} \sum_{i=1}^{N} [c_f, n_{a(i)}] \prod_{w=0}^{i-1} (1 - c_f, w)] S_{a(i)}(\gamma_0). \quad \text{(5)}
\]

\[
G_{n_{a}(i)}(r_{n_{a}(i)}, \gamma_0) = \frac{1}{2} + \frac{1}{\pi} \int_{0}^{\infty} \frac{\sin[m \tan^{-1}(\frac{r_{n_{a}(i)}}{\sigma^2})] - t \frac{q^2}{\pi^2} - \sum_{k=1}^{K} \frac{2 \tan^{-1}(\frac{\mu_{k}}{m \sigma^2})}{1 + \left(\frac{\mu_{k}}{m \sigma^2}\right)^2}}{t \left[1 + \left(\frac{r_{n_{a}(i)}}{\sigma^2}\right)^2 \right]^2 \cdot \prod_{k=1}^{K} \frac{1}{1 + \left(\frac{\mu_{k}}{m \sigma^2}\right)^2}} dt \quad \text{(7)}
\]

\[
\text{Im}\{\phi(t)e^{-j\lambda}\} = \frac{\sin[m \tan^{-1}(\frac{r_{n_{a}(i)}}{\sigma^2})] - t \frac{q^2}{\pi^2} - \sum_{k=1}^{K} \frac{2 \tan^{-1}(\frac{\mu_{k}}{m \sigma^2})}{1 + \left(\frac{\mu_{k}}{m \sigma^2}\right)^2}}{1 + \left(\frac{r_{n_{a}(i)}}{\sigma^2}\right)^2 \cdot \prod_{k=1}^{K} \frac{1}{1 + \left(\frac{\mu_{k}}{m \sigma^2}\right)^2}} \quad \text{(12)}
\]

\[
Pr(r_{n_{a}(i)} \hat{\xi} - \mu \sum_{i=1}^{K} r_{u,\hat{a}} \xi > \frac{\sigma^2}{\bar{D}}) = \frac{1}{2} + \frac{1}{\pi} \int_{0}^{\infty} \frac{\sin[m \tan^{-1}(\frac{r_{n_{a}(i)}}{\sigma^2})] - t \frac{q^2}{\pi^2} - \sum_{k=1}^{K} \frac{2 \tan^{-1}(\frac{\mu_{k}}{m \sigma^2})}{1 + \left(\frac{\mu_{k}}{m \sigma^2}\right)^2}}{t \left[1 + \left(\frac{r_{n_{a}(i)}}{\sigma^2}\right)^2 \right]^2 \cdot \prod_{k=1}^{K} \frac{1}{1 + \left(\frac{\mu_{k}}{m \sigma^2}\right)^2}} dt. \quad \text{(13)}
\]

\[
G_{u,b}(r_{u,b}, \gamma_0) = \frac{1}{2} + \frac{1}{\pi} \int_{0}^{\infty} \frac{\sin[m \tan^{-1}(\frac{r_{u,b}}{\sigma^2})] - t \frac{q^2}{\pi^2} - \sum_{b=1}^{K} \frac{2 \tan^{-1}(\frac{\mu_{b}}{m \sigma^2})}{1 + \left(\frac{\mu_{b}}{m \sigma^2}\right)^2}}{t \left[1 + \left(\frac{r_{u,b}}{\sigma^2}\right)^2 \right]^2 \cdot \prod_{b=1}^{K} \frac{1}{1 + \left(\frac{\mu_{b}}{m \sigma^2}\right)^2}} dt. \quad \text{(18)}
\]

\[
S_{n_{a}(i)}(\gamma_0) = \frac{1}{\lambda_a p_{a}(\gamma_0) + \mu \sum_{i=1}^{K} \frac{4 (4 \lambda \sigma^2 \mu (1 + \mu (19 + 10 \mu)) + \lambda_a p_{a}(\gamma_0) + \mu (1 + \mu (-4 + \mu (23 + 4 \mu)))}{2 + \lambda \sigma^2 (3 + \mu (6 + \mu)) \log[\mu]} \quad \text{(19)}
\]
the algorithm is the best position ever obtained by the particle mass, called \( g_{\text{best}} \). Also, \( pos \) in (23) and \( V \) in (22) denote the position and the velocity of the particles, respectively. The initialization of the location and velocity of particles are given respectively by

\[
\begin{align*}
    x(0) &= x_{\text{min}} + \text{rand}(x_{\text{max}} - x_{\text{min}}) \\
    V(0) &= V_{\text{min}} + \text{rand}(V_{\text{max}} - V_{\text{min}}),
\end{align*}
\]

where the \text{rand} function results in a random value between the maximum and minimum values of the particle location and velocity.

In our results, the PSO parameters used are given by: \( c_1 = 1.2, c_2 = 2.8, x_{\text{min}} = 0.2, x_{\text{max}} = 0.9, \text{swarmsize} = 500, \text{population} = \text{rand}(N_u^c + 1, N_f, \text{swarmsize}) \), where \( N_u \) is the number of users and \( N_f \) is the number of files in the content library. To incorporate constraints C1 and C2 from (21c) and (21d) in the PSO algorithm, (21a) can be written as

\[
p_{\text{hit}} = p_{\text{self}} + p_{\text{D2D}}^{\text{D2D}} + p_{\text{hit}}^{\text{SBS}} - a_1 \times |N_f^c - \sum_{f=1}^{N_f} c_{f,u}| - a_2 \times |N_f^b - \sum_{f=1}^{N_f} c_{f}| \quad (26)
\]

It is noted that in (26), one can achieve the desired results by setting \( a_1 = 0.09 \), and \( a_2 = 0.1 \). Based on [16], if \( c_1 \) and \( c_2 \) are selected such that the condition in (27) holds, the system guarantees convergence,

\[
0 \leq \frac{1}{2}(c_1 + c_2) \leq 1
\]

where in our case, this holds true and hence assuring convergence. Also, the results were confirmed with \( c_1 \) and \( c_2 \) values other than the ones mentioned before. The same results were achieved but with larger number of iterations. For instance, for \( c_1 = 1.2 \) and \( c_2 = 2.8 \) the results converged around 20 iterations, for \( c_1 = 2.2 \) and \( c_2 = 1.8 \) the results converged around 30 iterations, and for \( c_1 = 2.2 \) and \( c_2 = 1.6 \) the results converged around 40 iterations.

In the next section, we present numerical results for the proposed solution.

**IV. SIMULATION RESULTS**

In this section, we present numerical results of the proposed caching policy. Specifically, we investigate the difference between two optimal solutions and compare with several other scenarios, i.e., equal and unequal UE cache size, given that UEs are equipped with unequal cache sizes in reality.

For numerical evaluation, a single cell with radius \( R = 40m \) and \( N_u = 10 \) users has been considered. User density of \( \lambda_u = 2 \times 10^{-3}/m^2 \) and SBS density of \( \lambda_b = 2 \times 10^{-4}/m^2 \) have been assumed. Transmit power has been set to \( P_u = 10^{-2} \) watts for users, and \( P_b = 43 \text{ dBm} \) for SBS; noise variance \( \sigma^2 = 10^{-3} \) watts/Hz, and \( \gamma_0 = 0 \text{ dB} \). It is assumed that content library has \( N_f = 20 \) files. The users’ cache capacity, \( N_f^c \), is randomly selected and the SBS cache capacity is set to \( N_f^b = 10 \).

Individual user preference follows Zipf distribution with parameter \( \delta = 0.2 \), and \( q_{f,u} = \frac{A(f)^{\delta-1}}{\sum_{f=1}^{N_f} f^{\delta-1}} \), where \( A(f) \) is a random permutation of \([1, \ldots, N_f]\). Furthermore, the user activity level, \( v_u \), is considered a uniform random where \( 0 \leq v_u \leq 1 \). Finally, in all results we consider Nakagami fading channels with \( \lambda = 2 \).

In Figures 2 and 3, we compare four caching strategies for the D2D assisted cellular network:

1) Optimal strategy, which is found by solving the optimization problem of Section III.B.

2) Proposed strategy, where the files with least popularity are discarded for each user.

3) Proposed strategy with Rayleigh fading channel, and optimization is performed using the success probability achieved.

4) Optimized with popularity, where the content distribution is calculated using popularity, while the optimization is performed assuming individual user preference.

5) Optimized with similar cache size, where cache sizes are not equal, while the optimization is performed assuming they are equal; i.e., average cache size of UEs has been used as the mistaken common cache size of UE’s. The results for this case are obtained as follows:

   (i) All devices are assumed to have similar cache sizes which is the average of the randomly generated unequal cache sizes used for the results in the case of “Proposed scheme”.

   (ii) Using the similar cache sizes, we computed the system’s caching strategy. Since in practical systems, the cache sizes of different devices are not equal then that caching strategy has to fit the actual cache sizes of the devices.
and SBS density, respectively. Due to incorporating the line neighboring device and also serving BS is plotted versus user since it represents the actual system. 

(3) Unequal Cache Size Devices improves the performance lower complexity. Also, it is shown that the assumption of one. Furthermore, caching with the proposed strategy has scheme offers almost the same performance as the optimal figures, and in terms of cache hit probability, the proposed offloading popular files increases. In both aforementioned the files with a higher probability. Hence, the probability of ability reduces. In this case, any wise strategy only caches narrower, i.e., the number of files with relatively high probability are unequal, leads to cache hit probability reduction. In this case, any wise strategy only caches the files with a higher probability. Hence, the probability of offloading popular files increases. In both aforementioned figures, and in terms of cache hit probability, the proposed scheme offers almost the same performance as the optimal one. Furthermore, caching with the proposed strategy has lower complexity. Also, it is shown that the assumption of “Unequal Cache Size Devices” improves the performance since it represents the actual system.

In Fig. 4, the success probability for accessing the nearest neighboring device and also serving BS vs. User and SBS density, respectively. Due to incorporating the line of sight component, the Nakagami-\(m\) fading channel has a much higher success probability in transferring files among devices compared to that of Rayleigh fading and accordingly higher probability of cache-hit. This is most beneficial in our network as it represents the case of small cell networks in 5G, where mm-Wave frequencies are expected to be used and with smaller cells the probability of having LoS is high. However, since cache placement is done with the knowledge of success probability, the cache-hit probability curves for Rayleigh fading in prior figures are very close to that of Nakagami-\(m\) fading.

V. CONCLUSION

We mathematically formulated the optimal cache placement problem to maximize offloading probability in a D2D-enabled cellular network with SBSs. To the best of our knowledge, no prior work has considered unequal UE cache size in solving the cache placement problem, while this is a realistic assumption in many practical scenarios. Our results showed that solving the cache placement problem with an equal cache size assumption, in a network where cache sizes are actually unequal, leads to cache hit probability reduction.
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