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Abstract — Currently, people in different media sources are actively discussing the negative effects of computers and robotic systems that can affect various aspects of people's lives, significantly limiting it. This article describes the terms: “machine learning”, “artificial intelligence”, “neural networks”; some prerequisites and possibilities of using artificial intelligence systems in various areas of society are considered. The detailed analysis of the necessary computing devices for solving the problems of digital transformation of organizations is presented. Concrete examples of the use of artificial intelligence systems in modern sectors of the economy, at enterprises and in institutions. This paper gives examples of the use of decision support systems based on artificial intelligence technologies in various fields. As possible computing devices for accelerating neural network operations, graphics cards, specialized neural network accelerators, and neuromorphic processors are considered. The article notes that the architecture of neural network computers is more promising than the classical one. Neumann architectures currently used due to the possibility of highly parallel operation and very low energy consumption in the process of solving problems. As a result of the analysis of the technologies used, the authors substantiate the conclusion that a neural network is software and ideally suited for solving the issues of digital modernization of an organization. A neural network, learning from specific examples given by humans, is able clearly fulfill the tasks set before it and, if necessary, make decisions independently. With the introduction of artificial intelligence systems in the organization, there will be significant savings in material and labor resources as a result of reduced decision-making time.
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I. INTRODUCTION

The fundamental changes have taken place in the global economy, over the past century. In the early twentieth century, the most developed were companies in the engineering, oil, and mining industries, but nowadays IT companies have led the market capitalization rating. As a rule, these are large organizations engaged in intellectual activities that are fundamentally different from the activities of enterprises at the beginning of the last century. Researchers call these changes that have occurred on the modern market the digital transformation [1]. This process is the new business environment for enterprises based on digital technologies and digital platforms, the process of deep, Continuing Change [2].

Turning to history, during the industrial revolution in the leading states of the world in the 18th-19th centuries there was a massive transition from manual labor to machine one, from manufacture to factory.

This process was accompanied by the resistance of people who lost their jobs. It turned out that machine-related jobs was more profitable than physical, since it saved time, financial resources and the obtained results were of high quality. Enterprises with machinery-based production were more competitive. Social protests were not justified, since new technology could not always replace a person. The industrial revolution affected mainly the mechanical activity of people, but in intellectual matters, man was indispensable.

Over the past 60 years, humanity has accumulated enough knowledge for a new stage in the development of industry, which we are witnessing today. A part of the intellectual labor of man can be replaced by the labor of a machine now, which is of great benefit to production. Machine intellectual work is carried out with the help of computers that can work anywhere, anytime, when there is electricity, computers do not need to take breaks in work for sleep, food. With high-quality software, tasks will be carried out without interruptions and with a slight error, it contributes high-quality activity with
minimal cost. In this regard, for the existence and development of a modern organization, the digitalization process is inevitable and necessary [3–5].

Enterprises that already use machine intelligence instead of human labor are indebted to artificial intelligence technologies. For most people, artificial intelligence is an analogue of a person living in electronic devices, but this is not entirely true. Artificial intelligence is a term used primarily as a marketing ploy to advertise devices using trained neural networks. This software is not capable of thinking, but has significant advantages over classical programming. Earlier, when solving intellectual problems, could it not be done without a person, but now neural networks can control the work of enterprises, power plants and other objects, control cars and planes, create music and images, predict the weather, the behavior of exchange rates on the stock exchange and more. Artificial intelligence is of great use our time. Neural network – smart software that works with a huge amount of data. These data are numerical values in which any information can be presented: images, music, video, statistical information and more. That is why a neural network may be applicable for solving various problems [6, 7].

II. METHODOLOGY

To solve the problem of analyzing the possible application of artificial intelligence technologies in various fields in the context of digital modernization of the economy, it is necessary to consider two components: software and hardware for artificial intelligence systems. To analyze the software, we considered the options for using trained artificial neural networks and artificial intelligence technologies in various fields: in working with clients; in banks; in electric power industry; in an urban environment; in the field of security; for automated processing of documents. For the analysis of hardware, specialized devices that accelerate the learning and functioning of artificial neural networks were considered.

III. APPLICATION OF THE ARTIFICIAL INTELLIGENCE SYSTEM SOFTWARE UNDER DIGITAL TRANSFORMATION OF ORGANIZATIONS

Artificial intelligence in working with customers. Research has shown that artificial intelligence technologies is possible even in the areas where, it seemed, that it could not be done without a person. For example, S7 Airlines uses a neural network to communicate with customers. Specially trained software analyzed user requests and classified them by type. If the neural network was not able to solve the question independently asked by the client (suggest the best place to relax, to give information on a ticket, etc.), then speech was synthesized with a solution of the problem, otherwise the request was transmitted to the responsible persons. As a result of the introduction of this system, the need for a large staff of call center employees has decreased. This practice of using artificial intelligence has become widespread in other companies [8].

In addition, companies use special chat bots to communicate with customers, which determine the topics of questions and make up the most comprehensive answer in written form.

Artificial intelligence in banks. For personalized work with clients, modern financial organizations are actively using artificial intelligence. Based on data about the client, his interests, financial well-being, banks individually select advantageous offers for each client. In addition, neural networks are used to protect the interests of banks themselves. So, for example, according to the recommendations of artificial intelligence, we can understand how likely it is to pay money on a loan by a client on time [9].

Artificial intelligence in the electric power industry. In the electric industry, with the help of neural networks, companies forecast the generation of demand for energy resources; evaluate reliability; optimize its preventative maintenance of equipment; increase efficiency by reducing losses and preventing theft of energy resources. At the level of service provision, with the help of neural networks, the most profitable supplier is automatically selected, customers are automatically serviced, energy consumption is optimized taking into account client habits and behavior.

Artificial intelligence in the urban environment. Systems with neural networks are useful for controlling the rhythm of a city. At the moment, developments are underway to regulate traffic in cities. A neural network, depending on the day of the week, time of the day, holidays, traffic congestion and car crashes, can set the optimal time for traffic lights at intersections, to increase the throughput of roads [10].

Artificial intelligence in agriculture. Known applications of artificial intelligence systems for:

- analysis and segmentation of agricultural fields using satellite images and images from a quadrocopter;
- predicting the depth of groundwater, soil composition in agricultural areas;
- forecasting environmental dynamics;
- identification of crop diseases and pests using;
- forecasting prices for agricultural products;
- yield analysis using a multi-criteria approach.

In addition, machine vision systems are often used in soil and plant processing technology. Currently, there are combines and other agricultural machinery that works without human intervention [11].

Artificial intelligence in the field of nutrition. The application of intelligent systems in the field of nutrition is very diverse. We can distinguish such applications for [12]:

- Improving food recipes based on user’s feedbacks;
- forecasting food demand; food classification;
- convert an image food into a recipe for its preparation.

For cafes, restaurants and other food outlets, the following applications can be distinguished:

- sales forecasting at restaurants;
• booking and forecasting the number of visits to restaurants;
• recommendations on the prospective location of the restaurant issuing;
• restaurant based on its menu analysis;
• cost of food forecasting.

Artificial intelligence in security. One of the basic tasks that can be solved using neural networks is the classification of faces in images.

Specially trained software receives data from video cameras located in public places, after that it tracks all faces on these videos and photos and compares it with information in the database. So, with the help of artificial intelligence, the program finds people who are wanted. One vivid example is the fact in China, a criminal who hid for 20 years was detained with the help of artificial intelligence. The program was able to identify his face independently from the video camera at the grocery store and notify the police immediately.

Artificial intelligence-based technologies in emergency response.

The following systems have been developed:
• the time of serious attacks analysis;
• natural language processing in news reports;
• finding associative rules for crime analysis;
• public data on crimes investigation;
• classification, analysis and prediction of crime;
• analysis of crime trends and conditions that trigger crime;
• analysis of the ambulance location;
• Improving the response time of the ambulance;
• search for optimal routing of ambulances;
• predicting outbreaks of the disease;
• predicting and analyzing user reports of disasters;
• flood analysis and forecasting;
• analysis and forecasting of fires.

Artificial intelligence in real estate.

Machine learning-based software tools are also used in this area for [13]:
• issuing housing recommendations;
• issuing recommendations on cohabitants and neighbors;
• comparisons of competing hotels;
• generation and analysis of hotel reviews;
• predictions of prices for hotel rooms;
• authentication of reviews;
• finding housing according to images;
• drawing up a plan for the location of furniture and electronic appliances in the hotel.

Artificial intelligence in the insurance industry.

In the insurance industry, machine learning-based software is used for:
• assessment of vehicle damage;
• Forecasting waiver of insurance compensation.
• fraud forecasting;
• predictions of bankruptcy.

The support systems based on artificial intelligence systems. A neural network can be trained as an auxiliary make decisions product for employees of organizations who regularly that depend on a large number of factors based on big data. If the data arrays that influence the decision in a given situation are too large, human attentiveness may not be enough, therefore this task is more and more often solved with the help of a neural network. For example, machine learning can be used for tracking illegal and suspicious transactions in the tax service.

Automated processing of documents using neural networks. When working with documents, a neural network can be very useful, since it can save a huge amount of time. After the development of computer systems, many documents have an electronic form, but there is no rejection of paper and any electronic documents have paper copies. Transferring data from paper to computer databases is a lengthy process that requires attention. It is possible to train a neural network that will identify the necessary information in a document from a photograph or a scanned copy, translate printed and handwritten fonts into electronic text and automatically fill out databases. In government organizations, such a program is an indispensable assistant, saving workers from paperwork [14].

IV. APPLICATION OF HARDWARE OF ARTIFICIAL INTELLIGENCE SYSTEMS UNDER CONDITIONS OF DIGITAL TRANSFORMATION OF ORGANIZATIONS

Previously, the development of machine learning was difficult due to the low speed of solving problems (often tasks were solved in weeks) due to the lack of computing devices. Currently, the rapid development of artificial intelligence technologies is also largely due to the emergence of high-performance computing for the training and functioning of neural networks (for example, neural network processors and accelerators), that helps to obtain the result in a few seconds. The architecture of neural network computers turned out to be more promising than the classical ones used by von Neumann architectures due to the capabilities of highly parallel operation and very low energy consumption in the process of solving problems.

Currently, the following devices are widely used to implement artificial intelligence systems [15]:

1. Graphics cards. The advantages of the GPU include a large number of already written programs, ease of use.
Disadvantages – high power consumption, limited scalability, high cost of equipment, the inability to use in compact and stand-alone devices, that is, software simulation even on graphics cards, retains all the limitations of von Neumann computing architectures.

2. Specialized accelerators of neural networks, which are created either as separate solutions, and their architecture is specially designed only for modeling complex neural networks. Such is, for example, the chip of the Massachusetts Institute of Technology – Eyeriss. Its advantages include higher energy efficiency compared to solutions on graphics cards. The disadvantages include limited scalability, the ability to model only a convolutional network, low power consumption efficiency and low performance compared to neuromorphic processors.

3. Neuromorphic processors (neuroprocessors) differ from digital systems, which are combinations of processor and storage units, that, like the neurons of the human brain’s, they contain memory distributed in the connections between elementary processors, which can be described as formal neurons or blocks from homogeneous formal neurons. Thus, the main burden on the performance of specific functions by processors rests with the system architecture, the elements of which are in turn determined by the connections between neurons (the principle of connectionism), that reflects their advantages – low energy consumption relative to classical processors and accelerators and high performance in the implementation of operations presented in the neural network logical basis.

Neurocomputers are computers of the 6th generation (Figure 1) and are considered more efficient computing devices, but only when solving problems presented in a neural network logical basis. In this regard, many companies are actively engaged in the production of neuroprocessor technology: Google, NVidia, Qualcomm, IBM, Toshiba, HumanBrainProject, KnuEdge, AnalogDevices, Texas Instruments, Darwin, Fujitsu, Eyeriss, Intel and others [16].
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In 2013, Qualcomm introduced its prototype Zeroth processor, which simulates the properties of the human brain’s, including the property of self-learning in the process. In 2015, the company released the eponymous computing platform for object recognition.

In 2014, IBM Research introduced the TrueNorth chip from one million digital neurons and 256 million synapses, which are part of 4,096 synaptic cores. At the opportunity demonstration, the chip recognized the video from the intersection of cars, cyclists from the intersection at a speed of 100 times faster and consuming 1000 less energy than existing computing devices built on the basis of fon Neumann architecture.

KnuEdge Inc. developed the KnuPath Hermosa processor, which consists of 256 processor cores, 64 programmable DMA modules, 72 MB of internal memory, 34 watts of power consumption. The processor has 16 bi-directional I / O channels, which allows for throughput of the RAM subsystem up to 320 Gb / s. In 2016, the company introduced the KnuVerse program, which can recognize and identify the voice.

For example, since 2016, in mobile devices there have been used neuromorphic technologies, Samsung uses the FinFET Exynos 8890 chip in its Galaxy S7 and S7 Edge smartphones. Its main feature is the M1 core, which has a neural network built in. Apple has built its own Neural Engine in the A11 processor core.

In the framework of the Human Brain Project, aimed to create an “artificial brain”, a neuromorphic chip containing 384 digital neurons and 100 thousand synapses was developed at the University of Heidelberg (Germany). It also used a SpiNNaker board with 48 nodes and 864 ARM processor cores, which is capable of real-time mathematical modeling in processes occurring in the brain of a bee (University of Manchester).

In 2016, NVidia introduced the NVidia Jetson TX1 modular computer based on its own NVidia Maxwell
architecture, which has 256 NVidia CUDA cores and a 64-bit central processor with functions for implementing artificial intelligence systems to support deep learning, machine vision and GPU computing.

In 2017, Intel introduced the neuromorphic core of Loihi, which has 130 thousand digital neurons and 130 thousand synapses [210]. Google has developed its neural chip TPU (Tensor Processing Unit) and uses it in data centers for its own Internet services. In China, a Darwin chip (Neural Processing Unit Darwin) is implemented, in which 2048 digital neurons, more than 4 million synapses and more than 15 types of synaptic delays are implemented.

As for Russian companies, neurochips based on their own nucleus produce by the Modul Scientific and Technical Center [4], and they are also developing the Elvis Research Center and the Advanced Research Foundation of the Moscow Institute of Physics and Technology in the same field. Plans for the creation of a domestic neuroprocessor are presented in detail in the roadmap of the Neuronet industry union.

VI. RESULT

The main results of the scientific research include:

1. The application options for trained artificial neural networks and artificial intelligence technologies in various fields are considered: working with clients; banks; electric power industry; an urban environment; the field of security; real estate; the field of insurance; the field of nutrition and agriculture; to deal with emergency situations; for automatic processing of documents.

2. The specialized devices that accelerate the training and / or functioning of artificial neural networks are considered: graphic cards; specialized neural network accelerators; neurocomputers.

VI. CONCLUSION

Scientific research into the use of neural networks indicates that the software is able to determine hidden patterns in different types of information (images, music, video, databases, etc.) and on this basis to analyze and make decisions independently. On the whole, the neural network solves most of the tasks assigned to it, surpassing human capabilities in many respects. Therefore, when making specific requests it is advisable to use it to create models for digital modernization of targeted state and non-state enterprises and institutions, municipalities, cities and even countries.

The existing problem of insufficient speed of artificial intelligence systems can be solved using specialized high-performance computing equipment, for example, neuroprocessor devices.

Thus, it can be said that a neural network – modern software and specialized hardware – is ideally suited for the task of digital transformation of organizations, clearly and according to the scheme, fulfilling tasks, making rational decisions, saving time and resources.

References

[1] Y.A. Salikov, I.V. Logunova, I.V. Kablashova, “Trends in human resource management in the digital economy”, Proc. of the Voronezh State Univ. of Engineer. Technol., vol. 81, no. 2, pp. 393–399, 2019. Retrieved from: https://doi.org/10.20914/2310-1202-2019-2-393-399.

[2] N.A. Serebryakova, I.V. Avdee, "The content of structural transformations of the region's economy, adequate to the requirements of digitalization". Proc. of the Voronezh State Univ. of Engineer. Technol., vol. 80, no. 4, pp. 408–412, 2018. Retrieved from: https://doi.org/10.20914/2310-1202-2018-4-408-412.

[3] Studies in Business and Economics, vol. 14, iss. 3 Several Contemporary Economy Features, Consequences of Internet Expansion and I.C.T. Innovations in the World era Rázvan 1, 1 Lucian Blaga University of Sibiu, Romania. Published online: 21 Jan 2020. Retrieved from: https://doi.org/10.2478/sbe-2019-0052.

[4] C. Matt, T. Hess, A. Benlian, “Digital Transformation Strategies”, Orid Busin. Inform. Syst. Engineer., vol. 57, iss. 5, pp. 339–343, Oct. 2015. Retrieved from: https://doi.org/10.1007/s12599-015-0401-5.

[5] V. Gurbaxani, D. Dunkle, “Getting Up For Successful Digital Transformation”, Mis Quarterly Execut., vol. 18, iss. 3, pp. 209–220, Sep. 2019. Retrieved from: https://doi.org/10.17705/2msq.00017.

[6] V. Torra, A. Karlsson, H.J. Steinhauer, S. Berglund, “Artificial Intelligence”, Data Sci. In Pract., Studies in Big Data, vol. 46, pp. 9–26, 2019. Retrieved from: https://doi.org/10.1007/978-3-319-97556-6_2.

[7] X.M. Wei, “Analysis of Machine Learning Research and Application”, Achievements in Engineering Materials, Energy, Management And Control Based On Information Technology, Ps 1 And 2. Advanced Materials Research, vol. 171–172, iss. 1, 2, pp. 740–743, 2011. Retrieved from: https://doi.org/10.4028/www.scientific.net/AMR.171-172.740.

[8] M. Boneva, “Challenges Related To The Digital Transformation Of Business Companies”, pp. 101–114, Imes 2018 [Proc. Of The 6th Int. Conf. Innovation Management, Entrepreneurship And Sustainability].

[9] M. Sajic, D. Bundalo, Z. Bundalo, D. Pasalic, “Digital Technologies in Transformation of Classical Retail Bank into Digital Bank”, pp. 542–545, 2017 [25th Telecommunication Forum (Telfor)].

[10] M. Batty, “Artificial intelligence and smart cities”, Environment And Plann. B-Urban Anal. And City Sci., vol. 45, iss. 1, pp. 3–6, Jan. 2018. Retrieved from: https://doi.org/10.1177/2399808317751169.

[11] A.B. Karbekova, D.A. Osmonalieva, Z. Sadyraliev, A.K. Urmatayim, “The Main Directions of Digital Modernization of the Agro-Industrial Complex of a Modern Region”, Ubiquitous Computing And The Internet Of Things: Prerequisites For The Development Of Ict, Studies in Computational Intelligence, vol. 826, pp. 949–955, 2019. Retrieved from: https://doi.org/10.1007/978-3-030-13397-9_98.

[12] J.J. Vazquez, M.P.C. Cebolla, F.S. Ramos, “Digital transformation in the Spanish agri-food cooperative sector: situation and prospects”, Ciriec-Espana Revista De Economia Publica Social Y Cooperativa, vol. 95, pp. 39–70, Mar. 2019. Retrieved from: https://doi.org/10.7203/CIRIEC-E.95.13002.

[13] F.J. Gutierrez-Garcia, “Innovation and digital transformation in building sector”, DYNA, vol. 94, iss. 4, pp. 350–351, Jul. 2019. Retrieved from: https://doi.org/10.6036/9261.

[14] F. Altinay, G. Dagli, Z. Altinay, “Digital Transformation in School Management and Culture”, Virtual Learn., pp. 37–48, 2016. Retrieved from: https://doi.org/10.5772/65221.

[15] V.A. Romanchuk, “Software development for Industry 4.0 neuroprocessor industrial automation systems”, IOP Conf. Ser. Mater. Sci. and Engineer., vol. 537, Mechanical and Automation Engineering for Industry 4.0. Retrieved from: https://doi.org/10.1088/1757-899X/537/3/032044.

[16] V.A. Romanchuk, “Mathematical support and software for data processing in robotic neurocomputer systems”, MATEC Web of Conf., vol. 161, 2018 [13th Int. Sci.-Techn. Conf. on Electromechanics and Robotics “Zavalishin’s Readings”]. St. Petersburg, April 18–21, 2018. Retrieved from: https://doi.org/10.1051/matecconf/201816103004.