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ABSTRACT

In this paper, a shape-constrained iterative algorithm is proposed to register a rigid template point-cloud to a given reference point-cloud. The algorithm embeds a shape-based similarity constraint into the principle of gravitation. The shape-constrained gravitation, as induced by the reference, controls the movement of the template such that at each iteration, the template better aligns with the reference in terms of shape. This constraint enables the alignment in difficult conditions introduced by change (presence of outliers and/or missing parts), translation, rotation and scaling. We discuss efficient implementation techniques with least manual intervention. The registration is shown to be useful for change detection in the 3D point-cloud. The algorithm is compared with three state-of-the-art registration approaches. The experiments are done on both synthetic and real-world data. The proposed algorithm is shown to perform better in the presence of big rotation, structured and unstructured outliers and missing data.

Index Terms— Point cloud registration, Shape registration, gravitational approach, change detection

1. INTRODUCTION

With the increasing availability of 3D data acquisition devices such as Kinect [1], [2], the researchers are inclining towards exploiting the 3D information for a variety of processes. Registration of 3D point-clouds is a necessary initial step for many such processes. Examples include change detection in a scene, industrial quality control, pose tracking [3] etc. Generally, two point-clouds (called reference and template respectively) of an object or scene are captured at two time instances, possibly from different camera positions. The scene may have gone under some changes during this time. The registration refers to the process of translating, rotating and scaling the template such that it optimally aligns with the reference. In this paper, we focus on the automatic rigid registration of 3D point-clouds. The proposed algorithm does not require any color, texture, point correspondence or point topology information of the point-clouds. Moreover, presence of noise, outliers and missing parts make the problem even more challenging. Now, we briefly review the related literature and state our contributions (Fig. 1).

One of the earliest and most popular method for rigid point set registration is Iterative Closest Point (ICP) [5], [6]. Using non-linear optimization algorithm, ICP minimizes the mean squared distances between the two point sets. Though this method is simple to implement, it is sensitive to outliers and the performance depends on the initial alignment [4]. Some variants [7], [8] of ICP are also there. While ICP [5] assigns discrete correspondences between the points of the two sets, later methods such as Robust Point Matching (RPM) [9] and [10], [11], [12] assign soft correspondences. A set of methods [13], [14] treat the registration problem as maximum likelihood estimation problem where the template points are assumed to be the centroids of Gaussian Mixture Model (GMM) and the reference points are seen as data points. Expectation-Maximization (EM) algorithm is generally used for optimization of likelihood function. A closed form solution to the M-step of the EM algorithm for multidimensional case is proposed in [15]. Their method is called Coherent Point Drift (CPD). The GMM based meth-
The proposed algorithm is compared with ICP [5], CPD [15] and GA [4] in Section 5 and the conclusions are drawn in Section 6. Next, we briefly present the GA based registration method following which we elaborate the proposed shape-constrained registration algorithm.

## 2. GRAVITATIONAL APPROACH

In Gravitational Approach (GA) based registration, each point in one point set (called reference) attracts each point in the other point set (called template). The force of attraction is governed by the following formula.

$$f^{Y_i} = -Gm^{Y_i} \sum_{j=1}^{N} \frac{m^{X_j}}{\|r^{Y_i} - r^{X_j}\|^2 + \epsilon^2} r_{ij} - \eta v^{Y_i}$$  \hspace{1cm} (1)$$

In (1) $G$ is the gravitational constant and $f^{Y_i}$ represents the total force applied on a point $Y_i$ of the template. The symbols $X_j$, $m^{X_j}$, $r^{X_j}$ and $N$ represent the $j$th point in the reference, mass of $X_j$, absolute coordinates of $X_j$ and number of points in the reference respectively. The symbols $m^{Y_i}$, $v^{Y_i}$ and $\eta$ represent a unit vector in the direction of force, the velocity of $Y_i$ in the previous iteration and a constant respectively. The template, as a rigid body, gets displaced in an iterative way under the influence of the cumulative force induced by all the points in the reference. The term $\epsilon^2$ does not allow the force to increase beyond a certain small distance between the reference and the template (note that $f^{Y_i} \propto 1/\|r^{Y_i} - r^{X_j}\|^2$). The term $-\eta v^{Y_i}$ in (1) acts as friction that controls the velocity near local minima. Given the force, the displacement of the template is estimated allowing Newton’s second law of motion. The scale and rotation, required for registration, are estimated using the new positions of the template points which are estimated following (1).

## 3. THE PROPOSED REGISTRATION APPROACH

The objective of the gravitational force is to minimize the distance between the center of masses of the two objects. On the other hand, the objective of registration is to align the two objects (point-clouds here) such that the parts of the objects having similar shapes map to each other. Therefore, we need to modify the principles of gravitation to accommodate this constraint. We explain these modifications next.

### 3.1. Modified Gravitational Approach

In GA, $f^{Y_i} \propto m^{X_j} m^{Y_i}$. As a result, in registration following (1), the heavier parts of the point-clouds attract each other more irrespective of the shape, resulting in mis-alignment (e.g., Fig. 1). Therefore, we modify (1) such that,

$$f^{Y_i} \propto g(s^{X_j,Y_i})$$  \hspace{1cm} (2)$$

where $s^{X_j,Y_i}$ represents a measure of shape similarity of local neighborhoods centered at $X_j$ and $Y_i$ respectively. $g$ is a monotonically increasing function of $s$. We have evaluated different features (e.g., histogram of normals, coefficients of polynomial approximating the local surface, curvature) that can represent shape in spatially local domain. The curvature...
Therefore, we propose the following formula to estimate the value of the argument itself or some suitable monotonically increasing function.

\[
s^{X_j,Y_i} = \exp(-\frac{|a^{X_j} - a^{Y_i}|^2}{\sigma^2}),
\]

(3)

where, \(|\cdot|\) represents absolute value, \(\sigma\) and \(a^{X_j}\) represent the spread of the RBF function and the curvature value of the neighborhood centered at \(X_j\). In the proposed registration approach, we want the template to make large movement if the distance between the template and the reference is large. We want it to take tiny steps for fine tuning when close to alignment. This is ensured by the following formula.

\[
f^{Y_i} \propto h(||r^{Y_i} - r^{X_j}||).
\]

(4)

The value of the function \(g\) in (2) or the function \(h\) in (4) can be the value of the argument itself or some suitable monotonically increasing function as we shall discuss in Section 3. Therefore, we propose the following formula to estimate the total force applied on a point \(Y_i\) of the template.

\[
f^{Y_i} = -G \sum_{j=1}^{N} g(s^{X_j,Y_i})h(||r^{Y_i} - r^{X_j}||)n_{ij}.
\]

(5)

Note that in (5) we could drop two free parameters \(\epsilon\) and \(\eta\) as used in (1) in GA based registration (4).

3.2. Estimating Translation, Rotation and Scale

We estimate the displacement represented by say, \(d\) of the template following Newton’s second law of motion.

\[
d = \left(\frac{f}{m^X}\right)_{time} + v^X \times time.
\]

(6)

In (6), \(m^X\) and \(v^X\) represent the total force (\(\sum_i^M f^{Y_i}\)) applied on the template \(X\), mass of \(X\) and velocity of \(X\) in a previous iteration respectively.

The rotation matrix \(R\) is estimated following Kabsch algorithm (22). Let \(Y\) and \(Y_D\) represent the mean subtracted \(M \times 3\) matrices representing the \(M\) coordinates of the template before and after translation following (6). Let \(\hat{C} = Y_D^T Y\) represent the cross-covariance matrix. The rotation matrix \(R\) is estimated using Singular Value Decomposition (SVD) of \(\hat{C}\). After SVD \(\hat{C} = USV^T\) and let \(d = \text{sign}(\text{det}(VU^T))\). Then,

\[
R = V \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & d \end{bmatrix} U^T.
\]

(7)

In GA, the scale is estimated as the ratio of the positions estimated using (1) and previous positions of the template cloud points. Any error occurring in estimating the translation using (1) gets propagated to estimating the scale at each iteration of GA based registration. Our model does not depend on the estimation of translation. We find the eigen values of the covariance matrix (say \(C\)) of each of the two point-clouds. The largest eigen-value represents a measure of the length of the point-cloud distribution in the direction of the largest variance. This measurement is independent of the orientation or relative position of the two point-clouds. Using SVD we have \(C = USV^T\) where the diagonal elements of \(S\) represent the eigen values and \(U\) and \(V\) are orthogonal matrices. We estimate the scale as \(c = \frac{eX}{eY}\) where \(eX\) and \(eY\) are the largest eigen values of the reference and the template respectively.

(see Supplementary Fig. S1). We scale the template \((Y)\) as.

\[
Y' = V \text{diag}(c) V^T Y^T(t).
\]

(8)

In (8), \(t\) stands for iteration number and \(\text{diag}(c)\) represents a square matrix with \(c\) in the diagonal and zeros elsewhere. In each iteration of our algorithm, the template is updated using

\[
Y(t + 1) = Y'R + \mu + d.
\]

(9)

In (9) \(\mu\) is a \(M \times 3\) matrix where each row represents the mean position of the template.

4. IMPLEMENTATION DETAILS AND DISCUSSION

The value of shape similarity \(g(s^{X_j,Y_i})\) is the main factor controlling the translation and rotation of the template. If we give equal weightage to all the local shapes then we set \(g(s^{X_j,Y_i}) = s^{X_j,Y_i}\). In indoor and some outdoor scenes, non-planar local shapes play vital role in registration compared to planar shape. Therefore, we can set \(g\) as follows to give more weightage to non-planar local shapes.

\[
g(s^{X_j,Y_i}) = a^{X_j} a^{Y_i} s^{X_j,Y_i}.
\]

(10)

For finding the curvature \((\alpha)\), setting the radius of the local neighborhood to \(\sqrt{eX}\) and \(\sqrt{eY}\) respectively yields good results. We design \(h\) of (4) as follows.

\[
h(||r^{Y_i} - r^{X_j}||) = h(||r^{Y_i} - r^{X_j}||^p), where \ p \geq 1.
\]

(11)

Higher value of \(p\) results in greater speed but oscillation about the local minimal. Lower value of \(p\) results in better registration but makes the process slow. The mass \(m\) of every point is assumed to be 1 and \(v^X\) is set to 0. \(m\) and \(v^X\) can be modified depending on prior information, if any. We also suggest that \(G\) of (5) should take larger value near convergence when the algorithm takes smaller steps. We modify \(G\) as follows.

\[
G(t+1) = 0.1 \times G1 + 0.9 \times G1/(1+exp[-\{t-E/2]\})
\]

(12)

where, we set \(G1 = 10000\) and \(E = 400\) is the number of iterations. For noisy real scenarios, pyramidal approach can be taken where the size of the local neighborhood and \(\sigma\) of (3) decreases with iteration (Supplementary Fig. S2).

5. EVALUATION

On Synthetic data: We evaluate the performance of the proposed method on data with different amounts and types of
noise (structured and unstructured outliers, missing data). In Fig. 3, we compare our method with GA [4] in the presence of structured outliers. When the mass (no. of points) in the outlier is less than the reference (human scan), both the methods work well (Fig. 3, col 1). As the mass of the outlier increases, following GA, the outlier rather than the human shape moves towards the reference (Fig. 3, col 2, 3). Following our method, regardless of the mass of the outlier, the human shape (downloaded from [23] and [24]) in the template registers with the human shape in the reference. Here come into light the advantage of our method over GA [4]. Unlike GA where the movement of the template depends on the mass, in our method the movement depends on the shape.

Fig. 4 shows the performance of the proposed method on data with missing points. We delete 18% consecutive points from the head of the Armadillo [25] data. For both the cases when the full Armadillo or the one with missing points is used as the template and the other one as the template, our method gives desired result (Fig. 4) whereas the competing methods give less accurate results (Supplementary Fig. S3).

Fig. 4a and d show the results when 50% Gaussian and Uniform outliers respectively are added to the data. To quantitatively compare the proposed approach with that of GA [4], CPD [15] and ICP [5], we follow the same evaluation protocol as used in [4] and use the same bunny point cloud from Stanford 3D Scanning Repository [25] as used in [4] and [15]. We add 5%, 10%, 20%, 40% and 50% Gaussian and uniform noise to the template. For each of the 10 noise type-percentage combinations, 500 random transformations are applied on the point cloud to form the template. The non-transformed point-cloud acts as the reference. Fig. 5 compares the the amount of noise vs. Root Mean Square Error (RMSE) for the four competing methods. All the methods perform better for Gaussian compared to uniform noise. Overall CPD [15] performs better compared to ICP [5]. Our method outperforms all the three competing methods.

**On Real Data:** To evaluate the proposed method in real scenarios, we capture 3D point-cloud scans of a number of scenes, two captures for each scene using Kinect. Fig. 6 demonstrates one example. In the second capture, the position of the remote-controller has been changed and the front box has been opened. To make the problem even more difficult, we translate the template by 0.2 meters along x-axis. The registration result shows proper alignment with the front box, cup and the background box. Notice the cover of the front box and the remote-controller have not been aligned with anything as the position of these items has been changed in the second capture. Thus, the proposed registration approach can be used for change detection in real scenes.

**6. CONCLUSIONS**

We have proposed a novel rigid point-set registration algorithm with special characteristics (e.g., shape constraint, translation proportional to distance, spatial point-set distribution model for handling scale) that outperforms other competing approaches [4], [15] and [5]. The proposed approach registers better in difficult conditions such as missing object part, rotation more than 50° and different amounts of structured and unstructured outliers. We plan to employ the proposed registration approach for efficient change detection.
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