On the electron mass shift in an intense plane wave
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Abstract

Upcoming experiments on the interaction of electrons with intense laser fields are envisaged to become more and more accurate, which calls for theoretical computations of rates and probabilities with correspondingly higher precision. In strong-field QED this requires the knowledge of radiative corrections to be added to leading-order results. Here, we first derive the mass operator in momentum space of an off-shell electron in the presence of an arbitrary plane wave. By taking the average of the mass operator in momentum space over an on-shell electron state, we obtain a new representation, equivalent to but more compact than the known one computed in [Sov. Phys. JETP 42, 400 (1975)]. Moreover, we use the obtained mass operator to determine the electron mass shift in an arbitrary plane wave, which generalizes the already known expression in a constant crossed field. The spin-dependent part of the electron mass shift can be related to the anomalous magnetic moment of the electron in the plane wave. We show that within the locally constant field approximation it is possible to conveniently define a local expression of the electron anomalous magnetic moment, which reduces to the known expression in a constant crossed field. Beyond the locally constant field approximation, however, the interaction between the electron and the plane wave is non-local such that it is not possible to conveniently introduce an electron anomalous magnetic moment.

PACS numbers: 12.20.Ds, 41.60.-m

I. INTRODUCTION

Among the most stringent experimental tests on QED the measurement of the anomalous magnetic moment of either a free [1, 2] or a bound [3] electron plays certainly a prominent role. Also from an historical point of view the anomalous magnetic moment of the electron has a distinguished position with Schwinger’s computation of the leading-order contribution representing the first successful application of covariant renormalization theory [4].

In experimental conditions like those described in Ref. [3] electrons bound in highly-charged ions experience electric fields of strengths of the order of the QED scale, the so-called critical electric field of QED \( E_{cr} = m^2 c^3 / \hbar |e| \approx 1.3 \times 10^{16} \) V/cm, with \( e < 0 \) and \( m \)
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being the electron charge and mass, respectively [5–10]. It is desirable, however, to test the theory also in the presence of fields with a different structure and with different properties.

High-power lasers offer an alternative tool to test QED at the critical field scale. In fact, although the electric fields provided by existing and forthcoming facilities are well below the critical fields [11–16], observable quantities depend on the laser field amplitude $F_{0}^{\mu \nu} = (E_{0}, B_{0})$ through the so-called quantum nonlinearity parameter $\chi_{0} = \sqrt{|(F_{0}^{\mu \nu} p_{\nu})^2|/mE_{cr}}$, where $p^{\mu} = (\varepsilon, p)$ is the four-momentum of the electron (or positron), with $\varepsilon = \sqrt{m^2 + p^2}$ (the metric tensor $\eta^{\mu \nu} = \text{diag}(+1, -1, -1, -1)$ and units with $\hbar = c = 1$ are used) [5–10]. Indeed, the parameter $\chi_{0}$ numerically corresponds to the laser electric field amplitude in the rest frame of the electron/positron in units of $E_{cr}$, which is boosted as compared to the value in the laboratory frame by a factor of the order of the electron relativistic Lorentz factor.

The first experiments on strong-field QED in the presence of intense laser radiation were carried out at SLAC in the late nineties [17–19] and more recently two experiments have been performed [20, 21] (see also Refs. [22, 23] for similar experiments in a crystalline field). Moreover, devoted experimental campaigns are already planned at DESY [24] and at SLAC [25] to further test QED at background fields effectively of the order of $E_{cr}$ and beyond.

The main differences between the first experiments at SLAC and the recent ones are that: 1) at SLAC an electron beam from a traditional accelerator was employed, whereas recently electron bunches produced via laser wakefield acceleration were used, and 2) at SLAC the so-called classical nonlinearity parameter $\xi_{0} = |e|E_{0}/m\omega_{0}$, where $\omega_{0}$ is the central angular frequency of the laser field, was smaller than unity, whereas in recent experiments it well exceeds unity. The second difference implies that nonlinear effects in the laser amplitude are much more pronounced in the late experiments because even an electron at rest would be accelerated to relativistic energies in a fraction of the laser period [5–10]. However, electron beams produced by traditional accelerators are presently still more stable and have a higher quality in terms of monochromaticity and emittance than laser-produced beams, and allow for more precise measurements. This is one of the aims of the mentioned future campaigns planned at DESY [24] and at SLAC [25], which will again use high-quality electron beams and allow for precise measurements also in the nonlinear regime where $\xi_{0} > 1$.

In view of the increasing accuracy of experiments testing QED in the strong-field regime with high-intensity lasers, it is appropriate from a theoretical point of view to start inves-
FIG. 1. The one-loop mass operator in an intense plane wave. The double lines represent exact electron states and propagator in the plane wave (Volkov states and propagator, respectively) [67].

tigating radiative corrections of the basic processes, which have been studied in detail over the last years, namely, nonlinear Compton scattering [6, 26, 52] and nonlinear Breit-Wheeler pair production [8, 27, 51, 53, 64]. Due to technical difficulties arising in order to take into account exactly the background laser field [65–67], in the mentioned works the laser field has been described by a plane wave, an approximation valid if the laser field is not too tightly focused. There are theoretical schemes, which allow to investigate strong-field QED processes taking into account the complex spacetime structure of the background laser field like the so-called locally constant field approximation (LCFA) [6, 28], Baier’s semiclassical operator approach [28, 68–70], and a systematic approach based on the Wentzel-Kramers-Brillouin (WKB) approximation [71–75].

The computation of radiative corrections, due to intrinsic technical difficulties, has been only carried out so far within the plane-wave approximation, meaning that the electron states have been employed, which are solutions of the Dirac equation in the presence of a plane-wave field (Volkov states [76]), as well as the corresponding electron propagator. The one-loop mass operator (see Fig. 1) and the one-loop polarization operator (see Fig. 2) in the presence of an arbitrary plane wave have been computed in Ref. [77] and in Refs. [78–80], respectively. Finally, the one-loop vertex correction (see Fig. 3) was recently computed in Ref. [81].

A more systematic investigation has been carried out in the case of a constant crossed field, especially in relation to the so-called Ritus-Narozhny conjecture, stating that at $\chi_0 \sim 1/\alpha^{3/2} \gg 1$, where $\alpha = e^2/4\pi$ is the fine-structure constant, and $\xi_0^3 \gg \chi_0$ the perturbative approach to strong-field QED breaks down as the coupling constant in this regime is not $\alpha$ but rather $\alpha \chi_0^{2/3}$ [82, 91].

In the present paper, we compute the mass operator in momentum space of an off-shell
FIG. 2. The one-loop polarization operator in an intense plane wave. The double lines represent exact electron propagators in the plane wave (Volkov propagators) [67].

FIG. 3. The one-loop vertex correction in an intense plane wave. The double lines represent exact electron states and propagator in the plane wave (Volkov states and propagator, respectively) [67].

electron in the presence of an arbitrary plane wave. We point out that in Ref. [77] only an operator form of the mass operator is presented in the general, off-shell case. Then, by averaging over an on-shell Volkov state, the electron mass correction was also obtained in Ref. [77]. The mass operator in momentum space is defined here in such a way that the same electron mass correction is computed by averaging the obtained mass operator in momentum space over a free on-shell electron state, and the resulting expression turns out to be equivalent but more compact than that found in Ref. [77]. Then, we use the spin-dependent part of the mass shift in the case of a linearly polarized plane wave to study the anomalous magnetic moment of the electron. We show that within the LCFA it is possible to introduce a local expression of the anomalous magnetic moment of the electron, which
reduces to the known one in a constant crossed field, already computed in Refs. [82, 92].

In the case of an arbitrary plane wave, however, the electron mass shift features a non-local dependence on the plane-wave field, which prevents a convenient description of the spin-dependent part in terms of an electron anomalous magnetic moment.

II. THE ONE-LOOP MASS OPERATOR IN A GENERAL PLANE WAVE

In this section we compute the one-loop mass operator of an electron in a general plane wave. Before we introduce some basic definitions.

A. Basic definitions

For the sake of definiteness, we consider a plane wave propagating along the direction \( \mathbf{n} \) and thus being described by the four-vector potential \( A^\mu(\phi) \), where \( \phi = t - \mathbf{n} \cdot \mathbf{x} \) is the so-called light-cone time. It is convenient to introduce a basis of the four-vector space starting from the two quantities \( n^\mu = (1, \mathbf{n}) \) and \( \tilde{n}^\mu = (1, -\mathbf{n})/2 \) (note that \( \phi = (nx) \)). By introducing two additional four-vectors \( a_j^\mu = (0, a_j) \), with \( j = 1, 2 \), such that \( (na_j) = -\mathbf{n} \cdot a_j = 0 \) and \( (a_ja_{j'}) = -\delta_{jj'} \), with \( j, j' = 1, 2 \), it is clear that the completeness relation \( \eta^{\mu\nu} = n^\mu \tilde{n}^\nu + \tilde{n}^\mu n^\nu - a_1^\mu a_1^\nu - a_2^\mu a_2^\nu \) holds (note that \( (n\tilde{n}) = 1 \) and \( (\tilde{n}a_j) = 0 \)). Also, the four-vector potential \( A^\mu(\phi) \) can be chosen to fulfill the Lorenz condition \( \partial_{\mu}A^\mu = 0 \), with the additional constraint \( A_0(\phi) = 0 \), and it is also assumed to fulfill the boundary conditions \( \lim_{\phi \to \pm\infty} A^\mu(\phi) = 0 \). This allows one to represent \( A^\mu(\phi) \) in the form \( A^\mu(\phi) = (0, A(\phi)) \), where \( \mathbf{n} \cdot A(\phi) = 0 \). Thus, the vector \( A(\phi) \) can be written as \( A(\phi) = \psi_1(\phi)a_1 + \psi_2(\phi)a_2 \), where the two functions \( \psi_j(\phi) \) are arbitrary, provided that they vanish for \( \phi \to \pm\infty \) and they feature obvious differential properties. Below, we will refer to the transverse (\( \perp \)) plane as the plane spanned by the two perpendicular unit vectors \( a_j \). Thus, together with the light-cone time \( \phi = t - \mathbf{n} \cdot \mathbf{x} \), we also introduce the remaining three light-cone coordinates \( \tau = (\tilde{n}x) = (t + \mathbf{n} \cdot \mathbf{x})/2 \), and \( \mathbf{x}_\perp = (x_{\perp,1}, x_{\perp,2}) = -((xa_1), (xa_2)) = (\mathbf{x} \cdot a_1, \mathbf{x} \cdot a_2) \). Analogously, the light-cone coordinates of an arbitrary four-vector \( v^\mu = (v_0, \mathbf{v}) \) will be indicated as \( v_\perp = (nv) = v_0 - \mathbf{n} \cdot \mathbf{v}, v_+ = (\tilde{n}v) = (v_0 + \mathbf{n} \cdot \mathbf{v})/2, \) and \( v_\perp = (v_{\perp,1}, v_{\perp,2}) = -((va_1), (va_2)) = (\mathbf{v} \cdot a_1, \mathbf{v} \cdot a_2) \).

The field tensor \( F^{\mu\nu}(\phi) = \partial^\mu A^\nu(\phi) - \partial^\nu A^\mu(\phi) \) of the plane wave is given by \( F^{\mu\nu}(\phi) =... \)
whereas the dual field tensor by $\tilde{F}^{\mu\nu}(\phi) = (1/2)\varepsilon^{\mu\nu\lambda\rho} F_{\lambda\rho}(\phi)$, with $\varepsilon^{\mu\nu\lambda\rho}$ being the four-dimensional Levi-Civita symbol, with $\varepsilon^{0123} = +1$. Here and below, the prime in a function of $\phi$ indicates the derivative with respect to $\phi$.

Since the four-vector potential $A^{\mu}(\phi)$ of the plane wave very often appears multiplied by the electron charge $e$, it is convenient to introduce the notation $A^{\mu}(\phi) = eA^{\mu}(\phi)$ and, correspondingly, $F^{\mu\nu}(\phi) = eF^{\mu\nu}(\phi)$ and $\tilde{F}^{\mu\nu}(\phi) = e\tilde{F}^{\mu\nu}(\phi)$.

The Dirac equation in the presence of a plane wave can be solved exactly and, as we have already mentioned, the corresponding states are known as Volkov states [67, 76] (see also Ref. [75] for a new, alternative form of the Volkov states). Below, the four-vector $p^{\mu} = (\epsilon, p)$ indicates an on-shell electron four-momentum, i.e., $\epsilon = \sqrt{m^2 + p^2}$, and $\sigma$ indicates the spin quantum number. The latter refers for the moment to an arbitrary quantization axis and a specific choice will be made in Sec. III. The positive-energy Volkov state $U_\sigma(p, x)$ can be written in the form

$$U_\sigma(p, x) = E(p, x)u_\sigma(p),$$

and where $u_\sigma(p)$ is the free, positive-energy spinor normalized as $u_\sigma^\dagger(p)u_{\sigma'}(p) = 2\delta_{\sigma\sigma'}$ [67]. In Eq. (1) we have introduced the notation $\hat{v} = \gamma^{\mu}v_{\mu}$, where $\gamma^{\mu}$ are the Dirac matrices and $v^{\mu}$ is a generic four-vector. Note that the expression in Eq. (1) can also formally be used for the matrix $E(l, x)$, where $l^{\mu} = (l^0, l)$ is a generic off-shell four-momentum, and this matrix fulfills the identities [6, 93]:

$$\int d^4x E(l, x)E(l', x) = (2\pi)^4\delta^4(l - l'),$$

$$\int \frac{d^4l}{(2\pi)^4} E(l, x)\tilde{E}(l, y) = \delta^4(x - y),$$

$$\gamma^{\mu}[i\partial_\mu - A_\mu(\phi)]E(l, x) = E(l, x)\hat{l},$$

where $l'^{\mu} = (l'^0, l')$ is another off-shell four-momentum and where, for a generic matrix $O$ in the Dirac space, we have introduced the notation $\hat{O} = \gamma^0O^\dagger\gamma^0$.

By means of the matrices $E(l, x)$ one can also define the Volkov propagator $G(x, y)$ as [6, 93]

$$G(x, y) = \int \frac{d^4l}{(2\pi)^4} E(l, x)\frac{\hat{l} + m}{p^2 - m^2 + i0}\tilde{E}(l, y),$$

but below we will rather use the operator representation of the Volkov propagator, where $G(x, y) = \langle x|G|y\rangle$, with $|x\rangle$ and $|y\rangle$ being the eigenstates of the four-position operator $X^{\mu}$.
with eigenvalue $x^\mu$ and $y^\mu$, respectively, and with $\{77, 79, 94\}$

$$G = \frac{1}{\Pi(\Phi) - m + i0} = \frac{1}{\Pi^2(\Phi) - m^2 + i0} \left[ \Pi(\Phi) + m \right]$$

$$= (-i) \int_0^\infty ds e^{-im^2s} \left\{ 1 + \frac{1}{2P_\tau} \hat{n} \left[ \hat{A}(\Phi + 2sP_\tau) - \hat{A}(\Phi) \right] \right\}$$

$$\times e^{-isP_\tau P_\phi} e^{2isP_\tau P_\phi \left[ \hat{A}(\Phi) + m \right]}.$$  \hspace{1cm} (6)

Here, we have introduced the operator $\Phi$ of the light-cone time and the operator of the kinetic four-momentum $\Pi^\mu(\Phi) = P^\mu - A^\mu(\Phi)$ in the plane wave, where $P^\mu$ is the canonical four-momentum. The light-cone components of $P^\mu = i\partial^\mu$ are given by $P_\phi = -i\partial_\phi = -(\hat{n}P) = -(i\partial_t - i\partial_x)/2$, $P_\tau = -i\partial_\tau = -(nP) = -(i\partial_t + i\partial_x)$, and $P_\perp = (P_{\perp,1}, P_{\perp,2}) = -i(a_1 \cdot \nabla, a_2 \cdot \nabla)$. If $|p\rangle$ is the eigenstate of the four-momentum operator $P^\mu$ with eigenvalue $p^\mu$, then, by defining $\langle x|p\rangle = \exp(-i(px)) = \exp[-i(p_+ \phi + p_- \tau - p_\perp \cdot x_\perp)]$, it is $P_\phi |p\rangle = -p_+ |p\rangle$, $P_\tau |p\rangle = -p_- |p\rangle$, and $P_\perp |p\rangle = p_\perp |p\rangle$. The operators $P_\phi$, $P_\tau$, and $P_\perp$ are also the momenta conjugated to the light-cone coordinates in the sense that the commutator between the operator corresponding to each light-cone coordinate and the associated momentum operator is equal to the imaginary unit (all other possible commutators vanish): $[\Phi, P_\phi] = [T, P_\tau] = i$ and $[X_{\perp,1}, P_{\perp,2}] = i\delta_{jk}$, which are equivalent to the manifestly covariant commutator $[X^\mu, P^\nu] = -i\eta^{\mu\nu}$ ($T$ indicates the operator corresponding to the light-cone variable $\tau$).

### B. The one-loop mass operator

The one-loop mass operator $M(x, x')$ in configuration space is defined via the equation

$$-iM(x, x') = -e^2 D_{\mu\nu}(x - x') \gamma^\mu G(x, x') \gamma^\nu,$$  \hspace{1cm} (7)

where

$$D_{\mu\nu}(x) = \int \frac{d^4q}{(2\pi)^4} \frac{\eta_{\mu\nu}^{\mu\nu}}{q^2 - \kappa^2 + i0} e^{-i(qx)},$$  \hspace{1cm} (8)

is the photon propagator, with $\kappa^2$ being the square of the fictitious photon mass, which has been introduced to avoid infrared divergences $[95]$. We are interested in computing the one-loop mass operator $M(l, l')$ in momentum space, defined as

$$M(l, l') = \int d^4x d^4x' \tilde{E}(l, x) M(x, x') E(l', x').$$  \hspace{1cm} (9)
By substituting the expression of the photon propagator, we have [see Eq. (7)]

$$M(l, l') = -ie^2 \int d^4x d^4x' \int \frac{d^4q}{(2\pi)^4} \frac{e^{-i(q(x-x'))}}{q^2 - \kappa^2 + i0} \bar{E}(l, x)\gamma^\mu G(x, x')\gamma_\mu E(l', x').$$  \hspace{1cm} (10)

Now, we exponentiate the denominator of the photon propagator in the usual way by introducing the Schwinger proper time \(u\) and we use the operator form of the electron propagator according to Eq. (6) such that the mass operator can be written as

$$M(l, l') = ie^2 \int d^4x \int \frac{d^4q}{(2\pi)^4} \int_0^\infty du ds e^{iu(q^2-\kappa^2)-ism^2} \times \bar{E}(l, x)\gamma^\mu \left\{ 1 + \frac{1}{2\mathcal{P}} \hat{n}[\hat{A}(\phi + 2s\mathcal{P} - 2sq_\perp) - \hat{\mathcal{A}}(\phi)] \right\} \times e^{-i\int_0^\infty ds'[p_\perp + q_\perp - \mathcal{A}_1(\phi + 2s\mathcal{P} - 2sq_\perp)]^2} e^{2is(n_\perp q_\perp)(n_\perp q_\perp)}[\hat{\Pi}(\Phi) + \hat{\Phi} + m]\gamma_\mu E(l', x),$$

where we have also exploited the operator relation \(\exp(i(Xq))g(P)\exp(-i(Xq)) = g(P + q)\), where \(g(P)\) is a generic function of the four-momentum operator \(P^\mu\), intended to be expanded in Taylor series.

As it is typical in problems in the presence of a background plane wave depending only on the light-cone time \(\phi\), the action of the operators \(P_\perp\) and \(P_\tau\) on the matrix \(E(l, x)\) is trivial, as well as the integrals over the conjugated variables \(x_\perp\) and \(\tau\), which provide delta functions enforcing the conservation laws \(l_\perp = l'_\perp\) and \(l_\perp = l'_\perp\):

$$M(l, l') = ie^2(2\pi)^3 \delta^3(l_\perp - l'_\perp)\delta(l_\perp - l'_\perp) \int d\phi e^{-i(l'_\tau - l_\tau)\phi} \int \frac{d^4q}{(2\pi)^4} \int_0^\infty du ds e^{iu(q^2-\kappa^2)-ism^2} \times e^{-i\int_0^\infty ds'[l_\perp + q_\perp - \mathcal{A}_1(\phi,\tau) + 2ism_\perp(n_\perp + q_\perp)]^2} e^{2is(n_\tau q_\tau)(n_\tau q_\tau)}[\hat{\Pi}(\Phi) + \hat{\Phi} + m]\gamma_\mu E(l', x'),$$

where \(\phi_s = \phi - 2s(l_\perp + q_\perp)\) and \(\Delta \mathcal{A}^\mu(\phi_s) = \mathcal{A}^\mu(\phi_s) - A^\mu(\phi) [\Delta \mathcal{A}(\phi_s) = \gamma_\mu \Delta \mathcal{A}(\phi_s)]\), and where we have also used Eq. (4) and the relation

$$\Pi^\lambda(\phi)E(l, x) = \left[ \pi^\lambda(\phi) + i\frac{\hat{n}\Delta \mathcal{A}(\phi)}{2l_\perp} \right] E(l, x).$$  \hspace{1cm} (13)
where we have defined the two four-vectors [see also Eq. (14)]
\[ \pi^\lambda(l) = l^\lambda - A^\lambda(\phi) + \frac{(l A(\phi))}{l_-} n^\lambda - \frac{A^2(\phi)}{2l_-} n^\lambda \]
(14)
is the classical kinetic four-momentum of an electron in the plane wave \( A^\mu(\phi) \), with \( \lim_{\phi \rightarrow \pm \infty} \pi^\lambda(l) = l^\lambda \).

Now, we take the four-dimensional integral in \( dq \) exactly as in Ref. [81] in the case of the one-loop vertex correction. In fact, the integral over \( dq_+ \) provides either a delta function \( \delta((u + s)q_- + sl_-) \) or its derivative, which can then be used to take the integral in \( dq_- \). After straightforward manipulations of the preexponential matrix, we finally obtain
\[
M(l, l') = (2\pi)^3 \delta^2(l'_+ - l'_+) \delta(l_- - l'_-) \frac{\alpha}{2\pi} \int d\phi \, e^{-i(l'_+ - l_+)\phi} \int_0^\infty \frac{duds}{(u + s)^2} 
\times e^{-i(u^2 + s^2 \nu^2 - \nu^2) \{ m^2 + f_0^1 dy \lbrack \Delta A_\perp(\phi_{ys}) \lbrack^2 \} - \lbrack \int_0^1 dy \Delta A_\perp(\phi_{ys}) \lbrack^2 \} 
\times \left[ \hat{\Pi}_{1, l'}(\phi_s) \left[ 1 - s \frac{n \Delta A(\phi_s)}{u l_-} \right] + s \frac{n}{2(u + s)} \left( s(u + s) \left\{ \int_0^1 dy \Delta A_\perp(\phi_{ys}) \lbrack^2 \right\} \right) - s^2 \frac{n}{u l_-} \left[ \Delta A_\perp(\phi_s) \right. - \left. \int_0^1 dy \Delta A_\perp(\phi_{ys}) \lbrack^2 \lbrack \right) 
\times \left[ \hat{\Pi}_{2, l'}(\phi_s) \left[ 1 + \frac{u + s}{u} \frac{n \Delta A(\phi_s)}{2l_-} \right] + 2 \left[ 1 - \frac{n \Delta A(\phi_s)}{2l_-} \right] (m - l') \right],
\]
(15)
where we have defined the two four-vectors [see also Eq. (14)]
\[
\Pi_{1, l'}(\phi_s) = l^\lambda - \Delta A^\lambda(\phi_s) + \frac{(l A(\phi_s))}{l_-} n^\lambda - \frac{(\Delta A(\phi_s))^2}{2l_-} n^\lambda,
\]
(16)
\[
\Pi_{2, l'}(\phi_s) = l^\lambda - \int_0^1 dy \Delta A^\lambda(\phi_{ys}) + \frac{(l \int_0^1 dy \Delta A(\phi_{ys}))}{l_-} n^\lambda - \frac{(\int_0^1 dy \Delta A(\phi_{ys}))^2}{2l_-} n^\lambda.
\]
Note that, by exploiting the delta function resulting from the integral in \( dq_+ \), we have that \( \phi_s = \phi - 2usl_- / (u + s) \) and \( \phi_{ys} = \phi - 2ysl_- / (u + s) \).

Apart from the infrared divergence cured via the introduction of the finite photon mass \( \kappa \), it is known that the expression in Eq. (15) of the mass operator \( M(l, l') \) is ultraviolet divergent and requires renormalization [6 77]. The renormalization is carried out by adding and subtracting the vacuum expression of the mass operator and by renormalizing the latter.
exactly as in vacuum, because the difference between the mass operators in the plane wave
and in vacuum is finite \[77, 82\]. The resulting expression of the renormalized mass operator

\[ M_R(l, l') = (2\pi)^3 \delta^2(\mathbf{l}_\perp - l'_\perp) \frac{\alpha}{2\pi} \int d\phi \, e^{-i(l'_+ - l_+)\phi} \int_0^\infty \frac{duds}{(u + s)^2} e^{-i\frac{(u + s)^2}{m^2}} \]

\times \left\{ e^{-i\frac{x_2}{u + s}} \left\{ \int_0^1 dy[\Delta A_{\perp}(\phi_{ys})]^2 - \left[ \int_0^1 dy \Delta A_{\perp}(\phi_{ys}) \right]^2 \right\} + i\frac{\omega_s}{u + s} (l'^2 - m^2) \right\}

\times \left[ \hat{\Pi}_{1,\mu}(\phi_s) \left[ 1 - s \frac{\hat{n} \Delta A(\phi_s)}{2l} \right] \right.

\left. + \frac{\hat{n}}{2(u + s)} \left( \frac{s(u + s)}{ul} \left\{ \int_0^1 dy[\Delta A_{\perp}(\phi_{ys})]^2 - \left[ \int_0^1 dy \Delta A_{\perp}(\phi_{ys}) \right]^2 \right\} + \frac{s^2}{ul} \left( \Delta A_{\perp}(\phi_s) - \int_0^1 dy \Delta A_{\perp}(\phi_{ys}) \right)^2 \right) \right)

\left. + \frac{s}{u + s} \hat{\Pi}_{2,\mu}(\phi_s) \left[ 1 + \frac{2u + s}{u} \frac{\hat{n} \Delta A(\phi_s)}{2l} \right] + 2 \left[ 1 + \frac{\hat{n} \Delta A(\phi_s)}{2l} \right] (m - l') \right]

\left. - \frac{u + 2s}{u + s} m - \frac{u}{u + s} \left( 1 - 2i\frac{u + 2s}{u + s} m^2 s \right) (m - l') \right\}.

This is our final expression of the renormalized mass operator in momentum space for off-shell four-momenta \( l^\mu \) and \( l'^\mu \). Note that the terms with three gamma matrices can be further reduced according to the identity

\[ \hat{a} \hat{b} \hat{c} = \frac{1}{4} \text{tr}(\gamma_\mu \hat{a} \hat{b} \hat{c}) \gamma^\mu - \frac{1}{4} \text{tr}(\gamma^5 \gamma_\mu \hat{a} \hat{b} \hat{c}) \gamma^5 \gamma^\mu \]

\[ = \hat{a}(bc) - \hat{b}(ac) + \hat{c}(ab) + i\varepsilon_{\mu\nu\lambda\delta} \gamma^5 \gamma^\mu a^\nu b^\lambda c^\rho, \]

where \( a^\mu, b^\mu, \) and \( c^\mu \) are three generic four-vectors and \( \gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3 \).

In Ref. \[77\] the operator form \( M_R \) of the mass operator is presented in the off-shell case. After computing the quantity \( \int d^4x \bar{E}(l, x)M_R E(l', x) \), we have ensured that it is in agreement with Eq. \[18\]. The advantage of computing directly the mass operator in momentum space \( M_R(l, l') \) is that matrix elements over on-shell states can be directly evaluated, as we will do in the next section, by sandwiching Eq. \[18\] between two free electron spinors.

Finally, in the case of a constant-crossed field, i.e., for \( A(\phi) = -E\phi \), it can be easily shown that our expression of \( M_R(l, l') \) reduces to the corresponding expression in Ref. \[82\].
III. THE ELECTRON MASS SHIFT

As we have anticipated in the previous section, the availability of the mass operator, allows for computing the electron mass shift in an arbitrary plane wave. To this end, we start from the Schwinger-Dyson equation

\[ \{ \gamma^\mu [i\partial_\mu - A_\mu(\phi)] - m \} \Psi(x) = \int d^4 y M_R(x,y) \Psi(y), \]

for the spinor \( \Psi(x) \), where [see Eq. (9)]

\[ M_R(x,y) = \int \frac{d^4 l}{(2\pi)^4} \frac{d^4 l'}{(2\pi)^4} E(l,x)M_R(l,l')E(l',y). \]

We seek for a solution of Eq. (20) up to first order in \( \alpha \) and for convenience we introduce the following notation. Concerning the four-momenta, we indicate as \( p_{lc} \) the three light-cone components \( (p_\perp, p_-) \) and, concerning the coordinates, we indicate as \( x_{lc} \) the three light-cone coordinates \( (x_\perp, \tau) \) [in the case of an on-shell electron, the fourth component of the four-momentum is \( p_+ = (m^2 + p_\perp^2)/2p_- \) and \( p_- > 0 \)]. Thus, by exploiting the completeness of the Volkov states \( U_\sigma(p,x) \) and \( V_\sigma(p,x) \) [6, 93, 96–98], we expand the first-order solution \( \Psi^{(1)}(x) \) as

\[ \Psi^{(1)}(x) = \sum_\rho \int \frac{d^3 q_{lc}}{(2\pi)^3} \frac{1}{2q_-} [c^{(1)}_\rho(q,\phi)U_\rho(q,x) + d^{(1)}_\rho(q,\phi)V_\rho(q,x)], \]

where the integral in \( q_- \) goes from zero to infinity (note that we are employing here the completeness of the Volkov states on an hypersurface at fixed light-cone time \( \phi \), which was studied in particular in Ref. [96]). By imposing that at the lowest order, the solution reduces to the positive-energy state characterized by the on-shell four-momentum \( p^\mu \) and by the spin quantum number \( \sigma \), we have that the first-order in \( \alpha \) coefficients \( c^{(1)}_\rho(q,\phi) \) and \( d^{(1)}_\rho(q,\phi) \) are given by

\[ c^{(1)}_\rho(q,\phi) = 2q_- (2\pi)^3 \delta^3(q_{lc} - p_{lc}) \delta_\rho\sigma + \delta c_\rho(q,\phi), \]

\[ d^{(1)}_\rho(q,\phi) = \delta d_\rho(q,\phi), \]

where the quantities \( \delta c^{(1)}_\rho(q,\phi) \) and \( \delta d^{(1)}_\rho(q,\phi) \) scale as \( \alpha \).

By substituting the expansion in Eq. (22) with the coefficients \( c^{(1)}_\rho(q,\phi) \) and \( d^{(1)}_\rho(q,\phi) \) in Eqs. (23) and (24) in the Schwinger-Dyson equation (20) and by keeping only up-to-linear terms in \( \alpha \), we obtain

\[ i\hbar \sum_\rho \int \frac{d^3 q_{lc}}{(2\pi)^3} \frac{1}{2q_-} \left[ \frac{\partial c_\rho(q,\phi_x)}{\partial \phi_x} U_\rho(q,x) + \frac{\partial d_\rho(q,\phi_x)}{\partial \phi_x} V_\rho(q,x) \right] = \int d^4 y M_R(x,y)U_\sigma(p,y). \]

(25)
Now, we project this equation over the Volkov states and, by using the orthogonality relations

\[\int d^3x_{lc} \tilde{U}_\rho(q, x) \tilde{n}U_{\rho'}(q', x) = 2q - (2\pi)^3 \delta^3(q_{lc} - q_{lc}') \delta_{\rho\rho'},\] (26)

\[\int d^3x_{lc} \tilde{V}_\rho(q, x) \tilde{n}U_{\rho'}(q', x) = 0,\] (27)

\[\int d^3x_{lc} \tilde{V}_\rho(q, x) \tilde{n}V_{\rho'}(q', x) = 2q - (2\pi)^3 \delta^3(q_{lc} - q_{lc}') \delta_{\rho\rho'},\] (28)

we obtain the two equations

\[i \frac{d\delta c_{\rho}(q, \phi_x)}{d\phi_x} = \int d^3x_{lc} \int d^4y \tilde{U}_\rho(q, x) M_{R}(x, y) U_{\sigma}(p, y),\] (29)

\[i \frac{d\delta d_{\rho}(q, \phi_x)}{d\phi_x} = \int d^3x_{lc} \int d^4y \tilde{V}_\rho(q, x) M_{R}(x, y) U_{\sigma}(p, y).\] (30)

The right-hand sides of these equations can be worked out by using the representation of the mass operator and by introducing the matrix \(M_{R}(l, l', \phi)\) such that

\[M_{R}(l, l') = (2\pi)^3 \delta^3(l_{lc} - l_{lc}') \int d\phi e^{-i(l' + l)\phi} M_{R}(l, l', \phi).\] (31)

By taking first the integrals in \(d^3x_{lc}\) and \(d^4y\), by using the resulting delta functions to take the integrals in \(d^3l_{lc}\) and \(d^4l'\), and then finally by taking the integral in \(dl_+\) by using the fact that the matrix \(M_{R}(l, l', \phi)\) does not depend on \(l_+\), we obtain the equations

\[i \frac{d\delta c_{\rho}(q, \phi_x)}{d\phi_x} = 2m(2\pi)^3 \delta^3(q_{lc} - p_{lc}) M_{R,\rho\sigma}(p, \phi),\] (32)

\[i \frac{d\delta d_{\rho}(q, \phi_x)}{d\phi_x} = 0,\] (33)

where \(M_{R,\sigma\sigma'}(p, \phi) = \bar{u}_\sigma(p)M_{R}(p, p, \phi)u_{\sigma'}(p)/2m\) and where the second equality arises because the argument of the delta function \(\delta(q_- + p_-)\) never vanishes. By using Eqs. (18) and (19) and by rescaling the integration variables as \(m^2 s \to s\) and \(m^2 u \to u\), it is easily shown
that
\[ \mathcal{M}_{R,\pm\pm}(p, p, \phi) \]
\[ = \frac{m}{4\pi} \int_0^\infty \frac{du ds}{(u + s)^2} \left[ \frac{u + 2s}{u + s} \left( e^{-i\frac{u^2}{u+s}} \left\{ 1 + f_0 d\phi [\Delta \xi_\perp(\phi_{ys})]^2 - \frac{2}{u + s} \left[ f_0^2 d\phi [\Delta \xi_\perp(\phi_{ys})]^2 \right] \right\} - e^{-i\frac{u^2}{u+s}} \right) \right. 
\]
\[ + e^{-i\frac{u^2}{u+s}} \left\{ 1 + f_0 d\phi [\Delta \xi_\perp(\phi_{ys})]^2 - \frac{2}{u + s} \left[ f_0^2 d\phi [\Delta \xi_\perp(\phi_{ys})]^2 \right] \right\} \left\{ \frac{u + 2s}{u + s} \left[ \Delta \xi_\perp(\phi_{ys}) \right]^2 + \frac{s}{u} \int_0^1 d\phi [\Delta \xi_\perp(\phi_{ys})]^2 \right\} 
\]
\[ - \frac{2s}{u + s} \left[ \frac{1}{2} \int_0^1 d\phi \Delta \xi_\perp(\phi_{ys}) \right]^2 - \frac{2u - s}{u + s} \Delta \xi_\perp(\phi_{ys}) \cdot \int_0^1 d\phi \Delta \xi_\perp(\phi_{ys}) 
\]
\[ + i \frac{s}{u + s} \left[ \zeta_{\pm\pm, \mu} \Delta \tilde{\xi}^{\mu\nu}(\phi_{s}) \Pi_{1, p, \nu}(\phi_{s}) - \frac{2u + s}{u + s} \zeta_{\pm\pm, \mu} \Delta \tilde{\xi}^{\mu\nu}(\phi_{s}) \Pi_{2, p, \nu}(\phi_{s}) \right] \right] 
\].

\[ \mathcal{M}_{R,\pm\pm}(m) = \frac{\alpha}{4\pi} \int_0^\infty \frac{du ds}{(u + s)^2} e^{-i\frac{u^2}{u+s}} \left\{ 1 + f_0 d\phi [\Delta \xi_\perp(\phi_{ys})]^2 - \frac{2}{u + s} \left[ f_0^2 d\phi [\Delta \xi_\perp(\phi_{ys})]^2 \right] \right\} \]
\[ \times \frac{s}{u + s} \left[ \zeta_{\pm\pm, \mu} \Delta \tilde{\xi}^{\mu\nu}(\phi_{s}) \Pi_{1, p, \nu}(\phi_{s}) - \frac{2u + s}{u + s} \zeta_{\pm\pm, \mu} \Delta \tilde{\xi}^{\mu\nu}(\phi_{s}) \Pi_{2, p, \nu}(\phi_{s}) \right] 
\],

where \( \Delta \xi_\perp(\phi) = \Delta A_\perp(\phi)/m \), \( \zeta_\mu^{\sigma\sigma'} = -u_{\sigma}(p) \gamma^5 \gamma^\mu u_{\sigma'}(p)/2m \), and \( \Delta \tilde{\xi}^{\mu\nu}(\phi) = [\tilde{A}^{\mu\nu}(\phi) - A^{\mu\nu}(\phi)]/m = (1/2)\epsilon^{\mu\nu\lambda\rho} [A_\lambda(\phi_{s}) - A_\lambda(\phi)]/m \), with \( A^{\mu\nu}(\phi) = n^\mu A^\nu(\phi) - n^\nu A^\mu(\phi) \), and where \( \phi_{s} = \phi - 2us p_{-}/m^2(u + s) \) and \( \phi_{ys} = \phi - 2ys p_{-}/m^2(u + s) \) (note that the fictitious photon mass can be set to zero).

Now, Eqs. (32) and (33) imply that we can set \( \delta d_{\rho}(q, \phi_{s}) = 0 \). By imposing the initial condition \( \delta c_{\rho}(q, 0) = 0 \) and by indicating as \( U_{\sigma}^{(1)}(p, x) \) the first-order solution \( \Psi^{(1)}(x) \) corresponding to the above given initial conditions, we have that
\[ U_{\sigma}^{(1)}(p, x) = \left[ 1 - i \frac{m}{p_{-}} \int_0^\phi d\phi' \mathcal{M}_{R,\sigma\sigma}(p, \phi') \right] U_{\sigma}(p, x) - i \frac{m}{p_{-}} \int_0^\phi d\phi' \mathcal{M}_{R,-\sigma\sigma}(p, \phi') U_{-\sigma}(p, x). \]

This approximated solution is valid under the condition that \( (m/p_{-}) \left| \int_0^\phi d\phi' \mathcal{M}_{R,\sigma\sigma}(p, \phi') \right| \ll 1 \) for all \( \sigma, \sigma' = \pm 1 \). Also, we conclude that radiative corrections do not mix states with different momenta and states with positive and negative energies. However, states with the same momentum (and sign of the energy) but different spin quantum numbers are, in general, mixed. In the case of a constant crossed field plus a monochromatic plane wave of arbitrary polarization, the corresponding matrix \( \mathcal{M}_{R,\sigma\sigma'}(p, \phi) \) can be diagonalized and one can determine the corresponding electron quasienergies [99].

The treatment significantly simplifies in the case of a linearly polarized plane wave and by choosing the spin quantization axis as the direction of the magnetic field of the
plane wave in the (initial) rest frame of the electron. In this case, we set \( \psi_2(\phi) = 0 \) and \( A(\phi) = \psi_1(\phi)a_1 = A_0\psi(\phi)a_1 \), with \( A_0 < 0 \) being related to the amplitude of the electric field of the plane wave. For example, in the case of a monochromatic plane wave with amplitude \( E_0 \) and angular frequency \( \omega_0 \), we would have \( A_0 = -E_0/\omega_0 \) and, e.g., \( \psi(\phi) = \cos(\omega_0\phi) \), whereas in the constant crossed field case, we would have \( A_0 = -E_0/\omega_0 \) and \( \psi(\phi) = \omega_0\phi \), such that the angular frequency \( \omega_0 \) cancels out, as it should in this case.

In this way, the electromagnetic field tensor \( F^{\mu\nu}(\phi) \) of the wave and its dual \( \tilde{F}^{\mu\nu}(\phi) \) can be written as \( F^{\mu\nu}(\phi) = A_0^{\mu\nu} \psi'(\phi) \) and \( \tilde{F}^{\mu\nu}(\phi) = \tilde{A}_0^{\mu\nu} \psi'(\phi) \), with \( A_0^{\mu\nu} = A_0(n^\mu a_1^\nu - n^\nu a_1^\mu) \) and \( \tilde{A}_0^{\mu\nu} = (1/2)e^{\mu\nu\lambda\rho}A_0_{\lambda\rho} \). With the mentioned choice of the spin quantization axis, the constant spinor \( u_\sigma(p) \) fulfills the eigenvalue equation \( \gamma^5\hat{\zeta}u_\sigma(p) = \sigma u_\sigma(p) \), where \( \zeta^\mu = -\sigma\hat{u}_\sigma(p)\gamma^5\gamma^\mu u_\sigma(p)/2m = -\tilde{A}_0^{\mu\nu}p_\nu/(p_-A_0) \) is the spin four-vector, with \( (\zeta p) = 0 \) and \( \zeta^2 = -1 \). In the rest frame of the electron and in the case of constant crossed field, the three-dimensional spin vector \( \zeta \) points in the same direction of the magnetic field.

In this case, one can see that the matrix \( M_{R,\sigma\sigma}(p, \phi) \) is diagonal, that the states in Eq. (36) with different spin quantum numbers do not mix but the diagonal elements \( M_{R,\sigma\sigma}(p, \phi) \) explicitly depend on the spin quantum number, i.e., the mass operator is not proportional to the unity matrix. Also, from the validity condition \( (m/p_-) \int_0^\infty d\phi' M_{R,\sigma\sigma}(p, \phi') \ll 1 \), we can write

\[
1 - i(m/p_-) \int_0^\infty d\phi' M_{R,\sigma\sigma}(p, \phi') \approx \exp[-i(m/p_-) \int_0^\infty d\phi' M_{R,\sigma\sigma}(p, \phi')].
\]

Thus, the quantity \( M_{R,\sigma\sigma}(p, \phi) \) can be interpreted as the electron mass shift \( \delta m_\sigma(p, \phi) \) [see also the phase in Eq. (1) and observe that \( \mu \) and \( \nu \) fulfill the eigenvalue equation \( \gamma^5\hat{\zeta}M_{R,\sigma\sigma}(p, \phi) = \sigma M_{R,\sigma\sigma}(p, \phi) \), where \( \zeta^\mu = -\sigma\hat{u}_\sigma(p)\gamma^5\gamma^\mu u_\sigma(p)/2m = -\tilde{A}_0^{\mu\nu}p_\nu/(p_-A_0) \) is the spin four-vector, with \( (\zeta p) = 0 \) and \( \zeta^2 = -1 \). In the rest frame of the electron and in the case of constant crossed field, the three-dimensional spin vector \( \zeta \) points in the same direction of the magnetic field.

In this case, one can see that the matrix \( M_{R,\sigma\sigma}(p, \phi) \) is diagonal, that the states in Eq. (36) with different spin quantum numbers do not mix but the diagonal elements \( M_{R,\sigma\sigma}(p, \phi) \) explicitly depend on the spin quantum number, i.e., the mass operator is not proportional to the unity matrix. Also, from the validity condition \( (m/p_-) \int_0^\infty d\phi' M_{R,\sigma\sigma}(p, \phi') \ll 1 \), we can write

\[
1 - i(m/p_-) \int_0^\infty d\phi' M_{R,\sigma\sigma}(p, \phi') \approx \exp[-i(m/p_-) \int_0^\infty d\phi' M_{R,\sigma\sigma}(p, \phi')].
\]

Thus, the quantity \( M_{R,\sigma\sigma}(p, \phi) \) can be interpreted as the electron mass shift \( \delta m_\sigma(p, \phi) \) [see also the phase in Eq. (1) and observe that \( (p x) = p_+\phi + p_-\tau - p_\perp \cdot x_\perp \) and it is

\[
\frac{\delta m_\sigma(p, \phi)}{m} = \frac{\alpha}{4\pi} \int_0^\infty \frac{duds}{(u + s)^2} \left[ 2\frac{u + 2s}{u + s} \left( e^{-i\frac{s^2}{u + s}} \int_0^\infty d\phi' \left| \Delta\xi_{\perp}(\phi_\perp) \right|^2 - \left| \int_0^\infty d\phi' \Delta\xi_{\perp}(\phi_\perp) \right|^2 \right) - e^{-i\frac{s^2}{u + s}} \right]
\]

\[
\times \left\{ \frac{u + 2s}{u + s} \left( \Delta\xi_{\perp}(\phi_\perp) \right)^2 + \frac{s}{u} \int_0^\infty d\phi' \left| \Delta\xi_{\perp}(\phi_\perp) \right|^2 - 2\frac{s}{u} \int_0^\infty d\phi' \Delta\xi_{\perp}(\phi_\perp) \int_0^\infty d\phi' \chi(\phi_\perp) \right\}^2
\]

\[
- \frac{s}{u} \int_0^\infty d\phi' \Delta\xi_{\perp}(\phi_\perp) \int_0^\infty d\phi' \chi(\phi_\perp)
\]

\[
(37)
\]

where \( \chi(\phi) = -p_-A_0\psi'(\phi)/mE_{cr} \) is the local quantum nonlinearity parameter. In the above derivation, we have used the fact that \( \chi(\phi) = -\zeta\chi(\phi) \), where \( \zeta^\mu = \tilde{F}^{\mu\nu}(\phi)p_\nu/mE_{cr} \).

As a check of the above expression of the mass shift, we have ensured that in the LCFA, the mass shift \( \delta m_\sigma(p, \phi) \) reduces to the corresponding local expression of the mass shift found
in Refs. [82, 92] in the case of a background constant crossed field. Indeed, by expanding
the right-hand side of Eq. (37) for $\phi_s$ and $\phi_{ys}$ around $\phi$ up to the first order, one finds

$$\delta m_{\sigma}^{(\text{LCFA})} = \frac{\alpha}{2\pi} \int_0^\infty \frac{du \, dv}{(1 + v)^3} \left[ 5 + 7v^2 \frac{\chi^2(\phi)}{v^2} u + i\sigma \chi(\phi) \right],$$

(38)

where, for notational simplicity, we have not indicated the functional dependence on $p^\mu$ and
$\phi$. In this derivation the changes of variables $s = uv$ and the $u \to (1 + v)u/v^2$ and the
identity

$$\int_0^\infty \frac{du \, dv}{u(1 + v)^2} \frac{1 + 2v}{1 + v} \left\{ e^{-iu\left[1 + \frac{1}{3} \frac{\chi^2(\phi)}{v^2} u^2\right]} - e^{-iu} \right\}$$

$$= -\frac{\chi^2(\phi)}{3} \int_0^\infty \frac{du \, dv}{(1 + v)^2} e^{-iu\left[1 + \frac{1}{3} \frac{\chi^2(\phi)}{v^2} u^2\right]} \frac{1 + v - 3v^2}{1 + v} \frac{u}{v^2}$$

(39)

have been used.

A. On the anomalous magnetic moment of the electron

In vacuum QED the derivation of the anomalous magnetic moment of the electron starts
from the computation of the vertex correction, with the external photon providing the
magnetic field interacting with the electron [95]. In the present case of an electron interacting
with a background plane wave, the magnetic field of the wave can already be exploited to
derive the anomalous magnetic moment of the electron starting from the mass operator
rather than from the more complicated vertex correction [81]. This has been already carried
out in the case of a constant crossed field in Refs. [82, 92] by computing the mass correction
of the electron in the field and then by extracting the anomalous magnetic moment of the
electron from the term in the mass correction proportional to the electron spin.

Within the LCFA the field-dependent anomalous gyromagnetic factor of the electron
$\delta g^{(\text{LCFA})} = g^{(\text{LCFA})} - 2$ is obtained by equating the real part of the spin-dependent mass
shift with $-\delta \mu^{(\text{LCFA})} \cdot \mathbf{B}_0(\phi) = \delta g^{(\text{LCFA})} \mu_B(\sigma/2) \zeta \cdot \mathbf{B}_0(\phi)$, where $\delta \mu^{(\text{LCFA})}$ is the anomalous
magnetic moment of the electron within the LCFA, $\mu_B = |e|/2m$ is the Bohr magneton,
$\mathbf{B}_0(\phi)$ is the magnetic field of the plane wave in the initial rest frame of the electron,
and where we have taken into account that the spin and the magnetic moment of the
electron are oppositely directed because the electron charge is negative. Now, we notice
that $\zeta_\mu \tilde{F}^{\mu\nu}(\phi) p_\nu/m = -\zeta \cdot \mathbf{B}_0(\phi)$ and, with the above choice of $\zeta_\mu$, that $\zeta_\mu \tilde{F}^{\mu\nu}(\phi) p_\nu/m =$
\[-E_{cr}\chi(\phi) = -m\chi(\phi)/2\mu_B.\] By combining the above equations, we obtain

\[\frac{\delta g^{(LCFA)}}{2} = -\frac{\alpha}{\pi} \text{Im} \int_0^\infty \frac{dudv}{(1+v)^3} e^{-iu\left[1+i\frac{\chi^2(\phi)}{u^2}\right]},\] (40)

which is the corresponding local expression of the anomalous gyromagnetic factor of the electron in a constant crossed field \[82, 92]. In particular, in the weak-field limit \(\chi(\phi) \to 0\), we obtain Schwinger’s result \(\delta g_0/2 = \alpha/2\pi\) (recall that the original prescription on the poles of the propagators, allows one to write \(\int_0^\infty du e^{-iu} = -i\)).

The derivation of the result in Eq. (40) within the LCFA indicates that in the general case of an arbitrary plane wave it is not even possible to introduce the concept of a local electron anomalous magnetic moment. In this case, the interaction between the electron and the plane wave is non-local [see Eq. (37) and, in particular, the last, spin-dependent term] and it is not simply proportional to the magnetic field of the plane wave in the rest frame of the electron evaluated at \(\phi\).

IV. CONCLUSIONS

In conclusion, we have obtained the expression of the mass operator in momentum space in the presence of an arbitrary plane wave and for an off-shell electron. We have used the obtained expression to compute the mass shift for an on-shell electron. By specializing to the case of a linearly polarized wave and by choosing the spin quantization axis along the magnetic field of the plane wave in the initial rest frame of the electron, a compact expression of the mass shift is derived, which reduces to the expression in a constant crossed field obtained previously in the literature. Finally, we have shown that a local expression of the anomalous magnetic moment of the electron can be extracted from the mass shift within the locally constant field approximation. However, beyond the locally constant field approximation, the interaction between the plane wave and the electron is non-local, which prevents a convenient description of the interaction of the magnetic field of the wave and the electron simply via a magnetic moment.
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