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Abstract
We study the Bochner–Schrödinger operator $H_p = \frac{1}{p} \Delta^L p \otimes E + V$ on high tensor powers of a positive line bundle $L$ on a symplectic manifold of bounded geometry. First, we give a rough asymptotic description of its spectrum in terms of the spectra of the model operators. This allows us to prove the existence of gaps in the spectrum under some conditions on the curvature of the line bundle. Then we consider the spectral projection of such an operator corresponding to an interval whose extreme points are not in the spectrum and study asymptotic behavior of its kernel. First, we establish the off-diagonal exponential estimate. Then we state a complete asymptotic expansion in a fixed neighborhood of the diagonal.

Keywords Symplectic manifold · Bochner–Schrödinger operator · Semiclassial asymptotics · Spectrum · Manifolds of bounded geometry

Mathematics Subject Classification 58J50 · 35P15 · 58J37

1 Introduction

1.1 The setting

Let $(X, g)$ be a smooth Riemannian manifold of dimension $d$ without boundary, $(L, h^L)$ a Hermitian line bundle on $X$ with a Hermitian connection $\nabla^L$ and $(E, h^E)$ a
Hermitian vector bundle of rank $r$ on $X$ with a Hermitian connection $\nabla^E$. We suppose that $(X, g)$ is a manifold of bounded geometry and $L$ and $E$ have bounded geometry. This means that the curvatures $R^T X$, $R^L$, and $R^E$ of the Levi-Civita connection $\nabla^T X$, connections $\nabla^L$ and $\nabla^E$, respectively, and their derivatives of any order are uniformly bounded on $X$ in the norm induced by $g$, $h^L$, and $h^E$, and the injectivity radius $r_X$ of $(X, g)$ is positive.

For any $p \in \mathbb{N}$, let $L^p := L \otimes^p$ be the $p$th tensor power of $L$ and let

$$\nabla^{L^p \otimes E} : C^\infty(X, L^p \otimes E) \to C^\infty(X, T^*X \otimes L^p \otimes E)$$

be the Hermitian connection on $L^p \otimes E$ induced by $\nabla^L$ and $\nabla^E$. Consider the induced Bochner Laplacian $\Delta^{L^p \otimes E}$ acting on $C^\infty(X, L^p \otimes E)$ by

$$\Delta^{L^p \otimes E} = (\nabla^{L^p \otimes E})^* \nabla^{L^p \otimes E},$$

where $(\nabla^{L^p \otimes E})^* : C^\infty(X, T^*X \otimes L^p \otimes E) \to C^\infty(X, L^p \otimes E)$ is the formal adjoint of $\nabla^{L^p \otimes E}$. Let $V \in C^\infty(X, \text{End}(E))$ be a self-adjoint endomorphism of $E$. We assume that $V$ and its derivatives of any order are uniformly bounded on $X$ in the norm induced by $g$ and $h^E$. We study the Bochner–Schrödinger operator $H_p$ acting on $C^\infty(X, L^p \otimes E)$ by

$$H_p = \frac{1}{p} \Delta^{L^p \otimes E} + V.$$ 

Since $(X, g)$ is complete, the operator $H_p$ is essentially self-adjoint in the Hilbert space $L^2(X, L^p \otimes E)$ with initial domain $C^\infty_c(X, L^p \otimes E)$, see [16, Theorem 2.4]. We still denote by $H_p$ its unique self-adjoint extension, and by $\sigma(H_p)$ its spectrum in $L^2(X, L^p \otimes E)$.

Consider the real-valued closed 2-form $B$ (the magnetic field) given by

$$B = i R^L.$$ 

We assume that $B$ is non-degenerate. Thus, $X$ is a symplectic manifold. In particular, its dimension is even, $d = 2n, n \in \mathbb{N}$.

For $x \in X$, let $B_x : T_x X \to T_x X$ be the skew-adjoint operator such that

$$B_x(u, v) = g(B_x u, v), \quad u, v \in T_x X.$$ 

The operator $|B_x| := (B_x^* B_x)^{1/2} : T_x X \to T_x X$ is a positive self-adjoint operator. We assume that it is uniformly positive on $X$:

$$b_0 := \inf_{x \in X} |B_x| > 0.$$ 

**Remark 1** The operator $H_p$ was introduced and studied by Demailly [5,6]. The study of its spectrum plays an important role in the proof of holomorphic Morse inequalities.
Remark 2 Assume that the Hermitian line bundle \((L, h^L)\) is trivial and \((E, h^E)\) is a trivial Hermitian line bundle with a trivial connection \(\nabla^E\). Then we can write \(\nabla^L = d - iA\) with a real-valued 1-form \(A\) (the magnetic potential), and we have

\[ R^L = -idA, \quad B = dA. \]

The operator \(H_p\) is related with the semiclassical magnetic Schrödinger operator

\[ H_p = \hbar^{-1}[(i\hbar d + A)^*(i\hbar d + A) + \hbar V], \quad \hbar = \frac{1}{p}, \quad p \in \mathbb{N}. \]

It can be also considered as the magnetic Schrödinger operator with strong electric and magnetic fields, growing at the same rate:

\[ H_p = \frac{1}{p}[(d - ipA)^*(d - ipA) + pV], \quad p \in \mathbb{N}. \]

Remark 3 If \(X\) is the Euclidean space \(\mathbb{R}^{2n}\) with coordinates \(Z = (Z_1, \ldots, Z_{2n})\), we can write the 1-form \(A\) as

\[ A = \sum_{j=1}^{2n} A_j(Z) \, dZ_j, \]

the matrix of the Riemannian metric \(g\) as \(g(Z) = (g_{j\ell}(Z))_{1 \leq j, \ell \leq 2n}\) and its inverse as \(g(Z)^{-1} = (g^{j\ell}(Z))_{1 \leq j, \ell \leq 2n}\). Denote \(|g(Z)| = \det(g(Z))\). Then \(B\) is given by

\[ B = \sum_{j < k} B_{jk} \, dZ_j \wedge dZ_k, \quad B_{jk} = \frac{\partial A_k}{\partial Z_j} - \frac{\partial A_j}{\partial Z_k}. \]

Moreover, the operator \(H_p\) has the form

\[ H_p = \frac{1}{p} \frac{1}{\sqrt{|g|}} \sum_{1 \leq j, \ell \leq 2n} \left( i \frac{\partial}{\partial Z_j} + pA_j \right) \left[ \sqrt{|g|} g^{j\ell} \left( i \frac{\partial}{\partial Z_\ell} + pA_\ell \right) \right] + V. \]

Our assumptions hold, if the matrix \((B_{j\ell}(Z))\) has full rank \(2n\) and its eigenvalues are separated from zero uniformly on \(Z \in \mathbb{R}^{2n}\), for any \(\alpha \in \mathbb{Z}_{+}^{2n}\) and \(1 \leq j, \ell \leq 2n\), we have

\[ \sup_{Z \in \mathbb{R}^{2n}} |\partial^\alpha g_{j\ell}(Z)| < \infty, \quad \sup_{Z \in \mathbb{R}^{2n}} |\partial^\alpha B_{j\ell}(Z)| < \infty, \]

and the matrix \((g_{j\ell}(Z))\) is positive definite uniformly on \(Z \in \mathbb{R}^{2n}\).
1.2 Description of the spectrum

Our first result gives an asymptotic description of the spectrum of $H_p$ as $p \to \infty$ in terms of the spectra of the model operators.

For an arbitrary $x_0 \in X$, the model operator at $x_0$ is a second order differential operator $\mathcal{H}_p(x_0)$, acting on $C^\infty(T_{x_0} X, E_{x_0})$, which is obtained from the operator $H_p$ by freezing coefficients at $x_0$. This operator was introduced by Demailly [5,6].

Consider the trivial Hermitian line bundle $L_0$ over $T_{x_0} X$ and the trivial Hermitian vector bundle $E_0$ over $T_{x_0} X$ with the fiber $E_{x_0}$. We introduce the connection

$$\nabla^{(x_0)}_p = \nabla_v - ip\alpha_v^{(x_0)},$$

acting on $C^\infty(T_{x_0} X, \mathcal{L}_p^0 \otimes E_0) \cong C^\infty(T_{x_0} X, E_{x_0})$, with the connection one-form $\alpha^{(x_0)} \in C^\infty(T_{x_0} X, T^*_0 X)$ given by

$$\alpha_v^{(x_0)}(w) = \frac{1}{2} B_{x_0}(v, w), \quad v, w \in T_{x_0} X.$$  

Here $\nabla_v$ denotes the differentiation operator on $T_{x_0} X$ in the direction $v$. The curvature of $\nabla_p$ is constant: $d\alpha_v^{(x_0)} = B_{x_0}$. Denote by $\Delta^{(x_0)}_p$ the associated Bochner Laplacian. The model operator $\mathcal{H}_p^{(x_0)}$ acting on $C^\infty(T_{x_0} X, E_{x_0})$ is defined as

$$\mathcal{H}_p^{(x_0)} = \frac{1}{p} \Delta^{(x_0)}_p + V(x_0).$$

Since $B_{x_0}$ is skew-adjoint, its eigenvalues have the form $\pm ia_j(x_0)$, $j = 1, \ldots, n$, with $a_j(x_0) > 0$. By (3), $a_j(x_0) \geq b_0 > 0$ for any $x_0 \in X$ and $j = 1, \ldots, n$. Denote by $V_\mu(x_0)$, $\mu = 1, \ldots, r$, the eigenvalues of $V(x_0)$. It is well-known (see, for instance, [25, Corollary 2.5] and [20, Theorem 1.15]) that the spectrum of $\mathcal{H}_p^{(x_0)}$ is independent of $p$ and consists of eigenvalues of infinite multiplicity:

$$\sigma(\mathcal{H}_p^{(x_0)}) = \Sigma_{x_0} := \left\{ \Lambda_{k,\mu}(x_0) : k \in \mathbb{Z}_{+}^n, \mu = 1, \ldots, r \right\},$$

where, for $k = (k_1, \ldots, k_n) \in \mathbb{Z}_{+}^n$, $\mu = 1, \ldots, r$ and $x_0 \in X$,

$$\Lambda_{k,\mu}(x_0) = \sum_{j=1}^{n} (2k_j + 1)a_j(x_0) + V_\mu(x_0).$$

In particular, the lowest eigenvalue of $\mathcal{H}_p^{(x_0)}$ is

$$\Lambda_0(x_0) := \sum_{j=1}^{n} a_j(x_0) + \min_{\mu} V_\mu(x_0).$$
Let $\Sigma$ be the union of the spectra of the model operators:

$$\Sigma = \bigcup_{x \in X} \Sigma_x = \{ \Lambda_{k,\mu}(x) : k \in \mathbb{Z}_+^n, \mu = 1, \ldots, r, x \in X \}. \quad (9)$$

**Theorem 1** For any $K > 0$, there exists $c > 0$ such that for any $p \in \mathbb{N}$ the spectrum of $H_p$ in the interval $[0, K]$ is contained in the $cp^{-1/4}$-neighborhood of $\Sigma$.

The set $\Sigma$ is a closed subset of $\mathbb{R}$, which can be represented as the union of closed intervals (bands):

$$\Sigma = \bigcup_{k \in \mathbb{Z}^n_+, \mu = 1, \ldots, r} [\alpha_{k,\mu}, \beta_{k,\mu}]$$

where, for any $k \in \mathbb{Z}^n_+$ and $\mu = 1, \ldots, r$, the interval $[\alpha_{k,\mu}, \beta_{k,\mu}]$ is the image of the function $\Lambda_{k,\mu}$ on $X$: $[\alpha_{k,\mu}, \beta_{k,\mu}] = \{ \Lambda_{k,\mu}(x_0) : x_0 \in X \}$. In general, the bands $[\alpha_{k,\mu}, \beta_{k,\mu}]$ can overlap without any gaps and $\Sigma$ is the semi-axis $[\Lambda_0, +\infty)$ with $\Lambda_0 = \inf_{x \in X} \Lambda_0(x)$. In this case, Theorem 1 tells nothing about the location of the spectrum of $H_p$, except for the lower bound $\lambda_0(H_p) \geq \Lambda_0 - cp^{-1/4}$ for its bottom $\lambda_0(H_p) = \inf \sigma(H_p)$. Actually, a better estimate for $\lambda_0(H_p)$ follows immediately from [18, Corollary 1.2] and [21, Lemma 1]:

$$\lambda_0(H_p) \geq \Lambda_0 - cp^{-1}, \quad p \in \mathbb{N}, \quad (10)$$

(see below for more detail and [11, Remark 2.3] for the case of the magnetic Laplacian).

One should also emphasize that we make no assumptions on the curvature $B$ except for the full-rank condition. There is a number of papers devoted to the study of the asymptotic behavior of low-lying eigenvalues of the magnetic Schrödinger operator under some additional assumptions on the magnetic field like the existence of non-degenerate magnetic wells (see [10,26,27] and references therein).

In some cases, $\Sigma$ has gaps: $[\Lambda_0, +\infty) \setminus \Sigma \neq \emptyset$. For instance, if $V(x) \equiv 0$ and the functions $a_j$ can be chosen to be constants:

$$a_j(x) \equiv a_j, \quad x \in X, \quad j = 1, \ldots, n, \quad (11)$$

then $\Sigma$ is a countable discrete set. In particular, if $B$ is an almost-complex structure ($B^2 = -I$; the almost Kähler case) and $V(x) \equiv 0$, then $a_j = 1, j = 1, \ldots, n$, and

$$\Sigma = \{ 2k + n : k \in \mathbb{Z}_+ \}. \quad (12)$$

The set $\Sigma$ may also have gaps if the functions $a_j$ are not constants, but vary slow enough. In these cases, Theorem 1 implies the existence of gaps in the spectrum of $H_p$. In particular, when $V(x) \equiv 0$ and condition (11) holds, then the spectrum of $H_p$ is contained in the union of neighborhoods of $a_j$’s of size $O(p^{-1/4})$. In the almost-Kähler
case, Theorem 1 was proved in [7]. Our proof uses some ideas and constructions of
the proof given in [7], but it has some improvements and is shorter.

The following example demonstrates what kind of information about the eigenval-
ues of \( H_p \) can be obtained from Theorem 1 in the almost-Kähler case.

**Example 1** Suppose that \( X \) is the unit two-sphere \( S^2 = \{(x, y, z) \in \mathbb{R}^3 : x^2+y^2+z^2 = 1\} \). In the spherical coordinates \( x = \sin \theta \cos \varphi, y = \sin \theta \sin \varphi, z = \cos \theta, \varphi \in (0, \pi), \theta \in (0, 2\pi) \), we take the Riemannian metric \( g = R^2(d\theta^2 + \sin^2 \theta d\varphi^2) \), and the magnetic field \( B = \frac{1}{2} \sin \theta d\theta \wedge d\varphi \). Let \( L \) be the corresponding quantum line bundle. The only eigenvalue \( a_1(\theta, \varphi) \) can be found from the relation \( B = a_1 dv_X \), which gives

\[
a_1(\theta, \varphi) = \frac{1}{2R^2}, \quad \Sigma = \left\{(2k+1)\frac{1}{2R^2} : k \in \mathbb{Z}_+\right\}.
\]

By the classical formula for the eigenvalues of the magnetic Laplacian \( \Delta^{L^p} \) [Tamm (1931), Wu-Yang (1976)], the eigenvalues of \( H_p = \frac{1}{p} \Delta^{L^p} \) are given by

\[
v_{p,k} = (2k+1)\frac{1}{2R^2} + \frac{k(k+1)}{R^2 p}, \quad k \in \mathbb{Z}_+.
\]

with multiplicity \( m_{p,k} = p+2k+1 \). In particular, if \( g \) is associated with the symplectic form \( B \) and the standard complex structure on \( S^2 \), then \( a_1 = 1 \), which gives \( R^2 = \frac{1}{2} \) and (cf. (12))

\[
v_{p,k} = 2k + 1 + 2k(k+1)\frac{1}{p}, \quad k \in \mathbb{Z}_+.
\]

So we see that, in this example, Theorem 1 describes the leading terms in the asymptotic expansions of the eigenvalue. Note that a description of the leading term in the asymptotic expansion of the multiplicities is given by Demailly’s theorem (see (15) below).

Another way to obtain an operator \( H_p \) with a gap in \( \Sigma \) is to take \( V(x) = -\tau(x) \) with \( \tau(x) := \text{Tr} |B_x|, x \in X \). Then \( H_p = \frac{1}{p} \Delta_p \), where \( \Delta_p := \Delta^{L^p \otimes E} - p\tau \) is the renormalized Bochner Laplacian introduced by Guillemin and Uribe [9]. We get \( \Lambda_0(x) \equiv 0 \) and \( \Sigma \) has a gap around zero: \( \Sigma = [0] \cup [2b_0, \infty) \) with \( b_0 > 0 \) given by (3). In this case, a better estimate for the spectrum of \( H_p \) (with \( p^{-1} \) instead of \( p^{-1/4} \)) holds true: there exists \( c > 0 \) such that for any \( p \in \mathbb{N} \) the spectrum of \( H_p \) is contained in \( (-cp^{-1}, cp^{-1}) \cup [2b_0 - cp^{-1}, \infty) \). This estimate (with not precised constant \( b_0 \)) is proved in [9] when \( X \) is compact and \( E \) is a trivial line bundle. It was proved for a general vector bundle \( E \) on a compact manifold in [18, Corollary 1.2] and for manifolds of bounded geometry in [21, Lemma 1], [16, Theorem 1.1] (see also the references therein for some related works). Writing the operator \( H_p \) with arbitrary potential \( V \) in the form \( H_p = \frac{1}{p} \Delta_p + (\tau + V) \), we immediately derive from these results the lower bound (10) for \( \lambda_0(H_p) \).
By constructing approximate eigenfunctions, one can show that each $\Lambda \in \Sigma$ is close to the spectrum of $H_p$ (cf. [11, Theorem 2.2] in the case of the magnetic Laplacian). Actually, when $X$ is compact, any neighborhood of $\Lambda$ contains infinitely many eigenvalues as follows from the asymptotic formula for the eigenvalue distribution function of the operator $H_p$ proved by Demailly [5,6]. Let us briefly recall this result.

Suppose that $X$ is compact. The eigenvalue distribution function $N_p(\lambda)$ of $H_p$ is defined by

$$N_p(\lambda) = \# \{ j \in \mathbb{Z}_+ : \nu_{p,j} \leq \lambda \}, \quad \lambda \in \mathbb{R},$$

where $\nu_{p,j}, j \in \mathbb{Z}_+$ are the eigenvalues of $H_p$ taken with multiplicities. For any $x \in X$, let $N(x, \lambda)$ be the eigenvalue distribution function of the model operator $H_p^{(x)}$ defined by

$$N(x, \lambda) = \# \{ (k, \mu) : \Lambda_{k,\mu}(x) \leq \lambda \}, \quad \lambda \in \mathbb{R}.$$  

By [5, Theorem 0.6] (see also [6, Corollary 3.3]), there exists a countable set $D \subset \mathbb{R}$ such that for any $\lambda \in \mathbb{R} \setminus D$

$$\lim_{p \to +\infty} p^{-n} N_p(\lambda) = \frac{1}{(2\pi)^n} \int_X \left( \prod_{j=1}^n a_j(x) \right) N(x, \lambda) dv_X(x), \quad (13)$$

where $dv_X$ denotes the Riemannian volume form. The formula (13) can be rewritten in terms of the Liouville volume form $\Omega_B = \frac{1}{n!} B^n$ as follows:

$$\lim_{p \to +\infty} p^{-n} N_p(\lambda) = \frac{1}{(2\pi)^n} \int_X N(x, \lambda) \Omega_B(x). \quad (14)$$

By (14), for any interval $(\alpha, \beta)$, we have

$$\# \{ j \in \mathbb{Z}_+ : \nu_{p,j} \in (\alpha, \beta) \}$$

$$= \frac{p^n}{(2\pi)^n} \sum_{k,\mu} \mu_B(\{ x \in X : \Lambda_{k,\mu}(x) \in (\alpha, \beta) \}) + o(p^n), \quad p \to \infty, \quad (15)$$

where $\mu_B$ denotes the Liouville measure. In particular, if $(\alpha, \beta) \cap \Sigma = \emptyset$,

$$\# \{ j \in \mathbb{Z}_+ : \nu_{p,j} \in (\alpha, \beta) \} = o(p^n), \quad p \to \infty.$$

Apparently, Theorem 1 holds in the case when the magnetic field degenerates. If $B_{x_0}$ is degenerate for some $x_0 \in X$, the model operator $H_p^{(x_0)}$ is still well defined, but its spectrum is the semi-axis $[V(x_0), \infty)$. Then again, Theorem 1 contains no information about the location of the spectrum of $H_p$, except the lower bound for its bottom. Therefore, we restrict ourselves to the case when $B$ is non-degenerate.
1.3 Asymptotic behavior of the spectral projection

Consider an interval \( I = (\alpha, \beta) \) such that \( \alpha, \beta \notin \Sigma \). By Theorem 1, there exist \( \mu_0 > 0 \) and \( p_0 \in \mathbb{N} \) such that for any \( p > p_0 \)

\[
\sigma(H_p) \subset (\alpha - \mu_0) \cup I \cup (\beta + \mu_0, \infty).
\]

Let \( P_{p,I} \) be the spectral projection of \( H_p \) associated with \( I \) and \( P_{p,I}(x, x'), x, x' \in X \), be its smooth Schwartz kernel with respect to \( dv_X \). We study the asymptotic behavior of \( P_{p,I}(x, x') \) as \( p \to \infty \).

First, we establish the off-diagonal exponential estimate for \( P_{p,I}(x, x') \), which is the analog of [21, Theorem 1] and [16, Theorem 1.2] for the Bergman kernel.

**Theorem 2**  There exists \( c > 0 \) such that for any \( k \in \mathbb{N} \), there exists \( C_k > 0 \) such that for any \( p \in \mathbb{N} \), \( x, x' \in X \), we have

\[
|P_{p,I}(x, x')|_{C_k} \leq C_k p^{n+k} e^{-c\sqrt{p}d(x,x')}.
\]

Here \( d(x, x') \) is the geodesic distance and \( |P_{p,I}(x, x')|_{C_k} \) denotes the pointwise \( C^k \)-seminorm of the section \( P_{p,I} \) at a point \( (x, x') \in X \times X \), which is the sum of the norms induced by \( h_L, h^E \) and \( g \) of the derivatives up to order \( k \) of \( P_{p,I} \) with respect to the connection \( \nabla^{LP \otimes E} \) and the Levi-Civita connection \( \nabla^TX \) evaluated at \( (x, x') \).

Then we describe an asymptotic expansion of \( P_{p,I} \) as \( p \to \infty \) in a fixed neighborhood of the diagonal (independent of \( p \)). Such kind of expansion is called full off-diagonal expansion following Ma-Marinescu’s book [19, Chapter 4].

First, we introduce normal coordinates near an arbitrary point \( x_0 \in X \). We denote by \( B^X(x_0, r) \) and \( B^{T_{x_0}X}(0, r) \) the open balls in \( X \) and \( T_{x_0}X \) with center \( x_0 \) and radius \( r \), respectively. We identify \( B^{T_{x_0}X}(0, r_X) \) with \( B^X(x_0, r_X) \) via the exponential map \( \exp_{x_0} : T_{x_0}X \to X \). Furthermore, we choose trivializations of the bundles \( L \) and \( E \) over \( B^X(x_0, r_X) \), identifying their fibers \( L_Z \) and \( E_Z \) at \( Z \in B^{T_{x_0}X}(0, r_X) \) with \( B^X(x_0, r_X) \) with the spaces \( L_{x_0} \) and \( E_{x_0} \) by parallel transport with respect to the connections \( \nabla^L \) and \( \nabla^E \) along the curve \( \gamma_Z : [0, 1] \ni u \to \exp_{x_0}^X(uZ) \). Denote by \( \nabla^{LP \otimes E} \) and \( h^{LP \otimes E} \) the connection and the Hermitian metric on the trivial bundle over \( B^{T_{x_0}X}(0, r_X) \) with fiber \( (L^P \otimes E)_{x_0} \) induced by these trivializations.

We choose an orthonormal base \( \{e_j : j = 1, \ldots, 2n\} \) in \( T_{x_0}X \) such that

\[
B_{x_0}e_{2k-1} = a_k(x_0)e_{2k}, \quad B_{x_0}e_{2k} = -a_k(x_0)e_{2k-1}, \quad k = 1, \ldots, n.
\]

It gives rise to a coordinate chart \( \gamma_{x_0} : B(0, c) \subset \mathbb{R}^{2n} \to X \) defined on the open ball \( B(0, c) \) in \( \mathbb{R}^{2n} \) with center at the origin and radius \( c \in (0, r_X) \), which is given by the restriction of the exponential map \( \exp_{x_0}^X : T_{x_0}X \to X \) composed with the linear isomorphism \( \mathbb{R}^{2n} \to T_{x_0}X \) determined by the base \( \{e_j\} \).

Let \( dv_X \) denote the Riemannian volume form of the Euclidean space \( (T_{x_0}X, g_{x_0}) \). We define a smooth function \( \kappa_{x_0} \) on \( B^{T_{x_0}X}(0, r_X) \) by the equation

\[
dv_X(Z) = \kappa_{x_0}(Z) dv_{TX}(Z), \quad Z \in B^{T_{x_0}X}(0, r_X).
\]
Consider the fiberwise product $TX \times TX = \{(Z, Z') \in T_{x_0}X \times T_{x_0}X : x_0 \in X\}$. Let $\pi : TX \times TX \rightarrow X$ be the natural projection given by $\pi(Z, Z') = x_0$. The kernel $P_{p, I}(x, x')$ induces a smooth section $P_{p, I, x_0}(Z, Z')$ of the vector bundle $\pi^*(\text{End}(E))$ on $TX \times TX$ defined for all $x_0 \in X$ and $Z, Z' \in T_{x_0}X$ with $|Z|, |Z'| < r_X$.

The following theorem is the analog of [4, Theorem 4.18'], [19, Theorem 4.2.1] and [16, Theorem 4.3] for the (generalized) Bergman kernel.

**Theorem 3** There exists $\varepsilon \in (0, r_X)$ such that for any $x_0 \in X$ and $Z, Z' \in T_{x_0}X$, $|Z|, |Z'| < \varepsilon$, the sequence $P_{p, I, x_0}(Z, Z')$ admits an asymptotic expansion as $p \rightarrow \infty$

$$
\frac{1}{p^n} P_{p, I, x_0}(Z, Z') \cong \sum_{r=0}^{\infty} F_{r, x_0}(\sqrt{p}|Z|, \sqrt{p}|Z'|) \kappa_{x_0}^{-\frac{1}{2}}(Z) \kappa_{x_0}^{-\frac{1}{2}}(Z') p^{-\frac{3}{2}},
$$

where the leading coefficient $F_{0, x_0}$ is the Schwartz kernel of the spectral projection $\mathcal{P}_{I, x_0}$ of the model operator $\mathcal{H}^{(x_0)} := \mathcal{H}_1^{(x_0)}$ associated with $I$.

$$
F_{0, x_0}(Z, Z') = \mathcal{P}_{I, x_0}(Z, Z'),
$$

and for any $r \geq 0$, the coefficient $F_{r, x_0}$ has the form

$$
F_{r, x_0}(Z, Z') = J_{r, x_0}(Z, Z') \mathcal{P}_{x_0}(Z, Z'),
$$

where $\mathcal{P}_{x_0} \in C^\infty(\mathbb{R}^{2n} \times \mathbb{R}^{2n})$ is the Bergman kernel (see (23) below) and $J_{r, x_0}$ is a polynomial in $Z, Z'$ with values in $\text{End}(E_{x_0})$, depending smoothly on $x_0$, with the same parity as $r$ and $\text{deg} J_{r, x_0} \leq \kappa(I) + 3r$, where $\kappa(I) = \max\{|k| : \Lambda_{k, \mu} \in I\}$.

For any $j \in \mathbb{N}$, the remainder

$$
R_{j, p, x_0}(Z, Z') := \frac{1}{p^n} P_{p, I, x_0}(Z, Z') - \sum_{r=0}^{j} F_{r, x_0}(\sqrt{p}|Z|, \sqrt{p}|Z'|) \kappa_{x_0}^{-\frac{1}{2}}(Z) \kappa_{x_0}^{-\frac{1}{2}}(Z') p^{-\frac{3}{2}}
$$

in the asymptotic expansion (18) satisfies the following condition. For any $m, m' \in \mathbb{N}$, there exist positive constants $C, c, c_0$ and $M$ such that for any $p \geq 1$, $x_0 \in X$ and $Z, Z' \in T_{x_0}X$, $|Z|, |Z'| < \varepsilon$,

$$
\sup_{|\alpha| + |\alpha'| \leq m} \left| \frac{\partial^{|\alpha|+|\alpha'|}}{\partial Z^{\alpha} \partial Z'^{\alpha'}} R_{j, p, x_0}(Z, Z') \right|_{C^{m'}(X)} \\
\leq Cp^{-\frac{j-m+1}{2}} (1 + \sqrt{p}|Z| + \sqrt{p}|Z'|)^M \exp(-c \sqrt{p}|Z - Z'|) + O(e^{-c_0 \sqrt{p}}).
$$

Here $C^{m'}(X)$ is the $C^{m'}$-norm for the parameter $x_0 \in X$.

The spectral projection $\mathcal{P}_{I, x_0}$ can be written as

$$
\mathcal{P}_{I, x_0} = \sum_{(k, \mu) : \Lambda_{k, \mu} \in I} \mathcal{P}_{k, \mu, x_0},
$$

(22)
where $\mathcal{P}_{\Lambda_k,\mu,x_0}$ is the orthogonal projection to the eigenspace of the model operator $\mathcal{H}^{(x_0)}$ with the eigenvalue $\Lambda_k,\mu$. One can give an explicit formula for its smooth Schwartz kernel in terms of the Laguerre polynomials. For the lowest eigenvalue $\Lambda_0(x_0)$, the kernel of the projection $P_{\Lambda_0,x_0}$ has the form

$$
P_{0,x_0}(Z, Z') = P_{x_0}(Z, Z') \pi_{0,x_0},$$

where $P_{x_0} \in C^\infty(\mathbb{R}^{2n} \times \mathbb{R}^{2n})$ is the Bergman kernel (see [9, (1.91)] or [19, (4.1.84)]) given by

$$
P_{x_0}(Z, Z') = \frac{1}{(2\pi)^n} \prod_{j=1}^{n} a_j \exp \left( -\frac{1}{4} \sum_{k=1}^{n} a_k (|z_k|^2 + |z'_k|^2 - 2z_k z'_k) \right)$$

(23)

and $\pi_{0,x_0}$ is the orthogonal projection in $E_{x_0}$ to the eigenspace of $V(x_0)$ associated with its lowest eigenvalue.

In the case when $H_p = \frac{1}{p} \Delta_p$, where $\Delta_p$ is the renormalized Bochner Laplacian and $I = (\alpha, \beta)$ is an open neighborhood of 0 with $\beta < 2b_0$, the projection $P_{p,I}$ is called the generalized Bergman projection in [20], since it generalizes the Bergman projection on complex manifolds. Its kernel is called the generalized Bergman kernel.

Asymptotic expansions of the Bergman kernels on complex manifolds were studied for a long time and have many applications (see [19] and also the references therein for the previous results).

For the Bergman kernel of the spin$^c$ Dirac operator on a symplectic manifold of bounded geometry, the same type of exponential estimate as in Theorem 2 is proved in [21, Theorem 1], and for the Bergman kernel of the renormalized Bochner Laplacian on a symplectic manifold of bounded geometry in [16, Theorem 1.3].

The full off-diagonal expansion for the Bergman kernel of the spin$^c$ Dirac operator was proved in [4, Theorem 4.18'] (see also [19, Theorem 4.2.1]). For the generalized Bergman kernel associated with the renormalized Bochner Laplacian, it was shown in [20, Theorem 1.19] (see also [19, Theorem 4.1.24]) that the off-diagonal expansion holds in a neighborhood of size $1/\sqrt{p}$ of the diagonal. This is called near off-diagonal expansion. In [17] a less precise estimate than in [20, Theorem 1.19] was obtained in a neighborhood of size $p^{-\theta}$, $\theta \in (0, 1/2)$. The proofs are based on the spectral gap property of the Bochner Laplacian, finite propagation speed arguments for the wave equation and rescaling of the Bochner Laplacian near the diagonal, which is inspired by the analytic localization technique of Bismut and Lebeau [1]. In [14], we combined the methods of [4,19,20] with weighted estimates with appropriate exponential weights as in [13,23,24] to prove the full off-diagonal expansion for the generalized Bergman kernel. In [16], these results were extended to the case of manifolds of bounded geometry.

Theorem 3 is a rather straightforward extension of the results of [14,16]. In a companion paper [15], we apply the results of the paper to construct a Berezin-Toeplitz quantization associated with higher Landau levels of the Bochner Laplacian on a symplectic manifold. We mention that, in two simultaneous papers [2,3], Charles studies the same subject, using different methods.
The paper is organized as follows. In Sect. 2, we prove Theorem 1. In Sect. 3, we prove weighted estimates for the resolvent of the operator $H_p$. Section 4 is devoted to the study of the kernel of the spectral projections and contains the proofs of Theorems 2 and 3.

## 2 Description of the spectrum

This section is devoted to the proof of Theorem 1.

### 2.1 Approximate inverse

The proof of Theorem 1 is based on a construction of an approximate inverse for the operator $H_p - \lambda$ with $\lambda \notin \Sigma$. The corresponding statement is given in the following proposition.

**Proposition 1**  For any $p \in \mathbb{N}$, there exists a family $\{Q_p(\lambda) : \lambda \notin \Sigma\}$ of operators in $C^\infty_c(X, L^p \otimes E)$, which extend to bounded operators in $L^2(X, L^p \otimes E)$, such that, for any $\lambda \notin \Sigma$, we have

$$(H_p - \lambda) Q_p(\lambda) u = u + K_p(\lambda)u, \quad u \in C^\infty_c(X, L^p \otimes E),$$

where $\{K_p(\lambda) : \lambda \notin \Sigma\}$ is a family of bounded operators in $L^2(X, L^p \otimes E)$, satisfying the following condition. For any $K > 0$, there exists $C_K > 0$ such that for any $\lambda \notin \Sigma$, $|\lambda| < K$ and for any $p \in \mathbb{N}$, we have

$$\|K_p(\lambda) : L^2(X, L^p \otimes E) \to L^2(X, L^p \otimes E)\| \leq C_K p^{-1/4} d(\lambda, \Sigma)^{-1},$$

where $d(\lambda, \Sigma)$ denotes the distance from $\lambda$ to $\Sigma$.

Theorem 1 is an immediate consequence of Proposition 1. To see this, let us fix $K > 0$ and apply Proposition 1. We get that, for any $\lambda \in \mathbb{C}$ such that $d(\lambda, \Sigma) > cp^{-1/4}$ with $c = 2C_K$ and $|\lambda| < K$,

$$\|K_p(\lambda) : L^2(X, L^p \otimes E) \to L^2(X, L^p \otimes E)\| \leq \frac{1}{2}.$$ 

Therefore, the operator $I + K_p(\lambda)$ is invertible in $L^2(X, L^p \otimes E)$. This immediately implies that the operator $H_p - \lambda$ is invertible in $L^2(X, L^p \otimes E)$ with

$$\left(H_p - \lambda\right)^{-1} = Q_p(\lambda)(I + K_p(\lambda))^{-1},$$

and $\lambda$ is not in $\sigma(H_p)$ that completes the proof of Theorem 1.

The proof of Proposition 1 will be given in the rest of this section.
2.2 Approximation by the model operator

Our construction of an approximate inverse for the operator $H_p - \lambda$ with $\lambda \notin \Sigma$ is based on the approximation of the operator $H_p$ by the model operator $H^{(x_0)}_{p}$ in a sufficiently small neighborhood of an arbitrary point $x_0$. Since the spectrum of $H^{(x_0)}_{p}$ coincides with $\Sigma_{x_0}$, the operator $H^{(x_0)}_{p} - \lambda$ is invertible and we use its inverse to construct an approximate inverse for $H_p - \lambda$ in a small neighborhood of $x_0$. The global approximate inverse for $H_p - \lambda$ is constructed from the local ones by taking an appropriate cover by neighborhoods of size $O(p^{-1/4})$.

First, we consider some special coordinates near $x_0$ (see, for instance, [7, Theorem 6.2.2]). Namely, we construct a coordinate chart $\gamma_{x_0} : B(0, c_0) \subset \mathbb{R}^{2n} \to U_{x_0} = \gamma_{x_0}(B(0, c_0)) \subset X$ such that

$$\gamma_{x_0}(0) = x_0, \quad (D\gamma_{x_0})_0 \left( \frac{\partial}{\partial Z_j} \right) = e_j, \quad j = 1, \ldots, 2n,$$

(24)

and $\gamma_{x_0}^* B$ is a constant 2-form on $B(0, c)$ given by

$$(\gamma_{x_0}^* B)_{Z} = \sum_{k=1}^{n} a_k(x_0)dZ_{2k-1} \wedge dZ_{2k} \quad Z \in B(0, c).$$

(25)

Moreover, for every $k \geq 0$, the family $\{\gamma_{x_0} : x_0 \in X\}$ is bounded in the $C^k$ norm uniformly with respect to $x_0$ in the sense that

$$\|\gamma_{x_0}^{-1} \circ \gamma_{x_0} : B(0, c) \to \mathbb{R}^{2n}\|_{C^k} \leq C_k,$$

$$\|\gamma_{x_0}^{-1} \circ \gamma_{x_0} : B(0, c_0) \to \mathbb{R}^{2n}\|_{C^k} \leq C_k,$$

(26)

with the constant $C_k > 0$ independent of $x_0$.

The construction of $\gamma_{x_0}$ is essentially the proof of the Darboux Lemma based on the well-known Moser argument. We refer the reader to “Appendix A” for more details. Note that the property (26) enables us to use such coordinate charts to give a definition of equivalent Sobolev norms in terms of local charts.

**Remark 4** As the referee noted, one could use the coordinates $\gamma_{x_0}$ instead of $\gamma_{x_0}$. We believe that the use of $\gamma_{x_0}$ is better suitable for our purposes and simplifies some analytic arguments in the proof.

It is easy to see that there exists a trivialization of the Hermitian line bundle $L$ over $U_{x_0}$:

$$\tau_{x_0}^L : U_{x_0} \times \mathbb{C} \xrightarrow{\sim} L |_{U_{x_0}},$$

such that the connection one-form of $\nabla^L$ in this trivialization coincides with the one-form $\alpha^{(x_0)}$ given by (5). We also assume that there exists a trivialization of the
Hermitian bundle $E$ over $U_{x_0}$:

$$\tau^E_{x_0} : U_{x_0} \times E_{x_0} \xrightarrow{\cong} E \big|_{U_{x_0}}.$$ 

These trivializations induce a trivialization of $L^p \otimes E$ over $U_{x_0}$:

$$\tau_{x_0,p} = (\tau^L_{x_0})^p \otimes \tau^E_{x_0} : U_{x_0} \times E_{x_0} \xrightarrow{\cong} L^p \otimes E \big|_{U_{x_0}}.$$ 

For any $x \in U_{x_0}$, we will write $\tau_{x_0,p}(x) : E_x \to L^p_x \otimes E_x$ for the associated linear map in the fibers.

Let $g_{x_0} = \varphi_{x_0}^* g$ be the Riemannian metric on $B(0, c)$ induced by the Riemannian metric $g$ on $X$. We introduce a map

$$T^*_{x_0,p} : C^\infty(X, L^p \otimes E) \to C^\infty(B(0, c), E_{x_0}),$$

defined for $u \in C^\infty(X, L^p \otimes E)$ by

$$T^*_{x_0,p} u(Z) = |g_{x_0}(Z)|^{1/4} \tau_{x_0,p}^{-1}(\varphi_{x_0}(Z))[u(\varphi_{x_0}(Z))], \quad Z \in B(0, c). \quad (27)$$

Consider the differential operator $H^p_{x_0} = T^*_{x_0,p} \circ H_p \circ (T^*_{x_0,p})^{-1}$ acting on $C^\infty(B(0, c), E_{x_0})$. It can be written as

$$H^p_{x_0} = |g_{x_0}(Z)|^{1/4} \tau_{x_0,p}^{-1} H_p \circ (T^*_{x_0,p})^{-1}|g_{x_0}(Z)|^{-1/4}.$$ 

Using the standard formula for the Bochner Laplacian in local coordinates, one can write

$$\tau_{x_0,p}^{-1} H_p \circ (\tau_{x_0,p}^*)^{-1} = \frac{1}{p} \sum_{\ell,m=1}^{2n} g^\ell_m \nabla_{e_\ell}^{L^p \otimes E} \nabla_{e_m}^{L^p \otimes E} + \frac{1}{p} \sum_{\ell=1}^{2n} \Gamma^\ell \nabla_{e_\ell}^{L^p \otimes E} + V_{x_0}, \quad (28)$$

where $\{e_j\}$ is the standard base in $\mathbb{R}^{2n}$, $g^{\ell_m}_{x_0}$ is the inverse of the matrix of $g_{x_0}$, $V_{x_0} = \tau_{x_0}^{E*} \circ V \circ (\tau_{x_0}^E)^{-1} \in C^\infty(B(0, c), \text{End}(E_{x_0}))$ and $\Gamma^\ell \in C^\infty(B(0, c)), \ell = 1, \ldots, 2n$, are some functions. If we denote by $\Gamma^E \in C^\infty(T(B(0, c)), \text{End}(E_{x_0}))$ the connection one-form for the connection $\nabla^E$, we can write

$$\nabla^L_{v}^{\otimes E} = \nabla^L_{p,v}^{(x_0)} + \Gamma^E(v), \quad v \in T(B(0, c)) = B(0, c) \times \mathbb{R}^{2n}.$$ 

where the connection $\nabla^L_{p,v}^{(x_0)}$ is given by $(4)$.

Then we have

$$|g_{x_0}|^{1/4} \nabla^L_{v}^{\otimes E} |g_{x_0}|^{-1/4} = \nabla^L_{p,v}^{(x_0)} + \Gamma^E(v) - \frac{1}{4} v(\ln |g_{x_0}|).$$
It follows that

\[ H_p(x_0) = -\frac{1}{p} \sum_{\ell,m=1}^{2n} g_{x_0}^{\ell m} \nabla^{(x_0)} \nabla^{(x_0)} + \frac{1}{p} \sum_{\ell=1}^{2n} F_{\ell,x_0} \nabla^{(x_0)} \nabla^{(x_0)} + V_{x_0} + \frac{1}{p} G_{x_0} \]  

(29)

with some \( F_{\ell,x_0}, G_{x_0} \in C^\infty(B(0,c), \text{End}(E_{x_0})) \), uniformly bounded on \( x_0 \).

By (29), it follows that

\[ H_p(x_0) = -\frac{1}{p} \sum_{\ell,m=1}^{2n} (g_{x_0}^{\ell m} - \delta_{\ell m}) \nabla^{(x_0)} \nabla^{(x_0)} + \frac{1}{p} \sum_{\ell=1}^{2n} F_{\ell,x_0} \nabla^{(x_0)} \nabla^{(x_0)} + V_{x_0} - V_{x_0}(0) + \frac{1}{p} G_{x_0} \]  

(30)

By (24), we have \( g_{x_0}^{\ell m}(Z) = \delta_{\ell m}, \ell, m = 1, \ldots, 2n \).

### 2.3 Some estimates for the model operator

In this section, we will prove some norm estimates for the resolvent of the model operator. First, we prove an elliptic estimate, taking care of its dependence on \( p \). We will denote by \( \| \cdot \| \) the \( L^2 \)-norm in \( C^\infty_c(T_{x_0} X, E_{x_0}) \). We recall that \( \{ e_j : j = 1, \ldots, 2n \} \) denotes a fixed orthonormal base in \( T_{x_0} X \). We also recall that \( \nabla^{(x_0)} \) stands for the connection on the trivial line bundle \( L_p \otimes E_0 \) given by (4) and \( \Delta^{(x_0)} \) for the Bochner Laplacian on \( C^\infty_c(T_{x_0} X, L_p \otimes E_0) \equiv C^\infty_c(T_{x_0} X, E_{x_0}) \) associated with this connection.

**Lemma 1** There exists \( C > 0 \) such that for any \( v \in C^\infty_c(T_{x_0} X, E_{x_0}) \) and \( p \in \mathbb{N} \),

\[ \sum_{k, \ell=1}^{2n} \| \nabla^{(x_0)} \nabla^{(x_0)} v \| \leq C \left( \| \Delta^{(x_0)} v \| + \sqrt{p} \| \nabla^{(x_0)} v \| \right) . \]  

(31)

**Proof** The operator \( \nabla^{(x_0)} \) is formally skew-adjoint in \( L^2(T_{x_0} X, E_{x_0}) \):

\[ \left( \nabla^{(x_0)} \right)^* = -\nabla^{(x_0)} , \]  

(32)

and, for the commutator \( \left[ \nabla^{(x_0)}, \nabla^{(x_0)} \right] \), we have

\[ \left[ \nabla^{(x_0)}, \nabla^{(x_0)} \right] = p R_{jk} , \]  

(33)

where \( R_{jk} \) is a constant function. Observe that

\[ \Delta^{(x_0)} = -\sum_{k=1}^{2n} \left( \nabla^{(x_0)} \right)^2 . \]  

(34)
By (32), we have
\[ \| \nabla_{p,e_k}^{(x_0)} \nabla_{p,e_\ell}^{(x_0)} v \|^2 = \langle \nabla_{p,e_k}^{(x_0)} \nabla_{p,e_\ell}^{(x_0)} v, \nabla_{p,e_k}^{(x_0)} \nabla_{p,e_\ell}^{(x_0)} v \rangle = \langle \nabla_{p,e_k}^{(x_0)} \nabla_{p,e_\ell}^{(x_0)} v, \nabla_{p,e_\ell}^{(x_0)} v \rangle. \]

Now we move \( \nabla_{p,e_\ell}^{(x_0)} \) to the right. Using (32) and (33), we get
\[ \| \nabla_{p,e_k}^{(x_0)} \nabla_{p,e_\ell}^{(x_0)} v \|^2 = (\langle \nabla_{p,e_k}^{(x_0)} \nabla_{p,e_\ell}^{(x_0)} v, v \rangle + 2p R_{\ell k} \langle \nabla_{p,e_k}^{(x_0)} \nabla_{p,e_\ell}^{(x_0)} v, v \rangle)
\]
\[ = (\langle \nabla_{p,e_\ell}^{(x_0)} v, \nabla_{p,e_\ell}^{(x_0)} v \rangle - 2p R_{\ell k} \langle \nabla_{p,e_\ell}^{(x_0)} v, \nabla_{p,e_\ell}^{(x_0)} v \rangle). \]

Since by (34) we have
\[ \sum_{k, \ell = 1}^{2n} (\langle \nabla_{p,e_\ell}^{(x_0)} v, \nabla_{p,e_\ell}^{(x_0)} v \rangle) = \sum_{\ell = 1}^{2n} (\langle \nabla_{p,e_\ell}^{(x_0)} v, \sum_{k = 1}^{2n} (\nabla_{p,e_\ell}^{(x_0)} v) \rangle = \| \Delta_{p}^{(x_0)} v \|^2, \]
this immediately completes the proof. \( \square \)

Since \( \mathcal{H}_p^{(x_0)} \) is self-adjoint and its spectrum coincides with \( \Sigma_{x_0} \), its resolvent
\[ R_{p}^{(x_0)}(\lambda) := \left( \mathcal{H}_p^{(x_0)} - \lambda \right)^{-1} \]
satisfies
\[ \| R_{p}^{(x_0)}(\lambda) \| \leq d(\lambda, \Sigma)^{-1}, \quad \lambda \notin \Sigma, \quad (35) \]
where \( \| \cdot \| \) denotes the operator norm for the \( L^2 \)-norms.

Next, assuming \( \lambda \notin \Sigma, |\lambda| < K \), we get
\[ \left\| \frac{1}{p} \Delta_{p}^{(x_0)} R_{p}^{(x_0)}(\lambda) \right\| = \left\| I + (\lambda - V(x_0)) R_{p}^{(x_0)}(\lambda) \right\| \leq K_1 d(\lambda, \Sigma)^{-1}, \quad (36) \]
where \( K_1 = 2K + \sup_{x \in X} |V(x)| \). (Here we use the fact that \( d(\lambda, \Sigma) \leq |\lambda| \leq K \) and, therefore, \( 1 \leq Kd(\lambda, \Sigma)^{-1} \).)

Finally, for any \( v \in C_c^\infty(T_{x_0}X, E_{x_0}) \), we have
\[ \left\| \frac{1}{\sqrt{p}} \nabla_{p}^{(x_0)} R_{p}^{(x_0)}(\lambda) v \right\|^2 = -\left\langle \frac{1}{p} \Delta_{p}^{(x_0)} R_{p}^{(x_0)}(\lambda) v, R_{p}^{(x_0)}(\lambda) v \right\rangle \]
\[ \leq \left\| \frac{1}{p} \Delta_{p}^{(x_0)} R_{p}^{(x_0)}(\lambda) v \right\| \left\| R_{p}^{(x_0)}(\lambda) v \right\|, \]
that, by (35) and (36), gives the estimate
\[ \left\| \frac{1}{\sqrt{p}} \nabla_{p}^{(x_0)} R_{p}^{(x_0)}(\lambda) \right\| \leq K_1 d(\lambda, \Sigma)^{-1}. \quad (37) \]
By (31), (36) and (37), we get
\[
\sum_{k, \ell=1}^{2n} \| \frac{1}{p} \nabla^{(x_0)} \nabla^{(x_0)} R^{(x_0)} (\lambda) \| \leq C \left( \frac{1}{p} \Delta^{(x_0)} R^{(x_0)} (\lambda) + \frac{1}{\sqrt{p}} \nabla^{(x_0)} R^{(x_0)} (\lambda) \right) \leq C_1 d(\lambda, \Sigma)^{-1}. \tag{38}
\]

2.4 Construction of an approximate inverse

For each \( p \in \mathbb{N} \), we consider the restrictions of the coordinates charts \( \kappa_{x_0} \) to the ball \( B(0, p^{-1/4}) \). We can choose (see, for instance, [28, Lemma A1.2] and [8]) an at most countable collection of coordinate charts
\[
\kappa_{x_0,p} := \kappa_{x_0} \big|_{B(0, p^{-1/4})} : B(0, p^{-1/4}) \rightarrow U_{\alpha,p} := \kappa_{\alpha,p}(B(0, p^{-1/4})) \subset X,
\]
with \( 1 \leq \alpha \leq I_p, I_p \in \mathbb{N} \cup \{ \infty \} \), such that the open subsets
\[
V_{\alpha,p} := \kappa_{\alpha,p}(B(0, p^{-1/4}/2))
\]
cover \( X \) and for the cardinality of the set \( \mathcal{I}_{p,\alpha} = \{ 1 \leq \beta \leq I_p : U_{\alpha,p} \cap U_{\beta,p} \neq \emptyset \} \), we have
\[
\# \mathcal{I}_{p,\alpha} \leq K_0, \quad 1 \leq \alpha \leq I_p, \tag{39}
\]
with the constant \( K_0 \) independent of \( p \). For simplicity of notation, we will often omit \( p \), writing \( \kappa_{\alpha}, U_{\alpha} \) etc.

Choose a family of smooth functions \( \{ \varphi_{\alpha} = \varphi_{\alpha,p} : \mathbb{R}^{2n} \rightarrow [0, 1], 1 \leq \alpha \leq I_p \} \) supported on the ball \( B(0, p^{-1/4}/2) \), which gives a partition of unity on \( X \) subordinate to \( \{ V_{\alpha} \} \):
\[
\sum_{\alpha=1}^{I_p} \varphi_{\alpha} \circ \kappa_{\alpha}^{-1} \equiv 1 \text{ on } X,
\]
and satisfies the condition: for any \( \gamma \in \mathbb{Z}^{2n}_+ \), there exists \( C_\gamma > 0 \) such that
\[
|\partial^\gamma \varphi_{\alpha}(Z)| < C_\gamma p^{(1/4)|\gamma|}, \quad Z \in \mathbb{R}^{2n}, \quad 1 \leq \alpha \leq I_p.
\]

For every \( 1 \leq \alpha \leq I_p \), we denote by \( g_{\alpha} \) the induced Riemannian metric \( g_{x_{\alpha}} \) on \( B(0, p^{-1/4}) \). We will use notation
\[
T_{\alpha}^* = T_{\alpha,p}^* : C^\infty(X, L^p \otimes E) \rightarrow C^\infty(B(0, p^{-1/4}), E_{x_{\alpha}})
\]
for the composition of the map \( T_{x_0,p}^* \) defined by (27) with the restriction map \( C^\infty(B(0, c), E_{x_{\alpha}}) \rightarrow C^\infty(B(0, p^{-1/4}), E_{x_{\alpha}}) \).
We have
\[ \| T^*_\alpha u \|^2_{L^2(B(0,p^{-1/4}),E_{\chi_\alpha})} = \| u \|^2_{L^2(U_\alpha,L^p \otimes E)}, \]
(40)

If \( U_\alpha \cap U_\beta \neq \emptyset \), we denote by \( \chi_{\beta,\alpha} := \chi_{\beta}^{-1} \circ \chi_{\alpha} : \chi_{\alpha}^{-1}(U_\alpha \cap U_\beta) \to \chi_{\beta}^{-1}(U_\alpha \cap U_\beta) \) and \( \tau_{\alpha,\beta} : (U_\alpha \cap U_\beta) \times E_{\chi_\alpha} \to (U_\alpha \cap U_\beta) \times E_{\chi_\alpha} \) the associated coordinate change transformations. The family \( \chi_{\beta,\alpha}, U_\alpha \cap U_\beta \neq \emptyset \), for any \( \gamma \in \mathbb{Z}^2_+ \) satisfies
\[ |\partial^\gamma \chi_{\beta,\alpha}(Z)| < C_\gamma, \quad Z \in \chi_{\alpha}^{-1}(U_\alpha \cap U_\beta), \quad 1 \leq \alpha, \beta \leq I_p. \]

We can write each \( \tau_{\alpha,\beta} \) as
\[ \tau_{\alpha,\beta}(x,v) = (x, \tau_{\alpha,\beta}(x)v), \quad (x, v) \in (U_\alpha \cap U_\beta) \times E_{\chi_\beta}, \]
where \( \tau_{\alpha,\beta}(x) : E_{\chi_\beta} \to E_{\chi_\alpha} \) is a linear unitary operator. Then for any \( u \in C^\infty(X, L^p \otimes E) \) and for any \( 1 \leq \alpha, \beta \leq I_p \) with \( U_\alpha \cap U_\beta \neq \emptyset \), we have
\[ T^*_\alpha u(Z) = \tau_{\alpha,\beta}(\chi_{\alpha}(Z)) J_{\alpha,\beta}(Z) T^*_\beta u(\chi_{\beta,\alpha}(Z)), \quad Z \in \chi_{\alpha}^{-1}(U_\alpha \cap U_\beta), \]
(41)
where
\[ J_{\alpha,\beta}(Z) = \frac{|g_{\alpha}(Z)|^{1/4}}{|g_{\beta}(\chi_{\beta,\alpha}(Z))|^{1/4}}. \]

Let \( \psi : \mathbb{R}^{2n} \to [0, 1] \) be a smooth function such that \( \psi(Z) = 1 \) for \( |Z| \leq 1/2 \), \( \psi(Z) = 0 \) for \( |Z| \geq 1 \). Put \( \psi_p(Z) = \psi(p^{1/4}Z) \). Note that \( \psi_p \varphi_\alpha = \varphi_\alpha \) for any \( \alpha = 1, \ldots, I_p \).

For any \( \lambda \notin \Sigma \) and \( p \in \mathbb{N} \), the operator \( Q_p(\lambda) \) acting on \( C^\infty(X, L^p \otimes E) \) is defined for any \( u \in C^\infty(X, L^p \otimes E) \) by
\[ Q_p(\lambda) u = \sum_{\beta=1}^{I_p} (T^*_\beta)^{-1} \left( \psi_p \circ R_p^{(\lambda)}(\beta) \circ \varphi_\beta \right) T^*_\beta u. \]
(42)

It is easy to see that \( Q_p(\lambda) \) is a bounded operator in \( L^2(X, L^p \otimes E) \).
2.5 Proof of Proposition 1

Let \( u \in C^\infty(X, L^p \otimes E) \). Using (41) and (42), for any \( \alpha = 1, \ldots, I_p \), we have

\[
T^*_\alpha \left( H_p - \lambda \right) Q_p(\lambda)u(Z) \\
= \sum_{\beta=1}^{I_p} T^*_\alpha \left( H_p - \lambda \right) (T^*_\beta)^{-1} \left( \psi_p \circ R_p^{(x_\beta)}(\lambda) \circ \varphi_\beta \right) T^*_\beta u(Z) \\
= \sum_{\beta \in I_{p,\alpha}} \tau_{\alpha,\beta}(\kappa_\alpha(Z)) J_{\alpha,\beta}(Z) \left( \left( H_p^{(x_\beta)} - \lambda \right) \right) \\
\times \left( \psi_p \circ R_p^{(x_\beta)}(\lambda) \circ \varphi_\beta \right) T^*_\beta u(\kappa_{\beta,\alpha}(Z)).
\]

We can write

\[
T^*_\alpha \left( H_p - \lambda \right) Q_p(\lambda)u = T^*_\alpha(u + K_p(\lambda)u),
\]

where

\[
T^*_\alpha(K_p(\lambda)u) = R_{1,\alpha}u + R_{2,\alpha}u, \tag{43}
\]

with

\[
R_{1,\alpha}u(Z) = \sum_{\beta \in I_{p,\alpha}} \tau_{\alpha,\beta}(\kappa_\alpha(Z)) J_{\alpha,\beta}(Z) \\
\times \left( \psi_p \circ (H_p^{(x_\beta)} - \mathcal{H}_p^{(x_\beta)}) \circ R_p^{(x_\beta)}(\lambda) \circ \varphi_\beta \right) T^*_\beta u(\kappa_{\beta,\alpha}(Z)),
\]

\[
R_{2,\alpha}u(Z) = \sum_{\beta \in I_{p,\alpha}} \tau_{\alpha,\beta}(\kappa_\alpha(Z)) J_{\alpha,\beta}(Z) \\
\times \left( \left[ H_p^{(x_\beta)} , \psi_p \right] \circ R_p^{(x_\beta)}(\lambda) \circ \varphi_\beta \right) T^*_\beta u(\kappa_{\beta,\alpha}(Z)).
\]

Since \( \psi_p \) is supported on the ball \( B(0, p^{-1/4}) \), we have

\[
|g^{\ell m}_\beta(Z) - \delta^{\ell m}| \leq Cp^{-1/4}, \quad |V_\beta(Z) - V_\beta(0)| \leq Cp^{-1/4},
\]
on the support of $\psi_p$ and therefore using (31), (35), (36), (37), (40) and (30), for any $u \in C^\infty(\mathbb{R}^n \otimes E)$, we get

$$
\left\| \psi_p (H_p^{(x_\beta)} - \mathcal{H}_p^{(x_\beta)}) R_p^{(x_\beta)}(\lambda) \varphi_{\beta} T^*_\beta u \right\|_{L^2(\mathbb{R}^{2n}, E_{x_\beta})} 
\leq C p^{-1/4} \sum_{\ell, m=1}^{2n} \left\| \frac{1}{p} \nabla_{p, e_\ell} \nabla_{p, e_m} R_p^{(x_\beta)}(\lambda) \circ \varphi_{\beta} T^*_\beta u \right\|_{L^2(\mathbb{R}^{2n}, E_{x_\beta})}
+ C p^{-1/2} \left\| \frac{1}{\sqrt{p}} \nabla_{p} R_p^{(x_\beta)}(\lambda) \circ \varphi_{\beta} T^*_\beta u \right\|_{L^2(\mathbb{R}^{2n}, E_{x_\beta})}
+ C p^{-1/4} \left\| R_p^{(x_\beta)}(\lambda) \circ \varphi_{\beta} T^*_\beta u \right\|_{L^2(\mathbb{R}^{2n}, E_{x_\beta})},
$$

and

$$
\| R_{1, \alpha} u \|_{L^2(\mathbb{R}^{2n}, E_{\alpha})} \leq C p^{-1/4} d(\lambda, \Sigma)^{-1} \sum_{\beta \in I_{p, \alpha}} \| u \|_{L^2(U_\beta, L^p)} .
$$

By (29), for the commutator $[H_p^{(x_\beta)}, \psi_p]$, we get

$$
[H_p^{(x_\beta)}, \psi_p] = -\frac{1}{p} \sum_{\ell, m=1}^{2n} (2g_{\beta}^{e_\ell} \nabla_{e_\ell} \psi_p \nabla_{p, e_\ell} + g_{\beta}^{e_m} \nabla_{e_\ell, e_m} \psi_p) + \frac{1}{p} \sum_{\ell=1}^{2n} F_{\ell, \beta} \nabla_{e_\ell} \psi_p.
$$

Since $|\nabla \psi_p| < C p^{1/4}$, $|\nabla^2 \psi_p| < C p^{1/2}$, using (35), (36), (37) and (40) as above, we conclude:

$$
\| R_{2, \alpha} u \|_{L^2(\mathbb{R}^{2n}, E_{\alpha})} \leq C p^{-1/2} \sum_{\beta \in I_{p, \alpha}} \left\| R_p^{(x_\beta)}(\lambda) \varphi_{\beta} T^*_\beta u \right\|_{L^2(\mathbb{R}^{2n}, E_{x_\beta})}
+ C p^{-1/4} \sum_{\beta \in I_{p, \alpha}} \left\| \frac{1}{\sqrt{p}} \nabla_{p} R_p^{(x_\beta)}(\lambda) \varphi_{\beta} T^*_\beta u \right\|_{L^2(\mathbb{R}^{2n}, E_{x_\beta})}
\leq C p^{-1/4} d(\lambda, \Sigma)^{-1} \sum_{\beta \in I_{p, \alpha}} \| u \|_{L^2(U_\beta, L^p \otimes E)} .
$$

By (43), (44) and (45), we arrive at the following estimate:

$$
\| T^*_\alpha (K_p(\lambda) u) \|_{L^2(\mathbb{R}^{2n}, E_{\alpha})} \leq C p^{-1/4} d(\lambda, \Sigma)^{-1} \sum_{\beta \in I_{p, \alpha}} \| u \|_{L^2(U_\beta, L^p \otimes E)} .
$$

By (40), it follows that

$$
\| K_p(\lambda) u \|_{L^2(U_\alpha, L^p \otimes E)} \leq C p^{-1/4} d(\lambda, \Sigma)^{-1} \sum_{\beta \in I_{p, \alpha}} \| u \|_{L^2(U_\beta, L^p \otimes E)} .
$$
and, since \((\sum_{\beta \in I, \alpha} a_{\beta})^2 \leq K_0 \sum_{\beta \in I, \alpha} a_{\beta}^2)\\ 
\|K_p(\lambda)u\|^2_{L^2(U_a, L^p \otimes E)} \leq C^2 K_0 p^{-1/2}(\lambda, \Sigma)^{-2} \sum_{\beta \in I, \alpha} \|u\|^2_{L^2(U_\beta, L^p \otimes E)}.
\quad (46)\\ 

Using the fact that \(\{U_\alpha : \alpha = 1, \ldots, I_p\}\) is a covering of \(X\) and (46), we infer that\\ 
\[\|K_p(\lambda)u\|^2_{L^2(X, L^p \otimes E)} \leq \sum_{\alpha=1}^{I_p} \|K_p(\lambda)u\|^2_{L^2(U_a, L^p \otimes E)} \leq C^2 K_0 p^{-1/2}(\lambda, \Sigma)^{-2} \sum_{\beta \in I, \alpha} \|u\|^2_{L^2(U_\beta, L^p \otimes E)},\]

By (39), it is easy to see that each term in the double sum in the right rand-side of the last estimate enters at most \(K_0\) times. Therefore, we infer that\\ 
\[\sum_{\alpha=1}^{I_p} \sum_{\beta \in I, \alpha} \|u\|^2_{L^2(U_\beta, L^p \otimes E)} \leq K_0 \sum_{\alpha=1}^{I_p} \|u\|^2_{L^2(U_a, L^p \otimes E)}\]

and\\ 
\[\|K_p(\lambda)u\|^2_{L^2(X, L^p \otimes E)} \leq C^2 K_0^2 p^{-1/2}(\lambda, \Sigma)^{-2} \sum_{\alpha=1}^{I_p} \|u\|^2_{L^2(U_a, L^p \otimes E)}\]

Finally, by (39), we have\\ 
\[\sum_{\alpha=1}^{I_p} \|u\|^2_{L^2(U_a, L^p \otimes E)} \leq K_0 \|u\|^2_{L^2(X, L^p \otimes E)},\]

that gives\\ 
\[\|K_p(\lambda)u\|^2_{L^2(X, L^p \otimes E)} \leq C^2 K_0^3 p^{-1/2}(\lambda, \Sigma)^{-2} \|u\|^2_{L^2(X, L^p \otimes E)}\]

This completes the proof of Proposition 1.

3 Weighted resolvent estimates

In this section we prove norm weighted estimates for the resolvent of the operator \(H_p\). These estimates is a slightly modified version of the estimates obtained in [14, Theorems 3.3-3.5], [16, Theorems 3.2-3.4], which are weighted analogs of [4, Theorems 4.8-4.10], [20, Theorems 1.7-1.9]. The main difference is that we state explicitly
∥ · ∥_{m,m+2}^2\)-norm estimates for the resolvent instead of ∥ · ∥_{-1,-1}^1\)-norm estimates for its iterated commutators (see Theorem 4 below).

3.1 Preliminaries on Sobolev spaces

We will need a specific choice of the Sobolev norms adapted to a particular sequence of vector bundles $L^p \otimes E$, $p \in \mathbb{N}$ as well as a slightly refined form of the Sobolev embedding theorem. In this section, we collect necessary information, referring the reader to [13,16,21] for more details. We will keep the setting described in Introduction.

Recall that $d v_X$ denotes the Riemannian volume form of $(X, g)$. The $L^2$-norm is given by

$$
\| u \|_{2,0} = \int_X |u(x)|^2 d v_X(x), \quad u \in L^2(X, L^p \otimes E). \quad (47)
$$

For any integer $m > 0$, we introduce the norm $\| \cdot \|_{p,m}$ on the Sobolev space $H^m(X, L^p \otimes E)$ of order $m$ by the formula

$$
\| u \|_{p,m} = \left( \sum_{\ell=0}^{m} \int_X \left( \frac{1}{\sqrt{p}} \nabla^{L^p \otimes E} \right)^{\ell} |u(x)|^2 d v_X(x) \right)^{1/2}.
$$

(48)

Denote by $\langle \cdot, \cdot \rangle_{p,m}$ the corresponding inner product on $H^m(X, L^p \otimes E)$. For any integer $m < 0$, we define the norm in $H^m(X, L^p \otimes E)$ by duality. For any bounded linear operator $A : H^m(X, L^p \otimes E) \rightarrow H^m(X, L^p \otimes E)$, $m, m' \in \mathbb{Z}$, we will denote its operator norm by $\| A \|_{p,m}^{m,m'}$.

Denote by $C^\infty_b(X, L^p \otimes E)$ the space of smooth sections of $L^p \otimes E$ whose covariant derivatives of any order are uniformly bounded in $X$. So $u$ belongs to $C^\infty_b(X, L^p \otimes E)$ if, for any $k \in \mathbb{Z}_+$, we have

$$
\| u \|_{C^k_b} := \sup_{x \in X} \left| \left( \nabla^{L^p \otimes E} \right)^k u(x) \right| < \infty.
$$

Proposition 2 ([21], Lemma 2) For any $k, m \in \mathbb{N}$ with $m > k + n$, we have an embedding

$$
H^m(X, L^p \otimes E) \subset C^k_b(X, L^p \otimes E). \quad (49)
$$

Moreover, there exists $C_{m,k} > 0$ such that, for any $p \in \mathbb{N}$ and $u \in H^m(X, L^p \otimes E)$,

$$
\| u \|_{C^k_b} \leq C_{m,k} p^{(n+k)/2} \| u \|_{p,m}. \quad (50)
$$

For any $y \in X$ and $v \in (L^p \otimes E)_y$, we define the delta-section $\delta_v \in C^{-\infty}_c(X, L^p \otimes E)$ as a linear functional on $C^\infty_c(X, L^p \otimes E)$ given by

$$
\langle \delta_v, \varphi \rangle = \langle v, \varphi(x) \rangle_{L^p \otimes E}, \quad \varphi \in C^\infty_c(X, L^p \otimes E). \quad (51)
$$
From Proposition 2, we immediately get the following result.

**Proposition 3** ([16], Proposition 2.3) For any \( m > n \) and \( v \in L^p \otimes E, \delta_v \in H^{-m}(X, L^p \otimes E) \) with the following norm estimate

\[
\sup_{|v|=1} p^{-n/2} \| \delta_v \|_{p,-m} < \infty. \tag{52}
\]

### 3.2 \( L^2 \)-estimates

For the rest of this section, we fix some \( \delta > 0 \) and \( K > 0 \). Denote

\[
\Omega = \Omega_{\delta,K} = \{ \lambda \in \mathbb{C} : d(\lambda, \Sigma) > \delta, |\lambda| < K \}.
\]

By Theorem 1, there exists \( p_0 \in \mathbb{N} \) such that, for any \( \lambda \in \Omega \) and \( p > p_0 \), the operator \( \lambda - H_p \) is invertible in \( L^2(X, L^p \otimes E) \), and the resolvent \( R(\lambda, H_p) := (\lambda - H_p)^{-1} \) satisfies the estimate

\[
\| R(\lambda, H_p) \|_{p,0}^{0,0} \leq \frac{1}{\delta}. \tag{53}
\]

By general elliptic theory, we know that the operator \( R(\lambda, H_p) \) defines a bounded operator from \( H^m(X, L^p \otimes E) \) to \( H^{m+2}(X, L^p \otimes E) \) for any \( m \in \mathbb{Z} \).

**Proposition 4** There exists \( C > 0 \) such that for all \( \lambda \in \Omega \) and \( p > p_0 \) we have

\[
\| R(\lambda, H_p) \|_{p,2}^{0,2} \leq C. \tag{54}
\]

**Proof** First, we observe that by the definition of the Bochner Laplacian (1),

\[
\left\| \nabla^{L^p \otimes E} u \right\|^2 = \langle \Delta^{L^p \otimes E} u, u \rangle. \tag{55}
\]

Using (53), we obtain the estimate

\[
\left\| \frac{1}{p} \Delta^{L^p \otimes E} R(\lambda, H_p) \right\| = \| (\lambda - V) R(\lambda, H_p) + 1 \| \leq C. \tag{56}
\]

By (53), (55) and (56), we obtain an estimate for the \( H^1 \)-norm of \( R(\lambda, H_p)u \):

\[
\left\| R(\lambda, H_p)u \right\|_{p,1}^2 = \left\| \frac{1}{\sqrt{p}} \nabla^{L^p \otimes E} R(\lambda, H_p)u \right\|^2 + \left\| R(\lambda, H_p)u \right\|^2 = \left\langle \frac{1}{p} \Delta^{L^p \otimes E} R(\lambda, H_p)u, R(\lambda, H_p)u \right\rangle + \left\| R(\lambda, H_p)u \right\|^2 \leq C \| u \|^2. \tag{57}
\]
Next, we estimate the $H^2$-norm of $R(\lambda, H_p)u$. We will use an equivalent definition of the Sobolev norms given in terms of local coordinates. For any $x_0 \in X$, we will consider normal coordinates $\gamma_{x_0}$ and trivializations of the bundles $L$ and $E$ defined on $B^X(x_0, \varepsilon)$ as in Introduction. We still denote by $e_j$ the constant vector field $e_j(Z) = e_j$, $j = 1, \ldots, 2n$ on $B^{T_{x_0}X}(0, \varepsilon)$. One can show that the restriction of the norm $\|\cdot\|_{p,m}$ to $C^\infty_c(B^{T_{x_0}X}(0, \varepsilon), L^p \otimes E) \cong C^\infty_c(B^X(x_0, \varepsilon), L^p \otimes E)$ is equivalent uniformly on $x_0 \in X$ and $p \in \mathbb{N}$ to the norm $\|\cdot\|_{p,m}$ given for $u \in C^\infty_c(B^{T_{x_0}X}(0, \varepsilon), L^p \otimes E)$ by

$$
\|u\|_{p,m}' = \left( \sum_{\ell=0}^{m} \sum_{j_1, \ldots, j_{2n}} \int_{T_{x_0}X} \left( \frac{1}{\sqrt{p}} \right)^\ell \|\nabla^{L^p \otimes E}_{e_{j_1}} \cdots \nabla^{L^p \otimes E}_{e_{j_{2n}}} u\|^2 dZ \right)^{1/2}.
$$

That is, there exists $C_m > 0$ such that, for any $x_0 \in X$, $p \in \mathbb{N}$, we have

$$
C_m^{-1} \|u\|_{p,m}' \leq \|u\|_{p,m} \leq C_m \|u\|_{p,m}',
$$

for any $u \in C^\infty_c(B^{T_{x_0}X}(0, \varepsilon), L^p \otimes E) \cong C^\infty_c(B^X(x_0, \varepsilon), L^p \otimes E)$. By choosing an appropriate cover of $X$ by normal coordinate charts, we can reduce our considerations to the local setting. Without loss of generality, we can assume that $u \in C^\infty_c(B^{T_{x_0}X}(0, \varepsilon), L^p \otimes E)$ for some $x_0 \in X$ and the Sobolev norm of $u$ is given by the norm $\|u\|_{p,m}'$ given by (58). (Later on, we omit ‘prime’ for simplicity.)

One can write

$$
\Delta^{L^p \otimes E} = -\sum_{j,k=1}^{2n} g^{jk}(Z) \left[ \nabla^{L^p \otimes E}_{e_j} \nabla^{L^p \otimes E}_{e_k} - \sum_{\ell=1}^{2n} \Gamma^\ell_{jk}(Z) \nabla^{L^p \otimes E}_{e_\ell} \right],
$$

where $(g^{jk}(Z))$ is the inverse of the metric tensor and the functions $\Gamma^\ell_{jk}$, are defined by $\nabla^{TX}_{e_j} e_k = \sum_{\ell} \Gamma^\ell_{jk} e_\ell$. We also observe that

$$
(\nabla^{L^p \otimes E}_{e_k})^* = -\nabla^{L^p \otimes E}_{e_k} + f_k
$$

for any $k = 1, \ldots, 2n$ with some $f_k \in C^\infty(X, \text{End}(E))$.

By (57) and (55), we get

$$
\|R(\lambda, H_p)u\|_{p,2}^2 \leq C_1 \sum_{j,k=1}^{2n} \left( \frac{1}{p} \Delta^{L^p \otimes E} (\nabla^{L^p \otimes E}_{e_j} \nabla^{L^p \otimes E}_{e_k} R(\lambda, H_p)u) \right)^2 + \|R(\lambda, H_p)u\|_{p,1}^2 
$$

$$
\leq C_1 \sum_{k=1}^{2n} \left( \frac{1}{p} \Delta^{L^p \otimes E} \frac{1}{\sqrt{p}} \nabla^{L^p \otimes E}_{e_k} R(\lambda, H_p)u, \frac{1}{\sqrt{p}} \nabla^{L^p \otimes E}_{e_k} R(\lambda, H_p)u \right) 
$$

$$
+ C_2 \|u\|^2.
$$
The first term in the right-hand side of the last inequality can be written as

\[
\sum_{k=1}^{2n} \left\{ \frac{1}{p} \Delta L^{p} \otimes E \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} R(\lambda, H_p) u, \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} R(\lambda, H_p) u \right\}
\]

\[
= \sum_{k=1}^{2n} \left\{ \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} \frac{1}{p} \Delta L^{p} \otimes E R(\lambda, H_p) u, \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} R(\lambda, H_p) u \right\}
\]

\[
+ \sum_{k=1}^{2n} \left[ \frac{1}{p} \Delta L^{p} \otimes E, \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} \right] R(\lambda, H_p) u, \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} R(\lambda, H_p) u \right\}
\]

\[
= I_1 + I_2.
\]

For the \(I_1\)-term, using (56), (57) and (61), we get

\[
I_1 = \sum_{k=1}^{2n} \left\{ \frac{1}{p} \Delta L^{p} \otimes E R(\lambda, H_p) u, \left( \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} \right)^{\ast} \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} R(\lambda, H_p) u \right\}
\]

\[
\leq C_3 \| R(\lambda, H_p) u \|_{p,2} \| u \|.
\]

The commutator \(\left[ \frac{1}{p} \Delta L^{p} \otimes E, \frac{1}{\sqrt{p}} \nabla_{e_k}^{L^{p} \otimes E} \right]\) is a second order differential operator whose coefficients are uniformly bounded in \(x_0 \in X\) (cf. (74) below). By (57), it follows that

\[
I_2 \leq C_4 \| R(\lambda, H_p) u \|_{p,2} \| u \|.
\]

Combining the above estimates, we conclude that

\[
\| R(\lambda, H_p) u \|_{p,2} \leq C_5 \| R(\lambda, H_p) u \|_{p,2} \| u \| + C_6 \| u \|^2.
\]

Applying the inequality \(ab \leq \frac{1}{2} (\epsilon^2 a^2 + \epsilon^{-2} b^2)\) with a suitable \(\epsilon > 0\) to the first term in the right-hand side of this inequality, we complete the proof.

\[\Box\]

### 3.3 Weighted estimates

We will consider a sequence of weight functions \(\Phi_p \in C^\infty(X), p \in \mathbb{N}\), satisfying the following condition: for any integer \(k > 0\) there exists \(C_k > 0\) such that

\[
\left( \frac{1}{\sqrt{p}} \right)^{k-1} \left| \nabla^k \Phi_p(x) \right| < C_k, \quad x \in X, \quad p \in \mathbb{N}.
\]

Define a family of differential operators on \(C^\infty(X, L^p \otimes E)\) by

\[
H_{p,\alpha} := e^{\alpha \Phi_p} H_p e^{-\alpha \Phi_o}, \quad p \in \mathbb{N}, \quad \alpha \in \mathbb{R}.
\]
An easy computation gives that

\[ H_{p; \alpha} = H_p + \frac{1}{p} (\alpha A_p + \alpha^2 B_p), \]  

(64)

where

\[ A_p = -2 \nabla \Phi_p \cdot \nabla^{L^p \otimes E} + \Delta \Phi_p, \quad B_p = -|\nabla \Phi_p|^2. \]  

(65)

From (65), we immediately infer that, for any \( m \in \mathbb{N} \), there exists \( C_m > 0 \) such that, for any \( p \in \mathbb{N} \) and \( u \in H^m(X, L^p \otimes E) \),

\[ \| A_p u \|_{p, m-1} \leq C_m p^{1/2} \| u \|_{p, m}, \quad \| B_p u \|_{p, m} \leq C_m \| u \|_{p, m}. \]  

(66)

Moreover, \( C_m \) depends on the \( C_m^2 \)-bound of \( \Phi_p \) given by (62).

The following theorem is a refinement of [16, Theorem 3.4]. Recall that \( p_0 \in \mathbb{N} \) is defined in the beginning of Sect. 3.2.

\[ \textbf{Theorem 4} \quad \text{There exists } c_0 > 0 \text{ such that, for any } p \in \mathbb{N}, p > p_0, \lambda \in \Omega, \text{ and } \alpha \in \mathbb{R} \text{ with } |\alpha| < c_0 \sqrt{p}, \text{ the operator } \lambda - H_{p; \alpha} \text{ is invertible in } L^2(X, L^p \otimes E). \text{ Moreover, for any } m \in \mathbb{N}, \text{ the resolvent } (\lambda - H_{p; \alpha})^{-1} \text{ maps } H^m(X, L^p \otimes E) \text{ to } H^{m+2}(X, L^p \otimes E) \text{ with the following norm estimates:}
\]

\[ \left\| (\lambda - H_{p; \alpha})^{-1} \right\|_{p}^{m, m+2} \leq C_m, \]  

(67)

where \( C_m > 0 \) is independent of \( p, \lambda \) and \( \alpha \).

\[ \textbf{Proof} \quad \text{As above, we denote } R(\lambda, H_p) = (\lambda - H_p)^{-1}. \text{ We can write}
\]

\[ (\lambda - H_{p; \alpha}) R(\lambda, H_p) = 1 - (H_{p; \alpha} - H_p) R(\lambda, H_p). \]

By (64), (66) and (54), it follows that, for all \( \lambda \in \Omega, p \in \mathbb{N} \) and \( \alpha \in \mathbb{R} \), we have

\[ \| (H_{p; \alpha} - H_p) R(\lambda, H_p) \|_{p}^{0,0} \leq C \left( \frac{|\alpha|}{\sqrt{p}} \| R(\lambda, H_p) \|_{p}^{1,0} + \frac{\alpha^2}{p} \| R(\lambda, H_p) \|_{p}^{0,0} \right) \leq C \left( \frac{|\alpha|}{\sqrt{p}} + \frac{\alpha^2}{p} \right), \]  

(68)

where \( C > 0 \) is some constant independent of \( p, \lambda \) and \( \alpha \).

From now on, we will assume that \( c_0 > 0 \) satisfies \( C(c_0 + c_0^2) < \frac{1}{2} \). Then, if \( |\alpha| < c_0 \sqrt{p} \), we have

\[ \| (H_{p; \alpha} - H_p) R(\lambda, H_p) \|_{p}^{0,0} < \frac{1}{2}. \]  

(69)
Therefore, for all \( \lambda \in \Omega, p \in \mathbb{N}, \alpha \in \mathbb{R} \) with \( |\alpha| < c \sqrt{p} \), the operator \( \lambda - H_{p;\alpha} \) is invertible in \( L^2(X, L^p \otimes E) \), and, for \( R(\lambda, H_{p;\alpha}) := (\lambda - H_{p;\alpha})^{-1} \), we have

\[
R(\lambda, H_{p;\alpha}) = R(\lambda, H_p) + R(\lambda, H_{p;\alpha})(H_{p;\alpha} - H_p)R(\lambda, H_p).
\]  

(70)

By general elliptic theory, we know that the operator \( R(\lambda, H_{p;\alpha}) \) defines a bounded operator from \( H^m(X, L^p \otimes E) \) to \( H^{m+2}(X, L^p \otimes E) \) for any \( m \in \mathbb{Z} \). It remains to prove (67).

By (69) and (70), we get

\[
\|R(\lambda, H_{p;\alpha})\|_{p}^{0.2} \leq \|R(\lambda, H_p)\|_{p}^{0.2} + \|R(\lambda, H_{p;\alpha})\|_{p}^{0.2} \| (H_{p;\alpha} - H_p) R(\lambda, H_p) \|_{p}^{0.0}
\]

\[
\leq \|R(\lambda, H_p)\|_{p}^{0.2} + \frac{1}{2} \|R(\lambda, H_{p;\alpha})\|_{p}^{0.2},
\]

that gives

\[
\|R(\lambda, H_{p;\alpha})\|_{p}^{0.2} \leq 2 \|R(\lambda, H_p)\|_{p}^{0.2}
\]

and, by (54), proves (67) for \( m = 0 \).

Now we again will work locally. Let \( \{e_j\} \) be a local frame of vector fields on \( X \). By (58), we see that for any \( k \geq 1 \) there exists \( C_k > 0 \) such that

\[
\|v\|_{p,k} \leq C_k \left( \sum_{j=1}^{2n} \left\| \left( \frac{1}{\sqrt{p}} \nabla_{e_j}^{L^p \otimes E} \right) v \right\|_{p,k-1} + \|v\|_{p,k-1} \right)
\]

(71)

for any \( v \in C_c^\infty(X, L^p \otimes E) \).

For any \( 1 \leq j \leq 2n \) and \( u \in C_c^\infty(X, L^p \otimes E) \), we can write

\[
\left( \frac{1}{\sqrt{p}} \nabla_{e_j}^{L^p \otimes E} \right) R(\lambda, H_{p;\alpha}) u = R(\lambda, H_{p;\alpha}) \left( \frac{1}{\sqrt{p}} \nabla_{e_j}^{L^p \otimes E} \right) u
\]

\[
+ R(\lambda, H_{p;\alpha}) \left[ \frac{1}{\sqrt{p}} \nabla_{e_j}^{L^p \otimes E}, H_{p;\alpha} \right] R(\lambda, H_{p;\alpha}) u.
\]

(72)

that gives the estimate

\[
\left\| \left( \frac{1}{\sqrt{p}} \nabla_{e_j}^{L^p \otimes E} \right) R(\lambda, H_{p;\alpha}) u \right\|_{p,m+1}
\]

\[
\leq \left\| R(\lambda, H_{p;\alpha}) \right\|_{p}^{m-1,m+1} \left\| \left( \frac{1}{\sqrt{p}} \nabla_{e_j}^{L^p \otimes E} \right) u \right\|_{p,m-1}
\]

\[
+ \left\| R(\lambda, H_{p;\alpha}) \right\|_{p}^{m-1,m+1} \left\| \left[ \frac{1}{\sqrt{p}} \nabla_{e_j}^{L^p \otimes E}, H_{p;\alpha} \right] \right\|_{p}^{m+1,m-1}
\]

\[
\times \left\| R(\lambda, H_{p;\alpha}) \right\|_{p}^{m-1,m+1} \|u\|_{p,m-1}.
\]

(73)
As in [16, Proposition 3.5], the commutator \[ \left[ \frac{1}{\sqrt{p}} \nabla_{e_j}, \frac{1}{p} \Delta_{p;\alpha} \right] \] for any \( 1 \leq j \leq 2n \) is a second order differential operator of the form

\[
\left[ \frac{1}{\sqrt{p}} \nabla_{e_j}, H_{p;\alpha} \right] = \sum_{i,j} \tilde{a}_{ij}^{l \alpha}(Z) \left( \frac{1}{\sqrt{p}} \nabla_{e_i} \right) \left( \frac{1}{\sqrt{p}} \nabla_{e_j} \right) + \sum_{\ell} \tilde{a}_{\ell}^{l \alpha}(Z) \frac{1}{\sqrt{p}} \nabla_{e_\ell}^{Lp}E + \tilde{a}_{p;\alpha}(Z),
\]

(74)

whose coefficients \( \tilde{a}_{ij}^{l \alpha}, \tilde{a}_{\ell}^{l \alpha} \) and \( \tilde{a}_{p;\alpha} \), bounded uniformly on \( p \in \mathbb{N} \) and \( \alpha \in \mathbb{R} \) with \( |\alpha| < c\sqrt{p} \).

Using (71), (73) and (74), we infer that for any \( m \geq 1 \)

\[
\| R(\lambda, H_{p;\alpha}) \|^{m,m+2}
\leq C_m \left( \| R(\lambda, H_{p;\alpha}) \|^{m-1,m+1} + (\| R(\lambda, H_{p;\alpha}) \|^{m-1,m+1})^2 \right),
\]

that proves recursively (67) for all \( m \geq 0 \).

\[\square\]

4 Spectral projection

Let us consider an interval \( I = (\alpha, \beta) \) such that \( \alpha, \beta \notin \Sigma \). Let \( P_{p,I} \) be the spectral projection of the operator \( H_p \) associated with \( I \) and \( P_{p,I}(x,x'), x, x' \in X \), be its smooth Schwartz kernel with respect to \( d\nu_X \). In this section, we study the asymptotic behavior of \( P_{p,I}(x,x') \) as \( p \to \infty \).

By Theorem 1, there exists \( \mu_0 > 0 \) and \( p_0 \in \mathbb{N} \) such that for any \( p > p_0 \)

\[ \sigma(H_p) \subset (-\infty, \alpha - \mu_0) \cup I \cup (\beta + \mu_0, \infty). \]

Let \( \Gamma \) be the boundary of the rectangle

\[ \Pi = (\alpha - \mu_0/2, \beta + \mu_0/2) + i(-\mu_0/2, \mu_0/2) \]

in \( \mathbb{C} \) counterclockwise oriented. Then for any integer \( m > 0 \) and \( p > p_0 \), we can write

\[ P_{p,I} = \frac{1}{2\pi i} \int_{\Gamma} \lambda^{m-1}(\lambda - H_p)^{-m} d\lambda. \]

4.1 Off-diagonal estimates

The proof of Theorem 2 closely follows the proof of [16, Theorem 1.2], so we just give a short outline.

As shown in [13, Proposition 4.1] (see also [16, Section 3.1]), for any \( p \in \mathbb{N} \), there exists a function \( \tilde{d}_{p} \), satisfying the following conditions:
(1) we have
\[ |\tilde{d}_p(x, y) - d(x, y)| < \frac{1}{\sqrt{p}}, \quad x, y \in X; \] (77)

(2) for any \( k > 0 \), there exists \( c_k > 0 \) such that
\[ \left( \frac{1}{\sqrt{p}} \right)^{k-1} \left| \nabla^k \tilde{d}_p(x, y) \right| < c_k, \quad x, y \in X. \] (78)

We get a family \( \{ \tilde{d}_{p,y} : y \in X \} \) of weight functions on \( X \) given by
\[ \tilde{d}_{p,y}(x) = \tilde{d}_p(x, y), \quad x \in X, \] (79)

which satisfy (62) uniformly on \( y \in X \).

As in (63), consider the family of differential operators
\[ H_{p;\alpha,y} := e^{\alpha \tilde{d}_{p,y}} H_p e^{-\alpha \tilde{d}_{p,y}} \quad \alpha \in \mathbb{R}, \quad y \in X. \]

By Theorem 4, we get Sobolev norm estimates, uniform in \( y \), for the operator \( (\lambda - H_{p;\alpha,y})^{-m} \) for any \( m \in \mathbb{N} \). Next, we derive pointwise exponential estimates for the Schwartz kernel of this operator and its derivatives of an arbitrary order, using a refined form of the Sobolev embedding theorem stated in Propositions 2 and 3. Finally, we use the formula (76) to complete the proof of Theorem 2.

4.2 Localization of the problem

Next, we localize the problem, following the constructions of [20, Sections 1.1 and 1.2].

We fix \( x_0 \in X \). We will use normal coordinates and trivializations of the bundles \( L \) and \( E \) defined on \( B^X(x_0, \varepsilon) \) as in Introduction. The fixed orthonormal basis \( \{ e_j \} \) of \( T_{x_0}X \) gives rise to an isomorphism \( X_0 := \mathbb{R}^{2n} \cong T_{x_0}X \). Consider the trivial bundles \( L_0 \) and \( E_0 \) on \( X_0 \) with fibers \( L_{x_0} \) and \( E_{x_0} \), respectively. The above identifications induce the Riemannian metric \( g \) on \( B^{T_{x_0}X}(0, \varepsilon) \) as well as the connections \( \nabla^L \) and \( \nabla^E \) and the Hermitian metrics \( h^L \) and \( h^E \) on the restrictions of \( L_0 \) and \( E_0 \) to \( B^{T_{x_0}X}(0, \varepsilon) \). In particular, \( h^L, h^E \) are the constant metrics \( h^{L_0} = h^{L_{x_0}}, h^{E_0} = h^{E_{x_0}} \). For some \( \varepsilon \in (0, r_X/4) \), which will be fixed later, we extend these geometric objects from \( B^{T_{x_0}X}(0, \varepsilon) \) to \( X_0 \cong T_{x_0}X \) in the following way.

Let \( \rho : \mathbb{R} \to [0, 1] \) be a smooth even function such that \( \rho(v) = 1 \) if \( |v| < 2 \) and \( \rho(v) = 0 \) if \( |v| > 4 \). Let \( \varphi_\varepsilon : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \) be the map defined by \( \varphi_\varepsilon(Z) = \rho(|Z|/\varepsilon)Z \). Set \( \nabla^{E_0} = \varphi_\varepsilon^* \nabla^E \). Define a Hermitian connection \( \nabla^{L_0} \) on \( (L_0, h^{L_0}) \) by
\[ \nabla^{L_0}_u = \nabla^{L_{\varphi_\varepsilon(Z)(u)}} + \frac{1}{2}(1 - \rho^2(|Z|/\varepsilon)) R^{L_{\varphi_\varepsilon(Z)}}(\varphi_\varepsilon(Z), u). \quad Z \in X_0, \quad u \in T_ZX_0, \]
where we use the canonical isomorphism $X_0 \cong T_Z X_0$ and $\mathcal{R}(Z) = \sum_{j=1}^{2n} Z_j e_j \in \mathbb{R}^{2n} \cong T_Z X_0$. Its curvature is given by [20, (1.22)]

$$R^L_Z = (1 - \rho^2(|Z|/\varepsilon)) R^L_{x_0} + \rho^2(|Z|/\varepsilon) R^L_{\psi(\varepsilon)} - (\rho^\nu(|Z|/\varepsilon) \sum_{j=1}^{2n} Z_j e_j \overline{Z} |Z|) \nabla \mathcal{R}(\mathcal{R}, \cdot) - R^L_{\psi(\varepsilon)}(\mathcal{R}, \cdot),$$  \hspace{1cm} (80)

where $e_j$ is the dual base in $T^*_Z X \cong T^*_Z X_0$.

We equip $X_0$ with the Riemannian metric $g^X_0 = g_{\psi(\varepsilon)}$, $Z \in X_0$. Set $\nabla E_0 = \psi^* \nabla E$ and $V X_0 = \psi^* V$. Let $\Delta^{L_0^p \otimes E_0}$ be the associated Bochner Laplacian acting on $C^\infty(X_0, L^p_0 \otimes E_0)$. Introduce the operator $H^X_0$ acting on $C^\infty(X_0, L^p_0 \otimes E_0)$ by

$$H^X_0 = \frac{1}{p} \Delta^{L_0^p \otimes E_0} + V X_0.$$

It is clear that, for any $u \in C^\infty_c(B^{X_0}(0, 2\varepsilon))$, we have

$$H_p u(Z) = H^X_0 u(Z).$$  \hspace{1cm} (81)

For any $Z \in X_0$, we have a skew-adjoint operator $B^X_0 : T_Z X_0 \rightarrow T_Z X_0$ such that

$$i R^L_Z (u, v) = g^X_0(B^X_0 u, v), \quad u, v \in T_Z X_0.$$

Its eigenvalues have the form $\pm i a_j^X(Z)$, $j = 1, \ldots, n$, with $a_j^X(Z) > 0$. By (80), it is easy to see that, choosing $\varepsilon$ sufficiently small, the numbers $a_j^X(Z)$ can be made arbitrary close to $a_j(X_0)$ uniformly on $j = 1, \ldots, n$, $x_0 \in X$ and $Z \in X_0$, and, therefore, the set $\Sigma^X_0$ defined by (9) for $H^X_0$ can be made arbitrary close to $\Sigma$ uniformly on compacts in $\mathbb{R}$ and $x_0 \in X$ (cf. [4, (4.24)], [20, (1.22)] and [16, (4.2)]). Therefore, there exists $\varepsilon > 0$ such that

$$\Sigma^X_0 \subset (-\infty, \alpha - \mu_0) \cup I \cup (\beta + \mu_0, \infty)$$

with the same $\mu_0 > 0$ as above. From now on, we fix such an $\varepsilon > 0$.

By Theorem 1, there exists $p_0 \in \mathbb{N}$ such that for any $p > p_0$

$$\sigma(H^X_0) \subset (-\infty, \alpha - \mu_0) \cup I \cup (\beta + \mu_0, \infty).$$  \hspace{1cm} (82)

Let $P^0_{p, I}$ be the spectral projection of $H^X_0$ corresponding to the interval $I$ and $P^0_{p, I}(Z, Z')$, $Z, Z' \in X_0$, be its smooth kernel with respect to the Riemannian volume form $d\nu_{X_0}$. As in [16, Theorem 4.1] (extending [20, Proposition 1.3]), one can show that the kernels $P_{p, I, x_0}(Z, Z')$ and $P^0_{p, I}(Z, Z')$ are asymptotically close on $B^{T_{x_0}}(0, \varepsilon)$ in the $C^\infty$-topology, as $p \rightarrow \infty$. 

Theorem 5 There exists $c_0 > 0$ such that, for any $k \in \mathbb{N}$, there exists $C_k > 0$ such that for any $p > p_0$, $x_0 \in X$ and $Z, Z' \in B_{X_0}(0, \varepsilon)$,

$$|P_{p,1,x_0}(Z, Z') - P^0_{p,1}(Z, Z')|_{C^k} \leq C_k e^{-c_0\sqrt{p}}.$$  

4.3 Rescaling and formal expansions

Theorem 5 reduces our considerations to the operator family $H^X_0$ acting on $C^\infty(X_0, L^0_0 \otimes E_0) \cong C^\infty(\mathbb{R}^{2n}, E_{X_0})$ (parametrized by $x_0 \in X$).

We use the rescaling introduced in [20, Section 1.2]. Let $dv_{X_0}$ be the Riemannian volume form of $(X_0, g_{X_0})$. Then $\kappa_{X_0}$ is the smooth positive function on $X_0$ defined by the equation

$$dv_{X_0}(Z) = \kappa_{X_0}(Z)dZ, \quad Z \in X_0.$$  

Denote $t = \frac{1}{\sqrt{p}}$. For $s \in C^\infty(\mathbb{R}^{2n}, E_{X_0})$, set

$$S_t s(Z) = s(Z/t), \quad Z \in \mathbb{R}^{2n}.$$  

Define the rescaling of the operator $H^X_0$ by

$$\mathcal{H}_t = S_t^{-1} \kappa_{X_0}^{-\frac{1}{2}} H^X_0 \kappa_{X_0}^{-\frac{1}{2}} S_t.$$  

This is a second order differential operator. We expand its coefficients in Taylor series in $t$. For any $m \in \mathbb{N}$, we get

$$\mathcal{H}_t = \mathcal{H}^{(0)} + \sum_{j=1}^m \mathcal{H}^{(j)} t^j + O(t^{m+1}),$$  

where there exists $m' \in \mathbb{N}$ so that for every $k \in \mathbb{N}$ and $t \in [0, 1]$ the derivatives up to order $k$ of the coefficients of the operator $O(t^{m+1})$ are bounded by $C t^{m+1} (1 + |Z|)^{m'}$.

The leading term $\mathcal{H}^{(0)}$ is given by (6). By [20, Theorem 1.4], the next terms $\mathcal{H}^{(j)}$, $j \geq 1$, have the form

$$\mathcal{H}^{(j)} = \sum_{k,\ell=1}^{2n} a_{k\ell,j} \frac{\partial^2}{\partial Z_k \partial Z_\ell} + \sum_{k=1}^{2n} b_{kj} \frac{\partial}{\partial Z_k} + c_j,$$  

where $a_{k\ell,j}$ is a homogeneous polynomial in $Z$ of degree $j$, $b_{kj}$ is a polynomial in $Z$ of degree $\leq j + 1$ (of the same parity with $j - 1$) and $c_j$ is a polynomial in $Z$ of degree $\leq j + 2$ (of the same parity with $j$). More precisely, for the operator $H_p = \frac{1}{p} \Delta_p$, the operator $\mathcal{H}^{(j)}$ coincides with the operator $O_j$ introduced in that theorem. In the general
case, we have
\[ \mathcal{H}^{(j)} = \mathcal{O}_j + \sum_{|\alpha| = j} (\partial^\alpha (V + \tau))_{x_0} \frac{Z^\alpha}{\alpha!}, \quad j = 1, 2, \ldots, \]

In [20, Theorem 1.4], explicit formulas are given for \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \). We refer the reader to [19,20] for more details.

### 4.4 Asymptotic expansions of the spectral projection

By construction, the operator \( \mathcal{H}_t \) defined by (83) is a self-adjoint operator in \( L^2(\mathbb{R}^{2n}, E_{x_0}) \), and its spectrum coincides with the spectrum of \( H_{p_0}^{x_0} \). By (82), there exists \( t_0 > 0 \) such that for any \( t \in (0, t_0] \)
\[ \sigma(\mathcal{H}_t) \subset (-\infty, \alpha - \mu_0) \cup I \cup (\beta + \mu_0, \infty). \]

Let \( \mathcal{P}_t \) be the spectral projection of \( \mathcal{H}_t \), corresponding to the interval \( I \), and \( \mathcal{P}_t(Z, Z') = \mathcal{P}_{t,x_0}(Z, Z') \) be its smooth Schwartz kernel with respect to \( dZ \). For any integer \( k > 0 \), we can write (with \( \Gamma \) as above)
\[ \mathcal{P}_t = \frac{1}{2\pi i} \int_{\Gamma} \lambda^{k-1}(\lambda - \mathcal{H}_t)^{-k} d\lambda. \quad (86) \]

Now we can proceed as in [14,20]. We only observe that all the constants in the estimates in [14,20] depend on finitely many derivatives of \( g, h^L, \nabla^L, h^E, \nabla^E \) and the lower bound of \( g \). Therefore, by the bounded geometry assumptions, all the estimates are uniform on the parameter \( x_0 \in X \). We will omit the details and give only the final result.

**Theorem 6** The function \( \mathcal{P}_t(Z, Z') \) admits an asymptotic expansion
\[ \mathcal{P}_t(Z, Z') \cong \sum_{r=0}^{\infty} F_r(Z, Z') r^t, \quad t \to 0. \]

For any \( j \in \mathbb{N} \), the remainder \( R_j,Z(Z, Z') := \mathcal{P}_t(Z, Z') - \sum_{r=0}^{j} F_r(Z, Z') r^t \) satisfies the condition: for any \( m, m' \in \mathbb{N} \), there exist \( C > 0 \) and \( M > 0 \) such that for any \( 0 \leq t \leq 1 \) and \( Z, Z' \in T_{x_0}X \)
\[ \sup_{|\alpha| + |\alpha'| \leq m} \left| \frac{\partial^{|\alpha|+|\alpha'|} R_j,Z(Z, Z')}{\partial Z^\alpha \partial Z'^{\alpha'}} \right|_{C^{m'}(X)} \leq C t^{j+1} (1 + |Z| + |Z'|)^M \exp(-c|Z - Z'|). \quad (87) \]

By (83), we have
\[ P_0^0(Z, Z') = t^{-2n} \kappa^{-\frac{1}{2}}(Z) \mathcal{P}_t(Z/t, Z'/t) \kappa^{-\frac{1}{2}}(Z'), \quad Z, Z' \in \mathbb{R}^{2n}, \]
that completes the proof of the asymptotic expansion (21) in Theorem 3.

4.5 Computation of the coefficients

We will use the formal power series technique developed in [20, Section 1.5]. We take the formal asymptotic expansion for the operator \( H_t \) given by (84) and find a formal asymptotic expansion for the resolvent \((\lambda - H_t)^{-1}, \lambda \in \Pi\), solving the formal power series equation

\[
(\lambda - H_t) f(t, \lambda) = I,
\]

where

\[
f(t, \lambda) = \sum_{r=0}^{\infty} t^r f_r(\lambda), \quad f_r(\lambda) \in \text{End}(L^2(\mathbb{R}^{2n}, E_{x_0})).
\]

Identifying the coefficients in \( t \), we get

\[
f_0(\lambda) = (\lambda - H^{(0)})^{-1},
\]

\[
f_r(\lambda) = (\lambda - H^{(0)})^{-1} \sum_{j=1}^{r} H^{(j)} f_{r-j}, \quad r \geq 1.
\]

We find that

\[
f_r(\lambda) = \sum_{k \geq 1, j_k \geq 1 \atop j_1 + \ldots + j_k = r} (\lambda - H^{(0)})^{-1} H^{(j_1)} (\lambda - H^{(0)})^{-1} H^{(j_2)} \ldots H^{(j_k)} (\lambda - H^{(0)})^{-1},
\]

Recall that \( P_I \) denotes the spectral projection of \( H^{(0)} \), corresponding to \( I \), and put \( P_I^\perp = I - P_I \). Using (22), we can write

\[
(\lambda - H^{(0)})^{-1} = \sum_{(k, \mu): A_{k, \mu} \in I} \frac{1}{\lambda - A_{k, \mu}} P_{A_{k, \mu}} + (\lambda - H^{(0)})^{-1} P_I^\perp,
\]

Observe that the second term in the right hand side of this equality is an analytic function for \( \lambda \in \Pi \). We infer that

\[
f_r(\lambda) = \Phi_r(\lambda) + \Phi_r^\perp(\lambda),
\]

where \( \Phi_r^\perp \) is an analytic function in \( \Pi \) given by

\[
\Phi_r^\perp(\lambda) = \sum_{k \geq 1, j_k \geq 1 \atop j_1 + \ldots + j_k = r} (\lambda - H^{(0)})^{-1} P_I^\perp H^{(j_1)} (\lambda - H^{(0)})^{-1} \ldots H^{(j_k)} (\lambda - H^{(0)})^{-1} P_I^\perp,
\]
and

\[ \Phi_r(\lambda) = \sum_{k \geq 1, j_l \geq 1, j_1 + \ldots + j_k = r} R_0 \mathcal{H}(j_1) R_1 \mathcal{H}(j_2) \ldots \mathcal{H}(j_k) R_k, \tag{90} \]

where at least one of \( R_{0}, \ldots, R_{k} \) equals \( \frac{1}{\lambda - \Lambda_{k,\mu}} \) with \( \Lambda_{k,\mu} \in I \). Using (86) and (88), we get a formal asymptotic expansion for \( \mathcal{P}_{\lambda} \):

\[ \mathcal{P}_{\lambda} = \frac{1}{2\pi i} \int_{\Gamma} (\lambda - \mathcal{H}_{\lambda})^{-1} d\lambda = \frac{1}{2\pi i} \sum_{r=0}^{\infty} \int_{\Gamma} f_r(\lambda) d\lambda = \frac{1}{2\pi i} \sum_{r=0}^{\infty} \int_{\Gamma} \Phi_r(\lambda) d\lambda, \]

which gives

\[ F_r = \frac{1}{2\pi i} \int_{\Gamma} \Phi_r(\lambda) d\lambda. \tag{91} \]

For \( r = 0 \), we have

\[ \Phi_0(\lambda) = \sum_{(k,\mu) : \Lambda_{k,\mu} \in I} \frac{1}{\lambda - \frac{1}{\Lambda_{k,\mu}}} \mathcal{P}_{\Lambda_{k,\mu}}. \]

By (91), this proves (19).

Consider the set \( A \) of operators in \( L^2(\mathbb{R}^{2n}, E_{10}) \) with smooth kernel of the form \( K(Z, Z') \mathcal{P}(Z, Z') \), where \( K(Z, Z') \) is a polynomial in \( Z, Z' \) (here \( \mathcal{P}(Z, Z') \) is the Bergman kernel given by (23)). Let us show that, for any \( \lambda \notin \Sigma \cap I \), the operator \( \Phi_r(\lambda) \) is in \( A \). By (91), this will immediately imply that \( F_r \in A \) and prove (20).

It is easy to see that \( A \) is an involutive algebra with respect to the composition and the adjoint. Moreover, it is a filtered algebra with filtration given by the degree of the polynomial \( K \). By these properties, it is easy to see that it is suffices to prove that, for any \( j_1, j_2, \ldots, j_k \),

\[ (\lambda - \mathcal{H}(0))^{-1} \mathcal{P}_{\lambda}^{\perp} \mathcal{H}(j_1) \ldots (\lambda - \mathcal{H}(0))^{-1} \mathcal{P}_{\lambda}^{\perp} \mathcal{H}(j_k) \mathcal{P}_{\Lambda_{k,\mu}} \in A_N \tag{92} \]

with \( N = \kappa(I) + j_1 + \ldots + j_k + 2k \).

First, observe that \( \mathcal{P}_{\Lambda_{k,\mu}} \in A_{\kappa(I)} \). Using the description of the coefficients \( \mathcal{H}(j) \) given by (85), one can easily see that, for any \( j \) and \( A \in A_N \), the operator \( \mathcal{H}(j) A \) belongs to \( A_{j+N+2} \). Finally, one can show that, for any \( A \in A_N \), the operator \( (\lambda - \mathcal{H}(0))^{-1} \mathcal{P}_{\lambda}^{\perp} A \) belongs to \( A_N \). It follows immediately if we diagonalize the operator \( \mathcal{H}(0) \) in the orthonormal base of its eigenfunction and use the explicit description of its eigenvalues given, for instance, in [20, Section 1.4]. This immediately completes the proof of (92).
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A Construction of Darboux coordinates

In this section, we provide an outline of the construction of the coordinate charts $\varphi_{x_0}$ introduced in Sect. 2.2. Here we follow the proof of the Darboux Lemma based on the well-known Moser argument as in [22, proof of Lemma 3.14, p.94].

For $x_0 \in X$, we start with the coordinate chart $\gamma_{x_0} : B(0, c) \subset \mathbb{R}^{2n} \rightarrow X$ defined in Introduction. It satisfies

$$\gamma_{x_0}(0) = x_0, \quad (D\gamma_{x_0})_0 \left( \frac{\partial}{\partial Z_j} \right) = e_j, \quad j = 1, \ldots, 2n,$$

and

$$(\gamma_{x_0}^* B)_0 = \sum_{k=1}^n a_k(x_0) dZ_{2k-1} \wedge dZ_{2k}. \quad (94)$$

The assumption that $B$ and its derivatives of any order are uniformly bounded on $X$ implies that the family $\{\gamma_{x_0}^* B : x_0 \in X\}$ of 2-forms on $B(0, c)$ is $C^\infty$-bounded. If we write

$$(\gamma_{x_0}^* B)_Z = \sum_{j,k=1}^{2n} b_{jk,x_0}(Z) dZ_j \wedge dZ_k, \quad Z \in B(0, c),$$

then for any $\alpha \in \mathbb{Z}^{2n}_+$, there exists $C_\alpha > 0$ such that for any $j, k = 1, \ldots, 2n$ and $x_0 \in X$,

$$|\partial^\alpha b_{jk,x_0}(Z)| < C_\alpha, \quad Z \in B(0, c).$$

The uniform positivity assumption (3) implies the invertibility of the matrix $B_{x_0}(Z) = \{b_{jk,x_0}(Z)\}$ for any $Z \in B(0, c)$ and $x_0 \in X$ with the norm of the inverse $B_{x_0}^{-1}(Z)$ uniformly bounded in $Z$ and $x_0$. Moreover, the family $\{B_{x_0}^{-1} : x_0 \in X\}$ of matrix-valued functions on $B(0, c)$ is $C^\infty$-bounded.

We deform $\gamma_{x_0}$ into a coordinate chart

$$\varphi_{x_0} : B(0, c_0) \subset \mathbb{R}^{2n} \rightarrow U_{x_0} = \varphi_{x_0}(B(0, c_0)) \subset X$$
with some \( c_0 > 0 \), which satisfies (24), (25) and (26).

First, for the \( C^\infty \)-bounded family \( \{ \tau_{x_0} : x_0 \in X \} \) of 2-forms on \( B(0, c) \) given by

\[
\tau_{x_0} = (\gamma^{x_0}_* B)Z - (\gamma^{x_0}_* B)_0,
\]

we construct a \( C^\infty \)-bounded family \( \{ \sigma_{x_0} : x_0 \in X \} \) of 1-forms on \( B(0, c) \) such that

\[
\tau_{x_0} = d\sigma_{x_0}, \quad (\sigma_{x_0})_0 = 0.
\]

If we write

\[
\tau_{x_0} = \sum_{j,k=1}^{2n} \tau_{jk,x_0}(Z) dZ_j \wedge dZ_k, \quad \tau_{jk,x_0}(Z) = b_{jk,x_0}(Z) - b_{jk,x_0}(0),
\]

then \( \sigma_{x_0} \) is given by the formula

\[
\sigma_{x_0} = 2 \sum_{j,k=1}^{2n} \int_0^1 s \tau_{jk,x_0}(sZ) dsZ_j dZ_k
\]

The fact that the family \( \{ \sigma_{x_0} \} \) is \( C^\infty \)-bounded follows immediately from this formula.

Next we introduce a \( C^\infty \)-bounded family \( \{ \omega_{s,x_0} : s \in [0, 1], x_0 \in X \} \) of 2-forms on \( B(0, c) \) given by

\[
\omega_{s,x_0} = (\gamma^{x_0}_* B)_0 + s\tau_{x_0}.
\]

Thus, \( \omega_{0,x_0} = (\gamma^{x_0}_* B)_0 \) and \( \omega_{1,x_0} = \gamma^{x_0}_* B \).

There exists a family \( \{ U_{s,x_0} : s \in [0, 1], x_0 \in X \} \) of vector fields on \( B(0, c) \) such that for any vector field \( V \) on \( B(0, c) \),

\[
\omega_{s,x_0}(U_{s,x_0} \cdot V) = -\sigma_{x_0}(V), \quad (U_{s,x_0})_0 = 0, \quad s \in [0, 1], \quad x_0 \in X.
\]

Since the families \( \{ B_{x_0} \} \), \( \{ B^{-1}_{x_0} \} \) and \( \{ \sigma_{x_0} \} \) are \( C^\infty \)-bounded, the family \( \{ U_{s,x_0} \} \) is \( C^\infty \)-bounded.

For any \( x_0 \in X \), let \( \psi_{s,x_0} \) be the flow of the time-dependent vector field \( \{ U_{s,x_0} : s \in [0, 1] \} \):

\[
\frac{d}{ds} \psi_{s,x_0} = U_{s,x_0} \circ \psi_{s,x_0}, \quad \psi_{0,x_0} = \text{id}.
\]

Since \( (U_{s,x_0})_0 = 0 \), we have \( \psi_{s,x_0}(0) = 0 \) for any \( s \in [0, 1] \). Using the fact that the family \( \{ U_{s,x_0} \} \) is \( C^\infty \)-bounded, one can prove that there exists \( c_0 > 0 \) such that, for any \( s \in [0, 1] \) and \( x_0 \in X \), the map \( \psi_{s,x_0} \) is defined on \( B(0, c_0) \), giving rise to a diffeomorphism

\[
\psi_{s,x_0} : B(0, c_0) \to \psi_{s,x_0}(B(0, c_0)) \subset B(0, c)
\]
with its inverse $\psi_{s,x_0}^{-1} : \psi_{s,x_0}(B(0,c_0)) \rightarrow B(0,c_0)$. Moreover, the families $\{\psi_{1,x_0}\}$ and $\{\psi_{1,x_0}^{-1}\}$ are $C^\infty$-bounded. For the coordinate chart $\varphi_{x_0} : B(0,c_0) \rightarrow X$ given by $\varphi_{x_0} := \gamma_{x_0} \circ \psi_{1,x_0}$, this gives (26). Finally, one can check that $\psi_{s,x_0}^n \omega_{s,x_0} = \omega_{0,x_0}$. It follows that $\varphi_{x_0}$ satisfies (25).
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