New Methods for Finding Activity-sensitive Spectral Lines: Combined Visual Identification and an Automated Pipeline Find a Set of 40 Activity Indicators
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Abstract

Starspots, plages, and activity cycles cause radial velocity variations that can either mimic planets or hide their existence. To verify the authenticity of newly discovered planets, observers may search for periodicity in spectroscopic activity indices such as Ca H & K and Hα, then mask out any Doppler signals that match the activity period or its harmonics. However, not every spectrograph includes Ca H & K, and redder activity indicators are needed for planet searches around low-mass stars. Here, we show how new activity indicators can be identified by correlating spectral line depths with a well-known activity index. We apply our correlation methods to archival HARPS spectra of ε Eri and α Cen B and use the results from both stars to generate a master list of activity-sensitive lines whose core fluxes are periodic at the star’s rotation period. Our newly discovered activity indicators can in turn be used as benchmarks to extend the list of known activity-sensitive lines toward the infrared or UV. With recent improvements in spectrograph illumination stabilization, wavelength calibration, and telluric correction, stellar activity is now the biggest noise source in planet searches. Our suite of >40 activity-sensitive lines is a first step toward allowing planet hunters to access all the information about spots, plages, and activity cycles contained in each spectrum.
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1. Introduction

Although NASA is investing tremendous resources into space missions designed to find habitable planets and detect biomarkers (Gardner et al. 2004; Ricker et al. 2014), the search for Earth-like planets orbiting Sun-like stars still requires ground-based radial velocity (RV) measurements to identify or confirm targets for space-based observations (e.g., Mayor et al. 2014). Of the main RV noise sources that obscure the signals of low-mass stars, stellar noise is one of the most intractable. Indeed, there is concern that stellar jitter may create an intrinsic RV precision floor near the 0.5–1 m s⁻¹ precision of current-generation RV instruments, which would limit the minimum mass of a detectable planet in the habitable zone of α Cen B, a K1 dwarf, to 2.5 M⊕ (e.g., Dumasque et al. 2011). For next-generation RV instruments expected to reach instrumental precisions of 10–20 cm s⁻¹, stellar jitter is widely anticipated to be the dominant source of RV noise (Pepe et al. 2013; Jurgenson et al. 2016). Yet stellar jitter is not white noise, but is instead structured in time: p-modes have timescales of minutes (Christensen-Dalsgaard 2004; Kjeldsen et al. 2005), granulation and supergranulation have timescales of hours to days (de Rosa & Toomre 2004; Brandt & Getling 2008), and magnetic activity shows timescales ranging from the stellar rotation period (Saar & Donahue 1997) to multi-year cycles (Baliunas et al. 1995). Methods that either suppress stellar jitter (Pepe et al. 2002; Anglada-Escudé & Butler 2012) or flag it using stellar activity signals and model it out (Aigrain et al. 2012; Dumasque et al. 2012, 2014; Haywood et al. 2014; Rajpaul et al. 2015; Giguere et al. 2016; Meunier et al. 2017) allow us to push below the stellar noise floor toward true earth analogs.

Although RV corrections for stellar activity are often based on only one or a few lines (such as CaH & K, Na D, or Hα; Lovis et al. 2011; Robertson et al. 2013, 2015; Barnes et al. 2014), hundreds or even thousands of spectral lines are present in most planet-search spectra. Including information from as many lines as possible is an important step toward improving activity diagnostics (Giguere et al. 2016). Here, we present a new method of identifying all activity-sensitive lines in the High Accuracy Radial velocity Planet Searcher (HARPS) spectrograph’s wavelength range of 3800–6900 Å. The methods presented here are not particular to any wavelength range, so they could be replicated to find activity-sensitive lines in any wavelength range that contains a previously known stellar activity indicator. Our final product is a new list of >40 activity-sensitive spectral lines whose depths vary with the same periodicity as log(R’HK), an index measuring activity-induced emission in the cores of the CaH & K absorption lines. Our new activity indicators can be measured using the same high-resolution spectra that are used to make precise RV measurements.

The paper is organized as follows. In Section 2, we give a step-by-step explanation of how we derived our list of activity-sensitive lines. In Section 3, we describe the tests we performed to validate our criteria for labeling these lines as activity-sensitive. Finally, in Section 4, we discuss how our results might be used to improve RV techniques for finding exoplanets.

2. Finding Activity-sensitive Lines

In our study of activity-sensitive spectral lines, we have two goals: (1) to identify lines aside from the frequently used CaH & K, Hα, and Na D that can add information about each star’s chromospheric and/or photospheric activity, and (2) to understand the physical reasons why certain lines are especially sensitive to activity. Rather than simply relying on a machine-learning algorithm, we use a two-pronged approach that helps
Table 1
Stellar Properties

| Property       | ε Eri | α Cen B |
|----------------|------|---------|
| Spectral Type  | K2+  | K1(2)   |
| Effective Temp. (K) | 5152(2) | 5230(2) |
| Metallicity [Fe/H] | 0.0(2) | 0.27(2) |
| log g (cm s⁻²) | 4.57(3) | 4.37(4) |
| log R'HK      | −4.46(2) | −4.93(2) |
| Rotation Period (days) | 11.1(2) | 36.2(2) |
| Age (Gyr)     | 0.6(2) | 5.4(2)  |
| Mass (M⊙)     | 0.82(1) | 0.907(5) |

References. (1) Baines & Armstrong (2012), (2) Brandenburg et al. (2017), (3) Clem et al. (2004), (4) Gilli et al. (2006), (5) Thévenin et al. (2002).

our goal is to identify which, if any, of the 4096 resolution co-vary with the Mt. Wilson 1978 Stellar Properties. We obtained 557 ε Eri spectra from the ESO archive and threw out 17 spectra due to either outlying S-index measurements or poor line-depth measurements. The 540 remaining spectra have observation dates ranging from 2003 November to 2015 August, allowing us to capture most of the star’s ~13 year activity cycle identified by Metcalfe et al. (2013). However, these 540 spectra were taken on 30 different nights, and 422 of them were taken on two consecutive nights: 2004 October 25–26. Because of this uneven temporal sampling of the ε Eri spectra, in the following analysis we do not use the time at which each spectrum was taken, but instead look at how the spectra change as a function of S-index.

Each ε Eri spectrum is RV-shifted to the frame of the star using the difference between the barycentric earth RV and barycentric object RV, both taken from Flexible Image Transport System file headers. Each spectrum is then divided by its blaze function estimate (also obtained from the ESO archive), and aligned onto a common wavelength grid using a linear interpolation. After calculating an S-index for each spectrum (as in Lovis et al. 2011, see Figure 1), we place the spectra in bins of equally sized ranges in S-index, under the constraint that each bin contains at least 10 spectra, giving us 8 bins between S = 0.388 and S = 0.469 for this data set. Since the blaze-corrected spectra are not yet normalized, we correct for flux variations due to variable exposure time and inter-order blaze variability by dividing each order of each spectrum by its trimmed mean flux (average of 5th–95th percentile of all 4096 pixels in the order). Finally, for each wavelength data point in a given S-index bin, we take a trimmed mean (average of values between the 25th and 75th percentile) of the normalized fluxes at that wavelength in the S-index bin. The end result is eight trimmed mean spectra, one for each S-index bin, that represent the star during different phases of the activity cycle.

To look for variations among these trimmed mean spectra, we calculate the absolute value of A − Q, where Q is the flux in the spectrum from the lowest S-index bin (quietest), and A is the flux from any of the other seven (more active) trimmed-mean spectra. Finally, we make plots like Figure 2, where the seven more active trimmed mean spectra are stacked vertically, and each data point is colored according to its |[A − Q]| value. In Figure 2, we have made higher |[A − Q]| values darker, so activity-sensitive lines are those that are light-colored at the top of the plot (low S-index) and gradually get darker toward the bottom of the plot (high S-index). In this particular spectral order we see strong activity indicators at 4851, 4861, and 4865 Å. To avoid false positives, we make sure lines of interest are away from the noisy edges of orders, where pixel variability may simply be due to Poisson noise. We use an interactive ipython program that allows us to quickly record the start and end wavelengths of each line we visually identify.

Using plots like Figure 2 for nearly all of the 72 orders in HARPS spectra (orders with a very low signal-to-noise ratio (S/N) or heavy telluric contamination are excluded), we visually identified 193 lines of interest. To verify the robustness of our visually identified activity indicators, and to ensure that the lines’ core fluxes correlate with the Mt. Wilson S-index even for a quieter star, we performed a similar, but fully automated calculation using spectra from α Cen B.

2.1. Visual Exploration of Line-depth Variation

To visually identify activity-sensitive lines in plots, we use archival HARPS spectra of the magnetically active star ε Eri. Our goal is to identify which, if any, of the 4096 resolution elements (henceforth referred to as pixels) in each echelle order co-vary with the Mt. Wilson S-index, a robust tracer of stellar activity (Wilson 1978). We obtained 557 ε Eri spectra from the ESO archive and threw out 17 spectra due to either outlying S-index measurements or poor line-depth measurements. The 540 remaining spectra have observation dates ranging from 2003 November to 2015 August, allowing us to capture most of the star’s ~13 year activity cycle identified by Metcalfe et al. (2013). However, these 540 spectra were taken on 30 different nights, and 422 of them were taken on two consecutive nights:

3 This was accomplished visually using our S-index correlation plots (see Section 2.2); a complete list of spectra used is available upon request.
preventing other nearby lines from influencing line property measurements. This time we continuum-normalize all of the \( \epsilon \) Eri spectra using the procedure in the Appendix, in between the steps of dividing out the blaze functions and aligning the spectra (as described in Section 2.1). Using these 540 continuum-normalized, wavelength-aligned spectra, we find the median-normalized flux at each pixel. We use a custom algorithm to identify \( \sim 1500 \) lines in the median spectrum (for a description of the algorithm, see Section 3), and take the intersection of this set of wavelength intervals with the set of wavelength intervals for activity-sensitive lines that we recorded during our visual analysis in Section 2.1. This gives us a tightly fitting wavelength interval around each visually identified line, as shown in Figure 3. Finally, using the median spectrum we compute the normalized flux at half of each line’s maximum depth. We label this metric, which is a value between 0 and 1 assigned to each line, “half-depth flux.” Now that we have our tightly fitting wavelength intervals and associated half-depth fluxes from the \( \epsilon \) Eri spectra, we can move toward measuring line properties on \( \alpha \) Cen B spectra.

We obtained 2549 \( \alpha \) Cen B spectra spanning 2010 March 23–2010 June 12 from the ESO archive. We selected this time period because of its high cadence of observations (spectra on 50 out of 82 nights) and rotationally modulated log \( R'_{\text{HK}} \) signal (Dumusque et al. 2012). Thompson et al. (2017) realized that this was an ideal data set to study stellar magnetic activity in K-dwarfs, and presented evidence that one can use it to find a large number of spectral lines whose depth and radial velocities co-vary with log \( R'_{\text{HK}} \). Each of these spectra is actually a short sub-exposure from one of the 1–3 full exposures taken on a given night. We treat each spectrum as an individual measurement and do not bin the \( \alpha \) Cen B spectra. Out of the 2549 spectra we obtained, we threw out 58 due to visually outlying line-depth measurements (as seen in correlation plots at the end of this section).

We RV-shift each \( \alpha \) Cen B spectrum to the frame of the star and remove the blaze using the RVs and blaze corrections provided on the ESO archive, just as we did for the \( \epsilon \) Eri spectra. However, this time we do not interpolate onto a common wavelength grid, as this is unnecessary to measure line properties in individual spectra, and we found it would introduce 10%–20% scatter into our measurements of line properties. Next, the \( \alpha \) Cen B spectra are continuum-normalized using the procedure in the Appendix. Finally, we use a cubic spline interpolation to fit each order of each spectrum, and perform the following measurements on the cubic spline function in each line’s wavelength interval (see Figure 4):

1. Line core flux: absolute minimum of the cubic spline.
   Line core flux is similar to the \( I_{\text{H}\alpha} \) index developed by Kürster et al. (2003) to measure “filling-in” of the \( \text{H}\alpha \) line due to chromospheric activity.
2. Half-depth range: difference between the two wavelengths where the spline equals the line half-depth flux. A line that Zeeman-splits in starspot magnetic fields, such as Fe 5250 Å, would have large half-depth range when starspots appeared.
3. Center of mass: \( \int \lambda \times (F_{\text{hd}} - S) d\lambda / \int (F_{\text{hd}} - S) d\lambda \) over the half-depth range wavelengths, where \( F_{\text{hd}} \) is the half-depth flux, \( S \) is the cubic spline, and \( \lambda \) is the wavelength. Lines strongly affected by convective inhibition would Doppler shift as active regions rotated in and out of view, causing a change in center of mass.

We also calculate the \( S \)-index of each \( \alpha \) Cen B spectrum using the same procedure as in Section 2.1. For each line of

![Figure 1. Example measurement of the Mt. Wilson S-index of a HARPS spectrum of \( \epsilon \) Eri. Each order is blaze-corrected using calibrations provided by the HARPS team. The \( S \)-index is calculated by adding together the wavelength-integrated flux in the calcium H and K line cores (top), and dividing the result by the sum of the wavelength-integrated flux in the two continuum regions (bottom). See Lovis et al. (2011) for specific wavelength intervals.](image)
From Section 2.1, we calculate a Kendall’s Tau coefficient, \( \tau \), for the correlation between the \( S \)-index measurements and each of these three line properties. Example correlation plots for three lines are shown in Figure 5. We chose the correlation coefficient as our metric for sensitivity to activity because it captures both the covariance of one of our measurable (line core flux, half-depth flux, or center of mass) with \( S \)-index, and the noise intrinsic to measurement. In terms of the correlation plots in Figure 5, the covariance of line core flux with activity is proportional to the slope of the best-fit line, and the intrinsic noise is represented by the scatter in line core flux within a small window in \( S \)-index.

We pick out all lines of interest with \(|\tau| > 0.5\) for at least one of the three measured line properties, and add these to our list.
of activity-sensitive lines. We chose 0.5 for the cutoff because it is the value above which our visual line search, based on plots like Figure 2, finds nearly all of the same lines as our automated procedure (see completeness analysis in Section 3).

Of the 193 activity-sensitive lines we identified using plots like Figure 2 of the ε Eri spectra, 39 had line core flux correlation coefficients of |τ| ≥ 0.5. 3 of these 39 lines also had half-depth range coefficients |τ| ≥ 0.5, and 4 of the remaining 154 lines that did not meet our |τ| ≥ 0.5 cutoff for line core flux did have |τ| ≥ 0.5 for half-depth range. After finding that line core flux was sufficient to determine line list membership for all of our activity-sensitive lines except four, we modified our algorithm to only use line core flux to determine list membership. We suspect these four lines, 4626.2, 5250.2, 5890.0, and 6141.7 Å may probe photospheric effects such as Zeeman-splitting in starspots. However, our results suggest that core flux changes such as line-core filling from chromospheric emission or changing absorption probability are the strongest signals out of the various ways stellar activity can affect spectral lines.

Ideally, we would now match our activity-sensitive lines to specific atomic transitions, but this is difficult as there really is no such thing as a spectral line in isolation. Many of our activity-sensitive lines are blends with weaker spectral lines, and a few are blends between two lines of similar strength. To get line species and solar line depths, we used a Vienna Atomic Line Database (VALD; Piskunov et al. 1995) “extract stellar” query where we input α Cen B atmospheric parameters⁴ (Porto de Mello et al. 2008) and a line detection threshold of 0.1. Since we cannot be sure which line in a given wavelength interval is responding to activity, we consider all VALD lines within 2 × 10⁻⁴λ (~0.1 Å) of line center as candidates for the activity signal. Table 2 shows each line’s core flux correlation coefficient, wavelength, slope of best-fit line to core flux vs. S-index plot for each star, VALD atomic species, and corresponding solar line depths, and previous literature discussing the line.

Of the 193 lines with core flux correlations |τ| < 0.5, 64 had coefficients |τ| ≥ 0.3, so we suspect these are activity-sensitive lines with noisier core fluxes, making them less useful for diagnosing activity. For reference, we include two of our four lines that had half-depth range correlation coefficients |τ| ≥ 0.5 in Table 2, Fe 5250.2 Å and Na 5890.0 Å, as these have moderate core flux correlation coefficients as well as literature references where they are used to diagnose activity. While our center of mass measurements did not yield any lines with correlation coefficients |τ| ≥ 0.5, they did find 16 lines with |τ| ≥ 0.3, 6 of which had |τ| ≥ 0.4. Interestingly, exactly half (8/16 and 3/6) of these had positive correlation coefficients, so there does not appear to be a preference for redshifts or blueshifts in line center of mass, whereas activity-sensitive lines identified by the other two metrics almost always had positive correlation coefficients.

Next, we assess line list completeness, demonstrate that we can recover the star’s rotation period from the line core fluxes, and compare each line’s behavior in the spectra of α Cen B versus ε Eri.

3. Completeness, Periodicity, and Behavior in α Cen B versus ε Eri

To determine the completeness of our activity-sensitive line list, we first computed a master spectrum for ε Eri by taking the

---

⁴ The “extract stellar” star parameters we used were: microturbulence: 1.1 km s⁻¹, T_eff: 5200 K, log g: 4.5 (in cgs units), and chemical composition: “Fe: ~4.34.” The last parameter is VALD’s default stellar iron abundance plus 0.2 dex (Porto de Mello et al. 2008). VALD did not have an exact stellar model for α Cen B, so it based the query output on model castelli_ap00k2_T05250G45.krz (Castelli & Kurucz 2004).
median of all 540 spectra after RV shifting, linearly interpolating them onto a common wavelength grid and continuum-normalizing them (as described in the Appendix).

We then produced the median-normalized 1D spectrum by combining the overlapping edges of adjacent orders with a weighted average. To get the weights, first we divided each RV-shifted, interpolated and non-normalized spectrum by its 
weighted average. To get the weights, combining the overlapping edges of adjacent orders with a 
continuum-normalizing them 

| \( \tau \) | Wavelength | \( \epsilon \) Eri Slope \( ^a \) | \( \alpha \) Cen B Slope \( ^a \) | Species (VALD Depth) | References |
|---|---|---|---|---|---|
| 0.753 | 5110.42 | 0.212 | 0.137 | Fe I (0.93), Fe I (0.72), Fe I (0.21) | |
| 0.733 | 4375.94 | 0.205 | 0.14 | Fe I (0.97), Fe I (0.8), Ce II (0.14) | |
| 0.71 | 4427.32 | 0.185 | 0.13 | Fe I (0.97), Fe I (0.82), V I (0.11) | |
| 0.702 | 4461.66 | 0.176 | 0.11 | Fe I (0.96) | |
| 0.694 | 5012.08 | 0.155 | 0.092 | Fe I (0.93), Fe I (0.67) | |
| 0.685 | 5269.54 | 0.102 | 0.11 | Fe I (0.94) | |
| 0.676 | 5397.13 | 0.142 | 0.118 | Fe I (0.93), Fe I (0.52), Ti I (0.34) | |
| 0.673 | 5429.7 | 0.129 | 0.132 | Fe I (0.92) | |
| 0.667 | 5506.78 | 0.132 | 0.114 | Fe I (0.9) | |
| 0.667 | 4571.1 | 0.147 | 0.073 | Mg I (0.92), Cr I (0.14) | (4), (5), (8), (11) |
| 0.661 | 6562.81 | 0.149 | 0.444 | H I (0.45) (H \( \alpha \)) | (1), (2), (3), (6), (10), (11) |
| 0.639 | 5405.78 | 0.105 | 0.121 | Fe I (0.93) | |
| 0.634 | 5501.47 | 0.127 | 0.082 | Fe I (0.89) | |
| 0.631 | 5227.19 | 0.097 | 0.089 | Fe I (0.93), Fe I (0.88) | |
| 0.625 | 5107.45 | 0.133 | 0.08 | Fe I (0.91), Al I (0.11) | |
| 0.616 | 5434.53 | 0.117 | 0.118 | Fe I (0.92) | |
| 0.613 | 5432.54 | 0.182 | 0.177 | Mn I (0.74) | |
| 0.586 | 5497.52 | 0.116 | 0.097 | Fe I (0.9) | |
| 0.583 | 5194.95 | 0.118 | 0.108 | Fe I (0.91) | |
| 0.576 | 5895.93 | 0.062 | 0.05 | Na I (0.9) | (7), (10), (11) |
| 0.544 | 4827.46 | 0.212 | 0.126 | V I (0.63) | |
| 0.5 | 5083.34 | 0.115 | 0.054 | Fe I (0.92) | |
| 0.527 | 6013.49 | 0.138 | 0.135 | Mn I (0.59) | |
| 0.525 | 6252.56 | 0.106 | 0.084 | Fe I (0.8) | |
| 0.522 | 5167.33 | 0.082 | 0.089 | Mg I (0.92) | (8), (11) |
| 0.516 | 5150.85 | 0.133 | 0.096 | Fe I (0.91), Mn I (0.44) | |
| 0.515 | 4994.14 | 0.116 | 0.088 | Fe I (0.92) | |
| 0.514 | 6191.57 | 0.098 | 0.084 | Fe I (0.82) | |
| 0.513 | 6493.61 | 0.108 | 0.089 | Fe I (0.81) | |
| 0.51 | 6430.85 | 0.105 | 0.063 | Fe I (0.79) | |
| –0.509 | 4861.33 | –0.169 | 0.113 | H I (0.49) (H \( \beta \)) | (2), (10), (11) |
| 0.507 | 5420.35 | 0.118 | 0.134 | Mn I (0.65) | |
| 0.503 | 4426.02 | 0.173 | 0.091 | V I (0.75), Ti I (0.67) | |
| 0.502 | 5707.0 | 0.142 | 0.07 | V I (0.5), Fe I (0.42) | |
| 0.5 | 5172.69 | 0.059 | 0.059 | Mg I (0.93) | (5), (8), (11) |
| 0.5 | 4602.95 | 0.086 | 0.056 | Fe I (0.94) | |
| 0.5 | 6230.73 | 0.088 | 0.053 | Fe I (0.82), V I (0.46) | |
| 0.492 \( ^b \) | 5183.61 | 0.051 | 0.042 | Mg I (0.94), Ti II (0.11) | (8) |
| 0.472 \( ^c \) | 5250.21 | 0.127 | 0.153 | Fe I (0.85) | (9) |
| 0.416 \( ^c \) | 5889.96 | 0.033 | 0.043 | Na I (0.9) | (7), (10), (11) |

Notes.

\( ^a \) Slope of line fit to core flux versus S-index plot (e.g., Figure 5) for \( \epsilon \) Eri or \( \alpha \) Cen B.

\( ^b \) Member of the Na doublet or Mg triplet, both popular activity indicators in the literature (see references).

\( ^c \) Line core flux correlation coefficient is less than 0.5, but half-depth range correlation coefficient is greater than 0.5.

References. (1) Barnes et al. (2016), (2) Cram & Mullan (1979), (3) Cram & Mullan (1985), (4) Langangen & Carlsson (2009), (5) Mauas et al. (1988), (6) Robertson et al. (2013), (7) Robertson et al. (2015), (8) Sasso et al. (2017), (9) Stenflo (1973), (10) Thatcher et al. (1991), (11) Thatcher & Robinson (1995).
its minimum or maximum wavelength, or whose minimum flux was greater than \(\sim 0.6\) (had a line depth <40%). Figure 3 shows three such automatically identified lines in blue. We then computed the line core flux, half-depth range, and center of mass, along with each metric’s correlation coefficient with the S-index, for the \(\sim 1500\) lines detected by our grouping algorithm in the \(\alpha\) Cen B spectra. For each spectral line, we chose the absolute value of the highest of the three correlation coefficients, which we labeled “activity coefficient” \(X\). In Figure 6, we plot the number of lines with an activity coefficient greater than a given cutoff, versus that cutoff, for both the automatically generated line list and the lines of interest from Section 2.1. The merger of the two curves around a cutoff of 0.5 suggests that our visual identification of lines of interest is complete for correlation coefficients \(|\tau| \geq 0.5\).

It is worth noting that nearly all lines in the spectrum have a correlation coefficient of at least 0.1. This could result from continuum emission filling in the line cores, which would affect all of the lines in the spectrum, especially deeper lines. However, we looked at a plot of average line core flux versus line core flux correlation coefficient (not shown in this paper) and did not see any relationship, so we suspect this continuum filling signal is small (less than 10%) compared to chromospheric emission or changing absorption probabilities. Since these line core fluxes are changing independently of a continuum emission source, our half-depth range metric is more orthogonal to our line core flux metric than line FWHM (full width at half maximum) would be, as FWHM varies with line core flux since it depends on where the half-maximum (and hence the maximum depth) of the line is, but our half-depth range uses a single half-depth flux measured from the median of all our \(\epsilon\) Eri spectra.

To confirm that our comparisons with S-index are indeed finding periodic variability in our activity-sensitive lines, we computed generalized Lomb–Scargle periodograms\(^6\).

\(^5\) To be more precise, the line’s half-depth flux was required be less than the flux of the pixels at the line edges. In the limit of very small pixel size, both pixels at the line edges have a flux of 0.8, so the line flux minimum was required to be less than or equal to 0.6. This makes sure the pixels in each line have a range of at least 0.2 in normalized flux.

\(^6\) Using the python class astropy.stats.LombScargle; for details see http://docs.astropy.org/en/stable/stats/lombscargle.html.

Figure 6. Plot showing the completeness of our visual identification of activity-sensitive lines in Section 2.1. The two curves are very close together above an activity coefficient of \(X = 0.5\), suggesting our visual identification of activity-sensitive lines is complete down to \(X = 0.5\).

Figure 7. Time-series and generalized Lomb–Scargle periodograms for the window functions of our unbinned measurement times (top) and binned measurement times (bottom). The unbinned window function contains many significant peaks, which could lead us to overestimate the significance of the periods found in our data. However, the binned window function no longer has any peaks above the \(p = 0.001\) significance level, so we can be more confident in our significance estimates for period detections.
(2008). Table 3 lists the period as measured by the line core flux and corresponding FAP for each activity-sensitive line, and Figure 8 shows time-series and generalized Lomb–Scargle periodograms for the same three activity-sensitive lines as shown in the correlation plots in Figure 5. All periodogram peaks are between 35 and 40 days, which agrees well with the star’s $36.2 \pm 1.4$ day rotation period published by DeWarf et al. (2010). Note that the estimated FAPs are all below $10^{-25}$, so we have good reason to believe all of these signals are truly periodic.

From Table 2, we note that a few of our activity-sensitive lines, such as the Mg line at 5173 Å, have correlation plot slopes for $\epsilon$ Eri and $\alpha$ Cen B that are similar. This prompted us to plot the line core flux versus $S$-index for both stars on a single correlation plot, as shown in Figure 9. Interestingly, a single line fits Mg 5173’s line core fluxes for both stars quite well, without any shifting in the $y$-direction, suggesting the shallower line depth (consistent with inflilling from chromospheric emission or changing absorption probability) in $\epsilon$ Eri may be solely due to activity, not any underlying differences in abundances. However, most other spectral lines require a break in the core flux versus $S$-index slope to fit the data from both stars, indicating that the stellar activity response is generally more complex than what a linear fit can capture.

### 4. Discussion and Conclusions

We searched archival HARPS spectra of $\epsilon$ Eri and $\alpha$ Cen B for optical spectral lines whose variation correlates with the Mt. Wilson $S$-index, a measure of chromospheric activity. After we visually identified lines of interest based on $|A - Q|$ correlating with $S$-index, we measured three properties for each line of interest: core flux, half-depth range, and center of mass (see Section 2.2). We found that core flux was the most robust quantitative indicator of stellar activity, as measured by the Kendall’s $\tau$ correlation coefficient with $S$-index, for our visually identified lines of interest. In addition to our methods for identifying activity-sensitive lines, we also present a list of 39 lines whose core fluxes strongly correlate with $S$-index (see Table 2). We also note that Fe 5250 Å, which Zeeman-splits in sunspots, shows a strong correlation between half-depth range and $S$-index.

Our list of activity-sensitive lines may be used to improve methods of disentangling the RV signals of exoplanets from RV signals of stellar activity. Giguerre et al. (2016) note that their $\text{HH}'$ method, an $H\alpha$-based variation on the FF’ method (Aigrain et al. 2012) for removing RV variations due to stellar activity from planet-search data, could be improved by incorporating more activity-sensitive lines. Similarly, the multiple activity indicators used to gauge stellar activity in Rajpaul et al. (2015) could be expanded to include activity-sensitive line depths. However, these methods of trying to separate components of RV time-series will continue to perform poorly when an exoplanet period is similar to the stellar activity signal period. One potential solution is directly calculating convective blueshift using stellar effective temperatures and activity levels (Meunier et al. 2017). Another possibility is using photospheric activity indicators, not just chromospheric activity indicators, to improve the RV measurement process (Davis et al. 2017). Half-depth range, which we believe probes Zeeman-splitting in some lines, may be a promising photospheric activity metric.

Although the activity-sensitive lines we have identified are at optical wavelengths (4376 Å to $H\alpha$), the methods we used to find them are not particular to only one wavelength range. A similar procedure that unites visual inspection with automated line property measurements could be used to find stellar activity-sensitive lines in any wavelength range that contains a previously known stellar activity indicator.
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Appendix

Automated Continuum Normalization

In Section 2.2 we mentioned that all α Cen B spectra in our sample are continuum-normalized. To accomplish this, we developed an iterative mask estimation (IME) algorithm to mask out spectral lines while fitting a continuum function. Our IME algorithm estimates a regression function (here a spectral order’s continuum) in the presence of heteroscedastic noise (here spectral lines) by iteratively masking outliers (here flux values in spectral lines) based on coefficients of determination from sets of leave-one-out regressions (here least-squares).

Below we describe our implementation of IME to normalize all of the HARPS spectra mentioned in this paper.

A.1. Initialization

Each HARPS spectrum has 72 orders and each order is 4096 pixels across. The original echelles have already been reduced to 72x4096 arrays when we retrieve them from the ESO archive (we use the e2ds files). Wavelength calibrations and blaze functions associated with each spectrum are also obtained from the ESO archive. To initialize each automated continuum normalization, each spectrum is paired with its associated wavelength calibration and divided by its associated blaze function. All remaining steps are carried out on the 4096 pixels in each order of each spectrum independently of any other orders or spectra.

First, to speed up the continuum fits, we reduce our IME input data from 4096 pixels to 100 “local maximum pixels” (LMPs). The 4096 pixels in each blaze-corrected order are divided into 100 consecutive subsets: the first 99 subsets each have 41 pixels, and the last subset has 37 pixels. For each of the 100 subsets of pixels, we find the pixel of maximum flux and record its wavelength and flux ($\lambda, F_0$) before division by the blaze function, and flux after division by the blaze function ($F_B$). We use subsets of these LMPs in the next step (Appendix A.2) to fit the continuum with second-order polynomials using weighted least-squares regressions.

We found a second-order polynomial to be optimal after dividing by the HARPS blaze functions provided on the ESO archive. We recommend a fourth-order to sixth-order polynomial for those who choose not to use the ESO-provided blaze functions. The second-order polynomial least-squares regressions use the non-blaze-corrected flux ($F_0$) for each LMP as a weighting factor. This ensures that pixels with fewer counts toward the ends of orders, where the S/N is lower, contribute less to the continuum fits.

A.2. Selecting LMPs for Fitting

Our polynomial fits use a mask that lists the LMPs that should be ignored when fitting. LMPs are usually added to the...
mask because they lie on spectral lines; we describe in detail how members of the mask are chosen below. LMPs are added to the mask iteratively, reducing the total number of points being fit, until the weighted $R^2$ (coefficient of determination) satisfies $|1 - R^2| < t$, where $t$ is the tolerance. We initialize the tolerance to $t = 0.005$ for most HARPS orders (and we will describe how we found custom tolerances for the bluest 28 orders in Appendix A.3).

We begin by using the scipy.optimize.curve_fit-function to fit a continuum polynomial to all LMPs using least-squares. Next, we search for mask candidates that satisfy all of the following criteria, which force the fit to converge toward the continuum:

1. LMP is not currently in mask.
2. LMP flux is less than the polynomial value at the LMP wavelength, or CRA (cosmic ray allowance) $< 2$.
3. The order side the LMP is on (left or right) contains at least 5 unmasked LMPs.

Criteria 2 and 3 are specifically tailored to the spectral orders to which we are fitting continuum polynomials to, and would not be included in more general uses of IME. CRA starts at 0, and gets incremented by 1 every time a new LMP with flux greater than the current polynomial value is masked out. That way, our polynomial fitting algorithm masks out no more than 2 LMPs with fluxes above the current fitting function. Most of the masked LMPs will come from regions of low flux, which could be parts of broad absorption lines and should not be used in continuum fits. Note that LMPs with flux greater than the polynomial fit are not necessarily affected by cosmic rays, but masking out only 2 out of 100 LMPs from above the fitting function still allows for the vast majority of points in the fit to be forced upward toward continuum. Each order is broken into two sides: left (LMP indices 0–49) and right (50–99). Having a minimum number of unmasked LMPs in each side of the order ensures the fitting polynomials cover a large wavelength range in each order, while allowing the flexibility to mask out complex absorption line patterns.

LMPs are added to the mask by repeating the following leave-one-out procedure on each mask candidate:

1. Candidate LMP is added to the mask (temporarily).
2. The polynomial fit is performed on all unmasked LMPs, and the $R^2$ for that fit is calculated.
3. Mask candidate is removed from the mask.

After $R^2$ is calculated for each mask candidate, the candidate that results in the minimum $R^2$ is accepted, and joins the mask permanently. This procedure is repeated until $|1 - R^2| < t$.

A.3. Assigning a Tolerance to Each Order

Since line blanketing and S/N vary between spectral orders, it is not always possible to find a polynomial fit to the continuum with $t \leq 0.005$. Here, we describe our procedure for finding an appropriate tolerance for the bluest 28 orders of the HARPS spectra. We perform this procedure using a single spectrum with no visually identifiable irregularities, and apply the results to all 3031 HARPS spectra in the ε Eri and α Cen B samples.

1. A tolerance of 0.005 is assigned to each order.
2. The above procedure in Appendix A.2 for fitting the continuum of each spectral order is carried out, but without the minimum of four unmasked LMPs per side.
3. If the resulting mask is removing more than 80% of the maximum number of possible LMPs, which is 100 minus the number of coefficients in the polynomial, the tolerance for that spectral order is doubled.
4. Steps 2 and 3 are repeated for spectral orders whose tolerance was doubled, using the updated tolerances on each new iteration until the condition is step 3 is no longer met for any order.

In our implementation of this procedure on HARPS spectra, orders redder than number 28 did not have their tolerances increase beyond 0.005 by the above steps.

A.4. Concluding Remarks

We have found our IME algorithm to generate continuum fits faster and more accurately than similar polynomial fitting algorithms that require manually selecting masked regions of the spectrum. Two example fits are shown in Figure 10. Our algorithm contains many adjustable parameters, so we summarize our parameter choices for HARPS spectra in Table 4. Similar applications of IME may be useful in any case of heteroscedastic noise when the regression function has significantly fewer degrees of freedom than the number of data points, and the heteroscedasticity cannot be easily modeled. When heteroscedastic noise is spatially sparse, such as in the redder orders of the spectrum where there are fewer spectral lines, IME performs particularly well.
Figure 10. Two example continuum fits, one for a blue order (number 29) and one for a red order (number 67), using a single α Cen B spectrum. The original spectrum is shown with blue lines, the second-order polynomial fits to the continuum are shown with black lines, and the unmasked LMs used to generate the final fits are shown with black circles.

### Table 4

| Parameter                  | Value |
|----------------------------|-------|
| Number of LMs              | 100   |
| Polynomial Fit Order       | 2     |
| Initial Fit Tolerance      | 0.005 |
| Minimum Fitted Points Per Side | 4    |
| Cosmic Ray Allowance       | 2     |
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