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Ensuring widespread public exposure to best-science guidance is crucial in any crisis, e.g., coronavirus disease 2019 (COVID-19), monkeypox, abortion misinformation, climate change, and beyond. We show how this battle got lost on Facebook very early during the COVID-19 pandemic and why the mainstream majority, including many parenting communities, had already moved closer to more extreme communities by the time vaccines arrived. Hidden heterogeneities in terms of who was talking and listening to whom explain why Facebook’s own promotion of best-science guidance also appears to have missed key audience segments. A simple mathematical model reproduces the exposure dynamics at the system level. Our findings could be used to tailor guidance at scale while accounting for individual diversity and to help predict tipping point behavior and system-level responses to interventions in future crises.

INTRODUCTION

Managing crises (1) such as the coronavirus disease 2019 (COVID-19) pandemic (2, 3), climate change (4), and, now, monkeypox and abortion misinformation requires widespread public exposure to, and acceptance of, guidance based on the best available science (5–12) [where guidance is defined in the Oxford Dictionary (12) as “advice or information aimed at resolving a problem or difficulty”]. However, distrust of such best-science guidance has reached dangerous levels (7–9). The American Physical Society, like many professional entities, is calling scientific misinformation one of the most important problems of our time (8, 9). During COVID-19’s 2020 pre-vaccine period of maximal uncertainty and social distancing, many people went to their online communities for guidance about how to avoid catching it and proposed cures. Social media saw a huge jump (13) in users in 2020 (13.2%), taking the total to 4.20 billion (53.6% of the global population), with the top reason for going online given as seeking information (13).

Unfortunately, many people were exposed to guidance that was not best science (3) from their online communities of likely well-meaning but non-expert friends. Some even died as a result of drinking bleach or rejecting masks (14). This raises the following urgent questions that we address here: Who emitted guidance, and to whom? Who received guidance, and from whom? What went wrong and when? What does this tell us about how, where, and when to intervene in current and future crises beyond COVID-19?

This paper attempts to tackle these questions by mapping out empirically, and analyzing quantitatively, the network of emitted and received COVID-19 guidance among online communities. The period of study ranges from the outset in December 2019 until August 2020, which is several months before the December 2020 temporary authorizations for emergency use of any COVID-19 mRNA vaccine in the United States or the United Kingdom (15). We focus on the emitter-receiver dynamics, i.e., the extent to which sets of communities acted as dominant sources (i.e., emitters) of COVID-19 guidance and/or were exposed to such guidance (i.e., receivers) from each other. We supplement this with a mathematical model that reproduces the system-level dynamics. Hence, our study complements, but differs from, the many excellent existing studies, which include discussions surrounding particular topics and sources or target groups (16–56).

Data collection and classification

We use data collected from Facebook because it is the dominant social media platform worldwide with 3.0 billion active users and is the top social network in 156 countries (57). Moreover, recent studies have confirmed that people (e.g., parents) tend to rely on Facebook’s built-in community structure for sharing guidance (58–60). Hence, we choose our main unit of analysis to be built-in Facebook communities, specifically Facebook pages. We refer to each Facebook page simply as a community, but we stress that it is unrelated to any ad hoc community structure inferred from network algorithms. Each page aggregates people around some common interest; it is publicly visible, and its analysis does not require us to access personal information. Our starting point is the ecosystem of such communities that were interlinked on Facebook around the vaccine health debate just before COVID-19 (November 2019; see Materials and Methods and the Supplementary Materials). A link from community (page) i to community (page) j exists when i recommends j to all its members at the page level (i likes/fans j) as opposed to a page member simply mentioning another page: As a result, members of i can, at any time t, be automatically exposed to fresh content from j, i.e., j emits and i receives (see section S1). Although not all i members will necessarily pay attention to such content from j, recent work (61) has shown experimentally and theoretically that a committed minority of only 25% is enough to tip an online community to an alternate stance.

We collect these Facebook pages and the links between them using the same snowball-like methodology as our earlier work (62), and we then classify these pages in the same way as our earlier work (62). Because we review this methodology and classification scheme (62) in the Materials and Methods (and section S1), we will only summarize it here. We begin with a seed of manually identified pages that discuss vaccines/vaccination in some manner, and then, we obtain these pages’ links to other pages using a combination of computer scripts and human cross-checking. This process is iterated several times to produce a network of Facebook pages (nodes) and links between them. Our trained researchers then classify each page as pro, anti, or neutral on the basis of its recent content. “Pro” characterizes a page whose content actively promoted best-science...
health guidance (pro-vaccination); “anti” is a page whose content actively opposed this guidance (anti-vaccination), and “neutral” is a page that had community-level links with pro/anti communities pre-COVID-19 but whose content focused on other topics such as parenting (e.g., child education), pets, and organic food (see Materials and Methods and section S1). Each researcher independently classified each page manually on the basis of its content and then they checked for consensus. When there was disagreement, they discussed, and agreement was reached in all cases. They also further categorized the neutral communities according to their declared topic of interest and found 12 categories, such as parenting, organic food lovers, and pet lovers (see section S2 for full discussion and examples). While further subdivision is possible, it would lead to categories with too few communities and blurred boundaries.

This data collection and classification methodology provided us with a list of 1356 interlinked communities (Facebook pages) comprising 86.7 million individuals across countries and languages, with 211 pro communities (Fig. 1, blue nodes) comprising 13.0 million individuals, 501 anti communities (Fig. 1, red nodes) comprising 7.5 million individuals, and 644 neutral communities (Fig. 1A, gold nodes) comprising 66.2 million individuals. We can estimate a size for each community by its number of likes (fans) because a typical user only likes 1 Facebook page on average (13): This size typically ranges from a few hundred to a few million users, but we stress that our analysis and conclusions do not rely on us determining community sizes. The public information that we gather about each page’s managers (63) suggests that users come from a wide variety of countries (see section S2 for details). The most frequent manager locations are the United States, Australia, Canada, the United Kingdom, Italy, and France (section S2).

**Accompanying mathematical model**

To accompany our empirical analysis, we introduce a simple mathematical model that can mimic the collective dynamics of these online communities. We are not suggesting that it represents the (as-yet unknown) best possible mathematical model, but it does have some advantageous features. First, it has a minimal and transparent form, which is so simple that its output and predictions can be verified manually using standard calculus. Second, it can be derived systematically from first principles (see the Supplementary Materials for derivation) based on the empirical fact that individuals aggregate or “gel” into communities online. These communities then aggregate into communities-of-communities of a given type. Relatedly and third, the model can be applied at various levels of aggregation: For example, taking some measure of the activity for all the neutrals at time $t$ [i.e., $G(t)$] together with the corresponding activity for all the pros $B(t)$] and antis $R(t)$ generates three coupled equations as in Eqs. 1 and 2 below, or for example, neutral subcategories could be included separately, which would add another equation for each $G_i(t), G_j(t)$, etc.). Fourth, even at its crudest level of approximation
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**Fig. 1. Exposure dynamics.** (A) Schematic illustrating emitter-receiver complexity. Each node is a community (Facebook page): Pro communities (blue) actively promote best-science guidance; antis (red) actively oppose it. Neutrals (gold) have a shape to denote their topic category (e.g., parenting). Link $i \rightarrow j$ means $i$ “fans” $j$, which feeds content from page $j$ to page $i$, exposing $i$’s users to $j$’s content. Link $i \rightarrow j$ color is that of node $i$; arrow color is node $j$, and arrow direction shows potential flow of COVID-19 guidance. Gray indicates appearance of COVID-19 guidance at time $t$. The Venn diagram shows the source of neutral communities’ exposure to COVID-19 guidance at time $t$. (B) Early evolution of exposure to COVID-19 guidance. Non-red/non-blue nodes in (B to D) denote categories of neutral communities, e.g., parenting communities are turquoise (section S2 gives color scheme). Only links involving COVID-19 guidance during that time window are included [i.e., it is a filtered version of (A)]. (C) System pre-COVID-19, showing all potential links for exposure to COVID-19 guidance [unfiltered, as in (A)]. Layout is spontaneous (ForceAtlas2) with closer proximity indicating more mutual links. Node size indicates normalized betweenness centrality value of that node. (D) One year later, just before COVID-19 vaccine rollout. Nodes (pages) in gray ring were the main targets of Facebook’s banners promoting best-science guidance (see section S2). Rings are in same position in (C) and (D) to show explicitly the increase in bonding. Both figures show only the largest component of the network. See the Supplementary Materials for the system 2 years later.
(Eq. 1), the model produces output curves that are similar to those observed empirically, and this agreement can be systematically improved using more sophisticated versions (e.g., Eq. 2). At the crudest level of approximation, our model’s equations for the rate of change of $R(t)$, $B(t)$, and $G(t)$ (given by $\dot{R}$, $\dot{B}$, and $\dot{G}$, respectively) become

$$\dot{R} = r_G(R_0 - R) + r_R(B - R)$$

$$\dot{B} = b_G(B_0 - B)$$

$$\dot{G} = g_G(G_0 - G) + g_B(B - G) + g_R(R - G)$$ (1)

As is standard in ecosystem models, each of the three equations contains a self-interaction term $[g_G(G_0 - G)$, etc.] to account for each subpopulation’s intrinsic growth or decay ($G_0$, etc., are constants). The coupling terms depend on the differences and, again, have a simple linear form. Positive (or negative) couplings imply positive (or negative) feedback, e.g., if $r_G > 0$ ($r_R < 0$), then having $B(t)$ exceed $R(t)$ will increase (decrease) the rate of change of $R(t)$ and hence increase (decrease) $R(t)$. Inspection of the online content supports the notion that (i) pro communities focus on emitting best-science guidance to the entire population, including the neutrals and antis, suggesting that the pros are not substantially influenced by the activity of the antis or the neutrals. Hence, the equation for $B(t)$ is not coupled to $R(t)$ or $G(t)$; (ii) the antis are influenced by the guidance emitted by the pros, in that they often turn it into their own versions (including misinformation) and then feed it to the neutrals to raise the neutrals’ concern about best-science guidance. This suggests that the antis are not substantially influenced by the narratives of the neutrals. Hence, the equation for $R(t)$ is only coupled to $B(t)$; (iii) the neutrals are influenced by the guidance that they receive from the pros and the antis. Hence, the equation for $G(t)$ is coupled to both $B(t)$ and $R(t)$. These self-interaction and coupling terms are shown schematically in Fig. 2.

Equation 2 below provides a more sophisticated version of Eq. 1, in which we add back into Eq. 1 the feature from the full mathematical derivation whereby each gel (community or set of communities depending on the level of aggregation) has its own onset time $t_c$ (see derivation in the Supplementary Materials); we also add decay terms to mimic loss of interest or moderator crackdown

$$\dot{R} = H(t-t_c,R)[r_G(R_0 - R) + r_R(B - R) - d_R R]$$

$$\dot{B} = H(t-t_c,B)[b_G(B_0 - B) - d_B B]$$

$$\dot{G} = H(t-t_c,G)[g_G(G_0 - G) + g_B(B - G) + g_R(R - G) - d_G G]$$ (2)

where each $H(…)$ is a Heaviside function that becomes nonzero at the respective onset time $t_c$. We use Eq. 2 to compare to the empirical data in Fig. 3 because it provides a better goodness of fit. However, as demonstrated in section S5, the inclusion of these onset and decay terms is not essential: Both Eqs. 1 and 2 produce similar shapes to the empirical curves because they both have the same core structure of coupling terms and self-interactions shown schematically in Fig. 2. Although the actual spread of information and rumors, like diseases, is stochastic, it is well known that such deterministic equations can describe the behavior in time averaged over many such stochastic realizations. We have checked using stochastic simulations that our equations are similarly accurate. Moreover, parameter estimation and optimization can be difficult to perform with stochastic models (64, 65). We also investigated the effects of noise on our data by randomly deleting up to 15% of COVID-19-related links from the entire network to mimic links being missed or simply not existing (see the Supplementary Materials), and we found our main results and conclusions to be robust.

**RESULTS**

**Complexity of the online exposure problem**

Figure 1A shows that even with our highly simplified node and link classification scheme, the exposure dynamics at any single snapshot in time $t$ can still be very complex, even for a small subset of nodes. The color of a link from node $i$ (i.e., Facebook page) to node $j$ (Facebook page) $j$ is that of node $i$, while the arrow’s direction indicates potential flow of COVID-19 guidance, which is therefore $j$ to $i$. The arrow’s color is that of node $j$. If a node $j$ posts COVID-19 guidance at time $t$, then we put a gray border around it and around any arrows emanating from it to indicate exposure of the linked nodes to $j$’s COVID-19 guidance at time $t$. If there are no links going into node $j$, then it is not exposing any other node to its COVID-19 guidance. Each page (node) could link to various other pages, but irrelevant links get filtered out as explained in our earlier work (62) and section S1, yielding a network with a few links per node. The Venn diagram thus shows the COVID-19 guidance exposure of the neutral communities at time $t$ (gold nodes, where each shape represents a separate topic). The gray border in the Venn diagram shows the neutral nodes at time $t$ that are exposed to COVID-19 guidance that comes entirely from non-pro communities at time $t$, i.e., the COVID-19 guidance that they receive comes entirely from antis and/or other neutrals. For example, 12 is only exposed to COVID-19 guidance from anti node 14; hence, 12 is in the anti-only gray-border region. Twelve has a link into it from 11, so 11 is exposed to COVID-19 guidance from 12, but this does not affect 12 itself.
Given the complexity already present in Fig. 1A, we do not further complicate this paper by attempting to assign a numerical value to the fraction of scientific truth in each piece of COVID-19 guidance. Such a number would, in any case, be unreliable because even the wildest anti content can contain truthful fragments. For example, the false story that semiconductor chips are being injected with COVID-19 vaccines is actually associated with a true piece of science: A 2019 peer-reviewed publication in a top scientific journal showed empirically that nanoscale semiconductor structures (quantum dots) can be used as injectable vaccine markers (66, 67). Hence, the falseness lies solely in the fact that they are not being used in this way, not that they scientifically cannot. Given this, we adopt a simpler approach: Our team’s experience from analyzing all these communities’ content on a daily basis shows that COVID-19 content emitted by the pros promotes best science, as expected, and that emitted by the antis opposes it. An initial post in a neutral community may sit between these two extremes but typically gets further downgraded by nonscientific comments and replies from its non-expert page members and hence does not end up as definitive best-science guidance. This means that we can reasonably reserve the label “best-science guidance” for the guidance that comes from the pros. While this could be refined in the future, we note that even if a fraction of our classifications of communities and content is wrong, our main conclusions are unchanged because they only depend on relative numbers. We have checked the robustness of our results explicitly by simulating errors into our classifications. We randomly selected 1 to 15% of COVID-19 guidance links from the entire network to be deleted in 1% increments. On average, deleting 15% of the links only produced a 5% percent difference in the magnitude of the emitter-receiver curves, with a maximum 25% percent difference, and the general curve shapes were preserved. Furthermore, although some estimates of parameter values can vary substantially, the general curve shapes were preserved (see section S5 for details). Hence, any conclusions reliant on the model are robust to fluctuations because of noise and to large variations in parameter value estimates. We recognize that best-science guidance can change over time and may eventually be proven wrong, but that seems to be a rare occurrence.

**Empirical features of the exposure dynamics**

We now present our empirical findings for the observed exposure dynamics at various levels of aggregation. The data analyzed were collected from December 2019 to August 2020. Figure 1B shows how the initial conversations over COVID-19 guidance began primarily among the anti communities and well before the official announcement of the pandemic (11 March 2020). It is a filtered version of the construction in Fig. 1A: A link only appears in Fig. 1B when one of the nodes (communities) that it connects presents COVID-19 guidance in that time interval. It shows the largest connected component. Because we use the ForceAtlas2 layout algorithm, the observed segregation is self-organized, and proximity indicates stronger mutual links, i.e., the more links node $i$ and its neighbors have with node $j$ and its neighbors, the closer visually node $i$ will be to node $j$ (see section S4). It reveals how quickly anti communities (red nodes) in influence the system, with neutrals (i.e., nodes that are not red nor darker blue, e.g., parenting communities are pale blue) also getting picked up or attaching themselves. Pro communities (darker blue) enter later on and form their own sphere. This pro-anti segregation suggests that the system strengthening observed when moving from Fig. 1C to Fig. 1D derives from this early 2020 bonding around COVID-19 guidance shown in Fig. 1B.
The largest component of the network is shown: It includes 91.96% of all nodes and 99.93% of all edges in the system in Fig. 2C and 87.24% of all nodes and 99.94% of all edges in the system in Fig. 4D.

Figure 1D provides a full system–level view just before COVID-19 vaccine rollout of all the links along which COVID-19 guidance can flow (panels C and D of Fig. 1 are equivalent to Fig. 1A, ignoring the yellow shading, and hence akin to a road network irrespective of the traffic, while Fig. 1B is the subset of roads carrying traffic). The observable changes from Fig. 1C to Fig. 1D indicate that not only did the subpopulation of anti communities tighten internally during the year-long period of maximal societal uncertainty before vaccines appeared, the neutrals were pulled and/or pulled themselves closer to the antis, and neutral categories such as the parenting communities (pale blue nodes) also tightened internally. The postvaccine version is visually similar to the network in Fig. 1D (see section S2).

This has the key consequence that by the time buy-in to the COVID-19 vaccines was becoming essential (i.e., December 2020), many parents who were responsible for health decisions about themselves, their young children, and also likely elderly relatives had become even closer in the network to the antis who held extreme views including distrust of vaccines and rejection of masks, as well as to other neutrals (see nodes within the pink ring) who were focused on nonvaccine and non–COVID-19 conspiracy content surrounding climate change, 5G, fluoride, chemtrails, GMO foods, and also alternative health communities that believe in natural cures for all illnesses (see section S2 for details). This increased closeness to more extreme communities was potentially very important for public health because proximity in the ForceAtlas2 network layout indicates stronger mutual links (see section S4). Hence, the closer those nodes appear spatially in the network, the more likely they are to share content and hence actually exert influence. In this case, this means a likely increased influence of extreme communities on these mainstream communities including parents.

Facebook conducted its own top-down promotion of best-science COVID-19 guidance by placing banners at the top of some pages (i.e., nodes) pointing to the U.S. Centers for Disease Control and Prevention for example (see section S3). However, our mapping in Fig. 1D shows explicitly that these banners appear primarily in anti communities (red nodes) and, moreover, that the antis that were targeted were primarily within the gray oval in Fig. 1D (section S3). Hence, many neutral communities were missed, yet this might have been avoidable using these maps.

We now take a closer look at what influence antis might have had on the neutral category parenting communities and compare that to the system-wide impact that antis might have had. The Venn diagram in Fig. 4A quantifies the extent to which non-pro communities acted as the dominant sources (i.e., emitters) of COVID-19 guidance to neutral communities during the period of maximal
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**Fig. 4. Exposure of neutral communities to non-pro guidance.** (A) The Venn diagram, as in Fig. 1A, shows sources of exposure to COVID-19 guidance for all neutral communities in the giant connected component of the system (Fig. 1, C and D) aggregated over January to August 2020. (B) Similar to (A) but just for the parenting community subset of all neutral communities. (C) Neutral parenting communities’ exposure to COVID-19 guidance disaggregated over time and by source (i.e., emitter) type.
societal uncertainty before vaccine discovery. While 7.19 million individuals were exposed exclusively to COVID-19 guidance from non-pro communities, only 1.28 million were exposed exclusively to COVID-19 guidance from pro communities. The remaining 5.40 million were exposed to both, which may still have made them quite uncertain about what to think. Figure 4B reveals that this imbalance was even worse for individuals in parenting communities: A total of 1.10 million of these individuals were exposed exclusively to COVID-19 guidance from non-pro communities, but only 503 were exposed exclusively to COVID-19 guidance from pro communities.

Disaggregating this further, Fig. 4C shows the neutral parenting communities’ exposure to COVID-19 guidance over time from the different types of communities. Starting in early January, the anti communities quickly generated COVID-19 guidance, which, when combined with the substantial number of links to them from parenting communities, generated the rapid rise in parenting communities’ exposure from anti communities shown in Fig. 4C. This is followed by a rapid rise of exposure to guidance from other parenting communities, well before the official declaration of a pandemic, and a smaller rise in exposure from communities focused on pre-existing, non-COVID-19 illnesses such as Asperger’s syndrome and cancer. These high levels of exposure from anti and other parenting communities persisted for the entire period. In stark contrast, exposure from the pro communities never showed any strong response and remained low. Section S5 shows that these curves in Fig. 4C are statistically significant as compared to a null model in which a random network is chosen. This means that we can reject the hypothesis that the microstructure of the exposure network is not relevant. In short, the complexity of the exposure network (Fig. 1) is indeed key to understanding the exposure dynamics over time.

These findings paint the following picture of the prevaccine period: Individuals in the neutral parenting and other mainstream communities became aware of COVID-19 guidance from anti communities early in January 2020, which they then quiet deliberated over, perhaps interacting in private groups or apps such as WhatsApp or with others offline. By mid-February, they felt in a position to produce and share their own COVID-19 guidance with communities like theirs. Meanwhile, they only received minimal best-science guidance from the pro communities (dark blue curve is near zero). They did not have any strong tendency to create additional links to other pro communities, probably because they were already receiving guidance from other neutral communities that had similar interests (e.g., parenting) who they felt they could identify with and perhaps even trust more.

These findings also suggest a missed opportunity for intervention that arose very early in 2020. While the possibility of providing more direct messaging against antis during their January 2020 rise as guidance emitters (red curve, Fig. 4C) may not have been desirable given their active opposition and possible backlash, the observed February 2020 rise of other parenting communities as guidance emitters (pale blue curve) suggests that best-science COVID-19 guidance from the pros could have instead been tailored around popular topics within parenting communities at that time (which could have been read from their pages) and hence introduced at scale using the map in Fig. 1B.

**Modeling the exposure dynamics using Eq. 2**

What-if questions also arise about other types of potential interventions. For example, might a blanket intervention across all neutral categories have reduced the subsequent high peaks in exposure to COVID-19 guidance from non-pro communities and their subsequent persistence throughout 2020 (Fig. 4C)? The true impact of any intervention must ultimately be tested empirically. However, comparative discussions could benefit from an accompanying mathematical equation that reproduces the aggregate scale exposure dynamics and is also so transparent that it gives simple insight into such “what if” scenarios.

Equation 2 represents such an equation at the aggregate level of all neutrals, pros, and antis, as does its more approximate version given by Eq. 1. Figure 3 (C and D) confirms the suitability of Eq. 2 in terms of providing good agreement with the empirically observed exposure dynamics at this aggregate level. The more approximate version, Eq. 1, also yields acceptable agreement but, as expected, has lower goodness-of-fit statistics, so it is not shown. The full dataset was used to estimate the mathematical model parameters due to the number of points per curve; the use of $k$-fold cross-validation and holding out a validation set in estimating the model parameters is discussed in section S5. By contrast, the null model results in Fig. 3 (A and C) show what happens to Fig. 3 (B and D) if a randomly shuffled version of the empirical data is used. The observed poor agreement of this null model is notable not just because its predictions lie far from the empirical data but also because the null model’s construction provides a rather demanding comparison: Instead of randomizing (shuffling) all the nodes across all types [which indeed produces curves that are very different from those in Fig. 3 (B and D)], we only randomize (shuffle) within types, i.e., we separately shuffle within the antis, within the pros, and within each of the 12 neutral subcategories. Hence, this null model contains exactly the same numbers of nodes within each subcategory as the empirical network: Therefore, the networks look visually the same for the null model as the real one because the colors of the categories are retained, but the node names are shuffled. Repeating this 1000 times yields the bands shown in Fig. 3 (A and C), which represent the mean and 1 SD. These bands are far from the empirical data (see the Supplementary Materials and mathematical and data replication files for full details). This shows the importance of the actual links and the full network in determining the online exposure dynamics, i.e., the observed dynamics are not a simple consequence of the number of nodes of each type. It also suggests that Eq. 2 is capturing real node-link characteristics of the empirical network, as opposed to simply reflecting relative subpopulation sizes and, hence, confirms the importance of understanding the real network when addressing questions about online exposure.

We can now use this mathematical equation to explore what-if interventions. Because we are only exploring qualitative outcomes, we adopt the cruder version of Eq. 2 (i.e., Eq. 1) because its behavior is exactly solvable and understandable without any need for a computer. Figure 5 (A to D) shows the predictions of future behaviors of Eq. 1 using a crude estimate of current $R(t)$, $B(t)$, and $G(t)$ values as the initial conditions and different coupling scenarios (see section S6 and figs. S13 to S15 for details). On the basis of the current persistence of hesitancy about vaccines and mask wearing, we assume that the pros have currently reached their maximum capability in terms of promoting best-science guidance; hence, $B(t)$ remains constant. Figure 5A shows what then happens when the future couplings between anti, pro, and neutral are all positive (i.e., positive feedback): $G(t)$ initially peaks before settling at a higher value. In Fig. 5B, neutral and pro have negative coupling (i.e., negative feedback): This causes $G(t)$ to escalate markedly. In Fig. 5C, all couplings are negative: $G(t)$ drops markedly. In Fig. 5D, neutrals and antis have the only positive
coupling: $R(t) \to 0$, but $G(t)$ remains high for an extended period of time. These different predicted futures, hence, provide a framework for comparing the advantages and disadvantages of different possible interventions.

To close our loop of analysis, these mathematical predictions can then be tied back to the network picture from Fig. 1 using the physics technique of renormalization in which the communities of the anti, pro, and the 12 neutral subcategories are each aggregated into their own community-of-communities "ball" (see Fig. 5E). Figure 5F then shows the impact of removing the antis from Fig. 5E, hence, mimicking Fig. 5D in which $R(t) \to 0$. The comparison is only valid at short times because we are not allowing the network as a whole to adapt or rewire after cutting all anti links. Figure 5F shows that the pro communities will still not sit at the center of the system because of the many-sided interactions with the neutral subcategory communities, particularly the movement communities (dark green ball). The fact that both neutrals and pros remain in play in Fig. 5F is broadly consistent with Fig. 5D in which $G(t)$ remains high and comparable to $B(t)$ for an extended period despite $R(t) \to 0$.

**DISCUSSION**

Our findings show that the anti communities jumped in to dominate the conversation well before the official announcement of the COVID-19 pandemic and that neutral communities (e.g., parenting) subsequently moved even closer to extreme communities and hence became highly exposed to their content. Parenting communities first received COVID-19 guidance from anti communities as early as January 2020. This continued up to and beyond the official pandemic announcement, after which parenting communities felt confident enough to begin adding their own guidance to the conversation. Guidance from pro communities remained low throughout, which is consistent with parenting communities seeking other sources.

To complement our empirical analysis, we developed a simple, generative mathematical model that captures, at the system level, the interplay between the sets of communities that emit and/or receive guidance. It allows for easy exploration of what-if scenarios and, hence, for crude prediction of tipping point behavior responses to different intervention strategies. The combination of network mapping and model shows that there are more possible approaches to flipping the conversation than merely just removing all extreme elements from the system. The results in Fig. 5 (D and F) show that removing all extreme elements may not even be the most appropriate solution. Such removals can, in any case, be perceived as harsh; they run counter to the idea of open participation, and they can compromise the business model of maximizing user numbers. Figure 5 (D and F) shows the impact of removing antis on the pro and neutral communities. In Fig. 5F, we see that pros do not sit at the center of the system (i.e., the different measurements for system center are not contained near or within the pro supernode), and the system center is between pros and a neutral community (movement). In Fig. 5D, we see that while $R(t) \to 0$, $G(t) \to 0$ is likewise
occurring, which implies that the removal of anti-content may spur the self-removal of neutral communities, which suggests that there might be less opportunity for these self-removed neutral communities to be exposed to best-science COVID-19 guidance. Pro communities increasing their connections to other communities would have a positive impact on Fig. 5 (E and F) in pulling the other supernodes toward pros and shift the system center close to pro communities. Decreasing the impact of anti communities by removing their ability to outreach to other communities would also aid in moving the system center away from antis in Fig. 5E. Because our model can be interpreted at different scales including communities of-communities, it can be applied across multiple platforms that have built-in community features and can be used to tackle the question of online misinformation more generally, beyond COVID-19 and vaccinations.

Of course, our study has limitations, which suggests opportunities for further studies. We were limited to pages in languages that our researchers could read; hence, we missed out on additional insights from languages such as Mandarin, Hindi, and Arabic. In addition, while Facebook may be the leading social network worldwide (57), its users may not be representative of a given country’s population. It is an open question how well our results generalize to those with a low percentage use of the internet. For example, in Pakistan and Belize, Facebook is the leading social network (57); however, only 17 and 47%, respectively, of individuals use the internet (68). Furthermore, the exposure dynamics may be influenced by small groups of so-called chaos agents used by organizations or governments (61). However, we note that social media communities tend to self-policing for troll-like behavior. A further limitation is that there are many other social media platforms on which such debates are held. Individuals may be taking the COVID-19 guidance that they see on Facebook and discussing it on any number of other social media websites. It is our belief, however, that similar behaviors will arise on any social media platform on which communities are able to develop, and Facebook is indeed the largest of these.

MATERIALS AND METHODS
Details of the data collection and categorization
The methodology here follows our earlier works (62). Facebook pages comprise the nodes in our data, and each link represents the occurrence of a page recommending another page to its members. This avoids needing to identify personal account information, which is forbidden by Facebook’s public API terms of service. The process begins with a seed of manually identified pages that discuss vaccines/vaccination in some manner, and then, these pages’ connections to other pages are indexed. These pages were identified by searching through Facebook pages in 2018 and 2019 using key words and phrases involving vaccines. The findings were vetted via human coding and computer-assisted filters, and then, at least two different researchers classified each node independently. When there was disagreement, they discussed, and agreement was reached in all cases. This process was repeated two more times to obtain the final list of candidate nodes and the links between them. To classify a page, the page’s posts, the “About” section, and self-described category were reviewed. To be classified as either pro or anti, at least 2 of the most recent 25 posts had to deal with the vaccination debate or the page’s title or About section self-identified the page as pro or anti vaccination. To be classified as neutral, 5 of the most recent 25 posts had to refer to the vaccination debate, but the page had not explicitly taken a pro or anti stance, or the About section explicitly declared the page neutral in the debate, or none of the 25 most recent pages dealt with vaccines but the page self-identified as an non-governmental organization, a cause, a community, or a grassroots organization. Hence, our dataset only contains Facebook users. Our target population includes not only those solely dedicated to posting about vaccines but also nonprofit organizations, public figures, government organizations, medical companies, local businesses, etc. Of course, we could have defined nodes and links differently, and our dataset is ultimately an imperfect sample of some larger “correct” network. To help mitigate this, we repeated the process of manually identifying an initial seed of pages several times, with the goal of making that seed as diverse as possible by including pages posting in different languages, pages focused on different geographical locations, and pages with managers from a wide range of countries (section S2). Only those pages whose posts were in languages the researchers could read were included, e.g., English, French, Spanish, Italian, Dutch, and Russian. Determining whether a post is sarcastic or ironic, fake, or troll-like (61) is a very difficult task even for subject matter experts; it is also now possible for free, completely off-the-shelf machine learning language models to generate realistic vaccine misinformation (69). However, these social media communities tend to self-policing for bot or troll-like behavior. The extremely difficult task of quantifying the realism and intent of these posts is left as the subject of another study.

For the purposes of determining who was emitting and who was receiving COVID-19 guidance, we first had to determine which posts were explicitly discussing it. For every post, the post message, description, image text, and link text were combined into one string in which cases were ignored. We then produced a list of strings to search through these posts, e.g., “corona virus,” “covid,” “19 ncov,” and other terms. Because we wanted these terms to be as flexible as possible, we used regular expressions, so terms such as “corona virus” became “(c[|k]|l|o|r|o|n|a|+)[(n|o|c|o|v|)|s][,4](virus\>|vírus),” which catches common misspellings and punctuation marks, as well as non-English languages (“virus” is used in Portuguese, and virus is used not only in English but also in Italian, Spanish, French, etc.). Thus, our approach captured deliberate misspellings, ignored punctuation, dealt with added spaces in between the words to avoid filters, and covered other languages in addition to English. We then selected out those posts that had been determined, via the use of filters, to be COVID-19-related, and we used that information to determine which pages were emitting COVID-19 guidance at some time t. With this information, we were able to produce the filtered construction of the network (e.g., Fig. 1A) where a link was only present at a given time if one of the nodes it connects to was producing COVID-19 guidance at that time.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.abo8017

View/request a protocol for this paper from Bio-protocol.
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