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ABSTRACT

The discovery of community structures in social networks has gained considerable attention as a fundamental problem for various network analysis tasks. However, due to privacy concerns or access restrictions, the network structure is often unknown, thereby rendering established community detection approaches ineffective without costly data acquisition. To tackle this challenge, we present META-CODE, a novel end-to-end solution for detecting overlapping communities in networks with unknown topology via exploratory learning aided by easy-to-collect node metadata. Specifically, META-CODE consists of three steps: 1) initial network inference, 2) node-level community-affiliation embedding based on graph neural networks (GNNs) trained by our new reconstruction loss, and 3) network exploration via community-affiliation-based node queries, where Steps 2 and 3 are performed iteratively. Experimental results demonstrate that META-CODE exhibits (a) superiority over benchmark methods for overlapping community detection, (b) the effectiveness of our training model, and (c) fast network exploration.
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1 INTRODUCTION

Community detection [1, 2, 5, 9, 14, 23] is an indispensable task in network analyses to understand the fundamental features of networks. Community detection algorithms should be designed by taking into account the inherently overlapping nature since community memberships in social networks are allowed to overlap as nodes belong to multiple clusters at once [15, 18, 24–27].

Nevertheless, the underlying true network is not initially known in various domains of real-world network applications [20]. Thus, existing downstream graph mining approaches are often ineffective without retrieving relationships among nodes in a network, which is very labor-intensive. To overcome this problem, exploratory influence maximization was introduced along with a solution to perform information retrieval over unknown networks by querying individual nodes to explore their neighborhoods, while aiming at discovering the set of seed nodes leading to the maximum influence spread [4, 19, 21, 22]. However, the aforementioned studies focused on solving the problem of influence maximization; the research related to community detection via exploratory learning has been largely underexplored yet.

In social networks, node metadata can often be retrieved from a variety of sources such as user-created content over given (social) networks [10] or even be inferred from users’ behavior [8], thereby making them more readily available than the relationship between individuals. In this paper, motivated by the fact that collecting such node metadata is relatively easy-to-collect and cost-effective [10], we present META-CODE, a novel end-to-end framework for overlapping community detection in networks with unknown topology via exploratory learning that retrieves information from both node queries and node metadata. As the first step of META-CODE, we infer the network structure by using both the multi-assignment clustering (MAC) [16] and the community-affiliation graph model (AGM) [24]. Then, META-CODE performs the following two steps iteratively: we generate node-level community-affiliation embeddings based on graph neural networks (GNNs) trained by our new loss function, which is established for preserving structural and attribute information; and, for network exploration, we identify the next node to query based on the discovered community affiliations.

Through comprehensive experiments using real-world datasets, we demonstrate that META-CODE consistently outperforms benchmark methods for overlapping community detection. We also validate the effectiveness of both our network inference module and our training model in GNNs. Moreover, the proposed node query strategy in META-CODE shows faster network exploration than competing sampling strategies, thus potentially leading to superior performance on community detection.
2 METHODOLOGY

2.1 Basic Settings and Problem Definition

Let us denote an underlying network as $G = (\mathcal{V}, \mathcal{E})$, which is initially unavailable, where $\mathcal{V}$ is the set of $N$ nodes and $\mathcal{E}$ is the set of edges. We assume $G$ to be an undirected unweighted attributed network having collectible node metadata $X \in \mathbb{R}^{N \times D}$ of binary-valued node features\(^1\), where $D$ is the dimension of each feature vector. We assume that social networks follow the AGM [24], which can be represented by a non-negative weight affiliation matrix $F \in \mathbb{R}^{N \times C}$ regarded as node-level community-affiliation embeddings, where $C$ is the number of communities and $F_u$ is the affiliations of node $u$. Following the concept of active learning [2,12], we are allowed to perform $T$ node queries given a query budget $T$ for network exploration. When we query a single node, we are capable of discovering neighbors of the queried node. The observable subgraph can then be expanded accordingly, which essentially follows the same setting as prior work [13, 21, 22].

**Problem definition:** Given an initially unknown network $G = (\mathcal{V}, \mathcal{E})$, node metadata $X$, and $T$ node queries, we aim to assign nodes to $C$ overlapping communities.

\(^1\)Non binary-valued node features can be transferred to binary values via one-hot encoding [11].

2.2 Methodology

2.2.1 Overview of META-CODE. We describe our META-CODE method composed of three steps. The schematic overview of META-CODE for $T = 3$ is illustrated in Figure 1.

In Step 1, we discover the initial communities using the MAC [16] that assigns nodes to multiple communities based on the node metadata $X$. We then infer the network, denoted as $G_0 = (\mathcal{V}, \mathcal{E}_0)$, from the initially discovered communities using the AGM, where $\mathcal{E}_0$ is the set of initially inferred edges. The function of initial network inference is denoted as $G_0 = f_{\text{init}}(X)$. In Step 2, we generate node-level community-affiliation embeddings by designing a new GNN model. Specifically, we build a GNN architecture and then train our GNN model by establishing our own reconstruction loss in terms of preserving structural and attribute information. In Step 3, we explore a subgraph by selecting an influential node through the query process. To this end, we present our query node selection strategy, which is inspired by the claim that querying nodes not only belonging to more communities but also being distributed over diverse communities is more influential in enabling the explored subgraph to grow faster, thus resulting in potentially better performance on community detection. This claim will be empirically validated in Section 3. In Sections 2.2.2 and 2.2.3, we elaborate on the embedding and network exploration steps, respectively.

2.2.2 Community-Affiliation Embedding via GNNs. Let $G_t = (\mathcal{V}, \mathcal{E}_t)$ denote the discovered network whose explored parts are expanded by replacing the connectivity information with some amount of uncertainty for a queried node at the $t$-th query step ($t \in \{1, \cdots, T\}$) by connections between the queried node and its neighbors, as depicted in Figure 1. Using the discovered network $G_t$ and node metadata $X$, we aim at designing our GNN model to generate node-level embeddings that are represented as a non-negative weight affiliation matrix $F$:

$$F := \text{GNN}_t(G_t, X). \quad (1)$$

Toward this goal, we would like to characterize the following two relationships.

**Structure-community relationship:** Given the affiliation matrix $F$, the probability of having an edge between two nodes $u$ and $v$ can be modeled as $1 - \exp\left(-F_{uv} F_{vu}^T\right)$, which is built upon the probabilistic generative model in [25]. This implies that, if a pair of nodes belongs to more communities in common, then the probability that the node pair is connected becomes higher. In this context, the negative log-likelihood (NLL) can be formulated as $L_1(F) = -\log P\left(G_t|F\right)$.

**Metadata-community relationship:** Intuitively, there exists a relationship between node metadata and nodes’ affiliations. According to attribute modeling in [26], the $d$-th attribute $X_{ud}$ of node $u$ can be probabilistically modeled as

$$Q_{ud} = \frac{1}{1 + \exp\left(-\sum_c W_{dc}^T F_{uc}\right)}. \quad (2)$$

where $F_{uc}$ is the $c$-th entry in $F_u$, and $W_{dc}$ the $(d, c)$-th entry of weight matrix $W \in \mathbb{R}^{D \times C}$ indicates the relevance of community $c$ to the $d$-th node feature. Thus, the NLL can be formulated as $L_2(F) = -\log P\left(X|F, W\right)$. 

![Figure 1: The schematic overview of META-CODE when a query budget $T$ is given by 3.](Image)
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Model training: Based on the two relationships above, we establish our reconstruction loss as follows:

\[
\mathcal{L}(F) = \mathcal{L}_1(F) + \eta \mathcal{L}_2(F) = -\sum_{(u,v) \in E_t} \log \left(1 - \exp\left(-F_u F_v^T\right)\right) + \sum_{(u,v) \notin E_t} F_u F_v^T
\]

\[-\eta \sum_{u,d} (X_{ud} \log Q_{ud} + (1 - X_{ud}) \log (1 - Q_{ud})), \quad (3)
\]

where \(\eta \geq 0\) is the hyperparameter to balance between two terms. Note that the first and second terms in Eq. (3) aim at reconstructing the network structure and node metadata, respectively. We update the parameters \(\theta\) of our GNN model in the sense of minimizing the loss function.

2.2.3 Network Exploration via Node Queries. As stated in Section 2.1, we discover neighbors of each queried node for network exploration. Thus, we are interested in how to select the set of \(T\) queried nodes. Although querying high-degree nodes is expected to make the explored subgraph grow fastest, it may not be true as long as the community detection task is concerned; moreover, such topology-aware query strategies would not be feasible due to the neighbor unawareness of nodes (e.g., the degree of each node) beforehand. In our study, the node query strategy is built upon our claim that each queried node should not only belong to more communities but also be distributed over diverse communities for faster network exploration. In this context, we select the \(t\)-th node to query for \(t \in \{1, \cdots, T\}\) according to the following formulation:

\[
\hat{u}_t = \arg \max_u \left(\|F_u\|_1 + \lambda \left(1 - \frac{1}{|\mathcal{P}_t|} \sum_{u \in \mathcal{P}_t} \text{sim}(F_u, F_v)\right)\right), \quad (4)
\]

where \(\|\|_1\) is \(L_1\)-norm of a vector, \(\mathcal{P}_t\) is the set of queried nodes up to the \(t\)-th iteration, \(\lambda \geq 0\) is the hyperparameter to balance between two terms, and \(\text{sim}(\cdot, \cdot)\) is the cosine similarity. Here, the second term in Eq. (4) controls a node to be selected from communities different from those of previous queried nodes.

3 EXPERIMENTAL EVALUATION

Datasets. We conduct our experiments on two Facebook datasets [11], which are ego-networks collected from Facebook social networks, and one large network dataset, Engineering, which is a co-authorship network constructed from the Microsoft Academic Graph [12] where communities correspond to research areas and node metadata are based on keywords of the papers by each author2.

Performance metrics. We quantify the degree of agreement between the ground truth communities and the detected communities by adopting the normalized mutual information (NMI) and the \(F_1\) score. We note that the two metrics are in a range of \([0, 1]\), and higher values represent better performance.

Benchmark methods. We present three benchmark methods for overlapping community detection: BIGCLAM [25] learns the affiliation matrix using a block coordinate gradient ascent algorithm; vGraph [17] jointly performs community detection and node representation learning based on a generative model; and NOCD [15] discovers overlapping communities via GNNs using the network structure and node metadata. Since the above benchmark methods were originally developed for fully observable networks, we need to first infer the network structure. To this end, we employ two sampling strategies for network exploration via node queries: random sampling (RS) and depth-first search (DFS)3. Similarly as in META-CODE, we iteratively perform community detection alongside the explored network via sampling given a budget of node queries. We implement all these benchmark methods through the parameter settings mentioned in the original articles.

Experimental setup. In our experiments, we adopt GCN [7] with 2 layers as a popular GNN architecture to extract the community-affiliation embeddings. We train our GNN model using Adam optimizer [6] with a learning rate of 0.001. All models are implemented via a geometric learning library, named PyTorch Geometric [3]. We tune the hyperparameter \(\eta\) within a designated range \(\eta \in [1.0, 2.0]\), which leads to substantial gains over the case of \(\eta = 0\) corresponding to the GNN model trained in the sense of preserving the structural information only. We also tune the hyperparameter \(\lambda\) within a designated range \(\lambda \in [0.0, 3.0]\).

Research questions. Our empirical study is designed to answer the following three key research questions (RQs).

- RQ1. How much does the META-CODE method improve the performance of community detection over the benchmark methods?
- RQ2. How effective is our initial network inference module for accurate community detection?
- RQ3. How effective is our node query strategy for fast network exploration?

(RQ1) Comparison with benchmark methods. The performance comparison between our META-CODE method and three benchmark methods with two different sampling strategies is comprehensively presented in Table 1 with respect to two performance metrics using three real-world datasets when different portions of nodes are queried among \(N\) nodes. We observe the following: 1) META-CODE consistently outperforms benchmark methods; 2) the performance improvement of META-CODE over the second best performer is the largest when 40% nodes are queried on Facebook — the maximum gain of 23.56% is achieved in terms of the NMI; and 3) the second best performer tends to be NOCD with RS in most cases since NOCD also generates community-affiliation embeddings via GNNs, which is more capable of precisely discovering communities.

(RQ2) Effectiveness of initial network inference. We investigate the effect of our initial network inference module based on the MAC and AGM on the performance of META-CODE in comparison with the case of using a \(k\)-nearest neighbor (kNN)-aided strategy. The performance comparison between two different strategies is presented in Table 2 with respect to the NMI when 10% of node are queried. Our observations include that 1) META-CODE

2Although there are other Facebook and large co-authorship networks, we have not further adopted them since they exhibit similar tendencies to those of the above three datasets under consideration.

3Although other sophisticated sampling strategies such as biased random walks can also be employed, they were not employed in our study since they reveal similar tendencies to those of RS and DFS.
Table 1: Performance comparison of META-CODE and six competing methods in terms of two metrics (average ± standard deviation) when different portions (%) of nodes are queried among \( N \) nodes. Here, the best and second best performers are highlighted by bold and underline, respectively.

| Dataset      | Method          | 10% queried nodes | 20% queried nodes | 30% queried nodes | 40% queried nodes |
|--------------|-----------------|-------------------|-------------------|-------------------|-------------------|
|              | NMI             | \( F_1 \) score   | NMI               | \( F_1 \) score   | NMI               | \( F_1 \) score   |
| Facebook 0  | BIGCLAM+RS      | 0.0058 ± 0.0012   | 0.4048 ± 0.0092   | 0.0189 ± 0.0088   | 0.4255 ± 0.0126   | 0.0025 ± 0.0094   | 0.4535 ± 0.0156   | 0.0348 ± 0.0095   | 0.5168 ± 0.0106   |
|              | BIGCLAM+DFS     | 0.0206 ± 0.0092   | 0.4131 ± 0.0138   | 0.0218 ± 0.0047   | 0.4217 ± 0.0426   | 0.0024 ± 0.0095   | 0.4514 ± 0.0147   | 0.0026 ± 0.0112   | 0.4576 ± 0.0052   |
|              | vGraph+RS       | 0.0079 ± 0.0066   | 0.4102 ± 0.0161   | 0.0019 ± 0.0103   | 0.4989 ± 0.0062   | 0.0021 ± 0.0088   | 0.5026 ± 0.0123   | 0.0041 ± 0.0151   | 0.5492 ± 0.0180   |
|              | vGraph+DFS      | 0.0118 ± 0.0070   | 0.4826 ± 0.0269   | 0.0301 ± 0.0177   | 0.5029 ± 0.0447   | 0.0321 ± 0.0116   | 0.5066 ± 0.0327   | 0.0335 ± 0.0191   | 0.5173 ± 0.0116   |
|              | NOCD+RS         | 0.0256 ± 0.0032   | 0.5052 ± 0.0431   | 0.0328 ± 0.0001   | 0.5319 ± 0.0256   | 0.0447 ± 0.0023   | 0.5539 ± 0.0874   | 0.0450 ± 0.0137   | 0.6047 ± 0.0099   |
|              | NOCD+DFS        | 0.0198 ± 0.0087   | 0.5018 ± 0.0594   | 0.0290 ± 0.0029   | 0.5467 ± 0.0232   | 0.0298 ± 0.0031   | 0.5306 ± 0.0294   | 0.0391 ± 0.0243   | 0.5398 ± 0.0101   |
|              | META-CODE       | 0.0298 ± 0.0277   | 0.5119 ± 0.0473   | 0.0357 ± 0.0148   | 0.5596 ± 0.0313   | 0.0463 ± 0.0153   | 0.5623 ± 0.0804   | 0.0556 ± 0.0139   | 0.6102 ± 0.0443   |

Table 2: Performance comparison of META-CODE with two different initial network inference strategies in terms of the NMI when 10% of nodes are queried.

| Dataset      | META-CODE (kNN) | META-CODE (MAC+AGM) |
|--------------|-----------------|---------------------|
| Facebook 0   | 0.0272 ± 0.0194 | 0.0298 ± 0.0317     |
| Facebook 348 | 0.0772 ± 0.0214 | 0.0791 ± 0.0398     |
| Engineering  | 0.1431 ± 0.0284 | 0.1575 ± 0.0371     |

(MAC+AGM) is consistently superior to META-CODE (kNN) and 2) the maximum gain of 9.55% is achieved on Facebook 0.

(RQ3) Growth of explored subgraphs. To empirically validate the effectiveness of our node query strategy, we conduct experiments by plotting the number of explored nodes (i.e., the size of explored subgraphs), denoted as \( N_{\text{ex}} \), versus a portion of queried nodes in Figure 2 in comparison with two cases in which two sampling strategies (i.e., RS and DFS) are employed for network exploration in META-CODE rather than Eq. (4). Our findings are summarized as follows: 1) our query strategy based on the discovered community affiliations is consistently beneficial over other samplings with respect to the growth of explored subgraphs by exploring the unknown parts of the underlying network faster; and 2) the growth rate of \( N_{\text{ex}} \) for RS is even higher than that for DFS since querying nodes away from explored subgraphs via RS (instead of expanding the explored subgraph via DFS) is more effective as the number of queried nodes increases.

4 CONCLUDING REMARKS

We introduced META-CODE, a novel end-to-end solution for overlapping community detection in networks with unknown topology. Our META-CODE method was designed in such a way of leveraging limited node queries and node metadata to iteratively generate GNN-based embeddings and identify queried nodes after initial network inference. Using three real-world datasets, we demonstrated (a) the superior performance of META-CODE over competitors with substantial gains up to 23.56% and (b) the effectiveness of key components in META-CODE such as the initial network inference module and the network exploration module via node queries.
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