G-CONVERGENCE OF ELLIPTIC AND PARABOLIC OPERATORS DEPENDING ON VECTOR FIELDS
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Abstract. We consider sequences of elliptic and parabolic operators in divergence form and depending on a family of vector fields. We show compactness results with respect to $G$-convergence, or $H$-convergence, by means of the compensated compactness theory, in a setting in which the existence of affine functions is not always guaranteed, due to the nature of the family of vector fields.

1. Introduction

The asymptotic behaviour, as $h \to \infty$, from the point of view of $G$-convergence of a sequence of equations like

$$E_h u = f$$

in bounded domains $\Omega$ of $\mathbb{R}^n$ has been widely studied, in particular when $E_h$ is an elliptic or parabolic operator in divergence form, i.e.,

$$E_h = -\text{div} \left( a_h(x, \nabla) \right) \quad \text{or} \quad E_h = \partial_t - \text{div} \left( a_h(x, t, \nabla) \right),$$

where $\nabla$ denotes the Euclidean gradient, $x \in \Omega$ and $t \in (0, T)$, with $T > 0$. $G$-convergence was introduced for linear elliptic operators $E_h$ (for symmetric matrices $a_h$ with positive eigenvalues) by Spagnolo in a series of papers at the end of '60s (see [25–27]) and studied later by the same author in many other papers. Surely worthy to be recalled are [6], in the case of homogenization, where for the first time an explicit expression of the limit operator is given, [3] in which also a comparison between elliptic and parabolic $G$-convergence is made, and [24] among the first papers about linear parabolic operators. Regarding linear operators $E_h$ with non-symmetric matrices $a_h$, or $E_h$ non-linear, this study involves a further difficulty: the lack of uniqueness of a representative for the limit operator, see e.g. [23]. This problem is bypassed in the '70s by Murat and Tartar, who extended the notion of $G$-convergence, and call it $H$-convergence, to general linear and monotone elliptic operators $E_h$, see e.g. [29,30]. We want to give a brief, and certainly not exhaustive, account regarding the case of nonlinear operators: we refer to [2] for elliptic operators and to [28] for parabolic ones. Finally, we mention [33], where linear operator also of degree greater than two are considered, and the book [21] where nonlinear both elliptic and parabolic operators, homogenization and random operators are presented.

Date: April 18, 2022.

A.M. is supported by the DFG SPP 2256 project “Variational Methods for Predicting Complex Phenomena in Engineering Structures and Materials” and by the University of Freiburg, Germany.
The aim of this paper is to extend the classical results for sequences of monotone operators to the more general setting of operators modeled on vector fields (i.e. replacing the Euclidean gradient $\nabla$ in (1) with a family of vector fields $X$), continuing along the path traced in the recent papers [16–18]. Before entering into the details, we want to recall that the literature concerning homogenization, $G$-convergence and integral representation of abstract functionals depending on vector fields is pretty vast, ranging from more rigid structures like Carnot groups, see e.g. [1,10–12,16,19] and the references therein, up to the more general setting considered in [7,8,17,18]. The setting we will take into account embraces the huge family of vector fields satisfying the Hörmander condition. We stress however that our results still apply to families of vector fields not satisfying the Hörmander condition, provided that the following hypotheses are fulfilled: we consider a bounded domain $\Omega$ of $\mathbb{R}^n$ and a family of $m \leq n$ vector fields $X = (X_1, \ldots, X_m)$, defined and Lipschitz continuous on an open neighborhood $\Omega_0$ of $\Omega$, such that the following conditions hold

(H1) let $d : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, \infty]$ be the so-called Carnot-Carathéodory distance function induced by $X$, see e.g. [14]. Then, $d(x,y) < \infty$ for any $x,y \in \Omega_0$, so that $d$ is a standard distance in $\Omega_0$, and $d$ is continuous with respect to the usual topology of $\mathbb{R}^n$;

(H2) for any compact set $K \subset \Omega_0$ there exist $r_K, C_K > 0$, depending on $K$, such that

$$|B_d(x,2r)| \leq C_K|B_d(x,r)|$$

for any $x \in K$ and $r < r_K$. $B_d(x,r)$ denotes the open metric ball with respect to $d$, that is, $B_d(x,r) := \{ y \in \Omega_0 : d(x,y) < r \}$;

(H3) there exist geometric constants $c,C > 0$ such that for every ball $B = B_d(\overline{x},r)$ with $cB := B_d(\overline{x},cr) \subseteq \Omega_0$, for every $u \in \text{Lip}(cB)$ and for every $x \in \overline{B}$

$$\left| u(x) - \frac{1}{|B|} \int_B u(y) \, dy \right| \leq C \int_{cB} |X u(y)| \frac{d(x,y)}{|B_d(x,d(x,y))|} \, dy;$$

(LIC) the $n$-dimensional vectors $X_1(x), \ldots, X_m(x)$ are linearly independent for any $x \in \Omega \setminus Z_X$, where $Z_X$ is a Lebesgue measure zero subset of $\Omega$.

As already mentioned, the main goal of the paper is to extend to the monotone, and possibly parabolic, case the result contained in [18], where the authors dealt only with the elliptic and linear case. We recall that $G$-convergence when the equations (1) represent the Euler-Lagrange equations of a family of functionals, may be connected with $\Gamma$-convergence, see e.g. [4,5]. This is the approach used in the linear elliptic case in [18] and it cannot be followed in the case of parabolic problems driven by monotone operators, because the corresponding PDEs cannot be seen as Euler-Lagrange equations of appropriate functionals. To mark once more the difference with respect to [18] and to better stress the novelty of the paper, let us review the classical approach introduced by De Giorgi and Spagnolo [6,24–27], which is based on the compensated compactness and the existence of affine functions.
Compensated compactness: for any pair \((M_h)_h, (\nabla v_h)_h\) satisfying
\[M_h \to M \text{ and } \nabla v_h \to \nabla v \text{ weakly in } L^2(\Omega; \mathbb{R}^n),\]
\[\text{div} M_h = g \text{ for a fixed data } g \in L^2(\Omega),\]
it holds that
\[(M_h, \nabla v_h)_{\mathbb{R}^n} \to (M, \nabla v)_{\mathbb{R}^n} \text{ in } \mathcal{D}'(\Omega).\]
Roughly speaking, the compensated compactness theory ensures that the Euclidean inner product remains continuous with respect to weak convergence, even though neither sequence is assumed to be relatively compact in \(L^2(\Omega; \mathbb{R}^n)\). Here the lack of compactness is compensated by the boundedness of some combinations of partial derivatives. Murat and Tartar in [29,30] extended the compensated compactness with a result involving the notion of curl (notice that \(\text{curl} \nabla v = 0\)). This theory is known as div-curl lemma and its extension to the setting of Sobolev spaces depending on vector fields is a pretty delicate task, mainly because a proper notion of intrinsic curl, \(\text{curl}_X\), ensuring that \(\text{curl}_X X v = 0\), is not always available. We recall here that a possible notion of curl in the setting of Carnot groups has been given in [11], using the intrinsic complex of differential forms of Rumin.

In Theorem 3.1 and Theorem 4.2, we show that in fact the classical technique due to Spagnolo is sufficient to get compensated compactness even without a proper generalization of the div-curl lemma, and in particular of the curl. The compensated compactness is usually used to prove the closure of the class of operators in divergence form, meaning that if
\[A_h := -\text{div}(a_h(x, \nabla)) \text{ G-converges to } A,\]
then the limit operator \(A\) is in divergence form, i.e.,
\[A = -\text{div}(a(x, \nabla)),\]
for some function \(a\). In the Euclidean setting, the definition of \(a\) goes through the existence of suitable affine functions.

Existence of affine functions: for any fixed \(\xi \in \mathbb{R}^n\), there exists a unique smooth enough function \(u\) (at least \(C^2\)) such that \(\nabla u = \xi\).
In the purely Euclidean framework, affine functions exist and can be represented by the Euclidean scalar product of the fixed vector \(\xi\) with \(x \in \mathbb{R}^n\). Another example in which one can prove the existence of such functions is provided by the Heisenberg group. On the other hand, if we consider the case of the Grushin plane, we easily get an example of a family of vector fields satisfying our assumptions but for which affine functions may not exist. To be more precise, let \(n = 2\) and consider the Grushin gradient \(X = (X_1, X_2)\)
\[X(x) := (\partial_x x \partial_y), \quad x \in \Omega_X := \{(x, y) \in \mathbb{R}^2 : x \neq 0\}.\]
Then, for any fixed \(\xi = (\xi_1, \xi_2) \in \mathbb{R}^2\) with \(\xi_2 \neq 0\), one can easily show that there exists no function \(u \in C^2(\Omega_X)\) such that \(X u(x) = \xi\).
Despite the possible non-existence of \(X\)-affine functions, we are however able to prove \(G\)-compactness by using the classical Euclidean affine functions and exploiting either the linear independence condition (LIC) on the \(X\)-gradient and the algebraic structure of the family \(X\). See the proofs of Theorem 3.3 and Theorem 4.4 for the details. We finally stress that our proof drastically simplifies the one in [18] for merely linear elliptic operators.
The paper is organized as follows: in Section 2, we provide the functional setting of Sobolev spaces depending on vector fields and we state the main properties of the classes of monotone operators we are interested in. In Section 3, we state and prove the main result in the elliptic framework and, in Section 4, in the parabolic setting. Finally, in Lemma 4.5, we show that the parabolic limit and the elliptic one coincide when the parabolic sequence of monotone operators is independent of time.

2. Notations and Preliminaries

2.1. Functional setting. Let $X(x) := (X_1(x), \ldots, X_m(x))$ be a given family of first order linear differential operators with Lipschitz coefficients on a bounded domain $\Omega$ of $\mathbb{R}^n$, that is,

$$X_j(x) = \sum_{i=1}^n c_{ji}(x) \partial_i \quad j = 1, \ldots, m$$

with $c_{ji}(x) \in \text{Lip}(\Omega)$ for $j = 1, \ldots, m$, $i = 1, \ldots, n$.

In the following, we will refer to $X$ as $X$-gradient. As usual, we identify each $X_j$ with the vector field $(c_{j1}(x), \ldots, c_{jn}(x)) \in \text{Lip}(\Omega; \mathbb{R}^n)$ and we call $C(x) = [c_{ji}(x)]_{i=1,\ldots,n}^{j=1,\ldots,m}$ the coefficient matrix of the $X$-gradient.

**Definition 2.1.** For any $u \in L^1(\Omega)$ we define $Xu$ as an element of $D'(\Omega; \mathbb{R}^m)$ as follows

$$\langle Xu, \psi \rangle_{D' \times D} = \left( \langle X_1 u, \psi_1 \rangle_{D' \times D}, \ldots, \langle X_m u, \psi_m \rangle_{D' \times D} \right) = -\int_{\Omega} u \left( \sum_{i=1}^n \partial_i(c_{1i} \psi_1), \ldots, \sum_{i=1}^n \partial_i(c_{mi} \psi_m) \right) \, dx \quad (2)$$

for any $\psi = (\psi_1, \ldots, \psi_m) \in D(\Omega; \mathbb{R}^m) = C_\infty^c(\Omega; \mathbb{R}^m)$.

If we set $X_T \psi := (X^T_1 \psi_1, \ldots, X^T_m \psi_m)$, with

$$X^T_j \varphi := -\sum_{i=1}^n \partial_i(c_{ji} \varphi) = -\text{div}(X_j) + X_j \varphi$$

for any $\varphi \in C_\infty^c(\Omega)$ and $j = 1, \ldots, m$, then (2) becomes

$$\langle Xu, \psi \rangle_{D' \times D} = \int_{\Omega} u X^T \psi \, dx \quad \text{for any } \psi \in C_\infty^c(\Omega; \mathbb{R}^m).$$

**Remark 2.2.** Notice that if $X = \nabla = (\partial_1, \ldots, \partial_n)$, then

$$X^T_j \varphi = -\partial_j \varphi \quad \text{for any } j = 1, \ldots, n.$$

Let $a : \Omega \times \mathbb{R}^m \to \mathbb{R}^m$ as assume that $a(\cdot, X)$ is smooth enough in $\Omega$. The operator $X$-divergence of $a(\cdot, X)$ is defined by

$$\text{div}_X(a(x, X)) := \sum_{j,i=1}^m X^T_j(a(x, X_i)), \quad x \in \Omega$$

and its domain is the set $W^{1,p}_{X,0}(\Omega)$ defined as follows.
Definition 2.3. We define the anisotropic Sobolev spaces in the sense of Folland and Stein [9] as
\[ W_{X}^{1,p}(\Omega) := \{ u \in L^{p}(\Omega) : X_{j}u \in L^{p}(\Omega) \text{ for } j = 1, \ldots, m \} . \]
These spaces, endowed with the norm
\[ ||u||_{W_{X}^{1,p}(\Omega)} := \left( \int_{\Omega} |u|^{p} \, dx + \int_{\Omega} |Xu|^{p} \, dx \right)^{\frac{1}{p}} , \]
are Banach spaces for any \( 1 \leq p \leq \infty \), reflexive if \( 1 < p < +\infty \).
Moreover, we denote \( W_{X,0}^{1,p}(\Omega) \) the closure of \( C_{c}^{1}(\Omega) \cap W_{X}^{1,p}(\Omega) \) in \( W_{X}^{1,p}(\Omega) \).

Since vector fields \( X_{j} \) have Lipschitz continuous coefficients, then, by definition,
\[ W_{X}^{1,p}(\Omega) \subset W_{X,0}^{1,p}(\Omega) \forall p \in [1, \infty] \]
and, for any \( u \in W_{X}^{1,p}(\Omega) \),
\[ Xu(x) = C(x) Du(x) \quad \text{for a.e. } x \in \Omega . \]
Here \( W_{X}^{1,p}(\Omega) \) denotes the classical Sobolev space, or, equivalently, the space \( W_{X}^{1,p}(\Omega) \) associated to the family \( X = (\partial_{1}, \ldots, \partial_{n}) \). Inclusion (3) can be strict, in particular when the number of vector fields is strictly less than the dimension of the space, and turns out to be continuous. By the Lipschitz regularity assumption, the validity of the classical result ‘\( H = W \)’ of Meyers and Serrin [20] is still guaranteed as proved, independently, in [13] and [15].

As a consequence of conditions (H1) - (H3), it has been proved in [14,18] the validity of a Rellich-type theorem and a Poincaré inequality in \( W_{X,0}^{1,p}(\Omega) \).

Theorem 2.4 ( [14, Theorem 3.4]). Let \( 1 \leq p < \infty \) and let \( X \) satisfy conditions (H1), (H2) and (H3). Then, \( W_{X,0}^{1,p}(\Omega) \) compactly embeds in \( L^{p}(\Omega) \).

Proposition 2.5 ( [18, Proposition 2.16]). Under the hypotheses of the previous theorem and also assuming that \( \Omega \) is connected, there exists a positive constant \( c_{p,\Omega} \), depending only on \( p \) and \( \Omega \), such that
\[ c_{p,\Omega} \int_{\Omega} |u|^{p} \, dx \leq \int_{\Omega} |Xu|^{p} \, dx \quad \text{for any } u \in W_{X,0}^{1,p}(\Omega) \]
and
\[ ||u||_{W_{X,0}^{1,p}(\Omega)} := \left( \int_{\Omega} |Xu|^{p} \, dx \right)^{\frac{1}{p}} \]
is a norm in \( W_{X,0}^{1,p}(\Omega) \) equivalent to \( \| \cdot \|_{W_{X}^{1,p}(\Omega)} \).

2.2. Space-time setting. Let \( (p,p') \) be a Hölder’s conjugate pair, with \( p \geq 2 \). We denote
\[ V := W_{X,0}^{1,p}(\Omega), \quad H := L^{2}(\Omega), \quad V' := W_{X}^{-1,p'}(\Omega), \]
where \( V' \) is the dual space of \( V \), and we identify the dual space of \( H, H' \), with \( H \) itself, in such a way that
\[ V \subset H \subset V' \]
\[ (4) \]
where the embeddings are dense and continuous. In a similar way, we define 
\[ \mathcal{V} := L^p(0,T;V), \quad \mathcal{H} := L^2(0,T;H), \quad \mathcal{V}' := L^p(0,T;V') \]
and, by (4), we have 
\[ \mathcal{V} \subset \mathcal{H} \subset \mathcal{V}' \]
with continuous and dense embeddings. We endow \( \mathcal{V} \) and \( \mathcal{H} \), respectively, with the following norms:
\[ \| u \|_{\mathcal{V}} := \left( \int_0^T \| u(t) \|^p_V dt \right)^{\frac{1}{p}}, \quad \| u \|_{\mathcal{H}} := \left( \int_0^T \| u(t) \|^2_H dt \right)^{\frac{1}{2}}, \]
and \( \mathcal{V}' \) with the natural norm
\[ \| u \|_{\mathcal{V}'} := \left( \int_0^T \| u(t) \|^p_{V'} dt \right)^{\frac{1}{p}}. \]

**Definition 2.6.** Given two Banach spaces \( Y_1, Y_2 \), we say that \( v \in L^1(0,T;Y_2) \) is the generalized derivative of \( u \in L^1(0,T;Y_1) \) if
\[ \int_0^T v(t)\varphi(t) dt = -\int_0^T u(t)\varphi'(t) dt \]
for every \( \varphi \in C^\infty_0((0,T);\mathbb{R}). \)

Notice that the integral in the previous definition is the Bochner integral and that \( \int_0^T v(t)\varphi(t) dt, \int_0^T u(t)\varphi'(t) dt \in Y_1 \cap Y_2 \) (see, for instance, [31, Chapter 23] or [22, Chapter 3]).

The natural space of solutions to parabolic PDEs is the Banach space
\[ \mathcal{W} := \{ u \in \mathcal{V} \mid u' \in \mathcal{V}' \}, \]
endowed with the norm
\[ \| u \|_{\mathcal{W}} := \| u \|_{\mathcal{V}} + \| u' \|_{\mathcal{V}'} . \]

\( u' \) is to be intended as the generalized derivative of \( u \) (see Definition 2.6).

In the following proposition we recall some results regarding the space \( \mathcal{W} \), see, e.g., Proposition 1.2, Corollary 1.1 and Proposition 1.3 in [22].

**Proposition 2.7.** The space \( \mathcal{W} \) continuously embeds in \( L^p(0,T;H) \) and, for every \( u, v \in \mathcal{W} \) and for every \( t, s \in [0,T] \), the following generalized integration by parts formula holds:
\[ (u(t), v(t))_H - (u(s), v(s))_H = \int_s^t \langle u'(\tau), v(\tau) \rangle_{V' \times V} d\tau + \int_s^t \langle v'(\tau), u(\tau) \rangle_{V' \times V} d\tau . \]

Moreover, the space \( \mathcal{W} \) compactly embeds in \( L^p(0,T;H) \).

Now consider the operators
\[ A : V \to V', \quad A : V \to V' \]
and
\[ P : \mathcal{W} \to \mathcal{V}', \quad Pu := u' + Au . \]
Lemma 2.9. We conclude this part by recalling a result useful for the sequel.

Indeed, by (\ref{eq:2.3}), if \( u \in V \) be non-negative numbers such that \( \varphi_1 + \cdots + \varphi_m \leq 1 \), and assume that \( (r_1,h)_h, \ldots, (r_m,h)_h \) are sequences in \( L^1(U) \) such that, for any \( i \)

\[
|s_h| \leq r_1^{\varphi_1} \cdots r_m^{\varphi_m} \quad \text{a.e. in } U \quad \text{for every } h \in \mathbb{N}.
\]

Moreover, assume the existence of \( r_1, \ldots, r_m, s \in L^1(U) \) such that

\[
r_i \to r_i \quad \text{and} \quad s_h \to s \quad \text{in } D'(U)
\]
as \( h \to \infty \), for any \( i = 1, \ldots, m \). Then,

\[
|s| \leq r_1^{\varphi_1} \cdots r_m^{\varphi_m} \quad \text{a.e. in } U.
\]

2.3. Position of the problems.

Definition 2.10. Let \( \alpha \leq \beta \) be positive constants. We define \( \mathcal{M}_{\Omega \times (0,T)}(\alpha, \beta, p) \) the class of Carathéodory functions \( a : \Omega \times (0, T) \times \mathbb{R}^m \to \mathbb{R}^m \) satisfying

(i) \( a(x,t,0) = 0 \);

(ii) \( (a(x,t,\xi) - a(x,t,\eta), \xi - \eta)_{\mathbb{R}^m} \geq \alpha|\xi - \eta|^p \);

(iii) \( |a(x,t,\xi) - a(x,t,\eta)| \leq \beta (1 + |\xi|^p + |\eta|^p)^{\frac{p-2}{p}} |\xi - \eta|^\frac{1}{p} \)

for a.e. \( (x,t) \in \Omega \times (0,T) \) for every \( \xi, \eta \in \mathbb{R}^m \).

We also denote by \( \mathcal{M}_\Omega(\alpha, \beta, p) \) the subclass of \( \mathcal{M}_{\Omega \times (0,T)}(\alpha, \beta, p) \) of functions \( a \) independent of \( t \).

Remark 2.11. If \( a \in \mathcal{M}_{\Omega \times (0,T)}(\alpha, \beta, p) \), then

(iii)' \( |a(x,t,\xi) - a(x,t,\eta)| \leq \beta' (1 + |\xi|^p + |\eta|^p)^{\frac{p-2}{p}} |\xi - \eta|^\frac{1}{p} \)

for a.e. \( (x,t) \in \Omega \times (0,T) \) for every \( \xi, \eta \in \mathbb{R}^m \) and for some \( \beta' \geq \beta \).

Indeed, by (i), (ii), (iii)' and Cauchy-Schwarz inequality, we get

\[
|a(x,t,\xi) - a(x,t,\eta)| \leq \beta (1 + |\xi|^p + |\eta|^p)^{\frac{p-2}{p}} \alpha^{-\frac{1}{p}} |a(x,t,\xi) - a(x,t,\eta), \xi - \eta|_{\mathbb{R}^m}^{\frac{1}{p}}
\]

\[
\leq \alpha^{-\frac{1}{p}} \beta (1 + |\xi|^p + |\eta|^p)^{\frac{p-2}{p}} |a(x,t,\xi) - a(x,t,\eta)|_{\mathbb{R}^m}^{\frac{1}{p}} |\xi - \eta|_{\mathbb{R}^m}^{\frac{1}{p}},
\]

i.e.,

\[
|a(x,t,\xi) - a(x,t,\eta)|^{\frac{p}{1-p}} \leq \alpha^{-\frac{1}{p}} \beta (1 + |\xi|^p + |\eta|^p)^{\frac{p-2}{p}} |\xi - \eta|_{\mathbb{R}^m}^{\frac{1}{p}}.
\]
The thesis follows choosing \( \beta' \geq (\alpha^{-1} \beta^p)^{\frac{1}{p-1}} \).

**Definition 2.12.** We denote \( M_{\Omega \times (0,T)}(\alpha, \beta, p) \) and \( \tilde{M}_{\Omega}(\alpha, \beta', p) \), respectively, the class of Carathéodory functions \( a : \Omega \times (0,T) \times \mathbb{R}^m \to \mathbb{R}^m \) satisfying (i), (ii) and (iii)' and its subclass of functions independent of \( t \). By Remark 2.11,

\[
M_{\Omega \times (0,T)}(\alpha, \beta, p) \subset \tilde{M}_{\Omega}(\alpha, \beta', p).
\]

**Remark 2.13.** Let \( a \in M_{\Omega \times (0,T)}(\alpha, \beta, p) \) and define the operators

\[
A(t) : V \to V', \quad A(t)u := \text{div}_X(a(x,t,Xu)), \quad t \in [0,T]
\]

and

\[
A : V \to V', \quad Au := \text{div}_X(a(x,t,Xu)).
\]

Notice that \( Au(t) = A(t)u(t) \) for \( u \in V \) and that \( [0,T] \ni t \mapsto \langle A(t)u,v \rangle_{V' \times V} \) is measurable for every \( u,v \in V \).

**Theorem 2.14 ( [31, Theorem 26.A]).** Let \( a \in M_{\Omega}(\alpha, \beta, p) \) (or, equivalently, \( a \in \tilde{M}_{\Omega}(\alpha, \beta', p) \)) and define \( Au := \text{div}_X(a(x,t,Xu)) \). Then, for every \( g \in V' \) there exists a unique solution \( u \in V \) to problem (5). Moreover

\[
\|u\|_V \leq \alpha^{-\frac{1}{p-1}} \|g\|_{V'}^{\frac{1}{p-1}}.
\]

**Theorem 2.15 ( [31, Theorem 30.A]).** Let \( a \in M_{\Omega \times (0,T)}(\alpha, \beta, p) \) (or, equivalently, \( a \in \tilde{M}_{\Omega \times (0,T)}(\alpha, \beta', p) \)) and define \( Au := \text{div}_X(a(x,t,Xu)) \). Then, for every \( f \in V' \) and for every \( \varphi \in H \) there exists a unique solution \( u \in V \) to problem (6). Moreover, for \( a \in M_{\Omega \times (0,T)}(\alpha, \beta, p) \), there exists a positive constant \( c \), depending only on \( \alpha, \beta \) and \( p \), such that

\[
\|u\|_H \leq c \left[ \|f\|_{V'} + (1 + \|f\|_{V'}^{\frac{1}{p-1}} + \|\varphi\|_H^\frac{2}{p-2} (\|f\|_{V'}^{\frac{1}{p-1}} + \|\varphi\|_H^\frac{2}{p-2}) \right].
\]

Given \( (a_h)_h \subset M_{\Omega}(\alpha, \beta, p) \) and \( a \in M_{\Omega}(\alpha', \beta', p) \), for some positive constants \( \alpha \leq \beta \), \( \alpha' \leq \beta' \), denote

\[
A_h : V \to V', \quad A_hu := \text{div}_X(a_h(x,Xu(x))),
A : V \to V', \quad Au := \text{div}_X(a(x,Xu(x))).
\]

Fix \( g \in V' \) and let \( u_h, u \in V \) be, respectively, the unique solutions to

\[
(E_h) \quad A_hu = g \quad \text{in } V',
(E) \quad Au = g \quad \text{in } V'.
\]

**Definition 2.16.** We say that \( A_h \) \( G \)-converges to \( A \) if for every \( g \in V' \)

\[
u_h \to u \quad \text{strongly in } L^p(\Omega), \quad a_h(\cdot, Xu_h) \to a(\cdot, Xu) \quad \text{weakly in } L^p(\Omega; \mathbb{R}^m).
\]
In a similar way, let \((a_h)_h \subset \mathcal{M}_{\Omega \times (0,T)}(\alpha, \beta, p)\) and \(a \in \mathcal{M}_{\Omega \times (0,T)}(\alpha', \beta', p)\), for some positive constants \(\alpha \leq \beta, \alpha' \leq \beta'\), and denote

\[
\begin{align*}
A_h(t) & \colon \mathcal{H} \to \mathcal{H'}, \\
A(t) & \colon \mathcal{H} \to \mathcal{H'},
\end{align*}
\]

\[
A : \mathcal{V} \to \mathcal{V'}, \quad A u := \text{div}_x (a(x,t,X u(x))) ,
\]

\[
\begin{align*}
\mathcal{P}_h : W & \to \mathcal{V'}, \quad \mathcal{P}_h u := u' + A_h u , \\
\mathcal{P} : W & \to \mathcal{V'}, \quad \mathcal{P} u := u' + A u .
\end{align*}
\] (8)

Fix \(f \in \mathcal{V}'\) and \(\varphi \in \mathcal{H}\), and let \(u_h, u \in \mathcal{W}\) be, respectively, the unique solutions to

\[
\begin{align*}
(P_h) & \quad \begin{cases}
\mathcal{P}_h u = f & \text{in } \mathcal{V}' , \\
u(0) = \varphi & \text{in } \mathcal{H} ,
\end{cases} \\
(P) & \quad \begin{cases}
\mathcal{P} u = f & \text{in } \mathcal{V}' , \\
u(0) = \varphi & \text{in } \mathcal{H} .
\end{cases}
\end{align*}
\]

**Definition 2.17.** We say that \(\mathcal{P}_h\) \(G\)-converges to \(\mathcal{P}\) if for every \(f \in \mathcal{V}'\) and \(\varphi \in \mathcal{H}\)

\[
\begin{align*}
u_h & \to u \quad \text{strongly in } L^p(0,T; \mathcal{H}) , \\
a_h(\cdot, X u_h) & \to a(\cdot, X u) \quad \text{weakly in } L^{p'}(0,T; L^{p'}(\Omega; \mathbb{R}^m)) .
\end{align*}
\]

We conclude this section with a result that will be useful in the proof of Lemma 4.5. The proof is left to the reader.

**Remark 2.18.** Consider the sequence of problems \((E_h)\) and denote by \(u_h(g)\) their solutions. Suppose that \(A_h\) \(G\)-converges to \(A\). Then, it holds that

\[
u_h(g_h) \to u(g) \quad \text{strongly in } L^p(\Omega) ,
\]

\[
a_h(\cdot, X u_h(g_h)) \to a(\cdot, X u(g)) \quad \text{weakly in } L^{p'}(\Omega; \mathbb{R}^m) ,
\]

provided that \((g_h)_h \subset \mathcal{V}'\) strongly converges to \(g\) in \(\mathcal{V}'\).

The analogous holds for problems \((P_h)\) where one considers two sequences of data \((f_h)_h\) and \((\varphi_h)_h\), provided that \(f_h \to f\) strongly in \(\mathcal{V}'\) and \(\varphi_h \to \varphi\) strongly in \(\mathcal{H}\).

### 3. Elliptic G-Convergence

In this section we state and prove a \(G\)-compactness result in the elliptic case, namely Theorem 3.3. In all this section we always assume that \(\Omega\) is a bounded domain of \(\mathbb{R}^n\), that \(2 \leq p < \infty\) and that \(X\) satisfies conditions (H1), (H2), (H3) and (LIC), given in the Introduction.

**Theorem 3.1.** Let \(v_h, v \in \mathcal{V}\) and \(M_h, M \in L^{p'}(\Omega; \mathbb{R}^m)\) satisfy, respectively,

\[
v_h \to v \quad \text{weakly in } \mathcal{V} ,
\]

\[
M_h \to M \quad \text{weakly in } L^{p'}(\Omega; \mathbb{R}^m)
\]

and assume that

\[
\text{div}_X M_h = g \quad \text{in } \mathcal{V}' \text{ for some } g \in \mathcal{V}' .
\]
Then,
\[(M_h, Xv_h)_{\mathbb{R}^m} \to (M, Xv)_{\mathbb{R}^m} \text{ in } \mathcal{D}'(\Omega).\]

Proof. Fix \(\varphi \in C^\infty_c(\Omega)\) and consider the quantities \(\langle \text{div}_X M_h, \varphi \rangle_{V' \times V'}\) and \(\langle \text{div}_X M_h, v_h \varphi \rangle_{V' \times V'}\). By (9) and (10), we get
\[(11) \quad \text{div}_X M = g \text{ in } \mathcal{D}'(\Omega).\]

Moreover,
\[
\int_\Omega (M_h, Xv_h)_{\mathbb{R}^m} \varphi \, dx = \langle \text{div}_X M_h, v_h \varphi \rangle_{V' \times V'} - \int_\Omega (M_h, X\varphi)_{\mathbb{R}^m} v_h \, dx.
\]
Consider the right hand side terms. By assumptions we have that
\[
\lim_{h \to +\infty} \langle \text{div}_X M_h, v_h \varphi \rangle_{V' \times V'} = \langle g, v \varphi \rangle_{V' \times V'}
\]
and, since \((v_h)_h\) strongly converges to \(v\) in \(L^p(\Omega)\) (see Theorem 2.4), we get
\[
\lim_{h \to +\infty} \int_\Omega (M_h, X\varphi)_{\mathbb{R}^m} v_h \, dx \int_\Omega (M, X\varphi)_{\mathbb{R}^m} v \, dx,
\]
that is,
\[
\lim_{h \to +\infty} \int_\Omega (M_h, Xv_h)_{\mathbb{R}^m} \varphi \, dx = \langle g, v \varphi \rangle_{V' \times V'} - \int_\Omega (M, X\varphi)_{\mathbb{R}^m} v \, dx.
\]
Then, the thesis follows by (11). \(\square\)

**Lemma 3.2.** Fix \(g \in V'\) and denote by \(u_h(g)\) the solution to problem \((E_h)\). Then, there exist two continuous operators
\[
B : V' \to V,
\]
\[
M : V' \to L^p(\Omega; \mathbb{R}^m)
\]
such that, up to subsequences, the following convergences hold
\[
u_h(g) \to B(g) \text{ strongly in } L^p(\Omega),
\]
\[
a_h(\cdot, Xu_h(g)) \to M(g) \text{ weakly in } L^p(\Omega; \mathbb{R}^m).
\]
Moreover, \(B\) is invertible and \(M\) satisfies
\[(12) \quad \text{div}_X M(g) = g \text{ in } V' \text{ for every } g \in V',
\]
\[(13) \quad \|M(f) - M(g)\| \leq \beta'(1 + (M(f), XB(f))_{\mathbb{R}^m} + (M(g), XB(g))_{\mathbb{R}^m})^{\frac{p-2}{p}}
\]
\[
\times |XB(f) - XB(g)|^{\frac{1}{p-1}}
\]
for every \(f, g \in V'\), with \(\beta' = \left(\beta \alpha^{-\frac{1}{p}} \max\{1, \alpha^{-\frac{p+2}{4}}\} \right)^{\frac{p}{p-1}}\).

Proof. By Theorem 2.14, the sequence \((u_h(g))_h\) is bounded in \(V\) and then, up to a subsequence, \((u_h(g))_h\) weakly converges in \(V\). By Theorem 2.4, and up to a further subsequence, it strongly converges in \(L^p(\Omega)\).

Fix \(g \in V'\) and define
\[
B(g) := \lim_{h \to \infty} u_h(g).
\]
Since, by Definition 2.10 (iii),
\[
|a_h(x, Xu_h(g))| \leq \beta [1 + |Xu_h(g)|^p]^{\frac{p-2}{p}} [Xu_h(g)] \leq \beta [1 + |Xu_h(g)|^p]^{\frac{p-1}{p}}
\]
a.e. $x \in \Omega$, then
\[
\int_{\Omega} |a_h(x, Xu_h(g))|^\frac{p}{p-1} \, dx \leq \beta \frac{p}{p-1} |\Omega| + \beta \frac{p}{p-1} \int_{\Omega} |Xu_h(g)|^p \, dx,
\]
that is, the sequence $(a_h(\cdot, Xu_h(g)))_h$ turns out to be bounded in $L^p(\Omega; \mathbb{R}^m)$. Therefore, for every $g \in V'$ and up to a subsequence, there exists a limit $M(g) \in L^{p'}(\Omega; \mathbb{R}^m)$ such that $(a_h(\cdot, Xu_h(g)))_h$ weakly converges to $M(g)$ in $L^{p'}(\Omega; \mathbb{R}^m)$. Moreover, since
\[
\langle g, \varphi \rangle_{V' \times V} = \langle A_h u_h(g), \varphi \rangle_{V' \times V} = \int_{\Omega} (a_h(x, Xu_h(g)), Xu\varphi)_{\mathbb{R}^m} \, dx
\]
for any $\varphi \in C_c^\infty(\Omega)$ by hypotheses, then
\[
\int_{\Omega} (M(g), Xu\varphi)_{\mathbb{R}^m} \, dx = \langle g, \varphi \rangle_{V' \times V},
\]
that is, (12) holds.

Fix $f, g \in V'$. By Definition 2.10, it holds that
\[
|a_h(x, Xu(f)) - a_h(x, Xu(g))| \leq \beta (1 + |Xu(f)|^p + |Xu(g)|^p)^{\frac{p-2}{p}} \\
\times |Xu(f) - Xu(g)| \\
\leq \beta \alpha^{-1/p} (1 + \alpha^{-1} (a_h(x, Xu(f)), Xu(f))_{\mathbb{R}^m} \\
+ \alpha^{-1} (a_h(x, Xu(g)), Xu(g))_{\mathbb{R}^m})^{\frac{p-2}{p}} \\
\times (a_h(x, Xu(f)) - a_h(x, Xu(g)), Xu(f) - Xu(g))^{1/p}_{\mathbb{R}^m}
\]
a.e. $x \in \Omega$ and, letting $h \to \infty$, we get
\[
|M(f) - M(g)| \leq \beta \alpha^{-1/p} \max\{1, \alpha^{-\frac{p-2}{p}}\} (1 + (M(f), XB(f))_{\mathbb{R}^m} \\
+ (M(g), XB(g))_{\mathbb{R}^m})^{\frac{p-2}{p}} \\
\times (M(f) - M(g), XB(f) - XB(g))^{1/p}_{\mathbb{R}^m},
\]
by means of Lemma 2.9 and Theorem 3.1. Thus, (13) follows by Cauchy-Schwarz inequality.

We conclude by showing the invertibility of $B$. Fix $f, g \in V'$ and assume that $B(f) = B(g)$. By (13), it holds that $M(f) = M(g)$ and, by (12), we conclude that $f = g$. Moreover, $B(V')$ is dense in $V$. In fact, if $g_o \in V'$ satisfies
\[
\langle g_o, B(g_o) \rangle_{V' \times V} = 0 \text{ for every } g \in V'
\]
then, in particular, $\langle g_o, B(g_o) \rangle_{V' \times V} = 0$ and, by Definition 2.10 (ii) and the lower semicontinuity of the norm $\|\cdot\|_{V'}$, we get
\[
0 = \langle g_o, B(g_o) \rangle_{V' \times V} = \langle g_o, \lim_{h \to \infty} u_h(g_o) \rangle_{V' \times V} = \lim_{h \to \infty} \langle A_h u_h(g_o), u_h(g_o) \rangle_{V' \times V} \\
\geq \liminf_{h \to \infty} \alpha\|u_h(g_o)\|_{V'}^p = \alpha\|B(g_o)\|_{V'}^p \geq 0.
\]
The conclusion follows by the injectivity of $B$ and since $B(0) = 0$.

The operator $B^{-1} : B(V') \to V'$ can be uniquely extended to an operator $B^{-1} : V' \to V$, by the density of $B(V')$ in $V$. \hspace{1cm} \square
Theorem 3.3. Consider a sequence \((a_h)_h \subset \mathcal{M}_\Omega(\alpha, \beta, p)\) and the related sequence of elliptic operators \((A_h)_h\), defined in (7). Then, there exists \(a \in \mathcal{M}_\Omega(\alpha, \beta', p)\), with \(\beta' = (\alpha^{-1} \beta^p)^{\frac{1}{p-1}} \max\{1, \alpha^{-\frac{p-2}{p-1}}\}\), such that, up to subsequences,

\[
A_h \ \text{G-converges to} \ A, 
\]
where \(A : V \to V'\) is the operator in \(X\)-divergence form associated to \(a\) and defined by

\[
A(u) = \text{div}_X (a(\cdot, Xu)) \ \text{for any} \ u \in V.
\]

Proof. Let us divide the proof of Theorem 3.3 in three steps.

**Step 1.** Construction of the limit operator and useful estimates.

Let \(B\) and \(M\) be the operators introduced in Lemma 3.2 and define

\[
A : V \to V', \quad A := B^{-1}.
\]

By (12),

\[
\text{div}_X M(g) = g = A(B(g)) \ \text{for every} \ g \in V'.
\]

Moreover, define \(N : V \to L^{\beta'}(\Omega; \mathbb{R}^m)\) by \(N := M \circ A\).

As a consequence of Theorem 3.1 and Lemma 3.2, it easy to show that \(N\) satisfies

\[
|N(v) - N(w)| \leq \beta'(1 + (N(v), Xv)_{\mathbb{R}^m} + (N(w), Xw)_{\mathbb{R}^m})^{\frac{p-2}{p-1}}|Xv - Xw|^{\frac{1}{p-1}}
\]
for every \(v, w \in V\). (To get an idea of how to prove (14) and (15), we remind the interested reader to the equivalent estimates in the parabolic case, namely (19) and (20), provided in the proof of Theorem 4.4.)

**Step 2.** Let us show that \(A\) is an operator in \(X\)-divergence form, by providing the existence of a function \(a(x, \cdot) : \mathbb{R}^m \to \mathbb{R}^m\) satisfying

\[
N(u) = a(x, Xu) \ \text{for any} \ u \in V \ \text{a.e.} \ x \in \Omega.
\]

Fix an open set \(\omega\) such that \(\omega \subset \Omega\), let \(\phi \in C^1_0(\Omega)\) be such that \(\phi \equiv 1\) in \(\omega\) and, for any \(\xi \in \mathbb{R}^n\), define

\[
w_\xi(x) := (\xi, x)_{\mathbb{R}^n} \phi(x) \ \text{for any} \ x \in \omega,
\]
where \((\xi, x)_{\mathbb{R}^n} = \xi_1 x_1 + \ldots + \xi_n x_n\). Then

\[
Xw_\xi(x) = C(x)\xi \ \text{for any} \ x \in \omega,
\]
where \(C(x)\) is the coefficient matrix of the \(X\)-gradient (see Section 2). Notice that, if \(\xi, \tilde{\xi} \in \mathbb{R}^n\) are such that \(\xi - \tilde{\xi} \in \text{Ker} C(x)\), then

\[
Nw_\xi(x) = Nw_{\tilde{\xi}}(x) \ \text{for any} \ x \in \omega.
\]

Indeed, by (15), it holds that

\[
|N w_\xi(x) - N w_{\tilde{\xi}}(x)| \leq \beta'(1 + (N w_\xi, Xw_\xi)_{\mathbb{R}^m} + (N w_{\tilde{\xi}}, Xw_{\tilde{\xi}})_{\mathbb{R}^m})^{\frac{p-2}{p-1}}
\times |X w_\xi - X w_{\tilde{\xi}}|^{\frac{1}{p-1}}
\]
and, by (17), the right hand side, and then the left hand side, is zero.
Fix $\xi \in \mathbb{R}^n$. By condition (LIC), there exists a Lebesgue measure zero subset of $\Omega$, $Z_X$, such that $(X_1(x), \ldots, X_m(x))$ are linearly independent for any $x \in \omega \setminus Z_X$. Denote by $\eta = \eta(x)$ the vector $C(x)\xi \in \mathbb{R}^m$ and define

$$\tilde{a}(x, \eta(x)) := Nw_\xi(x).$$

By (18), $\tilde{a}$ is well-defined and, by condition (LIC), we can define $\tilde{a}(x, \cdot)$ in the whole space $\mathbb{R}^m$.

Consider now a sequence of open sets $(\omega_j)_j$ such that $\overline{\omega}_j \subset \Omega$ for every $j \in \mathbb{N}$ and such that $\bigcup_{j=1}^\infty \omega_j = \Omega$. Moreover, let $(\phi_j)_j \subset C^0_0(\Omega)$ be such that

$$\phi_j \equiv 1 \quad \text{on} \quad \omega_j \quad \text{for every} \quad j \in \mathbb{N},$$

and, for any fixed $\xi \in \mathbb{R}^n$, define the maps

$$w_\xi^j(x) := (\xi, x)_x \phi_j(x) \quad \text{for any} \quad x \in \omega_j,$$

$$a(x, \eta(x)) := \lim_{j \to +\infty} Nw_\xi^j(x) \quad \text{for any} \quad x \in \Omega \setminus Z_X,$$

where $C(x)\xi \in \mathbb{R}^m$.

**Step 3.** We conclude by showing that $a \in \mathcal{N}_\Omega(\alpha, \beta', p)$.

By construction, $a(x, \cdot) : \mathbb{R}^m \to \mathbb{R}^m$ turns out to be continuous for a.e. $x \in \Omega$ and $a(\cdot, \eta) : \Omega \to \mathbb{R}^m$ turns out to be measurable for every $\eta \in \mathbb{R}^m$. Then, $a : \Omega \times \mathbb{R}^m \to \mathbb{R}^m$ is a Carathéodory function. Moreover, by (14), $a$ satisfies condition $(ii)$ of Definition 2.10 and, by (15), condition $(iii)'$ of Remark 2.11.

Let us prove that $a(\cdot, 0) = 0$. Let $w_h$ be the solution to $(E_h)$, with $g = 0$. Since, by Definition 2.10 (i), $a_h(x, 0) = 0$ a.e. in $\Omega$ then, by the uniqueness of the solution to problem $(E_h)$, we get that $w_h \equiv 0$ a.e. in $\Omega$ for every $h \in \mathbb{N}$ and, by Lemma 3.2 and the definition of $M$, we get (up to subsequences)

$$M(0) = \lim_{h \to +\infty} a_h(x, Xw_h) = \lim_{h \to +\infty} 0 = 0,$$

that is, $N(0) = 0$.

Fix $\xi = 0 \in \mathbb{R}^n$. Then, $Nw_\xi^j(x) = 0$ in $\omega_j$ for any $j \in \mathbb{N}$ and, by the definition of $a$, we finally get $a(x, 0) = 0$ a.e. $x \in \Omega$.  

4. PARABOLIC G-CONVERGENCE

The last section of this paper is devoted to the study of the $G$-convergence of sequences of parabolic operators depending on vector fields. As done in the elliptic case (Section 3), we provide in Theorem 4.4 a $G$-compactness theorem, Theorem 4.4, which follows from preliminary results, Theorem 4.1, Theorem 4.2 and Lemma 4.3. We conclude this section by showing in Lemma 4.5 that, whenever the sequence of Carathéodory functions $(a_h)_h$, that defines the monotone parabolic operators $(\partial_t + \text{div}_X(a_h(x, X)))_h$, does not depend on $t$ for every $h \in \mathbb{N}$, then the parabolic $G$-limit is the operator

$$\partial_t + \text{div}_X(a(x, X)),$$

where $\text{div}_X(a(x, X))$ is the elliptic $G$-limit of the sequence of operators $(\text{div}_X(a_0(x, X)))_h$. In all this section we always assume that $\Omega$ is a bounded domain of $\mathbb{R}^n$, that $2 \leq p < \infty$ and that $X$ satisfies conditions (H1), (H2), (H3) and (LIC), given in the Introduction.
The first result of this section, which is proved in [32, Lemma 3], shows that the sequence of solutions \((u_h)_h\) to problems \((P_h)\), that are naturally compact in \(L^p(0,T; H)\) as stated in Proposition 2.7, converges to its limit in the space \(C^0([0,T]; H)\).

**Theorem 4.1** ([32, Lemma 3]). Let \(u_h \in \mathcal{W}\) be the solution to problem \((P_h)\) and let \(u\) be the limit, up to subsequences, of \((u_h)_h\) in \(L^p(0,T; H)\). Then,
\[
u_h \to u \quad \text{in} \quad C^0([0,T]; H) \quad \text{as} \quad h \to \infty.
\]

**Theorem 4.2.** Let \(v_h, v, w_h, w \in \mathcal{W}\) satisfy
\[
v_h \to v \quad \text{weakly in} \quad \mathcal{V}, \quad v'_h \to v' \quad \text{weakly in} \quad \mathcal{V}', \n
w_h \to w \quad \text{weakly in} \quad \mathcal{V}, \quad w'_h \to w' \quad \text{weakly in} \quad \mathcal{V}'
\]
and assume that \((M_h)_h, (N_h)_h \subset L^p'(0,T; L^p'(\Omega; \mathbb{R}^m))\) weakly converge to \(M\) and to \(N\) in \(L^p'(0,T; L^p'(\Omega; \mathbb{R}^m))\), respectively. Suppose that
\[
v'_h + \text{div}_X M_h = f \quad \text{in} \quad \mathcal{V}', \n
w'_h + \text{div}_X N_h = g \quad \text{in} \quad \mathcal{V}'
\]
for some \(f, g \in \mathcal{V}'\). Then,
\[
(M_h - N_h, Xv_h - Xw_h)_{\mathbb{R}^m} \to (M - N, Xv - Xw)_{\mathbb{R}^m} \quad \text{in} \quad \mathcal{D}'(\Omega \times (0,T)).
\]

**Proof.** The proof can be obtained in a way similar to the analogous one showed in the elliptic case, namely Theorem 3.1. For reader’s convenience we provide in the following the main calculations.

Fix \(\varphi \in C^\infty_c(\Omega \times (0,T))\) and consider the quantity
\[
\langle (v'_h + \text{div}_X M_h) - (w'_h + \text{div}_X N_h), (v_h - w_h) \varphi \rangle_{\mathcal{V}' \times \mathcal{V}}.
\]

Then
\[
\int_0^T \int_{\Omega} (M_h - N_h, Xw_h - Xw_h)_{\mathbb{R}^m} \varphi \, dx \, dt
\]
\[
= \langle (v'_h + \text{div}_X M_h) - (w'_h + \text{div}_X N_h), (v_h - w_h) \varphi \rangle_{\mathcal{V}' \times \mathcal{V}}
\]
\[
- \langle (v'_h - w'_h), (v_h - w_h) \varphi \rangle_{\mathcal{V}' \times \mathcal{V}} - \int_0^T \int_{\Omega} (M_h - N_h, X\varphi)_{\mathbb{R}^m} (v_h - w_h) \, dx \, dt.
\]

Consider the right hand side terms. By assumptions,
\[
\langle (v'_h + \text{div}_X M_h) - (w'_h + \text{div}_X N_h), (v_h - w_h) \varphi \rangle_{\mathcal{V}' \times \mathcal{V}}
\]
\[
= \langle f - g, (v_h - w_h) \varphi \rangle_{\mathcal{V}' \times \mathcal{V}} \to \langle f - g, (v - w) \varphi \rangle_{\mathcal{V}' \times \mathcal{V}}.
\]
As regards the second term, by Proposition 2.7 and Theorem 4.1, we get
\[
2 \langle (v'_{h} - w'_{h}), (v_{h} - w_{h}) \varphi \rangle_{V' \times V}
= \int_{\Omega} (v_{h} - w_{h})^{2}(x,T) \, dx - \int_{\Omega} (v_{h} - w_{h})^{2}(x,0) \, dx
- \int_{0}^{T} \int_{\Omega} (v_{h} - w_{h})^{2} \varphi'(x,t) \, dx \, dt
\rightarrow \int_{\Omega} (v - w)^{2}(x,T) \, dx - \int_{\Omega} (v - w)^{2}(x,0) \, dx
- \int_{0}^{T} \int_{\Omega} (v - w)^{2} \varphi'(x,t) \, dx \, dt
= 2 \langle (v' - w'), (v - w) \varphi \rangle_{V' \times V}.
\]
For the third term one can proceed as in the proof of Theorem 3.1 and conclude. □

The proof of the next result is classical and can be obtained following and adapting (since this is for \(p = 2\)) the analogous one contained in [24] or, for \(p \geq 2\), the proof contained in [28].

**Lemma 4.3.** Denote by \(u_{h}(f, \varphi)\) the solution to problem \((P_{h})\), \(h \in \mathbb{N}\). Then, there exist three continuous operators
\[
\mathcal{B} : V' \times H \rightarrow W,
\mathcal{K} : V' \times H \rightarrow V',
\mathcal{M} : V' \times H \rightarrow L^{p'}(0, T; L^{p'}(\Omega; \mathbb{R}^{m}))
\]
such that, up to subsequences,
\[
A_{h}u_{h}(f, \varphi) \rightarrow \mathcal{B}(f, \varphi) \quad \text{in } L^{p}(0, T; H),
A_{h}u_{h}(f, \varphi) \rightarrow \mathcal{K}(f, \varphi) \quad \text{in } V',
\]
\[
a_{h}(\cdot, \cdot, Xu_{h}(f, \varphi)) \rightarrow \mathcal{M}(f, \varphi) \quad \text{weakly in } L^{p'}(0, T; L^{p'}(\Omega; \mathbb{R}^{m})).
\]
Moreover, \(\mathcal{B}\) is injective, \(\mathcal{B}(V' \times H)\) is dense in \(W\) and \(\mathcal{B}\), \(\mathcal{K}\) and \(\mathcal{M}\) satisfy
\[
\partial_{t}(\mathcal{B}(f, \varphi)) + \mathcal{K}(f, \varphi) = f \quad \text{in } V',
\]
\[
\mathcal{K}(f, \varphi) = \text{div}_{X} \mathcal{M}(f, \varphi) \quad \text{in } V',
\]
\[
\mathcal{B}(f, \varphi)(0) = \varphi \quad \text{in } H
\]
for every \(f \in V'\) and \(\varphi \in H\).

**Theorem 4.4.** Consider a sequence \((a_{h})_{h} \subset \mathcal{M}_{\Omega \times (0,T)}(\alpha, \beta, p)\) and the related sequence of parabolic operators \((\mathcal{P}_{h})_{h}\), defined in (8).
Then, there exists \(a \in \mathcal{M}_{\Omega \times (0,T)}(\alpha, \beta', p)\), with \(\beta' = (\alpha^{-1} \beta^{p})^{\frac{1}{p-1}} \max\{1, \alpha^{-\frac{1}{p-1}}\}\), such that, up to subsequences,
\[
\mathcal{P}_{h} \quad G\text{-converges to } \mathcal{P},
\]
where \(\mathcal{P} : W \rightarrow V'\) is the operator in \(\mathcal{X}\)-divergence form associated to \(a\) and defined by
\[
\mathcal{P}(u) = u' + \text{div}_{X}(a(\cdot, \cdot, Xu)) \quad \text{for every } u \in W.
\]
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Proof. By Lemma 4.3, $\mathcal{B}$ is injective. Therefore, we can define the operator

$$\mathcal{A} : \mathcal{B}(\mathcal{V}') \times H \to \mathcal{V}', \quad \mathcal{A}(\mathcal{B}(f, \varphi)) := \mathcal{K}(f, \varphi),$$

which satisfies

$$\alpha \|v - w\|_{\mathcal{V}}^p \leq \langle \mathcal{A}v - \mathcal{A}w, v - w \rangle_{\mathcal{W}' \times \mathcal{V}}$$

and, by similar arguments of Remark 2.11, also

$$||\mathcal{A}v - \mathcal{A}w||_{\mathcal{V}'} \leq \tilde{\beta} \left( |\Omega| + \|v\|_{\mathcal{V}}^p + \|w\|_{\mathcal{V}}^p \right) \frac{1}{p-1} \|v - w\|_{\mathcal{V}}^\frac{1}{p-1}$$

for every $v, w \in \mathcal{B}(\mathcal{V}') \times H$, where $\tilde{\beta} = (\beta - \frac{1}{p}) \frac{1}{p-1}$.

Since $\mathcal{B}(\mathcal{V}') \times H$ is dense in $\mathcal{W}$, and then also in $\mathcal{V}$, by the previous estimates $\mathcal{A}$ can be extended to another operator, still denoted by $\mathcal{A}$, $\mathcal{A} : \mathcal{V} \to \mathcal{V}'$, satisfying the above estimates and, by Lemma 4.3, also

$$\left( \mathcal{B}(f, \varphi) \right)' + \mathcal{A}(\mathcal{B}(f, \varphi)) = f \quad \text{in } \mathcal{V}',$$

$$\mathcal{A}(\mathcal{B}(f, \varphi)) = \text{div}_\mathcal{X} \mathcal{M}(f, \varphi) \quad \text{in } \mathcal{V}' .$$

Denote

$$\mathcal{P}u := u' + \mathcal{A}u, \quad u \in \mathcal{W},$$

$$\mathcal{P} : \mathcal{W} \to \mathcal{V}' \times H \quad \mathcal{u} \mapsto \mathcal{B}^{-1}\mathcal{u}$$

and, more specifically,

$$\mathcal{B}^{-1}\mathcal{u} = (\mathcal{P}\mathcal{u}, \mathcal{u}(0)),$$

and consider the composition $\mathcal{N} := \mathcal{M} \circ \mathcal{P} : \mathcal{W} \to L^{p'}(0, T; L^{p'}(\Omega; \mathbb{R}^m))$.

Let us show that

$$\langle \mathcal{N}u - \mathcal{N}v, X_u - X_v \rangle_{\mathbb{R}^m} \geq \alpha |X_u - X_v|^p,$$

and

$$|\mathcal{N}u - \mathcal{N}v| \leq \beta' \left[ 1 + (\mathcal{N}u, X_u)_{\mathbb{R}^m} + (\mathcal{N}v, X_v)_{\mathbb{R}^m} \right] \frac{1}{p-1} |X_u - X_v|^\frac{1}{p-1}$$

a.e. in $\Omega \times (0, T)$ for any $u, v \in \mathcal{W}$, where $\beta' = (\alpha^{-1} \beta^p) \frac{1}{p-1} \max\{1, \alpha^{\frac{p-2}{p-1}} \}$. Fix $u, v \in \mathcal{W}$, let $(f, \varphi), (g, \psi) \in \mathcal{V}' \times H$ satisfy

$$u(x, t) = \mathcal{B}(f, \varphi) \quad \text{and} \quad v(x, t) = \mathcal{B}(g, \psi)$$

for any $(x, t) \in \Omega \times (0, T)$ and denote

$$u_h := \mathcal{P}^{-1}_h(\mathcal{P}u),$$

$$v_h := \mathcal{P}^{-1}_h(\mathcal{P}v).$$

By Lemma 4.3,

$$a_h(\cdot', X_u, f, \varphi) \to \mathcal{M}(f, \varphi) = \mathcal{M}(\mathcal{P}u) = \mathcal{N}u,$$

$$a_h(\cdot', X_v, g, \psi) \to \mathcal{M}(g, \psi) = \mathcal{M}(\mathcal{P}v) = \mathcal{N}v$$

weakly in $L^{p'}(0, T; L^{p'}(\Omega; \mathbb{R}^m))$ and, since, by Definition 2.10 (ii),

$$a_h(x, t, X_u) - a_h(x, t, X_v), X_u - X_v)_{\mathbb{R}^m} \geq \alpha |X_u - X_v|^p \quad h \in \mathbb{N},$$


then, by passing to the limit, we get \((19)\) in virtue of Lemma 2.9 and Theorem 4.2. Moreover, by Definition 2.10 (ii) and (iii), it also holds that

\[
|a_h(x, t, Xu_h) - a_h(x, t, Xu_h)| \\
\leq \beta \left[ 1 + \alpha^{-1}(a_h(x, t, Xu_h), Xu_h) + \alpha^{-1}(a_h(x, t, Xu_h), Xu_h) \right]^{\frac{p-2}{p}} \\
\times \alpha^{-\frac{2}{p}}(a_h(x, t, Xu_h) - a_h(x, t, Xu_h), Xu_h - Xu_h)_{\mathbb{R}^m}^{\frac{1}{p}} \quad h \in \mathbb{N}.
\]

Then, by Lemma 2.9, Theorem 4.2 and Lemma 4.3 and, by passing to the limit, we get

\[
|\mathcal{M}(f, \varphi) - \mathcal{M}(g, \psi)|^{\frac{p-1}{p}} \\
\leq \beta \alpha^{-\frac{2}{p}}(1 + \alpha^{-1}((\mathcal{M}(f, \varphi), XB(f, \varphi))_{\mathbb{R}^m} + (\mathcal{M}(g, \psi), XB(g, \psi))_{\mathbb{R}^m}))^{\frac{p-2}{p}} \\
\times |XB(f, \varphi) - XB(g, \psi)|^{\frac{1}{p}}
\]

and \((20)\) follows too.

We conclude showing that \(A\) is an operator in \(X\)-divergence form, that is, by constructing a limit function \(a(x, t, \cdot) : \mathbb{R}^m \to \mathbb{R}^m\) satisfying

\[
\mathcal{N}u = a(x, t, Xu) \quad \text{for any } u \in \mathcal{W} \text{ a.e. } (x, t) \in \Omega \times (0, T)
\]

and, finally, by showing that \(a \in \tilde{\mathcal{M}}_{\Omega \times [0, T]}(\alpha, \beta', p)\).

Fix sequences of open sets \(\omega_j\) and \(I_j\) such that \(\overline{\omega_j} \subset \Omega\) and \(\overline{I_j} \subset (0, T)\) for every \(j \in \mathbb{N}\) and satisfying \(\bigcup_{j \in \mathbb{N}} \omega_j \times I_j = \Omega \times (0, T)\), and a sequence of cut-off functions \(\Phi_j \in C_0^\infty(\Omega \times (0, T))\) such that \(\Phi_j(x, t) \equiv 1\) in \(\omega_j \times I_j\) for any \(j \in \mathbb{N}\). Then, for any fixed \(\xi \in \mathbb{R}^n\), denoted by \(\eta = \eta(x)\) the vector such that \(C(x)\xi = \eta \in \mathbb{R}^m\), we define

\[
a(x, t, \eta(x)) := \lim_{j \to +\infty} \mathcal{N}w^j_\xi(x) \quad \text{for any } x \in \Omega \setminus Z_X,
\]

where, set \((\xi, x)_{\mathbb{R}^\infty} = \xi_1x_1 + \ldots + \xi_nx_n\), the map \(w^j_\xi\) is defined by

\[
w^j_\xi(x, t) := (\xi, x)_{\mathbb{R}^n} \Phi_j(x, t) \quad \text{for any } (x, t) \in \omega_j \times I_j.
\]

Notice that \(a\) is well-defined by condition (LIC) on the \(X\)-gradient, which ensures that \((X_1(x), \ldots, X_m(x))\) are linearly independent outside \(Z_X\).

The last part of the proof follows verbatim as in Step 2 and Step 3 of Theorem 3.3, where one uses \((19)\) and \((20)\), instead of \((14)\) and \((15)\), and Lemma 4.3, instead of Lemma 3.2.

\[\square\]

**Lemma 4.5.** Consider a sequence \((a_h)_h \subset \mathcal{M}_\Omega(\alpha, \beta, p)\). If

\[
\text{div}_X(a_h(x, X)) \text{ \(G\)-converges to} \text{ \(\text{div}_X(a(x, X))\)}\text{ and}
\]

\[
\partial_t + \text{div}_X(a_h(x, X)) \text{ \(G\)-converges to} \text{ \(\partial_t + \text{div}_X(b(x, t, X))\)}
\]

then,

\[
a = b.
\]

**Proof.** Fix \(g \in V'\) and denote by \(u_h(g) \in V\) the solution to problem

\[
\text{div}_X(a_h(x, Xw)) = g \quad \text{in } V'.
\]
Then, by hypotheses,
\[ u_h(g) \to u(g) \quad \text{strongly in } L^p(\Omega), \]
\[ a_h(\cdot, Xu_h(g)) \rightharpoonup a(\cdot, Xu(g)) \quad \text{weakly in } L^p(\Omega; \mathbb{R}^m). \]

In a similar way, for any fixed \( f \in \mathcal{V}' \) and \( \varphi \in H \), denote by \( v_h(f, \varphi) \in \mathcal{W} \) the solution to problem

\[
\begin{cases}
w' + \text{div}_X(a_h(x, Xw)) = f & \text{in } \mathcal{V}' \\
w(0) = \varphi & \text{in } H.
\end{cases}
\]

Let \( f(x, t) := g(x) \) for any \( t \in [0, T] \) and define \( \varphi_h := u_h(g) \) for any \( h \in \mathbb{N} \). Since, by Remark 2.18 \( (\varphi_h)_h \) strongly converges to \( \varphi := u(g) \) in \( H \), then

\[
(22) \quad v_h(g, u_h(g)) \to v(g, u(g)) \quad \text{strongly in } L^p(0, T; L^2(\Omega)),
\]
\[
(23) \quad a_h(\cdot, Xu_h(g)) \rightharpoonup b(\cdot, Xu(g)) \quad \text{weakly in } L^p(0, T; L^p(\Omega; \mathbb{R}^m)).
\]

Moreover, since \( u_h(g) \) is also a solution to problem (21), with fixed data \( f(x, t) := g(x) \) for any \( t \in [0, T] \) and \( \varphi_h := u_h(g) \) and, since \( v_h(0) = u_h(g) \), then, by the uniqueness of the solution to problem (21), it holds that

\[ v_h(x, t) = u_h(x) \quad \text{for any } t \in [0, T] \]

and, by (22), that \( v(g, u(0)) = u(g) \), that is, \( v \) turns out to be independent of \( t \). By (23), since the left hand side term is independent of \( t \), we have that

\[ b(x, t, \xi) = b(x, \xi). \]

Therefore,
\[ \text{div}_X(a(x, Xu(g))) = g \quad \text{in } \mathcal{V}', \]
\[ \text{div}_X(b(x, t, Xu(g), u(0))) = \text{div}_X(b(x, Xu(g))) = g \quad \text{in } \mathcal{V}', \]
that is,
\[ A^{-1}g = B^{-1}g \quad \text{for every } g \in \mathcal{V}', \]
where \( A : V \to V' \) and \( B : V \to V' \) are, respectively, defined by
\[ Aw := \text{div}_X(a(x, Xw)) \quad \text{and} \quad Bw := \text{div}_X(b(x, Xw)), \quad w \in V. \]

Then, \( A = B \) and, by the convergence of momenta, we finally get \( a = b. \) \( \square \)
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