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Abstract. The 2D XY model exhibits an essential phase transition, which was predicted long ago—by Berezinskii, Kosterlitz and Thouless (BKT)—to be driven by the (un)binding of vortex–anti-vortex pairs. This transition has been confirmed for the standard lattice action, and for actions with distinct couplings, in agreement with universality. Here we study a highly unconventional formulation of this model, which belongs to the class of topological lattice actions: it does not have any couplings at all, but just a constraint for the relative angles between nearest neighbour spins. By means of dynamical boundary conditions we measure the helicity modulus $\Upsilon$, which shows that this formulation performs a BKT phase transition as well. Its finite size effects are amazingly mild, in contrast to other lattice actions. This provides one of the most precise numerical confirmations ever of a BKT transition in this model. On the other hand, up to the lattice sizes that we explored, there are deviations from the spin wave approximation, for instance for the Binder cumulant $U_4$ and for the leading finite size correction to $\Upsilon$. Finally we observe that the (un)binding mechanism follows the usual pattern, although free vortices do not require any energy in this formulation. Due to this observation, one should reconsider an aspect of the established picture, which estimates the critical temperature based on this energy requirement.
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1. The 2D XY model and its constraint lattice action

The 2D XY model is one of the simplest models in quantum field theory and statistical mechanics. It has been studied extensively since the 1970s, but interesting aspects are still being revealed.

This model describes certain systems in solid state physics, in particular superfluid helium films [1], which is reflected by the global O(2) symmetry. Further applications include superconducting films [2], the Coulomb gas model [3], Josephson junction arrays [4] and nematic liquid crystals [5]. The applications are not as broad as for the (even simpler) Ising model, but the phase transition in the XY model is conceptually more interesting. It is one of the few examples in the literature for a transition beyond second order; more precisely, it is of infinite order, and therefore an essential phase transition, known as the
Berezinskii–Kosterlitz–Thouless (BKT) transition [1, 6]. BKT phase transitions have been identified also in other models, which could be solved exactly [7].

In the 2D XY model, the key to its understanding are the vortices and anti-vortices [1, 6]. Entire configurations do not have distinct topological charges, but in a square lattice regularization each plaquette carries a winding number 0, +1 (vortex) or −1 (anti-vortex). The dynamics of these topological defects turned out to be crucial for the phase diagram. Here we stay within the framework of formulations on an $L \times L$ square lattice, with a classical spin $\vec{e}_x$ attached to each site $x$,

$$\vec{e}_x = \begin{pmatrix} \cos \phi_x \\ \sin \phi_x \end{pmatrix} \in \mathbb{R}^2,$$

such that $|\vec{e}_x| = 1$, $\forall x$. The standard action on the lattice (in lattice units) reads

$$S[\vec{e}] = \sum_{\langle xy \rangle} s(\vec{e}_x, \vec{e}_y),$$
$$s(\vec{e}_x, \vec{e}_y) = \beta(1 - \vec{e}_x \cdot \vec{e}_y) = \beta(1 - \cos(\phi_x - \phi_y)),$$

where the sum runs over all nearest neighbour sites $x, y$, and $\beta > 0$ is the inverse coupling. Its critical value for the BKT transition was identified as $\beta_c = 1.1199(1)$ [8] (earlier determinations of $\beta_c$ are quoted in [9, 10]).

The mechanism behind the BKT phase transition was understood based on the density of free vortices (and anti-vortices):

- At $\beta > \beta_c$ this density is low, so that a kind of long-range order$^3$ emerges. The correlations only decay with a power law, so the correlation length $\xi$ is infinite (massless phase). Most of the topological defects occur as tightly bound vortex–anti-vortex pairs, which appear topologically neutral from a large-scale perspective, hence these objects do not prevent the long-range order.

- As $\beta$ decreases below $\beta_c$, a significant number of these pairs dissociate, so the density of free vortices jumps up. This destroys the long-range order, and $\xi$ becomes finite (massive phase). The value of $\beta_c$ has been estimated from the energy that a free vortex requires [1].

This picture was originally in competition with other proposed scenarios, but it is now generally accepted since it led to correct quantitative predictions. They include the exponential divergence of $\xi$ at $\beta \lesssim \beta_c$ as [11]

$$\xi \propto \exp\left(\frac{\text{const.}}{(\beta_c - \beta)^{\nu_c}}\right), \quad \nu_c = 1/2,$$

which characterizes the essential phase transition. If we approach the BKT transition from the other side, i.e. within the massless phase, on large $L \times L$ lattices, this picture predicts the magnetic susceptibility $\chi$ to diverge as [11]

$$\chi \propto L^{2-\eta}(\ln L)^{-2r}, \quad \eta_c = 1/4, \quad r_c = -1/16.$$

$^3$ We use the term ‘order’ in a general sense, beyond the specific meaning, which is excluded in $d = 2$ by the Mermin–Wagner theorem.
The numerical verification of the critical exponents $\eta_c$ and $r_c$ has been a long-standing challenge, despite the simplicity of the model, due to the tedious logarithmic finite size effects (see [10] for an overview). The most satisfactory confirmation of these values was reported in [12], based on simulations of the action (1.2) on lattices up to size $L = 2048$.\(^4\)

The mapping of this system onto the sine–Gordon model also provides analytic predictions for the step scaling function [13]. Again, numerical simulations of the standard action yield a plausible confirmation, if one refers to a specific ansatz for the finite size scaling [14].

Lattice actions with additional spin couplings, such as the Villain action [3], lead to the same continuum extrapolation, as expected due to the general principle of universality. However, this property is less clear for the highly unconventional topological lattice actions [15], which are invariant under (most) small deformations of a spin configuration. The formulation of the 2D XY model by topological lattice actions was recently discussed in [16]. Here we address the most radical variant, the constraint action, which does not have any spin couplings at all. Instead, the relative angles between nearest neighbour spins are constrained to some maximum $\delta$.\(^5\)

Hence the contribution of such a spin pair to the action amounts to

\[
s(\vec{e}_x, \vec{e}_y) = \begin{cases} 0 & \vec{e}_x \cdot \vec{e}_y > \cos \delta \\ +\infty & \text{otherwise.} \end{cases}
\]

Therefore, all configurations which violate this constraint for at least one spin pair $(\vec{e}_x, \vec{e}_y)$ are excluded from the functional integral, while all other configurations have the same action $S[\vec{e}] = \sum_{(x,y)} s(\vec{e}_x, \vec{e}_y) = 0$. Obviously, the concept of a classical limit—which corresponds to the action minimum—does not apply here, and neither does perturbation theory. Instead, there is an enormous degeneracy, since all allowed configurations have the same action.

For increasing $\delta$ a transition from a massless to a massive phase was observed [16]. In particular, at $\delta \gtrsim \delta_c$ the correlation length could be fitted well to the behaviour analogous to relation (1.3),

\[
\xi \propto \exp \left( \frac{\text{const.}}{\sqrt{\delta - \delta_c}} \right).
\]

This observation is based on measurements of $\xi$ on $L \times L$ lattices with $L = 500, 1000$ and $2000$. In the range $\delta = 1.89\,–\,2$, $\xi$ increases from $17.65(5)$ to $251.2(2)$. Referring to values which are converged (for fixed $\delta$ and increasing $L$), we evaluated $\delta_c$ by a fit to the ansatz (1.6), which yields:\(^6\)

\[
\delta_c = 1.775(1).
\]

As another aspect, the evaluation of the critical exponent $\nu_c$ will be discussed in section 3.1.

Moreover, the fits of the susceptibility $\chi$ to the form (1.4) attained a good quality for large volumes, $L = 128\,–\,4096$. Hence we did observe a behaviour which is compatible with $\nu_c = 1/4$ at $\delta_c$.

\(^4\) This study inserted the value $\eta_c = 1/4$ as an input, and some ansatz for the finite size scaling led to the thermodynamic extrapolation $r_c = -0.056(7)$.

\(^5\) The earlier history of $\sigma$ model simulations with a constraint angle includes [17].

\(^6\) In [16] we gave the value $\delta_c = 1.775\,21(57)$, but reconsidering the data and possible uncertainties, as well as fitting variants, we now conclude that the error might be larger. In the following sections we will present simulation results at the point which would be critical in infinite volume; they refer to $\delta_c = 1.775\,21$. 
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with a BKT transition at $\delta_c$, though this type of transition could not be singled out unambiguously. The precision of that study was again limited by the logarithmic finite size effects.

Here we are going to revisit this phase transition for the constraint action. Section 2 deals with the helicity modulus. Its numerical measurement is not straightforward for topological lattice actions. It is achieved nevertheless by the use of dynamical boundary conditions. Section 3 addresses the second moment correlation length $\xi_2$ and the Binder cumulant $U_4$. We give results for the constraint action and for the standard action, which are compared to predictions of the spin wave approximation. Section 4 discusses the statistics and correlations of vortices and anti-vortices, and the density of ‘free vortices’. We study their dependence on the constraint angle $\delta$, and verify the pair (un)binding mechanism for the BKT transition in this unconventional formulation, where free vortices can appear without any energy cost (at $\delta > \pi/2$). Three appendices are devoted to the algorithmic tools that we employed, and to the difficulty in formulating a cluster algorithm for simulations with dynamical boundary conditions.

2. The helicity modulus

The helicity modulus $\Upsilon$ is a quantity to which condensed matter physics often refers. It is sometimes also denoted as ‘spin stiffness’ or ‘spin rigidity’, and it is proportional to the ‘superfluid density’. It appears in the literature on O(4) models [18] in a form which would be called a low energy constant in the terminology of chiral perturbation theory. In that context, it is related to the pion decay constant $F_\pi$ as $\Upsilon \propto F_\pi^2$ [19].

$\Upsilon$ is a measure for the sensitivity of a system to torsion, i.e. to a variation of a twist in the boundary conditions [18]. This is often a useful indicator to characterize a universality class, in addition to the critical exponents and the step scaling function.

2.1. Definition and prediction

For a conventional (non-topological) action on an $L \times L$ lattice, $\Upsilon$ can be defined as

$$\Upsilon = \left. \frac{\partial^2}{\partial \alpha^2} F(\alpha) \right|_{\alpha=0},$$

(2.1)

where $F = -(1/\beta) \ln Z$ is the free energy, and $Z$ is the partition function. Here we assume the boundary conditions to be periodic in one direction, and twisted with the angle $\alpha$ in the other one. $F$ is minimal at $\alpha = 0$, hence $\Upsilon$ corresponds to the curvature in this minimum.

Once we are dealing with topological lattice actions, these notions need to be modified. In particular, for the constraint action (1.5) there is no coupling, hence we consider the dimensionless helicity modulus

$$\bar{\Upsilon} := \beta \Upsilon.$$  

(2.2)

For the 2D XY model in a square volume, the critical value at the BKT transition was first predicted analytically [20] as $\bar{\Upsilon}_{c,\text{theory}} = 2/\pi$. Later, a tiny correction (below 0.2 per mille)
due to winding configurations was identified in [21] (see also [12]), which leads to
\[ \bar{\Upsilon}_{c,\text{theory}} = \frac{2}{\pi} (1 - 16\pi e^{-4\pi}) \simeq 0.636\,508. \]  
(2.3)

2.2. Methods of numerical measurement

For the standard lattice action, there is a convenient way to measure \( \bar{\Upsilon} \) at \( \alpha = 0 \), such that the generation of configurations can be restricted to periodic boundary conditions [22]. The most extensive numerical study that evaluated \( \bar{\Upsilon} \) in this way was performed by Hasenbusch [12]; his results are included in figure 5. In his largest system, \( L = 2048 \), he obtained at \( \beta_c = 1.1199 \) the value\(^7\) \( \bar{\Upsilon}_c = 0.672\,46(10) \), which is still 5.6% too large. For the infinite volume extrapolation, he fitted his results for various sizes \( L \) to the form
\[ \bar{\Upsilon}_c(L) = \bar{\Upsilon}_{c,\text{theory}} + \frac{c_1}{\ln L + c_2}, \]  
(2.4)

with free parameters \( c_1, c_2 \), which worked decently. Reference [12] also derived the theoretical prediction
\[ c_1 \simeq 0.3189 \]  
(2.5)
in the spin wave limit, which was compatible with the fit to the data for the standard action. This prediction is based on the mapping onto the Gaussian model, where the parameter \( \beta \) is inverted. Further arguments in favour of the universality of the coefficient \( c_1 \) (though not of \( c_2 \)) are based on the renormalization group flow [23].\(^8\) Nevertheless, it is interesting to reconsider the coefficient \( c_1 \) for a lattice action which does not involve any \( \beta \) parameter.

For topological actions, the determination of \( \bar{\Upsilon} \) at \( \alpha = 0 \) fails. A small change in \( \alpha \) does not (in general) affect \( F \) at all (in a finite volume). Naively referring to equation (2.2) would suggest \( \bar{\Upsilon} = 0 \). Instead, a valid approach evaluates the curvature that equation (2.2) refers to from a histogram for the \( \alpha \) values, which describes their probability \( p(\alpha) \). Now \( \alpha \) has to be treated as a dynamical variable in the simulation. According to definitions (2.1) and (2.2), its probability density is related to \( \bar{\Upsilon} \) as [24]
\[ \bar{\Upsilon} = -\frac{\partial^2}{\partial \alpha^2} \ln p(\alpha) \bigg|_{\alpha=0}. \]  
(2.6)

In practice, the idea is to determine the curvature in the maximum of \( \ln p(\alpha) \) from a histogram up to moderate \( |\alpha| \).

If this model is formulated with the step action (which the literature calls ‘step model’, although the model is the same [9, 24]), the convenient evaluation at \( \alpha = 0 \) is not applicable either. Here the action of a pair of nearest neighbour spins is given by
\[ s(\phi_x, \phi_y) = \begin{cases} -\beta & |\phi_x - \phi_y| < \pi/2 \\ \beta & \text{otherwise.} \end{cases} \]  
(2.7)

\(^7\) By \( \bar{\Upsilon}_c \) we denote the dimensionless helicity modulus at the critical parameter, even in finite volume.

\(^8\) Moreover, even the sub-leading correction term \( \propto \ln(\ln L)/(\ln L)^2 \) was worked out with renormalization group techniques [29]. However, we will see later that this term is not relevant for the discussion of our results with the constraint action, because they already deviate from the predicted leading order correction.
The BKT transition is observed around $\beta_c \approx 1.2 - 1.3$ [9, 24]. The corresponding histograms for $p(\alpha)$ have been studied in [24], which introduced twist angles in both directions. In each direction it was divided into $L$ independent ‘small twists’, which were updated separately in a Metropolis simulation. In this way, Olsson and Holme measured, at $\beta_c$, on a $L = 256$ lattice, $\bar{\Upsilon}_c = 0.663(6)$. This is closer to the BKT value than the results for the standard action (even in huge volumes [12]), but still 4.2% too large. The authors of [24] were confident that a large $L$ extrapolation is compatible with the BKT prediction. They also fitted their data to the form (2.4) and inserted $c_1 = 1/\pi$ [25], which is close to Hasenbusch’s value (2.5).\(^9\)

In our case, we only deal with one twist at one of the boundaries, an infinite step height, but a flexible step angle $\delta$. We have to switch between spin updates and twist angle updates. Since a Metropolis accept/reject step is fully deterministic, we are guided to a *heat bath* algorithm; see appendix A. We update the spins or $\alpha$ one by one; the problem with the formulation of a *cluster algorithm* is discussed in appendix B.

### 2.3. The helicity gap

In infinite volume, the BKT theory predicts a discontinuity of the helicity modulus. When we apply the 2D XY model to describe superfluids, this jump has a direct physical interpretation: $\bar{\Upsilon}$ is then related to the viscosity, which drops to zero in a discontinuous manner.

For lattice formulations with a coupling, this prediction implies that, as soon as the coupling exceeds its critical value, $\bar{\Upsilon}$ drops to zero. In finite volume the function $\bar{\Upsilon}(\beta)$ is continuous, but for increasing size $L$ the jump to zero is approximated better and better. This behaviour is sketched qualitatively in figure 1. In fact, the observations for the standard action [26] and for the step action [24] are compatible with this picture.

We expect the same behaviour for the constraint action, where (in an infinite volume) $\bar{\Upsilon}(\delta)$ should jump to zero when $\delta$ exceeds $\delta_c$. As a test, we measured $\bar{\Upsilon}(\delta)$ in volumes of size $L = 8 - 64$. Figure 2 shows the results, which are well compatible with this expectation. To further underscore this observation, figure 3 shows specifically the values $\bar{\Upsilon}(\delta = 2)$ in

\(^9\) This small correction is again due to configurations with non-zero winding number.
Figure 2. Results for $\bar{\Upsilon}$ in six volumes, over a range of $\delta$ angles, which includes $\delta_c \approx 1.775$. We observe the expected trend towards a jump down to 0 next to $\delta_c$, in analogy to the schematic figure 1.

Figure 3. Values of $\bar{\Upsilon}$ at $\delta = 2$ against $1/L$. For increasing volume they rapidly drop towards 0, in agreement with the helicity gap picture.

various volumes, which have a highly plausible extrapolation to 0 in the thermodynamic limit $L \to \infty$.

2.4. Critical value of the helicity modulus

We now focus on the critical constraint angle given in [16] (cf section 1), $\delta_c = 1.77521$, and measure $\bar{\Upsilon}_c$ in various volumes. We simulated the model on $L \times L$ lattices in the range
Figure 4. Histograms for the twist angle $\alpha$, measured by heat bath simulations in various volumes. A fit in some interval $[-\alpha_0, \alpha_0]$ ($\alpha_0 = (n_{\text{bin}} - 1) \cdot \pi/30$) determines the curvature in the maximum at $\alpha = 0$.

Table 1. Numerical results for the dimensionless helicity modulus, measured at the critical constraint angle $\delta_c$, in $L \times L$ volumes, by means of histograms for the twist angles $\alpha$ (the statistics gives the number of $\alpha$ values involved).

| $L$ | Statistics | $n_{\text{bin}}$ | $\chi^2$/d.o.f. | $\bar{\Upsilon}_c$ | Error |
|-----|-------------|-------------------|-----------------|-------------------|-------|
| 8   | 16 097 744  | 21                | 0.000004        | 0.6217            | 0.0006 |
| 12  | 9 142 032   | 17                | 0.000004        | 0.6234            | 0.0011 |
| 16  | 6 266 902   | 15                | 0.000005        | 0.6243            | 0.0015 |
| 32  | 2 506 795   | 13                | 0.000006        | 0.6257            | 0.0025 |
| 64  | 1 001 355   | 13                | 0.000016        | 0.6355            | 0.0041 |
| 128 | 1 241 790   | 7                 | 0.000010        | 0.6345            | 0.0041 |
| 256 | 584 178     | 7                 | 0.000020        | 0.6333            | 0.0073 |

$L = 8$–$256$ with dynamical boundary conditions\textsuperscript{10}. Figure 4 shows two of our histograms for the twist angles $\alpha$. Each histogram for $L \leq 128$ is based on more than a million $\alpha$ values; see table 1. The optimal evaluation of the curvature at $\alpha = 0$ was identified by probing a variety of bin sizes, and fitting ranges. The best option (regarding the ratio $\chi^2$/d.o.f.) involves 31 bins for the $\alpha$ values. A parabolic fit is performed by including the number $n_{\text{bin}}$ of bins around $\alpha = 0$, which again minimizes the quantity $\chi^2$/d.o.f. Table 1 displays this number for each volume, along with our results for $\bar{\Upsilon}_c$ and their uncertainties.

For all sizes $L$ that we consider, the deviations of $\bar{\Upsilon}_c$ from the theoretical value $\bar{\Upsilon}_{c,\text{theory}}$ in equation (2.3) is less than 2.4%, and for $L \geq 64$ our results confirm the prediction within the errors. This observation is highly remarkable in view of earlier attempts to measure $\bar{\Upsilon}_c$ with other lattice actions, which could only claim agreement with the BTK value based on the assumption that $\delta$ is fixed at its value which is critical at $L \to \infty$, the correlation length in finite volume will be finite, and we actually see a combination of lattice artefacts and finite size effects.

\textsuperscript{10}If we were at an exactly massless point in any volume, the resulting curve $\bar{\Upsilon}_c(L)$ should be universal, since $L$ is the only scale involved. However, since we fixed (as well as possible) $\delta$ to its value which is critical at $L \to \infty$, the correlation length in finite volume will be finite, and we actually see a combination of lattice artefacts and finite size effects.
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Figure 5. Numerical results for $\bar{\Upsilon}_c$ on $L \times L$ lattices at the critical parameter, for the standard action (data from [12]), the step action (data from [24]) and the constraint action (data from table 1). In the former two cases, all measured results differ significantly from the theoretical BKT value $\bar{\Upsilon}_{c,\text{theory}}$ in equation (2.3), which could only be attained with extended extrapolations. Only for the constraint action do the results agree with the BKT prediction for $L \geq 64$, and the deviation is just 1.9% (2.3%) even at $L = 16$ ($L = 8$). For that action, we show the fit to equation (2.4) with $c_1 = -0.0335382$, $c_2 = 0.166499$. (We also include data measured at $\delta_{c,\text{sw}} = 1.756$, denoted as $\bar{\Upsilon}_{c,\text{sw}}$, which will be discussed in section 3.1.)

on specific large volume extrapolations. For illustration, figure 5 compares our results to those for the standard action [12] and for the step action [24].

The fit for the constraint action data to equation (2.4) yields

$$c_1 = -0.034(11), \quad c_2 = 0.17(80).$$

The corresponding graph is included in figure 5.

Thus there is a clear discrepancy from the $c_1$ value in equation (2.5), which was derived in the spin wave limit and with renormalization group considerations. Of course, there is no rigorous guarantee that our data really reveal the asymptotic large $L$ behaviour, although this is what one would naturally expect.

Still, this discrepancy may look surprising, and it calls for a discussion. On the other hand, this observation might be viewed in light of the recent experience with topological (and mixed) lattice actions.

• Based on the mapping of the 2D XY model onto the sine–Gordon model, [27] derived—in addition to the continuum step scaling function [13]—the coefficient of the leading lattice artefact term, which was also assumed to be universal. In fact, it agrees with data for the standard action [14], but it clearly disagrees with results for various topological actions, including the constraint action [16].
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• In the large $N$ limit of the 2D $O(N)$ model, there are corrections to the continuum step scaling functions, which start in the quadratic order of the lattice spacing, multiplied by some logarithmic factor. In this case, even the leading power of this logarithmic term differs between the standard action and topological actions [28].

• For the 2D $O(3)$ model with a ‘mixed action’ (with a standard coupling plus an angular constraint), the step scaling function has lattice artefacts, which seem incompatible with the expected asymptotic agreement with the standard action artefacts [28].

• For the 1D $O(2)$ model (the quantum rotor), the topological actions are plagued by linear lattice artefacts [15], although one might expect them to be generically quadratic. (However, since this is not a field theoretic example, universality arguments do not apply.)

Nevertheless, in section 3 we are going to investigate further the applicability of spin wave predictions to the constraint action results, now proceeding to much larger lattices.

3. Binder cumulant and second moment correlation length

For the measurement of the dimensionless helicity modulus $\bar{\Upsilon}$ we were restricted to use the heat bath algorithm described in appendix A. Therefore, the lattice sizes which could be reached were rather moderate ($L \leq 256$). In this range, the results agree with the thermodynamic prediction for $\bar{\Upsilon}_{c,\text{theory}}$, but not with the prediction for the coefficient $c_1$.

For an extended test of the applicability of spin wave theory predictions, we now consider the Binder cumulant $U_4$ and the second moment correlation length $\xi_2$. This can be done at fixed periodic boundary conditions, hence we can apply the more efficient Wolff cluster algorithm [29] and explore much larger lattices.

We start from the magnetization $\vec{m}$ and the magnetic susceptibility $\chi$,

$$\vec{m} = \sum_x \vec{e}_x, \quad \chi = \frac{1}{L^2} \langle \vec{m}^2 \rangle. \quad (3.1)$$

The Binder cumulant $U_4$ is obtained as (here we follow the notation of [30], which differs from the widespread convention $U_4 = 1 - \frac{1}{3} \langle (\vec{m}^2)^2 \rangle / \langle \vec{m}^2 \rangle^2$)

$$U_4 = \frac{\langle (\vec{m}^2)^2 \rangle}{\langle \vec{m}^2 \rangle^2}. \quad (3.2)$$

To compute the second moment correlation length $\xi_2$, one considers the Fourier transform of the correlation function $G(x - y) = \langle \vec{e}_x \cdot \vec{e}_y \rangle$

$$\hat{G}(p) = \sum_x G(x) \exp(ipx), \quad (3.3)$$

on an $L \times L$ lattice. It contains the magnetic susceptibility $\chi = \hat{G}(p = 0)$, as well as the quantity $F = \hat{G}(p = (2\pi/L, 0))$ at the smallest non-vanishing momentum. The second moment correlation length is given by

$$\xi_2 = \frac{1}{2 \sin(\pi/L)} \left( \frac{\chi}{F} - 1 \right)^{1/2}. \quad (3.4)$$

It is very similar to the (actual) correlation length, but easier to measure.
Figure 6. The Binder cumulant for the constraint action and for the standard action, compared to the spin wave prediction in the large volume limit.

Predictions for $U_4$ [30] and $\xi_2/L$ [12] in the thermodynamic limit $L \to \infty$ of the 2D XY model have been calculated by using the spin wave approximation, which yields

$$U_{4,\text{sw}} = 1.018192(6) + \frac{C_1}{\ln L + C_2} + \cdots,$$

$$\xi_{2,\text{sw}}/L = 0.7506912\cdots + \frac{C'_1}{\ln L + C'_2} + \cdots,$$

where $C_1, C_2, C'_1$ and $C'_2$ are constants. These asymptotic values, and the coefficients $C_1$ and $C'_1$, are interesting in view of universality. Reference [30] obtained results for the standard action of the 2D XY model, which are consistent with two other models in the same universality class, over a wide range of sizes $L$.

We computed $U_4$ and $\xi_2/L$ for the constraint action, as well as the standard action, at the critical parameter, on $L \times L$ lattices in the range $L = 12$–1024. Our results for the standard action (at $\beta_c = 1.1199$) fully agree with those obtained by Hasenbusch [30]. Figure 6 shows our results for the Binder cumulant. For both lattice actions we observe a trend to a plateau value, which is close to the prediction (3.5), but not in exact agreement. There remains a deviation of about 1 per mille, which is positive (negative) for the constraint action (standard action).

The behaviour of the ratio $\xi_2/L$ is qualitatively similar, as figure 7 shows. Here we observe a deviation from the spin wave prediction (3.5) on the per cent level, again with opposite signs for the two actions. This time the data for the constraint action are clearly closer to the prediction. Our numerical values for $U_4$ and $\xi_2/L$ are listed in tables 2 and 3.

Considering the stable behaviour on the largest lattice sizes that we explored, and the even larger lattices where Hasenbusch simulated the standard action [30], it is not obvious to expect that both curves would ultimately converge to the predicted values for $L \to \infty$, even in the presence of logarithmic finite size effects. Hasenbusch suspected that (universal) sub-leading finite $L$ corrections to the spin wave results could explain...
Figure 7. The second moment correlation length $\xi_2$, divided by the lattice size $L$, for the standard action and for the constraint action. The results for both actions deviate a little from the spin wave prediction.

Table 2. Numerical results for $U_4$ and $\xi_2/L$, obtained with the constraint action.

| $L$  | $U_4$     | $\xi_2/L$ |
|------|-----------|-----------|
| 16   | 1.017811(5) | 0.7445(3) |
| 32   | 1.018521(6) | 0.7441(3) |
| 64   | 1.018871(7) | 0.7434(3) |
| 128  | 1.019061(8) | 0.7427(4) |
| 192  | 1.019121(9) | 0.7424(4) |
| 256  | 1.019167(7) | 0.7421(4) |
| 384  | 1.019218(9) | 0.7413(4) |
| 512  | 1.019266(6) | 0.7410(7) |
| 768  | 1.019294(13)| 0.7406(8) |
| 1024 | 1.019352(1) | 0.7402(7) |

Table 3. Numerical results for $U_4$ and $\xi_2/L$, obtained with the standard action.

| $L$  | $U_4$     | $\xi_2/L$ |
|------|-----------|-----------|
| 12   | 1.02119(4)  | 0.8054(17) |
| 16   | 1.02025(5)  | 0.8014(18) |
| 24   | 1.01933(4)  | 0.7947(15) |
| 32   | 1.01868(6)  | 0.7913(18) |
| 64   | 1.01780(4)  | 0.7861(15) |
| 128  | 1.01738(2)  | 0.7817(15) |
| 256  | 1.01715(3)  | 0.7807(17) |
| 512  | 1.01708(3)  | 0.7771(18) |
| 1024 | 1.01708(2)  | 0.7751(21) |
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this discrepancy. However, this scenario has now the additional difficulty to explain our observation that the results for different lattice actions disagree as well\(^\text{11}\).

For the standard action, Hasenbusch estimated a minimum of \(U_4\) around \(L \approx 6200\), and an extremely slow increase on even larger lattices. Of course, this scenario—and its analogue for the constraint action with a \(U_4\) maximum in some huge volume—cannot be excluded. The alternative scenario would be that \(U_4\) and \(\xi_2/L\) are not truly (but still approximately) universal quantities. It remains as an open question if that alternative scenario holds, and how it could possibly be explained.

### 3.1. Criticality determined from spin wave predictions

For lattice sizes in the range up to \(L = 1024\), we have seen in figures 6 and 7, as well as tables 2 and 3, small but significant discrepancies from the spin wave predictions for the quantities \(U_4\) and \(\xi_2/L\). In this section we are going to explore an alternative approach, which takes these predictions as a basis to determine the critical point. Hence in this alternative approach we assume the predictions (3.5) to be correct, and the numerical data to display a visible convergence towards these values for the lattice sizes under consideration.

For the constraint action this leads to an alternative suggestion for the critical angle, which amounts to

\[
\delta_{c,\text{sw}} = 1.756(2). \quad (3.6)
\]

The results for \(U_4\) and \(\xi_2/L\) at this angle are shown in figure 8. Indeed, this shift from \(\delta_c\) to \(\delta_{c,\text{sw}}\) provides convincing convergence of both quantities towards the spin wave predictions.

Next we measured \(\tilde{\Upsilon}\) at \(\delta_{c,\text{sw}}\) to verify if the curve \(\tilde{\Upsilon}_{c,\text{sw}}(L)\) also converges to the predicted value \(\tilde{\Upsilon}_{c,\text{theory}}\) in the thermodynamics limit. These data points are included in figure 5. They do converge to \(\tilde{\Upsilon}_{c,\text{theory}}\), which is already attained (within errors) at \(L = 12\), so up to this point \(\delta_{c,\text{sw}}\) looks like a plausible alternative for the critical constraint angle.

However, if we fit these data to the predicted asymptotic formula (2.4) we obtain

\[
c_1 = 0.00015(12), \quad c_2 = -2.19(9), \quad (3.7)
\]

so the discrepancy from the \(c_1\) prediction (2.5) persists\(^\text{12}\). In fact, the determination of \(\delta_c\) from \(\xi\) is somewhat involved, but even if we shift this value considerably the absolute value \(|c_1|\)—as obtained from our fits—remains tiny and incompatible with \(\approx 0.32\). Of course we cannot rigorously rule out that the use of tremendously large volumes and ultra-high precision would still provide that value. However, the results accessible with a reasonable computational effort can hardly be reconciled with the \(c_1\) prediction, even with some tolerance for the critical \(\delta\) angle.

In order to explore the alternative approach of this subsection further, we also tried the same method for the standard action. However, in this case it is not possible to find any \(\beta\) parameter which would lead to good convergence of \(U_4\) and of \(\xi_2/L\) towards the values in equation (3.5). As a compromise we choose \(\beta_{c,\text{sw}} = 1.112\); a separate matching of \(U_4\) (of \(\xi_2/L\)) would suggest a larger (lower) \(\beta\), as figure 8 shows. Moreover, \(\beta_{c,\text{sw}}\) is

\(^{11}\)What is expected to differ are the parameters \(C_2\) and \(C_2'\), as well as higher order terms, so the question is whether this can explain the deviating results. In the range up to \(L = 1024\) this seems unlikely.

\(^{12}\)On the other hand, \(c_2\) differs strongly from its value in equation (2.8), but (unlike \(c_1\)) that parameter is not claimed to be universal.
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Figure 8. The Binder cumulant $U_4$ and the ratio $\xi_2/L$ at the alternative suggestions for the critical parameters, based on the spin wave predictions: $\delta_{c,sw} = 1.756$ (for the constraint action) and $\beta_{c,sw} = 1.112$ (for the standard action).

incompatible with the value that we quoted earlier in section 1, $\beta_c = 1.1199(1)$ [8], which is based on a careful high precision study, and which is accepted in the literature.

Therefore, we consider the critical parameter evaluated from the correlation length $\xi$ more reliable. As a further cross-check, we fit the formula

$$\xi \propto \exp(\text{const.}/(\delta - \delta_c^{(t)})^{\nu_c})$$

(3.8)
to our data for the correlation length $\xi$ at $\delta = 1.89 - 2$. Now we insert some trial value for $\delta_c^{(t)}$ and evaluate the critical exponent $\nu_c$ through the fit. In particular, if we insert $\delta_c^{(t)} = \delta_c = 1.77521$ or $\delta_c^{(t)} = \delta_{c,sw} = 1.756$, we obtain $\nu_c = 0.501(7)$ and $0.691(7)$, respectively. The corresponding extrapolations in $\xi(\delta)$ are shown in figure 9 (above). The plot below illustrates the results for $\nu_c$ obtained in this way (along with its error band) over the entire
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Figure 9. Top: the correlation length $\xi$, measured in large volumes (up to convergence in $L$ at fixed $\delta$) and its fits to the function (3.8) for $\delta^{(t)} = \delta_c = 1.77521$ and for $\delta^{(t)} = \delta_{c,sw} = 1.756$. Bottom: the critical exponent $\nu_c$, obtained by fits to equation (3.8), as a function of the angle inserted for $\delta^{(t)}$. We see that $\delta^{(t)} \in [1.7748, 1.7763]$ leads to agreement with the theoretically predicted exponent $\nu_c = 1/2$ [11], in contrast to $\delta_{c,sw}$.

range $\delta^{(t)} = 1.75–1.78$. The BKT value $\nu_c = 1/2$ [11] singles out $1.7748 < \delta_c < 1.7763$, which is clearly incompatible with $\delta_{c,sw}$.

4. Free vortices and vortex–anti-vortex pairs

We define the relative angle between nearest neighbour spins with a mod $2\pi$ operation, which acts such that the absolute value becomes minimal,

$$\Delta \Phi_{x,y} = (\Phi_x - \Phi_y) \mod 2\pi \in (-\pi, \pi].$$  (4.1)
Table 4. The density of all vortices (plus anti-vortices) \( \rho \) and of the ‘free vortices’ \( \rho_{\text{free}} \) without any opposite partner within Euclidean distance \( r = 1, 2 \) or \( 4 \)—at different constraint angles \( \delta \). The measurement was made at \( L = 128 \), but the size dependence is modest.

| \( \delta \) | \( \rho \)   | \( \rho_{\text{free}}^1 \) | \( \rho_{\text{free}}^2 \) | \( \rho_{\text{free}}^3 \) |
|----------|------------|-----------------|-----------------|-----------------|
| 1.8      | 0.00032(1) | 0.00016(5)      | 0.000021(7)     | 0.000013(5)     |
| 2        | 0.0122(1)  | 0.0068(1)       | 0.0045(2)       | 0.0016(1)       |
| 2.2      | 0.06642(7) | 0.0334(1)       | 0.01551(8)      | 0.00172(1)      |
| 2.4      | 0.13390(5) | 0.05527(3)      | 0.01733(3)      | 0.00030(1)      |
| 2.6      | 0.19661(2) | 0.06701(2)      | 0.014110(3)     | 0.000321(1)     |

If we sum these relative angles over the corners \( x, y, z, w \) of a plaquette, and normalize by \( 2\pi \), we obtain the vortex number

\[
v_\Box = \frac{1}{2\pi} (\Delta_{x,y} + \Delta_{y,z} + \Delta_{z,w} + \Delta_{w,x}) \in \{1, 0, -1\}. \tag{4.2}\n\]

For \( v_\Box = 1 \) \( (v_\Box = -1) \) the plaquette carries a vortex (an anti-vortex); higher vortex numbers \( (|v_\Box| > 1) \) do not occur.

As in section 3 we deal with periodic boundary conditions. Hence Stokes’ theorem implies that the total vorticity always vanishes,

\[
\sum_\Box v_\Box = 0. \tag{4.3}\n\]

With this terminology, the picture of vortex (un)binding as the mechanism that drives the BKT transition can be probed explicitly. For the standard action (1.2) this has been done in [31]–[34], and the results are essentially consistent with the suggested picture. These considerations were static, comparing the behaviour in the different phases.

There are also studies of the dynamics of the unbinding when \( \beta \) decreases gradually below \( \beta_c \). Such considerations proceeded first by solving the Fokker–Planck equation [35], and later by Monte Carlo simulations [36]. For the standard action, the outcome was again compatible with the picture of dissociating vortex–anti-vortex pairs.

For the constraint action that we are investigating here, we first show in table 4 and figure 10 how the total vortex plus anti-vortex density \( \rho \) depends on \( \delta \).\(^{13}\) Vortices are possible for \( \delta > \pi/2 \), but their density become significant only around \( \delta \gtrsim 1.9 \), i.e. somewhat above \( \delta_c \).

As an illustration, we show in figure 11 the vortex and anti-vortex distribution in typical configurations of an \( L = 64 \) lattice at \( \delta = 1.85, 2, 2.15 \) and \( 2.3 \). We observe also here the increase in the total vortex density. In addition we recognize a strong trend towards vortex–anti-vortex pair formations at \( \delta = 1.85 \), which fades away for increasing \( \delta \). These specific configurations appear qualitatively consistent with the (un)binding mechanism. However, a solid verification requires statistical investigations, which we will present in the rest of this section.

\(^{13}\) For the corresponding density with the standard action we refer to [37].
Figure 10. The vortex density $\rho$, i.e. the number of plaquettes with $|v\square| = 1$, divided by the volume. We show results obtained at $L = 128$, but the volume dependence is marginal. Error bars are included, but are too small to be seen, and the line is drawn to guide the eye.

4.1. Free vortex density

According to the established picture, it is not the total vortex density which matters for the fate of a long-ranged order, but rather the density of ‘free vortices’. There is clearly some ambiguity in an explicit definition of this term. An obvious possibility is to count those vortices which are not accompanied by any anti-vortex (or vice versa) within some Euclidean distance $r$. Table 4 and figure 12 show the corresponding free vortex densities $\rho^\text{free}_r$ for $r = 1, 2$ and 4. In all cases, there is a significant onset in the interval $\delta = 1.8–1.9$, which is compatible with the onset of $\rho$. For $r \geq 2$ the densities $\rho^\text{free}_r$ decrease again at large $\delta$ angles, as a consequence of the high total density $\rho$. However, it is the first onset which indicates the dissociation of vortex–anti-vortex pairs, and which is therefore relevant for the BKT picture. Our observation is compatible with this picture, up to a shift of the onset somewhat into the massive phase. A similar behaviour has been observed for the standard action [31]–[34].

4.2. Vorticity correlation

The established picture of the BKT transition also implies a sizeable vorticity anti-correlation over short distances in the massless phase—in particular over distance 1. Figure 13 shows results for the vorticity correlation function

$$C(r) = \langle v\square(x_1, x_2) v\square(x_1 + r, x_2) \rangle |_{|v\square(x_1, x_2)| = 1} \quad (4.4)$$

14 A similar consideration with the standard action is given in [37].
Figure 11. The distribution of vortices (filled squares) and anti-vortices (empty diamonds) in typical configurations on a $64 \times 64$ lattice at $\delta = 1.85, 2$ (above), and $\delta = 2.15, 2.3$ (below). For growing $\delta$ we observe an increasing vortex density (cf figure 10), but a decreasing trend towards vortex–anti-vortex pair formations, and therefore more and more free vortices (cf figure 12).

over distances $r = 1, 2$ and 3, at a set of constraint angles $\delta \geq \delta_c$. Indeed we confirm a marked anti-correlation over distance 1 around $\delta_c$, which rapidly fades away when $\delta$ increases.

Of course, there is a trivial argument for $C(1) < 0$, since the relative angle of the common link of adjacent plaquettes contributes to their vorticity with opposite sign. However, this alone does not explain the sharp slope at $\delta = 1.8–1.9$, and the remaining anti-correlation at $r = 2$ and 3.

This observation is reminiscent of the anti-correlation of the topological charge density in gauge theories, for configurations in the neutral sector [38]. This property was confirmed explicitly on the lattice for QCD [39] and for the Schwinger model [40].
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4.3. Vortex–anti-vortex pair formation

Finally we want to investigate the vortex–anti-vortex pair formation from yet another, more direct perspective. Given a configuration, we first identify its \( N \) vortices and \( N \) anti-vortices, and we search for the optimal pairing. This optimization minimizes the quantity

\[
D^2 = \frac{1}{N} \sum_{i=1}^{N} d_{\text{VA},i}^2
\]  

\[ (4.5) \]
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where $d_{VA,i}$ are the Euclidean distances that separate the vortex–anti-vortex partners. The straightforward method of checking all possibilities is safe, but only applicable up to $N \approx 14$. We work again at lattice size $L = 128$ with constraint angles up to $\delta = 2.05$, where typically $N$ is close to 200 (see figure 10). In order to still identify the optimal pairing (with high probability), we applied the technique of ‘simulated annealing’; see appendix C.

The results for $D^2$ at different angles $\delta$ are shown in figure 14. We see a slight increase at $\delta \gtrsim 1.8$, followed by a sharp increase at $\delta \gtrsim 1.9$. This is another piece of evidence for the (un)binding mechanism behind the BTK transition, and once more the obvious effect is shifted somewhat into the massless phase.

To take a closer look at the meaning of the $D^2$ values in figure 14, we add the following comparison: we take the mean vortex number $N$ at some $\delta$ angle, and spread the same number of $N$ vortices and anti-vortices randomly (with a flat probability) over the $L = 128$ lattice. Figure 15 (above) compares the $D^2$ values obtained in this way to those of the simulation. We see a large difference, i.e. a strong trend towards non-accidental pair formation in the simulation, in particular up to $N \approx 50$, which corresponds to $\delta \approx 1.9$ in the simulation; for larger $N$ this trend is much weaker.

As a further reference quantity, we add (at even $N$) the same comparison for

$$R^2_{VV} = \frac{2}{N} \sum_{i=1}^{N/2} d_{VV,i}^2 \quad \text{and} \quad R^2_{AA} = \frac{2}{N} \sum_{i=1}^{N/2} d_{AA,i}^2,$$  

(4.6)
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Figure 14. The mean distance squared within the vortex–anti-vortex pairs, $D^2$, on a $L = 128$ lattice. The significant (drastic) increase above $\delta_c$ (above $\delta = 1.9$) indicates the unbinding of some (numerous) pairs.

simulated or random distributed vortices (and anti-vortices). Hence the trend for pair formations is in fact specific to the pairs of opposite partners.

For an ultimate clarification, figure 16 shows the ratios between $D^2$ for simulated configurations with $N$ vortices and $N$ anti-vortices, and with the same number of randomly distributed vortices and anti-vortices. We see again the powerful trend towards pair formation at small $N$, which fades away as $N$ increases. The plot also shows the corresponding ratios for $R_{VV}^2$ and for $R_{AA}^2$. In those cases the difference between simulation and random distribution is tiny; for small $N$ (corresponding to $\delta \lesssim 1.9$) we even observe a slight trend of repulsion between simulated vortices.

5. Conclusions

We have investigated the phase transition of the 2D XY model in the formulation with the constraint lattice action (1.5). Simulations with dynamical boundary conditions confirmed—in an unprecedented manner—the value of the dimensionless helicity modulus $\tilde{\Upsilon}_{c,\text{theory}}$, which was predicted for a BKT phase transition. In contrast to other lattice actions, the finite size effects are modest in this case. In particular, the value of $\tilde{\Upsilon}_c$ remains close to the BKT value, up to $1.9\%$ down to volumes as small as $16 \times 16$.

This eliminates any doubt that the constraint lattice action does belong to the same universality class as the conventional lattice actions, which involve spin couplings, like the standard action (1.2). Moreover, this provides one of the most compelling pieces of numerical evidence that has ever been found for the BKT behaviour of the 2D XY model.

Regarding the spin wave predictions for this model, however, we observed discrepancies in the range of lattice sizes that we could explore. This is seen clearly for the coefficient $c_1$ in the leading finite size correction to $\tilde{\Upsilon}_{c,\text{theory}}$, cf equation (2.4), although the universality of $c_1$ is also supported by renormalization group flow arguments [23]. In this context, however, our data are restricted to $L \leq 256$. 
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Figure 15. The quantities $D^2$ (above), $R^2_{VV}$ and $R^2_{AA}$ (below) of equations (4.5) and (4.6). In each case, we compare the values for simulated configurations (at a $\delta$ angle, which leads on average to $N$ vortices) to $N$ randomly distributed vortices and anti-vortices. For $D^2$ this makes a sizeable difference, in particular at low $\delta$, due to the pair formation. On the other hand, such a formation mechanism does not exist for vortex–vortex pairs, or anti-vortex–anti-vortex pairs, as the results for $R^2_{VV}$ and $R^2_{AA}$ reveal.

On much larger lattices we still observed small but significant deviations from the values predicted by spin wave theory for $U_4$ and $\xi_2/L$. In this case there are also deviations for the standard action, at least up to the largest volumes that have been simulated. For both quantities, the data obtained for the two actions deviate from the spin wave prediction with opposite signs.

For the constraint action there is an alternative angle $\delta_{c,sw}$, which leads to good agreement with the spin wave predictions for $U_4$ and $\xi_2/L$. However, adopting that value still does not fix the discrepancy with the prediction for the coefficient $c_1$. In addition, it is
not compatible with our data for the correlation length $\xi$, and this approach to determine the critical point does not work well for the standard action.

Finally, we verified the picture of vortex–anti-vortex pair (un)binding as the mechanism behind the BKT transition. Our results for the density of free vortices and antivortices (without an opposite partner up to some distance), for the vorticity correlation and for the sum over pair separations squared are all compatible with this picture. As for the conventional actions, we can indeed confirm that a relevant number of pairs dissociate when we move from the massless to the massive phase, so the free vortex density becomes significant. However, this consideration alone would not enable a precise determination of the critical constraint angle $\delta_c$, in analogy to the standard action, where the critical value $\beta_c$ could only be estimated approximately based on the pair (un)binding. In both cases, the obvious onset of the free vortex density is shifted somewhat into the massive phase.

The validity of this mechanism is highly non-trivial, since the free vortices do not cost any energy (if the constraint allows them). Hence their suppression in the range $\pi/2 < \delta \lesssim \delta_c$ can only be explained by the combinatorial frequency of configurations carrying different vorticities. In this regard, our results deviate from the established point of view, since they demonstrate that a BKT transition can occur even without any Boltzmann factor suppression of free vortices.

To summarize, the quantitative BKT prediction for the helicity modulus in the thermodynamic limit is confirmed excellently, and the picture behind it as well. On the other hand, the inspiration of this picture—with a Boltzmann weight for free vortices—is not confirmed, since we observe the same feature on purely combinatorial grounds.
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Appendix A. Heat bath algorithm

When we run a Metropolis algorithm for the constraint action given in equation (1.5), the decision about accepting a proposed update step is fully deterministic: if the updated configuration obeys the constraint it will always be accepted; otherwise it must be rejected. This unusual property holds both for updated spin variables and—in the case of dynamical boundary conditions—also for the updated twist angle $\alpha$.

In this algorithmic scheme it is optimal to update the spins one by one. If we suggest a new spin

$$\vec{e}_x = \left( \frac{\cos \phi_x}{\sin \phi_x} \right) \rightarrow \vec{e}'_x = \left( \frac{\cos \phi'_x}{\sin \phi'_x} \right),$$

(A.1)

it depends on its four nearest neighbours if it will be accepted, and—if $x$ is next to the twisted boundary—also on $\alpha$. The common Metropolis implementation would suggest a new angle in some small interval around the previous one, $\phi'_x \in [\phi_x - \Delta, \phi_x + \Delta]$.

It is noteworthy, however, that for $\delta > \pi/2$ (the case we are dealing with) the allowed circular section for $\phi'_x$ may consist of disjoint arcs. Hence, by using a small $\Delta$, one could overlook part of these allowed arcs, far away from $\phi_x$, although these angles are not suppressed. Therefore, it is better to probe the entire allowed circular section, and choose $\phi'_x$ therein with flat probability. The situation is similar for the update of the twist angle $\alpha \rightarrow \alpha'$, which should also be chosen arbitrarily in the allowed circular section (which does not violate the constraint).

Thus the new values do not depend on the previous ones, but only on (part of) the rest of the configuration, so this is a heat bath algorithm. This algorithm is robust and generally applicable for this type of action. It was also used for quenched QCD simulations with an analogous constraint [41], i.e. a lower bound for each plaquette variable (which was in that case combined with a kinetic term).

One could compute the boundaries of the allowed section, including possible disjoint pieces, but in particular in the case of $\alpha'$ this tends to be tedious. A simpler method suggests a new angle, $\phi'_x$ or $\alpha'$, anywhere on the circle (with flat probability), and checks if it is allowed. If not, one tries again and repeats this until one finds an allowed one—this is a multi-hit procedure. In practice, one may also limit the number of proposals (‘hits’) for the angle under consideration; if it is still not accepted after some maximal number of attempts, one moves on to the update of another angle.

For spin updates and $\delta \approx \delta_c$, on average two proposals for $\phi'_x$ are sufficient. More delicate is the search for an acceptable $\alpha'$; here, the required hit number is much larger and it increases with the lattice size $L$. At $\delta_c$, it takes on average $23.44(4)$ hits for $L = 16$, $109(4)$ hits for $L = 128$, and $162(5)$ hits for $L = 256$. Still, for the study of the helicity modulus the fluctuation of $\alpha$ is vital, so we have to make sure to choose the cutoff for the number of $\alpha'$ hits large enough to keep the twist angle moving frequently.
Appendix B. Cluster algorithm

Sections 3 and 4 deal with periodic boundary conditions, where it is straightforward and profitable to apply the Wolff cluster algorithm [29]. For a given spin configuration we choose a random Wolff direction \( \vec{r} \), which defines a spin flip as a reflection on the line through zero, which is vertical to \( \vec{r} \). We then consider pairs of nearest neighbour spins: if the flip of one of them would violate the \( \delta \)-constraint, we connect them by a bond. Similarly to appendix A, we encounter the peculiarity that the bonds are set in a fully deterministic way. A set of spins connected by bonds constitutes one cluster. Thus we can divide the whole lattice into clusters (sets of spins, which can only be flipped collectively) and flip each one with probability one-half (multi-cluster algorithm), or we start from a random site and build one cluster, which will be flipped for sure (single-cluster algorithm).

In either case, it is guaranteed that the new configuration obeys the \( \delta \)-constraint, since the collective flip of two spins in the same cluster just changes the sign in their relative angle,

\[
\Delta \phi_{x,y} \to -\Delta \phi_{x,y}.
\]

This algorithm is far more efficient than the heat bath method, in particular close to \( \delta_c \).

There is hence strong motivation to search for a generalized cluster algorithm, which can also be applied in the presence of dynamical boundary conditions, with which we are confronted in section 2. This issue has been addressed before in [42], for a setting where the twist is split over the layers of lattice sites, though that algorithm does not apply to all configurations.

In our setting, the difficulty can be seen as follows. Assume that we build clusters of spins by implementing the instruction to put a bond whenever the flip of one spin out of a nearest neighbour pair would be forbidden. However, the actual goal behind this instruction is that clusters can be flipped freely without ever violating the constraint. If we flip a cluster which includes a spin pair across the twisted boundary, its relative angle

\[
\Delta \phi_{x_2}^{tb} = (\phi_{L,x_2} - \phi_{1,x_2}) \mod 2\pi, \quad x_2 \in \{1, \ldots, L\}
\]

before the flip obeys

\[
| (\Delta \phi_{x_2}^{tb} + \alpha) \mod 2\pi | < \delta.
\]

A cluster flip (in the above sense) only entails the transition \( \Delta \phi_{x_2}^{tb} \to -\Delta \phi_{x_2}^{tb} \), so it is not guaranteed anymore that the constraint still holds.

We could guarantee this for the cluster under consideration if we flipped simultaneously the sign of \( \alpha \). However, if the cluster does not capture the entire twisted boundary, this sign change could lead to a violation of the constraint for other spin pairs. Hence we are forced to include \( \alpha \) in the cluster building. The inclusion of such a non-local variable—which extends in this case over a whole boundary—would be a conceptual novelty.

\[\text{15}\] The modulo operation is still defined such that it provides a minimal absolute value; cf equation (4.1).
B.1. Proposal for a cluster algorithm with dynamical boundary conditions

Here we sketch an attempt to construct a cluster algorithm that involves the twist angle $\alpha$, and its shortcomings. We still assume only one twist, at the boundary between $x_1 = 1$ and $L$. Then the constraint across this boundary takes the form $\langle B.3 \rangle$.

We stay with the prescription that a flip of a spin changes the sign of its component parallel to the Wolff direction, while flipping $\alpha$ means

$$\alpha \rightarrow -\alpha. \quad (B.4)$$

Cluster updates alone are not ergodic, since they never change $|\alpha|$. Hence one has to insert intermediate steps which do perform such a change; this is done best by a heat bath $\alpha$-update, as described in appendix A.

However, the real issue is the formation of the clusters, such that they can be flipped freely while detailed balance is guaranteed. The spin part of a cluster grows in the usual way. Once a cluster touches the twisted boundary, i.e. once it incorporates a spin variable $\vec{e}_{1,x_2}$ or $\vec{e}_{L,x_2}$, it is possible to add $\alpha$ and/or the periodic neighbour spin to this cluster. If this happens for $\alpha$, any spin $\vec{e}_{1,x_2'}$ or $\vec{e}_{L,x_2'}$ (with $x_2' \neq x_2$) could further join the cluster. Thus a ‘cluster’ could consist of disconnected patches.

Let us consider two spins $\vec{e}_{1,x_2}$ and $\vec{e}_{L,x_2}$ (for some $x_2$) and the twist angle $\alpha$. We discuss the options to put a bond which ties two of these three variables, or even a super-bond which captures all three, so they all belong to the same cluster. In light of the above flip definition, there are eight possible constellations: the projection of the spins in the Wolff direction, and the angle $\alpha$, can all be positive or negative. We have also pointed out before that a collective flip of all three variables cannot violate the constraint $^{16}$ Hence we restrict our table to the case $\alpha > 0$; the rest is determined by the invariance under a collective flip. We distinguish the orientations of the two spins ($\uparrow$ or $\downarrow$ with respect to the Wolff direction) at $\alpha > 0$. For each of these four options, the action can be 0 or $+\infty$, so there are 16 cases, see table B.1.

In each case we specify which among the three variables have to be tied by a bond in order to exclude cluster flips that could violate the constraint. These variables are given as the indices of the bond term $B$, where 1 and $L$ refer to the spins $\vec{e}_{1,x_2}$ and $\vec{e}_{L,x_2}$, respectively. Moreover, these bonds are set in a fully deterministic manner.

- Two cases in table B.1 are trivial: case 1 (no bond, so flips lead to all eight constellations) and case 16 (never occurs).
- In cases 12–15, three spin orientations are forbidden. Here a super-bond over all three variables is required, which just allows for a total flip of both spins and $\alpha$, thus including exactly the two allowed constellations.
- In cases 6–11, there are two forbidden spin orientations. In these cases, we put one bond which ties two out of the three variables; then going through all flips covers exactly the four allowed constellations.
- In cases 2–5 there is one forbidden spin orientation, and excluding it requires again a super-bond over all three variables.

Unlike the previous cases, this is not really consistent, because this super-bond only allows for flips between two constellations of the spins and of $\alpha$, missing the other four

$^{16}$ Of course, we assume the system to be initially in an allowed configuration.
allowed constellations. Actually, it is obvious that we cannot get access to all the six allowed constellations in this way, because flips can only attain to $2^n$ constellations, $n \in \mathbb{N}$.

Not allowing a transition to the missing four constellations in cases 2–5 implies a violation of detailed balance, so this is a serious problem (similar to the approach of [42]). A brute-force solution is to put no bond in these cases, and suggest cluster flips, which are rejected if they violate the constraint.

To probe if this mixed approach is promising, we investigate how often these troublesome constellations occur. There are five angles involved: the spin angles $\phi_{1,x_2}$ and $\phi_{L,x_2}$, the twist angle $\alpha$, the angle of the Wolff direction and the constraint angle $\delta$. Again we assume $\alpha \geq 0$, we fix $\delta = \delta_c$ and we now distinguish the classes with $k = 1, 2, 3$ or 4 allowed spin orientations. The ‘bad cases’ are those in the class $k = 3$ (cases 2–5 in table B.1); one might hope that they are rare.

We consider $\alpha \in [0, 0.4]$. At fixed $\alpha$, we vary the three remaining angles (Wolff direction and the two spins, such that we obtain an allowed spin orientation), and count what fraction belongs to each of the four classes. This is shown in figure B.1. At $\alpha = 0$ the ‘odd classes’ ($k = 1$ or 3) do not occur. When we keep $\alpha$ small, they are still suppressed. This suppression is strong for $k = 1$, but not that much for $k = 3$, unfortunately. For instance, at $\alpha = 0.1$ already 9% of the angular combinations belong to class $k = 3$.

The brute-force method is not a consistent cluster algorithm; this could be harmful for its efficiency. In view of its occasional accept/reject decision about cluster flips, and the additional heat bath step (which is required for the alteration of $|\alpha|$), this algorithm does not appear very promising. Hence we did not apply it, and it remains an interesting open question how to deal with the cases in the class $k = 3$, and—more generally—how

---

**Table B.1.** Table for the orientations of two spins at the twisted boundary. We assume $\alpha > 0$, consider the possible actions in each case, and specify which bonds are necessary to avoid flips to forbidden configurations.

| Bond | $B_{1L\alpha}$ | $B_{1La}$ | $B_{1La}$ | $B_{1La}$ | $B_{1L}$ | $B_{La}$ | $B_{1L}$ |
|------|----------------|-----------|-----------|-----------|---------|---------|---------|
| $\vec{e}_{1,x_2}$ | $\vec{e}_{L,x_2}$ | $\exp(-S)$ |
| ↑    | ↑    | 1       | 1       | 1       | 0       | 1       | 1       | 0 |
| ↑    | ↓    | 1       | 1       | 1       | 0       | 1       | 0       | 1 |
| ↓    | ↑    | 1       | 1       | 0       | 1       | 0       | 1       | 1 |
| ↓    | ↓    | 1       | 0       | 1       | 1       | 0       | 0       | 0 |
| Case number | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

| Bond | $B_{1L\alpha}$ | $B_{1La}$ | $B_{1La}$ | $B_{1La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1La}$ | $B_{1La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1La}$ | $B_{1La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1La}$ | $B_{1La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1La}$ | $B_{1La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1L\alpha}$ | $B_{La}$ | $B_{1La}$ | $B_{1La}$ | $B_{1L\alpha}$ | $B_{La}$ |
|------|----------------|-----------|-----------|-----------|---------------|---------|---------------|---------|-------|---------------|---------|---------------|---------|-------|---------------|---------|---------------|---------|-------|---------------|---------|---------------|---------|-------|---------------|---------|---------------|---------|-------|---------------|---------|---------------|---------|-------|---------------|---------|---------------|---------|-------|
| $\vec{e}_{1,x_2}$ | $\vec{e}_{L,x_2}$ | $\exp(-S)$ |
| ↑    | ↑    | 1       | 0       | 0       | 1       | 0       | 0       | 0 |
| ↑    | ↓    | 0       | 1       | 0       | 0       | 1       | 0       | 0 |
| ↓    | ↑    | 0       | 0       | 1       | 0       | 0       | 0       | 0 |
| ↓    | ↓    | 1       | 1       | 1       | 0       | 0       | 0       | 1 |
| Case number | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
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Figure B.1. The relative frequency of the classes with $k = 1, 2, 3$ or $4$ allowed spin orientations, at $\delta = \delta_c = 1.77521$, for variable angles of the Wolff direction and the two spins (with an allowed starting orientation).

to construct a consistent cluster algorithm which involves a non-local variable, such as a dynamical boundary twist.

Appendix C. Simulated annealing

For a given configuration, we first identify the $N$ vortices and $N$ anti-vortices. There are $N!$ possibilities to build vortex–anti-vortex pairs. For one option, they are separated by some Euclidean distances $d_{VA,i}, i = 1, \ldots, N$. For the considerations in section 4.3 we search for the pairing which minimizes the term $D^2$ in equation (4.5). For comparison we also perform the optimal pairing among the vortices and among the anti-vortices. On the $L = 128$ lattice, and $\delta$ close to—or above—$\delta_c$, we cannot check all possibilities, since $N$ is of $O(100)$. Hence we resort to the technique of simulated annealing [43].

We start from one arbitrary pairing, measure $D^2$ and suggest a minimal modification by exchanging the partners between two pairs (which are randomly selected). Then we take a Metropolis-style decision about this modification: it is always accepted if $D^2_{\text{new}} \leq D^2_{\text{old}}$, and with probability $\exp([-D^2_{\text{old}} - D^2_{\text{new}}]/T)$ otherwise. The parameter $T$ decreases as a monotonic annealing function of the number of $\tau$ of such annealing steps. We test three functions of this kind: linear, exponential and piecewise constant,

$$T(\tau) = \begin{cases} T_0(1 - \tau/u) & \tau/u < 1 \\ 0 & \text{otherwise}, \end{cases} T(\tau) = T_0 \cdot v^{100\tau/u}. \quad \text{(C.1)}$$

or the deformation of the linear decrease into stair steps. The constants are chosen as $T_0 = 100$, $u = 10^7$ and $v = 0.99$.

\footnote{On one core at 2.9 GHz, that takes almost 7 h for $N = 14$, and more than four days for $N = 15$.}
For a given configuration, we test 20 initial pairings and all three annealing functions, and the process ends based on a ‘Cauchy criterion’ (no change within 500 annealing steps). The lowest final $D^2$ value found in this way is in fact the global minimum for configurations with up to 14 vortices, as we checked by testing all pair formations. For higher vortex numbers we consider this way of searching for the global minimum as still quite reliable, based on the consistency of the optimal solution identified in multiple runs, with distinct starting points and annealing functions.
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