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In this paper, the fixed-point theorem for monotone contraction mappings in the setting of a uniformly convex smooth Banach space is studied. This paper provides a version of the Banach fixed-point theorem in a complete metric space.

1. Introduction

Many problems arising in different areas of mathematics, such as optimization, variational analysis, and differential equations, can be modeled by the following equation:

\[ Tx = x, \]

where \( T \) is a nonlinear operator on any set \( \mathcal{X} \) into itself. The solutions to (1) are called fixed points of \( T \). The fixed-point theory is concerned with finding conditions on the structure that the set \( \mathcal{X} \) must be endowed as well as on the properties of the operator \( T: \mathcal{X} \rightarrow \mathcal{X} \), in order to obtain results on the existence (and uniqueness) of fixed points, the data dependence of fixed points, and the construction of fixed points. The set or the ambient space \( \mathcal{X} \) involved in fixed-point theorems covers a variety of spaces such as lattice, metric space, normed linear space, generalised metric space, uniform space, and linear topological space while the conditions imposed on the operator \( T \) are generally metrical or compactness type of conditions.

Given a complete metric space \( (\mathcal{X}, d) \), the most well-studied types of self-maps are referred to as Lipschitz mappings (or Lipschitz maps, for short), which are given by the metric inequality:

\[ d(Tx, Ty) \leq kd(x, y), \]

for all \( x, y \in \mathcal{X} \), where \( k > 0 \) is a real number, usually referred to as the Lipschitz constant of \( T \). The metric inequality (2) can be classified into three categories, contraction mappings for the case where \( k < 1 \), nonexpansive mappings for the case where \( k = 1 \), and expansive mappings for the case where \( k > 1 \). The most important property of (2) is that they are uniformly continuous. Thus, for any sequence \( \{x_n\}_{n \geq 1} \) converging to \( x \) in \( \mathcal{X} \), there is \( d(Tx_n, Tx) = 0 \) as \( n \rightarrow \infty \).

The following theorem due to Banach and Steinhaus [1] is the first and simplest of the metric fixed-point theory of Lipschitz maps.

**Theorem 1** (contraction mapping theorem). Let \( (\mathcal{X}, d) \) be a complete metric space and \( T: \mathcal{X} \rightarrow \mathcal{X} \) be a given contraction. Then, \( T \) has a unique fixed point \( p \), and

\[ T^n(x) \rightarrow p \quad (as \quad n \rightarrow \infty) \]

for each \( x \in \mathcal{X} \).  

Fixed-point problems of contraction mappings always exist, and it is unique due to Theorem 1. This is a very useful result, and it has been applied in the determination of the existence and uniqueness of many results in analysis (both pure and applied) and economics (see, for instance, Border [2], Freeman [3], Picard [4], and Lindelof [5]).

In this paper, a version of Theorem 1 in the setting of a smooth Banach spaces for monotone contraction mappings is provided. In other words, the fixed-point theorem for monotone contraction mappings in a uniformly convex smooth Banach space is proved.

**Definition 1** (normalised duality mapping, see Lumer [6]). Let \( \mathcal{X} \) be a Banach space with the norm \( \| \cdot \| \) and let \( \mathcal{X}^* \) be the...
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mostly lies on the case when normalised duality mapping for every sequence generalised projection functional $\phi(x) = \langle x, f \rangle = f(x)$.

Remark 1. By virtue of the Riesz representation theorem, it follows that $JX = x$ (if $J$ is the identity map) when it is in a Hilbert space.

Throughout this paper, $R$ denotes the real part of a complex number. Also, $F(T)$ is used to denote the set of fixed points of the mapping $T' (\text{that is}, F(T) = \{x \in \mathcal{C} : Tx = x\}).$

Definition 2 (generalised projection functional, see Alber [7]). Let $\mathcal{X}$ be a smooth Banach space and let $\mathcal{X}^*$ be the dual space of $\mathcal{X}$. The generalised projection functional $\phi(\cdot, \cdot) : \mathcal{X} \times \mathcal{X}^* \to R$ is defined by

$$\phi(y, x) = \|y\|^2 - 2R \langle y, Jx \rangle + \|x\|^2,$$

for all $x, y \in \mathcal{X}$, where $J$ is the normalised duality mapping from $\mathcal{X}$ to $\mathcal{X}^*$. It is obvious from the definition that the generalised projection functional $\phi(\cdot, \cdot)$ satisfies the following inequality:

$$(\|y\| - \|x\|)^2 \leq \phi(y, x) \leq (\|y\| + \|x\|)^2,$$

for all $x, y \in \mathcal{X}$.

The definition for the mapping discussed in this paper is introduced in the following.

Definition 3 (monotone contraction mapping). Let $\mathcal{X}$ be a smooth Banach space and let $\mathcal{E}$ be a closed subset of $\mathcal{X}$. Then, the mapping $T : \mathcal{E} \to \mathcal{E}$ is said to be a monotone contraction mapping if there exists $0 \leq c < 1$ such that for all $x, y \in \mathcal{E}$, the following two conditions are satisfied:

1. $\langle Tx - Ty, JTx - JTy \rangle \leq c \langle x - y, Jx - Jy \rangle$,
2. $\langle T^{m+1}x - T^m y, JT^{m+1}x - JT^m y \rangle \leq 0$,

where $J$ is the normalised duality mapping and for all $m, n \geq 0$ with $m \neq n$.

It should be noted here that, monotone contraction mappings reduce to the contraction type of mappings in (2) when in Hilbert spaces because in Hilbert spaces $J$ is the identity mapping.

2. Preliminaries

The following proposition and lemmas are introduced that will be used in the proof of the main result. As before, all notations employed remain as defined.

**Proposition 1** (see, for instance, Ezeearn [8]). Let $\mathcal{X}$ be a normed linear space. Then, for any $jx \in Jx$, $jy \in Jy$

$$\langle \|x\| - \|y\| \rangle \leq R \langle x - y, jx - jy \rangle \leq \|x - y\| \|\langle \|x\| + \|y\| \rangle\|.$$  

Thus, $\langle \|x - y\| - \|jx - jy\| \rangle \geq 0$. Moreover, if $\langle \|x - y\| - \|jx - jy\| \rangle = 0$, then $jx \in Jy$ and $jy \in Jx$; in particular, when $\mathcal{X}$ is smooth (resp., strict convex) then equality occurs if and only if $jx = jy$ (resp., $x = y$).

**Lemma 1** (see, for instance, Ezeearn [8]). Let $\mathcal{X}$ be a uniformly convex smooth Banach space. Suppose $\{u_n\}_{n \geq 1}$, $\{v_n\}_{n \geq 1} \subset \mathcal{X}$ such that

$$\lim_{n \to \infty} v_n = v \in \mathcal{X},$$

$$\lim_{n \to \infty} R \langle u_n - v_n, Ju_n - Jv_n \rangle = 0.$$  

Then, $\lim_{n \to \infty} u_n = v$.

**Lemma 2** (see Kamimura and Takahashi [9]). Let $\mathcal{X}$ be a uniformly convex and smooth Banach space and let $\{x_n\}$ and $\{y_n\}$ be two sequences in $\mathcal{X}$ such that either $\{x_n\}$ or $\{y_n\}$ is bounded. If $\lim_{n \to \infty} \phi(x_n, y_n) = 0$, then $\lim_{n \to \infty} \|x_n - y_n\| = 0$.

3. Main Result

The proof of the main result of this paper is given in this section, which is accomplished in Theorem 2. The following lemma and proposition shall aid in arriving at the conclusion of the main result.

**Lemma 3**. Let $\mathcal{E}$ be a closed subset of a uniformly convex smooth Banach space $\mathcal{X}$ and let $T : \mathcal{E} \to \mathcal{E}$ be a monotone contraction mapping. Then, $T$ is (point-wise) continuous on $\mathcal{E}$.

**Proof**. Suppose $x_n \to x \in \mathcal{E}$ as $n \to \infty$. Then, by Definition 3, the following is obtained:

$$R \langle Tx_n - Tx, JTx_n - JTx \rangle \leq cR \langle x_n - x, Jx_n - Jx \rangle.$$  

(10)

Since $x_n \to x$ as $n \to \infty$, (10) reduces to

$$\lim_{n \to \infty} R \langle Tx_n - Tx, JTx_n - JTx \rangle \leq 0,$$  

(11)

which by Proposition 1, implies that

$$\lim_{n \to \infty} R \langle Tx_n - Tx, JTx_n - JTx \rangle = 0.$$  

(12)

From (12), put $v_n = Tx$. Then, $\lim_{n \to \infty} v_n = Tx$. By Lemma 1, $u_n = Tx_n \to Tx$ as $n \to \infty$ which completes the proof.

**Proposition 2**. Let $\mathcal{E}$ be a closed subset of a uniformly convex smooth Banach space $\mathcal{X}$ and let $T : \mathcal{E} \to \mathcal{E}$ be a
A monotone contraction mapping. Then, \( T \) has at most one fixed point.

Proof. Suppose that \( u, v \in F(T) \) with \( u \neq v \). Then by Definition 1,
\[
\mathbf{R}\langle Tu - Tv, JTu - JTv \rangle \leq c \mathbf{R}\langle u - v, Ju - Jv \rangle,
\]
which reduces to
\[
(1 - c) \mathbf{R}\langle u - v, Ju - Jv \rangle \leq 0.
\]
Since \( 0 < c < 1 \), then \( (1 - c) > 0 \), and it follows from (14) that
\[
\mathbf{R}\langle u - v, Ju - Jv \rangle \leq 0,
\]
which by Proposition 1, implies that
\[
\mathbf{R}\langle u - v, Ju - Jv \rangle = 0.
\]

Since \( \mathcal{X} \) is a strictly convex space, by Proposition 1, it is obtained that \( u = v \) which completes the proof.

The main result of this paper is stated and proved in the following.

**Theorem 2** (monotone contraction mapping theorem). Let \( \mathcal{C} \) be a closed subset of a uniformly convex smooth Banach space \( \mathcal{X} \) and let \( T : \mathcal{C} \rightarrow \mathcal{C} \) be a monotone contraction mapping. Then, \( T \) has a unique fixed point, that is, \( F(T) = \{ p \} \), and that the Picard iteration associated to \( T \), that is, the sequence defined by \( x_n = T(x_{n-1}) = T^n(x_0) \) for all \( n \geq 1 \) converges to \( p \) for any initial guess \( x_0 \in \mathcal{X} \).

Proof. To prove existence of a fixed point, it is shown that for any given \( x_0 \in \mathcal{X} \), the Picard iteration \( \{x_n\}_{n \geq 0} \) is a Cauchy sequence. For \( n > m \), the following evaluation is obtained:
\[
\mathbf{R}\langle x_n - x_{m+1}, Jx_{n-1} - Jx_{m} \rangle = \mathbf{R}\langle x_n - x_{m+1}, (Jx_n - Jx_{m}) + (Jx_{m+1} - Jx_{m}) \rangle.
\]
By Definition 3 (second part), it is obvious that
\[
\sum_{k=m}^{n-1} \sum_{l=m}^{n-1} \mathbf{R}\langle x_{l+1} - x_l, Jx_{k+1} - Jx_k \rangle \leq 0 \quad \text{and as a result,}
\]
\[
\mathbf{R}\langle x_n - x_{m+1}, Jx_{n-1} - Jx_{m} \rangle \leq \sum_{k=m}^{n-1} \sum_{l=m}^{n-1} \mathbf{R}\langle x_{l+1} - x_l, Jx_{k+1} - Jx_k \rangle.
\]
Applying Definition 3 (first part) several times, (18) reduces to
\[
\mathbf{R}\langle x_n - x_{m+1}, Jx_{n-1} - Jx_{m} \rangle \leq \left(c + c^2 + \cdots + c^{n-m-1}\right) \cdot \mathbf{R}\langle x_n - x_0, Jx_n - Jx_0 \rangle.
\]
By Definition 2, it is obvious that
\[
\left(\frac{c^n - c^m}{1 - c}\right) \mathbf{R}\langle x_n - x_0, Jx_n - Jx_0 \rangle = 0.
\]
Since \( 0 \leq c < 1 \), as \( n, m \rightarrow \infty \), then
\[
\lim_{n,m \rightarrow \infty} \mathbf{R}\langle x_n - x_{m+1}, Jx_{n-1} - Jx_{m} \rangle = 0.
\]
Since \( x_0 \rightarrow 0 \) as \( n, m \rightarrow \infty \), then for any \( \epsilon > 0 \), there exists a natural number \( N(\epsilon) \) such that for all \( n, m \geq N(\epsilon) \),
\[
\|x_n\| - \|x_m\| < \epsilon,
\]
which implies that the sequence \( \{x_n\}_{n \geq 0} \) is bounded.
Now, since either \( \{x_n\}_{n \in \mathbb{N}} \) or \( \{x_n\}_{n \in \mathbb{Z}} \) is bounded and the fact that \( \lim_{n \rightarrow \infty} \phi(x_n, x_m) = \lim_{n \rightarrow \infty} \phi(x_m, x_n) = 0 \), then by Lemma 2,
\[
\lim_{n \rightarrow \infty} \|x_n - x_m\| = 0.
\]
Hence, \( x_n \) is a Cauchy sequence. Since \( \mathcal{X} \) is complete, there exists \( p \in \mathcal{X} \) such that \( x_n \rightarrow p \) as \( n \rightarrow \infty \). By Lemma 3, \( T \) is a continuous self-map, and the following is obtained:
\[
p = \lim_{n \rightarrow \infty} x_n = \lim_{n \rightarrow \infty} T(x_n) = T\left(\lim_{n \rightarrow \infty} x_n\right) = Tp.
\]
Hence, \( p \) is a fixed point of \( T \). By Proposition 2, \( T \) has at most one fixed point, and it is deduced that for every choice of \( x_0 \in \mathcal{X} \), the Picard iteration converges to the same value \( p \), that is, the unique fixed point of \( T \) which completes the proof.
\[\square\]
Data Availability

No data were used to support this study.

Conflicts of Interest

The author declares that there are no conflicts of interest.

Acknowledgments

The author thanks the colleagues for their proof reading and other helpful suggestions.

References

[1] S. Banach and H. Steinhaus, “Sur le principe de la condensation de singularités,” Fundamenta Mathematicae, vol. 9, no. 9, pp. 50–61, 1927.
[2] K. C. Border, Fixed Point Theorems with Applications to Economics and Game Theory, Cambridge University Press, Cambridge, UK, 1985.
[3] M. Freeman, “The inverse as a fixed point in function space,” The American Mathematical Monthly, vol. 83, no. 5, pp. 344–348, 1976.
[4] E. Picard, “Mémoire sur la théorie des équations aux dérivées partielles et la méthode des approximations successives,” Journal de Mathématiques pures et appliquées, vol. 6, pp. 145–210, 1890.
[5] E. Lindelöf, “Sur l’application de la méthode des approximations successives aux équations différentielles ordinaires du premier ordre,” Comptes rendus hebdomadaires des séances de l’Académie des sciences, vol. 116, no. 3, pp. 454–457, 1894.
[6] G. Lumer, “Semi-inner-product spaces,” Transactions of the American Mathematical Society, vol. 100, no. 1, p. 29, 1961.
[7] Y. I. Alber, “Metric and generalized projection operators in banach spaces: properties and applications,” 1993, https://arxiv.org/abs/9311001.
[8] J. Ezea, Fixed point theory of some generalisations of Lipschitz mappings with applications to linear and non-linear problems, Ph.D. thesis, Kwame Nkrumah University of Science and Technology, Kumasi, Ghana, 2017.
[9] S. Kamimura and W. Takahashi, “Strong convergence of a proximal-type algorithm in a banach space,” SIAM Journal on Optimization, vol. 13, no. 3, pp. 938–945, 2002.