Construction and Simulation of Deep Learning Algorithm for Robot Vision Tracking
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As one of the indispensable basic branches of computer vision, visual object tracking has very important research value. Therefore, a deep learning based on robot vision tracking is evaluated. Based on the basic principles of target tracking and search principle, a deep learning algorithm for visual tracking is constructed, and finally, evaluated, and simulated. The results showed that the accuracy rate increased from 90.9% to 90.13% after the addition of channel attention mechanism module. Variance was reduced from 3.78% to 1.27%, with better stability. The EAO, accuracy, and robustness of the algorithm are better than those without significant region weighting strategy. The strategy of using the improved residual network SE-ResNet network to extract multiresolution features from the correlation filtering framework is effective and helpful to improve the tracking performance.

1. Introduction

As one of the indispensable basic branches of computer vision, visual object tracking has very important research value. The problem is specifically defined as that in a video sequence, an object of any category at any position in the initial frame is designated as the target, and the target tracking algorithm can frame the target quickly and accurately in the subsequent frames by means of image processing and machine learning. Target tracking technology, which can realize the above functions and has both real-time and robust performance, is the core of artificial intelligence-related applications. For example, in the autonomous driving system, target tracking can estimate and predict the position trajectory of pedestrians and vehicles in front of the vehicle, which can make decisions for the vehicles’ next direction and speed. In the road navigation system, target tracking can avoid the dynamic obstacles on the road ahead. In the urban surveillance system, target tracking saves a lot of manpower for searching and tracking. Target tracking can also be embedded in the UAV equipment to achieve autonomous obstacle avoidance and follow the designated target. Review the development of tracking algorithm, and its milestone innovation is usually established on the breakthrough of some theory or method, roughly experienced four stages: the machine learning methods represented by support vector machine Bayesian classifier sparse can realize simple and complete scene tracking. The discriminant model based on particle filter can distinguish the complex background well, but the sampling process is time-consuming and random. Target tracking under the framework of correlation filtering mainly includes two aspects: cyclic shift sampling and ridge regression objective function optimization. With complete mathematical theory and high stability, it is the preferred method to try in landing applications. A lot of work is devoted to theoretical improvement and precision improvement of such algorithms, as well as tracking algorithms based on deep learning. Feature expression has good robustness and implicit nonlinear fitting ability. However, the exploration
time of such methods is short, and there is still a large space for development compared with mature algorithms in terms of accuracy and speed, as shown in Figure 1.

2. Literature Review

A large number of studies show that the target tracking algorithm has always been the breakthrough of machine vision learning, and new target tracking algorithms and ideas continue to emerge. However, it is difficult to have an algorithm to deal with all kinds of complex scenes, and the difficulties in improving the performance of target tracking are mainly as follows: structural changes to the nonrigid target itself, perspective transformation of rigid targets, similarity in scene and target characteristics, similarity between multiple objects, a change in illumination, occlusion of a target, a sudden change in its direction of motion, changes in target scale and resolution, and limitations in computational time and space complexity. Existing algorithms have solved one or more of these problems to a certain extent, but there is still a lot of room for performance improvement.

As early as in the 1960s, Ding et al. proposed a method to obtain three-dimensional shape information of objects from two-dimensional images [1]. This method based on computer theory requires physical photography to achieve [2]. At this point, the machine vision theory and practice research for the purpose of analyzing object 3D scene is like a fire like tea [3]. At the beginning of 1970, Sami et al. established a systematic computer vision theory, which laid the foundation for some researches on machine vision theory and was a milestone progress. Its core content was to recover three-dimensional geometric shapes of objects based on two-dimensional images [4]. Since the early 1980s, Zieliński and Markowska-Kaczmar’s research on machine vision has been a hot research field in modern high-tech research and has become more and more mature in practical application [5]. Wu et al. first proposed the concept of mean-drift vector in 1975 [6]. Jahanbakt. applied the iterative procedure of calculating mean-drift vector to image segmentation and target tracking [7].

On the basis of current research, deep learning of the robot vision tracking algorithm is proposed, and most target tracking algorithms are based on candidate to find the target. Therefore, how to effectively generate screening candidate samples based on the location of the last frame is also a key link in target tracking. Most target tracking algorithms default that the movement of the object between consecutive frames is not too violent. Therefore, the motion model can be used to generate candidates around the location of the object in a frame. At present, there are mainly two ways to generate candidate frames: particle filter and sliding window particle filter, which use the predicted position of the above frame as the center to transform the radiation parameters of six candidate frames, so as to obtain a series of candidate samples [8]. The six parameters include horizontal displacement, vertical displacement, rotation angle, aspect ratio, stretch ratio, and dimension particle filter. Most of the methods use reconstruction error as the benchmark for target screening. However, this method also has its disadvantages; that is, when generating candidate samples, there will be a lot of redundant calculation due to the overlap between samples [9]. In addition, the number of samples is also difficult to control: using too many samples will cause redundant calculation and tight computer memory, resulting in very slow tracking. If too few samples are used, the tracking speed will be improved to some extent, but the area where the real target is often cannot be proposed as a candidate, thus reducing the tracking accuracy. Therefore, many parameters of particle filter have many problems of manual adjustment in practical application. Sliding window is a method of exhaustive extraction in theory, which uses the horizontal and vertical displacement of the target frame to extract candidates [10]. Because a circular sample is put forward, and can be fast calculation, in fu, Dhiman et al. makes this method also has been widely used, but the nature of the edge effect, because of its circulation sample window need to add after the gauss window to calculate, led to the fast moving object is extremely easy to produce trace drift phenomenon. At present, there are many algorithms to solve this problem [11].

3. Appearance Modeling of Target Tracking

3.1. Basic Principles of Target Tracking. Although target tracking algorithms have different ideas based on point, line and plane, or generative and discriminant, they all revolve around the basic flow chart of target tracking based on four basic modules, including target feature extraction target construction model target search strategy and target model update. Firstly, it is necessary to initialize the tracking target and determine its initial position, then extract effective feature information in the target area to describe the target accurately, and then establish the target model [12]. Finally, according to the target model, an appropriate search strategy is designed to estimate the optimal target area according to the interference encountered in the target tracking process, and the target model is reasonably updated to adapt to the change of the target appearance [13], see Figure 2.

3.2. Search Strategy for Target Tracking. Target search strategy is to find the best method of similarity measure in the current image search which is most similar with the target area; usually by some distance to calculate the target tracking algorithm, the similarity measure reflects the similarity between the target template with the candidate; so, the selection of similarity measurement strategy is critical and has a direct effect on the result of the target tracking. Appropriate similarity measurement method can objectively reflect the relationship between candidate target and template [14].

Euclidean distance is the most common definition of distance, which represents the real distance between two points. The Euclidean distance formula between two points on a two-dimensional plane is shown in Formula (1).

\[
\text{dist}_{ab} = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}. \tag{1}
\]

The Euclidean distance formula between two points in n
-dimensional space is shown in Formula (2):

$$\text{dist}_{ab} = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \cdots + (x_n - y_n)^2}.$$  \hfill (2)

3.3. Algorithm Framework. Offline training twin network of the two branches of learning in a 255 × 255 search area locates 127 × 127 goals, and it studied the estimation function, a similarity to the target and the search area of every position compared to predict a confidence figure; in the image, the target area high degree of confidence, confidence is low background area [15]. In particular, this algorithm proposes a crosscorrelation layer to calculate the similarity between each position and the target in the search area at one time, as shown in Formula (3).

$$F(z, x) = \phi(z) \ast \phi(x) + v.$$  \hfill (3)

The two branches of the network adopt the same structure and parameters and are composed of three parts, namely, local pattern detection module background, modeling module, and integration module [16]. The details of these modules will be elaborated in the following sections. The last crosscorrelation operation is performed on the output of the integrated modules. The algorithm employs logical loss function to train the network, as shown in Formula (4).

$$L = \log (1 + e^{-yv}).$$  \hfill (4)

In this paper, the target location task is described as a conditional probability modeling task; so, this paper first uses standard conditional probability learning to explain the algorithm [17]. Its purpose is to find a parameter matrix $W$ for each video, which can minimize the loss of the prediction function $F$, where $L$ is the average hundred of the loss of $N$ target templates and sample pairs in the local search area, as shown in Formula (5).

$$\min_w \frac{1}{N} \sum_{i}^N L(F(x, Wz)).$$  \hfill (5)

3.4. Quantitative Analysis. Compared with THE FCT and ODFS algorithms, this algorithm has better performance on background anti-interference and occlusion problem, is not easy to lose and drift due to environmental interference and occlusion, and has strong robustness to the influence of background clutter scale change occlusion light. For David I and FaceocC2 sequences, although the tracking success rate of this algorithm is lower than that of the HCF algorithm, the real-time performance of this algorithm is very good on the basis of extracting image features with compressed sensing, while the real-time performance of the HCF algorithm is not ideal due to extracting image features with convolutional neural network [18]. Compared with the KCF algorithm, although the tracking success rate for David and FaceooC2 is slightly lower, it is
4. Experiments and Analysis

4.1. Comparison of Different Models. In the experiment, we first establish an independent MDNet vehicle tracking model and then add the channel attention mechanism module to see whether the tracking result is optimal. Finally, two attention mechanism modules are added, combined with case segmentation, to improve our tracking efficiency and solve the problems of vehicle occlusion in the tracking process [21]. We analyzed the differences between these models, calculated these indicators by the cross-validation method, and evaluated the robustness of the algorithm, where F1 represents the harmonic average of accuracy and recall rate, A. It can be seen from the comparison that the accuracy is improved from 90.9% to 90.13% after the addition of channel attention mechanism module. Variance was reduced from 3.78% to 1.27%, with better stability [22]. After the addition of the two attention mechanisms, combined with the image segmentation algorithm, tracking accuracy is higher, and the algorithm is more stable, as shown in Table 2.

Table 1: Track success rate and frame rate.

| Method       | Shaking | David | Face  | Sylvesier | Shaking | David | Faceooc | Sylvesier |
|--------------|---------|-------|-------|-----------|---------|-------|--------|-----------|
| Ours         | 89.5    | 93.4  | 88.1  | 91.2      | 27.8    | 29.1  | 28.3   | 29.5      |
| FCT          | 84.3    | 91.1  | 84.2  | 86.1      | 31.7    | 38.3  | 38.6   | 36.1      |
| ODFS         | 78.9    | 81.2  | 83.2  | 85.4      | 29.6    | 35.1  | 37.4   | 27.6      |
| KCF          | 9.6     | 95.6  | 96.5  | 97.4      | 23.5    | 39.2  | 132.1  |           |
| HCF          | 77.2    | 96.3  | 94.2  | 95.3      | 0.1     | 0.6   | 0.5    |           |

Table 2: Comparison of different models.

| Method                        | Accuracy | Variance | F   | G   | A   |
|-------------------------------|----------|----------|-----|-----|-----|
| MDNet                         | 89.99    | 2.99     | 81.22 | 84.33 | 66.55 |
| Ad channel attention module   | 90.33    | 1.28     | 83.22 | 86.99 | 65.77 |
| The algorithm in this chapter  | 90.66    | 0.65     | 87.66 | 87.33 | 66.21 |

Furthermore, we explore the robustness and accuracy of different time series video data and truncate the test video into units with length ratios of 1, 2, 3, and 4 to form three groups of test data. We input these different data into the model to measure the tracking effect of the model on different video sequence lengths and compare the results. The results show that the shorter the video sequence is, the worse the tracking effect is, and the longer the video sequence is, the better the tracking effect is [23], see Table 3.

4.2. ResNet Network Model. Residual neural network, which for the first time, made it possible to train ultradeep neural networks. It is the first time to train neural network successfully and get good results in computer vision competition. Although the expression ability of convolutional neural network is enhanced with the deepening of layers, the performance degradation of neural network may occur. One reason for this is that the deeper the neural network, the greater the gradient disappearance or explosion. In order to solve the phenomenon of gradient disappearing after neural network deepening, a residual element is proposed, as shown in Figure 3.

4.3. Ablation Experiments. In order to verify the effectiveness of the significant regional weighting strategy in this chapter, ablation experiments were conducted in this chapter, and the algorithm in this chapter was compared with the algorithm without significant regional weighting strategy in VOT2016 and VOT2017. Ours represents no significant region weighting strategy; otherwise, it is the same as the algorithm in this chapter. It can be seen from the two tables that the algorithm in this chapter is superior to the algorithm without significant region weighting strategy in EAO accuracy and robustness. Experimental results show that significant region weighting strategy can improve tracking performance effectively. In addition, compared with ECO, the benchmark tracking algorithm in this chapter, the algorithm...
in this chapter still outperforms ECO in the accuracy and robustness of EAO even without significant regional weighting strategy. The results show that the strategy of using the improved residual network SE-ResNet network to extract multiresolution features from the correlation filtering framework is effective and helpful to improve tracking performance, as shown in Tables 4 and 5.

| Video sequence | Accuracy | Variance | F   | G   | A    |
|----------------|----------|----------|-----|-----|------|
| 1              | 76.5     | 3.20     | 66.32 | 74.21 | 45.23 |
| 2              | 87.23    | 2.50     | 76.35 | 79.66 | 56.33 |
| 3              | 88.54    | 0.89     | 82.54 | 85.44 | 61.55 |
| 4              | 89.34    | 0.67     | 89.64 | 87.55 | 66.89 |

Table 3: Comparison of results of different video sequences.

4.4. Contrast Pooling of Ideas with Other Approaches. In order to extract appearance features from each 3D bounding box candidate constructed from the diagram, we propose a point-attention pooling method to abstract the interactions of internal points. In this part, ablation research is conducted on the use of point attention pooling, set abstraction layer, feature average, or feature maximum. Among them, SA layer is the same as the paper, feature averaging and feature maximization methods are connected behind MLP, and their outputs are one-dimensional features of the same size as our proposed method. We use these four methods to extract proposal capabilities and then use them as appearance features to build diagrams. We use these four methods to extract proposal capabilities and then use them as appearance features to build the diagram. Other settings of the framework we index are consistent with the original network. Below, a 3D bounding box candidate usually contains parts from different objects. Therefore, it is necessary to completely collect points on the surface of the same object and learn the semantic and geometric information associations between them when extracting index region features. We explore the effect of directional features on point-attention pooling, and we can see that it results in a gain of 0.3% compared to the learning index region features using only semantic features and 3D coordinates. Here is our interpretation: direction vector causes points belonging to the same object to attract each other, belonging to different objects mutually exclusive.

5. Conclusion

Aiming at the problem of unreliable spatial information association in complex scenes such as frequent occlusion of visual target interaction, this chapter focuses on the similarity of the same individual features rather than different individual features. The discriminant apparent information can be obtained by training two kinds of classification-based network and discriminant and generative learning network on large scale rerecognition data sets, which can provide reliable matching clues for subsequent data association in multitarget tracking. In this chapter, based on the extended multitarget tracking of spatial information association, the apparent information is transferred to the multitarget tracking process, and the apparent feature measurement method and the matching mechanism of multilayer cue association are constructed. Experiments verify that the multitarget tracking algorithm with the fusion of the apparent information reduces the number of mistaken identity transformation between the targets and improves the stability of the trajectory from the representation ability of the two apparent features, the statistical m-index tracking speed and other aspects. In addition, apparent features based on discriminant and generative learning networks are more reliable in association. There are still many challenges in practical application and popularization of multitarget tracking technology.
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