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Abstract. In this paper, we propose a predictor-corrector type Consensus Based Optimization (CBO) algorithm on a convex feasible set. Our proposed algorithm generalizes the CBO algorithm in [11] to tackle a constrained optimization problem for the global minima of the non-convex function defined on a convex domain. As a practical application of the proposed algorithm, we study the portfolio optimization problem in finance. In this application, we introduce an objective function to choose the optimal weight on each asset in a asset-bundle which yields the maximal expected returns given a certain level of risks. Simulation results show that our proposed predictor-corrector type model is successful in finding the optimal value.

1. Introduction

Population-based stochastic optimization algorithms have been extensively used to solve large-scale optimization problems arising from collective behaviors in nature and human society [1, 6, 8, 17], and these types of metaheuristic algorithms are preferred over the gradient-based type algorithms [2]. It is because the gradient-based type algorithm requires the computation of gradients of objective functions so that it cannot be used for non-differentiable objective functions which appear in machine learning problems [3]. In contrast, population-based algorithms can be used for solving data-driven optimization problems and problems with non-smooth objective functions [4, 5, 18].

In this work, we develop a population-based searching algorithm to solve a problem with constraints based on the consensus-based searching method namely, CBO algorithm, which is the first-order method so that intrinsically it is more straightforward than the second-order particle swarm optimization (PSO) algorithm [9]. The CBO is also simpler and easier to be applied in real problems than meta-heuristic ones [13] [19]. Despite its simplicity, the CBO is robust in solving high dimensional non-convex, non-regular optimization problems including artificial intelligence applications [11]. Several variants of the CBO algorithm are further addressed in a series of recent works [4] [5] [16] [18].

In [10] [11], the authors dealt with a constrained optimization problem finding a global minima of a twice continuously differentiable function defined on a whole Euclidean domain. We suggest a more generalized algorithm for solving such a problem, whose admissible set
is closed and convex. Specifically, we develop a predictor-corrector type CBO algorithm based on the discrete dynamical systems in [11]. For each iteration, we apply their discrete method to find the optimal of an objective function (prediction step) and then project the predicted value onto an admissible set (correction step). After introducing this predictor-corrector type algorithm, we provide sufficient conditions on system parameters and initial data for the convergence to a global optima of a continuously differentiable function, which is defined on a closed and convex feasible set.

We apply our predictor-corrector type algorithm to the optimal portfolio selection problem in finance. To develop suitable optimization algorithms for tackling large instances of the constrained optimal portfolio selection problem, several researchers and practitioners have suggested meta-heuristic methods [19] [20] including machine learning techniques, (hierarchical) clustering [15], genetic algorithm (GA) [12], and PSO algorithms [7] to find high-quality solutions in a reasonable amount of time. Motivated by the aforementioned results of consensus-based optimizing algorithms, we provide a sufficient framework of our predictor-corrector type algorithm to solve the constrained inter-temporal portfolio selection problem, in which an agent maximizes portfolio’s return given a certain level of risks. To the best of our knowledge, this is the first study on the CBO algorithm applied to a financial problem.

The rest of this paper is organized as follows. In Section 2, we propose a predictor-corrector CBO algorithm on the convex feasible set. In Section 3, we discuss mathematical properties of the proposed predictor-corrector type algorithm. Finally, Section 4 is devoted to financial preliminaries, and numerical simulations of the proposed CBO algorithm in optimal portfolio selection problem.

Notation: Throughout the paper, \( N \) denotes the number of particles(agents) and we set \( [N] := \{1, 2, \cdots , N\} \). We also identify \( i \in [N] \) with the agent \( i \).

2. CBO Algorithm on a convex feasible set

Let \( \mathbf{w}_n^k = (w_{n}^{k,1}, \cdots , w_{n}^{k,d}) \in \mathbb{R}^d \) be the value of the \( k \)-th sample path at \( n \)-th step. We look for a global optimizer \( \mathbf{w}^* \in \mathbb{R}^d \) for a given continuous objective function \( L \) defined on a nonempty closed convex feasible set \( S \):

\[
L^* := L(\mathbf{w}^*) = \min_{\mathbf{w} \in S} L(\mathbf{w}).
\]

Given \( L \), the CBO model is proposed to find a global minimizer \( \mathbf{w}^* \) in [10]. Note that the approximate solution \( \hat{\mathbf{w}}_n^k \) to the algorithm in [10] is generally not in the feasible set \( S \). To enforce the approximate solution in \( S \), we propose a predictor-corrector type CBO algorithm by first forwarding Euler scheme(prediction step), and then projecting the predicted value to \( S \) in each iteration(correction step):

\[
\begin{cases}
\hat{\mathbf{w}}_{n+1}^i = \mathbf{w}_n^i - \lambda h(\mathbf{w}_n^i - \bar{\mathbf{w}}_n) + \sigma \sqrt{h}(\mathbf{w}_n^i - \bar{\mathbf{w}}_n) \odot \eta_n, \quad n \geq 0, \quad i \in [N], \\
\mathbf{w}_{n+1}^i = \mathbb{P}_S[\hat{\mathbf{w}}_{n+1}^i], \\
\bar{\mathbf{w}}_n = (\bar{w}_n^1, \cdots , \bar{w}_n^d) := \frac{\sum_{i=1}^N w_n^i e^{-\beta L(\mathbf{w}_n^i)}}{\sum_{i=1}^N e^{-\beta L(\mathbf{w}_n^i)}}, \quad \mathbf{w}_n^i|_{n=0} = \mathbf{w}_0^i,
\end{cases}
\tag{2.1}
\]

where \( \lambda, \sigma \) and \( \beta \) denote the drift rate, noise intensity and positive hyperparameter, respectively. In statistical physics, \( \beta \) often corresponds to the reciprocal of temperature(coldness).
Here, \( \eta_n := [\eta_n^1, \cdots, \eta_n^m]^T \), and \( A \odot B \) represents the Hadamard product, i.e. \( A \odot B = (a_{ij}b_{ij}) \) for matrices \( A = (a_{ij}) \) and \( B = (b_{ij}) \) of the same size. We assume that the one-dimensional random variable \( \eta_n^l \) is i.i.d. with its zero mean and covariance such that
\[
E[\eta_n^l] = 0 \quad \text{for} \quad l = 1, \cdots , d,
\]
\[
E[\eta_n^l \eta_n^k] = \delta_{l_1l_2} \delta_{nk}, \quad \text{for} \quad 1 \leq l_1, l_2 \leq d, \quad 0 \leq n, k,
\]
and \( P_S \) is a projection onto \( S \):
\[
P_S[\hat{w}] := \arg \min_{w \in S} \|w - \hat{w}\|^2.
\]
Here, \( \| \cdot \| \) denotes the standard \( \ell_2 \)-norm in \( \mathbb{R}^d \). Note that \( w_k, k \leq n, \) is independent of \( \eta_n^l \).

### 3. Discrete CBO Model on Convex Domain

In this section, we discuss our main results. In relation with the correction step in (2.1), we first recall the following elementary lemma.

**Lemma 3.1.** Let \( S \) be a nonempty closed and convex domain. Then \( P_S \) satisfies a contraction property:
\[
\|P_S(\hat{w}) - P_S(\hat{y})\| \leq \|\hat{w} - \hat{y}\|, \quad \forall \hat{w}, \hat{y}.
\]

**Proof.** Since the proof is rather standard and elementary, we omit its proof here. \( \square \)

Now, we state our first main result on the emergence of stochastic consensus.

**Theorem 3.2.** (Emergence of global consensus) Suppose the system parameters satisfy
\[
\sigma > 0, \quad 2\lambda > \sigma^2 \quad \text{and} \quad 0 < h < \frac{2\lambda - \sigma^2}{\lambda^2}.
\]
Then, for a solution \( \{w_n^i\} \) to (2.1), one has
\[
E[\|w_n^i - w_n^l\|^2] \leq e^{-nhm}E[\|w_0^i - w_0^l\|^2], \quad n \in \mathbb{N},
\]
where \( m := (2\lambda - \lambda^2h - \sigma^2) \).

**Proof.** From (2.1),
\[
\hat{w}_n^{i,l} - \hat{w}_n^{j,l} = w_n^{i,l} - w_n^{j,l} - \lambda h(w_n^{i,l} - w_n^{j,l}) - \sigma \sqrt{h}(w_n^{i,l} - w_n^{j,l})\eta_n^l
\]
\[
= (1 - \lambda h - \sigma \sqrt{h}\eta_n^l)(w_n^{i,l} - w_n^{j,l}).
\]
This implies
\[
(\hat{w}_n^{i,l} - \hat{w}_n^{j,l})^2 = (1 - \lambda h - \sigma \sqrt{h}\eta_n^l)^2(w_n^{i,l} - w_n^{j,l})^2.
\]
Now, we take expectation from both sides to get
\[
E[(\hat{w}_n^{i,l} - \hat{w}_n^{j,l})^2] = E[(1 - \lambda h - \sigma \sqrt{h}\eta_n^l)^2(w_n^{i,l} - w_n^{j,l})^2]
\]
\[
= E[(1 - \lambda h - \sigma \sqrt{h}\eta_n^l)^2]E[(w_n^{i,l} - w_n^{j,l})^2]
\]
\[
= (1 - 2\lambda h + \lambda^2h^2 + \sigma^2h)E[(w_n^{i,l} - w_n^{j,l})^2],
\]
where we use the independence of \( \eta_n^l \) and \( (w_n^{i,l} - w_n^{j,l}) \). We sum up over \( l \) in (3.2), we have
\[
E[\|\hat{w}_n^i - \hat{w}_n^j\|^2] = (1 - h (2\lambda - \lambda^2h - \sigma^2))E[\|w_0^i - w_0^j\|^2].
\]

\[= m(\lambda, h, \sigma)\]
Next, we use Lemma (3.1) and inequality $1 + x \leq e^x$ to obtain
\[ E[(\|w^i_{n+1} - w^i_{n+1}\|)^2] \leq e^{-\lambda n^2 h^2 \sigma^2} E[\|w^i_n - w^j_n\|^2]. \]
This yields
\[ E[\|w^i_n - w^j_n\|^2] \leq e^{-\lambda n^2 h^2 \sigma^2} E[\|w^i_0 - w^j_0\|^2], \quad n \in \mathbb{N}. \]

**Corollary 3.3.** Under the same setting as in Theorem 3.2 together with the following extra assumptions on the initial distribution of $w^i_0$:

\[ w^i_0 : i.i.d., \quad w^i_0 \sim w_{in}, \]

one has
\[ E[\|w^i_n - w^j_n\|^2] \leq 2 \left( \frac{d-1}{d} \right)^2 e^{-\lambda n^2 h \sigma^2} \left[ E[(\|w_{in}\|^2) - E[w_{in}] \cdot E[w_{in}]] \right], \]
\[ E[\|w^i_n - w^j_n\|] \leq \left( \frac{d-1}{d} \right) e^{-\lambda n^2 h \sigma^2} \sqrt{2 \left( E[(\|w_{in}\|^2) - E[w_{in}] \cdot E[w_{in}]] \right).} \]

**Proof.** (i) By Jensen’s inequality and Theorem 3.2 we have
\[ E[\|w^i_n - w^j_n\|^2] = E\left[ \left( \frac{1}{d} \sum_{j=1}^{d} (w^i_n - w^j_n) \right)^2 \right] \leq \left( \frac{d-1}{d^2} \right) E\left[ \sum_{j=1, j \neq i}^{d} \|w^i_n - w^j_n\|^2 \right] \]
\[ \leq \left( \frac{d-1}{d^2} \right) \sum_{j=1, j \neq i}^{d} e^{-\lambda n^2 h \sigma^2} E[\|w^0_n - w^0_j\|^2] \]
\[ = \left( \frac{d-1}{d^2} \right) \sum_{j=1, j \neq i}^{d} e^{-\lambda n^2 h \sigma^2} E[(\|w^0_n\|^2 + \|w^0_j\|^2 - 2w^0_n \cdot w^0_j)] \]
\[ = 2 \left( \frac{d-1}{d} \right)^2 e^{-\lambda n^2 h \sigma^2} \left[ E[(\|w_{in}\|^2) - E[w_{in}] \cdot E[w_{in}]] \right), \]
where in the last equation we used the i.i.d. conditions of initial distribution $w^i_0$.

(ii) Again we use Jensen’s inequality to get the second estimate:
\[ (E[\|w^i_n - w^j_n\|])^2 \leq E[\|w^i_n - w^j_n\|^2] \leq 2 \left( \frac{d-1}{d} \right)^2 e^{-\lambda n^2 h \sigma^2} \left[ E[(\|w_{in}\|^2) - E[w_{in}] \cdot E[w_{in}]] \right). \]

\[ \square \]

For next lemma, we set
\[ \text{Var}(w_{in}) := E[(\|w_{in}\|^2) - E[w_{in}]^2], \]
\[ A_n := \sum_{p=0}^{n} \|w^i_p - w^j_p\| \quad \text{and} \quad B_n := \sum_{p=0}^{n} \|(w^i_p - w^j_p) \odot \eta_p\|. \]

**Lemma 3.4.** The expectation values of sequences $A_n$ and $B_n$ are uniformly bounded for every $n$: there exists a positive constant $C$ independent of $n$ such that
\[ \sup_{1 \leq n < \infty} E[A_n] \leq C \quad \text{and} \quad \sup_{1 \leq n < \infty} E[B_n] \leq C. \]
Proof. First, we calculate each term in $B_n$ as
\[
\| (w^i_p - \bar{w}_p) \circ \eta_p \|^2 = d \sum_{l=1}^{d} \left( (w^i_p - \bar{w}_p)^l \right)^2.
\]
We take expectation on both sides to find
\[
\mathbb{E}[\| (w^i_p - \bar{w}_p) \circ \eta_p \|^2] = \sum_{l=1}^{d} \mathbb{E} \left[ \left( (w^i_p - \bar{w}_p)^l \right)^2 \right] = \sum_{l=1}^{d} \mathbb{E} [\eta_p^l]^2
\]
(3.5)
\[
= d \sum_{l=1}^{d} \mathbb{E} \left[ \left( w^i_p - \bar{w}_p \right)^2 \right] = \mathbb{E} \left[ \| w^i_p - \bar{w}_p \|^2 \right].
\]
By Jensen’s inequality, (3.5) and Corollary 3.3, we have
\[
\mathbb{E}[\| (w^i_p - \bar{w}_p) \circ \eta_p \|^2] \leq \left( \frac{d-1}{d} \right) e^{-\frac{\eta_m}{2d}} \sqrt{2\text{Var}(w_{in})}.
\]
Now, we take a summation over $p$ to obtain
\[
\mathbb{E}[B_n] \leq \left( \frac{d-1}{d} \right) \sqrt{2\text{Var}(w_{in})} \sum_{p=0}^{n} e^{-\frac{\eta_m}{2d}} \leq \left( \frac{d-1}{d} \right) \sqrt{2\text{Var}(w_{in})} \sum_{p=0}^{\infty} e^{-\frac{\eta_m}{2d}}
\]
\[
\leq \left( \frac{d-1}{d} \right) \sqrt{2\text{Var}(w_{in})} \frac{1}{1 - e^{-\frac{\eta_m}{2d}}}.
\]
This implies the uniform boundedness of $\mathbb{E}[B_n]$. Again, we use Corollary 3.3 again to see the uniform boundedness of $\mathbb{E}[A_n]$:
\[
\mathbb{E}[A_n] = \mathbb{E} \left[ \sum_{p=0}^{n} \| w^i_p - \bar{w}_p \| \right] \leq \left( \frac{d-1}{d} \right) \sqrt{2\text{Var}(w_{in})} \sum_{p=0}^{n} e^{-\frac{\eta_m}{2d}}
\]
\[
\leq \left( \frac{d-1}{d} \right) \sqrt{2\text{Var}(w_{in})} \frac{1}{1 - e^{-\frac{\eta_m}{2d}}}.
\]
\[
\square
\]

Theorem 3.5. (Emergence of a global consensus state) Suppose the system parameters satisfy (3.1) and let $\{w^i_n\}$ be a solution to (2.1). Then, there exists a random vector $w^i_\infty$ such that
\[
\lim_{n \to \infty} w^i_n = w^i_\infty \quad \text{a.s.,} \quad i \in [N].
\]

Proof. We prove this theorem by showing that $w^i_n$ is a Cauchy sequence for a.s. $\omega \in \Omega$ in the compact subset of $\mathcal{S}$. Note that
\[
\| w^i_m - w^i_n \| \leq \sum_{p=n}^{m-1} \| w^i_{p+1} - w^i_p \| \leq \sum_{p=n}^{m-1} \| \bar{w}^i_{p+1} - \bar{w}^i_p \|
\]
(3.6)
\[
\leq \sum_{p=n}^{m-1} \lambda h \| w^i_p - \bar{w}_p \| + \sum_{p=n}^{m-1} \sigma \sqrt{h} \| (w^i_p - \bar{w}_p) \circ \eta_p \|
\]
\[
= \lambda h (A_{m-1} - A_{n-1}) + \sigma \sqrt{h} (B_{m-1} - B_{n-1}).
\]
By Lemma 3.4, it is clear that $A_n$ and $B_n$ are uniformly bounded submartingale. Hence, by Doob’s martingale convergence theorem,
\[
A_n \to A_\infty \quad \text{and} \quad B_n \to B_\infty \quad \text{a.s.} \quad n \to \infty,
\]
for some $A_\infty, B_\infty$. Thus,

$$(A_n) \quad \text{and} \quad (B_n) \text{ are Cauchy for a.s. } \omega.$$}

Therefore, for a given $\varepsilon$, we can choose a sufficiently large $N$ such that

$$(3.7) \quad m,n > N \implies \max \{|A_m - A_n|, |B_m - B_n|\} \leq \frac{\varepsilon}{2} \quad \text{a.s. } \omega.$$}

Then, $(3.6)$ and $(3.7)$ imply that $\{w^i_n\}$ is Cauchy. Therefore, there exists $w^\infty$ such that $\lim_{n \to \infty} w^i_n = w^\infty$ a.s.. Finally, we use the global consensus result to show that $w^i_n$ converges to the $w^\infty$ common consensus state a.s..

**Theorem 3.6 (Error estimate).** Assume that the following conditions hold.

1. Suppose that the objective function $L = L(w)$ is bounded and Lipschitz continuous with Lipschitz constant $C_L$ and lower bound $L^*$:

$$|L(w_1) - L(w_2)| \leq C_L |w_1 - w_2|, \quad \forall \ w_1, w_2 \in \mathbb{R}, \quad \text{and} \quad \inf_{w \in \mathbb{R}} L(w) = L^*.$$}

2. Suppose system parameters, initial data satisfy

$$2\lambda > \sigma^2, \quad w^i_0 : i.i.d., \quad w^i_0 \sim w_{in},$$}

$$(1 - \varepsilon)E\left[e^{-\beta L(w_{in})}\right] \geq \frac{\beta C_L e^{-\beta L^*} (d-1)(\lambda h + \sigma \sqrt{h})}{d(1 - e^{-\frac{\beta C_L e^{-\beta L^*} h}{d}} \sqrt{2\text{Var}(w_{in})})}$$}

for some $0 < \varepsilon < 1$ and a random variable $w_{in}$ appearing in $(3.3)$.

and let $\{w^i_n\}$ be a solution process to $(2.1)$. Then, there exists a function $E(\beta)$ such that

$$\lim_{\beta \to \infty} E(\beta) = 0 \quad \text{and} \quad \inf_{w \in \Omega} L(w_{\infty}(\omega)) \leq \inf_{w \in \Omega} L(w_{\infty}(\omega)) + E(\beta).$$}

In particular, if the global minimizer $w^*$ of $L$ is contained in the support of $\text{law}(w_{in})$, then

$$\inf_{w \in \Omega} L(w_{\infty}(\omega)) \leq L^* + E(\beta).$$}

**Proof.** We slightly improve arguments in the proof of Theorem 3.2 in [11] by replacing $C^2$-regularity assumption of the objective function $L$ by Lipschitz continuity. More precisely, we proceed our proof by avoiding estimates for $\nabla^2 L$. Since overall proof can be found in [11], we focus on the key ingredient part: since $e^x - 1 \geq x$ for all $x \in \mathbb{R}$, we have

$$\frac{1}{N} \sum_{i=1}^{N} e^{-\beta L(w^i_{n+1})} - \frac{1}{N} \sum_{i=1}^{N} e^{-\beta L(w^i_n)} = \frac{1}{N} \sum_{i=1}^{N} e^{-\beta L(w^i_n)} (e^{-\beta L(w^i_{n+1})} - L(w^i_n))$$}

$$\geq \frac{1}{N} \sum_{i=1}^{N} e^{-\beta L(w^i_n)} (\beta L(w^i_{n+1}) - L(w^i_n))$$}

$$(3.8) = -\frac{\beta}{N} \sum_{i=1}^{N} e^{-\beta L(w^i_n)} \left(\nabla L(e w^i_{n+1} + (1-c)w^i_n)\cdot (w^i_{n+1} - w^i_n)\right)$$}

$$\geq -\frac{\beta}{N} \sum_{i=1}^{N} e^{-\beta L(w^i_n)} C_L \|w^i_{n+1} - w^i_n\|$$}

$$\geq -\frac{\beta C_L e^{-\beta L^*}}{N} \sum_{i=1}^{N} \|w^i_{n+1} - w^i_n\| \geq -\frac{\beta C_L e^{-\beta L^*}}{N} \sum_{i=1}^{N} \|\hat{w}^i_{n+1} - w^i_n\|,$$
where the last inequality follows from Lemma 3.1 since $\mathbf{w}_{n+1}^i$ is the projection of $\hat{\mathbf{w}}_{n+1}^i$ and $\mathbf{w}_{n}^i$ is the projection of itself. On the other hand, we use (3.5) and Corollary 3.3 to see

$$
E[\|\hat{\mathbf{w}}_{n+1}^i - \mathbf{w}_{n}^i\| = E[\|\lambda h(\mathbf{w}_{n}^i - \mathbf{w}_{n}) + \sigma \sqrt{h}(\mathbf{w}_{n}^i - \mathbf{w}_{n}) \odot \eta_n\|]
$$

$$
\leq \lambda h E[\|\mathbf{w}_{n}^i - \mathbf{w}_{n}\| + \sigma \sqrt{h} E[\|\mathbf{w}_{n}^i - \mathbf{w}_{n}\| \odot \eta_n]\]
$$

$$
= (\lambda h + \sigma \sqrt{h}) \left[ \frac{d - 1}{d} \right] e^{-\frac{nm_h}{d}} \sqrt{2\text{Var}(\mathbf{w}_{in})}.
$$

We sum up (3.8) over $n$, and apply expectation on the resulting relation to get

$$
E\left[ \frac{1}{N} \sum_{i=1}^{N} e^{-\beta L(\mathbf{w}_{n}^i)} \right] \geq E\left[ \frac{1}{N} \sum_{i=1}^{N} e^{-\beta L(\mathbf{w}_{n}^i)} \right] - \frac{\beta C_L e^{-\beta L^*}}{N d} \sum_{p=0}^{n-1} \sum_{i=1}^{N} E[\|\hat{\mathbf{w}}_{p+1}^i - \mathbf{w}_{p}^i\|]
$$

$$
\geq E[e^{-\beta L(\mathbf{w}_{in})}] - \frac{\beta C_L e^{-\beta L^*}}{N d} (\lambda h + \sigma \sqrt{h}) \sum_{i=1}^{N} \frac{1 - e^{-\frac{nm_h}{2d}}}{1 - e^{-\frac{nm_h}{2d}}} \sqrt{2\text{Var}(\mathbf{w}_{in})}
$$

$$
\geq E[e^{-\beta L(\mathbf{w}_{in})}] - \frac{\beta C_L e^{-\beta L^*}}{N d} (\lambda h + \sigma \sqrt{h}) \left( \frac{d - 1}{d} \right) \frac{1 - e^{-\frac{nm_h}{2d}}}{1 - e^{-\frac{nm_h}{2d}}} \sqrt{2\text{Var}(\mathbf{w}_{in})},
$$

where we used (3.9) in the second inequality.

As $n \to \infty$, we have

$$
E[e^{-\beta L(\mathbf{w}_{n}^i)}] \geq E[e^{-\beta L(\mathbf{w}_{in})}] - \frac{\beta C_L e^{-\beta L^*}}{d(1 - e^{-\frac{nm_h}{2d}})} \sqrt{2\text{Var}(\mathbf{w}_{in})} \geq \epsilon E[e^{-\beta L(\mathbf{w}_{in})}].
$$

We take the logarithm on both sides of the above inequality to get

$$
-\frac{1}{\beta} \log E[e^{-\beta L(\mathbf{w}_{n}^i)}] \leq -\frac{1}{\beta} \log E[e^{-\beta L(\mathbf{w}_{in})}] - \frac{1}{\beta} \log \epsilon.
$$

We combine the above relation and

$$
\text{essinf}_{\omega \in \Omega} L(\mathbf{w}_{n}) = -\frac{1}{\beta} \log e^{-\beta} \text{essinf}_{\omega \in \Omega} L(\mathbf{w}_{n}) \leq -\frac{1}{\beta} \log E[e^{-\beta L(\mathbf{w}_{n})}]
$$

to derive

$$
\text{essinf}_{\omega \in \Omega} L(\mathbf{w}_{\infty}) \leq -\frac{1}{\beta} \log E[e^{-\beta L(\mathbf{w}_{in})}] - \frac{1}{\beta} \log \epsilon.
$$

Now we use Laplace’s principle:

$$
\lim_{\beta \to \infty} -\frac{1}{\beta} \log E[e^{-\beta L(\mathbf{w}_{in})}] = L^*.
$$

So if we define

$$
E(\beta) := -\frac{1}{\beta} \log E[e^{-\beta L(\mathbf{w}_{in})}] - L^* - \frac{1}{\beta} \log \epsilon,
$$

we have

$$
\text{essinf}_{\omega \in \Omega} L(\mathbf{w}_{\infty}) \leq L^* + E(\beta),
$$

where $\lim_{\beta \to \infty} E(\beta) = 0$ which yields our main result. □
Remark 3.7. 1. Below, we mention advantages and disadvantages of the results from this paper compared to the result of [11] as follows.

- The regularity condition of the objective function $L = L(w)$ is relaxed drastically from the bounded $C^2$-regularity to Lipschitz regularity so that the result of Theorem 3.6 can be applied to a more broad class of objective functions.
- The convergence results holds for any closed convex set $S$, whereas the result of [11] deals with unconstrained problem.
- Due to relaxed regularity condition on $L$, we can only show the zero convergence of the error function $E(\beta)$ without any decay rates. Note that bounded $C^2$-regularity assumption of $L$ yields the decay estimate $E(\beta) = O(1/\beta)$ as $\beta \to \infty$.

2. We also further extended the result of [10] to more general setting using $\text{Var}(w_i)$ instead of $\max_{i,j} E[|w_i^0 - w_j^0|^2]$ in [11]. This observation allows more general initial distribution such as Gaussian distribution which has an infinite support.

4. Financial Application with Numerical Simulation

In this section, we apply the suggested predictor-corrector type CBO algorithm to the optimal portfolio selection problem.

4.1. The Markowitz problem. The fundamental theory of portfolio optimization is based on Markowitz's seminal work [14], which selects the weight of investors' investment in risky assets based on mean-variance analysis. In what follows, we discuss Markowitz's modern portfolio theory (MPT) [14] for choosing the optimal combination of a risk-free and multiple risky assets to yield maximal portfolio returns given portfolio's risk.

Consider a financial market in which one risk-free and $N - 1$ risky assets are traded continuously in a finite horizon $[0, T]$. The risk-free bond is evaluated by its price $P_t$ for $t \geq 0$, and it evolves according to the following equation:

$$dP_t = r_f P_t dt, \quad \text{for} \quad t \in (0, T],$$

where $r_f$ is the risk-free interest rate, whereas the risky security $i$ follows the geometric Brownian motion such as

$$dS^i_t = \mu^i S^i_t dt + \sigma^i S^i_t dB^i_t, \quad \text{for} \quad t \in (0, T],$$

where $\mu^i, \sigma^i$ and $B^i_t$ are the drift or mean rate of return, volatility, and a standard Brownian motion of the risky security $i$, respectively. Here, $S^i_t$ denotes the price of a risky security $i$ at $t$.

Suppose that the initial capital $W_0$ is given at the beginning of the whole investment period. The capital would be invested in a risk-free bond and $N - 1$ risky assets at time $t = 0$. Let $w^i_t$ be the relative amount invested in a security $i$, where $\sum_{i=1}^{n} w^i_t = 1$. Here, $w^i_t$ is considered as a weight of $W_0$ invested in an asset $i$ for $i = 1, \ldots, N$.

For example, if an investor has one risk-free and one risky assets in his portfolio, the wealth process $W_t$ corresponds to the universal portfolio $w = (w^1, w^2)$ satisfying

$$dW_t = \left[w^1_t r_f + w^2_t (\mu - r_f)\right]W_t dt + W_t w^2_t \sigma dB_t, \quad \text{for} \quad t \in (0, T],$$

where $\mu$ and $\sigma$ denote a risky asset's expected return and volatility (risk), which are fixed over the entire investment time horizon from $0$ to $T$. Thus, an investor’s expected value of wealth evolves according to the portfolio’s expected return (the first term on the right hand side of 4.1) at every $t$. The portfolio's wealth value also depends on the risky asset’s
volatility (the second term on the right hand side of equation 4.1) along with the Brownian motion.

Let $w^0 = (w_0^1, \ldots, w_0^N)$ be the initial weights invested in the $N$ assets. Suppose that we rebalance our portfolio at times $t=1, \ldots, T−1$ without injecting additional cash into it. At each period $t$, we make a portfolio rebalancing decision about redistributing the current wealth $W_t$ among $N$ assets. Optimization is performed over all implementable and admissible policies of the optimal weights $w^*_t$ given realized asset returns $r_t = (r^1_t, \ldots, r^N_t)^T$ for each period $t=1, \ldots, T$, forming a vector-valued random process $r = (r_1, \ldots, r_T)$.

Given $F_{t−1}$ denoting all previous historical data until $t−1$, $r_t$ is a multivariate stochastic process of asset returns with conditional mean and covariance matrix denoted as

$\mu = \mathbb{E}[r_t|F_{t−1}], \quad \Sigma = \text{Cov}[r_t|F_{t−1}].$

At time $t$, the portfolio weight $w_t = (w^1_t, \ldots, w^d_t)$ is a function of the available information such as $w_t = w_t(r_1, \ldots, r_t)$. Thus, by continuously updating, an investor chooses the universally optimal portfolio, $w^* = (w^*_1, \ldots, w^*_d)$ for $t=0, \ldots, T$ given the following constraints:

$S := \{w = (w^1, \ldots, w^d) \in \mathbb{R}^d \mid \sum_{i=1}^{d} w^i = 1, \quad w^i \geq 0 \quad i = 1, \ldots, d\}.$

The constraint explains the sum of portfolio weights should be one, and all portfolio weights are between 0 and 1.

Given the evolutionary process of the wealth in (4.1), an investor would choose his/her portfolio $w$. Now, we introduce the objective function of an investor with portfolio weight $w$. His objective is to maximize the expected utility of the terminal wealth $W_T$ given the portfolio’s variance so that

$\max_{w \in S} \mathbb{E} \left[ U(W_T) \right],$

where $S$ is the feasible set of a portfolio weight vector $w$ and $\mathbb{E}$ is the expectation operator. Here, we assume that investor’s utility function $U(\cdot)$ is a Constant Relative Risk-Averse (CRRA) type utility function:

$U'(\cdot) > 0 \quad \text{and} \quad U''(\cdot) < 0.$

For example, one of the most commonly used CRRA-type utility functions is a log function. By the properties of the CRRA utility and statistical properties of securities given the investing time period, Markowitz [14] has solved the optimal portfolio problem of (4.2) by the mean-variance analysis, which maximizes the expected portfolio returns $w^\top \mu - r_f$ given the fixed volatility or risk of the portfolio at every $t$. Given the maximum expected return relative to risk, a portfolio-investor would achieve the maximum level of wealth at the terminal period $T$.

The ratio of this expected return relative to a risk

$L(w) := \frac{w^\top \mu}{\sqrt{w^\top \Sigma w}}$

is often called the Sharpe ratio, where $w^\top \mu$ and $\sqrt{w^\top \Sigma w}$ denote risky portfolio’s expected return and standard deviation of the portfolio $w$ with multi-asset returns’ covariance $\Sigma$, respectively. This Sharpe ratio is the most commonly used objective function in the portfolio optimization literature.
4.2. Numerical simulations. In this subsection, we provide numerical simulation results. For this, we choose six assets: Apple Inc.(APPL), Microsoft Inc.(MSFT), Starbucks Inc.(SBUX), Tesla Inc.(TSLA), German Deutsche Bank(DB), and gold(GLD) as a commodity via an exchange-traded fund(ETF). We use the daily closing prices over the period from Jan. 2019 to Nov. 2020. Figure 1 shows the stock prices and returns over the sample period.

From stock price data, we get daily returns of securities by taking the log differences of the stock prices. The returns are continuously compounding and stationary such as

\[ r_t^i = \log \frac{S_t^i}{S_{t-1}^i}. \]

The time index \( t \) can denote any arbitrary period and we choose \( \Delta t = 1 \) day. In Figure 2(a) and 2(b), we illustrate the results of the Monte Carlo simulation to generate random portfolio weight vectors on a large scale given \( r_f = 0 \). The initial configuration of \( w_0 \) is sampled via Gaussian distribution and then projected to \( S \) so that \( \sum_n w_{0,n}^i = 1 \) and \( w_{0,n}^i > 0 \) for all \( i \). Parameter values are: \( \Delta t = 0.01 \), \( N = 100 \), \( \lambda = 0.5 \), \( \sigma = 1 \). In our experiment, we used Sharpe ratio as our objective function.

For a fixed risk level, we may find multiple portfolios that all show different returns. In Figure 2(a) and 2(b), scattered plots indicate alternative portfolio points of six assets over the risk-return space. Among admissible points in Figure 2(a), the optimal risky asset portfolios are on the envelope because an investor aims to achieve the highest return given a fixed risk level (the minimum risk). The envelope is called the efficient frontier.

In addition to risky securities like stocks and commodities, one may add risk-free assets to his/her portfolio. Given the efficient frontier of risky asset bundle, an investor may choose his optimal weight on the risk-free asset relative to the risky asset bundle. How much weight to be invested in risk-free asset depends on his/her attitude toward risks. We describe the linear combination of the risk-free asset and risky bundle by the Capital Market Line (CML) in Figure 2(a), a tangent line of the efficient frontier going through the risk-free rate of \( r_f = 0 \). Thus, any point on the CML indicates the portfolio that can achieve the maximum Sharpe ratio. If he is extremely risk-averse, then his optimal portfolio is found on \( r_f \), whereas he could invest 100% of his funds on the optimal risk-bundle lying on the efficient frontier, and such point is described by a red star in Figure 2(a). A red star is found by the Sequential Least Squares Programming (SLSQP) optimizer using the Han-Powell quasi-Newton method with a BFGS update.

Finally, in Figure 2(b) black crossed marks trace out the evolutionary path of the solutions’ center of mass by the CBO algorithm (2.1). The path shows that center of mass of \( \{w_t^i\} \) converge to \( w_\infty \) near \( w^* \) by iteration. We provide a zoomed-in picture on the global consensus with the red star obtained by the SLSQP optimizer. Figure 3 shows the time evolution of \( L_2 \) error. As shown in Figure 3 the error decays over time. Simulation results show that the predictor-corrector CBO algorithm successfully finds the optimal portfolio weight.
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