Study on the Optimal Dispatching Strategy of a Combined Cooling, Heating and Electric Power System Based on Demand Response
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Abstract: This paper proposes a combined cooling, heating and electric power (CCHP) system based on demand side response. In order to improve the economy of the system, a two-stage optimal scheduling scheme is proposed with the goal of minimizing the total operating cost of the system and maximizing user satisfaction. The optimal operation of the system was divided into two optimization problems, including the demand side and the supply side. In the first stage, combined with user satisfaction, from the new point of view that users are prone to excessive behavior due to time-of-use electricity prices, the cooling, heating and power load curves are optimized. In the second stage, an economic dispatch model that includes operating costs in terms of energy, maintenance and environment is established. An improved artificial bee colony (IABC) algorithm is used to solve the optimal energy production scheme based on the demand curves optimized in the first stage. Case studies are conducted to verify the efficiency of the proposed method. Compared with the CCHP system that does not consider demand response, this method reduced operation cost on typical days in summer and winter by 5.20% and 5.76%, respectively.
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1. Introduction

With the development of global industry and economy, we are increasingly dependent on energy [1,2]. However, the overexploitation and use of fossil fuels pose unprecedented challenges to the global environment [3]. Therefore, the microgrid technology with renewable energy has been developed rapidly [4], and the combined cooling, heating and electric power (CCHP) system, which is a branch of the microgrid, has become the main solution to improve energy efficiency and reduce environmental pollution [5]. CCHP systems can provide electric energy, cold energy and heat energy to the user side through energy cascade utilization, which greatly reduces the loss of energy [6]. However, it still faces many challenges in resolving supply–demand balance and optimizing equipment output.

At first, many scholars added clean energy equipment, such as wind turbines, photovoltaics and power-to-gas (P2G) [7–9] to the traditional CCHP system. Later, some scholars made improvements in energy storage, such as adding pumped water energy storage systems and compressed air energy storage systems [10,11]. These played an important role in solving the problem of insufficient energy supply on the supply side. Based on these studies, this paper adds ground source heat pump (HP) equipment [12] to
improve the energy supply capacity of cooling and heating loads, which is cleaner and more economical than the gas boiler equipment in traditional CCHP systems.

Economics is always the research focus of the CCHP system. With the development of smart grid technology, scholars have found that in addition to optimizing the output of the supply side to reduce the operating cost of the system, there is also a lot of room for improvement in the management of the user side. At this time, a new optimization method was born, known as demand response [13]. Furthermore, this optimization method has been proven to reduce the operating cost of the system. Li et al. [14,15] used user satisfaction as an evaluation index to measure user experience, establish a multi-objective scheduling model and reduce system costs. While considering user satisfaction, Cui et al. [16] established a transferable load model and divided the load into fixed loads and transferable loads. The influence of the equipment model on the optimal operation with load transfer under different thermoelectric ratios was also analyzed. Xu et al. [17,18] also considered the transferable load and established an optimal scheduling model with maximum user satisfaction as the objective function. However, their satisfaction model only considers the electrical load and does not optimize the management of the cooling and heating loads. Ma et al. [19,20] combined energy storage and demand response, adding price incentives and rewards and punishments to redistribute users’ transferable loads. The results showed a 14.66% cost reduction after considering energy storage and demand response. However, this makes the system structure more complex. From the perspective of user energy preference, Li et al. [21] established the priority of energy supply, gave priority to satisfying the energy most needed by users and improved user satisfaction. In order to give full consideration to the adjustment ability of the demand side, Wu et al. [22] established a bi-level optimization model. The upper level is the integrated energy system with the greatest total benefit, and the lower level considers the thermal comfort of residents. Simulation analysis showed that this method reduces the heating costs of residents. Yuce et al. [23] added smart appliances to power demand response. On this basis, Su et al. [24] constructed an integrated demand response model using electrical equipment. Combining wind power output uncertainty with demand response, Dolatabadi et al. [25] proposed a two-stage stochastic method based on risk-constrained scenarios to solve the smart energy hub (SHE) scheduling problem. In summary, these scholars redistributed schedulable loads into time slots according to their mobile characteristics, which played a role in shaving peaks and filling valleys. However, they did not take into account the possible excessive behavior of users under time-of-use electricity prices, which leads to the reverse peak-to-valley phenomenon.

For the CCHP system’s economic scheduling problem, another important challenge is the solution method of the model. At present, the solution methods are roughly divided into two categories: mathematical programming methods and intelligent optimization algorithms. Jing et al. [26] used the mixed integer non-linear programming (MINLP) method to solve the operation optimization model of the CCHP system containing solid oxide fuel cells so that the required cost is lower than that of the traditional energy system. In order to solve the uncertainty of new energy power generation, Chen et al. [27] established a two-stage adjustable robust optimization model. Due to the difficulty in solving the model, he transformed it into two tractable mixed-integer linear programming (MILP) methods to solve. In addition to considering the uncertainty at the supply side, Qi et al. [28] also considered the uncertainty of the load. In order to solve the optimal operation of the system under double uncertainty, a stochastic optimal operation model was established, and the sequential quadratic programming method was used to solve the optimal model. In addition, Wang et al. [29–31] adopted the improved interval optimization algorithm, the interior point dispatching and the FCM clustering algorithm to solve the economic dispatch model of the microgrid. The operation optimization of the CCHP system is a multi-variable, multi-constraint, nonlinear decision-making problem. When solving such problems, the mathematical programming method not only needs a lot of mathematical calculations but also disassembles and transforms the model, which
increases the difficulty of the solution. Therefore, it is more advantageous to use intelligent optimization algorithms to solve complex high-latitude problems. Defining operating cost and environmental pollution cost as the optimization goals, Qi et al. [32] established an economic dispatch model and used the improved gray wolf (GWO) algorithm to solve the problem. Simulation analysis showed that the improved algorithm is better than the original algorithm. Wang et al. [33–35] adopted the improved particle swarm (PSO) algorithm to solve the optimal solution of the model. Li et al. [36] proposed a quantum genetic algorithm (GA) to solve the optimization problem of the CCHP-GSHP system. Cao et al. [37] proposed an owl search algorithm (OSA) to obtain the optimal results for the CCHP system. Zhi et al. [38] employed a butterfly optimization algorithm (BOA) to analyze the performance and exergy efficiency of a CCHP system. While intelligent algorithms are useful for solving optimization problems, most intelligent algorithms require some input parameters. In practical problems, there are uncertainties in the parameter settings which affect the quality of the optimization. Therefore, this paper chose the artificial bee colony (ABC) algorithm, which does not require input parameters, and improves it for the problem of poor convergence. Compared with the original algorithm and particle swarm algorithm, better results were obtained.

In summary, the current research has made significant progress in demand response and optimization algorithms. The adjustable load model plays a role in peak shaving and valley filling but does not take into account the excessive behavior that users may engage in under time-of-use electricity pricing, which leads to the phenomenon of reverse peak–valley differences. In the solution method, in order to avoid too many parameters affecting the quality of the simulation results, the artificial bee colony algorithm was selected and improved. The effectiveness of the scheme was verified through actual case analysis. The contributions of this study are as follows:

- A two-stage optimization strategy is established. The optimization operation of the system is divided into two problems: demand-side optimization and supply-side optimization, which is convenient for calculation;
- From the new perspective of reverse peak-to-valley differences caused by the excessive behavior of users, the objective load function is proposed, which is combined with user satisfaction to establish an adjustable load model and optimize the demand curve;
- Aiming at the shortcomings of the poor local search ability and the slow convergence speed of the ABC algorithm, the algorithm’s local search ability and convergence ability have been improved.

2. Mathematical Model of CCHP System

The structure of the CCHP system is shown in Figure 1. Wind turbines (WT) and photovoltaics (PV), as renewable energy sources, do not cause harm to the environment. Therefore, they are given priority to powering the system [39]. When there is excess new energy power generation, the excess electricity is stored in energy storage batteries (SB) or sold to the grid; when new energy power generation is insufficient, the micro gas turbine (MT) consumes natural gas to generate electricity, and at the same time, the generated heat is supplied to users through a heat recovery system, which includes an absorption chiller (AC) and waste heat boiler (WHB). The ground source heat pump (HP) cooperates with the heat recovery system to supplement the cooling load and heat load for the user [40]. The mathematical model of each device is as follows:
2.1. Mathematical Model of Micro Gas Turbine

The mathematical models of micro gas turbines, absorption chillers and waste heat boilers are described in [35]:

\[
V_{MT,t} = \frac{P_{MT,t}}{\eta_{MT} \cdot L_{NG}} \\
Q_{MT,t} = \frac{P_{MT,t} \cdot (1 - \eta_{MT} - \eta_L)}{\eta_{MT}} \\
L_{ac,t} = Q_{MT,t} \cdot \eta_{rec} \cdot k_{co} \\
H_{wh,t} = Q_{MT,t} \cdot \eta_{rec} \cdot k_{he}
\]

The gas consumption of micro the gas turbine is shown in (1). The heat generated by the micro gas turbine is all distributed to the absorption chiller or waste heat boiler to generate the required cold and heat energy in (3) and (4).

2.2. Mathematical Model of Ground Source Heat Pump

When the heat generated by the micro gas turbine cannot meet the user cooling and heating load, it is supplemented by the ground source heat pump [40].

\[
L_{HPC,t} = C_{HPC} \cdot P_{HP,t} \\
H_{HPH,t} = C_{HPH} \cdot P_{HP,t}
\]

2.3. Mathematical Model of Battery

The storage battery is mainly used to stabilize the fluctuation of new energy power generation and improve the stability of the power grid. The mathematical model is as follows [39]:

\[
S_{bat,t} = (1 - \sigma) \cdot S_{bat,t} + \eta_{bat-c} \cdot P_{bat-c,t} \cdot \Delta t - P_{bat-d,t} \cdot \Delta t / \eta_{bat-d}
\]
3. Two-Stage Economic Optimal Dispatching Model

3.1. The First Stage Optimization Model

In a typical residential house, part of the electrical load comes from smart appliances. They have shown great adjustability under the incentive of time-of-use electricity prices [41]. Therefore, we split the residential electrical load into fixed loads and adjustable loads. Fixed load refers to the load that cannot be disconnected at a specific time, such as lighting or electric cookers. Adjustable load refers to the load with power that can be partially adjusted within a fixed period of time, such as electric water heaters. When the load needs to be reduced, the temperature of the electric water heater relatively decreases, and vice versa. Therefore, the total load of the residential community during t period is the sum of the fixed load and the adjustable load. The expression is shown in (8).

\[ S_{\text{total},t} = S_{\text{fix},t} + S_{\text{adj},t} \] (8)

The expression after load adjustment is shown in (9). When dispatching the adjustable load, the amount of load involved in regulation should be kept within the limit, and the expression is shown in (10).

\[ S_{\text{adj},t} = S_{\text{total},t} + S_{\text{adj},t} \] (9)

\[ S_{\text{adjmin},t} \leq S_{\text{adj},t} \leq S_{\text{adjmax},t} \] (10)

3.1.1. Objective Function

In this paper, the total cooling, heating and power load of users remains unchanged before and after adjusting the user load. After implementing the time-of-use electricity price measures, users reduce electricity consumption when the electricity price is high and increase electricity consumption when the electricity price is low. However, some users even reduce the use of fixed load in order to save electricity cost, a phenomenon we call excessive behavior. This behavior leads to the reverse peak-to-valley difference, which reduces the stability of the power grid and runs counter to the purpose of using time-of-use electricity pricing. Therefore, according to the characteristics of electricity price and electricity consumption being inversely proportional, the user target load function under time-of-use electricity pricing is formulated to simulate user over-response, which is expressed as:

\[ E_{\text{mu},t} = \sum_{t=1}^{T} E_{\text{load},t} \cdot \frac{1/C_t}{\sum_{t=1}^{T} E_{\text{load},t}} \] (11)

Running under the target load can cope with user over-response and reduce user electricity costs and the system’s operating cost. In the CCHP system, part of the cooling and heating load is satisfied by the waste heat of the micro gas turbine, and there is a coupling characteristic between the electrical load and the cooling and heating load. Therefore, in order to match the supply side, the target loads of the cooling and heating loads are obtained by the product of the adjusted electrical load and the thermoelectric ratio, which is expressed as:

\[ \begin{align*}
H_{\text{mu},t} &= K_H \cdot E_{\text{cl},t} \\
L_{\text{mu},t} &= K_L \cdot E_{\text{ch},t}
\end{align*} \] (12)

However, if power is provided to users only according to the target load, there will be a situation where the fixed load cannot be satisfied, which was mentioned earlier. Although it can prevent the occurrence of over-response, it is too different from the users’ electricity consumption habits, which reduces user comfort and also affects the stability of the power grid. Therefore, combined with user satisfaction, this section takes the minimum difference between the adjusted user load and the target load and the maximum user satisfaction as the objective function:
\[ F = \min(f_1 - f_2) \]  

where \( f_1 \) is the difference function between the adjusted user load and the user target load, and \( f_2 \) is the user satisfaction function; the calculation method for the functions is explained in (14).

\[
\begin{align*}
    f_1 &= \sum_{i=1}^{T} \left( (E_{\text{ini},i} - E_{\text{mul},i})^2 + (H_{\text{ini},i} - H_{\text{mul},i})^2 + (L_{\text{ini},i} - L_{\text{mul},i})^2 \right) \\
    f_2 &= 1 - \frac{\sum_{i=1}^{T}(|E_{\text{ini},i}| + |H_{\text{ini},i}| + |L_{\text{ini},i}|)}{\sum_{i=1}^{T}(E_{\text{load}} + H_{\text{load}} + L_{\text{load}})}
\end{align*}
\]  

Combining \( f_1 \) and \( f_2 \) can reduce user electricity costs, prevent overreaction and maintain user satisfaction to a large extent. At the same time, it can also cut peaks and fill valleys and improve the stability of the power grid.

3.1.2. Model Constraints

In order to maintain the stability of the power supply system, the total load of users before and after regulation remains unchanged:

\[
\begin{align*}
    \sum_{i=1}^{T} E_{\text{ini},i} &= 0 \\
    \sum_{i=1}^{T} H_{\text{ini},i} &= 0 \\
    \sum_{i=1}^{T} L_{\text{ini},i} &= 0
\end{align*}
\]  

3.2. The Second Stage Optimization Model

In this section, the operation cost of the CCHP system is comprehensively considered from the four aspects of fuel, environment, maintenance and interaction with the power grid, and the lowest cost is adopted as the objective function of the second stage.

3.2.1. Objective Function

\[
F = \min \sum_{t=1}^{T} (F_{\text{fuel},t} + F_{E,t} + F_{OM,t} + F_{G,t})
\]  

where \( F_{\text{fuel},t} \) is the fuel cost, \( F_{E,t} \) is the environmental governance cost, \( F_{OM,t} \) is the maintenance cost and \( F_{G,t} \) is the electricity purchase and sale cost.

1. Fuel cost

The fuel cost only includes micro gas turbine.

\[
F_{\text{fuel},t} = C_{NG} \cdot V_{MT,t}
\]  

2. Environmental governance cost

The environmental governance cost includes the pollutant gas produced by the combustion of natural gas.

\[
F_{E}(t) = \sum_{j=1}^{n} \left( \alpha_j \cdot \beta_j \cdot P_{MT,t} \right)
\]  

where \( j \) represents the type of pollutant containing NO\(_x\), SO\(_2\) and CO\(_2\), \( \alpha_j \) is the emission cost of pollutants and \( \beta_j \) is the emission coefficient.

3. Maintenance cost

It covers the maintenance cost of all equipment in the CCHP system.

\[
F_{OM,t} = \sum_{i=1}^{n} P_{Li,t} \cdot k_{OM,i}
\]  

where \( k_{OM,i} \) is the unit maintenance cost of equipment in the system and \( P_{Li,t} \) is the output of each equipment at time \( t \).

4. Electricity purchase and sale cost
In this paper, the CCHP system adopts the grid-connected operation mode, which will generate transactions with the grid.

\[ F_{t} = \begin{cases} P_{\text{grid},t} \cdot C_{\text{buy},t}, & P_{\text{grid},t} \geq 0 \\ P_{\text{grid},t} \cdot C_{\text{sell},t}, & P_{\text{grid},t} < 0 \end{cases} \quad (20) \]

If \( P_{\text{grid},t} \) is positive, it means purchasing electricity from the grid. If \( P_{\text{grid},t} \) is negative, it means selling electricity to the grid.

3.2.2. Model Constraints

1. Constraints of energy balance

Energy balance includes electrical balance and thermal balance.

\[ P_{\text{WT},t} + P_{\text{PV},t} + P_{\text{MT},t} + P_{\text{grid},t} + P_{\text{bat-d},t} = P_{\text{load},t} + P_{\text{bat-c},t} + P_{\text{HP},t} \quad (21) \]

\[ H_{\text{wh},t} + H_{\text{HP},t} = H_{\text{b-load}}(t) \quad (22) \]

\[ L_{\text{ac}}(t) + L_{\text{HP-c}}(t) = L_{\text{c-load}}(t) \quad (23) \]

The power balance is shown in (21); the power consumption of the ground source heat pump is not included in the electric load.

2. Constraints of equipment

The constraints of equipment mainly refer to their output constraints in each time period.

\[ S_{\text{bat-min}} \leq S_{\text{bat}} \leq S_{\text{bat-max}} \quad (24) \]

\[ 0 \leq P_{\text{bat-c}} \leq P_{\text{bat-cmax}} \quad (25) \]

\[ 0 \leq P_{\text{bat-d}} \leq P_{\text{bat-dmax}} \quad (26) \]

\[ P_{\text{bat-c},t} \cdot P_{\text{bat-d},t} = 0 \quad (27) \]

\[ 0 \leq P_{\text{MT}} \leq P_{\text{MT-max}} \quad (28) \]

\[ 0 \leq P_{\text{HP}} \leq P_{\text{HP-max}} \quad (29) \]

In this paper, the charging and discharging processes of the battery are not carried out at the same time.

3. Constraints of the power grid

To avoid large disturbances to the grid, the system sets a power limit for interacting with the grid.

\[ P_{\text{g-min}} \leq P_{\text{grid}}(t) \leq P_{\text{g-max}} \quad (30) \]

4. Solution Method

4.1. Standard Artificial Bee Colony Algorithm (ABC)

The artificial bee colony (ABC) algorithm is an intelligent algorithm inspired by the foraging behavior of honeybees. It is more effective than particle swarm optimization (PSO) and ant colony optimization (ACO) [42]. The colony of artificial bees in ABC contains three groups of bees: employed bees, onlooker bees and scout bees [43]. The goal of the whole bee colony is to find the honey source with the largest amount of nectar in a limited range. The position of the honey source represents the solution of the problem, and the amount of nectar contained in the honey source is the quality (fitness) of the solution. The number of employed bees and onlooker bees is equal to the number of honey sources. First, honey information is taken back to the hive by employed bees. Then, the onlooker bee selects a honey source with a certain probability based on the information provided by the employed bees and searches for new honey sources nearby. If the quality of the new nectar source is higher than the original nectar source, the original nectar
source is discarded. If the honey source is still not replaced after a limited number of iterations, the employed bees will be converted into the scout bees to randomly search for new honey sources.

4.1.1. Initialization Phase

For all honey sources, \( x_i (i = 1, 2, 3, ..., SN) \), initial positions of honey sources are calculated as follows:

\[
X^d_i = X^d_{\text{min}} + r \cdot (X^d_{\text{max}} - X^d_{\text{min}})
\]  

(31)

where \( i = 1, 2, 3, ..., SN \) represents the number of honey sources, \( d = 1, 2, ..., D \) represents the dimension of the solution, \( r \) is a uniform random number among \([0, 1]\), \( X^d_{\text{min}} \) represents the lower and \( X^d_{\text{max}} \) represents the upper bound of the solution space.

4.1.2. Employed Bee Phase

Each employed bee searches for new honey sources around the initial source, as shown in (32):

\[
V^d_i = X^d_i + q^d_i \cdot (X^d_k - X^d_i)
\]  

(32)

where \( V^d_i \) is the new honey source, \( k = 1, 2, ..., SN \) is not equal to \( i \). If the quality of the new honey source is better than that of the original honey source, the new honey source replaces the original honey source, and if not, the honey source remains unchanged.

4.1.3. Onlooker Bee Phase

When the employed bees update the honey source, the onlooker bees select the honey source to be collected according to the quality of the honey source with a certain probability. The probability formula is shown in (33):

\[
P_i = \frac{\text{fit}_i}{\sum_{j=1}^{SN} \text{fit}_j}
\]  

(33)

where \( \text{fit}_i \) is the fitness value of the honey source; the better the quality of the honey source, the greater the probability of being selected. Since this paper is a minimization problem, the fitness function can be expressed as:

\[
\text{fit}_i = \begin{cases} 
1 + f_i & f_i \geq 0 \\
1 + |f_i| & f_i < 0 
\end{cases}
\]  

(34)

where \( f_i \) is the objective function value.

Next, the onlooker bee searches for new honey sources around the selected honey source, and the search formula is given in (32).

4.1.4. Scout Bee Phase

If the position of the honey source does not change during a limited number of iterations, the honey source is discarded and the related employed bee is converted into a scout bee, and a new solution over the entire solution space is generated by (31).

4.2. Improved Artificial Bee Colony Algorithm (IABC)

In the standard artificial bee colony algorithm, the bee colony can obtain the honey source information of the whole region through the information shared between individuals, so the global search ability of the algorithm is strong. However, in the employed bee stage, the search formula is used to randomly generate a new solution, which makes the local search ability of the solutions weak. In the onlooker bee stage, the new solution is randomly generated by the same search formula, which makes its
convergence poor. Therefore, this section improves the employed bee stage and the onlooker bee stage, respectively.

4.2.1. Employed Bee Phase

The search formula of the algorithm emphasizes the information exchange between individuals, which makes the algorithm focus too much on the global search, resulting in weak local search ability. We are inspired by the particle swarm algorithm, and aiming at the problem of poor local search ability in the employed bee stage, a global optimal factor is added to the search formula of the employed bee, as shown in (35):

\[ V_i^d = X_i^d + \phi_i^d \cdot (X_{g\text{best}} - X_i^d) \]  

where \( X_{g\text{best}} \) is the global optimal solution; in this way, employed bees can more fully search for new honey sources within the range between the current honey source and the global optimal honey source, which improves the local exploitation ability of employed bees.

4.2.2. Onlooker Bee Phase

After improvement, the local exploitation ability of employed bees is improved. If the original search formula is still used in the stage of onlooker bees, it not only affects the local exploitation ability of employed bees but also reduces the convergence speed of the algorithm. Therefore, we introduce a variable step factor in the onlooker bee stage. With the increase of the number of iterations, the search step of the onlooker bee becomes smaller, which improves the convergence of the algorithm. The improved search formula is shown in (36):

\[ V_i^d = X_i^d + \exp\left(-(20Maxl)\right) \cdot (X_i^d - X_i^d) \]  

where the number of current iterations, \( Maxl \), is the maximum number of iterations.

In order to prevent the improved algorithm from falling into local optimum, we still use the random search formula of the original algorithm in the scout bee stage, which helps the scout bee jump out of the local optimum solution.

4.3. Solving Process

The logic flow of the two-stage operation scheme is shown in Figure 2. We adopt new energy power generation, load type and equipment parameters as input from the first stage (the objective function is shown in Equation (13)). While ensuring user satisfaction, the difference between the adjusted load and the target load should be minimized. The objective function is solved by employed bee Equation (35) and onlooker bee Equation (36). Each time the algorithm completes one iteration, the fitness of the solution is calculated by Equation (34), and the best set of solutions is retained. This operation is repeated until the iteration is completed, and the optimized demand curve is output. In the second stage, the objective function is shown in Equation (16). The optimized demand curve is used as the initial data, and the equipment output is used as the variable. After the iteration is completed, the minimum operating cost of the system and the optimal output of the equipment are output.
5. Case Studies

To verify the effectiveness of the scheme, we compared four cases. In the separating supply system, the electrical load is met by the power grid, and the cooling and heating load is met by the ground source heat pump.

Case 1. Separating supply system without demand response.
Case 2. Separating supply system with demand response.
Case 3. CCHP system without demand response.
Case 4. CCHP system with demand response.

5.1. Test Parameters

This study uses the example of a typical residential building in the north to validate the effectiveness of the scheme. The typical daily load and new energy output [44,45] in summer and winter are shown in Figure 3. Time-of-use electricity pricing used in the case is shown in Table 1. The pollutant emission parameters of micro gas turbine are shown in Table 2. Technical parameters of the equipment are shown in Table 3. The scheduling period is 24 h, and the time interval is 1 h. The problem was solved using MATLAB on a computer configured with win7 64-bit, MATLAB version is R2014a.
Figure 3. Typical daily load and predicted power of PV and WT: (a) summer and (b) winter.

Table 1. Time of use for the electricity price.

| Time Period                  | Purchase (CNY/kWh) | Sell (CNY/kWh) |
|------------------------------|--------------------|----------------|
| Peak period                  | 11:00–14:00; 18:00–21:00 | 0.88           | 0.66           |
| Flat period                  | 7:00–10:00; 15:00–17:00; 22:00–23:00 | 0.51           | 0.4            |
| Valley period                | 24:00–6:00         | 0.17           | 0.12           |

Table 2. Pollutant emission parameters of micro gas turbine [35,46].

| Polluted Gas | Emission Coefficient (g/kWh) | Emission Cost (CNY/kg) |
|--------------|------------------------------|------------------------|
| CO₂          | 386                          | 0.21                   |
| SO₂          | 0.0036                        | 14.84                  |
| NOₓ          | 0.2                           | 62.96                  |

Table 3. The parameters of the equipment in CCHP System.

| Equipment     | Parameters | Value     | Equipment     | Parameters | Value     |
|---------------|------------|-----------|---------------|------------|-----------|
| PV [44]       | $P_{\text{max}}$ | 50 kW     | WHB [46]      | $k_{\text{OM}}$ | 0.03 CNY/kWh |
|               | $k_{\text{OM}}$ | 0.029 CNY/kW |               | $k_{\text{he}}$ | 1.1       |
| WT [44]       | $P_{\text{max}}$ | 50 kW     | AC [11]       | $k_{\text{OM}}$ | 0.02 CNY/kWh |
|               | $k_{\text{OM}}$ | 0.025 CNY/kW |               | $k_{\text{co}}$ | 0.9       |
| MT [35,44]    | $P_{\text{MT-max}}$ | 65 kW     | GSHP [40]     | $P_{\text{HP-max}}$ | 60 kW   |
|               | $k_{\text{OM}}$ | 0.025 CNY/kW |               | $k_{\text{OM}}$ | 0.026 CNY/kW |
|               | $L_{\text{NG}}$ | 9.7 kWh/m³ |               | $C_{\text{HPC, CHPH}}$ | 3.5   |
|               | $C_{\text{NG}}$ | 2.05 CNY/m³ |               |               |           |
|               | $\eta_{\text{L}}$ | 0.03 |               |               |           |
|               | $\eta_{\text{rec}}$ | 0.85 |               |               |           |
| Grid          | $P_{\text{g-max}}, P_{\text{g-min}}$ | 60 kW, −60 kW | SB [44]       | $S_{\text{bat-max}}, S_{\text{bat-min}}$ | 120 kW, 30 kW |
|               |               |           |               | $\eta_{\text{bat-c}}, \eta_{\text{bat-d}}$ | 0.95   |
5.2. Analysis of Simulation Results

The resulting costs obtained from the four cases are summarized in Table 4. By comparing case 3 and case 1, it can be clearly seen that the economic benefit of the CCHP system is better than that of the separating supply system. Compared with case 3, the costs of case 4 are reduced by 5.20% and 5.76%. After considering the demand side response, the performance of the CCHP system is effectively improved.

Table 4. Typical daily operation costs of the four cases in winter and summer.

| Season | Case 1 (¥) | Case 2 (¥) | Case 3 (¥) | Case 4 (¥) |
|--------|------------|------------|------------|------------|
| Summer | 1888.1     | 1859.3     | 1304.79    | 1237       |
| Winter | 1564       | 1544.9     | 1042.02    | 981.98     |

Since this paper studies the impact of demand response on the CCHP system, a detailed comparative analysis of case 3 and case 4 is carried out.

In the first stage, this study simplified the load that can participate in the adjustment at each moment. Assume that the adjustable load at time \( t \) account for 10% of the total load. That is, the total load is regarded as the load limit, and the amount of load involved in regulation fluctuates within 10% of the load limit [15]. After the first stage of optimization, the adjusted loads in summer and winter in case 4 are shown in Figure 4. It can be seen that after the adjustment, the peak–valley difference of electric load in summer and winter decreased by 13.2% and 22.89%, respectively, which played a role in peak clipping and valley filling and reduced the disturbance to the power grid. Since users are sleeping at night and have less demand for hot and cold loads, this solution reduces the supply at night and increases the supply during the day. This is more in line with user behavior and habits, and user satisfaction remains above 90%.

![Figure 4](image1.png)  ![Figure 4](image2.png)

(a) Optimization results in case 4: (a) summer and (b) winter.

In the second stage, the optimized load obtained in the first stage is used as the initial data, and the economic dispatch model is solved to obtain the total operating cost of the system and the output of each set of equipment.

The operating costs of case 3 and case 4 in summer are shown in Table 5. After demand response, the total cost is reduced by 5.20%. The results of economic dispatch are shown in Figure 5. It can be seen from the figure that wind power and photovoltaic power generation at first meet the electrical load. After taking into account the demand response,
the electricity demand and cooling demand at night both decreased, so the output of the MT and HP decreased. Compared with case 3, the way of supplying power to the HP during the peak electricity price periods (12:00–14:00, 20:00–21:00) changed from purchasing electricity from the grid to battery discharging, which reduced the cost. At 6:00 and 15:00–17:00, the electricity price is lower and the battery is charged to store electricity.

Table 5. Cost comparison of case 3 and case 4 in summer.

| Cases   | Fuel Cost/¥ | Environmental Cost/¥ | Maintenance Cost/¥ | Power Purchase Cost/¥ | Total   |
|---------|-------------|----------------------|--------------------|----------------------|---------|
| Case 3  | 760.12      | 91.8                 | 120.73             | 332.14               | 1304.79 |
| Case 4  | 791.64      | 95.61                | 123.71             | 226.04               | 1237.00 |

Figure 5. Economic dispatch results in summer: (a) Case 3 and (b) Case 4.

Figure 6 shows the output changes of each equipment in summer for case 3 and case 4. The average load rate of MT increased from 69.16% to 72.03%, which improved the utilization rate. At the same time, the output of HP decreased, leading to a reduction in power purchases and ultimately reducing total operating costs.
The operating costs of case 3 and case 4 in winter are shown in Table 6. After demand response, the total cost is reduced by 5.76%. The results of economic dispatch are shown in Figure 7. In case 4, the battery is charged to store electricity during the valley electricity price periods (3:00–4:00). In the peak electricity price periods (11:00–12:00, 14:00, 18:00, 21:00), the battery discharges; in addition to meeting the needs of the HP, it also sells electricity to the grid for revenue. Since this study adopts a hybrid operation strategy [40], the operation mode of the battery becomes particularly important.

Table 6. Cost comparison of case 3 and case 4 in winter.

| Dispatch Strategy | Fuel Cost/¥ | Environmental Cost/¥ | Maintenance Cost/¥ | Power Purchase Cost/¥ | Total      |
|-------------------|-------------|----------------------|--------------------|----------------------|------------|
| Case 3            | 673.64      | 81.35                | 109.94             | 177.09               | 1042.02    |
| Case 4            | 732.54      | 88.47                | 116.36             | 44.61                | 981.98     |

Figure 6. Changes in equipment output in summer.

Figure 7. Economic dispatch results in winter: (a) Case 3 and (b) Case 4.
Figure 8 shows the output changes of each set of equipment in winter for case 3 and case 4. Similar to summer, the output of MT increased, and the average load rate rose from 61.3% to 66.66%. The increase in the output of micro MT and the decrease in the output of HP led to a reduction in power purchases, thereby reducing the total cost.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Value (Y)} & \text{PSO} & \text{FA} & \text{WOA} & \text{ABC} & \text{IABC} \\
\hline
\text{Maximum} & 1092.99 & 1099.93 & 1111.05 & 1029.97 & 989.64 \\
\text{Minimum} & 1016.39 & 1010.48 & 1066.60 & 1010.56 & 981.98 \\
\text{Mean} & 1053.99 & 1060.92 & 1081.87 & 1020.00 & 985.84 \\
\text{Standard Deviation} & 28.10 & 23.47 & 12.28 & 6.16 & 2.57 \\
\text{Average Convergence Time/s} & 185.37 & 273.86 & 246.17 & 351.86 & 263.19 \\
\hline
\end{array}
\]

6. Conclusions

The economic scheduling problem of the CCHP system is a complex, multi-decision problem. In this study, a two-stage optimization operation method based on IABC is proposed, and a demand-side optimization model and a supply-side optimization model are established. In the first stage, the demand curve is optimized by the target load function and the user satisfaction function, which not only maintains the maximum satisfaction of users but also prevents the occurrence of reverse peak-to-valley differences. In the second stage, with the goal of minimizing fuel, maintenance and environmental treatment costs, a supply-side optimization model is established to optimize equipment output. In the solution method, IABC avoids the problem of affecting the simulation effect
due to the input of more parameters and improves the search ability and accuracy compared with the original algorithm.

Taking a typical residential building in the north as an example, the effectiveness of the proposed scheme was verified. The simulation results show that after the first stage of optimization, the load peak–valley difference in summer and winter is reduced by 13.2% and 22.89%, respectively, which reduces the disturbance to the power grid. At the same time, user satisfaction remains above 90%. After considering the demand-side response, the total operating costs of the system are reduced by 5.20% and 5.76%, respectively. Therefore, the two-stage scheduling scheme greatly reduces the operating costs of the system on the basis of satisfying user satisfaction and reducing grid disturbance.

To verify the effectiveness of the improved algorithm, this study compared IABC with a variety of intelligent algorithms. Simulation results show that IABC has higher accuracy and stability when solving nonlinear multi-decision problems.
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Nomenclature

\[ t \] Index of time intervals

\[ V_{MT,t} \] Gas demand of micro gas turbine at time \( t \)

\[ P_{MT,t} \] The output power of micro gas turbine at time \( t \)

\[ \eta_{MT} \] The micro gas turbine efficiency for generating power

\[ L_{NG} \] Calorific value of natural gas

\[ Q_{MT,t} \] Flue gas residual heat of micro gas turbine at time \( t \)

\[ \eta_{L} \] Heat loss coefficient of micro gas turbine

\[ L_{ac,t} \] Refrigeration capacity of absorption chiller at time \( t \)

\[ H_{wh,t} \] Heating capacity of waste heat boiler at time \( t \)

\[ \eta_{rec} \] Heat recovery efficiency

\[ k_{co} \] Refrigeration coefficient of absorption chiller

\[ k_{he} \] Heating coefficient of waste heat boiler

\[ P_{HP,t} \] The electric demand of heat pump at time \( t \)

\[ L_{HPC,t} \] Refrigeration capacity of heat pump at time \( t \)

\[ H_{u,t} \] Adjusted heat load at time \( t \)

\[ l_{c,t} \] Adjusted cooling load at time \( t \)

\[ E_{bit} \] Electric load involved in regulation at time \( t \)

\[ H_{bit} \] Heat load involved in regulation at time \( t \)

\[ L_{bit} \] Cooling load involved in regulation at time \( t \)

\[ E_{mu,t} \] Target value of electrical load at time \( t \)

\[ H_{mu,t} \] Target value of heat load at time \( t \)

\[ L_{mu,t} \] Target value of cooling load at time \( t \)

\[ C_{t} \] Electricity price at time \( t \)

\[ K_{H} \] Thermoelectric ratio of the demand side

\[ K_{L} \] Cooling-to-electricity ratio of the demand side

\[ F_{Fuel,t} \] Fuel cost at time \( t \)

\[ F_{E,t} \] Environmental cost at time \( t \)

\[ F_{OM,t} \] Maintenance cost at time \( t \)
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