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Abstract

The quasi-geostrophic (QG) equation has been used to capture the asymptotic dynamics of the rotating stratified Boussinesq flows in the regime of strong stratification and rapid rotation. In this paper, we establish the invalidity of such approximation when the rotation-stratification ratio is either fixed to be unity or tends to unity sufficiently slowly in the asymptotic regime: the difference between the rotating stratified Boussinesq flow and the corresponding QG flow remains strictly away from zero, independently of the intensities of rotation and stratification. In contrast, we also show that the convergence occurs when the rotation-stratification ratio is fixed to be a number other than unity or converges to unity sufficiently fast. As a corollary, we compute a lower bound of the convergence rate, which blows up as the rotation-stratification ratio goes to unity.

1 Introduction

1.1 Quasi-geostrophy of rotating stratified fluids

We study the rotating stratified Boussinesq equations

\[
\begin{aligned}
&\partial_t v + (v \cdot \nabla)v = -\Omega e_3 \times v - \nabla p + N \theta e_3, \\
&\partial_t \theta + (v \cdot \nabla)\theta = -N v_3, \\
&\nabla \cdot v = 0,
\end{aligned}
\] (1.1)

in \( \mathbb{R}^3 \times (0, \infty) \) with the corresponding initial data \( v(x, 0) = v_0(x) \) and \( \theta(x, 0) = \theta_0(x) \). The unknowns \( v, \theta, \) and \( p \) represent the fluid velocity, the density disturbance, and the pressure, respectively. The constant \( \Omega \) stands for the rotation frequency, while the other constant \( N \) denotes the intensity of stratification. Such a system (1.1) can be derived by looking at the solution as the perturbation around the stratified (linearly and stably) densities in the original inviscid Boussinesq equations on the rotating reference frame, with suitable normalization.

∗Mathematics Department, Duke University, Durham NC 27708 USA. E-mail: minjun.jo@duke.edu
†Department of Mathematics, Ajou University, Suwon 16499, Republic of Korea. E-mail: junha02@ajou.ac.kr
‡Department of Mathematics, Chung-Ang University, Seoul 06974, Republic of Korea. E-mail: jhleepde@cau.ac.kr
The simultaneous presence of both rotation and stratification is known to produce highly complicated oscillations that are difficult to analyze, hampering precise description of the dynamics. To resolve this issue, Charney \cite{7} in the 1940’s considered the quasi-geostrophic (QG) equations

\[
\begin{align*}
\frac{\partial q}{\partial t} + \mathbf{v}_H \cdot \nabla H q &= 0, \\
q &= \Delta_{\mu} \psi, \\
\mathbf{v}_H &= (-\partial_2 \psi, \partial_1 \psi)^\top,
\end{align*}
\] (1.2)

as the legitimate approximate equations for large-scale atmospheric motions near the geostrophy meaning that the pressure is almost balanced with the Coriolis effect. Note that quasi-hydrostatic dynamics, which is related to stratification of our interest, has been investigated as well. See \cite{7} for details. We also refer to \cite{8} for turbulence theory of the QG system.

In the above formulation, we use the following notations

\[
\nabla_{\mu} := (-\partial_2, \partial_1, 0, \mu \partial_3)^\top, \quad \Delta_{\mu} := \partial_1^2 + \partial_2^2 + \mu^2 \partial_3^2, \quad \text{and} \quad \nabla_{H} = (-\partial_2, \partial_1)^\top,
\] (1.3)

where \(\mu \in \mathbb{R}\) denotes the rotation-stratification ratio

\[
\mu = \frac{\Omega}{N}.
\]

Moreover, the QG system (1.2) may be supplemented with the initial data of the form

\[
\nabla_{\mu} \psi(x, 0) = \nabla_{\mu} \psi_0(x) = P_{\mu} u_0,
\] (1.4)

which even alludes to the relationship between the Boussinesq flow (1.1) and the QG flow (1.2) because \(u_0\) will be defined by \(u_0 = (v_0, \theta_0)\) for (1.1) and \(P_{\mu}\) will be defined in (3.8) as a part of eigenvalue analysis for the linear propagator in (1.1). The main unknown quantity \(q\) in (1.2) is called the pseudo-potential vorticity in the geophysics literature because it is conserved only at the horizontal projection of the particle motion \cite{8}.

Such a simple reduced model (1.2) is known to preserve the key features of the real dynamics. One can notice that there is no vertical advection in (1.2); essentially, the dynamics is quasi-2D. So a natural candidate for the turbulence of (1.2) is the inverse cascade, which appears to be more generic in 2D than the forward cascade does, see \cite{1} for a recent numerical result on such inverse cascade in the 3D stratified rotating fluids.

1.1.1 Goal of this paper

The purpose of this article is to provide a mathematically rigorous validation or invalidation of (1.2) as the legitimate approximate description of large-scale geophysical flows whose motions are governed by the 3D inviscid rotating stratified Boussinesq equations (1.1), in the asymptotic regime where both \(\Omega\) and \(N\) tend to infinity. In the later sections, we would set up the problem rigorously with precise definitions.

1.2 Summary

We summarize the contributions of our main results that will be presented in the next chapter.
• **Specification of μ for non-convergence.** We fully specify the set of the rotation-stratification ratios where non-convergence actually takes its place; μ = 1 is the only element of that set in the case of the whole space \( \mathbb{R}^3 \). This is proved by the combination of our first main theorem, Theorem 2.1 and Theorem A.6 in Appendix.

• **Pseudo-dichotomy when μ \( \rightarrow 1 \).** When μ goes to 1, we prove that (i) if Ω and N grow sufficiently slow, then non-convergence happens, and that (ii) if Ω and N grow sufficiently fast, still convergence is guaranteed. This suggests that not only the ratio \( \mu = \frac{\Omega}{N} \) but also the constants Ω and N play the decisive roles in the convergence process. More importantly, our non-convergence result for the variant case \( \mu \rightarrow 1 \) indicates that the QG approximation is indeed singular, yielding the first result of this kind compared to the previous related studies \[29, 38\] that provide the convergence rates.

• **Estimation of convergence rates.** We provide a new quantitative lower bound of the convergence rates for the QG approximation. Corollary 2.7 is the very first blow-up result of the harmonic analytical constant \( C_\mu \) as \( \mu \rightarrow 1 \) (see the constant \( C_\mu \) appearing in Theorem A.6), which follows from our pseudo-dichotomy result of Theorem 2.6. More precisely, while the harmonic analytical nature of the obtained convergence rate itself does not provide an explicitly computable lower bound in general, we can leverage Theorem 2.6 to construct a contradictory sequence of pairs \((\Omega, N)\) whenever the rate does not satisfy the lower bound we suggest in Corollary 2.7.

### 1.3 Background

#### 1.3.1 Three-scale singular limit

It is well-established that both rotation and stratification have similar stabilizing effects that work on turbulent fluids via making the dynamics of the fluids quasi-two dimensional; we refer to \[2, 3, 5, 9, 11, 12, 17, 19, 21, 22, 24, 25, 31, 32, 35, 37, 39\] for the previous various results. It is important to consider rotation and stratification together in action, because their simultaneous presence gives rise to interesting phenomena including jets, fronts, and merger of vortices, that might have been easily suppressed if there is only one strong effect, either rotation or stratification. As an example, statistically the most ubiquitous form of vortices is found to have the aspect ratio of approximately 0.8Ω/N \[33\] where Ω and N represent the intensities of rotation and stratification, see (1.1).

However, when both effects take place with significantly strong intensities, it is still vague how the two different effects in action would affect the fluid dynamics in a rigorous fashion. This leads to the necessity of the simple reduced model equations that would describe the crucial features of the original equations. The QG equations (1.2) have been proposed to be such a reduced model system. To rigorously justify the utility of the QG equations as the legitimate approximation of the Boussinesq equations (1.1) for rotating stratified fluids, we prove the convergence of (1.1) to (1.2) in the regime of the so-called three-scale singular limit problem incorporating the three limits
\[
\Omega \rightarrow \infty, \quad N \rightarrow \infty, \quad \mu := \frac{\Omega}{N} \rightarrow \nu
\]  
for some fixed \( \nu \in (0, \infty) \). The category into which the convergence problem falls is named singular limit problem because oscillations from the large parameters Ω and N might prevent the conver-
gence of the solutions as the parameters tend to infinity. Note that \( \mu \to \nu \) is included as a part of the three-scale singular limits; the case \( \nu = 1 \) actually proves to be singular in some sense, see the second part (2.6) of Theorem 2.6. As \( \nu \) varies in (1.5), the corresponding asymptotic regime changes. The endpoint case \( \nu = 0 \) was handled by Mu and Schochet in [29], where it is shown that convergence rates of solutions can be proved via suitable Strichartz estimates. Earlier than [29], Takada [38] treated the non-trivial one-scale singular limit problem \( \Omega = 0, N \to \infty \), and \( \mu = 0 = \nu \), which may be regarded as a special case of the endpoint case \( \nu = 0 \). It is notable that while the previous convergence rate results [14, 16] for three-scale limits involved certain well-prepared initial data only, such results were obtained in [29, 38] for general Sobolev initial data without the well-preparedness condition. The results of this paper are also proved for general Sobolev initial data. See also [13, 34] for the broader theory of three-scale singular limits. For the other endpoint case \( \nu = \infty \) where rotation is dominant, see the very recent result [30] by Mu and Wei.

1.3.2 Previous works for the QG system

Embid and Majda (1996) in [15] gave the first mathematically rigorous proof of the weak convergence of the equations (3.2) to the QG equations (1.2) on a fixed time interval \([0, T]\) as \( \varepsilon \to 0 \) for \( \varepsilon^{-1} \) being proportional to both \( N \) and \( \Omega \), where \( T > 0 \) is sufficiently small depending on the initial data only. The result was valid even for initial data that were not in hydrostatic nor geostrophic balance, while the results [6, 10] relied on the strategy developed by Klainerman and Majda [23] for singular limits of hyperbolic problems requiring initial data to be balanced. The balance assumption is natural in the sense that we are looking for perturbative solutions around the stable states of geostrophic balance. The term ‘quasi-geostrophic’ means that the solutions are in almost geostrophic balance.

Then Babin, Mahalov, Nicolaenko, and Zhou (1997) presented an improved result in [4], which states that the convergence time \( T \) can be made arbitrarily large. According to [4], while Embid and Majda missed the regularizing effects of rotation and stratification (the time interval constructed in [15] was essentially as small as the one for the local existence of the 3D Euler equations), a detailed Fourier analysis of [4] on the torus \( T^3 \) lead to the claim that the maximal convergence time can be extended to any positive number for certain Sobolev initial data with Burger number outside a Lebesgue measure zero set in \( \mathbb{R}_+ \). The regularization effects of rotation and stratification turned out to be well-captured by dispersive estimates for the linear propagator \( e^{iN^2p_\mu(D)} \). For examples, see the studies [12, 21, 22, 24, 25, 27] that are based on such dispersive estimates. This paper particularly concerns the regime \( Bu = O(1) \), or equivalently \( 0 < \mu < \infty \) converging to \( \nu \in (0, \infty) \) as \( N \to \infty \) and \( \Omega \to \infty \). Here, the Burger number \( Bu \) is defined by \( Bu = \frac{N^2a_3^2}{\Omega^2} \) where \( a_3 \) represents the aspect ratio parameter that is often captured by considering the domain \( T^2 \times [0, 2\pi/a_3] \).

One interesting remark made without proof in [4] was that certain nonlinear terms appearing in their decomposition of the limit equations turned out to be discontinuous in the Burger number \( Bu \) (note that the Burger number is a quantity that represents the rotation-stratification ratio normalized by the horizontal and the vertical scales of the periodic boxes) at every \( Bu \) belonging to a countable set, called the strict three-wave resonant set. This implies, according to [4], that solutions of the limit system would discontinuously depend on the Burger number \( Bu \) as well. The authors of [4] further claimed that since the solutions of the original inviscid Boussinesq equations (1.1) depend on \( Bu \) continuously on a small time interval, the convergence to the solutions of the
limit equations could not be made uniform in $B_0$. The authors of [4] named this paradox “Devil’s staircase of convergence results.” Since our domain of interest in this paper is simply $\mathbb{R}^3$, such resonant behavior in the periodic boxes cannot be captured anymore and so there is no connection between our result and the paradox. Despite such a difference, our result of non-convergence is inspired by the conjecture.

Following the notations of the recent result [38] that dealt with stratification only, here we prove the pseudo-dichotomy on the rotation-stratification ratios to determine either convergence or non-convergence in the presence of both rotation and stratification with strong intensities. Note that non-convergence at some fixed $\mu$ would immediately imply non-uniformity of the convergence rates near such $\mu$.

2 Main results

2.1 Non-convergence for $\mu = 1$

We prove in Appendix that $\mu \neq 1$ implies convergence. We can even show that as long as $\mu$ converges to a number other than one, convergence is guaranteed; See Corollary A.9 and the corresponding proof. Only the case $\mu = 1$ is left, i.e., $\Omega = N$. In that case, we establish the following non-convergence theorem. To state our first main theorem, we introduce the projection operator $P_\mu$ defined by

$$ P_\mu w = \int e^{2\pi i x \cdot \xi} \langle \mathcal{F} w(\xi), b_\mu(\xi) \rangle \xi^1 b_\mu(\xi) d\xi \quad \text{with} \quad b_\mu(\xi) = \frac{\xi_\mu}{|\xi|}, $$

(2.1)

where $\xi_\mu = (-\xi_2, \xi_1, 0, \mu \xi_3)^T$. We refer to Section 3.2.2 for further information.

**Theorem 2.1.** Fix any $m \in \mathbb{N}$ with $m \geq 6$. For any $u_0 = (v_0, \theta_0) \in H^m(\mathbb{R}^3)$ with $\nabla \cdot v_0 = 0$ and $u_0 - P_1 u_0 \neq 0$ where $P_1$ is a projection operator defined in (2.1) with $\mu = 1$, there exists a constant $A > 0$ depending only on $u_0$ such that the unique classical local-in-time solution $u = (v, \theta)$ to (1.1) with $\Omega = N$ satisfies

$$ \liminf_{N \to \infty} \left( \inf_{t \in [0,t_0]} \|u - \nabla_1 \psi^1\|_{W^{1,\infty}} \right) \geq \frac{1}{2} A $$

(2.2)

for some sufficiently small $t_0 \in (0, T_*)$, where $T_*$ is the maximal existence time of $u$ with

$$ u \in C([0, T_*]; H^m(\mathbb{R}^3)) \cap C^1([0, T_*]; H^{m-1}(\mathbb{R}^3)) $$

and $\psi^1$ is a continuous function which satisfies (1.2)-(1.4) when $\mu = 1$ and

$$ \nabla_1 \psi^1 \in C([0, T]; H^m(\mathbb{R}^3)) \cap C^1([0, T]; H^{m-1}(\mathbb{R}^3)) $$

for all $T > 0$.

**Remark 2.2.** The maximal time $T_*$ of the local-in-time solution does not depend on $N$.

**Remark 2.3.** From the simple inequality

$$ \|f\|_{L^q(0, T; W^{1,\infty})} \geq t_0^{1/4} \inf_{t \in [0,t_0]} \|f\|_{W^{1,\infty}} $$

for any nice vector-valued function $f : \mathbb{R}^3 \times \mathbb{R}_+ \to \mathbb{R}^3$, we can see that the non-convergence result we proved here is actually stronger than the non-convergence in the Strichartz space $L^q(0, T; W^{1,\infty})$ that was previously considered for the convergence results.
2.2 Fast convergence vs. slow non-convergence for $\mu \to 1$

When $\Omega$ and $N$ grow, it is natural to expect that the ratio $\mu = \Omega/N$ changes accordingly. While non-convergence always happens for the fixed ratio $\mu = 1$, it is still not clear what will occur in the variant case $\mu \to 1$. For the variant case $\mu \to \nu \neq 1$, see Corollary [A.9]. Surprisingly, it turns out that both convergence and non-convergence can happen separately, being contingent upon how fast $\Omega$ and $N$ grow to infinity. This suggests that not only the rotation-stratification ratio $\mu$ matters, the intensities of rotation and stratification themselves play the crucial roles which distinguish the three-scale singular limit problem from the previous one or two-scale singular limit results.

Let $\{\mu_k\}_{k \in \mathbb{N}}$ be any sequence of positive numbers satisfying $\mu_k \to 1$ as $k \to \infty$. Without loss of generality, we may assume $\mu_k \neq 1$ for every $k \in \mathbb{N}$. For each fixed $\mu_k$ with $k \in \mathbb{N}$, the constant $C_{\mu_k}$ appearing in (A.8) is then well-defined.

**Definition 2.4.** We say that a sequence $\{(\Omega_k, N_k)\}_{k \in \mathbb{N}}$ of pairs of positive numbers is fast if the sequence satisfies

$$N_k = C_{\mu_k} h(k), \quad \Omega_k = N_k \mu_k \quad (2.3)$$

for some function $h \in C(\mathbb{R}_+)$ satisfying $h(x) \to \infty$ as $x \to \infty$. The map $x \mapsto x^\beta$ with $\beta > 0$ can be chosen to be such $h$.

**Definition 2.5.** We say that the sequence is slow if the sequence satisfies

$$N_k = o\left(|1 - \mu_k|^{-1}\right) \quad \text{as} \quad k \to \infty, \quad \Omega_k = N_k \mu_k. \quad (2.4)$$

One can see that $N_k = \frac{1}{|1 - \mu_k|^\beta}$ with $0 < \beta < 1$ would be an example of (2.4).

Now we state our pseudo-dichotomy result between fast and slow sequences as follows.

**Theorem 2.6.** Fix $u_0 = (v_0, \theta_0) \in H^m$ with $\nabla \cdot v_0 = 0$ for some $m \geq 7$. Let $\{(\Omega_k, N_k)\}_{k \in \mathbb{N}}$ be any sequence of pairs of positive numbers. For every $T > 0$, and for any $k \in \mathbb{N}$, suppose that there exists a corresponding unique classical solution $u^{(k)}$ to (1.1) on $[0, T]$. If the fast condition (2.3) is satisfied, then there holds

$$\lim_{k \to \infty} \|u^{(k)} - \nabla_1 \psi^1\|_{L^q(0, T; W^{1, \infty})} = 0. \quad (2.5)$$

In contrast, if the slow condition (2.4) is satisfied and $u_0 \neq P_1 u_0$, then there holds

$$\liminf_{k \to \infty} \|u^{(k)} - \nabla_1 \psi^1\|_{L^q(0, T; W^{1, \infty})} \geq B, \quad (2.6)$$

for some positive constant $B$ depending only on $u_0$. Here $\psi^1$ is a continuous function which satisfies (1.2)-(1.4) when $\mu = 1$ and

$$\nabla_1 \psi^1 \in C([0, T]; H^m(\mathbb{R}^3)) \cap C^1([0, T]; H^{m-1}(\mathbb{R}^3))$$

for all $T > 0$.

Lastly, we give a new explicit lower bound for the growth $C_{\mu}$ in (A.8) as $\mu$ tends to 1, leading to the first blow-up result of $C_{\mu}$ to the best of the authors’ knowledge. This provides a quantitative information on the convergence process. To this end, we exploit both (2.5) and (2.6).
Corollary 2.7. Let \( \{\mu_k\}_{k \in \mathbb{N}} \) be any sequence of positive numbers satisfying \( \mu_k \to 1 \) as \( k \to \infty \). For the constant \( C_{\mu} \) appearing in (A.8), there holds
\[
\frac{1}{C_{\mu_k}} = O (|1 - \mu_k|) \quad \text{as} \quad k \to \infty.
\]

Remark 2.8. The above corollary says that \( C_{\mu} \), as a function in \( \mu \), increases to infinity as \( \mu \to 1 \) at least as fast as the mapping \( \mu \mapsto \frac{1}{|1-\mu|} \).

The first part (2.5) of the above theorem supports the validity of the QG equations as the approximation for rotating stratified fluids even near the exact balance between rotation and stratification, provided that we consider an asymptotic regime of radically increasing intensities. Meanwhile, the second part (2.6) says that such quasi-geostrophic approximation might be mathematically invalid near the exact balance in the regime of slowly growing intensities. Together with Corollary A.9, the above theorem covers the whole range \( \mu \to \nu \in (0, \infty) \) for the rotation-stratification ratio. The open question that seems currently out of reach regards the moderately increasing sequences that belong to neither (2.3) nor (2.4), when \( \mu \) tends to one.

2.3 \( \mu \)-universal non-convergence in \( L_t^\infty H_x^s \)

The Sobolev space \( W^{1,\infty} \), which is \( L^\infty \)-based, is nearly marginal in the following sense: while \( W^{1,\infty} \) gives us the convergence results by well-capturing the dispersive nature of the linear operator for any fixed \( \mu \neq 1 \), it still allows for non-convergence when \( \mu = 1 \) is fixed. Roughly saying, the space \( W^{1,\infty} \) successfully distinguishes the isotropic case \( \mu = 1 \) from the anisotropic case \( \mu \neq 1 \).

In contrast, such a dichotomy for the fixed rotation-stratification ratio \( \mu \) ceases to work in the smaller \( L^2 \)-based space \( H^{m-3} \). One can modify the proof of Theorem 2.1 to show that non-convergence arises universally in \( H^{m-3} \) for any \( \mu \in (0, \infty) \) on a sufficiently short time interval. See Theorem 2.9 for the precise statement. The universal non-convergence result can be interpreted as that even the slightly smaller \( L^2 \)-based space \( H^{m-3} \) might be inappropriate to study the “phase scrambling” of the solutions via rotation and stratification.

**Theorem 2.9** (A variant of the result in [18]). Let \( \mu \in (0, \infty) \) and \( m \in \mathbb{N} \) with \( m \geq 6 \). For any \( u_0 = (v_0, \theta_0) \in H^m (\mathbb{R}^3) \) with \( \nabla \cdot v_0 = 0 \) and \( u_0 - P_\mu u_0 \neq 0 \), the unique classical local-in-time solution \( u = (v, \theta) \) to (1.1) satisfies
\[
\liminf_{N \to \infty} \left( \inf_{t \in [0, t_0]} \|u - \nabla_\mu \psi^\mu\|_{H^{m-3}} \right) \geq \frac{1}{2} \|u_0 - P_\mu u_0\|_{H^{m-3}}
\]
for sufficiently small \( t_0 \in (0, T_\ast) \) where \( T_\ast \) is the maximal existence time of \( u \) satisfying
\[
u \in C([0, T_\ast); H^m (\mathbb{R}^3)) \cap C^1([0, T_\ast); H^{m-1} (\mathbb{R}^3)).
\]
Here \( \psi^\mu \) is a continuous function which satisfies (1.2)-(1.4) and
\[
\nabla_\mu \psi^\mu \in C([0, T]); H^m (\mathbb{R}^3)) \cap C^1([0, T]; H^{m-1} (\mathbb{R}^3))
\]
for all \( T > 0 \).
Remark 2.10. The theorem indicates that the nonzero status of the initial difference $u_0 - P_\mu u_0$ is sustained for a short amount of time not depending on $N$ with respect to the $H^s$ norms.

Remark 2.11. The general result in [18] on $\mathbb{R}^3$ can be applied to our setting when we work with $H^s$ norms; Theorem 3.5 of [18] establishes convergence of the slow limit part of solution to the target profile in $H^s$ norms that are weaker than the one for which uniform bounds hold. The implication is that if the fast oscillating part is initially non-zero then at least on some short time interval the discrepancy between the full solution and the target profile is bounded from below on such times. So the above non-convergence theorem is essentially a consequence of [18]. In this paper, we provide an elementary proof that is consistent with our approach.

2.4 $\mu$-universal convergence in $H^s$

Despite such incapability of $L^2$-based spaces in measuring the effects of $\Omega$ and $N$ on dispersion, we still can specify a special class for initial data which ensures the convergence for any $\mu \in (0, \infty)$ even in $H^{m-3}$. By imposing a smallness condition on certain components of the initial data in terms of the eigenvectors of the linear propagator, we establish the following universal convergence result.

**Theorem 2.12** (A variant of the result in [19]). Let $\mu \in (0, \infty)$ and $m \in \mathbb{N}$ with $m \geq 6$. Fix any time $T > 0$ and any initial data $u_0 = (v_0, \theta_0) \in H^{m}(\mathbb{R}^3)$ with $\nabla \cdot v_0 = 0$. If $u_0$ satisfies $CTe^{CT\parallel u_0 - P_\mu u_0\parallel_{H^{m-2}}} \leq 1$ for some $C > 0$, then there exists a constant $R = R(m, \mu, T, \parallel P_\mu u_0\parallel_{H^{m}}) > 0$ such that (3.2) possesses a unique classical solution

$$u \in \mathcal{C}([0, T]; H^{m}(\mathbb{R}^3)) \cap \mathcal{C}^1([0, T]; H^{m-1}(\mathbb{R}^3))$$

provided that $\sqrt{\Omega^2 + N^2} > R$. Moreover, if we assume further that $u_0 = P_\mu u_0$, there exists a constant $C'_\mu = C'_\mu(m, \mu, T, \parallel u_0\parallel_{H^{m}}) > 0$ such that

$$\sup_{t \in [0, T]} \parallel u - \nabla_\mu \psi^\mu\parallel_{H^{m-3}} \leq \frac{C'_\mu}{\sqrt{\Omega^2 + N^2}}$$

as long as $\sqrt{\Omega^2 + N^2} > R$. Here $\psi^\mu$ is a continuous function which satisfies (1.2)-(1.4) and

$$\nabla_\mu \psi^\mu \in \mathcal{C}([0, T]; H^{m}(\mathbb{R}^3)) \cap \mathcal{C}^1([0, T]; H^{m-1}(\mathbb{R}^3))$$

for all $T > 0$.

**Remark 2.13.** This includes $\mu = 1$ with $C'_\mu$ bounded near $\mu = 1$, which corroborates that the non-convergence result in Theorem 2.1 heavily relies on certain components of the initial data, $P_\pm u_0$, instead of just $u_0$.

**Remark 2.14.** It should be noted that the results by Klainerman and Majda [23] are valid in the $H^s$ settings; the Lagrangian-multiplier term $\nabla p$ disappears in the standard $H^s$ energy estimates on $\mathbb{R}^3$ due to the divergence-free constraint. Here, we give another proof that is consistent with our approach. See [13] as well.
2.5 Generalized non-convergence theorem

Due to its nature of generalization, this section may require certain preliminary knowledge about the proofs of the previous theorems. One may read the next sections before reading this section.

Our proofs of Theorem 2.1 and Theorem 2.9 gives rise to a general result as follows. Consider the initial value problem in \( \mathbb{R}^d \times \mathbb{R}_+ \) for a vector-valued quantity \( f \) with \( n \)-many components as

\[
\partial_t f + L^\varepsilon f + \mathcal{N}(f) = 0 \quad \text{and} \quad f|_{t=0} = f_0,
\]

where \( \mathcal{N} \) denotes the nonlinearity of the system and \( L^\varepsilon \) stands for the linear propagation that depends on the parameter \( \varepsilon \). We consider the asymptotic regime when \( \varepsilon \to 0 \).

Note that this is our case indeed, because \( \mu = \Omega/N \) is fixed so that \( N \) and \( \Omega \) grow proportionally to each other in Theorem 2.1 and Theorem 2.9.

Let the linear propagator \( L^\varepsilon \) be an operator defined by its Fourier symbol \( \widehat{L^\varepsilon}(\xi) \) that is a complex-valued \( n \times n \) matrix. The matrix \( \widehat{L^\varepsilon}(\xi) \) has the \( n \)-many eigenvalues denoted by \( \lambda_j(\xi) \)'s that are well-defined for a.e. \( \xi \in \mathbb{C}^4 \) and the corresponding eigenvectors of the form \( b_j(\xi) \)'s. Assume that the set of the eigenvectors, \( \{b_j(\xi)\}_{j=1}^n \), is an orthonormal basis of \( \mathbb{C}^n \); then the solution \( \omega \) to the linearized system

\[
\partial_t \omega + L^\varepsilon \omega = 0
\]

with the initial data \( \omega_0 \), can be rewritten in Fourier variables as,

\[
\hat{\omega}(t, \xi) = \sum_{j \in \{1\} \cup J} e^{t\lambda_j(\xi)} \langle \hat{\omega}_0(\xi), b_j(\xi) \rangle_{\mathbb{C}^n} b_j(\xi),
\]

where \( J = \{2, 3, \cdots, n\} \) is the set of the indices for the eigenpairs except for \( (b_1, \lambda_1) \). Note that the case \( j = 1 \) will represent the limit slow dynamics, so we further assume \( \lambda_1(\xi) \) is \( \varepsilon \)-independent.

Assumptions.

1. (Local well-posedness) There is a spatially defined function space \( X \) equipped with the norm \( \| \cdot \|_X \) such that there exists a unique solution \( f \in C([0, T]; X(\mathbb{R}^d)) \) to (2.8) where \( T \) is the \( \varepsilon \)-independent existence time of \( f \).

2. (Decomposition) The unique solution \( f \) can be decomposed as

\[
f = f_1 + \sum_{j \in J} f_j + \mathcal{E}
\]

in the class \( C([0, T]; X(\mathbb{R}^d)) \), where \( |J| \leq n - 1, \mathcal{E}(0) = 0 \), and \( f_1 \) is \( \varepsilon \)-independent.

3. (Initial largeness) There exists a constant \( A > 0 \) such that

\[
\left\| \sum_{j \in J} e^{t\lambda_j} f_j(0) \right\|_X \geq A
\]

for any \( \varepsilon > 0 \) and any \( t \in [0, t_0] \) with some sufficiently small \( t_0 > 0 \).
4. \textit{(Convergence) There exists a \(\varepsilon\)-independent constant \(t_0 \in (0, T_*)\) such that the difference between \(f_j\)'s and their corresponding linear propagation,}

\[ \sum_{j \in J} \left\| f_j(t) - e^{t\lambda_j^\varepsilon} f_j(0) \right\|_X, \]

converges to 0 as \(\varepsilon \to 0\).

5. \textit{(Uniform smallness) The error \(\mathcal{E}\) satisfies the smallness condition}

\[ \|\mathcal{E}(t)\|_X \leq \frac{1}{4} A \]

over the time interval \([0, t_0]\).

\textbf{Theorem 2.15.} If the conditions in Assumptions are true, then the solution \(f\) to (2.8) satisfies

\[ \liminf_{\varepsilon \to 0} \left( \inf_{t \in [0, t_0]} \|f(t) - f_1(t)\|_X \right) \geq \frac{1}{2} A, \]

where \(A > 0\) is a constant depending only on \(u_0\) and \(t_0 \in (0, T_*)\) is sufficiently small.

\textit{Remark 2.16.} The proof can be directly obtained from the triangle inequality.

\textit{Remark 2.17.} We may recall the nature of the proofs of the previous theorems. In proving our previous theorems, introducing the modified linear system (A.11) was crucial to satisfy the conditions on both decomposition and convergence. Note also that, during the proof of Theorem 2.1, the uniform-in-\(\xi\) form of \(\lambda_j^\varepsilon = i t \frac{1}{2}\) was necessary to satisfy the condition of initial largeness due to the nature of \(X = W^{1,\infty}\). For Theorem 2.9 where \(X = H^s\), one can see that as long as the eigenvalue is purely imaginary, the \(H^s\) norm wouldn’t be affected by \(e^{t\lambda_j^\varepsilon}\) even when \(\lambda_j^\varepsilon\) depends on \(\xi\), and so the initial largeness is trivially obtained. The smallness of the error term \(\mathcal{E}\) near the initial time not depending on \(\varepsilon\) was shown by the energy-type estimates.

Whether such sufficient conditions hold or not depends on the structure of the linear propagator \(L^\varepsilon\) and the nonlinearity \(\mathcal{N}(f)\). Recalling that we denote by \(P_1\) the projection onto the space spanned by \(b_1(\xi)\) in Fourier variables as the slow limit component, we can specify the required structure as follows.

\textbf{Proposition 2.18.} Let \(X = W^{k,\infty}\) with \(1 \leq k \in \mathbb{N}\). Assume that \(\lambda_j^\varepsilon(\xi) = 0\) and \(\lambda_j^\varepsilon(\xi)\) takes the form \(\lambda_j^\varepsilon(\xi) = ih_j(\varepsilon)\), where the function \(h_j : \mathbb{R}_+ \to \mathbb{R}_+\) satisfies \(h_j(\varepsilon) \to \infty\) as \(\varepsilon \to 0\) for each \(j \in J\). Fix any \(s \in \mathbb{N}\) with \(s > \frac{d}{2} + k\). Assume that the nonlinearity \(\mathcal{N}\) in (2.8) takes the bilinear form and satisfies the estimates

\[ |\langle \partial^\alpha \mathcal{N}(g, \bar{g}), \partial^\alpha \bar{g} \rangle_{L^2} | \leq C \|g\|_{H^s} \|\bar{g}\|^2_{H^s}, \quad \|\partial^\alpha \mathcal{N}(g, \bar{g})\|_{L^2} \leq C \|g\|_{H^s} \|\bar{g}\|_{H^{s+\ell}} \]

for any multi-index \(\alpha\) with \(|\alpha| < s\) and

\[ |\langle \partial^\alpha \mathcal{N}(g, \bar{g}), \partial^\alpha \bar{g} \rangle_{L^2} | \leq C \|g\|_{H^s} \|\bar{g}\|^2_{H^s}, \quad \|\partial^\alpha \mathcal{N}(g, \bar{g})\|_{L^2} \leq C \|g\|_{H^s} \|\bar{g}\|_{H^{s+\ell}} \]

for any multi-index \(\alpha\) with \(|\alpha| = a \geq s\), where \(\ell\) is some natural number. Regarding the linearity \(L^\varepsilon\), we assume that \(L^\varepsilon\) is a Fourier multiplier whose symbol \(\mathcal{F} L^\varepsilon(\xi)\) is a skew-symmetric matrix. Then, for any initial data \(f_0 \in H^m\) with \(m \in \mathbb{N}\) satisfying \(m \geq s + 3\ell\), Assumptions can be satisfied by introducing the corresponding modified linear system that is analogous to (A.11).
Remark 2.19. The case $X = H^s$ with $\lambda_j^2(\xi) = ih_j(\xi)p_j(\xi)$ where $\frac{1}{C} \leq |p_j(\xi)| \leq C$ can be treated similarly, in an analogous fashion to the proof of Theorem 2.9.

Remark 2.20. Together with Theorem 2.15, this proposition generalizes our non-convergence results to the equations of the form (2.8) with the required structure stated above. One can prove this proposition by following the proofs of Theorem 2.1 and Theorem 2.9.

3 Preliminaries

3.1 Local well-posedness

The Boussinesq system (1.1) is locally well-posed in $H^s$ for $s > \frac{5}{2}$. Suppose that $(v_0, \theta_0) \in H^s$. For any given $\Omega > 0$ and $N > 0$, by the standard theory for local well-posedness, there exists a maximal existence time $T_* = T_*(s, \|(v_0, \theta_0)\|_{H^s})$, which is obtained independently of the geophysical parameters $\Omega$ and $N$ thanks to the skew-symmetric structure of the linear part. The system (1.1) possesses a unique classical local-in-time solution pair $(v, \theta)$ satisfying

\[(v, \theta) \in C([0, T_*); H^s(\mathbb{R}^3)) \cap C^1([0, T_*); H^{s-1}(\mathbb{R}^3)).\]

Moreover, there are positive constants $C_0 = C_0(s)$ and $C_1 = C_1(s, T_*)$ such that

\[T_* \geq \frac{C_0}{\|(v_0, \theta_0)\|_{H^s}}, \quad \sup_{t \in [0, T]} \|(v, \theta)(t)\|_{H^s} \leq C_1 \|(v_0, \theta_0)\|_{H^s}, \quad (3.1)\]

for any $T \in (0, T_*)$.

3.2 Linear theory

Our technical goal is to exploit the linear structure of (1.1), which comes from the three linear terms $-\Omega e_3 \times v$, $N \theta e_3$, and $-N v_3$ that are contingent upon the presence of either rotation or stratification. As the parameters $N$ and $\Omega$ get larger, we expect that the aforementioned linear terms will dominate the dynamics of (1.1); the solution to (1.1) would either converge to or stays away from the solution of the corresponding limit system, whose structure is determined by the eigenvector of the linear propagator.

To witness such convergence or non-convergence more tangibly, we investigate the linear structure of the above system by consolidating the separate linear terms into one linear operator. We first incorporate $v$ and $\theta$ into one vector field $u$, say $u = (v, \theta)$ and then apply the 3D Leray-Helmholtz projector to the velocity equations in (1.1) to remove the pressure gradient. This allows us to rewrite the system (1.1) as the following amalgamated version

\[\begin{cases}
u_t + N \mathcal{P} J \mathcal{P} u + \mathcal{P} (u \cdot \nabla) u = 0, \\ \nabla \cdot u = 0,
\end{cases}\quad (3.2)\]
where we have used the following definitions

\[
\tilde{P} := \begin{pmatrix} \mathbb{P} & 0 \\ 0 & 1 \end{pmatrix}, \quad J := \begin{pmatrix} 0 & -\mu & 0 \\ \mu & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \tilde{\nabla} := \begin{pmatrix} \nabla \\ 0 \end{pmatrix}.
\] (3.3)

In the above notations, \(\mathbb{P}\) is the usual Leray-Helmholtz projector. One may use the simple facts \(\mathbb{P}\nabla p = 0\) and \(\tilde{\mathbb{P}} u = u\) to derive the system (3.2) from (1.1).

### 3.2.1 The Linearized Equations

Here, we obtain the explicit solution formula regarding the linearized equations for (3.2), in view of the eigenvectors of the linear operator. Recalling the definitions in (3.3), let us start with the linearized system

\[
\partial_t w + N\tilde{P} J \tilde{P} w = 0, \quad \tilde{\nabla} \cdot w = 0,
\] (3.4)

supplemented with the divergence-free initial data \(w(0, x) = w_0(x)\). Taking the Fourier transform \(\mathcal{F}\), we rewrite (3.4) as

\[
\partial_t \mathcal{F} w + N\tilde{\mathcal{P}}(\xi) J \tilde{\mathcal{P}}(\xi) \mathcal{F} w = 0, \quad (\xi \cdot \mathcal{F}) w = 0,
\] (3.5)

equipped with the corresponding initial condition \(\mathcal{F} w(0, \xi) = \mathcal{F} w_0(\xi)\) satisfying \((\xi \cdot \mathcal{F}) w_0 = 0\) due to the divergence-free condition. The matrix \(\tilde{\mathcal{P}}(\xi)\) is the Fourier symbol of the projection \(\tilde{\mathbb{P}}\), which can be expressed as

\[
\tilde{\mathcal{P}}(\xi) = \begin{pmatrix} \mathcal{P}(\xi) & 0 \\ 0 & 1 \end{pmatrix} = \frac{1}{|\xi|^2} \begin{pmatrix} \xi_1^2 + \xi_2^2 & -\xi_1 \xi_2 & -\xi_1 \xi_3 & 0 \\ -\xi_2 \xi_1 & \xi_1^2 + \xi_3^2 & -\xi_2 \xi_3 & 0 \\ -\xi_3 \xi_1 & -\xi_3 \xi_2 & \xi_1^2 + \xi_2^2 & 0 \\ 0 & 0 & 0 & |\xi|^2 \end{pmatrix}.
\]

Throughout the paper, we will frequently use the following notations:

\[
\xi_H = (\xi_1, \xi_2, 0, 0)^\top \quad \text{and} \quad \xi_\mu = (-\xi_2, \xi_1, 0, \mu \xi_3)^\top.
\] (3.6)

The vector \(\xi_H\) represents horizontal part of \((\xi, 0) \in \mathbb{C}^4\) and \(\xi_\mu\) stands for certain linear transformation of \((\xi, 0)\) in terms of \(\mu = \frac{\Omega}{N}\). Setting up the linear operator \(L(\xi) := -NP(\xi)JP(\xi)\), a direct computation gives the representation for \(L\) as

\[
L(\xi) = \frac{1}{|\xi|^2} \begin{pmatrix} 0 & \Omega \xi_3^2 & -\Omega \xi_2 \xi_3 & -N \xi_1 \xi_3 \\ -\Omega \xi_3^2 & 0 & \Omega \xi_1 \xi_3 & -N \xi_2 \xi_3 \\ \Omega \xi_2 \xi_3 & -\Omega \xi_1 \xi_3 & 0 & N|\xi_H|^2 \\ N \xi_1 \xi_3 & N \xi_2 \xi_3 & -N|\xi_H|^2 & 0 \end{pmatrix}.
\]
3.2.2 Eigenvalues and Eigenvectors of the Linear Operator $L(\xi)$

It has been proved in [20] that the matrix $L(\xi)$ has four eigenvalues with their explicit forms $\{\lambda_{\gamma}\}_{\gamma=N,\mu,\pm} = \{0, 0, iN|\xi_\mu|, -iN|\xi_\mu|\}$ and the corresponding eigenvectors $\{b_{\gamma}(\xi)\}_{\gamma=N,\mu,\pm}$ satisfying

$$b_N(\xi) = \frac{1}{|\xi|} \begin{pmatrix} \xi_1 \\ \xi_2 \\ \xi_3 \\ 0 \end{pmatrix}, \quad b_\mu(\xi) = \frac{\xi_\mu}{|\xi_\mu|}, \quad b_{\pm}(\xi) = \frac{1}{\sqrt{2}|\xi_H||\xi_\mu|} \begin{pmatrix} \mu \xi_2 \xi_3|\xi| \pm i \xi_1 \xi_3|\xi_\mu| \\ -\mu \xi_1 \xi_3|\xi| \pm i \xi_2 \xi_3|\xi_\mu| \\ \mp i|\xi_H|^2|\xi_\mu| \\ |\xi_H|^2|\xi| \end{pmatrix}. \tag{3.7}$$

Indeed, $\{b_{\gamma}(\xi)\}_{\gamma=N,\mu,\pm}$ is an orthonormal basis of $\mathbb{C}^4$ which satisfies

$$L(\xi)b_\mu(\xi) = L(\xi)b_N(\xi) = 0, \quad L(\xi)b_+(\xi) = iN|\xi_\mu|b_+(\xi), \quad L(\xi)b_-(\xi) = -iN|\xi_\mu|b_-(\xi).$$

Since we have $\langle \mathcal{F}w_0(\xi), b_N(\xi)\rangle_{\mathbb{C}^4} = 0$ thanks to the divergence-free condition $\left(\begin{smallmatrix} \xi_3 \\ 0 \end{smallmatrix}\right) \cdot \nabla \mathcal{F}w = 0$, we can rewrite the solution to (3.5) as the Duhamel form

$$\mathcal{F}w(t, \xi) = \sum_{\gamma=\pm,\mu} e^{\Omega_{\gamma}(\xi)} \langle \mathcal{F}w_0(\xi), b_\gamma(\xi)\rangle_{\mathbb{C}^4} b_\gamma(\xi).$$

The above derivation is rigorously restated in the following proposition.

**Proposition 3.1.** For every $N \geq 0$ and for every $w_0 \in L^2(\mathbb{R}^3)$ with $\nabla \cdot w_0 = 0$, there exists a unique solution $w$ to (3.4) which is given by

$$w(t, x) = P_\mu w_0(x) + \sum_{\gamma=\pm} e^{\gamma i t N \mu(D)} P_\gamma w_0(x)$$

where we set

$$P_\gamma w_0 := \mathcal{F}^{-1}[(\mathcal{F}w_0(\xi), b_\gamma(\xi))_{\mathbb{C}^4} b_\gamma(\xi)], \quad \gamma = \pm, \mu,$$

$$e^{\gamma i t N \mu(D)} \varphi(x) := \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{ix \cdot \xi + \gamma i t N \mu(D)} \mathcal{F} \varphi(\xi) \, d\xi, \quad \gamma = \pm, \tag{3.8}$$

and

$$p_{\mu}(\xi) := \frac{|\xi_\mu|}{|\xi|}. \tag{3.9}$$

4 Proof of Theorem 2.1

For any positive constants $\Omega$ and $N$, by the standard local well-posedness, there exists a time $T \in [0, T_*)$ such that (1.1) possess a unique local-in-time solution $u = (v, \theta)$ which satisfies

$$u \in C([0, T]; H^m(\mathbb{R}^3)) \cap C^1([0, T]; H^{m-1}(\mathbb{R}^3)).$$
Proof of Theorem 2.1. We assume the hypotheses of Theorem 2.1. Fix \( s \in \mathbb{N} \) with \( s \in [3, m - 3] \). We have by the continuous embedding \( H^s(\mathbb{R}^3) \hookrightarrow W^{s-2, \infty}(\mathbb{R}^3) \) that

\[
\|u(t) - u^\mu(t)\|_{W^{s-2, \infty}} \geq \|e^{iNt}P_+u_0 + e^{-iNt}P_-u_0\|_{W^{s-2, \infty}} - C \sum_{\gamma = \pm} \|u^\gamma - e^{\gamma iNt}P_\gamma u_0\|_{H^s} - \|E(t)\|_{H^s} =: I - II - III
\]

for \( t \in [0, T] \), where \( u^+ \) and \( u^- \) are defined in (A.12) as the solutions to the modified linear system (A.11) and the error \( E \) is defined as \( E = u - u^+ - u^- - u^\mu \). Roughly speaking, our job will be done once we can bound \( II \) and \( III \) to be as small as we want while \( I \) remains big enough. The first step is to control \( II \) and the second step is to estimate \( III \). The last step is to prove certain largeness of \( I \), which would iron out the whole proof.

Step 1. Decay-in-\( N \) of the inhomogeneous parts of \( u^\pm \)

Relying on the Duhamel formula

\[ u^\pm(t) = e^{\pm iNt}P_\pm u_0 - \int_0^t e^{\pm iN(t-\tau)}P_\pm (u^\mu(\tau) \cdot \nabla)u^\mu(\tau) \, d\tau, \]

we claim that the inhomogeneous part can be estimated as

\[
\sup_{t \in [0, T]} \left\| u^\pm - e^{\pm iNt}P_\pm u_0 \right\|_{H^{s+1}} \leq C \frac{G^2}{N} (C_L + TC_L^3),
\]

where \( C_L \) is the constant defined by (A.4). To bring the decay in \( N \) out of the time integral, we perform the integration by parts over time as

\[
\int_0^t e^{\pm iN(t-\tau)}P_\pm (u^\mu(\tau) \cdot \nabla)u^\mu(\tau) \, d\tau = \frac{1}{\pm iN} \int_0^t e^{\pm iN(t-\tau)}P_\pm \left[ (\partial_\tau u^\mu(\tau) \cdot \nabla)u^\mu(\tau) + u^\mu(\tau) \cdot \nabla \partial_\tau u^\mu(\tau) \right] \, d\tau - \frac{1}{\pm iN} \left[ e^{\pm iN(t-\tau)}P_\pm (u^\mu(\tau) \cdot \nabla)u^\mu(\tau) \right]_{\tau=0}^t.
\]

Since \( H^{s+1} \) is a Banach algebra, the boundary term can be estimated as

\[
\left\| \frac{1}{\pm iN} \left[ e^{\pm iN(t-\tau)}P_\pm (u^\mu(\tau) \cdot \nabla)u^\mu(\tau) \right]_{\tau=0}^t \right\|_{H^{s+1}} \leq \frac{2}{N} \sup_{t \in [0, T]} \left\| (u^\mu(t) \cdot \nabla)u^\mu(t) \right\|_{H^{s+1}} \leq C \frac{N}{N} \sup_{t \in [0, T]} \left\| u^\mu \right\|_{H^{s+2}}^2.
\]

To control the main time integral, we observe that the integrand consists of the time derivatives of the limit solution \( u^\mu \); we need to exploit the limit equations

\[ \partial_\tau u^\mu + P_\mu (u^\mu \cdot \nabla)u^\mu = 0 \]
to replace the time derivatives by the spatial derivatives. Then we can simply obtain that

$$\left\| \frac{1}{\pm i N} \int_0^t e^{\pm i N (t-\tau)} P_{\pm} \left[ (\partial_\tau u^\mu(\tau) \cdot \vec{\nabla}) u^\mu(\tau) + u^\mu(\tau) \cdot \vec{\nabla} \partial_t u^\mu(\tau) \right] \, d\tau \right\|_{H^{s+1}}$$

$$\leq \frac{C}{N} T \sup_{t \in [0,T]} \| u^\mu \|^2_{H^{s+2}} + \frac{C}{N} T \sup_{t \in [0,T]} \| u^\mu \|^2_{H^{s+3}}$$

where we use the $H^{s+1}$ algebra and the boundedness of $P_{\mu}$ on $H^{s+1}$. As a consequence, by collecting the above estimates, we arrive at

$$\left\| \int_0^t e^{\pm i N (t-\tau)} P_{\pm} (u^\mu(\tau) \cdot \vec{\nabla}) u^\mu(\tau) \, d\tau \right\|_{H^{s+1}} \leq \frac{C}{N} \sup_{t \in [0,T]} \| u^\mu \|^2_{H^{s+2}} + \frac{C}{N} T \sup_{t \in [0,T]} \| u^\mu \|^3_{H^{s+3}}$$

$$\leq \frac{C}{N} (C_L^2 + TC_L^3)$$

thanks to the uniform estimate (A.4). Thus (4.2) is established as well.

**Step 2. Energy estimates for the difference $\mathcal{E} = u - u^+ - u^- - u^\mu$**

From (3.2), we may compute as

$$\frac{1}{2} \frac{d}{dt} \| \mathcal{E} \|_{H^s}^2 + \langle (u \cdot \vec{\nabla}) \mathcal{E}, \mathcal{E} \rangle_{H^s} + \sum_{j=\mu,\pm} \langle (\mathcal{E} \cdot \vec{\nabla}) u^j, \mathcal{E} \rangle_{H^s} + \sum_{j,k=\mu,\pm \atop (j,k) \neq (\mu,\mu)} \langle (u^j \cdot \vec{\nabla}) u^k, \mathcal{E} \rangle_{H^s} = 0.$$

The cancellation property

$$\langle (u \cdot \vec{\nabla}) \partial^\alpha \mathcal{E}, \partial^\alpha \mathcal{E} \rangle_{L^2} = 0$$

holds for any multi-index $\alpha$, so we can see that

$$| \langle (u \cdot \vec{\nabla}) \mathcal{E}, \mathcal{E} \rangle_{H^s} | = | \langle (u \cdot \vec{\nabla}) \mathcal{E}, \mathcal{E} \rangle_{H^s} - \sum_{|\alpha| \leq s} \langle (u \cdot \vec{\nabla}) \partial^\alpha \mathcal{E}, \partial^\alpha \mathcal{E} \rangle_{L^2} |$$

$$\leq \sum_{|\alpha| = \leq s} | \langle (\partial^\alpha u \cdot \vec{\nabla}) \mathcal{E}, \partial^\alpha \mathcal{E} \rangle_{H^{s-1}} |$$

$$\leq C \sum_{j=\mu,\pm} \| u^j \|_{H^s} \| \mathcal{E} \|_{H^{s}}^2 + C \| \mathcal{E} \|_{H^{s}}^3.$$

In the above computation, the last inequality was derived from that $H^{s-1}(\mathbb{R}^3)$ is a Banach algebra. Similarly, we have

$$\sum_{j=\mu,\pm} | \langle (\mathcal{E} \cdot \vec{\nabla}) u^j, \mathcal{E} \rangle_{H^s} | \leq C \sum_{j=\mu,\pm} \| u^j \|_{H^{s+1}} \| \mathcal{E} \|_{H^{s}}^2$$

and

$$\sum_{j,k=\mu,\pm \atop (j,k) \neq (\mu,\mu)} | \langle (u^j \cdot \vec{\nabla}) u^k, \mathcal{E} \rangle_{H^s} | \leq C \| \mathcal{E} \|_{H^{s+1}} \left( \sum_{j=\mu,\pm} \| u^j \|_{H^{s+1}} \right) \left( \sum_{j=\pm} \| u^j \|_{H^{s+1}} \right).$$
Combining the above estimates gives
\[
\frac{d}{dt} \|E\|_{H^s} \leq C \left( \|E\|_{H^s} + \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \right) \|E\|_{H^s} + C \left( \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \right) \left( \sum_{\gamma=\pm} \|u^\gamma\|_{H^{s+1}} \right),
\]
which holds for all \( t \in (0, T] \).

**Step 3. Local-in-time smallness of the difference \( E \)**

In this step, we show that there exists \( t_0 \in [0, T] \) such that
\[
\sup_{t \in [0, t_0]} \|E\|_{H^s} \leq \varepsilon \left( \sum_{\gamma=\pm} \|P_{\gamma} u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3) \right)
\]
for any given \( \varepsilon > 0 \). Since \( E(0) = 0 \), we can find a sufficiently small time \( t_* \in (0, T] \) that satisfies
\[
\sup_{t \in [0, t_*]} \|E\|_{H^s} \leq \sup_{t \in [0, t_*]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}}.
\]
Then we apply (4.2) to obtain
\[
\|u^\pm\|_{H^{s+1}} \leq \|P_{\pm} u_0\|_{H^{s+1}} + \|u^\pm - e^{\pm i N t} P_{\pm} u_0\|_{H^{s+1}} \leq \|P_{\pm} u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3).
\]
Combining the above with (4.3), we see that \( \frac{d}{dt} \|E\|_{H^s} \) is bounded above by a constant \( C \) times
\[
\left( \sup_{t \in [0, t_*]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \right) \|E\|_{H^s} + \sup_{t \in [0, t_*]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \left( \sum_{\gamma=\pm} \|P_{\gamma} u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3) \right).
\]
The Grönwall inequality gives us
\[
\sup_{t \in [0, t_*]} \|E\|_{H^s} \leq C t_* \sup_{t \in [0, t_*]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \exp \left( \sum_{\gamma=\pm} \|P_{\gamma} u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3) \right)
\]
\[
\times \left( \sum_{\gamma=\pm} \|P_{\gamma} u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3) \right) \exp \left( C t_* \sup_{t \in [0, t_*]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \right).
\]
Due to (A.4), (4.2), and (4.6), it is immediately obtained that
\[
\sup_{t \in [0, t_*]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \leq C_L + \frac{C}{N} (C_L^2 + TC_L^3) + \sum_{\gamma=\pm} \|P_{\gamma} u_0\|_{H^{s+1}},
\]
and thus, for any given \( \varepsilon \in (0, 1) \), we may choose a sufficiently small \( t_0 = t_0(\varepsilon) \in (0, t_*] \) such that
\[
C t_0 \sup_{t \in [0, t_0]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \exp \left( C t_0 \sup_{t \in [0, t_0]} \sum_{\gamma=\mu,\pm} \|u^\gamma\|_{H^{s+1}} \right) \leq \varepsilon.
\]
Then (4.4) follows from (4.7).

**Step 4. Preservation of largeness from orthogonality**
We first show a uniform-in-$N$ lower bound of the linear propagation from initial data. More precisely, we prove that there exists a constant $A > 0$ such that
\[
\left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{W^{s-2,\infty}} \geq A
\] (4.8)
for all $N$ and $t \in [0, T]$. Let $r > 0$. Then, we can see
\[
\left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{W^{s-2,\infty}} \geq \left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^\infty(B(0;r))} \geq |B(0;r)|^{-\frac{1}{2}} \left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^2(B(0;r))},
\]
where $|B(0;r)|$ denotes the volume of the ball centered at the origin with its radius $r$. Since the quantity
\[
\left| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right|^2 = |P_+ u_0|^2 + |P_- u_0|^2 + 2 \text{Re}[e^{2iNt} \langle P_+ u_0, P_- u_0 \rangle]
\]
enjoys certain decay at spatial infinity due to the initial integrability condition $u_0 \in H^m(\mathbb{R}^3)$, we can find a constant $\varepsilon = \varepsilon(r) > 0$ not depending on $N$ and $t$ such that $\varepsilon(r) \to 0$ as $r \to \infty$ and
\[
\left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^2(B(0;r))} \geq \left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^2(\mathbb{R}^3)} - \varepsilon.
\]
Observing that $\mathcal{F} P_+ u_0(\xi)$ and $\mathcal{F} P_- u_0(\xi)$ are orthogonal in $\mathbb{C}^4$ for every $\xi \in \mathbb{R}^3$, we have by the Plancherel theorem $\left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^2} > 0$ for all $t \in \mathbb{R}$, except for the case $P_+ u_0 = P_- u_0 = 0$. Taking $r > 0$ sufficiently large, we can have $\left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^2} \geq \frac{1}{2} \left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^2}$. Thus, we obtain (4.8) with
\[
A := \frac{1}{2} |B(0;r)|^{-\frac{1}{2}} \left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{L^2}.
\]
Now we are ready to finish the proof. From the above ingredients (4.1), (4.2), (4.4), and (4.8), we may deduce that
\[
\inf_{t \in [0,t_0]} \left\| u(t) - u^\mu(t) \right\|_{W^{s-2,\infty}}
\geq \inf_{t \in [0,t_0]} \left\| \sum_{\gamma = \pm} e^{i\gamma N t} P_{\gamma} u_0 \right\|_{W^{s-2,\infty}} - \sup_{t \in [0,t_0]} \|P_\gamma u_0\|_{H^{s+1}} - \sup_{t \in [0,t_0]} \|\mathcal{E}\|_{H^s}
\geq A - \frac{C}{N} (C_L^2 + TC_L^3) - \varepsilon \left( \sum_{\gamma = \pm} \|P_\gamma u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3) \right)
\geq A - \varepsilon \sum_{\gamma = \pm} \|P_\gamma u_0\|_{H^{s+1}} - \frac{C}{N} (C_L^2 + TC_L^3).
\]
Here, we fix $\varepsilon$ to satisfy $\varepsilon \sum_{\gamma = \pm} \|P_\gamma u_0\|_{H^{s+1}} \leq \frac{1}{2} A$. Then, taking $R > 0$ with $\frac{C}{R} (C_L^2 + TC_L^3) \leq \frac{1}{4} A$, we obtain
\[
\inf_{t \in [0,t_0]} \left\| u(t) - u^\mu(t) \right\|_{W^{s-2,\infty}} \geq \frac{1}{2} A
\]
for all $N > R$. This completes the proof. \(\square\)
5 Proofs of Theorem 2.6 and Corollary 2.7

Proof of Theorem 2.6. By the triangle inequality, the convergence rate (A.8), the equivalence (A.3), and Proposition A.5 we get

\[
\|u^{(k)} - \nabla_1 \psi^1\|_{L^q(0,T;W^{1,\infty})} \leq \|u^{(k)} - \nabla_1 \psi^1\|_{L^q(0,T;W^{1,\infty})} + \|\nabla_\mu \psi^1 - \nabla_1 \psi^1\|_{L^q(0,T;W^{1,\infty})} \\
\leq \frac{C_{\mu_k}}{\sqrt{\Omega_k^2 + N_k^2}} + \|\nabla_\mu \psi^1 - \nabla_1 \psi^1\|_{L^q(0,T;H^3)} \\
\leq \frac{1}{h(k)\sqrt{1 + \mu_k^2}} + CT^2 |\mu_k - 1| \tag{5.1}
\]

for some function \(h \in C^1(\mathbb{R}_+)\) with \(h(x) \to \infty\) as \(x \to \infty\). Here we also used the continuous embedding \(H^3 \hookrightarrow W^{1,\infty}\). Since \(\mu_k \to 1\) as \(k \to \infty\), the first part (2.5) of Theorem 2.6 follows as desired.

We consider an intermediate sequence \(\{\tilde{\Omega}_k, \tilde{N}_k\}_{k \in \mathbb{N}}\) with the fixed ratio \(\frac{\tilde{\Omega}_k}{\tilde{N}_k} = 1\) for any \(k \in \mathbb{N}\); in particular, we set \(\tilde{\Omega}_k := \Omega_k\). Let \(\tilde{u}^{(k)}\) be the corresponding unique classical solution to (1.1) on \([0, T]\) with \(\Omega = \tilde{\Omega}_k\) and \(N = \tilde{N}_k\) for each \(k \in \mathbb{N}\). Then the triangular inequality gives us

\[
\|u^{(k)} - \nabla_1 \psi^1\|_{L^q(0,T;W^{1,\infty})} \geq \|u^{(k)} - \nabla_1 \psi^1\|_{L^q(0,T_0;W^{1,\infty})} \\
\geq \|\tilde{u}^{(k)} - \nabla_1 \psi^1\|_{L^q(0,T_0;W^{1,\infty})} - \|u^{(k)} - \tilde{u}^{(k)}\|_{L^q(0,T_0;W^{1,\infty})} \\
\geq \frac{1}{2} A t_0^2 - C(N_k - \tilde{N}_k)t_0^2 \tag{5.2}
\]

for some \(t_0 \in (0, T_*)\), where \(A = A(u_0)\) is independent of \(k\) and \(T_* = T_*(m, \|u_0\|_{H^m})\) is the maximal existence time, independent of \(k\) as well. In the above estimation, we use Theorem 2.1 and Proposition A.1. Since \(\tilde{N}_k = \tilde{\Omega}_k = \Omega_k = N_k\mu_k\) implies \(N_k - \tilde{N}_k = (1 - \mu_k)N_k\), the slow condition \(N_k = o(1 - \mu_k^{-1})\) yields the convergence \(|N_k - \tilde{N}_k| \to 0\) as \(k \to \infty\). Then the second part (2.6) follows as well. This finishes the proof of Theorem 2.6 \(\square\)

Proof of Corollary 2.7. Take any sequence \(\{\mu_k\}_{k \in \mathbb{N}}\) such that

\[\mu_k \to 1 \quad \text{and} \quad C_{\mu_k}|1 - \mu_k| \to 0 \quad \text{as} \quad k \to \infty.\]

We define

\[N_k := \frac{\sqrt{C_{\mu_k}}}{\sqrt{|1 - \mu_k|}} \quad \text{and} \quad \Omega_k := N_k\mu_k.\]

Assume for a contradiction that \(h(k) = 1/\sqrt{C_{\mu_k}|1 - \mu_k|}\). Then, we can see

\[\frac{N_k}{C_{\mu_k}} = h(k) \to \infty \quad \text{at the same time} \quad N_k|1 - \mu_k| = \frac{1}{h(k)} \to 0 \quad \text{as} \quad k \to \infty.\]

Then the sequence \(\{(\Omega_k, N_k)\}_{k \in \mathbb{N}}\) satisfies both (2.3) and (2.4), yielding the results (2.5) and (2.6), simultaneously. This is a contradiction, which finishes the proof. \(\square\)
6 Convergence and non-convergence in $H^{m-3}$ for $\mu \in (0, \infty)$

6.1 Proof of Theorem 2.9

Proof of Theorem 2.9 Assume that the hypotheses for Theorem 2.9 are true. Fix any $s \in \mathbb{N}$ with $s \in [3, m - 3]$. A simple triangular inequality holds as

$$\|u(t) - u^\mu(t)\|_{H^s} \geq \left\| \sum_{\gamma = \pm} e^{\gamma itNP_\mu(D)} P_\gamma u_0 \right\|_{H^s} - \left\| \sum_{\gamma = \pm} (u^\gamma - e^{\gamma itNP_\mu(D)} P_\gamma u_0) \right\|_{H^s} - \|E(t)\|_{H^s}, \quad (6.1)$$

for all $t \in [0, T]$.

Step 1. Decay-in-$N$ of the inhomogeneous parts of $u^\pm$

Our claim is that

$$\sup_{t \in [0, T]} \left\| \sum_{\gamma = \pm} (u^\gamma - e^{\gamma itNP_\mu(D)} P_\gamma u_0) \right\|_{H^{s+1}} \leq \frac{C}{N} (C_L^2 + T C_L^3). \quad (6.2)$$

To prove the claim, we rely on the Duhamel formula

$$u^\pm(t) = e^{\pm itNP_\mu(D)} P_\pm u_0 - \int_0^t e^{\pm i(t-\tau)NP_\mu(D)} P_\pm (u^\mu(\tau) \cdot \nabla) u^\mu(\tau) \, d\tau$$

which reduces (6.2) to the following decay-in-$N$ estimate

$$\left\| \int_0^t e^{\pm i(t-\tau)NP_\mu(D)} P_\pm (u^\mu(\tau) \cdot \nabla) u^\mu(\tau) \, d\tau \right\|_{H^{s+1}} \leq \frac{C}{N} (C_L^2 + T C_L^3).$$

Taking the Fourier transform in $\mathbb{R}^3$ and performing the integration by parts over time, we compute

$$\int_0^t e^{\pm i(t-\tau)NP_\mu(D)} P_\pm \left[ (\partial_\tau u^\mu(\tau) \cdot \nabla) u^\mu(\tau) + (u^\mu(\tau) \cdot \nabla) \partial_\tau u^\mu(\tau) \right] \, d\tau$$

$$= \left. \frac{|\xi|}{\pm iN|\xi|} \int_0^t e^{\pm i(t-\tau)NP_\mu(D)} P_\pm \left[ e^{\pm i(t-\tau)NP_\mu(D)} P_\pm (u^\mu(\tau) \cdot \nabla) u^\mu(\tau) \right] \, d\tau \right|_{\tau = 0}.$$

We use the fact $|\xi| \leq \max\{1, \mu^{-1}\}$ to estimate the boundary term as

$$\left\| \left. \frac{|\xi|}{\pm iN|\xi|} \left[ e^{\pm i(t-\tau)NP_\mu(D)} P_\pm (u^\mu(\tau) \cdot \nabla) u^\mu(\tau) \right] \right|_{\tau = 0} \right\|_{H^{s+1}} \leq \frac{C}{N} \sup_{t \in [0, T]} \left\| (u^\mu(t) \cdot \nabla) u^\mu(t) \right\|_{H^{s+1}}$$

$$\leq \frac{C}{N} \sup_{t \in [0, T]} \left\| u^\mu(t) \right\|_{H^{s+2}}^2.$$

It remains to control the main time integral; to deal with the time derivatives of $u^\mu$, we invoke the equations

$$\partial_\tau u^\mu + P_\mu (u^\mu \cdot \nabla) u^\mu = 0.$$
The limit equations replace the time derivatives by the nonlinearity involving space derivatives only, and so we get

\[ \left\| \frac{|\xi|}{\pm i N |\xi_\mu|} \int_0^t e^{\pm i(t-\tau) N |\xi_\mu|} \mathcal{P}_\pm \left[ (\partial_t u^\mu(\tau) \cdot \vec{\nabla}) u^\mu(\tau) + (u^\mu(\tau) \cdot \vec{\nabla}) \partial_t u^\mu(\tau) \right] \mathrm{d}\tau \right\|_{H^{s+1}} \leq \frac{C}{N} T \sup_{t \in [0,T]} \| u^\mu \|^3_{H^{s+3}}, \]

where we used \( H^{s+1} \) algebra and boundedness of \( \mathcal{P}_\pm \) in \( H^{s+1} \). From the previous estimates, we may deduce (6.2) by the use of the Plancherel theorem.

**Step 2. Local-in-time smallness of the difference \( E \)**

Following the way we showed (4.4), we use (6.2) and find

**Step 3. Preservation of largeness via orthogonality**

It is clear that by orthogonality we have for any \( \ell \in [0, m] \) that

\[ \left\| \sum_{\gamma=\pm} e^{\gamma N \mathcal{P}_\mu(D)} \mathcal{P}_\gamma u_0 \right\|_{H^\ell}^2 = \sum_{\gamma=\pm} \| \mathcal{P}_\gamma u_0 \|^2_{H^\ell} = \| u_0 - P_\mu u_0 \|^2_{H^\ell}, \quad t \in [0,T]. \] (6.3)

We are ready to prove Theorem 2.9. Collecting the above estimates, we deduce from (6.1) that

\[ \inf_{t \in [0,t_0]} \| u - u^\mu \|_{H^s} \geq \| u_0 - P_\mu u_0 \|_{H^s} - \sum_{\gamma=\pm} \sup_{t \in [0,t_0]} \| u^\gamma - e^{\gamma N \mathcal{P}_\mu(D)} \mathcal{P}_\gamma u_0 \|_{H^s} - \sup_{t \in [0,t_0]} \| E(t) \|_{H^s} \]

\[ \geq \| u_0 - P_\mu u_0 \|_{H^s} - \frac{C}{N}(C_L^2 + TC_L^3) - \varepsilon \left( \sum_{\gamma=\pm} \| \mathcal{P}_\gamma u_0 \|_{H^{s+1}} + \frac{C}{N}(C_L^2 + TC_L^3) \right) \]

\[ = \| u_0 - P_\mu u_0 \|_{H^s} - \varepsilon \sum_{\gamma=\pm} \| \mathcal{P}_\gamma u_0 \|_{H^{s+1}} + \frac{C}{N}(C_L^2 + TC_L^3). \]

We fix \( \varepsilon \) to satisfy \( \varepsilon \sum_{\gamma=\pm} \| \mathcal{P}_\gamma u_0 \|_{H^{s+1}} \leq \frac{1}{4} \| u_0 - P_\mu u_0 \|_{H^s} \). Then, taking \( R > 0 \) with \( \frac{C}{R}(C_L^2 + TC_L^3) \leq \frac{1}{4} \| u_0 - P_\mu u_0 \|_{H^s} \), we obtain

\[ \inf_{t \in [0,t_0]} \| u - u^\mu \|_{H^s} \geq \frac{1}{2} \| u_0 - P_\mu u_0 \|_{H^s} \]

for all \( N > R \). This completes the proof. \( \square \)

6.2 **Proof of Theorem 2.12**

*Proof of Theorem 2.12* Assume that the hypotheses for Theorem 2.12 are true. For any given \( \Omega > 0 \) and \( N > 0 \), by the standard local well-posedness, there exists \( T_\ast > 0 \) such that (1.1) possesses a unique local-in-time solution \( u \) satisfying

\[ u \in C([0,T_\ast]; H^m(\mathbb{R}^3)) \cap C^1((0,T_\ast); H^{m-1}(\mathbb{R}^3)). \]
To show that the local-in-time solution can be uniquely extended to the entire \([0, T]\), thanks to the blow-up criterion of (1.1), it suffices to obtain that
\[
\sup_{t \in [0, T]} \|u\|_{H^s} < \infty, \quad s > \frac{5}{2}.
\] (6.4)

We compute
\[
\|u\|_{H^s} \leq \|u^\mu\|_{H^s} + \sum_{\gamma = \pm} e^{\gamma t N\mu(D)} P_\gamma u_0 \|_{H^s} + \|E\|_{H^s}
\]
\[
\leq C_L + \|u_0 - P_\mu u_0\|_{H^s} + \frac{C}{N} (C_L^2 + TC_L^3) + \|E\|_{H^s}
\]
\[
\leq C + \|E\|_{H^s}
\] (6.5)

for some \(C = C(\mu, T, N, \|u_0\|_{H^m})\), due to (A.4), (6.2), and (6.3) that were previously obtained. Thus showing (6.4) is equivalent to prove
\[
\sup_{t \in [0, T]} \|E\|_{H^s} < \infty.
\]

To this end, we need to perform the standard \(H^s\) estimate of \(E\) for \(s \in \mathbb{N}\) satisfying \(s \in [3, m - 3]\). Since \(E(0) = 0\), we may choose a possibly small \(t_0 \in (0, T]\) to satisfy
\[
\sup_{t \in [0, t_0]} \|E\|_{H^s} \leq \sup_{t \in [0, T]} \sum_{\gamma = \mu, \pm} \|u^\gamma\|_{H^{s+1}}.
\] (6.6)

This leads to, with the help of (4.3) and (6.2), the following \(H^s\) energy inequality
\[
\frac{d}{dt} \|E\|_{H^s} \leq C \left( \sup_{t \in [0, T]} \sum_{\gamma = \mu, \pm} \|u^\gamma\|_{H^{s+1}} \right) \|E\|_{H^s}
\]
\[
+ C \sup_{t \in [0, T]} \sum_{\gamma = \mu, \pm} \|u^\gamma\|_{H^{s+1}} \left( \sum_{\gamma = \pm} \|P_\gamma u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3) \right).
\]

The Grönwall inequality further implies
\[
\sup_{t \in [0, t_0]} \|E\|_{H^s} \leq CT \sup_{t \in [0, T]} \sum_{\gamma = \mu, \pm} \|u^\gamma\|_{H^{s+1}}
\]
\[
\times \left( \sum_{\gamma = \pm} \|P_\gamma u_0\|_{H^{s+1}} + \frac{C}{N} (C_L^2 + TC_L^3) \right) \exp \left( CT \sup_{t \in [0, T]} \sum_{\gamma = \mu, \pm} \|u^\gamma\|_{H^{s+1}} \right).
\]

It is enough to estimate the right-hand side. Here the assumption \(\sum_{\gamma = \pm} CTE^\gamma P_\gamma u_0 \|_{H^{s+1}} \leq \frac{1}{2}\) kicks in importantly; it allows us to take a sufficiently large \(R > 0\) such that
\[
CT \left( \sum_{\gamma = \pm} \|P_\gamma u_0\|_{H^{s+1}} + \frac{C}{R} (C_L^2 + TC_L^3) \right) \exp \left( CT \sup_{t \in [0, T]} \sum_{\gamma = \mu, \pm} \|u^\gamma\|_{H^{s+1}} \right) \leq \frac{1}{2}.
\]
This implies that we have
\[
\sup_{t \in [0,t_0]} \| \mathcal{E} \|_{H^s} \leq \frac{1}{2} \sup_{t \in [0,T]} \sum_{\gamma = \mu, \pm} \| u^\gamma \|_{H^{s+1}}.
\] (6.7)
holds for all \( N > R \). To encapsulate, the initial smallness (6.6) induces the further smallness (6.7), which is the applicable form for a standard continuity argument. It turns out that we can choose \( t_0 = T \), i.e.,
\[
\sup_{t \in [0,T]} \| E \|_{H^s} \leq \sup_{t \in [0,T]} X_{\gamma} = \mu, \pm \sup_{t \in [0,T]} \| u^\gamma \|_{H^{s+1}}.
\] (6.8)
Combining the above estimates, we conclude that (6.4) holds as desired.

Now we prove the convergence part. Note that we additionally assumed that \( P_\pm u_0 = 0 \) for the convergence regardless of \( \mu \). Such an assumption leads to
\[
\sup_{t \in [0,T]} \| u - u^\mu \|_{H^s} \leq \sum_{\gamma = \pm} \sup_{t \in [0,T]} \| u^\gamma \|_{H^s} + \sup_{t \in [0,T]} \| \mathcal{E} \|_{H^s}.
\] (6.9)
by a simple triangle inequality. From (A.4), (4.3), (6.2), and (6.8), we obtain the \( H^s \) estimate
\[
\frac{d}{dt} \| \mathcal{E} \|_{H^s} \leq C \sum_{\gamma = \mu, \pm} \| u^\gamma \|_{H^{s+1}} \| \mathcal{E} \|_{H^s} + C \left( \sum_{\gamma = \pm} \| u^\gamma \|_{H^{s+1}} \right) \left( \sum_{\gamma = \mu, \pm} \| u^\gamma \|_{H^{s+1}} \right)
\]
\[
\leq C \| \mathcal{E} \|_{H^s} + \frac{C}{N}
\]
for some \( C = C(m, \mu, T, \| u_0 \|_{H^m}) \) as long as \( N > R \), where \( R \) is a positive constant obtained in the proof of the existence part. The Grönwall inequality gives
\[
\sup_{t \in [0,T]} \| \mathcal{E} \|_{H^s} \leq \frac{CT}{N} \exp(CT).
\]
Using (6.9), we establish that
\[
\sup_{t \in [0,T]} \| u - u^\mu \|_{H^s} \leq \frac{CT}{N} + \frac{CT}{N} e^{CT} \leq \frac{C}{N}
\]
for some \( C = C(m, \mu, T, \| u_0 \|_{H^m}) \) as desired. This finishes the proof.

A Appendix

A.1 Continuity in \( N \) for the Boussinesq equations

Proposition A.1. Let \((\Omega, N)\) and \((\bar{\Omega}, \bar{N})\) be pairs of positive constants with \( \Omega = \bar{\Omega} \), and \( u_0 \) be the initial data belonging to \( H^m(\mathbb{R}^3) \) for some \( m > \frac{5}{2} \). Let \( u \) and \( \bar{u} \) be the corresponding local-in-time solutions with the maximal time \( T_* > 0 \) such that (3.1) holds. Then, for any \( T \in (0, T_*) \), there exists \( C = C(m, T_*) > 0 \) such that
\[
\sup_{t \in [0,T]} \| u(t) - \bar{u}(t) \|_{H^{m-1}} \leq C(N - \bar{N}) e^{C \| u_0 \|_{H^m T}}.
\] (A.1)
Proof. From our system (1.1) we derive that $\partial_t(v - \tilde{v})$ equals
\[-((v - \tilde{v}) \cdot \nabla)v - (\tilde{v} \cdot \nabla)(v - \tilde{v}) - \Omega e_3 \times (v - \tilde{v}) - \nabla(p - \tilde{p}) + (N - \tilde{N})e_3 + \tilde{N}(\theta - \tilde{\theta})\]
and $\partial_t(\theta - \tilde{\theta})$ equals
\[-((v - \tilde{v}) \cdot \nabla)\theta - (\tilde{v} \cdot \nabla)(\theta - \tilde{\theta}) - (N - \tilde{N})v_3 - \tilde{N}(v_3 - \tilde{v}_3).\]
Thus, we can see for any $k \in \mathbb{N}$ with $0 \leq k \leq m - 1$ that $\frac{1}{2} \frac{d}{dt} \| u - \tilde{u} \|^2_{H^k}$ is bounded above by
\[
\sum_{|\alpha| = k} \int |\partial^\alpha[(v - \tilde{v}) \cdot \nabla)v]| |\partial^\alpha(v - \tilde{v})| \, dx - \sum_{|\alpha| = k} \int |\partial^\alpha[(\tilde{v} \cdot \nabla)(v - \tilde{v})]| \cdot |\partial^\alpha(v - \tilde{v})| \, dx
+ \sum_{|\alpha| = k} \int |\partial^\alpha[(v - \tilde{v}) \cdot \nabla)\theta]| |\partial^\alpha(\theta - \tilde{\theta})| \, dx - \sum_{|\alpha| = k} \int |\partial^\alpha[(\tilde{v} \cdot \nabla)(\theta - \tilde{\theta})]| \cdot |\partial^\alpha(\theta - \tilde{\theta})| \, dx
+ |N - \tilde{N}| \sum_{|\alpha| = k} \left( \int |\partial^\alpha\theta \partial^\alpha(v - \tilde{v})| \, dx + \int |\partial^\alpha v_d \partial^\alpha(\theta - \tilde{\theta})| \, dx \right).
\]
Using (3.1), H"older’s inequality and the continuous embedding $H^{m-1}(\mathbb{R}^3) \hookrightarrow L^\infty(\mathbb{R}^3)$, the first and third integral are bounded by $C\| u_0 \|_{H^m} \| u - \tilde{u} \|^2_{H^{m-1}}$. With the integration by parts, the second and fourth integral have same upper bound. On the other hand, it holds
\[
|N - \tilde{N}| \sum_{|\alpha| = k} \left| \int |\partial^\alpha\theta \partial^\alpha(v - \tilde{v})| \, dx + \int |\partial^\alpha v_d \partial^\alpha(\theta - \tilde{\theta})| \, dx \right| \leq C(N - \tilde{N})\| u_0 \|_{H^{m-1}} \| u - \tilde{u} \|_{H^{m-1}}.
\]
Thus, we deduce that
\[
\frac{1}{2} \frac{d}{dt} \| u - \tilde{u} \|^2_{H^{m-1}} \leq C\| u_0 \|_{H^m} \| u - \tilde{u} \|^2_{H^{m-1}} (\| u - \tilde{u} \|_{H^{m-1}} + (N - \tilde{N})).
\]
By Gr"onwall’s inequality, (A.1) is obtained. This completes the proof. \hfill \Box

A.2 Global well-posedness of the QG equations

In this subsection, we formally derive the QG equations as the limit equations, and prove that the solutions to the QG equations are well-defined up to the arbitrary fixed time $T$ for any $H^s$ initial data with any real number $s > \frac{5}{2}$. This is necessary to validate the convergence process for the entire given time interval $[0, T]$. Note that a similar global existence result was obtained in [6] for $H^s$ with integer $s \geq 3$ on a box-shaped domain.

We first give a formal derivation of the limit equations. Fix any $\mu \in (0, \infty)$. Recall from (3.7) and (3.8) that
\[
P_\mu w = \int e^{2\pi i x \cdot \xi} \langle \mathcal{F}w(\xi), b_\mu(\xi) \rangle \mathcal{F}b_\mu(\xi) \, d\xi, \quad b_\mu(\xi) = \frac{\xi_\mu}{|\xi_\mu|},
\]
where $\xi_\mu = (-\xi_2, \xi_1, 0, \mu \xi_3)^T$. Then we can write the limit system as
\[
\begin{cases}
\begin{align*}
& u_t^\mu + P_\mu [(u^\mu \cdot \nabla)u^\mu] = 0, \quad P_\mu u^\mu = u^\mu, \\
& u^\mu(0, x) = P_\mu u_0(x).
\end{align*}
\end{cases}
\]
To justify the above expression as the limit QG system, we show the formal equivalence between (A.2) and the QG equations (1.2). If we define \( \psi^\mu \) by
\[
\psi^\mu := -(\Delta^\mu)^{-1}\nabla_{\mu} \cdot u^\mu,
\]
where \( \Delta^\mu = \partial^2_t + \partial^2_\mu + \mu^2 \partial^2_3 \) and \( \nabla_{\mu} = (-\partial_2, \partial_1, 0, \mu \partial_3)^T \), then the identity
\[
u^\mu = P^\mu u^\mu = -\nabla_{\mu}(\Delta^\mu)^{-1}\nabla_{\mu} \cdot u^\mu = \nabla_{\mu} \psi^\mu,
\]
allows us to compute as
\[
\nabla_{\mu} \cdot P^\mu[(u^\mu \cdot \nabla)u^\mu] = \nabla_{\mu} \cdot P^\mu[(\nabla_{\mu} \psi^\mu \cdot \nabla)\nabla_{\mu} \psi^\mu] = \nabla_{\mu} \cdot (\nabla_{\mu} \psi^\mu \cdot \nabla)\nabla_{\mu} \psi^\mu.
\]
Once we recall (3.3) for the definition of \( \nabla \), a direct computation gives
\[
\nabla_{\mu} \cdot (\nabla_{\mu} \psi^\mu \cdot \nabla)\nabla_{\mu} \psi^\mu = (\nabla_{\mu} \psi^\mu \cdot \nabla)\nabla_{\mu} \psi^\mu = (\nabla_{\mu} \psi^\mu \cdot \nabla_{\mu})\nabla_{\mu} \psi^\mu.
\]
We see that \( \psi^\mu \) satisfies (1.2) as
\[
\begin{cases}
\Delta^\mu \psi^\mu + (\nabla_H \cdot \nabla_H) \Delta^\mu \psi^\mu = 0, \\
\nabla_{\mu} \psi^\mu(0, x) = u^\mu(0, x) = P^\mu u_0(x).
\end{cases}
\]

The above formal argument can be rigorously justified with a minor modification, which we omit here. Then it suffices to show that the system (A.2) is well-posed for arbitrarily long time.

**Proposition A.2.** Let \( m > 5/2 \) and \( \mu \in (0, \infty) \). Then for any \( u_0^\mu \in H^m(\mathbb{R}^3) \) and \( T > 0 \), the limit system (A.2) possesses a unique classical solution
\[
u^\mu \in C([0, T]; H^m(\mathbb{R}^3)) \cap C^1([0, T]; H^{m-1}(\mathbb{R}^3)).
\]
Furthermore, there exists a constant \( C = C(m) > 0 \) such that
\[
\sup_{0 \leq t \leq T} \| u^\mu(t) \|_{H^m} \leq (1 + \| u_0^\mu \|_{H^m})^\exp(CT(1 + (1 + \mu^{-1})(1 + \mu))\| u_0^\mu \|_{H^m}) =: C_L
\]

**Proof.** We only give a brief sketch of the proof. One can obtain in a standard manner the following:
\[
\frac{1}{2} \frac{d}{dt} \| u^\mu \|_{H^m}^2 \leq C(1 + \| \nabla v_H \|_{BMO} \log^+ \| u^\mu \|_{H^m}) \| u^\mu \|_{H^m}^2 - |H^m|.
\]
Since Lemma A.3 allows us to compute
\[
\| \nabla v_H \|_{BMO} \leq C(1 + \mu^{-1}) \| \Delta^\mu \psi^\mu \|_{BMO},
\]
from a simple observation
\[
\| \Delta^\mu \psi^\mu \|_{BMO} \leq \| \Delta^\mu \psi^\mu \|_{L^\infty} = \| \Delta^\mu \psi^\mu_0 \|_{L^\infty} = \| \nabla_{\mu} \cdot u_0^\mu \|_{L^\infty} \leq C(1 + \mu) \| u_0^\mu \|_{H^m},
\]
it follows that
\[
\| \nabla v_H \|_{BMO} \leq C(1 + \mu^{-1})(1 + \mu) \| u_0^\mu \|_{H^m}.
\]
Combining the above estimates yields
\[
\frac{d}{dt} \| u^\mu \|_{H^m} \leq C(1 + (1 + \mu^{-1})(1 + \mu) \| u_0^\mu \|_{H^m} \log^+ \| u^\mu \|_{H^m}) \| u^\mu \|_{H^m}.
\]
The Grönwall inequality gives the desired result.
Lemma A.3. Let $S := \nabla_\mu \nabla_H^2 (-\Delta_\mu)^{-1}$ for any $\mu \in \mathbb{R} \setminus \{0\}$. Then there exists a constant $C > 0$ independent of $\mu$ such that

$$\|Sf\|_{BMO} \leq C\|f\|_{BMO}$$

for any $f \in H^s(\mathbb{R}^3)$ with $s \geq \frac{3}{2}$.

Proof. Without loss of generality, we assume that $f \in S(\mathbb{R}^3)$ where $S$ denotes the Schwartz space. Once we prove the statement for such $f$, then a simple density argument in $H^s$ will finish the proof. Note also that $\|f\|_{BMO} \leq C\|f\|_{H^{3/2}}$.

In Fourier variables, we observe that $\mathcal{F}(Sf)(\xi) = \frac{\eta_i \eta_j}{|\eta|^2} \mathcal{F}(f)(\eta_1, \eta_2, \eta_3)$ for $i, j = 1, 2, 3$, once we set $(\eta_1, \eta_2, \eta_3) = (\xi_1, \xi_2, \mu \xi_3)$. Taking inverse Fourier transform in $\eta$, we get

$$\mu(Sf)(x_1, x_2, \mu x_3) = R_i R_j g(x), \quad \text{and} \quad g(x) = \mu f(x_1, x_2, \mu x_3),$$

where $R_i$ and $R_j$ are the usual 3D Riesz transforms. For any cube $Q \subset \mathbb{R}^3$, we define a $\mu$-normalized cube $Q_{\mu}$ by $Q_{\mu} = \{y \in \mathbb{R}^3 : (y_1, y_2, \frac{y_3}{\mu}) \in Q\}$. Then we can compute

$$\frac{1}{|Q|} \int_Q |g(x) - g_Q| dx = \frac{1}{|Q|} \int_Q |\mu f(x_1, x_2, \mu x_3) - \mu f_{Q_{\mu}}| dx = \frac{\mu}{|Q_{\mu}|} \int_{Q_{\mu}} |f(x) - f_{Q_{\mu}}| dx,$$

which yields, combined with the boundedness of Riesz transforms on $BMO$,

$$\|Sf\|_{BMO} = \|(Sf)(x_1, x_2, \mu x_3)\|_{BMO} = \mu^{-1}\|R_i R_j g(x)\|_{BMO} \leq C\mu^{-1}\|g(x)\|_{BMO} = C\|f\|_{BMO}.$$ 

The proof is finished. \qed

### A.3 Continuity in $\mu$ for the QG equations

The equivalence between the QG equations and the limit system \eqref{A.2} has been shown in Section \ref{A.2}, here, we consider \eqref{A.2} instead of the QG system. We need to do some difference estimates for the two different rotation-stratification ratios $\mu > 0$ and $\nu > 0$. More specifically, we show that the limit system \eqref{A.2}, and so \eqref{1.2}, varies continuously in rotation-stratification ratio with respect to the $H^{m-1}$ norm for $m > \frac{7}{2}$, which is stated in Proposition A.5. Then, by a simple addition/subtraction trick and a triangle inequality, we can finish the proof of Corollary A.9. We begin by the following difference lemma.

Lemma A.4. Let $\mu, \nu \in (0, \infty)$ and $f = (f_1, f_2, f_3, f_4) \in H^k$ for some $k \in \mathbb{N} \cup \{0\}$. Then we have

$$\|(P_\mu - P_\nu)f\|_{H^k} \leq \frac{3|\mu - \nu|}{\sqrt{\mu \nu}} \|f\|_{H^k}.$$ \hfill (A.5)

Proof. Note that

$$\mathcal{F} P_\mu f = \frac{1}{|\xi\mu|^2} \begin{pmatrix} \xi_2^2 & -\xi_1 \xi_2 & 0 & -\mu \xi_2 \xi_3 \\ -\xi_1 \xi_2 & \xi_1^2 & 0 & \mu \xi_1 \xi_3 \\ 0 & 0 & 0 & 0 \\ -\mu \xi_2 \xi_3 & \mu \xi_1 \xi_3 & 0 & \mu^2 \xi_3^2 \end{pmatrix} \mathcal{F} f.$$ \hfill (A.6)
Thus we have
\[ \mathcal{F}(P_\nu - P_\mu) = \frac{\mu - \nu}{|\xi_\mu|^2|\xi_\nu|^2} \left( \begin{array}{ccc}
(\mu + \nu)\xi_3^2 \xi_3^3 & -(\mu + \nu)\xi_1 \xi_2 \xi_3^3 & 0 \\
-(\mu + \nu)\xi_1 \xi_2 \xi_3^3 & (\mu + \nu)\xi_3^2 \xi_3^3 & 0 \\
0 & 0 & -\xi_1 \xi_3(|\xi_H|^2 - \mu \nu \xi_3^3)
\end{array} \right) \mathcal{F}f. \]
We compute as
\[ |\sqrt{\mu \nu}(\mu + \nu)|\xi_H|^2 \xi_3^3| \leq (\mu^2 + \nu^2)|\xi_H|^2 \xi_3^3 \leq |\xi_\mu|^2|\xi_\nu|^2 \]
and see that
\[ |\sqrt{\mu \nu} \xi_1 \xi_3(|\xi_H|^2 - \mu \nu \xi_3^3)| \leq \sqrt{\mu \nu}|\xi_3|^3 \xi_\nu| + \sqrt{\mu \nu}^3|\xi_H||\xi_3|^3 \leq |\xi_H|^4 + \mu^2 \nu^2 |\xi_\nu|^4 \leq |\xi_\mu|^2|\xi_\nu|^2. \]
By the Plancherel theorem, we obtain (A.5). This completes the proof.

**Proposition A.5.** Let \( \nu, \mu \in (0, \infty) \) with \( |\nu - \mu| \leq \frac{\nu}{2} \) and \( u_0 \in H^m(\mathbb{R}^3) \) for \( m > \frac{5}{2} \). Let \( u^\nu \) and \( u^\mu \) be the corresponding global-in-time solutions to (A.2). Then, there exists a constant \( C = C(\nu, m, T, \|u_0\|_{H^m}) > 0 \) such that
\[ \sup_{t \in [0, T]} \|u^\nu - u^\mu\|_{H^{m-1}} \leq C|\nu - \mu|. \]

**Proof.** Recalling the limit system (A.2), we can have
\[ \partial_t (u^\nu - u^\mu) + (P_\nu - P_\mu)[(u^\nu \cdot \nabla)u^\nu] + P_\mu[(u^\nu - u^\mu) \cdot (\nabla \nu)u^\nu] + P_\mu[(u^\mu \cdot \nabla)(u^\nu - u^\mu)] = 0. \]
Note by (A.5) that \( \frac{1}{2} \frac{d}{dt}\|u^\nu - u^\mu\|_{H^{m-1}}^2 \) is bounded above by
\[ \frac{C|\nu - \mu|}{\sqrt{\mu \nu}} \|u^\nu\|_{H^m}^2 \|u^\nu - u^\mu\|_{H^{m-1}} + C\|u^\nu\|_{H^m} \|u^\nu - u^\mu\|_{H^{m-1}}^2 \\
- \sum_{|\alpha| = m-1} \int \partial^\alpha (u^\mu \cdot \nabla)(u^\nu - u^\mu) \cdot \partial^\alpha P_\mu (u^\nu - u^\mu) dx. \]
Using (A.5) again, we have
\[ - \sum_{|\alpha| = m-1} \int \partial^\alpha (u^\mu \cdot \nabla)(u^\nu - u^\mu) \cdot \partial^\alpha P_\mu (u^\nu - u^\mu) dx \\
= - \sum_{|\alpha| = m-1} \int \partial^\alpha (u^\mu \cdot \nabla)(u^\nu - u^\mu) \cdot \partial^\alpha ((u^\nu - u^\mu) - (P_\nu - P_\mu)u^\nu) dx \\
\leq C\|u^\mu\|_{H^m} \|u^\nu - u^\mu\|_{H^{m-1}}^2 + \frac{C|\nu - \mu|}{\sqrt{\mu \nu}} \|u^\nu\|_{H^m} \|u^\mu\|_{H^m} \|u^\nu - u^\mu\|_{H^{m-1}}, \]
and so the assumption \( |\nu - \mu| \leq \nu/2 \) yields
\[ \frac{d}{dt}\|u^\nu - u^\mu\|_{H^{m-1}} \leq CC_L^2 \nu^{-1} |\nu - \mu| + CC_L \|u^\nu - u^\mu\|_{H^{m-1}}, \]
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where the constant $C_L$ is defined in (A.4). Letting $y(t) = \|u^\nu - u^\mu\|_{H^{m-1}}$, we get
\[
\frac{d}{dt} y(t) \leq CC_L^2 \nu^{-1} |\nu - \mu| + CC_L y(t).
\]

The Grönwall inequality implies
\[
y(t) \leq (y(0) + CC_L^2 \nu^{-1} |\nu - \mu| t) e^{CC_L t}.
\]

Thus, together with $y(0) = \|(P_\mu - P_\nu)u_0\|_{H^{m-1}} \leq \frac{3|\mu - \nu|}{\sqrt{m\nu}} \|u_0\|_{H^{m-1}}$, we obtain (A.7). This completes the proof.

\section{A.4 Convergence for $\mu \neq 1$}

In the following theorem, we establish the convergence of (1.1) to the QG equations when the rotation-stratification ratio $\mu \neq 1$ is fixed. This result is analogous to the one that was obtained in [38] for the one-scale singular limit $N \to \infty$ without consideration of Coriolis force.

**Theorem A.6.** Let $m \in \mathbb{N}$ satisfy $m \geq 7$ and let $4 \leq q < \infty$. Fix any positive Burger number $\mu \neq 1$. For every $T > 0$ and for any initial data $u_0 \in H^m(\mathbb{R}^3)$ with $\nabla \cdot u_0 = 0$, there exists a constant $R = R(m, q, \mu, T, \|u_0\|_{H^m}) > 0$ such that if $\sqrt{\Omega^2 + N^2} > R$, then (1.1) possesses a unique classical solution
\[
u \in C([0, T]; H^m(\mathbb{R}^3)) \cap C^1([0, T]; H^{m-1}(\mathbb{R}^3)).
\]

Moreover, there exists a constant $C_\mu = C(m, q, \mu, T, \|u_0\|_{H^m}) > 0$ such that
\[
\|u - \nabla \mu \psi^\mu\|_{L^q(0, T; W^{1, \infty})} \leq \frac{C_\mu}{\sqrt{\Omega^2 + N^2}}
\]

as long as $\sqrt{\Omega^2 + N^2} > R$. Here $\nabla \mu \psi^\mu$ is defined according to the notions in (1.2)-(1.4).

**Remark A.7.** The constant $C_\mu$ appears in using the Littman theorem [28] to prove the dispersive estimates. A careful look at Chapter VIII of [36] tells us that, in one dimension, the size of $C_\mu$ blows up as $\mu \to 1$. The exact size of $C_\mu$ in three dimensions is not known, but we are still able to obtain a lower bound for the blow-up rate, see Corollary 2.7. Geometrically, the Gaussian curvature of the surface $\{(\xi, p_\mu(\xi)) \in \mathbb{R}^3 \times \mathbb{R}: 1/4 \leq |\xi| \leq 4\}$ is zero at $\mu = 1$ so that there is no proper “oscillation” one can exploit to obtain the required decay.

**Remark A.8.** For any fixed $\nu > 0$ with $\nu \neq 1$, one can see by a direct computation that $p_\nu(\xi)$ is $C^\infty$ on the set $D := \{\xi \in \mathbb{R}^3: 1/4 \leq |\xi| \leq 4\}$. Moreover, $\|p_\nu - p_\mu\|_{C^N(D)} \to 0$ as $\mu \to \nu$ for all $N \in \mathbb{N} \cup \{0\}$. Thanks to [27] Lemma 3.3], there exist a positive constant $\varepsilon = \varepsilon(\nu) < \nu$ such that $C_\mu$ and $R$ are uniformly bounded above by some constants $\bar{C}$ and $\bar{R}$, respectively for all $\mu \in (\nu - \varepsilon, \nu + \varepsilon)$. This means that the convergence rate in (A.8) can be made uniform near any fixed positive $\mu$ other than one.

**Proof of Theorem A.6.** This can be proved analogously to the proof of the main theorem in [38]. The required corresponding key ingredients are stated in Section A.5-A.6.

\[27\]
The rotation-stratification ratio \( \mu \) does not have to be entirely fixed during the convergence process. As long as \( \mu \) converges to some \( \nu \in (0, 1) \cup (1, \infty) \) as \( N \to \infty \) and \( \Omega \to \infty \), there is some flexibility allowed for \( \mu \). See below.

**Corollary A.9.** Assume the hypotheses of Theorem A.6 on \( q, m, \) and \( u_0 \). Fix any \( T > 0 \) and any \( \nu \in (0, 1) \cup (1, \infty) \). Let \( \{ (\Omega_k, N_k) \}_{k \in \mathbb{N}} \) be a sequence of pairs of positive numbers satisfying

\[
N_k \to \infty, \quad \Omega_k \to \infty, \quad \mu_k = \frac{\Omega_k}{N_k} \to \nu \quad \text{as} \quad k \to \infty.
\]

Then the corresponding sequence \( \{ u^{(k)} \}_{k \in \mathbb{N}} \) of solutions to (1.1) have the convergence property

\[
\| u^{(k)} - \nabla \psi^\nu \|^q_{L^q(0,T;W^{1,\infty})} \to 0 \quad \text{as} \quad k \to \infty.
\]

Here \( \nabla \psi^\nu \) is defined according to the notions in (1.2)-(1.4) with \( \mu = \nu \).

**Remark A.10.** The explicit convergence rate is given in (A.9).

**Remark A.11.** In the proof of Corollary A.9 we implicitly used the fact that the constant \( R \) in Theorem A.6 becomes uniform in \( \mu_k \) as long as \( \mu_k \) is sufficiently close to \( \nu \).

**Proof of Corollary A.9.** We fix \( \nu \in (0, 1) \cup (1, \infty) \) and \((v_0, \theta_0) \in H^m(\mathbb{R}^3)\) for some \( m \geq 7 \) with \( \nabla \cdot v_0 = 0 \). Let a sequence \( \{ (\Omega_k, N_k) \} \) satisfy \( N_k \to \infty \) and \( \mu_k \to \nu \) as \( k \to \infty \). For any \( T > 0 \), by Theorem A.6 there is a constant \( R > 0 \) such that the solution

\[
u^{(k)} \in C([0,T];H^m(\mathbb{R}^3)) \cap C^1(0,T;H^{m-1}(\mathbb{R}^3))
\]

and (A.8) are obtained, whenever \( N_k > R \). From (A.3) and Proposition A.5 we have

\[
\sup_{t \in [0,T]} \| \nabla \psi^\nu - \nabla \mu_k \psi^{\mu_k} \|_{H^{m-1}} \leq C|\nu - \mu_k|.
\]

By the triangle inequality and \( H^{m-1}(\mathbb{R}^3) \hookrightarrow W^{1,\infty}(\mathbb{R}^3) \), it follows that

\[
\| u^{(k)} - \nabla \psi^\nu \|^q_{L^q(0,T;W^{1,\infty})} \leq 2^{q-1} \| u^{(k)} - \nabla \mu_k \psi^{\mu_k} \|^q_{L^q(0,T;W^{1,\infty})} + 2^{q-1} \| \nabla \psi^\nu - \nabla \mu_k \psi^{\mu_k} \|^q_{L^q(0,T;H^{m-1})}.
\]

Therefore, we deduce

\[
\| u^{(k)} - \nabla \psi^\nu \|^q_{L^q(0,T;W^{1,\infty})} \leq \frac{C\mu_k}{N_k} + C|\nu - \mu_k|.
\] (A.9)

This completes the proof. \( \square \)

### A.5 Strichartz Estimates

We will introduce a space-time Strichartz estimates for the linear propagator. Since \( p_\mu(\xi) \) is homogeneous of degree zero (Section 3) it suffices to consider the operators

\[
G(t) \varphi(x) := \int_{\mathbb{R}^3} e^{ix \cdot \xi + itNp_\mu(\xi)} \varphi(\xi)^2 \mathcal{F}(\varphi)(\xi) \, d\xi,
\]

\[
H(t) \varphi(x) := \int_{\mathbb{R}^3} e^{ix \cdot \xi + itNp_\mu(\xi)} \psi(\xi) \mathcal{F}(\varphi)(\xi) \, d\xi,
\]

for \((t, x) \in \mathbb{R} \times \mathbb{R}^3\). Here we denote by \( \psi \) the smooth real-valued cut-off function such that \( \text{supp} \psi \subset \{ 1/4 \leq |\xi| \leq 4 \} \) and \( \psi(\xi) = 1 \) on \( \{ 1/2 \leq |\xi| \leq 2 \} \). Then it is known that we have the following lemmas.
Lemma A.12 ([20], [27]). Let \( \mu \neq 1 \). There exists a positive constant \( C = C(\mu, \psi) > 0 \) such that

\[
\|G(t)\varphi\|_{L^\infty} \leq C(1 + |Nt|)^{-\frac{1}{2}}\|\varphi\|_{L^1}
\]

(A.10)

for all \( t \in \mathbb{R} \) and \( \varphi \in L^1(\mathbb{R}^3) \). The same is true for \( H(t) \). The decay rate of \( (A.10) \) is sharp. The information of \( \Omega \) is encoded in the relation \( \frac{\Omega}{N} = \mu \).

Proof. We can compute

\[
det H_{p_\mu}(\xi) = (\mu^2 - 1)^3 |\xi|^{2\varsigma_3^4} \frac{|\xi|\sigma_0\varsigma_3^4}{|\xi|\sigma_0\varsigma_3^4}
\]

where we denote by \( H_{p_\mu}(\xi) \) the Hessian matrix for \( p_\mu(\xi) \). The rest of the proof is exactly the same with the proof of Lemma 3.2 in [20] or equivalently Proposition 3.1 in [27]. \( \square \)

A.6 Modified Linear Dispersive System

Here we fix \( u_0 \in H^{m+1}(\mathbb{R}^3) \) with \( m \geq 2 \) and introduce the modified linear system

\[
\begin{aligned}
\partial_t u^\pm + iNp_\mu(D)u^\pm + P_\pm(u^\mu \cdot \nabla)u^\mu &= 0, \\
\nabla \cdot u^\pm &= 0, \\

u^\pm(0, x) &= P_\pm u_0(x),
\end{aligned}
\]

(A.11)

where \( u^\mu \) is a solution to \( (A.2) \) such that

\[
u^\mu \in C([0, T]; H^{m+1}(\mathbb{R}^3)) \cap C^1([0, T]; H^m(\mathbb{R}^3)).
\]

This can be viewed as an intermediate system between the linearized system \( (3.4) \) and the full system \( (3.2) \). By the Duhamel principle, we have the following solution representation

\[
u^\pm(t) = e^{\pm iNp_\mu(D)}P_\pm u_0 - \int_0^t e^{\pm i(t-\tau)Np_\mu(D)}P_\pm(u^\mu(\tau) \cdot \nabla)u^\mu(\tau)\,d\tau.
\]

(A.12)

Relying on the expression \( (A.12) \), the linear estimates that were obtained in Section A.5 lead to the following lemma.

Lemma A.13 ([38]). Fix \( \mu \neq 1 \). Let \( m \in \mathbb{N} \) satisfy \( m \geq 2 \). For each \( u_0 \in H^{m+1} \) with \( \nabla \cdot u_0 = 0 \), there exists a unique classical solution \( u^\pm \) to \( (A.11) \) in the class

\[
u^\pm \in C([0, T]; H^m(\mathbb{R}^3)) \cap C^1(0, T; H^{m-1}(\mathbb{R}^3)).
\]

Furthermore, we obtain the uniform bound

\[
\sup_{t \in [0, T]} \|u^\pm(t)\|_{H^m} \leq \|u_0\|_{H^m} + C(m, T, \|u_0\|_{H^{m+1}}).
\]

(A.13)

For \( q \in [4, \infty) \), there exist positive constants \( C_1 = C_1(q) \) and \( C_2 = C_2(m, q, T, \|u_0\|_{H^{m+1}}) \) such that

\[
\|\nabla^l u^\pm\|_{L^q(0, T; L^\infty)} \leq C_1 N^{-\frac{l}{q}} \|u_0\|_{H^{2+l}} + C_2
\]

(A.14)

for \( l = 0, 1, 2, \ldots, m - 2 \). The information of \( \Omega \) is encoded in the relation \( \frac{\Omega}{N} = \mu \).

Proof. We use Lemma A.12. Then we can follow [38] in an analogous fashion. \( \square \)
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