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Abstract

The advances of next-generation sequencing technology have accelerated study of the microbiome and stimulated the high throughput profiling of metagenomes. The
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large volume of sequenced data has encouraged the rise of various studies for detecting differentially abundant taxonomic features across healthy and diseased populations, with the ultimate goal of deciphering the relationship between the microbiome diversity and health conditions. As the microbiome data are high-dimensional, typically featuring by uneven sampling depth, overdispersion and a huge amount of zeros, these data characteristics often hamper the downstream analysis. Moreover, the taxonomic features are implicitly imposed by the phylogenetic tree structure and often ignored. To overcome these challenges, we propose a Bayesian hierarchical modeling framework for the analysis of microbiome count data for differential abundance analysis. Under this framework, we introduce a bi-level Bayesian hierarchical model that allows a flexible choice of the count generating process, and hyperpriors in the feature selection scheme. We particularly focus on employing a zero-inflated negative binomial model with a Bayesian nonparametric prior model on the bottom level, and applying Gaussian mixture models for differentially abundant taxa detection on the top level. Our method allows for the simultaneous modeling of sample heterogeneity and detecting differentially abundant taxa. We conducted comprehensive simulations and summarized the improved statistical performances of the proposed model. We applied the model in two real microbiome study datasets and successfully identified biologically validated differentially abundant taxa. We hope that the proposed framework and model can facilitate further microbiome studies and elucidate disease etiology.

*Keywords:* Bayesian hierarchical model; Count data; Feature selection; Microbiome; Mixture models.
1 Introduction

A human body hosts more than 10 trillions of microorganisms, whose collective genome contains at least 100 times as many genes as the human genome (Bäckhed et al. 2005). The microbes in a healthy body can maintain digestion and metabolism, and prevent the colonization of pathogenic microorganisms (Honda & Littman 2012). However, an impaired microbiome has been found to be associated with diseases such as liver cirrhosis, schizophrenia, (Zeller et al. 2014, Castro-Nallar et al. 2015). Detection of the association and exploration of the causality of microbiota-associated diseases can facilitate the elucidation of disease etiology and the development of novel treatments.

The advances of next-generation sequencing technology have accelerated the microbiome study by generating an enormous amount of sequencing data at low cost (Metzker 2010). This technology can profile metagenomes in high-throughput sequencing (Ansorge 2009). The availability of big data further motivates the methodology research to focus on the detection of disease-associated bacteria. Microbiome data has unique characteristics that pose challenges for downstream analyses. For example, the microbiome data are overdispersed count data, and they have a large fraction of missing values (Li 2015). It is common for the counts of a taxon to be mostly zeros cross patients; meanwhile, the non-zero counts can range from a few reads to hundreds of thousands of reads. Thus we want to build a specific model for microbiome data. In particular, this model will provide normalization to enable cross-sample comparisons, and simultaneously, to detect differentially abundant taxa among two or more disease outcomes.

First, we have surveyed normalization methods in the context of sequence data analysis. These methods can handle the varying sequencing depths between samples. Rarifying is a classic normalization method in microbiome analysis, which down-samples the sequence reads of each sample until all samples have an equal number of total counts. This approach discards many sequence reads and thus reduces statistical power (McMur-
Other normalization methods often multiply the sequence counts by per-specified values. The multiplier, also known as the size factor, is often calculated directly from the observed data. In this paper, we investigate five common normalization methods. However, although these methods are straightforward to implement, they provide non-optimal performance and limit the power of downstream analysis (McMurdie & Holmes 2014). The reason is that size factors are treated as fixed values, and it is an ad hoc decision that has to be made in the analysis step (Bullard et al. 2010, Dillies et al. 2013, Weiss et al. 2017). As a consequence, normalization methods often bias the true “hidden” size factors. To overcome these limitations, we propose a Bayesian non-parametric approach for data normalization. In particular, we impose a stochastic prior for estimating the size factor, which serves to incorporate our uncertainties in modeling huge sample variations, and to allow the heterogeneity in microbiome abundance to be specified in a data-adaptive way.

Second, we want to compare the normalized abundances between samples. This is commonly referred to as differential abundance analysis with the goal of detecting disease-associated microbiota. The detected taxa should have statistically significantly different abundances among disease outcomes (e.g., patients and health controls). A widely-used choice is the nonparametric test (e.g., Wilcoxon rank-sum test) and it is applicable to the fraction of taxa data (known as compositional data) (La Rosa et al. 2015). Several differential expression analysis methods for RNA-seq data (e.g., DESeq2 (Love et al. 2014) and EdgeR (Robinson et al. 2010) ) are commonly applied for microbiome data analysis due to the similar data types (count data). However, these methods, along with some extensions (Mandal et al. 2015), often fail to account for the excessive zeros in the microbiome data. Recently, parametric models have been proposed to detect microbiota-disease associations. They model the count data in negative binomial or Dirichlet-multinomial distribution to account for overdispersion (Holmes et al. 2012, Paulson et al. 2013, Chen
Zero-inflated (ZI) parametric model are also proposed, and they have advantages in controlling type I error with higher statistical power (Xu et al. 2015). These include the ZI log-normal model Sohn et al. (2015), a ZI negative binomial model Zhang et al. (2016), a ZI Poisson regression model, and a ZI beta regression model (Cheung 2002, Peng et al. 2016). Although these models have improved over time, they have limitations, such as the requirement of a separate normalization step, the inability to jointly test multiple taxa and the inability to naturally support multiple groups. We thus propose a Bayesian approach based on a Gaussian mixture model for differential abundance analysis. Accompanied with the Bayesian stochastic priors for data normalization, we are able to simultaneously detect the differentially abundant taxa for multiple outcomes under the specified false discovery rate.

In all, we will present a general hierarchical framework for differential abundance analysis of microbiome count data. It consists of two levels: one level is a multivariate count variable generating process, and the other level is a Gaussian mixture model with feature selection. Under this framework, we construct a Bayesian hierarchical model. In its first level, a wide-range of statistical methods can be applied to normalize microbiome count data into sample-specific latent relative abundance. We focus on two models, the Dirichlet-multinomial (DM) model and the zero-inflated negative binomial (ZINB) model. Furthermore, for the ZINB model, we apply a Bayesian nonparametric approach to infer the normalized factors that account for the sample to sample variations (i.e. sequencing depth). In the second level, a Gaussian mixture model is used to fit the latent relative abundance of multiple groups across multiple taxa simultaneously. Through comprehensive simulations, we showed that our proposed model has better performance compared with other commonly used approaches. We also analyzed two real microbiome datasets, from a cancer study and a psychiatry study, and detected a number of taxa across taxonomic levels. Most of the taxa detected are supported by the existing biological literature.
and the novel findings have the potential to be validated in the future.

We have organized the rest of the article as follows. Section 2 introduces the bi-level modeling framework and the Bayesian hierarchical model with stochastic priors. Section 3 describes posterior inference, including the Markov chain Monte Carlo method. Section 4 presents a comprehensive simulation study, and Section 5 applies the model on two real microbiome studies. Section 6 concludes the article with remarks.

2 Model

We present a bi-level Bayesian framework for microbial differential abundance analysis in this section. Section 2.1 introduces two representative count generative models as the first (or bottom) level, while Section 2.2 describes a Gaussian mixture model as the second (or top) level. Figure (1) shows the graphical formulations of the proposed models. Before introducing the major components, we depict the input of our framework as follows.

Let $Y$ denote an $n$-by-$p$ taxonomic abundance table of $n$ subjects and $p$ taxa, with $y_{ij} \in \mathbb{N}, i = 1, \ldots, n, j = 1, \ldots, p$ indicating the count of taxon $j$ observed from subject $i$. Note that $Y$ can be either generated by either the 16S ribosome RNA gene sequencing or the shotgun metagenomic sequencing. For the sake of simplicity, we assume that the taxonomic features in $Y$ are all at the lowest available hierarchical levels (e.g. genus or operational taxonomic unit (OTU) for 16S sequencing data, and species for metagenomic sequencing data). As the count matrix at a higher taxonomic level can be easily summed up from the one at its lower level, we discuss how to integrate information from a phylogenetic tree in Section 2.3. We use an $n$-dimensional vector $z = (z_1, \ldots, z_n)^T$ to allocate the $n$ subjects into $K$ different groups (i.e. phenotypes, conditions, etc.), with $z_i = k, k = 1, \ldots, K$ indicating that subject $i$ belongs to group $k$. In addition, we use the following notations throughout this paper. For any $n$-by-$p$ matrix $X$, we use
Figure 1: A graphical representation of the proposed bi-level Bayesian framework for microbial differential abundance analysis, with the bottom level (within the solid border) of (a) Dirichlet-multinomial (DM) model, and (b) zero-inflated negative binomial (ZINB) model, respectively. Each node in a circle/hexagon/square refers to a model parameter/a fixed hyperparameter/observable data. The link between two nodes represents a direct probabilistic dependence. Note that both (a) and (b) share the same top level (within the dashed border).

\[ \mathbf{x}_i = (x_{i1}, \ldots, x_{ip})^T \text{ and } \mathbf{x}_j = (x_{1j}, \ldots, x_{nj})^T \] to denote the vector from \( i \)-th row and \( j \)-th column of \( \mathbf{X} \), respectively, and use \( X_i = \sum_{j=1}^{p} x_{ij} \) and \( X_j = \sum_{i=1}^{n} x_{ij} \) to denote the sum of all counts in the \( i \)-th row and \( j \)-th column of \( \mathbf{X} \), respectively.

2.1 Multivariate count variable generating processes

In the bottom level of the proposed framework, we consider that the multivariate counts observed in each subject, denoted by \( \mathbf{y}_i \), are generated from a probabilistic model \( \mathcal{M} \). It models the relative abundance of each taxon, and characterizes one or more distinctive attributes of microbiome count data, including uneven sampling depth, zero-inflation, and overdispersion. One advantage of modeling counts via a probabilistic model is that it automatically accounts for measurement errors and other uncertainties associated with the counts (Li 2015). Without loss of generality, we write

\[ \mathbf{y}_i \sim \mathcal{M}(\mathbf{\alpha}_i, \Theta), \]  

where the non-negative vector \( \mathbf{\alpha}_i = (\alpha_{i1}, \ldots, \alpha_{ip})^T \), \( \alpha_{ij} > 0 \) denotes the latent relative abundance for each taxon in subject \( i \), and \( \Theta \) denotes all other model parameters. A list
of $\mathcal{M}$ candidates and their characteristics are summarized in Table 1, two of which are discussed in detail as follows.

**Table 1:** A list of multivariate count generating processes and their characterizations

| $\mathcal{M}(\mathbf{y}_i; \alpha_i, \Theta)$ | Uneven depth | Zero-inflation | Over-dispersion | Example |
|---------------------------------------------|--------------|----------------|-----------------|---------|
| Multi $\text{Multi}(\mathbf{y}_i; Y_i, \alpha_i, \ldots, \alpha_{ip})$ | | | | |
| DM $\text{DM}(\mathbf{y}_i; \alpha_i, \ldots, \alpha_{ip})$ | | | | |
| Poi $\prod_{j=1}^p \text{Poi}(y_{ij}; s_i \alpha_{ij})$ | | | | |
| NB $\prod_{j=1}^p \text{NB}(y_{ij}; s_i \alpha_{ij}, \phi_j)$ | | | | |
| ZIG $\prod_{j=1}^p \pi_i(Y_i) I(y_{ij} = 0) + (1 - \pi_i(Y_i)) \text{N}(\log(y_{ij} + 1); \alpha_j, \sigma_j^2)$ | | | | |
| ZIP $\prod_{j=1}^p \pi_i I(y_{ij} = 0) + (1 - \pi_i) \text{Poi}(y_{ij}; s_i \alpha_{ij})$ | | | | |
| ZINB $\prod_{j=1}^p \pi_i I(y_{ij} = 0) + (1 - \pi_i) \text{NB}(y_{ij}; s_i \alpha_{ij}, \phi_j)$ | | | | |

1 Abbreviations: Multi is Multinomial, DM is Dirichlet-multinomial, Poi is Poisson, NB is negative binomial, ZIG is zero-inflated Gaussian, ZIP is zero-inflated Poisson, and ZINB is zero-inflated negative binomial.

### 2.1.1 Dirichlet-multinomial model

One commonly used candidate of $\mathcal{M}$ is the Dirichlet-multinomial (DM) model (see e.g. La Rosa et al. 2012, Holmes et al. 2012, Chen & Li 2013, Wadsworth et al. 2017). To illustrate the model, we start by modeling the taxonomic counts observed in subject $i$ with a multinomial distribution $\mathbf{y}_i | \mathbf{\psi}_i \sim \text{Multi}(Y_i, \mathbf{\psi}_i)$. The $p$-dimensional vector $\mathbf{\psi}_i = (\psi_{i1}, \ldots, \psi_{ip})^T$ is defined on a $p$-dimensional simplex (i.e. $\psi_{ij} \geq 0, \forall j$ and $\sum_{j=1}^p \psi_{ij} = 1$), and represents the underlying taxonomic abundances. The probability mass function of the multinomial distribution is $Y_i \prod_{j=1}^p \psi_{ij}^{y_{ij}} / y_{ij}!$, with the mean and variance of each component, $E(Y_{ij}) = \psi_{ij} Y_i$ and $\text{Var}(Y_{ij}) = \psi_{ij} (1 - \psi_{ij}) Y_i$, respectively.
We further impose a Dirichlet prior on the multinomial parameter vector to allow for over-dispersed distributions, \( \psi_i | \alpha_i \sim \text{Dir}(\alpha_i) \), where each element of the \( p \)-dimensional vector \( \alpha_i = (\alpha_{i1}, \ldots, \alpha_{ip})^T \) is strictly positive. Due to the conjugacy between the Dirichlet distribution and the multinomial distribution, we can integrate \( \psi_i \) out, 

\[ p(y_i | \alpha_i) = \int p(y_i | \psi_i) p(\psi_i | \alpha_i) d\psi_i, \]

resulting in a DM model (Mosimann 1962),

\[ y_i | \alpha_i \sim \text{DM}(\alpha_i), \tag{2} \]

with the probability mass function,

\[ f_{\text{DM}}(y_i | \alpha_i) = \frac{\Gamma(Y_i + 1)\Gamma(A_i)}{\Gamma(Y_i + A_i)} \prod_{j=1}^{p} \frac{\Gamma(y_{ij} + \alpha_{ij})}{\Gamma(y_{ij} + 1)\Gamma(\alpha_{ij})}. \tag{3} \]

The variance of each count variable is 

\[ \text{Var}(Y_{ij}) = \frac{(Y_i + A_i)/(1 + A_i)\text{E}(\psi_{ij})(1 - \text{E}(\psi_{ij}))Y_i}{(Y_i + A_i)/(1 + A_i)\text{E}(\psi_{ij})^2 Y_i}. \]

Comparing this with the multinomial model, we see that the variation of the DM component is inflated by a factor of \((Y_i + A_i)/(1 + A_i)\), Thus, the DM distribution can explicitly model extra variation. Note that \( A_i = \sum_{j=1}^{p} \alpha_{ij} \) controls the degree of over-dispersion. A small value of \( A_i \) results in large over-dispersion, while a large value approaching infinity essentially reduces the DM model to a multinomial model.

### 2.1.2 Zero-inflated negative binomial model

Although the DM model offers more flexibility than the multinomial model in terms of modeling over-dispersion, neither models accounts for zero-inflation. The excessive zeros are usually caused by that some rare species existing in only a small percentage of samples, whereas others are not recorded owing to the limitations of the sampling effort. Thus we consider modeling each taxonomic count using a zero-inflated negative binomial (ZINB) model,

\[ y_{ij} \sim \pi_i I(y_{ij} = 0) + (1 - \pi_i)\text{NB}(\lambda_{ij}, \phi_{ij}), \tag{4} \]

where we constrain one of the two mixture kernels to be degenerate at zero, thereby allowing for zero-inflation. In model (4), \( \pi_i \in [0, 1] \) can be viewed as the proportion of
extra zero counts in sample $i$. We use $NB(\lambda,\phi), \lambda, \phi > 0$ to denote a negative binomial (NB) distribution, with expectation $\lambda$ and dispersion $1/\phi$. With this parameterization of the NB model, the probability mass function is written as $f(y|\lambda,\phi) = \frac{\Gamma(y+\phi)}{y!\Gamma(\phi)} \left( \frac{\phi}{\lambda+\phi} \right)^{\phi} \left( \frac{\lambda}{\lambda+\phi} \right)^{\lambda+y}$, with the variance $\text{Var}(Y) = \lambda + \lambda^2/\phi$. Note that $\phi$ controls the degree of over-dispersion. A small value indicates a large variance to mean ratio, while a large value approaching infinity reduces the NB model to a Poisson model with the same mean and variance.

Now we rewrite model (4) by introducing a latent indicator variable $\eta_{ij}$, which follows a Bernoulli distribution with parameter $\pi_i$, such that if $\eta_{ij} = 1$ then $y_{ij} = 0$, whereas if $\eta_{ij} = 0$ then $y_{ij} \sim NB(\lambda_{ij},\phi_j)$. The independent Bernoulli prior assumption can be further relaxed by formulating a $\text{Be}(a_\pi, b_\pi)$ hyperprior on $\pi_i$, leading to a beta-Bernoulli prior of $\eta_{ij}$ with expectation $a_\pi/(a_\pi+b_\pi)$. Setting $a_\pi = b_\pi = 1$ results in a non-informative prior on $\pi_i$. Lastly, we specify the same prior distribution for each dispersion parameter as $\phi_j \sim \text{Ga}(a_\phi, b_\phi)$. Small values for the two hyperparameters, such as $a_\phi = b_\phi = 0.001$, result in a weakly informative gamma prior.

Multiplicative characterizations of the NB (or Poisson as a special case) mean are typical in both the frequentist (e.g., Witten 2011, Li et al. 2012, Cameron & Trivedi 2013) and the Bayesian literature (e.g., Banerjee et al. 2014, Airoldi & Bischof 2016) to justify latent heterogeneity and over-dispersion in multivariate count data. Here, we parameterize the location parameter of the NB distribution as the multiplicative effect of two parameters, $\lambda_{ij} = s_i\alpha_{ij}$. We denote $s_i$ as the size factor of sample $i$, reflecting the fact that samples may be sequenced in different depths. Once this global effect is accounted for, $\alpha_{ij}$ is interpreted as the normalized abundance for counts $y_{ij}$. Conditional on the aforementioned parameters, the likelihood of observing the counts $y_i \cdot$ can be written as

$$f_{ZINB}(y_i \cdot | \alpha_i, \eta_i, \phi, s_i) = \prod_{j=1}^{p} \mathbb{I}(y_{ij} = 0)^{n_{ij}} \left( \frac{\Gamma(y_{ij} + \phi_j)}{y_{ij}!\Gamma(\phi_j)} \left( \frac{\phi_j}{s_i\alpha_{ij} + \phi_j} \right)^{\phi_j} \left( \frac{s_i\alpha_{ij}}{s_i\alpha_{ij} + \phi_j} \right)^{s_i\alpha_{ij}} \right)^{y_{ij}} \left( 1 - \eta_{ij} \right).$$

(5)

To ensure the identifiability between the latent relative abundance $\alpha_{ij}$ and its relevant
| Technique | Definition | Constraint | Reference |
|-----------|------------|------------|-----------|
| TSS       | $\hat{s}_i \propto Y_i$ | $\sum_{i=1}^{n} \log s_i = 0$ | -         |
| Q75       | $\hat{s}_i \propto q_i^{0.75p}$ | $\sum_{i=1}^{n} \log s_i = 0$ | Bullard et al. (2010) |
| RLE       | $\hat{s}_i \propto \text{median}_j \left\{ \frac{y_{ij}}{\sqrt{\prod_{r=1}^{n} y_{rj}}} \right\}$ | $\sum_{i=1}^{n} \log s_i = 0$ | Anders & Huber (2010) |
| TMM       | $\hat{s}_i \propto \sum_{j=1}^{p} y_{ij} \cdot \exp \left( \frac{\sum_{j \in \mathcal{G}^*} \psi_j(i,r)}{\sum_{j \in \mathcal{G}^*} \psi_j(i,r)} \right)$ | $\sum_{i=1}^{n} \log s_i = 0$ | Robinson & Oshlack (2010) |
| CSS       | $\hat{s}_i \propto \sum_{j=1}^{p} y_{ij} \cdot I(y_{ij} \leq q_i^{0.5p})$ | $\sum_{i=1}^{n} \log s_i = 0$ | Paulson et al. (2013) |
| DPP       | $p(\log s_i | \cdot) = \sum_{m=1}^{M} \psi_m \left[ t_m N(\nu_m, \sigma_m^2) + (1 - t_m)N \left( c_m - t_m \nu_m, \sigma_m^2 \right) \right] + E(\log s_i) = 0$ | - | Li et al. (2017) |

1. Abbreviations: TSS is total sum scaling, Q75 is upper-quartile (i.e. 75%), RLE is relative log expression, TMM is trimmed mean by M-values, CSS is cumulative sum scaling, and DPP is Dirichlet process prior.
2. Note for Q75 and CSS: $q_i^l$ is defined as the $l$-th quantile of all the counts in sample $i$, i.e. there are $l$ features in sample $i$ whose values $y_{ij}$'s are less than $q_i^l$.
3. Note for TMM: the M-value $M_j(i,r) = \log(y_{ij}/Y_i) / \log(y_{rj}/Y_r)$ is the log-ratio of scaled counts between sample $i$ and the reference sample $r$, if not within the upper and lower 30% of all the M-values (as well as the upper and lower 5% of all the A-values, defined as $A_j(i,r) = \log \sqrt{y_{ij}/Y_i \cdot y_{rj}/Y_r}$, and the corresponding weight $\psi_j(i,r)$ is the inverse of the approximate asymptotic variances, calculated as $\frac{Y_i \cdot y_{ij}'}{y_{ij}' \cdot Y_r} + \frac{Y_r \cdot y_{rj}'}{y_{rj}' \cdot Y_r}$ by the delta method (Casella & Berger 2002).

size factor $s_i$, one typical choice is to estimate $s = (s_1, \ldots, s_n)$ based on the observed counts $Y$, combined with some constraint such as $\sum_{i=1}^{n} s_i = 1$ or $\prod_{i=1}^{n} s_i = 1$ (i.e., $\sum_{i=1}^{n} \log s_i = 0$). Table 2 summarizes the existing methods for estimating the size factors. The simplest approach is to set the size factor proportional to the total sum of counts in the corresponding sample, i.e. $\hat{s}_i \propto Y_i$, although it does not account for heteroscedasticity and yields biased estimation on the other model parameters (Dillies et al. 2013). In practice, most methods have been developed in the context of RNA-Seq data analyses. For example, in order to mitigate the influence of extremely low and high counts on the size factor estimation, Bullard et al. (2010) suggests matching the between-sample distributions in terms of their upper-quartiles (Q75) to normalize the counts from
mRNA-Seq experiments. Furthermore, Anders & Huber (2010) and Robinson & Oshlack (2010) proposed normalization techniques based on relative log expression (RLE) and weighted trimmed mean by M-values (TMM), respectively. Both of them assume that most features (e.g., genes) are not differentially abundant, and of those that are, there is an approximately balanced amount of increased/decreased abundance. However, these assumptions are likely not appropriate for highly diverse microbial environments (Weiss et al. 2017). Witten (2011) compared the clustering performance under different choices of the above size factor inferences with a constraint of \( \sum_{i=1}^{n} s_i = 1 \). Paulson et al. (2013) have developed a so-called cumulative sum scaling (CSS) method. It is an adaptive extension of Q75, which is better suited for microbiome data. While convenient, the use of plug-in estimates \( \hat{s}_i \)'s has noticeable shortcomings. In a Bayesian framework, those plug-in estimates can be viewed as point mass priors. On one hand, the “double dipping” problem occurs as those informative priors are derived from the data before model fitting and thus the uncertainty quantification for estimation of \( s_i \)'s will not be reflected in the inference; on the other hand, a discontinuity on the point mass priors may introduce bias in model parameter inference. To address the identifiability issue and allow flexibility in the estimation of the unknown normalizing factors \( s_i \)'s, Li et al. (2017) imposed a regularizing prior with a stochastic constraint on the logarithmic scale of each size factor. In particular, it is assumed that \( \log s_i \) is drawn from a mixture of a two-component Gaussian mixture distribution,

\[
\log s_i \sim \sum_{m=1}^{M} \psi_m \left[ t_m N(\nu_m, \sigma_s^2) + (1 - t_m) N\left( \frac{c_s - t_m \nu_m}{1 - t_m}, \sigma_s^2 \right) \right],
\]

with the weight of outer mixtures denoted by \( \psi_m \) (0 \( \leq \psi_m \leq 1, \sum_{m=1}^{M} \psi_m = 1 \), and where \( M \) is an arbitrary large positive integer. The use of mixture distributions allows flexible estimation of the posterior density of \( \log s_i \). In order to satisfy the desired stochastic constraint, each of \( M \) components is further modeled by a mixture of two Gaussian dis-
tributions with a constant mean of $c_s$. The weight of each inner mixture is denoted by $t_m$ $(0 \leq t_m \leq 1)$. Note that if $M \to \infty$, model (6) can be interpreted as Bayesian nonparametric infinite mixtures. If we assume the weights $\psi_m$’s are defined by the stick-breaking construction, i.e., $\psi_1 = V_1, \psi_m = V_m \prod_{u=1}^{m-1} (1 - V_u), m = 1, 2, \ldots$, it becomes a case of Dirichlet process mixture models, which have been extensively used in recent literature for flexible density estimation (see, e.g., Trippa & Parmigiani 2011, Kyung et al. 2011, Taddy & Kottas 2012). Lee & Sison-Mangus (2018) have demonstrated the superiority of employing the Dirichlet process prior (DPP) in a Bayesian semiparametric regression model for joint analysis of ocean microbiome data. It is said that DPP can accommodate various features in a distribution, such as skewness or multi-modality, while satisfying the mean constraint. We conclude the ZINB model by specifying the following hyper-prior distributions for DPP: $\eta_m \sim \text{Normal}(0, \tau_\eta), t_m \sim \text{Be}(a_t, b_t)$, and $V_m \sim \text{Be}(a_m, b_m)$. Note that $\psi_m$’s will be updated according to the stick-breaking construction. We assume that $\sigma^2_s = 1$, which completes an automatic normalization of the size factors.

### 2.2 Gaussian mixture models with feature selection

In the top level of the proposed framework, we aim to identify a subset of taxonomic features that are relevant to discriminate the $n$ subjects into $K$ distinct groups. We postulate the existence of a latent binary vector $\gamma = (\gamma_1, \ldots, \gamma_p)^T$, with $\gamma_j = 1$ if taxon $j$ is differentially abundant among the $K$ groups, and $\gamma_j = 0$ otherwise. This assumption could be mathematically formulated as,

$$
\log \alpha_{ij} | \gamma_j \sim \begin{cases} 
N(\mu_{kj}, \sigma^2_{kj}) & \text{if } \gamma_j = 1 \text{ and } z_i = k \\
N(\mu_{0j}, \sigma^2_{0j}) & \text{if } \gamma_j = 0 
\end{cases}.
$$

(7)

Note that the use of log transformation has two folds: 1) it ensures that the relative abundance $\alpha_{ij}$’s are not skewed; 2) it converts a non-negative abundance $\alpha_{ij}$ to be either
positive or negative, which is more appropriate for Gaussian model fittings. A common choice for the prior of the binary latent vector $\gamma$ is to assume independent Bernoulli distributions on its individual components with a common hyperparameter $\omega$, that is, $\gamma_j \sim \text{Bernoulli}(\omega)$. It is equivalent to a binomial prior on the number of discriminatory features; that is, $p_\gamma = \sum_{j=1}^p \gamma_j \sim \text{Bin}(p, \omega)$. The hyperparameter $\omega$ can be elicited as the proportion of taxa expected a-priori to be differentially abundant among the $K$ groups. This prior assumption can be further relaxed by formulating a $\text{Be}(a_\omega, b_\omega)$ hyperprior on $\omega$, which leads to a beta-binomial prior on $p_\gamma$ with expectation $pa_\omega / (a_\omega + b_\omega)$. Tadesse et al. (2005) suggest a vague prior of $\omega$, by imposing the constraint $a_\omega + b_\omega = 2$. As a result, the desirable mean percentage of inclusion is $a_\omega / 2$.

Taking a conjugate Bayesian approach, we impose a normal prior on $\mu_0$ and each $\mu_k$, and an inverse-gamma (IG) prior on $\sigma_0^2$ and each $\sigma_k^2$; that is,

\begin{align}
\mu_{0j} &\sim \text{N}(0, h_0\sigma_0^2), \quad \sigma_{0j}^2 \sim \text{IG}(a_0, b_0) \\
\mu_{kj} &\sim \text{N}(0, h_k\sigma_k^2), \quad \sigma_{kj}^2 \sim \text{IG}(a_k, b_k).
\end{align}

This parametrization setting is standard in most Bayesian normal models. It allows for creating a computationally efficient variable selection algorithm by integrating out means (i.e. $\mu_0$ and $\mu_k$’s) and variances (i.e. $\sigma_0^2$ and $\sigma_k^2$’s). The integration leads to marginal non-standardized Student’s $t$-distributions on $\log \alpha_{ij}$’s. Consequently, we can write the likelihood of observing the latent relevant abundances of feature $j$ as,

\begin{equation}
p(\alpha_{-j}\mid \gamma_j) = (2\pi)^{-\frac{p}{2}} \times \begin{cases}
\prod_{k=1}^K (n_k h_k + 1)^{-\frac{1}{2}} \frac{\Gamma(a_k + \alpha_k)}{\Gamma(a_k)} \frac{b_k^{-a_k}}{\{b_k + \frac{1}{2} \left[ \sum_{i:z_i = k} \log \alpha_{ij}^2 - \left( \frac{\sum_{i:z_i = k} \log \alpha_{ij}}{a_k + \frac{1}{2}} \right) \right] \}^{a_k + \frac{1}{2}}} & \text{if } \gamma_j = 1 \\
(n h_0 + 1)^{-\frac{1}{2}} \frac{\Gamma(a_0 + \frac{1}{2})}{\Gamma(a_0)} \frac{b_0^{-a_0}}{\{b_0 + \frac{1}{2} \left[ \sum_{i=1}^n \log \alpha_{ij}^2 - \left( \frac{\sum_{i=1}^n \log \alpha_{ij}}{a_0 + \frac{1}{2}} \right) \right] \}^{a_0 + \frac{1}{2}}} & \text{if } \gamma_j = 0
\end{cases}
\end{equation}

(9)
where $n_k$ is the number of subjects belonging to group $k$. To specify the IG hyperparameters of $\sigma_0^2$ and $\sigma_k^2$, $k = 1, \ldots, K$, we recommend a weakly informative choice by setting the shape parameters $a_0$ and $a_k$, $k = 1, \ldots, K$ to 2, and the scale parameters $b_0$ and $b_k$, $k = 1, \ldots, K$ to 1, following Li et al. (2018). To specify the hyperprior on $h_0$, we suggest setting it to a large value so as to obtain a fairly flat distribution over the region where the data are defined. According to Stingo et al. (2013), a large value of $h_k$, $k = 1, \ldots, K$ allows for mixtures with widely different component means and typically encourages the selection of relatively large effects (e.g. those taxa of large effect size among the $K$ groups), whereas a small value encourages the selection of small effects. We carried out a sensitivity analysis on the simulated data and found that the both the DM and ZINB models perform reasonably well if the value ranges from 10 to 100.

2.3 Incorporating the phylogenetic tree

One characteristic of microbiome data is that the count matrix can be summarized in different taxonomic levels, since there is a natural hierarchy of biological organism classification, i.e., species, genus, family, order, class, phylum, and kingdom. Given a count table $Y$ at the most bottom level, one can always aggregate the counts into any upper levels based on the phylogenetic tree. A tree is an undirected graph where any two vertices are connected by exactly one path. Thus, we can describe the phylogenetic tree by using the adjacent matrix in graph theory. Suppose the relationship between taxa in different levels are represented in a $p' \times p'$ symmetric matrix $G$, with $g_{jj'} = 1$ if taxon $j$ and $j'$ have a direct link in the phylogenetic tree. Let $l, 1 \leq l \leq L$ index the taxonomic level in the order of \{1, genus, family, order, class, phylum, kingdom\}. Then, given the count matrix in the lower level $Y^{(l-1)}$, each element of the count matrix in the upper level can be calculated by $y^{(l)}_{ij} = \sum_{\{j':g_{jj'}=1\}} y^{(l-1)}_{ij'}$.

One property of the DM model is that if $(y_1, \ldots, y_p) \sim \text{DM}(\alpha_1, \ldots, \alpha_p)$, and if any
two random variables, say $y_j$ and $y_{j'}$, are dropped from the vector and replaced by their sum $y_j + y_{j'}$, then we have $(y_1, \ldots, y_j + y_{j'}, \ldots, y_p) \sim \text{DM}((\alpha_1, \ldots, \alpha_j + \alpha_{j'}, \ldots, \alpha_p))$. This aggregation property can be used to derive the abundance matrices in different levels sequentially just from the one at the lowest available level via $\alpha_{ij}^{(l)} = \sum_{(j':g_{jj'}=1)}\alpha_{ij'}^{(l-1)}$. For a joint analysis supporting the proposed Bayesian framework, we need to: 1) implement the bottom-level model on the microbiome count matrix $Y^{(1)}$, which is at the most bottom level, and infer the corresponding relative abundance matrix $A^{(1)}$; 2) summarize the abundance matrices at all upper levels, $A^{(2)}, \ldots, A^{(L)}$; and 3) implement the top-level model on all the abundance matrices from level 1 to $L$, independently.

For the ZINB model, the aggregation property does not hold. However, we assume that the size factor estimation should be irrelevant to the choices of microbiome count data at different taxonomic levels. Therefore, we consider the following scheme for a joint analysis: 1) implement the bottom-level model on the microbiome count matrix $Y^{(1)}$ and infer the corresponding relative abundance matrix $A^{(1)}$, as well as the sample-specific size factor $s$; 2) implement the bottom-level model on the microbiome count matrices at all upper levels with fixed values of $s$, and obtain the corresponding relative abundance matrices $A^{(l)}$’s, $l = 2, \ldots, L$; and 3) implement the top-level model on all the abundance matrices from level 1 to $L$, independently.

3 Model Fitting

In this section, we briefly describe the Markov chain Monte Carlo (MCMC) algorithm for posterior inference. Our inferential strategy allows us to simultaneously infer the abundance of each taxon $j$ (at different taxonomic levels $l$) in each subject $i$, while identifying the discriminating taxa through $\gamma^{(l)}$’s.
3.1 MCMC algorithm

Our primary interest lies in the identification of discriminating taxa via the selection vector $\gamma^{(l)}$. Meanwhile, we want to make inference on how multiple subject/patient groups differ with respect to the relative abundance for all discriminatory taxa selected through $A^{(l)}$. To serve this purpose, we design a MCMC algorithm based on Metropolis search variable selection algorithms (George & McCulloch 1997, Brown et al. 1998), which simultaneously selects discriminating taxa and samples the latent relative abundance at different taxonomic levels. The MCMC algorithm is based on our discussion in the second and third paragraphs of Section 2.3. As already shown in Section 2.2, we have integrated out some of the model parameters in the top level, including the variance components in Equation (7) and (8). This step helps us speed up the MCMC convergence and improve the estimation of parameters that we are interested in. We give the major MCMC updates within each iteration as below.

**Update of $A^{(1)}$:** We update each $\alpha_{ij}^{(1)}$, $i = 1, \ldots, n, j = 1, \ldots, p^{(1)}$ sequentially by using a Metropolis-Hastings random walk algorithm. We first propose a new $\alpha_{ij}^{(1)*}$ from $N(\alpha_{ij}^{(1)}, \tau^2_{\alpha})$, and then accept the proposed value with probability $\min(1, m_{\text{MH}})$, where

$$m_{\text{MH}} = \frac{p\left(y_i^{(1)}|\alpha_i^{(1)*}\right) p\left(\alpha_j^{(1)*}|\gamma_j^{(1)}\right) J\left(\alpha_{ij}^{(1)*}; \alpha_{ij}^{(1)}\right)}{p\left(y_i^{(1)}|\alpha_i^{(1)}\right) p\left(\alpha_j^{(1)}|\gamma_j^{(1)}\right) J\left(\alpha_{ij}^{(1)}; \alpha_{ij}^{(1)*}\right)} ,$$

where $J(\cdot|\cdot)$ indicates the proposal probability distribution for the selected move. Note that the proposal density ratio equals 1 here.

**Update of $(\gamma^{(1)}, \ldots, \gamma^{(L)})$:** This is done conditioned upon $(A^{(1)}, \ldots, A^{(L)})$. We update each $\gamma_j^{(l)}$, $j = 1, \ldots, p^{(l)}, l = 1, \ldots, L$ sequentially via an *add-delete* algorithm. In this approach, a new candidate vector, say $\gamma^{(l)*}$, is generated by randomly choosing an element within $\gamma^{(l)}$, say $j$, and changing its value to $1 - \gamma_j^{(l)}$. Then, this proposed move
is accepted with probability \( \min(1, m_{\text{MH}}) \), where the Hastings ratio is

\[
m_{\text{MH}} = \frac{p \left( \alpha_j^{(l)} | \gamma_j^{(l)} \right) p \left( \gamma_j^{(l)*} \right) J \left( \gamma_j^{(l)} | \gamma_j^{(l)*} \right)}{p \left( \alpha_j^{(l)} | \gamma_j^{(l)} \right) p \left( \gamma_j^{(l)*} \right) J \left( \gamma_j^{(l)} | \gamma_j^{(l)*} \right)}.
\]

Note that the proposal density ratio equals to 1. We should notice that the feature selection and the abundance estimation are determined simultaneously in the MCMC algorithm. Therefore, to improve mixing, it is necessary to allow the selection to stabilize for any visited configurations of \( A^{(1)} \) and its induced \( A^{(l)} \)'s. We suggest repeating the above Metropolis step multiple times within each iteration.

### 3.2 Posterior inference

One way to select the discriminating taxa is to use the maximum-a-posteriori (MAP) estimates, which is the posterior mode of possible selection results for all taxa considered in the model. However, this is not feasible since usually the total number of taxa is too large. Alternatively, an efficient solution is to select the taxa based on their marginal distributions. In particular, we estimate marginal posterior probabilities of inclusion (PPI) of a single taxon by

\[
PPI_j^{(l)} = \frac{\sum_{b=1}^{B} \left( \gamma_j^{(l)} \text{ at iteration } b \right)}{B},
\]

where \( B \) is the total number of iterations after burn-in. Clearly, the marginal PPI represents the proportion of MCMC samples in which a taxon is selected to be discriminatory. A set of differentially abundant taxa can be picked in terms of high PPIs. For example, the selection can be done by including those taxa with marginal PPIs greater than a pre-specified value such as 0.5. Alternatively, we can choose the threshold that controls for multiplicity (Newton et al. 2004), which guarantees the expected Bayesian false discovery...
rate (FDR) to be smaller than a number. The Bayesian FDR is calculated as follows,
\[
FDR(c_\gamma) = \frac{\sum_{l=1}^{L} \sum_{j=1}^{p} (1 - PPI_j^{(l)})I(1 - PPI_j^{(l)} < c_\gamma)}{\sum_{l=1}^{L} \sum_{j=1}^{p} I(1 - PPI_j^{(l)} < c_\gamma)},
\]
where \( c_\gamma \) is the desired significance level. An \textit{a priori} significance level of 0.05 is generally used for interpreting the significance of the result, as in other parametric/nonparametric statistical tests for microbiome studies.

4 Simulation

In this section, we use both simulated and synthetic data to assess the performance of the proposed Bayesian framework embedded with the DM and ZINB models, respectively. We also demonstrate the superiority of our models against alternative solutions for the analysis of compositional data and overdispersed count data. Finally, a sensitivity analysis is conducted to investigate how the prior choices affect the posterior inference, which can be found in the supplement.

4.1 Generative models

Let \( Y \) denote the microbiome count data sampled according to the generative models as described in Section 4.1.1 and 4.1.2. The dimension of \( Y \) was set to \( n \) and \( p = 1,000 \). With the assumption that there is no hierarchical structure among the \( p \) features, we set the number of truly discriminatory taxonomic features \( p_{\gamma} = 50 \) so as to test the ability of our method to discover relevant features in the presence of a good amount of noise. We considered two scenarios of the sample size, \( n = 24 \) or 108. For the set of discriminatory features, we assumed that the relative abundance for each feature can be clustered into \( K = 2 \) or 3 homogeneous groups. The hierarchical formulations of the generative models are presented in Table 3.
| Simulated data | Synthetic data |
|----------------|----------------|
| **The proposed DM Model** | **The proposed ZINB Model** |
| Bottom level: | For $i = 1, \ldots, n$, $j = 1, \ldots, p$
| $y_i \sim \text{Multi}(N_i, \psi_i)$ | $y_{ij} \sim 0.5I(y_{ij} = 0) + 0.5\text{NB}(s_i \alpha_{ij}, \phi)$
| $N_i \sim U(5,000, 10,000)$ | $s_i \sim U(0.5, 4)$
| $\psi_i \sim \text{Dir}(\alpha_i)$ | $\phi_j \sim \text{Exp}(1/10)$ |
| Top level: | For $i = 1, \ldots, n$
| $\log \alpha_{ij} \sim \begin{cases} 1 \left(1 \leq i \leq \frac{n}{2}\right)N\left(d_{1j}, \sigma^2\right) + 1 \left(\frac{n}{2} < i \leq n\right)N\left(d_{2j}, \sigma^2\right), \\ \text{if } \gamma_j = 1 \text{ and } K = 2 \\
\left(1 \leq i \leq \frac{n}{4}\right)N\left(d_{1j}, \sigma^2\right) + 1 \left(\frac{n}{4} < i \leq \frac{n}{2}\right)N\left(d_{2j}, \sigma^2\right) + 1 \left(\frac{n}{2} < i \leq n\right)N\left(d_{3j}, \sigma^2\right), \\ \text{if } \gamma_j = 1 \text{ and } K = 3 \\
N(d_{0j}, \sigma^2/100), \\ \text{if } \gamma_j = 0 \\
\end{cases}$ |
| $d_{0j} \sim U(0, 4)$ | $P_j = \begin{cases} \exp(\sigma)O_j & \text{for } 1 \leq j \leq p_{\gamma}/2 \\
O_j & \text{otherwise} \\
\end{cases}$
| $\text{sort}(d_{1j}, \ldots, d_{Kj}) = \begin{cases} (1 - \sigma/2, 1 + \sigma/2), \\ \text{if } K = 2 \\
(1 - \sigma, 1 + \sigma), \\ \text{if } K = 3 \\
\end{cases}$ |
| Count generative model: | $Q_j = \begin{cases} \exp(\sigma)O_j & \text{for } p_{\gamma}/2 < j \leq p_{\gamma} \\
O_j & \text{otherwise} \\
\end{cases}$
| Abundance generative model: | $O = (O_1, \ldots, O_{p_{\gamma}/2}, O_{p_{\gamma}/2+1}, \ldots, O_p)^T$, which is summarized from real data |

**Table 3:** Hierarchical formulations of the data generative models used in the simulation study. Note that the sample size $n \in \{24, 108\}$, the number of features $p = 1,000$ with 50 discriminating among $K$ groups ($K \in \{2, 3\}$ for simulated data and $K = 2$ for synthetic data), and the effect size $\sigma \in \{1, 2\}$. 
4.1.1 Generating simulated data

The simulated datasets were generated by the proposed bi-level Bayesian frameworks with the same top level. In particular, for the relative abundance $\alpha_{ij}$ in a discriminating feature (i.e. $\gamma_j = 1$), we drew its logarithmic value from a two-component Gaussian mixture distribution,

$$
\log \alpha_{ij} | \gamma_j = 1 \sim I \left( 1 \leq i \leq \frac{n}{2} \right) N \left( d_{1j}, \sigma_{\text{within}}^2 \right) + I \left( \frac{n}{2} < i \leq n \right) N \left( d_{2j}, \sigma_{\text{within}}^2 \right)
$$

if $K = 2$, or a three-component Gaussian mixture distribution,

$$
\log \alpha_{ij} | \gamma_j = 1 \sim I \left( 1 \leq i \leq \frac{n}{3} \right) N \left( d_{1j}, \sigma_{\text{within}}^2 \right) + I \left( \frac{n}{3} < i \leq \frac{2n}{3} \right) N \left( d_{2j}, \sigma_{\text{within}}^2 \right) + I \left( \frac{2n}{3} < i \leq n \right) N \left( d_{3j}, \sigma_{\text{within}}^2 \right)
$$

if $K = 3$. Here, each permutation of $\{d_{1j}, \ldots, d_{Kj}\}$ follows an arithmetic progression with unit mean and difference $\sigma$. For the scenario of $K = 2$, $\sigma$ is also known as the between-group standard deviation or the effect size in a logarithmic scale. We considered two scenarios of $\sigma = 1$ and 2, and set the within-group standard deviation $\sigma_{\text{within}} = \sigma/10$. For those non-discriminating features, we generated its logarithmic value from a normal distribution with zero mean and variance 4, i.e. $\log \alpha_{ij} | \gamma_j = 0 \sim N(0, 4)$.

For the bottom level of the DM model, we first sampled the underlying fractional abundances for sample $i$ from a Dirichlet distribution with parameters $\alpha_i \cdot$, i.e. $\psi_i \sim \text{Dir}(\alpha_i \cdot)$. Then, the corresponding observed counts $y_{i \cdot}$ would be drawn from a multinomial distribution, i.e. $\text{Multi}(N_i, \psi_i \cdot)$, where the total counts $N_i$ was randomly selected from a discrete uniform $U(50,000,10,000)$. As for the ZINB model, we independently and identically simulated the size factors $s_i$‘s from a uniform distribution $U(0.5, 4)$, and the dispersion parameters $\phi_j$‘s from an exponential distribution with mean 10, i.e., $\text{Exp}(1/10)$. Next, each observed count $y_{ij}$ would be generated from $\text{NB}(s_i \alpha_{ij}, \phi_j)$. Lastly, we randomly forced half of the counts to zero in order to mimic the excess zeros seen in the real data. Combined
with the two bottom-level kernels (\{DM, ZINB\}), and the two choices of the sample size 
\(n \in \{24, 108\}\), the number of groups \((K \in \{2, 3\})\) and the log effect size \((\sigma \in \{1, 2\})\), 
there were \(2^4 = 16\) scenarios in total. For each one of the scenarios, we repeated the above 
steps to generate 50 independent datasets.

4.1.2 Generating synthetic data

To evaluate the performance of the proposed methods on the count data that are different 
from the model assumptions, we generated synthetic datasets based on multinomial mod-
els that characterize a real taxa abundance distribution. A brief description of the data 
generating scheme is given as below. The detailed information can be found in the sup-
plement of Weiss et al. (2017). Let \(O = (O_1, \ldots, O_{p_\gamma/2}, O_{p_\gamma/2+1}, \ldots, O_{p_\gamma}, O_{p_\gamma+1} \ldots, O_p)^T\) 
be a vector of the observed abundances of \(p - p_\gamma/2\) unique taxa in all samples, where 
\((O_1, \ldots, O_{p_\gamma/2}) = (O_{p_\gamma/2+1}, \ldots, O_{p_\gamma})\). Each \(O_j, p_\gamma/2 < j \leq p\) is the sum of OTU counts 
for one randomly selected taxon (without replacement) from all the skin or feces samples 
in a real microbiome study (Caporaso et al. 2011). Next, we define two \(p\)-by-1 vectors, \(P\) 
and \(Q\), where

\[
P_j = \begin{cases} 
\exp(\sigma)O_j & \text{for } 1 \leq j \leq p_\gamma/2 \\
O_j & \text{otherwise}
\end{cases}, \quad Q_j = \begin{cases} 
\exp(\sigma)O_j & \text{for } p_\gamma/2 < j \leq p_\gamma \\
O_j & \text{otherwise}
\end{cases},
\]

where \(\sigma\) represents the effect size in a logarithmic scale. Note that \(\sum_{j=1}^{p} P_j = \sum_{j=1}^{p} Q_j\).

The observed counts \(y_i\) would be drawn from a multinomial model \(\text{Multi}(N_i, \psi_i)\), where 
\(N_i = 10,000\) and

\[
\psi_i = \begin{cases} 
I(1 \leq i \leq \frac{n}{2}) \frac{P}{\sum_{j=1}^{p} P_j} + I\left(\frac{n}{2} < i \leq n\right) \frac{Q}{\sum_{j=1}^{p} Q_j}
\end{cases}.
\]

This would yield the first \(p_\gamma\) taxa to be truly discriminating between the two equally 
sized groups. Finally, we permuted the columns of the data matrix, \(Y\), to disperse the 
taxa. Combined with the two types of samples (\{Skin, Feces\}), and the two choices of
the sample size \( (n \in \{24, 108\}) \) and the log effect size \( (\sigma \in \{1, 2\}) \), there were \( 2^3 = 8 \) scenarios in total. For each one of the scenarios, we repeated the above steps to generate 50 independent datasets.

### 4.2 Algorithm settings

For prior specification in the top level of the proposed Bayesian framework, we used the following default settings. We set the hyperparameters that control the selection of discriminatory features, \( \omega \sim \text{Be}(a_\omega = 0.2, b_\omega = 1.8) \), resulting in the proportion of taxa expected \( a-priori \) to discriminate among the \( K \) groups to be \( a_\omega / (a_\omega + b_\omega) = 10\% \). As for the inverse-gamma priors on the variance components \( \sigma^2_{0j} \)'s and \( \sigma^2_{kj} \)'s, we set the shape parameters \( a_0 = a_1 = \ldots = a_k = 2 \) and the scale parameters \( b_0 = b_1 = \ldots = b_k = 1 \) to achieve a fairly flat distribution with an infinite variance. We further set the default values of \( h_0 \) and \( h_k \)'s to 100, as our sensitivity analysis (presented in the supplement) shows the posterior inference on \( \gamma \) remained almost the same when those values were in the range of 10 to 100. As indicated by Stingo et al. (2013), larger values of these hyperparameters would encourage the selection of only very large effects whereas smaller values would encourage the selection of smaller effects. For the bottom level of the ZINB model, we used the following weakly informative settings. The hyperparameters that control the percentage of extra zeros \( a-priori \) were set to \( \pi \sim \text{Be}(a_\pi = 1, b_\pi = 1) \), which is actually a uniform distribution in \([0, 1]\). As for the gamma prior on the dispersion parameters, i.e. \( \phi_j \sim \text{Ga}(a_\phi, b_\phi) \), we set both \( a_\phi \) and \( b_\phi \) to small values such as 0.001, which leads to a vague prior with expectation and variance equal to 1 and 1,000. For the Dirichlet priors on the size factors \( s_i \)'s, we followed Li et al. (2017) by specifying \( M = n/2, \ c_s = 0, \ \sigma_s = 1, \ \tau_\eta = 1, \ a_t = b_t = 1, \) and \( a_m = b_m = 1 \). For each dataset, we ran one MCMC chain described in Section 3.1 with 10,000 iteration and set the first half as burn-in. The chain was initialed from a model with 5% randomly chosen \( \gamma_j \)'s set to 1.
The DM model does not have any parameters needing to be specified in the bottom level.

4.3 Performance metrics

To quantify the accuracy of the identification of discriminatory features, via the binary variables $\gamma$, by the proposed method, we used two measures of the quality of binary classifications. Both of them are generally regarded as the most appropriate measures of classification accuracy. The first one is the area under the curve (AUC) of the receiver operating characteristic (ROC). This metric considers both true positive (TP) and false positive (FP) rates across various threshold settings. The second one is the Matthews correlation coefficient (MCC) proposed by Matthews (1975), which balances TP, FP, true negative (TN), and false negative (FN) counts even if the true zeros and ones in $\gamma$ are of very different sizes. MCC is defined as

$$\text{MCC} = \frac{(TP \times TN - FP \times FN)}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}}.$$ 

In differential analysis settings, the number of truly discriminatory features are usually assumed to be a small fraction to the total. Therefore, MCC is more appropriate to handle such an imbalanced scenario. Note that the AUC yields a value between 0 to 1 that is averaged by all possible thresholds, and the MCC value ranges from $-1$ to $1$ to pinpoint a specified threshold. The larger the index, the more accurate the inference.

4.4 Results

We first describe posterior inference on the parameters of interest, $\gamma$ and $s$, on a single simulated dataset generated from the ZINB model. The results were obtained by fitting the proposed framework where the bottom level is a ZINB model with the DPP on $\log(s_i)$. As for the feature selection, Figure 2a shows the marginal PPI of each feature, $p(\gamma_j|\cdot)$ and the trace plot of the number of selected discriminatory features, $p_\gamma$. As shown in Figure 2a, the red dots indicate the truly discriminatory features and the horizontal dashed lines correspond to a threshold that ensures an expected Bayesian FDR of 5%. This
threshold resulted in a model that included 48 features, 43 of which were in the set of truly discriminatory features. As for the size factors $s_i$, we plot the true values against the estimated ones by different normalization techniques in Figure 2b. It clearly shows that all of the true values were within the 95% credible intervals derived by our method. In other words, the posterior distributions of $s_i$’s converged and stabilized around the true values. In comparison, the alternative normalization techniques with constraint $\prod_{i=1}^{n} s_i = 1$ yielded biased estimations. One of them, RLE, even failed to produce any result because a large number of zeros is likely to make the geometric means (the key component to calculating the size factors) of a few features inadmissible.

![Figure 2: Simulated data: (a) Marginal posterior probabilities of inclusion (PPI), $p(\gamma_j \mid \cdot)$, with the red dots indicating truly discriminatory features and the horizontal red dashed line indicating a threshold for a 5% Bayesian FDR; (b) The scatter plots of the true and estimated size factors $s_i$’s obtained by different normalization techniques on one of the 50 simulated datasets from the ZINB generative model with $K = 2$, $n = 24$, and $\sigma = 2$. Note that the proposed ZINB model with DPP can output the estimation uncertainty in terms of the 95% credible interval.](image)

To demonstrate the superiority of the proposed Bayesian models, particularly the ZINB model where the DPP is used to normalize the samples, we compared ours with other general approaches for microbial differential abundance analysis, all of which can be easily implemented in R. They are: 1) Analysis of variance (ANOVA); 2) Kruskal-Wallis
test; 3) edgeR (Robinson et al. 2010); 4) DESeq2 (Love et al. 2014); and 5) metagenomeSeq (Paulson et al. 2013). The first two are parametric/nonparametric methods for testing whether samples originate from the same distribution, after converting each \( y_i \) into a compositional vector of proportions by dividing each count by the total number of reads \( Y_i \). Note that they aim to determine whether there is a significant difference among the abundance means/medians of multiple groups for each individual taxonomic feature. The third and fourth ones were developed for the analysis of RNA-Seq count data, but can be used to analyze microbiome data (Xia & Sun 2017). edgeR implements an exact binomial test generalized for over-dispersed counts, while DESeq2 employs a Wald test by adopting a generalized linear model based on an NB kernel. The last one, metagenomeSeq, assumes a zero inflated Gaussian model on the log-transformed counts, and performs a multiple groups testing on moderated F-statistics. All these competitors produce \( p \)-values. In order to control for the FDR, i.e., the rate of type-I errors in these null hypothesis testings, we further adjusted their \( p \)-values by using the BH method (Benjamini & Hochberg 1995).

As mentioned in Section 4.1, we independently generated 50 replicates for each of the 16 simulated data scenarios, and each of the 8 synthetic data scenarios. For each dataset, we ran our methods with the DM and ZINB-DPP models, and the five competitors, and computed their individual AUC and MCC. The average AUC over 50 simulated datasets under the same group number \( (K = 3) \) and different sample sizes and effect sizes, \( (n, \sigma) \), are displayed in Figure (3a) and (3c). It shows that all methods performed reasonably well for the data generated by the DM model when either the sample size or the effect size is fairly large, as shown in Figure (3a). However, for a small sample size \( (n = 24) \) and a small effect size \( (\sigma = 1) \), the performance of edgeR, DESeq2, and metagenomeSeq significantly dropped. For the data generated by the ZINB model, the results show that the ZINB-DPP model always achieved the highest AUC values. Decreasing either the sample size or the effect size would lead to greater disparity between ZINB-DPP and
the others. Figure (3b) and (3d) show the comparison in terms of MCC. To make a fair comparison between the methods who output p-values and who output probability measures such as PPI, we picked only the top 50 significant features of each dataset from each method and computed their individual MCC. These two plots confirm the overall best performance of our proposed ZINB-DPP model. The ZINB-DPP model also shows very competitive performance on the synthetic data. The results of the average AUC and MCC are presented in Figure (4a) and (4b). Note that we generated the synthetic datasets from the a multinomial model whose parameters were estimated by using the skin/feces samples collected by Caporaso et al. (2011). Therefore, they ought to favor our DM model. However, the ZINB-DPP model, again, maintained the highest MCCs across all scenarios, and the DM model performed the second-best in general. Additionally, all methods showed great improvement when increasing the sample size or the effect size, which was expected. We only show the results from skin samples here and the plots of feces, which lead to the same findings, are shown in the supplement. Results from the ZINB model with alternative normalization methods are also included in the supplement.

5 Real Data Analysis

5.1 Colorectal cancer study

Colorectal cancer (CRC) is a disease originating from the epithelial cells lining the colon or rectum of the gastrointestinal tract. There have been an increasing number of studies revealing the association between CRC and the microbiome (Marchesi et al. 2011, Ahn et al. 2013, Sears & Garrett 2014). We applied our model to a colorectal cancer gut microbiome dataset published by Zeller et al. (2014). The cohort consists of 199 individuals from Europe and (133 patients with CRC or adenoma(s) as cases, and 66 healthy patients as controls). The disease status was determined by colonoscopy. The
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Figure 3: Simulation study: The average AUC and MCC achieved by the proposed framework with the DM model and ZINB model, and the five competitors: ANOVA, Kruskal-Wallis, edgeR, DESeq2, and metagenomeSeq. (a) and (b) are plotted from the simulated data generated by the DM model. (c) and (d) are plotted from the simulated data generated by the ZINB model.

Original metagenomic sequence data were available from the European Nucleotide Archive database (accession number ERP005534). We used MetaPhlAn2 (Truong et al. 2015) and curatedMetagenomicData (Pasolli et al. 2017) to obtain the taxonomic abundance table. In total, there were 3,940 taxa detected from the fecal samples of the patients.
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### 5.1.1 Quality control

Before analyzing a given microbiome count dataset, we first implemented a simple quality control step. It ensures that the dataset is of the best quality to perform the subsequent modeling. This step includes: 1) examining the total number of reads sequenced, and 2) verifying the richness of taxa discovered. First, if the total number of reads for a sample falls above or below specific values (shown below), then this may indicate poor sequence quality owing to duplicate reads or limited sampling bias. Specifically, let $y_i = \sum_{j=1}^{p} y_{ij}$ denote the total number of reads observed in sample $i$. A sample $i$ will be removed if its total reads $y_i < Q1 - 3(Q3 - Q1)$ or $> Q3 + 3(Q3 - Q1)$, where Q1 and Q3 are the lower and upper quartiles (i.e. 25% and 75% percentiles) of the total reads of all the samples (i.e. $\{y_1, \ldots, y_n\}$). Note that in the context of box-and-whisker plotting, a data point is defined as an extreme outlier if it stands outside these two limits. Second, in ecology, investigators find that the number of species increases as sampling effort increases. This species-
abundance distribution can be depicted by the collector’s curve, which is monotonically increasing and negatively accelerated. Hence, we assumed that the logarithmic count of taxa discovered in one sample has a linear relationship with the total reads observed in the same sample. As suggested by Hair et al. (2006), we fitted the regression model to compute the Cook’s distance for each sample, and removed the samples with distances above $4/(n-2)$ since they were considered as the influential data points for a least-squares regression analysis. Finally, a total of $n = 182$ samples were left after the quality control step. Another common procedure in microbiome studies, as mentioned by Sohn et al. (2015) and Wadsworth et al. (2017), is to filter out the extremely low-abundant taxa. In this CRC study, due to the imbalanced sample size between the patient groups, we found several taxa have only one nonzero read for patients with adenoma (42 patients in this group). Hence, we grouped these patients with the healthy controls together to form a single group “non-CRC”. Furthermore, following the idea in Sohn et al. (2015), we dropped the taxa with less than 3 nonzero reads in at least one of the two patient groups.

5.1.2 Results

We applied the proposed ZINB model with DPP to detect the differentially abundant taxa. We chose weakly informative priors as hyperparameters as discussed in Section 4. Specifically, we set the shape parameters $a_0 = a_1 = \ldots = a_k = 2$ and the scale parameters $b_0 = b_1 = \ldots = b_k = 1$ for variance components $\sigma^2_{0j}$ and $\sigma^2_{kj}$. Next, we let $h_0 = h_1 = \ldots = h_K = 10$. Finally, we specified $M = n/2$, $c_s = 0$, $\sigma_s = 1$, $\tau_\eta = 1$, $a_t = b_t = 1$, $a_m = b_m = 1$, $a_\phi = b_\phi = 0.001$ and $a_\pi = b_\pi = 1$. Results reported below were obtained by combining the outputs from 4 MCMC chains after ensuring convergence. We used 20,000 iterations with a burn-in of the first 10,000 iterations. The pairwise correlation coefficients of PPI range from 0.969 to 0.993, suggesting the MCMC chains
has good convergence. The PPIs reported by the ZINB model for all taxa are shown in Figure (5a), where the dashed line represents a stringent threshold that controls the Bayesian FDR at less than 0.1%. Twenty four differentially abundant taxa whose PPI passed the threshold are shown in Figure (5c), and they are ranked based on the order of estimated \(\log(\alpha_{1j}/\alpha_{0j})\).

Our top findings of CRC-enriched taxa are consistent with the results reported in the original study (Zeller et al. 2014). The authors trained a classification model using a combination of marker species to predict the group label for a patient. Among 22 gut microbial species that were collectively associated with CRC, they pointed out 4 species, including two subspecies from \textit{Fusobacterium nucleatum}, \textit{Peptostreptococcus stomatis} and \textit{Porphyromonas asaccharolytica}, that were the most discriminative features in their ensembled classifier. These taxa were also the top differentially abundant species reported by our model. Moreover, many studies have verified the overabundance of \textit{Fusobacterium nucleatum} (\(Fn\)) in CRC tumor versus normal control tissue and biologically validated its roles in tumorigenesis. Castellarin et al. (2012) showed, through an association study, that \(Fn\) may contribute to CRC development by invading colonic mucosa, which further induces local inflammation and an increasing expression of cytokines. Two other studies provided more convincing evidence that \(Fn\) infection directly contributes to colorectal carcinogenesis (Kostic et al. 2013, Rubinstein et al. 2013). They reported that \(Fn\) invasion would replenish tumor-infiltrating immune cells and generate an tumorigenic microenvironment that encourages colorectal neoplasia. Our model not only selected the phylogenetic tree of \(Fn\) from species level to phylum level (Figure (6a)), it also detected a branch of gram-negative bacteria, from \textit{Campylobacter} to \textit{Epsilonproteobacteria}. These findings support the conclusion from a previous CRC study by Warren et al. (2013), where they observed significant co-occurrence within individual tumors of \textit{Fusobacterium} and \textit{Campylobacter} species. However, the possibility that this polymicrobial signature
may have an etiological role in cinogenesis remains an open question that requires further study. As for other CRC-enriched species, a recent study has independently reported that the abundance of *Peptostreptococcus anaerobius* is elevated in patients with colorectal cancer (Tsoi et al. 2017). Moreover, *Peptostreptococcus stomatis* and *Parvimonas micra* were found to be enriched in a CRC subtype by Purcell et al. (2017). Besides the discovery of CRC-enriched taxa, our model also reported several non-CRC enriched taxa. *Ruminococcus champanellensis*, a strictly anaerobic bacteria, was a newly found species and less studied. However, its genus *Ruminococcus* is if often found to be decreased in colorectal cancer (Brennan & Garrett 2016). Similarly, *Eubacteriaceae* was found to be underrepresented in CRC tissue Marchesi et al. (2011). In all, among 10 differentially abundant species identified by our model, 7 of them were found to have solid biological evidences.

### 5.2 Schizophrenia study

Schizophrenia is a neuropsychiatric disorder whose typical symptoms include hallucinations, delusions, social withdrawal, etc. It has recently been established that the gut microbiota plays a contributory role in psychiatric symptomatology (Fond et al. 2015), and is involved in diseases related to neurodevelopment and the programming of appropriate stress responses (Rea et al. 2016). We analyzed the metagenome-sequenced oropharynx samples of 16 schizophrenia patients and 16 controls studied by Castro-Nallar et al. (2015). We used the same bioinformatics software (MetaPhlAn2 and curatedMetagenomicData) and obtained taxonomic abundance matrix. We performed the quality control steps as implemented in Section 5.1 and removed 5 potential outlier samples. Meanwhile, since the sample size was relatively small compared to the previous study, we only excluded taxa with less than 2 nonzero reads in at least one of the two patient groups.

We fitted this dataset using the ZINB model with the DPP prior. We kept the de-
Figure 5: Case study: plots of $\gamma$ PPI and 95% credible interval for two case studies. The horizontal dashed line in the PPI plot represents the threshold controlling the Bayesian false discovery rate (0.001 for CRC study; 0.01 for schizophrenia study). All taxa whose PPI pass the threshold are included in (c) and (d), where each horizontal bar is the 95% credible interval for $\log(\alpha_{j1}/\alpha_{j0})$ of the corresponding discriminating taxon $j$.

fault prior specification described in Section 4.1. Four independent chains were run with randomly initialized starting points. After burning in the first half of 20,000 iterations for each chain, we calculated pairwise correlation coefficients of PPIs (ranging from 0.978 to 0.987) which indicated that the MCMC chains were convergent. The identified differentially abundant taxa and their enrichment directions are presented in Figure (5b) and (5d). In particular, our model selected four taxa all under the order level for Neisseriales.
Taxa enriched in group non-CRC

Taxa enriched in group CRC

s__Fusobacterium_nucleatum

s__Ruminococcus_champanellensis

(a)

Figure 6: Real Data Analysis: cladograms of the identified discriminating taxa (shown in dots) in colorectal cancer study (a) and schizophrenia study (b). Each arrow in (a), (b) points out the taxon with largest absolute value of log(\(\alpha_{1j}/\alpha_{0j}\)) in one patient group as shown in Figure 5c and 5d.

(Figure 6b), and they were concluded to be the key members of the healthy oropharynx microbiome. Notably, 3 of them were also reported with the findings in the original paper. A recent study of attention-deficit/hyperactivity disorder (ADHD) showed that patients with ADHD had elevated levels of Neisseriaceae and Neisseria spec (Prehn-Kristensen et al. 2018). ADHD is a psychiatric disorder characterized by hyperactivity, impulsivity and attention problems. Interestingly, Hamshere et al. (2013) identified significant shared genetic susceptibility between childhood ADHD and schizophrenia. On the other hand, the top three case-enriched taxa all belonged to family Corynebacteriaceae. A relevant study by Strati et al. (2017) claimed the abundance of Corynebacterium was significantly increased for a cohort with autism spectrum disorder (a neurodevelopmental disorder). Bavaro et al. (2011) also claimed that a specific species from Corynebacterium was associated with the human neural protein network. All the aforementioned studies suggest a causal effect of Corynebacterium in mental disorders. Furthermore, altered levels of Veillonellaceae were observed between healthy people and patients in various studies of
nervous system disorders, such as autism, gastrointestinal disturbances and first episodes of psychosis (Kelly et al. 2017, Schwarz et al. 2018). Meanwhile, our model selected *Streptococcus gordonii* as a potential contributing factor to schizophrenia development. This specific species has not been widely investigated in psychiatric studies, and the adjusted $p$-value from the Kruskal-Wallis test is above a significance level of 0.01. However, the small sample size ($n = 27$), along with the presence of too many zeros (10 out of 27), undermines the reliability of the test results. As suggested by our model, biological validations would be a promising next step for better understanding the schizophrenia pathogenesis.

### 6 Conclusion

In this paper, we have proposed a Bayesian hierarchical framework for analyzing microbiome count data. Our bi-level framework offers flexibility to special normalization models and differential abundance analysis models, in distinct levels. Under this framework, we developed a Bayesian hierarchical model with the stochastic prior. We showed that this prior can reduce estimation bias and improved the posterior inferences of the other parameters of interests. Notably, our application of the Dirichlet process prior is not restricted to the microbiome data analysis, and it is generally applicable to other types of heterogeneous sequence data (Li et al. 2017). Moreover, our model can jointly analyze multiple microbes at different taxonomic levels while offering well-controlled Bayesian false discovery rates. In addition, our model is applicable for studies with more than 2 disease outcomes, such as multiple patient subtypes. Additionally, our model can support the detection of discriminating taxa among all patient subgroups or between any pair of them. The MCMC algorithm is implemented using the R package Rcpp to improve computational efficiency. These codes were used in all simulation and real data analyses.
They are available upon request from the corresponding authors.

As a summary of model performance, the ZINB-DPP model shows its promises. It consistently outperforms commonly used methods in model-based simulations, synthetic data simulations and two real data analyses. Specifically, it placed in the top 2 for simulated and synthetic data. It becomes more competitive as either the sample size or the effect size decreases. In two case studies, our results were consistent with the original studies, and our novel findings also provide promising guidance for further biological mechanism investigation. For researchers interested in more performance details, we evaluated other competing methods on the same datasets (CRC study and schizophrenia study) and present the results in the supplementary materials. Specifically, we noticed that the sparsity observed in microbiome data could impair the statistical power of ANOVA, especially when the sample size is small. Meanwhile, edgeR and DESeq2 tend to have a higher false positive rate, whereas metagenomeSeq produces relatively conservative results compared to our model. These findings are consistent with (Weiss et al. 2017) and are helpful to future microbiome data analysis.

Our model framework can be naturally extended to other analysis scenarios. For example, the inferred latent abundance can be treated a within a sample normalized distribution. It is thus applicable to longitudinal analysis, which can capture the dynamic structure in microbiome studies; or to differential network analysis, which can investigate the complex interactions among microbial taxa. In all, our proposed Bayesian framework is extensible for multiple types of microbiome data analysis, and the implemented Bayesian model is useful for more powerful microbiome differential abundance analysis. We hope that all these contributions can be utilized to advance metagenomic data analysis.
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1 Results of Simulation Study

We performed a comprehensive simulation study for model comparison. Tables (1) to (3) present the full results of different models on both simulated and synthetic datasets. In particular, Tables (1) and (2) evaluate the model performance with respect to area under the curve (AUC) and Matthews correlation coefficient (MCC) on data generated from DM and ZINB model. Different methods were compared under $2^4 = 16$ scenarios, including the two bottom-level kernels ($\{\text{DM, ZINB}\}$), the two choices of the sample size ($n \in \{24, 108\}$), the number of groups ($K \in \{2, 3\}$) and the log effect size ($\sigma \in \{1, 2\}$). Table (3) compares the AUC and MCC for all methods implemented on the synthetic data. There are $2^3 = 8$ settings: the two types of samples ($\{\text{Skin, Feces}\}$), the two choices of the sample size ($n \in \{24, 108\}$) and the log effect size ($\sigma \in \{1, 2\}$). To make a fair comparison between the methods who output $p$-values and who output probability measures such as PPI, we picked only the top 50 significant features of each dataset from each method and computed their individual MCC. Notice that ZINB-RLE and edgeR failed to produce any results on data generated by the ZINB model, as shown in Table (1) and (2). Both methods estimate the size factor using RLE, and a large number of random zeros is likely to make the geometric means of a few features inadmissible. Hence, these two methods failed due to their invalid size factor estimation.

2 Sensitivity Analysis

In this section, we examined the model sensitivity with respect to the choice of hyperparameters $b_0, \ldots, b_K$ and $h_0, \ldots, h_K$. The results in Table (4) show that our approach is insensitive to these hyperparameter.

The choice of $b_k$ and $h_k$ for $k = 0, \ldots, K$ are related to the variance terms in the Gaussian mixture model. Large values of $h_k$ would achieve a noninformative prior on
\[ \mu_{kj} \text{'s. On the other hand, as we specified } \text{IG}(a_k, b_k) \text{ prior for } \sigma^2_{kj} \text{ and set } a_k = 2 \text{ for all } k = 0, \ldots, K, \text{ the resulted variance of inverse gamma distribution does not exist. We considered a range of } (b_k, h_k) \text{ settings as } b_k \in \{0.1, 1, 2, 10\} \text{ and } h_k \in \{1, 10, 100\}. \text{ Then we applied the ZINB-DPP model with different combinations of } (b_k, h_k) \text{ to datasets simulated from the ZINB model discussed in Section 4 in the main text. To fully assess the impact of hyperparameters under different scenarios, we considered } K = 2, 3 \text{ and } n = 24,108 \text{ with a weakly discriminating signal } \sigma = 1. \text{ We generated 50 independent datasets for each case and reported the averaged AUC (in Table (4)). Clearly, the AUC stayed stable for different choices of } (b_k, h_k). \text{ Therefore, we propose to set } b_k = 1 \text{ and } h_k \text{ to be any value ranging from 10 to 100 for } k = 1, \ldots K.\]

3 Real Data Analysis: Comparison with Alternative Approaches

Similarly to the simulation study conducted in the paper, we compared results given by our proposed model on the case study data with those from alternative approaches, including ANOVA, KruskalWallis test, DESeq2, edgeR and metagenomeSeq.

3.1 Colorectal cancer study

We adopted a 0.1\% significance level threshold on the Benjamini-Hochberg adjusted p-values provided by the alternative methods. The choice of 0.1\% was set to be consistent with the Bayesian false discovery rate (FDR) of the ZINB-DPP model. Figure (1) compares all the results. First, ANOVA lacked statistical power when the data contain too many zeros, and it failed to identify any discriminating taxa in this case. The KruskalWallis test identified 17 discriminating taxa, 15 of which were also reported by ZINB-DPP model. Although KruskalWallis selected the branch of species Fusobacterium nucleatum
as we did, it failed to detect the co-occurrence between *Fusobacterium nucleatum* and *Campylobacter* by our model. Next, under a stringent significance level of 0.1%, DESeq2 and edgeR still leaded to the selection of 149 and 45 discriminating taxa, respectively. The large number of detections might suggest a high FDR. Further, edgeR failed to detect the genus to phylum levels of *Fusobacterium nucleatum* as most of other methods did. Lastly, we found that metagenomeSeq performed conservatively as it only reported 7 discriminating taxa, 6 of which were consistent with the result by ZINB-DPP. Clearly, its result failed to reflect any phylogenetic tree structure.

### 3.2 Schizophrenia study

Under a 1% significance level threshold on the Benjamini-Hochberg adjusted p-values, we evaluated the performance of the alternative methods on the schizophrenia study. The results are shown in Figure (2). All the methods were challenged by the the small sample size ($n = 27$), along with the inflated amount of zeros. DESeq2 and edgeR led to the selection of 58 and 13 discriminating taxa, while the ANOVA and KruskalWallis tests failed to report any result. Out of the taxa selected by DESeq2 and edgeR, respectively, 9 and 5 were in the list of taxa found by our model (ZINB-DPP selected 9 under the Bayesian FDR of 1%). 4 out of the 8 taxa identified by edgeR but not our method were also selected by DESeq2. However, DESeq2 did not include the phylogenetic tree branch from *Corynebacterium matruchotii* to *Corynebacteriaceae*, which were reported by both metagenomeSeq and ZINP-DPP model. metagenomeSeq also identified 9 taxa under the significance level of 1%, 6 of which were consistent with the ZINB-DPP model. We noticed that metagenomeSeq only identified *Neisseria sp.* and *Neisseria* as in the phylogenetic tree branch, whereas all the remaining methods reached to the order level *Neisseriales*. Meanwhile, Veillonella parvula reported by ZINB-DPP, DESeq2 and edgeR was not identified by metagenomeSeq.
Figure 1: Colorectal cancer study: the discriminating taxa identified by different methods. The red dots in each of the first 5 cases represent the taxa with Benjamini-Hochberg adjusted p-values below the significance level of 0.1%. The red dots in the ZINB-DPP are taxa detected by controlling the Bayesian FDR to be less than 0.1%.
Figure 2: Schizophrenia study: the discriminating taxa identified by different methods. The red dots in each of the first 5 cases represent the taxa with Benjamini-Hochberg adjusted \( p \)-values below the significance level of 1%. The red dots in the ZINB-DPP are taxa detected by controlling the Bayesian FDR to be less than 1%.
## Generative Model Methods

| Simulation Setting | K = 2 | K = 3 |
|--------------------|-------|-------|
|                   | n = 24 | n = 108 | n = 24 | n = 108 |
| **σ = 1**         | 1.000 (0.0102) | 1.000 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| **σ = 2**         | 1.000 (0.0002) | 1.000 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| **σ = 1**         | 0.978 (0.0100) | 1.000 (0.0001) | 1.000 (0.0001) | 1.000 (0.0001) |
| **σ = 2**         | 0.978 (0.0001) | 1.000 (0.0001) | 1.000 (0.0001) | 1.000 (0.0001) |
| **σ = 1**         | 0.978 (0.0115) | 1.000 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| **σ = 2**         | 0.972 (0.0111) | 1.000 (0.0002) | 1.000 (0.0002) | 1.000 (0.0002) |
| **σ = 1**         | 0.978 (0.0002) | 1.000 (0.0003) | 1.000 (0.0003) | 1.000 (0.0003) |
| **σ = 2**         | 0.981 (0.0094) | 1.000 (0.0005) | 1.000 (0.0005) | 1.000 (0.0005) |
| **σ = 1**         | 0.969 (0.0030) | 1.000 (0.0006) | 1.000 (0.0006) | 1.000 (0.0006) |
| **σ = 2**         | 0.957 (0.0016) | 0.999 (0.0017) | 0.895 (0.0239) | 0.918 (0.0199) |
| **σ = 1**         | 0.907 (0.0203) | 0.990 (0.0095) | 0.994 (0.0051) | 0.998 (0.0039) |
| **σ = 2**         | 0.888 (0.0240) | 0.988 (0.0097) | 0.993 (0.0059) | 0.997 (0.0047) |
| **σ = 1**         | 0.888 (0.0225) | 0.988 (0.0101) | 0.991 (0.0070) | 0.997 (0.0051) |
| **σ = 2**         | 0.887 (0.0103) | 0.988 (0.0064) | 0.992 (0.0045) | 0.997 (0.0045) |
| **σ = 1**         | 0.887 (0.0103) | 0.988 (0.0064) | 0.992 (0.0045) | 0.997 (0.0045) |
| **σ = 2**         | 0.887 (0.0094) | 0.988 (0.0073) | 0.991 (0.0049) | 0.997 (0.0049) |
| **σ = 1**         | 0.659 (0.0378) | 0.856 (0.0261) | 0.929 (0.0173) | 0.990 (0.0109) |
| **σ = 2**         | 0.659 (0.0378) | 0.856 (0.0261) | 0.929 (0.0173) | 0.990 (0.0109) |
Table 1: DM and ZINB simulation: area under the curve (AUC) given by all methods. In each cell, the top number is the averaged AUC over 50 independent datasets, and the bottom number in parentheses is the standard error. Result from the model that achieved best performance under the associated scenario (each column) is marked in bold.
## GenerativeModel Methods

### Simulation Setting

| K | n = 24 | n = 108 | n = 24 | n = 108 |
|---|--------|--------|--------|--------|
| 2 |        |        |        |        |
| 3 |        |        |        |        |

| Methods | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 1$ | $\sigma = 2$ |
|---------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| ZINB-DPP | 0.800 (0.0379) | 0.997 (0.0074) | 0.999 (0.0042) | 1.000 (0.0000) | 0.966 (0.0180) | 1.000 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| ZINB-TSS | 0.779 (0.0474) | 0.996 (0.0082) | 0.999 (0.0042) | 1.000 (0.0030) | 0.954 (0.0260) | 1.000 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| ZINB-Q75 | 0.777 (0.0479) | 0.999 (0.0085) | 0.999 (0.0051) | 0.998 (0.0058) | 0.957 (0.0267) | 1.000 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| ZINB-RLE | 0.782 (0.0495) | 0.995 (0.0091) | 1.000 (0.0030) | 1.000 (0.0000) | 0.960 (0.0220) | 1.000 (0.0000) | 0.999 (0.0042) | 1.000 (0.0030) |
| ZINB-TMM | 0.776 (0.0451) | 0.995 (0.0091) | 0.999 (0.0042) | 0.999 (0.0042) | 0.957 (0.0224) | 1.000 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| ZINB-CSS | 0.774 (0.0494) | 0.995 (0.0093) | 1.000 (0.0030) | 0.999 (0.0042) | 0.955 (0.0266) | 1.000 (0.0000) | 0.999 (0.0042) | 1.000 (0.0030) |
| DM | 0.751 (0.0515) | 0.997 (0.0074) | 0.999 (0.0042) | 0.999 (0.0051) | 0.951 (0.0231) | 0.999 (0.0000) | 0.999 (0.0051) | 0.999 (0.0042) |
| ANOVA | 0.739 (0.0529) | 0.982 (0.0153) | 1.000 (0.0000) | 1.000 (0.0000) | 0.935 (0.0280) | 0.999 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| KruskalWallis | 0.741 (0.0579) | 0.984 (0.0133) | 1.000 (0.0000) | 1.000 (0.0000) | 0.938 (0.0240) | 0.999 (0.0000) | 1.000 (0.0000) | 1.000 (0.0000) |
| DeSeq2 | 0.783 (0.0661) | 0.999 (0.0051) | 1.000 (0.0000) | 1.000 (0.0000) | 0.731 (0.0606) | 0.916 (0.0297) | 0.980 (0.0177) | 1.000 (0.0000) |
| edgeR | 0.717 (0.0564) | 0.987 (0.0127) | 0.999 (0.0042) | 1.000 (0.0000) | 0.699 (0.0580) | 0.930 (0.0392) | 0.977 (0.0169) | 1.000 (0.0000) |
| metagenomeSeq | 0.659 (0.0666) | 0.996 (0.0082) | 0.982 (0.0128) | 1.000 (0.0000) | 0.746 (0.0528) | 0.970 (0.0238) | 0.995 (0.0093) | 1.000 (0.0000) |

### ZINB

| Methods | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 1$ | $\sigma = 2$ |
|---------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| ZINB-DPP | 0.459 (0.0582) | 0.845 (0.0467) | 0.912 (0.0267) | 0.971 (0.0186) | 0.716 (0.0514) | 0.705 (0.0532) | 0.956 (0.0223) | 0.986 (0.0142) |
| ZINB-TSS | 0.403 (0.0651) | 0.835 (0.0402) | 0.906 (0.0289) | 0.969 (0.0167) | 0.681 (0.0487) | 0.704 (0.0520) | 0.954 (0.0216) | 0.986 (0.0144) |
| ZINB-Q75 | 0.407 (0.0598) | 0.837 (0.0428) | 0.906 (0.0314) | 0.972 (0.0187) | 0.676 (0.0559) | 0.704 (0.0520) | 0.952 (0.0210) | 0.985 (0.0157) |
| ZINB-RLE | NA (-) | NA (-) | NA (-) | NA (-) | NA (-) | NA (-) | NA (-) | NA (-) |
| ZINB-TMM | 0.399 (0.0548) | 0.832 (0.0448) | 0.905 (0.0315) | 0.967 (0.0185) | 0.674 (0.0551) | 0.703 (0.0520) | 0.955 (0.0223) | 0.987 (0.0138) |
| ZINB-CSS | 0.399 (0.0580) | 0.832 (0.0433) | 0.904 (0.0292) | 0.969 (0.0190) | 0.663 (0.0540) | 0.703 (0.0522) | 0.954 (0.0212) | 0.986 (0.0125) |
| DM | 0.077 (0.0471) | 0.327 (0.0553) | 0.472 (0.0594) | 0.923 (0.0277) | 0.217 (0.0689) | 0.518 (0.0503) | 0.767 (0.0466) | 0.957 (0.0243) |
| Generative Model | Methods          | Simulation Setting |
|------------------|------------------|--------------------|
|                  | $K = 2$          | $K = 3$            |
|                  | $n = 24$         | $n = 108$          | $n = 24$ | $n = 108$ |
|                  | $\sigma = 1$    | $\sigma = 2$      | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 1$ | $\sigma = 2$ |
|                  | 0.099 (0.0720)   | 0.412 (0.0847)    | 0.741 (0.0511) | 0.930 (0.0234) | 0.217 (0.1070) | 0.374 (0.0917) | 0.870 (0.0341) | 0.954 (0.0271) |
|                  | 0.031 (0.0583)   | 0.122 (0.0862)    | 0.372 (0.0689) | 0.634 (0.0557) | 0.007 (0.0347) | 0.010 (0.0392) | 0.488 (0.0726) | 0.795 (0.0435) |
| ZINB             | 0.223 (0.0580)   | 0.627 (0.0672)    | 0.727 (0.0554) | 0.963 (0.0237) | 0.295 (0.0685) | 0.408 (0.0647) | 0.643 (0.0677) | 0.844 (0.0420) |
|                  | NA (-)           | NA (-)            | NA (-)         | NA (-)         | NA (-)         | NA (-)         | NA (-)         | NA (-)         |
|                  | 0.072 (0.0518)   | 0.232 (0.0598)    | 0.223 (0.0603) | 0.672 (0.0675) | 0.094 (0.0506) | 0.154 (0.0743) | 0.186 (0.0560) | 0.360 (0.0625) |

Table 2: DM and ZINB simulation: Matthews correlation coefficient (MCC) given by all methods. In each cell, the top number is the averaged MCC over 50 independent datasets, and the bottom number in parentheses is the standard error. Result from the model that achieved best performance under the associated scenario (each column) is marked in bold.
| Real Data Sample Type | Methods | Synthetic Setting | Synthetic Setting |
|-----------------------|---------|-------------------|------------------|
|                       |         | AUC | MCC | AUC | MCC | AUC | MCC | AUC | MCC |
|                       | σ = 1 | σ = 2 | σ = 1 | σ = 2 | σ = 1 | σ = 2 | σ = 1 | σ = 2 | σ = 1 | σ = 2 |
|                       | n = 24 | n = 108 | n = 24 | n = 108 | n = 24 | n = 108 | n = 24 | n = 108 | n = 24 | n = 108 |
| Skin                  | ZINB-DPP | 0.908 (0.0303) | 0.978 (0.0139) | 0.907 (0.0065) | 1.000 (0.0001) | 0.594 (0.0085) | 0.825 (0.0111) | 0.963 (0.0018) | 0.995 (0.0099) |
|                       | ZINB-TSS | 0.911 (0.0314) | 0.966 (0.0192) | 0.907 (0.0057) | 1.000 (0.0006) | 0.581 (0.0084) | 0.812 (0.0057) | 0.961 (0.0024) | 0.995 (0.0099) |
|                       | ZINB-Q75 | 0.901 (0.0328) | 0.970 (0.0208) | 0.907 (0.0075) | 1.000 (0.0003) | 0.563 (0.0090) | 0.817 (0.0053) | 0.959 (0.0036) | 0.995 (0.0110) |
|                       | ZINB-RLE | 0.909 (0.0315) | 0.965 (0.0222) | 0.907 (0.0065) | 1.000 (0.0002) | 0.593 (0.0085) | 0.813 (0.0049) | 0.960 (0.0033) | 0.995 (0.0099) |
|                       | ZINB-TMM | 0.907 (0.0290) | 0.968 (0.0181) | 0.907 (0.0055) | 1.000 (0.0004) | 0.587 (0.0083) | 0.813 (0.0058) | 0.958 (0.0035) | 0.996 (0.0086) |
|                       | ZINB-CSS | 0.896 (0.0337) | 0.971 (0.0176) | 0.906 (0.0080) | 1.000 (0.0004) | 0.549 (0.0059) | 0.810 (0.0051) | 0.958 (0.0034) | 0.996 (0.0086) |
|                       | DM      | 0.866 (0.0322) | 0.978 (0.0090) | 0.998 (0.0030) | 1.000 (0.0003) | 0.451 (0.0092) | 0.795 (0.0051) | 0.959 (0.0032) | 0.993 (0.0110) |
|                       | ANOVA   | 0.810 (0.0656) | 0.940 (0.0293) | 0.995 (0.0169) | 0.999 (0.0015) | 0.555 (0.0090) | 0.722 (0.0070) | 0.888 (0.0048) | 0.982 (0.0178) |
|                       | KruskalWallis | 0.800 (0.0676) | 0.960 (0.0199) | 0.989 (0.0142) | 1.000 (0.0003) | 0.546 (0.0072) | 0.766 (0.0063) | 0.903 (0.0028) | 0.996 (0.0083) |
|                       | DeSeq2  | 0.733 (0.0621) | 0.841 (0.0546) | 0.975 (0.0224) | 0.995 (0.0082) | 0.474 (0.0078) | 0.705 (0.0072) | 0.939 (0.0042) | 0.982 (0.0220) |
|                       | edgeR   | 0.724 (0.0705) | 0.914 (0.0390) | 0.978 (0.0194) | 0.998 (0.0057) | 0.429 (0.1483) | 0.661 (0.0916) | 0.882 (0.0736) | 0.982 (0.0220) |
|                       | metagenomeSeq | 0.687 (0.1089) | 0.828 (0.0888) | 0.968 (0.0457) | 0.956 (0.0805) | 0.364 (0.1246) | 0.570 (0.1121) | 0.862 (0.0966) | 0.980 (0.0279) |
| Feces                 | ZINB-DPP | 0.902 (0.0334) | 0.911 (0.0380) | 0.991 (0.0103) | 0.994 (0.0069) | 0.585 (0.0097) | 0.674 (0.0877) | 0.937 (0.0045) | 0.944 (0.0337) |
|                       | ZINB-TSS | 0.902 (0.0320) | 0.885 (0.0444) | 0.991 (0.0109) | 0.989 (0.0123) | 0.598 (0.1014) | 0.659 (0.0049) | 0.933 (0.0056) | 0.926 (0.0471) |
|                       | ZINB-Q75 | 0.858 (0.0753) | 0.882 (0.0444) | 0.987 (0.0181) | 0.988 (0.0122) | 0.512 (0.1080) | 0.664 (0.0044) | 0.920 (0.0062) | 0.923 (0.0476) |
|                       | ZINB-RLE | 0.904 (0.0334) | 0.878 (0.0425) | 0.991 (0.0122) | 0.987 (0.0147) | 0.605 (0.0975) | 0.657 (0.0038) | 0.927 (0.0049) | 0.925 (0.0434) |
|                       | ZINB-TMM | 0.903 (0.0342) | 0.886 (0.0379) | 0.991 (0.0122) | 0.989 (0.0129) | 0.604 (0.0898) | 0.654 (0.0054) | 0.933 (0.0050) | 0.926 (0.0406) |
|                       | ZINB-CSS | 0.875 (0.0504) | 0.888 (0.0424) | 0.990 (0.0138) | 0.991 (0.0104) | 0.538 (0.0960) | 0.649 (0.0026) | 0.928 (0.0046) | 0.928 (0.0416) |
|                       | DM      | 0.846 (0.0439) | 0.933 (0.0235) | 0.995 (0.0075) | 0.998 (0.0024) | 0.423 (0.0834) | 0.661 (0.0776) | 0.929 (0.0497) | 0.955 (0.0267) |
| Real Data Sample Type | Methods          | Synthetic Setting | AUC        | MCC        | AUC        | MCC        |
|----------------------|------------------|-------------------|-----------|------------|-----------|------------|
|                      |                  | σ = 1             | σ = 2     | σ = 1     | σ = 2     |
| Feces                | ANOVA            | n = 24            | n = 108   | n = 24    | n = 108   | n = 24    | n = 108 |
|                      |                  | 0.804 (0.0566)    | 0.869 (0.0414) | 0.977 (0.0205) | 0.989 (0.0118) | 0.558 (0.1073) | 0.605 (0.0802) | 0.861 (0.0581) | 0.909 (0.0389) |
|                      | KruskalWallis    | 0.805 (0.0548)    | 0.891 (0.0386) | 0.976 (0.0229) | 0.996 (0.0070) | 0.548 (0.1105) | 0.638 (0.0903) | 0.865 (0.0592) | 0.940 (0.0351) |
|                      | DeSeq2           | 0.732 (0.0738)    | 0.740 (0.0629) | 0.952 (0.0327) | 0.933 (0.0320) | 0.420 (0.1657) | 0.624 (0.0810) | 0.918 (0.0557) | 0.890 (0.0665) |
|                      | edger            | 0.728 (0.0729)    | 0.829 (0.0488) | 0.957 (0.0336) | 0.980 (0.0189) | 0.390 (0.1417) | 0.530 (0.0948) | 0.807 (0.0965) | 0.894 (0.0549) |
|                      | metagenomeSeq    | 0.607 (0.0642)    | 0.600 (0.0465) | 0.737 (0.0568) | 0.711 (0.0237) | 0.084 (0.0807) | 0.049 (0.0628) | 0.203 (0.1577) | 0.150 (0.0857) |

**Table 3:** Synthetic data: area under the curve (AUC) and Matthews correlation coefficient (MCC) given by all methods. In each cell, the top number is the averaged AUC (or MCC) over 50 independent datasets, and the bottom number in parentheses is the standard error. Result from the model that achieved best performance under the associated scenario (each column) is marked in bold.
Table 4: Sensitivity Analysis: AUC and the corresponding standard error (in parenthesis) for different choice of hyperparameters

| $h_k$ | $K = 2$ | $n = 24$ | $K = 2$ | $n = 108$ | $K = 3$ | $n = 24$ | $K = 3$ | $n = 108$ |
|-------|---------|-----------|---------|-----------|---------|-----------|---------|-----------|
| 0.1   | 0.887   | 0.888     | 0.987   | 0.986     | 0.992   | 0.983     | 0.991   | 0.987     |
|       | (0.0360) | (0.0253)  | (0.0127) | (0.0136)  | (0.0184) | (0.0138)  | (0.0104) | (0.0043)  |
| 1     | 0.879   | 0.888     | 0.981   | 0.996     | 0.983   | 0.983     | 0.991   | 0.987     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 2     | 0.878   | 0.886     | 0.904   | 0.993     | 0.978   | 0.978     | 0.987   | 0.987     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 10    | 0.846   | 0.904     | 0.996   | 0.993     | 0.992   | 0.992     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 100   | 0.858   | 0.967     | 0.964   | 0.995     | 0.967   | 0.967     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 1     | 0.739   | 0.967     | 0.964   | 0.995     | 0.967   | 0.967     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 10    | 0.730   | 0.967     | 0.964   | 0.995     | 0.967   | 0.967     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 100   | 0.711   | 0.967     | 0.964   | 0.995     | 0.967   | 0.967     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 1     | 0.720   | 0.967     | 0.964   | 0.995     | 0.967   | 0.967     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 10    | 0.709   | 0.967     | 0.964   | 0.995     | 0.967   | 0.967     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |
| 100   | 0.711   | 0.967     | 0.964   | 0.995     | 0.967   | 0.967     | 0.998   | 0.998     |
|       | (0.0261) | (0.0258)  | (0.0064) | (0.0057)  | (0.0517) | (0.0577)  | (0.0509) | (0.0010)  |