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ABSTRACT

The chaotic direct sequence spread spectrum (CD3S) is one of the distinguished techniques providing physical layer secrecy and low probability of intercept (LPI) in wireless communication. Due to the noise-like and aperiodic characteristics of chaotic signals, the synchronization of CD3S signals is a challenging issue. A synchronization approach for aperiodic CD3S signals based on bidirectional correlation search (BDCS) is proposed. Through a joint acquisition of forward frequency domain matched filtering (FDMF) and backward FDMF, the synchronization module aligns received CD3S signals with local chaotic sequences without aid of the pilot signal. The probability distribution of correlator output is derived with additive white Gaussian noise and narrowband jamming. The probability of detection, probability of false alarm, and bit error rate are analyzed mathematically. An approximate solution of the local optimal acquisition threshold coefficient is obtained. These theoretical analyses are verified by numerical simulations, the results of which demonstrate that the proposed synchronization approach enables the CD3S system to resist interception and adapt to the environment with low signal-to-noise and signal-to-jammer ratios.
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I. INTRODUCTION

Chaotic signals have attracted much attention in the field of secure communication due to their several distinct characteristics such as sensitivity to initial conditions, aperiodicity, and random-like behavior [1]–[4]. Chaotic direct sequence spread spectrum (CD3S) is an important application of chaotic signals in the field of secure communication, which was originally proposed by Heidari-Bateni [5] and Parlitz [6] simultaneously in 1994. CD3S is a spread spectrum technique using chaotic sequences instead of classical pseudo-noise (PN) sequences. Compared with direct sequence spread spectrum (DSSS) communication using PN sequences, CD3S communication has a lower probability of intercept [7] and a higher physical-layer security [8]. However, CD3S communication has not taken over the traditional DSSS communication after nearly two and half decades of research work on this topic [9]. Due to the aperiodicity of chaotic signals, it is difficult to realize the synchronization of CD3S signals through correlation operation. The synchronization problem restricts the development of CD3S communication. In recent years, the research on the synchronization of CD3S signals mainly focuses on three directions: pilot aided synchronization (PAS), synchronization based on fixed chaotic sequence, and semi-blind demodulation based on state estimation. In the PAS approach, the PN sequences [10], [11] or truncated chaotic [12]–[15] sequence are utilized as additive pilot signal, where the synchronization is realized by searching the correlation peak of the pilot signal. In the researches of PAS, white Gaussian noise, jamming, and multiuser are widely concerned, and different methods are proposed to adapt to the complex channel. Compared with CD3S signals, the periodicity of pilot is an obvious feature that makes the transmitted signal easy to
be intercepted. In other words, the pilot benefits the synchronization but degrades the anti-interception performance of CD3S signals. In the second synchronization approach, the system applies a fixed chaotic sequence to spread all the transmitted bits [16], [17], and the synchronization can be realized by the synchronization technology of the DSSS system. The fixed CD3S systems are vulnerable to eavesdropping and interception. Reference [17] proposed a method called “fake user” to enhance the security of fixed CD3S system. The enhancement of anti-interception performance is not considered in [17]. The weak anti-interception performance of the pilot and fixed chaotic sequences makes the transmission parameters easy to be obtained by noncooperative receivers. Accordingly, targeted intelligent jamming can be implemented on the pilot and fixed chaotic sequences [18].

In the semi-blind demodulation approach, the receiver uses state observer such as Extended Kalman Filter (EKF) [19]–[22], Unscented Kalman Filter (UKF) [23]–[26], Chebyshev Polynomial Kalman Filter (CPKF) [27] or Particle Filter (PF) [28]–[30] to estimate chaotic sequence from the received signal. In the semi-blind demodulation approach, the receiver can demodulate the message bits without locally generating the same chaotic sequence as the transmitter. EKF and CPKF are suitable for estimating chaotic signals with piecewise linear phase trajectories in Gaussian noise. UKF is suitable for estimating chaotic signals with nonlinear phase trajectories in Gaussian noise. PF is suitable for estimating chaotic signals in non-Gaussian noise. In the semi-blind demodulation approach, the transmitted signals have a low probability of intercept because each message bit is spread by a unique chaotic sequence. However, the semi-blind demodulation requires prior knowledge of noise distribution and noise power, which is not easy to obtain in many scenarios. Moreover, the semi-blind demodulation cannot effectively utilize the correlation property of chaotic sequences, and jamming is usually not considered in semi-blind demodulation. Different models and estimators are applied to estimate chaotic codes and message bits from received signals, but the improvement in bit error rate (BER) performance is limited for semi-blind demodulation.

In order to construct a CD3S system with low intercept probability and anti-jamming capacity, this paper proposes a synchronization approach based on bidirectional correlation search (BDCS). In order to ensure the low intercept probability of the transmitted signal and facilitate the receiver to generate local chaotic codes, the transmitter uses two chaotic maps to generate chaotic spreading codes. The first chaotic map allocates chaotic initial values for each message bit, while the second generates chaotic spreading sequence according to the initial values of each bit. The key to ensure the anti-jamming capacity of the spread spectrum system is to separate the spread spectrum signals and jamming using the autocorrelation characteristics of the spreading sequence. For the DSSS system, the PN sequences are periodic. It is not necessary to consider the direction of correlation search when implementing synchronization. For the CD3S system, since the chaotic code is aperiodic, the synchronization can only be achieved when the correlation search direction points to the synchronization position. Considering that the received signal may lead or lag behind the local chaotic sequence, the receiver synchronizes the local chaotic spread spectrum sequence and the received signal by BDCS in this paper. The BDCS is performed through forward frequency domain matched filtering (FDMF) and backward FDMF.

The rest of this paper is organized as follows: Section II introduces the CD3S system model. In Section III, the synchronization approach based on BDCS is proposed. In Section IV, the mathematical model for the probability of detection and probability of false alarm is established, and the local optimal acquisition threshold coefficient is derived. Section V presents the numerical simulation results. Finally, some conclusions and suggestions for future work are given in Section VI.

II. CD3S SYSTEM MODEL DESCRIPTION

Fig. 1 illustrates the CD3S system block schematic. The transmitter generates the CD3S signal. The CD3S signal is transmitted to the receiver through the delayed channel with additive Gaussian noise and jamming. The receiver synchronizes the local chaotic sequence with the received signal and demodulates the received signal. In Fig. 1, \( b_k \) represents the \( k \)th message bit of the transmitter, \( c_{0,1} \) represents the chaotic initial value of the system, \( c_{k,m} \) represents the \( m \)th chip of the \( k \)th message bit, \( v_n \) represents the white Gaussian noise, \( j_n \) represents the jamming, \( r_n \) represents the received signal, and \( c'_{k,m} \) represents the local chaotic code.

**FIGURE 1. CD3S system block schematic.**

Inspired by [31], the chaotic spreading code \( c_{k,m} \) is generated by two chaotic maps. According to the system initial value \( c_{0,1} \), the first chaotic map \( f_1 (c) \) generates the chaotic initial value \( c_{k,1} \) corresponding to \( b_k \). This process can be expressed as

\[
c_{k,1} = f_1 (c_{k-1,1}). \tag{1}
\]

The second chaotic map \( f_2 (c) \) generates the chaotic spreading sequence \( \{c_{k,m} | m = 1, 2, \ldots, \beta \} \) according to \( c_{k,1} \), where \( \beta \) is the spreading factor. This process can be expressed as

\[
c_{k,m+1} = f_2 (c_{k,m}). \tag{2}
\]

The following three constraints need to be satisfied when generating chaotic spread spectrum sequences:
FIGURE 2. Flow chart of synchronization based on BDCS.

1) The system initial value \( c_{0,1} \) should satisfy the initial value constraint of the first chaotic map \( f_1(c) \);
2) \( c_{k,1} \) generated by \( f_1(c) \) should satisfy the initial value constraint of the second chaotic map \( f_2(c) \);
3) \( c_{k,m} \in [-1, 1] \).

When constraints (2) and (3) are not satisfied, linear transformation can be a method to solve the problem. In this paper, the first chaotic map uses Tent map which is given by

\[
c_{k+1,1} = f_1(c_{k,1}) = \begin{cases} 
    \frac{c_{k,1}}{q}, & 0 < c_{k,1} \leq q \\
    \frac{(1-c_{k,1})}{1-q}, & q < c_{k,1} < 1 
\end{cases}
\]

(3)

where the Tent map parameter \( q \) is in the range of \((0, 1)\), \( c_{k,1} \in (0, 1) \).

The second chaotic map uses Logistic map which is given by

\[
c_{k,m+1} = f_2(c_{k,m}) = 1 - 2(c_{k,m})^2,
\]

(4)

where \( c_{k,m} \in (-1, 1) \).

The transmitted CD3S signal \( s_n \) is generated by multiplying \( b_k \) and the chaotic spreading code \( c_{k,m} \) as

\[
s_n = s_{k,m} = b_k c_{k,m},
\]

(5)

where \( n = (k-1) \beta + m \), \( m = 1, 2, \ldots, \beta \).

III. BIDIRECTIONAL CORRELATION SEARCH SYNCHRONIZATION APPROACH

In the CD3S system, synchronization includes two phases: acquisition and tracking. In the acquisition phase, the transmission delay is reduced to less than one chip period \( T_c \).

In the tracking phase, fine tuning is performed to remove the transmission delay within a chip duration.

Although the CD3S signals are aperiodic, the tracking of a CD3S signal is similar to that of the DSSS signal. Therefore, this paper only discusses the acquisition of CD3S signals and assumes that the transmission delay is a multiple of \( T_c \). Based on the above analysis, the received signal \( r_n \) can be expressed as

\[
r_n = s_{n-t_0} + v_n + j_n,
\]

(6)

where \( t_0 \) represents transmission delay.

For the DSSS system with periodic PN code, the acquisition can be completed by sliding correlation. For the CD3S system with aperiodic chaotic code, this approach can only complete the acquisition when the received signal lags behind the local spreading sequence. However, the received signal may lead or lag behind the local chaotic sequence, the acquisition approach of DSSS system is not applicable to CD3S system.

In this paper, BDCS is proposed to solve the acquisition problem. In the proposed approach, the forward FDMF can acquire the received signal when the received signal leads the local chaotic sequence, and the backward FDMF can acquire the received signal when the received signal lags behind the local chaotic sequence. Fig. 2 shows the flow chart of synchronization based on BDCS.

In Fig. 2, \( c'_{k,m} \) represents the local chaotic spreading code, \( c'_{0,1} \) represents the acquisition initial value, \( a \) represents the rounds of correlation search, \( \beta \) chaotic chips generation module 1 generates the local chaotic spreading sequence \( \left\{ c'_{2a-1,m} | m = 1, 2, \ldots, \beta \right\} \) according to the initial value \( c'_{2a-1,1} \) and the second chaotic map \( f_2(c) \). \( \beta \) chaotic chips generation module 2 generates the local chaotic spreading sequence \( \left\{ c'_{2a,m} | m = 1, 2, \ldots, \beta \right\} \) according to the initial value \( c'_{2a,1} \). Each time \( \beta \) chips of \( r_n \) are received, correlation search is performed once. Correlation search is achieved through FDMF. In the backward FDMF, the fixed chaotic spreading sequence \( \left\{ c'_{1,m} | m = 1, 2, \ldots, \beta \right\} \) is employed for backward correlation search. In the forward FDMF, the dynamically generated chaotic spreading sequences \( \left\{ c'_{2a-1,m} | m = 1, 2, \ldots, \beta \right\} \) and \( \left\{ c'_{2a,m} | m = 1, 2, \ldots, \beta \right\} \) are employed for forward correlation search. \( \omega_{\text{max}} \) is the maximum of \( \{\omega_{1,\tau} | \tau = 1, 2, \ldots, \beta \} \), \( \{\omega_{2a-1,\tau} | \tau = 1, 2, \ldots, \beta \} \), and \( \{\omega_{2a,\tau} | \tau = 1, 2, \ldots, \beta \} \). \( \tau_T \) is the acquisition threshold. The correlation search achieved by frequency-domain matched filtering can be expressed as

\[
\omega_r = \sum_{n=0}^{\beta-1} r_n c'_{n-t_0} = \text{IFFT} \left[ R_K C'_{K} \right].
\]

(7)
where \( R_K \) = FFT \( r_n \), \( C'_K \) = FFT \( c'_n \), \( C''_K \) is the complex conjugate of \( C'_K \).

The main steps of the synchronization process are described in Table 1.

**TABLE 1. Process of synchronization based on BDCS.**

**Step1.** Set the acquisition initial value \( c'_{0,i} = c_{0,i} \).

**Step2.** Calculate \( c'_{0,i} \) from \( c'_{0,i} \) and \( f_1(c) \). \( \beta \) chaotic chips generation module 1 generates the fixed local chaotic spreading sequence \( \{ c'_{i,m} \} \leq m \leq \beta \) according to \( c'_{1,i} \). Store \( \{ c'_{i,m} \} \leq m \leq \beta \) in the register 2.

**Step3.** Receive \( \beta \) chips of \( r_n \) and perform correlation search once through FDMF. The backward FDMF is implemented by the fixed \( \{ c'_{i,m} \} \leq m \leq \beta \), and the forward FDMF is implemented by dynamically generated \( \{ c'_{2i,m} \} \leq m \leq \beta \) and \( \{ c'_{3i,m} \} \leq m \leq \beta \).

**Step4.** Determine whether \( \omega_{\text{max}} \) is greater than \( \tau_r \). If so, output delay estimation \( \tau^*_r \) to achieve acquisition. Otherwise, go to step3.

**Step5.** If the synchronization is interrupted when receiving \( b_k \), set the acquisition initial value \( c'_{0,i} = c_{0,i} \), and go to step2.

After synchronization, demodulation can be implemented by the following equation.

\[
\hat{b}_k = \text{sgn}\left( \sum_{m=1}^{\beta} r_{k,m} c_{k,m} \right).
\]  

**IV. THEORETICAL ANALYSIS OF PERFORMANCE**

In this section, the probability distribution of correlator output with Gaussian white noise and narrowband jamming is modeled. Then, the false alarm probability and detection probability of BDCS-based synchronization are analyzed, and the approximate solution of local optimal acquisition threshold coefficient is derived. Finally, the BER of demodulation is analyzed.

**A. PROBABILITY DISTRIBUTION OF CORRELATOR OUTPUT**

In the acquisition phase of synchronization, the output of each correlator can be expressed as

\[
\omega_r = \sum_{m=1}^{\beta} r_{N-\beta+m} c'_{k,m-\tau}
\]

\[
= \sum_{m=1}^{\beta} s_{N-\beta+m} c'_{k,m-\tau} + \sum_{m=1}^{\beta} v_{N-\beta+m} c'_{k,m-\tau}
\]

\[
+ \sum_{m=1}^{\beta} j_{N-\beta+m} c'_{k,m-\tau}
\]

\[
= A + B + C,
\]  

where \( \{ r_{N-\beta+m} \} \) is the received signal. The variables in (9) are independent and identically distributed, and each variable has limited mean and variance. \( \beta \) is a sufficiently large value (\( \beta \) is usually greater than 500). According to the central limit theorem, \( \omega_r \) approximately obeys the Gaussian distribution, which is denoted as

\[
\omega_r \sim N(\mu_{\omega_r}, \sigma^2_{\omega_r})
\]

\( \mu_{\omega_r} \) is the mean of \( \omega_r \), \( \sigma^2_{\omega_r} \) is the variance of \( \omega_r \).

Since \( A, B, \) and \( C \) are independent, \( E(B) = 0, E(C) = 0 \), the mean of \( \omega_r \) can be expressed as

\[
\mu_{\omega_r} = E(A) + E(B) + E(C) = E(A).
\]  

The variance of \( \omega_r \) is given by

\[
\sigma^2_{\omega_r} = E(\omega^2_r) - \mu^2_{\omega_r}
\]

\[
= E(A^2) + E(B^2) + E(C^2) - [E(A)]^2.
\]  

Since the variables in \( B \) are independent and identically distributed, \( E(B) = 0, E(B^2) \) can be expressed as

\[
E(B^2) = E\left( \sum_{m=1}^{\beta} \left( \sum_{n=1}^{\beta} (v_n - \beta + m c'_{k,m-\tau})^2 \right) \right)
\]

\[
= E\left( \sum_{m=1}^{\beta} \left( v_{N-\beta+m} c'_{k,m-\tau} \right)^2 \right) = \beta \frac{N_0}{2} P_c.
\]  

where \( N_0 \) represents the single-sided power spectral density of white Gaussian noise \( v_n \), and \( P_c \) represents the power of chaotic chip.

Assuming that the single-sided power spectral density of narrowband jamming \( j_n \) is \( N_1 \), the ratio of jamming bandwidth \( B_j \) to CD3S signal bandwidth \( B_s \) is \( \gamma = B_j / B_s \), \( E(C^2) \) can be expressed as

\[
E(C^2) = E\left( \sum_{m=1}^{\beta} (\sum_{n=1}^{\beta} (j_n - \beta + m c'_{k,m-\tau})^2 \right) \right)
\]

\[
= \beta \gamma N_1 P_c.
\]  

When the probability density function of the second chaotic map \( f_2(c) \) is known, \( P_c \) can be calculated as

\[
P_c = \int_{-\infty}^{+\infty} c^2 \rho(c) dc,
\]  

where \( \rho(c) \) is the probability density function of \( f_2(c) \).

When \( \rho(c) \) is unknown, \( P_c \) can be approximately calculated as

\[
P_c \approx \frac{1}{\beta} \sum_{m=1}^{\beta} \frac{1}{\beta} \sum_{m=1}^{\beta} \sum_{m=1}^{\beta} c^2_{k,m}.
\]  

The values of \( E(A) \) and \( E(A^2) \) are related to the correlation between \( s_n \) and \( c'_{k,m} \). Due to the aperiodicity of CS3S signals, the proposed synchronization approach can only achieve partial alignment in the acquisition phase. Fig. 3 shows the schematic diagram of the partial alignment between \( s_n \) and \( c'_{k,m} \) in the acquisition phase, where the shadow part is the aligned area of \( s_n \) and \( c'_{k,m} \).
For the situation shown in Fig. 3(a), $E$ sequence and CD3S signal. (a) Local chaotic sequence is aligned with the

**FIGURE 3.** Schematic diagram of partial alignment between local chaotic sequence and CD3S signal. (a) Local chaotic sequence is aligned with the last $L$ chips of the received signal. (b) Local chaotic sequence is aligned with the first $L$ chips of the received signal.

In Fig. 3, the number of aligned chips is assumed to be $L$. For the situation shown in Fig. 3(a), $E$ ($A^2$) can be calculated as

$$
E(A^2) = E \left( \sum_{m=1}^{L} s_{k,m} c_{k,m} + \sum_{m=L+1}^{\infty} s_{k-1,m} c_{k,m} \right) ^2
$$

$$
= E \left( \sum_{m=1}^{L} s_{k,m} c_{k,m} \right) ^2 + \left( \sum_{m=L+1}^{\infty} s_{k-1,m} c_{k,m} \right) ^2 + 2E \left( \sum_{m=1}^{L} s_{k,m} c_{k,m} \right) \left( \sum_{m=L+1}^{\infty} s_{k-1,m} c_{k,m} \right)
$$

$$
= E \left( \sum_{m=1}^{L} s_{k,m} c_{k,m} \right) ^2 + E \left( \sum_{m=L+1}^{\infty} s_{k-1,m} c_{k,m} \right) ^2 + \sum_{m=L+1}^{\infty} s_{k,m} c_{k,m}
$$

$$
= L^2 P_c^2 + (\beta - L) P_c^2. \quad (16)
$$

For the situation shown in Fig. 3(a), $E(A)$ can be calculated as

$$
E(A) = E \left( \sum_{m=1}^{L} s_{k,m} c_{k,m} \right) \quad (17)
$$

Equation (16) and (17) are also applicable to the situation in Fig. 3(b). Substituting (17) into (10), the mean value of $\omega_t$ is derived as

$$
\mu_{\omega_t} = b_k L P_c. \quad (18)
$$

Substituting (12), (13), (17) and (16) into (11), The variance of $\omega_t$ is derived as

$$
\sigma_{\omega_t}^2 = (\beta - L) P_c^2 + \beta \frac{N_0}{2} P_c + \beta \gamma \frac{N_1}{2} P_c. \quad (19)
$$

**B. THE FALSE ALARM PROBABILITY OF SYNCHRONIZATION**

A false alarm occurs when the local chaotic spreading sequence is not aligned with the received signal and the absolute value of correlation is greater than the acquisition threshold $\tau_T$. Record the output of the correlator as $\omega_0$ when the local chaotic spreading sequence and received signal are not aligned. In this case, $L = 0$. According to (18), it can be obtained that

$$
\mu_{\omega_0} = 0. \quad (20)
$$

According to (19), the following can be obtained

$$
\sigma_{\omega_0}^2 = \beta P_c^2 + \beta \frac{N_0}{2} P_c + \beta \gamma \frac{N_1}{2} P_c. \quad (21)
$$

When the spectrum of message bits is spread, the bit energy $E_b$ and noise power spectral density $N_0$ are constant. But the noise power in the system increases. To ensure that the signal-to-noise ratio (SNR) can reflect the relationship between signal power and noise environment, SNR is defined as the ratio of $E_b$ to $N_0$, which is given by

$$
S_{NR} = \frac{E_b}{N_0}. \quad (22)
$$

The bit energy $E_b$ equals to

$$
E_b = \beta P_c. \quad (23)
$$

In this paper, it is assumed that the jamming bandwidth is less than the bit bandwidth. When the message bits are spread, the jamming power in the system remains unchanged. Therefore, signal-to-jamming ratio (SJR) is defined as the ratio of signal power to jamming power, which is given by

$$
S_{JR} = \frac{E_b/T_b}{B_{j}\delta_{N}} = \frac{\beta P_c}{B_{j}N_{j}}. \quad (24)
$$

where $T_b$ is the bit period, $T_b = \beta T_c = \beta / B_{c}$. Substituting (22) and (24) into (21), the following can be obtained

$$
\sigma_{\omega_0}^2 = E_b^2 \left( \frac{1}{\beta} + \frac{1}{2S_{NR}} + \frac{1}{2S_{JR}} \right). \quad (25)
$$

The probability density function of $\omega_0$ can be expressed as

$$
f_\omega(\omega_0) = \frac{1}{\sqrt{2\pi} \delta_{\omega_0}} \exp \left( -\frac{\omega_0^2}{2\delta_{\omega_0}^2} \right). \quad (26)
$$

The false alarm probability is derived as

$$
P_F = P \left( |\omega_0| \geq \tau_T \right) = \int_{\tau_T}^{\infty} f_\omega(\omega_0) d\omega_0 = \text{erfc} \left( \frac{\tau_T}{\sqrt{2}\delta_{\omega_0}} \right). \quad (27)
$$
where \( \text{erfc} (x) = \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp (-u^2) \, du \) is the complementary error function. To simplify (27), the acquisition threshold coefficient is defined as

\[
\alpha = \frac{Z_T}{E_b}. \tag{28}
\]

Substituting (21) and (28) into (27), the following can be obtained

\[
P_F = \text{erfc} \left[ \alpha \left( \frac{2}{\beta} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right)^{\frac{1}{2}} \right]. \tag{29}
\]

C. THE DETECTION PROBABILITY OF SYNCHRONIZATION

Detection happens when \( L (L > 0) \) chips of local chaotic spreading sequence are aligned with the received signal and the absolute value of correlation is greater than the acquisition threshold \( z_T \). Record the output of the correlator as \( \omega_k \), when the local chaotic spreading sequence and received signal are aligned. If \( L \) bits are aligned in a certain correlation search, then \( \beta - L \) bits will be aligned in an adjacent correlation search. Therefore, in the acquisition phase, the number of aligned chips will be in the range of \([\beta/2, \beta]\) in a certain correlation search, i.e., \( L \in [\beta/2, \beta] \) when detection happens.

According to (18), it can be obtained that

\[
\mu_{\omega_k} = b_k L P_c = b_k L E_b. \tag{30}
\]

According to (19), it can be obtained that

\[
\sigma_{\omega_k}^2 = (\beta - L)P_c^2 + \beta \frac{N_0}{2} P_c + \beta \frac{N_1}{2} P_c = \frac{E_b^2}{2} \left( \frac{2(\beta - L)}{\beta^2} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right). \tag{31}
\]

The probability density function of \( \omega_k \) can be expressed as

\[
f_\omega (\omega_k) = \frac{1}{\sqrt{2\pi} \delta_{\omega_k}} \exp \left( -\frac{(\omega_k - \mu_{\omega_k})^2}{2\delta_{\omega_k}^2} \right). \tag{32}
\]

No matter \( b_k = 1 \) or \( b_k = -1 \), the detection probability is the same when the noise and jamming conditions are the same. Assuming \( b_k = 1 \), in a single correlation search with \( L \) chips aligned, the local detection probability \( P_d (L) \) is derived as

\[
P_d (L) = P \left[ |\omega_k| \geq Z_T \right] = \int_{\frac{Z_T - \mu_{\omega_k}}{\delta_{\omega_k}}}^{\infty} f_\omega (\omega_k) d\omega_k + \int_{-\infty}^{\frac{Z_T - \mu_{\omega_k}}{\delta_{\omega_k}}} f_\omega (\omega_k) d\omega_k
\]

\[
= \frac{1}{2} \text{erfc} \left( \frac{Z_T - \mu_{\omega_k}}{\sqrt{2}\delta_{\omega_k}} \right) + \frac{1}{2} \text{erfc} \left( \frac{Z_T + \mu_{\omega_k}}{\sqrt{2}\delta_{\omega_k}} \right)
\]

\[
= \frac{1}{2} \text{erfc} \left[ \alpha - \frac{L}{\beta} \left( \frac{2(\beta - L)}{\beta^2} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right)^{\frac{1}{2}} \right]
\]

\[
+ \frac{1}{2} \text{erfc} \left[ \alpha + \frac{L}{\beta} \left( \frac{2(\beta - L)}{\beta^2} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right)^{\frac{1}{2}} \right]. \tag{33}
\]

In a large number of acquisition processes, it can be assumed that \( L (L \in \mathbb{N}) \) obeys a uniform distribution in the range of \([\beta/2, \beta]\). Therefore, the global detection probability \( P_D \) can be expressed as

\[
P_D = \sum_{L=\beta/2}^{\beta} \frac{1}{\beta - \frac{\beta}{2} + 1} P_d (L) = \frac{2}{\beta + 2} \sum_{L=\beta/2}^{\beta} P_d (L) \tag{34}
\]

D. LOCAL OPTIMAL ACQUISITION THRESHOLD COEFFICIENT

According to equations (29) and (33), a higher acquisition threshold coefficient \( \alpha \) means better false alarm probability performance and worse detection probability performance. It is important to set an appropriate acquisition threshold coefficient \( \alpha \) to balance the false alarm probability performance and the detection probability performance. However, since (34) has no analytical solution, it is difficult to derive the global optimal solution for acquisition threshold coefficient. In the acquisition phase, the worst detection case (i.e., \( L = \beta/2 \)) is considered and the local optimal solution of the acquisition threshold coefficient is derived in this case. In the following analysis, we assume \( L = \beta/2 \). According to (33), it can be obtained that

\[
P_d \left( \frac{\beta}{2} \right) = \frac{1}{2} \text{erfc} \left[ \alpha - \frac{1}{2} \left( \frac{1}{\beta} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right)^{\frac{1}{2}} \right] + \frac{1}{2} \text{erfc} \left[ \alpha + \frac{1}{2} \left( \frac{1}{\beta} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right)^{\frac{1}{2}} \right]. \tag{35}
\]

As shown in (29) and (35), the false alarm probability and detection probability are related to the acquisition threshold coefficient \( \alpha \), spreading factor \( \beta \), \( S_{NR} \), and \( S_{JR} \). Set the false alarm probability index to \( P_{FI} \), according to (29), the minimum acquisition threshold coefficient \( \alpha_{\min} \) that satisfies the index \( P_{FI} \) is derived as

\[
\alpha_{\min} = \text{erfc}^{-1} \left( P_{FI} \right) \left( \frac{2}{\beta} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right)^{\frac{1}{2}}. \tag{36}
\]

where \( \text{erfc}^{-1} (x) \) is the inverse complementary error function, \( \text{erfc}^{-1} [\text{erfc} (x)] = x \).

It is assumed that the detection probability index when \( L = \beta/2 \) is set to \( P_{DL} \). In (35), the first term is much larger than the second term. Abandoning the second term of (35), the maximum acquisition threshold coefficient \( \alpha_{\max} \) that satisfies the index \( P_{DL} \) is derived as

\[
\alpha_{\max} \approx \frac{1}{2} + \text{erfc}^{-1} \left( 2P_{DL} \right) \left( \frac{1}{\beta} + \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right)^{\frac{1}{2}}. \tag{37}
\]
For the CD3S system with $P_{FI}$, $P_{dl}$, and $\beta$ set, there exist $S_{NR} \in \mathbb{R}$ and $S_{JR} \in \mathbb{R}$, such that $\alpha^* = \alpha_{min} = \alpha_{max}$, where $\alpha^*$ is the local optimal acquisition threshold coefficient at $L = \beta/2$. It is difficult to solve $\alpha^*$ mathematically based on the above description. In order to solve $\alpha^*$ approximately, the problem is transformed into maximizing the margin of acquisition threshold coefficient under the condition of $S_{NR} = +\infty$ and $S_{JR} = +\infty$. The margin of the acquisition threshold coefficient is given by

$$M(\alpha) = \min \{|\alpha - \alpha_{min}|, |\alpha - \alpha_{max}|\}. \quad (38)$$

The local optimal acquisition threshold coefficient $\alpha^*$ can be expressed as

$$\alpha^* = \arg \max_{\alpha_{min} \leq \alpha \leq \alpha_{max}} M(\alpha). \quad (39)$$

According to (36), (37), (38) and (39), $\alpha^*$ is derived as

$$\alpha^* \approx \frac{1}{4} + \frac{\sqrt{2\text{erfc}^{-1}(P_{FI}) + \text{erfc}^{-1}(2P_{dl})}}{2\sqrt{\beta}}. \quad (40)$$

**E. BER PERFORMANCE OF DEMODULATION**

When $b_k = 1$, the received soft bit values is recorded as $\omega_+$ and its distribution is $\omega_+ \sim N(\mu_{\omega_+}, \sigma^2_{\omega_+})$. When $b_k = -1$, the received soft bit values is recorded as $\omega_-$ and its distribution is $\omega_- \sim N(\mu_{\omega_-}, \sigma^2_{\omega_-})$. During demodulation, $\beta$ chips in each bit of the received signal are aligned with the local chaotic spreading sequence, i.e., $L = \beta$. According to (18) and (19), it can be obtained that

$$\mu_{\omega_+} = E_b, \quad \mu_{\omega_-} = -E_b, \quad (41)$$

$$\sigma^2_{\omega_+} = \sigma^2_{\omega_-} = \frac{E_b^2}{2} \left( \frac{1}{S_{NR}} + \frac{1}{\beta S_{JR}} \right). \quad (42)$$

The probability density function of $\omega_+$ and $\omega_-$ can be expressed as

$$f_+(\omega_) = \frac{1}{\sqrt{2\pi}\delta_{\omega_+}} \exp \left( -\frac{(\omega_+ - E_b)^2}{2\delta^2_{\omega_+}} \right), \quad (44)$$

$$f_-(\omega_-) = \frac{1}{\sqrt{2\pi}\delta_{\omega_-}} \exp \left( -\frac{(\omega_- + E_b)^2}{2\delta^2_{\omega_-}} \right). \quad (45)$$

It is assumed that $b_k$ takes $1$ or $-1$ with equal probability (i.e., $P(1) = P(-1) = 0.5$), and the decision threshold is set to $0$. Then, the BER of demodulation is derived as

$$P_c = P(-1/1)P(1) + P(1/-1)P(-1)$$

$$= \frac{1}{2} \int_{-\infty}^{0} f_+(\omega_+)d\omega_+ + \frac{1}{2} \int_{0}^{\infty} f_-(\omega_-)d\omega_-$$

$$= \frac{1}{\sqrt{2\pi}\delta_{\omega_+}} \exp \left( -\frac{(\omega_+ - E_b)^2}{2\delta^2_{\omega_+}} \right) \left( \frac{1}{2} \right)$$

$$= \frac{1}{2} \text{erfc} \left( \frac{E_b}{\sqrt{2\delta_{\omega_+}}} \right). \quad (46)$$

Equation (46) shows that BDCS-based CD3S system has the same anti-jamming capacity as DSSS system.

**V. NUMERICAL RESULTS**

The performance evaluation focuses on the following aspects:

1. Simulate synchronization performance under different SNR and SIR conditions. Compare the numerical simulation results with the theoretical values of false alarm probability, detection probability, and local optimal acquisition threshold coefficient;

2. Compare the anti-interception performance of the transmitted CD3S signals in the PAS system, fixed CD3S system, semi-blind demodulation system, and BDCS-based system;

3. Compare the BER performance between PAS system, fixed CD3S system, semi-blind demodulation system, and BDCS-based system.

In all simulations, the spreading factor $\beta$ is set to 1000. The system initial value $c_0,1$ is set to 0.48. The first chaotic map is Tent map which is given in (3). The Tent map parameter $q$ is set to 0.65. The second chaotic map is Logistic map which is given in (4). The probability density function of the Logistic chaotic sequence is given by [32]

$$\rho(c) = \left( \pi \sqrt{1 - c^2} \right)^{-1}, \quad c \in (-1, 1). \quad (47)$$

Substituting (47) into (14), it can be obtained that $P_c = 0.5$.

**A. NUMERICAL ANALYSIS OF SYNCHRONIZATION PERFORMANCE**

Fig. 4 shows the output of the correlator when the received signal is acquired. In Fig. 4(a), the received signal that originally lags behind the local chaotic sequence is acquired by the backward FDMF. In Fig. 4(b), the received signal that originally leads the local chaotic sequence is acquired by the forward FDMF. Fig. 4 indicates that the synchronization approach based on BDCS can acquire the aperiodic CD3S signal regardless of whether the received signal is leading or lagging behind the local chaotic sequence.

Fig. 5 shows the receiver operating characteristic (ROC) curves based on theory and simulation for white Gaussian noise and narrowband jamming with different powers. The simulation is run for $10^4$ times. The unit of SNR and SIR is dB in Fig. 5. The theoretical analysis of false alarm probability and detection probability is verified by numerical simulation results in Fig. 5.

Fig. 6 shows the curves of detection probability and false alarm probability based on the acquisition threshold coefficient for white Gaussian noise and narrowband jamming with different powers. In Fig. 6, $P_d$ represents the detection probability when the number of aligned chips is $L = \beta/2$. The unit of SNR and SIR is dB in Fig. 6. As the acquisition threshold coefficient $\alpha$ increases, the false alarm probability...
and detection probability show a global downward trend. For \(\alpha \in [0, 0.5]\), as the power of white Gaussian noise and jamming increases, the curves of false alarm probability and detection probability gradually approach.

In order to further analyze the influence of the acquisition threshold coefficient \(\alpha\) on the synchronization performance, Fig. 7 shows the superior limit and inferior limit curves of the acquisition threshold coefficient based on the SNR. In Fig. 7, only white Gaussian noise is considered (i.e., \(S_{JR} = +\infty\)), the false alarm probability index is set as \(P_F = 0.001\) and the detection probability index is set as \(P_D = 0.999\). In Fig. 7, the detection probability is analyzed and simulated under the condition of \(L = \beta/2\). The curves of detection probability and false alarm probability based on \(\alpha\) are obtained under a series of \(S_{JR}\) values. Then, the maximum value of \(\alpha\) which satisfies \(P_D\) is taken as the simulation value of \(\alpha_{\max}\), and the minimum value of \(\alpha\) which satisfies \(P_F\) is taken as the simulation value of \(\alpha_{\min}\).

In Fig. 7, the numerical simulation verifies the theoretical analysis of \(\alpha_{\max}\) and \(\alpha_{\min}\) under the condition of no jamming. The false alarm probability index \(P_F\) is satisfied in the area above the \(\alpha_{\min}\) curve, and the detection probability index \(P_D\) is satisfied in the area below the \(\alpha_{\max}\) curve. The curves of \(\alpha_{\max}\) and \(\alpha_{\min}\) intersect at \(S_{JR} = 19.7\)dB. For \(S_{JR} \geq 19.7\)dB, there is \(\alpha_{\max} \geq \alpha_{\min}\), and \(\alpha \in [\alpha_{\min}, \alpha_{\max}]\) can satisfy the \(P_F\) and the \(P_D\). For \(S_{NR} < 19.7\)dB, there is \(\alpha_{\max} \leq \alpha_{\min}\), and no \(\alpha\) can satisfy \(P_F\) and \(P_D\). Thus, when \(\alpha_{\max}\) and \(\alpha_{\min}\) intersect, their value is the actual value of local optimal acquisition threshold coefficient \(\alpha^*\). Under the actual value of \(\alpha^*\), the noise margin of the receiver is the largest and equal to 19.7dB. The theoretical approximation of \(\alpha^*\) obtained from (40) is also shown in Fig. 7. The theoretical approximation of \(\alpha^*\) intersects \(\alpha_{\max}\) at \(S_{NR} = 19.9\)dB, i.e., the noise margin of the receiver is 19.9dB under the theoretical approximation of \(\alpha^*\). The theoretical approximation of \(\alpha^*\) only reduces the noise margin of the receiver by 0.2dB. Therefore, (40) is an effective approach to approximately calculate \(\alpha^*\) under the condition of no jamming.

Fig. 8 shows the superior limit and inferior limit curves of the acquisition threshold coefficient based on the SJR, where SNR is set to 22dB and 25dB, \(P_F = 0.001\), \(P_D = 0.999\). In Fig. 8, the detection probability is analyzed and simulated.
under the condition of $L = \beta/2$. The method to obtain the simulation value is similar to that in Fig. 7. The theoretical analysis of $g_{\text{max}}$ and $g_{\text{min}}$ is verified in the presence of white Gaussian noise and jamming. Table 2 shows the jamming margin of the receiver under the actual value and theoretical approximation of $\alpha^*$ in Fig. 8. For $S_{\text{NR}} = 25\text{dB}$, the theoretical approximation of $\alpha^*$ reduces the jamming margin of the receiver by 0.25dB. For $S_{\text{NR}} = 22\text{dB}$, the theoretical approximation of $\alpha^*$ reduces the jamming margin of the receiver by 0.5dB. Therefore, (40) is an effective approach to approximately calculate $\alpha^*$ in the presence of white Gaussian noise and jamming. In addition, Fig. 8 illustrates that the proposed synchronization approach has strong anti-jamming capacity.

Fig. 9 shows the curves of detection probability and false alarm probability based on SNR. Fig. 10 shows the curves of detection probability and false alarm probability based on SJR. In these two figures, the detection probability is the global detection probability $P_D$ expressed by (34), and the acquisition threshold coefficient $\alpha$ is set to the approximate value of $\alpha^*$ in Table 2, i.e., $\alpha = 0.267$. In Fig. 9, SJR is set to $+\infty$. In Fig. 10, the SNR is set to 20dB. In Fig. 9, as the SNR decreases, the global detection probability $P_D$ first gradually decreases and then gradually increases, and the false alarm probability $P_F$ gradually increases to equal the global detection probability. The reason for the phenomenon shown in Fig 9 is that as the power spectral density of the white Gaussian noise increases, the probability that the cross-correlation value of the white Gaussian noise and the chaotic sequence exceeds the autocorrelation value of the chaotic sequence increases. Fig. 10 shows a similar phenomenon to Fig. 9 for similar reasons. Fig. 10 shows that the proposed synchronization approach has strong anti-jamming ability. Nevertheless, it should be noted that proposed synchronization approach shows strong dependence on the values of SNR, providing proper synchronization properties in terms of $P_D$ and $P_F$ only when SNR $> 20\text{dB}$.

### Table 2. Jamming margin under the actual value and theoretical approximation of $\alpha^*$.

| $S_{\text{NR}}$ | Jamming margin (dB) |
|----------------|----------------------|
| $25\text{dB}$  | Actual value ($\alpha^* = 0.263$) | Approximation ($\alpha^* = 0.267$) |
| -8.75          | -8.5                 |
| $22\text{dB}$  | -6.5                 | -6                   |

### Figures

**Figure 7.** Superior limit and inferior limit curves of the acquisition threshold coefficient based on the SNR (Index: $P_{\text{FI}} = 0.001, P_{\text{DI}} = 0.999$).

**Figure 8.** Superior limit and inferior limit curves of the acquisition threshold coefficient based on the SJR (Index: $P_{\text{FI}} = 0.001, P_{\text{DI}} = 0.999$).

**Figure 9.** Curves of global detection probability and false alarm probability based on SNR ($\alpha = 0.267, S_{\text{JR}} = +\infty$).
B. COMPARISON OF ANTI-INTERCEPTION PERFORMANCE

Taking advantage of the periodicity of PN codes, noncooperative receivers intercept the spread spectrum signals by the cyclic spectrum density algorithm, the delay-and-multiply algorithm, or the second-order moment of autocorrelation algorithm [7], [33], [34]. In this section, the second moment of the autocorrelation function [34] is selected to compare the anti-interception performance of the transmitted CD3S signal among PAS system, fixed CD3S system, semi-blind demodulation system, and BDCS-based system.

The transmitted signals in the four CD3S systems are generated as follows:

1) In the PAS system, the CD3S signal is transmitted together with an additive pilot with the same power and the pilot is a truncated Logistic chaotic sequence with a period of β chips;
2) In the fixed CD3S system, each message bit is spread by a fixed chaotic sequence which is the Logistic chaotic sequence with a period of β chips [17];
3) In the semi-blind demodulation system, each message bit is spread by a unique Logistic chaotic sequence [24];
4) In the BDCS-based system, the generation of the CD3S signal is shown in Section II.

In the second-order moment analysis of autocorrelation, the noisy CD3S signal with a length of $101 \times \beta$ chips is analyzed, and the CD3S signal is divided into 100 segments with a length of $2\beta$ chips and 50% overlap. The autocorrelation of the $k$th segment is expressed as

$$R_k^\tau = \frac{1}{2\beta} \sum_{n=0}^{2\beta-1} r(n) r(n-\tau)$$  \hspace{1cm} (48)

The second-order moment of autocorrelation is estimated by 100 segments as

$$\Phi(\tau) = \text{E} \left[ \left( R_k^\tau \right)^2 \right] = \frac{1}{100} \sum_{k=1}^{100} \left( R_k^\tau \right)^2$$  \hspace{1cm} (49)

Fig. 11 compares the second-order moment of autocorrelation of the four transmitted signals. In Fig. 11, SNR is set to 15dB and SJR is set to $+\infty$. Due to the periodicity of pilot signal and fixed chaotic sequence, obvious peaks appear in Fig. 11(a) and Fig. 11(b). In the PAS system, the pilot power is half of the transmission power, so the peak value in Fig. 11(a) is lower than that in Fig. 11(b). The transmitted signals in the semi-blind demodulation system and the BDCS-based system are aperiodic. Therefore, there is no obvious peak in Fig. 11(c) and Fig. 11(d).

To compare the anti-interception performance of the four transmitted signals more rigorously, Fig. 12 shows peak to average ratio (PAR) curves of $\Phi(\tau)$ based on SNR. To ensure resolution at low PAR values, the ordinate axis of Fig. 12 uses a logarithmic scale. In the PAS system and fixed CD3S system, the PAR of $\Phi(\tau)$ increases with the increase of SNR, which makes the transmitted signals easily intercepted. In the semi-blind demodulation system and BDCS-based system, the PAR of $\Phi(\tau)$ maintains a low value, which indicates that the transmitted signals in these two systems have stronger anti-interception capabilities.
C. COMPARISON OF BER PERFORMANCE

To compare the BER performance among PAS system, fixed CD3S system, semi-blind demodulation system, and BDCS-based system, Fig. 13 shows the BER curves of the four systems based on SNR. The generation of the four transmitted signals is shown in section V-B. In the PAS system, fixed CD3S system, and BDCS-based system, the received signal is demodulated by the corresponding locally synchronized chaotic sequence. Considering the Gaussian distribution of noise, the received signal is demodulated by UKF [24] in the semi-blind demodulation system, and we assume that the prior knowledge of noise power has been obtained.

In Fig. 13, the BER of the semi-blind demodulation system is much higher than that of the other three systems. The reason is that the receiver of the semi-blind demodulation system estimates the chaotic sequence from the received signal instead of directly generating the same local chaotic sequence as the transmitter. Reference [26] analyzed the mean square error (MSE) of chaotic sequence estimation. The MSE is equal to -20dB when $P_c/N_0 = 0dB$ (i.e., $S_{NR} = 30dB$ for $\beta = 1000$), and the MSE increases by 4dB whenever the $P_c/N_0$ decreases by 3dB [26]. In semi-blind demodulation system, the error of the chaotic sequence estimation results in the poor BER performance at low SNR. The advantage of semi-blind demodulation is that it does not require full knowledge of the chaotic system in transmitter. Due to this advantage, non-cooperative receiver can break the CD3S system by semi blind demodulation approach. The PAS approach, fixed CD3S approach, and BDCS-based approach generate the same chaotic sequence as the transmitter locally and require all knowledge of the chaotic system in transmitter, which are more suitable for cooperative receivers. If the knowledge of the chaotic system is not complete and accurate, these three approaches will not be able to demodulate the information due to the sensitivity of the chaotic system to initial values and parameters. The BER performance of PAS system is 3 dB lower than that of fixed CD3S system and BDCS-based system. The reason is that only half of the power is used to transmit message bits in the PAS system. The fixed CD3S system and the BDCS-based system have the best BER performance, their simulation values are consistent with the theoretical values in (46).

To analyze the influence of jamming on the BER, Fig. 14 shows the BER curves of the four systems based on the SJR. In order to analyze the influence of jamming separately, the SNR of each system is set to the value when their BER is equal to $10^{-4}$ in Fig. 13. Therefore, in Fig. 14, the SNR of the fixed CD3S system and BDCS-based system is set to 8.4dB, the SNR of the PAS system is set to 11.4dB, the SNR of the semi-blind demodulation system is set to 26dB. In Fig. 14, the BER of the semi-blind demodulation system is much higher than that of the other three systems. The BER of PAS system, fixed CD3S system and
BDCS-based system decreases to $10^{-4}$ with the increase of SJR. The BER performance of the PAS system is 3 dB lower than that of fixed CD3S system and BDCS-based system. The above phenomenon occurs for reasons similar to those in Fig. 13.

Fig. 13 shows that the BER of BDCS-based system is $5 \times 10^{-6}$ when $SNR = 10$dB, and the BER is $10^{-4}$ when $SNR = 8.4$dB. According to Fig. 9, when $SNR = 10$dB, $P_D$ equals to 0.966, and $P_F$ equals to 0.242. When $SNR = 8.4$dB, $P_D$ equals to 0.944, and $P_F$ equals to 0.329. Under low SNR conditions, the BDCS-based system has a BER performance not worse than the one corresponding with fixed CD3S system, but the false alarm probability and detection probability performance are relatively poor. The reason is that the local chaotic sequence has been aligned with the received signal in the demodulation stage, and the bit error will only occur when the sign of the correlator output changes. However, in the acquisition phase, when the local chaotic sequence is aligned with the received signal, there will be missed detection if the output of the correlator is less than the acquisition threshold. When the SNR is low, synchronization will take longer due to missed detections and false alarms. Using more correlators to perform parallel searches from different initial values can reduce the synchronization time, but the receiver structure will also be more complicated. Thus, it should be emphasized again that the proposed synchronization approach shows strong dependence on the values of SNR, providing a proper synchronization properties in terms of $P_D$ and $P_F$ only when $SNR > 20$dB.

VI. CONCLUSION

In order to construct a CD3S system with low intercept probability and anti-jamming capacity, the paper proposed a synchronization approach based on BDCS. In the approach, the transmitted signal is aperiodic, which ensures the anti-interception performance. The false alarm probability, the detection probability and the BER are analyzed theoretically. The local optimal acquisition threshold coefficient for synchronization is obtained approximately. Numerical simulations verified these theoretical analyses. Given the simulation conditions in this paper, the approximate solution to the local optimal acquisition threshold coefficient reduces the anti-noise and anti-jamming capacity of synchronization within 0.5dB, which indicates that the approximate solution is effective. The anti-interception performance and BER performance of the PAS system, fixed CD3S system, semi-blind demodulation system, and the proposed BDCS-based system were compared in this paper. Numerical simulation showed that the anti-interception performance and BER performance of the BDCS-based system are the best among the four systems under the conditions of proper synchronization achieved.

The proposed synchronization approach may only have $\beta/2$ chips aligned during correlation search, which limits the anti-noise and anti-jamming capacity of synchronization. The future research will improve the synchronization approach so that more chips can be aligned during correlation search. In addition, more complex channel environment will be considered in future research.
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