Observation of Light-Induced Dipole-Dipole Forces in Ultracold Atomic Gases
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We investigate an attractive force caused by light induced dipole-dipole interactions in freely expanding ultracold 87Rb atoms. This collective, light-triggered effect results in a self-confining potential with interesting features: it exhibits nonlocal properties, is attractive for both red and blue-detuned light fields and induces a remarkably strong force that depends on the gradient of the atomic density. The experimental data are discussed in the framework of a theoretical model based on a local-field approach for the light scattered by the atomic cloud.

I. INTRODUCTION

A single atom interacting with a laser beam will usually experience a combination of radiation pressure pushing the atom along the beam as well as a dipole- or gradient force pulling the particle towards regions of a local beam intensity extremum [1, 2]. In dense [3, 4] or periodically structured [5, 6] ensembles, the collective back-action of the atoms on the light field can lead to significant additional effects [10]. These include, for example, superradiance [11, 12], modifications of emission patterns [13, 14], or shifts of atomic resonance lines [15, 16]. A number of theoretical proposals have discussed how this collective interaction and the resulting forces can reshape atomic clouds [3, 7, 19, 22].

Here we report on the first observation of mechanical effects due to collective light-induced dipole-dipole (LI-DD) interactions without enhancement or selecting spatial mode structures by employing cavities [23, 26]. We show that a homogeneously illuminated cloud of ultracold atoms experiences a remarkably strong compressing potential for both red and blue-detuned light fields. The resulting LI-DD potential minimum is intrinsically tied to the atomic ensemble and can freely evolve in additional external potentials. These properties distinguish the LI-DD interaction from well known dipole forces or static dipole-dipole interaction in polar gases [32, 33].

Our experimental setup (see Fig. 1 and Ref. [35, 36] for more details) is optimized to produce elongated one-dimensional 87Rb quasi-condensates (1d-BECs) of typically \( N = (5 - 10) \times 10^5 \) atoms in the \( F = 1, m_F = -1 \) state, magnetically confined 60 μm below a gold coated atom chip [35, 37]. The 1d-BEC is prepared in the radial ground state of a magnetic trap with axial frequency \( \omega_z = 2 \pi \times 18.6 \) Hz and transverse frequency \( \omega_\perp = 2 \pi \times 2.96 \) kHz. In the trap, the atom density has an average Gaussian width of \( a_\perp = \sqrt{\hbar/\left(m \omega_\perp\right)} \approx 200 \) nm, with \( m \) the atomic mass of 87Rb. The length \( L \) of the 1d-BEC in the axial direction depends on the number of atoms, for \( N = 7000 \) atoms, \( L \approx 90 \) μm [38]. After switching off the magnetic trapping fields (in about 1 μs) the atoms fall for 44 ms time-of-flight (ToF) until they reach the detection region (Fig. 1(d)). There the atoms are imaged while passing through an on-resonant light sheet [39].

II. EXPERIMENTAL SYSTEM

Our experimental setup (see Fig. 1 and Ref. [35, 36] for more details) is optimized to produce elongated one-dimensional 87Rb quasi-condensates (1d-BECs) of typically \( N = (5 - 10) \times 10^5 \) atoms in the \( F = 1, m_F = -1 \) state, magnetically confined 60 μm below a gold coated atom chip [35, 37]. The 1d-BEC is prepared in the radial ground state of a magnetic trap with axial frequency \( \omega_z = 2 \pi \times 18.6 \) Hz and transverse frequency \( \omega_\perp = 2 \pi \times 2.96 \) kHz. In the trap, the atom density has an average Gaussian width of \( a_\perp = \sqrt{\hbar/\left(m \omega_\perp\right)} \approx 200 \) nm, with \( m \) the atomic mass of 87Rb. The length \( L \) of the 1d-BEC in the axial direction depends on the number of atoms, for \( N = 7000 \) atoms, \( L \approx 90 \) μm [38]. After switching off the magnetic trapping fields (in about 1 μs) the atoms fall for 44 ms time-of-flight (ToF) until they reach the detection region (Fig. 1(d)). There the atoms are imaged while passing through an on-resonant light sheet [39].

10 - 500 μs after switching off the magnetic trap, a 5 μs long laser pulse at various detunings and intensities is used to trigger the LI-DD interaction between the...
FIG. 1. (a) 3D Illustration of the experimental setup. A 1d-BEC is magnetically trapped below an atom chip. After releasing the atoms from the trap, they are illuminated with a spatially homogeneous laser pulse to induce the LI-DD interaction. The beam is aligned nearly parallel to the long (z) axis (see text). After 44 ms ToF the atomic cloud is imaged using a light sheet imaging system. (b) Sketch of experimental sequence: After switching off the trap, the 1d-BEC expands for 10 to 500 µs before being illuminated with a 5 µs long laser pulse. The LI-DD interaction causes the atomic cloud to contract in the transverse directions resulting in a reduced transverse width $\sigma_L$ compared to the width $\sigma_0$ without additional illumination of the freely expanding cloud. Averaged light sheet images with mean atom number $N = 6600(130)$ (c) without and (d) with illumination by the laser beam with blue detuned light ($\Delta = 100 \Gamma$) and intensity $I = 28.3(0.8) I_{\text{sat}}$ for 5 µs, 105 µs after trap release. The lines indicate the corresponding transverse density profile after integrating over the full extension of the 1d-BEC along the long z-axis. Note that the 1d-BEC expands mainly in the initially tightly confined transverse (radial) directions, resulting in an inverted aspect ratio of the cloud after 44 ms of flight in the light sheet image.

atoms. As the cloud expands rapidly in the transverse direction, changing the time delay between trap release and the laser pulse allows us to illuminate the sample at different mean atomic densities while keeping the total atom number constant. We choose a laser beam waist radius of $\sim 1 $ mm, much larger than the size of the expanding 1d-BEC, to ensure homogeneous illumination and prevent residual dipole forces. The full experimental sequence is illustrated in Fig. 1(b). The laser beam inducing the LI-DD interaction propagates nearly parallel to the axial direction of the 1d-BEC. To avoid reflections on the vacuum window and the gold coated surface of the atom chip back onto the atom cloud, the beam is aligned with a horizontal angle of $\sim 2^{\circ}$ and tilted downwards by 0.5°.

We probe the LI-DD interaction for mean atomic densities ranging from $260 - 3$ atoms/µm³, corresponding to free expansion times of the atomic cloud between 10 – 500 µs (see Fig. 3). The gravitational displacement of the cloud during the expansion amounts to less than 1 µm while its radius expands to less than 2 µm and remains much smaller than the waist of the laser beam.

A. Theoretical intuition

The concept of LI-DD interactions can be understood from two equivalent models: In a particle picture we first note that the well known radiation pressure and dipole forces arise from interaction between a single atom and an external light field. But particles immersed in a sufficiently large or dense cloud will also interact with light scattered by other atoms. This collective multiple scattering can be understood as an effective long-range particle-particle interaction.

Equivalently one can observe that atoms collectively reshape the incoming laser field through their refractive index and the resulting (local) electric field intensity gives rise to an effective atom-light potential [4–7]. This potential depends on the local as well as the integrated atomic density, see Eq. (9).

A gradient in the density thus leads to a gradient in the potential and results in a force on the atoms. As we will discuss in more detail in section IV this force turns out to be net attractive for both red and blue-detuned light fields.

Fig. 2 illustrates that for red-detuned light the 1d-BEC focuses the incoming laser beam as the refractive index and the resulting (local) electric field intensity gives rise to an effective atom-light potential [4–7]. This potential depends on the local as well as the integrated atomic density, see Eq. (9).

A gradient in the density thus leads to a gradient in the potential and results in a force on the atoms. As we will discuss in more detail in section IV this force turns out to be net attractive for both red and blue-detuned light fields.

Fig. 2 illustrates that for red-detuned light the 1d-BEC focuses the incoming laser beam as the refractive index increases with the particle density [19]. The resulting gradient in the light field pulls the atoms towards regions of higher particle density which leads to even stronger focusing of the light field. For high atomic densities, this self-focusing is counteracted by the repulsive s-wave scattering of the atoms and atom loss (discussed in Sec. III).

For blue-detuned light, we have the opposite process
leading to a similar effect: Here the refractive index drops below one and the cloud behaves like a divergent lens, pushing the light field away from the atoms. But for blue-detuned light, atoms are pulled towards regions of lower light intensity, such that they again accumulate in regions of high atomic density.

An essential difference between usual radiation forces and the LI-DD interaction is that the latter is an effective particle-particle interaction, mediated by scattered light. It does not trap atoms at a fixed position (for example, the focus of a laser beam), but draws them towards regions of maximum particle density. If the cloud is displaced, the LI-DD potential moves with it, as long as the atoms are (homogeneously) illuminated.

The arrows in Fig. 2e and f) indicate the LI-DD force as a negative gradient of the respective atom-light potential. Here, due to the elongated geometry the force acts mainly in the radial direction. We also note that the forces are not symmetric around the center of the atomic cloud in the axial direction, a feature of their nonlocal behaviour (see also discussion in the context of Fig. 5).
ties, the attractive LI-DD dynamics are still strongly influenced by the repulsive s-wave interaction between the atoms.

As explained in section IV, the LI-DD force depends on the gradient of the atomic density and linearly on the saturation parameter $s = \gamma I_{\text{sat}}$, with the saturation intensity $I_{\text{sat}} = 3.12 \text{ mW/cm}^2$, the decay rate $\Gamma = 2\pi \times 6.067 \text{ MHz}$ and the detuning between the atomic resonance and the laser frequency $\Delta = \omega_L - \omega_0$ (see Eq. (5)). Note that for similar parameters we observe a stronger compression for red than for blue-detuned light fields, cf. also Fig. 2(d). This effect can be explained intuitively by the fact that atoms “expel” blue detuned light fields from the regions of high atomic densities such that most particles are in regions of reduced intensity and weaker interaction.

For mean atomic densities lower than 50 atoms/μm$^3$ the compression due to LI-DD interactions is accompanied only by ~3% of single-photon scattering which is visible as a halo in the light sheet images (see Fig. 3(b) and appendix C). In this regime the experimental data are in good agreement with the numerical simulations based on the theoretical model discussed in Sec. IV for both red ($\Delta = -392\Gamma$) and blue ($\Delta = 100\Gamma$) detunings.

However, for dense atomic samples illuminated by intense beams, we see two additional effects: Firstly, we observe onsets of superradiance through groups of atoms that are spatially separated from the initial 1d-BEC by $\pm 2\hbar k$ and $\pm 4\hbar k$, see also Fig. C9(d). Atoms scattered to $-4\hbar k$ lie outside the light sheet imaging region.

Secondly we find that up to 18% of the atoms are missing from the light sheet images. This indicates that the lost atoms are either not on resonance with the light sheet (e.g. due to molecule formation) or they receive sufficient momentum to miss the imaging region after the
long ToF. This special atom loss depends linearly on the mean atomic density $\rho$ (see black triangles in Fig. 3(b)), thus indicating a 2-body collision loss process. We attribute it to light-assisted collisions [39]. Raman scattering into other magnetic or hyperfine sublevels of the $^{87}$Rb ground state can be ruled out, since these atoms would still appear in the light sheet images.

The observed atom loss is not part of the theory model discussed in section IV. In the numerical simulations we hence include a phenomenological term $-i\eta |\psi|^2$ accounting for the losses through a free parameter $\eta$ adjusted to reproduce the experimentally observed reduction of the atom number (cf. dashed line in Fig. 3(b)). As can be seen in Fig. 3(a), the inclusion of the observed atom losses in the simulations significantly reduces the gap between experiment and simulations for mean densities higher than 50 atoms/µm$^3$.

We also observe asymmetric detuning-dependent effects close to resonance. Fig. 4 shows the radial compression as a function of the detuning $\Delta$. While for red detunings the maximum is shifted in opposite direction, i.e. towards the beam source (cf. force arrows in Fig. 2(c) and (f)). This effect is less prominent for low atom density.

The observed features are in good agreement with numerical simulations including the finite temperature of the 1d-BEC (see appendix B). As discussed in Sec. II A the spatial dependence of the LI-DD force is determined by the (de-)focussing of the light field by the entire atomic cloud. The resulting inhomogeneous compression can thus be interpreted as a feature of the nonlocality of the LI-DD interaction.

![Figure 5](image)

**FIG. 5.** Relative transverse width $\sigma_L(z)/\sigma_0(z)$ as a function of the (axial) $z$-axis of the BEC (after ToF = 44 ms) with $\sigma_L(z)$ and without $\sigma_0(z)$ interaction with a 5 µs long laser pulse at a detuning of (a) $\Delta = -392\Gamma$, atom number $N = 7450(60)$, saturation $s = 319(11) \times 10^{-6}$, and (b) $\Delta = +100\Gamma$, $N = 6600(130)$, $s = 708(29) \times 10^{-6}$. The laser pulse propagates from left to right. The bullets (triangles) represent the measurements with the light pulse triggered after 105 (235) µs expansion time. The error bars depict the standard error of the mean obtained from 100 runs of the numerical simulation. An asymmetric compression of the transverse width along the axial direction of the BEC is clearly observable for different mean atomic densities $\rho$ at the start of the LI-DD interaction. This behavior arises due to the nonlocality of the LI-DD interaction.

for the ground-state atoms, [10]

$$i\hbar \partial_t \psi(r) = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_T(r) + U|\psi(r)|^2 \right) \psi(r) + \text{Re} \left[ \frac{|\mathbf{d} \cdot \mathbf{E}^+(r)|^2}{\hbar (\Delta + i\Gamma/2)} \right] \psi(r).$$

Here $V_T$ is the trapping potential which in our case is turned off before the interaction with the light field; $U = 4\pi \hbar^2 a_s/m$ with the $s$-wave scattering length $a_s$ gives the mean-field interaction. The term in the second row of Eq. (1) describes the action of the light field on the atoms and will later be called atom-light potential $V_{al}(r, \psi)$.

The level of approximation of the electric field $\mathbf{E}(r) = \mathbf{E}^+(r)e^{-i\omega_Lt} + c.c.$ determines which effects are included in the model: for example, assuming only a pure laser field, $\mathbf{E}^+(r) \rightarrow \mathbf{E}_L e^{ik_L \cdot r}$, gives an ensemble where each atom independently interacts with the laser.

Effective interactions between the atoms arise when we instead use the macroscopic electric field, $\mathbf{E}^+ \rightarrow \mathbf{E}_m$,
fulfilling the inhomogeneous wave equation

$$\nabla \times (\nabla \times E_m^+) + \frac{1}{\epsilon_0} \frac{1}{c^2} \partial_t^2 E_m^+ = -\frac{1}{\epsilon_0} \partial_t^2 P^+, \tag{2}$$

with the polarization density $P^+(r) = \varepsilon_0 \chi(r) E_m^+(r)$. Unfortunately most geometries do not allow for a simple analytic solution of Eq. (2), but with some simplifications it can be used to describe, for example, superradiance in perpendicularly pumped BECs [30]. Using the Green’s tensor [4, 42]

$$G(r) = \frac{1}{4\pi \varepsilon_0} \frac{e^{ikr}}{r^3} \left[ \frac{k^2 r^2 + ikr - 1}{r^2} - \frac{r \otimes r}{r^2} \right],$$

one can formally solve Eq. (2) for an incoming plane wave field $E_m e^{ik_0 r}$ to give

$$E_m^+(r) = E_m e^{ik_0 r} + \int d^3 r' G(r-r') P^+(r'). \tag{4}$$

Using a single-scattering (first Born) approximation we write $P^+ \approx -d \cdot (\delta E_m) e^{ik_0 r} |\psi|^2 / [\hbar(\Delta + i\Gamma/2)]$ in Eq. (4) and use the result in Eq. (1). Neglecting products of Green’s tensors one then arrives at an effective atom-light potential [3 – 20][22],

$$V_{al}(r, \psi) \approx \left( \frac{|\psi|^2}{\hbar(\Delta + i\Gamma/2)} \right) \left( 1 - \frac{3\Gamma}{2} \int d^3 r' G(r-r') |\psi(r')|^2 \right), \tag{5}$$

with a dimensionless interaction kernel $G$ defined via

$$d \cdot \left( \left[ G(r) + \frac{\delta(r)}{3\varepsilon_0} \right] \cdot d \right) e^{-ik_0 r} = \frac{k_0^2 |d|^2}{4\pi \varepsilon_0} G(r). \tag{6}$$

Here $k_0 = \omega_0 / c$ and $\Gamma = k_0^3 |d|^2 / (3\pi \varepsilon_0 \hbar)$ is the single-atom decay rate. The term $\delta(r)/3\varepsilon_0$ was added to cancel the self-interaction from Eq. (3).

The form given in Eq. (5) clearly separates the interaction between individual atoms and the incoming laser field from the effective LI-DD potential. It is also visible that LI-DD couplings are generally proportional to $\Delta^{-2}$ and scale linearly with the light intensity or atom number. But as we discuss in appendix A such a truncated model is only valid if the effects of multiple scattering between the atoms and the light field can be neglected, see Fig. A7.

To include effects of multiple scattering, which is significant at the atom densities used in our experiment, we use a different model in the present work. Since atoms actually interact with the local field we set $E^+ \rightarrow E_{loc}^+ = E_m^+ - P^+ / (3\varepsilon_0)$ in Eq. (1). While $E_m^+$ is still the macroscopic field solving Eq. (2), the polarization in Eqs. (2) or (4) is then proportional to the local field, $P^+ = -d (d \cdot E_{loc}^+) |\psi|^2 / [\hbar(\Delta + i\Gamma/2)]$ [43].

In the current experiment the incoming laser field is $\sigma^-$ polarized to drive the transition between the $F = 1, m_F = -1$ and $F' = 2, m_F' = -2$ states. Due to the elongated geometry of the cloud, light scattering in the forward and backward direction dominates the interaction. Since this scattering is polarization conserving we assume that the macroscopic field is also $\sigma^-$-polarized and parallel to the dipole vector $d = |d| e_d$. This allows us to neglect scattering to other internal states and leads directly to the scalar atomic polarizability, $\alpha = -\frac{|d|^2}{m(\Delta + i\Gamma/2)}$, and the susceptibility fulfilling the Clausius-Mossotti or, equivalently, Lorentz-Lorenz relation,

$$\chi(r) = \frac{|\psi(r)|^2 \alpha / \varepsilon_0}{1 - |\psi(r)|^2 \alpha / (3\varepsilon_0)}. \tag{7}$$

Approximating the incoming laser field as a plane wave of amplitude $\tilde{E}_L$, we can define the macroscopic field as $E_{loc}(r) := \tilde{E}_L \Theta(r) e_d$. The mode function $\Theta(r)$ is then obtained by solving the Helmholtz equation

$$(\nabla^2 + k_L^2 [1 + \chi(r)]) \Theta(r) = 0. \tag{8}$$

Introducing the Rabi frequency for the incoming field, $\hbar \Omega_L / 2 = -|d| \tilde{E}_L$, and the saturation for a single atom, $s(\Delta) = (|\Omega_L|^2 / 2) / (\Delta^2 + \Gamma^2 / 4)$, we can rewrite the atom-light potential $V_{al}(r) = \text{Re}[\alpha] |E_{loc}(r)|^2$ as

$$V_{al}(r) = -\frac{hs(\Delta)}{2} \left[ 1 + \alpha |\psi(r)|^2 / (3\varepsilon_0) \right] |\Theta(r)|^2. \tag{9}$$

In this form there is no obvious distinction between atoms coupling to the free laser field and the effective light-induced dipole-dipole interaction. The atoms collectively reshape the electromagnetic field and each atom then interacts with the resulting local field. We thus see that the particle density enters the potential both through the prefactor, but also indirectly (nonlocally) via the solution of Eq. (8) with the susceptibility given in Eq. (7).

Numerical simulations of Eq. (8) and the resulting atom-light potential for typical experimental parameters are shown in Fig. 2. The potential energy $V_{al}(r)$ has its minimum approximately at the center of the cloud and a steep radial gradient. Outside the cloud, the potential reaches the constant value for a single atom in a plane wave ($|\Theta| \rightarrow 1, |\psi|^2 \rightarrow 0$).

The short discussion here is mostly a qualitative explanation. Of course, the effective atom-light potentials given in Eqs. (5) and (9) can be derived rigorously [3 – 7][44][40]. Such a derivation shows that higher-order density correlations have to be neglected in order to obtain
Our numerical procedure starts with calculating the ground state of the 1d-BEC for a given atom number in the trap described in section [11] using a split-step method with imaginary time propagation. This state then evolves without a trap in three dimensions for up to 400 µs (cf. expansion time in Fig. [1]b)). During this time the average width of the 1d-BEC expands as σ(t) = σ(0)√1 + (ω⊥t)² [49].

Subsequently, light of a given saturation s and detuning ∆ is switched on for 5 µs. Calculating the atom-light potential (9) then requires solving the Helmholtz equation (6) for an inhomogeneous refractive index \( \sqrt{1 + \chi(r)} \). This is done using the Wavesim package by Osnabrugge et al. [50–52], which essentially gives an iterative solution to the integral equation for the electric field [4].

During the interaction time we thus use a split-step method to simulate the three dimensional evolution of Eq. (1) with the atom-light potential given in Eq. (9). The dimensionless function \( \Theta(r) \) is obtained using the Wavesim package and is repeatedly updated during the atom-light interaction to account for changes in the atomic density.

Once the light is switched off, the wave function evolves without external potentials for another 420 µs. At this stage, the cloud is dilute enough to ignore s-wave scattering and any further expansion is purely ballistic. The transverse width of the Fourier transform of this expanded state is thus used as a theory model for the experimentally measured width after ToF (cf. Fig. 6).

To calculate the z-dependent compression shown in Fig. 5 we simulate the full expansion up to 44 ms of ToF. Due to the long expansion time we further include thermal phase and density noise of the condensate during the ballistic expansion, details are given in appendix B.

Up to this point, the entire theoretical model is determined purely by the experimental settings and has no adjustable parameters. The model is sufficient to describe the collective dispersive coupling between the atoms and the light field, provided the densities are low enough to permit the use of the effective susceptibility in Eq. (7) [12]. Superradiant emission into ±2ℏk momentum states could be included by adding sufficient seed noise to the initial ground state [12].

As mentioned in Sec. IV the electrodynamical model of Sec. IV has to be supplemented to include the experimentally observed atom losses, which we attribute mainly to light-assisted collisions. Such losses decrease the pressure due to s-wave scattering and thus reduce the expansion rate of the cloud. Therefore this leads to a larger relative compression as compared to the expansion without losses.

We model these losses by adding a density-dependent phenomenological loss term \( V_{\text{loss}} = -i\eta |\psi|^2 \) to Eq. (1), the only free parameter of our model. This allows us to estimate the effect of particle loss on the radial compression from experimentally measured widths after ToF.

For the low densities of the present experiment, the possible corrections to the Lorentz-Lorenz relation are expected to be small [10]. Indeed, \(|\psi(r)|^2\alpha/\varepsilon_0 \sim 10^{-2}\) for typical densities and detunings. Additionally, in a quasi-condensate the long-range order breaks down due to thermal phase and density noise 17 18 (see also appendix B). However, higher order correlations might point the way to resolve the discrepancy between experiment and simulation observed for higher densities in Fig. 3.

The classical susceptibility from Eq. 7 12 10. Numerical simulations based on classical dipoles also show that the Lorentz-Lorenz (Clausius-Mossotti) model holds for thermal samples where the effect of correlation functions is smeared out 13 15.

**A. Numerical Modelling**

We model these losses by adding a density-dependent phenomenological loss term \( V_{\text{loss}} = -i\eta |\psi|^2 \) to Eq. (1), the only free parameter of our model. This allows us to estimate the effect of particle loss on the radial compress-
At high densities the repulsive s-wave interaction between the atoms counteracts the effects of the LI-DD interactions. Therefore, atom losses are the main cause for the observed compression at short expansion times, but play only a negligible role after long expansion times. At low densities the observed reduction of the transverse width is mainly an effect of LI-DD interactions.

V. CONCLUSION

In summary, we demonstrated that a freely expanding 1d-BEC illuminated homogeneously along its axial direction experiences a strong, compressing radial force. Our numerical simulations show that a conceptually simple theoretical model using a mean-field approach, which does however require significant computational resources, successfully describes the experimental results for densities \( \lesssim 50 \text{ atoms/}\mu\text{m}^3 \). At higher densities we observe strong atom loss, which we attribute to light-assisted collisions [39]. The discrepancy between simulation and experiment at higher density is mainly caused by this loss.

The observed spatial dependence of the compression can be explained as a result of focusing (or defocusing, depending on the sign of the detuning) of the laser light in the atomic cloud, which is a manifestation of the nonlocality of the LI-DD interaction in our experimental setup [19]. Illuminating the medium by many laser beams shining from different directions [22] or by light transmitted through a waveguide [24, 53, 54] would show further non-trivial aspects of the LI-DD interaction’s nonlocality, for example their ability to establish long-range correlations between ultracold atoms.

Spatially varying level shifts associated with collective atom-light interactions may not only provide an additional noise source for high-precision atomic quantum sensors, but also enable interesting options to be used as a tool. LI-DD interactions can give rise to an attractive 1/r inter-atomic potential, which allows to simulate and study “gravitational-like” interaction between highly delocalised (ultracold) quantum particles [22]. This interaction is in principle tunable over several orders of magnitude and could enable simulations of astrophysical scenarios [55] performed in quantum-controlled setups.

Since the LI-DD force is density dependent, expanding atomic clouds will be directed towards regions of higher density, a property which could be used for delta kick collimation [56, 57]. It is interesting to note that the LI-DD potential shows similar confinement strengths as used for trapping ultracold atomic gasses [31, 37].

In addition, the LI-DD interaction is an effective, compressing atom-atom potential with a shape self-consistently determined by the atom cloud which may open complementary techniques for coherent collective manipulation of atomic ensembles, e.g. by a pulsed optical grating [58].
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Appendix A: Estimates based on approximate dipole-dipole potential

In Eq. (5) we give a simplified potential for the atom-light interaction, which is based on a single-scattering (first Born) approximation for light propagation. Expressing the potential this way has the benefit that it clearly separates the coupling between the atoms and the incoming laser field from the effective dipole-dipole interaction, which is second order in the detuning. The nonlocal character of LI-DD interactions is visible from the convolution integral which shows that the interaction at point \( r \) depends on the density of the entire sample. This potential has been used to predict compression and density modulations in elongated BECs and effective \( 1/r \) potentials in specific geometries [20].

However it is clear that the perturbative approach for light propagation can only be valid at low particle densities where multiple scattering events can be neglected. At higher densities one has to switch to numerical simulations either in particle models [15] or solving the wave equation, as we did.

In Fig. A7 we show simulations based on the single-scattering potential (dashed lines) for the data presented also in Fig. 3. As expected, this approximation performs less favourably as compared to simulations using the more evolved approach given in Eq. (9) (solid lines). The simulations shown in Fig. A7 do not account for particle losses and therefore are at odds with the data for short expansion times (higher densities).

Appendix B: Inclusion of thermal expansion

The theory presented in Sec. IV and the simulations used for Figs. 2, 3, 4, and 6 assume a perfect condensate at temperature \( T = 0 \). However, in the present experiment with a large atom number in a 1d quasi-condensate, the experimentally estimated temperature is \( T = 135(10) \) nK (see Fig. B8).

The non-zero temperature of a 1d-BEC manifests itself in a phase and density-noise along the axial direction, \( \delta \phi(z) \) and \( \delta \rho(z) \). For short expansion times (approximately less than 1 ms) this noise has little effect on the evolution of the 1d-BEC, especially on the radial dynamics which we are mostly interested in.

But the phase and density noise associated with the finite temperature become relevant for the long-time expansion along the longitudinal direction. This is important when we want to compare simulation and experiment for the \( z \)-dependent compression \( \sigma_L(z)/\sigma_0(z) \) shown in Fig. 5. The experimental data is taken after a time of flight \( t_{ToF} = 44 \) ms.

To calculate the long-time expansion at \( T > 0 \) shown in Fig. 5 we therefore apply the following numerical procedure:

1. Calculate the in-trap phase and amplitude noise \( \delta \phi(z) \) and \( \delta \rho(z) \) for the given temperature and trap parameters. For an in-trap 1d-density
\[ \rho_{1D}(0, z) = \int dxdy |\psi(0, x, y, z)|^2 \] they are given by the Ornstein-Uhlenbeck processes \[ \frac{d}{dz} \delta \phi(z) = -\delta \phi(z)/\Lambda_\phi + g_\phi(z) \] \[ \frac{d}{dz} \delta \rho(z) = -\delta \rho(z)/\Lambda_\rho + g_\rho(z) \] with \( g_\phi, g_\rho \) being Gaussian random forces with zero mean while \( \langle g_\phi(z)g_\phi(z') \rangle = \kappa_T(z)\delta(z - z') \) and \( \langle g_\rho(z)g_\rho(z') \rangle = 4\kappa_T(z)^2\rho_{1D}^2(0, z)\delta(z - z') \) with \( \kappa_T(z) = mgk_B T/(\hbar^2\rho_{1D}(0, z)) \). The relaxation lengths are \( \Lambda_\rho(z) = \frac{\hbar}{2}(2m\hbar^2a_s\rho_{1D}(0, z))^{-1/2} \) and \( \Lambda_\phi \to \infty \) for our setup.

2. Simulate the expansion after trap release, the interaction with the light field and the subsequent expansion for another \( \sim 420\, \mu s \) for \( T = 0 \) as described in Sec. \[ \text{[III]} \] After this second expansion time the effects of s-wave scattering can be neglected and all further expansion is ballistic.

3. Step \([2]\) returns a wave function \( \psi(t_1, x, y, z) \) on a 3d grid with an approximately Gaussian transverse density of width \( \sigma(t_1, z) \). During the remaining time of flight the radial width expands from \( \sigma(t_1, z) \approx 2\, \mu m \) to \( \sigma(t_{ToF}, z) \approx 180\, \mu m \). To reduce the memory load we thus switch to a radially symmetric wave function with the radial grid chosen such that both \( \psi(t_1, r, z) \) and \( \psi(t_{ToF}, r, z) \) are well resolved.

4. Add the phase- and density noise calculated in step \([1]\) via

\[ \psi(t_1, r, z) = \sqrt{|\psi(t_1, r, z)|^2 + f_\perp(r, z) \delta \rho(z)} \times \exp[i\phi(t_1, r, z) + i\delta \phi(z)] , \] \[ \text{(B3)} \]

with \( \phi(t_1, r, z) = \text{arg} \psi(t_1, r, z) \) and a radial distribution \( f_\perp(r, z) \approx \exp(-r^2/[2\sigma^2(t_1, z)]) \).

5. The ballistic expansion of the wave function is performed in a single step via

\[ \psi(t_{ToF}, r, z) = \mathcal{F}^{-1}[e^{-i\hbar \frac{z^2 + z'^2}{2m}(t_{ToF} - t_1)} \times \mathcal{F} \left[ \psi(t_1, r, z) \right]] , \]

\[ \text{(B4)} \]

where \( \mathcal{F} \) describes a Fourier transform in \( z \) direction together with a Hankel transform \([54]\) in radial direction and \( q_z \) and \( q_r \) are the corresponding reciprocal grids.

6. The local widths after time of flight, \( \sigma(t_{ToF}, z) \), are then obtained by fitting a radial Gaussian at each position \( z \).

7. Steps \([3]\) to \([6]\) are typically repeated 100 times with different seed noise \( \delta \rho \) and \( \delta \phi \). The widths shown in Fig. \([5]\) are an average over these repetitions and additionally smoothed to account for the fact that the light sheet measurement is unable to resolve the density fluctuations seen in the simulations. The shaded areas in Fig. \([5]\) represent the standard deviation from the mean of these 100 repetitions.

A comparison between the simulated longitudinal density \( \rho_{1D}(t_{ToF}, z) \) to ToF and the measured data is given in Fig. \([8]\]. There we see that the simulation (blue curve) agrees well with the fitted profile for a condensate (red curve), the deviation arising from the thermal fraction missing in the simulation. The simulated density at the center appears to be too high, this could explain the discrepancy between simulation and measurement in the same region in Fig. \([8]\).

Arguably it would be more rigorous to include the phase and density noise along with a thermal fraction right from the beginning of the simulation (i.e. at trap release). In the LI-DD simulation this thermal noise would give rise to superradiance for certain parameters, mainly for dense atomic clouds (see \([III]\) in main text). But since such a rigorous simulation would add substantial numerical cost with little additional insight for the present experiment, this endeavour is postponed for the future work.

Another reason not to include the thermal noise from the very beginning was our intention to separate the effects of superradiance and LI-DD interactions in order to show that the latter causes the atomic cloud contraction regardless of the change of the momentum distribution in the longitudinal direction.

**Appendix C: Measurement of the saturation parameter \( s \)**

To measure the saturation parameter \( s \) of the laser pulse, the magnetic trap is switched off and a pulse of varying duration \( (0 - 200\, \mu s) \) is applied after \( 0.5\, \text{ms} \) expansion time. By this time the cloud radius has expanded by a factor \( \approx \sqrt{(1 + \omega_{\perp}^2t_{ToF}^2)} \approx 9.4 \) and the density is low enough such that the additional losses which we have attributed to light-assisted collisions are found to be negligible in the experiment. With this setting, the total signal in the light sheet remains constant for varying pulse durations while the signal from atoms remaining in the BEC (see Fig. \([C9]\) decays as \( S(t) = S(0) \exp(-Rt) \) with single-photon scattering rate \( R \approx 1/2π\sigma^2 \approx 10^{-4} \) for small \( s \). The saturation parameter \( s \) of the laser pulse is obtained by an exponential fit to the signal in the bulk BEC for varying pulse duration after \( 500\, \mu s \) expansion time. The calibration data was taken right before or after the corresponding data sets (shown in the main text) with identical detuning and intensity.
FIG. C9. Region of interests (ROI) for scattering rate measurement. Single shot image of a 1d-BEC after 44 ms time of flight without (a) and with (b) illumination with a 40 µs long laser pulse 500 µs after trap release. The data is recorded with mean atom number $N = 7450(60)$, $s = 319(11) \times 10^{-6}$ and $\Delta = -392 \Gamma$. The red lines indicate the ROI for the evaluation of the signal in the atom cloud (cf. Fig. 3). The laser beam is aligned parallel to the axial direction of the initial 1d-BEC and indicated by the yellow arrow. (c) & (d): Integrated longitudinal profile without (c) and with (d) illumination (logarithmic scale), each averaged over 5 repeats. Apart from the bulk BEC at $z = 0$, two additional side-peaks at $\Delta z \sim \pm 500 \mu m$ are visible. This is the signal from atoms that have gained a momentum $\hbar \Delta k = \Delta z / \tau_{\text{ToF}} \approx \pm 2 \hbar / \lambda = \pm 2 \hbar k_L$ along $z$ while interacting with the laser beam ($\lambda \approx 780$ nm). The peaks at $\Delta z \approx \pm 500 \mu m$, corresponding to $\Delta k \approx \pm 2k_L$, are due to superradiant emission, mostly in the forward direction. For $0 \leq k \leq 2k_L$ ordinary single-photon scattering is clearly visible.
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