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We consider a totally asymmetric simple exclusion process (TASEP) consisting of particles on a lattice that require binding by a “token” to move. Using a combination of theory and simulations, we address the following questions: (i) How token binding kinetics affects the current-density relation; (ii) How the current-density relation depends on the scarcity of tokens; (iii) How tokens propagate the effects of the locally-imposed disorder (such as a slow site) over the entire lattice; (iv) How a shared pool of tokens couples concurrent TASEPs running on multiple lattices; (v) How our results translate to TASEPs with open boundaries that exchange particles with the reservoir. Since real particle motion (including in systems that inspired the standard TASEP model, e.g., protein synthesis or movement of molecular motors) is often catalyzed, regulated, actuated, or otherwise mediated, the token-driven TASEP dynamics analyzed in this paper should allow for a better understanding of real systems and enable a closer match between TASEP theory and experimental observations.

I. INTRODUCTION

Out-of-equilibrium systems involve sustained currents of particles or energy. Totally asymmetric simple exclusion process (TASEP) is an archetypal example of non-equilibrium physics used to describe processes ranging from processive molecular systems to vehicular traffic. Motivated initially as a model of biopolymer synthesis [1,2], TASEP considers particles that move stochastically on a 1D lattice and obstruct each other’s movement by hard-core repulsion (exclusion). Total asymmetry of particle movement is an extreme case in which particles move exclusively in one direction.

In the basic TASEP formulation, particles hop forward on their own. Yet, real phenomena that motivate the TASEP model often require an external “movement-enabling” token to be present on the particle before the particle can attempt a hop. For example, during protein synthesis ribosomes move forward only when bound by specific proteins called translocation factors [3]. Myosin molecular motors similarly require binding of ATP, which provides the necessary energy for motion [4].

In these example cases and more generally, tokens can have distinct association and dissociation characteristics as they interact with the hopping particles. Sometimes, token-particle interactions can be fully accounted for by simple low-order chemical kinetics; alternatively, such kinetics can be more complicated, involving refractory periods or allostery. The effects of these complications, as well as other types of disorder on the lattice (e.g., a “slow site” on the lattice which impedes the particle current [5]), can be potentiated when the reservoir of tokens is finite, and thus the binding of a token to a particle depletes the pool of tokens available for other hopping particles. In line with these considerations, the first part of our paper is dedicated to elucidating the effects of token-particle interactions and token supply on the overall TASEP dynamics.

In the second part of the paper we focus on the fact that experimentally observable TASEPs are usually open systems. Particles or tokens are therefore exchanged with the environment and possibly shared between TASEP processes running concurrently on multiple lattices. To illustrate this point, we first consider two TASEPs on a ring with a shared finite pool of tokens; we show that coupling through the shared token pool can propagate fluctuations from one TASEP to another. We conclude our treatment by studying truly open TASEP processes that exchange particles with a reservoir via finite entry and exit rates.

This study uses token-driven TASEP as an example of how finite resources required for particle movement reshape the expected dynamics of stochastically progressing particles with steric exclusion. Our goal is to provide a theoretical compendium of possible token-driven TASEP model extensions and refinements, and analyze their impact in terms of macroscopic effects. We provide further motivating examples for various extensions in the corresponding sections, and return to the interpretation of results in the context of observable systems in the Discussion section.

II. TOKEN-DRIVEN TASEP ON A RING

We begin the analysis by studying the case of token-driven TASEP with periodic boundary conditions (Fig.1). As the system is closed, the number of particles on the lattice does not change. The average density of particles $\rho$ therefore becomes a control parameter that governs the current-density relation which we derive in what follows. For simplicity, we assume that particles occupy a single site on a lattice rather than extend over several sites. The lattice has $L$ sites in total, and in the assumed ring geometry, the $L$-th site connects to the first site.

In the standard TASEP (see note [6] on notation), in which particles hop forward with the rate $p$, the current-density relation reads

$$J = \rho(1 - \rho)p. \tag{1}$$

This relation can be derived by noting that the average cur-
token and 0 otherwise (and analogously for $\sigma_i$). These sub-populations of particles are constrained by $\rho_i = \sigma_i + v_i$ (for which $\rho = \langle \rho_i \rangle$). TASEP hopping dynamics, and the kinetics of binding and unbinding transitions, $\sigma_i \leftrightarrow v_i$. Since only a token-bound particle can hop forward, the equation for the current is

$$J_i = \langle p \sigma_i(1 - \sigma_{i+1}) \rangle.$$  

Let the tokens bind to and unbind from the particles with rates $k_+$ and $k_-$, respectively. When bound by a token, the particle moves forward with the rate $p$ if the next site is free. We additionally assume that the particle loses the token immediately after the hop: $v_i = 1 \rightarrow v_{i+1} = 0$ while $\sigma_i = 0 \rightarrow \sigma_{i+1} = 1$. In this section, we also assume an infinite pool of tokens, which ensures that binding and unbinding rates remain fixed.

Within this framework we can derive the mean-field expressions. We first estimate the $\langle v_i \rangle$ from dynamical equation for $v_i$:

$$\dot{v}_i = \sigma_i k_+ - v_i \left[ k_- + p \left( 1 - \rho_{i+1} \right) \right].$$

The first term accounts for token binding to unbound particles. The second term describes unbinding, either due to (i) particle hopping forward with rate $v_i p(1 - \rho_{i+1})$, or (ii) spontaneous unbinding with rate $v_i k_-$. Since $\sigma_i = p_i - v_i$, we solve the kinetic equation for the steady state. This leads to an approximate expression

$$\langle v_i \rangle \approx \frac{k_+ p}{k_- + p(1 - \rho) + k_+},$$

where we replaced $\rho_i$ with the average density $\rho$. $\langle v_i \rangle$ is density-dependent and approaches the Langmuir form $k_+/(k_+ + k_-)$ only as $\rho \rightarrow 1$.

We further determine the steady-state value of $\langle \sigma_i \rangle$. The dynamical equation reads:

$$\dot{\sigma}_i = k_- v_i + v_{i-1} (1 - \rho_i) p - k_+ \sigma_i,$$

where the terms correspond to token unbinding, particle hopping from site $i - 1$, and token binding, respectively. Noting that $v_i = \rho_i - \sigma_i$ and assuming $\rho = \rho \forall i$, $\sigma_i = \sigma \forall i$, we arrive to:

$$\langle \sigma_i \rangle \approx \frac{\rho \left[ k_- + p(1 - \rho) \right]}{k_- + k_+ + p(1 - \rho)}.$$  

By summing Eqs. (5) and (7), we can verify that the mean-field dynamics obeys the conservation of particles, i.e., $\langle \sigma \rangle + \langle v \rangle = p$.

Mean-field expression for the current [Eq. (3)] can be estimated by omitting the effects of correlations:

$$J_0 \approx p \langle v \rangle (1 - \rho) = p \langle v \rangle (1 - \rho),$$

where we replaced $\langle v \rangle$ with $\langle v \rangle$ due to translational invariance. With this expression in hand, we solve for the position of maximal current by setting $\dot{\sigma}_i J_0 = 0$:

$$\rho_{\text{max}} = \frac{k_- + k_+ + p - \sqrt{(k_- + k_+)(k_- + k_+ + p)}}{p},$$
which yields $\rho_{\text{max}} = 1/2$ when $k_+ \to \infty$, as expected for the standard TASEP with $J = \rho(1 - \rho)p$.

Alternatively, we can derive another current estimate by considering the typical time between hops for a randomly chosen particle [9]. In this scenario, the “refined” approximation for the current is:

$$J_1 = \bar{\tau}^{-1} \rho(1 - \rho),$$

where $\bar{\tau}$ is the typical waiting time for a given particle to move in the absence of exclusion. In Eq. (10), $\rho$ is the probability of finding any particle while $1 - \rho$ weights the effect of exclusion. In general, calculating $\bar{\tau}$ is equally challenging as is the exact evaluation of the current [Eq. (9)]. However, we can approximate $\bar{\tau}$ by considering a sequence of events that need to transpire for the particle to move, and the probability of each such event.

Estimation of the typical time $\bar{\tau}$ becomes considerably simpler if we assume that the hopping rate $\rho$ is high enough that as soon as the particle is bound, it will attempt jumping forward. Combined with a separate assumption that $k_- < k_+$, it becomes unlikely that the particle, once bound, would undergo several binding-unbinding events. Under these assumptions the typical waiting time for a given particle reads:

$$\bar{\tau} \approx \frac{\langle v \rangle}{\rho p} + \left(1 - \frac{\langle v \rangle}{\rho}\right) \left(1 + \frac{1}{k_+} + \frac{1}{\rho}\right).$$

The first term describes the hopping of a particle forward when bound (weighted by the conditional probability of being bound given the particle at the site, $\langle v \rangle/\rho$), while the second term describes the events where the particle is first unbound (with conditional probability $1 - \langle v \rangle/\rho$), upon which it acquires a token and hops forward. The resulting current estimate combines into:

$$J_1 \approx \frac{\rho k_+ \rho}{\rho(p + k_+ - \langle v \rangle) \rho(1 - \rho)} =$$

$$= \frac{\rho k_+ \rho}{\rho(p + k_+) - \rho k_+ \rho/p(1 - \rho) + k_+ \rho(1 - \rho)}.$$

The prefactor in Eq. (12) captures the deviation from the standard TASEP relation [Eq. (1)].

We compare these theoretical predictions to stochastic TASEP simulations. In simulations, we varied the density $\rho$ and estimated the current (see Appendix A) for different $k_+$ and $k_-$ (Fig. 2). We first confirm that in the limit $k_+ \to \infty$, we recover the standard density-current relation [Eq. (1)], which is correctly predicted by the simple mean-field [Eq. (6)] and the refined model [Eq. (10)]. However, if rates $k_+, k_-$ are lowered, the kinetics of token binding causes $J/\rho$ to deviate away from the standard shape. The simple model correctly predicts the general direction of skewing, but fails to describe the relation quantitatively, while the refined model performs significantly better. We further find that these simulation results are consistent across different lengths of the lattice $L$ (see Appendix B).

Altering the kinetic rates breaks the symmetry in the current-density relation: the maximum of $J(\rho)$ starts to skew towards higher densities ($\rho > 0.5$). Intuitively, the increased likelihood of token binding at higher particle density increases the effective progression rate. This reasoning is, however, valid only if the token pool is infinite, i.e., when the rates of binding remain constant and independent of the number of already bound tokens.

### B. Finite pool of tokens

We next consider the case where the number of tokens available for binding is finite (Fig. 3). We model this situation as follows:

$$\varepsilon_i = \sigma_i \left( \frac{N_0 - \langle v \rangle L}{N_0} \right) k_+ - v_i \left[ k_- + p(1 - \rho_i) \right] =$$

$$= \sigma_i (1 - \langle v \rangle \varphi) k_+ - v_i \left[ k_- + p(1 - \rho_i) \right],$$

where $N_0$ is the total number of tokens. The term $(N_0 - \langle v \rangle L)/N_0 = (1 - \langle v \rangle \varphi)$ determines the fraction of free tokens relative to the total pool $N_0$; we call $\varphi = L/N_0$ the “token scarcity” (Fig. 3). When $\varphi = 0$, token binding does not deplete the pool of free tokens and we recover the infinite token case [Eq. (4)]. Increasing $\varphi$ towards 1 brings us to the situation where there is exactly one token per lattice site, while $\varphi \to \infty$ completely depletes the free tokens. In steady state we find:

$$\langle v \rangle_h \approx \frac{2k_+ \rho}{\Psi \sqrt{\Psi^2 - 4k_+^2 \rho \varphi}}$$

with $\Psi = k_+ \left( \rho p + 1 \right) + k_- \left( 1 - \rho \right) p$. 
where the solution with the positive sign yields a physically realistic result. We recover Eq. (5) as \( \varphi \to 0 \).

For unbound particles,\[ \dot{\sigma}_i = k_-v_i + v_{i-1}(1 - \rho) - k_\sigma \sigma_i (1 - \varphi(v)) \] (15) yields, in steady state,\[ \langle \sigma \rangle \approx \frac{2\gamma}{\Delta \pm \sqrt{\Delta^2 - 4\phi k_\sigma \gamma}}, \] (16)

where \( \Delta = k_+ + \rho(1 - \rho) + k_\sigma (1 - \varphi \rho) \) and \( \gamma = -\rho [k_- + \rho(1 - \rho)] \). Only the negative-sign solution is physically realistic. From Eq. (14) we recognize that \( \Psi^2 - 4k_\sigma \rho \varphi = \Delta^2 - 4\phi k_\sigma \gamma \), which helps us confirm that particles are conserved, \( \langle \sigma \rangle + \langle \nu \rangle = \rho \).

Mean-field approximation for the current [Eq. (8)] remains the same, but the refined model [Eq. (10)] requires a modification. Since the binding rates depend on the abundance of free tokens, the typical waiting time must be altered:\[ \tilde{\tau} = \frac{\langle v \rangle}{\rho \rho} + \left( 1 - \frac{\langle v \rangle}{\rho} \right) \left( \frac{1}{k_\sigma (1 - \varphi(v))} \right) = \frac{1}{\rho} + \frac{\rho - \langle v \rangle}{\rho k_\sigma (1 - \varphi(v))} \] (17)

Plugging this expression for \( \tilde{\tau} \) into Eq. (10) yields an approximate expression for the current which takes into account the limited token pool (see Appendix for the exact expression):\[ J_1 \approx \frac{(1 - \varphi(v)) \rho k_\sigma \rho}{\rho(\rho - \langle v \rangle) + k_\sigma (1 - \varphi(v)) \rho(1 - \rho)}. \] (18)

This expression allows us to predict the current as a function \( J(\rho, \varphi) \), as shown in Fig. 3. The degree of token scarcity \( \varphi \) profoundly affects the current-density relation. As \( \varphi \) increases beyond 1, we note that the maximal current is reached at lower densities. Importantly, this inverts the behavior we have observed for an infinite token pool, where the maximal current occurs at \( \rho > 0.5 \). Token scarcity is less limiting if tokens that bind are likely to bind to particles that are free to hop, thus favoring low particle density. On the other hand, lowering the density too far reduces the overall current as well. This tradeoff causes the current to peak at a location determined by \( k_\sigma, k_- \), and by the availability of tokens. Our analytical expression correctly predicts the qualitative changes in the maximal \( J(\rho) \) as a function of \( \varphi \). We also show that for \( k_\sigma = 0.1 \) and \( k_- = 0.02 \) these results largely do not depend on the lattice length (see Appendix E).

When tokens are abundant, \( \rho \sim 0 \), both limits \( k_\sigma \to 0 \), \( k_- \to \infty \) give a symmetric current-density relation [Fig. 3]. To understand the behavior at low \( k_\sigma \), we expand Eq. (18) into a series around \( k_\sigma = 0 \), which yields \( J \approx k_\sigma \rho(1 - \rho) \). This equation is the same as for the standard TASEP, when the hopping rate \( \rho \) is replaced by the binding rate \( k_- \). Intuitively, when all rates are much higher than \( k_- \), any particle bound by a token (a process limited by \( k_- \)) will hop forward. Thus, we can quickly estimate the maximal current at low binding rates: \( J_{\text{max}} \approx k_-/4 \), which we can verify by inspecting Figs. 2 and 3. In the remainder of this paper, we focus on binding parameters outside of the two limiting \( k_\sigma \) regimes.

**C. Token-retention and the refractory scenarios**

We now focus on the situation in which tokens do not instantly detach from the particle after the particle makes a hop. For example, a “loaded” token could bind reversibly to a particle, actuate the movement of the particle (becoming “unloaded” or spent in the process) and then remain bound on the particle in an “unloaded” state until it unbinds (Fig. 4a). When tokens are “unloaded”, they can detach with a characteristic rate \( k_{\text{off}} \) from particles but cannot re-load; re-loading is only possible by returning to the token pool. In this “token-retention” scenario, tokens remain bound to the particles after the latter have hopped forward, thereby acting as a sponge that sequesters free tokens.

Alternatively, the particles lose the token immediately after making a hop, upon which they enter into a state where they are forbidden from binding a new token for a typical time \( \tau_r = 1/k_- \) (\( k_- \) is the exit rate from refractory state). We call this scenario "refractory" (Fig. 4b), in analogy to similar phenomena seen in neurons or pacemaker cells in the heart; there, cells can only fire a new spike after a sufficient time has passed from the previous spike. Since the tokens return back to the pool immediately after a particle’s forward hop, the-
FIG. 4. Token-retention and refractory scenarios. (a) Token-retention scenario: Tokens in a loaded state (green circles) bind reversibly to the particle (squares). If a particle progresses by making a hop, its token unloads in the process (red circles), and later unbinds with a rate $k_{\text{off}}$ that can differ from $k_{\text{on}}$. Upon detaching, tokens enter into the token pool and reload. (b) Refractory scenario: As in (a), tokens bind to the particles reversibly. Upon progression, particles lose the token and enter into a refractory period of characteristic duration $\tau_r = 1/k_r$. (c) Impact of token-retention and refractory scenarios on the current-density relation for different degrees of token scarcity $\phi$. Left column: current (gray scale) for a token-retention TASEP for different degrees of token scarcity $\phi$ (top: abundant tokens, $\phi \approx 0.78$; bottom: scarce tokens, $\phi \approx 14.38$). Right column: same as left, but for refractory TASEP. When tokens are abundant and $\phi \to 0$, the behavior of the two scenarios is qualitatively the same, differences emerge as $\phi$ increases beyond 1. Token-retention scenario leads to the depletion of the token pool for low values of $k_{\text{off}}$, while the refractory scenario does not. Decreasing $k_r$ transiently increases the current at a given density in the refractory scenario but not for the retention scenario (see arrows). Results obtained for $k_+ = 0.1$ and $k_- = 0.02$. (d) As in (c), but for model results.

Token-retention scenario is expected to impact the TASEP dynamics in a different manner to the token retention scenario.

1. Token-retention scenario

To analyze the effects of token retention on the current-density relation, we consider two populations of tokens: those bound in a loaded state before the hop $\langle v \rangle$ and those bound in an unloaded state after the hop $\langle b \rangle$. The higher the abundance of tokens in either state, the fewer free tokens remain in the pool to facilitate the movement of unbound particles. The dynamics of $v$ obeys:

$$
\dot{v} = \sigma \left( \frac{N_0 - L(\langle v \rangle + \langle b \rangle)}{N_0} \right) k_+ - v \left[ k_- + \rho (1 - \rho) \right] = \\
= \sigma \left[ 1 - \phi(\langle v \rangle + \langle b \rangle) \right] k_+ - v \left[ k_- + \rho (1 - \rho) \right]. \quad (19)
$$

We note that when $L(\langle v \rangle + \langle b \rangle)/N_0 = \phi(\langle v \rangle + \langle b \rangle) = 1$, the binding of tokens to particles ceases.

Because $\rho = \langle \sigma \rangle + \langle v \rangle + \langle b \rangle$, we can express $\langle b \rangle$ as function of $\langle v \rangle$ by solving

$$
\dot{b} = \sigma \rho (1 - \rho) - k_{\text{off}} b, \quad (20)
$$

where $k_{\text{off}}$ is the rate of token unbinding after a particle hop. The steady-state solution reads:

$$
\langle b \rangle \approx \frac{\rho (1 - \rho)}{k_{\text{off}}} \langle v \rangle, \quad (21)
$$

which allows us to write $\langle \sigma \rangle = \rho - \langle v \rangle \left[ 1 + \rho (1 - \rho) / k_{\text{off}} \right]$. Plugging this expression into Eq. (19) allows us to derive the steady-state solution for $v$:

$$
\langle v \rangle \approx \frac{2 \rho k_+}{\Psi_{\text{off}}} \left[ \Psi_{\text{off}} - 4 k_r^2 \phi \theta^2 \rho \right] \rho,
$$

where $\theta = 1 + \rho (1 - \rho) / k_{\text{off}}$. We verify that in the limit $k_{\text{off}} \to \infty$ Eq. (22) becomes Eq. (14), since this limit corresponds to instantaneous token unbinding after the particle hop. For $\phi \to 0$, we obtain the expression for $v$ that resembles Eq. (5), but with a rescaled $k_+ \to k_+ \theta$.

In the retention scenario, we can derive a refined approximation for the current, following Eq. (10). To this end, we need an updated expression for the "typical waiting time", $\bar{\tau}$, which now sums over three contributions (particles bound and ready to hop forward, particles unbound, or particles bound by a token in unloaded state):

$$
\bar{\tau} \approx \frac{\langle v \rangle}{\rho \sigma} + \frac{\sigma}{\rho} \left[ \frac{1}{k_+ (1 - \phi \langle v \rangle)} + \frac{1}{\rho} \right] + \\
+ \frac{1}{\rho} \left[ \frac{b}{k_{\text{off}}} + \frac{1}{k_- (1 - \phi \langle v \rangle)} + \frac{1}{\rho} \right]. \quad (23)
$$

Since $\sigma = \rho - \theta v$ and $b = v(\theta - 1)$, we recover Eq. (17) as $\theta \to 1$, as expected.

2. Refractory period scenario

In this scenario, we partition the particles into unbound ($\sigma$), bound ($v$), and those in a refractory state ($z$). The overall
density equals \( \rho = \langle \sigma \rangle + \langle v \rangle + \langle z \rangle \). We first focus on particles in the refractory state:

\[
\begin{align*}
\dot{z} &= v \rho (1 - \rho) - k_r z, \\
\langle z \rangle &\approx \frac{\rho (1 - \rho)}{k_r} \langle v \rangle .
\end{align*}
\] (24, 25)

In Eq. (24), the first term corresponds to particles entering into the refractory state by hopping forward, while the negative term describes the particles leaving the refractory state with a characteristic rate \( k_r \). As \( k_r \to \infty \), \( \langle z \rangle \to 0 \), as expected.

Using Eq. (25) we rewrite the equation for the overall density as \( \rho = \langle \sigma \rangle + \langle v \rangle [1 + \rho (1 - \rho)/k_r] \), which we use to find the steady state for the differential equation for \( v \):

\[
\dot{v} = \sigma (1 - \varphi v) k_+ - v [k_- + \rho (1 - \rho)] .
\] (26)

We find:

\[
\langle v \rangle \approx \frac{2 \rho k_+}{\Psi_r + \sqrt{\Psi_r^2 - 4 k_+^2 \varphi \Omega \rho}}
\] (27)

with \( \Psi_r = k_+ (\rho \varphi + \Omega) + k_- (1 - \rho) \rho \),

where \( \Omega = 1 + \rho (1 - \rho)/k_r \). Because \( \lim_{k_r \to \infty} \Omega = 1 \), Eq. (27) transforms into Eq. (14) which is valid for the finite token pool with the instant release of tokens upon particle progression. In the limit of infinite tokens, \( \varphi \to 0 \), the expression for \( \mathcal{v} \) is similar to Eq. (5) in which \( k_+ \to k_+ \Omega \). We finally find the “typical waiting time” which we can use in the refined estimate for the current [Eq. (10)]:

\[
\tau \approx \frac{\langle v \rangle}{p \rho} + \frac{1}{\rho} \left[ \frac{1}{k_+ (1 - \varphi \langle v \rangle)} + \frac{1}{p} \right] + \frac{z}{k_r} \left[ \frac{1}{k_+ (1 - \varphi \langle v \rangle)} + \frac{1}{p} \right] .
\] (28)

This estimate for \( \tau \) is only slightly different from Eq. (23); note the absence of the weighing factor \( \theta \) in the binding terms.

3. Simulation results and analytical approximations

We compare the analytical approximations for the current based on \( \tau \) for both scenarios [Eqs. (23, 28)] to the stochastic simulations in Fig. 4d. For both scenarios we observe a good qualitative match. Firstly, the models correctly predict that there is no difference between both scenarios when \( \varphi \to 0 \): the particles are unable to bind new tokens either due to being bound by an unloaded token or due to being in refractory state—neither state has an effect on the abundance of tokens when those are present in infinite number. Secondly, the model correctly predicts qualitative difference for \( \varphi \gg 1 \): maximal current for a given \( k_+/k_r \) moves towards lower or higher densities for token-retention or refractory scenarios, respectively. Thus, for scarce tokens, higher current is achieved at higher densities if particles exhibit a refractory period.

D. Effects of a slow-site on token-driven TASEP

We consider a TASEP on a ring containing a single slow site where the particle hopping rate is locally reduced by a barrier factor \( r \leq 1 \), i.e., \( p \to pr \). If \( r = 0 \), particles cease to progress through the site, while for \( r = 1 \) there is no slow site. Even though the disorder in the lattice is local, the slow site alters the dynamics of the particle progression globally and can thereby substantially affect the average current.

In large systems of self-actuated particles, the density profile separates into two distinct spatial segments: the segment of high density (\( \rho_h \)) before the slow site and the segment of low density (\( \rho_l \)) after the slow site [3]. These segments are separated by a shock front. How does this picture, derived within the standard TASEP framework, change for the token-
driven TASEP?

We simulate token-driven TASEP with a barrier between the first and the last site of the lattice, i.e., the hopping rate of the token-bound particle from \( i = L \) to \( i = 1 \) is \( \rho r \). Simulations show that the density profile indeed breaks into two segments with different densities separated by a shock front. We define \( 0 \leq \xi \leq 1 \) as a relative size of low-density segment; correspondingly, \( (1-\xi) \) is the size of the high density segment. The value for \( \xi \) must fulfill \( \rho = \rho_h (1-\xi) + \rho_l \xi \).

Within the mean-field approximation, we assume that the average currents in the bulk of either segment and over the slow site are equal; current further has to satisfy Eq. (8). These assumptions yield, respectively:

\[
\langle v \rangle_h (1-\rho_h) = \langle v \rangle_l (1-\rho_l), \tag{29} \\
r(\langle v \rangle_h (1-\rho_h) = \langle v \rangle_l (1-\rho_l), \tag{30}
\]

where the subscripts denote the segments. Combining the two equations yields \( \rho_l = 1 - (1-\rho_h)/r \), which can be rewritten in terms of \( \xi \) as \( \rho_l = (\rho - \rho_l \xi)/(1-\xi) \), leading to:

\[
\rho_l = \frac{(1-\xi)(r-1) + \rho}{r(1-\xi) + \xi}, \tag{31} \\
\rho_h = \frac{r \rho - \xi (r-1)}{r(1-\xi) + \xi}. \tag{32}
\]

By considering \( r \to 1 \), we obtain \( \rho_h = \rho_l = \rho \) and \( \xi \) remains arbitrary. In contrast, \( r \to 0 \) results in \( \rho_h = 1 \), from which we see that \( \xi = 1 - \rho \): particles condense onto a segment of length \( L \rho \) sites at the maximal attainable density of 1.

We next look at the intermediate cases that interpolate between the intuitive limits. Since forward hopping depends on the density within a segment, the kinetic equations will be different for either segment:

\[
\begin{align*}
\dot{\nu}_h &= k_+ \sigma_h [1 - \varphi (\xi \nu_l + (1-\xi) \nu_h)] - \\
&- \nu_h [k_- + \rho (1-\rho_h)], \\
\dot{\nu}_l &= k_+ \sigma_l [1 - \varphi (\xi \nu_l + (1-\xi) \nu_h)] - \\
&- \nu_l [k_- + \rho (1-\rho_l)], \tag{33}
\end{align*}
\]

where the effects at the segment interface have been neglected. In steady state, Eqs. (33) and (34) yield

\[
\langle v \rangle_{j,k} \approx \frac{2k_+ \rho_j}{\Psi_j' \pm \sqrt{\Psi_j'^2 - 4k_+^2 \rho_j \varphi_j'}} \tag{35}
\]

with \( \Psi_j' = k_+ \rho (\varphi_j' + 1) + k_- (1 - \rho_j) \rho \), which is analogous to Eq. (14). Differences between the low- and high-density segment arise from \( \rho_j \) [Eqs. (31, 32)] and \( \varphi_j' \):

\[
\begin{align*}
\varphi_h' &= \varphi \left[ 1 - \xi \right] \left( 1 - r \right), \\
\varphi_l' &= \varphi \left[ 1 - \xi \right] \left( 1 - r \right) / r, \tag{36} \\
\end{align*}
\]

where, as expected, \( \varphi'_h = r \varphi'_l \). By combining Eqs. (31, 32), Eqs. (36, 37) and Eq. (35), we can obtain the equation for the shock front position \( \xi \).

The shock-front equation is not suitable for analytical treatment, but we can solve it using numerical methods (Fig. 6). The solutions agree qualitatively with the simulations, especially for \( \rho < 1/2 \). Specifically, our approximation correctly predicts the shift of the shock front towards the slow site as token scarcity \( \varphi \) increases. Additionally, for \( r \to 1 \) the separation between the segments disappears. For the standard TASEP, the shock front exists if \( |\rho - 1/2| < (1-r)/2(1+r) \) as per Ref. [5]. This relation does not correctly describe the disappearance of the shock front in our case (see, for instance, Fig 6 where \( \rho \approx 0.54 \) and \( r = 0.6 \)). The difference arises because the token-dependent current is lower compared to the standard TASEP, which makes the hopping barrier at the slow site less perturbing. Our approximation cannot account for the finite sharpness of the transition between low- and high-density segments; this would require an explicit account of correlations, which is beyond the mean-field regime.

This example demonstrates that the finite token pool acts as an effective coupling medium through which particles across the whole lattice feel each other. The kinetics of token-particle (un)binding interacts differentially with the low- and high-density segments, so as to shift the balance which determines the shock front position, in deviation from the standard TASEP.
tokens becomes limiting.

To obtain analytical insight, we examine the dynamics of $M$ competing TASEPs whose kinetic terms depend on the availability of free tokens in the shared pool:

$$
\dot{v}_{i,j} = \sigma_i \left( \frac{N_0 - \sum_j^M L_j \langle \nu \rangle_j}{N_0} \right) k_{+,j} - \nu_{i,j} \left[ k_{-,j} + p_j (1 - \rho_{i+1,j}) \right] - \nu_{i,j} \left[ k_{-,j} + p_j (1 - \rho_{i+1,j}) \right],
$$

where $j$ indexes different TASEP processes, $i$ indexes the sites of a given TASEP, $\nu = L/N_0$, and $\ell_j = L_j/L$ is relative length. This general formulation allows for different binding kinetics across TASEPs (as noted by indices of $k_{+,j}, k_{-,j}$) as well as different hopping rates $p_j$. For tractability and comparison to the simulations, we now simplify to $M = 2$ and $L_j = L$ (i.e., $\ell_j = 1$) for $j = 1, 2$.

We note that for $j' \neq j$ the Eq. (38) is linear in $\langle \nu \rangle_j$, if we assume steady state ($\dot{v}_{i,j} = 0$). This allows us to express $\langle \nu \rangle_2$ as a function of $\langle \nu \rangle_1$:

$$
\langle \nu \rangle_2 = \frac{(\rho_1 - \langle \nu \rangle_1)(1 - \varphi \langle \nu \rangle_1)k_{+,1} - \langle \nu \rangle_1 \left[ k_{-,1} + p_1 (1 - \rho_1) \right]}{k_{+,1}\varphi(\rho_1 - \langle \nu \rangle_1)},
$$

assuming translation invariance. This equation can be inserted into Eq. (38) for $j = 2$, yielding an equation for $\langle \nu \rangle_1$ that can be solved numerically. The qualitative predictions of the model match the simulations well (Fig. 7b, right): we recover the independence of the two TASEPs and the high skew of current-density relations at $\varphi \ll 1$, as well as the prominent shift of peak current to lower density at $\varphi \gg 1$. The numerical exploration of this approximative framework for multiple TASEPs is possible, but beyond the scope of this article.

### E. Competing TASEPs

What happens when two TASEP processes share a common pool of tokens? In the slow-site case, the shared pool of tokens coupled the two segments of different density on the same lattice; in this case, the shared pool will couple separate TASEP processes of different density. The increased fraction of token-bound particles on one TASEP is then expected to limit the availability of free tokens and in turn reduce the binding of the tokens on the other TASEPs.

We simulate a pair of TASEPs of the same length $L$ with periodic boundary conditions and a shared token pool (Fig. 7a). We vary the density of particles on both lattices ($\rho_1$ and $\rho_2$) at different levels of token scarcity $\varphi$ to examine how the current-density relation in one TASEP may be affected by the density of the other TASEP (Fig. 7a, left).

When tokens are abundant ($\varphi \ll 1$), the current-density relation of the first TASEP, $J_1(\rho_1)$, remains independent of the density of particles on the second TASEP, $\rho_2$, as expected. When tokens are scarce ($\varphi > 1$), in contrast, the current-density relation of the first TASEP is affected profoundly by $\rho_2$. Increasing density $\rho_2$ causes the maximal current of the first TASEP to occur at lower densities $\rho_1$, as the pool of free

### F. Oscillations in kinetic rates and the propagation of fluctuations in coupled TASEPs

In complex dynamical systems, coupling can do much more than just shift the steady-state operating point or induce a change in the average current-density relation. Pertinent examples include the emergent synchrony in phase-coupled oscillators or the propagation of temporal fluctuations through neural networks. Here we ask if the indirect coupling between two concurrently running TASEP processes through a shared token pool is strong enough to propagate (oscillatory) current fluctuations from one TASEP to the other (Fig. 8a). To this end, we first explore the response of a single TASEP to an oscillation in one of its kinetic rates, the hopping rate $p_j$. 

```
FIG. 7. Two competing TASEPs coupled by a finite shared token pool. (a) Schematic showing the competition of particles on two TASEPs for token binding, which depends on the density of unbound particles on either lattice. (b) Current of the first TASEP, $J_1$ (grayscale), as a function of particle densities ($\rho_1, \rho_2$) on both TASEPs. Simulations (left) and the model (right) compare the results when tokens are abundant (top, $\varphi = 0.01$) and when they are scarce (bottom, $\varphi = 3.36$). Kinetic rates are fixed at $k_+ = 0.1$ and $k_- = 0.02$.
```
steady state determined by the average hopping rate.

In the adiabatic limit—where \( J(\rho(t)) \) depends on the instantaneous hopping rate—the average current should be independent of the exact frequency of oscillations. To see this clearly, we first recall that the probability density function of hopping rates is \( \eta(p) = 1/\pi [p_0^2 - (p - p_0)^2]^{1/2} \), symmetric around \( p_0 \) and independent of \( f_d \), the same as for the classical oscillator. To calculate the average current, we evaluate \( \int_{p_0}^{2p_0} J_1(p) \eta(p) dp \), avoiding any explicit time integration. Since the hopping rate enters into the current-density relations non-linearly [Eqs. (14) and (18)], the average current \( J \neq J(\rho) \), as per Jensen inequality. Thus, in the adiabatic limit, the average current will be different from the one observed for \( f_d = 0 \) even though the average hopping rate remains the same.

We recorded particle hop profiles time-locked to the oscillatory driving across replicate simulation runs (Fig. 8). When averaged over multiple runs to suppress stochasticity (see Appendix A), the oscillating current component emerges clearly (Fig. 8a). Interestingly, even though the hopping-rate oscillations are harmonic, the current response shows an increase that is steeper than the decrease. For slowly oscillating drive shown in Figs. 8b and c, the current exhibits hysteresis in its phase portrait (Fig. 8d). This effect, likely a sign of deviation from true adiabaticity, could be caused by token rearrangements during periods when hops are infrequent.

How does the time-averaged current depend on the driving frequency \( f_d \) and on the token scarcity \( \varphi \)? First, irrespective of the driving frequency, the time-averaged current in a driven TASEP stays below the current of a non-driven TASEP with a matched average hopping rate (consistent with the adiabatic expectation; Fig. 8). Second, we observe an interesting behavior of the average current on the driving frequency: the current increases with frequency from the adiabatic limit towards the non-driven current value as the noisy limit is approached; but instead of increasing monotonically as expected, the current reaches a peak and then decreases for very high frequencies. The location and magnitude of this deviation from our intuitive expectation in the noisy limit depend on the degree of token scarcity \( \varphi \) (Fig. 8), and are likely related to the increased importance of particle correlations on the lattice that our reasoning has neglected. Further, characteristic time \( \tau \) [Eq. (17)] is not a good predictor for the of the peak frequency shown in Fig. 8f. One could speculate that the \( f_{\text{max}} \approx 1/\tau \), but for \( \varphi \approx 0.22, 12.92, \) and 35.94 (colored lines in Fig. 8), we obtain \( 1/\tau \approx 0.10, 0.09, \) and 0.07, underestimating the true peak frequencies. We speculate that \( f_{\text{max}} \) is actually not directly related to the inverse of \( \tau \), but is rather related to the (inverse) autocorrelation time of the system; this analysis, while interesting, is beyond the scope of the present paper.

2. Propagation of oscillations in coupled TASEPs

We now consider a “driven” TASEP whose hopping rate \( \rho_1 \) is harmonically oscillating (as above), and which is sharing a finite token pool with another, “responding” TASEP (Fig. 9).
FIG. 9. Current oscillations in the driven and the responding TASEP. (a) Two TASEPs share a common finite token pool. The hopping rate \( \rho_2 \) of the driven TASEP (left) oscillates in time. What is the current dynamics in the responding TASEP (right)? (b) Typical hopping profiles, as in Fig. 5, here shown separately for the driven and the responding TASEP. Simulation data is for \( \rho_1, \rho_2 = 0.5, \varphi = 4 \), and \( f_d = 1/10 \). (c) Top: Oscillations in \( \rho_1 \) for guidance. Bottom: Current time traces averaged over \( 10^3 \) simulation runs, discretized at \( \Delta t = 1/2 \). Colors match the TASEPs in (a); note different vertical scales for each trace.

with a constant hopping rate \( \rho_2 = \rho_0 \). We seek the frequency signature of harmonically oscillating \( \rho_1 \) in the current power spectrum of the responding TASEP.

Certain limits can be intuited. If tokens are abundant (\( \varphi \sim 0 \)), there is no coupling and oscillations cannot propagate from the driven to the responding TASEP. If tokens are very scarce (\( \varphi \gg 1 \)), the systems are totally dominated by stochastic token binding effects. Between the two limits we expect a regime where oscillations can propagate efficiently. We also expect the individual densities of particles (\( \rho_{1,2} \)) to influence the degree of coupling. We explore these dependencies by simulations, where we let the two TASEPs reach steady state by simulating them initially at fixed hopping rates before turning on harmonic driving.

Figure 9b shows typical hopping profiles of the driven and the responding TASEP. An average over simulation replicates clearly reveals that the current of the responding TASEP closely follows the oscillations in the hopping rate on the driven TASEP in anti-phase (Fig. 9c), albeit with a smaller amplitude.

We next vary the driving frequency \( f_d \) and the token scarcity \( \varphi \). Figure 10 shows the power \( \langle |J(k)|^2 \rangle \) in different frequency components for the driven and the responding TASEP: the Fourier transform of the current is defined as \( J(k) = \sum_{n=0}^{N-1} \exp(-2\pi i kn/N) J(n) \) where \( k \) denotes the discrete Fourier component, and \( n \) is the sequential (time) index for the averaged current time trace. The driven TASEP contains a strong oscillatory component that monotonously decreases with increasing token scarcity \( \varphi \); when tokens are too scarce, stochastic token-particle binding events are rare and limiting enough so that a coherent current response is suppressed. The presence of higher harmonics in driven TASEP is expected since the current waveform deviates in shape from a perfect sinusoid (Fig. 3).

The frequency response of the responding TASEP closely aligns with our intuitive expectations: for either \( \varphi \to 0 \) or \( \varphi \to \infty \), the oscillations are not transmitted from the driven TASEP, but the coupling is effective at intermediate values for \( \varphi \), as revealed by excess spectral power at the driving frequency.

\[ \varphi = \text{very scarce (agate from the driven to the responding TASEP. If tokens (scales for each trace.} \]

\[ \alpha = \text{maximal oscillatory response} \]

\[ \lambda = \text{fraction of variance} \]

\[ \Delta t = 1/2 \]

\[ \rho_1, \rho_2 = 0.5, \varphi = 4, \]

\[ f_d = 1/10 \]

\[ \varphi \]

\[ \lambda(f_d) \]

\[ \alpha = 0.4 \]

\[ \alpha = 1.0 \]

\[ \alpha = 2.0 \]

\[ \varphi = 4 \]

\[ \varphi = 1 \]

\[ \varphi \to 0 \]

\[ \varphi \to \infty \]
quency and its overtones.

To investigate the strength of the transmitted fluctuations, we compute the fraction of the current variance in the responding TASEP that is explained by Fourier components at the driving frequency and its multiples. Since biased variance \( \sigma^2 \propto \sum_{k \in 0} |J(k)|^2 \), we define the degree of explained oscillation variance as

\[
\lambda(f_d) = \frac{\sum_{k_d} |J(k)|^2}{\sum_{k \in 0} |J(k)|^2},
\]

where \( k_d = f_d, 2 \times f_d, 3 \times f_d, \ldots \) are multiples of the driving frequency. Because the driving frequency might not exactly correspond to a single discrete Fourier component due to sampling artifacts, the numerator of Eq. (40) includes the closest discrete approximation to the driving frequency as well as the two nearest frequency components.

Figure 10 shows the efficiency of harmonic coupling between the two TASEPs as a function of token scarcity \( \varphi \) and the driving frequency \( f_d \), evaluated for two choices of particle density. The low driving frequencies transmit better (adiabatic limit), while the high frequency transmission through the shared token pool is damped.

The coupling also depends on the density of particles on TASEP lattices, because higher density of particles sequesters more tokens from the finite pool. We expect that if the densities of particles on the TASEPs are low and thus the fraction of free tokens is high, we should be closer to the infinite token pool scenario that does not couple the TASEP effectively. In the other extreme, as the densities of particles on TASEPs tend to 1, exclusion rather than token binding dominates the ability to hop, which should again limit the TASEP coupling.

These heuristic considerations imply that the transmission of oscillations will be limited to the regime where (i) the particle densities are sufficiently high to support significant removal of tokens from the pool yet not so high as to obstruct hopping; (ii) token scarcity is sufficiently high such that the binding affects the free pool yet not so high that rare stochastic binding effects dominate behavior. These considerations are confirmed by simulations (Fig. 10), where we consequently observe that higher particle densities move the maximal oscillatory response towards lower \( \varphi \) and vice versa.

Taken together, this and the preceding section demonstrate that even weak and rather indirect coupling through the pool of shared finite resources can propagate fluctuations (or signals) between two processes that we might otherwise be tempted to analyze independently.

III. OPEN-BOUNDARY TOKEN-DRIVEN TASEP

Previous section focused on systems with a fixed number of particles. By considering the system with open boundaries (Fig. 11b), the density ceases to be a control parameter, because it becomes dependent on the rates of entry (\( \alpha \)), hopping (\( \rho \)), and exit (\( \beta \)). In the standard formulation, the open-boundary TASEP exhibits three phases: low density, high density, and maximum current phase (Fig. 11b). In the low density (LD) phase, the entry rate determines the density, while in the high density (HD) phase, the current and the density are determined by the exit rate. In a maximum current (MC) phase the density becomes independent of entry and exit rates.

A. Extremal current principle

We construct the phase diagram of the open-boundary TASEP using an extremal principle [10–12]. This approach is useful as it connects the current-density relations of a closed system from previous sections to the open-boundary TASEP. We imagine that the open system connects two virtual reservoirs at the opposite ends of the lattice. These two reservoirs, one in front of the first site and one after the last site, have densities \( \rho_0 \) and \( \rho_{L+1} \), respectively. While the hopping rate \( p \) is kept the same for the particles exiting and entering the reservoirs, the densities \( \rho_0 \) and \( \rho_{L+1} \) are tuned such that the particles enter and exit the system with rates \( \alpha \) and \( \beta \), respectively.

In general, the current derived from the extremal principle is defined by extrema within the interval bounded by the densities of the boundary reservoirs:

\[
J = \begin{cases} 
\max J(\rho) & \text{for } \rho_{L+1} < \rho < \rho_0, \\
\min J(\rho) & \text{for } \rho_0 < \rho < \rho_{L+1}.
\end{cases}
\]

While the expression depends on the boundary reservoir densities \( \rho_0 \) and \( \rho_{L+1} \), there is no direct way of fixing these densities in advance. A profound consequence of the extremal principle is that the phase diagram will retain the number of distinct phases if the number of extrema in the \( J(\rho) \) stays the same. We can heuristically understand the extremal current principle as if the TASEP were trying to maximize the particle flow from the pool with the highest density towards the one with the lower. If the latter is on the side towards which the particles are moving, the current will be minimized within the interval defined by the densities of the boundary reservoirs. Below we use the extremal current principle to derive the phase diagram of the standard TASEP, as it will guide our subsequent derivation for the token-driven case.

The continuity equation \( \nabla \cdot J = -\partial_t \rho \) in the steady state requires that \( \nabla \cdot J = 0 \). Therefore, at the boundaries, this condition gives:

\[
0 = \alpha(1 - \sigma_1) - J_{1-2}
\]
\[
0 = J_{L-1-L} - \beta(\sigma_L)
\]

for the entry and exit boundaries, respectively. Current-density relations established for TASEP with periodic boundary conditions imitate the current in open systems in the thermodynamic limit of large \( L \). For the standard TASEP, we assume that \( J_{1-2} \approx \rho_0 \) where we assumed \( \rho_1 \approx \rho_{L+1} \). Assuming this slow variation in density, we posit \( \rho_0 \approx \rho_1 \) and \( \rho_L \approx \rho_{L+1} \), which leads to \( \rho_0 = \alpha/p \) and \( \rho_{L+1} = 1 - \beta/p \).
We use the extremal current principle combined with the mean field approximation for the current-density relation [Eqs. (5) and (8)]. Condition $\nabla \cdot J = 0$ at both ends of the lattice leads to:

$$\alpha (1 - \rho_0) = \frac{k_+ \rho_0}{k_- + p(1 - \rho_0) + k_+} (1 - \rho_0), \quad (44)$$

$$\beta \rho_{L+1} = \frac{k_+ \rho_{L+1}}{k_- + p(1 - \rho_{L+1}) + k_+} (1 - \rho_{L+1}), \quad (45)$$

where we assumed again that $\rho_0 \approx \rho_1$ and $\rho_1 \approx \rho_{L+1}$ as well as that the steady-state result for $\langle n \rangle$ in Eq. (3) is valid if we replace $\rho$ with $\rho_0$ or $\rho_{L+1}$, respectively.

Boundary reservoirs consequently have the following den-
As a sanity check, we note that as \(k_+ \to \infty\), we obtain \(\rho_0 = \alpha/p\) and \(\rho_{L+1} = 1 - \beta/p\), the reservoir densities of the standard TASEP. Together with the expression for \(\rho_{\text{max}}\) [Eq. (9)], we can now estimate different regions of the phase diagram, at least for \(k_+ \gg \beta\). Unfortunately, Eq. (17) has a first-order pole at \(\beta = k_+\), suggesting that the phase behavior could be unstable, since the boundary reservoir density \(\rho_{L+1}\) changes sign when \(\beta\) passes through the pole.

To deal with this inconvenience, we turn our attention to the refined model for the current [Eq. (12)], which we combine with Eqs. (42) and (43) to get the boundary densities \(\rho_0\) and \(\rho_{L+1}\):

\[
\rho_0 = \frac{k_+ p \left( \alpha + \hat{k} \right) + p^2 \left( \alpha + k_+ \right)}{2 k_+ p^2} - \frac{\sqrt{p^2 \left( \delta^2 - 4 \alpha k_+ \left( p \hat{k} + k_+ \hat{k} + p^2 \right) \right)}}{2 k_+ p^2},
\]

\[
\rho_{L+1} = \frac{-\beta (k_+ + p) - k_+ (\hat{k} + 2 p)}{2 k_+ p} + \frac{\sqrt{k_+^2 (\beta + \hat{k})^2 + 2 \beta (\beta + \hat{k}) k_+ p + \beta^2 p^2}}{2 k_+ p},
\]

where \(\hat{k} = k_+ + k_-\) and \(\delta = \alpha (k_+ + p) + k_+ (\hat{k} + p)\). Equation (48), in contrast to Eq. (47), does not have any poles when \(\beta\) increases. Together with the extremal current principle, it provides us with a broadly applicable approximation for the open-boundary TASEP which we explore in the rest of the section.

We first check that the reservoir density expressions recover \(\rho_0 = \alpha/p\) and \(\rho_{L+1} = 1 - \beta/p\) in the limit \(k_+ \to \infty\), as expected for the standard TASEP. It is also possible to compute a closed-form expression for the density resulting in maximal current, providing all the necessary ingredients to evaluate the phase diagram. Comparison with simulations reveals a very good match [Fig. 12].

Our analytical approximations correctly predict the continuous change in the current as well as abrupt jumps in density as \(\alpha\) or \(\beta\) increase [Fig. 13]. Specifically, the approximations correctly predict transition lines at which the phase changes as a function of entry or exit rates, confirming that the refined mean-field theory can explain parameter regimes supporting each of the three accessible phases.

C. Finite pool of tokens

A finite token pool had a far-reaching impact on the current-density relation for the system with periodic boundary conditions: maximal current was reached at lower densities compared to the standard TASEP as token scarcity increased, \(\varphi \gg 1\). With the extremal current principle and the current-density relations [Eq. (15)], we can predict the structure of the phase diagram for the token-driven TASEP with a finite token pool.

We simulate TASEP for different values of token scarcity, \(\varphi\). For \(\varphi < 1\), the model correctly describes both current and density as functions of \(\alpha\) and \(\beta\) and retains the structure largely similar to the one for the infinite tokens case. Yet, when \(\varphi > 1\), the model fails to correctly describe the current [Fig. 14]. The current does not increase monotonically with \(\alpha\) at a given \(\beta\) (as it does for an open TASEP for \(\varphi \to 0\)), but rather experiences a sharp decrease from a maximum towards a plateau at a lower value.

The abrupt change in current becomes even more apparent when we study cross-sections at fixed \(\beta\) for different \(\varphi\) [Appendix C, Fig. 19]. While the model correctly predicts \(\alpha\)
at which the phase transition occurs, if fails to predict the lower current plateau whose height depends on $\beta$. Additionally, the model predicts monotonic changes in current, which only seems to hold for $\phi < 1$, but not for $\phi > 1$—the model does not predict the drop in the current around phase transition line (Fig. 14a). The deviations likely originate due to the long-reaching correlations within the dense traffic in the $\alpha$-independent phase, which the mean-field does not capture properly.

D. Spontaneous particle drop-off

To expand on the token-driven open-boundary TASEP framework, we consider the case where the unbound particles can spontaneously drop off the lattice with rate $k_d$ (Fig. 15). This setting is a limiting case of the model where particles enter and exit the lattice at its ends, as well as attach and detach in its bulk [16]. Reference [16] demonstrates that such intra-lattice exchange of particles supports non-trivial density profiles, where high- and low-density regions coexist and are separated by transition region, similar to density phases coexistence in systems with local defects (Ref. [5] and Sec. IID). Bulk particle exchange rates differ from other rates discussed previously, because the impact of bulk particle exchange processes will depend on the system size $L$.

Here, we focus on the case where particles enter the lattice only at the beginning but can detach either in the bulk or at the end. A moderate amount of “drop-off” ($(i.e.,$ detachment in the bulk of the lattice) could reduce the density on the lattice, thus improving the utilization of the finite token pool and counteracting traffic jams due to stuck particles waiting for their tokens. Clearly, excessively high drop-off rates (or a very long lattice, $i.e., L \to \infty$ at constant $k_d$) would completely decimate the likelihood of particles ever reaching the end of the lattice, so we envision the existence of an optimal drop-off rate that maximizes the current. This is what we explore next.

We set $\beta \gg p, \alpha, k_d$ to reduce the likelihood of congestion at the end of the lattice. We use simulations to compute the current and the completion rate (Fig. 15). Since the density varies across the lattice, the current also changes from site to site (see Appendix F). Therefore, we define current here as an average across the whole lattice, whereas the completion rate is the particle current from the last lattice site (typically lower than the average current). For abundant tokens, we observe that spontaneous drop-off has mild effects unless $k_d$ is increased sufficiently, after which the current and completion rate gradually decrease. For scarce tokens, in contrast, the current and completion rate exhibit a non-monotonic behavior as $k_d$ increases at a fixed $\alpha$: there exists an optimal $k_d(\alpha)$ that maximizes the current and the completion rate, as we expected. We further show that if the drop-off parameter $k_d$ is scaled inversely with the lattice length $L$, the results shown in Fig. 15 remain robust and are representative of the thermodynamic limit $L \to \infty$ (see Appendix F).

IV. DISCUSSION

We performed an extensive study of token-driven TASEP and its many variants. We used a combination of mean-field models, to establish intuitions and limits, and simulations, to compute exact results. Here we highlight several interesting links between the studied TASEP variants and the experimentally observed systems.

Real and optimal regimes of TASEP function. Stochasticity intrinsic to TASEP means that TASEPs generally do not reach the maximal current achievable by particles hopping in perfect synchrony. This holds true for the standard as well as the token-driven TASEP. It is interesting to speculate whether there exist passive or active driving and control mechanisms that would approach such maximal possible current. These mechanisms could either be agnostic about the global state of the TASEP, as with periodic driving, or could include feedback that would couple any controlled TASEP rate (e.g., of hopping) to the instantaneous current. While periodic driving of the hopping rate that we explored in this paper yielded currents strictly lower than the equivalent constant hopping rate, this need not be the case for other driving protocols. A broad open question of biological relevance would thus concern plausible schemes to maximize the current at finite TASEP resources: by means of time-dependent driving to synchronize particle hops, by means of dynamic entry rate control to prevent traffic jams, or by means of spontaneous particle drop-off to dissolve token-sequestering
accumulation of particles on the lattice. Alternatively, instead of asking “What is optimal?” we could ask “Where in the TASEP phase diagram do we find natural systems?” Cells, for instance, react to environmental changes by altering the abundance of components involved in protein synthesis [17–19]; concretely, bacteria regulate the quantities of translation factors and ribosomes in synchrony [18, 20–23]. What are the consequences of such regulatory and feedback schemes? Are they an indication that evolution optimized a particular aspect of TASEP performance, and if so, which one? Much remains to be done at the interface between optimization approaches and inference from data [24], especially in biological TASEP contexts.

Details of token-particle interactions matter when tokens are scarce. Current can be substantially different if we consider the baseline scenario, or its refractory or token-retention modifications. For instance, during the elongation cycle of translation, ribosomes pass through several sub-steps, only one of which (translation) involves the movement of the ribosome by a single site [3]. This is because, prior to translocation, decoding and peptide bond formation must occur, which together constitute a “refractory period.” Molecular motors, on the other hand, require ATP hydrolysis (into ADP) to occur, before ADP can detach and be recycled. Here, we can consider ATP/ADP to be the required token which exists in either the “loaded” (ATP) or the “unloaded” (ADP) states. The molecular motor is therefore an example of the token-retention scenario [4]. Further everyday life examples abound. During software development, a developer (i.e., a token) undertakes a task (i.e., a particle waiting to hop forward) to submit a solution, which requires approval by the supervisor before going into production (i.e., a particle waiting in a refractory period). Meanwhile, the developer can already work on another task. Alternatively, a bureaucrat (again, a token) awards themselves a coffee after each processed application (a particle). The bureaucrat thus remains unavailable (i.e., token-retention state) for starting a new application, thereby increasing the overall completion times. Our analysis suggests that in all these micro- or macroscopic cases, it is beneficial to release the tokens from the particle as soon as possible when tokens are limiting, even if that means that the task must temporarily remain in the refractory state.

Further examples of TASEP extensions. First, we considered the impact of a single slow site on the token-driven TASEP density profile and its current. In cells, ribosomes may encounter transcripts that contain rare codons—i.e., codons whose complementary tRNA is present at low concentrations—making the passage of the ribosome across this “barrier” slow [25]. In vehicular or pedestrian traffic, a crossroad, a traffic light, or a tollbooth can cause a similar bottleneck that leads to the build-up of traffic congestion in front of the barrier. Second, bacterial cells also provide an example of how $10^2 - 10^4$ simultaneously-translating ribosomes can become coupled as they compete for the limited pool of shared translation factors [26]. Third, the messenger RNAs (mRNAs) in the bacterium E. coli can also be interpreted as competing for a pool of $5 - 75 \times 10^4$ particles (ribosomes) [19], only a fraction of which are available for binding while the rest are busy with translation. This consideration has been explored by Greulich et al. [27], who showed that the common pool of particles couples TASEP’s through initiation rates that depend on the availability of free particles. A unified, fully-stochastic framework (going beyond the mean-field [28]) which would combine token-driven open TASEP with finite pools of tokens as well as particles would elucidate how all these constraints jointly shape the TASEP dynamics.

Consequences of abrupt current changes in open TASEP. In case of finite token pool for an open-boundary TASEP, the model predictions deviate from the observed abrupt drop in current upon crossing the critical value for the entry rate (Figs. [14,19]). It is interesting to speculate about the impact of such abrupt current changes for naturally occurring token-driven TASEPs. For ribosomes engaged in protein synthesis, where $\alpha$ corresponds to the regulated rate of initiation, such an abrupt drop could pose a challenge. Our analysis suggests that a regulatory scheme based on controlling $\alpha$ would either lose regulatory power as $\alpha$ approached the transition point, or could lead to the paradoxical situation where the current would decrease with increasing $\alpha$. A more involved analysis (Appendix [D]) demonstrates that it is possible to suppress the development of abrupt current drops, but can only at the expense of lower maximal current.

Extended particles. Several extensions of the framework would further improve its relevance for the understanding of experimentally accessible systems. The token-driven movement of ribosomes during protein synthesis proceeds in discrete steps while the ribosome footprint extends over $\approx 8.33$ sites on the mRNA “lattice” [29,30]. Mean-field descriptions of this process [12,28,31] should be complemented by a detailed exact or simulation-based treatment.

Consequences of observed TASEP heterogeneity. Quantitative contact with data will require us to depart from the stylized assumptions of toy models and work out the regime of highly heterogeneous TASEPs. This naturally leads towards a statistical mechanics of TASEP ensembles that is very relevant for biological systems. For example, different mRNAs in living cells have different initiation rates determined by the biophysical details of ribosome recruitment [32]. With the availability of detailed data describing the whole distribution of ribosomes across different mRNAs, these rates of initiation and elongation can be inferred [33]. How such inferred heterogeneity interacts with the dynamics of TASEPs coupled through a shared token pool remains to be understood.

Experimental tests. Applications of TASEP to biological systems are well suited for experimental verification. The reconstituted in vitro systems of biopolymer synthesis (e.g., transcription-translation systems) are increasingly advanced and well-controlled in terms of their constituents. These advances enable targeted experiments to assess the effects of tokens on TASEP dynamics, specifically, to relate our theoretical framework to defined biochemical parameters. For example, by titrating the abundance of translation factors and measuring the resulting rate of protein synthesis and the density of ribosome traffic, we could directly relate our theoretical results to experimental data. Such in vitro experiments
would directly connect to studies in which translation factors are titrated in vivo, either individually [28, 34, 35] or in combination [28], to isolate the role of natural physiological and cellular context.
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Appendix A: Details of stochastic simulations

We implemented a Gillespie algorithm [36] to simulate TASEP systems. For a given state of the system, the algorithm computes all kinetic rates, \( r_i \). Summing-up these rates yields a total rate \( R = \sum r_i \), from which we calculate the time after which an event will happen. This time is given as \( \tau = -\log(\xi)/R \), where \( \xi \) is a random number drawn from a uniform distribution between 0 and 1. The probability for \( i \)-th event to transpire is weighted as \( w_i = r_i/R \). This scheme allows for an efficient and exact simulation of stochastic processes.

Baseline results reported in this paper are computed for the lattice length \( L = 200 \). For specific cases, we examined the effects of the lattice size (see Appendix A). We deployed simulations to run in parallel on a computer cluster, and allow simulations to run until \( 10^6 \) particle hops or \( 10^5 \) iterations (occurrence of any event) transpired, whichever happened first. For periodic boundary conditions, we distributed particles randomly (without bound tokens) onto the lattice at the initiation. In an open boundary case, we initiated simulations with empty lattices, and let the simulation run until first particle reached the end of the lattice. We let the simulations run until \( 2.5 \times 10^7 \) events transpired before we started recording the density and counting forward hops.

Due to non-uniform discretization of time arising from Gillespie algorithm, we calculate—when applicable—averages weighted by the length of time intervals between iterations. To evaluate the current, we counted all forward hops and divided the total by the elapsed time. We normalized the count by the length of the lattice.

For studies of oscillatory behavior, we averaged the current time trace over \( 10^3 \) runs. We initially let the TASEPs equilibrate while keeping \( p_1 = p_2 \). After \( 10^3 \) steps, hopping rate \( p_1 \) began changing with time. We simplified this part of simulation by assuming that \( \tau < 1/f_s \), i.e., oscillations in \( p_1 \) are much slower than a typical time between events. This way \( p_1 \approx p_2 (1 + \sin f_s T_k) \), where \( T_k = \sum_{i=0}^{k-1} r_i \) for \( k \)-th step and \( r_i \) is a Gillespie-calculated event time. To fulfill Nyquist criterion, we calculated running average of the current over intervals \( \Delta T = 1/2f_{\text{max}} \), where \( f_{\text{max}} \) is the highest oscillation frequency. We concluded each simulation run when time exceeded \( 10^3 \). This time suffices that even the slowest oscillations undergoes 100 periods. We normalized all currents per lattice site.

We programmed simulations and analyzed the simulation results in Python (3.8.5), using libraries numpy (1.19.2), scipy (1.5), and matplotlib (3.4.2), while we used Mathematica (11.3) for analytical calculations.

Appendix B: Impact of lattice size on the current-density relations

We further verified the impact of the lattice size on the current-density relations. As examples, we chose the cases with periodic boundary conditions with infinite and finite tokens. We further chose the case of open TASEP with spontaneous drop-off as an example in which we expect the lattice length to profoundly affect the dynamics. In the former cases we left the rates the same for all \( L \), while in the latter we rescaled the drop-off rate by length. Specifically, this required \( \dot{k}_d = k_d \times (200/L) \), where 200 is the baseline lattice length used to report the main results in this paper.

For all cases, we scaled the sampling with the length of the lattice (e.g., for twice-longer lattice, twice as many equilibration iterations, particle hops/iterations are required). We checked the lengths \( L = 100, 200, 400, 800, 1600 \); the latter was omitted in the open-boundary case, since the computational time was too excessive for parameter exploration.

Figure 16 shows that current-density relations for periodic TASEP with infinite tokens. To compare the deviation of the simulation results from the model predictions, we evaluated the coefficient of determination \( R^2 = 1 - \left| \frac{\sum_i(y_i - \bar{y})^2}{\sum_i(y_i - \bar{y})^2} \right| \), where \( f_i \), \( y_i \), and \( \bar{y} \) are the current values obtained in model predictions, simulations, and a simulation average \( \bar{y} = (1/N) \sum_i y_i \), respectively. The results are largely independent of the lattice length, with deviations from the model that show no strong lattice length trend. We further evaluated \( R^2 \) for the simulation results for the shortest (\( L = 100 \)) and the longest (\( L = 1600 \)) lattice for the case of the periodic TASEP with infinite tokens, which yields \( R^2 \approx 0.998 \). As such, we can consider results obtained for \( L = 200 \) throughout the article to be an adequate representation of the thermodynamic limit \( L \to \infty \). Likewise, as shown on Fig. 17 current dependence on density and token scarcity remains largely independent of \( L \) for the case of finite tokens.

The length has more impact on the case in which the lattice can lose unbound particles with characteristic rate \( k_d \). As discussed above, we needed to rescale the drop-off parameter with length, similarly as discussed in Ref. [16]. Using this rescaling, we obtain comparable results for all chosen lengths, with minimal deviation at \( L = 100 \) (Fig. 18).
FIG. 16. Current-density relations for token-driven TASEP on a ring in an infinite token pool for different lattices sizes. (a) Plot as in Fig. 2, but for different sizes of the lattice; markers were omitted for clarity. Blue line denotes a prediction from a refined model [Eq. (15)] Lattice size $L$ has no significant effect on the current-density relations. (b) Coefficient of determination $R^2$ calculated for simulation results compared to the model predictions. Both model and simulation results were evaluated on a 20 $\times$ 100 grid. Data in the plots is for $k_\alpha = 0.1$ and $k_\beta = 0.02$.

FIG. 17. Effects of different lattice lengths for the case of periodic TASEP driven by finite tokens. We varied the lattice length to check for the effects of $L$ on current-density relations for finite tokens. (a) We show four current contours with indicated values; their color indicates the chosen length. Used $L$ for each case is indicated and color-coded. The resultant contours are largely independent of the length. (b) Coefficient of determination $R^2$ calculated for simulation results compared to the model predictions. Both model and simulation results were evaluated on a 20 $\times$ 100 grid. Data in the plots is for $k_\alpha = 0.1$ and $k_\beta = 0.02$.

Appendix C: Current and density as a function of $\alpha, \beta$ as obtained in simulations and in modeling

Figure 19 shows the details of the abrupt transition in current when critical $\alpha$ is exceeded at a fixed $\beta$. For $\varphi < 1$, current changes continuously while the density undergoes an abrupt change that the model correctly predicts (as in Fig. 13). For $\varphi > 1$, the model is unable to predict the abrupt drop in current upon transiting into the $\alpha$-independent regime.

Appendix D: Token-retaining and refractory states in open-boundary TASEP

The abrupt drop in current upon crossing the critical value of $\alpha$ at fixed $\beta$ was a surprising observation not captured by the mean-field model. Would this drop persist if particles entered either refractory or token-retaining state upon hopping forward? In refractory state, particles do not take up another token and thus do not reduce the number of particles taking up tokens. On the other hand, retaining particles for prolonged time upon forward hop could drain the token pool. Here, we computationally study how varying $k_r$ and $k_{d\alpha}$ impacts the current transition between low-density and $\alpha$-independent regime (Fig. 20).
We observe in simulations that while for particles with either refractory or token-retaining state bump disappears, former requires less reduction in $k_r$ compared to the latter’s $k_{off}$. However, lowering $k_{off}$ also leads to slightly elevated particle density. In summary, either of these effects recovers monotonically increasing current dependency on $\alpha$.

### Appendix E: Site-dependent density and current—from discrete lattice to continuous variation

Including spontaneous drop-off alters the density profile; while the density profile remains time-independent ($\partial_t \rho = 0$), it changes along the lattice. Below we suggest a framework for the analysis of such site-dependent density and current profiles. For the case with a spontaneous drop-off, from the continuity equation with sink term ($\nabla \cdot J = -\partial_t \rho - S$, where $S$ is the sink rate) we arrive to the difference equation

$$J_{i-1} - J_i = k_d \sigma_i.$$  
(E1)

This equation accounts for the rate of particle drop-off ($k_d \sigma_i$). Taking the sink term into account, we rewrite the differential equations for token-free particles:

$$\dot{\sigma}_i = k_r v_i + v_{i-1}(1-\rho_i)p - \sigma_i \left[ k_+ \left( 1 - \varphi(v) \right) + k_d \right].$$  \hspace{1cm} (E2)

Equation (13) for $v_i$ remains unchanged. In this system of equations [Eqs. (13), (E1), and (E2)], we cannot assume the translation invariance of density profile ($\rho_i \neq \rho_j$ for $j \neq i$). Thus, solving this system requires finding explicit expressions for site-dependency of $\rho_i$, $v_i$, and $\sigma_i$, which is likely to depend on length of the lattice.

One potential simplification of the system is through replacing the discretized lattice with its continuous analogue. This way, we assume a continuous variation in $\rho$, $v$, and $\sigma$. Concretely, this requires replacing $\rho_i$ with $\rho(x)$, where $x$ is a continuous analogue of $i$. Thus, we can rewrite Eq. (E1) into

$$\frac{\partial J(x)}{\partial x} = -\frac{k_d \sigma(x)}{s},$$  \hspace{1cm} (E3)

where $s$ is the site size. For tractability, we assume a multiplicative expression for current. This way, we rewrite equation above into

$$\frac{\partial v(x)}{\partial x} \left[ 1 - \rho(x) \right] - v(x) \frac{\partial \rho(x)}{\partial x} = -\left[ \rho(x) - v(x) \right] \frac{k_d}{s \rho}.$$  \hspace{1cm} (E4)

Furthermore, the steady-state form of Eq. (E2) in continuous limit reads

$$0 = k_r v(x) + \left[ v(x) - s \frac{\partial v(x)}{\partial x} \right] \left[ 1 - \rho(x) \right] p - \left[ \rho(x) - v(x) \right] \left[ k_+ \int_0^L v(x) dx + k_d \right].$$  \hspace{1cm} (E5)

In this equation, we replaced the average density of token-bound particles $\langle \rho \rangle$ with its continuous analogue, i.e., $\langle \rho \rangle = \langle 1/L \rangle \int_0^L v(x)dx$. Equations (E4) and (E5) constitute a system of integro-differential equations that describe the density profile and the current. General solution of this system is beyond the scope of this work: below we analyze just $\lim_{\alpha \to 0}$ to demonstrate how continuous limit corresponds to the results from before.

In this limit, Eq. (E4) becomes:

$$\frac{\partial v(x)}{\partial x} \left[ 1 - \rho(x) \right] = v(x) \frac{\partial \rho(x)}{\partial x},$$  \hspace{1cm} (E6)

which we rewrite into:

$$\frac{\partial v(x)}{\partial x} \frac{1}{v(x)} = \frac{\partial \rho(x)}{\partial x} \frac{1}{1 - \rho(x)}.$$  \hspace{1cm} (E7)

Using an ansatz $v(x) = \xi \rho(x)$, we arrive to $\rho = 1/2$, which is density obtained in maximal-current phase of the standard TASEP with open boundaries.
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