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Abstract

Bootstrap inference is a powerful tool for obtaining robust inference for quantiles and difference-in-
quantiles estimators. The computationally intensive nature of bootstrap inference has made it infeasible
in large-scale experiments. In this paper, the theoretical properties of the Poisson bootstrap algorithm
and quantile estimators are used to derive alternative resampling-free algorithms for Poisson bootstrap
inference that reduce the computational complexity substantially without additional assumptions. These
findings are connected to existing literature on analytical confidence intervals for quantiles based on
order statistics. The results unlock bootstrap inference for difference-in-quantiles for almost arbitrarily
large samples. At Spotify, we can now easily calculate bootstrap confidence intervals for quantiles and
difference-in-quantiles in A/B tests with hundreds of millions of observations.

1 Introduction

The use of randomized experiments in product development has seen an enormous increase in popularity over
the last decade. Modern tech companies now view experimentation, often called A/B testing, as fundamental
and have tightly integrated practices around it into their product development. The vast majority of A/B
testing compares two groups, treatment and control, with respect to average treatment effects through
calculation of difference-in-means. These comparisons are operationalized through standard z-tests that are
simple to perform. With the rise of A/B testing, tests that do not compare average effects are also gaining
more and more interest. Difference-in-quantiles, where treatment and control quantiles are compared, is one
such test, where reasons for it might be that effects are not expected, or that they are difficult to identify, on
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average. For example, a change could be targeting users experiencing the largest amount of buffering, which means a difference-in-quantiles comparison for, say, the 90th percentile may be of more interest than the average buffering amount experienced by users. These tests are, however, much more difficult to perform, with non-standard sampling distributions, that severely complicate implementations.

In randomized experiments, a common technique for doing inference for estimators with non-standard or intractable sampling distributions is bootstrap (Efron 1979). Bootstrap is a resampling-based method where the sampling distribution of an estimator is estimated by resampling with replacement from the observed sample. Bootstrap inference is known to be consistent for quantile estimators and difference-in-quantiles estimators (Ghosh et al. 1984; Falk and Reiss 1989) under mild conditions on the outcome distribution. The computational intensive nature of bootstrap has made the primary use case small-sample experiments. The large-scale online experiments run by tech companies often involve millions or even hundreds of millions of users.

Recently, two prominent approaches for bootstrapping with big data have been proposed. Both of these methods are focused on finding computationally efficient implementations of the bootstrap approach rather than reducing its complexity. The first approach, known as the Poisson bootstrap, utilizes that bootstrap samples, i.e., multinomial sampling from the original sample, can be well approximated by Poisson frequencies (Hanley and MacGibbon 2006). For example, Chamandy et al. (2012) showed that the Poisson bootstrap can be implemented in the MapReduce framework (Dean and Ghemawat 2008), which enables powerful parallelization on clusters of computers. Chamandy et al. (2012) implemented a non-parametric bootstrap in MapReduce for linear estimators (Rao et al. 1973), like means and sums or smooth functions thereof. Moreover, Chamandy et al. (2012) showed that semi-parametric estimators of non-linear estimators such as quantiles can be estimated using similar implementations. As an alternative to bootstrapping quantiles when samples are dependent, Liu et al. (2019) developed a method based on asymptotic arguments.

Another recent approach to bootstrapping that enables efficient implementations for big data is the so-called ‘Bag of little bootstraps’ (Kleiner et al. 2014). This approach splits the full-sample inference problem into several smaller inference problem, and then weights the results together in a consistent manner. Bag of little bootstraps is non-parametric in the sense that it applies to any estimator, while still allowing efficient parallelization implementations.

Both the Poisson bootstrap and the Bag of little bootstrap enable big data bootstrap inference for quantiles through parallelization. In other words, the computational complexity is overcome by efficient and scalable computing. The general complexity of the Poisson bootstrap algorithm is of the order of $O(CB)$, where $C$ is the complexity of the estimator calculated in each bootstrap sample (see, e.g., Cormen et al. 2009 for an introduction to algorithmic complexity). For quantiles, most common estimators have complexity of order $O(N)$. This follows since most quantile estimators are based on the order statistics for which the
complexity is of order $O(N)$ (Cormen et al., 2009), leading to $O(NB)$ for quantile bootstrap.

Analytical confidence intervals for quantiles have been studied for a long time. For the one-sample quantile case, simple exact and distribution-free confidence intervals for population quantiles can be constructed using only order statistics, see for example Gibbons and Chakraborti (2014, p. 159). These approaches unlock one-sample confidence intervals for massive samples, but they are largely absent in experimentation in the tech industry. A likely reason is that these approaches do not directly extend to the two-sample difference-in-quantile case.

The focus of this paper is to reduce the complexity of Poisson confidence intervals (CIs) for quantiles and difference-in-quantiles type estimators. Specifically, the properties of the Poisson distribution and quantile estimators based on order statistics are used to simplify the problem. We note that for one-sample problems our approach exactly reproduces the exact order-statistic-based confidence intervals such as those described by e.g. Gibbons and Chakraborti (2014, p.159). We then show that our approach, as opposed to the exact CIs, can be easily extended to simplify the two-sample confidence interval problem. Specifically it is shown that, for two-sample difference-in-quantile estimators, it is sufficient to sample order statistics from the original samples according to a known probability distribution. This implies that it is sufficient to order the sample once, and then sample order statistics from the ordered sample. This reduces the computational complexity from $O(NB)$ to $O(\max(N \log(N), B))$. These findings let us perform non-parametric Poisson bootstrap inference for difference-in-quantiles estimators for almost arbitrarily large data sets.

The rest of this paper is structures as follows. Section 2 gives a brief introduction to analytical exact CIs based on order statistics. Section 3 gives a short overview of traditional Poisson bootstrap for quantiles and difference-in-quantiles. Section 4 introduces the first contribution of the paper, resampling-free Poisson bootstrap for quantiles. Section 5 presents the extension to the difference-in-quantiles CIs together with Monte Carlo evidence of the coverage. Finally, Section 6 concludes the paper.

## 2 Analytical confidence intervals for quantiles based on order statistics

In this section we briefly describe analytical confidence intervals (CIs) for quantiles based on order statistics to build intuition for the bootstrap proposed in this paper, and make the connection to the literature. This type of confidence interval has been proposed by many (see e.g. Scheffe and Tukey, 1945; Gibbons and Chakraborti, 2014; David and Nagaraja, 2004 and there are several extensions and improvements of the standard solution (Nylsom, 1992; Hutson, 1999). Here we present the standard CIs.

Let $Y_i$ be a random variable with cumulative distribution function $F$, and let $y = (y_1, ..., y_i, ..., y_N)'$ be a sample of size $N$ obtained by sampling independently from a continuous distribution $F$. Let $0 < q < 1$ be
the population quantile of interest, and $F^{-1}(q)$ be the population value at the quantile. The order-statistic CIs are based on the following simple reasoning. When one observation is sampled from the population, the probability that the observation is smaller than $F^{-1}(q)$ is equal to $q$, and the probability that the observation is larger than $F^{-1}(q)$ is equal to $1-q$. When $N$ observations are sampled from the population independently, this enables the following distribution-free CI. Select integers $r$ and $s$ such that $1 \leq r < s \leq N$ and

$$P(Y(r) < F^{-1}(q) < Y(s)) = \sum_{i=r}^{s-1} \binom{N}{i} q^i (1-q)^{i} \geq 1-\alpha,$$

(1) then the interval $(Y(r), Y(s))$ is a $1-\alpha$ CI for $F^{-1}(q)$, where $Y_{(i)}$ refers to the $i$th order statistic. There is not a unique pair $(r, s)$ that satisfies the preceding equation. Additional restrictions can be added to find a unique pair, like assigning equal probability to each tail. See, e.g., Gibbons and Chakraborti (2014, p. 158) for details. Throughout this paper we will refer to the CI given above as analytical order-statistic-based CIs (AOS-CI).

For the purposes of this paper, the most important aspect of the AOS-CI is that they use the fact that the distribution of order-statistic indexes is independent of the outcome data distribution. The binomial probabilities used above are valid due to the properties of quantile definition rather than properties of the outcome data. An important limitation of the AOS-CIs is that they are not applicable to difference-in-quantiles; the relation between the population quantiles and order statistics does not translate to the difference-in-quantiles and the difference in order statistics. Nevertheless, in this paper we use similar arguments in a bootstrap context to enable two-sample inference for quantiles. The following section gives a brief introduction to bootstrap inference.

## 3 Poisson bootstrap for quantiles

The Poisson bootstrap (Hanley and MacGibbon, 2006) works analogously to a standard non-parametric multinomial bootstrap, but it lets the number of observations in each bootstrap vary. Let again $Y_i$ be the random variable of interest and $y_i$ be an observation of that variable. Using the Poisson bootstrap, given a sample of size $N$, we independently generate $p_i^{(b)} \sim \text{Poi}(1)$ for all $i = 1, ..., N$. In each bootstrap sample, $y_i$ is included $p_i$ times to form the bootstrap sample $y^{(b)}$. We repeat the procedure $B \in \mathbb{Z}^+$ number of times. The size of a given bootstrap sample is $\sum_{i=1}^{N} p_i^{(b)}$, which is equal to $N$ only in expectation. Let $y_{(i)}$ represent the $i$th order statistic in the sample $y$. In this paper we are studying the quantile estimator of the form given in Definition 1.

**Definition 1.** Define the function $g$ as

$$g[q, N] = \begin{cases} 
q(N+1) & \text{if } q(N+1) \mod 1 = 0 \\
(1-D) \lfloor q(N+1) \rfloor + D \lceil q(N+1) \rceil & \text{if } q(N+1) \mod 1 \neq 0 
\end{cases}$$
where $D \sim \text{Ber}(q(N + 1) \mod 1)$. Define the sample quantile estimator of quantile $q$ as

$$\hat{\tau}_q = Y_{(g_{q,N})}.$$

The function $g$ in Definition 1 can be thought of as a stochastic rounding function. If $q(N + 1)$ is an integer, the ordered observation $q(N + 1)$ is the sample quantile. If $q(N + 1)$ is not an integer, it is randomly rounded up or down with probability proportional to the remainder and the corresponding order statistic selected. The estimator is similar to most popular quantile estimators, but instead of weighting together the two closest observations when the quantile index is non-integer, it randomly selects one of them. This formulation of the quantile estimator implies that the estimate is always an observation from the original sample, which is key for the following results.

### 3.1 Poisson bootstrap inference for quantiles through resampling

In this section, standard resampling-based Poisson bootstrap for quantiles is presented, to build intuition for the proposed alternative presented in the following section. Even though bootstrap is never needed to construct CIs for the one-sample quantile (since AOS-CI can be used directly), we focus on the one-sample case here to build intuition. The two-sample difference-in-quantiles case is based on the same logic and is achieved by simple extensions presented in Section 5.

A standard Poisson bootstrap CI algorithm for $\hat{\tau}_q$ is given in Algorithm 1. Algorithm 1 requires that each

**Algorithm 1** Algorithm for Poisson Bootstrap confidence interval for a one-sample quantile.

1. Generate $N \text{Poi}(1)$ random variables $p_1^{(b)}, \ldots, p_i^{(b)}, \ldots, p_N^{(b)}$
2. Include each $y_i$ observation $p_i$ times and form the bootstrap sample outcome vector $y^{(b)}$
3. Calculate the sample estimate $\hat{\tau}_q^{(b)} = Y_{(g_{q,N}\sum_{i=1}^N p_i)}$
4. Repeat steps 1–3 $B$ times
5. Return the $\alpha/2$ and $1 - \alpha/2$ quantiles of the distribution of $\hat{\tau}_q^{(b)}$ as the two-sided $(1 - \alpha)100\%$ confidence interval

bootstrap sample vector $y^{(b)}$ is realized and ordered such that the order statistic that is the sample quantile estimate can be extracted. This is a memory and computationally intensive exercise. In the following section, we exploit theoretical properties of $\hat{\tau}_q$ to provide substantial simplifications to Algorithm 1 that ultimately will enable bootstrap CIs for the difference-in-quantiles case.
4 Poisson bootstrap CIs for $\hat{\tau}_q$ without resampling

The key insight that facilitates our approach is that the estimator $\hat{\tau}_q^{(b)}$ in Definition 1 applied to the $b$th bootstrap sample only uses order statistics from the original sample. The process of drawing resampling frequencies $p_i^{(b)}$ and realizing the vector $y^{(b)}$ is only necessary to find what original index maps to the sample quantile in the bootstrap sample. If we knew the distribution of the random variable describing which original index is the desired sample quantile in the bootstrap sample, we could simply generate indexes from that distribution and extract the corresponding original sample order statistic directly.

We now aim to build intuition for this index distribution. Consider an example where we are interested in a confidence interval for the median in a sample of $N = 10$ observations. According to the quantile estimator in Definition 1, the median is $y(5)$ or $y(6)$ with equal probability. It is intuitively apparent that the middle order statistics $y(4), y(5), y(6), y(7)$ in the original sample are more likely to be medians in the bootstrap sample. The first and the last order statistics $y(1), y(10)$ have little chance of being the medians in the bootstrap sample. For example, $y(1)$ will be the median in a bootstrap sample only if $p_1 \geq \sum_{i=2}^{N} p_i$ is satisfied. If, e.g., $p_1 = 2$ then the sum of all 9 remaining Poisson random variables $(p_2, \ldots, p_{10})$ must be smaller than or equal to $p_1 = 2$, which is unlikely given that $\sum_{i=2}^{N} p_i \sim \text{Poi}(9)$. Following this logic, it is clear that order statistics that are closer in rank to the original sample quantile have higher probability of being observed as the sample quantile in a bootstrap sample. It is easy to simulate the distribution of what index in the original sample is observed as the desired quantile across bootstrap samples. Figure 1 displays this distribution for the 10th percentile in 1,000,000 Poisson bootstrap samples in a sample of size $N = 2000$. If indexes could be generated directly from the index distribution, the quantile for a bootstrap sample could be obtained by simply generating an index and returning the corresponding order statistic from the original sample. In the following section, this index distribution is characterized mathematically.

4.1 The probability distribution describing what index in the original sample is observed as the bootstrap sample quantile $q$ estimate $\hat{\tau}_q$

Let $P_i \sim \text{Poi}(1)$ for $i = 1, \ldots, N$ be the frequencies used in the Poisson bootstrap. Denote $X_{\leq i} = \sum_{j=1}^{i-1} P_j$, $X_{>i} = \sum_{j=i+1}^{N} P_j$ and $S = X_{\leq i} + P_i + X_{>i} = \sum_{i=1}^{N} P_i$. By construction $X_{\leq i} \sim \text{Poi}(i-1)$ for $i > 1$, $X_{>i} \sim \text{Poi}(N - i)$ for $i < N$, and $S \sim \text{Poi}(N)$. The following theorem establishes the distribution of $\psi$.

**Theorem 1.** Let $\psi \in \{1, \ldots, N\}$ be the random variable that denotes what index of the original order statistics is observed as the bootstrap sample quantile $q$ estimate $\hat{\tau}_q$ (Definition 1) in a Poisson bootstrap
Figure 1: Distribution of index of the order statistics from a sample of $N = 2000$ that became the 10th percentile over 1M Poisson bootstrap samples.
sample. The probability mass function of $\psi$ is

$$p(\psi = i) = \sum_{n=0}^{\infty} p_{X_{<i}, P, X_{>i}} | S = n \ (X_{<i} \leq q(n+1) - 1, P_i > 0, X_{>i} \leq (1 - q)(n+1) - 1 | S = n) p_S(S = n) I(r = 0)$$

$$+ r \sum_{n=0}^{\infty} p_{X_{<i}, P, X_{>i}} | S = n \ (X_{<i} \leq q(n-1) - r, P_i > 0, X_{>i} \leq (1 - q)(n+1) + r - 2 | S = n) p_S(S = n) I(r \neq 0)$$

$$+ (1 - r) \sum_{n=0}^{\infty} p_{X_{<i}, P, X_{>i}} | S \ (X_{<i} \leq q(n+1) - r - 1, P_i > 0, X_{>i} \leq (1 - q)(n+1) + r - 1 | S = n) p_S(S = n) I(r \neq 0),$$

where $r = q(n+1) \mod 1$.

Proof. Let $n$ be the realization of $S$, and $q(n+1) \mod 1 = r$. If $r = 0$, then $q(n+1)$ is an integer, implying that for index $i$ to be the quantile the following must be satisfied

$$X_{<i} \leq q(n+1) - 1$$

$$P_i > 0$$

$$X_{>i} \leq (1 - q)(n+1) - 1.$$

If $r \neq 0$ the index selected will be $\lfloor q(n+1) \rfloor$ with probability $r$ and $\lceil q(n+1) \rceil$ with probability $1 - r$. In the former case, the conditions that need to be satisfied for $i$ to be the index is

$$X_{<i} \leq q(n+1) - r$$

$$P_i > 0$$

$$X_{>i} \leq (1 - q)(n+1) + r - 2.$$

When $q(n+1)$ is rounded down, the conditions are instead

$$X_{<i} \leq q(n+1) - r - 1$$

$$P_i > 0$$

$$X_{>i} \leq (1 - q)(n+1) + r - 1.$$

The expression in the theorem then follows from the law of total probability.

While Theorem 1 presents the distribution of $\psi$, it is not a tractable distribution that lends itself to being characterized easily. We will return to the matter of practical applications in Section 4.2. For the one-sample case, Theorem 1 can be used to obtain Poisson bootstrap confidence intervals for the quantile analytically. We formalize this result in Corollary 1.
Corollary 1. Denote the lower and upper confidence interval bounds that result from Algorithm 1 as $C_{\psi, \alpha/2}^L$ and $C_{\psi, 1-\alpha/2}^U$. Let $\psi$ be the random variable of the order-statistic index that becomes the quantile estimate in the bootstrap sample as defined in Theorem 7. Denote $i_L = \max_i \{ i : P(\psi \leq i) \leq \alpha/2 \}$ and $i_U = \min_i \{ i : P(\psi \geq i) \geq 1 - \alpha/2 \}$. Then the confidence interval for the quantile estimator $\hat{\tau}_q$ given by $(Y(i_L), Y(i_U))$ has coverage $\leq 1 - \alpha$.

Proof. Since

$$C_{\psi, \alpha/2}^L \geq Y(i_L)$$
$$C_{\psi, \alpha/2}^U \leq Y(i_U),$$

the results follows directly from Theorem 7.

Interestingly, Corollary 1 gives CIs that are similar in construction to the AOS-CIs (Section 2), although derived based on two distinct approaches. In the following section we present an approximations of $p(\psi = i)$ that makes it easy to generate values that can in turn be used to enable difference-in-quantiles CIs.

4.2 Approximating the index distribution to enable fast, resampling-free bootstrap inference for difference-in-quantiles

In this section, we propose an approximation of $p(\psi = i)$ to enable resampling-free difference-in-quantiles bootstrap CIs that are easy to implement. To motivate our approximation, Figure 2 shows two examples of index distributions with the probability mass function of the Bin($N + 1, q$) distribution overlaid. The binomial distribution provides an impressive fit and the fit seems to improve with increasing $N$. We have found this surprisingly simple approximation to work incredibly well, and its simplicity means it is fast and easy to work with. We next state the use of this approximation as a conjecture, and then proceed to demonstrate its merit in Monte Carlo simulations.

Conjecture 1. Let $X \sim \text{Bin}(N+1, q)$ and $G_N$ denote its cdf. Let also $H_N$ be the cdf of the index distribution as defined in Theorem 7. Then

$$\sup_{x \in \{1, \ldots, N\}} |G_N(x) - H_N(x)| \to 0 \text{ as } N \to \infty.$$ 

Conjecture 1 says that the bootstrap index distribution can be approximated with increased accuracy by a binomial distribution as the sample size increases, which is here defined as an asymptotically vanishing Kolmogorov-Smirnov distance between the distributions.

If the binomial distribution is used to approximate the index distribution, the confidence interval in Corollary 1 coincides exactly with the AOS-CI using $\alpha/2$ in each tail of the index distribution. This implies that the coverage for the one-sample CI is exactly bounded by construction, but it says nothing about
Figure 2: Two examples of index distributions and their respective binomial approximations. The area and dotted curves show the estimated densities for the binomial approximation and index distribution, respectively.

Figure 3 displays the Kolmogorov-Smirnov distance for each combination of quantile and sample size. In support of Conjecture 1, the KS distance is decreasing in sample size, indicating that the approximation of \( \psi \) using the Bin(\( N + 1, q \)) distribution is improving as the sample size increases. Perhaps surprisingly, the approximation is not strictly improving as the quantile comes closer to 0.5. A likely explanation is that...
Figure 3: The Kolmogorov-Smirnov distance between the empirical index-distribution and Bin($N + 1, q$), for quantiles 0.01, 0.1, 0.25, and 0.5 over sample sizes between 100 and 10000.

although the skewness and boundedness of the distribution is less heavy the closer the quantile is to 0.5, the variance in the index distribution also increases.

5 Poisson Bootstrap CIs for difference-in-quantiles

We now extend our approach to two-sample difference-in-quantiles inference. Assume that the the control and treatment groups are of sizes $N_c$ and $N_t$, respectively, such that the total sample size is $N_c + N_t$. Let the outcome of the control and treatment groups be denoted $y_c = (y_{c,1}, \ldots, y_{c,i}, \ldots, y_{c,N_c})'$ and $y_t = (y_{t,1}, \ldots, y_{t,j}, \ldots, y_{t,N_t})'$, respectively. Define the difference-in-quantile estimator $\hat{\delta} = \hat{\tau}_{t,q} - \hat{\tau}_{c,q}$, where subscripts $c$ and $t$ indicates the control and treatment groups, respectively. Algorithm 2 defines the standard resampling-based algorithm for a Poisson bootstrap difference-in-quantile CI. This algorithm requires generating $B$ Poi(1) random variables, realize the samples and find the appropriate order statistic for each bootstrap sample, calculate the difference between treatment and control for each bootstrap sample, and finally find the quantiles of the distribution of differences. This implies a total complexity of order $O(NB) + O(B) = O(NB)$.

Using Theorem 1 it is straightforward to improve the efficiency of Algorithm 2 for difference-in-quantile
Algorithm 2 Algorithm for Poisson Bootstrap confidence interval for a two-sample difference-in-quantile $q$.

1. Generate $N_c + N_t$ Poi(1) random variables $p_{c,i}^{(b)}$, $i = 1, \ldots, N_c$ and $p_{t,j}^{(b)}$, $j = 1, \ldots, N_t$.

2. Include each $y_{c,i}$ observation $p_i$ times and each $y_{c,j}$ observation $p_j$ times to form the bootstrap sample outcome vectors $y_c^{(b)}$ and $y_t^{(b)}$.

3. Calculate the sample estimate $\hat{\delta}^b = \hat{\tau}_t^{b,q} - \hat{\tau}_c^{b,q}$

4. Repeat steps 1–3 $B$ times

5. Return the $\alpha/2$ and $1 - \alpha/2$ quantiles of the distribution of $\hat{\delta}^b$ as the two-sided $(1 - \alpha)100\%$ confidence interval.

CIs. Here, we will utilize Conjecture 1 directly to find practically applicable approximations. As before, exact analytical results can be obtained by replacing the binomial distribution with $p(\psi = i)$.

It is not possible to find a direct analogue to Corollary 1 for the two-sample difference-in-quantiles CI. While the within-sample distribution of indexes is independent of the outcome data, the distribution of the difference between samples (i.e., the difference-in-quantile estimate) is not. Instead, Theorem 1 together with Conjecture 1 can be applied to generate $B$ bootstrap quantile estimates for each sample, i.e., $(\hat{\tau}_t^{(1),q}, ..., \hat{\tau}_t^{(B),q})$, and $(\hat{\tau}_c^{(1),q}, ..., \hat{\tau}_c^{(B),q})$ for treatment and control, respectively. The bootstrap distribution of the difference-in-quantiles can be directly obtained by simply taking the difference between these two vectors. Let $a[v]$ denote extraction of elements from the vector $a$ according to the vector of indexes $v$ where elements in $v$ are bounded between 1 and the length of $a$. Algorithm 3 displays an efficient algorithm for obtaining CIs for the difference-in-quantiles. Algorithm 3 generates $2B$ binomial random numbers, sorts two vectors of lengths $N_c$ and $N_t$, extracts $2B$ numbers from arrays and calculates the difference, and finally finds the quantiles of the distribution. This leads to an overall complexity of order $O(2B) + O(N_c \log(N_c)) + O(N_t \log(N_t))$.

Algorithm 3 Algorithm for Poisson Bootstrap confidence interval for a two-sample difference-in-quantile $q$.

1. Generate $B$ random numbers from Bin($N_c + 1, q$) and $B$ random numbers from Bin($N_t + 1, q$) and save them in two vectors $I_c$ and $I_t$, respectively.

2. Order the outcome vectors $\hat{y}_c = (y_{c,(1)}, \ldots, y_{c,(N_c)})'$ and $\hat{y}_t = (y_{t,(1)}, \ldots, y_{c,(N_t)})'$.

3. Calculate the vector of difference-in-quantiles as $\hat{\tau} = \hat{y}_t[I_t] - \hat{y}_c[I_c]

4. Return the $\alpha/2$ and $1 - \alpha/2$ quantiles of $\hat{\tau}$ as the two-sided $(1 - \alpha)100\%$ confidence interval for the difference-in-quantiles.
\(O(2B) + O(B) + O(B) = \max(B, N_c \log(N_c), N_t \log(N_t))\). Since \(\log(N) < B\) for all relevant pairs of \(N\) and \(B\), Algorithm 3 has lower complexity than Algorithm 2 in all reasonable applications.

5.1 Monte Carlo simulations of the CI coverage for Algorithm 3

In this section, the coverage of the confidence intervals resulting from Algorithm 3 are studied using Monte Carlo simulation. The algorithms are implemented in Julia version 1.6.3 (Bezanson et al., 2017), and the code for the algorithms and the Monte Carlo simulations can be found here [https://github.com/MSchultzberg/fast_quantile_bootstrap](https://github.com/MSchultzberg/fast_quantile_bootstrap).

The data-generating process is similar to the previous simulation. The number of Monte Carlo replications is \(10^4\). For each replication, two samples of \(N_t = N_c = 10^5\), respectively, are generated from a standard normal distribution. The number of bootstrap samples for each Monte Carlo replication is \(B = 10^5\) and the two-sided 95% confidence interval is returned. The study is repeated for the quantiles 0.01, 0.1, 0.25, and 0.5. The coverage rate is the proportion of the CIs that covered the true population difference-in-quantiles, i.e., zero. To quantify the error due to a finite number of Monte Carlo replications, the two-sided 95% confidence intervals of the coverage rate (using standard normal approximation of the proportion) are again presented with the results.

Table 1 displays the results from the Monte Carlo simulation. Again, it is clear that the coverage is close to the intended 95% for all quantiles, with no observable systematic deviations.

| \(q\) | Empirical coverage | 95% CI Lower | 95% CI Upper |
|------|--------------------|--------------|--------------|
| 0.01 | 0.953              | 0.949        | 0.957        |
| 0.10 | 0.949              | 0.944        | 0.953        |
| 0.25 | 0.950              | 0.946        | 0.955        |
| 0.50 | 0.949              | 0.945        | 0.954        |

Table 1: Empirical coverage rate for the confidence intervals produced by Algorithm 3 for the difference-in-quantiles for quantiles 0.01, 0.1, 0.25, and 0.25, for sample size 10^5 with 10^5 bootstrap samples over 10000 replications.

5.2 Time and memory simulation comparisons

This section presents memory and time consumption comparisons to build intuition for the impact of the reduction in complexity enabled by Theorem 1 and Conjecture 1. The comparisons are between Algorithm 2 and 3 implemented in Julia version 1.6.3 (Bezanson et al., 2017) and benchmarked using the
The setup for the comparison is the following. Two samples of floats are generated of size 1000 each. $B$ is set to 10000. The setup is selected to enable 100 evaluations of Algorithm 2 within around 200 seconds on a local machine. The results are displayed in Table 2. Clearly, Algorithm 3 outperforms Algorithm 2 both in terms of memory and speed already for small samples and moderately small $B$. The results presented in Table 2, together with the simulation results in Section ??, establishes the utility and practical implications that follows from the theoretical results.

### Table 2: Time and memory consumption comparison between a standard Poisson bootstrap algorithm (Algorithm 2) for a difference-in-quantiles CIs and the corresponding proposed binomial-approximated Poisson bootstrap algorithm (Algorithm 3).

| Algorithm | Min time | Median time | Max time | Memory usage |
|-----------|----------|-------------|----------|--------------|
| 2         | 1726 ms  | 1821 ms     | 1902 ms  | 2.39 GiB     |
| 3         | 2.055ms  | 2.214ms     | 3.502ms  | 407.08 KiB   |

6 Discussion and conclusion

In this paper we exploit the properties of quantile estimators coupled with a Poisson bootstrap sampling scheme to derive computationally simple bootstrap inference algorithms to make difference-in-quantiles inference feasible in large-scale experimentation. It turns out that for the quantile estimator we employ, no resampling is necessary. Instead, the theoretical distribution of the indexes of order statistics in the original sample that are observed as the quantile estimate in the bootstrap sample can be derived and used directly. The traditional algorithm is built around generating Poisson random variables for each observation in the original sample, realizing the bootstrap sample, and selecting the order statistic in the bootstrap sample that is closest to the desired quantile. In this paper we show that it is possible, due to the known properties of the Poisson bootstrap sampling mechanism, to describe probabilistically which order statistic in the original sample is observed as the desired quantile in a bootstrap sample. This effectively bypasses the need for realizing each bootstrap sample. In addition, we show that the index distribution, which has an analytically intractable exact distribution, is well approximated by a binomial distribution that simplifies implementation dramatically.

Together our findings enables bootstrap inference for quantiles and difference-in-quantiles in large-scale experiments without the need for intricate parallelization implementations. In fact, a simple SQL query coupled with a Python or R notebook is sufficient for even the largest experiments with even hundreds of millions of users. We hope that this will enable fast and robust inference for quantiles for many large-scale
experimenters.

We leave for future research to study the properties of $p(\psi = i)$ in more detail. If the distribution could be exactly or approximately characterized in a manner that made generation of random numbers straightforward, that would open up faster bootstrap algorithms also for smaller sample sizes. This might also enable proving or narrowing Conjecture 1.
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