Machine Learning Applied to Neurorehabilitation: A Systematic Mapping
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Abstract— Machine learning and recommendation systems are tools used to improve the search indices of the most relevant items in large amounts of data that can be applied in the health area. To present a systematic mapping in the area of neurorehabilitation that uses machine learning, Analyze the references of the work carried out involving the theme on the application of machine learning in the area of neurorehabilitation. Search for studies enrolled in databases through logical operators for the selection of peer-reviewed journal articles. In addition, it was verified that the application of the systematic mapping in the elaboration of the bibliographic review allows to identify the main gaps for the development of new research, and to direct to the main publications related to the study. Therefore, it is necessary to promote this area of research to offer this public access to the techniques of neuro-rehabilitation as a form of treatment, acquisition of knowledge, motivation or even inclusion. In this way, it will be possible to obtain a greater maturity in the obtained results and, thus, to promote a systematization in the use of neuro-rehabilitation in the promotion of the well-being of these people.

Index Terms— Bioinformatics, Machine learning, Learning systems, Support vector machines, Computer applications.

I. INTRODUCTION

There are now numerous therapies available to improve the conditions of people who have had, for example, limited movement, impaired communication or even their cognitive potential. In addition, there is a growing understanding that the approach should be multidisciplinary and individualized for each patient.

Neurorehabilitation is defined as a complex medical process that aims to assist in the recovery of a nervous system injury and to minimize and/or compensate for any functional changes resulting from such injuries. In this perspective, neurorehabilitation is a new concept for those who live with permanent pictures or sequelae, such as those occurring after stroke, meningitis, brain or spinal traumas, or even in situations that are caused by genetic diseases [1].

In addition, machine learning and referral systems are tools used to improve the search indexes for the most relevant items in large amounts of data, which can be widely applied in the healthcare, including hemotherapy and neural rehabilitation institutions and activities, for example.

Machine learning is a subfield of computer science that has evolved from the study of pattern recognition and the theory of computational learning in artificial intelligence. The objective of machine learning is the development of computational techniques on learning as well as the construction of systems capable of gaining knowledge automatically [2].

A learning system is a computer program that makes decisions based on accumulated experiences through the successful solution of previous problems. It is a powerful tool for automatic acquisition of knowledge. However, there is no single algorithm that presents better performance for all problems [3].

Induction is the form of logical inference that allows conclusions to be drawn from a set of examples. In it, a concept is learned by inductive inference on the examples presented (having caution in choosing such examples). Meanwhile, in deduction, humans use deductive reasoning to deduce new information from logically related information [2].

The algorithms use improved statistical analyzes on the data they receive, resulting in more accurate responses and predictions. Machine learning allows software applications to become more intelligent and predictive, without having to program them frequently for them to learn [4].

Machine learning technology can be categorized as: supervised or unsupervised. When algorithms are supervised, this means that a human controls the input and output of desired data and provides feedback on the accuracy of predictions during training. When complete, the algorithm applies what has been learned to a new data set [3].

In the unsupervised category, the algorithms need not be trained with desired result data. They use an iterative approach called deep learning. Unsupervised algorithms are used for more complex processing tasks [3].

A system that needs to perform well in a dynamic environment often requires adaptive or evolutionary solutions. Evolutionary systems try to solve problems by accumulating knowledge about the problem and using this knowledge to generate acceptable solutions. These problems are found in the areas of complex system configuration, task allocation, route selection, and other optimization and machine learning issues. Here are some examples of systems that can use machine learning: control of dynamic systems; induction and optimization of rules bases; definition of neural architectures;
simulation of biological systems; interactive image evolution; musical composition [4].

The possibility of predicting machine learning can detect frauds, network security threats and perform predictive maintenance routines, and can help in the diagnosis of diseases, for example.

In this context, the objective of this work is to verify the panorama of related research on the application of machine learning in neurorehabilitation, presenting a systemic study about what has been published for such a field. The purpose of this systematic mapping is to analyze the references of the work carried out involving the thematic about the application of machine learning in the area of neurorehabilitation. Moreover, to verify the rise of this line of research in the actuality.

II. METHODS

In this work, a systematic mapping was performed according to a proposed methodology by [5], consisting of a research of studies in databases through logical operators for the selection of articles, from the selection of keywords or key expressions.

The recent databases for this work were IEEE Xplore [6], Science Direct [7] and PubMed [8], these databases being available at the Federal University of Uberlândia. It is necessary to emphasize that only peer-reviewed journal articles were analyzed.

The logic expressions used for the research in the bases were: "learning machine" and "neurorehabilitation". Such strings were chosen to search works that involve machine learning in the healthcare. Filters were then selected to reduce the scope of the search. For example, for language (English and Portuguese), type of publication (peer-reviewed journal article) and year of publication (2008 to December 2018, constituting 10 years of search space). Once the filters were applied in each database, the titles were read in order to receive the data according to a selected logical expression. In addition, it was noted possible replications between the databases, and the articles that passed the inclusion criteria had all duplicates removed.

Finally, a final step in the selection of articles consisted in the targeting of applications that involved machine learning in the healthcare. For that, the selection was done through the reading and the analysis of the titles and abstract, in order to exclude the works that were not directly related to the subject being studied. In this sense, works that dealt with different themes were discarded, such as works that deal with machine learning aimed at application in other areas, for example.

III. RESULTS AND DISCUSSION

After searching the databases, the results were organized in the form of tables and graphs with the purpose of presenting them in a more practical way. Table I shows the total results obtained in the mapping, considering the aforementioned keywords and the December 2018 deadline.

Thus, through a systematic mapping, a database was created with 33 (thirty-three) database references for the combination of the strings "learning machine" AND "neurorehabilitation". The evolution of the annual publication of the selected papers can be seen in Figure 1, where it is possible to notice that the articles involving the subject addressed in this work were published in recent years. In this way, it is observed that the subject is recent and with great possibilities of fields to be explored.
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**Figure 1. Number of papers per year of publication.**

Figure 2 shows the number of journal articles published by country. The papers published are from different countries, such as New Zealand, Italy, Japan, France, China, United States, Spain, United Kingdom, Germany, Iran, Australia, Colombia, Argentina, Denmark, Canada and Switzerland. In this way, it is verified that the majority of the works found that encompass the use of the machine learning in the neurorehabilitation come from developed countries.
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**Figure 2. Number of papers by country of publication.**
After reading the articles selected, some main topics were identified for the grouping of the results obtained, as can be observed in Figure 3, which are: stroke; stroke and spinal injury; neurodegenerative disease; spinal cord injury; Parkinson's disease and quadriplegia. Thus, through the visualization of the graph, it is noticed that the majority of the works found are directed to the neurorehabilitation of stroke.

Figure 4 shows the computational strategies used in the selected works that address the use of machine learning in neurorehabilitation, namely: Spiking Neural Network (SNN), Common Spatial Pattern (CSP), Support Vector Machine (SVM), Markov Decision Process MDP), Random Forest Algorithm (RFA), Maximum Entropy Method (MEM), Backpropagation Neural Network (BNN), Artificial Neural Network (ANN).

The above strategies can be defined as: Spiking Neural Network (SNN), which is a network capable of imitating the cerebral cortex with learning ability, allowing modeling and achieving more realism in a neural simulation. SNN is part of the third generation of neural networks and is able to extract information through sensors and make high-level decisions [9].

Common Spatial Pattern (CSP), which is a technique that calculates filters that maximize the variance ratio between brain activities, and is, however, vulnerable to noise and overfitting problem [10].

Support Vector Machine (SVM) is a technique used for data analysis and pattern recognition for acting in the classification and regression analysis. The SVM acts as a non-probabilistic binary linear classifier that for each given input predicts between two possible classes to which the data belong. Based on sets of training examples divided into two categories, the
SVM constructs a model for dividing the data between the two categories [11].

Markov Decision Process (MDP) is a model where the results are partially under control of a decision maker based on high-quality probabilistic calculations with meta-analytic data [12]. Random Forest Algorithm (RFA) searches for relevant important characteristics during classification, being a technique that seeks to achieve a maximum classification accuracy rate [13]. Maximum Entropy Method (MEM) is a method from statistical physics as a theoretical tool to predict the equilibrium states of thermal systems to design observations distribution functions [14].

Backpropagation Neural Network (BNN) uses an error output to change the weight values that are connected to the neurons in a hidden layer in the reverse direction until the ideal weight values that minimize the function of the network performance are reached [15]. Artificial Neural Network (ANN) is a technique that simulates the functioning of a neuron being widely used in machine training for task execution or decision making based on a classification pattern [16].

From the graph of Figure 4, it is observed that the Support Vector Machine SVM was the most used computational technique in the works found, since it is a newer tool and has several advantages that make its use attractive [10]:

• Good generalizability: classifiers generated by an SVM in general achieve good generalization results. The generalizability of a classifier is measured by its efficiency in classifying data that does not belong to the set used in its training. In the generation of predictors by SVMs, therefore, overfitting is avoided, in which the predictor becomes very specialized in the training set, obtaining low performance when confronted with new standards.

• Robustness in large dimensions: SVMs are robust against large objects, such as images. Commonly there is the occurrence of overfitting in the classifiers generated by other intelligent methods on these data types.

• Convexity of the objective function: the application of the SVMs implies the optimization of a quadratic function, which has only a global minimum. This is an advantage over, for example, Artificial Neural Networks, where there is the presence of local minimums in the objective function to be minimized.

• Well-defined theory: SVMs have a well-established theoretical basis within Mathematics and Statistics.

Figure 5 shows the types of input signal used in the selected works that address the use of machine learning in neurorehabilitation, which are: electroencephalography (EEG), kinematics, electromyography (EMG), EMG and kinematics, electrocorticography (ECoG) and biosensors.

The signals obtained in the selected works can be defined as: Electroencephalography (EEG), which performs the analysis of brain electrical activity through the use of electrodes overlapping the scalp. This type of signal can be obtained in individuals of any age since it is present from birth. Electromyography (EMG) is a method used to diagnose and prognosis the lesions of the peripheral nervous system in order to locate an injury, provide information about the pathophysiology of the lesions, evaluate the degree of impairment as well as the temporal course of the lesion. The signal is obtained through stimulation of the sensory, peripheral and motor nerves through an electric current [17]. The electrocorticography (ECoG) exam is used to measure electrical brain signals through electrodes subduly implanted in the brain surface. Studies point to substantial information obtained in certain frequency bands in the use of this technique. Most of the signal is captured at gamma level, in the range of 70-100 Hz [18]. Biosensors are devices used to measure chemical or biological reactions by generating signals proportional to the concentration of analyte in the reaction. They are widely used for disease monitoring, detection of pollutants, disease-causing microorganisms, among others [17].

According to the graph of Figure 5, it can be observed that the electroencephalography (EEG) signal was the most observed in the studies found, since it is a less invasive procedure and with good signal quality, making it possible to extract substantial information. Another impact factor for the adoption of this type of examination is due to the fact that it does not have any contraindications and a minimum duration of twenty minutes.

Figure 6 shows the applications used in the selected works that address the use of machine learning in neurorehabilitation, namely: event prediction, score, motor imagery, assistance, analysis and training.
The applications classified as "event prediction" are intended to predict the probability of occurrence of stroke. The "score" category is designated when the application is used to evaluate an exercise or system. The category "motor imagery" is used to conceptualize the exercise of creating a "command image" in the brain, i.e., mentalizing the movement of a limb, for example, using EEG to read the user's intention to move. The "assistance" applications are algorithms used to aid in the performance or execution of user movements. The "analysis" is classified as the category that analyzes the data available in the literature or from experiments performed with users. In addition, the category "training" is adopted when mentioning works that perform the training of user or patient movements.

Figure 7 shows the percentage of papers that experimented with participants. Thus, it was observed that the majority (76% of the studies) performed this procedure. This demonstrates the need to carry out tests to prove the results and effectiveness of the applications, as well as assist in the realization of improvements and maintenance of the systems.

IV. CONCLUSIONS

Through the mapping performed, it was possible to verify that there was a growth in the study of the application of machine learning in the area of neurorehabilitation, since it is a new and very efficient technique.

Thus, it should be noted that the application of systematic mapping allows identifying the main gaps for the development of new research. In addition, it addresses the main publications linked to the study.

In addition, it has been observed that machine learning is a field of computational intelligence research that studies the development of methods capable of extracting concepts (knowledge) from data samples. In general, the various machine learning algorithms are used in order to generate classifiers for a set of examples. By classification, the process of assigning, to a given information, the label of the class to which it belongs. Therefore, machine learning techniques are employed in the induction of a classifier, which must be (ideally) able to predict the class of any instances of the domain in which it was trained.

Due to what was presented in this study, there is a growing interest in researching and publishing in this area related to machine learning in the area of neurorehabilitation, seeking to assist in the neurological rehabilitation of people with various diseases.

Therefore, the need to promote this area of research to offer this public with neurological pathologies access to the techniques of neurorehabilitation as a form of treatment, acquisition of knowledge, motivation, entertainment or even inclusion. In this way, it will be possible to obtain a greater maturity in the obtained results and, thus, to promote a systematization in the use of neurorehabilitation in the aid of the promotion of the well-being of these people.
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