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The noble-alkali comagnetometer, developed in recent years, has been shown to be a very accurate measuring device of anomalous magnetic-like fields. An ultra-light relic axion-like particle can source an anomalous field that permeates space, allowing for its detection by comagnetometers. Here we derive new constraints on relic axion-like particles interaction with neutrons and electrons from old comagnetometer data. We show that the decade-old experimental data place the most stringent terrestrial constraints to date on ultra-light axion-like particles coupled to neutrons. The constraints are comparable to those from stellar cooling, providing a complementary probe. Future planned improvements of comagnetometer measurements through altered geometry, constituent content and data analysis techniques could enhance the sensitivity to axion-like relics coupled to nucleons or electrons by many orders of magnitude.

I. INTRODUCTION

Observations suggest that roughly 85\% of the matter content in our universe is in the form of Dark Matter (DM) \cite{1}. A particularly interesting class of models that may play the role of DM are known as Axion Like Particles (ALPs). Originally postulated in Refs. \cite{6–8}, the axion is a pseudo-Goldstone boson which addresses the strong CP Problem \cite{9–13}. ALPs, the generalization of the axion, have similar interactions but need not address the strong CP problem. Many such scenarios have been studied in the literature (see \textit{e.g.} Refs. \cite{14–25}) and, depending on the cosmological history, both axions and ALPs may be dark matter in some regions of their parameter space \cite{26–27}.

Experiments that search for ALPs utilize their coupling to photons \cite{28–31}, gluons \cite{32}, electrons \cite{33–40}, anti-protons \cite{41}, and protons or neutrons \cite{42–47}. In this paper we focus on ALP couplings to electrons and neutrons, re-analyzing decade-old published data from Refs. \cite{47–49} to search for ALPs as an anomalous magnetic-like field \cite{50} that interacts with the spins of the nuclei of a helium sample, or the electrons of a potassium vapor sample.

Our limits utilize an experimental device called a helium-potassium (\textsuperscript{3}He-K) comagnetometer \cite{47–49, 51–65}. The comagnetometer is sensitive to the difference between the magnetic fields measured by two strongly interacting magnetometers. The first measures the magnetic field via the spin of helium-3 atoms, which is dominated by the spin of their neutrons. The second magnetometer is sensitive to the spin of potassium atoms, which are dominated by the spin of their outermost electron. The comagnetometer resonantly couples the two magnetometers, and the result is a device that is sensitive to low-frequency, $\lesssim O(100) \text{ sec}^{-1}$, spin-dependent interactions that couple differently to neutrons and electrons.

The basic idea is as follows. The sensitivity of the comagnetometer is optimized at the so-called ‘compensation point’. There, the response of the helium spins is tuned such that they cancel the effect of magnetic fields on the alkali (potassium) spins, making the alkali magnetometer insensitive to regular magnetic fields. Anomalous magnetic fields—which couple differently to neutrons and electrons compared to regular magnetic fields—would not be canceled by the helium gas, and will have a measurable effect on the alkali. For an ALP, the ratio of its coupling to neutrons, $g_{\text{ALP}N}$, to its coupling to electrons and protons, $g_{\text{ALP}e}$, should generically differ from the neutron to electron gyromagnetic ratio, and so the comagnetometer is a sensitive instrument for detecting the new magnetic-like fields that an ultra-light ALP would induce.

As a result, the \textsuperscript{3}He-K comagnetometer can be used as a tool to measure the interactions of ALPs with neutrons and electrons. As we will show, this setup enhances the signal from ALP-neutron coupling compared to that of the ALP-electron coupling, yielding moderate sensitivity to the latter and excellent sensitivity to the former. The bounds we recast from the published data of Refs. \cite{47–49} place the strongest terrestrial constraints on the coupling of ALPs to neutrons over a broad range of masses, comparable and complementary to known astrophysical bounds.

We note that Ref. \cite{56} (as well as Ref. \cite{57}) suggested doing an analysis such as the one presented in this paper, and Ref. \cite{42} (discussed in further details by Ref. \cite{58}) has implemented the analysis for the case where the ALP’s inverse-mass is much larger than the total measurement time, placing limits for $m_\text{a} \lesssim 2 \times 10^{-22} \text{ eV}$. Our analysis lays out the machinery (distinct from that presented in Ref. \cite{42}) needed to explore higher masses, extending the limits up to $m_\text{a} \lesssim 4 \times 10^{-13} \text{ eV}$. We further discuss the near-future prospects of these experiments.

This paper is organized as followed. We begin in Section \textsuperscript{11} by describing the comagnetometer and its basic principle of operation. Section \textsuperscript{11} describes the dynamical equations of the comagnetometer. We discuss how
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the comagnetometer can be used to detect relic ALPs in Section IV. The data we use is presented in Sections V followed by our new derived limits in Section VI. We end by outlining possible improvements for future experiments in Section VII followed by a summary. The many appendices expand on the calculations and derivations performed throughout the paper. In Appendix A we give a more complete derivation of the steady state solution of the comagnetometer. Appendix B expands on the dynamical response of the system, and its steady state response to an oscillating signal. Appendix C describes how the direction of the ALP wind affects the signal, and how we treated it in our analysis while Appendix D presents the treatment of the implications of the stochastic nature of the ALP field. Appendix E discusses two effects related to the nuclear spin structure, justifying choices we make in our analysis. Finally, Appendix F unites the results of all previous appendices and provides an explicit derivation of the 95% C.L. bounds, accounting for the effects of noise.

II. THE $^3$He-K COMagnetometer

The concept of the helium-potassium comagnetometer was originally proposed in Ref. 55 and further developed in Refs. 47-49. Below, we briefly describe the principles of its operation (for further details see Appendices A and B).

The $^3$He-K comagnetometer is depicted in Fig. 1. It is a hybrid of two magnetometers that occupy the same space and interact with each other. The setup typically includes a spherical glass cell containing potassium (K) vapor and a highly pressurized helium-3 gas ($^3$He). The glass cell is illuminated by two laser beams, referred to as the ‘pump’ and ‘probe’. The pump beam is used to initialize the comagnetometer by polarizing the potassium atoms to its direction, while the probe measures the spin of the potassium atoms. The glass cell is surrounded by magnetic coils, which are themselves surrounded by magnetic shields, so that the magnetic field inside the cell remains under control to a high degree. The density of the potassium vapor is determined by the temperature of the cell, which is controlled using an oven.

The alkaline K magnetometer. The spins of the potassium magnetometer are initialized to a certain direction, $\hat{z}$, via the pump beam. Further stabilization of the polarization in this direction is achieved through the placement of a magnetic field aligned in the $\hat{z}$-direction. Such a magnetic field has two crucial additional roles to be discussed below: (i) it is used for mitigating magnetic noises in the $^3$He system and (ii) by tuning this field to a specific value one may strongly couple the two magnetometers to one another. A weak transverse magnetic or anomalous field, that changes slower than the decay rate of the alkali’s transverse polarization (induced mostly by the pump), adiabatically tilts the spins and induces a measurable change in the direction of the alkali’s polarization. Since the alkali would only partially be able to follow fields that change too fast, its sensitivity is reduced when the typical time scale for changes in the magnetic fields is shorter than the inverse decay rate. The probe beam measures the projection of this polarization along its direction, while minimally affecting the alkali spins. The resulting magnetometer is sensitive to fields perpendicular to both the pump and the probe beams.

Dynamics of helium-3 atoms. Helium-3 is a spin-$\frac{1}{2}$ atom with its two electrons in the singlet state. Consequently, its spin originates entirely from the nucleus. Using the pump and probe beams at wavelength 770 nm, they have practically no interactions with the nuclear energy levels associated with the helium-3 spins.

The helium-3 dynamics benefit from two important effects that stem from their spin-conserving collisions with the alkali metal. First, these collisions polarize the helium-3 gas, operating as an effective pumping force that generates a macroscopic helium-3 magnetization and acts to (slowly) decay any spin component that is not aligned with the alkali polarization along the $\hat{z}$ direction. Second, the collisions induce mutual effective magnetic fields. The magnetic field induced by the alkali is significantly smaller than the external magnetic field in the $\hat{z}$ direction, however it plays a crucial role for the dynamics of the helium-3 spins in the transverse directions, as discussed below.

The primary goal is to measure an anomalous field transverse to the $\hat{z}$ direction, which oscillates slowly in time (much like an ultra-light axion). To do so, timescales play an important role. For simplicity, it is easier to think of the anomalous field as though it only interacts with either electrons or neutrons, and correspondingly affects only the potassium or the helium. As mentioned above, the response of the alkali is damped when the field oscillates much faster than the alkali’s decay rate. In a generic situation, the helium-3 decay rate is small, or equivalently, the lifetime of its transverse nuclear spin excitations is very long. Consequently, if an anomalous field interacting only with neutrons is oscillating much faster than the lifetime, its oscillations will effectively average out before helium-3 spins have time to follow it by decaying to the direction of the net-magnetic field. To solve this problem (as well as to probe the helium-3 spin), the system must be brought into a resonance, which significantly shortens the transverse lifetime of the helium-3 spin. We now discuss the method to achieve this.

Interactions of the two magnetometers. With the two magnetometers placed in the same glass-cell, the

1 By using two probe beams, one could in principle measure the magnetic fields in the complete plane perpendicular to the pump. While this idea is not implemented in the experiments that we analyze in this work, the comagnetometer of Ref. 49 was rotated every few seconds to achieve sensitivity to two directions in a similar manner.
The mixing, however, is a priori insufficient to significantly affect the lifetime of the helium-3 (of order a few hours; see $R_{\text{He}}$ in table 1), unless the two modes are in resonance. Since the pump and external magnetic field are both aligned with the $\hat{z}$ direction, the noise in the pumping rate and in the $B_z$ amplitude would dominate over any new anomalous field in the $\hat{z}$ direction. Therefore, sensitive measurements cannot be implemented in the $\hat{z}$ direction, and one only measures the transverse spins.

By tuning the magnetic field in the $\hat{z}$ direction, one can tune the energy splitting due to $\hat{z}$ magnetic fields in the two spin species to be identical, putting the two magnetometers in resonance. At this point, the two previously separable magnetometers become mixed—allowing sensitivity to the nuclear spins through the measurement of the alkali spins. Moreover, the lifetimes become similar, and in particular, the effective lifetime of the helium-3 is reduced by orders of magnitude compared to the non-resonant mode, of order $\sim 100$ msec.

A very important effect happens close to the resonance regime, which significantly enhances the comagnetometer sensitivity. Under steady state conditions, the nuclear polarization of the helium-3 can be made to follow external magnetic fields, thus canceling the net magnetic fields felt by the alkali (in the transverse directions).
cific choice of magnetic field is called the compensation point. It is usually $O(1\%)$ away from the resonance point, thus reaping most of the sought-after benefits of the latter point as well. At the compensation point, the alkali spins—which interact with the total external and nuclear magnetic fields—feel a vanishing overall magnetic force. Consequently, the comagnetometer cancels out regular magnetic fields, leaving excellent sensitivity to anomalous ones.

We can now expand on the schematic depiction of the comagnetometer of Fig. 1. In the center panel, the large circle represents the glass cell which houses a pressured $^3\text{He}$ gas, as well as a liquid silvery droplet that generates a vapor of $\text{K}$ atoms. The probe laser passes through the glass cell, and its linear polarization is modified by the alkali spins, allowing for the projection of the potassium spin along the direction of the probe beam propagation ($\equiv \hat{x}$) to be measured. The pump laser is circularly polarized and interacts with the alkali atoms, giving them a macroscopic polarization in the direction of the pump beam propagation ($\equiv \hat{z}$). This macroscopic polarization is passed (to some degree) to the $^3\text{He}$ atoms, giving them a macroscopic magnetization in the pump beam’s direction ($\hat{z}$) as well. The left drawing of vectors represents the fields operating on the $^3\text{He}$ atoms, with $b_n$ the anomalous field interacting with the neutrons, $B_{\text{K} - \text{He}}$ the magnetic field the alkali induces on the $^3\text{He}$, and $\mathbf{B}_{\text{ext}}$ the external magnetic field. Note that $\mathbf{B}_{\text{ext}}$ is not precisely along the $\hat{z}$ direction due to possible experimental noise. We have chosen to depict only $b_n$ (and not $b_e$, as well), in order to simplify the illustration. The right drawing of vectors represents the fields operating on the $\text{K}$ atoms, with $B_{\text{He} - \text{K}}$ the magnetic field the $^3\text{He}$ induces on the $\text{K}$ atoms. $\lambda\hat{M}_\text{K} = \hat{B}_{\text{He} - \text{K}} = 2\mu_h \text{He} \hat{S}_\text{He}$ in later equations) and $\lambda\hat{M}_\text{He} = \hat{B}_{\text{K} - \text{He}} = 2\mu_h \text{K} \hat{S}_\text{K}$ in later equations) represent the effective magnetization of the alkali as felt by the noble gas and of the noble gas as felt by the alkali, respectively. Note that the vector $-\lambda\hat{M}_\text{K}$ ($-\lambda\hat{M}_\text{He}$) is proportional to the direction of the spins of the $\text{K}$ ($^3\text{He}$) atoms with a positive proportionality scale. $-\lambda\hat{M}_\text{K}$ ($-\lambda\hat{M}_\text{He}$) therefore is not a field that is felt by $\text{K}$ ($^3\text{He}$) spins, rather it is the direction of the $\text{K}$ ($^3\text{He}$) spins.

The compensation point is illustrated in Fig. 1 by the 3-dimensional axes showing $(\lambda\hat{M}_\text{K} + \hat{B}_{\text{ext}}) \cdot \hat{x} = 0$, since the noble gas exactly cancels the transverse component of the external magnetic field (which in Fig. 1 is directed along the $\hat{x}$ axis). On the other hand, the $\hat{y}$ projection of noble spins is non-vanishing and proportional to the nuclear anomalous field (which in Fig. 1 is along the $\hat{y}$ axis). As a consequence, the $\hat{y}$ anomalous field induces, through the nuclear spins, a measurable tilt in the alkali spins along the $\hat{x}$ axis.

| Variable         | Ref. [47] | Ref. [48] | Ref. [49] |
|------------------|-----------|-----------|-----------|
| $\gamma_e$ [sec$^{-1}$/\mu G] | $-18$     | $-18$     | $-20$     |
| $\gamma_n$ [sec$^{-1}$/mG]    |            | $-20$     |           |
| $\gamma_{\text{He}}$ [sec$^{-1}$/mG] |            | $-20$     |           |
| $q$                | 5.2       | 5.0       | 5.2       |
| $R_e$ [sec$^{-1}$]   | 330       | 400       | 350       |
| $R_{\text{He}}$ [10$^{-6}$ sec$^{-1}$] | 24        | 1000      | 200       |
| $R_{\text{pu}}$ [sec$^{-1}$]   | 170       | 180       | 170       |
| $R_{\text{eff}}$ [10$^{-6}$ sec$^{-1}$] | 1.8       | 15        | 4         |
| $S_K$               | 0.25      | 0.27      | 0.25      |
| $S_{K,\text{He}}$   | 0.017     | 0.0046    | 0.01      |
| $b_c$ [mG]          | 5.3       | 1.6       | 2.6       |
| $2\lambda e \mu \text{He}$ [mG] | $-0.028$ | $-0.02$   | $-0.056$ |
| $2\lambda n \mu \text{He}$ [mG] | $-310$   | $-340$    | $-260$    |

TABLE I. Values of important constants in Eqs. (1)-(2) (to two digits precision) from Refs. [47–49]. As in Ref. [48], we use directly measured values for observables, when available.

### III. DYNAMICAL EQUATIONS

Much of the dynamics of the comagnetometers described above can be captured by the coupled time-evolution equations for the helium-3 nuclear spin vector, $\mathbf{S}_{\text{He}}$, and the alkali spin vector, $\mathbf{S}_\text{K}$ (for further details see Appendix A):

$$\dot{\mathbf{S}}_\text{K} = \frac{\gamma_e}{q} \left( \mathbf{B} + \frac{b_n}{\gamma_e} + 2\lambda \mu \text{He} \mathbf{S}_{\text{He}} \right) \times \mathbf{S}_\text{K} - \frac{1}{q} R_{\text{He}} \mathbf{S}_\text{K} + \frac{1}{2q} R_{\text{pu}} \mathbf{s}_{\text{pu}},$$  \hspace{1cm} (1)$$

$$\dot{\mathbf{S}}_{\text{He}} = \gamma_{\text{He}} (\mathbf{B} + \frac{b_n}{\gamma_n} + 2\lambda \mu \text{K} \mathbf{S}_\text{K} \times \mathbf{S}_{\text{He}} - R_{\text{He}} \mathbf{S}_{\text{He}} + R_{\text{eff}} \mathbf{S}_\text{He} - R_{\text{eff}} \mathbf{S}_\text{He} - R_{\text{eff}} \mathbf{S}_\text{He} - R_{\text{eff}} \mathbf{S}_\text{He} .$$  \hspace{1cm} (2)$$

The typical sizes for the different variables are shown in Table I. The first line in each of the equations describes the action of the effective total field on the corresponding spins. Here $\mathbf{B}$ is the total external magnetic field, namely the controlled magnetic field in the $\hat{z}$ direction, together with any magnetic noise penetrating the magnetic shielding or generated by thermal noise in the shield. $b_n$ ($b_e$) is an anomalous field that interacts with the neutrons (electrons). $\mu_h$ and $\mu_e$ are the spin-normalized alkali and noble gas magnetizations respectively, while the factor $\lambda \approx 50$ is related to the cross section of a nuclear-alkali collision, and depends upon the overlap of the alkali and $^3\text{He}$.

Note that our definition of $b_n$ ($b_e$) differs from that of Refs. [47–49] by a factor of $\gamma_n$ ($\gamma_e$).
nuclear wave-functions during a collision. Under typical conditions, $|\mu KS| \ll |\mu HS_{\text{He}}|$. $\gamma_e$ ($\gamma_n$) is the gyromagnetic ratio of a free electron (neutron), while $q$ is called the ‘slowing down factor’ that arises from integrating over the spin-$3/2$ degrees of freedom of the potassium nucleus, and is a dimensionless constant of order $O(4-6)$, depending on the precise experimental setup. Finally, $\gamma_{\text{He}}$ is the $^3\text{He}$ gyromagnetic ratio.

The decays of the spins are described by the first term of the second line in each of the equations. $R_e$ and $R_{\text{He}}$ are the decay rates of the electron and $^3\text{He}$ spins respectively. Finally the effect of the external pump for the alkali and the effective pump due to the spin-exchange interactions for the helium-3 are described by the last terms. $s_{\text{pu}}$ is the spin of the circularly polarized pump beam, $s_{\text{pu}} = \hat{z}$, while $R_{\text{pu}}$ and $R_{\text{eff}}$ are the external and effective pumping rates respectively. As can be seen, the effective pump drives the helium-3 spin to align with that of the alkali. Note that the probe beam—which can be thought of as the ability to measure the alkali’s spin projection on the direction of the probe’s propagation—does not appear in the above equations, as it has negligible effect on the dynamics of the potassium spins and none at all on the $^3\text{He}$ atoms.

The system can be understood in a simple manner under the assumption of a steady-state equilibrium, $S_{\text{K,He}} = 0$. The pumping terms dominate the steady state solution of the $\hat{z}$ projections, greatly impairing the sensitivity to all fields in that direction. Conversely, significant sensitivity can be achieved in the perpendicular directions when in the so-called compensation point. As we show in Appendix [A] in the absence of an anomalous field, $b_{e,n} = 0$, the transverse spin polarization of the alkali gas can be made to vanish (even for finite $B_{\perp}$), $S_{\text{K}} = 0$, by tuning the $\hat{z}$ component of the external magnetic field to be

$$B_\perp = B_c \equiv -2\lambda (\mu_{\text{He}}S_{\text{He}}^z + \mu_K S_K^z),$$

where $B_c$ is the compensation point of the magnetic field. Correspondingly, one often defines the compensation frequency, given by $\omega_c \equiv \gamma_{\text{He}} B_c$, which is usually the typical time-scale that characterizes the compensation point. At this point, the alkali gas feels no (non-anomalous) external magnetic fields in the perpendicular direction. We stress that this ability to cancel external magnetic fields is achieved by only tuning the controlled magnetic field along the $\hat{z}$ direction, allowing to cancel any additional noise in the system. As a consequence of the compensation point, the sensitivity to anomalous fields acting on the neutrons is maximized and is found to be (see Appendix [A]).

$$S_K = -\frac{1}{R_{\text{e}}} \left( \frac{\gamma_e}{\gamma_n} b_{\perp}^+ - b_{\perp}^- \right) \times (S_K \hat{z}).$$

The above shows an enhanced sensitivity to $b_{\perp}^+$ due to the large numerical coefficient, $\gamma_e/\gamma_n \simeq O(1000)$. The compensation point occurs within the resonance regime where the decay rate of the helium-3 is highly enhanced.

IV. MEASURING ALPS WITH THE COMAGNETOMETER

Having established the basic concept of comagnetometers, we move to discuss their sensitivity to new physics. In particular, we focus on the ALP Langrangian terms [50],

$$\mathcal{L} = -g_{aNN}\partial_j a\vec{N}\gamma^5\gamma^\mu N - g_{aee}\partial_\mu a\vec{e}\gamma^5\gamma^\mu e,$$

where $a$, $N$ and $e$ are the ALP, neutron and electron fields, respectively while $g_{aNN}$ and $g_{aee}$ are the ALP-neutron and ALP-electron couplings.

The non-relativistic limit of the above results with spin-dependent interactions that are analogous to the interactions of magnetic fields and spins in the SM. In analogy to magnetic fields, we define an ALP-induced field $b$, which couples to the alkali’s spin (dominated by its electronic configuration) and the helium-3 spin (governed by the spin of its neutron) with the following Hamiltonian:

$$H = \frac{g_{aee}}{q} b \cdot S_{\text{K}} + \frac{\gamma_{\text{He}}}{\gamma_n} g_{aNN} b \cdot S_{\text{He}}.$$

As mentioned previously, such a field is called anomalous if the ratio of the above couplings $g_{aee}/g_{aNN}$ does not match that in the Standard Model (SM), $\gamma_e/\gamma_n$. Microscopically this is the case for any force mediator that couples differently to electrons and neutrons. (For this reason, comagnetometers are not sensitive to relic dark photons, which would couple with the same ratio as the SM photon.)

As described above, comagnetometers are excellent detectors of such anomalous fields, with best sensitivity demonstrated for anomalous couplings to nucleons. Refs. [38, 49] performed a thorough search, with the results mostly interpreted in the context of anomalous fields sourced by Lorentz violation, thereby considering only time-independent anomalous fields, $b_a \equiv g_{aNN} b$. In this work, we show that the same data can be used to place constraints on anomalous fields that are sourced by the presence of relic ALPs that induce an effective time-dependent $b_a$, oscillating at a frequency related to their mass, $m_a$. Bounds can similarly be placed for ALP-electron anomalous fields, $b_e \equiv g_{aee} b$, though these are somewhat weaker.

When a spin-$1/2$ neutron, $N$, is in the presence of a coherent ALP field, $a$, assuming both are non-relativistic,
As is evident, relic ALPs would act as an anomalous field: similar, with the replacements

\[ \sigma \rightarrow \text{direction for which the measurement is sensitive} \]

the Hamiltonian of their interaction is given by \[ H_{aNN} = g_{aNN} \sqrt{2} \rho_n \cdot \cos(E_a t + \theta_0) (\mathbf{v} \cdot \sigma_N). \] (7)

where \( \rho_n \) is the energy density of the ALPs at the vicinity of the neutron. \( \theta_0 \) is some random initial relative phase. \( \sigma_N \) is the spin of the neutron, and \( E_a \) is the energy of the ALP, which for a non-relativistic particle is roughly its mass, \( E_a \approx m_a \). The relative velocity between the neutron and the ALP field is \( \mathbf{v} \), and for DM ALPs we have on average \( |\mathbf{v}| \approx 7.7 \times 10^{-4} \) in natural units. The Hamiltonian of the interaction between an ALP and electrons is similar, with the replacements \( g_{aNN} \rightarrow g_{ae} \), \( \sigma_N \rightarrow \sigma_e \). As is evident, relic ALPs would act as an anomalous field: they couple to the spin of the particles with an oscillating strength, and an effective anomalous field,

\[ \mathbf{b}_n = g_{aNN} \sqrt{2} \rho_n \cos(E_a t + \theta_0) \mathbf{v}, \] (8)

with a corresponding equation for electrons.

V. DATA

In this work we analyze existing data and show how it can be used to place new bounds on ALP couplings. The data comes from three experiments, each measuring the spins of potassium atoms in a \(^3\)He-K comagnetometer for a period of several days. The data, reproduced in Fig. 2 is given in the form of the magnetic field spectral noise density,

\[ A(\omega) = \frac{1}{\gamma_n \sqrt{t_{\text{tot}}}} \left| \int_0^{t_{\text{tot}}} dt (\mathbf{b}_n \cdot \hat{\sigma}) e^{i\omega t} \right|. \] (9)

Here \( A(\omega) \) is the amplitude of the signal in units of magnetic field per square root bandwidth (where bandwidth is measured in units of Hz), \( \omega \) is the frequency at which the signal is measured, \( t_{\text{tot}} \) is the total measurement time, \( \hat{\sigma} \) is the direction for which the measurement is sensitive, and \( \mathbf{b}_n \) is the neutron anomalous field. A similar equation can be written if one assumes a signal from an electron anomalous field \( (\mathbf{b}_N \rightarrow \gamma_e \mathbf{b}_e / \gamma_e) \).

The details of the three data sets we use are as follows:

1. **Dataset I**: Vasilakis et al., Ref. [47] (some of the data is only shown in a plot in Ref. [49]), performed a search for a long-range spin-dependent interactions using a comagnetometer, over a total integration time of 36.2 days. In this experiment, relic ALPs would appear as a background field, and thus the noise spectrum they provide can be used to constrain such a relic.

The available data, which is depicted by the purple curve of Fig. 2 presents the measured noise spectrum for the entire experiment, for frequencies in the range of 0.04 sec\(^{-1} \) \( \lesssim \omega \lesssim 400 \) sec\(^{-1} \). The data above 315 sec\(^{-1} \) is filtered and therefore cannot be used to derive bounds.

The experiment was split into 7 separate runs, each testing different configurations which affect the long-range spin-dependent interaction search, but do not affect the sensitivity to relic ALPs. However, since the different measurements have been summed incoherently, and with long breaks between them, there are non-trivial effects, discussed in further detail in Appendices [D] and [E]. Throughout the experiment, the sensitive direction of the comagnetometer was aligned with the radial direction of the earth. This dataset will be used to derive new limits on ALP-neutron and ALP-electron couplings for masses in the range \( 2.4 \times 10^{-17} \) eV \( \lesssim m_a \lesssim 2 \times 10^{-13} \) eV.

2. **Dataset II**: The second dataset was presented by Kornack et al. in Ref. [48] and is available only for a measurement period of 6 days, for frequencies \( 3 \times 10^{-6} \) sec\(^{-1} \) \( \lesssim \omega \lesssim 600 \) sec\(^{-1} \). Throughout, the sensitive direction of the comagnetometer was aligned with the radial direction of the earth.

The data is presented by the blue curve of Fig. 2. This dataset is the oldest of those we use and is noisier over most of its covered frequencies. Additionally, its resolution over the frequency range
which is uncovered by other measurements is too poor to detect daily modulation, which—combined with its single measurement source—further suppresses its reach (see Appendix E for further details). This data is used to cast new bounds in mass regions not covered by the other datasets, for $3 \times 10^{-18} \text{ eV} \lesssim m_a \lesssim 4 \times 10^{-17} \text{ eV}$ and $2 \times 10^{-13} \text{ eV} \lesssim m_a \lesssim 4 \times 10^{-13} \text{ eV}$. (While this dataset could be used to cast limits on arbitrarily low ALP masses, it is non-competitive with results derived from dataset III below and so we do not pursue this further.)

3. Dataset III: The third dataset was presented by Brown et al. in Ref. 49 and is available only for their longest uninterrupted measurement, which lasted 21.81 days out of 143 days of total run time. Every 7 – 10 seconds, the sensitive direction of the comagnetometer was rotated by 90°. The sensitive directions of the available measurement in this case are therefore both north-south and east-west.

The measured noise spectral density is depicted by the green (sensitive directions east-west) and red (sensitive directions north-south) curves of Fig. 2. The data spans the frequency range of $6 \times 10^{-6} \text{ sec}^{-1} \lesssim \omega \lesssim 5 \times 10^{-3} \text{ sec}^{-1}$. This data will be used to cast limits on ALPs with masses $m_a \lesssim 3 \times 10^{-18} \text{ eV}$.

In addition to the data shown in Fig. 2 Ref. 49 also provides us with a bound on the amplitude of a constant anomalous field. A constant anomalous field would be interpreted as a nearly massless ALP, $m_a < 1.8 \times 10^{-22} \text{ eV}$, so that $b_0$ of Eq. 5 remains nearly constant throughout the measurement. This bound relies on the full 143 days of exposure, and is therefore stronger than the one cast from the 22 days of exposure of the longest uninterrupted measurement. Indeed, Ref. 42 has already cast a bound on neutron coupling to ultralight ALPs from this result. However Ref. 42 has not accounted for the stochastic nature of the ALP field, which was recently shown to weaken bounds when taken to account 61 (see Sec. VI for a brief discussion, and Appendices D and F for a more complete one). We therefore recalculate that bound here, getting weaker results due to this effect.

VI. ANALYSIS AND RESULTS

We now describe our analysis method for obtaining new constraints on the ALP parameter space using the comagnetometer measurements described above, and the results derived from the existing data. While there is no commonly accepted model for the ALP DM density and velocity distribution (see Ref. 62 for several models), in order to cast bounds, one must choose a specific model. Here we have the average velocity of the ALPs relative to us, $|\langle v \rangle| = 232 \text{ km/sec} \sim 0.77 \times 10^{-3} \text{ in natural units}$. For the density profile, we have assumed that the ALPs comprise of all DM in the galaxy have assumed an average ALP density of $(\rho_a) = \rho_{DM} = 0.4 \text{ GeV cm}^{-3}$.

Following Eq. 7, the ALP-induced anomalous field is in the direction of the ALP velocity and linearly dependent on its size. The experimental sensitivity depends on the direction of the anomalous field, in relation to the detector’s sensitive direction (encoded in $\sigma$ of Eq. 7), which is different for the different datasets. The rotation of the earth rotates the direction of sensitivity of the detector, creating $O(1)$ daily modulation in the signal. The data of Ref. 49 is the only one with a fine-enough resolution to measure this effect. The details of our daily modulation treatment are given in Appendix C and their application to the Ref. 49 dataset is described in Appendix E.

In the limit $m_a \rightarrow 0$, the signal can be constrained from the signal at the sidereal day frequency, $\omega = \Omega_{SD} \approx 2\pi/\text{day}$. ALPs in this limit can be thought of as a source to the original anomalous daily modulated field searched for in Refs. 48, 49. Indeed, the bound calculated by Ref. 42 assumes this. As we have mentioned, independently of the data in Fig. 2 Ref. 49 presents their final values for a constant anomalous field, $|b_0^a| < 3.7 \times 10^{-33} \text{ GeV at 68% C.L.}$, corresponding at 95% C.L. to $|b_0^a| < 5.5 \times 10^{-33} \text{ GeV}$. Due to a long break in the middle of data-taking, the experiment was spanned over a period of 270 days, so that for masses of $m_a < 2\pi/(270 \text{ days}) \approx 1.8 \times 10^{-22} \text{ eV}$, the anomalous field would appear as constant throughout the experiment of Ref. 49 (up to the effect of the daily modulation), and the result above can be used.

The naive plugging-in of $\rho_a = \rho_{DM} \cdot v_a = \langle v_a \rangle \cdot \theta_0 = 0$, and $E_a = m_a$, in Eq. 8, to find the appropriate bound on the coupling neglects the stochastic nature of the ALPs, and is inaccurate by a factor of $O(20)$. We will now discuss briefly the effects of the stochastic nature of the ALP field, though we leave the full discussion to Appendices D and F.

Non-relativistic ALPs are coherent over a period of

$$\tau_a \approx \frac{2\pi}{m_a v_{\text{stochastic}}^2} \approx 8.9 \text{ days} \left( \frac{10^{-14} \text{ eV}}{m_a} \right),$$

where we took $v_{\text{stochastic}} = v_{\text{virial}} = 220 \text{ km/sec}$. For any measurement shorter than the coherence time, we can assume a single value was sampled for the velocity, the energy, the relative phase, and the density of the ALP field (the distributions can be found in Appendix D). For a measurement time $t_{\text{tot}} = n \tau_a$, we assume $n$ random samples of the stochastic distributions should be summed upon. To get the bounds, we therefore run a simple Monte Carlo (MC) simulation in which we sample the distributions appropriately and derive a 95% C.L. bound.

The stochastic nature of the ALPs allows for the possibility that we are in a region where the ALP field is uncharacteristically small. However, it is enough to draw
few samples from the distributions to decrease this effect. This implies an $O(3)$ improvement of the sensitivity when transitioning from $t_{\text{tot}} = \tau_a$ to $t_{\text{tot}} \sim 5\tau_a$. As explained in Appendix [D], a more detailed analysis could be made with more complete-data, achieving a further improvement to the bound which scales as $t_{\text{tot}}^{1/4}$ for the Signal-to-Noise-Ratio (SNR) at periods longer than the coherence time; however, with the current data available, that additional improvement could not be achieved.

The 7 runs of Ref. [47] were spread over a period of $\sim 100$ days, and the longest of them took about $\sim 8$ days. Therefore, for masses $10^{-14}$ eV $\lesssim m_a \lesssim 10^{-15}$ eV, the signal would be incoherent for the 100 days, despite being coherent for the entirety of any specific run. Another non-trivial detail is the calibration procedures that were done during the measurements – which took about $O(50\%)$ of the total measurement time (during which no data was recorded). In general, all three datasets shown in Fig. [2] have gone through several processing procedures, which we do not know in full details. These complications give rise to some uncertainties, which we discuss in further details in Appendix [E].

In general, more of the technical details for the procedure that we use to derive our constraints are described in the Appendices, with the final procedure found in Appendix [F]. Our results for the constraints on the ALP-neutron and ALP-electron couplings are shown as blue shaded regions in Figs. [3] and [4], respectively.

In Fig. [3] the region labeled as ‘long-range’ represents the merging of two separate bounds from the non-observation of new long range interactions [43, 47]. The $\nu_{\text{n}}/\nu_{\text{Hg}}$ region is excluded from not measuring anomalous fields in a system of mercury atoms and free neutrons [44], and the ‘CASPEr (ZULF)’ region is excluded by the phase I run of this low-frequency NMR experiment [45]. The bound from the CASPEr ZULF comagnetometer experiment is presented as the ‘CASPEr (comag.)’ region [46]. The last three exclusion regions were recently corrected by Ref. [41], which accounts for the previously unknown stochastic nature of the ALP field, and we use their corrected results in this figure. The ‘neutron star’ and ‘SN’ shaded regions indicate the stellar constraints from neutron star cooling [63] and supernova SN1987a [64] (a recent recalculation of Ref. [68]). The ‘meson’ shaded region is a model-dependent constraint, arising from the new decay channels that axions would introduce in meson decays [65]. The dotted orange, the dot-dashed red curves show our future projections, as explained in the next section.

In Fig. [4] the ‘white dwarfs’ and ‘solar axions’ shaded regions indicate astrophysical constraints coming from the new cooling mechanism axions would introduce in white dwarfs [67], and the non-observation of solar axions by the LUX experiment [66], respectively. The ‘long-range’ region presents the bound from looking for long-range spin-dependent interactions [40]. The ‘torsion-pendulum’ region presents the bound from the search for the anomalous field sourced by ALPs, interacting with polarized electrons of a so called ‘spin-pendulum’ [39]. The magenta dashed curve shows our future projections of a dedicated comagnetometer experiment, as explained in the next section.

As is evident, for ALP-neutron couplings, our new derived bounds from old data provide the strongest terrestrial constraints to date over a broad range of masses, providing a complementary probe to stellar constraints. Further improvements and deep reach into uncharted parameter space should be made possible with future experimental improvements, as we now detail.

## VII. Future Improved Experiments

The concept of the alkali-noble comagnetometers exists for over a decade and shows great promise, however relatively little work on the topic discussed here has been performed. We now outline several possible directions for future improvement, which could enhance the sensitivity of these systems to relic ALPs. We describe three realistic experimental setups for improved sensitivity. The Hot Vapors Laboratory of the Quantum Optics Center in Israel is currently building two comagnetometers that will implement some of the ideas presented below. Our projected sensitivity curves for these realistic future experimental setups are depicted by the dashed curves in Fig. [3] and Fig. [4].

### A. Dedicated DM Search

The simplest way to improve the bounds extracted in this paper is to improve the detector and by performing specific analysis for DM. The expected reach is shown by the dashed magenta curves in Fig. [3] and Fig. [4]. The predicted constraint realistically assumes a 30-day dedicated run with an $O(5–10)$ improvement in the signal-to-noise ratio (SNR) of the detector compared to Ref. [47], i.e. assuming 1.4 picoG/$\sqrt{\text{Hz}}$ noise spectrum density. We further assume the noise to increase by an order of magnitude at the lower frequencies. We have assumed a moderate increase in the polarization of the helium atoms, leading to a compensation frequency ($\omega_c \approx \gamma_{\text{He}} B_c$) of 100 sec$^{-1}$, as well as a small increase in the alkali decay rate ($R_\gamma/q \gtrsim 100$ sec$^{-1}$). As discussed in Appendix [D] when the frequency of the anomalous fields, $\omega$, increases, the SNR of the detector decreases as a function of $\omega/(R_\gamma/q)$ and $\omega/\omega_c$. In this neutron-ALP interaction
FIG. 3. Constraints and projected reach for ALP-neutron couplings. The shaded blue regions represents the 95% C.L. bounds derived in this paper from datasets I [47], II [48] and III [49]; the bound derived from dataset III continues to arbitrarily small ALP masses. The sudden increase of the bound at ultra-light masses is due to longer measurement-time being available at those masses, and not an increased sensitivity at low frequencies. The shaded ‘long-range’ region comes from the non-observation of deviations from the gravitational $1/r^2$ at short distances [43], together with the bound from long-range spin-dependent interactions [47]. The ‘$\nu_n/\nu_{Hg}$’ shaded region comes from Ref. [44], which compared the effect of anomalous DM axion fields on Hg and neutrons. Similarly, the ‘CASPer (comag.)’ region is excluded by the non-observation of the effect of anomalous DM axion fields on $^1H$ and $^{12}C$ [46]. The ‘CASPer (ZULF)’ shaded region indicates the phase-I bound of that experiment [45], which looks for anomalous fields by utilizing NMR methods. The last three bounds were recently corrected by Ref. [61] which accounts for the previously ignored stochastic nature of the ALP field, and we use their corrected results in this figure. The ‘neutron star’ band indicates the constraints from neutron star cooling considerations [63]. The ‘SN’ band depicts cooling bounds from supernova SN1987a [64]. The ‘meson’ band is the model-dependent bound from searching for invisible meson decays [65]. The dashed magenta, dotted orange and dot-dashed red curves indicate future reach of our proposed improved experimental setups; for further details, see main text.

projection, we have therefore taken the SNR of the detector to linearly decrease after reaching 100 sec$^{-1}$. For the electron-ALP interactions, the loss of SNR is less steep, and we have therefore neglected this effect. All of these improvements rely on advanced techniques which are currently being tested.

One of the detectors being built has two probe beams, and it is planned to implement a control measurement ($e.g.$ by exiting the compensation point for short intervals during which sensitivity to noise from magnetic fields is present). We believe that our background subtraction can introduce significant additional improvements compared to what is currently shown in Fig. 5 and Fig. 7. We also expect to be able to have a marginal improvement at times longer than $\tau_a$, that scales as $\sqrt{t_{\text{tot}}}$, as discussed in Appendix D. Ref. [47] has already shown that even a partial control measurement can introduce an $O(10)$ improvement for some frequencies, and it is therefore likely that the final reach of such an experiment could be even greater than that presented here.

An additional improvement is expected through complete 3D knowledge of directionality of the measured anomalous field. Since the directional properties of the experimental noise are currently unknown, we do not include potential improvement from a multi-directional search in our projected reach. Techniques to measure the entire 3D vector of the anomalous field are, however, currently being studied and will enable the complete knowl-
edge of the ALP field directionality. If a sharp peak is found at some frequency, directional detection schemes in different laboratories would allow testing whether the measured signal is sourced out of earth, which will inform us in the question of its DM origin.

B. Change of Atoms

While the $^3$He-K comagnetometer can achieve strong bounds on the interactions between ALPs and neutrons, it cannot probe ALP-proton interactions due to the absence of a proton component in the $^3$He spin (see Appendix for further details). Changing the identity of the atoms the comagnetometer can not only affect the sensitivity but also further enable the probing of the ALP-proton coupling, which can be much larger than the ALP-neutron coupling.

Several options for variations in the atoms exist. One, currently under study, is the use of $^{21}$Ne as an alternative to $^3$He. A second, more readily available is the use of a Xenon isotope, $^{129}$Xe or $^{131}$Xe, paired with Rb alkali atoms. The Xe-Rb interactions trigger a large relaxation rate for the rubidium. As a consequence, in order to reach reasonable polarizations, a cell with xenon isotopes must have a significantly lower pressure compared to a cell with $^3$He atoms. Since the noise cancellation is also sensitive to the density of the noble gas, $\delta B/B_c \propto 1/n_{\text{noble}}$, this would naively impede the cancellation. However, the interaction of the Rb and Xe is about $O(100)$ stronger than that of K and $^3$He, and additionally the pumping of the Xe isotopes can reach $O(10\%)$ polarization compared to the $O(2\%)$ polarization of the $^3$He atoms. Thus an order of magnitude increase in the compensation frequency can be expected.

The decay rate of the electronic spin is increased by orders of magnitude compared to the $^3$He-K comagnetometer, which would naively suppress the signal as can
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FIG. 4. Constraints and projected reach for ALP-electron couplings. The shaded blue regions represent the 95% C.L. bounds derived in this paper from datasets I [47], II [48] and III [49], the third of which continue to arbitrarily small ALP masses. The sudden increase of the bound at ultra-light masses is due to longer measurement-time being available at those masses, and not an increased sensitivity at low frequencies. The shaded ‘long-range’ region represents the constraint from searching for new long range interactions [40]. The ‘Torsion-Pendulum’ region represents the bound from the search for the anomalous field sourced by ALPs, interacting with polarized electrons of a so called “spin-pendulum” [35]. The shaded ‘solar axions’ region is excluded by the solar axion search of the LUX collaboration [66]. The shaded ‘white dwarfs’ region is excluded by considering the effects axions would have on white dwarfs as a new cooling mechanism [67]. The magenta dashed curve describes the future reach of an improved comagnetometer setup we propose; see main text for further details.
be seen from Eq. \(1\). However, the leading order contribution from magnetic noise is suppressed by the same factor, so the SNR due to magnetic noises is unaffected.\(^7\) Depending on the precise origin of the detector noise—whether sourced by SM magnetic fields or something else, such as noise in the lasers—this suppression of both signal and noise may or may not fully cancel. For this reason, we use a conservative projection assuming that the detector will experience a constant spectral density noise of 0.1 nG/√Hz. As in the dedicated DM search case, the increase in compensation field and decay rate has been translated to the dynamical suppression factors discussed in Appendix [3] appearing at higher frequencies compared to the existing experiments analyzed here. For the assumed \(\omega_c = 10^7 \text{ sec}^{-1}\) this translates to a linear decrease in the sensitivity starting at \(m_{\alpha} = 10^9 \text{ sec}^{-1}\).

Our projection is shown by the orange dotted curve in Fig. 3. The noise of the detector at low frequencies is extremely hard to predict and thus the projected bounds are given for masses \(m_{\alpha} > 1 \text{ sec}^{-1}\). Once again we assume a 30 day run period. The reach of the Xe-Rb comagnetometer described here can also be cast for ALP-proton couplings, with similar sensitivity to the ALP-neutron ones, thus providing a complementary probe. The sensitivity of this detector to ALP-electron interactions are non-competitive with existing bounds and are therefore not shown. Finally, we comment that the Xenon detector may be further improved by the simultaneous use of two Xenon isotopes, as will be demonstrated in future work.

### C. Long Range Spin-Dependent Interaction Search

In the experiment of Ref. [47]—whose data was analyzed in this work—a helium-potassium comagnetometer is used to measure long-range spin-dependent interactions via an independent sample of highly polarized \(^3\)He gas, placed in proximity to the detector. This is equivalent to searching for the effective anomalous field generated by the highly polarized source of \(^3\)He. In this case, however, the interaction is only modulated if the directionality of the source sample is modulated, giving control over the frequency of the sought signal. A future improved long-range spin-dependent interaction search would enable significant reach into ALP parameter space. We note that this experiment probes the existence of ALP interactions regardless to whether they are a component of DM or not.

The \(O(10)\) improvement in the SNR of the planned future \(^3\)He-K comagnetometer would give an \(O(3)\) improvement on the bounds. Changing the geometry can further enhance the reach. A factor of \(O(10)\) improvement on the bound can be achieved by placing the sample source at a distance of 10 cm from the center of the comagnetometer, rather than the 50 cm distance of Ref. [17]. The specialized detector currently being built is much smaller than that of Ref. [17] and should thus allow for this close placement of the source sample. Such a setup would then allow to probe masses a factor of 5 heavier than those probed in Ref. [17].

A final further planned improvement, which should yield an additional enhancement of reach by a factor of \(O(20)\), is the use of xenon in one of its non gaseous phases (xenon ice, liquid xenon, or xenon snow) as the source material. By taking a cell of 5 cm radius filled with non-gaseous xenon, with an achievable polarization of 50%, a substantially increased amount of polarized spins can be obtained. We note that the typical constructed cells of such polarized material are usually much smaller than this. However, Ref. [22] has discussed the use of such cells in one of their future phases, and cells of size 300 mL (oddly shaped, but close in volume to a 5 cm radius spherical cell), have already been used in Ref. [70] with 34% polarization of Xe (though since the thawed gas is said to lose about 50–80% of its initial polarization, we expect substantial improvement is possible in the absence of thawing). The greatest challenge of using the existing cell technology is that these cells are commonly housed in strong magnets which could ruin the comagnetometer’s shields, making the placing of the comagnetometer 10 cm away from the anomalous spin source a challenging task. Preliminary investigation however implies that these issues may be solved in the future, and our projected reach for this future experiment are shown by the dot-dashed red curve in Fig. 3. We note that this type of experiment has no independent sensitivity to \(g_{\alpha e c}\).

### VIII. SUMMARY

Comagnetometers present an innovative and under-utilized avenue to probe ultra-light ALPs. With current setups far from optimization, and sensitivity spanning many decades of ALP masses, down to fuzzy dark matter \([^{11,12}\text{ masses of } O(10^{-22} \text{ eV})\), comagnetometers hold great promise to detect relic ALPs. In this paper we have presented the foundation to enable current and future searches using comagnetometers to constrain and detect such ultra-light ALPs. Using publicly available partial comagnetometer data, we are able to place meaningful constraints on ALP couplings to neutrons and electrons, including, in the case of ALP-neutron interactions, the strongest terrestrial constraints to date over a broad range of masses, demonstrating the power of our approach. With future improvements to the experimental setup—the implementation of which is already underway—many different and interesting searches can be performed, with prospects to cut deep into uncharted ALP parameter space in the near future.

---

\(^7\) The leading contribution for magnetic noise from oscillating magnetic fields is presented in Appendix [3] Eq. (12). However, the magnetic noises stemming from inaccurately tuning the system to the compensation point also scale as \(1/R_e\). The derivation of these corrections are beyond the scope of this paper, and their description can be found in Refs. [45]-[49].


| Scale                  | Ref. 47 | Ref. 48 | Ref. 49 |
|------------------------|---------|---------|---------|
| $\Gamma_K$ [sec$^{-1}$] | 63      | 79      | 68      |
| $\omega_K$ [sec$^{-1}$] | -24     | -19     | -48     |
| $\omega_{He}$ [sec$^{-1}$] | -110   | -32     | -53     |
| $\omega_{He-K}$ [10$^3$ sec$^{-1}$] | 260    | 330     | 230     |
| $\omega_{He-K}$ [10$^{-3}$ sec$^{-1}$] | 9.8    | 1.9     | 11      |
| $\omega_{fast}$ [sec$^{-1}$] | -4.2   | -13     | -13     |
| $\omega_{slow}$ [sec$^{-1}$] | -130   | -38     | -88     |
| $\Gamma_{fast}$ [sec$^{-1}$] | 53      | 72      | 36      |
| $\Gamma_{slow}$ [sec$^{-1}$] | 10      | 7       | 32      |

TABLE II. The important scales which appear in Eq. (A3), calculated using the values of Table I. The $-\Gamma_{fast} + i\omega_{fast}$, $-\Gamma_{slow} + i\omega_{slow}$ are the eigenvalues of the matrix in Eq. (A3). The “fast” (“slow”) subscript corresponds to the mode that far from the compensation point was the alkali (noble) spins’ mode.
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Appendix A: Detailed Derivation of the Comagnetometer’s Steady State Behavior

This appendix delves into the detailed description of the comagnetometer’s steady state equations, leaving the time-dependence of the system to Appendix B. Our goal is to present some of the details of the derivation of Eqs. (1) and (2), and then discuss the derivation of Eq. (1).

The spin of each individual potassium atom is composed of an electronic spin-1/2 and a nuclear spin-3/2 configurations. As a consequence, the Bloch equations which describe the spin degrees of freedom as 3-vectors, cannot be naively used, and a more complex density matrix formalism seems necessary. To simplify the situation, it is possible to integrate over the nuclear degrees of freedom to reach an effective spin-1/2 system which then allows one to use the Bloch equations with some of the constants modified to account for the integrated-out degrees of freedom. This is precisely the method used to arrive at Eq. (1) (and similarly, Eq. (6)), with $q$, the slowing down factor encapsulating the nuclear degrees of freedom. Generally, $R_{ef}$ is not isotropic, and there is a much faster decay rate in the directions perpendicular to the magnetic field, however, in the so called SERF regime which we are working in, this anisotropy can be neglected [74]. Finally, the $^3$He are spin-1/2 atoms with their spin stemming entirely from the neutron in the nucleus [75], and thus the Bloch equations are immediately applicable for them.

Let us consider approximate solutions to Eqs. (1), (2). Six degrees of freedom are at play: 3 from $S_K$, and 3 from $S_{He}$. In standard operating procedure, all of the magnetic fields (external, as well as those induced by the atoms on each other) are approximately aligned with the $\hat{z}$ direction, (which is the pump beam direction as well), so there are no transverse polarizations. As a consequence, at leading order there are only 2 degrees of freedom, corresponding to the $\hat{z}$ polarizations. Moreover, after time $t \sim (3/R_{pu}^eef)$, the system reaches a steady state, so that at leading order in the misalignments,

$$S_K^{z(0)} = \frac{R_{pu}}{2R_{ef}},$$

$$S_{He}^{z(0)} = \frac{R_{ef}^{omin}}{R_{He} + R_{ef}^{omin}} \frac{R_{pu}}{2R_{ef}}.$$  \hspace{1cm} (A2)

As can be seen in Eqs. (1), (2), the next order corrections would only contribute to the transverse components, as the leading effect of a misalignment is to rotate the spins without changing their absolute value, i.e. we expect $S^{z(1)} \sim S^{z(0)} \sin(\theta)$, with $\theta$ representing the misalignment, while the longitudinal component receives no correction to order $O(\theta)$.

We may thus conclude that the first order equations have four real degrees of freedom corresponding to the four transverse components. These equations can be written more compactly by complexifying a general 3-vector $\mathbf{v} = (v_x, v_y, v_z)$, writing it as $\mathbf{v}^C = v_x + iv_y$, and $v_z$ instead. The first order equations for the transverse components can therefore be written as a $2 \times 2$ linear ordinary differential equation with constant coefficients.
and inhomogeneous terms,
\[
\begin{pmatrix}
\dot{S}_K^C \\
\dot{S}_He^C
\end{pmatrix} = \begin{pmatrix}
\text{i}\omega_K - \Gamma_K & -\text{i}\omega_{K-He} \\
-\text{i}\omega_{He-K} & \text{i}\omega_{He}
\end{pmatrix} \begin{pmatrix}
S_K^C \\
S_{He}^C
\end{pmatrix} - \begin{pmatrix}
\text{i}\gamma_S K (S_K^C B_C^C) \\
\text{i}\gamma_C (S_{He}^C B_C^C)
\end{pmatrix}.
\] (A3)

Here \(\omega_K = \gamma_S B^z/q + 2\gamma_e \lambda_{He} S_{He}^{(0)} / q\) and \(\omega_{He} = \gamma_{He} B^z + 2\gamma_{He} \lambda_{K} S_{K}^{(0)}\) are the precession frequency of the transverse components around the \(\hat{z}\) direction for the potassium and helium atoms’ spins respectively. \(\Gamma_K = R_C/q\) is the time scale typical for a precession of the potassium atoms’ spins to decay. The off diagonal term \(\omega_{K-He} = 2\gamma_e \lambda_{He} S_{K}^{(0)}/q\) \((\omega_{He-K} = 2\gamma_{He} \lambda_{K} S_{He}^{(0)})\) represents the rotation of the zeroth order \(\hat{z}\) potassium (helium) polarization around the magnetic field generated by the transverse helium (potassium) polarization. The inhomogeneous terms come from the rotation of the zeroth order \(\hat{z}\) polarizations around the small transverse magnetic and anomalous fields. The typical values for the scales presented in this equation can be found in Table 11. In the above, all terms proportional to the timescales \(R_{He}, R_{He}^{eff}\) were neglected as they are much slower than any other relevant rate. Additionally, anomalous fields in the \(\hat{z}\) direction were neglected as they are significantly smaller than the external magnetic fields at play along this direction.

The goal of the detector is to measure the transverse anomalous fields, and Eq. (A3) implies that the transverse magnetic fields have a similar effect on the polarizations and therefore act as background. However, because the terms are not exactly the same, and the detector only measures the potassium’s spin, by tuning the magnetic fields along the \(\hat{z}\) direction, it is possible to greatly decrease that background. To see this, let us consider the limit \(b_{C}^{(0)} = b_{C}^{(0)} = 0\). The steady state solution, \(S_K^C = S_{He}^C = 0\), then implies that independently of the size and direction of the transverse magnetic fields, if
\[
B^z = B_c \equiv -2\lambda_{He} S_{K}^{(0)} - 2\lambda_{He} S_{He}^{(0)},
\] (A4)
then \(S_K^C = 0\). In other words, if the external magnetic field’s \(\hat{z}\) component is tuned to \(B_c\), then transverse magnetic fields have no first order effect on the steady-state transverse potassium polarization. When the system is in the state where \(B^z = B_c\), it is said to be in the compensation point.

We note here that away from the compensation point, the sensitivity to non-anomalous transverse magnetic fields is restored. For this reason, magnetic shielding is crucial, allowing for the stabilization of the system around that point. We also note that as explained in section 3 of Ref. 49, the \(\mu\)-metal shields used in such systems do not shield anomalous fields.\(^8\)

At the compensation point, the sensitivity to constant anomalous fields is easily found by taking the steady state condition again, \(S_K^C = S_{He}^C = 0\), and solving for \(S_K^C\) and \(S_{He}^C\), one finds
\[
S_K^C = \frac{i S_{K}^{(0)}}{R_C} \left( \frac{\gamma_e b_n^C - b_{e}^C}{\gamma_{n}} \right),
\] (A5)
\[
S_{He}^C = -\frac{\gamma_{n} B^z C^C + b_{e}^C}{2\gamma_{n} \lambda_{He}} - \frac{\mu_{He}}{\mu_{He}} \frac{i S_{K}^{(0)}}{R_C} \left( \frac{\gamma_e b_n^C - b_{e}^C}{\gamma_{n}} \right) \] (A6)
where we only took the leading order in \(1/R_C\) which is the fastest rate in this setup. Note that Eq. (A5) is equivalent to Eq. (4) from the main text, up to notation. From the above one sees that indeed the alkali’s transverse magnetization is insensitive to the external magnetic field, while that of the helium-3 is (thereby allowing the cancelation in the alkali system).

Appendix B: The Dynamical Response of the Comagnetometer

Our goal is to understand the dynamical response of a system described by Eq. (A3). When an anomalous field is rapidly oscillating, the spins in the system are unable to follow the changes sufficiently fast, and therefore the signal is suppressed. Additionally, at the compensation point, the nuclear spin must follow the outside magnetic field in order cancel the total magnetic field felt by the alkali. This does not occur for a rapidly varying field and as a result, the alkali spins will be affected by the external magnetic fields, implying a subpar noise cancellation. It is thus clear that the dynamical response to changing fields is crucial, and in this appendix we explain how the effects of abrupt changes and oscillating fields on the comagnetometer can be calculated, summarizing the main results of the calculation.

The solution to a linear non-homogeneous \(2 \times 2\) ODE such as Eq. (A3) is composed of homogeneous and inhomogeneous contributions. In the steady-state limit and after a sufficiently long time (compared with the inverse decay rate of the system to be discussed below), the homogeneous solution is exponentially small and the system is described by the inhomogeneous contribution, which in our case is controlled by the (possibly oscillating) fields. We stress that near the compensation point, and for low magnetic frequencies, this part of the alkali’s solution is insensitive to the non-anomalous fields (see Eq. (A5), for higher frequencies to be discussed below, this is no longer true, however our treatment here of abrupt changes in the fields remains intact). Conversely, before reaching the steady-state regime, the homogeneous solutions, determined by initial conditions, play an important role.

\(^8\) In short, \(\mu\)-metal magnetic shields do not respond to \(b_n\), while their response to \(b_e\) generates an oppositely directed magnetic field, which a comagnetometer tuned to the compensation point would be insensitive to.
Time dependence in the system therefore enters in two distinct manners: (i) abrupt changes drive the system away from the steady-state solution and can be described via initial conditions which alter the homogeneous solutions and (ii) oscillatory fields, the response to which is described within the steady-state regime, and shows up in the inhomogeneous part of the solution. We now discuss each of these contributions separately.

1. The Homogeneous Solution: Response to Abrupt Changes

Relevant abrupt changes in the comagnetometer system would appear as sudden variations in the non-anomalous transverse magnetic fields, which show up in the first inhomogeneous terms of Eq. (A3). Such changes keep the compensation point intact [see Eq. (A4)], however at short time scales, the helium-3 is too slow to align with the new magnetic fields and hence its influence on the alkali (through an induced magnetic field) does not cancel external magnetic field. During this time, the system is susceptible to these fields and the sensitivity to anomalous fields is impaired.

How is the above picture reflected in the solutions to Eqs. (1) and (2) and subsequently Eq. (A3)? While the numerical solutions which corresponds to the above discussion is easy to derive, the analytic solution is rather cumbersome and non-informative and hence we do not reproduce it here. Instead let us explain the important effects in the solution.

As discussed above, sufficiently close to the compensation point, the inhomogeneous part of the alkali’s solution (which essentially describes the late-time steady-state behavior of the system) is largely independent of the non-anomalous fields, and therefore sudden changes (typically relevant in low-frequency magnetic modes) in those fields can only appear in the homogeneous contribution. This is not the case for the helium-3, the inhomogeneous solution of which depends on all magnetic fields [Eq. (A6)] and therefore alter upon a sudden change in the external fields. Meanwhile, the homogeneous part of the solution (of both atoms) depends only on the parameters of the system but not the external fields, however, their coefficients (describing the most general solution), which are determined via the initial conditions, may regain such dependence. Since the two magnetometers are coupled (as is apparent through the non-diagonal terms in Eq (A3)), the homogeneous solution of the two atoms is not aligned with the alkali and helium-3 modes. The dependence of the helium-3 solution on the non-anomalous fields therefore influence the coefficients and remains important so long as the homogeneous solution is not exponentially diluted (i.e. before the system reaches steady-state). From that point of view, the homogeneous part of the solution entails the system’s ability to respond to the sudden changes in the inhomogeneous terms.

In the discussion so far, the system was described at short timescales, before it can reach its steady-state behavior. Let us now estimate this timescale. If not for the coupling of the two spin ensembles, there would be two distinct modes, one for the alkali and one for the noble gas. The rate with which the noble gas’s mode decays in such a case is longer than that of the alkali by many orders of magnitude. The interaction between the atoms mix the two spin modes and the resulting system is described by two new eigen-modes with two new respective eigenvalues. Since we mostly care about how long it takes the system to reach equilibrium, it is sufficient to discuss the slower decay rate, $\Gamma_{\text{slow}}$. Neglecting the rates, $R_{K-He}, R_{He-K}$ (which would have been the real components of the off-diagonal terms of Eq. (A3)), and $R_{He}$ (which are mostly irrelevant in the systems at hand), one finds for $\delta \omega \equiv \omega_K - \omega_He \ll \Gamma_K, \sqrt{\omega_{He-K} \omega_{K-He}}$,

$$\Gamma_{\text{slow}} \simeq \frac{\Gamma_K}{\delta \omega}, \frac{\omega_{He-K} \omega_{K-He}}{\delta \omega}. \quad (B1)$$

The above is only an order of magnitude smaller than the (mostly) alkali mode’s decay rate in typical systems for which $\Gamma_K \simeq \sqrt{\omega_{He-K} \omega_{K-He}}$. We point out that at the compensation point, the higher order corrections in $1/\delta \omega$ can become important. While highly dependent on the precise details, one often finds the two eigenvalues’ real values to be of the same order of magnitude (see Table II for the values for Refs. [17,39]).

As an example to why the above discussion could be important, consider the case of Ref. [19]. In Ref. [19], the detector changes its direction every few seconds. Sudden changes in the magnetic fields are then expected due to possible field penetration as well as inner thermal noise of the magnetic shields. If the rate with which the system reaches equilibrium after each rotation is slower than the rate of rotations, the system never converges to its steady-state behavior. As a result, the homogeneous terms proportional to the magnetic fields can add significant contributions to the signal. Under realistic laboratory conditions, and even without such a clear intervention in the detector’s environmental conditions, sudden changes in the magnetic fields occur, and unless the detector’s response-time is fast enough, they can impair the measurements. Fortunately, since $\Gamma_{\text{slow}} \simeq 10 \text{ sec}^{-1}$, abrupt changes are treated rather efficiently in the systems studied here.

2. The Inhomogeneous Solutions: Response to Oscillatory Fields

Let us now discuss the steady-state response of the system to high-frequency magnetic fields. The inhomo-
The homogeneous solutions have three contributions. The first two are from the electron anomalous field and the nuclear anomalous field. These terms relate the alkali’s spin measurement to those anomalous fields. The third contribution will come from oscillating magnetic fields. It is this that dictates the system’s ability to cancel noise at a given frequency of oscillation.

Unlike the homogeneous solutions, whose frequency is determined by the linear system’s parameters, an inhomogeneous term with a certain frequency will only induce an inhomogeneous solution of that frequency. As can be seen from Eq. (A3), an important change in the presence of an oscillating field with a frequency \( \omega \), is that the steady-state solution is no longer found by taking \( S^C_K = S^C_{He} = 0 \), but rather \( S^C_K = i \omega S^C_{He} \), and \( S^C_{He} = i \omega S^C_K \). Much like in the case of the homogeneous solutions, the actual results are easy to calculate, but have cumbersome formulas. Nonetheless, close to the compensation point, and neglecting \( R_{He-K}, R_{K-He}, R_{He} \), one finds the approximate closed form solutions,

\[
S^C_K(\omega) = \frac{P_1(\omega)b^C_e + b^C_n - \omega \gamma_n b^C_n}{2\gamma_n \lambda \mu \gamma_n S^C_{He}^{(0)}} P_2(\omega),
\]

\[
S^C_{He}(\omega) = \frac{\gamma_n S^C_{He}^{(0)} + \omega - 2 \gamma_n b^C_{He}}{\omega - 2 \gamma_n \lambda \mu \gamma_n} \left( \frac{b^C_e}{\gamma_n} + B^C + 2 \lambda \mu \gamma_n S^C_{He} \right).
\]

Here \( S^C_{He}(\omega) \) are the inhomogeneous contributions of the fields \( B^C = B^C(\omega)e^{i\omega t}, b^C_n = b^C_n(\omega)e^{i\omega t}, b^C_e = b^C_e(\omega)e^{i\omega t} \). And \( P_1(\omega), P_2(\omega) \) are polynomials of degree one and two, and using the notations of Eq. (A3),

\[
P_1(\omega) = -\frac{\gamma_n(\omega + \omega_{He})}{\gamma_e \omega_{He}},
\]

\[
P_2(\omega) = \frac{\gamma_n((\omega + \omega_{He})(\omega + \omega_K + i\Gamma_K) - \omega_{He-K}\omega_{K-He})}{\gamma_{He} \cdot \omega_{K-He} \cdot S^C_{He}^{(0)}}.
\]

Note that due to the ALP field oscillating as \( \cos(m_a t + \theta_0) \) with \( \theta_0 \) an unknown phase, the negative and positive frequencies are mixed, and therefore the final dependence on the ALP field will be a symmetrized version of Eqs. (B2) and (B3).

While it is not yet entirely known what governs the noise spectrum of the magnetometer at low frequencies (see e.g. Refs. [47, 49] for calculations of the noise from theoretical arguments, and compare with results from Refs. [47, 49]), at higher frequencies (usually \( \omega \gtrsim \Gamma_K \) or \( |\omega| \gtrsim |\omega_e| \approx |\omega_{He}| \) there are reasons to believe that magnetic noise is the dominant factor. Eq. (B2) shows that such magnetic noises would enter the (measured) alkali’s magnetization and thus one can approximate the \( \omega \)-dependence of the signal-to-noise ratio due to suppressed response to ALP-neutron (ALP-electron) interaction, by dividing the coefficient of \( b_n (b_e) \) with that of \( B \) in Eq. (B2). The conclusion is therefore that for ALP-neutron interactions, we expect an approximately linear decrease in the signal-to-noise sensitivity for high frequencies (the ratio is \( \propto 1/\omega \)), while we do not expect such a decrease for ALP-electron interactions (the ratio is \( \propto P(\omega)/\omega \sim O(\omega^0) \)).

**Appendix C: Effects of Signal Directionality**

Here we discuss in detail the procedure for treating signal directionality. For the datasets used in this paper, Refs. [47, 49], a simplified treatment sufficed (see Appendix [3]), however here we lay the groundwork for the formal treatment of velocity directionality, which will be relevant in the future with new independent high-resolution data. Throughout this appendix we assume the measurement time \( t_{tot} \gg \) day, as the shortest data-taking session used in our bounds was 4 days long.

The data in Refs. [47, 49] is given in the form of Eq. (9) (the data of Ref. [48] is given in a similar, yet not identical form). The directional dependence on the relative ALP velocity is apparent, but the relative velocity of the ALPs with respect to earth is highly model dependent [62]. Different models can also change the local DM density significantly. Moreover, even for a given model, the local velocity and local density of the ALPs are statistical quantities, and thus need to be treated as such [61].

Our treatment of the effects of the non-deterministic properties of ALPs is presented in Appendix D. For the purposes of this appendix, we take the ALPs to have a constant relative velocity \( \nu \), and a constant density \( \rho_{DM} \).

Under these assumptions, we look at the result of plugging the anomalous field implied by the Hamiltonian of Eq. (7) in the integrand of Eq. (9). We find that

\[
|A(\omega)|^2 = c \int_0^{t_{tot}} dt \cos(E_a t + \theta_0) e^{i\omega t} (\vec{\nu} \cdot \dot{\vec{\sigma}}(t))^2,
\]

where we took the square of the absolute value of the amplitude as we are interested in root mean square over different parameters such as the relative velocity’s direction and initial phases. We defined \( c = 2 \rho_a |\nu|^2 g_{NN}^2 / (\gamma_n^2 t_{tot}) \), in order to make the equations more tractable. \( t_{tot} \) is the total measurement time. \( E_a \) is the ALP energy, and because the ALP is non-relativistic, \( E_a = m_a + m_a v^2/2 \approx m_a \) (we will address the importance of deviation from that assumption in Appendix D), \( \dot{\sigma} \) is the sensitive direction of the detector. We allowed an initial relative phase for the ALP field, \( \theta_0 \), which we will also discuss in further details in Appendix D.

The measurement itself is of the change of polarization in the probe beam behind the cell, rather than \( b_n - \dot{b}_n \), and while the change of polarization is proportional to \( S^C_K \) (which is proportional to \( b_n, \dot{b}_n \)), there are calibration factors. These factors are measured individually by the different experiments, with the data given after calibration. The calibration is done by checking low frequency response, and therefore at higher frequencies, a correction
is necessary, as was discussed in Appendix D. However, for this appendix, we shall assume that the data given is after the necessary additional corrections were made to correct for the higher frequencies—and thus Eq. (C1) can be assumed as the signal we are given.

To find $\sigma$ let us use the coordinate system where $\hat{z}'$ is the direction of earth’s rotation axis. We define the $x'-z'$ plane so that at $t = 0$, the observer of an experiment on earth is described by $(R_0, \sin(\theta), 0, R_0 \cos(\theta))$, where $R_0$ is the earth’s radius, and the observer’s latitude coordinate is $\pi/2 - \theta$. At time $t$, the observer’s position is therefore,

$$r(t) = R_0 (\sin(\theta) \cos(\Omega_{SD} t), \sin(\theta) \sin(\Omega_{SD} t), \cos(\theta)),$$

with $\Omega_{SD} \approx 2\pi$/day as the sidereal day frequency.

For the experiments of Refs. [47, 48], the detector’s sensitive direction was ‘up’ (the direction of gravity), so that for that case,

$$\sigma_1 = (\sin(\theta) \cos(\Omega_{SD} t), \sin(\theta) \sin(\Omega_{SD} t), \cos(\theta)),$$

For the experiment of Ref. [49], the detector’s sensitive direction alternated between the North-South (NS) directions to the East-West (EW) directions every few seconds. Thus, from the second experiment, we have a low-frequency measurement of two different $\sigma$,

$$\sigma_2^{NS} = (\cos(\theta) \cos(\Omega_{SD} t), \cos(\theta) \sin(\Omega_{SD} t), -\sin(\theta)),$$

for the NS measurements, and

$$\sigma_2^{EW} = (\sin(\Omega_{SD} t), -\cos(\Omega_{SD} t), 0),$$

for the EW measurements.

For each of the three directions we plug the appropriate of the three Eqs. [(3), (4), (5)], into Eq. (C1), to get the expected signal. The resulting signal is a complicated function of the many different parameters, and we thus do not show it here. However, as we do want to examine the expected form of the signal, it is useful to look at $\langle |A(\omega, \sigma)|^2 \rangle$, where we would average upon all possible directions $\hat{v}$, and upon the initial angle $\theta_0$.

For any of the three directions, the resulting averaged signal squared has the form

$$\langle |A(\omega, \sigma)|^2 \rangle_{\hat{v}, \theta_0} = c \cdot t_{tot}^2 \cdot \sum_{i=1}^{6} a_i(\sigma) \text{sinc}^2((\omega - \omega_i)t_{tot}/2),$$

where the coefficients $a_i(\sigma)$ do not depend on the frequencies or the mass, and are in fact only dependent on $\sigma(t = 0)$. The frequencies $\omega_i$ have six possible values, the sum of one of the two $\{m_a, -m_a\}$ with one of the three $\{\Omega_{SD}, -\Omega_{SD}, 0\}$. This form is reasonable, as when $t_{tot} \to \infty$ these terms become delta functions (up to normalization), and as we did not yet include the velocity smearing that shall be discussed in Appendix D the ALPs are indeed infinitely sharp in the frequency range—albeit possibly shifted due to the earth’s rotation.

As long as $m_a$ is not within $\sim 2\pi/t_{tot}$ of $0$, $\Omega_{SD}$, or $\Omega_{SD}/2$, for all $1 \leq i < j \leq 6$, we have

$$|\omega_i - \omega_j| \gg 1/t_{tot}.$$

When Eq. (C7) holds, $A(\omega)$ takes a similar form to Eq. (C6), albeit with $a_i(\sigma) \to a_i(\sigma, \hat{v})$. When this condition is not met, the signal might smear between different $\omega_i$’s, and take a more complicated form. When specifically $m_a \lesssim 2\pi/t_{tot}$, the effects of $\theta_0$ are not negligible, and its stochastic nature must be accounted for (see Appendix D and Appendix E). We note that had we not assumed $t_{tot} \gg$ day, the device’s longitude coordinate, and hour at which measurements started would have played a role as well.

### Appendix D: Effects of Non-Deterministic Signal

Eq. (8) presents us with the expected average field for the ALPs throughout the galaxy. However, due to the stochastic nature of the ALP field, $E_a, v, \theta_0$ and $\rho_a$ should not be treated as their average values throughout the galaxy, when only measured for a short time. Indeed, as we move in the galactic plane, we go through spatial gradients in the ALP field [77], and the local properties of the ALP field should be thought of as random variables sampled from a distribution centered around the average values. While there is debate in the astrophysics literature as to the size of these gradients, here we take the conservative approach of Ref. [78], by taking the typical scale of these gradients to be the De-Broglie wavelength of the ALPs, $\sim 2\pi/m_a v_{\text{virial}}$.

Recently, Ref. [61] has shown how to treat the effect of the stochastic nature of the ALP field, and we base the methods presented in this appendix on theirs. For the case of the ALPs velocity distribution, we also use Ref. [79]. While Ref. [79] was discussing detection of DM scattering via direct detection, their general formulas for finding the relative velocities of virialized DM were useful for our discussion as well.

We will now discuss the different variables that were taken as non-deterministic, and the distributions of these variables. After that, we discuss the coherence time of the signal. The coherence time plays an important role in our treatment of the stochastic nature of the ALP field—we take an independent sampling of each of the non-deterministic variables every coherence time.

### The stochastic nature of the ALP field

Here we discuss one by one the non-deterministic variables of Eq. (3) (identical to the non-deterministic variables that affect $b_a$), and what distribution was chosen for them.
The Initial Signal Phase. As we have already briefly mentioned in Appendix C when \( E_{a,\text{tot}} \gtrsim 2\pi \), the initial phase \( \theta_0 \) becomes of little importance, as one goes over at least one oscillation of \( \cos(E_a t + \theta_0) \). Conversely, when \( E_{a,\text{tot}} \ll 1 \), the signal can be highly dependent on that phase. As this phase is entirely random, we sample it from a uniform distribution between 0 and 2\( \pi \).

The ALP Density. The anomalous field (Eq. (8)) depends on the square root of the DM energy density. The square root of the ALP energy density, \( \sqrt{\rho_a} \), is Rayleigh distributed \([61]\) around \( \sqrt{\rho_{DM}} = 0.4 \text{ GeV/cm}^3 \). We therefore sample \( \sqrt{\rho_a} \) from the probability density function,

\[
p(\sqrt{\rho_a}) = \frac{2\sqrt{\rho_a}}{\rho_{DM}} e^{-\rho_a/\rho_{DM}} \tag{D1}
\]

The Velocity Distribution. Following Ref. [79], we take a Standard Halo Model (SHM), where our relative velocity compared to the DM is

\[
v = v_\odot - v_{\text{SHM}}, \tag{D2}
\]

where \( v_\odot = (11, 232, 7) \text{ km/sec} \), is the velocity of the sun with respect to the galaxy, in galactic coordinates. \( v_{\text{SHM}} \) is the randomly sampled DM velocity in the SHM with respect to the galactic rest-frame. We also use Ref. [79] for their formulas (which we do not reproduce here) to transition Eqs. (C3), (C5), (C4) to the galactic coordinates in which \( v_\odot \) is given.

We have neglected the velocity of the earth with respect to the sun, which would introduce \( \sim 10\% \) annual modulation, and we have neglected the velocity from the rotation of the detector around the earth’s axis which introduces sub-percent daily modulation. We emphasize that the daily modulations that are discussed in Appendix C are coming from the detector’s sensitive-direction’s rotation, and not from the small change in the detector’s velocity due to earth’s rotation. The SHM velocity’s probability distribution function is,

\[
p(v_{\text{SHM}}) = \frac{1}{Z} \Theta(v_{\text{esc}} - |v_{\text{SHM}}|) e^{-v_{\text{SHM}}^2/v_{\text{virial}}}^2, \tag{D3}
\]

where \( Z \) is a normalization constant, \( \Theta \) is the Heaviside function, \( v_{\text{esc}} = 550 \text{ km/sec} \) is the galactic escape velocity, \( v_{\text{virial}} = 220 \text{ km/sec} \) is the virial velocity.

The Energy Distribution. The energy of the non-relativistic ALPs, \( E_a = m_a(1 + v^2_a/2) \) should be entirely determined by the sampled velocity which was discussed in the previous paragraph. However, as the smearing of the searched frequency introduces a finite coherence time of ALP oscillations, it requires a more thorough discussion, which we perform below.

Effects of finite signal coherence time

Neglecting the small corrections due to finite galactic escape velocity in the SHM, the spread of velocities gives rise to a coherence time \( \tau_a = 2\pi/(m_a v^2_{\text{virial}}) \approx 10^7/m_a \). If a data-taking session is significantly shorter than the coherence time, we assume that the signal is entirely coherent throughout the measurement, i.e. only a single value should be sampled from the distributions discussed in this appendix.

A coherent signal should scale linearly with \( t_{\text{tot}} \), the measurement time, while the random noise will scale as \( \sqrt{t_{\text{tot}}} \), giving rise to SNR [for \( S(\omega) \)] that scales as \( \sqrt{t_{\text{tot}}} \). This is why the data of Fig. 2 is given in the seemingly odd units of Gauss/\( \sqrt{\text{Hz}} \). It is therefore expected that even if \( t_{\text{tot}} \) is increased, the noise spectrum will look the same, while any contribution of the signal will peak over the noise as \( t_{\text{tot}} \) increases.

Conversely, if \( t_{\text{tot}} > \tau_a \), for every \( \tau_a \) that passes since the beginning of the measurements, we sample the distributions one more time. Following Ref. [77], we can also sketch how to understand the dependence of the SNR on \( t_{\text{tot}} \) after \( t_{\text{tot}} > \tau_a \). If we assume that \( n \) coherence times have passed, \( t_{\text{tot}} = n \tau_a \), this implies adding incoherently (with random relative phases), \( n \) coherent measurements of length \( \tau_a \). When \( n \gg 1 \), the expected measured amplitude of this incoherent summation is approximately the addition in quadratures (as it is a random walk) of the measurements. Therefore, the signal would scale as \( \sim \sqrt{n \tau_a} = \sqrt{t_{\text{tot}} \cdot \tau_a} \). This would imply that after the coherence time passes, there is no longer an advantage in taking longer measurements (as the signal to noise ratio no longer increases for \( t_{\text{tot}} > \tau_a \)). In a dedicated experiment, as explained in Ref. [77], and in analogy to the prescribed procedures of Ref. [81], it can be possible to increase sensitivity even after the coherence time passes using curve-fitting of the signal to smeared gaussians. However, since the data analyzed in this paper was not given with sufficient resolution and has gone through several processing procedures, we have not attempted such procedures.

Despite the above discussion, there’s an \( O(3) \) improvement in the 95\% C.L. bound in the transition from \( t_{\text{tot}} \sim \tau_a \) to \( t_{\text{tot}} \sim 5\tau_a \). This improvement is because when we only have a single sampling of the stochastic distribution, the signal might be unusually small (due to a small \( \rho_a \), or a cancellation of \( v_\odot \) and \( v_{\text{SHM}} \)). Conversely, when \( t_{\text{tot}} \gtrsim 5\tau_a \), that probability drops, as we sample 5 different values of our distribution, and while one of them might be small, on average, they would not be consistently small. However as was discussed in the above paragraph, after this improvement at \( t_{\text{tot}} \sim 5\tau_a \), the SNR stops improving if one does not use curve fitting.

---

10 Since the ALP kinetic energy is \( \frac{1}{2} m_a v^2_{\text{virial}} \), some authors use \( \tau_a = 2\pi/(m_a v^2_{\text{virial}}) \), which is twice as long as the coherence time we use. Our shorter coherence time is conservative, and coincides with Ref. [80] which shows that \( \tau_a = 2\pi/(m_a v^2_{\text{virial}}) \) gives the correct frequency spread from Doppler broadening considerations. Regardless, since the bounds depend only weakly on the exact coherence time, this factor of 2 does not affect the results significantly.
In the case of Ref. [47], we are given data that were averaged from multiple measurements. The measurements were taken over a period of ~ 100 days. We have assumed that when \( \tau_e(m_a) = 100 \) days, all non-deterministic variables were sampled from a single distribution. However, when \( \tau_e \sim 8 \) days, most measurements are spaced enough for them to be considered independent samples of the stochastic distribution. We have used a simple interpolation to predict the suppression of the bound due to the stochastic nature of the ALP field, between \( \tau_e(m_a) = 100 \) days and \( \tau_e(m_a) = 8 \) days. Similar, more complicated methods have yielded similar results.

We have used MC simulations for our final bounds and projections presented in Figs. 3 and 4. The procedure of finding the bounds and projections after treating the effects in other appendices, is described in further details in Appendix F.

**Appendix E: Effects of Nuclear Structure**

**Nobel Gas Nuclear Structure.** In this paper we have assumed that the spin of the \(^3\)He is entirely composed of the neutron, as is explained in Ref. [75]. However, Refs. [47–49] claim there is a calibration factor of 0.87 between the neutron spin and the \(^3\)He spin. This 10\% modification in the sensitivity to ALP-neutron interactions is not as important as the additional claim for a ~ 10\% contribution of proton spin to the spin of a \(^3\)He nucleus. We have chosen to conservatively assume there is no proton spin in the \(^3\)He, as is claimed in Ref. [75]. If, however, a proton spin exists, the bounds cast here on the neutrons can be easily converted to bounds on ALP-proton interaction by a simple calibration factor. According to the claims of Refs. [47–49], this factor would translate to a weaker bound on \( q_{app} \) by a factor of ~10.

**Alkaline Nucleus.** We note that the effect of the interaction of a nuclear anomalous field with the alkali’s nucleus is negligible. The effect of this interaction is to modify the alkali’s energy to have \( b_e \rightarrow b_e + (q - 1)b_n \). Therefore, this correction to the signal from \( b_n \) will be of order \( (q - 1)\gamma_n/\gamma_e = \mathcal{O}(0.01) \). This could allow to look for proton-ALP interactions, if there is a proton spin in the alkali nucleus, but none in the noble nucleus. Note that the bounds will not have the factor of \( \gamma_p/\gamma_e \sim 1000 \).

**Appendix F: Extracting the Bound from the Data**

Thus far we have described several procedures to treat different effects in Appendices B, C and D. Since not all are relevant for all datasets we use, here we describe the exact procedure we have used to extract the bounds presented in Fig. 2 and in our future projections.

In all datasets, the direction of the detector is known with respect to earth, so we can use Ref. [79] to find their relative direction with respect to the ALP velocity, sampled from Eq. (B5). This implies that an ALP would appear as a measurable signal at four frequencies \((\pm (m_a + \Omega_{SD}), \pm (m_a - \Omega_{SD}))\) for the EW measurements of Ref. [49], and appear as a measurable signal at six frequencies \((\pm (m_a + \Omega_{SD}), \pm (m_a - \Omega_{SD}), \pm m_a)\) for the other 3 datasets we use.

The data in the lower frequencies of Ref. [48] are the only ones studied here with a high enough resolution to allow for a curve fitting procedure to the sinc signal predicted for an ALP (see Eq. (6) for a simplified description of the expected curve). However, since the data of Ref. [48] are described as a least square fit and not a Fourier transform, and since their lowest frequencies induce a far weaker bound than the data of Ref. [49], we have not attempted to derive the precise shape of an ALP signal with a frequency which is miss-tuned compared to the reciprocal measurement time. Therefore, throughout our analysis, bounds where calculated under the approximation where the squared sinc function is taken to be simply a correctly normalized delta function.

The data of Ref. [47] and the data at higher frequencies from Ref. [48] are given with a much lower resolution than \( \Omega_{SD} \). In Ref. [47] the data was calculated by smoothing the raw data with a Hann window, while in Ref. [48], it is only said that the data is the least square fit to an oscillating function. The Hann window smoothed function is as sensitive as a function which has not been smoothed at the points in which the data is given, while the sensitivity is reduced at other points. This means the interpolation of the bound between two data points should not be linear, but dip upwards. Moreover, daily modulations are averaged upon, and the derived limits vary depending on whether the Hann window was used before or after taking the absolute value. This affects the analysis of the data of Ref. [47] and the high frequency data of Ref. [48] (which has been either smoothed or sampled with a resolution that is lower than the natural one). The assumption used in our analysis was that the averaging was done after taking the absolute value. We have also linearly interpolated between the given data points, though as stated here, this interpolation should be treated with caution as depending on the exact processing algorithms used to obtain the data, it may be inaccurate.

Accounting for the effects of the dynamic response of the system is rather simple. A given experiment must calibrate their system in order to know the effect of an anomalous field on the polarization of the probe laser. This is typically done by driving the system away from the compensation point at low frequencies. A measured change in polarization is then used to extract a given magnetic field for which the spectral noise density is calculated, as in Eq. (9). Since at low frequencies, the spin of the alkali is proportional to the anomalous magnetic field [see Eq. (A5)], one may simply divide the spectral noise by the spin value and multiply by the corrected solution at high frequencies, Eq. (B2). Recall, that in our complexified spin notations, the real and imaginary values of the alkali spin are both measurable by using
probes at different directions. At low frequencies, \( P_2(\omega) \) and \( P_1(\omega) / P_2(\omega) \) (corresponding to the alkali’s magnetization due to an anomalous electron and neutron magnetic fields respectively; see Eq. (B2)), are almost purely imaginary, however at higher frequencies they have a real contribution as well, leading to sensitivity for ALPs in the direction parallel to the probe beam. This requires us to specify for the datasets which we analyze at high frequencies the direction of the probe beam – which for both Refs. [47] [48] was \( 60^\circ \) with the NS directions (and no component in the direction of gravity).

By fitting to a function that is smeared, the effects of the ALP incoherence on the SNR which are described in Appendix D become apparent, as different sampled energies would widen the expected signal. However, as no curve fitting was attempted, the effect of finite coherence time has prevented any improvement in SNR after \( \tau_a \) passed, as described in the second part of Appendix D. For future analysis however, it was assumed that once the coherence time has been reached, the reach still improves as \( t_{\text{tot}}^{-1/4} \).

At this point, we have a well defined procedure to extract the predicted signal from an ALP. What remains now is to account for the noise in order to find the \( 95\% \) C.L. limit for a given \( m_a \), and either \( g_{aNN} \) or \( g_{aee} \). The problem here is that unlike the more common cases of direct detection experiments, in our setup, noise may in fact theoretically cancel the signal. Therefore, without any model for the noise, a specific measurement could be the remains of a cancellation to an unknown degree between the signal and the noise.

To solve this problem, we need to understand how noise can affect the measurement. Assume that the noise at a given frequency \( \omega \), in a given experiment, is with some unknown amplitude \( A_{\text{noise}}(\omega) \), oscillating with an unknown initial phase. In this case, in order for complete cancellation of the ALP signal at the same frequency, \( A(\omega) \), to occur, not only do we need \( A(\omega) = A_{\text{noise}}(\omega) \), but also for the two phases to exactly match. As these two phases are entirely independent, we expect the relative phase to be a uniformly distributed random variable between 0 and \( 2\pi \). Therefore, for a given \( A_{\text{noise}}(\omega) \), we can easily extract the \( 95\% \) C.L. of \( A(\omega) \) from the measured amplitude at \( \omega \). While we have no way of knowing \( A_{\text{noise}}(\omega) \), we simply take the conservative approach and assume the one that gives the weakest bound. Note that the result is always bounded from below and for any given \( A_{\text{noise}}(\omega) \), the probability to get complete cancellation of signal and noise is infinitesimal.

We find that nearly always, the strongest bounds are found when \( A_{\text{noise}}(\omega) \to 0 \). The main reason for this is the stochastic nature of the signal. The possibility given in the previous paragraph of \( A_{\text{noise}}(\omega) = A_{\text{signal}}(\omega) \) is impossible when the signal is stochastic in nature. Even if the amplitudes are equal for a given \( v, \rho_a \), when we sample the non-deterministic variables, they would not cancel consistently.

The treatment for the dataset of Ref. [49] is a bit more complicated than the other two, and there is more freedom in the choice of statistical test. An ALP of mass \( m_a \) would have a measurable amplitude at 5 different points of data, the \( |m_a \pm \Omega_{\text{SD}}| \) frequencies in both the EW and the NS searches, and the \( m_a \) frequency in the NS search. We have taken the mean of these five measurements, though in the future, we expect smarter choices can be made, that could further teach us about the data (e.g. using the standard deviation of the five measurements to estimate the noise).

We note that when analyzing the data of Ref. [49], the three masses of \( m_a = (0, \frac{1}{2}\Omega_{\text{SD}}, \Omega_{\text{SD}}) \) require a special treatment, since for such cases some of the different frequencies at which we attempt to find a signal coincide (e.g. for \( m_a = \frac{1}{2}\Omega_{\text{SD}}, m_a = -m_a + \Omega_{\text{SD}} \), or else we need the zero frequency data which we do not have. The analysis is a simple extension of the previously described procedures, so we do not reproduce it here.

Before moving to discuss the future projections, we finally note our efficiency estimates. For the data from Ref. [47], we are told that about \( 35\% \) of the time, the detector was not actively measuring (e.g. due to the calibration routines), so the effective measurement time is only \( 65\% \) of the reported \( t_{\text{tot}} \). As Ref. [49] uses the same procedures, we have taken its efficiency to be \( 0.65 \times 0.5 \), as each of the two directions is actively measuring only half the time. For Ref. [48] it is written that the efficiency was between 0.2 and 0.6, so we have conservatively taken 0.2.

Future projections were calculated with a much simpler procedure compared to the bounds, since we cannot be sure of the precise experimental apparatus we will have. The reach is not to be thought of as expected \( 95\% \) C.L. bound, but as the expected measurable signal. The reach is taken as the sensitivity described in the text, for a single month of exposure, and under the assumption that the bound when the measurement time is longer than the coherence time improves as \( t_{\text{tot}}^{1/4} \) (instead of \( \sqrt{t_{\text{tot}}} \) for \( t_{\text{tot}} < \tau_a \)). To account for the effects of the dynamical response, we assume the sensitivity is weakening linearly for the \( b_m \) search at \( \omega > \omega_c \) (with \( \omega_c \) given explicitly in Sec. VII).

The calculation of the long range spin-dependent interaction bound was written explicitly in Sec. VII and it is effectively a rescaling of the bounds presented by Ref. [47] for their similar experiment.
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