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We derive the effective charge and current density operators for the strong-coupling limit of a single-band Mott insulator in the presence of spin-orbit coupling and show that the spin-orbit contribution to the effective charge density leads to novel mechanisms for multiferroic behavior. In some sense, these mechanisms are the electronic counterpart of the ionic-based mechanisms, which have been proposed for explaining the electric polarization induced by spiral spin orderings. The new electronic mechanisms are illustrated by considering cycloidal and proper screw magnetic orderings on saw-tooth and Kagome lattices. For the isotropic case, geometric frustration is crucial for achieving this purely electronic coupling between spin and charge degrees of freedom.

I. INTRODUCTION

The Mott insulator is a paradigmatic example of a state of matter which cannot be understood without including the crucial role of the electron-electron Coulomb interaction. Valence electrons of a half-filled band localize in their atomic sites because of the large Coulomb energy cost, $U$, of double occupying the same atomic orbital. A low-energy spin degree of freedom arises from the fact that each atomic orbital is mainly occupied by a single electron. Spin degrees of freedom interact with each other via virtual processes through double-occupied states which arise from a partial electronic delocalization: electrons have finite hopping amplitude $t$ between neighboring atomic orbitals. This simple mechanism leads to a large spectrum of exotic phases that range from usual magnetic orderings, such as Neel antiferromagnetic phase, to rather exotic spin liquid states.

Understanding the magnetic properties of different Mott insulators has been one of the main goals of condensed matter physics over the last decades. However, the interest in multiferroic compounds and magnetoelectric (ME) effects generated large efforts for understanding the charge effects, which are still present in Mott insulators. This interest in the interplay between magnetism and ferroelectricity in magnetic ferroelectrics, or multiferroics, was triggered by the giant ME effects observed in some geometrically frustrated magnets. In contrast to conventional ME effects, in which the induced electric polarization is linear or bilinear in the applied magnetic field $\mathbf{H}$, the giant ME effects of certain frustrated magnets are not a smooth function of $\mathbf{H}$ because the magnetic field induces an electric phase transition.

Most efforts for understanding the microscopic mechanisms behind giant ME effects focused on the ionic displacements induced by certain magnetic orderings (magnetostriiction). However, as it was later recognized, purely electronic charge effects also exist in Mott insulators. Indeed, the possibility of having a spontaneous electronic polarization in strongly correlated insulators had been already pointed out in the context of the ionic Hubbard model. Interestingly enough, the particle-hole symmetry of Mott insulators implies that purely electronic contributions to the electric polarization only exist on frustrated systems, i.e., systems in which it is possible to close a loop with an odd number of hopping amplitudes. Purely electronic charge effects were originally studied for SU(2) invariant models, i.e., models which do not include spin-orbit coupling (SOC). In this isotropic limit, the electronic charge redistribution is associated with a modulation of bond operators of the form $\langle S_j \cdot S_l \rangle$. This modulation can exist already in collinear spin structures, implying that non-collinear spin ordering is not a prerequisite for inducing electronic polarization.

The perturbative effect of a weak SOC on the effective charge density operator of strongly coupled Mott insulators was derived recently to model the optical conductivity of these materials. However, we are not aware of any previous study of the effect of the SOC on electronically induced giant ME effects. Moreover, because the spin-orbit interaction is not weak for heavy magnetic ions, such as $4d$ and $5d$ transition metals, or lanthanide ($4f$) and actinide ($5f$) elements, it is important to analyse the charge effects induced by SOC beyond the weak-coupling regime.

The ionic-based mechanisms rely either on the magnetostriiction induced by certain bond orderings (both the bond angle and the bond length are modulated by a periodic change in the scalar product of two neighboring spin moments $\langle S_j \cdot S_i \rangle$) or on the spin-orbit interaction, which triggers an ionic displacement for spiral spin orderings. Spiral spin states are characterized by a non-zero vector chirality $\langle S_j \times S_i \rangle \neq 0$ between neighboring spins. The so-called “inverse Dzyaloshinskii-Moriya (DM)” mechanism produces a net electric dipole proportional to $e_{jl} \times (S_j \times S_l)$ ($e_{jl}$ is the relative unit vector between the spins $j$ and $l$). The polarization is induced by the displacement $\delta x$ of a third ion (with charge $q_D$) away from the bond center (this ion mediates the super-exchange interaction between spins $i$ and $j$). The induced DM interaction, $D_{jl} \propto \delta x \times e_{jl}$, lowers the magnetic energy by an amount $D_{jl} \cdot (S_j \times S_l)$, which is linear in $\delta x$. Because the elastic energy cost is quadratic in $\delta x$, the electric polarization $q_p \delta x$ is finite as long as $\langle S_j \times S_l \rangle \neq 0$.

The inverse DM mechanism is only active for cycloidal spiral orderings: $Q \perp \langle S_j \times S_l \rangle$, where $Q$ is the wave-vector
of the spiral. Arima recently proposed an alternative metal-
ligand hybridization mechanism which allows for a net elec-
tric polarization induced by proper screw spiral spin order-
ing (Q \parallel (S_i \times S_j)), as long as the lattice symmetry is low
enough\cite{17,18}. This mechanism has been observed in different
compounds.\cite{19,25}

A question then arises as to whether it is possible to have
spiral orderings inducing a purely electronic contribution to
the net electric polarization. Here we demonstrate that this is
indeed possible, as long as the Hamiltonian is frustrated and it
includes a finite SOC. To achieve this goal we consider the
strong-coupling (large U/t) limit of Mott insulators and derive
effective low-energy operators for observables associated with
the charge degrees of freedom. In Section II we introduce the
half-filled Hubbard model with finite SOC and derive general
expressions for the effective charge and current density op-
erators. In Section III we consider the weak SOC limit of
the effective charge density operator to explain how the finite
SOC leads a new mechanism for electronic ferroelectricity in-
duced by spiral ordering. We consider the cases of cycloidal
and proper screw spiral orderings on frustrated Kagome and
saw-tooth lattices. Finally, we compare this novel electronic
mechanisms against the well-known inverse DM and Arima’s
mechanisms for spiral ordering and summarize the results in
Sec.\cite{IV}

II. HALF-FILLED HUBBARD MODEL WITH SPIN ORBIT
COUPLING

A. Effective Hamiltonian in the strong coupling limit

We consider one-band Hubbard model at half filling in the
presence of SOC\cite{26,27}.

\[ H = - \sum_{\langle jl \rangle} \left( c_j^\dagger (\tau_{jl} + d_{jl} \cdot \sigma) c_l + \text{H.c.} \right) + U \sum_j n_{jl} n_{jl}, \]

\[ \text{with} \quad c_j = \left( \begin{array}{c} c_j^\dagger \\ c_{jl} \end{array} \right), \quad c_j^\dagger = \left( \begin{array}{c} c_j^\dagger \\ c_{jl}^\dagger \end{array} \right). \]

Here \( c_{ja}^\dagger \) \((c_{ja})\) denotes the creation (annihilation) of an
electron at site \( j \) with spin \( \alpha = \{\uparrow, \downarrow\} \), \( n_{ja} = c_{ja}^\dagger c_{ja} \) is the
electron number operator with spin \( \alpha \) at site \( j \), and \( t_{jl} \) and \( d_{jl} \) are
the coefficients of the hopping matrix between sites \( j \) and \( l \)
in the basis defined by the identity and the three Pauli matrices
\( \sigma^\alpha \) \((\nu = x, y, z)\). The scalar product \( d_{jl} \cdot \sigma \) represents the SOC.
The second term describes the Coulomb repulsion between
electrons on the same orbital.

For convenience, we introduce \( A_{jl} \equiv t_{jl} e^{i\theta_{jl} n_{ja} \sigma^z} \), where
\(-\pi < \theta_{jl} \leq \pi \), \( t_{jl} \cos \theta_{jl} = t_{jl} \) and \( t_{jl} \sin \theta_{jl} = \|d_{jl}\| \) and
\( d_{jl} = \|\|

and \( \text{sgn}(\theta_{jl}) = \text{sgn}(t_{jl}) \). We note that \( \theta_{jl} = \theta_{ij} + t_{jl} = t_{ij} \) and
\( n_{jl} = -n_{ij} \). The effect of a U(1) vector potential \( A(\mathbf{r}) \) is to add
a global phase to the hopping matrix: \( t_{jl} = -i e^{-i \theta_{jl} A(\mathbf{r}) \cdot d_{jl}} \),
where \( t \) is real and the integral is along the hopping path
(Peierls substitution). In contrast, the SOC leads to an SU(2)
rotation of the hopping matrix in each bond (Wilson line):
\[ A_{jl} = P[e^{-i \frac{e}{c} (\mathbf{r} \cdot \mathbf{A}) \cdot \sigma}], \]
where \( P \) is the path-ordering operator and we are using Einstein’s convention of summation over
repeated index \( \nu \). We note that \( A_{jl} = A_{lj} \) because the Hamil-
tonian is Hermitian. The hopping term can then be rewritten
in the more compact form

\[ H_i = - \sum_{\langle jl \rangle} t_{jl} c_j^\dagger A_{jl} c_l + \text{H.c.}. \]

In the following we consider the strong coupling limit \((U \gg t)\)
and expand in the small parameter \( t/U \). The \( t = 0 \) ground
space is spanned by the \( 2^N \) states with one electron per site,
where \( N \) is the total number of sites. The massive spin degene-cracy is lifted to order \( t^2/U \). This result can be obtained by
applying an adequate canonical transformation:

\[ H' = e^S H e^{-S} \equiv H + [S, H] + \frac{1}{2!} [S, [S, H]] + \cdots . \]

The linear in \( t \) terms mix the \( t = 0 \) ground space with states
including one double occupied site. These terms can be elimi-
nated by choosing a generator \( S \) that satisfies: \( H_i + [S, H_U] = 0 \),
where \( H_U \) is the Hubbard or interacting term of (1). The
hopping terms can be divided into three contributions:\cite{28,29}

\[ H_i = T_1 + T_0 + T_{-1}, \]

where

\[ T_0 = - \sum_{\langle jl \rangle, \alpha \nu} t_{jl} n_{ja} c_j^\dagger (\mathcal{A}_{jl})^{\alpha\nu} c_{la} n_{\bar{\alpha}a} + h.c., \]

\[ T_1 = - \sum_{\langle jl \rangle, \alpha \nu} t_{jl} n_{ja} c_j^\dagger (\mathcal{A}_{jl})^{\alpha\nu} c_{la} \bar{\sigma}_a n_{\bar{\alpha}a}, \]

\[ T_{-1} = - \sum_{\langle jl \rangle, \alpha \nu} t_{jl} h_{ja} c_j^\dagger (\mathcal{A}_{jl})^{\alpha\nu} c_{la} n_{\bar{\alpha}a}. \]

\( h_{ja} = 1 - n_{ja} \) and \( \bar{\sigma} \) denotes the spin orientation opposite to \( \alpha \).
The hopping terms \( T_1 \) and \( T_{-1} \) change the number of double
occupied sites, while \( T_0 \) conserves this number. To eliminate
the hopping terms among states with different numbers, \( n_{ja} \) of
double occupied sites up to order \( t^2 \) \((E_0 \propto n_{ja} U)\), we introduce
\( S = i S^{(1)} + i S^{(2)} + \cdots + i S^{(k)} \) where \( i S^{(k)} \) is propor-
tional to \( \ell^k \). One can verify that \([T_0, H_U] = -q U T_q \) with \( q = (1, -1, 0) \).
Through a recursive scheme we obtain

\[ i S^{(1)} = U^{-1}(T_1 - T_{-1}), \]

\[ i S^{(2)} = U^{-2}([T_1, T_0] + [T_{-1}, T_0]), \]

\[ i S^{(3)} = U^{-3}([[T_1, T_0], T_0] - [[T_{-1}, T_0], T_0] + \frac{1}{4}[[T_1, T_0], T_1] - \frac{1}{4}[[T_{-1}, T_0], T_1] + \frac{2}{3}[[T_1, T_{-1}], T_0] - \frac{2}{3}[[T_{-1}, T_{-1}], T_0]), \]

\[ \text{where} \quad U = U(t, U). \]
to third order in $t/U$.

Any low energy effective operator is obtained from

$$\hat{O} = P_e e^S \rho e^{-S} P,$$  \hspace{1cm} (7)

where $P_e$ is the projector into the subspace $S_0$ of states with no double occupied sites (ground space for $t = 0$). At half filling, any effective operator can be expressed as a function of the spin operators $S_j = \frac{1}{2} c_j^\dagger r c_j$ because each state of $S_0$ is fully characterized by its spin configuration. For instance, up to an irrelevant constant term, the effective low-energy spin Hamiltonian to second order in $t$ is a tilted Heisenberg model

$$\hat{H} = \sum_{\langle jl \rangle} \frac{4t^2_j}{U} S_j^x J_{jl} S_l,$$  \hspace{1cm} (8)

Here we have introduced the notation

$$J_{jl} = \begin{pmatrix} S_j^x \\ S_j^y \\ S_j^z \end{pmatrix}, \quad S_j^z = (S_j^+, S_j^-, S_j^z).$$

$J_{jl}$ is the exchange tensor on the bond $\langle jl \rangle$ that is a function of $\theta_{jl}$ and $n_{jl}$:

$$J_{jl} S_l = \cos(2\theta_{jl}) S_j + \sin(2\theta_{jl}) (S_j \times n_{jl}) + 2 \sin^2(\theta_{jl}) n_{jl} (S_j \cdot S_l).$$  \hspace{1cm} (9)

By replacing this expression in (9), we obtain

$$\hat{H} = \hat{H}_{iso} + \hat{H}_{asm} + \hat{H}_{sm},$$  \hspace{1cm} (10)

with

$$\hat{H}_{iso} = \sum_{\langle jl \rangle} \frac{4t^2_j}{U} \cos 2\theta_{jl} S_j \cdot S_l$$

$$\hat{H}_{asm} = \sum_{\langle jl \rangle} \frac{4t^2_j}{U} \sin 2\theta_{jl} n_{jl} \cdot (S_j \times S_l)$$

$$\hat{H}_{sm} = \sum_{\langle jl \rangle} \frac{8t^2_j}{U} \sin^2 \theta_{jl} (n_{jl} \cdot S_j) (n_{jl} \cdot S_l).$$  \hspace{1cm} (11)

$H_{iso}$ is the usual isotropic Heisenberg interaction with exchange constants $J_{jl} = \frac{4t^2_j}{U}$. The SOC generates $H_{asm}$ and $H_{sm}$, which correspond to the exchange anisotropy. $H_{asm}$ is the anti-symmetric exchange anisotropy known as DM interaction. $H_{sm}$ is the symmetric exchange anisotropy.

B. Effective charge and current density operators

The charge density operator,

$$n_j = c_j^\dagger c_j,$$  \hspace{1cm} (12)

and the current density operator,

$$I_{jl} = \frac{i e_{jl}}{\hbar} (c_j^\dagger A_{jl} c_l - c_l^\dagger A_{jl} c_j),$$  \hspace{1cm} (13)

satisfy a continuity equation $\partial_t n_j = (i/jh)[H, n_j] = -\nabla \cdot I(r_j)$, where $\nabla \cdot I(r_j)$ is the divergence of the current density operator on the lattice at the site $j$ and $e_{jl} = (r_i - r_j)/(r_i - r_j)$. This continuity equation simply reflects the fact that $H$ conserves the total charge: $[H, \sum_j n_j] = 0$. We will derive now the effective charge and current density operators in presence of SOC. This derivation will reveal the interplay between the charge and spin degrees of freedom in Mott insulators. As it was explained in Ref. \footnote{8} the lowest non-trivial contribution to the effective charge and current density operators arises from loops of three sites (smallest possible loop). Therefore, this contribution is of third order in the hopping amplitude. The SOC allows to flip the spin in the hopping process and opens the possibility of having charge redistribution even on triangles with three parallel spins. Such a charge redistribution is absent without SOC because of the Pauli exclusion principle.

The deviation from one of the effective charge density operator $(\delta n_i = \bar{n}_i - 1)$ on the triangle $(ijk)$ shown in Fig. \footnote{1} is

$$\delta \bar{n}_i = 8 \frac{t_{ij} t_{jl} t_{ki}}{U^3} \sum_{jk} (\cos \theta_{jk} X_{i,jk} - \sin \theta_{jk} n_{jk} \cdot Y_{i,jk})$$  \hspace{1cm} (14)

where the summation is over all possible pairs $j, k$ that close a triangular loop $ijk$ with site $i$. Note that for a triangle 123, there are two different contributions to the sum for $i = 1$: $(j = 2, k = 3)$, and $(j = 3, k = 2)$. The operators that appear in the sum are:

$$X_{i,jk} = (S_i - J_{ij} S_j) \cdot (J_{jk} S_k)$$

$$Y_{i,jk} = (S_i - J_{ij} S_j) \times (J_{jk} S_k).$$  \hspace{1cm} (15)

The phase $\theta_{ijk}$ and the unit vector $n_{ijk}$ are defined by $e^{-i \theta_{ijk} n_{ijk} \cdot \sigma} = \Lambda_j \Lambda_k \Lambda_{ki} = e^{-i \theta_{ijk} \Lambda_{ijk}^x \Lambda_{ijk}^y \Lambda_{ijk}^z}$ for the counterclockwise convention shown in Fig. \footnote{1} $\theta_{ijk}$ denotes the magnitude of SU(2) flux in a triangle $ijk$ and $n_{ijk}$ denotes the direction of
We note that charge conservation holds in the single triangular polarization in an equilateral triangle is given by the following under a time reversal transformation. 

\[ \delta \bar{n}_i = 8 t_{ij} t_{jk} t_{ki} \left\{ \cos \theta_{ij} (X_{i,j} + X_{i,k}) ight\} \]

\[ - \sin \theta_{ij} \bar{n}_{ij} \cdot (Y_{i,j} - Y_{i,k}) \]

\[ \delta \bar{n}_j = 8 t_{ij} t_{jk} t_{ki} \left\{ \cos \theta_{ij} (-2X_{i,j}) + X_{i,k} \right\} \sin \theta_{ij} \bar{n}_{jk} \cdot (2Y_{i,j} + Y_{i,k}) \]

\[ \delta \bar{n}_k = 8 t_{ij} t_{jk} t_{ki} \left\{ \cos \theta_{ij} (X_{i,j} - 2X_{i,k}) \right\} \sin \theta_{ij} \bar{n}_{ij} \cdot \bar{n}_{jk} \cdot (Y_{i,j} + 2Y_{i,k}) \].

We note that charge conservation holds in the single triangular plaquette: \( \delta n_1 + \delta n_2 + \delta n_3 = 0 \). We also note that the charge density operator is explicitly invariant under a global rotation (both the spin and \( \mathbf{n} \) are rotated simultaneously) and under a time reversal transformation.

Based on the charge redistribution in Eqs. (16), the electric polarization in an equilateral triangle is given by the following expressions:

\[ \mathbf{P} = \mathbf{P}_{ij} + \mathbf{P}_{jk} + \mathbf{P}_{ki} \]

with

\[ \mathbf{P}_{ij} = 8e a t_{ij} t_{jk} t_{ki} \left\{ \cos \theta_{ij} \mathbf{S}_i \cdot \mathbf{J}_{ij} \mathbf{S}_j \right\} \]

\[ + \sin \theta_{ij} \mathbf{n}_{ij} \cdot (\mathbf{S}_i \times \mathbf{J}_{ij} \mathbf{S}_j) \] (17)

\[ \mathbf{P}_{jk} = 8e a t_{ij} t_{jk} t_{ki} \left\{ \cos \theta_{ij} \mathbf{J}_{ij} \mathbf{S}_j \cdot \mathbf{J}_{jk} \mathbf{S}_k \right\} \]

\[ + \sin \theta_{ij} \mathbf{n}_{ij} \cdot \left( \mathbf{J}_{ij} \mathbf{S}_j \times \mathbf{J}_{jk} \mathbf{S}_k \right) \] (18)

\[ \mathbf{P}_{ki} = 8e a t_{ij} t_{jk} t_{ki} \left\{ \cos \theta_{ij} \mathbf{J}_{ij} \mathbf{S}_k \cdot \mathbf{S}_i \right\} \]

\[ + \sin \theta_{ij} \mathbf{n}_{ij} \cdot \left( \mathbf{J}_{ij} \mathbf{S}_k \times \mathbf{S}_i \right) \mathbf{e}_j - \mathbf{e}_k \].

where \( a \) is the bond length (see Fig. 2) and \( -e \) is the electron charge.

The current density operator on the bond \( \langle ij \rangle \) is given by

\[ \mathbf{J}_{ij} = 24 \mathbf{e}_{ij} t_{ij} t_{jk} t_{ki} \frac{\cos \theta_{ij}}{\hbar} \left\{ \mathbf{S}_i \cdot \mathbf{J}_{ij} \mathbf{S}_j \right\} \]

\[ + \sin \theta_{ij} \mathbf{n}_{ij} \cdot \left( \mathbf{J}_{ij} \mathbf{S}_j \times \mathbf{J}_{jk} \mathbf{S}_k \right) - \mathbf{J}_{ij} \mathbf{S}_j \left( \mathbf{J}_{ij} \mathbf{S}_j + \mathbf{J}_{ji} \mathbf{S}_i + \mathbf{J}_{ik} \mathbf{S}_k \right) / 12 \] (19)

The effective current density operator on the bond \( \langle ij \rangle \) is obtained by replacing \( \mathcal{O} \) with the charge density operator \( \mathbf{P}_{ij} \) in Eq. (7):

\[ \mathbf{J}_{ij} = \frac{24}{\mathcal{O}} \mathbf{e}_{ij} t_{ij} t_{jk} t_{ki} \frac{\cos \theta_{ij}}{\hbar} \left\{ \mathbf{S}_i \cdot \mathbf{J}_{ij} \mathbf{S}_j \right\} \]

\[ + \sin \theta_{ij} \mathbf{n}_{ij} \cdot \left( \mathbf{J}_{ij} \mathbf{S}_j \times \mathbf{J}_{jk} \mathbf{S}_k \right) - \mathbf{J}_{ij} \mathbf{S}_j \left( \mathbf{J}_{ij} \mathbf{S}_j + \mathbf{J}_{ji} \mathbf{S}_i + \mathbf{J}_{ik} \mathbf{S}_k \right) / 12 \]

The current density operator is the same for the other two bonds \( jk \) and \( ki \), except for the factor \( \mathbf{e}_{ij} \), which has to be replaced by \( \mathbf{e}_{jk} \) and \( \mathbf{e}_{ki} \) respectively.

These results can be easily extended to the lattice by adding the contributions from each triangular loop that contains a given lattice site \( i \), in the case of the charge density operator, and a given bond \( \langle ij \rangle \), in the case of the effective current density operator.

### III. LIMIT OF WEAK SPIN ORBIT COUPLING

The SOC is weak when the magnetic moment is provided by a 3d transition metal. Therefore, it is relevant to discuss the weak spin orbit coupling limit \( \theta_{ij} \ll 1 \). By keeping terms up to linear order in \( \theta_{ij} \) in Eq. (11), the effective Hamiltonian reduces to

\[ \hat{H} = \sum_{\langle ij \rangle} J_{ij} \mathbf{S}_j \cdot \mathbf{S}_i + \mathbf{D}_{ij} \cdot (\mathbf{S}_j \times \mathbf{S}_i) \] (20)

where \( J_{ij} = 4t_{ij}^2 / U \) and \( \mathbf{D}_{ij} = 2J_{ij} \theta_{ij} \mathbf{n}_{ij} \) to first order in \( \theta_{ij} \). For the effective polarization operators of the single triangle shown in Fig. 1 we obtain

\[ \tilde{\mathbf{P}} = \tilde{\mathbf{P}}_{ij} + \tilde{\mathbf{P}}_{jk} + \tilde{\mathbf{P}}_{ki} \] (21)

with

\[ \tilde{\mathbf{P}}_{ij} = 8e a t_{ij} t_{jk} t_{ki} \left\{ \mathbf{S}_i \cdot \mathbf{S}_j + \mathbf{L}_{ij} \cdot (\mathbf{S}_i \times \mathbf{S}_j) \right\} (\mathbf{e}_j - \mathbf{e}_k) \] (22)

and \( \mathbf{L}_{ij} = 2 \theta_{ij} \mathbf{n}_{ij} - \theta_{ij} \mathbf{n}_{ji} - \theta_{jk} \mathbf{n}_{jk} - \theta_{ki} \mathbf{n}_{ki} \). \( \tilde{\mathbf{P}}_{jk} \) and \( \tilde{\mathbf{P}}_{ki} \) are obtained from Eq. (22) by a cyclic permutation of the indices \( ijk \).

Eqs. (21) and (22) coincide with the expressions that were recently derived in Ref. 13 for studying the effect of SOC on the optical conductivity of Mott insulators. In absence of SU(2)
flux (\(\theta_{jk}n_{jk} = 0\)), the expression reduces to the equation that was originally derived in Ref. [8].

The new contribution to the electric polarization is related to the DM interactions on the three bonds of the triangular unit. A finite SU(2) flux leads to a contribution that is proportional to the vector spin chirality (or spin current) on each bond. This is not surprising on symmetry grounds. The effective charge density operator is a scalar under the group of rotations (spin plus orbital degrees of freedom) and it is even under time reversal. Once the lattice anisotropy allows for a vector \(n_{jk}\) on a given bond \((jk)\), we can build a scalar by taking the direct product of \(n_{jk}\) with the crossed product between two spins. As we will see below, this new contribution to the electric polarization leads to a new microscopic mechanism for ferroelectricity induced by spiral spin ordering. Another combination that is allowed by symmetry is the product \(n_{jk} \cdot S_j n_{jk} \cdot S_k\), which is of order \(\theta_{jk}\), because it is bilinear in \(n_{jk}\). Therefore, although contributions of this form are included in Eqs. (17) and (18), they do not appear in the expansions (21) and (22) up to first order in \(\theta_{jk}\).

A. Cycloidal spiral ordering

To illustrate the potential consequences of the electric polarization component that arises from a finite SOC, we will first consider the simple case of a saw-tooth chain with uniform DM interactions and DM vectors anti-parallel to the \(z\)-axis. Fig. 2 illustrates one possible physical realization of this model. Imagine that the hopping between two atoms has a contribution that is mediated by an atom of a different kind. This is a common situation in transition metal oxides, where the magnetic moments are provided by 3d orbitals of the transition metal, but the hopping between transition metals has a contribution that is mediated by the \(p\)-orbitals of oxygen ions.

After integrating out the higher energy orbitals of the intermediary \(O^{2-}\) ions, we get a contribution to the hopping term of the Hubbard model, in addition to the one that arises from direct overlap between the 3d orbitals. Based on symmetry arguments, the DM vector \(D_{ij}\) on a given bond \((ij)\) is proportional to \(x_j \times r_{ij}\), where \(x_j\) is the displacement of the intermediary ion relative to the center of the bond (see Fig. 2). It is then clear that the displacements depicted in Fig. 2 (oxygen ions moving from the bond centers toward the center of the triangles) produce DM vectors on each bond that are anti-parallel to the \(z\)-axis: \(D_{jk} = -(2J_{jk}\theta_{jk}/3)e_z\) for any bond \((j \rightarrow k)\) oriented anticlockwise. Correspondingly, the vector potential is given by \(A_{jk} = t_k e^{-i\theta_{jk}z}\) for any bond \((l \rightarrow k)\) oriented counterclockwise.

We now consider the case of the saw-tooth chain that is illustrated in Fig. 3. The horizontal bonds are connected by a hopping amplitude \(t_{jk} = t\), while the hopping amplitude on the oblique bonds is \(t_{ij} = t_{ji} = t'\). The corresponding exchange interactions are \(J_{jk} = J = 4t^2/U\) and \(J_{ij} = J_{ji} = J' = 4t'^2/U\) respectively. We will assume that \(J > J'/2\) and that the plane of the saw-tooth chain is an easy-plane. This easy-plane anisotropy can either arise from the symmetric exchange anisotropy terms of Eq. (11) or be induced by applying a uniform magnetic field along the \(z\)-axis (see Fig. 3).

In the classical limit, the ground state of the effective spin Hamiltonian is a spiral state:

\[
\langle S_j^z \rangle = \sin(Qja/2 + \phi),
\]
\[
\langle S_j^y \rangle = \cos(Qja/2 + \phi),
\]
\[
\langle S_j^x \rangle = 0. \tag{23}
\]

The integer \(j\) labels the spins of the saw-tooth chain, \(\phi\) is an arbitrary phase, and \(\cos(Qja/2) = -J'/2J\). \(Q\) is the amplitude spiral wave-vector \(Q = \hat{x}\). The spiral ordering described by Eq. (23) is not the only ground state in the classical limit of the Hamiltonian under consideration. There is another ground state in which the spins on the \(B\) sites are ferromagnetically aligned. However, this degeneracy can be easily removed by adding an antiferromagnetic exchange interaction between consecutive \(B\) sites. We will then assume that the DM interaction does not change this spiral ordering because it is much smaller than the isotropic exchange interactions. For simplicity, we will also assume that \(D'/D' = D/J\).

We can now compute the electronic contribution to the electric polarization for the spiral ordering described by Eq. (23). We first observe that \(\langle S_j \cdot S_{j+1} \rangle \neq \langle S_j \cdot S_{j+2} \rangle\). This inequality holds even in absence of magnetic ordering because the \(A\) and \(B\) sites of are not equivalent in the saw-tooth chain. According to Eqs. (21) and (22), this inequality implies that there is a staggered electric polarization parallel or anti-parallel to the \(y\)-axis, simply reflecting the fact that the \(A\) and \(B\) sites of the saw-tooth chain are not equivalent. In contrast, the SOC contribution to Eqs. (21) and (22) leads to a uniform contribution to the electric polarization, as indicated by the thick arrows shown in Fig. 3. This uniform polarization arises from the fact that the vector chirality is staggered for the spiral ordering. In other words, \(\langle S \times S_j \rangle\) has opposite sign for the up
and down triangles if the arrow that connects \(i\) and \(j\) has the same circulation sense (clockwise or anticlockwise) on both triangles.

Our analysis implies that the cycloidal magnetic ordering, depicted in Fig. 3, leads to a net electric polarization in the presence of a finite SOC. The value of the uniform polarization per triangle is given by

\[
\langle \hat{P}_a \rangle = \frac{4 \sqrt{3} a D}{J} S^2 \tau^2 \left[ \sin \left( \frac{Q a}{2} \right) + \sin Q a \right] \mathbf{D} \times \hat{Q}.
\]

where \(\hat{Q}\) is a unit vector parallel to the wave-vector of the spiral (\(\hat{Q} = \hat{x}\) for the saw-tooth chain of Fig. 3). In the long wavelength limit \(Q a \ll 1\), Eq. (24) becomes

\[
\langle \hat{P}_a \rangle = \frac{6 \sqrt{3} a D}{J} S^2 \tau^2 \mathbf{D} \times \hat{Q}.
\]

This expression is similar to the equation obtained from the so-called “inverse DM” mechanism. However, its origin is completely different. In the “inverse DM” mechanism, the DM interaction is induced by the spiral ordering via an ionic displacement that produces the net electric polarization. In contrast, for the “direct DM” coupling mechanism that we are discussing here, the DM interaction is already present in the paramagnetic phase and it induces a finite electronic polarization when the system develops cycloidal spiral ordering. Therefore, the new mechanism presented here is the direct (electronic) counterpart of the inverse (ionic) DM mechanism introduced in Refs. 14–16.

The spiral ordering discussed for the saw-tooth chain can be naturally extended to an anisotropic Kagome lattice by stacking saw-tooth chains on top of each other (see Fig. 4). In particular, this implies that the \(J, J'\) Hamiltonian of the anisotropic Kagome lattice can be expressed as a sum of partial Hamiltonians over the saw-tooth chains that compose this lattice. Because the spiral ordering with wave vector parallel to the thick bond direction minimizes the energy of each partial saw-tooth chain Hamiltonian, it also minimizes the energy of the global Hamiltonian for the anisotropic Kagome lattice. Therefore, a uniform electric polarization given by Eq. (24) is also obtained in this case (see Fig. 4).

It is important to note that quantum fluctuations will in general destroy the \(T = 0\) spiral ordering of the saw-tooth chain, while thermal fluctuations will destroy the finite-\(T\) spiral ordering of the Kagome lattice. This is so because the spiral ordering, \(\langle S_j \rangle \neq 0\), spontaneously breaks the \(U(1)\) symmetry of uniform spin rotations along the \(z\)-axis. However, the vector chirality, \(\langle S_x \times S_y \rangle\), which is the quantity that induces a finite electric polarization, does not break this continuous symmetry (it only breaks the discrete spatial inversion symmetry). Therefore, this quantity will in general survive together with the electric polarization in the presence of finite thermal and/or quantum fluctuations \((\langle S_j \rangle = 0\) and \(\langle S_x \times S_y \rangle \neq 0\)). Consequently, Eq. (25) has to be replaced by

\[
\langle \hat{P}_a \rangle = \frac{6 \sqrt{3} a D}{2J} S^2 \tau^2 \langle \mathbf{S}_r \times S_{r+Q} \rangle \times \hat{Q}.
\]

This quantity will in general survive together with the electric polarization in the presence of finite thermal and/or quantum fluctuations.

\[
\langle \hat{P}_a \rangle = \frac{6 \sqrt{3} a D}{2J} S^2 \tau^2 \langle \mathbf{S}_r \times S_{r+Q} \rangle \times \hat{Q}.
\]
DM vectors point outwards in the up triangles, they will point inwards in the down triangles. For instance, in the saw-tooth chain and the anisotropic Kagome lattice shown Figs. 5 and 6, the DM vectors point toward the center of the down triangles and away from the center of the up triangles, when we circulate anticlockwise around each triangle. This implies that the displacement along the z-axis of the ions which mediate the super-exchange interaction is positive for up triangles and negative for down triangles. In the rest of this section we will see that this in-plane component of the DM interaction produces a uniform component of the electric polarization in the presence of proper screw spin spiral ordering.

The isotropic contribution to the electric polarization given by Eqs. (21) and (22) does not depend on the polarization plane of the spiral. Therefore, like in the cycloidal case, this contribution leads to a staggered electric polarization component that is already present in the paramagnetic phase. In contrast, it is easy to verify that the SOC to the polarization is the same on every single triangle (up and down). Consequently, to compute the electric polarization per triangle, it is enough to consider a single triangle of saw-tooth chain or the Kagome lattice. For simplicity, we will consider an up triangle and denote the three sites with the labels ijk, as in Fig. 1.

According to Eq. (22), the spin-orbit contribution to \( \tilde{P}_{ij} \) is

\[
\langle \tilde{P}_{ij}^{SO} \rangle = \frac{8a S^2 \theta t'^2}{\sqrt{3}} \sin (Q \cdot r_{ij}) \hat{Q} \times \hat{Q} \cdot e_{ij} \times \hat{z},
\]

where \( \hat{Q} = (\cos \phi_Q, \sin \phi_Q, 0) \) and \( r_{ij} = a e_{ij} \). Here we have used that \( (S_i \times S_j) = S^2 \cos^2 \alpha \sin(Q \cdot e_{ij})\hat{Q} + S \sin \alpha \hat{Q} \times (S_i \times S_j) \) and neglected the second term by assuming that the canting angle \( \alpha \) is much smaller than one: \( \cos \alpha \approx 1 \) and \( \sin \alpha \approx 0 \). We note that \( L_{ij} = -D_{ij}/2J_{ij} \) and that \( D_{ij}/J_{ij} = 2 \theta_{ijk}/3 = 2 \theta/3 \) does not depend on the bond (ij), because \( D/J = D'/J' \).

By using the identities \( \hat{Q} \cdot e_{ij} \times \hat{z} = \hat{Q} - \hat{Q} \cdot e_{ij} \),

\[
\langle \tilde{P}_{ij} \rangle \approx - \frac{6a S^2 \theta Q t'^2}{\sqrt{3}} \sin 3 \phi_Q \hat{Q} \times \hat{Q} \]

and \( e_{ij} = \hat{Q} \cdot e_{ij} \hat{Q} + \hat{z} \times \hat{Q} \cdot e_{ij} \hat{z} \times \hat{Q} \), we obtain

\[
\langle \tilde{P}_{ij}^{SO} \rangle = \frac{8a S^2 \theta t'^2}{\sqrt{3}} \sin (Q \cdot r_{ij}) [(1 - (\hat{Q} \cdot e_{ij})^2)] Q - (\hat{Q} \cdot e_{ij}) (\hat{z} \times \hat{Q} \cdot e_{ij}) \hat{z} \times \hat{Q},
\]

In this way, we have divided \( \langle \tilde{P}_{ij}^{SO} \rangle \) into a component, \( \langle \tilde{P}_{ij}^{SO} \rangle \), which is parallel to the wave-vector \( Q \), and a component, \( \langle \tilde{P}_{ij}^{SO} \rangle \), which is perpendicular to \( Q \) (parallel to \( \hat{z} \times Q \))

\[
\langle \tilde{P}_{ij}^{SO} \rangle = \frac{8a S^2 \theta t'^2}{\sqrt{3}} \sin (Q \cdot r_{ij}) [1 - (\hat{Q} \cdot e_{ij}]^2/3] Q \]

The uniform polarization per triangle, \( \langle \tilde{P}_{ij} \rangle \), is obtained by adding the contributions from the three bonds of the triangle. The value of \( \langle \tilde{P}_{ij} \rangle \) for arbitrary \( Q \) is given by:

\[
\langle \tilde{P}_{ij} \rangle = \frac{8a S^2 \theta t'^2}{\sqrt{3}} \sin (Q \cdot r_{ij}) [1 - (\hat{Q} \cdot e_{ij}]^2/3] Q
\]

After taking the long wavelength limit, \( Qa \ll 1 \) and making the approximation \( \sin (Q \cdot r_{ij}) \approx Q \cdot r_{ij} \), we obtain

\[
\langle \tilde{P}_{ij} \rangle \approx - \frac{6a S^2 \theta Q t'^2}{\sqrt{3}} \sin 3 \phi_Q \hat{Q} \times \hat{Q} \]
This result implies that the uniform electric polarization induced by the SOC is anti-parallel to $\mathbf{Q}$ (for $D_{ij} > 0$) when $\mathbf{Q}$ is parallel to a bond direction (see Fig. 6). In addition, $\langle \mathbf{P}_i \rangle$ rotates clockwise by an angle $3\phi_0$ in the reference frame attached to $\mathbf{Q}$, when $\mathbf{Q}$ rotates anti-clockwise by an angle $\phi_0$. This implies that $\langle \mathbf{P}_i \rangle$ is orthogonal to $\mathbf{Q}$ when $\phi_0$ is an odd multiple of $\pi/6$. It is important to clarify that the wave-vector $\mathbf{Q}$ is always parallel to the thick bond direction (see Fig. 6) for the case of the anisotropic Kagome lattice. However, proper-screw spiral orderings with different $\mathbf{Q}$ directions could in principle appear in isotropic Kagome lattices with longer range exchange interactions. This is the reason why we have contemplated the more general case in the derivation of Eq. 32.

The angular dependence of the electric polarization given by Eq. 32 is the same as the one predicted by Arima’s mechanism and measured in the triangular-lattice helimagnet MnI\textsubscript{2}. Although the microscopic mechanism that led to Eq. 32 is completely different, the angular dependence of the electric polarization induced by a proper screw spiral is determined by symmetry. Consequently, it is independent of the particular microscopic mechanism that couples the magnetic ordering to the uniform electric polarization.

It is important to note that there is another qualitative difference between the electronic mechanism that we have derived in subsections III A and III B for cycloidal and proper screw spiro, and the seemingly related inverse DM and Arima’s mechanisms, which are based on ionic displacements. The electronic mechanism arises from loop (of three sites) contributions, while the ionic mechanisms arise from bond (two sites) contributions. As is clear from the last factor, $(e_j - e_k)$ of Eq. 22, if there is spiral ordering on the triangle $ijk$, the sign of the electric polarization depends on whether the site $i$ is above or below the bond $jk$. Consequently, single-$\mathbf{Q}$ spiral orderings on triangular lattices do not produce a net electronic polarization of the type discussed in this work because the contributions from up and down triangles cancel with each other (see Fig. 7). In contrast, as it is discussed in Ref. 17, single-$\mathbf{Q}$ spiral orderings on triangular lattices produce net ionic contributions to the electric polarization via the inverse DM and Arima’s mechanisms. There is no cancellation in this case because the contribution from each bond $(ij)$ does not depend on the position of a third site $k$. The situation is different for the saw-tooth and Kagome lattices because each bond belongs to a single triangle in these lattices. We emphasize that a net (uniform) component of the electric polarization arises from a staggered component of the vector chirality, i.e., opposite vector chirality on the up and down triangles.

IV. CONCLUSIONS

In summary, we have studied the charge effects induced by SOC deep inside the Mott insulating regime. The SOC generates new contributions to the effective charge density operator, which are proportional to the vector spin chirality, $\langle \mathbf{S}_i \times \mathbf{S}_j \rangle$, on bonds that belong to the same triangle as the site under consideration. This simple observation, implies that SOC can potentially induce a net electric polarization for magnetic orderings that exhibit a spontaneous vector spin chirality $\langle \mathbf{S}_i \times \mathbf{S}_j \rangle \neq 0$. While this chiral ordering can appear in low-dimensional systems, even in absence of magnetic ordering ($\langle \mathbf{S}_i \rangle = 0$), the most common realization for higher dimensional systems corresponds to spiral magnetic ordering: $\langle \mathbf{S}_i \times \mathbf{S}_j \rangle = \langle \mathbf{S}_i \rangle \times \langle \mathbf{S}_j \rangle \neq 0$. Here we have shown that SOC leads to a net electronic polarization for cycloidal and proper-screw spiral orderings on the saw-tooth and anisotropic Kagome lattices. An important property of these lattices is that each bond belongs to only one triangle. This property avoids the cancellation between contributions from opposite triangles that occurs in triangular lattices (see Fig. 7). Like for the isotropic case, frustration is an essential ingredient for having a net electronic polarization. This is so because the effective charge density operator is odd under a particle-hole transformation that changes the sign of the hopping amplitudes, i.e., it only has contributions from loops which are closed by an odd number of hopping amplitudes.

The novel SOC-induced magneto-electric coupling described in this work has some resemblances with known ionic-based mechanisms that have been proposed for spiral orderings in the previous literature. This is not surprising given that the relation between the electric polarization and the magnetic ordering is strongly constrained by symmetry. While the dimensionless parameter $\theta$, which measures the strength of the SOC, appears both in the ionic and the electronic contributions to the electric polarization field induced by spiral ordering, the other small dimensionless parameter is different in both cases. The ionic contribution is proportional to the ratio between the exchange interaction and the energy of the optical mode associated with the ionic displacement. In contrast,
the electronic contribution is proportional to $8t^3/U^3$. Therefore, the ionic contribution should dominate in the strong-coupling limit $t/U \to 0$, while the electronic contribution becomes dominant when moving towards the intermediate coupling regime.

Finally, it is important to mention that other contributions to the electronic polarization also arise when moving away from the weak SOC limit. This regime is relevant for heavy ions such as $4d$ and $5d$ transition metals, or lanthanide ($4f$) and actinide ($5f$) elements. We note that these ions also contain several valence orbitals, implying that they have to be described with multi-band Hubbard models, instead of the simplified single-band model that we have considered here. The spirit of the present work is simply to demonstrate that SOC leads to new electronic contributions to the electric polarization field induced by certain magnetic orderings. The results that we have derived for a minimal single-band Hubbard model can be naturally extended to the more complex models that describe the low-energy physics of each particular magnet.
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Appendix A: Effective charge density and current in the presence of SOC

By applying the canonical transformation (7) to the density and current density operators (12) and (13), we obtain expressions for the effective operators in the low-energy sector of the Mott insulator. The following identity holds for the effective density operator:

$$\tilde{n}_i = 1 + P_s (T_{-1} T_0 T_1 + T_1 T_0 T_1) P_s / U^3.$$

The effective current density operator is given by

$$\tilde{I}_{ij} = P_s (T_{-1} T_0 I_{ij} + T_{-1} I_{ji} T_1 + I_{ij} T_0 T_1) / U^2.$$

For the single triangle shown in Fig. [1] we obtain

$$\delta \tilde{n}_i = \delta \tilde{n}_i \delta + \delta \tilde{n}_j \delta$$

(A1)

with

$$\delta \tilde{n}_i \delta = \langle \tilde{n}_i \rangle \langle \delta \tilde{n}_i \rangle - \langle \tilde{n}_i \rangle \langle \delta \tilde{n}_i \rangle.$$

Here $\mathcal{P}_{T_1} = \chi_{T_1} n_{T_1} n_{T_1} n_{T_1}$ and $\mathcal{Q}_{T_1} = \chi_{T_1} (1 - n_{T_1} n_{T_1} n_{T_1})$ where $\chi_{T_1} = c_i^\dagger A_{x_i} c_i$. The effective current density operator on the bond $(ij)$ can be expressed as

$$\tilde{I}_{ij} = \frac{ie}{\hbar} t_{ij} t_{jk} t_{ki} / U^2 \left[ \mathcal{P}_{T_{jk}} + \mathcal{P}_{T_{ik}} + \mathcal{P}_{T_{kj}} + \mathcal{Q}_{T_{jk}} + \mathcal{Q}_{T_{ik}} + \mathcal{Q}_{T_{kj}} + \text{H.c.} \right].$$

(A2)

By using the definition $\mathcal{A}_{i_k} \mathcal{A}_{j_k} \mathcal{A}_{i_j} \equiv e^{i\theta_{ij}} n_{ij} \sigma$, we can expand the above equation as

$$\delta \tilde{n}_i = \cos \theta_{ij} \delta \tilde{n}_i^{\text{eff}} + i \sin \theta_{ij} \delta \tilde{n}_i^\mu, \quad (A3)$$

and

$$\tilde{I}_{ij} = \cos \theta_{ij} \tilde{I}_{ij}^{\text{eff}} + i \sin \theta_{ij} \tilde{I}_{ij}^\mu, \quad (A4)$$

where we are using Einstein’s convention of summation over repeated index $\mu=(x, y, z)$. Eqs. (16)- (19) are obtained by calculating each component in Eqs. (A3) and (A4). We can easily obtain $\delta \tilde{n}_i^{\text{eff}}$ and $\tilde{I}_{ij}^{\text{eff}}$ by generalizing the result in Ref. [8] via $S_i \rightarrow \tilde{S}_i$, $\tilde{S}_j \rightarrow \tilde{f}_{ij} S_i$ and $S_k \rightarrow \tilde{f}_{ik} S_i$ (note that these two contributions are the only ones that survive when the product $\mathcal{A}_{i_k} \mathcal{A}_{j_k} \mathcal{A}_{i_j}$ is proportional to the identity matrix). Because $\delta \tilde{n}_i$ and $\tilde{I}_{ij}$ are scalars under global spin rotations (spin and orbital), we just need to calculate only one component (the other two are determined by invoking rotational invariance). We consider the case $\theta_{ij} = \frac{\pi}{2}$ and $\tilde{n}_{ij} = z$ by assuming that $\mathcal{A}_{i_k} = i e \tau z$ and both $\tilde{A}_{i_k}$ and $\tilde{A}_{k_i}$ are proportional to the identity matrix. From Eqs. (A1) and (A2), we obtain

$$\delta \tilde{n}_i = -i 8 e^2 t_{ij} t_{ji} / (U^3) \left[ \tilde{S}_i \times \tilde{S}_j + \tilde{S}_k \times \tilde{S}_i - 2 \tilde{S}_j \times \tilde{S}_k \right]^\dagger,$n

$$\tilde{I}_{ij} = i 24 e^2 t_{ij} t_{ji} / (U^2) \left[ \mathcal{P}_{T_{ij}} (\tilde{S}_i \cdot \tilde{S}_j) - \mathcal{P}_{T_{ji}} (\tilde{S}_j \cdot \tilde{S}_i) - \mathcal{Q}_{T_{ij}} (\tilde{S}_i \cdot \tilde{S}_j) + (\tilde{S}_i + \tilde{S}_j + \tilde{S}_k) / 12 \right]^\dagger.$$

(A5)

For a general $\mathcal{A}_{ij}$ and $\mathcal{A}_{ik}$, we need to replace $\tilde{S}_j$ and $\tilde{S}_k$ by $\tilde{f}_{ij} \tilde{S}_i$ and $\tilde{f}_{ik} \tilde{S}_i$, respectively, in the above expressions for $\delta \tilde{n}_i$ and $\tilde{I}_{ij}$. In this way we arrive to Eqs. (16) - (19).
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