RECURSION RELATIONS FOR DOUBLE RAMIFICATION HIERARCHIES

ALEXANDR BURYAK AND PAOLO ROSSI

Abstract. In this paper we study various properties of the double ramification hierarchy, an integrable hierarchy of hamiltonian PDEs introduced in [Bur14] using intersection theory of the double ramification cycle in the moduli space of stable curves. In particular, we prove a recursion formula that recovers the full hierarchy starting from just one of the Hamiltonians, the one associated to the first descendant of the unit of a cohomological field theory. Such recursion is reminiscent of the dilaton equation in Gromov-Witten theory. Moreover, we introduce analogues of the topological recursion relations and the divisor equation both for the hamiltonian densities and for the string solution of the double ramification hierarchy. This machinery is very efficient and we apply it to various computations for the trivial and Hodge cohomological field theories, and for the r-spin Witten’s classes. Moreover we prove the Miura equivalence between the double ramification hierarchy and the Dubrovin-Zhang hierarchy for the Gromov-Witten theory of the complex projective line (extended Toda hierarchy).
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1. INTRODUCTION

In a recent paper, [Bur14], one of the authors, inspired by ideas from symplectic field theory [EGH00], has introduced a new integrable hierarchy of PDEs associated to a given cohomological field theory. The construction makes use of the intersection numbers of the given cohomological field theory with the double ramification cycle, the top Chern class of the Hodge bundle and psi-classes on the moduli space of stable Riemann surfaces $\overline{\mathcal{M}}_{g,n}$. Since the top Chern class of the Hodge bundle vanishes outside of the moduli space of stable curves of compact type, one can use Hain’s formula [Hai11] to express the double ramification cycle in computations and, in particular, the consequent polynomiality of the double ramification cycle with respect to ramification numbers.

In [Bur14] the author further conjectures, guided by the examples of the trivial and Hodge cohomological field theories (which give the KdV and deformed KdV hierarchies, respectively) that the double ramification hierarchy is Miura equivalent to the Dubrovin-Zhang hierarchy associated to the same cohomological field theory via the construction described, for instance, in [DZ05].

In this paper, after defining some natural hamiltonian densities for the double ramification hierarchy, using results from [BSSZ12] we derive a series of equations for such densities, which are reminiscent of the dilaton and the divisor equations and of the topological recursion relations in Gromov-Witten theory [KM94, Get97], but also of their analogues from symplectic field theory [FR10, Ros12]. The dilaton recursion of Theorem 3.3, in particular, is sufficient to recover the full hierarchy of the Hamiltonian densities, starting just from one Hamiltonian (the one associated with the first descendant of the unit of the cohomological field theory). We apply this technique to compute explicit formulae for the double ramification hierarchy of the $r$-spin Witten’s classes and, in particular, we conjecture explicit formulae for the Miura transformations that should link such hierarchy to the Dubrovin-Zhang hierarchy.

In the second part we focus instead on the string solution of the double ramification hierarchy (see [Bur14]) and prove that the divisor equation for the Hamiltonians implies the divisor equation for the string solution. Our main application of this fact is a proof of the Miura equivalence described above in the case of the Gromov-Witten theory of the complex projective line. Consider the Gromov-Witten theory of $\mathbb{CP}^1$ and the corresponding cohomological field theory. We use $u^\alpha$ as the variables of the double ramification hierarchy for $\mathbb{CP}^1$ and $w^\alpha$ as the variables of the ancestor Dubrovin-Zhang hierarchy for $\mathbb{CP}^1$.

**Theorem 1.1.** The double ramification hierarchy for $\mathbb{CP}^1$ is related to the ancestor Dubrovin-Zhang hierarchy for $\mathbb{CP}^1$ by the Miura transformation

$$u^\alpha(w) = \frac{e^{\frac{\varepsilon}{2}\partial_x} - e^{-\frac{\varepsilon}{2}\partial_x}}{\varepsilon \partial_x} w^\alpha.$$  
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2. THE DOUBLE RAMIFICATION HIERARCHY

In this section we briefly recall the main definitions in [Bur14]. The double ramification hierarchy is a system of commuting Hamiltonians on an infinite dimensional phase space that can be heuristically thought of as the loop space of a fixed vector space. The entry datum for this construction is a cohomological field theory in the sense of Kontsevich and Manin [KM94]. Denote by $c_{g,n} : V^\otimes n \rightarrow \mathbb{C}$ the...
$H^{\text{even}}(\mathcal{M}_{g,n}; \mathbb{C})$ the system of linear maps defining the cohomological field theory, $V$ its underlying $N$-dimensional vector space, $\eta$ its metric tensor and $e_1$ the unit of the cohomological field theory.

2.1. The formal loop space. The loop space of $V$ will be defined somewhat formally by describing its ring of functions. Following [DZ05] (see also [Ros09]), let us consider formal variables $u_i^a$, $i = 1, \ldots, \hat{N}$, $p = 1, 2, \ldots$, associated to a basis $e_1, \ldots, e_N$ for $V$. Always just at a heuristic level, the variable $u_i^a := u_i^0$ can be thought of as the component $u^a_i(x)$ along $e_a$ of a formal loop $u : S^1 \to V$, where $x$ the coordinate on $S^1$, and the variables $u_i^a := u_i^1, u_{ix} := u_i^2, \ldots$ as its $x$-derivatives. We then define the ring $\mathcal{A}$ of differential polynomials as the ring of polynomials $f(u; u_x, u_{xx}, \ldots)$ in the variables $u_i^a$, $i > 0$ with coefficients in the ring of formal power series in the variables $u_i^a = u_i^0$. We can differentiate a differential polynomial with respect to $x$ by applying the operator $\frac{\partial}{\partial u_i^a}$ (in general, we use the convention of sum over repeated greek indices, but not over repeated latin indices). Finally, we consider the quotient $\Lambda$ of the ring of differential polynomials first by constants and then by the image of $\partial_x$, and we call its elements local functionals. A local functional which is the equivalence class of $f = f(u; u_x, u_{xx}, \ldots)$ will be denoted by $\overline{f} = \int f \, dx$. Strictly speaking, in order to obtain the ring of functions for our formal loop space, we must consider a completion of the symmetric tensor algebra of the space of local functionals whose elements correspond to multiple integrals on multiple copies of the variable $x$ of differential polynomials of multiple copies of the variables $u_i^a$, but we will not really use this in the paper.

Differential polynomials and local functionals can also be described using another set of formal variables, corresponding heuristically to the Fourier components $p_j^a$, $k \in \mathbb{Z}$, of the functions $u^a = u^a(x)$. Let us, hence, define a change of variables

$$u_i^a = \sum_{k \in \mathbb{Z}} (ik)^j p_j^a e^{ikx},$$

which allows us to express a differential polynomial $f$ as a formal Fourier series in $x$ where the coefficient of $e^{ikx}$ is a power series in the variables $p_j^a$ (where the sum of the subscripts in each monomial in $p_j^a$ equals $k$). Moreover, the local functional $\overline{f}$ corresponds to the constant term of the Fourier series of $f$.

Let us describe a natural class of Poisson brackets on the space of local functionals. Given a matrix of differential operators of the form $K_{\mu\nu}^i = \sum_{j \geq 0} K_{j \mu \nu}^i \delta_j$, where the coefficients $K_{j \mu \nu}^i$ are differential polynomials and the sum is finite, we define

$$\{\overline{f}, \overline{g}\}_K := \int \left( \frac{\partial \overline{f}}{\partial u^\mu} K_{\mu\nu}^i \frac{\partial \overline{g}}{\partial u^\nu} \right) \, dx,$$

where we have used the variational derivative $\frac{\partial \overline{f}}{\partial u^\mu} := \sum_{i \geq 0} (-\partial_x)^i \frac{\partial \overline{f}}{\partial u^\mu_i}$. Imposing that such bracket satisfies anti-symmetry and the Jacobi identity will translate, of course, into conditions for the coefficients $K_{j \mu \nu}^i$. An operator that satisfies such conditions will be called hamiltonian. We will also define a Poisson bracket between a differential polynomial and a local functional as

$$\{f, \overline{g}\}_K := \sum_{i \geq 0} \frac{\partial f}{\partial u^\mu_i} \frac{\partial \overline{g}}{\partial u^\nu} \left( K_{\mu\nu}^i \frac{\partial \overline{g}}{\partial u^\nu} \right) \, dx.$$

A standard example of a hamiltonian operator is given by $\eta \partial_x$. The corresponding Poisson bracket, heavily used in what follows, also has a nice expression in terms of the variables $p_j^a$:

$$\{p_k^\alpha, p_j^\beta\}_{\eta \partial_x} = i \eta^\alpha \beta k \delta_{k+j,0}.$$

Finally, we will need to consider an extension of the spaces $\mathcal{A}$ and $\Lambda$ of differential polynomials and local functionals. First, let us introduce a grading $\deg u_i^a = i$ and a new variable $\varepsilon$ with $\deg \varepsilon = -1$. Then $\hat{\mathcal{A}}^{[k]}$ and $\hat{\Lambda}^{[k]}$ are defined, respectively, as the subspaces of degree $k$ of $\hat{\mathcal{A}} := \mathcal{A} \otimes \mathbb{C}[\varepsilon]$ and of $\hat{\Lambda} := \Lambda \otimes \mathbb{C}[\varepsilon]$. Their elements will still be called differential polynomials and local functionals. We
can also define Poisson brackets as above, starting from hamiltonian operators \( K^{i\mu} = \sum_{i,j \geq 0} K_{ij}^{\mu\nu} \partial_x^j \), where \( K_{ij}^{\mu\nu} \) are differential polynomials of degree \( i - j + 1 \). The corresponding Poisson bracket will then have degree 1.

A hamiltonian system of PDEs is a system of the form

\[
\frac{\partial h_\alpha}{\partial \tau_i} = K^{\alpha\mu} \frac{\delta h_\mu}{\delta u_i}, \quad \alpha = 1, \ldots, N, \quad i = 1, 2, \ldots,
\]

where \( h_\alpha \in \hat{\Lambda}^{(0)} \) are local functionals with the compatibility condition \( \{h_\alpha, h_\beta\}_K = 0 \) for \( i, j \geq 1 \).

2.2. The double ramification hierarchy. Given a cohomological field theory \( c_{g,n}: V^\otimes n \to H^{even}(\overline{M}_{g,n}; \mathbb{C}) \), we define hamiltonian densities of the double ramification hierarchy as the following generating series:

\[
g_{\alpha,d} := \sum_{g \geq 0,n \geq 1} \frac{(-e)^g}{n!} \times \sum_{a_1, \ldots, a_n \in \mathbb{Z}} \left( \int_{D R_g(-\sum a_i,a_1,\ldots,a_n)} \lambda_g \psi_i^d c_{g,n+1}(e_\alpha \otimes e_{a_1} \otimes \cdots \otimes e_{a_n}) \right) a_1^{a_1} \cdots a_n^{a_n} e^{ix \sum a_i},
\]

for \( \alpha = 1, \ldots, N \) and \( d = 0, 1, 2, \ldots \). Here \( D R_g(a_1, \ldots, a_n) \in H^{2g}(\overline{M}_{g,n}; \mathbb{Q}) \) is the double ramification cycle, \( \lambda_g \) is the \( g \)-th Chern class of the Hodge bundle and \( \psi_i \) is the first Chern class of the tautological bundle at the \( i \)-th marked point.

The above expression can be uniquely written as a differential polynomial in \( u^\alpha \) in the following way. Let us denote by \( P_{\alpha,d,g,a_1,\ldots,a_n}(a_1, \ldots, a_n) = \sum b_1, \ldots, b_n \geq 0 \sum_{a_1, \ldots, a_n} b_1^{a_1} \cdots b_n^{a_n} \) the polynomial in the variables \( a_i \) defined by the expression

\[
\int_{D R_g(-\sum a_i,a_1,\ldots,a_n)} \lambda_g \psi_i^d c_{g,n+1}(e_\alpha \otimes e_{a_1} \otimes \cdots \otimes e_{a_n}).
\]

The fact that this integral is polynomial in \( a_1, \ldots, a_n \) follows from Hain’s formula [Hai11] for the double ramification cycle restricted to the moduli space \( \mathcal{M}_{g,n}^2 \) of curves of compact type and the fact that \( \lambda_g \) vanishes on \( \overline{M}_{g,n} \setminus \mathcal{M}_{g,n}^2 \). Then we have

\[
g_{\alpha,d} = \sum_{g \geq 0,n \geq 1} \frac{2g}{n!} \sum_{b_1, \ldots, b_n \geq 0} P_{\alpha,d,g,a_1,\ldots,a_n} b_1^{a_1} \cdots b_n^{a_n}.
\]

In particular, \( \overline{g}_{\alpha,d} = \int g_{\alpha,d} dx \), expressed in terms of the \( p \)-variables, coincides with the definition given in [Bur14]. The system of local functionals \( \overline{g}_{\alpha,d} \), for \( \alpha = 1, \ldots, N, \) \( d = 0, 1, 2, \ldots, \) and the corresponding system of hamiltonian PDEs with respect to the standard bracket is proved in [Bur14]. Finally, we add by hand \( N \) more commuting hamiltonian densities \( g_{\alpha,-1} := \eta_{\alpha p} u^\alpha \) for \( \alpha = 1, \ldots, N \). The corresponding local functionals \( \overline{g}_{\alpha,-1} \) are Casimir of the standard Poisson bracket.

3. Recursion relations for the Hamiltonian densities

The results of this section are based on the following two splitting formulae from [BSSZ12] for the intersection of a \( \psi \)-class with the double ramification cycle. Let \( I \cup J = \{1, \ldots, n\} \) and let us denote by \( D R_{g_1}(a_1, -k_1, \ldots, -k_p) \boxtimes D R_{g_2}(a_j, k_1, \ldots, k_p) \) the cycle in \( \overline{M}_{g_1+g_2+p-1,n} \) obtained by gluing the two double ramification cycles at the marked points labeled by \( k_1, \ldots, k_p \).
Theorem 3.1 ([BSSZ12]). Let $a_1, \ldots, a_n$ be a list of integers with vanishing sum. Assume that $a_s \neq 0$. Then we have

$$a_s \psi_s DR_g(a_1, \ldots, a_n) = \sum_{I,J} \sum_{p \geq 1} \sum_{g_1, g_2} \sum_{k_1, \ldots, k_p} \frac{\rho}{p!} \prod_{i=1}^p k_i DR_{g_1}(a_I, k_1, \ldots, k_p) \otimes DR_{g_2}(a_J, k_1, \ldots, k_p).$$

Here the first sum is taken over all $I \cup J = \{1, \ldots, n\}$ such that $\sum_{i \in I} a_i > 0$; the third sum is over all non-negative genera $g_1$, $g_2$ satisfying $g_1 + g_2 + p - 1 = g$; the fourth sum is over $p$-upts of positive integers with total sum $\sum_{i \in I} a_i = -\sum_{j \in J} a_j$. The number $\rho$ is defined by

$$\rho = \begin{cases} 
2g_2 - 2 + |J| + p, & \text{if } s \in I; \\
-(2g_1 - 2 + |I| + p), & \text{if } s \in J.
\end{cases}$$

Theorem 3.2 ([BSSZ12]). Let $a_1, \ldots, a_n$ be a list of integers with vanishing sum. Assume that $a_s \neq 0$ and $a_1 = 0$. Then we have

$$a_s \psi_s DR_g(a_1, \ldots, a_n) = \sum_{I,J} \sum_{p \geq 1} \sum_{g_1, g_2} \sum_{k_1, \ldots, k_p} \varepsilon \frac{\rho}{p!} DR_{g_1}(a_I, -k_1, \ldots, -k_p) \otimes DR_{g_2}(a_J, k_1, \ldots, k_p).$$

Here the first sum is taken over all $I \cup J = \{1, \ldots, n\}$ such that $\sum_{i \in I} a_i > 0$; the third sum is over all non-negative genera $g_1$, $g_2$ satisfying $g_1 + g_2 + p - 1 = g$; the fourth sum is over $p$-upts of positive integers with total sum $\sum_{i \in I} a_i = -\sum_{j \in J} a_j$. The number $\varepsilon$ is defined by

$$\varepsilon = \begin{cases} 
1, & \text{if } s \in I, l \in J; \\
-1, & \text{if } s \in J, l \in I; \\
0, & \text{otherwise.}
\end{cases}$$

3.1. Dilaton recursion. In this section we prove the most powerful of our recursion relations for the hamiltonian densities defined above. It allows to reconstruct the full hierarchy of densities, starting from $\mathcal{F}_{1,1}$.

Theorem 3.3. We have the following recursion:

$$\partial_x ((D - 1)g_{\alpha,d}) = \sum_{k \geq 0} \frac{\partial g_{\alpha,d}}{\partial u_k^\alpha} \eta^\alpha \partial^{k+1} \delta \mathcal{F}_{1,1} / \delta u^\alpha, \quad \alpha = 1, \ldots, N, \ d \geq -1,$$

where $D := \sum_{k \geq 0} (k + 1)u_k^\alpha \frac{\partial}{\partial u_k^\alpha}$.

Proof. Given the polynomiality of $P_{\alpha,d,g;\alpha_1,\ldots,\alpha_n}(a_1, \ldots, a_n)$, it is sufficient to focus on the case where $a_i > 0, i = 1, \ldots, n$. Using Theorem 3.1 we obtain

$$P_{\alpha,d+1,g;\alpha_1,\ldots,\alpha_n}(a_1, \ldots, a_n) = \sum_{|I| \geq 1} \sum_{J \subseteq \{1, \ldots, n\} \setminus I} \sum_{|J| \geq 1} \sum_{k \geq 0} (2g_2 - 2 + |J| + 1)k \cdot P_{\alpha,d,g;\alpha_1,\alpha_2,J}(a_I, k) \eta^{\alpha_2} P_{\alpha,d;\alpha_2,J}(a_J, -k),$$

where $P_{\alpha_1,\ldots,\alpha_n}(a_1, \ldots, a_n) = \sum_{b_1, \ldots, b_n \geq 0} P^b_{\alpha_1,\ldots,\alpha_n} a_1^{b_1} \cdots a_n^{b_n} = \int_{DR_g(a_1, \ldots, a_n)} \lambda_g c_{\alpha_1} \otimes \cdots \otimes c_{\alpha_n}$. Notice that the right-hand side of the above formula is nonzero, only if $k = \sum_{j \in J} a_j$. Let us introduce an auxiliary functional

$$\mathcal{F} = \sum_{g \geq 0, n \geq 2} \frac{(-2)^g}{n!} \sum_{a_1, \ldots, a_n \in \mathbb{Z}} \sum_{a_i = 0} P_{\alpha_1, \ldots, \alpha_n}(a_1, \ldots, a_n) p_{a_1}^{b_1} \cdots p_{a_n}^{b_n} = \int \left( \sum_{g \geq 0, n \geq 2} \frac{(-2)^g}{n!} \sum_{b_1, \ldots, b_n \geq 0} p^{b_1, \ldots, b_n}_{\alpha_1, \ldots, \alpha_n} u_1^{a_1} \cdots u_n^{a_n} \right) dx.$$
Then, using the fact that $DR_g(a_1,\ldots,a_n)|_{\overline{M}_{g,n}}$ is a polynomial of degree $2g$ in the variables $a_i$, so that $\sum_{i=1}^n(b_i+1) = 2g + n$ and $\sum_{j \in J}(b_j+1) = 2g_2 + |J|$, equation (3.2) translates to

$$\partial_x((D-1)g_{a,\delta+1}) = \sum_{k \geq 0} \left( \frac{\partial g_{a,d}}{\partial \eta_x^k} \partial_x^{k+1} \frac{\delta}{\delta u^\nu}(D-2\overline{g}) \right).$$

Using the formula for the push-forward of the class $\psi_1$ along the map $\pi: \overline{M}_{g,n+1} \to \overline{M}_{g,n}$, which forgets the first marked point, $\pi_*\psi_1 = 2g - 2 + n$, it’s easy to prove the following version of the divisor equation (compare also with [FR10]):

$$(D-2)\overline{g} = \overline{g}_{1,1},$$

which, together with formula (3.3), proves the theorem for all $d \geq 0$. For the case $d = -1$, equation (3.1) gives $(D-1)g_{a,0} = \frac{\delta \overline{g}_{1,0} \overline{g}_{1,1}}{\delta \overline{g}_{1,1}}$, which is again an immediate consequence of the dilaton equation above and the definition of $\overline{g}$.

\[\square\]

\textbf{Remark 3.4.} Notice how, in equation (3.1), the right-hand side can be written as

$$\{g_{a,d}; \overline{g}_{1,1}\}_q \eta_x = \frac{\partial g_{a,d}}{\partial \eta_x^1},$$

where $t_1^\alpha$ is the time associated with the evolution along the Hamiltonian flow generated by $\overline{g}_{\alpha,1}$. Since we know that $\{g_{a,d}; \overline{g}_{1,1}\}_q \eta_x = 0$, we are sure that the above expression is $\partial_x$-exact and, hence, such is the right-hand side of equation (3.1), so that it makes sense to write

$$(D-1)g_{a,\delta+1} = \partial_x^{-1} \frac{\partial g_{a,d}}{\partial \eta_x^1}.$$

\section{3.2. Topological recursion.} In this section we prove some equations for the Hamiltonian densities that are reminiscent of the topological recursion relations in rational Gromov-Witten theory.

\textbf{Theorem 3.5.} We have

$$\partial_x \frac{\partial g_{a,d+1}}{\partial \eta_x^0} = \sum_{k \geq 0} \left( \frac{\partial g_{a,d}}{\partial u^\nu_k} \partial_x^{k+1} \frac{\partial \overline{g}_{1,0}}{\partial u^\nu} \right), \quad \alpha = 1,\ldots,N, \; d \geq -1.
$$

\textbf{Proof.} The proof is completely analogous to the proof of Theorem 3.3, but uses the second splitting formula, Theorem 3.2. We leave the details to the reader. $\square$

\textbf{Remark 3.6.} As for Theorem 3.3, we can express Theorem 3.5 too in a more suggestive form

$$\frac{\partial g_{a,d+1}}{\partial u^\beta} = \partial_x^{-1} \frac{\partial g_{a,d}}{\partial \eta_x^0}.$$

As a special case, for $\beta = 1$, given that $\partial_x \eta_x = \partial_x$, we get the following string-type equation:

$$\frac{\partial g_{a,d+1}}{\partial \eta_x^0} = g_{a,d};$$

which was already proved in [Bur14].

\section{3.3. Divisor equation.} In this section we derive another type of recursion that is based on the divisor equation in Gromov-Witten theory. We can recommend the papers [Get98] and [KM94] as a good introduction to Gromov-Witten theory.

Let $V$ be a smooth projective variety and suppose that $H_{\text{odd}}^*(V;\mathbb{C}) = 0$. Denote by $E \subset H_2(V;\mathbb{Z})$ the semigroup of effective classes and let $\mathcal{N}$ be the Novikov ring of $V$. Let $e_1,\ldots,e_N$ be a basis in $H^*(V;\mathbb{C})$. We assume that the elements $e_i$ are homogeneous in the cohomology $H^*(V;\mathbb{C})$. Consider the Gromov-Witten theory of $V$ and the corresponding cohomological field theory. Recall that the metric $\eta = (\eta_{\alpha\beta})$, $\eta_{\alpha\beta} = (e_\alpha,e_\beta)$, is induced by the Poincare pairing in the cohomology $H^*(V;\mathbb{C})$. Denote by

$$c_{g,n,\beta}(e_\alpha \otimes e_{\alpha_2} \otimes \cdots \otimes e_{\alpha_n}) \in H^{\text{even}}(\overline{M}_{g,n};\mathbb{C})$$

the classes of our cohomological field theory. Note that they depend now on a class $\beta \in E$. Let

$$c_{g,n}(e_\alpha \otimes \cdots \otimes e_{\alpha_n}) := \sum_{\beta \in E} q^\beta c_{g,n,\beta}(e_\alpha \otimes \cdots \otimes e_{\alpha_n}) \in H^{\text{even}}(\overline{M}_{g,n};\mathbb{C}) \otimes \mathcal{N}.$$
Denote by \( (\tau_{d_1}(e_{a_1}) \ldots \tau_{d_n}(e_{a_n}))^{desc}_{g, \beta} \) the Gromov-Witten invariants of \( V \). For any indices \( 1 \leq \alpha, \beta, \gamma \leq N \) let
\[
e_{\alpha \beta \gamma} := \sum_{\beta \in E} q^\beta (\tau_0(e_\beta) \tau_0(e_\gamma))^{desc}_{0, \beta} \quad \text{and} \quad c_{\alpha \beta}^\gamma := \eta^\mu c_{\alpha \beta \mu}.
\]

We want to consider the double ramification hierarchy associated to our cohomological field theory. Note that our situation is slightly different from [Bur14] because of the presence of the Novikov ring. However, it is easy to see that all the constructions from [Bur14] still work. One should only keep in mind that now the Hamiltonians \( \mathcal{F}_{g,d} \) are elements of the space \( \hat{\mathcal{A}}^{[0]} \otimes \mathcal{N} \) and the coefficients of the Hamiltonian operator \( K \) belong to the space \( \hat{\mathcal{A}} \otimes \mathcal{N} \).

There is a natural operator \( q \frac{\partial}{\partial q} : \mathcal{N} \to \mathcal{N} \otimes E \). The differential polynomial \( g_{\alpha, d} \) is an element of the space \( \mathcal{A}^{[0]} \otimes \mathcal{N} \), so \( q \frac{\partial}{\partial q} g_{\alpha, d} \) is an element of \( \mathcal{A}^{[0]} \otimes \mathcal{N} \otimes E \). Let \( e_{\gamma_1}, \ldots, e_{\gamma_r} \) be a basis in \( H^2(V; \mathbb{C}) \). The pairing \( \langle e_{\gamma_1}, q \frac{\partial}{\partial q} g_{\alpha, d} \rangle \) is an element of \( \hat{\mathcal{A}}^{[0]} \otimes \mathcal{N} \).

**Theorem 3.7.** For any \( i = 1, \ldots, r \) and \( d \geq -1 \), we have
\[
(3.5) \quad \left \langle e_{\gamma_i}, q \frac{\partial}{\partial q} g_{\alpha, d+1} \right \rangle = \partial_{\gamma_i} g_{\alpha, d+1} - e_{\gamma_i} g_{\alpha, d}.
\]

**Proof.** We begin by recalling the divisor equation in Gromov-Witten theory. Suppose that \( 2g-2+n > 0 \) and let \( \pi_{n+1} : \overline{M}_{g,n+1} \to \overline{M}_{g,n} \) be the forgetful morphism that forgets the last marked point. The divisor equation says that (see e.g. [KM94])
\[
(3.6) \quad (\pi_{n+1})(e_{g,n+1,\beta}(e_{\alpha_1} \otimes \ldots \otimes e_{\alpha_n})) = (e_{\gamma_i, \beta}) g_{n,\beta}(e_{\alpha_1} \otimes \ldots \otimes e_{\alpha_n}).
\]

Let us formulate the following simple lemma.

**Lemma 3.8.** For any \( i = 1, \ldots, r \), we have
\[
(3.7) \quad \mathcal{F}_{\gamma_i, 0} = \left \langle \frac{1}{2} e_{\gamma_i} \mu, u^\beta u^\nu dx + \left \langle e_{\gamma_i}, q \frac{\partial}{\partial q} \right \rangle \right \rangle.
\]

**Proof.** The proof is a simple consequence of the divisor equation (3.6). \( \square \)

Let us take the variational derivative \( \frac{\delta}{\delta u^\nu} \) of the both sides of equation (3.7). Since \( \frac{\delta \mathcal{F}}{\delta u^\nu} = g_{\alpha, 0} \), we get exactly equation (3.5) for \( d = -1 \).

Suppose \( d \geq 0 \). From the divisor equation (3.6) it follows that
\[
\left \langle e_{\gamma_i}, q \frac{\partial}{\partial q} P_{\alpha,d+1,g,\alpha_1,\ldots,\alpha_n}(a_1, \ldots, a_n) \right \rangle = \int_{D_R g} (\pi^* \psi^{d+1}_1 - \delta^{1,n+2}_0 \cdot \pi^* \psi^d_1).
\]

We now express \( \pi^* \psi^{d+1}_1 \) as
\[
\pi^* \psi^{d+1}_1 = \psi^{d+1}_1 - \delta^{1,n+2}_0 \cdot \pi^* \psi^d_1.
\]

Here \( \delta^{1,n+2}_0 \) is the class of the divisor whose generic point is a reducible curve consisting of a smooth component of genus 0 containing the marked points indexed by \( \{1, n+2\} \) and a smooth component of genus \( g \) with the remaining points, joined at a node. The first summand gives, by Theorem 3.5,
\[
\sum_{\begin{subarray}{c}
g \geq 0 \\
n \geq 1
\end{subarray}} \frac{(-\varepsilon^2)^g}{n!} \sum_{a_1, \ldots, a_n \in \mathbb{Z}} \int_{D_R g} (\psi^{d+1}_1 - \delta^{1,n+2}_0 \cdot \psi^d_1) \prod_{j=1} \alpha_j \quad \quad \text{where}
\]
\[
= \partial_{\gamma_i} g_{\alpha, d+1} - e_{\gamma_i} g_{\alpha, d}.
\]

which coincides with the first term on the right-hand side of (3.5). For the second summand, we have (see [BSSZ12])
\[
\delta^{1,n+2}_0 \cdot D_R g \left( - \sum a_j, a_1, \ldots, a_n, 0 \right) = D_R g \left( - \sum a_j, 0, \sum a_j \right) \otimes D_R g \left( a_1, \ldots, a_n, - \sum a_j \right).
\]
from which we get
\[
\int_{DR_{g}}(\sum_{a_{j},a_{1},\ldots,a_{n},0})
\delta_{0}^{(1,n+2)}\pi_{n+2}^{*}(\psi_{j}^{d})\lambda_{g}c_{g,n+2}(\epsilon_{\alpha} \otimes (\otimes_{j}e_{\alpha j}) \otimes e_{\gamma}) =
\]
\[
= c_{\alpha_{\gamma}}^{d} \int_{DR_{g}}(\sum_{a_{j},a_{1},\ldots,a_{n},0}) \psi_{j}^{d} \lambda_{g}c_{g,n+1}(\epsilon_{\mu} \otimes (\otimes_{j}e_{\alpha j})) = c_{\alpha_{\gamma}}^{d} P_{\mu,d,g; a_{1},\ldots,a_{n}}(a_{1},\ldots,a_{n}).
\]
This corresponds to the second term on the right-hand side of equation (3.5). The theorem is proved.

4. EXAMPLES AND APPLICATIONS

The recursion formulae we proved in the previous section are computationally very efficient and allow us to produce a number of calculations in concrete examples. Beside the case of the complex projective line, which we leave for the next section, we focus here on computing various relevant quantities for one-dimensional cohomological field theories and for the higher-spin Gromov-Witten classes, which are ultimately sufficient to determine the full double ramification hierarchy in these cases.

4.1. KdV hierarchy. The simplest cohomological field theory, \(V = \langle e_{1} \rangle\), \(\eta_{1,1} = 1\), \(c_{g,n}(\psi_{1}^{\otimes n}) = 1\) for all stable \((g,n)\), corresponding to the Gromov-Witten theory of a point, gives as the double ramification hierarchy the Korteweg-de Vries hierarchy: the equivalence conjecture between the Dubrovin-Zhang hierarchy and the double ramification hierarchy holds in this case with the trivial Miura transformation, as proved in [Bur14]. However, our recursion formulae give a specific choice of hamiltonian densities \(g_{d}\) which was previously unknown and is non-standard. In fact, such hamiltonian densities do not satisfy the tau-symmetry property \(\{h_{p-1},\mathfrak{h}_{q}\}_{\partial_{e}} = \{h_{q-1},\mathfrak{h}_{p}\}_{\partial_{e}}\). However, the standard tau-symmetric hamiltonian densities \(h_{p}\) for the Dubrovin-Zhang hierarchy can be recovered as \(h_{p} = \frac{\partial_{q,p+1}}{\partial_{u}}\).

We will see in the examples below that this is a quite general fact (see also remark 4.5).

**Example 4.1.** For the trivial cohomological field theory we have
\[
\overline{g}_{1} = \int \left( \frac{u^{3}}{6} + \frac{1}{24}u_{2}\varepsilon u \right) dx,
\]
which determines the following hamiltonian densities for the double ramification hierarchy:
\[
g_{-1} = u,
\]
\[
g_{0} = \frac{u^{2}}{2} + \frac{\varepsilon^{2}}{24}u_{2},
\]
\[
g_{1} = \frac{u^{3}}{6} + \frac{\varepsilon^{2}}{24}u_{2} + \frac{\varepsilon^{4}}{1152}u_{4},
\]
\[
g_{2} = \frac{u^{4}}{24} + \frac{\varepsilon^{2}}{48}u^{2}u_{2} + \left( \frac{7}{5760}u_{4} + \frac{u_{u_{4}}}{1152} \right) \varepsilon^{4} + \frac{\varepsilon^{6}}{82944}u_{6},
\]
\[
g_{3} = \frac{u^{5}}{120} + \frac{\varepsilon^{2}}{144}u^{3}u_{2} + \left( \frac{7}{5760}u_{4} + \frac{u_{u_{4}}}{2304} \right) \varepsilon^{4} + \left( \frac{u_{3}}{362880} + \frac{u_{u_{3}}}{15360} + \frac{u_{u_{4}}}{82944} \right) \varepsilon^{6} + \frac{\varepsilon^{8}}{7962624}u_{8},
\]
and so on. These hamiltonian densities, as remarked above, integrate to the usual KdV local functionals \(\overline{g}_{p} = \mathfrak{h}_{p}\) for the Dubrovin-Zhang hierarchy. In particular, if \(\chi = \lambda^{2} + \sum_{m=1}^{\infty} \frac{x_{m}}{x^{m+2}}\) is a solution to the Riccati equation \(i\varepsilon \chi' - \chi^{2} = u - \lambda\), then \(I_{j} := -4 \int \chi_{2j+3}dx = \prod_{i=1}^{j} \left( i + \frac{1}{2} \right) \overline{g}_{j}\), and the hamiltonian densities \(h_{k} := \frac{\partial_{k-1}}{\partial_{u}} = \prod_{i=1}^{k+1} \left( i + \frac{1}{2} \right) \frac{\delta I_{k+1}}{\delta u},\) for \(k \geq -1\), are the tau-symmetric densities of the Dubrovin-Zhang hierarchy, with \(h_{-1} = g_{-1} = u\) (see also [DZ05]).

4.2. Deformed KdV / ILW hierarchy. In [Bur13, Bur14] one finds a proof of the Miura equivalence between the Dubrovin-Zhang and the double ramification hierarchy for the case of the cohomological field theory (depending on a parameter \(\ell\)) consisting of the full Hodge class \(c_{g,n}(\psi_{1}^{\otimes n}) = 1 + \ell\lambda_{1} + \ldots + \ell^{g}\lambda_{g}\), with \(V = \langle e_{1} \rangle\), \(\eta_{1,1} = 1\).
Example 4.2. For the cohomological field theory given by the full Hodge class we have

\[ \mathcal{Y}_1 = \int \left( \frac{u^3}{6} + \sum_{g \geq 1} \varepsilon^{2g} \frac{|B_{2g}|}{2(2g)!} uu_{2g} \right) dx, \]

Here \( B_{2g} \) are Bernoulli numbers: \( B_0 = 1, B_2 = \frac{1}{6}, B_4 = -\frac{1}{30}, \ldots \). This Hamiltonian, by our recursion, determines the full double ramification hierarchy. In [Bur13] this hierarchy was called the deformed KdV hierarchy. The Miura transformation

\[ u \mapsto \tilde{u} = u + \sum_{g \geq 1} \frac{2g-1}{2g-1} \varepsilon^{2g} \frac{|B_{2g}|}{(2g)!} u_{2g} \]

transforms this hierarchy to the Dubrovin-Zhang hierarchy. In particular, the standard Hamiltonian operator \( \partial_x \) is transformed to the Hamiltonian operator \( K = \partial_x + \sum_{g \geq 1} \varepsilon^{2g} \frac{|B_{2g}|}{(2g)!} \partial_x^{2g+1} \).

In [Bur13] it is also explained how the deformed KdV hierarchy is related to the hierarchy of the conserved quantities of the Intermediate Long Wave (ILW) equation (see e.g. [SAK79]):

\[ w_\tau + 2ww_\tau + T(w_{xx}) = 0, \quad T(f) := \text{p.v.} \int_{-\infty}^{+\infty} \frac{1}{2\delta} \left( \text{sgn}(x - \xi) - \coth \left( \frac{\pi(x - \xi)}{2\delta} \right) \right) f(\xi) d\xi. \]

The ILW equation can be transformed to the first equation of the deformed KdV hierarchy by setting \( w = \sqrt{2} u, \tau = -\frac{1}{2} \sqrt{\delta} t_1, \delta = \frac{\sqrt{2}}{2} \) (indeed \( T(f) = \sum_{n \geq 1} \delta^{2n-1} 2n! \frac{|B_{2n}|}{(2n)!} \partial^{2n-1} f \), see [Bur13] for further details). This means that our recursion formula gives a way, alternative to [SAK79], to determine the symmetries of the ILW equation.

4.3. Higher spin / Gelfand-Dickey hierarchies. Recall that, for every \( r \geq 2 \) and an \( (r-1) \)-dimensional vector space \( V \) with a basis \( e_1, \ldots, e_{r-1} \), Witten’s r-spin classes \( W_g(e_{a_1}, \ldots, e_{a_{r+1}}) = W_g(a_1, \ldots, a_n) \in H^*(M_{g,n}; \mathbb{Q}) \) are cohomology classes of degree \( \deg W_g(a_1, \ldots, a_n) = \frac{(r-1)(g-1) + \sum a_i}{2} \), when \( a_i \in \{0, \ldots, r-2\} \) are such that this degree is an integer, and vanish otherwise. They form a cohomological field theory and were introduced by Witten [Wi93] in genus 0 and then extended to higher genus by Polishchuck and Vaintrob [PV00] (see also [Ch06]). As proved in [PPZ13], this cohomological field theory is completely determined, thanks to semisimplicity, by the initial conditions: \( W_0(a_1, a_2, a_3) = 1, \) if \( a_1 + a_2 + a_3 = r - 2 \) (and zero otherwise), \( W_0(1, 1, r - 2, r - 2) = \frac{1}{r!} \). In particular, the metric \( \eta \) takes the form \( \eta_{a\beta} = \delta_{a\beta} r, r \)

Using our recursion formulae together with the selection rules from the degree formula for the r-spin classes, it is possible to completely determine the Hamiltonian \( \mathcal{Y}_{1,1} \) and, hence, the full hierarchy. In particular, from dimension counting and the definition (2.2), we obtain that \( g_{1,1} \) is a homogeneous polynomial of degree \( 2r + 2 \) with respect to the following grading:

\[ |u_k^{a+1}| = r - a, \quad a = 0, \ldots, r - 2, \quad k = 0, 1, \ldots; \quad |c| = 1. \]

This gives a finite number of summands involving intersection numbers only up to genus \( r \) for \( g_{1,1} \), and up to genus \( r - 1 \) for \( \mathcal{Y}_{1,1} \), as the top genus term is \( \partial_{x_{r-1}} \)-exact. At this point, one can start applying the recursion of Theorem 3.3 starting from \( g_{a-1} = \eta_{a\mu} u^\mu \) and impose, at each step, that the new Hamiltonians thus obtained still commute with all the others. This determines all the coefficients of the Hamiltonian \( \mathcal{Y}_{1,1} \).

Example 4.3. For Witten’s 3-spin cohomological field theory we have

\[ \mathcal{Y}_{1,1} = \int \left[ \left( \frac{1}{2} (u_1^2)^2 u^2 + \frac{(u_2^3)^4}{36} \right) + \left( \frac{1}{2} (u_1^2)^2 + \frac{1}{4} u^2 (u_1^2)^2 \right) \varepsilon^2 + \frac{1}{12} (u_2^3)^2 \varepsilon^4 \right] dx, \]

which determines the following hamiltonian densities for the double ramification hierarchy:

\[
\begin{align*}
\{ g_{1,-1} & = u^2, \\
\quad g_{2,-1} & = u^1; \\
\quad g_{1,0} & = u_1^2 u^2 - \frac{1}{2} u_1^2 \varepsilon^2, \\
\quad g_{2,0} & = \frac{(u_1^2)^3}{2} + \frac{(u_2^3)^3}{18} + \left( -\frac{1}{12} (u_1^2)^2 - \frac{1}{6} u_2^2 u_3^2 \right) \varepsilon^2 + \frac{1}{24} u_2^2 \varepsilon^4; \end{align*}
\]
\[
\begin{align*}
g_{1,1} &= \frac{1}{2}(u^1)^2 u^2 + \left(\frac{u^1}{4}\right)^4 + \left(-\frac{1}{576} u^1(u^1)^2 - \frac{1}{12} u^1 u^2 - \frac{1}{8} (u^2)^2\right) e^2 + \left(\frac{1}{16} u^1 u^2 + \frac{3}{16} u^2 u_3 + \frac{1}{24} u^1 u^2\right) e^4 - \frac{1}{576} u_6^6, \\
g_{2,1} &= \left(\frac{u^1}{6}\right)^3 + \left(\frac{1}{6} u^1 u^2\right)^3 + \left(-\frac{1}{252} u^1(u^1)^2 + \frac{1}{2} (u^2)^2\right) e^2 + \left(\frac{1}{24} u^1 u^2 + \frac{1}{12} u^2 u_3 + \frac{1}{24} u^1 u^2\right) e^4 - \frac{1}{252} u_6^6; \\
\end{align*}
\]

and so on (we have explicit formulae up to \(g_{9,7}\)). We remark that, by taking the covariant derivative with respect to \(u^1\) of the local functionals associated to the densities we computed here, \(h_{\alpha P} = \frac{\partial \tilde{\gamma}_{\alpha P}}{\partial u^1}\), one finds precisely the tau-symmetric Hamiltonian densities for the Gelfand-Dickey hierarchy [GD76] associated with the \(A_2\) Coxeter group [Dub96] (the so-called Boussinesq hierarchy) which coincide with the densities in the normal coordinates for the Dubrovin-Zhang hierarchy for the 3-spin classes. This gives a strong evidence for the Miura equivalence of the Dubrovin-Zhang and the double ramification hierarchy, with the trivial Miura transformation, for the 3-spin classes. □

**Example 4.4.** For Witten’s 4-spin cohomological field theory we have

\[
\tilde{\gamma}_{4,1} = \int \left[ \frac{1}{2} u^1(u^2)^2 + \frac{1}{2} (u^1)^2 u^3 + \frac{1}{2} (u^2)^2 (u^3)^2 + \frac{1}{3} (u^1)^2 \quad + \frac{1}{3} u^3 (u^1)^2 \right] dx,
\]

which determines the following Hamiltonian densities for the double ramification hierarchy:

\[
\begin{align*}
\begin{cases}
g_{1,0} &= \frac{(u^2)^2}{2} + u^1 u^3 + \left(\frac{1}{48} u^1(u^1)^2 - \frac{1}{24} u^1 u^2 - \frac{1}{8} (u^2)^2\right) e^2 + \frac{1}{160} u_6^6 e^4; \\
g_{2,0} &= u^1 u^2 + \frac{1}{2} (u^2)^2 \quad + \left(-\frac{1}{36} u^1 u_1 - \frac{1}{4} u^1 u_2 - \frac{1}{4} u^2 u_3\right) e^2 + \frac{1}{8} u_6^2 e^4; \\
g_{3,0} &= \frac{(u^1)^2}{2} + \frac{(u^2)^2}{8} + \frac{(u^3)^2}{18} + \left(\frac{1}{24} u_1(u^1)^2 - \frac{1}{8} u^1 u^2 + \frac{1}{24} u^2 u_3\right) e^2 + \frac{1}{24} u_6^2 e^4; \\
\end{cases}
\end{align*}
\]
\[
g_{2,1} = \left( \frac{3}{5} u^3 (u^2)^2 + \frac{6}{5} u^3 (u^2)^2 + \frac{9}{5} u^3 (u^2)^2 \right) + \left( \frac{3}{5} u^3 (u^2)^2 - \frac{6}{5} u^3 (u^2)^2 + \frac{9}{5} u^3 (u^2)^2 \right) + \left( \frac{3}{5} u^3 (u^2)^2 - \frac{6}{5} u^3 (u^2)^2 + \frac{9}{5} u^3 (u^2)^2 \right)
\]

and so on (we have explicit formulae up to \(g_{9,4}\)). We want to remark that in this case, as opposed to the 3-scan case, if one defines the tau-symmetric densities \(h_{\alpha,p} := \frac{\partial \eta_{\alpha,p+1}}{\partial u}\), then the coordinates \(u^\alpha\) are not normal in Dubrovin and Zhang’s sense anymore, i.e the starting hamiltonian densities \(h_{\alpha,-1}\) take the non-standard form

\[
\left\{ \begin{array}{c}
h_{1,-1} = u^3, \\
h_{2,-1} = u^2, \\
h_{3,-1} = u - \frac{1}{12} u^3 z^2.
\end{array} \right.
\]

One can then perform a Miura transformation \(w^\alpha = \eta^{\alpha h_{\mu,-1}}\) to pass to the appropriate normal coordinates and in these coordinates the Poisson structure changes to the one associated to the hamiltonian operator

\[
\begin{pmatrix}
-\frac{1}{12} z^2 \partial_x^2 & 0 & \partial_x \\
0 & \partial_x & 0 \\
\partial_x & 0 & 0
\end{pmatrix}
\]

When expressed in these new coordinates, both the Poisson structure and the hamiltonian densities \(h_{\alpha,p}\) coincide with the ones for the Gelfand-Dickey [GD76] hierarchy associated with the A4 Coxeter group [Dub96], or the dispersive Poisson structure and the hamiltonian densities in the normal coordinates for the Dubrovin-Zhang hierarchy for the 4-scan classes. As above, this gives a strong evidence for the Miura equivalence of the Dubrovin-Zhang and the double ramification hierarchy for the 4-scan classes, with respect to the Miura transformation \(w^\alpha = \eta^{\alpha h_{\mu,-1}}\).

**Remark 4.5.** The same technique of this section can actually be applied to any polynomial Frobenius manifold (in particular, to all Frobenius manifolds associated to the Coxeter groups) and one obtains similar conjectures about an explicit form of a Miura transformation connecting the double ramification hierarchy to the Dubrovin-Zhang hierarchy. We plan to address the problem of understanding a connection between the tau-symmetric hamiltonian densities for the double ramification hierarchy, the normal coordinates and an equivalence to the Dubrovin-Zhang hierarchy in a forthcoming paper.
5. Divisor equation for the DR hierarchies

In this section we derive a certain equation for the string solution of the double ramification hierarchy. This equation is very similar to the divisor equation in Gromov-Witten theory.

In Section 5.1 we derive a useful property of the string solution. In Sections 5.2 and 5.3 we consider the cohomological field theory associated with the Gromov-Witten theory of some target variety. In Section 5.2 we prove a divisor equation for the Hamiltonians of the double ramification hierarchy. Section 5.3 is devoted to the proof of a divisor equation for the string solution.

5.1. Property of the string solution. Consider an arbitrary cohomological field theory and the corresponding double ramification hierarchy. Recall that the string solution \((u^{\text{str}})^\alpha(x, t^*_e; \varepsilon)\) is a unique solution of the double ramification hierarchy that satisfies the initial condition \((u^{\text{str}})^\alpha|_{t^*_e=0} = \delta^{\alpha,1} x\).

**Lemma 5.1.** We have \((u^{\text{str}})^\alpha|_{t^*_e=0} = t_0^\alpha + \delta^{\alpha,1} x\).

**Proof.** Consider formal variables \(u^\alpha_d\), \(1 \leq \alpha \leq N, d \geq 0\), and let \(u^\alpha_d = v^\alpha_{d+1}\). Consider the following system of evolutionary PDEs:

\[
\frac{\partial u^\alpha}{\partial t^*_q} = \eta^\alpha_\mu \frac{\partial \gamma_{\beta, q}}{\partial u^\mu}.
\]

From the compatibility of the flows of the double ramification hierarchy it easily follows that the system (5.1) is also compatible. It means that it has a unique solution for an arbitrary polynomial initial condition \(v^\alpha|_{t^*_e=0} = P^\alpha(x)\). Let \((v^{\text{str}})^\alpha(x, t^*_e; \varepsilon)\) be a unique solution that satisfies the initial condition \((v^{\text{str}})^\alpha|_{t^*_e=0} = \delta^{\alpha,1} x^2\). We claim that we have the following equation:

\[
\frac{\partial (v^{\text{str}})^\alpha}{\partial t^*_0} - \sum_{n \geq 0} t_{n+1}^\gamma \frac{\partial (v^{\text{str}})^\alpha}{\partial t^*_n} = t_0^\alpha + \delta^{\alpha,1} x.
\]

It can be proved in a way very similar to the proof of Lemma 4.7 in [Bur14].

We obviously have \((u^{\text{str}})^\alpha = \frac{\partial (v^{\text{str}})^\alpha}{\partial t^*_0}\). If we set \(t^*_e = 0\) in equation (5.2), we get the statement of the lemma. \(\square\)

5.2. Divisor equation for the Hamiltonians. In this section we consider the cohomological field theory associated to the Gromov-Witten theory of some target variety \(V\) with vanishing odd cohomology, \(H^{0,1}(V; \mathbb{C}) = 0\). Consider the associated double ramification hierarchy. We will use the same notations as in Section 3.3. Recall that we denoted by \(e_1, \ldots, e_r\) a basis in \(H^2(V; \mathbb{C})\).

**Lemma 5.2.** For any \(i = 1, \ldots, r\) and \(d \geq 0\), we have \(\frac{\partial \gamma_{\mu, d}}{\partial e_i} = e^{\mu}_{\alpha, \gamma} \gamma_{\mu, d-1} + \left\langle e_\gamma, q \frac{\partial}{\partial q} \gamma_{\alpha, d} \right\rangle\).

**Proof.** By Theorem 3.7, we have \(\left\langle e_\gamma, q \frac{\partial}{\partial q} g_{\alpha, d} \right\rangle = \partial_x^{-1} \frac{\partial g_{\alpha, d-1}}{\partial x} - e^{\mu}_{\alpha, \gamma} \frac{\partial g_{\mu, d-1}}{\partial x}\). Using Theorem 3.5 we obtain

\[
\left\langle e_\gamma, q \frac{\partial}{\partial q} g_{\alpha, d} \right\rangle = \frac{\partial g_{\alpha, d}}{\partial x} - e^{\mu}_{\alpha, \gamma} \frac{\partial g_{\mu, d-1}}{\partial x}.
\]

Projecting the both sides of this equation to the space of local functionals we get the statement of the lemma. \(\square\)

5.3. Divisor equation for the string solution. Here we work under the same assumptions, as in the previous section. Consider the string solution \((u^{\text{str}})^\alpha\) of the double ramification hierarchy.

**Lemma 5.3.** For any \(i = 1, 2, \ldots, r\), we have

\[
\frac{\partial (u^{\text{str}})^\alpha}{\partial t^*_0} - \left\langle e_\gamma, q \frac{\partial (u^{\text{str}})^\alpha}{\partial q} \right\rangle - \sum_{d \geq 0} e^{\mu}_{\alpha, \gamma} t^{\nu}_{d+1} \frac{\partial (u^{\text{str}})^\alpha}{\partial t^*_d} = \delta^{\alpha, \gamma}.\]
Proof. Introduce an operator \( O_{\gamma_i} \) by
\[
O_{\gamma_i}(u^{\text{str}})^{\alpha_i} = \frac{\partial}{\partial u_i} - \left( c_{\gamma_i, q} \frac{\partial}{\partial q} \right) - \sum_{d \geq 0} c_{\gamma_i}^{d+1} \frac{\partial}{\partial u_{d+1}}.
\]
From Lemma 5.1 it follows that
\[
O_{\gamma_i}(u^{\text{str}})^{\alpha_i} \big|_{t_i = 0} = \delta^{\alpha_i, \gamma_i}.
\]
Let \( f_{\beta, q} = \eta^{\alpha, \beta} \frac{\partial}{\partial q^{\beta}} \). For any \( d \geq 0 \), we have
\[
\frac{\partial}{\partial t_d} (O_{\gamma_i}(u^{\text{str}})^{\alpha_i}) = -c_{\beta, \gamma_i}^{\alpha} \frac{\partial}{\partial t_d} (u^{\text{str}})^{\alpha_i} + O_{\gamma_i} \frac{\partial}{\partial t_d} (u^{\text{str}})^{\alpha_i} = -c_{\beta, \gamma_i}^{\alpha} f_{\beta, d-1}^{\alpha} + O_{\gamma_i} f_{\beta, d}^{\alpha} =
\]
\[
= -c_{\beta, \gamma_i}^{\alpha} f_{\beta, d-1}^{\alpha} - \langle e_{\gamma_i}, q \frac{\partial}{\partial q} f_{\beta, d}^{\alpha} \rangle + \sum_{n \geq 0} \frac{\partial}{\partial u_n} O_{\gamma_i} u^{\text{str}} \big|_{t_i = 0} = \delta^{\alpha, \gamma_i}.
\]
The resulting system of equations can be considered as a system of evolutionary partial differential equations for the power series \( O_{\gamma_i}(u^{\text{str}})^{\alpha_i} \). Together with the initial condition (5.3), it uniquely determines the power series \( O_{\gamma_i}(u^{\text{str}})^{\alpha_i} \). Lemma 5.2 implies that, if we substitute \( O_{\gamma_i}(u^{\text{str}})^{\alpha_i} = \delta^{\alpha, \gamma_i} \) on the right-hand side of (5.4), we get zero. The lemma is proved.

6. Dubrovin-Zhang hierarchy for \( \mathbb{C}P^1 \)

The main goal of this section is to recall the explicit description of the Dubrovin-Zhang hierarchy for \( \mathbb{C}P^1 \) obtained in [DZ04]. In Section 6.1 we say a few words about the general theory of the Dubrovin-Zhang hierarchies. We recall the notion of a Miura transformation and also write an explicit formula that relates the descendant and the ancestor Dubrovin-Zhang hierarchies for \( \mathbb{C}P^1 \). In Section 6.2 we review the construction of the extended Toda hierarchy and its relation to the descendant Dubrovin-Zhang hierarchy for \( \mathbb{C}P^1 \). In Section 6.3 we list some explicit formulae for the ancestor hierarchy that we will use in Section 7.

6.1. Brief recall of the Dubrovin-Zhang theory.

6.1.1. General theory. The main reference for the Dubrovin-Zhang theory is the paper [DZ05]. The theory was later generalized in [BPS12b]. In this section we follow the approach from [BPS12b] (see also [BPS12a]).

The Dubrovin-Zhang hierarchies form a certain subclass in the class of hamiltonian hierarchies of PDEs (2.1). They are associated to semisimple potentials of Gromov-Witten type. Let us describe the family of these potentials. First of all, there is a family of all cohomological field theories. To any cohomological field theory one can associate the so-called ancestor potential, that is defined as the generating series of the correlators of the cohomological field theory. The semisimplicity condition means that a certain associative commutative algebra, associated to the cohomological field theory, doesn’t have nilpotents. Ancestor potentials form a subfamily in the family of all potentials of Gromov-Witten type. Given an ancestor potential, there is so-called Givental’s s-action (or the action of the lower triangular Givental group, see e.g. [FSZ10]) that produces a family of potentials that correspond to this ancestor potential. These potentials are sometimes called the descendant potentials corresponding to the given ancestor potential. The resulting family of potentials is called the family of potentials of Gromov-Witten type.

The Dubrovin-Zhang hierarchy corresponding to an ancestor potential will be called the ancestor hierarchy, while the hierarchy corresponding to a descendant potential will be called the descendant hierarchy. It is not hard to write explicitly a relation between them. This was done in [BPS12b] (see also [BPS12a]). We will write this relation in the case of \( \mathbb{C}P^1 \), see Lemma 6.1 below.

6.1.2. The descendant and the ancestor potentials of \( \mathbb{C}P^1 \). Let us describe some details and also fix notations in the case of \( \mathbb{C}P^1 \). We use the notations from Section 3.3.

Let \( V := H^*(\mathbb{C}P^1; \mathbb{C}) \). The semigroup \( E \subset H_0(\mathbb{C}P^1; \mathbb{Z}) \) is generated by the fundamental class \([\mathbb{C}P^1]\), so it is naturally isomorphic to \( \mathbb{Z}_{\geq 0} \). The Novikov ring \( N \) is isomorphic to \( \mathbb{C}[[q]] \). Consider the Gromov-Witten theory of \( \mathbb{C}P^1 \). Let \( c_{g,n,d} : V^{\otimes n} \rightarrow H^*(\mathcal{M}_{g,n}; \mathbb{C}) \) be the associated cohomological field theory. Let \( 1, \omega \in H^*(\mathbb{C}P^1; \mathbb{C}) \) be the unit and the class dual to a point. The matrix of the metric in this basis will be denoted by \( \eta = (\eta_{\alpha, \beta})_{\alpha, \beta \in \{1, \omega\}} \).
The ancestor correlators are defined by
\[
\langle \tau_{d_1}(\alpha_1)\tau_{d_2}(\alpha_2)\ldots \tau_{d_n}(\alpha_n) \rangle_{g,d} := \int_{\mathcal{M}_{g,n}} c_{g,n,d}(\otimes_{i=1}^n \alpha_i) \prod_{i=1}^n \psi_i^{\alpha_i}, \quad \alpha_i \in V, \quad d, d_i \geq 0.
\]

Introduce variables $t^1_{d_i}, t^2_{d_i}, d \geq 0$. The ancestor potential of $\mathbb{CP}^1$ is defined by
\[
F(t; q; \varepsilon) := \sum_{g \geq 0} \varepsilon^{2g} F_g(t; q; \varepsilon), \quad \text{where}
\]
\[
F_g(t; q; \varepsilon) := \sum_{n,d \geq 0} \sum_{\alpha_1,\ldots,\alpha_n \in \{1,\omega\}} \sum_{d_1,\ldots,d_n \geq 0} \left\langle \prod_{i=1}^n \tau_{d_i}(\alpha_i) \right\rangle_{g,d} \prod_{i=1}^n t^\alpha_i.
\]

As we said, there is the family of descendant potentials corresponding to the ancestor potential $F$. All these potentials are related by Givental’s $s$-action. Among these descendant potentials there is a particular one that also has a simple geometric description. This potential is defined by
\[
F^{desc}(t; q; \varepsilon) := \sum_{g \geq 0} \varepsilon^{2g} F^{desc}_g(t; q; \varepsilon), \quad \text{where}
\]
\[
F^{desc}_g(t; q; \varepsilon) := \sum_{n,d \geq 0} \sum_{\alpha_1,\ldots,\alpha_n \in \{1,\omega\}} \sum_{d_1,\ldots,d_n \geq 0} \left\langle \prod_{i=1}^n \tau_{d_i}(\alpha_i) \right\rangle_{g,d} \prod_{i=1}^n t^\alpha_i.
\]

Recall that by $\langle \prod_{i=1}^n \tau_{d_i}(\alpha_i) \rangle_{g,d}^{desc}$ we denote the Gromov-Witten invariants of $\mathbb{CP}^1$.

Let us list several properties of the descendant potential $F^{desc}$. First of all, we have (see e.g. [Dub96])
\[
F^{desc}_{\varepsilon=0} = \frac{(t^1_0)^2 t^0_\omega}{2} + q e^{t^0_\omega}.
\]

The following two equations are called the string and the divisor equations (see e.g. [Hor95]):
\[
\begin{align*}
\left(\frac{\partial}{\partial t^1_0} - \sum_{n \geq 0} t^\alpha_{n+1} \frac{\partial}{\partial t^\alpha_n}\right) F^{desc} &= t^1_0 \omega, \\
\left(\frac{\partial}{\partial t^0_0} - q \frac{\partial}{\partial q} - \sum_{n \geq 0} t^\alpha_{n+1} \frac{\partial}{\partial t^\alpha_n}\right) F^{desc} &= \frac{(t^1_0)^2}{2} - \frac{\varepsilon^2}{24}.
\end{align*}
\]

Let us write the relation between the potentials $F$ and $F^{desc}$ in terms of Givental’s $s$-action. The general formula is given in [Giv01]. Here we adapt it for the case of $\mathbb{CP}^1$. Introduce matrices $S_k, k \geq 0$ by
\[
S_0 = Id, \quad (S_1)^\beta_\alpha := \sum_{d \geq 0} \langle \tau_{d-1}(\alpha) \tau_0(\mu) \rangle_{0,d}^{desc} q^\mu q^d, \quad i \geq 1,
\]
\[
S(\varepsilon) := 1 + \sum_{n \geq 1} S_n z^{-n}.
\]

Using formulae (6.1), (6.2), (6.3) and the so-called topological recursion relation in genus 0 (see e.g. [Get98]), one can quickly compute that, for $k \geq 1$, we have
\[
(S_{2k-1})^\beta_\alpha = \begin{cases} 
\frac{1}{(k-1)!} q^k, & \text{if } \alpha = 1, \beta = \omega; \\
-\left(\frac{2H_{k-1}}{k(k-1)!}\right) q^{k-1}, & \text{if } \alpha = \omega, \beta = 1; \\
0, & \text{otherwise},
\end{cases}
\]
\[
(S_{2k})^\beta_\alpha = \begin{cases} 
\frac{1}{(k)!} q^k, & \text{if } \alpha = \beta = 1; \\
\frac{1}{(k)!} q^k, & \text{if } \alpha = \beta = \omega; \\
0, & \text{otherwise}.
\end{cases}
\]
Here $H_k := 1 + \frac{1}{2} + \ldots + \frac{1}{k}$, if $k \geq 1$, and $H_0 := 0$. Introduce matrices $s_k, k \geq 1$, by $s(z) = \sum_{n \geq 1} s_n z^{-n} := \log s(z)$. Let $(s_k)_{\alpha \beta} := (s_k)^{\mu}_{\nu} \eta_{\beta \gamma}$. Then the potentials $F^{\text{desc}}$ and $F$ are related by

$$
\exp \left( F^{\text{desc}} \right) = \exp \left( s(z) \right) \exp \left( F \right),
$$

where

$$
\tilde{s}(z) := -\frac{1}{2} (s_3)_{1,1} + \sum_{d \geq 0} (s_{d+2})_{\alpha,1} t_d^2 + \frac{1}{2} \sum_{d_1, d_2 \geq 0} (-1)^{d_2} (s_{d_1 + d_2 + 1})_{\mu, \nu} t_{d_1}^\mu t_{d_2}^\nu + \sum_{l \geq 1} (s_l)^{\mu}_{\nu} \partial_{t_l^\nu}.
$$

6.1.3. Miura transformations in the theory of Hamiltonian hierarchies. Here we want to discuss changes of variables in the theory of Hamiltonian hierarchies. We recommend the reader the paper [DZ05] for a more detailed introduction to this subject.

First of all, let us modify our notations a little bit. Recall that by $A$ we denoted the ring of differential polynomials in the variables $u^1, \ldots, u^N$. Since we are going to consider rings of differential polynomials in different variables, we want to see the variables in the notation. So for the rest of the paper we denote by $A_{u^1, \ldots, u^N}$ the ring of differential polynomials in variables $u^1, \ldots, u^N$. The same notation is adopted for the extension $\hat{A}_{u^1, \ldots, u^N}$ and for the spaces of local functionals $\Lambda_{u^1, \ldots, u^N}$ and $\hat{\Lambda}_{u^1, \ldots, u^N}$.

Consider changes of variables of the form

$$
\tilde{u}^\alpha (u; u_x, u_{xx}, \ldots, \varepsilon) = u^\alpha + \sum_{k \geq 1} \varepsilon^k f_k^\alpha (u; u_x, \ldots, u_k), \quad \alpha = 1, \ldots, N,
$$

(6.5)

$$
f_k^\alpha \in A_{u^1, \ldots, u^N}, \quad \deg f_k^\alpha = k.
$$

They are called Miura transformations (see e.g. [DZ05]). It is not hard to see that they are invertible.

Any differential polynomial $f(u) \in A_{u^1, \ldots, u^N}$ can be rewritten as a differential polynomial in the new variables $\tilde{u}^\alpha$. The resulting differential polynomial is denoted by $f(\tilde{u})$. The last equation in line (6.6) garantees that, if $f(u) \in \hat{A}_{u^1, \ldots, u^N}$, then $f(\tilde{u}) \in \hat{A}_{\tilde{u}^1, \ldots, \tilde{u}^N}$. In other words, a Miura transformation defines an isomorphism $\hat{A}_{u^1, \ldots, u^N} \simeq \hat{A}_{\tilde{u}^1, \ldots, \tilde{u}^N}$. In the same way any Miura transformation identifies the spaces of local functionals $\hat{\Lambda}_{u^1, \ldots, u^N}$ and $\hat{\Lambda}_{\tilde{u}^1, \ldots, \tilde{u}^N}$. For any local functional $\tilde{h}[u] \in \hat{\Lambda}_{\tilde{u}^1, \ldots, \tilde{u}^N}$ the image of it under the isomorphism $\hat{\Lambda}_{u^1, \ldots, u^N} \simeq \hat{\Lambda}_{\tilde{u}^1, \ldots, \tilde{u}^N}$ is denoted by $\tilde{h}[\tilde{u}] \in \hat{\Lambda}_{\tilde{u}^1, \ldots, \tilde{u}^N}$.

Let us describe the action of Miura transformations on Hamiltonian hierarchies. Suppose we have a Hamiltonian system

$$
\frac{\partial u^\alpha}{\partial \tau_i} = K^{\alpha \mu} \frac{\partial \tilde{h}^\mu}{\partial u^\mu}, \quad \alpha = 1, \ldots, N, \quad i \geq 1,
$$

(6.7)

defined by a Hamiltonian operator $K$ and a sequence of pairwise commuting local functionals $\tilde{h}^\mu[\tilde{u}] \in \hat{\Lambda}^{[\mu]}_{\tilde{u}^1, \ldots, \tilde{u}^N}$, $\{\tilde{h}^\mu[\tilde{u}], \tilde{h}^\nu[\tilde{u}]\}_K = 0$. Consider a Miura transformation (6.5). Then in the new variables $\tilde{u}^\alpha$ system (6.7) looks as follows (see e.g. [DZ05]):

$$
\frac{\partial \tilde{u}^\alpha}{\partial \tau_i} = \tilde{K}^{\alpha \mu} \frac{\partial \tilde{h}^\mu}{\partial \tilde{u}^\mu}, \quad \text{where}
$$

$$
\tilde{K}^{\alpha \beta} = \sum_{p, q \geq 0} \frac{\partial \tilde{u}^\alpha (u)}{\partial u^p} \frac{\partial \tilde{u}^\beta (u)}{\partial u^q} K^{\mu \nu} \circ (-\partial_x)^q \circ \frac{\partial \tilde{h}^\beta (u)}{\partial u^q}.
$$

6.1.4. The descendant and the ancestor Dubrovin-Zhang hierarchies of $\mathbb{C}P^1$. The variables of the Dubrovin-Zhang hierarchies will be denoted by $w^\alpha$. Denote by $\tilde{h}_{\alpha, p}[w] \in \hat{\Lambda}_{w^1, w^\omega; \cdot, \cdot}^{[\omega]}$, $\alpha \in \{1, \omega\}, p \geq 0$, the Hamiltonians of the ancestor Dubrovin-Zhang hierarchy for $\mathbb{C}P^1$ and by $K$ the Hamiltonian operator. The Hamiltonians and the Hamiltonian operator of the descendant hierarchy will be denoted by $\tilde{h}_{\alpha, p}[w]$ and $K^{\text{desc}}$ correspondingly. For convenience, let us also introduce local functionals $\tilde{h}_{\alpha, -1}[w]$ by $\tilde{h}_{\alpha, -1}[w] := \int \eta_{\alpha \omega} w^\mu dx$. For the operator $S_1$, denote by $S_1^*$ the adjoint operator.

Lemma 6.1. We have $\tilde{h}_{\alpha, p}[w] = \sum_{i=0}^{p+1} (-1)^i (S_1^*)^i \tilde{h}_{\mu, p-1}^{\text{desc}}[w]$ and $K^{\text{desc}} = K$. 

Proof. The lemma easily follows from Theorems 9, 16 in [BPS12b] and also from the fact that 
\( S(z)S^*(-z) = 1d \) (see e.g. [Giv01]). The reader should also keep in mind that \( (S_1)_0 = (s_1)_0 = 0. \)

6.2. Extended Toda hierarchy. In this section we recall the construction of the extended Toda hierarchy
and the Miura transformation that relates it to the descendant Dubrovin-Zhang hierarchy
for \( \mathbb{CP}^1 \). We follow the paper [DZ04].

6.2.1. Construction. Consider formal variables \( v^1, v^2 \), the ring of differential polynomials \( \hat{A}_{v^1,v^2} \)
and the tensor product \( \hat{A}_{v^1,v^2} \otimes \mathbb{C}[q,q^{-1}] \). For a formal series
\[
    a = \sum_{k \in \mathbb{Z}} a_k(v; \varepsilon; q)e^{k\varepsilon\partial_x}, \quad a_k \in \hat{A}_{v^1,v^2} \otimes \mathbb{C}[q,q^{-1}],
\]

let \( a^+ := \sum_{k \geq 0} a_k e^{k\varepsilon\partial_x} \) and \( \text{Res}(a) := a_0 \). Consider the operator
\[
    L = e^{\varepsilon\partial_x} + v^1 + q e^{v^2} e^{-\varepsilon\partial_x}.
\]
The equations of the extended Toda hierarchy look as follows:
\[
    \left. \begin{array}{l}
    \frac{\partial L}{\partial t^1_p} = e^{-1} \frac{2}{p!}(L^p(\log L - H_p))_+, L, \\
    \frac{\partial L}{\partial t^2_p} = e^{-1} \frac{1}{(p+1)!}(L^{p+1})_+, L.
\end{array} \right\}
\]

We refer the reader to [DZ04] for the precise definition of the logarithm \( \log L \). The hamiltonian
structure of the extended Toda hierarchy is given by the operator
\[
    K_{T_d} = \begin{pmatrix}
    0 & \varepsilon^{-1}(e^{\varepsilon\partial_x} - 1) \\
    \varepsilon^{-1}(1 - e^{-\varepsilon\partial_x}) & 0
    \end{pmatrix}
\]
and the Hamiltonians
\[
    \begin{align*}
    \overline{h}_{1,p}^{T_d}[v] &= \int \left( \frac{2}{(p+1)!} \text{Res}(L^p(\log L - H_{p+1})) \right) dx, \\
    \overline{h}_{\omega,p}^{T_d}[v] &= \int \left( \frac{1}{(p+2)!} \text{Res}(L^{p+2}) \right) dx.
\end{align*}
\]
So the equations of the extended Toda hierarchy can be written as follows:
\[
    \frac{\partial v^\alpha}{\partial t^\beta_p} = \left(K_{T_d}\right)^{\alpha\mu} \frac{\partial \overline{h}_{\omega,p}^{T_d}[v]}{\partial v^\mu}.
\]

6.2.2. Descendant Dubrovin-Zhang hierarchy for \( \mathbb{CP}^1 \). In [DZ04] B. Dubrovin and Y. Zhang proved
the following theorem.

**Theorem 6.2.** The descendant hierarchy for \( \mathbb{CP}^1 \) is related to the extended Toda hierarchy by
the Miura transformation
\[
    w^1(v) = \frac{\varepsilon\partial_x}{e^{\varepsilon\partial_x} - 1} v^1, \quad w^\omega(v) = \frac{\varepsilon^2\partial_x^2}{e^{\varepsilon\partial_x} + e^{-\varepsilon\partial_x} - 2} v^2.
\]

**Remark 6.3.** The construction of the Dubrovin-Zhang hierarchy (see [BPS12b]) immediately implies
that the Hamiltonians \( \overline{h}_{\omega,p}^{\text{desc}}[w] \) contain only nonnegative powers of \( q \). The fact that \( \overline{h}_{1,p}^{T_d}[v] \in \hat{A}_{v^1,v^2} \otimes \mathbb{C}[q] \)
easily follows from formula (6.10). The fact that \( \overline{h}_{1,p}^{T_d}[v] \in \hat{A}_{v^1,v^2} \otimes \mathbb{C}[q] \) is not so trivial, since
the coefficients of the logarithm \( \log L \) contain negative powers of \( q \). We will show how to derive it
from (6.9) in Section A.2.
6.3. Several computations for the ancestor hierarchy. The ancestor Dubrovin-Zhang hierarchy for \( \mathbb{C}P^1 \) comes with a specific solution (see e.g. [BPS12b]):

\[
(u^{\text{top}})^\alpha(x, t; \varepsilon; q) := \eta^{\alpha\mu} \frac{\partial^2 F}{\partial h^{\mu}_0 \partial h_t^\alpha} \bigg|_{t_0^\alpha \rightarrow t_0^\alpha + \delta^\alpha \cdot \delta_0 x}.
\]

It is called the topological solution.

Now for the rest of the paper we fix Miura transformation (1.1). Let

\[
(u^{\text{top}})^\alpha(x, t; \varepsilon; q) := u^\alpha(w)|_{w^\nu = \partial_t (u^{\text{top}})^\nu} = \frac{e^{\varepsilon \partial_x} - e^{-\frac{\varepsilon}{2} \partial_x}}{\varepsilon \partial_x} (u^{\text{top}})^\alpha.
\]

6.3.1. The string and the divisor equations for the topological solution. We have the following equations for the ancestor potential \( F \) (see e.g. [KM94]):

\[
\begin{align*}
(6.12) & \quad \left( \frac{\partial}{\partial t^0} - \sum_{n \geq 0} t^\alpha_{n+1} \frac{\partial}{\partial t^\alpha_n} \right) F = t^1_0 \mu^\alpha, \\
(6.13) & \quad \left( \frac{\partial}{\partial t^\alpha_0} - q \frac{\partial}{\partial q} - \sum_{d \geq 0} t^\alpha_{d+1} \frac{\partial}{\partial t^\alpha_d} - q \sum_{d \geq 0} t^\omega_{d+1} \frac{\partial}{\partial t^\omega_d} \right) F = \frac{(t^1_0)^2}{2} - \frac{\varepsilon^2}{24}.
\end{align*}
\]

The second equation is an analog of the divisor equation (6.3) for the descendant potential \( F^{\text{desc}} \). In order to derive it, one should use the following formula:

\[
(6.14) \quad c_{\omega\alpha \beta} = \begin{cases} 1, & \text{if } \alpha = \beta = 1; \\
q, & \text{if } \alpha = \beta = \omega; \\
0, & \text{otherwise.}
\end{cases}
\]

It can be easily checked using (6.1).

From equation (6.12) it immediately follows that

\[
\left. (u^{\text{top}})^\alpha \right|_{t^\alpha = 0} = \delta^\alpha x.
\]

Equations (6.12) and (6.13) also imply that

\[
\begin{align*}
(6.16) & \quad \left( \frac{\partial}{\partial t^1_0} - \sum_{n \geq 0} t^\alpha_{n+1} \frac{\partial}{\partial t^\alpha_n} \right) (u^{\text{top}})^\alpha = \delta^{\alpha, 1}, \\
(6.17) & \quad \left( \frac{\partial}{\partial t^\alpha_0} - q \frac{\partial}{\partial q} - \sum_{d \geq 0} t^\alpha_{d+1} \frac{\partial}{\partial t^\alpha_d} - q \sum_{d \geq 0} t^\omega_{d+1} \frac{\partial}{\partial t^\omega_d} \right) (u^{\text{top}})^\alpha = \delta^{\alpha, \omega}.
\end{align*}
\]

6.3.2. Some Hamiltonians of the ancestor hierarchy. Let \( S(z) := \frac{z - e^{-z}}{z} \). The following properties will be crucial for the proof of Theorem 1.1:

\[
\begin{align*}
(6.18) & \quad \overline{h}_{\omega, p}[u] \big|_{q = 0} = \int \frac{(u^1)^{p+2}}{(p+2)!} dx, \\
(6.19) & \quad \overline{h}_{1, p}[u] \big|_{q = 0} = \int \left( \frac{(u^1)^{p+1} u^\omega}{(p+1)!} + \sum_{g \geq 1} \varepsilon^{2g} r_{p, g} \omega(u^1) \right) dx, \quad r_{p, g} \in A_{u^1}, \quad \deg r_{p, g} = 2g, \\
(6.20) & \quad \overline{h}_{1, 1}[u] \big|_{q = 0} = \int \left( \frac{(u^1)^2 u^\omega}{2} + \sum_{g \geq 1} \varepsilon^{2g} B_{2g} (2g)! u_{1} \right) dx, \\
(6.21) & \quad \overline{h}_{\omega, 0}[u] = \int \left( \frac{(u^1)^2}{2} + q \left( e^{S(\varepsilon \partial_x) u^\omega - u^\omega} \right) \right) dx.
\end{align*}
\]

We will prove these formulae in Appendix A.
7. DOUBLE RAMIFICATION HIERARCHY FOR $\mathbb{CP}^1$

In this section we prove Theorem 1.1. First of all, let us consider the hamiltonian structures. By Lemma 6.1, we have $K = K_{\text{desc}}$. The fact, that Miura transformation (1.1) transforms the operator $K_{\text{desc}}$ to $\eta \partial_x$, was observed in [DZ05]. This is actually an easy computation. By (6.8) and Theorem 6.2, Miura transformation (1.1) transforms the operator $K_{\text{desc}}$ to the operator $\tilde{K}$, where

$$\tilde{K}^{\alpha \beta} = \sum_{p,q \geq 0} \frac{\partial u^\alpha(u)}{\partial u^p} \partial^p \circ (K^{T_d})^{\mu \nu} \circ (-\partial_x)^{\eta} \circ \frac{\partial u^\beta(v)}{\partial u^q} = \eta^{\alpha \beta} \partial_x.$$  

We conclude that Miura transformation (1.1) transforms the hamiltonian operator of the ancestor hierarchy for $\mathbb{CP}^1$ to the hamiltonian operator of the double ramification hierarchy for $\mathbb{CP}^1$.

It remains to prove that $\mathcal{G}_{\alpha,p}[u] = \mathcal{H}_{\alpha,p}[u]$. The proof is splitted in three steps. First, in Section 7.1 we prove this equation in degree zero: $\mathcal{G}_{\alpha,p}[u]|_{q=0} = \mathcal{H}_{\alpha,p}[u]|_{q=0}$. Then in Section 7.2 we prove that $\mathcal{G}_{\omega,0}[u] = \mathcal{H}_{\omega,0}[u]$. Finally in Section 7.3 we show that this information, together with the string and the divisor equations, is enough to prove that $u^{\text{str}}(x,t;\varepsilon,q) = u^{\text{str}}(x,t;\varepsilon,q)$. After that it is very easy to show that $\mathcal{G}_{\alpha,p}[u] = \mathcal{H}_{\alpha,p}[u]$.

7.1. Degree 0 parts. In this section we prove that

$$\mathcal{G}_{\alpha,0}[u]|_{q=0} = \mathcal{H}_{\alpha,0}[u]|_{q=0}. \tag{7.1}$$

The degree zero part of our cohomological field theory can be described very explicitly. For any $g,a,b \geq 0$, $2g - 2 + a + b > 0$, we have (see e.g. [GP98])

$$c_{g,a+b,0}(1^{\otimes a} \otimes \omega^{\otimes b}) = \begin{cases} 2((-1)^{g-1} \lambda_{g-1}, & \text{if } b = 0, \\ (-1)^g \lambda_g, & \text{if } b = 1, \\ 0, & \text{otherwise}. \end{cases} \tag{7.2}$$

Recall the following fact (see e.g. [Bur14]).

**Lemma 7.1.** We have $\mathcal{G}_{\alpha,0}[u]|_{\varepsilon=0} = \mathcal{H}_{\alpha,0}[u]|_{\varepsilon=0}$.

In Section 7.1.1 we prove equation (7.1) for $\alpha = \omega$ and in Section 7.1.2 we prove it for $\alpha = 1$.

7.1.1. **Hamiltonians** $\mathcal{G}_{\omega,0}[u]|_{q=0}$ and $\mathcal{H}_{\omega,0}[u]|_{q=0}$. Here we prove that $\mathcal{G}_{\omega,0}[u]|_{q=0} = \mathcal{H}_{\omega,0}[u]|_{q=0}$.

**Lemma 7.2.** We have $\mathcal{G}_{\omega,0}[u]|_{q=0} = \int \frac{(u^1)^{d+2}}{(d+2)!} dx$.

**Proof.** For any $g \geq 1$, we have $\lambda_g^2 = 0$. Therefore, from (7.2) we can immediately conclude that

$$\mathcal{G}_{\omega,0}[u]|_{q=0} = \mathcal{H}_{\omega,0}[u]|_{q=\varepsilon=0} \tag{7.3}$$

by Lemma 7.1 and eq. (6.18) $\int \frac{(u^1)^{d+2}}{(d+2)!} dx$.

By (6.18), we get $\mathcal{G}_{\omega,0}[u]|_{q=0} = \mathcal{H}_{\omega,0}[u]|_{q=0}$.

7.1.2. **Hamiltonians** $\mathcal{G}_{1,0}[u]|_{q=0}$ and $\mathcal{H}_{1,0}[u]|_{q=0}$. The goal of this section is to prove that

$$\mathcal{G}_{1,0}[u]|_{q=0} = \mathcal{H}_{1,0}[u]|_{q=0}. \tag{7.4}$$

The proof of this fact is not so direct, as in the previous section. We begin with the following lemma.

**Lemma 7.3.** The local functionals $\mathcal{G}_{1,0}[u]|_{q=0}$ have the following form

$$\mathcal{G}_{1,0}[u]|_{q=0} = \int \left( \frac{(u^1)^{d+1} u^\omega}{(d+1)!} + \sum_{q \geq 1} \varepsilon^{2q} f_{d,g}(u^1) \right) dx,$$

for some differential polynomials $f_{d,g} \in A_{u^1}$, $\deg f_{d,g} = 2g$. 

Proof. By Lemma 7.1 and equation (6.19), we have \(\bar{g}_{1,d}[u]|_{q=\varepsilon=0} = \int \frac{(u^1)^{d+1}u^\omega}{(d+1)!} \, dx\). Using (7.2) and the fact that, for \(g \geq 1\), \(\lambda_g^2 = 0\), we obtain

\[
(7.5) \quad \bar{g}_{1,d}[u]|_{q=0} = \int \frac{(u^1)^{d+1}u^\omega}{(d+1)!} \, dx - 2 \sum_{g \geq 1} \sum_{a \in \mathbb{Z}} \left( \int D_{R_{g}}(0,a,-a) \, \psi_{1}\lambda_{g}\lambda_{g-1} \right) \prod_{i=1}^{n} p_{a_{i}}. \]

Note that the sum on the right-hand side of this equation contains only monomials with the variables \(p_{1}\). The lemma is now clear. \(\square\)

**Lemma 7.4.** We have \(\bar{g}_{1,1}[u]|_{q=0} = \int \left( \frac{(u^1)^2u^\omega}{2} + 2 \sum_{g \geq 1} \varepsilon_{g}^{2g} \frac{B_{2g}}{(2g)!} u^1 u^{2g} \right) \, dx\).

**Proof.** By (7.5), we have

\[
\bar{g}_{1,1}[u]|_{q=0} = \int \left( \frac{(u^1)^2u^\omega}{2} - \sum_{g \geq 1} \varepsilon_{g}^{2g} \sum_{a \in \mathbb{Z}} \left( \int D_{R_{g}}(0,a,-a) \, \psi_{1}\lambda_{g}\lambda_{g-1} \right) \prod_{i=1}^{n} p_{a_{i}} \right) \, dx. \]

For \(g \geq 1\), we have \(\int D_{R_{g}}(0,a,-a) \, \psi_{1}\lambda_{g}\lambda_{g-1} = 2g \int D_{R_{g}}(a,-a) \, \lambda_{g}\lambda_{g-1} = a^{2g} \frac{B_{2g}}{(2g)!}\), where the computation of the last integral can be found, for example, in [CMW12]. We obtain

\[
\bar{g}_{1,1}[u]|_{q=0} = \int \left( \frac{(u^1)^2u^\omega}{2} + \sum_{g \geq 1} \varepsilon_{g}^{2g} \frac{B_{2g}}{(2g)!} u^1 u^{2g} \right) \, dx. \]

The lemma is proved. \(\square\)

After this preparation we are ready for proving equation (7.4). Let

\[
f_{d}(u^{1}; \varepsilon) := \sum_{g \geq 1} \varepsilon_{g}^{2g} f_{d,g}(u^{1}) \in \bar{A}_{u^{1}}^{(0)}.
\]

Let us expand the relation \(\{\bar{g}_{1,d}[u], \bar{g}_{1,1}[u]\} \eta_{d_{k}} = 0\) using Lemmas 7.3 and 7.4. We get

\[
(7.6) \quad \int \left( \frac{\delta f_{d}}{\delta u^{1}} \partial_{x} \left( \frac{(u^1)^2}{2} + \int \frac{(u^1)^{d+1}}{(d+1)!} \partial_{x} \left( 2 \sum_{g \geq 1} \varepsilon_{g}^{2g} \frac{B_{2g}}{(2g)!} u^{2g} \right) \right) \right) \, dx.
\]

Introduce a local functional \(\bar{s}_{d}[u^{1}] \in \bar{A}_{u^{1}}^{(0)}\) by \(\bar{s}_{d}[u^{1}] := \int f_{d}(u^{1}; \varepsilon) \, dx\). Equation (7.6) can be rewritten as follows:

\[
\left\{ \bar{s}_{d}, \int \frac{(u^1)^{3}}{6} \, dx \right\} \partial_{x} + 2 \int \left( \frac{(u^1)^{d+1}}{(d+1)!} \sum_{g \geq 1} \varepsilon_{g}^{2g} \frac{B_{2g}}{(2g)!} u^{2g+1} \right) \, dx = 0.
\]

From [Bur13, Lemma 2.5] it follows that this equation uniquely determines the local functional \(\bar{s}_{d}[u^{1}]\) and, therefore, the Hamiltonian \(\bar{g}_{1,d}[u]|_{q=0}\). Observe that the same argument works for the Dubrovin-Zhang Hamiltonians \(\bar{h}_{1,d}[u]\). Equation (6.19) says that the Hamiltonian \(\bar{g}_{1,d}[u]|_{q=0}\) has the same form as the Hamiltonian \(\bar{h}_{1,d}[u]|_{q=0}\). Moreover, by (6.20), we have \(\bar{g}_{1,1}[u]|_{q=0} = \bar{h}_{1,1}[u]|_{q=0}\). Since Miura transformation (1.1) transforms the hamiltonian operator of the ancestor Dubrovin-Zhang hierarchy to the operator \(\eta_{d_{k}}\), we have \(\{\bar{h}_{1,d}[u], \bar{h}_{1,1}[u]\} \eta_{d_{k}} = 0\). We conclude that \(\bar{g}_{1,d}[u]|_{q=0} = \bar{h}_{1,d}[u]|_{q=0}\).

**7.2. Hamiltonian \(\bar{g}_{\omega,0}[u]\).** The goal of this section is to prove that

\[
(7.7) \quad \bar{g}_{\omega,0}[u] = \int \left( \frac{(u^1)^{2}}{2} + q \varepsilon \partial_{x} u^\omega - u^\omega \right) \, dx.
\]

We start with the following lemma.

**Lemma 7.5.** The Hamiltonian \(\bar{g}_{\omega,0}\) has the form \(\bar{g}_{\omega,0}[u] = \int \left( \frac{(u^1)^{2}}{2} + qf(u^\omega; \varepsilon) \right) \, dx\), for a differential polynomial \(f \in \bar{A}_{u^{\omega}}\) such that \(\frac{\partial f}{\partial u^{\omega}}|_{u^{\omega}=0} = 0\).
Proof. Denote by \( \deg \) the cohomological degree. We have the following formula ([KM94]):

\[
\deg_{g,n,d}(\gamma_1 \otimes \cdots \otimes \gamma_n) = 2(g - 1 - 2d) + \sum_i \deg \gamma_i, \quad \gamma_i \in \{1, \omega\}.
\]

In order to compute the Hamiltonian \( \mathfrak{f}_{g,\omega} \), we have to compute the integrals

\[
\int_{DR_g(0,a_1,\ldots,a_n)} \lambda_g c_{g,n+1,d}(\omega \otimes \gamma_1 \otimes \cdots \otimes \gamma_n).
\]

From (7.8) it follows that this integral can be nonzero, only if

\[
\frac{1}{2} \sum_{i=1}^n \deg \gamma_i = n - 2 + 2d.
\]

Since \( \deg \gamma_i \leq 2 \), we get \( d \leq 1 \). The case \( d = 0 \) is described by Lemma 7.2. Suppose \( d = 1 \). Then equation (7.9) immediately implies that \( \gamma_1 = \gamma_2 = \cdots = \gamma_n = \omega \). We get

\[
\mathfrak{f}_{g,\omega}[u] = \int \left( \frac{(u^1)^2}{2} + q \sum_{g \geq 0} \frac{(-\varepsilon)^g}{n!} \sum_{a_1,\ldots,a_n \in \mathbb{Z}} \sum_{\lambda_i=0} \left( \int_{DR_g(0,a_1,\ldots,a_n)} \lambda_g c_{g,n+1,\omega} \right) \prod_{i=1}^n p_{\omega,1} \right) dx.
\]

Note that the sum on the right-hand side of this equation contains only monomials with the variables \( p_{\omega,1} \). The lemma is now clear.

Let us prove (7.7). By Lemma 7.5, we have

\[
\mathfrak{f}_{1,0}[u] = \int \left( \frac{(u^1)^2}{2} + q f(u^\omega; \varepsilon) \right) dx.
\]

From Lemma 3.8 and formula (6.14) it follows that \( \mathfrak{f}_{[u]} - \mathfrak{f}[u] |_{q=0} = f \left( f - \frac{(u^\omega)^2}{2} \right) dx \). By the dilaton equation, we have ([Bur14, eq. 4.4])

\[
\mathfrak{f}_{1,1}[u] = (D - 2)\mathfrak{f}[u] = \mathfrak{f}_{1,1}[u] |_{q=0} + \int q(D - 2) f dx \quad \text{by Lemma 7.4}
\]

\[
= \int \left( \frac{(u^1)^2 u^\omega}{2} + \sum_{g \geq 1} \varepsilon^{2g} \frac{B_{2g}}{(2g)!} u^1 u_{2g} + q(D - 2) f \right) dx.
\]

Recall that the operator \( D \) is defined by \( D := \sum q(n + 1) u^{(n)} \delta u^{(n)} / \delta u^\omega \). We have the equation \( \{\mathfrak{f}_{\omega,0}, \mathfrak{f}_{1,1}\} = 0 \). Let us write the coefficient of \( q \) in this equation using formulae (7.10) and (7.11). We get

\[
\int \left( u^1 \partial_x \frac{\delta}{\delta u^\omega} (D - 2) f - \left( \partial_x \frac{\delta f}{\delta u^\omega} \right) \left( u^1 u^\omega + 2 \sum_{g \geq 1} \frac{B_{2g}}{(2g)!} u_{2g} \right) \right) dx = 0.
\]

Let us apply the variational derivative \( \frac{\delta}{\delta u^\omega} \) to the left-hand side of this expression. We obtain

\[
(D - 2) \partial_x r = u^\omega \partial_x r + 2 \sum_{g \geq 1} \varepsilon^{2g} \frac{B_{2g}}{(2g)!} \partial_x^{2g+1} r.
\]

We need to prove that \( \int f(u^\omega) dx = \int (e^{S(\varepsilon \partial_x) u^\omega} - u^\omega) dx \). It is sufficient to prove that

\[
\frac{\delta f}{\delta u^\omega} = \frac{\delta}{\delta u^\omega} \left( e^{S(\varepsilon \partial_x) u^\omega} - u^\omega \right) = S(\varepsilon \partial_x) e^{S(\varepsilon \partial_x) u^\omega} - 1.
\]

Let \( r(u^\omega; \varepsilon) := \frac{\delta f}{\delta u^\omega} \). Since \( \left[ \frac{\delta}{\delta u^\omega}, D \right] = \frac{\delta}{\delta u^\omega} \) and \( [\partial_x, D] = -\partial_x \), equation (7.12) implies that

\[
(D - 2) \partial_x r = u^\omega \partial_x r + 2 \sum_{g \geq 1} \varepsilon^{2g} \frac{B_{2g}}{(2g)!} \partial_x^{2g+1} r.
\]
Let us introduce another grading $\degord$ in $A_{u^\omega}$ putting $\degord u_i^\omega = 1$. Let us decompose the differential polynomial $r$ into the sum of components that are homogeneous with respect to both the differential degree $\deg$ and the new degree $\degord$:

$$ r_{d,g} = \sum_{g \geq 0} r_{d,g} \varepsilon^{2g}, \quad r_{d,g} \in A_{u^\omega}, \quad \degord r_{d,g} = d, \quad \deg r_{d,g} = 2g. $$

Let us, by definition, put $r_{0,0} := 0$. Then equation (7.14) implies that, for any $d \geq 1$ and $g \geq 0$, we have

$$ (d + 2g - 1) \partial_x r_{d,g} = u^\omega \partial_x r_{d-1,g} + 2 \sum_{g_1=1}^{g} \frac{B_{2g}}{(2g)!} \partial_x^{2g_1+1} r_{d,g-g_1}. $$

Recall that the operator $\partial_x : A_{u^\omega} \to A_{u^\omega}$ vanishes only on constants. Then it is easy to see that equation (7.15) allows to reconstruct all differential polynomials $r_{d,g}$ starting from $r_{1,0}$. From (6.14) it follows that $r_{1,0} = u^\omega$.

We see that, in order to prove (7.13), it remains to check that $r = S(\varepsilon \partial_x) e^{S(\varepsilon \partial_x)u^\omega} - 1$ satisfies equation (7.14). So we have to prove the following identity:

$$ (D - 2) \partial_x S(\varepsilon \partial_x) e^{S(\varepsilon \partial_x)u^\omega} \equiv u \partial_x S(\varepsilon \partial_x) e^{S(\varepsilon \partial_x)u^\omega} + 2 \sum_{g \geq 1} \varepsilon^{2g} \frac{B_{2g}}{(2g)!} \partial_x^{2g+1} S(\varepsilon \partial_x) e^{S(\varepsilon \partial_x)u^\omega}. $$

In order to shorten the computations a little bit, let us make the rescaling $x \mapsto \varepsilon x$ and denote $u^\omega$ by $u$. Thus, we have to prove the identity

$$ (D - 2) \partial_x S(\partial_x) e^{S(\partial_x)u} \equiv u \partial_x S(\partial_x) e^{S(\partial_x)u} + 2 \sum_{g \geq 1} \varepsilon^{2g} \frac{B_{2g}}{(2g)!} \partial_x^{2g+1} S(\partial_x) e^{S(\partial_x)u}. $$

We have $\sum_{g \geq 0} \frac{B_{2g}}{(2g)!} \varepsilon^{2g} = \frac{\varepsilon}{2} e^{\frac{\varepsilon}{2} x} - e^{-\frac{\varepsilon}{2} x}$. Therefore, (7.16) is equivalent to

$$ D \partial_x S(\partial_x) e^{S(\partial_x)u} \equiv u \partial_x S(\partial_x) e^{S(\partial_x)u} + \partial_x \left( e^{\frac{\partial_x}{2}} + e^{-\frac{\partial_x}{2}} \right) e^{S(\partial_x)u}. $$

It is easy to see that the right-hand side is equal to

$$ u \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) e^{S(\partial_x)u} + \partial_x \left( e^{\frac{\partial_x}{2}} + e^{-\frac{\partial_x}{2}} \right) e^{S(\partial_x)u}. $$

Let us transform the left-hand side of (7.17). Since $[D, \partial_x] = \partial_x$, we get

$$ D \partial_x S(\partial_x) e^{S(\partial_x)u} = \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) D e^{S(\partial_x)u} + \partial_x \left( e^{\frac{\partial_x}{2}} + e^{-\frac{\partial_x}{2}} \right) e^{S(\partial_x)u}. $$

We conclude that (7.17) is equivalent to

$$ \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) D e^{S(\partial_x)u} \equiv u \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) e^{S(\partial_x)u} + \partial_x \left( e^{\frac{\partial_x}{2}} + e^{-\frac{\partial_x}{2}} \right) e^{S(\partial_x)u}. $$

We have $D e^{S(\partial_x)u} = \frac{1}{2} \left( e^{\frac{\partial_x}{2}} + e^{-\frac{\partial_x}{2}} \right) u \cdot e^{S(\partial_x)u}$. Therefore, the left-hand side of (7.18) is equal to

$$ \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) \left[ \frac{1}{2} \left( e^{\frac{\partial_x}{2}} + e^{-\frac{\partial_x}{2}} \right) u \cdot e^{S(\partial_x)u} \right] = \frac{1}{2} \left( e^{\partial_x} + 1 \right) u \cdot e^{\frac{\partial_x}{2} e^{\partial_x} u - 1} u \cdot e^{-\frac{\partial_x}{2} u}. $$

On the other hand, the right-hand side of (7.18) is equal to

$$ u \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) e^{S(\partial_x)u} + \frac{1}{2} \left( e^{\frac{\partial_x}{2}} + e^{-\frac{\partial_x}{2}} \right) \left[ \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) u \cdot e^{S(\partial_x)u} \right] = u \left( e^{\frac{\partial_x}{2}} - e^{-\frac{\partial_x}{2}} \right) u \cdot e^{\frac{\partial_x}{2} e^{\partial_x} u - 1} u \cdot e^{-\frac{\partial_x}{2} u}. $$

It is easy to see that (7.19) is equal to (7.20). Equation (7.7) is finally proved.
7.3. Final step. In this section we prove that $\mathcal{F}_{\alpha, d}[u] = \mathcal{F}_{\alpha, d}[u]$. Recall that by $(u^{\text{str}})^{\alpha}(x, t; \varepsilon; q)$ (see Section 5.1) we denote the string solution of the double ramification hierarchy for $\mathbb{C}P^1$ and by $(u^{\text{top}})^{\alpha}(x, t; \varepsilon; q)$ we denote the Miura transform of the topological solution of the ancestor Dubrovin-Zhang hierarchy for $\mathbb{C}P^1$ (see Section 6.3).

**Lemma 7.6.** We have $(u^{\text{top}})^{\alpha}(x, t; \varepsilon; q) = (u^{\text{str}})^{\alpha}(x, t; \varepsilon; q)$.

**Proof.** By the definition of the string solution and equation (6.15), the initial conditions agree: $(u^{\text{top}})^{\alpha}|_{t^*_\varepsilon = 0} = (u^{\text{str}})^{\alpha}|_{t^*_\varepsilon = 0} = \delta^{\alpha, 1} x$. Since $\mathcal{F}_{\alpha, d}[u]|_{q = 0} = \mathcal{F}_{\alpha, d}[u]|_{q = 0}$, we get

$$
(u^{\text{top}})^{\alpha}|_{q = 0} = (u^{\text{str}})^{\alpha}|_{q = 0}.
$$

From (6.21) it follows that the power series $(u^{\text{top}})^{\alpha}$ is a solution of the following system:

$$
\begin{align*}
\frac{\partial u^1}{\partial \omega_0} &= q \left( S(\varepsilon \partial_x)S(\varepsilon \partial_x)u^\omega - 1 \right), \\
\frac{\partial u^\omega}{\partial \omega_0} &= u^1_x.
\end{align*}
$$

The argument, very similar to the one from the paper [Pan00] (see the proof of Proposition 2 there), shows that the string equation (6.16), the divisor equation (6.17) and the system (7.22) uniquely determine the power series $(u^{\text{top}})^{\alpha}$ starting from the degree 0 part $(u^{\text{top}})^{\alpha}|_{q = 0}$. On the other hand, we can apply the same arguments to the string solution $(u^{\text{str}})^{\alpha}$ of the double ramification hierarchy. The string equation for $(u^{\text{str}})^{\alpha}$ was derived in [Bur14] and it coincides with (6.16). By Lemma 5.3 and formulae (6.14), we have the divisor equation for $(u^{\text{str}})^{\alpha}$:

$$
\left( \frac{\partial^\omega - q \frac{\partial}{\partial q} - \sum_{d \geq 0} t^1_{d+1} \frac{\partial}{\partial \omega_d} - q \sum_{d \geq 0} t^1_{d+1} \frac{\partial}{\partial \omega_d} \right) (u^{\text{str}})^{\alpha} = \delta^{\alpha, \omega}.
$$

It coincides with (6.17). Since $\mathcal{F}_{\alpha, d}[u] = \mathcal{F}_{\alpha, d}[u]$, the power series $(u^{\text{str}})^{\alpha}$ is a solution of system (7.22). In the same way as $(u^{\text{top}})^{\alpha}$, we can now uniquely reconstruct $(u^{\text{str}})^{\alpha}$ from the degree 0 part $(u^{\text{str}})^{\alpha}|_{q = 0}$. From (7.21) it follows that $(u^{\text{str}})^{\alpha} = (u^{\text{top}})^{\alpha}$. The lemma is proved. $\square$

Consider the ancestor Dubrovin-Zhang hierarchy for $\mathbb{C}P^1$ in the variables $u^{\alpha}$:

$$
\frac{\partial u^\alpha}{\partial t^0_d} = \eta^{\alpha \beta} \frac{\partial}{\partial x} \mathcal{F}_{\beta, d}[u] = \frac{\partial u^\alpha}{\partial t^0_d} = \eta^{\alpha \beta} \frac{\partial}{\partial x} \mathcal{F}_{\beta, d}[u].
$$

Using the string equation (6.12) it is easy to check that

$$
(u^{\text{top}})^{\alpha}_d = t^1_d + \delta^{\alpha, 1} \delta_{d, 1} + O(t^2) + O(\varepsilon^2).
$$

From this equation it follows that any power series in the variables $t^1_d, \varepsilon$ and $q$ can be written as a power series in $(u^{\text{top}})^{\alpha}_d - \delta^{\alpha, 1} \delta_{d, 1}, \varepsilon$ and $q$ in a unique way. Since $(u^{\text{top}})^{\alpha}$ is a solution of (7.23), we conclude that the differential polynomials $\eta^{\alpha \beta} \frac{\partial}{\partial x} \mathcal{F}_{\beta, d}[u]$ can be uniquely reconstructed from the power series $(u^{\text{top}})^{\alpha}$. Therefore, the variational derivatives $\frac{\partial \mathcal{F}_{\beta, d}[u]}{\partial u^\mu}$ are uniquely determined up to a constant. From the construction of the Dubrovin-Zhang hierarchy (see [BPS12b]) it is easy to see that $\frac{\partial \mathcal{F}_{\beta, d}[u]}{\partial u^\mu} = 0$. We conclude that the local functionals $\mathcal{F}_{\alpha, d}[u]$ are uniquely determined by $(u^{\text{top}})^{\alpha}$.

We can apply the same arguments to the double ramification hierarchy and the string solution. Since $(u^{\text{str}})^{\alpha} = (u^{\text{top}})^{\alpha}$, the string solution satisfies the same property (7.24). Note that from the construction of the double ramification hierarchy it is easy to see that $\frac{\partial \mathcal{F}_{\beta, d}[u]}{\partial u^\mu} |_{u^\alpha = 0} = 0$. Then we can repeat our arguments and conclude that the local functionals $\mathcal{F}_{\alpha, d}[u]$ are uniquely determined by $(u^{\text{str}})^{\alpha}$ and, therefore, $\mathcal{F}_{\alpha, d}[u] = \mathcal{F}_{\alpha, d}[u]$. Theorem 1.1 is proved.


**Appendix A. Computations with the extended Toda hierarchy**

In this section we prove equations (6.18), (6.19), (6.20) and (6.21).

For the proofs of equations (6.18), (6.19) and (6.20), let us note that from Lemma 6.1 and formulae (6.4) it follows that the degree zero parts of the ancestor and the descendant Dubrovin-Zhang hierarchies for \( \mathbb{C}P^1 \) coincide: \( \tilde{h}_{\alpha,p}[w]|_{q=0} = \tilde{h}_{desc}[w]|_{q=0} \). Theorem 6.2 says that \( \tilde{h}_{desc}[w] = \tilde{h}_{desc}^{T_d} \). Recall that, by (1.1) and (6.11), the variables \( u^1, u^\omega \) and \( v^1, v^2 \) are related in the following way:

\[
\begin{align*}
  v^1(u) &= e^{\frac{\omega}{2} \partial_x} u^1, \\
  v^2(u) &= \frac{e^{\frac{\omega}{2} \partial_x} - e^{-\frac{\omega}{2} \partial_x}}{\omega} u^\omega.
\end{align*}
\]

(A.1)

**A.1. Proof of (6.18).** We have

\[
\tilde{h}_{T_d}^{T_d}[v]|_{q=0} = \int \frac{1}{(p+2)!} \text{Res} \left( e^{\omega \partial_x} + v^1 \right)^{p+2} \, dx = \int \frac{(v^1)^{p+2}}{(p+2)!} \, dx.
\]

From (A.1) it follows that

\[
\tilde{h}_{T_d}^{T_d}[u]|_{q=0} = \int \frac{(e^{\frac{\omega}{2} \partial_x} u^1)^{p+2}}{(p+2)!} \, dx = \int \frac{(u^1)^{p+2}}{(p+2)!} \, dx.
\]

Equation (6.18) is proved.

**A.2. Proof of (6.19).** First of all, let us briefly recall the definition of the logarithm \( \log L \) from [CDZ04]. The dressing operators \( P \) and \( Q \):

\[
P = 1 + \sum_{k \geq 1} p_k e^{-k \partial_x}, \quad Q = \sum_{k \geq 0} q_k e^{k \partial_x},
\]

are defined by the following identities in the ring of Laurent series in \( e^{-\epsilon \partial_x} \) and \( e^{\epsilon \partial_x} \) respectively:

\[
L = P \circ e^{\epsilon \partial_x} \circ P^{-1} = Q \circ e^{-\epsilon \partial_x} \circ Q^{-1}.
\]

Note that the coefficients \( p_k \) and \( q_k \) of the dressing operators do not belong to the ring \( \hat{A}_{v^1, v^2} \otimes \mathbb{C}[q, q^{-1}] \) but to a certain extension of it. The logarithm \( \log L \) is defined by

\[
\log L := \frac{1}{2} \left( P \circ \epsilon \partial_x \circ P^{-1} - Q \circ \epsilon \partial_x \circ Q^{-1} \right) = \frac{1}{2} \left( \epsilon Q_x \circ Q^{-1} - \epsilon P_x \circ P^{-1} \right).
\]

Here \( P_x := \sum_{k \geq 1} (\partial_x p_k) e^{-k \partial_x} \) and \( Q_x := \sum_{k \geq 0} (\partial_x q_k) e^{k \partial_x} \). In [CDZ04] (see Theorem 2.1) it is proved that the coefficients of \( \log L \) belong to \( \hat{A}^{[0]}_{v^1, v^2} \otimes \mathbb{C}[q, q^{-1}] \).

Actually, we are going to prove a precise formula for the Hamiltonian \( \tilde{h}_{1,p}^{T_d}[v]|_{q=0} \). From the proof of Theorem 2.1 in [CDZ04] it follows that the coefficients of the operator \( S := -\epsilon P_x \circ P^{-1} \) belong to \( \hat{A}^{[0]}_{v^1, v^2} \otimes \mathbb{C}[q] \). Let \( S^0 := S|_{q=0} \). From [CDZ04] it is also easy to see that the coefficients of \( S^0 \) belong to \( \hat{A}^{[0]}_{v^1, v^2} \).

For a differential polynomial \( f(v^i; \epsilon) \in \hat{A}_{v^i} \), let \( f^{ev}(v^i; \epsilon) := \frac{1}{2} (f(v^i; \epsilon) + f(v^i; -\epsilon)) \). Following [CDZ04] let us introduce operators \( B_+ \) and \( B_- \) by

\[
B_+ := \frac{\epsilon \partial_x}{e^{\epsilon \partial_x} - 1}, \quad B_- := \frac{\epsilon \partial_x}{1 - e^{-\epsilon \partial_x}}.
\]

**Lemma A.1.** We have

\[
\tilde{h}_{1,p}^{T_d}[v]|_{q=0} = \int \left( \frac{(v^1)^{p+1}}{(p+1)!} B_- v^2 + \frac{2}{(p+1)!} \text{Res} \left( (e^{\epsilon \partial_x} + v^1)^{p+1} \circ (S^0 - H_{p+1}) \right)^{ev} \right) \, dx.
\]

**Proof.** We have

\[
\tilde{h}_{1,p}^{T_d}[v] = \int \left( \frac{2}{(p+1)!} \text{Res}(L^{p+1}(\log L - H_{p+1})) \right) \, dx.
\]

Since the coefficients of \( L^{p+1} \) belong to \( \hat{A}^{[0]}_{v^1, v^2} \otimes \mathbb{C}[q] \), we obviously have

\[
\text{Res}(L^{p+1})|_{q=0} = \text{Res} \left( (e^{\epsilon \partial_x} + v^1)^{p+1} \right).
\]

(A.2)
Let us compute the residue $\text{Res}(L^{p+1} \log L)|_{q=0}$. We have $\log L = \frac{1}{2} (\epsilon Q_x \circ Q^{-1} - \epsilon P_x \circ P^{-1})$. As we have already said, the coefficients of $\epsilon P_x \circ P^{-1}$ belong to $\hat{A}^{[0]}_{v^1,v^2} \otimes \mathbb{C}[q]$. Therefore,

$$\text{(A.3)} \quad - \text{Res} \left( L^{p+1} \circ \epsilon P_x \circ P^{-1} \right)|_{q=0} = \text{Res} \left( (e^{\epsilon \partial_x} + v^1)^{p+1} \circ S^0 \right).$$

Let us consider the residue $\text{Res} \left( L^{p+1} \circ \epsilon Q_x \circ Q^{-1} \right)$. From the proof of Theorem 2.1 in [CDZ04] it follows that the coefficients of the operator $\epsilon Q_x \circ Q^{-1}$ belong to $\hat{A}^{[0]}_{v^1,v^2} \otimes \mathbb{C}[q,q^{-1}]$. Note that they contain inverse powers of $q$, so we have to be careful while computing the residue $\text{Res} \left( L^{p+1} \circ \epsilon Q_x \circ Q^{-1} \right)|_{q=0}$. Introduce an operator $\tilde{Q}$ by $\tilde{Q} = 1 + \sum_{k \geq 1} \tilde{Q} e^{k \epsilon \partial_x} := q_0^{-1} Q$. We have

$$\tilde{Q} \circ e^{-\epsilon Q_x} \circ \tilde{Q}^{-1} = \tilde{L}, \quad \text{where} \quad \tilde{L} = q_0^{-1} L \circ q_0.$$

The operator $e^{k \epsilon \partial_x}$ can be interpreted as a shift operator, so, following [CDZ04], we will sometimes denote $e^{k \epsilon \partial_x} f$ by $f(x + k \epsilon)$. We have the following identity (see [CDZ04, eq. 2.21]):

$$\text{(A.4)} \quad \frac{q_0(x)}{q_0(x - \epsilon)} = q e^{\epsilon v^2}.$$

It implies that $\tilde{L} = e^{-\epsilon \partial_x} + v^1 + q e^{v^2(x+\epsilon)} e^{\epsilon \partial_x}$. We can compute that

$$\text{(A.5)} \quad \epsilon Q_x \circ Q^{-1} = \epsilon q_0(q_0)\epsilon^{-1} + q_0 \epsilon \tilde{Q} \circ \tilde{Q}^{-1} \circ q_0^{-1}.$$

We have ([CDZ04, eq. 2.21]) $\frac{(q_0)}{q_0} = q_0 \frac{(x+\epsilon)}{(x-\epsilon)} = v^2 q_0$. Therefore, $\epsilon q_0(q_0) = \frac{\epsilon \tilde{Q} \circ \tilde{Q}^{-1} - v^2}{1 - e^{-\epsilon \partial_x} v^2} = B_v v^2$. We see that $\text{Res}(L^{p+1} \circ \epsilon q_0 q_0^{-1}) \in \hat{A}^{[0]}_{v^1,v^2} \otimes \mathbb{C}[q]$ and

$$\text{(A.6)} \quad \text{Res}(L^{p+1} \circ \epsilon q_0 q_0^{-1})|_{q=0} = \text{Res} \left( (e^{\epsilon \partial_x} + v^1)^{p+1} \circ \epsilon q_0 q_0^{-1} \right) = \frac{(v^1)^{p+1}}{(p+1)!} B_v v^2.$$

It remains to compute $\text{Res}(L^{p+1} \circ q_0 \epsilon \tilde{Q} \circ \tilde{Q}^{-1} \circ q_0^{-1})$. We have

$$\text{Res} \left( L^{p+1} \circ q_0 \epsilon \tilde{Q} \circ \tilde{Q}^{-1} \circ q_0^{-1} \right) = \text{Res} \left( \tilde{L}^{p+1} \circ \epsilon \tilde{Q} \circ \tilde{Q}^{-1} \right).$$

It is easy to relate the operator $\epsilon \tilde{Q} \circ \tilde{Q}^{-1}$ to the operator $S = -\epsilon P_x \circ P^{-1}$. Note that

$$\tilde{L} = L|_{v^2(x) \rightarrow v^2(x-\epsilon)}.$$

Therefore,

$$\epsilon \tilde{Q} \circ \tilde{Q}^{-1} = S|_{v^2(x) \rightarrow v^2(x-\epsilon)}.$$

We immediately see that the coefficients of $\epsilon \tilde{Q} \circ \tilde{Q}^{-1}$ belong to $\hat{A}^{[0]}_{v^1,v^2} \otimes \mathbb{C}[q]$. We get

$$\text{(A.7)} \quad \text{Res} \left( \tilde{L}^{p+1} \circ \epsilon \tilde{Q} \circ \tilde{Q}^{-1} \right)|_{q=0} = \text{Res} \left( (e^{-\epsilon \partial_x} + v^1)^{p+1} \circ (\epsilon \tilde{Q} \circ \tilde{Q}^{-1}) \right)|_{q=0} = \text{Res} \left( (e^{-\epsilon \partial_x} + v^1)^{p+1} \circ S^0 |_{x \rightarrow x-\epsilon} \right) = \text{Res} \left( (e^{\epsilon \partial_x} + v^1)^{p+1} \circ S^0 \right)|_{x \rightarrow x-\epsilon}.$$

Collecting equations (A.2), (A.3), (A.6) and (A.7) we get the statement of the lemma. \hfill \Box

Let us prove equation (6.19). Using the proof of Theorem 2.1 in [CDZ04] it is easy to compute that $S^0 = \sum_{k \geq 1} f_k e^{-k \epsilon \partial_x}$, where $f_k = \frac{(-1)^{k+1}}{k} (v^1)^k + O(\epsilon)$. Therefore, we have

$$\text{Res} \left( (e^{\epsilon \partial_x} + v^1)^{p+1} \circ S^0 \right)|_{\epsilon = 0} = \left( \sum_{i=1}^{p+1} \binom{p+1}{i} \frac{(-1)^{i-1}}{i} \right) (v^1)^{p+1}.$$

Let us denote the sum on the right-hand side by $C_{p+1}$. For $k \geq 1$, we have

$$C_{k+1} - C_k = \sum_{i=0}^{k} \binom{k}{i} \frac{(-1)^i}{i+1} = \sum_{i=0}^{k} \binom{k}{i} (-1)^i \int_0^1 x^i dx = \int_0^1 (1-x)^k dx = \frac{1}{k+1}.$$
Since $C_1 = 1$, we obtain $C_{p+1} = H_{p+1}$. We get
\[
\text{Res} \left( (e^{\varepsilon \frac{\partial_x}{q}} + v^1)^{p+1} \circ (S^0 - H_{p+1}) \right) |_{\varepsilon = 0} = 0.
\]
Using Lemma A.1 we can conclude that
\[
h_{1,p}^{T_d[v]} |_{q=0} = \int \left( \frac{(v^1)^{p+1}}{(p+1)!} B_{-v^2} + \sum_{g \geq 1} \varepsilon^{2g} r_{p,g}(v^1) \right) \, dx,
\]
where $r_{p,g} \in A_u^1$, deg$_{df} r_{p,g} = 2g$. Finally, equation (A.1) implies that
\[
h_{1,p}^{T_d[u]} |_{q=0} = \int \left( \frac{(u^1)^{p+1}}{(p+1)!} u^\omega + \sum_{g \geq 1} \varepsilon^{2g} r_{p,g}(u^1) \right) \, dx.
\]
Equation (6.19) is proved.

A.3. Proof of (6.20). Let us use Lemma A.1. It is not hard to compute the first two coefficients of the operator $S^0$:
\[
S_0 = B_+ v^1 e^{-\varepsilon \partial_x} + \left( \frac{1}{2} B_+ (v^1)^2 - v^1 (x - \varepsilon) B_+ v^1 \right) e^{-2\varepsilon \partial_x} + \ldots.
\]
Therefore, we have
\[
\text{Res} \left( (e^{\varepsilon \frac{\partial_x}{q}} + v^1)^2 \circ S^0 \right) = e^{2\varepsilon \partial_x} \left( \frac{1}{2} B_+ (v^1)^2 - v^1 (x - \varepsilon) B_+ v^1 \right) + (v^1 (x) + v^1 (x + \varepsilon)) e^{\varepsilon \partial_x} B_+ v^1.
\]
Taking the integral we get
\[
\int \text{Res} \left( (e^{\varepsilon \partial_x} + v^1)^2 \circ S^0 \right) \, dx = \int \left( \frac{(v^1)^2}{2} - v^1 (x - \varepsilon) B_+ v^1 + (v^1 + v^1 (x + \varepsilon)) e^{\varepsilon \partial_x} B_+ v^1 \right) \, dx = \int \left( \frac{(v^1)^2}{2} + v^1 B_+ v^1 \right) \, dx.
\]
Let us take the even part:
\[
\int \left( \frac{(v^1)^2}{2} + v^1 B_+ v^1 \right) \, dx = \int \left( \frac{1}{2} (v^1)^2 + \frac{1}{2} v^1 (x - \varepsilon) e^{\varepsilon \partial_x} + e^{\varepsilon \partial_x} - e^{\varepsilon \partial_x} v^1 \right) \, dx = \int \left( \frac{3}{2} (v^1)^2 + \sum_{g \geq 1} \varepsilon^{2g} v^1 B_{2^g} \right) \, dx.
\]
We get $h_{1,1}^{T_d[v]} |_{q=0} = \int \left( \frac{(v^1)^2}{2} B_{-v^2}^2 + \sum_{g \geq 1} \varepsilon^{2g} v^1 \left( B_{2^g} \right) v^1 \right) \, dx$ and, therefore,
\[
h_{1,1}^{T_d[u]} |_{q=0} = \int \left( \frac{(u^1)^2}{2} \omega + \sum_{g \geq 1} \varepsilon^{2g} B_{2^g} u^\omega \right) \, dx.
\]
Equation (6.20) is proved.

A.4. Proof of (6.21). We have
\[
\overline{h}_{\omega,0}^{T_d[v]} = \int \frac{1}{2} \text{Res} \left( (e^{\varepsilon \frac{\partial_x}{q}} + v^1 + q e^{2\varepsilon \frac{\partial_x}{q}}) \right) \, dx = \int \left( \frac{(v^1)^2}{2} + q e^{v^2} \right) \, dx.
\]
Using (A.1) we get $\overline{h}_{\omega,0}^{T_d[u]} = \int \left( \frac{(u^1)^2}{2} + q e^{S(\varepsilon \partial_x) u^\omega} \right) \, dx$. Finally, if we apply Lemma 6.1, we obtain
\[
\overline{h}_{\omega,0}^{T_d[u]} = \int \left( \frac{(u^1)^2}{2} + q \left( e^{S(\varepsilon \partial_x) u^\omega} - u^\omega \right) \right) \, dx.
\]
Equation (6.21) is proved.
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