Vortex spin valve on a topological insulator
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Spin-valve structures are usually associated with the ability to modify the resistance of electrical currents. We here demonstrate a profoundly different effect of a spin-valve. In combination with a topological insulator and superconducting materials, we show that a spin-valve can be used to toggle quantum vortices in and out of existence. In the antiparallel configuration, the spin valve causes superconducting vortex nucleation. In the parallel configuration, however, no vortices appear. This switching effect suggests a new way to control quantum vortices.
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I. INTRODUCTION

Topological insulators (TI) are fascinating materials which are insulating in their bulk, but have topologically protected conducting surface states [1]. When a conventional $s$-wave superconductor is placed in contact with a topological insulator, the superconducting correlations induced on the TI surface gain a topological character [2]. This may give rise to a range of exotic phenomena, such as the appearance of Majorana bound states at vortices [3], which provides an exciting avenue toward non-Abelian statistics and topological quantum computation [4].

A particularly interesting property of the surface states of a TI is the presence of spin–momentum locking. By proximity coupling both superconducting and ferromagnetic elements to the topological insulator, this may be used to create complex supercurrent density distributions [5]. A key observation is that the exchange field enters the Hamiltonian for the surface states of a TI in the same way as the magnetic vector potential does, due to the spin–momentum locking. Because of this, one might expect that quantum vortices with a phase-winding could be induced by an exchange field alone on the surface of a TI in contact with a superconductor, without the need of any external magnetic flux. The study of superconducting vortices induced in nonsuperconducting materials via proximity has recently attracted attention both theoretically [5–9] and experimentally [10].

In this paper, we show that a spin-valve structure combined with a topological insulator and superconducting materials can be used to toggle quantum vortices in and out of existence. These vortices behave in the exact same way as conventional proximity-induced vortices in superconducting heterostructures, except for the crucial difference of being generated by an inhomogeneous in-plane exchange field, rather than the orbital effect of an applied magnetic flux. Indeed, we will show that vortex nucleation may be understood in terms of the presence of an effective flux created by the exchange field, completely analogously to the flux produced by a magnetic vector potential. An advantage of using an exchange field to generate vortices is that it provides greater freedom in studying inhomogeneous effective flux densities than is possible with an applied perpendicular magnetic field, and hence may give rise to more complex vortex patterns. The spin valve consists of two ferromagnetic layers which can be either in a parallel (P) or antiparallel (AP) configuration. In the P configuration, the spin valve does not cause superconducting vortex nucleation. In contrast, vortices can exist in the AP configuration. This switching effect suggests a new way to control quantum vortices in heterostructures. The precise conditions under which this can occur will be detailed below.

II. THEORY AND MODEL

To demonstrate the spin-valve effect, we consider the system shown in Fig. 1. Two superconductors are placed on top of a topological insulator, maintaining a good electrical contact to induce a measurable proximity effect. This can, for instance, be a Nb-Bi$_2$Te$_3$-Nb heterostructure, in which the presence of a Josephson effect has been experimentally verified [11]. Between the superconductors is placed a pair of ferromagnets. This creates an effective SFS Josephson weak link on the two-dimensional surface of the TI via the proximity effect. The distance between the superconductors is $L = 2\xi$, where $\xi$ is the superconducting coherence length, which is assumed to also be the width of the system. The exchange field in the ferromagnet is directed along the $x$ axis (between the superconductors). The magnitude of the exchange field is constant in the $x$ direction, but can be toggled between either a P or AP configuration. Such a system can be experimentally designed by separating the two ferromagnets by a thin nonmagnetic spacer layer. If the ferromagnets have different coercive fields, one may toggle between configurations, for instance, by heating the system to above the critical temperature of the superconductors, $T_c$, apply a magnetic field in the $x$ direction large enough to switch the magnetization in one of the layers, and then cool the system to below $T_c$. To ensure different coercive fields, the ferromagnets may either be different materials or have different sizes.

The surface of the three-dimensional diffusive topological insulator here considered may be described by using quasiclassical theory [12,13]. In the following, we use units
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where $\hbar = 1$. In equilibrium, all physical observables may be computed from the $2 \times 2$ retarded Green’s function

$$G = \begin{pmatrix} g & f \\ \bar{f} & -g \end{pmatrix},$$

(1)

where $g$ and $f$ are the normal and anomalous Green’s functions, respectively, and $\bar{f}(\varepsilon) = f^*(-\varepsilon)$. $G$ has structure only in particle–hole space, and the spin structure has been factored out by a unitary transformation to take the spin–momentum locking into account. A detailed description of this procedure is given in Ref. [14]. In the diffusive limit, the Green’s function is governed by the Usadel equation [15]

$$2D\hat{\nabla} \cdot (G\hat{\nabla} G) = [\varepsilon \sigma_3, G],$$

(2)

where $\hat{\nabla} G = \nabla G - \frac{i}{\varepsilon}[h\sigma_3, G]$, $h$ is the in-plane exchange field, $D$ is the diffusion constant, $\varepsilon$ is the quasiparticle energy, $v_F$ is the Fermi velocity, and $\sigma_3$ is the third Pauli matrix. We solve Eq. (2) in the region of the TI located between the superconductors, which we consider as large enough to be described by their bulk expressions, $G_{\mathrm{BCS}}$, as given in Ref. [14]. The numerical method we employ is described in detail in Ref. [16], and only slight modifications are necessary to adapt it to topological insulators. We neglect the inverse proximity effect, which is a good approximation as long as the Fermi level $\mu_{\mathrm{TI}}$ in the TI is substantially different from $+\sqrt{2m v_F^2 \mu_S}$, where $m$ and $\mu_S$ are the electron mass and Fermi level in the superconductor, respectively [17]. We further assume transparent boundary conditions to the superconductors, while the vacuum interfaces are described by the Neumann boundary condition $\hat{\nabla} G = 0$. We note in particular that the in-plane exchange field enters Eq. (2) in precisely the same way as does the vector potential in a normal metal. A consequence of this is that the system will react to a spatial variation in $h$ in the same way as if an effective flux $\Phi_h = \int_A \nabla \times h \, dr$ is applied, where $A$ is the area of the TI surface. This means that for a sufficiently large inhomogeneous exchange field, vortices may appear. Note that for a curl-free inhomogeneous $h$, vortices do not appear. An analogy to an SNS junction with a uniform applied magnetic flux is found by considering an exchange field $h = -h_0 y \hat{x}$. In the Fraunhofer limit, where the width of the junction (in the $y$ direction) is much larger than its length, the number of vortices in the system is equal to the number of flux quanta that is applied. The relevant flux quantum for the exchange-field-induced vortices in the present paper is then $\Phi_0 = \pi v_F$. The square geometry of the system studied herein influences the number and position of the vortices. However, the number of flux quanta produced by the effective flux $\Phi_h$ still remains a good estimate for the number of vortices.

From the retarded Green’s function, $G$, the density of states, normalized by its value at the Fermi level, may be computed as $N(r, \varepsilon) = \mathrm{Re} g(r, \varepsilon)$, with $g(r, \varepsilon)$ defined in Eq. (1). Furthermore, the pair correlation in the TI, which is a measure of the strength of the superconducting correlations induced by the proximity effect, may be computed from

$$\Psi(r) = N_0 \int d\varepsilon \left[ f(r, \varepsilon) - f(r, -\varepsilon) \right] \tanh \frac{\beta \varepsilon}{2},$$

(3)

where $\beta = 1/k_B T$, $T$ is the temperature and $N_0$ is the density of states at the Fermi level. Finally, the current density is given as

$$J(r) = J_0 \int d\varepsilon \, \mathrm{Re} \left[ f \nabla \tilde{f} - \tilde{f} \nabla f - \frac{4i}{v_F} h \bar{f} \tilde{f} \right] \tanh \frac{\beta \varepsilon}{2},$$

(4)

with $J_0 = N_0 e D$.

### III. Results and Discussion

We consider an in-plane exchange field and set $h = h_0 (y) \hat{x}$. The necessary (but not sufficient) requirement for inducing vortices is then that $\partial_y h \neq 0$. To be specific, we assume that the AP configuration of the ferromagnets induces an antisymmetric exchange field with a spatial variation given by $h = h_0 \tanh(\alpha y/L) \hat{x}$, where $\alpha$ is a shape factor which determines the size of the transition region. We note that the size of the effective flux $\Phi_h$, and thus the net number of vortices introduced, does not depend on the specific shape of the exchange field since, by the fundamental theorem of calculus, $\Phi_h = L [h(L/2) - h(-L/2)]$. To model the P configuration, a constant exchange field $h = h_0 \hat{x}$ is assumed.

The two configurations show markedly different behaviors, as is shown in Fig. 2 where we set $\alpha = 20$ (the results are qualitatively the same for all $\alpha \gg 1$, which corresponds to the magnetization saturating before it reaches the outer edges of the magnetic regions). The uniform exchange field in the P configuration introduces a phase shift between the superconductors, so that a net supercurrent flows between them. Otherwise, the system is unaffected. The pair correlation decays towards the center of the TI, but remains nonzero everywhere, as seen in Fig. 2(a). In the AP configuration, there is no net current due to the antisymmetry of the exchange field, which induces an antisymmetric current-density distribution. Furthermore, the exchange field produces a net effective flux $\Phi_h \approx 2h_0 L$, which may cause vortex nucleation. This is shown in Fig. 2(b) for $h_0 = 2 v_F / \xi$. In this case, two vortices appear along the $x$ axis—the region of largest effective flux density. Figures 2(c) and 2(d) show the spatial distribution of the density of states at zero energy for the two configurations. In the P configuration, $N(r, 0)$ is clearly uniformly...
\[ J \sim \nabla \phi. \] The x component, \( J_x \), is antisymmetric about the x axis due to the antisymmetric exchange field. It therefore vanishes along the x axis. The y component on the other hand, must change direction as one moves along the x axis from one vortex to the other. \( J_y \) is therefore zero in the origin as well. This means that the magnitude of the current is zero at this point, thereby producing the observed current pattern. We emphasize that this eddy is not topologically protected, and may be removed by minor perturbations of the exchange field.

The behavior of the vortices is greatly influenced by the symmetries of the system. The model considered herein is symmetric about the y axis, and either symmetric or antisymmetric about the x axis, depending on the applied exchange field. This means that a single vortex pair can only be located on symmetrically opposite sides of the origin, along either the x or the y axis without breaking the symmetries of the system. For an increasing exchange field amplitude, \( h_0 \), the AP configuration will lead to the appearance of an increasing number of vortices. The vortices enter the system from the vacuum edges, and must do so in pairs from opposite sides. Due to the low flux density near the vacuum edges, even the slightest additional increase in \( h_0 \) will cause the vortices to translate along the y axis, meet at the origin, and stabilize at a location along the x axis, as shown in Fig. 2. As \( h_0 \) is increased further, vortices accumulate along the x axis. This will, in turn, result in a complete suppression of the density of states in their vicinity, whereas superconductivity will still be present closer to the vacuum edges. We point out that while the present discussion relies on the symmetry, the asymmetry is not crucial to observe the spin-valve effect. Indeed, if the superconducting leads are given a phase difference, for instance by applying a current bias, so that a net supercurrent flows between them, the vortex positions are only slightly perturbed. This is in contrast to the behavior of conventional SNS Josephson weak links with an applied magnetic flux, where a phase difference leads to a transversal shift of the vortex positions [6,7].
The exchange field induced on the topological insulator is assumed generated by two separate ferromagnets with an intermediate spacer layer. In the P configuration, this will likely create a suppression of the induced exchange field beneath the spacer. The resulting $\delta, h_0 \neq 0$ could in itself induce vortices in the system, in addition to the switching-effect we have described above. To investigate this, we consider a P exchange field $h(y) = h_0[1 + 0.5(tanh[\alpha(y/L - \delta)] - tanh[\alpha(y/L + \delta)])]$, where $\delta$ is another shape factor indicating the width of the central dip in $h(y)$. The exchange field is plotted along the transversal direction $y$ for increasing $\delta$ in Fig. 4(a). Since the exchange field is symmetric, the effective flux $\Phi_1 = 0$. Nonetheless, topological excitations in the form of vortex–antivortex pairs may be induced. It is clear that this can happen if an effective flux greater than $\Phi_0$ passes through any subdomain of the system within which vortex nucleation is allowed by symmetry. The central dip in the exchange field will cause vortices to nucleate where $\nabla \times h$ is largest and positive, at $y = \delta L$, whereas antivortices will nucleate at $y = -\delta L$, where the largest negative effective flux density is found. To conserve the symmetry of the system, a single vortex–antivortex pair must appear along the $y$ axis. The first appearance of such a pair may therefore be gauged from the zero-energy density of states along this line, as is shown in Fig. 4(b). It is seen that $N$ remains gapped for a sufficiently small dip, as exemplified by $\delta = 0.05$ and $\delta = 0.1$. This shows that the vortex spin-valve effect is robust against small deviations from a constant exchange field due to the presence of the spacer layer. For $\delta = 0.2$, however, a vortex–antivortex pair appears, and the gap in the density of states closes. This is verified from the phase of the pair correlation, shown in Fig. 4(c), where the two vortices along the $y$ axis are seen to have opposite windings.

IV. CONCLUSION

We have considered a Josephson weak link made on the surface of a topological insulator, onto which is proximity coupled two ferromagnets separated by a spacer. By using microscopic calculations, we have shown that it is possible to switch vortices on and off in this system solely by toggling between an AP and P configuration of the ferromagnets, respectively. We further show that this vortex spin-valve effect is robust against small deviations in the induced exchange field caused by the spacer layer.

An interesting direction for future work would be to study the effect of an electrically induced phase gradient in the superconducting leads, which has recently been shown to generate vortices in proximitized normal metals [9].
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