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Abstract
The problem widely known as Moser’s Square Packing Problem asks for the smallest area \( A \) such that for any set \( S \) of squares of total area 1, there exists a rectangle \( R \) of area \( A \) into which the squares in \( S \) permit an internally-disjoint, axis-parallel packing. It was formulated by Moser [9] in 1966 and remains unsolved so far. The best known lower bound of \( \frac{2 + \sqrt{3}}{3} \leq A \) is due to Novotný [10] and has been shown to be sufficient for up to 11 squares by Platz [13], while Hougardy [1] and Ilhan [2] have established that \( A < 1.37 \).

In this paper, we reduce Moser’s Square Packing Problem to a problem on a finite set of squares in the following sense: We show how to compute a natural number \( N \) such that it is enough to determine the value of \( A \) for sets containing at most \( N \) squares with total area 1.
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1 Introduction

In 1966, Leo Moser [9] asked for the minimum area $A$ such that for any (possibly infinite) set $S$ of squares of total area 1, there exists a rectangle $R$ of area $A$ and an axis-parallel, internally disjoint packing of $S$ into $R$ (see Figure 1). The fact that the problem under consideration indeed produces a minimum instead of just an infimum follows from a result by Martin [6].

The first bounds on the value of the area $A$ asked for in the problem definition were provided by Moon and Moser [8] in 1967, showing that $1.2 < A \leq 2$. While the lower bound arises by studying the case of two squares, the upper bound can be proven by considering a packing that accommodates the squares in horizontal layers in order of magnitude. The latter idea was generalized by Meir and Moser [7] to prove that for any dimension $k > 0$, there exists an axis-parallel, internally disjoint packing of a (possibly infinite) set of $k$-dimensional hypercubes with edge lengths given by $x_1 \geq x_2 \geq \ldots$ and finite total volume $V$ into a rectangular parallelepiped with edge lengths $a_1, \ldots, a_k$ satisfying $a_j \geq x_1$ for all $j = 1, \ldots, k$ as well as

$$x_1^k + \prod_{j=1}^{k}(a_j - x_1) \geq V. \quad (1)$$

The special case $k = 2$ has found several applications in subsequent works, see for example [1] or [11].

In 1970, Kleitman and Krieger [3] proved that any set of squares of total area 1 can be packed into a rectangle with edge lengths $1$ and $\sqrt{3}$, which in particular implies an upper bound of $A \leq \sqrt{3} < 1.733$. Moreover, five years later, they showed that a rectangle of edge lengths $\frac{2}{\sqrt{3}}$ and $\sqrt{2}$ (and area $\frac{1}{\sqrt{6}} < 1.633$) can accommodate any finite set of squares of total area 1 [4], which was generalized to the case of possibly infinite families of squares by Zernisch [14] in 2012.

The best known lower bound of $2 + \sqrt{3}$, which is actually believed to be the correct answer to the problem, was provided by Novotný [10] in 1995, who considered an instance consisting of one square of area $s_1^2 = \frac{1}{2}$ and three squares of area $s_2^2 = s_3^2 = s_4^2 = \frac{1}{6}$ (see Figure 2). For packing up to 5 squares, he proved that an area of $2 + \sqrt{3}$ indeed suffices [12], which was extended to up to 11 squares by Platz [13]. Moreover, using the results obtained in [7] and [4], Novotný [11] proved an upper bound of $A < 1.53$ for the general case of possibly infinitely many squares.

The best known upper bound of $A < 1.37$ is due to Hougardy [1] and Ilhan [2]. They employed a computer-aided case distinction, where various packing routines are applied to accommodate the largest first squares and a rectangle meeting the criterion [1] containing the remaining ones. In doing so, Hougardy [1] first proved an upper bound of $A < 1.40$, which was then refined to first 1.39 and later 1.37 in cooperation with Ilhan [2] by using a different set of packing methods.
In this paper, we present a general approach that allows us to reduce the task of showing that any set of squares of total area 1 can be packed into a rectangle of area $\frac{2 + \sqrt{3}}{3} \leq F \leq 1.37$ to the problem of proving this statement for finite sets containing at most $N$ squares, where $N$ is a natural number that can be easily computed.

In a similar spirit, Liu [5] has shown (among other results) that for each infinite set of squares $S = \{S_1, S_2, \ldots\}$ of total area 1, the minimum area of a rectangle into which the finite subset $\{S_1, S_2, \ldots, S_n\}$ of $S$ can be packed axis-parallel and internally disjoint converges to the minimum area of a rectangle able to accommodate all of the squares in $S$ as $n$ approaches $\infty$. This is a relatively straightforward consequence of the Meir-Moser Theorem.

However, the strategy applied by Liu can only be used to reduce the infinite problem to a finite one within a certain error rate. More precisely, both

- considering a packing of $S_1, \ldots, S_n$ into some rectangle $R$ of area $F$ and then slightly inflating $R$ to ensure that an additional rectangle being able to accommodate the remaining squares due to (1) can be packed as well or
- packing all of the squares $S_n, S_{n+1}, \ldots$ into some larger square $S_n'$ meeting the requirements of (1)

will inevitably increase the total area of objects to be packed from 1 to $1 + \epsilon$ for some $\epsilon > 0$.

Therefore, these approaches only allow to deduce an area bound of $F \cdot (1 + \epsilon)$ for a packing of a possibly infinite set of squares from an area bound of $F$ established for some finite case.

The same problem also seems to be inherent in the previous attempts to achieve improved upper bounds since most of them rely on the application of (1) to get down to a finite number of rectangular objects to be packed.

In order to overcome this difficulty, instead of trying to pack a finite sub-collection of "large" squares together with an additional rectangle containing the "small" ones, we consider a packing that only respects the "large" squares and then show how to fit the remaining squares into the arising whitespace. The latter is defined to be the closure of the set of points in the enclosing rectangle that are not covered by any of the squares already packed (see Definition 5).

Note that a similar argument also appears in [13], proving that an area of $\frac{2 + \sqrt{3}}{3}$ suffices to pack sets consisting of at most 11 squares of total area 1. In this context, the area of a largest square present in the whitespace arising from a packing of $n$ squares into a rectangle of the desired area $F$ is bounded from below by some constant $a_n$ depending only on $n$ (and $F$).

This allows to inductively reduce the case where the smallest edge length occurring among those of the finitely many squares considered is less than $a_n$ to the case where the number of squares is one less. However, the bounds presented in [13] are too weak to be applicable in the sort of argument we aim at.

Therefore, in the following section, we will first see how to produce sufficient bounds on the size of squares that can be accommodated within the whitespace, and then see how to apply these in order to obtain the desired result.

2 Reduction to a Finite Number of Squares

Let a target area $F \geq \frac{2 + \sqrt{3}}{3}$ be given. This section shows how to compute a natural number $N(F)$ with the following property: If for any set of at most $N(F)$ squares of total area 1, there exists a rectangle of area $F$ into which these squares can be packed axis-parallel and internally disjoint, then the same statement holds for any, possibly infinite set of squares of total area 1.

From the way we compute $N(F)$, it is not hard to see that $N := \max\{N(F), F \in [\frac{2 + \sqrt{3}}{3}, 1.37]\}$
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Figure 2 The lower bound example provided by Novotný.

exists and is attained by \( N\left(\frac{2+\sqrt{3}}{3}\right) > 4 \). Note that these properties already imply that if we denote the correct answer to Moser’s Square Packing Problem (when restricted to finite sets containing at most \( N \) squares) by \( A(A') \), then \( A = A' \):

First, \( A < 1.37 \) by [2]. Furthermore, we clearly have \( A' \leq A \): If for any set of squares of total area 1, there is a rectangle of area \( A \) into which the given squares permit an axis-parallel, internally disjoint packing, then this in particular also holds for any set of at most \( N \) squares of total area 1. Hence, \( A' \leq A < 1.37 \).

Conversely, the fact that \( N > 4 \) additionally implies that \( \frac{2+\sqrt{3}}{3} \leq A' \) since the example yielding this lower bound consists of four squares [10]. But now, by our choice of \( N \), we must have \( N(A') \leq N \) since \( \frac{2+\sqrt{3}}{3} \leq A' < 1.37 \). As a consequence, by definition of \( A' \), we know that for any set of at most \( N(A') \) squares of total area 1, there is a rectangle of area \( A' \) in which the squares can be accommodated. By our choice of \( N(A') \), this yields \( A \leq A' \). Hence, we obtain \( A = A' \) and \( N \) possesses the desired property.

In order to determine numbers \( N(F), F \in \left[\frac{2+\sqrt{3}}{3}, 1.37\right] \) as promised, we first note that without loss of generality, we can assume a set of squares of total area 1 to be given by a non-increasing sequence \( s_1 \geq s_2 \geq \ldots \) of non-negative edge lengths satisfying \( \sum_{i=1}^{\infty} s_i^2 = 1 \). This is because for any set \( S \) of squares of total area 1, the number of squares in \( S \) with edge lengths in \( \left[\frac{1}{n+1}, \frac{1}{n}\right] \) for some fixed positive integer \( n \) must be finite, and squares of edge length zero do not influence the packing task. For a given sequence \( s_1 \geq s_2 \geq \ldots \), we denote the corresponding squares by \( S_1, S_2, \ldots \).

We further observe that if \( s_1 \) is small enough, the criterion established by Meir and Moser provides a packing of \( S \) into a rectangle of area \( F \), so we can assume that \( s_1 \) is greater than a certain constant. Next, we show that there exists constants \( N_0(F) \) and \( c(F) \) with the following properties: If the total area of the squares with indices \( N_0(F) + 1, N_0(F) + 2, \ldots \) amounts to more than \( c(F)^2 \), (implying that the total area of the first \( N_0(F) \) largest squares is less than \( 1 - c^2(F) \) ) then their edge lengths must be "small" and they can, therefore, be packed "efficiently". On the other hand, if the total area of \( S_{N_0(F)+1}, S_{N_0(F)+2}, \ldots \) is at most \( c(F)^2 \), then we also know that there must be some \( N_0(F) + 1 \leq n \leq \lfloor c^2 \cdot N_0(F) \rfloor \) such that \( s_n \leq \frac{1}{\sqrt{n}} \). For such \( n \), we show that for any packing of the first \( n \) squares into a rectangle of area \( F \), the remaining squares can be accommodated in the arising whitespace (see Definition [5]). This implies that it suffices to consider sets of at most \( N(F) := \lfloor c^2 \cdot N_0(F) \rfloor \) squares to find the correct answer to Moser’s Square Packing Problem.

The remainder of this section provides the omitted details. We first restate the following, already mentioned results by Meir, Moon and Moser because we need them for the subsequent arguments.

Theorem 1 (Moon, Moser [8]). Any set of squares of total area \( V \) and with maximum occurring edge length \( x \) can be packed into any rectangle with edge lengths \( a_1 \) and \( a_2 \) satisfying \( \min\{a_1, a_2\} \geq x \) and \( 2 \cdot V \leq a_1 \cdot a_2 \).
Figure 3 Visualization of the condition established by Meir and Moser. The picture does not indicate the packing strategy applied to prove the respective result.

Theorem 2 (Meir, Moser [7]). Any set of squares with total area $V$ and maximum occurring edge length $x$ can be packed into any rectangle with edge lengths $a_1$ and $a_2$ satisfying $\min\{a_1, a_2\} \geq x$ and $V \leq x^2 + (a_1 - x) \cdot (a_2 - x)$.

Corollary 3. Let $F > 1$, $V > 0$ and $C > 0$. Then any set of squares of total area $V$ and with maximum edge length at most $(F-1)V/C$ fits into any rectangle with edge lengths $a_1$ and $a_2$ satisfying $F \cdot V = a_1 \cdot a_2$ and $a_1 + a_2 \leq C$.

Proof. Let $x$ denote the maximum edge length among the given squares and let $a_1$ and $a_2$ be as in the statement of the corollary. First, note that

$$x \leq \frac{(F-1)V}{C} \leq \frac{FV}{C} \leq \frac{a_1 \cdot a_2}{a_1 + a_2} \leq \min\{a_1, a_2\}.$$ 

Moreover, $x \cdot (a_1 + a_2) \leq \frac{(F-1)V}{C} = (F-1)V$. Hence,

$$x^2 + (a_1 - x) \cdot (a_2 - x) = 2x^2 + a_1 \cdot a_2 - x \cdot (a_1 + a_2) \geq 2 \cdot 0 + FV - (F-1)V = V,$$

so Theorem 2 yields the claim. ◼

Let $F \geq 2 + \sqrt{3}/3$ be fixed.

Proposition 4. Let $(s_i)_{i \in \mathbb{N}^+}$ be a non-increasing sequence of non-negative numbers such that $\sum_{i=1}^{\infty} s_i^2 = 1$.

If $s_1 \leq \frac{1}{10}$, then there exists an internally disjoint packing of the squares with edge lengths $(s_i)_{i \in \mathbb{N}^+}$ into a square of edge length $\sqrt{F}$.

Proof. We have $\sqrt{F} \geq \sqrt{2 + \sqrt{3}/3} > \frac{11}{10} > \frac{1}{4} \geq s_1$ and, hence, also $\sqrt{F} - s_1 > 1$. Therefore, we get $s_1^2 + (\sqrt{F} - s_1)^2 > 1$, so Theorem 2 yields the claim. ◼

Definition 5 (whitespace). Let a closed rectangle $R$ and a set $S$ of closed squares be given, such that each of the squares in $S$ is contained within $R$ and the interiors of two distinct squares from $S$ do not intersect. We define the whitespace $\text{whitespace}(R, S)$ arising from this packing of the squares in $S$ into $R$ to equal

$$\text{whitespace}(R, S) := R \setminus \bigcup_{s \in S} s,$$

where for a set $A$ of points in the Euclidean plane, $\overline{A}$ denotes its topological closure.
Reducing Moser’s Square Packing Problem to a Bounded Number of Squares

Lemma 6. Let \( c := \sqrt{\left( \frac{1}{10} \right)^2 + \frac{c^2}{10}} \). Then for \( n \geq \max\{ (10F + \frac{1}{10})^2, 100c^2 \} \) and any packing of \( n \) squares of total area at most 1 into a rectangle with edge lengths \( \frac{1}{10} \leq W \leq H \) and area \( W \cdot H = F \), any set of squares of total area at most \( c^2 \) and maximum edge length at most \( \frac{1}{\sqrt{n}} \) permits an axis-parallel, internally disjoint packing into the arising whitespace.

Proof. Let \( n \geq \max\{ (10F + \frac{1}{10})^2, 100c^2 \} \) be a natural number and let \( n \) squares \( S_1, \ldots, S_n \) with edge lengths \( s_1, \ldots, s_n \) and total area at most 1 be given. Consider a packing of these squares into an enclosing rectangle \( R \) with edge lengths \( \frac{1}{10} \leq W \leq H \) and area \( F \).

Moreover, let a set of squares of total area at most \( c^2 \) and maximum edge length at most \( \frac{1}{\sqrt{n}} \) be given by a sequence \( \frac{1}{\sqrt{n}} \geq s_{n+1} \geq s_{n+2} \geq \ldots \). For a finite set, we have \( s_j \) = 0 from some point on.

Let \( k \geq n + 1 \) and assume that squares of edge lengths \( s_{n+1}, \ldots, s_{k-1} \) have already been accommodated within the whitespace. Our goal is to find a lower bound on the area of the set of points in \( R \) that serve as potential midpoints for squares of edge length \( s_k \) contained in the remaining whitespace. If we can provide a positive lower bound on the area of the set of potential square midpoints for each \( k \geq n + 1 \) for which \( s_k > 0 \), this in particular implies that this set will never be empty. Hence, we can inductively construct a packing of the squares with edge length \( s_{n+1} \geq s_{n+2} \geq \ldots \) into the whitespace by always placing the next square at the lexicographically minimum feasible position. The latter exists as the space of feasible positions is compact.

Let \( k \geq n + 1 \) such that \( s_k > 0 \) and assume that squares \( (S_i)_{i=n+1}^{k-1} \) with edge lengths \( (s_i)_{i=n+1}^{k-1} \) have been placed axis-parallel and internally disjoint within the whitespace. Observe that the square of edge length \( s_k \) with midpoint \( p \in R \) is contained within the (remaining) whitespace if and only if the \( l_\infty \)-distance of \( p \) to each of the \( S_i \) for \( i = 1, \ldots, k - 1 \) and to the boundary of \( R \) is at least \( \frac{s_k}{2} \). For \( i = 1, \ldots, k - 1 \), let \( S_i' \) denote the square arising from \( S_i \) by extending it \( \frac{s_k}{4} \) in positive and negative \( x \)- and \( y \)-direction and let \( F_i := S_i' \setminus S_i \) for \( i = 1, \ldots, n \).

Moreover, let \( R' \) be the rectangle with edge lengths \( W - s_k \) an \( H - s_k \) lying centered within \( R \) (note that \( s_k \leq \frac{1}{\sqrt{n}} \leq \frac{1}{10} \leq W \leq H \) by our choice of \( n \)) and let further \( F_R := R \setminus R' \). Then, for a point \( p \) openly contained in the original whitespace, the square with midpoint \( p \) and edge length \( s_k \) is contained in the remaining whitespace after additionally packing \( (S_i)_{i=n+1}^{k-1} \) if and only if \( p \) is not openly contained within any of the frames \( F_i \) for any of the squares \( (S_i')_{i=n+1}^{k-1} \), or the frame \( F_R \) inscribed into \( R \). Figure 4 illustrates the case \( k = n + 1 \). In particular, as the area of the (original) whitespace is at least \( F - 1 \), the area of the set \( M \) of potential midpoints of whitespace squares amounts to

\[
\text{area}(M) \geq F - 1 - \sum_{i=1}^{n} \text{area}(F_i) - \text{area}(F_R) - \sum_{i=n+1}^{k-1} \text{area}(S_i').
\]

We have

\[
\text{area}(F_i) = 4 \cdot s_i \cdot \frac{s_k}{2} + 4 \cdot \left( \frac{s_k}{2} \right)^2 = 2 \cdot s_k \cdot s_i + s_k^2
\]

and

\[
\text{area}(F_R) = 2 \cdot (H + W) \cdot \frac{s_k}{2} - 4 \cdot \left( \frac{s_k}{2} \right)^2 = (H + W) \cdot s_k - s_k^2.
\]

By the inequality between arithmetic and quadratic mean, we know that

\[
\frac{\sum_{i=1}^{n} s_i}{n} \leq \sqrt{\frac{\sum_{i=1}^{n} s_i^2}{n}} \leq \sqrt{\frac{1}{n}} \quad \Rightarrow \quad \sum_{i=1}^{n} s_i \leq \sqrt{n}.
\]
Figure 4 The white area that is not shaded remains feasible for midpoints of whitespace squares.

We further have $H = \frac{F}{10}$ and $W \in \left[\frac{1}{10}, \sqrt{F}\right]$ since $\frac{1}{10} \leq W \leq H$, so by convexity of the function $\left[\frac{1}{10}, \sqrt{F}\right] \rightarrow \mathbb{R}^+; W \mapsto W + \frac{F}{10}$, which attains its minimum at $\sqrt{F}$ and is, therefore, monotonically decreasing, it follows that

$$W + H \leq \frac{1}{10} + \frac{F}{10} = 10F + \frac{1}{10} \leq \sqrt{n},$$

where the last inequality is implied by our choice of $n$. Moreover,

$$\sum_{i=n+1}^{k-1} \text{area}(S'_i) = \sum_{i=n+1}^{k-1} (s_i + s_k)^2 \leq \sum_{i=n+1}^{k-1} (2s_i)^2 = 4 \sum_{i=n+1}^{k-1} s_i^2 \leq 4(c^2 - s_k^2),$$

because the sequence $(s_i)_{i \geq n+1}$ is non-increasing. Hence, we obtain

$$\text{area}(M) \geq F - 1 - \sum_{i=1}^{n} (2 \cdot s_i \cdot s_k + s_k^2) - ((W + H) \cdot s_k - s_k^2) - 4(c^2 - s_k^2)$$

$$\geq F - 1 - 2\sqrt{n} \cdot s_k - n \cdot s_k^2 - \sqrt{n} \cdot s_k + s_k^2 - 4c^2 + 4s_k^2$$

$$> F - 1 - 4c^2 - 3\sqrt{n} \cdot s_k - n \cdot s_k^2$$

and we need to see that the latter term is non-negative whenever $s_k > 0$. To this end, we first want to show that our choice of $c$ implies

$$4 \cdot c^2 \leq F.$$ (2)
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We have
\[ 4 \cdot c^2 \leq F \]  
\[ \Leftrightarrow 4 \cdot \left( \sqrt{\left(3 \cdot \frac{1}{10}\right)^2 + \frac{F-1}{5} - \frac{3}{10}} \right)^2 \leq F \]
\[ \Leftrightarrow 4 \cdot \left( \frac{3}{10} + \frac{F-1}{5} \right) - 8 \cdot \sqrt{\left(\frac{3}{10}\right)^2 + \frac{F-1}{5} \cdot \frac{3}{10} + 4 \cdot \left(\frac{3}{10}\right)^2} \leq F \]
\[ \Leftrightarrow \frac{9}{25} + \frac{4}{5} \cdot F - \frac{4}{5} + \frac{9}{25} \leq F + \frac{12}{5} \cdot \sqrt{\left(\frac{3}{10}\right)^2 + \frac{F-1}{5}} \]
\[ \Leftrightarrow \frac{18}{25} \cdot \frac{20}{25} \leq F + \frac{12}{5} \cdot \sqrt{\left(\frac{3}{10}\right)^2 + \frac{F-1}{5}} \]
\[ \Leftrightarrow \frac{-2}{25} \leq F + \frac{12}{5} \cdot \sqrt{\left(\frac{3}{10}\right)^2 + \frac{F-1}{5}}, \]

which is true since the left hand side is negative and the right hand side is positive as \( F > 1 \).

Now, we show that \( 0 < s_k \leq \frac{c}{\sqrt{n}} \) and our assumptions on \( c \) and \( n \) imply that
\[ F - 1 - 4c^2 - 3\sqrt{n} \cdot s_k - n \cdot s_k^2 \geq 0. \]

As \( F - 1 - 4c^2 - 3\sqrt{n} \cdot x - n \cdot x^2 = 0 \) if and only if
\[ x = \frac{1}{\sqrt{n}} \cdot \left( -\frac{3}{2} - \sqrt{\frac{9}{4} + F - 1 - 4c^2} \right) \text{ or } x = \frac{1}{\sqrt{n}} \cdot \left( -\frac{3}{2} + \sqrt{\frac{9}{4} + F - 1 - 4c^2} \right), \]

where the discriminant is positive by (2), we know that \( \text{area}(M) > 0 \), provided that \( s_k \leq \frac{1}{\sqrt{n}} \cdot \left( \frac{3}{2} + \sqrt{\frac{9}{4} + F - 1 - 4c^2} \right) \). To this end, as \( s_k \leq \frac{c}{\sqrt{n}} \), it suffices to see that we have \( c \leq -\frac{3}{2} + \sqrt{\frac{9}{4} + F - 1 - 4c^2} \), or, equivalently, \( c + \frac{3}{2} \leq \sqrt{\frac{9}{4} + F - 1 - 4c^2} \) respectively \( (c + \frac{3}{2})^2 \leq \frac{9}{4} + F - 1 - 4c^2 \) since \( c > 0 \). We get
\[ \left( c + \frac{3}{2} \right)^2 \leq \frac{9}{4} + F - 1 - 4c^2 \]
\[ \Leftrightarrow c^2 + 3c + \frac{9}{4} \leq \frac{9}{4} + F - 1 - 4c^2 \]
\[ \Leftrightarrow 5c^2 + 3c - (F - 1) \leq 0 \]
\[ \Leftrightarrow c^2 + \frac{3}{5}c - \frac{F - 1}{5} \leq 0, \]

which is equivalent to \( -\frac{3}{10} - \sqrt{\left(\frac{3}{10}\right)^2 + \frac{F-1}{5}} \leq c \leq -\frac{3}{10} + \sqrt{\left(\frac{3}{10}\right)^2 + \frac{F-1}{5}} \) and follows from our choice of \( c \) and since the left hand term is negative.

Hence, whenever \( s_k > 0 \), the set of feasible midpoint locations for the respective square is non-empty, which concludes the proof. ▶

**Lemma 7.** Let \( c \) be defined as in Lemma 6 and let
\[ \delta := \frac{F - 1}{10F + \frac{1}{c^2}}. \]

Then any set of squares with total area \( V \) satisfying \( c^2 \leq V \leq 1 \) and maximum edge length at most \( \delta \) can be packed into any rectangle of area \( F \cdot V \) with greater edge length at most \( 10F \).
we have \( \sqrt{FV} \leq a_2 \leq 10F \). As the function \( (0, \infty) \rightarrow \mathbb{R}^+, \ x \mapsto x + \frac{FV}{x} \) is convex and attains its minimum at \( \sqrt{FV} \), it is monotonically increasing on \([\sqrt{FV}, \infty)\). Consequently, we obtain
\[
a_1 + a_2 = a_2 + \frac{FV}{a_2} \leq 10F + \frac{FV}{10F} = 10F + \frac{V}{10}.
\]
By Corollary 3, we know that any set of squares with total area \( V \) and maximum edge length at most
\[
\frac{(F - 1)V}{10F + \frac{V}{10}} = \frac{F - 1}{10F} + \frac{1}{10},
\]
can be packed into the given rectangle. Since \( V \geq c^2 \), we have
\[
\delta = \frac{F - 1}{10F} + \frac{1}{10} \leq \frac{F - 1}{10F} + \frac{1}{10},
\]
so the latter holds in particular for any set of squares of total area \( V \) and maximum edge length at most \( \delta \).

\[\textbf{Remark 8.} \ A \text{ slightly better value of } \delta \text{ can be achieved in the following way: Let}
\]
\[
K := \{(V, H) : c^2 \leq V \leq 1, \sqrt{FV} \leq H \leq 10F, \left(\frac{H + FV}{4}\right)^2 \geq \frac{(F - 1)V}{2}\}.
\]
Then \( K \) is compact. Consider
\[
f := K \rightarrow \mathbb{R}^+, \quad (V, H) \mapsto \frac{H + FV}{4} - \sqrt{\left(\frac{H + FV}{4}\right)^2 - \frac{(F - 1)V}{2}}.
\]
This is a continuous function mapping \((V, H)\) to the smallest solution \( x \) of
\[
x^2 + (H - x) \cdot \left(\frac{FV}{H} - x\right) = V,
\]
if exists. Note that \( K \) is just the set of all possible areas \( V \) and greater edge lengths \( H \) for which the discriminant is non-negative and such a solution does exist. Moreover, observe that we have \( x^2 + (H - x) \cdot \left(\frac{FV}{H} - x\right) \geq V \) for both \((V, H) \notin K\) or \((V, H) \in K\) and \( 0 \leq x \leq f(V, H) \) since \( 0^2 + (H - 0) \cdot (\frac{FV}{H} - 0) = FV > V \).

By Theorem 2, any set of squares with total area \( V \) and maximum edge length at most \( \delta \) can be packed into \( R \).
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Figure 5 Gluing together $R'$ and $R''$ provides the desired packing.

Lemma 9. Let $c$ be as in Lemma 6, $\delta$ as in Lemma 7 and define $N_0 := \max\{1, \left\lfloor \frac{1}{10c^2} \right\rfloor \}$. Assume that for any set $S$ of at most $N_0$ squares of total area 1, there exists a rectangle $R$ of area $F$ into which the squares in $S$ can be packed axis-parallel and internally disjoint.

Let $(s_i)_{i \in \mathbb{N}^+}$ be a non-increasing sequence of non-negative numbers such that

1. $s_1 \geq \frac{1}{10}$
2. $\sum_{i=1}^{\infty} s_i^2 = 1$
3. $\sum_{i=N_0+1}^{\infty} s_i^2 \geq c^2.$

Then, there exists a rectangle $R$ of area $F$ into which the squares with edge lengths given by $(s_i)_{i \in \mathbb{N}^+}$ permit an axis-parallel, internally disjoint packing.

Proof. Let $(s_i)_{i \in \mathbb{N}^+}$ be as in the lemma. Note that since $s_1 \geq \frac{1}{10}$, the total area of the first $N_0$ squares is strictly positive. Apply the assumption stated for sets of at most $N_0$ squares to the set of squares the edge lengths of which arise from the sequence $(s_i)_{i=1}^{N_0}$ by normalizing the area $\sum_{i=1}^{N_0} s_i^2$ to 1, and then scale back. We obtain a rectangle $R'$ of area $F \cdot \sum_{i=1}^{N_0} s_i^2 \leq F$ into which we can pack the squares with edge lengths $s_1, \ldots, s_{N_0}$. Let $W'$ be the smaller edge length of $R'$. Then

$$ \frac{1}{10} \leq s_1 \leq W' \leq \sqrt{F \cdot \sum_{i=1}^{N_0} s_i^2} \leq \sqrt{F}. $$

Let $V := \sum_{i=N_0+1}^{\infty} s_i^2$ and let $R''$ be the rectangle with edge lengths $W'$ and $\frac{FV}{W'}$. Then $c^2 \leq V \leq 1$ and for the greater edge length $H''$ of $R''$, we have

$$ H'' = \max \left\{ W', \frac{FV}{W'} \right\} \leq \max \left\{ \sqrt{F}, \frac{F}{10} \right\} = 10F. $$

Additionally, $s_1 \geq \cdots \geq s_{N_0} \geq s_{N_0+1}$ and $\sum_{i=1}^{\infty} s_i^2 = 1$ yield $s_{N_0+1} \leq \frac{1}{\sqrt{\sum_{i=1}^{N_0} s_i^2}} \leq \delta$, so by Lemma 7 we can pack the squares with edge lengths $s_{N_0+1}, s_{N_0+2}, \ldots$ into the rectangle $R''$. Gluing $R'$ and $R''$ together at the edge of length $W'$ yields a rectangle $R$ of area

$$ F \cdot \left( \sum_{i=1}^{N_0} s_i^2 + \sum_{i=N_0+1}^{\infty} s_i^2 \right) = F$$

containing all squares (see Figure 5).

Theorem 10. Let $N_0$ as in Lemma 7 and $c$ as in Lemma 6 and define

1. $N_1 := \max\{N_0, \left\lfloor (10F + \frac{1}{10})^2 \right\rfloor, 100c^2 \}$ as well as
2. $N := [c^2 \cdot N_1].$
Then any set of squares of total area 1 can be packed into some rectangle of total area \(F\), provided this holds for any set of at most \(N\) squares of total area 1.

Proof. Note that for any natural number \(n\), we have

\[
\ln(n+1) = \int_1^{n+1} \frac{1}{x} \, dx \leq \sum_{i=1}^{n} (i + 1 - i) \cdot \frac{1}{i} = \sum_{i=1}^{n} \frac{1}{i} = 1 + \sum_{i=2}^{n} \frac{1}{i} = 1 + \sum_{i=1}^{n} \frac{1}{i} = \ln(n) + 1
\]

\[
\Rightarrow \ln(n+1) \leq \sum_{i=1}^{n} \frac{1}{i} \leq \ln(n) + 1.
\]

By our choice of \(N\) and since \(N_1 \geq \lfloor N_0 \rfloor = N_0 \geq 1\), we have

\[
\sum_{i=N_{i+1}}^{N} \frac{1}{i} = \sum_{i=1}^{N} \frac{1}{i} - \sum_{i=1}^{N_{i}} \frac{1}{i} \geq \ln(N+1) - \ln(N_i) - 1 \geq \ln(e^2 N_1) - \ln(N_i) - 1 = \ln \left(\frac{e^2 N_1}{N_i} \right) - 1 = \ln(e^2) - 1 = 2 - 1 = 1.
\]

In particular, we get

\[
\sum_{i=N_{i+1}}^{N} \frac{c^2}{i} \geq e^2,
\]

(4)

Consider any set of squares of total area 1 and the corresponding non-increasing sequence \((s_i)_{i \in \mathbb{N}^+}\) of edge lengths. If \(s_1 \leq \frac{1}{10}\), we are done by Proposition 4. So assume \(s_1 > \frac{1}{10}\). If \(\sum_{i=N_{i+1}}^{\infty} s_i^2 \geq e^2\), then we are done by Lemma 9 and our assumption since \(N_0 \leq N_1\) because \(N_0\) is integral, and, therefore, also \(\sum_{i=N_{i+1}}^{\infty} s_i^2 \geq e^2\). Hence, we can further assume that \(\sum_{i=N_{i+1}}^{\infty} s_i^2 < e^2\). As \(\sum_{i=N_{i+1}}^{N} s_i^2 \geq e^2\) by (4), we cannot have \(s_i \geq \frac{1}{\sqrt{n}}\) for all \(N_1 + 1 \leq i \leq N\), so there is \(N_1 + 1 \leq n \leq N\) with \(s_n < \frac{1}{\sqrt{n}}\). By our packing assumption for sets of at most \(N \geq n\) squares, we know that the squares with edge lengths \(s_1, \ldots, s_{n-1}, \sqrt{1 - \sum_{i=1}^{n-1} s_i^2} \geq s_n\) can be packed into some rectangle of area \(F\), so this in particular also holds for the squares with edge lengths \(s_1, \ldots, s_n\). But now, as we also have \(\sum_{i=n+1}^{\infty} s_i^2 \leq \sum_{i=N_1+1}^{\infty} s_i^2 < e^2\) and \(\frac{1}{\sqrt{n}} \geq s_n \geq s_{n+1} \geq s_{n+2} \geq \ldots\), we can apply Lemma 6 knowing that \(n \geq N_1 + 1 \geq \max\{100F, \frac{1}{10}\}\) to conclude the statement of the theorem.

## 3 Computing the Value of \(N\)

In this section, we first compute the value of \(N\) we achieve for \(F = \frac{2 + \sqrt{3}}{3}\) and then comment on some strategies to improve on the obtained value for any \(F \geq \frac{2 + \sqrt{3}}{3}\). Anyhow, as none of these seems to result in a value of \(N\) providing hope to tackle the proof for at most \(N\) squares by a computer-aided case distinction, we do not go into full details.

For \(F = \frac{2 + \sqrt{3}}{3}\), we first get a value of

\[
c = \sqrt{\left(\frac{3}{10}\right)^2 + \frac{F - 1}{5} - \frac{3}{10}} \approx 0.07256.
\]
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From this, we get
\[ \delta = \frac{F - 1}{10F} + \frac{1}{10} \approx 1.03278 \cdot 10^{-4}, \]

which in turn provides a value of
\[ N_0 = \left\lfloor \frac{1}{\delta^2} \right\rfloor = 93,752,341. \]

From this, we obtain
\[ N_1 = \left\lfloor \max \left\{ N_0, \left( 10F + \frac{1}{10} \right)^2, 100c^2 \right\} \right\rfloor = N_0 = 93,752,341 \]

and, finally,
\[ N = \lfloor e^2 N_1 \rfloor = 692,741,307. \]

Observe that this value of \( N \) indeed provides an upper bound on the values \( N(F) \) for \( F \in [\frac{2+\sqrt{3}}{3}, 1.37] \): First, \( c \) is monotonically increasing as a function of \( F \), and
\[ \delta = \frac{F - 1}{10F} + \frac{1}{10} = \frac{1 - \frac{1}{F}}{10F} + \frac{1}{10}, \]

is monotonically increasing in both \( c \) and \( F \), when regarding them as independent parameters.

This implies that larger values of \( F \) result in larger values of \( c \) and \( \delta \), and hence smaller values of \( N_0 \). Given that for values of \( F \in [\frac{2+\sqrt{3}}{3}, 1.37] \), the values \( \max \left\{ \left( 10F + \frac{1}{10} \right)^2, 100c^2 \right\} \) may attain are several orders of magnitude smaller than the value of \( N_0 \) we receive for \( F = \frac{2+\sqrt{3}}{3} \), it follows that \( F = \frac{2+\sqrt{3}}{3} \) yields the maximum value of \( N_1 \) and, hence, \( N \).

In order to improve on this value, there are several possible starting points. First, note that instead of choosing \( \frac{1}{10} \) as a threshold for the value of \( s_1 \), we could take the smaller solution of \( x^2 + \left( \sqrt{F} - x \right)^2 = 1 \), which is greater than \( \sqrt{F} - 1 > \frac{1}{10} \). This slightly improves our bounds on the perimeter of the rectangles under consideration and, therefore, results in larger values of \( c \) and \( \delta \).

Next, note that in the proof of Lemma 6, the considered packing has to be chosen particularly unlucky for none of the frames around the squares to intersect with another frame (around a square or inside of the enclosing rectangle), another square or the outside. By considering a bottom-left minimal packing (i.e. a packing where no square can be shifted to the left or to the bottom while keeping the other squares fixed), for example, a better bound on the area we lose due to the frames and hence a larger value of \( c \) can be established. Moreover, we have already discussed how to (slightly) improve the value of \( \delta \) obtained in Lemma 7.

However, a step that seems to be particularly wasteful and that we, therefore, consider worth being discussed in a bit more detail is our choice of \( N_0 \) in Lemma 9:

There, we pick \( N_0 := \max\{1, \lfloor \frac{1}{\delta^2} \rfloor \} \) in order to ensure that the \( N_0 + 1^{st} \) square has an edge length of no more than \( \delta \). Although it is true that this is (almost) the minimum choice of \( N_0 \) that can guarantee this property, it is not hard to see that a much weaker condition would actually be sufficient for our purposes. To this end, observe that in the case where we really have \( s_{N_0+1} = \sqrt{N_{N_0+1}} \), it immediately follows from the way the edge lengths are ordered and the fact that the total area is 1 that also \( s_1 = s_2 = \cdots = s_{N_0} = \frac{1}{\sqrt{N_0}} \). In particular, the edge lengths of the first few squares are extremely small compared to the total area of the
remaining ones, which is still close to 1, so by the same “gliing” argument as applied in the proof of Lemma 9 we know that we are actually done at a much earlier stage.

In this spirit, the goal of the following considerations is to “speed up” the descent down to a total area of at most \(c^2\) by considering lower bounds on the edge length \(s_n\) of the \(n^{th}\) square depending on the remaining area \(\sum_{i=n+1}^{\infty} s_i^2\) and showing that we are already done after considering the first \(n\) squares if these are not met.

More precisely, fix some \(F \geq \frac{4+\sqrt{3}}{3}\) and consider a continuous, monotonically increasing function \(\delta : [c^2, 1] \to (0,1]\) with the following properties: Given an area \(V \in [c^2, 1]\) and a rectangle \(R\) of area \(VF\) such that the greater edge length of \(R\) measures at most \(10F\) (or \(\frac{F}{\sqrt{F-1}},\) applying a better threshold for the minimum size of \(s_1\), which still satisfies \(\max\{\sqrt{F}, \frac{F}{\sqrt{F-1}}\} = \frac{F}{\sqrt{F-1}}\) as required in the proof of Lemma 9), any set of squares of total area \(V\) and maximum occurring edge length \(\delta(V)\) can be packed into \(R\). Analogously to the proof of Lemma 7 one can see that

\[
[c^2, 1] \to (0,1], \ V \mapsto \frac{F-1}{10F + \delta(V)}
\]

is a feasible choice for \(\delta\). Given such a function \(\delta\), we show how to obtain an improved value of \(N_0\):

**Lemma 11.** Let \(N_0 := 1 + \lfloor \int_{c^2}^{1} \frac{1}{\delta(V)^2} dV \rfloor\). Note that the considered integral exists since \(\delta\) is monotonically increasing with minimum value \(\delta(c^2) > 0\). Assume that for any set \(S\) of at most \(N_0\) squares of total area 1, there exists a rectangle \(R\) of area \(F\) into which the squares in \(S\) can be packed axis-parallel and internally disjoint.

Let \((s_i)_{i \in \mathbb{N}^+}\) be a non-increasing sequence of non-negative numbers such that

\[
\begin{align*}
&= s_1 \geq \frac{1}{10}, \\
&= \sum_{i=1}^{\infty} s_i^2 = 1 \text{ and} \\
&= \sum_{i=N_0+1}^{\infty} s_i^2 \geq c^2.
\end{align*}
\]

Then, there exists a rectangle \(R\) of area \(F\) into which the squares with edge lengths given by \((s_i)_{i \in \mathbb{N}^+}\) permit an axis-parallel, internally disjoint packing.

**Proof.** Consider a non-increasing sequence of non-negative numbers \((s_i)_{i \in \mathbb{N}^+}\) satisfying 
\(s_1 \geq \frac{1}{10}, \sum_{i=1}^{\infty} s_i^2 = 1\) and \(\sum_{i=N_0+1}^{\infty} s_i^2 \geq c^2\). We show that there exists some \(1 \leq n \leq N_0\) such that \(s_n < \delta(\sum_{i=n}^{\infty} s_i^2)\). Assume that this is not the case. Then in particular \(s_n > 0\) for all \(1 \leq n \leq N_0\) since all function values of \(\delta\) are positive, and, moreover, \(s_n^2 \geq \delta(\sum_{i=n}^{\infty} s_i^2)^2\) and \(\frac{1}{s_n} \leq \frac{1}{\delta(\sum_{i=n}^{\infty} s_i^2)^2}\).

We have

\[
N_0 = \sum_{n=1}^{N_0} s_n^2 \leq \sum_{n=1}^{N_0} \frac{s_n^2}{\delta(\sum_{i=n}^{\infty} s_i^2)^2} = \sum_{n=1}^{\infty} \left( \sum_{i=n}^{\infty} s_i^2 - \sum_{i=n+1}^{\infty} s_i^2 \right) \frac{1}{\delta(\sum_{i=n}^{\infty} s_i^2)^2} \leq \sum_{n=1}^{N_0} \sum_{i=n+1}^{\infty} s_i^2 \frac{1}{\delta(V)^2} dV = \sum_{i=1}^{\infty} s_i^2 \frac{1}{\delta(V)^2} dV \leq \int_{c^2}^{1} \frac{1}{\delta(V)^2} dV < N_0,
\]

a contradiction. Therefore, there exists some \(1 \leq n \leq N_0\) such that \(s_n < \delta(\sum_{i=n}^{\infty} s_i^2)\). If \(n = 1\), we are done by definition of \(\delta\). Otherwise, our requirements on the function \(\delta\) allow us to conduct the same argument as in the proof of Lemma 9 to obtain the desired packing. ▶
Using the function \( \delta : [c^2, 1] \to (0, 1], V \mapsto \frac{F - 1}{10F + 1/10} \) for \( F = \frac{2 + \sqrt{3}}{3} \), we obtain an improved value of
\[
N_0 = 1 + \left\lfloor \int_{c^2}^1 \frac{1}{\delta(V)^2} dV \right\rfloor = 491,225.
\]
As a consequence, we get
\[
N_1 = \left\lfloor \max\left\{ N_0, \left(10F + \frac{1}{10}\right)^2, 100c^2\right\} \right\rfloor = N_0 = 491,225
\]
and finally
\[
N = \lceil e^2 N_1 \rceil = 3,629,689,
\]
which is already by a factor of more than 190 smaller than the previous result. As before, it is not hard to see that the value of \( N \) we obtain by applying the previous calculations indeed attains its maximum among all \( F \in [\frac{2 + \sqrt{3}}{3}, 1.37] \) for \( F = \frac{2 + \sqrt{3}}{3} \).

We remark that by making use of a slightly more sophisticated version of the \( \delta \)-function, that arises by attaching the rectangle \( R'' \) from the proof of Lemma 9 at the smaller edge length of \( R' \), if \( V \leq \frac{1}{2} \), and at the greater edge length, if \( V \geq \frac{1}{2} \), it is possible to get down to a value of \( N \leq 26,000 \). However, as we do not think that a reduction of the provided constant in this order of magnitude changes the qualitative statement of this paper, we spare the details of the computation.
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