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Abstract

Using a nonlocal second-order traffic flow model we present an approach to control the dynamics towards a steady state. The system is controlled by the leading vehicle driving at a prescribed velocity and also determines the steady state. Thereby, we consider both, the microscopic and macroscopic scales. We show that the fixed point of the microscopic traffic flow model is asymptotically stable for any kernel function. Then, we present Lyapunov functions for both, the microscopic and macroscopic scale, and compute the explicit rates at which the vehicles influenced by the nonlocal term tend towards the stationary solution. We obtain the stabilization effect for a constant kernel function and arbitrary initial data or concave kernels and monotone initial data. Numerical examples demonstrate the theoretical results.
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1 Introduction

Progress in autonomous driving brings new challenges for the modelling of traffic flow. To deal with those, approaches such as the classical Lighthill-Whitham-Richards (LWR) model [34, 35] have been extended to include more information on the surrounding traffic, see for example [6, 22, 24, 30, 36]. These are nonlocal traffic flow models. While local models are governed by conservation laws, where the fundamental diagram gives the relation between flux and density, the flux function of nonlocal models depends on an integral evaluation of the density or velocity. In case of autonomous vehicles, the integration area allows for an interpretation as a connection radius.

Nonlocal traffic flow models have been introduced in [1, 6]. Most commonly macroscopic first order models are studied regarding, e.g. existence and well-posedness [11, 22, 30, 32, 33], numerical schemes [6, 8, 21, 22, 24], its singular limit behavior [15, 16, 31] or modeling extensions such as multi-class models [12], time delay models [31], multilane models [5, 20] or network formulations [10, 14]. Recently also microscopic modeling approaches [6, 14, 22, 30] have been investigated. In [9], starting from a microscopic approach a class of nonlocal second-order models similar to the local generalized Aw-Rascle-Zhang [2, 19, 38] has been derived. In this work, we will focus on this nonlocal second order model.
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Even though nonlocal traffic flow models have been studied in various research directions over the years, there are only a few works concerning control problems \[4, 26, 27\]. In \[4\], a very general result concerning the exact boundary controllability is obtained. While in \[26\] a Lyapunov function on a ring road with a linear velocity function is studied. Also, \[27\] considers a Lyapunov function on a ring road, but introduces a different model. Nevertheless, all these references only cover macroscopic models.

In contrast to that, various local traffic flow models have been studied concerning stability and the asymptotic behavior in time: macroscopic models are studied in e.g. \[3, 7\], microscopic models in e.g. \[17, 28\], while in \[29\] both a microscopic and a corresponding macroscopic model are considered. For all models stationary solutions are investigated, e.g., all cars move with a constant velocity or the traffic density stays constant. Therefore, the system is in an equilibrium state. Analytical results on whether the solution reaches its stationary solution over time are shown.

The aim of this work is to obtain Lyapunov functions and an exponential decay rate for nonlocal second-order models \[9\]. As a direct consequence we will also obtain the results for the nonlocal first-order model of \[22\]. Since microscopic and macroscopic models are directly related by the number of cars, meaning that for an infinite number of cars, a microscopic model should approximate a macroscopic solution, we study both scales. Thereby, we will consider rather general velocity functions.

Note that we only consider microscopic and macroscopic scales. Future work could also consider the mesoscopic description \[25\]. For nonlocal traffic flow models the mesoscopic description was just recently derived in \[13\].

The upcoming work is structured as follows: Section 2 introduces the considered traffic flow model on the microscopic and macroscopic scale. Section 3 contains our main results on stationary solutions, their stability, and asymptotic behavior. Further, we compute explicit rates on the decay rate. In the last section, we present numerical examples which demonstrate the theoretical results. Further, the numerical results probably hold under less restrictive conditions than we assume in the theory.

## 2 Nonlocal second order traffic flow models

We recall the nonlocal second order traffic flow model considered in \[9\].

### 2.1 The microscopic model

On the microscopic scale, we consider the description of \(N + 1\) individual drivers. First-order nonlocal microscopic traffic flow models were introduced in \[23, 36\]. Here, the speed of the \(i\)-th driver depends on a weighted mean downstream velocity (or downstream density). On average only cars are considered which are at most \(\eta > 0\) far away from the driver \(i\). If \(x_i(t)\) is the position of driver \(i\) at time \(t\), all cars in the interval \([x_i(t), x_i(t) + \eta]\) are taken into account for the driver \(i\) to decide about the speed. Furthermore, we assume that each driver has an individual empty road velocity that does not change over time and is expressed by a Lagrangian marker \(\omega_i\). This results in the following microscopic equations for \(N + 1\) vehicles.
considered in [3]:

\[
\begin{aligned}
\dot{x}_i(t) &= \sum_{j=0}^{N_i-1} \gamma_{i,j}(t)V_{i,j}(t), & i = 0, \ldots, N - 1, \\
\dot{x}_N(t) &= \bar{v}, \\
\dot{\omega}_i(t) &= 0, & i = 0, \ldots, N - 1,
\end{aligned}
\]  

(2.1)

where the velocity \(V_{i,j}\) is defined as follows

\[
V_{i,j}(t) = \begin{cases} 
\left( v \left( \frac{1}{N(x_{i+1,j}(t) - x_{i,j}(t))}, \omega_{i,j}(t) \right), \quad & \text{for } i + j \leq N - 1 \\
\bar{v}, \quad & \text{for } i + j > N - 1,
\end{cases}
\]

with positive weights satisfying \(\sum_{j=0}^{N_i-1} \gamma_{i,j}(t) = 1\) for all \(i = 0, \ldots, N - 1\) and \(t > 0\), and where \(x_i(t)\) represents the position of the \(i\)-th car at time \(t\), \(N + 1\) is the number of cars, \(v\) is a suitable velocity function and \(\bar{v} > 0\) is the velocity of the leader. Here, \(N_\eta\) is chosen in such a way that \(x_{i+N_\eta}(t) - x_i(t) \geq \eta\) with \(\eta > 0\), e.g. \(N_\eta\) can be the smallest integer such that \(N_\eta \geq (N + 1)\eta\). We note that there is a degree of freedom in modeling the leading vehicle. We will later comment on the choice of \(\bar{v}\), as the velocity of the leading vehicle can be used as a control input to the system.

For strictly positive constants \(\omega_0, \ldots, \omega_{N-1}\), we write the model as follows

\[
\frac{d}{dt}x_i(t) = \sum_{j=0}^{N_i-1} \gamma_{i,j}(t)V_{i,j}(t), \quad i = 0, \ldots, N
\]

(2.2)

and the velocity \(V_{i,j}\) simplifies to

\[
V_{i,j}(t) = \begin{cases} 
v \left( \frac{1}{N(x_{i+1,j}(t) - x_{i,j}(t))}, \omega_{i,j} \right), \quad & \text{for } i + j \leq N - 1 \\
\bar{v}, \quad & \text{for } i + j > N - 1.
\end{cases}
\]

Remark 2.1. If the Lagrangian markers coincide \(\omega_i = \bar{v}\) for \(i = 0, \ldots, N - 1\), the microscopic model reduces to the first order model considered in [36].

Let us now specify the precise formulas for the weights \(\gamma_{i,j}\) and the assumptions on \(v\). To define the weights we introduce the kernel function \(W_\eta\) which is defined as

\[
W_\eta(x) = \begin{cases} 
W_\eta(x), \quad & \text{if } x \in [0, \eta], \\
0, \quad & \text{else}.
\end{cases}
\]

(2.3)

Here, the assumptions on \(W_\eta\) are

\[
W_\eta \in C^1([0, \eta]; \mathbb{R}^+) \text{ with } W'_\eta \leq 0, \quad \int_0^{\eta} W_\eta(x) \, dx = 1 \quad \forall \ \eta > 0.
\]

(2.4)

Now we define the relation between the kernel function \(W_\eta\) and the weights \(\gamma\). It is expressed by the following equation:

\[
\gamma_{i,j}(t) := \begin{cases} 
\int_{x_{i,j}(t)}^{x_{i+1,j}(t)} W_\eta(y - x_i(t)) \, dy, \quad & \text{if } i + j \leq N - 1, \\
\int_{\min(x_N(t), x_i(t) + \eta)}^{x_i(t) + \eta} W_\eta(y - x_i(t)) \, dy, \quad & \text{if } i + j = N, \\
0, \quad & \text{if } i + j > N.
\end{cases}
\]

(2.5)
Due to the definition of $\mathcal{W}_\eta$ in (2.3) the weights can be zero for $j$ large, even if $i + j \leq N$. In particular, the weights are the evaluation of the function $\mathcal{W}_\eta$ over a grid given by the position of the individual cars. By definition of $\mathcal{W}_\eta$, it is obvious that $\sum_{j=0}^{N_i-1} \gamma_{i,j}(t) = 1$ for all $i = 0, \ldots, N - 1$ and $t > 0$ holds.

Next, we state the assumptions on the velocity function. We assume $(\rho, \omega) \to v(\rho, \omega)$ to be a twice continuously differentiable function in $\rho$ and a continuously differentiable function in $\omega$. As in [9, 19], the following additional assumptions on the velocity function $v(\rho, \omega)$ are considered:

$$v(\rho, \omega) \geq 0, \quad v(0, \omega) = \omega, \quad v(\rho, 0) = 0,$$

(2.6a)

for $f(\rho, \omega) = \rho v(\rho, \omega)$ we have $\frac{\partial^2 f}{\partial \rho^2}(\rho, \omega) < 0$ for $\omega > 0$, (2.6b)

$$\frac{\partial v}{\partial \omega}(\rho, \omega) > 0.$$  

(2.6c)

The first assumption in (2.6a) ensures that vehicles never travel backward, while the second one shows why $\omega$ can be interpreted as the empty road velocity. Condition (2.6b) implies $\frac{\partial^2 f}{\partial \rho^2}(\rho, \omega) > 0$ for $\omega > 0$, since $v$ is a $C^2$ function in $\rho$, see also [19, Lemma 1]. The assumption (2.6c) implies that a faster empty road velocity results in a faster velocity for all possible densities. Additionally to (2.6) we assume

$$\forall \omega > 0 \exists \rho_{\omega}^{\text{max}} > 0 : \quad v(\rho_{\omega}^{\text{max}}, \omega) = 0.$$  

(2.7)

The latter assumption is needed to ensure a maximum principle.

**Remark 2.2.** Note that the maximum principle in (2.2) is kept and cars are not overtaking each other for every $\bar{v} > 0$. In [9, Proposition 1] the maximum principle is only proven for the case $\bar{v} \geq \omega_{N-1}$. Nevertheless, the result can be extended. It is obvious that in the case of $\bar{v} < \omega_{N-1}$ the proof of [9, Proposition 1] remains valid for $i = 1, \ldots, N - 2$. Assume that as in the proof of [9, Proposition 1] we are at a time $t$ at which the distance of car $N - 1$ to the $N$-th car is minimal. Then, we have

$$\frac{d}{dt} (x_N(t) - x_{N-1}(t)) = \bar{v} - \gamma_{N-1,0}(t)v \left(\frac{1}{N (x_N(t) - x_{N-1}(t)), \omega_{N-1}}\right) - (1 - \gamma_{N-1,0}(t))\bar{v}

= \gamma_{N-1,0}(t) \left(\bar{v} - v \left(\frac{1}{N (x_N(t) - x_{N-1}(t)), \omega_{N-1}}\right)\right) = \gamma_{N-1,0}(t)\bar{v} \geq 0.$$

Due to the minimum distance between the $N$-th and $N-1$-th car and Assumption (2.7) on $v$ the last equality holds. Therefore, the distance is increasing and the cars are not overtaking each other.

### 2.2 The macroscopic model

In [9] it is proven that the solution of the microscopic model (2.2) converges for $N \to \infty$ towards the weak solution of the following nonlocal system for $(t, x) \in \mathbb{R}^+ \times \mathbb{R}$:

$$\begin{aligned}
\partial_t \rho + \partial_x (\rho V(t, x)) &= 0, \\
\partial_t \omega + V(t, x) \partial_x \omega &= 0.
\end{aligned}$$

(2.8)
where

\[
V(t, x) := (W_\eta \ast v(\rho, \omega))(t, x) = \int_x^{x+\eta} W_\eta(y-x)v(\rho(t, y), \omega(t, y))dy \quad \eta > 0.
\]  

(2.9)

Note that the flux depends explicitly on \(x\) through the convolution product. The notation \(V(t, x)\) is just used as an abbreviation. Here, \(W_\eta\) fulfills the assumptions (2.4) and \(v\) the assumptions (2.6) and (2.7). The model is strongly inspired by the local GARZ model [19]. This model generalizes the relations between density, Lagrangian marker, and velocity, to ensure a unique maximum density, which is not usual for most of the commonly known second-order traffic flow models such as the ARZ model. Hence, we will refer to (2.8) as the nonlocal GARZ model. The equation needs to be accompanied by the initial conditions:

\[
\begin{align*}
\rho(0, x) &= \rho_0(x) \in BV(\mathbb{R}), \\
\rho_0(x) &\leq \rho_{\max} := \max_{\omega} \rho_{\omega_{\max}}, \text{ supp}(\rho_0) \text{ compact and connected}, \\
\omega(0, x) &= \omega_0(x) \in BV(\mathbb{R}).
\end{align*}
\]  

(2.10)

The last assumption on \(\rho_0\) ensures that the initial density for \(x \in \text{supp}(\rho_0)\) is strictly greater than zero. This assumption is needed to prove the limit from the microscopic to the macroscopic model to ensure that cars are (in the limit) always present on the road.

**Remark 2.3.** Similar to the microscopic case, the model (2.8) reduces to the first order model considered in [22] by choosing a constant Lagrangian marker \(\omega(t, x) = \omega \forall (t, x) \in \mathbb{R}_+ \times \mathbb{R}\). Setting \(q = \rho \omega\), the model can be written in conservative form for \(\rho \neq 0\) as

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho V(t, x)) &= 0, \\
\partial_t q + \partial_x (q V(t, x)) &= 0,
\end{align*}
\]  

(2.11)

where the convolution product is defined as above and \(\omega = q/\rho\).

### 3 Lyapunov stabilization

#### 3.1 Stability of the microscopic models

For deducing the stability of the nonlinear ordinary differential equations (2.2) we will consider the corresponding linearized ODE first.

To determine a linearized ODE we define the distance between two cars

\[
y_i(t) := x_{i+1}(t) - x_i(t), \quad \text{for } i = 0, \ldots, N-1.
\]  

(3.1)

As the Lagrangian marker is directly given by the initial conditions we consider the system (2.1). Then, we obtain an equilibrium point, if the distance between two cars is constant over the time, i.e. \(y_i(t) = \bar{L}_i\) for some \(\bar{L}_i > 0\) and \(i = 0, \ldots, N-1\). A constant distance between all pairs of cars means that all cars move at the same speed, which will be denoted as the equilibrium speed \(\bar{v}\). There is a direct relation to compute the distance \(\bar{L}_i\) from a given equilibrium velocity \(\bar{v}\), i.e.

\[
v \left( \frac{1}{N\bar{L}_i}, \omega_i \right) = \bar{v} \forall i = 0, \ldots, N-1.
\]
Hence, for a suitable and given equilibrium velocity we can compute the equilibrium distance $\bar{L}_i$. As the Lagrangian marker is the maximum velocity of each individual driver, we have a restriction on $\bar{v}$, i.e. $\bar{v} \leq \min_{i=1,...,N-1} \omega_i$ needs to hold. Further, we need to impose the following assumption:

**Assumption 3.1.** We assume that an upper bound on the derivative of $v$ with respect to $\rho$ exists, i.e.

$$\max_{\omega_i=0,...,N-1} \partial_\rho v(\rho, \omega_i) \leq v'_{\text{max}} < 0.$$  

Next, we state the following result for the stability of the equilibrium states.

**Theorem 3.2.** Under **Assumption 3.1**, the stationary solution $y_i(t) = \bar{L}_i$, $i = 0, \ldots, N - 1$ for the dynamics given by (2.4) is (locally) asymptotically stable.

**Proof.** Let us at first consider the cars $i$ for which $x_i(t) < x_N(t) - \eta$ holds, i.e. the cars which do not see the leading vehicle. We denote those cars by $i = 0, \ldots, J - 1$. Since $\frac{d}{dt} y_i(t) = \frac{d}{dt} (x_{i+1}(t) - x_i(t)) = 0$, we obtain

$$\frac{d}{dt} y_i(t) = \sum_{j=0}^{N-1} \gamma_{i+1,j}(t) v \left( \frac{1}{N y_{i+1,j}(t)}, \omega_{i+1,j} \right) - \gamma_{i,j}(t) v \left( \frac{1}{N y_{i,j}(t)}, \omega_{i,j} \right)$$

$$= \sum_{j=1}^{N-1} \left( \gamma_{i+1,j-1}(t) - \gamma_{i,j}(t) \right) v \left( \frac{1}{N y_{i+1,j}(t)}, \omega_{i+1,j} \right) - \gamma_{i,0}(t) v \left( \frac{1}{N y_{i,0}(t)}, \omega_{i,0} \right)$$

$$+ \gamma_{i+1,N-1}(t) v \left( \frac{1}{N y_{i+1,N-1}(t)}, \omega_{i+1,N-1} \right).$$

Now, we need to determine the weights (2.5) depending on $y_i(t)$:

$$\gamma_{i,j}(t) = \int_{x_{i,j}(t)}^{x_{i,j+1}(t)} W_i(y - x_i(t)) dy = \int_{x_{i,j}(t)}^{x_{i,j+1}(t)-x_i(t)} W_i(y) dy = \int_{\sum_{k=0}^{j-1} y_{i+k}(t)}^{\sum_{k=0}^{j} y_{i+k}(t)} W_i(y) dy.$$

This gives us

$$F_i(y) := \frac{d}{dt} y_i(t)$$

$$= \sum_{j=1}^{N-1} \left( \int_{\sum_{k=0}^{j-1} y_{i+k}(t)}^{\sum_{k=0}^{j} y_{i+k}(t)} W_i(y) dy - \int_{\sum_{k=0}^{j-1} y_{i+k}(t)}^{\sum_{k=0}^{j-1} y_{i+k}(t)} W_i(y) dy \right) v \left( \frac{1}{N y_{i,j}(t)}, \omega_{i,j} \right)$$

$$- \int_{0}^{y_i(t)} W_i(y) dy v \left( \frac{1}{N y_{i,0}(t)}, \omega_{i,0} \right) + \int_{\sum_{k=1}^{N-2} y_{i+k}(t)}^{\sum_{k=1}^{N-1} y_{i+k}(t)} W_i(y) dy v \left( \frac{1}{N y_{i,N-1}(t)}, \omega_{i,N-1} \right).$$

As we want to consider a linear ODE by linearizing $F$ around the equilibrium $y_i = \bar{L}_i$ for all $i = 0, \ldots, N - 1$, we first compute for $i = 1, \ldots, J - 1$

$$\partial_{y_i} F_i(y) = - \sum_{j=1}^{N-1} \left( W_i \left( \sum_{k=0}^{j} y_{i+k}(t) \right) - W_i \left( \sum_{k=0}^{j-1} y_{i+k}(t) \right) \right) v \left( \frac{1}{N y_{i,j}(t)}, \omega_{i,j} \right)$$

$$- W_i(y_i(t)) v \left( \frac{1}{N y_{i,0}(t)}, \omega_{i,0} \right) + \int_{0}^{y_i(t)} W_i(y) dy \partial_{y_i} v \left( \frac{1}{N y_{i,0}(t)}, \omega_{i,0} \right) \frac{1}{N y_{i,0}(t)^2}$$

*Note that $J = N$ is possible here, then we only have to consider the cars $i = 0, \ldots, J - 1$.  
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Now we repeat the calculations above for $i = J, \ldots, N - 1$ and obtain:

$$F_i(y) = \sum_{j=0}^{N-2-i} \gamma_{i+1,j}(t)V_{i+1,j}(t) + \left(1 - \sum_{j=0}^{N-2-i} \gamma_{i+1,j}(t)\right) \bar{v}$$

$$- \left(\sum_{j=0}^{N-1-i} \gamma_{i,j}(t)V_{i,j}(t) + \left(1 - \sum_{j=0}^{N-1-i} \gamma_{i,j}(t)\right) \bar{v}\right)$$

$$= \sum_{j=1}^{N-1-i} (\gamma_{i+1,j-1}(t) - \gamma_{i,j}(t)) \left(v \left(\frac{1}{N y_{i+j}}, \omega_{i+j}\right) - \bar{v}\right) - \gamma_{i,0}(t) \left(v \left(\frac{1}{N y_i}, \omega_i\right) - \bar{v}\right)$$

and

$$\partial_y F_i(y) = - \sum_{j=1}^{N-1} \left(W_{\eta} \left(\sum_{k=0}^{j} y_{i+k}(t)\right) - W_{\eta} \left(\sum_{k=0}^{j-1} y_{i+k}(t)\right)\right) \left(v \left(\frac{1}{N y_{i+j}}, \omega_{i+j}\right) - \bar{v}\right)$$

$$- W_{\eta}(y_i(t)) \left(v \left(\frac{1}{N y_i}, \omega_i\right) - \bar{v}\right) + \int_{0}^{y_i(t)} W_{\eta}(y) \, dy \, \partial_{\rho} \bar{v} \left(\frac{1}{N y_i(t)}, \omega_i\right) \frac{1}{N y_i(t)^2}.$$  

Note that we are not dealing with the case $\gamma_{i,j}(t) = 0$ for some $i, j$ and hence we have $W_{\eta}$ instead of $W_{\eta}$.

Since the cars are only forward looking the Jacobi matrix of $F$ is a upper triangular matrix with eigenvalues given by the entries of its diagonal. Hence, we set $y_i = \bar{L}_i$ to obtain the eigenvalues of the linearized ODE, i.e. for $i = 0, \ldots, J - 1$

$$\partial_y F_i(\bar{L}) = - \sum_{j=1}^{N-1} \left(W_{\eta} \left(\sum_{k=0}^{j} \bar{L}_{i+k}\right) - W_{\eta} \left(\sum_{k=0}^{j-1} \bar{L}_{i+k}\right)\right) \bar{v}$$

$$- W_{\eta}(\bar{L}_i) \bar{v} + \int_{0}^{y_i(t)} W_{\eta}(y) \, dy \, \partial_{\rho} \bar{v} \left(\frac{1}{N \bar{L}_i}, \bar{\omega}_i\right) \frac{1}{N \bar{L}_i^2}$$

$$= \left(W_{\eta}(\bar{L}_i) - W_{\eta} \left(\sum_{k=0}^{N-1} \bar{L}_{i+k}\right)\right) \bar{v} - W_{\eta}(\bar{L}_i) \bar{v}$$

$$+ \int_{0}^{\bar{L}_i} W_{\eta}(y) \, dy \, \partial_{\rho} \bar{v} \left(\frac{1}{N \bar{L}_i}, \bar{\omega}_i\right) \frac{1}{N \bar{L}_i^2}$$

$$= - W_{\eta} \left(\sum_{k=0}^{N-1} \bar{L}_{i+k}\right) \bar{v} + \int_{0}^{\bar{L}_i} W_{\eta}(y) \, dy \, \partial_{\rho} \bar{v} \left(\frac{1}{N \bar{L}_i}, \bar{\omega}_i\right) \frac{1}{N \bar{L}_i^2} < 0$$

and for $i = J, \ldots, N - 1$

$$\partial_y F_i(\bar{L}) = \int_{0}^{\bar{L}_i} W_{\eta}(y) \, dy \, \partial_{\rho} \bar{v} \left(\frac{1}{N \bar{L}_i}, \bar{\omega}_i\right) \frac{1}{N \bar{L}_i^2} < 0$$

due to the assumptions on $\partial_{\rho} \bar{v}$. As the fixed point of the linear ODE is asymptotically stable, so is the fixed point of the nonlinear ODE.

After having seen that the microscopic traffic model can be stabilized, we define an appropriate Lyapunov function and determine the rate of convergence towards the steady state.
3.2 Lyapunov function for the density

We will consider a Lyapunov function measuring the $L^2$ distance of the density.

3.2.1 The microscopic level

We consider the microscopic system (2.2) and a given equilibrium velocity $\bar{v} \leq \min_{i=0,\ldots,N-1} \omega_i$. In particular, this velocity of the leading vehicle should control the system towards the corresponding equilibrium. As the leading vehicle has only an influence on the cars in the distance $\eta$ behind it, we cannot prove a stabilization result for all cars. For a set of specific cars we are able to obtain the following stronger maximum principle:

**Lemma 3.3** (Maximum principle). Let the initial placement of cars and the equilibrium velocity $\bar{v}$ be chosen such that $J \in \{0, \ldots, N-1\}$ being the smallest integer satisfying

$$\sum_{i=J}^{N-1} \max \{y_i(0), \bar{L}_i\} \leq \eta$$  \hspace{1cm} (3.3)

exists. Further, let Assumption 3.1 hold and the dynamics given by equation (2.2). In addition, we assume either

a) the kernel function is constant, i.e., $W_\eta(x) = \frac{1}{\eta}$, or

b) the kernel function is concave, $\omega_i = \omega$ for $i = J, \ldots, N-1$, $\omega > 0$ and the initial data satisfies either $y_J(0) \geq \cdots \geq y_N(0) \geq \bar{L}$ or $y_J(0) \leq \cdots \leq y_N(0) \leq \bar{L}$ with $v(L, \omega) = \bar{v}$.

Then, a maximum principle holds, i.e.,

$$y_i(t) \in [\min \{y_i(0), \bar{L}_i\}, \max \{y_i(0), \bar{L}_i\}] \forall t > 0, \ i = J, \ldots, N-1.$$  \hspace{1cm} (3.4)

**Proof.** We define

$$\mathcal{B} := \{i \in \{1, \ldots, N-1\} | x_i(t) \in [x_N(t) - \eta, x_N(t)] \forall t \geq 0\}.$$ \hspace{1cm} (3.5)

Here, $\mathcal{B}$ is the set of cars that are at maximum $\eta$ behind the leading vehicle for all times $t \geq 0$. Note that the set $\mathcal{B}$ may be empty. If it is not empty, we set $J := \min \mathcal{B}$. This gives the integer of the car being the "last" car which is always in the interval $[x_N(t) - \eta, x_N(t)]$.

Now, we are able to provide a stricter maximum principle with respect to the distance and the microscopic density, respectively, for the set $\mathcal{B}$.

Let us assume $\mathcal{B} \neq \emptyset$. We prove the claim by induction and starting at car $N-1$:

$$\frac{d}{dt} (y_{N-1}(t) - \bar{L}_{N-1}) = \bar{v} - \gamma_{N-1,0}(t)\bar{v} \left( \frac{1}{N y_{N-1}(t)}, \omega_{N-1} \right) - (1 - \gamma_{N-1,0}(t))\bar{v}$$

$$= \gamma_{N-1,0}(t) \left( \bar{v} \left( \frac{1}{N L_{N-1}}, \omega_{N-1} \right) - \bar{v} \left( \frac{1}{N y_{N-1}(t)}, \omega_{N-1} \right) \right),$$

where we use the definition of the equilibrium velocity. Now, we apply the mean value theorem: once for $v(\cdot, \omega_{N-1})$ and once for $\gamma_{N-1,0}(t) = \int_0^{y_{N-1}(t)} W_\eta(y)dy = W_\eta(\xi_{N-1}(t)) y_{N-1}(t)$. This leaves us with

$$= W_\eta(\xi_{N-1}(t)) y_{N-1}(t) \partial_\rho v(\xi_{N-1}(t), \omega_{N-1}) \left( \frac{1}{N L_{N-1}} - \frac{1}{N y_{N-1}(t)} \right)$$

$$= W_\eta(\xi_{N-1}(t)) \partial_\rho v(\xi_{N-1}(t), \omega_{N-1}) \frac{1}{N L_{N-1}} (y_{N-1}(t) - \bar{L}_{N-1}).$$
A solution to the ordinary differential equation is given by

$$y_{N-1}(t) - \bar{L}_{N-1} = (y_{N-1}(0) - \bar{L}_{N-1}) \exp \left( \int_0^t W_{\eta}(\xi_{N-1}(s)) \frac{\partial_y \psi(\xi_{N-1}(s), \omega_{N-1})}{NL_{N-1}} ds \right). \quad (3.6)$$

Due to the negative sign of the derivative of $v$ we bound the exponential term by one. Let us consider $y_{N-1}(0) \leq \bar{L}_{N-1}$, then (3.6) is estimated from above by zero, such that $y_{N-1}(t) \leq \bar{L}_{N-1}$ holds. Further, we estimate the term from below by $y_{N-1}(0) - \bar{L}_{N-1}$. Hence, $y_{N-1}(t) \in [y_{N-1}(0), \bar{L}_{N-1}]$ holds. The case $y_{N-1}(0) > \bar{L}_{N-1}$ works analogously. This proves the claim for the car $N-1$:

$$y_{N-1}(t) \in [\min\{y_{N-1}(0), \bar{L}_{N-1}\}, \max\{y_{N-1}(0), \bar{L}_{N-1}\}].$$

Now, we consider a car $i \in \{J, \ldots, N-2\}$ and suppose the claim holds for all cars $j = i+1, \ldots, N-1$. Following the calculations to obtain (3.2) in Theorem 3.2 we obtain

$$\frac{d}{dt} (y_i(t) - \bar{L}_i) = \sum_{j=1}^{N-1-i} (\gamma_{i+1,j-1}(t) - \gamma_{i,j}(t)) \left( v \left( \frac{1}{Ny_{i+j}(t)}, \omega_{i+j} \right) - \bar{v} \right) - \gamma_{i,0}(t) \left( v \left( \frac{1}{Ny_i(t)}, \omega_i \right) - \bar{v} \right). \quad (3.7)$$

We need to distinguish the two cases a) and b) and start with the consideration of the constant kernel. In this case,

$$\frac{d}{dt} (y_i(t) - \bar{L}_i) = -\frac{y_i(t)}{\eta} \left( v \left( \frac{1}{Ny_i(t)}, \omega_i \right) - \bar{v} \right). \quad (3.8)$$

Again, using the mean value theorem, where $\xi_i(t)$ denotes the corresponding value between $1/(Ny_i(t))$ and $1/(NL_i(t))$, we see that

$$\frac{d}{dt} (y_i(t) - \bar{L}_i) = \frac{1}{NL_i(t)} \partial_y \psi(\xi_i(t), \omega_i) (y_i(t) - \bar{L}_i),$$

such that we obtain

$$y_i(t) - \bar{L}_i = (y_i(0) - \bar{L}_i) \exp \left( \frac{1}{NL_i(t)} \int_0^t \partial_y \psi(\xi(s), \omega_i) ds \right).$$

Following the same arguments as for the car $N-1$, we deduce the maximum principle (3.4).

This finishes the proof for the case a) and all cars which are contained in the set $\mathcal{B}$. The proof of the maximum principle for the case b) is more involved. For simplicity, we only outline the main steps for the case $y_j(0) \leq \cdots \leq y_{N-1}(0) \leq \bar{L}$. The details can be found in Lemma 3.1 in the Appendix.

1. We start by proving the upper bound $\bar{L}$ on $y_i(t)$.
2. Using the upper bound, we show that the monotonicity of the initial data is preserved, if the kernel function is concave.
3. Finally, this allows to prove the lower bound $y_i(0) \leq y_i(t)$. 

9
In case of monotone decreasing initial data, a similar proof applies. Hence, we have established the maximum principle under the assumption that \( \mathcal{B} \neq \emptyset \) and \( J \geq \mathcal{J} \). It remains to prove that those assumptions are valid. The upper bounds on the distances \( y_i(t) \) for \( i = J, \ldots, N - 1 \) yield

\[
\sum_{i=J}^{N-1} y_i(t) \leq \sum_{i=J}^{N-1} \max\{y_i(0), \bar{L}_i\}.
\]

This motivates the choice of the initial conditions in (3.3). In fact, \( J \) is an a priori upper bound on \( \mathcal{J} \). Hence, under condition (3.3) also \( \mathcal{J} \) exists and \( \mathcal{B} \neq \emptyset \) is guaranteed.

**Remark 3.4.** Under the assumptions of Lemma 3.3 we obtain a lower bound on the microscopic density for the cars behind the leading vehicle, i.e.,

\[
\rho_{\text{min}} := \min_{i=J, \ldots, N} \min \left\{ \frac{1}{Ny_i(t)}, \frac{1}{NL_i} \right\}.
\]  

(3.9)

This maximum principle is one of the keys to prove the following stabilization results:

**Theorem 3.5 (Lyapunov stabilization: constant kernel).** Let the initial placement of cars be as in Lemma 3.3. Further, let Assumption 3.1 hold and the dynamics given by equation (2.2). The kernel function shall be constant, i.e., \( W_\eta(x) = \frac{1}{\eta} \). We define the Lyapunov function

\[
L(t) := \sum_{i=J}^{N-1} y_i(t) \left( \frac{1}{Ny_i(t)} - \frac{1}{NL_i} \right)^2.
\]  

(3.10)

Then, we have

\[
L(t) \leq L(0) \exp \left( \frac{2}{\eta} \nu_{\text{max}} \rho_{\text{min}} t \right) \quad \forall t \geq 0,
\]

where \( \rho_{\text{min}} \) is given by (3.9) and \( \bar{L}_i \) is the equilibrium distance \( v \left( \frac{1}{NL_i}, \omega_i \right) = \bar{v} \).

**Proof.** The time derivative of the Lyapunov function \( L(t) \) is given by

\[
\frac{d}{dt} L(t) = \sum_{i=J}^{N-1} 2y_i(t) \left( \frac{1}{Ny_i(t)} - \frac{1}{NL_i} \right) \left( -\frac{1}{Ny_i(t)^2} \right) \frac{d}{dt} y_i(t) + \left( \frac{1}{Ny_i(t)} - \frac{1}{NL_i} \right)^2 \frac{d}{dt} y_i(t)
\]

\[
= \sum_{i=J}^{N-1} \left( \frac{1}{Ny_i(t)} + \frac{1}{NL_i} \right) \left( \frac{1}{NL_i} - \frac{1}{Ny_i(t)} \right) \frac{d}{dt} y_i(t).
\]

By plugging in the derivative (3.8) of \( y_i(t) \) as well as using the mean value theorem with the corresponding value \( \xi_i(t) \) we obtain

\[
= \frac{1}{\eta} \sum_{i=J}^{N-1} \partial_{\rho_{\omega}} v(\xi_i(t), \omega_i) \left( \frac{1}{Ny_i(t)} + \frac{1}{NL_i} \right) y_i(t) \left( \frac{1}{Ny_i(t)} - \frac{1}{NL_i} \right)^2.
\]
Finally, we estimate this using the maximum principle
\[
\leq \frac{2}{\eta} v'_\max \rho_{\min} L(t).
\]
Applying Grönwall’s inequality yields
\[
L(t) \leq L(0) \exp \left( \frac{2}{\eta} v'_\max \rho_{\min} t \right).
\]
Note that the rate is negative due to the sign of \(v'_\max\).

We note that a constant convolution kernel can, e.g., model connected autonomous vehicles, which have the same degree of accuracy on information about the downstream traffic, independent of the distance. In the case of non-constant kernels the accuracy of information decreases with the distance. For concave kernels we obtain a similar stabilization result:

**Theorem 3.6** (Lyapunov stabilization: concave kernel). Let the initial placement of cars be as in Lemma 3.3 and additionally we assume \(\omega_i = \omega\) for \(i = J, \ldots, N - 1\) and the initial datum satisfies either \(y_j(0) \geq \cdots \geq y_{N-1}(0) \geq L\) or \(y_j(0) \leq \cdots \leq y_{N-1}(0) \leq L\) with \(v(L, \omega) = \bar{v}\). Further, let Assumption 3.1 hold and the dynamics given by equation (2.2). The kernel function shall be concave. Then, we obtain for the Lyapunov function (3.10)
\[
J(t) \leq J(0) \exp \left( \frac{2}{\eta} v'_\max \rho_{\min} \int_0^t W_\eta(x_{N}(s) - x_{J}(s)) ds \right) \quad \forall t \geq 0.
\]

**Proof.** As in the proof of Theorem 3.5, we have
\[
\frac{d}{dt} L(t) = \sum_{i=J}^{N-1} \left( \frac{1}{N y_i(t)} + \frac{1}{N L} \right) \left( \frac{1}{N L} - \frac{1}{N y_i(t)} \right) \frac{d}{dt} y_i(t).
\]
We start again with considering the case \(y_j(0) \leq \cdots \leq y_{N-1}(0) \leq L\). For simplicity, we drop the dependence of \(v\) on \(\omega\). Starting from the derivative (3.7) and adding a zero, we obtain
\[
\frac{d}{dt} y_i(t) = \sum_{j=1}^{N-1-i} \left( \gamma_{i+1,j-1}(t) - \gamma_{i,j}(t) \right) \left( v \left( \frac{1}{N y_{i+j}(t)} \right) - v \left( \frac{1}{N y_i(t)} \right) \right)
\]
\[
+ \left( \sum_{j=1}^{N-1-i} \gamma_{i+1,j-1}(t) - \sum_{j=0}^{N-1-i} \gamma_{i,j}(t) \right) \left( v \left( \frac{1}{N y_i(t)} \right) - \bar{v} \right).
\]
We use that the monotonicity is kept (see the proof of Lemma A.1) and the definition of the weights to get
\[
\geq - \int_{z_i(t)}^{z_{i+1}(t)} W_\eta(x_N - y) dy \left( v \left( \frac{1}{N y_i(t)} \right) - \bar{v} \right) = y_i(t) W_\eta(\xi_i^N(t)) \left( \bar{v} - v \left( \frac{1}{N y_i(t)} \right) \right),
\]
where \(\xi_i^N(t) \in [x_N(t) - x_{i+1}(t), x_N(t) - x_i(t)]\). We apply the mean value theorem in \(v\) with the corresponding value \(\xi_i(t)\) to obtain
\[
\geq - y_i(t) W_\eta(\xi_i^N(t)) \partial_y v(\xi_i(t)) \left( \frac{1}{N y_i(t)} - \frac{1}{N L} \right).
\]
Due to the maximum principle we can estimate
\[
\frac{d}{dt}L(t) \leq \sum_{i=J}^{N-1} \left( \frac{1}{Ny_i(t)} + \frac{1}{NL} \right) W_\eta(\zeta_i^N(t)) \partial_\rho v(\xi_i(t)) y_i(t) \left( \frac{1}{Ny_i(t)} - \frac{1}{NL} \right)^2
\leq 2W_\eta(x_N(t) - x_J(t)) v_{\text{max}} \rho_{\text{min}} L(t).
\]

In the case that the initial distances are decreasing we can proceed analogously. Further, applying Grönwall’s inequality finishes the proof.

We note that the case of increasing distances which are lower than the equilibrium distance is more relevant for applications. For instance, think of a traffic jam in which the leader steers the whole traffic towards free flow with a desired velocity.

**Remark 3.7.** The stabilization results of the Theorems 3.5 and 3.6 include the cars $J, \ldots, N-1$. If we consider the condition (3.3) from a different point of view, it designates how large $\eta$ should be such that our proof provides the stabilization of all cars. This is achieved by choosing
\[
\eta \geq \sum_{j=0}^{N-1} \max \{y_i(0), \bar{L}_i\}.
\]

Nevertheless, we note that the numerical results demonstrate that the stabilization of all cars is obtained for every $\eta > 0$.

The main ingredients to the previous proofs are the maximum principle (3.4) and additionally for the concave kernel that the solutions are monotonicity preserving. The latter allows us to treat the concave case very similar to the constant case by using the identity (3.8). In particular, in both proofs we rely on the relation between the velocity function evaluated at $y_i(t)$ and the equilibrium velocity $\bar{v}$. Unfortunately, for non-concave kernels and general initial data such a direct comparison is not possible as we need to treat the nonlinear term in (3.7). Further, the stricter maximum principle (3.4) might be no longer valid. This makes it challenging to generalize the obtained results. Nevertheless, the numerical simulations support a similar result for non-concave kernels, see Section 4.

**Corollary 3.8.** Assume $\mathcal{B} \neq \emptyset$ with $\mathcal{B}$ defined by (3.5). Consider a subset $\mathcal{B} \subset \mathcal{B}$ and suppose that either
\begin{enumerate}
  \item[\text{a)}] the kernel function is constant, i.e. $W_\eta(x) = \frac{1}{\eta}$, or
  \item[\text{b)}] the kernel function is concave, $\omega_i = \omega$ for $i \in \mathcal{B}$ and the initial data are monotone increasing (decreasing) in the distances with $y_i(0) \leq \bar{L}$ ($y_i(0) \geq \bar{L}$) for $i \in \mathcal{B}$.
\end{enumerate}

Then, the stabilization result of the Theorems 3.5 and 3.6 hold for a Lyapunov function defined as in (3.10), where the summation spans the set $\mathcal{B}$.

**Remark 3.9.** Note that this includes the results from the Theorems 3.5 and 3.6.
### 3.2.2 The macroscopic level

In the following we consider the macroscopic system (2.8) and obtain similar results as for the microscopic one. To control and compare the two scales, we need appropriate boundary conditions for system (2.8), such that the system behaves similarly to the microscopic one.

In particular, in the microscopic case the cars are initially placed on some interval, we have a dynamic for the leading vehicle and no car is entering or leaving the road over time. We mimic this on the macroscopic level.

Consider an initial interval \([a, b]\) with \(b > a + \eta\). At the left boundary \(a\) we prescribe zero inflow conditions such that no cars enter the road as in the microscopic case, i.e.,

\[
(\rho(t, a), \omega(t, a)) = (0, \omega_0(a)).
\]

As aforementioned we need a corresponding formulation to the leading vehicle at the right boundary. This vehicle moves with speed \(\tilde{v}\) and hence the right boundary should move in time with velocity \(\tilde{v}\). Therefore, the right boundary is described by \(\beta(t) = b + t\tilde{v}\). Due to the nonlocality of the flux we also need to prescribe the density and Lagrangian marker for the area \([\beta(t), \beta(t) + \eta]\). In the microscopic case, no cars are present ahead of the leader such that only the velocity of the leader is taken into account. To achieve this, we choose constant boundary conditions in such a way that the Lagrangian marker for \(\beta(t)\) is determined by the initial condition at the right boundary, i.e., \(\omega(t, y) = \omega_0(b)\). Then, the equilibrium velocity \(\bar{v}\) together with the Lagrangian marker gives us the equilibrium density for \(\rho(t, y)\) and \(y \in [\beta(t), \beta(t) + \eta]\). We will denote this density by \(\bar{\rho}_b\). To sum up, initial values \((\rho_0, \omega_0)\) fulfilling (2.11) on the interval \([a, b]\) and the boundary conditions

\[
\begin{align*}
(\rho(t, a), \omega(t, a)) &= (0, \omega_0(a)) \\
(\rho(t, y), \omega(t, y)) &= (\bar{\rho}_b, \omega_0(b)) \quad y \geq \beta(t) = b + t\tilde{v},
\end{align*}
\]

where \(\bar{\rho}_b\) is determined such that \(v(\bar{\rho}_b, \omega_0(b)) = \bar{v}\), are given.

**Remark 3.10.** Note that we do not study system (2.8) with boundary conditions (3.11) for its well-posedness. Nevertheless, the problem (2.8) and (3.11) on \([a, \beta(t)]\) can also be viewed as an initial value problem on \(\mathbb{R}\) by considering the modified initial conditions

\[
\begin{align*}
\tilde{\rho}_0(x) &= \begin{cases} 0, & \text{if } x < a, \\
\rho_0(x), & \text{if } x \in [a, b], \\
\bar{\rho}_b, & \text{if } x > b \end{cases}, \\
\tilde{\omega}_0(x) &= \begin{cases} \omega_0(a), & \text{if } x < a, \\
\omega_0(x), & \text{if } x \in [a, b], \\
\omega_0(b), & \text{if } x > b \end{cases}.
\end{align*}
\]

The waves induced by this initial value problem create the same waves as the boundary conditions (3.11). Well-posedness for similar systems as (3.12) is analyzed in [9].

After having defined the boundary conditions, which provide comparable results to the microscopic system, we also derive the equilibrium density defined by \(\tilde{\rho}(t, x)\). In general, the equilibrium density \(\tilde{\rho}(t, x)\) at \((t, x)\) can be computed, for a given \(\omega(t, x)\), by the relationship \(v(\tilde{\rho}(t, x), \omega(t, x)) = \tilde{v}\). Furthermore, we observe that \(\omega(t, x)\) fulfills a transport equation, see (2.8). Hence, \(\tilde{\rho}\) satisfies the same partial differential equation, i.e.

\[
\partial_t \tilde{\rho}(t, x) + V(t, x) \partial_x \tilde{\rho}(t, x) = 0,
\]

with initial conditions \(\tilde{\rho}_0\), which satisfy \(v(\tilde{\rho}_0(x), \omega_0(x)) = \tilde{v}\). This alternative formulation will be useful later on.

Now we can turn to an appropriate Lyapunov function and our main result of this section:
Theorem 3.11. Let $\rho \in C^1(\mathbb{R}^+; H^2(\mathbb{R}))$ and Assumption 3.1 hold. Further, we assume either

a) a constant kernel function, or

b) a concave kernel function, where for $x \in [b - \eta, b]$ the initial data shall satisfy that $\omega_0(x) = \omega, \rho_0(x) \geq \bar{\rho}$ ($\rho_0(x) \leq \bar{\rho}$), $\rho_0$ monotone decreasing (increasing) on $[b - \eta, b]$.

We define

$$L(t) := \int_{\alpha(t)}^{\beta(t)} (\rho(t, x) - \bar{\rho}(t, x))^2 dx,$$

with

$$\alpha(t) := \sup\{x \geq \beta(t) - \eta : \int_{x}^{\beta(t)} \rho(t, y) dy \geq c_\rho\},$$

where $c_\rho := \min_{t \geq 0} \int_{\beta(t) - \eta}^{\beta(t)} \rho(t, x) dx$. Then, we obtain the following bound

$$L(t) \leq L(0) \exp \left(2 v_{\max} \rho_{\min} \int_0^t W_\eta(\beta(s) - \alpha(s)) ds\right),$$

where $\rho_{\min} := \inf_{x \in [0, b]} \min\{\rho_0(x), \bar{\rho}(0, x)\}$.

Before turning to the proof of Theorem 3.11 we want to discuss the lower boundary $\alpha(t)$ given by (3.14) in the Lyapunov function (3.13) in more detail. To this end we consider the Lyapunov function (3.10) of the Theorems 3.5 and 3.6. Here, the number of cars is constant. Hence, similar to the boundary data, a macroscopic equivalent is needed. This yields a constant mass, i.e. $\int_{\beta(t) - \eta}^{\beta(t)} \rho(t, x) dx = c$ with $c > 0$. However, the mass in the interval $[\beta(t) - \eta, \beta(t)]$ is changing over time and therefore we need to consider a boundary which yields a subinterval $[\alpha(t), \beta(t)] \subset [\beta(t) - \eta, \beta(t)]$ such that its mass is $c_\rho$. This is exactly achieved by the boundary $\alpha(t)$ as defined in (3.14).

We can also reformulate the boundary in an intuitive way as seen in the following lemma:

Lemma 3.12. Let $\alpha(t)$ be defined by (3.14) and assume $\alpha \in C^1(\mathbb{R}^+)$. Then, it is given by the solution of the ordinary differential equation

$$\frac{d}{dt} \alpha(t) = V(t, \alpha(t)),$$

with initial condition

$$\alpha(0) := \sup\{x \geq b - \eta : \int_x^b \rho_0(y) dy \geq c_\rho\}.$$

Proof. First note that due to the continuity of the integral we have $\int_{x}^{\beta(t)} \rho(t, y) dy = c_\rho$ for all $t \geq 0$ and $x \geq \beta(t) - \eta$. Hence, we obtain

$$\int_{\alpha(t)}^{\beta(t)} \rho(t, x) dx = c_\rho \quad \text{and} \quad \frac{d}{dt} \int_{\alpha(t)}^{\beta(t)} \rho(t, x) dx = 0.$$
On the other hand we have
\[
\frac{d}{dt} \int_{\alpha(t)}^{\beta(t)} \rho(t,x) dx = \frac{d}{dt} \beta(t) \rho(t,\beta(t)) - \frac{d}{dt} \alpha(t) \rho(t,\alpha(t)) - \int_{\alpha(t)}^{\beta(t)} \partial_x (V(t,x) \rho(t,x)) dx
\]
\[= \bar{v} \rho(t,\beta(t)) - \frac{d}{dt} \alpha(t) \rho(t,\alpha(t)) - \bar{v} \rho(t,\beta(t)) + V(t,\alpha(t)) \rho(t,\alpha(t))
\]
\[= \left(V(t,\alpha(t)) - \frac{d}{dt} \alpha(t)\right) \rho(t,\alpha(t)).
\]

Since \(\alpha(t)\) is defined as the supremum the density \(\rho(t,\alpha(t))\) cannot be zero. Hence, the claim follows.

The meaning of the latter lemma is that \(\alpha(t)\) moves with the nonlocal speed \(V(t,\alpha(t))\). In contrast to that, the left boundary \(\beta(t)\) moves with the speed \(\bar{v}\) (as the leading vehicle \(x_N(t)\) in the microscopic case). Note that even with this reformulation we need the knowledge of the solution of \(\rho\) for the whole time horizon to determine \(\bar{c}_\rho\). We will comment on specific cases which allow to simplify this assumption.

**Proof of Theorem 3.11** First note that the boundary conditions simplify the nonlocal term \(\rho\) and its spatial derivative for \(x \in [\beta(t) - \eta, \beta(t)]\). Here, we have
\[
V(t,x) = \int_{x}^{\beta(t)} W_\eta(y-x)v(\rho(t,y),\omega(t,y)) - \bar{v}) dy,
\]
\[
\partial_x V(t,x) = - \int_{x}^{\beta(t)} W_\eta'(y-x)(v(\rho(t,y),\omega(t,y)) - \bar{v}) dy + W_\eta(0) (\bar{v} - v(\rho(t,x),\omega(t,x))).
\]

This derivative will play a key role for proving our stabilization results. Turning now to the Lyapunov function (3.13), we directly obtain
\[
\frac{d}{dt} L(t) = \bar{v} (\rho(t,\beta(t)) - \bar{\rho}(t,\beta(t)))^2 - \frac{d}{dt} \alpha(t) (\rho(t,\alpha(t)) - \bar{\rho}(t,\alpha(t)))^2
\]
\[+ 2 \int_{\alpha(t)}^{\beta(t)} (\rho(t,x) - \bar{\rho}(t,x)) \frac{d}{dt} (\rho(t,x) - \bar{\rho}(t,x)) dx.
\]

Due to the boundary conditions, we have \(\rho(t,\beta(t)) = \bar{\rho}(t,\beta(t))\). This leaves us with
\[
\frac{d}{dt} L(t) = - \frac{d}{dt} \alpha(t) (\rho(t,\alpha(t)) - \bar{\rho}(t,\alpha(t)))^2
\]
\[+ 2 \int_{\alpha(t)}^{\beta(t)} (\rho(t,x) - \bar{\rho}(t,x)) (\partial_t \rho(t,x) - \partial_t \bar{\rho}(t,x)) dx.
\]

As \(\partial_t \rho(t,x) = -\partial_x (\rho(t,x)V(t,x))\) and \(\partial_t \bar{\rho}(t,x) = -V(t,x)\partial_x \bar{\rho}(t,x)\), we have
\[
\frac{d}{dt} L(t) = - \frac{d}{dt} \alpha(t) (\rho(t,\alpha(t)) - \bar{\rho}(t,\alpha(t)))^2
\]
\[+ 2 \int_{\alpha(t)}^{\beta(t)} (\rho(t,x) - \bar{\rho}(t,x)) (-V(t,x)) (\partial_x \rho(t,x) - \partial_x \bar{\rho}(t,x)) dx
\]
\[- 2 \int_{\alpha(t)}^{\beta(t)} (\rho(t,x) - \bar{\rho}(t,x)) \rho(t,x) \partial_x V(t,x) dx.
\]
Since the monotonicity is preserved, we estimate the nonlocal term as

\[ F or a constant kernel the derivative of the nonlocal term simplifies to \]

Due to (3.15) the first term is equal to zero. Now consider the cases a) and b) separately.

In case b) we obtain that also the monotonicity of the solution and

Applying Grönwall’s inequality yields the result for the case a).

In case b) we obtain that also the monotonicity of the solution and

Now, putting everything together, we obtain

\[ \frac{d}{dt} L(t) = \left( V(t, \alpha(t)) - \frac{d}{dt} \alpha(t) \right) (\rho(t, \alpha(t)) - \bar{\rho}(t, \alpha(t)))^2 \]

\[ \quad + \int_{\alpha(t)}^{\beta(t)} \partial_x V(t, x)(\rho(t, x) - \bar{\rho}(t, x))^2 dx. \]

Due to (3.15) the first term is equal to zero. Now consider the cases a) and b) separately.

For a constant kernel the derivative of the nonlocal term simplifies to

\[ \partial_x V(t, x) = \frac{1}{\eta} (\bar{v} - v(\rho(t, x), \omega(t, x))). \]

Hence, we apply the mean value theorem in the first argument of v, recall \( \bar{v} = v(\bar{\rho}(t, x), \omega(t, x)) \), and obtain

\[ \frac{d}{dt} L(t) = \frac{1}{\eta} \int_{\alpha(t)}^{\beta(t)} \partial_x v(\xi(t, x), \omega(t, x))(\bar{\rho}(t, x) + \rho(t, x))(\rho(t, x) - \bar{\rho}(t, x))^2 dx. \]

This term will be estimated from above. For the microscopic system we have the maximum principle (3.4). As shown in [3], the microscopic system can be seen as a semi–discretization of the macroscopic system which converges for \( N \to \infty \) towards the macroscopic solution. Hence, (3.4) gives us a maximum principle for the macroscopic system in Lagrange coordinates, too.

This translates to \( \rho(t, x) \geq \rho_{\text{min}} \) for \( x \geq \alpha(t) \). Now, we obtain

\[ \frac{d}{dt} L(t) \leq 2\rho_{\text{min}} v'_{\text{max}}^2 \int_{\alpha(t)}^{\beta(t)} (\rho(t, x) - \bar{\rho}(t, x))^2 dx. \]

Applying Grönwall’s inequality yields the result for the case a).

In case b) we obtain that also the monotonicity of the solution and \( \rho(t, x) \geq \bar{\rho} \) as well as \( \rho(t, x) \leq \bar{\rho} \) respectively are kept for \( x \geq \alpha(t) \). Now, we consider the case of a monotone decreasing initial density and \( \rho_0(x) \geq \bar{\rho} \). For simplicity and due to \( \omega(t, x) = \omega \) for \( x \in [\alpha(t), \beta(t)] \), we drop the dependence of \( v \) on \( \omega \) in the following. We rewrite the derivative of the nonlocal term as

\[ \partial_x V(t, x) = - \int_x^{\beta(t)} W_\eta'(y - x)(v(\rho(t, y)) - v(\rho(t, x))) dy \]

\[ \quad + \left( W_\eta(0) + \int_x^{\beta(t)} W_\eta'(y - x) dy \right) (\bar{v} - v(\rho(t, x))). \]

Since the monotonicity is preserved, we estimate

\[ \partial_x V(t, x) \geq W_\eta(\beta(t) - x) (\bar{v} - v(\rho(t, x))). \]
Further, due to $\rho(t,x) \geq \bar{\rho}$ we are able to bound (3.16) by
\begin{equation}
\tag{3.16}
\leq \int_{\alpha(t)}^{\beta(t)} \partial_{t} v(\xi(t,x),\omega(t,x))) W_{\eta}(\beta(t) - x)(\bar{\rho}(t,x) + \rho(t,x)) (\rho(t,x) - \bar{\rho}(t,x))^2 dx
\end{equation}
\[\leq W_{\eta}(\beta(t) - \alpha(t)) \rho_{\text{min}} \int_{\alpha(t)}^{\beta(t)} (\rho(t,x) - \bar{\rho}(t,x))^2 dx.\]

For monotone increasing initial data the signs change such that we get the same estimate. Hence, Grönwall’s inequality yields the result for the case b), too.

Remark 3.13 (Micro-to-macro convergence). At least formally, the fact that the corresponding Lyapunov function has the same rate is not surprising, as for $N \to \infty$ the microscopic Lyapunov function converges to the macroscopic one. Note that in the macroscopic problem, we do not restrict the initial conditions. We discuss formally the limit of (3.10) in more detail.

Define the piecewise constant function
\[\rho^{N}(t,x) := \sum_{i=0}^{N-1} \frac{1}{N y_{i}(t)} \chi_{[x_{i}(t),x_{i+1}(t))}(x),\]
\[\tag{3.17}\]
where $\chi_{A}(x)$ is the characteristic function being one for $x \in A$ and zero elsewhere. In [9], it is shown that (3.17) converges for $N \to \infty$ to a limit function $\rho$ which is actually a weak solution to system (2.8). Similarly, the microscopic equilibrium density $1/(N L_{i})$ converges to the macroscopic quantity $\bar{\rho}$. Furthermore, we rewrite the microscopic Lyapunov function using (3.17) (and $\bar{\rho}^{N}(t,x)$ defined accordingly):
\[\tag{3.10}\]
\[= \sum_{i=0}^{N-1} \int_{x_{i}(t)}^{x_{i+1}(t)} \left( \frac{1}{N y_{i}(t)} - \frac{1}{N L_{i}} \right)^2 dx = \int_{x_{J}(t)}^{x_{N}(t)} (\rho^{N}(t,x) - \bar{\rho}^{N}(t,x))^2 dx.\]

By the choice of the boundary conditions, the correspondence from $x_{N}(t)$ to the left boundary $\beta(t)$ is obtained. For the other boundary, observe that
\[\frac{d}{dt} \int_{x_{J}(t)}^{x_{N}(t)} \rho^{N}(t,x) dx = \frac{d}{dt} \sum_{i=\beta}^{N-1} \int_{x_{i}(t)}^{x_{i+1}(t)} \frac{1}{N y_{i}(t)} dy_{i} = 0.\]

Hence, the integral of the microscopic density between two specific cars stays constant over time. Furthermore, we define
\[c_{\rho}^{N} := \min_{t \geq 0} \int_{x_{N}(t) - \eta}^{x_{N}(t)} \rho^{N}(t,x) dx = \int_{x_{N}(t^{*}) - \eta}^{x_{J}(t^{*})} \rho^{N}(t,x) dx + \int_{x_{J}(t^{*})}^{x_{N}(t^{*})} \rho^{N}(t,x) dx,\]
where $t^{*}$ is the time when the car $J$ is the closest to the border $x_{N}(t) - \eta$. If we now pass to the limit $N \to \infty$, the car $J$ reaches position $x_{N}(t^{*}) - \eta$, such that the first term disappears. Using (3.18) we observe
\[c_{\rho}^{N} \to \int_{x_{J}(t)}^{x_{N}(t)} \rho^{N}(t,x) dx.\]
for $N \to \infty$ and further by construction also $c_0^N \to c_\rho$. Hence, by comparing to (3.14), we have that $x_{\mathcal{J}}(t)$ converges towards the boundary $\alpha(t)$. This demonstrates that the rate in the microscopic case for a concave kernel converges to its macroscopic equivalent as

$$\int_0^t W_t(x_N(s) - x_{\mathcal{J}}(s))ds \to \int_0^t W_t(\beta(s) - \alpha(s))ds.$$  

The value $c_\rho$ depends on the knowledge of the whole solution over time. Hence, the theoretical boundary $\alpha(t)$ may not be useful in real-world applications. Nevertheless, in specific cases we can determine its value a priori:

Consider a case where the density in the interval $[\beta(t) - \eta, \beta(t)]$ is only increasing over time.

**Lemma 3.14.** Let the initial conditions for the Lagrangian marker be $\omega_0(x) = \omega$, hence $v(\rho, \omega) := v(\rho)$ and the initial density either satisfies

a) $\rho_0(x) \leq \bar{\rho} \ \forall x \in [a, b]$, or

b) the condition

$$V(0, b - \eta) \geq \bar{v}$$  

for a constant kernel and a linear velocity function.

Then,

$$c_\rho = \int_{b - \eta}^b \rho_0(x)dx$$

holds.

**Proof.** Similar to the proof of Lemma 3.12 we obtain

$$\frac{d}{dt} \int_{\beta(t) - \eta}^{\beta(t)} \rho(t, x)dx = (V(t, \beta(t) - \eta) - \bar{v}) \rho(t, \beta(t) - \eta).$$

To prove the claim, the derivative needs to be positive. The density is already nonnegative. In case a) we obtain the result as a direct consequence of the strong maximum principle in [22, Theorem 2.2], which we can apply due to $\omega_0(x) = \omega$. In particular, this maximum principle holds for all kernels as in [24]. This gives us $\rho(t, x) \leq \bar{\rho}$ or equivalently $v(\rho(t, x)) \geq \bar{v}$. In particular, $V(t, \beta(t) - \eta) \geq \bar{v}$ follows.

The second case is more involved. First note that due to Assumption 3.1 and $v$ being linear in $\rho$ we can set $v'_{\max} := v'(\rho)$. Now, we study

$$\frac{d}{dt} (V(t, \beta(t) - \eta) - \bar{v}) = \frac{1}{\eta} \left( \bar{v} [\bar{v} - v(\rho(t, \beta(t) - \eta))] + v'_{\max} \int_{\beta(t) - \eta}^{\beta(t)} \partial_t \rho(t, y)dy \right)$$

$$\quad = \frac{1}{\eta} \left( \bar{v} v'_{\max} [\bar{\rho} - \rho(t, \beta(t) - \eta)] - v'_{\max} \int_{\beta(t) - \eta}^{\beta(t)} \partial_x (\rho(t, y)V(t, y)) dy \right)$$

$$\quad = \frac{1}{\eta} \rho(t, \beta(t) - \eta) v'_{\max} [V(t, \beta(t) - \eta) - \bar{v}].$$

This gives us an ordinary differential equations whose solution is given by

$$(V(t, \beta(t) - \eta) - \bar{v}) = (V(0, b - \eta) - \bar{v}) \exp \left( \frac{v'_{\max}}{\eta} \int_0^t \rho(s, \beta(s) - \eta)ds \right).$$
Hence, if we assume (3.19), it follows that \( V(t, \beta(t) - \eta) \geq \bar{v} \) for \( t \geq 0 \) and therefore also \( \frac{d}{dt} \int_{\beta(t)-\eta}^{\beta(t)} \rho(t, x) dx \geq 0 \). This yields the desired result. \( \square \)

Note that the condition a) prohibits to use Lemma 3.14 for decreasing initial data and a concave kernel function in Theorem 3.11. Alternatively we may find a lower bound on \( c_\rho \) that is determined a priori and then use a modified left boundary as outlined in the following remark.

**Remark 3.15.** Let us again consider a first order model, i.e. \( \omega_0(x) = \omega \). If we view the problem as an initial value problem on \( \mathbb{R} \), the initial conditions are given by

\[
\tilde{\rho}_0(x) = \begin{cases} 
\bar{\rho}_a, & \text{if } x < a, \\
\rho_0(x), & \text{if } x \in [a, b], \\
\bar{\rho}_b, & \text{if } x > b,
\end{cases}
\]

\[
\tilde{\omega}_0(x) = \begin{cases} 
\omega_0(a), & \text{if } x < a, \\
\omega_0(x), & \text{if } x \in [a, b], \\
\omega_0(b), & \text{if } x > b,
\end{cases}
\]  

(3.20)

where \( \bar{\rho}_a \) is determined such that \( v(\bar{\rho}_a, \omega_0(a)) = \bar{v} \). Furthermore, the initial conditions must be chosen in a way such that \( \bar{\rho}_a, \bar{\rho}_b, \rho_0(x) > 0 \) holds. Then, by the maximum principle [22] we have \( \rho(t, x) \geq \min \{\bar{\rho}_a, \bar{\rho}_b, \inf_{x \in [a, b]} \rho_0(x)\} \). This allows to bound \( c_\rho \) by \( \eta \min \{\bar{\rho}_a, \bar{\rho}_b, \inf_{x \in [a, b]} \rho_0(x)\} \) from below. Finally, this can be used for a left boundary \( \tilde{\alpha}(t) \geq \alpha(t) \) which depends on the lower bound. Here, the same results as in Theorem 3.11 are obtained by simply replacing the lower bound. In contrast to Lemma 3.14 there are no further assumptions on the initial data or velocity function. Note that due to the different inflow the solution does not correspond to the microscopic solution. Further, note that such a strategy is not possible for the second order model, since the maximum principle does not provide a lower bound which is strictly positive.

Let us close this section by comparing our results to other approaches considered in the literature. As already mentioned in the introduction, [26] considers the stability of a first order model with linear velocity on a ring road. Our model coincides with this model for a constant Lagrangian marker and the corresponding velocity function. One of the main results in [26] is that for a constant kernel, specific initial data and a specific nonlocal reach \( \eta \) traveling waves can be created, such that no control is possible. In particular, this is the reason why in [27] a different model is considered. Nevertheless, this is not in contradiction with our results as we do not consider a ring road and such phenomena may not occur.

4 Numerical simulations

4.1 Numerical schemes

To illustrate the theoretical results we use numerical schemes to solve the microscopic equations (2.1) and the macroscopic system (2.11).

To compare the microscopic and macroscopic approaches we will choose the same initial density and Lagrangian marker for both scales. To construct the initial placement of the microscopic cars for a given initial density and number of cars we use the approach outlined in [18]. The microscopic equations (2.1) are a system of ordinary differential equations and solved by the method \texttt{ode23s} of MATLAB.

For the macroscopic equations we discretize system (2.11) using a numerical scheme presented in [9, 22] similar to the Roe scheme presented in [37]. The two equations in (2.11) are only
coupled via the nonlocal term, that is computed at each time step. This leads to the following numerical flux

\[ F^n_{j+\frac{1}{2}} = V^n_j \left( \frac{\rho^n_j}{q^n_j} \right), \]

where

\[ V^n_j = \frac{|\eta/\Delta x|^{-1}}{\sum_{k=0}^{\gamma_k} \gamma_k} \sum_{k=0}^{\gamma_k} \frac{\rho^n_{j+k+1}}{\rho_{j+k+1}} \]

and \( \gamma_k = \int_{\Delta x}^{(k+1)\Delta x} W_\eta(y-x)dy. \)

The full scheme is then given by

\[ \left( \frac{\rho^{n+1}_j}{q^{n+1}_j} \right) = \left( \frac{\rho^n_j}{q^n_j} \right) - \lambda \left( F^n_{j+\frac{1}{2}} - F^n_{j-\frac{1}{2}} \right). \] (4.1)

At the boundaries the fluxes are given by (3.11). The CFL condition is chosen using an adaptive step size control determined by the maximal nonlocal velocity, i.e. \( \Delta t^n \leq \Delta x / \max_j V^n_j. \)

### 4.2 Numerical example

We consider the starting interval \([-1.5, 1.5]\). In the microscopic case \( N = 500 \) cars are placed in the interval according to the initial density \( \rho_0(x) \) and in the macroscopic case we have \( a = -1.5 \) and \( b = 1.5 \). The spatial step size is given by \( \Delta x = 2.5 \cdot 10^{-3} \). The constant \( \eta \) is \( \eta = 0.5 \) and the initial conditions are given by

\[ \rho_0(x) = \begin{cases} 0.5, & \text{if } x < 0, \\ 0.3, & \text{if } x > 0, \end{cases} \quad \text{and} \quad \omega_0(x) = \begin{cases} 1, & \text{if } x < 0, \\ \frac{\eta}{x}, & \text{if } x > 0. \end{cases} \]

The equilibrium velocity of the right boundary and the leading vehicle respectively is given by \( \bar{v} = 0.5 \). The velocity function is chosen as \( v(\omega, \rho) = \omega(1 - \rho) \). At \( t = 0 \) the system is already at its stationary state is for data with \( x < 0 \). It will be driven away from the equilibrium due to the traffic ahead. Furthermore, the initial densities are larger or equal to the equilibrium density. Hence, in the microscopic case the distance between all cars in the set \( B \) and its follower is always smaller or equal to the equilibrium distance due to the maximum principle (3.4). In particular, this implies that \( J = \mathcal{J} \). In addition, the initial conditions are chosen such that the assumptions of Theorems 3.5, 3.6 and 3.11 are fulfilled.

We consider first a constant kernel \( W^\eta_{const.} = 1/\eta \). Figure 1 shows the density in the microscopic and macroscopic case at different times. Note that due to the applied boundary conditions, we have zero inflow at the left boundary of the macroscopic solution such that the density drops to zero. The theoretical results demonstrate only the stabilization of the density in the interval ahead of the red dotted lines. Nevertheless, also the density outside this area seems to converge towards the steady state solution.

This is shown in Figure 2 too, which displays the logarithm of the Lyapunov functions (3.10) and (3.13) respectively together with the theoretical upper bounds. Here, also the following kernel functions, in line with (2.4), are considered:

\[ W^\eta_{lin.}(x) = 2\eta \frac{x}{\eta^2}, \quad W^\eta_{lin.2}(x) = \frac{3\eta - 2x}{2\eta^2}, \quad W^\eta_{conc.}(x) = 3\eta^2 \frac{2x - x^2}{\eta^3}. \]
Figure 1: Solution of the microscopic (left column) and macroscopic (right column) density (blue dashed line) compared to the equilibrium density (black solid line). The vertical red line gives the position of the car $x_N(t)$ (microscopic) or the boundary $\alpha(t)$ (macroscopic).
Figure 2: Microscopic and macroscopic Lyapunov functions (black) over time together with the exponential upper bounds (gray) for different kernel functions.

Note that for the second linear kernel function $W_{\eta}^{\text{lin}2}(\eta) > 0$ holds. This plays a particular role when we consider the theoretical upper bounds from the Theorems 3.6 and 3.11. Here, the rates are only slightly decreasing for $W_{\eta}^{\text{lin}}$ and $W_{\eta}^{\text{conc}}$. As the initial conditions are greater than the equilibrium density, the distance between the last car of the bulk and the leading vehicle will be $\eta$ in the limit, i.e. $\lim_{t \to \infty} x_N(t) - x_J(t) = \eta$ and $\lim_{t \to \infty} \beta(t) - \alpha(t) = \eta$. In addition, we have $W_{\eta}^{\text{lin}}(\eta) = W_{\eta}^{\text{conc}}(\eta) = 0$ which results in a slight decrease. We note that this only occurs, if $W_{\eta}(\eta) = 0$ and the initial data are larger than the equilibrium density. In case of increasing initial data smaller than the equilibrium density the bounds presented in Theorems 3.6 and 3.11 are sharper.

**Remark 4.1.** Note that the exponential bounds strongly depend on the values of $\rho_{\min}$ and hence on the choice of the initial conditions. Using the same parameters as before, but consider the constant kernel function $W_{\eta}^{\text{const}}$. and initial data

$$
\rho_0(x) = \begin{cases} 
0.5, & \text{if } x < 0, \\
0.025, & \text{if } x \in [0, 0.75], \\
0.05, & \text{if } x > 0.75.
\end{cases}
$$

we observe the Lyapunov function and its upper bound in Figure 3 left. In particular, it is obvious that the bound is not sharp, e.g., by comparing Figure 3 to Figure 2. Figure 3 right, shows the Lyapunov function of Theorem 3.5 for all cars $i = 0, \ldots, N - 1$. This function has an increasing part at the beginning which demonstrates that generalizing the results of Theorem 3.5 to all cars cannot be expected.

Finally, we consider the following example

$$
\rho_0(x) = \begin{cases} 
0.5, & \text{if } x < 0, \\
0.3, & \text{if } x \in [0, 0.5], \\
0.4, & \text{if } x > 0.5,
\end{cases}
$$

and

$$
\omega_0(x) = \begin{cases} 
1, & \text{if } x < 0, \\
\frac{2}{3}, & \text{if } x \in [0, 0.5], \\
\frac{3}{4}, & \text{if } x > 0.5.
\end{cases}
$$

with $\eta = 2$ and an initial placement of the cars in $[-5, 1]$. Note that in this situation our stabilization results hold only for the constant kernel. Nevertheless, the convergence towards
Figure 3: Example in which the exponential bound is not so sharp due to a low value of $\rho_{\text{min}}$, left, and the Lyapunov function for all cars, right.

the steady state in the micro- and macroscopic scale is also obtained for concave kernels and even convex ones, i.e.

$$W_{\eta}^{\text{conv.}} = \frac{3(\eta - x)^2}{\eta^4}.$$ 

This is shown in Figure 4. Even though not covered by our theoretical results, the bounds recovered in Theorems 3.6 and 3.11 are valid for the considered example and the linear kernel, too.

5 Conclusion

In this work, we have presented suitable Lyapunov functions and explicit rates such that a nonlocal second-order model on a single road tends to its equilibrium state. We have considered the microscopic and macroscopic scales and the rates for both scales coincide. For the theoretical analysis, we had to restrict ourselves to a constant kernel function or a concave kernel with monotone initial data. Nevertheless, numerical examples suggest that the asymptotic stabilization effect can be obtained for all cars and also in the case of convex kernels. Future work may include extending the obtained results to those cases.
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Figure 4: The considered Lyapunov functions (black) together with the exponential upper bounds (gray) for the microscopic and macroscopic scale. The assumptions are violated for the kernels $W^\text{lin}_2$ and $W^\text{conv}$.

A Proof of the maximum principle for monotone initial data and concave kernel functions

Lemma A.1. Let the initial placement of cars and the equilibrium velocity $\bar{v}$ be chosen such that $J \in \{0, \ldots, N - 1\}$ being the smallest integer satisfying (3.3) exists. Further, let Assumption 3.3 hold and the dynamics given by equation (2.2). We assume that the kernel function is concave, $\omega_i = \omega$ for $i = J, \ldots, N - 1$ and the initial datum satisfies either $y_J(0) \geq \cdots \geq y_{N-1}(0) \geq \bar{L}$ or $y_J(0) \leq \cdots \leq y_{N-1}(0) \leq \bar{L}$ with $v(\bar{L}, \omega) = \bar{v}$. Then, the maximum principle (3.4) holds.

Proof. Due to the assumption $\omega_i = \omega$ and for readability, we will drop the dependence of $v$ on $\omega$ in the following. As the proof works completely analogously, we concentrate on the case $y_J(0) \leq \cdots \leq y_{N-1}(0) \leq \bar{L}$. Further, we assume $J \geq J$. As already outlined in the proof of Lemma 3.3 we start by proving the upper bound $\bar{L}$ on $y_i(t)$. Recall that in the setting of Lemma 3.3 we prove the claim by induction. The base case is already done in the proof of Lemma 3.3. Hence, we proceed with the induction step and suppose that $y_i(t) \leq \bar{L}$ holds for $j > i$ and therefore $v\left(\frac{1}{Ny_j(t)}\right) \leq \bar{v}$. Further, $\gamma_{i+1,j-1}(t) - \gamma_{i,j}(t) \geq 0$ holds due to the definition of the weights and the monotonicity of the kernel function $W_\eta$. We deduce from (3.7)

$$
\frac{d}{dt}(y_i(t) - \bar{L}) \leq -\gamma_{i,0}(t) \left( v\left(\frac{1}{Ny_i(t)}\right) - \bar{v} \right) = W_\eta(\zeta_i(t)) \partial_\rho v(\xi_i(t)) \frac{1}{NL} (y_i(t) - \bar{L}) \quad (A.1)
$$

where we used $\gamma_{i,0}(t) = \int_0^{y_i(t)} W_\eta(y)dy = W_\eta(\zeta_i(t))y_i(t)$ and once more the mean value theorem for $v$. By Grönwall’s inequality we obtain

$$
y_i(t) - \bar{L} \leq (y_i(0) - \bar{L}) \exp\left( \int_0^t \frac{W_\eta(\zeta_i(s))\partial_\rho v(\xi_i(s))}{NL} ds \right) \leq 0.
$$
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This leads to the desired upper bound $y_i(t) \leq \bar{L}$. To prove the lower bound, we first prove that the monotonicity of the initial data is kept for $t > 0$, if $y_i(t) \leq \bar{L}$ holds. Again, we consider the time derivative
\[
\frac{d}{dt} (y_{i+1}(t) - y_i(t))
\]
\[
N-2-i
\]
\[
= \sum_{j=1}^{N-2-i} (\gamma_{i+2,j-1}(t) - \gamma_{i+1,j}(t)) \left( v \left( \frac{1}{N y_{i+j+1}(t)} \right) - \bar{v} \right) - \gamma_{i+1,0}(t) \left( v \left( \frac{1}{N y_{i+1}(t)} \right) - \bar{v} \right)
\]
\[
- \sum_{j=1}^{N-1-i} (\gamma_{i+1,j-1}(t) - \gamma_{i,j}(t)) \left( v \left( \frac{1}{N y_{i+j}(t)} \right) + \bar{v} \right) + \gamma_{i,0}(t) \left( v \left( \frac{1}{N y_i(t)} \right) - \bar{v} \right)
\]
\[
= \gamma_{i,0}(t) \left( v \left( \frac{1}{N y_i(t)} \right) - \bar{v} \right) - \gamma_{i+1,0}(t) \left( v \left( \frac{1}{N y_{i+1}(t)} \right) - \bar{v} \right)
\]
\[
- (\gamma_{i+1,0}(t) - \gamma_{i,1}(t)) \left( v \left( \frac{1}{N y_{i+1}(t)} \right) - \bar{v} \right)
\]
\[
+ \sum_{j=2}^{N-1-i} (\gamma_{i+2,j-2} - 2\gamma_{i+1,j-1}(t) + \gamma_{i,j}(t)) \left( v \left( \frac{1}{N y_{i+j}(t)} \right) - \bar{v} \right)
\].

Due to $\gamma_{i+1,0}(t) \geq \gamma_{i,0}(t)$ and $v \left( \frac{1}{N y_{i+1}(t)} \right) \leq \bar{v}$ we can drop the third term. Further, we add a zero and obtain
\[
\geq \gamma_{i,0}(t) \left( v \left( \frac{1}{N y_i(t)} \right) - v \left( \frac{1}{N y_{i+1}(t)} \right) \right) + (\gamma_{i,0}(t) - \gamma_{i+1,0}(t)) \left( v \left( \frac{1}{N y_{i+1}(t)} \right) - \bar{v} \right)
\]
\[
+ \sum_{j=2}^{N-1-i} (\gamma_{i+2,j-2} - 2\gamma_{i+1,j-1}(t) + \gamma_{i,j}(t)) \left( v \left( \frac{1}{N y_{i+j}(t)} \right) - \bar{v} \right)
\].

Next, we need to estimate everything from below depending on the distance $y_{i+1}(t) - y_i(t)$. The first term can be handled by using the mean value theorem in a similar manner as in Appendix A. Further, we obtain
\[
\gamma_{i,0}(t) - \gamma_{i+1,0}(t) = \int_0^{y_i(t)} W_\eta(y)dy - \int_0^y W_\eta(y)dy = \int_{y_{i+1}(t)}^{y_i(t)} W_\eta(y)dy
\]
\[
= -W_\eta(\zeta_{i+1/2}(t))(y_{i+1}(t) - y_i(t))
\]
which allows to express the second term as desired. Finally, we consider
\[
\gamma_{i+2,j-1}(t) - 2\gamma_{i+1,j-1}(t) + \gamma_{i,j}(t)
\]
\[
= \int_{x_{i+j+1}(t)}^{x_{i+1}(t)} W_\eta(y-x_{i+2}(t)) - 2W_\eta(y-x_{i+1}(t)) + W_\eta(y-x_{i}(t))dy
\]
and use once more the mean value theorem by denoting with $\zeta_i(y, t)$ the corresponding value in $(y-x_{i+1}(t), y-x_{i}(t))$
\[
= \int_{x_{i+j+1}(t)}^{x_{i+1}(t)} -y_{i+1}(t)W_\eta'(\zeta_{i+1}(y, t)) + y_{i}(t)W_\eta'(\zeta_{i}(y, t))dy
\]
\[
= (y_{i+1}(t) - y_i(t)) \int_{x_{i+j+1}(t)}^{x_{i+1}(t)} -W_\eta'(\zeta_{i+1}(y, t))dy + y_{i}(t) \int_{x_{i+j+1}(t)}^{x_{i+1}(t)} W_\eta'(\zeta_{i}(y, t)) - W_\eta'(\zeta_{i+1}(y, t))dy
\]
and since $\zeta_i(y, t) > \zeta_{i+1}(y, t)$ and $W_\eta$ is concave, we get
\[
\leq (y_{i+1}(t) - y_i(t)) \int_{x_{i+1}(t)}^{x_{i+1}(t)} -W_\eta'(\zeta_{i+1}(y, t))dy.
\]
We are able to derive
\[
\frac{d}{dt} (y_{i+1}(t) - y_i(t)) \geq C(t) (y_{i+1}(t) - y_i(t)) ,
\]
where $C(t)$ collects all the estimates and again using Grönwall’s inequality
\[
(y_{i+1}(t) - y_i(t)) \geq (y_{i+1}(0) - y_i(0)) \exp(\int_0^t C(s)ds) \geq 0.
\]
This proves that the monotonicity is kept. Furthermore, this allows to prove the lower bound on $y_i(t)$. Therefore, we consider again the derivative and add zero such that we obtain
\[
\frac{d}{dt} y_i(t) = \sum_{j=1}^{N-1-i} (\gamma_{i+1,j-1}(t) - \gamma_{i,j}(t)) \left( v \left( \frac{1}{Ny_{i+1}(t)} \right) - v \left( \frac{1}{Ny_i(t)} \right) \right)
\]
\[
+ \left( \sum_{j=1}^{N-1-i} \gamma_{i+1,j-1}(t) - \sum_{j=0}^{N-1-i} \gamma_{i,j}(t) \right) \left( v \left( \frac{1}{Ny_{i+1}(t)} \right) - \bar{v} \right).
\]
We use the monotonicity and the definition of the weights to get
\[
\geq - \int_{x_i(t)}^{x_{i+1}(t)} W_\eta(x_N - y)dy \left( v \left( \frac{1}{Ny_{i+1}(t)} \right) - \bar{v} \right) = y_i(t) W_\eta(\zeta_i^N(t)) \left( \bar{v} - v \left( \frac{1}{Ny_i(t)} \right) \right),
\]
where $\zeta_i^N(t) \in [x_N(t) - x_{i+1}(t), x_N(t) - x_i(t)]$. Keeping in mind that $y_i(t) \leq \bar{L}$ holds and using again Grönwall’s inequality yields
\[
y_i(t) \geq y_i(0) \exp \left( \int_0^t W_\eta(\zeta_i^N(t)) \left( \bar{v} - v \left( \frac{1}{Ny_i(t)} \right) \right) ds \right) \geq y_i(0).
\]
The case of monotone decreasing distances can be proven analogously. Here, most of the inequalities switch their sign and one proves first $y_i(t) \geq \bar{L}$, then that under this assumption the monotonicity is kept and finally the upper bound.
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