Extreme ultraviolet lensless imaging without object support through rotational diversity in diffractive shearing interferometry
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Abstract: We report on a method that allows microscopic image reconstruction from extreme-ultraviolet diffraction patterns without the need for object support constraints or other prior knowledge about the object structure. This is achieved by introducing additional diversity through rotation of an object in a rotationally asymmetric probe beam, produced by the spatial interference between two phase-coherent high-harmonic beams. With this rotational diffractive shearing interferometry method, we demonstrate robust image reconstruction of microscopic objects at wavelengths around 30 nm, using images recorded at only three to five different object rotations.

1. Introduction

In recent years, coherent diffractive imaging (CDI) has proved to be a versatile imaging technique with many applications, such as high-resolution imaging using X-ray and extreme ultraviolet (XUV) [1–4] as well as coherent beams of electrons [5] as illumination. High harmonic generation (HHG) is a process that enabled the development of tabletop sources generating a broad harmonic spectrum of spatially coherent XUV light [6]. Using these sources recently sub-wavelength resolution has been achieved [7]. The broad bandwidth of HHG sources enables imaging over wide wavelength spans throughout the extreme ultraviolet and soft-X-ray ranges. Recently we have demonstrated multi-wavelength CDI based on Fourier-transform spectroscopy [8,9], and various promising spectrally resolved imaging results have been reported [10,11].

In CDI, the exit wave of an object is reconstructed from a measured diffraction intensity pattern. In the far-field limit, the diffracted electric field corresponds to the Fourier-transform of the exit wave. Therefore, a reconstruction of this exit wave can be obtained by an inverse Fourier-transform of this diffracted electric field. The challenge in CDI measurements is that typically only the squared amplitude of this electric field is measured. To reconstruct the exit wave, the phase of the electric field at the detector plane needs to be retrieved using iterative methods [12,13]. In the single-shot implementation of CDI, such algorithms rely on additional information, which often means knowledge of the object support. Finding a good estimate of such a support is often difficult, and can be solved in a number of ways: By using low resolution microscopy technique, such as optical microscopy [12] or Fourier-transform holography [14]. Another commonly used technique is shrinkwrap [15], where the object support is adaptively refined from a loose starting
guess of the support. However, for objects with non-sharp edges, shrinkwrap-based algorithms require the user to make a choice about the threshold value at which to define the support boundary. Many recent developments have been driven by ptychography [11,16,17]. Ptychography uses transverse scanning of a spatially confined probe beam, while maintaining partial overlap between adjacent scan positions. This approach introduces additional translational measurement diversity which strongly constrains the exit wave solution. Ptychographic methods remove the need for an object support and the associated prior object knowledge, and simultaneously provide a reconstruction of the probe beam [17], but it does come at the cost of a strongly increased number of measurements.

In this paper, we present a novel approach to CDI that enables high-resolution imaging without the need for an object support in the reconstruction algorithm, using only a limited number of measurements with a rotating interference pattern as the probe. Our approach is based on the diffractive shearing interferometry (DSI) approach which allows wavelength-resolved CDI. For our present application we use XUV radiation generated by HHG [18]. In DSI, the interference between two sheared diffraction patterns is measured through spatially resolved Fourier-transform spectroscopy (FTS) [8]. Effectively, this provide a measure of the phase gradient in the direction of the shear [19]. We now extend this approach by measuring multiple shear directions. In analogy to ptychography, these multiple measurements provide increased measurement diversity since our interferometric illumination is rotationally asymmetric. A phase retrieval approach that rotates an asymmetric illumination was earlier suggested by Wang et al. [20], and we recently explored the concept of interferometric probe ptychography in detail for visible light applications [21]. Shearing interferometry methods for phase imaging with visible light [22], deep-UV [23] and X-rays [24] have also been reported. Here we show that the obtained diffraction information is sufficient to accurately reconstruct an object image without the need for accurate knowledge of an object support. The only requirements are 1) that the diffraction pattern is sufficiently sampled, meaning that the object is fully contained within the field of view, and 2) that the illumination is smooth across the object (as is the case for CDI in general). The experimental results are further supported by numerical simulations, in which the influence of the number of orientations, the relative magnitude of the shear and the signal-to-noise ratio are investigated.

2. Rotational diffractive shearing interferometry

The measurement concept is shown in Fig. 1. An object is illuminated by a pair of broadband noncollinear HHG beams, which are produced using phase-locked pairs of intense driving laser pulses [18]. The noncollinear geometry gives rise to a coherent, spatially sheared pair of diffraction patterns at a camera placed in the far field. A series of far-field diffraction patterns is recorded as a function of the time delay between the HHG pulses. The combination of such sheared illumination with an FTS scan enables spectrally resolved diffractive imaging for the different harmonic wavelengths through diffractive shearing interferometry (DSI) [8]. Note that in the direction opposite to the shearing direction, extra support information is still required. To remove the need for such support information, the object is rotated and DSI diffraction data is recorded for a series of object angles, while the shear between the two beams remains fixed. In this section, this rotational DSI approach is explained in detail, and the phase retrieval algorithm required for image reconstruction is outlined.

2.1. Diffractive shearing interferometry

With DSI combined with FTS, it is possible to recover two identical but laterally sheared monochromatic diffraction-plane electric fields from their interference [8]. FTS scans provide (after Fourier transformation with respect to the time delay between the two pulses) such a signal
Fig. 1. Two mutually delayed, identical XUV beams are incident on our sample in a non-collinear geometry. The signal measured on the camera is the interference pattern between two laterally sheared diffraction patterns. A time delay (FTS) scan is recorded for a range of sample rotations along angle $\theta$, which introduces measurement diversity because of the directed interference in the illumination. The top left inset depicts how the relative shear vector $dk$ changes in $k$-space upon sample rotation. The amplitude of $dk$ is exaggerated for clarity. The bottom right inset shows a typical HHG spectrum retrieved from an FTS scan.

resolved for each wavelength of the light source:

$$M(k) = E(k + dk)E(k - dk)^* = A(k + dk)A(k - dk)\exp\{i(\Phi(k + dk) - \Phi(k - dk))\}, \quad (1)$$

where the measured signal $M(k)$ corresponds to the product of the diffracted electric field $E(k + dk)$ and its complex conjugate with opposite shear $E(k - dk)^*$. $A(k)$ is the amplitude of the electric field of a single beam at the camera and $\Phi(k)$ is the phase of the electric field, $k$ are the camera plane coordinates and $2dk$ is the combined lateral shear between the two beams. Note that bold-font symbols are used to indicate vectors. As can be seen from Eq. (1), the retrieved diffraction data does not directly correspond to the far-field diffraction pattern of the object, as the complex product between the two beams is measured instead of the intensity. An advantage of this measurement is that the complex phase term provides information about the spatial phase derivative along the direction of the shear between the beams.

Starting from $M(k)$ it is possible to reconstruct the full complex far-field electric field of a single illumination beam, which is related to the object exit wave by a spatial Fourier-transform. This can be achieved by using an iterative phase retrieval algorithm [13,25], which combines a finite support constraint with a camera space electric field update that takes into account the sheared geometry:

$$E_{n+1}(k) = (1 - \beta)E_n(k) + \frac{\beta}{2} \left[ \frac{M(k - dk)E_n(k - 2dk)}{|E_n(k - 2dk)|^2 + \alpha^2} + \frac{M^*(k + dk)E_n(k + 2dk)}{|E_n(k + 2dk)|^2 + \alpha^2} \right], \quad (2)$$
where $E_n$ is the $n^{th}$ update step of the electric field estimate, $\beta$ is a feedback parameter with a value close to unity that prevents amplitude overshooting, and $\alpha$ is a regularization constant to avoid division by zero.

### 2.2. Rotational diffractive shearing interferometry

As shown in Fig. 1, the rotational symmetry that would be present for single-beam illumination is broken by the fixed shear direction in the noncollinear double-beam illumination. Therefore, rotating the object around the average beam axis results in a qualitatively different diffraction pattern at the detector, as the individual diffraction patterns rotate but the interference direction remains fixed. Measurements at multiple rotation angles therefore provide increased measurement diversity. This additional information forms the basis for a phase retrieval algorithm that does not require support constraints or other prior sample-plane knowledge. Instead, it suffices to impose a constraint that requires the single-beam electric fields measured at different shear angles, as retrieved from a DSI procedure, to be identical. Because of the experimental challenge involved in rotating the shear direction between two HHG beams, we choose to rotate the object around an axis given by the average beam direction (Fig. 1). A series of DSI measurements is then performed as a function of this rotation angle. After the measurement, the resulting datasets are numerically rotated so that effectively the respective complex fields are acquired at different orientations of the object relative to a common orientation. This procedure is equivalent to the measurement of DSI patterns with a rotating shear. To accurately perform this numerical rotation of complex field data sampled on a square grid, a method is used that synthesises rotations by using a set of three shear operations [26]. This rotated data forms the starting point for an augmented DSI algorithm, which begins with a starting guess for the unsheared electric field $E_{0,j}(k)$ for each measurement $j$ at shear angle $\theta_j$. The unsheared electric fields are then updated using the standard DSI camera space update [8], but now for each angle $\theta_j$:

$$E_{n+1,j}(k) = (1 - \beta)E_n(k)$$

$$+ \frac{\beta}{2} \left[ \frac{M_j(k - dk_j)E_n(k - 2dk_j)}{|E_n(k - 2dk_j)|^2 + \alpha^2} + \frac{M_j^*(k + dk_j)E_n(k + 2dk_j)}{|E_n(k + 2dk_j)|^2 + \alpha^2} \right],$$

where $M_j(k)$ is the measured signal at $\theta_j$, $E_n(k)$ is the current field reconstruction and at that angle. Note that we refer to our camera-space coordinates as $k$, since the camera plane takes the role of reciprocal space in our measurements. After each update, the field reconstructions in the object plane for all angles are averaged to obtain the field estimate for the next iteration:

$$E_{n+1}(r) = \langle E_{n+1,j}(r) \rangle$$

While the algorithm typically converges for both simulated and experimental data, it was observed that on several occasions the convergence stagnated in a local minimum. A probable cause for this stagnation is the presence of a possible relative phase shift between the sheared diffraction patterns retrieved at different angles, which can lead to errors in the field average in Eq. (4). This relative phase offset is challenging to retrieve from the iterative procedure directly. Therefore, to aid reconstruction and further improve the algorithm convergence properties we instead apply an additional constraint in the averaging step, typically after every 40 iterations:

$$E_{n+1}(r) = \gamma \langle |E_{n+1,j}(r)| \rangle + (1 - \gamma)E_n(r)$$

This constraint has the effect of damping object phase variations, and is therefore similar to a positivity constraint. However, it is not as strict as a true positivity constraint because of the introduction of the relaxation parameter $\gamma$. The value of $\gamma$ is typically around 0.5.
3. Numerical simulations of rotational DSI

To systematically investigate how the quality of the reconstructions depends on the number of measurements at different rotation angles, we have performed a series of numerical simulations. The results of these simulations is shown in Fig. 2. Starting out from a test image (Fig. 2(a)), we simulate multiple DSI patterns for a range of different shear vector angles. In the simulations, the angle of the shear vector is rotated instead of the object, so that numerical object rotation of the diffraction data is not needed. Care is taken to simulate the far-field DSI patterns with a signal-to-noise ratio (SNR) comparable to our experimental data, which will be discussed in Section 4. The intensity and phase of a typical simulated DSI pattern are shown in Figs. 2(b) and 2(c). We typically choose the magnitude of the shear to be around 5 pixels, which is slightly larger than the typical speckle size of the diffraction patterns, as this was previously found to give the best DSI reconstructions [8]. A series of DSI patterns is generated with the shear rotated to angles of 0°, 10°, 15°, 80° and 90°, respectively. The same angles were used to obtain the experimental results, which will be discussed below. Reconstructions are then performed.

![Fig. 2](image-url)  
Fig. 2. Numerical simulations of the algorithm performance as a function of number of included measurement angles. (a) Intensity image of the simulated object (a flat phase is assumed) (b, c) Far-field DSI intensity (b) and phase (c) pattern as they would be recorded in an experiment. (d-g) Reconstructed images of the object when including data respectively from two, three, four and five measurements recorded at different angles. Each of these images is the average of 10 independent reconstructions. (h) Typical result for a single reconstruction, using diffraction signals at five different shear angles. The colorbar bar right of (h) applies to all intensity images of the object.
using subsets of these DSI patterns, for an increasing number of angles ranging from two to five. These subsets always included the 0° and 90° datasets, because this pair introduces the largest diversity due to the orthogonal shears. The other angles were selected randomly in each subset. For each of these subsets, ten independent reconstructions were performed using randomized starting field guesses and shear orientations. Of these ten reconstructions, the average is then taken as the overall reconstruction result for the subset corresponding to that particular number of shear angles. These averaged reconstruction results are shown in Figs. 2(d)–2(g). In these reconstructions, the total number of camera update steps (Eq. (3)) was kept constant.

It was found that when using only two shear angles, convergence was not guaranteed, and the reconstruction quality varied as a function of both the direction of the shear and the starting guess of the electric field. In the cases for which the algorithm did converge, it would often converge to a solution in a step-like manner after showing no visible improvement for many iterations, as illustrated in Fig. 3(a). Figure 3 shows the normalised mean square error (NMSE) [27] as a function of the number of iterations. This NMSE is given by the expression:

\[
\text{Error} = \sqrt{\frac{\sum_{k,j} |M_j(k) - M_{\text{rec},j}(k)|^2}{\sum_{k,j} |M_{\text{rec},j}(k)|^2}}
\]  

where \(M_{\text{rec},j}\) and \(M_j\) are the reconstructed and measured interference terms, respectively. For the simulated datasets consisting of DSI patterns for three to five shear angles, the algorithm reliably converged to a clearly recognizable object image. From the averaged data (Figs. 2(e)–2(g)), it does become clear that there is some remaining variability in the exact position of the object in the transverse plane. This effect is significant for three angles, but strongly reduces for four and five angles. For comparison, a single (non-averaged) reconstruction result when taking five angles into account is displayed in Fig. 2(h). This improved convergence behaviour is also apparent in Fig. 3(b), which shows the NMSE for a reconstruction including five angles. Compared to the two-angle reconstruction, convergence is much faster and less erratic, and proceeds in a nearly monotonous fashion. Note that the periodic spikes in the NMSE for the five-angle reconstruction stem from the application of the update constraint Eq. (5) every 40th iteration. From the reconstructed images and the error metric, the five-angle case is found to converge after just 70-100 iterations, after which the error metric only shows such periodic behaviour due to the regular update constraint application discussed above. In contrast, the spiking behaviour in the two-angle NMSE is irregular and cannot fully be explained by this constraint application.

![Fig. 3. Estimation of convergence, using the normalised mean square error metric (Eq. (6)) as a function of the number of iterations for a simulation with (a) two and (b) five diffraction patterns with varying shear-object orientations. The insets show reconstructed images after different amounts of iterations.](image-url)
4. Experimental demonstration of rotational DSI

4.1. Setup and measurement procedure for DSI with a HHG source

To experimentally demonstrate the concept of rotational diversity in DSI, a series of measurements was performed in an XUV lensless imaging geometry. The XUV radiation is produced by focusing 1 mJ, 25 fs laser pulses at a central wavelength of 800 nm from an optical parametric chirped pulse amplifier into a jet of Argon gas. The beam is focused with an $f = 25$ cm plano-convex lens. The gas jet is 1 mm wide, and produced by a pulsed nozzle backed by up to 8 bar of Argon that ejects gas into a metal tube to constrain the flow. The laser intersects the jet through small holes in the side of the metal tube. The repetition rate of the laser system is 300 Hz. To enable spectrally resolved imaging we use an FTS-approach. A coherent pair of HHG pulses is produced by two phase-stable driving laser pulses, which each focus in a separate location inside the gas jet but interfere at the object location. Further details of this method are given in previous work [8,18]. A typical HHG spectrum as used in this experiment is shown in Fig. 1.

The object under study is a transmission sample, representing a map of the water ways in the city of Amsterdam, manufactured using focused ion beam milling. The object substrate consists of a freestanding 50 nm thick silicon nitride film, coated on both sides with 70 nm of gold. A scanning electron microscope (SEM) image of the object is shown in Fig. 4(a). In the black areas in this image, the film was fully milled through, while in some parts the material was only partially removed, so that the object should appear as a ‘grayscale’ intensity image under XUV exposure.

The sample is placed at a distance of 18 cm from the detector (Andor Ikon-L, 2048×2048 pixels, 13.5 µm pixel size). The lateral shear between the two diffraction patterns at the detector plane is set to 134 µm, corresponding to about 10 pixels and an angle of 67 µrad. The rotation of the sample with respect to the shear direction (angle $\theta$ in Fig. 1) is controlled by a piezo-driven rotation stage. FTS scans were performed for a series of angles, being 0°, 10°, 15°, 80° and 90°, respectively. These particular angles were selected to minimize the error in the numerical rotation of the diffraction patterns. For the FTS scan at 0°, a time scan of 6.2 fs is recorded in steps of 34.4 attoseconds. These scan parameters correspond to a Nyquist-sampled spectral range of 14.5 PHz sampled at a frequency spacing of 164 THz. For the measurements at the other angles, a time scan of 6.3 fs was recorded in slightly larger time steps of 42.2 attoseconds, which results in a similar frequency spacing but at a somewhat smaller spectral range of 11.9 PHz. Each diffraction pattern in the FTS scans consists of set of exposures of 10 s, 2 s and 0.5 s, which are numerically merged into one image with increased dynamic range. We emphasize that the large number of images recorded in this measurement is specific for our Fourier-transform approach to diffractive imaging [9], and provides diffraction patterns for all wavelengths in the HHG source spectrum simultaneously. When instead using spectral filtering before the sample, the rotational DSI approach presented here in principle only requires a two to four recordings at different phase steps for each angle, which can be obtained in a total measurement time of a few minutes.

4.2. Measurement results and rotational DSI reconstructions

DSI signals at a wavelength of 31 nm as obtained from the FTS scan are shown in Fig. 4(b)–4(g). From these diffraction patterns, object reconstructions are performed using the rotational DSI procedure described in Section 2.2. Reconstructions are attempted using the data from a varying number of angles ranging from two to five, similar to what was done for the simulations described in the previous section. For all reconstructions, the total number of algorithm iterations was kept fixed at 3000 for all reconstructions.

For the experimental data, very similar convergence behaviour was observed compared to the simulations. When using two angles, the algorithm generally did not converge reliably. When including data from three to five angles, convergence was much more robust and proceeded in
Fig. 4. Object reconstructions from experimental data using rotational DSI at a wavelength of 31 nm. a) SEM image of the transmission sample. b,c) Intensity (log-scale) and phase of the diffraction pattern at 31 nm wavelength, obtained from the FTS scan at 0 degree angle. d-g) Diffraction intensity (log-scale) measured at 10, 15, 80 and 90 degree sample orientation. h-j) Object images obtained from the DSI reconstruction when including measurements at three, four and five different angles, respectively. k) Close-up of the SEM image highlighting a small contamination that moved upon rotation. l) Close-up of the reconstructed images at sample orientations at 0° (top left), 10°, 15° and 90° (bottom right), showing how the contamination is reconstructed differently at these different angles.

a more monotonous fashion. The results of these reconstructions when including three, four and five angles are displayed in Figs. 4(h)–4(j), respectively. For the three- and four-angle reconstructions, the quality of the results was consistently good if a sufficiently large angular range (i.e. 0-90°) is included. In all reconstructions, the estimated resolution is 300 nm, based on the size of the smallest resolved features. This resolution matches well with the highest spatial frequency that was detected above the noise level. When comparing the reconstructions for the different number of included angles, we find that the resolution is similar between all
reconstructions. The reconstructed image for five angles does show slightly sharper edges with less residual ripples in most parts of the image, but a consistent and significant resolution improvement cannot be claimed. Slight improvements can also be seen in the contrast of the images when including more angles. This mainly appears as a more homogeneous intensity distribution in the larger spaces (both light and dark), as well as in a more accurate representation of the partially transmitting areas. From these results we conclude that the main improvement in diversity from the rotational DSI approach is reached upon inclusion of data from at least three angles, and that adding data taken at more angles only results in moderate further improvements.

A noteworthy aspect in the retrieved object images, is that the algorithm is robust against some variation in the actual object upon rotation. It was found that the fabricated sample contained a small contamination that was loosely attached to an edge of a larger open area, and that this feature changed its orientation as the sample was rotated over 90°. An zoomed-in SEM image showing this contamination is displayed in Fig. 4(k). The rotational DSI algorithm calculates an average field estimate in each update step. Nevertheless, when the final field estimate is calculated using the averaged phase combined with the diffraction intensity from a specific rotation angle, images are obtained that show variations in the location of the contamination, in a way that matched the expectation for how this feature would move upon rotation when considering gravity. Parts of the reconstructions for 0°, 10°, 15° and 90° highlighting this contamination are shown in Fig. 4(l). It should however be noted that, although the reconstruction is robust against real object variations between measurements at different angles, the presence of such changes does violate a basic assumption of the algorithm. Although the contamination observed here was too small a detail to limit reconstruction quality, the robustness to such variations is still a subject of further study.

5. Conclusion

We have demonstrated that using rotational diversity in combination with an asymmetric probe beam enables CDI image reconstruction without prior knowledge about the object support, other than that the object is contained within the imaging field-of-view. We have experimentally verified this concept, using the DSI approach that we developed earlier, in which interference between two coherent extreme-ultraviolet beams results in the asymmetric probe beam structure. We find that, although in principle the concept works with diffraction patterns recorded at only two angles, the inclusion of data for up to five different angles results in improved image quality and more robust reconstruction. The developed method provides a convenient way of relaxing support constraint requirements and/or other forms of prior knowledge in CDI, and enables robust reconstruction using only a limited number of measured diffraction patterns.
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