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Introduction

Prepositions are highly ambiguous function words which can express a wide variety of relationships (Litkowski and Hargraves, 2006; Tratz, 2011). Supersenses have been proposed as an analytic framework for studying their lexical semantics, but extant gold-annotated corpora (e.g. Schneider et al., 2018) are small because preposition supersense annotation is a complex annotation task that requires much training and time.

Here, we present two proxy task designs for crowdsourcing from which supersense labels can be sensed – that is, recovered indirectly. These designs involve in-context substitution and similarity judgments. Based on four in-house pilot experiments, we conclude that both designs are promising methods for building a large preposition supersense–annotated corpus, and that they differ in difficulty for the annotators and for the researchers.

Prepositional Supersenses

Prepositions can express many different kinds of semantic relations. Schneider et al. (2018) present SNACS, an annotation framework for prepositions encoding these relations. The meanings of prepositions are expressed in terms of supersenses, of which there are 50 in SNACS v2.5. For instance, the preposition in can be used to express time, place, and other relations: “I rented an apartment in LOCUS Boston”, “I hope to see you by TIME the future”.

Task 1: Preposition Substitution

This design consists of two crowdsourced tasks and requires an unlabeled corpus \( \mathcal{U} \). First, in the substitute generation task, we identify an unlabeled instance \( \langle s, t \rangle \in \mathcal{U} \), where \( s \) is a sentence and \( t \in s \) is the target preposition to be disambiguated. A crowdworker provides a substitute \( t' \) for \( t \) which approximately preserves the meaning of \( s \) when substituted with \( t \) and does not contain \( t \). E.g., for the sentence “The book is by the lamp”, “close to” and “near” would both be good substitutes because “The book is close to the lamp” and “The book is near the lamp” both have similar meanings. By the end of this task, each several potential substitutes \( t'_1, \ldots, t'_n \) will have been proposed by workers, but this data alone is not enough to infer a supersense for \( t \) in \( s \).

More information is collected in the second task, the substitute selection task. The substitutes from the generation task \( t'_1, \ldots, t'_n \) populate a multiple-choice list, and crowdworkers choose all items on the list which are acceptable substitutes for \( t \) in \( s \). Once enough crowdworkers have completed the
Table 1: Supersense tagger accuracy and crowd accuracy for a pilot study with 40 instances, which were deliberately selected such that the tagger got 20 correct and 20 incorrect predictions on them. (The tagger’s real performance is closer to 85%.) Each row in this table represents instances grouped by whether the tagger correctly predicted the target’s gold tag and whether the target’s gold tag was present among the 5 neighbors, yielding four possibilities. (For example, the second row covers the instances where the tagger incorrectly predicted the supersense tag, but the target’s gold tag was present among the neighbors.) The “None” column indicates how many times “None” was chosen by the crowd.

| Case | Tagger | Crowd | “None” |
|------|--------|-------|--------|
| 1 (Tagger correct, gold present) | 17/17 | 17/17 | 0/12 |
| 2 (Tagger incorrect, gold present) | 0/12 | 6/12 | 5/12 |
| 3 (Tagger correct, gold absent) | 3/3 | 0/3 | 2/3 |
| 4 (Tagger incorrect, gold absent) | 0/8 | 0/8 | 5/8 |

Task 2: Neighbor Selection This design consists of a single task and requires a labeled corpus \( \mathcal{L} \), an unlabeled input corpus \( \mathcal{U} \), and some similarity function \( \text{sim}(x, y) \) that can compare two unlabeled instances \( \{s_1, t_1\}, \{s_2, t_2\} \) to represent how similar the usages of \( t_1 \) and \( t_2 \) are as a real number.

An unlabeled instance \( \{s, t\} \in \mathcal{U} \) is selected, the target instance. \( \text{sim} \) is used to compare it to every instance in \( \mathcal{L} \), and the top \( k \) most similar instances in \( \mathcal{L} \) are retrieved with their labels, \( \{s_1, t_1, \ell_1\}, \ldots, \{s_k, t_k, \ell_k\} \). We call these retrieved instances the target’s neighbors. Neighbors may optionally be filtered, e.g. to ensure that no label \( \ell \) is represented more than once among \( \ell_1, \ldots, \ell_k \).

The target sentence \( s \) is presented to crowdworkers along with \( s_1, \ldots, s_k \) from the neighbors, and crowdworkers are asked to select any neighbors for which the usage of the preposition \( t_i \) in \( s_i \) most resembles the usage of \( t \) in \( s \). For example, if the target sentence were “I was booked at the hotel”, “There was no cabbage at the store” would be a good neighbor to choose, while “My technician arrived at 11 pm” would not be a good choice. The predicted supersense tag is taken from the neighbor sentence selected most often by crowdworkers.

In our pilot studies, we use the same five prepositions from before and implement our \( \text{sim} \) function as cosine similarity between supersense tag class probability vectors from the system of Liu et al. (2020). We find that using this methodology, human workers are able to outperform the supersense tagger: in easy cases, the humans agree with the tagger; when the tagger makes a mistake but still succeeds in retrieving a neighbor with the correct supersense, humans usually select the correct neighbor; when no good option is available, humans tend to select “None”. See Table 1.

Conclusion We have presented two designs for deriving prepositional supersense tags from crowdsourced tasks, and we have investigated their efficacy through pilot studies, finding both promising for producing high-quality annotations. We have made idealizations throughout this work: all data was homogeneous with respect to genre, and crowdworkers had some knowledge of the prepositional supersense annotation guidelines which likely made them better than real-world crowdworkers. Moreover, we studied only 5 common prepositions covering 20 or so supersenses out of SNACS’s 50. In future work, we will implement these designs on crowdsourcing platforms to further investigate these designs’ efficacy and the extent to which these idealizations affect our results.
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