Abstract—Sample-efficient domain adaptation is an open problem in robotics. In this paper, we present affine transport—a variant of optimal transport, which models the mapping between state transition distributions between the source and target domains with an affine transformation. First, we derive the affine transport framework; then, we extend the basic framework with Procrustes alignment to model arbitrary affine transformations. We evaluate the method in a number of OpenAI Gym sim-to-sim experiments with simulation environments, as well as on a sim-to-real domain adaptation task of a robot hitting a hockey puck such that it slides and stops at a target position. In each experiment, we evaluate the results when transferring between each pair of dynamics domains. The results show that affine transport can significantly reduce the model adaptation error in comparison to using the original, non-adapted dynamics model.

The recent success of reinforcement learning (RL) has inspired its increasing adoption in robotics [1]. Training RL agents on real robotics data, though, is expensive, due to wear and tear, and slow running time. Instead, policies are usually trained in a simulated environment, which is considerably cheaper and safer. Unfortunately, the simulated environments cannot model the real life perfectly, e.g., the sensory data might differ, as well as the dynamics of the system. To combat this gap, sim-to-real transfer attempts to adapt an agent trained in the simulation by utilizing real world data.

Domain adaptation [2], [3] is a popular tool for sim-to-real transfer, where a model trained on a source domain (cf. simulation) is transferred to a target domain (cf. real robot) with less data available [4]. Recently, optimal transport (OT) has become an increasingly popular tool in domain adaptation [5], [6], [7].

Optimal transport provides a geometrical framework for the study of probability measures by lifting a cost function between samples to a divergence between two distributions. This lift is carried out by learning a transport plan (a joint distribution of the two marginals) that minimizes the total cost of transporting the mass of one distribution to another. The transport plan can then be used to, e.g., map one distribution to another, and to construct a relation between samples of the two distributions.

Use of OT in domain adaptation relies on the constructed relation: if a distribution (source domain) changes into another (target domain) with minimal cost, this relation tells us how individual samples were changed. For example, a transport plan between discrete distributions can be computed, which is used to map source samples to target through barycentric projection, as done by [5]. The downfall here, is that to map novel samples, an optimization problem should be solved.

On the other hand, one could directly learn a transport map between the distributions [8], which is closer to the approach taken in this paper.

We propose the affine transport (AT) framework, which simplifies the OT framework, by considering OT between the normal approximations of two distributions. This way, we can compute the transport map cheaply in closed-form, which can readily be applied to novel samples. AT is closely related to correlation alignment approaches in domain adaptation, such as CORAL [9], where a linear transformation is computed to minimize the Frobenius norm between the covariance matrices. Effectively this transformation maps the two normal approximations to each other, but not with minimal total transportation cost, as AT does. Zhang et al. [10] take one step further, and carry out the covariance alignment in a reproducing kernel Hilbert space (RKHS) using the OT approach. Our work takes this approach to the sim-to-real setting. Furthermore, the present work builds on [10], by formalizing the approach as AT, assessing when AT and OT are equivalent, and furthermore providing error bounds for how close our transferred source distribution is to the target distribution. Based on the theoretical results, we also provide a score function, describing how close the two domains are to differing affinely from each other.

The contributions can be summarized as follows:

- We formalize optimal transport based correlation alignment as affine transport, and provide theoretical results on when OT and AT are equivalent, and provide upper bounds on their discrepancy.
- We apply AT in sim-to-real tasks, showing clear improvement over situations where no transfer is carried out.

I. BACKGROUND

Optimal Transport. Let \((X, d)\) be a metric space equipped with a lower semi-continuous cost function \(c : X \times X \rightarrow \mathbb{R}\).
\[d_{\text{W}}(x, y) = \|x - y\|.\] Then, the optimal transport (OT) problem between two probability measures \(\nu_0, \nu_1 \in \mathcal{P}(X)\) is given by the Kantorovich problem
\[
\text{OT}_c(\nu_0, \nu_1) = \min_{\gamma \in \text{ADM}(\nu_0, \nu_1)} E[\gamma],
\]
where \(\text{ADM}(\nu_0, \nu_1)\) is the set of joint probabilities with marginals \(\nu_0\) and \(\nu_1\), and \(E[\gamma]\) denotes the expected value of \(\gamma\) under \(\nu\). The optimal \(\gamma\) minimizing \(E[\gamma]\) is called the OT plan. Denote by \(\mathcal{L}(X)\) the law of a random variable \(X\). Then, the OT problem extends to random variables \(X, Y\) as
\[
\text{OT}_c(X, Y) \triangleq \text{OT}_c(\mathcal{L}(X), \mathcal{L}(Y)).
\]
Assuming that either of the considered measures are absolutely continuous, then the Kantorovich problem is equivalent to the Monge problem
\[
\text{OT}_c(\mu, \nu) = \min_{T: T\#\mu = \nu} E_X [c(X, T(X))],
\]
where the minimizing \(T\) is called the OT map, and \(T\#\mu\) denotes the push-forward measure, which is equivalent to the law of \(T(X)\), where \(X \sim \mu\).

**Wasserstein distance.** Let \(X\) be a random variable over \(\mathbb{R}^d\) satisfying \(\mathbb{E}[\|X - x_{0}\|^2] < \infty\) for some \(x_{0} \in \mathbb{R}^d\), and thus for any \(x \in \mathbb{R}^d\). We denote this class of random variables by \(\mathcal{P}_2(\mathbb{R}^d)\). Then, the 2-Wasserstein distance \(W_2\) between \(X, Y \in \mathcal{P}_2(\mathbb{R}^d)\) is defined as
\[
W_2(X, Y) = \text{OT}_c(X, Y)^{\frac{1}{2}}
\]
where \(d(x, y) = \|x - y\|\). The OT maps in this case are characterized by the following theorem

**Theorem 1 (Knott-Smith Optimality Criterion [11]):** Let \(X \in \mathcal{P}_2(\mathbb{R}^d)\). Furthermore, assume \(T(x) = \nabla \phi(x)\) for a convex function and that \(T(X) \in \mathcal{P}_2(\mathbb{R}^d)\). Then \(T\) is the unique OT map between \(\mu\) and \(\nu\).

When working with the 2-Wasserstein case, we can without loss of generality assume centered distributions, as
\[
W_2^2(X, Y) = W_2^2(X - \mathbb{E}[X], Y - \mathbb{E}[Y])
+ \|\mathbb{E}[X] - \mathbb{E}[Y]\|^2,
\]
splitting the 2-Wasserstein distance into two independent terms concerning the \(L^2\) distance between the means and the 2-Wasserstein distance between the centered measures. Furthermore, if we have an OT map \(T\) between \(X - \mathbb{E}[X]\) and \(Y - \mathbb{E}[Y]\), then
\[
T(x) = T'(x - \mathbb{E}[X]) + \mathbb{E}[Y],
\]
is the OT map between \(X\) and \(Y\).

One of the rare cases where the 2-Wasserstein distance admits a closed form solution, is between two multivariate Gaussian distributions \(\nu_i = \mathcal{N}(\mu_i, \Sigma_i)\), \(i = 1, 2\) which is given by \([12], [13], [14], [15]\)
\[
W_2^2(\nu_1, \nu_2) = \|\mu_1 - \mu_2\|^2 + \text{Tr}(\Sigma_1) + \text{Tr}(\Sigma_2)
- 2\text{Tr} \left(\Sigma_2^{\frac{1}{2}} \Sigma_1 \Sigma_2^{\frac{1}{2}}\right)^{\frac{1}{2}}.
\]
Furthermore, the OT map between \(\nu_1\) and \(\nu_2\) is given by the affine map
\[
F(x) = Ax + b, \quad A = \Sigma_2^{\frac{1}{2}} \left(\Sigma_2^{\frac{1}{2}} \Sigma_1 \Sigma_2^{\frac{1}{2}}\right)^{\frac{1}{2}} \Sigma_2^{\frac{1}{2}},
\]
where \(\Sigma_2^{\frac{1}{2}}\) denotes the matrix square-root. When restricted to the set of Gaussians, the 2-Wasserstein distance results from a Riemannian metric \([16]\). The Gaussians are special to the 2-Wasserstein distance also due to the following theorem.

**Theorem 2 (Gelbrich bound [17]):** Let \(X, Y \in \mathcal{P}_2(\mathbb{R}^d)\) and \(N_X, N_Y\) be their normal approximations sharing the same means and covariances. Then,
\[
W_2(N_X, N_Y) \leq W_2(X, Y).
\]

**Sim-to-Real Transfer.** Assume a source domain with a dynamics model \(g_s : S \times A \rightarrow S\), mapping a state-action pair to the next state, and a corresponding target domain with a dynamics model \(g_t\). In a typical setting, the source domain would be given by simulation, and the target domain by real world data. Then, assume that there exists an underlying transfer map \(T^*\), so that \(T^*(s, a, g_t(s, a)) = g_t(s, a)\). Now, given state and action pairs \((s_i, a_i), i = 1, ..., N\), data is collected from both domains as collections of triplets \(X_s = \{s_i, a_i, g_s(s_i, a_i)\}_{i=1}^N\), and similarly for \(X_t\). The goal is then to infer \(T^*\) using these two datasets.

**Limitations of Optimal Transport.** As we apply OT to infer the map \(T\) (in practice between the empirical measures defined by \(X_t\) and \(X_s\)), some restrictions arise due to the nature of OT, formalized by the Brenier factorization theorem:

**Theorem 3 (Brenier Factorization [18]):** Let \(\Omega \subset \mathbb{R}^n\) be bounded smooth domain, \(T : \Omega \rightarrow \mathbb{R}^n\) a Borel map which does not map positive volume into zero volume. Then, \(T\) uniquely decomposes as
\[
T = t \circ u,
\]
where \(u : \Omega \rightarrow \Omega\) is volume preserving and \(t = \nabla \psi\) is the gradient of a convex function \(\psi : \mathbb{R}^n \rightarrow \mathbb{R}\).

In the linear world, this translates into the polar decomposition of a matrix: given an invertible matrix \(A\), we can write it uniquely as \(A = PU\), where \(P\) is symmetric positive definite and \(U\) orthogonal.

According to Theorem 1 for the 2-Wasserstein distance, OT maps are precisely the gradient of convex maps. Therefore, we can only learn \(f\) modulo volume preserving functions with OT.

**II. Affine Transport.**

In the following, we define the affine transport (AT) framework, a simplification of OT, which we will apply to the Sim-to-Real problem. It is motivated by cheap, closed-form computations that are simple to implement, and allows for theoretical guarantees.
Affine Transport. Denote by $N_X$ the normal approximation of a random variable $X$. Then, the affine transport map (AT map) $T_{aff}$ between a source $X$ and a target $Y$ is given by the OT map between $N_X$ and $N_Y$, that is, the affine transformation

$$T_{aff}(x) = Ax + b$$

$$A = \Sigma(Y)^{\frac{1}{2}} \left( \Sigma(Y)^{\frac{1}{2}} \Sigma(X) \Sigma(Y)^{\frac{1}{2}} \right)^{-\frac{1}{2}} \Sigma(Y)^{\frac{1}{2}}$$  \hspace{1cm} (11)

$$b = \mu(Y) - A\mu(X),$$

where $\Sigma(X)$ is the covariance matrix and $\mu(X)$ the mean of $X$. If needed, we will denote the AT map by $T_{aff}[X,Y]$ to emphasize the source and target.

Connections with Optimal Transport. Naturally if $X$ and $Y$ are already Gaussian, the AT and OT maps are exactly the same. But are there other cases where AT and OT coincide? Yes, whenever $Y$ is a positive semi-definite affine transform of $X$. In the following, we consider centered distributions and linear maps, but due to (5) and (6), the results can be extended to the non-centered case by replacing linear maps with affine maps. We start with a corollary of the Knott-Smith optimality criterion.

Corollary 1: Let $X,Y \in \mathcal{P}_2(\mathbb{R}^d)$ be centered, and assume that $Y = TX$, where $T$ is a positive semi-definite matrix. Then, $T$ is the optimal transport map from $X$ to $Y$.

Proof: Apply Theorem 1 to the convex $\phi(x) = x^Tgx$, where $G$ is positive semi-definite.\n
The next result then states when AT and OT coincide. Furthermore, it allows computing the 2-Wasserstein distance between arbitrary $X$ and $Y$ in closed-form using their normal approximations, given that $X$ and $Y$ differ by an affine transformation.

Theorem 4: Let $X,Y \in \mathcal{P}_2(\mathbb{R}^d)$ be centered and $Y = TX$ for a positive definite matrix $T$. Then $T$ is also the OT map between $N_X$ and $N_Y$, and $W_2(N_X,N_Y) = W_2(X,Y)$. That is, $T = T_{aff}[X,Y]$.

Proof: Corollary 1 states that $T$ is an OT map, and

$$\Sigma(TN_X) = T\Sigma(X)T = \Sigma(Y).$$  \hspace{1cm} (12)

Therefore, $TN_X = N_Y$, and by Theorem 1 $T$ is the OT map between $N_X$ and $N_Y$. Finally, we compute

$$W_2^2(N_X,N_Y) = \text{Tr}[\Sigma(X)] + \text{Tr}[T\Sigma(X)T] - 2\text{Tr}[T^{\frac{1}{2}}\Sigma(X)T^{\frac{1}{2}}]$$

$$= \min_{\gamma \in \text{ADM}(X,Y)} \mathbb{E}_x[|x-TX|^2]$$

$$= W_2^2(T_{aff},X,Y).$$  \hspace{1cm} (13)

Error Bounds for Affine Transport. If $X$ and $Y$ differ by a more complicated transformation than an affine one, how well does $T_{aff}X$ match $Y$? We answer this below, by first bounding the difference between the 2-Wasserstein distance of $X, Y$ and the 2-Wasserstein distance between their normal approximations.

Proposition 1: Let $X,Y \in \mathcal{P}_2(\mathbb{R}^d)$ and $N_X,N_Y$ be their normal approximations. Then, we have the bound

$$|W_2(N_X,N_Y) - W_2(X,Y)| \leq \frac{2\text{Tr} \left[ (\Sigma(X)\Sigma(Y))^{\frac{1}{2}} \right]}{\sqrt{\text{Tr}[\Sigma(X)] + \text{Tr}[\Sigma(Y)]}}.$$  \hspace{1cm} (14)

Proof: By Theorem 2 we have $W_2(N_X,N_Y) \leq W_2(X,Y)$. On the other hand,

$$W_2^2(X,Y) = \min_{\gamma \in \text{ADM}(X,Y)} \int_{\mathbb{R}^d \times \mathbb{R}^d} ||x-y||^2 d\gamma(x,y)$$

$$\leq \int_{\mathbb{R}^d \times \mathbb{R}^d} \left( ||x||^2 + ||y||^2 \right) d\gamma(x,y)$$

$$= \text{Tr}[\Sigma(X)] + \text{Tr}[\Sigma(Y)].$$

Combining the above inequalities, we get

$$|W_2(N_X,N_Y) - W_2(X,Y)| \leq \sqrt{\text{Tr}[\Sigma(X)] + \text{Tr}[\Sigma(Y)]} - W_2(N_X,N_Y).$$  \hspace{1cm} (15)

Let $a = \text{Tr}[\Sigma(X)] + \text{Tr}[\Sigma(Y)]$, and so $W_2^2(N_X,N_Y) = a - b$, where $b = 2\text{Tr} \left[ (\Sigma(X)\Sigma(Y))^{\frac{1}{2}} \right]$. Then the RHS of (15) can be written as

$$\left| \sqrt{a} - \sqrt{a-b} \right| = \frac{|a-(a-b)|}{\sqrt{a}+\sqrt{a-b}} \leq \frac{b}{\sqrt{a}},$$  \hspace{1cm} (17)

where the inequality follows from positivity of $W_2(N_X,N_Y) = \sqrt{a-b}$. This implies the claim.\n
Proposition 1 implies the following 2-Wasserstein bound for the normal approximation of a random variable.

Corollary 2: Let $X \in \mathcal{P}_2(\mathbb{R}^d)$ and $N_X$ be its normal approximation. Then

$$W_2(N_X,X) \leq \sqrt{2} \text{Tr}[\Sigma(X)]^{\frac{1}{2}}.$$  \hspace{1cm} (18)

Proof: Apply Proposition 1 with $X = X$ and $Y = N_X$.\n
Finally, we show the following error bound for AT, which only depends on the target.

Proposition 2: Let $X,Y \in \mathcal{P}_2(\mathbb{R}^d)$ and $T_{aff}$ be the AT map from $X$ to $Y$. Then,

$$W_2(T_{aff}X,Y) \leq \sqrt{2} \text{Tr}[\Sigma(Y)]^{\frac{1}{2}}.$$  \hspace{1cm} (19)

Proof: By a direct computation

$$W_2^2(T_{aff}X,Y) \leq \text{Tr}[\Sigma(T_{aff}X)] + \text{Tr}[\Sigma(Y)]$$

$$= 2\text{Tr}[\Sigma(Y)].$$

The bound given in Proposition 2 lets us define the following affinity score

$$\rho_{aff}(X,Y) = 1 - \frac{W_2(T_{aff}X,Y)}{\sqrt{2}\text{Tr}[\Sigma(Y)]^{\frac{1}{2}}}.$$  \hspace{1cm} (21)
describing how much $Y$ differs from being a positive-definite affine transformation of $X$, as $0 \leq \rho_{aff}(X, Y) \leq 1$, and $\rho_{aff}(X, Y) = 1$ when $X$ and $Y$ differ by an affine transformation, and $\rho_{aff}(X, Y) = 0$ when the OT plan between $T_{aff}X$ and $Y$ is the independent distribution.

**Affine Transport for Domain Adaptation.** Now, given source and target data $X_s$ and $X_t$, respectively, we can simply apply affine transport and use $T_{aff}[X_s, X_t]$ as the transfer map. However, as discussed in Sec. I, this way we can only learn the underlying transfer map up to a volume preserving measure.

More concretely, if $X_s = T^*(X_s)$, where $T^*(x) = A^*x + b^*$ is affine, we can write the polar decomposition $A^* = PU$. If the orthogonal $U$ is the identity, then AT recovers the underlying transfer map $A^*$. Otherwise, we need a way to take into account the orthogonal part. This motivates us to 'preprocess' the data by applying Procrustes alignment [19]:

$$R = \arg \min_{R: \|R\| = 1} \|RA - B\|.$$  \hfill (22)

In practice $R$ is easy to compute. Let $M = BA^T$ with the singular-value decomposition $M = V_1DV_2^T$, then $R = V_1V_2^T$. The transfer learning method resulting from applying Procrustes alignment and AT is summarized in Algorithm 1.

**Algorithm 1:** Sim-to-Learn Transfer with AT

**Input:** Source $X_s$, target $X_t$. Matrices with columns of the form $(s_i, a_i, g(s_i, a_i))$.

**Output:** Transfer map $T$.

- $V_1, D, V_2^T \leftarrow \text{SVD}(X_t, X_s^T)$;
- $R \leftarrow V_1V_2^T$;
- $T' \leftarrow T_{aff}[RX_s, X_t]$;
- $T \leftarrow T' \circ R$;

III. EXPERIMENTS

**A. Gym environments**

In order to assess the method’s suitability for domain adaptation, we used the Hopper and HalfCheetah environment from OpenAI Gym [20]. In these environments, we randomize the mass and length of each link, randomly invert the direction of each joint, and disable random joints. The state space in Hopper is 11-dimensional and contains the positions and velocities of each degree of freedom (the rotation angles of each of the 3 joints, the rotation of the whole system, and 2 translations), and the action space is 3-dimensional and consists of torques applied to each joint. The Ant state space is similar in structure, with 27-dimensional state space and 8-dimensional action space. Both state spaces ignore the absolute position of the agent in the world (the $x$ position in case of Hopper and $x$ and $y$ in Ant), but include the velocity along these axes.

Domain adaptation is done through applying randomizations to various environment parameters; more specifically, we randomize link masses, joint length (as shown in Figure 2), and by disabling or inverting the direction of certain joints. The randomization ranges are presented in Table I.

The results of this evaluation (using the Hopper and Ant environments are presented in Figures 4 and 5. Based on these results, we can observe that using affine transport, despite its simplicity, significantly improves the state prediction performance, with the largest relative reduction apparent for the inverted domain.

**B. Hockey Puck**

We experiment with the data describing a robot hand hitting a puck with a stick, trying to reach a specific point with the puck. We have simulated data $X_{sim}$ and real data $X_{real}$ consisting of 4-tuples $(x, y, z_0, z_1)$, where $(x, y)$ is the end location of the puck and $(z_0, z_1)$ are latent variables encoding the action, which are the same for the simulated and real cases. In the real environment, we use two different pucks, a blue one and a red one. In the simulated case, we use pucks
| Conditions | Relative size | Relative mass | Inverted joints | Disabled joints |
|------------|--------------|---------------|----------------|----------------|
| Normal     | 1            | 1             | None           | None           |
| Light      | 1            | 0.5           | None           | None           |
| Heavy      | 1            | 2.0           | None           | None           |
| Long       | 1.5          | 1             | None           | None           |
| Short      | 0.5          | 1             | None           | None           |
| Some inv.  | 1            | 1             | 2, 4, 6, ...   | None           |
| Inverted   | 1            | 1             | All            | None           |
| Some off   | 1            | 1             | None           | 2, 4, 6, ...   |

TABLE I: Randomization ranges for the MuJoCo environments

![Fig. 3: Results in the Ant environment: before adaptation (a), the $\rho_{\text{aff}}$ values (b), and the errors after adaptation (c).](image)

![Fig. 4: Results in the Hopper environment: before adaptation (a), the $\rho_{\text{aff}}$ values (b), and the errors after adaptation (c).](image)

with 11 different isotropies. In Table II we present the prior 2-Wasserstein distance between the simulated and real data, the 2-Wasserstein distance between the affinely transferred data and real data, and the $\rho_{\text{aff}}(X_{\text{sim}}, X_{\text{real}})$ score. The transfer is illustrated in Figure I.

In Figure 5 we vary the amount of real and simulated data points, sharing the same actions, used to learn the Sim2Real transport map $T_{\text{aff}}$.

IV. CONCLUSION

In this paper, we introduced affine transport and showed that it can be used to improve dynamics model performance through
domain adaptation in robotics tasks, both in simulation and from simulation to reality. The method works well in low-dimensional state and action spaces, such as in case of hockey puck; it, however, struggles to generalize to new data in higher dimensional spaces, such as in the case of Hopper. Overall, the method can serve as a baseline for further research in domain adaptation through optimal transport.

While the method successfully adapts the dynamic model, the local character of the fit makes it potentially problematic for use with reinforcement learning. In that scenario, a transport map fit in on an offline dataset, a potential distribution shift could pull the reinforcement learning algorithm towards solutions which may look good under the model, but only so because these transition were not observed in the adaptation dataset. The simplest solution would be to update the transport map online; this, however, would attempt to fit a global affine model, which may be too simple to capture the true relations between source and target domains in all but the simplest cases. More intricate solution would attempt to prevent distribution shift from occuring in the first place; in that case, methods studied in the context of offline reinforcement learning could prove to be useful [21], [22].
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