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Abstract
Modeling and simulating a power distribution network (PDN) for printed circuit boards (PCBs) with irregular board shapes and multi-layer stackup is computationally inefficient using full-wave simulations. This paper presents a new concept of using deep learning for PDN impedance prediction. A boundary element method (BEM) is applied to efficiently calculate the impedance for arbitrary board shape and stackup. Then over one million boards with different shapes, stackup, IC location, and decap placement are randomly generated to train a deep neural network (DNN). The trained DNN can predict the impedance accurately for new board configurations that have not been used for training. The consumed time using the trained DNN is only 0.1 seconds, which is over 100 times faster than the BEM method and 5000 times faster than full-wave simulations.
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1 | INTRODUCTION

Accurate and fast modeling for multi-layer printed circuit boards (PCBs) is of critical importance to the design and performance evaluation of the power distribution network (PDN). Different methodologies have been proposed to model PDN structure and compute impedance. The cavity model method is an efficient approach to calculate PDN impedance, but it is limited to rectangular board shapes. The plane-pair PEEC (PPP) method can address irregular board shapes but requires solving a 2D mesh circuit and is therefore computationally intensive. There are also some boundary integral methods that only require 1D integration but are still not efficient enough in some applications. For example, in the pre-layout stage, a substantial amount of computations are needed to optimize design parameters.

In recent years, the success of deep learning for complex and non-linear problems like computer vision, natural language processing, and strategy games have also impacted many other fields. There has been some research in applying machine learning in PDN modeling and optimization. However, most of these works do not have a well trained and generalized machine learning model for PDN impedance prediction at the PCB level. In the work of, an artificial neural network (ANN) has been adopted to predict target impedance violations for PDN by considering the variations of IC location, decap placement, and target impedance. However, their task is just a simple classification problem to judge if the target impedance will be violated or not. It cannot provide quantitative and insightful details about the actual impedance curve. Moreover, the variation of board shape and stackup is not considered, which makes the trained deep neural network (DNN) hard to generalize.

In this paper, deep learning will be utilized to predict the impedance curve for any board shape, stackup, IC location, and decap placement. A DNN can be trained by using a considerable number of boards with different configuration parameters. Compared to the traditional ways of calculating PDN impedance, the trained DNN can be much faster while retaining a tolerable accuracy. Therefore, it can be a particularly powerful and efficient tool for PDN impedance evaluation at the design stage.
A deep neural network (DNN) can be trained to predict the PDN impedance for different design parameters including board shape, stackup, IC location, and decap placement.

The remaining sections are organized as follows. In section 2, the impedance calculation method for arbitrary board shape and stackup is briefly introduced, and the data generation process is elaborated. Section 3 shows the detailed DNN structure and the training process. Section 4 demonstrates the testing result for the trained DNN. Finally, conclusions are drawn in section 5.

2 TRAINING DATA GENERATION

2.1 Impedance Calculation

To ensure the good performance of a DNN, abundant board data with different configurations need to be generated for training. Hence, developing an efficient method to calculate the impedance for arbitrary board shape and stackup is crucial to the feasibility of the deep learning algorithm. Consequently, a boundary element method (BEM) that can handle arbitrarily-shaped parallel planes is applied to calculate the quasi-static inductances between vertical vias. In this BEM method, only the boundary needs to be discretized into a proper number of segments for 1D integration. Afterward, an equivalent circuit can be formed by the inductances and parallel-plate capacitances for multi-layer PDN structures. Instead of using commercial tools, the well-known node voltage method is applied to obtain the Z-parameters of the network looking into the IC and decap ports. The Z-parameters of decaps can be further connected to the decap ports to obtain the total impedance looking into the IC.

Figure 2 demonstrates a test example to verify the BEM method by comparing it with an HFSS full-wave simulation. Figure 2a describes the PCB shape. There are 6 ports formed by 6 pairs of power and ground vias. Port 6 is the observation port, and ports 1-5 are connected to decaps of 330 uF, 47uF, 10uF, 10uF, and 2.2uF respectively in Table 1. Table 1 lists 10 different decap types represented by number 1-10 that will be used throughout this paper. Figure 2b shows the stackup of this test board. Figure 2c plots the results of the BEM method and the HFSS simulation. The observation frequency is from 0.01 MHz to 20 MHz. The perfect agreement in Figure 2c strongly corroborates the accuracy and reliability of the BEM method. The BEM method, however, only consumes about 5 seconds, while the HFSS simulation spends over 5 minutes.

FIGURE 1 A deep neural network (DNN) can be trained to predict the PDN impedance for different design parameters including board shape, stackup, IC location, and decap placement.

FIGURE 2 An irregular-shape power plane is used to verify the BEM algorithm. (a) Board shape and port distribution. The separation distance between each pair of power and ground vias is 2 mm. (b) Stackup. (c) Impedance comparison between BEM and HFSS simulation.
TABLE 1 Decap Parameters

| Decap number | Capacitance (µF) | ESL (nH) | ESR (mΩ) |
|--------------|------------------|----------|-----------|
| 1            | 0.1              | 0.19     | 34.7      |
| 2            | 0.47             | 0.18     | 18.3      |
| 3            | 1                | 0.22     | 15.2      |
| 4            | 2.2              | 0.20     | 7.2       |
| 5            | 4.7              | 0.28     | 7.1       |
| 6            | 10               | 0.26     | 5.2       |
| 7            | 22               | 0.27     | 4.0       |
| 8            | 47               | 0.15     | 2.9       |
| 9            | 220              | 0.41     | 1.9       |
| 10           | 330              | 0.46     | 1.2       |

2.2 Data Generation

To mimic different possible board shapes in real PCB designs, an algorithm was adopted to generate random 2D shapes. First, the maximum board size is specified as 200mm × 200mm. Then, the algorithm generates several random points (8 points are used in this paper) within the constrained board area. The generated points are sorted along one rotational direction and connected smoothly to form a closed contour. Figure 3 shows 2 randomly generated 2D shapes using the method.

For machine learning applications, input parameters need to be encoded into matrices. In this paper, a 2D matrix is used to represent the board shape. Figure 4 illustrates an example of encoding and approximating a randomly generated board shape into a matrix of 16 × 16. The same dimension will be used for the remainder of this paper. We assume that each unit cell in the 16 × 16 board matrix can only contain either one IC port or one decap port. Moreover, each decap port is assumed to be horizontally oriented (along x-direction), and the distance between the power and ground vias is 2 mm. For simplification purposes, the IC port is also represented by a pair of power and ground vias that are 2 mm apart and horizontally oriented (along x-direction).

To consider the variations of IC location and decap placement, different possible combinations are generated randomly inside the PCB area. The number of decaps is a random value from 1 to 19, and they are randomly distributed on the top and bottom layers. The IC port is also randomly located on the top layer. Each decap port is connected to a decap randomly chosen from Table 1 and denoted by a number from 1 to 10. Figure 5a shows an example with random IC and decap distributions. Three 16×16 matrices are used to describe the board shape, IC location, top decap placement, and bottom decap placement. The first matrix, as shown in Figure 5b, defines the board shape and IC location using 1 and 2 respectively. The second and the third matrix represent the top and the bottom decap placement respectively, as shown in Figure 5b and Figure 5c. These three matrices are cascaded into a 3×16×16 matrix that will be used as the first input matrix of the DNN.

FIGURE 3 Two examples of randomly generated shapes. The maximum board size is 200mm × 200mm.
Another parameter to be included is the PCB stackup. A random stackup can be simply generated with a random thickness from 1 to 10 mm and a random number of layers from 4 to 9. The power layer is randomly located among the generated layers but cannot be located on the top layer or the bottom layer. The minimum distance between two adjacent layers is specified as 0.1 mm. Figure 6 shows two examples of randomly generated stackup, including the layer type and the dielectric thickness. In this paper, the relative permittivity of the PCB dielectric material is defined as 4.4. Similarly, the stackup information needs to be encoded into a matrix. Since using a 2D matrix is unnecessary, a 1D matrix of 1 × 17 is used instead. Since the maximum number of layers is 9, the first 9 elements of the 1×17 matrix define the layer type, in which 1 means ground layer, 2 means power layer, and 0 means empty (number 0 only appears when the number of layers is less than 9). The last 8 elements of the 1×17 matrix represent the dielectric thickness in millimeters, in which 0 also means empty. This stackup matrix will be the second input matrix of the DNN. Figure 7 shows the matrix form for the two stackup examples in Figure 6.

3 DNN TRAINING

As introduced earlier, there are two input matrices for the DNN - the first 3×16×16 matrix defines the board shape, IC location, and decap placement, and the second 1×17 matrix defines the stackup information. These two matrices have different dimensions and should be combined into one image-like matrix so that the convolutional neural network (CNN) can be applied. To achieve this purpose, a fully connected (FC) layer is used to convert the 1×17 matrix to a 1×256 matrix, which is further reshaped to a 16×16 matrix and cascaded with the 3×16×16 matrix. Thus a 4×16×16 matrix is formed that can be followed by a series of convolutional layers. The detailed structure of the CNN is depicted in Figure 8.

Starting from the 4×16×16 matrix, 14 convolutional layers are connected in series. In each convolutional layer, the kernel size is 3, the padding size is 1, and the stride is 1. Also, each convolutional layer is followed by a batch normalization (BN) layer and a Leaky ReLU activation layer. After the convolutional layers, several FC layers are utilized to reduce the matrix size to 132, which is the size of the output impedance matrix. A dropout layer is applied between the last two FC layers to prevent overfitting.

By adopting the method of generating random board configurations, 13,000 PCBs with different IC locations, decap locations, and stackups were randomly generated. For each of these PCBs, the maximum number of decap locations was 19, and the BEM and the node voltage method were applied to calculate the Z-parameters. These Z-parameters were used repeatedly to connect with different decap combinations. For each PCB, 100 different decap placement scenarios, with different decap number (0 to 19) and different decap values (1 to 10), were randomly created, for a total number of 1.3 million groups of data. The entire data generation process took about one week. For each case, the decibel (dB) values of the impedance were used as the DNN output. The frequency range is from 10 kHz to 20 MHz.

Among all the generated data, 10,000 groups of data were used as a testing set, with the remaining used for training. The batch size was 128. The learning rate was 0.0001, and the Adam optimizer was utilized. The loss function was defined as the root mean square error (RMSE). One NVIDIA Tesla K80 GPU was used to accelerate the training. The training and the testing loss are plotted in Figure 9. After 20 epochs, which took about 80 hours, both the training and testing loss converged stably to a low value close to 1, which indicates that the RMSE for the testing cases is only approximately 1 dB.
FIGURE 5 (a) An example of randomly generated board shape, IC location, and decap locations on the top and bottom side. The numbers represent the placed decaps corresponding to TABLE I. (b) The matrix representation of the board shape and the IC location using a matrix of $16 \times 16$; number 1 represents the board shape, and number 2 represents the IC location. (c) The matrix representation of the top decaps using a matrix of $16 \times 16$. (d) The matrix representation of the bottom decaps using a matrix of $16 \times 16$.

FIGURE 6 Two examples of randomly generated stackup. (a) 4 layers. (b) 6 layers.

4 | DNN TESTING

The trained DNN has a low testing loss as seen from Figure 9. To further validate how the trained DNN behaves in predicting the impedance curve, two test cases are randomly selected from the testing dataset. The validation results of these two cases are shown in Figure 10 and Figure 11. The impedance curves predicted by the trained DNN have a good agreement with the calculated curves by the BEM method. Using full-wave commercial products to simulate the impedance for similar structures requires more than 10 minutes. The BEM method reduces the computation
FIGURE 7 (a) The matrix representation of the stackup as shown in Figure 6a using a 1D matrix of 1×17. (b) The matrix representation of the stackup as shown in Figure 6b using a 1D matrix of 1×17.

FIGURE 8 The detailed structure of the convolutional neural network (CNN).

FIGURE 9 The convergence of the training loss and testing loss during the training process.

time for these two cases to 10 seconds and 30 seconds respectively. The trained DNN, however, only needs 0.1 seconds for both cases on a normal CPU, which is hundreds of times faster than the BEM method and thousands of times faster than full-wave simulations. The detailed time comparison is listed in Table 2.

5 | CONCLUSIONS

In this paper, a novel concept of using deep learning to predict PDN impedance while considering the variations of board shape, stackup, IC location, and decap placement is proposed. A boundary element method (BEM) and the well-known node voltage method are adopted to quickly
FIGURE 10 The first randomly selected test case. (a) PCB shape, IC location, and decap placement. (b) Stackup. (c) Comparison between the predicted impedance by the trained DNN and the calculated impedance by the BEM method.

FIGURE 11 The second randomly selected test case. (a) PCB shape, IC location, and decap placement. (b) Stackup. (c) Comparison between the predicted impedance by the trained DNN and the calculated impedance by the BEM method.

TABLE 2 Time Comparison

| Methods         | Case 1     | Case 2     |
|-----------------|------------|------------|
| Full-wave simulation | > 10 min   | > 10 min   |
| BEM             | 10 s       | 30 s       |
| DNN             | 0.1 s      | 0.1 s      |

calculate the PDN impedance for arbitrary board shapes and stackup, which allows the algorithm to generate 1.3 million groups of training data with different board shapes, stackup, IC location, and decap placement. A convolution neural network (CNN) is constructed and trained with the produced data. The trained CNN can predict the impedance accurately for the testing cases, with a root mean square error (RMSE) of around 1 dB only. But the trained CNN has a much faster prediction speed than both full-wave simulations and the BEM method, using only 0.1 seconds. This deep learning algorithm can be a powerful tool for the application scenarios where a super-fast PDN impedance estimation is demanded.
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