Reconstructing Natural Scenes from fMRI Patterns using BigBiGAN
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Abstract—Decoding and reconstructing images from brain imaging data is a research area of high interest. Recent progress in deep generative neural networks has introduced new opportunities to tackle this problem. Here, we employ a recently proposed large-scale bi-directional generative adversarial network, called BigBiGAN, to decode and reconstruct natural scenes from fMRI patterns. BigBiGAN converts images into a 120-dimensional latent space which encodes class and attribute information together, and can also reconstruct images based on their latent vectors. We trained a linear mapping between fMRI data, acquired over images from 150 different categories of ImageNet, and their corresponding BigBiGAN latent vectors. Then, we applied this mapping to the fMRI activity patterns obtained from 50 new test images from 50 unseen categories in order to retrieve their latent vectors, and reconstruct the corresponding images. Pairwise image decoding from the predicted latent vectors was highly accurate (84%). Moreover, qualitative and quantitative assessments revealed that the resulting image reconstructions were visually plausible, successfully captured many attributes of the original images, and had high perceptual similarity with the original content. This method establishes a new state-of-the-art for fMRI-based natural image reconstruction, and can be flexibly updated to take into account any future improvements in generative models of natural scene images.

Index Terms—fMRI Decoding, Visual Reconstruction, Natural Scenes, BigBiGAN

I. INTRODUCTION

For many years, scientists have used machine learning (ML) to decode and understand human brain activity in response to visual stimuli. The great progress of deep neural networks (DNNs) in the last decade has provided researchers with powerful tools and a large number of unexplored opportunities to achieve better brain decoding and visual reconstructions from functional magnetic resonance imaging (fMRI) data.

A variety of approaches have been taken to address image reconstruction from brain data. Before the deep learning era, researchers achieved reconstructions of simple binary stimuli directly from fMRI data [1]. Even though the reconstruction of complex natural images was hardly possible in those days, there were attempts to identify the image within a dataset, instead of reconstructing it: for example, quantitative receptive field models were used to identify the presented image [2]; in another work [3], the authors made use of Bayesian methods to find the image with the highest likelihood.

In recent years, deep networks have brought significant improvements in this field, with the reconstruction of handwritten digits using deep belief networks [4], of face stimuli with variational auto-encoders (VAEs) [5], and of natural scenes with feed-forward networks [6], [7], generative adversarial networks (GANs) [8], [9], and dual-VAE/GAN [10]. Most reconstruction methods for natural images, however, tend to emphasize pixel-level similarity with the original images, and rarely produce recognizable objects, or visually plausible or semantically meaningful scenes.

Inspired by [5], we propose a method to reconstruct natural scenes from fMRI data using a recently proposed large-scale bi-directional generative adversarial network, called BigBiGAN [11]. This network is the current state-of-the-art for unconditional image generation on ImageNet in terms of image quality and visual plausibility. In our proposed method, the brain data is mapped to the latent space of the BigBiGAN (pre-trained on ImageNet), whose generator is then used to reconstruct the image. Fig. 1 demonstrates an overview of the proposed method. Specifically, a training set of natural images that is shown to the human subjects is also fed into BigBiGAN’s encoder to get “original” latent vectors. Then, a linear mapping is computed between brain responses to the training images and their corresponding original latent vectors. Applying this mapping to the brain data for novel test images, a set of “predicted” latent vectors is then generated. Finally, these predicted latent vectors are passed on to the BigBiGAN’s generator for image reconstruction.

We demonstrate that the proposed method is able to outperform others by generating high-resolution naturalistic reconstructions thanks to the BigBiGAN generator. We justify our claims by quantitative comparisons of reconstructions to the original images in the high-level representational space of a state-of-the-art deep neural network.

II. PREVIOUS WORKS

We begin this section by describing our earlier work from which the method was adapted. In [5], we took advantage of the latent space of a VAE trained with a GAN procedure on a large set of faces. By learning a linear mapping between fMRI
patterns and 1024-dimensional VAE latent vectors, and using the GAN generator to reconstruct input images, we established a new state-of-the-art for fMRI-based face reconstruction. Moreover, the method even allowed for decoding face gender or face mental imagery.

Despite these promising results on faces, dealing with natural images remains a hard challenge. In another study [12], authors used a VAE for reconstructing naturalistic movie stimuli. They first trained a VAE, with five layers for encoding and five layers for decoding, on the ImageNet dataset. Then, similar to [5], they converted the fMRI patterns to the VAE’s latent space through linear mapping. Although they reported an appreciable level of success, the reconstructions were still blurry and difficult to recognize.

Studies in this field are not limited to the latent space of VAEs. In [6], the feature space of deep convolutional networks (DCNs) was used for fMRI decoding and image reconstruction. To do so, a decoder was first trained to transform fMRI patterns into the DCN’s image representations. Then, for each fMRI pattern, an initial image was proposed and passed through iterative optimization steps. In each iteration, the image was given to the DCN and the difference between its feature representation and the one from the actual image was computed as a loss value. Finally, pixel values were optimized to decrease this loss. The authors also examined optimization in the space of deep generative networks instead of in pixel space. According to the obtained reconstructions, their method was able to capture input attributes such as object color, position, and a coarse estimation of the shape. However, images remained blurry and the objects difficultly recognizable.

Other studies have proposed original network architectures instead of using pre-existing ones. In [7], an encoder/decoder structure was proposed, in which the encoder maps images to fMRI data, while the decoder does the reverse. In the first step, the encoder and decoder were separately trained on (image, fMRI) data pairs. Since the number of data pairs was insufficient for proper generalization, the authors applied a second round of training in an unsupervised fashion.

In yet another study [10], the authors proposed a dual-VAE, trained with a GAN procedure. This method involved three stages of training. In stage 1 the encoder, generator, and discriminator were trained on original images vs. generated ones. In stage 2, the generator was fixed, the encoder was trained on fMRI data, and the discriminator was trained with reconstructed images from the fMRI data, and reconstructed images from Stage 1. Finally, in Stage 3, the encoder was fixed, and the generator and discriminator networks were fine-tuned using the original images and reconstructed images from the fMRI data. This three-step method not only outperformed previous studies in image decoding, but also generated more crisp and visually plausible reconstructions. However, object identity was not always evident in the reconstructed images.

In this paper, we reconstruct images from human brain activity patterns using the state-of-the-art in natural image generation, a large-scale bi-directional GAN coined “BigBiGAN” [11]. Notably, the high-level image attributes captured in the latent space of the BigBiGAN allow us to go beyond pixel-wise similarity between the original and reconstructed images, and to reconstruct realistic and visually plausible scenes that express high-level semantic and category-level information from brain activity patterns.

III. MATERIALS AND METHODS

A. fMRI Data

In this paper, we used open-source fMRI data provided by [13]. Images in the stimulus set were selected from Im-

---

Fig. 1: The proposed method. (a) Training phase. We train a linear mapping (computing the linear transform matrix $W$) from 120-D latent vectors (derived from the BigBiGAN encoder or from PCA decomposition) to $nv$-D fMRI patterns. $nv$ is the number of voxels inside the brain region of interest. (b) Test phase. The trained mapping is inversely used to transform fMRI patterns of test images into the latent vectors. The image is then reconstructed using BigBiGAN’s generator (or a PCA inverse transform).
We downloaded the raw data and applied a standard preprocessing pipeline: slice-time correction, realignment, and coregistration to the T1w anatomical image using SPM12 software. Details of the parameters used for preprocessing can be found in [5]. The downloaded fMRI dataset also provided pre-defined regions of interest (ROIs) that covered visual cortex. The onset and duration of each image were entered into a general linear model (GLM) as regressors (a separate GLM was used for the training and test sessions).

B. BigBiGAN

BigBiGAN is a state-of-the-art large-scale bi-directional generative network for natural images [11]. It is a successor of the BiGAN bi-directional GAN [14], but adopting the generator and discriminator architectures from the more recent BigGAN [15]. Similar to BiGAN, the encoder and generator are trained indirectly via a joint discriminator that has to discriminate real from fake [latent vector, data] pairs. The encoder maps data into the latent vectors (real pairs), while the generator reconstructs data from latent vectors (fake pairs). Unlike BigGAN, a conditional GAN which requires a separate “conditioning” vector for object category, BigBiGAN’s generator has a unified 120-dimensional latent space which captures all properties of objects, including category and pose. In other words, each image can be expressed as a 120-dimensional vector in the network’s latent space, and any latent vector can be mapped back to the corresponding image. The low-dimensionality of the BigBiGAN model makes it relatively small amount of brain data available for training.

As a baseline image decomposition and reconstruction model for our comparisons, we applied principal component analysis (PCA) on a set of 15000 images that were randomly selected from the 150 training categories (100 each). We made sure that the 1200 training images were included. Using the first 120 principal components (PCs), all of the image stimuli were transformed into a set of 120-D vectors. These vectors were then treated similarly to BigBiGAN’s latent vectors for brain decoding and reconstructions. This method (known as “eigen-face” or “eigen-image”) has previously been applied to fMRI-based face reconstruction [5], [16] and natural image reconstruction [12].

D. Decoding and Reconstruction

Using linear regression, we trained a linear encoder that maps the 120-dimensional BigBiGAN latent representations (or the 120-dimensional PCA projections) associated with the training images onto the corresponding brain representations, recorded when the human subjects viewed the same images in the scanner (see Fig. 1b). For each subject, this mapping was learned by using the 120-dimensional latent vectors (or PCs) for the training images as parametric modulators to the general linear model (GLM), applied on the preprocessed BOLD signal. This step takes into account the covariance matrix of the latent dimensions (across images), and produces a linear transform matrix which will be used for the inverse transformation in the test phase.

In other words, for the training set of 1200 images, if there are $nv$ voxels in the desired ROI, the GLM finds an optimal transformation matrix $W$ between their 121-dimensional latent vectors (including an additional constant bias term) and the corresponding $nv$-dimensional brain activation vectors:

$$Y_{1200 \times nv} = X_{1200 \times 121} \cdot W_{121 \times nv},$$

(1)

where $X$ and $Y$ denote the latent and brain activation vectors, respectively. Please note that all of the GLMs were solved by SPM12 over the entire visual cortex (union of all pre-defined functional ROIs).

For the test images, brain representations were derived from another GLM in which the test image onsets and durations were used as regressors. The previously trained mapping ($W$) was then inverted (again, taking into account the covariance matrix of the latent dimensions, this time across brain voxels), and used to predict the latent vectors (or PCA projections) from the brain representations (see Fig. 1b). This corresponds to the “brain decoding” step. Precisely, we retrieved the latent vectors $X_{50 \times 121}$ from the brain activation vectors of the 50 test images $Y_{50 \times nv}$ using the pre-trained $W$ and its (pseudo-)inverse covariance matrix $(WW^T)^{-1}$:

$$Y = X \cdot W$$

$$YW^T = X \cdot WW^T$$

$$X = YW^T \cdot (WW^T)^{-1}.$$  (2)

Before solving equation 2, the brain activation vectors were zero-meaned by subtracting from each the average activation vector across all test images.

Finally, we discarded the bias term from the predicted latent vectors (PCA projections) and fed them into BigBiGAN’s generator (PCA’s inverse transform) to generate image reconstructions.

https://openneuro.org/datasets/ds001246/  
https://www.fil.ion.ucl.ac.uk/spm/software/spm12/  
https://tfhub.dev/deepmind/bigbigan-revnet50x4/1
Fig. 2: fMRI reconstructions by the proposed method across all subjects. The first and second columns show the input image and BigBiGAN’s original reconstruction (reconstruction from the original latent vector), respectively. The next five columns illustrate BigBiGAN’s fMRI reconstructions (reconstruction from predicted latent vectors) each of the five subjects. Although fMRI reconstructions are not a perfect match to the input images, there are many attributes that are consistently captured by all subjects. These attributes can be semantic, such as being an animal or the body pose, and/or visually driven such as roundness or tallness, to mention a few.
E. Decoding Accuracy

We used a pairwise strategy to evaluate the accuracy of our brain decoder. Assume that there are a set of \( n \) (original) vectors \( v_1, v_2, \ldots, v_n \) and their respective predictions \( p_1, p_2, \ldots, p_n \). Then the pairwise decoding accuracy is computed as:

\[
\sum_{i=1}^{n-1} \sum_{j>i+1}^{n} K \left( c(v_i, p_i) + c(v_j, p_j), c(v_i, p_j) + c(v_j, p_i) \right) / n,
\]

where \( c(., .) \) is the Pearson correlation and

\[
K(a, b) = \begin{cases} 
1 & a > b \\
0 & \text{otherwise.}
\end{cases}
\]

F. High-Level Similarity Measure

Unlike human judgement, classic similarity metrics such as mean squared error (MSE), pix-comp \[10\], or structural similarity index (SSIM) are computed in pixel space and cannot capture high-level perceptual similarities, e.g. in terms of object attributes and identity, or semantic category. One good solution for this problem is to make use of DCN representational spaces, as there are several pieces of evidence supporting their correlation to the human brain \[13\], \[17\], \[18\].

In this paper, ResNet-152 \[19\] was the DCN of our choice, with the outputs of its penultimate layer (just before the final soft-max classification layer) defining our high-level representational space. In this space, as a measure of high-level perceptual representations, we computed the average Pearson correlation distance between representations of the original images and their associated fMRI reconstructions. In addition to this high-level measure, we also report pix-comp values \[10\] as a measure of low-level similarity.

IV. RESULTS

A. Image Reconstructions

Using BigBiGAN’s generator (or the PCA inverse transform), we could reconstruct an estimate of the test images from the latent vectors obtained by the brain decoder (\( W^T \)). Since BigBiGAN’s generator is not perfect (see first and second columns in Fig. 2 and Fig. 3), we cannot expect the fMRI reconstructions to be identical to the input images (even if our decoding procedure was 100% accurate). However, we found that the brain decoder not only captured several high-level attributes of the images, but that there were robust consistencies in image reconstruction across subjects. Fig. 2 shows a series of reconstructions across all of the five subjects.

For example, when the input image contained an animal (rows 1, 2, 5, 7, 10) or a human (row 9), it was preserved in the reconstructions with comparable location, body shape and pose across subjects. It is worth mentioning that objects or attributes that occur with a higher frequency in the ImageNet dataset are more likely to be preserved in the original BigBiGAN and fMRI reconstructions. For instance, images in the third and eighth rows are not common in ImageNet, though they could not exactly reconstruct what the object was. Other examples are the images of the tower (fourth row) for the narrowness and tallness attributes, or the insect (seventh row) whose reconstructions mostly captured the long rope-like object behind it and rendered it with insect-related attributes.

fMRI-based natural image reconstruction has been addressed by a variety of methods recently, however only a few of them have been evaluated on the dataset we used. Here, we compare our reconstructions to three recent works by Shen et al. \[6\], Beliy et al. \[7\], and Ren et al. \[10\].

Fig. 4 illustrates the average decoding accuracy over all sub-regions. For each measure, the best value is highlighted in bold. (For Pix-Comp, higher is better; for ResNet-152, lower is better)

| Method                        | Low-Level (Pix-Comp) | High-Level (ResNet-152) |
|-------------------------------|----------------------|-------------------------|
| Shen et al. \[6\]              | 79.7%                | 0.85                    |
| Beliy et al. \[7\]             | 85.3%                | 0.92                    |
| Ren et al. \[10\]              | 87.8%                | 0.89                    |
| Eigen-Image (PCA)              | 72.3%                | 0.92                    |
| BigBiGAN (ours)                | 54.5%                | 0.83                    |

as mean squared error (MSE), pix-comp \[10\], or structural similarity index (SSIM) are computed in pixel space and cannot capture high-level perceptual similarities, e.g. in terms of object attributes and identity, or semantic category. One good solution for this problem is to make use of DCN representational spaces, as there are several pieces of evidence supporting their correlation to the human brain \[13\], \[17\], \[18\].

In this paper, ResNet-152 \[19\] was the DCN of our choice, with the outputs of its penultimate layer (just before the final soft-max classification layer) defining our high-level representational space. In this space, as a measure of high-level perceptual representations, we computed the average Pearson correlation distance between representations of the original images and their associated fMRI reconstructions. In addition to this high-level measure, we also report pix-comp values \[10\] as a measure of low-level similarity.

TABLE I: Quantitative comparison of image reconstructions. For each measure, the best value is highlighted in bold. (For Pix-Comp, higher is better; for ResNet-152, lower is better)
Fig. 3: Comparison of fMRI reconstructions by different methods. The first and second columns show the input image and BigBiGAN’s original reconstruction (reconstruction from the original latent vector), respectively. Columns three to seven illustrate fMRI reconstructions for BigBiGAN (our method, reconstruction from the predicted latent vector), Eigen-Image (PCA, baseline model), Ren et al. [10], Beliy et al. [7], and Shen et al. [6], respectively. Clearly, reconstructions by the proposed method are the most naturalistic, with the highest resolution, in contrast to the more blurry or semantically ambiguous results of the other methods.

Peak performance for our method was reached in V3, V4, and HVC, where PCA performed poorly. We hypothesize that the superiority of PCA in lower areas is due to the fact that the PCs were computed in pixel space, and thus correspond mostly to low-level features. On the other hand, BigBiGAN’s latent vectors can better represent high-level features, since they are obtained via a large hierarchy of processing layers. For both BigBiGAN and PCA, the best accuracy was achieved when we used brain responses from the whole VC. Peak accuracy was 84.1% and 78.1% for BigBiGAN and PCA, respectively.

It is worth mentioning that, while the whole VC improved BigBiGAN’s performance significantly compared to each individual region, PCA could only do marginally better than when using voxels in V1d alone (its best single-region performance). This again suggests that PCA mostly depends on low-level features, whereas the BigBiGAN brain decoder can benefit from low-level information as well as high-level image attributes.

V. Discussion

In this paper, we have proposed a new method for realistic reconstruction of natural scenes from fMRI patterns. Thanks to the high-level, low-dimensional latent space of BigBiGAN, we could establish a linear mapping that associates image latent vectors to their corresponding fMRI patterns. This linear mapping was then inverted to transform novel fMRI patterns into BigBiGAN latent vectors. Finally, by feeding the obtained latent vectors into the BigBiGAN generator, the associated images were reconstructed.

Many recent approaches have taken advantage of deep generative neural networks to reconstruct natural scenes [6], [7], [10]. However, due to the complexity of natural images, a huge amount of computational resources and capacity is required to achieve high-resolution realistic image generation [15].
we used the pre-trained BigBiGAN as a state-of-the-art large-scale bi-directional GAN for natural images. We showed that the proposed method is able to generate the most realistic reconstructions in the highest resolution (256 × 256) compared to other methods. Moreover, comparing results across subjects revealed a robust consistency in capturing high-level attributes of different objects through the reconstructions.

We acknowledge that our reconstructions are still far from perfect and can often lag behind the others in terms of low-level similarity measures. In contrast, the superiority of the proposed method is with respect to high-level evaluations of perceptual similarity. While we can surpass other methods in this area, we believe that there is still room for methodological improvements. In particular, failures to retrieve the proper semantic category or visual attribute can of course be caused by imperfect brain-decoding of the latent vectors, but also sometimes by inadequate image generation from the BigBiGan generator (e.g., compare the first 2 columns in Fig . 2). We believe that one promising area of improvement for our work is through the ability of the image generation model to discard irrelevant voxels, is bound to further improve the results.
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