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Abstract

We reformulate the manifestly T-dual description of the massless sector of the closed bosonic string, directly from the geometry associated with the (left and right) affine Lie algebra of the coset space Poincaré/Lorentz. This construction initially doubles not only the (spacetime) coordinates for translations but also those for Lorentz transformations (and their “dual”). As a result, the Lorentz connection couples directly to the string (as does the vielbein), rather than being introduced ad hoc to the covariant derivative as previously. This not only reproduces the old definition of T-dual torsion, but automatically gives a general, covariant definition of T-dual curvature (but still with some undetermined connections).
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1 Introduction

1.1 Outline

T-duality invariance can be manifested on all the fields of the massless sector of bosonic strings [1]. This was based on the treatment of the compactification scalars, for dimensional reduction of \(d\) dimensions, as elements of the coset \(\text{SO}(d,d)/\text{SO}(d)^2\) [2]. This symmetry was expanded to \(\text{SO}(D,D)/\text{SO}(D-1,1)^2\) for the full \(D\) dimensions to include all fields without compactification, where the symmetry is broken spontaneously to the usual \(\text{SO}(D-1,1)\), except when partially restored by dimensional reduction. (Generalization to GL groups [3] was also treated, but turned out not to be convenient for supersymmetry, and will not be considered here. For relations to later approaches, and extensions beyond what is needed here, see [4] and references therein.)

We will work on a space with explicit Lorentz coordinates. Dependence of the (background) vielbein on them is completely fixed (up to gauge) by the coset constraints, as applied by fixing the associated parts of the torsion to take their “vacuum” values. Moreover, as in [1], \(D\)-dimensional spacetime will be dualized. To do the stringy generalizations (of oscillator algebras together with the Lorentz algebras), we will need to introduce a new current \(\Sigma\) for consistency with the Jacobi identity [5]. (The necessity of this current was first realized in the context of AdS\(_5\)\(\times\)S\(_5\) [6].) The usual oscillator Lie algebra will become the extended affine Lie algebra (Lorentz and \(\Sigma\) generators included).

The generalized torsion is constructed from this affine Lie algebra in a general background, which acts as the stringy generalization of covariant derivatives. Because of the additional currents, the enlarged vielbein that describes this background includes the Lorentz connection, and the enlarged torsion includes also the curvature. Closure of the algebra implies the orthogonality constraints \(E_\eta E^T_\eta = \eta\) on the vielbein. Solving these together with the coset constraints reduces the vielbein to the usual T-dual generalization of the vielbein and Lorentz connection, as well as a new curvature-like field. There is also an extension of dimensional reduction to the usual \(D\) coordinates. At the end we will obtain the same results for the torsion constraints and curvature tensor as previously, but by a much more direct way.

The rest of this paper is organized as follows: In the remainder of the Introduction we summarize the general procedure. In the next section we review the description of fields on
1.2 Procedure

The general procedure (to be applied in detail below for the present example) is thus:

1. Begin with a coset space G/H. By the usual construction (left and right group multiplication) this comes with two Lie algebras for G, one for “symmetry generators” and one for “covariant derivatives”, represented by derivatives on the group space.

2. Generalize to the affine Lie algebras by making the group coordinates functions of the worldsheet coordinate $\sigma$. The number of currents is double that of the original Lie algebra, since they are also worldsheet vectors. (I.e., there are $\tau$ and $\sigma$ components, or “left” and “right”, depending on the basis. In the present case, the left and right currents are also left-propagating and right-propagating on the worldsheet; this is determined by the definition of the Virasoro operators, which we don’t discuss here.) The covariant derivatives and symmetry generators become currents $Z$ and $\tilde{Z}$ that commute with each other, $[Z, \tilde{Z}] = 0$.

3. The zero-modes of this affine Lie algebra define an enlarged ordinary Lie algebra/group, the inhomogeneous version IG of the original group G [6]. For manifest T-duality, double the coordinates to describe this enlarged group space, using the standard construction for the affine Lie algebra of a group [7].

4. Make this group space into a general curved space (describing massless fields) by multiplying the covariant derivative currents $Z$ by a “vielbein” $E$: The group currents $Z$ are thus a basis for general currents $\Pi$ on this space; they define the “vacuum”, $\langle \Pi \rangle = Z$. The algebra of these currents $\Pi$ replaces the structure constants of the affine Lie algebra IG with covariant “torsion”. Requiring that the inhomogeneous term still gives the group metric imposes orthogonality on the vielbein.

5. The coset constraints are then imposed by requiring that commutators of the currents $\Pi$ of
Coset spaces and their generalizations

H with arbitrary \( \Pi \)'s yield the same result as in the coset (before introducing the vielbein). This implies the \( \Pi \) for H can be gauged to its coset value, and fixes the H-dependence of the remaining currents. These constraints can be stated as conditions on the torsion.

6. Apply any additional torsion constraints, such as those in ordinary (super)gravity.

7. Finally, to spontaneously break T-duality symmetry and return to the usual coordinates, half of the currents for the symmetry generators \( \tilde{Z} \) (forming a subalgebra) are taken as Killing vectors [8]. (This corresponds to removing the coordinates for the inhomogeneous part of IG, reversing step 3 above.) Since they commute with the basis \( Z \) for the covariant derivatives, the requirement that they commute with the (curved space) covariant derivatives \( \Pi \) implies that the vielbein \( E \) is independent of the corresponding coordinates.

2 Coset spaces and their generalizations

We briefly review coset spaces, their generalizations and related constructions like the covariant derivatives. For further information see [11].

2.1 Group spaces

Coset constructions have proven useful in defining representations of the Poincaré, (anti) de Sitter, and conformal groups, and their supersymmetric generalizations. With these in mind, we now review the general procedure for defining fields on coset spaces.

Cosets are often used to construct nonlinear \( \sigma \) models: There one focuses on the coset space itself, of which the scalar fields are elements. For example, one usually first-quantizes string theory about symmetric backgrounds by treating the spacetime coordinates \( X(\tau, \sigma) \) (etc.) as coordinates of a coset space. (Of course, more general backgrounds are also considered, but are less tractable.) The string wave function is then implicitly a scalar functional of these coordinates (at fixed \( \tau \)).

There is some difficulty with this approach for the superstring, since the ground state, and thus the string field/wave function, is not a scalar. Similar remarks apply to introducing massless backgrounds into the string action, since the coordinates carry “curved” indices, while coupling gravity to fermions requires also “flat” ones.
The generalization that solves this problem is simple: For the coset $G/H$, keep all the coordinates of $G$ (the “symmetry” or “isometry” group), rather than the usual procedure of immediately going to a unitary gauge where the coordinates of $H$ (the “gauge”, “isotropy”, or “stabilizer” subgroup) are gauged away. The dependence of the fields on the $H$ coordinates will be fixed, by defining their representations of $H$, but will be trivial only for scalars.

For this purpose we need to distinguish the differential operators responsible for left and right group multiplication:

$$g' = g_L g g_R$$

(1)

Parametrizing any group element $g$ by coordinates $\alpha^I$ in terms of the generators $G_I$

$$[G_I, G_J] = -i f_{IJ}^K G_K$$

(2)

(e.g., using any exponential parametrization), we can then write the corresponding infinitesimal transformations as

$$\delta g = i \epsilon^I_L G_I g + g i \epsilon^I_R G_I = (\epsilon^I_L q_I + \epsilon^I_R D_I) g(\alpha)$$

(3)

where

$$q_I = L^M_I (\alpha) \partial_M, \quad (dg)g^{-1} \equiv i d\alpha^M L^I_M G_I$$

(4)

$$D_I = R^M_I (\alpha) \partial_M, \quad g^{-1}(dg) \equiv i d\alpha^M R^I_M G_I$$

(5)

(where $\partial_M \equiv \partial/\partial \alpha^M$) define the symmetry generators $q$ and covariant derivatives $D$ in terms of the vielbein appearing in the differential forms invariant under one or the other type of transformation. Because left and right group multiplication commute, so do the symmetry generators and covariant derivatives:

$$[q_I, D_J] = 0$$

(6)

Thus the “covariant” derivatives are actually invariant; they become only covariant in unitary $H$ gauges, due to compensating gauge transformations.

2.2 Fields on coset spaces

We decompose the basis of generators $G_I$ of the symmetry group $G$ into the generators $H_\iota$ of the isotropy group $H$ and the remaining ones $T_i$ of the coset $G/H$. The representation space for the
coset is constructed as follows: Define the linear space with basis elements \( \langle 0, m \rangle \). Let that space carry the matrix representation \( \rho(H_i)^k_m \) of the isotropy subgroup algebra; i.e., we have:

\[
\langle 0, m \mid H_i := \langle 0, k \mid \rho(H_i)^k_m \tag{7}
\]

We also have the action of the whole group on this basis:

\[
\langle \alpha, m \mid := \langle 0, m \mid g^{-1}(\alpha) \tag{8}
\]

We can then express the representation of the symmetry generators and covariant derivatives as differential operators on the wave function

\[
\psi_m(\alpha) := \langle \alpha, m \mid \psi \rangle \tag{9}
\]

The wave function \( \psi_m(\alpha) \) depends also on the isotropy group coordinates \( \alpha^i \), but this dependence is fixed: In a convenient exponential parametrization,

\[
\psi_m(\alpha) := \langle 0, m \mid e^{-i\alpha^i H_i} e^{-i\alpha^i T_i} \mid \psi \rangle = \left(e^{-i\alpha^i \rho(H_i)}\right)_m^k \langle 0, k \mid e^{-i\alpha^i T_i} \mid \psi \rangle = (e^{-i\alpha^i \rho(H_i)}^k_m \psi_k(\alpha^i)) \equiv e_m^k(\alpha^i) \psi_k(\alpha^i) \tag{10}
\]

The vielbein \( e_m^k(\alpha^i) \) is dependent only on the isotropy group coordinates \( \alpha^i \) and can be gauged to the identity.

From the above construction we know how the covariant derivatives corresponding to the isotropy subgroup act on \( \psi_m(\alpha) \):

\[
D_i \psi_m(\alpha) = \langle 0, k \mid -i \rho(H_i)^k_m g^{-1}(\alpha) \mid \psi \rangle = -i \rho(H_i)^k_m \psi_k(\alpha) \tag{11}
\]

We can also calculate the action of the symmetry group generators on the wave function:

\[
q_I \psi_m(\alpha) = \langle 0, m \mid g^{-1}(\alpha) G_I \mid \psi \rangle = (G_I \psi)_m(\alpha) \tag{12}
\]

Since we know how the covariant derivatives with respect to the \( \alpha^i \) act, we can therefore solve those constraints and replace partial derivatives (with respect to the \( \alpha^i \)) with matrices in \( q_I \) and \( D_I \). The dependence of all objects on the isotropy group coordinates is thus fixed. The remaining covariant derivatives \( D_i \) act nontrivially.
2.3 Curved spaces with isotropic coordinates

We can also covariantize the covariant derivatives $D_I$ with respect to (super) Yang-Mills symmetry, see [11]. (The (super) Yang-Mills gauge group is unrelated to the isotropy gauge group, except for the case of gravity.) We can write the (super) Yang-Mills covariantized covariant derivatives as:

$$\nabla_I := D_I + i A_I, \quad [\nabla_I, \nabla_J] = f_{IJ}^K \nabla_K + i F_{IJ}$$

In the first-quantized approach to (super)gravity the derivatives are gauge covariantized with respect to the (super-)Poincaré group [5]. The Yang-Mills generators are replaced with partial derivatives with respect to all coordinates:

$$D_I \rightarrow \nabla_I = e^K_I \partial_K = \hat{e}^K_I D_K$$

The vielbein $e^K_I$ or $\hat{e}^K_I$ are arbitrary. The local Lorentz transformations are now included with the rest of the coordinate transformations and the covariant derivatives transform under the symmetry transformations as:

$$\nabla' = e^A e^{-A} \partial = \Lambda^M D_M = \hat{\Lambda}^A \partial_A$$

The torsion $T$ is a combination of the structure constants and field strengths of Yang-Mills:

$$[\nabla_I, \nabla_J] = T_{IJ}^K \nabla_K$$

We divide indices as in the section 2, for the isotropy group, which in our case will be the Lorentz groups $SO(D - 1,1)^2$, and for the coset space: We can write $\nabla_I \equiv (\nabla_H, \nabla_{G/H})$. Using the newly defined indices:

$$[\nabla_H, \nabla_H] = f_{HH}^H \nabla_H$$

$$[\nabla_H, \nabla_{G/H}] = f_{HG/H}^H \nabla_{G/H}$$

$$[\nabla_{G/H}, \nabla_{G/H}] \equiv R_{G/H}^{G/H} \nabla_H + T_{G/H}^{G/H} \nabla_{G/H}$$

The $R$ in (17) is the usual curvature (its stringy analog will be calculated in the Riemann tensor subsection 5.2), $T_{G/H}^{G/H}$ is the usual torsion.

We have required that $\nabla_H$ act as in coset space (which in our case will be flat space): The fact that the torsions $T_{HH}^H$ and $T_{HH}^{G/H} (= 0)$ take their free values implies that $\nabla_H$ can be
gauged to its free value. The isotropy transformation of the coset part $\nabla_{G/H}$ is fully fixed by the requirement that the torsions $T_{H G/H}^H (= 0)$ and $T_{H G/H}^{G/H}$ get their free values. (We will see the stringy analog of this in subsection 4.2.) By keeping this dependence on the $H$ coordinates, rather than gauging them away entirely, we have the first-quantized way to define the spin (for arbitrary representations), as a differential operator on that space, see [5].

3 Affine Lie algebra and generalized T-duality

3.1 Current algebras

For application to the string, we consider current algebras on the worldsheet, or affine Lie algebras

$$[Z_M(1), Z_N(2)] = -i \eta_{MN} \delta^r (2 - 1) - i f_{MNP} Z_P \delta (2 - 1)$$

where $f$ is the structure constants of the ordinary Lie algebra. (Note that all the generators are understood as string currents, so they are dependent on the string coordinate $\sigma \equiv \sigma_1 \equiv "1"$. There is an implicit $2\pi$ with every $\delta(\sigma)$. Also, for dimensional analysis there is an implicit $1/\alpha'$ with $\eta$.) The metric $\eta$ of the affine (Schwinger) term is invertible as a consequence of our including both components of the current, as should be clear from the Abelian case considered below. Due to our doubling of coordinates for manifest T-duality, the group coordinates $X^M$ carry the same index. Acting on background fields $\phi$, these currents reduce to the group covariant derivatives $D_M$ of the ordinary (non-affine) algebra (with the same structure constants),

$$[Z_M(1), \phi(X(2))] = -i (D_M \phi) \delta (2 - 1)$$

(Similar remarks apply to a second Lie algebra $\tilde{Z}$ for which $q$ replaces $D$ and $[Z, \tilde{Z}] = 0$.) We are interested in the affine Poincaré algebra, where the index

$$\mathcal{M} := (MN, M, MN)$$

has dimension $2D^2$, as we will now describe.

We begin with the current algebra associated with the usual $X$ coordinates. In string theory one naturally gets the interpretation of T-duality as the reflection subgroup of the bigger $O(D, D)$ group. One can rewrite the string oscillator algebra using the explicit $O(D, D)$ vector

$$P_M := (P_m, X^m)$$


Using this generalized $O(D, D)$ momentum one gets the algebra

\[
[P_M(1), P_N(2)] = -i \eta_{MN} \delta'(2 - 1)
\]  

(22)

where $\eta_{MN}$ is the $O(D, D)$ metric:

\[
\eta_{MN} = \begin{pmatrix} 0 & \delta_n^m \\ \delta^n_m & 0 \end{pmatrix}
\]  

(23)

In the future we want to use a different basis for the string oscillator algebra (22). Therefore we introduce the left/right vector

\[
P_M := (P_m, P_{\tilde{m}}) \equiv \frac{1}{\sqrt{2}} (P_m + X_m', P_m - X_m')
\]  

(24)

In this basis the oscillator algebra has the same form as (22) except for the form of the metric:

\[
\eta_{MN} = \begin{pmatrix} \eta_{mn} & 0 \\ 0 & -\eta_{\tilde{m} \tilde{n}} \end{pmatrix}
\]  

(25)

### 3.2 Lorentz

In the next step we want to merge the algebra (22) with the Lorentz algebra $so(D - 1, 1)^2$. The reason is that the metric $g$ and $b$ field are in the coset space $SO(D, D)/SO(D - 1, 1)^2$. This suggests that the coordinate space should be obtained by modding out by the subgroup $SO(D - 1, 1)^2$. The left/right basis of (24) is then appropriate.

The generators for this Lorentz algebra are denoted as

\[
S_{MN} := (S_{mn}, S_{\tilde{m}\tilde{n}})
\]  

(26)

and satisfy the usual commutation relations

\[
[S_{mn}(1), S_{kl}(2)] = i\eta_{[m[k} S_{n]l]} \delta(2 - 1)
\]  

(27)

\[
[S_{mn}(1), S_{k\tilde{l}}(2)] = 0
\]  

(28)

Same for Left $\rightarrow$ Right

(where $[\ldots]$ is the unweighted anti-symmetrization). Since $P$ and $S$ form the ordinary Poincaré
algebra, we have:

\[
\begin{align*}
[S_{mn}^{\ (1)}, P_k^{\ (2)}] & = \ i\eta_{[m}^{\ [k} P_n^{\ ]n]} \delta (2 - 1) \quad (29) \\
[S_{mn}^{\ (1)}, P_k^{\ (2)}] & = \ 0 \quad \cdots \text{Same for Left} \rightarrow \text{Right} \\
\end{align*}
\]

However, the set of generators \((S_{MN}, P_M)\) does not form a closed affine Lie algebra. The Jacobi identity requires a new field \(\Sigma\) such that

\[
\begin{align*}
[P, P] & \propto \delta' + \Sigma \quad \text{and} \quad [S, \Sigma] \propto \delta' + \Sigma \quad (31)
\end{align*}
\]

Using the commutators \([S, [P, P]]\) and the Jacobi identity, we obtain the new set of generators

\[
Z_M := (S_{MN}, P_M, \Sigma^{MN}) \quad (32)
\]

for which we have the following affine Lie algebra:

\[
\begin{align*}
[S_{mn}^{\ (1)}, S_{kl}^{\ (2)}] & = \ -i\eta_{[m[k} S_{n]l]} \delta (2 - 1) \\
[S_{mn}^{\ (1)}, P_k^{\ (2)}] & = \ i\eta_{[k}^{[m} P_n^{]n]} \delta (2 - 1) \\
[S_{mn}^{\ (1)}, \Sigma_{kl}^{\ (2)}] & = \ -i\delta_{mn}^{\ [kl} \delta' (2 - 1) - i\delta_{[m}^{[k} \eta_{n]s} \Sigma^{ls]} \delta (2 - 1) \\
[P_m^{\ (1)}, P_n^{\ (2)}] & = \ -i\eta_{mn} \delta' (2 - 1) + i\eta_{mh} \eta_{ns} \Sigma^{hs} \delta (2 - 1) \\
[P_m^{\ (1)}, \Sigma_{kl}^{\ (2)}] & = \ 0 \\
[\Sigma_{mn}^{\ (1)}, \Sigma_{kl}^{\ (2)}] & = \ 0 \quad \cdots \text{Same for Left} \rightarrow \text{Right} \\
\end{align*}
\]

Thus we get the general structure of an affine Lie algebra \([18]\). (Non-affine stringy Lorentz algebras were considered in \([9]\). Left and right spin algebras have also been used in \([10]\), but commuting with \(P\). Neither of those had \(\Sigma\).)

For dealing with antisymmetric pairs of indices we have introduced an implicit metric such that for any two antisymmetric tensors we have

\[
A \cdot B \equiv \frac{1}{2} A_{mn} B_{mn} \quad (34)
\]
The identity matrix with respect to this inner product is

$$\delta_{mn}^{pq} \equiv \delta_{[m}^{p} \delta_{n]}^{q}$$  \hspace{1cm} (35)$$

The only nonvanishing terms in the metric and structure constants are (as could be guessed by dimensional analysis)

$$\eta_{PP}, \eta_{\Sigma\Sigma}; \ f_{SPP}, \ f_{SS\Sigma}$$  \hspace{1cm} (36)$$

where we have lowered the upper index on $f$ with $\eta$ to take advantage of its total antisymmetry, and used “schematic” notation, replacing explicit indices with their type:

$$\mathcal{M} := (M_{MN}, M_{M}, MN) := (S, P, \Sigma)$$  \hspace{1cm} (37)$$

Explicitly these are, for the left-handed algebra,

$$(\eta)_{mn} = \eta_{mn}, \ (\eta)_{mn}^{pq} = \delta_{mn}^{pq}; \ f_{mn}^{pq} = -\delta_{mn}^{pq}, \ f_{mn}^{pq rs} = \eta_{[m[p} \delta_{q]}^{n]}^{rs}$$  \hspace{1cm} (38)$$

For the right-handed algebra we change the signs of the corresponding terms in $\eta_{MN}$ but not in $f$.

4 Curved spaces with affine algebras

4.1 Background fields

We now introduce background fields following [1], but using the affine algebra (18). Using the vielbein we can write:

$$\Pi_A(1) = E_A^M (X^M) Z_M$$  \hspace{1cm} (39)$$

Then we get the affine Lie algebra for the $\Pi_A$ operators:

$$[\Pi_A(1), \Pi_C(2)] = -i\eta_{AC} \delta' (2 - 1) - iT_{AC}^E \Pi_E \delta (2 - 1)$$  \hspace{1cm} (40)$$

where $T$ is the stringy generalization of the torsion:

$$T_{AC}^E = E_{[A}^M (D_M E_{C]}^N) E_N^{-1E} + \frac{1}{2} \eta^{EP} E_D^M (D_M E_{[A]}^N) E_N^{-1F} \eta_{F[C]} + E_A^M E_C^N E_P^{-1E} f_{MN}^P$$  \hspace{1cm} (41)$$

where $[A || C]$ indicates antisymmetrization in only those indices. Note that the Jacobi identities imply the total antisymmetry of the torsion, just as for the structure constants.
This torsion can be identified with that of “ordinary” curved-space covariant derivatives (as in subsection 2.3) by use of the strong constraint: We write

\[ \nabla_A := E_A^M D_M \]  

(42)

Using this and the strong constraint

\[ (\nabla^A \phi)(\nabla_A \psi) = 0 \]  

(43)

we get the same torsion in

\[ [\nabla_A, \nabla_C] = T_{AC}^D \nabla_D \]  

(44)

when acting on fields, since the second term in (41) can be added for free.

By setting the coefficient of the Schwinger term to be the metric \( \eta \), the vielbein is forced to obey the orthogonality constraints:

\[ E_A^M \eta_{MN} E_C^N \equiv \eta_{AC} \]  

(45)

This choice does not affect the physics, and simplifies many of the expressions. For example, it implies the total antisymmetry of the torsion, when the upper index is implicitly lowered with \( \eta \):

\[ T_{ABC} = \frac{1}{2} E_{[A}^M (D_M E_{|B|}^N) E_{|C|}^N + E_A^M E_B^N E_C^P f_{MNP} \]  

(46)

where we have used \( E^{-1}_A^M = \eta^A_B \eta_{MN} E_B^N \). (Also note that in the first term the antisymmetrization can be written as a cyclic sum without the 1/2, since it is already antisymmetric in the last two indices.) Thus, because of orthogonality, the vielbein is like (the exponential of) a 2-form, while the torsion is a 3-form; similarly, the Bianchi identities are a 4-form.

When solving the orthogonality constraint, note that we are also putting some parts of \( E \) to zero or to some particular constant value, which comes from the coset constraints on the torsion, as explained later. We get:

\[
E_A^M = \begin{pmatrix}
\delta_{AB}^{MN} & 0 & 0 \\
0 & e_A^M & 0 \\
r^{ABMN} - \frac{1}{2} \omega^{CAB} \omega_C^{MN} - \epsilon_C^M \omega^{CAB} & 0 & \delta_{AB}^{MN}
\end{pmatrix}
\]

(47)

where the new fields \( e, \omega \) and \( r \) were introduced. The \( r \) has a role to be explained later, and satisfies

\[ r^{ABCD} + r^{CDAB} = 0 \]  

(48)
4.2 Coset constraints

Our aim is to generalize the coset construction described in subsection 2.3 to affine Lie algebras, specifically the affine Poincaré algebra \([33]\). Isotropy group dependence is fixed by the constraint that the covariant derivatives with the Lorentz group indices \(S \equiv AB\) act on fields by some particular matrix representation, i.e.,

\[
(\nabla_S \psi)_S := (M_S)_{J}^S \psi_S
\]

(49)

For the covariant derivatives themselves, this implies, as described in section 2.3,

\[
[\nabla_S, \nabla_A] = f_{SA}^B \nabla_B \quad (T_{SA}^B = f_{SA}^B)
\]

(50)

I.e., all covariant derivatives are in the same representations of \(S\) as in flat space. In particular, this means the subalgebra of \(\nabla_S\) is unmodified from flat space, so we can choose the gauge

\[
\nabla_S = D_S \quad (E_S^M = \delta_S^M)
\]

(51)

(However, other gauges, such as lightcone gauges, may also be useful \([5]\).) This gauge was used, in addition to orthogonality, to obtain the expression for the vielbein in \([47]\).

The rest of the coset constraint \((50)\) gives the action of \(D_S\) on the nontrivial components of \(E_A^K\):

\[
D_S E_P^P \equiv D_{AB} e_C^K = -\eta_C[A e_B^K + e_C^M \eta_M[A \delta_B^K]
\]

\[
D_S E_P^S \equiv D_{AB} \omega_C^{KL} = -\eta_C[A \omega_B^{KL} + \omega_C^{MN} \eta_M[A \delta_B^K \delta_N^K]
\]

(52)

Thus in this gauge the dependence on the Lorentz coordinates is fixed for the vielbein, as well as the (residual) gauge parameters. (E.g., the Lorentz gauge parameters still have arbitrary dependence on \(x\).)

Dimensional analysis is useful for further analysis of the torsion. The following table summarizes the torsion engineering dimensions:

| Torsion component | Dimension |
|------------------|-----------|
| \(T_{SS}^\Sigma\) | 2         |
| \(T_{SS}^P\)     | 1         |
| \(T_{SS}^S\)     | 0         |
| \(T_{SP}^P\)     | 0         |
| \(T_{SP}^S\)     | 1         |

| Torsion component | Dimension |
|------------------|-----------|
| \(T_{PP}^P\)     | 1         |
| \(T_{SS}^S\)     | 2         |
| \(T_{PS}^S\)     | 2         |
| \(T_{P\Sigma}^S\)| 3         |
| \(T_{\Sigma\Sigma}^S\)| 4         |
Note that most of the torsions, including all torsions of nonpositive dimension, have already been fixed by the coset constraint.

5 Relations to previous tensors

5.1 Remaining torsion constraint

The “usual” torsion constraint (generalized to 2D-valued indices)

\[ T_{PP}^P = 0 \]  

eliminates the last surviving torsion of dimension 1, and gives the constraints that were previously found in [1] by a different method. This can be expanded in schematic notation as

\[ 0 = T_{PPP} = \frac{1}{2} E_{[P}^K (D_K E_{P]}^H) E_{P]}_H + E_P^K E_P^H E_P^\Sigma f_{KH\Sigma} \]  

(Colored indices are not summed.)

For comparison, the analog of the torsion that appears in [1] (but taking into account orthogonality):

\[ F_{ABC} := \frac{1}{2} e_{[A}^K (\partial_K e_{B]}^H) e_{C]}_H \]  

is the same except that the range of indices is over only \( P \), where (in our gauge) \( e_A^M \equiv E_A^M \)

and \( D_P = \partial_M \) acting on a field. Thus, expanding the indices in (54) over \((S, P, \Sigma)\) will separate it into \(F\) and \(\omega\) terms.

Using the structure of the vielbein \( E_A^M \) in (47), from the former term of (54) we get:

\[ F_{PPP} + \frac{1}{2} E_{[P}^S (D_S E_{P]}^P) E_{P]}_P \]  

(Repeated schematic indices \((S, P, \Sigma)\) are summed over the subset indicated.) The latter term in this expression vanishes according to the first condition in (52) and structure of the vielbein. The latter term of (54) gives:

\[ E_P^K E_P^H E_P^\Sigma f_{KH\Sigma} = \frac{1}{2} E_P^S E_P^P E_P^P f_{SPP} \]

\[ P \to A \quad P \to B \quad P \to C \]

\[ = \frac{1}{2} \omega_{[ABC]} \]
We thus get the relation
\[ F_{ABC} + \frac{1}{2} \omega_{[ABC]} = 0 \] (58)
This agrees with the constraints on \( \omega_{A^BC} \) in [1],
\[ \omega_{|abc} = -2F_{abc}, \quad \omega_{a\tilde{b}\tilde{c}} = -F_{a\tilde{b}\tilde{c}} \] (59)
There are also constraints involving the dilaton, which work the same way as previously; these are needed to allow definition of a Ricci tensor and scalar (i.e., field equations and action) independent of those connections that are not fixed by the above constraint.

5.2 Riemann tensor

Previously no full curvature tensor with manifest T-duality was derived, and even those pieces that were found came in an indirect way, not by commutation of covariant derivatives. Here we duplicate the known curvature directly as a torsion, and the missing pieces are identified as corresponding to the new field \( r^{ABCD} \).

From (17) the curvature tensor is \( T_{PPS} \equiv R_{G/H} G/H^H \):
\[
T_{PPS} = E_{P}^{S}(D_{P} E_{P}^{\Sigma})E_{\Sigma}^{-1S} + \frac{1}{2} \eta^{S} \Sigma E_{\Sigma}^{S}(D_{P} E_{P}^{\Sigma})E_{\Sigma}^{-1K} \eta_{K|P} \\
+ E_{P}^{P}(D_{P} E_{P}^{\Sigma})E_{\Sigma}^{-1S} + \frac{1}{2} \eta^{S} \Sigma E_{\Sigma}^{P}(D_{P} E_{P}^{\Sigma})E_{\Sigma}^{-1K} \eta_{K|P} \\
+ \frac{1}{2} \eta^{S} \Sigma E_{\Sigma}^{S}(D_{\Sigma} E_{P}^{\Sigma})E_{\Sigma}^{-1K} \eta_{K|P} \\
+ E_{P}^{P} E_{P}^{S} E_{S}^{-1S} \int_{S} S^{P} + E_{P}^{P} E_{P}^{S} E_{S}^{-1S} \int_{P} P^{S} + E_{P}^{P} E_{P}^{P} E_{\Sigma}^{-1S} \int_{P} P^{S} 
\] (60)
Rewriting using explicit forms of the schematic indices and \( f \), and using (52) and (55), after some algebra we get the final expression:
\[
T_{ABCD} = e_{[A}^{M} \partial_{M} \omega_{B]}^{CD} + \omega_{[A}^{C} \partial_{H} \omega_{B]}^{HD} - \frac{1}{2} \omega_{M}^{CD} \omega_{M}^{AB} \omega_{N}^{CD} - F_{AB}^{N} \omega_{N}^{CD} + r^{CD}_{AB} + ((D_{\Sigma})^{CD} e_{A}^{K}) e_{B}^{K} 
\] (61)
In the usual representations, \( D_{\Sigma} = q_{\Sigma} = \partial_{\Sigma} \); as part of dimensional reduction, we set \( q_{\Sigma} \phi = 0 \). Then the curvature reduces to:
\[
T_{ABCD} = e_{[A}^{M} \partial_{M} \omega_{B]}^{CD} + \omega_{[A}^{C} \partial_{H} \omega_{B]}^{HD} - \frac{1}{2} \omega_{M}^{CD} \omega_{M}^{AB} \omega_{N}^{CD} - F_{AB}^{N} \omega_{N}^{CD} + r^{CD}_{AB} 
\] (62)
This form was derived also in [1] up to the antisymmetric \( r^{CD}_{AB} \) part, required for covariance. Here the curvature tensor was obtained in a more direct way.
\( r \) can also be fixed by constraining the corresponding part of the curvature to vanish:

\[
T_{abcd} - T_{cdab} = T_{\tilde{a}\tilde{b}\tilde{c}\tilde{d}} - T_{\tilde{c}\tilde{d}\tilde{a}\tilde{b}} = T_{\tilde{a}\tilde{b}\tilde{c}\tilde{d}} - T_{\tilde{c}\tilde{d}\tilde{a}\tilde{b}} = 0 \tag{63}
\]

As the final step we reduce the coordinates to the usual half by dimensional reduction, with the conditions

\[
q_\Sigma \phi = (q_{PL} - q_{PR}) \phi = 0 \tag{64}
\]

Here \( q \) indicates a Killing vector of the original (“flat”) coset space, commuting with all the flat covariant derivatives \( D \). Since \( q_\Sigma \) are Abelian, we can always choose coordinates where \( q_\Sigma = \partial_\Sigma \); and since the rest are Abelian mod \( q_\Sigma \), we can also choose coordinates where they are \( \partial_{PL} - \partial_{PR} \) mod \( \partial_\Sigma \) terms. We have also fixed the dependence of the fields on the Lorentz coordinates previously by the coset constraints. In that way the original \( 2D^2 \)-dimensional coordinate space is reduced to \( \mathbb{R}^D \).

6 Conclusion

We outline the results we have obtained: We began with the generalized affine algebra \( SP_\Sigma [33] \), enlarging the configuration space to \( 2D^2 \) dimensions. The background fields were introduced via the vielbein \( E_A^M(X^N) \). The orthogonality constraints were applied to them. Together with coset constraints on torsions the specific structure of the vielbein was derived [47]. From dimensional arguments we obtained one particular torsion constraint reproducing that originally obtained in [1]. From the torsion \( T_{PP}^S \equiv R_{G/H} G/H^{\bar{H}} \) we got the curvature tensor. The result (62) matches the result from [1] except for the antisymmetric part \( r^{CD}_{AB} \), which can be fixed by an additional constraint. The resulting curvature tensor has explicit \( SO(D, D) \) index structure, which was our goal.

Various generalizations suggest themselves:

1. supersymmetry (especially AdS),
2. \( \alpha' \) corrections, which may clarify the results of [4],
3. the corresponding first-quantization of the string (ghosts, BRST, etc.), and
4. string field theory (with vielbein fields).
Acknowledgment

This work was supported in part by National Science Foundation Grant No. PHY-0969739.
References

[1] W. Siegel, “Two vierbein formalism for string inspired axionic gravity,” Phys. Rev. D 47 (1993) 5453 [arXiv:hep-th/9302036];
“Superspace duality in low-energy superstrings,” Phys. Rev. D 48 (1993) 2826 [arXiv:hep-th/9305073];
“Manifest duality in low-energy superstrings,” in *Berkeley 1993, Proceedings, Strings '93* 353-363, eds. M.B. Halpern, G. Rivlis, and A. Sevrin (World Scientific, 1995) [arXiv:hep-th/9308133].

[2] M. J. Duff, “Duality Rotations In String Theory,” Nucl. Phys. B 335 (1990) 610.

[3] J. Maharana and J. H. Schwarz, “Noncompact symmetries in string theory,” Nucl. Phys. B 390 (1993) 3 [arXiv:hep-th/9207016].

[4] O. Hohm, W. Siegel and B. Zwiebach, “Doubled $\alpha'$-Geometry,” [arXiv:1306.2970] [hep-th];
O. Hohm and S. Ki Kwak, “Frame-like Geometry of Double Field Theory,” [arXiv:1011.4101v2] [hep-th];
A. Coimbra, Ch. Strickland-Constable and D. Waldram, “Supergravity as Generalised Geometry I: Type II Theories,” [arXiv:1107.1733v1] [hep-th];
O. Hohm and S. Ki Kwak, “N=1 Supersymmetric Double Field Theory,” [arXiv:1111.7293v2] [hep-th];
I. Jeon, K. Lee and J. H. Park, “Supersymmetric Double Field Theory: Stringy Reformulation of Supergravity,” [arXiv:1112.0069v4] [hep-th];
D. Andriot and A. Betz, “$\beta$-supergravity: a ten-dimensional theory with non-geometric fluxes, and its geometric framework,” [arXiv:1306.4381v2] [hep-th].

[5] W. Siegel, “New superspaces/algebras for superparticles/strings,” [arXiv:1106.1585] [hep-th].

[6] M. Hatsuda and K. Kamimura, “Classical AdS superstring mechanics,” Nucl. Phys. B 611 (2001) 77 [arXiv:hep-th/0106202];
M. Hatsuda, “Sugawara form for AdS superstring,” Nucl. Phys. B 730 (2005) 364 [arXiv:hep-th/0507047].

[7] E. Witten, “Nonabelian Bosonization in Two-Dimensions,” Commun. Math. Phys. 92 (1984) 455;
M. B. Green, “Supertranslations, Superstrings and Chern-Simons Forms,” Phys. Lett. B 223 (1989) 157.
[8] W. Siegel, “Randomizing the superstring,” Phys. Rev. D 50 (1994) 2799 [arXiv:hep-th/9403144];
M. Sakaguchi, “Type II superstrings and new space-time superalgebras,” Phys. Rev. D 59 (1999) 046007 [arXiv:hep-th/9809113].

[9] E. Sezgin, “Geometry of superspace Kac-Moody algebras,” In *Trieste 1989, Proceedings, Supermembranes and physics in 2+1 dimensions* 99-110;
E. Bergshoeff, P. S. Howe, C. N. Pope, E. Sezgin and E. Sokatchev, “Ten-dimensional supergravity from lightlike integrability in loop superspace,” Nucl. Phys. B 354 (1991) 113.

[10] N. Berkovits and P. S. Howe, “Ten-dimensional supergravity constraints from the pure spinor formalism for the superstring,” Nucl. Phys. B 635 (2002) 75 [arXiv:hep-th/0112160].

[11] S. J. Gates Jr, M. T. Grisaru, M. Rocek and W. Siegel “Superspace, or One thousand and one lessons in supersymmetry,” [arXiv:hep-th/0108200].