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Abstract—Since the recognition in the early nineties of the vanishing/exploding (V/E) gradient issue plaguing the training of neural networks (NNs), significant efforts have been exerted to overcome this obstacle. However, a clear solution to the V/E issue remained elusive so far. In this manuscript a new architecture of NN is proposed, designed to mathematically prevent the V/E issue to occur. The pursuit of approximate dynamical isometry, i.e. parameter configurations where the singular values of the input-output Jacobian are tightly distributed around 1, leads to the derivation of a NN’s architecture that shares common traits with the popular Residual Network model. Instead of skipping connections between layers, the idea is to filter the previous activations orthogonally and add them to the nonlinear activations of the next layer, realising a convex combination between them. Remarkably, the impossibility for the gradient updates to either vanish or explode is demonstrated with analytical bounds that hold even in the infinite depth case. The effectiveness of this method is empirically proved by means of training via backpropagation an extremely deep multilayer perceptron of 50k layers, and an Elman NN to learn long-term dependencies in the input of 10k time steps in the past. Compared with other architectures specifically devised to deal with the V/E problem, e.g. LSTMs for recurrent NNs, the proposed model is way simpler architectures specifically devised to deal with the V/E problem, yet more effective. Surprisingly, a single layer vanilla RNN can be enhanced to reach state of the art performance, while converging after just 10 epochs.
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I. INTRODUCTION

ARTIFICIAL deep neural networks (NNs) are computational models that have gathered massive interest in the last decade [1]. Usually NNs are composed of many simple units (neurons) organised in multiple layers which nonlinearly interact to each other via trainable parameters, also called weights. Roughly speaking, training a NN to solve a task means to adapt its parameters in order to fit an unknown function mapping between raw input and the output labels forming the data points from which to generalise.

Although several algorithms exist for training NN models, the backpropagation algorithm [2], [3] with stochastic gradient descent (or variants thereof [4]) has been established as a standard for supervised learning. The backpropagation is a clever procedure to assess how sensitive the output error is w.r.t. a given parameter of the model; thus, each parameter is modified proportionally to this measure of sensitivity. The computation involves the sequential product of many matrices whose resulting norm, similarly to the product of many real numbers, can shrink to vanish or expand to infinity exponentially with depth. This problem has been known in the literature as the vanishing/exploding (V/E) gradient issue. The V/E issue has been firstly recognised in the context of recurrent neural networks (RNNs) in the nineties [5], [6], and then, after the advent of increasingly deep architectures, it became evident also in feedforward neural networks (FNNs) [7].

A. Related works

Extensive works have been made to combat the V/E gradient issue. Some of the main strategies are reported in this section.

Based on the particular choice of activation function, it has been proved that some weights initialisation, known as xavier-init [7] and kaiming-init [8], generate favourable statistics in the neuronal activations that alleviate the issue.

The V/E dynamics have been recognised to be stronger in “squashing” activation functions, e.g. tanh, while being gentler on hard-nonlinear activation functions, e.g. ReLUs. Moreover, true zero neuronal activations induced by ReLUs promotes sparsity into the network which in turn has been recognised to be beneficial for backpropagating errors, as long as some neural paths remain active [9]. Nevertheless the issue, although mitigated, is still present with ReLUs.

Moreover, a mean-field theory analysis on linear FNNs revealed the effectiveness of orthogonal weights initialisation schemes [10], and, provided that an NN operates close to the so-called edge of chaos [11], [12], on nonlinear FNNs as well. In fact, the V/E gradient issue can be solved by promoting the NN to operate in an approximate dynamical isometry regime, i.e. a configuration where the distribution of the singular values of the NN’s input-output Jacobian remains circumscribed around 1 without spreading too far from it. This condition would ensure that signals can flow back and forth along the layered architecture. However, containing the learning process into an approximate dynamical isometry regime appears to be hard in general FNNs, due to the nonlineairities between layers. In [13] a theoretical analysis about orthogonal initialisations led to the conclusion that ReLU networks are incapable of dynamical isometry, while sigmoid and tanh networks can. Orthogonal initialisation schemes [14], [15].

although not directly solving the V/E problem, have been successfully implemented to train extremely deep NNs.

Additionally, gradient clipping procedures \[16\] have been extensively used to maintain the gradients at a controlled magnitude, while not addressing the vanishing problem. Besides, normalising the incoming input from a layer to the consecutive one, in order to avoid the saturating tails, has been shown to accelerate training while improving the performance \[17\]. However, these are passive strategies that do not aim to prevent the V/E gradient issue to occur.

Another breakthrough is represented by Highway Networks \[18\], a feedforward architecture, inspired by the popular LSTM recurrent NN model, provided with trainable gating mechanisms to regulate information flow. Finally, Residual Networks (ResNets) \[19\], a gateless version of Highway Networks, have revolutionised the field of computer vision. These architectures provide shortcut paths, directly connecting non-consecutive layers, de facto realising ensembles of relatively shallow networks \[20\]. Despite the important empirical achievements of ResNets, theoretical results establishing the effective solution of the V/E gradient problem for those architectures are still missing. In fact, although skip connections have been observed to drive ResNets to the edge of chaos \[21\], ResNets still heavily rely on batch normalisation for good results with very deep architectures \[22\].

In practice, it is not rare in the literature to encounter several of the aforementioned techniques alchemically combined together to train deep learning models.

RNNs have been especially known for the difficulty to train them to learn long-term dependencies. Probably the most popular solution proposed to combat the V/E issue of RNNs is represented by gated recurrent architectures, e.g. as LSTMs \[23\], and GRUs \[24\]. However, despite the increased computational complexity of these models, they still suffer from instabilities when trained on very long sequences.

Similarly to FNNs, orthogonal initialisation of the recurrent weights have been investigated and proved to be effective for RNNs \[25\], \[26\]. Interestingly, it has been showed that initialising the recurrent weights to the identity matrix in a vanilla RNN with ReLU activations may reach performance comparable to LSTMs \[27\].

In the seminal work of \[28\] the authors go beyond the mere orthogonal initialisation and propose to parametrise the recurrent weights in the space of unitary matrices, thereby ensuring the orthogonality condition during the learning process. Then, in \[29\] they further improve such model allowing the learning dynamics to access the whole submanifold of the unitary matrices. However, these methods come at the expense of considerable computational effort. After these achievements a burst of works have followed in the footsteps of constraining the recurrent weights to be orthogonal or approximately such \[30\]–\[34\] trying to restrain the run time. Although it is not understood how, and to what extent, these restrictions imposed on recurrent weights impact the learning dynamics, it is widely recognised in the literature that imposing unitary constraints on the recurrent matrix affects its expressive power \[35\], \[36\].

Alternatively to orthogonal constraints, IndRNN \[37\] is a recently proposed RNN model where hidden-to-hidden weights are constraint to diagonal matrices nonlinearly stacked in two or more layers as a single recurrent block. V/E gradient is thus prevented bounding the coefficients of those diagonal matrices in a suitable range which depends on the length of the temporal dependencies the IndRNN is aimed to learn.

Another option is to prevent the V/E issue at a fundamental level by constraining the recurrent matrix to be constant, i.e. untrained. An emblematic example is given by Reservoir Computing machines \[38\]. Typically, the recurrent weights are randomly generated and left untouched, tuning them just at a hyperparameter level, e.g. rescaling the spectral radius \[39\], and only an output readout is trained. A further case is studied in \[40\], where the hidden-to-hidden weights are fixed as a specific orthogonal matrix (namely a shifting permutation matrix), while all the other weights are trained.

Other important developments come from considering continuous-time RNNs as ODEs. For instance, Antisymmetric-CRNN \[41\] uses skew-symmetric recurrent matrices to ensure stable dynamics. Based on control theory results that ensures global exponential stability, Lipschitz-RNN \[42\] extends the pool of recurrent matrices where the learning occurs outside the solely space of skew-symmetric matrices. While another promising architecture is coRNN \[43\], derived from a second-order ODE modeling a network of oscillators.

Other interesting works include models provided with memory cells, e.g. LMUs \[44\] and NRUs \[45\], and recurrent models based on skip connections \[46\]–\[48\].

B. Original contributions

In this paper, a new idea that permits to solve the V/E gradient issue of deep learning models trained via stochastic gradient descent (SGD) methods is proposed. Empirically, it is demonstrated how to:

- enhance the vanilla FNN model to be trainable for extremely deep architectures (e.g. 50k layers), without relying on auxiliary techniques as gradient clipping, batch normalisation, nor skipping connections (see Section II-D);
- enhance the vanilla RNN model to learn very long-term dependencies, outperforming the great majority of recurrent NN models (among which LSTMs) in benchmark tasks, as the Copying Memory, the Adding Problem, and the Permutated Sequential MNIST (see Section IV).

Based on the same intuition, two NN models are proposed: (i) roaFNN, which stands for random orthogonal additive Feedforward NN, and (ii) roaRNN, which stands for random orthogonal additive Recurrent NN. Those models result slight variations of, respectively, a multilayer perceptron, and an Elman network. The simplicity of these models permits a formal mathematical analysis of their gradient update dynamics which even holds for the case of infinite depth. In particular, both lower and upper bounds are provided for:

- the maximum singular value of the input-output Jacobian of the roaFNN model (Theorem 2.1), demonstrating the impossibility for it to either explode or converge to zero;
the entire set of singular values of the input-output Jacobian of the roaRNN model (Theorem 3.1), proving that a roaRNN evolves in an approximate dynamical isometry regime by design.

Remarkably, these theoretical results are achieved without any constraint on the parameters of the model.

II. APPROACHING DYNAMICAL ISOMETRY IN NONLINEAR DEEP FNNs

A. Background

A multilayer perceptron (MLP) is described via the following equations:

\[ y_l = W_l x_l + b_l \]
\[ x_{l+1} = \phi(y_l), \quad l = 0, 1, \ldots, L - 1. \]

When dealing with vectors, it is assumed they are column vectors unless otherwise specified. That said, \( x_l \in \mathbb{R}^{N_l} \) is the vector containing the neuronal activations of the \( l \)-th layer, and \( x_L \in \mathbb{R}^{N_L} \) is the output vector corresponding to the input vector \( x_0 \in \mathbb{R}^{N_0} \). Matrices \( W_l \in \mathbb{R}^{N_{l+1} \times N_l} \) represent the connection weights from neurons of the \( l \)-th layer to the \( l+1 \)-th layer, \( b_l \in \mathbb{R}^{N_{l+1}} \) are biases. The function \( \phi \) is called activation function, and it is applied component-wise to each component of the vector \( y_l \). This function must be nonlinear, and usually is required to be monotonically nondecreasing, continuously differentiable (almost everywhere) and, often, bounded. Common choices of \( \phi \) are sigmoid, hyperbolic tangent, and ReLU.

Given a training dataset \( D = \{(X(i), Y(i))\} \) of input-output sample pairs, training of model (1)-(2) is achieved by the gradients. Thus, in order to minimise the loss, the core idea is to modify each parameter moving towards the opposite direction pointed by the gradients.

The derivative of the mean squared error loss w.r.t. the output is the following vector

\[ E(i) = -2(Y(i) - x_L(i)). \]

This will be called the error vector of the specific input-output sample \( (X(i), Y(i)) \). However, in the following it will be often denoted shortly as \( E \), i.e. dropping the relation with the specific input-output sample.

The derivative of the loss function w.r.t. the weights connecting the \( s \)-th layer to the \((s+1)\)-th layer can be compactly written as the following outer product

\[ \frac{\partial L}{\partial W_s}(i) = \left[ \text{diag}(d_s) B_s(E(i)) \right] \otimes x_s, \quad s = L - 1, \ldots, 0, \]

where \( \text{diag}(d_s) \) is the diagonal matrix whose diagonal is the vector of biases \( d_s = \phi'(y_s) \).

and the linear operator \( B_s \) backpropagates the error vector from the output layer up to the \((s+1)\)-th layer, as follows

\[ B_s(E(i)) = \left( \frac{\partial L}{\partial x_{s+1}} \right)^T E(i), \]

where the subscript \( T \) denotes the transpose. The matrix \( \frac{\partial L}{\partial x_{s+1}} \) can be expressed as the product of \( L - s - 1 \) matrices,

\[ \frac{\partial L}{\partial x_{s+1}} = \frac{\partial L}{\partial x_L} \frac{\partial x_L}{\partial x_{L-1}} \cdots \frac{\partial x_{s+2}}{\partial x_{s+1}} \]

Derivatives of the loss function w.r.t. biases \( b_s \) can be obtained simply by omitting the outer product with the vector \( x_s \) in (3).

In gradient-based learning methods the weights \( W_s \) are updated by subtracting the matrix (3) rescaled by the learning rate \( \mu \), that is

\[ W_s(i) = W_s(i - 1) + \Delta W_s(i); \]
\[ \Delta W_s(i) = -\mu \frac{\partial L}{\partial W_s}(i). \]

In order to accelerate the learning process, often training is accomplished dividing the dataset in batches of \( m \) training samples \( D_j = \{(X(j), Y(j))^N, \ldots, (X(j + m - 1), Y(j + m - 1))^N\} \). In that case the correction matrix (9) is averaged over a batch as follows

\[ \Delta W_s(j) = -\frac{\mu}{m} \sum_{i=0}^{m-1} \frac{\partial L}{\partial W_s}(j + i). \]

Whether through mini-batches (10) or one-by-one samples (9), the update rule (8) realises an SGD algorithm leading to a journey in the parameter space that will converge to a (hopefully low enough) minimum point of the loss function.

1Outer product of vectors \( a \in \mathbb{R}^N \) and \( b \in \mathbb{R}^M \) is a \( N \times M \) matrix of 1-rank defined as \((a \otimes b)_{ij} = a_ib_j\). Equivalently, considering \( a, b \) respectively matrices of dimensions \((N,1),(M,1)\), then using the standard matrix multiplication operation, \( a \otimes b = ab^T \).
B. The V/E gradient problem.

Definition 2.1: Let be given an input $x_0 = X(i)$, then it is defined through (1) the sequence of preactivations $y_1, \ldots, y_{L-1}$ corresponding to $X(i)$, and so the sequence of derivatives $d_1, \ldots, d_{L-1}$ via (4). It is well-defined via (7) the product matrix

$$\frac{\partial x_L}{\partial x_1}(i) = \frac{\partial x_L}{\partial x_L} \frac{\partial x_{L-1}}{\partial x_{L-1}} \ldots \frac{\partial x_2}{\partial x_1} = \prod_{i=L-1}^{1} \text{diag}(d_i)W_i,$$

which is called the input-output Jacobian (IOJ) of the NN evaluated on the input $X(i)$.

Remark 2.1: Note that the linear operator mapping the error $E(i)$ backwardly to the first layer is nothing but the transpose of the IOJ. In fact, eq. (5) for $s = 0$ reads

$$B_0(E(i)) = \left( \frac{\partial x_L}{\partial x_1}(i) \right)^T E(i) = \left( \prod_{i=L-1}^{1} W_i^T \text{diag}(d_i) \right) E(i).$$

The IOJ is a product of $L - 1$ matrices. Similarly to the product of $L - 1$ real numbers, as the depth $L$ increases, the IOJ typically tends to have norm either progressively closer to zero or exploding to infinity, regardless of the input $X(i)$. This, respectively, vanishes the update rule (8) making the learning dynamics effectively immobile for those weights far from the output, or make it explode provoking numerical overflows. In both cases, training very deep NNs becomes unfeasible.

C. The proposed solution

The key idea is to realise between all layers a convex combination between the standard MLP transformation and a semi-orthogonal transformation. In formula, model (1)-(2) is modified by adding random semi-orthogonal matrices $O_l$ as follows

$$x_{l+1} = \alpha \phi(W_l x_l + b_l) + (1-\alpha)O_l x_l, \quad l = 0, 1, \ldots, L-1, \quad \text{(12)}$$

where $\alpha$ is a parameter to set accordingly to the depth of the model, and $O_l$ are randomly generated semi-orthogonal matrices with dimensions matching those of $W_l$. Model (12) is called a random orthogonal additive Feedforward NN (roaFNN).

Definition 2.2: A matrix $A \in \mathbb{R}^{N \times M}$ is called semi-orthogonal if either $A^T A = I_M$ (when $M < N$), or $AA^T = I_N$ (when $M \geq N$), where $I_n$ is the identity matrix of dimension $n$.

Remark 2.2: The condition $A^T A = I_M$ implies that $\|Ax\| = \|x\|$ for all $x \in \mathbb{R}^M$. In fact, $\|Ax\|^2 = (Ax)^T (Ax) = x^T A^T A x = x^T x = \|x\|^2$. Analogously, the condition $AA^T = I_N$ implies that $\|A^T x\| = \|x\|$ for all $x \in \mathbb{R}^N$. In either case, it holds that $\|A\| = 1$, denoting $\|A\|$ the matrix norm of $A$ induced by the Euclidean norm of vectors, i.e. the maximum singular value.

How to generate random semi-orthogonal matrices. There are few ways to generate random semi-orthogonal matrices. One method is to first generate a random matrix $D$ of the desired dimension $N \times M$, hence perform a QR decomposition of $D = QR$, and take the resulting $N \times M$ semi-orthogonal matrix $Q$. All the simulations in this paper have been run according to this method, generating $D$ with i.i.d. uniformly random entries in $(-1, 1)$. However, note that this method does not ensure to explore uniformly the space of orthogonal matrices [19].

Since the semi-orthogonal matrices of model (12) are kept constant, the derivative of the mapping from layer $l$ to layer $l + 1$ w.r.t. weights is simply rescaled by $\alpha$. Consequently, equation (5) is rescaled as follows:

$$\frac{\partial L}{\partial W_s}(i) = \alpha \left[ \text{diag}(d_s) B_s(E(i)) \right] \otimes x_s, \quad s = L-1, \ldots, 0, \text{ (13)}$$

where $B_s(E(i))$ is defined as in (5), but with the major innovation that the structure of the Jacobian in (7) now reads

$$\frac{\partial x_{l+1}}{\partial x_1} = \alpha \text{ diag}(d_l) W_l + (1 - \alpha) O_l. \text{ (14)}$$

Roughly speaking, by a continuity argument when $\alpha$ goes to zero the Jacobian (14) tends to the semi-orthogonal matrix $O_l$, and consequently it inherits the isometric property in the limit of $\alpha \rightarrow 0$. The insight is that with an appropriate choice of $\alpha$ (reciprocally depending on the depth $L$) we can control the spread of the singular value distribution of the IOJ, thereby promoting approximate dynamical isometry. The challenge is thus to find the sweet spot for $\alpha$ depending on $L$. As stated in the following theorem 2.1 whose proof can be found in appendix A the choice of $\alpha = (L - 1)^{-1}$, or at least in a neighbourhood of $(L - 1)^{-1}$, prevents the IOJ to explode or vanish.

Theorem 2.1: Let us consider the model (12) with an activation function $\phi$ such that its derivative assumes values in $[0, r]$. Let us denote $\sigma_{\text{max}} := \max_i \|W_i\|$, i.e. the maximum weights norm among all layers. If we parametrise $\alpha = \rho(L - 1)^{-1}$, with a positive real valued $\rho$, then the maximum singular value of the IOJ of the model (12) admits the following $L$-independent upper bound

$$\left\| \frac{\partial x_L}{\partial x_1} \right\| \leq \exp(\rho r \sigma_{\text{max}} - 1). \text{ (15)}$$

Moreover, if $\rho < \frac{L - 1}{1 + r \sigma_{\text{max}}}$, and assuming the sequence of layers’ dimensions (i.e. the number of neurons in each layer) from input to output is nonincreasing, then it holds the following $L$-independent lower bound

$$\exp(-\rho (1 + r \sigma_{\text{max}})) \leq \left\| \frac{\partial x_L}{\partial x_1} \right\|. \text{ (16)}$$

Remark 2.3: Although a proof for the lower bound in the case of increasing sizes of layers could not be found, simulations (not reported) suggest that extremely deep roaFNN models with increasing sizes of layers can be trained effortlessly well as nonincreasing ones. Therefore, the assumption of nonincreasing layers’ dimensions is likely to be unnecessary for the lower bound to hold.

\footnote{This rescaling has the consequence to effectively reduce the size of the gradients by a factor of $\alpha$. That’s the reason why learning rates in the following simulations are higher than usually set in the literature.}
Remark 2.4: Note that, via the parametrisation of $\alpha = \rho (L - 1)^{-1}$, the bounds of Theorem 2.1 hold even in the case of infinite depth $L \rightarrow \infty$. This implies that even with a prohibitively large number of layers all the parameters of a roaFNN model are updated in a controlled way depending on the three hyperparameters: $\sigma_{\text{max}}, r, \rho$. Moreover, the lower bound (16) ensures that even in the case of infinite depth the product of Jacobians will not converge to the null matrix when $L \rightarrow \infty$. Although Theorem 2.1 ensures that a standard choice of $\rho = 1$ suffices to prevent the IOJ to either vanish or explode, the learning dynamics might be heavily influenced by the particular choice of $\rho$. Therefore, for optimal performance the parameter $\rho$ should be optimised for the task at hand.

Remark 2.5: The particular case of the semi-identity matrix in place of random semi-orthogonal matrices, corresponds to add a weighted (via $\alpha$) residual connection between each consecutive layer. In this sense, model (12) would be a sort of weighted ResNet which however does not make use of skip connections. In section IV-D comparative experiments between the proposed model with the identity and random orthogonal matrices can be found, w.r.t. recurrent models. Similarly, roaFNN is related to Highway Networks [18], but it circumvents the need of trainable gates at a structural level. Moreover, neither ResNets nor Highway Networks are provided with formal proofs of solving the V/E gradient issue and, even more so, for the case of arbitrarily large depths. On the other hand, the roaFNN model is rooted on solid mathematical bounds regarding the maximum singular value of the IOJ that still holds in the case of infinite depths.

In summary, via backpropagation of the errors the update rule (8)-(9) modifies the parameters of the model (12), $W_l$ and $b_l$, while the matrices $O_l$ automatically keep the gradient norms at a controlled magnitude. The role of those fixed matrices is essentially to “shuffle” the information encoded in the neuronal activations at each crossed layer (forwardly or backwardly) encouraging dynamical isometry. This simple trick results to be effective for a FNN to achieve approximate dynamical isometry, i.e. a configuration where the distribution of the singular values of the IOJ remains contained “around” 1 without spreading too far from it. To the best of the author’s knowledge, a general method to ensure approximate dynamical isometry in nonlinear neural networks was missing so far. Remarkably, this is accomplished without imposing any constraints on the parameters of the model or relying on specific initialisation schemes. Noticeably, a roaFNN is a clear generalisation of a standard MLP, which we recover setting $\alpha = 1$, or equivalently setting $\rho = L^{-1}$. Evidently, the bounds of Theorem 2.1 exponentially diverge to infinity or collapse to zero, in the case of $\rho = L^{-1}$, for increasingly larger depths.

Computational complexity. Due to the presence of the additional semi-orthogonal matrices, both the computational time and memory are doubled in a roaFNN compared to a vanilla FNN. In any case, considering the outstanding improvement of the performance, especially for RNNs (see section IV), this trade-off is particularly favourable. Furthermore, in Appendix C two strategies to bring memory and time consumption of model (12) to the same levels of the vanilla FNN are proposed. However, those strategies have not been properly tested in this work, therefore further investigations are needed.

D. Double-moon regression task

In this section, as a proof of concept, it is shown that we can propagate signals back and forth through an extremely deep FNN. The task is the double-moon regression task [50]. A number of 1000 sample points $(x_1, x_2)$ in the real plane are generated in a double-moon fashion: black dots in the second row plots of Figure 1. Points of one moon are labelled with target value $-1$ and the others as 1. Based on the double-moon training dataset, an FNN is asked to generalise a mapping from $\mathbb{R}^2$ to $\mathbb{R}$. It is a pretty trivial regression task for a shallow vanilla FNN with one hidden layer of 72 neurons. Nevertheless, for a vanilla FNN with the same number of trainable parameters spread over 48 hidden layers ($L = 50$), it turns out impossible. On the contrary, a 50-layers roaFNN converges fast and smoothly to a solution in few epochs. The same rate of convergence is achieved with a 50000-layers roaFNN, with no gradient clipping or any other “trick” (e.g. batch normalisation, skipping connections, etc). This corroborates the resilience of the proposed model to V/E gradient issues. For details of the simulations see caption of Figure 1.

Fig. 1. Top left. In cyan the MSE of a shallow vanilla FNN with one hidden layer of dimension 72 (trainable parameters 289). In blue, and red, the MSE of, respectively, a deep vanilla FNN, and a deep roaFNN, with 48 hidden layers of dimension 2 (trainable parameters 291). Top right. A roaFNN of 50k layers has been trained with 3 different optimisers. SGD is stochastic gradient descent (no momentum). NAG is Nesterov accelerated gradient with 0.99 momentum. Adam is with standard parameters suggested in [51]. Bottom row. The output of the models, evaluated in the region $(x_1, x_2) \in [-20, 30] \times [-15, 20]$. From left to right: the shallow $L = 3$ vanilla FNN trained with SGD for 250 epochs, the deep $L = 50$ roaFNN trained with SGD for 250 epochs, and the extremely deep $L = 50k$ roaFNN trained with Adam for 10 epochs. The deep $L = 50$ vanilla FNN is not reported since it did not solve the task. All. All models have input and hidden layers of dimension 2, and output layer of dimension 1. All neurons have tanh activation function. All weights and biases have been initialised according to a Normal distribution with zero mean and unitary standard deviation. Batchsize is 100. All roaFNN models have $\alpha = \rho (L-1)^{-1}$ with $\rho = 5$. Learning rates (denoted as lr in the in the figure) of roaFNNs are larger than usual, but they are relatively small considering that they are effectively rescaled by a factor of $\alpha$ in the backpropagation algorithm, see eq. (13). Adam is an exception since it autonomously adapts the learning rate.

Unlike the vanilla FNN, the roaFNN model presents a smooth decision boundary, even for the 50k layers model despite the abnormally large number of parameters to tune
limit of which stands for Random Orthogonal Additive RNN. In this paper, model (19)-(20) will be referred to as roaRNN, The matrix \(W_o\) where \(O\) assumes derivative values in \([-1, 1]\). RNN reads functions correctly. However, when it comes to learn long-term input sequence for up to \(L\), such an RNN must be able to learn dependencies in the algorithm. As a consequence, \(W, b_h, W, W_o, b_o\), need special attention since weights are shared across temporal layers. For instance, the gradient w.r.t. the hidden-to-hidden weights takes the form

\[
\frac{\partial L}{\partial W_{h,s}} = \sum_{s=0}^{L-2} \frac{\partial L}{\partial W_{h,s}} ,
\]

where the same hidden-to-hidden matrix \(W_h\) has been fictitiously labelled as \(W_{h,s}\), as if they were different matrices at each temporal layer. For each \(s = 0, \ldots, L - 2\), it holds

\[
\frac{\partial L}{\partial W_{h,s}} = \alpha \left( \text{diag}(\phi'(y_s)) \text{Re}(E) \right) \otimes x_s
\]

\[
\text{Re}(E) = \left( \frac{\partial x_L}{\partial x_{s+1}} \right)^T \left( \text{diag}(\phi'(y_L)) W_o \right)^T E
\]

\[
\frac{\partial x_L}{\partial x_{s+1}} = \frac{\partial x_L}{\partial x_{L-1}} \frac{\partial x_{L-1}}{\partial x_{L-2}} \ldots \frac{\partial x_{s+2}}{\partial x_{s+1}}
\]

where \(E\) is the error vector, \(y_i = W_h x_j + b_h + W_i u_{t+1}\), and

\[
\frac{\partial x_{t+1}}{\partial x_1} = \alpha \text{diag}(\phi'(y_l)) W_h + (1 - \alpha) O
\]

The analysis of roaRNN gradients is much easier than roaFNNs since we deal with a square IOJ matrix. In fact, we can bound completely the distribution of singular values of the IOJ, as stated in the following theorem.

**Theorem 3.1:** Let us consider a roaRNN with an activation function \(\phi\) such that its derivative assumes values in \([0, r]\). Let be given any initial state \(x_0\), driven by the input sequence \(\{u_1, \ldots, u_L\}\). Therefore, via \(W_h\) it is well-defined the input driven trajectory \(\{x_0, u_1, \ldots, (x_{L-1}, u_L)\}\). Denote \(\sigma = \|W_h\|\). Assume \(\alpha = \rho(L - 1)^{-1}\), such that \(\rho < \frac{L - 1}{L + 1 + r^2}\), then the whole set of singular values of the IOJ matrix \(\frac{\partial x_L}{\partial x_1}\) is contained in the \(L\)-independent interval

\[
\left[\exp(-\rho(1 + r^2)), \exp(\rho(r^2 - 1))\right].
\]

The upper bound on the maximum singular value is a straightforward application of \(\text{[15]}\) of Theorem 2.1 for the case of roaRNN. The proof of the lower bound on the minimum singular value can be found in Appendix B.
Putting all together in (21) we get the expression
\[
\frac{\partial L}{\partial W_h} = \alpha \sum_{s=0}^{L-2} \left[ \text{diag}(\phi'(y_s))R_s(E) \right] \otimes x_s. \tag{23}
\]

The gradients w.r.t. the other hidden parameters \( b_h, W_i, \) and \( W_o, b_o \), have the same form of (23), but, respectively, omitting the outer products with the vectors \( x_s \), and replacing the outer products with the vectors \( x_s \) with the vectors \( u_{ks+1} \).

Remark 3.2: The matrix (23) is a sum of \( L - 1 \) terms; each one depending on a different depth of the internal representation \( \{x_k\} \) of the listened input sequence, and the input sequence itself. Because of the parametrisation \( \alpha = \rho (L - 1)^{-1} \), the sum (23) is effectively a sort of average of all the contributions from the past \( L \) time steps.

Remark 3.3: Note that Theorem 3.1 still holds with a roaRNN where the orthogonal matrix is the identity matrix. Interestingly, such a model has been already proposed in the deep learning literature with the name of FastRNN [56], and in the reservoir computing literature with the name of leaky-integrator ESN [53]. Remarkably, theoretical results on convergence and generalisation error bounds exist for FastRNN [56] Theorems 3.1-3.2] whose proofs automatically hold for the roaRNN architecture. However, experiments suggest that the identity does not seem to provide performance as good as a random orthogonal matrix, see section IV-D. The conjecture is that the characteristic annular distribution of the eigenvalues of the Jacobians (23) may play a key role. In fact, the eigenvalues of \( \alpha \text{diag}(\phi'(y_s))W_h + (1 - \alpha)O \) can be tuned arbitrarily close to the complex unitary circle as \( \alpha \) approaches zero, regardless of the matrix \( W_h \). On the other hand, replacing \( O \) with the identity matrix makes the eigenvalues converge in the complex plane to the point \((1,0)\) as \( \alpha \to 0 \). This might negatively affect the expressive power of the model. Further comparative experiments of identity vs random orthogonal can be found in these preprints [54], [55], from the point of view of reservoir computing.

A continuous-time version of roaRNN, and its link with the LipschitzRNN model [42], is discussed in Appendix D.

IV. EXPERIMENTS ON RNNs

In this section, the roaRNN model is benchmarked on three tasks specifically devised to be challenging for recurrent models to learn long-term dependencies [28]:

(A) copying memory (MemCop)
(B) adding problem (AddProb)
(C) permuted sequential MNIST (psMNIST).

The roaRNN model is compared against vanilla RNN\(^3\) with ReLU activation function, and LSTM-RNN, which is by far the most popular RNN model used to learn long-term dependencies.

RoaRNN setting. For all the considered tasks, all parameters \( W_h b_h, W_i, W_o, b_o \), are initialised according to a normal distribution with zero mean and unitary standard deviation. The activation function \( \phi \) is ReLU. The readout function \( \psi \) in (20) is chosen as the identity, that is a linear output layer. The learning rate, after random trials in the range \([10^{-4}, 10]\), has been set to 0.5, and kept constant throughout the learning for the MemCop and AddProb tasks, while for the psMNIST it has been set to 0.1 in the first 10 epochs, and then to 0.01 for the next 10 epochs. The hyperparameter \( \rho \) is optimised on each task on the grid of values \( \{\frac{1}{10}, \frac{1}{20}, \frac{1}{100}, \frac{1}{500}, \frac{1}{10}, \frac{1}{2}, 1, 2, 3, 5, 10, 50\} \).

Vanilla RNN setting. The hidden-to-hidden matrix is initialised as an orthogonal matrix. All the other parameters are initialised according to a uniform distribution in \((-\sqrt{K}, \sqrt{K})\) where \( k = N_{h}^{-1} \) is the reciprocal of the hidden size. The activation is ReLU. The readout function \( \psi \) in (20) is chosen as the identity, that is a linear output layer. The learning rate for the MemCop and AddProb tasks, after random trials in the range \([10^{-6}, 1]\), has been set to \( 5 \cdot 10^{-3} \), and kept constant throughout the learning.

LSTM setting. All the 4 hidden-to-hidden matrices are initialised as orthogonal matrices. All the other parameters are initialised according to a uniform distribution in \((-\sqrt{K}, \sqrt{K})\) where \( k = N_{h}^{-1} \) is the reciprocal of the hidden size. As usual, the activation is \( \tanh \), while gates are implemented with sigmoids. The readout function \( \psi \) in (20) is chosen as the identity, that is a linear output layer. The learning rate for the MemCop and AddProb tasks, after random trials in the range \([10^{-6}, 1]\), has been set to \( 5 \cdot 10^{-3} \), and kept constant throughout the learning.

Optimiser. All models are trained with the Adam optimiser, according to the standard setting proposed in [51]. No regularisation, no gradient clipping, no batch normalisation, were used in any model.

Hardware. CPU is an 11th Gen Intel Core i7-11370H. GPU is a 4GB NVIDIA GeForce GTX 1650.

Software. Experiments have been run with pytorch 1.10.1, and cudatoolkit 10.2.89.

Trials. In order to wash out unlucky initialisations from the comparison, 5 randomly generated seeds between 0 and \( 2^{30} \) have been used to run each model. The plots regarding the MemCop and AddProb tasks refer to the best results obtained by each model out of the 5 trials.

Results. Remarkably, roaRNN reaches state-of-the-art performance on all tasks, despite the minimal change from a vanilla RNN model\(^4\).

A. Copying memory task

Task. Let be given an alphabet of 8 symbols, that we can codify as \( \mathcal{A} = \{1,2,3,4,5,6,7,8\} \). The input is a sequence composed by 3 concatenated blocks of lengths \( (S, L, S) \). The first \( S \) time steps are symbols sampled i.i.d. uniformly at random from the alphabet \( \mathcal{A} \). Then, there are \( L \) time steps of blank characters that we can codify as 0. Finally, there is a blank character

\(^3\)The vanilla RNN model used here is a slight variation of equation (17) where there are 2 bias vectors to learn. This is the default PyTorch implementation of an RNN at present.

\(^4\)Different combinations of initialisations, e.g. all parameters uniformly random in \((-1,1)\), optimisers, e.g. SGD, and activation functions, e.g. \( \tanh \), work good as well. However, hyperparameters as \( \rho \) and the learning rate should be changed accordingly for optimal performance.
Fig. 2. Copying memory task. There are $S = 10$ symbols to recall after a time lag of $L$ time steps. Cross-entropy loss of vanilla RNN (blue), LSTM (green), roaRNN (red), for three cases of time lags $L = 400, 2000, 10000$. In all three cases, roaRNN is set with $\alpha = \rho(L + S)^{-1}$, with $\rho = 3$. In the legend, $lr$ denotes the learning rate.

In the simulations run, time lags of $L = 400, 2000, 10000$, time steps have been considered. Batches of size 128 are randomly generated on the fly as training proceeds. The loss function is the cross-entropy. The baseline to beat for this task is the mean-squared-error. The baseline MSE value to beat is $0.14 + 0.0$. In the legend, $lr$ denotes the learning rate.

B. Adding problem task

Task. The RNN is driven with 2 input sequences, $u_k = (a_k, b_k)$, of the same length $T$. The first sequence $a_k$ assumes values according to a uniform distribution of real values in $[0,1]$. The second sequence $b_k$ assumes all zeros apart from two time steps, for $k = i_1$ and $k = i_2$, which are marked with the value 1. The markers $i_1, i_2$, are (uniformly) randomly selected in the first half of the sequence, and the second half of the sequence, respectively, i.e. at positions $1 \leq i_1 \leq \lfloor \frac{T}{2} \rfloor < i_2 \leq T$. The RNN must “recognize” the two real numbers corresponding to the positions marked with 1, ignoring the other $T - 2$ time steps of uniformly distributed noise, and produce in output the sum of them, i.e. $a_{i_1} + a_{i_2}$. Below an example of input-output pairs with $T = 8$ where the decimal parts are truncated to $10^{-2}$ for an easier visualisation.

Input $\begin{bmatrix} 0.71 & 0.14 & 0.64 & 0.77 & 0.54 & 0.26 & 0.88 & 0.15 \end{bmatrix}$

Output $\begin{bmatrix} 0.14 \end{bmatrix}$

In the simulations run, lengths of $T = 200, 1000, 5000$, time steps have been considered. The loss function for this task is the mean-squared-error. The baseline MSE value to beat is 0.167, i.e. the variance of the sum of two independent uniform distributions in $[0,1]$, corresponding to predict the output value 1 regardless of the input sequence. Batches of size 50 are randomly generated as training proceeds. Each hundred of training steps the model is evaluated on a randomly generated batch on the fly and plotted in Figure 3.

Optimal $\rho$ setting. Again different values of $T$ gives different optimal values of $\rho$. However, the setting of $L = 400$ and $L = 2000$, the roaRNN training has been stopped at the 4000-th iteration, since it reached 100% accuracy on the vast majority of the training steps after the 2000-th. Running for longer sometimes gives rise to instabilities. For the case of $L = 2000$, all the 5 trials of vanilla RNNs gave NaN values, testifying a V/E gradient issue. The ones plotted in Figure 2 are those that got NaN values the latest. All the simulations for the MemCop tasks have been run with a batch size of 128, as in [30].
\( \alpha = \rho T^{-1} \), with a \( \rho = \frac{1}{200} \) behaves quite well for all the three considered cases of \( T = 200, 1000, 5000 \).

CoRNN [43] and IndRNN [37] achieve the best performance in the literature for the AddProb task. They use 128 hidden units, so the same size has been implemented here for all of the three vanilla RNN, LSTM, and roaRNN. The AddProb turned out a less challenging task for both LSTMs and vanilla RNN. Their results are better than those usually reported in the literature [27], [28], [40], [56], probably due to the orthogonal initialisation scheme implemented here. However, for long sequences of \( T = 5000 \), LSTM struggles to solve the task in reasonable time, and vanilla RNN already fails with \( T = 1000 \). Contrariwise, roaRNN converges fast, within the first 50 hundred training steps in all the considered cases. Loss curves of Figure 3 are plotted in hundreds of training iterations in order to compare the results with others in the literature, among which [43] and [37].

C. Permuted sequential MNIST task

Task. Training dataset is the whole standard MNIST set of 60k samples. Test dataset is the whole standard MNIST set of 10k samples. Training and test input samples are flattened (from left to right and top to bottom) to be sequences of \( T = 784 \) pixels. Then all the sequences are rearranged according to a given permutation, see Figure 4. The permutation has been taken from https://www.nengo.ai/nengo-rearranged according to a given permutation, see Figure 4. The sequences of \( T \) pixels are flattened (from left to right and top to bottom) to be MNIST set of 10k samples. Training and test input samples are flattened (from left to right and top to bottom) to be

![Learning curve for T=200](image)

![Learning curve for T=1000](image)

![Learning curve for T=5000](image)

**Fig. 3.** Adding problem task. Mean squared error of vanilla RNN (blue), LSTM (green), roaRNN (red), for the three cases of sequence lengths \( T = 200, 1000, 5000 \). In all three cases, roaRNN is set with \( \alpha = \rho T^{-1} \), with a \( \rho = \frac{1}{200} \). In the legend, \( lr \) denotes the learning rate.

Optimal \( \rho \) setting. Among the grid of \( \rho \) values of \{ \( \frac{1}{300}, \frac{1}{200}, \frac{1}{150}, \frac{1}{100}, \frac{1}{75}, \frac{1}{60}, \frac{1}{50}, \frac{1}{40}, \frac{1}{30}, \frac{1}{25}, \frac{1}{20}, \frac{1}{15}, \frac{1}{12}, \frac{1}{10}, \frac{1}{9}, \frac{1}{8}, \frac{1}{7}, \frac{1}{6}, \frac{1}{5}, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, 2, 3, 5, 10, 50 \}, \) the best results have been found with \( \rho = \frac{1}{25} \), i.e. setting the hyperparameter \( \alpha = \frac{1}{25} \).

In the table of Figure 5 are reported the best test accuracy values on the psMNIST task reached by a wide plethora of neural network models ranging from stacked multilayer architectures (as dense-IndRNN and Dilated CNN), gated architectures (as GRU and LSTM), models provided with memory cells (as NRU and LMU), unitary learning models (as FC uRNN and expRNN), continuous-time ODE models (as Lipschitz RNN), second-order models (as coRNN), and other models specifically devised to tackle the V/E gradient issue of RNNs. Each result reported in the table is accompanied with the reference in the literature where it is found. For some of them, the number of trainable parameters is not available. However, note that these results are not fully fairly comparable to each other due to the different training method (optimiser, batch size, etc.), and permutation used for training the models.

RoaRNNs with hidden sizes of 178, 256, and 512, have been trained for a number of 5 trials each. The accuracy on the whole test dataset has been computed at the end of each epoch, and plotted in Figure 5 for each trial. The darker the blue colour the larger the size of the recurrent layer. In all cases the output layer consists of 10 neurons, one for each digit to classify between \{0, 1, ..., 9\}. The loss function is the cross-entropy. Training data is shuffled at the end of each epoch. Batch size is 100. Learning rate is 0.1 for the first 10 epochs, and then dropped to 0.01 from the 11th epoch.

Remarkably, most of the neural network architectures reported in the table need to be trained for several dozens (if not hundreds) of epochs to reach good performance. On the contrary, roaRNN reaches test-accuracy values above 97% after just 10 epochs in all cases, outperforming rapidly the vast majority of alternative deep learning architectures.

D. Ablation study: identity vs random orthogonal matrices

In this section, the performance of the RNN model of eq. 19-20 with random orthogonal \( O \) (roaRNN) are compared against the peculiar case of the identity matrix \( O = I \) (eyeRNN), see Figure 6. Specifically for both models, 5 simulations based on 5 different initialisation of parameters have been run, for each one of the three selected tasks (MemCop, AddProb, psMNIST). In particular, the roaRNN’s and eyeRNN’s parameters are made to exactly coincide when learning starts, i.e. differing exclusively between each other in the choice of the matrix \( O \). Preliminary trials on eyeRNN (not reported here) revealed that a good learning rate for eyeRNN is generally ten times smaller than the one for roaRNN. Both models have been run with 128 hidden units, Adam optimiser,
and a standard choice of $\rho = 1$, in all the three tasks. In the AddProb task, eyeRNN performed significantly better with tanh activation rather than ReLU. Therefore, for this task the comparison has been done between tanh-eyeRNN and tanh-roaRNN. While, MemCop and psMNIST have been run with ReLU. For the psMNIST task, training was stopped at the 20th epoch, albeit eyeRNN models were still learning, since it was enough to prove the disparity between the two variants.

Note that the bounds on the distribution of singular values of the IOJ provided in Theorem 3.1 hold for any orthogonal matrix, hence for the identity matrix as well. Nevertheless, as it is suggested by the results in Figure 5, the identity does not give results as good as a random orthogonal matrix does. The conjecture is that the particular annular distribution of eigenvalues of the roaRNN gradient helps the learning dynamics to reach a desired eigenspectrum configuration for the task at hand. While for the case of the identity matrix, the eigenspectrum of the RNN gradient is not heterogeneously spread over the unitary circle, and thus it might need a greater learning effort to adapt itself on certain tasks. An extended analysis would be ideal to establish which are the important features that an orthogonal matrix must possess to facilitate further the learning process.

Fig. 4. **Left.** The first training sample of the MNIST dataset is a $28 \times 28$ pixel image representing an handwritten digit 5. **Top right.** The $28 \times 28$ pixel image representing the digit 5 is flattened in a $784 = 28^2$ sequence starting from the top left corner, proceeding from left to right and from top to bottom, until the bottom right corner. The sequence is plotted in 8 rows for a better visualisation. **Bottom right.** The resulting sequence is then permuted according to a predetermined permutation.

| Model              | Parameters | Test accuracy |
|--------------------|------------|---------------|
| Vanilla RNN [46]  | $\approx 68k$ | 71.6%         |
| LSTM [31]          | $\approx 270k$ | 92.9%         |
| GRU [46]           | $\approx 200k$ | 94.1%         |
| Dilated CNN [46]   | $\approx 46k$ | 96.7%         |
| FC uRNN [29]       | $\approx 270k$ | 94.1%         |
| BN LSTM [57]       | -          | 95.4%         |
| expRNN [30]        | $\approx 137k$ | 96.6%         |
| Lipschitz RNN [42] | $\approx 34k$ | 96.3%         |
| res-IndRNN [56]    | -          | 97.02%        |
| dense-IndRNN [56]  | -          | 97.2%         |
| Shuffling RNN [40] | $\approx 50k$ | 96.43%        |
| NRU [45]           | $\approx 165k$ | 95.38%        |
| LMU [44]           | $\approx 102k$ | 97.15%        |
| coRNN [43]         | $\approx 134k$ | 97.3%         |
| roaRNN             | $\approx 34k$ | 97.24%        |
| roaRNN             | $\approx 69k$ | 97.88%        |
| roaRNN             | $\approx 270k$ | 98.25%        |

Fig. 5. Test accuracy on psMNIST for several deep learning architectures compared to the performance of roaRNN of different sizes. Red stars mark the highest test accuracy reached in 20 epochs for each one of the three sizes.

Fig. 6. Comparison between the recurrent neural network model of eqs (19)–(20) where the orthogonal matrix $O$ is the identity matrix (eyeRNN), and a randomly generated one (roaRNN).

V. CONCLUSION

In this paper a new technique to pursue approximate dynamical isometry in generic nonlinear FNNs is proposed. Loosely speaking, it suffices to add fixed random semi-orthogonal matrices between layers, suitably weighted via convex combination with the nonlinear trainable residual component, to consent the signals to flow back and forth along the NN. The same intuition leads to a slight variation of the vanilla RNN model, called roaRNN, which can be trained via backpropagation through-time to learn arbitrarily long-term dependencies in the input. The performance of a roaRNN is exceptional...
considered its ease of implementation, and at the cost of just one more hyperparameter to tune, i.e. \( \rho \).

The simplicity of the proposed model makes it amenable to a rigorous mathematical analysis of the gradient update dynamics, and yields an intelligible solution to a problem that afflicted neural network models from the early nineties. Nevertheless, many aspects still need to be further explored.

For example, although locally to each parameter’s update the gradient dynamics of the proposed model have been proved in this paper to be stable, a theoretical investigation on the global learning dynamics has been neglected. The experiments run on both roaFNN and roaRNN indicate that a favourable side effect of exploiting random orthogonal “filters” might be to effectively regularise the learning dynamics. How these orthogonal matrices alter the geometry of the loss landscape is a compelling research question.

Moreover, further investigations are needed to enlighten the role that specific structured orthogonal matrices can have on the proposed model, as suggested by the difference of performance observed between the case of the identity matrix versus random orthogonal matrices.

Besides, an implicit assumption of the proposed model is the existence of an optimum scalar value for the hyperparameter \( \rho \). However, there might be complex tasks where the nonlinear dependence in \( \rho \) is intrinsically nonconvex, resulting in many local optimal values; or cases where it might be helpful to retrieve information in the past activations at different time lags for different spatial components. This makes interesting to experiment, albeit more computationally expensive, an adapting multidimensional vector \( \rho \) in the proposed model.

Finally, although many of the proposed solutions in the literature so far to combat V/E gradients (e.g. skipping connections, batch normalisation, trainable gates, etc.) could still be implemented on the architecture proposed here, it should be matter of research to establish whether the combination of these techniques comports more advantages than unreasonable complexity in a model which is already afflicted by interpretability and explainability issues.
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APPENDIX A

BOUNDS ON THE MAXIMUM SINGULAR VALUE OF THE IOJ OF A ROAFNN

Recall the roaFNN’s equation

\[
    x_{t+1} = \alpha \phi(W_l x_t + b_l) + (1-\alpha) O_l x_t, \quad l = 0, 1, \ldots, L-1.
\]

Recall that, for \( l = 0, \ldots, L-1 \), matrices \( W_l \) have dimensions \( N_{l+1} \times N_l \), and \( O_l \) are random semi-orthogonal matrices of the same dimensions. Recall also that \( d_l = \phi'(W_l x_t + b_l) \) are vectors that vary in \([0, 1]^{N_{l+1}}\), and denote \( \sigma_l := \| W_l \| \), and \( \sigma_{\max} := \max_l \sigma_l \), where \( \| \cdot \| \) denotes the matrix norm induced by the Euclidean norm of vectors, i.e. the maximum singular value. Let us define matrices

\[
    P_l := P_{l+1}[\alpha \ diag(d_l) W_l + (1-\alpha) O_l],
\]

starting with \( P_L \) as the identity matrix of dimension \( N_L \). Thus, by definition \( P_1 \) is the IOJ of the roaFNN.

**Lemma A.1:** For each \( l = 1, \ldots, L-1 \), the following inequality holds \( \| P_l \| \leq \| 1 + \alpha(r_1 - 1) \| P_{l+1} \|. \)

**Proof.** It follows from the triangle inequality applied on the matrix \( P_l \). In fact, \( \| P_l \| = \| \alpha P_{l+1} diag(d_l) W_l + (1-\alpha) O_l \| \leq \alpha \| P_{l+1} diag(d_l) W_l \| + (1-\alpha) \| O_l \| \leq \alpha \sigma_l \| P_{l+1} \| + (1-\alpha) \| P_{l+1} \| = [1 + \alpha(r_1 - 1)] \| P_{l+1} \|. \)

The second inequality follows from the fact that \( d_l \in [0, r]^{N_{l+1}} \), the definition of \( \sigma_l = \| W_l \| \), and the isometric property of semi-orthogonal matrices which implies \( \| O_l \| = 1 \). \( \Box \)

**Lemma A.2:** Let be given a matrix \( P \) of dimension \( h \times m \), and a semi-orthogonal matrix \( O \) of dimension \( m \times n \). If \( m \leq n \), then the following holds \( \| PO \| = \| P \| \).

**Proof.** First of all, by submultiplicativity, and the isometric property of \( O \), holds \( \| PO \| \leq \| P \| \| O \| \leq \| P \| \). By contradiction, assume that \( \| PO \| < \| P \| \). This must be true for the transpose of these matrices as well. Hence we have that \( \| O^T P^T \| < \| P^T \| \). Let us denote \( v_0, v_1 \in \mathbb{R}^h \), the two unitary vectors that maximise, respectively, the linear operators \( O^T P^T \) and \( P^T \). By assumption of \( \| O^T P^T \| < \| P^T \| \) we have that

\[
    \| O^T P^T v_0 \| < \| P^T v_1 \|.
\]

By hypothesis \( O \) is a semi-orthogonal matrix of dimension \( m \times n \) with \( m \leq n \). This implies that \( OO^T = I_m \), which in turn implies that \( \| O^T w \| = \| w \| \), for all \( w \in \mathbb{R}^m \). In fact, \( \| O^T w \|^2 = (O^T w)^T O^T w = w^T OO^T w = w^T w = \| w \|^2 \).

Therefore, for the vector \( w = P^T v_1 \) we get

\[
    \| P^T v_1 \| = \| w \|_1 = \| O^T P^T v_1 \| \leq \| O^T P^T v_0 \|,
\]

where the last inequality holds since \( v_0 \) maximises the linear operator \( O^T P^T \). The inequality (25) contradicts (24). \( \Box \)

**Lemma A.3:** Let us assume a roaFNN model with non-increasing sizes of layers, i.e. assume \( N_0 \geq N_1 \geq \ldots \geq N_L \). If \( \alpha < \frac{1}{1 + r \sigma_{\max}} \), then it holds \( \| P_l \| \geq [1 - \alpha(1 + r \sigma_1)] \| P_{l+1} \| \), for \( l = 1, \ldots, L - 1 \).

**Proof.** The hypothesis that \( \alpha < \frac{1}{1 + r \sigma_{\max}} \) implies that \( r \sigma_1 \alpha < 1 - \alpha \), for all \( l = 0, \ldots, L - 1 \). Thus, it follows that

\[
    \alpha \| P_{l+1} diag(d_l) W_l \| \leq \alpha r \| P_{l+1} \| \leq (1-\alpha) \| P_{l+1} \|.
\]

Now, by hypothesis \( N_{l+1} \leq N_l \), so Lemma A.2 ensures that \( \| P_{l+1} \| = \| P_{l+1} O_l \| \). Hence, from (26) we obtain

\[
    \alpha \| P_{l+1} diag(d_l) W_l \| \leq (1-\alpha) \| P_{l+1} O_l \|.
\]

Therefore, (27) allows us to write the reverse triangle inequality in the following form \( (1 - \alpha) \| P_{l+1} O_l \| - \alpha \| P_{l+1} diag(d_l) W_l \| \leq \| \alpha P_{l+1} diag(d_l) W_l + (1 - \alpha) O_l \| \).
\( \alpha \) \( P_{-1}Q_1 \|P_{-1} - \|P_{\alpha} \| \leq \|P \|= \|P_{\alpha}\| = \|P\| \), which can be rewritten, according to Lemma A.2, as \( (1 - \alpha) \) \( \|P_{-1}\| - \|P_{\alpha}\| \) \( \|P_{-1}\| \) \( \|P\| \). The left term of the last inequality can be bounded from the bottom using the first inequality in (26), obtaining

\[
(1 - \alpha) \|P_{-1}\| - \alpha \sigma r \|P_{-1}\| \leq \|P\|,
\]

which can be rearranged as \( -\alpha (\alpha + r \sigma) \|P_{-1}\| \leq \|P\| \), and that is the thesis.

**Theorem A.4:** Let us consider a roaFNN model with an activation function \( \phi \) such that its derivative assumes values in \([0, r]\). Let us denote \( \sigma_{\text{max}} := \max_{i} |W_{\alpha}|. \) If we parametrise \( \alpha = \rho(L - 1)^{-1} \), with a positive real valued \( \rho \), then the maximum singular value of the IOJ of the roaFNN admits the following \( L \)-independent upper bound

\[
\frac{\partial x}{\partial x_1} \leq \exp(\rho(r \sigma \max - 1)).
\]

Moreover, if \( \rho < \frac{L - 1}{1 + r \sigma \max} \), and assuming non-increasing sizes of layers, then it holds the following \( L \)-independent lower bound

\[
\frac{\partial x}{\partial x_1} \geq \exp(-\rho(1 + r \sigma \max)) \leq \left\| \frac{\partial x}{\partial x_1} \right\|.
\]

**Proof.** By definition \( P_1 = [\alpha \text{diag}(dl_{-1})W_{1-1} + (1 - \alpha)O_{L-1\ldots L}] \), \( \text{diag}(dl_{-1})W_{1-1} + (1 - \alpha)O_1 \) \( \frac{\partial x}{\partial x_1} \) is the IOJ of the roaFNN model. **Upper bound.** Lemma A.1 implies that \( \|P_1\| \leq \prod_{l=1}^{L-1} 1 + \alpha(\sigma r - 1) \), which can be upper-bounded using the definition of \( \sigma_{\text{max}} = \max_i |W_{\alpha}| \) by the term \( [1 + \alpha(\sigma r \max - 1)]^{-L}. \) Now, with the parametrisation \( \alpha = \rho(L - 1)^{-1} \), it holds

\[
\left\| \frac{\partial x}{\partial x_1} \right\| \leq \left[ 1 + \frac{\rho^2 \max - 1}{L - 1} \right]^{-L} \leq e^{\rho^2 \max - 1},
\]

where the last inequality holds since \( (1 + \frac{A}{x})^x < e^A \) for all \( x > 0. \) **Lower bound.** Lemma A.3 implies that \( \|P_1\| \geq \prod_{l=1}^{L-1} 1 - \alpha(1 + r \sigma_1) \), which can be lower-bounded using the definition of \( \sigma_{\text{max}} = \max_i |W_{\alpha}| \) by the term \( [1 - \alpha(1 + r \sigma_\max)]^{-L}. \) Now, with the parametrisation \( \alpha = \rho(L - 1)^{-1} \), it holds

\[
\left\| \frac{\partial x}{\partial x_1} \right\| \geq \left[ 1 - \frac{\rho^2 \max - 1}{L - 1} \right]^{-L} \geq \left[ 1 - \frac{\rho^2 \max - 1}{L - 1} \right]^{-L} \geq e^{-\rho^2 \max},
\]

where the second inequality holds because of the hypothesis that \( \rho < \frac{L - 1}{1 + r \sigma \max} \), and the last inequality holds because \( (1 + \frac{A}{x})^x > e^A \) for all \( x > 0. \)

**Appendix B**

**A lower bound for the minimum singular value of the IOJ of a roaRNN**

In the case of roaRNN we deal with square matrices. If they are invertible then we can easily find a lower bound for the minimum singular value of the IOJ matrix \( J \), just exploiting the fact that \( \sigma_{\text{min}}(J) = \frac{1}{\|J^{-1}\|} \).

**Lemma B.1:** Let be given two square matrices \( A, B \in \mathbb{R}^{N \times N} \) such that \( A \) is invertible and \( A^{-1}B \) has spectral radius less than 1. Then it holds the following relation \( (A - B)^{-1} = \sum_{k=0}^{\infty} (A^{-1}B)^k - A^{-1} \).

**Proof.** The formal geometric series \( \sum_{k=0}^{\infty} C^k = (I - C)^{-1} \) holds for all squared matrices \( C \) having spectral radius less than 1. Therefore, by hypothesis it holds \( \sum_{k=0}^{\infty} (A^{-1}B)^k = (I - A^{-1}B)^{-1} \). Therefore, multiplying on the right both terms of the above equation by the matrix \( A^{-1} \) we get \( \sum_{k=0}^{\infty} (A^{-1}B)^k A^{-1} = (I - A^{-1})^{-1} \), which is the thesis.

**Lemma B.2:** Let be given a matrix \( G \) with \( \gamma = \|G\| \), and an orthogonal matrix \( O \). If \( 0 < \alpha < \frac{1}{1 + \gamma} \), then the matrix \( \alpha G + (1 - \alpha)O \) is invertible.

**Proof.** I will prove that the kernel of \( \alpha G + (1 - \alpha)O \) is null. Assume there exists a vector \( v \neq 0 \) such that \( \alpha Gv + (1 - \alpha)Ov = 0 \). Then, it follows that \( (1 - \alpha)Ov = -\alpha Gv. \) Now, by hypothesis \( \alpha r < 1 - \alpha \), hence we have that \( \|\alpha Gv\| < \|\alpha Gv\| < (1 - \alpha)v \|v\| = \|(-1)Ov\| \). This contradicts the assumption \( (1 - \alpha)Ov = -\alpha Gv. \)

**Lemma B.3:** Consider model (19) with activation function \( \phi \) such that its derivative is bounded in \([0, r]\), and parameterised via \( \alpha = \rho(L - 1)^{-1} \). Denote \( \sigma = \|W_\alpha\|. \) If \( \rho < \frac{L - 1}{1 + r \sigma} \), then for each \( t = 0, \ldots, L - 2 \), the matrix \( \partial x_{t+1}/\partial x_t = \alpha \text{diag}(\phi'(y_t))W_t + (1 - \alpha)O \) is invertible and its inverse admits the following upper bound

\[
\left\| \left( \frac{\partial x_{t+1}}{\partial x_t} \right)^{-1} \right\| \leq \frac{1}{1 - \alpha(1 + r \sigma)}.
\]

**Proof.** I will use the expression of Lemma B.1

\[
(A - B)^{-1} = \sum_{k=0}^{\infty} (A^{-1}B)^k A^{-1},
\]

with \( B = -\alpha \text{diag}(\phi'(y))W_\alpha \), and \( A = (1 - \alpha)O \), for which I know that \( A^{-1} = (1 - \alpha)^{-1}O^{-1} \). Therefore, by the triangle inequality I know that

\[
\left\| \left( \frac{\partial x_{t+1}}{\partial x_t} \right)^{-1} \right\| = \sum_{k=0}^{\infty} \| (A^{-1}B)^k \| A^{-1} \| \leq \sum_{k=0}^{\infty} \| (A^{-1}B)^k \| A^{-1} \| \leq \sum_{k=0}^{\infty} \| (A^{-1}B)^k \| A^{-1} \|
\]

Again submultiplicativity holds \( \sum_{k=0}^{\infty} \| (A^{-1}B)^k \| A^{-1} \| \leq (1 - \alpha)^{-1} \). All together we have the bound

\[
\left\| \left( \frac{\partial x_{t+1}}{\partial x_t} \right)^{-1} \right\| \leq \frac{1}{(1 - \alpha)^{-1} \| \alpha r \sigma \| \left( \frac{1}{1 - (1 - \alpha)^{-1} \| \alpha r \sigma \|} \right)^{t}}
\]

The right term of the above inequality converges to

\[
\frac{1}{1 - \alpha(1 + r \sigma)}
\]

as long as \( \alpha(1 + r \sigma) < 1 \), that is when \( \alpha r < (1 - \alpha) \). Assuming \( \alpha = \rho(L - 1)^{-1} \), the condition for the convergence is equivalent to \( \rho < \frac{L - 1}{1 + r \sigma}. \)

**Theorem B.4:** Let us consider a roaRNN (19) with an activation function \( \phi \) such that its derivative assumes values in \([0, r]\), and let us denote \( \sigma = \|W_\alpha\|. \) If we parametrise \( \alpha = \rho(L - 1)^{-1} \), with a positive real valued \( \rho \) such that
\[ \rho < \frac{L-1}{1+r\sigma}, \] then matrices \( \frac{\partial x_t}{\partial x_{t+1}} \) are invertible for each \( s = 0, \ldots, L-2 \), and it holds the following \( L \)-independent lower bound for the minimum singular value of the IOJ
\[ e^{-\rho(1+r\sigma)} \leq \sigma_{\min}\left( \frac{\partial x_t}{\partial x_1} \right). \]

**Proof.** First of all, it is known that for any invertible matrix \( J \) it holds that \( \sigma_{\min}(J) = \frac{1}{\|J^{-1}\|} \). In our case, we deal with \( J = \frac{\partial x_t}{\partial x_1} \). I will find an upper bound for \( \|J^{-1}\| \), which in turns will lead to a lower bound for \( \sigma_{\min}(J) \). By definition \( J \) is the product \( [\alpha \text{diag}(\phi'(y_{l-1}))W_h + (1-\alpha)O] \ldots [\alpha \text{diag}(\phi'(y_1))W_h + (1-\alpha)O] \). Note that by Lemma B.3 we have that \( J \) is a product of invertible matrices, thus an invertible matrix itself. Now, \( \|J^{-1}\| = \left\| \left( \prod_{l=1}^{L-1} \frac{\partial x_{t+1}}{\partial x_t} \right)^{-1} \right\| \leq 1 \left\| \prod_{l=1}^{L-1} \left( \frac{\partial x_{t+1}}{\partial x_t} \right)^{-1} \right\| \leq 1 - \alpha(1+r\sigma)^{-L+1} \leq e^{\rho(1+r\sigma)}, \]
where the first inequality is by submultiplicativity, the second inequality is Lemma B.3, and the last is a known inequality of the exponential. Finally, we get the thesis \( \sigma_{\min}(J) = \frac{1}{\|J^{-1}\|} \geq \exp(-\rho(1+r\sigma)). \)

**APPENDIX C**

**REDUCING MEMORY AND TIME CONSUMPTION**

The model (12) has now two times more real numbers to store than a standard multilayer perceptron. Two strategies to alleviate this problem are proposed:

(I) reducing memory and computational time consumption replacing random semi-orthogonal matrices with random semi-permutation matrices. See def. C.1 below for the definition of a semi-permutation matrix. From preliminary experiments, randomly generated semi-permutation matrices seem to work fine.

(II) recycling the same semi-orthogonal matrix whenever the dimensions permit it. For instance, in a FNN where all the layers from input to output have the same dimension, the same orthogonal matrix might be exploited between all the layers.

**Definition C.1:** A matrix \( P \in \mathbb{R}^{N \times M} \) is called semi-permutation if either \( P = \begin{bmatrix} e_{\sigma(1)}, & e_{\sigma(2)}, & \ldots, & e_{\sigma(M)} \end{bmatrix} \) or \( P = \begin{bmatrix} e_{\sigma(1)}, & e_{\sigma(2)}, & \ldots, & e_{\sigma(N)} \end{bmatrix}^T \), where \( \sigma \) represents a permutation of either \( M \) elements (if \( N > M \)) or \( N \) elements (if \( N \leq M \)), and \( e_{\sigma(j)} \) is the \( \sigma(j) \)-th column of the identity matrix of dimension either \( M \) or \( N \).

**Remark C.1:** Among all semi-orthogonal matrices, semi-permutation matrices are those that minimise the storage and computation resources.

**APPENDIX D**

**CONTINUOUS-TIME ROA RNN AND LINK TO LIPSCHITZ RNNs**

The RNN model (19) presented in this paper is discrete-time. Nevertheless, it can be derived from the following continuous-time RNN:
\[
\tau \dot{x} = Ax + \phi(W_h x + b_h + W_i u), \tag{29}
\]
where \( \tau \) can be viewed as a vector of time constants characterising the neuronal dynamics, and
\[
A = \alpha^{-1}[(1 - \alpha)O - I], \tag{30}
\]
where \( I \) is the identity matrix. Integrating via the explicit Euler method with time step \( \Delta t = \frac{1}{\tau} \), equation (19) can be derived from (29) defining the time constant as \( \tau = \rho^{-1} \): \[
x_{k+1} = \alpha \phi(W_h x_k + b_h + W_i u_{k+1}) + (1 - \alpha)O x_k + x_k - x_k
\]
\[
x_{k+1} = x_k + \Delta t \left[ \frac{1}{\Delta t} (\alpha \phi(W_h x_k + b_h + W_i u_{k+1}) + \alpha A x_k) \right]
\]
\[
x_{k+1} = x_k + \Delta t \left[ \alpha^{-1} \phi(W_h x_k + b_h + W_i u_{k+1}) + A x_k \right].
\]

**Remark D.1:** The parameter \( \alpha \) of a roaRNN can be viewed as a constant update gate (GRUs) or as a weight for the residual connection (ResNets, FastRNNs) or as a leaky parameter (leakyESNs). Nevertheless, an alternative and more biologically-based interpretation is given by the continuous-time perspective of model (29), where the vector \( \alpha = \tau^{-1} \Delta t \) is directly proportional to the vector \( \tau^{-1} \), i.e. the vector of the frequencies characterising the neurons of the recurrent network.

The continuous-time model (29) shares the same equation with the LipschitzRNN (42), a recently introduced RNN model. There the authors propose to parametrise the hidden-to-hidden matrices of (29), i.e. \( A \) and \( W_h \), as \( (1 - \beta)(M + M^T) + \beta(M - M^T) - \gamma I \), with \( M \) a trainable matrix, and two pairs of tunable parameters \( \beta \in [0, 1], \gamma \geq 0 \), one for each of the two recurrent matrices \( A \) and \( W_h \). On the other hand, in this paper the matrix \( A \) is not optimised, it has the form (30) with a randomly generated orthogonal matrix \( O \) and a tunable \( \alpha \); while the matrix \( W_h \) is trained without any restriction.
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