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Abstract. We propose the new models of meme spreading over social network constructed from Twitter mention relations. Our models combine two groups of diffusion factors relevant for complex contagions: network structure and social constraints. In particular, we study the effect of perceptive limitations caused by information overexposure. This effect was not yet measured in the classical models of community-aware meme spreading. Limiting our study to hashtags acting as specific, concise memes, we propose different ways of reflecting information overexposure: by limited hashtag usage or global/local increase of hashtag generation probability. Based on simulations of meme spreading, we provide quantitative comparison of our models with three other models known from literature, and additionally, with the ground truth, constructed from hashtag popularity data retrieved from Twitter. The dynamics of hashtag propagation is analyzed using frequency charts of adoption dominance and usage dominance measures. We conclude that our models are closer to real-world dynamics of hashtags for a hashtag occurrence range up to $10^4$.
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1 Introduction

Spreading memes over social networks became the subject of interdisciplinary research in many fields of science. From linguistics and sociology to statistical physics, we observe numerous works analyzing sociolinguistic phenomenon of virality, trying to explain key mechanisms of meme propagation and predict its future popularity [3,15,18].

In common understanding, meme is a piece of information or a unit of cultural transmission, which replicates over population. In the context of social media the meme could be a link, hashtag, phrase, image or video. The viral is defined as longstanding meme with the high probability of reposting. The process of meme proliferation, typically different than epidemic spreading, is therefore described as complex contagion. The deviation from simple epidemic patterns is caused...
by multiple social factors and cognitive constraints such as homophily, confirmation bias, social reinforcement, triadic closure or echo chambers \[15,17\]. In this work, we consider spreading of hashtags - specific string-type concise memes used extensively to tag microblog Twitter posts and decorate them with additional semantics, personal affect or extended context. The substrate for hashtag propagation is formed by social network of Twitter users and posts, connected by three types of relations: follow, retweet and mention.

Modeling meme dynamics is an interesting topic, essential not only in broadly described marketing and business analysis but also more recently in public security sector, where the new challenges related to elections manipulation, fake news, terror attacks or riots were raised \[4\]. What factors should be considered in modeling hashtag propagation and recognizing virality? The recent studies suggest that while the content and related affect seems natural driver of virality, the social influence \[8\] and network structure \[6,18\] play more important role in meme diffusion process. This is particularly visible for hashtags, which are intended to be ultra concise and short.

The impact of network structure on meme dynamics is typically modeled as a social reinforcement effect, for which the probability of meme adoption increases with the number of exposures \[17\]. Motivated by recent blog posts about overused memes, we argue that social reinforcement mechanism should be supplemented with negative feedback loop, which reflects that the users can be annoyed with the meme, when they see it too frequently. We hypothesise, that by adding overexposure effect to simulation, we will achieve meme dynamics closer to one observed for real tweets. To prove our hypothesis we first, in Sect. 2, introduce basic definitions and describe five new models of hashtag propagation over micro-blog network. These models use the baseline structural factors known from other works \[14,17,18\], but additionally take into account that multiple exposures of the meme can have both positive and negative effect on an adoption. In Sect. 3, we present how one-day Twitter network dump with the real hashtags was used for analyzing our models and comparing them with the classical models described in \[17\]. The results of experiments, visualizations and quantitative model comparison are presented in Sect. 4. The wider context of meme spreading is described in Sect. 5, where the overview of related works is presented. We conclude in Sect. 6, by presenting summary of our findings and discussing limitations of our approach.

The key contributions of this work are new models of hashtag spreading, which take into account not only community structure and social reinforcement but also meme overexposure. Five different mechanisms of incorporating overexposure are proposed. We also perform validation of the new models against the models described in \[17\], based on Twitter data.

2 Spreading Models

Herein we introduce definitions required in the rest of this work and describe meme spreading models including five new models combining the influence of communities and cognitive limitations of individuals.
2.1 Networks with Communities

We define an undirected, static graph as a tuple $G = (V, E)$ where $V$ is a set of vertices and $E = \{\{v_1, v_2\} : v_1, v_2 \in V\}$ is set of edges. We also define a community as a subset of vertices $C_i \subseteq V, i \in \{1, ..., n\}$, where $n \in \mathbb{N}$ is a number of all communities. We assume that the community structure is fixed in time. The set of all communities $C = \{C_i\}$ must contain all nodes from the graph: $\bigcup C_i = V$. Similarly to [17,18], we assume that the communities are disjoint, meaning that one vertex is a member of exactly one community $\forall v \in V \exists! C_i : v \in C_i$, or in other words $\forall u, v \in V; C_i, C_j \in C, C_i \neq C_j : u \in C_i \land v \in C_j \Rightarrow u \neq v$.

2.2 Spreading Process

The defined graph is a base network on which the meme spreading processes take place. Spreading itself can be defined as an iterative function taking any known or unknown parameters of the network and returning state of the spreading. This requires assumption about similar timescales of all spreading processes, which is not always true - the same number of tweets can be produced really quickly during an intensive discussion and rather slowly in a marketing campaign. For our work it is enough to assume that spreading process uses the knowledge about the topology of the network, community structure and a state of spreading from the previous iteration.

We borrow the language from epidemiology and define generation of a tweet as an infection. To be more formal, we define a state of the spreading $S_t$ at given time $t \in T \subset \mathbb{N}$ as a subset of infected nodes $S_t \subseteq V$. If the spreading process is more complex, i.e. there are more possible states of the node, then new disjoint subsets of nodes must be defined. The spreading process is then defined as a function $f_s : S_t \times G \times C \rightarrow S_{t+1}$.

For this work we assume that at any given iteration $t$ only one node can be infected and we can infect the same node multiple times during the process. We define infected node $v_t \in V$ as: $S_t = S_{t-1} \cup \{v_t\}$. Then, the spreading process function can be simplified to a sequence of nodes infected $(v_t)$ in each iteration $f_s : S_{t-1} \times G \times C \rightarrow \{v_t\}$. For describing spreading processes, we define neighborhood of a set of nodes as all nodes from its hull that are not in that set $S \subseteq V$: $N(S) = \{v_1 : \exists v_2 : \{v_1, v_2\} \in E \land v_1 \notin S\}$. We also define inclusive neighborhood of a set $S \subseteq V$ as $N_{incl}(S) = N(S) \cup S$.

2.3 Spreading Models

In this section, we provide spreading process functions for baseline models (M1 to M4 from [17]) and for five models proposed by us.

Random Sampling Model (M1). In the random model, at each iteration, we randomly choose the infected node with a uniform probability. It assumes that
the network topology does not affect the spreading. This model will be used as a baseline for calculating spreading metrics.

\[ v_t = \text{rand}_t(V) \] (1)

**Network Structure Model (M2).** Here we assume that the network structure has an impact on spreading. This effect is reflected by choosing a random, already infected vertex and then selecting one of its topological neighbors:

\[ v_t = \text{rand}(\{v : v \in N_{\text{incl}}(\{u\}); u = \text{rand}(S_{t-1})\}) \] (2)

In addition, with constant probability \( p_{\text{restart}} = 0.15 \), the process is restarted from a random node, as in Eq. (1).

**Social Reinforcement Model (M3).** At each step of the spreading process, the node with most infected neighbors is infected. If there is no unique vertex satisfying this requirement, then a random one (from the all with the same number of infected neighbors) is selected. The restart process is included similarly to the model M2.

\[ v_t = \text{rand}(\{v : v \in N_{\text{incl}}(S_{t-1}) \land \arg\max_v(N(v) \cap S_{t-1})\}) \] (3)

**Homophily Model (M4).** Homophily model uses community structure to define nodes having similar interests. We choose randomly an already infected vertex and then, select randomly its neighbor from the same community. The restart process is included in M2 and M3.

\[ v_t = \text{rand}(\{v : v \in N_{\text{incl}}(\{u\}) \land u, v \in C_i; u = \text{rand}(S_{t-1})\}) \] (4)

**Unique Information Overexposure Model (M5).** In meme spreading in social networks some of hashtags are so unique, that they unlikely appear in multiple places of the graph but they are still affected by social reinforcement. To include that effect, we change the M3 model by removing the restart process and adding a requirement to not infect already infected nodes. To some extent this is similar to Susceptible-Infected-Resistant (SIR) epidemic model, but it is a more directed approach, because we are choosing a vertex with the most infected neighbors. This is an example of simple overexposure, because each node will not be infected multiple times with the same hashtag.

\[ v_t = \text{rand}(\{v : v \in N(S_{t-1}) \land \arg\max_v(N(v) \cap S_{t-1})\}) \] (5)

**Global Increase of Generation Probability Model (M6).** One of the cognitive limitations in social interactions is that people get bored, when they see the same meme too many times. To model such mechanism, we infect a node with the most exposures, but if a neighbor vertex was infected multiple times,
we count all of these occurrences as exposures. Secondly, the restart probability
at each step grows linearly from 0 to 1. This means that initially, the spreading
is rapid and not constrained by community structure. After a period of time,
when the members of a community are overexposed, new random vertices out
of a community are likely to be infected.

This definition requires setting maximum number of iterations, for which
the spreading occurs. Similarly to choosing \( p_{\text{restart}} \), this is strictly connected to
finding timescale of a process. In this model, we assume that the spreading lasts
as long as the longest spreading time observed in the real data, noted as \( T_{\text{max}} \).
We define a number of exposures for a given node \( v \) at iteration \( t \) as:

\[
 n_{\text{exp}}(v, t) = |\{ u : u \in N(v) \land u = v_{\tau}, \tau < t \}|. \tag{6}
\]

Then, selection of the currently infected node can be represented as:

\[
 v_t = \text{rand}(\{v : \arg \max_v(n_{\text{exp}}(v, t))\}). \tag{7}
\]

The restart probability is:

\[
 p_{\text{restart}} = \frac{t}{T_{\text{max}}}. \tag{8}
\]

**Local Increase of Generation Probability Model (M7).** Similarly to M6,
we increase the restart probability linearly but it is set to 0 after each restart.

\[
 v_t = \text{rand}(\{v : \arg \max_v(n_{\text{exp}}(v, t))\}) \tag{9}
\]

The restart probability is:

\[
 p_{\text{restart}} = \frac{i}{T_{\text{max}}}, \tag{10}
\]

where \( i \) is the number of iterations since last restart.

**Inverse Exposure Model (M8).** This is a more complex overexposure model,
where the exposures are counted separately for all nodes. Then, the infected node
is selected randomly, with the probability inversely proportional to the number
of its exposures:

\[
 v_t = \text{rand}_{\text{ipe}}(N_i(S_{t-1})), \tag{11}
\]

where \( \text{rand}_{\text{ipe}} \) is function choosing a node with probability inversely proportional
to the number of exposures for each node. Restart has a constant probability of

\[
 p_{\text{restart}} = 0.15. \tag{12}
\]

**Inverse Exposure Model with No Restarts (M9).** Similar to M8 model
but without a restart mechanism. Choosing the next infected node is described
using the same function from Eq. (11).
2.4 Spreading Metrics

To compare different models, we calculate the following metrics. Most of them are taken from [17].

**Intra- and Inter-community Activity.** The patterns of within- and between-community meme activity are reflecting the influence of these sub-structures on diffusion process and can be used to quantify overall spreading dynamics. In models M2 and M4 the meme transfer happens between a source node (\(u\) - infected in one of the previous iterations) and a destination node (\(v_t\)). If the nodes belong to the same community \(u, v_t \in C_i\), the transition is classified as **intra-community activity** \(a_{\text{intra}}\). If they belong to different communities \(u \in C_i \land v_t \in C_j \land i \neq j\), it is called **inter-community activity** \(a_{\text{inter}}\). To be able to compare these metrics between different networks we normalize it by dividing them by the number of all inter- \((\text{edges}_{\text{inter}})\) and intra-community edges \((\text{edges}_{\text{intra}})\) in the network.

\[
a_{\text{intra}} = \frac{c_{\text{intra}}}{\text{edges}_{\text{intra}}} \quad (13)\\
a_{\text{inter}} = \frac{c_{\text{inter}}}{\text{edges}_{\text{inter}}} \quad (14)
\]

Here \(c_{\text{intra}}, c_{\text{inter}}\) are the numbers of spreading events occurring within the same and between the different communities.

**Usage Dominance.** We define **usage dominant community** as a community with the biggest number of spreading events: \(C_d = \max C_i \sum_{t=0}^{T_{\text{max}}} |\{v_t \in C_i\}|\) and a number of spreading events produced in this community as \(T_{C_d} = \sum_{t=0}^{T_{\text{max}}} |\{v_t \in C_d\}|\). Then **usage dominance** is defined as

\[
D_u = \frac{|T_{C_d}|}{T_{\text{max}}} . \quad (15)
\]

The high values of usage dominance indicate that the meme was trapped mostly within one community and its dynamics is more local. The probability of becoming the viral is low.

**Adoption Dominance.** We define **adoption dominant community** \((C_a)\) as a community with the biggest number of vertices infected by spreading. Note that it is different than \(C_d\) for which we count all spreading events, here we count only unique vertices: \(C_a = \max C_i |S_{T_{\text{max}}} \cap C_i|\). The adoption dominance can be defined as:

\[
D_a = \frac{|C_a|}{|S_{T_{\text{max}}}|} . \quad (16)
\]
3 Simulation Details

Each model was run at least twice on the network recreated from real tweets. Ground truth data were obtained from the same set of tweets and analyzed on the same network, to obtain metrics reflecting real-world spreading dynamics.

3.1 Recreated Network

We gathered 2 045 413 tweets using public Twitter API. From that, we selected only the ones containing mention relation, which involves at least two users: one source and possibly multiple targets. Each source-target pair was treated as an undirected edge $e \in E$, to form initial graph $G$. Then, the largest connected component of $G$ was extracted. In our case it consisted of 710 195 vertices and 919 022 edges. This was the base graph, on which the simulations were run. In Table 1, the details of recreated networks are summarised. The visualisation of the graph using IVGA, a fast force-directed method from [5], is presented in Fig. 1.

![Visualization of the giant component of sampled Twitter network (mention relation) using IVGA algorithm [5]. The color of the node represents the community. (Color figure online)](image)

Fig. 1. Visualization of the giant component of sampled Twitter network (mention relation) using IVGA algorithm [5]. The color of the node represents the community. (Color figure online)

| $|V|$ | $|E|$ | $edges_{\text{intra}}$ | $edges_{\text{inter}}$ | $|C|$ | Max. degree | Triangles |
|-----|-----|----------------|----------------|-----|-----------|-----------|
| 710 195 | 919 022 | 782 244 | 136 778 | 32 948 | 391 | 48 115 |

Table 1. Recreated network details.

Static networks do not completely model temporal relationships occurring between nodes in real networks. In our case the timescales of spreading are much lower than the changes in relationships between users which is why we
can assume that they do not change over time. We are using mentions relation because in its nature it is bidirectional: the user mentioning another user is aware of the message content as its creator and the mentioned user is notified about that message as well. This is why we can assume that our base network is undirected.

**Community Detection.** We used INFOMAP algorithm to obtain partitioning of the nodes into communities $C$. Its main advantage is linear time complexity $O(|E|)$, which is practical for large graphs. Secondly, it does not require the number of expected communities as an input. This is not achievable, e.g., for Label Propagation algorithm.

The network was split into 32,948 communities, with the smallest communities consisting of just two nodes and the largest containing 5,394 nodes. The distribution of communities is presented in Fig. 2. We also ran simulations on the same network with community structure created using label propagation algorithm. The results were similar but we do not present them here because of space constraints.

![Community sizes distribution](image1.png)  ![Hashtag popularity histogram](image2.png)

Fig. 2. The frequencies of community sizes detected using INFOMAP algorithm on sampled Twitter network (a) and Hashtag popularity (defined as number of occurrences) distribution (b) in logarithmic scale. Broader distribution is visible for highly popular hashtags. It is caused by insufficient time to spread more. With the time passing most of these points would update the trend upwards.

### 3.2 Ground Truth Data

From all the tweets, we filtered out the ones without a hashtag or with at least one vertex not present in the largest component. For each unique hashtag, the list of tweets using it was extracted and sorted by the tweet’s time $t \in T$. To form the ground truth for measuring and comparing hashtag spreading models, we simulated meme propagation on the sample Twitter network by infecting
nodes according to their order in that list. The case when two consecutive nodes are not connected is modeled by the restart mechanism described in Sect. 2.

The distribution of hashtag popularity does not completely follow the power law as presented in Fig. 2. Because of the large number of hashtags (41,356) we calculated spreading metrics only for a subset of them. It was chosen so that, the hashtags were distributed evenly in the spreading popularity bins. For our calculations of usage dominance and adoption dominance we used data for 280 unique hashtags spread across 54,578 iterations in total.

4 Results

Based on simulation results, we learned that our models M5–M9 follow the real-world hashtag spreading dynamics more accurately than models M2–M4 (both for unpopular and viral hashtags). For metric calculation, we define hashtags with low $a_{intra}$ as those having its value lower than average. Analogously, we define hashtags with high $a_{intra}$ as those with the value higher than average.

Fig. 3. Adoption (a) and usage dominance values for models M4–M9. Each line represents changes in proportions of hashtags produced inside adoption ($C_a$) and usage dominant communities ($C_d$) to number of all hashtags produced in the network. The results are averaged across 30 logarithmic bins and normalized by the random sampling model (M1). ground truth represents ground truth spreading including all hashtags. The series: ground truth small intra and ground truth high intra show the results for hashtags with $a_{intra}$ lower and higher than average, accordingly. The standard error slightly exceeds 2% only for one model. For the rest of the models, as well as for the ground truth, its value is below 1%.

The usage dominance and adoption dominance measures are normalized by dividing them by the values obtained for random sampling model (M1) under the same conditions, similarly to [17]. As our intention was to analyze multi-use memes, rather than rare memes, we removed hashtags with the number of adoptions lower than 10. This also prevents including artifacts like tweets starting to
become popular just before end of data collection. Next, we aggregated dominance metrics into 30 logarithmic bins. The results of simulation quantified using adoption dominance and usage dominance are shown in Fig. 3. Overall, inverse exposure (M9), unique information overexposure (M5) and local increase of generation probability (M7) models are performing the best when comparing to all hashtag ground truth results (ground truth). This is confirmed by both the highest correlation and the lowest error, as shown in Table 2 and Table 3. There is one exception - large error for M9 model in usage dominance, which we discuss below. Our models adapting different overexposure mechanisms (especially M7), have generally better results than the baseline M2–M4 models from literature [17]. The critical value used for testing statistical significance of correlation is 0.05. We performed additional tests to verify how well the models reflect dynamics of hashtags divided into two groups: high intra-community activity (specific, trapped memes) and low intra-community activity (generic, viral-candidates).

### Table 2. Correlation of non normalized and root mean square error of normalized adoption dominance $D_a$. Highlighted entries represent the best two values in each column.

| Model | Ground truth | High $a_{intra}$ | Low $a_{intra}$ |
|-------|--------------|-----------------|----------------|
|       | corr | p-val | rmse | corr | p-val | rmse | corr | p-val | rmse |
| M2    | 0.82 | <0.01 | 24.32 | −0.37 | 0.06 | 59.63 | **0.93** | <0.01 | 12.14 |
| M3    | 0.8  | <0.01 | 25.96 | −0.37 | 0.05 | 61.11 | **0.92** | <0.01 | 13.51 |
| M4    | 0.91 | <0.01 | 22.27 | −0.48 | 0.01 | 57.81 | 0.91 | <0.01 | **10.72** |
| M5    | **0.92** | <0.01 | **9.7** | −0.58 | <0.01 | **44.57** | 0.91 | <0.01 | **9.33** |
| M6    | 0.89 | <0.01 | 23.4  | −0.6  | 0.11 | 56.72 | 0.87 | <0.01 | 18.44 |
| M7    | 0.91 | <0.01 | 18.99 | −0.62 | 0.01 | **50.97** | 0.86 | <0.01 | 17.9 |
| M8    | 0.87 | <0.01 | 23.7  | −0.45 | 0.02 | 59.08 | 0.91 | <0.01 | 11.64 |
| M9    | **0.94** | <0.01 | **16.52** | −0.61 | <0.01 | 51.33 | 0.87 | <0.01 | 11.59 |

### Table 3. Correlation of non normalized and root mean square error of normalized usage dominance $D_u$. Highlighted entries represent the best two values in each column.

| Model | Ground truth | High $a_{intra}$ | Low $a_{intra}$ |
|-------|--------------|-----------------|----------------|
|       | corr | p-val | rmse | corr | p-val | rmse | corr | p-val | rmse |
| M2    | 0.84 | <0.01 | 23.76 | −0.58 | <0.01 | 60.01 | **0.94** | <0.01 | 11.6 |
| M3    | 0.86 | <0.01 | 22.69 | −0.6  | <0.01 | 58.97 | **0.93** | <0.01 | 10.45 |
| M4    | 0.88 | <0.01 | 21.08 | −0.71 | <0.01 | 57.44 | 0.84 | <0.01 | **10.34** |
| M5    | **0.91** | <0.01 | **10.08** | −0.7 | <0.01 | **45.8** | 0.92 | <0.01 | **9.23** |
| M6    | **0.91** | <0.01 | 20.11 | −0.79 | <0.01 | 52.79 | 0.83 | <0.01 | 19.02 |
| M7    | **0.92** | <0.01 | **16.85** | −0.78 | <0.01 | 46.7 | 0.84 | <0.01 | 20.47 |
| M8    | 0.88 | <0.01 | 19.66 | −0.67 | <0.01 | 55.77 | 0.9 | <0.01 | 10.98 |
| M9    | **0.92** | <0.01 | 24.85 | −0.77 | <0.01 | **45.46** | 0.84 | <0.01 | 31.75 |
Comparing the results of spreading with the ground truth below-average \( a_{\text{intra}} \) (\textit{ground\_truth\_small\_intra}), we see that existing models slightly outperform our overexposure models when it comes to correlation. This is visible mostly for M2 (correlation 0.93 and 0.94), based on the plots, we observe that this is mostly due to the initial phase of spreading. Errors are still much lower for our models (especially M5). It is worth noting, that correlation and errors are almost on the same level for M5 and M8 models.

The correlations of spreading pattern \textit{ground\_truth\_high\_intra} (higher than average \( a_{\text{intra}} \)) with all the simulated trends are either statistically insignificant or negative. Nevertheless, based only on the error value, we can see that the overexposure models are mimicking real world spreading more precisely. Much higher absolute values of the errors suggest that this type of spreading is hard to be modeled by all frameworks M1–M9.

A significant difference is observed between usage and adoption dominance measures for model M9 for initial phase of spreading. As visible in high and similar correlation values (0.94 and 0.92 accordingly), the shape of the function is preserved but the error value is much higher for usage dominance, especially for low \( a_{\text{intra}} \). The effect is also present in the ground truth data, but with a much smaller amplitude. Most likely this is because the probability of tweeting the same hashtag by the same user is lower in real life compared to the models. The M9 model is more susceptible to that, because it can spread more freely inside a community. This is validated by comparing it with M5, which is a more directed spreading model demonstrating almost no difference between the values of usage and adoption dominance.

\textbf{Table 4.} Correlation of non normalized and root mean square error of normalized usage dominance \( D_u \) for highly popular tweets (popularity > 500). Highlighted entries represent the best two values in each column.

| Model | Ground truth | High \( a_{\text{intra}} \) | Low \( a_{\text{intra}} \) |
|-------|--------------|-----------------|-----------------|
|       | corr | p-val | rmse | corr | p-val | rmse | corr | p-val | rmse |
| M2    | 0.79 | 0.01  | 33.66 | -0.5 | 0.17  | 89.51 | 0.76 | 0.02  | 18.31 |
| M3    | 0.79 | 0.01  | 32.03 | -0.49 | 0.18  | 87.92 | 0.73 | 0.02  | 16.68 |
| M4    | 0.8  | 0.01  | 31.39 | -0.5 | 0.17  | 87.32 | 0.78 | 0.01  | 16.04 |
| M5    | \textbf{0.85} | <0.01  | \textbf{15.38} | -0.58 | 0.10  | \textbf{71.26} | \textbf{0.77} | 0.02  | 1.83 |
| M6    | 0.72 | 0.03  | 28.7  | -0.35 | 0.36  | 84.73 | 0.65 | 0.06  | 13.54 |
| M7    | 0.79 | 0.01  | 19.35 | -0.49 | 0.18  | 75.21 | 0.78 | 0.01  | 6.71 |
| M8    | 0.75 | 0.02  | 30.14 | -0.44 | 0.23  | 86.07 | 0.69 | 0.04  | 14.83 |
| M9    | 0.78 | 0.01  | \textbf{16.38} | -0.44 | 0.23  | \textbf{72.16} | 0.72 | 0.03  | 5.89 |
Because viral or really popular hashtags are the most important in our analysis, in Table 4, we also present adoption dominance $D_a$ results for hashtags with more than 500 spreading events. Good results for M5 model show, that it is the most robust framework presented in this article. Interestingly, highly popular hashtags with lower than average $a_{intra}$ are modeled much better with the inclusion of overexposure. This is visible in low error and high correlation values for models M5, M7 and M9. From the baseline models from literature, M4 has the best results.

5 Related Works

In the broad literature of the subject we find the works focusing on different aspects of meme popularity. These can be grouped into four major categories: content, social influence, time characteristics and network structure. Content appeal is typically analyzed for longer posts, for which sentiment, affect or emotional load can be established. In [7], the authors present the study of sample tweets and based on news/non-news classification and sentiment analysis conclude that negative sentiment for news messages and positive sentiment for non-news improves retweetability. The influence of psychological arousal (emotions resulting from a content) on information diffusion was analyzed in [2]. The authors provide evidence of perceptive claim that the high-arousal content triggers significant activation of users and boosts meme proliferation. Exhaustive sociolinguistic analysis of social media communication presented in [15] reveals important observations regarding meme lifecycle and virality. The authors emphasize the importance of phatic communication in maintaining vitality of social network. This type of communication does not transport quality content or meaning but still enables emergence of conviviality, understood as a production of social engagement, based on temporal and elastic collectives consuming virals. Simple interactions and networking seem more important drivers of social network dynamics than sharing valuable information. The comprehensive approach for meme bursts prediction is presented in [1], where features based on content, network and time are used to determine future meme popularity. The interesting method of meme identification based on content and time was presented in [13]. The authors represent the content stream dumps in a form of Graph-of-Words and use $k$-core decomposition algorithm to identify viral memes.

The notion of social network influencer is widely spread in mass culture and affects modern online marketing strategies causing emergence of semi-professional content producers on Twitter or Instagram. The importance of seed agents responsible for initiating information spread over social network was studied in many works including [10,16]. Cognitive constraints caused by heavy information flows such as limited attention or confirmation bias, forces individuals to aggressively filter content and optimize evaluation time by adapting options of others [9]. The high authority of peer providing information and multiple exposure increases the probability of meme adoption (retweet, mention). From
structural perspective, the influence can be quantified using vertex centrality measures such as degree, betweenness centrality, clustering coefficient or Page Rank. Nevertheless, the more complete model of meme propagation should also include non-structural external knowledge such as forwarding activity and interests.

Temporal patterns of meme diffusion were also analyzed in the context of process modeling and virality prediction. In [19], the authors used wavelet transform and trajectory clustering techniques to discover six major types of growth-decay characteristics of user attention curves. Different types of time series were identified for professional blogging, micro-blogging or news agencies. Long-term time variations in Twitter hashtag exposure and adoption was studied in [11]. The authors found that timing characteristics highly depend on the topic and frequency of hashtag exposure. The features extracted from the time series of first tweet adopters were used in [18] for classification-based virality prediction. It was also shown, that structural features of social network are more discriminative than time-based features.

The structure of social network was identified as a key component of meme spreading dynamics [3,6,12,14]. In particular, community structures can trap information flows and transform simple epidemic spreading to complex contagion, affected additionally by social mechanisms of homophily, reinforcement or overexposure. Inter-community concentration of early meme adopters is one of the most important features in predicting virality [17,18]. Surprisingly, as presented in [14], the local structural properties of communities are less important than mesoscopic community view. In the context of hashtag propagation over Twitter network, it was shown that spreading of less popular hashtags should be described as complex contagion, subject to homophily and social reinforcement, while virals propagate similar to diseases [17]. Apart from communities, the structure of subgraphs induced by early adopters is also crucial in modeling future meme dynamics. In [3], the authors perform extensive feature engineering for hashtag virality prediction and build classification model, which uses subgraph conductance as one of the most discriminative features. More recently, in [6], the authors analyze structural properties of meme adoption graphs (MAGs) and formulate MAG-based, generic framework for spreading models comparison.

In our work we were inspired by structural models taking into account social reinforcement and homophily [17,18], but we decided to additionally include negative feedback loop related to overused memes.

6 Conclusion

We demonstrated that hashtag spreading is a complex process, which cannot be accurately modeled based on the network structure only. Many factors like intra-community activity or popularity play an important role. In general, our models taking into account meme overexposure follow the dynamics of hashtag spreading more precisely, especially, when compared to the models from other works. Unique information overexposure model (M5) is performing the best when compared to the ground truth dynamics obtained from all hashtags.
The good results obtained for M9 model should also be emphasised. This model takes into account overexposure constraint by generating tweet with the probability inversely proportional to the number of exposures. This is the most apparent proof, that the negative feedback loop for the social reinforcement should be considered, when modeling meme spreading.

As visible in large error values and negative or insignificant correlations, hashtags with the higher than average *intra-community activity* are the hardest to reproduce. Interestingly, overexposure models have smaller *rmse* errors compared to social-reinforcement and homophily ones. Spreading with the lower than average *intra-community activity* values is overall best described by the homophily model (M4). This is mostly due to its accuracy for unpopular hashtags. For virals, defined as having popularity greater than 500 spreading events, the M5 and M7 (the local increase of generation probability model) are much more precise. The accuracy of M5 model is the order of magnitude better than one obtained for M2–M4 models.

To have more complete overview of hashtag dynamics, the further work should focus on analysing the timescale of spreading and the stability of solutions when working with missing data.

**Acknowledgements.** The research presented in this paper was supported by the funds assigned to AGH University of Science and Technology by the Polish Ministry of Science and Higher Education and in part by PL-Grid Infrastructure.

**References**

1. Bai, J., Li, L., Lu, L., Yang, Y., Zeng, D.: Real-time prediction of meme burst. In: 2017 IEEE International Conference on Intelligence and Security Informatics (ISI), pp. 167–169. IEEE (2017)
2. Berger, J., Milkman, K.L.: What makes online content viral? J. Mark. Res. 49(2), 192–205 (2012)
3. Bora, S., Singh, H., Sen, A., Bagchi, A., Singla, P.: On the role of conductance, geography and topology in predicting hashtag virality. Soc. Network Anal. Min. 5(1), 1–15 (2015). https://doi.org/10.1007/s13278-015-0300-2
4. Bright, P.: How the London riots showed us two sides of social networking. Ars Technica (2011)
5. Dzwinel, W., Wcisło, R., Czech, W.: ivga: a fast force-directed method for interactive visualization of complex networks. J. Comput. Sci. 21, 448–459 (2017)
6. Elsharkawy, S., Hassan, G., Nabhan, T., Roushyd, M.: Modelling meme adoption pattern on online social networks. In: Web Intelligence, vol. 17, pp. 243–258. IOS Press (2019)
7. Hansen, L.K., Arvidsson, A., Nielsen, F.A., Colleoni, E., Etter, M.: Good friends, bad news - affect and virality in Twitter. In: Park, J.J., Yang, L.T., Lee, C. (eds.) FutureTech 2011. CCIS, vol. 185, pp. 34–43. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-22309-9_5
8. Muchnik, L., Aral, S., Taylor, S.J.: Social influence bias: a randomized experiment. Science 341(6146), 647–651 (2013)
9. Qiu, X., Oliveira, D.F., Shirazi, A.S., Flammini, A., Menczer, F.: Limited individual attention and online virality of low-quality information. Nat. Hum. Behav. 1(7), 0132 (2017)
10. Romero, D.M., Galuba, W., Asur, S., Huberman, B.A.: Influence and passivity in social media. In: Gunopulos, D., Hofmann, T., Malerba, D., Vazirgiannis, M. (eds.) ECML PKDD 2011. LNCS (LNAI), vol. 6913, pp. 18–33. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-23808-6_2
11. Romero, D.M., Meeder, B., Kleinberg, J.: Differences in the mechanics of information diffusion across topics: idioms, political hashtags, and complex contagion on Twitter. In: Proceedings of the 20th International Conference on World Wide Web, pp. 695–704. ACM (2011)
12. Saxena, A., Iyengar, S., Gupta, Y.: Understanding spreading patterns on social networks based on network topology. In: Proceedings of the 2015 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining 2015, pp. 1616–1617. ACM (2015)
13. Shabunina, E., Pasi, G.: A graph-based approach to memes identification and tracking in social media streams. Knowl.-Based Syst. 139, 108–118 (2018)
14. Stegehuis, C., Van Der Hofstad, R., Van Leeuwaarden, J.S.: Epidemic spreading on complex networks with community structures. Sci. Rep. 6, 29748 (2016)
15. Varis, P., Blommaert, J.: Conviviality and collectives on social media: virality, memes, and new social structures. Multilingual Margins: J. Multilingualism Periphery 2(1), 31–31 (2015)
16. Weng, L., Flammini, A., Vespignani, A., Menczer, F.: Competition among memes in a world with limited attention. Sci. Rep. 2, 335 (2012)
17. Weng, L., Menczer, F., Ahn, Y.Y.: Virality prediction and community structure in social networks. Sci. Rep. 3, 2522 EP (2013). article
18. Weng, L., Menczer, F., Ahn, Y.Y.: Predicting successful memes using network and community structure. In: Eighth International AAAI Conference on Weblogs and Social Media (2014)
19. Yang, J., Leskovec, J.: Patterns of temporal variation in online media. In: Proceedings of the Fourth ACM International Conference on Web Search and Data Mining, pp. 177–186. ACM (2011)