ON GENERATORS OF TRANSITION SEMIGROUPS ASSOCIATED TO SEMILINEAR STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS

D. A. BIGNAMINI AND S. FERRARI*

Abstract. Let $X$ be a real separable Hilbert space. Let $Q$ be a linear, bounded, positive and compact operator on $X$ and let $A : \text{Dom}(A) \subseteq X \rightarrow X$ be a linear, self-adjoint operator generating a strongly continuous semigroup on $X$. Let $F : X \rightarrow X$ be a (smooth enough) function and let $\{W(t)\}_{t \geq 0}$ be a $X$-valued cylindrical Wiener process. For any $\alpha \geq 0$, we are interested in the mild solution $X(t, x)$ of the semilinear stochastic partial differential equation

\[ \begin{cases} dX(t, x) = (AX(t, x) + F(X(t, x)))dt + Q^\alpha dW(t), & t > 0; \\ X(0, x) = x \in X, \end{cases} \]

and in its associated transition semigroup

\[ P(t)\varphi(x) := \mathbb{E}[\varphi(X(t, x))], \quad \varphi \in B_b(X), \quad t \geq 0, \ x \in X; \quad (0.1) \]

where $B_b(X)$ denotes the space of the real-valued, bounded and Borel measurable functions on $X$. In this paper we study the behavior of the semigroup $P(t)$ in the space $L^2(X, \nu)$, where $\nu$ is the unique invariant probability measure of (0.1), when $F$ is dissipative and has polynomial growth. Then we prove the logarithmic Sobolev and the Poincaré inequalities and we study the maximal Sobolev regularity for the stationary equation

\[ \lambda u - N_2 u = f, \quad \lambda > 0, \ f \in L^2(X, \nu); \]

where $N_2$ is the infinitesimal generator of $P(t)$ in $L^2(X, \nu)$.

1. Introduction

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ be a normal filtered probability space. We denote by $\mathbb{E}[\cdot]$ the expectation with respect to $\mathbb{P}$. Let $X$ be a real separable Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and associated norm $\| \cdot \|$. Let $A : \text{Dom}(A) \subseteq X \rightarrow X$ be the infinitesimal generator of a strongly continuous semigroup $e^{tA}$, $Q \in \mathcal{L}(X)$ a positive operator and $F : X \rightarrow X$ be a suitable Borel measurable function. Let $\{W(t)\}_{t \geq 0}$ be a $X$-valued adapted cylindrical Wiener process on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. For $\alpha \geq 0$, we consider the stochastic partial differential equation

\[ \begin{cases} dX(t, x) = (AX(t, x) + F(X(t, x)))dt + Q^\alpha dW(t), & t > 0; \\ X(0, x) = x \in X. \quad (1.1) \end{cases} \]

Under suitable hypotheses on $A$, $Q$ and $F$, for any $x \in X$, (1.1) has a unique mild solution $\{X(t, x)\}_{t \geq 0}$ (see Proposition 2.4) and the transition semigroup on $B_b(X)$ (the space of the real-valued, bounded and Borel measurable functions on $X$) defined as

\[ P(t)\varphi(x) := \mathbb{E}[\varphi(X(t, x))], \quad t \geq 0, \ x \in X, \ \varphi \in B_b(X); \quad (1.2) \]

admits a unique probability invariant measure $\nu$ (see Proposition 2.7). Mild solutions of stochastic partial differential equations such as (1.1) and their transition semigroups are widely studied in the literature (see, for example, [2] [8] [20] [21] [32] [35] [36] [37] [38] [43]).

In this paper we study the measure $\nu$, the behaviour of the transition semigroup (1.2) in the space $L^2(X, \nu)$ and the regularity of the weak solution of the stationary Kolmogorov equation associated to (1.1). In particular we will show that, whenever $A$, $Q$ and $F$ satisfy some additional
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conditions (see Hypotheses 1.7), then \( \nu \) satisfies the logarithmic Sobolev and Poincaré inequalities, while the transition semigroup \( P(t) \) satisfies a hypercontractivity property. The behavior of the transition semigroup in the space \( L^2(\mathcal{X}, \nu) \) and of the invariant measure \( \nu \) is already present in the literature under some different hypotheses (see for example [22, 23, 24, 26, 27, 30, 31, 33]). In order to be able to state our results and show how they differ from those already present in literature we need to list the hypotheses we will assume throughout the paper.

**Hypotheses 1.1.** We assume the following conditions hold true.

(a) \( Q \in \mathcal{L}(\mathcal{X}) \) is positive and compact operator.

(b) \( A : \text{Dom}(A) \subseteq \mathcal{X} \rightarrow \mathcal{X} \) is linear, self-adjoint and is the infinitesimal generator of a strongly continuous semigroup \( e^{tA} \) on \( \mathcal{X} \). Moreover there exists \( \zeta_1 > 0 \) such that for every \( x \in \text{Dom}(A) \)

\[
\langle Ax, x \rangle \leq -\zeta_1 \|x\|^2.
\]

(c) There exists \( \eta \in (0, 1) \), such that

\[
\int_0^{+\infty} \frac{1}{s^\eta} \text{Tr}[e^{2sA}Q^{2\alpha}]ds < +\infty, \quad (1.3)
\]

Our hypotheses on \( F \) are the following.

**Hypotheses 1.2.** Assume Hypotheses 1.1 hold true and that \( F : \mathcal{X} \rightarrow \mathcal{X} \) is a locally Lipschitz function, such that

(a) \( F \) has polynomial growth, namely, there exist \( m \in \mathbb{N} \) and \( C > 0 \), such that for any \( x \in \mathcal{X} \)

\[
\|F(x)\| \leq C(1 + \|x\|^m);
\]

(b) there exists \( \zeta_2 \in \mathbb{R} \) such that \( \zeta := \zeta_1 - \zeta_2 > 0 \) and, for any \( x, y \in \mathcal{X}, \)

\[
\langle F(x) - F(y), x - y \rangle \leq \zeta_2 \|x - y\|^2.
\]

Hypotheses 1.2 will be used the prove existence and uniqueness of the mild solution of (1.1) and the fact that formula (1.2) defines a semigroup.

**Remark 1.3.** If Hypotheses 1.2 hold true, then the class of stochastic differential equations defined by (1.1) covers two important cases. Indeed if \( Q \) is a trace class operator, \( \alpha = 1/2 \) and \( A = -(1/2)\text{Id}_\mathcal{X} \) we obtain the stochastic partial differential equation associated with a perturbed Malliavin operator (see for example [5, 9, 16, 17, 38]). While if \( \alpha = 0 \) and \( A \) is the pseudoinverse of a trace class operator we obtain the stochastic partial differential equation considered in [23, 32, 33, 34, 38].

Now we want to give an outline of the results of the paper and of the procedure we want to follow to prove such results. Our first step is to show that the semigroup \( P(t) \), defined in (1.2), can be uniquely extended in \( L^2(\mathcal{X}, \nu) \) to a strongly continuous semigroup \( P_2(t) \) (see Proposition 2.8). We will denote by \( N_2 \) the infinitesimal generator of \( P_2(t) \) in \( L^2(\mathcal{X}, \nu) \). The first main result we will prove is that the space

\[
\xi_2(\mathcal{X}) := \text{span}\{\text{real and imaginary parts of the functions } x \mapsto e^{i(x,h)} | h \in \text{Dom}(A)\},
\]

is a core in \( L^2(\mathcal{X}, \nu) \) for \( N_2 \). Moreover we will show that the closure in \( L^2(\mathcal{X}, \nu) \) of the second order Kolmogorov operator defined by

\[
N_2\varphi(x) := \frac{1}{2} \text{Tr}[Q^{2\alpha}\mathcal{D}^2\varphi(x)] + \langle x, A\mathcal{D}\varphi(x) \rangle + \langle F(x), \mathcal{D}\varphi(x) \rangle, \quad \varphi \in \xi_2(\mathcal{X}), \; x \in \mathcal{X}.
\]

is \( N_2 \). This first step is essential to the study of the weak solution of the stationary equation

\[
\lambda u - N_2u = f, \quad (1.5)
\]

with \( \lambda > 0 \) and \( f \in L^2(\mathcal{X}, \nu) \), since it provides us with a “easy to work with” space on which we know the exact action of the operator \( N_2 \). More precisely the results we will prove in Section 3 is the following.
Theorem 1.4. Assume Hypotheses \[ \text{(1.3)} \] hold true. \( N_2 \) is the closure of \( N_0 \) in \( L^2(\mathcal{X}, \nu) \) and \( \xi_A(\mathcal{X}) \) is a core for \( N_2 \) in \( L^2(\mathcal{X}, \nu) \).

A proof of Theorem \[ \text{(1.4)} \] when \( F \) is a Lipschitz continuous function, can be found in [24, Section 3.5], [33, Section 11.2.2] or [15], while in [24, Sections 4.6 and 5.7] Theorem \[ \text{(1.4)} \] was proved in other specific settings.

In the second step we want to provide an appropriate definition of Sobolev space related to a “natural” derivative operator associated to \( Q^\alpha \). We start with some definitions that will be useful throughout the paper. Let \( H_\alpha := Q^\alpha(\mathcal{X}) \) and set

\[
\langle h, k \rangle_\alpha := \langle Q^{-\alpha}h, Q^{-\alpha}k \rangle, \quad h, k \in H_\alpha.
\]

\((H_\alpha, \langle \cdot, \cdot \rangle_\alpha)\) is a Hilbert space continuously embedded in \( \mathcal{X} \). We denote by \( \| \cdot \|_\alpha \) the norm induced by the scalar product \( \langle \cdot, \cdot \rangle_\alpha \) on \( H_\alpha \).

Definition 1.5. Let \( \mathcal{Y} \) be a Hilbert space endowed with the norm \( \| \cdot \|_\mathcal{Y} \) and let \( \Phi: \mathcal{X} \to \mathcal{Y} \).

(i) We say that \( \Phi \) is differentiable along \( H_\alpha \) at the point \( x \in \mathcal{X} \), if there exists \( L_x \in \mathcal{L}(H_\alpha, \mathcal{Y}) \) such that

\[
\lim_{\|h\|_\alpha \to 0} \frac{\|\Phi(x + h) - \Phi(x) - L_x h\|_\mathcal{Y}}{\|h\|_\alpha} = 0.
\]

When it exists, the operator \( L_x \) is unique and we set \( \mathcal{D}_\alpha \Phi(x) := L_x \). If \( Y = \mathbb{R} \), then \( L_x \in H_\alpha^* \) and so there exists \( k_x \in H_\alpha \) such that \( L_x h = \langle h, k_x \rangle_\alpha \) for any \( h \in H_\alpha \). We set \( \mathcal{D}_\alpha \Phi(x) := k_x \) and we call it \( H_\alpha \)-gradient of \( \Phi \) at \( x \in \mathcal{X} \).

(ii) We say that \( \Phi \) is two times differentiable along \( H_\alpha \) at the point \( x \in \mathcal{X} \) if it is differentiable along \( H_\alpha \) at every point of \( \mathcal{X} \) and there exists \( T_x \in \mathcal{L}(H_\alpha, \mathcal{L}(H_\alpha, \mathcal{Y})) \) such that

\[
\lim_{\|k\|_\alpha \to 0} \frac{\|\mathcal{D}_\alpha \Phi(x + k)\|_\mathcal{Y} - \langle \mathcal{D}_\alpha \Phi(x) \rangle_\mathcal{Y}}{\|k\|_\alpha} = 0,
\]

uniformly for \( h \in H_\alpha \) with norm 1. When it exists, the operator \( T_x \) is unique and we set \( \mathcal{D}^2 \Phi(x) := T_x \). If \( Y = \mathbb{R} \), then \( T_x \in \mathcal{L}(H_\alpha, H_\alpha^*) \), so there exists \( S_x \in \mathcal{L}(H_\alpha) \) such that \( (T_x h)(k) = \langle S_x h, k \rangle_\alpha \) for any \( h, k \in H_\alpha \). We set \( \mathcal{D}^2_\alpha \Phi(x) := S_x \) and we call it \( H_\alpha \)-Hessian of \( \Phi \) at \( x \in \mathcal{X} \).

In a similar way it is possible to define the \( H_\alpha \)-Gateaux derivative.

Remark 1.6. The derivative operator \( \mathcal{D}_\alpha \) is a Fréchet derivative along the direction of \( H_\alpha \). As we will show in Section 4 the existence of the classical Fréchet derivative operator implies the existence of \( \mathcal{D}_\alpha \), but the converse is false. Derivative operators along a dense subspace were already considered in papers and books dealing with Sobolev spaces defined on infinite dimensional spaces (see for example [4, 6, 8, 9, 16, 17, 44]).

We need to add some hypotheses in order to prove the rest of the results of the paper.

Hypotheses 1.7. We assume Hypotheses \[ \text{(1.3)} \] hold true, that \( A \) and \( Q \) commute and that there exists \( G: \mathcal{X} \to \mathcal{X} \) such that \( F = Q^{2\alpha} G \). Furthermore we assume that

(a) \( F \) is a Fréchet differentiable function with continuous derivative, such that there exist \( C' > 0 \) with

\[
\| \mathcal{D} F(x) \|_{\mathcal{L}(\mathcal{X})} \leq C' (1 + \|x\|^{m-1}), \quad x \in \mathcal{X}.
\]

where \( \mathcal{D} F \) denotes the Fréchet derivative operator of \( F \).

(b) The part of \( A \) in \( H_\alpha \) generates a strongly continuous and contraction semigroup on \( H_\alpha \) (we still denote by \( A \) the part of \( A \) in \( H_\alpha \)) and there exist \( \zeta_\alpha > 0 \) such that

\[
\langle (A + \mathcal{D} F(x)) h, h \rangle_\alpha \leq -\zeta_\alpha \|h\|_\alpha^2, \quad x \in \mathcal{X} h \in H_\alpha.
\]
Remark 1.8. In the case when \( Q \) is a trace class operator and \( \alpha = 0 \) or \( \alpha = 1/2 \) these Sobolev spaces introduced here were already considered and studied in various papers. Indeed \( W^{1,2}_0(\mathcal{X}, \nu) \) is the Sobolev space studied in \[24\] Section 3.6.1 and \[20\], while the space \( W^{1,2}_{1/2}(\mathcal{X}, \nu) \) is the Sobolev space studied in \[10\] and \[10\]. Furthermore we stress that
\[
W^{1,2}_\alpha(\mathcal{X}, \nu) \subseteq W^{1,2}_\beta(\mathcal{X}, \nu), \quad \alpha < \beta.
\]
In particular the norms \( \|u\|_{W^{1,2}_\alpha(\mathcal{X}, \nu)} \), with \( \alpha \geq 0 \), are not equivalent.

The main result of Section 1.2 is the following.

Theorem 1.9. Assume Hypotheses \[17\] hold true. If \( \lambda > 0 \) and \( f \in L^2(\mathcal{X}, \nu) \), then \[1.5\] admits a unique weak solution \( u \in \text{Dom}(N_2) \). Furthermore \( u \in W^{1,2}_\alpha(\mathcal{X}, \nu) \) and
\[
\|u\|_{L^2(\mathcal{X}, \nu)} \leq \frac{1}{\lambda} \|f\|_{L^2(\mathcal{X}, \nu)}; \quad \|\mathcal{D}_\alpha u\|_{L^2(\mathcal{X}, \nu; H_\alpha)} \leq \sqrt{2} \|f\|_{L^2(\mathcal{X}, \nu)}.
\]
Moreover if \( N_2 \) is symmetric in \( L^2(\mathcal{X}, \nu) \), then for every \( \lambda > 0 \) and \( f \in L^2(\mathcal{X}, \nu) \), the unique solution of \[1.5\] belongs to \( W^{2,2}_\alpha(\mathcal{X}, \nu) \) and
\[
\|\mathcal{D}_\alpha^2 u\|_{L^2(\mathcal{X}, \nu; \mathcal{H}_\alpha)} \leq 2 \sqrt{2} \|f\|_{L^2(\mathcal{X}, \nu)},
\]
where \( \mathcal{H}_\alpha \) is the space of Hilbert–Schmidt operators on \( H_\alpha \).

Since \( \xi_\alpha(\mathcal{X}) \) is a core for \( N_2 \) (Theorem 1.4) then the weak solution \( u \) constructed in Theorem 1.9 is strong, namely there exists a sequence \( \{u_n\}_{n \in \mathbb{N}} \subseteq \xi_\alpha(\mathcal{X}) \) such that \( u_n \) and \( \lambda u_n - N_2 u_n \) converge to \( u \) and \( f \) in \( L^2(\mathcal{X}, \nu) \), respectively.

The study of the Sobolev regularity of the solution of stationary second order Kolmogorov equations, like \[1.6\], is classical in finite dimension (see, for example, \[50\]), while in infinite dimension the literature on this subject is still scarce. Results like Theorem 1.9 are usually called “maximal Sobolev regularity results” since they state the maximal regularity that the weak solution of \[1.6\] can enjoy in Sobolev spaces. They also provide other information about the domain of \( N_2 \), in particular Theorem 1.9 states that \( \text{Dom}(N_2) \) is continuously embedded in \( W^{2,2}_\alpha(\mathcal{X}, \nu) \).

As a final result we will prove the logarithmic Sobolev inequality and the Poincaré inequality and some of their consequences in the spaces \( W^{1,2}_\alpha(\mathcal{X}, \nu) \). More precisely we will prove the following theorems.

Theorem 1.10. Assume Hypotheses \[17\] hold true. For \( p \geq 1 \) and \( \phi \in \mathcal{F}^+ \) (see Section 12), the following inequality holds:
\[
\int_\mathcal{X} |\phi|^p \ln |\phi|^p d\nu \leq \left( \int_\mathcal{X} |\phi|^p d\nu \right) \ln \left( \int_\mathcal{X} |\phi|^p d\nu \right) + \frac{p^2}{2\alpha} \int_\mathcal{X} |\phi|^{p-2} \|\mathcal{D}_\alpha \phi\|^2_{\alpha} \chi(\phi \neq 0) d\nu. \tag{1.6}
\]
Furthermore for every \( \phi \in W^{1,2}_\alpha(\mathcal{X}, \nu) \) it holds
\[
\int_\mathcal{X} |\phi|^2 \ln |\phi|^2 d\nu \leq \left( \int_\mathcal{X} |\phi|^2 d\nu \right) \ln \left( \int_\mathcal{X} |\phi|^2 d\nu \right) + \frac{2}{\alpha\lambda} \int_\mathcal{X} |\mathcal{D}_\alpha \phi|^2_{\alpha} \chi(\phi \neq 0) d\nu. \tag{1.7}
\]

Theorem 1.11. Assume Hypotheses \[17\] hold true. If \( \phi \in W^{1,2}_\alpha(\mathcal{X}, \nu) \), then
\[
\int_\mathcal{X} |\phi - \int_\mathcal{X} \phi d\nu|^2 d\nu \leq \frac{1}{2\alpha} \int_\mathcal{X} |\mathcal{D}_\alpha \phi|^2_{\alpha} d\nu. \tag{1.8}
\]
Such inequalities are present in the literature only in specific settings. In \[1\] \[10\] \[17\] and \[33\] Section 12] the authors assume that \( F = -2U \) where \( U : \mathcal{X} \to \mathbb{R} \) is a convex function with Lipschitz continuous derivative and \( \alpha = 0 \) or \( \alpha = 1/2 \). In \[24\] Section 3.6, \[26\] and \[33\] Section 11] the authors consider a generic Lipschitz continuous function \( F \) and \( \alpha = 0 \). In \[10\] the authors assume hypotheses similar to the ones of this papers, but they work in a finite dimensional setting.

The study of Sobolev spaces defined on infinite dimensional spaces, the search for maximal Sobolev regularity results and of logarithmic Sobolev and Poincaré inequalities have already been
approached by various authors. In [24 Section 3.6.1] and [25] the authors assume that $Q^\alpha$ has a continuous inverse and work with the Sobolev space $W^{1,2}(X, \nu)$ defined as the domain of the closure in $L^2(X, \nu)$ of the classical Fréchet gradient operator $\mathcal{D} : \xi_A(X) \subseteq L^2(X, \nu) \to L^2(X, \nu; \mathcal{X})$. We emphasize that the case when $Q^\alpha$ has a continuous inverse presents no significant differences in defining and studying Sobolev spaces compared to the case when $\alpha = 0$. In [16] and [19] the authors assume that $\alpha = 1/2$, where $Q$ is a positive, self-adjoint and trace class operator, and $F = -Q^2 U$ where $U : X \to \mathbb{R}$ is a Fréchet differentiable and convex function, such that $\mathcal{D} U$ is Lipschitz continuous. They consider the Sobolev space $W^{1,2}_Q(X, \nu)$ defined as the closure in $L^2(X, \nu)$ of the operator $Q^{1/2} \mathcal{D} : \xi_A(X) \subseteq L^2(X, \nu) \to L^2(X, \nu; \mathcal{X})$. We underline that, if $F = -Q^2 U$, then the invariant measure $\nu$ is a weighted Gaussian measures and $N_2$ is the self-adjoint operator associated to the quadratic form

$$G(\varphi, \psi) = \int_X (Q^{1/2} \mathcal{D} \varphi, Q^{1/2} \mathcal{D} \psi) d\nu, \quad \varphi, \psi \in W^{1,2}_Q(X, \nu).$$

Conversely, if $F$ is not of that form, then $N_2$ is not necessarily associated to a quadratic form. In this paper we will revise the methods of the above mentioned papers, to avoid the conditions $Q^{-\alpha} \in \mathcal{L}(X)$ or $F = -Q^2 U$.

The paper is organized in the following way. In Section 2 we fix the notation and recall some basic definitions and results. Section 3 is dedicated to the proof of Theorem 1.1.4 while Section 4 is devoted to the proofs of Theorem 1.9, Theorem 1.10 and Theorem 1.11. In the final section we give some examples of operators $A, Q$ and of functions $F$ satisfying our hypotheses.

## 2. Preliminaries

In this section we define the notation that we will use in this paper and we recall some basic definitions and results.

### 2.1. Notations and remarks

Throughout the paper all the integrals are to be understood in the sense of Bochner unless stated otherwise.

Let $H_1$ and $H_2$ be two real Hilbert spaces with inner products $\langle \cdot, \cdot \rangle_{H_1}$ and $\langle \cdot, \cdot \rangle_{H_2}$ respectively. We denote by $2(H_1)$ the family of the Borel subsets of $H_1$ and by $B_b(H_1; H_2)$ the set of the $H_2$-valued, bounded and Borel measurable functions. When $H_2 = \mathbb{R}$ we simply write $B_b(H_1)$.

We denote by $C^k_b(H_1; H_2)$, $k \in \mathbb{N} \cup \{\infty\}$ the set of the $k$-times Fréchet differentiable functions from $H_1$ to $H_2$ with bounded derivatives up to order $k$. If $H_2 = \mathbb{R}$ we simply write $C^k_b(H_1)$.

For a function $\Phi \in C^k_b(H_1; H_2)$ we denote by $\mathcal{D}\Phi(x)$ the Fréchet derivative operator of $\Phi$ at the point $x \in H_1$. If $f \in C^k_b(H_1)$, we still denote by $\mathcal{D}f$ its gradient. If $\Phi : H_1 \to H_2$ is Gateaux differentiable we denote by $\mathcal{D}^G\Phi(x)$ the Gateaux derivative operator of $\Phi$ at the point $x \in H_1$. See [29 Chapter 7]. We recall that assuming Hypothesis [12.0], then it holds

$$\langle \mathcal{D} F(x) h, h \rangle \leq \zeta_2 \|h\|^2, \quad x, h \in X. \tag{2.1}$$

We denote by $\text{Id}_X \in \mathcal{L}(X)$ (the set of bounded linear operators from $X$ to itself) the identity operator on $X$. We say that $B \in \mathcal{L}(X)$ is non-negative (positive) if for every $x \in X \setminus \{0\}$

$$\langle Bx, x \rangle \geq 0 \ (> 0).$$

In an analogous way we define the non-positive (negative) operators. We denote by $\overline{X}$ the space of Hilbert–Schmidt operators from $X$ to $X$.

**Remark 2.1.** By Hypotheses [7.7] there exists an orthonormal basis $\{e_k\}_{k \in \mathbb{N}}$ of $X$ consisting of eigenvectors of $Q$, i.e.

$$Qe_k = \lambda_k e_k,$$

where $\lambda_k > 0$, for any $k \in \mathbb{N}$, are the eigenvalues of $Q$. From here on we fix this orthonormal basis for $X$. 
For any $k \in \mathbb{N} \cup \{\infty\}$, we denote by $\mathcal{F}_b^k(X)$ the set of functions $f : X \to \mathbb{R}$ such that, for some $n \in \mathbb{N}$, there exists a function $\varphi \in C_b^k(\mathbb{R}^n)$ such that for all $x \in X$

$$f(x) = \varphi((x,e_1),\ldots,(x,e_n)).$$

We call maps of this type cylindrical functions.

**Remark 2.2.** In this paper we have chosen to define the operator $N_0$, introduced in (1.4), on the linear space $\xi_A(X)$ (that is a subset of the set of cylindrical functions) since it makes some calculations easier, but we could have defined it on $\mathcal{F}_b^\infty(X)$. Indeed in many papers whose results we will mention the operator $N_0$ is defined on $\mathcal{F}_b^\infty(X)$ (see, for example, [27, 28]).

We conclude this section by recalling the following result about the relationship between the uniform convergence on compact sets and the pointwise convergence (see [65], Definition 43.12, Lemma 43.13 and Theorem 43.14).

**Proposition 2.3.** A sequence $\{\varphi_n\}_{n \in \mathbb{N}} \subseteq C_b(X)$ is uniformly convergent on every compact subset of $X$ to a function $\varphi \in C_b(X)$ if, and only if, $\{\varphi_n\}_{n \in \mathbb{N}}$ is pointwise convergent to $\varphi$ and the family $\{\varphi_n \mid n \in \mathbb{N}\}$ is equicontinuous, namely for any $x_0 \in X$ and $\epsilon > 0$ there exists $\delta := \delta(x_0,\epsilon) > 0$ such that, for any $n \in \mathbb{N}$ and $x \in X$ with $\|x-x_0\| \leq \delta$ we have $|\varphi_n(x) - \varphi_n(x_0)| \leq \epsilon$.

We recall some basic definitions about stochastic processes and probability spaces (see [59]). Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ be a complete, filtered probability space. Let $\xi : (\Omega, \mathcal{F}, \mathbb{P}) \to (X, \mathcal{B}(X))$ be a random variable, we denote by

$$\mathcal{L}(\xi) := \mathbb{P} \circ \xi^{-1}$$

the law of $\xi$ on $(X, \mathcal{B}(X))$, and by

$$\mathbb{E}[\xi] := \int_{\Omega} \xi d\mathbb{P} = \int_X x(\mathcal{L}(\xi))(dx),$$

the expectation of $\xi$ respect to $\mathbb{P}$.

For the sake of self-completeness, we are going to recall a classical definition regarding stochastic processes.

**Definition 2.4.** We denote by $\mathcal{X}^p([0,T]), T > 0, p \geq 1$, the space of the progressively measurable $X$-valued processes $\{\psi(t)\}_{t \in [0,T]}$ such that

$$\|\psi\|_{\mathcal{X}^p([0,T])} := \sup_{t \in [0,T]} \mathbb{E}[\|\psi(t)\|^p] < +\infty.$$ 

We refer to [54], Section 4.1.2, [51], Section 2.5.1 and [61], Section 1 for the definition of cylindrical Wiener process.

### 2.2. Mild solutions and transition semigroups

In this subsection we study the existence and uniqueness of a mild solution for (1.1) and we define the semigroup associated to it.

**Definition 2.5.** We call mild solution of (1.1) a $X$-valued adapted stochastic process $\{X(t,x)\}_{t \geq 0}$ satisfying

$$X(t,x) = e^{tA}x + \int_0^t e^{(t-s)A}F(X(s,x))ds + \int_0^t e^{(t-s)A}Q\varnothing dW(s), \quad t \geq 0, \ x \in X;$$

and such that $\mathbb{P}(\int_0^T \|X(s,x)\|^2ds < +\infty) = 1$, for every $x \in X$ and $T > 0$. For simplicity sometimes we denote by $X(t,x)$ the mild solution $\{X(t,x)\}_{t \geq 0}$.

**Proposition 2.6.** If Hypotheses 1.2 hold true, then (1.1) has a unique mild solution $X(t,x)$. Moreover $X(t,x)$ has a continuous and predictable version and the function $x \mapsto X(t,x)$ is Lipschitz continuous uniformly with respect to $t \geq 0$. In particular the semigroup

$$P(t)\varphi(x) := \mathbb{E}[\varphi(X(t,x))], \quad t \geq 0, \ x \in X, \ \varphi \in B_b(X), \quad (2.2)$$

is well defined.
Proof. The statements follow from some classic results as in [32] Theorem 5.2.3, [31] Theorem 7.13 and [2] Proposition 2.5. The fact that the function \( x \mapsto X(t,x) \) is Lipschitz continuous follows from [56] Proposition 3.7.

We stress that by [13] and [34] Theorems 4.36-5.2-5.11, the process

\[ W_A(t) := \int_0^t e^{(t-s)A}Q^s ds, \quad t \geq 0; \]

has a continuous version and, for any \( p \geq 1 \),

\[ \sup_{t \geq 0} \mathbb{E}[|W_A(t)|^p] < +\infty. \quad (2.3) \]

By [34] Theorems 11.33 and 11.34 we have the following result about the existence and uniqueness of the invariant measure for \( P(t) \).

**Proposition 2.7.** Assume Hypotheses [1,3] hold true. The transition semigroup \( P(t) \) defined in (2.2) has a unique probability invariant measure \( \nu \), namely \( \nu \) is a probability and Borel measure on \( X \) such that, for any \( t \geq 0 \) and \( \varphi \in B_b(X) \) we have

\[ \int_X P(t)\varphi d\nu = \int_X \varphi d\nu. \]

Moreover for any \( x \in X \) and any function \( \varphi : X \to \mathbb{R} \) bounded and Lipschitz continuous, it holds

\[ \lim_{t \to +\infty} P(t)\varphi(x) = \int_X \varphi d\nu. \quad (2.4) \]

We recall a couple of inequalities that follow immediately from the Hölder and Jensen inequalities, and (2.2). For every \( \varphi, \psi \in B_b(X) \), \( t > 0 \), \( p, q \in [1, \infty] \), such that \( 1/p + 1/q = 1 \) (with the usual convention that if \( p = 1 \), then \( q = \infty \), and viceversa) and \( f : \mathbb{R} \to \mathbb{R} \) a convex function we have

\[ |P(t)\varphi \psi| \leq (P(t)|\varphi|^q)^{1/q}(P(t)|\psi|^p)^{1/p}; \quad (2.5) \]

\[ (f \circ P(t))\varphi \leq P(t)(f \circ \varphi); \quad (2.6) \]

By some standard arguments and the invariance of \( \nu \), it follows that the transition semigroup is uniquely extendable in \( L^p(X,\nu) \), with \( p \geq 1 \).

**Proposition 2.8.** Assume Hypothesis [1,3] hold true. The transition semigroup \( P(t) \) defined in (2.2) is uniquely extendable to a strongly continuous and contraction semigroup \( P_0(t) \) in \( L^p(X,\nu) \), for any \( p \geq 1 \). We will denote by \( N_2 \) the infinitesimal generator of \( P_0(t) \) in \( L^2(X,\nu) \).

We now recall some results about the differentiability of the mild solution of (1.1) with respect to the initial datum. These results follow arguing as in [56] Section 3, however, for the reader convenience, we present their proofs in Appendix A.

**Proposition 2.9.** Assume Hypotheses [1,7] hold true, let \( p \geq 2 \) and let \( X(t,x) \) the mild solution of (1.1). The map \( x \mapsto X(t,x) \) is Gateaux differentiable as a function from \( X \) to \( X^p([0,T]) \) and, for every \( x, h \in X \), the process \( \{D^G X(t,x)h\}_{t \geq 0} \) is the unique mild solution of

\[ \begin{cases}
\frac{d}{dt} S_x(t,h) = (A + D F(X(t,x))) S_x(t,h), & t > 0; \\
S_x(0,h) = h.
\end{cases} \]

**Proposition 2.10.** In the hypotheses of Theorem 2.7, for any \( t > 0 \) and \( x, h \in X \), it holds

\[ \|D^G X(t,x)h\| \leq e^{-\zeta t}\|h\|, \]

where \( X(t,x) \) is the mild solution of (1.1) and \( \zeta \) is the constant appearing in Hypotheses [1,3].
2.3. The Ornstein–Uhlenbeck semigroup. In this subsection we recall some results about the behavior on spaces of continuous functions of the Ornstein–Uhlenbeck semigroup. These preliminary results will be essential for the proof of Theorem 1.3. The Ornstein–Uhlenbeck semigroup in various settings is one of the most studied semigroup in the literature. We refer to \[11\-16\-18\-19\-24\-25\-26\-28\-31\-33\-34\-35\-36\-48\-52\-54\-55\-57\-62\-63\-64\] and the reference therein for an in-depth study of this semigroup and of its infinitesimal generator in various spaces.

Consider the Banach space

\[ C_{b,2}(X) := \left\{ f : X \rightarrow \mathbb{R} \mid x \mapsto f(x) \quad \text{belongs to } C_b(X) \right\}. \]

endowed with the norm

\[ \|f\|_{b,2} := \sup_{x \in X} \frac{|f(x)|}{1 + \|x\|^2}, \quad f \in C_{b,2}(X). \]

We consider the Ornstein–Uhlenbeck semigroup defined, for \( t > 0, x \in X \) and \( f \in B_b(X) \), as

\[ T(t)f(x) := \int f(e^{tA}x + y)N(0,Q_t)(dy), \quad (2.7) \]

where we recall that \( Q_t x := \int_0^t e^sAQ_{2b}e^{sA}xds \) and \( N(0,Q_t) \) is the Gaussian measure with mean zero and covariance operator \( Q_t \).

**Remark 2.11.** We stress that the Ornstein–Uhlenbeck semigroup is the transition semigroup associated to \( \mathcal{L} \) when \( F \equiv 0 \), namely

\[
\begin{align*}
\begin{cases}
  dZ(t,x) = AZ(t,x)dt + Q^{\alpha}dW(t), & t > 0; \\
  Z(0,x) = x \in X.
\end{cases}
\end{align*} \tag{2.8}
\]

Indeed, let \( Z(t,x) = e^{tA}x + W_A(t) \) be the mild solution of (2.8). Since \( W_A(t) \sim N(0,Q_t) \), then \( Z(t,x) \) is a translation of a Gaussian variable. So, via a change of variable, for any \( f \in B_b(X) \), we obtain

\[ E[f(Z(t,x))] = \int \int f(e^{tA}x + W_A(t))dP = \int \int f(y)N(e^{tA}x,Q_t)(dy) = T(t)f(x). \]

For a detailed study of the semigroup \( T(t) \), defined in (2.7), in spaces of continuous functions with weighted sup-norms, we refer to \[11\-16\-18\-19\-24\-25\-26\-28\-31\-33\-34\-35\-36\-48\-52\-54\-55\-57\-62\-63\-64\] and the reference there in for an in-depth study of this behavior on spaces of continuous functions of the Ornstein–Uhlenbeck semigroup. These preliminary results will be essential for the proof of Theorem 1.4. The Ornstein–Uhlenbeck semigroup in various settings is one of the most studied semigroup in the literature. We refer to \[11\-16\-18\-19\-24\-25\-26\-28\-31\-33\-34\-35\-36\-48\-52\-54\-55\-57\-62\-63\-64\] and the reference therein for an in-depth study of this semigroup and of its infinitesimal generator in various spaces.

**Theorem 2.12** (Proposition 2.3 and Theorem 4.1 of \[35\]).

(i) A sequence \( \{\phi_n\}_{n \in \mathbb{N}} \subseteq C_{b,2}(X) \) converges with respect to the mixed topology to \( \phi \in C_{b,2}(X) \) if, and only if,

\[ \sup_{n \in \mathbb{N}} \|\phi_n\|_{b,2} < +\infty, \]

and, for any \( K \subseteq X \) compact,

\[ \lim_{n \to +\infty} \sup_{x \in K} (|\phi_n(x) - \phi(x)|) = 0. \]

(ii) The semigroup \( T(t) \), introduced in (2.7), is strongly continuous on \( C_{b,2}(X) \) with respect to the mixed topology.

**Definition 2.13.** We denote by \( L_{b,2} \) the infinitesimal generator, with respect to the mixed topology, of the semigroup \( T(t) \) in \( C_{b,2}(X) \).

**Proposition 2.14** (Theorems 4.2 and 4.5 of \[35\]).
(i) For any \( \lambda > 0, \varphi \in C_{b,2}(X) \) and \( x \in X \), the Riemann integral

\[
J(\lambda) \varphi := \int_0^{+\infty} e^{-\lambda t} T(t) \varphi dt,
\]

is well defined and convergent with respect to the mixed topology. Moreover, for every \( \lambda > 0 \), the operator

\[
J(\lambda) : (C_{b,2}(X), \tau_M) \to (C_{b,2}(X), \tau_M)
\]

is continuous (here \( \tau_M \) denotes the mixed topology), and \( J(\lambda) \varphi = R(\lambda, L_{b,2}) \varphi \).

(ii) \( L_{b,2} \) is an extension to \( C_{b,2}(X) \), endowed with the mixed topology, of the operator \( L_0 \) defined as

\[
L_0 \varphi(x) := \frac{1}{2} \text{Tr}[Q^{2\alpha} \mathcal{D}^2 \varphi(x)] + \langle x, A \mathcal{D} \varphi(x) \rangle, \quad x \in X, \varphi \in \xi_A(X).
\]

We define the domain of \( L_{b,2} \) with respect to the mixed topology as

\[
\text{Dom}(L_{b,2}) := \left\{ \varphi \in C_{b,2}(X) \mid \lim_{t \to 0} \frac{T(t) \varphi - \varphi}{t} \text{ exists with respect to the mixed topology} \right\}.
\]

By Theorem 2.12 we obtain the following characterization of \( \text{Dom}(L_{b,2}) \).

**Proposition 2.15.** A function \( \varphi \in C_{b,2}(X) \) belongs to \( \text{Dom}(L_{b,2}) \) if, and only if, there exists \( \psi \in C_{b,2}(X) \) such that

(i) for any compact subset \( K \) of \( X \),

\[
\lim_{t \to 0} \sup_{x \in K} \left( T(t) \varphi(x) - \varphi(x) \right) = 0;
\]

(ii) \( \sup_{t \in [0,1]} t^{-1} \| T(t) \varphi - \varphi \|_{b,2} < +\infty. \)

In this case \( L_{b,2} \psi = \psi \).

We remark that, by [35, Remark 4.3], Theorem 2.12 and Theorem 2.13(i), the operator \( L_{b,2} \) is the weak infinitesimal generator of the semigroup \( T(t) \) on \( C_{b,2}(X) \) in the sense of [18, 19]. By this fact we can use the following approximation result.

**Proposition 2.16** (Propositions 2.5 and 2.6 of [31]). Let \( \varphi \in \text{Dom}(L_{b,2}) \cap C_b^1(X) \). There exists a family \( \{ \varphi_{n_1,n_2,n_3,n_4} \mid n_1, n_2, n_3, n_4 \in \mathbb{N} \} \subseteq \xi_A(X) \) such that for every \( x \in X \)

\[
\lim_{n_1 \to +\infty} \lim_{n_2 \to +\infty} \lim_{n_3 \to +\infty} \lim_{n_4 \to +\infty} \varphi_{n_1,n_2,n_3,n_4}(x) = \varphi(x);
\]

\[
\lim_{n_1 \to +\infty} \lim_{n_2 \to +\infty} \lim_{n_3 \to +\infty} \lim_{n_4 \to +\infty} \mathcal{D} \varphi_{n_1,n_2,n_3,n_4}(x) = \mathcal{D} \varphi(x);
\]

\[
\lim_{n_1 \to +\infty} \lim_{n_2 \to +\infty} \lim_{n_3 \to +\infty} \lim_{n_4 \to +\infty} L_{b,2} \varphi_{n_1,n_2,n_3,n_4}(x) = L_{b,2} \varphi(x).
\]

Furthermore there exists a positive constant \( C_\varphi \) such that, for any \( n_1, n_2, n_3, n_4 \in \mathbb{N} \) and \( x \in X \), it holds

\[
|\varphi_{n_1,n_2,n_3,n_4}(x)| + \| \mathcal{D} \varphi_{n_1,n_2,n_3,n_4}(x) \| + |L_{b,2} \varphi_{n_1,n_2,n_3,n_4}(x)| \leq C_\varphi (1 + \| x \|^2).
\]

For a proof of the previous result we refer to [24, Section 2.8.3] or [31, Section 2]. Moreover, we underline that the family \( \{ \varphi_{n_1,n_2,n_3,n_4} \mid n_1, n_2, n_3, n_4 \in \mathbb{N} \} \) is formally defined in [29, Section 8].

3. Closure of \( N_0 \) and a core for \( N_2 \)

In this Section we will show that the infinitesimal generator \( N_2 \) of \( P_2(t) \) (see Proposition 2.8) is the closure in \( L^2(X, \nu) \) of the operator \( N_0 \) defined in [1.1]. In particular \( \xi_A(X) \) is a core for \( P_2(t) \). Before we do that in Subsection 3.1 we will prove that the invariant measure \( \nu \) has finite moments of any order and in Subsection 3.2 we will introduce a regularizing sequence for \( F \).
3.1. Moments of the invariant measure $\nu$. In this subsection we will show that $\nu$ has finite moments (Theorem 3.2). First of all we are going to prove that the mild solution $X(t,x)$ of (3.1) has finite moments of every order, for any $t > 0$ and $x \in \mathcal{X}$. We start by quickly recalling the following inequality, which is an easy consequence of the Jensen inequality: for every $h_1, h_2 \in \mathcal{X}$ and $r \geq 1$ it holds
\[ \|h_1 - h_2\|^r \geq 2^{1-r}\|h_1\|^r - \|h_2\|^r. \tag{3.1} \]

**Proposition 3.1.** Assume Hypotheses 1.2 hold true. For every $k \geq 2$, $t > 0$ and $x \in \mathcal{X}$, there exist two positive constants $\beta := \beta(k)$ and $\gamma := \gamma(k, x, m)$, such that for every $t > 0$ and $x \in \mathcal{X}$
\[ \mathbb{E}[\|X(t,x)\|^k] := \int_\mathcal{X} \|y\|^k \nu_{t,x}(dy) < \gamma (1 + \|x\|^k e^{-\beta t}), \]
where $\nu_{t,x} := \mathcal{L}(X(t,x))$ and $m$ is the constant appearing in Hypothesis 1.2. In particular the mild solution $X(t,x)$ belongs to $\mathcal{X}^p([0,T])$, for any $p \geq 2$.

**Proof.** We prove the statement with $k = 2n$ and $n \in \mathbb{N}$. For every $x \in \mathcal{X}$ we consider the process
\[ Y(t,x) = X(t,x) - W_A(t), \quad t > 0. \]
Observe that $Y(t,x)$ is the mild solution of the following stochastic partial differential equation
\[
\begin{align*}
\frac{d}{dt}Y(t,x) &= AY(t,x) + F(Y(t,x) + W_A(t)), \quad t > 0; \\
Y(0,x) &= x \in \mathcal{X}.
\end{align*}
\tag{3.2}
\]
Throughout the proof we will assume that $Y(t,x)$ is a strict solution of (3.2), the general case follows by an approximation method (see proof of [32, Theorem 5.5.8]). Scalarly multiplying both members of the first equation in (3.2) by $\|Y(t,x)\|^{2n-2}Y(t,x)$, we have
\[
\|Y(t,x)\|^{2n-2}\left< \frac{d}{dt}Y(t,x), Y(t,x) \right>
= \|Y(t,x)\|^{2n-2}(AY(t,x), Y(t,x)) + \|Y(t,x)\|^{2n-2}(F(Y(t,x) + W_A(t)), Y(t,x))
= \|Y(t,x)\|^{2n-2}(AY(t,x), Y(t,x)) + \|Y(t,x)\|^{2n-2}(F(Y(t,x) + W_A(t)) - F(W_A(t)), Y(t,x))
+ \|Y(t,x)\|^{2n-2}(F(W_A(t)), Y(t,x)).
\]
and so, by Hypotheses 1.2, we have
\[
\frac{1}{2n} \frac{d}{dt}\|Y(t,x)\|^{2n} \leq -\zeta \|Y(t,x)\|^{2n} + \|F(W_A(t))\|\|Y(t,x)\|^{2n-1}. \tag{3.3}
\]
We claim that there exist two positive constants $C_1$ and $C_2$, depending only on $n$ and on $\zeta$, such that
\[
\frac{1}{2n} \frac{d}{dt}\|Y(t,x)\|^{2n} \leq -C_1 \|Y(t,x)\|^{2n} + \frac{C_2}{2n} \|F(W_A(t))\|^{2n}. \tag{3.4}
\]
To prove (3.4) we have to consider the two cases $\zeta \in (0,1]$ and $\zeta > 1$ separately. Let $\zeta \in (0,1]$, by the Young inequality we have
\[
\|F(W_A(t))\|\|Y(t,x)\|^{2n-1} = \left( \frac{1}{\zeta} \|F(W_A(t))\| \right) \left( \zeta \|Y(t,x)\|^{2n-1} \right)
\leq \frac{2n - 1}{2n} \zeta^{\frac{2n}{2n-1}} \|Y(t,x)\|^{2n} + \zeta^{-\frac{2n}{2n-1}} \|F(W_A(t))\|^{2n}.
\]
and from (3.3) we get
\[
\frac{1}{2n} \frac{d}{dt}\|Y(t,x)\|^{2n} \leq \left( \frac{2n - 1}{2n} \zeta^{\frac{2n}{2n-1}} - \zeta \right) \|Y(t,x)\|^{2n} + \frac{\zeta^{-\frac{2n}{2n-1}}}{2n} \|F(W_A(t))\|^{2n}.
\]
We stress that $\frac{2n - 1}{2n} \zeta^{\frac{2n}{2n-1}} - \zeta < 0$ for $n \in \mathbb{N}$ and $\zeta \in (0,1]$ and so (3.4) is verified. Let $\zeta > 1$, by the Young inequality we have
\[
\|F(W_A(t))\|\|Y(t,x)\|^{2n-1} = \left( \zeta \|F(W_A(t))\| \right) \left( \frac{1}{\zeta} \|Y(t,x)\|^{2n-1} \right)
\]
and so, by Hypotheses 1.2, we have
\[
\frac{1}{2n} \frac{d}{dt}\|Y(t,x)\|^{2n} \leq \left( \frac{2n - 1}{2n} \zeta^{\frac{2n}{2n-1}} - \zeta \right) \|Y(t,x)\|^{2n} + \frac{\zeta^{-\frac{2n}{2n-1}}}{2n} \|F(W_A(t))\|^{2n}.
\]

Proof. If Hypotheses 1.2 hold true and Theorem 3.2.\[ k \text{ and, by the variation of constants formula, we have}\]
\[
\frac{1}{2n} \frac{d}{dt} \|Y(t, x)\|^2 \leq \left( \frac{2n - 1}{2n} \zeta - \frac{2n}{2n} \right) \|Y(t, x)\|^2 + \frac{2n}{2n} \|F(W_A(t))\|^2.
\]
Observe that \( \frac{2n - 1}{2n} \zeta - \frac{2n}{2n} \zeta < 0 \) for \( n \in \mathbb{N} \) and \( \zeta > 1 \) so (3.4) is verified. Taking the expectations in (3.4) we obtain
\[
\frac{d}{dt} \mathbb{E}[\|Y(t, x)\|^2] \leq -2nC_1 \mathbb{E}[\|Y(t, x)\|^2] + C_2 \mathbb{E}[\|F(W_A(t))\|^2],
\]
and, by the variation of constants formula, we have
\[
\mathbb{E}[\|Y(t, x)\|^2] \leq \|x\|^2 e^{-2nC_1 t} + C_2 \int_0^t e^{-2nC_1 (t-s)} \mathbb{E}[\|F(W_A(s))\|^2] ds.
\]
By (3.3) and Hypothesis 1.2, for any \( s > 0 \), we have
\[
\mathbb{E}[\|F(W_A(s))\|^2] \leq C^2 n \mathbb{E} \left[ \left( 1 + \|W_A(s)\|^n \right)^2n \right] = C^2 n \sum_{i=0}^{2n} \left( \frac{2n}{i} \right) \mathbb{E}[\|W_A(s)\|^i] = C_3 < +\infty.
\]
So
\[
\mathbb{E}[\|Y(t, x)\|^2] = \mathbb{E}[\|X(t, x) - W_A(t)\|^2]
\]
\[
\leq \|x\|^2 e^{-2nC_1 t} + C_2 C_3\int_0^t e^{-2nC_1 (t-s)} ds \leq \|x\|^2 e^{-2nC_1 t} + \frac{C_2 C_3}{2nC_1}.
\]
By (3.1) we have that
\[
\|X(t, x) - W_A(t)\|^2 \geq \frac{1}{2^{2n-1}} \|X(t, x)\|^2 - \|W_A(t)\|^2.
\]
So, by (3.3), we obtain
\[
\mathbb{E}[\|X(t, x)\|^2] \leq 2^{2n-1} \|x\|^2 e^{-2nC_1 t} + \frac{2^{2n-2} C_2 C_3}{nC_1} + 2^{2n-1} \sup_{t \geq 0} \mathbb{E}[\|W_A(t)\|^2] < +\infty,
\]
so the thesis is verified with \( \beta = 2nC_1 \) and \( \gamma = \max\{2^{2n-1} \frac{2^{2n-2} C_2 C_3}{nC_1} + 2^{2n-1} C_2 (\text{Tr}[Q])^2 \} \).

To obtain the thesis for generic \( k \geq 2 \), it is sufficient to note that there exists \( n \in \mathbb{N} \) such that \( 2(n-1) \leq k \leq 2n \), and so for any \( x \in \mathcal{X} \), we have \( \|x\|^k \leq \max\{\|x\|^{2(n-1)}, \|x\|^{2n}\} \). \( \square \)

By (3.4) we know that for any bounded and Lipschitz continuous function \( \varphi : \mathcal{X} \to \mathbb{R} \) and any \( x \in \mathcal{X} \), we have
\[
\lim_{t \to +\infty} P(t) \varphi(x) = \lim_{t \to +\infty} \mathbb{E}[\varphi(X(t, x))] = \int_{\mathcal{X}} \varphi(y) (\mathcal{L}(X(t, x)))(dy) = \int_{\mathcal{X}} \varphi(y) \nu(dy). \tag{3.5}
\]
Hence to estimate the moment of \( \nu \) of order \( k \geq 2 \), we can exploit Proposition 3.1.

**Theorem 3.2.** If Hypotheses 1.2 hold true and \( k \geq 1 \), then \( \int_{\mathcal{X}} \|y\|^k \nu(dy) < +\infty. \)

**Proof.** Let \( k \geq 2 \). For any \( t > 0 \) and \( x \in \mathcal{X} \), we set \( \nu_{t,x} := \mathcal{L}(X(t, x)) \). Let \( b > 0 \), we have
\[
\int_{\mathcal{X}} \frac{\|y\|^k}{1 + b\|y\|^k} \nu_{t,x}(dy) \leq \int_{\mathcal{X}} \|y\|^k \nu_{t,x}(dy) = \mathbb{E}[\|X(t, x)\|^k],
\]
by Proposition 3.1, we know
\[
\lim_{t \to +\infty} \mathbb{E}[\|X(t, x)\|^k] \leq \lim_{t \to +\infty} \gamma (1 + e^{-\beta t} \|x\|^k) = \gamma < +\infty,
\]
then, by \(2.3\), \(3.5\) and the monotone convergence theorem, we conclude
\[
\int_X \|y\|^{2p} \nu(dy) = \lim_{b \to 0} \lim_{t \to +\infty} \int_X \|y\|^{2p} \nu_{t,x}(dy) < +\infty.
\]
The case \(k \in [1,2)\) follows by the Hölder inequality.

As an immediate consequence of the previous theorem and the polynomial growth of \(F\) (Hypotheses \(1.2\)), we have that
\[
\int_X |F|^2 \, d\nu < +\infty. \tag{3.6}
\]

### 3.2. A regularizing family for \(F\)

This section is dedicated to the introduction of a family of Lipschitz continuous and smooth functions \(\{F_{\delta,s} \mid \delta, s > 0\}\) approximating \(F\), such that for every \(\delta, s > 0\), the function \(F_{\delta,s}\) is dissipative with the same constant of \(F\). First of all we consider the Yosida approximants of \(F\) (see \(13\), Section 7.1). For any \(\delta > 0\) and \(x \in \mathcal{X}\) we set
\[
F_{\delta}(x) := F(x_{\delta}),
\]
where \(x_{\delta}\) is the unique solution of the equation
\[
y - \delta(F(y) - \zeta_2y) = x. \tag{3.7}
\]
The function \(G(x) := F(x) - \zeta_2x\) is \(m\)-dissipative, so by \(3.2\), Proposition 5.5.3, for any \(\delta > 0\), \(3.7\) has a unique solution and
\[
\|G(x_{\delta}) - G(z_{\delta})\| \leq \frac{2}{\delta} \|x - z\|; \tag{3.8}
\]
\[
\langle G(x_{\delta}) - G(z_{\delta}), x - z \rangle \leq 0; \tag{3.9}
\]
\[
\|G(x_{\delta})\| \leq \|G(x)\|. \tag{3.10}
\]
By \(3.8\) it follows immediately that \(F_{\delta}\) is Lipschitz continuous and by \(3.7\) and \(3.9\) we have
\[
0 \geq \langle G(x_{\delta}) - G(z_{\delta}), x - z \rangle = \langle F(x_{\delta}) - F(z_{\delta}), x - z \rangle - \zeta_2\langle x_{\delta} - z_{\delta}, x - z \rangle
\]
\[
= \langle F(x_{\delta}) - F(z_{\delta}), x - z \rangle + \zeta_2 \delta(x_{\delta} - z_{\delta}) - \delta(F(x_{\delta}) - \zeta_2x_{\delta}) + \zeta_2 \delta(F(z_{\delta}) - F(x_{\delta}), x - z)
\]
\[
+ \zeta_2 \delta(x_{\delta} - z_{\delta}, x - z) + \zeta_2 \delta(z - x, x - z)
\]
\[
= \langle F(x_{\delta}) - F(z_{\delta}), x - z \rangle - \zeta_2 \|x - z\|^2 + \zeta_2 \delta(G(z_{\delta}) - G(x_{\delta}), x - z)
\]
\[
\geq \langle F_{\delta}(x) - F_{\delta}(z), x - z \rangle - \zeta_2 \|x - z\|^2,
\]
and so \(\langle F_{\delta}(x) - F_{\delta}(z), x - z \rangle \leq \zeta_2 \|x - z\|^2\). Moreover, for any \(\delta > 0\) and \(x \in \mathcal{X}\), by \(3.10\) we have
\[
\|F_{\delta}(x) - F(x)\| \leq \|G(x_{\delta}) - G(x)\| + \zeta_2 \|x_{\delta} - x\|
\]
\[
\leq \|G(x_{\delta}) - G(x)\| + \zeta_2 \delta\|G(x_{\delta})\| \leq (2 + \zeta_2 \delta)\|G(x)\|.
\]
We need to introduce a further regularization. Let \(B \in \mathcal{L}(\mathcal{X})\) be a positive and trace class operator. For every \(\delta, s > 0\) and \(x, k \in \mathcal{X}\), we define
\[
\langle F_{\delta,s}(x), k \rangle := \int_X \langle F_{\delta}(e^{-s/2}B^{-1}x + y), k \rangle \mathcal{N}(0, B_s)(dy),
\]
where we recall that \(B_s = B(\text{Id} - e^{-sB^{-1}})\). This type of regularization is classical and it is based on the Mehler formula for the Ornstein–Uhlenbeck semigroup (see \(33\) Proof of Theorem 11.2.14]). For any \(s > 0\) and \(x, z \in \mathcal{X}\), we have that \(F_{\delta,s}(x)\) is Lipschitz continuous and
\[
\langle F_{\delta,s}(x) - F_{\delta,s}(z), x - z \rangle \leq \zeta_2 \|x - z\|^2; \tag{3.11}
\]
For any \(\delta > 0\), \(F_{\delta,s}\) is Lipschitz continuous so
\[
\sup_{s \geq 0} \sup_{x \in \mathcal{X}} \|F_{\delta,s}(x)\| < +\infty.
\]
We stress that, for any $s > 0$, we have

$$e^{-sB^{-1}}(X) \subset B^{1/2}_s(X).$$

(3.12)

Indeed by the analyticity of $e^{-sB^{-1}}$ and by [24] Proposition 2.1.1(i) the range of $e^{-sB^{-1}}$ is contained in the domain of $B^{-k}$ for every $k \in \mathbb{N}$.

Let $\phi \in L^2(X,\nu)$

Proof. Fix $\delta > 0$ such that whenever $\|\phi\| \leq \delta$, then $\|\phi\|_{L^2} < 1$. Since $B^{-1}$ is invertible, we have $\|e^{-sB^{-1}}\|_{L^2(X)} < 1$, and so $\|\phi\|_{L^2} < 1$ implies $\|\phi\|_{L^2} < 1$.

We proceed by recalling the following result, which is a consequence of (3.6) and the properties stated above.

**Proposition 3.3.** If Hypotheses (1.2) hold true, then $\lim_{s \to 0} \lim_{s \to 0} F_{\delta,s} = E$, where the two limits are taken in $L^2(X,\nu)$.

3.3. **Proof of Theorem 1.3.** The first step to prove Theorem 1.3 is to show that $N_2$ is an extension of $N_0$ to $L^2(X,\nu)$. Let $\phi \in \xi_A(X)$, then there exist $m, n \in \mathbb{N}$, $a_1, \ldots, a_m, b_1, \ldots, b_n \in \mathbb{R}$ and $h_1, \ldots, h_m, k_1, \ldots, k_n \in \Dom(A)$ such that

$$\phi(x) = \sum_{i=1}^m a_i \sin((x, h_i)) + \sum_{j=1}^n b_j \cos((x, k_j)).$$

Easy computations give for $x \in X$

$$N_0 \phi(x) = \sum_{i=1}^m a_i \langle x, Ah_i \rangle + \langle F(x), h_i \rangle - \frac{1}{2} \|Q^0 h_i \| \sin((x, h_i))$$

$$+ \sum_{j=1}^n b_j \langle x, Ak_j \rangle + \langle F(x), k_j \rangle - \frac{1}{2} \|Q^0 k_j \| \cos((x, k_j)),$$

and observe that, by Hypotheses (1.2) and Theorem 3.3, $N_0 \phi$ belongs to $L^2(X,\nu)$.

**Proposition 3.4.** Assume Hypotheses (1.3) hold true. If $\phi \in \xi_A(X)$, then $\phi \in \Dom(N_2)$, and $N_2 \phi = N_0 \phi$. Moreover $N_2$ is an extension of $N_0$ in $L^2(X,\nu)$, where $N_0$ is the closure of $N_0$ in $L^2(X,\nu)$.

**Proof.** Let $\phi \in \xi_A(X)$, by [24] Proposition 3.19, for any $x \in X$, it holds

$$P(t)\phi(x) = \mathbb{E}[\phi(X(t,x))] = \phi(x) + \mathbb{E} \left[ \int_0^t N_0 \phi(X(s,x)) ds \right],$$

and so we obtain $\lim_{t \to 0} t^{-1} P(t)\phi(x) = N_0 \phi(x)$. We want to apply the Vitali convergence theorem (see [11] Theorem 2.24), so we need to show that the family $\{t^{-1} P(t)\phi - \varphi \mid t > 0\}$ is $2$-equi-integrable. Fix $\varepsilon > 0$ and consider $\delta > 0$ such that whenever $E \in \mathcal{B}(X)$ with $\nu(E) < \delta$, then

$$\int_E |N_0 \phi(x)|^2 \nu(dx) < \varepsilon.$$
Finally we can prove Theorem 1.4. \( \Box \)

So we can conclude the proof using the dominated convergence theorem and Theorem 3.2.

Remark 3.5. In a similar way we can prove an analogous result for the operator \( N_0 \) defined on the space of cylindrical functions \( \mathcal{F}_b^k(\mathcal{X}) \), with \( k \in \mathbb{N} \cup \{ \infty \} \).

Before proving Theorem 1.4 we need two preliminary results.

Lemma 3.6. Assume Hypotheses 1.2 hold true. Let \( \varphi \in \text{Dom}(L_{b,2}) \cap C^1_b(\mathcal{X}) \), then \( \varphi \in \text{Dom}(\mathcal{N}_0) \) and

\[
\mathcal{N}_0\varphi(x) = L_{b,2}\varphi(x) + (F(x), D\varphi(x)), \quad x \in \mathcal{X};
\]

where \( L_{b,2} \) is the operator introduced in Definition 2.13.

Proof. By Proposition 2.10 a family \( \{ \varphi_{n_1,n_2,n_3,n_4} | n_1, n_2, n_3, n_4 \in \mathbb{N} \} \subseteq \xi_A(\mathcal{X}) \) exists such that, for any \( x \in \mathcal{X} \),

\[
\lim_{n_1 \rightarrow +\infty} \lim_{n_2 \rightarrow +\infty} \lim_{n_3 \rightarrow +\infty} \lim_{n_4 \rightarrow +\infty} \mathcal{N}_0\varphi_{n_1,n_2,n_3,n_4}(x) = L_{b,2}\varphi(x) + (F(x), D\varphi(x)).
\]

whenever \( \varphi \in \text{Dom}(L_{b,2}) \cap C^1_b(\mathcal{X}) \). So, by Hypothesis 1.2(a), 1.3 and (2.9), there exists \( K_\varphi > 0 \), such that for every \( x \in \mathcal{X} \)

\[
|\mathcal{N}_0\varphi_{n_1,n_2,n_3,n_4}(x)| = |N_0\varphi_{n_1,n_2,n_3,n_4}(x)| \leq K_\varphi(1 + \|x\|^{m+2}).
\]

So we can conclude the proof using the dominated convergence theorem and Theorem 3.2. \( \Box \)

The following proposition is a general result about closed operators. Since we were unable to find an appropriate reference in the literature we provide its proof.

Proposition 3.7. Let \( Y \) be a Banach space and let \( B_1 : \text{Dom}(B_1) \subseteq Y \rightarrow Y \) and \( B_2 : \text{Dom}(B_2) \subseteq Y \rightarrow Y \) be two, possibly unbounded, operators. If

(i) \( B_1 \) is an extension of \( B_2 \), namely \( \text{Dom}(B_2) \subseteq \text{Dom}(B_1) \) and, for any \( x \in \text{Dom}(B_2) \), it holds \( B_2x = B_1x \);

(ii) there exists a dense subset \( D \) of \( Y \) such that, for some \( \lambda > 0 \), \( R(\lambda, B_1) \) and \( R(\lambda, B_2) \) are well defined, and \( R(\lambda, B_1)(D) \subseteq \text{Dom}(B_2) \);

then \( \text{Dom}(B_1) = \text{Dom}(B_2) \) and \( B_1 = B_2 \).

Proof. For any \( x \in D \)

\[
x = (\text{Id}_Y - B_1)R(\lambda, B_1)x = \lambda R(\lambda, B_1)x - B_1R(\lambda, B_1)x.
\]

By the fact that \( R(\lambda, B_1)(D) \subseteq \text{Dom}(B_2) \) and that \( B_1 \) is an extension of \( B_2 \), it follows

\[
x = \lambda R(\lambda, B_1)x - B_2R(\lambda, B_1)x = (\text{Id}_Y - B_2)R(\lambda, B_1)x,
\]

hence, for any \( x \in D \), we have \( R(\lambda, B_2)x = R(\lambda, B_1)x \). So by the density of \( D \) in \( Y \), for any \( x \in Y \), we have shown that \( R(\lambda, B_2)x = R(\lambda, B_1)x \). Recalling that the domain of an operator coincides with the range of its resolvent, we get the thesis. \( \Box \)

Finally we can prove Theorem 1.4.
Proof of Theorem \ref{thm:main}. By Proposition \ref{prop:approximation} to prove Theorem \ref{thm:main} it is sufficient to show that there exists a dense subset $D$ of $L^2(X, \nu)$ such that

$$R(\lambda, N_2)(D) \subseteq \text{Dom}(\overline{N}_0).$$

We split the proof in two steps. In the first step we assume that $F$ is Gateaux differentiable and Lipschitz continuous, and we will show that we can take $C^1_b(\mathcal{X})$ as the set $D$. In the second step we will show that, in the general case, the set $(\text{Ad}_X - N_2)(\text{Dom}(\overline{N}_0))$ is dense in $L^2(X, \nu)$ and it can be chosen as the set $D$. Throughout the proof we let $X(t, x)$ be the mild solution of \ref{eq:SPDE}.

**Step 1.** Assume that $F$ is Gateaux differentiable and Lipschitz continuous. Let $f \in C^1_b(\mathcal{X})$ and $\lambda > 0$, consider the function $\varphi$ defined as

$$\varphi(x) := R(\lambda, N_2)f(x) = \int_0^{\infty} e^{-\lambda s} P(s)f(x) ds, \quad x \in \mathcal{X}.$$ 

We want to show that $\varphi$ is Gateaux differentiable and to do so we will use the dominated convergence theorem. By Proposition \ref{prop:approximation} and \cite{<arxiv:2111.00123>} Corollary 21 we have

$$\lim_{\delta \to 0} \frac{1}{\delta} |f(X(t, x + \delta h)) - f(X(t, x))| = \langle \mathcal{D} f(X(t, x)), \mathcal{D} G X(t, x) h \rangle.$$ 

Furthermore, by Proposition \ref{prop:approximation} it holds

$$\frac{1}{\delta} |f(X(t, x + \delta h)) - f(X(t, x))| = \frac{1}{\delta} \int_0^\delta \langle \mathcal{D} f(X(t, x + sh)), \mathcal{D} G X(t, x + sh) h \rangle ds \leq e^{-C\delta} \|\mathcal{D} f\|_\infty \|h\|.$$ 

So by the dominated convergence theorem we have that $\varphi$ is Gateaux differentiable. Now we want to show that $\varphi$ is actually Fréchet differentiable. To do so we will show an uniform estimate for $\mathcal{D} G \varphi$ and we will use \cite{<arxiv:2111.00123>} Fact 1.13(b), p. 8.

$$|\mathcal{D} G \varphi(x) h| = \lim_{\delta \to 0} \frac{1}{\delta} |\varphi(x + \delta h) - \varphi(x)| = \lim_{\delta \to 0} \frac{1}{\delta} \int_0^{\infty} e^{-\lambda s} (P(s)f(x + \delta h) - P(s)f(x)) ds \leq \lim_{\delta \to 0} \frac{1}{\delta} \int_0^{\infty} e^{-\lambda s} E[|f(X(s, x + \delta h)) - f(X(s, x))|] ds = \lim_{\delta \to 0} \frac{1}{\delta} \int_0^{\infty} e^{-\lambda s} E \left[ \int_0^\delta \langle \mathcal{D} f(X(s, x + rh)), \mathcal{D} G X(s, x + rh) h \rangle dr \right] ds \leq \|\mathcal{D} f\|_\infty \|h\| \int_0^{\infty} e^{-(\lambda + \zeta) s} ds = \frac{1}{\lambda + \zeta} \|\mathcal{D} f\|_\infty \|h\|.$$ 

Since the above estimate is uniform with respect to the elements of $\mathcal{X}$ of norm one, by \cite{<arxiv:2111.00123>} Fact 1.13(b), p. 8] the function $\varphi$ is Fréchet differentiable, and

$$\|\mathcal{D} \varphi\|_\infty \leq \frac{1}{\lambda + \zeta} \|\mathcal{D} f\|_\infty. \quad (3.13)$$

Finally we have to prove that $\varphi$ belongs to $\text{Dom}(L_{\bullet,2})$. Let $Z(t, x)$ be the mild solution of \ref{eq:SPDE}, we have

$$Z(t, x) = X(t, x) - \int_0^t e^{(t-s)A} F(X(s, x)) ds.$$ 

Then, for every $x \in \mathcal{X}$, we have

$$\frac{T(t) \varphi(x) - \varphi(x)}{t} = \mathbb{E} \left[ \mathcal{D} \varphi(Z(t, x)) \right] = \frac{1}{t} \mathbb{E} \left[ \mathcal{D} \varphi(X(t, x) - \int_0^t e^{(t-s)A} F(X(s, x)) ds) - \varphi(x) \right]. \quad (3.14)$$
Using the Taylor formula in the last term of (3.14), we obtain
\[
\frac{T(t)\varphi(x) - \varphi(x)}{t} = \frac{P(t)\varphi(x) - \varphi(x)}{t} + \frac{1}{t} \mathbb{E} \left[ \langle D\varphi(X(t, x)), \int_0^t e^{(t-s)A}F(X(s, x))ds \rangle \right] + o\left( \mathbb{E} \left[ \int_0^t e^{(t-s)A}F(X(s, x))ds \right] \right).
\]

Now let \( K \) be a compact subset of \( \mathcal{X} \) and observe that, by Proposition 3.1, we get for \( x \in K \)
\[
o\left( \mathbb{E} \left[ \int_0^t e^{(t-s)A}F(X(s, x))ds \right] \right) = o(t), \quad t \to 0,
\]
where \( o(t) \) does not depend on the choice of \( x \) in \( K \). Hence, for any \( x \in K \), we have
\[
L_{0,2}\varphi(x) = \lim_{t \to 0} \frac{1}{t} (T(t)\varphi(x) - \varphi(x)) = N_2\varphi(x) - \langle D\varphi(x), F(x) \rangle.
\]

We are going to check the conditions of Proposition 2.15 to obtain that \( \varphi \) belongs to \( \text{Dom}(L_{0,2}) \).

We begin by observing that by the Lipschitz continuity of \( f \), we know that for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( |f(x) - f(x_0)| \leq \varepsilon \), whenever \( \|x - x_0\| \leq \delta \). Now let \( \|x - x_0\| \leq \delta \)
\[
|\Delta_t(x) - \Delta_t(x_0)| = \frac{1}{t} |P(t)\varphi(x) - \varphi(x) - P(t)\varphi(x_0) + \varphi(x_0)|
\]
\[
= \frac{1}{t} \left| e^{-Lt} \int_0^t e^{-Ls}P(s)(f(x) - f(x_0))ds + \int_0^t e^{-Ls}P(s)(f(x_0) - f(x))ds \right|
\]
\[
= \frac{1}{t} \left| (e^{-Lt} - 1) \int_0^t e^{-Ls}P(s)(f(x) - f(x_0))ds \right|
\]
\[
\leq \frac{e^{-Lt} - 1}{t} \int_0^t e^{-Ls}P(s)ds + \frac{1}{t} \int_0^t e^{-Ls}P(s)ds
\]
\[
\leq \varepsilon \left( \frac{e^{-Lt} - 1}{t} \int_0^t e^{-Ls}ds + \frac{1}{t} \int_0^t e^{-Ls}ds \right)
\]
\[
= \varepsilon e^{-L} \frac{1 - e^{-Lt}}{L} \leq \varepsilon,
\]
so the family \( \{\Delta_t \mid t \in [0, T]\} \) is equicontinuous. Now we study the equicontinuity of \( \{R_t \mid t \in [0, T]\} \).

We start by observing that by the Lipschitz continuity of \( F \) there exists \( C > 0 \) such that for every \( x \in \mathcal{X} \), it holds \( \|F(x)\| \leq C(1 + \|x\|) \). Furthermore by (2.6) and (3.13), for every \( t > 0 \), the functions \( x \mapsto D\varphi(X(t, x)) \) and \( x \mapsto F(X(t, x)) \) are continuous uniformly with respect to \( t \in [0, T] \). So for every \( t \in [0, T], \ x_0 \in K \) and \( \varepsilon > 0 \) there exists \( \delta := \delta(\varepsilon, x_0) > 0 \) such that whenever \( \|x - x_0\| \leq \delta \) it holds
\[
\max \{\|D\varphi(X(t, x)) - D\varphi(X(t, x_0))\|, \|F(X(t, x)) - F(X(t, x_0))\|\} \leq \varepsilon.
\]
By the Jensen inequality and Proposition \([\text{3.1}]\) we can write
\[
|R_t(x) - R_t(x_0)| = \frac{1}{t} \mathbb{E} \left[ \left\langle D\varphi(X(t,x)), \int_0^t e^{(t-s)A} F(X(s,x)) ds \right\rangle \right] \\
- \mathbb{E} \left[ \left\langle D\varphi(X(t,x_0)), \int_0^t e^{(t-s)A} F(X(s,x_0)) ds \right\rangle \right] \\
= \frac{1}{t} \mathbb{E} \left[ \left\langle D\varphi(X(t,x)) - D\varphi(X(t,x_0)), \int_0^t e^{(t-s)A} F(X(s,x)) ds \right\rangle \right] \\
+ \mathbb{E} \left[ \left\langle D\varphi(X(t,x_0)), \int_0^t e^{(t-s)A} (F(X(s,x)) - F(X(s,x_0))) ds \right\rangle \right] \\
\leq \frac{1}{t} \mathbb{E} \left[ \left\| D\varphi(X(t,x)) - D\varphi(X(t,x_0)) \right\| \left\| \int_0^t e^{(t-s)A} F(X(s,x)) ds \right\| \right] \\
+ \frac{1}{t} \mathbb{E} \left[ \left\| D\varphi(X(t,x_0)) \right\| \left\| \int_0^t e^{(t-s)A} (F(X(s,x)) - F(X(s,x_0))) ds \right\| \right] \\
\leq \frac{C\varepsilon}{t} \int_0^t \mathbb{E} \left[ 1 + \left\| X(s,x) \right\| \right] ds + \frac{\left\| D\varphi \right\| \infty}{t} \mathbb{E} \left[ \int_0^t \left\| F(X(s,x)) - F(X(s,x_0)) \right\| ds \right] \\
\leq \varepsilon (C(1 + 2\gamma) + \left\| D\varphi \right\| \infty),
\]
where \(\gamma\) is the constant appearing in Proposition \([\text{3.1}]\). So the family \(\{\Delta_t - R_t \mid t \in [0,T]\}\) is equicontinuous. Using similar arguments also condition (ii) of Proposition \([\text{2.15}]\) is verified since \(\varphi \in C_b^1(\mathbb{X})\) and we have assumed \(F\) to be Lipschitz continuous in this first step. Consequently \(\varphi \in \text{Dom}(L_{b,2}),\) in particular
\[
L_{b,2}\varphi = N_2\varphi - \left\langle D\varphi, F \right\rangle,
\]
and
\[
\lambda\varphi - L_{b,2}\varphi - \left\langle D\varphi, F \right\rangle = f.
\]
In the end we have proved that \(\varphi \in \text{Dom}(L_{b,2}) \cap C_b^1(\mathbb{X})\) and, by Lemma \([\text{3.6}]\), we conclude that \(\varphi \in \text{Dom}(\overline{N}_0)\) and
\[
\overline{N}_0\varphi = L_{b,2}\varphi + \left\langle D\varphi, F \right\rangle.
\]
**Step 2.** Let \(\{F_{\delta,s} \mid \delta, s > 0\}\) be the regularizing family of \(F\) defined in Section \([\text{3.2}]\). Let \(f \in C_b^1(\mathbb{X})\), for any \(\delta, s > 0\), we set
\[
\varphi_{\delta,s}(x) := \int_0^{+\infty} e^{-\lambda t} P_{\delta,s}(t)f(x) dt, \quad x \in \mathbb{X},
\]
where \(P_{\delta,s}(t)\) is the transition semigroup associated to
\[
\begin{cases}
    dX(t, x) = (AX(t, x) + F_{\delta,s}(X(t, x))) dt + Q^a dW(t), & t > 0; \\
    X(0, x) = x \in \mathbb{X}.
\end{cases}
\]
In Section \([\text{3.2}]\) we have seen that, for any \(\delta, s > 0\), the function \(F_{\delta,s}\) is Lipschitz continuous and verifies Hypotheses \([\text{1.2}]\) with the constant \(\zeta_2\). Hence by Step 1, for any \(\delta, s > 0\), we have that \(\varphi_{\delta,s} \in \text{Dom}(\overline{N}_0)\) and
\[
\lambda\varphi_{\delta,s} - L_{b,2}\varphi_{\delta,s} - \left\langle D\varphi_{\delta,s}, F_{\delta,s} \right\rangle = f.
\]
So
\[
\lambda\varphi_{\delta,s} - \overline{N}_0\varphi_{\delta,s} = f + \left\langle D\varphi_{\delta,s}, F_{\delta,s} - F \right\rangle,
\]
and recalling that \(N_2\) is an extension of \(\overline{N}_0\) in \(L^2(\mathbb{X}, \nu)\)
\[
\lambda\varphi_{\delta,s} - N_2\varphi_{\delta,s} = f + \left\langle D\varphi_{\delta,s}, F_{\delta,s} - F \right\rangle,
\]
where the equality holds in $L^2(\mathcal{X}, \nu)$. Hence noticing that \[ \text{Eq. 4.1} \] does not depend on $\delta$ and on $s$ and by Remark \[ \text{6.3} \] we have that, for any $f \in C^1_b(\mathcal{X})$, there exist a family $\{ \varphi_{\delta,s} \mid \delta, s > 0 \}$ such that
\[
\lim_{\delta \to 0} \lim_{s \to 0} (\lambda d_{\mathcal{X}} - N_2) \varphi_{\delta,s} = f, \quad \text{in} \ L^2(\mathcal{X}, \nu).
\]
By the density of $C^1_b(\mathcal{X})$ in $L^2(\mathcal{X}, \nu)$ we get the density of $(\lambda d_{\mathcal{X}} - N_2)(\text{Dom}(\nabla_0))$ in $L^2(\mathcal{X}, \nu).$ \[ \square \]

**Remark 3.8.** At the cost of complicating the calculations it is possible to prove the same result in $L^p(\mathcal{X}, \nu)$, for any $p \geq 1$.

## 4. Sobolev Spaces

In this section we are going to analyze the behaviour of the operator $N_2$ in $L^2(\mathcal{X}, \nu)$. We will concentrate in particular on the domain of $N_2$ and we will prove some useful inequalities.

### 4.1. $H_\alpha$ differentiability

In this first subsection we state and proof some auxiliary results that will be used in the rest of the paper. We start with the following proposition.

**Proposition 4.1.** Assume Hypotheses $[\text{6.7}]$ hold true. For every $t > 0$, the map $x \mapsto X(t,x)$ is $P$-a.e. $H_\alpha$-Gateaux differentiable and for any $x \in \mathcal{X}$ and $h \in H_\alpha$ its Gateaux derivative along $h \in H_\alpha$ is $\{D^G X(t,x)h\}_{t \geq 0}$

*Proof.* By Hypotheses $[\text{6.7}]$ and standard calculations we have that $D F = Q^{2\alpha} D G$. By Proposition $[\text{2.9}]$ the map $x \mapsto X(t,x)$ is Gateaux differentiable as a function from $\mathcal{X}$ to $\mathcal{X}^p([0,T])$ and, for every $x, h \in \mathcal{X}$, the process $\{D^G X(t,x)h\}_{t \geq 0}$ is the unique mild solution of
\[
\left\{ \begin{array}{l}
\frac{d}{dt} S_x(t,h) = (A + D F(X(t,x))) S_x(t,h), \quad t > 0; \\
S_x(0,h) = h,
\end{array} \right.
\]
namely
\[
D^G X(t,x)h = e^{tA} h + \int_0^t e^{(t-s)A} F(X(s,x)) D^G X(s,x) h ds.
\] (4.1)

By Hypotheses $[\text{6.7}]$ and $[\text{6.11}]$, for any $x \in \mathcal{X}$ and $h \in H_\alpha$, the process $\{D^G X(t,x)h\}_{t \geq 0}$ has trajectories in $H_\alpha$. Moreover for any $x \in \mathcal{X}$, $h \in H_\alpha$ and $r, t > 0$ we have
\[
E \left[ \left\| \frac{X(t,x + rh) - X(t,x)}{r} - D^G X(t,x) h \right\|_\alpha^2 \right] \leq \|Q^\alpha\|_{L(\mathcal{X})} \int_0^t E \left[ \left\| \frac{G(X(s,x + rh)) - G(X(s,x))}{r} - D^G(X(s,x)) D^G X(s,x) h \right\|_\alpha^2 \right] ds,
\]
by the dominated convergence theorem we have
\[
\lim_{r \to 0} E \left[ \left\| \frac{X(t,x + rh) - X(t,x)}{r} - D^G X(t,x) h \right\|_\alpha^2 \right] = 0.
\]
This conclude the proof. \[ \square \]

Using Hypotheses $[\text{6.7}]$ as in the proof of $[\text{2.10}]$, for any $t > 0$, $x \in \mathcal{X}$ and $h \in H_\alpha$ we obtain
\[
\|D^G X(t,x)h\| \leq e^{-\omega t} \|h\|_\alpha
\]
Moreover, by $[\text{8}]$ Corollary 21, we have $D_\alpha P_2(t) \varphi(x) = E[(D^G X(t,x))^* D_\alpha \varphi(X(t,x))].$ So the following result follows.

**Lemma 4.2.** For every $\varphi \in \mathcal{F}^1_{\mathcal{X}}$ it holds
\[
\|D_\alpha P_2(t) \varphi\|_\alpha^2 \leq e^{-2\omega t} P_2(t) \|Q^{2\alpha} D \varphi\|^2.
\] (4.2)

Finally we recall the following proposition (see $[\text{8}]$ Proposition 17]).
Proposition 4.3. Let $Y$ be a Hilbert space and let $\Phi : X \to Y$. If $\Phi$ is Fréchet differentiable at $x \in X$, then it is differentiable along $H_\alpha$ and, for every $h \in H_\alpha$,
\[ \mathcal{D}(\Phi)(x)h = \mathcal{D}(\Phi)(x)h. \]
Furthermore if $\varphi : X \to \mathbb{R}$ is Fréchet differentiable at $x \in X$, then $\mathcal{D}(\alpha \varphi)(x) = Q^{2\alpha} \mathcal{D}(\varphi)(x)$.  

That remark that the set $\{ h_i = \lambda^i e_i \mid i \in \mathbb{N} \}$ provides an orthonormal basis for $H_\alpha$. From here on we fix such orthonormal basis. Throughout this section we will denote by $\mathcal{H}_\alpha$ the space of the Hilbert–Schmidt operators from $H_\alpha$ to itself.

4.2. Closability of $\mathcal{D}_\alpha$. In this section we introduce the Sobolev spaces we will use throughout the rest of the paper. In order to do so we need a couple of lemmata.

Lemma 4.4. Assume Hypotheses 1.2 hold true and let $\varphi, \psi \in \mathcal{E}_\alpha(X)$. Then the product $\varphi \psi$ belongs to $\mathcal{E}_\alpha(X)$ and
\[ N_\alpha(\varphi \psi) = \varphi N_\alpha \psi + \psi N_\alpha \varphi + \langle Q^{\alpha} \mathcal{D}(\varphi), Q^{\alpha} \mathcal{D}(\psi) \rangle = \varphi N_\alpha \psi + \psi N_\alpha \varphi + \langle \mathcal{D}_\alpha \varphi, \mathcal{D}_\alpha \psi \rangle. \]  

Furthermore whenever $\varphi \in \text{Dom}(N_\alpha)$ and $g \in C^2_\alpha(\mathbb{R})$, we have
\[ \int_X (g' \circ \varphi) N_\alpha \varphi \, dw = - \int_X (g'' \circ \varphi) \| \mathcal{D}_\alpha \mathcal{D}(\varphi) \|^2 \, dw. \]

Proof. The fact that $\varphi \psi$ belongs to $\mathcal{E}_\alpha(X)$ and (4.3) follow by direct calculations. We recall that $N_\alpha u = N_\alpha w$ whenever $u \in \mathcal{E}_\alpha(X)$ (Theorem 4.3). Now we prove (4.4). We start by showing that when $\psi$ belongs to $\text{Dom}(N_\alpha)$ it holds
\[ \int_X \psi N_\alpha \psi \, dw = - \frac{1}{2} \int_X \| \mathcal{D}_\alpha \psi \|^2 \, dw. \]

To do so it is enough to recall that $\nu$ is invariant. Indeed by (4.3) we have for $\varphi \in \mathcal{E}_\alpha(X)$
\[ 0 = \int_X N_\alpha \varphi^2 \, dw = \int_X (2 \varphi N_\alpha \varphi + \| \mathcal{D}_\alpha \varphi \|^2) \, dw. \]

Since $\mathcal{E}_\alpha(X)$ is a core for $N_\alpha$, by (4.5) and the Young inequality, it follows that
\[ \mathcal{D}_\alpha : \mathcal{E}_\alpha(X) \subseteq \text{Dom}(N_\alpha) \to L^2(X, \nu; H_\alpha), \quad \varphi \mapsto \mathcal{D}_\alpha \varphi, \]

is continuous and, consequently, it can be extended to all of $\text{Dom}(N_\alpha)$ (endowed with the graph norm). We shall still denote by $\mathcal{D}_\alpha$ its extension. So (4.5) follows by a standard density argument. In a similar way we can use the dominated convergence theorem to get (4.4). □

The next result is a technical lemma about the behaviour of the derivative of the semigroup $P_\alpha(t)$ which will be useful to prove the closability of the gradient operator (Proposition 4.6) and the Poincaré inequality (Proposition 4.7).

Lemma 4.5. Assume Hypotheses 1.2 hold true and let $\varphi \in \mathcal{E}_\alpha(X)$. It holds
\[ \int_X |P_\alpha(t) \varphi|^2 \, dw + \int_0^t \int_X \| \mathcal{D}_\alpha P_\alpha(s) \varphi \|^2 \, dw \, ds = \int_X |\varphi|^2 \, dw. \]

Proof. For every $\varphi \in \mathcal{E}_\alpha(X)$ we have
\[ \frac{d}{ds} P_\alpha(s) \varphi = N_\alpha P_\alpha(s) \varphi, \quad s > 0. \]

Multiplying both sides of (4.7) by $P_\alpha(s) \varphi$, integrating on $X$ with respect to $\nu$, and taking into account (4.5), we find
\[ \int_X \frac{d}{ds} |P_\alpha(s) \varphi|^2 \, dw = - \int_X \| \mathcal{D}_\alpha P_\alpha(s) \varphi \|^2 \, dw. \]

Now the thesis follows integrating (4.8) with respect to $s$ from 0 to $t$. □

We are now in the right position to prove the closability of the derivative operator $\mathcal{D}_\alpha$ and $\mathcal{D}_\alpha^2$ that we will use to define the Sobolev spaces $W^{1,2}_\alpha(X, \nu)$ and $W^{2,2}_\alpha(X, \nu)$. 


Proposition 4.6. Assume Hypotheses 1.7 hold true. The operators $\mathcal{D}_\alpha : \xi_\alpha(X) \subseteq L^2(X, \nu) \to L^2(X, \nu; H_\alpha)$ and $(\mathcal{D}_\alpha, \mathcal{D}_\alpha^*) : \xi_\alpha(X) \subseteq L^2(X, \nu) \to L^2(X, \nu; H_\alpha) \times L^2(X, \nu; H_\alpha)$ are closable.

Proof. We assume that $\{\varphi_n\}_{n \in \mathbb{N}} \subseteq \xi_\alpha(X)$ is a sequence such that
\[
L^2(X, \nu) \lim_{n \to +\infty} \varphi_n = 0; \quad (4.9)
\]
and
\[
L^2(X, \nu; H_\alpha) \lim_{n \to +\infty} \mathcal{D}_\alpha \varphi_n = \Psi. \quad (4.10)
\]
By \[14.6\], the strong continuity of $P_2(t)$ and \[4.10\], we have
\[
\lim_{n \to +\infty} \int_0^t \int_X \|\mathcal{D}_\alpha P_2(s)\varphi_n\|^2 \, d\nu \, ds = \lim_{n \to +\infty} \left( \int_X |\varphi_n|^2 \, d\nu - \int_t X |P_2(t)\varphi_n|^2 \, d\nu \right) = 0. \quad (4.11)
\]
We also claim that
\[
\lim_{n \to +\infty} \int_0^t \int_X \|\mathcal{D}_\alpha P_2(s)\varphi_n\|^2 \, d\nu \, ds = \int_0^t \int_X \|\mathbb{E}[(\mathcal{D}^G X(t, x))^* \Psi(X(t, x))]\|_\alpha^2 \, d\nu \, dx. \quad (4.11)
\]
Indeed by \[8\] Corollary 21] we have
\[
\mathcal{D}_\alpha P_2(t)\varphi_n(x) = \mathbb{E}[(\mathcal{D}^G X(t, x))^* \mathcal{D}_\alpha \varphi_n(X(t, x))]
\]
Observe that
\[
\int_0^t \int_X \|\mathbb{E}[(\mathcal{D}^G X(s, x))^* \mathcal{D}_\alpha \varphi_n(X(s, x))] - \mathbb{E}[(\mathcal{D}^G X(t, x))^* \Psi(X(s, x))]\|_\alpha^2 \, d\nu \, dx ds \\
\leq \int_0^t \int_X e^{-2\kappa_\alpha s} \|\mathbb{E}[(\mathcal{D}_\alpha \varphi_n(X(s, x)) - \Psi(X(s, x))]\|_\alpha^2 \, d\nu \, dx ds \\
\leq \int_0^t \int_X e^{-2\kappa_\alpha s} \|\mathcal{D}_\alpha \varphi_n(x) - \Psi(x)\|_\alpha^2 \, d\nu \, dx ds.
\]
Recalling that $\nu$ is invariant for $P_2(t)$ we have
\[
0 \leq \lim_{n \to +\infty} \int_0^t \int_X \|\mathbb{E}[(\mathcal{D}^G X(s, x))^* \mathcal{D}_\alpha \varphi_n(X(s, x))] - \mathbb{E}[(\mathcal{D}^G X(t, x))^* \Psi(X(s, x))]\|_\alpha^2 \, d\nu \, dx ds \\
\leq \lim_{n \to +\infty} \int_0^t \int_X e^{-2\kappa_\alpha s} \|\mathcal{D}_\alpha \varphi_n(x) - \Psi(x)\|_\alpha^2 \, d\nu \, dx ds = 0.
\]
This prove \[4.11\]. Combining \[4.10\] and \[4.11\] we get
\[
\int_0^t \int_X \|\mathbb{E}[(\mathcal{D}^G X(s, x))^* \Psi(X(s, x))]\|_\alpha^2 \, d\nu \, dx = 0.
\]
So for a.e. $s \in (0, t)$ (with respect to the Lebesgue measure) it holds
\[
\int_X \|\mathbb{E}[(\mathcal{D}^G X(s, x))^* \Psi(X(s, x))]\|_\alpha^2 \, d\nu = 0. \quad (4.12)
\]
To be more precise we denote by $A$ the subset, with measure zero, of $(0, t)$, such that in $(0, t) \setminus A$ \[4.12\] does not hold. For $s \in A$, by the monotone convergence theorem, we have
\[
0 = \int_X \|\mathbb{E}[(\mathcal{D}^G X(s, x))^* \Psi(X(s, x))]\|_\alpha^2 \, d\nu = \\
\int_0^t \sum_{i=1}^{+\infty} \|\mathbb{E}[(\mathcal{D}^G X(s, x))^* \Psi(X(s, x)), h_i]\|_\alpha^2 \, d\nu \\
= \sum_{i=1}^{+\infty} \int_X \|\mathbb{E}[(\mathcal{D}^G X(s, x))^* \Psi(X(s, x), h_i)]\|_\alpha^2 \, d\nu \\
= \sum_{i=1}^{+\infty} \int_X \|\Psi(X(s, x), \mathcal{D}^G X(s, x) h_i]\|_\alpha^2 \, d\nu.
So for $s \in A$ and $i \in \mathbb{N}$

$$\int_X \left| \mathbb{E}\left[\langle \Psi(X(s,x)), D^G X(s,x)h_i \rangle \right] \right|^2 \nu(dx) = 0.$$ 

Now observe that for $s \in A$ and $i \in \mathbb{N}$ we have

$$0 \leq \| P_s(\langle \Psi(\cdot), h_i \rangle) \|_{L^2(X,\nu)} = \| \mathbb{E}[\langle \Psi(X(s\cdot)), h_i \rangle] \|_{L^2(X,\nu)}$$

$$= \| \mathbb{E}[\langle \Psi(X(s\cdot)), h_i \rangle] \|_{L^2(X,\nu)} - \| \mathbb{E}[\langle \Psi(X(s\cdot)), D^G X(s\cdot)h_i \rangle] \|_{L^2(X,\nu)}$$

$$\leq \| \mathbb{E}[\langle \Psi(X(s\cdot)), h_i \rangle] \|_{L^2(X,\nu)} - \mathbb{E}[\| \langle \Psi(X(s\cdot)), D^G X(s\cdot)h_i \rangle \|_{L^2(X,\nu)}]$$

by the continuity of $s \mapsto D^G X(s\cdot)$ and the dominated convergence theorem we get that for every $i \in \mathbb{N}$

$$\| \langle \Psi(\cdot), h_i \rangle \|_{L^2(X,\nu)} = 0.$$ 

By a standard argument we get that $\Psi(x) = 0$ for $\nu$-a.e $x \in X$. This prove the closability of $D_\alpha : \xi_\alpha(X) \subseteq L^2(X,\nu) \rightarrow L^2(X,\nu; H_\alpha)$. The closability of $(D_\alpha, D_\alpha^2) : \xi_\alpha(X) \subseteq L^2(X,\nu) \rightarrow L^2(X,\nu; H_\alpha) \times L^2(X,\nu; H_\alpha^\alpha)$ follows by similar calculations substituting $\varphi_n$ with $D_\alpha \varphi_n, h_i$ for $i \in \mathbb{N}$.

We are now able to define the Sobolev spaces we will use throughout the rest of the paper.

**Definition 4.7.** We define the Sobolev spaces $W^{1,2}_\alpha(X, \nu)$ and $W^{2,2}_\alpha(X, \nu)$ as the domains of the closure of the operators $D_\alpha : \xi_\alpha(X) \subseteq L^2(X,\nu) \rightarrow L^2(X,\nu; H_\alpha)$ and $(D_\alpha, D_\alpha^2) : \xi_\alpha(X) \subseteq L^2(X,\nu) \rightarrow L^2(X,\nu; H_\alpha) \times L^2(X,\nu; H_\alpha^\alpha)$, respectively.

**Remark 4.8.** It is known that $\mu \sim N(0, Q)$ is the unique invariant measure of the Ornstein–Uhlenbeck semigroup $T(t)$ introduced in [24] (for any $\alpha > 0$). An interesting question is when the measure $\nu$ is absolutely continuous with respect to the measure $\mu$. When $\alpha = 0$ this problem has already been addressed in [24] Section 3.7, where it is proved that if $F$ is a bounded and Fréchet differentiable function with bounded derivative operator, then $\nu \ll \mu$. The case $\alpha = 1/2$ has been studied in [11] Theorem 3.5, with the additional hypotheses that $F(X) \subseteq H_{1/2}$ and $F \in L^2(X,\mu; H_{1/2})$. We plan to study this problem in our setting in an upcoming work.

We are now able to prove Theorem 4.9.

**Proof of Theorem 4.9** Since $\xi_\alpha(X)$ is a core for $N_2$, then a sequence $\{u_n\}_{n \in \mathbb{N}} \subseteq \xi_\alpha(X)$ exists such that $u_n$ converges to a function $u$ in $L^2(X,\nu)$ and

$$L^2(X,\nu)-\lim_{n \to +\infty} \lambda u_n = N_2 u_n = f.$$ 

Let $f_n := \lambda u_n - N_2 u_n$. Multiplying $f_n$ by $u_n$, integrating with respect to $\nu$ and using (4.1) we get

$$\int_X f_n u_n \, d\nu = \lambda \int_X u_n^2 \, d\nu - \int_X u_n N_2 u_n \, d\nu = \lambda \int_X u_n^2 \, d\nu + \frac{1}{2} \int_X \| D_\alpha u_n \|_{\alpha}^2 \, d\nu.$$ 

By the Cauchy–Schwarz inequality we get

$$\| u_n \|_{L^2(X,\nu)} \leq \frac{1}{\lambda} \| f_n \|_{L^2(X,\nu)}; \quad \| D_\alpha u_n \|_{L^2(X,\nu; H_\alpha)} \leq \sqrt{\lambda} \| f_n \|_{L^2(X,\nu)}.$$ 

Since $\{u_n\}_{n \in \mathbb{N}}$ and $\{f_n\}_{n \in \mathbb{N}}$ converge to $u$ and $f$, respectively, in $L^2(X,\nu)$ we get

$$\| u \|_{L^2(X,\nu)} = \lim_{n \to +\infty} \| u_n \|_{L^2(X,\nu)} \leq \lim_{n \to +\infty} \frac{1}{\lambda} \| f_n \|_{L^2(X,\nu)} = \frac{1}{\lambda} \| f \|_{L^2(X,\nu)}.$$ 

Moreover

$$\| D_\alpha u_n - D_\alpha u_m \|_{L^2(X,\nu; H_\alpha)} \leq \sqrt{\lambda} \| f_n - f_m \|_{L^2(X,\nu)}.$$
then \( \{ D_\alpha u_n \}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( L^2(\mathcal{X}, \nu; H_\alpha) \). By the closability of \( D_\alpha \) in \( L^2(\mathcal{X}, \nu) \) (Proposition 4.6) it follows that \( u \in W^{1,2}_\alpha(\mathcal{X}, \nu) \) and
\[
L^2(\mathcal{X}, \nu; H_\alpha)- \lim_{n \to +\infty} D_\alpha u_n = D_\alpha u.
\]
Therefore
\[
\| D_\alpha u \|_{L^2(\mathcal{X}, \nu; H_\alpha)} = \lim_{n \to +\infty} \| D_\alpha u_n \|_{L^2(\mathcal{X}, \nu; H_\alpha)} \leq \lim_{n \to +\infty} \sqrt{\frac{2}{\lambda}} \| f_n \|_{L^2(\mathcal{X}, \nu)} = \sqrt{\frac{2}{\lambda}} \| f \|_{L^2(\mathcal{X}, \nu)}.
\]

Now we prove the moreover part of the statement. Using (1.3), we differentiate the equality \( \lambda u_n - N_2 u_n = f_n \) along \( h_j \) direction, we multiply the result by \( \langle D_\alpha u, h_j \rangle_\alpha \), sum over \( j \) and finally integrate over \( \mathcal{X} \) with respect to \( \nu \). We obtain
\[
\lambda \int_{\mathcal{X}} \| D_\alpha u_n \|_\alpha^2 d\nu - \int_{\mathcal{X}} \langle D_\alpha u_n, AD_\alpha u_n \rangle_\alpha d\nu + \frac{1}{2} \int_{\mathcal{X}} \| D_\alpha^2 u_n \|^2_{\mathcal{H}_\alpha} d\nu
\]
\[- \int_{\mathcal{X}} \langle Q^{2\alpha} D G D_\alpha u_n, D_\alpha u_n \rangle_\alpha d\nu = \int_{\mathcal{X}} \langle D_\alpha f_n, D_\alpha u_n \rangle_\alpha d\nu.
\]
Recalling that \( \langle (A + D F(x)) h, h \rangle_\alpha \leq -\zeta \| h \|^2_\alpha \) for every \( x \in \mathcal{X} \) and \( h \in H_\alpha \), we have
\[
(\lambda + \zeta_\alpha) \int_{\mathcal{X}} \| D_\alpha u_n \|_\alpha^2 d\nu + \frac{1}{2} \int_{\mathcal{X}} \| D_\alpha^2 u_n \|^2_{\mathcal{H}_\alpha} d\nu \leq \int_{\mathcal{X}} \langle D_\alpha f_n, D_\alpha u_n \rangle_\alpha d\nu.
\]
Finally we have
\[
\frac{1}{2} \int_{\mathcal{X}} \| D_\alpha^2 u_n \|^2_{\mathcal{H}_\alpha} d\nu \leq \int_{\mathcal{X}} \langle D_\alpha f_n, D_\alpha u_n \rangle_\alpha d\nu. \tag{4.13}
\]
Now from (4.13), by the Cauchy–Schwarz inequality and (4.3) we have
\[
\frac{1}{2} \int_{\mathcal{X}} \| D_\alpha^2 u_n \|^2_{\mathcal{H}_\alpha} d\nu \leq \int_{\mathcal{X}} \langle D_\alpha f_n, D_\alpha u_n \rangle_\alpha d\nu = -\int_{\mathcal{X}} f_n N_2 u_n d\nu
\]
\[- = -2 \int_{\mathcal{X}} f_n (\lambda u_n - f_n) d\nu \leq 4 \int_{\mathcal{X}} f_n^2 d\nu.
\]
So we get
\[
\| D_\alpha^2 u_n \|_{L^2(\mathcal{X}, \nu; \mathcal{H}_\alpha)} \leq 2 \sqrt{2} \| f_n \|_{L^2(\mathcal{X}, \nu)}.
\]
We remark that
\[
\| D_\alpha^2 u_n - D_\alpha^2 u_m \|_{L^2(\mathcal{X}, \nu; \mathcal{H}_\alpha)} \leq 2 \sqrt{2} \| f_n - f_m \|_{L^2(\mathcal{X}, \nu)};
\]
then \( \{ D_\alpha^2 u_n \}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( L^2(\mathcal{X}, \nu; \mathcal{H}_\alpha) \). By the closability of \( (D_\alpha, D_\alpha^2) \) in \( L^2(\mathcal{X}, \nu) \) it follows that \( u \in W^{2,2}_\alpha(\mathcal{X}, \nu) \) and
\[
L^2(\mathcal{X}, \nu; \mathcal{H}_2)- \lim_{n \to +\infty} D_\alpha^2 u_n = D_\alpha^2 u.
\]
Therefore
\[
\| D_\alpha^2 u \|_{L^2(\mathcal{X}, \nu; \mathcal{H}_2)} = \lim_{n \to +\infty} \| D_\alpha^2 u_n \|_{L^2(\mathcal{X}, \nu; \mathcal{H}_2)} \leq \lim_{n \to +\infty} 2 \sqrt{2} \| f_n \|_{L^2(\mathcal{X}, \nu)} = 2 \sqrt{2} \| f \|_{L^2(\mathcal{X}, \nu)},
\]
and \( \{ u_n \}_{n \in \mathbb{N}} \) converges to \( u \) in \( W^{2,2}_\alpha(\mathcal{X}, \nu) \).

**4.3. Logarithmic Sobolev inequality and further consequences.** Logarithmic Sobolev inequalities are important tools in the study of Sobolev spaces with respect to non-Lebesgue measures. This is due to the fact that they are the counterpart of the Sobolev embeddings which in general fail to hold when the Lebesgue measure is replaced by other measures, as for example the Gaussian one. In this section we also collect some consequences of the logarithmic Sobolev inequality (4.4).

Now we are ready to prove that the measure \( \nu \) satisfies a logarithmic Sobolev inequality. The idea of the proof is to apply the Deuschel and Stroock method (see [35]).
Proof of Theorem 1.10. We split the proof in two parts. In the first part we prove the claim when \( \varphi \) satisfies some additional conditions and in the second part we show (1.10) in its full generality.

**Step 1.** Here we prove (1.10) with \( \varphi \) in \( \mathcal{F}_0^1(\chi) \) such that there exists a positive constant \( c \) with \( c \leq \varphi \leq 1 \). To this aim we consider the function

\[
H(t) := \int_X (P_2(t)\varphi') \ln (P_2(t)\varphi') d\nu, \quad t \geq 0.
\]

which is well defined thanks to the contractivity and the positivity preserving of \( P_2(t) \).

Our aim is to find a lower bound for the derivative of \( H \). Observe that by the invariance of \( \nu \) and (4.3) we have

\[
H'(t) = \int_X \left( N_2 P_2(t) \varphi' \right) \ln (P_2(t)\varphi') d\nu + \int_X N_2 P_2(t) \varphi' d\nu
\]

\[
= -\int_X \frac{1}{P_2(t)\varphi} \| D_\alpha P_2(t) \varphi \|_\alpha^2 d\nu \geq -e^{-2c_\alpha t} \int_X \frac{1}{P_2(t)\varphi} \| D_\alpha \varphi \|_\alpha^2 d\nu
\]

\[
\geq -e^{-2c_\alpha t} \int_X \frac{1}{P_2(t)\varphi} (P_2(t) \| D_\alpha \varphi \|_\alpha)^2 d\nu
\]

By (2.5) we have \( P_2(t) \| D_\alpha \varphi \|_\alpha \leq [P_2(t) \| D_\alpha \varphi \|_\alpha^2]^{1/2} (P_2(t) \| \varphi \|_\alpha)^{1/2} \). Hence we deduce

\[
H'(t) \geq -e^{-2c_\alpha t} \int_X \frac{\| D_\alpha \varphi \|_\alpha^2}{\varphi^2} d\nu \geq -e^{-2c_\alpha t} \int_X \varphi^{-2} \| D_\alpha \varphi \|_\alpha^2 d\nu.
\]

Integrating from 0 to \(+\infty\) and by (2.4) we get

\[
\int_X \varphi^p \ln \varphi^p d\nu \leq \left( \int_X \varphi^p d\nu \right) \ln \left( \int_X \varphi^p d\nu \right) + \frac{p^2}{2c_\alpha} \int_X \varphi^{-2} \| D_\alpha \varphi \|_\alpha^2 d\nu.
\]

**Step 2.** Now, for any \( \varphi \in \mathcal{F}_0^1(\chi) \), consider the sequence \( \{\varphi_n\}_{n \in \mathbb{N}} \) defined by \( \varphi_n = (1 + \|\varphi\|_\infty)^{-p} \sqrt{\varphi^2 + n^{-1}} \). Step 1 yields that

\[
\int_X \varphi_n^p \ln (\varphi_n^p) d\nu \leq \left( \int_X \varphi_n^p d\nu \right) \ln \left( \int_X \varphi_n^p d\nu \right) + \frac{p^2}{2c_\alpha} \int_X \varphi_n^{-2} \| D_\alpha \varphi_n \|_\alpha^2 d\nu. \tag{4.14}
\]

Observing that there exists a positive constant \( c_{n,p} \) such that \( c_{n,p} \leq \varphi_n^p \leq 1 \) for any \( n \in \mathbb{N} \) and using the fact that the function \( x \mapsto x \ln x \) is bounded in \((0, 1]\), by the dominated convergence theorem the left hand side of (4.14) converges to

\[
(1 + \|\varphi\|_\infty)^{-p} \int_X |\varphi|^p \ln \left( (1 + \|\varphi\|_\infty)^{-p} |\varphi|^p \right) d\nu,
\]

and the first term in the right hand side of (4.14) converges to

\[
\left( (1 + \|\varphi\|_\infty)^{-p} \int_X |\varphi|^p d\nu \right) \ln \left( \frac{\int_X |\varphi|^p d\nu}{(1 + \|\varphi\|_\infty)^p} \right).
\]

Since \( \| D_\alpha \varphi_n \|_\alpha \leq (1 + \|\varphi\|_\infty)^{-1} \| D_\alpha \varphi \|_\alpha \) for every \( n \in \mathbb{N} \), by the monotone convergence theorem if \( p \in [1, 2) \), and by the dominated convergence theorem otherwise, we obtain

\[
\lim_{n \to +\infty} \int_X \varphi_n^{-2} \| D_\alpha \varphi_n \|_\alpha^2 d\nu = (1 + \|\varphi\|_\infty)^{-p} \int_X |\varphi|^{-2} \| D_\alpha \varphi \|_\alpha^2 \chi(\varphi \neq 0) d\nu.
\]

So the statement follows letting \( n \) to infinity in (4.14). To get (1.7) it is enough to use a standard approximation argument and the Fatou lemma. \( \square \)

The logarithmic Sobolev inequality has several interesting consequences. By (40, 47), the logarithmic Sobolev inequality is equivalent to a hypercontractivity type estimate. For the convenience of the reader we have included the proof in Appendix A.
The proof is classical and we just sketch it. By \[58, \text{Theorem 1.7}\] and the classical reverse standard approximation argument. Letting we get

An interesting consequence of Proposition \[4.9\] is an improvement of positivity property for the semigroup \(P_2(t)\). Assume Hypotheses \(1.7\) hold true. Let \(\phi\) is a \(L^2\)-a.e. positive function. The Poincaré inequality has many interesting consequences. Here we just state two of them which are relevant to the study of the semigroup \(P_2(t)\) and of its generator \(N_2\) in \(L^2(\mathcal{X}, \nu)\). We already know about the asymptotic behaviour of the semigroup \(P_2(t)\), thanks to \[2.4\]. The next result gives us the rate to which the semigroup \(P_2(t)\varphi\) converges to \(\int_{\mathcal{X}} \varphi \, d\nu\) in \(L^2(\mathcal{X}, \nu)\) when \(t\) goes to infinity.

**Corollary 4.10.** Assume Hypotheses \[4.9\] hold true. For any \(t > 0\) the semigroup \(P_2(t)\) is positivity improving, meaning that it maps a \(\nu\)-a.e. non-negative function in a \(\nu\)-a.e. positive function.

**Proof.** The proof is classical and we just sketch it. By \[58, \text{Theorem 1.7}\] and the classical reverse Hölder and Minkowski inequalities for \(p < 1\) it is possible to prove a reverse hypercontractivity estimate such as that of \[12, \text{Section 2}\]. This is enough to obtain positivity improving, see \[12, \text{Theorem 2.1}\].

Another classical inequality that follows from \[4.2\] is the Poincaré inequality.

**Proof of Theorem \[4.7\].** We just show the theorem for \(\varphi \in \xi_2(\mathcal{X})\), the general case follows by a standard approximation argument. Letting \(t\) go to infinity in \[1.8\], using \[4.2\] and the invariance of \(\nu\) we get

\[
\int_\mathcal{X} |\varphi|^2 \, d\nu - \int_\mathcal{X} \varphi \, d\nu = \int_0^{\infty} \int_\mathcal{X} \|D_\alpha P_2(s)\varphi\|^2 \, d\nu \, ds
\]

\[
\leq \int_0^{\infty} e^{-2\zeta_s} \int_\mathcal{X} P_2(s)\|D_\alpha \varphi\|^2 \, d\nu \, ds
\]

\[
= \left( \int_0^{\infty} e^{-2\zeta_s} \, ds \right) \left( \int_\mathcal{X} \|D_\alpha \varphi\|^2 \, d\nu \right)
\]

\[
= \frac{1}{2\zeta} \int_\mathcal{X} \|D_\alpha \varphi\|^2 \, d\nu.
\]

Recalling that \(\int_\mathcal{X} |\varphi - \int_\mathcal{X} \varphi \, d\nu|^2 \, d\nu = \int_\mathcal{X} |\varphi|^2 \, d\nu - \int_\mathcal{X} \varphi \, d\nu)^2 \) we get the thesis. \(\square\)

The Poincaré inequality has many interesting consequences. Here we just state two of them which are relevant to the study of the semigroup \(P_2(t)\) and of its generator \(N_2\) in \(L^2(\mathcal{X}, \nu)\). We already know about the asymptotic behaviour of the semigroup \(P_2(t)\), thanks to \[2.4\]. The next result gives us the rate to which the semigroup \(P_2(t)\varphi\) converges to \(\int_{\mathcal{X}} \varphi \, d\nu\) in \(L^2(\mathcal{X}, \nu)\) when \(t\) goes to infinity.

**Corollary 4.11.** Assume Hypotheses \[4.7\] hold true. If \(\varphi \in L^2(\mathcal{X}, \nu)\), then

\[
\left\|P_2(t)\varphi - \int_{\mathcal{X}} \varphi \, d\nu\right\|_{L^2(\mathcal{X}, \nu)} \leq e^{-\zeta t} \|\varphi\|_{L^2(\mathcal{X}, \nu)}.
\]

**Proof.** Let \(G(s) := \int_{\mathcal{X}} \vert P_2(s)\varphi - \int_{\mathcal{X}} \varphi \, d\nu \vert^2 \, d\nu\). Using both \[1.8\] and \[4.3\] we get

\[
G'(s) = \frac{d}{ds} \int_{\mathcal{X}} \vert P_2(s)\varphi - \int_{\mathcal{X}} \varphi \, d\nu \vert^2 \, d\nu = 2 \int_{\mathcal{X}} (P_2(s)\varphi)(N_2 P_2(s)\varphi) \, d\nu
\]

\[
= -\int_{\mathcal{X}} \|D_\alpha P_2(s)\varphi\|^2 \, d\nu \leq -2\zeta_\alpha \int_{\mathcal{X}} \|P_2(s)\varphi\|^2 \, d\nu
\]

\[
= -2\zeta_\alpha \int_{\mathcal{X}} \|P_2(s)\varphi\|^2 \, d\nu = -2\zeta_\alpha G(s).
\]

Thus \(G(t) \leq e^{-2\zeta_\alpha t} G(0)\), which means

\[
\int_{\mathcal{X}} \left| P_2(t)\varphi - \int_{\mathcal{X}} \varphi \, d\nu \right|^2 \, d\nu \leq e^{-2\zeta_\alpha t} \int_{\mathcal{X}} \left| \varphi - \int_{\mathcal{X}} \varphi \, d\nu \right|^2 \, d\nu
\]
\[= e^{-2\zeta_\alpha t} \int_X |\varphi|^2 dv - \left| \int_X \varphi dv \right|^2 dv \leq e^{-2\zeta_\alpha t} \int_X |\varphi|^2 dv. \]

The next proposition gives us a spectral gap for the operator \(N_2\). We refer to [53] Proposition 10.5.1 for the proof.

**Proposition 4.12.** If Hypotheses [\ref{hyp:1.7}] hold true, then \(\sigma(N_2) \setminus \{0\} \subseteq \{\lambda \in \mathbb{C} \mid \text{Re}\lambda \leq -\omega\}.\)

5. **Examples**

In this section we will give some examples to which the results of this paper can be applied to.

5.1. **A suitable choice of \(A\).** In this subsection we suggest a possible choice of the operator \(A\) that simplifies the checking of Hypotheses [\ref{hyp:1.7}]. Let \(\beta \geq 0\) and \(A = -(1/2)Q^{-\beta} : Q^{\beta}(X) \subseteq X \rightarrow X\). Clearly, due to this choice, \(A\) and \(Q^\alpha\) commute. Let \([\{\epsilon_k\}_{k \in \mathbb{N}}\) be an orthonormal basis of \(X\) consisting of eigenvectors of \(Q\), and let \([\lambda_k]_{k \in \mathbb{N}}\) be the eigenvalues associated with \([\{\epsilon_k\}_{k \in \mathbb{N}}\). Since \(Q\) is a compact and positive operator, there exists \(k_0 \in \mathbb{N}\) such that \(\lambda_{k_0} > 0\) and \(\lambda_k \leq \lambda_{k_0}\), for any \(k \in \mathbb{N}\). Without loss of generality we assume \(k_0 = 1\). Hence, for any \(x \in Q^{\beta}(X)\), we have

\[
\langle Ax, x \rangle = \sum_{k=1}^{+\infty} -\frac{1}{2} \lambda_k^{-\beta} \langle x, \epsilon_k \rangle^2 \leq -\frac{1}{2} \lambda_1^{-\beta} \|x\|^2.
\]

Moreover, since \(Q\) is a compact and positive operator, \(\text{Dom}(A) = Q^{\beta}(X)\) is dense in \(X\), so \(A\) generates a strongly continuous and contraction semigroup in \(X\). Let \(A_0\) be the part of \(A\) in \(H_0\), we recall that

\[\text{Dom}(A_0) := \{x \in Q^\alpha(X) \cap Q^{\beta}(X) : Ax \in Q^\alpha(X)\}.\]

By [\ref{prop:5.1}], for any \(x \in \text{Dom}(A_0)\), we have

\[
\langle Ax, x \rangle_0 = (Q^{-\alpha}Ax, Q^{-\alpha}x) = \langle A Q^{-\alpha}x, Q^{-\alpha}x \rangle \leq -\lambda_1^{-\beta} \|Q^{-\alpha}x\|^2 = -\frac{1}{2} \lambda_1^{-\beta} \|x\|^2_0.
\]

Since \(Q^{\alpha+\beta}(X)\) is dense in \(X\) and \(Q^{-\alpha}\) is an isometric operator in \(X\), then \(Q^{\alpha+\beta}(X) \subseteq \text{Dom}(A_0)\). Hence \(A\) generates a strongly continuous and contraction semigroup in \(H_0\). So \(A\) satisfies Hypothesis [\ref{hyp:1.7}].

5.2. **Semiconvex perturbation.** Let \(U : X \rightarrow \mathbb{R}\) be a \(C^2\) function such that \(F = -D^2U\) verifies Hypothesis [\ref{hyp:1.7}] and there exists a constant \(v \in \mathbb{R}\) such that, for any \(x, y \in X\),

\[
\langle D^2U(x)y, y \rangle \geq v\|y\|^2.
\]

We consider the stochastic partial differential equation

\[
\begin{aligned}
&dX(t, x) = (AX(t, x) - Q^{2\alpha}D^2U(X(t, x)))dt + Q^\alpha dW(t), \quad t > 0; \\
&X(0, x) = x \in X, 
\end{aligned}
\]

Clearly Hypotheses [\ref{hyp:1.7}] are verified, and so all the results in this paper hold true. In this case the invariant measure \(\nu\) of Proposition [\ref{prop:2.7}] has the following form

\[
\nu(dx) := \frac{e^{-2U(x)}}{\int_X e^{-2U(x)} \mu(dx)} \mu(dx),
\]

where \(\mu\) is a Gaussian measure with mean 0 and covariance operator

\[Q_\infty := \int_0^{+\infty} e^{tA} Q^{2\alpha} e^{tA} dt.
\]

In particular \(\nu\) and \(\mu\) are equivalent. We refer to [52] Section 8.6] for a more in-depth treatment of the relationship of \(\nu\) and \(\mu\) and the study of their properties. We remark that functions \(U\) satisfying [\ref{eq:5.3}] are called semiconvex, or 2-paraconvex, and were introduced in [63] and studied.
by various authors (see, for example, [7, 14, 15]). With regard to the study of [13, 14] for convex and semiconvex function we refer to [9, 11, 17, 19, 22, 27, 28, 30, 33, 40].

5.3. An example in $L^2([0,1],\lambda)$. Let $\mathcal{X} = L^2([0,1],\lambda)$ where $\lambda$ is the Lebesgue measure. Let $-Q^{-1}$ be the realization in $L^2_j([0,1],\lambda)$ of the second order derivative with Dirichlet boundary condition. Hence $Q$ is a positive and trace class operator. We choose $A = -(1/2)Q^{-\beta}$ as in Subsection 5.1, so $\lambda_1$ in 5.1 and 5.2 is equal to $\pi^{-\beta}$ (see [24] Chapter 4). We assume that $F = Q^{2\alpha}G$ where $G : \mathcal{X} \to \mathcal{X}$ is Frechet differentiable and Lipschitz continuous with Lipschitz constant $L$. Hence, for any $x, y \in \mathcal{X}$, we have

$$(F(x) - F(y), x - y) \leq \|Q^{2\alpha}\|_{\mathcal{L}(\mathcal{X})} \|G(x) - G(y)\| \|x - y\| \leq \frac{1}{\pi^{2\alpha}} L \|x - y\|,$$

and, for any $x \in \mathcal{X}$ and semiconvex function we refer to [3, 4, 16, 17, 23, 27, 28, 30, 33, 40].

Proof of Proposition 2.9. We want to prove that

$$\langle F(x) - F(y), x - y \rangle \leq \|Q^{2\alpha}\|_{\mathcal{L}(\mathcal{X})} \|G(x) - G(y)\| \|x - y\| \leq \frac{1}{\pi^{2\alpha}} L \|x - y\|,$$

and, for any $x \in \mathcal{X}$ and $h \in H_\alpha$, we have

$$\langle DF(x)h, h \rangle_{H_\alpha} \leq \|D G(x)\|_{\mathcal{L}(\mathcal{X})} \|h\|^2 \leq L \|Q^{\alpha}\|_{\mathcal{L}(\mathcal{X})} \|h\|^2 \leq \frac{1}{\pi^{2\alpha}} L \|h\|^2.$$

So, if $L < (1/2)\pi^{2\alpha+\beta}$ then the Hypotheses of Theorems 1.9, 1.10 and 1.11 are verified.
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Appendix A. Proofs of the Propositions 2.9, 3.1 and 4.9

Proof of Proposition 2.9. Due to some technical difficulties it is convenient to split the proof in two cases. If $m = 1$, then $F$ is Lipschitz continuous, so the thesis follows from [31, Theorem 9.8]. We just need to prove Proposition 2.9 when $m > 1$. Throughout the proof let $m' := m(m - 1)^{-1}$.

We recall that by Proposition 1.1 the mild solution of (1.1) belongs to every space $X^p([0,T])$ with $p \geq 2$. For any $t \geq 0, x \in \mathcal{X}$ and $y \in \mathcal{X}^{mp}([0,T])$, we define

$$K_t(x,Y) := e^{tA}x + \int_0^t e^{(t-s)A}F(Y(s))ds + \int_0^t e^{(t-s)A}Q^{\alpha}dW(s).$$

Observe that $K_t$ maps $\mathcal{X} \times \mathcal{X}^{mp}([0,T])$ into $\mathcal{X}^{p}([0,T])$, indeed by the contractivity of $e^{tA}$, Hypotheses 1.1 and 1.2, we have

$$E[\|K_t(x,Y)\|^p] = E\left[\left\|e^{tA}x + \int_0^t e^{(t-s)A}F(Y(s))ds + \int_0^t e^{(t-s)A}Q^{\alpha}dW(s)\right\|^p\right]$$

$$\leq 3^{p-1} E\left[\left\|e^{tA}x\right\|^p + T^{p-1} \int_0^T \left\|e^{(t-s)A}F(Y(s))\right\|^p ds + \left\|\int_0^T e^{(t-s)A}Q^{\alpha}dW(s)\right\|^p\right]$$

$$\leq 3^{p-1} \|x\|^p + 3^{p-1} T^{p-1} \int_0^T E[(1 + \|Y(s)\|)^m]ds + 3^{p-1} \sup_{t \in [0,T]} E[\|W_A(t)\|^p]$$

$$\leq 3^{p-1} \|x\|^p + 3^{p-1} T^{p-1} \int_0^T E[(2^{p-1} + 2^{p-1}\|Y(s)\|)^m]ds + 3^{p-1} \sup_{t \in [0,T]} E[\|W_A(t)\|^p]$$

$$\leq 3^{p-1} \|x\|^p + 3^{p-1} T^{p-1} + 6^{p-1} T \|Y\|_{X^{mp}([0,T])}^{mp} + 3^{p-1} \sup_{t \in [0,T]} E[\|W_A(t)\|^p].$$

We want to prove that $K_t$ admits partial derivatives along the directions of $\mathcal{X}$ and along the directions of $\mathcal{X}^{mp}([0,T])$. It is easy to check that the partial derivative of $K_t$ in $(x,Y) \in \mathcal{X} \times \mathcal{X}^{mp}([0,T])$ along $y \in \mathcal{X}$ is $e^{tA}y$. We claim that the partial derivative of $K_t$ in $(x,Y) \in \mathcal{X} \times \mathcal{X}^{mp}([0,T])$ along $Z \in \mathcal{X}^{mp}([0,T])$ is

$$L(Z) := \int_0^t e^{(t-s)A}F_y(Y(s))Z(s)ds,$$
where, for the sake of brevity, $F_s := \mathcal{D}F$. The function $L: \mathcal{X}^{mp}([0,T]) \to \mathcal{X}^{p}([0,T])$ is well defined, indeed by the contractivity of $e^{tA}$, Hypotheses 1.7, the Young and Jensen inequalities, we have

$$
E\|L(Z)(t)\|^p = E\left[\int_0^t e^{(t-s)A} F_s (Y(s)) Z(s) ds\right]^p
$$

$$
\leq T^{p-1} E\left[\int_0^T \|e^{(t-s)A} F_s (Y(s)) Z(s)\|^p ds\right]
$$

$$
\leq T^{p-1} E\left[\int_0^T \|F_s (Y(s)) Z(s)\|^p ds\right]
$$

$$
\leq KT^{p-1} E\left[\int_0^T (1 + \|Y(s)\|^{m-1})^p \|Z(s)\|^p ds\right]
$$

$$
\leq KT^{p-1} E\left[\int_0^T (2^{p-1} + 2^{p-1} \|Y(s)\|^{(m-1)p}) \|Z(s)\|^p ds\right]
$$

$$
= K(2T)^{p-1} E\left[\int_0^T \|Z(s)\|^p ds\right] + K(2T)^{p-1} E\left[\int_0^T \|Y(s)\|^{(m-1)p} \|Z(s)\|^p ds\right]
$$

$$
\leq K \frac{2^{p-1}}{m} \frac{2^{p-1} \|Y\|^p}{m} + \frac{K}{m} \frac{2^{p-1} T}{m} + \frac{K}{m} (2T)^{p-1} E\left[\int_0^T \|Y(s)\|^{mp} ds\right]
$$

$$
\leq K \frac{1}{m} \frac{2^{p-1} \|Z\|^{mp}}{m} (0, T) + \frac{K}{m} (2T)^{p-1} \left(1 + \|Y\|^{mp}(0, T)\right).
$$

Now we are ready to show that $L_2(Z)$ is the partial derivative of $K_t$ in $(x, Y)$ along $Z$. Let $\sigma > 0$, $x \in X$ and $Y, Z \in \mathcal{X}^{mp}([0,T])$ and consider

$$
I_\sigma(t) := \frac{1}{\sigma} (K_1(x, Y + \sigma Z) - K_1(x, Y) - \sigma L(Z))(t)
$$

$$
= \int_0^t e^{(t-s)A} \left[\frac{1}{\sigma} (F(Y(s) + \sigma Z(s)) - F(Y(s))) - F_s (Y(s)) Z(s)\right] ds.
$$

So, by the contractivity of $e^{tA}$ and the Jensen inequality, we have

$$
E\left[\int_0^T \|I_\sigma(t)\|^p dt\right]
$$

$$
\leq E\left[\int_0^T \left\{\int_0^t e^{(t-s)A} \left[\frac{1}{\sigma} (F(Y(s) + \sigma Z(s)) - F(Y(s))) - F_s (Y(s)) Z(s)\right] ds\right\|^p dt\right]
$$

$$
\leq E\left[\int_0^T \frac{1}{\sigma} \int_0^t e^{(t-s)A} \left[\frac{1}{\sigma} (F(Y(s) + \sigma Z(s)) - F(Y(s))) - F_s (Y(s)) Z(s)\right] \left\|ds\right\|^p dt\right]
$$

$$
\leq \frac{T}{p} \int_0^T E\left[\frac{1}{\sigma} \left(\int_0^t (F(Y(s) + \sigma Z(s)) - F_s (Y(s)) Z(s)) ds\right)^p\right]
$$

$$
\leq \frac{T}{p} \int_0^T E\left[\left(\int_0^t F_s (Y(s) + r \sigma Z(s)) Z(s) dr\right)^p\right] - \frac{T}{p} \left(\int_0^t Z(s) Z(s) dr\right)^p.
$$

Now let

$$
J_\sigma := \left\|\left(\int_0^t F_s (Y(s) + r \sigma Z(s)) Z(s) dr\right) - F_s (Y(s)) Z(s)\right\|^p
$$

since $F$ satisfies Hypotheses 1.7 then $\lim_{r \to 0} J_r = 0$. In order to apply the dominated convergence theorem we need to find an integrable upper bound for $J_\sigma$. By the Young and Jensen inequalities, Hypotheses 1.7 and the fact that $\sigma \leq 1$, we have

$$
J_\sigma = \left\|\int_0^t F_s (Y(s) + r \sigma Z(s)) Z(s) ds - F_s (Y(s)) Z(s) ds\right\|^p
$$

$$
\leq \int_0^1 \|F_s (Y(s) + r \sigma Z(s)) Z(s) - F_s (Y(s)) Z(s)\|^p dr
$$

$$
\leq \int_0^1 \|F_s (Y(s) + r \sigma Z(s)) - F_s (Y(s))\|^p \|Z(s)\|^p dr
$$

$$
\leq \int_0^1 \||F_s (Y(s) + r \sigma Z(s))\| + \|F_s (Y(s))\|^p \|Z(s)\|^p dr
$$

$$
\leq \int_0^1 \left(1 + \|Y(s) + r \sigma Z(s)\|^{m-1} + 1 + \|Y(s)\|^{m-1}\right)^p \|Z(s)\|^p dr
$$
where and we prove that

\[ X \]

By a standard density argument we obtain (4.15) for a general

\[ W \]

Now we scalarly multiply both members of the upper equation of (A.1) by \( X \). From the left hand side term we obtain

\[ \left\langle \frac{d}{dt} S_x(t, h), S_x(t, h) \right\rangle = \frac{1}{2} \frac{d}{dt} \| S_x(t, h) \|^2. \]

From right hand side of the above equation, by Hypotheses 1.2 and (2.1), we have

\[ (A + DF(X(t, x))) S_x(t, h), \quad t > 0; \]

\[ S_x(0, h) = h. \quad (A.1) \]

Now we scalarly multiply both members of the upper equation of (A.1) by \( S_x(t, h) \). From the left hand side term we obtain

\[ \left\langle \frac{d}{dt} S_x(t, h), S_x(t, h) \right\rangle = \frac{1}{2} \frac{d}{dt} \| S_x(t, h) \|^2. \]

From right hand side of the above equation, by Hypotheses 1.2 and 2.1, we have

\[(A + DF(X(t, x))) S_x(t, h), S_x(t, h) \leq -\zeta \| S_x(t, h) \|^2. \]

Hence we obtain \( \frac{d}{dt} \| S_x(t, h) \|^2 \leq -2\zeta \| S_x(t, h) \|^2 \), and so by the Gronwall inequality \( \| S_x(t, h) \|^2 \leq e^{-2\zeta t} \| h \|^2. \]

**Proof of Proposition 2.16** By Theorem 2.3 we have that the map \( x \mapsto X(\cdot, x) \) is Gateaux differentiable as a function from \( X \) to \( X'([0, T]) \) and, for every \( x, h \in X \), the process \( \{DF X(t, x)h\}_{t \geq 0} \) is the unique mild solution of

\[ \begin{cases}
  \frac{d}{dt} S_x(t, h) = (A + DF(X(t, x))) S_x(t, h), & t > 0; \\
  S_x(0, h) = h.
\end{cases} \]

(A.1)

We prove that \( G(s) \) is a non-increasing function. Before proceeding we want to recall that \( P_2(t) \) acts on functions belonging to \( \mathcal{F}^1 \) in the same way as \( P_2(t) \). For \( s \geq 0 \) we set

\[ G(s) := \int_X (P_2(s) \varphi)^{\alpha(s)} \varphi \, d\nu - r(s) (r(s) - 1) \int_X (P_2(s) \varphi)^{\alpha(s)-2} \| D_\alpha P_2(s) \varphi \|^2 \, d\nu. \]

(A.2)

Taking into account (A.2), if we set \( u(s) := P_2(s) \varphi \) and we differentiate \( G \), we get

\[ G'(s) = \frac{r'(s)}{r(s)} \int_X (u(s))^{\alpha(s)} \ln(u(s)) \, d\nu - \frac{r'(s)}{r^2(s)} \int_X (u(s))^{\alpha(s)-2} \| D_\alpha u(s) \|^2 \, d\nu - \frac{r'(s)}{r^2(s)} \ln \left( \int_X (u(s))^{\alpha(s)} \, d\nu \right) \]

Since \( r'(s) \geq 0 \) we can apply [19] to get

\[ G'(s) \leq (G(s))^{1-r(s)} \frac{r'(s)}{2r(s)} - r(s) + 1 \int_X (P_2(s) \varphi)^{\alpha(s)-2} \| D_\alpha P_2(s) \varphi \|^2 \, d\nu = 0. \]

This proves that \( G \) is a decreasing function, namely \( G(0) \geq G(t) \) for every \( t > 0 \). So we have for every \( r \leq r(t) \) and \( \varphi \in \mathcal{F}^1(X) \)

\[ \| P_2(t) \varphi \|_{L^r(X, \nu)} \leq \| P_2(t) \varphi \|_{L^r(X, \nu)} \leq \| \varphi \|_{L^r(X, \nu)}. \]

By a standard density argument we obtain [19] for a general \( \varphi \in L^r(X, \nu) \).
References

[1] Addona, D. Analyticity of nonsymmetric Ornstein–Uhlenbeck semigroup with respect to a weighted Gaussian measure, Potential Anal. 54 (2021), 95–117.

[2] Addona, D., Bandini, E., Masiero, F. A nonlinear Bismut–Elworthy formula for HJB equations with quadratic Hamiltonian in Banach spaces, NoDEA Nonlinear Differential Equations Appl. 27 (2020), Paper No. 37, 56.

[3] Addona, D., Cappa, G., Ferrari, S. Domains of elliptic operators on sets in Wiener space, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 23 (2020), 2050004, 42.

[4] Angiuli, L., Ferrari, S., Pallara, D. Gradient estimates for perturbed Ornstein–Uhlenbeck semigroups on infinite-dimensional convex domains, J. Evol. Equ. 19 (2019), 677–715.

[5] Angiuli, L., Ferrari, S., Pallara, D. On functions of bounded variation on convex domains in Hilbert spaces, J. Evol. Equ. (2021), DOI 10.1007/s00028-021-00680-8.

[6] Assaad, J., van Neerven, J.M.A.M. $L^2$-theory for non-symmetric Ornstein–Uhlenbeck semigroups on domains, J. Evol. Equ. 13 (2013), 167–184.

[7] Attouch, H., Azé, D. Approximation and regularization of arbitrary functions in Hilbert spaces by the Lasry–Lions method, Ann. Inst. Henri Poincaré Anal. Non Linéaire 10 (1993), 289–312.

[8] Bignamini, D.A., Ferrari, S. Regularizing Properties of (Non-Gaussian) Transition Semigroups in Hilbert Spaces, Potential Anal. (2021). DOI 10.1007/s11118-021-09931-2.

[9] Bogachev, V.I. Gaussian measures, Mathematical Surveys and Monographs, vol. 62, American Mathematical Society, Providence, RI, 1998.

[10] Bogachev, V.I., Rockner, M. Mehler formula and capacities for infinite-dimensional Ornstein–Uhlenbeck processes with general linear drift, Osaka J. Math. 32 (1995), 237–274.

[11] Bogachev, V.I., Rockner, M. Regularity of Invariant Measures on Finite and Infinite Dimensional Spaces and Applications, J. Funct. Anal. 133 (1995), 168–223.

[12] Borell, C. Positivity improving operators and hypercontractivity, Math. Z. 180 (1988), 225–234.

[13] Brezis, H. Functional Analysis, Sobolev Spaces and Partial Differential Equations, Universitext, Springer-Verlag, New York, 2011.

[14] Canino, A. On p-convex sets and geodesics, J. Differential Equations 75 (1988), 118–157.

[15] Cannarsa, P., Sinestrari, C. Semiconcave Functions, Hamilton–Jacobi Equations and Optimal Control, Birkhäuser, Basel, 2004.

[16] Cappa, G., Ferrari, S. Maximal Sobolev regularity for solutions of elliptic equations in infinite dimensional Banach spaces endowed with a weighted Gaussian measure, J. Differential Equations 261 (2016), 7099–7131.

[17] Cappa, G., Ferrari, S. Maximal Sobolev regularity for solutions of elliptic equations in Banach spaces endowed with a weighted Gaussian measure: the convex subset case, J. Math. Anal. Appl. 458 (2018), 300–331.

[18] Cerrai, S. A Hille–Yoshida theorem for weakly continuous semigroups, Semigroup Forum 49 (1994), 349–367.

[19] Cerrai, S. Weakly continuous semigroups in the space of functions with polynomial growth, Dynam. Syst. Appl. 4 (1995), 351–371.

[20] Cerrai, S. Second order PDE’s in finite and infinite dimension, Lecture Notes in Mathematics, vol. 1762, Springer-Verlag, Berlin, 2001.

[21] Cerrai, S., Da Prato G. A basic identity for Kolmogorov operators in the space of continuous functions related to RDEs with multiplicative noise, Ann. Probab. 42 (2014), 1297–1336.

[22] Da Prato, G. Bounded perturbations of Ornstein–Uhlenbeck semigroups in “Evolution equations, semigroups and functional analysis (Milano, 2000)”, Progr. Nonlinear Differential Equations Appl., vol. 50 (2002), Birkhäuser, Basel, 97–114.

[23] Da Prato, G. Monotone gradient systems in $L^2$ spaces in “Seminar on Stochastic Analysis, Random Fields and Applications, III (Ascona, 1999)”, Progr. Probab., vol. 52 (2002), Birkhäuser, Basel, 73–86.

[24] Da Prato, G. Kolmogorov equations for stochastic PDEs, Advanced Courses in Mathematics, CRM Barcelona, Birkhäuser Verlag, Basel, 2004.

[25] Da Prato G. Transition semigroups corresponding to Lipschitz dissipative systems, Discrete Contin. Dyn. Syst. 10 (2004), 177–192.

[26] Da Prato, G., Debussche, A., Goldys, B. Invariant measures of non symmetric dissipative stochastic systems, Probab. Th. Relat. Fields 123 (2002), 355–380.

[27] Da Prato, G., Lunardi, A. Sobolev regularity for a class of second order elliptic PDEs in infinite dimension, Ann. of Prob. 47 (2019), 2113–2160.

[28] Da Prato, G., Lunardi, A. Maximal Sobolev regularity in Neumann problems for gradient systems in infinite dimensional domains, Ann. Inst. Henri Poincaré Probab. Stat. 51 (2015), 1102–1123.

[29] Da Prato, G., Lunardi, A., Tubaro, L. Malliavin Calculus for non Gaussian differentiable measures and surface measures in Hilbert spaces, Trans. Am. Math. Soc. 370 (2016), 2113–2160.

[30] Da Prato, G., Tubaro, L. Self-adjointness of some infinite-dimensional elliptic operators and application to stochastic quantization, Probab. Theory Related Fields 118 (2000), 131–145.

[31] Da Prato, G., Tubaro, L. Some results about dissipativity of Kolmogorov operators, Czechoslovak Math. J. 51 (2001), 685–699.
Priola, E.
Rolewicz, S.
On Peszat, S., Zabczyk, J. Strong Feller property and irreducibility for diffusions on Hilbert spaces
Convex Functions, Monotone Operators and Differentiability
Phelps, R.R.
Øksendal, B.
Stochastic differential equations
Mossel, E., Oleszkiewicz, K., Sen, A.
On reverse hypercontractivity
Logarithmic Sobolev inequalities
Gross, L.
Kawabi, H.
A simple proof of log-Sobolev inequalities on a path space with Gibbs measures
Ornstein–Uhlenbeck semigroups in infinite dimension
Lunardi, A., Pallara, D.
Goldys, B., Kocan, M.
Diffusion Semigroups in Spaces of Continuous Functions with Mixed Topology
Ladyzhenskaya, O.A., Ural’tseva, N.N.
Liu, W., Röckner, M.
Stochastic partial differential equations: an introduction
Da Prato, G., Zabczyk, J.
Stochastic equations in infinite dimensions
Deuschel, J., Stroock, D.W.
Modern methods in the calculus of variations:
Fabian, M., Habala, P., Hájek, P., Montesinos, V., Zizler, V. Banach space theory, CMS Books in Mathematics/Ouvrages de Mathématiques de la SMC, Springer, New York, 2011.
Ferrari, S. Sobolev spaces with respect to a weighted Gaussian measure in infinite dimensions. Infin. Dimens. Anal. Quantum Probab. Relat. Top. 22 (2019), 1950026, 32.
Fonseca, I., Leoni, G. Modern methods in the calculus of variations: $L^p$ spaces, Springer monographs in Mathematics, Springer, New York, NY, 2007.
Fornaro, S., Metafune, G., Pallara, D., Schnaubelt, R. $L^p$-spectrum of degenerate hypoelliptic Ornstein–Uhlenbeck operators, J. Funct. Anal. 280 (2021), 108807, 22.
Goldys, B., Gozzi, F. Second order parabolic Hamilton–Jacobi–Bellman equations in Hilbert spaces and stochastic control: $L^p_2$ approach, Stoch. Process. Their Appl. 116 (2006), 1932–1963.
Goldys, B., Gozzi, F., van Neerven, J.M.A.M. On closability of directional gradients, Potential Anal. 18 (2003), 289–310.
Goldys, B., Kocan, M. Diffusion Semigroups in Spaces of Continuous Functions with Mixed Topology, J. Differential Equations 173 (2001), 17–39.
Gross, L. Logarithmic Sobolev inequalities, Amer. J. Math. 97 (1975), 1061–1083.
Gross, L. Logarithmic Sobolev inequalities and contraction properties of semigroups in “Dirichlet forms (Varenna, 1992)”, Lecture Notes in Math., vol. 1563 (1993), Springer, Berlin, 54–88.
Hino, M., Uchida, H. Reflecting Ornstein-Uhlenbeck processes on pinned path spaces in “Proceedings of RIMS Workshop on Stochastic Analysis and Applications”, RIMS Kôkyûroku Bessatsu, B6 (2008), Res. Inst. Math. Sci. (RIMS), Kyoto, 111–128.
Kawabi, H. A simple proof of log-Sobolev inequalities on a path space with Gibbs measures, Infin. Dimens. Anal. Quantum Probab. Relat. Top. Top. On Reverse Hypercontractivity9 (2006), 321–329.
Ladyzhenskaya, O.A., Ural’tseva, N.N. Linear and quasilinear elliptic equations. Academic Press, New York-London, 1968.
Liu, W., Röckner, M. Stochastic partial differential equations: an introduction, Universitext, Springer, Cham, 2015.
Lunardi, A. Analytic semigroups and optimal regularity in parabolic problems, Modern Birkhäuser Classics, Birkhäuser/Springer Basel AG, Basel, 1995.
Lunardi, A., Metafune, G., Pallara, D. The Ornstein–Uhlenbeck semigroup in finite dimension, Philos. Trans. Roy. Soc. A 378 (2020), 20200217, 15.
Lunardi, A., Pallara, D. Ornstein–Uhlenbeck semigroups in infinite dimension, Philos. Trans. Roy. Soc. A 378 (2020), 20190620, 19.
Maas, J., van Neerven, J.M.A.M. On the domain of nonsymmetric Ornstein–Uhlenbeck operators in Banach spaces, Infin. Dimens. Anal. Quantum Probab. Relat. Top. Top. 11 (2008), 603–626.
Masiero, F. Stochastic optimal control problems and parabolic equations in Banach spaces. SIAM J. Control Optim. 47 (2008), 251–300.
Metafune, G., Pallara, D., Priola, E. Spectrum of Ornstein–Uhlenbeck operators in $L^p$ spaces with respect to invariant measures, J. Funct. Anal. 196 (2002), 40–60.
Mossel, E., Oleszkiewicz, K., Sen, A. On reverse hypercontractivity, Geom. Funct. Anal. 23 (2013), 1062–1097.
Oksendal, B. Stochastic differential equations, Universitext, Springer-Verlag, Berlin, 2003.
Phelps, R.R. Convex Functions, Monotone Operators and Differentiability, Lecture Notes in Mathematics, vol. 1364, Springer-Verlag, Berlin Heidelberg, 1993.
Peszat, S., Zabczyk, J. Strong Feller property and irreducibility for diffusions on Hilbert spaces, Ann. Probab. 23 (1995), 157–172.
Priola, E. On a Dirichlet problem involving an Ornstein–Uhlenbeck operator, Potential Anal. 18 (2003), 251–287.
Rölevic, S. On $\gamma$-paraconvex multifunctions, Math. Japon. 24 (1979), 31–47.
[64] van Neerven, J.M.A.M. The $L^p$-Poincaré inequality for analytic Ornstein–Uhlenbeck semigroups in “Operator semigroups meet complex analysis, harmonic analysis and mathematical physics”, Oper. Theory Adv. Appl., vol. 250 (2015), Birkhäuser/Springer, Cham, 353–368.

[65] Willard, S. General topology, Addison-Wesley series in mathematics, Dover Publications, 2004.

(D. A. Bignamini) Dipartimento di Scienze Matematiche, Fisiche e Informatiche, Università degli Studi di Parma, Parco Area delle Scienze 53/A, 43124 Parma, Italy.

Email address: davideaugusto.bignamini@unimore.it

(S. Ferrari) Dipartimento di Matematica e Fisica “Ennio De Giorgi”, Università del Salento, Via per Arnesano snc, 73100 Lecce, Italy.

Email address: simone.ferrari@unisalento.it