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Abstract—We address the problem of segmenting 3D multi-modal medical images in scenarios where very few labeled examples are available for training. Leveraging the recent success of adversarial learning for semi-supervised segmentation, we propose a novel method based on Generative Adversarial Networks (GANs) to train a segmentation model with both labeled and unlabeled images. The proposed method prevents over-fitting by learning to discriminate between true and fake patches obtained by a generator network. Our work extends current adversarial learning approaches, which focus on 2D single-modality images, to the more challenging context of 3D volumes of multiple modalities. The proposed method is evaluated on the problem of segmenting brain MRI from the ISEG-2017 and MRBrainS 2013 datasets. Significant performance improvement is reported, compared to state-of-art segmentation networks trained in a fully-supervised manner. In addition, our work presents a comprehensive analysis of different GAN architectures for semi-supervised segmentation, showing recent techniques like feature matching to yield a higher performance than conventional adversarial training approaches. Our code is publicly available at https://github.com/arnab39/FewShot_GAN-Unet3D.
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I. INTRODUCTION

Semantic segmentation is commonly used in medical imaging to identify the precise location and shape of structures in the body, and is essential to the proper assessment of medical disorders and their treatment. Although extensively studied, this problem remains quite challenging due to the noise and low-contrast in medical scans, as well as the high variability of anatomical structures. Recently, deep convolutional neural networks (CNNs) have led to substantial improvements for numerous computer vision tasks like object detection [1], image classification [2], [3] and semantic segmentation [4], [5], often achieving human-level performance. Yet, a major limitation of CNNs is their requirement for large amount of annotated data. This limitation is particularly important in medical image segmentation, where the annotation process is time-consuming, and prone to errors or intra-observer variability.

Semi-supervised learning approaches alleviate the need for large sets of labeled samples by exploiting available non-annotated data. In such approaches, only a limited number of samples with strong annotations are provided. A good generalization can however be achieved by considering unlabeled samples, or samples with weak annotations like image-level tags [6], [7], [8], [9], bounding boxes [10], [11] or scribbles [12], [8], during training. Recently, approaches based on adversarial training, and in particular Generative Adversarial Networks (GANs) [13], have shown great potential for improving semantic segmentation in a semi-supervised setting [14], [15]. Nevertheless, their application to the segmentation of 3D medical images with multiple modalities remains to this day limited [16], [17].

Our work addresses the problem of segmenting 3D multi-modal medical images from a few-shot learning perspective. We leverage the recent success of GANs to train a deep model with a highly-limited training set of labeled images, without sacrificing the performance of full supervision. The main contributions of this paper can be summarized as:

1) A first approach to apply GANs for the semi-supervised segmentation of 3D multi-modal images. We demonstrate this approach to significantly outperform state-of-art segmentation networks like 3D-UNet when very few training samples are available, and to achieve an accuracy close to that of full supervision.

2) A comprehensive analysis of different GAN architectures for semi-supervised segmentation, where we show more recent techniques like feature matching to have a higher performance than conventional adversarial training approaches.

The rest of this paper is organized as follows. In Section II we give a brief overview of relevant work on semantic segmentation with a focus on semi-supervised learning. Section III then presents our 3D multi-modal segmentation approach based on adversarial learning, which is evaluated on the challenging task of brain segmentation in Section IV. Finally, we conclude with a summary of our main contributions and results.

II. RELATED WORK

Our method draws on recent successes of deep learning methods for semantic segmentation, in particular semi-supervised and few-shot learning approaches based on adversarial training.

A. Semi-supervised learning

Several semi-supervised deep learning methods have been proposed for image segmentation [18], [19], [20], [21]. A common strategy, based on the principle of self-training, involves updating network parameters and segmentation alternatively.
Fig. 1: Schematic explaining the working of our model. The model contains three networks which are trained simultaneously.

until convergence [18]. However, if initial class priors given by the network are inaccurate, segmentation errors can occur and be propagated back to the network which then re-amplifies these errors. Various techniques can be used to alleviate this problem, including model-based [22] or data-based [23], [21] distillation, which aggregate the prediction of multiple teacher models or a single teacher trained with multiple transformed versions of the data to learn a student model, and employing attention modules [20]. Yet, these approaches are relatively complex, as they require to train multiple networks, and are thus not suitable when very few training samples are available. Another popular approach consists in embedding the network’s output or internal representation in a manifold space, such that images having similar characteristics are near to each other [19]. An important limitation of this approach is its requirement for an explicit matching function, which may be hard to define in practice.

B. Adversarial learning

Adversarial learning has also shown great promise for training deep segmentation models with few strongly-annotated images [14], [15], [24], [25]. An interesting approach to include unlabeled images during training is to add an adversarial network in the model, which must determine whether the output of the segmentation network corresponds to a labeled or unlabeled image [24], [25]. This encourages the segmentation network to have a similar distribution of outputs for images with and without annotations, thereby helping generalization. A potential issue with this approach is that the adversarial network can have a reverse effect, where the output for annotated images becomes growingly similar to the incorrect segmentations obtained for unlabeled images. A related strategy uses the discriminator to predict a confidence map for the segmentation, enforcing this output to be maximum for annotated images [15]. For unlabeled images, areas of high confidence are used to update the segmentation network in a self-teaching manner. The main limitation of this approach is that a confidence threshold must be provided, the value of which can affect the performance. Up to date, only a single work has applied Generative Adversarial Networks (GANs) for semi-supervised segmentation [14]. However, it focused on 2D natural images, whereas the current work targets 3D multi-modal medical volumes. Generating and segmenting 3D volumes brings additional challenges, such as computational complexity and over-fitting.

C. Few-shot learning

Few-shot learning methods seek good generalization on problems with a very limited labeled dataset, typically containing just a few training samples of the target classes [26], [27]. Even tough interest in such methods is increasing, most works focus on classification [28], where there is no need to generate a structured output. Shaban et al. [29] pioneered one-shot learning for semantic segmentation, which required only a single image and its corresponding pixel-level annotation per class, for learning. More recently, Rakelly et al. proposed to train guided [30] and conditional [31] networks with few support samples and sparse annotations, achieving similar performance to [29]. A common feature of these methods is that a network pre-trained on a similar task is employed as initial model, which is then refined by the one/few shot support queries. However, adopting this strategy to segment medical
images might be challenging as the gap between source and target tasks is often large. As shown in our experiments, the approach proposed in this work can achieve competitive performance using as few as two training samples, without the need for a pre-trained model.

III. METHODS

The proposed architecture for the semi-supervised segmentation of 3D medical images is illustrated in Figure 1. In a standard segmentation model such as U-Net [32], fully-annotated images are typically employed to train the network using a pixel-wise loss function like cross-entropy. As mentioned above, this is not possible in our case since the number of annotated images for training is highly limited. As in other semi-supervised segmentation approaches, we alleviate this problem by also incorporating unlabeled images in the training process. However, unlike these methods, we also make use of synthetic (i.e., fake) images generated by a GAN.

To include labeled, unlabeled and fake images during training, we extend the classification approach of Dai et al. [33] to segmentation. In this GAN-based approach, a generator network is used to produce realistic fake examples and a discriminator to distinguish these fake examples from true data. Instead of predicting $K$ classes, as in standard methods, the model predicts $(K+1)$ classes, where the additional class corresponds to fake examples. However, as we show in following subsections, this formulation can be recast back into a $K$-class problem using a simple re-parametrization trick. This overall strategy helps the model give plausible predictions for unlabeled true data by restricting its output for fake examples.

For adapting this model to the segmentation of 3D multi-modal images, several changes must be made. During training, 3D images must be processed in smaller sub-regions (i.e., patches) to deal with the much greater memory and computational requirements compared to 2D images. While training patches have a fixed size, test images may have arbitrary size. To address this issue, we make the segmentation network to be fully-convolutional [34]. Another challenge comes from the generation of fake patches. Standard techniques for training GANs may lead to instability and poor results, especially in the case of semi-supervised learning [35]. This problem is even more significant in the case of 3D multi-modal patches, whose distribution is harder to estimate with a parametric model. In addition, although generated patches must be realistic-looking, they should be sufficiently different from true unlabeled patches, otherwise the wrong information will be learned [35].

The following subsections provide a more detailed description of the proposed method. We start by giving a general formulation of generative adversarial networks (GANs). Then, we show how GANs can be used to include unlabeled and fake images in a semi-supervised segmentation setting. Finally, we explain how the standard GAN model is modified to fit our problem setting.

A. Generative Adversarial Networks

Standard GANs [13] model a min-max game between two parametrized neural nets: a generator $G_{\theta_G}$ and a discriminator $D_{\theta_D}$. The idea is to train the generator to generate images from a learned data distribution $p_{\text{data}}(x)$, while simultaneously training the discriminator to differentiate between these generated images and true examples. Specifically, $G_{\theta_G}$ is trained to map a random (i.e., noise) vector $z \in \mathbb{R}^d$ to a synthetic image vector $\hat{x} = G(z)$. A common choice for sampling the noise is to use a uniform distribution, e.g., $z \sim U[-1, 1]^d$. On the other hand, $D_{\theta_D}$ is trained to distinguish between real examples $x \sim p_{\text{data}}(x)$ and synthetic examples $\hat{x} \sim p_{G(z)}$. Here, $D_{\theta_D}(x)$ represents the probability that a sample $x$ belongs to original data distribution. Networks $D$ and $G$ play a two player min-max game with value function $V(D_{\theta_D}, G_{\theta_G})$:

$$\min_{G_{\theta_G}} \max_{D_{\theta_D}} \mathbb{E}_{x \sim p_{\text{data}}(x)} \left[ \log D_{\theta_D}(x) \right] + \mathbb{E}_{z \sim \text{noise}} \left[ 1 - D_{\theta_D}(G_{\theta_G}(z)) \right]$$

(1)

B. Reduced supervision with GANs

Consider a standard CNN-based model for segmenting a 3D image $x_{H \times W \times D}$ into regions defined by $y_{H \times W \times D}$. This model takes $x$ as input and outputs a $K$-dimensional vector of logits $[l_{i,1}, \ldots, l_{i,K}]$, where $K$ is the number of classes labels and $i$ is the index of image voxels. This output can be turned into class probabilities by applying the softmax function:

$$p_{\text{model}}(y_i = j \mid x) = \frac{\exp(l_{i,j})}{\sum_{k=1}^{K} \exp(l_{i,k})}.$$  

(2)

In a fully-supervised setting, the model is typically trained by minimizing a segmentation loss function, for instance, the cross-entropy between the true labels and the model’s predicted probabilities.

As shown in Fig. 1 the proposed model extends the standard full-supervision approach by incorporating unlabeled data and samples from the generator $G$ during training. Toward this goal, we label generated samples with a new class $y_i = K+1$ and thus increase the dimension of the segmentation model’s output to $H \times W \times D \times (K + 1)$. In this new formulation, $p_{\text{model}}(y_i = K + 1 \mid x)$ is the probability that voxel $i$ of input $x$ is fake. Moreover, to learn the basic structure of images from unlabeled data, we constraint the output to correspond to one of the $K$ classes of real data, which can be done by maximizing

$$\mathbb{E}_{x \sim p_{\text{data}}(x)} \sum_{i=1}^{H \times W \times D} \log p_{\text{model}}(y_i \in \{1, \ldots, K\} \mid x).$$

(3)

With this, we can now define the loss functions used for training the discriminator and generator networks.

1) Discriminator loss: Suppose have a similar number of labeled, unlabeled and fake images, so that each type of images has equal importance in training. Our discriminator loss function can be defined as the sum of three terms:

$$L_{\text{discriminator}} = L_{\text{labeled}} + L_{\text{unlabeled}} + L_{\text{fake}}.$$  

(4)

The loss for labeled images is the same as in standard segmentation networks. In this work, we consider the mean
cross-entropy:

$$L_{\text{labeled}} = H \times W \times D \sum_{i=1}^{H \times W \times D} \log p_{\text{model}}(y_i | x) \quad (5)$$

In the case of unlabeled images, we maximize the term in Eq. (3), which is the same as minimizing

$$L_{\text{unlabeled}} = H \times W \times D \sum_{i=1}^{H \times W \times D} \log [1 - p_{\text{model}}(y_i = K+1 | x)] \quad (6)$$

Finally, for generated images, we impose each pixel of an input patch to be predicted as fake, and define the loss as

$$L_{\text{fake}} = - H \times W \times D \sum_{i=1}^{H \times W \times D} \log p_{\text{model}}(y_i = K+1 | G_{\theta_G}(z))$$

In [35], it was shown that the optimal strategy for minimizing Eq. (4) is to have $\exp[l_{i,j}] = c_i(x) \cdot p(y_i = j, x)$, $\forall j < K+1$ and $\exp[l_{i,K+1}] = c_i(x) \cdot p_G(x)$, where $c_i(x)$ is an undetermined scaling function for the $i$-th pixel. It was also found that the having $K+1$ outputs is an over-parameterized formulation, since subtracting a general function $f$ (or $\mu$) from each logit does not change the output of the softmax. By using the logit of the fake class $l_i, K+1$ as subtracted function, we obtain $[l_{i,1} - l_{i,K+1}, \ldots, l_{i,K} - l_{i,K+1}, 0]$, and thus have only $K$ effective (i.e., non-zero) outputs. Employing these “normalized” logits in the softmax of Eq. (2) then leads to the following modified loss functions:

$$L_{\text{labeled}} = - H \times W \times D \sum_{i=1}^{H \times W \times D} \log p_{\text{model}}(y_i | x) \quad (8)$$

$$L_{\text{unlabeled}} = - H \times W \times D \sum_{i=1}^{H \times W \times D} \log \left[ \frac{Z_i(x)}{Z_i(x) + 1} \right] \quad (9)$$

$$L_{\text{fake}} = - H \times W \times D \sum_{i=1}^{H \times W \times D} \log \left[ \frac{1}{Z_i(G_{\theta_G}(z)) + 1} \right] \quad (10)$$

where $Z_i(x) = \sum_{k=1}^{K} \exp[l_{i,k}(x)]$.

In summary, the idea is to plug a standard state-of-the-art segmentation model in the discriminator of the proposed network, where the labeled component of the loss $L_{\text{labeled}}$ remains unchanged (i.e., cross-entropy), and introduce two extra terms, the unlabeled term $L_{\text{unlabeled}}$ and the fake term $L_{\text{fake}}$, which are analogous to the two components of a discriminator loss in standard GANs.

2) Generator loss: The most common strategy for training the generator consists in maximizing the $L_{\text{fake}}$ loss of Eq. (7). However, as demonstrated in [35], this can lead to instability and poor performance in the case of semi-supervised learning. Following these results, we instead adopt the Feature Matching (FM) loss for the generator, which is more suited to our problem. In FM, the goal of the generator is to match the expected value of features $f(x)$ in an intermediate layer of the discriminator:

$$L_{\text{generator}} = \left\| E_{x \sim p_{\text{data}}}(x) f(x) - E_{z \sim \text{noise}} f(G_{\theta_G}(z)) \right\|_2^2 \quad (11)$$

In this work, $f(x)$ contains the activations of the second last layer of the encoding path in our model. In preliminary experiments, we found this choice to give slightly higher performance than using the encoder’s last layer.

C. Complement (Bad) generator

In semi-supervised learning, having a good generator can actually deteriorate performances since in this case unlabeled and fake images cannot be separated. It is therefore desirable to have a generator that can generate samples outside the true data manifold, which is called a complement (or bad) generator [33].

The FM generator loss, described in the previous section, works better than standard training approaches in a semi-supervised setting because it performs distribution matching in a weak manner. However, it may still face two significant problems. First, since an FM-based generator can assign a significant amount of probability mass inside the support, an optimal discriminator will incorrectly predict samples in that region as fake. Secondly, as FM only matches first-order statistics, the generator might end up with a trivial solution, for example, it can collapse to mean of unlabeled features. The collapsed generator will then fail to cover some areas between manifolds. Since the discriminator is only well-defined on the union of the data supports of $p$ and $p_G$, the prediction result in such gaps is under-determined.

The first problem is less likely in our case, since multimodal 3D patches are complex structures to generate and, thus, it is more probable for the FM generator to sample images outside the true data manifold. To deal with the second problem, we can increase the entropy of the generated distribution by minimizing a modified loss for the generator:

$$L_{\text{generator}} = - H(p_G) + \left\| E_{x \sim p_{\text{data}}}(x) f(x) - E_{x \sim p_G} f(x) \right\|_2^2 \quad (12)$$

As mentioned in [33], this complex loss function can be optimized using a variational upper bound on the negative entropy [36]:

$$- H(p_G(x)) \leq - E_{x \sim p_G} \log q(z | x). \quad (13)$$

In this formulation, $q$ is defined as a diagonal Gaussian with bounded variance, i.e. $q(z | x) = N(\mu(x), \sigma^2(x))$, with $0 \leq \sigma(x) \leq \theta$, where $\mu(\cdot)$ and $\sigma(\cdot)$ are neural networks.

The overall architecture of the complement generator is illustrated in Fig. 1. As presented above, the FM loss uses features from the second layer of the discriminator (i.e., the U-Net segmentation network). Moreover, the fake image generator is paired with an encoder which learns a reverse mapping from generated images to corresponding noise vectors. All components the architecture are trained simultaneously in an end-to-end manner.
IV. EXPERIMENTS

A. Materials

The proposed model is evaluated on the challenging tasks of segmenting infant and adult brain tissue from multi-modal 3D magnetic resonance images (MRI). The goal of our experiments is two-fold. First, we assess our GAN-based model in a few-shot learning scenario, where only a few training subjects are provided. Our objective is to provide performance similar to that of full-supervision, while using only 1 or 2 training subjects. Second, since the application of GANs to semi-supervised learning, and particularly to segmentation, is a new topic, we conduct experiments to measure to impact of various GAN techniques (e.g., feature matching, complementary generator, etc.) on segmentation accuracy. Before presenting results, we give details on the dataset, evaluation metrics and implementation used in the experiments.

1) Dataset: We first used data from the iSEG-2017 Challenge on infant brain MRI segmentation. The goal of this challenge is to compare (semi-) automatic algorithms for the segmentation of infant (~6 months) T1- and T2-weighted brain MRI scans into three tissue classes: white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF). This dataset was chosen to substantiate our proposed method: it contains the 3D multi-modal brain MRI data of only 10 labeled subjects, each one requiring about a week to annotate manually. Additionally, 13 unlabeled testing subjects are also provided. To further validate results, we also tested our method on segmenting adult brain tissues (i.e., WM, GM, CSF) from the MRBrains-2013 Challenge dataset, which contains the T1, T1-IR and FLAIR scans of 20 adult subjects. Ground truth labels are provided for only 5 training subjects, which form the training set. The test set contains the unlabeled scans of the 15 remaining subjects.

2) Evaluation: Segmentation accuracy is assessed using two well-known metrics, respectively measuring spatial overlap and surface distance [37]:

- **Dice similarity coefficient (DSC):** This widely-used metric compares segmented volumes based on their overlap. Given a reference segmentation \( S_{ref} \), the DSC of a predicted segmentation \( S_{pred} \) is defined as:

\[
DSC = \frac{2|S_{pred} \cap S_{ref}|}{|S_{pred}| + |S_{ref}|} \quad (14)
\]

DSC values range between 0 and 1, with 1 corresponding to a perfect overlap.

- **Average Symmetric Surface Distance (ASD):** This metric computes an average of distances from points on a surface to the nearest point on another surface. Let \( B_{ref} \) and \( B_{pred} \) be the reference and predicted segmentation boundaries, it can be defined as

\[
ASD = \frac{1}{N} \left( \sum_{x \in B_{ref}} d(x, B_{ref}) + \sum_{x \in B_{ref}} d(x, B_{pred}) \right), \quad (15)
\]

where \( N = |B_{pred}| + |B_{ref}| \).

1See [http://iseg2017.web.unc.edu/reference](http://iseg2017.web.unc.edu/reference)
2See [http://mrbrains13.isi.uu.nl](http://mrbrains13.isi.uu.nl)

B. Implementation Details

1) Architecture: The state-of-art 3D U-Net [38] model was chosen as segmentation network in our architecture. In order to use this model in the proposed GAN framework, the following changes were made:

- Batch-normalization [39] was replaced by weight-normalization [40], since the former had detrimental effect on GAN training for semi-supervised learning.

- As suggested in [35], ReLUs were changed to leaky ReLUs, allowing a small gradient for non-active units (i.e., units whose output is below zero).

- Max pooling was replaced by average pooling, as it leads to sparse gradient which was shown to hamper GAN training.

These modifications to 3D U-Net have helped make the training more stable and improve the performance. Other elements of the discriminator’s architecture are the same as in the original U-Net.

For generating 3D patches, we chose the volume generator proposed by Wu et al. [41], which was shown to provide good results for various types of 3D objects. This model leverages the power of both general-adversarial modeling and volumetric convolutional networks to generate realistic 3D shapes. For implementing the encoder, we used a standard three-layer 3D CNN architecture, whose output vector is twice the size of the generator’s input noise vector. This network estimates the mean and standard deviation of the noise vector from which the given image is generated. It was found during preliminary experiments that using batch normalization in the generator and encoder gives best results. Therefore, this normalization setting was used for our GAN-based model.

2) Training: To train the proposed GAN based model, the 10 labeled subjects data (i.e., examples) of the iSEG-2017 dataset were split into training (1 or 2 examples), validation (1 example) and testing (7 fixed examples). The 13 unlabeled examples of the testing dataset were instead used to train the GAN.

Similarly, for the MR Brains 2013 dataset, the 5 labeled examples were split into 1 training, 1 validation and 3 testing examples, respectively. As before, the 15 unlabeled subject data were used as unlabeled data for training the GAN.

As preprocessing, N4 bias field correction was applied to images, followed by intensity normalization. To train the model, \( 32 \times 32 \times 32 \) patches were extracted from 3D scans with a step size of 8 voxels in each dimension. This serves two purposes: reduce computational requirements compared to employing whole 3D images, and increase the number and diversity of training examples. No other data augmentation was used, as our goal is to compare the performance of the two models in a few-shot learning scenario, not to achieve state-of-the-art performance on the tested datasets. The Adam optimizer was employed for mini-batch stochastic gradient descent (SGD), with a batch size of 30. For all networks (i.e., U-Net based discriminator, generator and encoder), we used a learning rate of 0.0001 and a momentum of 0.5.
### Table I: DSC and ASD (mm) computed on 7 test examples of the iSEG-2017 dataset, using either 1 or 2 labeled examples for training and 1 example for validation. Reported results are the average over three different splits of the training and validation examples. For our GAN-based model, the 13 unlabeled examples of the dataset are also employed during training. Best results are highlighted in bold.

| Method used            | WM | GM | CSF | WM | GM | CSF |
|------------------------|----|----|-----|----|----|-----|
|                        | DSC | ASD |     | DSC | ASD |     |
| Basic U-Net            | 0.61 | 1.89 | 0.49 | 2.25 | 0.80 | 0.60 |
| Ours (normal GAN)      | 0.66 | 1.75 | 0.62 | 1.91 | 0.81 | 0.62 |
| Ours (FM GAN)          | 0.74 | 0.82 | 0.72 | 0.85 | 0.89 | 0.27 |
| Ours (bad-GAN)         | 0.69 | 1.20 | 0.68 | 1.33 | 0.86 | 0.39 |

Fig. 2: DSC of U-Net and our FM GAN model when training with an increasing number of labeled examples from the iSEG-2017 dataset. Performance is measured on 4 test examples, and a single validation example is used during training. For our GAN-based model, the 13 unlabeled examples of the dataset are also employed during training.

### C. Few-shot learning with FM GAN

To validate the proposed model in a few-shot learning scenario, we trained it end-to-end with only 1 or 2 training examples. The objective is to show that, when training with few labeled examples, our model outperforms U-Net and gives performance close to full-supervision without data augmentation. While training, the model is validated with a single labeled example, thus making the total number of labeled examples no greater than 3. To reduce bias while estimating performance, we repeated this process with 3 different combinations of training and validation examples, while keeping the 7 test examples fixed, and report the average result.

Table I gives the mean DSC and ASD obtained by the 3D U-Net modified as described in Section IV-B1 (Basic U-Net), and our proposed model with standard adversarial loss (Normal GAN), feature matching (FM GAN), or the complementary GAN model of Section III-C (bad-GAN). Results are reported for 1 and 2 labeled training examples. We see that the proposed GAN-based method significantly outperforms basic U-Net when a single labeled example is available, with DSC improvements of 5-8% for WM, 13-23% for GM, and 1-9% for CSF. Important improvements are also observed for 2 labeled examples, with a DSC increase of 3-12%, 10-18% and 1-6% for WM, GM and CSF, respectively. Similarly, we see a significant reduction in ASD for both cases.

Comparing the different GAN models, we find that feature matching (without entropy term) yields the best performance, for all tissue classes and test cases. Compared to bad-GAN, it provides DSC improvements of 5% for WM, 4% for GM and 3% for CSF, in the case of 1 labeled example, and improvements of 6% for WM, 4% for GM and 4% for CSF, when 2 labeled examples are employed. In the next section, we analyze in greater detail the behavior of these two GAN models to better understand these results.

Next, we evaluate the impact of supervision on the performance of 3D U-Net and FM GAN by increasing the number of labeled images in training from 1 to 5. Results of these experiments are plotted in Figure 2. In this experiment, we used a single validation example and a fixed set of 4 test examples. It can be seen that, compared to U-Net, FM GAN gives a higher or equal DSC in all cases, and that the accuracy of models is comparable for 5 labeled examples. Although 5 examples seems like a relatively small number, one should remember that networks are trained using patches sampled over these images, and thus these networks see thousands of training patches.

To visually appreciate the performance of the proposed model, Figure 3 shows the segmentation output of Basic U-Net and FM GAN for two different subjects, when training with 1, 2 or 5 labeled examples. If 1 or 2 labeled examples are used, standard U-Net gives poor results, showing the inability of this model to work in a few shot learning scenario. In contrast, FM GAN can better learn the structure of brain tissues by using unlabeled images. Moreover, following the results of Fig. 2...
we see that the segmentation of FM GAN is visually similar to U-Net when 5 labeled images are employed in training.

D. Detailed analysis of GAN models

Results of the previous experiment showed the proposed model to outperform standard U-Net when very few labeled images are provided in training. In this section, we try to explain how the unlabeled and fake components of the loss function enable such improvements. Moreover, we analyze the tested GAN models to determine which elements contribute to having accurate segmentations.

Figure 4 plots the training losses of U-Net and our FM GAN model, at different training epochs, when using a single labeled example. For U-Net, we show the cross-entropy loss of Eq. (5) and validation error (i.e., mean percentage of incorrectly predicted voxels in randomly selected patches of validation images). In the case of FM GAN, we also report the unlabeled image of Eq. (6) and fake image loss of Eq. (7). These plots clearly show how U-Net, being a high-capacity model, quickly overfits the data. In contrast, our FM GAN model also learns from unlabeled and generated data and, hence, generalizes better the validation data.

TABLE II: Mean unlabeled and fake loss computed over patches extracted from test images, when training with 2 labeled examples. Best results highlighted in bold.

| Method          | Unlabeled loss | Fake loss |
|-----------------|----------------|-----------|
| Basic U-Net     | 0.004          | 3.6       |
| Ours (normal GAN) | 0.0015        | 0.0060   |
| Ours (FM GAN)   | 0.0014         | **0.0020**|
| Ours (bad-GAN)  | **0.0012**     | 0.0052   |

Fig. 4: Loss of U-Net and our FM Gan model at different training epochs, measured on a random subset of validation patches.

To better assess the impact on segmentation of adding unlabeled and generated images, Table II gives the mean
unlabeled and fake loss of the discriminator computed over test data. For this experiment, we extracted labeled patches from test images and generated an equal number of fake patches with the different GAN models. The high fake loss value of simple U-Net confirms that this model cannot discriminate between real and fake data. This limitation of U-Net can also been seen in Fig. 5, which gives the predicted probabilities of U-Net and our FM GAN model for a fake input patch. Unlike U-Net, the proposed model gives a fake class probability near to 1 (i.e., white color) for all voxels of the patch.

Our results indicate that FM GAN outperforms the more complex bad-GAN model (see Table I and Fig. 6), which also adds an entropy term to have a more diverse distribution of generated examples. For bad-GAN, we only incorporated the variational inference (VI) loss, as the low density enforcement term was not relevant in our setting given the poor sample quality. It was found that adding the VI term \[33\] does not improve the performance of FM GAN for semi-supervised 3D image segmentation. One possible explanation for this is the poor sample quality, which is further aggravated when increasing the entropy.

Figure 7 plots the feature matching loss for both the FM GAN and bad-GAN models. It can be seen that the feature matching loss of FM GAN converges quickly and remains less than that of bad-GAN, indicating a better sample generation. Patches generated by bad-GAN have a higher chance of being far from the true distribution and, hence, we may fail to learn a discriminator with a tight boundary of the true manifold. For example, there might be generated patches which are outside the true manifold but classified as true by the discriminator. This can also be seen in Table II, where the average fake loss of bad-GAN is greater than that of FM GAN, Overall, the fake loss has an important contribution to performance in semi-supervised segmentation. It should produce samples that are different from true unlabeled images, while remaining close enough so that the discriminator learns useful information.

**E. Validation on MR Brains dataset**

To validate our results, we also ran similar experiments on the MR Brains dataset using just 1 training example, the results of which are listed in Table III. As in previous experiments, we see that the proposed technique outperforms standard U-Net, with DSC improvements of 13.6% for WM, 7.5% for GM, and 34% for CSF. Likewise, our technique also yields a significant reduction in ASD: 46% for WM, 37% for GM, and 38% for CSF. These results suggest the usefulness of our method for across different 3D multi-modal segmentation tasks.

**V. Conclusion**

We presented a method for segmenting 3D multi-modal images, which can achieve performances comparable to full-supervision with only a few training samples. We showed how the method uses unlabeled data to prevent over-fitting, by learning to discriminate between true and generated fake patches. The proposed model can be employed to enhance any segmentation network in a low data setting, where the network fails to produce a good segmentation output. It also provides a new technique for few-shot learning, obviating the need for an initial pre-trained network by leveraging the semi-supervised learning ability of GANs. Moreover, results on the iSEG-2017 and MRBrains 2013 datasets showed our method’s potential for reducing the burden of acquiring annotated medical data.

Our experiments explored different generator losses and their impact on segmentation performance. We showed empirically that FM GAN performs better than bad-GAN for segmenting 3D multi-modal brain MRI images. Our method can be extended to other 3D multi-modal image segmentation tasks with any state-of-the-art segmentation network as discriminator.

**References**

[1] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time object detection with region proposal networks,” in *Advances in neural information processing systems*, 2015, pp. 91–99.

[2] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” *arXiv preprint arXiv:1409.1556*, 2014.

[3] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2016, pp. 770–778.

[4] G. Litjens, T. Kooi, B. E. Bejnordi, A. A. A. Setio, F. Ciompi, M. Ghafoorian, J. A. van der Laak, B. Van Ginneken, and C. I. Sánchez, “A survey on deep learning in medical image analysis,” *Medical image analysis*, vol. 42, pp. 60–88, 2017.

[5] J. Dolz, C. Desrosiers, and I. Ben Ayed, “3D fully convolutional networks for subcortical segmentation in MRI: A large-scale study,” *NeuroImage*, vol. 170, pp. 456–470, 2018.

[6] P. O. Pinheiro and R. Collobert, “Weakly supervised semantic segmentation with convolutional networks,” in *CVPR*, vol. 2, no. 5. Citeseer, 2015, p. 6.

[7] G. Papandreou, L.-C. Chen, K. Murphy, and A. L. Yuille, “Weakly and semi-supervised learning of a deep CNN for semantic image segmentation,” *arXiv preprint arXiv:1502.02734*, 2015.

[8] H. Keyvanc, J. Dolz, M. Tang, E. Granger, Y. Boykov, and I. Ben Ayed, “Constrained-cnn losses for weakly supervised segmentation,” *arXiv preprint arXiv:1805.04628*, 2018.

[9] D. Pathak, P. Krähenbühl, and T. Darrell, “Constrained convolutional neural networks for weakly supervised segmentation,” in *Proceedings of the IEEE international conference on computer vision*, 2015, pp. 1796–1804.

[10] J. Dai, K. He, and J. Sun, “Boxsup: Exploiting bounding boxes to supervise convolutional networks for semantic segmentation,” in *Proceedings of the IEEE International Conference on Computer Vision*, 2015, pp. 1635–1643.

[11] M. Rajchl, M. C. Lee, O. Oktay, K. Kamnitsas, J. Passerat-Palmbach, W. Bai, M. Damodaram, M. A. Rutherford, J. V. Hajnal, B. Kainz, et al., “Deepcut: Object segmentation from bounding box annotations using convolutional neural networks,” *IEEE transactions on medical imaging*, vol. 36, no. 2, pp. 674–683, 2017.
Fig. 6: Segmentation of Subject 10 of the iSEG-2017 dataset predicted by different GAN-based models, when trained with 2 labeled images. The red box highlights a region in the ground truth where all these models give noticeable differences.

TABLE III: DSC and ASD (mm) results on 3 test images and 1 training image from the MRBrains 2013 dataset. Best results are highlighted in bold.

| Method       | WM  | GM  | CSF |
|--------------|-----|-----|-----|
|              | DSC | ASD | DSC | ASD  | DSC | ASD |
| U-Net        | 0.66 | 1.78 | 0.67 | 1.75 | 0.44 | 3.30 |
| Ours (FM GAN)| 0.75 | 0.96 | 0.72 | 1.10 | 0.55 | 2.04 |

Fig. 7: Feature Matching loss of bad-GAN and FM GAN models, measured at different training epochs.

[12] D. Lin, J. Dai, J. Jia, K. He, and J. Sun, “Scribblesup: Scribble-supervised convolutional networks for semantic segmentation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 3159–3167.

[13] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,” in Advances in Neural Information Processing Systems 27, Z. Ghahramani, M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger, Eds. Curran Associates, Inc., 2014, pp. 2672–2680. [Online]. Available: http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf

[14] N. Souly, C. Spampinato, and M. Shah, “Semi supervised semantic segmentation using generative adversarial network,” in Computer Vision (ICCV), 2017 IEEE International Conference on. IEEE, 2017, pp. 5689–5697.

[15] W.-C. Hung, Y.-H. Tsai, Y.-T. Liou, Y.-Y. Lin, and M.-H. Yang, “Adversarial learning for semi-supervised semantic segmentation,” in Proceedings of the British Machine Vision Conference (BMVC), 2018.

[16] M. Rezaei, K. Harmuth, W. Gierke, T. Kellermeyer, M. Fischer, H. Yang, and C. Meinel, “A conditional adversarial network for semantic segmentation of brain tumor,” in International MICCAI Brainlesion Workshop. Springer, 2017, pp. 241–252.

[17] Z. Li, Y. Wang, and J. Yu, “Brain tumor segmentation using an adversarial network,” in International MICCAI Brainlesion Workshop. Springer, 2017, pp. 123–132.

[18] W. Bai, O. Oktay, M. Sinclair, H. Suzuki, M. Rajchel, G. Tarroni, B. Gloker, A. King, P. M. Matthews, and D. Rueckert, “Semi-supervised learning for network-based cardiac mr image segmentation,” in International Conference on Medical Image Computing and Computer-Assisted Intervention. Springer, 2017, pp. 253–260.

[19] C. Baur, S. Albarqouni, and N. Navab, “Semi-supervised deep learning for fully convolutional networks,” in International Conference on Medical Image Computing and Computer-Assisted Intervention. Springer, 2017, pp. 311–319.

[20] S. Min and X. Chen, “A robust deep attention network to noisy labels in semi-supervised biomedical segmentation,” arXiv preprint arXiv:1807.11719, 2018.

[21] Y. Zhou, Y. Wang, P. Tang, W. Shen, E. K. Fishman, and A. L. Yuille, “Semi-supervised multi-organ segmentation via multi-planar co-training,” arXiv preprint arXiv:1804.02586, 2018.

[22] S. Gupta, J. Hoffman, and J. Malik, “Cross modal distillation for supervision transfer,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 2827–2836.

[23] I. Radosavovic, P. Dollár, R. Girshick, G. Gkioxari, and K. He, “Data distillation: Towards omni-supervised learning,” arXiv preprint arXiv:1712.04440, 2017.

[24] Y. Zhang, L. Yang, J. Chen, M. Frederiksen, D. P. Hughes, and D. Z. Chen, “Deep adversarial networks for biomedical image segmentation utilizing unannotated images,” in International Conference on Medical Image Computing and Computer-Assisted Intervention. Springer, 2017, pp. 408–416.

[25] P. Luc, C. Couprie, S. Chintala, and J. Verbeek, “Semantic segmentation using adversarial networks,” arXiv preprint arXiv:1611.08408, 2016.

[26] L. Fei-Fei, R. Fergus, and P. Perona, “One-shot learning of object categories,” IEEE transactions on pattern analysis and machine intelligence, vol. 28, no. 4, pp. 594–611, 2006.

[27] O. Vinyals, C. Blundell, T. Lillicrap, D. Wierstra, et al., “Matching networks for one shot learning,” in Advances in Neural Information Processing Systems, 2016, pp. 3630–3638.

[28] M. Ren, E. Triantafillou, S. Ravi, J. Snell, K. Swersky, J. B. Tenenbaum, H. Larochelle, and R. S. Zemel, “Meta-learning for semi-supervised few-shot classification,” arXiv preprint arXiv:1803.00676, 2018.

[29] A. Shaban, S. Bansal, Z. Liu, I. Essa, and B. Boots, “One-shot learning for semantic segmentation,” in BMVC, 2017.

[30] K. Rakelly, E. Shelhamer, T. Darrell, A. A. Efros, and S. Levine, “Few-shot segmentation propagation with guided networks,” arXiv preprint arXiv:1806.07373, 2018.

[31] K. Rakelly, E. Shelhamer, T. Darrell, A. A. Efros, and S. Levine, “Conditional networks for few-shot semantic segmentation,” 2018.

[32] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image segmentation,” in International Conference on
Medical image computing and computer-assisted intervention. Springer, 2015, pp. 234–241.

[33] Z. Dai, Z. Yang, F. Yang, W. W. Cohen, and R. R. Salakhutdinov, “Good semi-supervised learning that requires a bad gan,” in Advances in Neural Information Processing Systems 30, I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, Eds. Curran Associates, Inc., 2017, pp. 6510–6520. [Online]. Available: http://papers.nips.cc/paper/7229-good-semi-supervised-learning-that-requires-a-bad-gan.pdf

[34] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 3431–3440.

[35] T. Salimans, I. Goodfellow, W. Zaremba, V. Cheung, A. Radford, X. Chen, and X. Chen, “Improved techniques for training gans,” in Advances in Neural Information Processing Systems 29, D. D. Lee, M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Garnett, Eds. Curran Associates, Inc., 2016, pp. 2234–2242. [Online]. Available: http://papers.nips.cc/paper/6125-improved-techniques-for-training-gans.pdf

[36] Z. Dai, A. Almahairi, P. Bachman, E. Hovy, and A. Courville, “Calibrating energy-based generative adversarial networks,” arXiv preprint arXiv:1702.01691, 2017.

[37] V. Yeghiazaryan and I. Voiculescu, “An overview of current evaluation methods used in medical image segmentation,” Tech. Rep. CS-RR-15-08, Department of Computer Science, University of Oxford, Oxford, UK, Tech. Rep., 2015.

[38] Ö. Çiçek, A. Abdulkadir, S. S. Lienkamp, T. Brox, and O. Ronneberger, “3d u-net: learning dense volumetric segmentation from sparse annotation,” in International Conference on Medical Image Computing and Computer-Assisted Intervention. Springer, 2016, pp. 424–432.

[39] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep network training by reducing internal covariate shift,” arXiv preprint arXiv:1502.03167, 2015.

[40] T. Salimans and D. P. Kingma, “Weight normalization: A simple reparameterization to accelerate training of deep neural networks,” in Advances in Neural Information Processing Systems, 2016, pp. 901–909.

[41] J. Wu, C. Zhang, T. Xue, B. Freeman, and J. Tenenbaum, “Learning a probabilistic latent space of object shapes via 3d generative-adversarial modeling,” in Advances in Neural Information Processing Systems, 2016, pp. 82–90.