GLOBAL CALDERÓN & ZYGMUND THEORY FOR NONLINEAR PARABOLIC SYSTEMS

VERENA BÖGELEIN

ABSTRACT. We establish a global Calderón & Zygmund theory for solutions of a huge class of nonlinear parabolic systems whose model is the inhomogeneous parabolic p-Laplacian system

\[
\begin{cases}
\partial_t u - \text{div}(|Du|^{p-2}Du) = \text{div}(|F|^{p-2}F) & \text{in } \Omega_T := \Omega \times (0, T) \\
u = g & \text{on } \partial \Omega \times (0, T) \cup \partial \Omega \times \{0\}
\end{cases}
\]

with given functions \(F\) and \(g\). Our main result states that the spatial gradient of the solution is as integrable as the data \(F\) and \(g\) up to the lateral boundary of \(\Omega_T\), i.e.

\[
F, Dg \in L^q(\Omega_T), \quad \partial_t g \in L^{\frac{q(n+2)}{n+2}}(\Omega_T) \Rightarrow Du \in L^q(\Omega \times (\delta, T))
\]

for any \(q > p\) and \(\delta \in (0, T)\), together with quantitative estimates. This result is proved in a much more general setting, i.e. for asymptotically regular parabolic systems.
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1. INTRODUCTION

We establish a global Calderón & Zygmund theory, i.e. \(L^q\) regularity results for the (spatial) gradient of the solution, for a huge class of nonlinear parabolic systems. As model problem we consider the inhomogeneous parabolic \(p\)-Laplacian system

\[
\partial_t u - \text{div}(|Du|^{p-2}Du) = \text{div}(|F|^{p-2}F)
\]
with a given function $F$. The scope of the theory is to ensure that the solution $u$ is as good integrable as the inhomogeneity $F$, i.e. the local version reads as

$$F \in L^q_{\text{loc}} \Rightarrow Du \in L^q_{\text{loc}} \text{ for any } q > p.$$  

For the stationary, elliptic case such a result has been obtained by Iwaniec [28] in the scalar case ($N = 1$) and by DiBenedetto & Manfredi [21] in the vectorial case ($N > 1$). This result has been extended to elliptic equations with VMO coefficients by Kinnunen & Zhou [30]. The idea how to treat more general non-linear elliptic equations is due to Caffarelli & Peral [14]. Based on this technique a general Calderón & Zygmund theory for elliptic equations and systems including the case of non-standard growth conditions has been obtained by Acerbi & Mingione [2]. These results were also achieved in a global version for homogeneous Dirichlet boundary data, i.e. $u = 0$ on the boundary by Kinnunen & Zhou [31] for $C^{1,\alpha}$ domains and by Byun & Wang [13] in Reifenberg domains. A global Calderón & Zygmund theory for minimizers of integral functionals with non-homogeneous boundary data has been established by Kristensen & Mingione [32].

First of all it was not clear how to prove a similar result in the parabolic setting. Thereby, the main obstruction was the non-homogeneous scaling behavior of the problem with respect to space and time in the case $p \neq 2$, in the sense that the solution multiplied by a constant is in general not anymore a solution. As a consequence all basic estimates – such as reverse Hölder inequalities – become inhomogeneous and the use of the maximal function becomes delicate. A first result in this direction for the special case when $F \in L^\infty$ has been obtained by Misawa [33]. The local Calderón & Zygmund theory for the time dependent, parabolic case together with a quantitative estimate has been achieved by Acerbi & Mingione [3] and for more general non-linear systems by Duzaar & Mingione & Steffen [23]. In the setting of obstacle problems we refer to [9, 38]. The main idea to overcome the difficulties in the parabolic case was to use DiBenedetto’s intrinsic geometry together with a maximal function free approach. Up to now a global result was available only for the case $p = 2$ and homogeneous Dirichlet boundary data, i.e. $u = 0$ on the parabolic boundary, see Byun & Wang [12]. As already mentioned before, the case $p \neq 2$ is much more involved since the scaling of the underlying system is non-homogeneous. Therefore, our main purpose in this paper is to establish the following global Calderón & Zygmund theorem for parabolic systems of $p$-Laplacian type.

**Theorem.** Let $p > \frac{2n}{n+2}$ and suppose that

$$u \in C^0([0, T]; L^2(\Omega; \mathbb{R}^N)) \cap L^p(0, T; W^{1, p}(\Omega; \mathbb{R}^N))$$

is a weak solution to the Cauchy-Dirichlet problem

$$\begin{cases}
\partial_t u - \text{div} \left( c(z) |Du|^{p-2} Du \right) = \text{div}(|F|^{p-2} F) + f & \text{in } \Omega_T \\
u = g & \text{on } \partial \Omega \times (0, T) \cup \Omega \times \{0\}
\end{cases}$$

where $\Omega_T := \Omega \times (0, T)$, $\Omega$ is a bounded $C^1$ domain and $c: \Omega_T \to [\nu, L]$, $0 < \nu \leq L$ is VMO with respect to $x$ (see (2.9) below) and measurable with respect to $t$. Further, assume that

$$F, Dg \in L^q(\Omega_T, \mathbb{R}^{Nn}), \quad f, \partial_t g \in L^p(\Omega_T, \mathbb{R}^{Nn})$$

for some $q > p$. Then

$$Du \in L^q(\Omega \times (\delta, T), \mathbb{R}^{Nn}) \text{ for any } \delta \in (0, T)$$

and there holds the quantitative $L^q$-estimate (2.10) below.

We note that for the sake of brevity we only consider the lateral boundary regularity, keeping in mind that one could extend the theory to the initial boundary.
Furthermore, we will obtain our result not only for the pure $p$-Laplacian system, but also for a much larger class of parabolic systems, the so called asymptotically regular systems. By this we mean parabolic systems of the type

$$\partial_t u - \text{div} (a(z, u, Du) = \text{div}(|F|^{p-2}F) + f,$$

where the vector field $a: \Omega_T \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R}^{Nn}$ is asymptotically regular in the sense that

$$\lim_{|\xi| \to \infty} \frac{a(z, u, \xi) - b(z, u, \xi)}{|\xi|^{p-1}} = 0$$

holds uniformly with respect to $z \in \Omega_T$ and $u \in \mathbb{R}^N$ for some regular vector field $b: \Omega_T \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R}^{Nn}$. The notion regular will be specified later. We will prove that solutions to the associated parabolic Cauchy-Dirichlet problem with vector field $a$ are almost as integrable as solutions to the same Cauchy-Dirichlet problem with vector field $b$.

A Calderón & Zygmund theory for this kind of systems is new even in the interior situation. The crucial point here is that (1.2) is essentially the only assumption imposed on the vector field $a$ itself. In particular this means that there is no assumption for small $\xi$. For the precise statements and applications of the general result we refer to Section 2.

The notion of asymptotic regular problems was introduced in the elliptic framework by Chipot & Evans [16]. They proved Lipschitz regularity of minimizers to integral functionals $F(v) = \int_{\Omega} f(Dv) \, dx$ with an integrand satisfying $D^2 f(\xi) \to A$ when $|\xi| \to \infty$ for some elliptic bilinear form $A$ on $\mathbb{R}^{Nn}$. More general integrands were treated later by Giacinta & Modica [26] and Raymond [35] and the case of higher order functionals has been considered by Schemm [36]. Finally, for a result in the context of Orlicz spaces we refer to Diening & Stroffolini & Verde [22]. Global Morrey and Lipschitz regularity results have been obtained by Foss [24] and Foss & Passarelli di Napoli & Verde [25]. A local Calderón & Zygmund theory and partial Lipschitz regularity for asymptotically regular elliptic systems and minimizers has been developed by Scheven & Schmidt [39, 40]. These results provide a huge class of integral functionals with (partial) Lipschitz minimizers, which is much larger than the well known class of quasi-diagonal structure. In the evolutionary framework, the global Lipschitz regularity up to the lateral boundary of solutions to parabolic asymptotically $p$-Laplacian systems has been proved in [6] [7].

2. STATEMENT OF THE RESULTS

We fix $n \geq 2, N \geq 1$ and a growth exponent $p > \frac{2n}{n+2}$. With $\Omega_T := \Omega \times (0, T) \subset \mathbb{R}^{n+1}$ denoting the space-time cylinder over a bounded domain $\Omega \subset \mathbb{R}^n$ and $T > 0$ we suppose that $a: \Omega_T \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R}^{Nn}$ is a Carathéodory vector field and $f, g: \Omega_T \to \mathbb{R}^N$ and $F: \Omega_T \to \mathbb{R}^{Nn}$ are some given functions. Then, we are interested in parabolic Cauchy-Dirichlet problems of the type

$$\begin{cases}
\partial_t u - \text{div} a(z, u, Du) = \text{div}(|F|^{p-2}F) + f & \text{in } \Omega_T \\
u = g & \text{on } \partial_P \Omega_T.
\end{cases}$$

(2.1)

Note that the solution $u: \Omega_T \to \mathbb{R}^N$ is possibly vector valued and that by $\partial_P \Omega_T := \partial \Omega \times (0, T) \cup \Omega \times \{0\}$ we denote the parabolic boundary of $\Omega_T$. The only assumption on the vector field $a$ will be that it is uniformly asymptotically related to a more regular Carathéodory vector field $b: \Omega_T \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R}^{Nn}$, in the sense that

$$\lim_{|\xi| \to \infty} \frac{a(z, u, \xi) - b(z, u, \xi)}{|\xi|^{p-1}} = 0$$

holds uniformly with respect to $z \in \Omega_T$ and $u \in \mathbb{R}^N$. The admissible classes of vector fields $b$ will be specified in Sections 2.1–2.3 below. Concerning the regularity of the
boundary data, i.e. of $\partial \Omega$ and $g$, we shall assume that

\begin{equation}
\partial \Omega \in C^1, \quad Dg \in L^q(\Omega_T, \mathbb{R}^{Nn}), \quad \partial_t g \in L^{\frac{q(n+2)}{q-n}}(\Omega_T, \mathbb{R}^N)
\end{equation}

for some $q > p$. Moreover, the functions $F$ and $f$ on the right-hand side of (2.1) are supposed to satisfy

\begin{equation}
F \in L^q(\Omega_T, \mathbb{R}^{Nn}), \quad f \in L^{\frac{q(n+2)}{q-n}}(\Omega_T, \mathbb{R}^N).
\end{equation}

Next, we specify the notion of a weak solution to the Cauchy-Dirichlet problem (2.1).

**Definition 2.1.** A map

\[ u \in C^0([0, T]; L^2(\Omega, \mathbb{R}^N)) \cap L^p(0, T; W^{1,p}(\Omega, \mathbb{R}^N)) \]

is called a (weak) solution to the parabolic Cauchy-Dirichlet problem (2.1) if and only if

\begin{equation}
\int_{\Omega_T} u \cdot \varphi_t - (a(x, u, Du), D\varphi) \, dz = \int_{\Omega_T} |F|^{p-2} F \cdot D\varphi - f \cdot \varphi \, dz
\end{equation}

whenever $\varphi \in C_c^\infty(\Omega_T, \mathbb{R}^N)$, and the following boundary conditions are satisfied:

\[ u(\cdot, t) - g(\cdot, t) \in W^{1,p}_0(\Omega, \mathbb{R}^N) \quad \text{for a.e. } t \in (0, T) \]

and

\[ \lim_{h \to 0} \frac{1}{h} \int_0^h \int_{\Omega} |u(x, t) - g(x, 0)|^2 \, dx \, dt = 0. \]

In the following we will provide a local and global Calderón & Zygmund theory for a huge class of non-linear parabolic systems. It applies to (asymptotically) parabolic $p$-Laplacian systems as well as to their counterparts without a quasi-diagonal structure. With this respect it will be more convenient to work with the following equivalent notion of asymptotic regularity.

**Remark 2.2.** The vector field $a$ is asymptotically regular in the sense of (2.2) if and only if

\begin{equation}
|a(z, u, \xi) - b(z, u, \xi)| \leq \omega(|\xi|)(1 + |\xi|)^{-1}, \quad \forall z \in \Omega_T, u \in \mathbb{R}^N, \xi \in \mathbb{R}^{Nn}
\end{equation}

holds for some bounded function $\omega : [0, \infty) \to [0, \infty)$ with

\begin{equation}
\lim_{s \to \infty} \omega(s) = 0.
\end{equation}

### 2.1. Asymptotically $p$-Laplacian systems.

The first result concerns a global Calderón & Zygmund theory for the parabolic $p$-Laplacian system, or more generally for asymptotically parabolic $p$-Laplacian systems. More precisely, in (2.2) we assume that the vector field $b$ is of the form

\begin{equation}
b(z, u, \xi) \equiv b(z, \xi) = c(\xi)|\xi|^{p-2}\xi \quad \text{for } z \in \Omega_T, \xi \in \mathbb{R}^{Nn},
\end{equation}

where $c : \Omega_T \to [\nu, L], 0 < \nu \leq L$ is measurable with respect to $t$ and VMO with respect to $x$, i.e.

\begin{equation}
V(\varrho) := \sup_{t \in (0, T)} \sup_{x \in \Omega} \sup_{0 < r \leq \varrho} \int_{B_r(x) \cap \Omega} \left| c(x, t) - c(\cdot, t) \right|_{B_r(x) \cap \Omega} \, dx \to 0
\end{equation}

as $\varrho \downarrow 0$. Then, we have the following

**Theorem 2.3.** Let $q > p$ and suppose that

\[ u \in C^0([0, T]; L^2(\Omega, \mathbb{R}^N)) \cap L^p(0, T; W^{1,p}(\Omega, \mathbb{R}^N)) \]

is a weak solution to the parabolic Cauchy-Dirichlet problem (2.1), under the assumptions (2.2) - (2.4) with (2.8) and (2.9). Then

\[ Du \in L^q(\Omega \times (\delta, T), \mathbb{R}^{Nn}) \quad \text{for any } \delta \in (0, T). \]
Moreover, there exists $R_0 > 0$ such that for any $z_0 \in \Omega \times (0, T)$ and any parabolic cylinder $Q_{2R}(z_0) \subset \mathbb{R}^n \times (0, T)$ with $R \in (0, R_0]$ there holds

\begin{equation}
\int_{Q_{2R}(z_0) \cap \Omega_T} |Du|^q \, dz \leq c \left[ \left( \int_{Q_{2R}(z_0)} |Du|^p \, dz \right)^{\frac{q}{p}} + \int_{Q_{2R}(z_0)} |F|^q \, dz \right]^{\frac{1}{q}} + R^{-(n+2)} \left( \int_{Q_{2R}(z_0)} |\partial_t g| \, dz \right)^{\frac{1}{p+2}} + 1 \bigg]^{d_{CZ}},
\end{equation}

where we have abbreviated

\begin{equation}
d_{CZ} := d - \frac{p}{q} \left( d - 1 \right) \quad \text{with} \quad d := \begin{cases} \frac{q}{p} & \text{if } p \geq 2, \\ \frac{2p}{p(n+2)-2n} & \text{if } p < 2. \end{cases}
\end{equation}

Note that the constant $c$ depends on $n, N, p, \nu, L, q, \omega(\cdot), V(\cdot), \partial \Omega$ and $R_0$ depends on $n, N, p, \nu, L, q, \|\omega\|_{\infty}, V(\cdot), \partial \Omega$, where $\omega(\cdot)$ is from Remark 2.2.

As we already mentioned in the introduction, the global result is new even for the model case of the parabolic $p$-Laplacian, i.e. $a(z, u, \xi) = |\xi|^{p-2} \xi$. Since the result for asymptotically parabolic $p$-Laplacian systems is new also for the interior situation, we state the quantitative estimate from Theorem 2.3 holds without the boundary terms $|Dg|$ and $|\partial_t g|$. More precisely, in this case we have

\begin{equation}
\int_{Q_{2R}(z_0)} |Du|^q \, dz \leq c \left[ \left( \int_{Q_{2R}(z_0)} |Du|^p \, dz \right)^{\frac{q}{p}} + \int_{Q_{2R}(z_0)} |F|^q \, dz \right]^{\frac{1}{q}} + R^{-(n+2)} \left( \int_{Q_{2R}(z_0)} |\partial_t g| \, dz \right)^{\frac{1}{p+2}} + 1 \bigg]^{d_{CZ}}
\end{equation}

provided $R \in (0, R_0]$. Note that now the constant $c$ depends on $n, N, p, \nu, L, q, \omega(\cdot), V(\cdot)$ and $R_0$ depends on $n, N, p, \nu, L, q, ||\omega||_{\infty}, V(\cdot)$. This can easily be seen from the proof, since one can omit the transformation to the model situation on $Q_{2R}$.

**Remark 2.4.** If $Q_{2R}(z_0)$ is an interior cylinder, i.e. if $Q_{2R}(z_0) \subset \Omega_T$, the quantitative $L^q$-estimate from Theorem 2.3 holds without the boundary terms $|Dg|$ and $|\partial_t g|$. More precisely, in this case we have

\begin{equation}
\int_{Q_{2R}(z_0)} |Du|^q \, dz \leq c \left[ \left( \int_{Q_{2R}(z_0)} |Du|^p \, dz \right)^{\frac{q}{p}} + \int_{Q_{2R}(z_0)} |F|^q \, dz \right]^{\frac{1}{q}} + R^{-(n+2)} \left( \int_{Q_{2R}(z_0)} |\partial_t g| \, dz \right)^{\frac{1}{p+2}} + 1 \bigg]^{d_{CZ}}
\end{equation}

which seems to be natural. Furthermore, in contrast to [3] Remark 3, the constants in Theorem 2.3 and Remark 2.4 remain stable when $q \downarrow p$ without any stabilizing procedure. The integrability exponent $\frac{q(n+2)}{p(n+2)-2n}$ of the non-divergence form inhomogeneity $f$ and of $\partial_t g$ arises from an application of the parabolic Sobolev-Poincaré inequality, see Section 4.3. A straightforward application of Hölder’s inequality would yield the strictly larger exponent $\frac{q}{p-1}$ instead.
2.2. General non-linear parabolic systems. Here we consider more general vector fields $b : \Omega_T \times \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N$ which are not necessarily of quasi-diagonal structure. More precisely, we assume that $b$ and $\partial_b b$ are Carathéodory maps satisfying
\[
\left\{ \begin{array}{l}
|b(z, u, \xi)| + (\mu^2 + |\xi|^2)^{\frac{p}{2}}|\partial_b b(z, u, \xi)| \leq L (\mu^2 + |\xi|^2)^{\frac{p-2}{2}} \\
(\partial_b b(z, u, \xi))_\xi \geq \nu (\mu^2 + |\xi|^2)^{\frac{p-2}{2}}|\xi_o|^2 \\
|b(z, u, \xi) - b(z, u_o, \xi)| \leq \theta(|u - u_o|)(\mu^2 + |\xi|^2)^{\frac{p-2}{2}}
\end{array} \right.
\]
whenever $z \in \Omega_T$, $u, u_o \in \mathbb{R}^N$, $\xi, \xi_o \in \mathbb{R}^N$, for some parameters $0 < \nu < 1 \leq L$ and $\mu \in [0, 1]$. In the case $p < 2$ and $\mu = 0$ we certainly assume that $\xi \neq 0$ in (2.13). Thereby, $\theta : [0, \infty) \to [0, 1]$ is a nondecreasing, concave modulus of continuity with $\lim_{s \downarrow 0} \theta(s) = 0$ and $\theta(0) = \theta(0)$. With respect to the dependence on $t$ the map $b$ is only assumed to be measurable, while with respect to $x$ we impose a VMO-condition; more precisely we assume that $x \mapsto b(x, t, u, \xi)/(1 + |\xi|)^{p-1}$ fulfills the following VMO-condition uniformly in $t, u$ and $\xi$:
\[
|b(x, t, u, \xi) - b(x, t, u, \xi)|_{\Omega \cap B_r(x_o)} \leq \nu(x, r)(\mu^2 + |\xi|^2)^{\frac{p-2}{2}} \quad \forall x \in B_r(x_o)
\]
whenever $x_o \in \Omega$, $t \in (0, T)$, $u \in \mathbb{R}^N$, $\xi \in \mathbb{R}^N$ and $r \in (0, g_o]$, where $g_o > 0$ and $\nu_{x_o} : \mathbb{R}^N \times [0, g_o] \to [0, 2L]$ are bounded functions satisfying
\[
V(\varrho) := \sup_{x \in \Omega} \sup_{0 < r \leq \varrho} \int_{\Omega \cap B_r(x_o)} \nu(x, r)dx \to 0 \quad \text{as} \ \varrho \downarrow 0.
\]
Here, we used the short-hand notation
\[
(b(t, u, \xi))_{\Omega \cap B_r(x_o)} := \int_{\Omega \cap B_r(x_o)} b(y, t, u, \xi) dy
\]
for the partial means – i.e. the means with respect to $x$ – of the vector-field $b$ for fixed arguments $(t, u, \xi) \in (0, T) \times \mathbb{R}^N \times \mathbb{R}^N$. Then, in the interior situation we get the following result.

**Theorem 2.6.** There exists $\varepsilon = \varepsilon(n, N, p, \nu, L) > 0$ such that the following holds: whenever $q \in (p, p + \frac{4}{n} + \varepsilon)$ and
\[
u \in C^0([0, T]; L^2(\Omega, \mathbb{R}^N)) \cap L^p(0, T; W^{1,p}(\Omega, \mathbb{R}^N))
\]
is a weak solution to the parabolic Cauchy-Dirichlet problem (2.1), under the assumptions (2.2) -- (2.4) with (2.13) -- (2.15) and
\[
b(z, u, \xi) \equiv b(z, \xi),
\]
then we have
\[
Du \in L^q_{\text{loc}}(\Omega_T, \mathbb{R}^N).
\]
Moreover, the quantitative estimate (2.12) holds.

It is not clear if the previous result can be extended up to the lateral boundary. The only obstruction thereby, is to obtain up-to-the-boundary a priori estimates. More precisely, the difficulty relies in the fact that at the lateral boundary two directions – the normal spatial and the time direction – have to be recovered from the parabolic system. On the other hand, in the particular case $p = 2$ it is possible to prove up-to-the-boundary $L^2$-estimates for the first time-derivative by the use of second finite differences which in turn allow for boundary a priori estimates; see Lemma 3.8 and [8] Chapter 4 for the complete proof. This technique could be extended to some range $p = 2 \pm c(n)$, but it does not seem to
work for general $p > \frac{2n}{n+2}$. For this reason we state the boundary Calderón & Zygmund estimates only for the case $p = 2$. In this case (2.13) simplifies to

\[
\begin{align*}
|b(z,u,\xi)| + (1 + |\xi|^2)^{\frac{1}{2}} |\partial_\xi b(z,u,\xi)| &\leq L (1 + |\xi|^2) \\
|\partial_\xi b(z,u,\xi) - \xi b(z,u,\xi)| &\leq \theta (1 + |\xi|^2)
\end{align*}
\]

whenever $z \in \Omega_T$, $u,u_o \in \mathbb{R}^n$, $\xi,\xi_o \in \mathbb{R}^{Nn}$, for some parameters $0 < \nu \leq 1 \leq L$. Then, we get the following result.

**Theorem 2.7.** There exists $\varepsilon = \varepsilon(n, N, \nu, L) > 0$ such that the following holds: whenever $q \in (2, 2 + \frac{4}{n} + \varepsilon]$ and

\[
u(1 + \xi^2)^{\frac{1}{2}} |\partial_\xi b(z,u,\xi)| \leq L(1 + \xi^2)
\]

is a weak solution to the parabolic Cauchy-Dirichlet problem (2.1) with $p = 2$, under the assumptions (2.2) - (2.4) with (2.14) - (2.16) and

\[b(z,u,\xi) \equiv b(z,\xi),\]

then we have

\[Du \in L^q(\Omega \times (\delta,T), \mathbb{R}^{Nn}) \text{ for any } \delta \in (0,T).
\]

Moreover, the quantitative estimate (2.10) holds with constants $c$ depending on $n, N, \nu, L, q, (\nu, \lambda)$, $V(\cdot)$, $\partial \Omega$ and $R_o$ depending on $n, N, \nu, L, q, \|\omega\|_\infty$,

Without any regularity assumption on the solution $u$ it cannot be expected that the previous results hold with a vector field $b$ depending additionally on $u$, since then the mapping $x \mapsto b(x,t,u(x,t),\xi)$ is only measurable. Therefore, in order to deal with the $u$-dependence we have to assume that the solution is continuous. Note that such an assumption can be verified for $p = 2$ in the low-dimensional case $n = 2$, see [15, 5].

**Theorem 2.8.** There exists $\varepsilon = \varepsilon(n, N, \nu, L) > 0$ such that the following holds: whenever $q \in (2, 2 + \frac{4}{n} + \varepsilon]$ and

\[
u(1 + \xi^2)^{\frac{1}{2}} |\partial_\xi b(z,u,\xi)| \leq L(1 + \xi^2)
\]

is a weak solution to the parabolic Cauchy-Dirichlet problem (2.1) with $p = 2$, under the assumptions (2.2) - (2.4) with (2.14) - (2.16), then we have

\[Du \in L^q(\Omega \times (\delta,T), \mathbb{R}^{Nn}) \text{ for any } \delta \in (0,T).
\]

Moreover, the quantitative estimate (2.10), respectively (2.13) holds with constants $c$ depending on $n, N, \nu, L, q, (\nu, \lambda)$, $V(\cdot)$, $\partial \Omega$ and $R_o$ depending on $n, N, \nu, L, q, \|\omega\|_\infty$,

Note that the preceding result can be used to obtain an improved global partial regularity result for parabolic systems in the case $n = 2$, see [5].

2.3. **The general setting.** The preceding theorems are a consequence of the following abstract result together with suitable a priori estimates. Instead of assuming a certain regularity of the vector field $b$ we only assume that solutions to the associated parabolic system satisfy certain a priori estimates. This will be made precise in the following definition. For the notation we refer to Section 3.1.

**Definition 2.9.** Let $\chi > p$. A vector field $b: \Omega_T \times \mathbb{R}^N \rightarrow \mathbb{R}^n$ satisfying (2.15) is called $\chi$-regular if there holds: Whenever $u_o \in \mathbb{R}^N$, $Q_{\theta, \lambda}(x_o) \subset \mathbb{R}^{n+1}$ with $\theta \in (0,1)$, $\lambda \geq 1$ and $(x_o)_n \geq 0$ is a scaled parabolic cylinder, $\Phi: B_{\theta}(x_o) \rightarrow \mathbb{R}^n$ a $C^1$-diffeomorphism with $\Phi(B_{\theta}^+(x_o)) \subset \Omega$ and

\[w \in C^0(\Lambda_{\theta, \lambda}(x_o); L^2(B_{\theta}^+(x_o), \mathbb{R}^n)) \cap L^p(\Lambda_{\theta, \lambda}(x_o); W^{1,p}(B_{\theta}^+(x_o), \mathbb{R}^n))\]
is a weak solution to the frozen system
\begin{equation}
\partial_tw - \text{div} \left( b(\Phi(\cdot), t, u_0, Dw) \right) + B_+^+(x_o) = 0, \quad \text{in } Q_{\varrho,\lambda}^+(z_o),
\end{equation}
\begin{equation}
\quad w = 0 \quad \text{on } \Gamma_{\varrho,\lambda}(z_o) \quad \text{if } \Gamma_{\varrho,\lambda}(z_o) \neq \emptyset,
\end{equation}
then for any $\kappa \geq 1$ the following improvement of integrability holds:
\begin{equation}
\int_{Q_{\varrho,\lambda}(z_o)} |Dw|^p \, dz \leq \kappa \lambda^p \quad \Rightarrow \quad \int_{Q_{\varrho,\lambda}(z_o)} |Dw|^\chi \, dz \leq H_\lambda^\chi,
\end{equation}
for a constant $H_\lambda(\kappa, \|\Phi\|_{C^1})$.

Note that the $C^1$-diffeomorphism $\Phi$ in Definition 2.9 is introduced in order to allow the flattening of the boundary procedure performed in Section 4.1 for cylinders intersecting the lateral boundary of $\Omega_T$. It can be omitted when only interior cylinders are considered. We could have given a definition for the interior and the boundary case separately. However, for our purposes it is more convenient to have a unified definition at hand, since we do not distinguish later on between boundary and interior cases.

The following abstract Calderón & Zygmund theorem states that solutions to the original problem \ref{eq:2.1} are almost as integrable as solutions to the more regular problem \ref{eq:2.17}.

**Theorem 2.10.** Let $\chi > p$ and $q \in (p, \chi)$ and assume that
\begin{equation}
\quad u \in C^0\left( [0, T]; L^2(\Omega, \mathbb{R}^N) \right) \cap L^p(0, T; W^{1, p}(\Omega, \mathbb{R}^N))
\end{equation}
is a weak solution to the partial Cauchy-Dirichlet problem \ref{eq:2.1}, under the assumptions \ref{eq:2.2} - \ref{eq:2.3} and \ref{eq:2.4}. Moreover, assume that the vector field $b$ is $\chi$-regular in the sense of Definition 2.9 and if $b$ depends on $u$ we additionally assume that $u$ and $g$ are continuous in $\Omega_T$. Then
\begin{equation}
\quad Du \in L^q\left( \Omega \times (\delta, T) \right) \quad \text{for any } \delta \in (0, T).
\end{equation}
Moreover, the quantitative estimate \ref{eq:2.10}, respectively \ref{eq:2.12} hold with constants depending additionally on $H_\lambda(\cdot)$.

Finally, we briefly comment on the strategy of proof. The first ingredient is the intrinsic geometry of DiBenedetto & Friedman mentioned already in the introduction. This technique was invented in 19, 20 to prove the $C^{1,\alpha}$-regularity of solutions to the parabolic $p$-Laplacian system. There, the brilliant idea of DiBenedetto & Friedman was to introduce a system of parabolic cylinders different from the standard ones whose space-time scaling depends on the local behavior of the solution itself, and which, in a certain sense, balances the non-homogeneous scaling of the parabolic $p$-Laplacian system with respect to space and time. The strategy is to find so called **intrinsic parabolic cylinders** of the form
\begin{equation}
\quad Q_{\varrho,\lambda}(z_o) := B_{\varrho}(x_o) \times (t_o - \lambda^{2-p} \varrho^2, t_o + \lambda^{2-p} \varrho^2), \quad z_o = (x_o, t_o)
\end{equation}
in such a way that the scaling parameter $\lambda > 0$ and the average of $|Du|^p$ over the cylinder are coupled by a condition of the type
\begin{equation}
\quad \int_{Q_{\varrho,\lambda}(z_o)} |Du|^p \, dz \approx \lambda^p.
\end{equation}
The delicate aspect within this coupling clearly relies in the fact that the value of the integral average must be comparable to the scaling factor $\lambda$ which itself is involved in the construction of its support. On such intrinsic cylinders the parabolic $p$-Laplacian system behaves in a certain sense like $\partial_t u = \lambda^{p-2} \Delta u$. Therefore, using cylinders of the type $Q_{\varrho,\lambda}(z_o)$ allows to rebalance the occurring multiplicative factor $\lambda^{p-2}$ by rescaling $u$ in time with a factor $\lambda^{2-p}$.

The strategy now, is to consider the function $\bar{u} := u - g$ which has boundary values equal to zero and satisfies
\begin{equation}
\quad \partial_t \bar{u} - \text{div} \left( a(\bar{u} + g, D\bar{u} + Dg) \right) = \text{div}(|F|^p F) + f - \partial_t g \quad \text{in } \Omega_T.
\end{equation}
By a transformation argument we may assume that $\Omega_T$ is a half-cylinder. Subsequently we cover some subset of $\Omega_T$ by intrinsic cylinders $Q_{\theta,\lambda}(z_o)$ satisfying
\[ \int_{Q_{\theta,\lambda}(z_o) \cap \Omega_T} |D\tilde{u}|^p \, dz \approx \lambda^p. \]
Such cylinders are constructed by an exit time argument. On $Q_{\theta,\lambda}(z_o) \cap \Omega_T$ we compare $\tilde{u}$ to the solution $v$ of the homogeneous system
\[ \partial_t v - \text{div} b(z, \tilde{u} + g, Dv) = 0 \quad \text{in } Q_{\theta,\lambda}(z_o) \cap \Omega_T \]
which has boundary values equal to $\tilde{u}$. In a second step we compare $v$ to the solution $w$ of
\[ \partial_t w - \text{div} B(t, Dw) = 0 \quad \text{in } Q_{\theta/2,\lambda}(z_o) \cap \Omega_T \]
which has boundary values equal to $v$. Thereby, $B$ is defined as the average of $b$ with respect to the spatial direction and $n + g$ are replaced by their means. The advantage of the two step comparison technique is that we can use the higher integrability of $v$ to deal with the VMO-condition in the comparison estimate. From the a priori estimates for the function $w$ which is a solution to a more regular problem we infer estimates for super-level sets of $D\tilde{u}$. Since the maximal function is not compatible with the intrinsic geometry, we choose a maximal function free approach, which has its origin in [3]. This finally yields the desired $L^p$-estimate.

3. Preliminaries

3.1. Some notation. Throughout the paper we will generally write $x = (x_1, \ldots, x_n)$ for a point in $\mathbb{R}^n$ and $z = (x, t) = (x_1, \ldots, x_n, t)$ for a point in $\mathbb{R}^{n+1}$. By $B_{\theta}(x_o) := \{ x \in \mathbb{R}^n : |x - x_o| < \theta \}$, respectively $B_{\theta}^+(x_o) := B_{\theta}(x_o) \cap \{ x \in \mathbb{R}^n : x_n > 0 \}$ we denote the open ball, respectively upper part of the open ball in $\mathbb{R}^n$ with center $x_o \in \mathbb{R}^n$ and radius $\theta > 0$. When considering $B_{\theta}^+(x_o)$ we do not necessarily assume $(x_o)_n = 0$. Indeed, if $B_{\theta}(x_o) \subset \{ x \in \mathbb{R}^n : x_n > 0 \}$ it can also happen that $B_{\theta}^+(x_o) \equiv B_{\theta}(x_o)$. Moreover, we write
\[ \Lambda_{\theta,\lambda}(t_o) := (t_o - \lambda^2 - \theta^2, t_o + \lambda^2 - \theta^2) \]
for the open interval around $t_o \in \mathbb{R}$ of length $2\lambda^2 - \theta^2$ with $\theta, \lambda > 0$. As basic sets for our estimates we usually take cylinders. These are denoted by
\[ Q_{\theta,\lambda}(z_o) := B_{\theta}(x_o) \times \Lambda_{\theta,\lambda}(t_o) \]
and
\[ Q_{\theta,\lambda}^+(z_o) := B_{\theta}^+(x_o) \times \Lambda_{\theta,\lambda}(t_o), \]
where $z_o = (x_o, t_o) \in \mathbb{R}^{n+1}$. As before, when considering $Q_{\theta,\lambda}^+(z_o)$ we do not necessarily assume $(x_o)_n = 0$. For the hyperplane $x_n = 0$ in $\mathbb{R}^{n+1}$ we write
\[ \Gamma := \{(x_1, \ldots, x_{n-1}, 0, t) \in \mathbb{R}^{n+1}\} \]
and
\[ \Gamma_{\theta,\lambda}(z_o) := Q_{\theta,\lambda}(z_o) \cap \Gamma \]
for the flat part of the lateral boundary of $Q_{\theta,\lambda}^+(z_o)$. Note that it can happen that $\Gamma_{\theta,\lambda}(z_o) = \emptyset$. If $\lambda = 1$ we use the shorter notations
\[ \Lambda_{\theta}(t_o) := \Lambda_{\theta,1}(t_o), \quad Q_{\theta}(z_o) := Q_{\theta,1}(z_o), \quad \Gamma_{\theta}(z_o) := \Gamma_{\theta,1}(z_o) \]
and if furthermore $z_o = 0$ we write
\[ B_{\theta} := B_{\theta}(0), \quad \Lambda_{\theta} := \Lambda_{\theta}(0), \quad Q_{\theta} := Q_{\theta}(0), \quad \Gamma_{\theta} := \Gamma_{\theta}(0). \]
3.2. Auxiliary tools. The following lemma can be deduced from \[1\] Lemma 2.1.

**Lemma 3.1.** For every \( \sigma \in (-1/2, 0) \), \( \mu \geq 0 \) and \( k \in \mathbb{N} \) we have

\[
\int_0^1 (\mu^2 + |A + sB|^2)^\sigma \, ds \leq \frac{24}{2\sigma + 1} (\mu^2 + |A|^2 + |B|^2)^\sigma,
\]

for any \( A, B \in \mathbb{R}^{Nn} \), not both zero if \( \mu = 0 \). \( \Box \)

The next Lemma which is a consequence of \[17\] Lemma 2.2 is a useful tool when working with \( p \)-growth problems; see also \[7\] Lemma A.7.

**Lemma 3.2.** Let \( 1 < p < \infty \), \( \mu \in [0, 1] \) and \( k \in \mathbb{N} \). Then there exists a constant \( c \equiv c(k, p) \) such that

(i) for all \( A, B \in \mathbb{R}^k \) there holds

\[
(\mu^2 + |A|^2)^\frac{2}{p} \leq c (\mu^2 + |B|^2)^\frac{2}{p} + c (\mu^2 + |A|^2 + |B|^2)^\frac{2-p}{2} |B - A|^2,
\]

(ii) for all \( A, B, C \in \mathbb{R}^k \) there holds

\[
\mu^2 + |A|^2 + |C|^2 \leq c (\mu^2 + |B|^2)^\frac{2-p}{2} |A - B|^2 + c (\mu^2 + |B|^2 + |C|^2)^\frac{2-p}{2} |B - C|^2.
\]

Next, we observe that the ellipticity assumption (2.13) on the vector field \( b \) implies that \( b \) is monotone, i.e.

\[
(b(z, u, \xi) - b(z, u, \xi_0), \xi - \xi_0) \geq \frac{\mu}{c(n, N, p)} (\mu^2 + |\xi|^2 + |\xi_0|^2)^\frac{2-p}{2} |\xi - \xi_0|^2,
\]

holds for all \( z \in \Omega_T, u \in \mathbb{R}^N \) and \( \xi, \xi_0 \in \mathbb{R}^{Nn} \). In particular, when \( \xi_0 = 0 \) we infer from (3.1) and Lemma 3.2(i) (with \( B = 0 \)) that

\[
\frac{\mu}{c(n, N, p)} |\xi|^p \leq b(\xi) \cdot \xi + \mu^p.
\]

The following lemma is a parabolic analog of Sobolev’s inequality. It is an immediate consequence of Gagliardo-Nirenberg’s inequality, cf. \[18\] Chapter I, Proposition 3.1]

**Lemma 3.3.** Let \( u \in L^\infty((t_1, t_2); L^p(B)) \cap L^p((t_1, t_2); W^{1,p}_0(B)) \) with \( p > 1 \), \( t_1 < t_2 \) and \( B := B_0(x_0) \) be a ball in \( \mathbb{R}^n \) with \( 0 < \rho \leq 1 \). Then, we have \( u \in L^\frac{p(n+2)}{n+2}(B \times (t_1, t_2)) \) and there exists a constant \( c = c(n, p) \) such that

\[
\int_{B \times (t_1, t_2)} |u|^{\frac{p(n+2)}{n+2}} \, dz \leq c \int_{B \times (t_1, t_2)} |Du|^p \, dz \left( \sup_{t \in (t_1, t_2)} \int_B |u(\cdot, t)|^2 \, dx \right)^\frac{p}{2}.
\]

Finally, we state an iteration lemma which is a standard tool in order to reabsorb certain terms from the right-hand side into the left, cf. \[27\] Lemma 6.1.

**Lemma 3.4.** Let \( \phi: [r, R] \to \mathbb{R} \) be a bounded non-negative function. Assume that for \( r \leq s < t \leq R \) there holds

\[
\phi(t) \leq \phi(s) + \frac{A}{(t-s)\alpha} + B,
\]

where \( A, B \geq 0, \alpha > 0 \) and \( 0 \leq \vartheta < 1 \). Then

\[
\phi(r) \leq c(\alpha, \vartheta) \left[ \frac{A}{(R-r)^\alpha} + B \right].
\]
3.3. Higher integrability. We need the following Gehring’s type higher integrability result for solutions to the more regular parabolic system associated to the vector field $b$. The interior result was first established by Kinnunen & Lewis [29] and subsequently generalized in different directions, cf. [4][1][34]. Here, we need a version which covers both, the interior and the boundary situation.

Lemma 3.5. There exists $\varepsilon_o = \varepsilon_o(n, N, p, \nu, L) > 0$ such that the following holds: Whenever $Q_{\varepsilon_0,\lambda}(z_0) \subset \mathbb{R}^{n+1}$ is a parabolic cylinder with $(x_0)_n \geq 0$, $\varepsilon \in (0, 1]$ and $\lambda \geq 1$ and

$$v \in C^0(\Lambda_{\varepsilon,\lambda}(t_0); L^2(B_{\varepsilon}(x_0), \mathbb{R}^N)) \cap L^p(\Lambda_{\varepsilon,\lambda}(t_0); W^{1,p}(B_{\varepsilon}(x_0), \mathbb{R}^N))$$

is a weak solution of the following partial Cauchy-Dirichlet problem

$$\begin{cases}
\partial_t v - \text{div} b(z, Dv) = 0 & \text{in } Q^+_{\varepsilon,\lambda}(z_0) \\
v = 0 & \text{on } \Gamma_{\varepsilon,\lambda}(t_0) \text{ if } \Gamma_{\varepsilon,\lambda}(t_0) \neq \emptyset,
\end{cases}$$

where the vector field $b$ satisfies the following ellipticity and growth conditions

$$(3.3) \quad |b(z, \xi)| \leq L(|\xi| + 1)^{p-1}, \quad \langle b(z, \xi), \xi \rangle \geq \nu|\xi|^p \quad \forall \ z \in Q^+_{\varepsilon,\lambda}(z_0), \xi \in \mathbb{R}^n,$$

then for any $\kappa \geq 1$ there exists a constant $c = c(n, N, p, \nu, L, \kappa)$ such that the bound

$$(3.4) \quad \int_{Q^+_{\varepsilon,\lambda}(z_0)} |Dv|^p \, dz \leq c \lambda^{p(1+\varepsilon_o)},$$

implies

$$\int_{Q^+_{\varepsilon/2,\lambda}(z_0)} |Dv|^{p(1+\varepsilon_o)} \, dz \leq c \lambda^{p(1+\varepsilon_o)}.$$

Proof. The qualitative higher integrability result, i.e. $Dv \in L^{p(1+\varepsilon_o)}(Q^+_{\varepsilon/2,\lambda}(z_0), \mathbb{R}^{nN})$ directly follows from [29][11], but the quantitative estimates are stated there only on standard cylinders, i.e. for the case $\lambda = 1$. The strategy to treat the general case is to rescale to standard parabolic cylinders via a transformation in time and then apply the known quantitative higher integrability estimates. We define the rescaled solution

$$\tilde{v}(x, t) := \lambda^{-1} v(x, \lambda^2 t) \quad \text{for } (x, t) \in Q^+_{\varepsilon}(z_0)$$

and the rescaled coefficients

$$\tilde{b}(x, t, \xi) := \lambda^{1-\nu} b(x, \lambda^{2-\nu} t, \lambda \xi) \quad \text{for } (x, t) \in Q^+_{\varepsilon}(z_0) \text{ and } \xi \in \mathbb{R}^n.$$

Note that $\tilde{v}$ still satisfies the growth and ellipticity assumptions (3.3) with the same ellipticity constant $\nu$ and upper bound $L$. Then

$$\tilde{v} \in C^0(\Lambda_{\varepsilon}(t_0); L^2(B_{\varepsilon}^+(x_0), \mathbb{R}^N)) \cap L^p(\Lambda_{\varepsilon}(t_0); W^{1,p}(B_{\varepsilon}^+(x_0), \mathbb{R}^N))$$

is a weak solution to the parabolic system

$$\partial_t \tilde{v} - \text{div} \tilde{b}(\cdot, D\tilde{v}) = 0 \quad \text{in } Q^+_{\varepsilon}(z_0)$$

and moreover $\tilde{v} = 0$ on $\Gamma_{\varepsilon}(z_0)$ if $\Gamma_{\varepsilon}(z_0) \neq \emptyset$. Therefore, [4][Theorem 1] in the case $(x_0)_n \geq g$, respectively [11][Theorem 2.1] in the case $0 \leq (x_0)_n < g$ yield the existence of an exponent $\varepsilon_o = \varepsilon_o(n, N, p, \nu, L) > 0$ such that

$$\int_{Q^+_{\varepsilon/2}(z_0)} |D\tilde{v}|^{p(1+\varepsilon_o)} \, dz \leq c \left( \int_{Q^+_{\varepsilon}(z_0)} |D\tilde{v}|^p \, dz \right)^{1+\varepsilon_o} + c$$

holds for a constant $c = c(n, N, p, \nu, L)$. Scaling back from $\tilde{v}$ to $v$ the preceding inequality turns into

$$\int_{Q^+_{\varepsilon/2,\lambda}(z_0)} |Dv|^{p(1+\varepsilon_o)} \, dz = \lambda^{p(1+\varepsilon_o)} \int_{Q^+_{\varepsilon/2}(z_0)} |D\tilde{v}|^{p(1+\varepsilon_o)} \, dz.$$
implies the following quantitative
\[
(3.7)
\]
and is a weak solution to
\[
(3.5)
\]
with
\[
(3.6)
\]
and \(c \in C^0(\Lambda_{\psi,\lambda}(t_0); L^2(B^+_{\psi}(x_0),\mathbb{R}^N))\) is a weak solution to (3.5) in \(Q^+_{\psi,\lambda}(z_0)\) with
\[
(3.6)
\]
and \(c : \Lambda_{\psi,\lambda}(t_0) \to [\nu, L] \) measurable. Then for any \(c_\ast \geq 1\) there exists a constant \(H(n, N, p, \nu, L, c_\ast) \geq 1\) such that the bound
\[
\int_{Q^+_{\psi,\lambda}(z_0)} |Dw|^p \, dz \leq c_\ast \lambda^p
\]
is a weak solution to (3.5) in \(Q^+_{\psi,\lambda}(z_0)\) with
\[
(3.6)
\]
and \(c : \Lambda_{\psi,\lambda}(t_0) \to [\nu, L] \) measurable. Then for any \(c_\ast \geq 1\) there exists a constant \(H(n, N, p, \nu, L, c_\ast) \geq 1\) such that the bound
\[
\int_{Q^+_{\psi,\lambda}(z_0)} |Dw|^p \, dz \leq c_\ast \lambda^p
\]
implies the following quantitative \(L^\infty\)-estimate
\[
\sup_{Q^+_{\psi,2}(z_0)} |Dw| \leq H \lambda.
\]

Next, we consider parabolic systems of the type (3.5), where \(b : \Lambda_{\psi,\lambda}(t_0) \times \mathbb{R}^N \rightarrow \mathbb{R}^N\) and \(\partial b : \Lambda_{\psi,\lambda}(t_0) \times \mathbb{R}^N \rightarrow \mathbb{R}^N\) are Carathéodory maps satisfying
\[
(3.7)
\]
whenever \(t \in \Lambda_{\psi,\lambda}(t_0)\) and \(\xi, \xi_0 \in \mathbb{R}^N\) for some constants \(0 < \nu \leq L\) and \(\mu \in [0,1]\). Then, it is not anymore expected that the spatial gradient is bounded. Nevertheless, in the interior situation we have the following quantifiable higher integrability of the spatial gradient. In the case \(p \geq 2\) it can be found in [23] Lemma 5.9], while in the case \(\frac{2\nu}{\mu + 2} < p < 2\) it was proved in [37] Theorem 4.3] (here one can argue as in the proof of Lemma 3.5) to extend the result from standard to general parabolic cylinders.

Lemma 3.7. \(\exists \quad c = \varepsilon(n, N, p, \nu, L) > 0\) such that the following holds: Let \(Q_{\psi,\lambda}(z_0) \subset \Omega_T\) be a parabolic cylinder with \(z_0 \in \Omega_T\), \(\varrho \in (0,1]\) and \(\lambda \geq 1\). Further, suppose that
\[
w \in C^0([0,T]; L^2(\Omega, \mathbb{R}^N)) \cap L^p(0,T; W^{1,p}(\Omega, \mathbb{R}^N))
\]
is a weak solution to
\[ \partial_t w - b(t, Dw) = 0 \quad \text{in } \Omega_T \]
under the assumptions (3.7) with \((0, T)\) instead of \(\Lambda_1\). Then, for any \(c_* \geq 1\) there exists a constant \(H(n, N, p, \nu, L, c_*) \geq 1\) such that the bound
\[ \int_{Q_{r_0}(z_0)} |Dw|^p \, dz \leq c_* \lambda^p \]
implies
\[ \int_{Q_{r_0/2}(z_0)} |Dw|^\chi \, dz \leq H^\chi \lambda^\chi, \quad \text{where } \chi := p + \frac{1}{n} + \varepsilon. \]

In the case \(p = 2\) the quantifiable higher integrability of the spatial gradient can be extended up to the boundary. The proof relies on an up-to-the-boundary higher differentiability result from [8]. It was proved by a delicate interplay between difference quotients in space and time.

**Lemma 3.8.** There exists \(\varepsilon = \varepsilon(n, \nu, L) > 0\) such that the following holds: Let \(Q_\rho(z_0) \subset \mathbb{R}^{n+1}\) be a parabolic cylinder with \((x_0)_n \geq 0\) and \(\rho \in (0, 1]\). Further, suppose that \(w \in C^0(\Lambda_\rho(x_0); L^2(B_{\rho}^+(x_0), \mathbb{R}^N)) \cap L^2(\Lambda_\rho(x_0); W^{1,2}(B_{\rho}^+(x_0), \mathbb{R}^N))\) is a weak solution to (3.5) in \(Q_\rho^+(z_0)\) under the assumptions (3.7) with \(p = 2\). Then, there holds
\[ \int_{Q_{\rho/2}(z_0)} |Dw|^\chi \, dz \leq c(n, N, \nu, L) \left( \int_{Q^+_\rho(z_0)} (1 + |Dw|)^2 \, dz \right)^{1 + \frac{2}{n}}, \]
and \(c = c(n, N, \nu, L)\).

**Proof.** In the case \((x_0)_n \geq \rho\) the result follows from [23] Lemma 5.4 and 5.8] applied with \(p = 2\). We next consider the case where \(z_0 \in \Gamma\). From [8] Lemma 4.11] we infer that \(Dw \in L^{2+ \frac{2}{n}}(Q_{\rho/\varepsilon}^+(z_0), \mathbb{R}^{Nn})\) together with the estimate
\[ \int_{Q_{\rho/\varepsilon}(z_0)} |Dw|^{2+ \frac{2}{n}} \, dz \leq c(n, N, \nu, L) \left( \int_{Q^+_\rho(z_0)} (1 + |Dw|)^2 \, dz \right)^{1 + \frac{2}{n}}. \]

Note that in the preceding estimate we slightly changed the radii, i.e. we replaced the radius \(\rho/\varepsilon\) from [8] Lemma 4.11] by \(\rho/8\) which is possible by a different choice of the involved cut-off functions. The same applies to the next two statements. From [8] Proposition 4.15] we know that there exists \(\sigma = \sigma(n, \nu, L) \in (2, 2 + \frac{2}{n})\) such that \(D^2w \in L^\sigma(Q_{\rho/\varepsilon}^+(z_0), \mathbb{R}^{Nn^2})\) and
\[ \int_{Q_{\rho/\varepsilon}(z_0)} |D^2w|^\sigma \, dx \leq c(n, N, \nu, L) \rho^{-\sigma} \int_{Q^+_\rho(z_0)} (1 + |Dw|)^\sigma \, dz. \]

Finally, from [8] Proposition 4.3 and 4.10] we have the following estimate
\[ \sup_{t \in \Lambda_{3\rho/4}(x_0)} \int_{B_{3\rho/4}(x_0)} |Dw(\cdot, t)|^2 \, dx \leq c(n, N, \nu, L) \rho^{-2} \int_{Q^+_\rho(z_0)} (1 + |Dw|)^2 \, dz. \]

Now, we choose a cut-off function \(\eta \in C^\infty_0(B_{3\rho/4}(x_0), [0, 1])\) with \(\eta \equiv 1\) on \(B_{\rho/2}(x_0)\) and \(|\nabla \eta| \leq 8/\rho\). From Lemma 3.3] we infer that
\[ \int_{Q^+_\rho(z_0)} |\eta Dw|^{\frac{2(n+2)}{n+\sigma}} \, dz \leq c(n, \sigma) \int_{Q^+_\rho(z_0)} |D(\eta Dw)|^\sigma \, dz \left( \sup_{t \in \Lambda_{3\rho/4}(x_0)} \int_{B_{3\rho/4}(x_0)} |Dw(\cdot, t)|^2 \, dx \right)^{\frac{2}{n+\sigma}}. \]
The first integral on the right-hand side is now further estimated with the help of (3.10). Hölder’s inequality and (3.9) as follows:
\[
\int_{Q_{\varepsilon/4}(z_\omega)} |D(\eta D\omega)|^\sigma \, dz \leq c \int_{Q_{\varepsilon/4}(z_\omega)} |D^2 \omega|^\sigma + \left| \frac{D\omega}{\rho} \right|^\sigma \, dz \\
\leq c \rho^{-\sigma} \int_{Q_{\varepsilon/4}(z_\omega)} (1 + |D\omega|)^\sigma \, dz \\
\leq c \rho^{-\sigma} \left( \int_{Q_{\varepsilon/4}(z_\omega)} (1 + |D\omega|)^{2+\frac{\sigma}{n+2}} \, dz \right)^{\frac{n+2}{\sigma}} \\
\leq c \rho^{-\sigma} \left( \int_{Q_{\varepsilon/4}(z_\omega)} (1 + |D\omega|)^2 \, dz \right)^{\frac{\sigma}{2}},
\]
where \( c = c(n, N, \nu, L) \). Inserting this and (3.11) above and taking into account that \( \eta \equiv 1 \) on \( B_{\varepsilon/2}(x_\omega) \) yields (3.8) with the choice \( \varepsilon = (\sigma - 2)(1 + \frac{2}{n}) > 0 \). This proves the assertion in the case \( z_\omega \in \Gamma \).

Therefore it remains to consider the case where \( 0 < \langle x_\omega \rangle_n < \rho \). Here, we cover \( Q_{\varepsilon/2}(z_\omega) \) by \( M = M(n) \) cylinders \( Q^+_{\varepsilon/4}(z_i), i = 1, \ldots, M \) such that \( Q^+_{\varepsilon/4}(z_i) \subset Q_{\varepsilon/4}(z_\omega) \) and for any \( i = 1, \ldots, M \) there holds either \( (x_i)_n \geq \rho/4 \) or \( z_i \in \Gamma \). Then, by the preceding argumentation we can apply (3.8) to \( Q^+_{\varepsilon/4}(z_i) \) for any \( i = 1, \ldots, M \). Summing the resulting inequalities over \( i = 1, \ldots, M \) yields
\[
\int_{Q^+_{\varepsilon/4}(z_\omega)} |D\omega|^\chi \, dz \leq \sum_{i=1}^{M} \int_{Q^+_{\varepsilon/4}(z_i)} |D\omega|^\chi \, dz \\
\leq c \rho^{(n+2)(1-\frac{2}{\sigma})} \sum_{i=1}^{M} \left( \int_{Q^+_{\varepsilon/4}(z_i)} (1 + |D\omega|)^2 \, dz \right)^{\frac{\sigma}{2}} \\
\leq c \rho^{(n+2)(1-\frac{2}{\sigma})} \left( \int_{Q^+_{\varepsilon/4}(z_\omega)} (1 + |D\omega|)^2 \, dz \right)^{\frac{\sigma}{2}}.
\]
Taking mean values we obtain (3.8) also in the case \( 0 < \langle x_\omega \rangle_n < \rho \) and this finishes the proof of the lemma. \( \square \)

4. Proofs of the Calderón & Zygmund Estimates

Here, we first explain how the results from Sections 2.1 and 2.2 can be deduced from Theorem 2.10. Therefore, we only have to ensure that the more regular vector field \( b \) is \( \chi \)-regular in the sense of Definition 2.20 with the appropriate value of \( \chi \) and this is a consequence of the a priori estimates from Section 3.4. More precisely, in the setting of Theorem 2.3, we can apply Lemma 3.6 to deduce that \( b \) is \( \infty \)-regular – which means that \( b \) is \( \chi \)-regular for any \( \chi < \infty \) – while in the setting of Theorem 2.6 we infer from Lemma 3.7 that \( b \) is \( p + \frac{2}{n} + \varepsilon \)-regular. Finally, in the setting of Theorems 2.7 and 2.8 we apply Lemma 3.8 to find that \( b \) is \( 2 + \frac{2}{n} + \varepsilon \)-regular. This justifies the application of Theorem 2.10 with any \( \chi < \infty \), respectively with \( \chi = p + \frac{2}{n} + \varepsilon \) or \( \chi = 2 + \frac{2}{n} + \varepsilon \) and therefore yields the results stated in Sections 2.1 and 2.2.

The rest of the chapter is therefore devoted to the proof of the Calderón & Zygmund theory in the most general setting stated in Theorem 2.10. The proof will be divided into several steps.

4.1 Transformation to the model situation. Since the asserted quantitative gradient bounds are of local nature we can locally transform the problem to a model situation on a cylinder intersected with the half-space and for boundary values \( \equiv 0 \) on the flat lateral boundary portion. The strategy is as follows. We fix a cylinder \( Q_{\delta}(z_\omega) \subset \mathbb{R}^n \times (0, T) \)
such that \( z_o = (x_o, t_o) \in \overline{\Omega} \times (0, T) \). If \( Q_{2R}(z_o) \subset \Omega_T \) we are in the interior situation and therefore can omit this step. Otherwise, if \( Q_{2R}(z_o) \setminus \Omega_T \neq \emptyset \) we find \( \tilde{z} = (\tilde{x}, \tilde{t}) \in \partial \Omega \times (0, T) \cap Q_{2R}(z_o) \). Without loss of generality we can assume that \( \tilde{z} = 0 \) and that the inward pointing unit normal to \( \partial \Omega \) in \( \tilde{x} \) is \( \nu_{\partial \Omega}(\tilde{x}) = e_n \). Note that \( Q_{2R}(z_o) \subset Q_{4R} \). Then, if \( R > 0 \) is sufficiently small, we flatten the boundary \( B_{2R}(x_o) \cap \partial \Omega \) by a \( C^1 \)-diffeomorphism \( \Phi \) as for instance constructed in [6, Section 4.1], satisfying \( \Phi(B_{2R}(x_o) \cap \partial \Omega) \subset B_{2R}(x_1) \cap \{ x \in \mathbb{R}^n : x_n = 0 \} \) with \( x_1 := \Phi(x_o) \) and

\[
B_{\sqrt{2}}(x_1) \subset \Phi(\Omega \cap B_{\sqrt{2}}(x_0)) \subset B_{\sqrt{2}}(x_0) \quad \text{for any } \varrho \leq \sqrt{R}
\]

and \( \Omega \cap B_{\sqrt{2}}(x_0) \subset \Phi^{-1}(B_{\sqrt{2}}(x_1)) \subset \Omega \cap B_{\sqrt{2}}(x_0) \) for any \( \varrho \leq \sqrt{R} \) and \( \det D\Phi = 1 = \det D\Phi^{-1} \). Next, we define the transformed maps

\[
g(\varrho, t) := \hat{g}(\Phi^{-1}(\varrho), t), \quad \hat{f}(y, t) := f(\Phi^{-1}(\varrho), t) + \partial_t \hat{g}(y, t)
\]

and

\[
v(y, t) := u(\Phi^{-1}(\varrho), t) - \hat{g}(y, t)
\]

for \((\varrho, t) \in Q_{2R}^+(z_1)\), where \( z_1 := (x_1, t_o) \equiv (\Phi(x_o), t_o) \). Then, it can be shown that \( v \) is a weak solution to the following Cauchy-Dirichlet problem

\[
\begin{cases}
\partial_t v - \text{div} [\hat{a}(\varrho, v + \hat{g}, (Dv + D\hat{g})\Psi) \Psi'] = \text{div} [\hat{f}^p \Psi'] + \hat{f} & \text{in } Q_{2R}^+(z_1) \\
v = 0 & \text{on } \Gamma_{2R}(z_1)
\end{cases}
\]

where

\[
\Psi(y) := D\Phi(\Phi^{-1}(y))
\]

and the vector-field \( \hat{a} \) is defined by

\[
\hat{a}(y, t, u, \xi) \equiv a(\Phi^{-1}(y), t, u, \xi).
\]

The new vector field \( \hat{a} \) is asymptotically related to

\[
\hat{b}(y, t, u, \xi) \equiv b(\Phi^{-1}(y), t, u, \xi)
\]

in the sense of (2.2), respectively Remark 2.2, where \( \Omega_T \) has to be replaced by \( Q_{2R}^+(z_1) \). From the assumptions (2.13) for the vector-field \( \hat{b} : (\Omega_T \times \mathbb{R}_T \times \mathbb{R}^{Nn}) \to \mathbb{R}_T \), we infer that \( \hat{b} : Q_{2R}^+(z_1) \times \mathbb{R}_T \times \mathbb{R}^{Nn} \to \mathbb{R}_T \) fulfills similar hypotheses with \( Q_{2R}^+(z_1) \) instead of \( \Omega_T \) after changing the appearing structure constants suitably. More precisely, the new growth constant \( L \) then is of the form \( L \cdot c(\partial \Omega) \), while the new ellipticity constant \( \hat{\nu} \) is of the form \( \nu/c(\partial \Omega) \), where the constant \( c(\partial \Omega) \) is strictly larger then 0. Now, it is easy to verify that \( Du \in L^q(Q_{2R}^+(z_1), \mathbb{R}^{Nn}) \) if and only if \( Du \in L^q(\Phi^{-1}(Q_{2R}^+(z_1)), \mathbb{R}^{Nn}) \). Moreover, the quantitative estimate for \( Du \) on \( Q_{2R}(z_o) \cap \Omega_T \) can be deduced from the one for \( Dv \) together with a covering argument. Therefore, it suffices to prove Theorem 2.10 in the model situation

\[
(4.1) \quad \begin{cases}
\partial_t u - \text{div} [a(z, u + g, (Du + Dg)\Psi) \Psi'] = \text{div} [f^p \Psi'] + f & \text{in } Q_{2R}(z_o) \\
u = 0 & \text{on } \Gamma_{2R}(z_o)
\end{cases}
\]

for some cylinder \( Q_{2R}(z_o) \subset \mathbb{R}^{n+1} \) with \( (x_o)_n \geq 0 \) and \( 0 \in Q_{2R}(z_o) \). In the case \( \Gamma_{2R}(z_o) \equiv Q_{2R}(z_o) \cap \Gamma = \emptyset \) the boundary condition (4.1.2) can obviously be omitted. The involved functions are assumed to satisfy

\[
(4.2) \quad \Psi \in C^0(B_{2R}(x_o) \cup D_{2R}(x_o), \mathbb{R}^n), \quad \Psi^{-1} \in L^\infty(B_{2R}(x_o), \mathbb{R}^n), \quad \Psi(0) = 1_{n \times n}
\]
and

\[(4.3) \quad f, g \in L^q(Q^+_{2R}(z_0), \mathbb{R}^N), \quad f \in L^\frac{a(n+2)}{n+2} \left(Q^+_{2R}(z_0), \mathbb{R}^N \right).\]

Then, Theorem 2.10 is equivalent to the following

**Proposition 4.1.** There exists \( R_0 > 0 \) such that the following holds: Let \( \chi > p, q \in (p, \chi) \) and \( R \in (0, R_0] \) and assume that

\[u \in C^0(\Lambda_{2R}(z_0); L^2(B_{2R}(x_0)^+, \mathbb{R}^N)) \cap L^p(\Lambda_{2R}(z_0); W^{1,p}(B_{2R}(x_0)^+, \mathbb{R}^N))\]

is a weak solution to the partial Cauchy-Dirichlet problem (4.1), under the assumptions (2.2), (2.11) – (2.13), (4.2) and (4.3). Moreover, assume that the vector field \( b \) is \( \chi \)-regular in the sense of Definition 2.9 and if \( b \) depends on \( u \) we additionally assume that \( u \) and \( g \) are continuous in \( Q^+_{2R}(z_0) \cap \Gamma_{2R}(z_0) \). Then

\[Du \in L^q(Q^+_{R}(z_0), \mathbb{R}^N)\]

and moreover there holds

\[
\int_{Q^+_{2R}(z_0)} |Du|^q \, dz \leq c \left[ \left( \int_{Q^+_{2R}(z_0)} |Du|^p \, dz \right)^\frac{q}{p} + \int_{Q^+_{2R}(z_0)} (|Dg| + |F|)^q \, dz \right. \\
\left. + R^{-(n+2)} \left( \int_{Q^+_{2R}(z_0)} |f|^{\frac{p(n+2)}{n+2}} \, dz \right)^{\frac{n}{n+2}} \right]^{\frac{1}{1+\frac{n}{n+2}}} + 1.,
\]

where \( dCZ \) is defined in (2.11). Note that the constant \( c \) depends on \( n, p, \nu, L, \chi, q, \psi, \omega(\cdot), H_b \), and \( R_0 \) depends on \( n, p, \nu, L, \chi, q, \psi, \|\omega\|_\infty, H_b, V(\cdot) \) and the modulus of continuity of \( \Psi \) and if the vector field \( b \) depends on \( u \) also on \( \theta(\cdot) \) and the moduli of continuity of \( u \) and \( g \). Here, we have abbreviated

\[(4.4) \quad \psi := \|\Psi\|_{C^0(B^+(z_0))} + \|\Psi^{-1}\|_{L^\infty(B^+(z_0))} \geq 1.\]

With this respect, the rest of the chapter is devoted to the proof of Proposition 4.1. The weak form of the partial Cauchy-Dirichlet problem (4.1) reads as follows:

\[
\int_{Q^+_{2R}(z_0)} u \cdot \varphi_t - \langle a(z, u+g, (Du+Dg)\Psi), D\varphi \Psi \rangle \, dz \\
= \int_{Q^+_{2R}(z_0)} (|F|^{p-2}F, D\varphi \Psi) - f \cdot \varphi \, dz \quad \forall \varphi \in C^\infty_0(Q^+_{2R}(z_0), \mathbb{R}^N).
\]

### 4.2. Exit cylinders and covering

We fix a cylinder \( Q_{2R}(z_0) \subset \mathbb{R}^{n+1} \) with \( (x_0)_n \geq 0, 0 \in Q^+_{2R}(z_0) \) and \( R \in (0, R_0] \), where \( R_0 > 0 \) will be specified in the course of the proof, and suppose that the assumptions of Proposition 4.1 are in force. With \( d \) denoting the exponent from (2.11) and \( M \geq 1 \) to be chosen later, we define \( \lambda_0 \geq 1 \) by

\[(4.6) \quad \lambda_0 := \left[ \int_{Q^+_{2R}(z_0)} \left( |Du|^p + ( MG)^p + (M|f|)^{p_\#} F \right) \, dz \right]^\frac{n}{p_\#} \geq 1,\]

where we have abbreviated

\[(4.7) \quad G(z) := |Dg(z)| + |F(z)| + 1, \quad F := \left( \int_{Q^+_{2R}(z_0)} (M|f|)^{p_\#} \, dz \right)^{\frac{1}{p_\#}}, \quad p_\# := \frac{p(n+2)}{n}\]

and

\[p'_\# := \frac{p_\#}{p_\# - 1} = \frac{p(n+2)}{p(n+2) - n}.\]

For fixed \( R \leq r_1 < r_2 \leq 2R \) we consider the concentric parabolic cylinders

\[Q^+_{R}(z_0) \subset Q^+_{r_1}(z_0) \subset Q^+_{r_2}(z_0) \subset Q^+_{2R}(z_0).\]
Then, for \( \lambda > 0 \) parabolic cylinders of the type \( Q^+_{s,\lambda}(z_0) \equiv B^+_s(z_0) \times (t_0 - \lambda^{2-p}s^2, t_0 + \lambda^{2-p}s^2) \) with \( z_0 = (t_0, z_0) \in Q^+_{s,\lambda}(z_0) \) and \( 0 < s \leq \min \{ \lambda^{2-p}, 1 \} |r_2 - r_1|/2 \) are contained in \( Q^+_{r_1}(z_0) \). With the help of an exit time argument we now construct suitable intrinsic cylinders. For \( \lambda \geq 1 \) we consider the level set

\[
E(\lambda, r_1) := \{ z \in Q^+_{r_1}(z_0) : z \text{ is a Lebesgue point of } |Du| \text{ and } |Du(z)| > \lambda \}. 
\]

By Lebesgue’s differentiation theorem we know for any \( \lambda \) satisfying (4.10) that

\[
\left( \frac{2}{r_2 - r_1} \right)^{\frac{1}{p}} \leq \min \{ \lambda^{\frac{2-p}{2}}, 1 \} \frac{r_2 - r_1}{2} 
\]

and values of \( \lambda \) satisfying

\[
\lambda > B \lambda_0, \quad \text{where} \quad B := \left( \frac{2^7 R}{r_2 - r_1} \right)^{\frac{1}{p(n+2)}}. 
\]

By the definition of \( \lambda_0 \) from (4.6) we then have

\[
\int_{Q^+_{s,\lambda}(z_0)} (|Du|^p + (M G)^p + (M |f|)^{p_\#} F) \, dz 
\leq \left( \frac{2^7 R}{r_2 - r_1} \right)^{n+2} \lambda^{2} \lambda_0^2 
\]

In the case \( p \geq 2 \) we have \( p_\# = 2 \) and \( \min \{ \lambda^{\frac{2-p}{2}}, 1 \} = 1. \) Using also the definition of \( B \) from (4.11) we therefore find

\[
\int_{Q^+_{s,\lambda}(z_0)} (|Du|^p + (M G)^p + (M |f|)^{p_\#} F) \, dz 
\leq \left( \frac{2^7 R}{r_2 - r_1} \right)^{n+2} \lambda^{p-2} \lambda_0^2 
\]

On the other hand, in the case \( p < 2 \) we have \( p_\# = [p(n+2) - 2n]/2 \) and \( \min \{ \lambda^{\frac{2-p}{2}}, 1 \} = \lambda^{\frac{p-2}{2}} \) which leads to

\[
\int_{Q^+_{s,\lambda}(z_0)} (|Du|^p + (M G)^p + (M |f|)^{p_\#} F) \, dz 
\leq \left( \frac{2^7 R}{r_2 - r_1} \right)^{n+2} \lambda^{p-2} \lambda_0^2 
\]

Hence, in any case we have shown for \( \lambda_0 \in Q^+_{r_1}(z_0) \) and \( s \) and \( \lambda \) chosen according to (4.10) and (4.11) that

\[
\int_{Q^+_{s,\lambda}(z_0)} (|Du|^p + (M G)^p + (M |f|)^{p_\#} F) \, dz < \lambda^p. 
\]

From the preceding reasoning we conclude that (4.9) yields a radius for which the considered integral takes a value larger than \( \lambda^p \), while (4.12) states that the integral is smaller than \( \lambda^p \) for any radius satisfying (4.10). Therefore, the continuity of the integral yields the existence of a maximal radius \( \theta_{3_0} \), in between, i.e.

\[
0 < \theta_{3_0} < \min \{ \lambda^{\frac{2-p}{2}}, 1 \} \frac{r_2 - r_1}{2^6} 
\]
such that
\[
(4.13) \quad \int_{Q^+_j,\lambda(3_0)} \left( |Du|^p + M^p G^p + (M|f|)^p s F \right) \, dz = \lambda^p
\]
holds while
\[
(4.14) \quad \int_{Q^+_j,\lambda(3_0)} \left( |Du|^p + M^p G^p + (M|f|)^p s F \right) \, dz < \lambda^p
\]
for any \( s \in (\theta_{3_0}, \min\{\frac{\lambda^2-2}{2}, 1\} \frac{\lambda^2 r_0}{2}] \). With this choice of \( \theta_{3_0} \) we define concentric parabolic cylinders centered at \( 3_0 \) as follows:
\[
2^j Q^+_3 := Q^+_2 \theta_{3_0},\lambda(3_0) \subset Q^+_i(z_0) \quad \text{for} \ j \in \{0, \ldots, 5\}.
\]
At this point we remark that there are two possible cases included. Either \( 2^j Q^+_3 \) intersects the hyperplane \( \Gamma \), or \( 2^j Q^+_3 \) is an interior cylinder, that is \( 2^j Q^+_3 = 2^j Q^+_3 \). From (4.13) and (4.14) we conclude that
\[
(4.15) \quad \frac{\lambda^p}{2^{j(n/2+2)}} \leq \int_{2^j Q^+_i} \left( |Du|^p + M^p G^p + (M|f|)^p s F \right) \, dz \leq \lambda^p \quad \text{for} \ j \in \{0, \ldots, 5\}.
\]
Indeed, in the case \( j = 0 \) (4.13) is equivalent to (4.13). In the case \( j \in \{1, \ldots, 5\} \) the estimate from above in (4.15) is exactly the one from (4.14), while the estimate from below is a consequence of (4.13), i.e.
\[
\int_{2^j Q^+_i} \left( |Du|^p + M^p G^p + (M|f|)^p s F \right) \, dz \geq \frac{|Q^+_i|}{|2^j Q^+_3|} \int_{Q^+_i} \left( |Du|^p + M^p G^p + (M|f|)^p s F \right) \, dz = \frac{\lambda^p}{2^{j(n/2+2)}}.
\]
Thus we have shown that for every \( 3_0 \in E(\lambda, \lambda_1) \) there exists \( 0 < \theta_{3_0} < \min\{\frac{\lambda^2-2}{2}, 1\} \frac{\lambda^2 r_0}{2} \) such that on the parabolic cylinders \( 2^j Q^+_3 \), \( j \in \{0, \ldots, 5\} \) the estimate (4.15) holds. Therefore, we are in position to apply Vitali’s covering theorem. In this way we find an at most countable family of disjoint parabolic cylinders \( Q^+_i := Q^+_2 \theta_{3_0},\lambda(3_0) \subset Q^+_i(z_0) \) with center \( 3_0 = (x, t) \in E(\lambda, \lambda_1) \) such that the cylinders \( 2^j Q^+_i := Q^+_2 \theta_{3_0},\lambda(3_0) \subset Q^+_i(z_0) \) cover \( E(\lambda, \lambda_1) \), i.e.
\[
(4.16) \quad E(\lambda, \lambda_1) \subset \bigcup_{i=1}^{\infty} 2^j Q^+_i.
\]
and such that (4.15) is satisfied with \( 3_0 \) instead of \( 3_0 \). For later use we introduce the following notations:
\[
2^j Q^+_i := 2^j B^+_i \times 2^j \Lambda_i := Q^+_2 \theta_{3_0},\lambda(3_0) \subset Q^+_i(z_0)
\]
with
\[
2^j B^+_i := B^+_2 \theta_{3_0},(x_i) \quad \text{and} \quad 2^j \Lambda_i := (t_i - \lambda^2 t^2(2^j \theta_{3_0}))^2 + \lambda^2 t^2(2^j \theta_{3_0})^2.
\]

4.3. Comparison estimates. Here, we shall proceed with a two step comparison technique. First, we compare the original solution \( u \) to the solution \( v \) of the homogeneous system associated to the asymptotic vector field \( b \). In a second step, we compare \( v \) to the solution \( v \) of a frozen coefficient problem. The advantage of this two step procedure is that we can use the Gehring’s type higher integrability result from Lemma 3 for the first comparison function \( v \) which does not apply to the original solution \( u \) itself. On the cylinder \( 2^j Q^+_i \) centered at \( 3_0 = (x_i, t_i) \) we denote by
\[
v_i \in C^{0}\left( 2^5 \Lambda_i; L^2(2^5 B^+_i, \mathbb{R}^N) \right) \cap L^p\left( 2^5 \Lambda_i; W^{1,p}(2^5 B^+_i, \mathbb{R}^N) \right)
\]
the unique weak solution of the following parabolic Cauchy-Dirichlet problem:

\begin{equation}
\begin{aligned}
\partial_t v_i - \text{div} \left[ b(z, u + g, Dv_i, \Psi) \right] &\psi^2 = 0 \quad \text{in} \ 2^5Q^+_i \\
v_i &= u \quad \text{on} \ \partial_p 2^5Q^+_i.
\end{aligned}
\end{equation}

In the following we shall derive suitable energy and comparison estimates for \(v_i\). Thereby, we shall argue again somewhat formal concerning the use of the time derivatives \(\partial_t u\) and \(\partial_t v_i\). The arguments can be made rigorous by a standard mollifying procedure as for instance by the use of Steklov averages. Subtracting the weak form (4.17) of (4.1) from the one of (4.17) we get

\[ -\int_{2^5Q^+_i} (v_i - u) \cdot \partial_t \varphi \, dz + \int_{2^5Q^+_i} \langle b(z, u + g, Dv_i, \Psi), D\varphi \Psi \rangle \, dz = \int_{2^5Q^+_i} \langle a(z, u + g, (Du + Dg)\Psi), D\varphi \Psi \rangle - \langle |F|^{p-2}F, D\varphi \Psi \rangle + f \cdot \varphi \, dz \]

whenever \(\varphi \in C_c^\infty(2^5Q^+_i, \mathbb{R}^N)\). For \(\tau \in 2^5\Lambda_0\) and \(\varepsilon > 0\) such that \(\tau + \varepsilon \in 2^5\Lambda_0\) we define

\[
\chi_\varepsilon(t) := \begin{cases} 
1 & \text{on } (-\infty, \tau], \\
1 - \frac{1}{\varepsilon}(t - \tau) & \text{on } (\tau, \tau + \varepsilon], \\
0 & \text{on } [\tau + \varepsilon, \infty). 
\end{cases}
\]

In the preceding identity we then use the testing-function \(\varphi_\varepsilon = (v_i - u)\chi_\varepsilon\). Then, for a.e. \(\tau \in 2^5\Lambda_0\), we get for the first integral on the left-hand side

\begin{equation}
\begin{aligned}
-\int_{2^5Q^+_i} (v_i - u) \cdot \partial_t \varphi_\varepsilon \, dz \\
&= -\int_{2^5Q^+_i} \partial_t |v_i - u|^2 \chi_\varepsilon - \partial_t (v_i - u) \cdot (v_i - u) \chi_\varepsilon \, dz \\
&= \frac{1}{2} \int_{2^5Q^+_i} \partial_t |v_i - u|^2 \chi_\varepsilon \, dz - \frac{1}{2} \int_{2^5Q^+_i} |v_i - u|^2 \partial_t \chi_\varepsilon \, dz \\
&= \frac{1}{2} \int_{\tau}^{\tau + \varepsilon} \int_{2^5B^+_t} |v_i - u|^2 \, dx \, dt - \frac{1}{2} \int_{2^5B^+_0} |(v_i - u)(\cdot, \tau)|^2 \, dx 
\end{aligned}
\end{equation}

Hence in the limit \(\varepsilon \downarrow 0\) we obtain

\begin{equation}
\begin{aligned}
\frac{1}{2} \int_{2^5B^+_t} |(v_i - u)(\cdot, \tau)|^2 \, dx + \int_{Q_\tau} \langle b(z, u + g, Dv_i, \Psi), D(v_i - u)\Psi \rangle \, dz \\
&\quad \leq \int_{Q_\tau} \langle a(z, u + g, (Du + Dg)\Psi), D(v_i - u)\Psi \rangle \, dz \\
&\quad - \int_{Q_\tau} \langle |F|^{p-2}F, D(v_i - u)\Psi \rangle - f \cdot (v_i - u) \, dz,
\end{aligned}
\end{equation}

where we have abbreviated \(Q_\tau := 2^5Q^+_i \cap \{ (x, t) \in \mathbb{R}^{n+1} : t \leq \tau \}\). Inequality (4.20) will be used in the following in two different directions. First, we shall derive an energy bound for \(Dv_i\). Therefore, we observe that (2.6) and (2.13) imply

\[ |a(z, u, \xi) | \leq (\|\omega\|_\infty + L) (1 + |\xi|)^{p-1} \quad \forall z \in Q^+_{2R}(z_0), u \in \mathbb{R}^N, \xi \in \mathbb{R}^{Nn}. \]

Using also (3.2), recalling the definition of the constant \(\psi\) from (4.4) and using Young’s inequality we deduce from (4.20) that for \(\vartheta > 0\) there holds

\[
\begin{aligned}
\frac{1}{2} \int_{2^5B^+_t} |(v_i - u)(\cdot, \tau)|^2 \, dx + \frac{\nu}{c(n, N, p)^\vartheta} \int_{Q_\tau} |Dv_i|^p \, dz \\
&\quad \leq \frac{1}{2} \int_{2^5B^+_t} |(v_i - u)(\cdot, \tau)|^2 \, dx + \int_{Q_\tau} \langle b(z, u + g, Dv_i, \Psi), Dv_i \Psi \rangle + \mu^p \, dz
\end{aligned}
\]
\[
\leq L \int_{Q_\tau} (\mu^2 + |Dv_i \Psi|^2)^{\frac{p-1}{2}} |Du \Psi| + \mu^p d\tau
+ (\|\omega\|_\infty + L) \int_{Q_\tau} \left(1 + |(Du + Dg)\Psi|\right)^{p-1} |(Dv_i - Du)\Psi| d\tau
+ \int_{Q_\tau} |F|^{p-1} |D(v_i - u)\Psi| + |f||v_i - u| d\tau
\leq \vartheta \int_{Q_\tau} |Dv_i|^p d\tau + c \int_{Q_\tau} \left(|Du|^p + |Dg|^p + |F|^p + 1\right) d\tau
+ c \int_{Q_\tau} |f||v_i - u| d\tau,
\]
where \( c = c(n, N, p, L, \psi, \|\omega\|_\infty, 1/\vartheta) \). It remains to estimate the last integral on the right-hand side. To this aim we use Hölder’s inequality, the Sobolev-type inequality from Lemma \[3\] and Young’s inequality to infer that
\[
\int_{Q_\tau} |f||v_i - u| d\tau \leq \left(\int_{Q_\tau} |v_i - u|^{p_\#} d\tau\right)^{\frac{p}{p_\#}} \left(\int_{Q_\tau} |f|^{p_\#} d\tau\right)^{\frac{p}{p_\#}}
\leq c \left(\int_{Q_\tau} |Dv_i - Du|^p d\tau\right)^{\frac{p}{p_\#}} \left(\sup_{t \in \mathbb{R}^n \setminus \Lambda} \int_{B^+_t} |(v_i - u)(\cdot, t)|^2 dx\right)^{\frac{p}{p_\#}}
\cdot \left(\int_{Q_\tau} |f|^{p_\#} d\tau\right)^{\frac{p}{p_\#}}
\leq \vartheta \int_{Q_\tau} |Dv_i|^p d\tau + \vartheta \sup_{t \in \mathbb{R}^n \setminus \Lambda} \int_{B^+_t} |(v_i - u)(\cdot, t)|^2 dx
+ c(n, N, p) \left(\int_{Q_\tau} |f|^{p_\#} d\tau\right)^{\frac{p(n+2)+1}{p(n+1)-n}}.
\]
For the last integral of the right-hand side we use the definition of \( F \) from \([4,7]\) to estimate
\[
\left(\int_{Q_\tau} |f|^{p_\#} d\tau\right)^{\frac{p(n+2)+1}{p(n+1)-n}} \leq F \int_{Q_\tau} |f|\# d\tau.
\]
Inserting this above and choosing \( \vartheta = \nu / (4c(n, N, p)\psi^p) \) \( \leq \frac{1}{4} \) we can absorb the integral involving \(|Dv_i|^p|\) from the right-hand side into the left. This leads us to
\[
\frac{1}{2} \int_{B^+} |(v_i - u)(\cdot, \tau)|^2 dx + \frac{\nu}{2c(n, N, p)\psi^p} \int_{Q_\tau} |Dv_i|^p d\tau
\leq \frac{1}{4} \sup_{t \in \mathbb{R}^n \setminus \Lambda} \int_{B^+_t} |(v_i - u)(\cdot, t)|^2 dx
+ c \int_{Q_\tau^+} \left(|Du|^p + |Dg|^p + |F|^p + |f|\# F + 1\right) d\tau,
\]
where \( c = c(n, N, p, \nu, L, \psi, \|\omega\|_\infty) \). Since the preceding inequality holds for a.e. \( \tau \in 2^\Lambda \), we can use it in two directions. In the second term on the left-hand side we let \( \tau \uparrow t_1 + \lambda^2 - p(2^\Lambda \psi_n)^2 \) while in the first one we take the supremum over \( \tau \in 2^\Lambda \). This allows us to absorb the first term of the right-hand side into the left. Summing up the two resulting inequalities we obtain
\[
\sup_{t \in \mathbb{R}^n \setminus \Lambda} \int_{B^+_t} |(v_i - u)(\cdot, t)|^2 dx + \int_{Q_\tau^+} |Dv_i|^p d\tau
\leq c \int_{Q_\tau^+} \left(|Du|^p + |Dg|^p + |F|^p + |f|\# F + 1\right) d\tau.
\]
Using the intrinsic coupling from (4.15) we obtain the following energy estimate for $Dv_i$:

\begin{equation}
\sup_{t \in \mathbb{R}^+} \int_{\mathbb{R}^d \times (0,t)} \left| (v_i - u)(\cdot, t) \right|^2 \, dx + \int_{\mathbb{R}^d} |Dv_i|^p \, dz \leq c \lambda^p |Q_t^+|
\end{equation}

with a constant $c = c(n, N, p, \nu, L, \psi, \|\omega\|_{\infty})$.

Next, we shall prove a comparison estimate for $Dv_i - Du$. Here, we start from inequality (4.20), rewritten in the following form:

\begin{equation}
\int_{2^5Q_t^+} \langle b(\cdot, u + g, Dv_i \Psi) - b(\cdot, u + g, Du \Psi), D(v_i - u) \Psi \rangle \, dz
\leq \int_{2^5Q_t^+} \langle \mu^2 + |Du|^2 + |Dg|^2 \rangle |Dv_i - Du|^2 \, dz.
\end{equation}

Next, we turn to estimate the terms I – IV on the right-hand side of (4.22). From (2.13), we have the following lower bound:

\begin{equation}
\int_{2^5Q_t^+} \langle b(\cdot, u + g, Dv_i \Psi) - b(\cdot, u + g, Du \Psi), D(v_i - u) \Psi \rangle \, dz
\geq \frac{\nu}{c(n, N, p)\psi^p} \int_{2^5Q_t^+} \left( \mu^2 + |Du|^2 + |Dg|^2 \right) |Dv_i - Du|^2 \, dz.
\end{equation}

Here, we have taken into account that the first term on the right-hand side of (4.20) is non-negative. For the integral on the left-hand side of (4.22) by (3.1), we have the following inequalities:

\begin{equation}
\int_{2^5Q_t^+} \langle b(\cdot, u + g, Dv_i \Psi) - b(\cdot, u + g, Du \Psi), D(v_i - u) \Psi \rangle \, dz
\leq c(p) L \int_{2^5Q_t^+} \left( \mu^2 + |Du|^2 + |Dg|^2 \right) |Dv_i - Du|^2 \, dz
\leq c(p) L \psi^p \int_{2^5Q_t^+} \left( |Dg|^{p-1} |Dv_i - Du| + \chi_{p>2} (\mu^2 + |Du|^2)^{\frac{p-2}{2}} |Dg| |Dv_i - Du| \right) \, dz
\leq c(p) L \psi^p \left( \int_{2^5Q_t^+} |Dv_i - Du|^p \, dz \right)^{\frac{1}{p}}
\end{equation}

\begin{equation}
+ c(p) L \psi^p \left( \int_{2^5Q_t^+} (\mu^2 + |Dv_i|^2 + |Du|^2) \, dz \right)^{\frac{1}{p}}
\end{equation}

\begin{equation}
\leq c(n, N, p, \nu, L, \psi, \|\omega\|_{\infty}) \left( \frac{1}{M} + \frac{1}{M^{p-1}} \right) \lambda^p |Q_t^+|.
\end{equation}
Next, we come to the estimate of the term II. Here, we let $\delta \in (0, 1]$ to be chosen later. Due to hypothesis (2.23) there exists $K_\delta > 0$ depending on $\delta$ and $\omega$ such that $\omega(s) \leq \delta$ for any $s \geq K_\delta - 1$. In turn this implies

$$\omega(s)(1 + s)^{p-1} \leq \delta(1 + s)^{p-1} + \|\omega\|_{\infty}K_\delta^{p-1} \quad \forall s \geq 0.$$  

Hence, using (2.6), the preceding inequality and Young’s inequality we find

$$\begin{align*}
\text{II} &\leq \int_{2^pQ_+} |b(z, u + g, (Du + Dg)\Psi) - a(z, u + g, (Du + Dg)\Psi)| |D(v_i - u)| \Psi \, dz \\
&\leq \int_{2^pQ_+} \omega((Du + Dg)\Psi)(1 + |(Du + Dg)\Psi|)^{p-1} |D(v_i - u)\Psi| \, dz \\
&\leq \psi \int_{2^pQ_+} \delta(1 + |(Du + Dg)\Psi|)^{p-1} + \|\omega\|_{\infty}K_\delta^{p-1}) |Dv_i - Du| \, dz \\
&\leq c(p) \psi \delta \int_{2^pQ_+} (1 + |Du|^p + |Dg|^p + |Dv_i|^p) \, dz \\
&\quad + c(p) \psi \|\omega\|_{\infty}K_\delta^{p-1}|Q_+^1|^{1 - \frac{1}{p}} \left( \int_{2^pQ_+} (|Du|^p + |Dv_i|^p) \, dz \right)^{\frac{1}{p}}.
\end{align*}$$

Using the energy estimate (4.21) and (4.15) we get

$$\text{II} \leq c \left[ \frac{K_\delta}{\lambda} \right]^{-p} \lambda^p |Q_+^1| \leq c(n, N, p, \nu, L, \psi, \|\omega\|_{\infty}) \delta \lambda^p |Q_+^1|,$$

provided

$$(4.24) \quad \lambda \geq \frac{K_\delta}{\delta^{p+1}}.$$  

For the estimate of the term III we use Hölder’s inequality, the energy estimate (4.21) and (4.15), yielding that

$$\begin{align*}
\text{III} &\leq \psi \int_{2^pQ_+} |F|^{p-1}|Dv_i - Du| \, dz \\
&\leq c(p) \psi \left( \int_{2^pQ_+} |F|^p \, dz \right)^{1 - \frac{1}{p}} \left( \int_{2^pQ_+} (|Du|^p + |Dv_i|^p) \, dz \right)^{\frac{1}{p}} \\
&\leq c(n, N, p, \nu, L, \psi, \|\omega\|_{\infty}) \frac{\lambda^p}{M^{p-1}} |Q_+^1|.
\end{align*}$$

Finally, the term IV is estimated with the help of Hölder’s inequality as follows:

$$\begin{align*}
\text{IV} &\leq \int_{2^pQ_+} |f||v_i - u| \, dz \\
&\leq \left( \int_{2^pQ_+} |v_i - u|^{\frac{p(n+2)}{n}} \, dz \right)^{\frac{n}{n+2}} \left( \int_{2^pQ_+} |f|^{\frac{p(n+2)}{n}} \, dz \right)^{\frac{n}{p(n+2)}} =: \text{IV}_1 \cdot \text{IV}_2
\end{align*}$$

with the obvious meaning of $\text{IV}_1$ and $\text{IV}_2$. Applying the Sobolev-type inequality from Lemma (3.3) the energy estimate (4.21) and (4.15) we obtain

$$\begin{align*}
\text{IV}_1 &\leq c(n, p) \left( \int_{2^pQ_+} |Dv_i - Du|^p \, dz \right)^{\frac{n+2}{n}} \left( \sup_{t \in 2^pA_1} \int_{2^pB_+^i} |(v_i - u)(\cdot, t)|^2 \, dx \right)^{\frac{1}{1+2}} \\
&\leq c \lambda^p |Q_+^1| \cdot \frac{n+2}{n+2},
\end{align*}$$
where \( c = c(n, N, p, \nu, L, \psi, \|\omega\|_{\infty}) \). Recalling that \( p'_\# = (p(n + 2)/(p(n + 2) - n), 2^qQ^+_t \subset Q^+_{2\rho}(z_0) \) and the definition of \( F \) and finally using (4.15) we find that

\[
IV_2 = \frac{1}{M} \left( \int_{2^qQ^+_t} (M|f|)^{\frac{p(n+2)}{p(n+2)-n}} dz \right)^\frac{p(n+2)-n}{p(n+2)} \\
= \frac{1}{M} \left( \int_{2^qQ^+_t} (M|f|^{p'_\#}) dz \right)^\frac{p}{p(n+2)} \\
= \frac{1}{M} \left( \int_{2^qQ^+_t} (M|f|^{p'_\#}) dz \right)^\frac{1}{p} \left( \int_{2^qQ^+_t} (M|f|)^{p'_\#} dz \right)^\frac{p(n+1)-n}{p(n+2)} \\
\leq \frac{1}{M} M^{\frac{p(n+1)-n}{p(n+2)}} \left( \int_{2^qQ^+_t} (M|f|)^{p'_\#} dz \right)^\frac{p(n+1)-n}{p(n+2)} \\
= \frac{1}{M} \left( \int_{2^qQ^+_t} (M|f|)^{p'_\#} F dz \right)^\frac{p(n+1)-n}{p(n+2)} \\
\leq \frac{1}{M} (\lambda^p |Q^+_t|)^\frac{p(n+1)-n}{p(n+2)}. \\
\]

Inserting the estimates for \( IV_1 \) and \( IV_2 \) above we get

\[
IV \leq c(n, N, p, \nu, L, \psi, \|\omega\|_{\infty}) \frac{\lambda^p}{M} |Q^+_t|. \\
\]

Joining the preceding estimates for the terms I – IV and (4.23) with (4.22) we obtain the following comparison estimate for \( Dv_i \):

\[
(4.25) \quad \int_{2^qQ^+_t} \left( \mu^2 + |Dv_i|^2 + |Du|^2 \right) dz |Dv_i - Du|^2 dz \leq c \left[ \delta + \frac{1}{M} + \frac{1}{M^{p-1}} \right] \lambda^p |Q^+_t| \\
\]

with a constant \( c = c(n, N, p, \nu, L, \psi, \|\omega\|_{\infty}) \).

In the following, we consider a second comparison problem in order to “freeze” the vector field \( b \) with respect to the spatial variable \( x \) and in the case that \( b \) depends on \( u \) also with respect to \( u \). Here, we abbreviate

\[
B_i(t, \xi) := (b(\cdot, t, (u + g)_{2^iQ^+_t}, \xi))_{2^iB^+_t} \quad \text{for} \ t \in 2^i\Lambda_i \text{ and } \xi \in \mathbb{R}^N. \\
\]

By

\[
w_i \in C^0(2^i\Lambda_i; L^2(2^iB^+_t, \mathbb{R}^N)) \cap L^p(2^i\Lambda_i; W^{1,p}(2^iB^+_t, \mathbb{R}^N)) \\
\]

we denote the unique solution the to following Cauchy-Dirichlet problem

\[
(4.26) \quad \begin{cases} \\
\partial_t w_i - \text{div} B_i(t, Dw_i) = 0 & \text{in } 2^iQ^+_t \\
w_i = v_i & \text{on } \partial_2^iQ^+_t \end{cases} \quad \text{for } t \in 2^i\Lambda_i. \\
\]

To infer energy and comparison estimates for \( w_i \) we proceed similarly as before. Subtracting the weak forms of (4.20) and (4.17) we get

\[
- \int_{2^iQ^+_t} (w_i - v_i) \cdot \partial_t \varphi dz + \int_{2^iQ^+_t} \langle B_i(t, Dw_i), D\varphi \rangle dz \\
= \int_{2^iQ^+_t} b(z, u + g, Dw_i, \Psi), D\varphi \Psi \rangle dz \\
\]

whenever \( \varphi \in C^0_0(2^iQ^+_t, \mathbb{R}^N) \). For \( t \in 2^i\Lambda_i \) and \( \varepsilon > 0 \) such that \( \tau + \varepsilon \in 2^i\Lambda_i \) we now choose the testing-function \( \varphi_\varepsilon = (w_i - v_i)\chi_\varepsilon \), where \( \chi_\varepsilon \) is defined in (4.18). Then, as in
we infer that the first integral on the right-hand side is non-negative. Hence, passing to the limit \( \varepsilon \downarrow 0 \) and letting \( \tau \uparrow t_i + \lambda^2 - n(2\xi_{ij})^2 \) we obtain

\[
\int_{2^{i+1}Q_t^+} (\mathcal{B}_l(t, Dw_i, D(w_i - v_i)) dz \\
\leq \int_{2^iQ_t^+} \langle b(z, u + g, Dv_i \Psi), D(w_i - v_i) \Psi \rangle dz.
\]

This inequality will be used in two directions. First, we shall derive an energy bound for \( Dw_i \). Rearranging terms in \( (4.27) \) and using \( (3.2), (2.13) \), and Young’s inequality we obtain from \( (4.27) \) that for \( \vartheta > 0 \) there holds

\[
\frac{\mu^\nu}{c(n, N, p)} \int_{2^iQ_t^+} |Dw_i|^p dz \leq \int_{2^iQ_t^+} \langle B_i(t, Dw_i), Dw_i \rangle + \mu^p dz \\
\leq L \int_{2^iQ_t^+} (\mu^2 + |Dw_i|^2)^{\frac{n-1}{2}} |Dv_i| + \mu^p dz \\
+ L \int_{2^iQ_t^+} (\mu^2 + |Dv_i|)^{\frac{n+1}{2}} |D(w_i - v_i)\Psi| dz \\
\leq \vartheta \int_{2^iQ_t^+} |Dw_i|^p dz + c \int_{2^iQ_t^+} (|Dv_i|^p + 1) dz,
\]

where \( c = c(n, N, p, L, \psi, 1/\vartheta) \). Choosing \( \vartheta \) small enough, i.e. \( \vartheta = \nu/(2c(n, N, p)) \) we can re-absorb the first integral of the right-hand side into the left. Subsequently using \( (4.21) \) we obtain the following energy estimate for \( Dw_i \):

\[
\int_{2^iQ_t^+} |Dw_i|^p dz \leq c \int_{2^iQ_t^+} (|Dv_i|^p + 1) dz \\
\leq c(n, N, p, \nu, L, \psi, \|\omega\|_\infty) \lambda^p |Q_t^+|.
\]

We now come to the comparison estimate for \( w_i \). Here, we again start from \( (4.27) \). Rearranging terms we get

\[
\int_{2^iQ_t^+} \langle B_i(t, Dw_i) - B_i(t, Dv_i), D(w_i - v) \rangle dz \\
\leq \int_{2^iQ_t^+} \langle b(z, u + g, Dv_i \Psi), D(w_i - v_i)(\Psi - I_{n \times n}) \rangle dz \\
+ \int_{2^iQ_t^+} \langle b(z, u + g, Dv_i \Psi) - b(z, u + g, Dv_i), D(w_i - v_i) \rangle dz \\
+ \int_{2^iQ_t^+} \langle b(z, u + g, Dv_i) - b(z, u + g, Dv_i), D(w_i - v_i) \rangle dz \\
+ \int_{2^{i+1}Q_t^+} \langle b(z, u + g, Dv_i - B_i(t, Dv_i), D(w_i - v_i) \rangle dz \\
=: I + II + III + IV.
\]

For the integral on the left-hand side of \( (4.29) \) we get by \( (3.1) \) the following lower bound:

\[
\int_{2^iQ_t^+} \langle B_i(t, Dw_i) - B_i(t, Dv_i), D(w_i - v_i) \rangle dz \\
\geq \frac{\mu^\nu}{c(n, N, p)} \int_{2^iQ_t^+} (\mu^2 + |Dw_i|^2 + |Dv_i|^2)^{\frac{n-1}{2}} |Dw_i - Dv_i|^2 dz.
\]
From (4.13)1, the facts that $0 \in Q_{2R}^+(z_o)$ (see (4.11)), $2^4Q^+_i \subset Q_{2R}^+(z_o)$ and $\Psi(0) = I_{n \times n}$ by (4.2), Young’s inequality and the energy estimates (4.21) and (4.28) we get

$$I \leq \int_{2^4Q^+_i} |b(z, u + g, Dv_1 \Psi)| |D(w_i - v_i)| |\Psi(x) - I_{n \times n}| \, dz$$

$$\leq L \text{osc}_{B_{2n}(z_o)}(\Psi) \int_{2^4Q^+_i} (\mu^2 + |Dv_1 \Psi|^2)^{p-1} |Dw_i - Dv_i| \, dz$$

$$\leq c(p) L \psi^{p-1} \text{osc}_{B_{2n}(z_o)}(\Psi) \int_{2^4Q^+_i} (\mu^2 + |Dv_i|^2)^{p-2} |Dv_i(\Psi - I_{n \times n})| |D(w_i - v_i)| \, dz$$

$$\leq c(p) L \psi^{p-1} \text{osc}_{B_{2n}(z_o)}(\Psi) \int_{2^4Q^+_i} (\mu^2 + |Dv_i|^2)^{p-2} |Dv_i||Dw_i - Dv_i| \, dz$$

$$\leq c(p) \text{osc}_{B_{2n}(z_o)}(\Psi) \int_{2^4Q^+_i} (\mu^2 + |Dv_i|^2)^{p-2} |Dv_i||Dw_i - Dv_i| \, dz$$

For the estimate of II we use (4.4), Lemma (4.1), $0 \in Q_{2R}^+(z_o)$, $\Psi(0) = I_{n \times n}$ and the energy estimates (4.21) and (4.28) to infer that

$$II = \int_{2^4Q^+_i} \int_0^1 \langle D_{b}(z, u + g, Dv_1 + sDv_1(\Psi - I_{n \times n})) Dv_i(\Psi - I_{n \times n}), D(w_i - v_i) \rangle \, ds \, dz$$

$$\leq L \int_{2^4Q^+_i} \int_0^1 (\mu^2 + |Dv_1 + sDv_1(\Psi - I_{n \times n})|^2)^{p-2} |Dv_1(\Psi - I_{n \times n})| |D(w_i - v_i)| \, ds \, dz$$

$$\leq c(p) L \int_{2^4Q^+_i} (\mu^2 + |Dv_1|^2 + |Dv_1(\Psi - I_{n \times n})|^2)^{p-2} |Dv_1(\Psi - I_{n \times n})| |D(w_i - v_i)| \, dz$$

$$\leq c(p) L \psi^{p-1} \text{osc}_{B_{2n}(z_o)}(\Psi) \int_{2^4Q^+_i} (\mu^2 + |Dv_i|^2)^{p-2} |Dv_i||Dw_i - Dv_i| \, dz$$

$$\leq c(p) \text{osc}_{B_{2n}(z_o)}(\Psi) \int_{2^4Q^+_i} (\mu^2 + |Dv_i|^2)^{p-2} |Dv_i||Dw_i - Dv_i| \, dz$$

$$\leq c(n, N, p, \nu, L, \psi, \|\omega\|_\infty) \text{osc}_{B_{2n}(z_o)}(\Psi) \lambda^p |Q^+_i|.$$
provided
\begin{equation}
2^4 q_3, \leq R \leq R_\omega.
\end{equation}
To further estimate the first integral on the right-hand side of the preceding inequality we use Hölder’s inequality, the fact that \( v_{x_i} \leq 2L \) and the higher integrability result from Lemma \( \ref{lem:higher} \) – which is applicable due to \( \ref{eq:3.30} \) – to infer that

\[
\int_{2^q Q_i^+} v_{x_i}(x, q/2)^p |Dv_i|^p \, dz
\]

\[
\leq |2^q Q_i^+| \left( \int_{2^q B_i^+} v_{x_i}(x, 2^q q_3) \frac{\omega(\cdot, q_3)}{q_3} \, dx \right)^{\frac{p}{q}} \left( \int_{2^q Q_i^+} |Dv_i|^p(1 + |Dv_i|)^p \, dz \right)^{\frac{1}{p}}
\]

\[
\leq c \left( \int_{2^q B_i^+} v_{x_i}(x, 2^q q_3) \frac{\omega(\cdot, q_3)}{q_3} \, dx \right)^{\frac{p}{q}} \lambda^p |Q_i^+|
\]

\[
\leq c \left( \int_{2^q B_i^+} v_{x_i}(x, 2^q q_3) \, dx \right)^{\frac{p}{q}} \lambda^p |Q_i^+|
\]

\[
\leq c(n, N, p, \nu, L, \psi, ||\omega||_\infty) V(2R)^{\frac{p}{q}} \lambda^p |Q_i^+|.
\]

For the second integral we have by the energy estimates \( \ref{eq:4.28} \) and \( \ref{eq:4.21} \) that

\[
\int_{2^q Q_i^+} |Dw_i - Dv_i|^p \, dz \leq c(p) \int_{2^q Q_i^+} (|Dw_i|^p + |Dv_i|^p) \, dz
\]

\[
\leq c(n, N, p, \nu, L, \psi, ||\omega||_\infty) \lambda^p |Q_i^+|.
\]

Inserting the preceding two estimates above we get

\begin{equation}
IV \leq c(n, N, p, \nu, L, \psi, ||\omega||_\infty) V(2R)^{\frac{p}{q}} \lambda^p |Q_i^+|.
\end{equation}

Joining the previous estimates for I – IV with \( \ref{eq:4.29} \) we finally obtain the comparison estimate for \( Dw_i \):

\begin{equation}
\int_{2^q Q_i^+} \left( \mu^2 + |Dw_i|^2 + |Dv_i|^2 \right)^{\frac{p-2}{2}} |Dw_i - Dv_i|^2 \, dz
\leq c \left[ \tilde{\omega}(2R) + V(2R)^{\frac{p}{q}} \right] \lambda^p |Q_i^+|
\end{equation}

with a constant \( c \) depending on \( n, N, p, \nu, L, \psi, ||\omega||_\infty \). Here, we have abbreviated

\[
\tilde{\omega}(2R) := \text{osc}_{B_{2R}(z_0)}(\Psi) + \theta(\text{osc}_{Q_{2R}^+(z_0)}(u) + \text{osc}_{Q_{2R}^-(z_0)}(g)).
\]

At this point we recall that \( \Psi \) is continuous on \( B_{2R}^+(z_0) \) and that \( u \) and \( g \) are assumed to be continuous on \( Q_{2R}^-(z_0) \) when the vector field \( b \) depends on \( u \). Otherwise we may assume \( \theta(\cdot) \equiv 0 \). In any case we have

\begin{equation}
\lim_{r \to 0} \tilde{\omega}(r) = 0.
\end{equation}

Finally, we combine \( \ref{eq:4.28} \) and \( \ref{eq:4.31} \) with the help of Lemma \( \ref{lem:higher} \)(ii). This yields

\begin{equation}
\int_{2^q Q_i^+} \left( \mu^2 + |Dw_i|^2 + |Du|^2 \right)^{\frac{p-2}{2}} |Dw_i - Du|^2 \, dz
\leq c \left[ \tilde{\omega} + \frac{1}{M} + \frac{1}{M^p} + \tilde{\omega}(2R) + V(2R)^{\frac{p}{q}} \right] \lambda^p |Q_i^+|
\end{equation}

where the constant \( c \) depends on \( n, N, p, \nu, L, \psi, ||\omega||_\infty \).
4.4. Estimates on intrinsic cylinders. By (4.28) there exists a constant $c_* = c_*(n, N, p, \nu, L, \psi, \|\omega\|_{\infty})$ such that

$$\int_{2^n Q^+_i} |Du_i|^p \, dz \leq c_* \lambda^p.$$  

Therefore, we can use assumption (4.18) to infer the existence of $H_b \equiv H_b(c_*, \psi, b(\cdot)) \geq 1$ such that

$$\int_{2^n Q^+_i} |Du_i|^\chi \, dz \leq H_b \lambda^\chi.$$  

Recalling that $\lambda \geq 1$ and $\mu \in [0, 1]$ we thus obtain

$$\int_{2^n Q^+_i} (\mu^2 + |Du_i|^2)^\frac{p}{\mu} \, dz \leq 2^\chi H_b \lambda^\chi.$$  

For $A \geq 1$ to be chosen later and $z \in 2^n Q^+_i$ such that $|Du(z)| > A\lambda$ we will now derive a suitable estimate for $|Du(z)|^p$. We first recall from Lemma 3.2 (i) that

$$|Du(z)|^p \leq c_\ell \left(\mu^2 + |Dw_i(z)|^2 + |Du(z)|^2\right)^\frac{p-2}{2} |Du_i - Du|^2,$$

where $c_\ell \equiv c_\ell(n, N, p)$ is the constant from Lemma 3.2. We now distinguish two cases. In the first case where

$$\left(\mu^2 + |Dw_i(z)|^2\right)^\frac{p}{\mu} \leq \left(\mu^2 + |Dw_i(z)|^2 + |Du(z)|^2\right)^\frac{p-2}{2} |Dw_i - Du|^2,$$

we have

$$|Du(z)|^p \leq 2c_\ell \left(\mu^2 + |Dw_i(z)|^2 + |Du(z)|^2\right)^\frac{p-2}{2} |Dw_i - Du|^2,$$

while in the second case where the contrary of (4.35) is true there holds

$$A^p \lambda^p < |Du(z)|^p \leq 2c_\ell \left(\mu^2 + |Dw_i(z)|^2\right)^\frac{p}{\mu},$$

and hence

$$|Du(z)|^p \leq 2c_\ell \left(\mu^2 + |Dw_i(z)|^2\right)^\frac{p}{\mu} \cdot \left[\frac{2c_\ell}{A^p \lambda^p} \left(\mu^2 + |Dw_i(z)|^2\right)^\frac{p}{\mu}\right]^\frac{p}{p-2} \leq \left(\frac{2c_\ell}{A^p \lambda^p}\right)^\frac{p}{p-2} \left(\mu^2 + |Dw_i(z)|^2\right)^\frac{p}{\mu}.$$

Therefore, in any case we have

$$|Du(z)|^p \leq 2c_\ell \left(\mu^2 + |Dw_i(z)|^2 + |Du(z)|^2\right)^\frac{p-2}{2} |Dw_i - Du|^2$$

$$+ \left(\frac{2c_\ell}{A^p \lambda^p}\right)^\frac{p}{p-2} \left(\mu^2 + |Dw_i(z)|^2\right)^\frac{p}{\mu},$$

provided $|Du(z)| > A\lambda$. This implies the following estimate

$$\int_{2^n Q^+_i \cap E(A\lambda, r_2)} |Du|^p \, dz \leq 2c_\ell \int_{2^n Q^+_i} \left(\mu^2 + |Dw_i|^2 + |Du|^2\right)^\frac{p-2}{2} |Dw_i - Du|^2 \, dz$$

$$+ \left(\frac{2c_\ell}{A^p \lambda^p}\right)^\frac{p}{p-2} \int_{2^n Q^+_i} \left(\mu^2 + |Dw_i|^2\right)^\frac{p}{\mu} \, dz.$$  

Due to the comparison estimate (4.35) we can bound the first term of the right-hand side of the preceding inequality while for the second one we use the gradient higher integrability bound (4.34). This leads us to

$$\int_{2^n Q^+_i \cap E(A\lambda, r_2)} |Du|^p \, dz \leq c_* \lambda^p \left[\delta + \frac{1}{M} + \frac{1}{MP-1} + \tilde{\omega}(2R) + V(2R) \frac{2^p}{\mu^p}\right] |Q^+_i|$$

$$+ \left(\frac{2c_\ell}{A^p \lambda^p}\right)^\frac{p}{p-2} 2^{3(n+2)\chi} \lambda^p H_b |Q^+_i|.$$
Note that $A, M \geq 1$ are yet not fixed and that $c$ depends on $n, N, p, \nu, L, \psi, \|\omega\|_{\infty}$. Hence, setting

$$M \equiv M(\delta, R, M, A) : = \delta + \frac{1}{M} + \frac{1}{M^{p-1}} + \hat{\nu}(2R) + V(2R) \frac{\nu}{\nu^p} + \frac{1}{A^{\chi-p}}$$

we have

$$\int_{2^i Q_i^+ \cap E(A\lambda, r_2)} |Du|^p \, dz \leq cM \lambda^p |Q_i^+|$$

with a constant $c$ depending on $n, N, p, \nu, L, \psi, \|\omega\|_{\infty}, H_b$.

Next, we shall derive a suitable bound for $|Q_i^+|$. We first rewrite (4.15) for $j = 0$ in the form

$$|Q_i^+| = \frac{1}{\lambda^p} \int_{Q_i^+} |Du|^p \, dz + \frac{M^p}{\lambda^p} \int_{Q_i^+} G^p \, dz + \frac{M^{\prime p}}{\lambda^p} \int_{Q_i^+} |f|^{\prime p} \, dz.$$

To estimate the first integral in (4.38) we decompose the domain of integration into the set where $|Du| > \lambda/8$, respectively $|Du| \leq \lambda/8$, to obtain

$$\frac{1}{\lambda^p} \int_{Q_i^+} |Du|^p \, dz \leq \frac{1}{\lambda^p} \int_{Q_i^+ \cap \{|Du| > \lambda/8\}} |Du|^p \, dz + 8^{-p}|Q_i^+|.$$

Similarly, the second integral in (4.38) can be estimated by

$$\frac{M^p}{\lambda^p} \int_{Q_i^+} G^p \, dz \leq \frac{M^p}{\lambda^p} \int_{Q_i^+ \cap \{G > \lambda/(8M)\}} G^p \, dz + 8^{-p}|Q_i^+|$$

and the third one by

$$\frac{M^{\prime p}}{\lambda^p} \int_{Q_i^+} |f|^{\prime p} \, dz \leq \frac{M^{\prime p}}{\lambda^p} \int_{Q_i^+ \cap \{|f|^{\prime p} > \lambda/(8M^{\prime p} \, F)\}} |f|^{\prime p} \, dz + 8^{-1}|Q_i^+|.$$

Combining the preceding estimates with (4.38) and reabsorbing $\frac{1}{2}|Q_i^+|$ on the left-hand side we obtain the measure estimate

$$|Q_i^+| \leq 2 \frac{1}{\lambda^p} \left[ \int_{Q_i^+ \cap \{|Du| > \lambda/8\}} |Du|^p \, dz + M^p \int_{Q_i^+ \cap \{G > \lambda/(8M)\}} G^p \, dz \right.$$

$$\left. + M^{\prime p} \int_{Q_i^+ \cap \{|f|^{\prime p} > \lambda/(8M^{\prime p} \, F)\}} |f|^{\prime p} \, dz \right].$$

Connecting (4.39) with (4.37) yields

$$\int_{2^i Q_i^+ \cap E(A\lambda, r_2)} |Du|^p \, dz \leq cM \left[ \int_{Q_i^+ \cap \{|Du| > \lambda/8\}} |Du|^p \, dz + M^p \int_{Q_i^+ \cap \{G > \lambda/(8M)\}} G^p \, dz \right.$$

$$\left. + M^{\prime p} \int_{Q_i^+ \cap \{|f|^{\prime p} > \lambda/(8M^{\prime p} \, F)\}} |f|^{\prime p} \, dz \right]$$

with a constant $c$ depending on $n, N, p, \nu, L, \psi, \|\omega\|_{\infty}, H_b$.

4.5. **Concluding the proof.** We now derive an upper bound for the super-level sets $E(A\lambda, r_1)$ introduced in (4.3). Recalling that on the one hand the family $(2^i Q_i^+)_{i \in \mathbb{N}}$ covers $E(\lambda, r_1) \supset E(A\lambda, r_1)$ and on the other hand the corresponding family $(Q_i^+)_{i \in \mathbb{N}}$ consists of pairwise disjoint cylinders $Q_i^+ \subset Q_i^+(z_0)$ we obtain after summing (4.40) over $i \in \mathbb{N}$ that

$$\int_{E(A\lambda, r_1)} |Du|^p \, dz$$
At this point we would like to multiply both sides of the previous inequality by 

\[ \lambda \]

then integrate with respect to \( k \) in infinite. This problem will be overcome in the following by a truncation argument. For hand side. However, we are not allowed to perform this step since the integral might be infinite. This problem will be overcome in the following by a truncation argument. For \( k \geq \lambda_1 \) we define

\[ |Du|_k := \min\{|Du|, k\} \]

and

\[ E_k(A\lambda, r_1) := \left\{ z \in Q^+_r(z_0) : |Du(z)|_k > A\lambda \right\}. \]

Then, from the last inequality we deduce that

\[
\int_{E_k(A\lambda, r_1)} |Du|^p \, dz \\
\leq c M \left[ \int_{Q^+_r(z_0) \cap \{|Du|_k > \lambda/8\}} |Du|^p \, dz + M^p \int_{Q^+_r(z_0) \cap \{|G > \lambda/(8M)\}} G^p \, dz \\
+ M^{p^\#} F \int_{Q^+_r(z_0) \cap \{|f|^{p^\#} > \lambda^p/(8M^{p^\#} F)\}} |f|^{p^\#} \, dz \right].
\]

Note that \( A, M \geq 1 \) are still to be chosen and that by (4.11) and (4.24) the preceding inequality is valid for any \( \lambda \geq \lambda_1 \), where

\[
(4.41) \quad \lambda_1 := \max\left\{ B\lambda_0, \frac{K\delta}{\theta^{8-1}} \right\}.
\]

At this point we would like to multiply both sides of the previous inequality by \( \lambda^{q-p-1} \) and then integrate with respect to \( \lambda \) over \([\lambda_1, \infty)\). This, formally would lead to an \( L^q \) estimate of \( Du \) if certain parameters are chosen small enough to reabsorb \( \int |Du|^q \, dz \) on the left-hand side. However, we are not allowed to perform this step since the integral might be infinite. This problem will be overcome in the following by a truncation argument. For \( k \geq \lambda_1 \) we define

\[ |Du|_k := \min\{|Du|, k\} \]

and

\[ E_k(A\lambda, r_1) := \left\{ z \in Q^+_r(z_0) : |Du(z)|_k > A\lambda \right\}. \]

Then, from the last inequality we deduce that

\[
\int_{E_k(A\lambda, r_1)} |Du|^p \, dz \\
\leq c M \left[ \int_{Q^+_r(z_0) \cap \{|Du|_k > \lambda/8\}} |Du|^p \, dz + M^p \int_{Q^+_r(z_0) \cap \{|G > \lambda/(8M)\}} G^p \, dz \\
+ M^{p^\#} F \int_{Q^+_r(z_0) \cap \{|f|^{p^\#} > \lambda^p/(8M^{p^\#} F)\}} |f|^{p^\#} \, dz \right].
\]

This can be seen as follows: In the case \( k \leq A\lambda \) we have \( E_k(A\lambda, r_1) = \emptyset \) and therefore the inequality holds trivially. In the second case \( k > A\lambda \) the last inequality follows from the second last one since then \( E_k(A\lambda, r_1) = E(A\lambda, r_1) \) and \( \{|Du|_k > \lambda/8\} = \{|Du| > \lambda/8\} \). Now, we choose \( q \in (p, \chi) \), multiply both sides of the preceding inequality by \( \lambda^{q-1} \) and integrate with respect to \( \lambda \) over \([\lambda_1, \infty)\). In this way we obtain

\[
(4.42) \int_{\lambda_1}^{\infty} \lambda^{q-p-1} \int_{E_k(A\lambda, r_1)} |Du|^p \, dz \, d\lambda \\
\leq c M \int_{\lambda_1}^{\infty} \lambda^{q-p-1} \left[ \int_{Q^+_r(z_0) \cap \{|Du|_k > \lambda/8\}} |Du|^p \, dz \\
+ M^p \int_{Q^+_r(z_0) \cap \{|G > \lambda/(8M)\}} G^p \, dz \\
+ M^{p^\#} F \int_{Q^+_r(z_0) \cap \{|f|^{p^\#} > \lambda^p/(8M^{p^\#} F)\}} |f|^{p^\#} \, dz \right] \, d\lambda.
\]

To the integral on the left-hand side of (4.42) we apply Fubini’s theorem which yields that

\[
\int_{\lambda_1}^{\infty} \lambda^{q-p-1} \int_{E_k(A\lambda, r_1)} |Du|^p \, dz \, d\lambda \\
= \int_{E_k(A\lambda_1, r_1)} |Du|^p \int_{\lambda_1}^{\max\{|Du(z)|_k/A\}} \lambda^{q-p-1} \, d\lambda \, dz \\
= \frac{1}{q-p} \int_{E_k(A\lambda_1, r_1)} |Du|^p \left[ A^{-(q-p)} |Du|_k^{q-p} - \lambda_1^{q-p} \right] \, dz.
\]
\[
= \frac{1}{q-p} \left[ \frac{1}{A^{q-p}} \int_{E_k(A\lambda_1, r_1)} |Du|^p |Du|^{q-p} dz - \lambda_1^{q-p} \int_{E_k(A\lambda_1, r_1)} |Du|^p dz \right].
\]

Next, we consider the terms on the right-hand side of (4.42). For the first one we obtain,
again by Fubini’s theorem, that
\[
\int_{\lambda_1}^{\infty} \lambda^{q-p-1} \int_{Q_{\lambda}^k(z_o) \setminus \{|Du|_{k} > \lambda / (8M)\}} |Du|^p d\lambda dz
= \int_{Q_{\lambda}^k(z_o) \setminus \{|Du|_{k} > \lambda / (8M)\}} |Du|^p \int_{\lambda_1}^{\infty} \lambda^{q-p-1} d\lambda d\lambda
\leq \frac{8^{q-p}}{q-p} \int_{Q_{\lambda}^k(z_o)} |Du|^p d\lambda.
\]

Similarly, we get for the second term
\[
\int_{\lambda_1}^{\infty} \lambda^{q-p-1} \int_{Q_{\lambda}^k(z_o) \cap \{|G| > \lambda / (8M)\}} G^p d\lambda dz
= \int_{Q_{\lambda}^k(z_o) \cap \{|G| > \lambda / (8M)\}} G^p \int_{\lambda_1}^{\infty} \lambda^{q-p-1} d\lambda d\lambda
\leq \frac{(8M)^{q-p}}{q-p} \int_{Q_{\lambda}^k(z_o)} G^p d\lambda.
\]

and also for the third term
\[
\int_{\lambda_1}^{\infty} \lambda^{q-p-1} \int_{Q_{\lambda}^k(z_o) \cap \{|f| > \lambda / (8M)\}} |f|^{\mu^p} d\lambda dz
= \int_{Q_{\lambda}^k(z_o) \cap \{|f| > \lambda / (8M)\}} |f|^{\mu^p} \int_{\lambda_1}^{\infty} \lambda^{q-p-1} d\lambda d\lambda
\leq \frac{M^{\mu^p(q-p)}}{q-p} \int_{Q_{\lambda}^k(z_o)} \frac{|f|^{\mu^p}}{\lambda^{q-p-1}} d\lambda dz.
\]

Connecting the preceding estimates with (4.42) we get
\[
\int_{E_k(A\lambda_1, r_1)} |Du|^{q-p} |Du|^p dz
\leq A^{q-p} \lambda_1^{q-p} \int_{Q_{\lambda_1}^k(z_o)} |Du|^p d\lambda
+ c A^{q-p} M \left[ \int_{Q_{\lambda_1}^k(z_o)} |Du|^{q-p} |Du|^p d\lambda + M^q \right] \int_{Q_{\lambda_1}^k(z_o)} G^q d\lambda
+ M^{\mu^p(q-p)} \int_{Q_{\lambda_1}^k(z_o)} \frac{|f|^{\mu^p}}{\lambda^{q-p-1}} d\lambda dz.
\]

Taking into account that
\[
\int_{Q_{\lambda_1}^k(z_o) \setminus E_k(A\lambda_1, r_1)} |Du|^{q-p} |Du|^p d\lambda \leq (A\lambda_1)^{q-p} \int_{Q_{\lambda_1}^k(z_o)} |Du|^p d\lambda
\]
we arrive at
\[
(4.43) \quad \int_{Q_{\lambda_1}^k(z_o)} |Du|^{q-p} |Du|^p d\lambda
\leq A^{q-p} \lambda_1^{q-p} \int_{Q_{\lambda_1}^k(z_o)} |Du|^p d\lambda.
\]
+ c A^{q-p} M \left[ \int_{Q_{z}^+(z_o)} |Du|^{q-p} |Du|^p \, dz + M^q \int_{Q_{z}^+(z_o)} G^q \, dz \right. \\
+ \left. M^\frac{q-p}{p} F^\frac{p}{q} \int_{Q_{z}^+(z_o)} \left| f \right|^{\frac{q-p}{p}} \, dz \right],

where $M \equiv M(\delta, R, M, A)$ was defined in (4.36) and the constant $c$ depends on $n, N, p, \nu, L, \psi, \|\omega\|_{\infty}, H_b$. We now perform the choices of parameters as follows. We first choose $A \geq 1$ in dependence of $n, N, p, \nu, L, \chi, q, \psi, \|\omega\|_{\infty}, H_b$, large enough to have

c A^{-(\chi - q)} \leq \frac{1}{8}.

Next, we choose $M \geq 1$ in dependence of the same parameters large enough, to have

$$c A^{q-p} \left[ \frac{1}{M} + \frac{1}{M^{(p-1)}} \right] < \frac{1}{8}$$

and $\delta > 0$ still depending on the same parameters small enough to ensure

$$c A^{q-p} \delta \leq \frac{1}{8}.$$

Note that this also fixes $K_\delta$ in dependence of $\delta$ and $\omega$. Finally, we select $R_o \in (0, 1)$ small enough to have

$$c A^{q-p} \left[ \tilde{\omega}(2R_o) + V(2R_o) \frac{\beta}{2} \right] \leq \frac{1}{8} \quad \text{and} \quad R_o \leq \varrho_0.$$

Note that this is possible by (2.14) and (4.32). The latter condition ensures that (4.30) is satisfied. With this choice, $R_o$ depends on $n, N, p, \nu, L, \chi, q, \psi, \|\omega\|_{\infty}, H_b, V(\cdot)$ and the modulus of continuity of $\Psi$ and if the vector field $b$ depends on $\nu$ also on $\Theta(\cdot)$ and the moduli of continuity of $u$ and $g$. These choices allow us to bound the constant in front of the integrals appearing on the right-hand side of (4.33) by $\frac{1}{8}$, i.e. we have

$$c A^{q-p} M \leq \frac{1}{2},$$

so that (4.43) turns into

$$\int_{Q_{z}^+(z_o)} |Du|^{q-p} |Du|^p \, dz \leq \frac{1}{2} \int_{Q_{z}^+(z_o)} |Du|^{q-p} |Du|^p \, dz$$

$$+ c \lambda_1^{q-p} \int_{Q_{z}^+(z_o)} |Du|^p \, dz + c \int_{Q_{z}^+(z_o)} G^q + F^\frac{p}{q} \left| f \right|^{\frac{p}{q}} \, dz,$$

where $c$ depends on $n, N, p, \nu, L, \chi, q, \psi, \|\omega\|_{\infty}, H_b$. Recalling the definition of $\lambda_1$ from (4.41) and (4.11) and taking averages we obtain from the preceding estimate

$$\int_{Q_{z}^+(z_o)} |Du|^{q-p} |Du|^p \, dz \leq \frac{1}{2} \int_{Q_{z}^+(z_o)} |Du|^{q-p} |Du|^p \, dz$$

$$+ c \left( \frac{R}{r_2 - r_1} \right)^\beta \lambda_0^{q-p} \int_{Q_{z}^+(z_o)} |Du|^p \, dz$$

$$+ c \int_{Q_{z}^+(z_o)} G^q + F^\frac{p}{q} \left| f \right|^{\frac{p}{q}} \, dz + c,$$

where $\beta := (n + 2)(q - p)d/p$ and $c$ now depends on $n, N, p, \nu, L, \chi, q, \psi, \omega(\cdot), H_b$. Since $R \leq r_1 < r_2 \leq 2R$ are arbitrary we can apply Lemma 3.3 with the choices

$$\phi(r) = \int_{Q_{z}^+(z_o)} |Du|^{q-p} |Du|^p \, dz, \quad \vartheta = \frac{1}{2}, \quad A = c R^\beta \lambda_0^{q-p} \int_{Q_{z}^+(z_o)} |Du|^p \, dz$$

and

$$B = c \int_{Q_{z}^+(z_o)} G^q + F^\frac{p}{q} \left| f \right|^{\frac{p}{q}} \, dz + c.$$
This leads us to
\[
\int_{Q_R^+(z_0)} |Du|^q - p |Du|^p \, dz \\
\leq c \lambda^q - p_R \int_{Q_R^+(z_0)} |Du|^p \, dz + c \int_{Q_R^+(z_0)} G^q + F^q |f|^q \, dz + c.
\]
Letting \( k \to \infty \) which is possible by Fatou’s lemma we get
\[
\int_{Q_R^+(z_0)} |Du|^q \, dz \\
\leq c \lambda^q - p_R \int_{Q_R^+(z_0)} |Du|^p \, dz + c \int_{Q_R^+(z_0)} G^q + F^q |f|^q \, dz + c.
\]
At this point we recall the definitions of \( \lambda_q, G, F \) from (4.6) and (4.7) and the fact that \( d_{CZ} \geq 1 \) (recall that \( d_{CZ} \) is defined in (2.11)). This together with Hölder’s inequality leads us to the final estimate
\[
\int_{Q_R^+(z_0)} |Du|^q \, dz \\
\leq c \left( \int_{Q_R^+(z_0)} |Du|^p \, dz \right)^{\frac{q}{p}} + \int_{Q_R^+(z_0)} G^q + F^q |f|^q \, dz + 1
\]
\[
+ R^{-(n+2)} \left( \int_{Q_R^+(z_0)} |f|^{n(n+2)} \, dz \right)^{\frac{1}{n(n+2)}} + 1
\]
with a constant \( c \) depending on \( n, N, p, \nu, L, \chi, q, \psi, \omega(\cdot), H_\nu \). This finishes the proof of Theorem 2.10.

\[\Box\]
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