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Abstract

Neural 3D implicit representations learn priors that are useful for diverse applications, such as single- or multi-view 3D reconstruction. A major downside of existing approaches while rendering an image is that they require evaluating the network multiple times per camera ray so that the high computational time forms a bottleneck for downstream applications. We address this problem by introducing a novel neural scene representation that we call the directional distance function (DDF). To this end, we learn a signed distance function (SDF) along with our DDF model to represent a class of shapes. Specifically, our DDF is defined on the unit sphere and predicts the distance to the surface along any given direction. Therefore, our DDF allows rendering images with just a single network evaluation per ray. Based on our DDF, we present a novel fast algorithm (FIRe) to reconstruct 3D shapes given a posed depth map. We evaluate our proposed method on 3D reconstruction from single-view depth images, where we empirically show that our algorithm reconstructs 3D shapes more accurately and it is more than 15 times faster (per iteration) than competing methods.

1. Introduction

The field of generating 3D shapes [26,32,33,54] has seen unprecedented growth in the recent past due to novel neural network architectures. Yet, there are many open challenges for generating realistic 3D shapes, such as data availability and 3D shape representations. Further, using the 3D generative models for accurately reconstructing 3D shapes given partial observations such as depth maps or point clouds is still in the early stages.

Implicit scene representations have proven to be the most suitable data representations for generating 3D surfaces using deep neural networks. Among others, signed distance functions (SDFs) are commonly used. SDFs represent a 3D shape as the level-set of a function, \( \{ x \in \mathbb{R}^3 | f(x) = 0 \} \). At every point in space, the SDF of a 3D shape evaluates to the minimum distance to the surface. The sign indicates if the point is inside or outside the shape. For rendering an image of the shape represented by SDFs, one must perform a line search along each camera ray to find the distance to the surface. Sphere tracing [18] accelerates this process for SDFs by exploiting the minimum distance property of SDFs. Inverse rendering is the process of optimizing for the shape and other properties from one or many images [52]. Substantial progress has been made towards single shape
or scene reconstruction [27, 52] from dense multi-view images using inverse rendering. Some of the models [4, 6, 8, 28, 44] trade off memory for speed enabling real-time rendering. However, these models cannot be used as priors as they reconstruct a single scene. Further, the major focus of these methods is to generate novel views of a scene rather than reconstruct geometry. It is an open problem to train such models to represent different shapes with accurate geometry.

In contrast, a 3D generative model learns a conditional implicit function of shapes. In addition to a 3D point, a 3D generative model accepts a latent code as an input to represent different shapes. DeepSDF [32] learns a class of shapes using an autodecoding framework. Models trained on many shapes can be used as priors to reconstruct shapes from partial observations, such as images, at test time. We use inverse rendering to optimize for the latent code of a generative model during inference. However, for each optimization step, we need to render an image by sphere tracing through a neural implicit representation as done in DIST [24].

**Novel Scene Representation:** In this paper, we propose to accelerate inverse rendering algorithms with learned models by avoiding sphere tracing at each iteration of the algorithms. Towards that, we propose a novel scene representation called directional distance function (DDF). We propose to use DDF along with the signed distance function (SDF). We assume that the 3D shapes that our models represent are inside the unit sphere. While the SDF is defined everywhere, our DDF is defined on the surface of the unit sphere. Our DDF model learns to predict the distance to the object’s surface along rays cast in all directions from the unit sphere’s surface. DDF has two output components - the directional distance, and the probability of the ray hitting the surface. The learned DDF model accelerates inverse rendering algorithms by reducing the number of network evaluations required to find the object surface to 1 for each iteration.

**Enabling Fast Inverse Rendering:** We propose a shape optimization algorithm that utilizes our proposed neural representation to reconstruct the 3D shape given partial observations, such as single view depth. As our DDF model replaces the sphere tracing algorithm, our algorithm is $15.5 \times$ faster than competing methods. Our contributions are as follows.

1. A novel neural scene representation, DDF defined on the unit sphere, for rendering images from our SDF model during inference with 1 forward pass through the model.

2. An algorithm to reconstruct 3D shapes from single view depth maps using our DDF and SDF models, which is $15.5 \times$ per iteration faster than competing methods.

### 2. Related Work

In the following, we introduce relevant papers from different domains.

**Implicit Representations:** Implicit shape representations, in particular SDFs, have been studied for decades as they can represent shapes with arbitrary topology [12, 15, 21–23, 29, 35, 42, 43]. Recently, neural network-based implicits [26, 32] have proven to be a compact way to represent SDFs. DeepSDF [32] learns the SDF values using an autodecoder architecture conditioned on a learned latent code set to generate different 3D shapes. OccupancyNet [26] and IMNet [9] learn object surfaces as decision boundaries using an autoencoder architecture. Instead of encoding global priors, local priors [10, 20, 33, 51] have been explored to handle large-scale scenes and more detailed representations. However, these rely on generating large feature grids using neural networks. Further, for each new downstream task such as reconstructing from a depth map, or even handling a change in input image resolution, they need to train a new encoder. Differentiable rendering-based methods [31, 41] alleviate the need for 3D supervision by learning from images. Pixel features [37, 38, 55] have been used to condition implicit representations for novel view synthesis given a single image. However, they cannot model the geometry of the objects satisfactorily. Other novel view synthesis [40] methods suffer from similar problems. Applications of implicit representation on human [37, 38, 46, 47], face [54], and hair [36, 54] modeling are also explored and have achieved superior results to classical methods.

**Directional Distance Prediction:** Recent efforts towards predicting the occupancy density distribution along the rays [34], or, alternatively, a region along the ray instead of distance [30], have proven to accelerate volumetric rendering. However, they only model single objects and they still need to perform local sampling for volumetric rendering. We note CPDDF [1], PRIF [16], NeuralODF [19], and SDDF [56] as our contemporary works, which propose to use DDF as a standalone representation. However, unlike these methods, we use both SDF and DDF for high-quality geometric details while defining the DDF only on the surface of the unit sphere.

**Single View 3D Reconstruction:** Single-view reconstruction is generally an ill-posed problem, general solutions [17, 48, 50, 53] exploit low-level geometric or photometric properties, whereas shape-specific methods [3, 31, 37, 40, 45, 49, 51, 55] solve the problem using learned priors [2, 25, 32]. The closest to our algorithm is DIST [24], which reconstructs 3D shapes given a depth map. However, it requires multiple evaluations per ray, whereas ours needs only a single evaluation.
3. Method

We learn the two neural representations, DDF and SDF. The DDF model represents the distance to the surface of an object from a point on the unit sphere along a given direction, and the probability of the ray hitting the surface. This helps avoid the computationally intensive sphere tracing step for rendering images, especially for solving image-based inverse problems such as 3D reconstruction. In the following, we first introduce our representation, followed by our network architecture, and then our proposed algorithm.

3.1. Directional Distance Representation

Our 3D shape representation consists of two components: (i) a distance \( d \) to the surface of an object along a given direction \( r \) from a point \( p \) on the surface of the unit sphere, called the directional distance (DDF) and (ii) the signed distance \( s \) at every point inside the unit sphere enclosing the object (SDF).

The directional distance \( d \) and signed distance \( s \) are related as follows - outside the surface of the object the signed distance is positive and the value is the minimum distance between a given point \( x \in \mathbb{R}^3 \) and the object surface (in any given direction), i.e.,

\[
\text{SDF}(x) = \min_r \text{DDF}(x, r),
\]

where \( s = \text{SDF}(x) \) is the signed distance at the point \( x \in \mathbb{R}^3, r \in \mathbb{S}^2 \) is a given direction from \( x \) pointing towards the surface of the object.

In our proposed directional distance representation, we learn to predict the DDF on the unit sphere \( p \in \mathbb{S}^2 \) along with a ray-hitting probability \( \sigma \in [0, 1] \). Further, the value of SDF at the distance predicted along a hitting direction \( r \) must be 0, or

\[
\text{SDF}(p + d_{\sigma=1} r) = 0, d_{\sigma=1} = \text{DDF}(p, r). \tag{1}
\]

In the following, we introduce our neural model that learns to represent this function along with SDF, and show how we exploit the relationship defined in Eq. (1).

3.2. Network

Our model consists of two shape representations, SDF and DDF. For both, we use neural networks conditioned on latent codes to represent multiple shapes. Further, we make our generative model of 3D shapes viable to represent shapes with much higher accuracy. We achieve this by conditioning them on high-dimensional features that are sampled from learned feature planes for each shape category, as shown in Fig. 2. Our network architecture is inspired by Pi-GAN’s \([5]\) implementation\(^1\).

\(^1\)https://github.com/marcoamonteiro/pi-GAN/blob/master/siren/siren.py#L255

\[2\] By ‘\( \sim \)’ we mean to sample 4 neighbouring features of a given 2D location in the grid and bilinearly interpolating between the features.

**2D Feature Grids for SDF:** For 3-dimensions: A feature grid \( M_{xyz} \in \mathbb{R}^{N \times N \times N} \times \mathbb{R}^K \) with resolution \( N \) and \( K \)-dimensional features can be factored into three 2D feature grids \((M_{xy}, M_{yz}, M_{zx}) \in \mathbb{R}^{3 \times N \times N} \times \mathbb{R}^K\). Performing this factorization, we assume that the distribution of high-dimensional features in \((x, y)\) is independent of \( z \), \((y, z)\) is independent of \( x \), and that of \((z, x)\) is independent of \( y \). We expect that the MLP handles cases where this assumption is broken. For SDF, we define three feature grids, \((M_{xy}^s, M_{yz}^s, M_{zx}^s) \in \mathbb{R}^{3 \times N \times N} \times \mathbb{R}^K\). Given a 3D point \( x \in \mathbb{R}^3 \), we retrieve the features \( m_{xy}^s, m_{yz}^s, \) and \( m_{zx}^s \), and \( s_{zx} \sim M_{zx}^s \), where \( m_{xy}^s, m_{yz}^s, m_{zx}^s \in \mathbb{R}^K \). Using this, we define a function \( f^{ps} : \mathbb{R}^3 \rightarrow \mathbb{R}^K \) as

\[
f^{ps}(x) = (m_{xy}^s, m_{yz}^s, m_{zx}^s). \tag{2}
\]
6D grid into 2D grids. The number of 2D grids we need is \( \binom{6}{3} = 15 \), which is the number of 2D tuples we can make from a 6D tuple i.e., \((p_x, p_y, p_z, r_x, r_y, r_z)\) factorizes into \((p_x, p_y), (p_y, p_z), \ldots, (r_x, r_y)\). For points \( p = (p_x, p_y, p_z) \in \mathbb{S}^2 \) on the unit sphere, and directions \( r = (r_x, r_y, r_z) \in \mathbb{S}^2 \), we define 15 feature grids, \((M^d_{p_x p_y}, \ldots, M^d_{r_z r_x}) \in \mathbb{R}^{15 \times N \times N \times \mathbb{R}^K}\). Given a 6D tuple \((p, r) \in \mathbb{R}^6\), we retrieve the features \(m^d_{p_x p_y} \sim M^d_{p_x p_y}, \ldots, m^d_{r_z r_x} \sim M^d_{r_z r_x}\), where \(m^d_{p_x p_y}, \ldots, m^d_{r_z r_x} \in \mathbb{R}^K\). Using this, we define a function, \(f^{pd}: \mathbb{R}^6 \to \mathbb{R}^{15 \times K}\) as
\[
f^{pd}(p, r) = (m^d_{p_x p_y}, \ldots, m^d_{r_z r_x}).
\]
Without this factorization, the memory required to store a 6D grid scales as \(O(N^6)\) for 2D featured grids, and is computationally highly inefficient. The 2D feature grids’ memory requirements scale quadratically \(O(N^2)\) with the grid resolution. The 2D feature grids, \(f^{pd}(p, r)\), and \(f^{ps}(x)\), are learned per shape class and not per object.

**SDF Model:** The SDF model takes as input a latent code per shape \(z \in \mathbb{R}^L\), a high-dimensional feature vector \(f^{ps}(x) \in \mathbb{R}^{3 \times K}\) from Eq. (2), and a point inside the unit sphere \(x \in \mathbb{R}^3\). With that, it outputs an SDF value \(s \in \mathbb{R}\). We learn the SDF model, \(f_s: \{\mathbb{R}^3, \mathbb{R}^L, \mathbb{R}^{3 \times K}\} \to \mathbb{R}\), using an MLP with parameters \(\Theta_s\) as
\[
f(s, z; f^{ps}(x); \Theta_s) = s.
\]

**DDF Model:** The DDF model takes as input a latent code (per shape) \(z \in \mathbb{R}^L\), a high-dimensional feature vector \(f^{pd}(x) \in \mathbb{R}^{15 \times K}\) from Eq. (3), a tuple with a point on the unit sphere, and a direction \((p, r) \in \mathbb{R}^6\). The model outputs a DDF value \(d \in \mathbb{R}_+\), and a ray hit probability \(\sigma \in [0, 1]\). We learn the DDF model \(f_{d}: \{\mathbb{R}^6, \mathbb{R}^L, \mathbb{R}^{15 \times K}\} \to \{\mathbb{R}_+, [0, 1]\}\) using an MLP with parameters \(\Theta_d\) as
\[
f_d((p, r), z; f^{pd}(x); \Theta_d) = (d, \sigma).
\]
We encode the inputs to our models, \(x\) and \((p, r)\), with positional encoding from NeRF [27].

### 3.3. Training
We train a model for each class of the ShapeNet dataset [7].

**Data Preprocessing:** For training the network, we use the ground truth signed distance and the ground truth directional distance supervision. We use the preprocessing pipeline from DeepSDF [32] to sample about 1 million points for SDF supervision. We randomly sample 1 million points on the unit sphere and random directions that point to the surface of an object using the object’s point cloud for DDF supervision. We also sample 500k points and random missing directions. We render the 1.5mil rays using Trimesh [13] to obtain ground truth distances and ray hit supervision.

**Losses:** We train the network with the following losses:

**SDF loss** \(L_s\). We supervise the SDF network to predict signed distances \(s\) (Eq. (4)), with ground truth SDFs \(s_{GT}\) using
\[
L_s(s) = \|s - s_{GT}\|_1.
\]

**DDF loss** \(L_d\). We learn the DDF model by supervising the model to predict directional distances \(d\) (Eq. (5)) which are close to their corresponding ground truth distances \(d_{GT}\) using
\[
L_d(d) = \|d - d_{GT}\|_1.
\]

**Ray hit loss** \(L_{\sigma}\). We supervise the ray hit predictions \(\sigma\) from the DDF model with the ray hit ground truths \(\sigma_{GT}\) using the binary cross entropy loss as
\[
L_{\sigma}(\sigma) = -(1 - \sigma_{GT}) \log(1 - \sigma) - \sigma_{GT} \log(\sigma).
\]

**TV regularizer** \(L_{tv}\). We enforce that the gradient of each of the 2D feature grids is small so that the features learned in the grid result in shapes that are not noisy, for both the feature grids of DDF and SDF models. The loss is given by
\[
L_{tv}(M) = \sum_i \|\nabla M^s_i\|_2 + \sum_i \|\nabla M^d_i\|_2,
\]
where the gradients, \(\nabla M^s_i\) and \(\nabla M^d_i\), are computed using finite differences similar to how it is done for 3D feature grids [14], \(i = xy, yz, zx\) for SDF feature grids and \(i = p_x p_y, p_y p_z, \ldots, r_z r_x\) for DDF feature grids.

**Track-SDF Regularizer.** The predicted directional distance and the signed distance for an object need not agree, therefore, we additionally constrain that the DDF prediction results in a point close to the surface predicted by the SDF using the Track-SDF regularizer. Towards that, we compute the points using the predictions of the DDF model as \(p + dr\) for point and direction pairs that point to the object surface. We enforce that these points are close to 0 using
\[
L_{ts}(d) = \|f_s(p + dr)\|_1,
\]
where \((p, r)\) are point-direction tuples that point to a surface, and \(d\) is the predicted directional distance for the point-direction tuples as in Eq. (5). Note that we only train the DDF model, and not the SDF model, with this loss.

**Latent code regularizer** \(L_l\). As we use an autocoder framework [32], we enforce that the latent codes for different shapes are close to each other. This can be achieved by
penalizing latent codes with large magnitudes so that latent codes are close to zero, i.e.,
\[ L_t(z) = \|z\|_2, \]
where \( z \) is the latent code for a given shape. Note that SDF and DDF have the same latent code for a given shape.

**Training Loss.** The complete training loss is given as
\[ L = w_sL_s + w_dL_d + w_\sigmaL_\sigma \\
+ w_tw_tL_t + w_tL_t, \]
where \( w_s, w_d, w_\sigma, w_t, \) and \( w_t \) are the weights for the SDF loss, DDF loss, Ray hit loss, TV regularizer, Track-SDF regularizer, and latent code regularizer respectively.

**Optimization:** We optimize the loss in Eq. (12) for the neural network weights, feature on the grid, and shape latent codes, \( \Theta_s, \Theta_d, M, \) and \( Z \), where \( Z = \{z_i| i = 1 \ldots J \} \) is the set of latent codes representing all the \( J \) training shapes. \( \Theta_d \) are the learnable network parameters of the DDF model \( f_d \). \( \Theta_s \) are the learnable network parameters of the SDF model \( f_s \), and \( M = \{M_s^a, M_d^d\} \) are the SDF and DDF feature grids where \( M_s^a = \{M_s^a | i = xy, yz, zx\} \) are the SDF feature grids and \( M_d^d = \{M_d^d | i = pxpy, \ldots , rzrx\} \) are the DDF feature grids.

### 3.4. Reconstruction from Single-view Depth Maps

Our autodecoder framework allows us to work with any type of data without having to learn a new encoder for each type of data. Hence, during test time we merely need to optimize for the latent code \( z \), while keeping the network and feature grids fixed. The highlight of our reconstruction algorithm is that it obviates the need for sphere tracing at every iteration of the optimization.

For 3D reconstruction, we assume a depth map with an object mask and a given camera pose as input. We obtain the points of intersection of the rays \( r \) from the camera with the unit sphere as \( p \). At every iteration, we do the following:

1. with the latent code \( z \) corresponding to the current iteration, evaluate the DDF model for the directional distance, \( d, \sigma = f_d((p, r), f_{pd}(p, r), z) \) from \( p \) along \( r \)
2. compute the 3D point inside the sphere predicted by the DDF model as \( x = p + dr \)
3. evaluate the SDF model at \( x \) as \( s = f_s(x, f_{ps}(x), z) \)
4. optimize for the latent code \( z \) of the object from the given depth map using the loss function,
\[ L_{rec} = w_sL_s + w_dL_d + w_\sigmaL_\sigma, \]
where \( L_s \) is the silhouette loss, \( L_d \) is the depth loss, and \( L_t \) is the regularizer (Eq. (11)) for learning the latent code with \( w_s, w_d, \) and \( w_t \) as their respective weights. Depth loss and silhouette loss are explained in the following.

**Depth Loss** \( L_D \). The depth loss is the error between the given depth \( \lambda_{GT} \) and the predicted depth \( \lambda \), i.e.,
\[ L_D(\lambda) = \|\lambda - \lambda_{GT}\|_1. \]

We obtain the predicted depth using \( \lambda_u = Px \), where \( u \) are the image coordinates, \( P \) is the given projection matrix of the camera and \( x \) is the 3D point obtained in step 2 above.

**Silhouette Loss** \( L_S \). The silhouette loss is enforced as
\[ L_S(s) = L_{S+,+} + L_{S-,+} + L_\sigma, \]
\[ L_{S+,+}(m) = \|s(m)\|_1, \]
\[ L_{S-,+}(m) = \|\|s, 1 - m\| - \tau\|_1, \]
where \( m \in \{0, 1\} \) is the given image mask, \( s \) is the predicted signed distance from step 3 above, \( \tau \) is the truncation distance for the SDF model, \( \sigma \) is the predicted ray hit probability from the DDF model in step 1, and \( L_\sigma \) is the DDF silhouette loss from Eq. (8). The idea behind the loss is that where the rays hit the surface, the SDF must be as low as possible and where the rays don’t, SDF must be high.

### 4. Experiments

In this section, we evaluate our method in different settings, reconstruction from single-view depth maps, and RGB videos. We evaluate the design choices of our method and the reconstruction algorithm in the ablation study. We show reconstruction from silhouettes and provide implementation details in supp. mat.

#### 4.1. Reconstruction from Single-view Depth Maps

Our DDF model predicts distance to the surface of a shape given the latent code representing the shape, the ray origin, and the ray direction. Therefore, it can be used to replace the expensive sphere tracing algorithm during inverse rendering with learned SDF models.

We evaluate this advantage of our method by reconstructing the 3D shape given a depth map with a camera pose. We render a depth image with the given camera pose from our network and optimize for the latent code as discussed in Sec 3.4. We test our trained models on the first 200 test instances of different classes of ShapeNet shapes – airplanes, cars, chairs, lamps, sofas, and tables. For the images, we obtain the camera parameters of the first image of the rendered ShapeNet dataset from 3D-R2N2 [11] and render a depth map with the same resolution, 137 × 137. For comparisons, we run the official implementations of IF-Net [10] and DIST [24]. With IF-Nets, we complete partial point clouds obtained by un-projecting the depth maps.

**Qualitative Results:** We show qualitative results in Fig. 3. It can be seen that our method can reconstruct 3D shapes accurately given a single view depth image.
Figure 3. 3D shapes reconstructed from a given depth map. Each column shows reconstruction results for different shapes. Top row: Given depth map. Upper-middle rows: views rendered with 1 forward pass from our DDF model. Middle rows: views of 3D shapes reconstructed by our SDF model. Lower-middle rows: views of 3D shape reconstructed using DIST [24]. Last rows: views of 3D shapes reconstructed using IF-NET [10]. Our method outperforms existing methods, as it can, for example, better model fine-scale details (see e.g. the legs of the tables or chairs, or the geometry of the airplanes)

Given our feature-based network architecture, and our algorithm, our reconstructions are more detailed compared with DIST [24]. Further, our method is about $15.5 \times$ faster per iteration on average (see Tab. 1). We compare our reconstruction with those of IF-NET [10], a state-of-the-art encoder-based neural implicit representation. While IF-NET leads to plausible reconstructions in the observed locations, where there are valid depth maps, it does not complete unobserved shapes, as shown in the last two rows of Fig. 3.

Quantitative Results: We show the quantitative results in Tab. 1. We use the chamfer distance defined in DeepSDF [32] to compute the accuracy. Please see supp. mat. for more details. The results are consistent with qualitative ones, as our method can fit well to the given depth maps and obtain more plausible reconstructions compared to DIST [24]. Moreover, we outperform DIST in all the classes while being $15.5 \times$ faster. Further, as IF-NET [10] does not complete the shape in unobserved areas, we significantly outperform IF-NET quantitatively and qualitatively.

Model Evaluation: We compare our model with the state-of-the-art directional distance representation methods, PRIF [16], Depth-LFN [40], and NeuralODF [19] on reconstruction from depth maps. PRIF predicts the directional distance from the perpendicular foot of a camera ray. LFN predicts RGB given Plücker coordinates and ray direction. NeuralODF predicts distance to the surface, and ray hit prediction, given a point and direction in 3D space. As predicting DDF everywhere in space is a harder task, for a fair comparison, we restrict the input to NeuralODF to the unit sphere. Further, we found that predicting ray hit from the final layer results in higher accuracy for NeuralODF; hence, we use this model. For a fair comparison, we train
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Table 3. Quantitative results of ablation study. Ablations on reconstruction algorithm (left columns), and ablations on models (right columns). Reconstruction algorithm: from left to right, DIST algorithm with our model, without any silhouette losses $L_S$, without foreground SDF silhouette loss $L_{S_{fg}}$, without background SDF silhouette loss $L_{S_{bg}}$, without any SDF silhouette losses, without the DDF silhouette loss $L_{σ}$, and ours. Model: From left to right: without a shared latent space for SDF and DDF models, with gradients from Track-SDF regularizer $L_{ts}$ to SDF model, without Track-SDF regularizer $L_{ts}$, without the TV regularizer $L_{tv}$, without DDF ray hit predictions $σ$, and with a 3D feature grid instead of a 2D grid for SDF model. Middle: Our proposed algorithm.

Figure 4. Qualitative results of ablation study. Left: Ground truth depth (top) and geometry (bottom). Middle: Reconstruction algorithm: (left to right) with DIST and our SDF, without any silhouette loss $L_S$, without foreground SDF silhouette loss $L_{S_{fg}}$, without background SDF silhouette loss $L_{S_{bg}}$, without any SDF silhouette losses, without the DDF silhouette loss $L_{σ}$, and ours. Right: Model: (left to right) without a shared latent space between DDF and SDF, track SDF $L_{ts}$, without DDF ray hit predictions $σ$, with a 3D feature grid for SDF instead of 2D grids, and ours. Our design choices result in fast and accurate reconstructions.

We presented a novel 3D representation, DDF, that enables us to replace sphere tracing for rendering SDFs with just 1 network evaluation per camera ray. Based on the learned DDF and SDF models, we introduced a fast algorithm (FiRe) to reconstruct shapes with our learned models from depth maps. We experimentally showed that FiRe can reconstruct high-quality 3D shapes given a depth map or a video while achieving an order of magnitude speedup of the optimization algorithm. We believe that the proposed method can play a crucial role in working with learned implicit scene representations for various applications. In order to stimulate follow-up work we plan to make our code publicly available.

6. Conclusion

Overall, our method has shown significant improvement in terms of speed while reconstructing from different inputs such as depth maps, silhouettes (supp. mat.), and videos. While our results show consistent renders from different views using the DDF model, 3D inconsistency is a persistent problem with directional representations. The feature grid-based representation achieves high-quality results, however, better regularizers than the TV (Eq. 9) that allow for discontinuities while suppressing noise could help improve the representational capacity of DDF models.

5. Future Work

Overall, our method has shown significant improvement in terms of speed while reconstructing from different inputs such as depth maps, silhouettes (supp. mat.), and videos. While our results show consistent renders from different views using the DDF model, 3D inconsistency is a persistent problem with directional representations. The feature grid-based representation achieves high-quality results, however, better regularizers than the TV (Eq. 9) that allow for discontinuities while suppressing noise could help improve the representational capacity of DDF models.
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