SUPER-EXPANDING MEASURES

F PEDREIRA AND V PINHEIRO

ABSTRACT. We study the one-dimensional expanding Lorenz maps and show the existence of dense subset $\mathcal{D}$ of Lorenz maps such that each $f \in \mathcal{D}$ has an uncountable set of ergodic invariant probabilities with infinite Lyapunov exponent and positive entropy. Such measures may appear when the singularity has fast recurrence to itself. Conversely, if the singularity has slow recurrence to itself then the Lorenz map has an upper bound to the Lyapunov exponent of all invariant measures.

1. introduction

One of the most impactful works in the area of Dynamic Systems was with the studies of mathematician and meteorologist Edward Lorenz, published in the Journal of Atmospheric Sciences [Lo] in 1963. Motivated by an attempt to understand the fundamentals of weather forecasting, he obtained a model for the convection of thermal fluids, given by the system of differential equations

$$\begin{align*}
\dot{x} &= -\sigma x + \sigma y \\
\dot{y} &= \rho x - y - xz \\
\dot{z} &= -\beta z + xy
\end{align*}$$

(1)

for parameters $\sigma = 10$, $\rho = 28$ and $\beta = 8/3$. 
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The behavior observed by him in system (1), originated what is now known as a strange attractor, and led many researchers to suggest a geometric model for the Lorenz attractor. Among them, Afraimovich, Bykov and Shil’nikov [ABS] in 1977, Guckenheimer and Williams [GW, Wi] in 1979, presented a construction of the model, dynamically similar to that of Lorenz, in a linearized neighborhood, whose origin is a singularity with eigenvalues \( \lambda_2 < \lambda_3 < 0 < \lambda_1 \) and with expanding condition \( \lambda_1 + \lambda_3 > 0 \) (see Figure 1).

The dynamical behavior is then analyzed by taking a Poincaré first return map \( P \), to a cross-section to the flow. The map \( P \) induces a interval map \( f \) with a single point of discontinuity, which is a singularity (see Figure 1). This type of map is called an expanding Lorenz map. Due to this reduction to an interval dynamics, the properties of the Geometric Lorenz Attractors have been extensively studied (see for instance in [AP, GH, Sp]). Furthermore, Tucker proved in [Tu] that the original Lorenz Attractor is in fact a Geometric Lorenz Attractor.

Although in many aspects the expanding Lorenz maps are well understood, the presence of a singularity add, as shown here, one unexpected feature: the existence of non-periodic super-expanding measures.

When \( f \) is an interval map, the Lyapunov exponent of a point \( x \) is defined as

\[
\lambda_f(x) := \lim_{n \to +\infty} \frac{1}{n} \log |(f^n)'(x)| = \lim_{n \to +\infty} \frac{1}{n} \sum_{j=0}^{n-1} \log |f' \circ f^j(x)|,
\]

whenever this limit exists, otherwise one can consider the upper Lyapunov exponent \( \limsup_{n \to +\infty} \frac{1}{n} \sum_{j=0}^{n-1} \log |f' \circ f^j(x)| \). By Birkhoff, if \( \mu \) is an ergodic invariant probability, \( \lambda_f(x) = \int_{x \in [0,1]} \log |f'(x)| d\mu \) for \( \mu \) almost every point \( x \). Thus, the Lyapunov exponent of \( \mu \) is \( \lambda_f(\mu) = \int \log |f'| d\mu \). A super-expanding measure is an ergodic invariant probability having \( +\infty \) as its Lyapunov exponent.

According to Przytycki (Theorem B in [Pr]), if \( f \) is an interval maps and \( \mu \) is an ergodic invariant probability having \( -\infty \) as its Lyapunov exponent then \( \mu \) must be supported on a periodic critical orbit. In particular, the metric entropy \( h_\mu(f) \) is zero. For an expanding Lorenz map \( f \) with a singular point \( c \) (as in Figure 1), we have that \( \lambda_f(\mu) > 0 \) for every ergodic invariant probability \( \mu \). Furthermore, if the singularity of the Lorenz map...
is periodic, i.e., \( f^\ell(c_\pm) = c \) for some \( \ell \geq 1 \), then \( \lambda_f(\mu) = +\infty \) for \( \mu = \frac{1}{\ell} \sum_{j=0}^{\ell-1} \delta_{f^j(c_\pm)} \).

Of course, in this case, \( \mu \) has a finite support and zero entropy \( \{\} \). However, there is no Przytycki-like result having \(+\infty\) as the Lyapunov exponent and so, the existence of ergodic probabilities with infinite Lyapunov exponent and positive entropy have been conjectured for many years.

In [Do], Dobbs gives two types of maps \( g_0, g_1 : [0, 1] \to [0, 1] \) presenting super-expanding measures. In both cases the maps are conjugated the full tent map \( T(x) = 1 - 2|x - 1/2| \), that is, \( g_j = h_j^{-1} \circ T \circ h_j \) for some homeomorphism \( h_j : [0, 1] \to [0, 1] \). In the first case, \( h_0 \in C([0, 1]) \cap C^\infty((0, 1)) \) and \( g_0 \) has two singularities 0 and 1, \( g_0(0) = +\infty, g_0(1) = -\infty \), and a criticality \( g_0'(1/2) = 0 \) (see Figure 2). In the second case, \( g_1 \) has three singularities as illustrated on the right side of Figure 2. Roughly speaking, choosing a suitable \( h_j \) as well as the order \( \alpha \) of the singularity 0 \( (g_j(x) \approx x^\alpha \) for \( x \approx 0 \)), Dobbs has able to show that \( \mu_{g_j} := \text{Leb} \circ h_j \) is a super-expanding measure for \( g_j \) with full topological entropy \( h_{\mu_{g_j}}(g_j) = \log 2 = h_{\text{top}}(g_j) \). In the first case, \( \log |g_0'| \) was not integrable with respect to \( \mu_{g_0} \) and

\[
-\infty = \liminf_{n \to +\infty} \frac{1}{n} \log |(g_0^n)'(x)| < \limsup_{n \to +\infty} \frac{1}{n} \log |(g_0^n)'(x)| = +\infty
\]

\( \mu_{g_0} \) almost everywhere. In the second case, \( \liminf_{n \to +\infty} \frac{1}{n} \log |(g_1^n)'(x)| = +\infty \) for \( \mu_{g_1} \) almost every \( x \in [0, 1] \). Recently, Olivares-Vinales [OV] consider a unimodal map \( g_0 \) conjugated with a tent map with a Fibonacci recurrence of the turning point. In [OV], \( g_0 \) has three non regular points, including a singularity (see Figure 3). With that, Olivares-Vinales shows that \( \mu_{g_0} := \mu \circ h \) is an example of a non-periodic ergodic invariant probability with zero entropy and such that \( \{\} \) holds for \( \mu_{g_0} \)-almost every point \( x \), where \( h \) is the conjugation

---

1Given a point \( p \) in the interval and \( n \geq 1 \), define \( f'(p_-) = \lim_{x \to p^-} f'(x) \), \( f'(p_+) = \lim_{x \to p^+} f'(x) \), \( f^n(p_-) = \lim_{x \to p^-} f^n(x) \) and \( f^n(p_+) = \lim_{x \to p^+} f^n(x) \).

2One can extend \( f \) to \( c \) so that \( \mu \) becomes an ergodic invariant probability. For that, set \( f(c) := f(c_-) \) if \( f^\ell(c_-) = c \), otherwise set \( f(c) := f(c_+) \).
Figure 3. On the left side one can see a map \( g_0 \) with three non-regular points \( p, \) \( q \) and the a singularity \( c = 1/2. \) The map \( g_0 \) is conjugated by \( h \) with a “Fibonacci” tent map \( T, \) i.e., the turning point \( 1/2 \) has a Fibonacci recurrence to itself. The tent map \( T \) is represented on the right side of the figure. According to [OV], if \( \mu_T \) is the unique \( T \) invariant probability supported on the minimal set \( \overline{O}_T^+(1/2) \) then \( \mu_{g_0} = \mu_T \circ h \) is a super-expanding measure, satisfies (2), with zero entropy.

of \( g_0 \) with the “Fibonacci tent” \( T \) and \( \mu_T \) is unique \( T \)-invariant probability of the minimal set \( \overline{O}_T^+(1/2). \)

In the papers above, the authors used conjugations to produce, in each example, a super-expanding measure. In the present paper, for Lorenz maps, we show the existence of dense set \( \mathcal{D} \) of Lorenz maps having uncountable many ergodic invariant probabilities with infinite Lyapunov exponent (super-expanding measures) and positive entropy. Moreover, \( \mathcal{D} \) contains all Lorenz maps with a periodic singularity (see Section 2) and, for all maps in \( \mathcal{D}, \) the supreme of the entropy of the super-expanding measures realizes the topological entropy of the system.

We observe that singularities appear naturally in many dynamical systems, for instance: non convex billiards. Hence, this work may indicate that such an abundance of super-expanding measures with positive entropy can occur in other important dynamical systems.

2. Statement of mains results

As can be seen in Figure 4, one can extend the Lorenz map in the right side of the Figure to an interval map with two fixed points. Because of that, we define an expanding Lorenz map as follows. A \( C^{1+} \) interval map \( f : [0,1] \setminus \{c\} \rightarrow [0,1], \) \( 0 < c < 1, \) is a called an expanding Lorenz map if \( f(0) = 0, f(1) = 1, f'(x) \geq \lambda > 1, \forall x \in [0,1] \setminus \{c\} \) and \( f'(c_{\pm}) = +\infty. \) The point \( c \) in the definition above is called the singular point or the singularity of \( f \) and its singular values are \( f(c_-) \) and \( f(c_+). \) An expanding Lorenz map \( f, \) with singularity \( c, \) is called non-flat if there exist constants \( \alpha, \beta \in (0,1), d_0, d_1 \in [0,1] \) and \( C^{1+} \) diffeomorphisms \( \phi_{0,f} : [0,c] \rightarrow [0,d_0^{1/\alpha}] \) and \( \phi_{1,f} : [c,1] \rightarrow [0,d_1^{1/\beta}] \) such that, \( \phi_{j,f}(c) = 0, \phi_{0,f}(0) = (d_0)^{1/\alpha}, \phi_{1,f}(1) = (d_1)^{1/\beta} \) and

\[
f(x) = \begin{cases} 
    d_0 - (\phi_{0,f}(x))^{\alpha} & \text{if } x < c, \\
    1 - d_1 + (\phi_{1,f}(x))^{\beta} & \text{if } x > c.
\end{cases}
\]  

(3)

where \( f(c_-) = d_0 \) and \( f(c_+) = 1 - d_1. \)
A set $\Lambda \subset [0, 1]$ satisfies the slow recurrence condition to $c$ if for each $\epsilon > 0$ there is a $\delta > 0$ such that
\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} - \log \text{dist}_\delta(f^j(x), c) \leq \epsilon
\]
for every $x \in \Lambda$, where $\text{dist}_\delta(x, c)$ denotes the $\delta$-truncated distance from $x$ to $c$ defined as $\text{dist}_\delta(x, c) = \text{dist}(x, c)$ if $\text{dist}(x, c) \leq \delta$, and $\text{dist}_\delta(x, c) = 1$ otherwise. An ergodic $f$-invariant probability $\mu$ satisfies slow recurrent condition if there is a set $\Lambda$ satisfying (4) such that $\mu(\Lambda) = 1$.

In the study of non-uniform hyperbolicity for system with critical or singular region, the slow recurrence to the critical/singular region plays a crucial role. For such systems, it is common to assume a non-degenerated (non-flat) critical/singular region. For these systems, almost all points, with respect to invariant probability $\mu$, have slow recurrence to the critical/singular region if and only if they have only finite Lyapunov exponents. Let $\mathcal{M}^1(f)$ be the set of all $f$-invariant probabilities.

**Theorem A.** Let $f : [0, 1] \setminus \{c\} \to [0, 1]$ be a non-flat $C^{1+}$ expanding Lorenz map with singularity $c \in (0, 1)$. Suppose that there exist $t \geq 1$ and $r > 0$ such that $f^t(c_+) = c$ and $f^r(c_-) \notin (c, c+r)$ $\forall n \in \mathbb{N}$. Then there exists an uncountable set $\mathcal{M}_{+\infty}$ of invariant probabilities $\mu$ such that

(i) $\mu$ is ergodic;
(ii) $\text{supp} \mu = [f(c_+), f(c_-)]$, i.e., full support on the attractor of $f$;
(iii) $h_\mu(f) > 0$, i.e., positive entropy;
(iv) $\int_{x \in X} |x - c| d\mu = +\infty$, i.e., fast recurrence to the singularity;
(v) $\lim_{n \to \infty} \frac{1}{n} \log(f^n)'(x) = +\infty$ for $\mu$ almost every $x$, i.e., infinite Lyapunov exponent.

Furthermore,
\[\sup\{h_\mu(f); \mu \in \mathcal{M}_{+\infty}\} = \sup\{h_\mu(f); \mu \in \mathcal{M}^1(f)\}.\]
Given \( c, \alpha, \beta \in (0, 1) \), let \( \mathcal{L}(c, \alpha, \beta) \) be the set of all expanding Lorenz maps satisfying (3) and consider the metric

\[
\text{dist}(f, g) = \sum_{x \in \{c_-, c_+\}} |f(x) - g(x)| + \sum_{j \in \{1, 2\}} \|\phi_{j,f} - \phi_{j,g}\|_{C^1+}.
\]

One can show that \((\mathcal{L}(c, \alpha, \beta), \text{dist})\) is a complete metric space.

We say that a Lorenz map \( f \) has a periodic singularity \( c \) if \( f^\ell(c_-) = c = f^\ell(c_+) \) for some \( \ell \geq 1 \). It is well known that \( \mathcal{L}_{\text{Per}}(c, \alpha, \beta) \), the set of all \( f \in \mathcal{L}(c, \alpha, \beta) \) with a periodic singularity, is dense in \( \mathcal{L}(c, \alpha, \beta) \) (see for instance Lemma 5.1 in Appendix). Hence, as we can apply Theorem A to all \( f \in \mathcal{L}_{\text{Per}}(c, \alpha, \beta) \), we get the density of the Lorenz maps satisfying the hypothesis of Theorem A.

Remark 2.1. The set \( \mathcal{D} \) of Lorenz maps \( f \in \mathcal{L}(c, \alpha, \beta) \) satisfying the hypothesis of Theorem A is dense in \( \mathcal{L}(c, \alpha, \beta) \).

As a consequence of Theorem A, residually in the set of all Lorenz maps, the set of measures with arbitrarily large Lyapunov exponents realizes the topological entropy of the map, as one can see in Corollary B below.

Corollary B. The set of all \( f \in \mathcal{L}(c, \alpha, \beta) \) such that \( h_{\text{top}}(f) = \sup \{ h_\mu(f) ; \int \log f' d\mu \geq \lambda \} \) for every \( \lambda > 0 \) is a residual subset of \( \mathcal{L}(c, \alpha, \beta) \).

In Theorem C below, we show that when the orbits of singular values have a condition of slow approximation to the singular region, we obtain that all the ergodic invariant probabilities for the system has slow recurrence to the singularity and has finite Lyapunov exponent.

Theorem C. Let \( f \) be a non-flat \( C^{1+} \) expanding Lorenz map and \( c \) its singularity. If

\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} -\log |f^j(c_+) - c| < +\infty
\]

then there is \( \Upsilon > 0 \) such that

\[
\int_{x \in [0,1]} |\log |x - c|| d\mu \leq \Upsilon \quad \text{for every } \mu \in \mathcal{M}(f).
\]

Moreover, if (5) holds then, every \( \mu \in \mathcal{M}(f) \) has slow recurrence to the singularity and \( f \) has an upper bound for Lyapunov exponent of the invariant measures.

A SRB-measure is an ergodic invariant probability with its basin of attraction

\[
\mathcal{B}(\mu) = \left\{ x \in [0,1] ; \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \varphi \circ f^j(x) = \int \varphi d\mu, \quad \forall \varphi \in C([0,1]) \right\}
\]

having positive Lebesgue measure. It is well know that every non-flat \( C^{1+} \) expanding Lorenz map has a unique SRB measure.

Corollary D. If the singular values of a non-flat \( C^{1+} \) expanding Lorenz belong to the basin of attraction of the SRB measure then every ergodic invariant probability has slow recurrence to the singularity and an upper bound for its Lyapunov exponent.
A direct consequence of Corollary \[ \text{B} \] and \[ \text{D} \] is that, generically for the expanding Lorenz maps, the statistical behavior of the singular values is not ruled by the SRB measure.

**Corollary E.** For a generic \( f \in \mathcal{L}(\alpha, \beta) \) the singular values are not contained in the basin of attraction of the SRB measure.

### 3. Slow recurrence and finite Lyapunov exponents

In this section \( f : [-1, 1] \setminus \{0\} \to [-1, 1] \) is a \( C^1 \) non-flat expanding Lorenz map. We assume \( c = 0 \), which facilitates the computations, and then it would be enough to make a change of coordinates. The **pre-orbit** of a point \( x \in [0, 1] \) is the set \( \mathcal{O}_f^+ (x) := \bigcup_{n \geq 0} f^{-n} (x) \). For a point \( x \in [0, 1] \setminus \mathcal{O}_f^+ (c) \), denote the forward orbit of \( x \) by \( \mathcal{O}_f^+ (x) = \{ f^j (x) \mid j \geq 0 \} \).

And, if \( \exists \ell \geq 1 \) such that \( f^\ell (c) = c \) (we can assume that \( \ell \) is the smallest positive integer with this property), we define \( \mathcal{O}_f^+ (c) = \{ f^j (c) \mid 1 \leq j \leq \ell \} \), similarly we defined \( \mathcal{O}_f^+ (c) \). It is well known that, for every expanding Lorenz map \( f \), \( [f(c_+), f(c_-)] \) is topologically transitive and it attracts every point of the interval \((0, 1)\).

**Remark 3.1.** If \( x < c \), it follows from the definition of non-flat, equation \[ \text{B}, \] that

\[
|f'(x)| = \frac{x |\phi_0(-x)|}{|\phi_0(-x)|^{1-\alpha}} = \frac{1}{|x|^{1-\alpha}} \left( \alpha \frac{|\phi_0(-x)||x|^{1-\alpha}}{|\phi_0(-x)|^{1-\alpha}} \right) = \varphi_0(x) = \frac{x}{|x|^{\alpha_0}},
\]

where \( \alpha_0 = 1 - \alpha \) and \( \varphi_0 \) is a Hölder homeomorphism. For \( x > 0 \) it follows the same way.

Hence, there are Hölder homeomorphisms \( \varphi_0 : [-1, 0] \to [f'(-1), d_0] \) and \( \varphi_1 : [0, 1] \to [d_1, f'(1)] \) such that

\[
f'(x) = \begin{cases} 
\varphi_0(x)/|x|^{\alpha_0} & \text{if } x < 0 \\
\varphi_1(x)/|x|^{\alpha_1} & \text{if } x > 0
\end{cases}
\]

(6)

where \( \alpha_0, \alpha_1 \in (0, 1) \) and \( d_0 = \lim_{x \to 0} f'(x)/|x|^{\alpha_0}, d_1 = \lim_{x \to 0} f'(x)/|x|^{\alpha_1} \).

Thus, from (6) we can take \( a > 1 \) and \( 0 < \alpha \leq \beta < 1 \) so that

\[
\frac{1}{a} |x|^{-\alpha} \leq f'(x) \leq a |x|^{-\beta}.
\]

(7)

As \( f' > 0 \), we have \( \inf \varphi_i > 0, i = 0, 1 \). So, \( \log |\varphi_i| \) is Hölder. Let \( C, t > 0 \) be so that

\[
|\log |\varphi_i|| (x) - \log |\varphi_i||(y)| \leq C|x - y|^t, \forall i,
\]

and so

\[
|\varphi_i(x)|/|\varphi_i(y)| \leq e^{C|x - y|^t}.
\]

(8)

**Remark 3.2.** For all \( x \in \mathbb{R} \setminus \{0\}, y \in \mathbb{R} \) and \( r > 0 \), we have

\[
\left| \frac{y}{x} \right|^r \leq \left( \frac{|y|}{|x|} + 1 \right)^r \leq \left( e^{\frac{|y|}{|x|}} \right)^r = e^{r|y-x|/|x|}.
\]

(9)

**Remark 3.3.** If \( xy > 0 \) then

\[
|x - y| < \frac{|x|}{2} \iff |1 - \frac{y}{x}| < \frac{1}{2} \iff \frac{1}{2} < \frac{|y|}{|x|} < \frac{3}{2} \implies \frac{1}{|y|} < \frac{2}{|x|}.
\]

(10)
From (8), (9) and (10) we obtain a certain control of the derivatives of \( f \) in each branch of its domain. For this, consider \( \alpha = \alpha_i, \varphi = \varphi_i \) and \( d = d_i \) for each case when \( x < 0 \) or \( x > 0 \). Thus, \( f'(x) = \varphi(x)/|x|^\alpha \) and \( \varphi(0) = d > 0 \).

**Lemma 3.4.** There is \( \gamma > 0 \) such that for every \( n \geq 1 \) and every \( x, y \) so that \( |f^j(x) - f^j(y)| \leq \frac{|f^j(x)|}{2} \) and \( f^j(x)f^j(y) > 0 \) for every \( 0 \leq j < n \), we have

\[
\frac{|(f^n)'(y)|}{|(f^n)'(x)|} \leq e^{\gamma \sum_{j=0}^{n-1} \left( \frac{|f^j(x) - f^j(y)|}{|f^j(x)|} \right)^t}.
\]

**Proof.** Let \( x, y \in [-1, 1] \setminus \{0\} \) such that \( xy > 0 \) and \( |x - y| \leq \frac{|x|}{2} \). Then

\[
\frac{|f'(y)|}{|f'(x)|} = \frac{|\varphi(y)| |x|^\alpha}{|\varphi(x)| |y|^\alpha} \leq e^{C|y-x|^t} \frac{|x|^\alpha}{|y|^\alpha} \leq e^{C \left( \frac{|y-x|}{|x|} \right)^t} e^{\alpha \left( \frac{|x-y|}{|y|} \right)^t} \leq e^{(C+\alpha) \left( \frac{|x-y|}{|x|} \right)^t},
\]

where we will take \( \gamma = C + 2 \max \{\alpha_0, \alpha_1\} \).

Consequently, using (12), for every \( n \geq 1 \) and every \( x, y \) such that \( |f^j(x) - f^j(y)| \leq \frac{|f^j(x)|}{2} \) and \( f^j(x)f^j(y) > 0 \) for every \( 0 \leq j < n \), we have

\[
\frac{|(f^n)'(y)|}{|(f^n)'(x)|} = \prod_{j=0}^{n-1} \frac{|f'(f^j(y))|}{|f'(f^j(x))|} \leq \prod_{j=0}^{n-1} e^{\gamma \sum_{i=0}^{j-1} \left( \frac{|f^i(x) - f^i(y)|}{|f^i(x)|} \right)^t} = e^{\gamma \sum_{j=0}^{n-1} \left( \frac{|f^j(x) - f^j(y)|}{|f^j(x)|} \right)^t}.
\]

\( \square \)

**Definition 3.5.** Fix \( 0 < \delta \leq \frac{1}{2} \) and for any \( p \neq 0 \), we will call \( \delta \)-bound period (or simply bound period) of \( p \) with 0 the number

\[
m(p) := -1 + \min \{j > 0 \mid |f^j(p) - f^j(0_p)| \geq \delta |f^j(0_p)| \},
\]

where

\[
0_p = \begin{cases} 0_+ & \text{if } p > 0, \\ 0_- & \text{if } p < 0. \end{cases}
\]

This means that for every \( 1 \leq j \leq m(p) \), we have, either \( f^j(p) \) and \( f^j(0_p) < 0 \) or \( f^j(p) \) and \( f^j(0_p) > 0 \), i.e.,

\[
\frac{|f^j(p) - f^j(0_p)|}{|f^j(0_p)|} < \delta \quad \text{and} \quad f^j(p)f^j(0_p) > 0.
\]

Consequently,

\[
\sum_{i=1}^{j} \left( \frac{|f^i(p) - f^i(0_p)|}{|f^i(0_p)|} \right)^t < \delta^t j \quad \text{for every } 1 \leq j \leq m(p),
\]

and then of (11), for \( x = f(0_p) \) and \( y = f(p) \) we have

\[
\frac{|(f^j)'(f(p))|}{|(f^j)'(f(0_p))|} \leq e^{\gamma \sum_{i=0}^{j-1} \left( \frac{|f^i(f(p)) - f^i(f(0_p))|}{|f^i(f(0_p))|} \right)^t} < e^{\delta^t j},
\]

for every \( 1 \leq j \leq m(p) \).
Also, as $f^{m(p)+1} |_{(0,p)}$ if $p > 0$ or $f^{m(p)+1} |_{(p,0)}$ if $p < 0$ is diffeomorphism, for every $y \in \{tp + (1-t)(0_p); t \in [0,1]\}$ and $1 \leq j \leq m(p)$ we have

$$|(f^j)'(f(y))| < e^{\gamma \delta j} |(f^j)'(f(0_p))|.$$  \hfill (14)

**Remark 3.6.** It follows from (7) that, if $M = \sup_{n \in \mathbb{N}} \frac{1}{n} \sum_{j=1}^{n} |\log |f^j(0)\|| < +\infty$ then, for each $n \in \mathbb{N}$,

(i) $\prod_{j=1}^{n} |f^j(0)\| \geq e^{-Mn}$, in particular, $|f^j(0)\| \geq e^{-Mn}$ for all $1 \leq j \leq n$;

(ii) $|(f^j)'(f(0))\| \leq e^{ln}$ for all $1 \leq j \leq n$, where $b := \log a + \beta M$.

The next result provides us with a relation between the depth at which a point is and the bound period in which its orbit is linked to the singular orbit. Intuitively, it means that when a point is close to the singularity, we have an estimate for the bound period with the orbit of the singular point. Thus, assuming that

$$M := \sup_{n \in \mathbb{N}} \frac{1}{n} \sum_{j=1}^{n} |\log |f^j(0)\|| < +\infty,$$  \hfill (15)

we have the following consequences.

**Corollary 3.7.** Let $0 < A \leq \delta \frac{1-\beta}{a^2}$ and $B \geq 2\gamma \delta^2 + 2M + B$. If $|p|^{1-\beta} \leq Ae^{-Bn}$, with $n \geq 1$, then $m(p) \geq n$.

**Proof.** Initially note that, by (7),

$$|f(p) - f(0_p)| = \int_{0_p}^{p} f'(x)dx \leq \int_{0_p}^{p} |f'(x)|dx \leq a \int_{0}^{p} |x|^{-\beta}dx = \frac{a}{1-\beta} |p|^{1-\beta}$$

By the mean value theorem and the definition of $m(p)$, we have that

$$|f^j(p) - f^j(0_p)| = |(f^{j-1})'(y)||f(p) - f(0_p)|,$$

for each $1 \leq j \leq m(p) + 1$, where $y \in (f(0_p), f(p))$. Then, it follows from (14) that

$$|f^j(p) - f^j(0_p)| \leq e^{\gamma \delta (j-1)} \prod_{i=1}^{j-1} |f'(f^i(0_p))| |f(p) - f(0_p)|$$

$$\leq e^{\gamma \delta (j-1)} \prod_{i=1}^{j-1} |f'(f^i(0_p))| \frac{a}{1-\beta} |p|^{1-\beta}$$

$$\leq e^{\gamma \delta (j-1)} \prod_{i=1}^{j-1} |f'(f^i(0_p))| \frac{a}{1-\beta} Ae^{-Bn}$$

$$\leq e^{\gamma \delta (j-1)} \prod_{i=1}^{j-1} |f'(f^i(0_p))| \frac{\delta}{a} e^{-Bn},$$

for every $j \leq m(p) + 1$. Suppose by contradiction that $m(p) < n$. In this case, using item (ii) of the Remark 3.6 we have

$$|f^{m(p)}(p) - f^{m(p)}(0_p)| \leq \frac{\delta}{a} e^{\gamma \delta (m(p))} e^{-Bn} e^{ln} < \frac{\delta}{a} e^{(\gamma \delta - B + b)n}.$$  \hfill (16)
As \(|f'(y)|/|f'(f^m(p)(0_p))| < e^{\gamma\delta t}\) for each \(y \in \{tf^m(p)(p) + (1 - t)f^m(p)(0_p); t \in [0, 1]\}\), by \([14]\), we obtain that

\[
\begin{align*}
&\frac{|f^{m(p)+1}(p) - f^{m(p)+1}(0_p)|}{|f^{m(p)+1}(0_p)|} = \left| \int_{f^{m(p)}(0_p)}^{f^{m(p)}(p)} \frac{|f'(y)|}{|f'(f^{m(p)}(0_p))|} dy \right| \frac{|f'(f^{m(p)}(0_p))|}{|f^{m(p)+1}(0_p)|} \\
&\leq e^{\gamma\delta t} \frac{\delta e^{(\gamma\delta - B + b)n}}{a} \frac{|f^{m(p)}(0_p)|^{-\beta}}{|f^{m(p)+1}(0_p)|} \\
&\leq \delta e^{(\gamma\delta t + b + 2M - B)n} \leq \delta, \\
\end{align*}
\]

contradicting the definition of \(m(p)\). Therefore \(m(p) \geq n\) and we conclude the proof. \(\square\)

**Corollary 3.8.** If \(n \geq 1\) is such that \(Ae^{-B(n+1)} < |p|^{1-\beta} \leq Ae^{-Bn}\) then

\[
\sum_{j=0}^{m(p)} |\log |f^j(p)|| < \Gamma m(p)
\]  

(17)

where

\[
\Gamma = \frac{|\log A|}{1-\beta} + 2 \frac{B}{1-\beta} + \log \left( \frac{1}{1-\delta} \right) + M.
\]

**Proof.** As

\[
|f^j(p)| > |f^j(0_p)| - |f^j(p) - f^j(0_p)| > (1 - \delta)|f^j(0_p)|, \quad \forall 1 \leq j \leq m(p),
\]

it follows that

\[
|\log |f^j(p)|| < \log \left( \frac{1}{1-\delta} \right) + |\log |f^j(0_p)||, \quad \forall 1 \leq j \leq m(p).
\]  

(18)

We know from the previous Corollary that \(m(p) \geq n\). Now from \(Ae^{-B(n+1)} < |p|^{1-\beta}\), we have

\[
\begin{align*}
\log A + (-B)(n + 1) < (1 - \beta) \log |p| &\Rightarrow \left| \frac{-\log A}{(1 - \beta)} + \frac{B(n+1)}{(1-\beta)} \right| > \log |p| \\
&\Rightarrow \left| \frac{|\log A|}{(1 - \beta)} + \frac{B(n+1)}{(1-\beta)} \right| > |\log |p||.
\end{align*}
\]  

(19)
As a consequence of (18) and (19) it follows that
\[
\sum_{j=0}^{m(p)} |\log |f^j(p)|| \leq |\log |p|| + \sum_{j=1}^{m(p)} |\log |f^j(p)||
\]
\[
< |\log |p|| + \sum_{j=1}^{m(p)} \left[ \log \left( \frac{1}{1-\delta} \right) + |\log |f^j(0_p)|| \right]
\]
\[
< \frac{|\log A|}{(1-\beta)} + \frac{B(n+1)}{(1-\beta)} + m(p) \log \left( \frac{1}{1-\delta} \right) + \sum_{j=1}^{m(p)} |\log |f^j(0_p)||
\]
\[
< \frac{|\log A|}{(1-\beta)} + (n+1) \frac{B}{(1-\beta)} + m(p) \log \left( \frac{1}{1-\delta} \right) + Mm(p)
\]
\[
< \frac{|\log A|}{(1-\beta)} + 2m(p) \frac{B}{(1-\beta)} + m(p) \log \left( \frac{1}{1-\delta} \right) + Mm(p)
\]
\[
< \left[ \frac{|\log A|}{(1-\beta)} + 2 \frac{B}{(1-\beta)} + \log \left( \frac{1}{1-\delta} \right) + M \right] m(p).
\]

Therefore,
\[
\sum_{j=0}^{m(p)} |\log |f^j(p)|| < \Gamma m(p).
\]

\[\square\]

The goal here is to obtain a control for the recurrence of points to the singularity. Note that by this last Corollary, whenever a point is in the neighborhood of the singularity \( c = 0 \) we obtain a control to its orbit until a certain time, the bound period. And so, we are going to take a \( V_r \) neighborhood of 0 for that purpose, as in the Fig 5.

3.1. Proof of Theorem \([C]\) and Corollary \([D]\).
Proof of the Theorem \[ \text{Remark that we are considering } c = 0 \text{ and suppose that} \]
\[
\limsup_n \frac{1}{n} \sum_{j=1}^{n} - \log |f^j(0_\pm)| < +\infty.
\]
That is, \( 0 < M := \sup_n \frac{1}{n} \sum_{j=1}^{n} |\log |f^j(0_\pm)|| < +\infty \) and so, by Remark 3.6, we are allowed to use Corollary 3.7 and Corollary 3.8.

Let \( r = (Ae^{-b})^{1/a} \) and \( U = \{ x \in [-1,1] \setminus \mathcal{O}_f(0); 0 \in \omega_f(x) \} \) and let \( R : U \to \{ 0, 1, 2, \ldots \} \) be the map that gives the first entry time to \( V_r = [-r, r] \), i.e., \( R(x) = \min\{ 0 \leq j; |f^j(x)| \leq r \} \).

Given a point \( p \in U \), let \( \ell_0 = 0 \), \( r_0 = R(f^{\ell_0}(p)) \) and \( n_0 = m(f^{\ell_0 + r_0}(p)) \). Note that even before the entry time in \( V_r \), we have the following estimate for the orbit of the point \( p \)
\[
\sum_{j=0}^{r_0-1} |\log |f^j(p)|| \leq r_0 \log \frac{1}{r},
\]
and for \( p_0 = f^{r_0}(p) = f^{\ell_0 + r_0}(p) \), we know from [17], that until the bound period \( n_0 \) we have
\[
\sum_{j=0}^{n_0} |\log |f^j(p)|| = \sum_{j=r_0}^{r_0+n_0} |\log |f^j(p)|| < \Gamma n_0.
\]
Then
\[
\sum_{j=0}^{\ell_0 + r_0 + n_0} |\log |f^j(p)|| = \sum_{j=0}^{r_0-1} |\log |f^j(p)|| + \sum_{j=r_0}^{\ell_0 + r_0 + n_0} |\log |f^j(p)|| \\
\leq r_0 \log(1/r) + \Gamma n_0 \\
\leq (\ell_0 + r_0 + n_0)(\log(1/r) + \Gamma) \\
= (\ell_1)(\log(1/r) + \Gamma).
\]
Inductively, let \( \ell_{j+1} = \ell_j + r_j + n_j \), \( r_{j+1} = R(f^{\ell_{j+1}}(p)) \) and \( n_{j+1} = m(f^{\ell_{j+1} + r_{j+1}}(p)) \). Besides that, we have
\[
\sum_{j=0}^{\ell_k} |\log |f^j(p)|| = \sum_{j=0}^{k} \sum_{i=\ell_j}^{\ell_{j+1}-1} |\log |f^i(p)|| \\
= \sum_{j=0}^{k} \left( \sum_{i=0}^{r_j-1} |\log |f^i(f^{\ell_j}(p))|| + \sum_{i=0}^{n_j} |\log |f^i(f^{\ell_j + r_j}(p)|| \right) \\
\leq \sum_{j=0}^{k} \left( \sum_{i=0}^{r_j-1} \log(1/r) + n_j \Gamma \right) \\
= \sum_{j=0}^{k} (r_j \log(1/r) + n_j \Gamma) \\
\leq (\ell_k + 1)(\log(1/r) + \Gamma).
\]
Therefore,

$$\liminf \frac{1}{n} \sum_{j=0}^{n-1} |\log |f^j(p)|| < \log(1/r) + \Gamma = \Upsilon,$$  \hspace{1cm} (20)

for every $p \in [-1, 1] \setminus \mathcal{O}_f(0)$ (It is clear that the equation (20) also applies to points $p$ such that $0 \notin \omega_f(p)$). Thus, by ergodic theorem of Birkhoff, for every ergodic $f$-invariant probability $\mu$, we have

$$\int_{x \in [-1,1]} |\log |x|| d\mu < \Upsilon. \hspace{1cm} (21)$$

This means that the logarithm of the distance to the singular point $c = 0$ is $\mu$ integrable. Consequently,

$$\int \log \text{dist}_{\epsilon-n}(x, c) d\mu_{\delta-trunc} \to 0$$

when $n \to \infty$. And so, by Birkhoff, $\mu$ satisfies the condition of slow recurrence.

Now, as $f$ is non-flat, i.e., $\frac{1}{a} |x|^{-\alpha} \leq f'(x) \leq a |x|^{-\beta}$, we get for every $\mu \in \mathcal{M}^1(f)$,

$$\log \left(\frac{1}{a}\right) + \alpha \int_{x \in [-1,1]} |\log |x|| d\mu \leq \int_{x \in [-1,1]} f'd\mu \leq \log a + \beta \int_{x \in [-1,1]} |\log |x|| d\mu. \hspace{1cm} (22)$$

Using (21), it follows

$$0 < \int f'd\mu < \log a + \beta \Upsilon.$$

Therefore, again by Birkhoff’s theorem, for every ergodic $f$-invariant probability $\mu$, we obtain

$$\lim_{n \to \infty} \frac{1}{n} \log |(f^n)'(x)| = \int f'd\mu \neq \pm \infty,$$

that is, $\mu$ has finite Lyapunov exponent. This finishes the proof of the theorem. \hfill \Box

**Proof of Corollary 1** In fact, as $\mu \ll m$, it follows from the Ledrappier-Young entropy formula and the variational principle that

$$\int \log f'd\mu = h_\mu(f) \leq h_{\text{top}}(f) < \infty.$$

And as $f$ is non-flat, we have by inequality that $\int_{x \in [-1,1]} |\log |x|| d\mu < \infty$.

So, if $f(0_{\pm}) \in B(\mu)$ we have

$$\lim \frac{1}{n} \sum_{j=0}^{n-1} |\log |f^j(f(0_{\pm}))|| = \int_{x \in [-1,1]} |\log |x|| d\mu < \infty$$

and therefore $f$ satisfies the condition (5). \hfill \Box
4. Measures with infinite Lyapunov exponent and positive entropy

Let \( f : [0, 1] \setminus \{c\} \to [0, 1], 0 < c < 1, \) be a \( C^1 \) non-flat expanding Lorenz map, and \( \mathcal{M}^1(f) \) the set of all \( f \)-invariant Borel probabilities. A \( f \)-induced map defined on \( A \subset [0, 1] \setminus \{c\} \) with an induced time \( R : A \to \mathbb{N} := \{1, 2, 3, \cdots\} \) is the map \( F : A \to [0, 1] \) defined by \( F(x) = f^{R(x)}(x) \). An induced time \( R : A \to \mathbb{N} \) is called \textit{exact} if \( R(x) = R(f^j(x)) + j \) whenever \( x \in A \) and \( f^j(x) \in A \) for every \( 0 \leq j < R(x) \). Note that the \textit{first entry times}, is a particular case of an exact time. An induced map \( F \) is called \textit{orbit-coherent} if \( O^+_j(x) \cap O^+_j(y) \neq \emptyset \iff O^+_F(x) \cap O^+_F(y) \neq \emptyset \) for every \( x, y \in \bigcap_{j \geq 0} F^{-j}([0, 1]) \).

A \textit{full induced Markov map} is a triple \((F, B, \mathcal{P})\) where \( B \subset [0, 1] \setminus \{c\} \) is a connected open set, \( \mathcal{P} \) is countable collection of disjoints open subsets of \( B \) and \( F : A := \bigcup_{P \in \mathcal{P}} P \to B \) is an \( f \) induced map satisfying:

1. for each \( P \in \mathcal{P}, F|_P \) is a diffeomorphism between \( P \) and \( B \) and it can be extended to a homeomorphism sending \( \overline{P} \) onto \( \overline{B} \);
2. \( \lim_n \text{diameter}(P_n(x)) = 0 \) for every \( x \in \bigcap_{n \geq 1} F^{-n}(B) \), where \( P_n = \bigvee_{j=0}^{n-1} F^{-j}(\mathcal{P}) \) and \( P_n(x) \) is the element of \( P_n \) containing \( x \).

If \( F \) is a \( f \)-induced Markov map with an exact induced time, then \( F \) is orbit-coherent (see Lemma 2.6 of [Pi20]). Furthermore, when \( F \) is orbit-coherent, an \( f \)-invariant \( \mu \) has at most one \( F \)-lift and this lift must be a \( F \)-ergodic probability (Theorem A of [Pi20]).

A \textit{mass distribution} on \( \mathcal{P} \) is a map \( m : \mathcal{P} \to [0, 1] \) such that \( \sum_{P \in \mathcal{P}} m(P) = 1 \). The \( F \)-\textit{invariant probability} \( \mu \) \textit{generated by the mass distribution} \( m \) is the \( F \)-invariant probability \( \mu \) defined by
\[
\mu(P_1 \cap F^{-1}(P_2) \cap \cdots \cap F^{-n}(P_n)) = m(P_1)m(P_2)\cdots m(P_n),
\]
where \( P_1 \cap F^{-1}(P_2) \cap \cdots \cap F^{-n}(P_n) \in \bigvee_{j=0}^{n-1} F^{-j}(\mathcal{P}) \).

**Lemma 4.1** (Lemma C.1 of [Pi20]). Let \( f \) be a measure preserving automorphism on a probability space \((\mathcal{X}, \mathcal{A}, \mu)\) and \( F : A \subset \mathcal{X} \to \mathcal{X} \) a measurable induced map with induced time \( R : A \to \mathbb{N} \). Suppose that \( \mu \) is \( f \) ergodic and that \( \nu \) is a \( F \)-lift of \( \mu \). If \( R \) is exact and \( \mu(A) = 1 \) then
\[
\frac{1}{2} \int R d\nu \int R d\mu \leq \int (R)^2 d\nu \leq 2 \int R d\nu \int R d\mu.
\]

The Lemma 4.2 below is a well-known result (see, for instance, Lemma 4.2 of [Pi20] for a short proof of it).

**Lemma 4.2** (Folklore result). If \( F : A \to \mathcal{X} \) is a measurable \( f \) induced map with induced time \( R \) and \( \nu \) is a \( F \) invariant probability then
\[
\mu := \sum_{n \geq 1} \sum_{j=0}^{n-1} f_*^j(\nu|_{\{R=n_j\}}) = \sum_{j \geq 0} f_*^j(\nu|_{\{R=j\}})
\]
is a \( f \) invariant measure with \( \mu(\mathcal{X}) = \int R d\nu \).

### 4.1. Proof of the Theorem \([A]\) and Corollary \([B]\)

The proof of Theorem \([A]\) follows the following script. Because of the geometric assumption on the singular values, the first return map \( F = f^R \) to a lateral neighborhood of the singularity \( c \) is a full induced Markov
map. Moreover, \( c \) belongs to the boundary a connected component \( P \) of the domain of \( F \). We use that \( c \in \partial P \) to build a new induced map \( F_c = F^{R_c} \) with good properties. In particular, every \( f \)-invariant ergodic probability \( \mu \) with \( \text{supp} \mu = [f(c_+, f(c_-)) \] can be \( F_c \)-lifted. Given an ergodic \( f \) invariant probability \( \mu \), with \( \text{supp} \mu = [f(c_+, f(c_-)) \), one can use mass distribution to obtain a \( F_c \)-invariant Bernoulli measure \( \nu \) arbitrarily close to the \( F_c \)-lift of \( \mu \) (in particular, its entropy). Furthermore, we can show that \( \int R_c d\nu \) and \( \int R_c d\mu_1 < +\infty \), but \( \int R_c d\mu_2 = +\infty \), where \( \mu_1 \) is the \( F \)-invariant probability having \( \nu \) as its \( F_c \)-lift and, similarly, \( \mu_2 \) is the \( F \)-invariant probability having \( \nu_1 \) as its \( F_c \)-lift. As we can compare \( \log |x-c| \) and \( \log f' \) with \( R_c \), we can construct the measures \( \mathcal{M}_{+\infty} \) of Theorem \( A \)

**Proof of the Theorem** \( A \) Let \( p \in (c, c + r) \) be a periodic point such that \( p = \min(O_f^+(p) \cap (c, 1)) \) \( < \min(O_f^+(c_+) \cap (c, 1)) \). Let \( J = (c, p) \) and note that \( O_f^+(\partial J) \cap J = \emptyset \). Let \( A = \{ x \in J; O_f^+(f(x)) \cap J \not= \emptyset \}, R: A \to \mathbb{N} \) be the first return time to \( J \) and \( F: A \to J \) the first return map, i.e., \( F(x) = f|^R(x) \).

Let \( \mathcal{P} \) be the set of connected components of \( A \).

**Claim 1.** \( F(P) = (c, p) \) for every \( P \in \mathcal{P} \).

**Proof of the claim.** Indeed, given \( x \in A \), let \( I = (a, b) \supseteq x \) be the maximal open interval such that \( f|^R(x))_I \) is a homeomorphism and \( f|^R(x) ((a, b)) \subseteq J \). If \( f|^R(x)(I) \not= J \), then \( f|^R(x)(a_+) \in J \) or \( f|^R(x)(b_-) \in J \). Suppose for instance that \( f|^R(x)(a_+) \in J \). If \( f^j(a_+) = c \) for some \( 1 \leq j < R(x) \), then \( f|^R(x)(a_+) = f|^R(x)(a_+) \in J \) which is a contradiction with the definition of \( p \). So, \( f^j(a_+) \not= c \) for every \( 0 \leq j < R(x) \) and in this case, there is \( \delta > 0 \) such that \( f|^R(x)(a_+) = f|^R(x)(a_+) \in J \). Now suppose that \( f|^R(x)(b_-) \in J \). If \( f^j(b_-) = c \) for some \( 1 \leq j < R(x) \), then \( f|^R(x)(b_-) = f|^R(x)(b_-) \in J \), contradicting that \( O_f^+(c_-) \cap (c, c + r) = \emptyset \). So, there is \( \delta > 0 \) such that \( f|^R(x)(b_-) = f|^R(x)(b_-) \in J \), contradicting the definition of \( I(x) \). Hence, we must have \( f|^R(x)(I(x)) = (c, p) \), proving the claim.

**Claim 2.** \( \exists q > c \) so that \( (c, q) \in \mathcal{P} \) and \( R((c, q)) = t_0 := \min\{ j \geq 1; f^j(c_+) = c \} \).

**Proof of the claim.** It follows from the definition of \( t_0 \) that exists \( \delta > 0 \) such that \( f^{t_0}|_{(c, c + \delta)} \) is a homeomorphism and \( f^{t_0}|_{(c, c + \delta)} = (c, f^{t_0}(c + \delta)) \). Moreover, \( f^{j}|(c, c + \delta) \cap J = \emptyset \) for every \( 1 \leq j < t_0 \). Hence, \( (c, c + \delta) \subseteq A \). Hence, the connected component of \( A \) containing \( (c, c + \delta) \) must be \( (c, q) \) for some \( c + \delta \leq q \leq p \) and \( R((c, q)) = t_0 \).

Let \( P_0 := (c, q) \in \mathcal{P} \) be given by Claim \( 2 \). Let \( \mathcal{P}_0 = \{ J \} \) and, for \( n \geq 1 \), set \( \mathcal{P}_n = \bigcup_{j=0}^{n-1} F^{-j}(\mathcal{P}) \). Let \( \mathcal{P}_n(c) := (F_p)_n^{-1}(J) \), that is, \( \mathcal{P}_n(c) \) is the element of the partition \( \mathcal{P}_n \) of \( J \) containing \( (c, c + \delta_n) \) for some \( \delta_n > 0 \).

Let \( R_c: A \to \mathbb{N} \) be an \( F \)-induced time given by

\[
R_c(x) = \begin{cases} 
1 & \text{if } x \in A \setminus P_0 \\
(n+1) & \text{if } x \in \mathcal{P}_n(c) \setminus \mathcal{P}_{n+1}(c) \text{ for } n \in \mathbb{N}.
\end{cases}
\]
Moreover, taking \( \zeta \) from Theorem A that
\[
\mu \in \mathbb{P} = \{P \in \mathcal{P} : \langle 1 \rangle \} \text{ is a } F \text{-induced map and (23) holds, it follows from Theorem A that } \mu_0 \text{ has a unique } F_c \text{-lift } \mu_c \text{ and this } \mu_c \text{ is } F_c \text{-ergodic.}
\]
Given \( \alpha \in (0, 1) \) and \( \ell \in \mathbb{N} \), consider the mass distribution
\[
m_\ell(P) = \begin{cases} 
\frac{\mu_c(P)}{\zeta(2 + \alpha)} & \text{if } P \in \bigcup_{j=0}^\ell \mathcal{P}_{c,j} \\
\frac{1}{(n - \ell)^{2+\alpha} \mu_c(P)} & \text{if } P \in \mathcal{P}_{c,n} \text{ for } n > \ell \end{cases}
\]
where \( \zeta(s) = \sum_{n=1}^\infty n^{-s} \) is the Riemann zeta function. Note that \( \sum_{P \in \mathcal{P}} m_\ell(P) = 1 \).
Moreover, taking
\[
H(x) = \begin{cases} 
0 & \text{if } x = 0 \\
x \log(1/x) & \text{if } x > 0
\end{cases}
\]
we have that
\[
\sum_{n > \ell} R_c(P_{c,n}) m_\ell(P_{c,n}) = \sum_{n > \ell} (n + 1) m_\ell(P_{c,n}) = \\
\sum_{n > \ell} (n + 1) \sum_{P \in \mathcal{P}_{c,n}} \frac{\mu_c(P_{c,n+1}(c))}{\zeta(2 + \alpha)} \frac{1}{(n - \ell)^{2+\alpha} \mu_c(P_{c,n} \setminus \mathcal{P}_{c,n+1}(c))} \sum_{P \in \mathcal{P}_{c,n}} \mu_c(P) = \\
\frac{\mu_c(P_{c,n+1}(c))}{\zeta(2 + \alpha)} \sum_{n > \ell} \frac{n + 1}{(n - \ell)^{2+\alpha} \mu_c(P_{c,n} \setminus \mathcal{P}_{c,n+1}(c))} \sum_{P \in \mathcal{P}_{c,n}} \mu_c(P) = \\
\frac{\mu_c(P_{c,n+1}(c))}{\zeta(2 + \alpha)} \sum_{n > \ell} \frac{n + 1}{(n - \ell)^{2+\alpha}} \frac{\mu_c(P_{c,n+1}(c))}{\zeta(2 + \alpha)} \sum_{n=1}^{\infty} \frac{n + 1 + \ell}{n^{2+\alpha}} \leq \\
\frac{\mu_c(P_{c,n+1}(c))}{\zeta(2 + \alpha)} \sum_{n=1}^{\infty} \frac{1}{n^{1+\alpha}} = (\ell + 1) \mu_c(P_{c,n+1}(c)) \frac{\zeta(1 + \alpha)}{\zeta(1 + \alpha)} \leq \\
2(\ell + 1) \mu_c(P_{c,n+1}(c)) \zeta(1 + \alpha) < \infty
\]
and
\[
\sum_{n > \ell} H(m_\ell(P_{c,n})) = \sum_{n > \ell} m_\ell(P_{c,n}) \log(1/m_\ell(P_{c,n})) =
\]
\[
\sum_{n > \ell} \sum_{P \in P_{c,n}} H\left(\frac{\mu_c(\mathcal{P}_{\ell+1}(c))}{\zeta(2 + \alpha)} \cdot \frac{1}{(n - \ell)^{2 + \alpha} \mu_c(\mathcal{P}_{n}(c) \setminus \mathcal{P}_{n+1}(c))}\right) \leq
\]
\[
\sum_{n > \ell} \sum_{P \in P_{c,n}} H\left(\frac{1/\zeta(2 + \alpha)}{(n - \ell)^{2 + \alpha}}\right) \leq
\]
\[
\sum_{j > \ell} \log\left(\frac{\zeta(2 + \alpha)(n - \ell)^{2 + \alpha}}{\zeta(2 + \alpha)}\right)
\]
\[
= \log(\zeta(2 + \alpha)) \sum_{n=1}^{+\infty} \frac{2 + \alpha}{n^{2 + \alpha}} \leq
\]
\[
= \log(\zeta(2 + \alpha)) + \frac{2 + \alpha}{\zeta(2 + \alpha)} \sum_{n=1}^{+\infty} \frac{n}{n^{2 + \alpha}} \leq
\]
\[
\leq \log(\zeta(2 + \alpha)) + \frac{(2 + \alpha)(1 + \alpha)}{\zeta(2 + \alpha)} \leq 3\zeta(1 + \alpha) \leq 2(\ell + 1)\zeta(1 + \alpha) < \infty.
\]
Taking \( C = 2(\ell + 1)\zeta(1 + \alpha) \), we have that
\[
\sum_{n > \ell} \sum_{P \in P_{c,n}} R_c(P) m_\ell(P) \leq C \quad \text{and} \quad \sum_{n > \ell} \sum_{P \in P_{c,n}} H(m_\ell(P)) \leq C.
\]
Hence,
\[
\sum_{P \in P^*} R_c(P) m_\ell(P) = \int_{P(c)} R_c d\mu_c + \left(\sum_{n > \ell} \sum_{P \in P_{c,n}} (n + 1)m_\ell(P)\right) \leq \int R_c d\mu_c + C < +\infty
\]
and
\[
\sum_{P \in P^*} H(m_\ell(P)) = \left(\sum_{n=0}^{\ell} \sum_{P \in P_{c,n}} H(\mu_c(P))\right) + \left(\sum_{n > \ell} \sum_{P \in P_{c,n}} H(m_\ell(P_{c,n}))\right) \leq
\]
\[
\leq \left(\sum_{P \in P^*} H(\mu_c(P))\right) + \left(\sum_{n > \ell} \sum_{P \in P_{c,n}} H(m_\ell(P_{c,n}))\right) \leq
\]
\[
\leq h_{\mu_c}(F_c) + C < +\infty.
\]
Thus, taking \( \nu_{\alpha,\ell} \) as the ergodic \( F_c \)-invariant probability generated by the mass distribution \( m_\ell \), we get that,
\[
h_{\nu_{\alpha,\ell}}(F_c) = \sum_{P \in P^*} H(m_\ell(P)) < +\infty
\]
and
\[ \int R_c d\nu_{\alpha,\ell} = \sum_{P \in P^*} R_c(P) m_\ell(P) \leq \int R_c d\mu_c + C < +\infty. \]

It follows from Lemma 4.2 that
\[ \eta_{\alpha,\ell} = \frac{1}{\int R_c d\nu_{\alpha,\ell}} \sum_{n \geq 1} \sum_{j=0}^{n-1} F^j_* (\nu_{\alpha,\ell}|_{R_c=n}) \]
is an ergodic $F$ invariant probability. Note that $\text{supp} \eta_{\alpha,\ell} = [c,p]$. Moreover, as
\[ F^j(\{R_c = n\}) \subset (c,q) \]
for every $0 \leq j < n$ and $n \geq 2$, we get that
\[ \eta_{\alpha,\ell}|_{(q,p)} = \frac{1}{\int R_c d\nu_{\alpha,\ell}} \nu_{\alpha,\ell}|_{(q,p)} \] (24)

For similar reason, as $\mu_c$ is the $F_c$-lift of $F$-invariant probability $\mu_0$, we have
\[ \mu_0|_{(q,p)} = \frac{1}{\int R_c d\mu_c} \mu_c|_{(q,p)}. \] (25)

As $\int R_c d\nu_{\alpha,\ell}$ and $h_{\nu_{\alpha,\ell}}(F_c) < +\infty$, it follows from the generalized Abramov formula that
\[ h_{\eta_{\alpha,\ell}}(F) = \frac{h_{\nu_{\alpha,\ell}}(F_c)}{\int R_c d\nu_{\alpha,\ell}}. \]

On the other hand, using (24) and (25), we have that
\[ \int Rd\eta_{\alpha,\ell} = \int_{(c,q)} Rd\eta_{\alpha,\ell} + \int_{(q,p)} Rd\eta_{\alpha,\ell} = t_0 \eta_{\alpha,\ell}((c,q)) + \int_{(q,p)} Rd\left(\frac{1}{\int R_c d\nu_{\alpha,\ell}} \nu_{\alpha,\ell}|_{(q,p)}\right) = \]
\[ = t_0 \eta_{\alpha,\ell}((c,q)) + \frac{1}{\int R_c d\nu_{\alpha,\ell}} \int_{\mathcal{P}_0(c)} Rd\nu_{\alpha,\ell} = \]
\[ = t_0 \eta_{\alpha,\ell}((c,q)) + \frac{1}{\int R_c d\nu_{\alpha,\ell}} \sum_{P \in \mathcal{P}_0,c} R(P) m_\ell(P) = \]
\[ = t_0 \eta_{\alpha,\ell}((c,q)) + \frac{1}{\int R_c d\nu_{\alpha,\ell}} \sum_{P \in \mathcal{P}_0,c} R(P) \mu_c(P) = \]
\[ = t_0 \eta_{\alpha,\ell}((c,q)) + \frac{1}{\int R_c d\nu_{\alpha,\ell}} \int_{(q,p)} Rd\mu_c = \]
\[ = t_0 \eta_{\alpha,\ell}((c,q)) + \frac{1}{\int R_c d\nu_{\alpha,\ell}} \int_{(q,p)} Rd\left(\frac{1}{\int R_c d\mu_c} \mu_0|_{(q,p)}\right) = \]
\[ = t_0 \eta_{\alpha,\ell}((c,q)) + \frac{1}{\int R_c d\nu_{\alpha,\ell}} \frac{1}{\int R_c d\mu_c} \int_{(q,p)} Rd\mu_0 < +\infty \]

Therefore,
\[ \mu_{\alpha,\ell} = \frac{1}{\int Rd\eta_{\alpha,\ell}} \sum_{n \geq 1} \sum_{j=0}^{n-1} f^j_*(\eta_{\alpha,\ell}|_{R=n}) \]
is an ergodic $f$ invariant probability and, as $f$ is transitive on $[f(c_+), f(c_-)]$ and $\text{supp } \mu_{\alpha, \ell} \supset (c, p)$, we get that

$$\text{supp } \mu_{\alpha, \ell} = [f(c_+), f(c_-)].$$

**Claim 3.** $\lim_{\ell} h_{\eta_{\alpha, \ell}}(F) \geq h_{\mu_0}(F)$

**Proof of the claim.** Indeed,

$$\lim_{\ell} h_{\eta_{\alpha, \ell}}(F) = \lim_{\ell} \frac{h_{\nu_{\alpha, \ell}}(F_c)}{\int R_c d\nu_{\alpha, \ell}} = \lim_{\ell \to +\infty} \frac{\sum_{P \in P^+} H(m_\ell(P))}{\int R_c d\mu_c} = \frac{\lim_{\ell} \sum_{P \in P^+} H(m_\ell(P))}{\int R_c d\mu_c} \geq \frac{h_{\mu_c}(F_c)}{\int R_c d\mu_c} = h_{\mu_0}(F).$$

$\square$

**Claim 4.** $\lim_{\ell} \int R d\eta_{\alpha, \ell} = \int R d\mu_0$

**Proof of the claim.** Let $\tilde{R}(x)$ be the $F_c$-lift of $R$, that is, $\tilde{R}(x) = \sum_{j=0}^{R_c(x)-1} R \circ f^j(x)$. We know that $\int R d\eta_{\alpha, \ell} = \frac{\int R d\nu_{\alpha, \ell}}{\int R d\nu_{\alpha, \ell}}$ as well as $\int R d\mu_0 = \frac{\int R d\mu_c}{\int R d\mu_c}$. As $\lim_{\ell} \int R d\nu_{\alpha, \ell} = \int R d\mu_c < +\infty$, we need to show that $\lim_{\ell} \int R d\nu_{\alpha, \ell} = \int \tilde{R} d\mu_c$. To prove so, observe that $\tilde{R}(x)$ is constant on each $P \in P_{c,n}$ and every $n \geq 0$. Indeed, $\tilde{R}(x) = t_0 + R(f^{t_n}(P)) \in P_{c,0} = P \cap (q, p)$. As $R$ is constant on the elements of $P$, we get that $\tilde{R}$ is constant on $P \in P_{c,n}$. Therefore,

$$\lim_{\ell} \int \tilde{R} d\nu_{\alpha, \ell} = \lim_{\ell} \sum_{n=0}^{+\infty} \sum_{P \in P_{c,n}} \tilde{R}(P) R d\nu_{\alpha, \ell}(P) = \sum_{n=0}^{+\infty} \sum_{P \in P_{c,n}} \tilde{R}(P) \mu_c(P) = \int \tilde{R} d\mu_c,$n
c

concluding the proof of the claim. $\square$

Using Claim 3 and Claim 4 we can conclude that $\sup \{h_{\mu, \ell}(f); \ell \in \mathbb{N} \} \geq h_{\mu}(f)$. Indeed,

$$\lim_{\ell} h_{\mu, \ell}(f) = \lim_{\ell} \frac{h_{\eta_{\alpha, \ell}}(F)}{\int R d\eta_{\alpha, \ell}} = \lim_{\ell} \frac{h_{\eta_{\alpha, \ell}}(F)}{\int R d\mu_0} \geq \frac{h_{\mu}(F)}{\int R d\mu_0} = h_{\mu}(f).$$

As we can choose any $f$ invariant probability $\mu$, with $\sup \mu = [f(c_+), f(c_-)]$, to construct $\mu_{\alpha, \ell}$ and as $\sup \{h_{\mu, \ell}(f); \ell \in \mathbb{N} \} \geq h_{\mu}(f)$, we get that $\sup \{h_{\mu, \ell}(f); \ell \in \mathbb{N} \} = h_{\mu}(f)$, where

$$\mathcal{M}_{+\infty} := \{\mu_{\alpha, \ell}; \mu \in \mathcal{M}_1(f) \text{ with } \sup \mu = [f(c_+), f(c_-)], \alpha \in (0, 1) \text{ and } \ell \in \mathbb{N} \}.$$

Moreover, note that, if $0 < \alpha_0 < \alpha_1 < 1$, then $\nu_{\alpha_0, \ell}(P_{c,n}) \neq \nu_{\alpha_1, \ell}(P_{c,n})$ for any $n > \ell$. In particular, $\nu_{\alpha_0, \ell} \neq \nu_{\alpha_1, \ell}$. As $R_c$ is exact, $F_c$ is orbit-coherent (see Lemma 2.6 of [Pi20]). Thus, it follows from Theorem B of [Pi20] that an ergodic $F$-invariant probability $\mu$ has at most one $F_\ell$-lift. That is, setting $\mathcal{U} = \{\nu \in \mathcal{M}_1(F_c); \nu \text{ is } F_c \text{ ergodic and } \int R_c d\nu = +\infty \}$, we have that $\mathcal{U} \ni \nu \mapsto \frac{1}{\int R d\nu} \sum_{n \geq 1} \sum_{j=0}^{n-1} F_c^n(\nu|_{R_c=n}) \in \mathcal{M}_1(F)$.
is injective. Therefore, $\eta_{a_0,\ell} \neq \eta_{a_1,\ell}$ and, by the same argument, $\mu_{a_0,\ell} \neq \mu_{a_1,\ell}$. This implies that $\mathcal{M}_{+\infty} = \{\mu_{a,\ell}; \alpha \in (0, 1) \text{ and } \ell \geq 1\}$ is uncountable, and so the proof of items (i), (ii) and (iii) were obtained.

**Item (iv).** To show that $\mu_{a,\ell}$ has fast recurrence to the singular region, we initially observed that $\int R_c\,d\eta_{a,\ell} = +\infty$. Indeed, it is easy to see that $R_c$ is a exact induced time. Hence, as $A$ is the domain of $R_c$ and $\eta_{a,\ell}(A) = 1$, it follows from Lemma 4.1 that

$$\int R_c\,d\eta_{a,\ell} \geq \frac{1}{2} \left( \frac{\int R_c\,d\nu_{a,\ell}}{\int R_c\,d\nu_{a,\ell}} \right) \geq \frac{1}{2(\int R_c\,d\mu_c + C)} \sum_{n \leq \ell} \sum_{P \in \mathcal{P}_{c,n}} (n + 1)^2 m_{\ell}(P) = \frac{1}{2(\int R_c\,d\mu_c + C)} \sum_{n \leq \ell} \frac{\mu_c(P_{\ell+1}(c))}{\zeta(2 + \alpha)} \frac{(n + 1)^2}{(n - \ell)^2 + \alpha} \frac{\mu_c(P)}{\mu_c(P_n(c) \setminus P_{n+1}(c))} = \frac{1}{2(\int R_c\,d\mu_c + C)} \frac{\mu_c(P_{\ell+1}(c))}{\zeta(2 + \alpha)} \sum_{n \leq \ell} \frac{(n + 1)^2}{(n - \ell)^2 + \alpha} = \frac{\mu_c(P_{\ell+1}(c))}{2(\int R_c\,d\mu_c + C)\zeta(2 + \alpha)} \sum_{\gamma \geq 1} \frac{1}{n^{\alpha}} = +\infty.$$

**Claim 5.** There are $K > 0$ and $x_0 \in (c, q)$ such that $|\log |x - c|| \geq KR_c(x)$ for every $x \in (c, x_0)$.

**Proof of the claim.** As $f$ is non-flat, there is $1 < \theta_1 \leq \theta_2$ and $a \geq 1$ such that

$$(1/a)(x - c)^{1/\theta_1} \leq f(x) - f(c_+) \leq a(x - c)^{1/\theta_2}$$

for every $x > c$. As $f^{t_0}(c_+) = c$ and $0 < f'(f^{t_0}(c_+)) < +\infty$ for every $1 \leq j < t_0$, there exist $b \geq 1$ and $\delta_0 > 0$ such that

$$(1/b)(x - c)^{1/\theta_1} \leq f^{t_0}(x) - c \leq b(x - c)^{1/\theta_2}.$$

Taking $1 < \theta_1' < \theta_1 \leq \theta_2 < \theta_2'$ and $0 < \delta_0' < \delta_0$ small, we get that

$$(x - c)^{1/\theta_1'} \leq f^{t_0}(x) - c \leq (x - c)^{1/\theta_2'}.$$

for every $c < x < c + \delta_0'$. Hence, taking $g = (f^{t_0}|_{(c, c + \delta_0')})^{-1}$, we have

$$(x - c)^{\theta_1'} \leq g(x) - c \leq (x - c)^{\theta_2'}$$

and so

$$(x - c)^{\theta_1'} \leq g^n(x) - c \leq (x - c)^{\theta_2'}.$$
For every \( x \in P_{c,n_0} \) and \( n > n_0 \). This means that
\[
\log(1/(\gamma - c))\langle n-n_0 \rangle \leq \log|x - c| \leq \log(1/(\gamma - c))\langle n-n_0+1 \rangle,
\]
x \( \in P_{c,n} \) and \( n \geq n_0 \). As \( R_c(P_{c,n}) = n \), if we take \( n_1 = n_0 \) such that \( (\theta_1^n) \geq n \) for every \( n \geq n_1 \), \( K = \frac{1}{2(\theta_1)^{n-1}} \log(\frac{1}{\gamma - c}) \) and \( x_0 = \sup P_{c,n_0+1} = \inf P_{c,n_0} \) then
\[
|\log|x - c|| \geq K \theta_1^{R_c(x)} \geq KR_c(x)
\]
for every \( c < x < x_0 \).

As
\[
\int_{J} R_c d\mu_{\alpha,\ell} \geq \frac{1}{\int_{F} d\eta_{\alpha,\ell}} \int_{R_c} d\eta_{\alpha,\ell} = +\infty
\]
and \( c \) is the unique pole of \( R_c \), we conclude that \( \int_{x \in (c,x_0)} R_c(x) d\mu_{\alpha,\ell} = \infty \) and so,
\[
\int_{x \in [0,1]} |\log|x - c|| d\mu_{\alpha,\ell} \geq \int_{x \in (c,x_0)} |\log|x - c|| d\mu_{\alpha,\ell} \geq K \int_{x \in (c,x_0)} R_c(x) d\mu_{\alpha,\ell} = +\infty,
\]
proving item \((iv)\).

Finally for item \((v)\), it follows from \( f \) be non-flat that there are constants \( c_0, c_1, c_2 > 0 \) such that \( -c_0 + c_1 \log|x - c| \leq \log|f'(x)| \leq c_0 + c_2 \log|x - c| \) for every \( x \in [0,1] \setminus \{c\} \) and so \( \int \log|f'| d\mu_{\alpha,\ell} = +\infty \). Hence, it follows from Birkhoff and the ergodicity of \( \mu_{\alpha,\ell} \) that \( \lim_n \frac{1}{n} \log(f^n)'(x) = \lim_n \frac{1}{n} \sum_{j=0}^{n-1} \log(f' \circ f^j(x)) = \int \log|f'| d\mu_{\alpha,\ell} = +\infty \) for \( \mu_{\alpha,\ell} \) almost every \( x \in [0,1] \).

Proof of Corollary \([A]\). According to the Remark \([21]\) (see also Lemma \([51]\) in Appendix below), for every \( f \in \mathcal{L}(c,\alpha,\beta) \), one can find \( g \in \mathcal{L}(c,\alpha,\beta) \) arbitrarily close to \( f \) satisfying the hypothesis of Theorem \([A]\). In the proof of Theorem \([A]\) the construction of an \( g \)-probability \( \mu \) with infinity Lyapunov exponent and high entropy is based on a full induced map \( F \) for \( g \). Let \( \mu \) be an ergodic \( g \)-invariant probability with, say, \( h_\mu(g) \geq h_{top}(g) - 1/(2k) \) and \( \int \log g'd\mu \geq 2\lambda \), for some \( k \in \mathbb{N} \). This \( \mu \) can be arbitrarily approximated by measures \( \mu_n \) supported in \( \{R \leq n\} \), where \( R \) is the induced time of \( F \). Moreover, we have \( h_{\mu_n}(g) \geq h_{top}(g) - 1/k \) and \( \int \log g'd\mu_n \geq \lambda \) for \( n \) big enough. As \( F|_{\{R \leq n\}} \) is a horseshoe (indeed, \( \Lambda = \bigcup_{j \geq 0} F^{-j}(\{R \leq n\}) \) is transitive maximal invariant uniform expanding set), for every \( h \in \mathcal{L}(c,\alpha,\beta) \) close enough to \( g \), there is an analytic continuation of \( F|_{\{R \leq n\}} \) for any fixed \( n \). In particular, an “analytic continuation” \( \tilde{\mu}_n \) of \( \mu_n \). Therefore, given \( \lambda > 0 \) and \( k \in \mathbb{N} \), one can find a neighborhood \( \mathcal{N}_k(f) \) of \( g \) such that \( \sup\{h_\mu(h) : \int \log h'd\mu \geq \lambda\} \geq h_{top}(h) - 1/(2k) \) for every \( h \in \mathcal{N}_k(f) \). Note that \( \mathcal{N}_k(f) \) is an open set close to \( f \). Hence, \( \mathcal{R}(\lambda) = \bigcap_{k \in \mathbb{N}} \bigcup_{f \in \mathcal{L}(c,\alpha,\beta)} \mathcal{N}_k(f) \) is a residual set of \( \mathcal{L}(c,\alpha,\beta) \) in which \( h_{top}(h) = \sup\{h_\mu(h) : \int \log h'd\mu \geq \lambda\} \) for every \( h \in \mathcal{R}(\lambda) \). Therefore, \( \mathcal{R} = \bigcap_{n \in \mathbb{N}} \mathcal{R}(n) \) is also residual, concluding the proof. \( \square \)
Lemma 5.1 (Folklore lemma). \( \mathcal{L}_{\text{Per}}(c, \alpha, \beta) \) is dense in \( \mathcal{L}(c, \alpha, \beta) \).

Sketch of the proof. Given \( f \in \mathcal{L}(c, \alpha, \beta) \) and \( \varepsilon > 0 \), let \( J = (a, b) \) be a nice interval containing \( c \). That is, \( O_f^+((a, b)) \cap J = \emptyset = \mathcal{O}_f^+(f(b)) \cap J \). It is easy to check that \( \Lambda = \{x \in [0, 1] ; O_f^+(x) \cap J = \emptyset \} \) is a uniformly expanding set. Moreover, changing the nice interval if necessary, we may assume that \( \Lambda \) is a Cantor set. One can use the homterval lemma (see for instance Lemma 3.1 at [dMvS]) to verify that for each gap \( I \) of \( \Lambda \), i.e., a connected component of \([0, 1] \setminus \Lambda \), there exists a unique \( n(I) \geq 0 \) such that

\[
f^{n(I)}(I) = J \quad \text{and} \quad f^j(I) \cap J = \emptyset \quad \forall 0 \leq j < n(I).
\] (26)

First assume that exists a gap \( R \) of \( \Lambda \) such that \( f(c_-) \in \overline{R} \) and, by (26), set \( r := n(R) \) (see Figure 6). As in Figure 7 one can smoothly perturb \( f \) to get a map \( g \in \mathcal{L}(c, \alpha, \beta) \) such that \( g(x) = f(x) \) for \( x \notin J \cap (0, c) \) and \( g(c_-) = (f^{-1}|R) \). Therefore, \( g^{r+1}(c_-) = c \). As \( r = n(R) \to +\infty \) when \( \varepsilon \to 0 \), we get that \( \gamma := \inf \{(f^j)'(x) ; x \in R} \to +\infty \). In particular \( |f(c_-) - g(c_-)| \leq |R| \leq \frac{1}{\gamma} |J| \leq \varepsilon \) for \( \varepsilon \) small enough. This also ensures that \( \text{dist}(f, g) \to 0 \) when \( \varepsilon \to 0 \).

If \( f(c_-) \) does not belongs to the closure of a gap, then there exists a sequence \( R_k \) of gaps of \( \Lambda \) such that \( \text{diam}(R_k) \to 0 \) and \( d(f(c_-), R_k) := \inf \{|f(c_-) - x| ; x \in R_k\} \to 0 \) (see Figure 8). Thus, taking \( k \) so that \( d(f(c_), R_k) < \varepsilon \) and \( g \) as before, that is, \( g(x) = f(x) \) for \( x \notin J \) and \( g(c_-) = (f^{-1}|R_k)^{-1}(c) \), we have again that \( g^{r+1}(c_-) = c \) and that \( \text{dist}(f, g) \) can be as small as we want when \( \varepsilon \) goes to zero.

After perturbing the left side of the singularity to obtain \( h \) close to \( f \) with \( g^{r+1}(c_-) = c \), we can, by it turn, perturb \( g \) on the right side of \( c \) to obtain \( h \) close to \( g \), and thus close to \( f \) and such that \( h^{r+1}(c_+) = c \) and \( h^{r+1}(c_-) = g^{r+1}(c_-) = c \). Finally, taking \( m = (r+1)(\ell + 1) \), we have that \( h \) is close to \( f \) and \( h^{m}(c_-) = c = h^{m}(c_+) \), completing the proof. \( \square \)

5. Appendix

The existence of nice intervals containing singularity with arbitrarily small diameter is well know. For instance, as \( \text{Per}(f) \) is dense in \([f(c_-), f(c_-)]\), taking \( p \in \text{Per}(f) \cap (c - \varepsilon, c) \) and \( q \in \text{Per}(f) \cap (c, c + \varepsilon) \), we get that \( (a, b) \) is a nice interval containing in \((c - \varepsilon, c + \varepsilon)\), where \( a = \max \{O_f^+(p) \cup O_f^+(q)\} \cap (0, c) \) and \( b = \min \{O_f^+(p) \cup O_f^+(q)\} \cap (c, 1) \).

\[ \text{dist}(f, g) \to 0 \]

\[ |f(c_-) - g(c_-)| \leq |R| \leq \frac{1}{\gamma} |J| \leq \varepsilon \]

\[ \text{dist}(f, g) \to 0 \]

\[ h^{r+1}(c_-) = c \]

\[ h^{r+1}(c_-) = g^{r+1}(c_-) = c \]

\[ m = (r+1)(\ell + 1) \]

\[ h^{m}(c_-) = c = h^{m}(c_+) \]

\[ \square \]
On the left side we have the initial Lorenz map \( f \) (the unperturbed one). On the right, one can see the map \( g \) close to \( f \) having this map is extended to present two fixed points at the end of the interval.

This figure is similar to Figure 6 but here the singular value \( f(c_-) \) is not contained in the closure of a gap of \( \Lambda \). In this case, \( f(c_-) \) is accumulated by a sequence \( R_k \) of gaps of \( \Lambda \).
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