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\begin{abstract}
In this position paper, we provide a collection of views on the role of AI in the COVID-19 pandemic, from clinical requirements to the design of AI-based systems, to the translation of the developed tools to the clinic. We highlight key factors in designing system solutions - per specific task; as well as design issues in managing the disease at the national level. We focus on three specific use-cases for which AI systems can be built: early disease detection, management in a hospital setting, and building patient-specific predictive models that require the combination of imaging with additional clinical data. Infrastructure considerations and population modeling in two European countries will be described. This pandemic has made the practical and scientific challenges of making AI solutions very explicit. A discussion concludes this paper, with a list of challenges facing the community in the AI road ahead.
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\section{Introduction}

The COVID-19 pandemic surprised the world with its rapid spread and has had a major impact on the lives of billions of people. Imaging is playing a role in the fight against the disease, in some countries as a key tool, from screening and diagnosis through the entire treatment process, but in other countries, as a relatively minor support tool. Guidelines and diagnostic protocols are still being defined and updated in countries around the world. Where enabled, Computed Tomography (CT) of the thorax has been shown to provide an important adjunctive role in diagnosing and tracking progress of COVID-19 in comparison to other methods such as monitoring of temperature/respiratory symptoms and the current “gold standard”, molecular testing, using sputum or nasopharyngeal swabs. Several countries (including China, Netherlands, Russia and more) have elected to use CT as a primary imaging modality, from the initial diagnosis through the entire treatment process. Other countries, such as the US and Denmark as well as developing countries (Southeast Asia, Africa) are using mostly conventional radiographic (x-ray) imaging of the chest (CXR). In addition to establishing the role of imaging, this is the first time AI, or more specifically, deep learning approaches have the opportunity to join in as tools on the frontlines of fighting an emerging pandemic. These algorithms can be used in support of emergency teams, real-time decision support, and more. In this position paper\footnote{motivated by an IEEE-ISBI COVID workshop, April 2020 https://ieeetv.ieee.org/event-showcase/covid-19-deep-learning-and-biomedical-imaging-panel-at-isbi-2020.}, a group of researchers provide their views on the role of AI, from clinical requirements to the design of AI-based systems, to the infrastructure necessary to facilitate national-level population modeling.

Many studies have emerged in the last several months from the medical imaging community with many research groups as well as companies introducing deep learning based solutions to tackle the various tasks: mostly in detection of the disease (vs normal), and more recently also for staging disease severity. For a review of emerging works in this space we refer the reader to a recent review article Shi et al. (2020a) that covers the first papers published, up to and including March 2020 - in the entire pipeline of medical imaging and analysis techniques involved with COVID-19, including image acquisition, segmentation, diagnosis, and follow-up. We also want to point out several Special Issues in this
space— including IEEE Special issue of TMI, April 2020; IEEE Special issue of JHBI, 2020; as well as the current Special issue of MedIA.

In the current position paper, it is not our goal to provide an overview of the publications in the field, rather we present our own experiences in the space and a joint overview of challenges ahead. We start with the radiologist perspective. What are the clinical needs for which AI may provide some benefits? We follow that with an introduction to Al based solutions - the challenges and roadmap for developing AI-based systems, in general and for the COVID-19 pandemic. In Section 2 of this paper we focus on three specific use-cases for which AI systems can be built: detection, patient management, and predictive models in which the imaging is combined with additional clinical features. System examples will be briefly introduced. In Section 3 we present a different perspective of AI in its role in the upstream and downstream management of the pandemic. Specific infrastructure considerations and population modeling in two European countries will be described in Section 4. A discussion concludes this paper, with a list of challenges facing the community in our road ahead.

1.1. The COVID-19 pandemic – clinical perspective

As of this writing, according to the Johns Hopkins Resource Center [https://coronavirus.jhu.edu/], there are, approximately, 12.5 million confirmed cases with 561,000 deaths throughout the world, with 32,000 deaths in New York State alone. The rate of increase in cases has continued to rise as demonstrated by the log scale plot in Fig. 1.

The most common symptoms of the disease, fever, fatigue, dry cough, runny nose, diarrhea and shortness of breath are nonspecific and are common to many people with a variety of conditions. The mean incubation period is approximately 5 days and the virus is probably most often transmitted by asymptomatic patients. Knowing who is positive for the disease has critical implications for keeping patients away from others. Unfortunately, the gold standard lab test, real time reverse transcription polymerase chain reaction (RT-PCR) which detects viral nucleic acid, has not been universally available in many areas and its sensitivity varies considerably depending on how early patients are tested in the course of their disease. Recent studies have suggested that RT-RPR has a sensitivity of only 61-70%. Consequently, repeat testing is often required to ensure a patient is actually free of the disease. Fang et al. (2020) found that for the 51 patients they studied with thoracic CT and RT-PCR assay performed within 3 days of each other, the sensitivity of CT for COVID-19 was 98% compared to RT-PCR sensitivity of 71% (p < .001).

On CXR and CT exams of the thorax, findings are usually bilateral (72%) early in the progression of disease and even more likely bilateral (88%) in later stages (Bernheim et al., 2020; Zhao et al., 2020). The typical presentation in ICU patients is bilateral subsegmental areas of air-space consolidation. In non-ICU patients, classic findings are transient subsegmental consolidation early and then bilateral ground glass opacities that are typically peripheral in the lungs. Pneumothorax (collapsed lung) and pleural fluid or cavitation (due to necrosis) are usually not seen. Distinctive patterns of COVID-19 such as “crazy paving” in which ground glass opacity is combined with superimposed interlobular and intralobular septal thickening and the “reverse paving” where a ground glass region of the lung is surrounded by an irregular thick wall have been previously described in other diseases but are atypical of most pneumonias.

The use of thoracic CT for both diagnosis of disease and tracking has varied tremendously from country to country. While countries such as China and Iran utilize it for its very high sensitivity to disease in the diagnosis and tracking of progression of disease, the prevailing recommendation in the US and other countries is to only use lab studies for diagnosis, use chest radiography to assess severity of disease, and to hold off on performing thoracic CT except for patients with relatively severe and complicated manifestations of disease (Simpson et al., 2020). This is due to concerns in the US about exposure of radiology staff and other patients to COVID-19 patients and the thought that CT has limited incremental value over portable chest radiographs which can be performed outside the imaging department. Additionally, during a “surge” period, the presumption is made that the vast majority of patients with pulmonary symptoms have the disease, rendering CT as a relatively low value addition to the clinical work-up. As a diagnostic tool, CT offers the potential to differentiate patients with COVID-19 not only from normal patients, but from those with other causes of shortness of breath and cough such as TB or other bacterial or alternatively, other viral pneumonias, bronchitis, heart failure, and pulmonary embolism. As a quantitative tool, it offers the ability to determine what percentage of the lung is involved with the disease and to break this down into areas of ground glass density, consolidation, collapse, etc. This can be evaluated on serial studies which may be predictive of a patient's clinical course and may help to determine optimal clinical treatment.

Complications of COVID-19 are not limited to acute lung parenchymal disease. These patients have coagulopathies and are at increased risk for pulmonary embolism. Diffuse vascular inflammation can result in pericarditis and pericardial effusions. Renal and brain manifestations have been described by many authors and are increasingly recognized clinically in COVID-19 patients. Long term lung manifestations will not be apparent for many months or years, but there is the potential that these patients will develop higher rates of Chronic Obstructive Pulmonary Disease (COPD) such as emphysema, chronic bronchitis and asthma than the general population. Objective metrics for assessment and follow-up of these complications of the disease would be very valuable from a clinical perspective.

1.2. AI for COVID-19

The extraordinarily rapid spread of the COVID-19 pandemic has demonstrated that a new disease entity with a subset of relatively unique characteristics can pose a major new clinical challenge that requires new diagnostic tools in imaging. The typical development cycle and large number of studies required to develop AI algorithms for various disease entities is much too long to respond

![Fig. 1. Logarithmic plot of number of total confirmed cases from January through the first week in July 2020 indicating continuing acceleration in the rate new patients are testing positive for COVID-19 (plot from Johns Hopkins Resource Center).](image-url)
effectively to produce these software tools on demand. This is complicated by the fact that the disease can have different manifestations (perhaps due to different strains) in different regions of the world. This suggests the strong need to develop software more rapidly, perhaps using transfer learning from existing algorithms, to train on a relatively limited number of cases, and to train on multiple datasets in various locations that may not be able to be easily combined due to privacy and security issues. It also suggests that we determine how to balance regulatory requirements for adequate testing of the safety and efficacy of these algorithms against the need to have them available in a timely manner to impact clinical care.

AI technology, in particular deep learning image analysis tools, can potentially be developed to support radiologists in the triage, quantification, and trend analysis of the data. AI solutions have the potential to analyze multiple cases in parallel to detect whether chest CT or chest radiography reveals any abnormalities in the lung. If the software suggests a significantly increased likelihood of disease, the case can be flagged for further review by a radiologist or clinician for possible treatment/quarantine. Such systems, or variations thereof, once verified and tested can become key contributors in the detection and control of patients with the virus.

Another major use of AI is in predictive analytics: foreseeing events for timely intervention. Predictive AI can be potentially applied at three scales: the individual scale, the hospital scale, and the societal scale. An individual may go through various transitions from healthy to potentially contaminated, symptomatic, etc. as depicted in Fig. 2. At the individual level, we may use AI for computing risk of contamination based on location, risk of severe COVID-19 based on comorbidities and health records, risk of Acute Respiratory Distress Syndrome (ARDS) and risk of mortality to help guide testing, intervention, hospitalization and treatment. Quantitative CT or chest radiographic imaging may play an important role in risk modeling for the individual, and especially in the risk of ARDS. At the hospital level, AI for imaging may for example be used for workflow improvement by (semi-) automating radiologist’s interpretations, and by forecasting the future need for ICU and ventilator capacity. At the societal level AI may be used in forecasting hospital capacity needs and may be an important measure to aid in assessing the need for lock downs and re-openings.

So far, we have here concentrated on disease diagnosis and management, but imaging with AI may also have a role to play in relation to late effects like neurological, cardiovascular, and respiratory damage.

Before entering the discussion on specific usages of AI to ease the burden of the pandemic, we briefly describe the standard procedure of creating an AI solution in order to clarify the nomenclature. The standard way of developing Deep Learning algorithms and systems entails several phases (Greenspan et al., 2016; Litjens et al., 2017): I. Data-collection, in which a large amount of data samples need to be collected from predefined categories; expert annotations are needed for ground-truthing the data; II. Training phase in which the collected data are used to train network models. Each category needs to be represented well enough so that the training can generalize to new cases that will be seen by the network in the testing phase. In this learning phase, the large number of network parameters (typically on the order of millions) are automatically defined; III. Testing phase in which an additional set of cases not used in training is presented to the network and the output of the network is tested statistically to determine its success of categorization. Finally, IV, the software must be validated on independent cohorts to ensure that performance characteristics generalize to unseen data from other imaging sources, demographics, and ethnicity.

In the case of a new disease, such as the coronavirus, datasets are just now being identified and annotated. There are very limited data sources as well as limited expertise in labeling the data specific to this new strain of the virus in humans. Accordingly, it is not clear that there are enough examples to achieve clinically meaningful learning at this early stage of data collection despite the increasingly critical importance of this software. Solutions to this challenge, that may enable rapid development, include the combination of several technologies: Transfer learning will utilize pretraining on other but somehow statistically similar data. In the general domain of computer vision, ImageNet has been used for this purpose (Donahue et al., 2014). In the case of COVID-19 this may be provided by existing databases of annotated images of patients with other lung infections. Data augmentation is a trick used from the beginning of applying convolution neural networks (CNNs) to imaging data (LeCun et al., 1989), in which data are transformed to provide extra training data. Normally rotations, reflections, scaling or even group actions beyond the affine group can be explored. Other technologies include semi-supervised learning and weak learning when labels are noisy and/or missing (Cheplygina et al., 2019). Thus, the underlying approach to enable rapid development of new AI-based capabilities, is to leverage the ability to modify and adapt existing AI models and combine them with initial clinical understanding to address the new challenges and new disease entities, such as the COVID-19.

2. AI for detection, management, and prediction in COVID-19

In this Section we briefly review three possible system developments: AI systems for detection and characterization of disease, AI systems for measuring disease severity and patient monitoring, and AI systems for predictive modeling. Each category will be reviewed briefly and a specific system will be described with a focus on the AI based challenges and solutions.

2.1. AI for detection and diagnosis

The vast majority of efforts for the diagnosis of COVID-19 have been focused on detecting unique injury patterns related to the infection. Automated recognition of those patterns became an ideal challenge for the use of CNNs trained on the appearance of those patterns.

One example of a system for COVID-19 detection and analysis is shown in Fig. 3, which presents an overview of the analysis conducted in Gozes et al. (2020a). In general, as is shown here, automated solutions are comprised of several components. Each one is based on a network model that focuses on a specific task to solve. In the presented example, both 3D and 2D analysis are conducted, in parallel. 3D analysis of the imaging studies is utilized for detection of nodules and focal opacities using nodule-detection algorithms, with modifications to detect ground-glass (GG) opacities. A 2D analysis of each slice of the case is used to detect and localize COVID-19 diffuse opacities. If we focus on the 2D analysis -
we again see that multiple steps are usually defined. The first step is the extraction of the lung area as a region of interest (ROI) using a lung segmentation module. The segmentation step removes image portions that are not relevant for the detection of within-lung disease. Within the extracted lung region, a COVID-19 detection procedure is conducted, utilizing one of a variety of possible schemes and corresponding networks. For example, this step can be a procedure for (undefined) abnormality detection, or a specific pattern learning task. In general, a classification neural network (COVID-19 vs. not COVID-19) is a key component of the solution. Such networks, which are mostly CNN based, enable the localization of COVID-19 manifestations in each 2D slice that is selected in what have become known as “heat maps” per 2D slice.

To provide a complete review of the case, both the 2D and 3D analysis results can be merged. Several quantitative measurements and output visualizations can be used, including per slice localization of opacities, as in Fig. 4(a), and a 3D volumetric presentation of the opacities throughout the lungs, as shown in Fig. 4(b), which presents a 3D visualization of all GG opacities.

Several studies have shown the ability to segment and classify the extracted lesions using neural networks to provide a diagnostic performance that matches a radiologist rating (Zhang et al., 2020; Bai et al., 2020). In Zhang et al. (2020), 4695 manually annotated CT slices were used for seven classes, including background, lung field, consolidation (CL), ground-glass opacity (GGO), pulmonary fibrosis, interstitial thickening, and pleural effusion. After a comparison between different semantic segmentation approaches, they selected DeepLabv3 as their segmentation detection backbone (Chen et al., 2017). The diagnostic system was based on a neural network fed by the lung-lesion maps. The system was designed to classify normals from common pneumonia and COVID-19 specific pneumonia. Their results show a COVID-19 diagnostic accuracy of 92.49% tested in 260 subjects. In Bai et al. (2020), a direct classification of COVID-19 specific pneumonia versus other etiologies was performed using an EfficientNet B5 network (Tan and Le, 2019) followed by a two-layer fully connected network to pool the information from multiple slices and provide a patient-level diagnosis. This system yielded a 96% accuracy in a testing set of 119 subjects compared to an 85% average accuracy for six radiologists. These two examples exemplify the power of AI to perform at a very high level that may augment the radiologist, when designed and tested for a very narrow and specific task within a de-novo diagnostic situation. Time delay in COVID-19 testing using RT-PCR can be overcome with integrative solutions. Augmented testing using CT, clinical symptoms, and standard white blood cell (WBC) panels has been proposed in Mei et al. (2020). The authors show their AI system that integrates both sources of information is superior to an imaging-alone CNN model as well as a machine learning model based on non-imaging information for the diagnosis of COVID-19. Integrative approaches can overcome the lack of diagnostic specificity of CT imaging for COVID-19 (Rubin et al., 2020)

It is well understood that chest radiographs (CXR) have lower resolution and contain much less information than their CT counterparts. For example, for COVID-19 patients, the lungs may be so severely infected that they become fully opacified, obscuring details on an x-ray and making it difficult to distinguish between pneumonia, pulmonary edema, pleural effusions, alveolar hemorrhage, or lung collapse (Fig. 5). Still, many countries are using CXR panels has been proposed in Mei et al. (2020). The authors show their AI system that integrates both sources of information is superior to an imaging-alone CNN model as well as a machine learning model based on non-imaging information for the diagnosis of COVID-19. Integrative approaches can overcome the lack of diagnostic specificity of CT imaging for COVID-19 (Rubin et al., 2020)

It is well understood that chest radiographs (CXR) have lower resolution and contain much less information than their CT counterparts. For example, for COVID-19 patients, the lungs may be so severely infected that they become fully opacified, obscuring details on an x-ray and making it difficult to distinguish between pneumonia, pulmonary edema, pleural effusions, alveolar hemorrhage, or lung collapse (Fig. 5). Still, many countries are using CXR
information for initial decision support as well as throughout the patient hospitalization and treatment process (Yang et al., 2020).

Deep learning pipelines for CXR opacities and infiltration scoring exist. In most publications seen to-date, researchers utilize existing public pneumonia datasets, which were available prior to the spread of Coronavirus, to develop network solutions that learn to detect pneumonia on a CXR. In Selvan et al. (2020), an attempt to solve the issue of the compact lungs is presented using variational imputation. A deep learning pipeline based on variational autoencoders (VAE) has shown in pilot studies > 90% accuracy in separating COVID-19 patients from other patients with lung infections, both bacterial and viral. A systematic evaluation of one of those systems has demonstrated comparable performance to a chest radiologist (Murphy et al., 2020). This demonstrates the capability of recognizing COVID-19 associated patterns, using the CXR data. We view these results as preliminary, and to be confirmed with more rigorous experimental setup which includes access to COVID-19 and other infections from the same sources with identical acquisition technology, time-window, ethnicity, demographics, etc. Such rigorous experiments are critical in order to assess the clinical relevance of the developed technology.

2.2. AI for patient management

In this Section we focus on the use of AI for hospitalized patients. Image analysis tools can support measurement of the disease extent within the lungs, thus generating quantification for the disease that can serve as an image-based biomarker. Such a biomarker may be used to assess relative severity of patients in the hospital wards, enable tracking of disease severity over time, and thus assist in the decision-making process of the physicians handling the case. One such biomarker, termed the “Corona score”, was recently introduced in Gozes et al. (2020a,b). The Corona score is a measure of the extent of opacities in the lungs. It can be extracted in CT and in CXR cases.

Fig. 6 presents a plot of Corona-score measurements per patient over time, in CT cases. Using the measure, we can assess relative severity of the patients (left) as well as extract a model for disease burden over the course of treatment (right). Additional very valuable information on characterization of disease manifestation can be extracted as well, such as locations of opacities within the lungs, opacities burden within specific lobes of the lungs (using a lungs lobe segmentation module) and analysis of the texture of the opacities using classification of patches extracted from detected COVID-19 areas (using a patch-based classification module). These characteristics are important biomarkers with added value for patient monitoring over time.

2.3. AI-based predictive modeling: combining the image with the clinical

COVID-19 lung infections are diagnosed and monitored with CT or CXR imaging where opacities, their type and extent, may be quantified. The picture of radiological findings in COVID-19 patients is complex (Wong et al., 2020) with mixed patterns: ground-glass opacities, opacities with a rounded morphology, peripheral distribution of disease, consolidation with ground-glass opacities, and the so called crazy-paving pattern. First reporting of longitudinal developments monitored by CXR (Shi et al., 2020b) indicate that CXR findings occur before the need for clinical intervention with oxygen and/or ventilation. This fosters the hypothesis that CXR imaging and quantification of findings are valuable in the risk assessment of the individual patient developing severe COVID-19.

In the Capital Region of Denmark, it is standard practice to acquire a CXR for COVID-19 patients. The clinical workflow during the COVID-19 pandemic does not in general allow for manual quantitative scoring of radiographs for productivity reasons. Making use of the CXR already recorded during real time risk assessment therefore requires automated methods for quantification of image findings. Several scoring systems for the severity of COVID-19 lung infection adapted from general lung infection schemes have been proposed (Wong et al., 2020; Shi et al., 2020b; Cohen et al., 2020). Above, in Fig. 4, it is shown how opacities may be located in CT images. Similar schemes may be used for regional opacity scoring in CXR, as shown in Fig. 7.

For the administration and risk profiling of the individual patient, imaging does not tell the full story. Important risk factors include age, BMI, co-morbidities (especially diabetes, hypertension, asthma, chronic respiratory or heart diseases) (Jordan et al., 2020). Combining imaging with this type of information from the EHR and with data representing the trajectory of change over time enhances the ability to determine and predict the stage of disease. An early indication is that CXR’s contribute significantly to the prediction of the probability for a patient to be on a ventilator. Here we briefly summarise the patient trajectory prognosis setup: We have in preliminary studies from the cohort from the Capital and Zealand regions of Denmark, combined clinical information from electronic health records (EHR) defining variables relating to vital parameters, comorbidities, and other health parameters with imaging information. Modeling was performed using a simple random forest implementation in a 5-fold cross-validation fashion. In Fig. 8 are as illustration AUC for prediction of outcome in terms of hospitalisation, requirement for ventilator, admission to intensive care unit, and death. These have been illustrated on 2866 Covid-19 positive subjects from the Zealand and Capital Region of Denmark. These are preliminary unconsolidated results for illustrative purposes. However, these support the feasibility of an algorithm to predict severity of COVID-19 manifestations early in the course of the disease.

The combination of CXR into these prognostic tools have been performed by including a number of quantitative features per lung region as a feature vector in the random forest described above.

3. AI for upstream and downstream management of COVID-19

Imaging has played a unique role in the clinical management of the COVID-19 pandemic. Public health authorities of many affected countries have been forced to implement severe mitigation strategies to avoid the wide community spread of the virus (Parodi and Liu, 2020). Mitigation strategies put forth have focused on acute disease management and the plethora of automated imaging solutions that have emerged in the wake of this crisis have been tailored toward this emergent need. Until effective therapy is proven to prevent the widespread dissemination of the disease, mitigation strategies will be followed by more focused efforts and containment approaches aimed at avoiding the high societal cost of new confinement policies. In that regard, imaging augmented by AI can also play a crucial role in providing public health officials with pandemic control tools. Opportunities in both upstream in-
fection management and downstream solutions related to disease resolution, monitoring of recurrence and health “security” will be emerging in the months to come as economies reopen to normal life.

Pandemic control measurements in the pre-clinical phase of the infection may seek to identify those subjects that are more susceptible to the disease due to their underlying risk factors that lead to the acute phase of COVID-19 infections. Several epidemiological factors, including age, obesity, smoking, chronic lung disease hypertension, and diabetes, have been identified as risk factors (Petrilli et al., 2020). However, there is a need to understand further risk factors that can be revealed by image-based studies. Imaging has shown to be a powerful source of information to reveal latent traits that can help identify homogeneous subgroups with specific determinants of disease (Young et al., 2018). This kind of approach could be deployed in retrospective databases of COVID-19 patients with pre-infection imaging to understand why some subjects seem to be much more prone to progression of the viral infection to acute pulmonary inflammation. The identification of high-risk populations by imaging could enable targeted preventive measurements and precision medicine approaches that could catalyze the development of curative and palliative therapies. Identification of molecular pathways in those patients at a higher risk may be crucial to catalyze the development of much needed host-targeting therapies.

The resolution of the infection has been shown to involve recurrent pulmonary inflammation with vascular injury that has led to post-intensive care complications (Ackermann et al., 2020). Detection of micro embolisms is a crucial task that can be addressed by early diagnostic methods that monitor vascular changes related to vascular pruning or remodeling. Methods developed within the context of pulmonary embolism detection, and clot burden quantification could be repurposed for this task (Huang et al., 2020).

Another critical aspect of controlling the pandemic is the need to monitor infection recurrence as the immunity profile for SARS-Cov-2 is still unknown (Kirkcaldy et al., 2020). Identifying early pulmonary signs that are compatible with COVID-19 infection could be an essential tool to monitor subjects that may relapse in the acute episode. AI methods have shown to be able to recognize COVID-19 specific pneumonia identified on radiographic images (Murphy et al., 2020). The accessibility and potential portability of the imaging equipment in comparison to CT images could enable early pulmonary injury screening if enough specificity can be achieved in the early phases of the disease. Eventually, some of those tools might facilitate the implementation of health security screening solutions that revolve around the monitoring of individuals that might present compatible symptoms. Although medical imaging solutions might have a limited role in this space, other kinds of non-clinical imaging solutions such as thermal imaging may benefit from solutions that were originally designed in the context of X-ray or CT screening.

3.1. Pandemic control using free Apps

One of the fascinating aspects that has emerged around the utilization of AI-based imaging approaches to manage the COVID-19 pandemic has been the speed of prototyping imaging solutions and their integration in end-to-end applications that could be easily deployed in a healthcare setting and even ad-hoc makeshift caring facilities. This pandemic has shown the ability of deep neural networks to enable the development of end-to-end products based on a model representation that can be executed in a wide range of devices. Another important aspect has been the need for large-scale deployments due to the high incidence of the COVID-

Fig. 6. Tracking of patient’s disease progression over time using Corona Score (Left) and Relative Corona Score (Right). Day 0 corresponds to 1-4 days following first signs of the virus. Figure from Gozes et al. (2020a)

Fig. 7. Regional opacity or infiltration scoring. Here depicted in 4 quadrants but scoring systems up to 12 regions exist using 3 vertical and 2 horizontal zones of each lung being sensitive also to the peripheral patterns of COVID-19.
19 infection. These deployments have been empowered by the use of cloud-based computing architectures and multi-platform web-based technologies. Multiple private and open-source systems have been rapidly designed, tested, and deployed in the last few months. The requirements around the utilization of these systems in the general population for pandemic control are:

- **High-throughput**: the system needs to have the ability to perform scanning and automated analysis within several seconds if screening is intended.
- **Portable**: the system might need to reach the community without bringing them to hospital care settings to avoid nosocomial infections.
- **Reusable**: imaging augmented with AI has emerged as a highly reusable technique with scalable utilization that can adapt to variable demand.
- **Sensitive**: the system needs to be designed with high sensitivity and specificity to detect early signs of disease.
- **Private**: systems have to protect patient privacy by minimizing the exchange of information outside of the care setting.

Web-based technologies that provide embedded solutions to deploy neural network systems have emerged as one of the most promising implementations that fulfill those requirements. Multiple public solutions in the context of chest X-ray detection of early pneumonia and COVID-19 compatible pneumonia have been prototyped, as shown in Fig. 9. The Covictory App, part of the slow-down COVID project (www.slowdowncovid19.org) implements a classification neural network for the detection of mild pneumonia as an early risk detection of radiographic changes compatible with COVID-19. The developers of this system based their system in a network architecture recently proposed for tuberculosis detection that has a very compact and efficient design well-suited for deployment in mobile platforms (Pasa et al., 2019). The database that trained the network was based on imaging from three major chest X-ray databases: NIH Chest X-ray, CheXpert, and PadChest. The developers sub-classified X-ray studies labeled as pneumonia in mild versus moderate/severe pneumonia by consensus of multiple readers using spark crowd, an open source system for consensus building (Rodrigo et al., 2019). Another example is the Coronavirus Xray app that included public-domain images from COVID-19 patients to classify images into three categories: healthy, pneumonia and COVID-19. Both systems were implemented as a static web application in JavaScript using Tensorflow-JS. Although the training was carried out using customized GPU hardware, the deployment of trained models is intrinsically multi-platform and multi-device thanks to the advancement of web-based technologies. Other commercial efforts like CAD4COVID-XRay (https://www.delft.care/cad4covid/) has leveraged prior infrastructure used for the assessment of tuberculosis on X-ray to provide a readily deployable solution.

Fig. 8. Receiver operating characteristic curves for models trained on data available at time of positive PCR test from electronic health records of 2866 patients from eastern Denmark. (a) is ROC for endpoint being hospitalized, AUC=0.81. (b) is ROC for endpoint being admitted to ICU, AUC=0.83. (c) is ROC for endpoint having ventilation admitted, AUC=0.87. (d) is ROC for endpoint lethal outcome, AUC=0.89.
4. AI as part of a national infrastructure

The COVID-19 crisis has seen the emergence of multiple observational studies to support research into understanding disease risk, monitoring disease trajectory, and for the development of diagnostic and prognostic tools, based on a variety of data sources including clinical data, samples and imaging data. All these studies share the theme that access to high quality data is of the essence, and this access has proven to be a challenge. The causes for this challenge to observational COVID-19 research are actually the same ones that have hampered large scale data-driven research in the health domain over the last years. Owing to the data collection that takes place in different places and different institutes, there is fragmentation of data, images and samples. Moreover there is a lack of standardization in data collection, which hampers reuse of data. Consequently, the reliability, quality and re-usability of data for data-driven research, including the development and validation of AI applications, is problematic. Finally, depending on the system researchers and innovators are working in, ethical and legal frameworks are often unclear and may sometimes be (interpreted as being) obstructive.

A coordinated effort is required to improve the accessibility to observational data for COVID-19 research. If implemented for COVID-19, it can actually serve as a blueprint for large, multicenter observational studies in many domains. As such, addressing the COVID-19 challenges also presents us with an opportunity, and in many places we are already observing that hurdles towards multicenter data accessibility are being addressed with more urgency. An example is the call by the European Union for an action to create a pan-European cohort COVID-19 including imaging data.

In the Netherlands, the Health-RIC initiative aims to build a national health data infrastructure, to enable the re-use of data for personalized medicine, and similar initiatives exist in other countries. In light of the current pandemic, these initiatives have focused efforts on supporting observational COVID-19 research, with the aim to facilitate data access to multi-center data. The underlying principle of these infrastructures is that by definition they will have to deal with the heterogeneous and distributed nature of data collection in the healthcare system. In order for such data to be re-usable, harmonisation at the source is required. This calls for local “data stewardship”, in which the different data types, including e.g. clinical, imaging and lab data, need to be collected in a harmonized way, adhering to international standards. Here, the FAIR principle needs to be adopted, i.e. data needs to be stored such that they are “Findable”, “Accessible”, “Interoperable” and “Reusuable” (Wilkinson et al. 2016). For clinical data, it is not only important that the same data are collected (e.g. adhering to the World Health Organisation Case Report Form (CRF), often complemented with additional relevant data), but also that their values are unambiguously defined and are machine-readable. The use of electronic CRFs (eCRFs) and accompanying software greatly supports this, and large international efforts exist to map observational data to a common data model, including e.g. the Observational Health Data Sciences and Informatics (OHDSI) model. Similarly the imaging and
lab data should be processed following agreed standards. In the Health-RI© implementation, imaging data are pseudonimized using a computational pipeline that is shared between centers. For lab data, standard ontologies such as LOINC can be employed. The COVID-19 observational project will not only collect FAIR metadata describing the content and type of the data, but also data access policies for the data that are available. This will support the data search, request, and access functionalities provided by the platform. An illustration of the data infrastructure in Health-RI© is provided in Fig. 10.

Next to providing data for the development of AI algorithms, it is important to facilitate their objective validation. In the medical imaging domain, challenges have become very popular to objectively compare performance of different algorithms. In the design of challenges, part of the data needs to be kept apart. It is therefore important that, while conducting efforts to provide access to observational COVID-19 data, we already plan for using part of the data for designing challenges around relevant clinical use cases.

During the pandemic, setting up such an infrastructure from scratch will not lead to timely implementation. Health-RI© was already in place prior to the pandemic, and some of its infrastructures could be adjusted to start building a COVID-19 observational data platform. In Denmark, a similar initiative was not in place. However, in eastern Denmark, the Capital and Zealand Regions share a common data platform in all hospitals with a common EHR and a PACS at each region covering in total 18 hospitals and 2.6 million citizens making data collection and curation relatively simple. At continental scale, solutions are being created, but will likely not be in place during the first wave of the pandemic. The burdens to overcome are legal, political, and technical. Access to un-consented data from patients follows different legal paths in different countries. In UK the Department of Social and Mental Care issued on March 20, 2020 a notice simplifying the legal approval of COVID-19 data processing. In Denmark, usual regulation and standards were maintained, but authorities made an effort to grant permission by the usual bodies in fast track. As access to patient information must be restricted, not every researcher with any research goal can be granted access. Without governance in place prior to an epidemic, access will be granted on an ad hoc and first-come-first-served basis, not necessarily leading to the most efficient data analysis. Finally, data are hosted in many different IT systems and the two major technical challenges lie in bringing data to a common platform, and having a (in EU GDPR) compliant technical setup for collaboration. Building such infrastructure with proper security and data handling agreements in place is complex and will lead to substantial delays if not in place prior to the epidemic. In the Netherlands, the Health-RI© platform was in place. In Denmark, the efforts have been constrained to the eastern part of the country sharing common EHR and PACS and having infrastructure in place for compliant data sharing at Compuerome. At a European scale, the commission launched the European COVID-19 Data Platform on April 20 building on existing hardware infrastructure. This was followed up by a call for establishing a pan-European COVID-19 cohort. Funding decision will be in August 2020. Even though a tremendous effort has been put in place and usual approvals of access and funding have been fast-tracked, proper infrastructures have not been created in time for the first wave in Europe.

5. Discussion

The current COVID-19 pandemic offers us historic challenges but also opportunities. It is widely believed that a substantial percentage of the (as of this writing) 12.5 million confirmed cases and 561,000 deaths and trillions of dollars of economic losses would have been avoided with adequate identification of those with active disease and subsequent tracking of location of cases and prediction of emerging hotspots. Imaging has already played a major role in diagnosis and tracking and prediction of outcomes and has the potential to play an even greater role in the future. Automated
computer based identification of probability of disease on chest radiographs and thoracic CT combined with tracking of disease could have been utilized early on in the development of cases, first in Wuhan, then other areas of China and Asia, and subsequently Europe and the United States and elsewhere. This could have been utilized to inform epidemiologic policy decisions as well as hospital resource utilization and ultimately, patient care.

This pandemic also represented, perhaps for the first time in history, that a disease with relatively unique imaging and clinical characteristics emerged and spread globally faster than the knowledge to recognize, diagnose and treat the disease. It also created a unique set of challenges and opportunities for the machine learning/AI community to work side by side and in parallel with clinical experts to rapidly train and deploy computer algorithms to treat an emerging disease entity. This required a combination of advanced techniques such as the use of weakly annotated schemes to train models with relatively tiny amounts of training data which has only become widely available recently, many months after the initial outbreak of disease.

The imaging community as a whole has demonstrated that extremely rapidly developed AI software using existing algorithms can achieve high accuracy in detection of a novel disease process such as COVID-19 as well as provide rapid quantification and tracking. The majority of research and development has focused on pulmonary disease with developers using standard Chest-CT DICOM imaging data as input for algorithms designed to automatically detect and measure lung abnormalities associated with COVID-19. The analysis includes automatic detection of involved lung volumes, automatic measurement of disease as compared to overall lung volume and enhanced visualization techniques that rapidly depict which areas of the lungs are involved and how they change over time in an intuitive manner that can be clinically useful.

A variety of manuscripts describing automated detection of COVID-19 cases have been recently published. When reviewing these manuscripts one can see the following interesting trend: All are focusing on one of the several key tasks, as defined herein. Each publication has a unique system design that contains a set of network models, or a comparison across models; and the results are all very strong. The compelling results, such as the ones presented herein may lead us to conclude that the task is solved; but is this the correct conclusion? It seems that the detection and quantification tasks are in fact solvable with our existing imaging analysis tools. Still, there are several data-related issues which we need to be aware of. Experimental evidence is presented on datasets of hundreds and we need to go to real world settings, in which we will start exploring thousands and even more cases, with large variability. Our systems to date are focusing on detection of abnormal lungs in a biased scenario of the pandemic in which there is a very high prevalence of patients presenting with the disease. Once the pandemic declines substantially, the shift will be immediate to the need to detect COVID among a wide variety of diseases including other lung inflammatory processes, occupational exposures, drug reactions, and neoplasms. In that future in which the prevalence of disease is lower, will our solutions that work currently be sensitive enough, without introducing too many false positives? That is the crux of many of the current studies that have tested the different AI solutions within a very narrow diagnostic scope.

There are many possibilities and promising directions, yet the unknown looms larger than the known. Just as the current pandemic has changed the way many are thinking about distance learning, the practice of telemedicine, and overall safety in a non-socially distanced society, it seems that we are similarly setting the stage with our current on the fly efforts in algorithm development for the future development and deployment of AI. We need to update infrastructure including methods of communication and sharing cases and findings as well as reference databases and algorithms for research, locally, country-based and globally. We need to prove the strengths, build the models and make sure that the steps forward are such that we can continue and expand the use of AI, particularly “just in time” AI.

We believe that imaging is an absolutely vital component of the medical space. For predictive modeling we need to not limit ourselves to just the pixel data but also include additional clinical, patient level information. For this, combined effort among many groups, as well as state and federal level support will result in optimal development, validation, and deployment.

Many argue that we were caught unaware from a communication, testing, treatment and resource perspective with the current pandemic. But deep learning-augmented imaging has emerged as a unique approach that can deliver innovative solutions from conception to deployment in extreme circumstances to address a global health crisis. The imaging community can take lessons learned from the current pandemic and use them to not only be far better prepared for recurrence of COVID-19 and future pandemics and other unexpected diseases, but also use these lessons to advance the art and science of AI as applied to medical imaging in general.
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