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ABSTRACT
We consider the decidability of state-to-state reachability in linear time-invariant control systems over discrete time. We analyse this problem with respect to the allowable control sets, which in general are assumed to be defined by boolean combinations of linear inequalities. Decidability of the version of the reachability problem in which control sets are affine subspaces of \( \mathbb{R}^n \) is a fundamental result in control theory. Our first result is that reachability is undecidable if the set of controls is a finite union of affine subspaces. We also consider versions of the reachability problem in which (i) the set of controls consists of a single affine subspace together with the origin and (ii) the set of controls is a convex polytope. In these two cases we respectively show that the reachability problem is as hard as Skolem’s Problem and the Positivity Problem for linear recurrence sequences (whose decidability has been open for several decades). Our main contribution is to show decidability of a version of the reachability problem in which control sets are convex polytopes, under certain spectral assumptions on the transition matrix.
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1 INTRODUCTION
This paper is concerned with linear time-invariant (LTI) systems. LTI systems are one of the most basic and fundamental models in control theory and have applications in circuit design, signal processing, and image processing, among many other areas. LTI systems have both discrete-time and continuous-time variants; here we are concerned solely with the discrete-time version.

A (discrete-time) LTI system in dimension \( d \) is specified by a transition matrix \( A \in \mathbb{Q}^{d \times d} \) and a set of controls \( U \subseteq \mathbb{R}^d \). The evolution of the system is described by the recurrence \( x_{t+1} = Ax_t + u_t \), where \( u_t \in U \) for all \( t \in \mathbb{N} \). Here we think of the vectors \( u_t \) as inputs that are applied to the system.

Given such an LTI system, we say that state \( s \in \mathbb{R}^d \) can reach state \( t \in \mathbb{R}^d \) if there exists \( T \geq 0 \) and a sequence of controls \( u_0, \ldots, u_{T-1} \in U \) such that the unique solution to the recurrence \( x_{t+1} = Ax_t + u_t \) with initial condition \( x_0 = s \) satisfies \( x_T = t \). The problem of computing the set of all states reachable from a given initial state has been an active topic of research for several decades. Here the emphasis is typically on efficient and scalable methods to over- and under-approximate the reachable set [8, 11, 12, 21, 33]. By contrast, relatively little attention has been paid to the decidability of the reachable set — the focus of the present paper. Specifically we consider the LTI Reachability Problem: given an LTI system, source state \( s \), and target state \( t \), decide whether \( s \) can reach \( t \). The main axis along which we delineate variants of the LTI Reachability Problem concerns the class of allowable control sets (e.g., affine subspaces, convex polytopes, etc.).
Other reachability problems on LTI systems include so-called *null reachability* (can one reach all states from the origin?) and *null controllability* (can one reach the origin from all states?) [4]. However these “universal” reachability problems have a very different character to the point-to-point version that we study. In particular, both null reachability and null controllability are decidable in polynomial time using linear algebra.

One of the first people to address the LTI Reachability Problem was Harrison [15] who posed the question of whether the problem is decidable when the allowable control sets are vector subspaces of $\mathbb{R}^d$. (Harrison [15] called this the *accessibility problem for linear sequential machines.*) Harrison’s question was resolved in a seminal paper of Lipton and Kannan [20], who gave a polynomial-time procedure for the LTI Reachability Problem in the case of linear control sets. The case in which the allowable control sets are affine subspaces of $\mathbb{R}^d$ (i.e., translates of linear subspaces) can easily be reduced to the linear case by a standard homogenisation trick.

The starting point of the present paper is to give a number of hardness results for relatively mild generalisations of Harrison’s problem. Specifically we show that:

1. If the allowable control sets are finite unions of affine subspaces of $\mathbb{R}^d$, then the LTI Reachability Problem is undecidable.
2. If the allowable control sets are of the form $V \cup \{0\}$, with $V$ an affine subspace of $\mathbb{R}^d$, then the LTI Reachability Problem is as hard as Skolem’s Problem for linear recurrence sequences.
3. If the allowable control sets are convex polytopes then the LTI Reachability Problem is as hard as the Positivity Problem for linear recurrence sequences.

Skolem’s Problem asks whether a given integer linear recurrence sequence has a zero term, while the Positivity Problem asks whether all terms of a given integer linear recurrence sequence are positive. The decidability of both problems has been open since the 1970s [14, 27, 28, 34]. To date, decidability of Skolem’s Problem is known only for recurrences of order at most 4 [25, 37] and decidability of the Positivity Problem is known only for recurrences of order at most 5 [26]. Thus the results in this paper suggest that deciding the LTI Reachability Problem for any class of control sets more general than affine subspaces will prove a very challenging problem. Note however that the problem is straightforwardly semi-decidable, as reachability in $n$ steps for each fixed $n \in \mathbb{N}$ is easily reduced to solving a linear program.

**Main Result.** Our main result is a decision procedure for a version of the LTI Reachability Problem in which the initial state is the origin and the target is a convex polytope (generalising the case of reaching a single state). We assume that the control set is a convex polytopic neighbourhood of the origin. Intuitively, the condition that $0$ lie in the interior of the control set ensures that we can control in every direction. As one might expect from the above discussion of hardness, our decision procedure requires fairly strong hypotheses on the transition matrix $A$ in order to work. Specifically we assume that (i) $A$ has spectral radius $\rho(A) < 1$ and (ii) some positive power of $A$ has exclusively real spectrum (generalising the requirement that $A$ have real spectrum). Condition (i) is equivalent to the requirement that the system without input be asymptotically stable (also called Schur stable). Condition (ii) has appeared in closely related contexts, such as o-minimal hybrid systems (see [24, Theorem 6.2] and [30, Theorem 4.6]) and self-affine fractals (see below).

As we will show, without loss of generality we can restrict attention to LTI systems in which the set of vectors reachable from the origin is full dimensional. In this case, Condition (i) and the assumptions on the control set entail that the set of reachable vectors is a bounded convex open subset of $\mathbb{R}^n$. The essential challenge in deciding reachability is to handle the case in which the target point lies on the boundary of the reachable set. Condition (ii) plays two roles in this respect. First we use it to show that any unreachable point is separated from the reachable set by a hyperplane whose normal vector has algebraic-number coefficients (having previously observed that hyperplanes with rational normal vectors do not suffice: see Figure 3). Thus Condition (ii) ensures that we have an enumerable set of “witnesses” of non-reachability. Moreover we use this same condition to show that we can effectively verify such witnesses, i.e. decide whether some hyperplane with a given normal vector indeed separates the reachable set from the target point.

**Related Work.** It well understood that most control problems are undecidable for mild generalisations of linear systems [5, 6]. For example, point-to-point reachability is undecidable for piece-wise linear systems [3, 4, 23] and for saturated linear systems [31]. However to the best of our knowledge no previous work has attempted to systematically map the border of decidability for point-to-point reachability within the class of LTI systems. Indeed it is sometimes considered that point-to-point reachability is efficiently decidable for LTI systems (see, e.g., the discussion in [6, Section 4.1]). The results of this paper illustrate that the latter viewpoint crucially depends on the assumption that the set of controls $U$ form a linear (or affine) subspace. But such an assumption does not allow to express many natural requirements, e.g., that $U$ be bounded.

A range of different control problems for discrete- and continuous-time LTI systems under constraints on the set of controls have been studied in the literature [1, 9, 11, 13, 16–19, 29, 32, 33, 35, 38]. Although it is very common to consider systems with saturated inputs, we do not consider the problem of controller design and thus saturated inputs reduce to having inputs in the unit hypercube in our case. LTI systems with convex input constraints have been considered in the past (see the references above) but we are not aware of any complete characterisation of the reachable set in this case, except in the case of conical constraints.

There is a clear relationship between the LTI Reachability Problem with bounded convex control sets and self-affine fractals. For LTI systems with spectral radius $\rho(A) < 1$ and with input set $U$ a convex polytope, the closure of the set of states reachable from 0 is the convex hull of the self-affine fractal $F$ arising as the unique solution of the set equation $F = AF + \text{Ext}(U)$, where $\text{Ext}(U)$ denotes the set of extreme points of $U$. We are aware of several results [22, 36] on the computability of the convex hulls of such fractals (and more general types of fractals). However those results only apply to the case when the convex hull is a polytope and usually only in dimension 2. The requirements on the spectrum of $A$ in...
our positive decidability result are related to the so-called fractal of unity of [36].

2 UNDECIDABILITY AND HARDNESS

In this section we give evidence for the hardness of the LTI reachability problem. We show undecidability if the set of controls is a finite union of affine subspaces, we give a reduction from the Positivity Problem in case the set of controls is a bounded convex polytope, and we give a reduction from Skolem’s Problem in case the set of controls is a union of two affine subspaces.

2.1 Undecidability

The goal of this subsection is to prove the following result.

Theorem 2.1. The reachability problem for LTI systems whose sets of controls are finite unions of affine subspaces is undecidable.

We prove Theorem 2.1 by reduction from the vector reachability problem for invertible matrices; given invertible matrices A1,...,Ak ∈ Qd×d and vectors x,y ∈ Qd, do there exist integers n1,...,nk such that ∏ k i=1 Ai ni x = y? The undecidability of this problem is folklore (but see [10] for a proof). The key idea underlying the reduction of this problem to the reachability problem for LTI systems is to form an LTI whose transition matrix A incorporates A1,...,Ak, and to provide a set of controls that can be used to simulate the successive application of powers of A1,...,Ak etc. by repeated application of A. A subtle technical point here is to make the problem robust with respect to the different orders in which the controls can be applied.

Proof of Theorem 2.1. We reduce the vector reachability problem for invertible matrices to the reachability problem for LTI systems.

Let A1,...,Ak ∈ Qd×d be invertible matrices and x,y ∈ Qd. From these data we define an LTI system L = (A,U) in dimension D := (k + 1)d + k. We consider the state space of L to be

\[
\mathbb{R}^d \oplus \cdots \oplus \mathbb{R}^d \oplus \mathbb{R}^k
\]

that is, each state comprises a (k+1)-tuple of vectors in \( \mathbb{R}^d \) followed by a single vector in \( \mathbb{R}^k \).

Matrix A is a block diagonal matrix of dimension D × D, given by

\[
A := \text{diag}(I_d, A_1, A_2, \ldots, A_k, I_k).
\]

For all i ∈ {1,...,k} define Vi ⊆ Rd by

\[
V_i := \{0\}^{i-1} \times \{(z, -z) : z ∈ \mathbb{R}^d\} \times \{0\}^{k-i} \times \{e_i\},
\]

where \( e_i \in \mathbb{R}^d \) denotes i-th coordinate vector and 0 denotes the zero vector in \( \mathbb{R}^d \).

We now define the set of controls U ⊆ Rd by

\[
U := V_1 + \cdots + V_k.
\]

Given i ∈ {1,...,k}, we think of Vi as being comprised of atomic controls. Such a control is determined by the index i and a vector z ∈ Rd. Application of the control subtracts z from the i-th block within the global state and adds z to the (i + 1)-st block. Intuitively the definition of U as a sum of the Vi allows to apply several atomic controls at the same time. Note that U can be written as a union of affine subspaces.

Finally, we define the initial state to be s := (x,0,...,0,0) and the target state to be t := (0,...,0,y,1).

This completes the definition of the LTI system. We now argue that t is reachable from s if and only if there exist n1,...,nk ∈ \( \mathbb{Z} \) such that ∏ k i=1 Ai ni x = y. We divide the argument into two claims.

Claim 2.2. Given integers n1,...,nk, there exist non-negative integers t1,...,tk+1 such that

\[
\begin{align*}
n_1 &= t_2 - t_1 \\
&\vdots \\
n_k &= t_{k+1} - t_k.
\end{align*}
\]

Proof. The proof is by induction on k. The base case (k = 1) is obvious. For the induction step, suppose we are given integers n1,...,nk. By induction we can find nonnegative integers t1,...,tk+1 such that (1) holds. We can moreover assume that \( n_{k+1} + t_{k+1} \geq 0 \) since (1) will still hold if we translate all \( t_1,...,t_{k+1} \) by a common integer. Hence we can define \( t_{k+2} := n_{k+1} + t_{k+1} \) and we have \( n_{k+1} = t_{k+2} - t_{k+1} \).

Claim 2.3. Vector t is reachable from s if and only if there exist nonnegative integers t1,...,tk+1 and vectors z1,...,zk+1 ∈ \( \mathbb{R}^d \) such that the following equations hold:

\[
\begin{align*}
z_1 &= x \\
z_{i+1} &= A_i^{t_{i+1} - t_i} z_i, & i ∈ \{1,...,k\} \\
z_{k+1} &= y.
\end{align*}
\]

Proof. Suppose that t is reachable from s. Note that the final k coordinates of s are all zero, while the corresponding coordinates of t are all one. Since the block of matrix A corresponding to these coordinates is the identity \( I_k \), it follows that in going from s to t exactly one atomic control from each space \( V_i \) was used for all \( i ∈ \{1,...,k\} \). For each i write \( z_i ∈ \mathbb{R}^d \) for the vector that determines the control in \( V_i \) and let \( t_i \) denote the number of steps after which this control was applied. Finally define \( z_{k+1} := y \) and let \( t_{k+1} \) be the total number of steps going from s to t. We will show that with these definitions (2) is satisfied.

Since the first block of A is \( I_d \), in order to reach a state of L whose first block is 0 we must have \( z_1 = x \). In similar fashion, considering the \((i+1)\)-st block for \( i = 1,...,k \), we have

\[
A_i^{t_{i+1} - t_i} z_i - A_i^{t_{i+1} - t_{i+1}} z_{i+1} = 0
\]

and hence, since \( A_i \) is invertible, \( z_{i+1} = A_i^{t_{i+1} - t_i} z_i \). Conversely, suppose that there exist nonnegative integers t1,...,tk+1 and vectors z1,...,zk+1 ∈ \( \mathbb{R}^d \) satisfying (2). Then t is reachable from s in \( t_{k+1} \) steps by, for all \( i ∈ \{1,...,k\} \), applying at time \( t_i \) the atomic control in \( V_i \) that is determined by \( z_i \). Indeed since we thereby apply one atomic control for each \( i ∈ \{1,...,k\} \) we reach a state with vector 1 in the final block. The equations in (2) moreover guarantee that the reached state has 0 in its first k blocks and y in the \((k+1)\)-st block, i.e., the reached state is identical to t. □
2.2 Positivity Hardness for Convex Control Sets

Consider a sequence of integers \((x_n : n \in \mathbb{N})\). We say that such a sequence satisfies a linear recurrence of order \(d\) if there exist \(a_1, \ldots, a_d \in \mathbb{Z}\) such that

\[ x_n = \sum_{i=1}^{d} a_i x_{n-i} \]

for all \(n \geq d\). Skolem’s Problem asks, given such a sequence (specified by a recurrence and its initial values \(x_0, \ldots, x_{d-1}\)), whether \(x_n = 0\) for some \(n\). Likewise the Positivity Problem asks whether \(x_n \geq 0\) for all \(n\). Decidability of Skolem’s Problem and the Positivity Problem has been open since the 1970s [14, 27, 28, 34]. To date, decidability of Skolem’s Problem is known only for recurrences (of the first order) [25, 37] and decidability of the Positivity Problem is known only for recurrences of order at most 5 [26]. There is a relatively straightforward reduction of Skolem’s Problem to the Positivity Problem (which does not preserve the order of recurrences).

In this section we show that if the set of controls is a convex polytope then the LTI reachability problem is as hard as the Positivity Problem. Instead of reducing from the Positivity Problem directly, we give a reduction from the Markov Reachability Problem: given a column-stochastic matrix \(M \in \mathbb{Q}^{d \times d}\), determine whether there exists \(n \in \mathbb{N}\) such that \((M^n)_{1,2} \geq \frac{1}{2}\). A reduction from the Positivity Problem to the Markov Reachability Problem has been given in [2].

**Theorem 2.4.** There is a reduction from the Positivity Problem to the reachability problem for LTI systems whose sets of controls are compact convex polytopes (with rational vertices).

**Proof.** We give a polynomial-time reduction from the Markov Reachability Problem to the problem at hand. Given a column-stochastic matrix \(M \in \mathbb{Q}^{d \times d}\), we define an LTI system comprising a matrix \(A = \text{diag}(M, 0, 0, 1) \in \mathbb{Q}^{(d+3) \times (d+3)}\) and a compact convex polytope

\[ U = \left\{ (-x, y, z, x) : 0 \leq y \leq x, \text{ and } \sum_{i=1}^{d} x_i = z \leq 1 \right\} \subseteq \mathbb{R}^{d+3}. \]

The initial state is \(s = (e_2, 0, 0, 0) \in \mathbb{Q}^{d+3}\) and target state \(t = (0, \frac{1}{2}, 1, 1) \in \mathbb{Q}^{d+3}\).

We argue that \(t\) is reachable from \(s\) if and only if there exists \(n \in \mathbb{N}\) such that \((M^n)_{1,2} \geq \frac{1}{2}\).

First, suppose that there exists \(n \in \mathbb{N}\) such that \((M^n)_{1,2} \geq \frac{1}{2}\). Consider the sequence of controls \(u_0 = \cdots = u_{n-2} = 0\) and \(u_{n-1} = (M^n)_{e_2, 1, 1} \in U\). This sequence steers \(s\) to \(t\).

On the other hand, suppose there exists a sequence of controls \(u_0, \ldots, u_{n-1}\) steering \(s\) to \(t\). The very last dimension implies that a vector in the second set of controls can be played only once, and in the last step. So the sequence of controls is zero vectors except at the last step. Looking at the first coordinate this implies that \((M^n)_{1,2} \geq \frac{1}{2}\).
(1) the set of controls $U \subseteq \mathbb{R}^d$ is a bounded convex polytope that contains $0$ in its relative interior (i.e. $0 \in B \cap \text{Span}(U) \subseteq U$ for some open ball $B$ around $0$);

(2) the spectral radius of $A$ is less than one;

(3) some positive power of $A$ has exclusively real spectrum

The rationale behind those assumptions will be explained in the following paragraphs.

We show decidability of the following problem: given a simple LTI system in dimension $d$ and a bounded convex polytope $Q \subseteq \mathbb{R}^d$, determine whether $Q$ is reachable from $0$. We call this the reachability problem for simple LTI systems. The set of states reachable from $0$ is $A^*(U) := \bigcup_{n=0}^{\infty} \sum_{i=0}^{n} A^i(U)$. Thus the reachability problem for simple LTI systems is equivalent to asking whether $A^*(U)$ meets $Q$.

It is clear that the reachability problem for LTI systems is semi-decidable. Fixing $n \in \mathbb{N}$, the problem of whether $\sum_{i=0}^{n} A^i(U)$ meets a given polytope $Q$ can straightforwardly be cast as a linear program. Iterating over all $n \in \mathbb{N}$ we thus have a semi-decision procedure for reachability.

In the rest of this section we describe a semi-decision procedure for non-reachability. The idea is to use a hyperplane that separates $A^*(U)$ and $Q$ as a certificate of non-reachability, as illustrated in Figure 1. The key technical step here is to show that it suffices to consider hyperplanes whose normal vectors have algebraic entries. To establish this we consider the cone of all hyperplanes that separate $A^*(U)$ and $Q$ and show that the extremal elements of this cone are algebraic. This reasoning heavily relies on the spectral assumptions about the matrix $A$ in the definition of simple LTI systems.

The main difficulty in certifying non-reachability is that the convex set $A^*(U)$ is difficult to describe in general. In particular, it can have infinitely many faces, even though the control polyhedron only has finitely many faces, as illustrated in Figure 2. This is, however, not the only difficulty. Indeed, one might get the impression that they admit a supporting hyperplane with algebraic entries. This reasoning heavily relies on the spectral assumptions.

We first reduce to the case that $A$ is invertible. Write $\mathbb{R}^d = V_0 \oplus V_1$, where $V_0, V_1 \subseteq \mathbb{R}^d$ are $A$-invariant subspaces such that $A$ is nilpotent on $V_0$ (of index at most $d$) and invertible on $V_1$. Then for all $n \geq d$ and $u_0, \ldots, u_n \in U$ we have

$$\sum_{i=0}^{n} A^i u_i \geq \sum_{i=0}^{d-1} A^i u_i + \sum_{i=d}^{n} A^i A^d u_{i+d}. \tag{3}$$

Suppose that $V_1$ has dimension $d$, Pick a basis of $V_1$ and with respect to this basis let $U' \subseteq \mathbb{R}^d$ represent the set $A^*(U) \subseteq V_1$, let $Q' \subseteq \mathbb{R}^d$ represent $(\mathbb{R} - \sum_{i=0}^{d-1} A^i(U))(V_1)$, and let $A'$ represent the linear transformation on $V_1$ induced by $A$. From (3) it is clear that $Q$ is reachable in $L$ if and only if $Q'$ is reachable in the LTI system $L' := (A', U')$, in which $A'$ is an invertible matrix.

Now suppose that $L = (A, U)$ is a simple LTI system in dimension $d$ with $A$ invertible. Let $V \subseteq \mathbb{R}^d$ be the least $A$-invariant subspace that contains $U$. Then restricting $A$ to $V$ one obtains an LTI system in which $A^*(U)$ is full dimensional (with the restriction of $A$ to $V$ remaining invertible).

In the rest of this section we will assume that all simple LTI systems are such that $A^*(U)$ is full dimensional and all eigenvalues of $A$ are strictly positive.

Proposition 3.2. Given a simple LTI system $L = (A, U)$, the reachable set $A^*(U)$ is a convex open subset of $\mathbb{R}^d$ whose closure is $A^\infty(U) := \sum_{i=0}^{\infty} A^i(U)$.

Proof. Since $0 \in U$ it holds that

$$A^*(U) \subseteq A^0(U) + A^1(U) \subseteq A^0(U) + A^1(U) + A^2(U) \subseteq \cdots$$

is an increasing chain of convex subsets of $\mathbb{R}^d$ and hence the union of the chain $A^*(U)$ is convex.

We next show that $A^*(U)$ is open. Now the increasing sequence of vector spaces $V_0 \subseteq V_1 \subseteq \cdots$, where $V_j := \text{Span} \left\{ \sum_{i=0}^{j} A^i(U) \right\}$, stabilises in at most $d$ steps. Thus from the assumption that $A^*(U)$ is full dimensional we conclude that $\sum_{i=0}^{d-1} A^i(U)$ is already full dimensional. Furthermore, by Assumption 1 in the definition of Simple LTI system, we in fact have that $\sum_{i=0}^{d-1} A^i(U)$ contains a full-dimensional subset that is symmetric around $0$ and hence contains $0$ in its interior. Now consider a typical element $\sum_{i=0}^{d-1} A^i u_i \in A^*(U)$. Since $A$ is invertible we have that $A^{n+1}\sum_{i=0}^{d-1} A^i(U) = \sum_{i=0}^{n} A^{i+1} + \sum_{i=n+1}^{d-1} A^i(U)$, which itself is contained in the interior of $A^*(U)$.

\[\frac{d}{r^{\lambda_i}}\] is a root of unity of order $r$ has degree $\frac{d}{r^{\lambda_i}}$ as an algebraic number, where $\phi(r)$ is Euler’s function (see, e.g., [14]). From this fact it is straightforward to compute an upper bound on $M$.
Figure 1: Example of separating hyperplanes $H$ between the reachable set $A^*(U)$ and various targets polytopes $Q$. If $Q$ and $A^*(U)$ are disjoint, we can always separate them by a supporting hyperplane of $A^*(U)$, the closure of $A^*(U)$. The set $\text{Cone}(A^*(U), Q)$ of all separators is crucial to understanding the situation. Note that the direction of such a supporting hyperplane may not always correspond to a facet of $A^*(U)$ or $Q$, in particular see Figure 3.

Figure 2: Example of a simple LTI system where the reachable set $A^*(U)$ is a convex set with infinitely many faces. Note that since $A^*(U)$ is open, we represented its closure $A^*(U)$.

From the fact that the spectral radius of $A$ is strictly less than one it easily follows that $A^*(U)$ is dense in $A^*(U)$, so it remains to observe that $A^*(U)$ is closed. But $A^*(U)$ is a fixed point of the contractive self map $F : X \mapsto A X + U$ on the metric space of all bounded subsets of $\mathbb{R}^d$ under the Hausdorff metric. Such a self-map has a unique fixed point. Moreover, since the collection of compact subsets of $\mathbb{R}^d$ is complete under the Hausdorff metric and is preserved by $F$, we conclude that $A^*(U)$ is compact and thus closed. □

The following is a (version of a) classical result of convex analysis:

**Theorem 3.3 (Theorem of the Separating Hyperplane).** Let $C$ and $D$ be compact convex subsets of $\mathbb{R}^d$. Then $\text{int}(C) \cap D = \emptyset$ if and only if there exists $\tau \in \mathbb{R}^d$ and $b \in \mathbb{R}$ such that $\langle x, \tau \rangle \leq b$ for all $x \in C$ and $\langle x, \tau \rangle \geq b$ for all $x \in D$.

It follows from Proposition 3.2 and Theorem 3.3 that $A^*(U)$ and $Q$ are disjoint if and only if there exists $\tau \in \mathbb{R}^d$ and $b \in \mathbb{R}$ such that $\langle x, \tau \rangle \leq b$ for all $x \in A^*(U)$ and $\langle x, \tau \rangle \geq b$ for all $x \in Q$. This motivates us to define the cone of separators of $A^*(U)$ and $Q$ to be

$$\text{Cone}(A^*(U), Q) := \left\{ \tau \in \mathbb{R}^d : \forall u \in A^*(U) \forall v \in Q, \langle u, \tau \rangle \leq \langle v, \tau \rangle \right\}.$$ 

It is straightforward to verify that $\text{Cone}(A^*(U), Q)$ is a topologically closed cone in $\mathbb{R}^d$. Moreover by the assumption that $A^*(U)$ is full dimensional we have that $\text{Cone}(A^*(U), Q)$ is a pointed cone, that is, for all $\tau \in \mathbb{R}^d$ if both $\tau, -\tau \in \text{Cone}(A^*(U), Q)$ then $\tau = 0$. See Figure 1 for graphical representation of the cone.
Figure 3: Example of simple LTI system in which an extreme point does not belong to a facet: the point $x = (0, 3)$ “at the top” of $A(U)$, on the left, does not belong to any of the infinitely many edges that “converge” to it. In particular $x$ is extreme and exposed but it is not a vertex. It can be separated from $A(U)$ by the hyperplane $y = 3$ which has rational coefficients. However this is not always the case: $B(V)$ has two extreme points that do not belong to any facet and have rational coordinates, but whose (unique) separating hyperplane requires the use of algebraic irrationals. In particular, the normal to the separating hyperplanes is, up to sign, one of the eigenvectors of $B$.

The main goal of Propositions 3.5–3.9 is to show the following lemma. Intuitively, if the boundary of the reachable set is a face, then there is only one possible direction for a separator (the normal to the face) and it is algebraic because the face has an algebraic description (Proposition 3.5). If it is a lower dimensional face, then there is a cone of possible directions and we need to show that it contains an algebraic one. The idea is to choose a vector satisfying particular conditions in the hope that those conditions allow us to recover unicity of the direction (and algebraicity by writing equations with algebraic entries). One such condition is to consider an extremal vector $r$ of the cone. Intuitively, a vector is extremal because of two possible reasons: either because the supporting hyperplane is “blocked” by $Q$ (see Figure 1), then we get (algebraic) equations from $Q$. Or because changing $r$ would change the face that the hyperplane is supporting (see Figure 4), then we get that $r$ is “dominating” in some sense, and this gives us further equations. The crux of the proof is Proposition 3.9 showing that when all factors are considered, there is essentially a unique separating direction and therefore it must be algebraic.

**Lemma 3.4.** If there is a separator of $A(U)$ and $Q$ then there is an algebraic separator.

Given $r \in \mathbb{R}^d$ and a closed set $C \subseteq \mathbb{R}^d$, define

$$
\begin{align*}
\max_r(C) & := \{ \mathbf{v} \in C : \forall \mathbf{w} \in C, \langle \mathbf{v}, \mathbf{r} \rangle \geq \langle \mathbf{w}, \mathbf{r} \rangle \} \\
\min_r(C) & := \{ \mathbf{v} \in C : \forall \mathbf{w} \in C, \langle \mathbf{v}, \mathbf{r} \rangle \leq \langle \mathbf{w}, \mathbf{r} \rangle \}.
\end{align*}
$$

For fixed $r \in \mathbb{R}^d$, note that $(\sum_{i=0}^\infty A^i_r \mathbf{u}_i, \mathbf{r})$ is maximised for $\mathbf{u}_0, \mathbf{u}_1, \ldots \in U$ if and only if each individual inner product $(A^i_r \mathbf{u}_i, \mathbf{r})$ is maximised. In other words,

$$
\max_r(A^\infty_r(U)) = \max_r(A^0_r(U)) + \max_r(A^1_r(U)) + \max_r(A^2_r(U)) + \cdots
$$

(4)

Given $S \subseteq \mathbb{R}^d$, define

$$
\text{Aff}_0(S) = \left\{ \sum_{i=1}^m \lambda_i \mathbf{u}_i : \sum_{i=1}^m \lambda_i = 0 \text{ and } \mathbf{u}_1, \ldots, \mathbf{u}_m \in S, m \in \mathbb{N} \right\}.
$$

Then $\text{Aff}_0(S)$ is a vector subspace of $\mathbb{R}^d$—indeed $\text{Aff}_0(S)$ is the unique translation of the affine hull of $S$ that contains the origin.

**Proposition 3.5.** The vector space $\text{Aff}_0(\max_r(A^\infty_r(U)))$ has a basis of rational vectors and $\text{Aff}_0(\max_r(A^i_r(U))) \subseteq \text{Aff}_0(\max_r(A^\infty_r(U)))$ for any $i \in \mathbb{N}$.

**Proof.** Let $n \in \mathbb{N}$ be such that

$$
\text{Aff}_0(\max_r(A^i_r(U))) \subseteq \text{Aff}_0(\max_r(A^0_r(U))) + \cdots + \text{Aff}_0(\max_r(A^n_r(U)))
$$

(5)

for all $i \in \mathbb{N}$. Such an $n$ exists since the right-hand side of (5) forms an increasing family of subspaces of $\mathbb{R}^d$ as $n \to \infty$ and such a sequence must eventually stabilize. We claim that

$$
\text{Aff}_0(\max_r(A^\infty_r(U))) = \text{Aff}_0(\max_r(A^0_r(U))) + \cdots + \text{Aff}_0(\max_r(A^n_r(U))).
$$

(6)

From the claim it follows that $\text{Aff}_0(\max_r(A^\infty_r(U)))$ has a basis of rational vectors since $\max_r(A^i_r(U))$ is bounded polytope with rational vertices for $i = 0, \ldots, n$.

It remains to prove the claimed equality (6). The left-to-right inclusion follows directly from Equations (4) and (5). For the right-to-left inclusion, it suffices to note that for all $i \in \mathbb{N}$ we have that $\text{Aff}_0(\max_r(A^i_r(U))) \subseteq \text{Aff}_0(\max_r(A^\infty_r(U)))$. Indeed, suppose that $A^i_r \mathbf{u}, A^i_r \mathbf{v} \in \max_r(A^i_r(U))$ for some $\mathbf{u}, \mathbf{v} \in U$ and $i \in \mathbb{N}$. Define $\mathbf{u}_j, \mathbf{v}_j \in U$ for $j, i \in \mathbb{N}$ by $\mathbf{u}_j = \mathbf{u}, \mathbf{v}_j = \mathbf{v}$, and $A^i_r \mathbf{u}_j = A^i_r \mathbf{v}_j$ for $j \neq i$. Then

$$
A^i_r \mathbf{u} - A^i_r \mathbf{v} = \sum_{j=0}^\infty A^i_r \mathbf{u}_j - \sum_{j=0}^\infty A^i_r \mathbf{v}_j \in \text{Aff}_0(\max_r(A^\infty_r(U))).
$$

\[ \Box \]

**Proposition 3.6.** Let the eigenvalues of matrix $A \in \mathbb{Q}^{d \times d}$ be $0 < \lambda_1 < \ldots < \lambda_k$. Then there is a collection of bilinear forms $L_{ij} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ with algebraic coefficients such that for all $\mathbf{u}, \mathbf{r} \in \mathbb{R}^d$ we have

$$
\langle A^\infty_r \mathbf{u}, \mathbf{r} \rangle = \sum_{i=1}^k \sum_{j=0}^{d-1} \left( \sum_{l=0}^\infty \lambda_l^i L_{ij} \right) \mathbf{u}_l \mathbf{r}.
$$

(7)
Theorem. By the Jordan–Chevalley decomposition, we have $A = P^{-1}DP + N$ where $D$ is diagonal, $N$ is nilpotent, $P^{-1}DP$ and $N$ commute, and all matrices have algebraic coefficients and can be computed. Moreover we can write $D = \lambda_1D_1 + \cdots + \lambda_kD_k$ for appropriate idempotent diagonal matrices $D_1, \ldots, D_k$. Then for all $n \in \mathbb{N}$ we have

$$\langle A^n(u, \tau), \tau \rangle = \tau^T(P^{-1}DP + N)^n u = \tau^T \sum_{j=0}^{\infty} \binom{n}{j} P^{-1}D^{n-j}P^n u$$

$$= \tau^T \sum_{j=0}^{\infty} \binom{n}{j} P^{-1}(\lambda_1^{n-j}D_1 + \cdots + \lambda_k^{n-j}D_k)P^n u$$

$$= \sum_{i=1}^{k} \sum_{j=0}^{d-1} \binom{n}{j} \lambda_i^j \langle L_i, u \rangle \tau$$

where $L_i(u, \tau)$ is defined in (8). This concludes the proof because each $L_i$ is a linear subspace of algebraic coefficients. □

Given $\tau \in \mathbb{R}^d$, define $\text{Dom}_f(\tau)$ to be the linear subspace of $\mathbb{R}^d$ comprising all $\tau'$ such that for all $u, u' \in \text{Ext}(U)$ and every bilinear form $L_{ij}$ as in (7) if $L_{ij}(u - u', \tau) = 0$ then $L_{ij}(u - u', \tau') = 0$. It is clear that $\text{Dom}_f(\tau)$ that has a basis of vectors of Whose entries are algebraic numbers. Indeed, $\tau' \in \text{Dom}_f(\tau)$ if and only if some equations of the form $L_{ij}(u - u', \tau) = 0$ but $L_{ij}$ is a linear subspace, which has algebraic coefficients and $u, u'$ have algebraic coefficients. See Figure 4 for a geometrical intuition of this notion.

We say that a sequence of real numbers $(x_n : n \in \mathbb{N})$ is positive if $x_n > 0$ for all $n \in \mathbb{N}$. Moreover, we say that $(x_n : n \in \mathbb{N})$ is ultimately positive if there exists $N \in \mathbb{N}$ such that $x_n > 0$ for all $n \geq N$.

Proposition 3.7. Suppose that $\tau, \tau' \in \mathbb{R}^d$ are such that $\tau' \in \text{Dom}_f(\tau)$. Then for all $u, u' \in \text{Ext}(U)$, if the sequence $\langle A^n(u - u'), \tau \rangle$ is positive (resp. ultimately positive) then there exists $\tau > 0$ such that the sequence $\langle A^n(u - u'), \tau + \epsilon \tau' \rangle$ is also positive (resp. ultimately positive).

Proof. By Proposition 3.6 we have that

$$\langle A^n(u - u'), \tau \rangle = \sum_{i=1}^{k} \sum_{j=0}^{d-1} \binom{n}{j} \lambda_i L_{ij}(u - u', \tau).$$

Define a dominance ordering $\prec$ on the terms in (9), where $(\binom{n}{j} \lambda_i^j) \prec (\binom{n}{j} \lambda_j^j)$ if $\lambda_i < \lambda_j$ or $\lambda_i = \lambda_j$ and $j < \ell$. Clearly $(\binom{n}{j} \lambda_i^j) \prec (\binom{n}{j} \lambda_j^j)$ implies that $(\binom{n}{j} \lambda_j^j) \prec (\binom{n}{j} \lambda_i^j)$ as $n \to \infty$.

Let $(\binom{n}{j} \lambda_i^j)_{ij}$ be the dominant term in the expansion (9) of $\langle A^n(u - u'), \tau \rangle$. Since $\tau' \in \text{Dom}_f(\tau)$, the expansion of $\langle A^n(u - u'), \tau' \rangle$ does not have any term that strictly dominates $(\binom{n}{j} \lambda_i^j)$. It follows

$\text{that } \langle A^n(u - u'), \tau' \rangle = O(\langle A^n(u - u'), \tau \rangle)$ as $n \to \infty$. In particular, there exists absolute constants $N \in \mathbb{N}$ and $K > 0$ such that

$$|\langle A^n(u - u'), \tau \rangle| \leq K|\langle A^n(u - u'), \tau \rangle|$$

for all $n \geq N$, since the sequence $\langle A^n(u - u'), \tau \rangle$ is positive (resp. ultimately positive, in which case we just have to take $N$ large enough). Then for any $\epsilon > 0$ and $n \geq N$,

$$\langle A^n(u - u'), \tau + \epsilon \tau' \rangle = \langle A^n(u - u'), \tau \rangle + \epsilon \langle A^n(u - u'), \tau' \rangle$$

$$\geq (1 - \epsilon K)|\langle A^n(u - u'), \tau \rangle| > 0$$

if $\epsilon < K^{-1}$. In particular, this proves that $\langle A^n(u - u'), \tau + \epsilon \tau' \rangle$ is ultimately positive. On the other hand, for $n < N$, observe that since

$$\langle A^n(u - u'), \tau + \epsilon \tau' \rangle = \langle A^n(u - u'), \tau \rangle + \epsilon \langle A^n(u - u'), \tau' \rangle$$

by making $\epsilon$ small enough we can ensure that $\langle A^n(u - u'), \tau + \epsilon \tau' \rangle$ is positive if $\langle A^n(u - u'), \tau \rangle$ is positive.

□

Proposition 3.8. Let $\tau, \tau' \in \mathbb{R}^d$ be such that $\tau' \in \text{Dom}_f(\tau)$ and $\tau \in \text{Aff}_0(\max_\tau(\text{Aff}(U)))$. Then for $\tau$ sufficiently small we have $\max_\tau(\text{Aff}(U)) \subseteq \text{max}_{\tau+\epsilon \tau'}(\text{Aff}(U)))$.

Proof. Define the set of eventually $\tau$-maximizing inputs to be

$$U_{\tau} = \{ u \in \text{Ext}(U) : \forall \tau \in \text{Ext}(U) : \langle A^n(u - u'), \tau \rangle \text{ is identically } 0 \text{ or ultimately positive} \}.$$

We claim that $U_{\tau}$ is non-empty. To see this, note that every sequence of the form $\langle A^n(u - u'), \tau \rangle$ is either identically zero or ultimately negative or ultimately positive (depending on the sign of its leading term). Thus we can define a linear preizer on the vertices of $U$ in which $u$ greater than $u'$ if the sequence $\langle A^n(u - u'), \tau \rangle$ is ultimately non-negative. Since $U$ has a finite number of vertices, there is a maximal element under this preorder, which is then an element of $U_{\tau}$. This establishes the claim. We further observe that if $\sum_{i=0}^{\infty} A^i u_i \in \text{max}_\tau(\text{Aff}(U))$ then there exists $N \in \mathbb{N}$ such that for all $i \geq N$, $u_i \in \text{Conv}(U_{\tau})$, i.e., after some point the input $u_i$ must be chosen in the convex hull of the set of eventually $\tau$-maximizing inputs.

We claim that for $\epsilon > 0$ small enough we have $\max_\tau(\text{Aff}(U)) \subseteq \text{max}_{\tau+\epsilon \tau'}(\text{Aff}(U)))$ for $i = 0, \ldots, N-1$. Indeed, $\text{Aff}_0(\max_\tau(\text{Aff}(U))) \subseteq \text{Aff}_0(\max_{\tau+\epsilon \tau'}(\text{Aff}(U)))$ by Proposition 3.5, thus $\tau' \in \text{Aff}_0(\max_{\tau+\epsilon \tau'}(\text{Aff}(U)))$.

Let $A u \in \text{max}_\tau(\text{Aff}(U))$ and $u' \in U$, then $\langle A(u - u'), \tau \rangle \geq 0$. There are two cases to consider: if $\langle A(u - u'), \tau \rangle = 0$ then $A u \in \text{max}_\tau(\text{Aff}(U))$ thus $\langle A(u - u'), \tau + \epsilon \tau' \rangle = \epsilon \langle A(u - u'), \tau' \rangle = 0$. If $\langle A(u - u'), \tau \rangle > 0$ then $\langle A(u - u'), \tau + \epsilon \tau' \rangle = \epsilon \langle A(u - u'), \tau + \epsilon \tau' \rangle \geq 0$ for small enough $\epsilon$.

We claim that $U_{\tau} \subseteq U_{\tau'}$ for $\epsilon$ sufficiently small. Aside we have seen that for $\epsilon$ small enough we have $\text{max}_\tau(\text{Aff}(U)) \subseteq \text{max}_{\tau+\epsilon \tau'}(\text{Aff}(U)))$ for $i = 0, \ldots, N-1$. It follows that for $\epsilon$ sufficiently small we have $\text{max}_\tau(\text{Aff}(U)) \subseteq \text{max}_{\tau+\epsilon \tau'}(\text{Aff}(U)))$, as we wanted to prove.

It remains to prove the claim. To this end, consider $u \in U_{\tau'}$ and $\omega \in \text{Ext}(U)$. If the sequence $\langle A^n(u - u'), \tau \rangle$ is identically zero then also $\omega \in U_{\tau'}$. Since $\tau' \in \text{Aff}_0(\max_{\tau+\epsilon \tau'}(\text{Aff}(U)))$ for all $i \in \mathbb{N}$ it follows that $\langle A^n(u - u'), \tau + \epsilon \tau' \rangle$ is also identically zero. On the other hand, if $\langle A^n(u - u'), \tau \rangle$ is ultimately positive then for $\epsilon$ small enough $\langle A^n(u - u'), \tau + \epsilon \tau' \rangle$ is also ultimately positive by Proposition 3.7. This proves the claim and concludes the proof. □
Thus we must have \( \langle \omega, \varepsilon \rangle \) and consequently that \( \min \langle \omega, \varepsilon \rangle \) and \( \varepsilon \) are asymptotically dominant. Thus the face of \( A^\infty(Q) \) in direction \( \varepsilon + \varepsilon' \) is the same as the one in direction \( \varepsilon \) for small \( \varepsilon \) (see Proposition 3.8), as illustrated on the right. When \( \varepsilon' \) asymptotically dominates \( \varepsilon \), any perturbation of \( \varepsilon \) will result in a different face, as illustrated on the left. In particular this can happen when there is an infinite number of faces converging to a single point (as in Figure 3).

**Figure 4:** The set \( \text{Dom}_F(\tau) \) contains directions \( \varepsilon' \) such that the sequence \( \langle A^\infty(u - u'), \varepsilon \rangle \) does not asymptotically dominate \( \langle A^\infty(u - u'), \varepsilon \rangle \) in absolute value for all \( u, u' \in U \). Intuitively, eventual \( \tau \) maximizers in \( U \) are also eventual \( \varepsilon + \varepsilon' \) maximizers for \( \varepsilon \) small enough. Thus the face of \( A^\infty(Q) \) in direction \( \varepsilon + \varepsilon' \) is the same as the one in direction \( \varepsilon \) for small \( \varepsilon \) (see Proposition 3.8), as illustrated on the right. When \( \varepsilon' \) asymptotically dominates \( \varepsilon \), any perturbation of \( \varepsilon \) will result in a different face, as illustrated on the left. In particular this can happen when there is an infinite number of faces converging to a single point (as in Figure 3).

**Proof.** We first show the right-to-left inclusion, for which it suffices to show that \( \tau \) lies in the left-hand side. It is clear that \( \tau \in \text{Aff}_0(\max_{\tau}(A^\infty(U))) \) and \( \tau \in \text{Aff}_0(\min_{\tau}(Q)) \) (e.g., if \( u, v \in \min_{\tau}(Q) \) then we have \( \langle u, \tau \rangle = \langle v, \tau \rangle \) and hence \( \langle u - v, \tau \rangle = 0 \). Now consider \( u \in \max_{\tau}(A^\infty(U)) \) and \( v \in \min_{\tau}(Q) \). By definition we have \( \langle u, \tau \rangle \leq \langle v, \tau \rangle \). But if \( \langle u, \tau \rangle < \langle v, \tau \rangle \), then since both \( A^\infty(U) \) and \( Q \) are bounded we can have that \( \tau \) lies in the interior of \( \text{Cone}(A^\infty(U)), Q) \) contradicting the assumption that \( \tau \) is extremal. Thus we must have \( \langle u, \tau \rangle = \langle v, \tau \rangle \). Hence \( \langle u - v, \tau \rangle = 0 \). We conclude that \( \tau \in \text{Aff}_0(\max_{\tau}(A^\infty(U))) \cup \min_{\tau}(Q)) \). This completes the proof of the right-to-left inclusion.

For the left-to-right inclusion, consider a vector \( \varepsilon' \) contained in the left-hand side of (10). We claim that for suitably small \( \varepsilon \in \mathbb{R} \), both \( \tau + \varepsilon \varepsilon' \) and \( \tau - \varepsilon \varepsilon' \) lie in \( \text{Cone}(A^\infty(U), Q) \) since \( \tau \) is extremal in \( \text{Cone}(A^\infty(U), Q) \). We conclude that \( \tau \in \text{Span}(\varepsilon) \).

It remains to prove the claim. To this end, notice that for \( u \in \max_{\tau}(A^\infty(U)) \), \( v \in \min_{\tau}(Q) \), and \( \varepsilon \in \mathbb{R} \), we have \( \langle u - v, \tau + \varepsilon \varepsilon' \rangle = \langle u - v, \tau \rangle + \varepsilon \langle u - v, \varepsilon' \rangle \) for \( \varepsilon \) suitably small we have \( \max_{\tau}(A^\infty(U)) \subseteq \max_{\tau+\varepsilon\varepsilon'}(A^\infty(\tau)) \). Similar but simpler reasoning to the proof of Proposition 3.8 also yields that \( \min_{\tau}(Q) \subseteq \min_{\tau+\varepsilon\varepsilon'}(Q) \) for \( \varepsilon \) small enough. It follows that \( \langle u, \tau + \varepsilon \varepsilon' \rangle = \langle v, \tau \rangle + \varepsilon \langle u, \varepsilon' \rangle \) for \( u \in \max_{\tau+\varepsilon\varepsilon'}(A^\infty(U)) \) and all \( v \in \min_{\tau+\varepsilon\varepsilon'}(Q) \). Thus \( \tau + \varepsilon \varepsilon' \) separates \( \text{Cone}(\tau) \) from \( Q \), establishing the claim.

We can now show our separation lemma.

**Proof of Lemma 3.4.** Recall that \( \text{Cone}(A^\infty(U), Q) \) is a closed pointed cone. It follows that it has an extremal vector \( \tau \). By Proposition 3.5 and Proposition 3.9 we can assume that all entries of \( \tau \) are algebraic. Indeed we have already noted that \( \text{Dom}_F(\tau) \) and \( \text{Aff}_0(\min_{\tau}(Q)) \) have a basis of rational vectors. We conclude that if there is a separator of \( \tau \) and \( Q \) then there is an algebraic separator. \( \square \)

**Theorem 3.10.** The reachability problem for simple LTI systems is decidable.

**Proof.** As we have noted above, it suffices to give a semi-decision procedure to show that a target \( Q = \{ u \in \mathbb{R}^d \} \) is reachable in a given LTI system \( L = (A, U) \). To show this we enumerate all vectors \( \tau \in \mathbb{R}^d \) with algebraic entries and determine whether \( \tau \) separates \( A^\infty(U) \) from \( Q \). That is, whether

\[
\{ \langle u, \tau \rangle : u \in A^\infty(U) \} \subseteq \min \{ \langle u, \tau \rangle : v \in Q \} .
\]

It is straightforward to calculate right-hand side in (11). To compute left-hand side the idea is to find some eventually \( \tau \)-maximising input \( u \in \text{Ext}(U) \) and corresponding threshold \( N \in \mathbb{N} \) such that for all \( v \in \text{Ext}(U) \) and all \( i \in N \) we have \( \langle A_i^\tau u, \tau \rangle \geq \langle A_i^\tau v, \tau \rangle \). Given \( u \) and \( N \), we obtain an element of \( \max_{\tau}(A^\infty(U)) \) as

\[
\sum_{i=0}^{N-1} A_i^\tau u + A^\infty u = \sum_{i=0}^{N-1} A_i^\tau u + A^\infty(I - A)^{-1} u
\]

where \( u_i \in \max_{\tau}(A^\infty(U)) \) for \( i = 0, \ldots, N-1 \).

It remains to find such a \( u \) and \( N \). For this we consider each sequence of the form \( \langle A^\tau(v - w), \tau \rangle \) for \( v, w \in \text{Ext}(U) \). Each such sequence is either identically zero, ultimately positive, or ultimately negative. Moreover by examining the dominant term of the sequence we can decide which of these eventualities is the case and, in case of an ultimately positive sequence, compute the index from which the sequence becomes positive. Clearly this is enough to determine which of the extremal points of \( U \) is an ultimate \( \tau \)-maximiser and to determine the corresponding threshold \( N \). \( \square \)

**4 CONCLUSION**

Our main result showed decidability of the LTI Reachability Problem for so-called simple LTI systems. The most restrictive condition in the notion of a simple LTI system (see Section 3) is that
some power of the transition matrix have real spectrum. This assumption was crucial in proving that every unreachable point is an irrational multiple of $\pi$ and the sign of $\cos(n\theta)$ is hard to analyse. In particular, we do not know if the resulting sum is an algebraic number.
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A UNDECIDABILITY FOR INVERTIBLE MATRIX PROBLEMS

Given $k+1$ invertible matrices $A_1, \ldots, A_k, C \in \mathbb{Q}^{d \times d}$, the generalized matrix powering problem for invertible matrices consists in deciding whether there exist $n_1, \ldots, n_k \in \mathbb{Z} \setminus \{0\}$ such that

$$\prod_{i=1}^{k} A_i^{n_i} = C.$$

The following results are folklore but we could not find any proof of them in the literature.

**Theorem A.1.** The generalized matrix powering problem for invertible matrices is undecidable.

**Proof.** We will show this result by reducing from Hilbert’s Tenth Problem. Given a polynomial $p \in \mathbb{Z}[n_1, \ldots, n_k]$, it is easy to express $p(n_1, \ldots, n_k)$ as a conjunction of relations of the following form (noting that we may need to introduce new variables):

- $z = k$, where $k \in \mathbb{Z}$
- $z = x + y$
- $z = xy.$

We start by showing how to encode each of these as an instance of the generalized matrix powering problem for invertible matrices. Firstly, note that

$$z = k \Leftrightarrow \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}^z = \begin{pmatrix} 1 & k \\ 0 & 1 \end{pmatrix}.$$

Secondly, note that

$$z = x + y \Leftrightarrow \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}^x \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}^y \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.$$

Thirdly, note that

$$z = xy \Leftrightarrow \exists x', y' \in \mathbb{Z}, \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & x - x' & z - xy \\ 0 & 1 & y - y' \\ 0 & 0 & 1 \end{pmatrix}$$

and that the latter matrix is just equal to

$$\begin{pmatrix} 1 & 0 & -1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}^x \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}^{x'} \begin{pmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$

Finally, conjunction can be achieved by making use of separate matrix blocks:

$$\begin{pmatrix} 1 & 0 & -1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.$$

**Definition A.2.** Given invertible matrices $A_1, \ldots, A_k \in \mathbb{Q}^{d \times d}$ and two non-zero vectors $x, y \in \mathbb{Q}^d$, the vector reachability problem for invertible matrices consists in deciding whether there exist $n_1, \ldots, n_k \in \mathbb{Z} \setminus \{0\}$ such that

$$\prod_{i=1}^{k} A_i^{n_i} x = y.$$

**Theorem A.3.** The vector reachability problem for invertible matrices is undecidable.