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Abstract

In recent work, Wang \textit{et al} introduced the “Sum of Single Effects” (SuSiE) model, and showed that it provides a simple and efficient approach to fine-mapping genetic variants from individual-level data. Here we present new methods for fitting the SuSiE model to summary data, for example to single-SNP $z$-scores from an association study and linkage disequilibrium (LD) values estimated from a suitable reference panel. To achieve this we introduce a simple strategy that could be used to extend \textit{any} individual-level data method to deal with summary data. In essence, this strategy replaces the usual regression likelihood with an analogous likelihood based on summary data, exploiting the close connection between the two. Our strategy also has the benefit of dealing automatically with non-invertible LD matrices, which arise frequently in fine-mapping applications, and can complicate inference. We highlight other common practical issues in fine-mapping with summary data, including problems caused by inconsistencies between the $z$-scores and LD estimates, and we develop diagnostics to identify these inconsistencies. We also present a new refinement procedure that improves model fits in some data sets, and hence improves overall reliability of the SuSiE fine-mapping results. Simulation studies show that SuSiE applied to summary data is competitive, in both speed and accuracy, with the best available fine-mapping methods for summary data.

Introduction

Fine-mapping is the process of narrowing down genetic association signals to a small number of potential causal variants \cite{1,4}, and it plays an important part in the effort to understand the genetic causes of diseases \cite{5,6}. However, fine-mapping is a difficult problem due to the strong and complex correlation patterns (“linkage disequilibrium”, or LD) that exist among nearby genetic variants. Many different methods and algorithms have been developed to tackle the fine-mapping problem \cite{2,7-19}. In recent work, Wang \textit{et al} \cite{17} introduced a new approach to fine-mapping, SuSiE (short for “SUm of Single Effects”), which has several advantages over existing approaches: it is more computationally scalable; and it provides a new, simple way to calculate “credible sets” of putative causal variants \cite{2,20}. However, the algorithms in \cite{17} also have an important limitation: they require individual-level genotype and phenotype data. In
contrast, many other fine-mapping methods require only access to summary data, such as z-scores from single-SNP association analyses and an estimate of LD patterns from a suitable reference panel \([7,8,11-13,15,16]\). This is useful because individual-level data are often difficult to obtain, both for practical reasons, such as the need to obtain many data sets collected by many different researchers, and for reasons to do with consent and privacy. On the other hand, summary data are much easier to obtain, and many publications share such summary data \([21]\).

In this paper, we introduce new variants of \(SuSiE\) for performing fine-mapping from summary data. First, we describe a variant, \(SuSiE-suff\), that works with a particular type of summary data—sufficient statistics (explained below)—and yields exactly the same results as applying \(SuSiE\) to individual-level data. The limitation of \(SuSiE-suff\) is that the sufficient statistics are often not fully available. Therefore, we introduce another variant, \(SuSiE-RSS\), which does not exactly reproduce the results of applying \(SuSiE\) to individual-level data, but has the advantage that it works with types of summary data that are more commonly available, namely z-scores from single-SNP association tests and LD estimates from suitable reference panels. These summary statistics are frequently made available when a genome-wide association study (GWAS) is published, so \(SuSiE-RSS\) greatly expands the potential for the \(SuSiE\) fine-mapping approach to be applied to existing genetic association studies.

A more general contribution of our work is to highlight and clarify the close connection between individual-level data methods and summary data methods. This close connection arises because, as we show here, the models usually used for summary data yield a likelihood, which we call the RSS-Z likelihood \([14]\), that is very similar in form to the likelihood from an individual-level regression model. Here we exploit this connection to develop a single algorithm that can fit the \(SuSiE\) model to both individual-level data and summary data. However, this connection between the individual-level and summary data likelihoods is quite general, and not specific to the \(SuSiE\) model. Our work therefore provides a template that could be used to extend any individual-data method to work with summary data. Our approach also automatically deals with non-invertible LD matrices, which arise frequently in fine-mapping, and we argue, through both theory and example, that it provides a simpler and better solution to this issue than some existing approaches.

In addition to extending \(SuSiE\) to work with summary data, we introduce several other methodological innovations. Some of these innovations are not specific to \(SuSiE\) and could be used to adapt other statistical methods for individual-level data to deal with summary data. We describe methods for identifying “allele flips”—alleles that are (erroneously) encoded differently in the study and reference data—and other inconsistencies in the summary data. We illustrate through an example how a single allele flip can lead to inaccurate fine-mapping results, emphasizing the importance of careful quality control when performing fine-mapping using summary data. We also introduce a new refinement procedure for \(SuSiE\) that sometimes improves the estimates from the original fitting procedure.

**Methods**

We begin with some background and notation. Let \(y \in \mathbb{R}^N\) denote the phenotypes of \(N\) individuals in a genetic association study, and let \(X \in \mathbb{R}^{N \times J}\) denote their corresponding genotypes at \(J\) genetic variants (SNPs). To simplify the presentation, we assume the \(y\) are quantitative and approximately normally distributed, and that both \(y\) and the columns of \(X\) are centered to have mean zero, which avoids the need for an intercept term in \([1]\) below \([22]\). We elaborate on treatment of binary and case-control phenotypes in the Discussion below.
Fine-mapping is usually performed by fitting the multiple linear regression model

\[ y = Xb + e, \]  

where \( b = (b_1, \ldots, b_J)^T \) is a vector of multiple regression coefficients, \( e \) is an \( N \)-vector of error terms distributed as \( e \sim N_N(0, \sigma^2 I_N) \), with (typically unknown) residual variance \( \sigma^2 > 0 \), \( I_N \) is the \( N \times N \) identity matrix, and \( N_r(\mu, \Sigma) \) denotes the \( r \)-variate normal distribution with mean \( \mu \) and variance \( \Sigma \).

In this multiple regression framework, the question of which SNPs are affecting \( y \) becomes a problem of “variable selection”; that is, identifying which elements of \( b \) are not zero. While many methods exist for variable selection in multiple regression, fine-mapping has some special features—typically very high correlations among some columns of \( X \) and very sparse \( b \)—that make Bayesian methods with sparse priors a preferred approach (e.g., \([7–9]\)). These methods specify a sparse prior for \( b \), and perform inference by approximating the posterior distribution \( p(b | X, y) \). In particular, the evidence for SNP \( j \) having a non-zero effect is often summarized by the “posterior inclusion probability” (PIP),

\[ \text{PIP}_j := \Pr(b_j \neq 0 | X, y). \]  

The Sum of Single Effects (SuSiE) model

The key idea behind SuSiE \([17]\) is to write \( b \) as a sum,

\[ b = \sum_{l=1}^L b_l, \]  

in which each vector \( b_l = (b_{l1}, \ldots, b_{lj})^T \) is a “single effect” vector; that is, a vector with exactly one non-zero element. The representation (3) allows that \( b \) has at most \( L \) non-zero elements, where \( L \) is a user-specified upper bound on the number of effects. (For example if single-effect vectors \( b_1 \) and \( b_2 \) have non-zero element at the same SNP \( j \), \( b \) will have fewer than \( L \) non-zeros.)

The special case \( L = 1 \) corresponds to the assumption that a region has exactly one causal SNP (which we use as shorthand for a SNP with a non-zero effect): in \([17]\) this special case is called the “single effect regression” (SER) model. The SER is particularly convenient because posterior computations are analytically tractible \([9]\); consequently, despite its clear limitations, the SER has been widely used \([2,23–25]\).

For \( L > 1 \), Wang \textit{et al} \([17]\) introduced a simple model fitting algorithm, which they called Iterative Bayesian Stepwise Selection (IBSS). In brief, IBSS iterates through the single-effect vectors \( l = 1, \ldots, L \), at each iteration fitting \( b_l \) while keeping the other single-effect vectors fixed. By construction, each step thus involves fitting an SER, which, as noted above, is straightforward. Wang \textit{et al} \([17]\) show that IBSS can be understood as computing an approximate posterior distribution \( p(b_1, \ldots, b_L | X, y, \sigma^2) \), and that the algorithm iteratively optimizes an objective function known as the “evidence lower bound” (ELBO).

Summary data for fine-mapping

Motivated by the difficulties in accessing the individual-level data \( X, y \) from most studies, researchers have developed fine-mapping approaches that work with more available “summary data”. Here we develop methods that use various combinations of the following summary data:
(i) Vectors \( \hat{\mathbf{b}} = (\hat{b}_1, \ldots, \hat{b}_J)^\top \) and \( \hat{s} = (\hat{s}_1, \ldots, \hat{s}_J)^\top \) containing estimates of marginal association for each SNP \( j \), and corresponding standard errors, from a simple linear regression:

\[
\hat{b}_j := \frac{x_j^\top y}{x_j^\top x_j},
\]

(4)

\[
\hat{s}_j := \left[ (y - x_j \hat{b}_j)^\top (y - x_j \hat{b}_j) / (N x_j^\top x_j) \right]^{1/2}.
\]

(5)

An alternative to \( \hat{\mathbf{b}}, \hat{s} \) is the vector \( \hat{\mathbf{z}} = (\hat{z}_1, \ldots, \hat{z}_J)^\top \) of z-scores:

\[
\hat{z}_j := \frac{\hat{b}_j}{\hat{s}_j},
\]

(6)

Many studies provide \( \hat{\mathbf{b}}, \hat{s} \) (see [21] for examples), and many more provide the z-scores, or data that can be used to compute the z-scores (e.g., \( \hat{z}_j \), can be recovered from the p-value and the sign of \( \hat{b}_j \) [26]).

(ii) An estimate, \( \hat{\mathbf{R}} \), of the in-sample LD matrix, \( \mathbf{R} \). To be precise, \( \mathbf{R} \) is the \( J \times J \) SNP-by-SNP sample correlation matrix,

\[
\mathbf{R} := D_X^{-1/2} X^\top X D_X^{-1/2}
\]

(7)

where \( D_X := \text{diag}(X^\top X) \) is a diagonal matrix that ensures the diagonal entries of \( \mathbf{R} \) are all 1. Usually the estimate \( \hat{\mathbf{R}} \) is taken to be an “out-of-sample” LD matrix—that is, the sample correlation matrix of the same \( J \) SNPs in a suitable reference panel, chosen to be genetically similar to the study population, possibly with additional shrinkage or banding steps to improve accuracy [14].

(iii) Optionally, the sample size \( N \) and the sample variance of \( y \). (Since \( y \) is centered, the sample variance of \( y \) is simply \( y^\top y / N \).) Knowing these quantities is obviously equivalent to knowing \( y^\top y \) and \( N \), so for brevity we will use the latter. These quantities are not required, but they can be helpful as we will see later.

\textbf{SuSiE with summary data}

We now describe methods to fit the SuSiE model [13] using summary data in various forms.

First, we consider a special type of summary data, called “sufficient statistics,” which contain exactly the same information as the individual-level data \( \mathbf{X}, y \). For example, it turns out that the summary data \( \hat{\mathbf{b}}, \hat{s}, \mathbf{R}, y^\top y, N \) are sufficient statistics (and crucially, \( \mathbf{R} \) must be the in-sample LD matrix, and not an estimate of it). For these sufficient statistics, we describe an algorithm, SuSiE-suff, that exactly recapitulates the results that would be obtained by running SuSiE on the original data \( \mathbf{X}, y \).

Second, we consider the case where we have access to summary data—for example, \( \hat{\mathbf{z}}, \hat{\mathbf{R}} \)—but not sufficient statistics. In this case, it is not possible to exactly recapitulate the results that would be obtained from the individual-level data \( \mathbf{X}, y \), but approximations are possible. Building on SuSiE-suff, we develop a second method, SuSiE-RSS, for summary data that are not sufficient statistics.

\textbf{SuSiE with sufficient statistics: SuSiE-suff}

The IBSS algorithm of [17] fits the SuSiE model to individual-level data \( \mathbf{X}, y \). The data enter the SuSiE model only through the likelihood, which from (1) is

\[
\ell(b, \sigma^2; \mathbf{X}, y) = (2\pi\sigma^2)^{-N/2} \exp \left\{ -\frac{1}{2\sigma^2} (y^\top y - 2b^\top X^\top y + b^\top X^\top X b) \right\}.
\]

(8)
This likelihood clearly depends on the data only through $X^\top X$, $X^\top y$, $y^\top y$, $N$, and so these are sufficient statistics. Indeed, careful inspection of the IBSS algorithm in \cite{17} confirms that it depends on the data only through these sufficient statistics. Thus, by rearranging the computations we can obtain a variant of IBSS that fits the SuSiE model using these sufficient statistics; see Algorithm 1 in Detailed Methods. We call this method SuSiE-suff.

It is easy to show that the sufficient statistics $X^\top X$, $X^\top y$, $y^\top y$, $N$ can be computed from the more familiar quantities $\hat{b}$, $\hat{s}$, $R$, $y^\top y$, $N$; see Lemma 1 in Detailed Methods. Thus these more familiar quantities are also sufficient, and can be used in SuSiE-suff.

When SuSiE-suff is applied to sufficient statistics it produces exactly the same result as the original IBSS algorithm applied to $X$, $y$. However, the computational complexity of the two algorithms is different: whereas the original algorithm requires $O(NJ^2)$ operations per iteration, SuSiE-suff requires $O(J^2)$ operations per iteration. (The number of iterations should be the same.) When $N \gg J$, which is often the case in fine-mapping applications, SuSiE-suff will usually be faster. However, computing the $J \times J$ matrix $R$ (or $X^\top X$) — which is required for SuSiE-suff but not for the original algorithm — is expensive, requiring $O(NJ^2)$ operations. (We note that convenient and efficient software exists to do this computation, including PLINK \cite{27} and LDstore \cite{28}.) In practice then choosing between SuSiE and SuSiE-suff may depend on one’s preferred workflow—whether or not one prefers to precompute $R$.

Note that if $\sigma^2$ is fixed then the likelihood \cite{8}, as a function of $b$, depends on the data $X$, $y$ only through $X^\top X$, $X^\top y$. So if $\sigma^2$ is fixed then SuSiE-suff requires only $X^\top X$, $X^\top y$ to produce the same results as SuSiE.

In what follows it is helpful to make the dependence of the likelihood on the sufficient statistics explicit. We define

$$\ell_{\text{suff}}(b, \sigma^2; S_{xx}, s_{xy}, s_{yy}, N) := (2\pi \sigma^2)^{-N/2} \exp \left\{ -\frac{1}{2\sigma^2} (s_{yy} - 2b^\top s_{xy} + b^\top S_{xx} b) \right\}. \quad (9)$$

so that the two likelihoods are the same so long as the sufficient statistics $S_{xx}, s_{xy}, s_{yy}$ are obtained correctly from $X$, $y$:

$$\ell_{\text{suff}}(b, \sigma^2; X^\top X, X^\top y, y^\top y, N) = \ell(b, \sigma^2; X, y).$$

**SuSiE with non-sufficient summary statistics: SuSiE-RSS**

We now describe an extension of SuSiE for non-sufficient summary data, specifically for $z$ and $\hat{R}$, which are the single-SNP $z$-scores \cite{6} and an estimated LD matrix. Our strategy for doing this is quite general, and could be used to adapt any multiple regression method for individual-level data $X$, $y$ to work for $\hat{z}$, $\hat{R}$. The approach is also easily adapted to work with $\hat{b}$, $\hat{s}$, $\hat{R}$ instead; see Detailed Methods.

Following several existing fine-mapping methods (e.g., \cite{7, 8, 12, 16}), we use the following model:

$$\hat{z} \mid z, \hat{R} \sim N_J(\hat{R}z, \hat{R}), \quad (10)$$

where $z = (z_1, \ldots, z_J)^\top$ is the unobserved vector of scaled effects, also called the noncentrality parameters (NCPs),

$$z_j := \frac{b_j \sqrt{x_j^\top x_j}}{\sigma}. \quad (11)$$

We refer to \cite{10} as the “RSS-Z model”; the RSS stands for “regression with summary statistics,” as in \cite{29}, and the $Z$ indicates that this is a model for $z$-scores.

The RSS-Z model can be derived from the multiple regression model \cite{1} with some additional assumptions \cite{7, 29}. In brief, the assumptions are: (i) the correlation of the
response, \( y \), with any single variant \( x_j \) is small; and (ii) \( \hat{R} \) is a good approximation to \( R \). It is also important that the same samples are used to compute \( z_j \) for each SNP \( j \) (using genotype imputation if necessary). See [29] for more details and discussion.

If the matrix \( \hat{R} \) is invertible, the \( \text{RSS-Z} \) model (10) has a probability density,

\[
p(\hat{z} \mid z, \hat{R}) = |2\pi \hat{R}|^{-1/2} \exp\left(-\frac{1}{2} (\hat{z} - \hat{R}z)^\top \hat{R}^{-1} (\hat{z} - \hat{R}z)\right).
\]

(12)

The complication is that \( \hat{R} \) is frequently not invertible in fine-mapping studies. For example, if \( \hat{R} \) is the sample correlation matrix from a reference panel, then \( \hat{R} \) will be non-invertible if the number of individuals in the panel is less than \( J \), or if any two SNPs are in complete LD in the panel. In such cases, the \( \text{RSS-Z} \) model does not have a density (with respect to the Lebesgue measure). Methods using (10) have therefore required workarounds to deal with this issue. One workaround is to modify \( \hat{R} \) to be invertible by adding a small, positive constant to the diagonal [7]. In another approach, the data are transformed into a lower-dimensional space [30,31]. This is equivalent to replacing \( \hat{R}^{-1} \) in (12) with the pseudoinverse, or Moore-Penrose inverse, of \( \hat{R} \) (Detailed Methods).

Here we take a simpler alternative approach, which, as far as we know has not been previously used in this setting. Our approach is based on the fact that, when (12) is considered as a function of \( z \), the inverse of \( \hat{R} \) affects only the constant of proportionality. That is,

\[
p(\hat{z} \mid z, \hat{R}) = \text{constant} \times \exp(-\frac{1}{2} z^\top \hat{R}z + z^\top \hat{z})
\]

(13)

where the constant does not depend on \( z \). Thus, inference under the \( \text{RSS-Z} \) model is equivalent to using the following likelihood:

\[
\ell_{\text{RSS-Z}}(z; \hat{z}, \hat{R}) := \exp(-\frac{1}{2} z^\top \hat{R}z + z^\top \hat{z}).
\]

(14)

Since (14) is well-defined even for non-invertible \( \hat{R} \), we can use it as a likelihood for \( z \) even when \( \hat{R} \) is non-invertible. Mathematically, this can be justified by considering a sequence of invertible matrices \( \hat{R}_\lambda \) such that \( \lim_{\lambda \to 0} \hat{R}_\lambda = \hat{R} \), and noting that \( \lim_{\lambda \to 0} \ell_{\text{RSS-Z}}(z; \hat{z}, \hat{R}_\lambda) \to \ell_{\text{RSS-Z}}(z; \hat{z}, \hat{R}) \); see also Proposition 2 in Detailed Methods. (This justification requires \( \hat{R} \) be positive semi-definite, which is true for any empirical LD matrix computed from a panel, and is desirable in any case because otherwise the likelihood (14) can be unbounded.) This approach is different from approaches that modify \( \hat{R} \) or \( \hat{R}^{-1} \) (Detailed Methods), and has some advantages: it is simpler; it is computationally more attractive because it does not involve an expensive inversion or factorization of a (possibly very large) \( J \times J \) matrix; and it preserves the property that results under the SER model do not depend on LD (see Results, and Remark 5 in Detailed Methods). Also note that this approach can be combined with modifications to \( \hat{R} \), such as the LD regularization approaches discussed below.

The final step of our approach is to connect the summary data likelihood \( \ell_{\text{RSS-Z}} \) [14] with the full data likelihood \( \ell_{\text{full}} \) [9]. Indeed, \( \ell_{\text{RSS-Z}} \) is a special case of \( \ell_{\text{full}} \): making the substitutions \( S_{xx} \leftarrow \hat{R} \), \( S_{xy} \leftarrow \hat{z} \), \( S_{yx} \leftarrow -1 \), \( N \leftarrow 1 \), \( \sigma^2 \leftarrow 1 \) and \( \mathbf{b} \leftarrow \mathbf{z} \) in (9) gives

\[
\ell_{\text{RSS-Z}}(z; \hat{z}, \hat{R}) \propto \ell_{\text{full}}(z; 1; \hat{R}, \hat{z}, 1, 1).
\]

(15)

(We set \( y^\top y = N = 1 \) for concreteness, but these choice are arbitrary because (15) holds for any settings of \( y^\top y, N \).) This equivalence of likelihoods implies that any algorithm that uses sufficient statistics to fit a Bayesian multiple regression model with some prior \( \phi \) for the regression coefficients \( \mathbf{b} \), can be directly applied to fit the \( \text{RSS-Z} \) model with the same prior \( \phi \) used for \( z \). Applying this logic to SuSiE, we can fit the \( \text{RSS-Z} \) model with
the SuSiE prior on $z$ by simply applying the SuSiE-suff algorithm with the substitutions used in (15). We call this approach SuSiE-RSS.

We emphasize that although SuSiE-RSS uses the same algorithm as SuSiE-suff, it uses different inputs. Thus, SuSiE-RSS will not give the same result as applying SuSiE-suff to the sufficient statistics or applying SuSiE to the individual data. However, our approach makes explicit the connections between inference from individual data and summary data, and allows a single algorithm, SuSiE-suff, to be used to fit both types of data.

**New refinement procedure for more accurate CSs**

As noted in [17], the IBSS algorithm can sometimes converge to a poor solution (local optimum of the ELBO). Although this is rare, it can produce misleading results when it does occur; in particular it can produce false positive CSs (i.e., CSs in which all the SNPs have true effects that are zero). To address this issue, we developed a simple refinement procedure for escaping local optima. The procedure is heuristic, and not guaranteed to eliminate all convergence issues, but in practice it often helps in those rare cases where the original IBSS has problems. The refinement procedure applies equally to both individual-level data and summary data.

In brief, the refinement procedure involves two steps: first, fit a SuSiE model by running the IBSS algorithm to convergence; second, for each CS identified from the fitted SuSiE model, refine the fit by rerunning IBSS after first removing all SNPs in the CS (which forces the algorithm to seek alternative explanations for observed associations), then refine the fit one more time, again using IBSS, but this time with all SNPs. If these refinement steps improve the objective function, the new solution is accepted; otherwise, the original solution is kept. This process is repeated until the refinement steps no longer make any improvements to the objective. By construction, this refinement procedure always produces a solution whose objective is at least as good as the original IBSS solution. For more details, see Detailed Methods.

Because the refinement procedure reruns IBSS for each CS discovered in the initial round of model fitting, the computation increases with the number of CSs found. In data sets with many CSs the refinement procedure may be quite time-consuming.

**Other improvements to fine-mapping with summary data**

Here we introduce additional methods to improve accuracy of fine-mapping with summary data. These methods can be applied to other fine-mapping methods as well as SuSiE.

**Regularization to improve consistency of the estimated LD matrix**

Accurate fine-mapping requires $\hat{\mathbf{R}}$ to be an accurate estimate of $\mathbf{R}$. When $\hat{\mathbf{R}}$ is computed from a reference panel, the reference panel should not be too small [28], and should be of similar ancestry to the study sample. Even when a suitable panel is used, there will inevitably be differences between $\hat{\mathbf{R}}$ and $\mathbf{R}$. A common way to improve estimation of covariance matrices is to use regularization [32], replacing $\hat{\mathbf{R}}$ with $\hat{\mathbf{R}}_{\lambda}$,

$$
\hat{\mathbf{R}}_{\lambda} := (1 - \lambda)\hat{\mathbf{R}}_0 + \lambda \mathbf{I},
$$

where $\hat{\mathbf{R}}_0$ is the sample correlation matrix computed from the reference panel, and $\lambda \in [0, 1]$ controls the amount of regularization. This strategy has previously been used in fine-mapping from summary data (e.g., [8, 33, 34]), but in previous work $\lambda$ was...
usually fixed at some arbitrarily small value, or chosen using cross validation. Here, we estimate \( \lambda \) by maximizing the likelihood under the null \( (z = 0) \),

\[
\hat{\lambda} := \text{argmax}_{\lambda \in [0, 1]} N(\hat{z}; 0, (1 - \lambda)\hat{R}_0 + \lambda I).
\]  

(17)

The estimated \( \hat{\lambda} \) reflects the consistency between the observed \( z \)-scores, \( \hat{z} \), and the LD matrix \( \hat{R}_0 \); if the two are consistent with one another \( \hat{\lambda} \) will be close to zero.

**Detecting and removing large inconsistencies in summary data**

Regularizing \( \hat{R} \) can help address subtle inconsistencies between \( \hat{R} \) and \( R \). However, regularization cannot adequately deal with large inconsistencies in the summary data, which, in our experience, occur often. One common source of such inconsistencies is an “allele flip,” in which the alleles of a SNP are encoded one way in the study sample (used by SuSiE to converge very slowly, as well as producing misleading results. We have therefore developed diagnostics to help users detect such anomalous data.

An initial quality control check can be performed by plotting the observed \( \hat{z} \)-scores, \( \hat{z} \), and the LD matrix \( \hat{R}_0 \); if the two are consistent with one another \( \hat{\lambda} \) will be close to zero.

Under the **RSS-Z model** \([10]\), the conditional distribution of \( \hat{z}_j \) given the other \( z \)-scores is

\[
\hat{z}_j \mid R, z, \hat{z}_{-j} \sim N((\hat{z}_j - \Omega_{j,-j}\hat{z}_{-j})/\Omega_{jj}, 1/\Omega_{jj}),
\]  

(18)

where \( \Omega := \hat{R}^{-1} \), \( \hat{z}_{-j} \) denotes the vector of observed \( z \)-scores excluding \( \hat{z}_j \), and \( \Omega_{j,-j} \) denotes the \( j \)-th row of \( \Omega \) excluding \( \Omega_{jj} \). This conditional distribution depends on the unknown \( z_j \). However, provided that the effect of SNP \( j \) is small (i.e., \( z_j \approx 0 \)), or that SNP \( j \) is in strong LD with other SNPs, which implies \( 1/\Omega_{jj} \approx 0 \), we can approximate this by

\[
\hat{z}_j \mid \hat{R}, \hat{z}_{-j} \sim N(-\Omega_{j,-j}\hat{z}_{-j}/\Omega_{jj}, 1/\Omega_{jj}).
\]  

(19)

An initial quality control check can be performed by plotting the observed \( \hat{z}_j \) against its conditional expectation in \([19]\), with large deviations potentially indicating anomalous \( z \)-scores. Since computing these conditional expectations involves the inverse of \( \hat{R} \), this matrix must be invertible. When \( \hat{R} \) is not invertible, we replace \( \hat{R} \) with the regularized (and invertible) matrix \( \hat{R}_\lambda \) following the steps described above. The distribution \([19]\) has previously been used in \( z \)-score imputation \([35]\) and GWAS quality control \([36]\).

A more quantitative measure of the discordance of \( \hat{z}_j \) with its expectation under the model can be obtained by computing standardized differences between the observed and expected values,

\[
t_j := \sqrt{\Omega_{jj}}(\hat{z}_j + \Omega_{j,-j}\hat{z}_{-j}/\Omega_{jj}).
\]  

(20)

SNPs \( j \) with largest (in magnitude) \( t_j \) are most likely to violate the **RSS-Z model assumptions**, and are therefore the top candidates for follow-up care. When any such candidates are detected, the user should check the data pre-processing steps and fix any errors that cause inconsistencies in summary data. If there is no way to fix the errors, removing the anomalous SNPs is a possible workaround. Sometimes removing a single SNP is enough to resolve the discrepancies—for example, a single allele flip can result in inconsistent \( z \)-scores among many other SNPs in LD with the allele-flip SNP. We have also developed a likelihood-ratio statistic based on \([19]\) specifically for identifying allele flips; see Detailed Methods. After one or more SNPs are removed, one should consider re-running these diagnostics on the filtered summary data to search for additional inconsistencies that may have been missed in the first round.
Computing these diagnostics requires inverting or factorizing a $J \times J$ matrix, and may therefore involve large computational expense—potentially a greater expense than the fine-mapping itself—when $J$, the number of SNPs, is large.

Results

Fine-mapping with inconsistent summary data and a non-invertible LD matrix: an illustration

A technical issue that arises when developing fine-mapping methods for summary data ($z$-scores $\hat{z}$ and LD matrix $\hat{R}$) is that the LD matrix is often not invertible. Several approaches to dealing with this have been suggested, including modifying the LD matrix to be invertible, transforming the data into a lower-dimensional space, or replacing the inverse with what is known as the “pseudoinverse.” In SuSiE-RSS we take a simpler approach: we use the RSS-Z likelihood \(^{14}\) even when $\hat{R}$ is not invertible. We summarize the theoretical relationships between these methods in Proposition 2 (Detailed Methods). Here illustrate the practical advantage of our approach in a toy example.

Consider a very simple situation with two SNPs, in strong LD, with observed $z$-scores $\hat{z} = (6, 7)$. Both SNPs are significant, but SNP 2 is more significant. Under the assumption that exactly one of these SNPs has an effect—which, as a reminder, allows for exact posterior computations under the SER model—SNP 2 is the better candidate, and should have a higher PIP. Further, the PIPs should be unaffected by LD between the SNPs (see Remark 5 in Detailed Methods). However, the transformation and pseudoinverse approaches, which are used by msCAVIAR \(^{37}\) and in previous fine-mapping analyses \(^{30,31}\), do not guarantee that either of these properties are satisfied. For example, suppose the two SNPs are in complete LD in the reference panel, so $\hat{R}$ is a $2 \times 2$ (non-invertible) matrix with all entries equal to 1. Note that $\hat{R}$ is inconsistent with the observed $\hat{z}$ because complete LD between SNPs implies their $z$-scores should be identical. (This could happen if the LD in the reference panel used to compute $\hat{R}$ is slightly different from the LD in the association study.) The transformation approach effectively adjusts the observed data $\hat{z}$ to be consistent with the LD matrix before drawing inferences; here it would adjust $\hat{z}$ to $\hat{z} = (6.5, 6.5)$, removing the observed difference between the SNPs and forcing them to be equally significant, which seems undesirable. The pseudoinverse approach turns out to be equivalent to the transformation approach (see Detailed methods), and so behaves the same way. In contrast, our approach avoids this behaviour and correctly maintains the second SNP as the better candidate; applying SuSiE-RSS to this toy example yields PIPs 0.001 and 0.998, and a single CS containing the second SNP only. To reproduce this result, see the examples accompanying the \texttt{susie\_rss} function in the \texttt{susieR} R package.

Effect of allele flips on accuracy of fine-mapping: an illustration

When fine-mapping is performed using $\hat{z}$ from a study sample and LD matrix $\hat{R}$ from a (different) reference sample, it is crucial that the same alleles encodings are used in each sample. In our experience, “allele flips,” in which different allele encoding are used in the two samples, are a common source of problems. Here we use a simple simulation to illustrate this issue, and the steps we have implemented to help identify and correct the problem.

We simulated a fine-mapping data set with 1,002 SNPs, in which one out of the 1,002 SNPs was causal, and we deliberately used different allele encodings in the study sample and reference panel for one of the non-causal SNP; see Detailed Methods for
Figure 1. Example illustrating importance of identifying and correcting allele flips in fine-mapping. In this simulated example, one SNP (red triangle) affects the phenotype, and one SNP (yellow circle) has a different allele encoding in the study sample (i.e., the data used to compute the $z$-scores) and the reference panel (i.e., the data used to compute the LD matrix). Panel A shows the $z$-scores for all 1,002 SNPs. Panel B summarizes the results of running SuSiE-RSS on the summary data: SuSiE-RSS identifies a true positive CS (blue) containing the true causal SNP; and a false positive CS (green) that incorrectly contains the mismatched SNP. The mismatched SNP is also incorrectly estimated to have an effect on the phenotype with very high probability (PIP = 1.00). The diagnostic plot (Panel C) compares the observed $z$-scores against the expected $z$-scores under the RSS-Z model. In this plot, the mismatched SNP (yellow circle) shows the largest difference between observed and expected $z$-scores, and therefore appears furthest away from the diagonal. After fixing the allele encoding and recomputing the summary data, SuSiE-RSS identifies a single true positive CS containing the true-causal SNP (red triangle), and the formerly mismatched SNP is (correctly) not included in a CS (Panel D). This example is implemented as a vignette in the susieR package.
more details on this simulation. The causal SNP is among the SNPs with the highest $z$-scores (the red triangle in Fig. 1 Panel A), and SuSiE-RSS correctly includes this causal SNP in a CS (Panel B). However, SuSiE-RSS also wrongly includes the allele-flip SNP in a second CS (Panel B). This happens because the LD between the allele-flip SNP and other SNPs is incorrectly estimated. Figure 1 Panel C shows a diagnostic plot comparing each $z$-score against its expected value under the RSS-$Z$ model. The allele-flip SNP stands out as a likely outlier (yellow circle), and our likelihood ratio statistic identifies this SNP as a likely allele flip: $LR = 8.2 \times 10^3$ for the allele-flip SNP, whereas all of the likelihood ratios are less than 1 among the remaining 262 SNPs with $z$-scores greater than 2 in magnitude. After correcting the allele encoding to be the same in both study and reference samples, SuSiE-RSS infers a single CS containing the causal SNP, and the allele-flip SNP is no longer included in a CS; see Fig. 1 Panel D.

Note that these diagnostic tools are not sufficiently accurate to automatically identify and correct allele flips or other errors. Nonetheless they can be helpful to assist users with identifying errors in computational pipelines.

Simulations using UK Biobank genotypes

To systematically compare our new methods with existing methods for fine-mapping, we simulated fine-mapping data sets using the UK Biobank imputed genotypes [38]. The UK Biobank imputed genotypes are well suited to illustrate fine-mapping with summary data due to the large sample size, and the high density of available genetic variants after imputation. We randomly selected 200 regions on autosomal chromosomes for fine-mapping, such that each region contained roughly 1,000 SNPs (average size: 390 kb). Due to the high density of SNPs, these data sets often contain very strong correlations among SNPs; on average, a data set contained 30 SNPs with correlation exceeding 0.9 with at least one other SNP, and 14 SNPs with correlations exceeding 0.99 with at least one other SNP.

For each of the 200 regions, we simulated a quantitative trait under the multiple regression model (1) with $X$ comprising genotypes of 50,000 randomly selected UK Biobank samples, and with 1, 2 or 3 causal variants explaining a total of 0.5% of variation in the trait. In total, we simulated $200 \times 3 = 600$ data sets. We computed summary data from these real genotypes and the synthetic phenotypes. To compare how choice of LD matrix affects fine-mapping, we used three different LD matrices: the in-sample LD matrix computed from the 50,000 individuals ($R$), and two out-of-sample LD matrices computed from randomly-sampled reference panels of 500 or 1,000 individuals, denoted $\hat{R}_{500}$ and $\hat{R}_{1000}$, respectively. The reference panels were sampled to have no overlap with the $n = 50,000$ study sample, but were sampled from the same population, and so this simulation mimics a situation where the reference sample is well matched to the study sample.

Refining SuSiE model fits improves fine-mapping performance

We begin by demonstrating the benefits of our new refinement procedure for improving SuSiE model fits. Figure 2 shows an example drawn from our simulations where the regular IBSS algorithm converges to a poor solution and our refinement procedure improves the solution. The example has two causal SNPs in moderate LD with one another, which have opposite effects that partially cancel out each others’ marginal associations (Panel A). This example is challenging because the SNP with the strongest marginal association (SMA) is not in high LD with either causal SNP (it is in moderate LD with Causal SNP 1, and low LD with Causal SNP 2). Although [17] showed that the IBSS algorithm can sometimes deal well with such situations, that does not happen in this case: the IBSS algorithm yields three CSs, two of which are false positives that
do not contain a causal SNP (Panel B). Applying our refinement procedure solves the problem; it yields a solution with higher objective function (ELBO), and with two CSs, each containing one of the causal SNPs (Panel C).

Although this sort of problem was not common in our simulations, it occurred often enough that the refinement procedure yielded a noticeable improvement in performance across many simulations (Fig. 2, Panel D). In our remaining experiments we therefore used the refinement procedure for fitting SuSiE models.

**Impact of LD accuracy on fine-mapping**

We used simulations to compare SuSiE-RSS with both SuSiE-suff (which produces the same results as running SuSiE on individual-level data) and several other fine-mapping methods for summary data: FINEMAP [12], DAP-G [14,16] and CAVIAR [7]. All these methods are based on the same RSS-Z model, and differ in the priors used, and in the approach taken to compute posterior quantities. For these simulations, SuSiE-RSS, FINEMAP and DAP-G are all very fast, usually taking no more than a few seconds per data set (see Table 1 in Detailed Methods); by contrast, CAVIAR is much slower because it exhaustively evaluates all causal SNP configurations. (Other Bayesian fine-mapping methods for summary data include PAINTOR [8], JAM [15] and CAVIARBF [11]. FINEMAP has been shown to be faster and at least as accurate as PAINTOR and CAVIARBF [12]. JAM is comparable in accuracy to FINEMAP [15] and is most beneficial when jointly fine-mapping multiple genomic regions, which we did not consider here.)

We compared methods based on both their posterior inclusion probabilities (PIPs) [39] and credible sets (CSs) [2,17]. These quantities have different advantages. PIPs have the advantage that they are returned by most methods, and can be used to assess familiar quantities such as power and false discovery rates. CSs have the advantage that, when the data support multiple causal signals, this is explicitly reflected in the number of CSs reported. Uncertainty in which SNP are causal is reflected in the size of the CSs. First, we assessed the performance of summary-data methods using the in-sample LD matrix. Using the in-sample LD matrix, SuSiE-suff can provide the same results as SuSiE on the individual-level data, so we use those results as a benchmark. The results show that SuSiE-suff, SuSiE-RSS, FINEMAP and DAP-G have remarkably similar performance, as measured by both PIPs (Fig. 3) and CSs (the “in-sample LD” columns in Fig. 5). The main difference between the methods is that DAP-G produced some “high confidence” (high PIP) false positives, which hinders its ability to produce very low FDR values. Further, all four methods produced CSs whose coverage was close to the target level of 95% (Panel A in Fig. 5). Both SuSiE-RSS and FINEMAP require the user to specify an upper bound on the number of causal SNPs L; setting this upper bound to the true number of causal SNPs (“L = true” in the figures) did not improve their performance, demonstrating that, with in-sample LD matrix, these methods are robust to overstating this bound. CAVIAR performed notably less well than the other methods for the PIP computations. (The CSs computed by CAVIAR are defined differently from CSs computed by other methods, so we excluded CAVIAR from the CS comparisons.)

Next, we compared the summary data methods using different out-of-sample LD matrices, again using SuSiE-suff with in-sample LD as a benchmark. For every method, we computed out-of-sample LD matrices using two different panel sizes (n = 500, 1000) and three different values for the regularization parameter, λ (λ = 0, or no regularization; λ = 0.001; and λ estimated as described in Methods). As might be expected, the performance of SuSiE-RSS, FINEMAP and DAP-G all degraded with out-of-sample LD compared with in-sample LD; see Figures 4 and 5. Notably, the CSs
Figure 2. Refining SuSiE model fits improves fine-mapping accuracy. Panels A, B and C show a single example, drawn from our simulations, that illustrates how refining a SuSiE-suff model fit improves fine-mapping accuracy. In this example, there are 1,001 candidate SNPs, and two SNPs (the red triangles labeled “SNP 1” and “SNP 2”) explain variation in the simulated phenotype. In this example, the strongest marginal association (yellow circle labeled “SMA”) is not one of the two causal SNPs. Without refinement, the IBSS-suff algorithm (with default settings) returns a SuSiE-suff fit identifying three 95% CSs (blue, green and orange circles); two of the CSs (blue, orange) are false positives containing no true effect SNP, one of these CSs contains the SMA (orange), and no CS includes SNP 1. After running the refinement procedure, the fit is much improved, as measured by the “evidence lower bound” (ELBO); it increases the ELBO by 19.06 (−70837.09 vs. −70818.03). The new SuSiE-suff fit identifies two 95% CSs (blue, green), each containing a true causal SNP (Panel C), and neither contains the SMA. Panel D summarizes the improvement in fine-mapping across all simulations; it shows power and false discovery rate (FDR) for SuSiE-suff with and without using the refinement procedure as the PIP threshold for reporting causal SNPs is varied from 0 to 1. These quantities are calculated as FDR := FP / (TP + FP) and power := TP / (TP + FN), where FP, TP, FN, TN denote, respectively, the number of false positives, true positives, false negatives and true negatives. (This plot is the same as a precision-recall curve after flipping the x-axis because precision = TP / (TP + FP) = 1 − FDR and recall = power.) Open circles are drawn at a PIP threshold of 0.95.
Figure 3. Discovery of causal SNPs using posterior inclusion probabilities—in-sample LD. Each curve shows power vs. FDR in identifying causal SNPs when the method (SuSiE-RSS, FINEMAP, DAP-G or CAVIAR) is provided with the in-sample LD matrix. FDR and power are calculated from all 600 simulations as the PIP threshold is varied from 0 to 1. Open circles are drawn at a PIP threshold of 0.95. Two variants of FINEMAP and SuSiE-RSS are also compared: when \( L \), the maximum number of estimated causal SNPs, is set to the true value; and when \( L \) is larger than the true number. Power and FDR are virtually identical for SuSiE-suff and SuSiE-RSS so these two curves almost completely overlap in the plot.

no longer met the 95% target coverage (Panel A in Fig. 5). In all cases, performance was notably worse with the smaller reference panel, emphasising the importance of using sufficiently large reference panels [28]. Regarding regularization, SuSiE-RSS and DAP-G performed similarly at all levels of regularization, and so do not appear to require regularization; in contrast, FINEMAP required regularization, with an estimated regularization parameter \( \lambda \), to compete with SuSiE-RSS and DAP-G. Since estimating the regularization parameter is somewhat computationally burdensome, SuSiE-RSS and DAP-G have an advantage here. All three methods benefited more from large panel size than from regularization, again emphasising the importance of sufficiently large reference panels. Interestingly, CAVIAR’s performance was relatively insensitive to choice of LD matrix; however the other methods clearly outperformed CAVIAR with the larger (\( n = 1,000 \)) reference panel.

The fine-mapping results with out-of-sample LD matrix also expose another interesting result: if FINEMAP and SuSiE-RSS are provided with the true number of causal SNPs (\( L = \text{true} \)), their results improve (Figure 4, Panels C vs. D and Panels E vs. F). This is particularly noticeable for the small reference panel (light green lines). We interpret this result as indicating a tendency of these methods to react to misspecification of the LD matrix by sometimes including additional (false positive) signals. Specifying the true \( L \) reduces their tendency to do this because it limits the number of signals that can be included. This suggests that restricting the number of causal SNPs, \( L \), may make fine-mapping results more robust to misspecification of the LD matrix (even for methods that are robust to overstatement of \( L \) when the LD matrix is accurate). Alternatively, priors or penalties that favor smaller \( L \) may also help. Indeed, when none of the methods are provided with information about the true number of causal SNPs, DAP-G slightly outperforms FINEMAP and SuSiE-RSS, possibly reflecting a tendency for DAP-G to favour models with smaller number of SNPs (either due to the differences in prior or differences in approximate posterior inference). Further
Figure 4. Discovery of causal SNPs using posterior inclusion probabilities—out-of-sample LD. Plots compare power vs FDR for different methods, across all 600 simulations, as the PIP threshold varies from 0 to 1. Open circles indicate results at PIP threshold of 0.95. Each plot compares performance of one method (CAVIAR, DAP-G, FINEMAP or SuSiE-RSS) when provided with different LD estimates: in-sample, $\hat{R} = \hat{R}$; and out-of-sample LD from a reference panel with either 1,000 samples, $\hat{R} = \hat{R}_{1000}$ or 500 samples $\hat{R} = \hat{R}_{500}$. For out-of-sample LD, different levels of the regularization parameter $\lambda$ are also compared: $\lambda = 0$, $\lambda = 0.001$, and estimated $\lambda$ (see Methods). Panels C–F show results for two variants of FINEMAP and SuSiE-RSS: in Panels C and E, the maximum number of causal SNPs, $L$, is set to the true value (“$L = \text{true}$”); in Panels D and F, $L$ is fixed larger than the true value ($L = 4$ for FINEMAP; $L = 10$ for SuSiE-RSS). The power vs. FDR curve for SuSiE-suff with in-sample LD is shown in every panel to provide a baseline for comparison (dotted black line). Note that some power vs. FDR curves overlap almost completely (e.g., results for SuSiE-RSS with different LD regularization levels $\lambda$) and so not all are visible.
Figure 5. Assessment of 95% credible sets from SuSiE-suff, SuSiE-RSS, FINEMAP and DAP-G with different LD estimates. We evaluated CSs using: (A) coverage, the proportion of CSs that contain a true causal SNP; (B) power, the proportion of true causal SNPs included in a CS; (C) median number of SNPs in each CS; and (D) median purity, where “purity” is defined as the smallest absolute correlation among all pairs of SNPs within a CS. Following [17], we discarded any CSs with purity less than 0.5. These statistics are taken as the mean (A, B) or median (C, D) over all simulations; error bars in A and B show 2 times the standard error. The target coverage of 95% is shown as a dotted horizontal line in Panel A.
study of this issue may lead to methods that are more robust to misspecified LD.

Discussion

We have presented extensions of the SuSiE fine-mapping method to accommodate summary data, with a focus on marginal $z$-scores and an out-of-sample LD matrix computed from a reference panel. Our approach provides a general template for how to extend any full-data regression method to analyse summary data: develop a full-data algorithm that works with sufficient statistics, then apply this algorithm directly to summary data. Although it is simple, as far as we are aware this template is novel, and it avoids the need for any special treatment of non-invertible LD matrices.

In simulations, we found that our new method, SuSiE-RSS, is competitive—in both accuracy and computational cost—with the best existing methods for fine-mapping from summary data, DAP-G and FINEMAP. Whatever method is used, our results underscore the importance of accurately computing the out-of-sample LD matrix from an appropriate and large reference panel (see also [28]). Indeed, for the best performing methods, performance depended more on choice of LD matrix than on choice of method. We also emphasize the importance of computing $z$-scores at different SNPs from the exact same samples, using genotype imputation if necessary [40]. It is also important to ensure that alleles are consistently encoded in study and reference samples.

Although our derivations and simulations focused on $z$-scores computed from quantitative traits with a simple linear regression, in practice it is common to apply summary data fine-mapping methods to $z$-scores computed in other ways, e.g., using logistic regression on a binary or case-control trait, or using linear mixed models to deal with population stratification and relatedness. The multivariate normal assumption on $z$-scores, which underlies all the methods considered here, should also apply to these settings, although as far as we are aware theoretical derivation of the precise form [10] is lacking in these settings (although see [41]). Since the model [10] is already only an approximation, one might expect that the additional effect of such issues might be small, particularly compared with the effect of allele flips or small reference panels. Nonetheless, since our simulations show that model misspecification can hurt performance of existing methods, further research to improve robustness of fine-mapping methods to model misspecification would be welcome.

Detailed methods

SuSiE-suff model and algorithm

SuSiE-suff fits the SuSiE model using a modified IBSS algorithm [17], in which the computations are rearranged so that they only require sufficient statistics. Here we describe these computations in detail.

The single effect regression (SER) model with summary statistics

The single effect regression (SER) model is defined in [17] (see also [9]) as a multiple regression model in which exactly one variable has a non-zero effect on the outcome. It is a special case of the SuSiE model, when $L = 1$. Posterior computations with the SER model form the basis for the SuSiE model fitting algorithm, IBSS, and hence form the basis for the SuSiE-suff model fitting algorithm. Here we show how posterior quantities under the SER model are computed using summary statistics.
Formally, the SER model can be written as

\[ y = Xb + e \]  \hspace{1cm} (21)
\[ e \sim \mathcal{N}_N(0, \sigma^2 I_N) \]  \hspace{1cm} (22)
\[ b = \gamma b \]  \hspace{1cm} (23)
\[ \gamma \sim \text{Multinomial}(1, \pi) \]  \hspace{1cm} (24)
\[ b \sim \mathcal{N}(0, \sigma_0^2). \]  \hspace{1cm} (25)

Here, \( y = (y_1, \ldots, y_N)^\top \in \mathbb{R}^N \) denotes the phenotypes of \( N \) individuals, \( X \in \mathbb{R}^{N \times J} \) denotes their corresponding genotypes at \( J \) genetic variants (SNPs), \( b = (b_1, \ldots, b_J)^\top \) denotes a vector of regression coefficients, \( e \) is an \( N \)-vector of error terms, \( \sigma^2 > 0 \) is the residual variance parameter, and \( I_N \) is the \( N \times N \) identity matrix. To simplify the presentation, we assume \( y \) and the columns of \( X \) are centered to have mean zero, which avoids the need for an intercept term \[ 22. \] \( \mathcal{N}(\mu, \sigma^2) \) denotes the univariate normal distribution with mean \( \mu \) and variance \( \sigma^2 \), \( \mathcal{N}_r(\mu, \Sigma) \) denotes the \( r \)-variate normal distribution with mean \( \mu \) and variance \( \Sigma \), and \( \text{Multinomial}(n, p) \) denotes the multinomial distribution with \( n \) trials and category probabilities \( p = (p_1, \ldots, p_J) \). Thus, \( \gamma = (\gamma_1, \ldots, \gamma_J) \in \{0, 1\}^J \) is a binary vector of length \( J \) in which exactly one element is 1 and the rest are 0, and so \( b \) is a vector with exactly one non-zero element (except for the special case when \( b = 0 \)). The scalar \( b \) represents the value of the one non-zero element in \( b \) (the “single effect”). The prior inclusion probabilities, \( \pi = (\pi_1, \ldots, \pi_J) \), which we assume are fixed and known, give the prior probability that each genetic variant has the non-zero effect. The prior variance of the single effect, \( \sigma_0^2 \), and the residual variance, \( \sigma^2 \), are hyperparameters that can be pre-specified or, more commonly, estimated.

Given settings of the hyperparameters \( \sigma^2, \sigma_0^2 \), the posterior distribution of \( b \) under the SER model is worked out in \[ 17. \] We summarize it here, with a focus on computations with the available summary statistics \( X^\top X \) and \( X^\top y \).

**Proposition 1.** Consider the SER model \[ 24. \] with known \( \sigma_0^2 \) and \( \sigma^2 \). The posterior distribution of \( b = \gamma b \) can be expressed in terms of univariate least-squares estimates of \( b_j, \hat{b}_j := \frac{x_j^\top y}{x_j^\top x_j} \), and their variances, \( s_j^2 := \sigma^2/x_j^\top x_j \). Specifically, the posterior distribution of \( \gamma \) is

\[ \gamma \mid X, y, \sigma^2, \sigma_0^2 \sim \text{Multinomial}(1, \alpha) \]  \hspace{1cm} (26)

and the posterior distribution of \( b \) given \( \gamma \) is

\[ b \mid X, y, \sigma^2, \sigma_0^2, \gamma = 1 \sim \mathcal{N}(\mu_{1j}, \sigma_{1j}^2), \]  \hspace{1cm} (27)

where we define

\[ \sigma_{1j}^2 := \frac{1}{1/\sigma_0^2 + 1/s_j^2} \]  \hspace{1cm} (28)
\[ \mu_{1j} := \sigma_{1j}^2 \hat{b}_j / s_j^2 \]  \hspace{1cm} (29)
\[ \alpha_j := \frac{\pi_j \text{BF}_j}{\sum_{j'=1}^{J} \pi_{j'} \text{BF}_{j'}} \]  \hspace{1cm} (30)
\[ \text{BF}_j := \text{BF}(x_j, y; \sigma^2, \sigma_0^2) \]  
\[ := \frac{p(y \mid x_j, \sigma^2, \sigma_0^2)}{p(y \mid x_j, \sigma^2, b = 0)} \]  
\[ = \sqrt{\frac{s_j^2}{\sigma_0^2 + s_j^2}} \times \exp \left( \frac{\hat{b}_j^2}{2s_j^2} \times \frac{\sigma_0^2}{\sigma_0^2 + s_j^2} \right). \]  \hspace{1cm} (31)
Note that the $\alpha_j$'s (30) are the PIPs (2) under the SER model; PIP$_j = \alpha_j$, $j = 1, \ldots, J$.

Proposition 1 shows that the posterior for $b$ under the SER model can be computed from the sufficient statistics because the sufficient statistics only enter into the posterior expressions via the least-squares estimates $\hat{b}_j$ and variances $s_j^2$; in particular, $\hat{b}_j$ and $s_j^2$ only need $x_j^\top x_j$, the $j$th diagonal entry of the matrix $X^\top X$, and $x_j^\top y_j$, the $j$th entry of the vector $X^\top y$. We define SER-suff as the function that returns the posterior distribution of $b$ under the SER model given the sufficient statistics:

$$
\text{SER-suff}(X^\top X, X^\top y; \sigma^2, \sigma_0^2) := (\alpha, \mu_1, \sigma_0^2),
$$

(32)

where $\mu_1 := (\mu_{11}, \ldots, \mu_{1J})^\top$, $\sigma_0^2 := (\sigma_{11}, \ldots, \sigma_{1J})^\top$ and $\alpha := (\alpha_1, \ldots, \alpha_J)$.

Remark 1. Although we write the posterior SER-suff as a function of $X^\top X$, it actually only depends on the diagonal elements of this matrix.

Likewise, the likelihood for $\sigma_0^2$ and $\sigma^2$ under the SER model can be computed using only the sufficient statistics since it can be expressed as a weighted sum of the BF's:

$$
\ell_{\text{SER}}(\sigma^2, \sigma_0^2; X, y) := p(y \mid X, \sigma^2, \sigma_0^2)
= p(y \mid X, \sigma^2, b = 0) \sum_{j=1}^J \pi_j BF_j
= N_N(y, 0, \sigma^2 I_N) \sum_{j=1}^J \pi_j BF_j
:= \ell_{\text{SER-suff}}(\sigma^2, \sigma_0^2; X^\top X, X^\top y).
$$

(33)

Following (17), we compute the maximum-likelihood estimate of $\sigma_0^2$ by maximizing this likelihood via numerical optimization.

Data preprocessing

As stated above, $y$ and the columns of $X$ are assumed to be centered, and accordingly the sufficient statistics should be computed using a centered $X, y$. If the sufficient statistics have been computed from an $X, y$ that have not been centered, the sufficient statistics can be modified after the fact so that they correspond to a centered $X$ and $y$. Denoting the unmodified data as $X, y$ and the centered data as $\tilde{X} := X - 1_N \bar{x}, \tilde{y} := y - \bar{y} 1_N$, where $\bar{x} = X^\top 1_N / N$ is the vector of column means, $\bar{y} := \sum_{i=1}^N y_i$, and $1_N$ is a column vector of ones of length $N$, the centering calculations for the sufficient statistics are

$$
\tilde{X}^\top \tilde{X} = X^\top X - N \bar{x} \bar{x}^\top
\tilde{X}^\top \tilde{y} = X^\top y - N \bar{y} \bar{x}
\tilde{y}^\top \tilde{y} = y^\top y - N \bar{y}^2.
$$

Similarly, the sufficient statistics may also be modified post hoc to be as if they were computed using a column-standardized $X$; that is, an $X$ in which each column has unit variance. Denoting the standardized (and centered) matrix as $\hat{X}$, and assuming $X$ is centered, the calculations are

$$
\hat{X}^\top \hat{X} = DX^\top XD
\hat{X}^\top y = DX^\top y.
$$

where $D$ denotes the $J \times J$ diagonal matrix with diagonal entries $d_{jj} = \sqrt{(N - 1)/\langle x_j^\top x_j \rangle}$. In these formulae we have assumed that unbiased sample variances $(N - 1$ denominator) are used to standardize columns of $X$. 
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Algorithm 1 Iterative Bayesian stepwise selection using sufficient statistics (IBSS-suff)

Require: Sufficient statistics $X^\top X, X^\top y$ and, optionally, $y^\top y, N$ (for estimating $\sigma^2$).
Require: Number of effects, $L$; initial estimates of hyperparameters $\sigma^2, \sigma_0^2$.
Require: Initial estimates of the posterior mean single effects, $\bar{b}_l$, for $l = 1, \ldots, L$.

1: repeat
2: \hfill $\hat{\rho} \leftarrow X^\top y - X^\top X \sum_{l=1}^L \bar{b}_l$ \hfill $\triangleright$ Compute expected residuals.
3: \hfill for $l$ in $1, \ldots, L$ do
4: \hfill $\hat{\rho}_l \leftarrow \hat{\rho} + X^\top X b_l$ \hfill $\triangleright$ Disregard $l$th single effect in residuals.
5: \hfill $\sigma_{0l}^2 \leftarrow \text{argmax}_{\sigma_0^2} J_{\text{SER-suff}}(\sigma^2, \sigma_0^2; X^\top X, \hat{\rho})$ \hfill $\triangleright$ Update $\sigma_{0l}^2$ (optional).
6: \hfill $(\alpha_l, \mu_{1l}, \sigma_{1l}^2) \leftarrow \text{SER-suff}(X^\top X, \hat{\rho}; \sigma^2, \sigma_{0l}^2)$ \hfill $\triangleright$ Fit SER to residuals.
7: \hfill $\bar{b}_l \leftarrow \alpha_l \circ \mu_{1l}$ \hfill $\triangleright$ \\
8: \hfill $\bar{b}_l^2 \leftarrow \alpha_l \circ (\mu_{1l} \circ \mu_{1l} + \sigma_{1l}^2)$ \hfill $\triangleright$ Compute posterior second moments.
9: \hfill $\hat{\rho} \leftarrow \hat{\rho}_l - X^\top X b_l$ \hfill $\triangleright$ Update expected residuals.
10: \hfill end for
11: \hfill $\sigma^2 \leftarrow \frac{1}{N} \text{ERSS}_{\text{suff}}(X^\top X, X^\top y, y^\top y, \bar{b}_1, \ldots, \bar{b}_L, \bar{b}_1^2, \ldots, \bar{b}_L^2)$ \hfill $\triangleright$ Optional.
12: \hfill until convergence criterion satisfied
13: \hfill return $\alpha_1, \mu_{11}, \sigma_{11}^2, \ldots, \alpha_L, \mu_{1L}, \sigma_{1L}^2$.

Fitting the SuSiE model with sufficient statistics: IBSS-suff

Using the results regarding the SER model with summary statistics, it is straightforward to modify the original IBSS algorithm \cite{li2012iterative} to work with sufficient statistics; see Algorithm 1. Additional notation used in Algorithm 1 includes: $\bar{b}_l$, the expected value of $b_l$ with respect to the approximate posterior distribution, $q(b)$; and $\bar{b}_l^2 = (\bar{b}_1^2, \ldots, \bar{b}_L^2)^\top$, the vector of posterior second moments $\bar{b}_l^2 := E_q[\bar{b}_l^2]$. A key change in implementation is that the original IBSS algorithm keeps track of the posterior mean residuals $\bar{r} := X^\top |X^\top y - \bar{b}| = X^\top y - \sum_{l=1}^L \bar{b}_l$ whereas IBSS-suff updates $\hat{\rho} := X^\top \bar{r}$. See \cite{li2012iterative} for development and justification for the IBSS algorithm, and details of implementation, including preprocessing steps, and calculation of the credible sets.

The only missing piece to the IBSS-suff algorithm is the expression for the expected residual sum of squares (ERSS) under the variational approximation to the posterior, $q(b)$, which is needed to estimate $\sigma^2$. Again, the expression can be written in terms of the sufficient statistics:

$$\text{ERSS}(X, y, \bar{b}_1, \ldots, \bar{b}_L, \bar{b}_1^2, \ldots, \bar{b}_L^2) := E_q[||y - X b||^2]$$

$$= ||y - X \bar{b}||^2 - \sum_{l=1}^L \bar{b}_l X^\top X \bar{b}_l + \sum_{l=1}^L \sum_{j=1}^J (x_j^\top x_j) \bar{b}_l^2$$

$$= y^\top y - 2 \bar{b}^\top X^\top y + \bar{b}^\top X^\top X \bar{b} - \sum_{l=1}^L \bar{b}_l^2 X^\top X \bar{b}_b + \sum_{l=1}^L \sum_{j=1}^J (x_j^\top x_j) \bar{b}_l^2$$

$$:= \text{ERSS}_{\text{suff}}(X^\top X, X^\top y, y^\top y, \bar{b}_1, \ldots, \bar{b}_L, \bar{b}_1^2, \ldots, \bar{b}_L^2). \quad (34)$$

The second ERSS definition makes explicit that it is a function of the sufficient statistics.
Computing the sufficient statistics

**Lemma 1** (Computing sufficient statistics). The sufficient statistics $X^\top X, X^\top y$ can be computed from the summary data $\hat{b}, \hat{s}, R, y^\top y, N$ from the following formulae:

\[
\hat{\sigma}^2_j = \frac{y^\top y}{\hat{b}_j^2/\hat{s}_j^2 + N - 2}
\]  \hspace{1cm} (35)

\[
x_j^\top y = \hat{\sigma}^2_j b_j/\hat{s}_j^2
\]  \hspace{1cm} (36)

\[
x_j^\top x_j = \hat{\sigma}^2_j/\hat{s}_j^2
\]  \hspace{1cm} (37)

\[
D_X = \text{diag}(x_1^\top x_1, \ldots, x_J^\top x_J)
\]  \hspace{1cm} (38)

\[
X^\top X = D^{1/2}_X R D^{1/2}_X
\]  \hspace{1cm} (39)

**Proof.** The correlation coefficient $r_j^2$ for a simple linear regression of $y$ on SNP $j$ is:

\[
r_j^2 := \frac{\hat{b}_j^2/\hat{s}_j^2}{b_j^2/\hat{s}_j^2 + N - 2}.
\]  \hspace{1cm} (40)

The estimated residual variance from the simple linear regression model is therefore

\[
\hat{\sigma}^2_j = \frac{y^\top y(1 - r_j^2)}{N - 2} = \frac{y^\top y/\hat{b}_j^2/\hat{s}_j^2 + N - 2}{\hat{b}_j^2/\hat{s}_j^2 + N - 2}.
\]  \hspace{1cm} (41)

The remaining expressions follow straightforwardly from standard statistical formulas for the sample correlation and point estimation in linear regression.

**Remark 2.** The formulae (35–39) are ordered in such a way that they suggest a step-by-step procedure for reconstructing the sufficient statistics $X^\top X, X^\top y$ from the summary data $\hat{b}, \hat{s}, R, y^\top y, N$.

The **RSS-Z model**

As described in the main text, SuSiE-RSS simply applies SuSiE-suff with $X^\top X = \hat{R}, X^\top y = \hat{z}$ and $\sigma^2 = 1$. (We also arbitrarily set $y^\top y = N = 1$, but these values do not affect the statistical inferences.) This approach is therefore fitting the following model:

\[
\hat{z} \sim N_j(\hat{R}z, \hat{R})
\]  \hspace{1cm} (42)

\[
z = \sum_{l=1}^L z_l
\]  \hspace{1cm} (43)

\[
z_l = \gamma_l z_l
\]  \hspace{1cm} (44)

\[
\gamma_l \sim \text{Multinomial}(1, \pi)
\]  \hspace{1cm} (45)

\[
z_l \sim N(0, \omega_l^2).
\]  \hspace{1cm} (46)

Here, $L$ is a user-specified upper bound on the number of non-zero effect variables, and $\omega_l^2$ is the prior variance for the $l$th effect.

This model assumes that the non-centrality parameters (NCPs) are exchangeable. This is a common assumption (e.g., [42][43]), and implies that effect sizes for SNPs with low minor allele frequencies (MAFs) tend to be larger than those with large MAFs. The equivalent prior on the effects, assuming $\sigma^2 = 1$, would be $b_l \sim N(0, \omega_l^2/x_j^\top x_j)$ so that SNPs with lower MAFs are more likely to have larger effects a priori.
Extension to $\hat{b}$, $\hat{s}$

We have focussed on the RSS-Z model for z-scores because z-scores are more commonly available, and because most existing methods for summary data use this model. However, similar ideas motivate a more general RSS model for $\hat{b}$, $\hat{s}$.

$$\hat{b} \mid \hat{s} \sim \mathcal{N}(\hat{S}\hat{R}\hat{S}^{-1}b, \hat{S}\hat{R}\hat{S}),$$

(47)

where $\hat{S} := \text{diag}(\hat{s})$ denotes the diagonal matrix with diagonal entries $\hat{s} = (\hat{s}_1, \ldots, \hat{s}_J)$. This model has likelihood

$$\ell_{RSS}(b; b, \hat{S}, \hat{R}) := \exp(-\frac{1}{2} b\top \hat{S}^{-1} \hat{R} \hat{S}^{-1} b + b\top \hat{S}^{-2} b),$$

(48)

This is the same as $\ell_{suff}(b, \sigma^2; X\top X, X\top y, y\top y, N)$ (up to a constant of proportionality) after making substitutions $X\top X = \hat{S}^{-1} \hat{R} \hat{S}^{-1}$, $X\top y = \hat{S}^{-2} b$ and $\sigma^2 = 1$. Thus, we can fit this model by applying SuSiE-suff with these settings. The difference between this model and the RSS-Z model is that the RSS model assumes that the effects $b_j$ are exchangeable, whereas the RSS-Z model assumes the NCPs $z_j$ are exchangeable. Note that if the genotypes are standardized to have unit variance before computing $\hat{b}, \hat{s}$ then the RSS approach will be equivalent to RSS-Z, but will produce effect estimates on the phenotype scale rather than on the NCP scale.

Dealing with non-invertible LD matrix

If $\hat{R}$ is not invertible, then model (47) does not have a density, which complicates defining the likelihood. Here we draw connections between different methods for dealing with this issue. We also show that the alternative approach that uses the RSS-Z likelihood (14) without modifying $\hat{R}$ has some benefits; in particular, the RSS-Z likelihood produces the same result as making small adjustments to the LD matrix to make it invertible (Proposition 2).

We assume that although $\hat{R}$ may not be invertible it is nonetheless a valid covariance matrix. That is, it is symmetric and positive semidefinite (PSD), which means that all its eigenvalues are non-negative. This is guaranteed so long as $\hat{R}$ is a sample correlation matrix. However, it may be violated if $\hat{R}$ is obtained by modifying a sample correlation matrix, for example by setting small correlations to zero. Any $J \times J$ symmetric PSD matrix $\hat{R}$ with rank $r \leq J$ has an eigenvalue decomposition of the form

$$\hat{R} = QAQ\top,$$

(49)

where $A$ is an $r \times r$ diagonal matrix with the $r$ positive eigenvalues $\lambda_1 \geq \lambda_2 \cdots \geq \lambda_r > 0$ along its diagonal, and $Q$ is a $J \times r$ matrix whose columns are the $r$ eigenvectors corresponding to the $r$ non-zero eigenvalues, and $Q\top Q = I_r$.

One can modify $\hat{R}$ to make it invertible by simply adding a small diagonal element. Indeed, for any $\lambda \in (0, 1)$, the matrix

$$\hat{R}_{\lambda} := (1 - \lambda)\hat{R} + \lambda I$$

(50)

will be invertible.

When $\hat{R}$ is not invertible, the distribution (47) becomes degenerate, which means that some values of $\hat{z}$ become impossible. In particular, with probability one, $\hat{z} \in \text{range}(Q)$; that is, $\hat{z} = Q\alpha$ for some $\alpha$.

**Definition 1** (Consistency of $\hat{z}$ with $\hat{R}$). We say that $\hat{z}$ is consistent with $\hat{R}$ if $\hat{z} \in \text{range}(Q)$. Otherwise, if $\hat{z} \notin \text{range}(Q)$ we say $\hat{z}$ is inconsistent with $\hat{R}$. 
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Approach 1a: Substitute the non-invertible \( \hat{R} \) with the invertible matrix \( \hat{R}_\lambda \), for some small \( \lambda \), in (10). This is the approach used in [7,8]. The RSS-Z model becomes \( \hat{z} \sim N_J(\hat{R}_\lambda \hat{z}, \hat{R}_\lambda) \), which has a density because \( \hat{R}_\lambda \) is invertible, yielding likelihood

\[
\ell_{1a}(z; \hat{z}, \hat{R}, \lambda) := \exp(-\frac{1}{2}z^\top \hat{R}\hat{R}_\lambda^{-1}\hat{z} + z^\top \hat{z}).
\] (51)

Approach 1b: Use the RSS-Z likelihood (14) even though \( \hat{R} \) is non-invertible, so the likelihood is

\[
\ell_{1b}(z; \hat{z}, \hat{R}) := \ell_{\text{RSS-Z}}(z; \hat{z}, \hat{R}) = \exp(-\frac{1}{2}z^\top \hat{R}z + z^\top \hat{z}).
\] (52)

Note that the likelihood exists, and is easily computed, even when \( \hat{R} \) is not invertible. FINEMAP [12] effectively uses this approach, but does not allow configurations \( \gamma \subseteq \{1, \ldots, J\} \) where \( \hat{R}_\gamma \) is not invertible.

Approach 2a: Set the covariance in the RSS-Z model (10) to \( \hat{R}_\lambda \) for some small \( \lambda \), so that \( \hat{z} \sim N_z(\tilde{R}z, \hat{R}_\lambda) \). Note that this approach differs from 1a because it uses \( \hat{R} \) instead of \( \hat{R}_\lambda \) for the mean. This yields the following likelihood:

\[
\ell_{2a}(z; \hat{z}, \hat{R}, \lambda) := \exp(-\frac{1}{2}z^\top \hat{R}\hat{R}_\lambda^{-1}\hat{z} + z^\top \hat{z}).
\] (53)

Approach 2b: Project \( \hat{z} \) into a lower-dimensional subspace, \( \tilde{z} := \Lambda^{-1/2}Q^\top \hat{z} \), which ensures that \( \tilde{z} \in \mathbb{R}^r \) has a probability density, \( \tilde{z} \sim N_r(\Lambda^{1/2}Q^\top z, I_r) \). Thus we have

\[
p(z | \tilde{z}, \hat{R}) \propto \exp\left\{-\frac{1}{2}(\tilde{z} - \Lambda^{1/2}Q^\top z)^\top(\tilde{z} - \Lambda^{1/2}Q^\top z)\right\}
\propto \exp\left(-\frac{1}{2}z^\top \hat{R}z + z^\top Q\Lambda^{1/2}Q^\top z\right)
= \exp\left(-\frac{1}{2}z^\top \hat{R}z + z^\top QQ^\top z\right),
\] (54)

and therefore the likelihood is

\[
\ell_{2b}(z; \hat{z}, \hat{R}) = \exp(-\frac{1}{2}z^\top \hat{R}z + z^\top QQ^\top z).
\] (55)

The same likelihood is obtained by replacing \( \hat{R}^{-1} \) in (12) with the Moore-Penrose inverse of \( \hat{R} \), which is \( Q\Lambda^{-1}Q^\top \). This is the approach used by msCAVIAR [37].

We summarize the connections between these four approaches in the following proposition.

**Proposition 2.** (a) As \( \lambda \to 0 \), Approach 1a becomes equivalent to Approach 1b, and Approach 2a becomes equivalent to Approach 2b; that is,

\[
\lim_{\lambda \to 0} \ell_{1a}(z; \hat{z}, \hat{R}, \lambda) = \ell_{1b}(z; \hat{z}, \hat{R});
\] (56)

\[
\lim_{\lambda \to 0} \ell_{2a}(z; \hat{z}, \hat{R}, \lambda) = \ell_{2b}(z; \hat{z}, \hat{R}).
\] (57)

(b) Approaches 1b and 2b are equivalent—i.e., \( \ell_{1b}(z; \hat{z}, \hat{R}) = \ell_{2b}(z; \hat{z}, \hat{R}) \)—if and only if \( \hat{z} \) is consistent with \( \hat{R} \).
(c) If \( \hat{z} \) is inconsistent with \( \hat{R} \), Approach 2b behaves discontinuously,
\[
\lim_{\lambda \to 0} \ell_{2b}(z; \hat{z}, \hat{R}_\lambda) \neq \ell_{2b}(z; \hat{z}, \hat{R}),
\]
but at the limit it is equivalent to Approach 1b,
\[
\lim_{\lambda \to 0} \ell_{2b}(z; \hat{z}, \hat{R}_\lambda) = \ell_{1b}(z; \hat{z}, \hat{R}).
\]

Proof. (a) As \( \lambda \to 0 \), \( \hat{R}_\lambda \to \hat{R} \), so (56) is trivially satisfied. To prove (57), we define \( B := QA^{1/2} \) with pseudoinverse \( B^\dagger = \Lambda^{-1/2}Q^\top \). With these definitions, we can write \( \ell_{2a}(z; \hat{z}, \hat{R}, \lambda) \) as
\[
\ell_{2a}(z; \hat{z}, \hat{R}, \lambda) = \exp(-\frac{1}{2}z^\top BB^\top((1-\lambda)BB^\top + \lambda I)^{-1}BB^\top z + z^\top BB^\top((1-\lambda)BB^\top + \lambda I)^{-1}\hat{z}).
\]
In the limit as \( \lambda \to 0 \), \( BB^\top((1-\lambda)BB^\top + \lambda I)^{-1} \to B^\top \) (Theorem 3.4 in [44]). Therefore,
\[
\lim_{\lambda \to 0} \ell_{2a}(z; \hat{z}, \hat{R}, \lambda) = \exp(-\frac{1}{2}z^\top BB^\top B^\top z + z^\top BB^\top\hat{z})
= \exp(-\frac{1}{2}z^\top \hat{R}z + z^\top QQ^\top\hat{z})
= \ell_{2b}(z; \hat{z}, \hat{R}).
\]
(b) \( \ell_{1b}(z; \hat{z}, \hat{R}) = \ell_{2b}(z; \hat{z}, \hat{R}) \) for all \( z \) if and only if \( QQ^\top \hat{z} = \hat{z} \). Since \( P = QQ^\top \) is an orthogonal projector onto range(\( Q \)), \( \hat{z} \in \text{range}(Q) \leftrightarrow QQ^\top \hat{z} = \hat{z} \) (see [45], Chapter 6).

c) First we prove (59). Since \( \hat{R}_\lambda \) is full rank, the \( J \times J \) matrix of eigenvectors \( Q_\lambda \) satisfies \( QQ_\lambda^\dagger = I_J \). Therefore,
\[
\ell_{2b}(z; \hat{z}, \hat{R}_\lambda) = \exp(-\frac{1}{2}z^\top \hat{R}_\lambda z + z^\top \hat{z}) = \ell_{1a}(z; \hat{z}, \hat{R}_\lambda),
\]
so the result follows from (56). The result (58) then follows from part (b).

Remark 3. Proposition \( \widehat{\lambda} \) (a) and (b) together imply that if \( \hat{z} \) is consistent with \( \hat{R} \) then, for sufficiently small \( \lambda \), all four approaches should give the same results (ignoring numerical errors that occur in floating-point computations). However, because the RSS-Z model is only an approximation, \( \hat{z} \) will often be inconsistent with \( \hat{R} \). It is this fact that causes the methods to give different results.

Irrelevance of null SNPs

Given that the different approaches to dealing with non-invertible \( \hat{R} \) may give different results, it is natural to ask which approach is preferable. Here we argue that Approaches 1a and 1b are preferable to Approaches 2a and 2b because Approaches 1a and 1b always satisfy a simple property that we call “irrelevance of null SNPs.” (Approaches 2a and 2b may sometimes satisfy this property, but they are not guaranteed to do so.) This property is also satisfied by the full data likelihood and implies, among other things, that inference under the SER model is independent of the LD matrix.

We motivate this property by observing that the individual-data multiple regression likelihood (1) has the following simple property: if a SNP \( j \) has no effect (a “null SNP”), then its genotypes \( x_j \) do not appear in the likelihood. As a result, genotypes at
null SNPs do not impact inference for other SNPs. We call this property “irrelevance of null SNPs.”

In the summary-data setting, we do not directly observe the genotypes, so we need to formulate an analogous property. Therefore, to translate these ideas to the summary-data likelihoods with \( z, \hat{R} \), we ask instead whether the likelihood has the following property: if \( z_j = 0 \), then all \( \hat{R}_{j'j'} \), for \( j' = 1, \ldots, J \), do not appear in the likelihood. If, for example, \( \hat{R}_{j'j'} \) is the correlation between SNPs \( j \) and \( j' \) obtained from a suitable reference panel, then this property implies that the genotypes for SNP \( j \) have no impact on the summary-data likelihood when \( z_j = 0 \). (The same can be said for regularized LD matrices of the form (16).)

To formalize these ideas, we introduce some notation. We use \( \gamma \) to denote a subset of SNPs, \( \gamma \subseteq \{1, \ldots, J\} \), and we let \( z_\gamma \) denote the elements of the vector \( z \) corresponding to the SNPs in \( \gamma \). The remaining elements are denoted by \( z_{-\gamma} \). Similarly, we use \( \hat{R}_\gamma \) to denote the matrix containing only the rows and columns of \( \hat{R} \) in \( \gamma \), and \( \hat{R}_{-\gamma} \) denotes the matrix containing only the rows and columns of \( \hat{R} \) that are not in \( \gamma \). We then define irrelevance of null SNPs as follows.

**Definition 2 (Irrelevance of null SNPs).** Let \( \ell(z) \) be any likelihood for \( z \) (which implicitly depends on \( z, \hat{R} \), and the model parameters). For any subset \( \gamma \subseteq \{1, \ldots, J\} \), let \( \ell'(z_\gamma) \) denote the likelihood for \( z_\gamma \) when the remaining elements \( z_{-\gamma} \) are set to zero; that is,

\[
\ell'(z_\gamma) := \ell(z_\gamma, z_{-\gamma} = 0).
\]

We say the likelihood \( \ell(z) \) satisfies the irrelevance of null SNPs property if, for all \( \gamma \), \( \ell'(z_\gamma) \) depends on \( \hat{R} \) only through \( \hat{R}_\gamma \).

**Remark 4.** We have framed the definition in terms of likelihoods for the non-centrality parameters \( z \), but a similar definition could be obtained for the effects \( b \) by replacing \( z \) with \( b \).

The multiple regression likelihood based on individual-level data (8) satisfies the irrelevance of null SNPs property. Likelihoods \( \ell_{1a} \) (51) and \( \ell_{1b} \) (52), which are both based on \( \ell_{RSS,Z} \), but with different choices of \( \hat{R} \), also satisfy this property, as summarized by the following proposition.

**Proposition 3.** \( \ell_{RSS,Z} \) satisfies irrelevance of null SNPs (Definition 2).

**Proof.** Setting \( z_{-\gamma} = 0 \) in (14) yields

\[
\ell_{RSS,Z}(z_\gamma, z_{-\gamma} = 0) = \exp(-\frac{1}{2}z_\gamma^T \hat{R}_\gamma z_\gamma + z_\gamma^T \tilde{z}_\gamma).
\]

The irrelevance of null SNPs has the following simple implication: to assess support for the hypothesis \( H_\gamma : z_\gamma = 0 \), one only needs the genotypes corresponding to the non-null SNPs. Indeed, if \( p_\gamma(z_\gamma) \) denotes any prior on \( z_\gamma \) under \( H_\gamma \) then, in the absence of nuisance parameters, the Bayes Factor for \( H_\gamma \) vs. \( H_0 \) is

\[
BF_{\gamma} := \frac{\int \ell'(z_\gamma) p_\gamma(z_\gamma) dz_\gamma}{\ell'(z_\gamma = 0)}.
\]

This result implies that \( BF_{\gamma} \) depends only on \( \tilde{z}_\gamma, \hat{R}_\gamma \), whatever priors are used for each \( \gamma \) (assuming that the prior \( p_\gamma \) does not depend on the null genotypes). This result is easily extended to integrate out additional nuisance parameters (e.g., \( \sigma \) in the multiple regression model) in both the numerator and denominator.

A similar result is shown for specific priors in [12], and is exploited in FINEMAP. Our analysis here emphasizes that this is, fundamentally, due to properties of the likelihood, and is not confined to specific priors.
Remark 5. Applying this result to the special case that $\gamma$ contains a single SNP $j$, i.e., $\gamma = \{j\}$, BF$_s$ depends on the genotypes only through SNP $j$; in particular, it does not depend on the LD between SNPs. Thus, irrelevance of null SNPs implies that fitting a SER does not depend on LD. Since $\ell_{RSS-Z}(z; \hat{z}, \hat{R})$ satisfies irrelevance of null SNPs, inference under the SER model with the RSS-Z likelihood has the desirable property that it does not depend on LD.

Optimization of $\lambda$ in regularized LD matrix

To solve (17), we used the Brent-Dekker algorithm [46], which is implemented in R by the optimize function. This algorithm performs a 1-d search over $\lambda \in [0,1]$. The main computational expense of this optimization step is the eigenvalue decomposition of $\hat{R}_0$. Computing the eigenvalue decomposition has computational complexity $O(J^3)$, and therefore can impose a substantial computational burden on the overall fine-mapping analysis when $J$ is large. In practice, we found that the regularization typically provided only a small improvement to the SuSiE fine-mapping results, so in the software we set $\lambda = 0$ by default to avoid this potentially large computational expense.

Likelihood ratio test for detecting allele flips

Based on the conditional distribution (19) and the standardized differences (20), we developed a likelihood ratio test to detect allele flips. When $\hat{R} = R$, $t_j$ should be approximately standard normal; $t_j \sim \mathcal{N}(0,1)$. However, when $\hat{R}$ is estimated from a reference panel, even without errors such as allele flips, the empirical distribution of standardized differences will be longer tailed than the standard normal. This suggests that a more flexible distribution should be used to model the standardized differences. We used a mixture of normals to model the empirical conditional distribution,

$$\hat{z}_j \mid \hat{z}_{-j}, \hat{R} \sim \sum_{k=1}^{K} w_k \mathcal{N}(-\Omega_{j,-j} \hat{z}_{-j}, \sigma_k^2/\Omega_{jj}),$$  

(66)

where $\sigma_1, \ldots, \sigma_K$ are prespecified standard deviations such that $\sigma_1 < \cdots < \sigma_K$, and $w = (w_1, \ldots, w_K)$ are mixture proportions (that is, they are all non-negative and sum to 1). In our analyses, we chose the $\sigma_k$'s such that $\sigma_1 = 0.8$, $\sigma_K = 2 \times \max\{|t_1|, \ldots, |t_J|\}$ and $\sigma_{k+1} = 1.05 \times \sigma_k$. We estimated $w$ by maximum likelihood, using summary data for all SNPs. Computing the maximum-likelihood estimate of $w$ is a convex optimization problem and can be solved efficiently using mixsqp [47]. We then used the maximum-likelihood estimates of the mixture weights, $\hat{w} = (\hat{w}_1, \ldots, \hat{w}_K)$, to compute a likelihood ratio for each SNP $j$,

$$LR_j := \frac{\sum_{k=1}^{K} \hat{w}_k \mathcal{N}(\hat{z}_j; \Omega_{j,-j} \hat{z}_{-j}, \sigma_k^2/\Omega_{jj})}{\sum_{k=1}^{K} \hat{w}_k \mathcal{N}(\hat{z}_j; -\Omega_{j,-j} \hat{z}_{-j}, \sigma_k^2/\Omega_{jj})}.$$  

(67)

This test can only identify errors in SNPs $j$ with $z$-scores that are large in magnitude. Therefore, after estimating the mixture weights, we focus on SNPs $j$ with $|\hat{z}_j| > 2$; SNPs $j$ with $|\hat{z}_j| > 2$ and the largest likelihood ratios $LR_j$ are the top candidates for being allele flips.

SuSiE refinement procedure

The refinement procedure is outlined in Algorithm 2. This procedure will work with any individual-level data or summary data accepted by SuSiE. In the algorithm, when we say the SuSiE model fit $s$ is initialized to fit $t$, specifically we mean that the posterior
means \( \bar{b}_l \) for each single effect \( l = 1, \ldots, L \) are initialized from \( t \). (Refer to Algorithm 1 in [17], and Algorithm 1 in this paper.) The default initialization is \( \bar{b}_l = 0 \). In all cases the default initialization is used for \( \sigma^2 \) and \( \sigma^2_0 = (\sigma^2_{01}, \ldots, \sigma^2_{0L}) \).

**Algorithm 2** SuSiE refinement procedure

**Require:** A SuSiE model fit, \( s \), with \( K \geq 1 \) credible sets, \( CS_1, \ldots, CS_K \).

1. Compute ELBO at \( s \), \( F \leftarrow \text{ELBO}(s) \)
2. repeat
   3. for \( k = 1 \) to \( K \) do
      4. \( \bar{\pi} \leftarrow \pi \)
      5. Set prior weights to 0 for all SNPs in \( CS_k \); \( \bar{\pi}_j \leftarrow 0 \) for all \( j \in CS_k \)
      6. Fit SuSiE model, \( t_k \), using prior weights \( \bar{\pi} \) and default initialization
      7. Fit SuSiE model, \( s_k \), using prior weights \( \pi \), initialized at \( t_k \)
      8. Compute ELBO at \( s_k \), \( F_k \leftarrow \text{ELBO}(s_k) \)
   9. end for
10. \( k^* \leftarrow \text{argmax}_k \text{ELBO}(s_k) \)
11. if \( F_{k^*} > F \) then
12. \( s \leftarrow s_{k^*} \)
13. end if
14. until \( F_{k^*} \leq F \)

**Details of calculations for toy example**

In the toy example (see “Fine-mapping with inconsistent summary data and a non-invertible LD matrix: an illustration” in the Results), we assumed \( \hat{R} \) is the \( 2 \times 2 \) rank-1 matrix of all ones. Then the eigenvalue decomposition of \( \hat{R} \) is \( \hat{R} = Q\Lambda Q^\top \) with \( \Lambda = 1, Q = (\sqrt{1/2}, \sqrt{1/2})^\top \), and \( QQ^\top \) is the \( 2 \times 2 \) matrix with all entries set to \( 1/2 \). In the likelihood \( \ell_{2b}(z; \hat{z}, \hat{R}) \) (see eq. 55), this has the effect that \( QQ^\top \hat{z} \) is the average of the observed \( z \)-scores; that is, \( QQ^\top \hat{z} = ((\hat{z}_1 + \hat{z}_2)/2, (\hat{z}_1 + \hat{z}_2)/2)^\top \).

The SuSiE-RSS results for this toy example with \( \hat{z} = (6, 7) \) were generated by running susie_rss with the default settings (susieR version 0.11.48).

**Details of simulations**

We evaluated the fine-mapping methods on summary data sets generated using real genotypes and simulated phenotypes. For genotype data, we used version 3 of the imputed genotypes from the UK Biobank resource [48]. These data are well suited for fine-mapping because of their large sample size (approximately 500,000 genotyped individuals) and the high density of available genetic variants after genotype imputation [38].

Following [49], we took steps to filter out genotype samples, resulting in a candidate set of 274,549 samples. In detail, we considered only genotype samples marked as “White British” (to limit confounding due to population structure). We then removed any samples from the White British subset that met one or more of the following criteria: mismatch between self-reported and genetic sex; outlier based on heterozygosity and/or rate of missing genotypes; has at least one close relative in the same data set (based on the UK Biobank’s kinship and “relatedness” calculations); or does not have a measurement of standing height.

Using this collection of 50,000 genotype samples, we generated \( 3 \times 200 = 600 \) data sets for fine-mapping: 200 non-overlapping regions on autosomal chromosomes, each large enough to contain roughly 1,000 genotyped SNPs, and 3 data sets for each region. A SNP was included in a region if it satisfied all of the following criteria: SNP with at
most two alleles; minor allele frequency of 1% or greater; and information score, which quantifies imputation quality, of 0.9 or greater. 998 SNPs were included in a region on average. The smallest region contained 998 SNPs, and the largest contained 1,001 SNPs. The average size of a region in base pairs was 390 kb.

For each of the 200 randomly chosen regions, we generated three data sets by following a procedure similar to [17]. Our procedure is briefly described here. We simulated phenotypes \( y \) under the multiple regression model (1) in which \( X \) was the centered and standardized matrix of 50,000 genotypes. We simulated three sets of phenotype data from the same \( X \) by setting the number of causal SNPs to be 1, 2 or 3. The causal SNPs were chosen uniformly at random among the available SNPs in the region. The causal (non-zero) SNP effects \( b_j \) were drawn randomly from the standard normal, then the residual variance \( \sigma^2 \) was adjusted so that the genotypes at all SNPs in the region explained 0.5% of the variance in \( y \). The outcomes \( y \) were then simulated as

\[
y_i = x_{i1}b_1 + \cdots + x_{iJ}b_J + \varepsilon_i, \quad \varepsilon_i \sim N(0, \sigma^2)
\]

where \( \varepsilon_i \) are the residual errors. We then calculated z-scores, \( z \), and the in-sample LD matrix \( R \) from \( X \) and the simulated \( y \).

To investigate the impact of misspecification of the LD matrix, we randomly sampled 500 and 1,000 individuals (not overlapping with the 50,000 samples used to compute the z-scores), and computed two “out-of-sample” LD matrices, denoted by \( \hat{R}_{500} \) and \( \hat{R}_{1000} \), respectively. Because the sample sizes were not large (at most 50,000), it was feasible to compute all in-sample and out-of-sample LD matrices using the function \texttt{cor} in \texttt{R}.

### Fine-mapping methods

Together with SuSiE-suff and SuSiE-RSS (susieR version 0.11.48), we also assessed performance of FINEMAP [12] (version 1.4), CAVIAR [7] (version 2.2) and DAP-G [14,16] (git commit id 875ba40). All these methods accept summary data of the same form as SuSiE-RSS; that is, their inputs are the z-scores \( z \) and LD matrix \( R \). These methods are based on the same multiple linear regression model as SuSiE-RSS, differing in the choice of priors, the approach used to compute posterior probabilities, and definition of a credible set.

For simulations using in-sample LD matrices only, we called function \texttt{susie\_suff\_stats} from the \texttt{susieR} package with \( L = 10, \ max\_iter = 1000, \ estimate\_residual\_variance = \text{FALSE} \). We fit SuSiE models both with and without the iterative refinement procedure; that is, with \texttt{refine = TRUE} and \texttt{refine = FALSE}.

In “Assessment of fine-mapping methods and LD regularization approaches” the SuSiE-suff results are from model fitting with refinement.

Likewise, we called \texttt{susie\_rss} with both \texttt{refine = TRUE} and \texttt{refine = FALSE}. All SuSiE-RSS results presented in “Assessment of fine-mapping methods and LD regularization approaches” are from calling \texttt{susie\_rss} with \texttt{refine = TRUE}. We set the input argument \( L \) (the maximum number of non-zero effects in the regression model) to either 10 or, for the “SuSiE-RSS, \( L = \text{true} \)” results, we set \( L \) to value used to simulate the phenotypes (\( L = 1, 2, \) or 3). We also set \texttt{max\_iter = 1000}. The remaining optional arguments in \texttt{susie\_suff\_stat} and \texttt{susie\_rss} were kept at their default settings.

We ran the FINEMAP program with flags \texttt{--sss --n-causal-snps 4}; with these options, FINEMAP used shotgun stochastic search to explore causal configurations, restricting to configurations with at most 4 causal SNPs. For the “FINEMAP, \( L = \text{true} \)” results, we instead called FINEMAP with \texttt{--sss --n-causal-snps L}, where \( L \) was the number of causal SNPs used in the simulation (1, 2 or 3). Credible sets were introduced in newer versions of FINEMAP. In FINEMAP version 1.4, a credible set was defined conditioned on the number of causal SNPs, \( k \): “For a specific \( k \), FINEMAP takes the \( k \)-SNP causal configuration with highest posterior probability and then asks, for the \( l \)th SNP in that set, which are the other candidates that could possibly replace that SNP in this causal configuration. The \( l \)th credible set shows the best candidate SNPs and their
posterior probability of being in a $k$-SNP causal configuration that additionally contains $k - 1$ SNPs. Note that the $k - 1$ SNPs are chosen to have highest posterior probability in their credible set.” FINEMAP outputted a set of results for each $k = 1, \ldots, L$. We kept the credible sets from the $k$ with the highest posterior probability.

We ran DAP-G program using the default settings. Note that the default maximum number of causal SNPs in DAP-G (the “maximum model size”) is $J$, the total number of SNPs. The DAP-G software outputs “signal clusters” [10], not credible sets. However, we were able to compute credible sets from the DAP-G output following this description from [16]: “For a signal whose local fdr $\leq t$, it is straightforward to construct a $(1 - t)\%$ Bayesian credible set by selecting a minimum subset of SNPs such that their cumulative SNP-level PIPs reach $1 - t$.” We implemented this calculation in R to generate the DAP-G credible sets.

We ran CAVIAR with flags `-g 0.001 -c L` so that all SNPs had a prior inclusion probability of 1/1000, and the maximum number of causal SNPs was $L$, where $L$ was the value used to simulate the phenotypes (1, 2 or 3). The remaining CAVIAR parameters were kept at their default settings.

**Computing environment**

All simulations were run on Linux machines (Scientific Linux 7.4) with Intel Xeon E5-2680v4 (“Broadwell”) processors. SuSiE-suff and SuSiE-RSS were run in R 3.6.1 [50] linked to the OpenBLAS 0.2.19 optimized numerical libraries. At most 2 GB of memory was needed to run SuSiE-suff and SuSiE-RSS on the simulated data sets, and at most 10 GB was needed to run DAP-G, FINEMAP and CAVIAR. All methods and other computations were run without multithreading (one CPU). Runtime statistics for running the methods on summary data with in-sample LD matrices are given in Table 1.

| method                           | min.(s) | average(s) | max.(s) |
|----------------------------------|---------|------------|---------|
| SuSiE-suff, no refinement        | 0.40    | 1.40       | 18.61   |
| SuSiE-suff, with refinement      | 1.44    | 4.81       | 62.34   |
| SuSiE-RSS, no refinement         | 0.39    | 1.31       | 20.42   |
| SuSiE-RSS, with refinement       | 1.43    | 4.64       | 74.15   |
| SuSiE-RSS, with refinement, $L =$ true | 2.00    | 4.71       | 10.23   |
| DAP-G                            | 0.66    | 5.70       | 371.76  |
| FINEMAP                          | 1.67    | 16.11      | 39.27   |
| FINEMAP, $L =$ true              | 1.00    | 12.92      | 42.93   |
| CAVIAR, $L =$ true               | 3.54    | 1,516.91   | 4,831.95|

We used the Dynamic Statistical Comparisons system (https://github.com/stephenslab/dsc) to perform the simulations. All code implementing the simulations, and the raw and compiled results generated from our simulations, are available at https://github.com/stephenslab/dsc_susierrs and were deposited on Zenodo [51].

**Software availability**

The SuSiE, SuSiE-suff and SuSiE-RSS methods are implemented in the R package susieR. It is available for download at https://github.com/stephenslab/susieR and on CRAN at https://cran.r-project.org/package=susieR.
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