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Abstract—This paper presents FLGC, a simple yet effective fully linear graph convolutional network for semi-supervised and unsupervised learning. Instead of using gradient descent, we train FLGC based on computing a global optimal closed-form solution with a decoupled procedure, resulting in a generalized linear framework and making it easier to implement, train, and apply. We show that (1) FLGC is powerful to deal with both graph-structured data and regular data, (2) training graph convolutional models with closed-form solutions improve computational efficiency without degrading performance, and (3) FLGC acts as a natural generalization of classic linear models in the non-Euclidean domain, e.g., ridge regression and subspace clustering. Furthermore, we implement a semi-supervised FLGC and an unsupervised FLGC by introducing an initial residual strategy, enabling FLGC to aggregate long-range neighborhoods and alleviate over-smoothing. We compare our semi-supervised and unsupervised FLGCs against many state-of-the-art methods on a variety of classification and clustering benchmarks, demonstrating that the proposed FLGC models consistently outperform previous methods in terms of accuracy, robustness, and learning efficiency. The core code of our FLGC is released at https://github.com/AngryCai/FLGC.
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I. INTRODUCTION

Graph neural network (GNN) has emerged as a powerful technique for the representation learning of graphs [1], [2]. Current GNN models usually follow a neighborhood aggregation scheme, where the feature representation of a node is updated by recursively aggregating representation vectors of its neighbors [3], [4]. Benefited from the promising ability to model graph structural data, traditional learning problems can be revisited from the perspective of graph representation learning, ranging from recommendation [5] and computer vision [6], [7], [8], to combinatorial optimization [9], [10].

In recent years, there is increasing attention for generalizing convolution to the graph domain. The existing graph convolutional networks (GCNs) often broadly categorize into spectral approaches and spatial approaches [2], [4]. Spectral models commonly use the spectral graph theory to design spectral filters, such as ChebyNet [11] and the vanilla GCN [12]. While spatial models define graph convolutions based on a node’s spatial relations, e.g., GraphSAGE [13], [14] and Graph Attention networks (GAT) [15]. Due to the good theoretical guarantee, spectral models have been extensively studied by the recent mainstream. Despite their success, most of the state-of-the-art (SOTA) GCN models are dominated by shallow and simple models because of the over-smoothing problem [3], [16]. To circumvent the problem, many efforts have been paid to develop deeper and more robust models. The proven techniques include residual connection [16], randomly drop nodes [17] or edges [18], and data augmentation [19], etc.

More recent attempts in simplifying GCN have collectively suggested that a GCN model can be decoupled into two successive stages: parameter-free neighborhood propagation and task-specific prediction. Following this scheme, Wu et al. [20] initially proposed Simple Graph Convolution (SGC) [20] by simplifying the vanilla GCN as a low-pass filter followed by a linear classifier. While Approximate Personalized Propagation of Neural Predictions (APPNP) [21] swaps the two stages and establishes a connection between GCN and the well-known PageRank [22]. These successful attempts signify several helpful tendencies. First, simplified GCNs have a similar capability to the elaborated ones in handling structural data. Second, a linear GCN is as powerful as the nonlinear counterpart for most graph scenarios. Nonetheless, fewer studies have managed to develop a unified framework between traditional linear models and GCNs. Moreover, gradient descent-based training of simplified GCNs often suffers from local optimum, tedious hyper-parameters and training tricks. Hence, it would result in a more simplified GCN if a globally optimal solution in a closed form is provided.

Earlier linear models, such as ridge regression [23] and subspace clustering [24], have been frequently applied in practice owing to their simplicity, efficiency, and efficacy. However, these classic models essentially work in the Euclidean domain, leading to insufficient handling of graph structured data. Before GCNs emerged, graph Laplacian regularization (or manifold regularization) [25], [26] had been widely ap-
plied in various linear models to incorporate structural information. This inspires a series of classic graph-regularized semi-supervised approaches, e.g., Laplacian Regularized Least Squares (LapRLS) [25], and graph-regularized unsupervised approaches, e.g., Laplacian Regularized Low-Rank Representation [27]. Despite being a useful technique, the Laplacian regularization encounters three shortcomings: 1) it is typically dependent upon the Euclidean domain and, thus, it is hard to directly generalize to real-word graph data; 2) it merely considers the 1st-order neighborhoods while ignoring important long-range interdependency; 3) its additional regularization coefficient needs to be appropriately adjusted.

In this paper, we propose a very simple and unified framework, referred to as Fully Linear Graph Convolution (FLGC), for both semi-supervised learning (SSL) and unsupervised learning (USL). Our goal is to further simplify GCNs and generalize it to existing linear models, finally enabling traditional models to explore graphs directly. Specifically, we linearize GCN and then decouple it into neighborhood propagation and prediction stages, resulting in a flexible framework. Such simplification makes it possible to efficiently calculate a globally optimal solution during training and also easy to incorporate with various previous linear models. On the basis of the resulting framework, we further present a semi-supervised FLGC for node classification problems and an unsupervised FLGC for subspace clustering problems. To prevent the over-smoothing issue, we introduce an initial residual in neighborhood propagation to capture the long-range dependency across a graph.

To sum up, the main contributions of this paper are as follows:

1) We present a simple yet effective FLGC framework to deal with graph data and regular data. The framework consists of a parameter-free neighborhood propagation and a task-specific linear model with a closed-form solution. The framework not only simplifies the training of existing GCNs with a general but makes it easier to implement and apply in practice.

2) We implement two FLGCs for semi-supervised node classification and unsupervised clustering tasks, respectively. Also, we show that the semi-supervised and unsupervised FLGCs act as a generalization of classic ridge regression and subspace clustering in the non-Euclidean domain. Such generalization enables traditional linear models to explore graph structure without losing their original simplicity and efficacy.

3) We extend the personalized propagation scheme to balance the contribution of structure and node features, which endows FLGC with the capability of capturing long-range neighborhoods, thereby reducing the risk of over-smoothing.

4) We empirically show that FLGCs consistently outperform a large number of previous SOTA approaches on both semi-supervised learning and clustering tasks across real-world graph data and regular grid data. Such superiority further offers a promising scheme to revisit traditional linear models in a pure non-Euclidean domain.

The rest of the paper is structured as follows. In Section II, we briefly review the related concepts on recent GCN models and subspace clustering. Section III systematically introduces the motivation, framework, formulation, and implementation of the proposed FLGCs. Extensive qualitative and quantitative evaluations and comparisons are presented in Section IV and Section V, followed by the conclusions. Conclusions and future works are given in Section VI.

II. NOTATION AND CONCEPTS

A. Notations

In this paper, boldface lowercase italics symbols (e.g., $x$), boldface uppercase roman symbols (e.g., $X$), regular italics symbols (e.g., $N$), and calligraphy symbols (e.g., $S$) orderly denote vectors, matrices, scalars, and sets. A graph is represented as $G = (V, E, X)$, where $V$ denotes the node set with $v_i \in V$ and $|V| = N$, $E$ indicates the edge set with $(v_i, v_j) \in E$, and $X \in \mathbb{R}^{N \times D}$ signifies the $D$-dimensional node feature matrix of $G$ while the corresponding $C$-class one-hot target matrix is $Y \in \mathbb{R}^{N \times C}$. We define $A \in \mathbb{R}^{N \times N}$ as the adjacency matrix of $G$ and the diagonal degree matrix as $D \in \mathbb{R}^{N \times N}$, where $D_{ii} = \sum_j A_{ij}$. The graph Laplacian matrix is defined as $L = D - A$, and its normalized version is given by $L_{sym} = D^{-1/2}LD^{-1/2}$, which has an eigendecomposition of $UAV^T$. Here, $A$ is a diagonal matrix of the eigenvalues of $L$, and $U$ is a unitary matrix consisting of the eigenvectors of $L$. Bedsides, $X^T$ denotes the transpose of matrix $X$ and $I_N$ denotes an identity matrix with the size of $N$. The trace operation and the Frobenius norm of matrix $X$ are defined as $tr(X)$ and $\|X\|_F = \sqrt{tr(X^TX)}$, respectively.

B. Vanilla GCN

We refer to the GCN model proposed by Kipf et al. [12] as the vanilla GCN because of its great success and numerous followers. The vanilla GCN suggests that the graph convolution operation can be approximated by the $K$-th order polynomial of Laplacians, i.e.,

$$Ug_0U^T x \approx U \left( \sum_{i=0}^{K} \theta_i \Lambda_i^{(i)} \right) U^T x = \left( \sum_{i=0}^{K} \theta_i L_i^{(i)} \right) x,$$

(1)

where $g_0 = \text{diag}(\theta)$ is a graph filter parameterized by $\theta \in \mathbb{R}^N$ in the Fourier domain and $\theta_i$ denotes the polynomial coefficient. The vanilla GCN [12] adopts two crucial strategies to simplify and enhance Eq. (1). First, it uses a 1st-order polynomial with settings of $\theta_0 = 2\theta$ and $\theta_1 = -\theta$ to approximate Eq. (1), resulting in a simplified convolution operation, i.e., $g_0 * x = \theta (I + D^{-1/2}AD^{-1/2}) x$. Second, it introduces a renormalization trick to guarantee its stability. Specifically, the trick can be expressed as

$$P = (D + I)^{-1/2}(A + I)(D + I)^{-1/2} = \tilde{D}^{-1/2}\tilde{A}\tilde{D}^{-1/2}.$$

(2)

We call $P$ as propagation matrix. As a result, in analogy to convolutional neural networks (CNN) [28], [29], a general and layer-wise graph convolution propagation rule can be defined by

$$X^{(\ell+1)} = \text{ReLU} \left( PX^{(\ell)}W^{(\ell)} \right).$$

(3)
Here, $X^{(t)}$ is the $t$-th layer’s graph embedding ($X^{(1)} = X$) and $W^{(t)}$ is a trainable parameters matrix. However, many works [2], [3], [20], [21], [4], [16] have demonstrated that stacking multiple GCN layers will lead to the over-smoothing effect, that is to say, all vertices will converge to the same value. Thus, the vanilla GCN usually adopts a shallow architecture, e.g., two GCN layers.

C. SGC

SGC [20] removes nonlinear activations in the vanilla GCN and collapses all trainable weights into a single matrix. This enables it to raise the repeated multiplication of the normalized adjacency matrix $P$ as a $K$-th power of a matrix, i.e.,

$$
\hat{Y} = \text{softmax} \left( \frac{P \cdots P X W_1 W_2 \cdots W_K}{K} \right). \quad (4)
$$

Furthermore, SGC can be regarded as a fixed feature extraction/smoothing component $\hat{X} = P^K X$ followed by a linear logistic regression classifier $\hat{Y} = \text{softmax} \left( \hat{X} W \right)$. In [20], Wu et al. suggested that SGC acts as a low-pass filter and such a signified model performs comparably to many SOTA models.

D. APPNP

Personalized propagation of neural predictions (PPNP) and its fast approximation, APPNP [21], consider the relationship between GCN and PageRank to derive an improved propagation scheme based on personalized PageRank. Let $H^{(0)} = h_{\theta}(X)$ be a multilayer perceptron (MLP) parameterized by $\theta$. Then PPNP is defined as

$$
\hat{Y} = \text{softmax} \left( \alpha (I - (1 - \alpha)P)^{-1} H^{(0)} \right), \quad (5)
$$

where $\alpha \in (0, 1]$ is the teleport (or restart) probability of the topic-sensitive PageRank.

Similar to SGC, PPNP separates the neural network used for generating predictions from the propagation scheme. While APPNP further approximates topic-sensitive PageRank via power iteration, i.e.,

$$
H^{(i)} = \alpha H^{(0)} + (1 - \alpha) P H^{(i-1)},
\hat{Y} = \text{softmax} \left( \alpha H^{(0)} + (1 - \alpha) P H^{(K-1)} \right). \quad (6)
$$

One of the great advantages of PPNP and APPNP is that they decouple feature transformation and propagation procedures of the vanilla GCN without increasing the number of trainable parameters.

E. Classic Linear Models

We broadly divide classic linear models into supervised methods and unsupervised methods. Similar to SGC, a typical supervised linear model can be treated as a fully linearized MLP, given by

$$
X_T W_1 W_2 \cdots W_\ell = X_T W = Y_T. \quad (7)
$$

Here, $X_T$ and $Y_T$ denote training samples and corresponding target matrix, respectively. Such a model is also known as a ridge regression classifier [23], [30]. Besides, logistic regression and softmax regression are its two most frequently-used variants in deep neural networks [31], [1], [32], [28], [33].

The unsupervised fashion of a linear model often follows a common assumption, i.e., data points lie in a union of linear subspaces. While the subspace representation coefficients $Z \in \mathbb{R}^{N \times N}$ can be obtained by solving the following linear self-expressive model, i.e.,

$$
X^T Z = X^T, \quad \text{s.t.} \quad \text{diag} (Z) = 0 \quad (8)
$$

Notably, the main difference between Eq. (7) and Eq. (8) is that the former considers the combination between every feature, while the latter considers samples. In order to achieve an effective solution, various norm constraints are often imposed on $W$ or $Z$. Sparse Subspace Clustering (SSC) [24] utilizes an $\ell_1$ norm $\|Z\|_*$, while Low Rank Subspace Clustering (LRSC) [34] adopts a nuclear norm $\|Z\|_{*}$, just to name a few. Despite their success, the objective functions derived from these constraints are not smooth, leading to inefficient solutions. In contrast, the Frobenius norm $\|Z\|_F$ will result in a closed-form solution for linear models.

III. Fully Linear Graph Convolutional Networks

We present the general FLGC framework for semi-supervised classification and unsupervised classification problems, as illustrated in Fig. 1 (a). The core behind our FLGC is to generalize GCNs to traditional linear models so that a) training linear GCN model with global optimal solution b) enabling traditional linear models to work on graph-structured data, 3) further simplifying the existing GCN models.

A. Fully Linearization of GCN

Inspired by the SGC [20] model, we further remove all nonlinear operations of a $K$-layer GCN, including the logistic regression classifier1. It derives the following linear GCN

$$
P^K X W = \hat{Y}. \quad (9)
$$

This linearization brings three major benefits. First, it is easy to decouple the fully linear GCN into two stages: a parameter-free feature propagation stage (i.e., $H = P^K X$, where $H$ denotes graph embedding) and a target-dependent prediction stage (i.e., $\hat{Y} = HW$). The former aggregates $K$-hop neighborhoods based on a predefined propagation matrix $P$. While the later acts as a ridge regression classifier parameterized by $W$. Second, it establishes a relationship between traditional linear models and GCN models. This relationship enables us to reconsider the traditional linear models from the graph representation learning point of view. Also, it endows the classic ridge regression classifier with the ability to handle graphs directly. Third, the linearization makes it possible to efficiently solve the global optimal solution of GCN without

1It should be noticed that both Logistic (Sigmoid) and Softmax function are often used as nonlinear activation in neural networks. Thus, we consider SGC to be not fully linear. That is why it cannot calculate a closed-form solution.
using gradient descent. We refer to such GCN as Fully Linear Graph Convolution (FLGC). A matrix-form data flow of FLGC is depicted in Fig. 1 (b). More details will be introduced as follows.

B. Multi-hop Propagation

In light of the aforementioned linearization, we can define various propagation strategies and incorporate them into Eq. (9). Here we introduce a stable propagation scheme for our FLGC. According to the spectral graph theory, \( \lim_{K \to \infty} P^K X \) will converge to a stationary state as the number of propagation steps increases [21], [16]. While the node representations on the same connected component of a graph become indistinguishable, i.e., over-smoothing problem [21], [16]. Moreover, \( P^K X \) serves as a structure aggregation term and ignores the importance of initial node features. The initial node features often imply unique discriminant information, especially for those data without directly available graph structures.

To balance the structure between initial features, we adopt an extended APPNP’s propagation scheme to propagate multi-hop neighboring information. The propagation procedure with \( K \) power iteration is recursively calculated by

\[
H^{(\ell+1)} = (1 - \alpha) P H^{(\ell)} + \alpha X \\
\text{s.t. } H^{(1)} = X, \, \ell = 1, \ldots, K
\]

(10) with \( \alpha = 0 \). Furthermore, when \( \alpha = 1 \), SGC degrades into an ordinary neural network, in which no structural information is used. From the residual network’s point of view [12], [16], [35], our propagation scheme is a special form of residual connection, where each forward step connects with initial inputs and weighted by \( \alpha \) [as shown in Fig. 1 (b)]. Thus, our propagation mechanism is also called initial residual [16].

C. FLGC for Semi-Supervised Learning

Having introduced the FLGC framework, we are ready to calculate the closed-form solution for a specific downstream task. We first use the FLGC for the semi-supervised node classification problem. Let \( Y \in \mathbb{R}^{N \times C} \) be an augmented target matrix, where labeled nodes are presented as one-hot vectors while unlabeled nodes are marked as zero vectors. Further let \( M \) be a diagonal mask matrix associated with the labeled and unlabeled nodes. Thus, the semi-supervised FLGC can be denoted by

\[
H W = \hat{Y}.
\]

(11)

To effectively solve this problem, we rewrite the objective function as a Frobenius norm minimization problem, i.e.,

\[
\arg\min_W \| W \|_F, \text{ s.t. } H W = \tilde{Y}.
\]

(12)

The problem can be further expressed in the following form by using the Lagrangian multiplier
that the constraint the consistency of our FLGC framework. It has been proven presentation by adopting the Frobenius norm, as well as maintaining with the nuclear norm will derive a low-rank subspace to a standard sparse subspace representation while replacing with classic subspace clustering models, class variation of the initial inputs can be smoothed by using inputs. The motivation behind our method is that the intra-

\[
\arg\min_W \mathcal{L} = \frac{1}{2} \left\| \mathbf{M}^{1/2} \left( \mathbf{H} \mathbf{W} - \mathbf{Y} \right) \right\|_F^2 + \frac{\lambda}{2} \left\| \mathbf{W} \right\|_F^2 \\
= \frac{1}{2} \text{tr} \left( \mathbf{W}^T \mathbf{H}^T \mathbf{M} \mathbf{W} + \mathbf{W} \mathbf{Y} \mathbf{Y}^T - 2 \mathbf{Y}^T \mathbf{M} \mathbf{W} \right) \tag{13}
\]

where \( \lambda \) denotes a regularization coefficient. The partial derivative of \( \mathcal{L} \) with respect to \( \mathbf{W} \) is

\[
\frac{\partial \mathcal{L}}{\partial \mathbf{W}} = \left( \mathbf{H}^T \mathbf{M} \mathbf{W} - \mathbf{H}^T \mathbf{Y} \mathbf{Y}^T + \lambda \mathbf{W} \right) \tag{14}
\]

The global optimal solution is derived when \( \frac{\partial \mathcal{L}}{\partial \mathbf{W}} = 0 \), i.e.,

\[
\mathbf{H}^T \mathbf{M} \mathbf{W} - \mathbf{H}^T \mathbf{Y} \mathbf{Y}^T + \lambda \mathbf{W} = \mathbf{0} \tag{15}
\]

Consequently, we denote the solution in closed form as

\[
\mathbf{W}^* = (\mathbf{H}^T \mathbf{M} + \lambda \mathbf{I}_D)^{-1} \mathbf{H}^T \mathbf{Y} \tag{16}
\]

Finally, we infer the test node’s labels via a transductive manner.

D. FLGC for Clustering

Our unsupervised FLGC follows the classic subspace clustering by assuming that the \( K \)-hop graph embeddings lie in a union of \( C \) subspaces. More precisely, every node belonging to a certain subspace can be explicitly represented using other nodes in this subspace while subspaces do not interact with each other. We refer to this property of data as self-expressiveness. However, using an initial input to model such a property may lead to an unreliable estimate of subspace coefficients due to outliers and noisy points. Instead, we model our unsupervised FLGC based on the graph embedding of inputs. The motivation behind our method is that the intra-class variation of the initial inputs can be smoothed by using the graph convolution. Formally, we express our unsupervised FLGC as follows

\[
\arg\min_Z \left\| \mathbf{Z} \right\|_q, \text{ s.t. } \mathbf{H}^T \mathbf{Z} = \mathbf{X}^T, \text{diag}(\mathbf{Z}) = \mathbf{0} \tag{17}
\]

Here, \( \mathbf{Z} \in \mathbb{R}^{N \times N} \) is an affinity matrix, in which the \( j \)-th column denotes the representation coefficient vector of node \( v_j \), and \( q \) indicates the \( q \)-norm of a matrix. By analogy with classic subspace clustering models, \( q = 1 \) will lead to a standard sparse subspace representation while replacing \( q \) with the nuclear norm will derive a low-rank subspace representation.

In this paper, we aim to calculate a dense subspace representation by adopting the Frobenius norm, as well as maintaining the consistency of our FLGC framework. It has been proven [36] that the constraint \( \text{diag}(\mathbf{Z}) = \mathbf{0} \) can be relaxed and discarded by using a Frobenius norm. Hence, our unsupervised FLGC can be rewritten as

\[
\arg\min_Z \mathcal{L} = \frac{1}{2} \left\| \mathbf{H}^T \mathbf{Z} - \mathbf{X}^T \right\|_F^2 + \frac{\lambda}{2} \left\| \mathbf{Z} \right\|_F^2 = \\
\text{tr} \left( \mathbf{Z}^T \mathbf{H} \mathbf{H}^T + \mathbf{X}^T \mathbf{X} - 2 \mathbf{X} \mathbf{H}^T \mathbf{Z} + \frac{\lambda}{2} \mathbf{Z}^2 \right) \tag{18}
\]

We further compute \( \frac{\partial \mathcal{L}}{\partial \mathbf{Z}} \) as

\[
\frac{\partial \mathcal{L}}{\partial \mathbf{Z}} = \left( \mathbf{H} \mathbf{H}^T - \mathbf{X} \mathbf{X}^T + \lambda \mathbf{Z} \right). \tag{19}
\]

Similar to the semi-supervised FLGC, we can give the global optimal closed-form solution of Eq. (18), i.e.,

\[
\mathbf{Z}^* = \left( \mathbf{H} \mathbf{H}^T + \lambda \mathbf{I}_N \right)^{-1} \mathbf{H} \mathbf{X}^T. \tag{20}
\]

E. Remarks on FLGC

In Algorithm refalg:pesudocode, we provide the pseudocode for our semi-supervised and unsupervised FLGC. Noticed that both methods share a unified learning procedure and are easy to implement and train. In reality, our proposed FLGC models can be treated as natural generalizations of classic linear models in the non-Euclidean domain.

| Algorithm 1 Pseudocode of FLGC in a PyTorch-like style. |
|-------------------------------------------------------------|
| # lambda: regularization coefficient |
| # alpha: teleport (or restart) probability |
| # fit: calculate closed form solutions |
| # sc: spectral clustering |
| # mm: matrix-matrix multiplication |
| # gcn_norm: normalize adjacency matrix |
| # compute augmented normalized adjacency |
| P = gcn_norm(A) # NxD |
| # compute K-hop graph embedding |
| H = X # NxD |
| for i range(K): |
| # propagate neighborhood using Eq.(10) |
| H = (1 - alpha) * mm(A_hat, H) + alpha * X # NxD |
| # SEMI-SUPERVISED FLGC |
| if task == ‘ssl’: |
| # compute W using Eq.(16) |
| W = fit(H, Y_aug, M) # DxC |
| # predict unlabeled nodes |
| y = mm(H, W) |
| # UNSUPERVISED FLGC |
| elif task == ‘usl’: |
| # compute Z using Eq.(20) |
| Z = fit(H, X) |
| # assign node labels through spectral clustering |
| y = sc(Z) |

Let \( \mathcal{F}_{\theta}(\mathcal{G}) \) be the generalized linear learning model defined on a graph \( \mathcal{G} \). FLGC can be broadly denoted as a classic model, \( f_{\theta} \), multiplied by a \( K \)-hop propagation matrix, \( \mathcal{P}_K \), i.e.,

\[
\mathcal{F}_{\theta}(\mathcal{G}) = \mathcal{P}_K(\mathbf{A}) f_{\theta}(\mathbf{X}). \tag{21}
\]

The only trainable parameter, \( \theta \), is derived from the classic model which can be solved in a similar manner to the existing models. It is easy to prove that FLGC is a generalization of classic linear models in the non-Euclidean domain. When \( \mathcal{P}_K(\mathbf{A}) = \mathbf{I} \), signifying that \( \mathcal{G} \) does not have any edges except for self-loops, FLGC is equivalent to classic linear
models. Benefited from the decoupled design, $P_K (A)$ is target-independent and can be precomputed. Thus, FLGC does not increase the computational burden compared to the classic linear models. Here, we show the connections of FLGC to existing models.

- **FLGC vs. Manifold Regularization** Let $\mathcal{L}_{MR} = O_{emp} (f) + \lambda R_{srm} (\Theta) + \gamma R_{pri} (f)$ be the objective function of a manifold regularized model, where $O_{emp}$, $R_{srm}$, and $R_{pri}$ denote the empirical error term, the structural risk term, and the manifold prior term, orderly. Further let $\mathcal{L}_{FLGC} = O_{emp} (f) + \lambda R_{srm} (\Theta)$ be the proposed FLGC. As suggested in [37], both $\mathcal{L}_{MR}$ and $\mathcal{L}_{FLGC}$ are derived from the same optimization framework. Nonetheless, there is a considerable difference between them. That is, our FLGC directly works in the non-Euclidean domain, while the manifold regularization is proposed for Euclidean data. During the learning, manifold regularized models use the graph structure as the prior knowledge, generally defined as $R_{pri} = tr (f^T L f)$, which is incorporated as a single term balanced by an additional regularization coefficient. In particular, the manifold regularization cannot model the long-range relationships. In contrast, our FLGC propagates multi-hop structural information in a more general and flexible manner.

- **FLGC vs. AutoEncoder** Our unsupervised FLGC is highly related to linear autoencoders [7]. We define a linear graph autoencoder as $D_Z (E_{\Theta} (G)) = X$, where $E_{\Theta}$ and $D_Z$ are the decoder and encoder, respectively. By collapsing weights matrices of a $K$-layer encoder in a single matrix $\Theta$, an autoencoder with a self-expressive layer becomes $E_{\Theta} = \Theta X^T P^K = H$ and $D_Z = HZ = X$. By replacing $\Theta$ using a fixed unitary matrix $I$, such encoder becomes the propagation stage of the unsupervised FLGC, while our $D_Z$ is a single layer self-expression. Furthermore, our FLGC aims to reconstruct node features rather than the structure that adopted in the graph autoencoder [38].

IV. EXPERIMENTS OF SSL

In this section, we compare the proposed semi-supervised FLGC model against many SOTAs and classic methods on 3 real-world graph benchmark datasets and 24 regular UCI datasets. Furthermore, numerous ablation experiments are conducted to systematically and comprehensively analyze the effectiveness and robustness of the proposed FLGC.

| Method   | Cora   | Citeseer | PubMed |
|----------|--------|----------|--------|
| GCN      | 81.4±0.4 | 70.9±0.5 | 79.0±0.4 |
| GAT      | 83.3±0.7 | 72.6±0.6 | 78.5±0.3 |
| FastGCN  | 79.8±0.3 | 68.8±0.6 | 77.4±0.3 |
| GIN      | 77.6±1.1 | 66.1±0.9 | 77.0±1.2 |
| LNet     | 80.2±3.0 | 67.3±0.5 | 78.3±0.6 |
| AdaLNet  | 81.9±1.9 | 70.6±0.8 | 77.8±0.7 |
| DGI      | 82.5±0.7 | 71.6±0.7 | 78.4±0.7 |
| SGC      | 81.0±0.0 | 71.9±0.1 | 78.9±0.0 |
| MixHop   | 81.9±0.4 | 71.4±0.8 | 80.8±0.6 |
| DropEdge | 82.8    | 72.3     | 79.6    |
| G^3NN    | 82.5±0.2 | 74.4±0.3 | 77.9±0.4 |

A. Results on Real-World Benchmarks

1) Dataset Description: We evaluate our proposed FLGCs on three standard citation network datasets available from the PyTorch Geometric library, including the Cora, Citeseer, and PubMed [39]. The summary of these datasets is reported in Table I. In these datasets, nodes correspond to documents, and edges correspond to citations; each node feature corresponds to the bag-of-words representation of the document and belongs to one of the academic topics [40]. Given a portion of nodes and their labeled categories, e.g., history and science, the task is to predict the category for other unlabeled nodes over the same graph.

2) Baselines and Setup: For citation network datasets, the proposed FLGCs compare against numerous SOTA graph neural network models, including the vanilla GCN [12], GAT [15], FastGCN [41], GIN [42], LNet, AdaLNet [43], DGI [44], SGC [20], MixHop [45], DropEdge [18], and G^3NN [46]. For these models, we give their results reported in the corresponding literature. Moreover, we reproduce the vanilla GCN w/o non-linear activation (GCN or GCN-Linear), vanilla GCN w/o non-linear activation with the same data splits and random seeds on an NVIDIA GTX 1080 Ti GPU, and report the average accuracy over 20

### Table I

 SUMMARY OF CITATION NETWORK DATASETS.

| Dataset | #Nodes | #Edges | #Classes | #Features | Train/Dev/Test |
|---------|--------|--------|----------|-----------|----------------|
| Cora    | 2,708  | 5,429  | 7        | 1433      | 140/500/1,000  |
| Citeseer| 3,327  | 4,732  | 6        | 3703      | 120/500/1,000  |
| Pubmed  | 19,717 | 44,338 | 3        | 500       | 60/500/1,000   |

3 Relies on Pytorch Geometric 1.6.3.
TABLE III
SUMMARY OF BASELINE COMPARISON UNDER RANDOM SPLITS AND FULL SPLITS FOR CORA, CITESEER, AND PUBMED.

| Method       | Random Split | Full Split |
|--------------|--------------|------------|
|              | Cora | Cite | PubMed | Cora | Cite | PubMed |
| GCN          | 79.1±1.8 | 67.9±1.2 | 76.9±2.9 | 86.4 | 75.4 | 85.9 |
| GCN-Linear   | 79.8±2.1 | 68.4±2.1 | 76.7±1.4 | 87.0 | 75.7 | 83.9 |
| SGC          | 81.3±1.7 | 68.5±2.2 | 76.4±3.3 | 86.2 | 77.6 | 83.7 |
| APPNP        | 81.0±0.0 | 68.5±0.0 | 75.1±0.0 | 88.4 | 78.6 | 82.3 |
| FLGC         | 81.5±0.6 | 71.0±0.9 | 77.6±0.3 | 87.0 | 78.1 | 87.9 |
| FLGC*        | 82.0±0.1 | 72.1±0.0 | 77.0±0.0 | 88.5 | 79.2 | 88.3 |

In Fig. 2, classification accuracy vs. training time with varying propagation step on (a) Cora, (b) Citeseer, and (c) Pubmed datasets. We keep other hyperparameters fixed except for \( K \) for each model so that running time is affected only by the propagation step. In the figures, each curve contains 15 points (i.e., 15 propagation steps) and each corresponds to the running time (x-axis) and test accuracy (y-axis) yielded by a specific \( K \)-hop model, where \( K = \{1, 2, \ldots, 15\} \) and increases with running time. The insets indicate the zoom-up of SGC.

In Table III, we further report the comparison results using random splits and full splits for Cora, Citeseer, and PubMed datasets. We keep other hyperparameters fixed except for \( K \) for each model so that running time is affected only by the propagation step. In the tables, each row shows the average accuracy of node classification with random splits. The results shown in the middle part of Table II are reproduced in our experiment. It can be seen that our FLGC models consistently achieve large-margin outperformance across all datasets. Through a point-by-point comparison, FLGC improves upon SGC by a margin of 1.2%, 1.6%, and 2.6% (absolute differences) on Cora, Citeseer, and PubMed, respectively, while the margins improved by FLGC* upon APPNP are 1.5%, 2.8%, and 1.7%, respectively. Through a vertical comparison, FLGC* achieves 1.1%, 0.5% and 1.9% improvement over FLGC, respectively.

In Table III, we further report the comparison results using random splits and full splits. We can observe that the proposed FLGCs collectively outperform the competitors in terms of average classification accuracy. It should be noted that our FLGCs tend to obtain a more stable result than other baselines because of their ability to offer closed-form solutions. In a nutshell, the above experiments demonstrate that our FLGC framework is capable of achieving the SOTA performance.

3) Comparison with SOTAs: Table II reports the classification accuracies of node classification with public splits. The results shown in the top part of Table II are collected from [12], [15], [41], [42], [43], [44], [20], [45], [18], [46] while the results shown in the middle part of Table II are reproduced in our experiment. It can be seen that our FLGC models consistently achieve large-margin outperformance across all datasets. Through a point-by-point comparison, FLGC improves upon SGC by a margin of 1.2%, 1.6%, and 2.6% (absolute differences) on Cora, Citeseer, and PubMed, respectively, while the margins improved by FLGC* upon APPNP are 1.5%, 2.8%, and 1.7%, respectively. Through a vertical comparison, FLGC* achieves 1.1%, 0.5% and 1.9% improvement over FLGC, respectively.

In Table III, we further report the comparison results using the random splits and full splits. We can observe that the proposed FLGCs collectively outperform the competitors in terms of average classification accuracy. It should be noted that our FLGCs tend to obtain a more stable result than other baselines because of their ability to offer closed-form solutions. In a nutshell, the above experiments demonstrate that our FLGC framework is capable of achieving the SOTA performance.
4) Running Time and Over-smoothing Analysis: Fig. 2 depicts the interaction between training time and classification accuracy. To ensure a fair comparison, all the training times are collected from the same hardware. In particular, the precomputation time of $H$ is taken into account for SGC and FLGCs. We use fixed hyperparameters to train each model and let $K$ be the only variable increasing from 1 to 15. Thus, the running time of each model will definitely increase with $K$, and then will indirectly affect the test accuracy. Remarkably, GCN and linear GCN suffer from unstable performance when $K \geq 2$ because of over-smoothing. On the contrary, both FLGC and FLGC$^*$ are robust to the propagation steps. Especially, there is no significant over-smoothing effect in FLGC$^*$ across three figures, signifying the effectiveness of our propagation scheme. Also, it suggests that the residual connection is helpful to address the over-smoothing problem.

For a given graph, the training time of a graph model is positively associated with the propagation steps (or layers). Nonetheless, our FLGCs show a notable advantage over other methods (e.g., GCN and APPNP). Especially, it is almost no increase in the computation time using our multi-hop propagation scheme. Instead, such a strategy improves FLGC significantly, particularly with large $K$. Despite computation efficiency, SGC suffers from over-smoothing and its training relies on the optimizer and its parameter settings. In summary, our FLGC model achieves a good balance between classification accuracy and training time.

5) Impact of $\lambda$ and $\alpha$: We study the sensitivity of $\lambda$ and $\alpha$ of FLGC. As depicted in Fig. 3 (a)-(f), both $\lambda$ and $\alpha$ have a significant effect on the accuracy. Due to the difference in the neighborhood structure, the optimum of $\lambda$ and $\alpha$ will be varied for different datasets. Usually, a large $\lambda$ value tends to bring a compact model, while a small value increases the risk of over-fitting. For Cora and Citeseer datasets, a large $\lambda$ is desired by the FLGC models, while this value should be small on the Pubmed dataset. It should be noticed that FLGC$^*$ is equivalent to FLGC and the classic ridge regression classifier when $\alpha = 0$ and $\alpha = 1$, respectively. It can be seen that the best settings for this hyper-parameter is around $\alpha \in [0.01, 0.2]$. The teleport probability $\alpha$ serves as a proportion showing to what extent original features contribute to the propagation. Our further analysis revealed the following tendencies: First, compared to the two endpoints ($\alpha = 0$ and $\alpha = 1$) in Fig. 3, FLGC improves the classic ridge regression with a significant margin. This means that structure information is pretty useful for the traditional linear model. Second, the original node features are helpful to improve FLGC, which makes it possible to aggregate higher hop neighbors.

B. Results on Regular Datasets

1) Dataset Description: To further explore the generalization ability of FLGCs, we conduct a series of experiences on 24 widely-used regular classification datasets taken from the University of California at Irvine (UCI) repository\(^3\). These datasets include a number of binary-class and multi-class classification problems. In the preprocessing, all datasets are scaled into the range of $[0, 1]$ using the min-max normalization technique. For each dataset, we randomly take 10% samples from each class as the labeled set and the rest 90% as the unlabeled set. A detailed description of these datasets is provided in Table IV.

2) Baselines and Setup: In this experiment, the selected baselines include GCN variants, i.e., GCN-Linear, GCN [12], DropEdge [18], SGC [20], GCNII [16], and APPNP [21], and classic semi-supervised classification models, i.e., SS-ELM [47], TSVM [48], and LapRLS [25]. There is no off-the-shelf structure in these regular datasets, thus, we construct $k$NN graphs [7], [26] for the representation of structured information. Specifically, we adopt the Euclidean distance to measure the similarity between sample pairs and choose top $k$ neighbors centered on a certain sample as its edges. To avoid hyper-parameter $k$, we empirically set it as $k = \lfloor \frac{N}{10} \rfloor$.

3) Comparison with SOTAs and Statistical Test: In Table V, we provide the comparative results on the 24 UCI datasets. All the results are calculated by averaging 30 independent runs. At the bottom of the table, we summarize the arithmetic mean accuracy over 24 datasets. Remarkably, our FLGC models consistently outperform not only the classic semi-supervised models but also the recent GCN variants. Specifically, FLGC$^*$ achieves the highest accuracy on 16 out of 24 datasets. On average, FLGC and FLGC$^*$ respectively obtain $84.62 \pm 1.91$ and $85.27 \pm 1.71$ accuracy across 24 datasets, which improve upon SGC and APPNP by margins of 3.23% and 2.22%, respectively. Furthermore, we notice that GCN variants are generally superior to classic semi-supervised models even on the regular grid datasets. This is a valuable clue in designing semi-supervised models on regular datasets.

To further rank all baselines, we carry on a non-parametric statistical test on the results reported in Table V. To this end, we follow the suggestion posed by Garcia et al. [49] on adopting the Wilcoxon signed-ranks test\(^4\) to compute the sum of ranks for each pair of methods. Table VI shows the detailed statistical results. According to the exact critical value table of the Wilcoxon test, the critical values on 24 datasets for a confidence level of 0.05 and 0.1 correspond to 81 (lower diagonal) and 91 (upper diagonal), respectively. We can observe that our proposed FLGC$^*$ is significantly better than all the other competitors for different confidence levels, while the FLGC model performs equally to GCNII and GCN for the confidence level of 0.05 and 0.1, respectively. The results markedly demonstrate that our proposed FLGC models can generalize to the regular Euclidean data and can achieve promising performance.

4) Comparison w.r.t. Different Sizes of Training Samples: We conduct an experiment to compare the performance of baselines with varying labeled samples size. Fig. 4 (a)-(c) illustrate the comparative results on three selected datasets, i.e., Iris, Wine, and WDBC. We gradually increase the training samples per class from 1 to 20 and plot the test accuracy curves of 11 competitive methods. It can be seen that both of our FLGC models show competitive performance w.r.t.

\(^3\)http://archive.ics.uci.edu/ml/index.php

\(^4\)We use KEEL (Knowledge Extraction based on Evolutionary Learning) tool available from http://www.keel.es/ to conduct the Wilcoxon signed-ranks test.
### TABLE IV
Details of 24 UCI benchmark datasets.

| Dataset   | #classes | #instances | #features | #train | #test |
|-----------|----------|------------|-----------|--------|-------|
| air       | 3        | 359        | 64        | 37     | 32    |
| ecoli     | 8        | 336        | 7         | 38     | 298   |
| iris      | 3        | 150        | 4         | 15     | 135   |
| fertility  | 2        | 100        | 9         | 11     | 89    |
| wine      | 3        | 178        | 13        | 19     | 111   |
| wdbc      | 2        | 569        | 30        | 58     | 511   |
| haberman  | 3        | 306        | 3         | 32     | 274   |
| spectf    | 2        | 267        | 44        | 28     | 239   |
| cotton    | 6        | 356        | 21        | 37     | 319   |
| seeds     | 3        | 210        | 7         | 21     | 189   |
| glass     | 6        | 214        | 10        | 23     | 191   |
| zoo       | 7        | 101        | 16        | 13     | 88    |

**Details of 24 UCI benchmark datasets.**

### TABLE V
Semi-supervised classification accuracy on 24 UCI datasets. Best results are in bold.

| Dataset | SS-ELM | TSVM | LapRLS | GCN-Linear | DropEdge | SGC | GCNII | APPNP | FLGC | FLGC* |
|---------|--------|------|--------|------------|----------|-----|-------|-------|------|-------|
| air     | 79.16±1.88 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| ecoli   | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| iris    | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| wine    | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| wdbc    | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| haberman| 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| spectf  | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| cotton  | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| seeds   | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| glass   | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |
| zoo     | 79.24±1.46 | 80.37±1.91 | 79.28±1.89 | 81.34±1.95 | 80.71±1.88 | 77.13±1.47 | 83.28±1.64 | 81.32±1.96 | 84.99±2.10 | 84.73±1.92 |

### Summary of results
- **SS-ELM** represents the method in the row improves the method of the column, and "L" indicates the method in the column improves the method of the row. The upper diagonal of level significance is 0.1 while the lower diagonal of significance is 0.05.
the other baselines under different training sizes. Particularly, our methods remarkably outperform many baselines (e.g., SS-ELM, TSVM, and LapRLS) using all datasets when using an extremely small training size, e.g., only 1 labeled sample per class.

5) Study on Over-Smoothing: Fig. 5 (a)-(c) show the effect of the propagation step on the selected datasets. Several tendencies can be observed from the figures. Firstly, GCNII, APPNP, FLGC, and FLGC* face less risk of falling into the over-smoothing dilemma, while that occurs in the other methods. Secondly, linear GCN tends to outperform the non-linear GCN on the selected datasets. A conceivable reason is that the nonlinear activation accelerates the speed of over-smoothing. Also, this is affected by the predefined graph structure. Thirdly, by adding initial residual, FLGC* benefits from the longer-range propagation, and thus significantly improves upon FLGC.

6) Effect of the Neighborhood Size: We aim to further explore the effect of the predefined graph structure on the classification performance of our FLGC. Fig. 6 shows the tendency of accuracy varied with neighborhood sizes. When $k = 0$, meaning $P = I$, FLGC performs identically to a ridge regression classifier. At this point, FLGC’s performance becomes more unstable and worse than that considered neighborhood
Empirically, a large neighborhood leads to more performance improvement since that enlarges the first-order receptive field. However, a too large neighborhood size will inevitably degrade the performance because of the increased risk of noisy edges and over-smoothing. It is still an open problem to find an optimum neighborhood size.

V. EXPERIMENTS OF CLUSTERING

In this section, we extensively evaluate our proposed unsupervised FLGC on several challenging clustering benchmarks and compare it with many previous clustering models.

A. Dataset Description

Except for two simple UCI datasets (i.e., Iris and Wine), we add four challenging image clustering benchmarks for performance comparison, i.e., COIL20 object image dataset and Yale, Extended Yale B, and ORL face image datasets. The COIL20 dataset contains 1,440 gray-scale image samples with a spatial size of $32 \times 32$ and consists of 20 distinct classes.
objects, e.g., duck, cat, and car models. The ORL dataset is composed of 400 human face images, with 40 subjects each having 10 samples. Following [50], we down-sampled the original face images from $112 \times 92$ to $32 \times 32$. The Yale and Extended Yale B datasets are popular benchmarks for subspace clustering. The former includes 165 face images collected from 15 individuals. The latter database is more challenging than the former because it contains 2,432 images of 38 human subjects acquired under different poses and illumination conditions. The resolution of the two face databases is scaled to $32 \times 32$ and $42 \times 48$, respectively. Some selected sample images from COIL20, ORL, and Extended Yale B are illustrated in Fig. 7.

### B. Baselines and Setup

We divide our experiment into two parts. In the first part, we aim to evaluate our methods on three small and simple datasets, i.e., Iris, Wine, and Yale. This part follows the settings suggested in [51]. We compare our method with the following baselines: K-Means, NMF [52], Normalized Cuts (NCut) [53], CAN [54], CLR [55], SSR [56], K-Multiple-Means (KMM) [57], EGSCC [7], and RRCSL [51]. Similar to Section IV, we use FLGC* to denote our method with the initial residual. In the second part, we conduct experiments on three challenging image datasets (i.e., COIL20, ORL, and Extended Yale B). The baselines that we compare FLGCs with in this part include Low Rank Representation (LRR) [58], LRSC [34], SSC [24], KSSC [59], SSC by Orthogonal Matching Pursuit (SSC-OMP) [60], EDSC [36], and EGSCC [7]. We follow the experiment setups reported in [50]. For our FLGC, we search for the optimum parameter setting among $\lambda \in [1, 10^4]$, $K \in [1, 20]$, $\alpha \in [0, 1]$, and a kNN graph of $k = \left\lfloor \frac{N}{100} \right\rfloor$.

Two popular metrics are utilized to quantify the performance of the clustering methods, including clustering Accuracy (ACC) and Normalized Mutual Information (NMI) [7], [51]. Specifically, both metrics range in $[0, 1]$, and the higher score the more accurate clustering result.

### C. Quantitative and Qualitative Results

Table VII gives the quantitative comparison of different clustering models on three small datasets. We can observe that our FLGC models consistently achieve superior ACC and NMI with significant margins compared with many existing clustering models. Specifically, FLGC* obtains 0.960 and 0.983 ACC on Iris and Wine datasets, respectively, outperforming the advanced RRCSL (0.873 and 0.972) and KMM (0.817 and 0.541) by large margins. In Fig. 8, we provide a visual comparison of the clustering performance on the three challenging datasets. The results reveal that the proposed FLGC models can markedly improve many self-expressiveness-based clustering models. As an extension of subspace clustering, our unsupervised FLGC reduces the intra-class variations through neighborhood propagation, making it more robust to find the inherent subspace structure among data. Taking Iris and Extended Yale B datasets as examples, we visualize the affinity matrices yielded by FLGC*, as shown in Fig. 9. The visualizations exhibit distinctly block-diagonal

| Noise Type | Noise Intensity | Noise Intensity | ACC | NMI |
|------------|----------------|----------------|-----|-----|
| Gaussian   | $\sigma^2 = 0.01$ | 0.853 | 0.863 | 0.901 | 0.919 |
|           | $\sigma^2 = 0.05$ | 0.838 | 0.830 | 0.891 | 0.906 |
|           | $\sigma^2 = 0.1$  | 0.472 | 0.748 | 0.824 | 0.866 |
|           | $\sigma^2 = 0.2$  | 0.680 | 0.643 | 0.774 | 0.813 |
| Salt & Pepper | $p = 0.01$   | 0.845 | 0.891 | 0.909 | 0.922 |
|           | $p = 0.05$   | 0.842 | 0.862 | 0.896 | 0.913 |
|           | $p = 0.1$    | 0.843 | 0.847 | 0.894 | 0.912 |
|           | $p = 0.2$    | 0.838 | 0.826 | 0.877 | 0.901 |

| Data Set   | CLUSTERING RESULTS OF THE ROBUSTNESS EXPERIMENTS ON THE EXTENDED YALE B DATASET. |
|------------|----------------------------------------------------------------------------------|
|            | ACC | NMI |
| Iris       |     |     |
| Wine       |     |     |
| Yale       |     |     |
| COIL20     |     |     |
| ORL        |     |     |
| Yale B     |     |     |

![Fig. 10. Effect of propagation step on the clustering accuracy of (a) FLGC and (b) FLGC*. (c) The influence of $\alpha$ on three benchmarks.](image-url)
structures, which are highly close to the corresponding ground truths.

D. Analysis of Robustness

To analyze the robustness of FLGCs, we conduct experiments to compare the clustering performance under different noise conditions. Specifically, we adopt a Gaussian noise and a salt-and-pepper noise to corrupt images. The variance $\sigma^2$ of the Gaussian noise and the proportion of corrupted pixels $p$ by the salt and pepper noise are treated as the intensity of noise. We test our method with different intensities of 0.01, 0.05, 0.1, and 0.2. It can be observed from Table VIII, our FLGC* is more robust to noise than other methods. This superiority is benefited from the graph structure, as well as the initial residual propagation scheme. FLGC and EGSC have the same performance which is because FLGC obtains the best performance when $K = 1$, and FLGC degrades into SGSC at this point. Compared with EDSC, the other three methods show lower sensitivity to noise, demonstrating the robustness of the graph convolution.

E. Influence of $K$ and $\alpha$

To study the effect of over-smoothing, we show clustering accuracy under different propagation steps on the COIL20, ORL, and Extended Yale B datasets, given in Fig. 10 (a) and (b). We find that FLGC* (Fig. 10 (a)) is robust to large propagation steps since its performance is almost unaffected by a large $K$ on the Extended Yale B dataset. In comparison, the accuracy obtained by FLGC drops about 0.70 in terms of ACC for $K = 20$. This robustness to large propagation step further demonstrates that the initial features are crucial for regular data. This conclusion is further supported in Fig. 10 (c), where the clustering ACC tends to be increased by large $\alpha$ for the ORL and Extended Yale B datasets. It should be noticed that the structure information shows a higher contribution than initial features for the COIL20 datasets. A conceivable reason is that the samples within COIL20 have a strong inter-class difference, which results in a more accurate structure.

VI. CONCLUSIONS

In this paper, we have presented a unified and simple graph convolutional framework, i.e., fully linear graph convolution networks, which incorporates multi-hop neighborhood aggregation into classic linear models to further simplify the training, applying, and implementing of GCN. Technically, we train FLGC by computing a global optimal closed-form solution, resulting in efficient computation. Also, based on the framework, we developed a semi-supervised FLGC and an unsupervised FLGC for semi-supervised node classification tasks and unsupervised clustering tasks, respectively. Furthermore, we showed that FLGC acts as a generalization of traditional linear models on the non-Euclidean data. In comparison with existing approaches, our FLGCs achieved superior performance across real-word graphs and regular grid data concurrently. The success of our FLGC establishes a connection between GCN and classic linear models. Future work may include exploring more scalable linear models to deal with large-scale graph, inductive learning, and extending FLGC to different GCNs.
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