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Abstract

Transformers are the main equipment for power system operation. Undiagnosed faults in the internal components of the transformer will increase the downtime during operation and cause significant economic losses. Efficient and accurate transformer fault diagnosis is an important part of power grid research, which plays a key role in the safe and stable operation of the power system. Existing traditional transformer fault diagnosis methods have the problems of low accuracy, difficulty in effectively processing fault characteristic information, and superparameters that adversely affect transformer fault diagnosis. In this paper, we propose a transformer fault diagnosis method based on improved particle swarm optimization (IPSO) and multigrained cascade forest (gcForest). Considering the correlation between the characteristic gas dissolved in oil and the type of fault, firstly, the noncode ratios of the characteristic gas dissolved in the oil are determined as the characteristic parameter of the model. Then, the IPSO algorithm is used to iteratively optimize the parameters of the gcForest model and obtain the optimal parameters with the highest diagnostic accuracy. Finally, the diagnostic effect of IPSO-gcForest model under different characteristic parameters and size samples is analyzed by identification experiments and compared with that of various methods. The results show that the diagnostic effect of the model with noncode ratios as the characteristic parameter is better than DGA data, IEC ratios, and Rogers ratios. And the IPSO-gcForest model can effectively improve the accuracy of transformer fault diagnosis, thus verifying the feasibility and effectiveness of the method.

1. Introduction

Transformer fault will endanger the safe and stable operation of the whole power system. Transformer fault diagnosis can analyze equipment status information to ensure reliable and efficient operation of transformer equipment. Therefore, accurate identification of transformer fault types and timely maintenance can provide an important guarantee for the normal operation of the power system [1, 2].

Since the amount of dissolved gas in the oil inside the transformer tank is closely linked to the actual operating conditions of the transformer, it is necessary to use the dissolved gas analysis (DGA) technology to evaluate the condition and monitor the early discharge, overheating, and other faults of the transformer in the oil. Dissolved gas analysis in oil is mainly used in online monitoring of oil-immersed transformers [3–5]. Based on the characteristic gas of DGA for data correlation analysis, foreign researchers have proposed the IEC ratio method, Rogers ratio method [6], Dornenburg ratio method [7], and electrical cooperative research method. However, the traditional DGA method only gives the threshold discrimination boundary of fault diagnosis, which cannot show the relationship between characteristic gases and fault types. It cannot meet the requirements of actual operation of transformer [8, 9]. With the advancement and development of artificial intelligence technology, the application of machine learning methods in transformer fault diagnosis has made remarkable
achievements. Currently, expert systems [10], deep belief networks (DBN) [11–13], random forests (RF) [14], and support vector machine (SVM) [15, 16] are commonly used in transformer fault diagnosis. Although these machine learning methods are widely used in transformer fault diagnosis, there are still certain drawbacks. For example, expert systems cannot learn to autonomously work in low efficiency, and it is hard to obtain accurate diagnosis results. DBN has strong self-learning ability, but it requires a large amount of sample data for training. The learning period of DBN is long, and it is easy to be overfit. RF is easy to be overfit when dealing with multiclassification problems of transformer fault diagnosis. SVM has outstanding performance when processing small sample data, but it is essentially a two-classifier, which is inefficient when dealing with multiclassification problems such as transformer fault diagnosis. The methods used in the above literature have improved the accuracy of transformer fault diagnosis. However, the transformer faults are diverse and complex, and the use of a single intelligent fault diagnosis method has the problems of insufficient reasoning ability and low diagnostic accuracy, which makes it difficult to obtain satisfactory diagnosis results. With the continuous development of big data technology in power system and the increase of transformer fault cases, the level of fault diagnosis needs to meet higher requirements.

Multigrained cascade forest (gcForest) is a deep integrated learning model based on decision tree proposed by Zhou Zhihuai in 2017 [17, 18]. The model has the advantages of high parallel learning efficiency and strong representation learning ability. It is widely used in the fields of hyperspectral image classification [19], complex machine processing status monitoring [20], turbine fault intelligent diagnosis [21], and other fields with good results. The gcForest model consists of two parts: multigrained scanning procedure and cascade forest procedure. The multigrained scanning procedure mines the feature information of the original sample data and then supervises the learning layer by layer through the cascade forest. Therefore, the generalization ability of the model is improved. Although they perform well in much application, the rationality of the architecture and its optimization remains an unresolved problem.

Another significant but rarely studied problem in machine learning based classification and regression tasks is hyperparameter optimization. The hyperparameter settings such as the multigrained scanning window size q and the maximum cascade number allowed by the cascade forest l will have a greater impact on the model diagnostic performance. Therefore, the problem of low diagnosis accuracy can be solved by adjusting random parameters through optimization algorithms and iteratively searching for the optimal parameters of the model. There are several common optimization algorithms, such as simulated annealing algorithm [22], genetic algorithm [23], Bayesian algorithm [24], and particle swarm algorithm [25]. Particle swarm optimization (PSO) algorithm is more popular in the past few years. PSO algorithm is a group optimization algorithm that simulates the bird foraging process based on the activity of bird clusters. The PSO algorithm has fewer hyperparameters, and the parameter adjustment process is simple and easy to implement that makes it suitable for optimization under dynamic and multiobjective conditions. But the PSO algorithm tends to fall into the local optimal in the optimization process, which may cause a large error result. Therefore, the use of improved particle swarm optimization (IPSO) algorithm in transformer fault diagnosis may help it a lot.

The DGA-based transformer fault diagnosis method can analyze the equipment status information and detect the potential risks of the transformer in time, which is the key to ensuring the reliable and efficient operation of the equipment. Therefore, we proposed a transformer fault diagnosis method to improve the accuracy of transformer diagnosis, in which the key parameters of gcForest model were optimized by IPSO algorithm. Firstly, the noncode ratios of the characteristic gas dissolved in oil are determined as the characteristic parameter of the model. Then, the IPSO algorithm is used to iteratively optimize parameters q and l of the gcForest model. Under the premise of the highest diagnosis accuracy, the optimal parameters of the model are obtained through continuous iteration, and the IPSO-gcForest fault diagnosis model is established. Finally, the fault characteristic information of transformer is extracted by multigrained scanning, and the cascade forest has supervised the learning to diagnose the fault type of transformer. After that, the accurate diagnosis of transformer fault type can be got. The diagnostic performance of the IPSO-gcForest model under different characteristic parameters and size samples is analyzed through calculation examples, and the effectiveness of the method is verified. And the transformer fault diagnosis method proposed in the paper is applied to the transformer condition assessment system with good practical application results. Our contributions in this paper include the following:

(1) Different strategies are used to update the inertia weight and acceleration factor of the traditional PSO algorithm in order to improve the convergence speed and search ability of the particles.

(2) Under the premise of the highest diagnostic accuracy, the IPSO algorithm is used to iterate and update automatically to find the optimal value of the parameters in the gcForest model, which overcomes the problem of low accuracy caused by the traditional empirical selection of parameters.

(3) It is proposed that using noncode ratios as the characteristic parameter of the model can significantly improve the accuracy of transformer fault diagnosis.

(4) A new intelligent data-driven transformer fault diagnosis method is proposed. The multigrained scanning process of the gcForest model mines more transformer fault feature information. And the cascade forest process integrates multiple classifiers
2. Principle of the IPSO-gcForest Model

2.1. PSO Algorithm. To the extent feasible, the PSO algorithm constantly adjusts each particle’s speed and position based on its own search experience and that of other particles. Firstly, the state of the particle is initialized. The local extreme value and the global extreme value are iteratively searched according to the fitness function of the particle. Then, it is constantly updated in the set number of iterations. The coordinates of the particles change depending on the iterative process and the particle’s following strategy and uses information gain as the selection criterion of attributes. So, all subsets only contain the same kind of information. The important improvement of C4.5 algorithm for ID3 is using information gain rate to select attributes [28, 29]. The CART algorithm is the basic decision tree algorithm of the completely random forest and random forest, which uses Gini coefficient as the attribute’s selection criterion.

The CART algorithm divides the training set of the original sample set into two subsets by using category $k$ and threshold $u_k$, and then it minimizes the cost function $H(k, u_k)$ to generate the purest subset. During the growth of the decision tree, we select the Gini coefficient as the best division metric for the root node and internal nodes. Then, we
use the Gini coefficient and the cost function to select the optimal attribute to divide the training set. After the decision tree is established, the testing set is used to prune the tree, and it can improve the generalization ability of the decision tree. The Gini coefficient and cost function are shown in

$$G_j = 1 - \sum_{k=0}^{n} p_{jk}^2,$$  

$$H(k, u_k) = \frac{y_{\text{left}} G_{\text{left}} + y_{\text{right}} G_{\text{right}}}{y}.$$  

where $p_{jk}$ represents the percentage of training instances in which the node $j$ belongs to category $k$, $y_{\text{left/right}}$ is the number of instances of the left and right subsample sets, and $G_{\text{left/right}}$ is the measure of the impurity of the left and right subsample sets.

2.3.2. Multigrained Scanning. The multigrained scanning structure uses scan windows of different sizes to scan the original input features, which can produce many feature instances of different dimensions. Then, the feature instances corresponding to the original input features are trained by a completely random forest and a random forest to generate a class probability vector. Finally, the feature vectors are obtained by splicing to improve the representation learning ability of the model. The multigrained scanning process is shown in Figure 2.

As showed in Figure 2, the multigrained scanning phase is divided into two processes: feature scanning and feature conversion. Assume that the original input feature is of $m \times m$ dimensions, the sliding window size is of $q \times q$ dimensions, and the sliding step size is $e$. The scanning window extracts feature information by scanning the original input features and will generate $N q$-dimensional feature instances, as shown in

$$N = \left\lfloor \frac{(m - q)}{e + 1} \right\rfloor^2.$$  

If each forest outputs $c$-dimensional class probability vectors, after completely random forest and random forest training, all class probability vectors are connected into $L$-dimensional feature vectors, as shown in

$$L = 2 \times \left\lfloor \frac{(m - q)}{e + 1} \right\rfloor \times c.$$  

The scale of the feature vectors obtained by the multigrained scanning is much higher than that of the original input feature vectors. Therefore, more feature information can be extracted.

2.3.3. Cascade Forest. The cascade forest is integrated deep learning based on decision trees. The cascade forest has high accuracy when processing high-dimensional data and has scalability and parallelism. The supervised learning of cascade forest layer by layer can improve the representation ability of feature information. Each layer of the cascade forest contains two completely random forest classifiers and two random forest classifiers. The combination of multiple different types of base classifiers can fully learn the feature information of the input feature vector, thereby improving the overall recognition performance of the model. The cascade forest process is shown in Figure 3.

The input feature vector of the cascade forest is the feature vector finally generated in the multigrained scanning process, and then supervised learning is carried out between cascading layers. The class vectors outputs between the cascade-forest layers are not merged before the logistic regression. The generated class vectors are spliced together with the input feature vectors as the input of the next layer. After layer-by-layer training, the final class vector is generated by logistic regression for all class vectors in the final cascade layer, from which the maximum value is taken to obtain the final classification of the original input features. In order to avoid overfitting in the cascade forest training, the completely random forest and random forest each are trained with 5-fold cross-validation to generate class vectors.

The cascade level of cascaded forest can be adaptive, and the class vector of each cascading layer is dynamically updated. The performance of the whole cascade forest is evaluated according to the testing set. If the gcForest model does not improve significantly during training within several consecutive layers, the cascade process will be terminated automatically. This process can improve the accuracy of fault diagnosis and reduce the training time, and the dynamic changes of the cascade layer can make the gcForest model suitable for different sizes of sample data. When the sample data is small, the fault feature information will be closely combined to enhance the characterization learning ability of the original input feature. When the sample data is large, the number of cascade layers will be limited to accelerate the training process of cascaded forest.

3. Transformer Fault Diagnosis Model Based on IPSO-gcForest

3.1. Characteristic Parameter Selections. When the operation and maintenance personnel analyze the abnormal
conditions and failure causes of the transformer, the analysis of the dissolved gas in the oil is a vital part. Different faults in power transformers will produce different characteristic gas, but the characteristic gas content in DGA data is quite different, which has a certain impact on the diagnosis and testing of internal faults of oil-immersed transformers. Therefore, by comparing DGA data, IEC ratios (CH₄/H₂, C₂H₄/C₂H₆, C₂H₂/C₂H₄), Rogers ratios (CH₄/H₂, C₂H₂/C₂H₄, C₂H₆/C₂H₆, C₂H₆/CH₄), and noncode ratios (CH₄/H₂, C₂H₂/C₂H₄, C₂H₄/C₂H₆, CH₂/ (C₁+C₂), C₂H₂/((C₁+C₂), H₂/(H₂+C₁+C₂), C₂H₆/((C₁+C₂), C₂H₆/((C₁+C₂), (CH₄+C₂H₄)/(C₁+C₂)) as the diagnostic accuracy of the model’s characteristic parameters, the input characteristic parameters of the model are determined, where C₁ is CH₄, and C₂ is the sum of C₂H₂, C₂H₄ and C₂H₆.

Since the dissolved gas content data in transformer oil is disturbed and affected by the monitoring device, ambient temperature, and personnel operations, the original data needs to be normalized. The normalization of feature quantity can reduce the impact of data on the performance of the model and improve the training speed and diagnostic accuracy of the model. In order to ensure that all feature quantities are in the same value range, it is needed to normalize the feature quantities, as shown in

\[ y^* = \frac{y - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}} \]

(11)

where \( y^* \) is the normalized data; \( y_{\text{min}} \) and \( y_{\text{max}} \) are the minimum and maximum of a certain dimension feature vector; and \( y \) is the original data.

3.2. IPSO-gcForest Diagnostic Model Technical Route. With its own internal structure, the gcForest model can fully mine fault feature information and accurately diagnose transformer faults. When the gcForest model is used to identify fault types, it is necessary to determine the key parameters of the model according to human experience or control variables, which may easily lead to poor diagnostic results. Thus, under the premise of satisfying the highest diagnostic accuracy, the IPSO algorithm obtains the optimal parameters of the gcForest model through continuous iterative solving, which will improve the diagnostic accuracy. The fault types of transformer can be divided into seven states: normal (N), high-energy discharge (D1), low-energy discharge (D2), partial discharge (D3), high-temperature overheating (T1), medium-temperature overheating (T2), and low-temperature overheating (T3). The fault diagnosis based on IPSO-gcForest model includes three main steps: data preprocessing, IPSO algorithm optimization parameters, and fault type identification. The whole process is shown in Figure 4, and the specific steps are shown as follows:

Step 1: the noncode ratios of the characteristic gas dissolved in the oil are determined as the characteristic parameter of the model, and then the characteristic
parameter is normalized. According to the model testing requirements, the original sample was randomly divided into a training set and a testing set at a ratio of 8:2.

Step 2: initialize the population particles randomly, and set the value range and search range of $q$ and $l$. Then, the number of particles and the maximum number of iterations can be determined.

Step 3: build the gcForest model based on the values of initialized $q$ and $l$. The training set and the testing set are used to train and diagnose gcForest, respectively, and then the diagnostic accuracy of the training set is used as the fitness value of the particles.

Step 4: the local extreme values and global extreme values of particles are determined according to the initial fitness of particles, and the velocity and position of particles are updated by using equations (1) and (6). The corresponding particle fitness values are calculated and compared with local extreme value and global extreme value. The new local extreme value and global extreme value are determined to achieve the highest diagnosis and recognition accuracy.

Step 5: when the particle fitness value tends to be stable or the number of iterations reaches a preset value, the particle iteration optimization is stopped to obtain the optimal parameters. Otherwise, return to step 4.

Step 6: the IPSO-gcForest fault diagnosis model is constructed based on the optimal parameters obtained from the IPSO algorithm, and the diagnosis results are analyzed comprehensively with the evaluation index.

3.3. Model Evaluation Index. To validate the diagnostic performance of the IPSO-gcForest model, the diagnostic accuracy, precision, and recall rate were used as evaluation indexes to analyze the diagnosis results of the model.

The diagnostic accuracy represents the ratio of the number of correct fault samples to the total number of samples, which can directly evaluate the generalization ability of the model.

The diagnostic precision refers to the proportion of correctly identifying class A fault samples and all the fault samples identified as class A fault samples, indicating the precise detection of class A fault samples. The definition of diagnostic precision is shown in

Figure 4: IPSO-gcForest model diagnostic roadmap.
precision = \frac{TP}{TP + FP} \tag{12}

TP is the number of true positives, and FP is the number of false positives.

The diagnostic recall rate refers to the percentage of correctly identified class A fault samples and actual class A fault samples, indicating whether all class A fault samples have been checked. The definition of diagnostic recall rate is shown in

\text{recall rate} = \frac{TP}{TP + FN} \tag{13}

FN is of course the number of false negatives.

4. Transformer Fault Diagnosis Model Based on IPSO-gcForest

This paper collects fault sample data of transformer voltage level from 35kV to 500kV, from the transformer online monitoring data and historical fault data of China Southern Power Grid Corporation, the transformer fault oil chromatographic data published in papers, the “Typical Cases of Application of Power Grid Equipment Detection Technology” published by the State Grid and IEC TC 10 database. All the above data samples comprise 1601 cases of transformer fault data. In this paper, the training set and testing set are divided at the proportion of 8:2. Among them, 1280 cases received supervised training to adjust the parameters of the model to improve the fitting degree of the model. 321 cases were used to evaluate the performance and generalization ability of the model. Thus, the transformer fault diagnosis is realized. The sample data distribution for each fault type is shown in Figure 5.

4.1. IPSO-GcForest Model Parameter Selection and Optimization Results. After normalizing the data in Figure 5, the noncode ratios of the characteristic gas dissolved in the oil are determined as the characteristic parameter of the model. In the process of q and l optimization of gcForest model parameters by IPSO, the diagnostic accuracy of training set is taken as the particle fitness value. After adjusting the model parameters and comparative analysis of the diagnosis results, the model parameters are determined as follows: the number of decision trees in a random forest during multigrained scanning is 500, and the decision tree growth rule is that the purity of the leaf node reaches the optimal or the depth reaches 50. The number of decision trees in a single random forest of cascade layer is 101, and the decision tree growth rule is that the purity of the leaf node reaches the optimal or the depth reaches 50. The parameters are set during the optimization process as shown in Table 1. The fitness change of the particles during the optimization process is shown in Figure 6.

As can be seen from Figure 6, the parameters q and l of the gcForest model go through five rounds of 100 iterations each. The accuracy of transformer fault diagnosis reaches the best in the 68, 49, 54, 65, and 52 iterations, respectively. At the same time, the IPSO algorithm optimization process is improved from 93.15% or 93.46% through 3 to 4 steps to the optimal fitness value of 94.70%. Finally, when q is 4 and l is 5, the particle fitness is the best, reaching 94.70%.

4.2. Comparison of Different Characteristic Parameters. According to the data distribution in Figure 5, the noncode ratios were used as input characteristic parameters to test the IPSO-gcForest model. In order to verify the effectiveness of the proposed method, the DGA data, IEC ratios, and Rogers ratios are used as input characteristic parameters in contrast with the results obtained from noncode ratios. In order to diagnose and analyze transformer fault types, the above four different types of characteristic parameters were, respectively, input into RF model, DBN model, gcForest model, PSO-gcForest model, and IPSO-gcForest model for diagnosis. The RF model adopts bootstrap resampling method. The number of subtrees is 100, and the number of split features is 7. The activation function of the DBN model uses the sigmoid function, and the learning rate is 0.001. The momentum is 0.9, and the number of hidden layers is 3. The default parameter setting of gcForest model is that the number of decision trees in a random forest during multigrained scanning is 500, and the window size q is 2. The number of decision trees in a single random forest in the cascade layer is 101, and the maximum number of allowed cascades l is 7. The results are shown in Table 2.

As can be seen from Table 2, the diagnostic accuracy of the same characteristic parameter increased in the order of RF model, DBN model, gcForest model, PSO-gcForest model, and IPSO-gcForest model. The diagnostic accuracy of the same method is improved according to the characteristic parameters of DGA data, IEC ratios, Rogers ratios, and noncode ratios. With noncode ratios as the characteristic parameter, IPSO-gcForest has the highest diagnostic accuracy, reaching 94.70%. Compared with RF model, DBN...
4.3. Comparison of Different Diagnostic Models. Due to the unbalanced distribution of the samples of each fault type in the collected transformer fault data, the performance of the model cannot be effectively verified only by the diagnostic accuracy. Therefore, the precision, recall rate, and receiver operating characteristic (ROC) curve are used to measure the generalization ability of the model. The noncode ratios are used as the input characteristic parameter of different diagnostic models, and the diagnostic result is shown in Table 3.

As can be seen from Table 3, the precision and recall rate of IPSO-gcForest method are all above 84%, and the average precision and average recall rate are 94.00% and 92.77%, respectively. The results show that IPSO-gcForest model has obvious advantages in the classification performance of each fault type. For the RF model to diagnose transformer fault types, the partial discharge fault diagnosis accuracy is the highest, reaching 88.24%. However, the recall rate of low energy discharge fault is the lowest, which is only 50.00%. The reason is that the fault types of transformers are related to each other, and different fault superpositions may occur. The recall rate of low energy discharge fault identified by IPSO-gcForest model is the highest, reaching 93.33%. The results show that it can effectively identify the actual fault types of transformer.

The ROC curve draws the trend chart by the real case rate (vertical axis) and false positive case rate (horizontal axis) under different discriminant probability thresholds. The ROC curve can comprehensively evaluate the classification performance of fault diagnosis methods, especially for unbalanced sample. By calculating the area under the ROC curve, it can measure the learning effect of the model better on a few cost-sensitive samples that need attention. Moreover, the classification performance and the overall trend of the ROC curve can be intuitively evaluated. The ROC curves of different diagnostic models are shown in Figure 7.

As can be seen from Figure 7, the area under the ROC curve of IPSO-gcForest diagnostic method is the highest, reaching 0.9873. Compared with the area under the ROC curve of other transformer fault diagnosis, it has increased by 13.67%, 11.71%, 6.77%, and 4.63% in turn. The results show that the proposed method has good classification ability for unbalanced sample.

4.4. Comparison of Samples of Different Sizes. In order to further analyze the robustness of IPSO-gcForest diagnostic models under different size samples, according to the proportions of 25%, 50%, 75%, and 100%, the fault samples in Figure 5 are divided into sample 1 (400 cases), sample 2 (800 cases), sample 3 (1201 cases), and sample 4 (1601 cases). Each sample is divided into training set and testing set according to the proportion of 8:2, and the diagnostic accuracy is shown in Figure 8.

As can be seen from Figure 8, the IPSO-gcForest model achieves high accuracy in fault diagnosis under different size samples. The results show that the performance of IPSO-gcForest model is better than that of the other three fault diagnosis methods. Compared with sample 1, sample 2, and sample 3, the diagnostic accuracy of IPSO-gcForest model in sample 4 increased by 9.51%, 5.88%, and 3.03%, respectively. It indicates that the larger the sample size, the more the feature information extracted. When the size of samples

| Parameters | Value |
|------------|-------|
| $T_{\text{max}}$ | 100 |
| Population number of particles | 50 |
| $q$ value range | [1, 9] |
| $q$ search range | $[-1, 1]$ |
| $l$ value range | [1, 20] |
| $l$ search range | $[-2, 2]$ |
| $w_{\text{ini}}$ | 0.9 |
| $w_{\text{fin}}$ | 0.4 |
| $s_{1,\text{ini}}$ | 2.5 |
| $s_{1,\text{fin}}$ | 0.5 |
| $s_{2,\text{ini}}$ | 2.5 |
| $s_{2,\text{fin}}$ | 0.5 |
decreases, the diagnostic accuracy of each method will decrease. However, the reduction of sample size has little effect on fault diagnosis accuracy of IPSO-gcForest model. This indicates that IPSO-gcForest model has better model performance and strong robustness under small size samples.

4.5. Case Study. Table 4 shows the oil chromatographic data of a transformer with SFSZ9-50000/110 in a substation after its failure on January 21, 2020.

By selecting the noncode ratios as the input characteristic parameter of the IPSO-gcForest model, the oil chromatographic data is diagnosed and identified. The result of...
Figure 9: Burning loss between turns of A phase low voltage coil.

Figure 10: Discharge point and deformation diagram of A phase iron core column.

Figure 11: B phase low voltage coil bulge.
the diagnosis is high-energy discharge with a probability of 87.63%. But the code determined by the three-ratio method is “202,” and the corresponding fault type cannot be determined.

The maintenance personnel found that the A phase low voltage coil of the transformer was burned in a large area. From the bottom 38 to 54 and 68 to 71, severe short-circuit and interturn short-circuit occurred between the cakes. The windings were melted and twisted in many places, and the upper coil had radial deformation. The sinking of the whole coil reaches about 40 mm, and the cushion block has dislocated and fallen off. There are a lot of melted copper and carbonization marks of insulating material in the fault position, as shown in Figure 9. There are obvious discharge traces between the low voltage coil and the iron core, and the silicon steel sheet deformed slightly, as shown in Figure 10.

The B phase low voltage coil of the transformer is obviously bulged. The insulating paper is damaged, and the axial height of the winding sinks about 15 mm, as shown in Figure 11. There is deformation between the lower end of the transformer C phase low voltage coil and the core, and there is a slight loosening when pressing by hand. There are no obvious changes in the axial height of the winding, as shown in Figure 12.

From the analysis of the field situation, there is a high-energy discharge problem existing in the transformer A phase low voltage winding, which is consistent with the diagnosis result of the transformer fault diagnosis method proposed in this paper.

5. Conclusions

This paper combines the current artificial intelligence technology and machine learning algorithms; thus, a transformer fault diagnosis method based on IPSO-gcForest model is proposed. The following conclusions are obtained from the example analysis results: (1) by improving the location update strategy of the traditional PSO algorithm, the key parameters of the gcForest model are optimized by using the IPSO algorithm, which overcomes the random fluctuation of the output of the gcForest model and makes the diagnosis model have better generalization performance. (2) Compared with the RF, DBN, gcForest, and PSO-gcForest models, the IPSO-gcForest model has higher diagnostic accuracy in the diagnostic model with the noncode ratios, DGA data, IEC ratios, and Rogers ratios as characteristic parameters. Among them, the model with noncode ratios as characteristic parameter has higher diagnostic accuracy than the other three characteristic parameters. (3) The proposed IPSO-gcForest transformer fault method has higher identification accuracy and higher recall rate than other compared methods. Moreover, its AUC value is also the highest, which improves the classification ability of unbalanced sample data. (4) With the increasing sample size, the IPSO-gcForest model achieves improved diagnostic accuracy and more stable diagnostic performance. In the future, it will be possible to increase the collection of discharge and overheat mixed fault cases to verify the effectiveness of the proposed method. And further research on optimization model structure will be conducted.
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