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Abstract. In this study, we compare the behavior of classic Hurwicz criterion with three more recent criteria \(\tau\)-anchor, \(R^\ast\) and \(R^*_\tau\). This evaluation is realized on linear optimization problems with uncertain costs coefficients taking into account the risk aversion of the decision maker. The uncertainty is represented by a scenario set.

1 Introduction

Decision or optimization problems often arise in an uncertain context. Depending on available information, several approaches have been proposed to model this uncertainty (e.g. possibility theory [17], evidence theory [18], etc.). In this paper, we focus on the case of low knowledge on possible states, namely decision under ignorance. In this case the decision-maker is able to give the set of possible values of optimization problem parameters but she/he is not able to differentiate them. In other words, all possible parameter values are all possible (this is a particular case in possibility theory when all scenarios have possibility equal to 1). Hurwicz-Arrow proposed a decision under ignorance theory [3] that specifies the properties that a criterion must satisfy. One of the most popular criteria in this context is the Wald criterion (\textit{maxmin} criterion). Recently, a considerable amount of literature on robust optimization has studied this \textit{maxmin} criterion [1,4], and [10]. This criterion is very pessimistic since it focuses on the worst case scenario. Moreover, it is necessary to meet the underlying condition that all scenarios are almost possible (ignorance context). Otherwise, other criteria are more relevant, see [10]. Other criteria have been proposed to take decision-making under ignorance behavior into account. The oldest one is the Hurwicz criterion which consists in modeling optimism by making a linear aggregation with the best and the worst evaluation. This criterion has been used to model the behavior of a decision-maker in different contexts (see [5,14,15,19] ...etc) and has been spread to include imprecise probability theory [12]. This criterion has been criticized in a sequential decision context since it does not satisfy the desired properties in this decision context (for more details see [6,11]).

In order to satisfy the properties of the sequential decision pointed out in [11] and that of the decision under ignorance, two criteria have been recently...
proposed namely $R^*$ and $R_*$ [8]. On the other hand, Giang [9] proposes a new criterion namely $\tau$-anchor which satisfies the decision under ignorance property [3] and with Anscombe-Aumann’s [2] ideas of reversibility and monotonicity that had been used to characterize subjective probability.

The aim of this paper is to discuss those four criteria in the context of a linear programming problem. We tackle the problem of optimization under ignorance by taking the optimism of the decision-maker into account as a bi-objective optimization problem where the first criterion is the pessimistic point of view and second one is the optimistic point of view. So, we study some properties such as the Pareto optimality of the optimal solution to those criteria. The paper is organized as follows. Firstly, we set out the problem being studied, then we recall the decision under ignorance and we present the four criteria that will be studied. Then, we compare the properties of the optimal solutions to the linear programming problem for all those criteria. Then, the computational aspects of $R_*$ are discussed. Finally, we propose a new criterion which generalizes Hurwicz, $R_*$ and $R^*$ which satisfy the decision under ignorance properties and under some conditions the Pareto optimality.

2 Problem Under Study

In this paper we focus on a Linear Program\(^1\) (Eq. 1) where profit coefficients are uncertain.

**Notations**

- $N$: the set of decisions,
- $M$: the set of constraints,
- $x_i$: the value of decision $i \in N$,
- $a_{i,j}$: the coefficient of decision variable $i \in N$ for constraints $j \in M$
- $p_i$: the profit of decision variable $i \in N$,
- $b_j$: the coefficient of constraints $j \in M$,
- $\mathcal{X}$: the set of feasible solutions (defined by constraints 1.(a) and 1.(b))

\[
\max \sum_{i \in N} p_i x_i \\
\text{s.t.} \\
(a) \sum_{i \in N} a_{i,j} x_i \leq b_j \ \forall j \in M \\
(b) \quad x_i \geq 0 \quad \forall i \in N
\]

To model the uncertainty we are given a scenario set $S$, which contains all possible vectors of the profit coefficients, called scenarios. We thus only know that one profit scenario $s \in S$ will occur, but we do not know which one until a

\(^1\) Throughout this paper we assume that the feasible set of solutions is not empty and is bounded.
solution is computed. The profit of decision variable \( i \in N \) under scenario \( s \in S \) is denoted \( p_i^s \) and we assume that \( p_i^s \geq 0 \). No additional information for the scenario set \( S \), such as a probability distribution, is provided. Two methods of defining scenario sets are popular in the existing literature (see, e.g., [4, 13] and [16]). The first one is discrete uncertainty representation, \( S^D = \{s_1, \ldots, s_K\} \) contains \( K \geq 1 \) explicitly listed scenarios. The second one is interval uncertainty set \( S^I = \prod_{i \in N} [p_i^l, p_i^u] \). The profit of solution \( X = (x_i)_{i \in N} \) depends now on scenario \( s \in S, S \in \{S^D, S^I\} \), and will be denoted as \( f(X, s) = \sum_{i \in N} p_i^s x_i \). So the profit of solution \( X = (x_i)_{i \in N} \) is a set \( F(X) = \{f(X, s), \forall s \in S\} \). In order to choose a solution which takes into account the optimism of the decision maker, different criteria aggregating minimal and maximal possible values of the profit could be used. In this paper, we will study four different criteria, namely the Hurwicz, \( \tau \)-anchor, \( R^* \) and \( R_* \) criterion.

3 Background

In this section, we recall the main results of the decision under ignorance and define the criteria we will consider.

3.1 Decision Under Ignorance

Firstly, we recall the main results of the decision under ignorance theory developed by Hurwicz and Arrow [3]. Two solutions \( X_1 \) and \( X_2 \) are isomorphic if there is one-to-one mapping \( h \) from the set of scenarios such that \( \forall s \in S, f(X_1, s) = f(X_2, h(s)) \). Solution \( X_2 \) is said to be derived from solution \( X_1 \) by deleting duplicate if \( F(X_2) \subset F(X_1) \) and for each \( w \in F(X_1) \setminus F(X_2) \), there exists \( w' \in F(X_2) \) such that \( w = w' \). The decision under ignorance is based on 4 axioms (called HA axioms):

A) (Weak order): \( \succeq_I \) is a weak order.

B) (Invariance under relabeling axiom (symmetry)). If two solution are isomorphic then they are indifferent.

C) (Invariance under deletion of duplicate states). If \( X_2 \) is derived from \( X_1 \) by deleting duplicates then \( X_1 \) and \( X_2 \) are indifferent.

D) (Weak dominance axiom). If \( X_1, X_2 \) are solutions on the same scenario set \( S \) and \( \forall s \in S, f(X_1, s) \geq f(X_2, s) \) then \( X_1 \succeq_I X_2 \).

**Theorem 1** (Hurwicz-Arrow). The necessary and sufficient condition for preference \( I \) on the set of solutions \( X \) to satisfy properties A through D is that

\[
X_1 \succeq_I X_2 \text{ if } \min_{s \in S} f(X_1, s) \geq \min_{s \in S} f(X_2, s) \text{ and } \max_{s \in S} f(X_1, s) \geq \max_{s \in S} f(X_2, s).
\]

The HA theorem says that the comparison between two sets of prizes corresponds to comparing their extremes. If both extremes of one set are greater than or equal to their counterparts in another set then the former is preferred.
to the latter. The intermediate members of the set do not matter. The criteria presented below satisfy the HA axioms.²

3.2 The Hurwicz Criterion [3]

The Hurwicz criterion seeks for a solution that minimizes the convex combination of the best and worst performances (the total profit) across all scenarios. In this case, we solve the following problem:

$$\max_{X \in \mathcal{X}} \left( (1 - \alpha) \min_{s \in S} f(X, s) + \alpha \max_{s \in S} f(X, s) \right)$$  \hspace{1cm} (2)

where $\alpha \in [0, 1]$ is called optimism-pessimism index. Clearly, if $\alpha = 1$ then we solve the problem with criterion max-max; if $\alpha = 0$ then we solve the problem with criterion max-min. Hence, $\alpha \in [0, 1]$ controls the relative importance of two extremes min and max.

3.3 The $\tau$-Anchor Criterion [9]

Recently Giang proposed a new criterion called $\tau$-anchor where max-min and max-max are special cases as the Hurwicz criterion does. Initially those criteria were defined on $[0, 1]$ but in a linear program context we define that criterion on $[-\infty, +\infty]$. $\tau \in [-\infty, +\infty]$ is called the tolerance for ignorance because it characterizes the behavior under ignorance of an individual decision-maker.

$$\max_{X \in \mathcal{X}} \mathcal{C}_\varepsilon(F(X)) = \begin{cases} \max_{s \in S} f(X, s) & \text{if } \max_{s \in S} f(X, s) < \tau \\ \tau & \text{if } \min_{s \in S} f(X, s) \leq \tau \leq \max_{s \in S} f(X, s) \\ \min_{s \in S} f(X, s) & \text{if } \min_{s \in S} f(X, s) > \tau \end{cases}$$  \hspace{1cm} (3)

The behavior of a decision-maker is: if tolerance for ignorance value of the decision-maker ($\tau$) is not possible she/he evaluates solution ($X$) using the closest possible profit to her/his characteristic value. Otherwise all solutions containing her/his characteristic value as possible profit are considered equivalent and equal to $\tau$.

3.4 The $R_*$ and $R^*$ Criteria [8]

More recently criteria $R_*$ and $R^*$ have been proposed to take into account the optimism of the decision-maker in the context of a sequential decision problem under total ignorance [8] since they satisfy the properties desired for sequential decision problems. Like $\tau$-anchor those criteria have been defined on $[0, 1]$ but in a linear program context we define those criteria on $[-\infty, +\infty]$. $e \in [-\infty, +\infty]$.

² Note that the average or Ordered weighted average [20] (which Hurwicz generalizes) does not satisfy the properties $A$ through $D$. 
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is called the neutral value. Both of these criteria are also known as uni-norm aggregation functions [21].

\[
\max_{X \in X} R_s(F(X)) = \begin{cases} 
\min_{s \in S} f(X, s) & \text{if } \min_{s \in S} f(X, s) < e \\
\max_{s \in S} f(X, s) & \text{otherwise}
\end{cases} \quad (4)
\]

\[
\max_{X \in X} R^*(F(X)) = \begin{cases} 
\min_{s \in S} f(X, s) & \text{if } \max_{s \in S} f(X, s) < e \\
\max_{s \in S} f(X, s) & \text{otherwise}
\end{cases} \quad (5)
\]

\(R_s\) specifies that if one of the \(f(X, s)\)'s is lower than \(e\) then the min operator is applied, otherwise max is applied. \(R^*\) specifies that if one of the \(f(X, s)\)'s is greater than \(e\) then the max operator is applied, otherwise min is applied. One can see that these two uni-norms (\(R_s, R^*\)) generalize the min and max, as Hurwicz does (max is recovered when \(e = -\infty\), min when \(e = +\infty\)). The identity element \(e\) can represent the optimism threshold (like \(\alpha\) for Hurwicz).

4 Discussion on Hurwicz, \(\tau\)-Anchor, \(R^*\), and \(R_s\)

To compare those criteria we formulate the problem of taking into account the optimism of the decision-maker as a bi-objective optimization problem:

\[
\max_{X \in X} \{g^{\max}(X) = \max_{s \in S} f(X, s), g^{\min}(X) = \min_{s \in S} f(X, s)\} \quad (6)
\]

We will call the robust solution the solution optimal for objective function \(g^{\max}\) and opportunistic solution the solution optimal for objective \(g^{\min}\). To perform the analysis we need to recall the notions of Pareto optimality\(^3\).

Definition 1. A solution \(X_1\) is called Pareto optimal if there is no \(X_2 \neq X_1\) for which \(g^i(X_2) \geq g^i(X_1)\) \(\forall i \in \{\max, \min\}\) and \(\exists i \in \{\max, \min\} g^i(X_2) > g^i(X_1)\).

Definition 2. A solution \(X_1\) is called weakly Pareto optimal if there is no \(X_2 \neq X_1\) for which \(g^i(X_2) > g^i(X_1)\) \(\forall i \in \{\max, \min\}\).

Hence, in this section we firstly study the general properties (namely: Pareto optimality and weak Pareto optimality) of the optimal solution for all those criteria without taking the property of the linear programming problem into account. From the results of this study we will focus on two criteria, namely Hurwicz and \(R_s\). First, we need introduce some additional notations.

---

\(^3\) The Pareto preferences of problem 6 satisfies the HA axioms.
Notations
- $\mathcal{G} = G(X)$: the feasible set in objective space of problem 6.
- $\mathcal{F} = F(X)$: the feasible set in scenario space.
- $\mathcal{P}$: the set of Pareto optimal solutions of problem 6.
- $\mathcal{P}^w$: the set of weak Pareto optimal solutions of problem 6.
- $\mathcal{M}$: the set of optimal solutions of problem 6 with only criterion $g_{\text{max}}$,
- $\mathcal{m}$: the set of optimal solutions of problem 6 with only criterion $g_{\text{min}}$,
- $\mathcal{H}$: the set of optimal solutions of problem 6 when Hurwicz criterion is used $\forall \alpha \in [0, 1]$,
- $\mathcal{C}\epsilon$: the set of optimal solutions of problem 6 when $\tau$-anchor criterion is used $\forall \tau \in [\tau - \infty, \tau + \infty]$,
- $\mathcal{R}^*$: the set of optimal solutions for criterion $R^*$, $\forall e \in [\tau - \infty, \tau + \infty]$.

4.1 General Comparison

From Theorem 3.3 and Theorem 3.4 [7] and the fact that Hurwicz criterion is a convex combination of $g_{\text{max}}(X)$ and $g_{\text{min}}(X)$ we have the following proposition:

**Proposition 1.** For scenario set $S \in \{S^D, S^I\}$, we have $H = \{M \cup m \cup (\text{cov}(\mathcal{G}) \cap \mathcal{P})\}^4$.

From Proposition 1, we can see that using the Hurwicz criterion a decision-maker with $\alpha \in [0, 1]$ can access to compromised solutions which are optimal in the Pareto sense. Nevertheless, if the Pareto front is strictly concave, the optimal solution $\forall \alpha \in [0, 1]$ are the optimal solution for maxmin or maxmax criteria. In the next section, we will discuss this point in details.

Let us now study the set of possible optimal solutions for the $\tau$-anchor criterion. $\tau$-anchor breaks down the evaluation space into three areas. We will call those areas: the min area when min aggregator is applied, the equivalent area when all solutions in this area have the same evaluation $C\epsilon(F(X)) = \tau$ and finally the max area when the max aggregator is applied.

To better understand the behavior of the decision-maker applying the $\tau$-anchor criterion, we look at four possible cases of localization of feasible profit set $\mathcal{F}$ on these three areas. Figure 1 illustrates those cases for a problem with 2 discrete scenarios $\{s_1, s_2\}$ where the min, equivalent and max areas are respectively represented by a red, white and green area. The case (a) shows that all feasible solutions can be considered as equivalent if the solution is good enough for one scenario but too bad for another. In other words, in the case where there is no feasible solution having as maximal evaluation a value greater than $\tau$ on both scenarios. The case (b) is close to the case (a) with the exception that the optimal solution has constraints on the maximal possible profit. In case (c), the optimal solutions are the optimal solutions for the maxmax criteria. In the last case, case (d), the optimal solution is the solution for the maxmin criterion. The Proposition 2 sums up the discussion above.

$^4$ $\text{cov}(\mathcal{G})$ is the convex hull of $\mathcal{G}$. 
Proposition 2. Whatever the scenario set \( S \in \{S_D, S_I\} \), We have:

\[
C_{\varepsilon} = \begin{cases} 
M & \text{if } \forall X \in \mathcal{X} \max_{s \in S} f(X, s) < \tau \\
\mathbf{m} & \text{if } \exists X \in \mathcal{X} \text{ such that } \min_{s \in S} f(X, s) \geq \tau \\
\{X | \max_{s \in S} f(X, s) \geq \tau\} & \text{else} 
\end{cases}
\]

(7)

In addition to the fact that all solutions may be considered as equivalent, the \( \tau \)-anchor does not look very interesting from the point of view of bi-objective optimization compared to the Hurwicz criterion since it cannot prefer the Pareto optimal solution which is a compromise between robust and opportunistic solutions.

\( R^* \), as \( \tau \)-anchor, cuts the evaluation space into areas with the difference being that there is no \textit{equivalent} area. Figure 2 illustrates two interesting situations: (a) all feasible solutions are in the \textit{min} area and (b) there exists a feasible solution in the \textit{max} area. One can see that in case (a) the best solution is a robust solution since we maximize the minimal value without constraints. In case (b), the best solution is the opportunistic solution since we maximize the maximal solution with constraints on the maximal value (greater than \( e \)) which is always true if we are in this case. The Proposition 3 sums up the discussion above.

Proposition 3. For the scenario set \( S \in \{S_D, S_I\} \) we have \( R^* = \{M \cup \mathbf{m}\} \).

This proposition shows that the uni-norm \( R^* \) does not look interesting compared to the Hurwicz criterion since only the extreme (robust or opportunistic)
solutions can be preferred. Thus, $R^*$ and $\tau$-anchor have almost opposite behavior since one prefers the robust one and the other prefers the opportunistic one. A decision-maker who is consistent with one of them only needs to know the robust and opportunistic solutions in order to choose one compliant with his/her behaviour without being given any other information, i.e. there is no need to explicitly define the value of $\tau$ or $e$.

Let us now focus on the optimization with $R^*$ criterion. From the definition, we can distinguish 2 cases: the case without any feasible solution in the $\max$ area (Fig. 3.(a)) and the case with (Fig. 3.(b)). In the former case, the optimal solution is the robust one, in the latter case, the optimal solution is the solution which is optimal for the following optimization problem:
\[
\max \max_{s \in S} F(X, s) \\
\text{s.t.} \\
(a) \min_{s \in S} F(X, s) \geq e \\
(b) \sum_{i \in N} a_{i,j}x_i \leq b_i \quad \forall j \in M, \\
(c) \quad x_i \geq 0 \quad \forall i \in N \quad (8)
\]

Problem 8 is equivalent to the \(\epsilon\)-constraints approach [7] applied to problem 6. According to proposition 4.3 [7], those approaches return weak Pareto optimal solutions.

**Proposition 4.** For scenario set \(S \in \{S^D, S^I\}\) we have \(R_\ast = P^w\).

From Proposition 4 and 3, we can see that the two uni-norm \(R_\ast\) and \(R^\ast\) differ fundamentally. \(R^\ast\) is a rule to choose between the robust or opportunistic solution while \(R_\ast\) can prefer a compromise solution.

The conclusion of this section is that on one hand we have \(\tau\)-anchor and \(R^\ast\) which are criteria encoding a rule to choose between the robust and opportunistic solution. On the other hand the Hurwicz and \(R_\ast\) criteria may give the possibility to the decision-maker to prefer a solution which is a compromise between the robust and the opportunistic solution. To study the difference between both criteria in greater depth we need to take into account the characteristics of the linear programming problem and the scenario set.

### 4.2 Comparison of \(R_\ast\) and Hurwicz for a Linear Programming Problem with an Uncertainty Set \(S^D\) and \(S^I\)

To continue the discussion between \(R_\ast\) and Hurwicz, we need to study the shape of the Pareto front of Problem 6. In this section, we start with the uncertainty set \(S^D\). Firstly, the feasible set in the objective space \(G\) is investigated.

**Proposition 5.** The feasible set in objective space \(G\) is not necessarily a convex polytope for scenario set \(S^D\).

**Corollary 1.** The set of Pareto optimal solution \(P\) is not necessarily convex.

From Propositions 1, 4, and 5, we have the following theorem:

**Theorem 2.** For scenario set \(S^D\) we have \(H \subseteq R_\ast\).

Proposition 5, Corollary 1 and Theorem 2 are illustrated by the example below:

**Example 1.** Let us consider two scenarios \(s_1 = (p^1_1 = 1, p^1_2 = 0)\) and \(s_2 = (p^2_1 = 0, p^2_2 = 1)\) and the following constraints:

\[
s.t. \quad x_1 + 0.45 \cdot x_2 \leq 8, \\
x_2 \leq 6, \\
x_1, x_2 \geq 0
\]
Figure 4 represent the set of solutions where the x-axis is $\max_{s \in S} F(X, s)$ and y-axis is $\min_{s \in S} F(X, s)$. The set of solutions $H$ and $R_*$ are represented in red. Since $H$ is a linear combination of the min and max criteria, it behaves as a straight line. Thus, it will never reach the solutions that are in the concave part of the Pareto front. Because of this phenomenon $H$ is too restrictive. More precisely, the solutions that offer a good guarantee but have a good opportunity (for instance the coordinates point [2.2,7]) will never be considered. Conversely, $R_*$ is too permissive and accepts solutions dominated in the Pareto sense.

\[ g_{\max}(X) \quad g_{\min}(X) \]

\[ g_{\max}(X) \quad g_{\min}(X) \]

\[ \text{H} \quad \text{R}_* \]

**Fig. 4.** Comparison of $H$ and $R_*$

Let us focus on the case of interval uncertainty set.

**Proposition 6.** $(p_i)_{i \in N} = \arg\min_{s \in \mathbf{S^I}} F(X^*, s), \forall X^* \in \mathbf{X}$ and $(\overline{p_i})_{i \in N} = \arg\max_{s \in \mathbf{S^I}} F(X^*, s), \forall X^* \in \mathbf{X}$.

**Proposition 7.** The feasible set in objective space $G$ is a convex polytope for the scenario set $\mathbf{S^I}$.

**Corollary 2.** The set of Pareto optimal solutions $P$ is convex.

From Propositions 1, 4, and 7 we have the following theorem:

**Theorem 3.** For the scenario set $\mathbf{S^I}$, we have $H = R_*$.

However, it should be noted that $R_*$ criterion is less unstable for low variation of $e$ than Hurwicz for low variation of $\alpha$. To our opinion, it handles better the notion of optimism than Hurwicz.

5 Resolution of LP with $R_*$

We consider $R_*$ criterion since the resolution for Hurwicz, $R^*$ and $\tau$-anchor also requires the resolution of the maxmin and maxmax problems, therefore the conclusion is similar to that for $R_*$. From a computational point of view, the
problem of optimizing an LP under ignorance with a discrete scenario set or interval set using $R_*$ is not harder than an LP problem. For the discrete set, we can easily build an algorithm to solve $|S^D| + 1$ LP in the worst case. We first need to solve the robust problem and if the solution is better than $e$ then to solve Model 9 for all $s' \in S^D$ scenarios and choose the best one.

$$\forall s' \in S \max \sum_{i \in N} p_i^{s'} x_i$$

s.t.

(a) $\sum_{i \in N} p_i^s x_i \geq e \ \forall s \in S,$

(b) $\sum_{i \in N} a_{i,j} x_i \leq b_j \ \forall j \in M,$

(c) $x_i \geq 0 \ \forall i \in N$

For the interval set, according to Proposition 6, Problem 6 becomes:

$$\max \sum_{i \in N} \bar{p}_i x_i$$

s.t.

(a) $\sum_{i \in N} \underline{p}_i x_i \geq e$

(b) $\sum_{i \in N} a_{i,j} x_i \leq b_j \ \forall j \in M,$

(c) $x_i \geq 0 \ \forall i \in N$

6 Generalization of $R_*$, $R^*$ and Hurwicz Criteria

To propose a generalization of $R_*$, $R^*$ and Hurwicz, we introduce a new aggregation function $I$ that depends only on the possible maximal and minimal values. It is a parametric aggregation function with 4 parameters $e \in [-\infty, +\infty]$, $a \in [0, 1]$, $b \in [0, 1]$ and $c \in [0, 1]$. To have nondecreasing function (on $\min(F(X))$ and on $\max(F(X))$), we need to add constraints to the parameters: $a \leq b \leq c$.

This criterion replaces the min and max function in $R_*$ with the Hurwicz criterion with a different value of $\alpha$ ($H^a$ is the value of the Hurwicz criterion with value $\alpha = a$):

$$\max_{X \in \mathcal{X}} I^{e,a,b,c}(F(X)) = \begin{cases} H^a(F(X)) & \text{if } H^b < e \\ H^c(F(X)) & \text{else} \end{cases}$$

One can see that if $a = b = 0$ and $c = 1$, we obtain $R_*$. With $a = 0$ and $b = c = 1$, we obtain $R^*$. There exist more than one parameter which makes the equivalence to Hurwicz, e.g. $a = b = c = \alpha$, $e \in [-\infty, +\infty]$.

As we have shown in the previous section, $R_*$ have the advantage of making more solutions accessible. From some point of view, it enables greater finesse in taking the optimism of the DM into account. However, it can return a dominated solution in the Pareto sense. Some values of parameters $I$ will combine the benefits of $R_*$ and Hurwicz in the sense that the returned optimal solution will

\footnote{Note that the value returned with the use of Hurwicz increases when $\alpha$ increases.}
be always Pareto optimal and will possibly include a solution from the concave part of the Pareto front (see Proposition 8, where $\mathcal{I}$ is the set of possible optimal solutions for parameters $I$).

**Proposition 8.** \( \{H|\alpha \in ]0, 1[\} \subseteq \{I|a, c \in ]0, 1[ and a < c\} \subseteq \mathcal{P} \subseteq \mathbb{R}_+ \).

**Proposition 9.** Criterion $I$ satisfies the HA axioms.

*Example 2.* Let us illustrate on Example 1 the use of parameters $I$. Figure 5.(a) and Fig. 5.(b) illustrate the case where $e$ is a non-compensatory border and the decision-maker is not fully optimistic even if the minimal value of $e$ is guaranteed. Figure 5.(c) and Fig. 5.(d) illustrate the case where $e$ is a compensatory border and the maximal value greater or equal to 8.5 compensates a minimal value equal to 0. The decision-maker is optimistic in the case Fig. 5.(b) or less optimistic Fig. 5.(d). This generalized criterion can be used to specify finely the preferences of the decision-maker.

**Fig. 5. Illustration of different parameters of $I$**

7 Conclusion

In this paper, we compare four criteria capable of taking the optimism of a decision-maker into account in the context of decision under ignorance, namely
Hurwicz criterion, $\tau$-anchor, $R^*$ and $R_\ast$. We show that they can be categorized into two different classes. The first class includes $\tau$-anchor, $R^*$. They are the criteria which always lead to the extreme solutions: the robust one if the decision maker is pessimistic and to the opportunistic solution if the decision maker is optimistic. The second class includes $R_\ast$ and Hurwicz. The use of these criteria may lead to a compromised solution which is not completely robust nor completely opportunistic.

We show that $R_\ast$ and Hurwicz do not lead to the same solution of a linear programming problem. More precisely, $R_\ast$ solution can be on the concave part of Pareto front while Hurwicz solution can be only on the convex part of Pareto front. Moreover, $R_\ast$ is more stable to small changes in optimistic/pessimistic parameter value (namely $e$) than Hurwicz. Previously it was shown that $R_\ast$ has similar good mathematical properties for sequential decision problems in comparison with Hurwicz. This leads us to conclude that $R_\ast$ is a good criterion to take the decision-maker’s optimism into account in a context of ignorance.

We also develop a generalization of $R_\ast$ and Hurwicz which gives more flexibility to the decision-maker and keep the good properties of $R_\ast$ for the linear programming problem, but since it is a generalization of Hurwicz it loses its good properties for the sequential decision problem.

We have also to conclude that taking the optimism of a decision-maker into account in the case where the uncertainty is described by a convex polytope, is a computationally more complex problem than choosing the robust solution. In further research, we are planning to deepen the study on the complexity of the problem for different types of uncertainty including that of a convex polytope. Another research perspective is to generalize $R_\ast$ and $I$ for other uncertainty contexts as possibility theory, evidence theory, and imprecise probability theory.
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