A Simple Spatial Method for Identifying Point Clusters by Neighbourhood Relationships
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Abstract: Point events can be distributed regularly, randomly, or in clusters. A cluster of points is defined by the distance from which any point included in a cluster is farther from any other point outside the cluster. Many solutions and methods are possible to define clustering distance. I present here a simple method, nearest neighbour index clustering (NNIC), which separately identifies local clusters of points using only their neighbourhood relationships based on the nearest neighbour index (NNI). It computes a Delaunay triangulation among all points and calculates the length of each line, selecting the lines shorter than the expected nearest neighbour distance. The points intersecting the selected Delaunay lines are considered to belong to an independent cluster. I verified the performance of the NNIC method with a virtual and a real example. In the virtual example, I joined two sets of random point processes following a Poisson distribution and a Thomas cluster process. In the real example, I used a point process from the distribution of individuals of two species of Iberian lizards in a mountainous area. For both examples, I compared the results with those of the nearest neighbour cleaning (NNC) method. NNIC selected a different number of clustered points and clusters in each random set of point processes and included fewer points in clusters than the NNC method.
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1. Introduction

How are events distributed across space? This is a very frequent question asked by researchers from many different disciplines, such as epidemiology [1], neurosciences [2], criminology [3], econometrics [4], agronomy [5], forestry [6], or ecology [7,8]. In these research fields, it is important to know whether events are distributed regularly, randomly, or in clusters [9]. One famous example of the importance of analysing the distribution patterns of events is the epidemiological study performed by John Snow in 1854 [10]. He related the spatial location of water pumps with the incidence of cholera in London. Thanks to his conclusions, the water pump of Broad Street was closed, and cholera abated in London. From that pioneering study, spatial analyses have improved considerably thanks to spatial statistics [11]. In a random pattern, the probability of finding an event is equal everywhere and independent of the presence of other events. In a regular pattern, the probabilities of finding events and empty areas are similar. In a clustered pattern, the probability of finding a second event near the first one and of finding areas without events are very high but mutually exclusive.

In the particular case of ecology, the analysis of the spatial distribution of events provides insights into how organisms interact with each other or with their environment [12]. However, identifying and defining clusters is not a simple task [13]. Clusters of events can be defined as a set of entities that are alike (and not like entities from different clusters), or as a region with a relatively high density of points, separated from other regions by regions with a relatively low density of points [14]. However, I will consider here a cluster of events as an aggregation of points such as the distance between any two points in the
cluster is less than the distance between any point not in the cluster [14]. Therefore, the definition of what is a cluster inside a process of points depends exclusively on a threshold distance, i.e., the distance where any point included in a cluster is farther from any other point outside the cluster [13]. Points are considered clustered if the distance between them is lower than the clustering distance. Effectively, many solutions are possible to define that clustering distance, depending mainly on how points are distributed inside the study area and the size of the study area [13,14].

Spatial statistics offer us several methods for determining whether a point process has a clustered, regular, or random distribution [13]. Distance functions like Ripley’s K, G-function, F-function, or g-function, graphically represent the frequency of points at different distances against a theoretical distribution of distances [13]. Clustered distributions can also be defined by measuring the spatial autocorrelation of a variable [15] based on global statistics [16] such as Global Moran’s I [17,18] and Getis-Ord’s G statistic [19]. However, all these methods do not individually identify the points belonging to a cluster: they only indicate the type of the distribution (clustered, regular, random). Methods for local spatial autocorrelation, such as local indicators of spatial association (LISA) [20], provide means of determining clusters and outliers of autocorrelated points. Local Getis-Ord’s Gi and Gi* statistics [19] determine only hot and cold spots. Nonetheless, the researcher may not always want to measure the spatial autocorrelation of a variable but simply to identify clusters of points based on their neighbourhood relationships.

Many algorithms have been described to identify clusters and their points based exclusively on their topographical relationships, such as nearest neighbour cleaning (NNC) [21], AMOEBA [22,23], the adaptive spatial clustering algorithm based on Delaunay triangulation (ASCDT) [24], TRICLUST [25], SPATCLUS [26], the variable clumping method (VMC) [27], or CLARANS [28]. NNC [21] depends on the number of nearest neighbours to be considered. VMC uses the intersection of buffers of different sizes to identify the clustering points [27]. SPATCLUS is based on a data transformation by defining a trajectory to attribute to each point to a selection order and the distance to its nearest neighbour [26]. CLARANS determines the centre point of the clusters [28]. Other algorithms use the Delaunay triangulation to calculate distances between points (AMOEBA, ASCDT, TRICLUST). Then, different approaches are used to apply a threshold to the triangulation distances. AMOEBA uses the local Gi* [29]. ASCDT combines metrics at global and local levels [24]. TRICLUST uses the mean of the length, the standard deviation of the length divided by the mean, and the positive part of the derivative of the mean [25].

The application of most of these algorithms is complicated [24]. A simple method is necessary to quickly identify clusters of points. Here, I present a new method, nearest neighbour index clustering (NNIC) based on the nearest neighbour index (NNI) [30], which provides a quantifiable measure of the point process distribution. The method consists of computing a Delaunay triangulation and selecting the points with a distance lower than the expected nearest neighbour distance defined by the NNI.

2. Materials and Methods

NNIC is based on the nearest neighbour index (NNI) by Clark and Evans [30]. This index provides the ratio between the observed mean nearest neighbour distance of the point process and the expected distance for a Poisson point process with the same intensity (i.e., density of points). The NNI considers that a point process is clustered when the mean nearest neighbour distance is lower than the expected one. A value higher than 1 suggests order, while a value lower than 1 means clustering. A value of 0 indicates randomness. Therefore, the topographical clustering method firstly computes a Delaunay triangulation and selecting the points with a distance lower than the expected nearest neighbour distance defined by the NNI.

\[
E(d_i) = \left[0.5 \times \sqrt{\frac{A}{N}} + \left(0.0514 + \frac{0.041}{\sqrt{N}}\right) \times B\right]
\]  

(1)
where $A$ is the size of the study area, $B$ is the perimeter, and $N$ is the number of points. The next step is to select those Delaunay lines shorter than the expected nearest neighbour distance. The points intersecting the selected Delaunay lines are considered clustered. Those points intersecting a separated group of Delaunay triangles are considered to belong to an independent cluster (Figure 1).

To verify the performance of NNIC, I merged two sets of random point processes following a Poisson distribution and a Thomas cluster process. Both datasets were joined to give clustered points inside the point process. The global distribution pattern was measured by the nearest neighbour index [30]. I implemented NNIC in R 4.0.4 software [31], with the following consecutive steps (see the script in Supplementary Material Text S1): (1) creation of a virtual study area with a size of 10 × 10 units; (2) calculation of the study area size and perimeter ($A$ and $B$ variables in (1)); (3) generation of random point processes including a Poisson distribution and a Thomas cluster process; (4) counting the number of points inside the window ($N$ variable in Equation (1)); (5) calculation of the Delaunay tessellation for the point process and the length of each triangle edge; (6) calculation of the expected nearest neighbour distance using the formula in Equation (1); (7) selection of those edges with length lower than the expected nearest neighbour one; and (8) identification of clustered points by intersecting the Delaunay triangle lines and the points.

I also verified the performance of NNIC with a real example (see the script in Supplementary Material Text S2): a point process with the distribution of individuals of two species of Iberian lizards (*P. carbonelli* Pérez-Mellado, 1981 and *P. guadarramae* Boscá, 1916) in a mountainous area of the Iberian Peninsula (Estrela, Portugal) [32]. Estrela area is composed of rock boulders on the shore of a reservoir. Lizards were captured on 16 and 17 May 2012, and re-sighted between 19 and 24 May 2012 [32] For visual identification of wall lizards during re-sighting sampling, each lizard was marked with non-toxic coloured inks using a unique code made of three coloured dots on its back (see [32] more details). The point data is provided as Supplementary Data.

Finally, I compared NNIC in the virtual and real examples with nearest neighbour cleaning (NNC) [21], a technique for recognising features in a spatial point pattern in the presence of random clutter. For each point in the pattern, the distance to the kth nearest neighbour was computed. Then, an algorithm was used to fit a mixture distribution to the nearest neighbour distances. The mixture components represented the feature and
the clutter (named as ‘noise’). The mixture model can be used to classify each point as belonging to one or another component.

3. Results

In the virtual example, NNIC selected a different number of clustered points and clusters in each random set of point processes (Table S1). Figure 2 shows several examples of NNIC results. When comparing with the NNC method, NNIC included less points in clusters ($t$-test: $t = -5.3269$, df $= 190.61$, $p < 0.0001$; Tables 1 and S1; Figure 3). In the real example, NNIC also selected fewer points than NNC (Table 2; Figure 4). In the virtual example, NNIC identified between 8 and 66 clusters (Table 1), while in the real example NNIC identified 117 clusters (Table 2).

![Figure 2](image)

**Figure 2.** Examples of NNIC using random points. Open circles are non-clustered points; black circles are clustered points. Figure numbers indicate the number of the iteration (see Table S1). These iterations are the same as Figure 2.

| Points & Clusters | Mean | SD   | Min | Max |
|-------------------|------|------|-----|-----|
| Random points     | 98.86| 15.68| 66  | 141 |
| NNIC points       | 41.25| 12.27| 15  | 71  |
| NNIC clusters     | 31.72| 11.31| 8   | 66  |
| NNC points        | 51.56| 14.97| 26  | 88  |

| N Points | NNIC Points | NNIC Clusters | NNC Points | EX NND | Z    | $p$   |
|----------|-------------|---------------|------------|--------|------|------|
| 397      | 351         | 117           | 280        | 2.11   | 0.44 | <0.001 |
Figure 2. Examples of NNIC using random points. Open circles are non-clustered points; black circles are clustered points. Figure numbers indicate the number of the iteration (see Table S1). These iterations are the same as Figure 2.

Figure 3. Examples of NNC using random points. Circles are classified as “noise”; triangles as “features”. Figure numbers indicate the number of the iteration (see Table S1). These iterations are the same as Figure 2.

Figure 4. Example of NNIC (Nearest Neighbour Index Clustering) using a point process with the distribution of individuals of two species of Iberian lizards in a mountainous area of the Iberian Peninsula (Estrela, Portugal). Crosses are non-clustered points; black circles are clustered points. See main text for details.
4. Discussion

The nearest neighbour index clustering method (NNIC) identified fewer clustered points than nearest neighbour cleaning (NNC) [21], for both the virtual example and the real one. The main difference between both methods is that NNIC is not only able to identify points as clustered but to assign the points to a particular cluster and to count directly the number of clusters in the study area. As represented in Figure 3, the NNC method classified the points in noise and features, but it cannot determine which features are inside the same significant group of points. NNIC uses Delaunay triangulation, like AMOEBA [22,23,29], ASCDT [24], and TRICLUST [25]. However, instead of using complex spatial criteria to define the threshold distance (ASCDT), autocorrelation (AMOEBA), or central and dispersal metrics of edge lengths (TRICLUST), it uses the expected distance from the NNI [30], an objective metric available in most GIS programs. On the other hand, the simplicity of NNIC has a cost: VMC and AMOEBA can hierarchically define sub-clusters [23,27]. NNIC can also define sub-clusters, but only by sequential analyses, i.e., searching for clusters inside a previously defined cluster. TRICLUST can effectively handle datasets with clusters of complex shapes, non-uniform densities, and a large number of noises [25]. Further research is needed to determine how NNIC deals with noise data.

As stated before, identifying and defining clusters in a point process is not a completely objective calculation: many possible solutions can be obtained, as events can be grouped in a cluster with different purposes [14]. People recognise a cluster when they see it in the planar space, but it is nearly impossible to provide a full description of objective criteria to define those clusters. This is why there are so many clustering algorithms that provide different solutions, all of them valid (e.g., Liu et al. [25]). Consequently, comparisons of clustering algorithms are mainly based on the advantages of using a particular method or how well the algorithm distinguishes the noise from relevant points [21,25]. In this sense, the main advantage of NNIC is the possibility of implementing the method in any GIS software or in R language, in a fast and simple way. Algorithms such as CLARANS, ASCDT, or TRICLUST cannot be calculated directly in a GIS software. For example, ASCDT applies a two-level strategy: a global edge cut-off statistical criterion to remove excessively long edges at a global level; and two criteria to remove inconsistent edges at a local level [24]. These functions are difficult to implement in a GIS without recurring to a programming language (e.g., Python or R). Therefore, NNIC can be applied to any situation where a simple algorithm is needed, requiring only a minimum knowledge of spatial analyses without the necessity of complex statistical computations. This is quite common in ecology. For instance, the main output of studies on animal collisions by vehicles is the definition of road-kills as independent clusters [33–36]. Other ecological studies have applied clustering methods to analyse the local spatial distribution of plants [37–39] and animals [9,40–44]. Local autocorrelation methods have been used to analyse the spatial patterns of species richness [8,45].

5. Conclusions

In summary, spatial analyses of point processes in ecological studies are focused on the identification of clusters based only on the distances among points, and uncomplicated methods are preferred. NNIC is a simple, intuitive, and fast method, requiring minimum skills from geomatics that can be calculated in any GIS program.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/ecologies2030017/s1, Table S1: Application of Nearest Neighbour Index Clustering (NNIC) and Nearest Neighbour Cleaning (NNC) methods to 100 hundred random point processes; Text S1: R script for the application of the NNIC (Nearest Neighbour Index Clustering) method using virtual data; Text S2: R script for the application of the Nearest Neighbour Index Clustering (NNIC) method using real data.
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