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Abstract

The asymptotic restriction problem for tensors can be reduced to finding all parameters that are normalized, monotone under restrictions, additive under direct sums and multiplicative under tensor products, the simplest of which are the flattening ranks. Over the complex numbers, a refinement of this problem, originating in the theory of quantum entanglement, is to find the optimal rate of entanglement transformations as a function of the error exponent. This trade-off can also be characterized in terms of the set of normalized, additive, multiplicative functionals that are monotone in a suitable sense, which includes the restriction-monotones as well. For example, the flattening ranks generalize to the (exponentiated) Rényi entanglement entropies of order $\alpha \in [0, 1]$. More complicated parameters of this type are known, which interpolate between the flattening ranks or Rényi entropies for special bipartitions, with one of the parts being a single tensor factor.

We introduce a new construction of subadditive and submultiplicative monotones in terms of a regularized Rényi divergence between many copies of the pure state represented by the tensor and a suitable sequence of positive operators. We give explicit families of operators that correspond to the flattening-based functionals, and show that they can be combined in a nontrivial way using weighted operator geometric means. This leads to a new characterization of the previously known additive and multiplicative monotones, and gives new submultiplicative and subadditive monotones that interpolate between the Rényi entropies for all bipartitions. We show that for each such monotone there exist pointwise smaller multiplicative and additive ones as well. In addition, we find lower bounds on the new functionals that are superadditive and supermultiplicative.

1 Introduction

This work is motivated by the asymptotic restriction problem of tensors, and by the study of multipartite asymptotic entanglement transformations in the strong converse domain, related to the approach of [Str86, Str87, Str88, Str91] and [CVZ21, JV19, Vra20]. Both of these problems concern tensors of some fixed order $k$, i.e. elements of a tensor product of $k$ vector spaces $V_1 \otimes \cdots \otimes V_k$ over a field $F$, in the second case the vector spaces being finite-dimensional complex Hilbert spaces. The tensor product of two tensors $a \in V_1 \otimes \cdots \otimes V_k$ and $b \in W_1 \otimes \cdots \otimes W_k$ is the order-$k$ tensor $a \otimes b \in (V_1 \otimes W_1) \otimes \cdots \otimes (V_k \otimes W_k)$.
The (tensor) direct sum of two tensors $a \in V_1 \otimes \cdots \otimes V_k$ and $b \in W_1 \otimes \cdots \otimes W_k$ is the order-$k$ tensor $a \otimes b \in (V_1 \oplus W_1) \otimes \cdots \otimes (V_k \oplus W_k)$ (by the distributive law, this tensor product contains $(V_1 \otimes \cdots \otimes V_k) \oplus (W_1 \otimes \cdots \otimes W_k)$). The unit tensor $(e_i)$ is the element \[ \sum_{i=1}^r e_i \otimes \cdots \otimes e_i \in \mathbb{F}^r \otimes \cdots \otimes \mathbb{F}^r, \] where $e_1, \ldots, e_r$ is the standard basis of $\mathbb{F}^r$.

We say that $a$ restricts to $b$ and write $a \geq b$ (restriction preorder) if there exist linear maps $A_j : V_j \rightarrow W_j$ such that $(A_1 \otimes \cdots \otimes A_k)a = b$. The tensor $a$ asymptotically restricts to $b$ if there is a sequence $(r_n)_{n \in \mathbb{N}}$ of natural numbers such that $\sqrt{r_n} \rightarrow 1$ and $a \otimes a^{\otimes n} \geq b^{\otimes n}$ for all $n$. A similar but more complicated preorder is defined in the context of the entanglement transformation problem (see [JV19] for details), which we will not use explicitly. For simplicity, we will write $a \gtrsim b$ both for the asymptotic restriction and the corresponding notion for entanglement transformations.

A common trait of the two problems is that both asymptotic preorders admit a dual characterization in terms of $\mathbb{R}_{\geq 0}$-valued parameters of tensors that are $\otimes$-multiplicative, $\oplus$-additive, $\leq$-monotone and map $(r)$ to the number $r$. The set of all such parameters is the asymptotic spectrum of tensors [Str88] (respectively, the asymptotic spectrum of LOCC transformations [JV19]). More precisely, $a \gtrsim b$ iff $f(a) \geq f(b)$ for every element $f$ in the asymptotic spectrum, highlighting the importance to understand these objects.

The set $\{k\}$ can be partitioned into an unordered pair of two nonempty subsets in $2^{k-1} - 1$ ways. For each such bipartition, we can view an order-$k$ tensor as an order-$2$ tensor (“flattening”), and consider its rank (matrix rank). These parameters provide points in the asymptotic spectrum of tensors, called the gauge points (Eichpunkte) [Str88, Equation (3.10)]. In the case of entanglement transformations, in addition to the matrix rank, sums of powers of the singular values of each of these matrices are elements of the asymptotic spectrum of LOCC transformations, with exponents $2\alpha \in [0,2]$. In quantum information terms, these are exponentiated Rényi entropies of entanglement [Vid00] across each bipartition.

For $k = 3$, the asymptotic spectrum of the subsemiring generated by the matrix multiplication tensors is log-star-convex with respect to the gauge points and it is conjectured to be log-convex [Str88]. For $k \geq 4$, Wigderson and Zuiddam [WZ21] extended this to tensor networks on a fixed graph. These results and the known elements of the asymptotic spectrum of (subsemirings of) tensors provide in the conjecture that the gauge points are the vertices of a convexly-parametrized family of spectral points. Likewise, the exponentiated Rényi entropies of entanglement across all the different bipartitions may be part of a single convexly-parametrized family. In this paper, we make progress in this problem by constructing a family of subadditive and submultiplicative monotone quantities that contains every known element of the asymptotic spectrum of LOCC transformations and is closed under a suitably-defined version of convex combinations when the order parameter $\alpha$ is at least $1/2$. We also show that any subadditive and submultiplicative monotone functionals gives rise to a closely related functional with the same properties that in addition is equal to the maximum of a suitable set of spectrum elements, and these sets are disjoint for different values of the convex parameters.

1.1 Overview of results

The key objects in this paper are families of observables $A = (A_{\mathcal{H},n})_{\mathcal{H},n}$ where $A_{\mathcal{H},n} \in \mathcal{B}(\text{Sym}^n(\mathcal{H}))$, indexed by $k$-partite Hilbert spaces $\mathcal{H} = \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_k$ and natural numbers $n$ subject to certain conditions relating the observables for different $\mathcal{H}$ and $n$ (see Properties (O1) to (O5) in Section 4).

- We prove that, given a functional $g$ on a semiring with a Strassen preorder that is
subadditive, submultiplicative, normalized, and monotone, there is a unique maximal functional \( \tilde{g} \leq g \), that in addition to these properties is multiplicative and additive on any subsemiring generated by one element, and that \( \tilde{g} \) is equal to the maximum of all elements of the asymptotic spectrum that are less than \( g \). In particular, the set of spectrum elements less than \( g \) is nonempty (Theorem 3.23).

- We prove that, for every suitable family \( A \) and \( \alpha \in [0, 1) \), the quantity 
  \[
  F^{\alpha, A}(\psi) = 2^{(1-\alpha)} E^{\alpha, A}(\psi)
  \]
  where
  \[
  E^{\alpha, A}(\psi) = \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{1-\alpha} \log \langle \psi \rangle^\otimes n A_{\mathcal{H}, n} \langle \psi \rangle^\otimes n = - \lim_{n \to \infty} \frac{1}{n} \tilde{D}_\alpha (\langle \psi \rangle^\otimes n \| A_{\mathcal{H}, n})
  \]  
  is a subadditive and submultiplicative monotone, where \( \tilde{D}_\alpha \) is the minimal or sandwiched Rényi divergence [WWY14, MLDS+13, Tom15] (Theorem 4.5).

- Based on the decomposition of tensor power spaces and the Schur–Weyl duality, we construct a family of observables for \( k = 2 \), which satisfies these conditions (Proposition 4.4). The corresponding functionals are in fact spectral points, and recover the entire asymptotic spectrum of LOCC transformations in the bipartite case, the exponentiated Rényi entropies of entanglement of orders \( \alpha \in [0, 1] \). (Lemma 4.6)

- We find that any finite collection of such families of observables can be combined using multivariate weighted operator geometric means to obtain new families, an operation in the spirit of various log-convexity conjectures. (Proposition 4.8)

- By grouping the tensor factors, the family of observables in the bipartite case generates \( 2^{k-1} - 1 \) families for general \( k \). Geometric means of these give rise to subadditive and submultiplicative functionals that interpolate between the bipartite exponentiated Rényi relative entropies for every possible bipartition. By taking the geometric means of only a subset of these (those corresponding to bipartitions of the form \( \{\{j\}, [k] \setminus \{j\}\} \)), we find a new expression for the previously known elements of the asymptotic spectrum of tensors and of LOCC transformations. (Proposition 4.11)

- When \( \alpha \in [1/2, 1) \), we find upper and lower bounds on the monotones that coincide when every flattening is proportional to a partial isometry (i.e. every marginal is proportional to a projection). The lower bound is a lower functional, giving us additive and multiplicative monotones on the subsemiring generated by such elements. (Proposition 5.4 and Corollary 5.5)

The paper is structured as follows. In Section 2 we collect relevant facts on Rényi entropies and divergences, preordered semirings and asymptotic spectra, the representation theory of symmetric and unitary groups, and on multivariate operator geometric means. In Section 3 we study monotone functionals on preordered semirings that are subadditive and submultiplicative, which puts our main findings in a general context. In Section 4 we construct and study the subadditive and submultiplicative functionals obtained from families of observables. In Section 5 we construct bounds on those functionals and show their consequences related to the asymptotic spectra.

1.2 Relation to previous work

It is known that there exist additive and multiplicative monotone functionals interpolating between special gauge points corresponding to bipartitions of the form \( \{\{j\}, [k] \setminus \{j\}\} \). We provide a brief review of the known functionals to provide a more complete context for the present work.
**Support functionals.** In [Str91] Strassen defined the support functionals as follows. Let \( C = \{(v_{1,1}, \ldots, v_{1,d_1}), \ldots, (v_{k,1}, \ldots, v_{k,d_k})\} \), where \((v_{j,1}, \ldots, v_{j,d_j})\) is a basis for \( V_j \) for each \( j \in [k] \) \((d_j = \text{dim } V_j)\). Every tensor \( f \in V_1 \otimes \cdots \otimes V_k \) can be uniquely written as

\[
\sum_{i_1=1}^{d_1} \cdots \sum_{i_k=1}^{d_k} f_{i_1 \ldots i_k} v_{1,i_1} \otimes \cdots \otimes v_{k,i_k},
\]

where \( f_{i_1 \ldots i_k} \in \mathbb{F} \) for all \( i_1, \ldots, i_k \). The **support of \( f \) with respect to \( C \)** is

\[
\text{supp}_C(f) = \{(i_1, \ldots, i_k) \in [d_1] \times \cdots \times [d_k] | f_{i_1 \ldots i_k} \neq 0\}.
\]

The set of \( k \)-tuples of bases will be denoted by \( C(f) \) (where the dependence on \( f \) is through the vector spaces \( V_1, \ldots, V_k \)).

If \( \theta \in \mathcal{P}([k]) \) and \( \Phi \subseteq I_1 \times \cdots \times I_k \), where \( I_1, \ldots, I_k \) are finite sets, then we define

\[
H_\theta(\Phi) = \max_{P \in \mathcal{P}(\Phi)} \sum_{j=1}^{k} \theta(j) H(P_j),
\]

where \( P_j \) is the \( j \)-th marginal of \( P \) and \( H \) is the Shannon entropy.

The **maximal points** of \( \Phi \subseteq I_1 \times \cdots \times I_k \) are defined with respect to the product partial order: \( i = (i_1, \ldots, i_k) \leq i' = (i'_1, \ldots, i'_k) \) iff \( i_j \leq i'_j \) for all \( j \in [k] \). Explicitly,

\[
\max \Phi = \{ i \in \Phi | \forall i' \in \Phi : i \leq i' \implies i = i' \}.
\]

For convex weights \( \theta \in \mathcal{P}([k]) \), the **upper support functional** is

\[
\zeta^\theta(f) = \begin{cases}
2^{\rho^\theta(f)} & \text{if } f \neq 0 \\
0 & \text{if } f = 0
\end{cases}
\]

\[
\rho^\theta(f) = \min_{C \in C(f)} H_\theta(\text{supp}_C(f)),
\]

and the **lower support functional** is

\[
\zeta_\theta(f) = \begin{cases}
2^{\rho_\theta(f)} & \text{if } f \neq 0 \\
0 & \text{if } f = 0
\end{cases}
\]

\[
\rho_\theta(f) = \max_{C \in C(f)} H_\theta(\max \text{supp}_C(f)).
\]

The upper support functional is monotone, normalized, additive, and submultiplicative [Str91, Theorem 2.8], while the lower support functional is monotone, normalized, superadditive, and supermultiplicative [Str91, Theorem 3.5], and \( \zeta_\theta(f) \leq \zeta^\theta(f) \) [Str91, Corollary 4.3]. On the subseniring of *oblique* (schräg) tensors \( \zeta_\theta = \zeta^\theta \), therefore it is multiplicative and additive.

When the parameter \( \theta \) is extremal, both support functionals reduce to one of the \( k \) gauge points (flattening ranks) that we obtain if we group the tensor factors as \( V_j \otimes \left( \otimes_{j' \neq j} V_{j'} \right) \). It does not seem to be possible to extend the definitions of the support functionals to include other gauge points. In particular, including the entropies of more general marginals \( P_S \) for \( S \subseteq [k] \) in (4) does not lead to such an extension, because the Shannon entropy is monotone in the sense that \( S \subseteq T \) implies \( H(P_S) \leq H(P_T) \), but the \( S \)-flattening rank may be greater than the \( T \)-flattening rank.
Quantum functionals. Over the field \( \mathbb{C} \), the quantum functionals are points in the asymptotic spectrum of all tensors that agree with the support functionals on free tensors [CVZ21]. Let \( B_k \) denote the set of bipartitions of \([k]\), i.e. unordered pairs \( b = \{ S, [k] \setminus S \} \) where \( S \subseteq [k] \), \( S \neq \emptyset \) and \( S \neq [k] \). The bipartitions \( \{ S, [k] \setminus S \} \) and \( \{ T, [k] \setminus T \} \) are noncrossing if \( S \subseteq T \) or \( T \subseteq S \) or \( S \cap T = \emptyset \).

To each \( n \) and partition \( \lambda \) of \( n \) we associate the projection

\[
P^{V_b}_\lambda = (P^{V_S}_\lambda \otimes I_{[k] \setminus S})P^{V_{[k]}}_n ,
\]

where e.g. \( V_S = \bigotimes_{j \in S} V_j \) and \( P^W_\lambda \) is the isotypic projection on \( W^\otimes n \) corresponding to the partition \( \lambda \) (see Section 2.3 for details). If \( b_1 \) and \( b_2 \) are noncrossing bipartitions then \( P^{V_{b_1}}_\lambda \) and \( P^{V_{b_2}}_\lambda \) commute.

Let \( \theta \in \mathcal{P}(B_k) \) such that any pair of bipartitions in its support are noncrossing. The upper quantum functional is \( F^\theta(t) = 2^{E^\theta(t)} \), where

\[
E^\theta(t) = \sup \left\{ \sum_{b \in \text{supp } \theta} \theta(b)H(\lambda(b)/n) \mid n \in \mathbb{N}, \forall b \in \text{supp } \theta : \lambda(b) \vdash n, \prod_{b \in \text{supp } \theta} P^{V_b}_\lambda t^{\otimes n} \neq 0 \right\},
\]

(11)

Let \( \theta \in \mathcal{P}(B_k) \) be arbitrary. The lower quantum functional is \( F_\theta(t) = 2^{E_\theta(t)} \), where

\[
E_\theta(t) = \sup_{\psi = (A_1 \otimes \cdots \otimes A_k) t} \sum_{b = \{ S, [k] \setminus S \} \in \text{supp } \theta} \theta(b)H \left( \frac{\operatorname{Tr}_S |\psi\rangle\langle\psi|}{\|\psi\|^2} \right),
\]

(12)

the supremum being over linear maps \( A_1, \ldots, A_k \) from \( V_j \) to Hilbert-spaces \( \mathcal{H}_j \) (which can be assumed to be of dimension \( \dim V_j \)).

The upper quantum functional is monotone, normalized, subadditive, and submultiplicative, while the lower quantum functional is monotone, normalized, superadditive, and supermultiplicative, and \( F_\theta(f) \leq F^\theta(f) \). If \( \theta \) is supported on bipartitions of the form \( \{ \{j\}, [k] \setminus \{j\} \} \), then the upper and the lower functionals (with the same parameter \( \theta \)) coincide, therefore they are multiplicative and additive.

For general \( \theta \) with pairwise noncrossing support, it is not known if the upper and lower quantum functionals are equal. A major obstacle to extending the definition of the upper quantum functionals to arbitrary \( \theta \) is that the projections corresponding to crossing bipartitions do not commute. It is an open problem to find an extension to general \( \theta \) that is subadditive and submultiplicative. In [CLZ20] Christandl, Lysikov and Zuiddam gave a rank-type characterization of the quantum functionals using a weighted version of slice rank, but it is unclear whether this approach can lead to a generalization to all bipartitions.

LOCC functionals. In [CDS08] Chitambar, Duan, and Shi noted that asymptotic tensor restrictions over the complex numbers can be viewed as asymptotic entanglement transformations of pure multipartite entangled states via stochastic local operations and classical communication [BPR+00]. The word “stochastic” means that the transformation protocol is required to succeed only with an arbitrarily low but nonzero probability, and we put no restriction on the probability as a function of the number of copies. As a refinement of this problem, one can consider the trade-off between the asymptotic behaviour of the probability and the transformation rate. In the special case of bipartite entanglement
constructed as follows \[ \lambda \] spectrum of tensors is a subset of the asymptotic spectrum of LOCC transformations. Any such functional has an exponent \( \alpha \) that characterizes its scaling as \( f(\sqrt{\psi}) = p^\alpha f(\psi) \), and monotonicity is equivalent to the inequality \( f(\psi)^{1/\alpha} \geq f(\Pi(\psi))^{1/\alpha} + f((I - \Pi)(\psi))^{1/\alpha} \) for all vectors \( \psi \) and local orthogonal projections \( \Pi \). In the \( \alpha \to 0 \) limit the condition is that \( f \) is monotone under tensor restriction (in particular, the inner product plays no role for these monotones), therefore the asymptotic spectrum of tensors is a subset of the asymptotic spectrum of LOCC transformations.

The known elements of the asymptotic spectrum of LOCC transformations can be constructed as follows [Vra20]. Given a vector \( \psi \in \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_k \) and decreasingly-ordered nonnegative vectors \( \lambda_1, \ldots, \lambda_k \) with \( \|\lambda_j\|_1 = 1 \), we define
\[
I_\psi(\lambda_1, \ldots, \lambda_k) = \lim_{\epsilon \to 0} \lim_{n \to \infty} -\frac{1}{n} \log \sum_{\lambda_1, \ldots, \lambda_k \leq n} \left\| \left( \mathcal{P}_{\lambda_1}^{\mathcal{H}_1} \otimes \cdots \otimes \mathcal{P}_{\lambda_k}^{\mathcal{H}_k} \right) \psi \right\|^2. \tag{13}
\]

Let \( \alpha \in (0, 1) \) and \( \theta \in \mathcal{P}([k]) \). The upper functional is defined for \( \psi \neq 0 \) as
\[
F^{\alpha, \theta}(\psi) = 2^{(1-\alpha)} E^{\alpha, \theta}(\psi), \tag{14}
\]
where
\[
E^{\alpha, \theta}(\psi) = \sup_{\lambda_1, \ldots, \lambda_k} \left[ \sum_{j=1}^k \theta(j) H(\lambda_j) - \frac{\alpha}{1-\alpha} I_\psi(\lambda_1, \ldots, \lambda_k) \right]. \tag{15}
\]
The lower functional in [Vra20] is defined for \( \psi \neq 0 \) as
\[
F_{\alpha, \theta}(\psi) = 2^{(1-\alpha)} E_{\alpha, \theta}(\psi), \tag{16}
\]
\[
E_{\alpha, \theta}(\psi) = \sup_{\varphi = (A_1 \otimes \cdots \otimes A_k) \psi} \sum_{j=1}^k \theta(j) H \left( \frac{\text{Tr}_j \|\varphi\|}{\|\varphi\|^2} \right) + \frac{\alpha}{1-\alpha} \log \|\varphi\|^2, \tag{17}
\]
where the supremum is over contractions \( A_j : \mathcal{H}_j \to \mathcal{H}_j \).

\( F^{\alpha, \theta} \) is equal to the regularization of \( F_{\alpha, \theta} \), and is an element of the asymptotic spectrum of LOCC transformations that scales as \( F^{\alpha, \theta}(\sqrt{\psi}) = p^\alpha F^{\alpha, \theta}(\psi) \). For constant \( \theta \) and varying \( \alpha \in (0, 1) \), the functionals can be seen as a family of multipartite Rényi entanglement measures (monotones) interpolating between the quantum functionals (\( \alpha \to 0 \)) and the \( \theta \)-weighted arithmetic mean of von Neumann entanglement entropies for the bipartitions \( \{j\}, [k] \setminus \{j\} \).

It is not known whether the definition can be extended to distributions \( \theta \) on the set \( B_k \) of all bipartitions. As in the case of the quantum functionals, the main difficulty is that the isotypic projections corresponding to crossing bipartitions do not commute with each other, therefore (13) does not generalize in any obvious way.
2 Preliminaries

2.1 Rényi entropies and divergences

For positive functions $P, Q : \mathcal{X} \to \mathbb{R}_{\geq 0}$ on some finite set $\mathcal{X}$ and $\alpha \in (0, 1) \cup (1, \infty)$, the Rényi divergence of order $\alpha$ is [Rény61]

$$D_{\alpha}(P \parallel Q) = \frac{1}{\alpha - 1} \log \sum_{x \in \mathcal{X}} P(x)^\alpha Q(x)^{1-\alpha}. \quad (18)$$

We note that in some applications it is convenient to include an additional term proportional to the logarithm of the norm $\|P\|_1 = \sum_{x \in \mathcal{X}} P(x)$. We do not follow this convention and use instead this form even if $P$ is not a probability distribution. If $\alpha > 1$ and $\text{supp} P \nsubseteq \text{supp} Q$, then $D_{\alpha}(P \parallel Q) = \infty$. When $\alpha \in (0, 1)$, the sum is always finite but may be 0; in this case the logarithm is defined to be $-\infty$ and divergence is $\infty$.

The Rényi entropy of order $\alpha$ is related to the Rényi divergence as

$$H_{\alpha}(P) = \frac{1}{1-\alpha} \log \sum_{x \in \mathcal{X}} P(x)^\alpha = -D_{\alpha}(P \parallel I), \quad (19)$$

where $I$ denotes the constant 1 function.

When $\|P\|_1 = 1$, the $\alpha \to 1$ limits exist and are equal to the relative entropy (or Kullback–Leibler divergence)

$$D(P \parallel Q) = \sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)} \quad (20)$$

and the Shannon entropy

$$H(P) = -\sum_{x \in \mathcal{X}} P(x) \log P(x), \quad (21)$$

respectively, while the $\alpha \to \infty$ limits are the max-divergence

$$\hat{D}_\infty(P \parallel Q) = \log \max_{x \in \mathcal{X}} \frac{P(x)}{Q(x)} \quad (22)$$

and the min-entropy

$$H_\infty(P) = -\log \max_{x \in \mathcal{X}} P(x). \quad (23)$$

The Rényi entropies admit a variational characterization in terms of the relative entropy and the Shannon entropy [Ari96, MA99, Sha11]. For $\alpha \in (0, 1) \cup (1, \infty)\}$ and $P \in \mathcal{P}(\mathcal{X})$ we have

$$H_{\alpha}(P) = \frac{\alpha}{\alpha - 1} \min_{Q \in \mathcal{P}(\mathcal{X})} \left[ \frac{\alpha - 1}{\alpha} H(Q) + D(Q \parallel P) \right]. \quad (24)$$

We will make use of generalizations of the Rényi divergences to pairs of positive operators. A function $P : \mathcal{X} \to \mathbb{R}_{\geq 0}$ can be identified with a positive semidefinite operator on $\mathbb{C}^\mathcal{X}$ that is diagonal in the standard basis, with diagonal entries $P(x)$, i.e. $\sum_{x \in \mathcal{X}} P(x) |x\rangle\langle x|$. A quantum Rényi divergence of order $\alpha$ is a functional on pairs of positive operators that is invariant under isometries and reduces to $D_{\alpha}(P \parallel Q)$ when its arguments are the operators corresponding to $P$ and $Q$. 7
The axioms in [Rén61] that characterize Rényi divergences can be adapted to quantum generalizations as well, but do not single out a unique extension [Tom15, Chapter 4]. There are several families of quantum Rényi divergences that are known to have useful properties (at least in some parameter range) or operational significance, such as the Petz [Pet86], sandwiched [WWY14, MLDS+13], maximal [Mat18] and α-z divergences [JOPP12, AD15]. However, the limit \( \alpha \to \infty \) is special: there is only one extension of the Rényi divergence of order \( \infty \) that satisfies the data processing inequality, the max-divergence

\[
\tilde{D}_\infty(\rho\|\sigma) = \begin{cases} 
\log \| \sigma^{-1/2} \rho \sigma^{-1/2} \|_\infty & \text{if } \rho^0 \leq \sigma^0 \\
\infty & \text{otherwise.}
\end{cases}
\]

Equation (19) can be unambiguously extended to positive operators instead of \( P \) as

\[
H_\alpha(\rho) = \frac{1}{1 - \alpha} \log \text{Tr} \rho^\alpha = -D_\alpha(\rho\|I),
\]

while the \( \alpha \to \infty \) limit is the min-entropy

\[
H_\infty(\rho) = -\log \|\rho\|_\infty.
\]

There are several quantum extensions of classical Rényi divergences, but for our study we mention the sandwiched Rényi divergence [MLDS+13, WWY14]

\[
\tilde{D}_\alpha(\rho\|\sigma) = \frac{1}{\alpha - 1} \log \text{Tr}(\rho^{\frac{1}{\alpha}} \sigma^{\frac{1}{\alpha} - 1} \rho^{\frac{1}{\alpha}})^\alpha.
\]

In our application the first of the two arguments will always be a rank-1 operator, in which case the expression simplifies as

\[
\tilde{D}_\alpha(|\psi\rangle\langle\psi|\|\sigma) = \frac{\alpha}{\alpha - 1} \log \langle\psi| \sigma^{\frac{1}{\alpha} - 1} |\psi\rangle.
\]

### 2.2 Preordered semirings and the asymptotic spectrum of tensors

The study of asymptotic preorders on preordered semirings originates in the work of Strassen on the asymptotic restriction problem [Str88] (see also the recent expositions in [Zui18, WZ21]), which in turn provides a framework for a range of techniques developed in the study of the computational complexity of matrix multiplication.

A preordered semiring is a set \( S \) equipped with commutative and associative binary operations + and \( \cdot \) and a preorder \( \preceq \) (reflexive and transitive relation) such that \( \cdot \) distributes over +, there exist neutral elements 0 and 1 for + and \( \cdot \), and the preorder is compatible with the operations in the sense that if \( x, y, z \in S \) are such that \( x \succeq y \), then \( x + z \succeq y + z \) and \( xz \succeq yz \) hold as well. Every natural number \( n \) determines an element \( 1 + 1 + \cdots + 1 \in S \) (with \( n \) terms), which gives a semiring homomorphism \( \mathbb{N} \to S \). We say that \( \preceq \) is a Strassen preorder if this homomorphism is an order-embedding and, identifying its image in \( S \) with \( \mathbb{N} \), for every \( x \in S \setminus \{0\} \) there is an \( r \in \mathbb{N} \) such that \( x \preceq r \) and \( rx \succeq 1 \) [Str88, Zui18].

The asymptotic preorder is defined as \( x \succeq_\infty y \) if there exists a sequence of natural numbers \( (r_n)_{n\in\mathbb{N}} \) such that \( \lim_{n\to\infty} \sqrt[n]{r_n} = 1 \) and \( r_n x^n \succeq y^n \) for all \( n \). The asymptotic spectrum \( \Delta(S, \preceq) \) is the set of monotone semiring homomorphisms \( S \to \mathbb{R}_{\geq 0} \) (spectral points). The asymptotic preorder can be characterized in terms of the asymptotic spectrum as \( x \succeq_\infty y \iff \forall f \in \Delta(S, \preceq) : f(x) \geq f(y) \) [Str88].
For example, equivalence classes of order-$k$ tensors over a fixed ground field $\mathbb{F}$ form a preordered semiring with operations induced by the (tensor) direct sum and the tensor product, and preorder given either by restriction or degeneration [Str88]. Both are Strassen preorders, and the asymptotic spectrum provides a characterization of the asymptotic restriction preorder, which includes the asymptotic rank and asymptotic subrank as special cases. Other examples include the semiring of isomorphism classes of nilpotent representations of a given finite quiver [Str00] and the semiring of finite simple undirected graphs [Zui19]. The first of these can be used to characterize asymptotic degeneration of nilpotent representations, while the latter leads to a characterization of the Shannon capacity of graphs.

We describe the semiring of tensors in more detail. Let $k \in \mathbb{N}$, $k \geq 2$ and fix a ground field $\mathbb{F}$. By an order-$k$ tensor over $\mathbb{F}$ we mean an element of a vector space of the form $V_1 \otimes \cdots \otimes V_k$ where $V_j$ are finite-dimensional vector spaces over $\mathbb{F}$. The direct sum and tensor product of two tensors $a \in V_1 \otimes \cdots \otimes V_k$ and $b \in W_1 \otimes \cdots \otimes W_k$ are the elements $a \oplus b \in V_1 \otimes \cdots \otimes V_k \oplus W_1 \otimes \cdots \otimes W_k \subseteq (V_1 \oplus W_1) \otimes \cdots \otimes (V_k \oplus W_k)$ and $a \otimes b \in (V_1 \otimes W_1) \otimes \cdots \otimes (V_k \otimes W_k)$, considered as order-$k$ tensors as indicated. We say that $b$ is a restriction of $a$ and write $a \geq b$ if there exist linear maps $A_j : V_j \rightarrow W_j$ such that $(A_1 \otimes \cdots \otimes A_k) a = b$. $a$ and $b$ are isomorphic if $(A_1 \otimes \cdots \otimes A_k) a = b$ for some invertible linear maps $A_1, \ldots, A_k$, and equivalent if there exist zero tensors $a_0, b_0$ (in suitable spaces) such that $a \oplus a_0$ and $b \oplus b_0$ are isomorphic. The set of equivalence classes of tensors with operations induced by $\oplus$ and $\otimes$ and the partial order induced by $\leq$ is a preordered semiring. Its asymptotic spectrum is the asymptotic spectrum of tensors. Concretely, it is the set of parameters of tensors that are normalized on the unit tensors, additive under the direct sum, multiplicative under the tensor product, and monotone under restrictions (equivalently: degenerations).

In the refinement relevant for the study of entanglement transformations, the tensors are elements of tensor products of finite-dimensional complex Hilbert spaces, the operations are the same, while the preorder encodes the possibility of transformations via local operations and classical communication [JV19]. The resulting asymptotic spectrum of LOCC transformations is the set of functionals $f$ that are normalized on unit tensors, additive under the (orthogonal) direct sum, multiplicative under the tensor product, and such that for some $\alpha \in [0,1]$ they satisfy $f(\mathbf{p}^a f(\psi))$ and $f(\psi)^{1/\alpha} \geq f((I-\Pi)\psi)^{1/\alpha}$ for all $p \geq 0$ and local orthogonal projection $\Pi \in B(H_j) \subseteq B(H_1 \otimes \cdots \otimes H_k)$ (the inclusion is via taking the tensor product with the identity).

### 2.3 Schur–Weyl decompositions

Irreducible representations of the symmetric groups and irreducible polynomial representations of the general linear or unitary groups are labelled by integer partitions. A partition of $n \in \mathbb{N}$ is a nonincreasing sequence of nonnegative integers $\lambda = (\lambda_1, \ldots, \lambda_d)$ such that $\lambda_1 + \cdots + \lambda_d = n$. We implicitly add or remove trailing zeroes whenever convenient, in particular to obtain vectors with the same number of components. We write $\lambda \vdash n$ if $\lambda$ is a partition of $n$. The number of nonzero entries in $\lambda$ is its length $l(\lambda)$.

We denote the irreducible representation of $S_n$ corresponding to the partition $\lambda$ by $[\lambda]$, and the irreducible representation of $U(H)$ corresponding to $\lambda$ by $S_\lambda(H)$ (if $l(\lambda) > \dim H$ then we set $S_\lambda(H) = 0$). The tensor powers of the standard representation of $U(H)$ decompose as

$$
H^\otimes n \simeq \bigoplus_{\lambda \vdash n} S_\lambda(H) \otimes [\lambda]
$$

(30)
into a direct sum of irreducible representations of $U(\mathcal{H}) \times S_n$ (where the symmetric group permutes the tensor factors). The orthogonal projection onto the direct summand labelled by $\lambda$ will be denoted by $P^H_\lambda$. These are also the isotypic projections of both the $S_n$-representation and the $U(\mathcal{H})$-representation (Schur–Weyl duality). A special case is $P^H_{(n)}$, the projection onto the symmetric subspace $\text{Sym}^n(\mathcal{H})$.

Let $0 \leq \rho \in B(\mathcal{H})$, and let the eigenvalues of $\rho$ be $r = (r_1, \ldots, r_d)$ with multiplicities and in decreasing order ($d = \dim \mathcal{H}$). The quantitites $\text{Tr} \rho \otimes n P^H_\lambda$ satisfy the estimates [Har05]

\[(n + d)^{-d(d+1)/2} 2^{-n} D(\frac{n}{2} \|r) \leq \text{Tr} \rho \otimes n P^H_\lambda \leq (n + 1)^{d+1/2} 2^{-n} D(\frac{n}{2} \|r).\] (31)

The Kronecker coefficients are defined as

\[g_{\lambda \mu \nu} = \dim \text{Hom}(\lambda, [\mu] \otimes [\nu]),\] (32)

and are symmetric in the three arguments. The special cases $g_{(n)\mu \nu} = 0$ if $\mu \neq \nu$ and $g_{(n)\mu \mu} = 1$ are consequences of Schur’s lemma. The Kronecker coefficients satisfy the entropic vanishing condition [CM06]

\[g_{\lambda \mu \nu} \neq 0 \implies H(\lambda/n) \leq H(\mu/n) + H(\nu/n).\] (33)

When $\mu \vdash m$, $\nu \vdash n$ and $\lambda \vdash m + n$, the Littlewood–Richardson coefficient $c^\lambda_{\mu \nu}$ gives the multiplicity of the irreducible representation $[\mu] \otimes [\nu]$ of the group $S_m \times S_n$ in the restriction of $[\lambda]$ from $S_{m+n}$ to the Young subgroup $S_m \times S_n$. These are also subject to an entropic vanishing condition [CVZ21]:

\[c^\lambda_{\mu \nu} \neq 0 \implies \frac{m}{m+n} H(\mu/m) + \frac{n}{m+n} H(\nu/n) \leq H(\lambda/(m+n)) \leq \frac{m}{m+n} H(\mu/m) + \frac{n}{m+n} H(\nu/n) + h\left(\frac{m}{m+n}\right),\] (34)

where $h(q) = -q \log q - (1-q) \log(1-q)$ is the binary entropy.

On $\mathcal{H}^{\otimes m} \otimes \mathcal{K}^{\otimes n} \simeq (\mathcal{H} \otimes \mathcal{K})^{\otimes n}$ we may consider the representations of $S_m$ and $S_n$ (left hand side) and of $S_{m+n}$ (right hand side). For all $\mu \vdash m$, $\nu \vdash n$ and $\lambda \vdash m + n$, the isotypic projections $P^H_\mu \otimes I^\otimes n$, $I^\otimes m \otimes P^K_\nu$ and $P^H_\lambda$ commute with each other and satisfy

\[\left( P^H_\mu \otimes P^K_\nu \right) P^H_\lambda \neq 0 \implies c^\lambda_{\mu \nu} \neq 0.\] (35)

If $\mathcal{H}$ and $\mathcal{K}$ are two Hilbert spaces then $\mathcal{H}^{\otimes m} \otimes \mathcal{K}^{\otimes n} \simeq (\mathcal{H} \otimes \mathcal{K})^{\otimes n}$ may be decomposed with respect to $U(\mathcal{H})$, $U(\mathcal{K})$ and $U(\mathcal{H} \otimes \mathcal{K})$. For $\lambda, \mu, \nu \vdash n$ the isotypic projections $P^H_\lambda \otimes I^\otimes n$, $P^K_\mu \otimes I^\otimes n$ and $P^H_\mu \otimes P^K_\nu$ commute with each other and satisfy

\[\left( P^H_\mu \otimes P^K_\nu \right) P^{H \otimes K}_\lambda \neq 0 \implies g_{\lambda \mu \nu} \neq 0.\] (36)

In particular,

\[\left( P^H_\lambda \otimes P^K_\mu \right) P^{H \otimes K}_{(n)} = \left( P^H_\lambda \otimes I^K_{(n)} \right) P^{H \otimes K}_{(n)} = \left( I^H_{(n)} \otimes P^H_\lambda \right) P^{H \otimes K}_{(n)}.\] (37)

For $m, n \in \mathbb{N}$ we consider the subspace $\mathcal{C}^{(m+n)} \equiv \mathcal{H}^{\otimes m} \otimes \mathcal{K}^{\otimes n} \subseteq (\mathcal{H} \otimes \mathcal{K})^{\otimes (m+n)}$, and compare the decompositions with respect to $U(\mathcal{H})$, $U(\mathcal{K})$ and $U(\mathcal{H} \otimes \mathcal{K})$. For all $\mu \vdash m$, $\nu \vdash n$ and $\lambda \vdash m + n$, the isotypic projections $I^m_{(n)} \otimes P^H_\mu \otimes P^K_\nu$, $I^m_{(n)} \otimes I^H_{(n)} \otimes P^K_\nu$ and $P^H_\lambda \otimes P^K_\nu$ commute with each other and satisfy

\[\left( I^m_{(n)} \otimes P^H_\mu \otimes P^K_\nu \right) P^{H \otimes K}_\lambda \neq 0 \implies c^\lambda_{\mu \nu} \neq 0.\] (38)
2.4 Operator geometric means

While there is a distinguished notion of the weighted geometric mean of a pair of positive matrices, there is no unique such choice for multivariate geometric means, even in the unweighted case. Several constructions have been proposed as well as an axiomatization by Ando–Li–Mathias [ALM04]. We will make use of geometric means that satisfy the properties in the following definition, which were previously considered in [BV21]. These properties are different from the axioms in [ALM04], but the known constructions based on two-variable geometric means satisfy these as well.

**Definition 2.1.** We say that the $r$-variable operator function $G : B(\mathcal{H})_+^r \to B(\mathcal{H})_+$ (given for all finite-dimensional Hilbert spaces $\mathcal{H}$) is a geometric mean if it satisfies the following conditions:

(G1) $G(UA_1U^*, \ldots, UA_rU^*) = UG(A_1, \ldots, A_r)U^*$, where $U : \mathcal{H} \to \mathcal{K}$ is any unitary operator;

(G2) if $A_i \leq B_i$ for all $i$, then $G(A_1, \ldots, A_r) \leq G(B_1, \ldots, B_r)$;

(G3) $G(A_1 \otimes B_1, \ldots, A_r \otimes B_r) = G(A_1, \ldots, A_r) \otimes G(B_1, \ldots, B_r)$;

(G4) $G(A_1 \oplus B_1, \ldots, A_r \oplus B_r) = G(A_1, \ldots, A_r) \oplus G(B_1, \ldots, B_r)$;

(G5) $G(\lambda A_1, \ldots, \lambda A_r) = \lambda G(A_1, \ldots, A_r)$ for all $\lambda > 0$;

(G6) $G(tA_1 + (1-t)B_1, \ldots, tA_r + (1-t)B_r) \leq tG(A_1, \ldots, A_r) + (1-t)G(B_1, \ldots, B_r)$ for all $t \in [0, 1]$.

**Remark 2.2.**

(i) A geometric mean $G$ determines uniquely weights $\theta \in \mathcal{P}(\{r\})$ such that when the arguments $A_1, \ldots, A_r$ commute, the geometric mean evaluates to $G(A_1, \ldots, A_r) = \prod_{i=1}^r A_i^{\theta(i)}$. Note that this applies in particular to numbers (identified with operators on $\mathbb{C}$), and also implies that $G(I, \ldots, I) = I$.

(ii) The Kubo–Ando means

$$G(A, B) = A\#_\theta B = B^{1/2}(B^{-1/2}AB^{-1/2})^\theta B^{1/2} = A^{1/2}(A^{-1/2}BA^{-1/2})^{1-\theta}A^{1/2} \quad (39)$$

are bivariate geometric means [PW75, KA80]. More generally, nesting bivariate geometric means in an arbitrary way results in a multivariate geometric mean [ALM04, BMP10]. This allows the construction of (in general, many different) $r$-variable weighted geometric means with any weight $\theta \in \mathcal{P}(\{r\})$.

(iii) By Property (G4), if $X$ is an operator that commutes with the arguments $A_1, \ldots, A_r$ then it also commutes with $G(A_1, \ldots, A_r)$.

(iv) The inequality $T(G(A_1, \ldots, A_r)) \leq G(T(A_1), \ldots, T(A_r))$ holds for any completely positive map $T : B(\mathcal{H}) \to B(\mathcal{K})$. In particular,

$$\langle \psi | G(A_1, \ldots, A_r) | \psi \rangle \leq G(\langle \psi | A_1 | \psi \rangle, \ldots, \langle \psi | A_r | \psi \rangle) \quad (40)$$

for any vector $\psi$. 
We will make use of the following lower bound for the geometric mean of positive semidefinite operators, where $\psi$ is an arbitrary vector:

$$G(A_1, \ldots, A_r) = 2^{-r} \sum_{i=1}^r \theta(i) D_\infty((\psi)\|A_i) G(2^{D_\infty((\psi)\|A_i)} A_1, \ldots, 2^{D_\infty((\psi)\|A_i)} A_r)$$

$$\geq 2^{-r} \sum_{i=1}^r \theta(i) D_\infty((\psi)\|A_i) G((\psi)\|\psi, \ldots, |\psi\rangle\langle\psi|)$$

$$= 2^{-r} \sum_{i=1}^r \theta(i) D_\infty((\psi)\|A_i) |\psi\rangle\langle\psi|.$$  \hspace{1cm} (41)

### 3 Abstract upper and lower functionals

Throughout this section $(S, \preceq)$ is a semiring with a Strassen preorder. Recall that the asymptotic spectrum $\Delta(S, \preceq)$ characterizes the asymptotic preorder: if $h$ is a spectral point and $x \geq y$, then $h(x) \geq h(y)$, and conversely, if the inequality $h(x) \geq h(y)$ holds for all $h \in \Delta(S, \preceq)$, then $x \geq y$. However, finding elements of $\Delta(S, \preceq)$ tends to be a challenging problem.

In this section we study monotone functionals on preordered semirings that are either subadditive and submultiplicative or superadditive and supermultiplicative. From a practical point of view, if $f$ is superadditive and supermultiplicative and $g$ is subadditive and submultiplicative, and the two satisfy $f \leq g$ (pointwise), then the asymptotic inequality $x \geq y$ still implies $g(x) \geq f(y)$, therefore such a pair of functionals provides an obstruction in a similar way as a spectral point does. On the theoretical side, constructing such functionals is often an important step in finding spectral points. In fact, as we will see below, subadditive and submultiplicative monotone functionals already imply the existence of (typically many) pointwise smaller spectral points as well, thereby providing information about $\Delta(S, \preceq)$.

**Definition 3.1.** Let $S$ be a preordered semiring. A map $g : S \to \mathbb{R}_{\geq 0}$ is an (abstract) upper functional if $g(0) = 0$, $g(1) = 1$, and for $x, y \in S$ it satisfies $g(x + y) \leq g(x) + g(y)$, $g(xy) \leq g(x)g(y)$, and $x \preceq y$ implies $g(x) \leq g(y)$.

Similarly, a map $f : S \to \mathbb{R}_{\geq 0}$ is an (abstract) lower functional if $f(0) = 0$, $f(1) = 1$, and for $x, y \in S$ it satisfies $f(x + y) \geq f(x) + f(y)$, $f(xy) \geq f(x)f(y)$, and $x \preceq y$ implies $f(x) \leq f(y)$.

Clearly, a map $S \to \mathbb{R}_{\geq 0}$ is a spectral point iff it is both an upper and a lower functional. It follows from the definition that if $n \in \mathbb{N}$ then $f(n) \geq n$ for any lower functional $f$ and $g(n) \leq n$ for any upper functional $g$.

**Example 3.2.**

(i) In any semiring $S$ with a Strassen preorder $\preceq$ we can define the abstract rank as $[Zui19, \text{Section 3.}]

$$R(x) = \min \{ n \in \mathbb{N} | x \preceq n \}$$

and the abstract subrank as

$$Q(x) = \max \{ n \in \mathbb{N} | n \preceq x \}.$$  \hspace{1cm} (42)

$R$ is an upper functional and $Q$ is a lower functional.

(ii) The asymptotic rank $B(x) = \lim_{n \to \infty} \sqrt[n]{R(x)}$ is an upper functional and the asymptotic subrank $Q(x) = \lim_{n \to \infty} \sqrt[n]{Q(x)}$ is a lower functional $[Str88]$.  


(iii) Similarly, the fractional rank is an upper functional and the fractional subrank is a lower functional [WZ21, Section 3.3].

(iv) On the semiring of tensor classes, the upper support functionals $\zeta^\theta$ are upper functionals and the lower support functionals $\zeta_\theta$ are lower functionals [Str91, Sections 2. and 3.].

(v) On the semiring of graphs [Zui19], the independence number is a lower functional (equal to the abstract subrank), while the clique cover number, the Haemers bound and the complement of the orthogonal rank are upper functionals (of these the clique cover number is equal to the abstract rank).

(vi) On the semiring of complex tensors with the restriction preorder, the lower quantum functionals for arbitrary convex weights are lower functionals. The upper quantum functionals for weight supported on noncrossing bipartitions are upper functionals [CVZ21].

(vii) On the semiring of complex tensors with the LOCC preorder, the functionals defined in (16) are lower functionals [Vra20].

As emphasized in [Str88], the asymptotic rank $R$ of tensors is subadditive and submultiplicative and becomes additive and multiplicative when restricted to a subsemiring generated by (i.e. the set of polynomials with natural coefficients in) a single tensor, in this respect behaving like the maximum functional on a semiring of nonnegative continuous functions on a compact space. Likewise, the asymptotic subrank $Q$ is a lower functional which, when restricted to a subsemiring generated by a single tensor, becomes multiplicative and additive, so it behaves like the minimum functional. The theory of asymptotic spectra provides an explanation for this analogy in the form of the equalities $R(x) = \max_{h \in \Delta(S, \preceq)} h(x)$ and $Q(x) = \min_{h \in \Delta(S, \preceq)} h(x)$ [Str88, Equation (1.13)].

The idea behind the present section is to consider instead of $\Delta(S, \preceq)$ a (closed) subset $H \subset \Delta(S, \preceq)$, which gives rise to an upper functional $x \mapsto \max_{h \in H} h(x)$ (an example of a functional of this form is an asymptotic version of the upper support functional [Str91, Section 7, (ii)])]. Our aim is to characterize the upper functionals arising in this way and to relate the properties of the functional to $H$. Viewing the construction backwards, by finding a suitable upper functional, one can prove the existence of spectral points subject to certain constraints. In particular, we will show that if $\varphi$ is a spectral point on a subsemiring $S_0$ and $g$ is an upper functional such that $g|_{S_0} = \varphi$ then there exists a spectral point $h$ such that $h|_{S_0} = \varphi$ and $h \leq g$ (without the upper bound, an extension of $\varphi$ was known to exist [Zui18, Corollary 2.18.]).

Unlike spectral points, the sets of upper and lower functionals are closed under several basic constructions:

Proposition 3.3.

(i) Let $G$ be a nonempty set of upper functionals. Then $\bar{g}(x) = \sup_{g \in G} g(x)$ is an upper functional.

(ii) Let $(I, \leq)$ be a directed set and $(g_i)_{i \in I}$ a monotone decreasing net of upper functionals. Then $g(x) = \inf_{i \in I} g_i(x)$ is an upper functional.

(iii) Let $F$ be a nonempty set of lower functionals. Then $f(x) = \inf_{f \in F} f(x)$ is a lower functional.
(iv) Let \((I, \leq)\) be a directed set and \((f_i)_{i \in I}\) a monotone increasing net of upper functionals, pointwise bounded from above. Then \(\bar{f}(x) = \sup_{i \in I} f_i(x)\) is a lower functional.

(v) Let \(f_1, \ldots, f_r\) be lower functionals and \(\theta \in \mathcal{P}(\mathbb{R})\). Then \(G(f_1, \ldots, f_r)(x) = \prod_{i=1}^r f_i(x)^{\theta(i)}\) is a lower functional. Moreover, if \(f_1, \ldots, f_r\) are multiplicative then \(G(f_1, \ldots, f_r)\) is also multiplicative.

**Proof.** It is clear that all of these constructions preserve the property that 0 and 1 (in \(S\)) are mapped to 0 and 1 (in \(\mathbb{R}_{\geq 0}\)) as well as monotonicity. \(\bar{g}(x)\) is subadditive since \(\bar{g}(x + y) = \sup_{g \in G} g(x + y) \leq \sup_{g \in G} (g(x) + g(y)) \leq \sup_{g \in G} g(x) + \sup_{g \in G} g(y) = \bar{g}(x) + \bar{g}(y)\). One shows in a similar way that \(\bar{g}\) is submultiplicative, and \(f\) is superadditive and supermultiplicative.

To see that \(g\) is subadditive, for \(x, y \in S\) and \(\epsilon > 0\) let \(i, j \in I\) such that \(g_i(x) \leq g(x) + \epsilon\) and \(g_j(y) \leq g(y) + \epsilon\). Let \(k\) be an upper bound of \(i\) and \(j\). Then

\[
g(x + y) \leq g_k(x + y) \leq g_k(x) + g_k(y) \leq g(x) + g(y) + 2\epsilon. \tag{44}
\]

Since this is true for all \(\epsilon > 0\), we have \(g(x + y) \leq g(x) + g(y)\). The proofs of submultiplicativity of \(g\) and superadditivity and supermultiplicativity of \(\bar{f}\) are similar.

Since the geometric mean is multiplicative and monotone, \(G(f_1, \ldots, f_r)\) inherits supermultiplicativity (multiplicativity). Superadditivity follows from the joint concavity and homogeneity of the geometric mean: for \(x, y \in S\) we have

\[
G(f_1(x + y), \ldots, f_k(x + y)) \geq G(f_1(x) + f_1(y), \ldots, f_k(x) + f_k(y))
\]

\[
= 2G\left(\frac{f_1(x) + f_1(y)}{2}, \ldots, \frac{f_k(x) + f_k(y)}{2}\right) \tag{45}
\]

\[
\geq 2G(f_1(x), \ldots, f_k(x)) + G(f_1(y), \ldots, f_k(y))
\]

\(\square\)

The functionals in Example 3.2 are normalized in the sense that they send any natural number \(n \in \mathbb{N} \subseteq S\) to itself. While this is not necessarily the case in general, it holds whenever a lower functional is less than an upper functional, a common situation and one which we are interested in:

**Proposition 3.4.** Let \(g\) be an upper functional. The following are equivalent:

(i) \(g \geq Q\);

(ii) there exists a lower functional \(f\) such that \(g \geq f\);

(iii) \(g(n) \geq n\) for all \(n \in \mathbb{N}\);

(iv) \(g(n) = n\) for all \(n \in \mathbb{N}\).

**Proof.** (i) \(\implies\) (ii) is clear since \(Q\) is a lower functional.

(ii) \(\implies\) (iii) is true because \(f(n) \geq n\) for any lower functional \(f\) and \(n \in \mathbb{N}\).

(iii) \(\implies\) (iv) is true because \(g(n) \leq n\) always holds for a upper functional \(g\) and \(n \in \mathbb{N}\).

(iv) \(\implies\) (i): if \(s \in S\), then \(s \triangleright Q(s)\) by definition. It follows that \(g(s) \geq g(Q(s)) = Q(s)\) since \(g\) is monotone and is the identity on natural numbers.

\(\square\)

The analogous statement for lower functionals is also true. We state it for completeness, but omit the proof which is very similar:
Proposition 3.5. Let $f$ be a lower functional. The following are equivalent:

(i) $f \leq R$;

(ii) there exists an upper functional $g$ such that $f \leq g$;

(iii) $f(n) \leq n$ for all $n \in \mathbb{N}$;

(iv) $f(n) = n$ for all $n \in \mathbb{N}$.

It is clear that the constructions in Proposition 3.3 preserve the normalization.

Recall that the asymptotic rank and asymptotic subrank of tensor are upper and lower functionals that are multiplicative and additive when restricted to polynomials in a single tensor, with natural coefficients. In the following definition we generalize this property, allowing the natural numbers to be replaced with a larger subsemiring.

Definition 3.6. Let $S_0 \subseteq S$ be a subsemiring. We call an upper (lower) functional $S_0$-spectral if its restriction to $S_0$ is an element of $\Delta(S_0, \leq)$.

Let $g$ be an $S_0$-spectral upper functional. If $p = \sum_{i=0}^{d} a_i T^i \in S_0[T]$ is a polynomial (in the indeterminate $T$ and with coefficients from $S_0$), then we set $p_g = \sum_{i=0}^{d} g(a_i) T^i \in \mathbb{R}_{\geq 0}[T]$. We say that $g$ is $S_0$-regular, if for all $x \in S$ and any polynomial $p \in S_0[T]$ we have $g(p(x)) = p_g(g(x))$. In the special case when $S_0 = \mathbb{N}$, we will also say regular instead of $\mathbb{N}$-regular. Note that in this case $p = p_g$ are polynomials with natural coefficients.

Similarly, an $S_0$-spectral lower functional $f$ is $S_0$-regular if $f(p(x)) = p_f(f(x))$ for all $x \in S$ and $p \in S_0[T]$.

With this terminology, the normalized functionals are precisely the $\mathbb{N}$-spectral ones. For example, a lower or upper functional is a spectral point iff it is $S$-spectral, which is in turn equivalent to $S$-regularity. In any semiring where $x \neq 0 \implies x \geq 1$, the asymptotic rank $R(x)$ and the asymptotic subrank are $Q(x)$ regular.

Proposition 3.7. If $g$ is $S_0$-regular, $s \in S$ and $\langle S_0, s \rangle$ denotes the subsemiring generated by $S_0$ and $s$, then $g$ is also $\langle S_0, s \rangle$-spectral.

Proof. The statement is a consequence of the fact that elements of $\langle S_0, s \rangle$ can be written as polynomials of the generator $s$ with coefficients in $S_0$, and that the map $p \mapsto p_g$ is a semiring homomorphism. In detail, let $x = p(s), y = q(s)$, where $p$ and $q$ are polynomials with coefficients in $S_0$. For $r := pq$ we have that $r_g = p_g q_g$, because $g$ is $S_0$-spectral, therefore

\[
g(xy) = g(p(s)q(s)) = g(r(s)) = r_g(g(s)) = p_g(g(s))1_g(g(s)) = g(p(s))g(q(s)) = g(x)g(y).
\]

Similarly, for the additivity we use that $r := p + q$ implies $r_g = p_g + q_g$:

\[
g(x + y) = g(p(s) + q(s)) = g(r(s)) = r_g(g(s)) = p_g(g(s)) + q_g(g(s)) = g(p(s)) + g(q(s)) = g(x) + g(y).
\]

$\square$

Remark 3.8. When $f$ is a lower functional and $g$ is an upper functional such that $f \leq g$, then $S_0 := \{ x \in S \mid f(x) = g(x) \}$ is a subsemiring. Indeed, these elements include the natural numbers by Propositions 3.4 and 3.5 and if $f(x) = g(x)$ and $f(y) = g(y)$ then $g(x + y) \leq g(x) + g(y) = f(x) + f(y) \leq f(x + y) \leq g(x + y)$ and $g(xy) \leq g(x)g(y) =$
Proposition 3.3. \( f(x)f(y) \leq f(xy) \). Both \( f \) and \( g \) are \( S_0 \)-spectral, and their restrictions to \( S_0 \) are also the restrictions of at least one element of \( \Delta(S, \preceq) \) [Zui18, Corollary 2.18].

For example, the support functionals with weight \( \theta \) provide spectral points on the semiring of \( \theta \)-robust tensors [Str91, Section 4]. Over the complex numbers, they arise as the restrictions of the quantum functionals [CVZ21].

We state a converse in terms of the following generalization of the abstract rank and subrank. If \( S_0 \subseteq S \) is a subsemiring and \( \varphi \in \Delta(S_0, \preceq) \), then we set

\[
R_\varphi(x) = \inf \{ \varphi(z) | z \in S_0, z \succ x \}
\]

and

\[
Q_\varphi(x) = \sup \{ \varphi(z) | z \in S_0, z \preceq x \}.
\]

Note that \( R_\varphi \) is an upper functional and \( Q_\varphi \) is a lower functional, and they both agree with \( \varphi \) on \( S_0 \) (therefore both are \( S_0 \)-spectral). Clearly any monotone extension of \( \varphi \) is between \( Q_\varphi \) and \( R_\varphi \).

Proposition 3.9.

(i) If \( g \) is an \( S_0 \)-spectral upper functional then \( g \geq Q_{g|S_0} \) and the two agree on \( S_0 \).

(ii) If \( f \) is an \( S_0 \)-spectral lower functional then \( f \leq R_{f|S_0} \) and the two agree on \( S_0 \).

Proof. Since \( g \) is monotone, \( z \succ x \) implies \( g(z) \leq g(x) \), therefore \( Q_{g|S_0}(x) \leq g(x) \). The second part is similar. \( \square \)

Proposition 3.10. In the setting of Proposition 3.3, if \( G \) (respectively \( (g_i)_{i \in I}, F, (f_i)_{i \in I}, (f_i, \ldots, f_i) \)) consists of \( S_0 \)-spectral upper (lower) functionals, and their restrictions to \( S_0 \) are all equal to \( \varphi \in \Delta(S_0, \preceq) \), then \( \bar{g} \) (respectively \( g, f, \bar{f}, G(f_1, \ldots, f_r) \)) is also \( S_0 \)-spectral and its restriction to \( S_0 \) is also \( \varphi \).

If in addition every functional in \( G \) (respectively \( (g_i)_{i \in I}, F, (f_i)_{i \in I} \)) is \( S_0 \)-regular, then \( \bar{g} \) (respectively \( g, f, \bar{f} \)) is also \( S_0 \)-regular.

Proof. The first part is clear, since the infimum, supremum, and weighted geometric means of a constant family are all equal.

Suppose that \( G \) is a set of \( S_0 \)-regular upper functionals that restrict to \( \varphi \) on \( S_0 \). Let \( x \in S \). Then for all \( g \in G \) and \( p \in S_0[T] \) we have \( g(p(x)) = p_\varphi(g(x)) = p_\bar{g}(g(x)) \). Since \( p_\bar{g} \) is monotone increasing,

\[
\bar{g}(p(x)) = \sup_{g \in G} (\sup_{g \in G} g(x)) = p_\varphi(\sup_{g \in G} g(x)) = p_\bar{g}(\bar{g}(x)),
\]

therefore \( \bar{g} \) is \( S_0 \)-regular. The proofs for \( g, f, \bar{f} \) are similar. \( \square \)

Remark 3.11. The geometric mean of \( S_0 \)-regular lower functionals, with equal restrictions to \( S_0 \), is in general not \( S_0 \)-regular. For example, let \( S = \mathbb{R}_{>0}^2 \cup \{(0,0)\} \) with the componentwise operations and partial order. The functionals \( (a,b) \mapsto a \) and \( (a,b) \mapsto b \) are spectral points, therefore \( N \)-regular lower functionals, but the map \( (a,b) \mapsto \sqrt{ab} \) is not \( N \)-regular (e.g. it sends \((1,1)\) to \(1\), \((1,4)\) to \(2\) and \((1,1)+(1,4)=2\) to \(\sqrt{10} \neq 1+2\)).
Example 3.12. On the semiring of complex tensors with the restriction preorder, the quantum functionals $F^\theta$, parametrized with a distribution $\theta \in \mathcal{P}([k])$, form a closed set of spectral points. The asymptotic slice rank of a tensor $t$ is equal to $\min_{\theta \in \mathcal{P}([k])} F^\theta(t)$ [CVZ21], therefore the asymptotic slice rank is a regular lower functional.

Our next goal is to describe a construction that turns an $S_0$-spectral upper functional into an $S_0$-regular one.

Definition 3.13. Let $g$ be an $S_0$-spectral upper functional. The $S_0$-regularization of $g$ is

$$
\tilde{g}(x) = \inf_{p \in S_0[T]} p_g^{-1}(g(p(x))),
$$

where $x \in S$.

Remark 3.14.

(i) The identity is also a nonconstant polynomial, which implies $\tilde{g} \leq g$.

(ii) If $g$ is $S_0$-regular then $p_g^{-1}(g(p(x))) = p_g^{-1}(p_g(g(x))) = g(x)$ for all $x \in S$ and nonconstant $p \in S_0[T]$, therefore $\tilde{g} = g$.

(iii) If $g_1$ and $g_2$ are both $S_0$-spectral, $g_1|_{S_0} = g_2|_{S_0}$ and $g_1 \leq g_2$, then for all $x \in S$ and nonconstant $p \in S_0[T]$ we have $p_g^{-1}(g_1(p(x))) = p_g^{-1}(g_1(p(x))) \leq p_g^{-1}(g_2(p(x)))$, therefore $\tilde{g}_1 \leq \tilde{g}_2$.

(iv) In particular, if $g$ is $\mathbb{N}$-spectral and $h$ is a spectral point, then $h \leq g$ implies $h \leq \tilde{g}$ (where $\tilde{g}$ is now the $\mathbb{N}$-regularization).

We will make use of an alternative expression for the $S_0$-regularization, which is similar to the definition of the functionals $\xi^\theta$ and $\zeta^\theta$ in [Str91, Section 7. (ii)].

Proposition 3.15. The $S_0$-regularization $\tilde{g}$ of $g$ can also be expressed as

$$
\tilde{g}(x) = \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0} g(t^n x^n)/g(t)}. 
$$

Proof. The inequality

$$
\tilde{g}(x) \leq \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0} g(t^n x^n)/g(t)}
$$

follows from the definition of $\tilde{g}$ by choosing the polynomials $t T^n$ (with $T$ the indeterminate), and replacing the infimum with a limit, which we can do by submultiplicativity.

For the converse inequality, let us denote the right hand side of (52) by $g'(x)$. The submultiplicativity of $g$ implies that that $g' \leq g$. Since $g$ is $S_0$-spectral, it coincides with $g'$ on $S_0$, and therefore $g'$ is multiplicative on $S_0$ and $g'(n) = g(n) = n$ for all $n \in \mathbb{N}$.

Using the fact that $g$ is multiplicative on $S_0$, for $x \in S, u \in S_0$ we get

$$
g'(ux) = \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0 \setminus \{0\}} g(tu^n x^n)/g(t)} \\
= \lim_{n \to \infty} \sqrt[n]{g(u^n) \inf_{t \in S_0 \setminus \{0\}} g(tu^n x^n)/g(t)} \\
= g'(u) \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0 \setminus \{0\}} g(tu^n x^n)/g(u^n t)} \\
\geq g'(u) g'(x).
$$
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Since \( g \) is submultiplicative and \( p_g^{-1} \) is monotone increasing for all \( p \in S_0[T] \), the \( S_0 \)-regularization may be written as

\[
\tilde{g}(x) = \inf_p p_g^{-1}(g(p(x))) = \inf_p p_g^{-1}\left(\sqrt[n]{g(p(x)^n)}\right).
\]

We write the \( n \)-th power of a general polynomial \( p \in S_0[T] \), evaluated at \( x \), in the form

\[
p(x)^n = \sum_{Q \in \mathcal{P}_n([0,d])} |T_Q^n| \prod_{i=0}^d (t_i x^i)^{nQ(i)},
\]

where \( \mathcal{P}_n([0,d]) \) is the set of probability distributions on \([0,d] = \{0, \ldots, d\}\) that assign multiples of \(1/n\) to each point \((n\text{-types on } [0,d])\), and \( T_Q^0 \) is the set of strings in \([0,d]^n\) where each number \( i \) occurs \( nQ(i) \) times (type class).

\[
\tilde{g}(x) = \inf_p p_g^{-1}\left(\lim_{n \to \infty} \left(g(\sum_{Q \in \mathcal{P}_n([0,d])} |T_Q^n| \prod_{i=0}^d (t_i x^i)^{nQ(i)})\right)^{\frac{1}{n}}\right)
\]

\[
\geq \inf_p p_g^{-1}\left(\lim_{n \to \infty} \left(\max_{Q \in \mathcal{P}_n([0,d])} g(|T_Q^n| \prod_{i=0}^d (t_i x^i)^{nQ(i)})\right)^{\frac{1}{n}}\right)
\]

\[
\geq \inf_p p_g^{-1}\left(\lim_{n \to \infty} \left(\max_{Q \in \mathcal{P}_n([0,d])} g'(|T_Q^n| \prod_{i=0}^d (t_i x^i)^{nQ(i)})\right)^{\frac{1}{n}}\right)
\]

\[
\geq \inf_p p_g^{-1}\left(\lim_{n \to \infty} \left(\max_{Q \in \mathcal{P}_n([0,d])} |T_Q^n| \prod_{i=0}^d (t_i x^i)^{nQ(i)} g'(\prod_{i=0}^d (t_i x^i)^{nQ(i)})\right)^{\frac{1}{n}}\right)
\]

\[
= \inf_p p_g^{-1}\left(\lim_{n \to \infty} \left(\max_{Q \in \mathcal{P}_n([0,d])} |T_Q^n| \prod_{i=0}^d (t_i x^i)^{nQ(i)} g'(\prod_{i=0}^d (t_i x^i)^{nQ(i)})\right)^{\frac{1}{n}}\right)
\]

\[
\geq \inf_p p_g^{-1}\left(\lim_{n \to \infty} \left((n+1)^{-(d+1)} p_g(g'(x))^n\right)^{\frac{1}{n}}\right)
\]

\[
= \inf_p p_g^{-1}(p_g(g'(x))) = g'(x),
\]

where the first inequality is due to the lower bound on the sum in (56) – in the semiring preorder sense – by only one of its elements\(^1\). The third is by (54), then the equality is due to the multiplicativity of \( g' \) on \( S_0 \) and that \( g'(x^i) = g'(x)^i \) for \( i \in \mathbb{N} \) by the definition of \( g' \). In the last inequality we bound the polynomial \( p_g(g'(x))^n \), expanded in a similar way as in (56), by the number of terms times the largest term, using that there are at most \((n+1)^{d+1}\) terms.

If \( S_0 = \mathbb{N} \), then the infimum in (52) can be replaced with a limit \( t \to \infty \) by subadditivity.

**Proposition 3.16.** \( \tilde{g} \) is an upper functional.

\(^1\)Note that an analogous upper bound – i.e. taking the maximal element multiplied by the number of elements – does not hold in general, which prevents us to perform a similar proof for lower functionals. In fact we know by Remark 3.26 below that the analogous statement for lower functionals cannot hold.
Proposition 3.15

Proof. Since $\hat{g}$ agrees with $g$ on $S_0$, we have $\hat{g}(0) = 0$ and $\hat{g}(1) = 1$. It follows directly from the definition that $\hat{g}$ is monotone, i.e. $\hat{g}(x) \leq \hat{g}(y)$ when $x \leq y$. From Proposition 3.15 the submultiplicativity of $\hat{g}$ follows as

$$\hat{g}(xy) = \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0 \setminus \{0\}} \frac{g(tx^n y^n)}{g(t)}},$$

$$= \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0 \setminus \{0\}} \inf_{u \in S_0 \setminus \{0\}} \frac{g(tu x^n y^n)}{g(tu)}},$$

$$\leq \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0 \setminus \{0\}} \inf_{u \in S_0 \setminus \{0\}} \frac{g(tx^n)}{g(t)} \cdot \frac{g(uy^n)}{g(u)}}, \quad (58)$$

$$= \hat{g}(x)\hat{g}(y).$$

The subadditivity follows as:

$$\hat{g}(x + y) = \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0 \setminus \{0\}} \frac{g(t(x + y)^n)}{g(t)}},$$

$$= \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0 \setminus \{0\}} g(t \sum_{i=0}^{n} \binom{n}{i} x^i y^{n-i}) \frac{g(t_{1} \ldots t_{n} x^i y^{n-i})}{g(t_{1} \ldots t_{n})}},$$

$$\leq \lim_{n \to \infty} \sqrt[n]{\sum_{i=0}^{n} \binom{n}{i} \inf_{t_i \in S_0 \setminus \{0\}} \frac{g(t_{i} x^i y^{n-i})}{g(t_{i})}}, \quad (59)$$

$$= \lim_{n \to \infty} \sqrt[n]{\sum_{i=0}^{n} \binom{n}{i} \left( \inf_{t_i \in S_0 \setminus \{0\}} \frac{g(t_{i} x^i y^{n-i})}{g(t_{i})} \right) \left( \inf_{u \in S_0 \setminus \{0\}} \frac{g(uy^{n-i})}{g(u)} \right)^{n-i}},$$

where in the last inequality we do the same conversions as in (58). Now we use that

$$\lim_{t \to \infty} (\inf_{t \in S_0 \setminus \{0\}} \frac{g(t^i)}{g(t)})^{\frac{1}{i}} = \hat{g}(x)$$

implies $\forall \epsilon > 0, \exists c > 0, \forall i \in \mathbb{N}$:

$$\inf_{t \in S_0 \setminus \{0\}} \frac{g(t^i)}{g(t)} \leq c(\hat{g}(x) + \epsilon)^{i}, \quad (60)$$

$$\inf_{u \in S_0 \setminus \{0\}} \frac{g(uy^{n-i})}{g(u)} \leq c(\hat{g}(y) + \epsilon)^{n-i}$$

so

$$\sum_{i=0}^{n} \binom{n}{i} \left( \inf_{t_i \in S_0 \setminus \{0\}} \frac{g(t_{i} x^i y^{n-i})}{g(t_{i})} \right) \left( \inf_{u \in S_0 \setminus \{0\}} \frac{g(uy^{n-i})}{g(u)} \right)^{n-i} \leq c^2 \sum_{i=0}^{n} \binom{n}{i} \left( \hat{g}(x) + \epsilon \right)^{i} \left( \hat{g}(y) + \epsilon \right)^{n-i}$$

$$= c^2 (\hat{g}(x) + \hat{g}(y) + 2\epsilon)^n. \quad (61)$$

The statement follows by substituting this to (59). □
Proposition 3.17. The $S_0$-regularization $\tilde{g}$ of $g$ is $S_0$-regular.

Proof. By Proposition 3.16 we have to show only $\tilde{g}(q(x)) \geq q_g(\tilde{g}(x))$ for all $q \in S_0[T]$. Let $q \in S_0[T]$.

$$\tilde{g}(q(s)) = \inf_{p \in S_0[T]} (q_g \circ q_g^{-1}) p_g^{-1} g \left( (p \circ q)(s) \right)$$
$$= \inf_{p \in S_0[T]} q_g \left( (p_g \circ q_g)^{-1} g \left( (p \circ q)(s) \right) \right)$$
$$= q_g \left( \inf_{r = p \circ q} r_g^{-1} g(r(s)) \right)$$
$$\geq q_g \left( \inf_{r \in S_0[T]} r_g^{-1} g(r(s)) \right) = q_g(\tilde{g}(s)).$$

From the submultiplicativity and subadditivity the converse inequality also follows, so in fact in (62) we have an equality. 

\[ \square \]

Remark 3.18.

(i) By successive application of regularization on a $\mathbb{N}$-spectral upper functional one can construct an $S_0$-regular upper functional for any finitely generated subsemiring $S_0$.

(ii) An interesting consequence is that any $\mathbb{N}$-spectral and multiplicative upper functional is also additive, i.e. a spectral point. To see this, one observes that (52) implies that $\tilde{g} = g$, therefore a multiplicative upper functional is $S_0$-spectral iff it is $S_0$-regular. Using Proposition 3.7 we see that if $g$ is multiplicative and $\mathbb{N}$-spectral, then it is also $\langle x \rangle$-spectral, therefore also $\langle x \rangle$-regular for all $x \in S$, which implies additivity.

In contrast, a normalized multiplicative lower functional need not be a spectral point (see Remark 3.11).

If a lower functional $f$ is a lower bound on every element of the subset $H \subseteq \Delta(S, \preceq)$, then the upper functional $g(x) = \sup_{h \in H} h(x)$ also satisfies $f \leq g$. However, the inequality $f \leq g$ does not even guarantee the existence of a single spectral point between $f$ and $g$. In the next definition we introduce a stronger property which, as we will show below, implies that the regularization of $g$ is the maximum of the spectral points between $f$ and $g$.

Definition 3.19. Let $f$ be a lower functional and $g$ an upper functional. We say that $g$ is $f$-supermultiplicative if for all $x, y \in S$ the inequality $f(x)g(y) \leq g(xy)$ holds.

Note that if $g$ is $f$-supermultiplicative then $f \leq g$.

Example 3.20.

(i) On the semiring of tensor classes over an arbitrary field, the upper support functional $\zeta^\theta$ is $\zeta\theta$-supermultiplicative [Str91, Corollary 4.2].

(ii) On the semiring of graphs (with disjoint union, strong product, and the cohomomorphism preorder) [Zui19], the fractional clique cover number $\chi_f$ is a spectral point and the clique cover number $\chi$ is an upper functional, and $\chi$ is $\chi_f$-supermultiplicative [SU11, Proposition 3.4.4].
(iii) If \( f \) is a lower functional and \( h \in \Delta(S, \preceq) \) such that \( f \leq h \), then \( f(x)h(y) \leq h(x)h(y) \), therefore \( h \) is \( f \)-supermultiplicative.

(iv) If \( g \) is \( S_0 \)-regular then it is also \( Q_{g|S_0} \)-supermultiplicative. To see this, let \( x, y \in S \) and \( z \in S_0 \) and suppose that \( z \preceq x \). Then \( xy \succeq zy \), therefore \( g(xy) \geq g(zy) = g(z)g(y) \).

Taking the supremum over all \( z \preceq x \) gives \( g(xy) \geq Q_{g|S_0}(x)g(y) \).

(v) In particular, if \( g \) is regular then it is also \( Q \)-supermultiplicative. In fact, \( g(nx) = nx \) for all \( n \in \mathbb{N} \) and \( x \in S \) is sufficient for this (which in turn is implied by additivity).

\( f \)-supermultiplicativity is preserved by the constructions discussed in Proposition 3.3 and Definition 3.13:

**Proposition 3.21.** Let \( f \) be a lower functional.

(i) The supremum of a nonempty set of \( f \)-supermultiplicative upper functionals is also \( f \)-supermultiplicative.

(ii) The infimum of a monotone decreasing net of \( f \)-supermultiplicative upper functionals is also \( f \)-supermultiplicative.

(iii) The \( S_0 \)-regularization of an \( S_0 \)-spectral \( f \)-supermultiplicative upper functional is also \( f \)-supermultiplicative.

**Proof.** (i): Let \( G \) be a nonempty set of \( f \)-supermultiplicative upper functionals. \( \tilde{g}(x) = \sup_{g \in G} g(x) \) is an upper functional by Proposition 3.3. Let \( x, y \in S \) and \( \epsilon > 0 \), and choose \( g \in G \) such that \( g(y) \geq \tilde{g}(y) - \epsilon \). Using \( f \)-supermultiplicativity of \( g \), we have

\[
 f(x)\tilde{g}(y) \leq f(x)(g(y) + \epsilon) \leq g(xy) + \epsilon f(x) \leq \tilde{g}(xy) + \epsilon f(x).
\]

Since this is true for every \( \epsilon > 0 \), the inequality \( f(x)\tilde{g}(y) \leq \tilde{g}(xy) \) also holds.

(ii): Let \( (I, \leq) \) and \( (g_i)_{i \in I} \) be as in Proposition 3.3, so that \( g(x) = \inf_{i \in I} g_i(x) \) is an upper functional. Suppose that \( g_i \) is \( f \)-supermultiplicative for all \( i \in I \). Let \( x, y \in S \) and \( \epsilon > 0 \), and choose \( i \in I \) such that \( g_i(xy) \leq g(xy) + \epsilon \). Then

\[
 f(x)g(y) \leq f(x)g_i(y) \leq g_i(xy) \leq g(xy) + \epsilon.
\]

Since this is true for every \( \epsilon > 0 \), the inequality \( f(x)g(y) \leq g(xy) \) also holds.

(iii): Let \( g \) be \( S_0 \)-spectral and \( f \)-supermultiplicative, and let \( \tilde{g} \) be its \( S_0 \)-regularization. Using the characterization in Proposition 3.15 we obtain for \( x, y \in S \) the inequality

\[
 \tilde{g}(xy) = \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0} \frac{g(tx^ny^n)}{g(t)}} \geq \lim_{n \to \infty} \sqrt[n]{\inf_{t \in S_0} \frac{g(tx^n)f(y^n)}{g(t)}} \geq \tilde{g}(x)f(y),
\]

therefore \( \tilde{g} \) is \( f \)-supermultiplicative.

**Corollary 3.22.** If \( f \) is a lower functional, \( H \subseteq \Delta(S, \preceq) \) is closed and \( f \leq h \) for all \( h \in H \), then \( h(x) = \max_{h \in H} h(x) \) is an \( f \)-supermultiplicative regular upper functional.

The main result of this section is the following converse.

**Theorem 3.23.** Let \( (S, \preceq) \) be a semiring with a Strassen preorder, \( F \) a set of lower functionals, and \( g \) an \( \mathbb{N} \)-spectral upper functional that is \( f \)-supermultiplicative for all \( f \in F \). Let \( \tilde{g} \) be the regularization of \( g \) and \( H = \{ h \in \Delta(S, \preceq) \mid h \leq g, \forall f \in F : f \leq h \} \). Then \( H \) is nonempty and for all \( x \in S \) the equality

\[
 \tilde{g}(x) = \max_{h \in H} h(x)
\]

holds.
Proof. We may assume that \( F \) is nonempty, otherwise we can take \( F = \{ Q \} \) and replace \( g \) with \( \tilde{g} \) if necessary.

For \( z \in S \) let \( \mathcal{U}_z \) denote the set of upper functionals that are \( f \)-supermultiplicative for all \( f \in F \), pointwise less than \( g \), and agree with \( \tilde{g} \) on \( \langle z \rangle \). Note in particular that 
\( \mathcal{U}_z \cap \Delta(S, \leq) \subseteq H \). Equip \( \mathcal{U}_z \) with the pointwise partial order.

\( \tilde{g} \in \mathcal{U}_z \) by Remark 3.14 and Proposition 3.21, therefore \( \mathcal{U}_z \) is nonempty. If \( C \) is a chain in \( \mathcal{U}_z \), then its pointwise infimum is also in \( \mathcal{U}_z \) by Proposition 3.21, and is a lower bound on \( C \). By Zorn’s lemma, \( \mathcal{U}_z \) contains at least one minimal element. Let one of these be \( h \).

We claim that \( h \) is an element of \( H \). By the definition of \( \mathcal{U}_z \), \( h \) is a \( \langle z \rangle \)-spectral upper functional between \( f \) and \( g \) for all \( f \in F \), therefore we need to show that \( h \) is additive and multiplicative. The \( \langle z \rangle \)-regularization of \( h \) is in \( \mathcal{U}_z \), therefore equals \( h \) by minimality. Let \( x, y \in S \). \( h \) is \( \langle z, x \rangle \)-regular by Proposition 3.7, therefore we can consider its \( \langle x, y \rangle \)-regularization, which is also in \( \mathcal{U}_z \) by Proposition 3.21, therefore agrees with \( h \) by minimality. Thus \( h \) is \( \langle x, y \rangle \)-regular, which implies that it is also \( \langle z, x, y \rangle \)-spectral. It follows that 
\[ h(x + y) = h(x) + h(y) \]
and \( h(xy) = h(x)h(y) \). As \( x \) and \( y \) were arbitrary, this means that \( h \in \Delta(S, \leq) \), therefore also \( h \in H \). This proves that \( H \) is nonempty and 
\[ (z, x) \rightarrow \tilde{g}(z) \leq \lim_{h \in H} h(z). \]

On the other hand, \( h \leq g \) implies \( h \leq \tilde{g} \) by Remark 3.14, therefore \( \tilde{g}(z) \geq \max_{h \in H} h(z) \).

Second proof of Theorem 3.23. The idea is to equip \( S \) with a modified preorder that is also a Strassen preorder, and the asymptotic spectrum with respect to the new preorder is a subset of \( H \), which will show that \( H \) is nonempty. To this end, consider the relation 
\[ R = \{ (x, n) \in S^2 \mid n \in \mathbb{N}, g(x) \leq n \} \cup \{ (n, x) \in S^2 \mid n \in \mathbb{N}, n \leq \sup_{f \in F} f(x) \}, \]
and the preorder \( \preceq_R \) defined as \( a \preceq_R b \) iff there is an \( n \in \mathbb{N} \) and \( s_1, \ldots, s_n, x_1, \ldots, x_n, y_1, \ldots, y_n \in S \) such that \( (x_i, y_i) \in R \) for all \( i = 1, \ldots, n \) and the inequality 
\[ a + s_1 y_1 + \cdots + s_n y_n \preceq_R b + s_1 x_1 + \cdots + s_n x_n \]
holds [Vra21, Definition 4]. Then \( (S, \preceq_R) \) is a preordered semiring, and \( a \preceq_R b \) implies \( a \preceq_R b \), and also \( a, b \in R \) implies \( a \preceq_R b \) [Vra21, Lemma 7]. In particular, \( \Delta(S, \preceq_R) \subseteq \Delta(S, \leq) \).

We show that \( \Delta(S, \preceq_R) \subseteq H \). Let \( h \in \Delta(S, \preceq_R) \) and \( f \in F \). For all \( x \in S \) and \( r \in \mathbb{N} \) we have \( |rf(x)| \leq |f(rx)| \leq f(rx) \), therefore \( (|rf(x)|, rx) \in R \), which implies \( |rf(x)| \preceq_R rx \). Applying \( h \) to both sides yields \( |rf(x)| \leq h(rx) = rh(x) \), which implies 
\[ h(x) \geq \lim_{r \rightarrow \infty} \frac{|rf(x)|}{r} = f(x). \]

Analogously, the inequality \( g(rx) \leq [g(rx)] \leq [rg(x)] \) shows that \( (rx, [rg(x)]) \in R \), which implies \( rx \preceq_R [rg(x)] \), therefore 
\[ h(x) \leq \lim_{r \rightarrow \infty} \frac{[rg(x)]}{r} = g(x). \]

Next we show that \( \preceq_R \) is a Strassen preorder. The only property that needs to be verified is that the homomorphism \( \mathbb{N} \rightarrow S \) is order reflecting with respect to \( \preceq_R \). Let
\(m_1, m_2 \in \mathbb{N}\) such that \(m_1 \preceq_R m_2\). By the definition of \(m_1 \preceq_R m_2\) there exist \(s_i, x_i \in S\) and \(n_i \in \mathbb{N}\) \((i \in [r_1 + r_2])\) and \(f_i \in F\) \((i \in [r_1 + 1, r_2])\), such that \(n_i \geq g(x_i)\) for \(i \in [r_1]\), \(f_i(x_i) \geq n_i\) for \(i \in [r_1 + 1, r_2]\) and

\[
m_1 + \sum_{i=1}^{r_1} s_i n_i + \sum_{i=r_1+1}^{r_1+r_2} s_i x_i \preceq m_2 + \sum_{i=1}^{r_1} s_i x_i + \sum_{i=r_1+1}^{r_1+r_2} s_i n_i.
\]

(71)

By Remark 3.18 and Proposition 3.21 there exists an upper functional \(g'\) that is multiplicative and additive on \(\langle x_1, \ldots, x_{r_1+r_2} \rangle\), and satisfies \(g' \leq g\) as well as \(f\)-supermultiplicativity for all \(f \in F\). Using its monotonicity we get

\[
m_1 + \sum_{i=1}^{r_1} g'(s_i) n_i + \sum_{i=r_1+1}^{r_1+r_2} g'(s_i) g'(x_i) \leq m_2 + \sum_{i=1}^{r_1} g'(s_i) g'(x_i) + \sum_{i=r_1+1}^{r_1+r_2} g'(s_i) n_i
\]

\[
\sum_{i=1}^{r_1} g'(s_i) (n_i - g'(x_i)) + \sum_{i=r_1+1}^{r_1+r_2} g'(s_i) (g'(x_i) - n_i) \leq m_2 - m_1
\]

(72)

The first term on the left hand side is positive since \(n_i \geq g(x_i) \geq g'(x_i)\), the second term is positive because \(g'(x_i) \geq f(x_i) \geq n_i\) by \(f\)-multiplicativity of \(g'\), so \(0 \leq m_2 - m_1\), i.e. \(m_1 \leq m_2\). This shows that the preorder is indeed Strassen, therefore \(\Delta(S, \preceq_R) \neq \emptyset\) [Str88, Theorem 2.4].

As in the first proof, the inequality \(\tilde{g}(z) \leq \max_{h \in H} h(z)\) is clear. For the reverse inequality first we show that \(\tilde{g}\) is \(\preceq_R\)-monotone. Let \(m_1, m_2 \in S\) and \(m_1 \preceq_R m_2\). Then by definition (71) can be written again. Now we use that by (3.18) there exists an upper functional \(g' \leq \tilde{g}\) which is \(\langle x_1, \ldots, x_{(r_1+r_2)} \rangle\)-spectral and \(g'(m_2) = \tilde{g}(m_2)\) (We start the iterative regularizations on the semiring \(\langle m_2 \rangle\)). Applying \(\tilde{g}\) to (71) we get a similar inequality as in (72) but with \(\tilde{g}(m_2) - \tilde{g}(m_1)\) on the right hand side, which lower bounds \(g'(m_2) - g'(m_1)\).

\(\tilde{g}\) is regular and \(\preceq_R\)-monotone, so it restricts to an element of the spectrum defined by the relation \(\preceq_R\) on any subsemiring of the form \(\langle z \rangle\), where \(z \in S\). By [Zui18, Corollary 2.18.], there exists an extension of this in \(\Delta(S, \preceq_R)\), i.e. for \(z \in S\) there exists \(h_z \in \Delta(S, \preceq_R)\) such that \(h_z(z) = \tilde{g}(z)\). This implies \(\tilde{g}(z) \geq \max_{h \in H} h(z)\).

Corollary 3.24. If \(S_0\) is a subsemiring of \(S\) and in addition to the conditions of Theorem 3.23, \(g\) is \(S_0\)-spectral and \(\tilde{g}\) denotes its \(S_0\)-regularization, then

\[
H := \{ h \in \Delta(S, \preceq) \mid h|_{S_0} = g|_{S_0}, \forall f \in F : f \leq h \leq g \}
\]

is nonempty and for all \(x \in S\) the equality

\[
\tilde{g}(x) = \max_{h \in H} h(x)
\]

holds.

Proof. Theorem 3.23, applied to \(\tilde{g}\) and \(F' = F \cup \{ Q_{\tilde{g}}|_{S_0} \} \) (possible by Example 3.20), states that \(H' = \{ h \in \Delta(S, \preceq) \mid h \leq \tilde{g}. \forall f \in F' : f \leq h \}\) is nonempty and \(\tilde{g}(x) = \max_{h \in H'} h(x)\). On \(S_0\) the lower bound \(Q_{\tilde{g}}|_{S_0} \leq h\) matches the upper bound \(h \leq \tilde{g}\), therefore \(H' = H\).

Theorem 3.23 can be used to give a new proof of the extension property of spectral points from subsemirings ([Zui18, Corollary 2.18.]; see also [Fri20, 7.17. Theorem] and [Vra21, Proposition 3] for semirings with more general preorders). Note that the second proof uses this property, but the first proof does not, thus the reasoning is not circular.
Corollary 3.25. Let $S_0 \subseteq S$ be a subsemiring and $\varphi \in \Delta(S, \preceq)$. Then there exists an element $h \in \Delta(S, \preceq)$ such that $\varphi = h|_{S_0}$.

Proof. Choose $g = R_{\hat{\varphi}|_{S_0}}$ in Corollary 3.24.

A result similar to part of Theorem 3.23 was announced already in [Str91, Section 7, (ii)] in the special case when $g$ is the upper support functional, but we have not been able to locate a proof in the literature. The precise statement is that there is a unique minimal compact subset $Z^\theta$ of the asymptotic spectrum of tensors such that $\tilde{\zeta}^\theta(x) = \max_{h \in Z^\theta} h(x)$. Since $\zeta^\theta$ is $\zeta$-supermultiplicative, Theorem 3.23 implies a variant of this, where $Z^\theta$ is replaced with the set of spectral points between the upper and lower support functionals, in particular showing that there exist spectral points between $\zeta^\theta$ and $\zeta^\theta$ over any field. This was previously not known except over the field of complex numbers, in which case the quantum functional $F^\theta$ is an explicit spectral point between the two [CVZ21].

Remark 3.26. The roles of upper and lower functionals in the results presented in this section are not symmetric, and it would be interesting to see how a counterpart of Theorem 3.23 for lower functionals could look like. There seems to be a fundamental asymmetry between upper and lower functionals: if $g$ is an $N$-spectral upper functional, then there exist spectral points $h$ satisfying $h \leq g$; however, there are $N$-spectral lower functionals such that no spectral point $h$ satisfies $h \geq f$.

To see this, let $S = \mathbb{R}_{\geq 0}^2 \cup \{(0, 0)\}$ with the pointwise operations and preorder $\preceq$ (as in Remark 3.11). $\Delta(S, \preceq)$ consists of exactly two elements, given by $h_1(a, b) = a$ and $h_2(a, b) = b$. The map $f(a, b) = \sqrt{ab} = \sqrt{h_1(a, b)h_2(a, b)}$ is a lower functional (see Proposition 3.3), but $f \not\leq h_1$ and $f \not\leq h_2$.

A key difference is that if we replace upper functionals with lower ones and the infimum with a supremum (in Definition 3.13 and thereafter) then Proposition 3.15 becomes false. Continuing the previous example, since $f$ is multiplicative, we have

$$\lim_{n \to \infty} \sqrt[n]{\sup_{t \in \mathbb{N}} \frac{f(ta^n)}{f(t)}} = f(x),$$

but

$$\sup_{p \in \mathbb{N}[T]} p_f^{-1}(f(p(a, b))) = \max\{a, b\},$$

which can be seen from the upper bound $f(p(a, b)) = f(p(a), p(b)) \leq \max\{p(a), p(b)\}$ and the lower bound given by the polynomials $p = M + T^n$ with $M \to \infty$ and then $n \to \infty$.

4 Upper functionals from families of observables

From now on we will work with the preordered semiring of tensors and LOCC transformations. It is known that any spectral point $h$ has an exponent $\alpha \in [0, 1]$ such that $h(\sqrt[p]{\psi}) = p^\alpha h(\psi)$ for all $p \geq 0$ and $\psi \in \mathcal{H}$ [JV19, Theorem 3]. This is in general not true for upper or lower functionals: for instance, $g(\psi) := \max\{R(\psi), \|\psi\|^2\}$ is an upper functional by Proposition 3.3, but $p \mapsto g(\sqrt[p]{\psi})$ is constant for small $p$ and proportional to $p$ for large arguments. We will focus on special functionals that do have a well-defined scaling behavior.
**Definition 4.1.** Let \( k \in \mathbb{N}, k \geq 2 \) and \( \alpha \in (0, 1] \). We will say that a functional \( g \) on the semiring of order-\( k \) tensors and LOCC transformations is an upper functional of order \( \alpha \) if \( g(1) = 1 \) and it satisfies the following properties:

(i) \( g(\sqrt[p]{\psi}) = p^\alpha g(\psi) \).

(ii) \( g(\psi \otimes |\varphi\rangle) \leq g(|\psi\rangle)g(|\varphi\rangle) \)

(iii) \( g(|\psi\rangle \oplus |\varphi\rangle) \leq g(|\psi\rangle) + g(|\varphi\rangle) \)

(iv) \( g(|\psi\rangle)^{1/\alpha} \geq g((I - \Pi)|\psi\rangle)^{1/\alpha} + g((I - \Pi)|\psi\rangle)^{1/\alpha} \).

for all \( p > 0, \psi \in \mathcal{H} = \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_k, \varphi \in \mathcal{K} = \mathcal{K}_1 \otimes \cdots \otimes \mathcal{K}_k \) and projection \( \Pi \in \mathcal{B}(\mathcal{H}_j) \subseteq \mathcal{B}(\mathcal{H}) \), for all \( j \in [k] \).

Likewise, a functional \( f \) is a lower functional of order \( \alpha \) if it satisfies similar properties with the inequalities in Properties (ii) and (iii) reversed (but not in Property (iv)).

Upper (lower) functionals of order \( \alpha \) are upper (lower) functionals in the sense of Definition 3.1: the inequalities connecting the functionals and the operations are identical in the two definitions, while Properties (i) and (iv) imply that the functionals are monotone [JV19, Theorem 3] (the statement there is concerned with spectral points, but the proof of this direction does not use multiplicativity or additivity).

In this section we describe a construction of upper functionals, in which operators on symmetric powers play a central role. Before we proceed, recall that there exist (up to phase) unique equivariant isometries

\[
W_{H,m,n} : \text{Sym}^{m+n}(H) \rightarrow \text{Sym}^m(H) \otimes \text{Sym}^n(K) \quad (77)
\]

\[
W_{H,K,n} : \text{Sym}^n(H) \otimes \text{Sym}^n(K) \rightarrow \text{Sym}^n(H \otimes K) \quad (78)
\]

\[
W_{H,K,m,n} : \text{Sym}^m(H) \otimes \text{Sym}^n(K) \rightarrow \text{Sym}^{m+n}(H \oplus K) \quad (79)
\]

with respect to the groups \( U(H) \) and \( U(H) \times U(K) \), respectively. For brevity, when \( X \in \mathcal{B}(\text{Sym}^n(H) \otimes \text{Sym}^n(K)) \), we will use the notation

\[
X|_{\text{Sym}^{m+n}(H)} = W_{H,m,n}^* X W_{H,m,n},
\]

and similarly in the other cases. Note in particular that (choosing the phase suitably)

\[
W_{H,K,m,n}(\psi \otimes \varphi \otimes ) = \frac{1}{\sqrt{m!n!(m+n)!}} \sum_{\sigma \in S_{m+n}} \sigma \cdot (\psi \otimes \varphi \otimes n) \quad (81)
\]

and therefore

\[
W_{H,K,m,n}((\psi \otimes \varphi)^{(m+n)}) = \sqrt{\frac{m}{m+n}} \psi^{\otimes m} \otimes \varphi^{\otimes n}. \quad (82)
\]

Our construction of upper functionals will be based on families of observables \( A_{H,n} \in \mathcal{B}(\text{Sym}^n(H)) \) indexed by \( k \)-partite Hilbert spaces \( H \) and natural numbers \( n \in \mathbb{N} \), subject to the following axioms with some \( \alpha \in (0, 1] \):

(O1) if \( U_i : H_i \rightarrow K_i \) are isometries then \( (U_1^* \otimes \cdots \otimes U_k^*)^{\otimes n} A_{K,n}(U_1 \otimes \cdots \otimes U_k)^{\otimes n} = A_{H,n} \)

(O2) there exist constants \( c_H \) depending only on \( H \) such that \( I \leq A_{H,n} \leq c_H I \)

(O3) \( \left( A^{1-\alpha}_{H,m} \otimes A^{1-\alpha}_{H,n} \right)|_{\text{Sym}^{n+m}(H)} \leq A^{1-\alpha}_{H,m+n} \).
Proposition 4.3. Let $0 < \alpha \leq \beta < 1$ and suppose that the observables $A_{\mathcal{H},n}$ satisfy Properties (O1) to (O5) with parameter $\alpha$. Then they also satisfy the properties with parameter $\beta$ instead of $\alpha$.

Proof. Recall that $x \mapsto x^t$ is an operator monotone and operator concave function on $[0, \infty)$ when $t \in [0, 1]$. Note also that $\frac{1-\alpha}{\beta}$ is a decreasing function of $\alpha$ when $\alpha > 0$, therefore $t = \frac{1-\beta}{\beta}/\frac{1-\alpha}{\alpha} \in (0, 1]$. This implies for example

$$A_{\mathcal{H} \otimes K, n}^{\frac{1-\beta}{\beta}} |_{\text{Sym}^n(\mathcal{H}) \otimes \text{Sym}^n(\mathcal{K})} = \left( A_{\mathcal{H} \otimes K, n}^{\frac{1-\alpha}{\alpha}} \right)^t |_{\text{Sym}^n(\mathcal{H}) \otimes \text{Sym}^n(\mathcal{K})} \leq \left( A_{\mathcal{H} \otimes K, n}^{\frac{1-\alpha}{\alpha}} |_{\text{Sym}^n(\mathcal{H}) \otimes \text{Sym}^n(\mathcal{K})} \right)^t \leq \left( A_{\mathcal{H},n}^{\frac{1-\alpha}{\alpha}} \otimes A_{K,n}^{\frac{1-\alpha}{\alpha}} \right)^t = A_{\mathcal{H},n}^{\frac{1-\beta}{\beta}} \otimes A_{K,n}^{\frac{1-\beta}{\beta}}$$

(83)

The first inequality uses that if $f$ is operator concave and $K$ is a contraction then $f(K^*AK) \geq K^*f(A)K$ (see e.g. [Bha97, Theorem V.2.3]), while the second inequality uses Property (O4) (for $\alpha$) and operator monotonicity. This proves Property (O4) for $\beta$. The remaining properties either do not involve the parameter at all or are proved in a similar way.

Remark 4.2. Property (O1) implies in particular that $A_{\mathcal{H},n}$ commutes with operators of the form $(S_1 \otimes \cdots \otimes S_k)^{\otimes n}$ where $S_j : \mathcal{H}_j \to \mathcal{H}_j$ are arbitrary linear maps. Indeed, when the $S_j$ are unitaries, this is a special case of Property (O1), and it extends to the complexification since commutation is a (holomorphic) polynomial condition. The extension to noninvertible maps follows by continuity. More generally, if $B_j \in \mathcal{B}(\mathcal{H}_j^{\otimes n})$ is a symmetrization of a tensor product of operators on $\mathcal{H}_j$ for all $j$, then $B_1 \otimes \cdots \otimes B_k$ also commutes with $A_{\mathcal{H},n}$, which can be seen by writing $B_j$ as a linear combination of tensor powers.

Proposition 4.4. Let $k = 2$. The observables

$$A_{\mathcal{H},n} = \sum_{\lambda \in \mathcal{H}} 2^nH(\lambda/n)P_{\lambda}^{H_1} \otimes P_{\lambda}^{H_2} |_{\text{Sym}^n(\mathcal{H})}$$

satisfy Properties (O1) to (O5) with $c_{\mathcal{H}} = \min\{\dim H_1, \dim H_2\}$ and any $\alpha \in (0, 1)$. 

(84)
Proof. Property (O1) follows from the fact that the isotypic projections are invariant under tensor powers of isometries. The lower bound \( A_{\mathcal{H},n} \geq I \) holds because the entropy is nonnegative and the symmetric subspace is contained in the range of the projections, a consequence of the isomorphism

\[
\text{Sym}^n(\mathcal{H}_1 \otimes \mathcal{H}_2) \simeq \bigoplus_{\lambda \vdash n} S_\lambda(\mathcal{H}_1) \otimes S_\lambda(\mathcal{H}_2).
\]

(85)

Since the terms with \( \ell(\lambda) \geq \min\{\dim \mathcal{H}_1, \dim \mathcal{H}_2\} \) vanish and \( H(\lambda/n) \leq \log \ell(\lambda) \), Property (O2) is satisfied with \( c_{\mathcal{H}} = \min\{\dim \mathcal{H}_1, \dim \mathcal{H}_2\} \).

We prove Property (O3). Let \( m, n \in \mathbb{N}, \mu \vdash m, \nu \vdash n, \lambda \vdash m+n \). Then the projections \( P_{\mu}^{\mathcal{H}_1} \otimes P_{\nu}^{\mathcal{H}_1} \) and \( P_{\lambda}^{\mathcal{H}_1} \) commute and their product is nonzero only if \( c_{\mu \nu}^{\lambda} \neq 0 \), which implies \( mH(\mu/m) + nH(\nu/n) \leq (m+n)H(\lambda/(m+n)) \), therefore

\[
\sum_{\lambda \vdash m+n} 2^{(m+n)\frac{1-a}{a} H(\lambda/(m+n))} P_{\lambda}^{\mathcal{H}_1} = \sum_{\lambda \vdash m+n} 2^{(m+n)\frac{1-a}{a} H(\lambda/(m+n))} P_{\lambda}^{\mathcal{H}_1} (P_{\mu}^{\mathcal{H}_1} \otimes P_{\nu}^{\mathcal{H}_1}) \geq \sum_{\lambda \vdash m+n} 2^{m\frac{1-a}{a} H(\mu/m)+n\frac{1-a}{a} H(\nu/n)} P_{\lambda}^{\mathcal{H}_1} (P_{\mu}^{\mathcal{H}_1} \otimes P_{\nu}^{\mathcal{H}_1}) \]

\[
= \left( \sum_{\mu \vdash m} 2^{m\frac{1-a}{a} H(\mu/m)} P_{\mu}^{\mathcal{H}_1} \right) \otimes \left( \sum_{\nu \vdash n} 2^n\frac{1-a}{a} H(\nu/n) P_{\nu}^{\mathcal{H}_1} \right). \]

(86)

Take the tensor product of this inequality with the identity operator on \( \mathcal{H}_2^{\otimes (m+n)} \), and then restrict to \( \text{Sym}^m(\mathcal{H}) \otimes \text{Sym}^n(\mathcal{H}) \). Then the right hand side becomes \( A_{\mathcal{H},m} \otimes A_{\mathcal{H},n}^{\frac{1-a}{a}} \). Finally, restrict to \( \text{Sym}^{m+n}(\mathcal{H}) \) to obtain Property (O3), using that \( \text{Sym}^{m+n}(\mathcal{H}) \) is a subspace of \( \text{Sym}^m(\mathcal{H}) \otimes \text{Sym}^n(\mathcal{H}) \).

We prove Property (O4). Let \( \mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \) and \( K = K_1 \otimes K_2, n \in \mathbb{N}, \lambda, \mu, \nu \vdash n \). The projections \( P_{\lambda}^{\mathcal{H}_1 \otimes K_1} \) and \( P_{\mu}^{\mathcal{H}_1} \otimes P_{\nu}^{K_1} \) commute and their product is nonzero only if \( g_{\lambda \mu} \neq 0 \), which implies \( H(\lambda/n) \leq H(\mu/n) + H(\nu/n) \), therefore

\[
\sum_{\lambda \vdash n} 2^{n\frac{1-a}{a} H(\mu/n)} P_{\lambda}^{\mathcal{H}_1 \otimes K_1} = \sum_{\lambda, \mu, \nu \vdash n} 2^{n\frac{1-a}{a} H(\lambda/n)} P_{\lambda}^{\mathcal{H}_1 \otimes K_1} (P_{\mu}^{\mathcal{H}_1} \otimes P_{\nu}^{K_1}) \leq \sum_{\lambda, \mu, \nu \vdash n} 2^n\frac{1-a}{a} H(\mu/n)+n\frac{1-a}{a} H(\nu/n) P_{\lambda}^{\mathcal{H}_1 \otimes K_1} (P_{\mu}^{\mathcal{H}_1} \otimes P_{\nu}^{K_1}) \]

\[
= \left( \sum_{\mu \vdash n} 2^n\frac{1-a}{a} H(\mu/n) P_{\mu}^{\mathcal{H}_1} \right) \otimes \left( \sum_{\nu \vdash n} 2^n\frac{1-a}{a} H(\nu/n) P_{\nu}^{K_1} \right). \]

(87)

Take the tensor product of this inequality with the identity operator on \( \mathcal{H}_2 \otimes K_2 \otimes K \), and then restrict to \( \text{Sym}^n(\mathcal{H} \otimes K) \). Then the right hand side becomes \( A_{\mathcal{H},n}^{\frac{1-a}{a}} \otimes A_{K,n}^{\frac{1-a}{a}} \). Finally, restrict to \( \text{Sym}^n(\mathcal{H} \otimes K) \) to obtain Property (O4).

We prove Property (O5). Let \( m, n \in \mathbb{N}, \lambda \vdash m+n, \mu \vdash m, \nu \vdash n \). The projections \( P_{\lambda}^{\mathcal{H}_1 \otimes K_1} \) and \( I_{\lambda \vdash n}^{m+n} \otimes P_{\mu}^{\mathcal{H}_1} \otimes P_{\nu}^{K_1} \) commute and their product is nonzero only if \( c_{\mu \nu}^{\lambda} \neq 0 \), which implies \( (m+n)H(\lambda/(m+n)) \leq mH(\mu/m) + nH(\nu/n) + (m+n)h(m/(m+n)) \),
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therefore
\[
\sum_{\lambda^{-m+n}} 2^{(m+n)} \frac{1-\alpha}{\alpha} H(\lambda/(m+n)) P^{H_1 \oplus K_1}_{\alpha} C_{\frac{m}{m+n}} \otimes H_{\alpha}^{m+m} \otimes K_{\frac{n}{n+m}}^{m+n} = \sum_{\lambda^{-m+n}} 2^{(m+n)} \frac{1-\alpha}{\alpha} H(\lambda/(m+n)) P^{H_1 \oplus K_1}_{\alpha} \left( I_{(m+n)} \otimes P^{H_1}_{\mu} \otimes P^{K_1}_{\nu} \right)
\]
\[
\leq \sum_{\lambda^{-m+n}} 2^{m+\frac{1-\alpha}{\alpha} H(\mu/m)} \sum_{\mu^{-m+n}} 2^{n+\frac{1-\alpha}{\alpha} H(\nu/n)} P^{H_1 \oplus K_1}_{\alpha} \left( I_{(m+n)} \otimes P^{H_1}_{\mu} \otimes P^{K_1}_{\nu} \right).
\]
\[
= 2^{(m+n) \frac{1-\alpha}{\alpha} h(n)} I_{(m+n)} \otimes \left( \sum_{\mu^{-m}} 2^{m+\frac{1-\alpha}{\alpha} H(\mu/m)} P^{H_1}_{\mu} \right) \otimes \left( \sum_{\nu^{-n}} 2^{n+\frac{1-\alpha}{\alpha} H(\nu/n)} P^{K_1}_{\nu} \right)
\]
\[
(88)
\]
Take the tensor product of this inequality with \( C_{\frac{m}{m+n}} \otimes H_{\alpha}^{m+m} \otimes K_{\frac{n}{n+m}}^{m+n} \) (considered as a subspace of \((H_2 \oplus K_2)^{\otimes (m+n)}\)), and then restrict to \( \text{Sym}^{m+n}(H \oplus K) \) to get Property (O5).

**Theorem 4.5.** Let \( A \) be a family of observables satisfying Properties (O1) to (O5) with parameter \( \alpha \). The limit
\[
E^{\alpha,A}(\psi) = \lim_{n \to \infty} \frac{1}{n} \frac{1}{1-\alpha} \log \langle \psi \rangle^{\otimes n} A_{H,n}^{1-\alpha} |\psi\rangle^{\otimes n} = -\lim_{n \to \infty} \frac{1}{n} \bar{D}_\alpha (|\psi\rangle\langle\psi|^\otimes n) \langle A_{H,n} \rangle
\]
(see (29)) exists for all \( \psi \in H \setminus \{0\} \), and
\[
F^{\alpha,A}(\psi) = \begin{cases} 2^{(1-\alpha)E^{\alpha,A}(\psi)} & \text{if } \psi \neq 0 \\ 0 & \text{otherwise} \end{cases}
\]
is an upper functional of order \( \alpha \). Moreover, \( F^{\alpha,A} \) can be bounded as
\[
\|\psi\|^{2\alpha} \leq F^{\alpha,A}(\psi) \leq \|\psi\|^{2\alpha} e^{1-\alpha}
\]
when \( \psi \in H \).

Bringing out the \( 1-\alpha \) factor may seem arbitrary, but we will benefit from this choice of definition.

**Proof.** Let \( \psi \in H \setminus \{0\} \). For all \( m, n \in \mathbb{N} \) we have
\[
\log \langle \psi \rangle^{\otimes (n+m)} A_{H,n+m}^{1-\alpha} \geq \log \langle \psi \rangle^{\otimes (n+m)} A_{H,n}^{1-\alpha} \otimes A_{H,m}^{1-\alpha} |\psi\rangle^{\otimes (n+m)}
= \log \langle \psi \rangle^{\otimes n} A_{H,n}^{1-\alpha} |\psi\rangle^{\otimes n} + \log \langle \psi \rangle^{\otimes m} A_{H,m}^{1-\alpha} |\psi\rangle^{\otimes m}
\]
\[
(92)
\]
Property (O2) and Property (O3) imply that
\[
\log \langle \psi \rangle^{\otimes n} A_{H,n}^{1-\alpha} |\psi\rangle^{\otimes n} \leq \log \langle \psi \rangle^{\otimes n} c_{\mathcal{H}}^{1-\alpha} n I_{\psi}^{\otimes n}
= n \log \|\psi\|^2 + \frac{1-\alpha}{\alpha} n \log c_{\mathcal{H}}
\]
\[
(93)
\]
\[
\log \langle \psi |^{\otimes n} \frac{1-\alpha}{\epsilon_H,n} | \psi \rangle^{\otimes n} \geq \log \langle \psi |^{\otimes n} I | \psi \rangle^{\otimes n} \\
= n \log \| \psi \|^2.
\]

This means that the sequence \( n \mapsto \log \langle \psi |^{\otimes n} \frac{1-\alpha}{\epsilon_H,n} | \psi \rangle^{\otimes n} \) is subadditive and has linear upper and lower bounds, therefore, by the Fekete lemma the limit in \((89)\) exists and \( \frac{1}{1-\alpha} \log \| \psi \|^2 \leq E_{\alpha,A}(\psi) \leq \frac{1}{1-\alpha} \log \| \psi \|^2 + \frac{\alpha}{1-\alpha} \log c_H \). Note also that for every \( n \in \mathbb{N} \) we have

\[
E_{\alpha,A}(\psi) \geq \frac{\alpha}{n} \log \langle \psi |^{\otimes n} \frac{1-\alpha}{\epsilon_H,n} | \psi \rangle^{\otimes n}.
\]

If \( p > 0 \) and \( \psi \in \mathcal{H} \setminus \{0\} \), then

\[
E_{\alpha,A}(\sqrt{p}\psi) = \lim_{n \to \infty} \frac{1}{n-1} \log \langle \psi |^{\otimes n} \frac{1-\alpha}{\epsilon_H,n} | \psi \rangle^{\otimes n} + \frac{\alpha}{1-\alpha} \log p
\]

i.e. \( F^{\alpha,A}(\sqrt{p}\psi) = p^\alpha F^{\alpha,A}(\psi) \).

Let \( \psi \in \mathcal{H} \setminus \{0\} \) and \( \varphi \in \mathcal{K} \setminus \{0\} \). Then \( (\psi \otimes \varphi)^{\otimes n} \in \text{Sym}^n(\mathcal{H}) \otimes \text{Sym}^n(\mathcal{K}) \), therefore by Property (O4) we have

\[
E_{\alpha,A}(\psi \otimes \varphi) = \lim_{n \to \infty} \frac{1}{n-1} \log \langle \psi \otimes \varphi |^{\otimes n} \frac{1-\alpha}{\epsilon_H \otimes \epsilon_K,n} | \psi \otimes \varphi \rangle^{\otimes n} \\
\leq \lim_{n \to \infty} \frac{1}{n-1} \log \langle \psi \otimes \varphi |^{\otimes n} \frac{1-\alpha}{\epsilon_H,n} \otimes \frac{1-\alpha}{\epsilon_K,n} | \psi \otimes \varphi \rangle^{\otimes n}
\]

i.e. \( F^{\alpha,A} \) is submultiplicative.

Also, by Property (O5), (95) and using the short-hand notations \( W_m^* \) for the isometry
in (82), for every $q \in (0, 1)$ we have

$$E^{\alpha,A}(\psi + \varphi) = \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{1 - \alpha} \log \langle \psi + \varphi \rangle_{\mathbb{H}^{\otimes n}} \Lambda_{\mathbb{H}^{\otimes K,n}}^{\frac{1}{1-n}} \langle \psi + \varphi \rangle_{\mathbb{H}^{\otimes n}}$$

$$\leq \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{1 - \alpha} \log \langle \psi + \varphi \rangle_{\mathbb{H}^{\otimes n}} (n + 1) \sum_{m=0}^{n} W_m W_m^* A_{\mathbb{H}^{\otimes K,n}}^{\frac{1}{1-n}} W_m W_m^* \langle \psi + \varphi \rangle_{\mathbb{H}^{\otimes n}}$$

$$\leq \lim_{n \to \infty} \max_{m \in \{0, \ldots, n\}} \frac{1}{n} \left[ \frac{\alpha}{1 - \alpha} \log \left( \frac{n}{m} \right) \langle \psi \rangle_{\mathbb{H}^{\otimes m}} \langle \varphi \rangle_{\mathbb{H}^{\otimes n-m}} W_m W_m^* A_{\mathbb{H}^{\otimes K,n}}^{\frac{1}{1-n}} W_m W_m^* \langle \psi \rangle_{\mathbb{H}^{\otimes m}} \langle \varphi \rangle_{\mathbb{H}^{\otimes n-m}} \right]$$

$$\leq \max_{q \in [0,1]} \left[ q E^{\alpha,A}(\psi) + (1-q) E^{\alpha,A}(\varphi) + \frac{1}{1 - \alpha} h\left( \frac{m}{n} \right) \right]$$

$$= \frac{1}{1 - \alpha} \log 2^{(1-\alpha)E^{\alpha,A}(\psi) + 2(1-\alpha)E^{\alpha,A}(\varphi)}.$$

(98)

where the first inequality is the pinching inequality. The last inequality is [Str91, Eq. (2.13)]. This means that $E^{\alpha,A}$ is subadditive.

Let $\psi \in \mathcal{H}$ and $\Pi \in \mathcal{B}(\mathcal{H})$ be a projection, which we identify with an element of $\mathcal{B}(\mathcal{H})$ by considering the tensor product with the identity operators on the remaining factors. Let $\psi_1 = \Pi \psi$ and $\psi_2 = (I - \Pi) \psi$. For $m, n \in \mathbb{N}$ such that $m \leq n$ we form the projection

$$P_{n,m} = \frac{1}{m! (n-m)!} \sum_{\sigma \in S_n} \sigma \cdot (\Pi_{\otimes m} \otimes (I - \Pi)_{\otimes n-m})_\sigma.$$

(99)

These operators commute with $A_{\mathbb{H},n}$ by Property (O1) (see Remark 4.2).

Let $q \in (0, 1)$ and choose $m = \lfloor nq \rfloor$ with $n$ so large that $m \neq 0$ and $m \neq n$. By (95)
We have

\[ E^{\alpha,A}(\psi) \geq \frac{1}{n-\alpha} \log \langle \psi \rangle^{\otimes n} A^{\frac{1}{n-\alpha}}_{\mathcal{H},n} |\psi\rangle^{\otimes n} \]

\[ \geq \frac{1}{n-\alpha} \log \langle \psi \rangle^{\otimes n} P_{n,m} A^{\frac{1}{n-\alpha}}_{\mathcal{H},n} |\psi\rangle^{\otimes n} \]

\[ = \frac{1}{n-\alpha} \log \langle \psi \rangle^{\otimes n} \left( \frac{1}{|q_n|!} \sum_{\sigma \in S_n} \sigma \cdot (\Pi \otimes |q_n\rangle \otimes (I - \Pi) \otimes |\overline{q_n}\rangle) A^{\frac{1}{n-\alpha}}_{\mathcal{H},n} |\psi\rangle^{\otimes n} \right) \]

\[ \geq \frac{1}{n-\alpha} \log \left( \frac{n}{|q_n|} \right) \langle \psi \rangle^{\otimes n} (\Pi \otimes |q_n\rangle \otimes (I - \Pi) \otimes |\overline{q_n}\rangle) A^{\frac{1}{n-\alpha}}_{\mathcal{H},n} \otimes A^{\frac{1}{n-\alpha}}_{\mathcal{H},n-|q_n\rangle} \right) \]

\[ = \frac{1}{n-\alpha} \log \left( \frac{n}{|q_n|} \right) \langle \psi \rangle^{\otimes n} \right) \]

\[ = \left( 100 \right) \]

In the first equality we used the Sym\(^n\) symmetry of the observable. Taking the limit \( n \to \infty \) gives

\[ E^{\alpha,A}(\psi) \geq qE^{\alpha,A}(\psi_1) + (1 - q)E^{\alpha,A}(\psi_2) + \frac{\alpha}{1-\alpha} h(q). \]  \[\left(101\right)\]

This is true for all \( q \in (0, 1) \), therefore we can maximize the right hand side over \( q \), which leads to the inequality

\[ E^{\alpha,A}(\psi)^{\frac{1}{\alpha}} \geq E^{\alpha,A}(\Pi \psi)^{\frac{1}{\alpha}} + F^{\alpha,A}((I - \Pi)\psi)^{\frac{1}{\alpha}}. \]  \[\left(102\right)\]

\[ \square \]

**Lemma 4.6.** Let \( k = 2 \) and \( A_{\mathcal{H},n} \) be as in Proposition 4.4 and \( \psi \in \mathcal{H}_1 \otimes \mathcal{H}_2 \) a unit vector.

(i) If \( \alpha \in (0, 1) \cup (1, \infty) \), then

\[ \lim_{n \to \infty} \frac{1}{n-\alpha} \log \langle \psi \rangle^{\otimes n} A^{\frac{1}{n-\alpha}}_{\mathcal{H},n} |\psi\rangle^{\otimes n} = H_\alpha(T_{2\overline{2}} |\psi\rangle |\psi\rangle). \]

\[ \left(103\right)\]

(ii) \( \lim_{n \to 1} \frac{1}{n-\alpha} \log \langle \psi \rangle^{\otimes n} A^{\frac{1}{n-\alpha}}_{\mathcal{H},n} |\psi\rangle^{\otimes n} = \langle \psi \rangle^{\otimes n} \log A_{\mathcal{H},n} |\psi\rangle^{\otimes n} \) and

\[ \lim_{n \to \infty} \frac{1}{n} \langle \psi \rangle^{\otimes n} \log A_{\mathcal{H},n} |\psi\rangle^{\otimes n} = H(T_{2\overline{2}} |\psi\rangle |\psi\rangle). \]

\[ \left(104\right)\]

(iii) In particular by the scaling property of the upper functional, for an arbitrary vector \( \psi \in \mathcal{H}_1 \otimes \mathcal{H}_2 \setminus \{0\} \) we have

\[ E^{\alpha,A}(\psi) = \frac{\alpha}{1-\alpha} \log \|\psi\|^2 + H_\alpha(T_{2\overline{2}} |\psi\rangle |\psi\rangle / \|\psi\|^2). \]

\[ \left(105\right)\]
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Proposition 4.4 shows that the observables defined in Proposition 4.8 correspond to the HM02 Proposition 4.7 parts is bounded very simple: grouping the tensor factors turns upper functionals on order-\(k\) tensors to

\[
\langle \psi^{\otimes n} | A_{\frac{1}{\alpha},n}^{\frac{1}{\alpha}} | \psi^{\otimes n} \rangle = \sum_{\lambda \vdash n} 2 \frac{1}{\alpha} n H(\lambda/n) \langle \psi^{\otimes n} | (P_{\lambda}^{\mathcal{H}_1} \otimes P_{\lambda}^{\mathcal{H}_2}) | \psi^{\otimes n} \rangle
\]

\[
\leq \sum_{\lambda \vdash n} 2 \frac{1}{\alpha} n H(\lambda/n) - n D(\frac{1}{\alpha} \| r \|) (n + 1)^{d(d-1)/2}
\]

\[
\leq (n + 1)^{d(d+1)/2} \max_{\lambda \vdash n} 2^{-n} \left( \frac{\alpha - 1}{\alpha} H(\lambda/n) + D(\frac{1}{\alpha} \| r \|) \right),
\]

and

\[
\langle \psi^{\otimes n} | A_{\frac{1}{\alpha},n}^{\frac{1}{\alpha}} | \psi^{\otimes n} \rangle \geq (n + d)^{-d(d+1)/2} \max_{\lambda \vdash n} 2^{-n} \left( \frac{\alpha - 1}{\alpha} H(\lambda/n) + D(\frac{1}{\alpha} \| r \|) \right).
\]

It follows that

\[
- \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{\alpha - 1} \log \langle \psi^{\otimes n} | A_{\frac{1}{\alpha},n}^{\frac{1}{\alpha}} | \psi^{\otimes n} \rangle = \lim_{n \to \infty} \frac{\alpha}{\alpha - 1} \min_{\lambda \vdash n} \left[ \frac{\alpha - 1}{\alpha} H(\lambda/n) + D\left( \frac{1}{\alpha} \| r \| \right) \right]
\]

\[
= \frac{\alpha}{\alpha - 1} \min_{Q \in P(\| d \|)} \left[ \frac{\alpha - 1}{\alpha} H(Q) + D(\| Q \| | r \|) \right]
\]

\[
= H_{\alpha}(\text{Tr}_2 |\psi\rangle |\psi\rangle),
\]

in the last line using (24).

In the \(\alpha \to 1\) case we obtain

\[
\lim_{n \to \infty} \frac{1}{n} \log A_{\mathcal{H},n} |\psi^{\otimes n} \rangle = \lim_{n \to \infty} \sum_{\lambda \vdash n} H \left( \frac{\lambda}{n} \right) \langle \psi^{\otimes n} | (P_{\lambda}^{\mathcal{H}_1} \otimes P_{\lambda}^{\mathcal{H}_2}) | \psi^{\otimes n} \rangle
\]

\[
= H(\text{Tr}_2 |\psi\rangle |\psi\rangle),
\]

using the continuity of the Shannon entropy and that the probabilities \(\langle \psi^{\otimes n} | (P_{\lambda}^{\mathcal{H}_1} \otimes P_{\lambda}^{\mathcal{H}_2}) | \psi^{\otimes n} \rangle\) are concentrated around \(\lambda \approx nr\) [ARS88, KW01, HM02, Chr06].

Lemma 4.6 shows that the observables defined in Proposition 4.4 correspond to the bipartite monotone homomorphisms. The following propositions provide tools to generate more families of observables from the bipartite ones. The idea behind Proposition 4.7 is very simple: grouping the tensor factors turns upper functionals on order-\(k\) tensors to upper functionals on order-\(k\) tensors for any \(k > k'\), and the observation is that this can be done at the level of families of observables. The more interesting construction is that of Proposition 4.8, which allows one to combine families of observables using geometric means.
Proposition 4.7. Let $A_{H,n}$ be observables defined for order-$k$ tensors that satisfy Properties (O1) to (O5). Let $k' \geq k$ and $f : [k'] \rightarrow [k]$ a surjective map. For all $H = H_1 \otimes \cdots \otimes H_{k'}$, consider the isomorphism

$$V_H : H \rightarrow \bigotimes_{j=1}^{k} \left( \bigotimes_{j' \in f^{-1}(j)} H_{j'} \right)$$

(112)

that rearranges and groups the factors according to the function $f$. Then the observables

$$A'_{H,n} := (V_H^*)^n A_{V_H H, n} V_H^n$$

(113)

on order-$k'$ tensors also satisfy Properties (O1) to (O5) with the same constant $c_H = c_{V_H H}$.

Proof. Property (O1) is true for the new family because permuting the factors and grouping turns a product isometry to a product isometry with respect to the new factorization. Since $V_H$ is an isometry, we have $(V_H^*)^n I (V_H^n) = I$, therefore Property (O2) is preserved. Properties (O3) and (O4) are not sensitive to the product structure of the spaces $H, K$, and $V_H^n$ is an isometry between the respective symmetric tensor powers, therefore these inequalities are inherited as well.

In the case of (tensor) direct sums, $V_{H \oplus K}(H \oplus K)$ is in general not isomorphic to $(V_H H) \oplus (V_K K)$, but the latter is naturally a subspace of the former. However, Property (O5) only sees restrictions to tensor powers of an even smaller subspace, the vector space direct sum of $H$ and $K$ (respectively $V_H H$ and $V_K K$), and is therefore not affected by the grouping. \hfill \Box

Proposition 4.8. Let $G$ be an $r$-variable operator geometric mean, and let $A^{(1)}_{H,n}, \ldots, A^{(r)}_{H,n}$ be families satisfying Properties (O1) to (O5) with constants $c^{(1)}_{H}, \ldots, c^{(r)}_{H}$ in Property (O2). Then the family $A_{H,n}$, where

$$A_{H,n} := G(A_{H,n}^{(1)} \frac{1}{n}, \ldots, A_{H,n}^{(r)} \frac{1}{n}) \frac{1}{n}$$

(114)

also satisfies Properties (O1) to (O5) with $c_H = G(c^{(1)}_{H}, \ldots, c^{(r)}_{H})$.

Proof. Let $U_j : H_j \rightarrow K_j$ be isometries and introduce the abbreviation $V = (U_1 \otimes \cdots \otimes U_k)^\otimes n$. Property (O1) implies that $A^{(i)}_{H,n} \frac{1}{n}$ commutes with $VV^*$ (see Remark 4.2), therefore

$$\left( U_1^* \otimes \cdots \otimes U_k^* \right)^{1/n} A^{(1)}_{K,n} \frac{1}{n} (U_1 \otimes \cdots \otimes U_k)^{1/n} = V^* G(A^{(1)}_{K,n} \frac{1}{n}, \ldots, A^{(r)}_{K,n} \frac{1}{n}) V$$

$$= G(V^* A^{(1)}_{K,n} \frac{1}{n} V, \ldots, V^* A^{(r)}_{K,n} \frac{1}{n} V)$$

$$= G(A_{H,n}^{(1)} \frac{1}{n}, \ldots, A_{H,n}^{(r)} \frac{1}{n})$$

(115)

by Properties (G1) and (G4). This means that $A_{H,n}$ satisfies Property (O1). 
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By Property (G2) and Property (O2) for $A^{(i)}_{\mathcal{H},n}$ we have

$$I = \mathbb{G}(I, \ldots, I)$$
$$\leq \mathbb{G}(A^{(1)}_{\mathcal{H},n} \frac{1}{\alpha}, \ldots, A^{(r)}_{\mathcal{H},n} \frac{1}{\alpha})$$
$$\leq \mathbb{G}((c^{(1)}_{\mathcal{H}} \frac{1}{\alpha})^n I, \ldots, (c^{(r)}_{\mathcal{H}} \frac{1}{\alpha})^n I)$$
$$= \mathbb{G}(c^{(1)}_{\mathcal{H}}, \ldots, c^{(r)}_{\mathcal{H}})^n \frac{1}{\alpha} I,$$

which verifies Property (O2) for $A_{\mathcal{H},n}$ with $c_{\mathcal{H}} = \mathbb{G}(c^{(1)}_{\mathcal{H}}, \ldots, c^{(r)}_{\mathcal{H}})$.

To see that Property (O3) is satisfied by $A_{\mathcal{H},n}$, we use Property (O3) for $A^{(i)}_{\mathcal{H},n}$ together with Properties (G2) and (G3) and Remark 2.2:

$$\left( A^\frac{1}{\alpha} \otimes A^\frac{1}{\alpha} \right) |_{\text{Sym}^n(\mathcal{H})} = \left( \mathbb{G}(A^{(1)}_{\mathcal{H},m} \frac{1}{\alpha}, \ldots, A^{(r)}_{\mathcal{H},n} \frac{1}{\alpha}) \otimes \mathbb{G}(A^{(1)}_{\mathcal{H},m} \frac{1}{\alpha}, \ldots, A^{(r)}_{\mathcal{H},n} \frac{1}{\alpha}) \right) |_{\text{Sym}^n(\mathcal{H})}$$
$$\leq \mathbb{G} \left( \left( A^{(1)}_{\mathcal{H},m} \frac{1}{\alpha} \otimes A^{(1)}_{\mathcal{H},n} \frac{1}{\alpha} \right), \ldots, \left( A^{(r)}_{\mathcal{H},m} \frac{1}{\alpha} \otimes A^{(r)}_{\mathcal{H},n} \frac{1}{\alpha} \right) \right)$$
$$\leq \mathbb{G} \left( A^{\frac{1}{\alpha}}_{\mathcal{H},m+n}, \ldots, A^{\frac{1}{\alpha}}_{\mathcal{H},m+n} \right)$$
$$= A^{\frac{1}{\alpha}}_{\mathcal{H},m+n}.$$  \hfill (117)

Properties (O4) and (O5) can be proved in a similar way.

**Remark 4.9.** If the observables $A^{(i)}_{\mathcal{H},n}$ pairwise commute (e.g. if we consider only non-crossing bipartitions), then $A_{\mathcal{H},n} := \mathbb{G}(A_{\mathcal{H},n}, \ldots, A_{\mathcal{H},n})$.

**Example 4.10.** Recall that $B_k$ denotes the set of bipartitions of $[k]$, i.e. unordered pairs $b = \{S, [k] \setminus S\}$ where $S \subseteq [k]$, $S \neq \emptyset$ and $S \neq [k]$. For a bipartition $b = \{S, [k] \setminus S\}$ we consider the observables

$$A^{(b)}_{\mathcal{H},n} = \sum_{\lambda \vdash n} 2^n H(\lambda/n) P^H_{\lambda} \otimes P^H_{\mathcal{H}[k] \setminus S} |_{\text{Sym}^n(\mathcal{H})},$$

which satisfy Properties (O1) to (O5) by Proposition 4.7. They give rise to the bipartite exponentiated Rényi entropies of entanglement (see Lemma 4.6)

$$F^{\alpha, A^{(b)}}(\psi) = \text{Tr}(\text{Tr}_S \rho^b \langle \psi | \psi \rangle)^\alpha.$$  \hfill (119)

By Proposition 4.8 we can combine the observables using a $|B_k| = 2^{k-1} - 1$-variable geometric mean $\mathbb{G}$ as (by a slight abuse of notation, indexing the arguments of $\mathbb{G}$ by $B_k$ instead of $1, \ldots, |B_k|$)

$$A_{\mathcal{H},n} := \mathbb{G} \left( \left( A^{(b)}_{\mathcal{H},n} \frac{1}{\alpha} \right)_{b \in B_k} \right)^{\frac{1}{\alpha}}.$$  \hfill (120)
Consider the upper functional constructed in Theorem 4.5 with these observables. The resulting logarithmic upper functional

\[
E^{\alpha,G}(\psi) = \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{1-\alpha} \log \langle \psi \rangle^{\otimes n} G \left( \left( \sum_{\lambda^{-n}} 2^{n \frac{1-\alpha}{\alpha} H(\lambda/n)} \mathcal{P}_\lambda^{H_s} \otimes \mathcal{P}_\lambda^{H_{\{k\}\setminus s}} \right)_{b \in B_k} \right) \left( \frac{\alpha}{1-\alpha} \right) \langle \psi \rangle^{\otimes n} \]

(121)

interpolates between all the bipartite R\'enyi entropies of entanglement. The operator geometric means parametrize this family of upper functionals, so instead of the observable we show \( G \) in the index.

**Proposition 4.11.** The upper functional defined in (90) is an extension of the upper functional introduced in [Vra20]. In particular, for \( \alpha \in (0,1) \) and \( A_{\mathcal{H},n} = \prod_{I \in [k]} (A_{\mathcal{H},n}^{\{i\}\setminus \{j\}}) \theta_i \), we get the logarithmic upper functional (15), so the family of functionals in Example 4.10 is an extension of this family from elementary bipartitions to all of the bipartitions.

**Proof.** The following is a generalization of [Str91, Eq. (2.13)] to more than two terms. For any \( x_i \in \mathbb{R} \)

\[
\log \left( \sum_{i \in I} 2^{x_i} \right) = \max_{P \in \mathcal{P}(I)} h(P) + \sum_{i \in I} p_i x_i,
\]

(122)

where \( \mathcal{P}(I) \) is the set of probability distributions over the set \( I \). By this we have

\[
\log \langle \psi \rangle^{\otimes n} A_{\mathcal{H},n}^{\frac{1-\alpha}{\alpha} \mathcal{H}_n} | \psi \rangle^{\otimes n} = \log \sum_{\lambda \in \mathcal{P}_{n}^k} 2^{n \frac{1-\alpha}{\alpha} H(\lambda/n)} \| \mathcal{P}_\lambda \|^2
\]

\[
= \sup_{\lambda \in \mathcal{P}_{n}^k} \max_{\lambda \in \mathcal{P}_{n}^k} p_\lambda \left( n \frac{1-\alpha}{\alpha} H(\lambda/n) + \log \| \mathcal{P}_\lambda \|^2 - \log p_\lambda \right),
\]

(123)

where the supremum is over the probability distributions over the set \( \mathcal{P}_{n}^k \), so for each \( \lambda \in \mathcal{P}_{n}^k \) we have a probability value \( p_\lambda \). For the last term we have the upper bound \( h(p_\lambda) = \sum_{\lambda} -p_\lambda \log p_\lambda \leq \log |\mathcal{P}_{n}^k| \). The upper bound scales as \( \log n \) so \( 1/n \log |\mathcal{P}_{n}^k| \) vanishes in the limit, and the upper bound converges to the lower one, which in turn has a simple solution for the optimization problem:

\[
\lim_{n \to \infty} \frac{1}{n} \log \langle \psi \rangle^{\otimes n} A_{\mathcal{H},n}^{\frac{1-\alpha}{\alpha} \mathcal{H}_n} | \psi \rangle^{\otimes n} = \lim_{n \to \infty} \max_{\lambda \in \mathcal{P}_{n}^k} \left( \frac{1-\alpha}{\alpha} H(\lambda/n) + \frac{1}{n} \log \| \mathcal{P}_\lambda \|^2 \right).
\]

(124)

Let \( \lambda^{(n)} / n \) be a convergent subsequence of the maximizing \( \lambda \) values for given \( n \) with the limit \( \lambda \). The existence of such subsequence follows from the compactness of the finitely supported probability distributions. By [Vra20, Lemma 3.2] we get the lower bound

\[
\lim_{n \to \infty} \frac{1}{n} \log \langle \psi \rangle^{\otimes n} A_{\mathcal{H},n}^{\frac{1-\alpha}{\alpha} \mathcal{H}_n} | \psi \rangle^{\otimes n} \leq \sup_{\lambda \in \mathcal{P}_{n}^k} \left( \frac{1-\alpha}{\alpha} H(\lambda) - I_\psi(\lambda) \right).
\]

(125)

Now we show the opposite inequality. There exists a point \( \lambda \), for which the evaluation of the right hand side is less than the supremum by at most \( \epsilon \). Then by [Vra20, Lemma
3.3] there exists a sequence \( \frac{\lambda(n)}{n} \to \bar{X} \) such that
\[
\sup_{x \in \mathcal{P}} \left( \frac{1 - \alpha}{\alpha} H_{\theta}(x) - I_{\psi}(x) \right) + \epsilon \leq \left( \frac{1 - \alpha}{\alpha} H_{\theta}(\bar{X}) - I_{\psi}(\bar{X}) \right) \leq \lim_{n \to \infty} \left( \frac{1 - \alpha}{\alpha} H_{\theta}(\lambda(n)/n) + \frac{1}{n} \log \| P_{\lambda(n)/n}^r \psi \otimes n \|^2 \right). \tag{126}
\]

The last expression is a lower bound on (124). This is true for all \( \epsilon > 0 \), then in \( \epsilon \to 0 \) limit the desired inequality is proven.

\[\square\]

5 Bounds on the upper functional

In this section we prove some important bounds and their consequences for the upper functional introduced in Example 4.10.

**Proposition 5.1.** Let \( \theta \in \mathcal{P}[r] \) convex weights and \( G \) be a corresponding \( r \)-variable operator geometric mean. Now let \( A_{1,\theta}^{(1)}, \ldots, A_{1,\theta}^{(r)} \) be families satisfying Properties (O1) to (O5) and \( A_{1,\theta}^{(1)} = G(A_{1,\theta}^{(1)} \lambda_{\alpha}, \ldots, A_{1,\theta}^{(r)} \lambda_{\alpha}) \). Let \( F^{\alpha,A}(1), \ldots, F^{\alpha,A}(r) \) and \( F^{\alpha,A} \) be the upper functionals obtained from these families via Theorem 4.5. Then for any \( \psi \) the inequality

\[
F^{\alpha,A}(\psi) \leq G(F^{\alpha,A}(1)(\psi), \ldots, F^{\alpha,A}(r)(\psi)) = \prod_{i=1}^r F^{\alpha,A}(i)(\psi) \tag{127}
\]
holds.

**Proof.** Let \( E^{\alpha,A}, E^{\alpha,A}(1), \) etc. be the corresponding logarithmic upper functionals. Then for a vector \( \psi \) by Remark 2.2 we have
\[
E^{\alpha,A}(\psi) = \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{1 - \alpha} \log \left( \langle \psi \otimes n | G(A_{1,\theta}^{(1)} \lambda_{\alpha}, \ldots, A_{1,\theta}^{(r)} \lambda_{\alpha}) \otimes n \rangle \right)
\leq \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{1 - \alpha} \log G(\langle \psi \otimes n | A_{1,\theta}^{(1)}, \ldots, A_{1,\theta}^{(r)} \lambda_{\alpha} \otimes n \rangle, \ldots, \langle \psi \otimes n | A_{1,\theta}^{(1)}, \ldots, A_{1,\theta}^{(r)} \lambda_{\alpha} \otimes n \rangle)
= \lim_{n \to \infty} \frac{1}{n} \frac{\alpha}{1 - \alpha} \sum_{i=1}^r \theta(i) \log \langle \psi \otimes n | A_{1,\theta}^{(i)} \lambda_{\alpha} \otimes n \rangle
= \sum_{i=1}^r \theta(i) E^{\alpha,A}(i)(\psi). \tag{128}
\]

For the upper functionals \( F^{\alpha,A} \) this gives the inequality in the statement. \[\square\]

**Example 5.2.** Now we consider those elements of the asymptotic spectrum, which take into account only one bipartition (see (106)). These are lower functionals as well, so we can apply again Proposition 3.3 to get lower functionals interpolating between any bipartition:
\[
F_{\alpha,\theta}(\psi) = 2^{(1-\alpha)} E_{\alpha,\theta}(\psi) \tag{129}
\]
where
\[
E_{\alpha,\theta}(\psi) = \frac{\alpha}{1 - \alpha} \log \| \psi \|^2 + \sum_b \theta(b) H_{\alpha}(\text{Tr}_b \frac{\psi(\psi)}{\| \psi \|^2}). \tag{130}
\]
Note that this lower functional is exactly the right hand side of the inequality in (127) for $F_{\alpha,A} = F_{\alpha,A^{(b)}}$ being the bipartite observables as in (119).

**Proposition 5.3.** For a $k$-partite system let us consider the same logarithmic upper functional as in Example 4.10 and $\alpha \in [1/2, 1)$. The following lower bound holds for this functional:

$$E^{\alpha,G}(\psi) \geq \frac{\alpha}{1 - \alpha} \log \|\psi\|^2 + \sum_b \theta(b) H_{\frac{\alpha}{1 - \alpha}}(\text{Tr}_b \frac{\langle \psi \rangle(\psi)}{\|\psi\|^2}),$$

(131)

where $\theta \in \mathcal{P}([k])$ convex weights correspond to the geometric mean $G$.

**Proof.** First let $\alpha \in [1/2, 1)$. By (41) and Lemma 4.6 for a unit vector $\psi$ we get

$$E^{\alpha,G}(\psi) = \lim_{n \to \infty} \frac{1}{n} \left( \frac{\alpha}{1 - \alpha} \log \langle \psi^{\otimes n} | \mathcal{G}(A_{H,1}^{(1)} \frac{1}{n}, \ldots, A_{H,1}^{(r)} \frac{1}{n}) | \psi^{\otimes n} \rangle \right) \geq \lim_{n \to \infty} \frac{1}{n} \left( \frac{\alpha}{1 - \alpha} \sum_{i=1}^{r} \theta(i) \mathcal{D}_\infty \left( \mathcal{T}_{\psi^{\otimes n}} \left( A_{H,1}^{(i)} \frac{1}{n} \right) \right) \right) \geq \lim_{n \to \infty} \frac{1}{n} \left( \frac{\alpha}{1 - \alpha} \sum_{i=1}^{r} \theta(i) \mathcal{D}_\infty \left( \mathcal{T}_{\psi^{\otimes n}} \left( A_{H,1}^{(i)} \frac{1}{n} \right) \right) \right)$$

$$= \lim_{n \to \infty} \frac{1}{n} \left( \frac{\alpha}{1 - \alpha} \sum_{i=1}^{r} \theta(i) \mathcal{D}_\infty \left( \mathcal{T}_{\psi^{\otimes n}} \left( A_{H,1}^{(i)} \frac{1}{n} \right) \right) \right) = \sum_{i=1}^{r} \theta(i) H_{\alpha,\frac{1}{1 - \alpha}}(\text{Tr}_i |\psi\rangle(\psi)) \geq \sum_{i=1}^{r} \theta(i) H_{\alpha,\frac{1}{1 - \alpha}}(\text{Tr}_i |\psi\rangle(\psi))$$

(132)

In the last part we considered $\alpha'$ with $\frac{1}{\alpha'} + \frac{1}{\alpha} = 2$. Then we get that $\alpha' = \frac{\alpha}{1 - \alpha}$ and vica versa, and $\frac{1}{\alpha} = \frac{\alpha'}{1 - \alpha}$. Then Lemma 4.6 can be applied to $\alpha'$. For an arbitrary vector we get the inequality by the scaling property of the upper functional. \qed

**Proposition 5.4.** For every $\alpha \in (0, 1)$, and a fixed $\alpha' > 0$ the functional $F_{\alpha,\theta}$ defined as

$$F_{\alpha,\theta}(\psi) = \begin{cases} 2^{1 - \alpha} \lim_{n \to \infty} \frac{1}{n} E_{\alpha,\theta}(\psi^{\otimes n}) & \text{if } \psi \neq 0 \\ 0 & \text{if } \psi = 0 \end{cases}$$

(133)

$$E_{\alpha,\theta}(\psi) = \sup_{\phi \leq \psi} \left[ H_{\alpha',\theta}(\phi/\|\phi\|) + \frac{\alpha}{1 - \alpha} \log \|\phi\|^2 \right],$$

(134)

$$H_{\alpha',\theta}(\psi) = \sum_{i=1}^{r} \theta(i) H_{\alpha',\frac{1}{1 - \alpha}}(\text{Tr}_i |\psi\rangle(\psi))$$

(135)

is a lower functional of order $\alpha$. Moreover if $\alpha \in [1/2, 1)$ and $\alpha'$ is such that $\frac{1}{\alpha} + \frac{1}{\alpha'} = 2$ then $E_{\alpha,\theta}(\psi) \leq E^{\alpha,G}(\psi)$ holds for the upper functional in Example 4.10.

**Proof.** The first part of the proof is similar to [Vra20, Propositions 4.5 and 4.7]. Let $\psi_1 \in \mathcal{H}$ and $\psi_2 \in \mathcal{K}$. If $\varphi_1 \leq \psi_1$ and $\varphi_2 \leq \psi_2$, then $\varphi_1 \otimes \varphi_2 \leq \psi_1 \otimes \psi_2$, therefore by the
additivity of entropy, i.e. $H_{\alpha',\theta}(\psi \otimes \varphi) = H_{\alpha',\theta}(\psi) + H_{\alpha',\theta}(\varphi)$ we have

\[
E_{\alpha,\theta}(\psi_1 \otimes \psi_2) \geq H_{\alpha',\theta} \left( \frac{\varphi_1 \otimes \varphi_2}{\|\varphi_1 \otimes \varphi_2\|} \right) + \frac{\alpha}{1 - \alpha} \log \|\varphi_1 \otimes \varphi_2\|^2
\]

\[
= H_{\alpha',\theta}(\varphi_1/\|\varphi_1\|) + \frac{\alpha}{1 - \alpha} \log \|\varphi_1\|^2 + H_{\alpha',\theta}(\varphi_2/\|\varphi_2\|) + \frac{\alpha}{1 - \alpha} \log \|\varphi_2\|^2.
\]

Taking the supremum over $\varphi_1$ and $\varphi_2$ we obtain $E_{\alpha,\theta}(\psi_1 \otimes \psi_2) \geq E_{\alpha,\theta}(\psi_1) + E_{\alpha,\theta}(\psi_2)$. We also have the linear upper bound $E_{\alpha,\theta}(\psi^{\otimes n}) \leq n \left[ \log \dim \mathcal{H} + \frac{\alpha}{1 - \alpha} \log \|\psi\|^2 \right]$, therefore the limit $\lim_{n \to \infty} \frac{1}{n} E_{\alpha,\theta}(\psi^{\otimes n})$ exists and is finite. It also inherits the scaling, superadditivity and monotonicity of $E_{\alpha,\theta}$ (which is monotone by virtue of being defined as a supremum over the lower set generated by its argument). Therefore $F_{\alpha,\theta}$ is monotone and supermultiplicative under the tensor product. Now we use that $H_{\alpha',\theta}(\sqrt{r}) = \log r$ and $H_{\alpha',\theta}(\psi) \leq \log \dim \mathcal{H}$ for every $\psi \in \mathcal{H}$:

\[
E_{\alpha,\theta}(\langle r \rangle) \geq H_{\alpha',\theta} \left( \frac{\langle r \rangle}{\sqrt{r}} \right) + \frac{\alpha}{1 - \alpha} \log \|\langle r \rangle\|^2
\]

\[
= \log r + \frac{\alpha}{1 - \alpha} \log r
\]

\[
= \frac{1}{1 - \alpha} \log r
\]

and

\[
E_{\alpha,\theta}(\langle 1 \rangle) \leq \log \dim(\mathbb{C} \otimes \cdots \otimes \mathbb{C}) + \frac{\alpha}{1 - \alpha} \log \|\langle 1 \rangle\|^2 = 0,
\]

therefore $F_{\alpha,\theta}(\langle r \rangle) \geq r$ and $F_{\alpha,\theta}(\langle 1 \rangle) = 1$. By definition, $F_{\alpha,\theta}(0) = 0$.

To prove superadditivity, note that $(\psi \oplus \varphi)^n \geq \left( \binom{n}{m} \right) \otimes \psi^{\otimes m} \otimes \varphi^{\otimes (n-m)}$ for all $0 \leq m \leq n$, which for $n > 0$ implies

\[
\log F_{\alpha,\theta}(\psi \oplus \varphi) = \frac{1}{n} \log F_{\alpha,\theta}((\psi \oplus \varphi)^{\otimes n})
\]

\[
\geq \frac{1}{n} \log F_{\alpha,\theta} \left( \left( \binom{n}{m} \right) \otimes \psi^{\otimes m} \otimes \varphi^{\otimes (n-m)} \right)
\]

\[
\geq \frac{1}{n} \log \left( \binom{n}{m} \right) + \frac{m}{n} \log F_{\alpha,\theta}(\psi) + \frac{n - m}{n} \log F_{\alpha,\theta}(\varphi).
\]

Choosing $m = \lfloor q n \rfloor$ for some $q \in [0,1]$ and letting $n \to \infty$ we obtain the inequality

\[
\log F_{\alpha,\theta}(\psi \oplus \varphi) \geq q \log F_{\alpha,\theta}(\psi) + (1 - q) \log F_{\alpha,\theta}(\varphi) + h(q),
\]

and the maximum over $q$ gives $F_{\alpha,\theta}(\psi \oplus \varphi) \geq F_{\alpha,\theta}(\psi) + F_{\alpha,\theta}(\varphi)$.

Now let $\alpha \in [1/2, 1)$ and $\alpha'$ be such that $\frac{1}{\alpha} + \frac{1}{\alpha'} = 2$, so we can use Proposition 5.3. If $\psi \succeq \varphi$ then $F_{\alpha',A}(\psi) \geq F_{\alpha',A}(\varphi)$, therefore

\[
E_{\alpha,\theta}(\psi) = \sup_{\varphi \leq \psi} \left[ H_{\alpha',\theta}(\varphi/\|\varphi\|) + \frac{\alpha}{1 - \alpha} \log \|\varphi\|^2 \right]
\]

\[
\leq \sup_{\varphi \leq \psi} \left[ E_{\alpha,\theta}(\psi) + \frac{\alpha}{1 - \alpha} \log \|\varphi\|^2 \right]
\]

\[
= \sup_{\varphi \leq \psi} \left[ E_{\alpha',\theta}(\varphi) - \frac{\alpha}{1 - \alpha} \log \|\varphi\|^2 + \frac{\alpha}{1 - \alpha} \log \|\varphi\|^2 \right]
\]

\[
= E_{\alpha',\theta}(\psi).
\]

\[
\square
\]
Corollary 5.5. Let $\alpha \in (1/2, 1)$ and $\psi$ be a vector such that $\text{Tr}_S |\psi\rangle\langle\psi|$ is proportional to a projection for every subset $S \subseteq [k]$, then $F^{\alpha,G}$ in Example 4.10 reduces to

$$F^{\alpha,G}(\psi) = \|\psi\|^{2\alpha} \prod_{b \in B_k} (\text{rk} \text{Tr}_S |\psi\rangle\langle\psi|)^{(1-\alpha)\theta(b)},$$

where $\theta \in \mathcal{P}(B_k)$ are convex weights corresponding to $G$. $F^{\alpha,G}$ is multiplicative and additive on the subsemiring generated by such states.

Proof. Let $\alpha \in (1/2, 1)$. If $\psi$ is a vector such that $\text{Tr}_S |\psi\rangle\langle\psi|$ is proportional to a projection for every subset $S \subseteq [k]$, then $H_{\alpha',\theta}(\text{Tr}_i |\psi\rangle\langle\psi|) = H_{\alpha,\theta}(\text{Tr}_i |\psi\rangle\langle\psi|)$, and both the lower and the upper bounds in Propositions 5.1 and 5.4 are equal to

$$\sum_{b \in B_k} \theta(b) \log \text{rk} \text{Tr}_S |\psi\rangle\langle\psi| + \frac{\alpha}{1-\alpha} \log \|\psi\|^2 .$$

The matching lower bound is a lower functional. Note also that by Remark 3.8, the set of tensors on which the upper and the corresponding lower functional are equal is closed under tensor product and direct sums, therefore what we get is an element of the asymptotic spectrum of the subsemiring generated by such states.

These states include GHZ states, hypergraph tensors (products of GHZ states on a subset of subsystems [VC17, CVZ18]), absolutely maximally entangled states [HCL+12], and stabilizer states [FCY+04].

Corollary 5.6. In the $\alpha \to 1$ limit for a unit vector $\psi$ both the lower and the upper bounds in Propositions 5.1 and 5.4 are equal to

$$\sum_{b \in B_k} \theta(b) H(\text{Tr}_S |\psi\rangle\langle\psi|).$$

Remark 5.7. It is not clear in general that two different operator geometric means which determine the same convex weights give different upper functionals. In the case when we take into account only noncrossing bipartitions, the observables commute pairwise, and the geometric mean reduces to the form in Remark 2.2. In those cases the weights are enough to parametrize this family of upper functionals.

Acknowledgement

This work was partially funded by the National Research, Development and Innovation Office of Hungary via the research grants K124152, by the ÚNKP-21-5 New National Excellence Program of the Ministry for Innovation and Technology, the János Bolyai Research Scholarship of the Hungarian Academy of Sciences, and by the Ministry of Innovation and Technology and the National Research, Development and Innovation Office within the Quantum Information National Laboratory of Hungary.

References

[AD15] Koenraad MR Audenaert and Nilanjana Datta. $\alpha-z$-Rényi relative entropies. Journal of Mathematical Physics, 56(2):022202, 2015. arXiv:1310.7178, doi:10.1063/1.4906367.
[ALM04] Tsuyoshi Ando, Chi-Kwong Li, and Roy Mathias. Geometric means. *Linear algebra and its applications*, 385:305–334, 2004. doi:10.1016/j.laa.2003.11.019.

[Ari96] Erdal Arikan. An inequality on guessing and its application to sequential decoding. *IEEE Transactions on Information Theory*, 42(1):99–105, 1996. doi:10.1109/18.481781.

[ARS88] Robert Alicki, Slawomir Rudnicki, and Slawomir Sadowski. Symmetry properties of product states for the system of $N$ n-level atoms. *Journal of Mathematical Physics*, 29(5):1158–1162, 1988. doi:10.1063/1.527958.

[Bha97] Rajendra Bhatia. *Matrix analysis*, volume 169 of *Graduate Texts in Mathematics*. Springer New York, NY, 1997. doi:10.1007/978-1-4612-0653-8.

[BMP10] Dario Bini, Beatrice Meini, and Federico Poloni. An effective matrix geometric mean satisfying the Ando–Li–Mathias properties. *Mathematics of Computation*, 79(269):437–452, 2010. doi:10.1090/S0025-5718-09-02261-3.

[BPR+00] Charles H Bennett, Sandu Popescu, Daniel Rohrlich, John A Smolin, and Ashish V Thapliyal. Exact and asymptotic measures of multipartite pure-state entanglement. *Physical Review A*, 63(1):012307, 2000. arXiv:quant-ph/9908073, doi:10.1103/PhysRevA.63.012307.

[BV21] Gergely Bunth and Péter Vrana. Equivariant relative submajorization. preprint, 2021. arXiv:2108.13217.

[CDS08] Eric Chitambar, Runyao Duan, and Yaoyun Shi. Tripartite entanglement transformations and tensor rank. *Physical Review Letters*, 101(14):140502, 2008. arXiv:0805.2977, doi:10.1103/PhysRevLett.101.140502.

[Chr06] Matthias Christandl. *The structure of bipartite quantum states – Insights from group theory and cryptography*. PhD thesis, University of Cambridge, 2006. URL: https://ethos.bl.uk/OrderDetails.do?uin=uk.bl.ethos.613714, arXiv:quant-ph/0604183.

[CLZ20] Matthias Christandl, Vladimir Lysikov, and Jeroen Zuiddam. Weighted slice rank and a minimax correspondence to strassen’s spectra. preprint, 2020. arXiv:2012.14412.

[CM06] Matthias Christandl and Graeme Mitchison. The spectra of density operators and the Kronecker coefficients of the symmetric group. *Communications in Mathematical Physics*, 261(3):789–797, 2006. arXiv:quant-ph/0409016, doi:10.1007/s00220-005-1435-1.

[CVZ18] Matthias Christandl, Péter Vrana, and Jeroen Zuiddam. Asymptotic tensor rank of graph tensors: beyond matrix multiplication. *computational complexity*, 2018. arXiv:1609.07476, doi:10.1007/s00037-018-0172-8.

[CVZ21] Matthias Christandl, Péter Vrana, and Jeroen Zuiddam. Universal points in the asymptotic spectrum of tensors. *Journal of the American Mathematical Society*, 2021. arXiv:1709.07851, doi:10.1090/jams/996.
[FCY+04] David Fattal, Toby S Cubitt, Yoshihisa Yamamoto, Sergey Bravyi, and Isaac L Chuang. Entanglement in the stabilizer formalism. preprint, 2004. arXiv:quant-ph/0406168.

[Fri20] Tobias Fritz. Abstract Vergleichsstellensätze for preordered semifields and semirings i. preprint, 2020. arXiv:2003.13835.

[Har05] Aram W Harrow. Applications of coherent classical communication and the Schur transform to quantum information theory. PhD thesis, Massachusetts Institute of Technology, Department of Physics, 2005. URL: http://hdl.handle.net/1721.1/34973, arXiv:quant-ph/0512255.

[HCL+12] Wolfram Helwig, Wei Cui, José Ignacio Latorre, Arnau Riera, and Hoi-Kwong Lo. Absolute maximal entanglement and quantum secret sharing. Physical Review A, 86(5):052335, 2012. arXiv:1204.2289, doi:10.1103/PhysRevA.86.052335.

[HKM+02] Masahito Hayashi, Masato Koashi, Keiji Matsumoto, Fumiaki Morikoshi, and Andreas Winter. Error exponents for entanglement concentration. Journal of Physics A: Mathematical and General, 36(2):527, 2002. arXiv:quant-ph/0206097, doi:10.1088/0305-4470/36/2/316.

[HM02] Masahito Hayashi and Keiji Matsumoto. Quantum universal variable-length source coding. Physical Review A, 66(2):022311, 2002. arXiv:quant-ph/0202001, doi:10.1103/PhysRevA.66.022311.

[JOPP12] V. Jakšić, Y. Ogata, Y. Pautrat, and C.-A. Pillet. Entropic fluctuations in quantum statistical mechanics—an introduction. In Quantum Theory from Small to Large Scales, volume 95 of Lecture Notes of the Les Houches Summer School, chapter 4, pages 213–410. Oxford University Press, 05 2012. arXiv:1106.3786, doi:10.1093/acprof:oso/9780199652495.003.0004.

[JV19] Asger Kjærulff Jensen and Péter Vrana. The asymptotic spectrum of LOCC transformations. IEEE Transactions on Information Theory, 66(1):155–166, January 2019. arXiv:1807.05130, doi:10.1109/TIT.2019.2927555.

[KA80] Fumio Kubo and Tsuyoshi Ando. Means of positive linear operators. Mathematische Annalen, 246(3):205–224, 1980. doi:10.1007/BF01371042.

[KW01] Michael Keyl and Reinhard F Werner. Estimating the spectrum of a density operator. Physical Review A, 64(5):052311, 2001. arXiv:quant-ph/0102027, doi:10.1103/PhysRevA.64.052311.

[MA99] Neri Merhav and Erdal Arikan. The Shannon cipher system with a guessing wiretapper. IEEE Transactions on Information Theory, 45(6):1860–1866, 1999. doi:10.1109/18.782106.

[Mat18] Keiji Matsumoto. A new quantum version of f-divergence. In Masanao Ozawa, Jeremy Butterfield, Hans Halvorson, Miklós Rédei, Yuichiro Kitajima, and Francesco Buscemi, editors, Nagoya Winter Workshop: Reality and Measurement in Algebraic Quantum Theory, volume 261 of Springer Proceedings in Mathematics & Statistics, pages 229–273. Springer Singapore, 2018. arXiv:1311.4722, doi:10.1007/978-981-13-2487-1_10.
[MLDS\textsuperscript{+}13] Martin Müller-Lennert, Frédéric Dupuis, Oleg Szehr, Serge Fehr, and Marco Tomamichel. On quantum Rényi entropies: A new generalization and some properties. \textit{Journal of Mathematical Physics}, 54(12):122203, 2013. \texttt{arXiv:1306.3142}, doi:10.1063/1.4838856.

[Pet86] Dénes Petz. Quasi-entropies for finite quantum systems. \textit{Reports on Mathematical Physics}, 23(1):57–65, 1986. doi:10.1016/0034-4877(86)90067-4.

[PW75] Wieslaw Pusz and S Lech Woronowicz. Functional calculus for sesquilinear forms and the purification map. \textit{Reports on Mathematical Physics}, 8(2):159–170, 1975. doi:10.1016/0034-4877(75)90061-0.

[Rén61] Alfréd Rényi. On measures of entropy and information. In Jerzy Neyman, editor, \textit{Proceedings of the Fourth Berkeley Symposium on Mathematical Statistics and Probability}, volume 1, pages 547–561. Berkeley, California, USA, University of California Press, 1961. URL: https://projecteuclid.org/proceedings/berkeley-symposium-on-mathematical-statistics-and-probability/Proceedings-of-the-Fourth-Berkeley-Symposium-on-Mathematical-Statistics-and/Chapter/On-Measures-of-Entropy-and-Information/bsmsp/1200512181

[Sha11] Ofer Shayevitz. On Rényi measures and hypothesis testing. In \textit{2011 IEEE International Symposium on Information Theory Proceedings}, pages 894–898. IEEE, 2011. doi:10.1109/ISIT.2011.6034266.

[Str86] Volker Strassen. The asymptotic spectrum of tensors and the exponent of matrix multiplication. In \textit{27th Annual Symposium on Foundations of Computer Science (SFCS ’86)}, pages 49–54. IEEE, 1986. doi:10.1109/SFCS.1986.52.

[Str87] Volker Strassen. Relative bilinear complexity and matrix multiplication. \textit{Journal für die reine und angewandte Mathematik}, 375:406–443, 1987. doi:10.1515/crll.1987.375-376.406.

[Str88] Volker Strassen. The asymptotic spectrum of tensors. \textit{Journal für die reine und angewandte Mathematik}, 384:102–152, 1988. doi:10.1515/crll.1988.384.102.

[Str91] Volker Strassen. Degeneration and complexity of bilinear maps: some asymptotic spectra. \textit{Journal für die reine und angewandte Mathematik}, 413:127–180, 1991. doi:10.1515/crll.1991.413.127.

[Str00] Volker Strassen. Asymptotic degeneration of representations of quivers. \textit{Commentarii Mathematici Helvetici}, 75(4):594–607, 2000. doi:10.1007/s000140050141.

[SU11] Edward R Scheinerman and Daniel H Ullman. \textit{Fractional graph theory: a rational approach to the theory of graphs}. Courier Corporation, 2011.

[Tom15] Marco Tomamichel. \textit{Quantum Information Processing with Finite Resources: Mathematical Foundations}, volume 5. Springer, 2015. \texttt{arXiv:1504.00233}, doi:10.1007/978-3-319-21891-5.

[VC17] Péter Vrana and Matthias Christandl. Entanglement distillation from Greenberger–Horne–Zeilinger shares. \textit{Communications in Mathematical Physics}, 352(2):621–627, 2017. \texttt{arXiv:1603.03964}, doi:10.1007/s00220-017-2861-6.
[Vid00] Guifrè Vidal. Entanglement monotones. *Journal of Modern Optics*, 47(2-3):355–376, 2000. arXiv:quant-ph/9807077, doi:10.1080/09500340008244048.

[Vra20] Péter Vrana. A family of multipartite entanglement measures. preprint, 2020. arXiv:2008.11108.

[Vra21] Péter Vrana. A generalization of Strassen’s theorem on preordered semirings. *Order*, 2021. arXiv:2003.14176, doi:10.1007/s11083-021-09570-7.

[WWY14] Mark M Wilde, Andreas Winter, and Dong Yang. Strong converse for the classical capacity of entanglement-breaking and Hadamard channels via a sandwiched Rényi relative entropy. *Communications in Mathematical Physics*, 331(2):593–622, 2014. arXiv:1306.1586, doi:10.1007/s00220-014-2122-x.

[WZ21] Avi Wigderson and Jeroen Zuiddam. Asymptotic spectra: Theory, applications and extensions. manuscript, 2021. URL: https://staff.fnwi.uva.nl/j.zuiddam/papers/convexity.pdf.

[Zui18] Jeroen Zuiddam. *Algebraic complexity, asymptotic spectra and entanglement polytopes*. PhD thesis, Institute for Logic, Language and Computation, 2018. URL: https://hdl.handle.net/11245.1/9a8030e9-f708-4c95-9d50-f2a5919e75ed.

[Zui19] Jeroen Zuiddam. The asymptotic spectrum of graphs and the Shannon capacity. *Combinatorica*, 39(5):1173–1184, 2019. arXiv:1807.00169, doi:10.1007/s00493-019-3992-5.