The structure of infectious disease outbreaks across the animal–human interface
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Despite the enormous relevance of zoonotic infections to worldwide public health, and despite much effort in modeling individual zoonoses, a fundamental understanding of the disease dynamics and the nature of outbreaks arising in such systems is still lacking. We introduce a simple stochastic model of susceptible-infected-recovered dynamics in a coupled animal-human metapopulation, and solve analytically for several important properties of the coupled outbreaks. At early timescales, we solve for the probability and time of spillover, and the disease prevalence in the animal population at spillover as a function of model parameters. At long times, we characterize the distribution of outbreak sizes and the critical threshold for a large human outbreak, both of which show a strong dependence on the basic reproduction number in the animal population. The coupling of animal and human infection dynamics has several crucial implications, most importantly allowing for the possibility of large human outbreaks even when human-to-human transmission is subcritical.
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I. INTRODUCTION

Zoonoses – infectious diseases that spill over from animals to humans – represent a major challenge in public health [1–3]. More than half of all known human pathogens are believed to be zoonotic [1], and zoonotic pathogens are associated with an overwhelming majority of emerging infectious diseases [4,5]. With the confluence of increased disruptions to wildlife ecosystems and the globalization of human travel, the threat of a zoonotic pandemic is not only heightened, but is increasingly a part of the public’s consciousness.

Recent research has sought to characterize and classify the salient features of zoonoses. Wolfe et al. proposed a framework to describe evolutionary stages through which pathogens might evolve from infecting only animals to infecting only humans [9]. Lloyd-Smith et al. advocated a refinement of that framework emphasizing the importance of the value of the basic reproduction number $R_0$, the average number of new human infections caused by an infectious human host in a fully susceptible human population, in order to distinguish among intermediate stages that transmit to varying degrees in both animals and humans [8]. Morse et al. suggested a different classification that emphasizes the dynamics of infection rather than pathogen properties, distinguishing “pre-emergence” (typically spillover from one animal host to another due to changes in habitat or land use) from “localized emergence” (transmission into human populations) [10].

While these frameworks are all useful for suggesting further inquiry (including ours), they are mostly descriptive in nature, and since they are not tied to specific models of cross-species spillover, they cannot by themselves be probed in further quantitative detail.

Mathematical models of zoonotic outbreaks are of increasing interest, but many important gaps still remain. The compilation of Lloyd-Smith et al. summarized 442 published mathematical models of various zoonotic diseases, concluding that models that explicitly incorporate cross-species spillover dynamics are “dismaying rare”, despite the fact that such events are the defining characteristic of zoonotic infection [3]. Many of the models summarized that do explicitly include cross-species spillover are risk-based models describing food-borne illness, with fluxes of infection related to some unknown level of initial contamination. These are essentially static, and are thus not applicable in situations where infection prevalence in the animal population is itself dynamic, as would be important for emerging zoonotic diseases. Finally, stochastic treatments of spillover dynamics are much less common than deterministic models, a fact echoed in a recent survey by Allen et al. [11]. Stochastic effects are expected to play dominant roles in outbreak dynamics immediately after an initially unknown number of primary (cross-species) infections have taken place. During this short period of time, public officials must make critical decisions based on limited and incomplete data. Truly informed decision making is not possible in the absence of appropriate quantification of uncertainties.

We address these gaps by analyzing a minimal stochastic model of directly transmitted zoonoses that explicitly incorporates cross-species transmission. Our model is restricted to
epizootic situations where infection is dynamic in the animal population, as might occur with the introduction of a disease into an amplifier animal host population [12,13] or with the emergence of a new, more virulent strain of an existing animal pathogen [8,14]. (Thus, the model is currently not applicable to endemic animal diseases that present an approximately constant force of infection to humans.) In these coupled animal-human outbreaks, the degree of human-to-animal transmission \( R_{0a}^h \) in our terminology, see below) is no longer the sole determinant of infection prevalence in the human population, but the degree of animal-to-animal transmission and animal-to-human transmission also become important. Formally, our model of zoonoses is an instance of a multitype branching process, and using well-established mathematical techniques, we obtain exact results for many important properties of cross-species outbreaks without needing to examine extensive ensembles of stochastic numerical simulations. While a solution to the full nonlinear problem is not forthcoming, analytical results can be derived in several important limits. At short times, we solve for the distribution of time to spillover into the human population as well as the distribution of the prevalence of animal infections at the time of spillover. Asymptotically at long times where we can characterize the distribution of outbreak sizes in the human population, we identify a parameter regime where large outbreaks are possible in human populations – sustained by repeated introductions from the animal population – even if human-to-human transmission is subcritical (i.e., when \( R_{0h}^h < 1 \)). Information only about infection in the human population is insufficient to distinguish such a scenario from one involving a single primary introduction followed by extensive human-to-human transmission (see fig. 1 bottom). Our systematic characterization of the spectrum of possible behaviors helps to augment and clarify the previously proposed frameworks. As with the classification in [10], we are ultimately interested the phenomenology of infection dynamics. But by tying those dynamics explicitly to a mechanistic model for cross-species infection, we aim to connect that phenomenology to particular regions in the model’s parameter space, such as was advocated in [3]. We see our work as a stepping stone toward more complex and realistic models that might help others to address the spatial and ecological aspects of zoonotic emergence, the evolution of virulence, and public health interventions in the form of dynamic control strategies.

II. MODEL

We focus here on spillover into humans from animal hosts on relatively short timescales, where the prevalence of infection in animals changes quickly relative to other processes, such as demographic changes in the host populations, host and pathogen evolution, etc. We assume that the animal hosts are not the natural reservoirs for the pathogen but receive the infection through a rare event, and that infection can be passed on directly to human hosts. The model does not include the possibility of “spillback” or reverse infection from humans to animals, an assumption which applies to most zoonoses.

Ours is a multitype stochastic susceptible-infected-recovered (SIR) model where the two host populations, animal and human, are fully mixed within their respective species, with a partial overlap between the species. The partial overlap or the ‘mixing fraction’, \( \nu \), represents the fraction of human hosts that are fully mixed with the animal hosts (which we denote as ‘Type 1 humans’). Figure 1(top) shows a schematic of the model and of the underlying SIR reactions; all reactions and reaction rates (probabilities per unit time) are summarized in Materials and Methods. The three types of possible infection transmission reactions are animal-to-animal (aa), animal-to-human (ah), and human-to-human (hh).

\[ R_{0a}^a, R_{0h}^a \] and \( R_{0h}^h \) are the basic reproduction numbers (average number of new infections in a fully susceptible population) corresponding to within-species infection (eq. 2a in Materials and Methods). \( R_{0h}^h \) is defined similarly for the cross-species interaction, i.e., the average number of new infections produced by a single infected animal host in the partially-mixed,
fully-susceptible human population (eq. 2b in Materials and Methods). Our results are valid in the limit of large system size for fixed ratio of animal and human population size \( N_a/N_h = \rho \), where the model reduces to a special case of a multi-type branching process (see Materials and Methods). The model includes no explicit time dependence and thus, the time of introduction of infection into the animal population can be taken as \( t = 0 \). This might occur, for example, following sudden ecological shifts that facilitate a species jump from wildlife to livestock, or the appearance of a novel mutation that provides a mechanism for an endemic pathogen to transmit more effectively in the animal reservoir.

In the absence of cross-species infection, our model would describe two uncoupled SIR processes. The stochastic SIR model has been widely studied [15], and we recount here some of its salient features. An outbreak is defined to be small (or self-limiting) if the total number of hosts infected is \( o(N) \) in the limit of infinite system size, \( N \to \infty \), i.e., its relative size does not scale with \( N \). Outbreaks are small with probability 1 below the critical threshold of \( R_0 = 1 \), whereas above the critical threshold this probability is strictly positive but less than 1. The corresponding defect in the probability mass is the probability of large outbreaks with characteristic sizes \( O(N) \). The average outbreak size diverges and the distribution of outbreak sizes shows a power-law scaling at the critical threshold.

III. RESULTS

A. Probability of spillover

A spillover event involves one or more primary infections in human hosts following the introduction of the disease into the animal population at \( t = 0 \). The asymptotic \( (t \to \infty) \) probability of spillover as a function of relevant model parameters (eq. [11.4] in Appendix) is shown in blue in Figure 2, also shown in gray is the probability of spillover given that there is a small outbreak in the animal population (eq. [A20] in Appendix). The probability of spillover is less than 1 because the outbreak can die out in the animal population before any primary human infections occur. Deterministic models associate spillover events with large outbreaks in the animal population. While large outbreaks do enhance the risk of spillover, small outbreaks also contribute. This result indicates that some spillovers may be almost impossible to trace back in the animal population if they arise from a small outbreak where only a few animal hosts were infected and no contact tracing data is available.

B. Time to spillover (first passage time)

In stochastic models, spillover between populations involves a time delay, the so-called first passage time for spread into the human population. Figure 3 (top) shows the mean (surface plot) and standard deviation (colormap) of the first passage time distribution (see Appendix for derivation). The
distribution is conditional on a spillover taking place, leading to a non-monotonic dependence on $R_{0a}$. First passage times for $R_{0a} < 1$ are limited by the timescale for the eventual extinction in the animal population: spillover must occur quickly if it is going to happen at all. The expected time to extinction in the animal population diverges as $R_{0a} \to 1$ leading to an increase in the mean first passage time. The mean also decreases with increasing $R_{0a}$ because of the increasing rate of animal-to-human transmission. The full distribution is useful for understanding the relevant timescales of spillover and their stochastic fluctuations. This serves two important purposes: first, it indicates whether demography should be factored into the model (i.e., whether spillover will take place on a timescale fast compared to demographic changes), and more crucially, it suggests strategies for optimal surveillance in the field to pinpoint the relevant timescales and surveillance frequencies needed to identify emerging zoonotic infections.

C. Disease prevalence in animals at first passage time

In the absence of animal surveillance, the first spillover into humans is usually the point at which the disease is first detected and control interventions are initiated [8]. While the first passage time reveals the timescale of spillover, the disease prevalence reveals the state of the system at spillover. The mean and the standard deviation of the number of infectious animal hosts at first passage time $I_a(T)$ are shown in figure 3 (bottom). (A similar plot for the number of recovered animal hosts is shown in Appendix figure A4). Given $I_a(T) = n$, maximum-likelihood estimation using this distribution yields a relationship among model parameters: $R_{0a} = (n-1)(R_{0h}+1)/n$. Assuming disease detection coincides with the first spillover event, interesting conclusions can be drawn. For $R_{0a}$ close to 1, the disease is likely to be detected late, but there will be a low prevalence in the animal population at that time. This is encouraging for public health interventions aimed at controlling the disease in the animal population, although the long delay before detection might provide the pathogen sufficient time to evolve greater virulence. For larger $R_{0a}$ the spillover is likely to happen relatively early, but the disease prevalence may be quite large, making control difficult. Our results indicate that the fluctuations in the prevalence at spillover increase with $R_{0a}$; in contrast to the first passage time which has the highest fluctuations near $R_{0a} = 1$. This highlights the intrinsic challenges to parameter estimation in order to build predictive models based on prevalence information.

D. Small outbreaks and critical threshold

Unlike SIR dynamics in a single population, in our multispecies SIR model the expected outbreak size diverges if either $R_{0a}$ or $R_{0h}$ exceeds 1 (i.e., the threshold is at $\max(R_{0a}, R_{0h}) = 1$; see Appendix). Thus, large outbreaks in the human population are possible even if $R_{0h} < 1$, which introduces the notion of spillover-driven large outbreaks. As in the case of the single-type SIR, small outbreaks occur with nonzero probability throughout the parameter space of our multitype model, albeit with decreasing probability as the system moves beyond the critical threshold. Figure 3A depicts the probability of a small outbreak plotted against $R_{0a}$ and $R_{0h}$ for a fixed $R_{0a}$. Also plotted in Figure 3B-D are the distributions of small outbreak sizes, which exhibit power-law scaling behavior at the critical threshold boundary $\max(R_{0a}, R_{0h}) = 1$. There is a line of critical points at $R_{0a} = 1$, $0 < R_{0h} < 1$ and at $R_{0h} = 1$, $0 < R_{0a} < 1$; along both these lines, the scaling behavior is as in a simple SIR model, with the probability of observing an outbreak of size $n$ decaying as $P(n) \sim n^{-3/2}$ (Figure 3B & D). While identical in the outbreak size scaling, the two lines of the threshold boundary differ on the scaling of the average outbreak size which scale as $O(\min(N_a^{1/3}, N_h^{1/2}))$ for $R_{0a} = 1$, $0 < R_{0h} < 1$ and $O(N_h^{1/3})$ for $R_{0h} = 1$, $0 < R_{0a} < 1$. This has implications for determining whether the outbreak is spillover-driven or intrinsically driven: for $N_h \gg N_a^{2/3}$, the abundance of animal hosts, rather than the human hosts, would be a stronger predictor of the human outbreak size. Secondly, for $N_h \ll N_a^{2/3}$, a spillover-driven outbreak has a greater extent of $O(N_h^{1/3})$ as compared to an intrinsically driven outbreak which is capped at $O(N_h^{1/3})$. Figure 3C demonstrates that the system exhibits a different scaling behavior, $P(n) \sim n^{-3/2}$, at the multicritical point $R_{0a} = R_{0h} = 1$ with the average outbreak size scaling with population sizes $N_a$ and $N_h$ as $O(\min(N_a^{1/3}, N_a N_h^{1/7}))$. See Appendix for derivation of these results, as well as comparisons between analytical results and simulations for finite-size systems. At the multicritical threshold, the outbreak sizes for the epidemics in the animal and human populations diverge simultaneously, resulting in a new universality class with a different scaling behavior. Our minimal model has washed out most of the small-scale details underlying a zoonotic infection, but we expect – as is the case with other continuous phase transitions in statistical physics[10] – that many of those details will be irrelevant in determining the scaling behavior near the critical threshold. In this regard, we note that same $n^{-3/2}$ scaling – arising from one critical process driving another – has been reported recently in a different, albeit related, multitype critical branching process intended to model multistage SIR infections [17].

E. Large human outbreak

Above threshold, there is a nonzero probability of large outbreaks in the human population. This probability (Eq. 6 in Materials and Methods) is shown in Figure 4 (top) as a surface plot in the $R_{0a} - R_{0h}$ plane for different values of $R_{0a}$. Region B represents the probability of a spillover-driven large outbreak. As noted previously, these outbreaks are 'large' despite $R_{0h} < 1$, which makes a classification of zoonotic infection based solely on $R_{0h}$ insufficient for this system. As demonstrated in Appendix (figure A10), the dynamics of
a large outbreak driven by repeated spillover events can be almost indistinguishable from one dominated by human-to-human transmission. Region C in figure 5 (top) represents the probability of a large human outbreak resulting from a finite number \(o(N)\) of primary infections but sustained only by human-to-human transmission \(R_{0h} > 1\). The probability shows dependence on all three \(R_{0h}\)'s, in contrast to the simple SIR where the probability of large outbreak is simply \(1 - 1/R_{0h}\). Region D shows probability of a large outbreak resulting from the confluence of repeated spillovers and sustained human-to-human transmission. The mean fraction of hosts that are infected during a large outbreak is given by the solution of the transcendental equations for \(f_a\) (animals) and \(f_h\) (humans):

\[
1 - f_a = e^{-R_{o}^{a}f_a}
\]

\[
1 - f_h = (1 - \nu + \nu e^{-\lambda f_h}) e^{-R_{0h}^{h} f_h}
\]

\[
\lambda \equiv \rho R_{0h}^{h}/\nu
\]

Equation 1a is the well-known equation for the final size of a single-type SIR. Note that equation 1b in the limits of \(\nu \rightarrow 0\), \(\lambda \rightarrow 0\), or \(R_{0a}^{a} \rightarrow 0\) reduces to the case a simple SIR as well. All these limits represent an outbreak where the spillover only acts as the conduit for introduction of pathogen in the human hosts but does not affect the dynamics or final size. As can be verified in equation 1b, the final size is positive for \(R_{0h}^{h} < 1\), provided \(\nu, \lambda, R_{0a}^{a} > 0\). These are the necessary conditions for a spillover-driven large outbreak to occur. Interestingly, primary infections directly transmitted from animals may not always dominate the composition of human outbreaks even when \(R_{0h}^{h} < 1\). Only for \(R_{0h}^{h} < 1/2\) do primary infections occur more frequently than secondary ones on average. For \(1/2 < R_{0h}^{h} < 1\), there are regions in parameter space where secondary infections could dominate even though the human outbreak is driven by the animal epidemic (see Appendix for proof and discussion). For small outbreaks, secondary infections strictly dominate when \(R_{0h}^{h} > 1/2\), a result that has been noted previously (eq. 4 in [13]). We also calculate the standard deviation of the final size distribution as a function of model parameters using established methods from the theory of metapopulation models (see Appendix). Figure 5...
We have presented and analyzed a stochastic model of coupled infection dynamics in an animal-human metapopulation. While some of these results derive from the existing theory of multitype birth-death processes [19–21], branching processes [17/22] and metapopulation models [23/24], other results are new, and this work represents the first application of such results to the study of zoonoses. We have described spillover from animal to human populations, but such a model – or a variant of it – would be applicable to other cross-species infections, such as among different animal hosts. In metapopulation models, the specific form of the inter-population coupling arises from the particular processes or population structure that one aims to address with such coupling. In our model, the existence of a smaller, at-risk population of animal-exposed humans is motivated in particular by the ecology of animal-human interactions. Different forms of coupling might be more applicable to other cross-species infections.

The coupling of animal and human infectious disease dynamics results in important changes to the structure of outbreaks in human populations as compared to those in a human-only SIR model. In the subcritical regime where stuttering chains of transmission dominate, this coupling enhances the probability of longer chains (Figure 4C), which could allow for greater opportunity for pathogen adaptation to human hosts [3, 25]. The picture that emerges from our analysis of the coupled system is somewhat qualitatively different than the zoonotic classification schemes that have been previously proposed [3, 9]. In particular, a large outbreak cannot be attributed solely to \( R_{0,h} > 1 \): Stages II, III and IV discussed in [3, 9] can all support large outbreaks in the human population if driven sufficiently hard by an animal outbreak. This could have important ramifications for zoonotic diseases where human-to-human transmission is not the crucial determinant of the epidemic outcome such as rabies, Hendra and Menangle [8, 10]. The cross-species coupling also complicates the problem of inference and parameter estimation in the face of a new outbreak.

In addition, our analysis suggests the need to be precise with other terminology. The term ‘stuttering chain’ has been used in literature [3, 25] to describe a chain of infections starting from a single infectious host that goes extinct without affecting a significant fraction of the host population. For the single-type SIR model, the term is synonymous with ‘small outbreak’ as we have defined here, and the epidemic threshold is the point in parameter space at which the average length of such chain diverges. But in our multitype SIR model, the term ‘stuttering chain’ cannot be used interchangeably with ‘small outbreak’. Since multiple introductions can occur in the human population, an outbreak is small if and only if (1) a finite number of distinct infection chains occur in the human population, and (2) all such chains stutter to extinction. A large outbreak in the human hosts occurs when any one of these conditions is violated. Specifically, a spillover-driven large outbreak occurs when the number of infection chains diverges, which can happen if \( R_{0,aa} > 1 \). Separately, the length of any one such chain can diverge if \( R_{0,hh} > 1 \).

The mechanism details of our model allow us to capture the phenomenology associated with a wide range of zoonoses. Transmission rates reflect a number of ecological and immunological factors, which can be difficult to disentangle. We have taken a first step in doing so by explicitly accounting for an at-risk human subpopulation through the ‘mixing fraction’ \( \nu \), which describes the geographical or ecological overlap between humans and animals. This overlap can vary significantly in different situations (e.g., bush-meat trade in sub-Saharan Africa versus poultry and pig farming practices in south-east Asia). The remaining details of animal-human transmission remain embedded in the parameter \( R_{0,h} \), which must be unraveled for any particular disease through further research. Interestingly, the basic reproduction numbers are sufficient to describe the properties of an outbreak on short timescales (e.g., time to spillover, the probability of spillover, and distribution of sizes of small outbreaks), whereas the other model parameters are relevant in determining the attributes of the epidemic process at longer times (e.g., mean final size and variance of large outbreaks).

The community has advocated ‘model-guided fieldwork’ [3, 7, 24], as well as increased collaboration between public health scientists and ecologists in developing integrated approaches to predicting and preventing zoonotic epidemics [8]. Mathematical analysis needs to play a central role in such activities, in order to assess the implications of model assumptions. The model we have analyzed certainly does not describe all of the complexity of cross-species infection, and any more comprehensive theory would need to account for other factors such as the ecology of interactions between wildlife and domesticated animals, the encroachment of human development into animal habitats, the evolution of virulence, and the propensity for pathogens to successfully jump across species. But in distilling some essential features of cross-species outbreaks, we hope to identify key aspects of phenomenology, highlight the role of important processes, and suggest further inquiry into particular systems of interest.

V. MATERIALS AND METHODS

A. Model equations

See figure 6 for model reaction equations.
The process can be summarized by the following reactions.

\[
\begin{align*}
(S_a, I_a, R_a) & \xrightarrow{\beta_{aa} I_a/N_a} (S_a - 1, I_a + 1, R_a) \\
(S_a, I_a, R_a) & \xrightarrow{\gamma_a} (S_a - 1, I_a - 1, R_a + 1) \\
(S_{h,1}, I_{h,1,p}, R_{h,1,p}) & \xrightarrow{\gamma_{h,1,p}} (S_{h,1}, I_{h,1,p} - 1, R_{h,1,p} + 1) \\
(S_{h,1}, I_{h,1,p}, R_{h,1,p}) & \xrightarrow{\beta_{h,1} S_{h,1}/N_a} (S_{h,1} - 1, I_{h,1,p} + 1, R_{h,1,p}) \\
(S_{h,1}, I_{h,1,s}, R_{h,1,s}) & \xrightarrow{\gamma_{h,1,s}} (S_{h,1}, I_{h,1,s} - 1, R_{h,1,s} + 1) \\
(S_{h,1}, I_{h,1,s}, R_{h,1,s}) & \xrightarrow{\beta_{h,1} S_{h,1}/N_h} (S_{h,1} - 1, I_{h,1,s} + 1, R_{h,1,s}) \\
(S_{h,2}, I_{h,2}, R_{h,2}) & \xrightarrow{\gamma_{h,2}} (S_{h,2} - 1, I_{h,2} + 1, R_{h,2}) \\
(S_{h,2}, I_{h,2}, R_{h,2}) & \xrightarrow{\beta_{h,2} S_{h,2}/N_h} (S_{h,2} - 1, I_{h,2} + 1, R_{h,2}) \\
\end{align*}
\]

FIG. 6. Model Reactions with rates (probabilities per unit time).

The subscripts ‘1’ and ‘2’ identify the type of human host. Type 1 humans can receive infection from both species. Type 2 can only receive infection from humans. The subscripts ‘p’ and ‘s’ distinguish between primary and secondary infections, e.g., \(I_{h,1,s}\) is the number of infected human hosts in type 1 infected via secondary transmission. \(I_{h}\) is the total number of infected humans, i.e., \(I_{h} = I_{h,1,p} + I_{h,1,s} + I_{h,2}\).

### B. Basic reproduction numbers

\[
\begin{align*}
R_{0}^{aa} &= \frac{\beta_{aa}}{\gamma_a}, & R_{0}^{hh} &= \frac{\beta_{hh}}{\gamma_h} & (2a) \\
R_{0}^{ah} &= \frac{\nu \beta_{ah}}{\rho \gamma_a} & \equiv & \frac{\beta_{ah}}{\gamma_a} & \equiv & \frac{\nu \lambda}{\rho} & (2b)
\end{align*}
\]

### C. Multitype linear birth-death process

In the limit of large system size, a subset of the linearized process can be summarized by the following reactions.

\[
\begin{align*}
(I_a, R_a) & \xrightarrow{\beta_{aa} I_a} (I_a + 1, R_a) \\
(I_a, R_a) & \xrightarrow{\gamma_a} (I_a - 1, R_a + 1) \\
(I_a, Z_{h,p}, Z_{h,s}) & \xrightarrow{\beta_{h,1,s} I_{h,1,s}} (I_a + 1, Z_{h,p} + 1, Z_{h,s})
\end{align*}
\]

where \(Z_{a} = I_{a} + R_{a}\) in above process. The joint distribution of the process \((I_{a}, R_{a}, Z_{h,p})\) is generated from the following PGF (probability generating functions) which has an explicit analytical solution [19][23].

\[
G_{ah}(x, y, z; t) = \sum_{l,m,n} \mathbb{P}[I_{a}(t) = l, R_{a}(t) = m, Z_{h,p}(t) = n] x^{l} y^{m} z^{n}
\]

Once the PGF \(G_{ah}(x, y, z; t)\) is solved analytically (see Appendix), the distribution of primary infections \(Z_{h,p}(t)\) can be generated by \(G_{ah}(1, 1, z; t)\) and that of first passage time \(T\) is extracted by noting that

\[
\mathbb{P}[T \leq t] = \mathbb{P}[Z_{h,p}(t) > 0]
\]

The probability of spillover is simply \(\mathbb{P}[T < \infty] = \mathbb{P}[Z_{h,p}(\infty) > 0]\). Finite size corrections to the probability of spillover can be calculated analytically. See Appendix for details.

### D. Multitype branching processes

The joint distribution of the number of infected animals and primary human infections at the end of an outbreak is generated by \(G_{ah}(1, y, z; \infty)\). This yields the following PGFs for the marginal distributions.

\[
\begin{align*}
H_{a}(y) &= G_{ah}(1, y, 1; \infty) \\
H_{h,p}(z) &= G_{ah}(1, 1, z; \infty)
\end{align*}
\]

The distributions of primary and secondary infections can be combined assuming tree-like structure for the composite infection chains which gives the nested PGF for the human outbreak sizes.

\[
H_{h}(x) = H_{h,p}(x H_{h,a}(x))
\]

where \(H_{h,a}(x)\) is the PGF for the secondary transmissions originating from a single primary (15) in Appendix). The probability of a large human outbreak is the defective probability mass in the distribution.

\[
\mathbb{P}[\text{large outbreak}] = 1 - H_{h}(1)
\]

### E. Finite size effects

Although the theory is derived in the limit of infinite populations, we find a good agreement with simulations done for system sizes as low as \(N_{a}, N_h = 10^{3}\). The simulations are done using Gillespie’s direct method [27][28].
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Appendix A: Dynamics of the multi-type birth and death process

We investigate the multi-type SIR model (figure 8 in Materials and Methods) in the limit of \( N_a, N_h \to \infty, N_a/N_h \to \rho \). In this limit, the process reduces to a multitype birth-death process. Let \( Z_s(t) = I_s(t) + R_s(t) \) where \( \star \) stands for particular subscripts used in what follows. \( Z_{h,}\(a\)(t) \) denotes the number of primary human infections and \( Z_{h,}\(a\)(t) \) the number of secondary human infections irrespective of the human host type. The total number of infected human hosts is then \( Z_h(t) = Z_{h,}\(a\)(t) + Z_{h,}\(h\)(t) \). The multitype linear birth-death process is summarized by the following reactions:

\[
\begin{align*}
(I_a, R_a) & \xrightarrow{\beta_{aa}} (I_a + 1, R_a) \\
(I_a, R_a) & \xrightarrow{\gamma_a} (I_a + 1, R_a + 1) \\
(I_h, Z_{h, p}, Z_{h, s}) & \xrightarrow{\beta_{ah}} (I_h + 1, Z_{h, p} + 1, Z_{h, s}) \quad (A1) \\
(I_h, Z_{h, p}, Z_{h, s}) & \xrightarrow{\gamma_{ah}} (I_h + 1, Z_{h, p}, Z_{h, s} + 1) \\
(I_h, Z_{h, p}, Z_{h, s}) & \xrightarrow{\gamma_{hh}} (I_h + 1, Z_{h, p}, Z_{h, s})
\end{align*}
\]

where \( \hat{\beta}_{ah} \equiv \nu \beta_{ah}/\rho \). The basic reproduction numbers associated with the \( aa, ah \) and \( hh \) transmissions are (cf. eq. 2-26 in Materials and Methods)

\[
R_{aa}^\infty = \frac{\beta_{aa}}{\gamma_a}, \quad R_{ah}^\infty = \frac{\beta_{ah}}{\gamma_h}, \quad R_{hh}^\infty = \frac{\nu \beta_{hh}}{\rho \gamma_h} \equiv \frac{\hat{\beta}_{hh}}{\gamma_h}
\]

In our model, we have used the population of the animal hosts to dilute the per-contact rate of transmission, i.e.

\[
\text{rate}_{AH} = \frac{\beta_{ah} S_{h,1} I_a}{N_a}
\]

Alternatively, one might construct a different version of the model that uses the population of at-risk human hosts to dilute the transmission rate,

\[
\text{rate}_{AH} = \frac{\beta_{ah} S_{h,1} I_a}{\nu N_h}
\]

The choice of a particular cross-species rate depends on the context and the animal-human ecology for a specific disease. We shall proceed with the first description (eq. A3), but note that the results are independent of the choice, as long as the parameter \( R_{ah}^\infty \) is rescaled accordingly.

The distribution of the process can be solved using probability generating functions (PGFs) \( G(t) \). Let \( G_a(x, y, u, z, w; t) \) be the PGF for the joint distribution of the dynamic variables when a single animal host was infected at time 0. Similarly, let \( G_h(u, w; t) \) be the PGF for the joint distribution of \( (I_h(t), Z_{h, s}(t)) \) where a single human host is infected at time 0 and there is no cross-species transmission. From eq. \( H \), we can write down the following backward equation for these generating functions:

\[
\begin{align*}
\frac{\partial G_a}{\partial t} & = U_a(G_a, y, G_h, z, w) \quad (A5) \\
\frac{\partial G_h}{\partial t} & = U_h(G_h, w)
\end{align*}
\]

where \( U_a(x, y, u, z, w) \) and \( U_h(u, w) \) are given by

\[
\begin{align*}
U_a(x, y, u, z, w) & = \beta_{aa} x^2 + \gamma_a y - (\beta_{ah} + \hat{\beta}_{ah} + \gamma_a) x + \beta_{ah} x u z \\
U_h(u, w) & = \beta_{hh} u^2 w + \gamma_h - (\beta_{hh} + \gamma_h) u
\end{align*}
\]

The initial conditions for this set of equations are

\[
\begin{align*}
G_a(x, y, u, z, w; 0) & = x \\
G_h(u, w; 0) & = u
\end{align*}
\]
The equation for $G_h$ can be solved exactly. The solution is provided in [1,2] and we reproduce it here.

$$G_h(u, w; t) = \frac{A_h(B_h - u) + B_h(u - A_h)e^{-\beta_h w(B_h - A_h)t}}{(B_h - u) + (u - A_h)e^{-\beta_h w(B_h - A_h)t}}$$  \hspace{1cm} (A8)

where $A_h(w)$ and $B_h(w)$ are solutions of the following quadratic equation such that $0 < A_h < 1 < B_h$.

$$R_0^{hh} w s^2 - (R_0^{hh} + 1)s + 1 = 0$$

The PGF $G_h$ quantifies the distribution of a single small outbreak or stuttering chain [3] which is disentangled from the A-H transmission dynamics. The more interesting aspect of the zoonoses dynamics is captured by the first equation (for $G_h$). While a full analytical solution to the process has recently been solved [4], we require the solution to a subset of the complete process as described in the next section.

1. Distribution of primary human infections

The distribution of $(I_a, R_a, Z_{h,p})$ is governed by a reduced set of reaction equations.

\begin{align}
(I_a, R_a, Z_{h,p}) &\xrightarrow{\beta_{aa}I_a}(I_a + 1, R_a, Z_{h,p}) \\
(I_a, R_a, Z_{h,p}) &\xrightarrow{\gamma_{ah}}(I_a - 1, R_a + 1, Z_{h,p}) \\
(I_a, R_a, Z_{h,p}) &\xrightarrow{\beta_{ah}I_a}(I_a, R_a, Z_{h,p} + 1)
\end{align}

(A9)

Let $G_{ah}(x, y, z; t)$ represent the PGF for the distribution of the above process. Following the methods outlined in [2], we obtain the following solution to the system. The distribution reported here has been solved before in the context of a human-only epidemic process with two types of hosts [5].

$$G_{ah}(x, y, z; t) = \frac{A_h(B_h - x) + B_h(x - A_h)e^{-\beta_{aa}(B_h - A_h)t}}{(B_h - x) + (x - A_h)e^{-\beta_{aa}(B_h - A_h)t}}$$  \hspace{1cm} (A10)

where $A_a(y, z)$ and $B_a(y, z)$ are roots of the following quadratic equation such that $0 < A_a < 1 < B_a$.

$$R_0^{aa}s^2 - (R_0^{aa} + 1 + R_0^{hh}(1 - z))s + y = 0$$  \hspace{1cm} (A11)

In subsequent sections, we shall require the value of roots at the point $z = 0$. Adopting notation from [6], we define

$$V_0(y) = A_a(y, 0) \quad v_0 = A_a(1, 0)$$
$$V_1(y) = B_a(y, 0) \quad v_1 = B_a(1, 0)$$

(A12)

2. First passage time

We define the time to spillover as the first passage time $T$ for human infection, i.e., as the time when the first primary infection occurs in the human hosts.

$$\mathbb{P}[T < t] = \mathbb{P}[Z_{h,p}(t) > 0]$$
$$= 1 - G_{ah}(1, 1, 0; t)$$
$$= 1 - \frac{v_0(v_1 - 1) + v_1(1 - v_0)e^{-\beta_{aa}(v_1 - v_0)t}}{(v_1 - 1) + (1 - v_0)e^{-\beta_{aa}(v_1 - v_0)t}}$$

(A13)

The distribution is plotted in figure [A1] along with results of discrete event simulation drawn from the underlying set of reactions. Simulations were done using Gillespie’s direct method [7] for reaction kinetics. Figure [A2] shows slices of the mean first passage time surface (figure [3] in main text) with one standard deviation spread. It can be seen that the distribution is defective since the disease can go extinct in the animal population before the first primary transmission occurs in the human population. Thus, we can calculate the probability of spillover as

$$\mathbb{P}[T < \infty] = 1 - v_0$$  \hspace{1cm} (A14)
The conditional distribution \( P[T < t \mid T < \infty] \) is

\[
P[T < t \mid T < \infty] = \frac{1 - e^{-\beta a a (v_1 - v_0)t}}{1 + (1 - v_0) e^{-\beta a a (v_1 - v_0)t}}
\]  \(\text{(A15)}\)

\[a. \text{ Moments of first passage time}\]

\[
E[T^n \mid T < \infty] = \frac{E[T^n \mathbb{1}_{\{T < \infty\}}]}{P[T < \infty]} = \frac{E[(T\mathbb{1}_{\{T < \infty\}})^n]}{P[T < \infty]} = n \int_0^\infty t^{n-1} P[T < t \mid T < \infty] dt = n (v_1 - v_0) \int_0^\infty \frac{t^{n-1} e^{-\beta a a (v_1 - v_0)t}}{(v_1 - 1) + (1 - v_0) e^{-\beta a a (v_1 - v_0)t}} dt
\]

Let \( c = v_1 - 1, d = 1 - v_0 \) and \( k = \beta a a (v_1 - v_0) \).

\[
E[T^n \mid T < \infty] = \frac{nk}{\beta a a} \int_0^\infty \frac{t^{n-1} e^{-kt}}{c + de^{-kt}} dt
\]

This is the integral of the Bose-Einstein distribution which can be expressed using the polylogarithm function.

\[
= -\frac{n!}{\beta a a k^{n-1}} L_{a a} \left( -\frac{d}{c} \right) = \frac{n!}{(\beta a a)^n (v_0 - 1) (v_1 - v_0)^{n-1}} L_{a a} \left( \frac{v_0 - 1}{v_1 - 1} \right)
\]  \(\text{(A17)}\)

where \( L_{a a}(z) \) is the polylogarithm function of order \( n \). Putting \( n = 1 \) in the expression, we obtain the conditional expected value of the first passage time.

\[
E[T \mid T < \infty] = \frac{1}{\beta a a (v_1 - v_0)} \log \left( \frac{v_1 - v_0}{v_1 - 1} \right)
\]  \(\text{(A18)}\)

To our knowledge, only the first moment has been reported earlier in [6], which was in the context of population genetics.

3. Finite-size corrections to probability of spillover

The probability of spillover, as calculated in eq. [A14] is valid only in the limit of \( N_a, N_h \to \infty \). Deviations from this result are expected for finite system sizes, which we report here. Using the law of total probability we can write

\[
P[\text{spill}] = P[\text{spill} \mid \text{small outbreak}] \cdot P[\text{small outbreak}] + P[\text{spill} \mid \text{large outbreak}] \cdot P[\text{large outbreak}]
\]  \(\text{(A19)}\)

where the probability is conditioned on the state of the outbreak in the animal population. Henceforth, we shall use the symbol \( P^\infty \) to represent the probability calculation done in the infinite system size limit whereas we shall use the symbol \( P^N \) for probability in the finite size calculation. For \( R_0^{aa} \leq 1 \), all outbreaks are small and there are no corrections to eq. [A14]. For \( R_0^{aa} > 1 \), the probability of a large outbreak is non-zero. In the infinite size limit, it is implicitly assumed that \( P^\infty[\text{spill} \mid \text{large outbreak}] = 1 \). Using this result and \( P^\infty[\text{large outbreak}] = 1 - 1/R_0^{aa} \) in eq. [A19] we can calculate \( P^\infty[\text{spill} \mid \text{small outbreak}] \) where \( R_0^{aa} > 1 \).

\[
P^\infty[\text{spill} \mid \text{small outbreak}; R_0^{aa} > 1] = 1 - R_0^{aa} v_0
\]  \(\text{(A20)}\)

We assume that the above result will hold for finite \( N \) as well. Since small outbreaks are \( o(N) \) in size, their distribution is independent of the total system size provided \( N \gg 1 \). More formally, we assume

\[
P^N[\text{spill} \mid \text{small outbreak}] = P^\infty[\text{spill} \mid \text{small outbreak}]
\]

Now we calculate the finite size equivalent of \( P^\infty[\text{spill} \mid \text{large outbreak}] \) using the hazard function. For this calculation, we ignore the fluctuations around the mean and assume that the animal epidemic obeys the deterministic SIR. Before the first primary infection, the entire human population is susceptible and thus \( S_{a a}(t) = v N_h \).

\[
P^N[\text{spill} \mid \text{large outbreak}] = 1 - \exp \left\{ - \int_0^\infty \frac{\beta a h \nu_S}{N_a} I_a dt \right\} = 1 - \exp \left\{ - N_a R_0^{ah} f_a \right\}
\]  \(\text{(A21)}\)

where

\[
f_a = \lim_{N_a \to \infty} \frac{E[R_a(\infty)]}{N_a}
\]  \(\text{(A22)}\)

is obtained by solving the final size equation for a simple SIR

\[
1 - f_a = e^{-R_0 f_a}
\]

From eq. [A21] \( P^N[\text{spill} \mid \text{large outbreak}] \to 1 \) as \( N_a \to \infty \) and this agrees with the large system size limit (eq. [A14]). Using the law of total probability, we now arrive at the probability of spillover with finite size corrections.

\[
P^N[\text{spill}; R_0^{aa} \leq 1] = 1 - v_0
\]  \(\text{(A23)}\)

\[
P^N[\text{spill}; R_0^{aa} > 1] = 1 - v_0 - \left( 1 - \frac{1}{R_0^{aa}} \right) \exp \left\{ - N_a R_0^{ah} f_a \right\}
\]

Figure [A3] shows the comparison of finite size corrections as calculated using eq. [A23] with stochastic simulations.

In the limit of vanishingly small \( R_0^{ah} \), it is important to consider the limit of \( R_0^{ah} N_a \) as \( N_a \to \infty \). Let \( \xi = R_0^{ah} N_a \). The probability of spillover presented in the main text (figure[2]) assumes the limit of \( \xi \to \infty \). More generally, the probability of spillover simplifies to

\[
\lim_{R_0^{ah} \to 0, N_a \to \infty} P^N[\text{spill}; R_0^{aa} \leq 1] = 0
\]  \(\text{(A24)}\)

\[
\lim_{R_0^{ah} \to 0, N_a \to \infty} P^N[\text{spill}; R_0^{aa} > 1] = \left( 1 - \frac{1}{R_0^{aa}} \right) [1 - \exp \{ -\xi f_a \}]
\]

Thus, depending on the value of \( \xi \), the limiting value for the probability of spillover when \( R_0^{ah} \to 0 \) can assume any value in the range \([0, 1 - 1/R_0^{aa}]\). Thus, if \( R_0^{ah} \gg 1 \), then the probability of spillover is indeterminate if there is no information about \( R_0^{ah} N_a \).

4. Prevalence in the animal population at spillover

The distribution of infectious and removed hosts in the animal population at the first passage time can be calculated by methods outlined in [6]. By interpreting our process as linear birth-death-killing (BDK) process, the distribution of infectious hosts at spillover is the same as the distribution of killing position in the BDK process – geometrically distributed with parameter \( 1 - 1/v_1 \) where \( v_1 \) was defined...
in eq. A12. The calculation can be extended to include removed hosts as well (which was not part of the original results in [5]). The joint distribution of infectious and removed hosts at first passage time is generated by the following PGF.

\[ H_0^G(x, y) = \frac{x(v_1 - 1)}{V_1(y)} - x \]  

(A25)

The surface plot for the mean number of infectious animal hosts at first passage time was shown in figure 3 (main text) and the same for the number of removed animal hosts is shown in figure A3. The distribution is sampled analytically in figure A5 and the results are compared with stochastic simulations for finite system sizes. As seen in the figure A3 (top), the tail of the analytical distribution overestimates the prevalence slightly because of epidemic saturation that occurs in finite size SIR.

Given a prevalence of \( n \) infected animal hosts at spillover (and no information about removed hosts), the maximum likelihood estimate for the parameters yields the equation \( v_1 = n / (n - 1) \). From eq. A11 and A12, we arrive at the following relationship between the model parameters

\[ R_0^a = (n - 1) \left( R_0^h + \frac{1}{n} \right) \]  

(A26)

Appendix B: Branching Processes

Here we solve the distribution of outbreak sizes for small outbreaks in the limit of large system size. An outbreak is small (or self-limited) if its size is a vanishingly small fraction of the system size in the limit \( N \to \infty \). On the other hand, an outbreak whose size is a non-trivial fraction of the system size is defined a large outbreak [8,9].

A generating function always describes the distribution of finite sized components. We shall therefore assume that the outbreaks are self-limited in this calculation. For the animal population, let \( H_a(z) \) be the PGF for the distribution of outbreak sizes. From equation A10, we obtain

\[ H_a(z) = G_{ah}(1, z; 1; \infty) = A_a(z, 1) \]

\[ = \frac{R_0^a + 1 - \sqrt{(R_0^a + 1)^2 - 4R_0^a z}}{2R_0^a} \]  

(B1)

Let \( H_{h,p}(x) \) be the PGF for the distribution of primary infections in the human population. Then, from equation A10, we obtain

\[ H_{h,p}(x) = G_{ah}(1, 1, x; \infty) = A_p(1, x) \]  

(B2)

\[ = \frac{R_0^a + 1 + R_0^a(1 - x) - \sqrt{(R_0^a + 1 + R_0^a(1 - x))^2 - 4R_0^a z}}{2R_0^a} \]

Each primary infected host in the human population acts as the progenitor for a branching process comprising of secondary infections. Let \( H_{h,s}(z) \) be the PGF for the distribution of secondary infections emanating from a primary progenitor. Then, from equation A8

\[ \hat{H}_{h,s}(z) = G_{hs}(1, z; \infty) = A_h(z) \]

\[ = \frac{R_0^h + 1 - \sqrt{(R_0^h + 1)^2 - 4R_0^h z}}{2R_0^h} \]  

(B3)

The PGF for the joint distribution of primary and secondary infections can be written as

\[ H_h(x, z) = H_{h,p}(x \hat{H}_{h,s}(z)) \]  

(B4)

The PGF for the total number (irrespective of whether the infection was primary or secondary) is given by

\[ H_h(z) = H_{h,p}(z H_{h,s}(z)) \]  

(B5)
for fixed simulation runs done using Gillespie’s direct method. All results are obtained using Cauchy integral formula

Following [10], we can extract probability of infected using Cauchy integral formula 

\[ \text{FIG. A5.} \] The distribution of the number of infectious animal hosts (top), and the number of removed animal hosts (bottom) at first passage time \( T \) for finite system size \( (N_a = N_b = 1000) \). Solid line represents the analytical solution obtained by sampling from the PGF (eq. A25). Colored markers represents values calculated from simulation runs done using Gillespie’s direct method. All results are for fixed \( R_0^a = 0.1 \).

Lastly, the PGF for secondary infections is given by

\[ H_{h,s}(z) = H_h(1, z) \]  \hspace{1cm} (B6)

Following [10], we can extract probability of \( n \) human hosts getting infected using Cauchy integral formula

\[ P[Z_h(\infty) = n] = \frac{1}{2\pi i} \oint \frac{H_h(z)}{z^n+1} \, dz \]  \hspace{1cm} (B7)

where the integral is done over the unit circle \( |z| = 1 \) in the complex plane. Similarly, the joint probability distribution can be extracted by extending the Cauchy integral formula to higher dimensions.

\[ P[Z_{h,p}(\infty) = m, Z_{h,s}(\infty) = n] = \frac{1}{(2\pi i)^2} \oint \frac{H_{h,p}(x,z)}{x^{m+1}z^{n+1}} \, dx \, dz \]  \hspace{1cm} (B8)

where the integrals are over two unit circles in the \( x \) and \( z \) complex planes.

2. Critical threshold

The critical threshold is defined as the point in parameter space where the average outbreak size diverges [8] and the probability of a large outbreak becomes greater than 0. For the animal population,

\[ \mathbb{E}[R_a(\infty)] = H'_a(1) \]

\[ = \frac{1}{1 - R_0^{\alpha_a}} \]  \hspace{1cm} (B9)

which yields the condition \( R_0^{\alpha_a} = 1 \) as the critical threshold. For the human population,

\[ \mathbb{E}[Z_h(\infty)] = H'_h(1) \]

\[ = H'_{h,p}(1) \{ 1 + H'_h, s(1) \} \]

\[ = \frac{R_0^{\alpha_h}}{(1 - R_0^{\alpha_a})(1 - R_0^{\beta_h})} \]  \hspace{1cm} (B10)

From the above expression, the critical threshold for the human population is given by \( \max(R_0^{\alpha_a}, R_0^{\beta_h}) = 1 \).

3. Asymptotic scaling near the critical threshold

The scaling of the outbreak sizes near the critical threshold can be investigated through the singularity analysis of the associated generated function \( H(z) \) [11]. The dominant singularity \( \zeta \) of the PGF determines the asymptotic form for \( P(n) \) which is the probability of having an outbreak of size \( n \). If a given PGF can be expanded around the singularity such that

\[ H(z) \sim \left(1 - \frac{z}{\zeta}\right)^{\alpha} \]  \hspace{1cm} (B11)

then

\[ P(n) \sim \frac{\zeta^{-n}n^{-\alpha-1}}{\Gamma(-\alpha)}, \ n \to \infty \]  \hspace{1cm} (B12)

where \( \alpha \notin \mathbb{Z}_{>0} \). The asymptotic form for \( P(n) \) can be derived by substituting eq. [B11] in the Cauchy integral formula (eq. [B7]) and making the following substitution

\[ z \mapsto \zeta \left(1 + \frac{1}{n}\right) \]  \hspace{1cm} (B13)

Thus, the singularity determines the exponential factor and the asymptotic form of the generating function determines the power-law exponent. By rescaling the function \( H(z) \to H(z\zeta) \), the calculation of the power-law exponent is simplified since the singularity is now located at \( z = 1 \). We now apply this analysis to the generating function \( H_h(z) \).

Let \( \Delta_a = 1 - R_0^{\alpha_a} \) and \( \Delta_h = 1 - R_0^{\beta_h} \) be the distances from the critical thresholds. We first calculate the scaling near the threshold \( R_0^{\alpha_a} = 1 \), i.e., \( |\Delta_a| < |\Delta_h| \) and \( |\Delta_h| < 1 \). We assume that the parameters are such that the singularities of the generating function \( H_h(z) \) are far apart. The dominant singularity near the chosen threshold is given by

\[ \zeta_a = \left(1 + \left(\frac{\sqrt{R_0^{\alpha_a}} - 1}{R_0^{\alpha_a}}\right)^2\right)^{\frac{1}{2}} \left(1 - R_0^{\beta_h} \left(\frac{\sqrt{R_0^{\alpha_a}} - 1}{R_0^{\alpha_a}}\right)^2\right) \]  \hspace{1cm} (B14)
The singularity \( \zeta_a \) determines the exponential prefactor. To obtain the power-law scaling, the generating function can be analyzed at the critical point \( (R_0^a = 1) \) in this case) without loss of generality. At the critical point \( \zeta_a = 0 \) and the PGE \( H_{h,p}(x) \) simplifies as follows

\[
H_{h,p}(z) = \frac{2 + R_0^h(1 - z) - \sqrt{R_0^h(1 - z)(4 + R_0^h(1 - z))}}{2}
\]

(15)

For further simplification, let \( z \tilde{H}_{h,a}(z) \) be denoted by \( \tilde{H}_{h,a}(z) \). Making the substitution \( B13 \) and performing a series expansion in fractional powers of \( \sim t/n \) gives

\[
\tilde{H}_{h,a}(1 + t/n) \sim 1 + \frac{t}{\Delta_h n}
\]

(16)

Using \( B5 \) we obtain

\[
H_h(1 + t/n) \sim 1 + \frac{R_0^h}{2\Delta_h}(\sim t/n) - \sqrt{\frac{R_0^h(\sim t/n)}{4\Delta_h}}^{1/2}
\]

\[
-\frac{1}{8} \left( \frac{R_0^h}{\Delta_h} \right)^{3/2}(\sim t/n)^{3/2}
\]

(17)

By using the Cauchy integral formula on the asymptotic expansion of \( H_h(z) \), we obtain

\[
P_h(n) \sim e^{-\zeta_n} n^{-3/2}
\]

(18)

Note that the scaling can be guessed by looking at the leading term in the expansion, which in eq. \( B17 \) as \( \sim (t/n)^{1/2} \). Similarly, performing the same steps of analysis near the critical point of \( R_0^{hh} = 1 \), we obtain

\[
P_h(n) \sim \zeta_h n^{-3/2}
\]

(19)

where

\[
\zeta_h = 1 + \frac{\Delta_h}{4}
\]

The near multicritical point \( R_0^{aa} = R_0^{hh} = 1 \), the function has a unique singularity if the value of the function \( H_{h,a}(z) \) at its singularity \( \zeta_h \) coincides with the singularity of the function \( H_{h,p}(z) \), i.e.,

\[
1 + \left( \frac{R_0^a}{R_0^h} - 1 \right)^2 = \frac{R_0^h + 1}{2R_0^h}
\]

(20)

which simplifies to

\[
\Delta_h = \frac{\Delta_h^2}{2R_0^h} + O(\Delta_a^3)
\]

(21)

for \( \Delta_a, \Delta_h \ll 1 \). The unique singularity is given by \( \zeta_h \). Thus, the correction to the pure power-law would be \( \zeta_h^{1/2} \), but only on the curve given by eq. \( B22 \). Next, we extract the power-law scaling at the threshold. For \( R_0^{aa} = R_0^{hh} = 1 \),

\[
\tilde{H}_{h,a}(z) = 1 - \sqrt{1 - z}
\]

(23)

\[
H_{h,p}(z) = \frac{2 + R_0^h(1 - z) - \sqrt{R_0^h(1 - z)(4 + R_0^h(1 - z))}}{2}
\]

whose functional composition yields

\[
H_h(z) = H_{h,p}(\tilde{H}_{h,a}(z))
\]

\[
H_h(z) = \frac{2 + R_0^h \sqrt{1 - z} - \sqrt{R_0^h \sqrt{1 - z}(4 + R_0^h \sqrt{1 - z})}}{2}
\]

Substituting \( B13 \) and performing a series expansion in fractional powers \( \sim t/n \), we obtain \( \sim (t/n)^{1/4} \) as the leading term. Using Cauchy integral formula, the asymptotic scaling is given by

\[
P_h(n) \sim n^{-3/4}
\]

(24)

Away from the critical threshold but staying on the curve \( B22 \) the asymptotic form is

\[
P_h(n) \sim \zeta_h n^{-5/4}
\]

(25)

The problem of estimating the corrections to the power-law scaling away from the multi-critical point and away from the curve \( B22 \) is currently being investigated. In this case, the generating function will have two singularities which are coalescing at the multi-critical point. In such a scenario, there will be a crossover regime where the power-law exponent will switch from 3/2 to 5/4 depending on the distance from the threshold boundary.

4. Finite size scaling at critical threshold

Using the heuristics presented in \( [12] \), we can calculate how the average outbreak sizes within system size at the threshold boundary \( max(R_0^{aa}, R_0^{hh}) = 1 \). For brevity, we shall adopt the following notation in this section, similar to that used in \( [12] \)

\[
\langle n \rangle_a \equiv E[R_a(\infty)]
\]

(26)

\[
\langle n \rangle_h \equiv E[R_h(\infty)]
\]

Let \( M_a \) be the `maximal’ size of an outbreak in the animal population, when \( R_0^{aa} = 1 \), such that an outbreak cannot exceed this size due to depletion of susceptible hosts \( [12] \). The effective \( R_0^{aa} \) for a finite sized system reduces to

\[
R_0^{aa} = 1 - M_a/N_a
\]

(27)

Using eq. \( B9 \) we obtain the following estimate for the scale of the average outbreak size

\[
\langle n \rangle_a \sim N_a/M_a
\]

(28)

From the 3/2 scaling law for single-type SIR \( [12] \), we obtain a second estimate for the average outbreak size

\[
\langle n \rangle_a = \sum_{n=1}^{M_a} n \cdot n^{-3/2} \sim \sqrt{M_a}
\]

(29)

Equating the two estimates and imposing self-consistency, one obtains the following scaling laws (see \( [12] \))

\[
M_a \sim N_a^{2/3}, \quad \langle n \rangle_a \sim N_a^{1/3}
\]

(30)

The calculation for human outbreaks is separated into 3 cases (as highlighted in figure \( B1, B, C, D \)). For \( R_0^{aa} = 1 \), \( R_0^{hh} < 1 \), the average outbreak size is given by substituting \( R_0^h \) in eq. \( B10 \)

\[
\langle n \rangle_h \sim N_a/M_a \sim N_a^{1/3}
\]

(31)

The second estimate is obtained by using the scaling law of 3/2 derived in eq. \( B19 \)

\[
\langle n \rangle_h = \sum_{n=1}^{M_h} n^{-1/2} \sim \sqrt{M_h}
\]
The second estimate is derived from eq. B24.

\[ \langle n \rangle_h = \sum_{n=1}^{M_h} n^{-1/4} \sim M_h^{1/4} \]  

(Eq. B37)

Equating the two estimates provides the scaling for the maximal outbreak size

\[ M_h \sim \left( \frac{N_a^{1/3}}{N_h} \right)^{4/7} \]  

(Eq. B38)

Since the maximal outbreak can not exceed the system size

\[ M_h \sim \min \left( N_h, \left( \frac{N_a^{1/3}}{N_h} \right)^{4/7} \right) \]  

(Eq. B39)

The scale of the average outbreak size is given by

\[ \langle n \rangle_h \sim \min \left( N_h^{3/4}, \left( \frac{N_a^{1/3} N_h}{N_h} \right)^{1/7} \right) \]  

(Eq. B40)

The crossover region in the multicritical case is \( N_h \sim N_a^{4/9} \).

### 5. Probability of large outbreak

For the animal population, the probability of large outbreak is calculated as

\[ P[R_a(\infty) = \infty] = 1 - H_a(1) \]

\[ = 1 - \frac{1}{R_0^a} \]  

(Eq. B41)

Let the probability of large human outbreak be represented by \( Q \). Assuming \( R_0^{hh} > 0 \),

\[ Q = 1 - H_h(1, 1) \]

\[ = 1 - H_{h,p}(1, H_{h,s}(1)) \]  

(Eq. B42)

\[ = \begin{cases} 
0 & \text{if } R_0^{hh} \leq 1 \text{ and } R_0^a \leq 1, \\
1 - \frac{1}{R_0^a} & \text{if } R_0^{hh} \leq 1 \text{ and } R_0^a > 1, \\
1 - A_a \left( 1 - \frac{1}{R_0^a} \right) & \text{if } R_0^{hh} > 1.
\end{cases} \]

If \( R_0^{hh} \leq 1 \), an outbreak in the human population can be large if the outbreak in the animal population is large. In such a case, \( Q \) is equal to the probability of a large outbreak in the animal population, which is a function of only \( R_0^a \) (see fig. A8). On the other hand, if \( R_0^{hh} > 1 \), a large human outbreak can occur even if the animal outbreak is small. Figures A7 and A8 compare the analytical results with results from stochastic simulation. Away from the phase transitions at \( R_0^a = 1 \) and \( R_0^{hh} = 1 \), the results from simulation shows good agreement with the theory. Near the phase transition, the simulation results would converge to the theory for increasing \( N \). Since the definition of a large outbreak becomes precise only in the limit of large system size, there are no finite size corrections that can be derived in this case.

### Appendix C: Large outbreaks

The size of a large outbreak scales with the system size in the large population limit. The fraction of infected hosts can be calculated in several ways: (1) analytically solving the equivalent deterministic system, (2) hazard function [13] and (3) bond percolation on a complete graph [8,14]. We use the hazard function to obtain the solution. First we write down the deterministic equations for our model.
FIG. A7. The probability of a large human outbreak for finite populations \((N_a = N_h = 10^5)\). The criteria for a large outbreak was chosen as 100 or more infected human hosts. The points represent the result of 10,000 stochastic simulations. The solid lines represent the analytical solution from eq. B42. The simulations do not agree with the analytical solution near the phase transition because of the chosen criteria for large outbreaks and finite size effects. All results are for fixed \(R_0^{ah} = 1\).

1. Deterministic Equations

The deterministic representation of the model can be summarized through the following system of ODEs.

\[
\begin{align*}
\frac{dS_a}{d\tau} &= -R_0^{aa} S_a I_a \\
\frac{dI_a}{d\tau} &= R_0^{aa} S_a I_a - I_a \\
\frac{dR_a}{d\tau} &= I_a \\
\frac{dS_{h,1}}{d\tau} &= -\lambda S_{h,1} I_a - \kappa R_0^{hh} S_{h,1} (I_{h,1,p} + I_{h,1,s} + I_{h,2}) \\
\frac{dI_{h,1,p}}{d\tau} &= \lambda S_{h,1} I_a - \kappa I_{h,1,p} \\
\frac{dI_{h,1,s}}{d\tau} &= \kappa R_0^{hh} S_{h,1} (I_{h,1,p} + I_{h,1,s} + I_{h,2}) - \kappa I_{h,1,s} \quad \text{(C1)} \\
\frac{dR_{h,1,p}}{d\tau} &= \kappa I_{h,1,p} \\
\frac{dR_{h,1,s}}{d\tau} &= \kappa I_{h,1,s} \\
\frac{dS_{h,2}}{d\tau} &= -\kappa R_0^{hh} S_{h,2} (I_{h,1,p} + I_{h,1,s} + I_{h,2}) \\
\frac{dI_{h,2}}{d\tau} &= \kappa R_0^{hh} S_{h,2} (I_{h,1,p} + I_{h,1,s} + I_{h,2}) - \kappa I_{h,2} \\
\frac{dR_{h,2}}{d\tau} &= \kappa I_{h,2} 
\end{align*}
\]

where the variables \(S_a, I_a, R_a\) are non-dimensional state variables that have been normalized by the total population of the species.

FIG. A8. The probability of a large human outbreak for \(R_0^{bh} = 0.8\) and varying \(N_h\). The criteria for a large outbreak was chosen as the number of infected hosts being greater than 1% of the total population. The points represent the result of 10,000 stochastic simulations. The solid line is the analytical solution \(\max(0, 1 - 1/R_0^{ah})\). (Inset) The absolute difference between the analytical solution and finite size results. All results are for fixed \(R_0^{bh} = 0.1\).

Here, all dynamical variables for the human population are normalized by \(N_h\) and time is normalized by the average infectious period of the animal hosts. Two new variables are introduced here

\[
\lambda = \frac{\rho R_0^{bh}}{\nu}, \quad \kappa = \frac{\gamma_h}{\gamma_a}
\]  \hspace{1cm} \text{(C2)}

The non-dimensional parameters governing the dynamics of the system are: \((R_0^{ah}, \lambda, R_0^{bh}, \kappa)\). The initial conditions that we use to solve this system are given below

\[
S_a(0) = 1 - \frac{1}{N_a}, \quad I_a(0) = \frac{1}{N_a}, \quad R_a(0) = 0 \\
S_{h,1}(0) = \nu, \quad S_{h,2}(0) = 1 - \nu, \quad I_{h,s}(0) = 0, \quad R_{h,s}(0) = 0
\]

2. Mean final size

Let \(f_s\) be the relative size of the infected hosts in the various host compartments in the limit of large system size for the stochastic version of the model.

\[
\begin{align*}
&f_a = \lim_{N_a \to \infty} \frac{\mathbb{E}[R_a(\infty)]}{N_a} \\
&f_{h,p} = \lim_{N_h \to \infty} \frac{\mathbb{E}[R_{h,1,p}(\infty)]}{N_h} \\
&f_{h,s} = \lim_{N_h \to \infty} \frac{\mathbb{E}[R_{h,1,s}(\infty)] + \mathbb{E}[R_{h,2}(\infty)]}{N_h} \\
&f_{h,1} = \lim_{N_h \to \infty} \frac{\mathbb{E}[R_{h,1,p}(\infty)] + \mathbb{E}[R_{h,1,s}(\infty)]}{N_h} \\
&f_{h,2} = \lim_{N_h \to \infty} \frac{\mathbb{E}[R_{h,2}(\infty)]}{N_h} \\
f_h = f_{h,1} + f_{h,2} = f_{h,p} + f_{h,s}
\]  \hspace{1cm} \text{(C3)}
Using survival analysis described in [13], we proceed with calculations for the various \( f_s \). The calculation is based on the result that in the limit of large system size the final epidemic size is the same as that given by solving the deterministic system of equations, i.e.,

\[
    f_s = R_s(\infty)
\]  

(C4)

For a randomly chosen susceptible host in the animal population, the cumulative hazard function is the probability of not getting infected before time \( t \). This function can be calculated as follows

\[
    \Lambda_{aa}(t) = e^{-\int_0^t \beta_{aa} \lambda(a) \, ds}
\]  

(C5)

At steady state, the hazard function simplifies as follows

\[
    \Lambda_{aa}(\infty) = e^{-R_{aa}^0 R_a(\infty)} = e^{-R_{aa}^0 f_a}
\]  

(C6)

The probability of escaping infection would be \( 1 - f_a \). Equating this with equation (C6), we obtain

\[
    1 - f_a = e^{-R_{aa}^0 f_a}
\]  

(C7)

Similarly for the human hosts, we first look at type 1 hosts (who are at risk of both primary and secondary transmissions). The hazard function for the animal to human and human to human transmissions are given by

\[
    \Lambda_{ah}(\infty) = e^{-\lambda f_a}
\]

\[
    \Lambda_{hh}(\infty) = e^{-R_{hh}^0 f_h}
\]  

(C8)

A randomly chosen type 1 human host will not be infected during a large outbreak only if it escapes getting infected from both the primary and secondary transmissions.

\[
    f_{h,1} = \nu \left( 1 - e^{-\lambda f_a} e^{-R_{hh}^0 f_h} \right)
\]  

(C9)

The prefactor \( \nu \) is to normalize the relative size of the epidemic by size of the population of type 1 human hosts. Similarly, we can calculate the size of the epidemic in type 2 hosts.

\[
    f_{h,2} = (1 - \nu) \left( 1 - e^{-R_{hh}^0 f_h} \right)
\]  

(C10)

The total size of the epidemic in the human population is obtained by adding equations (C9) and (C10)

\[
    f_h = f_{h,1} + f_{h,2}
\]

\[
    f_h = 1 - \left( 1 - \nu + \nu e^{-\lambda f_a} \right) e^{-R_{hh}^0 f_h}
\]  

(C11)

The solution of the implicit equation (C7) feeds into equation (C11) whose solution can then be used to solve equations (C9) and (C10). In the absence of secondary transmissions, i.e., \( R_{hh}^0 = 0 \), the epidemic in the type 1 hosts would only consist of primary infections. Let this fraction of infected hosts be denoted by \( f_{h,1}^0 \), which can be obtained by setting \( R_{hh}^0 \) to 0 in equation (C9)

\[
    f_{h,1}^0 = \nu \left( 1 - e^{-\lambda f_a} \right)
\]  

(C12)

Immediately comparing equations (C9) and (C12), we can assert that

\[
    f_{h,1}^0 \leq f_{h,1}
\]  

(C13)

with the equality holding for \( R_{hh}^0 = 0 \). Note that \( f_{h,1} \neq f_{h,1}^0 \) since \( f_{h,1}^0 \) is the size of the epidemic in the absence of human to human transmissions whereas \( f_{h,1} \) is the size of the epidemic when both forces of infection are active. In the latter scenario, the two forces of infection would be competing for a susceptible. Thus, the proportion of the epidemic caused by primary infections would be reduced as compared to the case where only the primary transmission is active.

\[
    f_{h,p} \leq f_{h,1}^0
\]  

(C14)

For the last part of the analysis, consider a randomly chosen infected type 1 human host \( i \). This host is exposed to both primary and secondary forces of infection. Let \( T_{h,p}^{(i)} \) be the time when this host receives disease via a primary transmission. Similarly, let \( T_{h,s}^{(i)} \) be the time when the host receives disease via a secondary transmission. If \( T_{h,p}^{(i)} < T_{h,s}^{(i)} \), a primary infection is realized else a secondary infection is realized. Note that the idea of multiple transmissions is a mathematical construct rather than a biological realism. A host that has already been infected and recovered can not be infected again (in the SIR framework). But the host is still subjected to the second force of infection which can result in another successful (albeit redundant) transmission. From the analogy with reaction kinetics [11], it is important to know which transmission reaction fired first since that would determine whether the infection was primary or secondary. We can now write down an expression for the relative size of the epidemic consisting of primary infections.

\[
    f_{h,p} = \nu \cdot \mathbb{P}(T_{h,p}^{(i)} < T_{h,s}^{(i)})
\]

\[
    = \nu \left( \mathbb{P}(T_{h,p}^{(i)} < T_{h,s}^{(i)}, T_{h,s}^{(i)} = \infty) + \mathbb{P}(T_{h,p}^{(i)} < T_{h,s}^{(i)}, T_{h,s}^{(i)} < \infty) \right)
\]

\[
    = \nu e^{-R_{hh}^0 f_h} \left( 1 - e^{-\lambda f_a} \right) f_{h,1} + \nu \mathbb{P}(T_{h,p}^{(i)} < T_{h,s}^{(i)} < \infty)
\]

\[
    \geq f_{h,p} \equiv \nu e^{-R_{hh}^0 f_h} \left( 1 - e^{-\lambda f_a} \right) f_{h,1}
\]  

(C15)

where

\[
    f_{h,p} \leq f_{h,p} \leq f_{h,1}^0 \leq f_{h,1}
\]  

(C16)

Combining equations (C13) (C14) and (C15) we get

\[
    f_{h,p} \leq f_{h,p} \leq f_{h,1}^0 \leq f_{h,1}
\]  

(C17)

where the equality holds for \( R_{hh}^0 = 0 \).

3. Primary vs Secondary

Figure [A9] shows the average number of primary and secondary infections occurring during a large outbreak for different values of \( \nu \) and \( R_{hh}^0 \). The solutions were obtained by solving the deterministic equations (eq. C4). The curve for the primary infections will always be non-decreasing with \( \nu \). This follows from intuition that as more and more susceptible hosts become at risk, the number of primary infections will also increase. The fact that the effective \( R_0 \) for the A-H transmissions, i.e., \( R_{hh}^0 \) also increases with \( \nu \) compounds the effect.

The secondary infections on the other hand exhibit non-monotonicity and more susceptible hosts become at risk, the number of primary infections will also increase. The fact that the effective \( R_0 \) for the A-H transmissions, i.e., \( R_{hh}^0 \) also increases with \( \nu \) compounds the effect. Therefore, the love-hate relationship between the two forces of infection (eq. C4) acting on susceptible human hosts. On one hand, the secondary forces of infection will also increase. The fact that the effective \( R_0 \) for the A-H transmissions, i.e., \( R_{hh}^0 \) also increases with \( \nu \) compounds the effect. Therefore, the love-hate relationship between the two forces of infection (eq. C4) acting on susceptible human hosts. On one hand, the secondary forces of infection will also increase. The fact that the effective \( R_0 \) for the A-H transmissions, i.e., \( R_{hh}^0 \) also increases with \( \nu \) compounds the effect.
From equation C20 and C17, we obtain 

\[ f \]

Using the above solutions in C12 and C15, we obtain 

\[ R \]

Since we don’t have an analytical expression for \( f \), the solution would emerge. At the bifurcation point, the slope of the secondary infections would be smaller than primary infections for all values of \( \nu \). Thus \( \nu = 0 \) would be the only solution. As we increase \( R_0^{bh} \), a bifurcation would occur at \( \nu = 0 \) and a second solution would emerge. At the bifurcation point, the slope of \( f_{h,p} \) and \( f_{h,s} \) would be equal. Thus, the bifurcation condition is

\[
\frac{\partial f_{h,p}}{\partial \nu}\bigg|_{\nu=0} = \frac{\partial f_{h,s}}{\partial \nu}\bigg|_{\nu=0} 
\]

(C18)

Since we don’t have an analytical expression for \( f_{h,p} \), we will work with equation C17. Assuming \( R_0^{bh} < 1 \), from equation C11 we get

\[
f_h\big|_{\nu=0} = 0
\]

\[
\frac{\partial f_h}{\partial \nu}\bigg|_{\nu=0} = \frac{1}{1 - R_0^{bh}} 
\]

(C19)

Using the above solutions in C12 and C15, we obtain

\[
\frac{\partial f_{h,p,x}}{\partial \nu}\bigg|_{\nu=0} = \frac{R_0^{bh}}{\partial \nu}\bigg|_{\nu=0} = 1 
\]

(C20)

From equation C20 and C17 we obtain

\[
\frac{\partial f_{h,p}}{\partial \nu}\bigg|_{\nu=0} = 1 
\]

(C21)

For \( f_{h,s} \),

\[
\frac{\partial f_{h,s}}{\partial \nu}\bigg|_{\nu=0} = \frac{\partial f_h}{\partial \nu}\bigg|_{\nu=0} - \frac{\partial f_{h,p}}{\partial \nu}\bigg|_{\nu=0} 
\]

\[
= \frac{R_0^{bh}}{1 - R_0^{bh}} 
\]

(C22)

Equating C21 and C22 we obtain \( R_0^{bh} = 1/2 \) is the bifurcation point where the two slopes are equal. For \( R_0^{bh} < 1/2 \), the number of secondary transmissions will always be smaller than primary ones for \( \nu > 0 \). For \( R_0^{bh} > 1/2 \), the two curves will either intersect or \( f_{h,s} \) will be strictly greater than \( f_{h,p} \). We were unable to calculate analytically the point \( \nu^* \) of intersection of the two curves or the point in parameter space where the point of intersection disappears.

5. Non-identifiability of epidemic driver

We present the argument in the main text that given just the time series data for a large outbreak it is not possible to identify whether the epidemic is driven by a large animal outbreak or by human to human transmission. To make our case, we compare the distribution of stochastic epidemic profiles for the mentioned scenarios in figure A10, one where there are only primary infections taking place and other where there is only human to human transmission. As can be seen in the plot, the distribution of the infection profile is almost identical for the chosen sets of parameters. The parameter combinations chosen are not necessarily unique and such non-identifiability can occur by choosing parameters from different parts of the phase space.

FIG. A9. Fraction of human hosts infected during a large outbreak via a primary transmission (\( f_{h,p} \), blue), and secondary transmission (\( f_{h,s} \), green) plotted for different values of \( \nu \) and \( R_0^{bh} \). Analytical solution obtained from solving the deterministic system. Remaining parameters for the plots: \( N_a = N_h = 1000, \beta_{aa} = 2.0, \beta_{ah} = 1.5, \gamma_a = \gamma_h = 1.0 \)

4. Bifurcation point

As evident from figure A9, the curves \( f_{h,p} \) and \( f_{h,s} \) when plotted against \( \nu \) may or may not intersect apart from \( \nu = 0 \). Here we calculate the condition under which the bifurcation would occur creating a second point of intersection. Since we do not have an explicit expression for \( f_{h,p} \) or \( f_{h,s} \), the solution is not rigorous. But numerical experiments over a large parameter ranges have revealed that the solution does hold. The solution assumes that both \( f_{h,p} \) and \( f_{h,s} \) are concave functions of \( \nu \). For small values of \( R_0^{bh} \), we can assert that the secondary infections would be smaller than primary infections for all values of \( \nu \). Thus \( \nu = 0 \) would be the only solution. As we increase \( R_0^{bh} \), a bifurcation would occur at \( \nu = 0 \) and a second solution would emerge. At the bifurcation point, the slope of \( f_{h,p} \) and \( f_{h,s} \) would be equal. Thus, the bifurcation condition is

\[
\frac{\partial f_{h,p}}{\partial \nu}\bigg|_{\nu=0} = \frac{\partial f_{h,s}}{\partial \nu}\bigg|_{\nu=0} 
\]

(C18)

Since we don’t have an analytical expression for \( f_{h,p} \), we will work with equation C17. Assuming \( R_0^{bh} < 1 \), from equation C11 we get

\[
f_h\big|_{\nu=0} = 0
\]

\[
\frac{\partial f_h}{\partial \nu}\bigg|_{\nu=0} = \frac{1}{1 - R_0^{bh}} 
\]

(C19)

Using the above solutions in C12 and C15, we obtain

\[
\frac{\partial f_{h,p,x}}{\partial \nu}\bigg|_{\nu=0} = \frac{R_0^{bh}}{\partial \nu}\bigg|_{\nu=0} = 1 
\]

(C20)

From equation C20 and C17 we obtain

\[
\frac{\partial f_{h,p}}{\partial \nu}\bigg|_{\nu=0} = 1 
\]

(C21)

For \( f_{h,s} \),

\[
\frac{\partial f_{h,s}}{\partial \nu}\bigg|_{\nu=0} = \frac{\partial f_h}{\partial \nu}\bigg|_{\nu=0} - \frac{\partial f_{h,p}}{\partial \nu}\bigg|_{\nu=0} 
\]

\[
= \frac{R_0^{bh}}{1 - R_0^{bh}} 
\]

(C22)

Equating C21 and C22 we obtain \( R_0^{bh} = 1/2 \) is the bifurcation point where the two slopes are equal. For \( R_0^{bh} < 1/2 \), the number of secondary transmissions will always be smaller than primary ones for \( \nu > 0 \). For \( R_0^{bh} > 1/2 \), the two curves will either intersect or \( f_{h,s} \) will be strictly greater than \( f_{h,p} \). We were unable to calculate analytically the point \( \nu^* \) of intersection of the two curves or the point in parameter space where the point of intersection disappears.

5. Non-identifiability of epidemic driver

We present the argument in the main text that given just the time series data for a large outbreak it is not possible to identify whether the epidemic is driven by a large animal outbreak or by human to human transmission. To make our case, we compare the distribution of stochastic epidemic profiles for the mentioned scenarios in figure A10, one where there are only primary infections taking place and other where there is only human to human transmission. As can be seen in the plot, the distribution of the infection profile is almost identical for the chosen sets of parameters. The parameter combinations chosen are not necessarily unique and such non-identifiability can occur by choosing parameters from different parts of the phase space.

FIG. A10. Box plots for simulated epidemic trajectories for the human population in each of the following two scenarios: (black) the epidemic is driven by only A-H transmissions with no H-H transmissions (\( \beta_{aa} = \beta_{ah} = 1.5, \beta_{hh} = 0 \), one infected animal host at \( t = 0 \)); and (red) the epidemic is driven by only H-H transmissions after initial spillover (\( \beta_{aa} = \beta_{ah} = 0, \beta_{hh} = 1.5 \), one infected human host at \( t = 0 \)). The remaining parameters for the simulations: \( N_a = N_h = 1000, \nu = 1, \gamma_a = \gamma_h = 1.0 \).
6. Variance of the final size

Since our model fits in the formalism of a generalized multi-type epidemic, we shall borrow notation and results from [15] [16]. We have 3 host types in our system: animal, type 1 human and type 2 humans which we shall label as 1, 2 and 3 in this section. The populations for the respective types are

\[ N_1 = N_a, \quad N_2 = \nu N_h, \quad N_3 = (1 - \nu)N_h \]

Let \( \pi_i \) be the fraction of hosts in each type,

\[ \pi_1 = \frac{N_a}{N_a + N_h}, \quad \pi_2 = \frac{\nu N_h}{N_a + N_h}, \quad \pi_3 = \frac{(1 - \nu)N_h}{N_a + N_h} \]

and \( F_i \) be the fraction of individuals infected in each type in the limit of large (but finite) population.

\[ F_1 = F_a = \frac{R_a(\infty)}{N_a}, \quad F_2 = \frac{R_{h,1}(\infty)}{\nu N_h}, \quad F_3 = \frac{R_{h,2}(\infty)}{(1 - \nu)N_h}, \quad F_h = \frac{R_h(\infty)}{N_h} \]

and \( \phi_i \) be the mean fraction.

\[ \phi_3 = \phi_a = f_a, \quad \phi_2 = \frac{f_{h,1}}{\nu}, \quad \phi_3 = \frac{f_{h,2}}{1 - \nu}, \quad \phi_h = f_h \]

Next we define \( \Omega \) matrix as

\[
\begin{bmatrix}
R^{aa}_0 \left( 1 + \frac{1}{\rho} \right) & R^{ah}_0 \left( 1 + \rho \right) & 0 \\
0 & R^{hh}_0 \left( 1 + \rho \right) & R^{h\ell}_0 \left( 1 + \rho \right) \\
0 & 0 & R^{h\ell}_0 \left( 1 + \rho \right)
\end{bmatrix}
\]

A central limit theorem in Ball and Clancy [15] shows that the vector \( \{ \sqrt{N_j} (F_j - \phi_j) \} \) is asymptotically Gaussian with mean 0 and variance matrix

\[ \Sigma = S^{-1} \Xi S^{-1} \]

where the matrices \( S \) and \( \Xi \) are given by

\[ S_{ij} = \delta_{ij} - \sqrt{\pi_i \pi_j} \Omega_{ij} (1 - \phi_j) \]

(C23)

\[ \Xi_{ij} = \phi_i (1 - \phi_j) \delta_{ij} + \sqrt{\pi_i \pi_j} (1 - \phi_i) (1 - \phi_j) \sum_{k=1,2,3} \pi_k \phi_k \Omega_{ik} \Omega_{kj} \]

where \( \delta_{ij} \) is the Kronecker delta. We have used the fact that for the exponentially distributed infectious period such as in our case the mean is equal to the standard deviation. Therefore the term \((\pi_i / \mu_k)\) which is present in general form of the expression given in [16] does not appear here. Since the disease process in the animal population can be treated as a single type epidemic process, the variance can be written explicitly.

\[ \text{Var}(F_a) = \frac{f_a (1 - f_a) \left[ 1 + (R^{aa}_0)^2 (1 - f_a) \right]}{N_a \left( 1 - R^{a0}_0 (1 - f_a) \right)^2} \]

(C24)

For the human population,

\[ F_h = \nu F_a + (1 - \nu)F_3 \]

The variance of the relative final size in the human population can then be calculated as

\[ \text{Var}(F_h) = \nu \Xi_{22} + (1 - \nu) \Xi_{33} + 2 \sqrt{\nu (1 - \nu) \Xi_{23}} \]

(C25)

The special case of \( \nu = 1 \) (which eliminates type 2 hosts) yields the following expression for above

\[ \text{Var}(F_h) = \frac{f_h (1 - f_h) \left[ 1 + (R^{hh}_0)^2 (1 - f_h) \right]}{N_h \left( 1 - R^{h0}_0 (1 - f_h) \right)^2} + \frac{\rho (R^{h0}_0)^2 f_a (2 - f_a) (1 - f_h)^2}{N_h \left( 1 - R^{a0}_0 (1 - f_a) \right)^2 (1 - R^{h0}_0 (1 - f_h))^2} \]

(C26)
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