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Abstract
Multi-graph multi-label learning (MGML) is a supervised learning framework, which aims to learn a multi-label classifier from a set of labeled bags each containing a number of graphs. Prior techniques on the MGML are developed based on transferring graphs into instances and focus on learning the unseen labels only at the bag level. In this paper, we propose a coarse and fine-grained Multi-graph Multi-label (cfMGML) learning framework which directly builds the learning model over the graphs and empowers the label prediction at both the coarse (aka. bag) level and fine-grained (aka. graph in each bag) level. In particular, given a set of labeled multi-graph bags, we design the scoring functions at both graph and bag levels to model the relevance between the label and data using specific graph kernels. Meanwhile, we propose a thresholding rank-loss objective function to rank the labels for the graphs and bags and minimize the hamming-loss simultaneously at one-step, which aims to addresses the error accumulation issue in traditional rank-loss algorithms. To tackle the non-convex optimization problem, we further develop an effective sub-gradient descent algorithm to handle high-dimensional space computation required in cfMGML. Experiments over various real-world datasets demonstrate cfMGML achieves superior performance than the state-of-arts algorithms.

Introduction
The importance of structure information in machine learning has received increasing attention, the application of which ranges from bioinformatics and chemistry to social networks. Traditional Multi-instance Learning (Mil) models each object of interest (e.g. image or text) into a bag-of-instances representation (Dietterich, Lathrop, and Lozano-Pérez 1997). For example, in the image classification, each image (as shown in Fig.1(a)) is represented as a bag and samples (aka. regions) inside the image can be represented as instances (as shown in Fig.1(b)). Although Mil has been used in many different applications, it faces the challenges of capturing the dependency of the samples in one object. In reality, many real-world objects are inherently complicated and the samples in the object may have dependency with each other, which has unfortunately been discarded in the bag-of-instances representation in Mil. The dependency or the relationship plays an important role in describing the object. As shown in Fig.1(b), the vectors can only show the pixels of images without the adjacency relations between pixels.

Much recent research effort has been devoted to adopt a better structured data (graph) to represent the object in the learning. Existing works can be mainly categorized into below two main classes: 1.) One class of learning methods focuses on representing one object into a single graph (as shown in Fig.1(c)) (Zhou, Sun, and Li 2009; Tang et al. 2010). A single graph representation can capture the global relationships of the object, where each sample is represented as one node with a vector value and the sample relationship is captured as the edges. However, the vectors representation for each node can only show the visual features and lacks of the local structure spatial relations in the sample. 2.) Another recent class of learning methods adopts a bag-of-graphs representation of the given object, which uses a graph to represent each sample in the object in the learning (Wu et al. 2014b; Pang et al. 2018). Fig.1(d) shows such a bag-of-graphs representation of Fig.1(a) where the image is divided into multiple samples and each sample is represented by a graph that captures the adjacency relations between pixels. This is also known as Multi-graph Learning (MGL), which has drawn increasing interest in machine learning community. For example, Multi-graph Single-label (MGSL) learning is proposed to design learning models to train and predict the data by assuming there is only a single label on the object. Later on, Multi-graph Multi-label (MGML) learning is proposed to release the constraint of single label issue and to enable the classification model to describe each bag of graphs with multiple labels. The second class of MGL learning is proven to be more efficient than the Mil and the first class methods (Zhu and Zhao 2018).

However, the disadvantage of prior MGL approaches is two-fold. First, although the input data of existing MGL works is bag-of-graphs, they still need to explicitly transform each graph into binary feature instances and then design the models based on these instances. This graph-to-vector transformation, unfortunately, may fail to capture all the relevant graph structure information that is of value for the learning. Second, all the existing MGL techniques are
only capable of predicting the class labels for the coarse-grained level (to label the graph bags), but not for the fine-grained level (to label the graphs inside each bag). Automated labeling in the fine-grained level has been proven to be of great importance in many applications, such as image or text annotation (Briggs, Fern, and Raich[2012]). Annotating large datasets require significant manual inspection effort by domain experts, which is time-consuming and expensive.

In this paper, we propose a new coarse and fine-grained multi-graph multi-label (cfMGML) learning framework, which is the first attempt to develop MGML solution directly over graphs inside the bag and predicting labels at both graph and bag levels simultaneously. Different to prior MGML methods, we first map each graph within a bag into a high-dimensional feature space with a specific graph kernel that retains the relevant information of graph for classification instead of transferring graphs to binary instances. Then, we define kernel-based scoring functions for each class to label each graph while we adopt another bag-level scoring functions which iteratively select the most valuable graphs to represent and label the bag. Moreover, we present a new thresholding rank loss objective function, which also inherently alleviates a cumulative error issue. Furthermore, to solve the non-convex optimization problem, we develop an effective subgradient descent algorithm with a formal proof of the bound. We have further introduced several real-world labeled datasets for cfMGML learning, which include both images and text. These labeled datasets will be publicly available to benefit the community. Comparative experiments over various datasets and baseline algorithms clearly validate the effectiveness of cfMGML.

The remainder of the paper is organized as follows. Section 2 introduces our proposed cfMGML learning framework with details. In Section 3, we present the experimental evaluation details. Section 4 provides the a review of related works, and we conclude the paper in Section 5.

The Proposed Solution

In this section, we first introduce the problem definition and an overview of cfMGML, followed by the detailed design.

Problem Definition

In the cfMGML learning, we are given a set of $n$ multi-graph training bags $Z = \{B_1, B_2, ..., B_n\}$, where $B_i = \{g_{i1}, g_{i2}, ..., g_{in_i}\}$ is a multi-graph bag used to represent the $i^{th}$ object (e.g. an image or text), where $g_{ij}$ denotes the graph in $B_i$ and $n_i$ denotes the number of graphs in $B_i$. Each bag $B_i$ is labeled with a label set $Y_{i}^+ \subseteq \mathcal{Y}$ and let $Y_{i}^- = (\mathcal{Y} \setminus Y_{i}^+)$ denote the complementary of $Y_{i}^+$, where $\mathcal{Y} = \{1, 2, ..., C\}$ and $C$ is the total number of classes. Moreover, $g_{ij}$ is represented as $g = (\mathcal{V}, E, S, l)$, where $\mathcal{V}$ denotes a set of vertices; $E \subseteq \mathcal{V} \times \mathcal{V}$ is a set of edges; $S$ is a label set of vertices inside the graph; and $l : \mathcal{V} \rightarrow S$ is a mapping that assigns real-valued vector (node-attributes graph) or real number (node-label graph) to the vertices. Note that $\mathcal{V}$ and $S$ are different. The elements in $\mathcal{V}$ represent class labels of graphs or bags (e.g. cow or sky), while the elements in $S$ represent the property of vertices (e.g. the ordinal number of the vertices in graph $g_{ij}$). In this paper, the proposed algorithm can be used in the case of each graph with multiple labels.

The traditional MGML learning only needs to predict the label set for each of $m$ testing bags $\{\hat{B}_1, \hat{B}_2, ..., \hat{B}_m\}$ of graphs. Differently, the aim of cfMGML is to train one supervised machine learning model such that, for any given unlabeled testing example represented as a multi-graph bag $\hat{B}_i = \{g_{i1}, g_{i2}, ..., g_{im_i}\}$, where $m_i$ denotes the number of graph in $\hat{B}_i$, we can predict the labels of $\hat{B}_i$ and the label of each graph $g_{ij}$ inside $\hat{B}_i$.

Overview of cfMGML

Graph differs from instances in that it contains not only the global information but also local spatial information. Therefore, given a set of labeled multi-graph bags, we first map each graph of a bag into a high-dimensional feature space with a specific kernel to retain the relevant graph information. Then, we define graph-level scoring functions to score each graph for each label, which can model the relevance between the label and the graph. Moreover, in order to reduce the computational complexity, especially when there are a large number of training examples, we describe a criterion to select the most valuable graph from bags as the representative graphs to define bag-level scoring functions. Then we present a thresholding rank-loss objective to take label relations into account, by assuming that the relevant labels is expected to be ranked before irrelevant ones for each bag, and tackle a cumulative error issue by introducing a virtual zero label for thresholding. At last, in consideration of the extremely high computational complexity of the Frank-Wolfe method which is used to solve quadratic programming problem, we design a subgradient descent algorithm to optimize the loss function and its convergence is proved.

Graph Labeling

Existing MGML methods try to use instance vector to represent each graph in the training. However, this will likely
lose the structural information in the learning. To tackle this issue and label a graph, we define kernel-based graph-level scoring functions for each class label \( c \) as follows

\[
f_c(g) = \langle w_c, \phi(g) \rangle
\]

where \( w_c \) is the weight and \( g \) is the training graph from training bags. \( \phi(\cdot) \) maps the graph space into a Hilbert space with inner product \( \langle \cdot, \cdot \rangle \). The scoring functions enable cFMGL to model the relevance between the label and the graph, where a higher value of the scoring function indicates a higher relevance. Note that the proposed algorithm can be used in the case of each graph with multiple labels by setting a threshold for the scoring functions. In addition, cFMGL is general enough to adopt any kernel functions to different classification problems. For example, we use Graph-Hopper (GH) kernel (Feragen et al. 2013) for node-attributes graphs which can be used to represent image data and Weisfeiler-Lehman (WL) kernel (Shervashidze et al. 2011) is applied for the node-label graphs which is used to represent text data.

**Bag Labeling**

Consider that, in the training datasets, there are only labels for the bag instead of the graph of the bag. We need to construct a bag-level scoring function for bag labeling. Intuitively, the labels of bag are the union of graph labels. In other words, there exists at least one graph in bag \( B \) from class \( c \) if \( c \) is a label of \( B \). With such an assumption, we define the bag-level scoring function at each class as

\[
F_c(B) = \max_{g_i \in B} f_c(g_i) = \langle w_c, \phi(\overline{g}_c) \rangle
\]

where \( \overline{g}_c \) is the representative graph which achieves the maximum value for each bag (i.e., \( \overline{g}_c = \arg \max_{g_i \in B} \langle w_c, \phi(g) \rangle \)) on class \( c \). Specifically, if a graph in a bag is associated with a label, the label set of the bag must contain that label.

**Thresholding Rank-Loss Objective Function**

To model the dependencies between predicted graph labels and the ranking of scores for each label, we minimize the pairwise approximate rank-loss which imposes a penalty on a classifier for the incorrect ranking. Traditional rank-loss methods try to find the ideal threshold value based on the learned parameter value after the training step. However, it faces a cumulative error issue since the training step has the ranking loss error bias and the threshold value also has the error bias (Xu 2012). In this section we tackle this issue by introducing a virtual zero label for thresholding in the training process. It can be formulated as

\[
\mathcal{L}(B) = \frac{1}{|Y_+|^2} \sum_{p \in Y_+} \left[ |F_p(B_i) \leq 0| + \frac{1}{|Y_-|^2} \sum_{q \in Y_-} |F_q(B_i) \geq 0| \right]
+ \frac{1}{|Y_+|^2 |Y_-|} \sum_{p \in Y_+} \sum_{q \in Y_-} |F_p(B_i) \leq F_q(B_i)|
\]

where \( |\cdot| \) represents cardinality, and \( |[\cdot]| \) is the indicator function. The first two terms in the formula correspond to the thresholding step, which is equivalent to the minimization of the hamming loss. The last term aims to encourage the score for the positive label in \( Y_+ \).

Due to discontinuousness and non-convexity, we instead explore hinge loss which is a larger margin loss and one of optimal convex surrogate losses (Rosasco et al. 2004). Then, the learning is defined as:

\[
m_{min} \frac{1}{2} \sum_{c=1}^{C} \sum_{i=1}^{n} \left[ \lambda |w_c|^2 + \frac{1}{|Y_+|^2} \sum_{p \in Y_+} |\xi_{p,c}^f| + \frac{1}{|Y_-|^2} \sum_{q \in Y_-} |\xi_{q,c}^f| \right]
+ \frac{1}{|Y_+|^2 |Y_-|} \sum_{p \in Y_+} \sum_{q \in Y_-} |\xi_{p,c}^f \xi_{q,c}^f| \geq 0, \quad i = 1,..., n
\]

The Algorithm

Unfortunately, the regularized surrogate loss Eq. (5) is non-convex because graph \( \overline{g} \) in last term is not an independent variable. To solve this problem, we first find the representative graph \( \overline{g} \) and all the representative graphs are treated as constant. Then we design a new subgradient descent algorithm to optimize loss function. The subgradient w.r.t. \( w_c \) of
the objective at iteration $t$ is computed as:

$$
\nabla_i^t = \lambda w_i^t + \frac{1}{n} \sum_{i=1}^n \left( \frac{1}{|Y_i|^2} \sum_{p \in Y_i} \alpha_p^i \phi(\mathcal{G}_i,p) \left[ 1 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \right) + \frac{1}{|Y_i|^2} \sum_{p \in Y_i} \alpha_p^i \phi(\mathcal{G}_i,p) \left[ 1 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] + \frac{1}{|Y_i|^2} \sum_{p \in Y_i} \beta_p^i \phi(\mathcal{G}_i,p) \left[ 2 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \right)
$$

\[\alpha_p^i = \begin{cases} 1 & \text{if } x=\varepsilon; 0 \text{ otherwise}, \\ 0 & \text{if } c=\varepsilon; -1 \text{ otherwise}. \end{cases}\]

\[\beta_p^i = \begin{cases} 1 & \text{if } x=\varepsilon; 0 \text{ otherwise}. \end{cases}\]

\[\nu_{p,q} \in \{1, \ldots, T\} \text{ is the step size. By eliminating recursion the update } w_i^{t+1} \text{ can be rewritten as:} \]

$$
\begin{align*}
    w_i^{t+1} = & \frac{1}{M} \sum_{i=1}^n \left( \frac{1}{|Y_i|^2} \sum_{p \in Y_i} \alpha_p^i \phi(\mathcal{G}_i,p) \left[ 1 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \right) \\
    & + \frac{1}{|Y_i|^2} \sum_{p \in Y_i} \alpha_p^i \phi(\mathcal{G}_i,p) \left[ 1 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \\
    & + \frac{1}{|Y_i|^2} \sum_{p \in Y_i} \beta_p^i \phi(\mathcal{G}_i,p) \left[ 2 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \\
    \end{align*}
$$

\[\text{By interchanging the order of summation, we define} \]

$$
\begin{align*}
    \gamma_{t+1}^{p,i} = & \sum_{q=1}^{|Y_i|} \left[ 1 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \\
    \delta_{t+1}^{q,i} = & \sum_{q=1}^{|Y_i|} \left[ 1 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \\
    \zeta_{t+1}^{q,i} = & \sum_{q=1}^{|Y_i|} \left[ 2 + \langle w_i^t, \phi(\mathcal{G}_i,p) \rangle \right] \\
    \end{align*}
$$

\[\text{Convergence Analysis. The proposed iterative} \]

\[\text{approach can converge by the following theorem.} \]

\[\text{Theorem 1 Given the training set} \{\mathcal{B}_i, Y_i^+\} : i=1, \ldots, n \text{and let} K=\max_{i \in \{1, \ldots, n\}} \|\mathcal{G}_i\|_2, \text{and} \ K(\mathcal{G}_i) \text{the subgradient descent step achieves a solution within} \sigma \text{ of optimal via} \mathcal{O}(K^2/\sigma) \text{ iterations with} \mathcal{O}(n^2 K^2 RC/\lambda \sigma) \text{ time complexity.} \]

\[\text{Proof 1 The asymptotic convergence rate for the subgradient descent method with learning rate} \eta_t=1/(\lambda t) \text{ given in} \]

\[\text{(Shalev-Shwartz 2007) can be expressed as} \]

$$
\min_{t} \sum_{c=1}^C \left\| w_c^t \right\|^2 \leq L(w^*) + \frac{M(1 + \ln(T))}{2 \lambda T} \sum_{c=1}^C \left\| \nabla_i^t \right\|^2
$$

\[\lambda = \frac{1}{M} \sum_{c=1}^C \left\| w_c^t \right\|^2 \leq L(w^*) \leq L(W = 0) = 1 \]
Then we compute the upper bound $M$ as follows,

$$
\sum_{c=1}^{C} \| \nabla_i \|^2 \leq 2 \sum_{c=1}^{C} \lambda^2 \| w_i \|^2 + CK^2 \\
\leq 4\lambda + 2CK^2 = M
$$

Moreover, the value of $\ln(T)$ can be treated as constant in practical situations since $T$ is sufficiently small. Hence we have $T = O\left( \frac{K^2}{\sigma^2} \right)$. Then the time complexity of proposed algorithm is $O\left( \frac{nK^2R_C}{\lambda^2} \right)$.

Due to $K$, $R$, $C$ and $\lambda$ are constants in training process, the run time of our algorithm is mainly dependent on the number of training examples $n$ and the solution accuracy $\sigma$ at the subgradient descent step. Compared with Frank-Wolfe method whose time complexity is $O\left( n^2K^2RC \right)$, it can be observed that cfMGML needs much less time complexity than Frank-Wolfe method to achieve a solution within $\sigma$ of optimal.

**Experiments**

**Baseline Algorithms**

We compare the performance for the graph and bag levels separately with corresponding baseline algorithms in each level. For the graph labeling, we compare cfMGML with below baselines: 1.) Hinged hamming-loss cfMGML (HLK): HLK differs from cfMGML by using only the hinged hamming loss instead of ranking loss, which imposes a penalty on a classification (Elisseeff and Weston 2002a). It can be observed that cfMGML needs much less time complexity than Frank-Wolfe method to achieve a solution within $\sigma$ of optimal. 2.) MIML-fast: MIML-fast differs from cfMGML in that it is a multi-instance multi-label algorithm proposed in (Huang, Gao, and Zhou 2018). It can predict both the instance and bag labels, and is chosen to study the performance gain between instance-based and graph-based multi-label learning. 3.) SGSLSVM: SGSLSVM is trained with labeled graphs instead of bags and predicts graph label using LIBSVM (Chang and Lin 2011) with a graph kernel. The aim of comparing this algorithm is to provide an accuracy upper bound for cfMGML. 4.) DUMMY classifier (DUMMY): This assigns the most common label in the train dataset to each graph in test dataset. This algorithm aims to provide the performance lower bound for cfMGML.

For the bag labeling, the following methods are compared: MIMLfast, M3MIML (Zhang and Zhou 2008), HLK, MGMLent (Zhu and Zhao 2018), SGSLSVM and DUMMY. Note that MIMLfast and M3MIML use the bag-of-instances representation for data instead of bag-of-graphs representation.

**Prediction Settings**

To meet the actual situation, the graph-level classifiers can not use the bag labels unknown in the prediction phase. In other words, it has no label restrictions in the graph-level prediction. For bag-level prediction, we treat the labels of a bag as the union of predicted labels of the graphs in the bag.

**Datasets**

Two different sets of datasets are used: the image and text datasets. For image datasets, we construct labeled datasets from three real image datasets: 1.) A subset of the Microsoft Research Cambridge v2 image dataset (Msvrcv2) which consists of 23 classes and 591 images; 2.) PASCAL VISUAL Object Challenge 2012 Segmentation dataset (Voc12) which contains 20 classes and 1073 images; 3.) Scene dataset introduced in (Zhou and Zhang 2007) which consists of 2000 natural scene images and 5 classes. The first two datasets provide a corresponding segmentation of each image into several objects and each object is assigned a label. But the last dataset provides only bag labels, which can be used for bag-level label prediction only. We cut the images into several continuous samples based on pixel-level labels and each individual sample can be converted to a graph by applying SLIC (Achanta et al. 2012), a superpixel-based algorithm. The node of graph corresponds to each superpixel, which is described by 729-dimensional RGB-color histogram and 144-dimensional histogram of gradients (i.e. node-attributes graph) instead of the median of color histogram in traditional MGML setting (i.e. node-label graph). Because the median of color histogram is only a one-dimensional value, it can not grasp the information of local area distribution, resulting in the loss of local visual information. The new features (RGB-color histogram + HOG) can overcome this shortcoming. Each graph edge corresponds to the pair of adjacent superpixel. Hence, each image can be treated as a bag of graphs.

For text datasets, we use the DBLP dataset in three main fields: Artificial Intelligence (AI), Data Base (DB) and Computer Vision (CV). Each paper can be regarded as a union of abstracts of itself and its references which is assigned to multiple labels simultaneously. We extract several keywords and relation between these keywords from each abstract in paper by applying E-FCM algorithm (Perusich and McNeese 2006). Then each paper can be treated as a bag of graphs by converting each abstract to a graph with keywords as nodes and relation of them as edges. For AI dataset, we choose 1000 papers from top 13 frequent classes ranked in decreasing order to form the corresponding multi-graph dataset with a total of 7593 graphs. For DB dataset, there are 1050 papers and 9682 graphs totally. Moreover, we select 1300 papers from CV dataset with 10835 graphs.

**Parameter Tunning and Evaluation Measures**

Since the prediction performance of the same algorithm in different datasets varies by using different parameter settings, in order to make a fair comparison, we adopt the best parameter setting for each algorithm for achieving the best performance. Specifically, we run 10-fold cross validation on each algorithm for searching optimal parameter over the set and record the average metric value over all folds ± the standard deviation in metric value. For cfMGML and HLK, we search $\lambda$ over the set $\{10^{-1}, ..., 10^{-8}\}$ and fix $R=10$, $T=100$ by observing that the subgradient descent algorithm converges in 100 iterations for most datasets. For M3MIML, we tune parameter $C$ over the set $\{10^{-2}, ..., 10^6\}$. For the
The image. From Table 1, we observe that the accuracy of Msrcv2(attri), V oc12(attri) and node-label graphs respectively.

Furthermore, for image classification, we study the bag label prediction of the proposed algorithms. Table 1 provides the experimental result of each compared method on six different datasets. As shown in Table 2, it is evident that cfMGML is superior to other algorithms on most datasets in term of each evaluation measure. Specifically, cfMGML significantly outperforms MIMLfast and M3MIML. This result suggests that multi-graph representation is better than multi-instance representation to describe the data and thus provide more profitable information for label learning. Further, we find that MGMLent performs not very well compared to our method in terms of average precision on all the datasets. This verifies that degenerating graphs to binary feature vectors may result in the loss of some useful structural information. Additionally, in bag label prediction, cfMGML obviously performs better than HLK on image datasets relative to in graph label prediction.

**Perfomance Comparison on Different Formats of Bag Representations.** In this section, we conduct experiments to compare the performance difference between multi-graph representation and single-graph representation. As ever mentioned, the former captures both local and global information simultaneously while the latter exploits only global information. Since graph-level prediction is not applicable in single-graph representation, we compare two formats of datasets in the bag-level prediction. One is the multigraph data as used in all the above experiments, and the other is single graph representation, where the number of graphs in each bag is reduced to one. For single graph represented image data, we do not cut the image into multiple samples, but directly use the SLIC algorithm to cut the image and represents it as one graph. For single graph represented text data, we combine all abstracts in the paper and use E-FCM algorithm to convert it to a graph. Both of these data are running in cfMGML on bag label prediction. As shown in Table 3, we observe that the performance of cfMGML using multi-graph representation (i.e. cfMGML) significantly outperforms the one using single-graph representation (i.e. cfMGML(G)). For example, the average precision of cfMGML increases up to 7 percent in Dblp(ai) compared to the cfMGML(G). This is not surprising as the multiple graphs in the bag can properly describe the local inherent structures of the objects and the correlations between these objects, while single-graph representation ignores.

| Algorithms  | Msrcv2(attri) | Msrcv2(label) | Voc12(attri) | Voc12(label) | Dblp(ai) | Dblp(db) | Dblp(cv) |
|------------|--------------|---------------|-------------|-------------|---------|---------|---------|
| cfMGML     | 0.433±0.001  | 0.382±0.018   | 0.420±0.004 | 0.256±0.002 | 0.576±0.005 | 0.454±0.002 | 0.687±0.003 |
| HLK        | 0.235±0.001  | 0.222±0.007   | 0.367±0.005 | 0.367±0.004 | 0.462±0.003 | 0.403±0.005 | 0.644±0.006 |
| MIMLfast   | 0.410±0.004  | -             | 0.382±0.008 | -           | 0.178±0.010 | 0.168±0.004 | 0.251±0.004 |
| GSL SVM    | 0.638±0.003  | 0.502±0.007   | 0.440±0.001 | 0.372±0.002 | 0.645±0.004 | 0.557±0.002 | 0.754±0.003 |
| Dummy      | 0.145±0.003  | 0.145±0.003   | 0.361±0.006 | 0.361±0.006 | 0.265±0.003 | 0.325±0.005 | 0.354±0.004 |

**Performance Comparison on Bag Label Prediction.** After that, we study the bag label prediction of the proposed algorithms. Table 2 provides the experimental result of each compared method on six different datasets. As shown in Table 2, it is evident that cfMGML is superior to other algorithms on most datasets in term of each evaluation measure.
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Table 2: Predictive performance of each algorithm (mean±stderr) for Bag Label prediction on the real world datasets.

\[ \text{Macro-averaging F1} \]

## Related Work

Multi-instance Learning. Multi-instance learning (MIL) was introduced in the work of (Dietterich, Lathrop, and Lozano-Pérez 1997) to handle complex examples that can not be represented as a single feature vector. It was subsequently applied to problems in various areas (Xu, Ting, and Zhou 2019; Zeng et al. 2019; Xing et al. 2020, 2019). For effectively exploring data relationship and making full use of unlabeled images to further improve performance, graph-based learning on MIL has attracted more and more attention in recent years (Li and Lu 2012; Jia and Zhang 2008; Rah-
man and Goldman 2006; Tang et al. 2007). In most of the existing graph-based multi-instance methods, the graph is constructed in sample level. Zhou et al. establish the graphs for each bag by using a distance measure. The nodes in graphs represent instances while the edges show the con-
nections between pairs of instances and the relationship be-
tween instances can be discovered (Zhou, Sun, and Li 2009).

## Multi-graph Learning

Multi-graph learning (MGL) is a generalization of Multi-Instance learning, which learn a
classifier from training bags of graphs instead of instances
(Wu et al. 2014b,a; Pang et al. 2018, 2017). Wu et al. (Wu
et al. 2014c) proposed the gMGFL algorithm converting the
graphs in multi-graph bags into instances with a set of fea-

## Conclusion

In this paper, we investigated a new multi-graph multi-
label learning task, which aims to perform labeling at both
the graph and the bag levels. This problem is significantly
more challenging than traditional multi-instance learning
and multi-graph learning with labels only available on the bag level. To tackle the problem, we presented a supervised learning framework, cfMGML enabling both the graph and bag levels label prediction. Meanwhile, cfMGML distinguishes itself by developing learning model directly over the graphs instead of degenerating it to multi-instance learning problem as what prior multi-graph learning approaches always do. cfMGML employs graph-kernel based scoring functions for label selection in graph and bag levels. Moreover, we discussed how the proposed thresholding rank-loss objective function and subgradient descent based graphs can be used to tackle the cumulative error issue and non-convex problem. We proved that the run time of our approach is mainly dependent on the number of training examples and the solution accuracy at the subgradient descent step. Finally, we introduced new image and text datasets for the study and the experimental results indicated that cfMGML clearly outperforms the state-of-the-art algorithms.
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