Abstract. We consider the singular optimal control problem of minimizing the energy supply of linear dissipative port-Hamiltonian descriptor systems subject to control and terminal state constraints. To this end, after reducing the problem to an ODE with feed-through term, we derive an input-state turnpike towards a subspace for optimal control of generalized port-Hamiltonian ordinary differential equations. We study the reachability properties of the system and prove that optimal states exhibit a turnpike behavior with respect to the conservative subspace. By means of the port-Hamiltonian structure, we show that, despite control constraints, this turnpike property is global in the initial state. Further, we characterize the class of dissipative Hamiltonian matrices and pencils.

1. Introduction

Many control systems in application domains as diverse as electrical engineering, mechanics, or thermodynamics can be written as port-Hamiltonian systems [5, 9, 22, 39]. In recent years, an implicit description of the energy properties [40, 41] has led to the following class of linear descriptor systems [2, 26]

\[
\begin{align*}
\frac{d}{dt}Ex &= (J-R)Qx + Bu, \\
y &= B^\top Qx,
\end{align*}
\]

where the skew-symmetric structure matrix $J$ describes the interconnection structure of the systems, along which the energy flows are exchanged between its parts and preserving the total energy, whereas the symmetric positive semi-definite dissipation matrix $R$ specifies how the system dissipates energy. The matrix $E$ allows an implicit definition of the energy and when it is singular models algebraic constraints arising from symmetries...
of the energy. Its product $E^\top Q = Q^\top E \geq 0$ with the matrix $Q$ corresponds to the energy stored in the system.

For models of physical systems, $E(u) = \int_0^T u(t)^\top y(t) \, dt$ specifies the energy supplied to the system over a given time horizon $[0, T]$. In the case of electrical circuits, for instance, the pair of input $u$ and output $y$ variables are equal to the pair of voltage and current at a port of the circuit.

For an overview of further physical examples of $u$ and $y$ for pH systems see [32, Table B.1, p. 205]. Besides the supply rate $u^\top y$, also the energy Hamiltonian $H(x) = \frac{1}{2} x^\top E^\top Q x$ is key in the analysis of port-Hamiltonian systems as the combination of both gives the energy balance

$$H(x(T)) - H(x(0)) = \int_0^T u(t)^\top y(t) \, dt - \int_0^T \|R^2 Qx(t)\|^2 \, dt.$$  

From the above equality it can be immediately seen that the dynamics are dissipative with respect to the supply rate $u^\top y$—in the sense of Willems [43]—and hence they are passive. Thus stabilization and control can be approached by passivity-based techniques, cf. [28, 37].

Despite the widespread interest of pH system for modeling, simulation and control of dynamic systems, surprisingly little has been done in terms of optimal control. In [32] we have shown in the ODE case, i.e., $E = I$ in (1), that the inherent dissipativity can be exploited in Optimal Control Problems (OCPs) which require to transfer the system state from a prescribed initial condition at $t = 0$ to some target set at $t = T$, while minimizing the supplied energy $\int_0^T u(t)^\top y(t) \, dt$. Observe that this bilinear objective implies that the considered OCP is singular, i.e., the Hessian of the OCP Hamiltonian with respect to $u$ is 0. Hence the analysis of existence of solutions is more difficult and Riccati theory cannot be applied directly.

In spite of this unfavorable situation, we have shown in [32] that in the special ODE-case with $E = I$ and $Q > 0$ the OCP is strictly dissipative at least with respect to a subspace and that optimal controls are completely characterized by the state and its adjoint. First steps towards the infinite-dimensional case are taken in [29]. In the present paper, it is our main objective to study the OCP in the more general situation $\det E = 0$ with regard to reachability properties of the dynamics, dissipativity, and turnpike behavior, cf. Figure 1. Classically, the latter means that for varying initial conditions and horizons the optimal solutions reside close to the optimal steady state for the majority of the time. We refer to [13] for comments on the historical origins and for a recent overview of turnpike results.

The turnpike phenomenon is usually analyzed in two different situations:

(a) supposing that the OCP is regular allows transcribing the first-order optimality conditions as a system ODEs, cf. [18, 19, 30, 36];

(b) supposing the underlying system, respectively, the OCP as such is strictly dissipative with respect to a specific steady state, cf. [8, 14, 17, 34].

The present paper refers to neither of these situations. While our approach is strongly based on dissipativity, we will, however, not have to assume this property of the OCP. In

1Specifically, we have proven a sufficient condition for any singular arc to be of order 2.
contrast, a specific subspace dissipativity property is inherent to any port-Hamiltonian system. Indeed, our main result establishes a generalized turnpike behavior of the optimal solutions towards the conservative subspace induced by the nullspace of the dissipation matrix $RQ$, see Theorem 4.4.

Our approach also has a strong relation to non-linear mechanical systems, where the dynamics and symmetries give rise to a manifold of optimal input-state pairs, cf. [10, 11].

As is well-known, a linear differential algebraic equation is closely related to its corresponding matrix pencil. In [27] the pencils associated to DAEs of the form (1) are called "dissipative Hamiltonian". Here, we adopt this notion and characterize this class of pencils (see Theorem B.7). We also characterize the regularity of such pencils (Proposition B.10) and when their index is at most one (Corollary B.11). We regard these results as interesting contributions in their own right. Yet, since they are somewhat tangential to the main goal of characterizing the optimal solutions for varying initial conditions and horizon, we outsource them to Appendix B.

---

**Figure 1.** Summary and outline of the main results in this work.

The paper is arranged as follows. Preliminaries and the problem statement are given in Section 2. Therein we introduce the considered OCP for port-Hamiltonian descriptor systems and we show how the algebraic constraints in the DAE can be eliminated via a structure-preserving state transformation proposed in [2]. Having thus reduced the DAE system to a port-Hamiltonian ODE system with feed-through term, Section 3 studies the corresponding ODE-constrained OCP. In Subsection 3.2 we prove our main result for the ODE case concerning subspace turnpikes. In addition, we prove that the adjoint state performs a turnpike towards zero. The section ends with a numerical example of a modified mass-spring damper system. In Section 4 we transfer the statements from Section 3 to the original DAE case and illustrate our results by means of a numerical example from robotics. We summarize the paper in Section 5 and give an outlook considering future work.

The paper is supplemented with a comparatively extensive appendix containing a detailed treatise of regular dissipative Hamiltonian pencils, including the above-mentioned characterization.
Notation. In the sequel, $\| \cdot \|$ always denotes the Euclidean norm on $\mathbb{R}^n$. The notion $L^1(0, T; U)$ stands for the set of all (equivalence classes of) integrable functions on the interval $[0, T]$ with values in $U \subset \mathbb{R}^m$. The set of eigenvalues (spectrum) of a real square matrix $A$ is denoted by $\sigma(A)$. The solution of an initial value problem $\dot{x} = Ax + Bu$, $x(0) = x^0$, with given control $u$ is denoted by $x(\cdot; x^0, u)$.

2. Preliminaries

In this paper we consider port-Hamiltonian descriptor systems of the form (1), where $J, R, Q, E \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, and

$$J = -J^\top, \quad R = R^\top \geq 0, \quad Q^\top E = E^\top Q \geq 0,$$

We say that the pair $(u, x) \in L^1_{\text{loc}}([0, \infty), \mathbb{R}^m) \times L^1_{\text{loc}}([0, \infty), \mathbb{R}^n)$ satisfies (1a), if $Ex \in W^{1,1}_{\text{loc}}([0, \infty), \mathbb{R}^n)$ and (1a) holds almost everywhere on $(0, \infty)$. In this case, we say that $x$ is a solution of (1a).

We assume throughout the paper that the DAE (1a) is regular and has differentiation index one (for the definition of both notions see Appendix A), since this guarantees unique solvability of (1a) (cf. Proposition A.2 or [21, Proposition 1]). Whereas it can be shown that pH-DAEs have a maximal index of two (see Theorem B.7 or [26]), many pH-DAEs appear to be of index one, see, e.g., [38]. The analysis of OCPs constrained by index two DAEs is subject to future research and can be approached via the index reduction described in [2, Section 7].

Remark 2.1 (Dissipative Hamiltonian pencils). It is well-known that DAEs of the form $\frac{d}{dt}Ex = Ax + b$ with $E, A \in \mathbb{R}^{n \times n}$ are closely related to the matrix pencil $P(s) = sE - (J - R)Q$ with matrices $J, R, Q, E \in \mathbb{R}^{n \times n}$ satisfying the conditions (3) dissipative Hamiltonian and characterize the regular ones among the class of all regular pencils $P(s) = sE - A$ (see Theorem B.7). We also characterize regularity of these pencils and the property of having index at most one (see Proposition B.10 and Corollary B.11).

2.1. Problem statement. As already indicated in the Introduction, the power supplied (or withdrawn) from the port-Hamiltonian system (1) via the ports at time $t$ is represented by $u(t)^\top y(t)$. Hence, the energy supplied over a time horizon $[0, T]$ is given by $\int_0^T u(t)^\top y(t) \, dt$. It is therefore natural to consider the following problem: Given an initial datum $w^0 \in \text{im} \, E$, a target set $\Psi \subset \text{im} \, E$, and a control set $U \subset \mathbb{R}^m$, what is the minimal energy supply for steering $w^0$ into $\Psi$?

Hence, the considered OCP reads:

$$\min_{u \in L^1(0, T; U)} \int_0^T u(t)^\top y(t) \, dt$$

s.t. $\frac{d}{dt}Ex(t) = (J - R)Qx(t) + Bu(t)$,

$y(t) = B^\top Qx(t)$

$Ex(0) = w^0 \in \text{im} \, E$, $Ex(T) \in \Psi \subset \text{im} \, E$
We shall assume throughout that the target set \( \Psi \subset \text{im}E \) is closed and that the set \( U \subset \mathbb{R}^{n_2} \) of control constraints is convex and compact and contains the origin in its interior. The energy Hamiltonian of the pH-DAE system (1) is given by \( H(x) = \frac{1}{2} \cdot x^\top E^\top Qx \).

**Lemma 2.2.** If \( (u,x,y) \) satisfies (1), then \( H \circ x \in W^{1,1}_{\text{loc}}([0,\infty)) \) and

\[
\frac{d}{dt} H(x(t)) = u(t)^\top y(t) - \| R^{1/2} Q x(t) \|^2.
\]

**Proof.** Let \( P \) denote the orthogonal projection onto \( \text{im}E^\top \). Since \( I - P \) maps onto \( (\text{im}E^\top)^\perp = \ker E \), we have \( E = EP + E(I - P) = EP \). Let \( E^\dagger \) denote the Moore-Penrose inverse of \( E \). Then \( P = E^\dagger E \) and therefore \( Ex \in W^{1,1}_{\text{loc}}([0,\infty), \mathbb{R}^n) \) if and only if \( Px \in W^{1,1}_{\text{loc}}([0,\infty), \mathbb{R}^n) \). Since \( H(z) = \frac{1}{2} z^\top P E^\top Q z = \frac{1}{2} (Pz)^\top Q E (Pz) \), it follows that \( H \circ x \in W^{1,1}_{\text{loc}}([0,\infty)) \) with generalized derivative

\[
\frac{d}{dt} (H \circ x) = x^\top Q E \frac{d}{dt} Px = x^\top Q E \frac{d}{dt} Ex = y^\top u - x^\top Q R Q x,
\]

as \( J \) is skew-symmetric and \( y = B^\top Q x \). \( \Box \)

If \( (u,x,y) \) satisfies the port-Hamiltonian DAE-system (1), then Lemma 2.2 immediately implies the following energy balance (2) which we rewrite as

\[
\int_0^T u(t)^\top y(t) \, dt = H(x(T)) - H(x(0)) + \int_0^T \| R^{1/2} Q x(t) \|^2 \, dt.
\]

Put differently, the minimization of the supplied energy is equivalent to minimizing the sum of the overall energy \( H(x(T)) \) at time \( T \) and the internal dissipation given by the last term in (6).

### 2.2. Decomposition into differential and algebraic part.

The starting point of our analysis was the OCP (1) with DAE-constraints. In this part, we make use of the structure preserving index reduction from [2] to reduce it to an pH-ODE-constrained OCP. However, the price to pay is a feed-through term in the output equation.

**Proposition 2.3.** Suppose that the dynamics of the pH-DAE-constrained OCP pH-DAE (4) are regular and have index one. Then there exist invertible matrices \( U,V \in \mathbb{R}^{n_2 \times n_2} \) with \( U^\top \text{im}E = \mathbb{R}^{n_1} \times \{0\} \subset \mathbb{R}^n \), \( n_1 \leq n \), such that the pH-DAE-OCP (4) is equivalent to the pH-ODE-OCP with state \( z_1 \in \mathbb{R}^{n_1} \), initial datum \( z_1^0 \equiv U^\top w^0 \) and terminal set \( \Phi_1 \equiv U^\top \Psi \)

\[
\min_{u \in L^1(0,T;U)} \int_0^T u(t)^\top y(t) \, dt
\]

s.t. \( \dot{z}_1 = (J_{11} - R_{11}) Q_{11} z_1 + (\dot{B} - \dot{P}) u, \quad z_1(0) = z_1^0, \quad z_1(T) \in \Phi_1, \)

\[y = (\dot{B} + \dot{P})^\top Q_{11} z_1 + (\dot{S} + \dot{N}) u,\]

and

\[
z_2 = -Q_{22}^{-1} L_{22}^{-1} (L_{21} Q_{11} z_1 + B_2 u)
\]
and corresponding Hamiltonian \( \dot{H}(z_1) = \frac{1}{2} \cdot z_1^T Q_{11} z_1 \) satisfying \( \dot{H}(z_1) = H(x) \) and the energy balance

\[
\frac{d}{dt} \dot{H}(z_1(t)) = y(t)^T u(t) - \begin{pmatrix} z_1(t) \ u(t) \end{pmatrix}^T \begin{pmatrix} Q_{11} R_{11} Q_{11} & Q_{11} \dot{P} \ \dot{P}^T Q_{11} & \hat{S} \end{pmatrix} \begin{pmatrix} z_1(t) \\ u(t) \end{pmatrix}.
\]

The transformations \( U \) and \( V \) satisfy

\[
U^T EV = \begin{pmatrix} I_{n_1} & 0 \\ 0 & 0 \end{pmatrix}, U^{-1} QV = \begin{pmatrix} Q_{11} & 0 \\ 0 & Q_{22} \end{pmatrix}, U^T JU = \begin{pmatrix} J_{11} & J_{12} \\ -J_{12} & J_{22} \end{pmatrix}, U^T RU = \begin{pmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{pmatrix}
\]

with \( R_{12} = J_{12}, J_{22} - R_{22}, Q_{22} \) invertible, \( Q_{11} = Q_{11}^+ \geq 0, U^T B = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} \). Further, abbreviating \( L_{ij} = J_{ij} - R_{ij}, i, j = 1, 2, \) we have \( B \equiv B_1 - \frac{1}{2} L_{21} L_{22}^T B_2, P = -\frac{1}{2} L_{21} L_{22}^T B_2, \) and the symmetric resp. skew-symmetric parts of the feed-through operator are given by \( \hat{S} = -\frac{1}{2} B_2^T \left( L_{21}^{-1} + L_{22}^{-1} \right) B_2 \) and \( \hat{N} = -\frac{1}{2} B_2^T \left( L_{22}^{-1} - L_{22}^{-1} \right) B_2 \).

**Proof.** The transformations \( U \) and \( V \) are defined in [2, Section 5]. Here, we add an additional state transformation \( z_1 = E_{11} x_1 \), where \( E_{11} \) and \( x_1 \) are as in [2, Section 5] and transform the dynamics of (4) via \( \hat{z}_1 = V^{-1} x \) into

\[
\begin{align*}
\frac{d}{dt} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} &= \begin{pmatrix} (J_{11} - R_{11}) Q_{11} & 0 \\ (J_{21} - R_{21}) Q_{11} & (J_{22} - R_{22}) Q_{22} \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} + \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} u, \\
y &= \begin{pmatrix} B_1^T \\ B_2^T \end{pmatrix} \begin{pmatrix} Q_{11} \\ 0 \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix},
\end{align*}
\]

Further, as in [2, Theorem 22], this decomposition and the invertibility of \( J_{22} - R_{22} \) in \( Q_{22} \) yield the control system

\[
\hat{z}_1 = (J_{11} - R_{11}) Q_{11} z_1 + (B - \hat{P}) u, \quad y = \begin{pmatrix} B + \hat{P} \end{pmatrix}^T Q_{11} z_1 + \begin{pmatrix} \hat{S} + \hat{N} \end{pmatrix} u,
\]

where \( z_2 \) is eliminated and uniquely given by (8). For the energy balance, see [2, Proof of Theorem 22]. \( \square \)

**Remark 2.4.** It follows from Proposition 2.3 and Lemma 2.2 that, given a control \( u \in L^1_{\text{loc}}([0, \infty), \mathbb{R}^m) \), we have \( x(t)^T Q^T R Q x(t) = \begin{pmatrix} z_1(t) \\ u(t) \end{pmatrix}^T \hat{W} \begin{pmatrix} z_1(t) \\ u(t) \end{pmatrix} \) for all solutions \( x \) of the DAE in (4) and the corresponding solutions \( z_1 \) of the ODE in (11). But in fact, an easy computation shows that

\[
\hat{x}^T Q^T R Q \hat{x} = \begin{pmatrix} \hat{z}_1 \\ \hat{u} \end{pmatrix}^T \hat{W} \begin{pmatrix} \hat{z}_1 \\ \hat{u} \end{pmatrix}
\]

holds for \( \hat{x}, \hat{z} \in \mathbb{R}^n \) and \( \hat{u} \in \mathbb{R}^m \) whenever \( \hat{z} = V^{-1} \hat{x} \) and \( \hat{z}_1, \hat{z}_2, \hat{u} \) are related via \( \hat{z}_2 = -Q_{22}^{-1} L_{22}^{-1} (L_{21} Q_{11} \hat{z}_1 + B_2 \hat{u}) \). In particular, \( \hat{W} \) is positive semi-definite.

**Remark 2.5.** (Consequences of ODE-reformulation). \( \text{(a)} \) Once an OCP is feasible (i.e., the admissible set is non-empty), it is advisable to show the existence of optimal solutions. Since the OCPs (4) and (7) are equivalent, it suffices to consider the ODE-constrained OCP (7). And in fact, we prove in Corollary 3.10 below that an optimal solution of OCP (7) exists, whenever the state \( z_1^e \) can be steered to a point in \( \Phi_1 \) at time \( T \) under the given dynamics.
In view of the energy balance (6) and $H(x) = \frac{1}{2}(Ex)^\top QE^\dagger (Ex)$, in the case $RQ = 0$ the OCP (4) is equivalent to minimizing the function $f(w) = w^\top QE^\dagger w$ on the set of states $w \in \Psi$ that are reachable from $w^0$ (inside im $E$) at time $T$. We are not going to detail this case here. That is, we always assume that $RQ \neq 0$, which means that the system dissipates energy at certain states. Note that this is equivalent to $W \neq 0$ by (12).

3. Optimal control of pH ODE systems with feed-through

Next, we analyze the ODE-constrained OCP (7) with regard to reachability aspects and the turnpike phenomenon showing that optimal solutions stay close to the conservative subspace $\ker W$ for the majority of the time. These properties will then be translated back to the corresponding properties of the original DAE-constrained OCP (4) in Section 4.

Throughout this section, we consider OCPs with dynamic constraints given by port-Hamiltonian ODE systems with feed-through

$$\begin{align*}
\dot{x} &= (J - R)Qx + (B - P)u, \quad x(0) = x^0, \\
y &= (B + P)^\top Qx + Du.
\end{align*}$$

Moreover, $J, R, Q \in \mathbb{R}^{n \times n}$ and $D \in \mathbb{R}^{m \times m}$ are constant matrices satisfying

$$J = -J^\top, \quad R = R^\top \geq 0, \quad Q = Q^\top \geq 0, \quad S = \frac{1}{2}(D + D^\top) \geq 0$$

and $B, P \in \mathbb{R}^{n \times m}$ such that

$$W = \begin{pmatrix} QRQ & QP \\
P^\top Q & S \end{pmatrix} \geq 0.$$  

The latter condition is obviously trivially satisfied if $P = 0$.

In [32] we made first observations concerning the special case with $P = 0$, $D = 0$, and $Q > 0$. Subsequently, we go beyond [32], i.e., we explore reachability properties of (13) and prove novel results concerning input-state subspace turnpikes as well as an adjoint turnpike for the ODE-constrained OCP (7).

Remark 3.1 (Dissipative Hamiltonian matrices). In Appendix B.1 we characterize the matrices $A$ which can be written in the form $A = (J - R)Q$ (see Theorem B.2). It turns out that this property is purely spectral, i.e., it can be read off the Jordan canonical form of $A$.

We say that a linear map $T : \mathcal{L} \to \mathcal{L}$, mapping a subspace $\mathcal{L} \subset \mathbb{R}^n$ (or $\mathbb{C}^n$) to itself is $Q$-symmetric ($Q$-skew-symmetric, $Q$-positive semi-definite), if it has the respective property with respect to the positive semi-definite inner product $[\cdot, \cdot] = \langle Q \cdot, \cdot \rangle$, restricted to $\mathcal{L}$. For example, $T$ is $Q$-skew-symmetric if $[Tx, y] = -[x, Ty] \forall x, y \in \mathcal{L}$.

Let $A = (J - R)Q$, where $J, R, Q$ are as in (14). By Theorem B.2 none of the eigenvalues of $A$ has a positive real part. It follows from the real Jordan form that there exists a (spectral) decomposition

$$\mathbb{R}^n = N_1 \oplus N_2$$

such that both subspaces $N_1$ and $N_2$ are $A$-invariant, $\sigma(A|_{N_1}) \subset i\mathbb{R}$, and $A|_{N_2}$ is Hurwitz. In particular, we have $A = A_1 \oplus A_2$ with respect to the decomposition (16). The next
proposition provides some geometrical insight which also explains the behavior of optimal solutions, see Subsection 3.3.

**Proposition 3.2.** Let \( J, R, Q \) be as in (14). Then the decomposition (16) is \( Q \)-orthogonal, i.e., \( \mathbb{R}^n = N_1 \oplus Q N_2 \), and \( \ker Q \subset N_1 \subset \ker(RQ) \). Moreover, the representation of \((J - R)Q\) with respect to the decomposition (16) has the form

\[
(J - R)Q = \begin{pmatrix} J_1 & 0 \\ 0 & J_2 - R_2 \end{pmatrix},
\]

where \( J_1 \) and \( J_2 \) are \( Q \)-skew-symmetric in \( N_1 \) and \( N_2 \), respectively, \( R_2 \) is \( Q \)-positive semi-definite, and \( J_2 - R_2 \) is Hurwitz. The eigenvalues of both \( J_1 \) and \( J_2 \) are purely imaginary.

**Proof.** Let \( A = (J - R)Q \). By definition of \( N_1 \), we have \( \ker Q \subset \ker A \subset N_1 \). Denote by \( \mathcal{L}_\lambda(A) \) the complex algebraic eigenspace of \( A \) at \( \lambda \in \mathbb{C} \), i.e., \( \mathcal{L}_\lambda(A) = \bigcup_{k=0}^n \ker ((A - \lambda)^k) \subset \mathbb{C}^n \). For a set \( \Delta \subset \mathbb{C} \) we will also use the notation \( \mathcal{L}_\lambda(A) \triangleq \operatorname{span}(\mathcal{L}_\lambda(A) : \lambda \in \Delta) \subset \mathbb{C}^n \). Denote by \( [\perp] \) the orthogonality relation with respect to \([\cdot, \cdot]\). We shall now prove that

\[
\lambda \neq \mu, \quad \mathcal{L}_\mu(A) \subset \ker(RQ) \quad \implies \quad \mathcal{L}_\lambda(A) \perp \mathcal{L}_\mu(A).
\]

To see this, let us assume that we have already shown that \( \ker((A - \lambda)^k) \perp \mathcal{L}_\mu(A) \) for some \( k \in \mathbb{N}_0 \). Let \((A - \lambda)^{k+1} y = 0\) and set \( x = (A - \lambda)y \). Then, by assumption, \( x \in (\mathcal{L}_\mu(A))^{\perp} \). Let us furthermore assume that we have already proved that \( y \perp \ker(A - \mu)^j \) for some \( j \in \mathbb{N}_0 \). Let \( z \in \ker(A - \mu)^{j+1} \) and set \( w = (A - \mu)z \). Then \([y, w] = 0\) and thus (as \( RQz = 0 \)),

\[\chi[z, y] = [z, \lambda y] = [z, Ay - x] = [z, Ay = \langle Qz, (J - R)Qy \rangle = -\langle (J + R)Qz, Qy \rangle = -\langle (J - R)Qz, Qy \rangle = -[Az, y] = -[\mu z + w, y] = -[\mu z, y],\]

hence \((\chi + \mu)[z, y] = 0\). Note that \( \chi + \mu = 0 \) implies that \((\Re \lambda)(\Re \mu) < 0\) (in which case one of \( \mathcal{L}_\lambda(A) \) and \( \mathcal{L}_\mu(A) \) is trivial) or \( \lambda = \mu \), which we excluded. Hence, \([z, y] = 0\) and (18) is proved.

We set \( N'_1 = L_{\mathbb{R}}(A) \) and \( N'_2 = L_{\mathbb{C}}(A) \), where \( \mathbb{C}^- \triangleq \{ z \in \mathbb{C} : \Re z < 0 \} \). Obviously, we have \( N_1 = N'_1 \cap \mathbb{R}^n \) and \( N_2 = N'_2 \cap \mathbb{R}^n \). Since \( N'_1 \subset \ker(RQ) \) (see (11) and (12)), Equation (18) shows that \( N'_1 \perp N'_2 \) and thus the \( Q \)-orthogonality of \( N_1 \) and \( N_2 \). Hence, \( A \) decomposes as in (17), where \( J_1 = JQ|_{N_1}, J_2 = P_2JQ|_{N_2}, \) and \( R_2 = P_2RQ|_{N_2} \) with \( P_2 \) denoting the projection onto \( N_2 \) along \( N_1 \). It is easy to see that \( J_1 \) is \( Q \)-skew-symmetric and that \( P_2 \) is \( Q \)-symmetric. The latter implies that \( J_2 \) is \( Q \)-skew-symmetric and \( R_2 \) is \( Q \)-symmetric and \( Q \)-non-negative. By construction, we have \( \sigma(J_1) \subset i\mathbb{R} \). Finally, it follows from \( \ker Q \subset N_1 \) that \([\cdot, \cdot]\) is positive definite on \( N_2 \), and hence also \( \sigma(J_2) \subset i\mathbb{R} \). \( \square \)

**Remark 3.3.** Note that \( \ker R_2 \) might still be non-trivial. A simple example is given by \( Q = I_2, \ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \) and \( R = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} \), in which case \( N_1 = \{ 0 \} \) and therefore \( \ker R_2 = \ker R \neq \{ 0 \} \).

### 3.1. Reachability properties

As already mentioned in Section 2, we consider control constraints \( u \in U \) where \( U \) is a convex and compact set with \( 0 \in \text{int} U \). Let \( t > 0 \) and \( x \in \mathbb{R}^n \). We say that \( z \in \mathbb{R}^n \) is reachable from \( x \) at time \( t \) under the dynamics in (13a), if there exists a feasible \( u \in L^1(0, t; U) \) such that the corresponding state response
satisfies \( x(t; x, u) = z \). By \( \mathcal{R}_t(x) \) we denote the set of all states that are reachable from \( x \) at time \( t \). Similarly, we denote by \( \mathcal{C}_t(x) \) the set of states from which \( x \) is reachable (i.e., which can be controlled/steeered to \( x \)) at time \( t \). Clearly, \( \mathcal{C}_t(x) \) equals \( \mathcal{R}_t(x) \) with respect to the dynamics in reverse time \( \dot{x} = -(J - R)Qx - (B - P)u \). Moreover, we set \( \mathcal{R}_0(x) = \mathcal{C}_0(x) = \{ x \} \) and

\[
\mathcal{R}(x) = \bigcup_{t \geq 0} \mathcal{R}_t(x), \quad \mathcal{C}(x) = \bigcup_{t \geq 0} \mathcal{C}_t(x), \quad \mathcal{R}(\Phi) = \bigcup_{x \in \Phi} \mathcal{R}(x), \quad \mathcal{C}(\Phi) = \bigcup_{x \in \Phi} \mathcal{C}(x).
\]

Hence, \( \mathcal{C}(\Phi) \) is the set of states that can be steered into \( \Phi \). It is well-known that the sets \( \mathcal{R}_t(x) \) and \( \mathcal{C}_t(x) \) are compact and convex for each \( t \geq 0 \) and each \( x \in \mathbb{R}^n \), see, e.g., Chapter 2, Theorem 1].

3.1.1. Reachability of steady states. Recall the Kalman controllability matrix \( K(A, B) = (B, AB, \ldots, A^{n-1}B) \) of a linear time-invariant control system \( (A, B) \) in \( \mathbb{R}^n \), i.e., \( \dot{x} = Ax + Bu \). If \( \text{rank} K(A, B) = n \), the linear control system \( (A, B) \) is controllable.

Lemma 3.4 (Reachable sets of input-constrained pH systems). Consider the pH-system \( (A, B, AB, \ldots, A^{n-1}B) \) of a linear time-invariant control system \( (A, B) \) in \( \mathbb{R}^n \), i.e., \( \dot{x} = Ax + Bu \). Then the following hold:

(i) \( \mathcal{C}(0) = X \).

(ii) \( \mathcal{R}(0) \subset X \) is convex and relatively open in \( X \).

(iii) If \( 0 < t_1 < t_2 \), then \( \mathcal{C}_{t_1}(0) \subset \text{int}_X \mathcal{C}_{t_2}(0) \),

where \( \text{int}_X \) denotes the interior with respect to the subspace topology of \( X \).

Proof. Set \( A = (J - R)Q \) and \( \tilde{B} = B - P \). From the variation of constants formula it easily follows that \( \mathcal{R}(0) \subset X \) and \( \mathcal{C}(0) \subset X \). Note that \( X \) is invariant under \( A \) and that \( \tilde{B}u \in X \) for each \( u \in \mathbb{R}^m \). Let \( \tilde{A} = A|_X \). We consider the system \( \dot{x} = \tilde{A}x + \tilde{B}u \) in \( X \) (hence, also with initial values \( x(0) \in X \)). Then \( (\tilde{A}, \tilde{B}) \) is controllable and the same is true for the time-reversed system \( -(\tilde{A}, -\tilde{B}) \). Also note that \( \text{Re} \lambda \leq 0 \) for each eigenvalue \( \lambda \) of \( \tilde{A} \) (cf. Theorem B.2). The properties (i) and (ii) now follow from [25, p. 45, Theorems 1.2.3.5], and (iii) is a consequence of [20, Corollary 17.1]. □

Let \( x_T \in \mathbb{R}^n \) and \( x^0 \in \mathcal{C}(x_T) \). Then there exists a minimal time \( T(x^0; x_T) \) at which \( x_T \) is reachable from \( x^0 \) (see [24, p. 60, Theorem 1]). This defines a minimal time function \( T(\cdot; x_T) : \mathcal{C}(x_T) \to [0, \infty) \). By \( B_\varepsilon(S) \) we denote the open \( \varepsilon \)-neighborhood of a set \( S \subset \mathbb{R}^k \). We also write \( B_\varepsilon(x) = B_\varepsilon(\{x\}) \).

Corollary 3.5. The minimal time function \( T(\cdot; 0) : \mathcal{C}(0) \to [0, \infty) \) is continuous.

Proof. We adopt the notation from Lemma 3.4 and its proof. Recall that \( (\tilde{A}, \tilde{B}) \) is controllable (in \( X = \mathcal{C}(0) \)). Let \( x^0 \in X, \varepsilon > 0 \), and set \( t = T(x^0; 0) \). Then \( x^0 \in \partial_X \mathcal{C}(0) \) (see [20, Lemma 13.1]). By Lemma 3.3 (iii) we have \( \mathcal{C}_{t-\varepsilon}(0) \subset \text{int}_X \mathcal{C}_t(0) \) and \( \mathcal{C}_t(0) \subset \text{int}_X \mathcal{C}_{t+\varepsilon}(0) \). Hence, there exists \( \delta_1 > 0 \) such that \( B_{\delta_1}^X(x^0) \subset \mathcal{C}_{t+\varepsilon}(0) \), where \( B_{\delta}^X(x) = \bigcup_{\varepsilon > 0} B_{\varepsilon}(x) \). On the other hand, there exists \( \delta_2 > 0 \) such that \( B_{\delta_2}^X(x^0) \cap \mathcal{C}_{t-\varepsilon}(0) = \emptyset \).

Indeed, otherwise we had \( x^0 \in \mathcal{C}_{t-\varepsilon}(0) \) and thus \( x^0 \in \text{int}_X \mathcal{C}_t(0) \), which contradicts \( x^0 \in \partial_X \mathcal{C}_t(0) \). Hence, choosing \( \delta = \min\{\delta_1, \delta_2\} \), we have \( B_{\delta}^X(x^0) \subset \mathcal{C}_{t+\varepsilon}(0) \setminus \mathcal{C}_{t-\varepsilon}(0) \). For

\[2\] The theorem in [25] is formulated for \( x_T = 0 \) but the proof also works for \( x_T \neq 0 \).
\( x \in B_{\delta}^{X}(x^0) \) this implies \( t - \varepsilon \leq T(x; 0) \leq t + \varepsilon \), or, equivalently, \( |T(x; 0) - T(x^0; 0)| \leq \varepsilon \).

A pair \((\bar{x}, \bar{u})\) \( \in \mathbb{R}^n \times U \) is called a \textit{steady state} (or \textit{controlled equilibrium}) of the dynamics in (13) if \((J - R)Q\bar{x} + (B - P)\bar{u} = 0\). In the following, by \( C^Y_t(x) \) and \( R^Y_t(x) \) we denote the reachable sets for (13a) with \( \mathcal{L}^1 \)-controls taking on their values in \( V \subset \mathbb{R}^m \).

**Lemma 3.6.** Let \((\bar{x}, \bar{u})\) \( \in \mathbb{R}^n \times U \) be a steady state of (13a) and set \( V \equiv U - \bar{u} \). Then for \( t > 0 \) we have \( C_t(\bar{x}) = \bar{x} + C^Y_t(0) \) and \( R_t(\bar{x}) = \bar{x} + R^Y_t(0) \).

**Proof.** We have \( x \in C_t(\bar{x}) \) if and only if \( x = e^{-tA}\bar{x} - \int_0^t e^{-sA}Bu(s) \, ds \) with \( u \in L^1(0, t; U) \). Since \( \frac{d}{ds}e^{-sA}\bar{x} = e^{-sA}(-A\bar{x}) = e^{-sA}Bu, \) and therefore \( e^{-tA}\bar{x} - \bar{x} = \int_0^t e^{-sA}Bu \, ds \), it follows that \( x \in C_t(\bar{x}) \) if and only if \( x = \bar{x} - \int_0^t e^{-sA}Bv(s) \, ds \) with \( v \in L^1(0, t; V) \). This proves the claim for \( C_t(\bar{x}) \). The claim for \( R_t(\bar{x}) \) is proved similarly. \( \square \)

If \( \bar{u} \in \text{int} \, U \), then also \( V = U - \bar{u} \) is compact, convex, and contains 0 in its interior. Hence, the results obtained so far immediately imply the next corollary.

**Corollary 3.7.** Let \((\bar{x}, \bar{u})\) \( \in \mathbb{R}^n \times \text{int} \, U \) be a steady state of (13a). Then:

(i) \( C(\bar{x}) = \bar{x} + \text{im } K((J - R)Q, B - P) \).

(ii) The minimal time function \( T(\cdot; \bar{x}) : C(\bar{x}) \to [0, \infty) \) is continuous.

**3.1.2. Reachability in view of the decomposition (17).** With respect to the decomposition \( \mathbb{R}^n = N_1 \oplus Q \, N_2 \) from Proposition 3.2 the control system (13a) takes the form

\[
\begin{align*}
(19a) & \quad \dot{x}_1 = J_1x_1 + Bu, \quad x_1(0) = x^0_1, \\
(19b) & \quad \dot{x}_2 = (J_2 - R_2)x_2 + Bu, \quad x_2(0) = x^0_2,
\end{align*}
\]

where \( B_j = P_j(B - P) \) with \( P_j \) denoting the projection onto \( N_j \) with respect to the decomposition \( \mathbb{R}^n = N_1 \oplus N_2 \), \( j = 1, 2 \).

**Lemma 3.8 (Cor. 3.6.7).** If \((J - R)Q, B - P)\) is controllable, then we have \( \mathcal{R}(0) = N_1 \oplus Q \, (\mathcal{R}(0) \cap N_2) \).

The next corollary is a simple consequence of the previous results and shows in particular that \( N_1 \) is reachable from anywhere.

**Corollary 3.9.** If \((J - R)Q, B - P)\) is controllable, then for every \( x^0 \in \mathbb{R}^n \) there is a bounded set \( K_{x^0} \subset N_2 \) such that \( N_1 \oplus Q \, (\mathcal{R}(0) \cap N_2) \subset \mathcal{R}(x^0) \subset N_1 \oplus Q \, K_{x^0} \).

**Proof.** If \( x \in \mathbb{R}^n \) can be reached from zero, then it can be reached from any \( x^0 \in \mathbb{R}^n \) by Lemma 3.4 (i). This and Lemma 3.8 prove the first inclusion. For the second inclusion, let \( x \in \mathcal{R}(x^0) \), \( x = x_1 + x_2 \) with \( x_j \in N_j \), \( j = 1, 2 \). Then there exist a time \( t > 0 \) and a control \( u \in L^1(0, t; U) \) such that \( x_2 = e^{tA}x_0 + \int_0^t e^{(t-s)A_2}B_2u(s) \, ds \), where \( A_2 = J_2 - R_2 \). As \( A_2 \) is Hurwitz, there exist \( \omega > 0, M \geq 1 \) such that \( \|e^{tA_2}\| \leq Me^{-\omega t} \).

Let \( R = \frac{M}{\omega} \|B_2\| \left( \max_{v \in U} \|v\| \right) \). Then

\[
\|x_2\| \leq Me^{-\omega t} \|x^0_2\| + \int_0^t Me^{-\omega(t-s)} \|B_2\| \|u(s)\| ds \leq M \|x^0_2\| + R,
\]

which proves the second inclusion with \( K_{x^0} = B_{M\|x^0_2\| + R}(0) \cap N_2 \). \( \square \)
3.2. Turnpike properties of minimum energy supply ph-ODE-OCPs. In Section 2 we formulated the OCP corresponding to the minimization of the energy supply of port-Hamiltonian descriptor systems and reduced this DAE-constrained problem to an ODE-constrained OCP of the following form:

\[
\begin{align*}
\min_{u \in L^1(0,T; U)} & \int_0^T u(t)^	op y(t) \, dt \\
\text{s.t.} & \dot{x} = (J - R)Qx + (B - P)u, \quad x(0) = x^0, \quad x(T) \in \Phi, \\
y &= (B + P)^	op Qx + Du
\end{align*}
\]

where \(B, P \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m}, \) and \(J, R, Q \in \mathbb{R}^{n \times n} \) are as in (14). The existence of solutions of the OCP (20) follows from the compactness of the control constraint set \(U\), cf. Theorem C.1. Next, we analyze the turnpike phenomenon of optimal solutions of this OCP. Classically, this means that optimal trajectories reside close to certain states for the majority of the time [13]. Here, we will show that this phenomenon occurs in a more general way, i.e., optimal pairs \((x^*, u^*)\) reside close to a subspace for the majority of the time. Despite the problem being linear quadratic, the presented approach to show the turnpike for the primal variables, i.e., the input-state pair \((x^*, u^*)\), does not utilize the optimality conditions due to the possible occurrence of singular arcs. However, we prove in addition that a combination of the first-order optimality conditions and the subspace turnpike for the primal variables induces a turnpike for the adjoint state towards the steady state zero.

The Hamiltonian function, representing the energy of the system (13) is given by 

\[
H(x) = \frac{1}{2} x^	op Qx.
\]

For a control \(u \in L^1(0,T; U)\) and \(x^0 \in \mathbb{R}^n\) the solution \(x = x(\cdot, x^0, u)\) of (13a) with \(x(0) = x^0\) obviously satisfies

\[
\begin{align*}
\frac{d}{dt} H(x) &= x^	op Q \dot{x} = x^	op Q(J - R)Qx + x^	op Q(B + P)u - 2x^	op Q Pu \\
&= -x^	op QRQx + u^	op y - u^	op Du \quad - 2x^	op Q Pu = u^	op y - \|W^{1/2}(x_u)\|^2,
\end{align*}
\]

where we used \(z^	op Jz = 0\) for \(z \in \mathbb{R}^n\). Thus, we obtain the well-known energy balance

\[
\int_{t_0}^{t_1} u^	op y \, dt = H(x(t_1)) - H(x(t_0)) + \int_{t_0}^{t_1} \|W^{1/2}(x_u)\|^2 \, dt.
\]

In particular, this shows that we may replace the cost functional in (20) by

\[
J(u) = H(x(T)) + \int_0^T \|W^{1/2}(x_u(t))\|^2 \, dt.
\]

The next corollary follows immediately from the existence result Theorem C.1.

**Corollary 3.10.** If \(x^0 \in \mathcal{C}(\Phi)\), then the OCP (20) has an optimal solution.

As already discussed in Remark 2.5 in the case \(W = 0\) the OCP (20) is equivalent to minimizing \(H(x) = \frac{1}{2} x^	op Qx\) on \(\Phi \cap R_T(x^0)\), which is the (compact) set of states \(x \in \Phi\) that are reachable from \(x^0\) at time \(T\). This case will not be discussed here. Hence, we will assume throughout that \(W \neq 0\).
3.2.1. Input-state subspace turnpikes. The following definition of an integral turnpike with respect to a subspace is an extension of an integral turnpike with respect to a steady state, cf. [16] Definition 2.1 and [14] Section 1.2. Turnpike properties with respect to sets was discussed in [34] and with respect to manifolds in mechanical systems in [10]. In the context of unobservable cost functionals, velocity-turnpikes were considered in [11, 15, 30] which yield a turnpike behavior towards the unobservable subspace.

Definition 3.11 (Integral input-state subspace turnpike property). Let \( \ell \in C^1(\mathbb{R}^{n+m}) \), \( \varphi \in C^1(\mathbb{R}^n) \), and let \( \Phi \subset \mathbb{R}^n \) be closed. We say that a general OCP with linear dynamics of the form

\[
\begin{align*}
\min_{u \in L^1(0,T;U)} & \quad \varphi(x(T)) + \int_0^T \ell(x(t), u(t)) \, dt \\
\text{s.t.} & \quad \dot{x} = Ax + Bu, \quad x(0) = x^0, \quad x(T) \in \Phi
\end{align*}
\]

has the Integral input-state subspace turnpike property on a set \( S_{\text{tp}} \subset C(\Phi) \) with respect to a subspace \( V \subset \mathbb{R}^n \times \mathbb{R}^m \), if there exist continuous functions \( F, T : S_{\text{tp}} \to [0, \infty) \) such that for all \( x^0 \in S_{\text{tp}} \) each optimal pair \((x^*, u^*)\) of the OCP (22) satisfies

\[
\int_0^T \text{dist}^2((x^*(t), u^*(t)), V) \, dt \leq F(x^0) \quad \text{for all} \quad T > T(x^0)
\]

Remark 3.12 (Link to measure turnpikes). The main feature of this definition is the implication that for \( T \) large enough any optimal input-state pair is close to the subspace \( V \) for the majority of the time. Indeed, if \( x^0 \in S_{\text{tp}} \) and \( \varepsilon > 0 \), for \( T > T(x^0) \) we have

\[
\mu\{t \in [0, T] : \text{dist}((x^*(t), u^*(t)), V) > \varepsilon\} \leq \frac{1}{\varepsilon^2} \int_0^T \text{dist}^2((x^*(t), u^*(t)), V) \, dt \leq \frac{F(x^0)}{\varepsilon^2},
\]

where \( \mu \) denotes the standard Lebesgue measure. This behavior of optimal trajectories is called measure turnpike, cf. e.g. [13] Definition 2]. Here, compared to the usual definition in the literature, the measure turnpike property is with respect to a subspace and the dependence of the upper bound on \( \varepsilon \) can explicitly be specified.

In this section we shall show as our main result in Theorem 3.16 that under suitable conditions the input-state subspace turnpike property holds for the OCP (20) with respect to the subspace ker \( W \) (see (15)). To this end, we introduce two technical lemmas that are required in the proof of Theorem 3.16. A steady state \((\bar{x}^*, \bar{u}^*)\) of (20) is called optimal if it is a solution of the following problem:

\[
\min_{(\bar{x}, \bar{u}) \in \mathbb{R}^n \times U} \bar{u}^T \bar{y} \quad \text{s.t.} \quad 0 = (J - R)Q\bar{x} + (B - P)\bar{u}, \quad \bar{y} = (B + P)^T Q\bar{x} + D\bar{u}.
\]

Lemma 3.13. A steady state \((\bar{x}, \bar{u})\) of (20) is optimal if and only if \((\bar{\bar{x}}, \bar{\bar{u}})\) \( \in \ker W \).

Proof. Let \( \bar{\bar{x}} = (\bar{\bar{x}}, \bar{\bar{u}}) \) be a steady state of (20), and set \( \bar{y} = (B + P)^T Q\bar{x} + D\bar{u} \). Since \( \bar{x}^T Q^T JQx = 0 \), we obtain

\[
\bar{y}^T \bar{u} = \bar{x}^T Q(B - P)\bar{u} + 2\bar{x}^T QP\bar{u} + \bar{u}^T S\bar{u} = \bar{x}^T Q R Q \bar{x} + 2\bar{x}^T QP\bar{u} + \bar{u}^T S\bar{u} = \bar{\bar{x}}^T W \bar{\bar{x}}.
\]

In particular, on the set of constraints in (24) the target function \( \bar{u}^T \bar{y} \) is non-negative. And since \((0,0)\) obviously is a steady state, the optimal value of (24) is zero. Hence, a steady state \( \bar{x} \) is optimal if and only if \( \bar{x}^T W \bar{x} = 0 \), i.e., \( W \bar{x} = 0 \). \[\square\]
Remark 3.14. Lemma [3.13] shows that the optimal steady states of (20) are exactly those pairs \((\bar{x}, \bar{u})\) in \(\mathbb{R}^n \times U\), for which \(((\bar{x})\) lies in the kernel of \[
(\begin{pmatrix} J-RQ & B-P \\ QR & QP \\ P^T & 0 \\ S \\ \end{pmatrix}) \in \mathbb{R}^{(2n+m)\times(n+m)}.
\]
In particular, the vectors in \(\ker Q \times \{0\}\) are optimal steady states.

Lemma 3.15. Let \(A = R^{k\times k}, A = A^T \geq 0\). Then for all \(x \in \mathbb{R}^k\) we have
\[
\lambda_{\min}(\ker A) \cdot \text{dist}^2(x, \ker A) \leq x^T Ax \leq \lambda_{\max}(\ker A) \cdot \text{dist}^2(x, \ker A),
\]
where \(\lambda_{\min}(\lambda_{\max})\) is the smallest (resp. largest) positive eigenvalue of \(A\).

Proof. We have \(A = U^T DU\) with \(D = \text{diag}(\lambda_i)\) \(i=1, \ldots, k\) \(\geq 0\) and \(U \in \mathbb{R}^{k\times k}\) orthogonal. Note that \(\max_i \lambda_i = \|A\|\) and that \(P = U^T\) \(\text{diag}(\lambda_i \cdot 0)\) \(i=1, \ldots, k\) \(U\) is the orthogonal projection onto \(\ker A\). Let \(x \in \mathbb{R}^k\) and \(v \in U x\). Then
\[
x^T Ax = \sum_{i} \lambda_i v_i^2 \leq \|A\| \sum_{i} \lambda_i v_i^2 = \lambda_{\max} \cdot \|Px\|^2.
\]
Similarly, \(x^T Ax \geq \lambda_{\min} \cdot \|Px\|^2\). The claim now follows from \(\text{dist}(x, \ker A) = \|Px\|\). \(\Box\)

The next theorem is the main result of this subsection.

Theorem 3.16 (Integral input-state subspace turnpike). Let \((\bar{x}, \bar{u}) \in \mathbb{R}^n \times \text{int} U\) be an optimal steady state such that \(\bar{x} \in C(\Phi)\). Then the OCP \((20)\) has the integral input-state subspace turnpike property on \(C(\bar{x})\) with respect to \(\ker W\).

If additionally, \((J-R)Q, B-P\) is controllable, the turnpike property is global in the initial state, i.e., \(C(\bar{x}) = \mathbb{R}^n\).

Proof. Set \(A = (J-R)Q\) and \(B = B - P\). First of all, we shall define some constants.

Due to the spectral properties of \(A\) (see Theorem B.2), there is \(M > 0\) such that \(\|e^{tA}\| \leq 1 + Mt\) for all \(t \geq 0\). Set \(u_{\max} = \max\{\|u\| : u \in U\}\). The condition \(\bar{x} \in C(\Phi)\) means that there exist a time \(T_1 > 0\) and a control \(u_1 \in L^1(0, T_1; U)\) such that \(x(T_1, \bar{x}, u_1) \in \Phi\).

Now, let \(x^0 \in C(\bar{x})\). By Corollary 3.7 the minimal time \(T_0(x^0) \equiv T(x^0; \bar{x})\) at which \(\bar{x}\) can be reached from \(x^0\) depends continuously on \(x^0\). Define
\[
T(x^0) \equiv T_0(x^0) + T_1 \quad \text{and} \quad F(x^0) \equiv \lambda_{\min}^{-1} \cdot (G_1 + G_2 + G_0(x^0)),
\]
where \(\lambda_{\min}\) denotes the smallest positive eigenvalue of the matrix \(W\) and \(G_0 : C(\bar{x}) \to [0, \infty)\) as well as the constants \(G_1, G_2 \geq 0\) are defined by
\[
G_0(x^0) \equiv \|W\|T_0(x^0) \cdot \left(1 + MT_0(x^0)\right)^2 (\|x^0\| + \|\bar{B}\|T_0(x^0)u_{\max})^2 + u_{\max}^2
\]
\[
G_1 \equiv \|W\|T_1 \cdot \left(1 + MT_1\right)^2 (\|\bar{x}\| + \|\bar{B}\|u_{\max})^2 + T_1 u_{\max}^2
\]
\[
G_2 \equiv \frac{1}{2} \|Q\|\left(1 + MT_1\right)^2 \cdot (\|\bar{x}\| + \|\bar{B}\|T_1 u_{\max})^2.
\]
We will show that \(T\) and \(F\) are as in Definition 3.11. To this end, let \(u_0\) be the time-optimal control that steers \(x^0\) to \(\bar{x}\) at time \(T_0 \equiv T(x^0; \bar{x})\) and let \(T > T(x^0) = T_0 + T_1\).
Define a control $u$ by
\[
u(t) =\begin{cases} u_0(t), & t \in [0,T_0] \\ \bar{u}, & t \in [T_0, T-T_1] \\ u_1(t-(T-T_1)), & t \in [T-T_1,T] \end{cases},
\]
and denote the state response trajectory by $x$, i.e.,
\[
x(t) = \begin{cases} e^{tA}x_0 + \int_0^t e^{(t-s)A}Bu_0(s)\, ds, & t \in [0,T_0] \\ x, & t \in [T_0, T-T_1] \\ e^{(t-(T-T_1))A}x + \int_{T-T_1}^t e^{(t-s)A}Bu_1(s-(T-T_1))\, ds, & t \in [T-T_1,T]. \end{cases}
\]
The constant value $\bar{x}$ on $[T_0, T-T_1]$ is due to the fact that $(\bar{x}, \bar{u})$ is a steady state of \[[20]\]. Hence, $x$ is a trajectory from $x(0) = x^0$ to a point $x(T) \in \Phi$ and therefore admissible for the OCP \[[20]\]. The output is given by $y = (B+P)^TQx + Du$.

Let $(x^*, u^*)$ be an optimal solution of \[[20]\] with $x^*(0) = x^0$ and denote the corresponding output by $y^*$. By optimality and the energy balance \[[21]\], we obtain
\[
H(x^*(T)) - H(x^*(0)) + \int_0^T \|W^{\frac{1}{2}} \begin{pmatrix} x^*(t) \\ u^*(t) \end{pmatrix}\|_2^2\, dt = \int_0^T u^*(t)^\top y^*(t)\, dt
\]
\[
\leq \int_0^T u(t)^\top y(t)\, dt = H(x(T)) - H(x(0)) + \int_0^T \|W^{\frac{1}{2}} \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}\|_2^2\, dt.
\]
Since $H(x) = \frac{1}{2} \cdot x^\top Qx \geq 0$ for all $x \in \mathbb{R}^n$ and $x^*(0) = x(0) = x^0$, we obtain
\[
\int_0^T \|W^{\frac{1}{2}} \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}\|_2^2\, dt \leq H(x(T)) + \int_0^T \|W^{\frac{1}{2}} \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}\|_2^2\, dt.
\]
For $t \in [0, T_0]$ we have $\|x(t)\| \leq (1+MT_0)(\|x^0\| + \|\bar{B}\|T_0u_{\mathrm{max}})$ which implies
\[
\int_0^{T_0} \|W^{\frac{1}{2}} \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}\|_2^2\, dt \leq \|W\| \int_0^{T_0} (\|x(t)\|^2 + \|u(t)\|^2)\, dt \leq G_0(x^0).
\]
Similarly, for $t \in [T-T_1, T]$, from $\|x(t)\| \leq (1+MT_1)(\|\bar{x}\| + \|\bar{B}\|T_1u_{\mathrm{max}})$ we obtain
\[
\int_{T-T_1}^T \|W^{\frac{1}{2}} \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}\|_2^2\, dt \leq \|W\| \int_{T-T_1}^T (\|x(t)\|^2 + \|u(t)\|^2)\, dt \leq G_1
\]
and $H(x(T)) = \frac{1}{2} \cdot x(T)^\top Qx(T) \leq \frac{1}{2}\|Q\|_2 \|x(T)\|^2 \leq G_2$. Since $[\bar{x}, \bar{u}] \in \ker W$, cf. Lemma \[[3.13]\] we also have $\int_{T-T_1}^T \|W^{\frac{1}{2}} \begin{pmatrix} x(t) \\ u(t) \end{pmatrix}\|_2^2\, dt = 0$ and therefore
\[
H(x(T)) + \int_0^T \|W^{\frac{1}{2}} \begin{pmatrix} x^*(t) \\ u^*(t) \end{pmatrix}\|_2^2\, dt \leq G_1 + G_2 + G_0(x^0) = \lambda_{\min} \cdot F(x^0),
\]
and the first claim follows from Lemma \[[3.15]\]. The second claim follows from the fact that the set of initial values $S_{tp} = C(\bar{x})$ in Theorem \[[3.16]\] coincides with the affine subspace $\bar{x} + \im K((J-R)Q, B-P)$, see Corollary \[[3.7(1)]\] and as, due to controllability $\im K((J-R)Q, B-P) = \mathbb{R}^n$. \qed
Remark 3.17. For $\bar{x} = \bar{u} = 0$ in the second claim of Theorem 3.16 the assumption $0 \in C(\Phi)$ can be replaced by the (seemingly) weaker condition $(N_1 \subseteq (R(0) \cap N_2)) \cap \Phi \neq \emptyset$, where $N_1$ is the subspace from Proposition 3.2. This follows directly from Lemma 3.8.

Remark 3.18. If $P = 0$ and $S = 0$, we have $\ker W = \ker(R^{\frac{1}{2}}Q) \times \mathbb{R}^m$ so that the above-proven turnpike property only provides information about the state. The relation \((23)\) then reads

$$\int_0^T \text{dist}^2\left(x^*(t), \ker(RQ)\right) dt \leq F(x(0)).$$

3.2.2. Classical turnpike for the adjoint state. In this part, we will show that despite the input-state pair enjoys a subspace turnpike, the adjoint variable exhibits a turnpike towards the steady state zero whenever control constraints are not active. A central tool is the dissipativity equation \((21)\) which allows to reformulate the OCP \((20)\) in equivalent form as follows:

\[
\begin{aligned}
\min_{u \in L^1(0,T; U)} & \quad H(x(T)) + \int_0^T \|W^{\frac{1}{2}}(x(t), u(t))\|^2 dt \\
\text{s.t.} & \quad \dot{x} = (J - R)Qx + (B - P)u, \quad x(0) = x^0, \quad x(T) \in \Phi,
\end{aligned}
\]

where $W$ is as in \((15)\). In order to conclude a result for the adjoint, we shall utilize the optimality conditions which we derive for the OCP \((20)\) following [24, Section 4.1.2].

First, we define the (optimal control) Hamiltonian

$$\mathcal{H}(x, u, \lambda, \lambda_0) \doteq \lambda^\top ((J - R)Qx + (B - P)u) + \lambda_0 \|W^{\frac{1}{2}}(x, u)\|^2.$$ 

Let $(x^*, u^*) \in W^{1,1}(0, T; \mathbb{R}^n) \times L^1(0, T; U)$ be an optimal input-state pair for \((26)\). Then there is a function $\lambda^* \in W^{1,1}(0, T; \mathbb{R}^n)$ and a constant $\lambda_0^* \leq 0$ satisfying $(\lambda_0^*, \lambda^*(t)) \neq 0$ for all $t \in [0, T]$ such that

\[
\begin{aligned}
(27a) & \quad \dot{x}^*(t) = \mathcal{H}_x(x^*(t), u^*(t), \lambda^*(t), \lambda_0^*) \\
(27b) & \quad \dot{\lambda}^*(t) = -\mathcal{H}_\lambda(x^*(t), u^*(t), \lambda^*(t), \lambda_0^*) \\
(27c) & \quad u^*(t) \in \arg \max_{u \in U} \mathcal{H}(x^*(t), u, \lambda^*(t), \lambda_0^*)
\end{aligned}
\]

for a.e. $t \in [0, T]$.

Here, \((27b)\) and \((27c)\) read as

\[
\begin{aligned}
(28a) & \quad \dot{\lambda}^* = -((J - R)Q)^\top \lambda^* - 2\lambda_0^* (QRQx^* + Pp^*) \\
(28b) & \quad u^*(t) \in \arg \max_{u \in U} \lambda^*(t)^\top (B - P)u + \lambda_0(2x^*(t)^\top Qp + u^\top Su).
\end{aligned}
\]

The proof of the following lemma is inspired by [31, Proof of Rem. 2.1]. A similar argument was also pursued in [12, Theorem 3.5] in the context of infinite-dimensional nonlinear systems.

Lemma 3.19. Assume that $((J - R)Q, B - P)$ is controllable and let $(x^*, u^*, \lambda_0^*, \lambda^*)$ satisfy the necessary optimality conditions \((27)\). Then for each $t_c \in (0, T)$ there exists a constant $C(t_c) > 0$ such that whenever $u^*(s) \in \text{int} U$ for a.e. $s \in [t - t_c, t]$ for some
t \in [t_c, T], then

\begin{equation}
\|\lambda^*(t)\|^2 \leq C(t_c) \cdot \int_{t-t_c}^{t} \left\| W \left( \frac{x^*(s)}{u^*(s)} \right) \right\|^2 \, ds.
\end{equation}

In particular, if $t_c < T/4$ and $u^*(t) \in \text{int} \, U$ for a.e. $t \in [t_c, T-t_c]$, then

\begin{equation}
\int_{2t_c}^{T-t_c} \|\lambda^*(t)\|^2 \, dt \leq t_c C(t_c) \cdot \int_{t_c}^{T-t_c} \left\| W \left( \frac{x^*(t)}{u^*(t)} \right) \right\|^2 \, dt.
\end{equation}

Proof. Set $A \doteq (J - R)Q$ and $\tilde{B} = B - P$. Since $(A, \tilde{B})$ is controllable, for each $t > 0$ there is $\alpha_t > 0$ such that $\int_0^t \| B^\top e^{sA^\top} x \|^2 \, ds \geq \alpha_t \| x \|^2$ for all $x \in \mathbb{R}^n$, see [7, Thm. 4.1.7]. Let $t \in [t_c, T]$. After a change of variables, this estimate is equivalent to

\begin{equation}
\int_{t-t_c}^{t} \| B^\top e^{(t-s)A^\top} x \|^2 \, ds \geq \alpha_t \| x \|^2 \quad \forall x \in \mathbb{R}^n.
\end{equation}

Using linearity of the dynamics, we decompose the solution of (28a) as $\lambda^* = \lambda_1 + \lambda_2$, where

\begin{align*}
\lambda_1'(s) &= -A^\top \lambda_1(s), \\
\lambda_2'(s) &= -A^\top \lambda_2(s) - 2\lambda_0^* (QRQx^*(t) + Qu^*(t)),
\end{align*}

and apply the observability estimate (31) to $\lambda_1(s) = e^{(t-s)A^\top} \lambda^*(t)$. Hence,

\begin{align*}
\alpha_c \|\lambda^*(t)\|^2 &\leq \int_{t-t_c}^{t} \| \tilde{B}^\top \lambda_1(s) \|^2 \, ds \leq 2 \int_{t-t_c}^{t} \left( \| \tilde{B}^\top \lambda_1(s) \|^2 + \| \tilde{B}^\top \lambda_2(s) \|^2 \right) \, ds.
\end{align*}

Now, since $u^*(s) \in \text{int} \, U$ for a.e. $s \in [t-t_c, t]$, it follows from (28b) that $\tilde{B}^\top \lambda^*(t) + 2\lambda_0^* (P^\top Qx^*(t) + Su^*(t)) = 0$. Hence, we obtain

\begin{equation}
\int_{t-t_c}^{t} \| \tilde{B}^\top \lambda^*(s) \|^2 \, ds = 4(\lambda_0^*)^2 \int_{t-t_c}^{t} \| P^\top Qx^*(t) + Su^*(t) \|^2 \, ds.
\end{equation}

Now, setting $F(\tau) = \lambda_0^* (QRQx^*(\tau) + Qu^*(\tau))$, we have

\begin{align*}
\| \tilde{B}^\top \lambda_2(s) \|^2 &\leq 4 \| \tilde{B} \|^2 \cdot \int_s^t e^{(\tau-s)A^\top} F(\tau) \, d\tau \leq 4 \| \tilde{B} \|^2 \left( \int_s^t \| e^{(\tau-s)A^\top} \|^2 \, d\tau \right) \left( \int_s^t \| F(\tau) \|^2 \, d\tau \right).
\end{align*}

Due to the spectral properties of $A$ (cf. Theorem B.2), we have $\| e^{tA} \| \leq 1 + Mt$ for some $M > 0$ and all $t \geq 0$. Hence, also $\| e^{tA} \| = \| (e^{tA})^{-1} \| = \| e^{tA} \| \leq 1 + Mt$. The middle term can thus be estimated as

\begin{equation}
\int_s^t \| e^{(\tau-s)A^\top} \|^2 \, d\tau \leq \int_s^t (1 + M(\tau - s))^2 \, d\tau \leq (1 + Mt_c)^2 t_c.
\end{equation}
Finally, integrating the last term and using Fubini’s theorem yields
\[
\int_{t_{c}}^{T} \int_{t}^{T} \|F(\tau)\|^2 \, d\tau \, ds = \int_{t_{c}}^{t} \|F(t)\|^2 \int_{t}^{T} \, ds \, d\tau
\]
\[
= \int_{t_{c}}^{t} (\tau - t + t_{c}) \|F(\tau)\|^2 \, d\tau \leq t_{c} \int_{t_{c}}^{T} \|F(s)\|^2 \, ds,
\]
and (29) follows with \(C(t_{c}) = \frac{8(\lambda_{t_{c}})^2}{a_{t_{c}}} \cdot \max \{1, \|B - P\|^{2}(1 + M_{t_{c}})^{2}t_{c}^{2}\}\). Now, let \(u^{*}(t) \in \text{int} \, U\) for a.e. \(t \in [t_{c}, T - t_{c}]\). Then we again apply Fubini’s theorem to get
\[
\int_{2t_{c}}^{T - t_{c}} \|\lambda^{*}(t)\|^2 \, dt \leq C(t_{c}) \int_{2t_{c}}^{T - t_{c}} \|W(\frac{x^{*}(s)}{u^{*}(s)})\|^2 \, ds \, dt \leq t_{c} C(t_{c}) \int_{t_{c}}^{T - t_{c}} \|W(\frac{x^{*}(s)}{u^{*}(s)})\|^2 \, ds,
\]
which is (30).

The following corollary is a consequence of the second claim of Theorem 3.16, and the estimates for the integral \(\int_{0}^{T} \|W^{\frac{1}{2}}(\frac{x^{*}(t)}{u^{*}(t)})\|^2 \, dt\) in the proof of Theorem 3.16.

**Corollary 3.20.** Assume that ((\(J - R\)Q, B - P) is controllable, \(0 \in C(\Phi)\), and let \(T > T(x^{0})\), where \(T(\cdot)\) is the function from Theorem 3.16. Let \((x^{*}, u^{*}, \lambda^{*})\) satisfy the necessary optimality conditions for the OCP (26) and assume that \(t_{c} \in (0, T/4)\) is such that \(u^{*}(t) \in \text{int} \, U\) for a.e. \(t \in [t_{c}, T - t_{c}]\). Then the adjoint state \(\lambda^{*}\) exhibits an integral turnpike with respect to zero, i.e., there is a continuous function \(G : \mathbb{R}^{n} \to [0, \infty)\) such that
\[
\int_{2t_{c}}^{T - t_{c}} \|\lambda^{*}(t)\|^2 \, dt \leq G(x^{0}).
\]

**Remark 3.21.** In Corollary 3.20, we assumed that the control constraints are inactive for the majority of the time. Leveraging the subspace turnpike and the decomposition [(19)] it can be shown under additional assumptions that the measure of the time instances, where the control constraints are inactive, grows linearly in the time horizon \(T\).

3.3. Numerical Example: Modified mass-spring damper system. We briefly illustrate the findings of this chapter via a numerical example of a mass-spring damper system, with homogeneous damping given by the dissipation matrix \(R\), cf. [32 Section V]. Going beyond [32], we also illustrate the adjoint turnpike. We consider
\[
J = \begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & -1 \\
-1 & 1 & 0
\end{pmatrix}, \quad R = \begin{pmatrix}
1 & 1 & 0 \\
1 & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]
and \(Q = I, \ P = 0, \ D = S = 0\). The input matrix, initial and terminal region are given by \(B = (1, 0, 0)^{\top}, \ x^{0} = (1, 1, 1)^{\top}, \ \Psi = \{x_{T} = (-1.2, -0.7, -1)^{\top}\}\). We solve the corresponding OCP (26) with horizon \(T \in \{10, 15, 20\}\) where we discretize the ODE with a RK4-method and \(N \in \{100, 150, 200\}\) time discretization points. The corresponding optimization problem is then solved by the *fmincon* function in MATLAB. The subspace turnpike phenomenon proved in Theorem 3.16 can be observed in Figure 2 where the optimal state approaches the subspace
\[
(32) \quad \ker(RQ) = \ker R = \{x \in \mathbb{R}^{3} \mid x_{1} + x_{2} = 0\}.
\]
The spiraling state trajectory (see Figure 2) can be explained as follows: first, the state quickly approaches \( \ker(RQ) \), as predicted by Theorem 3.16 and Remark 3.18. Note that \( \ker(RQ) = N_1 \) in this example, where \( N_1 \) is as in decomposition (16). Hence, the state \( x_2 \) in (19) approaches zero. In addition, we observe in the top right of Figure 2 that the optimal control \( u \) also approaches zero, which implies that \( x_1(t) \approx e^{J_1 t} x \) locally. The spiraling effect now results from the skew-symmetry of \( J_1 \). Further, as depicted in the bottom of Figure 2, we observe the turnpike towards zero of the adjoint state as proven in Corollary 3.20.

![Figure 2. Optimal state and control (top) and corresponding adjoint (bottom) of OCP (26) for time horizons \( T = 10 \) (---), \( T = 15 \) (--), and \( T = 20 \) (—).](image)

**Remark 3.22.** In Figure 2 the optimal trajectory seems to approach a periodic orbit on the turnpike. However, we note that in our setting, the turnpike can not be obtained by means of solving a reduced periodic optimal control problem as in, e.g., [35, Section 2.2]. Here, a connection between the reduced problem (i.e., the steady state problem (24)) and the turnpike subspace is given by Lemma 3.13. However, contrary to classical turnpike results, Lemma 3.13 does not yield a reduced OCP that fully characterizes the turnpike set as we only proved that the turnpike subspace contains the set of optimal equilibria, not vice versa. In Figure 3 we show that the seemingly periodic orbit on the turnpike depends on the choice of initial and terminal datum.
Figure 3. Depiction of two optimal states for different initial and terminal values. The inner trajectory (blue) shows the optimal state of Figure 2, the outer trajectory (red) the optimal state with the same horizon and with initial and terminal state with each component multiplied by five.

4. Port-Hamiltonian DAE-OCPs

Subsequently, we leverage the results from Section 3 to analyze the pH-DAE OCP (4). To this end, let us first discuss reachability properties of the DAE control system (1a) of index at most one. Let $t > 0$ and $w, w^0 \in \text{im} E$. We say that $w$ is reachable from $w^0$ at time $t$ under the dynamics in (1a) if there exists a control $u \in L^1(0, t; U)$ such that the (possibly non-smooth) solution $x_u$ of the DAE in (1a) with $Ex_u(0) = w^0$ satisfies $Ex(t) = w$. By $R_t(w)$ we denote the set of all vectors in im $E$ that are reachable from $w \in \text{im} E$ at time $t$. Similarly, we denote by $C_t(w)$ the set of vectors in im $E$ from which $w$ is reachable at time $t$. The sets $R(w)$ and $C(w)$ are defined analogously to their ODE-counterparts in Subsection 3.1 and so are $R(\Psi)$ and $C(\Psi)$ for sets $\Psi \subset \text{im} E$. Using the quasi-Weierstraß form (see [3]) it is easy to see that the properties of the reachable sets for ODEs carry over to the DAE case—with the exception that these sets are contained in im $E$ and topological properties have to be regarded in the subspace topology of im $E$.

4.1. Turnpike properties of minimum energy supply ph-DAE-OCPs.

We shall now define the subspace turnpike property for DAE-OCPs with respect to the state variable, which is the DAE-counterpart to Definition 3.11 for ODE problems. Due to the absence of a feed-through term in the ph-DAE-OCP (4), we obtain a subspace turnpike purely in the state, as opposed to the input-state turnpike in Definition 3.11.

Definition 4.1 (Integral state subspace turnpike property). We say that a general DAE-OCP of the form

$$
\min_{u \in L^1(0,T;U)} \varphi(x(T)) + \int_0^T \ell(x(t),u(t)) \, dt
$$

$$
s.t. \quad \frac{d}{dt}Ex = Ax + Bu, \quad Ex(0) = w^0, \quad Ex(T) \in \Psi,
$$

with $C^1$-functions $\ell : \mathbb{R}^{n+m} \to \mathbb{R}$, $\varphi : \mathbb{R}^n \to \mathbb{R}$ and a closed set $\Psi \subset \text{im} E$ has the integral state subspace turnpike property on a set $S_{\text{tp}} \subset C(\Psi)$ with respect to a subspace $\mathcal{V} \subset \mathbb{R}^n$, if there are continuous functions $F,T : S_{\text{tp}} \to [0,\infty)$ such that for all $w^0 \in S_{\text{tp}}$ each
optimal pair \((x^*, u^*)\) of the OCP (33) satisfies
\[
\int_0^T \dist^2(x^*(t), \mathcal{V}) \, dt \leq F(w^0) \quad \text{for all} \quad T > T(x^0).
\]

Let us also define the (optimal) steady states for the DAE-constrained OCP (4).

**Definition 4.2.** A pair of vectors \((\bar{w}, \bar{u})\) \(\in \im E \times U\) is called a steady state of (4) if there exists \(\bar{x} \in \mathbb{R}^n\) such that \(E\bar{x} = \bar{w}\) and \((J - R)Q\bar{x} + \bar{B}\bar{u} = 0\). The steady state \((\bar{w}, \bar{u})\) is called optimal if it is a solution of the following minimization problem:
\[
\min_{(w, u) \in \im E \times U} u^\top y \quad \text{s.t.} \quad 0 = (J - R)Qx + Bu, \quad y = B^\top Qx, \quad w = Ex.
\]

A vector \(\bar{x} \in \mathbb{R}^n\) with \(E\bar{x} = \bar{w}\) and \((J - R)Q\bar{x} + \bar{B}\bar{u} = 0\) is unique. This follows directly from the regularity of the pencil \(P(s) = sE - (J - R)Q\).

**Lemma 4.3.** \((\bar{w}, \bar{u})\) \(\in \im E \times U\) is an (optimal) steady state of (4) if and only if \((U^\top \bar{w}, \bar{u})\) is an (optimal) steady state of (7), where \(U\) is as in Proposition 2.3. In particular, a steady state \((\bar{w}, \bar{u})\) of (4) is optimal if and only if \(\bar{x} \in \ker(RQ)\).

**Proof.** We use the notation from Proposition 2.3. Setting \(\bar{z} = V^{-1}\bar{x}\), the equation \((J - R)Q\bar{x} + \bar{B}\bar{u} = 0\) is equivalent to
\[
(J_{11} - R_{11})Q_{11}\bar{z}_1 + B_1\bar{u} = 0 \quad \text{and} \quad \bar{z}_2 = -Q_{22}^{-1}L_{22}^{-1}(L_{21}Q_{11}\bar{z}_1 + B_2\bar{u}).
\]

Now, if \((\bar{w}, \bar{u})\) is a steady state of (4) and \(\bar{w} = E\bar{x}\), then \(U^\top \bar{w} = U^\top EV\bar{z} = \bar{z}_1\) (see Proposition 2.3), so that \((U^\top \bar{w}, \bar{u})\) is a steady state of (7). Conversely, if \((U^\top \bar{w}, \bar{u})\) is a steady state of (7) and we set \(\bar{z}_1 = U^\top \bar{w}\), \(\bar{z}_2\) as in (35), and \(\bar{x} = V\bar{z}\), then \(E\bar{x} = U^{-\top}(U^\top EV)\bar{z} = U^{-\top}\bar{z}_1 = \bar{w}\), which shows that \((\bar{w}, \bar{u})\) is a steady state of (4). The equivalence of optimal steady states follows from the fact that the transformation in Proposition 2.3 does not change the input \(u\) and the output \(y\). The “in particular”-part is a consequence of Remark 2.4 and Lemma 3.13.

The following theorem is our main result concerning the turnpike behavior of optimal solutions of the pH-DAE OCP (4).

**Theorem 4.4 (Integral state subspace turnpikes).** Let \((\bar{w}, \bar{u})\) \(\in \im E \times \text{int } U\) be an optimal steady state of (4) such that \(\bar{w} \in \mathcal{C}(\Psi)\). Then the OCP (4) has the integral state subspace turnpike property on \(\mathcal{C}(\bar{w})\) with respect to \(\ker(RQ)\).

**Proof.** Let \(\bar{z}_1 = U^\top \bar{w}\). Then \((\bar{z}_1, \bar{u})\) is an optimal steady state of OCP (7). It is easily seen that \(\mathcal{C}(\Psi) = U^{-\top}\mathcal{C}_{\text{ODE}}(\Phi_1)\), where \(\mathcal{C}_{\text{ODE}}\) denotes the reachable set with respect to the ODE system in (7). Therefore, \(\bar{w} \in \mathcal{C}(\Psi)\) is equivalent to \(\bar{z}_1 \in \mathcal{C}_{\text{ODE}}(\Phi_1)\). Hence, by Theorem 3.16 there exist continuous functions \(\bar{F}, \bar{T} : \mathcal{C}_{\text{ODE}}(\bar{z}_1) \to [0, \infty)\) such that for all \(z_1^0 \in \mathcal{C}_{\text{ODE}}(\bar{z}_1)\) each optimal pair \((\bar{z}_1^*, u^*)\) of the OCP (7) with initial datum \(z_1^*(0) = z_1^0\) and \(T > \bar{T}(z_1^0)\) satisfies \(\int_0^T \dist^2((z_1^*(t), u^*(t)), \ker \bar{W}) \, dt \leq \bar{F}(z_1^0)\). Define \(F, T : \mathcal{C}(\bar{w}) \to [0, \infty)\) by \(F(w) = \|\bar{W}\|\lambda_{\min}^{-1}\cdot \bar{F}(U^\top w)\) and \(T(w) = \bar{T}(U^\top w), w \in \mathcal{C}(\bar{w})\), where \(\lambda_{\min}\) is the smallest positive eigenvalue of \(Q^\top RQ\). Let \(w^0 \in \mathcal{C}(\bar{w})\) and let \((x^*, u^*)\) be an optimal pair of (4) with initial datum \(Ex(0) = w^0\). Set \(z_1^* = U^\top Ex^*\) and \(z_1^0 = U^\top w^0\).
Then \((z_1^*, u^*)\) is an optimal pair of (7) with \(z_1^*(0) = z_1^0\) and for \(T > T(u^0)\) we have 
\(T > T(z_1^0)\) and thus (see Lemma 3.15 and Remark 2.4) the claim follows with
\[
\int_0^T \text{dist}^2(x^*(t), \ker(RQ)) \, dt \leq \lambda_{\text{min}}^{-1} \int_0^T \|Rx^*(t)\|^2 \, dt = \lambda_{\text{min}}^{-1} \int_0^T \|\dot{w}\| \left( z_1^*(t), u^*(t) \right) \|^2 \, dt \leq \|\dot{W}\| \int_0^T \text{dist}^2 \left( (z_1^*(t), u^*(t)), \ker W \right) \, dt \leq F(u^0).
\]

□

Recall that a regular DAE control system \(\frac{d}{dt} Ex = Ax + Bu\) in \(\mathbb{R}^n\) (or simply \((E, A, B)\)) is called \(R\)-controllable if \(\text{rank}[\lambda E - (J - R)Q, B] = n\) for all \(\lambda \in \mathbb{C}\). This is obviously a generalization of the Hautus test. We have
\[
\text{rank}[\lambda E - (J - R)Q, B] = \text{rank} \begin{bmatrix} \lambda U^T E - U^T (J - R) U U^{-1} Q & U^T B \end{bmatrix} = \text{rank} \begin{bmatrix} \lambda U^T EV - U^T (J - R) U U^{-1} Q V & U^T B \end{bmatrix} = \text{rank} \begin{bmatrix} (\lambda - L_{11} Q_{11}) & 0 & B_1 \\ -L_{21} Q_{11} & -L_{22} Q_{22} & B_2 \end{bmatrix} = \text{rank} \left( \lambda - L_{11} Q_{11} + B_1 \right) + n_2,
\]
where \(n_2 = n - n_1\) and \(L_{ij} = J_{ij} - R_{ij}\), \(i, j = 1, 2\). The last equality holds since \(L_{22} Q_{22}\) is invertible. Hence, \((E, (J - R)Q, B)\) is \(R\)-controllable if and only if the ODE control system in (7) is controllable and we obtain directly from the global turnpike result of Theorem 3.16.

**Corollary 4.5.** Assume that \((E, (J - R)Q, B)\) is \(R\)-controllable. If there exists an optimal steady state \((\bar{w}, \bar{u}) \in \text{im}\, E \times \text{int}\, U\) of (4) such that \(\bar{w} \in C(\Psi)\), then the OCP (4) has the state integral turnpike property on \(\text{im}\, E\) with respect to \(\ker(RQ)\).

**Remark 4.6.** The notion of \(R\)-controllability for DAE control systems introduced above was first defined in [41]. In [4] the authors show that this property is equivalent to the so-called controllability in the behavioral sense. However, both [41] and [4] work with DAEs of the type \(E \dot{x} = Ax + Bu\) (instead of \(\frac{d}{dt} Ex = Ax + Bu\)) which are more restrictive due to the regularity requirement on \(x\).

4.2. Numerical example: Force control of a robot in vertical translation of the end-effector. Let us consider the force control of a robot manipulator as described in [42]. The robot is the type CMU DD II and its end-effector is endowed with a force sensor. We slightly adapt the parameters from [42] and set the mass to \(m_A = 1.1\), \(m_B = 0.1\), and the stiffness parameters to \(k_1 = 0\), \(k_2 = 5\), and \(k_3 = \infty\). The choice of the stiffness coefficient \(k_3\) induces clearly a constraint: the elongation of the spring 3 is taken to 0, hence yielding a singular matrix \(E\) (see a similar example in [40]). The damping parameters are set to \(c_1 = 10\), \(c_2 = 10\), and \(c_3 = 17\). The structure and dissipation matrix are given by
\[
R = \begin{pmatrix} 0_3 & 0_{1 \times 2} \\ 0_{2 \times 3} & (c_1 + c_2) (c_2 + c_3) \end{pmatrix}, \quad \text{and} \quad J = \begin{pmatrix} 0_3 & \Gamma \end{pmatrix}, \quad \text{where} \quad \Gamma = \begin{pmatrix} -1 & 0 \\ 1 & -1 \end{pmatrix}.
\]
Let further $E = \text{diag}(1, 1, 1, m_A, m_B)$, $Q = \text{diag}(k_1, k_2, 1, 1, 1)$ (with the convention $\frac{1}{\infty} = 0$), $B = (0, 0, 0, 1, 0)^\top$, $w^0 = (1, 1, 0, 1, 0)^\top$, and $\Psi = \{w_T\} = \{(1, 1, 0, 2, 0)^\top\}$. We eliminate the algebraic constraints and discretize the corresponding three dimensional ODE for time horizons $T \in \{5, 10, 15\}$ by discretization with a RK4 method with $N \in \{1000, 2000, 3000\}$ time steps. The resulting OCP is then solved by CasADi [1]. Here we have $\ker(RQ) = \{x \in \mathbb{R}^5 \mid x_4 = x_5 = 0\}$. In Figure 4 we observe the subspace turnpike behavior proven in Theorem 4.4 for the corresponding DAE-OCP [4], i.e., the optimal state is close to $\ker(RQ)$ for the majority of the time.

5. Conclusion

This paper has investigated a class of optimal control problems for linear port-Hamiltonian descriptor systems. We have shown that, considering the supplied energy as the objective to be minimized, the optimal solutions transferring initial data to prescribed target sets exhibit the turnpike phenomenon. Specifically, we have presented results on input-state subspace turnpikes in the ODE-constrained reduction of the original DAE-constrained problem. We have shown that the input-state subspace ODE turnpike corresponds to a state subspace DAE turnpike in the original problem. Importantly, we generalized the classical notion of steady-state turnpikes to subspace turnpikes. In the context of pH systems this turnpike subspace, which can be regarded as the attractor of infinite-horizon optimal solutions, is the nullspace of the dissipation matrix $RQ$. Future work will consider the extension towards infinite-dimensional systems (we refer to [29] for first steps in this direction) and towards using the global dissipation inequality to derive global turnpike results for nonlinear port-Hamiltonian dynamics, e.g., irreversible systems occurring in thermodynamics.
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Appendix A. A short solution theory for regular DAEs

Let $b : [0, \infty) \to \mathbb{R}^n$ be measurable and $E, A \in \mathbb{R}^{n \times n}$. We consider the initial value problem (IVP)

$$\frac{d}{dt} Ex = Ax + b, \quad Ex(0) = Ex^0.$$
Here, we shall assume that the corresponding pencil $P(s) = sE - A$ is regular, i.e., there exists $\mu \in \mathbb{C} \setminus \{0\}$, such that $\mu E - A$ is invertible. We shall now present a subspace version of the quasi-Weierstraß form (cf. [3]) which simplifies the solution analysis for (36). Set $T = (\mu E - A)^{-1}E$ and consider the spaces

$$\begin{align*}
V_k & = \text{im } T^k \\
W_k & = \ker T^k.
\end{align*}$$

It is clear that $V_{k+1} \subset V_k$ and $W_k \subset W_{k+1}$. Moreover, it is easy to show that $V_{k+1} = V_k$ implies $V_{k+j} = V_k$ for all $j \in \mathbb{N}$. The smallest $k$ for which this happens is called the \textit{descent} of $T$. We denote it by $\delta(T)$. Similarly, $W_{k+1} = W_k$ implies $W_{k+j} = W_k$ for all $j \in \mathbb{N}$. The smallest such $k$ is called the \textit{ascent} of $T$ which we denote by $\alpha(T)$. The following lemma is well-known.

\textbf{Lemma A.1.} We have $\alpha(T) = \delta(T) =: m$ and

$$\begin{align*}
\mathbb{R}^n = V_m \oplus W_m.
\end{align*}$$

\textbf{Proof.} The rank-nullity formula $n = \dim \ker T^k + \dim \text{im } T^k$ implies $\alpha(T) = \delta(T)$. If $x \in V_m \cap W_m$, then $T^m x = 0$ and $T^m y = x$ for some $y$, thus $T^{2m} y = 0$, which implies $x = T^m y = 0$. Hence, $V_m \cap W_m = \{0\}$ and (37) follows again from the rank-nullity formula. \qed

The number $m$ appearing in Lemma A.1 is called the \textit{differentiation index} of the DAE in (36). At the same time, it is called the \textit{index} of the pencil $sE - A$.

Set $T = T_m$ and $W = W_m$. The spaces $V$ and $W$ are obviously $T$-invariant. Let $T_V : V \to V$ and $T_W : W \to W$ be the restrictions of $T$ to $V$ and $W$, respectively. Note that $T_W$ is nilpotent with nilpotency index $m$. Therefore, $\mu T_W - I_W$ is invertible. Since $\ker T \subset W$, also $T_V$ is invertible. Now, define the maps (on $W$, $V$, and $\mathbb{R}^n$, respectively)

$$\begin{align*}
N & = T_W (\mu T_W - I_W)^{-1} \quad \text{and} \quad S = EP_V + AP_W,
\end{align*}$$

where $P_V$ ($P_W$) denotes the projection onto $V$ ($W$, resp.) with respect to the decomposition (37). The map $S$ is invertible. Indeed, if $EP_V x + AP_W x = 0$, we apply $(\mu E - A)^{-1}$ and obtain $T_V P_V x + (\mu T_W - I_W) P_W x = 0$. This implies $P_V x = 0$ and $P_W x = 0$, thus $x = 0$. From $AT = E(\mu T - I)$ it is now easily seen that

$$\begin{align*}
S(C \oplus I_W) & = A \quad \text{and} \quad S(I_V \oplus N) = E.
\end{align*}$$

Therefore, the IVP (36) transforms into

$$\begin{align*}
\frac{d}{dt} (I_V \oplus N)x = (C \oplus I_W)x + S^{-1}b, \quad (I_V \oplus N)x(0) = (I_V \oplus N)x^0.
\end{align*}$$

Setting $c = -S^{-1}b$, we equivalently get

$$\begin{align*}
(39a) \quad \dot{x}_V & = C x_V - c_V, \quad x_V(0) = x^0_V, \\
(39b) \quad \frac{d}{dt} N x_W & = x_W - c_W, \quad N x_W(0) = N x^0_W.
\end{align*}$$

Obviously, (39a) is an ODE IVP and thus has a unique solution. In what follows, we set $W^{1,1} = W_{\text{loc}}^1 ([0, \infty))$.

\footnote{It can be shown that $V_{k+1} = A^{-1}E V_k$ (pre-image) and $W_{k+1} = E^{-1} W_k$, where $V_0 = \mathbb{R}^n$ and $W_0 = \{0\}$. These sequences of linear spaces are called \textit{Wong sequences}.}
Proposition A.2. The following hold:

(i) If \( m = 0 \), then \( E \) is invertible and the IVP (36) has a unique solution.

(ii) If \( m = 1 \), then \( N = 0 \) and (39) has the unique solution \( x_W = c_W \). Hence, the original IVP (36) has a unique solution.

(iii) If \( m \geq 2 \), then the DAE in (39) has a solution if and only if \( v_1 \doteq N^{m-1}c_W \in W^{1,1} \) and

\[
v_k = N^{m-k}c_W + \hat{v}_{k-1} \in W^{1,1}, \quad k = 2, \ldots, m - 1.
\]

The solution is unique, equals \( x_W = c_W + \hat{v}_{m-1} \), and satisfies \( Nx_W = v_{m-1} \). Hence, the IVP (36) has a (unique) solution if and only if \( v_1, \ldots, v_{m-1} \in W^{1,1} \), and \( v_{m-1}(0) = Nx_W \).

Proof. The assertions (i) and (ii) are immediate. So, let \( m \geq 2 \). Assume \( v_1, \ldots, v_{m-1} \in W^{1,1} \). We have \( Nv_1 = 0 \) and thus \( Nv_2 = N^{m-1}c_W + N\hat{v}_1 = v_1 \). Also, \( Nv_3 = N^{m-2}c_W + N\hat{v}_2 = v_2 \) and so on until we arrive at \( Nv_{m-1} = v_{m-2} \). Therefore, if we set \( x_W = c_W + \hat{v}_{m-1} \),

\[
\frac{d}{dt} N x_W = \frac{d}{dt} (N c_W + \hat{v}_{m-2}) = \hat{v}_{m-1} = x_W - c_W.
\]

To see that the solution is unique, let \( u \) and \( v \) be two solutions. Then \( w = u - v \) satisfies \( \frac{d}{dt} N w = w \). Applying \( N^{m-1} \) to this equation gives \( N^{m-1}w = 0 \). Thus, applying \( N^{m-2} \) to the equation yields \( N^{m-2}w = 0 \) and so on, so that finally we obtain \( w = 0 \).

Conversely, let \( x_W \) be a solution of the DAE. Again, if we subsequently apply \( N^k \), \( k = m - 1, \ldots, 1 \), to the DAE, we see that \( v_1 = N^{m-1}c_W = N^{m-1}x_W \in W^{1,1} \) and \( v_k = N^{m-k}c_W + \hat{v}_{k-1} = N^{m-k}x_W \in W^{1,1} \) for \( k = 2, \ldots, m - 1 \). \(\square\)

Appendix B. Dissipative Hamiltonian matrices and pencils

In this section of the Appendix we analyze and characterize the class of the pencils \( P(s) = sE - (J - R)Q \) which correspond to the DAEs in the port-Hamiltonian systems we consider in this paper. The section is separated into two parts, where the second builds upon the first in which we restrict the analysis to the subclass where \( E = I \).

B.1. Dissipative Hamiltonian matrices. In what follows we analyze and characterize the class of matrices of the form \( A = (J - R)Q \) with \( J, R, Q \in \mathbb{R}^{n \times n} \) s.t.

\[
J = -J^\top, \quad R = R^\top \geq 0, \quad Q = Q^\top \geq 0.
\]

Definition B.1. We say that a matrix \( A \in \mathbb{R}^{n \times n} \) is dissipative Hamiltonian if it admits a representation \( A = (J - R)Q \), where \( J, R, Q \in \mathbb{R}^{n \times n} \) are as in (40). If there exists such a representation of \( A \) in which \( Q \) is positive definite, we say that the dissipative Hamiltonian matrix \( A \) is non-degenerate.

Our first observation is that the set of dissipative Hamiltonian matrices is invariant under similarity transforms. Indeed, for any invertible \( S \in \mathbb{R}^{n \times n} \) we have

\[
S[(J - R)Q]S^{-1} = (SJS^\top - SRS^\top)(S^{-1}QS^{-1}).
\]

The next result shows that being dissipative Hamiltonian is a pure spectral property.
**Theorem B.2.** A matrix $A \in \mathbb{R}^{n \times n}$ is dissipative Hamiltonian if and only if all of the following conditions are satisfied:

(i) $\sigma(A) \subset \{ \lambda \in \mathbb{C} : \text{Re} \lambda \leq 0 \}$.

(ii) $\ker((A - i\alpha)^2) = \ker(A - i\alpha)$ for $\alpha \in \mathbb{R}\setminus\{0\}$.

(iii) $A^3 = \ker A^2$.

If $A = (J - R)Q$, then for $\alpha \in \mathbb{R}\setminus\{0\}$ we have

\[ \ker((A - i\alpha)^2) = \ker(A - i\alpha) = \ker(JQ - i\alpha) \cap \ker(RQ). \]

Moreover, $\ker A = \ker(JQ) \cap \ker(RQ)$ and

\[ \ker A^3 = \ker A^2 = \ker(QJQ) \cap \ker(RQ). \]

**Proof.** The necessity of (i)–(iii) is shown in the proof of the more general Theorem B.7 below. Let us prove the formulas for $\ker(A - i\alpha)$ and $\ker A^2$ if $A = (J - R)Q$. To this end, let $\alpha \in \mathbb{R}$ and $x \in \mathbb{C}^n$ such that $Ax = i\alpha x$. Then $\langle RQx, Qx \rangle = -\text{Re}(\langle (J - R)Qx, Qx \rangle) = 0$ implies $RQx = 0$ and thus also $JQx = i\alpha x$. This establishes (41) and $\ker A = \ker(JQ) \cap \ker(RQ)$. To prove (42), let $A^2 y = 0$ for some $y \in \mathbb{R}^n$ and set $x = Ay$. Then $x \in \ker A$ and thus $\langle Qx, x \rangle = \langle Qx, (J - R)Qy \rangle = -\langle (J + R)Qx, Qy \rangle = 0$, so $Qx = 0$. In particular, $Q(J - R)Qy = Qx = 0$. Again, $-\langle RQy, Qy \rangle = \text{Re}(\langle (J - R)Qy, Qy \rangle) = 0$, which implies $RQy = 0$ and hence also $QJQy = 0$.

For the sufficiency part, assume that (i)–(iii) hold. Assume first that $\ker A^2 = \ker A$. Then Corollary III.1 implies the existence of a Hermitian positive definite matrix $H \in \mathbb{C}^{n \times n}$ such that $-AH - HA^\top \succeq 0$. Note that the complex conjugate of a positive (semi-)definite matrix remains positive (semi-)definite. Hence, $-\overline{AH} - \overline{HA^\top} \succeq 0$, and thus $R \succeq -\frac{1}{2}(AP + PA^\top) \succeq 0$, where $P = H + \overline{H} \in \mathbb{R}^{n \times n}$ is positive definite. Thus, setting $J \doteq \frac{1}{2}(AP - PA^\top)$ and $Q \doteq P^{-1}$ gives

\[ A = \left( \frac{1}{2}(AP - PA^\top) + \frac{1}{2}(AP + PA^\top) \right) P^{-1} = (J - R)Q. \]

In the case $\ker A^2 \neq \ker A$, there exists a non-singular matrix $S \in \mathbb{R}^{n \times n}$ such that $SAS^{-1} = A_1 \oplus A_2$ (real Jordan form), where $A_1$ is of the form

\[ A_1 = \bigoplus_{i=1}^k \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \]

and $A_2$ is real and enjoys the properties (i)–(ii) of $A$ and $\ker A_2^2 = \ker A_2$. By the above reasoning, $A_2$ is dissipative Hamiltonian. Now, as

\[ \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \]

is dissipative Hamiltonian, the same follows for $A_1 \oplus A_2 = SAS^{-1}$ and hence for $A$. \(\square\)

**Remark B.3.** The proof of Theorem B.2 shows that in the non-degenerate case the matrix $Q$ can be derived as the inverse of a positive definite solution of the linear matrix inequality $AX +XA^\top \preceq 0$.

The following corollaries directly follow from Theorem B.2 and its proof.
Corollary B.4. A matrix $A \in \mathbb{R}^{n \times n}$ is non-degenerate dissipative Hamiltonian if and only if it satisfies (i) and (ii) in Theorem B.2 and $\ker A^2 = \ker A$.

Corollary B.5. If $A$ is dissipative Hamiltonian, then so is $A^\top$. If, in addition, $A$ is invertible, then also $A^{-1}$ is dissipative Hamiltonian.

B.2. Dissipative Hamiltonian pencils. Next, we extend our analysis of dissipative Hamiltonian matrices in Appendix B.1 to matrix pencils.

Definition B.6. We say that a matrix pencil $P(s) = sE - A$ with $E, A \in \mathbb{R}^{n \times n}$ is dissipative Hamiltonian if $A = (J - R)Q$ with matrices $J, R, Q \in \mathbb{R}^{n \times n}$ satisfying
\begin{equation}
J = -J^\top, \quad R = R^\top \geq 0, \quad Q^\top E = E^\top Q \geq 0.
\end{equation}

A dissipative Hamiltonian pencil is called non-degenerate if $Q$ can be chosen invertible.

Obviously, a real square matrix $A$ is dissipative Hamiltonian if and only if the pencil $sI - A$ is dissipative Hamiltonian. The class of dissipative Hamiltonian pencils is invariant under multiplication with invertible matrices from the left or from the right. Indeed, if $U, V \in \mathbb{R}^{n \times n}$ are invertible, then
\begin{equation}
U[sE - (J - R)Q]V = \lambda(UEV) - (UJU^\top - URU^\top)(U^{-\top}QV)
\end{equation}
and $(UEV)^\top(U^{-\top}QV) = V^\top E^\top QV \geq 0$.

A number $\lambda \in \mathbb{C}$ is called an eigenvalue of the pencil $P(s) = sE - A$ if there exists a vector (eigenvector) $x \neq 0$ such that $P(\lambda)x = 0$. The point $\lambda = \infty$ is an eigenvalue of $P$ if there exists $x \neq 0$ such that $Ex = 0$. If $\lambda \in \mathbb{C} \cup \{\infty\}$ is an eigenvalue of $P$, then a tuple $(x_0, x_1, \ldots, x_k) \in (\mathbb{C}\setminus\{0\})^{(k+1)n}$ is called a chain of $P$ at $\lambda$ of length $k + 1$ if
\begin{align*}
\lambda \in \mathbb{C} : & \quad (A - \lambda E)x_0 = 0, \quad (A - \lambda E)x_1 = Ex_0, \ldots, (A - \lambda E)x_k = Ex_{k-1}, \\
\lambda = \infty : & \quad Ex_0 = 0, \quad Ex_1 = Ax_0, \ldots, Ex_k = Ax_{k-1}.
\end{align*}

An eigenvalue of $P$ is called semi-simple, if there are no chains of length greater than one associated to it. The index of the pencil $P$ is defined as the maximal length of chains associated to $\lambda = \infty$. The next theorem is the main result of this subsection.

Theorem B.7. Let $E, A \in \mathbb{R}^{n \times n}$, $P(s) = sE - A$, and $P'(s) = sA - E$. Assume that $P$ is regular. Then $P$ is dissipative Hamiltonian if and only if it has all of the following spectral properties:

(i) $\Re \lambda \leq 0$ for each eigenvalue $\lambda \in \mathbb{C}$ of $P$.

(ii) Non-zero imaginary eigenvalues of $P$ are semi-simple.

(iii) The index of $P$ is at most two.

(iv) The index of $P'$ is at most two.

Proof. The necessity of (i)–(iii) has already been proved in [26] (independently of whether $P$ is regular or not). The fact that also (iv) is necessary follows from [26, Theorem 6.1] and the proof of [26, Corollary 6.2]. For the sufficiency part, let (i)–(iv) be satisfied. By [3] there exist invertible matrices $U, V \in \mathbb{R}^{n \times n}$ such that
\begin{equation}
UP(s)V = \begin{pmatrix}
sI - A' & 0 \\
0 & sN - I
\end{pmatrix},
\end{equation}

where $A' = A - \lambda E$ and $N$ is the nilpotent part of $N = P'(s)$.
where $A'$ and $N$ are square matrices with $N$ being nilpotent. By (i), (ii), and (iv), the matrix $A'$ enjoys the properties (i)–(iii) in Theorem B.2 and is therefore dissipative Hamiltonian. Hence, the pencil $sI - A'$ is dissipative Hamiltonian. Furthermore, (iii) implies that the nilpotency index of $N$ is at most 2, that is, $N^2 = 0$. Therefore, $N$ is similar to $0 \oplus N_1$, where

$$N_1 = \bigoplus_{i=1}^{k} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.$$ 

Obviously, $s \cdot 0 - I = s \cdot 0 - (0 - I)(-I)$ is dissipative Hamiltonian. Furthermore, we may write

$$s \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = s \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} - \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} - \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix},$$

where $E_i^T Q_i = Q_i^T E_i \geq 0$. This proves that $sE - A$ is dissipative Hamiltonian. \hfill \Box

**Corollary B.8.** If the regular pencil $P$ is dissipative Hamiltonian, then so is $P'$.

Our next goal is to find a characterization for the regularity of dissipative Hamiltonian pencils $P(s) = sE - (J - R)Q$. For this, let us first study the connection between $E$ and $Q$. Note that $E^T Q = Q^T E$ implies

\begin{equation}
E \ker Q \subset \ker Q^T \quad \text{and} \quad Q \ker E \subset \ker E^T.
\end{equation}

Hence, for every $s \in \mathbb{C}$ we have

\begin{equation}
P(s) \ker Q \subset \ker Q^T \quad \text{and} \quad P(s) \ker E \subset (J - R) \ker E^T.
\end{equation}

**Lemma B.9.** If $E \cap \ker Q = \{0\}$, then the following statements hold:

(i) $\ker(E^T Q) = \ker E \oplus \ker Q$.

(ii) Both $E$ and $P(s)$ map $\ker Q$ bijectively onto $\ker Q^T$, $s \neq 0$.

(iii) We have $\ker Q^T = E \ker Q = \im E \cap \ker Q^T$ and in particular, $\ker Q^T \subset \im E$.

**Proof.** Clearly, $E \subset \ker(Q^T E)$ and $Q \subset \ker(E^T Q) = \ker(Q^T E)$. Hence, $E \oplus \ker Q \subset \ker(Q^T E)$. Now, consider the linear map $T : \ker(Q^T E) \to \ker Q^T \cap \im E$, defined by $Tx = Ex$, $x \in \ker(Q^T E)$. It is easily seen that $\ker T = \ker E$ and $\im T = \ker Q^T \cap \im E$. Hence, (i) follows from

$$\dim \ker(Q^T E) = \dim \ker T + \dim \im T = \dim \ker E + \dim(\ker Q^T \cap \im E) \leq \dim \ker E + \dim Q^T = \dim \ker E + \dim \ker Q.$$

From (44) and (45) we see that $E$ and $P(s) = sE - (J - R)Q$ indeed map $\ker Q$ into $\ker Q^T$. Moreover, if $Ex = 0$ or $P(s)x = 0$, $x \in \ker Q$, then $sEx = 0$, hence $x \in \ker E \cap \ker Q = \{0\}$. So, $E|_{\ker Q}$ and $P(s)|_{\ker Q}$ are injective and the claim follows from $\dim \ker Q = \dim \ker Q^T$. Finally, (iii) follows immediately from (ii). \hfill \Box

**Proposition B.10.** The following are equivalent:

(a) The dissipative Hamiltonian pencil $P(s) = sE - (J - R)Q$ is regular.

(b) $\ker(Q^T JQ) \cap \ker(RQ) \cap \ker(E) = \{0\}$.

(c) $\ker(Q^T JQ) \cap \ker(RQ) \cap \ker(E^T Q) = \ker Q$ and $\ker E \cap \ker Q = \{0\}$.
Proof. (a) ⇒(b). Let $P$ be regular. Then there is $s > 0$ such that $P(s)$ is invertible. In particular, $\ker E \cap \ker Q = \{0\}$. If $x \in \ker(Q^\top JQ) \cap \ker(RQ) \cap \ker(E)$, then $P(s)x = -JQx \in \ker Q^\top$. By Lemma B.9 (ii), we find $v \in \ker Q$ such that $P(s)v = P(s)x$, which implies $x = v \in \ker Q$. But then $P(s)x = -JQx = 0$, hence $x = 0$.

(b) ⇒(c). Let $Q^\top JQx = RQx = E^\top Qx = 0$. By Lemma B.9 (i), we may write $x = u + v$ with $u \in \ker E$ and $v \in \ker Q$. From $Qx = Qu$ we conclude that $Q^\top JQu = RQu = Eu = 0$. Hence, $u = 0$ by (b) and thus $Qx = 0$.

(c) ⇒(a). Let $x \in \mathbb{C}^n$ such that $Ex = (J - R)Qx$. Then $0 \leq \langle Q^\top Ex, x \rangle = \langle Ex, Qx \rangle = -\langle RQx, Qx \rangle \leq 0$ implies $Q^\top Ex = RQx = 0$ and thus also $Q^\top JQx = 0$. Hence, $Qx = 0$ and therefore also $Ex = 0$. It follows that $x = 0$.

Corollary B.11. A regular pencil $P$ is non-degenerate dissipative Hamiltonian if and only if (i)–(iii) hold in Theorem B.7 and $P'$ has index at most one.

Proof. Assume that the index of $P'$ is at most one. Then the matrix $A'$ in the proof of Theorem B.7 satisfies $\ker A' = \ker(A')^2$ and is therefore a non-degenerate dissipative Hamiltonian matrix by Corollary B.4. Furthermore, since the matrices $-I$ and $Q_i$ in the proof of Theorem B.7 are invertible, it follows that the pencil $sN - I$ is non-degenerate. Hence, so is $P$. Conversely, assume that $P(s) = sE - (J - R)Q$ with $Q$ invertible and consider a chain of length two at $\lambda = 0$, i.e., $(J - R)Qx_0 = 0$ and $(J - R)Qx_1 = Ex_0$. Then $RQx_0 = JQx_0 = 0$ and also $E^\top Qx_0 = 0$ since $\langle Qx_0, Ex_0 \rangle = \langle x_0, (J - R)Qx_1 \rangle = \langle J + R)Qx_0, Qx_1 \rangle = 0$. Hence, $Qx_0 = 0$ by Proposition B.10 (c) and thus $x_0 = 0$, which shows that the index of $P'$ is at most one.

Proposition B.12. The dissipative Hamiltonian pencil $P(s) = sE - (J - R)Q$ is regular with index at most one if and only if

\[
\ker E \cap \ker(RQ) \cap (JQ)^{-1} \text{im } E = \{0\}.
\]

Proof. Note that the vector $x_0$ of a chain $(x_0, x_1)$ at $\lambda = \infty$ of a pencil $sE - A$ belongs to $\ker E \cap A^{-1} \text{im } E$. Conversely, if $x_0 \in \ker E \cap A^{-1} \text{im } E$, then there exists $x_1$ such that $Ex_1 = Ax_0$. Hence, the pencil’s index is at most one if and only if $\ker E \cap A^{-1} \text{im } E = \{0\}$.

First of all we shall show that (in any case)

\[
\ker E \cap [(J - R)Q]^{-1} \text{im } E = \ker E \cap \ker(RQ) \cap (JQ)^{-1} \text{im } E.
\]

Indeed, if $Ex = 0$ and $(J - R)Qx = Ev$ for some $v \in \mathbb{R}^n$, then $-\langle RQx, Qx \rangle = \langle Ev, Qx \rangle = \langle v, E^\top Qx \rangle = \langle v, Q^\top Ex \rangle = 0$ and thus $RQx = 0$, so that $x$ is contained in the set on the right-hand side. The converse inclusion is trivial.

Hence, if the pencil is regular with index 1, then (46) holds. Conversely, assume that (46) holds. Then $\ker E \cap \ker Q = \{0\}$ and due to Lemma B.9 we have

\[
\ker(Q^\top JQ) = (JQ)^{-1} \ker(Q^\top \subset (JQ)^{-1} \text{im } E,
\]

and thus Proposition B.10 implies that $P$ is regular. □
Appendix C. Existence of optimal solutions

Let \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, \) and \( W \in \mathbb{R}^{k \times k} \), where \( k = n + m \). Moreover, let \( \mathbb{U} \subset \mathbb{R}^m \), \( \Phi \subset \mathbb{R}^n \), \( \mathcal{I} = [0, T] \), \( x^0 \in \mathbb{R}^n \), and consider the optimal control problem

\[
\min_{u \in L^2(\mathcal{I}, \mathbb{U})} M(x(T)) + \int_0^T \left\| W \left( \frac{x(t)}{u(t)} \right) \right\|^2 dt
\]

(47)

s.t. \( \dot{x} = Ax + Bu \),
\[
x(0) = x^0, \quad x(T) \in \Phi.
\]

The next theorem shows that under suitable conditions on the problem data, the OCP (47) is well-posed if only \( \Phi \) is reachable from \( x^0 \) at time \( T \).

**Theorem C.1.** Assume the following:
- \( \mathbb{U} \) is convex and compact
- \( \Phi \) is closed.
- \( M : \mathbb{R}^n \rightarrow \mathbb{R} \) is convex (and hence continuous).

If \( x^0 \in C_T(\Phi) \), then there exists an optimal control for the OCP (47).

In the proof we will twice make use of the following simple consequence of the Hahn-Banach separation theorem.

**Lemma C.2.** A closed and convex subset \( C \) of a normed space \( X \) is weakly sequentially closed. That is, if \((x_n) \subset C \) and \( x_n \rightharpoonup x \in X \) (weak convergence), then \( x \in C \).

**Proof of Theorem C.1.** Denote by \( \mathcal{U} \) the set of admissible controls for (47). That is,

\[
\mathcal{U} = \left\{ u \in L^2(\mathcal{I}, \mathbb{U}) : e^{TA}x^0 + \int_0^T e^{(T-t)A}Bu(t) \, dt \in \Phi \right\}.
\]

With the linear and bounded finite rank operator \( \varphi : L^2(\mathcal{I}, \mathbb{R}^m) \rightarrow \mathbb{R}^n \), defined by \( \varphi(u) = \int_0^T e^{(T-t)A}Bu(t) \, dt \), we can write this as

\[
\mathcal{U} = \varphi^{-1} \left( \{ \Phi - e^{TA}x^0 \} \right) \cap L^2(\mathcal{I}, \mathbb{U}).
\]

The set \( \mathcal{U} \) is closed. Indeed, \( \varphi^{-1}(\{ \Phi - e^{TA}x^0 \}) \) is closed since \( \Phi \) is closed and \( \varphi \) is continuous, and if \( (u_n) \subset L^2(\mathcal{I}, \mathbb{U}) \) converges in \( L^2(\mathcal{I}, \mathbb{R}^m) \) to some \( u \in L^2(\mathcal{I}, \mathbb{R}^m) \), then by a theorem of Riesz there exists a subsequence \( (u_{n_k}) \) such that \( u_{n_k}(t) \rightharpoonup u(t) \) for a.e. \( t \in \mathcal{I} \) and thus \( u \in L^2(\mathcal{I}, \mathbb{U}) \). Since \( L^2(\mathcal{I}, \mathbb{U}) \) is bounded, the same holds for \( \mathcal{U} \).

Define the (non-linear) functionals \( J_1, J_2 : L^2(\mathcal{I}, \mathbb{R}^m) \rightarrow \mathbb{R} \) by

\[
J_1(u) = M \left( e^{TA}x^0 + \varphi(u) \right), \quad J_2(u) = \int_0^T \left\| W \left( \frac{x(t,x^0;u)}{u(t)} \right) \right\|^2 dt, \quad u \in L^2(\mathcal{I}, \mathbb{R}^m).
\]

Due to the assumptions on \( M \), the functional \( J_1 \) is convex and continuous. Since \( x(\cdot, x^0; u) \) depends affine-linearly on \( u \), we may write \( J_2 \) as \( J_2(u) = \int_0^T \| (Cu)(s) \|^2 ds \) with a continuous affine-linear operator \( C : L^2(\mathcal{I}, \mathbb{R}^m) \rightarrow L^2(\mathcal{I}, \mathbb{R}^k) \). From this representation and the convexity of the function \( z \mapsto \| z \|^2 \) on \( \mathbb{R}^k \) we see that \( J_2 \) is convex. Furthermore, \( J_2 \) is continuous, even Lipschitz on bounded subsets. Overall, this shows that the cost functional \( J = J_1 + J_2 \) is convex and continuous.
Let \( a = \inf \{ J(u) : u \in U \} \). Then there exists a sequence \( (u_n) \subset U \) such that \( J(u_n) \to a \) as \( n \to \infty \). As \( U \) is bounded, we may assume that \( (u_n) \) converges weakly to some \( u^* \in L^2(I, \mathbb{R}^m) \). By Lemma C.2 we have \( u^* \in L^2(I, U) \). Moreover, since \( \varphi \) is linear and finite-rank, from \( \varphi(u_n) \in \Phi - e^{TA}x_0 \) we conclude that also \( \varphi(u^*) = \lim_{n \to \infty} \varphi(u_n) \in \Phi - e^{TA}x_0 \). Hence, \( u^* \in U \).

For \( \varepsilon > 0 \) set \( L_\varepsilon = \{ u \in L^2(I, \mathbb{R}^m) : J(u) \leq a + \varepsilon \} \). Convexity and continuity of \( J \) imply that each \( L_\varepsilon \) is convex and closed. Since \( u_n \in L_\varepsilon \) for infinitely many \( n \in \mathbb{N} \), it is another consequence of Lemma C.2 that \( u^* \in L_\varepsilon \) and thus \( J(u^*) \leq a + \varepsilon \). As \( \varepsilon > 0 \) was arbitrary, this implies \( J(u^*) \leq a \). On the other hand, \( u^* \) is admissible and hence \( J(u^*) \geq a \) by definition of \( a \). Thus, \( J(u^*) = a \). \( \square \)