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Abstract—Bug reports are common artefacts in software development. They serve as the main channel for users to communicate to developers information about the issues that they encounter when using released versions of software programs. In the descriptions of issues, however, a user may, intentionally or not, expose a vulnerability. In a typical maintenance scenario, such security-relevant bug reports are prioritised by the development team when preparing corrective patches. Nevertheless, when security relevance is not immediately expressed (e.g., via a tag) or rapidly identified by triaging teams, the open security-relevant bug report can become a critical leak of sensitive information that attackers can leverage to perform zero-day attacks. To support practitioners in triaging bug reports, the research community has proposed a number of approaches for the detection of security-relevant bug reports. In recent years, approaches in this respect based on machine learning have been reported with promising performance. Our work focuses on such approaches, and revisits their building blocks to provide a comprehensive view on the current achievements. To that end, we built a large experimental dataset and performed extensive experiments with variations in feature sets and learning algorithms. Eventually, our study highlights different approach configurations that yield best performing classifiers.
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I. INTRODUCTION

Bug tracking systems are commonplace in both open source software development and large industrial software projects. Their consistent use as part of software project management is regarded as one of the hallmark of a good software development team [1]. In industrial settings, development teams can setup bug tracking systems to keep a centralized view of all bug fixes (and potentially improvements) brought to the code base. In open source communities, they allow end-users to report bugs directly to the development teams.

A bug tracking system mainly includes a database of bug reports, which are natural language descriptions of erroneous behavior cases that are encountered when running the software. A given record (i.e., a bug report’s details in the database) may include the identity of the person who reported it, the time it was reported, its severity and other tags that can be leveraged for facilitating triaging. When the severity of the bug is major (e.g., a blocking bug [2]) or when the bug is relevant to security, development teams urge to address the bug report. Sometimes, however, the person who reported a problem with respect to end-user requirements, may be unaware that the deviated behavior is actually also offering a vulnerability window for attackers to misuse the software. Thus, unintentionally, such security-relevant bug reports can publicly disclose exploitable vulnerabilities. Until the triaging team can notice the security risk (and therefore take actions to hide the bug report until a fix is found), any malicious actor can leverage the divulged input and perform zero-day attacks.

Security-relevant bug reports can be categorized as Hidden Impact Bugs [3]: the bugs are often only identified as vulnerabilities long after they have been made public. Identifying security-relevant bug reports is thus an important challenge for bug triagers. Automating this task will consequently improve bug report management where vulnerabilities are assigned immediately to the appropriate developers and are patched in priority. An early attempt to automating the detection of security-relevant bugs was performed by Wijayasekara et al. [5]. [6] focusing on Linux kernel CVEs that are associated to bug reports. Their classifier was based on a basic “bag of words” approach in combination with Naive Bayes, Naive Bayes Multinomial, and Decision Tree classifiers. Behl et al. [7] then used the Term Frequency-Inverse Document Frequency (TF-IDF) along with a “vector space model” and showed that it provides better performance than the Naive Bayes algorithm. More recently, Peters et al. [8] proposed a framework called FARSEC, which integrated filtering and ranking for security bug report prediction: prior to creating the prediction models, FARSEC identifies and removes non-security bug reports with security related keywords. This filtering step is mainly aimed at decreasing the false positive predictions. Unlike previous related works, which all used prediction models based on machine learning, Goseva and Tyo [9] also proposed to investigate unsupervised learning algorithms and assessed the importance of the size of the dataset. More recently, Shu et al. [10] studied hyperparameter tuning and data pre-processing to improve the performance of security-relevant bug report classification.

Overall, it appears that machine learning has become a central technique for identifying security-relevant bug reports. The state of the art in this respect remains however unclear about the limitations and promises of the different learning choices. Thus, we propose in this paper to present extensive experiments on features and algorithms for establishing the

1Common Vulnerability Exposure
achievements that can be reached. Our paper makes the following contributions to the field:

- We discuss motivational cases for the research direction on detecting security-relevant bug reports, and provide an overview of the state of research.
- We prepare and offer to the community a large dataset of security-relevant bug reports to enable comprehensive investigations around this topic.
- We performed extensive experiments on learning to identify security bug reports, and enumerate insights about the variety of algorithms, features and parameters.

**Paper Organization.** The remainder of this paper is organized as follows. Section II highlights the importance of security-relevant bug report identification through motivating cases. Section III discusses the state of the art approaches for identifying security-relevant bug reports. We then overview the construction of a large experimental dataset of security-relevant bug reports in Section IV. We present our experimental results in Section V and discuss threats to validity as well as similar works in Section VI before concluding the paper in Section VII.

II. ON THE IMPORTANCE OF IDENTIFYING SECURITY-RELEVANT BUG REPORTS

Although the detection of security bug reports is increasingly studied, the literature does not include data or motivational cases to support the importance of the topic. In this section, we attempt to fill this gap through (1) an empirical study to highlight how security bug reports, when identified, are processed in priority, (2) a highlight of cases where bugs are reported by users who are not aware of the security-relevance and the potential for attacks.

A. Priority patching by development teams

Our first investigation is related to the priority that is given to security bug reports. We aim to answer the following question: “Are security-relevant bug reports responded with faster patches than other bug reports?” When a bug report is submitted, developers generally attempt to address it and eventually propose a patch to fix the relevant bug. Such a patch can however take more or less time to be prepared. Nevertheless, we expect that the process will be relatively fast if the bug report is about a vulnerability that could be exploited by attackers.

To answer our research question, we consider bug report samples from our ground truth dataset (cf. Section V for more details on dataset collection). Overall, we focused on RedHat bug reports and randomly sampled 800 in each category (i.e., security bug reports and non-security bug reports). We then compute the delays between the creation date of a bug report, and its closing date. Identify the exact fix date of a bug report is not obvious, we then rely on opening and closing dates in order to have an accurate view. While these dates do not confirm that bug reports were closed at the same time as the reported bug was fixed, they give us an idea of how important it is to identify security-relevant bug reports early on.

Figure I presents the distribution of time-to-fix delays for the two categories of bug reports. The median values (2248.0 days and 49.5 days) as well as the ranges of the quartiles confirm that security bug reports are addressed significantly faster than other bug reports. Given that the dataset was constructed based on the security tag used in the bug tracking system, this finding suggests that it is important to appropriately tag bug reports in order to accelerate their processing. An automatic approach to identify bug reports that are related to security is thus desirable to alleviate triaging effort.

![Fig. 1: Delays between creation date and closing date of security bug reports vs other bugs reports](image)

B. Unintentional disclosure of vulnerabilities

In a typical bug reporting scenario, a user is affected by an erroneous software behavior and writes a description of the bug for the development team. When such a description refers to information such as CVE details or exploitation cases, the triaging team can immediately tag the bug report as being security-relevant. Such a bug report is generally handled with high priority by maintainers, and a patch is rapidly constructed. Unfortunately, there are reporting scenarios where the bug report, although being security-relevant, is not tagged as such due to the lack of explicit details that would inform triagers immediately. In such cases, a software vulnerability is potentially exposed publicly. Security relevance of the bug report can then be later pointed out by other contributors. In the mean time, however, the software is exposed to attacks, because the delay between the bug’s reporting and its prioritization as security-relevant could be important. Attackers (like all other parties interested in contributing to the software development in open source settings), are handed critical information for exploiting software vulnerabilities. These attackers even have the opportunity to quickly propose a patch that satisfies the bug reporter (in terms of user-expected plain functionality) but better ensures that the vulnerability remains hidden for their future exploitations.

We look for evidence about these conjectures by carefully investigating 100 security bug reports randomly sampled in our collected dataset. We mainly look for bug reports that were not immediately flagged as security-relevant but were identified as such only later by other contributors. The existence of such bug reports justify the need for automated techniques for early detection of security relevance. In the following, we present two out of several cases that we have found.
Figure 2 shows an excerpt of bug report № 319004 in the Bug tracking system of Mozilla. Obviously, the bug reporter did not seem to know that the bug was related to security aspect: she only reports a bothersome development issue and is looking for a solution. During discussions, four days later, a seventh comment raises concerns about potential exploitations by attackers. A CVE (CVE-2005-4134) will be filed only the following day.

User2 (:shaver -- probably not reading bugmail closely)

Description
From the URL:

Basically firefox logs all kinds of URL data in it’s history.dat file, this little script will set a really large topic and Firefox will then save that topic into it’s history.dat. The next time that firefox is opened, it will instantly crash due to a buffer overflow -- this will happen everytime until you manually delete the history.dat file -- which most users won’t figure out.

We’re probably blowing Mork’s little mind, and it’ll be easier to defend in the history code than in Mork.

People are reporting varying results in #developers.

ElfGuy:
Comment 7
This is being reported as ‘remote exploit’ in the news:

http://digg.com/security/Kill_Firefox_1.5_with_remote_exploit

While it’s not a security issue it should be fixed fast as malicious users may start using it now that it’s known.

Fig. 2: Example of a security Bug report from Buzilla-mozilla

Figure 3 presents bug report APLO-366 in the bug tracking system of JIRA. Similar to the previous case, the bug is reported without any tag related to security. Instead, the linked patch is commented as referring to a CVE tag (CVE-2014-3579) being addressed. Nevertheless, the patch itself does not mention any security matter in its description, leading to a silent security patching, with all its consequences.

Security-relevant bug reports could expose the software to more attacks if they are not tagged as such earlier.

The presented examples further motivate the necessity to automate the detection of security-relevant bug reports to enable appropriate management.

III. A REVIEW OF THE STATE OF THE ART

In this section, we present the state of the research related to the detection of security relevant bug reports. Since security relevant bug reports are referred to with different terminology in the literature, we propose to rely on a light-weight snowballing approach to identify relevant papers. Thus, we start with two recent papers in the literature, namely in 2019 by Shu et al. [10] and Pereira et al. [11], and check their related work sections. Then, we iteratively look into the related work and references of the identified relevant papers. Eventually, we found that most of the related work rely on machine learning (ML) based approaches. In a first sub-section, we summarize approaches grouped based on the type of learning (i.e., supervised, semi-supervised, unsupervised). Then, we list the main feature extraction methods used to feed the machine learning algorithms. Finally, we quickly enumerate the various validation approaches used to assess the performance of the ML-based state of the art approaches. Overall, Table II provides a summary of information collected during our review of the state of the art.

A. Overview of ML-based Approaches

a) Supervised learning approaches: Supervised learning is a classical prediction problem in which there are two classes and labeled data from both classes (positive class as the targeted class and negative class) are available. The chosen machine learning algorithm is trained on one part of the data and predict on the other part. The main problem of this approach is that it is often difficult for a given problem to have labeled data from both classes. It could happen in some cases that only one class is labeled. Regarding the case of security bug report detection, the prediction problem resides in differentiating security relevant bug reports from non-security relevant bug reports.

Supervised learning is the most widespread approach leveraged in the literature for security bug report identification. Wijayasekara et al. [5] have presented one of the seminal work on detecting security bug reports using machine learning. They rely on text mining to extract syntactical information bug reports and compress before generating feature vectors that are fed to Naive Bayes classifiers. The proposed methodology...
TABLE I: Summary details of state of the art approaches for security bug reports identification.

| Approach                  | Features                      | Type of Approach | Algorithm        | Evaluation | Dataset          | # SBR+ | # All BR+ |
|---------------------------|-------------------------------|------------------|------------------|------------|------------------|--------|-----------|
| Gegick et al. [12]        | hypothetical term-by-document matrix | Supervised       | Statistical model | Automatic  | Cisco software system |        |           |
| Wijayasekara et al. [5]   | Most frequent words          | Supervised       | Naives bayes, Decision Trees, etc. | Automatic  | linux             |        |           |
| Behl et al. [7]           | TF-IDF                        | supervised       | Naives bayes     | Automatic  | Bugzilla         |        |           |
| Zou et al. [13]           | Meta features and textual features | Supervised       | SVM              | Automatic  | Firefox, Thunderbird, Seamonkey | 3346  | 23262    |
| Goseva-Popstojanova et al. [9] | TF,TF-IDF,BF      | Supervised, unsupervised | SVM, KNN, etc.  | Automatic  | NASA dataset     | 664    | 3399      |
| Mostafa et al. [4]        | TF-IDF, descrimitive weight  | Supervised, semi-supervised | SAIS,SVM, etc.  | Automatic  | Rehdat, Mozilla  | 1368   | 16168     |
| Das et al. [14]           | TF-IDF                        | Supervised       | Naive Bayes Multinomial Model | Automatic  | Ambari, Camel, Derby, Wicket | 159   | 4000      |
| Pereira et al. [11]       | TF-IDF                        | Supervised       | Adaboost, Naives bayes,etc. | Automatic  | Microsoft        | 552073 | 1073149  |
| Peters et al. [8]         | TF-IDF, score                 | Supervised       | logistic regression, Naives bayes, etc. | Automatic  | Chromium, Wicket, Ambari, Camel, Derby | 351   | 45940     |

*: the “# SBR” column indicates the number of security relevant bug reports used in an approach. The “# All BR” column indicates the number of security and non-security bug reports used in an approach.

was tested on Linux vulnerabilities that were discovered in the time period from 2006 to 2011, where they managed to correctly identify up to 88% of vulnerabilities. Such an approach improves over the work of Gegick et al. [12] who used a term-by-document frequency matrix from words in the natural language descriptions of bug reports to train a statistical model. Similarly, Behl et al. [7], later compared the use of term frequency-inverse document frequency (TF-IDF) against a probabilistic learning approach like Naives Bayes.

Zou et al. [13] proposed to use a combination of text-mining features and meta-data (e.g., time, severity, and priority) for improving identification of security bugs reports. They trained a supervised approach (SVM) with Radial Basis Function (RBF) and have managed to improve previous work by over 20 percentage points.

More recently, Das et al. [14] proposed an approach based on class imbalance sampling and TF-IDF vectors to improve security-relevant bug report detection using Naive Bayes Multinomial classification. Pereira et al. [11] also presented preliminary results, which show that basic TF-IDF on just the title of bug reports may be enough to provide accurate results in detecting security bug reports.

Following up on this state of the art investigations, Peters et al. [8] proposed FARSEC, a framework for filtering and ranking bug reports for reducing the presence of security-related keywords and improving text-based prediction models for security bugs fixes. Their framework is presented as improving the use of text-mining approaches (TF-IDF, DTF, IDF, etc.) when considering feature extraction for machine learning.

b) Semi-supervised learning approaches: Semi-supervised learning represents the case where only one class is labeled and correctly identified. Several algorithms perform semi-supervised learning for identifying security bug reports with good prediction results. However, This approach, although very interesting, got bad performances when the positive set is not enough representative for training.

Mostafa et al. [4] recently presented an evolutive and realistic approach for the identification of security bug reports which considers the evolution of security vocabulary on NVD database and realistic constraints like small training set for security bugs reports prediction. They train a semi-supervised model to predict security bugs reports that will be used to augment the training set of a fully supervised learning model.

c) Unsupervised learning approaches: The main difference between the previous approaches (supervised and semi-supervised) and the unsupervised approaches is the fact that
in the unsupervised case the data are not labeled. The algorithm must then train and predict from unlabeled examples. Clustering algorithms are frequently used to group data with similar characteristics from a classification point of view.

In a recent study Goseva-Popstojanov et al. [9] assess the impact of algorithms and features in the detection of security bug reports. They offer one the rare works that explore unsupervised learning algorithms to regroup security bug reports. Their preliminary results however shows that supervised learning algorithms offer higher performance metrics.

d) **Deep learning approaches**: Since traditional machine learning requires manual feature engineering, its performance is highly dependent on the quality of the features identified by researchers or practitioners. Instead, many recent works turn to deep learning for learning the the best representation and then applying on top the automatically-extracted feature vectors a traditional algorithm.

In a recent work, Kukkar et al. [15] have proposed a deep learning model for multiclass severity classification called Bug Severity classification using a Convolutional Neural Network and Random forest with Boosting. They show that the Convolutional Neural Network is able to extract the important feature patterns of respective severity classes. Although they did not apply their work on the problem of security classification, to the best of our knowledge, it is one of the most related approach that leverages deep learning.

**B. Feature extraction**

Since the large majority of the state of the art rely on traditional machine learning, we investigate the leaning pipeline for reproducing different approaches. Key steps in a machine learning pipeline are feature engineering (i.e. what are the key ingredients that make machine learning algorithms work) and feature extraction (the process to extract and compute the features from the input samples). In the case of the security bug reports detection task, data collected (i.e., the bug reports) might not be directly readable by algorithms in their default nature. The feature extraction step is then required. We consider in this study many feature extraction approaches used in the state of art for extracting representative information in security bug reports detection. We can summarize the different approaches to feature extraction by:

- **Frequencies of words in the text** used in [7], [9], [11], [12], [14]. The idea is to use frequencies of words to retrieve quantitative metrics such as TF/IDF, BF, DF, IDF, etc.
- **Keyword mining** used in [8], [16]. The idea is to mine a list of words related to a prediction class and to use this list for pre-filtering and/or for performing prediction results.

**C. Validation**

In the literature, several validation approaches have been used to assess the performance of the machine learning based approaches for detecting security relevant bug reports. Overall, related works perform manual validation or automatic validation using oracle (k-fold cross-validation, random sampling, etc.).

- **Manual Validation** requires a security team to validate the prediction results. As a result, this validation method is the most reliable in the sense that it provides strong evidence that the approach does not overfit to the training dataset and can be leveraged in the wild (i.e., in a real-world practitioner setting). Unfortunately, manual validation does not scale (i.e., cannot be applied for hundreds of samples since human resources are hard and expensive to get).
- **Automatic Validation**, due to its ability to scale, is the most widespread in the literature. Traditional techniques such as k-fold cross-validation or random split validation are often used. They are often however criticized since they may not offer a realistic view of the performance (e.g., due to possible overfitting, dataset size limitations, sample distributions problems, etc.)

Automatic validation is by far the most popular technique used to validate a newly proposed security bug report detection approach. However, it is noteworthy that a strong prerequisite is the availability of ground truth. In other words, the availability of a dataset of labeled bug reports (i.e., a dataset in which bug reports are accurately tagged as security relevant or not) is crucial.

**Limitations identified thanks to this review**: We postulate that performance results and conclusions presented in the literature may be biased by some key experimental aspects:

- **size and availability of datasets**: As detailed in Table 1, experimental datasets are often small or limited in project scope. Large datasets (such as from Microsoft) are not openly available to the community.
- **lack of rationale guiding algorithm selection**: we have found that most experimental approaches do not motivate the choice of their algorithm, which may lead to redundant approaches in the literature.

⇒ In this work, we propose to address these limitations for the community by proposing a large dataset (cf. Section V) that can enable reproducible research on the identification of security-relevant bug reports. We also consider typical features used in the literature and typical learning algorithms to build and study experimental baseline variations for ML-based detection of security-relevant bug reports (cf. Section V).

**D. Related work on “How far are we” studies**

In recent years, the research community has investigated many research topics to produce an estimate of the performance that can be reached. For example, Liu et al. [17] have investigated the case of neural-machine-translation-based commit message generation, while Lin et al. [18] focused on sentiment analysis for software engineering. More recently
We propose SBR vs. all approach to involve training a single classifier per class. Combination of neural network classification and a similar one et al. [31] propose also a deep learning approach to predict new bug-report representation using a deep bidirectional re-
or algorithms and show that using ensemble classification techniques used in state of art with several machine learning algo-
the quality of the dataset is closely tied to the prediction performance, we propose to build a large and representative dataset of bugs reports for providing the community a playground to advance research directions.

A. Datasets in the Literature of Security Bug Report Identifi-
cation

As revealed in summary details of Table I, datasets lever-
aged by the state of the art approaches are generally limited to a small number of repositories, resulting in a limited number (and under-diversified set) of collected security-relevant bug reports. Most of the identified works in the literature use less than six sources (projects) of bug reports for their experiments. There are even a few works [5], [7], [11] that use a single source to predict security-relevant bug reports. Most literature approaches have been applied on datasets containing less than 1,500 security-relevant bug reports. Zou et al. [13] exceptionally included 3,346 security-relevant bug reports for their work. Pereira et al. [11] have collected a huge title set of 552,073 security-relevant bug reports. Unfortunately, the released dataset is incomplete (and thus not reliable for most approaches) since it does not include full description of the bug reports.

With the aforementioned limitations (i.e., few repositories and the limited number of bug reports), the risk is that the proposed approaches may overfit to a few repositories and may not be able to yield comparable performance with data from another repository. Since some authors have already demonstrated in literature [9] of security bug report identification that the quality of the dataset is closely tied to the prediction performance, we propose to build a large and representative dataset of bugs reports for providing the community a playground to advance research directions.

B. SBR: a Security-relevant Bug Report Dataset

We built a large dataset of bug reports that we named SBR. The SBR dataset contains 5,028 security-relevant bug reports and 9,336 non-security relevant bugs reports. To the best of our knowledge, SBR is the largest dataset in the literature. Moreover, SBR has been built by collecting bug reports from various sources and by various means: Mozilla and RedHat bug reports that include tags for security relevance or not, bug reports linked to commits that were collected and manually assessed by previous works as being related to security issues [32], and security bug reports from a literature dataset [3].

Table I summarizes the statistics on the different collection sources.

Concretely, a number of security-relevant bug reports have been manually collected by relying on a publicly available security-commits dataset release in 2018 [32]. The main difficulty in this first part was to link commits to bugs reports. To perform this task, we first parsed and used regular expressions to extract bug ids from the security-relevant commits. Then, we used the API rest call for JIRA-projects (or manual process for other projects), in order to extract bug reports corresponding to the identified bug ids. Note that the dataset released
The goal of this work is to investigate the performance that can be achieved by reproducing the essential components of literature approaches. The objective is thus to evaluate the performance of various combinations of features (BF, DF, IDF, TF-IDF, etc.) and machine learning algorithms in order to identify what are the key ingredients leading to an efficient security-relevant bug report detector. We select to perform the reproduction of literature ideas (instead of replication of approaches) since our objective is not to compare the state of the art approaches among themselves.

Concretely, we perform a comprehensive study by leveraging the newly created SBR dataset (with both security and non-security bug reports), and the identified features and algorithms from literature works. In the following, we first detail the methodology of our study and then present the results.

A. Methodology

We propose to perform feature extraction following the approaches proposed in the literature of machine learning for text content. Most of these features are the same as those used by the state of the art approaches for security bug report identification. Then, we propose to focus our investigations on supervised learning, which is the most common model learning scenario in the literature. We finally attempt a deep learning experiment as an initial result that the community can build on.

1) Feature extraction: In this work, we build four types of features vectors: Binary Bag-of-words (BF), Term Frequency (TF), Term Frequency-Inverse Document Frequency (TF-IDF) and Word Embedding vectors (WE). For each bug report, we then compute these features according to their respectively equations.

- **Binary Bag-of-Words (BF)** is defined by the following equation:
  \[
  BF(term) = \begin{cases} 
  0, & \text{if } f(term) = 0 \\
  1, & \text{if } f(term) > 0
  \end{cases}
  \]
  with \(BF(term)\) being the binary bag-of-word of a term in a given document and \(f(term)\) the frequency of this term.

- **Term Frequency (TF)** is defined by the following equation:
  \[
  TF(term) = f(term)
  \]
  TF gives the frequency of a word apparition for each document. Words are enumerated from a given vocabulary (e.g., the set of all words appearing across all bug reports).

- **Term Frequency-Inverse Document Frequency (TF-IDF)** is defined by the following equation:
  \[
  TF-IDF(term) = f(term) \times \log \frac{|D|}{N(term)}
  \]
  with \(N(term)\) being the number of documents where \(term\) appears and \(|D|\) the total number of documents in the corpus. In other words, Term Frequency-Inverse Document Frequency (TF-IDF) is a measure of how much information the word provides, that is, whether it is common or rare across all bug reports.

- **Word embedding** is common in natural language processing approaches. It allows to represent words as numerical vectors so that similar words are close in the
In our methodology, we focus only on the textual description of bug reports. No other artefacts (e.g., which developer was assigned to the bug report) to avoid leaking information in the training. Indeed, we consider the identification of security-relevant bug reports as a zero-day problem: the only information available is the report that was submitted before anyone from the development team could add insightful comments or data.

Since we are performing early detection of security bug reports, we extract three contents that are available at the time the bug report is submitted: Title content, Description content, and the concatenation of these two contents as Title+Description content. For each content, we compute TF, TF-IDF, BF and WE vectors. Note that before building the feature vectors, some preprocessing operators have been applied: we removed stop words (e.g., “as”, “is”, “would”, etc.) which are very frequently appearing in any English document and will not hold any discriminative power; we also do stemming (only consider the root of words) using Porter Stemming \[33\] method.

**2) Model learning:** Our experiments are focused on supervised learning with manual feature engineering or deep representation learning for feature vector inference.

**Supervised learning:** We experiment with eleven (11) different supervised algorithms on our features sets. These are Decision Tree, Decision Trees (Bagged), Random Forest, Extra Trees, Adaptive Boosting, Gradient Boosting, eXtreme Gradient Boosting, Gaussian Naive Bayes, Support Vector Classifier, K-Nearest-Neighbors, and Stochastic Gradient Descent. All these classifiers are used with their default hyper-parameter values from the scikit-learn library, and we compute the performance metrics based on 5-fold cross-validation (given to the dataset size).

**Deep learning:** The use of deep learning in security detection is not much studied in the state of the art. We propose however to experiment a straightforward approach by leveraging Long Short Term Memory (LSTM) \[34\] and Convolutional Neural Network (CNN) \[35\]. Since we already use word embedding for feature extraction, we can apply LSTM to the classification problem of security relevance. Nevertheless, we resort to applying CNN on the best data format that it has been shown to be successful on, namely images. Thus, we use Text2Image\[33\] method to convert bug reports to images for training and testing the CNN model. More specifically, after a pre-processing step (tokenization, stop-word removal, etc.), Text2Image builds 7x7 arrays by considering the 49 words with the highest TF-IDF. We note here that the number of words chosen can be considered as a hyper-parameter. Finally, the images are plotted as heatmaps on log scale using Gaussian filtering for smoothness. Figure 5 shows an example of a security bug report heatmap. The hottest the color is, the highest the TF-IDF value is. Given such heatmaps, we use CNN to train a deep learning classifier to discriminate security-relevant bug reports from other bug reports.

**Exploring features and algorithms**

Table III shows the classification performance results that are obtained for each pairwise combination of learning algorithms and feature sets. We note that the F-score performance has a wide range between 0.67 and 0.97 depending on the combination of feature set and algorithm. TF-IDF based feature set of-

---

**TABLE III:** Classification performance results with different combinations of algorithms and feature sets: the full content (title+description) of the bug report is considered as input

| Learners        | Accuracy | Precision | Recall | F-score | Accuracy | Precision | Recall | F-score | Accuracy | Precision | Recall | F-score | Accuracy | Precision | Recall | F-score |
|-----------------|----------|-----------|--------|---------|----------|-----------|--------|---------|----------|-----------|--------|---------|----------|-----------|--------|---------|
| XGB             | 0.68380  | 0.544481  | 0.882427 | 0.673172 | 0.839412 | 0.809743 | 0.708201 | 0.755371 | 0.979434 | 0.944105 | 0.969844 | 0.969844 | 0.969844 | 0.969844 |
| SVC             | 0.41801  | 0.384834  | 0.998138 | 0.555232 | 0.350655 | 0.350655 | 0.000000 | 0.519057 | 0.881345 | 0.990082 | 0.688059 | 0.797654 | 0.797654 | 0.797654 |
| Decision Tree (DT) | 0.679738 | 0.542429 | 0.881078 | 0.672588 | 0.79199 | 0.705701 | 0.727345 | 0.77345 | 0.970233 | 0.962746 | 0.951599 | 0.957723 |
| Random Forest (RF) | 0.68380  | 0.544481  | 0.882427 | 0.673172 | 0.847444 | 0.845274 | 0.691349 | 0.760493 | 0.982014 | 0.987688 | 0.980472 | 0.979344 | 0.979344 | 0.979344 |
| Gaussian Naive Bayes (GNB) | 0.546475 | 0.444599 | 0.978562 | 0.610997 | 0.650025 | 0.194023 | 0.01252 | 0.023493 | 0.860290 | 0.882427 | 0.797215 | 0.802827 | 0.797215 | 0.802827 |
| K-Nearest-Neighbors (KNN) | 0.401242 | 0.378142 | 0.998138 | 0.548297 | 0.75809 | 0.882082 | 0.700445 | 0.75545 | 0.987709 | 0.879974 | 0.895049 | 0.880049 | 0.880049 | 0.880049 |
| Bagged Decision Trees 1 (BDT1) | 0.678716 | 0.544141 | 0.879497 | 0.672038 | 0.844929 | 0.832444 | 0.695179 | 0.758347 | 0.974136 | 0.978457 | 0.964065 | 0.964065 | 0.964065 | 0.964065 |
| Bagged Decision Trees 2 (BDT2) | 0.687938 | 0.544249 | 0.881078 | 0.672588 | 0.847444 | 0.846660 | 0.696951 | 0.700445 | 0.982014 | 0.987688 | 0.980472 | 0.979344 | 0.979344 | 0.979344 |
| Extra Trees (ET) | 0.68380  | 0.544481  | 0.882427 | 0.673172 | 0.83942 | 0.811433 | 0.705528 | 0.755371 | 0.978597 | 0.994105 | 0.961964 | 0.946844 | 0.946844 | 0.946844 |
| AdaBoost 1 (ADA1) | 0.688751 | 0.548425 | 0.884555 | 0.674039 | 0.820063 | 0.759188 | 0.712291 | 0.734750 | 0.978597 | 0.982016 | 0.954644 | 0.969037 | 0.969037 | 0.969037 |
| AdaBoost 2 (ADA2) | 0.688751 | 0.548425 | 0.884555 | 0.674039 | 0.820063 | 0.759188 | 0.712291 | 0.734750 | 0.978597 | 0.982016 | 0.954644 | 0.969037 | 0.969037 | 0.969037 |
| Gradient Boosting (GB) | 0.688308 | 0.544481 | 0.882427 | 0.673172 | 0.839412 | 0.809743 | 0.708201 | 0.755371 | 0.978597 | 0.982016 | 0.954644 | 0.969037 | 0.969037 | 0.969037 |

---

\[^2\]tensorflow.feature.text

---

LSTM to the classification problem of security relevance. Nevertheless, we resort to applying CNN on the best data format that it has been shown to be successful on, namely images. Thus, we use Text2Image method to convert bug reports to images for training and testing the CNN model. More specifically, after a pre-processing step (tokenization, stop-word removal, etc.), Text2Image builds 7x7 arrays by considering the 49 words with the highest TF-IDF. We note here that the number of words chosen can be considered as a hyper-parameter. Finally, the images are plotted as heatmaps on log scale using Gaussian filtering for smoothness. Figure 5 shows an example of a security bug report heatmap. The hottest the color is, the highest the TF-IDF value is. Given such heatmaps, we use CNN to train a deep learning classifier to discriminate security-relevant bug reports from other bug reports.
fers the best performance (between 0.79 and 0.97). Aside from Naive Bayes (NB), Nearest Neighbors (k-NN), and Support Vector Classifier (SVC), all other algorithms (generally tree-based) perform similarly with high classification F-scores.

The choice of feature set has the biggest impact on the classification performance of security-relevant bug reports. TF-IDF offering the best results. Tree-based learners are the best for security-relevant classification, and yield similar performance results.

Exploring variations of inputs from bug reports
Our review of the state of the art has revealed that some approaches claim to yield the best results when focusing on part of the bug report (such as the title). We propose to redo all experiments combining different algorithms with different feature engineering targets, however focusing on changing the input content to be considered from bug reports. Table VI shows the results yielded when using only the bug report title to classify security-relevant bug reports. TF-IDF is still revealed as the best method for engineering features for classifying security bug reports, and can help to achieve over 0.71 F-score with tree-based learners. These results confirm the recent findings made by Pereira et al. [11] on closed Microsoft data: it is possible to achieve reasonably good prediction performance by only leveraging bug report titles. The best F-score performance (0.71), using titles, however, is 26 percentage points lower than the best performance (0.97) obtained with full bug report contents.

Although, in our experiments, classification with full contents of bug reports leads to the best results, bug report titles appear to carry sufficient information for yielding reasonable classification performance.

Similarly, we have undertaken to assess whether report titles are redundant within a bug report. Thus, we perform the same experiments as above considering only the bug report descriptions as input. Table VII summarizes the obtained performance results. TF-IDF based feature set is further confirmed as being the most adapted. Note that in this case, however, the best performance is only at less than 1 percentage point from the best performance obtained with the full bug report content.

Experimental results show that bug report description contains most of the information, which if captured with TF-IDF based features, will lead to accurate classification of security relevance.

Exploring deep learned features
Table VI provides accuracy results of using LSTM approaches with word embeddings to predict security bug reports. Training loss and validation loss at the different epochs are sensibly high (although generally slightly lower than the ones obtained based on engineered features in previous experiments). This suggests that Word embedding and LSTM are a good combination to accurately detect security bug reports. Accuracy is indeed between 87% and 90%.

Results of our alternate deep learning approach that leverages TF-IDF heatmaps with CNN to extract structural image features for classification are provided in Table VII. The accuracy is slightly higher than the precedent LSTM-based approach, ranging between 88% and 92%.

#### TABLE IV: Classification performance results - considering only bug report title as input

| Learners | BF       | TF       | TF-IDF   |
|----------|----------|----------|----------|
| XGB      | 0.628355 | 0.522802 | 0.848384 |
| SVC      | 0.480964 | 0.435743 | 0.455743 |
| Decision Tree (DT) | 0.628355 | 0.522802 | 0.848384 |
| Random Forest (RF) | 0.628355 | 0.522802 | 0.848384 |
| Gaussian Naive Bayes (NB) | 0.628355 | 0.522802 | 0.848384 |
| K-Nearest Neighbors (KNN) | 0.628355 | 0.522802 | 0.848384 |
| Bagged Decision Trees 1 (BDT1) | 0.628355 | 0.522802 | 0.848384 |
| Bagged Decision Trees 2 (BDT2) | 0.628355 | 0.522802 | 0.848384 |
| Extra Trees (ET) | 0.628355 | 0.522802 | 0.848384 |
| AdaBoost 1 (ADA1) | 0.628355 | 0.522802 | 0.848384 |
| AdaBoost 2 (ADA2) | 0.628355 | 0.522802 | 0.848384 |
| Gradient Boosting (GB) | 0.628355 | 0.522802 | 0.848384 |

#### TABLE V: Classification performance results - considering only bug report description as input

| Learners | BF       | TF       | TF-IDF   |
|----------|----------|----------|----------|
| XGB      | 0.628355 | 0.522802 | 0.848384 |
| SVC      | 0.480964 | 0.435743 | 0.455743 |
| Decision Tree (DT) | 0.628355 | 0.522802 | 0.848384 |
| Random Forest (RF) | 0.628355 | 0.522802 | 0.848384 |
| Gaussian Naive Bayes (NB) | 0.628355 | 0.522802 | 0.848384 |
| K-Nearest Neighbors (KNN) | 0.628355 | 0.522802 | 0.848384 |
| Bagged Decision Trees 1 (BDT1) | 0.628355 | 0.522802 | 0.848384 |
| Bagged Decision Trees 2 (BDT2) | 0.628355 | 0.522802 | 0.848384 |
| Extra Trees (ET) | 0.628355 | 0.522802 | 0.848384 |
| AdaBoost 1 (ADA1) | 0.628355 | 0.522802 | 0.848384 |
| AdaBoost 2 (ADA2) | 0.628355 | 0.522802 | 0.848384 |
| Gradient Boosting (GB) | 0.628355 | 0.522802 | 0.848384 |

#### TABLE VI: Classification results with LSTM + word embeddings

| Epoch | Training loss | Validation loss | Accuracy |
|-------|---------------|-----------------|----------|
| 0     | 0.2853        | 0.2853          | 0.9062   |
| 1     | 0.295          | 0.295           | 0.9062   |
| 2     | 0.295          | 0.295           | 0.9062   |
| 10    | 0.295          | 0.295           | 0.9062   |
| 16    | 0.295          | 0.295           | 0.9062   |

Results of our alternate deep learning approach that leverages TF-IDF heatmaps with CNN to extract structural image features for classification are provided in Table VII. The accuracy is slightly higher than the precedent LSTM-based approach, ranging between 88% and 92%.
TABLE VII: Classification results with CNN + TF-IDF heatmaps

| Epoch | Training loss | Validation loss | Accuracy |
|-------|---------------|-----------------|----------|
| 0     | 0.239164      | 0.308599        | 0.904665 |
| 1     | 0.254183      | 0.366577        | 0.884438 |
| 2     | 0.239284      | 0.296789        | 0.920978 |
| 3     | 0.210394      | 0.300665        | 0.922921 |
| 4     | 0.137864      | 0.302180        | 0.922921 |

Deep representation learning supported approaches can achieve high performance, irrespective of the type of inputs (tokens or heatmaps) that are fed to the neural nets.

Exploring Feature vector sizes

We propose to investigate the importance of the vector-size parameter in security bug reports identification based on engineered features. We experimentally focus on traditional supervised learning algorithms studied earlier in this section using the TF-IDF based feature set, which was shown to provide the best results.

Figure 6 shows the evolution of F-score values as a function of TF-IDF feature vector size for the top learners (all are tree-based except Gaussian Naive Bayes). As inputs, we considered the description content (the orange curve) and the full content (“title + description”) (blue curve).

The experimental data reveal that the feature vector size has a direct impact on the F-score values: the performance generally increases with the feature vector size, but appears to cap at some point (e.g., beyond a size of 50-80, the performance is somewhat stabilized). We even observe that there is a window of feature size for which the performance can decrease again before going back to the plateau, suggesting that the amount of noisy features must be controlled when trying to reduce the feature vector size.

Interestingly, we note that the performance of classifiers that are based on Gaussian Naive Bayes, can be severely impacted by large feature vectors. This result may explain the limited performance yielded in the comparative experiments by non-tree based classifiers: these learners are less capable to model security-relevance when too many features are considered.

Table:<br>
| Feature vector size | Prediction F-measure evolves with the size of feature vectors. |

VI. DISCUSSION

In this section, we first discuss the threats to validity involved in our work. We then summarize the take-home messages. Finally, we discuss related studies as well as related approaches in the real of bug report triaging.

A. Threats to Validity

Our work carries some threats to validity that we have tried to mitigate.

In terms of threats to external validity, we note that the dataset may be noisy. Although, we have assembled datasets from the literature, some of them may be unreliable. Indeed, for example, Ponta et al. [32] have identified security-relevant bug reports to build their dataset by following a manual process. We reduced this threat by double-checking their manual collection process. Similarly, our negative set is collected from the literature. Unfortunately, the heuristics of collection by authors are not always available for cross-checking.

In terms of threats to internal validity, we note that our selection of learning algorithms may be biased by the trends in the literature. We have mitigated this threat by considering 11 supervised learning algorithms, different neural architectures as well as different input formats.

We also have some threats to construct validity related to the implementation of deep learning approaches. Hyper-parameters such as epochs, the size of most discriminant words, etc. create biases in the model. To reduce this bias, we performed extensive tests for hyper-parameter selection and reported training and validation losses at different epochs.

B. Take-Home Messages Summary

Our empirical evaluation on our collected dataset shows that:

- Features based on TF-IDF yield the best classification results.
- Tree-based classifiers perform generally well for the classification of security-relevant bug reports with TF-IDF feature set.
- The performance of non-tree based classifiers can be affected by a large and noisy feature set.
- As suggested by previous experiments on proprietary data, we confirm on large open source data that bug report title includes information to enable prediction of security relevance. However, most relevant information tokens are in the description.

We also offer initial results on the use of straightforward deep learning models for the classification of security-relevant bug reports. Our ambition is to allow researchers to build on these insights to build approaches that can be integrated to development environments.

Our experimental results suggest that, in the lab, machine learning-based classifiers can accurately predict security-relevant bug reports. The challenge now for the research community is to experimentally demonstrate this achievement in the wild, by integrating and assessing such classifiers in a production bug triaging pipeline.

VII. CONCLUSION

Quickly addressing security bug reports is paramount. Indeed, when users report bugs, these reports are addressed with varying depending on the tags that developers give them. An unnoticed security bug report may further cause damages if they are exploited by attackers before the development teams can handle them. In this work, we propose an overview of the state of art in security bug reports identification. We dissect the most recurrent components and show the achievements made in the literature on a large dataset. We underlined some factors (mainly feature engineering) that can lead to the best identification of security bug reports. As future work, we plan to integrate security-relevant bug reports classifiers in open
source repositories, and assess these classifiers in production bug triaging pipeline.

REFERENCES

[1] J. Spolsky, “Painless bug tracking,” 2010.
[2] D. Li, L. Li, D. Kim, T. F. Bissyandé, D. Lo, and Y. L. Traon, “Watch out for this commit! a study of influential software changes,” Software: Evolution and Process, 2019.
[3] S. Mostafa and X. Wang, “Automatic identification of security bug reports via semi-supervised learning and cvv mining.”
[4] S. Mostafa, B. Findley, N. Meng, and X. Wang, “SAIS: Self-Adaptive Identification of Security Bug Reports,” IEEE Trans. Dependable Secur. Comput., vol. PP, no. c, pp. 1–1, 2019.
[5] D. Wijayasekara, M. Manic, and M. McQueen, “Vulnerability identification and classification via text mining bug databases,” in IECON 2014-40th Annual Conference of the IEEE Industrial Electronics Society. IEEE, 2014, pp. 3612–3618.
[6] D. Wijayasekara, M. Manic, J. L. Wright, and M. McQueen, “Mining bug databases for unidentified software vulnerabilities,” in 2012 5th International Conference on Human System Interactions. IEEE, 2012, pp. 89–96.
[7] D. Behl, S. Handa, and A. Arora, “A bug mining tool to identify and analyze security bugs using Naive Bayes and TF-IDF: A Comparative Analysis,” ICROIT 2014 - Proc. 2014 Int. Conf. Reliab. Optim. Inf. Technol., pp. 294–299, 2014.
[8] F. Peters, T. T. Tun, Y. Yu, and B. Nuseibeh, “Text Filtering and Ranking for Security Bug Report Prediction,” IEEE Trans. Softw. Eng., vol. 45, no. 6, pp. 615–631, 2019.
[9] K. Goseva-Popstojanova and J. Tyo, “Identification of security related bug reports via text mining using supervised and unsupervised classification,” Proc. - 2018 IEEE 18th Int. Conf. Softw. Qual. Reliab. Secur. QRS 2018, pp. 344–355, 2018.
[10] R. Shu, T. Xia, L. Williams, and T. Menzies, “Better security bug report classification via hyperparameter optimization,” arXiv preprint arXiv:1905.06872, 2019.
[11] M. Pereira, A. Kumar, and S. Cristianese, “Identifying security bug reports based solely on report titles and noisy data,” in 2019 IEEE International Conference on Smart Computing (SMARTCOMP), June 2019, pp. 39–44.
[12] M. Gegeck, P. Rotella, and T. Xie, “Identifying security bug reports via text mining: An industrial case study,” Proc. - Int. Conf. Softw. Eng., pp. 11–20, 2010.
[13] D. Zou, Z. Deng, Z. Li, and H. Jin, “Automatically identifying security bug reports via multitype features analysis,” in Information Security and Privacy, W. Susilo and G. Yang, Eds. Cham: Springer International Publishing, 2018, pp. 619–633.
[14] D. C. Das and M. R. Rahman, “Security and performance bug reports identification with class-imbalance sampling and feature selection,” 2018 7th Int. Conf. Informatics, Electron. Vis. 2nd Int. Conf. Imaging, Vis. Pattern Recognition, ICIEV-VIPR 2018, pp. 316–321, 2019.
[15] A. Kukkar, R. Mohana, A. Nayyar, J. Kim, B.-G. Kang, and N. Chilamkurti, “A novel deep-learning-based bug severity classification technique using convolutional neural networks and random forest with boosting,” Sensors, vol. 19, no. 13, p. 2964, 2019.
[16] S. Mostafa and X. Wang, “Automatic Identification of Security Bug Reports via Discriminative Term Ranking and Classification,” pp. 1–11.
[17] Z. Liu, X. Xia, A. E. Hassan, D. Lo, Z. Xing, and X. Wang, “Neural-machine-translation-based commit message generation: how far are we?” in Proceedings of the 33rd ACM/IEEE International Conference on Automated Software Engineering. ACM, 2018, pp. 373–384.
[18] B. Lin, F. Zampetti, G. Bavota, M. Di Penta, M. Lanza, and R. Oliveto, “Sentiment analysis for software engineering: How far can we go?” in 2018 IEEE/ACM 40th International Conference on Software Engineering (ICSE). IEEE, 2018, pp. 94–104.
[19] Y. Lou, J. Chen, L. Zhang, D. Hao, and L. Zhang, “History-driven build failure fixing: how far are we?” in Proceedings of the 25th ACM SIGSOFT International Symposium on Software Testing and Analysis, 2019, pp. 43–54.
[20] T. S. Gadge and N. Mangrulkar, “Approaches for automated bug triaging: A review,” IEEE International Conference on Innovative Mechanisms for Industry Applications, ICIMIA 2017 - Proceedings, no. Icimia, pp. 158–161, 2017.
