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Abstract

It has been recently discovered that in smooth unfoldings of maps with a rank-one homoclinic tangency there are codimension two laminations of maps with infinitely many sinks. Indeed, these laminations, called Newhouse laminations, occur also in the holomorphic context. In the space of polynomials of $\mathbb{C}^2$, with bounded degree, there are Newhouse laminations.

1 Introduction

The theory of dynamical systems pretends to contribute to the study of real world systems. For this reason one expect that systems modeling natural processes have a certain form of stability, otherwise their behavior would not be observed.

The relevant aspects of a dynamical system are found in the attractor of the system, i.e., the set where most orbits spent most of the time. Hence, one has to study the attractors of a systems as well as their stability. Attracting periodic points, i.e., sinks, are the simplest attractors exhibiting the strongest form of stability. Indeed, a sink persists in an open neighborhood. Moreover when the period of the sink becomes higher one expects that the neighborhood where the sink survives becomes smaller. If then one considers a map with infinitely many sinks with arbitrarily high periods, there is no reason to believe that they are simultaneously stable in any sense. Indeed Newhouse constructed maps with infinitely many sinks, see [10, 11].

However, in [2], it has been shown that in smooth unfoldings of maps with a rank one homoclinic tangency, there is a codimension two lamination of maps with infinitely many sinks. Surprisingly, the attracting sinks, all together, with their own topology, survive along the leaves of a lamination. They are stable in this sense.

A natural question is whether all relevant attractors have a similar form of stability: do they survive along finite codimension manifolds? Indeed this is true
in one-dimensional dynamics. For example, in the space of circle diffeomorphisms the topological classes of non periodic attractors are codimension one manifolds. In the higher dimensional setting this question is still completely open. However there are example of non periodic attractors which also survive along finite codimension manifolds, see [6, 12].

The present paper is a continuation in the study of stability of attractors in the holomorphic setting. Namely there are Newhouse laminations in the space of polynomials of $\mathbb{C}^2$.

**Theorem A.** The space $\text{Poly}_d(\mathbb{C}^2)$ of complex polynomials of $\mathbb{C}^2$ of degree at most $d$, with $d \geq 2$, contains a codimension 2 lamination of maps with infinitely many sinks. The lamination is homeomorphic to the Baire set times $D^{D-2}$ where $D$ is the dimension of $\text{Poly}_d(\mathbb{C}^2)$. The leaves of the lamination are holomorphic. The sinks persist along each leave of the lamination.

In particular, any generic three dimensional family of polynomials will cross the lamination in Theorem A. A specific example is described in the following theorem.

**Theorem B.** Any holomorphic family $F : \mathbb{C} \times \mathbb{C} \times D \times T \to \text{Poly}_d(\mathbb{C}^2)$, with $T \geq 1$, containing the Hénon family, i.e.

$$F_{a,b,0}(x, y) = \begin{pmatrix} a - x^2 - by \\ x \end{pmatrix}$$

contains a codimension 2 lamination of maps with infinitely many sinks. The lamination is homeomorphic to the Baire set times $D^T$. The leaves of the lamination are holomorphic. The sinks persist along each leave of the lamination.

Theorem A and Theorem B are examples of a more general theorem. Newhouse laminations exist in any holomorphic family unfolding a polynomial with a strong homoclinic tangency, see Definition 2.3.

**Theorem C.** Let $F_{0,0,0} \in \text{Poly}_d(\mathbb{R}^2)$ be a polynomial with a strong homoclinic tangency and $F : D \times D \times D \times T \to \text{Poly}_d(\mathbb{C}^2)$, $T \geq 1$, an holomorphic family which unfolds $F_{0,0,0}$. Then, in $D \times D \times D \times T$ there exists a codimension 2 lamination of maps with infinitely many sinks. The lamination is homeomorphic to the Baire set times $D^T$. The leaves of the lamination are graphs of holomorphic functions over $D^T$. The sinks persist along each leave of the lamination.

The existence of polynomial maps with infinitely many sinks has been previously proved. For example, in [5], the author constructs polynomial maps of $\mathbb{C}^2$ which have infinitely many sinks. These examples are polynomial with very large
degree. The assumption on the degree has been dropped in [3], where the author shows the existence of polynomial of degree \( d, d \geq 2 \) of \( \mathbb{C}^3 \) which have infinitely many sinks. The same statement has been proved for holomorphic maps of \( \mathbb{P}^2 \) in [8]. Here, we cover the case of polynomials of \( \mathbb{C}^2 \) of any degree. Furthermore, the stability of these maps has been analyzed. In particular, Theorem A implies that there are arbitrarily high dimensional holomorphic families of polynomial maps for which every map in the family has infinitely many sinks. This answers Question 2.1 in [7].

We conclude with some words about the proofs of our theorems. In [2] it has been shown that laminations of maps with infinitely many sinks exist in unfoldings of polynomials of \( \mathbb{R}^2 \). These laminations in Poly\( d \) (\( \mathbb{R}^2 \)) are in fact restrictions to the real slice of laminations in Poly\( d \) (\( \mathbb{C}^2 \)). In this paper we show that the maps in the extension also have infinitely many sinks.

We characterize sinks by their trace and the Jacobian. This is why our theorems are valid in Poly\( d \) (\( \mathbb{C}^2 \)). We believe that the same holds for polynomials in \( \mathbb{C}^n \).

2 Preliminaries

In this section we collect all definitions and relevant statements from [2] needed to prove the main theorems. The discussion begins with real polynomials of \( \mathbb{R}^2 \).

The following well-known linearization result is due to Sternberg.

**Theorem 2.1.** Given \((\lambda, \mu) \in \mathbb{R}^2\), there exists \( N(\lambda, \mu) \in \mathbb{N} \) such that the following holds. Let \( f: \mathbb{R}^2 \to \mathbb{R}^2 \) be a polynomial with saddle point \( p \in \mathbb{R}^2 \) having unstable eigenvalue \( |\mu| > 1 \) and stable eigenvalue \( \lambda \). If

\[
\lambda \neq \mu^{k_1} \quad \text{and} \quad \mu \neq \lambda^{k_2}
\]

for \( k = (k_1, k_2) \in \mathbb{N}^2 \), with \( 2 \leq |k| = k_1 + k_2 \leq N \) and \( N \) large enough, then \( f \) is \( C^4 \) linearizable.

**Definition 2.1.** We say that \( p \) satisfies the \( C^4 \) non-resonance condition if [7] holds.

**Theorem 2.2.** Let \( f: \mathbb{R}^2 \to \mathbb{R}^2 \) be a polynomial with saddle point \( p \in \mathbb{R}^2 \) which satisfies the \( C^4 \) non-resonance condition. Let \( 0 \in \mathcal{P} \subset \mathbb{R}^n \) and let \( F: \mathbb{R}^2 \times \mathcal{P} \to \mathbb{R}^2 \) be a \( C^\infty \) family with \( F_0 = f \). Then, there exists a neighborhood \( U \) of \( p \) and a neighborhood \( V \) of \( 0 \) such that, for every \( t \in V \), \( F_t \) has a saddle point \( p_t \in U \) satisfying the \( C^4 \) non-resonance condition. Moreover \( p_t \) is \( C^4 \) linearizable in the neighborhood \( U \) and the linearization depends \( C^4 \) on the parameters.
The proofs of Theorem 2.1 and Theorem 2.2 can be found in [4, 9]. In the sequel we introduce the concept of a map with a strong homoclinic tangency which appears already in §2 of [2].

**Definition 2.2.** Let \( f : \mathbb{R}^2 \to \mathbb{R}^2 \) be a polynomial which is a local diffeomorphism satisfying the following conditions:

(f1) \( f \) has a saddle point \( p \in \mathbb{R}^2 \), with unstable eigenvalue \( \mu \) and stable eigenvalue \( \lambda \),

(f2) \( |\lambda\|\mu| < 1 \),

(f3) \( p \) satisfies the \( C^4 \) non-resonance condition,

(f4) \( f \) has a non degenerate homoclinic tangency, \( q_1 \in W^u(p) \cap W^s(p) \),

(f5) \( f \) has a transversal homoclinic intersection, \( q_2 \in W^u(p) \cap W^s(p) \),

(f6) let \( [p, q_2] \subset W^u(p) \) be the arc connecting \( p \) to \( q_2 \), then there exist arcs \( W^u_{loc,n}(q_2) = [q_2, u_n] \subset W^u(q_2) \) such that \( [p, q_2] \cap [q_2, u_n] = \{q_2\} \) and

\[
\lim_{n \to \infty} f^n(W^u_{loc,n}(q_2)) = [p, q_2]^u,
\]

(f7) there exist neighborhoods \( W^u_{loc,n}(q_1) \subset W^u(q_1) \) such that

\[
\lim_{n \to \infty} f^n(W^u_{loc,n}(q_1)) = [p, q_2]^u,
\]

(f8) there exists \( N \in \mathbb{N} \) such that

\[
f^{-N}(q_1) \in [p, q_2]^u.
\]

A map \( f \) with these properties is called a map with a strong homoclinic tangency.

**Remark.** If the unstable eigenvalue is negative, \( \mu < -1 \), then (f6), (f7), and (f8) are redundant.

**Remark.** As shown in the proof of Theorem C in [2], real polynomials with a strong homoclinic tangency exists.

Next, following [2], we introduce the concept of unfolding of a map with a strong homoclinic tangency.

Let \( \mathcal{P} = [-r, r] \times [-r, r] \) with \( r > 0 \). Given a map \( f \) with a strong homoclinic tangency, we consider a \( C^\infty \) family \( F : \mathcal{P} \times \mathbb{R}^2 \to \mathbb{R}^2 \) through \( f \) with the following properties:

(F1) \( F_{0,0} = f \),

(F2) \( F_{n+1} = f \circ F_n \),

(F3) \( F_n(\mathcal{P} \times [p, q]) = \mathcal{P} \times [f^n(p), f^n(q)] \),

(F4) \( F_n(\mathcal{P} \times [p, q]) \to \mathcal{P} \times [p, q] \) as \( n \to \infty \),

(F5) \( F_n(\mathcal{P} \times [p, q]) \to \mathcal{P} \times [p, q] \) as \( n \to -\infty \),

(F6) \( F_n(\mathcal{P} \times [p, q]) \to \mathcal{P} \times [p, q] \) as \( |n| \to \infty \),

(F7) \( F_n(\mathcal{P} \times [p, q]) \to \mathcal{P} \times [p, q] \) as \( n \to \infty \),

(F8) \( f^{-N}(q_1) \in [p, q_2]^u \).
(F2) $F_{t,a}$ has a saddle point $p(t,a)$ with unstable eigenvalue $|\mu(t,a)| > 1$, stable eigenvalue $\lambda(t,a)$, and

$$\frac{\partial \mu}{\partial t} \neq 0,$$

(F3) let $\mu_{\text{max}} = \max_{(t,a)} |\mu(t,a)|$, $\lambda_{\text{max}} = \max_{(t,a)} |\lambda(t,a)|$ and assume

$$\lambda_{\text{max}}\mu_{\text{max}}^3 < 1,$$

(F4) there exists a $C^2$ function $[-r,r] \ni t \mapsto q_1(t) \in W^u(p(t,0)) \cap W^s(p(t,0))$ such that $q_1(t)$ is a non degenerate homoclinic tangency.

According to Theorem 2.2, we may make a change of coordinates to ensure that the family $F$ is $C^4$ and that, for all $(t,a) \in [-r_0, r_0]^2$ with $0 < r_0 < r$, $F_{t,a}$ is linear on the ball $[-2, 2]^2$, namely

$$F_{t,a} = \left( \begin{array}{cc} \lambda(t,a) & 0 \\ 0 & \mu(t,a) \end{array} \right).$$

Moreover, the saddle point $p(t,a) = (0,0)$ and the local stable and unstable manifolds satisfy:

- $W^s_{\text{loc}}(0) = [-2, 2] \times \{0\}$,
- $W^u_{\text{loc}}(0) = \{0\} \times [-2, 2]$, 
- $q_1(t) \in (0,1] \times \{0\} \subset W^u_{\text{loc}}(0)$,
- $q_2(t,a) \in \{0\} \times \left( \frac{1}{\mu(t,a)}, 1 \right) \subset W^s_{\text{loc}}(0)$,
- there exists $N$ such that $f^N(q_3(t)) = q_1(t)$ where $q_3(t) = (0,1)$,
- $Df_{q_3}(e_1) \notin T_{q_1} W^s(0)$ and it points in the positive $y$ direction.

The next lemma states that $q_3$ is contained in a curve of points whose vertical tangent vectors are mapped by $DF^N$ to horizontal ones. The proof is the same as the one of Lemma 2 in [2]. Let $(x, y)$ be in a neighborhood of $q_3$ and consider the point

$$(X_{t,a}(x,y), Y_{t,a}(x,y)) = F^N_{t,a}(x,y).$$

**Lemma 2.3.** There exist $x_0, a_0 > 0$, a $C^2$ function $c : [-x_0, x_0] \times [-t_0, t_0] \times [-a_0, a_0] \rightarrow \mathbb{R}$ and a positive constant $Q$ such that

$$\frac{\partial Y_{t,a}}{\partial y}(x, c(x,t,a)) = 0,$$

and

$$\frac{\partial^2 Y_{t,a}}{\partial y^2}(x, c(x,t,a)) \geq Q.$$
Definition 2.3. Let \((t, a) \in [-t_0, t_0] \times [-a_0, a_0]\). We call the point
\[ c_{t,a} = (0, c(0, t, a)) \]
the primary critical point and
\[ z_{t,a} = F_{t,a}^N(c_{t,a}) = (z_x(t, a), z_y(t, a)) \]
the primary critical value of \(F_{t,a}\).

We are now ready for the definition of unfolding of a map with a strong homoclinic tangency.

Definition 2.4. A family \(F_{t,a}\) is called an unfolding of \(f\) if it can be reparametrized such that
1. \(z_y(t, 0) = 0\),
2. \(\frac{\partial z_y(t, 0)}{\partial a} \neq 0\).

Remark. Without lose of generality we may assume that if \(F\) is an unfolding then \(z_y(t, a) = a\), the primary critical value is at height \(a\) and the primary critical point \(c(t, a) = (0, 1)\).

Consider a polynomial map \(f\) with a strong homoclinic tangency and an holomorphic family
\[ \mathbb{D} \times \mathbb{D} \ni (t, a) \mapsto F_{t,a} \in \text{Poly}_d(\mathbb{C}^2). \]
such that the real part \((-1, 1) \times (-1, 1) \ni (t, a) \mapsto F_{t,a} \in \text{Poly}_d(\mathbb{R}^2)\) is an unfolding of \(f\). This holomorphic family is also called an unfolding. Assume that the unfolding is contained in a larger polynomial family
\[ \mathbb{D} \times \mathbb{D} \times \mathbb{T} \ni (t, a, \tau) \mapsto F_{t,a,\tau} \in \text{Poly}_d(\mathbb{C}^2). \]

There is a local holomorphic change of coordinates such that the saddle point becomes \((0, 0)\), the local stable manifold contains the unit disc in the \(x\)-axis, and the local unstable manifold contains the unit disc in the \(y\)-axis. Moreover, the restriction of the map to the invariant manifolds is linearized, that is
\[ F(x, 0) = (\lambda x, 0) \text{ and } F(0, y) = (0, \mu y). \tag{2} \]
The domain \(\mathbb{D} \times \mathbb{D}\) where (2) holds, is called the domain of semi-linearization. The change of coordinates depends holomorphically on the parameters. Observe that in the domain of semi-linearization \(F\) is not necessarily linear. Moreover, for \((x, y)\) in the domain of semi-linearization we have the following estimate
\[ F(x, y) = (\lambda x + P_s(x, y), \mu y + P_u(x, y)), \tag{3} \]
where $P_s$ and $P_u$ are holomorphic functions satisfying $P_s(x, 0) = 0$, $P_s(0, y) = 0$, $P_u(x, 0) = 0$ and $P_u(0, y) = 0$. Their derivatives at the origin are zero. This implies, for $(x, y) \in \mathbb{D} \times \mathbb{D}$,

$$DF(x, y) = \begin{pmatrix} \lambda + O(y) & O(x) \\ O(y) & \mu + O(x) \end{pmatrix}. \quad (4)$$

Choose a parameter $(t, a, \tau)$ and assume that there is a periodic point $p$ in the domain of semi-linearization which returns in $N$ steps into the domain of semi-linearization and then needs $n$ steps inside to return to itself. Let

$$(t, a, \tau) \mapsto \text{tr} DF_p^{N+n}.$$  

Observe that if $\text{tr} DF_p^{N+n} = 0$, then for $n \geq 1$ large enough, the periodic orbit of $p$ is attractive, called strong sink. According to §6 in [2], for $n$ large enough, there exists an holomorphic function

$$sa_n : \mathbb{D} \times \mathbb{D}^T \to \mathbb{C}. \quad (5)$$

with the following property. Along the graph of $sa_n$, in parameters of the form $(t, sa_n(t, \tau), \tau)$ there is a periodic point of period $N + n$ in the domain of semi-linearization which is a strong sink. Moreover, by Lemma 19 in [2],

$$sa_n = O\left(\frac{1}{\mu^n}\right). \quad (6)$$

Besides, in [2], a holomorphic function $b_{n,n_0}$ has been constructed,

$$b_{n,n_0} : \mathbb{D} \times \mathbb{D}^T \to \mathbb{C}, \quad (7)$$

such that, along the graph of the map $b_{n,n_0}$, the map with parameter of the form $(t, b_{n,n_0}(t, \tau), \tau)$, has a non-degenerate homoclinic tangency of the original saddle. They are called secondary tangencies. We have the following proposition, see §6 in [2].

**Proposition 2.1.** The graphs of the functions $sa_n$ and $b_{n,n_0}$ intersect transversally. Moreover the intersection is the graph of an holomorphic function

$$\mathbb{D}^T \ni \tau \mapsto l_{n,n_0}(\tau) = (t(\tau), a(\tau)).$$

In particular, in the parameter $(l_{n,n_0}(\tau), \tau)$ the map has a non-degenerate secondary tangency and a strong sink. Observe that the points $(t(\tau), a(\tau), \tau)$ are in the graph of $sa_n$ and, as was shown in §6 of [2], they are uniformly bounded.
3 Proof of the Main Results

We follow the idea of Newhouse boxes in [2] to extend to Newhouse tubes in our case. Let $f$ be a polynomial with a strong homoclinic tangency and $F_{t,a}$, $(t, a) \in \mathbb{D} \times \mathbb{D}$, an unfolding of $f$. We define the tube around the strong sink curve $sa_n$ in the parameter space to be:

$$\mathcal{H}A_n = \left\{ (t, a) \in \mathbb{D} \times \mathbb{D} \mid |a - sa_n(t)| \leq \frac{\epsilon_0}{|\mu(t, sa_n(t))|^{2n}} \right\},$$

where $\epsilon_0$ is a small constant which will be adjusted later.

**Definition 3.1.** Let $(t, a) \in \mathcal{H}A_n$. A periodic point $p$ is called simple, if it is of period $N + n$ and it is in the domain of semi-linearization $\mathbb{D} \times \mathbb{D}$. Furthermore, $p$ returns after $N$ iterates in the domain of semi-linearization, $F_{t,a}^N(p) \in \mathbb{D} \times \mathbb{D}$, and remains in it for the following $n$ iterates.

Namely, we are going to prove the following proposition:

**Proposition 3.1.** There exists an $\epsilon_0 > 0$ such that, for $n$ large enough and for any $(t, a) \in \mathcal{H}A_n$, the map $F_{t,a}$ has an attracting simple period point.

The proof of Proposition 3.1 needs some preparation. Assume that $\mathbb{D} \times \mathbb{D}$ is the semi-linearization domain of $F_{t,a}$.

**Lemma 3.1.** Suppose $(x_i, y_i)_{i=1,2} \in \mathbb{D} \times \mathbb{D}$, $(\tilde{x}_i, \tilde{y}_i) = F(x_i, y_i) \in \mathbb{D} \times \mathbb{D}$, denote $x' = \max \{|x_1|, |x_2|\}$, $y' = \max \{|y_1|, |y_2|\}$, then we have

$$|\tilde{x}_2 - \tilde{x}_1| \leq |\lambda + O(y')| |x_2 - x_1| + |O(x')| |y_2 - y_1|,$$

$$|\tilde{y}_2 - \tilde{y}_1| \leq |O(y')| |x_2 - x_1| + |\mu + O(x')| |y_2 - y_1|.$$

In particular we have

$$|\tilde{x}_1| \leq |\lambda + O(y_1)| |x_1|, \quad (8)$$

$$|\tilde{y}_1| \leq |\mu + O(x_1)| |y_1|. \quad (9)$$

**Proof.** Consider the straight line $L$ through $(x_1, y_1)$ and $(x_2, y_2)$:

$$L : [0, 1] \longrightarrow \mathbb{D} \times \mathbb{D}$$

$$t \rightarrow ((1 - t)x_1 + tx_2, (1 - t)y_1 + ty_2) = (L_x, L_y)$$

then, by using (4), we have

$$|\tilde{x}_2 - \tilde{x}_1| = |F_x(L(1)) - F_x(L(0))|$$

$$\leq \int_0^1 \left| \frac{\partial F_x}{\partial t} \right|_{L(t)} \ dt$$

$$\leq \int_0^1 \left| \frac{\partial F_x}{\partial x} \right|_{L(t)} \left| \frac{\partial L_x}{\partial t} \right| + \left| \frac{\partial F_x}{\partial y} \right|_{L(t)} \left| \frac{\partial L_y}{\partial t} \right| \ dt$$

$$\leq |\lambda + O(y')| |x_2 - x_1| + |O(x')| |y_2 - y_1|.$$
Similarly, by considering the $y$ coordinate, we get the second estimate. For the last two inequalities it suffices to set $(x_2, y_2) = (0, y_1)$ and $(x_1, y_1) = (x_1, 0)$.

Estimates for orbits under semi-linearization have been studied previously. See for example [1]. For completeness, using the above lemma, we prove the following estimates for the norm of coordinates of points which remain in the domain of semi-linearization after $n$ iterates.

**Lemma 3.2.** Let $(x, y) \in \mathbb{D} \times \mathbb{D}$ such that $F^i(x, y) \in \mathbb{D} \times \mathbb{D}$ for $i \leq n$. Denote $(x_k, y_k) = F^k(x, y)$, then for $n$ large enough we have $x_k = O(|\lambda|^k)$ and $y_k = O(|\mu|^{-n-k})$.

**Proof.** By (3), we have

\[
\begin{align*}
x_{k+1} &= \lambda x_k + P_s(x_k, y_k) = \lambda x_k + D_k x_k \\
y_{k+1} &= \mu y_k + P_u(x_k, y_k) = \mu y_k + E_k y_k
\end{align*}
\]

where

\[ |D_k| \leq M |y_k| \quad \text{and} \quad |E_k| \leq M |x_k| \tag{10} \]

for some constant $M$. Choose some positive number $s < \min \{ \frac{1}{2}, |\mu| - 1, 1 - |\lambda| \}$. By shrinking the semi-linearization domain appropriately we may assume that

\[ |D_k|, |E_k| \leq s. \tag{11} \]

Then we have a priori estimates for $x_k, y_k$,

\[
\begin{align*}
|x_k| &= |\lambda + D_{k-1}| |x_{k-1}| = |x_0| \prod_{i=0}^{k-1} |\lambda + D_i| \leq (|\lambda| + s)^k |x_0|,

|y_k| &= \frac{1}{|\mu + E_k|} |y_{k+1}| = |y_n| \prod_{j=k}^{n-1} \frac{1}{|\mu + E_j|} \leq \frac{1}{(|\mu| - s)^{n-k}} |y_n|.
\end{align*}
\]

Thus we have,

\[ \sum_{k=0}^{n} |x_k| \leq \sum_{k=0}^{n} (|\lambda| + s)^k |x_0| \leq \frac{1}{1 - |\lambda| - s} |x_0|, \tag{12} \]

and

\[ \sum_{k=0}^{n} |y_k| \leq \sum_{k=0}^{n} \frac{1}{(|\mu| - s)^{n-k}} |y_n| \leq \frac{|\mu| - s}{|\mu| - s - 1} |y_n|. \tag{13} \]
Notice that the lemma is automatically true for \( x_0 \) and \( y_n \). Then, for some \( 0 \leq k \leq n \), we have
\[
x_k = \lambda \left( 1 + \frac{D_{k-1}}{\lambda} \right) x_{k-1} = \lambda^k x_0 \prod_{i=0}^{k-1} \left( 1 + \frac{D_i}{\lambda} \right),
\] (14)
and
\[
y_k = \mu^{-1} \frac{1}{1 + \frac{E_k}{\mu}} y_{k+1} = \mu^{-(n-k)} y_n \prod_{i=k}^{n-1} \left( \frac{1}{1 + \frac{E_i}{\mu}} \right).
\] (15)

Using (14), the fact \( \ln(x) \leq x - 1 \) for \( x > 0 \), (10) and (13), we have
\[
\ln \left| \frac{x_k}{\lambda^k} \right| \leq \ln |x_0| + \sum_{i=0}^{k-1} \ln \left( 1 + \left| \frac{D_i}{\lambda} \right| \right) \leq \sum_{i=0}^{k-1} \left| \frac{D_i}{\lambda} \right|
\]
\[
\leq \frac{M}{|\lambda|} \left( \sum_{k=0}^{n} |y_k| \right) \leq \frac{M}{|\lambda|} \left( \frac{|\mu| - s}{|\mu| - s - 1} \right).
\]

Similarly, using (15), the fact \( \ln(x) \leq x - 1 \) for \( x > 0 \), (11), (10) and (12), we have
\[
\ln \left| \frac{y_k}{\mu^{-(n-k)}} \right| \leq \ln |y_n| + \sum_{i=k}^{n-1} \ln \left( 1 + \left| \frac{E_i}{\mu} \right| \right) \leq \sum_{i=k}^{n-1} \left| \frac{E_i}{|\mu|} \right|
\]
\[
\leq \frac{1}{|\mu| - s} \sum_{i=0}^{n} |E_i| \leq \frac{M}{|\mu| - s} \left( \frac{1}{1 - |\lambda| - s} \right).
\]

Hence, there is a constant \( C \) such that \( |x_k| \leq C|\lambda|^k \) and \( |y_k| \leq C|\mu|^{-(n-k)} \). \( \square \)

Combining Lemma 3.2 and the proof of Lemma 17 in [2], we get the following.

**Lemma 3.3.** If \((x, y) \in D \times D\) and \(F_i(x, y) \in D \times D\), for \( i \leq n \), then
\[
DF^n(x, y) = \begin{pmatrix}
a_{11} \lambda^n \mu^n & a_{12} \lambda^n \mu^n \\
a_{21} & a_{22} \mu^n
\end{pmatrix}
\]
where \( a_{kl} \) are uniformly bounded holomorphic functions and \( a_{22} \neq 0 \) is uniformly away from zero.

In the following lemma we prove that a periodic point of period \( N + n \) in the semi-linearization domain converges to \( q_3(t) = F^{-N}(q_1(t)) \), where \( q_1(t) \) is the homoclinic tangency in the \( x \)-axis.

**Lemma 3.4.** Let \((t, a_n) \in H.A_n\) and \(p_n\) a simple periodic point. Then
\[
\lim_{n \to \infty} p_n = q_3(t).
\]
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Proof. Observe that, because $F_{t,a_n}^N (p_n)$ remains in the domain of semi-linearization for the following $n$ iterates, then, by Lemma [3.2]

$$[F_{t,a_n}^N (p_n)]_y = O \left( \frac{1}{\mu^n} \right),$$

and

$$[p_n]_x = O (\lambda^n).$$

In particular $p_n$ is exponentially close to $F_{t,a_n}^{-N} (D \times \{0\})$. Moreover by (10) and the fact that $(t, a_n) \in \mathcal{HA}_n$, we have $a_n = O (1/\mu^n)$. Observe that, $F_{t,0}^{-N} (D \times \{0\})$ intersects the $y$ axis, $\{0\} \times D$, in $q_3(t)$. Because $q_1(t)$ is a non degenerate homoclinic tangency, we get that the distance between $F_{t,a_n}^{-N} (D \times \{0\})$ and $q_3(t)$ is $O (1/\mu^n)$. The lemma follows.

By a simple calculation one gets the following lemma.

**Lemma 3.5.** Let $(t, a) \in \mathcal{HA}_n$ and $p$ a simple periodic point. If $|\text{tr } DF_p^{N+n} | \leq 1/3$ and $|\text{det } DF_p^{N+n} | \leq 1/40$ then $p$ is an attracting periodic point.

Next we extend Lemma 18 in [2] by allowing the trace to be small but non zero. Observe that if $(t, a) \in \mathcal{HA}_n$ and $p$ is a simple periodic point with trace small enough, then, by the previous lemma, the periodic point is attracting and therefore it persists in a neighborhood of $(t, a)$. In particular, the partial derivative of the trace, with respect to $a$, is well defined.

**Proposition 3.2.** Choose $s$ large enough. There exists $K_s > 0$ such that the following holds. Let $(t, a) \in \mathcal{HA}_n$ and $p$ a simple periodic point. If

$$|\text{tr } DF_p^{N+n} | \leq |\lambda\mu|^s$$

then,

$$\frac{1}{K_s} |\mu|^{2n} \leq \left| \frac{\partial}{\partial a} \left( \text{tr } DF_p^{N+n} \right) \right| \leq K_s |\mu|^{2n}.$$

**Proof.** From Lemma [3.3] and using the assumption on the trace, we get

$$DF_p^{N+n} = DF_p^{n} DF_p^{N} = \left( \begin{array}{cc} O ((\lambda\mu)^n) & O ((\lambda\mu)^{n}) \\ O (\mu^n) & O (\lambda (\lambda\mu)^{n}) \end{array} \right) \text{ if } s \geq n,$$

and

$$DF_p^{N+n} = DF_p^{n} DF_p^{N} = \left( \begin{array}{cc} O ((\lambda\mu)^n) & O ((\lambda\mu)^{n}) \\ O (\mu^n) & O (\lambda (\lambda\mu)^{n}) \end{array} \right) \text{ if } s < n.$$
Choose $s$ large but fixed. The periodic point $p = (p_x, p_y)$ has coordinates $(p_x, p_y) \in \mathbb{D} \times \mathbb{D}$. We claim, by differentiating with respect to a the $x$-component of the equation $F^{N+n}(p_x, p_y) = (p_x, p_y)$ that
\[
(1 + O((\lambda\mu)^n)) \frac{\partial p_x}{\partial a} = O((\lambda\mu)^n) \frac{\partial p_y}{\partial a} + \frac{\partial F^{N+n}_x}{\partial a} = O((\lambda\mu)^n) \frac{\partial p_y}{\partial a} + O((\lambda\mu)^n) \tag{16}
\]
Correspondingly, for the $y$-component, we claim
\[
(1 + O((\lambda\mu)^n)) \frac{\partial p_y}{\partial a} = O((\lambda\mu)^n) \frac{\partial p_x}{\partial a} + \frac{\partial F^{N+n}_y}{\partial a} = O((\lambda\mu)^n) \frac{\partial p_x}{\partial a} + K\mu^n \tag{17}
\]
where $K > 0$ is bounded away from zero. Observe that
\[
\frac{\partial F^N_y}{\partial a}(p) = \frac{\partial F^N_y}{\partial a}(p)(q_3, t, 0)
+ \frac{\partial}{\partial x} \left( \frac{\partial F^N_y}{\partial a}(p) \right)(p_x - q_{3,x}) + \frac{\partial}{\partial y} \left( \frac{\partial F^N_y}{\partial a}(p) \right)(p_y - q_{3,y})
+ \frac{\partial}{\partial a} \left( \frac{\partial F^N_y}{\partial a}(p) \right) a = 1 + o(1) + O \left( \frac{1}{\mu^n} \right)
\]
where we used Remark 2, Lemma 3.4 and (6).

The estimates for $\frac{\partial F^{N+n}_y}{\partial a}$ and $\frac{\partial F^{N+n}_y}{\partial a}$ are obtained as follows. Observe that
\[
\frac{\partial F^{N+n}_y}{\partial a}(p) = a_{21} \frac{\partial F^N_x}{\partial a}(p) + a_{22} \mu^n \frac{\partial F^N_y}{\partial a}(p) + \frac{\partial F^n_y}{\partial a}(F^N(p))
= O(1) + a_{22} (1 + o(1)) \mu^n + \frac{\partial}{\partial a} \int_0^{F^N_x(p)} D F^N_x (F^N_x(p), y) \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \, dy
= O(1) + a_{22} (1 + o(1)) \mu^n + \frac{\partial}{\partial a} \int_0^{F^N_x(p)} a_{22} (F^N_x(p), y) \mu^n dy
= O(1) + a_{22} (1 + o(1)) \mu^n + O \left( n\mu^n F^N_y(p) \right)
= K\mu^n
\]
where we used that $F^i \left( F^N_y(p) \right)$ for $i < n$ is in the domain of semi-linearization, namely $F^N_y(p) = O(1/\mu^n)$ and $O \left( n\mu^n F^N_y(p) \right) = O(n)$. Similarly,
\[
\frac{\partial F^{N+n}_x}{\partial a} = a_{11} \lambda \mu^n \frac{\partial F^N_x}{\partial a}(p) + a_{12} (\lambda\mu)^n \frac{\partial F^N_y}{\partial a}(p) + \frac{\partial F^n_x}{\partial a}(F^N(p))
= O((\lambda\mu)^n) + \frac{\partial}{\partial a} \int_0^{F^N_y(p)} a_{12} (F^N_x(p), y) (\lambda\mu)^n dy + O(\lambda^n F^N_x(p))
= O((\lambda\mu)^n) + O(n\lambda^n)
= O((\lambda\mu)^n)
\]
where we used that $F_y^N(p) = O\left(\frac{1}{\mu^n}\right)$. From (17), (16) and the fact that $\lambda \mu^2 < 1$, we have
\[
\frac{1}{2K}|\mu|^n \leq \left| \frac{\partial p_y}{\partial a} \right| \leq 2K|\mu|^n, \tag{18}
\]
and
\[
\left| \frac{\partial p_x}{\partial a} \right| = O \left((\lambda \mu^2)^n\right) \tag{19}
\]
Observe that,
\[
\text{tr} \ DF_p^{N+n} = \tilde{A} (p_x, p_y, t, a) (\lambda \mu)^n + a_{22} (p_x, p_y, t, a) D (p_x, p_y, t, a) \mu^n + a_{21} B (p_x, p_y, t, a)
\]
where $D$ is the entry $(DF_p)_{22}$, $B = (DF_p)_{12}$ and, by Lemma 3.3, the factors $\tilde{A}$ are $C^1$ uniformly bounded when $n$ gets large. Hence,
\[
\frac{\partial}{\partial a} \left( \text{tr} \ DF_p^{N+n} \right) = \left[ \frac{\partial \tilde{A}}{\partial x} \frac{\partial p_x}{\partial a} + \frac{\partial \tilde{A}}{\partial y} \frac{\partial p_y}{\partial a} + \frac{\partial \tilde{A}}{\partial a} \right] (\lambda \mu)^n + n\tilde{A} (\lambda \mu)^{n-1} \frac{\partial \lambda \mu}{\partial a}
\]
\[
+ \frac{\partial (a_{22} D)}{\partial a} \frac{\partial p_x}{\partial a} + \frac{\partial (a_{22} D)}{\partial y} \frac{\partial p_y}{\partial a} + \frac{\partial (a_{22} D)}{\partial a} \mu^n \tag{20}
\]
\[
= O \left(n|\mu|^n\right) + \frac{\partial (a_{22} D)}{\partial a} \frac{\partial p_y}{\partial a} \mu^n
\]
Where we use (19), (18). Observe that,
\[
\frac{\partial (a_{22} D)}{\partial y} = \frac{\partial a_{22}}{\partial y} D + a_{22} \frac{\partial D}{\partial y}
\]
is bounded away from zero. First, $D$ tends to zero, because $a_{22} \mu^n + a_{21} B = O((\lambda \mu)^n) - \tilde{A} (\lambda \mu)^n$, $a_{22}$ is bounded away from zero by Lemma 3.3 and $\partial D/\partial y$ is away from zero because the family is an unfolding of a non-degenerate tangency. The lemma follows from (18) and (20).

Proof of Proposition 3.1. Let $(t, a_0) \in \text{graph}(sa_n)$, then $F_{t,a_0}$ has a simple periodic orbit $p_{t,a_0}$ with trace zero. Let $[a_0 - \Delta, a_0 + \Delta]$, with $\Delta \leq \epsilon_0/\mu^{2n}$, be the maximal interval such that $F_{t,a}, a \in [a_0 - \Delta, a_0 + \Delta]$ has an attracting simple periodic point $p := p_{t,a}$ with
\[
\left| \text{tr} \ DF_p^{N+n} \right| \leq \frac{1}{3}.
\]
Observe that $p$ depends holomorphically on $t$ and $a$. Moreover, by Proposition 3.2
\[
\frac{1}{K}|\mu|^{2n} \leq \left| \frac{\partial}{\partial a} \left( \text{tr} \ DF_p^{N+n} \right) \right| \leq K|\mu|^{2n}
\]

where $K$ is a positive constant. Hence, for every $a \in [a_0 - \Delta, a_0 + \Delta]$, 
\[ |\text{tr} \, DF_{p}^{N+n}| \leq K \mu^{2n} \Delta. \]
If $\epsilon_0$ is small enough, then $\Delta = \epsilon_0 / \mu^{2n}$. The proposition follows by applying Lemma 3.5.

We are now ready to prove our main theorems. Theorem A and Theorem B are a direct consequence of Theorem C. Indeed the families in Theorems A and B are a concrete example of the unfoldings in Theorem C. It is then enough to prove Theorem C.

**Proof of Theorem C.** Let $F_{0,0,0} \in \text{Poly}_d(\mathbb{R}^2)$ be a polynomial with a strong homoclinic tangency and $F : \mathbb{D} \times \mathbb{D} \times \mathbb{T} \rightarrow \text{Poly}_d(\mathbb{C}^2)$, $T \geq 1$, an holomorphic family which unfolds $F_{0,0,0}$. Consider the holomorphic functions,
\[ b_{n,n_0} : \mathbb{D} \times \mathbb{D}^T \rightarrow \mathbb{C}, \]
and
\[ sa_n : \mathbb{D} \times \mathbb{D}^T \rightarrow \mathbb{C}, \]
as defined in (7) and (5). By Proposition 2.1, the graphs of these functions intersect transversally in the graph of the function
\[ l_{n,n_0} : \mathbb{D}^T \rightarrow \mathbb{C} \times \mathbb{C}. \]
Choose $w > 0$ small. For a given $\tau \in \mathbb{D}^T$ define
\[ P_{n,n_0}(\tau) = \{(t, a, \tau) \mid |t - l_{n,n_0}(\tau)|_x \leq w, |a - b_{n,n_0}(t, \tau)| \leq w \}. \]
Let $\mathcal{H}A_n(\tau)$ be the sink strip of the family $(t, a) \rightarrow F_{t,a,\tau}$.

For $w$ small enough, we can apply the same argument as in the proof of Proposition 5 in [2], and we get that the restricted family $F : P_{n,n_0}(\tau) \rightarrow \text{Poly}_d(\mathbb{C}^2)$ is an unfolding of the map $F_{l_{n,n_0}(\tau),\tau}$ in the intersection of the graphs of $sa_n$ and $b_{n,n_0}$. In fact, for real $\tau$, the map $F_{l_{n,n_0}(\tau),\tau}$ has a strong homoclinic tangency, namely the secondary tangency.

Moreover, by the same argument as in the proof of Proposition 5 in [2], $P_{n,n_0}(\tau) \subset \mathcal{H}A_n(\tau)$, and in particular each map in $P_{n,n_0}(\tau)$ has an attracting simple periodic orbit of period $n + N$.

The boxes $P_{n,n_0}(\tau)$ move holomorphically in $\tau$. Let 
\[ P_{n,n_0}(\mathbb{D}^T) = \cup_{\tau \in \mathbb{D}^T} P_{n,n_0}(\tau). \]
We continue now the construction inductively in each $P_{n,n_0}(\mathbb{D}^T)$. Observe that each $P_{n,n_0}(\mathbb{D}^T)$ is an unfolding of the maps in $P_{n,n_0}((-1,1)^T)$ with a strong
homoclinic tangency. Now we proceed exactly as in the proof of Theorem B in [2] and we create consecutive generations of nested sets $P_{n^{(k)},n^{(k)}}^{k} (D^T)$. The required lamination is defined as

$$L_F = \bigcap_{g} \bigcup_{n \in \mathbb{N}} P_{n^{(g)},n^{(g)}}^{g} (D^T)$$

and it consists of maps with infinitely many attracting periodic points of arbitrarily high periods.
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