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Abstract: This article examines the problems of multi-robot coverage and persistent monitoring of regions of interest with limited sensing robots. A group of robots, each equipped with only contact sensors and a clock, execute a simple trajectory by repeatedly moving straight and then bouncing at perimeter boundaries by rotating in place. We introduce an approach by finding a joint trajectory for multiple robots to cover a given environment and generating cycles for the robots to persistently monitor the target regions in the environment. From a given initial configuration, our approach iteratively finds the joint trajectory of all the robots that covers the entire environment. Our approach also computes periodic trajectories of all the robots for monitoring of some regions, where trajectories overlap but do not involve robot-robot collisions. We present experimental results from multiple simulations and physical experiments demonstrating the practical utility of our approach.
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1. Introduction

A mobile robot equipped with few sensors can be programmed to bounce off walls in a predictable way. Though a simple, predictable bouncing behavior can be easily modeled and trivially implemented, is it useful? We answer in the affirmative from two perspectives: First, from a practical point of view, most robots are designed to solve specific problems (for example, to vacuum floors). Manufacturers of robots for cost-conscious consumers produce fairly parsimonious devices with regard to sensing and actuation. Second, more theoretically, within the robotics research community, there is a long line of research dealing with limited sensing robots that aims to identify the resources necessary to carry out some tasks; these research seek to advance understanding of the tasks themselves, determine minimal resource footprints, and to develop theory to aid understanding the design of robots.

Furthermore, compared to single robots, multiple robot systems have the potential to vastly improve (or speed-up) performance in important applications, such as search and rescue, surveillance, intrusion detection, environmental monitoring, vacuum cleaning, lawn-mowing, mine sweeping, exploration, automated farming, and painting. All of these are instances of the two abstract problems that are the focus of this article: (i) multi-robot area coverage—the problem of visiting all locations within an environment using a team of mobile robots by introducing techniques to achieve greater scalability and ameliorate the curse of dimensionality; (ii) persistent monitoring—The problem of planning and executing trajectories for multiple robots to visit a known set of regions of interest continually in an environment by finding solutions which ensure that the robots’ motions are collision-free (a form of implicit coordination).
In both problems studied in this article, multiple robots move concurrently and execute a simple bouncing behavior: the robots move straight until they discover walls by driving into them, or they collide with each other while covering the environment; they then rotate (with respect to their current motion) counterclockwise by some angle. The motion is, thus, parameterized by a set of rotation angles, which we term bouncing angles. This motion model enables the construction of trajectories for the robots that cover the environment and also monitor a subset of regions in the environment for an extended period of time. Most importantly, the examined bouncing behavior is easy to implement in mobile robots. Our approach not only applies to bouncing robots but also will work for any robots that have a consistent dynamics since it exploits the natural dynamics of the system and uses actions sparingly. We have applied this approach for finding the long-term behavior of a specific type of underwater vehicles called drifters [1]. Interestingly, the bouncing behavior has recently been used in aerial robot swarms [2] and in micro-robots [3], where computation and sensing are limited.

These motions can be executed by limited sensing robots equipped with known sensors, and we are interested in solving a breadth of problems in polygonal environments, possibly with obstacles, for such robots. An example scenario of an indoor environment is illustrated in Figure 1, where multiple limited sensing robots move through the environment. Additionally, although sensors are available with lower costs now, the overuse of sensors requires powerful computation systems and abundant memory inside sophisticated robots. Instead, we use small-brained robots that can feed minimal sensor outputs directly to motors.

This research falls within the broader context of control and sensing with limited (or even minimal) sensing robots. Several researchers have examined minimal sensing robots to solve different tasks such as localization [4–7], navigation [8–11], micromanipulation [3] and mapping [12]. More recently, bouncing strategies for a single robot have been carefully analyzed, and closed-form solutions have been found for simple polygonal environments [13] and polygonal environments with obstacles when nondeterministic uncertainty is considered in the bouncing robot’s motion [14]. These work, along with our own, avoid robots with extensive sensory, computational, and memory capabilities, motivated both pragmatically—to reduce costs and energy consumption for the individual robots, and theoretically—to reduce the conditions known to be sufficient for the task performance. In particular, the approach in this article uses robots equipped with only a clock and contact sensors.

Further, we consider weighted instances of the problem in which some regions of the environment are more important than others and highly-weighted regions must be visited more frequently than lower-weighted ones in long-term monitoring. In such cases, the generation of trajectories is challenging because it is not straightforward to find collision-free trajectories of the robots when
the robot’s paths must necessarily overlap. Our work in monitoring addresses the robot-robot collision avoidance problem in the overlapping trajectories of robots based on their initial configurations rather than their stopping policies [18].

In our previous work, we use simple cell-to-cell mapping (SCM) [19], a deterministic dynamical system method, for solving the localization task [5] and the navigation task [9] utilizing a single bouncing robot. In this article, we extend the same SCM method to tackle the coverage and persistent monitoring tasks in multi-robot settings. This dynamical system perspective is motivated by the general concepts of limit cycles and basins of attraction, used in control theory [20] and control of robots with sophisticated dynamics [21].

This article makes the following contributions:

- We propose an approach using simple cell-to-cell mapping [19] to find a joint trajectory of multiple bouncing robots for covering a known environment.
- We also present an algorithm to generate the collision-free and overlapping trajectories of multiple robots that monitor some regions of interest in an environment persistently.

Parts of this article were included in the corresponding author’s doctoral dissertation [22]. This article solves one more problem in multi-robot settings and presents its method and experimental evaluation, in addition to other refinements and corrections.

The remainder of the article is structured as follows—Section 2 presents the related literature. In Section 3, we account for the motion model of multiple robots and the fundamentals of cell-to-cell mapping, and then formulate the problems we are interested in. In Section 4, we describe our approach for solving the formulated problems in detail. Then, we outline the implementation of our approach with simulation results and physical experiments in Section 5. Finally, we conclude the article in Section 6 with the discussion.

2. Related Work

This section discusses the literature relevant to the problems considered, especially those using limited sensing robots.

2.1. Coverage

The problem of coverage by multiple robots has been investigated in many different studies. One survey on coverage path planning [23] studied approaches that are evaluated based on whether they can be used online or offline, and on the type of environments they can handle. In Reference [24], the authors propose the fast coverage of the environment based on the unpredictable trajectory of a mobile robot with the use of a Logistic map, and provide a chaotic random bit generator for a time-ordered succession of future robot locations. Because of the obstacle avoidance technique used in this work, robots did not cover the free space around obstacles nor the boundary of the environment. In our work, robots cover the boundary of a given area.

Gabriely and Rimon [25] proposed a spanning-tree based coverage algorithm for a single robot. This work was extended for multi-robot coverage as a multi-robot spanning-tree based coverage algorithm in References [26,27], and as a multi-robot forest coverage algorithm in Reference [28]. These multi-robot coverage algorithms are either centralized or require reliable communication between robots and depend on extensive broadcast messages. The computational and memory complexities for handling the sensor information of this kind of system are very high. Our bouncing robots do not communicate with each other for covering an area.

A recent offline spanning-based tree multi-robot coverage method presented by Fazli et al. [29] deals with the case where the robots have a limited visibility range. This approach is also shown to be complete and robust with regard to robot failure. In Reference [30], the authors designed the multi-robot repeated area coverage as the Multiple Traveling Salesman Problem and proposed three distributed cluster-based algorithms. Fazli and Mackworth [31] also proposed the repeated coverage of the boundaries of a target
area and the structures inside it by multiple robots with limited visual and communication range. We do not use any visual sensing or communication medium in our robots. Instead, we address the coverage problem using the simple bouncing behavior of multiple robots.

2.2. Persistent Monitoring

The collision avoidance of multiple robots with limited sensing capabilities in the persistent monitoring task is challenging. In the literature, a number of collision avoidance methods have been proposed for solving the considered task. In References [32,33], Smith et al. developed methods for computing closed monitoring trajectories for robots, and for computing the speed with which each robot should follow its trajectory. In the more closely related work in Reference [18], a solution to multi-robot persistent monitoring, where robots have intersecting trajectories, was proposed. They developed a collision avoidance procedure based on stopping policies while the robots follow their trajectories. In these papers, multiple robots have to control their speeds using their prescribed speed profiles to avoid collisions or follow their trajectories, whereas our robots maintain a fixed speed and they move continuously without stopping.

Lan and Schwager proposed an incremental sampling-based algorithm to plan a periodic trajectory for a single robot that is suitable for persistent monitoring [34]. Yu et al. model the planning of informative tours for the persistent monitoring of a spatiotemporal field with time-invariant spatial correlations using autonomous mobile robots [35]. The coordination of the motions of multiple robots’ trajectories for avoiding collisions is presented in Reference [36]. On the other hand, an approach is proposed for smooth and collision-free navigation of multiple mobile robots amongst each other in a shared environment [37]. An optimal control approach for solving the multi-agent persistent monitoring task is developed in Reference [38], where the objective is to control the movement of multiple cooperating agents to minimize an uncertainty metric in a given mission space. In our work, we find all the periodic cycles based overlapping trajectories of multiple robots that monitor a subset of regions in a known environment and also avoid robot–robot collisions in these trajectories without doing any speed control of robots.

3. Preliminaries

This section defines the motion model of multiple robots, explains cell-to-cell mapping with required notations, and formulates the problems we will solve in our work.

3.1. Motion Model

We model multiple differential drive mobile robots as point robots which share a common 2D workspace, \( W = \mathbb{R}^2 \), and a collection of static obstacles composing an obstacle region, \( O \subset W \), where each element in \( O = \{O_1, O_2, \cdots, O_k\} \) is modeled as a polygon. Each robot is equipped with only contact sensors and a clock. The speed of all robots is fixed. The free space for each robot is denoted by the environment \( E = W \setminus O \), where each robot can move in the \( E \) avoiding collisions with both the static obstacles and other robots. Let \( \partial E \subset E \) be the boundary of \( E \). We consider that each robot knows the map of the environment and its initial configuration. Let the set of bouncing angles for all robots be \( \Phi \) by which they can rotate reliably. This is important to note that it is not easy to measure the bouncing angle accurately using inexpensive differential drive robots. However, we are able to measure some bouncing angles reliably and accurately using such robots in our physical experiments (see Section 5).

All robots move straight in the environment at the same time until they bump into the boundary of the environment \( \partial E \) or collide with each other (in solving the coverage task only), as illustrated in Figure 2. Once a robot’s contact sensor detects a bump, it rotates counterclockwise with a specified bouncing angle \( \phi \in \Phi \) from its current orientation by commanding a constant angular velocity and using a clock to rotate for some fixed period. Thereafter, if it faces free space, it travels forward again and repeats this simple behavior.
Robot–robot position, and \( \theta \) denote the collection of 3-dimensional cells. This discretized configuration space is called the cell state space. Let \( X \) be the free configuration space of the system \( \mathcal{C} \). Hence, we discretize the free configuration space \( X \) into \( m \) cells. This discretized configuration space is called the cell state space. Let \( N \) be the total number of cells. Thus, the free configuration space of the system \( X \) is described by a cell index \( z \in \{1, \ldots, N\} \). Let \( Z \) denote the collection of \( m \) cells.

The system dynamics can be explained as a series of cells by finding the system’s state at discrete times. Let \( e(k) \) be the cell describing the state of the system at \( t = k\Delta t \), \( k = 0, 1, \ldots \) with \( \Delta t \) being the time between two state inspections. In the deterministic case, the system dynamics of the cell-to-cell mapping are described as

\[
e(k+1) = C(e(k)).
\]

The above system evolution \( C : \mathbb{N} \to \mathbb{N} \) is called a SCM [20] in the cell state space. In this mapping, the next state of the system is dependent on only its current state instead of the mapping step \( k \).

For a clear understanding of our approach, we present some pertinent definitions of the cell-to-cell mapping method [20,40].
Definition 1. (Periodic Cell) A cell $z$ satisfying $z = C^k(z)$, for some $k \in \mathbb{N}$, is called a periodic cell with a period of $k$.

Definition 2. (Transient Cell) A cell that is not periodic is called a transient cell and it maps into a periodic cell in a finite number of steps.

Definition 3. (Periodic Group) A sequence of $K$ distinct cells $e(j)$, where $j = 1, 2, \ldots, K - 1$, which satisfies
\begin{align*}
e(j + 1) &= C^j(e(1)), j = 1, 2, \ldots, K - 1 \\
e(1) &= C^K(e(1)),
\end{align*}
is called a periodic group with a period $K$ and each of the cells $e(\cdot)$ is said to be a periodic cell with the period $K$. This periodic group is also called an attractor or a limit cycle.

Definition 4. (Transient Trajectory) A transient trajectory is the set of initial cells that are finally leading to a particular periodic group (attractor). The collection of transient trajectories is called a basin of attraction.

3.3. Problem Formulation

We define a finite action space $U$, which is a set of all possible actions $u \in U$ that a robot can perform. The robot records the angle of rotation $\phi \in \Phi$ when it bumps and then rotates. The robot also records $\{0\}$ as its one step forward movement when it moves straight for a specific period. Therefore, the action space is $U = \{0\} \cup \Phi$.

In our first problem of interest, we take advantage of robot-robot collisions to tackle the coverage problem utilizing multiple bouncing robots. We assume that the robots’ initial configurations are known. Let $x_0 \in X_{\text{free}}$ be the initial configuration of $m$ robots, where $m \geq 2$. The initial configuration of $m$ robots is the initial cell from which we apply the cell-to-cell mapping. Then, the state of the system evolves over time and creates a joint trajectory for these robots. Let $T = [0, \infty)$ be a time interval of the execution of the system. We define a joint trajectory of $m$ robots as $\tilde{x} : [0, T) \rightarrow X_{\text{free}}$ with $\tilde{x}(0) = x_0$ and where $\tilde{x}(t)$ represents the state of the system at time $t$. The joint trajectory of all the robots will end up in a cyclic trajectory according to the properties of the system evolution of the SCM [20]. Therefore, we are interested in finding a joint trajectory of $m$ robots that attempts to cover the environment. This motivates us to define the coverage problem for multiple robots as follows:

Problem 1. Finding a joint trajectory of multiple robots for covering an environment: Given an environment $E$, a set of bouncing angles $\Phi$ for $m$ robots, and an initial configuration of $m$ robots $x_0$, find a joint trajectory $\tilde{x}$ of $m$ robots that attempts to cover the given environment $E$.

Our second problem of interest is to solve the multi-robot monitoring problem. For instance, we want to monitor some target regions of interest in an environment for a long period of time. We can find trajectories of $m$ robots that cover $m$ regions. Let $F_j \subset E$ be a target region in the environment $E$ and $F = \bigcup_{j=1}^{m} F_j$ be the set of all target regions. We consider that these trajectories may be overlapping and robots have to avoid collisions among them. In this scenario, we formulate the persistent monitoring problem as follows:

Problem 2. Generating trajectories of multiple robots for monitoring a set of environment regions: Given an environment $E$, a set of target regions in the environment $F \subset E$, and a set of bouncing angles $\Phi$ for $m$ robots, generate collision-free and distributed trajectories of $m$ robots that persistently monitor $F$. 
4. Approach

In this section, we describe our approach for solving the two problems formulated in Section 3 in detail.

4.1. Finding a Joint Trajectory of Multiple Robots for Coverage

In our approach, we find a joint trajectory \( \tilde{x} \) of \( m \) robots starting from a random initial configuration \( x_0 \) to cover the environment \( E \). These \( m \) robots use their respective bouncing angles from the given set of bouncing angles \( \Phi \) once they collide with each other or against the boundary of the environment \( \partial E \). In this context, we extend the SCM method in the high-dimensional configuration space of multiple robots.

To find the joint trajectory \( \tilde{x} \), Algorithm 1 takes as input the environment \( E \), the initial configuration \( x_0 \), and the set of bouncing angles \( \Phi \) for \( m \) robots, and generates as output the joint trajectory \( \tilde{x} \) that the robots follow to cover the environment.

In Algorithm 1, all cells are initially unprocessed cells. First, a cell \( b \) is calculated from the known initial configuration \( x_0 \) and added to the trajectory \( \tilde{x} \) as the initial cell (lines 2–3). Then, we apply the SCM to create a cell sequence that is a part of the trajectory. For \( l \) iterations, the cell sequence \( z, C(z), C^2(z), \ldots, C^k(z) \), where \( k \in \mathbb{N} \), is iteratively generated from the initial cell \( b \). In lines 6–12, during the cell sequence generation, all cells are identified as processed cells by assigning the value 1 to these cells. The cell configuration \( z \) is calculated from the cell \( b \), which represents the configurations of all \( m \) robots \( x = (x^1, y^1, \theta^1, \ldots, x^m, y^m) \) (line 8). In line 9, the next mapped cell configuration of \( m \) robots \( z' \) after \( z \) is calculated as below:

\[
\begin{align*}
    x^i_{z'} &= x^i_z + \cos \theta^i_z, \\
    y^i_{z'} &= y^i_z + \sin \theta^i_z, \\
    \theta^i_{z'} &= \begin{cases} 
    \theta^i_z, & \text{if } (x^i_z, y^i_z) \in X_{\text{free}}, \\
    (\theta^i_z + \Phi^i) \mod 2\pi, & \text{otherwise,}
    \end{cases}
\end{align*}
\]

where \( i \in \{1, \ldots, m\} \). The calculation of the next mapped cell configuration \( z' \) takes robot-obstacle collisions and robot-robot collisions into account.

This cell-to-cell mapping also finds the next mapped cell of each of the \( m \) robots. The cell number of the next mapped cell, \( c_b \), is computed from the center locations of all robots and their orientations \( (x^1_z, y^1_z, \theta^1_z, \ldots, x^m_z, y^m_z, \theta^m_z) \) of \( z' \) (line 10). We add the next cell \( c_b \) to the trajectory \( \tilde{x} \) as a new cell and the cell transition from \( b \) to \( c_b \) is made in the trajectory \( \tilde{x} \) as a connection or transition (line 11). The next cell \( b \) is updated with \( c_b \) and the cell configuration \( z \) is updated with \( z' \) (line 12). The cell sequence generation continues as long as the next mapped cell \( b \) is an unprocessed cell at each iteration. A generated trajectory \( \tilde{x} \) from an initial configuration \( x_0 \) as an initial cell is illustrated symbolically in Figure 3a, where each square represents a \( 3m \)-dimensional cell of the cell configuration space \( X_{\text{free}} \). Some cells of \( \tilde{x} \) form a cycle and others lead to this cycle.

\[x_0 \quad \text{(a)} \quad z_0 \quad \text{(b)}\]

Figure 3. Trajectory generation and neighbor selection. (a) A generated trajectory \( \tilde{x} \) from an initial configuration \( x_0 \). (b) The best nearest neighbor \( b_l \) (green square) among unprocessed neighbors of last cell \( b \) of the trajectory \( \tilde{x} \).
Algorithm 1: MultiRobotCoverage (E, x0, Φ)

Input: E, x0, Φ – Environment, Initial configuration, and Set of bouncing angles
Output: ̄x – Joint trajectory

1. pc ← ∅
2. b ← FINDCELLNUMBER(x0)
3. ̄x.init(b)
4. for l = 1 to L do
   5. k ← 1
      while pc_b ∉ ∅ do
         6. k ← 1
         7. pc_b ← 1
         8. z ← CELLCONFIGURATION(b)
         9. z′ ← MAPPEDCELLCONFIGURATION(z, Φ)
         10. c_b ← NEXTCELLNUMBER(z′)
         11. ̄x.cell_transition(b, c_b)
         12. b ← c_b
         13. if COMPLETEVERAGE(E, ̄x) then
            14. break
         else
            15. ̄x.cell_transition(b, b_l)
            16. pc_b ← pc_b \cup \{b_l\}
         end if
      end while
   end for

return ̄x

Let β_l be the best unprocessed and nearest neighbor cell of the last cell of the trajectory ̄x at the l-th iteration of the algorithm. After each iteration, we check the coverage of the environment by the joint trajectory ̄x of m robots using the function COMPLETEOVERAGE. If the trajectory covers the entire environment then we stop the generation of the joint trajectory ̄x. Otherwise, we select the best unprocessed and nearest neighbor cell β_l of the last cell b of the trajectory ̄x using the function BESTUNPROCESSEDNEIGHBORCELL. In the function BESTUNPROCESSEDNEIGHBORCELL, we take the neighbors of cell b by rotating m robots in both directions and keeping the locations of the robots fixed.

Let
\[ Δx_i = (0, \ldots, 0, Δθ, 0, \ldots, 0), \]
in which the first 3i − 1 components and the last 3m − 3i components are 0, and Δθ is the discretization resolution of the S^1. The neighborhood of cell b in the configuration space is defined as
\[ N_1(x_b) = \{x_b + Δx_1, \ldots, x_b + Δx_3m, x_b + Δx_1, \ldots, x_b + Δx_3m\}. \]

We find at most 2 \times 3m = 6m neighbors in the configuration space at the l-th iteration. We simulate the cell sequences from these neighbors if the neighbors are not processed yet. We select the best nearest neighbor β_l based on the covered space of the environment and the minimal number of robot-robot collisions. The collection of unprocessed and neighbor cells of the cell b (the blue squares) and the selected best nearest neighbor β_l (the green square) are shown around the small circle of the cell b in Figure 3b. The newly selected neighbor cell β_l is added to the trajectory ̄x as a new cell and the cell transition from b to β_l is made in the trajectory ̄x (line 17). The new initial cell b is updated with β_l (line 18).

A pictorial representation of the generated joint trajectory of m robots from Algorithm 1 after L iterations is depicted in Figure 4, where each square also represents a 3m-dimensional cell of the cell state space X_free. For the best neighbor cell β_l as an initial cell, the cell sequence forms the different part of the trajectory. The given initial configuration x_0 provides the starting cell of the trajectory.
and creates the first part of $\tilde{x}$. After the first part of $\tilde{x}$, each subsequent part of $\tilde{x}$ is connected through the best neighbor cell $\beta_l$. This generated joint trajectory $\tilde{x}$ of $m$ robots covers the environment completely or as much as possible.

![Figure 4](image.png)

**Figure 4.** A joint trajectory of the robots connecting through the new neighboring cell $\beta_l$.

Algorithm analysis: The runtime of Algorithm 1 is $O(LW)$, where $L$ is the number of iterations and $W$ ($W \ll N$) is the largest number of cells in the generated joint trajectory at an iteration.

### 4.2. Generating Periodic Groups for Persistent Monitoring of Target Regions

At this step of our approach, we extend our modified SCM algorithm [5] from a single robot to multiple robots. Therefore, we apply the SCM algorithm in the cell state space $X_{\text{free}}$ of multiple robots and generate the periodic groups along with their transient trajectories that persistently monitor some target regions $F \subset E$ inside the environment.

Let $P$ be a set of periodic groups that monitor the target regions $F$ in the environment $E$ for a long period of time. Let $r$ be the number of periodic groups and $Q$ be a set of transient trajectories of $r$ periodic groups.

To generate the periodic groups $P$ and their transient trajectories $Q$, Algorithm 2 takes as input the environment $E$, the set of regions $F$ and the set of bouncing angles $\Phi$ for $m$ robots, and provides as output $r$ periodic groups $P$ and their corresponding transient trajectories $Q$. These periodic groups $P$ represent the overlapping and collision-free trajectories of $m$ robots.

**Algorithm 2: PersistentBehavior($E, F, \Phi$)**

**Input:** $E, F, \Phi$ – Environment, Set of regions, Set of bouncing angles  
**Output:** $P, Q$ – Periodic groups and Transient trajectories

1. $g \leftarrow \emptyset, c \leftarrow \emptyset, r \leftarrow 0$
2. For $l = 1$ to $N$
3.    $b \leftarrow l$  
4.    // Cell sequence generation
5.    while $g_b \neq \emptyset$
6.        // Check virgin cell
7.        $g_b \leftarrow -1$
8.        $z \leftarrow \text{CELL\_CONFIGURATION}(b)$
9.        $z' \leftarrow \text{MAAPPED\_CELL\_CONFIGURATION}(z, \Phi)$
10.       $c_b \leftarrow \text{NEXT\_CELL\_NUMBER}(z')$
11.       $\tilde{x}.\text{add\_cell}(c_b)$  
12.       $\tilde{x}.\text{cell\_transition}(b, c_b)$
13.       $b \leftarrow c_b$  
14.       $z \leftarrow z'$  
15.       $k \leftarrow k + 1$
16.       if $g_b = = -1$ and $\text{SAME\_REGION}(F, \tilde{x})$ then
17.           // New periodic group
18.           $r \leftarrow r + 1$
19.           if $l = b$ then
20.              // Same starting and ending cell
21.              $P_r, g \leftarrow \text{PERIODIC\_GROUP}(\tilde{x})$
22.           else
23.              // Different starting and ending cell
24.              $\mu \leftarrow \text{FIND\_CYCLE\_FORMING\_CELL\_INDEX}(\tilde{x})$
25.              $Q_r, g \leftarrow \text{TRANS\_TRAJECTORY}(1, \mu - 1, \tilde{x})$
26.              $P_r, g \leftarrow \text{PERIODIC\_GROUP}(\mu, k, \tilde{x})$
27.       return $P, Q$
In Algorithm 2, all cells are again unprocessed cells in the beginning as their group numbers are empty. For each cell $z \in Z$, we create a joint trajectory of $m$ robots from the generated cell sequence following the same procedure of Algorithm 1. When it generates the cell sequence then all cells of the sequence are distinguished as cells under processing by temporarily assigning their group number $-1$. This sequence generation is terminated when the last cell index $b$ of joint trajectory $\tilde{x}$ has appeared previously in the same sequence under the same trajectory $\tilde{x}$, thus forming a cycle. We check that this joint trajectory monitors the target regions $F \subset E$ using the function $\text{SAMEREGION}(F, \tilde{x})$. This function also checks if the joint trajectory of robots monitors the target regions $F$ and the trajectories of $m$ robots are collision-free (if the regions overlap).

There are two cycle forming scenarios for multiple robots, as illustrated in Figure 5:

- If $b$ is both the initial cell and the ending cell of the sequence (the first scenario of Figure 5a), all cells starting from the initial cell of the sequence till the end of the sequence are classified as periodic cells and they form the periodic group.
- If $b$ is not the initial cell of this sequence (the second scenario of Figure 5b), then after determining the first $b$-th position in this sequence, which is $\mu$, all cells starting from the $\mu$-th cell until the end of the sequence are classified as periodic cells. However, all cells ranging from the initial cell of the sequence to the $(\mu - 1)$-th cell are classified as transient cells, and they form the transient trajectory.

![Figure 5. Two cycle forming scenarios. (a) The same initial and ending cell $b$. (b) Different initial and ending cells.](image)

The group number $g_b$ represents the periodic group number to which cell $b$ belongs. All periodic cells in the $r$-th periodic group are found with the update of their group number $r$ using the function $\text{PERIODICGROUP}$ (lines 14, 18). All transient cells in transient trajectories of the $r$-th periodic group are found with the update of their group number $r$ using the function $\text{TRANS TRAJECTORY}$ (line 17). We create a new joint trajectory $\tilde{x}$ starting from another initial configuration $x_0$ represented by a cell $z \in Z$. Then, we follow the same procedure to check whether this trajectory is a new one and it monitors the target regions $F$ with collision-free and overlapping trajectories of $m$ robots. Through this process, we generate all periodic groups $P$ along with their transient trajectories $Q$ that monitor $F$ for a long time period as these periodic groups form infinite cyclic trajectories.

**Algorithm analysis:** The runtime of Algorithm 2 is $O(N)$, where $N$ is the total number of cells because it iterates over all the cells, processing each cell exactly once.

5. Simulations and Experiments

We outline extensive results from the implementation of our algorithms and from physical experiments in this section.

5.1. Results of a Joint Trajectory of Multiple Robots for Coverage

We implemented our multi-robot coverage Algorithm 1 in the simulation. We used a laboratory environment shown in Figure 6a and the associated configuration space $X_{\text{free}}$ in the environment for a disk robot such as iRobot Create 2.0 or Roomba. The iRobot Create 2.0 has various sensors, but we utilized only the contact sensors and the clock. Then, we verified our Algorithm 1 on $X_{\text{free}}$ using a set of bouncing angles $\Phi = \{135^\circ\}$ for two robots, where both used the same bouncing
angle and speed, and had identical sensing. For all the experiments and simulation runs of this article, we considered 8 different robot orientations of $S^1$ with $45^\circ$ separation between each orientation. The smaller blue and green circles of Figure 6b represent the initial locations of the two robots in their configuration space, and colored arrowheads starting from the circles (→ for the green robot and ← for the blue robot) represent their orientations. The bigger blue and green circles of Figure 6c also represent the two robots’ initial locations in their workspace. A joint trajectory starting from the initial configuration or locations generated from the simulation that covers the environment is depicted by blue and green arrows in Figure 6b and blue and green lines in Figure 6c as paths of blue and green robots. To validate the simulated joint trajectory using a physical experiment, we used two iRobot Create 2.0 robots and two Arduino Uno microcontrollers to drive them. There is also an identical C++ program running on Arduinos that allows the robots to move forward in the free space at a fixed speed and rotate $135^\circ$ after bumping at the boundary of the environment or with each other. Figure 6d–f show three different snapshots of the physical experiment. The video of the experiment can be found at https://youtu.be/zcSXAVGFVqE.

Figure 6. From the simulation to the physical implementation. (a) An artificial lab environment to cover. (b–c) A joint trajectory of the two robots in their configuration space and workspace respectively, generated from our simulation using the set of bouncing angles $\Phi = \{135^\circ\}$. The initial configuration of the two robots is depicted in (b) by blue and green circles for their locations and by colored arrowheads starting from these circles for their orientations. Their initial locations are also depicted in (c) by blue and green circles. There is only one robot-robot collision in the middle of the upper part of the environment. (d–f) Three different snapshots at different times of the physical experiment of the generated joint trajectory of two iRobot Create 2.0 robots controlled with two Arduinos.
In addition, we validated our Algorithm 1 for two simulation environments of Figures 7a and 8a considering multiple robots and the same bouncing angle $\phi = 135^\circ$ for all of them. The first environment is a $10 \times 10$ grid containing obstacles in it and the second environment is a $15 \times 15$ grid having obstacles inside of it. We used different numbers of robots (e.g., $m = 2, 3, 4, 5$) and random initial configurations for all robots in various simulation runs. We ran 20 simulation tests for both environments and demonstrated the plots in Figures 7b and 8b, comparing the result of the number of steps required for the complete coverage of the environments and the number of robots used. These plots imply that the number of steps required for covering the entire environment decreases with the increase in the number of robots. In an environment with more obstacles, the increase in the number of robots does not guarantee the less number of steps required for the coverage of the entire environment due to the robot-robot collisions and the intricacy of the environment itself. An example of that is illustrated in Figure 8b, where the number of steps required for the complete coverage of the given environment with 5 robots is larger than the number of steps required for the complete coverage of the same environment with 4 robots. Furthermore, we tested our Algorithm 1 for covering a larger simulation environment of Figure 9a utilizing a random initial configuration for $m = 10$ robots and their same bouncing angle $\phi = 135^\circ$. This environment is a $20 \times 12$ grid with more obstacles. The heatmap of an almost complete (98%) environment coverage provided by the joint trajectory of 10 robots is shown in Figure 9b. This result demonstrates that our multi-robot coverage approach works significantly well even for larger environments despite the limited use of sensors in robots.

![Figure 7](image1.png)

**Figure 7.** Simulation results of the multi-robot coverage. (a) The first simulation environment. (b) The comparison result of the number of steps required for the complete coverage of the first environment and the number of robots used.

![Figure 8](image2.png)

**Figure 8.** Simulation results of the multi-robot coverage. (a) The second simulation environment. (b) The comparison result of the number of steps required for the complete coverage of the second environment and the number of robots used.
5.2. Results of Persistent Monitoring of Target Regions

We also implemented our Algorithm 2 in the simulation for multi-robot persistent monitoring of target regions in the environment. We validated our algorithm with a simulation environment and a set of bouncing angles $\Phi = \{45^\circ\}$. We found $r = 47$ periodic groups that represent the overlapping trajectories of two robots for two target regions covered by their paths in the environment, as illustrated in Figure 10. Therefore, these trajectories monitor the target regions persistently avoiding collisions with one another. In Figure 10a, the initial locations of the two robots are delineated with smaller blue and green circles and their orientations are delineated with colored arrowheads ($\rightarrow$) starting from the circles. In Figure 10b, their initial locations are also delineated with blue and green circles. The overlapping trajectories of blue and green robots starting from their initial configuration in the configuration space are shown with blue and green arrows respectively in Figure 10a. The same overlapping trajectories starting from their initial locations in the workspace are shown with blue and green lines in Figure 10b.

Again, we computed the free configuration space of the environment $X_{\text{free}}$ of the iRobot Create robot for a second indoor environment (illustrated in Figure 11a). Then, we tested our algorithm on $X_{\text{free}}$ for monitoring a subset of target regions of the environment utilizing a set of bouncing angles $\Phi = \{90^\circ\}$ for two robots, where both of them again used the same bouncing angle and speed, and had identical sensing. We found $r = 18$ periodic groups that represent the overlapping trajectories of the two robots to monitor the target regions in the environment covered by their paths (as illustrated in Figure 11b in the configuration space and in Figure 11c) in the workspace) persistently avoiding collisions with one another. Similarly, the smaller blue and green circles of Figure 11b represent the initial locations of the two robots in their configuration space, and colored arrowheads starting from the circles ($\rightarrow$ for the blue robot and $\uparrow$ for the green robot) represent their orientations. The bigger blue and green circles of Figure 11c also represent the two robots’ initial locations in their workspace. The overlapping trajectories of blue and green robots starting from their initial configuration in the configuration space are illustrated with blue and green arrows respectively in Figure 11b. The same overlapping trajectories of blue and green robots starting from their initial locations in the workspace are illustrated with blue and green lines respectively in Figure 11c.

We implemented the overlapping trajectories of the two robots in a distributed manner in a physical experiment using two iRobot Create 2.0 robots and two Arduino Unos. As mentioned before, the iRobot Create utilizes only the contact sensors and the clock. A similar C++ program runs on both Arduinos that makes the robots move forward in the free space at a fixed speed and rotate $90^\circ$ after bumping at the boundary of the environment. Figure 11d–f also show three different snapshots of the
physical experiment for overlapping and collision-free trajectories of the two robots. The experiment video can be found at https://youtu.be/v3bSk9Wvas.

Figure 10. Simulation result. Overlapping and collision-free trajectories of the two robots in their configuration space in (a) and workspace in (b) respectively that monitor two regions in the given environment persistently starting from the encircled locations and using the set of bouncing angles $\Phi = \{45^\circ\}$.
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Figure 11. From the simulation to the physical implementation. (a) Another artificial lab environment. (b,c) Overlapping and collision-free trajectories of the two robots in their configuration space and workspace respectively, found from our simulation that monitor two regions in the given environment persistently starting from the encircled locations and using the set of bouncing angles $\Phi = \{90^\circ\}$. (d–f) Three different snapshots at different times of a distributed physical implementation of overlapping and collision-free trajectories of two iRobot Create 2.0 robots controlled with two Arduinos.

6. Conclusions and Future Work

We have addressed the problem of coverage of the given environment and persistent monitoring of some target regions in the environment by a number of bouncing robots. In our proposed approach, we constructed a joint trajectory for multiple bouncing robots incrementally until they covered the environment completely. We found some periodic cycle based collision-free and overlapping trajectories of multiple robots to monitor the target regions for a long period of time. Finally, we presented simulation results and physical experiments to validate the performance of our approach.

We chose $45^\circ$, $90^\circ$, and $135^\circ$ as bouncing angles in our experiments due to the ease of implementation in physical robot platforms. We found that $135^\circ$ and $45^\circ$ angles provide better coverage since they sample more orientation angles (8) as opposed to $90^\circ$ (4) and $180^\circ$ (2) angles. We utilized 8 orientation angles as the discretization resolution of $S_1$ in our experiments and simulation runs. On the other hand, the discretization of free space $E$ is related to the size of the workspace and the number of robots. In terms of computational complexity, our cell-to-cell mapping is linear in the number of cells in the discretized configuration space. For Algorithm 1, the computation time depends on the number of cells in the generated joint trajectory. For Algorithm 2, since coordination is required, the computation time depends on the total number of cells in the entire free configuration space $X_{\text{free}}$.

In the future, we plan to extend our approach to solving the offline coverage and exploration problems using multiple bouncing robots. We can also develop a method to apply the modified cell-to-cell mapping in a subspace of the high dimensional configuration space of multiple robots to reduce the computational time. It will be a more practical approach to incorporate a bounded uncertainty for both rotation and translation of the robots which will lead to the development of a probabilistic variant of our method in a future effort of this research. In this context, we can build on our previous work [9], where we considered uncertainty in rotation for a single robot for solving the coverage problem or use results from a recent work [14] that have characterized nondeterministic uncertainty for a single bouncing robot.

Moreover, one immediate extension of our ideas is augmenting the range of applications. First, our simple bouncing strategy can work in aquatic robots such as Unmanned Surface Vehicles (USVs), Autonomous Underwater Vehicles (AUVs), and so on. Generating coverage and persistent monitoring paths for AUVs is particularly useful since these environments are naturally GPS-denied. Second, bouncing events do not necessarily have to be against physical boundaries. Bouncing can
be performed on detecting certain events and landmarks, which can be treated as virtual obstacles [8]. We would also like to extend our persistent monitoring approach in a privacy-preserving scenario, where robots are not allowed to use cameras and other security-threatening sensors.
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