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Abstract—Commonly adopted in the manufacturing and aerospace sectors, digital twin (DT) platforms are increasingly seen as a promising paradigm to control and monitor software-based, “open”, communication systems, which play the role of the physical twin (PT). In the general framework presented in this work, the DT builds a Bayesian model of the communication system, which is leveraged to enable core DT functionalities such as control via multi-agent reinforcement learning (MARL) and monitoring of the PT for anomaly detection. We specifically investigate the application of the proposed framework to a simple case-study system encompassing multiple sensing devices that report to a common receiver. The Bayesian model trained at the DT has the key advantage of capturing epistemic uncertainty regarding the communication system, e.g., regarding current traffic conditions, which arise from limited PT-to-DT data transfer. Experimental results validate the effectiveness of the proposed Bayesian framework as compared to standard frequentist model-based solutions.
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I. INTRODUCTION

A. Context and Motivation

digital twin (DT) platform can be viewed as a cyber-physical system in which a physical entity, referred to as the physical twin (PT), and a virtual model, known as the DT, interact based on an automatized bi-directional flow of information [1], [2]. Based on data received from the PT, the DT maintains an up-to-date model of the PT [3], which is leveraged to control, monitor, and analyze the operation of the PT [4]. DT platforms are increasingly regarded as an enabling technology for wireless cellular systems built on the open networking principles of disaggregation and virtualization [5], which are expected to be central to 6G [6].

This paper introduces a general framework based on Bayesian learning for the design of a DT platform implementing the functions of control and monitoring of a wireless system (see Fig. 1). In the proposed framework, the DT builds a Bayesian model of the system dynamics based on data received from the PT. The model is then leveraged to optimize transmission policies via Bayesian multi-agent reinforcement learning (MARL), while also enabling monitoring for anomaly detection, without the need to integrate additional data from the PT. Unlike standard frequentist models, Bayesian models have the key property of providing an accurate quantification of epistemic uncertainty arising from limited PT-to-DT communication, and hence limited data at the DT. As a possible embodiment of the proposed approach, the DT platform may be implemented as an xApp, or as a collection of connected xApps, that run in the near-real-time RAN Intelligent Controller (RIC) of an Open-RAN (O-RAN) architecture [7].
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As an exemplifying case study, we consider a multi-access PT system consisting of a radio access network (RAN) similar to that studied in [8]–[10]. It is emphasized that, unlike [8]–[10], our goal here is not to address a particular task via MARL, but rather to introduce a general framework supporting the implementation of multiple functionalities at the DT, including control via MARL and monitoring, despite the limited data transfer from the PT to the DT.

B. Related Work

DT-aided control of PT systems is often formulated as a model-based reinforcement learning (RL) problem in which the DT is leveraged as simulation platform to optimize the PT policy [11]–[13]. In [14], a Bayesian model is deployed by the DT to enable the quantification epistemic uncertainty. Existing work on DT platforms for wireless systems has investigated mechanisms for DT-PT synchronization [15] and DT-aided network optimization and monitoring [16], as well as DT-based control for computation offloading via model-based RL [11]. To the best of our knowledge, applications of DT relying on Bayesian learning for communication systems have not been reported in the literature.

C. Main Contributions

The main contributions of this paper are as follows:

- We propose a Bayesian framework to control and monitor an AI-native wireless system, using a multi-access RAN as an exemplifying case study [8]–[10]. In the proposed approach, as illustrated in Fig. 1, a Bayesian model learning phase is followed by policy optimization and monitoring phases, which leverage the uncertainty quantification capacity of Bayesian models.

- A key challenge in the definition of a Bayesian model is the choice of a domain-specific factorization of the joint distribution of all variables of interest. This paper elucidates this design choice for a multi-access system consisting of sensing devices with correlated packet arrivals reporting to a common receiver through a shared multi-packet reception (MPR) channel [17]. This case study is relevant for Internet-of-Things (IoT) and machine-type communications.

- Experimental results confirm the advantages of the proposed Bayesian framework as compared to conventional frequentist model-based approaches in terms of metrics such as throughput and buffer overflow, as well as area under the receiver operating curve (ROC) for anomaly detection at the DT.

II. BAYESIAN DT FRAMEWORK

In this section, we formally define a PT system comprising multiple network elements, such as mobile devices or infrastructure nodes, referred to as agents. We then present a Bayesian DT framework to estimate the PT dynamics, optimize the agents decisions, and monitor possible anomalies in the PT.

Fig. 2: Example of factorization in (1), excluding the variables corresponding to previous time steps $t - 1$.

A. Multi-Agent PT System

The PT system of interest consists of $K$ agents, e.g., $K$ sensing devices, indexed by $k \in K = \{1, \ldots, K\}$ that operate over a discrete time index $t = 1, 2, \ldots$, e.g., over time slots. At each time $t$, each agent takes an action $a_t^k$, e.g., a decision on whether to transmit a packet from its queue or not. The action is selected by following a policy that leverages information collected by the agent regarding the current state $s_t$ of the overall system, which may include include, e.g., packet queue lengths. The state $s_t$ evolves according to some ground-truth transition probability $T(s_{t+1}|s_t, a_t)$, such that the probability distribution of the next state $s_{t+1}$ is

$$ T(s_{t+1}|s_t, a_t) = \sum_{a_t^k} \pi^k(a_t^k|s_t) T(s_{t+1}|s_t, a_t^k), $$

where the conditional distribution $T^{(i)}(s_{t+1}^{(i)}|s_t^{(i)}, a_t)$ describes the evolution of the next states variables $s_{t+1}^{(i)}$ given the current state $s_t$, action $a_t$, and parent variables $s_{t}^{(P(i))}$.

In general, the distribution $T^{(i)}(s_{t+1}^{(i)}|s_t^{(i)}, a_t)$ depends on some sufficient statistic of variables $s_t$ and $a_t$, which may be a function of subsets of such variables. We refer to Sec. III-A for an instance of model (1).

B. Model Learning

The goal of the model learning phase (phase 1 in Fig. 1) at the DT is to obtain an estimate of the PT system dynamics
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in (1). To this end, the PT applies a fixed exploration policy \( \pi_e = \{ \pi_{e1}(a_t| h_t^p) \}_{k \in \mathcal{K}} \) and communicates to the DT the experiences \( \mathcal{D}_{T}^{\pi_e} = \{(s_t, a_t, s_{t+1})\}_{t < T} \) collected up to some time \( t = T \) while following policy \( \pi_e \).

Using data \( \mathcal{D}_{T}^{\pi_e} \), the DT optimizes parametric models \( T^i(s_{t+1} | a_t, s_t, a_t) \) for each of the ground-truth distributions \( T^i(s_{t+1} | s_{t+1}, s_t, a_t) \) for \( i \in \{1, \ldots, M\} \) in (1), yielding the overall model \( T_\theta(s_{t+1} | s_t, a_t) = \sum_{i=1}^M \pi_i T^i(s_{t+1} | s_{t+1}, s_t, a_t) \). Some of the distributions \( T^i(s_{t+1} | s_{t+1}, s_t, a_t) \) may be known, e.g., those describing the operation of a communication protocol. For such distributions, the DT simply sets \( T^i(s_{t+1} | s_{t+1}, s_t, a_t) = T^i_\theta(s_{t+1} | s_{t+1}, s_t, a_t) \). For the unknown factors, the DT adopts a Bayesian learning framework, which aims at evaluating the posterior distributions \( P(\theta^i| \mathcal{D}_{T}^{\pi_e}) \) of each model parameter vector \( \theta^i \) given the available data \( \mathcal{D}_{T}^{\pi_e} \).

If the observations \( \{ e_{tk} \}_{k \in \mathcal{K}} \), and hence the state \( s_t \), take discrete values, the parameters \( \theta^i \) may be chosen to directly represent the transition distributions. In such cases, if the state space is sufficiently small, the exact computation of the posterior can be done using the Dirichlet-Categorical model (see, e.g., [20]). For high dimensional and continuous problems, computing the exact posterior \( P(\theta^i| \mathcal{D}_{T}^{\pi_e}) \) is intractable, and the DT must fall back to using function approximation methods such as Bayesian neural networks (BNN), and inference algorithms such as Markov chain Monte Carlo (MCMC), or variational inference [20]. By (1), and assuming that the parameters \( \theta^i \) are a priori independent, this comes with no loss of optimality.

### C. Policy Optimization

Having obtained the posterior distributions \( P(\theta^i| \mathcal{D}_{T}^{\pi_e}) \) for the model parameters, during policy optimization (phase 2 in Fig. 1), the DT aims to optimize the decentralized policy \( \pi = \{ \pi_k (a_t| h_t^p) \}_{k \in \mathcal{K}} \) so as to maximize some user-specific performance criterion. This is defined by a reward function \( r(s_t, a_t, s_{t+1}) \), which determines in turn the total discounted return

\[
G_t = \sum_{\tau=t}^{+\infty} \gamma^{\tau-t} r(s_t, a_t, s_{t+1}),
\]

for some exponential discounting factor \( \gamma \in [0, 1) \) when the PT applies the policy \( \pi \). The optimal control problem consists of the maximization of the average long-term reward

\[
\max_{\pi} \mathbb{E}_{G_1}(1),
\]

which amounts to a Decentralized MDP (Dec-MDP) [18]. We emphasize that the DT has only access to the model \( T_\theta(s_{t+1} | s_t, a_t) \), and not to the ground-truth distribution in (1) when addressing problem (3).

In this work, we implement the COntrastive Multi-Agent (COMA) algorithm in [21], a state-of-the-art centralized critic with decentralized actors (CCMD) method, to tackle problem (3) by leveraging model-generated virtual rollouts at the DT. In COMA, the DT maintains a centralized critic \( Q_w(s_t, a_t) \), with parameter vector \( w \), as well as the decentralized policies \( \pi^k = \{ \pi_{k1}(a_t| h_t^p) \}_{k \in \mathcal{K}} \), with common parameter vector \( v \). The parameterized critic \( Q_w(s_t, a_t) \) is optimized to approximate the Q-value \( Q^v(\pi^k, a_t) = \mathbb{E}_{\pi_k} [G_t| s_t, a_t] \) and is used only for policy optimization. Once optimized, each policy \( \pi^k \) transmitted to its respective agent \( k \) at the end of the policy optimization phase.

A key distinction between the approach adopted here and the conventional COMA implementation is the fact that the model \( T_\theta(s_{t+1} | s_t, a_t) \) is stochastic with model parameter vector \( \theta \) being distributed according to the posterior \( P(\theta| \mathcal{D}_{T}^{\pi_e}) \). In a manner similar to [22], we account for the epistemic uncertainty encoded by the posterior \( P(\theta| \mathcal{D}_{T}^{\pi_e}) \) by periodically sampling a parameter vector \( \theta \sim P(\theta| \mathcal{D}_{T}^{\pi_e}) \) during policy optimization so as to produce the next state \( s_{t+1} \sim T_\theta(s_{t+1} | s_t, a_t) \) in the virtual rollouts.

### D. Monitoring

As an example of functionalities enabled by Bayesian model learning at the DT besides control, we focus here on anomaly detection (phase 3 in Fig. 1). Anomaly detection aims at detecting significant changes in the dynamics of the PT. To formulate this problem, we assume that, during the operation of the system following policy optimization (phase 2 in Fig. 1), the DT has access to the information \( \mathcal{D}_{T}^{\pi_m} = \{ (s_t, a_t, s_{t+1}) \}_{t \in [T-M]} \) about the state-action sequence experienced by the PT within some time window \( T_M \) under the optimized policy \( \pi \). The DT tests if the collected data \( \mathcal{D}_{T}^{\pi_m} \) is consistent with the data reported by the PT during the most recent model learning phase (phase 1 in Fig. 1), or rather if it provides evidence of changed conditions or anomalous behavior.

To this end, we adopt a disagreement-based test metric (see, e.g., [23]), which quantifies the level of epistemic uncertainty associated with the reported experience \( \mathcal{D}_{T}^{\pi_m} \). We define as

\[
LL(D_{T}^{\pi_m}| \theta) = \sum_{t=1}^{T-M} \log (T_\theta(s_{t+1} | s_t, a_t) \pi(a_t | s_t))
\]

the log-likelihood of model \( \theta \) for the reported experience \( \mathcal{D}_{T}^{\pi_m} \), where \( \pi(a_t | s_t) = \prod_{k \in \mathcal{K}} \pi^k(a_t | h_t^k) \). We then consider the test metric is given by the variance

\[
\mathbb{E}_{P(\theta| \mathcal{D}_{T}^{\pi_e})} \left[ (LL(D_{T}^{\pi_m}| \theta) - \mathbb{E}_{P(\theta| \mathcal{D}_{T}^{\pi_e})}[LL(D_{T}^{\pi_m}| \theta)])^2 \right],
\]

estimated using samples from distribution \( P(\theta| \mathcal{D}_{T}^{\pi_e}) \). A larger variance provides evidence of a large epistemic uncertainty, which is taken to indicate an anomalous observation \( \mathcal{D}_{T}^{\pi_m} \) as compared to the model learning conditions.

### III. Multi-Access System Case Study

In order to illustrate the operation and the benefits of the proposed framework for the implementation of a DT platform, in the rest of the paper we focus on a multi-access IoT-like wireless network as the PT system to be controlled and monitored [8]–[10].

---
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As illustrated in Fig. 1, the PT system under study comprises $K$ sensing devices that obtain data with correlated data arrivals both in time [24] and across devices [8], and communicate with a common base station (BS) over an unknown MPR channel [17]. With $t$ denoting the time slot index, and following the notation in Sec. II, each device $k \in K$ observes $o^k_t = (q^k_t, g^k_t, d^k_t)$, where $q^k_t \in \{0, 1, \ldots, Q^\text{max}_k\}$ is the number of packets in the device buffer; $g^k_t \in \{0, 1\}$ is a binary variable indicating if a new packet is generated ($g^k_t = 1$) at time $t$ or not ($g^k_t = 0$); and $d^k_t \in \{0, 1\}$ indicates whether a packet sent at the previous time step $t-1$ from device $k$ was successfully delivered at the BS ($d^k_t = 1$) or not ($d^k_t = 0$). The state of the PT is represented by the joint observation of all devices, $s_t = o_1^k, \ldots, o^K_k$.

The access policy of device $k$ is given by the distribution $\pi^k(a_t^k|h^k_t)$, where we have $a^k_t = 1$ if the device attempts to transmit the first packet in its buffer, and $a^k_t = 0$ if it stays idle in slot $t$. Finally, we define the (binary) packet-generation vector as $g_t^k = (g^k_1, \ldots, g^k_K)$, the successful packet-delivery vector as $d_t^k = (d^k_1, \ldots, d^k_K)$, and the packet-transmission vector as $a_t^k = (a^k_1, \ldots, a^k_K)$.

In the O-RAN implementation mentioned in Sec. I-A, communication between the PT and the DT occurs on the E2 interface, with each device $k$ communicating its observation $o^k_t$ to the RIC, and the DT feeding back the transmission acknowledgement (ACK) message to the sending device $k$ over an error-free channel on the control plane. A summary of the notations can be found in the upmost part of Figure 1.

As we will detail next, and as an instance of (1), the ground-truth transition dynamics can be factorized as

$$T(s_{t+1}, s_t, a_t) = P(g_{t+1}|g_t) \times P(d_{t+1}|a_t) \times \prod_{k \in K} P(q^k_{t+1}|q^k_t, a^k_t, d^k_t, g^k_t),$$

where $P(g_{t+1}|g_t)$ describes the packet-generation process; the distribution $P(d_{t+1}|a_t)$ describes the shared access channel; and $P(q^k_{t+1}|a^k_t, d^k_{t+1}, g^k_t)$ describes the (deterministic) buffer update rule.

The packet generation mechanism is modelled as a correlated Markovian process with transition probability distribution $P(g_{t+1}|g_t)$. To account for spatial correlation, we partition the devices into clusters $\{C^i\}_{i=1}^C$ with $C^i \subseteq K$, $C^i \cap C^j = \emptyset$ if $i \neq j$ and $\bigcup_{i=1}^C C^i = K$, where each cluster $C^i$ contains devices with correlated packet arrivals. Accordingly, the data-generation dynamics factorize without loss of generality as

$$P(g_{t+1}|g_t) = \prod_{i=1}^C P\left(g^C_{i+1}|g^C_i\right),$$

where $g^C_i = \{g^k_i\}_{k \in C^i}$ for $i \in \{1, \ldots, C\}$.

Each device $k$ maintains a first-in first-out buffer of maximum capacity $Q^\text{max}_k$, where the buffer state $q^k_t$ evolves according to the deterministic update $P(q^k_{t+1}|q^k_t, d^k_t, g^k_t)$ given by

$$q^k_{t+1} = \min(Q^\text{max}_k, q^k_t + g^k_t - d^k_t).$$

If device $k$ generates a new packet when the buffer is full and transmission fails, i.e., if we have the equalities $q^k_t = Q^\text{max}_k$, $g^k_{t+1} = 1$, and $d^k_{t+1} = 0$, a buffer overflow event occurs at time step $t+1$. In this case, the oldest packet in the buffer is deleted without being sent, and the newly generated packet at time $t+1$ is added to the buffer as per the update rule in (8).

The transmission probability from the devices to the BS $P(d_{t+1}|a_t)$ is described by an MPR channel [17]. Accordingly, of the $n^\text{Rx}_t$ packets simultaneously sent at time $t$, only $n^\text{Rx}_t = \sum_{k \in K} d^k_{t+1} \in \{0, 1, \ldots, n^\text{Rx}_t\}$ are successfully received as the BS. The distribution of the number of received packets $n^\text{Rx}_t$ given $n^\text{Rx}_t$ is defined by the MPR channel distribution $P(n^\text{Rx}_t|n^\text{Rx}_t)$. The $n^\text{Rx}_t$ successfully received packets are chosen uniformly from the $n^\text{Rx}_t$ transmissions. Note that the action variable $a^k_t$ necessarily takes value $a^k_t = 0$ if the buffer is empty, i.e., we have the inequality $q^k_t \leq Q^\text{max}_k$. Furthermore, delivery can be successful only if a packet is transmitted, i.e., we have $a^k_t \geq d^k_t$. Therefore, the input-output MPR channel distribution relating the packet-transmission vector $a_t$ for time $t$ to the successful packet-delivery vector $d_{t+1}$ at time $t+1$ is given by

$$P(d_{t+1}|a_t) = P(n^\text{Rx}_t|n^\text{Rx}_t) \times \prod_{k \in K} \mathbb{1}\{a^k_t \geq d^k_t\}.$$ (9)

For each successfully decoded packet, the BS sends back an acknowledgement (ACK) message to the sending device $k$ over an error-free channel on the control plane. A summary of the notations can be found in the upmost part of Figure 1.

### B. Model Learning

The deterministic queue dynamics (8) and the symmetry of the MPR channel in the rightmost part of (9) are assumed to be known to the DT, so that the DT needs only an estimate of the data generation process distribution $P(g_{t+1}|g_t)$, and of the MPR channel distribution $P(n^\text{Rx}_t|n^\text{Rx}_t)$. The DT models the $M = C + 1$ factors $P(g_{t+1}|g_t)^C_{i=1}$ and $P(n^\text{Rx}_t|n^\text{Rx}_t)$ using tabular models, and we adopt the Categorical-Dirichlet Bayesian model (see Sec. II-B).

### C. Policy Optimization

In a similar manner to [10], we assume that the reward in (2) takes the form

$$r(s_t, a_t, s_{t+1}) = \sum_{k \in K} \beta^k r^k(a^k_t, q^k_t, d^k_{t+1}),$$

with

$$r^k(a^k_t, q^k_t, d^k_{t+1}) = \begin{cases} +\xi & \text{if } d^k_{t+1} = 1, q^k_t = Q^\text{max}_k, g^k_{t+1} = 1 \text{ and } d^k_{t+1} = 0, \\ -\xi & \text{if } d^k_{t+1} = 1, q^k_t = Q^\text{max}_k, g^k_{t+1} = 1, \\ -1 & \text{otherwise}, \end{cases}$$

where the first condition corresponds to successful packet delivery and the second condition to buffer overflow. The constants $\{\beta^k\}_{k \in K}$ and $\xi > 0$ are hyperparameters under the control of the network operator at the DT. The average in (3) is
taken with respect to the packet-generation process, the MPR channel, and the policy \( \pi \), with all buffers initialized as being empty, i.e., \( q^{t_k}_k = 0 \) for all devices \( k \in K \).

The critic \( Q_w(s_t, a_t) \) and the policies \( \pi^k_t(a^{k}_t | h^{k}_t) \) for the COMA algorithm presented in Sec. II-C are implemented as feedforward networks. Specifically, the policy \( \pi^k_t(a^{k}_t | h^{k}_t) \) takes as input its current observation \( a^{k}_t \), along with the positional input \( p_t = (t \mod F) \), where \( F \) is a hyperparameter, resulting in a simplified policy \( \pi^k(a^{k}_t | a^{k}_t, p_t) \). The adoption of complex policies using recurrent neural networks (RNNs) [25] is left for future work. We refer to the codebase repository [26] for further details on the implementation of policy optimization.

IV. EXPERIMENTS

A. Setup and Benchmarks

In this section, we evaluate the proposed DT platform of our case study in a simulated scenario consisting of \( K = 4 \) devices distributed in \( C = 2 \) clusters, with devices 1 and 2 in cluster \( C^1 \), and devices 3 and 4 in cluster \( C^2 \). The per-cluster packet-generation distribution \( P=g^c_{t+1}|g^c_t \) in (7) is such that two devices in the same cluster cannot simultaneously generate a packet, and a new packet is generated at either device with probability 0.4. Each device \( k \in \{1, 2, 3, 4\} \) is equipped with a buffer with capacity \( Q^{k}_{max} = 1 \) packet, and the reward parameters in (10), (11), and (2) are set to \( \beta = 1 \) for all \( k \in \{1, 2, 3, 4\} \), \( \gamma = 0.95 \), and \( \xi = 50 \).

The MPR channel allows for the successful transmission of a single packet with probability 1; while, for two simultaneous transmissions, one packet is received with probability 0.8 and both packets are received with probability 0.2. More than two simultaneous transmissions cause the loss of all packets.

The Bayesian model is initialized with all prior Dirichlet parameters equal to 0.01. As benchmarks, we consider: (i) an oracle-aided model-free policy optimization scheme, in which the policy optimizer is allowed to interact with the ground-truth model (6) until convergence; (ii) a frequentist model-based MARL approach, which obtains a maximum a posteriori (MAP) estimate \( \theta^{MAP} \) of the model parameter vector \( \theta \) during model learning with all Dirichlet prior parameters set to 1.01, guaranteeing well-defined solutions for the MAP problem, and uses the single optimized model \( T^{\theta^{MAP}}(s_{t+1}|s_t, a_t) \) for policy optimization and monitoring. For data collection during the model learning phase, we adopt a random exploration policy \( \pi^k_t(a^{k}_t | h^{k}_t) = q_t \), where probability \( q_t \) is uniformly and independently selected in the interval \([0, 1]\) at each step \( t \).

B. Policy Evaluation

We evaluate the performance of policy optimization in the ground-truth environment by using the following metrics: the average number of packets successfully sent at each time step, i.e., the throughput (Fig. 3a); and the average probability of buffer overflow across all devices (Fig. 3b). We focus on the impact of the size of the model learning dataset \( D^{\tau}_{T} \) by varying the number of exploratory steps \( T \) from 0 to 20 in the model learning phase. The results are averaged over 50 independent model learning and policy optimization cycles.
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Fig. 3: Throughput (a) and buffer overflow probability (b) as a function of the size of the dataset available in the model learning phase for the proposed Bayesian model-based approach (orange), as well as the oracle-aided model-free (blue) and frequentist model-based (green) benchmarks.

From Fig. 3, we observe that, in regimes with high data availability during the model learning phase, i.e., with large \( T \), both Bayesian and frequentist model-based methods yield policies with similar performance to the oracle-aided benchmark. In the low-data regime, however, Bayesian learning achieves superior performance compared to its frequentist counterpart. With frequentist learning, which disregards epistemic uncertainty, policy optimization is prone to model exploitation, whereby the optimized policy is misled by model errors into taking actions that are unlikely to be advantageous in the ground-truth dynamics. By using an ensemble of models with distinct transition dynamics in state-action space regions with high epistemic uncertainty, Bayesian learning reduces the sensitivity of the optimized policy to model errors.

C. Anomaly Detection

We now consider the performance of anomaly detection by assuming that an anomalous event occurs when device 2 is disconnected, resulting in an anomalous distribution \( P(g^{c_1}_{t+1}|g^{c_1}_t) \) for which a packet is generated at device 1 only with probability 0.4, and no packet is generated at either device in cluster \( C^1 \) with probability 0.6. To focus on such anomalies at the packet generation level, we use the log-likelihood \( LL^{c_1}(D^{\tau}_{T,M}|\theta) = \sum_{\tau=1}^{T,M-1} \log(P(g^{c_1}_{\tau+1}|g^{c_1}_\tau)) \) in place of \( LL(D^{\tau}_{T,M}|\theta) \) in (5). Furthermore, we consider as benchmark a standard test based on the log-likelihood \( LL^{c_1}(D^{\tau}_{T,M}|\theta^{MAP}) \) obtained from MAP-based frequentist learning.

For each model learning dataset size \( T = 20 \) and \( T = 50 \), we report the false positive rates (FPR) and the true positive rates (TPR) of the anomaly detection tests by varying the detection threshold in Fig. 4. Each curve is averaged over
Fig. 4: Receiver operating curves (ROC) of the Bayesian (orange) and frequentist (green) anomaly detection tests. Solid lines represent model learning dataset sizes of $T = 20$ steps, while dashed lines correspond to dataset sizes of $T = 50$ steps.

50 independent model learning phases, while the optimized policy $\pi$ used to report experiences $D^\pi_{SM}$ remains the same.

Bayesian anomaly detection is observed to uniformly out-perform its frequentist counterpart, achieving a higher area under the ROC in Fig. 4. For instance, at a TPR of 0.8, the Bayesian anomaly detector has a FPR of 0.33 for a model learning dataset size of $T = 20$ and a FPR of 0.15 for a dataset size of $T = 50$; whereas the frequentist benchmark has a FPR of 0.40 for $T = 20$ and 0.28 for $T = 50$. These results suggest that measuring epistemic uncertainty instead of likelihood can yield more effective monitoring solutions.

V. CONCLUSIONS

This paper has proposed a Bayesian framework for the development of a DT platform by focusing on a multi-access sensing system as a case study. By accounting for epistemic uncertainty during model learning, the proposed Bayesian DT framework was shown to obtain more reliable control than conventional frequentist counterparts in the low data regime, while also enhancing monitoring functionalities. Future work may investigate the use of more complex policies accounting for partial observability at each agent [25]; and the design of exploration policies for model learning [22].
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