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Abstract

Dense computer vision tasks such as object detection and segmentation require effective multi-scale feature representation for detecting or classifying objects or regions with varying sizes. While Convolutional Neural Networks (CNNs) have been the dominant architectures for such tasks, recently introduced Vision Transformers (ViTs) aim to replace them as a backbone. Similar to CNNs, ViTs build a simple multi-stage structure (i.e., fine-to-coarse) for multi-scale representation with single-scale patches. In this work, with a different perspective from existing Transformers, we explore multi-scale patch embedding and multi-path structure, constructing the Multi-Path Vision Transformer (MPViT). MPViT embeds features of the same size (i.e., sequence length) with patches of different scales simultaneously by using overlapping convolutional patch embedding. Tokens of different scales are then independently fed into the Transformer encoders via multiple paths and the resulting features are aggregated, enabling both fine and coarse feature representations at the same feature level. Thanks to the diverse, multi-scale feature representations, our MPViTs scaling from tiny (5M) to base (73M) consistently achieve superior performance over state-of-the-art Vision Transformers on ImageNet classification, object detection, instance segmentation, and semantic segmentation. These extensive results demonstrate that MPViT can serve as a versatile backbone network for various vision tasks. Code will be made publicly available at \url{https://git.io/MPViT}.

1. Introduction

Since its introduction, the Transformer [53] has had a huge impact on natural language processing (NLP) [4, 14, 43]. Likewise, the advent of Vision Transformer (ViT) [16] has moved the computer vision community forward. As a result, there has been a recent explosion in Transformer-based vision works, spanning tasks such as static image classification [17, 37, 50, 57, 58, 65, 67], object detection [5, 12, 74], and semantic segmentation [54, 63] to temporal tasks such as video classification [1, 3, 18] and object tracking [7, 41, 56].

It is crucial for dense prediction tasks such as object detection and segmentation to represent features at multiple scales for discriminating between objects or regions of varying sizes. Modern CNN backbones which show better performance for dense prediction leverage multiple scales at the convolutional kernel level [19, 32, 33, 46, 47], or feature level [34, 42, 55]. Inception Network [46] or VoVNet [32] exploits multi-grained convolution kernels at the same feature level, yielding diverse receptive fields and
in turn boosting detection performance. HRNet [55] represents multi-scale features by simultaneously aggregating fine and coarse features throughout the convolutional layers.

Although CNN models are widely utilized as feature extractors for dense predictions, the current state-of-the-art Vision Transformers [17, 37, 57, 58, 60, 65, 67, 71] have surpassed the performance of CNNs. While the ViT-variants [17, 37, 58, 60, 67, 71] focus on how to address the quadratic complexity of self-attention when applied to dense prediction with a high-resolution, they pay less attention to building effective multi-scale representations. For example, following conventional CNNs [23, 44], recent Vision Transformer backbones [37, 58, 67, 71] build a simple multi-stage structure (e.g., fine-to-coarse structure) with single-scale patches (i.e., tokens). CoaT [65] simultaneously represents fine and coarse features by using a co-scale mechanism allowing cross-layer attention in parallel, boosting detection performance. However, the co-scale mechanism requires heavy computation and memory overhead as it adds extra cross-layer attention to the base models (e.g., CoaT-Lite). Thus, there is still room for improvement in multi-scale feature representation for ViT architectures.

In this work, we focus on how to effectively represent multi-scale features with Vision Transformers for dense prediction tasks. Inspired by CNN models exploiting the multi-grained convolution kernels for multiple receptive fields [19, 32, 46], we propose a multi-scale patch embedding and multi-path structure scheme for Transformers, called Multi-Path Vision Transformer (MPViT). As shown in Fig. 1, the multi-scale patch embedding tokenizes the visual patches of different sizes at the same time by overlapping convolution operations, yielding features having the same sequence length (i.e., feature resolution) after properly adjusting the padding/stride of the convolution. Then, tokens from different scales are independently fed into Transformer encoders in parallel. Each Transformer encoder with different-sized patches performs global self-attention. Resulting features are then aggregated, enabling both fine and coarse feature representations at the same feature level. In the feature aggregation step, we introduce a global-to-local feature interaction (GLI) process which concatenates convolutional local features to the transformer’s global features, taking advantage of both the local connectivity of convolutions and the global context of the transformer.

Following the standard training recipe as in DeiT [50], we train MPViTs on ImageNet-1K [13], which consistently achieve superior performance compared to recent SOTA Vision Transformers [17, 37, 58, 60, 67, 67, 71]. Furthermore, we validate MPViT as a backbone on object detection and instance segmentation on the COCO dataset and semantic segmentation on the ADE20K dataset, achieving state-of-the-art performance. In particular, MPViT-Small (22M & 4GFLOPs) surpasses the recent, and much larger, SOTA

![Figure 2. FLOPs vs. COCO mask AP on Mask R-CNN. MPViTs outperform state-of-the-art Vision Transformers while having fewer parameters and FLOPs. B, S, XS, and T at the end of the model names denote base, small, extra-small and tiny respectively. Complete results are in Table 3.](image)

Focal-Base [67] (89M & 16GFLOPs) as shown in Fig. 2. To summarize, our main contributions are as follows:

- We propose a multi-scale embedding with a multi-path structure for simultaneously representing fine and coarse features for dense prediction tasks.
- We introduce global-to-local feature interaction (GLI) to take advantage of both the local connectivity of convolutions and the global context of the transformer.
- We provide ablation studies and qualitative analysis, analyzing the effects of different path dimensions and patch scales, discovering efficient and effective configurations.
- We verify the effectiveness of MPViT as a backbone of dense prediction tasks, achieving state-of-the-art performance on ImageNet classification, COCO detection and ADE20K segmentation.

2. Related works

**Vision Transformers for dense predictions.** Current SOTA Vision Transformers [17, 37, 58, 65, 67, 71] have focused on reducing the quadratic complexity of self-attention when applied to dense prediction with a high-resolution. [37, 67, 71] constrain the attention range with fine-grained patches in local regions and combine this with sliding windows or sparse global attention. [38, 60] exploit a coarse-grained global self-attention by reducing sequence length
with spatial reduction (i.e., pooling). [17, 65] realizes linear complexity by operating the self-attention across feature channels rather than tokens. While [37, 58, 67, 71] has a simple pyramid structure (fine-to-coarse), XCiT [17] has a single-stage structure as ViT [16]. When applied to dense prediction tasks, XCiT adds down-/upsampling layers to extract multi-scale features after pre-training on ImageNet. Xu et al. [65] introduce both CoaT-Lite with a simple pyramid structure and CoaT with cross-layer attention on top of CoaT-Lite. The cross-layer attention allows CoaT to outperform CoaT-Lite, but requires heavy memory and computation overhead, which limits scaling of the model.

Comparison to Concurrent work. CrossViT [6] also utilizes different patch sizes (e.g., small and large) and dual-paths in a single-stage structure as ViT [16] and XCiT [17]. However, CrossViT’s interactions between branches only occur through [CLS] tokens, while MPViT allows all patches of different scales to interact. Also, unlike CrossViT (classification only), MPViT explores larger path dimensions (e.g., over two) more generally and adopts multi-stage structure for dense predictions.

3. Multi-Path Vision Transformer

3.1. Architecture

Fig. 3 shows the Multi-Path Vision Transformer (MPViT) architecture. Since our aim is to explore a powerful backbone network for dense predictions, we construct a multi-stage architecture [37, 58, 67] instead of a single-stage (i.e., monolithic) one such as ViT [16] and XCiT [17]. Specifically, we build a four-stage feature hierarchy for generating feature maps of different scales. As a multi-stage architecture has features with higher resolutions, it requires inherently more computation. Thus, we use Transformer encoders including factorized self-attention as done in CoaT [65] for the entire model due to its linear complexity. In LeViT [20], a convolutional stem block shows better low-level representation (i.e., without losing salient information) than non-overlapping patch embedding. Inspired by LeViT, given an input image with the size of $H \times W \times 3$, we also adopt a stem block which consists of two $3 \times 3$ convolutional layers with channels of $C_2/2, C_2$ and stride of 2 which generates a feature with the size of $H/4 \times W/4 \times C_2$ where $C_2$ is the channel size at stage 2. Each convolution is followed by Batch Normalization [29] and a Hardswish [25] activation function. From stage 2 to stage 5, we stack the proposed multi-scale patch embedding (MS-PatchEmbed) and multi-path Transformer (MP-Transformer) blocks in each stage. Many works [8, 16, 20, 58] have proved that replacing the [CLS] token with a global average pooling (GAP) of the final feature map does not affect performance, so we also remove the [CLS] token and use GAP for simplicity.

3.2. Multi-Scale Patch Embedding

We devise a multi-scale patch embedding (MS-PatchEmbed) layer that exploits both fine- and coarse-grained visual tokens at the same feature level. To this end, we use convolution operations with overlapping patches, similar to CNNs [23, 44] and CvT [60]. Specifically, given a 2D-reshaped output feature map (i.e., token map) from a previous stage $X_i \in \mathbb{R}^{H_{i-1} \times W_{i-1} \times C_{i-1}}$ as the input to...
stage $i$, we learn a function $F_{k \times k}(\cdot)$ that maps $X_i$ into new tokens $F_{k \times k}(X_i)$ with a channel size $C_i$, where $F(\cdot)$ is 2D convolution operation of kernel size (i.e., patch size) $k \times k$, stride $s$ and padding $p$. The output 2D token map $F_{k \times k}(X_i) \in \mathbb{R}^{H_i \times W_i \times C_i}$ has height and width as below:

$$H_i = \left\lfloor \frac{H_{i-1} - k + 2p}{s} + 1 \right\rfloor, W_i = \left\lfloor \frac{W_{i-1} - k + 2p}{s} + 1 \right\rfloor. \quad (1)$$

The convolutional patch embedding layer enables us to adjust the sequence length of tokens by changing stride and padding. i.e., it is possible to output the features of the same size (i.e., resolution) with different patch sizes. Thus, we form several convolutional patch embedding layers with different kernel sizes in parallel. For example, as shown in Fig. 1, we can generate various-sized visual tokens of the same sequence length with $3 \times 3, 5 \times 5, 7 \times 7$ patch sizes.

Since stacking consecutive convolution operations with the same channel and filter sizes enlarges receptive field (e.g., two $3 \times 3$ are equivalent to $5 \times 5$) and requires fewer parameters (e.g., $2 \times 2^2 < 2^5$), we choose consecutive $3 \times 3$ convolution layers in practice. For the triple-path structure, we use three consecutive $3 \times 3$ convolutions with the same channel size $C'$, padding of 1 and stride of $s$ where $s$ is 2 when reducing spatial resolution otherwise 1. Thus, given a feature $X_i \in \mathbb{R}^{H_i \times W_i \times C_i}$ at stage $i$, we can get $F_{3 \times 3}(X_i), F_{5 \times 5}(X_i), F_{7 \times 7}(X_i)$ features with the same size of $H_i \times W_i \times C'$. Since MPViT has more embedding layers due to the multi-path structure, we reduce model parameters and computational overhead by adopting $3 \times 3$ depthwise separable convolutions [9, 26] which consist of $3 \times 3$ depthwise convolution followed by $1 \times 1$ pointwise convolution in embedding layers. All convolution layers are followed by Batch Normalization [29] and Hardswish [25] activation functions. Finally, the different sized token embedding features are separately fed into each transformer encoder.

### 3.3. Global-to-Local Feature Interaction

Although self-attention in Transformers can capture long-range dependencies (i.e., global context), it is likely to ignore structural information [30] and local relationships [39] within each patch. Additionally, Transformers benefit from a shape bias [52], allowing them to focus on important parts of the image. On the contrary, CNNs can exploit local connectivity from translation invariance [31, 52] – each patch in an image is processed by the same weights. This inductive bias encourages CNNs to have a stronger dependence on texture rather than shape when categorizing visual objects [2]. Thus, MPViT combines the local connectivity of CNNs with the global context transformers in a complementary manner. To this end, we introduce a global-to-local feature interaction module that learns to interact between local and global features for enriched representations. Specifically, to represent local feature $L_i \in \mathbb{R}^{H_i \times W_i \times C_i}$, we form several convolutional patch embedding layers with separable convolutions [9, 26] which consist of 2D convolution operation of kernel size ($k \times k$) and padding $1$ and stride of $5$. The output 2D token map $F_{k \times k}(L_i) \in \mathbb{R}^{H_i \times W_i \times C_i}$ has the number of tokens and $C_i$ is the aggregated feature and $H(\cdot)$ is a function which learns to interact with features, yielding the final feature $X_{i+1} \in \mathbb{R}^{H_{i+1} \times W_{i+1} \times C_{i+1}}$ with the size of next stage channel dimension $C_{i+1}$. We use $1 \times 1$ convolution with channel of $C_{i+1}$ for $H(\cdot)$. The final feature $X_{i+1}$ is used as input for the next stage’s the multi-scale patch embedding layer.

### 3.4. Model Configuration

To alleviate the computational burden of multi path structure, we use the efficient factorized self-attention proposed in CoaT [65]:

$$\text{FactorAtt}(Q, K, V) = \frac{Q}{\sqrt{C}} (\text{softmax}(K)^T V), \quad \text{(4)}$$

where $Q, K, V \in \mathbb{R}^{N \times C}$ are linearly projected queries, keys, and values and $N, C$ denote the number of tokens and the embedding dimension respectively. To maintain comparable parameters and FLOPs, increasing the number of paths requires a reduction of the channel $C$ or the number of layers $L$ (i.e., the number of transformer encoders). $L$ factorized self-attention layers [65] with $N$ tokens and $h$ transformer encoder heads have a total time complexity of $O(L h N C^2)$ and memory complexity of $O(L h C^2 + L h N C)$. The complexities are quadratic w.r.t. to the channel $C$ while linear w.r.t. the number of layers $L$. Accordingly, we expand the number of paths from single-path (i.e., CoaT-Lite [65] baseline) to triple-path by a reduction in $C$ rather than $L$. We verify that reducing $C$ achieves better performance than reducing $L$ in the ablation study (see Table 5). As the computation cost of stage 2 is relatively high.

| MPViT       | #Layers | Channels | Param. | GFLOPs |
|-------------|---------|----------|--------|--------|
| Tiny (T)    | [1, 2, 4, 1] | [64, 96, 176, 216] | 5.7M   | 1.5    |
| XSsmall (XS) | [1, 2, 4, 1] | [64, 128, 192, 256] | 10.5M  | 2.9    |
| Small (S)   | [1, 3, 6, 3] | [64, 128, 216, 288] | 22.8M  | 4.7    |
| Base (B)    | [1, 3, 8, 3] | [128, 224, 368, 480] | 74.8M  | 16.4   |

Table 1. MPViT Configurations. MPViT models use paths [2,3,3,3] in each of the 4 stages. #Layers and Channels denote the number of transformer encoders and the embedding dimension in each stage, respectively. We use 8 transformer heads in all models. The MLP expansion ratio is 2 and 4 for Tiny and other models, respectively. FLOPs are measured using 224 × 224 input image.
due to a higher feature resolution, we also set the number of paths to 2 at stage 2 for triple-path models. Thus, from stage 3, triple-path models have 3 paths.

Interestingly, we also found that while triple-path and dual-path yield similar accuracy on ImageNet classification, the triple-path model shows better performance in dense prediction tasks. This indicates that the diverse features from expanding the path dimension are useful for dense prediction tasks. Therefore, we build MPViT models based on the triple-path structure. We scale-up the MPViT models from the small-scale MPViT-Tiny (5M) corresponding to CoaT-Lite Tiny (5M) [65] or DeiT-Tiny (5M) [50], to the large-scale MPViT-Base (74M) corresponding to Swin-Base (88M) [37]. All MPViT models use 8 transformer encoder heads, and the expansion ratio of the MLPs are set to 2 and 4 for Tiny and the other models, respectively. The details of MPViTs are described in Table 1.

4. Experiments

In this section, we evaluate the effectiveness and versatility of MPViT as a vision backbone on image classification (ImageNet-1K [13]), dense predictions such as object detection and instance segmentation (COCO [36]), and semantic segmentation (ADE20K [73]).

4.1. ImageNet Classification

**Setting.** We perform classification on the ImageNet-1K [13] dataset. For fair comparison with recent works, we follow the training recipe in DeiT [50] as do other baseline Transformers [37, 57, 58, 65, 67]. We train for 300 epochs with the AdamW [38] optimizer, a batch size of 1024, weight decay of 0.05, five warm-up epochs, and an initial learning rate of 0.001, which is scaled by a cosine decay learning rate scheduler. We crop each image to 224 × 224 and use the same data augmentations as in [50, 65]. The stochastic depth drop [27] is only used in the Small and Base sized models, where we set the rates to 0.05 and 0.3, respectively. More details are described in the Appendix.

**Results.** Table 2 summarizes performance comparisons according to model size. For fair comparison, we compare the models only using 224 × 224 input resolution and without distillation [50] or a larger resolution of 384 × 384. MPViT models consistently outperform SOTA Vision Transformer architectures with similar parameter counts and computational complexity. Both MPViT-XS and Small improve over the single-path baselines, CoaT-Lite Mini and Small by a large margin of 2.0% and 1.1%, respectively. MPViT-Small also outperforms CoaT Small, while having about 3× fewer GFLOPs. Furthermore, MPViT-Small outperforms the larger models such as PVT-L, DeiT-B/16, and XCiT-M24/16. MPViT-Base (74M) achieves 84.3%, surpassing the recent SOTA models which use more parameters such as Swin-Base (88M) and Focal-Base (89M). Interestingly, the MPViT-Base outperforms XCiT-M24/16 which is trained with a more sophisticated training recipe [17, 51] using more epochs (400), LayerScale, and a different crop ratio.

| Model          | Param.(M) | GFLOPs | Top-1       | Reference     |
|----------------|-----------|--------|-------------|---------------|
| DeiT-T [50]    | 5.7       | 1.3    | 72.2        | ICML21        |
| XCiT-T12/16 [17] | 7.0       | 1.2    | 77.1        | NeurIPS21     |
| CoaT-Lite T [65] | 5.7       | 1.6    | 76.6        | ICCV21        |
| **MPViT-T**    | 5.8       | 1.6    | **78.2 (+1.6)** |             |
| ResNet-18 [23] | 11.7      | 1.9    | 69.8        | CVPR16        |
| PVT-T [58]     | 13.2      | 2.3    | 75.1        | ICCV21        |
| XCiT-T24/16 [17] | 12.0      | 2.3    | 79.4        | NeurIPS21     |
| CoaT Mi [65]   | 10.0      | 6.8    | 80.8        | ICCV21        |
| CoaT-Lite Mi [65] | 11.0      | 2.0    | 78.9        | ICCV21        |
| **MPViT-XS**   | 10.5      | 2.9    | **80.9 (+2.0)** |             |
| ResNet-50 [23] | 25.6      | 4.1    | 76.1        | CVPR16        |
| PVT-S [58]     | 24.5      | 3.8    | 79.8        | ICCV21        |
| DeiT-S/16 [50] | 22.1      | 4.6    | 79.9        | ICML21        |
| Swin-T [37]    | 29.0      | 4.5    | 81.3        | ICCV21        |
| CvT-13 [60]    | 20.0      | 4.5    | 81.6        | ICCV21        |
| XCiT-S12/16 [17] | 26.0      | 4.8    | 82.0        | NeurIPS21     |
| Focal-T [67]   | 29.1      | 4.9    | 82.2        | NeurIPS21     |
| CoaT S [65]    | 22.0      | 12.6   | 82.1        | ICCV21        |
| CrossViT-15 [6] | 28.2      | 6.1    | 82.3        | ICCV21        |
| CvT-21 [60]    | 32.0      | 7.1    | 82.5        | ICCV21        |
| CrossViT-18 [6] | 43.3      | 9.5    | 82.8        | ICCV21        |
| CoaT-Lite S [65] | 20.0      | 4.0    | 81.9        | ICCV21        |
| **MPViT-S**    | 22.8      | 4.7    | **83.0 (+1.1)** |             |
| ResNeXt-101 [64] | 83.5      | 15.5   | 79.6        | CVPR17        |
| PVT-L [58]     | 61.4      | 9.8    | 81.7        | ICCV21        |
| DeiT-B/16 [50] | 86.6      | 17.6   | 81.8        | ICML21        |
| XCiT-M24/16 [17] | 84.0      | 16.2   | 82.7        | NeurIPS21     |
| Swin-B [37]    | 88.0      | 15.4   | 83.3        | ICCV21        |
| XCiT-S12/8 [17] | 26.0      | 18.9   | 83.4        | NeurIPS21     |
| Focal-B [67]   | 89.8      | 16.0   | 83.8        | NeurIPS21     |
| **MPViT-B**    | 74.8      | 16.4   | **84.3**    |             |

Table 2. **ImageNet-1K classification.** These models are trained with 224 × 224 resolution. For fair comparison, we do not include models that are distilled [50] or use 384 × 384 resolution. Note that CoaT-Lite [65] models are our single-path baselines.

4.2. Object Detection and Instance Segmentation

**Setting.** We validate MPViT as an effective feature extractor for object detection and instance segmentation with RetinaNet [35] and Mask R-CNN [22], respectively. We benchmark our models on the COCO [36] dataset. We pre-train the backbones on the ImageNet-1K and plug the pre-trained backbones into RetinaNet and Mask R-CNN. Following common settings [22, 61] and the training recipe of Swin-Transformer [37], we train models for 3× schedule (36 epochs) [61] with a multi-scale training strategy [5, 37, 45]. We use AdamW [38] optimizer with an initial learning rate of 0.0001 and weight decay of 0.05. We implement models based on the detectron2 [61] library. More details are described in the Appendix.
Results. Table 3 shows MPViT-models consistently outperform recent, comparably sized SOTA Transformers on both object detection and instance segmentation. For RetinaNet, MPViT-S achieves 47.6%, which improves over Swin-T [37] and Focal-T [67], by large margins of over 2.1 - 2.6%. Interestingly, MPViT-S (32M) shows superior performance compared to the much larger Swin-S (59M) / B (98M) and Focal-S (61M) / B (100M), which have higher classification accuracies in Table 2. These results demonstrate the proposed multi-scale patch embedding and multi-path structure can represent more diverse multi-scale features than simpler multi-scale structured models for object detection, which requires scale-invariance. Notably, Swin-B and Focal-B show a performance drop compared to Swin-S and Focal-S, while MPViT-B improves over MPViT-S, showing MPViT scales well to large models.

For Mask R-CNN, MPViT-XS and MPViT-S outperform the single-path baselines CoaT [65]-Lite Mini and Small by significant margins. Compared to CoaT which adds parallel blocks to CoaT-Lite with additional cross-layer attention, MPViT-XS improves over CoaT Mini, while MPViT-S shows lower box $AP^b$ but higher mask $AP^m$. We note that although CoaT-S and MPViT-S show comparable performance, MPViT-S requires much less computation. This result suggests that MPViT can efficiently represent multi-scale features without the additional cross-layer attention of CoaT. Notably, the mask AP (43.9%) of MPViT-S is higher than those of larger models such as XCiT-M24/8 or Focal-B, while having much less FLOPs.

### 4.3. Semantic segmentation

Setting. We further evaluate the capability of MPViT for semantic segmentation on the ADE20K [73] dataset. We de-
For a fair comparison with the baseline, we do not use a stem block, stochastic depth drop path, and the convolutional local features introduced in Sec. 3.3. For dual-path, higher feature resolution at stage 2 requires more computation, so we decrease the number of layers \( L \) (i.e., the number of transformer encoders). At stage 5, a higher embedding dimension results in a larger model size, thus we also reduce \( L \) and the embedding dimension \( C \), increasing \( L \) at stage 4 instead. As multiple paths lead to higher computation cost, we curtail \( C \) at stages 3 and 4 to compensate. As a result, dual-path (a) in Table 5 improves over the single-path while having a similar model size and slightly higher FLOPs.

When expanding dual-path to triple-path, we ablate the embedding dimension \( C \) and the number of layers \( L \), respectively. For the embedding dimension of (b) in Table 5, we maintain \( C \) but reduce \( L \) to maintain a similar model size and FLOPs, which leads to worse accuracy than the dual-path. Conversely, when we decrease \( C \) and maintain \( L \), (c) achieves similar classification accuracy but higher detection performance than the dual-path. Lastly, we further expand the path to quad-path (d), keeping \( L \) and reducing \( C \). The quad-path achieves similar classification accuracy, but detection performance is not better than the triple-path of (c). These results teach us three lessons: i) the number of layers (i.e., deeper) is more important than the embedding dimension (i.e., wider), which means deeper and thinner structure is better in terms of performance. ii) the multi-grained token embedding and multi-path structure can provide object detectors with richer feature representations. iii) Under the constraint of the same model size and FLOPs, triple-path is the best choice.

We note that our strategy of expanding the path dimension does not increase the memory burden as shown in Table 5, dual-path (a) and triple-path (b,c) consume less memory than the single-path. Also, (a) and (b) consume more memory than (c) because (a) and (b) have bigger \( C \) at stages 3 and 4. This is because \( C \) (quadratic) is a bigger factor in memory usage than \( L \) (linear) as described in sec.3.4. Therefore, our strategy of reducing the embedding dimension and expanding the path dimension and layers (deeper) leads to a memory-efficient model. However, the growth of the total number of layers due to multi-path structure decreases inference speed as compared the single-path. This issue is addressed in detail in sec. 5.

Table 5. Exploring the path dimension. Spec means [path_per_stage][layer_per_stage]L and [dimension_per_stage]C. We measure inference throughput and peak GPU memory usage on V100 GPU with batch size of 256. Note that the single-path is CoaT-Lite Mini [65].

| Path             | Spec | Param. | GFLOPs | Memory | img/sec | Top-1 AP | AP\textsuperscript{bbox} | AP\textsuperscript{mask} |
|------------------|------|--------|--------|--------|---------|----------|--------------------------|--------------------------|
| Single           | [1,1,1][P,[2,2,2,2]][L,64, 128, 320, 512]C | 11.0M   | 1.9    | 9216   | 1195    | 78.9     | 40.2                     | 37.3                     |
| (a) Dual         | [2,2,2,2][P,[1,2,4,1]][L,64, 128, 256, 320]C | 10.9M   | 2.6    | 6054   | 945     | 80.7\textsuperscript{+1.8} | 42.6\textsuperscript{+2.4} | 39.1\textsuperscript{+1.8} |
| (b) Triple       | [2,3,3,3][P,[1,2,4,1]][L,64, 128, 256, 320]C | 10.8M   | 2.3    | 6000   | 1080    | 79.8\textsuperscript{+0.9} | 41.4\textsuperscript{+1.2} | 38.0\textsuperscript{+0.7} |
| (c) Triple       | [2,3,3,3][P,[1,2,4,1]][L,64, 192, 256]C | 10.1M   | 2.7    | 5954   | 803     | 80.5\textsuperscript{+1.6} | 43.0\textsuperscript{+2.8} | 39.4\textsuperscript{+2.1} |
| (d) Quad         | [2,4,4,4][P,[1,2,4,1]][L,64, 96, 176, 224]C | 10.5M   | 2.6    | 5990   | 709     | 80.5\textsuperscript{+1.6} | 42.4\textsuperscript{+2.2} | 38.8\textsuperscript{+1.5} |

Table 6. Component Analysis.

We conduct ablation studies on each component of MPViT-XS to investigate the effectiveness of the proposed multi-path structure on image classification and object detection with Mask R-CNN [22] using 1 \( \times \) schedule [22] and single-scale input.

Exploring path dimension. We investigate the effect of differing path dimensions, and how the path dimension could be effectively extended in Table 5. We conduct experiments using various metrics such as model size (i.e., model parameter), computation cost (GFLOPs), GPU peak memory, and GPU throughput (img/sec). We use Coat-Lite Mini [65] as a single-path baseline because it also leverages the same factorized self-attention mechanism as MPViT.
When comparing CoaT to Swin-T and Focal-T, although CoaT-Small achieves the best detection performance thanks to its additional cross-layer attention, it exhibits heavier memory usage and GPU computation than MPViT-S, which has a triple-path structure with patches of various sizes. The series version of MPViT improves over parallel while reducing the model size and FLOPs. Intuitively, this performance gain likely comes from the fact that the series version actually contains small 3-layer CNNs with non-linearities, which allows for more complex representations.

### Global-to-Local feature Interaction
We experiment with different aggregation schemes in the GLI module, which aggregates convolutional local feature and the global transformer features, we test two types of operations: addition and concatenation. As shown in Table 6, the sum operation shows no performance gain while concatenation shows improvement on both classification and detection tasks. Intuitively, summing features before the $1 \times 1$ convolution naively mixes the features, while concatenation preserves them, allowing the $1 \times 1$ convolution to learn more complex interactions between the features. This result demonstrates that the GLI module effectively learns to interact between local and global features for enriching representations.

### Qualitative Analysis
In Fig. 4, we visualize the attention maps generated by CoaT-Lite and MPViT at stage 4. MPViT has a triple-path structure with patches of various sizes (e.g., $3 \times 3, 5 \times 5, 7 \times 7$), leading to fine and coarse features. See Appendix for more visualization results. Small, MPViT-S consumes much less memory and runs $4 \times$ faster with comparable detection performance, which means MPViT can perform efficiently and its multi-scale representations are effective without the additional cross layer attention of CoaT. Moreover, CoaT has limitations in scaling up models due to its exhaustive memory usage, while MPViT can scale to larger models. For XCiT having single-stage structure, XCiT-S12/16 ($16 \times 16$ patches: scale 4) shows faster speed and less memory usage, while XCiT-S12/8 requires more computation and memory than MPViT-S due to its higher feature resolution. We note that XCiT-S12/8 shows higher classification accuracy (83.4%) than MPViT-S (83.0%), whereas detection performance is the opposite (47.0 vs. 48.4%). This result demonstrates that for dense prediction tasks, the multi-scale embedding and multi-path structure of MPViT is both more efficient and effective than the single-stage structure of XCiT equipped with additional up-/down-sampling layers. MPViT also has a relatively smaller memory footprint than most models.

### 5. Discussion

#### Model Capacity Analysis
Measuring actual GPU throughput and memory usage, we analyze the model capacity of MPViT-S, comparing with recent SOTA Transformers [17, 37, 65, 67] in Table 7. We test all models on the same Nvidia V100 GPU with a batch size of 256. Although CoaT Small [65] achieves the best detection performance thanks to its additional cross-layer attention, it exhibits heavier memory usage and GPU computation than MPViT-S. Compared to CoaT-Lite, MPViT has a triple-path structure with patches of various sizes, leading to fine and coarse features. See Appendix for more visualization results.

#### Multi-Scale Embedding
In Table 6, we investigate the effects of patch size and structure in the multi-scale embedding, as outlined in Section 3.2. We use three convolution layers in parallel with the same stride of 2 and patch sizes of 3, 5, and 7, respectively. Intuitively, this performance gain likely comes from the fact that the series version actually contains small 3-layer CNNs with non-linearities, which allows for more complex representations.

#### Global-to-Local feature Interaction
We experiment with different aggregation schemes in the GLI module, which aggregates convolutional local feature and the global transformer features, we test two types of operations: addition and concatenation. As shown in Table 6, the sum operation shows no performance gain while concatenation shows improvement on both classification and detection tasks. Intuitively, summing features before the $1 \times 1$ convolution naively mixes the features, while concatenation preserves them, allowing the $1 \times 1$ convolution to learn more complex interactions between the features. This result demonstrates that the GLI module effectively learns to interact between local and global features for enriching representations.
Limitation and Future works. The extensive experimental results have demonstrated that MPViT significantly outperforms current SOTA Vision Transformers not only on image-level prediction, but also on dense predictions tasks. A possible limitation of our MPViT model is the latency at inference time. As shown in Table 7, the inference time of MPViT-S is slower than Swin-T and XCiT-S12/16. We hypothesize that the multi-path structure leads to suboptimal GPU utilization as similar observations have been made for grouped convolution [32,40,64] (e.g., GPU context switching, kernel synchronization, etc.). To alleviate this issue, we are currently working on an efficient implementation of our model to speed-up the inference of MPViT, which integrates the features with different scales into one tensor and then performing multi-head self attention with the tensor. This will improve parallelization and GPU utilization. Moreover, to strike the balanced tradeoff between accuracy/speed, we will improve parallelization and GPU utilization. Furthermore, we will further consider path dimensions in a compound scaling strategy [15,49], to consider the optimal combination of depths, widths, and resolutions when increasing/decreasing the model capacity.
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A. Appendix

In this appendix, Section A.1 first describe the training details of our experiments for ImageNet classification, COCO detection/instance segmentation, and ADE20K semantic segmentation. Second, in Section A.2, we show further experimental analyses for ImageNet classification and COCO object detection. Finally, in Section A.3, we provide more qualitative analysis on the learned attention maps and failure cases.

A.1. Detailed Experimental Settings

ImageNet classification. Following the training recipe as in CoaT [65] and DeiT [14], we perform the same data augmentations such as MixUP [28], CutMix [70], random erasing [72], repeated augmentation [24], and label smoothing [48]. We train MPViTs for 300 epochs with the AdamW [38] optimizer, a batch size of 1024, weight decay of 0.001, which is scaled by a cosine decay learning rate of 0.05, five warm-up epochs, and an initial learning rate of 5.8 × 10−4.

MPViT-T

Table 8. Full comparison on ImageNet-1K classification. These models are trained with 224 × 224 resolution. For fair comparison, we do not include models that are distilled [50] or use 384 × 384 resolution. Note that CoaT-Lite [65] models are our single-path baselines.

| Model       | Param.(M) | GFLOPs | Top-1 Reference |
|-------------|-----------|--------|----------------|
| DeiT-T/16   | 5.7       | 1.3    | 72.2            | ICML21          |
| CoaT-L/16   | 6.1       | 1.4    | 73.9            | NeurIPS21       |
| ViL-Ti-RPB  | 6.7       | 1.3    | 76.7            | ICCV21          |
| XCI-T/12/16 | 7.0       | 1.2    | 77.1            | NeurIPS21       |
| ViTAE-6M    | 6.5       | 2.0    | 77.9            | NeurIPS21       |
| CoaT-Lite T | 5.7       | 1.6    | 76.6            | ICCV21          |
| **MPViT-T** | 5.8       | 1.6    | **78.2 (+1.6)** | **ICCV21**      |
| ResNet-18   | 11.7      | 1.8    | 69.8            | CVPR16          |
| PVT-T/16    | 13.2      | 1.9    | 75.1            | ICCV21          |
| DeiT-S/16   | 22.1      | 4.6    | 79.9            | NeurIPS21       |
| XCI-T/22/16 | 12.0      | 2.3    | 79.4            | NeurIPS21       |
| CoaT-Mi     | 10.0      | 6.8    | 80.8            | ICCV21          |
| CoaT-Lite Mi| 11.0      | 2.0    | 78.9            | ICCV21          |
| **MPViT-XS**| 10.5      | 2.9    | **80.9 (+2.0)** | **ICCV21**      |
| ResNet-50   | 25.6      | 4.1    | 76.1            | CVPR16          |
| PVT-S       | 24.5      | 3.8    | 79.8            | ICCV21          |
| DeiT-S/16   | 22.1      | 4.6    | 79.9            | NeurIPS21       |
| XCI-T/22/16 | 12.0      | 2.3    | 79.4            | NeurIPS21       |
| ViTAE-S     | 23.6      | 5.6    | 82.0            | NeurIPS21       |
| GG-T        | 28.0      | 4.5    | 82.0            | NeurIPS21       |
| CoaT-S      | 22.0      | 12.6   | 82.1            | ICCV21          |
| Focal-T     | 29.1      | 4.9    | 82.2            | NeurIPS21       |
| CrossViT-15 | 28.2      | 6.2    | 82.3            | ICCV21          |
| ViL-S-RPB   | 24.6      | 4.9    | 82.4            | ICCV21          |
| CvT-21      | 32.0      | 7.1    | 82.5            | ICCV21          |
| CrossViT-18 | 43.3      | 9.5    | 82.8            | ICCV21          |
| HRFormer-B  | 50.3      | 13.7   | 82.8            | NeurIPS21       |
| CoaT-Lite S | 20.0      | 4.0    | 81.9            | ICCV21          |
| **MPViT-S** | 22.8      | 4.7    | **83.0 (+1.1)** | **ICCV21**      |

| Model       | Param.(M) | GFLOPs | Top-1 Reference |
|-------------|-----------|--------|----------------|
| ResNet-50   | 13.2      | 4.1    | 76.1            | CVPR16          |
| PVT-L       | 14.1      | 3.8    | 79.8            | NeurIPS21       |
| DeiT-B/16   | 86.6      | 17.6   | 81.8            | ICML21          |
| XCI-T/24/16 | 84.0      | 16.2   | 82.7            | NeurIPS21       |
| Twins-SVT-B | 56.0      | 8.3    | 83.1            | NeurIPS21       |
| Swin-S      | 49.6      | 8.7    | 83.1            | ICCV21          |
| Swin-SVT-L  | 39.2      | 14.8   | 83.3            | NeurIPS21       |
| Swin-B      | 88.0      | 15.4   | 83.3            | ICCV21          |
| XCI-T/12/8  | 26.0      | 18.9   | 83.4            | NeurIPS21       |
| Focal-S     | 51.1      | 9.1    | 83.5            | ICCV21          |
| XCI-T24/8   | 84.0      | 63.9   | 83.7            | NeurIPS21       |
| Focal-B     | 89.8      | 16.0   | 83.8            | NeurIPS21       |
| XCI-T24/8   | 48.0      | 36.0   | 83.9            | NeurIPS21       |
| Swin-T      | 29.0      | 4.5    | 81.3            | ICCV21          |
| DeiT-S/16   | 22.1      | 4.6    | 79.9            | NeurIPS21       |
| PVT-S       | 24.5      | 3.8    | 79.8            | ICCV21          |
| ResNet-18   | 11.7      | 1.8    | 69.8            | CVPR16          |
| **MPViT-XS**| 22.8      | 4.7    | **83.0 (+1.1)** | **ICCV21**      |

Table 8. Full comparison on ImageNet-1K classification.
Figure 5. Performance comparisons with respect to FLOPs and model parameters on ImageNet-1K classification. These models are trained with $224 \times 224$ single-crop. For fair comparison, we do not include models that are distilled [50] or use $384 \times 384$ resolution.

Object detection and Instance segmentation. For fair comparison, we follow the training recipe as in CoaT [65] and Swin Transformer [37] for RetinaNet [35] and Mask R-CNN [22]. Specifically, we train all models for $3 \times$ schedule (36 epochs) [22,61] with multi-scale inputs (MS) [5,45] which resizes the input such that the shorter side is between 480 and 800 while the longer side is at most 1333. We use the AdamW [38] optimizer, a weight decay of 0.05, a batch size of 16, and an initial learning rate of 0.0001 which is decayed by $10 \times$ at epochs 27 and 33. We set stochastic depth drop rates [27] to 0.1, 0.1, 0.2, and 0.4 for Tiny, XSmall, Small, and Base, respectively. We implement all models based on the detectron2 library [61].

Semantic segmentation. Following the same training recipe as in Swin Transformer [37] and XCiT [17], we deploy UperNet [62] with the AdamW [38] optimizer, a weight decay of 0.01, an initial learning rate of $6 \times 10^{-5}$ which is scaled using a linear learning rate decay, and linear warmup of 1,500 iterations. We train models for 160K iterations with a batch size of 16 and an input size of $512 \times 512$. We use the same data augmentations as [11, 37], utilizing random horizontal flipping, a random re-scaling ratio in the range $[0,5, 2.0]$ and random photometric distortions. We set stochastic depth drop rates [27] to 0.2 and 0.4 for Small and Base, respectively. We implement all models based on the mmseg library [11].

A.2. More Experimental Analysis

ImageNet classification. We provide a full summary of comparisons on ImageNet-1K classification in Table 8 by adding more recent Vision Transformers including ViL [71], TnT [21], ViTAE [66], HRFormer [69], and Twins [10]. We can observe that MPViTs consistently achieve state-the-art performance compared to SOTA models with similar model capacity. Notably, the smaller MPViT variants often outperform their larger baseline counterparts even when the baselines use significantly more parameters, as shown in Table 8 and Fig. 5 (right). Furthermore, Fig. 5 demonstrates that MPViT is a more efficient and effective Vision Transformer architecture in terms of computation and model parameters.

Deformable-DETR. Additionally, we compare our MPViT-Small with baselines, CoaT-Lite Small [65] and CoaT Small [65], on the Deformable DETR (DD) [74]. For fair comparison, we train MPViT for 50 epochs with the same training recipe2 as in CoaT [65]. We use the AdamW [38] optimizer with a batch size of 16, a weight decay of $10^{-4}$, and an initial learning rate of $2 \times 10^{-4}$, which is decayed by a factor of 10 at 40 epoch. Tab. 9 shows results comparing with CoaT-Lite Small and CoaT Small. MPViT-Small improves over both CoaT-Lite Small and CoaT Small. Notably, MPViT achieves a larger gain in small object AP ($1.5\%$ $AP_S$) as compared to others (i.e., $AP_M$ or $AP_L$).

COCO with $1 \times$ schedule. In addition to the $3 \times$ schedule + multi-scale (MS) setting, we also evaluate MPViT

| Backbone       | $AP$ | $AP_{50}$ | $AP_{75}$ | $AP_M$ | $AP_L$ |
|----------------|------|-----------|-----------|--------|--------|
| ResNet-50 [23] | 44.5 | 63.7      | 48.7      | 26.8   | 47.6   |
| CoaT-Lite small [65] | 47.0 | 66.5      | 51.2      | 28.8   | 50.3   |
| CoaT Small [65]  | 48.4 | 68.5      | 52.4      | 30.2   | 51.8   |
| MPViT-Small      | 49.0 | 68.7      | 53.7      | 31.7   | 52.4   |

Table 9. COCO Object Detection results on Deformable DETR [74]. These all models are trained using the same code-base.

---

2https://github.com/mlpc-ucsd/CoaT/tree/main/tasks/Deformable-DETR
Table 10. COCO detection and instance segmentation with RetinaNet [35] and Mask R-CNN [22]. Models are trained for 1× schedule [61] with single-scale training inputs. All backbones are pretrained on ImageNet-1K. We omit models pretrained on larger-datasets (e.g., ImageNet-21K). The GFLOPs are measured at resolution 800 × 1280. Mask R-CNN’s parameters/FLOPs are followed by RetinaNet in parentheses.

on RetinaNet [35] and Mask R-CNN [22] with 1× schedule (12 epochs) [61] using single-scale inputs. Tab. 10 shows result comparisons with state-of-the-art methods. In the results of 3× schedule + multi-scale (MS), we can also observe that MPViTs consistently outperform on both RetinaNet and Mask R-CNN. We note that MPViTs surpass the most recent improved PVTv2 [57] models.

A.3. More Qualitative Results

Visualization of Attention Maps. As shown in Eq. (4), the factorized self-attention in [65] first extracts channel-wise attention softmax($K$) by applying a softmax over spatial dimensions (x, y). Then, $\text{softmax}(K)^TV$ is computed as below:

$$
(\text{softmax}(K)^TV)(c_i, c_j) = \sum_{(x,y)} \text{softmax}(K)(x, y, c_j)V(x, y, c_j), \quad (5)
$$

where $x$ and $y$ are position of tokens. $c_i$ and $c_j$ indicate channel indices of $K$ and $V$, respectively. It can be interpreted as multiplying $V$ by the channel-wise spatial attention in a pixel-wise manner followed by the sum over spatial dimension. In other words, $\text{softmax}(K)^TV$ represents the weighted sum of $V$ where the weight of each position $(x, y)$ is the channel-wise spatial attention. Therefore, to obtain the importance of each position, we employ the mean of $\text{softmax}(K)$ over the channel dimension, resulting in spatial attention. Then, the spatial attention is overlaid to the original input image for better visualization, as shown in Fig. 6. In detail, we resize the spatial attention to the size of the original image, normalize the value to [0,1], and then multiply the attention map by the image.

To validate the effectiveness of our attention map qualitatively, we compare attention maps of MPViT and CoaT-Lite [65] in Fig. 6. We compare the attention maps of each method generated from the 4th stage in the same way. For a fair comparison, we pick the best qualitative attention map of each method since both CoaT-Lite and MPViT have eight heads for each layer. Furthermore, we visualize attention maps extracted from all three paths of MPViT to observe the individual effects of each path.

As mentioned in Section 5, the three paths of MPViT can capture objects of varying sizes due to the multi-scale embedding of MPViT as the similar effect of multiple receptive fields. In other words, path-1 concentrates on small objects or textures while path-3 focuses on large objects or high-level semantic concepts. We support this intuition by observing more examples shown in Fig. 6. Attention maps of path-1 (3rd column) capture small objects such as small ducks (4th row), an orange (5th row), a small ball (6th row), and an antelope (8th row). In addition, since path-1 also captures textures due to a smaller receptive field, a relatively low level of attention is present in the background. In contrast, we can observe different behavior for path-3, which can be seen in the rightmost column. Path-3 accentuates large objects while suppressing the background and smaller objects. For example, the ducks (4th row), orange (5th row), and ball (8th row) are masked out in the rightmost
column since path-3 concentrates on larger objects. The attention maps of path-2 (4th column) showcase the changing behavior between paths-1 and 3 since the scale of path-2 is in-between the scales of paths-1 and 3, and accordingly, the attention maps also begin to transition from smaller to larger objects. In other words, although the attention map of path-2 attends similar regions as path-1, it is also more likely to emphasize larger objects, as path-3 does. For example, in the last row, path-2 attends to similar regions as path-1 while emphasizing the large giraffes more than path-1. Therefore, although the three paths independently deal with different scales, they act in a complementary manner, which is beneficial for dense prediction tasks.

Since Coat-Lite has a single-path architecture, the singular path needs to deal with objects of varying sizes. Therefore, attention maps from Coat-Lite (2nd column) simultaneously attend to large and small objects, as shown in the 4th row. However, it is difficult to capture all objects with a single path, as Coat-Lite misses the orange (5th row) and ball (7th row). In addition, Coat-Lite cannot capture object boundaries as precisely as path-3 of MPViT since path-3 need not attend to small objects or textures. As a result, MPViT shows superior results compared to Coat-Lite on classification, detection, and segmentation tasks.

**Failure case.** In order to verify the effects of attention from a different perspective, we further analyze failure cases on the ImageNet validation images. We show attention maps of each path corresponding to the input image along with the ground truth and the predicted labels of MPViT in Fig. 7. For example, in the first row, the ground truth of the input image is a forklift, while the predicted label is a trailer truck. Although the attention map from path-1 places light emphasis on the forklift, the attention maps from all paths commonly accentuate the trailer truck rather than the forklift, which leads to classifying the image as a trailer truck and not a forklift. Other classification results in Fig. 7 fail in similar circumstances, except for the last row. In the last row, MPViTs attention maps correctly capture the beer bottle. However, the attention maps also attend to the face near the bottle. Therefore, the bottle is misunderstood as a microphone since the image of “drinking a bottle of beer” and “using a microphone” are semantically similar. From the above, we can observe that the attention maps and the predicted results are highly correlated.
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