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Abstract

In power systems, control, system operations are an important and difficult task by enhancing the power systems' security. An enhancement of the security system is done by the optimal location selection of the Flexible Alternating Current Transmission System (FACTS) devices, for instance, Unified Power Flow Controller (UPFC), Thyristor-Controlled Series Capacitor (TCSC), Interlink Power Flow Controller (IPFC), and Static VAR Compensator (SVC). Therefore, the Atom Search Algorithm (ASO) is utilized to compute the precise optimal placement of the FACTS device. FACTS devices must be in the correct location on the power system to improve system safety. The performances are evaluated by severity index, Line Overload Sensitivity Index (LOSI), voltage, voltage deviation, power loss, fitness function, and the fuel cost with the IEEE 30, IEEE 118, and IEEE 300 bus system. To validate the proposed methodology, it is contrasted with the conventional techniques like Dragonfly Algorithm (DA), Whale Optimization Algorithm (WOA), Jaya, Flower Pollination Algorithm (FPA), Grey Wolf Algorithm (GWA), and the Jaya Flower Pollination (JA-FPA) systems.
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1. Introduction

In the power networks, the complex systems increase because of dynamic load variations and load demand increase that surely affects the transmission lines. In these conditions, the power system may affect underloaded or overloaded conditions [1, 27]. These underloaded and overloaded conditions are failed to maintain the proper security concern in the power system. The power system security is an essential task towards maintaining the system firmness and authenticity conditions [2]. The stable conditions are maintained by reducing or maintaining the overload and underload scenarios in the power system. The system's security may collapse due to bus voltage violations, system variation conditions, and line overloading conditions. Therefore, dynamic safety analysis is important due to the system's constantly changing operating conditions [3]. Risk-Based Security Constrained Optimal Power Flow (RBOPF) is considered the system to manage the power system's security. The RBOPF should be solved for enabling power system security improvement. To improve security and stable operation in the power system, the power flow [4, 26].

Optimal power flow can be solved by various FACTS techniques and devices, which certainly allow safety restrictions in the power system. System security is guaranteed by the optimal placement of the FACTS device in the system, for example, SVC, TCSC [6], Thyristor-Controlled Phase-Shifting Transformer (TCPST), Static Synchronous Compensator (STATCOM) [5], UPFC [7] Thyristor-Controlled Voltage Regulator.
(TCVR), and IPFC [8]. The FACTS devices should provide the highest advantage to power networks for maintaining stability and security constraints. In the power system, to maintain stability and security constraints, FACTS device placement is an essential task which high complex system [9]. The FACTS devices are located in the system by checking objective functions. Once they met their objective functions and constraints limits [10, 25], the FACTS device will be placed in the power system, which completely enhances security and stability problems [29-34].

The FACTS device placement is achieved using four methods: hybrid methods, meta-heuristic methods, conventional optimization methods, arithmetic programming, and analytic methods. The meta-heuristic methods are the well-established method to achieve the best results in the FACTS device placement and location in the power system [35-39]. The FACTS device's optimal placement is achieved considering safety restrictions [11, 28], static constraints, inequality, dynamic constraints, and nonequality constraints in the power system. The constraints are important in security enhancement, such as demand limits, power flow equations, power loss equation, transmission line thermal limits, FACTS devices ratings, reactive power, active power [12], bus voltage, and power balance equations. Many numerous meta-heuristic approaches are utilized to compute the FACTS devices, optimal allocation of in the power system to enhance security, and stability conditions, such as Particle Swarm Optimization (PSO), FA Genetic Algorithm (GA), GWO, and WOA, respectively. These methods may fail to attain the best convergence for selecting the optimal placement of FACTS in a power system [40-43].

2. Related works

Many different methods are available to improve the security of the system and stability. Some of the works are reviewed in this section. Muhammad Nadeem et al. [13] have presented WOA for enhancing the stability problem by optimal FACTS location, for instance, UPFC, TCSC, and SVC. Optimal positioning of these FACTS devices is achieved by using WOA and implementing a system to reduce operating costs, including the cost of FACTS devices and active power loss. The presented method was validated with the consideration of IEEE 30 and the IEEE 14 bus system. The projected method was contrasted with PSO and GA. However, this method was not considered security constraints. Ayman alhejji et al. [14] have presented the Adaptive Grasshopper Optimization Algorithm (AGOA) to maintain system stability. The system power flow operation was enhanced by placing the Center Node Unified Power Flow Controller (C-UPFC). The device is located on the power grid, mainly on the transmission line, which improves independent voltage regulation, also the regulation of current flow. The presented method was implemented in spiral path formulation in search agents and levy flight distribution in the conventional grasshopper algorithm [44-46]. The projected method was validated by using IEEE 26, IEEE 57, and IEEE 30 bus systems. But, significant objectives of cost function were not taken in the system.

B. Vijayakumar et al. [15] have presented Runner Root Algorithm (RRA) with Chaotic Krill Herd (CKH) to improve the stable operation in the system. The projected method has been implemented with a combination of RRA and CKH so, it was named as CKHRA method. The presented method has been utilized to find the optimal location of UPFC in the transmission line when required by the FACTS device to reduce the power loss of the system. Two different objective functions were considered to maintain stable operation in the system. The low level of voltage deviation is also used to improve the stable operation. The presented method was employed in IEEE 30 and IEEE 14 bus systems. However, a hybrid technique was consuming a large time to provide the optimal location in the system.

Thang Trung Nguyen et al. [16] have presented a multi-objective genetic algorithm to recover the steady and dependable power system function. The support of a genetic algorithm achieved the multi-objective function. The offered technique was verified on the IEEE 30 system. It was then contrasted with a previously designed method such as Mixed Integer Non-Linear Program (MINLP), Differential Evolution (DE), and PSO. And, achieved outcomes provide fast convergence as well as accuracy in the proposed method. However, it was working with fast convergence but may be trapped in convergence. Partha P. Biswas et al. [17] have obtainable Success History-Based Adaptive Differential Evolution (SHADE) to solve power flow problems by optimizing FACTS devices. The presented approach was considered different objective functions such as reserve cost, penalty cost, direct cost, and thermal generation cost. In this method, the constraints were achieved with the Feasible Solutions (FS) method's superiority. However, this method does not consider the security constraints when checking the OPF power system issues [47-49].

The residual portion of the paper is rearranged as shadows. The proposed system model, along with its objectives and constraints, are presented in section 3. Additionally, it provides information related to optimization objective functions in a power system. The objective functions and security constraints details are explained in the sub-section of 3. The performance evaluation of the proposed methodology with simulation outcomes is obtainable in segment 5. The conclusion of the investigation related to security enhancement in the power system is presented in section 6.

3. Proposed System model for security enhancement

Recently, power system management, control, and system operations are considered the main difficult task by
enhancing the system's reliability, security, and stability. Failure and generator outage may happen during system operation conditions due to the system's failure. Other issues also happen, which completely collapse the security of the system. Hence, security enhancement is considered as the main motive of this research in the power system. The security of the system is enhanced through the location of FACTS devices in line transmission. Considered the four types of FACTS devices in the system to enable the system's security and reliability, such as UPFC, TCSC, SVC, and IPFC. When placing the suitable FACTS device in the transmission line, it surely degrades the stability issues and ensures security enhancements. The FACTS device placement mainly considers different types of objective functions such as power loss, voltage deviation, the investment cost of FACTS devices, fuel cost, severity index, and LOSI. Based on the objective functions, the best location of FACTS in the bus system is computed. The optimal selection is attained with the help of the ASO algorithm. This algorithm surely provides the greatest optimal placement of FACTS devices to improve the power flow with security constraints. The modeling of the FACTS is offered in the following segment.

3.1. Modelling of FACT devices

The research's main motive is to discover the optimal location of FACTS in the power system for reducing power loss and other objective functions. To attain the objective functions, the ASO algorithm is utilized. The optimal location of the FACTS device requires the knowledge of the modeling part. The mathematical modeling of selected FACTS devices is presented as follows.

3.1.1. UPFC

Gyugyi developed the UPFC in 1992, which used to enable the power flow of the system. The UPFC can change the power system's complete variables like angle, impedance, and voltage inside of buses, which changes the power system's power flow, especially in a transmission line. In the power system, it can be connected parallel and series in their transmission line. Hence, the UPFC device should use for both parallel and series compensators. Additionally, UPFC can control complete variables. But, the cost function of UPFC is considerable to use in the power system. In a system, the voltage compensation is required means, UPFC is best economical with their parallel compensators [20].

Additionally, if required the line impedances, the series compensator of UPFC is the best choice in the system. Finally, the UPFC has three-phase controllable bridges to switch power in the complete bus system. From figure 1, the modeling of UPFC is illustrated.

\[ P_{ij} = V_i \angle \theta_i - V_j \angle \theta_j \]  \[ Q_{ij} = V_i \angle \theta_i - V_j \angle \theta_j \]  \[ P_{se} = P_{sh} \]  \[ Q_{se} = Q_{sh} \]

The general design of UPFC structure developed among buses \( i \) and \( j \) respectively. The series and shunt controller are used to maintain a stable operation in a power system. In the UPFC, converter related by the transformer described with impedance such as load impedance, generator side impedance, shunt impedance, and series impedance [21]. The mentioned terms are need for enabling power flow operation in the system. The system power flow is enabled with the operation of series as well as shunt controller which formulated as follows, 

\[ P_{sh} + jQ_{sh} = V_{sh} \angle \theta_{sh} \]  \[ P_{ij} + jQ_{ij} = V_i \angle \theta_i - V_j \angle \theta_j \]  \[ Z_{se} \]

Where, \( V_i \angle \theta_i \) and \( V_j \angle \theta_j \) is labelled as voltage phase \( i \) and \( j \), \( V_{se} \angle \theta_{se} \) can be denoted as a voltage of series converter in UPFC, \( V_{sh} \angle \theta_{sh} \) it denotes as a voltage of shunt converter in UPFC, \( Q_{ij} \) can be described as series converter reactive power flow in UPFC, \( P_{ij} \) can be described as shunt converter power flow in UPFC, \( Q_{sh} \) is described as shunt converter reactive power in UPFC and \( P_{sh} \) is described as series converter real power in UPFC.

The UPFC series and shunt converter surely enhance the system's optimal power flow through active power exchanges. And, active power exchange has happened in the system through the dc link. The UPFC constraints are mathematically formulated as follows, 

\[ P_{se} - P_{sh} = 0 \]  \[ P_{se} = \text{re}(V_{se}^* I_{ij}) \]  \[ P_{sh} = \text{re}(V_{sh}^* I_{ij}) \]  \[ Z_{se} \]  \[ Z_{sh} \]

Where, \( P_{se} \) and \( P_{sh} \) can be described as exchange power of series and shunt converter in UPFC which attained with the consideration of dc-link capacitor.

TCSC

TCSC is designed with a capacitor bank connected in parallel to the thyristor. TCSC should be connected in a series manner in the transmission line. The TCSC reactance is mathematically formulated as follows,
The thyristor’s firing angle $X^l$ can be described as the reactor’s reactance, $X^C$ can be described as the capacitor’s reactance [22]. The TCSC rating is installed, which considers as independent parameters and formulated as follows,

$$X^{TSC} = \frac{X^C \times X^l}{\pi \left[2(\pi - \alpha) + \sin(2\alpha)\right] - X^l}$$  \hspace{1cm} (4)$$

The mathematical formulation of IPFC is presented as follows,

$$P^{ij} = (V^{ij})^2 X_{ii} - \sum_{j=1}^{N} V^{ij} V^{ji} (X_{ij} \cos \theta_{ij} - Y_{ij} \sin \theta_{ij}) + \sum_{j=1}^{N} V_{seij} (X_{ij} \cos (\theta_{ij} - \theta_{seij}) - Y_{ij} \sin (\theta_{ij} - \theta_{seij}))$$  \hspace{1cm} (9)$$

$$Q^{ij} = (V^{ij})^2 Y_{ii} - \sum_{j=1}^{N} V^{ij} V^{ji} (X_{ij} \sin \theta_{ij} - Y_{ij} \cos \theta_{ij}) + \sum_{j=1}^{N} V_{seij} (X_{ij} \cos (\theta_{ij} - \theta_{seij}) - Y_{ij} \sin (\theta_{ij} - \theta_{seij}))$$  \hspace{1cm} (10)$$

In this part, the multi-objective function’s main necessity is to minimize or decrease actual real power loss, voltage deviation, severity index, LOSI, investment costs, fuel costs, and constraints with the employed technique. The used ASA algorithm obtains this. The objective function illustrates the proceeding equation (13),

$$[f] = \min f_1 + f_2 + f_3 + f_4 + f_5$$  \hspace{1cm} (13)$$

Where $f_1, f_2, f_3, f_4, f_5$ characterizes the objective function 1, 2, 3, 4, 5, and $f$ symbolizes the objective function.
preliminary objective function in the transmission line which is given in the below equation (14),

\[ f_1 = p_{loss} = \sum_{k \neq i=1}^{n_{\text{line}}} X_{kj} \left[ (V^k)^2 + (V^j)^2 - 2V^kV^j\cos(\delta_k - \delta_j) \right] \]  

(14)

Where \( \delta_k \) and \( \delta_j \) can be described as the angles of bus k also j, \( V^k \) and \( V^j \) represents voltages of the bus k and j, \( X_{kj} \) mentions the conductance among the bus k and j, \( n_{\text{line}} \) is the complete count of transmission lines also real power is indicated by \( P_{\text{loss}} \).

3.2.2. Voltage deviation

In this section, the minimization of the variation of the load buses is carried out by the use of magnitude voltage which is illustrated in the given equation (15),

\[ f_2 = \nu^{\text{dev}} = \sum_{i=1}^{n^1} |V^i - V^*|^2 \]  

(15)

Where, \( V^*_i \) is fixed as 1.0 p. u, and \( V^i \) corresponds the voltage magnitude current parameter at the ith load bus, the insignificant value of the magnitude voltage can be given by \( V^i \), \( n^1 \) represents the load buses.

3.2.3. Severity index

In this phase, minimizing the severity index of the system is done out. The function of the severity index is performed by the below-given equation (16),

\[ f_3 = si = \sum_{L \in \mathcal{L}_o} \left( \frac{S^i_{L}}{S^\text{max}_L} \right)^2 \]  

(16)

Where M represents the integer r exponent = 1, which is assumed, the overload lines set is mentioned as \( L_0 \), \( S^\text{max}_L \) stands for the line rating, \( S^i_L \) denotes the inline flow 1(MVA).

3.2.4. LOSI

In this phase, the Line overload sensitivity index (LOSI) can be introduced to detect the best place of UPFC, and thus this LOSI intended for every of the transmission lines is evaluated below certain contingencies. By consideration of several contingencies ‘Nc’, adding the flow of power in a line-i, and thus the LOSI parameter for a line i can be computed and formula for the calculation of LOSI intended for a presented load scenario is given by the following equation (17),

\[ \text{LOSI}_i^{bl} = \sum_{n=1}^{n_c} \left( \frac{S^i_n}{S^\text{max}_i} \right) \]  

(17)

Where the largest power flows in line-i and contingency flows of power can be represented by \( S^\text{max}_i, S^n_i \).

3.2.5. Investment cost:

In the point of investment cost, one of the main objective functions of the FACTS appliances is the investment costs such as IPFC, UPFC, and the STATCOM in terms of ($/h) which is mean evaluated by the following equation (18),

\[ f_5 = \text{cost}^{\text{STATCOM}} + \text{cost}^{\text{UPFC}} + \text{cost}^{\text{IPFC}} \]  

(18)

Where,

\[ \text{cost}^{\text{STATCOM}} = 0.0003 S^2 - 0.3051S + 127.38 \]

\[ \text{cost}^{\text{UPFC}} = 0.0003 S^2 - 0.026911S + 188.22 \]

\[ \text{cost}^{\text{IPFC}} = \text{cost}^{\text{IPPCA}} + \text{cost}^{\text{IPPCB}} \]

\[ \text{cost}^{\text{IPPCA}} = 0.00015S^2 - 0.01345S + 94.11 \]

\[ \text{cost}^{\text{IPPCB}} = 0.00015S^2 - 0.01345S + 94.11 \]

\[ S = |R_2| - |R_1| \]

\[ S_i = |R_{i2}| - |R_{i1}| \]

\[ S_j = |R_{j2}| - |R_{j1}| \]

Where i implies both before and subsequent for setting up the IPFC in the MVAR, \( R_{i2} \) and \( R_{i2} \) represents the reactive flow of power in line, the converters linked to bus i and j cost function is determined by \( S_{ik}, S^\text{max}_i \) symbolizes the reactive flow power in the line prior for setting up the FACTS in the MVAR, \( R_2 \) indicates the reactive power flow in the subsequent line towards setting up FACTS the MVAR.

3.2.6. Fuel cost

In this stage, fuel cost minimization is performed in the generator. The generator fuel cost principle represents the convex fuel cost functions involved by the quadratic cost. The quadratic fuel costs functions in the generating units are demonstrated in equation (19) which is as given below,
\[ f_g = \text{mincost}^f(X) = \sum_{i=1}^{n_g} [A^i (p^g)^2 + B^i p^g + C^i] \]

Where \( \mathbf{b}^g \) corresponds the \( i \)th generator limit of the active power generator, \( i \)th generator fuel costs coefficients are given by \( A^i, B^i, C^i \), \( i \) denotes the bus number index, and the number of generators is described by \( n_G \).

### 3.3. Constraints

The projected optimization equality and inequality constraints issue is tackled successfully utilizing the following constraints: FACTS device limits, Reactive power generation limits, Real power generation limits, security constraints, voltage constraints, and load flow constraints.

#### 3.3.1. FACTS device limits:

The FACTS device limits are revealed in the equation (20) given below,

\[
\begin{align*}
    x_f^\text{min} & \leq x_f \leq x_f^\text{max} \\
    v_r^\text{min} & \leq v_r \leq v_r^\text{max} \\
    v_c^\text{min} & \leq v_c \leq v_c^\text{max} \\
    \delta_v^\text{min} & \leq \delta_v \leq \delta_v^\text{max} \\
    \delta_c^\text{min} & \leq \delta_c \leq \delta_c^\text{max}
\end{align*}
\]

Where \( X_f \) determines the reactance of \( q^{\text{max}}_g \) and FACTS devices.

#### 3.3.2. Reactive power generation limits

The reactive power generation boundaries are effectively demonstrated in the following equation (21)

\[ q_{gi}^\text{min} \leq q_{gi,T} \leq q_{gi}^\text{max}, \quad g_i \in n_g \]

Where, \( n_g \) denotes the number of generator buses, the maximum and the maximum bounds for the generation of reactive power for unit \( i \) are determined \( q_{gi}^\text{min} \), \( q_{gi}^\text{max} \).

#### 3.3.3. Real power generation limits

The real power generation limits are illustrated by the equation (22), which is given as follows

\[ p_{gi}^\text{min} \leq p_{gi,T} \leq p_{gi}^\text{max}, \quad g_i \in n_g \]

Where \( n_g \) implies the number of generator buses.

#### 3.3.4. Security constraints:

The security constraints are determined in equations (23) and (24)

\[ (V^i)^{\text{min}} \leq V^i \leq (V^i)^{\text{max}}, \quad i \in n_{\text{bus}-1} \]

\[ |bf^{i,(T)}| \leq (bf^i)^{\text{max}}, \quad i \in n_{\text{bus}} \]

Where \((bf^i)^{\text{max}}\) illustrates the maximum limits for the power flow branch \( i \) (MVA), \( bf^{i,(T)} \) symbolizes the branch flow of power at \( i \) time \( t \) (MVA), the number of buses excluding the slack bus is characterized by \( n_{\text{bus}}, n_{\text{bus}-1} \).

#### 3.3.5. Voltage constraints:

The given equation (25) defines the magnitude voltage limits at all the buses,

\[ (V^i)^{\text{min}} \leq V^i \leq (V^i)^{\text{max}}, \quad i = 1, 2, \ldots, n_{\text{bus}} \]

#### 3.3.6. Load flow constraints:

The load flow constraints are duly performed in the below-given equation (26)

\[ q_i - V_i \sum_{j=1}^{n_{\text{bus}}} V_j (X_{ij} \sin \theta_{ij} - Y_{ij} \cos \theta_{ij}) = 0, \quad i = 1, 2, \ldots, n_{pq} \]

\[ p_i - V_i \sum_{j=1}^{n_{\text{bus}}} V_j (X_{ij} \cos \theta_{ij} + Y_{ij} \sin \theta_{ij}) = 0, \quad i = 1, 2, \ldots, n_{\text{bus}-1} \]

Where the number of buses is given by \( n_{pq} \).

### 3.4. Atom Search Optimization to select the optimal location of FACT devices

Every substance is composed of an infinite number of atoms which moves in all directions at all time. This part introduces a new optimization algorithm called ASO, enthused with the consideration of molecular subtleties. Each atom has a definite distance between them, and according to that, the atoms attract or repel each other. This motivates the brighter atoms to forward towards the weightier ones [18]. A mathematical algorithm is acquired by the atoms’ movement known as Atom Search Algorithm (ASA). These such atoms move with an acceleration such as given,

\[ A = \frac{(\bar{f} + g_i)}{M_i} \]
A represents the acceleration of atoms' movement, $M_i$ represents the atom's mass, $g_i$ represents the constraint force of the atom, and $f_i$ represents the interaction of force. Depending on the total force of the atom, a group of atoms can be designated to be the best group in the $d$th dimension to improve the exploration of atoms, and it is given by,

$$X^d(o) = \sum_{j \in K_{best}} X^d_{ij}(o)$$

(28)

where $K_{best}$ is the best atom that was selected.

In the best atom and the population, between every atom, there is a covalent bond in which a constraint force is subjected in each atom that consequences after the finest atom at each iteration in the algorithm and thus this restraint force is given as,

$$\theta_i(y) = \left[ |a_i(y) - a_{best}(y)|^2 - b_{i,best}^2 \right]$$

(29)

The constant length of the bond between the best one and the $i$th atom $a_{best}(y)$ represents the optimal atom's location at the iteration ($y$). Thus, the constraint force on an $i$th atom is determined by

$$H^d_i(x) = \lambda (x) \left( a^d_{best}(x) - a^d_i(x) \right)$$

(30)

Where $\lambda (x)$ acts as a Lagrangian multiplier.

$$\lambda (x) = \beta e^{-\frac{||x||^2}{\tau}}$$

(31)

where $\beta$ represents the weight of the multiplier. Then, the fitness value can be given by,

$$fit_{best}(x) = \min fit_i(x)$$

(32)

Where $i$ denotes the order of the atom in the population.

To enhance and enhance the atom's exploration in the projected algorithm, the atoms in the initial iterations stab to interrelate with numerous additional particles with its nationals consume healthier suitability value [19]. At the last iterations, to increase the exploitation, the atoms interrelate with fewer nationals' atoms with healthier suitability values.

4. Performance evaluation

Our proposed method's performance evaluation is evaluated in this part, and the case scenarios with their graphs are verified. The proposed methodology has been utilized to enhance the security system and identify the FACTS devices' optimal placement in the power system. The categories of FACTS devices that can be assumed are UPFC, TCSC, SVC, and IPFC. The transmission line that has the maximum and reactive power executes these FACT appliances. By selecting the line that carries the large reactive power, the FACT appliances' exact location is picked out. The exact location is selected for the FACT devices such as UPFC, TCSC, SVC, and IPFC with IEEE 30, IEEE 118, IEEE 300. The implemented Atom Search Algorithm is effectively executed on the IEEE 30 and IEEE 118.

Additionally, IEEE 300 depends on the optimization technique employed elegantly, which is utilized to access the optimum magnitude of FACTS appliances at pre-set locations. The system performances are performed both with and without FACT appliances. The proposed novel technique is compared with existing techniques such as GWO, WOA, DA, FPA, Jaya, JA-FPA. Table 1 implies the proposed technique performance factors with that of the existing techniques mentioned.

| Method   | Description          | Parameters |
|----------|----------------------|------------|
| ASA      | Iteration            | 100        |
|          | Population           | 50         |
|          | Multiple weight      | 0.5        |
|          | Depth weight         | 10         |
| GWO      | Number of search agents | 30   |
|          | Maximum iteration    | 100        |
|          | Dimension            | 5          |
| FPA      | Maximum iteration    | 200        |
|          | Switching probability (P) | 0.6 |
|          | No. of runs          | 30         |

4.1. Case 1:

Performance Analysis of the IEEE 30 bus system

In this segment, the efficiency of the proposed technique is executed by including various tests is analyzed. In this work, towards improving the system's security and identifying an optimal location or position for the FACTS devices with the utilization of our proposed system. The FACTS devices are such as UPFC, TCSC, SVC, IPFC. The proposed technique is performed with IEEE 30 bus system to analyze the performance of the objective functions such as severity index, LOSI, voltage, voltage deviation, power loss, fitness, and fuel cost are evaluated and contrasted with that of the proposed system. Figure 2 depicts the basic structure of the IEEE 30 bus system, as in table 2.
Figure 2. Basic structure of the IEEE 30 bus system

Table 2. IEEE 30 bus system generator and cost coefficients

| Generator bus no | 1   | 2   | 5   | 8   | 11  | 13  |
|------------------|-----|-----|-----|-----|-----|-----|
| $P_c^{min}$ MW   | 50  | 20  | 15  | 10  | 10  | 12  |
| $P_c^{max}$ MW   | 200 | 80  | 50  | 35  | 30  | 40  |
| Fuel cost coefficients | | | | | | |
| $\alpha_i$       | 0.00| 0.00| 0.00| 0.00| 0.00| 0.00|
| $b_i$            | 2.00| 1.75| 1.00| 3.25| 3.00| 3.00|
| $c_i$            | 38  | 0.01| 0.06| 0.00| 0.02| 0.02|

Figure 3. Analysis of Severity index

Figure 4. Analysis of LOSI

Figure 5. Analysis of voltage

Figure 6. Analysis of voltage deviation
From the graphs plotted analysis, it is clear that from figure 3, the proposed system severity index attains 0.03 as the higher value at bus no.10 and the least value as 0.01 in bus no.0-10 in IEEE 30 bus system. With figure 4, LOSI analysis is obtained, and thus, the highest value attained is 0.5 in between the bus no.15-20, and the lowest value obtained is 0 from bus no. 0-9 at IEEE 30 bus system. From figure 5, the voltage analysis is achieved as the high value of 0.092 in bus no.27, and the low value is attained at 0.02 from bus no.3-9 at IEEE 30 bus system. The voltage deviation analysis attains the high value as 360 in bus no.0 while the low value as 340 in bus no.30 at IEEE 30 bus system is presented in Figure 6. Figure 7 illustrates the analysis of power loss in which 0.15 in bus no.27 is the highest value when the lowest value is 0.01 in bus no.5 at IEEE 30 bus system. The fitness function evaluation is demonstrated in figure 8, in which the higher value is 104 at iteration 0, while the lower value is 10-4 at iteration 1000 at IEEE 30 bus system. Figure 9 helps analyze fuel cost in which the high value attained is 5500 at bus no.27 while the low value attained is 750 in bus no.5 at IEEE 30 bus system. With the graphs plotted and the comparative analysis obtained, the proposed system attains 100 at iterations 20. In contrast, the existing system JA-FPA attained the cost is 140 at the iterations 65, the Jaya system attained cost was 137 at the iterations 50 when the FPA system attained the cost is 140 at iterations 98, the DA system attained the cost of 140 at the iterations 5, the WOA system attained the cost value of 140 at iterations 99. Thus with the above analysis, it is concluded that the proposed system has the least cost parameters when contrasted with that of the other conventional systems such as JA-FPA, Jaya, FPA, DA, WOA, and the GWA systems, as in figure 10.

4.2. Case 2: Analysis of IEEE 118 bus system.

This section is presented the performance analysis of the IEEE 118 bus system is evaluated and verified. The
efficiency of the proposed method is executed by including various tests is analyzed. In this work, to improve system security, we also identify an optimal location or position for the FACTS devices to utilize our proposed system. The FACTS devices are UPFC, TCSC, IPFC, SVC. The proposed technique is performed with an IEEE 118 bus system intended to analyze objective functions such as severity index, LOSI, voltage, voltage deviation, power loss, fitness function, and fuel cost are evaluated and contrasted with that of the proposed system.

**Figure 11. Analysis of Severity index**

**Figure 12. Analysis of LOSI**

**Figure 13. Analysis of Voltage**

**Figure 14. Analysis of Voltage deviation**

**Figure 15. Analysis of Power loss**

**Figure 16. Analysis of Fitness function**
In contrast, the existing system JA-FPA attained the cost is 67 at the iterations 55, the Jaya system attained cost was 69 at the iterations 70 when the FPA system attained the cost is 79 at iterations 98, the DA system attained the cost of 83 at the iterations 50, the WOA system attained the cost value 82 at the iterations 5. Finally, the GWA system attained the cost value of 73 at iterations 70. Thus, with the above analysis, it is concluded that the proposed system has the least cost parameter when contrasted with that of the other conventional systems such as JA-FPA, Jaya, FPA, DA, WOA, and the GWA systems.

4.3. Case 3: Analysis of IEEE 300 bus system.

This section is presented the performance analysis of the IEEE 300 bus system is evaluated and verified. The efficiency of the suggested method is executed by including various tests is analyzed. In this work, to enhance the system security and identify an optimal location or position for the FACTS devices with our proposed system’s utilization. The FACTS devices are such as UPFC, TCSC, SVC, IPFC. The proposed technique is performed with IEEE 300 bus system to analyze the performance of objective functions such as severity index, LOSI, voltage, voltage deviation, power loss, fitness function, and fuel cost are evaluated and contrasted with that of the proposed system.
From the graphs plotted analysis, it is clear that from figure 19, the proposed system severity index attains 0.01 as the higher value at bus no.50 and the least value as 0 at bus no. 160 in IEEE 300 bus system. In figure 20, the analysis of LOSI is obtained, and thus, the highest value attained is 0.5 at the bus no. 20 and the lowest value obtained is 0 from bus no.10 at IEEE 300 bus system. From figure 21, the voltage analysis is achieved as the high value of 4 in bus no.250, and the low value is attained at 0 from bus no. 70 at IEEE 300 bus system. The voltage deviation analysis attains the high value as 360 in bus no.0 while the low value as 210 in bus no.300 at the IEEE 300 bus system, shown in Figure 22. Figure 23
illustrates the analysis of power loss in which 0.8 in bus no.30 is the highest value when the lowest value is 0 in bus no.140 at the IEEE 300 bus system. The fitness function analysis is demonstrated in figure 24, in which the higher value is 108 at iteration 0, while the lower value is 10-7 at iteration 60 at IEEE 300 bus system. Figure 25 helps analyze the fuel cost in which the high value attained is 4.2105 at bus no.300 while the low value attained is 0 in bus no.50 at the IEEE 300 bus system. By analyzing the graphs plotted and the comparative analysis obtained, the proposed system attains 31 at iterations 18. In contrast, the existing system JA-FPA attained the cost is 47 at the iterations 38, the Jaya system attained cost was 39 at the iterations 85 when the WOA system attained the cost is 70 at iterations 49, the DA system attained the cost is 42 at the iterations 32. Finally, the GWA system attained a cost value of 70 at iterations 35. Thus, with the above analysis, it is concluded that the proposed system has the least cost value compared with that of the other existing systems such as JA-FPA, Jaya, FPA, DA, WOA, and the GWA systems, as in figure 26.

5. Conclusion

In this paper, ASA's developed method has been implemented to enhance the system's security by selecting the optimal location of FACTS devices. Here, the FACTS device's exact optimal location has been efficiently predicted with the ASA algorithm's help. To enhance the power system's security system, the FACTS devices must be positioned in the system's exact position. The FACTS devices assumed in the power system to enable the system's security are UPFC, TCSC, SVC, and IPFC. The exact placement of the FACTS devices related to the various types of objective functions are investment costs, fuel costs, real power loss, voltage deviation, severity index, LOSI, and constraints with the employed technique are been evaluated with IEEE 30, IEEE 118, and IEEE 300 bus systems using its cost fitness functions. Objective functions compute the optimal location of the FACTS devices in the bus system. The support of the ASO algorithm obtains this optimal placement selection. The proposed methodology has been compared with other existing techniques such as JA-FPA, Jaya, FPA, DA, WOA, and GWA systems. The results and the comparative analysis obtained, the proposed method attains the least cost fitness functions compared to the other existing techniques. The proposed method evaluated validations are given in the comparison analysis part of the paper. Based on the comparative analysis obtained, it is strong that the proposed technique achieved the best outcomes and results. In the future, power transmission network system as a recommendation to reduce the power system and maintain system stability.
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