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ABSTRACT

Machine learning algorithms have shown potential to improve prefetching performance by accurately predicting future memory accesses. Existing approaches are based on the modeling of text prediction, considering prefetching as a classification problem for sequence prediction. However, the vast and sparse memory address space leads to large vocabulary, which makes this modeling impractical. The number and order of outputs for multiple cache line prefetching are also fundamentally different from text prediction.

We propose TransFetch, a novel way to model prefetching. To reduce vocabulary size, we use fine-grained address segmentation as input. To predict unordered sets of future addresses, we use delta bitmaps for multiple outputs. We apply an attention-based network to learn the mapping between input and output. Prediction experiments demonstrate that address segmentation achieves 26% - 36% higher F1-score than delta inputs and 15% - 24% higher F1-score than page & offset inputs for SPEC 2006, SPEC 2017, and GAP benchmarks. Simulation results show that TransFetch achieves 38.75% IPC improvement compared with no prefetching, outperforming the best-performing rule-based prefetcher BOP by 10.44% and ML-based prefetcher Voyager by 6.64%.
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1 INTRODUCTION

Memory latency is becoming an overwhelming bottleneck in computer performance due to the "memory wall" [4, 72] problem, especially with the advent of GPUs [43], TPUs [28], and heterogeneous architectures [17, 52] that accelerate computation. Prefetching is critical in reducing program execution time and improving instructions per cycle (IPC) by hiding the latency. It looks at patterns of memory accesses sequences and uses the past information to forecast the near future accesses so as to start fetching the data before the miss occurs [13, 65]. Existing prefetchers are mainly heuristic, predicting via pre-defined rules, based on the observation from the locality of references [1, 6–9, 14, 19, 20, 22, 23, 25–27, 32, 34, 37, 42, 44, 49, 55, 57–59, 69–71]. With the rise of new workloads, such as graph analytics [2, 38, 54], data mining [29, 63], and AI applications [21, 64, 67], rule-based prefetchers are not powerful enough to adapt to the increasingly irregular, indirect, and complex memory access patterns.

Machine learning-based data prefetchers are gaining increasing attention to pursue higher performance for memory access prediction [15, 61] and prefetching [3, 45, 46, 56, 61, 73]. Prefetching is commonly modeled as classification for sequence prediction [3, 15, 16, 46, 56, 61, 74, 75], which is analogous to the problem setting of text prediction [15] in natural language processing (NLP) [39]. However, this analogy is not perfect. First, the unique memory addresses for an application can be tens of millions, which is orders of magnitude larger than natural language vocabulary and exceeds the capability of machine learning models. This problem is known as class explosion [56]. Existing approaches partly solve this problem by working on memory access address deltas [15, 61] or splitting an address by page and offset [56]. Second, tokenization [68], as a commonly used technique in NLP that maps a meaningful word into nonsensitive numerical data for model processing, is also borrowed by existing ML-based prefetching models for preprocessing. Tokenization results in extra storage to save the mapping tables (token dictionaries) in hardware implementation, but the cost has been neglected by previous works [3, 15, 16, 46, 56, 61, 74, 75]. Third, unlike text prediction
with a ground truth of future words in a fixed order, in prefetching there is no ground truth of a certain memory address that should be prefetched. This is known as the labeling problem [56]. Any access addressing following the current access could be a potential label. For a prefetcher that can prefetch multiple blocks for each trigger (prefetch degree > 1), the order of predicted block addresses for one prefetch is also insignificant. Lastly, the latency overhead of ML-based prefetcher is also ignored under this setting. LSTM (Long short-term memory) [18] is a commonly used prediction model [16, 56, 61, 62, 74, 75] due to its advantage in sequence modeling. However, the recurrent structure of LSTM is hard to be parallelized and the inference latency increases linearly with the input time step length. Recent success of attention-based models, e.g. the Transformer [66], provides insight into solving this problem by the virtue of high parallelizability.

To solve the problem of class explosion, tokenization, labeling, and latency, we propose TransFetch (Transformer for prefetching), an attention-based prefetcher that supports variable-degree prefetching. We model prefetching as a multi-label classification problem. To overcome class explosion for memory address input, we propose an address segmentation method to reduce the vocabulary without information loss. It avoids tokenization as the processed value can be directly fed into a neural network. For labeling, we use delta bitmaps that collects unordered sets of future deltas to the current address, which paves the way for multiple block (cache line) prefetching. In inference, an optimal threshold that maximizes the F1-score is adapted to adjust the prefetch degrees (the number of blocks to be prefetched) and balance prefetch aggressiveness. We apply a powerful and embarrassingly parallelizable attention-based network to learn the mapping between the input segmented addresses and the delta bitmap labels. The model also supports incorporation of more context features (program counters, page distances) to enhance the prediction performance. Besides, we further offset the model inference latency by artificially introducing estimated latency in training and then performing distance prefetching.

Overall, our main contributions are:

- We propose TransFetch, an ML-based prefetcher that models prefetching as multi-label classification. Our model uses address segmentation for input, delta bitmap for labeling, attention-based network with context enhancement for prediction, optimal-threshold confidence throttling mechanism for variable-degree prefetching, and distance prefetching for hiding inference latency.
- We demonstrate the effectiveness of address segmentation, attention-based network, and context enhancement in prediction experiments. Results show that address segmentation achieves 26% - 36% higher F1-score than delta inputs and 15%-24% higher F1-score than page & offset inputs. Attention-based model achieves 10% - 13% higher F1-score than LSTM and Temporal Convolutional Networks (TCN) [33]. Context enhancement raises the F1-score by 3.1% - 9.1%.
- We evaluate the performance of TransFetch using accuracy, coverage, and IPC improvement. Results show that our method achieves 88.56% prefetch accuracy and 60.54% prefetch coverage. It improves IPC by 38.75% compared with no prefetching, outperforming the best-performing rule-based prefetcher BOP by 10.44%, and ML-based prefetcher Voyager by 6.64%.

2 BACKGROUND AND RELATED WORK

In this section, we provide background for data prefetching, attention mechanism, along with the related prior works.

2.1 Data Prefetching

A prefetching process is a form of speculation that aims to predict the future data addresses and fetch the data before it is needed. Prefetch degree is the number of fetching blocks for each prefetching operation, which indicates the aggressiveness of a prefetcher. While a higher degree is likely to bring more useful data into cache, it may introduce cache pollution due to wrong predictions.

Rule-based prefetching. Traditional prefetchers learn from predefined rules, usually exploiting spatial or temporal localities. For example, Spatial Memory Streaming (SMS) [59] prefetcher identifies code-correlated spatial patterns to predict future accesses. Spatial prefetcher BOB [37] and VLDP [55] learn from history access page offsets or deltas and predict future accesses within a spatial region. Temporal prefetchers like Irregular Stream Buffer (ISB) [23] and Domino [1] predict temporally correlated memory accesses by recording and replaying the history access sequences. Most rule-based prefetchers require manually configured prefetch degree [1, 23, 37, 55]. Signature Path Prefetcher (SPP) [30] uses a path confidence-based lookahead mechanism to balance the prefetching aggressiveness and achieves variable-degree prefetching.

ML-based prefetching. Several prior works have explored the application of machine learning on data prefetching. Rahman et al. [50] use logistic regression and decision tree for pattern classification. Hashemi et al. [16] present an extensive evaluation of LSTM in learning memory access patterns. Some other works [3, 46, 73] also demonstrate the effectiveness of LSTM in memory access prediction. Srivastava et al. [61, 62] use compact LSTM to address the class explosion problem. RAOP [74] leverages LSTM-based models for virtual address predictions. C-MemMAP [75] combines clustering and meta-models to reduce the model size. Seq2seq modeling [40] based on LSTM encoder-decoder structure has been applied for memory sequence prediction. Shi et al. [56] propose Voyager that predicts both page sequence and page offsets using two LSTM models along with a dot-product attention mechanism. Existing ML-based prefetchers use history memory access sequence to predict the next memory access address [3, 16, 46, 56, 61, 62, 73–75], which leads to a prefetch degree as one. These models require recurrent greedy/beam search or accepting low-probability candidates to realize higher degree prefetching.

2.2 Attention

Transformer [66] suggested a sequence model based on multi-head attention mechanism and feed-forward network, dispensing with recurrent structures.

Self-attention. Self-attention takes the embedding of items as input, converts them to three matrices through linear projection,
then feeds them into a scaled dot-product attention defined as:
\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{Q^T K}{\sqrt{d_k}} \right) V
\]
where \( Q \) represents the queries, \( K \) the keys, \( V \) the values, \( d \) the dimension of layer input.

**Multi-head attention.** One self-attention operation can be considered as one “head”, we can apply multi-head self-attention (MSA) operation as follows:
\[
\text{MSA}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_H) W^O
\]
\[
\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V)
\]
where the projection matrices \( W_i^Q, W_i^K, W_i^V \in \mathbb{R}^{d \times d} \) and \( H \) is the number of heads.

**Point-wise feed-forward.** Point-wise feed-forward network (FFN) is defined as follows:
\[
\text{FFN}(x) = \max(0, xW_1 + b_1) W_2 + b_2
\]

Previous ML-based prefetchers widely use recurrent neural networks (mainly LSTM) \([3, 16, 46, 56, 61, 62, 73–75]\). However, the recurrent structure of RNNs makes the model less practical due to high inference latency. A virtue of attention-based network is high parallelizability. Without recurrent steps, all input positions, hidden representations, and output dimensions can be computed in parallel \([36]\). In this work, we will explore using only attention-based networks suggested by \([66]\) as a predictor for data prefetching.

### 3 APPROACH

In this section we describe TransFetch, an attention-based prefetcher that uses segmented address as input and achieves variable-degree prefetching through delta bitmap labeling. We formulate the memory access prediction task as a multi-label classification problem and design a neural model to fit the mapping. Since a prefetch must be in the unit of a block, we can consider only the block address space, the address configuration is shown in the left top of Figure 1.

**Problem Formulation.** Let \( A_t = \{a_1, a_2, \ldots, a_N\} \) be the sequence of \( N \) history program counters at time \( t \), and \( \{s_i\}_{i=1}^{N} \) be the sequence of \( N \) history program counters at time \( t \). Let \( W = \{w_1, w_2, \ldots, w_N\} \) be the sequence of \( N \) history program counters at time \( t \). Let \( X_t = \{x_1, x_2, \ldots, x_N\} \) be the set of \( k \) outputs associated with the unordered future \( k \) block deltas to the current block address. Our goal is to construct meaningful \( X_t \) to \( Y_t \) that are helpful in data prefetching. The final address predictions \( \tilde{Y}_t = \{\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_k\} \) are the addition of current block address and the predicted deltas.

### 3.1 Overview of TransFetch

Figure 1 illustrates the overall architecture of TransFetch and how the model is applied in a hardware system. History block addresses are processed using address segmentation for model inputs, which solves class explosion and avoids tokenization, as is described in Section 3.2. As a solution for labeling, we take future deltas in the form of delta bitmap as training labels. In inference, optimal thresholds for output bitmaps are adapted to adjust the number of outputs (prefetch degree), as in Section 3.3. To reduce inference latency, a powerful and parallelizable attention-based network is designed for learning the mapping between input and output, as is described in Section 3.4. To further offset the latency, a distance prefetching scheme is discussed in Section 3.5.

### 3.2 Address Segmentation

We propose a simple approach called address segmentation (AS) to solve the class explosion problem in memory access prediction, keeping all the information in an address and avoiding tokenization.

Considering a block address with \( p \)-bit page address and \( c \)-bit block index, we can split this block address to \( s = \left\lceil \frac{p+pc}{s} \right\rceil \) segments, each with \( s \) bits. In this way, each segment can be represented in an integer within \([0 - 2^s]\). This range can be tuned appropriately for direct model input. One address then can be represented as a vector in dimension \( S \).
There are two special cases. The first is when $s = 1$, the model input is a binary of an address. This case reveals the detail of an address in the highest granularity but requires a model to learn the correlation of each bit. The other case is when $s = c$, which means using the block size $c$ as the segmentation basis and split the block address to $S = \lceil \frac{p}{c} \rceil + 1$ segments, the segment vocabulary is $2^c$, 64 for $c = 6$. This case keeps the feature of internal page patterns and reduces the input dimension compared with binary inputs.

Figure 2a illustrates address segmentation for case $s = c$. Figure 2b visualizes three example pieces of memory access sequences from SPEC CPU 2017 [10] in form of this case, which illustrates the advantages of AS for preprocessing. While in application 654.roms, the pattern lies mainly within a page (the column of segment 9), 623.xalancbmk shows memory access skipping beyond the page limit. Furthermore, 607.cactuBSSN shows more complex patterns, e.g., skippings between pages. AS keeps the information of an absolute address compared with solely delta, offset, or page inputs. In addition, AS avoids token dictionaries, saves storage space, and can process unknown input classes.

### 3.3 Variable-Degree Prefetching

#### 3.3.1 Delta Bitmap Labeling

We use delta bitmaps as the format of labels and outputs. We aim to predict multiple unordered future deltas to the current block, as is shown in the bottom part of Figure 1. The labels are acquired from offline traces for training. First, future deltas $y_d$ are collected within a look forward window $W$. Then, a delta bitmap at size $B$ is filled to label the appearance of deltas by an arbitrary mapping rule $f : y_d \rightarrow y_b$, where $y_b$ is the labeled bitmap, which can be used for multi-label model training. By designing the delta bitmap size $B$ to be larger than a page, our model can learn and predict inter-page patterns, which addresses the weakness rule-based spatial prefetchers like BOP [37] and VLDP [55].

#### 3.3.2 Optimal-Threshold Confidence Throttling

A neural network can be designed to output the probability of each bit being positive in a bitmap. We define this probability as prefetch confidence for the corresponding deltas in bitmap. Instead of using a fixed threshold, e.g. 0.5, to binarize the model output, we find the optimal threshold that maximizes the F1-score [53] in the step of model validation, between model training and testing. In inference, the output vector of prefetch confidence can be binarized using the optimal threshold, which forms the output delta bitmap. Then, the inverse mapping $f^{-1}$ converts the output delta bitmap to the predicted delta vectors.

### 3.4 Attention-Based Predictor

With the above well-defined input and output, we design an attention-based network to learn the mapping from the input segmented addresses to the delta bitmap labels. The model structure is depicted in Figure 3. First, we describe the basic model. Then we introduce context enhancement that utilizes more context information to boost the model performance.

#### 3.4.1 Basic Model

Our model input is a 2D sequence of segmented addresses: $a_S = [a_1^S, a_2^S, \ldots, a_N^S] \in \mathbb{R}^{N \times S}$ where $N$ is the number of history addresses and $S$ is the dimension of a segmented address.

We flatten the input sequence and map to $D$ dimensions using an input embedding layer, where $D$ is the hidden dimension of Transformer layers. Inspired by BERT [11] and ViT [12], a trainable “classification token” denoted as $\mathbf{x}_{cls}$ is prepended to the input sequence, whose state is a comprehensive representation of the input sequence. We apply learnable 1D position embeddings [12]
to incorporate temporal information to input vector. The addition of input embeddings and position embeddings are fed into a Transformer layer, which can be expressed as:

\[
z_0 = \left[ x_{cls}; a_1^E; a_2^E; \dots; a_N^E \right] + \text{Epos}
\]  

(4)

where \(z_0\) represents input sequence to the Transformer layers, \(E\) is the input embedding and \(\text{Epos}\) is the position embedding.

The Transformer layer is based on multi-head attention and feed-forward network as described in Section 2.2. The output of \(L\) stacked Transformer layers will be fed into a multi-layer perceptron (MLP) head for multi-label classification, which is the same dimension as the delta bitmap size \(B\). A sigmoid activation is applied to each output dimension and outputs the probability of this dimension being positive, which we use as the prefetch confidence for deltas.

### 3.4.2 Context Enhancement

The model can incorporate richer input features to boost the model performance using the same method as position embedding.

First, we incorporate program counters (PC), which are commonly used to help detecting memory patterns [23, 59]. To avoid tokenization, we use a HASH_BITS bit length folding method [35] as the hash function to compress the PC value \(pc_n\). The hashed value is divided by \(2^{\text{HASH_BITS}}\) for normalization, the processed PC input vector is \(c_{pc} = [c_{pc}^1; c_{pc}^2; \ldots; c_{pc}^N]\). \(c_{pc}\) is defined as:

\[
c_{pc}^n = \frac{\text{hash}(pc_n)}{2^{\text{HASH_BITS}}}
\]

(5)

Second, we incorporate page distance (PD) based on the hypothesis that adding weights to input addresses through the inversion of page distances can improve the model prediction performance:

\[
c_{pd}^n = \frac{1}{|page_n - page_{c1}| + 1}
\]

(6)

where \(page_n\) is the page address at history \(n\), \(page_{c1}\) is the current page address, the PD input vector is \(c_{pd} = [c_{pd}^1; c_{pd}^2; \ldots; c_{pd}^N]\).

The context input is the concatenation of \(c_{pc}\) and \(c_{pd}\). A linear projection \(E_{ce}\) is applied for context embedding that maps the context input vector to the same dimension of the Transformer input. Therefore, the input embedding, position embeddings and the context embedding can be added as described in Equation 7.

\[
z_0 = z_0 + [c_{pc}; c_{pd}]E_{ce}
\]

(7)

### 3.4.3 Loss Function

For our multi-label classification problem, we use binary cross-entropy loss defined as below:

\[
L = -\frac{1}{N} \sum_{i=1}^{N} y_i \log (\hat{p}(y_i)) + (1 - y_i) \log (1 - \hat{p}(y_i))
\]

(8)

where \(y_i\) is the label and \(\hat{p}(y_i)\) is the predicted probability for sample \(i\) being True. For multi-label training, each dimension is considered independent and the loss is summed.

### 3.5 Distance Prefetching

A real hardware implementation will incur some latency. Attention-based model is feasible for high parallel implementations. According to Equation 1 - 3 and Figure 3, the network inference latency under a fully paralleled implementation can be estimated as:

\[
\text{Latency} = T_{mm_n} + T_{add} + T_{mm_h} + T_{av} + \\
\text{Embeddings + Output head}
\]

\[
L \times \left[ 4T_{mm_n} + 3T_{av} + 2(T_{add} + T_{norm}) \right]
\]

(9)

where \(T_{mm_n}\) is the latency of matrix multiplication for the input embeddings, \(T_{add}\) is the vector addition latency, \(T_{mm_h}\) is the MLP head latency, \(T_{av}\) is the latency for activation functions, mask, and scale operations, \(T_{mm_h}\) is the latency of multi-head attention, \(T_{norm}\) is the normalization latency. \(L\) is the number of Transformer layers.

While attention-based network reduces inference latency, we further offset the latency by skipping the inference slot and predict the future memory accesses in a distance. The model for distance prefetching can be easily trained through distance labeling, i.e., collecting labels by skipping the estimated inference latency.

### 4 EXPERIMENTS

#### 4.1 Benchmarks

We evaluate TransFetch and the baselines using the application traces generated from benchmarks SPEC CPU 2006 [24], SPEC CPU 2017 [10], and GAP [2] using SimPoint [47]. After skipping 1M instructions for warm-up, we use 100M instructions for experiments. We use the first 40M instructions for model training, the next 10M instructions for validation, tuning, and generating optimal thresholds, and the last 50M instructions for evaluation\(^1\).

| BMKs | # PCs | # Addresses | # Pages | # Deltas |
|------|-------|-------------|---------|---------|
| SPEC 06 | 23–893 | 60.0K–221M | 2.51K–88.9K | 23.6K–2.01M |
| SPEC 17 | 26–1126 | 62.1K–1.78M | 7.99K–0.26M | 3.18K–0.72M |
| GAP 63–118 | 0.56M–1.25M | 8.27K–27.2K | 0.30M–1.20M |

Table 1 shows the number of unique program counters (PCs), addresses, page addresses, and deltas. If using tokenization, a token dictionary needs to store the mapping of the unique values to tokens, which consumes storage. Our method discards tokenization and saves up to table of length 2.01M compared with delta inputs, and up to table of length 0.26M compared with page & offset inputs, given the same level of model complexity.

#### 4.2 Prediction Evaluation

We evaluate the prediction performance of the model by comparing the predicted deltas to the labels. With fixed labels, we vary the model backbones (feature extractor) and inputs to understand the advantages of TransFetch.

#### 4.2.1 Implementation

The configuration of TransFetch is shown in Table 2. The models are trained using ADAM [31] optimizer with decayed learning rate. We set the delta bound as ±128 that can skip the page boundary of 64, which determines the bitmap size as 256.

\(^1\)The code is available at: https://github.com/pgroupATusc/TransFetch.git
Table 2: Model configuration

| Configuration   | Value | Configuration   | Value |
|-----------------|-------|-----------------|-------|
| Input/output    | Delta bound  | ±128           | Delta bitmap B  | 256   |
| History N       | 9     | Look-forward W  | 128   |
| Attention       | Dimension D | 128            | MLP head layer | 1     |
| Header number   | 4     | Layer L         | 2     |

4.2.2 Backbones. To evaluate the contribution of attention layers, under the same input and output configuration in Table 2, we implement three neural networks as the backbones of our framework:
- LSTM [18] with hidden dimension = 256, number of layers = 1, and output dimension = 256, indicated as (256, 1, 256).
- TCN [33] with hidden dimension same as input sequence length $l_{in}$, channel = 1, filter size = 4, and output dimension = 256, indicated as ($l_{in}$, 1, 4, 256).
- Attention [66] as in Table 2, with hidden dimension = 128, number of heads = 4, depth = 2, and output dimension = 256, indicated as (128, 4, 2, 256).

4.2.3 Inputs. To evaluate the contribution of address segmentation, we implement three input methods:
- Delta input uses the jumps between consecutive memory access addresses. A value-to-token dictionary is required; this requires extra storage space.
- Page & offset splits an address only to page address and page offset. The page addresses also need tokenization and use extra storage for token dictionary. The offsets can be directly fed into the model.
- Address segmentation (AS) splits an address to segments and avoids tokenization. Particularly, when the segmentation bit = 6, the segment size is same as the block index.

4.2.4 Metrics. We use precision, recall, and F1-score [48] to evaluate the memory access prediction performance of the models.

4.2.5 Output threshold. For all the implemented models, we determine the optimal threshold through a grid search to achieve the highest F1-score in validation.

4.2.6 Results. Table 3 shows the prediction performance of the implemented backbones under various inputs. For a fair comparison, the models are tuned with the same order of complexity, except the TCN whose model size is influenced by the input format. For each backbone, the trend is clear that 1-bit AS and 6-bit AS as inputs result in higher performance than delta input, page & offset inputs, and other AS methods. Specifically, LSTM is stronger in bit-wise input while attention shows higher performance in 6-bit segmentation. Address segmentation achieves 0.26 - 0.36 higher F1-score than delta inputs and 0.15 - 0.24 higher F1-score than page & offset inputs. Comparing among different backbones, we observe that attention-based models typically acquire higher recall than LSTM and TCN, which leads to 0.10 - 0.13 higher F1-score.

4.2.7 Effectiveness of Context Enhancement. To evaluate the influence of context enhancement (CE), we conduct ablation studies on program counter (PC) and page distance (PD). When we introduce both PC and PD, the enhanced model achieves the highest precision and F1-score for all the three benchmarks. The F1-score improves by 3.1% - 9.1% when context enhancement is introduced.

4.3 Prefetching Evaluation

We evaluate the prefetching performance of TransFetch by comparing with the state-of-the-art rule-based prefetchers and ML-based prefetchers. Both the input methods and the labeling methods can be different among these prefetchers. We follow their original designs and compare the overall contributions to the improvement of IPC under the same data set and simulation environment.

4.3.1 Simulator. We evaluate our approach using the simulation framework released by the 2021 ML-Based Data Prefetching Competition, which is based on ChampSim [5]. The simulator parameters are shown in Table 5. We simulate all prefetchers at the last-level cache (LLC). There is no prefetching for other cache levels.

4.3.2 Baseline Prefetchers. We compare TransFetch with state-of-the-art rule-based prefetchers and ML-based prefetchers:
- Rule-based prefetchers including spatial prefetchers BOP [37], VLDP [55], and SPP [30] with variable degree; temporal prefetchers ISB [23] and Domino [1].
- ML-based prefetchers including Embedding-LSTM [15] with delta inputs, Clustering-LSTM [15] with address space clustering, and Voyager [56].

4.3.3 Metrics. We use prefetch accuracy, coverage, and IPC improvement [60] to evaluate the prefetching performance. Defining a useful prefetch as the prefetched line being referenced by the application before it is replaced, we have:
- Prefetch accuracy as the ratio of useful prefetches to the overall prefetches;
- Prefetch coverage as the ratio of useful prefetches to the overall cache misses;
- IPC improvement as the percentage increase of instructions per cycle.

![Figure 4: Optimal threshold and mean prefetch degree.](image)

4.3.4 Prefetch Degrees. Figure 4a shows the adapted optimal thresholds for TransFetch. The average thresholds are 0.448, 0.296, and 0.323 for benchmarks SPEC 06, SPEC 17, and GAP, respectively. The overall average threshold is 0.355. Figure 4b shows the mean prefetch degrees after throttled from optimal thresholds. The overall average degree is 10.271 across all applications. According to
Table 3: Comparison of model backbones and input methods

| Backbone       | Input          | # Params (K) | SPEC 06 | SPEC 17 | GAP      |
|----------------|----------------|-------------|---------|---------|----------|
|                |                |             | Precision | Recall | F1-score | Precision | Recall | F1-score | Precision | Recall | F1-score |
| Delta*         | 477            | 0.5877      | 0.4218   | 0.4911  |          | 0.6017   | 0.4215   | 0.4957  | 0.5618    | 0.6670   | 0.1197   |
| Page & offset* | 625            | 0.6323      | 0.4356   | 0.5188  |          | 0.6208   | 0.4257   | 0.5051  | 0.5994    | 0.3137   | 0.2233   |
| 1-bit AS       | 812            | 0.7158      | 0.5039   | 0.5914  | 0.6763   | 0.4519   | 0.5418  | 0.5835   | 0.3594    | 0.4448   |
| LSTM (256,1,256) | 4-bit AS      | 451         | 0.6122   | 0.4712   | 0.5325  | 0.6177   | 0.4364   | 0.5115  | 0.4281    | 0.3361   | 0.3765   |
|                | 6-bit AS†      | 394         | 0.6291   | 0.4520   | 0.5260  | 0.6172   | 0.4383   | 0.5126  | 0.6096    | 0.3403   | 0.4368   |
|                | 8-bit AS       | 394         | 0.6513   | 0.4938   | 0.5617  | 0.6160   | 0.4457   | 0.5172  | 0.5762    | 0.3311   | 0.4206   |
|                | 12-bit AS      | 369         | 0.6110   | 0.4510   | 0.5190  | 0.6072   | 0.4397   | 0.5010  | 0.5106    | 0.3467   | 0.4150   |
|                | 16-bit AS      | 361         | 0.6022   | 0.4147   | 0.4911  | 0.6519   | 0.4407   | 0.5299  | 0.5406    | 0.3393   | 0.4169   |

Table 4: Ablation study of program counter (PC) and page distance (PD)

| Method       | PC | PD   | SPEC 06 | SPEC 17 | GAP |
|--------------|----|------|---------|---------|-----|
|              |    |      | Precision | Recall | F1-score |
| Basic        |    |      | 0.6997   | 0.7565   | 0.7270 |
| *c_{pc}E_{cc} | ✓  |      | 0.7430   | 0.7777   | 0.7599 |
| *c_{pd}E_{cc} | ✓  |      | 0.8493   | 0.7117   | 0.7744 |
| +[c_{pc};c_{pd};E_{cc}] | ✓  | ✓    | 0.8638   | 0.7217   | 0.7864 |

Table 5: Simulation parameters

| Parameter     | Value |
|---------------|-------|
| CPU           | 4 GHz, 4-wide OoO, 256-entry ROB, 64-entry LSQ |
| L1 I-cache    | 64 KB, 8-way, 8-entry MSHR, 4-cycle |
| L1 D-cache    | 64 KB, 12-way, 16-entry MSHR, 5-cycle |
| L2 Cache      | 1 MB, 8-way, 32-entry MSHR, 10-cycle |
| LL Cache      | 8 MB, 16-way, 64-entry MSHR, 20-cycle |
| DRAM          | t_{RP} = t_{RCD} = t_{CAS} = 12.5 ns, 2 channels, 8 ranks, 8 banks, 32K rows, 8GB/s bandwidth per core |

the degree results, we set the overall degree of rule-based baseline prefetchers as 10 for a fair comparison. For ML-based prefetchers, we prefetch predictions with the top 10 probabilities.
4.4 Distance Prefetching Evaluation

In ideal implementation, assuming full parallelism in our model, the estimated latency $T \approx 100$ cycles according to Equation 9 and Table 2, with dimensions $D = 64$, layer $L=2$, matrix multiplication $T_{mm} = 1 + \log_2 D$, and 1 cycle lookup table implemented activations. Recent works have explored more efficient implementations, e.g., replacing matrix multiplication by lookup tables [51] and combinatorial logic [41]. In future implementations, the range of $T < 200$ can be a reasonable target.

We train and simulate TransFetch with induced latency $T$ from 0 to 200 cycles, under bounds of throughput $1/T$ and 1 inference per cycle. The average prefetching performance is shown in Figure 8. With 200 cycles latency, the high throughput model with distance prefetching (DP) achieves 36.29% IPC improvement, higher than the model without DP at 34.67%, both are still highest compared with the baselines in Figure 7. Even for the low throughput models, DP shows the IPC improvement at 28.39% for 200 cycles latency, slightly higher than BOP at 28.31, while the models without DP drop to 25.78%. Overall, distance prefetching effectively decelerates the performance drop caused by inference latency.

5 CONCLUSION

In this paper, we presented TransFetch, a novel way to model prefetching and to solve the problem of class explosion, tokenization, labeling, and latency. The keys to our approach are using fine-grained address segmentation for model input to reduce vocabulary and avoid tokenization, using delta bitmap for labeling, and using powerful and parallelizable attention-based network for prediction. TransFetch achieves 26% - 36% higher F1-score than delta inputs and 15%- 24% higher F1-score than page & offset inputs. TransFetch achieves 38.75% IPC improvement in simulation, outperforming the best-performing rule-based prefetcher BOP by 10.44% and ML-based prefetcher Voyager by 6.64%. We believe TransFetch offers a new paradigm for modeling prefetching toward high performance and practicality. In future work, we plan to explore the incorporation of software hints to improve prefetching performance.

ACKNOWLEDGMENTS

This work was supported by National Science Foundation (NSF) under award number CCF-1912680.
