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In this article we introduce an entropy-based, scale-dependent centrality that is evaluated as the Shannon entropy of the distribution at time $t$ of a continuous-time random walk on a network. It ranks nodes as a function of $t$, which acts as a parameter and defines the scale of the network. It is able to capture well-known centralities such as degree, eigenvector and closeness depending on the range of $t$. We compare it with the broad class of total $f$-communicability centralities, of which both Katz centrality and total communicability are particular cases.

I. INTRODUCTION

For a variety of applications, the evaluation of the relative importance of nodes in a network is a topic of great interest. Since one expects networks may behave differently at different length scales, as the size and complexity of network data grow one needs to refine standard centrality measures such as degree, betweenness, eigenvector centrality and closeness. New approaches that take into account the different behaviours at a local and a global level thus become necessary.

As discussed in [1] different centrality measures make different assumptions about how information, or any other quantity of interest, flows in a network. One particular way to describe the propagation of information and thus determine the importance of a node in a network is via a random walk. This has been traditionally used to define several centrality measures, as for example the well-known PageRank algorithm [2, 3]. More recent approaches employ the Shannon entropy of a constrained random walk as a way of measuring the uncertainty of the position of a signal traveling along the network [4–6].

Another venue explores the idea of a diffusion-based dynamics that is continuous in time but discrete in space. The idea is to define a centrality that maps a node position relative to its neighborhood in terms of its diffusion up to time $t$ [7]. In this scenario $t$ plays the role of a scaling parameter that controls how local the centrality is. Small values of $t$ are associated with a local conception of centrality, whereas large values with a global one.

The use of $t$ of a diffusion process as a scale parameter has provided remarkable results when it comes to recovering information about network data across different scales. In particular, it was used in [8] to capture a multi-scale idea of the geometry of a data-set. In the context of community detection, it was shown that by using both discrete and continuous time Markov chains on a graph, one is able to measure the stability of a given partition of the graph using $t$ as a scale parameter [9, 10]. This provides a unified criteria to find optimal partitions over different scales.

In this paper we define an entropy-based, scale-dependent centrality $C^H(t)$ that unifies these approaches, that is a centrality based on the entropy of a random walk that is continuous in time. The centrality has two interpretations: it measures the uncertainty associated with the position of a random walker at a given $t$ as well as the time necessary for the convergence of the diffusion to its limiting distribution. We evaluate these by using the Shannon entropy of the distribution at diffusion time $t$.

$C^H(t)$ can be interpreted in the context of social networks as well as in a purely physical context. For small values of $t$ it yields a ranking similar to Katz and other path-counting centralities, interpolating between degree and eigenvector centrality. For intermediate and larger values of $t$ it exhibits a significantly different behavior by going beyond eigenvector centrality and becoming related to closeness. Moreover, unlike [7], it is both continuous and differentiable with respect to $t$, making it easier to obtain rigorous results. In particular, we show that as $t \to 0$, $C^H(t)$ yields the same node rank as degree.

This article is organized as follows: in section II we define $C^H(t)$ in terms of Shannon entropy and discuss its interpretations. In section III we apply this centrality to a toy model and to some known networks of interest, and show its relation to other standard concepts of centrality. In section IV we establish some theoretical parallels with similar centralities, and give a theoretical result which establishes that for small $t$, $C^H(t)$ is equivalent to degree centrality. In section V we outline our conclusions and future perspectives.
II. ENTROPY-BASED CENTRALITY

A. Diffusion on Graphs

Let \( G = (V, E) \) be a connected and undirected graph with \( N \) nodes. Consider a diffusion process on \( G \) with total mass equal to unity described by:

\[
\frac{dp(t)}{dt} = -L \cdot p(t) \quad \text{with} \quad p(0) = p_0.
\]

Here the vector \( p(t) = [p_1(t) \ldots p_N(t)]^T \) encodes the density of some quantity at each node \( i = 1, 2, \ldots, N \) of \( G \) at time \( t \). \( L \) is the Laplacian matrix defined through \( L = D - A \), where \( A \) is the adjacency matrix and \( D \) is the diagonal matrix whose entries are \( d_{ii} = \text{degree}(i) \). Equation (1) constitutes a linear system of ordinary differential equations whose solutions are of the form:

\[
p(t) = e^{-tL} \cdot p_0.
\]

We restricted ourselves to the case where \( p_0 = \delta_{ij} \), that is we start out with a unit mass at node \( i \), the starting point of the process. In this case we denote the solution of (1) with this initial condition as \( p(t|i) = [p_1(t|i) \ldots p_N(t|i)]^T \).

As \( t \) becomes asymptotically large the solutions of (2) converge to a uniform equilibrium, \( p^e = [1/N \ldots 1/N]^T \), with a common exponential rate regardless of the initial point \( i \), although different starting points will make this convergence faster or slower for small and intermediate values of \( t \). To see this consider as an example the graph represented by the tree in figure (1). A process starting at the central node \( v_1 \) (dark blue dot) will initially evolve toward equilibrium much faster than one starting at node \( v_4 \) (pink dot) since \( v_1 \) is more connected with the rest of the network. However, as will be shown in section III, determining the differences as to how fast diffusion processes starting at \( v_1, v_2, v_3 \) and \( v_4 \) converge to equilibrium is more subtle. These differences between the speed of convergence for small and intermediate time scales is one of the main motivations behind the definition of the centrality presented below.

B. Centrality

The Entropy-Centrality \( C^H_i(t) \) of node \( i \) at time \( t \) is defined as:

\[
C_i^H(t) = -\frac{1}{\log_2(N)} \sum_{j=1}^{N} p_j(t|i) \log_2(p_j(t|i)).
\]

This definition is simply the \( t \)-dependent Shannon formula for the normalized entropy of the distribution of a process that starts at node \( i \) (see [11] for a discussion of Shannon entropy).

Figure 1. A tree-like network in which the root node \( v_1 \) (dark blue dot) generates 3 sprouts, one of which is \( v_2 \) (yellow dot). Each node of the first generation gives rise to 5 new nodes, one of which is \( v_3 \) (green dot). Each node of this generation generates 7 nodes nodes (e.g., \( v_4 \), pink dot). The number of nodes is \( N = 124 \).

Given that the Shannon entropy of a probability distribution over \( N \) possible states reaches its maximum value \( \log_2(N) \) bits for a uniform distribution \( p^e \), we have:

\[
\lim_{t \to \infty} C_i^H(t) = 1 \quad \forall i \in G.
\]

On the other hand, the distribution of a point mass at a single point has an entropy equal to 0 bits:

\[
C_i^H(0) = 0 \quad \forall i \in G.
\]

For any given finite time \( t \in [0, \infty) \), equation (3) has a value between 0 and 1 and roughly measures how much the process starting at node \( i \) has evolved up to time \( t \).

This quantity can be interpreted in two different ways: on the one hand it can be seen as a state function that shows, for a given \( t \), how close a diffusion process which started at node \( i \) is to its equilibrium distribution. On the other hand, if we want to detect a particle whose random movement on the graph is governed by the transition rates \(-L_{ij}\), the uncertainty of its position at time \( t \) will depend on time elapsed since it started. This quantity can thus be interpreted as the uncertainty of the particle position at time \( t \) given that it was at position \( i \) at \( t = 0 \).

For small \( t > 0 \), the particle will have a small probability of being detected far from its immediate neighborhood; in this case the larger the \( \text{degree}(i) \) the larger the uncertainty of its position. As \( t \) increases, broader neighborhoods become increasingly more relevant and the uncertainty depends on the possible connections between \( i \) and nodes farther away. The parameter \( t \) thus plays a role similar to the damping factor \( \alpha \) of Katz centrality [12] or the inverse temperature \( \beta \) on the resolvent subgraph centrality [13], subgraph centrality [14] and total communicability [15].
In the following sections we explore in more detail the properties of $C_i$, its relationship to other well established centralities and how it performs when applied to known networks.

## III. APPLICATIONS AND COMPARISON WITH OTHER CENTRALITY MEASURES

We now present some applications of equation (3), starting with a toy model and then discussing some known networks. We compare our results with those of other commonly used centralities. We will see that despite the fact that the values $C^H(t)$ yields are related to degree, eigenvector centrality and closeness, with our method one is able to extract information about centrality using a unified scale. More specifically, our results suggest that this new centrality has a scale which is able to see farther than a class of walk-counting centrality measures, such as Katz centrality and total communicability (for the latter see section III B). In order to quantify their similarities we use the Spearman rank-order correlation. This quantity tells us how much a given centrality can be seen as a monotonic function of another centrality.

Let $C_1, ..., C_N$ and $C'_1, ..., C'_N$ be the values at nodes $v_1, ..., v_N$ of two different centrality measures $C$ and $C'$ on the same graph $G$. We set $R_C$, as the rank of the raw centrality score $C_i$ with respect the the other values of $C_j, j \neq i$. $R'_C$ is defined similarly. The Spearman rank correlation coefficient between $C$ and $C'$ (for a given $G$) is evaluated as:

$$
\rho(C, C') = \frac{\text{cov}(R_C, R_C')}{\sigma_{R_C} \sigma_{R_C'}},
$$

where $\text{cov}(R_C, R_C')$ is the covariance between $R_C, ..., R_N$ and $R'_C, ..., R'_N$ and $\sigma_{R_C}, \sigma_{R_C'}$ are the standard deviations associated with both respectively.

Henceforth we will indicate the supremum of the correlation between $C^H(t)$ and a given centrality measure $C'$ as correlation peaks and their correspondent times as peak times. More precisely, peak$_{C'} = \sup_{t \geq 0} \rho(C^H(t), C')$ for a graph $G$. The graph of $\rho(C^H(t), C')$ as a function of $t$ will be referred to as correlation curves.

### A. A Toy Model

We first present a simple toy network in the form of a tree as depicted in Figure 1. Table I gives the values for degree, eigenvector and closeness centrality for the four types of node in this network: $v_1$ (dark blue), $v_2$ (yellow), $v_3$ (green) and $v_4$ (pink). Each of the three centralities rank nodes differently, degree being the most local, closeness a more global measure and eigenvector centrality a measure for intermediate scales. Figure 2 shows that for very small $t$ such as $t = 0.01$ indicated by a vertical line in this figure, $C^H_i(0.01)$ gives the same ranking as degree, but it changes with time. As an example, $C^H_i(0.4)$ gives the same ranking as the eigenvector centrality, and for $C^H_i(0.8)$ we get the same ranking as closeness. The precise results are shown in Table I. The Katz centrality has a scale parameter $\alpha$ which is able to reproduce degree, when $\alpha$ approaches, but is different from, 0 and eigenvector centrality, when $\alpha$ approaches the inverse of the largest eigenvalue of $A$. However it fails to capture, on a larger scale, the fact $v_1$ is more central in the sense of closeness centrality. The same limitation applies to total communicability (for a definition see (7) below). $C^H_i(t)$ on the other hand is able to reproduce three concepts of centrality depending on the scale defined uniquely by $t$ as it varies.

### B. Applications to known Networks

In this section we apply $C^H$ to three known networks: Zachary’s Karate Club, the Netcience citation network of coauthorship compiled by M. Newman, and the Stanford Geospatial Network Model (ORBIS) of the Roman World. We study the Spearman rank correla-
Our first application concerns the canonical Zachary Karate Club network. Figure 3 depicts the Spearman correlation between $C_i^H(t)$ and degree, eigenvector and closeness. The vertical dashed lines indicate the values of $t$ for which there is a peak in the correlation with degree ($t_d$), eigenvector centralidade ($t_e$) and closeness ($t_c$).

We compare $C_i^H(t)$ with the total communicability $C_i^T(\beta)$ of node $i$ defined as:

$$C_i^T(\beta) = \sum_{j=1}^{n} \sum_{k=0}^{\infty} \frac{\beta^k}{k!} (A^k)_{ij} = \sum_{j=1}^{n} (e^{\beta A})_{ij}. \quad (7)$$

The choice of total communicability instead of the widely known Katz centrality is due to the fact that it behaves more smoothly when the scale parameter approaches its limiting value.

### Zachary Karate Club

The second network we considered was Netscience, the graph of coauthorship of scientists working on network theory and experiment, as compiled by M. Newman in May 2006 from the bibliographies of [16] and [17] with a few references added by hand. The network is weighted as described in [18]. For our purposes we considered only the giant component consisting of $N = 379$ nodes.

As figure 4 suggests, some key correlations such as closeness and eigenvector centrality are not as high as in the previous network. The order of the scales looks similar to the toy model, and they preserve the property that correlation with eigenvector centrality and closeness takes place after node degree, reinforcing the role of $t$ as a scale parameter. $C_i^H(t)$ starts with a very high correlation with node degree ($\rho = 0.989$), then presents a moderate correlation with eigenvector centrality ($\rho = 0.653$) and finally a high correlation with closeness ($\rho = 0.800$). To gain additional information, we plotted the correlation curves between $C_i^H(t)$ and the number of walks of length $k$ starting at a node $i$ (which is equal to the sum of the $i$-th of $A^k$). For $k = 1$ this coincides with degree (blue curve in figures 3 and 4), whereas as $k \to \infty$ it yields the same rank as eigenvector centrality (red curve in Figures 3 and 4).

The curves associated with intermediate values of $k$ show how the correlation changes from degree to eigenvector centrality. In figure 6 the peak of the blue correlation curve happens as $t \to 0$ and the peak of the red correlation curve associated with eigenvector centrality is the limiting behavior of the scale parameter $\beta$. As $\beta$ ranges from 0 to $\infty$, $C_i^T(\beta)$ interpolates between degree (blue curve) and eigenvector centrality (red curve) [19]. In contrast, in figure 5 as $t \to \infty$, the curves associated with intermediate values of $k$ become more spread out since $t_c$ occurs earlier.

Figure 4 shows that $C_i^H(t)$ reproduces node degree up to a constant. The peak values of $C_i^H(t)$ with respect to eigenvector and closeness are more interesting to analyze. The first thing to notice is that the relative values of $C_i^H(t)$ are generally more spread out which is a direct consequence of the fact that they all have the same limit. The peripheral nodes in (4b) have a higher relative value in $C_i^H(t_c)$ than in eigenvector centrality. The same is valid for figure (4e), but in this case they are slightly less spread out since $t_c$ occurs earlier. Note that in figure 4, $t_d$, $t_e$ and $t_c$ denote peak times for degree, eigenvector and closeness centralities.

### Netscience Coauthorship Network

The choice of total communicability instead of the widely known Katz centrality is due to the fact that it behaves more smoothly when the scale parameter approaches its limiting value.

![Figure 3. Spearman correlation coefficient between $C_i^H(t)$ and degree, eigenvector and closeness. The vertical dashed lines indicate the values of $t$ for which there is a peak in the correlation with degree ($t_d$), eigenvector centralidade ($t_e$) and closeness ($t_c$).](image)
Figure 4. The upper section shows the relative values of $C^H(t)$ for $t_d$, $t_e$ and $t_c$. These are the times for which there is a peak in the correlation between $C^H(t)$ degree, eigenvector and closeness. The lower section shows the relative values of the corresponding centralities for the Karate Club network.

Figure 5. Spearman correlation coefficient between $C^H(t)$ and degree, eigenvector and closeness for the Netscience network. The purple-yellow scale on the right-hand side is the correlation of $C^H(t)$ with the sum of rows of the matrix powers $A^k$. The values of $k$, ranging from $k = 1$ to $k = 35$, are marked on this scale.

Next we consider a network formed by all existing land or see routes between cities of the Roman Empire around 200 CE. This network is generated by data compiled for the Stanford Geospatial Network Model of the Roman World (ORBIS). This network depicts $N = 678$ major cities and in spite of being very complete (cost of travel, travel times, etc.) we worked only with the information on whether the locations were connected or not.

This network is particularly suitable to the uncertainty of the random walk interpretation we gave to $C^H(t)$. The values of the centrality at each geographical location roughly indicate how hard it would be to capture someone who has disappeared at that given location and started moving randomly in the network up to time $t$.

Figure 7 shows the Spearman rank correlation curves between $C^H(t)$ and degree, betweenness, eigenvector and closeness. We included betweenness (yellow curve) in this particular case to give a glimpse of why the correlation of Katz centrality and total communicability, which ends at eigenvector centrality, by correlating well with closeness afterwards. As Figure 6 shows, total communicability is unable to correlate well with closeness since its limiting behavior is restricted to eigenvector centrality. The cost of $C^H(t)$ ability to see further seems to be a not so high peak of correlation with eigenvector and the number of walks of length $k$, starting at a given node, as $k$ grows.

**ORBIS: The Stanford Geospatial Network Model of the Roman World**

Next we consider a network formed by all existing land or see routes between cities of the Roman Empire around 200 CE. This network is generated by data compiled for the Stanford Geospatial Network Model of the Roman World (ORBIS). This network depicts $N = 678$ major cities and in spite of being very complete (cost of travel, travel times, etc.) we worked only with the information on whether the locations were connected or not.

This network is particularly suitable to the uncertainty of the random walk interpretation we gave to $C^H(t)$. The values of the centrality at each geographical location roughly indicate how hard it would be to capture someone who has disappeared at that given location and started moving randomly in the network up to time $t$.

Figure 7 shows the Spearman rank correlation curves between $C^H(t)$ and degree, betweenness, eigenvector and closeness. We included betweenness (yellow curve) in this particular case to give a glimpse of why the correlation...
is not so meaningful for this centrality. Generally since $C_H(t)$ correlates almost perfectly with degree for small scales, it will inherit any correlation degree has with other centralities, and that seems to be the case with betweenness. The peak of correlation of $C_H(t)$ and betweenness occurs for very small values of $t$ as figure (7) shows, and has a similar magnitude ($\rho = 0.535$) as the correlation between degree and betweenness ($\rho = 0.572$). That together with the interpretation of $C_H(t)$, seems to indicate that $C_H(t)$ and betweenness are not deeply related beyond the typical correlation one might expect between centrality measures (see [20]).

An interesting feature of figures (5) and (7) is that in both of them the peak of correlation with closeness (indicated by the green line) happens after the one with eigenvector centrality, the same behavior we observed in the results for our toy model (see Table 1). However as can be seen in figure (3) this may not be always the case.

Figures (7) and (8) are equivalent to figures (5) and (6) but for the ORBIS network. We did not include the correlation with the number of steps of length $k$, shown in figures (5) and (6), for clarity. The contrast in behavior presented in figures (5) and (6) can also be seen in figures (7) and (8). $C^T(\beta)$ interpolates between degree and eigenvector as $\beta$ goes from 0 to $\infty$ whereas $C_H(t)$ starts with a high correlation with degree, then a peak of correlation with eigenvector followed by a peak of correlation with closeness. Even though we have a high correlation between closeness and eigenvector centralities ($\rho = 0.841$) this correlation does not explain the peak in correlation that $C_H(t)$ exhibits with closeness ($\rho = 0.908$) as depicted in Figure 7.

Figure (9) depicts qualitative results for a much larger network corroborating the results for the Karate Club and degree, eigenvector and closeness for the ORBIS network. Compare to figure (5).

Figure 7. Spearman correlation coefficient between $C_H(t)$ and degree, betweenness, eigenvector and closeness for the ORBIS network. The vertical dashed lines indicate the time for which the peak in correlation with degree ($t_d$), eigenvector centrality ($t_e$) and closeness ($t_c$) takes place.

Figure 8. Spearman coefficient between $C^T(\beta)$ and degree, betweenness, eigenvector and closeness for the ORBIS network.

Figure 9. Spearman correlation coefficient between $C_H(t)$ and degree, betweenness, eigenvector and closeness for the ORBIS network. The vertical dashed lines indicate the time for which the peak in correlation with degree ($t_d$), eigenvector centrality ($t_e$) and closeness ($t_c$) takes place.
Figure 9. The upper section shows the relative values of the Entropy-Based Multiscale Centrality at different time values: $t_d$, $t_e$ and $t_c$ to time where the peaks of the correlation with degree, eigenvector and closeness centralities occur respectively. The lower section shows the relative values of the associated classical centralities for the Orbis network.

IV. RELATION WITH OTHER CENTRALITY MEASURES

A. Total $f$-Communicability

$C_i^H(t)$ can be seen as some sort of nonlinear analog of the Katz centrality [12] and total communicability [14] and more generally of total $f$-communicability centralities defined by equation (10) below [13, 19]. For instance, the $\alpha$-centrality [21] which differs from the Katz centrality only by an extra term that does not change the rank, is obtained by taking the sum of rows of the matrix defined by resolvent of $A$:

$$(I - \alpha A)^{-1} = I + \alpha A + \alpha^2 A^2 + \cdots + \alpha^n A^n + \cdots \quad (8)$$

where $0 < \alpha < 1/\lambda_1$, $\lambda_1$ being the largest eigenvalue of $A$. More generally as suggested by the general framework in [13] and further explored in [19], one can take a series of the form

$$f(tA) = c_0 + c_1 tA + c_2 t^2 A^2 + \cdots, \quad (9)$$

with $c_i > 0$, $i = 0, 1, 2, \cdots$ and where $f(x) = \sum_{k=0}^{\infty} c_k x^k$ has a positive (possibly infinite) radius of convergence $R_f$. If $R_f < \infty$ we additionally impose that $\lim_{t\to1-} f(tR_f) = +\infty$. Although [13] and [19] consider more than one way of using equation (9) to derive centrality measures, we restrict ourselves to the case of the so-called total $f$-communicability:

$$C_i^f(t) = \sum_{j=1}^{n} (f(tA))_{ij} \quad (10)$$

Which is just the sum of the $i$-th row of $f(tA)$. Both Katz centrality and total communicability are particular cases of equation (10). The former is obtained by using $f(x) = \sum_{k=0}^{\infty} x^k$ whereas for the latter one uses $f(x) = \sum_{k=0}^{\infty} x^k/k!$.

As shown in [19, Theorem 5.1], under the assumption that $A$ is primitive and $f$ is defined on the spectrum of $A$, as $t$ ranges from 0 to its limiting value $t^* = R_f/\lambda_1$, the associated total $f$-communicability centrality interpolates between degree and eigenvector centrality. Thus the limiting behaviors in Figure (6) and (8) are expected not only for total communicability but also any total $f$-communicability under the given assumptions.

$C_i^H(t)$ is also defined in terms of a matrix series expansion:

$$e^{-tL} = I - tL + \frac{t^2 L^2}{2!} + \cdots + \frac{(-t)^n L^n}{n!} + \cdots \quad (11)$$

However taking the row sums for this expansion would not make sense since under the assumption that $A$ is symmetric, all row sums are equal to 1. Instead we use a non-linear approach by taking the entropy of each row, which then gives a meaningful way to distinguish nodes.
The applications above show that the behavior of $C^H_i(t)$ is similar to the total $f$-communicability centralities in that it resembles degree as $t \to 0$ and then, as $t$ grows, starts correlating better with eigenvector centrality. However differently from the total $f$-communicability centralities, the peak of correlation with eigenvector is not the limiting behavior of $C^H_i(t)$ but rather an intermediate step. It is as if $C^H(t)$ starts as a path counting centrality but changes its behavior to something more closeness-like as $t$ grows. The contrast between figures (5) and (6) and figures (7) and (6) showcases this distinction with total communicability representing the behavior of the total $f$-communicability. The cost of being able to reach larger scales seems to be that the correlation with eigenvector may not be very high as figure (6) clearly shows. Below we show that the same result about the limiting behavior as $t \to 0$ of the total $f$-communicabilities hold for $C^H(t)$. However as the applications showed, the counterpart when $t \to \infty$ cannot be the same.

B. An Explanation for the high correlation with degree

The results in the previous section were mostly qualitative, as we checked results by calculating correlations with particular graphs. In what follows we show that in the case of degree at least, this result is rigorous.

**Proposition 1:** Given a connected and undirected Graph $G$ with $C^H(t)$ being its entropy-based scale-dependent centrality, there exists a $\delta > 0$ such that, $\forall t \in (0, \delta)$, $C^H(t)$ satisfies: 

$$\text{degree}(i) > \text{degree}(j) \Rightarrow C^H_i(t) > C^H_j(t), \forall i, j \in G.$$ 

This means that for sufficiently small $t$, $C^H_i(t)$ follows the ranking given by degree. The result can be improved to showing that actually for sufficiently small $t$, $C^H_i(t) \approx \kappa(t) \cdot \text{degree}(i)$, where $\kappa(t)$ is a function of $t$ that does not depend on any particular node $i$. That explains why $C^H(t)$ is able to reproduce not only the rank of degree, but the relationship of its relative values among nodes. A proof of this proposition is given in the Appendix.

Figure 10 illustrates the claim of Proposition 1. The ranking of the $C^H_i(t)$ curves for a small window of $t$ is identical to the ranking of the degree of the respective nodes. The resemblance is so sharp that the curves for nodes which have the same degree are practically indistinguishable in the mentioned figure.

V. CONCLUSION AND FURTHER WORK

In this work we showed how to derive a scale-dependent centrality using the Shannon entropy of the diffusion process that starts at a given node. This centrality shares some similarities with standard centrality measures such as Katz-centrality [12] [21] and more generally total $f$-communicability centralities [13] [19], but has a remarkably different behavior both in the intermediate range of values of the scale parameter $t$, as well as when $t$ goes to its limiting value. In some way $C^H(t)$ is able to extend the scale and capture a behavior which goes beyond eigenvector centrality. The cost paid is the decay in correlation with walks of length $k$ as $k \to \infty$. Our results were illustrated and interpreted with the help of a toy model and the known networks: Zachary’s Karate Club, the Netscience Citation Network and the ORBIS map of the Roman World.

We remark that even though we have empirical evidence that $C^H_i(t)$ has a scale-dependent behavior that takes into account longer walks as $t$ grows, it is still not all clear what this relation is. From the results in section III we conjecture it must be something fundamentally different from the way the total $f$-communicability centralities count walks but this is something still to be understood.

We thank W. Scheitel and V. Abraham from the ORBIS project for sharing their databank with us. We also would like to thank R. Misturini for the fruitful discussions on the Markov chain interpretation of $C^H_i(t)$ and Proposition 1.

VI. APPENDIX

**Proposition 1:** Given a connected, undirected and weighted Graph $G$ with $C^H(t)$ being its entropy-based scale-dependent centrality, there exists a $\delta > 0$ such that, $\forall 0 < t < \delta$, $C^H_i(t)$ satisfies: 

$$\text{degree}(i) > \text{degree}(j) \Rightarrow C^H_i(t) > C^H_j(t), \forall i, j \in G.$$
Proof of Proposition 1: Let $G$ be a connected and undirected graph. Let $n$ denote the number of vertices of $G$. We now show that for any pair of nodes $i,j$, such that $\text{degree}(i) > \text{degree}(j)$ there exists a $\delta_{ij} > 0$ such that $C_i^H(t) > C_j^H(t)$ whenever $0 < t < \delta_{ij}$. Since we have a finite number of pairs $i,j$ we can then take $\delta$ to be the smallest among the $\delta_{ij}$, making the result valid for all pairs $i,j$ satisfying the hypothesis.

Given two nodes $i,j$ such that $\text{degree}(i) > \text{degree}(j)$, let $(C_i^H(t))'$ denote the derivative of $C_i^H(t)$ with respect to $t$. We first show that there exists $\delta_{ij} > 0$ such that $(C_i^H(t))' > (C_j^H(t))'$ whenever $0 < t < \delta_{ij}$, by showing that

$$\lim_{t \to 0} \frac{(C_i^H(t))'}{(C_j^H(t))'} > 1, \forall \ 0 < t < \delta_{ij}. \quad (13)$$

It follows from the definition of a limit that there must exist a $\delta_{ij} > 0$ such that

$$\frac{(C_i^H(t))'}{(C_j^H(t))'} > 1, \forall \ 0 < t < \delta_{ij}. \quad (14)$$

This follows by direct application of the chain rule and using the fact that $\sum_{i=1}^{N} p_i(t|i) = 0$.

Let $L^{(k)}$ denote the $k$th power of $L$ the laplacian matrix of $G$. Using the series expansion of $p(t|i) = e^{-tL}p(0|i)$ and letting $I$ denote the identity matrix, we see that

$$p(t|i) = I_{ii} - tL_{ii} + \frac{t^2}{2}L_{ii}^{(2)} + O(t^3). \quad (15)$$

Thus,

$$p_1(t|i) = -L_{ii} + tL_{ii}^{(2)} + O(t^2). \quad (16)$$

Let $N(i)$ be the set of vertices of $G$ which are directly connected to $i$. The sum in (14) can be conveniently rewritten in three parts:

$$-(C_i^H(t))' = \log_2(p_i(t|i)p_i(t|i)) + \sum_{l \in N(i)} \log_2(p_l(t|i)p_i(t|i)) + \sum_{l \notin N(i), l \neq i} \log_2(p_l(t|i)p_i(t|i)). \quad (17)$$

Using the expansion in (16), we have that if $l \in N(i)$ and $t$ is sufficiently small,

$$\log_2(p_l(t|i)p_i(t|i)) = \log_2(t + O(t^2))(1 + O(t)) \approx \log_2(t). \quad (18)$$

Thus, as $t \to 0$, the middle term in (17) grows as

$$\sum_{l \in N(i)} \log_2(p_l(t|i)p_i(t|i)) \approx \sum_{l \in N(i)} \log_2(t) = \text{degree}(i) \log_2(t). \quad (19)$$

Also due to the expansions, it can be shown that the first and last terms in (17) go to 0 as $t \to 0$. This together with (19) imply that,

$$\lim_{t \to 0} \frac{-(C_i^H(t))'}{\log_2(t)} = \text{degree}(i). \quad (20)$$

The same applies to $(C_j^H(t))'$, from which we can conclude that as $t \to 0$,

$$\lim_{t \to 0} \frac{(C_i^H(t))'}{(C_j^H(t))'} = \frac{\text{degree}(i)}{\text{degree}(j)} > 1, \quad (21)$$

and so there exists $\delta_{ij} > 0$ such that whenever $0 < t < \delta_{ij}$, $(C_i^H(t))' > (C_j^H(t))'$. This implies that

$$C_i^H(t) = \int_{0}^{t} (C_i^H(t))' \, dt > \int_{0}^{t} (C_j^H(t))' \, dt = C_j^H(t), \quad (22)$$

whenever $0 < t < \delta_{ij}$. This completes the proof. \qed

To obtain an approximate formula for $C_i^H(t)$ for $t \to 0$ one may proceed by integrating the approximation given in equation (20) for $(C_i^H(t))'$ between 0 and $t$:

$$C_i^H(t) \approx t \text{degree}(i) \left( \log_2(t) - \frac{1}{\ln(2)} \right). \quad (23)$$

This result can be used as a benchmark for numerical computations.
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