VECTOR-VALUED HIRZEBRUCH-ZAGIER SERIES AND CLASS NUMBER SUMS

BRANDON WILLIAMS

Abstract. For any number \( m \equiv 0, 1 (4) \) we correct the generating function of Hurwitz class number sums \( \sum r H(4n - mr^2) \) to a modular form (or quasimodular form if \( m \) is a square) of weight two for the Weil representation attached to a binary quadratic form of discriminant \( m \) and determine its behavior in the Petersson scalar product. This modular form arises through holomorphic projection of the zero-value of a nonholomorphic Jacobi Eisenstein series of index \( 1/m \). When \( m \) is prime, we recover the classical Hirzebruch-Zagier series whose coefficients are intersection numbers of curves on a Hilbert modular surface. Finally we calculate certain sums over class numbers by comparing coefficients with an Eisenstein series.

1. Introduction

The Hurwitz class numbers \( H(n) \) are essentially the class numbers of imaginary quadratic fields. To be more specific, if \( -D \) is a fundamental discriminant then

\[
H(D) = \frac{2h(D)}{w(D)}
\]

where \( h(D) \) is the class number of \( \mathbb{Q}(\sqrt{-D}) \) and \( w(D) \) is the number of units in its ring of integers (in particular, \( w(D) = 2 \) for \( D \neq 3, 4 \)). More generally,

\[
H(n) = \frac{2h(D)}{w(D)} \sum_{d | f} \mu(d) \left( \frac{D}{d} \right) \sigma_1(f/d)
\]

if \( -n = Df^2 \), where \( D \) is the discriminant of \( \mathbb{Q}(\sqrt{-n}) \), and \( \mu \) is the Möbius function, \( \sigma_1 \) is the divisor sum, and \( (\cdot) \) is the Kronecker symbol; and by convention one sets \( H(0) = -\frac{1}{12} \) and \( H(n) = 0 \) whenever \( n \equiv 1, 2 (\text{mod } 4) \). Hurwitz class numbers have natural interpretations in terms of equivalence classes of binary quadratic forms or orders in imaginary quadratic fields. We refer to section 5.3 of [9] for more details.

Many identities are known to hold between Hurwitz class numbers, the prototypical identity being the Kronecker-Hurwitz relation

\[
\sum_{r \in \mathbb{Z}} H(4n - r^2) = \sum_{d | n} \max(d, n/d),
\]

where we set \( H(n) = 0 \) if \( n < 0 \). These and other identities have interpretations in the theory of modular forms. The most influential result in this area is probably Hirzebruch and Zagier’s discovery [10] that for any prime \( p \equiv 1 (\text{mod } 4) \) the sums

\[
H_p(n) = \sum_{4n-r^2 \equiv 0 (p)} H \left( \frac{4n - r^2}{p} \right)
\]

can be corrected to the coefficients of a modular form of weight 2 and level \( \Gamma_0(p) \) and Nebentypus \( \chi(n) = \left( \frac{p}{n} \right) \), and that these corrected coefficients can be interpreted as intersection numbers of curves on Hilbert modular surfaces. (The construction of the modular form there also goes through when \( p \) is replaced by the discriminant of a real-quadratic number field.) The paper [10] is a pioneering use of what are now called mock modular forms. Related techniques have turned out to be effective at deriving other identities among class numbers (among many other things); the papers [2], [12], [13] are some examples of this.
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As observed by Bruinier and Bundschuh [6], there are isomorphisms between the spaces of vector-valued modular forms that transform with the Weil representation attached to a lattice of prime discriminant $p$ and a plus- or minus-subspace (depending on the signature of the lattice) of scalar modular forms of level $\Gamma_0(p)$ and Nebentypus. We prove here that up to a constant factor, the Hirzebruch-Zagier series of level $p$ mentioned above corresponds to a Poincaré square series of index $1/p$ (in the sense of [16]; see also section 2) by computing the latter series directly. One feature of this construction is that $p$ being prime or even a fundamental discriminant is irrelevant: the construction holds and produces a modular form attached to a quadratic form of discriminant $m$ for arbitrary $m \equiv 0, 1 \pmod{4}$ whose coefficients are corrections of the class number sums $\sum_r H(4n - mr^2)$. (However, if $m$ is a perfect square then it will produce a quasimodular form similar to the classical Eisenstein series of weight 2, rather than a true modular form.) It seems natural to call these vector-valued functions Hirzebruch-Zagier series as well.

Our construction starts with a nonholomorphic vector-valued Jacobi Eisenstein series $E_{2,1/m,\beta}^\ast(\tau, z, s; Q)$ of weight 2 and index $1/m$ whose Fourier coefficients involve the expressions $H(4n - mr^2)$. (Jacobi forms of fractional index are acceptable when the Heisenberg group also acts through a nontrivial representation.) The action through the Petersson scalar product of the value of the Jacobi Eisenstein series at $z = 0$ is straightforward to describe using the usual unfolding argument (e.g. [4], section 1.2.2) for large enough $\Re(s)$, and it follows for all $s$ by analytic continuation. We construct the Hirzebruch-Zagier series by projecting the zero value $E_{2,1/m,\beta}^\ast(\tau, 0, 0; Q)$ orthogonally into the space of cusp forms and then adding the Eisenstein series; neither of these processes change the value of its Petersson scalar product with any cusp form, so this construction makes the behavior of the Hirzebruch-Zagier series with respect to the Petersson scalar product clear for arbitrary $m$. (In the case $m$ is prime, this was left as a conjecture at the end of [10].) This method of constructing holomorphic modular forms from real-analytic forms is holomorphic projection and it remains valid for vector-valued modular forms (see also [11]).

For small values of $m$, there are several examples where the Hirzebruch-Zagier series equals Bruinier’s Eisenstein series of weight 2. By comparing coefficients that are chosen to make the correction term in the Hirzebruch-Zagier series vanish, one can find several identities relating $\sum_r H(4n - mr^2)$ to a twisted divisor sum. A typical example is

$$\sum_{r \in \mathbb{Z}} H(4n - 3r^2) = \frac{5}{6} \sigma_1(n, \chi_{12}), \quad n \equiv 7 \pmod{12},$$

where $\chi_m(n) = \left(\frac{n}{m}\right)$ is the Kronecker symbol and where

$$\sigma_1(n, \chi_m) = \sum_{d | n} d \chi_m(n/d).$$

Additionally, by taking $m = d^2 \in \{4, 9, 25, 49\}$ we give another derivation for identities involving sums of the form $\sum_{r \equiv a (d)} H(4n - r^2)$ which were considered in [2], [3].
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2. Background

Let $Q$ be an integral nondegenerate quadratic form in $e$ variables with bilinear form $\langle x, y \rangle = \frac{Q(x+y) - Q(x) - Q(y)}{2}$. We associate to $Q$ a discriminant form $(A, Q)$ as follows: letting $S$ be the Gram matrix of $Q$ (that is, $S$ is symmetric with even diagonal and $Q(x) = \frac{1}{2} x^T S x$), we define $A$ as the finite group $A = (S^{-1} \mathbb{Z}^e) / \mathbb{Z}^e$. Then $Q$ induces a well-defined map

$$Q : A \to Q / \mathbb{Z}, \quad Q(x) = \frac{1}{2} x^T S x \mod \mathbb{Z}.$$

Attached to $(A, Q)$ is the Weil representation $\rho : Mp_2(\mathbb{Z}) \to \text{Aut} \mathbb{C}[A]$ on the group ring $\mathbb{C}[A]$; letting $e_\gamma$, $\gamma \in A$ denote the natural basis, this is defined on the generators $S = \left(\begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array}\right)$, $T = \left(\begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array}\right)$, $1$
by
\[ \rho(S)e_\gamma = \frac{1}{\sqrt{|A|}} e^{(\text{sig}(Q)/8)} \sum_{\beta \in A} e(\langle \gamma, \beta \rangle) e_\beta \]
and
\[ \rho(T)e_\gamma = e(-Q(\gamma)) e_\gamma. \]
(We are using the convention of [14]; elsewhere the Weil representation may denote the dual of \(\rho\).) Here \(\text{sig}(Q)\) denotes the signature of \(Q\) and \(e(x) = e^{2\pi i x}\). This representation is unitary with respect to the scalar product on \(\mathbb{C}[A]\) that makes \(e_\gamma, \gamma \in A\), an orthonormal basis. Note that isomorphic discriminant forms produce the same Weil representation. If \(\text{sig}(Q)\) is even, then \(\rho\) comes from a representation of \(SL_2(\mathbb{Z})\); further, if \(\text{sig}(Q)\) is a multiple of 4 then \(\rho\) comes from a representation of \(PSL_2(\mathbb{Z})\).

By \(M_k(Q), k \in \frac{1}{2}\mathbb{Z}\), we denote the space of **modular forms of weight** \(k\) **for the Weil representation attached to** \(Q\), which are the holomorphic functions \(f : \mathbb{H} \to \mathbb{C}[A]\) that satisfy
\[
f \left( \frac{a\tau + b}{c\tau + d} \right) = (ct + d)^k \rho(M)f(\tau), \quad M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_{p2}(\mathbb{Z}),
\]
where \((ct + d)^k = (\sqrt{ct + d})^{2k}\) if \(k\) is half-integral, together with a growth condition at \(\infty\) that is equivalent to \(f\) having a Fourier expansion of the form
\[
f(\tau) = \sum_{\gamma \in A} \sum_{n \in \mathbb{Z} - Q(\gamma)} c(n, \gamma) q^n e_\gamma, \quad c(n, \gamma) \in \mathbb{C}.
\]
The first condition can be abbreviated by \(f|_{k,\rho} M = f\) for all \(M \in M_{p2}(\mathbb{Z})\), where \(|_{k,\rho}\) is the Petersson slash operator
\[
f|_{k,\rho} M(\tau) = (ct + d)^{-k} \rho(M)^{-1} f(\tau).
\]
We call \(f\) a **cusp form** if in addition all constant terms \(c(0, \gamma)\) are zero.

**Remark 1.** Following proposition 4.5 of [14], if \(N\) is the level of the discriminant form \((A, Q)\) then in the case of even signature the action of \(\Gamma_0(N)\) through the Weil representation is
\[ \rho(M)e_\gamma = \chi(M)e(-bdQ(\gamma)) e_{d\gamma}, \quad M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}), \quad c \equiv 0 (N). \]
Here \(\chi\) is a quadratic character naturally associated to the quadratic form \(Q\). It follows from this that if \(f(\tau) = \sum_{\gamma \in A} f_\gamma(\tau) e_\gamma\) is a modular form for the Weil representation attached to \(Q\) then
\[
\sum_{\gamma \in A} f_\gamma(N\tau)
\]
is a (scalar-valued) modular form of level \(\Gamma_0(N)\) and Nebentypus \(\chi\). In the case \(\text{sig}(Q) \equiv 0 (\text{mod } 4)\) and \(\text{discr}(Q) = p\) is prime (and therefore the level of \(Q\) is also \(p\)), it was shown in [6] that the character is \(\chi(n) = \left( \frac{p}{n} \right)\) and that this correspondence is an isomorphism to the “plus space” of modular forms with Nebentypus in which the coefficient of \(q^n\) is zero if \(\chi(n) = -1\).

For \(k \geq 5/2\), the **Eisenstein series** of weight \(k\) attached to \(Q\) is defined by
\[
E_k(\tau; Q) = \sum_{M \in \Gamma_\infty \setminus \Gamma_0(N) M_{p2}(\mathbb{Z})} e_0 \left|_{k,\rho} \right. M,
\]
where \(e_0\) is interpreted as a constant function and \(\Gamma_\infty\) is the subgroup of \(M_{p2}(\mathbb{Z})\) generated by \(T\) and \(Z = \left( \begin{array}{cc} -1 & 0 \\ 0 & -1 \end{array} \right), i\). Note that this construction is identically zero unless \(2k + \text{sig}(Q) \equiv 0 (\text{mod } 4)\). When \(k \leq 2\), this no longer converges (absolutely); however, one can instead consider the nonholomorphic Eisenstein series
\[
E_k^*(\tau, s; Q) = \sum_{M \in \Gamma_\infty \setminus \Gamma_0(N) M_{p2}(\mathbb{Z})} (y^s e_0) \left|_{k,\rho} \right. M,
\]
which has an analytic continuation in \( s \) beyond the region of convergence. These series were considered in [17]; in weight \( k = 3/2 \), setting \( s = 0 \) results in a harmonic Maass form \( E_{3/2}^*(\tau, 0; Q) \) whose Fourier expansion takes the form

\[
E_{3/2}^*(\tau, 0; Q) = \sum_{\gamma \in \mathcal{N}} \sum_{n \in \mathbb{Z} - Q(\gamma)} c(n, \gamma) q^n e_\gamma + \frac{1}{\sqrt{y}} \sum_{n \in \mathbb{Z} - Q(\gamma)} a(n, \gamma) \beta(-4\pi ny) q^n e_\gamma,
\]

where \( c(n, \gamma), a(n, \gamma) \in \mathbb{C} \) and \( \beta \) is a special function (essentially an incomplete Gamma function)

\[
\beta(x) = \frac{1}{16\pi} \int_1^{\infty} u^{-3/2} e^{-xu} \, du.
\]

When \( k = 2 \), the zero-value \( E_2^*(\tau, 0; Q) \) is a quasimodular form whose Fourier expansion takes the form

\[
E_2^*(\tau, 0; Q) = \sum_{\gamma \in \mathcal{N}} \sum_{n \in \mathbb{Z}} c(n, \gamma) q^n e_\gamma + \frac{1}{y} \cdot \text{const}.
\]

(The classical weight 2 Eisenstein series \( E_2^*(\tau) = 1 - 24 \sum_{n=1}^{\infty} \sigma_1(n) q^n \) is a special case of this.)

The most important example of a weight 3/2 Eisenstein series is the Zagier Eisenstein series, which we consider in the form

\[
E_{3/2}^*(\tau, 0; x^2) = -12 \sum_{\gamma \in \frac{1}{2} \mathbb{Z} / \mathbb{Z}} \sum_{n \in \mathbb{Z} - \gamma^2} H(4n) q^n e_\gamma + \frac{1}{\sqrt{y}} \sum_{\gamma \in \frac{1}{2} \mathbb{Z} / \mathbb{Z}} \sum_{n \in \mathbb{Z} - \gamma^2} a(n, \gamma) \beta(-4\pi ny) q^n e_\gamma.
\]

Here \( H(n) \) is the Hurwitz class number from the introduction, and \( a(0,0) = -24; a(n,\gamma) = -48 \) if \( -n \) is a rational square and \( a(n,\gamma) = 0 \) otherwise.

We will also need to consider Jacobi forms for the “twisted Weil representations” described in [15]. The Heisenberg group is the group \( \mathcal{H} \) with underlying set \( \mathbb{Z}^3 \) and group action

\[
(\lambda_1, \mu_1, t_1) \cdot (\lambda_2, \mu_2, t_2) = (\lambda_1 + \lambda_2, \mu_1 + \mu_2, t_1 + t_2 + \lambda_1 \mu_2 - \lambda_2 \mu_1).
\]

The metaplectic group \( Mp_2(\mathbb{Z}) \) acts on \( \mathcal{H} \) from the right by

\[
(\lambda, \mu, t) \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix} = (a\lambda + c\mu, b\lambda + d\mu, t),
\]

and the meta-Jacobi group is defined as the semidirect product \( \mathcal{J} = \mathcal{H} \times Mp_2(\mathbb{Z}) \) by this action. For any \( \beta \in \mathcal{A} \), there is a unitary Schrödinger representation \( \sigma_\beta \) of \( \mathcal{H} \) on \( \mathbb{C}[\mathcal{A}] \) given by

\[
\sigma_\beta(\lambda, \mu, t)e_\gamma = e\left(-\mu(\beta, \gamma) + (\lambda \mu - t)Q(\beta)\right) e_{\gamma - \lambda\beta}.
\]

(This is the dual of the representation discussed in [15].) This representation is compatible with the Weil representation and one obtains a representation

\[
\rho_\beta : \mathcal{J} \to \text{Aut} \mathbb{C}[\mathcal{A}]
\]

that restricts to \( \sigma_\beta \) on \( \mathcal{H} \) and to \( \rho \) on \( Mp_2(\mathbb{Z}) \).

A Jacobi form of weight \( k \) and index \( m \in \mathbb{Z} - Q(\beta) \) for the representation \( \rho_\beta \) is a holomorphic function of two variables \( \Phi : \mathcal{H} \times \mathbb{C} \to \mathbb{C}[\mathcal{A}] \) with the following properties:

(i) For any \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \sqrt{cr + d} \in Mp_2(\mathbb{Z}) \),

\[
\Phi\left(\frac{a\tau + b}{cr + d}, \frac{z}{cr + d}\right) = (cr + d)^k e\left(\frac{mcz^2}{cr + d}\right) \rho(M) \Phi(\tau, z);
\]

(ii) For any \( (\lambda, \mu, t) \in \mathcal{H} \),

\[
\Phi(\tau, z + \lambda \tau + \mu) = e\left(-m\lambda^2 \tau - 2m\lambda z - m(\lambda \mu + t)\right) \sigma_\beta(\lambda, \mu, t) \Phi(\tau, z);
\]
(iii) The Fourier series of $\Phi$,

$$
\Phi(\tau, z) = \sum_{\gamma \in \mathcal{A}} \sum_{n \in \mathbb{Z} - Q^*(\gamma)} \sum_{r \in \mathbb{Z} - (\gamma, \beta)} c(n, r, \gamma) q^n \zeta^r \epsilon_\gamma, \quad q = e(\tau), \; \zeta = e(z)
$$

has $c(n, r, \gamma) = 0$ whenever $n < r^2/4m$.

Jacobi forms as above arise naturally through the Fourier-Jacobi expansion of vector-valued Siegel modular forms. If $X \left( \frac{\tau_1}{\tau_2}, \frac{z}{\tau_2} \right)$ is a Siegel modular form of weight $k$ that transforms with respect to the Weil representation of $Mp(4; \mathbb{Z})$ on $\mathbb{C}[\mathcal{A}] \otimes \mathbb{C}[\mathcal{A}]$ (which encodes the transformation of the genus two Siegel theta function of $-Q$, if $Q$ is negative definite), one can write out the Fourier series of $X$ with respect to the variable $\tau_2$ as

$$
X \left( \frac{\tau_1}{\tau_2}, \frac{z}{\tau_2} \right) = \sum_{\beta \in \mathcal{A}} \sum_{m \in \mathbb{Z} - Q(\beta)} \Phi_{m, \beta}(\tau_1, z) \otimes q_\beta^m, \quad q_\beta = e(\tau_2),
$$

and $\Phi_{m, \beta}$ is a Jacobi form of weight $k$ and index $m$ for $\rho_\beta$.

One particularly important Jacobi form is the Jacobi Eisenstein series

$$
E_{k,m,\beta}(\tau, z; Q) = \sum_{(M,\zeta) \in J_\infty \setminus J} \epsilon_0 \left|_{k,m,\rho_\beta} (M, \zeta) \right. \quad k \geq 3;
$$

here, $|_{k,m,\rho_\beta}$ is a Petersson slash operator defined similarly to $|_{k,\rho}$, and $J_\infty$ is the stabilizer of $\epsilon_0$ in $J$. One can extend this to smaller weights by defining $E_{k,m,\beta}^*(\tau, z; s; Q) = \sum_{(M,\zeta)} (y^s \epsilon_0) |_{k,m,\rho_\beta} (M, \zeta)$. When $k = 2$, the value at $s = 0$ has a Fourier expansion of the form

$$
E_{2,m,\beta}^*(\tau, z; 0; Q) = \sum_{\gamma \in \mathcal{A}} \sum_{n \in \mathbb{Z} - Q^*(\gamma)} \sum_{r \in \mathbb{Z} - (\gamma, \beta)} c(n, r, \gamma) q^n z^r \epsilon_\gamma + \frac{1}{\sqrt{y}} \sum_{\gamma \in \mathcal{A}} \sum_{n \in \mathbb{Z} - Q(\gamma)} \sum_{r \in \mathbb{Z} - (\gamma, \beta)} A(n, r, \gamma) q^n z^r \epsilon_\gamma,
$$

where $A(n, r, \gamma)$ are constants that are zero whenever $(r^2 - 4mn)|A|$ is not a rational square.

For $k \geq 3$, the zero-values $Q_{k,m,\beta}(\tau; Q) = E_{k,m,\beta}(\tau; 0; Q)$ are easily seen to be modular forms for $\rho$. As observed in [15] they have an interesting characterization in terms of the Petersson scalar product

$$
(f, g) = \int_{SL_2(\mathbb{Z}) \setminus \mathbb{H}} \overline{f(\tau)} g(\tau) y^{k-2} \, dx \, dy, \quad \tau = x + iy;
$$

namely, $Q_{k,m,\beta}(\tau; Q) - E_k(\tau; Q)$ is a cusp form and

$$
(f, Q_{k,m,\beta}) = \frac{2 \cdot \Gamma(k - 1)}{(4m\pi)^{k-1}} \sum_{\lambda=1}^{\infty} c(\lambda^2 m, \lambda \beta) \lambda^{2k-2}
$$

for all cusp forms $f(\tau) = \sum_{\gamma,n} c(n, \gamma) q^n \epsilon_\gamma$. This characterization was essentially taken as a definition for $Q_{k,m,\beta}$ in weights $k = 3/2, 2, 5/2$ in [15], [17]; in particular, in weight $k = 2$ one can obtain $Q_{2,m,\beta}$ through holomorphic projection of the zero-value $E_{2,m,\beta}^*(\tau, 0; 0; Q)$.

3. The case $m \equiv 1 \mod 4$

Fix any number $m \equiv 1 \mod 4$ and consider the quadratic form $Q(x, y) = x^2 + xy - \frac{m+1}{4} y^2$ of discriminant $m$. There is a unique pair of elements $\pm \beta \in \mathcal{A}$ in the associated discriminant form with $Q(\beta) = 1 - \frac{1}{m}$; they are represented by $\pm(-1/m, 2/m)$. (In particular, the discriminant form is cyclic and these elements are generators, and $Q$ takes values in $\frac{1}{m} \mathbb{Z}/\mathbb{Z}$.) We will also consider the ternary quadratic form

$$
Q(x, y, z) = Q(x, y) + 2xz + z^2,
$$

where $Q(x, y) = x^2 + xy - \frac{m+1}{4} y^2$. The (non-torsion) zeros of $Q_{2,m,\beta}$ are given by

$$
Q_{2,m,\beta}(\tau; Q) = \sum_{\gamma \in \mathcal{A}} \sum_{n \in \mathbb{Z} - Q^*(\gamma)} \sum_{r \in \mathbb{Z} - (\gamma, \beta)} c(n, r, \gamma) q^n \zeta^r \epsilon_\gamma + \frac{1}{\sqrt{y}} \sum_{\gamma \in \mathcal{A}} \sum_{n \in \mathbb{Z} - Q(\gamma)} \sum_{r \in \mathbb{Z} - (\gamma, \beta)} A(n, r, \gamma) q^n \zeta^r \epsilon_\gamma,
$$

where $A(n, r, \gamma)$ are constants that are zero whenever $(r^2 - 4mn)|A|$ is not a rational square.
which has discriminant

$$\text{discr}(Q) = \det \begin{pmatrix} 2 & 1 - \frac{m-1}{2} & 0 \\ 1 & 0 & 2 \end{pmatrix} = -2.$$ 

Comparing the coefficient formulas for the Jacobi Eisenstein series of index 1/m ([16], section 3) and the usual Eisenstein series [7] (where in weight 3/2 was considered in [17]), we see that the coefficient of \(q^n\zeta^r\) in \(E_{2,1/m,\beta}(\tau, z; Q)\) equals the coefficient of \(q^n - mr^2/4\) in \(E_{3/2}(\tau, s; Q)\). To be more precise, we should consider the coefficients of \(q^n\zeta^r\epsilon_r\) for elements \(\gamma \in A\) instead; however, the condition \(r \in \mathbb{Z} - \langle \gamma, \beta \rangle\) determines \(\langle \gamma, \beta \rangle \in \mathbb{Q}/\mathbb{Z}\), and due to our choice of \(\beta\) this determines \(\gamma\) uniquely. Both coefficient formulas involve zero-counts of quadratic polynomials modulo prime powers and \(Q\) is chosen to make these zero-counts equal; specifically, for all \(\gamma \in A\) and \(n \in \mathbb{Z} - Q(\gamma), r \in \mathbb{Z} - \langle \gamma, \beta \rangle\),

\[
\#\{(v, \lambda) \in \mathbb{Z}^2 \mod p^k : Q(v + \lambda\beta - \gamma) + \lambda^2/m - r\lambda + n \equiv 0\} = \#\{v \in \mathbb{Z}^3 \mod p^k : Q(v - \gamma_r) + (n -mr^2/4) \equiv 0\}, \quad \gamma_r = \left(\gamma - \frac{rm}{2}, \frac{rm}{2}\right) \in (\mathbb{Q}/\mathbb{Z})^3,
\]

where \(\gamma_r\) is in the discriminant group of \(Q\) and \(n - mr^2/4 \in \mathbb{Q}(\gamma_r)\). On the level of matrices, letting \(S = \begin{pmatrix} 2 & 1 - \frac{m-1}{2} \\ 1 & 0 \end{pmatrix}\) be the Gram matrix of \(Q\), this follows because the Gram matrix of \(Q\) has block form

\[
\text{Gram}(Q) = \begin{pmatrix} 2 & 1 - \frac{m-1}{2} \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} S & S\beta \\ \beta\tilde{S} & 2(\frac{1}{m} + \beta\tilde{S}S) \end{pmatrix}
\]

for the representative \(\beta = (\frac{m-1}{m}, \frac{2}{m}) \in \mathbb{Q}^2\). (See also Remark 17 of [15].)

Since \(|\text{discr}(Q)| = 2\) and \(\text{sig}(Q) = 1\), the discriminant form of \(Q\) is isomorphic to that of \(x^2\) and so the nonholomorphic weight 3/2 Eisenstein series attached to it is the Zagier Eisenstein series in which the coefficient of \(q^n\) is \(H(4n)\). Evaluating at \(s = 0\) and using the previous paragraph, we find

\[
E_{2,1/m,\beta}(\tau, z, 0; Q) = -12 \sum_{\gamma \in A} \sum_{n \in \mathbb{Z} - Q(\gamma)} \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} H(4n - mr^2)q^n \zeta^r \epsilon_r + \frac{1}{\sqrt{4}} \sum_{\gamma \in A} \sum_{n \in \mathbb{Z} - Q(\gamma)} \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} A(n, r, \gamma) \beta(\pi y(mr^2 - 4n))q^n \zeta^r \epsilon_r,
\]

where the coefficients \(A(n, r, \gamma)\) are given by

\[
A(n, r, \gamma) = \begin{cases} -24 : & mr^2 = 4n; \\
-48 : & mr^2 - 4n \text{ is a nonzero square}; \\
0 : & \text{otherwise}. 
\end{cases}
\]

The main result of [16] is a coefficient formula for the Poincaré square series \(Q_{2,d,\beta}(\tau)\) for any \(\beta \in A\) and \(d \in \mathbb{Z} - Q(\beta)\). If

\[
E_{2,2,d,\beta}(\tau, 0, 0; Q) = \sum_{\gamma \in A} \sum_{n \in \mathbb{Z} - Q(\gamma)} \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} c(n, r, \gamma) q^n \zeta^r \epsilon_r + \frac{1}{\sqrt{4\delta}} \sum_{\gamma \in A} \sum_{n \in \mathbb{Z} - Q(\gamma)} \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} A(n, r, \gamma) \beta(\pi y(r^2/d-4n))q^n \zeta^r \epsilon_r,
\]

then the coefficient \(C(n, \gamma)\) of \(q^n\epsilon_r\) in \(Q_{2,d,\beta}\) is

\[
C(n, \gamma) = \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} c(n, r, \gamma) + \frac{1}{8\sqrt{d}} \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} \left[A(n, r, \gamma) \left(\sqrt{|r| - \sqrt{r^2 - 4dn}}\right)\right].
\]

In our case where \(d = 1/m\), these coefficients are

\[
-12 \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} H(4n -mr^2) - 6\sqrt{m} \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} \left(\sqrt{|r| - \sqrt{r^2 - 4n/m}}\right) + \begin{cases} 12\sqrt{a} : & \exists r \in \mathbb{Z} - \langle \gamma, \beta \rangle \text{ with } mr^2 = 4n; \\
0 : & \text{otherwise}. 
\end{cases}
\]
Note that \( \frac{m}{2} \left( |r| - \sqrt{r^2 - 4n/m} \right) \) is always an algebraic integer when \( mr^2 - 4n \) is square: if \( m \) itself is square then this is clear, and otherwise its conjugate is \( \frac{m}{2} \left( |r| + \sqrt{r^2 - 4n/m} \right) \), so its trace is \( m|r| \in m\mathbb{Z} \) and its norm is \( mn \in m\mathbb{Z} - mQ(\gamma) \leq \mathbb{Z} \). Conversely, if \( m \) is squarefree then
\[
\frac{m}{2} \left( |r| - \sqrt{r^2 - 4n/m} \right), \quad r \in \mathbb{Z} \pm (\gamma, \beta), \quad \gamma \in A
\]
runs exactly through the values taken by \( \min(\lambda, \overline{\lambda}) \), where \( \lambda \) is a positive integer of \( \mathcal{O}_K \), \( K = \mathbb{Q}(\sqrt{m}) \) with positive conjugate \( \overline{\lambda} \) that has norm \( mn \); however it double-counts \( \sqrt{mn} \) if \( r = \pm \sqrt{4n/m} \) occur in the sum. This allows one to remove the additional term \( 12\sqrt{n} \) in the formula (2). In some sense this remains true for \( m = 1 \) (with trivial discriminant form); then \( \frac{1}{2} \left( |r| - \sqrt{r^2 - 4n} \right), \quad r \in \mathbb{Z} \) takes the values \( \min(d, n/d) \) where \( d \) runs through divisors of \( n \) in \( \mathbb{Z} \) but it double-counts \( \sqrt{n} \) if \( n \) is square.

In this way, we obtain for \( m = 1 \) an identity equivalent to the Kronecker-Hurwitz relations:
\[
E_2(\tau) = 1 - 24 \sum_{n=1}^{\infty} \sigma(n) q^n = Q_{2,1,0}(\tau) = 1 - 12 \sum_{n \in \mathbb{Z}} \left( \sum_{d|n} \min(d, n/d) + \sum_{r \in \mathbb{Z}} H(4n - r^2) \right) q^n,
\]
whereas if \( m = p \) is a prime, we obtain a vector-valued form of the Hirzebruch-Zagier series:
\[
Q_{2,1/p,\beta}(\tau) = 1 - 12 \sum_{\gamma \in A} \varepsilon_{\gamma} \sum_{n \in \mathbb{Z} \setminus Q(\gamma)} \left( \sum_{r \in \mathbb{Z} \setminus (-\gamma, \beta)} H(4n - pr^2) + \frac{1}{\sqrt{p}} \sum_{\lambda \in \mathcal{O}_K \setminus \text{neg} \lambda \overline{\lambda} = n} \min(\lambda, \overline{\lambda}) \right) q^n e_{\gamma},
\]
where \( K = \mathbb{Q}(\sqrt{p}) \); \( \overline{\lambda} \) is the conjugate of \( \lambda \); \( \lambda \gg 0 \) means that both \( \lambda \), \( \overline{\lambda} \) are positive; and finally we set \( \varepsilon_{\gamma} = 1 \) if \( \gamma = 0 \) and \( \varepsilon_{\gamma} = 1/2 \) otherwise. (The factors \( \varepsilon_{\gamma} \) come from the fact that relating the sum over \( r \) to a divisor sum requires both congruences \( r \in \mathbb{Z} \pm (\gamma, \beta) \); but the coefficients \( c(n, \gamma) \) of any modular form satisfy \( c(n, \gamma) = c(n, -\gamma) \) by our assumption \( 2k + \text{sig}(\lambda) \equiv 0 (4) \) on their weight.) As mentioned in Remark 1 the identification between modular forms attached to quadratic forms of prime discriminant and the plus space of modular forms with Nebentypus is essentially given by summing together all components and replacing \( n \) by \( n/p \) in the coefficient formula; it is not difficult to see that the image of \( Q_{2,1/p,\beta} \) under this identification is
\[
-12\varphi_p = 1 - 12 \sum_{n \in \mathbb{Z}} \left[ \sum_{r \in \mathbb{Z} \setminus 4n - r^2 \equiv 0 (p)} H\left( \frac{4n - r^2}{p} \right) + \frac{1}{\sqrt{p}} \sum_{\lambda \in \mathcal{O}_K \setminus \text{neg} \lambda \overline{\lambda} = n} \min(\lambda, \overline{\lambda}) \right] q^n \in M_2(\Gamma_0(p), \chi),
\]
where \( \varphi_p \) is the function of Hirzebruch and Zagier’s paper [10].

4. The case \( m \equiv 0 \mod 4 \)

Our procedure in this case is nearly the same, but we consider instead the quadratic form \( Q(x, y) = x^2 - \frac{4}{m}y^2 \) of discriminant \( m \). There is again an element \( \beta \in A \) with \( Q(\beta) = 1 - \frac{1}{m} \); in this case, one can choose the representative \((0, 2/m)\). (Note that this discriminant form is not cyclic. Also, \( \beta \) is not necessarily unique; but any other choice of \( \beta \) will give a similar result.) We also consider the ternary quadratic form \( Q(x, y, z) = Q(x, y) - yz \) which has discriminant
\[
\text{discr}(Q) = \det \begin{pmatrix} 2 & 0 & 0 \\ 0 & -m/2 & -1 \\ 0 & -1 & 0 \end{pmatrix} = -2.
\]
Comparing coefficient formulas between \( E_2^{*}(\tau, z, s; Q) \) and \( E_2^{*}(\tau; Q) \) gives exactly the same formula as equation (1) in the previous section:
\[
E_{2,1/m,\beta}(\tau, z, 0; Q) = -12 \sum_{\gamma \in A} \sum_{n \in \mathbb{Z} \setminus Q(\gamma)} \sum_{r \in \mathbb{Z} \setminus (-\gamma, \beta)} H(4n - mr^2) q^n \zeta^r \epsilon_{\gamma} +
\]
\[
+ \frac{1}{\sqrt{g}} \sum_{\gamma \in A} \sum_{n \in \mathbb{Z} \setminus Q(\gamma)} \sum_{r \in \mathbb{Z} \setminus (-\gamma, \beta)} A(n, r, \gamma) \beta(\pi y(mr^2 - 4n)) q^n \zeta^r \epsilon_{\gamma},
\]
and therefore the same coefficient formula from equation (2) produces a modular form for $Q$.

5. Formulas for class number sums

In this section we compute values of $m$ where the relevant space of weight 2 modular forms is one-dimensional and therefore the Hirzebruch-Zagier series $Q_{2,1/m,\beta}$ equals the Eisenstein series. We obtain formulas for class number sums by considering those exponents $n$ for which the corrective term

$$-6\sqrt{m}\sum_{mr^2-4n=\square}(|r| - \sqrt{r^2 - 4n/m})$$

above vanishes. First we will list the numbers $m$ for which the cusp space $S_2(Q)$ attached the quadratic forms we considered above vanishes.

**Lemma 2.** (i) Suppose $m \equiv 1 \pmod{4}$ and let $Q(x, y) = x^2 + xy - \frac{m-1}{4}y^2$. Then the cusp space $S_2(Q)$ vanishes if and only if $m \leq 25$.

(ii) Suppose $m \equiv 0 \pmod{4}$ and let $Q(x, y) = x^2 - \frac{m}{4}y^2$. Then the cusp space $S_2(Q)$ vanishes if and only if $m \leq 20$.

**Proof.** Table 7 of [8] lists the genus symbols of all discriminant forms of signature $0 \pmod{8}$ with at most four generators for which the space of weight two cusp forms vanishes. We only need to find the values of $m$ for which the discriminant form of $Q$ appears in their table.

In particular, when $m \leq 21$ or $m = 25$, due to the lack of cusp forms the Hirzebruch-Zagier series $Q_{2,1/m,\beta}(\tau; Q)$ equals the Eisenstein series $E_2(\tau; Q)$ in which the coefficient of $q^n \epsilon_\gamma$ is a multiple of the twisted divisor sum

$$\sigma_1(nd_\gamma^2, \chi_m) = \sum_{d|nd_\gamma^2} d \cdot \left(\frac{m}{nd_\gamma^2/d}\right),$$

where $d_\gamma$ is the denominator of $\gamma$ (i.e. the smallest number such that $d_\gamma \gamma = 0$ in $A$) and $\chi_m = \left(\frac{m}{.}\right)$ is the quadratic character attached to $Q(\sqrt{m})$; and these multiples are constant when $n$ is restricted to certain congruence classes. This leads to numerous identities relating class number sums of the form $\sum_{r \in \mathbb{Z}} H(4n - mr^2)$ (even in some cases where $n$ is not integral!) to twisted divisor sums.

The simplest identities arise by comparing the components of $\epsilon_0$ in both series and restricting to odd integers $n$ for which in addition $\chi_m(n) = -1$ (which is never true for $m = 1, 4, 9, 16, 25$); in these cases, the “correction term” in $Q_{2,1/m,\beta}(\tau; Q)$ vanishes and its coefficient of $q^n \epsilon_0$ is $-12\sum_{r \in \mathbb{Z}} H(4n - mr^2)$. This is then a constant multiple of $\sigma_1(n, \chi_m)$ depending on the remainder of $n$ mod $m$. The constant multiple can be computed by studying the formula of [7] carefully but it is easier to compute by plugging in just one value of $n$. We list the results one can obtain with this argument:

(1) $m = 5$: for $n \equiv 3, 7 \pmod{10}$,

$$\sum_{r \in \mathbb{Z}} H(4n - 5r^2) = \frac{5}{3}\sigma_1(n, \chi_5).$$

(2) $m = 8$: for $n \equiv 3, 5 \pmod{8}$,

$$\sum_{r \in \mathbb{Z}} H(4n - 2r^2) = \sum_{r \in \mathbb{Z}} H(4n - 8r^2) = \frac{7}{6}\sigma_1(n, \chi_8).$$

(3) $m = 12$: for $n \equiv 5 \pmod{12}$,

$$\sum_{r \in \mathbb{Z}} H(4n - 3r^2) = \sum_{r \in \mathbb{Z}} H(4n - 12r^2) = \sigma_1(n, \chi_{12}),$$

and for $n \equiv 7 \pmod{12}$,

$$\sum_{r \in \mathbb{Z}} H(4n - 3r^2) = \sum_{r \in \mathbb{Z}} H(4n - 12r^2) = \frac{5}{6}\sigma_1(n, \chi_{12}).$$
(4) $m = 13$: for $n \equiv 5, 7, 11, 15, 19, 21$ (mod 26),
\[ \sum_{r \in \mathbb{Z}} H(4n - 13r^2) = \sigma_1(n, \chi_{13}). \]

(5) $m = 17$: for $n \equiv 3, 5, 7, 11, 23, 27, 29, 31$ (mod 34),
\[ \sum_{r \in \mathbb{Z}} H(4n - 17r^2) = \frac{2}{3} \sigma_1(n, \chi_{17}). \]

(6) $m = 20$: for $n \equiv 3, 7, 13, 17$ (mod 20),
\[ \sum_{r \in \mathbb{Z}} H(4n - 20r^2) = \frac{2}{3} \sigma_1(n, \chi_{20}). \]

(7) $m = 21$: for $n \equiv 11, 23, 29$ (mod 42),
\[ \sum_{r \in \mathbb{Z}} H(4n - 21r^2) = \sigma_1(n, \chi_{21}) \]
and for $n \equiv 13, 19, 31$ (mod 42),
\[ \sum_{r \in \mathbb{Z}} H(4n - 21r^2) = \frac{2}{3} \sigma_1(n, \chi_{21}). \]

**Remark 3.** There are some values of $m$ where the Eisenstein series does not equal the Hirzebruch-Zagier series (one should not expect it to when $\dim S_2(Q) > 0$) but where one can still obtain some information by comparing coefficients within arithmetic progressions, yielding more identities than those above. (Note that if $f(\tau) = \sum_{n \in \mathbb{Z}} c(n)q^n$ is a modular form of some level $N$, then restricting to arithmetic progressions produces a modular form $\sum_{n \equiv r$ (mod $d$)} c(n)q^n$ of the same weight and level $Nd^2$; so one can always check whether the coefficients of two modular forms agree in an arithmetic progression by computing finitely many coefficients.) In particular, we do not claim that the list of $m$ above where $\sum_{r \in \mathbb{Z}} H(4n - mr^2)$ can be related to $\sigma_1(n, \chi_m)$ is complete. The vector-valued setting is useful here because it lowers the Sturm bound considerably.

Some examples of this occur when $m = 24, 28, 32, 40$. For $m = 24$ it is not true that $E_2 = Q_{2,1/m,\beta}$; however, the $e_0$-components of these series have the same coefficients of $q^n$ when $n \equiv 5, 7$ (mod 8). This can be proved by writing $f = E_2 - Q_{2,1/m,\beta}$ and considering the form $\sum_{k \in \mathbb{Z}/(24,8)\mathbb{Z}} f(\tau + k/8)e(3k/8)$, which is a modular form for (a representation of) $\Gamma_1(64)$ all of whose coefficients vanish except for those of $q^n e_0$ with $n \equiv 5$ mod 8. To check that it vanishes identically we consider coefficients $n \equiv 5$ (8) up to the Sturm bound $\frac{8}{12}[SL_2(\mathbb{Z}) : \Gamma_1(64)] = 512$; this was done in SAGE. The case $n \equiv 7$ mod 8 is similar. Specializing to the $n$ with $(\frac{24}{n}) = -1$, we obtain
\[ \sum_{r \in \mathbb{Z}} H(4n - 6r^2) = \sum_{r \in \mathbb{Z}} H(4n - 24r^2) = \frac{1}{2} \sigma_1(n, \chi_{24}) \]
for all $n \equiv 7, 13$ (mod 24).

For $m = 28$ the series have the same coefficients when $n \equiv 3, 5, 6$ (mod 7), and specializing to the $n$ with $(\frac{28}{n}) = -1$ gives
\[ \sum_{r \in \mathbb{Z}} H(4n - 7r^2) = \sum_{r \in \mathbb{Z}} H(4n - 28r^2) = \frac{1}{2} \sigma_1(n, \chi_{28}) \]
for all $n \equiv 5, 13, 17$ (mod 28).
For $m = 32$ it is not true that $E_2 = Q_{2,1/m,\beta}$; however, the $e_0$-components are the same, and we find
\[ \sum_{r \in \mathbb{Z}} H(4n - 32r^2) = \frac{1}{2} \sigma_1(n, \chi_{32}), \quad n \equiv 1$ (mod 4), \quad \sum_{r \in \mathbb{Z}} H(4n - 32r^2) = \frac{2}{3} \sigma_1(n, \chi_{32}), \quad n \equiv 3$ (mod 8) \]
by considering odd \( n \) for which \( 32r^2 - 4n = a^2 \) is unsolvable in integers \( (a, r) \).

For \( m = 40 \) the series have the same coefficients when \( n \equiv 3, 5 \pmod{8} \), and specializing to the \( n \) with \( \left( \frac{40}{n} \right) = -1 \) gives

\[
\sum_{r \in \mathbb{Z}} H(4n - 10r^2) = \sum_{r \in \mathbb{Z}} H(4n - 40r^2) = \frac{1}{2}\sigma_1(n, \chi_{40})
\]

for all \( n \equiv 11, 19, 21, 29 \pmod{40} \).

However, there do not seem to be any such relations of this type for \( m = 44 \) (or indeed for “most” large enough \( m \)); in particular, \( \sum_{r \in \mathbb{Z}} H(4n - 11r^2) \) is not obviously related to a twisted divisor sum within any congruence class \( \pmod{40} \).

6. Restricted sums of class numbers

Restrictions of the sums that occur in the Kronecker-Hurwitz relation to congruence classes, i.e. sums of the form

\[
\sum_{r \equiv a \pmod{d}} H(4n - r^2),
\]

have been evaluated in [2], [3] for \( d = 2, 3, 5, 7 \), where identities are obtained for all \( a \) and \( d = 2, 3, 5 \) and for some \( a \) when \( d = 7 \). These identities can be derived from the fact that the Hirzebruch-Zagier series equals the Eisenstein series when \( m = 4, 9, 25 \) and that some coefficients agree when \( m = 49 \). Here we need to compare coefficients of components \( \epsilon_n \) with \( Q(\gamma) \in \mathbb{Z} \) but \( \gamma \) not necessarily zero.

We illustrate this in the case \( m = 25 \) and quadratic form \( Q(x, y) = x^2 + xy - 6y^2 \). The elements \( \gamma \in A \) of the associated discriminant group with \( Q(\gamma) \in \mathbb{Z} \) are represented by

\[
\gamma = (0, 0), (1/5, 3/5), (2/5, 1/5), (3/5, 4/5), (4/5, 2/5) \in (\mathbb{Q}/\mathbb{Z})^2
\]

and their products with the element \( \beta = (-1/25, 2/25) \in A \) we fix with \( Q(\beta) = 1 - 1/25 \) are respectively

\[
\langle \gamma, \beta \rangle = 0, 2/5, 4/5, 1/5, 3/5.
\]

In view of the formula [7], the coefficient \( c(n, \gamma) \) of \( q^n \epsilon_n \) in the Eisenstein series for \( 5 \nmid n \) is a multiple of the divisor sum \( \sigma_1(n) \) depending on a local factor at 5, and therefore on \( n \pmod{5} \) and on \( \gamma \):

\[
c(n, \gamma) = \begin{cases} 
-6\sigma_1(n) : & n \equiv 1, 4 \pmod{5}, \gamma = 0 \text{ or } n \equiv 3 \pmod{5}, \gamma = \pm(2/5, 1/5) \text{ or } n \equiv 2 \pmod{5}, \gamma = \pm(1/5, 3/5); \\
-4\sigma_1(n) : & n \equiv 2, 3 \pmod{5}, \gamma = 0 \text{ or } n \equiv 1, 2 \pmod{5}, \gamma = \pm(2/5, 1/5) \text{ or } n \equiv 3, 4 \pmod{5}, \gamma = \pm(1/5, 3/5); \\
-5\sigma_1(n) : & n \equiv 1, 4 \pmod{5}, \gamma = \pm(1/5, 3/5) \text{ or } n \equiv 4 \pmod{5}, \gamma = \pm(2/5, 1/5). 
\end{cases}
\]

Since there are no cusp forms, \( c(n, \gamma) \) equals the coefficient

\[
-12 \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} H(4n - 25r^2) - 30 \sum_{r \in \mathbb{Z} - \langle \gamma, \beta \rangle} \left( |r| - \sqrt{r^2 - 4n/25} \right) + \begin{cases} 
12\sqrt{n} : & \exists r \in \mathbb{Z} - \langle \gamma, \beta \rangle \text{ with } 25r^2 = 4n; \\
0 : & \text{ else}; 
\end{cases} 
\]

of the Hirzebruch-Zagier series. Here \( \dfrac{1}{2}(|r| - \sqrt{r^2 - 4n}) \), \( r \equiv \pm 5\langle \gamma, \beta \rangle \pmod{5} \) runs through the values \( \min(d, n/d) \) for divisors \( d \) of \( n \) with \( |r| = d + n/d \equiv \pm 5\langle \gamma, \beta \rangle \), but it double-counts \( \sqrt{n} \) if that occurs at all; so we can rewrite this as

\[
-12 \sum_{r \equiv 5\langle \gamma, \beta \rangle \pmod{5}} H(4n - r^2) - 12\varepsilon_n \times \sum_{d|n} \min(d, n/d),
\]

where \( \varepsilon_n = 1 \) if \( \gamma = 0 \) and \( \varepsilon_n = \dfrac{1}{2} \) otherwise.

This yields the following formulas:
Proposition 4. For any $5 \nmid n$ and $a \in \mathbb{Z}/5\mathbb{Z}$,
\[
\sum_{r \equiv a(5)} H(4n - r^2) + \varepsilon_a \sum_{\frac{d|n}{d+n/d} \equiv \pm a(5)} \min(d, n/d)
\]
\[
= \begin{cases} 
\frac{1}{2} \sigma_1(n) : (n, a) \equiv (\pm 1, 0), (3, \pm 1), (2, \pm 2) \text{ mod } 5; \\
\frac{1}{4} \sigma_1(n) : (n, a) \equiv (\pm 2, 0), (1, \pm 1), (2, \pm 1), (3, \pm 2), (4, \pm 2) \text{ mod } 5; \\
\frac{5}{12} \sigma_1(n) : (n, a) \equiv (4, \pm 1), (1, \pm 2) \text{ mod } 5;
\end{cases}
\]
where $\varepsilon_a = 1$ if $a = 0$ and $\varepsilon_a = 1/2$ otherwise.
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