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Abstract
Background The call for patient-focused drug development is loud and clear, as expressed in the twenty-first Century Cures Act and in recent guidelines and initiatives of regulatory agencies. Among the factors contributing to modernized drug development and improved health-care activities are easily interpretable measures of clinical benefit. In addition, special care is needed for cancer trials with time-to-event endpoints if the treatment effect is not constant over time.

Objective To quantify the potential clinical survival benefit for a new patient, would he/she be treated with the test or control treatment.

Methods We propose the predictive individual effect which is a patient-centric and tangible measure of clinical benefit under a wide variety of scenarios. It can be obtained by standard predictive calculations under a rank preservation assumption that has been used previously in trials with treatment switching.

Results We discuss four recent Oncology trials that cover situations with proportional as well as non-proportional hazards (delayed treatment effect or crossing of survival curves). It is shown that the predictive individual effect offers valuable insights beyond p-values, estimates of hazard ratios or differences in median survival.

Conclusion Compared to standard statistical measures, the predictive individual effect is a direct, easily interpretable measure of clinical benefit. It facilitates communication among clinicians, patients, and other parties and should therefore be considered in addition to standard statistical results.
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Introduction
The twenty-first Century Cures Act [1] requests change, which includes topics like modernizing clinical trials, incorporating patient perspectives into medical research and regulatory processes, precision/personalized medicine, and digital health care.

A more patient-centric perspective calls for measures of clinical benefit that are easy to understand and have a clinically meaningful interpretation. In Oncology, for example, the hazard ratio has come under scrutiny recently because it lacks interpretability in settings with non-proportional hazards. Recent clinical trials with immuno-oncology agents have shown clear deviations from the proportional hazards assumption, such as delayed separation or crossing of survival curves [2–8]. For such scenarios, alternative measures of clinical benefit are needed to describe the time-dependent treatment effects.

The estimand framework contributes to a better understanding of treatment benefits and aims for improved decision making [9]. While it puts strong attention to the handling of intercurrent events, it also aims at more specific clinically meaningful measures that are easily understandable for patients, physicians, regulators, payers, and the scientific community. Easily interpretable measures enhance the communication between physicians and patients, which contributes to patient-focused drug development [10–12].

Treatment Effects for Time-to-Event Trials
Traditional statistical approaches to comparing treatments in clinical trials use hypothesis testing and estimation methods. For cancer trials, time-to-event (e.g., disease...
progression, death) is often the primary endpoint. The three main summary measures are the p-value from the log-rank test, the estimated hazard ratio from the Cox proportional hazards model, and difference of median survival times. However, they have well-known limitations.

First, dichotomizing trial results with the statistical significance criterion based on p-values is problematic. There is an increasing understanding among the medical-statistical community that decision making goes far beyond a simple consideration of whether a study reached statistical significance [13–19]. This implies the need for effect measures that are intuitive and simple to interpret, which improves communication between all parties.

Second, hazard ratios (or relative risk measures in general) are often misinterpreted [20] and do not answer questions of direct interest (e.g., gain in overall survival) in a straightforward manner. Moreover, departures from the proportional hazards assumption hamper the interpretation of the hazard ratio for the treatment effect [21, 22].

Third, while differences in median survival times are often useful, they may not capture the treatment effect sufficiently well (e.g., for crossing survival curves), their estimation may be unstable (when only a few patients are at risk) or may not even be possible, for example if the percentage of patients with an event is too low for one of the treatment arms.

Selecting an appropriate method for summarizing the treatment effect depends on the true underlying survival curves (which are not known precisely), and interpretation of results can be controversial. Given these difficulties, Freidlin and Korn [23] rightly ask the question “Ready for the primary analysis?” and discuss various testing and estimation methods for the various treatment effects; see also Lin et al., Roychoudhury et al. and Uno et al. [24–26] for inferential options and recommendations. In addition to the hazard ratio and difference in medians, alternatives include the difference of restricted mean survival times and the difference of survival probabilities for selected milestone dates (e.g., one year survival) as well as alternative survival models [27, 28]. Deciding on an appropriate measure may not always be easy, and more generally applicable measures would be advantageous.

Irrespective of the selected method, one should always keep in mind that testing and estimation approaches are reductionist in nature. While useful, their results will often provide only partial answers to what one would ideally like to know. Testing addresses the question of whether the survival curves differ, not in what respect they differ. On the other hand, any of the summary measures (e.g., the hazard ratio, difference in medians) only targets a specific aspect of the treatment effect, which may not reflect all relevant differences nor how they translate at the individual patient level.

Decision making is always subjective to some degree because stakeholders may interpret the evidence differently. Hence, it is important to present the available information in different ways. In addition to the p-value, the Kaplan–Meier survival curves and other relevant information should always be used for decision making.

We propose going a step further and considering an individual’s predicted survival gain, the predictive individual effect, when choosing one treatment over the other.

**Methods**

What additional information may be useful for decision makers and patients? We will try to answer the following question:

What is the difference in survival for a new patient, would he/she be treated with the test or control treatment?

Since a new patient is considered, both survival times, $X$ for control and $Y$ for test, are unknown. So they must be predicted based on the available data, and we therefore refer to the difference of survival times as the predictive individual effect, that is

$$\text{eff}(X, Y) = Y - X$$

The predictive individual effect answers a clinically relevant question, is easily interpretable, and has a direct causal interpretation [29, 30]. Here, the effect is defined as the difference of survival times, but there may be situations where the ratio $(Y/X)$ may be of interest. The predictive individual effect will never be known precisely. Its uncertainty is expressed by its probability distribution derived from observed control and test data $X_{obs}$ and $Y_{obs}$

$$\Pr(Y - X | X_{obs}, Y_{obs})$$

For survival data, the distribution of the predictive individual effect captures an individual’s predictive survival gain (or loss). The distribution can be summarized using standard summaries such as the mean or median, the 95% interval, the probability that an individual’s survival under the test treatment is longer than under control, or the probability that it is longer by a clinically relevant margin (e.g., 3 months). We recommend communicating the full distribution of the predictive individual effect to decision makers, as shown in the Examples Section.

Of note, the probability that survival is longer under test than under control has been discussed previously by various authors [31–33]. Their perspective differs from ours in that they consider survival times from different individuals rather than the same individual, which has been discussed controversially [34, 35].
The simplest version of the predictive individual effect quantifies the survival gain in the absence of information related to factors that influence the treatment effect. Refined versions that include such factors are possible.

Figure 1 summarizes the predictive individual effect, showing predicted test and control survival times for four new subjects based on trial data \(X_{\text{obs}}\) (control) and \(Y_{\text{obs}}\) (test).

### Statistical Aspects

From a statistical standpoint, obtaining the distribution of the predictive individual effect \(Y - X\) must address three issues.

First, the survival curves for test and control are not known precisely and must be estimated from the available data. We use a parametric approach and select the distributions for test and control from the flexible family of piecewise exponential distributions using the deviance information criterion [36] and account for parameter uncertainty of the underlying hazards in a Bayesian way using weakly informative prior distributions (see on-line Appendix for details).

Second, the prediction of test and control times \(Y\) and \(X\) must account for predictive uncertainty. This refers to the fact that, even if the survival distributions for control and test were known precisely, there remains the uncertainty about a new patient’s survival time. For piecewise exponential distributions, the predictive distributions for \(X\) and \(Y\) can be obtained easily using standard Bayesian computations. They build on a statistical model \(pr(Y|\theta)\), from which the predictive distribution for a new observation \(Y_{n+1}\) after observing \(Y_1, \ldots, Y_n\) follows as

\[
pr(Y_{n+1}|Y_1, \ldots, Y_n) = \int pr(Y_{n+1}|\theta)pr(\theta|Y_1, \ldots, Y_n)d\theta
\]

which shows the two main sources of uncertainty that drive predictions, that is, sampling uncertainty \(pr(Y_{n+1}|\theta)\) and parameter uncertainty \(pr(\theta|Y_1, \ldots, Y_n)\). Here, weakly informative Gamma priors are used for the hazard parameters of the piecewise exponential model. Alternatives to the Bayesian implementation may be envisaged, such as the maximum likelihood predictive density [37], fiducial or non-parametric approach.

The third issue is more fundamental: the survival distributions for test and control do not suffice to determine the predictive individual effect because \(X\) and \(Y\) refer to the same individual. Thus, an assumption about the dependency of \(X\) and \(Y\) is needed. We use a model introduced by Lehmann [38] and investigated by Doksum [39] (see on-line Appendix). One version of their model is equivalent to the rank preservation property underlying rank preserving structural failure time (RPSFT) models, which have been used to adjust analyses for trials with treatment switching [40].

Simply put, rank preservation means that for any two subjects in the population of interest (say, subject 1 and 2), if subject 1 would fail before subject 2 under the control treatment, then subject 1 would fail before subject 2 under the test treatment.

Rank preservation may be questionable, in particular in the presence of a predictive biomarker. For example, a significant survival benefit for nivolumab vs. docetaxel has been seen in a recent study of metastatic non-squamous NSCLC patients with the PD-L1 biomarker expressed as compared to those without [41]. In such a situation, the predictive individual effect should be assessed separately in each biomarker group (assuming rank preservation within each group rather than for the full population); see on-line appendix for this example.

### Results

We now look at the predictive individual effect for four recent cancer trials. The examples include scenarios with delayed effect, crossing survival curves, and proportional hazards. The data sets were reconstructed from the published Kaplan–Meier plots [42], so some of the standard inferential summaries presented here deviate slightly from the ones in the original publications.

Our purpose is to demonstrate the utility of the predictive individual effect. We have no intention to judge the clinical activity of the treatments involved or any related regulatory decisions. For each example, results will be summarized with the following three plots:

A. Kaplan–Meier survival curves for the control and test treatment. These plots should be an integral part of any decisions related to treatment selections for patients.
B. The cumulative distribution of the survival gain or loss for test compared to control, that is $pr(Y - X > d)$ for positive values of $d$ (survival gain) and $pr(Y - X < d)$ for negative values of $d$ (survival loss). Examples comprise the probabilities that an individual’s survival is longer under the test treatment than under the control treatment $pr(Y > X)$, that it is at least 3 months longer $pr(Y > X + 3)$, or that it is shorter $pr(Y < X)$.

C. The conditional distribution of the survival gain $Y - X$ (summarized by the median and 95%-interval) for selected values of the control survival time ($X = c$), reflecting different levels of prognosis. This provides further insights into the survival gain for subjects with a bad (small $c$) or good (large $c$) prognosis.

1. CheckMate 141

The first example (CheckMate 141) is a randomized clinical trial in patients with recurrent or metastatic squamous cell carcinoma of the head and neck after platinum chemotherapy [8]. This population has poor prognosis and limited therapeutic options. The study compared standard therapy (methotrexate, docetaxel, cetuximab) to nivolumab, an anti-programmed death 1 (PD-1) monoclonal antibody. The Kaplan–Meier curves (Fig. 2A) show a promising but delayed effect of nivolumab after approximately 4 months. The estimated overall hazard ratio for death is 0.69 in favor of nivolumab after approximately 4 months. The log-rank test $p$-value is 0.0034. Median survival times are 7.5 months (95% CI 5.5–9.1 months) for nivolumab and 5.1 months (95% CI 4.0–6.0 months) for standard therapy.

Figure 2B shows the distribution of the predictive individual effect, represented as the cumulative survival gain. A patient’s chance for a longer survival (survival gain > 0 months) under nivolumab compared to chemotherapy is 82%. Given the poor prognosis of the disease, the potential survival gain appears considerable: for example, the chance of surviving at least 3 months longer under nivolumab is approximately 47%, and the chance of surviving at least 6 months longer is 27%.

In addition, Fig. 2C shows that while patients with an overall poor prognosis (as manifested by control survival times of 1 to 3 months) have no survival gain, the survival gain increases with improved prognosis; for example, a patient with control survival time of 6 months has a predicted survival gain (95% interval) of approximately 4.6 months (1.6–8.6 months).

2. IMvigor211

The second example (IMvigor211) is a trial for patients with locally advanced or metastatic urothelial carcinoma after
progression with platinum-based chemotherapy, comparing atezolizumab (anti-programmed death ligand 1 [PD-L1]) to chemotherapy [43]. Here, we consider the overall survival endpoint for the patients in the intention-to-treat population and with > 1% tumor-infiltrating immune cells (PD-L1 expression: IC1/2/3). The median survival times are 8.9 (95% CI 8.2–10.9 months) for atezolizumab and 8.2 (95% CI 7.4–9.5 months) for chemotherapy, showing a modest difference of 0.7 months. The Kaplan–Meier curves (Fig. 3A) show an early crossing at 4 to 5 months and then a survival benefit for the atezolizumab arm. The Cox regression analysis is not significant (HR 0.85, 95% CI 0.71–1.02).

The distribution of the predictive individual effect shows that a patient’s chance of longer survival under atezolizumab compared to chemotherapy is 70% (Fig. 3B). Moreover, the probabilities of surviving 3 or 6 months longer under atezolizumab are 32% or 18%. The traditional summary measures (log-rank p-value and HR) alone fail to capture this potentially important benefit for atezolizumab in advanced or metastatic urothelial carcinoma.

Finally, Fig. 3C shows that atezolizumab becomes beneficial for patients with an anticipated survival prognosis of 10 or more months under chemotherapy.

3. NCIC CTG PA.3

The third example (NCIC CTG PA.3) is a trial in patients with advanced pancreatic cancer, comparing gemcitabine with the combination erlotinib plus gemcitabine [44]. The primary endpoint was overall survival. The Kaplan–Meier curves (Fig. 4A) show separation. The study revealed a significant effect in favor of the combination therapy (p-value = 0.023), with an estimated hazard ratio of 0.83 (95% CI 0.69–0.99). Despite the significant result, the treatment benefit appears modest: for example, the estimated median survival times are 6.2 and 5.9 months for the combination and control, respectively.

In this example, a patient’s chance of surviving longer under the combination therapy is high (91%) (Fig. 4B). However, despite the statistically significant finding, the chance of a clinically relevant survival gain decreases quickly; for example, the probability to survive at least 1 or 2 months longer under the combination are 32% and 15%, respectively.

The predicted survival gain as a function of the survival times under monotherapy (Fig. 4C) is modest (approximately half to 1 month), for the vast majority of patients (control survival times of up to 10 months), which raises further doubt about the benefit of the combination therapy.
4. ASPIRE

The fourth example (ASPIRE) is a trial in patients with relapsed or refractory multiple myeloma, comparing carfilzomib, lenalidomide, and dexamethasone (KRd) versus lenalidomide plus dexamethasone (Rd) [45]. Median survival was 48.3 months (95% CI 42.4–52.8 months) for KRd versus 40.4 months (95% CI 33.6–44.4 months) for Rd. The hazard ratio was 0.80 (95% CI 0.67–0.95), with \( p \)-value 0.0047. The Kaplan–Meier curves show clear separation (Fig. 5A).

In contrast to the third example, however, the statistically significant result translates into a clear clinical benefit. The chance of surviving longer under KRd is 97%, and the chance of having a 4, 8, and 12 months longer survival is 79%, 50%, and 26%, respectively (Fig. 5B).

The conditional survival gains (Fig. 5C) are substantial although less pronounced for patients with poor prognosis.

Discussion

Table 1 summarizes the distributions of the predictive individual effect for the four examples. The probabilities of a longer survival for the test treatments are 82%, 70%, 91%, 97%.

As discussed, these percentages alone are of limited value. For a better understanding of the clinical benefit, the full distribution of the predictive individual effect should be considered. The summaries in Table 1 show that even though the chance of a survival gain for the combination in NCIC CTG PA.3 trial (example 3) is higher than for the test treatments in examples 1 and 2, the survival gain is much smaller.

Further details regarding the technical implementation of PIE for the four examples are available at https://github.com/roychs04/PIE. It contains the R-library clinpredict, a technical Appendix and example code.

Conclusion

Making informed decisions in the development and use of medical products is a challenging undertaking. Due to the ever increasing complexity of modern drug development, with a growing demand for meaningful information from patients and many more stakeholders taking part in the decision processes, the imperative for innovation and improvements at all levels is clear. Sponsors, regulators, payers, physicians, and patients must be aware of the benefits and risks of various treatment options. Even if they are aware, they have different perspectives, which can lead to a different understanding of clinical benefits or risks.

Answers to clinically relevant questions comprise statistical summaries for the efficacy and safety of a product.
The most prominent measure to compare treatments is the \( p \)-value. However, extrapolating or translating \( p \)-values and other statistical summaries into clinically relevant metrics can be difficult. The need for better communication among all parties has been and still is recognized as important [46–51].

The predictive individual effect helps answering the question about a patient’s survival gain, which is clinically relevant, is easy to understand for all parties, and has a causal interpretation. It not only fits the estimand framework [9, 52], it also aligns with the predictive paradigm introduced by de Finetti [53] and Geisser [54], which differs conceptually from standard hypothesis testing or estimation approaches.

For survival data, the predictive individual effect seems particularly helpful for non-proportional hazards settings, when Kaplan–Meier plots reveal delayed treatment effects or crossing survival curves as seen in recent immunology trials. The traditional summary measures fail to give a clear picture of the treatment effect [25, 55]. In such cases, the predictive individual effect offers further insights and an intuitive interpretation of treatment benefits in relation to the overall prognosis of patients, which is relevant to patients and health-care professionals. As seen in Examples 3 and 4, however, the predictive individual effect is also useful for cases where the proportional hazards assumption is sensible. More generally, it may also be of interest beyond time-to-event endpoints.

Here, our focus has been on the simplest version of the predictive individual effect, which does not use individual patient characteristics that may be informative about a patient’s survival prognosis. While we have looked at the survival gain \( Y - X \) for different anticipated survival times under control, implicitly reflecting a patient’s prognosis, this does not explicitly acknowledge factors that influence the treatment effect. Indeed, once such factors are known, the predictive individual effect can then be determined for subgroups defined by these factors. We refer to the on-line appendix for an example with a predictive biomarker.

Our aim here was to introduce the basic idea of the predictive individual effect. Areas for future work include continuous biomarkers, other endpoints, weaker versions of the rank preservation assumption, alternative predictive

---

**Table 1** Summaries of the predictive individual effect (survival gain) distribution for test vs. control \((Y - X)\) for the four examples

|        | Mean | Median | 95%-int. | \(\text{pr}(Y > X)\) |
|--------|------|--------|----------|----------------------|
| CM141  | 4.1  | 2.6    | (-0.6, 18) | 0.82                 |
| IMvigor211 | 3.1  | 1.0    | (-1.0, 19) | 0.70                 |
| NCIC CTG | 1.2  | 0.6    | (-0.3, 7.2) | 0.91                 |
| ASPIRE | 9.5  | 8.0    | (-1.7, 32) | 0.97                 |
approaches (non-Bayesian, non-parametric), and simulation studies to compare different approaches.

In summary, we think the predictive individual effect supplements the arsenal of tools that help implementing the demands expressed in the twenty-first Century Cures Act and other proposals for patient-centric activities [1, 10, 11], supporting regulatory decision making, and improving communication among stakeholders.

Acknowledgements
We would like to thank the referees, associate editor and editor for their insightful comments which greatly helped improve the manuscript.

Author Contributions
BN and SR contributed to conceptualization, data collection, analysis, and writing. SW, KN, and EZ contributed to the writing and editing of this paper.

Supplementary Information
The online version contains supplementary material available at https://doi.org/10.1007/s43441-022-00386-0.

References
1. US House of Representatives. 21st Century Cures Act, 2015. https://www.fas.org/sgp/crs/misc/R44071.pdf. Accessed 1 Nov 2016.
2. Motzer RJ, Escudier B, McDermott DF, et al. Nivolumab versus everolimus in advanced renal-cell carcinoma. N Engl J Med. 2015;373(19):1803–13.
3. Ribas A, Kefford R, Marshall MA, et al. Phase I randomized clinical trial comparing tremelimumab with standard-of-care chemotherapy in patients with advanced melanoma. J Clin Oncol. 2013;31(5):616–22.
4. Wolchok JD, Neyns B, Linette G, et al. Ipilimumab monotherapy in patients with pretreated advanced melanoma: a randomized, double-blind, multicentre, phase 2, dose-ranging study. Lancet Oncol. 2010;11(2):155–64.
5. Larkin J, Chiarion-Sileni V, Gonzalez R, et al. Combined Nivolumab and Ipilimumab or monotherapy in untreated melanoma. N Engl J Med. 2015;373(1):23–34.
6. Postow MA, Chesney J, Pavlick AC, et al. Nivolumab and ipilimumab versus ipilimumab in untreated melanoma. N Engl J Med. 2015;372(21):2006–17.
7. Fehenbacher L, Spira A, Ballinger M, et al. Atezolizumab versus docetaxel for patients with previously treated non-small-cell lung cancer (POPLAR): a multicentre, open-label, phase 2 randomised controlled trial. Lancet. 2016;387(10030):1837–46.
8. Ferris RL, Blumenschein G Jr, Fayette J, et al. Nivolumab for recurrent squamous-cell carcinoma of the head and neck. N Engl J Med. 2016;375:1856–67.
9. International Council for Harmonisation of Technical Requirements for Pharmaceuticals in Human Use. ICH E9 (R1) addendum on estimands and sensitivity analysis in clinical trials to the guideline on statistical principles for clinical trials; 2019.
10. Food and Drug Administration (FDA). Patient-Focused Drug Development: Collecting Comprehensive and Representative Input: Guidance for Industry, Food and Drug Administration Staff, and Other Stakeholders; 2020. https://www.fda.gov/drugs/development-approval-process-drugs/cder-patient-focused-drug-development.
11. European Medicines Agency. ICH reflection paper on proposed ICH guideline work to advance patient focused drug development; 2020.
12. Epstein RM, Franks P, Fiscella K, et al. Measuring patient-centered communication in patient-physician consultations: theoretical and practical issues. Soc Sci Med. 2005;61(15):1516–28.
13. Gibson EW. The role of p-values in judging the strength of evidence and realistic replication expectations. Stat Biopharm Res. 2021;13(1):6–18.
14. Goodman SN. Toward evidence-based medical statistics. 1: the p value fallacy. Ann Intern Med. 2005;130(12):995–1004.
15. Hamasaki T, Bretz F, LaVange LM, Muller P, Pennello G, Pinheiro JC. Editorial: roles of hypothesis testing, p-values and decision making in biopharmaceutical research. Stat Biopharm Res. 2021;13(1):1–5.
16. Nead KT, Wehner MR, Mitra N. The use of “trend” statements to describe statistically nonsignificant results in the Oncology literature. JAMA Oncol. 2018;4(12):1778–9.
17. Oonnoor CM. Meet me in the middle: lessons from the cardiorenal advisory committee for sacubitril/valsartan in HFpEF. JACC Heart Fail. 2021;9:161–3.
18. Wasserstein RL, Lazar NA. The ASA’s statement on p-values: context, process, and purpose. Am Stat. 2016;70:129–33.
19. Roychoudhury S, Scheuer N, Neuenschwander B. Beyond p-values: a phase II dual-criterion design with statistical significance and clinical relevance. Clin Trials. 2018;15(5):452–61.
20. Spiegelhalter DJ. The art of statistics: learning from data. London: Pelican Books; 2019.
21. Aalen OO, Cook RJ. Does Cox analysis of a randomized survival study yield a causal treatment effect? Lifetime Data Anal. 2015;21(4):579–93.
22. Hernan MA. The hazards of hazard ratios. Epidemiology. 2010;1:13–5.
23. Freidlin B, Korn EL. Methods for accommodating nonproportional hazards in clinical trials: ready for the primary analysis? J Clin Oncol. 2019;37(35):3455–9.
24. Lin RS, Jin J, Roychoudhury S, Anderson KM, Hu T, Huang LF, B Leon, et al. Alternative analysis methods for time to event endpoints under nonproportional hazards: a comparative analysis. Stat Biopharm Res. 2020;12(2):187–98.
25. Roychoudhury S, Anderson KM, Ye J, Mukhopadhyay P. Robust design and analysis of clinical trials with nonproportional hazards: a straw man guidance from a cross-pharma working group. Stat Biopharm Res. 2021;13(0):1–15.
26. Uno H, Claggett B, Tian L, Inoue E. Moving beyond the hazards of hazard ratios: a comparative analysis. Stat Biopharm Res. 2020;12(4):2380–5.
27. Koti KM. Failure-time mixture models: yet another way to establish efficacy. Drug Inf J. 2001;35:1253–60.
28. Kay R, Kinnersley N. On the use of the accelerated failure time model as an alternative to the proportional hazards model in the treatment of time to event data: a case study in influenza. Drug Inf J. 2002;36:571–9.
29. Rubin DB. Causal inference using potential outcomes: design, modeling, decisions. J Am Stat Assoc. 2005;100(469):322–31.
30. Hernan MA, Robins JM. Causal inference: what if. Boca Raton: CRC Press; 2020.
31. Acion L, Peterson JJ, Temple S, Arndt S. Probabilistic index: an intuitive non-parametric approach to measuring the size of treatment effects. Stat Med. 2006;25(4):591–602.
32. Buyse M. Reformulating the hazard ratio to enhance communication with clinical investigators. Clin Trials. 2008;5:641–2.
33. Moser BK, McCann MH. Reformulating the hazard ratio to enhance communication with clinical investigators. Clin Trials. 2008;5:248–52.
34. Acion L, Peterson JJ, Temple S, Arndt S. Authors reply. Stat Med. 2006;25(22):3946–8.
35. Senn S. Probabilistic index: an intuitive non-parametric approach to measuring the size of treatment effects. Stat Med. 2006;25(22):3944–6.
36. Spiegelhalter DJ, Best NB, Carlin BP, van der Linde A. Bayesian measures of model complexity and fit. J R Stat Soc Ser B. 2002;64(4):583–639.
37. Lejeune M, Faulkenberry GD. A simple predictive density function. J Am Stat Assoc. 1982;32(379):654–7.
38. Lehmann EL. Nonparametrics: statistical methods based on ranks. San Francisco: Holden Day; 1974.
39. Doksum K. Empirical probability plots and statistical inference for nonlinear models in the two-sample case. Ann Stat. 1974;2(2):267–77.
40. Robins JM, Tsiatis AA. Correcting for non-compliance in randomized trials using rank preserving structural failure time models. Commun Stat. 1991;20(8):2609–31.
41. Borghaei H, Paz-Ares L, Horn L, et al. Nivolumab versus Docetaxel in advanced nonsquamous non-small-cell lung cancer. N Engl J Med. 2015;373(17):1627–39.
42. Guyot P, Ades AE, Ouwens MJNM, Welton NJ. Enhanced secondary analysis of survival data: reconstructing the data from published Kaplan-Meier survival curves. BMC Med Res Methodol. 2012;12(1):9. https://doi.org/10.1186/1471-2288-12-9.
43. Powles T, Duran I, van der Heijden MS, et al. Atezolizumab versus chemotherapy in patients with platinum-treated locally advanced or metastatic urothelial carcinoma (IMvigor211): a phase 3, open-label, multicentre randomised controlled trial. Lancet. 2017;391:748.
44. Moore MJ, Goldstein D, Hamm J, et al. Erlotinib plus gemcitabine compared with gemcitabine alone in patients with advanced pancreatic cancer: A phase iii trial of the national cancer institute of Canada clinical trials group. J Clin Oncol. 2007;25(15):1960–6.
45. Siegel DS, Dimopoulos MA, Ludwig H, et al. Improvement in overall survival with carfilzomib, lenalidomide, and dexamethasone in patients with relapsed or refractory multiple myeloma. J Clin Oncol. 2018;36(8):728–34.
46. Aggarwal R. Statistical literacy for healthcare professionals: why is it important? Ann Card Anaesth. 2018;21:349.
47. Bradstreet TE, Nessly ML, Short TH. A course in constructing effective displays of data for pharmaceutical research personnel. Pharm Stat. 2013;12:174–84.
48. Califf RM. Pragmatic clinical trials: emerging challenges and new roles for statisticians. Clin Trials. 2016;13:471.
49. Cameron C, Isuwa E, Parry M, Richards R, Jaye C. More than just numbers: challenges for professional statisticians. Stat Educ Res J. 2017;16:362–75.
50. Cheung YB, Tan SB, Khoo KS. The need for collaboration between clinicians and statisticians: some experience and examples. Ann Acad Med Singap. 2001;30:552–5.
51. MacDougall M, Cameron HS, Maxwell SRJ. Medical graduate views on statistical learning needs for clinical practice: a comprehensive survey. BMC Med Educ. 2020;20:1–17.
52. van Geloven N, Swanson SA, Ramspek CL, et al. Prediction meets causal inference: the role of treatment in clinical prediction models. Eur J Epidemiol. 2020;35:619–30.
53. deFinetti B. Theory of probability. New York: Wiley; 1974.
54. Geisser S. Predictive inference: an introduction. London: Chapman & Hall; 1993.
55. Buyse M, Saad ED, Burzykowski T, Péron J. Assessing treatment benefit in immuno-oncology. Stat Biosci. 2020;12(2):83–103.