Machine learning approach for screening alloy surfaces for stability in catalytic reaction conditions
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Abstract

A catalytic surface should be stable under reaction conditions to be effective. However, it takes significant effort to screen many surfaces for their stability, as this requires intensive quantum chemical calculations. To more efficiently estimate stability, we provide a general and data-efficient machine learning (ML) approach to accurately and efficiently predict the surface energies of metal alloy surfaces. Our ML approach introduces an element-centered fingerprint (ECFP) which was used as a vector representation for fitting models for predicting surface formation energies. The ECFP is significantly more accurate than several existing feature sets when applied to dilute alloy surfaces and is competitive with existing feature sets when applied to bulk alloy surfaces or gas-phase molecules. Models using the ECFP as input can be quite general, as we created models with good accuracy over a broad set of bimetallic surfaces including most d-block metals, even with relatively small datasets. For example, using the ECFP, we developed a kernel ridge regression ML model which is able to predict the surface energies of alloys of diverse metal combinations with a mean absolute error of 0.017 eV atom$^{-1}$. Combining this model with an existing model for predicting adsorption energies, we estimated segregation trends of 596 single-atom alloys (SAAs) with and without CO adsorbed on these surfaces. As a simple test of the approach, we identify specific cases where CO does not induce segregation in these SAAs.

1. Introduction

Stability is a crucial performance metric for catalysts, especially for alloys. Therefore, when designing new alloy catalysts, it is important to consider stability under reaction conditions. Accordingly, surface stability has been leveraged in screening catalysts for various important applications [1] such as the electrochemical reduction of CO$_2$ [2], the hydrogen evolution reaction [3], the oxygen reduction [4] and evolution [5] reactions, and CO oxidation [6]. In vacuum conditions, the stability of a metallic alloy surface is related to the formation energy of the alloy surface. Under reaction conditions, the formation energy of the bare surface and the adsorption energies of the relevant intermediates determine the stability. More broadly, surface energies are useful for determining equilibrium nanoparticle shapes and surface segregation [7, 8]. Additionally, surface energies are a fundamental surface property of scientific interest.

Most previous machine-learning (ML) models for heterogeneous catalysis focus on catalytic performance and do not account for stability [9, 10]. Developing models to predict stability could significantly improve efficiency, as surfaces can be simultaneously screened for both catalytic performance and stability. There have been efforts to measure or predict surface stability through experiments [11–13] and quantum chemistry methods such as high-throughput density functional theory (DFT) calculations [14–16] and cluster expansion approaches [17, 18]. Experimental determination of surface energy is a difficult task and often involves extrapolation from the liquid state which poses uncertainties of unknown magnitude [19]. Due to the high computational expense associated with computing these properties using
quantum chemistry methods, the uncertainties from experiments, and the large space of materials available for a single reaction, data driven methods such as ML using DFT calculations as training data could be quite useful for improving the efficiency of these types of predictions.

To predict stability in reaction conditions requires prediction of the energy of the bare surface as well as the adsorption energies of relevant species on the surface. There has been significant progress towards predicting adsorption energies for various reactions using ML methods [20–28]. For example, neural networks [29], extra tree regression [30], convolutional neural networks [31], and kernel ridge regression [32] have been successfully used to study adsorption on various types of materials. Improved feature sets and algorithms for adsorption energies are an active area of research. Nonetheless, less work has been performed towards developing general and efficient models for predicting surface energies of these alloys. Most of these models are tailored for specific kinds of alloys and cannot be used for alloys of many different compositions and structures. Hence, the broad goal of the present work is to develop a more general ML model to predict the formation energies of a broad space of alloy surfaces using ML, as these predictions can be combined with models for predicting adsorption energies to predict stability in reaction conditions.

Past work using ML to predict surface stability [1, 33–35] has resulted in effective models, but generally focuses on a narrow phase space and/or requires a large dataset, which requires significant additional effort for different sets of alloys. For example, recent work [33] used kernel ridge regression in concert with a bond-counting model to predict the surface stability of single atom alloys. While the method is extensible, the dataset only consisted of alloys with up to two dopants. In other work [1], a convolutional neural network was developed to predict cleavage energies of intermetallic alloys. A neural network model [34] has been utilized to predict surface segregation trends in AuPd(111) and AgPd fcc(111) surfaces. Recently, ML has also been used to predict segregation energies of Pt, Ir, Pd, and Rh-based single atom alloys [36]. To create a more broadly useful model, especially one that can predict energies for many compositions and configurations of dilute alloys, it is important to have a dataset that includes many different elements in many different configurations [28]. In this work, we focus on developing a model for surface energies for a broad set of dilute alloy surfaces consisting of nearly all the d-block metals with up to 15 dopants in the top two layers. Our dataset consists of both fcc(111) and hcp(0001) transition metal surfaces.

An important part of developing ML models is to create a suitable feature set, which is a representation of the data set that can be fed into ML algorithms. An effective feature set for our purposes is one that can learn quickly over a dataset with many elements. Many previous feature sets have been developed; here we compare to the Coulomb matrix [37] and its extensions to periodic systems, the Ewald sum matrix (ESM) [38] and sine matrix (SM) [38]. The Coulomb matrix represents the electrostatic interaction between the elements in the system and is well known for predicting properties of organic molecules like atomization energies. These feature sets have shown notable successes, but they are quite low-level descriptions of fundamental physical interactions and hence often require large datasets to reach high accuracy [38]. Improving the data efficiency and generality of ML models for surface formation energies could increase their utility and the overall screening efficiency.

In this current work we develop a ML model using an element-centered fingerprint (ECFP) as the feature set to successfully predict DFT-calculated surface formation energies of a wide variety of alloy combinations in reaction conditions. The ECFP was applied to several other datasets and accuracies were compared with existing feature sets. The ECFP-based models gave good accuracy, even with a small dataset. We combined this method with a previous general model, SurfEP [39], which can be used to predict the adsorption energies of several adsorbates on a variety of alloy surfaces, to predict surface segregation trends in single-atom alloys (SAAs) and hence predict surface stability of these alloy catalysts both with and without adsorbed CO, an important intermediate or poison in many reactions.

2. Methods

2.1. Dataset

The primary dataset used in this work was comprised of alloy surfaces obtained by doping 0–15 atoms into fcc(111) and hcp(0001) transition metal surfaces to give a total of 2543 alloy combinations. The dataset consists of Cu, Ag, Au, Ni, Pt, Pd, Co, Rh, Ir, Fe, Ru, Os, Mn, Re, Cr, Mo, W, V, Ta, Ti, Zr, Hf, and Sc doped into Cu, Ag, Au, Ni, Pt, Pd, Co, Rh, Ir, Ru, Os, Re, Ti, Zr, Hf, and Sc. We utilized three more datasets from previous work to test the validity of ML models. We used a dataset [40] of 5619 dilute stepped Ag alloys obtained by replacing up to eight host Ag atoms with a single transition metal element from the following list: Ti, Zr, Hf, V, Ta, Cr, Mo, W, Mn, Re, Fe, Ru, Co, Rh, Ir, Ni, Pd, Pt, Cu, Au, Zn, Cd. We also used a dataset [41] of 4652 bulk alloy surfaces obtained by binary combinations of 37 selected metals and transition metals in stoichiometric A:B ratios of 0%, 25%, 50%, 75% and 100%. Lastly we tested our method on 7165 organic molecules [37] containing up to 7 atoms of the elements C, O, N, and S, and saturated with hydrogen atoms.
In total, we considered four different datasets with a total of 19 979 systems. Each of these datasets were used separately to train ML models to test the validity of our method.

2.2. DFT calculations
The DFT calculations were performed using the Vienna ab initio Simulation Package [42, 43]. The PW91 exchange-correlation functional [44] was used. The projector augmented wave method [45, 46] was used, with the plane-wave basis set cut off at 396 eV. A $3 \times 3$ surface cell which had four layers was used with a $7 \times 7 \times 1$ k-point mesh. The bottom two layers were fixed. This introduces a physically unrealistic bottom surface, which makes the absolute surface energies less meaningful. However, since our dataset always has the bottom two layers as a pure, bulk-like structure, this contribution is expected to largely cancel out when comparing two surfaces with the same host. Since our goal is to study the stability of dilute alloy surfaces, the relative energy of two surfaces with the same host is the quantity of interest, and we expect this to be relatively reliable. We tested this by running DFT calculations for a Cu$_4$Ag SAA in the top and subsurface layers with four layers (as described above), six layers (with the bottom two layers relaxed) and seven layers (with two symmetric surfaces). The difference in total surface energy between the top layer and subsurface layer per Cu atom was 0.51 eV for seven layers, 0.52 eV for six layers, and 0.61 eV for four layers. Therefore, while this dataset is useful for determining stability, we advise that promising candidates identified during screening using our model should subsequently be tested by running DFT with more layers for those candidates. For ML, surface formation energies were calculated by subtracting out bulk energies of all atoms and normalizing by the number of atoms. For any surfaces with metals that are magnetic in their pure state, spin polarization was used in the calculations. In order to make the data generation tractable, we employed the default spin initialization method for these cases. The force tolerance for relaxation and the electronic structure convergence tolerance were 0.03 eV Å$^{-1}$ and $10^{-7}$ eV respectively. Computational parameters used in the other datasets are available in previous work [37, 40, 41].

2.3. ECFP and ML models
To create a data-efficient and general ML model for formation energies, we developed an ECFP as our feature set. This fingerprint is a concatenation of a set of vectors, one for each element present in any material in the dataset. This fingerprint thus incorporates an important chemical principle: materials and molecules are made up of discrete elements that are modified by their local environment—i.e. by interactions with nearby atoms. The goal is to allow the ML model to efficiently learn how a given element is influenced by its local environment. This contrasts with many feature sets, which treat elements as part of a continuous space.

Therefore, the ECFP is a vector representation of interactions between an element and nearby atoms, where each unique element present in the dataset maps onto a section of the vector (see figure 1). In this work, each element vector encompasses Coulomb interactions between an atom and nearby atoms, inspired by the success of the Coulomb matrix [37]. The Coulomb interaction between an atom and neighboring atoms is calculated, and this is sorted from largest to smallest. This interaction vector is summed over all atoms of the same element. (The standard deviation can also be included to preserve more information, but based on our testing this had little effect on the primary dataset we considered in this work.) Hence, for each element in a given material, we calculate the element vector $V_E$ defined as:

$$V_E = \sum_{i \in E} \text{sort}_1 \left[ \frac{Z_i Z_j(i)}{R_{ij(i)}} \right]$$

where $E$ is the element, $i$ runs over all atoms of that element, $j = j(i)$ runs over the neighbors of $i$, $Z_i$ is the nuclear charge of $i$, and $R_{ij}$ is the distance between $i$ and $j$. The length of $V_E$ is the maximum number of atoms in the local neighborhood, which depends on how the local neighborhood is determined. The neighborhood size can be defined in various ways, such that it is possible to featureize datasets for materials or molecules with quite different structures. In this work, we only used nearest neighbors for surfaces, a major difference between ECFP and the Coulomb matrix, and used all atoms for molecules. For a specific surface, any elements present in the data set but not present in that surface will have $V_E$ as the 0 vector. All $V_E$’s are then concatenated into one vector that is used as the feature set for ML. Hence, this feature set is applicable to datasets with varying numbers of elements, and is likely to scale well to cases with many different elements as compared to the Coulomb matrix which does not have a well-defined placement of elements in the feature set unless other ways of sorting are used [38]. While the Coulomb matrix contains more information than the ECFP, this information may be harder for a ML model to learn on. Specifically, in the Coulomb matrix different elements can occupy the same locations in different matrices, and padding with zeros is required. Therefore, we hypothesize that the Coulomb matrix may give more accurate models for very large datasets than the nearest-neighbor ECFP, especially when few elements are involved or the materials are highly
ordered, but the ECFP will give more accurate models for moderately sized datasets containing many elements. Therefore, the ECFP is expected to give more data efficient and general models, as shown in this work. Our primary goal is to use this vector representation to predict formation energies of a diverse set of alloy surfaces; however, it could also be applied to make predictions of atomization energies or formation energies of many types of molecules and materials.

The ECFP is invariant under rotation and translation, which is important for ML models of materials and molecules. We used Coulomb interactions, but other ways of quantifying the local environment could also be used and may improve the accuracy in specific cases. Our choice of Coulomb interactions was informed by comparisons to other interactions such as the overlap and Hamiltonian matrices, as calculated by a single non-selfconsistent step of the SIESTA DFT code [47]. The Hamiltonian matrix was significantly less accurate when applied to molecules, giving about 53% higher errors. The Coulomb interactions and overlap matrix gave similar errors to each other; however, the Coulomb interactions are computationally convenient since they do not require a call to SIESTA. Hence, Coulomb interactions were chosen for this work, but the ECFP framework can be used with any kind of interaction.

For the development of the ML models, we utilized the kernel ridge regression method as implemented in the scikit learn package [48]. In preliminary experiments, we tested other ML methods such as ordinary least squares, Lasso, ridge regression, kernel ridge regression and support vector regression, and found that kernel ridge regression was the most accurate; hence, kernel ridge regression was used to train all the models. We tested several common kernels while implementing the kernel ridge regression method and found that the Laplacian and Gaussian kernels gave the most promising results; we therefore focus on these two kernels for the purposes of this article. We performed a random 80% training and 20% testing split, performed hyperparameter optimization on the training set using 5-fold cross validation, and then tested the model accuracy on the test set. Specifically, we tuned the regularization parameter and the kernel width. We also tested a splitting scheme that ensured that each bimetallic combination of elements is represented in both the training and testing dataset, but this did not significantly affect the accuracy. To evaluate accuracy, we calculated the mean absolute error (MAE) between the predicted and true values in the test set. We ran the model using five different random seeds and the final MAE was obtained by taking the average of the five.

3. Results and discussion

3.1. ML accuracy
To test the accuracy of the ECFP, we used it to train ML models to predict formation or atomization energies for four different datasets. Specifically, we predicted formation energies for three sets of alloy surfaces: 2543 alloy combinations of most of the d-block metals created by expanding a dataset from previous work [39, 49, 50]; 5619 dilute stepped Ag alloy surfaces taken from previous work [34]; and 4652 bulk alloy surfaces which is a subset of a large database [41] of bimetallic alloy combinations of 37 metals. We also predicted atomization energies of organic molecules using a dataset of 7165 organic molecules obtained from
previous work [37]. These datasets were chosen to test the utility of the ECFP on a diverse set of surfaces and molecules.

Using kernel ridge regression, we created separate ML models for predicting formation energies for each of the surface datasets and atomization energies for the organic molecules. We used the ECFP, as well as feature sets developed in previous work. We utilized three previously developed feature sets: the Coulomb matrix, the ESM and the SM. The Coulomb matrix [37] is a symmetric matrix with off-diagonal elements as the Coulomb interaction between different atoms and diagonal elements as a form of interaction between an atom and itself. The ESM and the SM are extensions of the Coulomb matrix to periodic systems [38].

We find that the ECFP works well on a variety of data sets, especially on dilute alloys (see figure 2). It gives significantly more accurate models than the previous feature sets when applied to dilute alloy surfaces. When using the ECFP to predict surface formation energies using the dataset of 2543 alloys, an MAE of 0.017 eV atom$^{-1}$ was obtained, 60.4% more accurate than the other feature sets. When applied to dilute stepped Ag alloy surfaces, the MAE was even lower, 0.002 eV atom$^{-1}$, and accuracy was again better than previous feature sets. The ECFP gives similar results as previous feature sets on the other data sets: it is slightly less accurate than the existing fingerprints when applied to bulk alloy surfaces, and slightly more accurate than the Coulomb matrix when applied to organic molecules. For the bulk alloy surfaces dataset, the SM gave the most accurate model with an MAE of 0.0084 eV atom$^{-1}$; this is slightly better than the ECFP model which gave an MAE of 0.0097 eV atom$^{-1}$ (see figure 2(c)). When applied to the atomization energy of organic molecules, the ECFP gave an MAE of 8.73 kcal mol$^{-1}$ whereas the Coulomb matrix gave a somewhat higher MAE of 9.59 kcal mol$^{-1}$. We do not show results for ESM and SM for organic molecules because these feature sets are designed for periodic systems. Hence, the ECFP is significantly more accurate than the other feature sets for dilute alloys and gives similar accuracy to the other feature sets in the other cases.

An important property of a ML model is its data efficiency, which is the ability to give good accuracy with relatively small datasets. More data-efficient models can significantly decrease the amount of expensive DFT calculations needed. To test the data efficiency, we calculated learning curves for different feature sets using the 2543 dilute alloy surface dataset. The accuracy of each ML model increases with larger training datasets (figure 3), and the SM does slightly better than the Coulomb matrix and ESM, which agrees with previous work [38]. Interestingly, the ECFP gives relatively accurate models even at small data set sizes. At 500 data points, the ECFP gives an MAE less than 0.06 eV atom$^{-1}$, whereas the MAEs for the other feature sets are
Figure 3. The MAE of using the ECFP, SM, ESM and Coulomb matrix to make predictions at different numbers of training datapoints for the 2543 dilute alloy surfaces dataset.

3.2. Surface segregation
As a simple application of the ECFP model, we predicted surface segregation trends on SAA surfaces with and without adsorbed CO (see figure 4). SAAAs have proven to be effective catalysts for many reactions and understanding their stability in various conditions is a crucial issue. To be an effective catalyst, the single-atom dopant should lie in the surface layer under reaction conditions. To be easily synthesizable in vacuum, the dopant should lie in the surface layer when there are no surface species present. We study the segregation trends of CO on these alloy catalysts because CO is an intermediate in many important reactions and is often used as a probe for surface science and catalysis studies. Moreover, CO can be a major cause of catalyst poisoning in some reactions. Hence, knowing the segregation trends in the presence of CO could inform the choice of catalysts for various reactions.

First, we predicted surface segregation energies for 298 SAA surfaces by comparing the energy of the single dopant atom in the surface and subsurface layers, for a total of 596 predictions. The segregation energy ($\Delta E_{\text{seg}}$) in the absence of any adsorbates was computed by:

$$\Delta E_{\text{seg}} = E_f(\text{sub}) - E_f(\text{surf})$$

where $E_f(\text{sub})$ and $E_f(\text{surf})$ are ML-predicted formation energies of alloys with the single dopant in the subsurface and surface layer, respectively. A positive value of $\Delta E_{\text{seg}}$ indicates that the surface is more stable when the dopant is in the surface layer. In the absence of adsorbates, $\Delta E_{\text{seg}}$ was negative for most cases, suggesting that the dopant is more stable in the subsurface layer. This is consistent with previous work [8, 33]. Further, our results qualitatively reproduce previous DFT findings [8] in all cases but one: RhCu was predicted to have a segregation energy of $+0.03$ eV, when the previous calculations suggest it should be negative; however, the total quantitative error is less than approximately 0.2 eV.

We then predicted the adsorption energies of CO on these 596 surfaces with the dopant in the surface layer and subsurface layer using SurfEP [39], a previously developed model for predicting adsorption energies. SurfEP uses a set of linear submodels to first predict electronic structure parameters of surface atoms, and then predict adsorption energies of a variety of species. While SurfEP can predict adsorption energies of several species, in its current form it cannot predict surface formation energies. We then estimated the segregation energies of these surfaces in the presence of CO as:
Figure 4. (a) and (d) Schematic representations of the different structures interrogated as part of our predictions for surface segregation. (a) Bare surface with dopant located in the top layer. (b) Surface with dopant located in the top layer and adsorbed CO. (c) Bare surface with dopant located in the subsurface. (d) Surface with dopant located in subsurface and adsorbed CO adsorbed. (e) CO-induced segregation energies versus segregation energies of the surfaces without CO.

\[
\Delta E_{\text{seg}}^{\text{CO}} = \Delta E_{\text{seg}} + E_{\text{sub ads}}^{\text{CO}} - E_{\text{surf ads}}^{\text{CO}}
\]

where \(E_{\text{sub ads}}^{\text{CO}}\) and \(E_{\text{surf ads}}^{\text{CO}}\) are the SurfEP-predicted adsorption energies of CO adsorbed on the surface with the dopant in the subsurface and surface layers, respectively. The value of \(\Delta E_{\text{seg}}\) is predicted using our ECFP model, as above. When CO was introduced, we observed that for many Ag, Au and Cu host SAAs, the dopants segregated from the subsurface to the surface. With CO present, our model predicted negative segregation energies for only two cases that were previously calculated to have positive segregation energies, PdAu and RhAu \[8\]. The errors in the predicted CO adsorption energies are the primary drivers of these overall errors, rather than the errors in the surface formation energy predictions.

In this previous work \[8\], DFT calculations found that all 15 of the Au, Ag, and Cu-based SAAs that were tested showed positive surface segregation energies in the presence of CO. This raises the question of whether SAAs with Cu, Ag, and Au always result in stable surface dopants in the presence of CO. In fact, our model predicted several cases where the dopant remained in the subsurface when CO was introduced to the surface. To confirm this, we performed DFT calculations for Sc doped into an Au surface and found that the Sc dopant indeed preferred the subsurface even in the presence of CO, in agreement with our model predictions. Hence, our model could be used to quickly identify SAAs that will not be stable in the presence of a given adsorbate, which can increase the efficiency of screening.

4. Conclusion

We developed a new featurization scheme, the ECFP, in our pursuit to develop a ML model to predict formation energies of alloy surfaces. We trained ML models for surface formation energies by screening multiple matrix-based feature sets and fitting to multiple datasets. We found that the ECFP is able to accurately predict formation energies of a broad swath of alloy surfaces consisting of many different metals. Combining this model with an existing model for predicting adsorption energies we were able to predict surface segregation energies for 298 single atom alloys both with and without CO. Our model predictions showed cases where CO was not able to bring the dopant from the subsurface onto the surface.

Our model is data efficient and can be applied to a variety of datasets. The model can be applied in various fields for making predictions of formation energies where stability is important. Because the model we used for predicting adsorption energies also can make predictions for other species, it is now possible to estimate the stability of a large number (>1 million) of alloy surfaces in the presence of several different adsorbed species. This allows efficient predictions of stability of many possible alloy surfaces without requiring any further data generation or fitting. We share an implementation of our model using the primary dataset discussed in this work (bitbucket.org/mmmontemore/surfep). Hence, fast screening of alloy surfaces for both stability and catalytic performance for many reactions is now possible.
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