Digital Quantum Key Distribution with Continuous-Mode Formalism
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Quantum key distribution (QKD) provides an attractive key-sharing technology for remote users with information-theoretic security. QKD with continuous variables offers extraordinary superiority by the use of standard telecom components, thereby moving toward large-scale metropolitan applications. However, from lab demonstrations to in-field realizations, the primary task is to deal with gaps between practical systems and theoretical models. Herein, we present a continuous-mode formalism to close the loophole of fundamental single-mode assumption; this form exhibits a rigorous mapping between theoretical model and practical digital experiments by using temporal modes theory, which opens a new perspective of investigating the digital signal processing through a practical security model. The proposed practicality-oriented security analysis method paves the way to build cost-effective and classical compatible quantum networks by using non-ideal devices.

The security framework of CV-QKD is based on the quadrature-component measurement of one single mode. Unfortunately, the traditional single-mode assumption squashes the dimension of systems and this constraint poses severe limitations on practical analyses of security and performance. Practical systems often contain more abundant time- and frequency-domain characteristics than ideal single-mode cases: the transmitter (Alice) generates pulsed or continuous-wave (CW) coherent state with time-dependent forms, and the practical receiver (Bob) performs a series of non-ideal operation, including band-limited detection, analog-to-digital converter (ADC) sampling, and digital processing. This makes it sophisticated to well define the measured quadratures in practical continuous-mode cases.

In this Letter, toward next generation digital CV-QKD systems, we focus on a generalized practical system model and establish a CV-QKD framework with a continuous-mode formalism. Our analysis, for the first time to the best of our knowledge, indicates that CV-QKD can still maintain its security under a continuous-mode assumption, which is an indispensable step towards practical applications. More specifically, by introducing technologies from continuous-mode quantum optics, the receiver’s quadrature and the shot noise unite (SNU) under digital discrete-time sampling can be redefined by exploiting temporal modes theory [3, 35, 36]. Treating the whole receiver as one new temporal mode (TM), which is determined by the envelope of the local oscillator (LO), impulse response function (IRF), ADC’s sampling time, and digital operation, the actual measurement result is the projection of this TM on the measured states.

Based on our work, state-of-the-art classical communication toolboxes, such as pulse multiplexing, clock synchronization, dispersion compensation, and digital signal processing (DSP) technologies, are expected to be directly employed in the analysis of CV-QKD, which il-
illustrates the importance of our work. Remarkably, the evolution of pulse propagation and selection of sampling position on pulses have significant impacts on the key rate, which could not be analyzed in previous studies. These results are crucial for high-rate secure key distribution.

**Temporal modes of continuous-mode states.**—We now illustrate the state preparation in a more general situation; that is, the case of non-single-mode quantum states.

Recall that traditional CV-QKD assumes that the quantum state is represented by the creation and annihilation operators in terms of discrete cases (given by $a_i^\dagger, a_i$) of the ideal single-mode electrical field. In practical experiments, however, the time-domain and spectrum characteristics of quantum states are crucial, especially when considering practical devices. Therefore, more generally, we extend the electrical field to the continuous-mode form by performing transformation of the annihilation operator $\hat{a}_i \rightarrow (\Delta\omega)^{1/2} \hat{a}(\omega)$, where $\Delta\omega$ denotes the mode spacing and $\hat{a}(\omega)$ is the continuous-mode operator, which satisfies the commutation relation $[\hat{a}(\omega), \hat{a}^\dagger(\omega')] = \delta(\omega - \omega')$. This technique is widely used in studying continuous-mode quantum optics [3].

In time-evolution scenarios [38], especially when the measured signals are pulses, it is always useful to define the Fourier transforms of continuous-mode field operators in the time domain, namely $\hat{a}(t)$, to analyze the behavior of time-dependent quantum states. It is difficult to analyze the behavior of continuous-mode operators directly. Therefore, to analyze the system at different signal-generated times, we use the infinitely countable complete orthonormal set of functions $\{\xi_i(t)\}_{i=1}^\infty$ as non-continuous basis functions to expand the operator $\hat{a}(t)$, where $\xi_i(t)$ is also the envelope of the $i$th wave packet. The expansion of the continuous-mode operator is given by $\hat{a}(t) = \sum_i \xi_i(t) \hat{A}(\xi_i)$, and in quantum field theory, the photon wave-packet creation operator $\hat{A}^\dagger(\xi_i)$ is defined as [2–4]

$$\hat{A}^\dagger(\xi_i) = \int dt \xi_i(t) \hat{a}^\dagger(t),$$

which means that a quantum state with an envelope $\xi_i(t)$ is generated at position $t$, also known as the TM [35, 36]. The TM operator also obeys the commutation relation, which reads

$$[\hat{A}(\xi_i), \hat{A}^\dagger(\xi_j)] = \delta_{ij}. \quad (2)$$

It is then important to define the continuous-mode coherent state $|\{\alpha(t)\}\rangle$ as the tensor product of wave-packet coherent states $|\gamma_i\rangle$, given by [3]

$$|\{\alpha(t)\}\rangle = \prod_i \hat{D}(\gamma_i)|0\rangle = |\{\gamma_i\}\rangle, \quad (3)$$
where $\gamma_i$ denotes the eigenvalue of a single wave-packet coherent state, $|\gamma_i|^2$ represents the average photon number contained in one wave packet, and $\hat{D}(\gamma_i) = \exp\left(\gamma_i \hat{A}^\dagger(\xi_i) - \gamma_i^* \hat{A}(\xi_i)\right)$ is the displacement operator. The wave-packet coherent state has all the usual properties of Glauber coherent states, and obeys the eigenvalue equation:
\[ \hat{A}(\xi_i) |\gamma_i\rangle = \gamma_i |\gamma_i\rangle . \] (4)

Under this notation, the quadrature operator of wave-packet coherent states for phase angle $\theta$ can be defined, which is given as
\[ \hat{X}_\theta = \hat{A}^\dagger(\xi_i) \exp(i\theta) + \hat{A}(\xi_i) \exp(-i\theta) . \] (5)

The understanding of Eq. (5) is the core of the whole continuous-mode analysis. For traditional CV-QKD, the measured quadrature operator reflects the quadrature information of a single-mode quantum state, while for continuous-mode CV-QKD, the measured quadrature operator is used to define the quadrature of a TM (or a wave-packet). Alice’s modulation of a quantum state with arbitrary form can be mapped to the preparation of a TM. Consequently, if the quadrature component of the TM can be measured and used for generating keys, the security analysis of single-mode CV-QKD can be continued to use, resulting from the same form of the commutation relation (shown in Eq. (2)) with that of the single-mode case.

**Measurement and sampling.**—The scenario becomes more involved after considering the band-limited homodyne detection and sampling process (see the Supplemental Material for detailed derivation).

Here, for the rigorous security analysis of CV-QKD, we focus on the measurement results of a practical detection model with arbitrary IRF, namely, $g(t)$, which reads
\[ \hat{O}(t) = \int_t^{t+T} dt \left[ \hat{a}^\dagger(t) \hat{a}_\text{LO}(t) + \hat{a}_\text{LO}(t) \hat{a}(t) \right] g(t) , \] (6)

where $T$ denotes the integration time of the photodetector (PD). Assume that the LO is a classical field, given by $\sigma(t) = \mu(t) \xi(t)$, where $\mu(t)$ denotes the average number of photons contained in each LO pulse, and $\xi(t)$ is the envelope of the LO. Through the band-limited measurement operator given by Eq. (6) and the sampling model, the output photocurrent operator $\hat{D}_{t_i}$ at sampling time $t_i$ can be then obtained by
\[ \hat{D}_{t_i} = \frac{T}{\Delta t_s} \mu_{LO}^{1/2} \int dt \xi_{LO}^* (t) G^{t_i,t_i+\Delta t_s} (t) \hat{X}_{a}^{\omega_{LO}t+\theta} (t) , \] (7)

where $\Delta t_s$ denotes the sampling-hold time; $G^{t_i,t_i+\Delta t_s} (t') = \int_{t_i}^{t_i+\Delta t_s} dt g(t - t')$ is the integrated detection function related to detector’s IRF; $\hat{X}_{a}^{\omega_{LO}t+\theta} (t)$ denotes the quadrature operator of the input state $\hat{a}(t)$ under the LO with central frequency $\omega_{LO}$ and phase $\theta$, which is given by
\[ \hat{X}_{a}^{\omega_{LO}t+\theta} (t) = \exp[i(\omega_{LO}t + \theta)] \hat{a}^\dagger (t) + \exp[-i(\omega_{LO}t + \theta)] \hat{a} (t) . \]

Using Eq. (7), we can acquire the sampling results of the continuous-mode state $\hat{a}(t)$ at any time $t_i$. Assuming the sampling interval is $T_s$, the period of the transmitted signal is $T$, we can obtain $N$ sampling points $\{\hat{D}_{t_i}\}_{i=1}^{N}$ in one period, where $N = T/T_s$ and $t_i = iT_s$. The measurement results in a period can be simply expressed by a single sampling point, or can be obtained by weighted averaging of multi-points. In the following part, we analyze the situation of using one point as the measurement result in one period, and the statistical information is obtained from the measurement points of several periods. The same method can be used to analyze the multi-point weighted average cases.

**SNU calibration and normalization.**—In order to normalize the measured data, one key step is to define and calibrate the SNU, which is the most distinguish phase from classical optical communication. By defining the variance of shot noise at sampling time $t_i$ as $\sigma_{\text{SNU}}^2 (t_i) = \langle 0 | \hat{D}_{t_i} | 0 \rangle$, the standard deviation of the shot noise is obtained, given by
\[ \sigma_{\text{SNU}} (t_i) = \frac{T}{\Delta t_s} \mu_{LO}^{1/2} \int dt \xi_{LO} (t) G^{t_i,t_i+\Delta t_s} (t) \hat{X}_{a}^{\omega_{LO}t+\theta} (t) . \] (8)

where the statistical data comes from the measurement results of different periods at time label $t_i$.

After the SNU normalization, the measured data is obtained by dividing the sampled photocurrent operator by the standard deviation of the shot noise, namely,$\hat{D}_{t_i}^\text{SNU} = \frac{\hat{D}_{t_i}}{\sigma_{\text{SNU}} (t_i)}$, which is given by
\[ \hat{D}_{t_i}^\text{SNU} = \int dt \xi_{LO} (t) G^{t_i,t_i+\Delta t_s} (t) \hat{X}_{a}^{\omega_{LO}t+\theta} (t) . \] (9)

It is crucial to construct the whole receiver as a new TM, namely, $\Xi_{\omega_{LO}}^{t_i} (t)$, given by
\[ \Xi_{\omega_{LO}}^{t_i} (t) = \frac{\xi_{LO} (t) G^{t_i,t_i+\Delta t_s} (t)}{\sigma_{\text{SNU}} (t_i)} \exp(i\omega_{LO}t) , \] (10)

and it is not difficult to prove that this mode meets the normalization condition $\int dt |\Xi_{\omega_{LO}}^{t_i} (t)|^2 = 1$. This TM represents a basis function in the phase space rotating at speed $\omega_{LO}$, which is related to the sampling point $t_i$ and all measurement devices.

Based on the TM as described in Eq. (11), using similar form of Eq. (1), we can also define a TM creation operator as
\[ \hat{A}^\dagger (\Xi_{\omega_{LO}}^{t_i}) = \int dt \Xi_{\omega_{LO}}^{t_i} (t) \hat{a}^\dagger (t) , \] (12)
which can be treated as the projection of operator $\hat{a}^\dagger (t)$ on the basis $\Xi^{\Delta\omega}_{t_0,\omega} (t)$. Consequently, the simplified result of Eq. (10) in terms of TMs is then rewritten as

$$D_{t_i}^{\text{SNU}} = \hat{A}^\dagger (\Xi^{t_i}_{\omega,\omega}) \exp (i\theta) + \hat{A} (\Xi^{t_i}_{\omega,\omega}) \exp (-i\theta) = \hat{X}_\theta (\Xi^{t_i}_{\omega,\omega}) .$$ (13)

Therefore, all the measurement results can be treated as the quadrature measurement of the TM $\Xi^{t_i}_{\omega,\omega}$, which is composed of the parameters from both measurement devices and the signal to be measured.

In the TM description, we can see that SNU calibration is actually the process of calibrating measurement devices. All the spectrum-related information of detector and LO are involved. This explains why SNU calibration is so important in CV-QKD. If the calibration of the measurement device is incorrect, it will cause the deviation of the projection of the detection mode on the measured state.

**Projection on measured quantum states.**—The whole measurement process under the TM representation is equivalent to the projection of the receiver’s TM to the TM of the measured state, and vice versa. Therefore, the next step is to know the deviation of the measurement results from the real measured states.

Now considering a practical situation where the measured state is an arbitrary wave-packet coherent state $|\gamma_s\rangle$ with the eigenvalue equation given by Eq. (4), we can expend operator $\hat{a} (t) = \xi_0 (t) \exp (i\omega_0 t) \hat{A} (\xi_0)$, and Eq. (98) is rewritten as (where $\omega_s$ is the central frequency of signals):

$$\hat{A}^\dagger (\Xi^{t_i}_{\Delta\omega}) = \int dt \Xi^{t_i}_{\omega,\omega} (t) \xi_0 (t) \hat{A}^\dagger (\xi_0) ,$$ (14)

where $\int dt \Xi^{t_i}_{\omega,\omega} (t) \xi_0 (t)$ quantifies the overlapping envelope (or basis) between measured signals and the receiver, under the phase space rotating at speed $\Delta\omega = \omega_s - \omega_{LO}$, and it is also treated as the projection of the TM $\Xi^{t_i}_{\omega,\omega} (t)$ on the basis $\xi_0 (t)$.

Using the Gram-Schmidt orthogonalization procedure, we can map the measured operator from the basis $\Xi^t_{\Delta\omega}$ to the set of bases $\{ \xi_0 (t), \Psi_\perp (t) \}$. In this transformation, the basis $\Xi^t_{\Delta\omega}$ represents the receiver’s mode-matched basis function; $\xi_0 (t)$ is the projection of the receiver’s basis onto the input states, and the orthogonal basis $\Psi_\perp (t)$ is the projection of the measured results onto the non-mode-matched background. An interesting result of measurement outcome is obtained, which reads

$$D_{t_i}^{\text{SNU}} = \sqrt{n^t_i} \hat{X}_\theta (\xi_0) + \sqrt{1 - n^t_i} \hat{X}_\theta (\Psi_\perp) ,$$ (15)

where

$$\sqrt{n^t_i} = \int dt \Xi^{t_i}_{\Delta\omega} (t) \xi_0 (t) ,$$ (16)

is the overlapping basis between the measurement mode and the input signal; $\hat{X}_\theta (\xi_0)$ and $\hat{X}_\theta (\Psi_\perp)$ are the mode-matched and non-mode-matched quadratures, respectively. The first- and second-order moments of the non-mode-matched part under the measurement of input states vanish.

Note that the practical measurement result is actually equivalent to the attenuation of the real quadrature component caused by a mode-matched beam splitter, and its attenuation coefficient $\sqrt{n^t_i}$ denotes the projection of the receiver’s mode on the input quantum state, which results from the mismatch between the measurement device and the measured states. If and only if the mode matching occurs, namely, $\Xi^{t_i}_{\Delta\omega} (t) = \xi_0 (t)$, the measurement results can truly reflect the quadrature information of measured states.

Moreover, Eq. (105) holds when the SNU calibration point and the measurement point used for key generation are at the same sampling position of the pulse, and the extremality of Gaussian states still holds in that case. However, if the the SNU calibration point and the measurement point used for key generation are at different sampling positions of the pulse, we need to modify the analysis by continuous-mode entanglement-based (EB) model, which is equivalent to replacing $\sqrt{n^t_i}$ with $\eta^t_{\Delta\omega}$, representing the correlation between sampling points $t_i$ and $t_j$; this is also equivalent to constructing another sampling-related TM. This situation occurs in systems where timing jitter exists. See the Supplemental Material for the analysis of the sampling deviation.

So far, we have analyzed the security of continuous-mode CV-QKD by defining the SNU normalized TMs of the receiver. Classical operations, such as digital down conversion, digital filtering, can still maintain the security by constructing proper receiver’s TMs, and the simple single-mode toolbox can be exploited directly, while the spectrum of transmitter and receiver will affect the system’s performance. It is also worth noting that the spectrum calibration of communicated parties and DSP operation are important to maximize the efficiency of receiving quantum signals, so that we can recover the quadrature components more realistically.

For instance, if the receiver uses a filter with a spectrum similar to that of the transmitter, the modulated quadrature information can be recovered by only sampling the peak point. If the LO is a CW while the transmitted signal has some envelope form, Bob can conduct multi-point sampling for weighted averaging, and the weight can be set to the envelope shape of the transmitter. However, if the channel dispersion is large, the envelope of the received signal changes dramatically, which has a significant impact on the high-speed pulsed system.

In the following part, we give an example to analyze the performance of high-repetition-rate CV-QKD systems in continuous-mode scenarios.

**Continuous-mode channel transmission.**—In practical experiments, compared with single-mode scenarios, it is
more common to consider quantum-state propagation with continuous-mode formalism. Through simplifications (see the Supplemental Material), the output mode after passing through the quantum channel can be obtained, given by [7, 42]

\[
a_{\text{out}} (t, z) = [\xi (t) * h (t, z)] \hat{A} (\xi) + \sqrt{1 - \tau} b (t), \tag{17}
\]

where \(h (t, z)\) is the channel transfer function in the time domain and \(b (t)\) denotes the introduced averaged channel noise; \(A * B\) denotes the convolution between \(A\) and \(B\). The Fourier transform of the channel transfer function can be easily obtained, expressed as

\[
\mathcal{F} [h (t, z)] = \exp \left( -k_1 z + i k_3 \Omega z + \frac{i k_2}{2} \Omega^2 z \right), \tag{18}
\]

where the second-order Taylor expansion of the real part of the wave vector is considered, and \(k_1\) and \(k_2\) denote the inverse group velocity and second-order dispersion coefficient, respectively. Equations (17) and (18) can well describe the evolution of continuous-mode states in the channel.

It is interesting to find that through the TM description, the new security analysis only increases the convolution effect of the channel transfer function on the signal envelope compared with traditional analysis, while other forms of analysis are consistent. This result is useful for experiments, which reflects the similarity between CV-QKD and classical optical communication in the signal propagation process.

By calibrating the shapes of the signal and LO pulses before transmission, we can obtain every received pulse \(\xi_{\text{out}} (t)\) via the convolution of the input pulse \(\xi_{\text{in}} (t)\), and channel transfer function \(h (t, z)\), which is given by

\[
\xi_{\text{out}} (t) = \xi_{\text{in}} (t) * h (t, z), \tag{19}
\]

which is attributed to the non-continuous basis functions that transfer the \(q\)-number analysis into the \(c\)-number operation; the detailed derivations are given in the Supplementary Material. Note that this channel model is only used for performance analyses and simulations, and the channel model is not assumed in the security analysis.

**Simulation results.**—Based on the protocol developed, analysis scenarios, including SNU calibration, quadrature measurement, clock synchronization, sampling position, and dispersion, can be directly analyzed in the analysis of CV-QKD, as shown in Fig. 2. These results show that the continuous-mode situation has a great impact on the key rate. In addition, significant attention should be given to high-speed systems since the security issues resulting from short-pulse propagation; moreover, the sam-

---

**FIG. 2. Some simulation results of continuous-mode CV-QKD.**

- **a.** Measured shot-noise variance at different sampling points.
- **b.** Measured quadrature variance at different sampling points.
- **c.** Secret key rates influenced by the timing jitter.
- **d.** Secret key rates influenced by sampling position.
- **e.** Evolution of Gaussian pulse with a full width at half-maximum of 20 ps in optical fibers, ignoring the fiber loss.
- **f.** Secret key rates of short-pulse propagation in fibers considering dispersion (the Gaussian-pulse as an example).
pling process cannot be neglected, and improper analysis may destroy the security of the entire system.

**Conclusions.**—In this study, we have demonstrated that CV-QKD can achieve security transmission even under the assumption of a continuous mode, which is a significant step in filling the security analysis of CV-QKD. This work breaks the deadlock regarding the mismatch between CV-QKD theory and experiments, making the overall analysis framework compatible with optic-fiber communication; therefore, by calibrating the receiver and defining proper TMs, QKD can be completely realized by classical telecom components, and numerous classical communication techniques can be adopted based on this work. Many time-dependent issues, including pulse propagation, band-limited detection, sampling, and digital processing, are solved by TM descriptions, which can guide the design of high-speed long-distance experiments. In addition, our analysis indicates the significant potential of digital CV-QKD for robust and cost-effective applications. Accordingly, the analysis tools developed in this work may provide perspective for large-scale quantum-secure networks.
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Supplementary material for “Digital Quantum Key Distribution with Continuous-Mode Formalism”

In this Supplemental material, we provide additional details on the continuous-mode continuous variable quantum key distribution (CV-QKD) protocol. We first introduce the form of source model with continuous-mode formalism. Then, we give a model of time-dependent measurement in CV-QKD. Next, the statistics of measurement results used for key rate calculations are given. The generalized channel model is illustrated and finally, the entanglement-based scheme is introduced.

SOURCE MODEL

In this section, we introduce the source model of the proposed continuous-mode CV-QKD protocol. Continuous-mode operators are introduced, followed by field-operator and temporal-mode descriptions. Finally, continuous-mode coherent states used in CV-QKD are illustrated.

Continuous-mode operators

In this work, we focus on time-dependent coherent state transmission scenarios in continuous-variable quantum cryptography, such as pulsed signals and encoded quantum states; different toolboxes are considered than those used in single-mode continuous-wave (CW) electric field cases. Continuous-mode operators in the time domain are powerful tools for addressing this kind of issue.

Consider that a one-dimensional optical cavity of length $L$ is exploited to generate optical modes. Discrete- and continuous-mode operators can then be defined based on the second quantization process \[1\]. In discrete-mode cases, the interval of the wave vectors of the plane waves traveling in the cavity is given by \[2\],

$$\Delta k = \frac{2\pi}{L},$$

and the corresponding eigenfrequency and mode spacing are given by

$$\Delta \omega = \frac{2\pi c}{L}.$$ (21)

Thus, the output frequencies of different running waves in the cavity should be integral multiples of the longitudinal mode spacing, as follows:

$$\Delta \omega_i = n_i \frac{2\pi c}{L}.$$ (22)

For every discrete mode in the cavity labeled by $i, j$, the electric field is described by creation and annihilation operators in terms of discrete cases (given by $\hat{a}_i, \hat{a}_j$) that satisfy a boson commutation relation, which is given by

$$\left[ \hat{a}_i, \hat{a}_j^\dagger \right] = \delta_{ij}.$$ (23)

where $\delta_{ij}$ is the Kronecker delta tensor.

As the cavity length approaches infinity, the spacing between modes becomes narrow, which means that $L \to \infty, \Delta \omega \to 0$; then, the discrete-mode operator becomes the continuous-mode operator. To ensure energy conservation before and after the transformation, we have the following correspondence:

$$\hat{a}_i \to (\Delta \omega)^{\frac{1}{2}} \hat{a}(\omega),$$ (24)

and the Kronecker delta tensor becomes the Dirac delta function, which is given by

$$\delta_{ij} \to \Delta \omega \delta(\omega - \omega').$$ (25)

Discrete sums are converted to continuous integrals:

$$\sum_i \to \frac{1}{\Delta \omega} \int d\omega.$$ (26)
From the above correspondence, it can be deduced that the continuous-mode creation and annihilation operators satisfy the following commutation relation:

\[
[\hat{a}(\omega), \hat{a}^\dagger(\omega')] = \delta(\omega - \omega').
\]  

(27)

In that case, the positive frequency part of a continuous-mode electric field can be described in terms of the continuous-mode operators, which reads as

\[
\hat{E}^+(z, t) = i \int d\omega \mathcal{E}(\omega) \hat{a}(\omega) \exp \left[-i\omega \left(\frac{z}{c}\right)\right],
\]

(28)

where \(\mathcal{E}\) is the dimensionality of an electric field, and the overall electric field is given by

\[
\hat{E}(z, t) = \hat{E}^+(z, t) + \text{h.c.},
\]

(29)

where \(\text{h.c.}\) denotes the hermitian conjugation.

In time evolution scenarios, especially when the measured signals are pulses, it is always useful to define the Fourier transforms of continuous-mode field operators in the time domain; this is given by

\[
\hat{a}(t) = \frac{1}{\sqrt{2\pi}} \int d\omega \hat{a}(\omega) \exp \left(-i\omega t\right).
\]

(30)

It can be proven that the continuous-mode operator in the time domain satisfies the following commutation relation:

\[
[\hat{a}(t), \hat{a}^\dagger(t')] = \delta(t - t').
\]

(31)

Field-operator and non-continuous basis descriptions

Field operators and non-continuous basis functions offer a powerful method to analyze pulse or other time-dependent transmission scenarios.

In continuous-mode cases, it is assumed that a vacuum state exists in every single mode; such a state can be defined as

\[
|\{0\}\rangle = |0\rangle,
\]

(32)

and we also have

\[
\hat{a}(\omega)|0\rangle = 0.
\]

(33)

With the help of vacuum states, any quantum states can be defined by creating photons from vacuum states, as follows [4]:

\[
|\Psi_\omega\rangle = \hat{a}^\dagger(\omega)|0\rangle.
\]

(34)

In the above definition, the generated states cannot be well normalized, which is inconvenient for subsequent analysis. To facilitate the subsequent analysis, we use the infinitely countable complete orthonormal set of functions \(\{\xi_i(\omega)\}_{i=1}^\infty\) to simplify the analysis. This set of functions obeys the following relations:

\[
\sum_{i=1}^\infty \xi_i(\omega) \xi_i^*(\omega') = \delta(\omega - \omega'),
\]

(35)

\[
\int d\omega \xi_i(\omega) \xi_j^*(\omega) = \delta_{ij}.
\]

(36)

If a new set of quantum states \(\{|\psi(\xi_i)\rangle\}_{i=1}^\infty\) on \(\xi_i\) is considered, it can be expressed as the superposition of the nonnormalized state \(|\Psi_\omega\rangle\) defined in Eq. (34), which is written as

\[
|\psi(\xi_i)\rangle = \int d\omega \xi_i(\omega)|\Psi_\omega\rangle = \int d\omega \xi_i(\omega) \hat{a}^\dagger(\omega)|0\rangle.
\]

(37)
Based on the properties of $\xi_i(\omega)$, $|\psi(\xi_i)\rangle$ can be well normalized. According to the above properties, $|\psi(\xi_i)\rangle$ can be regarded as a continuous-mode operator $\hat{A}^\dagger(\xi_i)$ acting on the vacuum states, and $\hat{A}^\dagger(\xi_i)$ is defined as

$$\hat{A}^\dagger(\xi_i) = \int d\omega \xi_i(\omega) \hat{a}^\dagger(\omega),$$

which denotes the “field operator” or the photon wave-packet creation operator in quantum field theory; this means that a quantum state with an envelope $\xi_i(\omega)$ is generated at position $\omega$, where $\xi_i(\omega)$ is the envelope of the created wave packet.

By using the commutation relation between $\hat{a}(\omega)$ and $\hat{a}^\dagger(\omega)$ shown in Eq. (27), it can be proven that $\hat{A}^\dagger(\xi_i)$ and $\hat{A}(\xi_i)$ satisfy the following discrete bosonic commutation relations:

$$[\hat{A}(\xi_i), \hat{A}^\dagger(\xi_j)] = \delta_{ij},$$

$$[\hat{A}(\xi_i), \hat{A}(\xi_i)] = [\hat{A}^\dagger(\xi_i), \hat{A}^\dagger(\xi_i)] = 0.$$  

Consequently, the operator $\hat{a}(\omega)$ can be rewritten as a superposition of the field operators, given by

$$\hat{a}(\omega) = \sum_i \xi_i(\omega) \hat{A}(\xi_i).$$

To facilitate discussion in the case of pulsed signals, the field operators in the frequency domain can be expressed in an equivalent time-domain form. The inverse Fourier transform converts the envelope $\xi_i(\omega)$ in the frequency domain to an envelope $\xi_i(t)$ in the time domain, given by

$$\xi_i(t) = \frac{1}{\sqrt{2\pi}} \int d\omega \xi_i(\omega) \exp(-i\omega t),$$

and the field creation operator in the time domain can also be obtained by the Fourier transform of Eq. (41), which takes the form

$$\hat{A}^\dagger(\xi_i) = \int dt \xi_i(t) \hat{a}^\dagger(t).$$

The continuous-mode operator $\hat{a}(t)$ can be finally expressed as a superposition of the field operators on behalf of the non-continuous basis functions:

$$\hat{a}(t) = \sum_i \xi_i(t) \hat{A}(\xi_i).$$

The scenario of pulse generation via a continuous-mode operator and non-continuous basis functions is shown in Fig. 3. The expansion of the continuous-mode operator in the time domain, as shown in Eq. (44), is illustrated in Fig. 3 (a), and its Fourier transform (shown in Eq. (41)) is given in Fig. 3 (b). These two forms are crucial in analyzing pulse propagation and band-limited scenarios.

It can be seen that in pulse transmission cases, the forms of non-continuous basis functions can change the complex $q$-number analysis process into simple $c$-number processing, which simplifies the analysis to a large extent.

**Continuous-mode coherent states**

Similar to single-mode cases, the definition of a continuous-mode coherent state is still a displacement operator acting on the vacuum state:

$$|\{\alpha(\omega)\}\rangle := \hat{D}(\alpha(\omega))|0\rangle,$$

where

$$\hat{D}(\alpha(\omega)) = \exp \left[ \int d\omega \left[ \alpha(\omega) \hat{a}^\dagger(\omega) - \alpha^*(\omega) \hat{a}(\omega) \right] \right]$$

$$\int \omega d\omega.$$


According to this definition, it is easy to prove that the continuous-mode coherent state is the eigenstate of the annihilation operator, for which the eigenvalue equation is given by

$$\hat{a} (\omega) |\{\alpha (\omega)\}\rangle = \alpha (\omega) |\{\alpha (\omega)\}\rangle .$$  

(48)

According to Eq. (45), the continuous-mode coherent state can also be described in a time-dependent form, which is given by

$$|\{\alpha (t)\}\rangle = |\{\alpha (\omega)\}\rangle = \hat{D}(\alpha (t)) |0\rangle ,$$  

(49)

and the eigenvalue equation is

$$\hat{a} (t) |\{\alpha (t)\}\rangle = \alpha (t) |\{\alpha (t)\}\rangle .$$  

(50)

The calculation of the continuous-mode operator is complex in many cases, especially if the $q$-number equation appears when the pulse propagates. To convert the $q$-number equation into a $c$-number equation, one option is to expand it by exploiting a set of non-continuous basis functions. The displacement operator is then rewritten as

$$\hat{D}(\alpha (\omega)) = \exp \left[ \int d\omega \left[ \alpha (\omega) \hat{a}^\dagger (\omega) - \alpha^* (\omega) \hat{a} (\omega) \right] \right]$$

$$= \exp \left\{ \sum_i \left[ \gamma_i \hat{A}^\dagger (\xi_i) - \gamma_i^* \hat{A} (\xi_i) \right] \right\},$$  

(51)

where

$$\gamma_i = \int d\omega \alpha (\omega) \xi_i^* (\omega)$$  

(52)

denotes a parameter of a continuous-mode coherent state under a non-continuous basis. Therefore, the coherent state

FIG. 3. Pulse propagation scenario via non-continuous basis functions. (a) The expansion of the continuous-mode operator in the time domain. (b) The expansion of the continuous-mode operator in the frequency domain. These two scenarios are Fourier transform pair.
represented by a set of non-continuous basis functions is given by
\[
|\{\alpha (\omega)\}\rangle = \hat{D}(\alpha (\omega)) |0\rangle \\
= \exp \left\{ \sum_i \left[ \gamma_i \hat{A}^\dagger (\xi_i) - \gamma_i^* \hat{A} (\xi_i) \right] \right\} |0\rangle \\
= \Pi_i |\gamma_i\rangle = |\{\gamma_i\}\rangle.
\]

A single wave-packet coherent state \(|\gamma_i\rangle\) is the eigenstate of \(\hat{A}(\xi_i)\), which is described by
\[
\hat{A}(\xi_i) |\gamma_i\rangle = \gamma_i |\gamma_i\rangle.
\]

Therefore the overall sequence of continuous-mode coherent state can be written as
\[
\hat{a}(\omega) |\{\alpha (\omega)\}\rangle = \sum_i \xi_i (\omega) \hat{A}(\xi_i) |\gamma_i\rangle \\
= \sum_i \xi_i (\omega) \gamma_i |\{\gamma_i\}\rangle.
\]

Thus, the eigenvalues of continuous-mode operators can be expressed as linear combinations of discrete eigenvalues, as follows:
\[
\alpha (\omega) = \sum_i \xi_i (\omega) \gamma_i.
\]

Similarly, the sequence of pulsed coherent states in the time domain can be written as
\[
\hat{a}(t) |\{\alpha (t)\}\rangle = \sum_i \xi_i (t) \hat{A}(\xi_i) |\gamma_i\rangle \\
= \sum_i \xi_i (t) \gamma_i |\{\gamma_i\}\rangle.
\]

The eigenvalues of continuous operators can be obtained as follows:
\[
\alpha (t) = \sum_i \xi_i (t) \gamma_i,
\]
and \(|\xi_i|^2\) is the mean photon number in each pulse. Eq. (57) is the generalized equation for addressing pulsed coherent state issues.

**MEASUREMENT MODEL**

In this section, we introduce the measurement model of the proposed continuous-mode CV-QKD protocol. We describe continuous-mode detection in the time domain first, and then the frequency domain and quadrature descriptions are considered, respectively. Finally, the sampling model is given to derive the measured results.

**Time domain description with impulse response function**

Homodyne detection is always used in CV-QKD to detect the quadratures of the measured quantum states. The analysis of ideal homodyne detection in the single-mode case has been very frequently used in CV-QKD, while this work focuses on the time-dependent measurement process. A general homodyne detection method is shown in Fig. 4.

In Fig. 4, it can be seen that the signal and the local oscillator (LO) with continuous-mode forms are inputted into the homodyne detector, and after a balanced beam splitter, the output signals are detected by two photodetectors.

The continuous-mode form of homodyne detection can deal with both time-dependent and frequency-dependent cases, including CW signals and pulsed signals.
In the time domain, first, ignoring the bandwidth of the photodetector (PD), the instantaneous flux operator, \( \hat{f}(t) \), measured in photon per unit time is given by

\[
\hat{f}(t) = \hat{a}^\dagger(t) \hat{a}_{\text{LO}}(t) + \hat{a}^\dagger_{\text{LO}}(t) \hat{a}(t),
\]

where \( \hat{a}(t) \) and \( \hat{a}_{\text{LO}}(t) \) denote the annihilation operators of the measured signal and the LO at instantaneous time \( t \), respectively. By the integral of flux operator, the output photocurrent operator after homodyne detection can be written in a time-dependent form, which is given by

\[
\hat{O}(t) = \int_t^{t+T} dt \left[ \hat{a}^\dagger(t) \hat{a}_{\text{LO}}(t) + \hat{a}^\dagger_{\text{LO}}(t) \hat{a}(t) \right],
\]

where \( T \) is the integration time of a PD.

Now, let us investigate an instantaneous one-shot measurement considering the pulse shapes. A single wave-packet operator given in Eq. (44) is introduced, and the signal’s and the LO’s operators are expressed as

\[
\hat{a}(t) = \xi(t) \hat{A}(\xi),
\]

\[
\hat{a}_{\text{LO}}(t) = \xi_{\text{LO}}(t) \hat{A}_{\text{LO}}(\xi_{\text{LO}}).
\]

By combining Eqs. (60-62), the photocurrent operator is rewritten as

\[
\hat{O}(t) = \int_t^{t+T} dt \left[ \xi(t) \xi_{\text{LO}}(t) \hat{A}^\dagger(\xi) \hat{A}_{\text{LO}}(\xi_{\text{LO}}) + \xi_{\text{LO}}(t) \xi(t) \hat{A}^\dagger_{\text{LO}}(\xi_{\text{LO}}) \hat{A}(\xi) \right] \]

\[
= \int_t^{t+T} dt \left[ \xi^\ast(t) \xi_{\text{LO}}(t) \right] \hat{A}^\dagger(\xi) \hat{A}_{\text{LO}}(\xi_{\text{LO}}) + \int_t^{t+T} dt \left[ \xi^\ast_{\text{LO}}(t) \xi(t) \right] \hat{A}^\dagger_{\text{LO}}(\xi_{\text{LO}}) \hat{A}(\xi),
\]

where \( \xi(t) \) and \( \xi_{\text{LO}}(t) \) are dimensionless complex numbers. We can see that from Eq. (64), the photocurrent operator contains both the classical envelope information \( (\xi^\ast(t) \xi_{\text{LO}}(t)) \) and \( (\xi_{\text{LO}}(t) \xi(t)) \) and the quantum operator information \( (\hat{A}^\dagger(\xi) \hat{A}_{\text{LO}}(\xi_{\text{LO}})) \) and \( (\hat{A}^\dagger_{\text{LO}}(\xi_{\text{LO}}) \hat{A}(\xi)) \). In one wave packet, the quantum operator part is invariant, so the time evolution can be simply reflected in the classical wave packet.

Then, the limited bandwidth is considered. Assume that detector’s impulse response function is given by \( g(t) \), and \( g(t) \) is a dimensionless complex number. The band-limited photocurrent operator \( \hat{O}_{\text{BL}}(t) \) is given by

\[
\hat{O}_{\text{BL}}(t) = \hat{O}(t) \ast g(t)
\]

\[
= \int_t^{t+T} dt \left[ \hat{a}^\dagger(t) \hat{a}_{\text{LO}}(t) + \hat{a}^\dagger_{\text{LO}}(t) \hat{a}(t) \right] \ast g(t)
\]

\[
= \int_t^{t+T} dt \left[ \xi(t) \xi_{\text{LO}}(t) \hat{A}^\dagger(\xi) \hat{A}_{\text{LO}}(\xi_{\text{LO}}) + \xi_{\text{LO}}(t) \xi(t) \hat{A}^\dagger_{\text{LO}}(\xi_{\text{LO}}) \hat{A}(\xi) \right] \ast g(t)
\]

\[
= \int_t^{t+T} dt \left[ (\xi^\ast(t) \xi_{\text{LO}}(t)) \ast g(t) \right] \hat{A}^\dagger(\xi) \hat{A}_{\text{LO}}(\xi_{\text{LO}}) + \int_t^{t+T} dt \left[ (\xi^\ast_{\text{LO}}(t) \xi(t)) \ast g(t) \right] \hat{A}^\dagger_{\text{LO}}(\xi_{\text{LO}}) \hat{A}(\xi).
\]

We can see the powerful ability of the non-continuous basis function, which directly transforms our continuous-mode analysis into the treatment of classical wave packets, while the quantum operator part does not be involved.
Frequency domain description with frequency response functions

Recall that the instantaneous flux operator \( \hat{f}(t) \) in the time domain is given by Eq. (59). In the frequency domain, the spectrum of output current \( \hat{f}(\omega) \) is given by

\[
\hat{f}(\omega) = \mathcal{F}\left[ \hat{f}(t) \right] = \frac{1}{\sqrt{2\pi}} \int dt \hat{f}(t) \exp(i\omega t),
\]

\[
= \hat{a}^\dagger(\omega) * \hat{a}_{LO}(\omega) + \hat{a}_{LO}^\dagger(\omega) * \hat{a}(\omega),
\]

where \( \mathcal{F}(\cdot) \) denotes the Fourier transfer, and

\[
A(x) * B(x) = \int_{-\infty}^{\infty} d\tau A(\tau) B(x - \tau)
\]

is the convolution of \( A(x) \) and \( B(x) \). After considering the band-limited detection model, the complete description can be given by two subtracted photodetectors with limited bandwidth and integration effect, as shown in Fig. 4.

By the Fourier transform of the signal’s and the LO’s operators shown in Eqs. (61,62), the operators in the frequency domain are given by

\[
\hat{a}(\omega) = \xi(\omega) \hat{A}(\xi),
\]

\[
\hat{a}_{LO}(\omega) = \xi_{LO}(\omega) \hat{A}_{LO}(\xi_{LO}),
\]

where \( \xi(\omega) \) and \( \xi_{LO}(\omega) \) are the spectra of the quantum signal and the LO respectively. By combing Eqs. (68-71), the flux operator in the frequency domain is rewritten as

\[
\hat{f}(\omega) = \left( \xi^*(-\omega) \hat{A}^\dagger(\xi) \right) * \left( \xi_{LO}(\omega) \hat{A}_{LO}(\xi_{LO}) \right) + \left( \xi_{LO}^*(-\omega) \hat{A}_{LO}^\dagger(\xi_{LO}) \right) * \left( \xi(\omega) \hat{A}(\xi) \right)
\]

\[
= \xi^*(-\omega) * \xi_{LO}(\omega) \hat{A}^\dagger(\xi) \hat{A}_{LO}(\xi_{LO}) \xi^*(\omega) \xi + \xi_{LO}^*(-\omega) * \xi(\omega) \hat{A}_{LO}^\dagger(\xi_{LO}) \hat{A}(\xi),
\]

where we use the relation \( \mathcal{F}[X^*(t)] = \hat{X}^*(-\omega) \).

To take the bandwidth of detectors into consideration, here, we investigate detailed detection processes of one PD. Assume that the frequency response transfer function of one detector is \( \hat{G}(\omega) \), which is the Fourier transform of the impulse response function \( g(t) \). After subtraction between two output currents, the band-limited flux operator after \( \text{band-limited homodyne detection} \) can be written as

\[
\hat{f}_{BL}(\omega) = \hat{f}(\omega) \hat{G}(\omega)
\]

\[
= \left( \xi^*(-\omega) * \xi_{LO}(\omega) \right) \hat{G}(\omega) \hat{A}^\dagger(\xi) \hat{A}_{LO}(\xi_{LO}) \xi^*(\omega) \xi + \left( \xi_{LO}^*(-\omega) * \xi(\omega) \right) \hat{G}(\omega) \hat{A}_{LO}^\dagger(\xi_{LO}) \hat{A}(\xi).
\]

The result shown in Eq. (73) is the Fourier transform of the time domain form, which makes it easier to analyze spectrum-related problems. A more intuitive way to understand the band-limited detection model can be summarized in Fig. 5. For general band-limited scenarios, only classical terms need to be considered first, and then the wide-spectrum quantum operators is calculated.

Now, using the band-limited detection model, we can take the spectrum of sources into consideration. Let us consider the band-limited detection process in detail. We can divide the whole measurement process into the following parts, as shown in the Fig. 5:

Step 1: \textit{Defining band-limited operator}. The band-limited operator is decomposed into the product of the wave-packet creation operator and the spectral envelope, given by Eq. (70), where the wave-packet creation operator reflects the quantum character, and the spectral envelope embodies the classical character of the state.

Step 2: \textit{Displacement}. For easier analysis of spectral effects, we define the high frequency spectrum \( \xi(\omega) \) as the shift of the low frequency spectrum \( \xi_0(\omega) \). Either the spectrum of signals or the spectrum of LOs can be obtained by displacing the baseband spectrum to high frequencies and the spectra of quantum signals and LOs can be respectively given by

\[
\xi_{sig}(\omega) = \xi_{sig,0}(\omega - \omega_s) = \xi_{sig,0}(\omega) * \delta(\omega - \omega_s),
\]

\[
\xi_{LO}(\omega) = \xi_{LO,0}(\omega - \omega_{LO}) = \xi_{LO,0}(\omega) * \delta(\omega - \omega_{LO}),
\]
FIG. 5. Band-limited operator and the measurement process via the band-limited detection.

and the transfer functions in the time domain is given by

$$\xi_{\text{sig}} (t) = \xi_{\text{sig},0} (t) \exp (i\omega_s t),$$
$$\xi_{\text{LO}} (t) = \xi_{\text{LO},0} (t) \exp (i\omega_{\text{LO}} t).$$

(76)

Using this notation, it is easy to discuss the signals with different center frequencies and the corresponding spectrum envelope information in the security analysis.

Step 3: Adding PD’s frequency response function. After passing through the BS of the homodyne detection, the spectrum of the combined signal is given by $\xi^* (-\omega) * \xi_{\text{LO}} (\omega)$. If the spectra of the signal and the LO have the forms shown in Eqs. (74,75), the intermediate frequency (IF) $\Delta \omega = |\omega_s - \omega_{\text{LO}}|$ emerges. The final detected spectrum is given by the convolution of PD’s transfer function and previous results, as shown in Eq. (73).

The next step is to calculate the quadrature components in the time domain, which is useful to derive the secret key rate.

**Quadrature description**

We can now calculate band-limited results related to signal’s spectrum. By combining Eqs. (67,76), we can get the following result:

$$\hat{O}_{\text{BL}} (t) = \int_t^{t+T} dt \left[ (\xi_{\text{sig},0} (t) \xi_{\text{LO},0} (t)) * g (t) \right] \left[ \exp (-i\Delta \omega t) \hat{A}^\dagger (\xi) \hat{A}_{\text{LO}} (\xi_{\text{LO}}) + \exp (i\Delta \omega t) \hat{A}^\dagger_{\text{LO}} (\xi_{\text{LO}}) \hat{A} (\xi) \right]$$

(77)

where $S_0 (t) = \xi_{\text{sig},0} (t) \xi_{\text{LO},0} (t)$ denotes the joint source spectrum in terms of the baseband.

This result is consistent with the IF homodyne detection result, where non-zero frequency difference between the quantum signal and the LO is considered, especially in many local LO experiments. This result improves the previous security analysis that did not give a strict proof of IF homodyne CV-QKD.

Moreover, The spectra of signals, LOs, and the frequency response of the detector can be analyzed by this model. We can see that, the exp $(i\Delta \omega t)$ term is introduced by the displaced frequency difference of two spectra in the frequency domain, which directly converts the $q$-number operation of different modes into a simple envelope $c$-number operation, thereby bringing great convenience to the derivation of results. The $S_0 (t)$ term is introduced by the beating between...
the quantum state and the LO, in terms of the baseband spectrum. $g(t)$ is introduced by the detector’s transfer function.

In brief, considering the influence of source and detection spectrum, the final band-limited measurement result is denoted by the convolution between the continuous-mode operator and the system’s transfer function.

In many CV-QKD cases, the input quantum state is considered to be a sequence of pulsed coherent states. Before homodyne detection, the overall states fed to the input ports are given by:

$$|\psi_{\text{in}}\rangle = |\{\gamma_i\}\rangle_s \otimes |\{\mu_i\}\rangle_{\text{LO}},$$

where $|\{\gamma_i\}\rangle_s$ and $|\{\mu_i\}\rangle_{\text{LO}}$ are the wave-packet coherent states of the signal and the LO. Assume the LO is a classical light, which has the parameter given by

$$\mu = \mu_{\text{LO}}^{1/2} \exp (-i\theta_{\text{LO}}),$$

where $\mu_{\text{LO}}$ denotes the average number of photons contained in each LO pulse. $|\{\gamma_i\}\rangle$ is the measured pulsed signal coming from the quantum channel, and $|\gamma_i|^2$ represents the average number of photons contained in the $i$-th signal pulse.

In the following analysis, only one pulse is considered, and more general cases can be deduced in the same way. From Eqs. (77,79), by tracing the effect of the LO, the output photocurrent operator can be rewritten as

$$\hat{\Omega}_{\text{BL},s}(t) = \text{LO} \langle \mu | \hat{\Omega}_{\text{BL}}(t) | \mu \rangle_{\text{LO}}$$

$$= \mu_{\text{LO}}^{1/2} \int_{t}^{t+T} dt \left[ S_0(t) * g(t) \right] \left\{ \exp [i (\Delta \omega t + \theta)] \hat{A}^\dagger (\xi) + \exp [-i (\Delta \omega t + \theta)] \hat{A} (\xi) \right\}$$

$$= \mu_{\text{LO}}^{1/2} \int_{t}^{t+T} dt \left[ S_0(t) * g(t) \right] X_{\xi}^{\Delta \omega t + \theta} (t),$$

where $X_{\xi}^{\Delta \omega t + \theta} (t)$ denotes the quadrature operator of the input wave-packet coherent state while ignoring the pulse shape, which is given by

$$X_{\xi}^{\Delta \omega t + \theta} (t) = \exp [i (\Delta \omega t + \theta)] \hat{A}^\dagger (\xi) + \exp [-i (\Delta \omega t + \theta)] \hat{A} (\xi).$$

By defining the time-invariant in-phase component $\hat{I}_\xi$ and the quadrature component $\hat{Q}_\xi$ of the photon wave packet $\xi (t)$, which reads

$$\hat{I}_\xi = \frac{1}{2} \left( \hat{A}^\dagger (\xi) + \hat{A} (\xi) \right),$$

$$\hat{Q}_\xi = \frac{i}{2} \left( \hat{A}^\dagger (\xi) - \hat{A} (\xi) \right),$$

the quadrature operator shown is Eq. (81) is then rewritten as

$$X_{\xi}^{\Delta \omega t + \theta} (t) = \hat{I}_\xi \cos (\Delta \omega t + \theta) - i \hat{Q}_\xi \sin (\Delta \omega t + \theta),$$

and the photocurrent operator can be rewritten as

$$\hat{\Omega}_{\text{BL},s}(t) = \mu_{\text{LO}}^{1/2} \int_{t}^{t+T} dt \left[ S_0(t) * g(t) \right] \left[ \hat{I}_\xi \cos (\Delta \omega t + \theta) - i \hat{Q}_\xi \sin (\Delta \omega t + \theta) \right].$$

**Sampling model**

Assume that the sampling procedure follows the principle of integral hold, which means that the outcome after the analog-to-digital converter (ADC) is the average of the measurement results at the time interval $[t_i, t_i + \Delta t_s]$, where $t_i$ is the sampling time, and $\Delta t_s$ denotes the sampling-hold time, which is usually much less than the sampling time.
The sampled photocurrent operator is then given by

\[
\hat{D}_{ti} = \frac{1}{\Delta t_s} \int_{t_i}^{t_i+\Delta t_s} dt \hat{O}_{BL,s} (t) \quad (86)
\]

\[
= \frac{1}{\Delta t_s} \mu_{1/2} \int_{t_i}^{t_i+\Delta t_s} dt \int_{t}^{t+T} dt' [S_0 (t') * g (t')] X_{\xi}^{\Delta \omega t' + \theta} (t'),
\]

\[
\quad (87)
\]

Supposing the integration time \( T \) of the PD is short compared with the variation of quadrature components, Eq. (87) can be then simplified, which reads

\[
\hat{D}_{ti} = \frac{T}{\Delta t_s} \mu_{1/2} \int_{t_i}^{t_i+\Delta t_s} dt [S_0 (t) * g (t)] X_{\xi}^{\Delta \omega t + \theta} (t).
\]

\[
\quad (88)
\]

In one pulse, \( N \) points are usually collected, and suppose that the sampling time interval is \( T_s \), so we can get the measurement results from an operator set, given by \( \{ \hat{D}_{ti} \}_{i=1}^{N} \), and \( t_i = iT_s \). We leave the case that the sampling-hold time \( \Delta t_s \) is comparable with the sampling time \( T_s \) for further investigations.

For the case where \( \Delta t_s \ll T_s \), we can assume that the signal does not change within the hold time, which is intuitive in low sample rate systems, and the sampled current operator can be further simplified, which reads

\[
\hat{D}_{ti} = T \mu_{1/2} \int_{t_i}^{t_i+\Delta t_s} dt [S_0 (t) * g (t)] X_{\xi}^{\Delta \omega t + \theta} (t) \quad (89)
\]

\[
= T \mu_{1/2} [S_0 (t) * g (t)] \left[ \hat{I}_\xi \cos (\Delta \omega t + \theta) - \hat{Q}_\xi \sin (\Delta \omega t + \theta) \right] \bigg|_{t=t_i}.
\]

\[
\quad (90)
\]

We can see that from Eq. (90), the sampling results consist of the product of the envelope and the quadrature operator, where the envelope contains the classical time domain information of signals, and the quadrature operator contains the quantum information related to the measured states. The evolution of states can be fully expressed by the evolution of envelopes, thereby simplifying the analysis.

Using the techniques widely used in classical coherent optical communication [6], as shown in Fig. 6, the in-phase and quadrature components can be extracted, respectively. The output result is first multiplied by a microwave LO whose phase is aligned with that of the IF signal, and then passes a low-pass filter. This procedure can be achieved by either hardware demodulation method or digital signal processing technique.

---

**FIG. 6.** Extraction of in-phase and quadrature components from measured results. LPF: low-pass filter

Finally, the in-phase result and the quadrature result can be deduced, given by

\[
\hat{D}_{ti}^i = \left[ \hat{D}_{ti} \cos (\Delta \omega t + \theta) \right] * h_{\text{LPF}} (t)
\]

\[
= S_0 (t) * g (t)|_{t=t_i} \cdot \hat{I}_\xi, \quad (91)
\]

\[
\hat{D}_{ti}^Q = \left[ \hat{D}_{ti} \sin (\Delta \omega t + \theta) \right] * h_{\text{LPF}} (t)
\]

\[
= S_0 (t) * g (t)|_{t=t_i} \cdot \hat{Q}_\xi. \quad (92)
\]
Temporal mode matching

The measurement issue can be analyzed in a way that matches the experiment better, namely, the temporal mode matching scenarios.

In order to normalize the measured data, we need to divide the measured data by the standard deviation of shot noise \( \sigma_{\text{SNU}}(t_i) = \sqrt{V_0^2} \). After sampling process (considering the detection transfer function) and SNU normalization, the result is given by

\[
\hat{D}^{\text{SNU}}_{t_i} = \frac{\hat{D}_{t_i}}{\sigma_{\text{SNU}}(t_i)}
\]

\[
= \frac{1}{\sigma_{\text{SNU}}(t_i)} \int_{t_i}^{t_i + \Delta t_s} dt \int dt' \xi_{\text{LO},0} (t') \hat{X}_a^{\omega_{\text{LO}} t' + \theta} g (t - t')
\]

\[
= \frac{1}{\sigma_{\text{SNU}}(t_i)} \int dt' \xi_{\text{LO},0} (t') \hat{X}_a^{\omega_{\text{LO}} t' + \theta} \int_{t_i}^{t_i + \Delta t_s} dt g (t - t') . \quad (93)
\]

By defining the integrated detection function \( G^{t_i, \Delta t_s} (t') = \int_{t_i}^{t_i + \Delta t_s} dt g (t - t') \), we can obtain the variance of shot noise at time \( t_i \), which reads

\[
\sigma^2_{\text{SNU}}(t_i) = \langle 0 \vert \hat{D}_{t_i} \hat{D}_{t_i} \vert 0 \rangle
\]

\[
= \left[ \int dt' \xi_{\text{LO},0} (t') G^{t_i, \Delta t_s} (t') \right]^2 \langle 0 \vert \hat{X}_a^{\omega_{\text{LO}} t' + \theta} \rangle^2 \langle 0 \rangle
\]

\[
= \left[ \int dt' \xi_{\text{LO},0} (t') G^{t_i, \Delta t_s} (t') \right]^2 . \quad (94)
\]

Here \( \sigma_{\text{SNU}}(t) = \int dt' \xi_{\text{LO},0} (t') G^{t_i, \Delta t_s} (t') \) is defined as the standard deviation of the shot noise at time \( t \). In the temporal mode description, we can see that SNU calibration is actually the process of calibrating measurement devices. All the spectrum-related information of detector and LO are involved.

Combining Eqs. (93,94), we can get

\[
\hat{D}^{\text{SNU}}_{t_i} = \frac{1}{\sigma_{\text{SNU}}(t_i)} \int dt' \xi_{\text{LO},0} (t') G^{t_i, \Delta t_s} (t') \hat{X}_a^{\omega_{\text{LO}} t' + \theta},
\]

\[
= \int dt \xi_{\text{LO},0} (t) G^{t_i, \Delta t_s} (t) \left[ \hat{a} (t) \exp [ -i (\omega_{\text{LO}} t + \theta)] + \hat{a}^\dagger (t) \exp [i (\omega_{\text{LO}} t + \theta)] \right] . \quad (95)
\]

By using Eq. (76), operator \( \hat{a} (t) \) can be mapped from frequency \( \omega_s \) to the baseband, namely, \( \hat{a} (t) = \hat{a}_0 (t) \exp (i \omega_s t) \), the calibrated result can be rewritten, given by

\[
\hat{D}^{\text{SNU}}_{t_i} = \int dt \xi_{\text{LO},0} (t) G^{t_i, \Delta t_s} (t) \left[ \hat{a}_0 (t) \exp [ -i (\Delta \omega t + \theta)] + \hat{a}_0^\dagger (t) \exp [i (\Delta \omega t + \theta)] \right] . \quad (96)
\]

We can then define an IF-related temporal mode \( \Xi^{t_i}_{\Delta \omega} (t) \), given by

\[
\Xi^{t_i}_{\Delta \omega} (t) = \frac{\xi_{\text{LO},0} (t) G^{t_i, \Delta t_s} (t)}{\sigma_{\text{SNU}}(t_i)} \exp (i \Delta \omega t), \quad (97)
\]

and it is not difficult to prove that this mode meets the normalization condition \( \int dt |\Xi^{t_i}_{\Delta \omega} (t)|^2 = 1 \). This temporal mode represents the projection of the point \( t_i \) of the measured quantum state on the phase space rotating at speed \( \Delta \omega \).

Using similar form as shown in Eq. (43), we can also define the field creation operator as

\[
\hat{A}^\dagger (\Xi^{t_i}_{\Delta \omega}) = \int dt \Xi^{t_i}_{\Delta \omega} (t) \hat{a}_0^\dagger (t), \quad (98)
\]

which can be treated as the projection of operator \( \hat{a}_0^\dagger (t) \) on basis \( \Xi^{t_i}_{\Delta \omega} (t) \). The final result in Eq. (97) is then rewritten
as
\[
\hat{S}^{\text{SN}}_{t_i} = \hat{A}^\dagger (\Xi^{t_i}_{\Delta \omega}) \exp (i\theta) + \hat{A} (\Xi^{t_i}_{\Delta \omega}) \exp (-i\theta)
\]
\[
= \hat{X}_\theta (\Xi^{t_i}_{\Delta \omega}).
\]

Therefore, all the measurement results can be treated as the quadrature measurement of the temporal mode \(\Xi^{t_i}_{\Delta \omega}\), which is composed of the parameters from both measurement side and the signal to be measured. Now considering a practical situation where the measured state is a wave-packet coherent state which is composed of the parameters from both measurement side and the signal to be measured. Now considering where

\[
\begin{align*}
\int dt \Xi^{t_i}_{\Delta \omega} (t) \xi_0 (t) = & \int dt \Xi^{t_i}_{\Delta \omega} (t) \xi_0 (t) (t) \hat{A}^\dagger (\xi_0) , \\
\text{and Eq. (98) is rewritten as}
\end{align*}
\]

\[
\hat{A}^\dagger (\Xi^{t_i}_{\Delta \omega}) = \int dt \Xi^{t_i}_{\Delta \omega} (t) \xi_0 (t) \hat{A}^\dagger (\xi_0),
\]

where \(\int dt \Xi^{t_i}_{\Delta \omega} (t) \xi_0 (t) \) quantifies the overlapping envelope (or basis) between measured signals and the measurement device, and it is also treated as the projection of the temporal mode \(\Xi^{t_i}_{\Delta \omega} (t)\) on the basis \(\xi_0(t)\).

Using the Gram-Schmidt process, we can map the measured operator from the basis \(\Xi^{t_i}_{\Delta \omega} (t)\) to the set of bases \(\{\xi_0(t), \Psi_\perp (t)\}\). In this transformation, the basis \(\Xi^{t_i}_{\Delta \omega} (t)\) represents the measurement mode-matched basis function; \(\xi_0(t)\) is the projection of the measurement basis onto the input states, and the orthogonal basis \(\Psi_\perp (t)\) is the projection of the measured results onto the non-mode-matched background. The Gram-Schmidt process is given as follows:

- **Step 1**: We can define the overlapping basis as

\[
\sqrt{\eta^{t_i}_{\Delta \omega}} = \int dt \Xi^{t_i}_{\Delta \omega} (t) \xi_0 (t). \tag{101}
\]

- **Step 2**: The in-phase basis is written as \(\zeta_1 (t) = \xi_0 (t)\) directly.

- **Step 3**: The second orthonormal basis is calculated by

\[
\begin{align*}
\zeta_2 (t) &= \Xi^{t_i}_{\Delta \omega} (t) - \frac{\int dt \Xi^{t_i}_{\Delta \omega} (t) \zeta_1 (t)}{\int dt \zeta_1 (t) \zeta_1 (t)} \zeta_1 (t) \\
&= \Xi^{t_i}_{\Delta \omega} (t) - \sqrt{\eta^{t_i}_{\Delta \omega}} \xi_0 (t).
\end{align*}
\]

It is not hard to verify that

\[
\int dt \zeta_2^* (t) \zeta_2 (t) = \int dt \left[ (\Xi^{t_i}_{\Delta \omega} (t))^* - \sqrt{\eta^{t_i}_{\Delta \omega}} \xi_0^* (t) \right] \left[ \Xi^{t_i}_{\Delta \omega} (t) - \sqrt{\eta^{t_i}_{\Delta \omega}} \xi_0 (t) \right] \\
= \int dt \left[ (\Xi^{t_i}_{\Delta \omega} (t))^* \Xi^{t_i}_{\Delta \omega} (t) + \eta^{t_i}_{\Delta \omega} \xi_0^* (t) \xi_0 (t) - 2 \sqrt{\eta^{t_i}_{\Delta \omega}} \xi_0 (t) \Xi^{t_i}_{\Delta \omega} (t) \right] \\
= 1 + \eta^{t_i}_{\Delta \omega} - 2 \sqrt{\eta^{t_i}_{\Delta \omega}} \int dt \xi_0 (t) \Xi^{t_i}_{\Delta \omega} (t) \\
= 1 - \eta^{t_i}_{\Delta \omega}. \tag{103}
\]

After normalizing the basis function, we can obtain that

\[
\begin{align*}
\Psi_\perp (t) &= \frac{\zeta_2 (t)}{\sqrt{\int dt \zeta_2^* (t) \zeta_2 (t)}} \\
&= \frac{1}{\sqrt{1 - \eta^{t_i}_{\Delta \omega}}} \left( \Xi^{t_i}_{\Delta \omega} (t) - \sqrt{\eta^{t_i}_{\Delta \omega}} \xi_0 (t) \right). \tag{104}
\end{align*}
\]

Now we can analyze the whole measurement process in by combing Eqs. (99,100,101). we can rewrite the measurement results by projecting the measurement operator onto the signal basis, given by

\[
\hat{D}^{\text{SN}}_{t_i} = \sqrt{\eta^{t_i}_{\Delta \omega}} \hat{X}_\theta (\xi_0) + \sqrt{1 - \eta^{t_i}_{\Delta \omega}} \hat{X}_\theta (\Psi_\perp), \tag{105}
\]
and the projection of the background does not contribute to the measurement results. We can see that from Eq. (105), the practical measurement result is actually equivalent to the attenuation of the real modulation component, and its attenuation coefficient is the projection of the measurement operator on the input quantum state.

We know that the attenuation coefficient obeys the relation

\[
\sqrt{\eta_{\Delta \omega}^t} = \int dt \Xi_{\Delta \omega}^t(t) \xi_0(t) \\
\leq \int dt \Xi_{\Delta \omega}^t(t) \Xi_{\Delta \omega}^t(t) \int dt \xi_0(t) \xi_0(t) = 1.
\]

For mode matching, which indicates that the actual measurement results are consistent with the real temporal mode of input states, we need to make the coefficient of the operator becomes 1. Assume the matched filter function is \( f_{\text{MF}}(x) \) and the output after processing is given by

\[
\hat{D}^\text{SNU}_{ti} = f_{\text{MF}}\left(\sqrt{\eta_{\Delta \omega}^t}\right) \hat{X}_\theta(\xi_0) + f_{\text{MF}}\left(\sqrt{1 - \eta_{\Delta \omega}^t}\right) \hat{X}_\theta(\Psi_\perp),
\]

so we need to process the data so that \( f_{\text{MF}}\left(\sqrt{\eta_{\Delta \omega}^t}\right) = 1 \).

If the input state satisfies that \( \xi_0(t) = \Xi_{\Delta \omega}^t(t) \), which means that the measured spectrum matches the received signal’s spectrum, the measurement result is always true. Otherwise, we need to multiply a mode-matching factor at the receiving side to recover the signal.

This process is valid since the temporal mode description converts the calculation of \( q \)-number to the calculation of \( c \)-number.

**STATISTICS: FIRST- AND SECOND-ORDER MOMENTS**

In CV-QKD, it is important to estimate the statistical information of the measured data, especially in the use of the extremality of Gaussian states [5]. In this section, we derive the first- and second-order moments of the measured results. Here, only single point sampling on one pulse is considered.

**Shot noise unite calibration**

Shot noise unite (SNU) is an significant parameter for the normalization of measurement results in CV-QKD. Considering the scenario of vacuum state measurement, by using Eq. (90), the mean value of the measurement result at time \( t_i \) in each pulse is given by

\[
d_{0i} = \langle 0 \mid \hat{D}_{ti} \mid 0 \rangle \\
= \langle S_0(t) * g(t) \rangle \left[ \langle 0 \mid \hat{J}_\xi \mid 0 \rangle \cos(\Delta \omega t + \theta) - i \langle 0 \mid \hat{Q}_\xi \mid 0 \rangle \sin(\Delta \omega t + \theta) \right]_{t=t_i} \\
= 0,
\]

where we ignore the fixed gain factor of the measured result, and using Eq. (89), the variance at sampling position \( t_i \) is given by

\[
V_{0i}^{t_i} = \langle 0 \mid \left(\hat{D}_{ti}\right)^2 \mid 0 \rangle \\
= \langle 0 \mid a\hat{A}^\dagger(\xi) + b\hat{A}(\xi) \rangle^2 \langle 0 \rangle \\
= \langle 0 \rangle a^2\hat{A}^\dagger(\xi) \hat{A}^\dagger(\xi) + b^2\hat{A}(\xi) \hat{A}(\xi) + ab \left(\hat{A}^\dagger(\xi) \hat{A}(\xi) + \hat{A}(\xi) \hat{A}^\dagger(\xi)\right) \langle 0 \rangle \\
= ab \\
= \left( S_0(t) * g(t) \right)_{t=t_i}^2.
\]
where we use the notations
\[
a = S_0(t) * g(t) \exp \left[ i (\Delta \omega t + \theta) \right] |_{t=t_i},
\]
\[
b = S_0(t) * g(t) \exp \left[ -i (\Delta \omega t + \theta) \right] |_{t=t_i},
\]
and the relations of number states under continuous-mode representation \[4\], given by
\[
\hat{A} (\xi_i) |n_i\rangle = \sqrt{n_i} |n_i - 1\rangle,
\]
\[
\hat{A}^\dagger (\xi_i) |n_i\rangle = \sqrt{n_i + 1} |n_i + 1\rangle,
\]
\[
\hat{A} (\xi_i) |0\rangle = 0.
\]

We can see that from Eq. \((109)\), the variance of shot noise is different from single-mode cases. Apart from the variance introduced by operator \(\hat{A} (\xi)\), coefficient \(\langle S_0(t) * g(t) |_{t=t_i} \rangle^2\) is introduced into the measurement results. If the transmitted signal is flat or if the sampled point is the same as the point used for SNU calibration, the SNU calibration cannot influence the calculated results. Otherwise, we need to carefully consider the influence of SNU calibration. We also leave the optimization of SNU calibration for future study.

**First-order moment**

Assume that Alice use the IQ modulator to modulate both in-phase and quadrature components of the states with two sets of Gaussian random numbers \(\{x_A(t)\}\) and \(\{p_A(t)\}\), each of which has zero mean value and variance \(V_A\). We also assume the envelope of in-phase and quadrature components are the same. Therefore, the sampled photocurrent operator is then given by
\[
\hat{D}_{t_i} = [S_0(t) * g(t)] \left[ x_A(t) \hat{I}_\xi \cos (\Delta \omega t + \theta) - ip_A(t) \hat{Q}_\xi \sin (\Delta \omega t + \theta) \right] |_{t=t_i}.
\]

For simplicity, here we only consider the in-phase component measurement as shown in Eq. \((91)\), which is then written as
\[
\hat{D}_{t_i}^I = S_0(t) * g(t) |_{t=t_i} \cdot x(t_i) \hat{I}_\xi.
\]

Under the measurement of wave-packet coherent states \(|\gamma\rangle\) as shown in Eq. \((78)\), the mean value of the measurement result at time \(t_i\) in each pulse is given by
\[
d_{\gamma}^{I,t_i} = \langle \gamma | \hat{D}_{t_i}^I | \gamma \rangle
\]
\[
= S_0(t) * g(t) |_{t=t_i} \cdot x(t_i) \langle \gamma | \hat{I}_\xi | \gamma \rangle
\]
\[
= S_0(t) * g(t) |_{t=t_i} \cdot x(t_i) \Re \langle \gamma | \hat{I}_\xi | \gamma \rangle
\]
\[
= 0,
\]
where \(\Re\) is the statistical average of \(A\) and \(\Re\) denote the real part.

We can see that in the Gaussian modulation scenario, the first-order moment is still unchanged compared with the single-mode case. If the modulation method is not the Gaussian modulation, the statistical average value can be calculated in the similar way. We can also obtain the mean value of the quadrature component, namely, \(d_{\gamma}^{Q,t_i} = 0\).

**Second-order moment**

The variance of the in-phase component can be obtain, which reads
\[
V_{\gamma}^{I,t_i} = \langle \gamma | \left( \hat{D}_{t_i}^I \right)^2 | \gamma \rangle
\]
\[
= (S_0(t) * g(t) |_{t=t_i})^2 x^2(t_i) \langle \gamma | \hat{I}_\xi^2 | \gamma \rangle
\]
\[
= (S_0(t) * g(t) |_{t=t_i})^2 V_A.
\]
It is very interesting to find that the measured quadrature at fixed time \( t_i \) still satisfies a Gaussian distribution; therefore, the extremality of Gaussian states still holds. If the sampling point used for SNU calibration is the same as the sampling point used to generate secret keys, the normalized variance is given by

\[
V_{\gamma, \text{norm}}^{I,t_i} = \frac{V_{\gamma}^{I,t_i}}{V_0^{I,t_i}} = V_A,
\]

which is exactly the same as the single-mode cases.

However, if the sampling point used for SNU calibration is not the same as the sampling point used to generate secret keys, we must use the envelope-related information to estimate the modified variance, which is given by

\[
V_{\gamma}^{I,t_j} = \frac{V_{\gamma}^{I,t_j}}{V_0^{I,t_j}} = \left( \frac{S_0(t) \ast g(t)|_{t=t_j}}{S_0(t) \ast g(t)|_{t=t_i}} \right)^2 V_A
\]

where the envelope-related factor is written by

\[
\eta(t_i, t_j) = \left( \frac{S_0(t) \ast g(t)|_{t=t_j}}{S_0(t) \ast g(t)|_{t=t_i}} \right)^2.
\]

Under this model, the timing jitter, the channel dispersion and other envelope distortion issues can be solved by comparing the positions of measuring points on the envelope before and after calibration.

**TRANSMISSION MODEL**

In this section, generalized channel model in CV-QKD, namely, the continuous-mode channel is considered, and the quadrature description is given.

**Continuous-mode channel considerations**

Under the transmission of continuous-mode fields, since single-mode Gaussian operations are insufficient for describing the whole features of channels, continuous-mode Gaussian operators need to be used to address this issue.

In continuous-mode cases, the transmission of a quantum state can be modeled by a frequency-dependent BS, and \( \tau(\omega) \) is the transmission coefficient of the channel. Assuming that the operator of the input signal is described by \( \hat{a}_{\text{in}}(\omega) \), the model of a frequency-dependent BS can be written as [7]

\[
S_{BS}(\omega) = \left( \begin{array}{c} \sqrt{\tau(\omega)} \\ -\sqrt{1-\tau(\omega)} \end{array} \right) \frac{\sqrt{1-\tau(\omega)}}{\sqrt{\tau(\omega)}},
\]

and the input-output relation of the signal through the BS is given by

\[
\begin{pmatrix} \hat{a}_{\text{out}}(\omega) \\ \hat{b}_{\text{out}}(\omega) \end{pmatrix} = S_{BS}(\omega) \begin{pmatrix} \hat{a}_{\text{in}}(\omega) \\ \hat{b}(\omega) \end{pmatrix},
\]

where \( \hat{b}(\omega) \) is an annihilation operator (or a heat bath) introduced by the environment. It can be proven that the continuous-mode BS model still satisfies the boson commutation relation, which reads

\[
\left[ \hat{a}_{\text{out}}(\omega), \hat{a}_{\text{out}}^\dagger(\omega') \right] = \delta(\omega - \omega').
\]

Considering a general quantum channel in CV-QKD, the model can be given as shown in Fig. 7.

In this scenario, suppose that there are \( N \) cascaded BSs, which are arranged at equal intervals. Assuming that the total transmission distance is \( z \) and that the spacing of each BS is \( \Delta z \), the following relation holds:

\[
N = z/\Delta z.
\]
Here, it is assumed that there is a small phase shift for each distance $z$, which is given by $\exp(i k_r(\omega) \Delta z)$. After each BS, two effects are imposed on the signal. One is the attenuation, and the other is the extra added phase shift. The former is modeled by the BS, and the latter is considered to be caused by a small delay. The wave vector $k(\omega)$ then has the following dispersion relation:

$$\begin{align*}
k(\omega) &= k_r(\omega) + i k_i(\omega),
\end{align*}$$

(127)

where the real part denotes the phase shift caused by the delay, and the imaginary part represents the attenuation introduced by the BS. After passing the $N$ cascaded BSs, the output

$$\begin{align*}
\hat{a}_{\text{out}}(\omega) &= \left[\sqrt{\tau(\omega)}\exp(i k_r(\omega) \Delta z)\right]^N \hat{a}_{\text{in}}(\omega) \\
&+ \sqrt{1 - \tau(\omega)} \sum_{m=1}^{N} \left[\sqrt{\tau(\omega)}\exp(i k_r(\omega) \Delta z)\right]^{N-m} \hat{b}_m(\omega),
\end{align*}$$

(128)

and all the environment operators are assumed to be independent, satisfying the following boson commutation relation:

$$\begin{align*}
\left[\hat{b}_m(\omega), \hat{b}_n^\dagger(\omega')\right] &= \delta_{mn}\delta(\omega - \omega').
\end{align*}$$

(129)

The real part of the wave vector is defined by

$$\begin{align*}
k_r(\omega) &= \omega n(\omega)/c,
\end{align*}$$

(130)

and the imaginary part of the wave vector is defined by

$$\begin{align*}
k_i(\omega) &= [1 - \tau(\omega)]/2\Delta z,
\end{align*}$$

(131)

so we can obtain

$$\begin{align*}
\tau^N(\omega) &= [1 - 2k_i(\omega) \Delta z]^N = [1 - 2k_i(\omega) z/N]^N.
\end{align*}$$

(132)

When the number of BSs tends to infinity,

$$\begin{align*}
N \to \infty, \Delta z \to 0, \tau(\omega) \to 1,
\end{align*}$$

(133)

we can obtain

$$\begin{align*}
\tau^N(\omega) \to \exp(-2k_i(\omega) z).
\end{align*}$$

(134)

In continuous-mode cases, the environment operator can also be written in continuous-mode form, which is given by

$$\begin{align*}
\hat{b}_m(\omega) &\to (\Delta z)^{1/2} \hat{b}(\omega, z'), \\
\delta_{mn} &\to \Delta z \delta(z' - z'').
\end{align*}$$

(135-136)
and the continuous-mode commutation relation satisfies the boson commutator, which reads as follows:

\[
\hat{b} (\omega, z), \hat{b}^\dagger (\omega', z') = \delta (\omega - \omega') \delta (z - z').
\] (137)

After converting discrete sums to continuous integrals, the continuous-mode operator output after the quantum channels can be rewritten as

\[
\hat{a}_{\text{out}} (\omega) = \exp [-k_i (\omega) z] \exp [ik_r (\omega) z] \hat{a}_{\text{in}} (\omega)
+ \sqrt{2k_i (\omega)} \int_0^z dz' \exp \{ik_r (\omega) - k_i (\omega)\} (z - z') \hat{b} (\omega, z').
\] (138)

From Eq. (138), it can be seen that different from single-mode cases, the security analysis changes when the continuous mode is considered. In a general transmission medium with frequency-dependent attenuation and dispersion, there are generally two effects that influence the transmitted signals in the first term of Eq. (138). The first is the attenuation coefficient \(-k_i (\omega) z\) introduced through the channel, and the second is the additional phase shift induced by dispersion \(ik_r (\omega) z\), especially in dispersion media.

The first effect is similar to that of the single-mode case considered in the original CV-QKD protocols. The only difference is that it has different attenuations for different signal frequencies. However, when the linewidth is narrow compared to the central frequency, the attenuation can be approximately considered to be independent of the frequencies.

The second effect is the dispersion caused by continuous-mode signals traveling through the dispersive media, which cannot be ignored. In particular, the pulse transmission rate is considerable, especially in dispersive media such as optical fibers, and directly affects the security analysis of the whole protocol. Due to the different times required to reach the detector at different frequencies in the dispersive medium, the shape of the measured signal will change. To satisfy the measurable parameters in practical experiments, we rewrite the real part of the wave vector by exploiting Taylor expansion, which is a common method in classical optical communication. Then, we obtain

\[
k_r (\omega) = k_0 + k_1 (\omega - \omega_0) + \frac{1}{2!} k_2 (\omega - \omega_0)^2 + ..., \] (139)

where

\[
k_0 = \frac{\omega_0 \nu (\omega_0)}{c}, \tag{140}
\]

\[
k_1 = \frac{\partial k_r (\omega)}{\partial \omega} \bigg|_{\omega=\omega_0} = \frac{1}{vG}, \tag{141}
\]

\[
k_2 = \frac{\partial^2 k_r (\omega)}{\partial \omega^2} \bigg|_{\omega=\omega_0}, \tag{142}
\]

where \(k_0\) denotes the normal phase shift, \(k_1\) denotes the inverse group velocity, and \(k_2\) is the second-order dispersion coefficient.

To facilitate the follow-up analysis, we divide Eq. (138) into two parts. The first term \(\hat{a}_{\text{out},1} (\omega)\) considers the evolution of the transmitted signals through the channel, and the second term \(\hat{a}_{\text{out},2} (\omega)\) considers the influence of the environment.

The first term of Eq. (138) can be further transformed to obtain the signal transmitted in the time domain. Assuming that the linewidth is small enough compared to the central frequency of the signal, the relation \(k_i (\omega) \approx k_i\) holds, and the Fourier frequency is chosen as \(\Omega = \omega - \omega_0\). Then, we can obtain

\[
\hat{a}_{\text{out},1} (t, z) = \frac{1}{2\pi} \int d\Omega \hat{a}_{\text{in}} (\Omega) \exp (-k_i z) \cdot \exp \left[ i \left( k_0 + k_1 \Omega + \frac{k_2}{2} \Omega^2 \right) z \right] \exp (-i\Omega t)
= \varphi (z) \mathcal{F}^{-1} [\hat{a}_{\text{in}} (\Omega) H (\Omega, z)], \tag{143}
\]
where \( \mathcal{F}^{-1} (\cdot) \) denotes the inverse Fourier transfer, and

\[
\varphi (z) = \exp (ik_0 z),
\]

\[
\hat{a}_{in} (\Omega) = \hat{a}_{in} (\omega_0 + \Omega),
\]

\[
H (\Omega, z) = \exp \left( -k_1 z + ik_1 \Omega z + ik_2 \frac{\Omega^2 z}{2} \right),
\]

where \( \varphi (z) \) denotes a determined phase shift and \( H (\Omega, z) \) represents the frequency-dependent transfer function of the channel. From the result of Eq. (143), two effects are introduced while quantum signals propagate through the channel, namely, an additional fixed phase shift \( \exp (ik_0 z) \) and a transfer function caused by the attenuation and dispersion introduced by the channel.

If the transmitted medium is colorless, such as in free space transmission where \( k_2 = 0 \), the pulses only have \( k_1 z \) delays without changing their shapes. However, if the pulses are transmitted over a dispersive medium, such as fiber, this scenario leads to pulse distortion.

The second term of Eq. (138) denotes the noise introduced by the environment. In the case of the narrow linewidth approximation, this term can be rewritten as

\[
\hat{a}_{out,2} (\omega) \approx \sqrt{2k_i} \int_0^z dz' \exp \left\{ [ik_r (\omega) - k_i] (z - z') \right\} \hat{b} (\omega, z').
\]

To further simplify the analysis, we use the ensemble average through the transmission direction to replace the operator \( \hat{b} (\omega, z) \), as shown in Fig. 8; thus, the operators introduced by the environment are supposed to be independent of the distances, which means that

\[
\hat{b} (\omega, z') \rightarrow \langle \hat{b} (\omega, z) \rangle_z = \hat{b} (\omega).
\]

This assumption is reasonable in most experiments since we can always find the total noise at the receiver side. However, we also note that the ensemble average may not consider the most general attack, and we leave this issue for further investigation.

Therefore, it can be obtained that the term introduced by the environment is approximately described by

\[
\hat{a}_{out,2} (\omega) = \sqrt{1 - \tau^2 (\omega)} \hat{b} (\omega) \\
= \sqrt{1 - \exp (-2k_i z)} \hat{b} (\omega).
\]
Consequently, the simplified form of Eq. (138) becomes
\[
\hat{a}_{\text{out}} (\omega, z) = \exp (-k_z z) \exp \{ ik_r (\omega) z \} \hat{a}_{\text{in}} (\omega) + \sqrt{1 - \exp(-2k_z z)} \hat{b}(\omega) = \sqrt{\tau} \exp \{ ik_r (\omega) z \} \hat{a}_{\text{in}} (\omega) + \sqrt{1 - \tau b}(\omega) ,
\]
and by combining Eq. (143) and Eq. (149), the corresponding outcome in the time domain has the following form:
\[
\hat{a}_{\text{out}} (t, z) = \varphi (z) \mathcal{F}^{-1} \left[ \hat{a}_{\text{in}} (\Omega) H (\Omega, z) \right] + \sqrt{1 - \exp(-2k_z z)} \hat{b}(t) .
\]
(150)

Thus, the overall outcomes after the quantum channels are given by
\[
\begin{pmatrix}
\hat{a}_{\text{out}} (\omega, z) \\
\hat{b}_{\text{out}} (\omega, z)
\end{pmatrix} = \mathbf{M} \begin{pmatrix}
\hat{a}_{\text{in}} (\Omega) \\
\hat{b}(\omega)
\end{pmatrix} ,
\]
(151)
where
\[
\mathbf{M} = \begin{pmatrix}
\frac{H (\Omega, z)}{\sqrt{1 - H^2 (\Omega, z)}} & \sqrt{1 - H^2 (\Omega, z)} \\
-\sqrt{1 - H^2 (\Omega, z)} & H (\Omega, z)
\end{pmatrix}
\]
(152)
is the transfer function of the frequency-dependent channel matrix.

The final output modes obtained after passing through the quantum channel can be further simplified and rewritten as
\[
\hat{a}_{\text{out}} (t, z) = \hat{a}_{\text{in}} (t) * h(t, z) + \hat{n}(t) ,
\]
(153)
where \( h(t, z) \) is the channel transfer function in the time domain and \( \hat{n}(t) \) denotes the introduced channel noise given by \( \hat{n}(t) = \sqrt{1 - \tau b}(t) \).

We note that Eq. (153) is very similar to the classical communication scenarios; therefore, numerous techniques can be exploited to analyze the transmission issues in quantum cryptography.

Moreover, considering the pulse propagation cases, it can be proven that the channel transfer function only acts on the wave packet function of the transmitted operator, which is a \( c \)-number transformation, resulting in a simplified subsequent analysis.

Utilizing the non-continuous basis formula shown in Eq. (44) again, Eq. (153) can be rewritten in the following form:
\[
\hat{a}_{\text{out}} (t, z) = [\xi(t) * h(t, z)] \hat{A}(\xi) + \sqrt{1 - \tau b}(t) ,
\]
(154)
and the pulse propagation in a quantum channel scenario can be obtained.

It should be noted that in practical cases, the assumption that the environment operator \( \hat{b}(t, z) \) is independent of the transmission distance does not hold, since the variation of each channel segment may not be uniform (especially for long links), and the analysis of the environment becomes more involved. We leave this issue for further investigation.

**Measurement results via quadrature descriptions**

By using Eqs. (60,154), we can obtain the measurement result after transmission through the quantum channel, which is given by
\[
\hat{\mathcal{O}} (t) = \int_t^{t+T} dt \left( \hat{a}_{\text{out}} (t) a_{\text{LO}} (t) + \hat{a}_{\text{LO}}^\dagger (t) a_{\text{out}} (t) \right)
= \int_t^{t+T} dt \left( \xi_{\text{out}} (t) \hat{A}(\xi) + \sqrt{1 - \tau b}(t) \right) \xi_{\text{LO}} (t) \hat{A}_{\text{LO}} (\xi) \\
+ \int_t^{t+T} dt \left[ \xi_{\text{out}}^* (t) \hat{A}_{\text{LO}}^\dagger (\xi) \left( \xi_{\text{out}} (t) \hat{A}(\xi) + \sqrt{1 - \tau b}(t) \right) \right].
\]
(155)

We also give the following notations for further simplifying this result: \( \xi_{\text{out}} (t) = \xi_{\text{out},0} (t) \exp (i (\omega_s t + \theta_{\text{out}})) \), \( \hat{b}(t) = \hat{b}_0 \exp (i \omega_s t) \), where \( \theta_{\text{out}} \) is the relative phase of signals after transmission, and \( \xi_{\text{out},0} (t) \) and \( \hat{b}_0 \) are the baseband
transfer functions of output signal and quantum noise, respectively.

Assuming the detection integration time is small compared to the signal variation time, we can then deduce the measurement result as

\[
\hat{O}(t) = T_{LO}(t) \xi_{out,0}(t) \left[ \hat{A}^\dagger(\xi) \hat{A}_{LO}(\xi) \exp(-i(\Delta \omega t + \theta_{out})) + \hat{A}_{LO}^\dagger(\xi) \hat{A}(\xi) \exp(i(\Delta \omega t + \theta_{out})) \right] \\
+ T_{LO}(t) \sqrt{1-\tau} \left[ \hat{b}_0^\dagger \hat{A}_{LO}(\xi) \exp(-i\Delta \omega t) + \hat{A}_{LO}^\dagger(\xi) \hat{b}_0 \exp(i\Delta \omega t) \right].
\]

(156)

After averaging the LO’s effect, the photocurrent operator can be then written as

\[
\hat{O}_s(t) = \langle \mu | \hat{O}(t) | \mu \rangle_{LO} \\
= T_{LO}^{1/2} \xi_{LO,0}(t) \xi_{out,0}(t) \left[ \hat{A}^\dagger(\xi) \exp(-i(\Delta \omega t + \theta_{out})) + \hat{A}(\xi) \exp(i(\Delta \omega t + \theta_{out})) \right] \\
+ T_{LO}^{1/2} \xi_{LO}(t) \sqrt{1-\tau} \left[ \hat{b}_0^\dagger \exp(-i\Delta \omega t) + \hat{b}_0 \exp(i\Delta \omega t) \right] \\
= T_{LO}^{1/2} \xi_{LO}(t) \left[ \xi_{out,0}(t) \hat{X}_{\hat{\xi}^{\Delta \omega t+\theta_{out}}} + \sqrt{1-\tau} \hat{X}_{\hat{b}_0} \right],
\]

(157)

where \( \xi_{out,0}(t) = \xi_0(t) \ast h(t,z) \) is the envelope after transmission ignoring the phase information, since all the phase information are considered in the quadrature operator, and \( \hat{X}_{\hat{\xi}^{\Delta \omega t}} = \hat{b}_0^\dagger \exp(-i\Delta \omega t) + \hat{b}_0 \exp(i\Delta \omega t) \) denotes the quadrature operator of the channel noise. After passing through the channel, the quadrature measurement is distorted by the transmitted pulses, and additional noise is added.

From the perspective of the frequency domain, since each output mode in continuous-mode states is exactly the same as that in the single-mode case, the modes are independent of each other due to the boson commutation relations; thus, the whole transmitted quantum state still satisfies the optimality of the Gaussian attack. We still need to construct the covariance matrix (CM) to calculate the security key rate.

The phase compensation technique can be used to eliminate the phase drift \( \theta_{out} \) compared to the initial phase \( \theta \). With the use of appropriate phase compensation technologies, the pulse quadrature shown in Eq. (157) does not vary with the propagation process; thus, all of the influences on the signal quadratures lead to influences on the pulse shape, converting this issue to a c-number calculation.

The use of this method to express continuous-mode operators with non-continuous basis functions brings great convenience to the analysis of experimental results. In the subsequent analysis, we only need to consider the change in the pulse shape propagated in the medium, and the secret key rate can be obtained. Fortunately, the analysis of pulse propagation in media is a very mature topic in classical optical communication.

**ENTANGLEMENT-BASED MODEL**

Entanglement-based (EB) schemes are crucial for theoretical analysis, and a proper virtual entanglement state is the key to constructing security proofs. Here we present the entanglement-based scheme of the proposed protocol.

**Continuous-mode two-photon coherent state**

Considering the two-photon process in nonlinear cases, a continuous-mode two-photon coherent state (CTCS) in the time domain can be generated; this state has similar properties to those of the two-continuous-mode squeezed vacuum state (TCMSV). Here, we use the CTCS instead of the TCMSV to perform the EB analysis.

The two-photon wave package function is defined by the Fourier transform of the two-photon spectrum:

\[
\beta(t,t') = \frac{1}{2\pi} \int d\omega \int d\omega' \beta(\omega,\omega') \exp(-i\omega t - i\omega' t'),
\]

(158)

and the two-photon wave package function satisfies the normalized relation, which is given by

\[
\int dt \int dt' |\beta(t,t')|^2 = 1.
\]

(159)
Therefore, the photon pair creation operator in the time domain can be described by
\[
\hat{P}_{ab}^\dagger (\beta) = \frac{1}{\sqrt{2}} \int dt \int dt' \beta (t, t') \hat{a}^\dagger (t) \hat{b}^\dagger (t').
\] (160)

By defining the two-continuous-mode squeezed operator as
\[
\hat{S}_2 (\beta) = \exp \left( \hat{P}_{ab} (\beta) - \hat{P}_{ab}^\dagger (\beta) \right),
\] (161)
the CTCS is written as
\[
|\text{CTCS} \rangle = \hat{S}_2 (\xi) |00 \rangle.
\] (162)

To address the issues of pulsed CTCSs, a complete set of non-continuous basis functions can also be used. Similar to Eq. (43), a two-mode wave packet creation operator \( \hat{A}^\dagger (\xi_i) \hat{B}^\dagger (\xi_i) \) can be obtained, which reads as follows:
\[
\hat{A}^\dagger (\xi_i) \hat{B}^\dagger (\xi_i) = \int dt \int dt' \xi_i (t, t') \hat{a}^\dagger (t) \hat{b}^\dagger (t'),
\] (163)
and the operators \( \hat{a}^\dagger (t) \hat{b}^\dagger (t') \) can also be written as a superposition of the non-continuous field creation operators:
\[
\hat{a}^\dagger (t) \hat{b}^\dagger (t') = \sum_i \xi_i^* (t, t') \hat{A}^\dagger (\xi_i) \hat{B}^\dagger (\xi_i),
\] (164)
and
\[
\hat{S}_2 (\beta) = \exp \left( \sum_i \Gamma_i^* \hat{A} (\xi_i) \hat{B} (\xi_i) - \Gamma_i \hat{A}^\dagger (\xi_i) \hat{B}^\dagger (\xi_i) \right),
\] (165)
where
\[
\Gamma_i = \int dt \int dt' \beta (t, t') \xi_i^* (t, t').
\] (166)

Therefore, the CTCS represented by the non-continuous basis function is rewritten as
\[
|\text{CTCS} \rangle = |\{ \beta (t, t') \} \rangle = \hat{S}_2 (\beta) |00 \rangle = \Pi_i |\Gamma_i \rangle = |\{ \Gamma_i \} \rangle.
\] (167)
The two states are symmetrically distributed, and the wave packet shapes of two modes are the same.

It should be noted that since each sampling step occurs at a specific position of the pulse and the CM is statistically obtained by measuring the samples of the ensemble many times, time \( t \) is only the sampling position in the marked pulse, which is equivalent to a coordinate in the pulse. This is completely different from the single-mode case, which does not need to consider the influence of the pulse sampling position on the measurement results.

If both Alice and Bob are sampled at the same pulse time, the whole CM is consistent with the traditional single-mode case, which is written as:
\[
V_{\text{TMSV}} = \begin{pmatrix} V & \sqrt{V^2 - 1}Z \\ \sqrt{V^2 - 1}Z & V \end{pmatrix},
\] (168)
To consider a more general case, that is, the scenario in which the sampling positions of the pulses measured by Alice and Bob are different, the CTCS is expanded by using a discrete basis, and the following CM can be obtained:
\[
V_{\text{CTCS}} (t, t') = \begin{pmatrix} \cosh 2\xi (t, t') \mathbf{I} & \sinh 2\xi (t, t') \mathbf{Z} \\ \sinh 2\xi (t, t') \mathbf{Z} & \cosh 2\xi (t, t') \mathbf{I} \end{pmatrix} = \begin{pmatrix} V_{\xi} (t, t') \mathbf{I} & \sqrt{V_{\xi}^2 (t, t') - 1}Z \\ \sqrt{V_{\xi}^2 (t, t') - 1}Z & V_{\xi} (t, t') \mathbf{I} \end{pmatrix},
\] (169)
where the wave package $\xi(t,t')$ is not normalized. Here we use the following relations to perform the derivation:

\[
\hat{S}_2^\dagger(\beta) \hat{a}(t) \hat{S}_2(\{\beta\}) = \hat{a}(t) \cosh[\xi(t,t')] - \hat{b}^\dagger(t') \sinh[\xi(t,t')],
\]

(170)

\[
\hat{S}_2^\dagger(\beta) \hat{b}(t') \hat{S}_2(\{\beta\}) = \hat{b}(t') \cosh[\xi(t,t')] - \hat{a}^\dagger(t) \sinh[\xi(t,t')].
\]

(171)

### Entanglement-based equivalence

Therefore, for the EB model, Alice always measures at the peak point of a pulse (which means that the relation $t = t_0$ always holds), which corresponds to the ideal modulation in PM schemes, as shown in Fig. 9.

![Diagram of a continuous-mode two-photon coherent state (CTCS) and the entanglement-based scheme.](image)

**FIG. 9.** Model of a continuous-mode two-photon coherent state (CTCS) and the entanglement-based scheme.

Since the form shown in Eq. (169) is the same as that in Eq. (168), which means that it has the same security as the single-mode case for a certain sampling point in the continuous-mode case, the EB scheme still holds by finding the modified variance of the CTCS.

If the sampling position of Bob is not the peak point of the pulse, the correlation between Alice’s and Bob’s measurement results is reduced. To maximize the correlation between Alice’s and Bob’s data, Alice needs to rescale her data to match the sampling-point on Bob’s side. The CM after Bob’s measurements and Alice’s re-scaling becomes:

\[
V_{\text{CTCS}} = \left( \frac{V_{\text{res}} I}{\sqrt{V_{\text{res}}^2 - 1Z}} \right)^2 \left( \frac{\sqrt{V_{\text{res}}^2 - 1Z}}{V_{\text{res}} I} \right),
\]

(172)

where $V_{\text{res}} = \eta(t_0, t_j) V_A$ is the rescaled variance after calibrating the sampling point by using the relation shown in Eq. (121), and $\eta(t_0, t_j)$ quantifies the correlation between the sampling point at the peak value ($t = t_0$) and the sampling point at the time of $t_j$, which can be obtained by comparing the difference between the sampling point and the peak point. Similar form of the rescaled factor as Eq. (122) can be obtained, which reads

\[
\eta(t_0, t_j) = \left( \frac{\xi_0(t) \xi_0(t) * h(t) * g(t)|_{t=t_j}}{\xi_0(t) \xi_0(t) * h(t) * g(t)|_{t=t_0}} \right)^2.
\]

(173)

To reduce the influence of LO’s envelope on the measurement results, we usually select the LO as the optical signal with flat envelope, and therefore we have $\xi_{\text{LO}}(t) = 1$. Thus the simplified re-scaled factor is rewritten as

\[
\eta(t_0, t_j) = \left( \frac{\xi_0(t) * h(t) * g(t)|_{t=t_j}}{\xi_0(t) * g(t)|_{t=t_0}} \right)^2.
\]

(174)

The overall CM after passing through the channel is

\[
V_{ab}(t_0, t_j) = \left( \frac{V_{\text{res}} I}{\sqrt{\tau V_{\text{res}}^2 - 1Z}} \right)^2 \left( \frac{\sqrt{\tau V_{\text{res}}^2 - 1Z}}{\tau V_{\text{res}}(1 - \tau) V_B I} \right),
\]

(175)

where $V_B$ is the noise variance introduced by the channel. The timing jitter introduced in synchronization processes, the sampling position on the pulse, and other time-domain-related issues can all be solved by rescaling the variance.
of measured points.

We can see that in traditional single-mode CV-QKD, when \( t' \neq t_0 \) and the rescaled operation is not performed, the unphysical regime may occur since different points on the pulse do not necessarily satisfy the uncertain relation, and these results cannot be handled in single-mode cases since they are actually derived from different measured states. However, this situation can be dealt with since one continuous mode is considered with different sampling points, and their correlations come from the shape of the state.

Utilizing the conclusion of traditional QKD, the variance introduced by Eve is given by

\[
V_b = \left( \frac{\tau \epsilon}{1 - \tau} \right) + 1, \quad (176)
\]

and the overall security analysis can be performed. We also leave the general attack’s model for further investigations.
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