Group Decision Support System to Determine Regional Development Priority Using the Item-Based Clustering Hybrid Method
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Abstract: Determination of regional development priorities is usually influenced by two factors, firstly the policy-making subjectivity (regional head) second to the results of the development data analysis. But both often do not go hand in hand because in fact subjectivity is more dominant than combining the two. The development of computational technology, especially in the area of decision support, provides space to solve various problems related to the decision making process. This study aims to develop a Group Decision Support System (GDSS) model for determining regional development priorities in the future. An alternative approach in the form of developing a GDSS model is carried out so that it can be used to determine regional development priorities that are able to combine analysis of data on development results and subjectivity of policy makers. It means, policy-enforcing subjectivity still exists but the results of development data analysis are also used. This model combines the GDSS concept, MVHAC cluster technique and Item-based Cluster Hybrid Method (ICHM) to accommodate joint decision making from each group decision maker. The results of the testing of the model developed against six regions in Banten Province show that there are three regions that must be prioritized in the future. Those are Pandeglang, Lebak and Kota Serang.
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Introduction

Regional development theory is inseparable from the concept of economic development gap in a region (Munandar et al., 2016). There are many measuring instruments commonly used to identify development gaps such as the Klassen typology (Hariyanti and Utha, 2016; Suwandi, 2015; Endaryanto et al., 2015; Fattah and Rahman, 2013; Karsinah et al., 2016) and Location Quotient (Sinaga, 2015; Bakaric, 2005). The results of the analysis of these two approaches are usually used to determine development priorities in the future. Sometimes, the use of Klassen and Location Quotient (LQ) is able to avoid the policy subjectivity. But on the other hand the results of analysis of development data with tools such as Klassen and LQ often contradict reality. Many statistical data that display the results of development is very good from an area, in fact it actually happens quite the opposite. Therefore, subjectivity is also an important part of determining the direction of regional development priorities. Subjective judgments often arise because they see first hand the facts that occur and there is nothing wrong with that.
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The main problem that often occurs in government is the inability to balance the subjectivity and results of development data analysis, especially in efforts to determine the priority of the area to be built. Often the subjectivity is more instrumental in determining the priority of the region so that aside from the existing development achievement data, so too sometimes the opposite. Therefore, it's needed the special approach that is able to accommodate subjective assessment and the results of development data analysis so that policy makers can prioritize areas to be built as fairly as possible.

These research is undertaken essentially concerns development of a model that can be used as an alternative approach, especially in determination of areas which should get priority in the future development process. This model is also able to combine subjective assessment of each policy maker with data on development achievement of an area prior to determination of areas which should take priority. In the model developed, the concept of the Group Decision Support System (GDSS) is the main approach. Based on the latest literature study conducted, the GDSS and ICHM approach has not been used for the process of determining regional development priorities. Particularly combining the assessment of expert, community, academic components with regional development statistics.

GDSS is comprised of four primary components, namely people, hardware, software and procedure (Zhao et al., 2017). The model developed in this research focuses on modification of two constituent components of GDSS, namely people and procedure. For the component people, each decision maker (member) was grouped into a particular Group Decision Maker (GDM) by his/her characteristics. Each GDM member certainly has different assessment of the development achievement based on the reality she/he have seen. As for the component procedure, ranking and selection of alternatives is commonly undertaken using the approach Multi-Attribute Decision Making (MADM). The approach Item-based Clustering Hybrid Method (ICHM) was employed at the stage of final ranking to combine subjective assessment of GDMs and the data on development achievement of a region.

**Group Decision Support Systems (GDSS)**

GDSS is a computer-based tool that is used to help determine selected alternatives from several alternatives available through the decision-making process by a group of people working together. In the GDSS concept everyone involved in alternative action actions exchanges ideas, opinions and preferences between one group member and another member to produce a series of joint decisions (Zhao et al., 2017; Instudor and Duta, 2010). Joint decision making certainly may involve a great number of decision makers and alternatives that are not only a few as well (Morente-Molinera et al., 2018) and, moreover, GDSS can also use incomplete information for decision making (Capuano et al., 2018; Lan et al., 2013). Currently, the concepts of group decision support have developed rapidly. In addition to its ability to be applied to various business domains, group decision support can also be used as the right tool to optimize the decisions generated (Rigopoulos, 2015). Many studies use GDSS to find an answer to cases such as distribution of information about the battlefield and a fast and accurate decision-making process in the military sector (Lee and Zo, 2016), management of emergency security systems (Chen et al., 2018), logistics (Silva Filho and Morais, 2018) and how to bring together experts and certain disciplines so as to establish a policy that can be accepted by everyone (Nikas et al., 2018). In general, GDSS is comprised of four main components, namely:

1. **Hardware**, which refers to tools prepared to facilitate group decision makers (GDM) to work together making a decision. Several tools used may include a special room for decision making, a set of computers, internet access and other communication devices
2. **Software**, which refers to tools prepared to help decision makers analyze input data so as to generate a number of decisions. Software that is commonly used includes e-questionnaires, e-brainstorming, group dictionaries and questionnaire and policy information tools
3. **People**, which refer to a group of people undertaking activities to generate a set of decisions. For example, decision makers, facilitator or staff authorized to make decisions
4. **Procedures**, which refer to methods adopted to analyze input data by the component people so as to generate a set of expected decisions

**Item-Based Clustering Hybrid Method (ICHM)**

ICHM is an approach that is usually used to provide recommendations for certain product items sold online. Provision of recommendations is based on new items that exist and have not been rated by the user (Djamal et al., 2010). The recommendations given are usually the best offer from a product preferred the most by others (Laksana, 2014).

ICHM is a combination of collaborative filtering and content-based filtering. Both methods have their own weaknesses, which are inability to recommend an item that has not been rated by users and an item with a content that is different from the content of the previously selected item (Laksana, 2014; Li and Kim, 2003). The following are the stages to determine recommendations using ICHM (Li and Kim, 2003):

1. **Hardware**, which refers to tools prepared to facilitate group decision makers (GDM) to work together making a decision. Several tools used may include a special room for decision making, a set of computers, internet access and other communication devices
2. **Software**, which refers to tools prepared to help decision makers analyze input data so as to generate a number of decisions. Software that is commonly used includes e-questionnaires, e-brainstorming, group dictionaries and questionnaire and policy information tools
3. **People**, which refer to a group of people undertaking activities to generate a set of decisions. For example, decision makers, facilitator or staff authorized to make decisions
4. **Procedures**, which refer to methods adopted to analyze input data by the component people so as to generate a set of expected decisions
1. Implement a clustering algorithm to the content of an item. Clustering algorithms are used at this stage to determine several data groups. Afterwards, create a group-rating matrix by calculating the probability of each item to be classified to each cluster using the following equation:

\[ \text{Pro}(j,k) = 1 - \frac{CS(j,k)}{\text{maxCS}(j,k)} \]  

(1)

where, \( \text{Pro}(j,k) \) is probability of item \( j \) to be part of cluster \( k \). \( CS(j,k) \) is counter-similarity between item \( j \) and cluster \( k \). Calculated using Euclidian Distance. \( \text{maxCS}(j,k) \) is the highest similarity value of item \( j \) and cluster \( k \).

2. Calculate similarity for group-rating and item-rating matrices. The group-rating similarity is calculated using adjusted cosine similarity, while item-rating similarity is calculated using Pearson correlation-based similarity. The following are the two equations:

a. Pearson correlation-based similarity:

\[ \text{sim}(k,l) = \frac{\sum_{i=1}^{n} (R_{k,i} - \bar{R}_k)(R_{l,i} - \bar{R}_l)}{\sqrt{\sum_{i=1}^{n} (R_{k,i} - \bar{R}_k)^2 \sum_{i=1}^{n} (R_{l,i} - \bar{R}_l)^2}} \]  

(2)

where, \( \text{sim}(k,l) \) is the similarity value of item \( k \) and item \( l \), \( m \) is total number of users rating item \( k \) and item \( l \), \( \bar{R}_k \) and \( \bar{R}_l \) is average rating of item \( k \) and item \( l \), \( R_{k,i} \) and \( R_{l,i} \) is rating from user \( u \) for item \( k \) and item \( l \).

b. Adjusted cosine similarity:

\[ \text{sim}(k,l) = \frac{\sum_{i=1}^{n} (R_{k,i} - \bar{R}_k)(R_{l,i} - \bar{R}_l)}{\sqrt{\sum_{i=1}^{n} (R_{k,i} - \bar{R}_k)^2 \sum_{i=1}^{n} (R_{l,i} - \bar{R}_l)^2}} \]  

(3)

where, \( \text{sim}(k,l) \) is the similarity value of item \( k \) and item \( l \), \( m \) is total number of users rating item \( k \) and item \( l \), \( \bar{R}_k \) is average rating of user \( u \) and \( R_{k,i} \) and \( R_{l,i} \) is rating from user \( u \) for item \( k \) and item \( l \).

3. Results of similarity calculation for the group-rating and item-rating matrices are then combined using the following combination of ICHM:

\[ \text{sim}(k,l) = \text{sim}(k,l)_{\text{group}} x (1-c) + \text{sim}(k,l)_{\text{item}} x c \]  

(4)

where, \( \text{sim}(k,l) \) is similarity value of item \( k \) and item \( l \), \( c \) is combined coefficient ranging from 0-1. \( \text{sim}(k,l)_{\text{item}} \) is similarity for item \( k \) and item \( l \) obtained from item-rating similarity calculation. \( \text{sim}(k,l)_{\text{group}} \) is similarity for item \( k \) and item \( l \) obtained from group-rating similarity calculation.

4. Calculate the prediction of an item. The prediction is calculated using two approaches, namely items that have been rated by other users (non cold-start problem) and items that have never been rated at all (cold-start problem).

a. Non cold-start problem, the following is the equation used:

\[ P_{u,k} = \bar{R}_k + \frac{\sum_{i=1}^{n} (R_{u,i} - \bar{R}) \times \text{sim}(k,i)}{\sum_{i=1}^{n} |\text{sim}(k,i)|} \]  

(5)

where, \( P_{u,k} \) is predicted rating of item \( k \) for user \( u \), \( n \) is number of rated items of user \( u \), \( R_{u,i} \) is rating from user \( u \) for item \( i \), \( \bar{R}_k \) and \( \bar{R} \) is average rating for item \( k \) and item \( i \). \( \text{sim}(k,i) \) is similarity value of item \( k \) and the whole rated items of active users.

b. Cold-start problem, the following is the equation used:

\[ P_{u,k} = \bar{R}_k + \frac{\sum_{i=1}^{n} R_{u,i} \times \text{sim}(k,i)}{\sum_{i=1}^{n} |\text{sim}(k,i)|} \]  

(6)

where, \( P_{u,k} \) is predicted rating of item \( k \) for user \( u \), \( n \) is number of rated items of user \( u \), \( R_{u,i} \) is rating from user \( u \) for item \( i \) and \( \text{sim}(k,i) \) is similarity value of item \( k \) and the \( i^{th} \) rated item.

**Research Methodology**

This research begins with a literature study and analyzes a number of data related to the process of identifying regional inequality and determining development priorities based on the results of several previous studies. The next step is to design a group decision support systems model. Data collection was conducted in two stages, first collecting secondary data from the Banten Province Statistics Center, secondly distributing online questionnaires to each member of Group Decision Maker (GDM) to conduct regional development assessments that were the object of research based on real facts in the field. The results are included into the model to determine regional development priorities in the future. The final output of the model will be compared with the results of the analysis of prioritizing regional development using Klassen. This study uses data on the sector of Gross Regional Domestic Income (GRDP) of six districts in Banten Province. The six districts are Pandeglang, Tangerang, Lebak, Kota, Tangerang, Cilegon and Serang.
Proposed Model: GDSS based ICHM

The GDSS model developed consists of several main stages. The first is the assessment of the alternatives by each member of the Group Decision Maker (GDM) on the development results based on facts. Second, the process of clustering data on development results obtained based on data collection from the Central Statistics Agency. Third, combining the results of the first and second stages then processed using the item-based cluster hybrid method (ICHM). The fourth stage is a ranking process which is followed by the selection of regional alternatives for future development priorities. The GDSS model is generally as shown in Fig. 1.
In the first stage, the assessment of the priority areas of each GDM is presented in the form of a questionnaire in which each GDM member is asked to choose a region which he thinks must be prioritized in future development activities. Fill in the questionnaire value based on the four categories of development inequality according to Klassen's typology. Therefore, every member of GDM only needs to choose one of the values which is the closest to be chosen as a priority of the area that must be built. In the second stage, clustering techniques are used to form cluster groups of items (regions) that will be ranked in the next stage. Generally ICHM uses the k-means technique to form a cluster group of items that will be recommended, but in this model a Multi-View Hierarchical Agglomerative Clustering (MVHAC) technique is used. The third stage is to combine the first phase with the second stage. At this stage the results of the assessment of GDM and cluster data were analyzed using the ICHM approach. The fourth stage is the final stage where the results of calculations with ICHM are ranked and selected alternatives (regions) that will be prioritized in future development activities. The GDSS model is more detailed as shown in Fig. 2.

**Result and Discussion**

The rating item (region) process in this study displays an assessment questionnaire on the GDSS. Each member of the Group Decision Maker (GDM) gives a rating on the area that must be prioritized in the next development activity. The rating scale is taken from four regional development gap categories based on Klassen's typology analysis. The rating range is determined between 1-4. The higher of the range of values chosen by GDM members, the higher the priority of a region to be prioritized.

In this study there are three types of GDM that provide rating ratings on priority areas. Those are the (government) policy [GMD-1] policy groups, academics [GDM-2] and the general public (including Non-Governmental Organizations) [GDM-3]. The results of the rating of the three GDM groups show that there are 24 GDM members who give ratings on areas that they think are worthy of priority. Table 1 shows the results of rating given by each GDM member.

The GDM rating result will be used as a matrix rating item to then calculate its similarity item rating. The next step is to group the development outcome data for the region which is also rated by GDM. In this study, groupings used the MHVAC cluster technique and were clustered into two large groups. The cluster results are then used as a group-rating to then calculate the similarity group rating. Table 2 and 3 show the similarity item-rating and similarity group-rating respectively.

**Table 1: Rating to determine development priority by region by GDMs**

| Group DM | Member of GDM | Kab. Pandeglang | Kab. Tangerang | Kab. Lebak | Kota Cilegon | Kota Serang | Kota Tangeran |
|----------|---------------|-----------------|----------------|-----------|-------------|-------------|----------------|
| GDM-1    | GDM-1.1       | 4               | 1              | 4         | 3           | 1           | 1              |
|          | GDM-1.2       | 4               | 1              | 4         | 1           | 2           | 1              |
|          | GDM-1.3       | 4               | 1              | 3         | 1           | 2           | 1              |
| GDM-2    | GDM-2.1       | 3               | 2              | 3         | 2           | 2           | 1              |
| (Academician) | GDM-2.2 | 3               | 1              | 2         | 1           | 1           | 1              |
|          | GDM-2.3       | 3               | 2              | 3         | 2           | 2           | 1              |
|          | GDM-2.4       | 3               | 2              | 4         | 1           | 2           | 3              |
|          | GDM-2.5       | 2               | 3              | 2         | 2           | 2           | 3              |
|          | GDM-2.6       | 3               | 1              | 3         | 1           | 3           | 3              |
|          | GDM-2.7       | 2               | 2              | 3         | 2           | 2           | 1              |
|          | GDM-2.8       | 2               | 2              | 2         | 2           | 2           | 2              |
|          | GDM-2.9       | 3               | 3              | 4         | 3           | 3           | 2              |
|          | GDM-2.10      | 4               | 1              | 4         | 3           | 3           | 3              |
|          | GDM-2.11      | 3               | 1              | 3         | 1           | 1           | 1              |
|          | GDM-2.12      | 3               | 4              | 3         | 4           | 2           | 1              |
|          | GDM-2.13      | 3               | 2              | 4         | 1           | 2           | 1              |
|          | GDM-2.14      | 3               | 1              | 4         | 2           | 3           | 3              |
|          | GDM-2.15      | 3               | 2              | 1         | 2           | 3           | 3              |
|          | GDM-2.16      | 4               | 4              | 4         | 4           | 1           | 1              |
|          | GDM-2.17      | 4               | 2              | 4         | 1           | 1           | 1              |
| GDM-3    | GDM-3.1       | 3               | 2              | 3         | 2           | 3           | 2              |
| Community (non-governmental) | GDM-3.2 | 4               | 1              | 4         | 2           | 3           | 1              |
|          | GDM-3.3       | 3               | 3              | 1         | 1           | 2           | 1              |
|          | GDM-3.4       | 4               | 1              | 3         | 1           | 2           | 1              |
| Average  | 3.21          | 1.88            | 3.13           | 1.88      | 2.13        | 1.38        |                 |
### Table 2: Item-rating similarity

| Regional          | Pandeglang | Kab. Tangerang | Kab. Lebak | Kota Cilegon | Kota Serang | Kota Tangerang |
|-------------------|------------|---------------|------------|--------------|-------------|----------------|
| Pandeglang        | 1          | -0.305        | 0.515      | 0.044        | 0.114       | -0.070         |
| Kab. Tangerang    | -0.305     | 1             | -0.176     | 0.564        | 0.252       | 0.564          |
| Kab. Lebak        | 0.515      | -0.176        | 1          | 0.212        | 0.381       | -0.174         |
| Kota Cilegon      | 0.044      | 0.564         | 0.212      | 1            | 0.425       | 0.453          |
| Kota Serang       | 0.114      | 0.252         | 0.381      | 0.425        | 1           | 0.322          |
| Kota Tangerang    | -0.070     | 0.564         | -0.174     | 0.453        | 0.322       | 1              |

### Table 3: Group-rating similarity

| Nama Wilayah     | Pandeglang | Kab. Tangerang | Kab. Lebak | Kota Cilegon | Kota Serang | Kota Tangerang |
|------------------|------------|---------------|------------|--------------|-------------|----------------|
| Pandeglang       | 1          | -0.521        | 0.999      | 0.667        | 0.999       | -0.545         |
| Kab. Tangerang   | -0.521     | 1             | -0.552     | -0.983       | -0.552      | -0.432         |
| Kab. Lebak       | 0.999      | -0.552        | 1          | 0.695        | 0.695       | -0.514         |
| Kota Cilegon     | 0.667      | -0.983        | 0.695      | 1            | 0.695       | -0.974         |
| Kota Serang      | 0.999      | -0.552        | 0.695      | 0.695        | 1           | -0.514         |
| Kota Tangerang   | -0.545     | -0.432        | -0.514     | -0.974       | -0.514      | 1              |

### Table 4: Predictive values of items (Regions)

| Distict          | Group DM                  | Member of GDM |
|------------------|---------------------------|---------------|
|                  | GDM-1                     | GDM-1.1       |
|                  | (policy maker/ government institution) | GDM-1.2 |
|                  | GDM-2                     | GDM-2.1       |
|                  | (Academician)             | GDM-2.2       |
|                  | GDM-2.3                   | GDM-2.4       |
|                  | GDM-2.5                   | GDM-2.6       |
|                  | GDM-2.7                   | GDM-2.8       |
|                  | GDM-2.9                   | GDM-2.10      |
|                  | GDM-2.11                  | GDM-2.12      |
|                  | GDM-2.13                  | GDM-2.14      |
|                  | GDM-2.15                  | GDM-2.16      |
|                  | GDM-2.17                  | GDM-3.1       |
|                  | Community (non-governmental organizations) | GDM-3.2 |
|                  | GDM-3.3                   | GDM-3.4       |
|                  | Average                   |               |
| Kabupaten/Kota   | Kab. Pandeglang           | Kab. Tangerang |
| Kab. Pandeglang  | 3.2                      | 1             |
| Kab. Lebak       | 3.1                      | 2             |
| Kota Serang      | 2.1                      | 3             |
| Kota Cilegon     | 1.9                      | 4             |
| Kota Tangerang   | 1.9                      | 5             |
| Kota Tangerang   | 1.4                      | 6             |

### Table 5: Ranking of regions to be built in order of priority

| Kabupaten/Kota   | Rata-rata | Rangking |
|------------------|-----------|----------|
| Kab. Pandeglang  | 3.2       | 1        |
| Kab. Lebak       | 3.1       | 2        |
| Kota Serang      | 2.1       | 3        |
| Kota Cilegon     | 1.9       | 4        |
| Kota Tangerang   | 1.9       | 5        |
| Kota Tangerang   | 1.4       | 6        |

After the item-rating value and similarity groups are obtained, the next step is to calculate the total similarity of both. Calculation of total similarity is done by Equation (4). In this study, the coefficient value of $c$ is set at 0.4. Based on the results of the trials conducted on the range of the coefficient value $c$, the closer to 1, the predictive value of the item will be smaller; on the contrary the total similarity value will be even greater. Total similarity is used to calculate the predicted value of an item (region). Item prediction (region) then calculated the average and then sorted by the highest value. Prediction of items with the highest average is used as the final decision which region is prioritized for future
development activities. Table 4 and 5 shows the results of the prediction of items and ranking regions which are the development priorities in the future.

Based on the final ranking results, there are three real regions that must be prioritized in the future by the government. The three regions are Kabupaten Pandeglang, Kabupaten Lebak and Kota Serang. Based on the results of the analysis of development data sourced from the Statistics Center, both using the Klassen and Location Quotient typologies indeed, the three regions are relatively lagging regions among other districts. The results of the analysis with the Klassen typology show that Kabupaten Pandeglang and Lebak belong to the category of advanced but depressed regions. While the other four regions belong to the category of developed regions and grow rapidly. Especially for Kota Serang, the results of the model developed show that this region is included in one of the areas that must be prioritized for future development. While the results of Klassen's analysis show that this region is actually a developed area and is growing rapidly. This is not surprising, because Kota Serang is a new area resulting from the expansion of Serang Regency. In statistical data of Kota Serang does have a growth rate of development that is not far from Kabupaten Pandeglang and Lebak. Therefore it is very reasonable if the output of the GDSS model is developed to classify the City of Serang into the next development priority area.

Conclusion

The GDSS model developed is an effort to provide new alternatives in determining development priorities in the future. This model is able to accommodate subjective judgments of decision makers combined with the results of data analysis using cluster and ICHM techniques. Therefore, prioritizing the area does not only prioritize subjective desires from policy makers. Among the six districts that are the sample of this study, there are three regions recommended for prioritizing future development activities, namely Kabupaten Pandeglang, Lebak and Kota Serang. Further research can combine the concept of multi-collinearity into the assessment analysis stage by experts who are members of the GDSS model. Thus the final assessment related to the priority of the region was built to pay attention to the relationship between expert experts.
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