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Abstract
Boundary value problems for integrable nonlinear evolution PDEs formulated on the half-line can be analyzed by the unified method introduced by one of the authors and used extensively in the literature. The implementation of this general method to this particular class of problems yields the solution in terms of the unique solution of a matrix Riemann–Hilbert problem formulated in the complex $k$-plane (the Fourier plane), which has a jump matrix with explicit $(x,t)$-dependence involving four scalar functions of $k$, called spectral functions. Two of these functions depend on the initial data, whereas the other two depend on all boundary values. The most difficult step of the new method is the characterization of the latter two spectral functions in terms of the given initial and boundary data, i.e. the elimination of the unknown boundary values. For certain boundary conditions, called linearizable, this can be achieved by simply using algebraic manipulations. Here, we first present an effective characterization of the spectral functions in terms of the given initial and boundary data for the general case of non-linearizable boundary conditions. This characterization is based on the analysis of the so-called global relation and on the introduction of the so-called Gelfand–Levitan–Marchenko representations of the eigenfunctions defining the spectral functions. We then concentrate on the physically significant case of $t$-periodic Dirichlet boundary data. After presenting certain heuristic arguments which suggest that the Neumann boundary values become periodic as $t \to \infty$, we show that for the case of the NLS with a sine-wave as Dirichlet data, the asymptotics of the Neumann boundary values can be computed explicitly at least up to third order in a perturbative expansion and indeed at least up to this order are asymptotically periodic.
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1. Introduction

This is the second in a series of papers addressing the most difficult problem in the analysis of integrable nonlinear evolution PDEs, namely the problem of expressing the so-called spectral functions in terms of the given initial and boundary conditions. In [11] this problem was analyzed directly, i.e. without employing the so-called Gelfand–Levitan–Marchenko (GLM) representations. Here, we revisit the same problem, but we employ the GLM representations; it appears that this latter approach might have an advantage for studying problems with \( t \)-periodic boundary problems. Furthermore, for the NLS we also present certain explicit formulas for the large \( t \)-behavior of the Neumann boundary values corresponding to the simple case of a sine-wave as Dirichlet data.

We refer the interested reader to [11] for an introduction to the unified method of [7, 8] and for a discussion of the difference between linearizable versus nonlinearizable boundary value problems. Here we only emphasize that the unified method expresses the solution \( q(x,t) \) of an integrable nonlinear evolution PDE formulated on the half-line as an integral in the complex \( k \)-plane. This representation is similar to the representation obtained by the new method for the linearized version of the given PDE, but also involves the entries of a certain matrix-valued function \( M(x,t,k) \), which is the solution of a matrix Riemann–Hilbert (RH) problem. The main advantage of the unified method is that this RH problem involves a jump matrix with explicit \((x,t)\)-dependence, uniquely defined in terms of four scalar functions called spectral functions and denoted by \( \{a(k), b(k), A(k), B(k)\} \). The functions \( \{a(k), b(k)\} \) are defined in terms of the initial data \( q_0(x) = q(x,0) \), whereas the functions \( \{A(k), B(k)\} \) are defined in terms of the boundary values. For example, for the nonlinear Schrödinger (NLS) equation

\[
i \frac{\partial q}{\partial t} + \frac{\partial^2 q}{\partial x^2} - 2\lambda |q|^2 q = 0, \quad \lambda = \pm 1, \tag{1.1}
\]

the functions \( \{A(k), B(k)\} \) are defined in terms of \( g_0(t) = q(0,t) \) and \( g_1(t) = q_t(0,t) \). However, for a well-posed boundary value problem only one of the boundary values (or their combination) is prescribed as a boundary condition; for example, for the Dirichlet problem of the NLS, \( g_0(t) \) is given but \( g_1(t) \) is unknown. The problem of determining \( g_1(t) \) in terms of \( q_0(x) \) and \( g_0(t) \) is known as the problem of determining the Dirichlet to Neumann map.

For boundary conditions which decay for large \( t \), by utilizing the crucial feature of the new method that the dependence of the jump matrix on \((x,t)\) is explicit, it is possible to obtain useful asymptotic information about the solution without the need to characterize the spectral functions \( \{A(k), B(k)\} \) in terms of the given initial and boundary conditions (or equivalently without the need of constructing the Dirichlet to Neumann map). However, the complete solution of nonlinearizable boundary value problems requires the characterization of \( A(k) \) and \( B(k) \) in terms of the given initial and boundary conditions. The effective solution of this problem is particularly important for the physically significant case of boundary conditions which are periodic in \( t \), since in this case it is not possible to obtain the rigorous form of the long time asymptotics, without the full characterization of \( A(k) \) and \( B(k) \) (in spite of this difficulty important results about the large \( t \)-asymptotics of such problems are presented in [2–4]).

The construction of the Dirichlet to Neumann map can be achieved by analyzing the so-called global relation, which is an algebraic equation coupling \( \{a(k), b(k), A(k), B(k)\} \). A breakthrough in the analysis of the global relation was achieved in [5], where the global relation was solved explicitly for the unknown Neumann boundary values in terms of the given initial conditions, the given Dirichlet boundary conditions and the functions \( \{L_j(t,s), M_j(t,s)\}_{j=1}^{1} \) appearing in the GLM representations of the eigenfunctions \( \{\Phi_1(t,k), \Phi_2(t,k)\} \). The numerical implementation of an improved version of these formulas was presented in [13];
see also [14]. Following these important developments, a similar analysis for the sine-Gordon, the two versions of the mKdV and the two versions of the KdV, was carried out in [9] and [12].

1.1. A new formulation of the Dirichlet to Neumann map

Here we first present an extension of the above results. In particular, for the NLS we show that the global relation actually yields two linear equations coupling \( \{L_j(t, s)\}_j^1 \) and \( \{M_j(t, s)\}_j^2 \). The equation for the Neumann boundary values obtained in [5] can be obtained by evaluating one of these two equations at \( s = t \). Similar results are valid for other integrable nonlinear PDEs like the sG, mKdV and KdV equations.

By employing these two new linear equations, it is possible to obtain a simpler characterization of the generalized Dirichlet to Neumann map than the one presented in [5, 9, 12].

1.2. Time-periodic boundary conditions

Boundary conditions which are periodic in time are of great importance in applications. Examples include the periodic motion of a wave maker or the vertical motion of a buoy in the ocean. We will consider the following question: assuming that the Dirichlet boundary conditions are periodic in time, do the Neumann boundary values approach a function that is periodic in time as \( t \to \infty \)? After presenting a heuristic argument why this question might be positively answered in the general case, we provide more concrete evidence by showing that (a) for any Dirichlet data \( g_0(t) \) such that \( g_0(t + t_p) - g_0(t) \) decays faster than \( 1/\sqrt{t} \) as \( t \to \infty \), \( g_1(t) \) is asymptotically periodic at least to first order in the perturbative expansion. (b) For the prototypical example when \( g_0(t) \) is a sine-wave, the asymptotics of \( g_1(t) \) to third order in perturbation theory can be determined explicitly and at least up to this order \( g_1 \) is asymptotically periodic.

There exist two different approaches for computing the large \( t \) asymptotics of the terms of the above perturbative expansion. The first approach involves the analysis of certain integrals in the complex \( k \)-plane, whereas the second approach involves the evaluation of repeated \( t \)-integrals. The first approach, which is much simpler than the second approach, is presented in section 3 and the second approach is presented in section 4. For economy of presentation, rigorous estimates are presented only for the second approach.

1.3. Organization of the paper

In section 2, we derive the new characterization of the Dirichlet to Neumann map for the NLS equation. Time-periodic boundary conditions are considered in sections 3 and 4.

2. NLS revisited

Let the vectors \( (\Phi_1, \Phi_2) \) satisfy the ‘normalized’ \( t \)-part of the usual Lax pair of the NLS evaluated at \( x = 0 \) (see [10] for details):

\[
\begin{pmatrix}
\Phi_1(t, k) \\
\Phi_2(t, k)
\end{pmatrix}_t + 4ik^2
\begin{pmatrix}
1 & 0 \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
\Phi_1(t, k) \\
\Phi_2(t, k)
\end{pmatrix}

= 2k
\begin{pmatrix}
0 & g_0(t) \\
\lambda g_0(t) & 0
\end{pmatrix}
- i\lambda
\begin{pmatrix}
|g_0(t)|^2 & -\lambda g_1(t) \\
\bar{g}_1(t) & -|g_0(t)|^2
\end{pmatrix}
\begin{pmatrix}
\Phi_1(t, k) \\
\Phi_2(t, k)
\end{pmatrix}.
\]
\[
\Phi_1(0, k) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad 0 < t < T, \quad k \in \mathbb{C}.
\]

(2.1)

Then, it is shown in [6] that \((\Phi_1, \Phi_2)\) admits the GLM representations

\[
\Phi_1(t, k) = \int_{-t}^{t} \left[ L_1(t, s) - \frac{i}{2} \Phi_0(t) M_2(t, s) + k M_1(t, s) \right] e^{2ik^2(s-t)} \, ds,
\]

(2.2a)

\[
\Phi_2(t, k) = 1 + \int_{-t}^{t} \left[ L_2(t, s) + \frac{i\lambda}{2} \Phi_0(t) M_1(t, s) + k M_2(t, s) \right] e^{2ik^2(s-t)} \, ds,
\]

(2.2b)

if and only if the functions \([L_j(t, s), M_j(t, s)]^T_i\) satisfy the following well-posed Goursat hyperbolic problem:

\[
L_{1t} - L_{1s} = ig_1(t)L_2 + \alpha(t) M_1 + \beta(t) M_2,
\]

(2.3a)

\[
M_{1t} - M_{1s} = 2\Phi_0(t)L_2 + ig_1(t)M_2,
\]

(2.3b)

\[
L_{2t} + L_{2s} = -i\lambda \Phi_1(t)L_1 - \alpha(t)M_2 + \beta(t)M_1,
\]

(2.3c)

\[
M_{2t} + M_{2s} = 2\Phi_0(t)L_1 - i\lambda \Phi_1(t) M_1,
\]

(2.3d)

\[
L_1(t, t) = \frac{i}{2} g_1(t), \quad M_1(t, t) = g_0(t), \quad L_2(t, -t) = M_2(t, -t) = 0,
\]

(2.4)

where the functions \(\alpha(t)\) and \(\beta(t)\) are defined in terms of \(g_0(t)\) and \(g_1(t)\) by

\[
\alpha(t) = \frac{\lambda}{2} (g_0(t)\Phi_1(t) - \Phi_1(t)g_0(t)), \quad \beta(t) = \frac{1}{2} \left( ig_0(t) - \lambda g_0(t) \right)^2 g_0(t).
\]

(2.5)

The general solution of the equation

\[
F_1(t, s) - F_1(t, s) = f(t, s), \quad 0 < t < T, \quad -t < s < t,
\]

(2.6)

is given by (see appendix B)

\[
F(t, s) = F \left( \frac{t+s}{2}, \frac{t+s}{2} \right) + \int_{-t}^{s} f(\tau, t + s - \tau) \, d\tau.
\]

(2.7)

Thus, equations (2.3a) and (2.3b) imply that we require the knowledge of the functions \(L_1(x, x)\) and \(M_1(x, x), x = \frac{t+s}{2}\), which are given by the first two equations in (2.4). Similarly, the general solution of the equation

\[
F_1(t, s) + F_2(t, s) = f(t, s), \quad 0 < t < T, \quad -t < s < t,
\]

(2.8)

is given by

\[
F(t, s) = F \left( \frac{t-s}{2}, \frac{t-s}{2} \right) + \int_{-t}^{s} f(\tau, \tau + s - \tau) \, d\tau.
\]

(2.9)

Thus, equations (2.3c) and (2.3d) imply that we require the knowledge of the functions \(L_2(x, -x)\) and \(M_2(x, -x), x = (t-s)/2\), which are given by the last two equations in (2.4).

In the case of zero initial conditions, \(s(k) = I\), and then the global relation (2.16) of section 2 of [11] yields

\[
\Phi_1(t, k) = F_1(t, k), \quad \Phi_2(t, k) = F_2(t, k), \quad 0 < t < T, \quad k \in \mathbb{C}^+,
\]

(2.10)

where \(F_1\) and \(F_2\) are bounded and analytic functions of \(k \in \mathbb{C}^+\) and of \(O(1/k)\) as \(k \to \infty\) in \(\mathbb{C}^+\).
We replace in the first of equations (2.10) $\Phi_1$ by the rhs of (2.2a), we replace $s$ by $\tau$, we multiply the resulting equation by

$$k e^{2ik(t-s)}, \quad -t < s < t,$$

and integrate with respect to $dk$ along $\partial D_1$ which is the oriented boundary of the first quadrant of the complex $k$-plane:

$$\int_{\partial D_1} k \int_{-t}^{t} \left[ L_1(t, \tau) - i \frac{2}{2} g_0(t) M_2(t, \tau) + k M_1(t, \tau) \right] e^{2ik(t-s)} d\tau dk = \int_{\partial D_1} k e^{2ik(t-s)} F_1(t, k) dk = 0. \quad (2.11)$$

We simplify this equation by using the following facts: (a) $F_1(t, k)$ is analytic in $k$ in $\mathbb{C}^+$ and of $O(1/k)$ as $k \to \infty$ in $\mathbb{C}^+$. Thus, Jordan’s lemma implies that the rhs of (2.11) vanishes. 

(b) By employing the change of variables $2k^2 = l$, we find

$$\int_{\partial D_1} k e^{2ik(t-s)} dk = \frac{\pi}{2} \delta(\tau - s);$$

thus, the first two terms on the rhs of (2.11) yield

$$\frac{\pi}{2} \left[ L_1(t, s) - i \frac{2}{2} g_0(t) M_2(t, s) \right].$$

(c) Integrating by parts the term involving $k^2$, we find

$$\int_{\partial D_1} k^2 e^{-2ik^2} \left( \int_{-t}^{t} e^{2ik^2 \tau} M_1(t, \tau) d\tau \right) dk = \frac{1}{2i} \int_{\partial D_1} [e^{2ik^2(t-s)} M_1(t, t) - e^{-2ik^2(t+s)} M_1(t, -t)] dk$$

$$- \frac{1}{2i} \int_{\partial D_1} \left( \int_{-t}^{t} e^{-2ik^2(\tau-t)} M_1(t, \tau) d\tau \right) dk. \quad (2.12)$$

The exponential $\exp[2ik^2(t-s)]$ is bounded and analytic in $D_1$; thus, Jordan’s lemma implies that the first integral on the rhs of (2.12) vanishes. Similarly, the integral with respect to $d\tau$ from $s$ to $t$ vanishes. Hence, the rhs of (2.12) equals

$$\frac{ik_0}{2} \left[ \frac{M_1(t, -t)}{\sqrt{s + t}} + \int_{-t}^{s} \frac{M_1(t, \tau)}{\sqrt{s - \tau}} d\tau \right]. \quad c_0 = \int_{\partial D_1} e^{-2i\tau^2} d\tau.$$

By deforming the contour $\partial D_1$ to the real axis, we find that

$$c_0 = \sqrt{\frac{\pi}{2}} e^{-\frac{t^2}{2}}.$$

Hence, equation (2.11) yields

$$L_1(t, s) - i \frac{2}{2} g_0(t) M_2(t, s) + \frac{e^{\pi i}}{\sqrt{2\pi}} \left[ \frac{M_1(t, -t)}{\sqrt{s + t}} + \int_{-t}^{t} \frac{M_1(t, \tau)}{\sqrt{s - \tau}} d\tau \right] = 0. \quad (2.13a)$$

Similarly, the second of equations (2.10) yields

$$L_2(t, s) + \frac{i\lambda}{2} \bar{g}_0(t) M_1(t, s) + \frac{e^{\pi i}}{\sqrt{2\pi}} \int_{-t}^{t} \frac{M_2(t, \tau)}{\sqrt{s - \tau}} d\tau = 0, \quad (2.13b)$$

where we have used that $M_2(t, -t) = 0$.

Evaluating equation (2.13b) at $s = -t$ and using that $L_2(t, -t) = 0$, it follows that $M_1(t, -t) = 0$. Then, evaluating (2.13a) at $s = -t$, we find that $L_1(t, -t) = 0$.

In summary, we have derived the following result.
Remark 2.2.\ Let $L_j(t, s), M_j(t, s)$, $0 < t < T, -t < s < t$, be the GLM representations associated with the $t$-part of the Lax pair of the NLS equation (1.1) evaluated at $x = 0$; see equations (2.1)–(2.5). Then, the global relation of the NLS yields the following equations:
\begin{align}
L_1(t, s) - \frac{i}{2} g_0(t) M_2(t, s) + \frac{e^{\frac{t}{2}}}{\sqrt{2\pi}} \int_{-t}^{t} \frac{M_1(t, \tau)}{\sqrt{\tau - t}} \, d\tau &= 0, \quad (2.14a) \\
L_2(t, s) + \frac{i\lambda}{2} g_0(t) M_1(t, s) + \frac{e^{\frac{s}{2}}}{\sqrt{2\pi}} \int_{-t}^{t} \frac{M_2(t, \tau)}{\sqrt{\tau - s}} \, d\tau &= 0, \quad (2.14b) \\
M_1(t, -t) = L_1(t, -t) &= 0. \quad (2.14c)
\end{align}

Remark 2.2. Evaluating equation (2.14a) at $s = t$, we recover the basic formula of [5, 10]:
\[
g_1(t) = g_0(t) M_2(t, t) - \frac{\sqrt{T}}{\pi} e^{-\frac{t^2}{4}} \int_{-t}^{t} \frac{M_1(t, \tau)}{\sqrt{T - \tau}} \, d\tau.
\]

Remark 2.3. Equations (2.14) encode the information contained in the global relation. The advantage of the GLM representations is that the symmetry relations associated with the global relation are automatically incorporated into this information. Indeed, letting $k \to -k$ yields nothing new at the level of GLM representations.

For a function $F(t, s), -t < s < t$, we denote by $\mathcal{A}$ the Abel transform in the second variable:
\[
(\mathcal{A}F)(t, s) = \int_{-t}^{t} F(t, \tau) \frac{d\tau}{\sqrt{s - \tau}}.
\]
The inverse $\mathcal{A}^{-1}$ of this transform is given by
\[
(\mathcal{A}^{-1}F)(t, s) = \frac{1}{\pi} \frac{d}{ds} \int_{-t}^{t} F(t, \tau) \frac{d\tau}{\sqrt{s - \tau}} = \frac{1}{\pi} \left[ \int_{-t}^{t} \frac{\partial F(t, \tau)}{\sqrt{s - \tau}} \, d\tau + F(t, -t) \right].
\]

Theorem 2.4. Let $q(x, t)$ satisfy the NLS (1.1) on the half-line and assume that $q_0(x) = 0, x \geq 0$. In this case, $M_1(t, -t) = M_2(t, -t) = 0$; thus, the inverse Abel transform of $\{M_j\}_{j=1}^2$ is given by
\[
\mathcal{A}^{-1} M_j(t, s) = \frac{1}{\pi} \int_{-t}^{t} \frac{\partial M_j(t, \tau)}{\sqrt{s - \tau}} \, d\tau, \quad j = 1, 2, \quad -t < s < t, \quad 0 < t < T.
\]
The function $g_1(t) \equiv q_0(0, t)$ is given by
\[
g_1(t) = g_0(t) M_2(t, t) - 2\pi e^{-i\pi/4} (\mathcal{A}^{-1} M_1)(t, t),
\]
where the functions $\{M_j(t, s)\}_{j=1}^2, |s| < t < T$, satisfy the following system of quadratically nonlinear integral equations:
\begin{align}
M_1(t, s) &= g_0(t) \left( \frac{t + s}{2} \right) + \int_{-t}^{t} \left[ -g_0(\tau) (i\lambda \bar{g}_0(\tau)) M_1 + 2\pi e^{i\pi/4} (\mathcal{A}^{-1} M_2) \right] \, d\tau \\
&\quad + i(g_0(\tau) M_2(\tau, s) - 2\pi e^{-i\pi/4} (\mathcal{A}^{-1} M_1)(\tau, s)) M_1 \, d\tau, \quad (2.18a)
\end{align}
\begin{align}
M_2(t, s) &= \lambda \int_{-t}^{t} \left[ (\bar{g}_0(\tau)) (ib_0(\tau)) M_2 - 2\pi e^{i\pi/4} (\mathcal{A}^{-1} M_1) \right] \, d\tau \\
&\quad - i(\bar{g}_0(\tau) M_2(\tau, s) - 2\pi e^{i\pi/4} (\mathcal{A}^{-1} M_1)(\tau, s)) M_1 \, d\tau. \quad (2.18b)
\end{align}

Unless otherwise specified, the functions in the integrand of (2.18a) are evaluated at $(\tau, t + s - \tau)$ and the functions in the integrand of (2.18b) are evaluated at $(\tau, \tau + s)$.\]
Proof. The expression (2.17) for \( g_1(t) \) follows from (2.15). The first two equations in (2.14) can be written as
\[
L_1(t, s) = \frac{i}{2} \tilde{g}_0(t) M_2(t, s) - \sqrt{\frac{\pi}{2}} e^{i\pi/4} (A^{-1} M_1)(t, s),
\]
\[
L_2(t, s) = -\frac{i\lambda}{2} \tilde{g}_0(t) M_1(t, s) - \sqrt{\frac{\pi}{2}} e^{i\pi/4} (A^{-1} M_2)(t, s).
\]
Using these equations together with (2.17) to eliminate \( L_1, L_2 \) and \( g_1 \) from equations (2.18) and (2.3d), we find the following system for \( M_1 \) and \( M_2 \):
\[
(\partial_t - \partial_s) M_1(t, s) = -2g_0(t) \left( \frac{i \lambda}{2} \tilde{g}_0(t) M_1(t, s) + \sqrt{\frac{\pi}{2}} e^{i\pi/4} (A^{-1} M_2)(t, s) \right)
+ i(g_0(t) M_2(t, s) - \sqrt{2\pi} e^{-i\pi/4} (A^{-1} M_1)(t, t)) M_2(t, s),
\]
\[
(\partial_t + \partial_s) M_2(t, s) = 2\lambda \tilde{g}_0(t) \left( \frac{1}{2} \tilde{g}_0(t) M_2(t, s) - \sqrt{\frac{\pi}{2}} e^{i\pi/4} (A^{-1} M_1)(t, s) \right)
- i\lambda (\tilde{g}_0(t) M_2(t, t) - \sqrt{2\pi} e^{i\pi/4} (A^{-1} M_1)(t, t)) M_1(t, s).
\]
The identities (2.7) and (2.9) together with the initial conditions (2.4) yield (2.18).

2.1. An effective perturbative scheme

In what follows, we show that equations (2.17)–(2.18) provide an effective characterization of the Dirichlet to Neumann map, namely we show that they yield a well-defined perturbative scheme for computing \( g_1(t) \).

Substituting into (2.18) the expansions
\[
M_1 = \epsilon M_1^{(1)} + \epsilon^2 M_1^{(2)} + \cdots, \quad M_2 = \epsilon M_2^{(1)} + \epsilon^2 M_2^{(2)} + \cdots,
\]
\[
g_0 = \epsilon g_0^{(1)} + \epsilon^2 g_0^{(2)} + \cdots,
\]
where \( \epsilon > 0 \) is a small parameter, we find the following. The terms of \( O(\epsilon) \) yield
\[
M_1^{(1)}(t, s) = g_0^{(1)} \left( \frac{t + s}{2} \right), \quad M_2^{(1)}(t, s) = 0.
\]
The terms of \( O(\epsilon^2) \) yield
\[
M_1^{(2)}(t, s) = g_0^{(2)} \left( \frac{t + s}{2} \right),
\]
\[
M_2^{(2)}(t, s) = \lambda \sqrt{2\pi} e^{i\pi/4} \int_{\sqrt{2}}^{t} \left[ -g_0^{(1)}(\tau) (A^{-1} M_1^{(1)})(\tau, \tau - t + s) + i(A^{-1} M_1^{(1)})(\tau, \tau - t + s) \right] d\tau.
\]
In general, the terms of \( O(\epsilon^n) \) yield
\[
M_1^{(n)}(t, s) = g_0^{(n)} \left( \frac{t + s}{2} \right) + \text{known lower order terms},
\]
\[
M_2^{(n)}(t, s) = \text{known lower order terms}.
\]
Since \( g_0(t) \) is known, it follows that the system (2.18) can be solved perturbatively to all orders. Thus, for ‘small’ boundary conditions, the system yields an effective perturbative characterization of \( M_1 \) and \( M_2 \), in which each term can be computed uniquely in a well-defined recursive manner.
3. Time-periodic boundary conditions

In applications, it is common to have boundary conditions which are periodic or at least asymptotically periodic in time. For the Dirichlet problem, this means that \( g_0(t + t_p) = g_0(t) \) for some period \( t_p > 0 \), or, in the asymptotically periodic case, that \( g_0(t + t_p) - g_0(t) \) decays to zero as \( t \to \infty \). Intuitively we expect the effect of the initial data in the boundary region to diminish for large \( t \), so that the leading asymptotics of the solution near the boundary should be determined by \( g_0(t) \). This suggests that if \( g_0(t) \) is periodic, then the solution \( q(x, t) \) will eventually become periodic in time for small \( x \) as \( t \to \infty \). In this section, we will investigate the large time asymptotics of the Neumann data for the NLS equation, assuming that the Dirichlet data are periodic. In particular, we will consider the question whether (asymptotically) periodic Dirichlet boundary conditions lead to asymptotically periodic Neumann boundary values, i.e. whether the Dirichlet to Neumann map takes (asymptotically) periodic functions to asymptotically periodic functions. After presenting a heuristic argument why this might be true in the general case, we will provide more concrete evidence in the case of vanishing initial values, i.e. whether the Dirichlet to Neumann map takes (asymptotically) periodic functions to asymptotically periodic functions. For the special case when \( g_0(t) \) is a sine-wave, the asymptotics of \( g_1(t) \) to third order in perturbation theory can be determined explicitly and at least up to third order \( g_1 \) is asymptotically periodic.

3.1. Heuristic argument

In order to establish the asymptotic periodicity of \( g_1(t) \), we must analyze the analogous property of the solution \( \{M_1(t, s), M_2(t, s)\} \) of equations (2.18). These equations involve the following three types of integrals:

\[
(I_1M)(t, t + s) := \int_{s/\sqrt{s-t}}^{t} g(\tau)M(\tau, t + s - \tau) \, d\tau, \tag{3.1}
\]

\[
(I_2M)(t, t - s) := \int_{-s/\sqrt{s-t}}^{t} g(\tau)M(\tau, s - t + \tau) \, d\tau, \tag{3.2}
\]

\[
(I_3M)(t, s) := \int_{-s/\sqrt{s-t}}^{s/\sqrt{s-t}} M(\tau, \tau) \, d\tau, \quad 0 < t < T, \quad -t < s < t. \tag{3.3}
\]

We assume that \( g(t) \) is \( 2\pi \) periodic and analyze the properties of the integrals (3.1)–(3.3), under the transformations

\[
t \to t + 2\pi, \quad s \to s + 2\pi. \tag{3.4}
\]

We start with the integral in (3.1):

\[
(I_1M)(t + 2\pi, t + s + 4\pi) = \int_{s+2\pi}^{t+2\pi} g(\tau)M(\tau, t + s + 4\pi - \tau) \, d\tau. \tag{3.5}
\]

Replacing \( \tau \) with \( \tau + 2\pi \) on the rhs of the above equation, we find

\[
(I_1M)(t + 2\pi, t + s + 4\pi) = (I_1\dot{M})(t, t + s), \tag{3.6}
\]

where

\[
\dot{M}(t, s) = M(t + 2\pi, s + 2\pi). \tag{3.7}
\]
Similarly, replacing $\tau$ with $\tau + 2\pi$ in the integral resulting from (3.2) under the transformations (3.4), we find
\[
(I_2M)(t + 2\pi, t - s) = \int_{t-2\pi}^{t} g(\tau)M(\tau + 2\pi, s - t + \tau + 2\pi) \, d\tau
\]
\[
= \int_{t-2\pi}^{t} g(\tau)M(\tau + 2\pi, s - t + \tau + 2\pi) \, d\tau
\]
\[
+ \int_{t-2\pi}^{t} g(\tau)M(\tau + 2\pi, s - t + \tau + 2\pi) \, d\tau.
\]
Replacing in the second integral on the rhs of the above equation $\tau$ with $(t - s)/2 + \tau$, we find
\[
(I_2M)(t + 2\pi, t - s) = (I_2M)(t, t - s)
\]
\[
+ \int_{-2\pi}^{0} g\left(\frac{t-s}{2} + \tau\right) M\left(\frac{t-s}{2} + \tau + 2\pi, \frac{s-t}{2} + \tau + 2\pi\right) \, d\tau.
\] (3.8)
We note that for large $t$ the function $M$ appearing in the integral of the second term of (3.8) can be approximated by $M(t, -t)$ and also recall the equations
\[
L_1(t, -t) = M_1(t, -t) = M_2(t, -t) = 0.
\]
Finally, we consider the integral in (3.3). Replacing $\tau$ with $\tau + 2\pi$ in the integral resulting from (3.3) under the transformations (3.4), we find
\[
(I_3M)(t + 2\pi, s + 2\pi) = \int_{t-4\pi}^{t} M_t(t + 2\pi, \tau + 2\pi) \frac{d\tau}{\sqrt{s - \tau}}
\]
\[
= \int_{t-4\pi}^{t} M_t(t + 2\pi, \tau + 2\pi) \frac{d\tau}{\sqrt{s - \tau}} + \int_{-t-4\pi}^{-t} M_t(t + 2\pi, \tau + 2\pi) \frac{d\tau}{\sqrt{s - \tau}}.
\]
Replacing in the second integral on the rhs of the above equation $\tau$ with $\tau - t$, we find
\[
(I_3M)(t + 2\pi, s + 2\pi) = (I_3M)(t, s) + \int_{-4\pi}^{0} M_t(t + 2\pi, -t + \tau + 2\pi) \frac{d\tau}{\sqrt{s + t - \tau}}.
\] (3.9)
We note that if $M_t$ is bounded in $t$, the integral on the rhs of (3.9) vanishes as $t \to \infty$.

The above properties suggest that it might be possible to prove directly from equations (2.17)–(2.18) that the periodicity of $g_0(t)$ implies the asymptotic periodicity of $g_1(t)$. However, the rigorous proof of this result remains open.

3.2. Time-periodic boundary conditions in the linear limit

**Theorem 3.1.** Let $q(x, t) = \epsilon q_1(x, t) + O(\epsilon^2)$ be the perturbative solution of the NLS equation (1.1) on the half-line with $q(x, 0) = 0$, $x > 0$, and $q(0, t) = \epsilon g_{01}(t) + O(\epsilon^2)$, where $g_{01}(t)$ is a sufficiently smooth function compatible with the zero initial data, i.e. $g_{01}$ and its derivatives vanish at $t = 0$. Let $g_1(t) = q_0(0, t) = \epsilon g_{11}(t) + O(\epsilon^2)$, denote the Neumann boundary values. If
\[
\dot{g}_{01}(t + t_p) - \dot{g}_{01}(t) = O\left(\frac{1}{t^{\nu}}\right), \quad t \to \infty,
\] (3.10)
for some $t_p > 0$ and $\nu > 0$; then,
\[
g_{11}(t + t_p) - g_{11}(t) = \begin{cases} O(t^{-\nu}), & 0 < \nu < 1/2, \\ O(t^{-1/2} \ln t), & \nu = 1/2, \\ O(t^{-1/2}), & \nu > 1/2, \end{cases}, \quad t \to \infty. \] (3.11)
Proof. The Neumann boundary values \( g_{11}(t) \) are given by an Abel transform of \( g_{01}(t) \), see [11]:

\[
g_{11}(t) = -\frac{e^{-\frac{t}{\sqrt{2}}}}{\sqrt{\pi}} h(t), \quad \text{where} \quad h(t) := \int_0^t \frac{\dot{g}_{01}(s)}{\sqrt{t-s}} \, ds. \quad (3.12)
\]

We write

\[
h(t + t_p) = \int_0^{t + t_p} \frac{\dot{g}_{01}(s)}{\sqrt{t + t_p - s}} \, ds = \int_0^t \frac{\dot{g}_{01}(s)}{\sqrt{t + t_p - s}} \, ds + \int_t^{t + t_p} \frac{\dot{g}_{01}(s)}{\sqrt{t + t_p - s}} \, ds.
\]

Changing variables \( s \to s + t_p \) in the second integral, we find

\[
h(t + t_p) = \int_0^t \frac{\dot{g}_{01}(s)}{\sqrt{t + t_p - s}} \, ds + \int_0^t \frac{\dot{g}_{01}(s)}{\sqrt{t - s}} \, ds
\]

\[
= \int_0^t \frac{\dot{g}_{01}(s)}{\sqrt{t + t_p - s}} \, ds + \int_0^t \frac{\dot{g}_{01}(s + t_p) - \dot{g}_{01}(s)}{\sqrt{t - s}} \, ds + h(t).
\]

Since the first integral on the rhs is of \( O(t^{-1/2}) \) as \( t \to \infty \), we infer that

\[
h(t + t_p) - h(t) = \int_0^t \frac{\dot{g}_{01}(s + t_p) - \dot{g}_{01}(s)}{\sqrt{t - s}} \, ds + O(t^{-1/2}), \quad t \to \infty.
\]

Suppose now that \( g_{01}(t) \) satisfies (3.10). Then, there exist constants \( K > 0 \) and \( M > 0 \), such that

\[
\left| \int_0^t \frac{\dot{g}_{01}(s + t_p) - \dot{g}_{01}(s)}{\sqrt{t - s}} \, ds \right| \leq \int_0^K \left| \frac{\dot{g}_{01}(s + t_p) - \dot{g}_{01}(s)}{\sqrt{t - s}} \right| \, ds + M \int_0^K \frac{1}{s^{3/2} \sqrt{t - s}} \, ds
\]

for \( t > K \). The first integral on the rhs is clearly of \( O(t^{-1/2}) \) as \( t \to \infty \), whereas the second integral satisfies

\[
\int_0^K \frac{ds}{s^{3/2} \sqrt{t - s}} = \frac{1}{2} \, _2F_1 \left( \frac{1}{2}, \frac{3}{2}; \frac{5}{2}; 1 - \frac{K}{t} \right) \frac{2}{t^{v}}
\]

\[
= \begin{cases} 
O(t^{-v}), & 0 < v < 1/2, \\
O(t^{-1/2} \ln t), & v = 1/2, \\
O(t^{-1/2}), & v > 1/2,
\end{cases} \quad t \to \infty,
\]

where \(_2F_1\) is the ordinary hypergeometric function. This proves (3.11). \( \square \)

3.3. A sine-wave as boundary data

The prototypical example of a periodic boundary profile which vanishes at \( t = 0 \) is the sine-wave \( g_0(t) = \sin t \). For this example, we can take the results of the previous subsection one step further: we will compute the asymptotics of \( g_1(t) \) to third order in perturbation theory and, as expected, find that the result is asymptotically periodic.

Theorem 3.2. Let

\[
q(x, t) = \epsilon q_1(x, t) + \epsilon^2 q_2(x, t) + \cdots, \quad \epsilon \to 0,
\]

be the perturbative solution of NLS equation (1.1) on the half-line with the initial conditions \( q(x, 0) = 0, s > 0 \), and the Dirichlet boundary conditions

\[
q(0, t) = \epsilon \sin t + O(\epsilon^3).
\]

Let

\[
g_1(t) = q_1(0, t) = \epsilon g_{11}(t) + \epsilon^2 g_{12}(t) + \epsilon^3 g_{13}(t) + O(\epsilon^4)
\]

(3.13)
and

\[ g_{11}(t) = -\frac{e^{-\frac{t}{\Phi_1}} \cos t + \sin t}{\sqrt{2}} + O(t^{-3/2}), \quad t \to \infty, \quad (3.14a) \]

\[ g_{12}(t) = 0, \quad t > 0, \quad (3.14b) \]

\[ \lambda g_{13}(t) = \alpha \cos t + \beta \sin t + \frac{(1 - \sqrt{3})(\sqrt{3} + i)}{16} (\cos 3t - \sin 3t) + O(t^{-1/16}), \quad t \to \infty, \quad (3.14c) \]

where \( \alpha, \beta \in \mathbb{C} \) are constants.

Equations (3.14) imply that the Neumann boundary values are asymptotically periodic at least to third order in the perturbative expansion. More precisely,

\[ g_{11}(t + 2\pi) - g_{11}(t) = O(t^{-3/2}), \quad t \to \infty, \quad (3.15a) \]

\[ g_{12}(t + 2\pi) - g_{12}(t) = 0, \quad t > 0 \quad (3.15b) \]

and

\[ g_{13}(t + 2\pi) - g_{13}(t) = O(t^{-1/16}), \quad t \to \infty. \quad (3.15c) \]

Remark 3.3. If higher order terms are included in (3.13), i.e.

\[ q(0, t) = \epsilon \sin t + \epsilon^2 g_{02}(t) + \epsilon^3 g_{03}(t) + O(\epsilon^4), \]

where \( g_{02}(t) \) and \( g_{03}(t) \) are sufficiently smooth functions compatible with the zero initial data, then the only effect of the functions \( g_{02}(t) \) and \( g_{03}(t) \) is to add the terms

\[ -\frac{e^{-\frac{t}{\Phi_1}}}{\sqrt{\pi}} \int_0^t \frac{g_{02}(s)}{\sqrt{t - s}} \, ds \quad \text{and} \quad -\frac{e^{-\frac{t}{\Phi_1}}}{\sqrt{\pi}} \int_0^t \frac{g_{03}(s)}{\sqrt{t - s}} \, ds \]

to the expressions for \( g_{12}(t) \) and \( g_{13}(t) \), respectively. Employing the argument used to prove theorem 3.1, we deduce that \( g_1(t) \) is still asymptotically periodic to third order in the perturbative expansion provided that \( g_{02}(t) \) and \( g_{03}(t) \) are asymptotically periodic.

3.4. Proof of theorem 3.2

We will use the following equations:

\[ g_{11}(t) = \frac{2}{\pi^2} \int_{\partial D_t} k(\Phi_{11}(t, k) - \Phi_{11}(t, -k)) + i \sin t \, dk, \quad (3.16) \]

\[ g_{13}(t) = \frac{2}{\pi^2} \int_{\partial D_t} k(\Phi_{13}(t, k) - \Phi_{13}(t, -k)) + \frac{2}{\pi} \sin t \int_{\partial D_t} (\Phi_{12}(t, k) - \Phi_{12}(t, -k)) \, dk, \quad (3.17) \]

\[ \Phi_{11}(t, k) = e^{-4ik^2 \tau} \int_0^\tau e^{4ik^2 \tau} (2k \sin \tau + i g_{11}(\tau)) \, d\tau, \quad (3.18) \]

\[ \lambda \Phi_{22}(t, k) = \int_0^\tau [2k \sin \tau - i g_{11}(\tau)] \Phi_{11}(t, k) \, d\tau + i \int_0^\tau \sin^2 \tau \, d\tau, \quad (3.19) \]

\[ \lambda \Phi_{13}(t, k) = e^{-4ik^2 \tau} \int_0^\tau e^{4ik^2 \tau} [-i \sin^2 \tau \Phi_{11}(\tau, k) \right]

\[ + (2k \sin \tau + ig_{11}(\tau))(\lambda \Phi_{22}(\tau, k) + i \lambda g_{13}(\tau)) \, d\tau. \quad (3.20) \]
Proposition 3.4.

\[ g_{11}(t) = \frac{1}{2} \left( e^{i \pi} - e^{-i \pi} \right) + \int_{\partial D_3} e^{-4ik^2 \pi} A(k^2) \, dk, \]

where the contour \( \partial D_3 \) is depicted in figure 1 and

\[ A(k^2) = \frac{1}{i \pi} \left( \frac{4k^2}{4k^2 + 1} - \frac{4k^2}{4k^2 - 1} \right) = -\frac{1}{i \pi} \left( \frac{1}{4k^2 + 1} + \frac{1}{4k^2 - 1} \right). \]

Furthermore,

\[ g_{11}(t) = -\frac{e^{-i \pi/4}}{\sqrt{2}} \left( \cos t + \sin t \right) + O \left( \frac{1}{\sqrt{t}} \right), \quad t \to \infty. \]

Proof. Equation (3.18) yields

\[ k(\Phi_{11} - \Phi_{11}) = -2k^2 \left[ \frac{e^{i \pi} - e^{-i \pi}}{4k^2 + 1} - \frac{e^{-i \pi} - e^{-i \pi}}{4k^2 - 1} \right]. \]

Inserting the rhs of (3.4) into the rhs of (3.16), we find

\[ g_{11} = \frac{1}{i \pi} \int_{\partial D_3} \left\{ \frac{e^{i \pi}}{4k^2 + 1} + \frac{e^{-i \pi}}{4k^2 - 1} + e^{-4i \pi} \left( \frac{4k^2}{4k^2 + 1} - \frac{4k^2}{4k^2 - 1} \right) \right\} \, dk. \]  

(3.21)

The integral on the rhs of (3.21) has removable singularities at \( k = -1/2 \) and \( k = -i/2 \). In what follows, it will be necessary to split the integral in (3.21) into two separate integrals. Thus, before splitting we deform the contour \( \partial D_3 \) to the contour \( \partial \tilde{D}_3 \). Hence, (3.21) becomes

\[ g_{11} = \frac{1}{i \pi} \int_{\partial \tilde{D}_3} \frac{1}{4k^2 + 1} \, dk + \frac{1}{i \pi} \int_{\partial \tilde{D}_3} \frac{1}{4k^2 - 1} \, dk \]

\[ + \frac{1}{i \pi} \int_{\partial \tilde{D}_3} e^{-4i \pi} \left[ \frac{4k^2}{4k^2 + 1} - \frac{4k^2}{4k^2 - 1} \right] \, dk. \]  

(3.22)

The above splitting is consistent with the fact that \( e^{-4i \pi} \) decays in the second and fourth quadrants of the complex \( k \)-plane as \( t \to \infty \). Using the residue theorem to compute the first two integrals on the rhs of (3.22), we find (3.4).

It is straightforward to estimate the large \( t \)-behavior of the integral appearing on the rhs of (3.4). Indeed, we split this integral into two parts, which we denote by \( -\frac{1}{i \pi} I_1 \) and \( -\frac{1}{i \pi} I_2 \). In order to compute \( I_1 \), we deform the part of \( \partial \tilde{D}_3 \) involving the negative real axis along the ray \( \arg k = 3 \pi/4 \). Then, letting \( k = \rho e^{i \pi/4}, \) this part yields

\[ e^{3i \pi/4} \int_{0}^{\infty} e^{-4 \rho^2} \, d\rho = -e^{-i \pi/4} \int_{0}^{\infty} e^{-4 \rho^2} \, d\rho. \]
Similarly, we deform the part of $\partial D_3$ involving the negative imaginary axis along the ray arg $k = -i\pi/4$. Then, letting $k = \rho e^{-i\pi/4}$, this part yields the same expression as in (3.4). Thus,

$$I_1 = -2 e^{-i\pi/4} \int_0^\infty \frac{e^{-4i\rho^2/4}}{1 - 4i\rho^2} d\rho.$$  

The integral $I_2$ can be obtained from the rhs of (3.4) by replacing 1 with $-1$ in the denominator of the integrand in (3.4). Hence,

$$\int_{\partial D_3} e^{-4ik^2} A(k^2) dk = -2 \frac{e^{-i\pi/4}}{i\pi} \int_0^\infty e^{-4\rho^2} \left[ \frac{1}{4i\rho^2 + 1} + \frac{1}{4i\rho^2 - 1} \right] d\rho.$$  

A stationary point calculation implies that the leading order contribution vanishes. The leading order contribution from integration by parts also vanishes; thus,

$$g_{11}(t) = \frac{1}{2} \left( e^t - e^{-i\pi/2} \right) + O\left( \frac{1}{t^{3/2}} \right), \quad t \to \infty. \tag{3.23}$$

**Proposition 3.5.**

$$\Phi_{11}(t, k) = \frac{1}{2} \left[ \frac{e^{-4ik^2} - e^{i\sigma k}}{2k + 1} - \frac{e^{-4ik^2} - e^{-i\sigma k}}{2k + 1} \right] + \frac{1}{4} \int_{\partial D_3} e^{-4ik^2} A(k^2) dk_3,$$  

where the contour $\partial D_3^{\text{for}}$ is depicted in figure 1 and $\sigma = 1$ if $k \in \partial D_3$, whereas $\sigma = -1$ if $-k \in \partial D_3$.

**Proof.** Substituting the expression (3.4) for $g_{11}$ in (3.18) and integrating with respect to $\sigma$, we obtain

$$\Phi_{11}(t, k) = \frac{1}{2} \left[ \frac{e^{-4ik^2} - e^{i\sigma k}}{2k + 1} - \frac{e^{-4ik^2} - e^{-i\sigma k}}{2k + 1} \right] + \frac{1}{4} \int_{\partial D_3} \frac{e^{-4ik^2} - e^{-4ik^2}}{k^2 - k_3^2} A(k_3^2) dk_3. \tag{3.24}$$

The integrand on the rhs of (3.24) has removable singularities at $k_3 = k$ and $k_3 = -k$. In what follows, it will be necessary to split the integral in (3.24) into two separate integrals. Thus, before splitting we deform the contour $\partial D_3$ to the contour $\partial D_3^{\text{for}}$ shown in figure 1. One of these two integrals can be computed exactly via the residue theorem:

$$\frac{-e^{-4ik^2}}{4i\pi} \int_{\partial D_3^{\text{for}}} \frac{k^2 - k_3^2}{k^2 - k_3^2} \left[ \frac{4k^2}{4k_3^2 + 1} - \frac{4k_3^2}{4k^2 - 1} \right] dk_3 = \frac{-e^{-4ik^2}}{2} \left[ -\frac{\sigma}{2k} \left[ \frac{4k^2}{4k^2 + 1} - \frac{4k^2}{4k^2 - 1} \right] \right]_{2k \to -i} - \frac{k_3}{2(k^2 - k_3^2)} \left|_{2k_3 \to -i} \right|.$$  

Substituting this expression in (3.24), where $\partial D_3$ is replaced with $\partial D_3^{\text{for}}$, we find (3.23).

For $k = 0$, a separate analysis shows that the above integral equals $(i + 1)/2$, which agrees with the $k \to 0$ limit of the above expression. \[\square\]
\[ \lambda \Phi_{22}(t, k) = \frac{a_1(k)}{2(2k + 1)} e^{-i(4k^2 - 1)} - \frac{a_1(k)}{2(2k - 1)} e^{-i(4k^2 + 1)} - \frac{i}{8(2k + i)} e^{2i} + \frac{1 - i}{8(2k + 1)} e^{-2i} + \frac{c_1}{2k + 1} + \int_{\partial D_2^\epsilon} c_2(k, k_3) e^{-i(4k_3^2 - 1)} dk_3 + \int_{\partial D_3^\epsilon} c_3(k, k_3) e^{-i(4k_3^2 + 1)} dk_3 \\
+ \int_{\partial D_2} c_4(k, k_2) e^{i(4k_2^2 - 1)} dk_2 + \int_{\partial D_3} c_5(k, k_2) e^{i(4k_2^2 + 1)} dk_2 \\
+ \int_{\partial D_2} c_6(k, k_2) e^{i(4k_2^2 - 1)} dk_2 + \int_{\partial D_3} c_7(k, k_2, k_3) e^{i(4k_2^2 - k_3^2)} dk_2 \), \tag{3.25} \]

where the contour $\partial D_2^\epsilon$ is depicted in Figure 2, $\sigma = 1$ if $k \in \partial D_2$, $\sigma = -1$ if $-k \in \partial D_2$, and similarly for $\partial D_3^\epsilon$, with $\sigma = 1$ if $k_3 \in \partial D_3$, $\sigma = -1$ if $-k_3 \in \partial D_3$. Furthermore, the functions $\{c_i\}$ are defined as follows:

\[ a_1(k) = \frac{1}{2(2k + 1)} - \frac{1}{2(2k - 1)} + \frac{1}{2(2\sigma k - 1)} - \frac{1}{2(2\sigma k - 1)}, \tag{3.26} \]

\[ c_1(k) = \frac{1}{8} \left( \frac{1}{2\sigma k - 1} - \frac{1}{2\sigma k - i} \right) \left( 4k + i - 1 + \frac{2}{2\sigma k - 1} \right) - \frac{1 - i}{4(2k + i)} + \frac{1}{4(2k + 1)} \left( \frac{1}{2\sigma k - 1} - \frac{2\sigma k - 1}{2\sigma k + 1} + \frac{1}{2} \right) \\
- \frac{1}{8} \left( \frac{1}{2\sigma k - 1} - \frac{2\sigma k - 1}{2\sigma k + 1} + \frac{2\sigma k - 1}{2\sigma k + 1} + \frac{1}{2} \right) \\
- \frac{1}{4(2k + i)} \left( \frac{1}{2\sigma k - 1} - \frac{2\sigma k - 1}{2\sigma k + 1} + \frac{1}{2} \right) \\
- \frac{1}{4(2k + 1)} \left( \frac{1}{2\sigma k - 1} - \frac{2\sigma k - 1}{2\sigma k + 1} + \frac{1}{2} \right) \\
- \frac{1}{4(2k + 1)} \left( \frac{1}{2\sigma k - 1} - \frac{2\sigma k - 1}{2\sigma k + 1} + \frac{1}{2} \right) \\
- \frac{1}{4i\pi (4k^2 - 1)^2} - \frac{1}{4i\pi (4k^2 + 1)^2}, \tag{3.27} \]

\[ c_2(k, k_3) = \frac{A(k_3)}{8(k^2 - k_3^2) 4k_3^2 - 1}, \quad c_3(k, k_3) = -\frac{2k + i}{8(k^2 - k_3^2) 4k_3^2 + 1} \tag{3.28} \]

\[ c_4(k, k_2) = \frac{2k - 1}{4k_2^2 - k_2^2}, \quad c_5(k, k_2) = -\frac{2k + i}{2(2k + i)(4k_2^2 + 1)}. \tag{3.29} \]
\[ c_6(k, k_2) = \frac{A(k_2^2)}{2(k + 1)(4k_2^2 - 1)}, \quad c_7(k, k_2, k_3) = \frac{1}{16} \frac{A(k_2^2)A(k_3^2)}{(k^2 - k_2^2)(k_2^2 - k_3^2)}. \] (3.30)

**Proof.** In order to compute \( \Phi_{22} \), we need \( \tilde{g}_{11} \), which is given by

\[ \tilde{g}_{11}(t) = \frac{1}{2}(i e^{-i\tau} - e^{i\tau}) - \int_{\partial \tilde{D}_3} e^{iAK_2} \frac{A(k_2^2)}{k^2 - k_2^2} dk_2, \]

where the contour \( \partial \tilde{D}_3 \) is depicted in figure 2. Noting that

\[-i\tilde{g}_{11}(\tau) + 2k \sin \tau = -\frac{1}{2}(2k - 1)e^{i\tau} + \frac{1}{2}(2ik - 1)e^{-i\tau} + \frac{1}{4} \int_{\partial \tilde{D}_2} e^{iAK_2} \frac{A(k_2^2)}{k^2 - k_2^2} dk_2, \]

and denoting \( \Phi_{11} \) by

\[ \Phi_{11}(t, k) = a_1(k)e^{-4ik_2\tau} + a_2(k)e^{i\tau} + a_3(k)e^{-i\tau} + \frac{1}{4} \int_{\partial \tilde{D}_3} e^{-4ik_2\tau} \frac{A(k_2^2)}{k^2 - k_2^2} dk_3, \]

with \( a_1(k) \) defined by (3.26) and \( a_2(k), a_3(k) \) defined by

\[ a_2(k) = -\frac{1}{2(2k + 1)}, \quad a_3(k) = \frac{1}{2(2k + 1)}, \] (3.31)

we find the following:

\[ \int_0^t (-i\tilde{g}_{11}(\tau) + 2k \sin \tau) \Phi_{11}(\tau, k) d\tau \]

\[ = -\frac{1}{2}(2k - 1) \int_0^t e^{i\tau} \left( a_1(k)e^{-4ik_2\tau} + a_2(k)e^{i\tau} + a_3(k)e^{-i\tau} + \frac{1}{4} \int_{\partial \tilde{D}_3} e^{-4ik_2\tau} \frac{A(k_2^2)}{k^2 - k_2^2} dk_3 \right) d\tau \]

\[ + \frac{1}{2}(2ik - 1) \int_0^t e^{-i\tau} \left( a_1(k)e^{-4ik_2\tau} + a_2(k)e^{i\tau} + a_3(k)e^{-i\tau} + \frac{1}{4} \int_{\partial \tilde{D}_3} e^{-4ik_2\tau} \frac{A(k_2^2)}{k^2 - k_2^2} dk_3 \right) d\tau \]

\[ + i \int_0^t \left\{ \int_{\partial \tilde{D}_2} e^{iAK_2} \frac{A(k_2^2)}{k^2 - k_2^2} dk_2 \right\} d\tau. \] (3.32)

Integrating with respect to \( d\tau \), we find that the rhs of (3.32) equals the following expression:

\[-\frac{1}{2}(2k - 1) \left\{ a_1(k)\frac{e^{-i(4k_2^2-1)}}{-i(4k_2^2 - 1)} + a_2(k)\frac{e^{i(4k_2^2-1)}}{2i} + a_3(k)t \right\} \]

\[ + \frac{1}{4} \int_{\partial \tilde{D}_3} \frac{e^{-i(4k_2^2-1)}}{-i(4k_2^2 - 1)} \frac{A(k_2^2)}{k^2 - k_2^2} dk_3 \] (3.33)

\[ + \frac{1}{2}(2ik - 1) \left\{ a_1(k)\frac{e^{-i(4k_2^2+1)}}{-i(4k_2^2 + 1)} + a_2(k)t + a_3(k)\frac{e^{-2i\tau}}{-2i} \right\} \]

\[ + \frac{1}{4} \int_{\partial \tilde{D}_3} \frac{e^{-i(4k_2^2+1)}}{-i(4k_2^2 + 1)} \frac{A(k_2^2)}{k^2 - k_2^2} dk_3 \] (3.34)

\[ + ia_1(k) \int_{\partial \tilde{D}_2} \frac{e^{iA(k_2^2-k_2^2)}}{4i(k_2^2 - k_2^2)} A(k_2^2) dk_2 + ia_2(k) \int_{\partial \tilde{D}_2} \frac{e^{iA(k_2^2-k_2^2)}}{i(4k_2^2 + 1)} A(k_2^2) dk_2 \]
\[ + i a_3(k) \int_{\dD} \frac{e^{i(4\pi k_3^2 - 1)}}{i(4k_2^2 - 1)} A(k_2^2) \, dk_2 
\]
\[ + \frac{i}{4} \int_{\dD} \left( \int_{\dDk} e^{i4k_3^2 - k_2^2 - 1} A(k_2^2) A(k_3^2) \, dk_3 \right) \, dk_2. \] (3.35)

The first single integral involving \( \dD \) has removable singularities at \( \pm k \); thus, before splitting this integral, we deform \( \dD \) to \( \dDk \).

Using the residue theorem, we find the following:

\[ \int_{\dDk} A(k_2^2) \, dk_3 \]
\[ \int_{\dDk} \frac{A(k_2^2)}{(k_2^2 - k_3^2)(4k_3^2 - 1)} = \frac{2}{(2\sigma k - 1)^2(2\sigma k + 1)} + \frac{i}{4k^2 + 1} - \frac{4\sigma k}{(4k^2 + 1)(4k^2 - 1)} \]
\[ := b_1(k), \]
\[ \int_{\dDk} \frac{A(k_2^2)}{(k_2^2 - k_3^2)(4k_3^2 + 1)} = \frac{2}{(2\sigma k - i)^2(2\sigma k + i)} + \frac{1}{4k^2 - 1} + \frac{4\sigma k}{(4k^2 + 1)(4k^2 - 1)} \]
\[ := b_2(k), \]
\[ \int_{\dDk} A(k_2^2) \, dk_3 \]
\[ \int_{\dDk} \frac{A(k_2^2)}{k_2^2 - k_3^2} \]
\[ \int_{\dDk} \frac{A(k_2^2)}{k_2^2 + 1} = \frac{1}{4}, \]
\[ \int_{\dDk} A(k_2^2) \, dk_3 \]
\[ \int_{\dDk} \frac{A(k_2^2)}{k_2^2 - 1} = \frac{i}{4}. \] (3.36)

Regarding the double integral, we deform \( \dD \) to \( \dDk \), where \( \sigma = 1 \) if \( k_3 \in \dD \) and \( \sigma = -1 \) if \( -k_3 \in \dD \). Then, using a residue calculation similar to the one used in proposition 3.5, we find the following identity:

\[ \int_{\dDk} A(k_2^2) \, dk_3 = \begin{cases} 2 \left( \frac{1}{2k_3 - 1} - \frac{1}{2k_3 + 1} \right), & \sigma = 1, \\ -2 \left( \frac{1}{2k_3 - 1} + \frac{1}{2k_3 - 1} \right), & \sigma = -1. \end{cases} \]

Thus, denoting the double integral with \( b_4(k) \), we find

\[ \int_{\dDk} \left( \int_{\dDk} \frac{A(k_2^2)A(k_3^2)}{(k_2^2 - k_3^2)(k_2^2 - k_3^2)} \, dk_3 \right) \, dk_2 = b_4(k) = -\frac{2}{i\pi} (b_4^{(1)} - b_4^{(2)}), \]

where

\[ b_4^{(1)}(k) = \int_{C_1} \left( \frac{1}{2k_3 - 1} - \frac{1}{2k_3 + 1} \right) \left( \frac{1}{4k_3^2 - 1} + \frac{1}{4k_3^2 - 1} \right) \frac{1}{k_2^2 - k_3^2} \, dk_3, \] (3.37)

\[ b_4^{(2)}(k) = \int_{C_2} \left( \frac{1}{2k_3 + 1} - \frac{1}{2k_3 - 1} \right) \left( \frac{1}{4k_3^2 + 1} + \frac{1}{4k_3^2 - 1} \right) \frac{1}{k_2^2 - k_3^2} \, dk_3, \] (3.38)

and \( C_1 \) and \( C_2 \) denote the parts of \( \dDk \) involving the negative real axis and the negative imaginary axis, respectively, see figure 3. In order to compute \( b_4^{(1)} \) and \( b_4^{(2)} \), it is slightly more convenient to deform \( C_1 \) and \( C_2 \) to \( \tilde{C}_1 \) and \( \tilde{C}_2 \) respectively; see figure 3. Thus, using \( k_3 = re^{i\pi/4} = -r\alpha \), \( \alpha = e^{-i\pi/4} \) and \( k_3 = re^{i\pi/4} \) for \( b_4^{(1)} \) and \( b_4^{(2)} \), respectively, we find

\[ b_4^{(1)} = e^{-i\pi/4} \int_{0}^{\infty} \left( \frac{1}{2re^{-i\pi/4} + 1} - \frac{1}{2re^{-i\pi/4} - 1} \right) \left( \frac{1}{1 - 4ir^2} - \frac{1}{4ir^2} k_2^2 + ir^2 \right) \, dr. \] (3.39)

\[ b_4^{(2)} = -b_4^{(1)}. \] (3.40)
Thus,

\[ b_4(k) = -\frac{4}{i\pi} b^{(1)}_4(k). \]

Computing \( b^{(1)}_4(k) \) explicitly, we find

\[ b_4(k) = -\frac{128k^2 \log(2k) + 4(1 + 4ik(4k^3 + 4k^2 + (3 - i)k + 1))}{4 \pi (16k^4 - 1)^2} + \frac{4}{4(2k + 1)^2(4k^2 + 1)^2} \]

\[ + \frac{4}{i\pi (4k^2 - 1)} + \frac{i}{i\pi (4k^2 + 1)}. \]

Using the above formulas, as well as the identity

\[ i \int_0^t \sin^2 \tau \, d\tau = \frac{it}{2} + \frac{1}{8} e^{-2i\tau} - \frac{1}{8} e^{2i\tau}, \]

we find (3.25), where \( c_1(k) \) is defined as follows:

\[ c_1(k) = \frac{-a_1(k)}{2(2k + 1)} + \frac{a_1(k)}{2(2k - i)} + \frac{1}{8} \left( \frac{1 + i}{2k + i} + \frac{i - 1}{2k + 1} \right) - \frac{1}{8} (2k - 1)b_1(k) \]

\[ + \frac{1}{8} (2k + i)b_2(k) - \frac{a_1(k)}{4} b_3(k) + \frac{a_2(k)}{4} - \frac{i a_3(k)}{4} - \frac{1}{16} b_4(k). \] (3.41)

Simplifying the rhs of (3.41), we find that \( c_1(k) \) is given by the rhs of (3.27). \( \square \)

**Proposition 3.7.**

\[ \lambda g_{13}(t) = \frac{1 - i}{16} \sqrt{3 + i - 3} \left[ \cos 3t - \sin 3t \right] + \alpha \cos t + \beta \cos t + o(1), \quad t \to \infty, \]

where \( \alpha, \beta \in \mathbb{C} \) are constants.

**Proof.** Equation (3.17) can be written in the form

\[ \lambda g_{13}(t) = \lambda g^{(1)}_{13}(t) + \lambda g^{(2)}_{13}(t), \]

where

\[ \lambda g^{(1)}_{13}(t) = \frac{2}{i\pi} \int_{\partial D_3} k[\lambda \Phi_{13}(t, k) - \lambda \Phi_{13}(t, -k)] \, dk \]
The expression for $\Phi_{22}(t, k)$ needed in (3.4) is given by (3.25) with $\sigma = 1$; similarly, $\Phi_{22}(t, -k)$ can be obtained by evaluating the rhs of (3.25) for $\sigma = -1$ and then replacing $k$ by $-k$.

We first compute the term in $\lambda g_{13}^{(2)}(t)$ involving $e^{ik^2}$. This term arises from the third term on the rhs of (3.25) and yields the following contribution:

$$
\frac{e^{it}}{2\pi i} \int_{\partial D_1} \left[ -\frac{1}{8(2k + 1)} + \frac{(1 + i) e^{2it}}{8(-2k + i)} \right] \, dk.
$$

The first term on the rhs of (3.4) is not well defined. This means that there must exist another term in $\Phi_{22}$ which at $k = -i/2$ has a residue given by $(1 + i)e^{2it}/16$. This term is actually the first term of the expression

$$
\frac{a_1(k)}{2(2k + 1)} e^{-itk^2} = \frac{e^{-itk^2}}{2(2k + 1)} \left[ \frac{1}{2(2k + 1)} - \frac{1}{2(2k + 1)} + \frac{1}{2(2k - 1)} - \frac{1}{2(2k - 1)} \right].
$$

Indeed, the residue at $k = -i/2$ of the first term in the above expression equals

$$
\frac{e^{2it}}{8(1 - i)} = \frac{(1 + i)e^{2it}}{16}.
$$

Hence, as usual we must deform $\partial D_3$ to $\partial \tilde{D}_3$ before splitting, and then (3.4) becomes

$$
-\frac{(1 + i)e^{2it}}{8i\pi} \int_{\partial \tilde{D}_3} \left( \frac{1}{2k + i} + \frac{1}{2k - i} \right) \, dk = -\frac{(1 + i)e^{2it}}{16},
$$

where we have used the fact that the above integrand has simple poles at $k = -i/2$ and at $k = \infty$.

We next compute the term in $\lambda g_{13}^{(2)}(t)$ involving $te^{ik^2}$. This term arises from the fifth term on the rhs of (3.25) and yields the following contribution:

$$
\frac{te^{it}}{2\pi i} \int_{\partial D_1} \left( \frac{1}{2k + 1} + \frac{1}{2k - 1} \right) \, dk = \frac{t}{4} e^{it},
$$

where we have used the fact that the above integrand has simple poles at $k = -1/2$ and at $k = \infty$.

We note that $g_{13}^{(2)}$ contains neither $e^{2it}$ nor $e^{-2it}$.

In order to compute the analogous contributions from $\lambda g_{13}^{(1)}(t)$, we note that according to (3.20), $\lambda\Phi_{13}(t, k)$ involves two contributions. Noting that

$$
\int_0^t -i\sin^2\tau e^{itk^2} \Phi_{11}(\tau, k) \, d\tau = \int_0^t \left[ -\frac{i}{2} e^{itk^2} + \frac{i}{4} e^{itk^2+2} + \frac{i}{4} e^{itk^2-2} \right] \times \left[ a_1(k) e^{-itk^2} + a_2(k) e^{itk^2} + a_3(k) e^{-itk^2} + \frac{1}{4} \int_{\alpha_{2k}^2} k^2 - k^2 \lambda(k^2) \, dk \right] \, d\tau,
$$

it follows that $\lambda g_{13}^{(1)}(t)$ involves the following explicit terms:

$$
I_{1}(t, k) = e^{-itk^2} \left\{ -\frac{i}{2} a_1 t - \frac{a_2 e^{itk^2+1}}{4k^2 + 1} - \frac{a_3 e^{itk^2-1}}{4k^2 - 1} + \frac{a_1 e^{2it}}{4} + \frac{a_2 e^{2itk^2+3}}{4k^2 + 3} + \frac{a_3 e^{2itk^2+1}}{4k^2 + 1} - \frac{a_1 e^{-2it}}{4} + \frac{a_2 e^{-2itk^2-1}}{4k^2 - 1} + \frac{a_3 e^{-2itk^2-3}}{4k^2 - 3} \right\}.
$$
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Furthermore, noting that
\[
\int_0^t \left[ 2k \sin \tau + ig_{11}(\tau) \right] e^{ik^2 \tau} \lambda \Phi_{22}(\tau, k) \, d\tau = \int_0^t \left[ \frac{i}{2} (2k - 1) e^{i(4k^2 - 1)} - \frac{i}{2} (2k - i) e^{i(4k^2 + 1)} \right] \lambda \Phi_{22}(\tau, k) \, d\tau,
\]

it follows that \(\lambda g_{13}(t)\) also involves the following explicit terms:
\[
I_2(t, k) = e^{-4ikt} \left( \frac{i(2k - 1)a_1 t}{4(2k + 1)} + \frac{(2k - 1)a_1 e^{-2it} - 1}{8(2k - i)} - (1 + i) \frac{2k - 1}{16(2k + i)} e^{i(4k^2 + 1)} - 1 \right) - \frac{(1 - i)(2k - 1)}{16(2k + 1)} e^{4ikt - 3} - 1 - \frac{2k - 1}{4(2k + 1)} - (1 + i) \frac{e^{i(4k^2 - 1)} - 1}{i(4k^2 - 1)} + \frac{e^{i(4k^2 - 1)} - 1}{(4k^2 - 1)^2} \right)
\]
\[- \frac{2k - i}{16(2k + 1)} \frac{i a_1 t}{4} + \frac{2k - i}{4(2k + 1)} e^{i(4k^2 + 1)} - 1 \right) \right].
\]

The expressions \(I_1\) and \(I_2\) yield the following asymptotic contributions:
\[
\lambda g_{13}^{(1)}(t) \sim 2 \int_{\partial D_1} k [I_1(t, k)\sigma = 1 - I_1(t, -k)\sigma = 1] \, dk
\]
\[
+ 2 \int_{\partial D_1} k [I_2(t, k)\sigma = 1 - I_2(t, -k)\sigma = 1] \, dk.
\]

We next compute the contribution in (3.45) of terms involving \(te^\omega\). The first term of the rhs of (3.45) yields no such contribution. The second term in (3.45) yields a contribution from the penultimate term in (3.44). The coefficient of this term is given by
\[
\frac{2k - i}{4i(2k + 1)(4k^2 + 1)} = -\frac{i}{4} \frac{1}{2k + i} \frac{1}{2k + i}.
\]

Thus, the relevant contribution equals
\[
\frac{2}{i\pi} \left( -\frac{i}{4} \right) e^{i\omega} \int_{\partial D_1} k \left[ \frac{1}{(2k + 1)(2k + i)} - \frac{1}{(-2k + 1)(-2k + i)} \right] \, dk = -\frac{i}{4} e^{i\omega},
\]
where we have used the fact that the above integrand has simple poles at \(k = -i/2\) and \(k = -1/2\) (but not at \(k = \infty\)).

The expressions in (3.4) imply that the terms involving \(te^\omega\) cancel.

We finally compute the contribution in (3.45) of terms involving \(e^{3i\omega}\). These contributions arise from the fifth term in \(I_1\) and from the ninth term in \(I_2\). Noting that the associated coefficients are given by
\[
\alpha_2 = \frac{1}{4(4k^2 + 3)} = \frac{1}{8(2k + i)(4k^2 + 3)}, \quad \frac{(1 + i)(2k - i)}{16} \frac{1}{2k + i} \frac{1}{4k^2 + 3},
\]
it follows that these terms yield the following contribution:
\[
\frac{2}{i\pi} \left( \frac{1 + i}{16} \right) e^{3i\omega} \int_{\partial D_1} \left( \frac{2k - 1}{2k + i} - \frac{2k + 1}{2k - i} \right) \frac{k}{4(4k^2 + 3)} = \frac{(\sqrt{3} - 1)}{16} e^{3i\omega},
\]
where we have used the fact that the integrand in (3.4) has simple poles at \(k = -i/2\) and at \(k = -i\sqrt{3}/2\) (but not at \(k = \infty\)). Combining the two expressions in (3.4), we find that the coefficient of \(e^{3i\omega}\) is given by \((\sqrt{3} - 2 - i)/16\), which is the coefficient of \(e^{3i\omega}\) in (3.7).
A similar analysis yields the coefficient of \(e^{-3t}\). Furthermore, \(g^{(1)}_{13}\) contains neither \(e^{2it}\) nor \(e^{-2it}\).

The computations of the large \(t\) asymptotics of the terms involving single integrals with respect to \(dk_2\) and \(dk_3\) of \(e^{\pm i\epsilon t_j}\) and \(e^{\pm \epsilon t_j}\), respectively, as well as double integrals with respect to \(dk_2dk_3\) of \(e^{\pm i\epsilon (t_j+k_j)}\), are similar with the computations presented in proposition 3.4. However, the details although straightforward are long. Thus, instead of carrying out these computations in detail, we appeal to the rigorous result obtained in section 4.

\[\square\]

### 4. An alternative derivation of the asymptotics of the sine-wave

In what follows, we present an alternative derivation of the basic formulas (3.14). Furthermore, we derive a rigorous estimate for the error term and we also show that the constants \(\alpha\) and \(\beta\) are given by equation (4.27) below.

#### 4.1. An alternative proof of theorem 3.2

Since \(\lambda\) only affects the sign of \(g_{13}\), we may assume that \(\lambda = 1\). When \(g_{01}(t) = \sin t\), the function \(h(t)\) defined in (3.12), i.e.

\[h(t) = \int_0^t \frac{\cos s}{\sqrt{t-s}} \, ds,\]

satisfies

\[h(t) = 2\sqrt{t} F_2\left(1; \frac{3}{4}, \frac{5}{4}; \frac{t^2}{4}\right)\]

\[= \sqrt{\frac{\pi}{2}} \sin t + \cos t - \frac{1}{2t^{3/2}} + \frac{15}{8t^{7/2}} - \frac{945}{32t^{11/2}} + O(t^{-15/2}), \quad t \to \infty, \quad (4.1)\]

where \(F_2\) is the generalized hypergeometric function \(pF_q\) with \(p = 1\) and \(q = 2\). Since \(g_{11} = -e^{-\frac{4\pi}{t^4}}/\sqrt{\pi}\), this proves (3.14a). Since \(g_{01}(t)\) has no term of \(O(t^2)\), \(g_{12}(t)\) vanishes identically, which proves (3.14b). Clearly, equations (3.15) are a consequence of (3.14). Therefore, it only remains to prove (3.14c), and this relies on the following expression for \(g_{13}(t)\), which is obtained by setting \(g_{01}(t) = \sin t\) in the general expression for \(g_{13}(t)\) derived in [11]:

\[\lambda g_{13}(t) = \frac{2c}{\pi^2} \int_0^t \frac{\sin^3 t'}{\sqrt{t-t'}^2} \, dt' + \frac{2c}{\pi^2} \int_0^t \frac{\sin^2 t'}{\sqrt{t-t'}^2} \, dt' - \frac{2c}{\pi^2} \int_0^t \frac{\cos t'}{\sqrt{t-t'}^2} \, dt' - \frac{2c}{\pi^2} \int_0^t \frac{\cos t'}{\sqrt{t-t'}^2} \, dt' - \frac{2c}{\pi^2} \int_0^t \frac{\cos t'}{\sqrt{t-t'}^2} \, dt' + \int_0^t h(t') \sin t' \, dt'\]

\[= T_1 + T_2 + T_3 + T_4 + T_5 + T_6 + T_7, \quad (4.2)\]

where \(c = \frac{2\pi}{\alpha} e^{-\frac{4\pi}{t^4}}\) and the functions \(I_{ac}, I_{ab}, I_{ah}\) and \(I_{ah}\) are defined by

\[I_{ac}(t) = \int_0^t \frac{\cos t'}{\sqrt{t-t'}^2} \, dt' + \frac{2}{\pi^2} \int_0^t \frac{\cos t'}{\sqrt{t-t'}^2} \, dt' \quad (4.3a)\]

\[I_{ab}(t) = \int_0^t \frac{\cos t'}{\sqrt{t-t'}^2} \, dt' + \frac{2}{\pi^2} \int_0^t \frac{\cos t'}{\sqrt{t-t'}^2} \, dt' \quad (4.3b)\]

\[I_{ah}(t) = \int_0^t \frac{h(t')}{\sqrt{t-t'}^2} \, dt' + \frac{2}{\pi^2} \int_0^t \frac{h(t')}{\sqrt{t-t'}^2} \, dt' \quad (4.3c)\]
\[
I_{\text{rhs}}(t) = \int_0^t \frac{\sin(t')}{(t' + t'')^{3/2}} \, dt'.
\] (4.3d)

We will treat the different expressions in (4.3) in a series of lemmas. In this respect, we introduce the following notations:

- **S(z) and C(z)** are the Fresnel integrals defined by
  \[
  S(z) = \int_0^z \sin \frac{\pi s^2}{2} \, ds, \quad C(z) = \int_0^z \cos \frac{\pi s^2}{2} \, ds.
  \] (4.4)

- Given a function \( f(t) \), \( A f(t) \) denotes the Abel transform,
  \[
  A f(t) := \int_0^t \frac{f(s) \, ds}{\sqrt{t - s}}.
  \] (4.5)

- Given a function \( f(t) \), \( I f(t) \) denotes the integral
  \[
  I f(t) := \int_0^t f(s) \, ds.
  \] (4.6)

- The functions \( H_s(t) \) and \( H_c(t) \) are defined by
  \[
  H_s(t) := \int_0^t h(s) \sin s \, ds, \quad H_c(t) := \int_0^t h(s) \cos s \, ds.
  \] (4.7)

Note that the inversion of the Abel transform yields \( A h(t) = \pi \sin t \). The function \( h(t) \) can be written as
\[
h(t) = \sqrt{2\pi} \left( C\left(\sqrt{\frac{2}{\pi}} \sqrt{t}\right) \cos(t) + S\left(\sqrt{\frac{2}{\pi}} \sqrt{t}\right) \sin(t) \right).
\] (4.8)

**Lemma 4.1.** The term \( T_1 \), i.e. the first term of the rhs of (4.2), satisfies
\[
T_1 = \frac{ic}{3\sqrt{2\pi}} \left\{ -9C\left(\sqrt{\frac{2}{\pi}} \sqrt{t}\right) \sin(t) + \sqrt{3}C\left(\sqrt{\frac{6}{\pi}} \sqrt{t}\right) \sin(3t) \\
+ 9S\left(\sqrt{\frac{2}{\pi}} \sqrt{t}\right) \cos(t) - \sqrt{3}S\left(\sqrt{\frac{6}{\pi}} \sqrt{t}\right) \cos(3t) \right\}.
\]

**Proof.**
\[
\int_0^t \frac{\sin^3 t'}{\sqrt{t - t'}} \, dt' = \frac{1}{4} \int_0^t \frac{3 \sin t' - \sin 3t'}{\sqrt{t - t'}} \, dt' = \frac{1}{4} \int_0^t \frac{3 \sin(t - s) - \sin(3t - 3s)}{\sqrt{3}} \, ds.
\]
The result follows by expanding the sine functions and expressing the result in terms of \( C(z) \) and \( S(z) \). \( \square \)

**Lemma 4.2.** The terms \( T_2 \) and \( T_3 \), i.e. the second and third terms of the rhs of (4.2), satisfy
\[
T_2 = -\frac{2c}{\pi^3} \left[ \left( \frac{t}{2} - \frac{\sin 2t}{4} \right) h - A \left( \cos(t) \left( \frac{t}{2} - \frac{\sin 2t}{4} \right) \right) \right]
\]
and
\[
T_3 = -\sqrt{\frac{2}{\pi}} H_s(t) \sin t.
\]
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Proof. This follows using integration by parts and the identity
\[
\int_0^t \sin^2 s \, ds = \frac{t}{2} - \frac{1}{4} \sin 2t.
\]

In order to find the asymptotics of \(T_6 - T_7\), our strategy is to reduce the expressions for \(I_{\text{sc}}\), \(I_{\text{sh}}, I_{\text{sh}}, \) to expressions involving only the Fresnel integrals \(C, S\), the functions \(H_c, H_s, h\), and the operators \(A\) and \(I\).

**Lemma 4.3.** The function \(I_{\text{sc}}(t)\) defined in (4.3a) can be expressed in the following form:
\[
I_{\text{sc}} = \frac{1}{8} \left\{ \sqrt{6\pi} \left( S \left( \sqrt{\frac{6}{\pi}} \right) \cos(3t) - C \left( \sqrt{\frac{6}{\pi}} \right) \sin(3t) \right) \\
+ \sqrt{2\pi} C \left( \sqrt{\frac{2}{\pi}} \right) (3 \sin t + \sin(3t) - 2 \cos t) \\
+ 2 \sin t \left( \sqrt{2\pi} S \left( \sqrt{\frac{2}{\pi}} \right) (t + \sin 2t) + 2 \sqrt{t} \cos t \right) \right\}.
\]

Proof. The relevant integrals can be computed using the type of argument employed in the proof of lemma 4.1 and integration by parts. □

**Lemma 4.4.** The function \(I_{\text{sh}}(t)\) defined in (4.3b) can be expressed in the following form:
\[
I_{\text{sh}} = 2A(H_c h) + 2 \cos(t) I[hA(H_c, h)] + 2 \sin(t) I[hA(H_s, h)] \\
+ 2 \cos(t) I[hA(H_c, \sin)] - 2 \sin(t) I[hA(H_s, \sin)] \\
- 2A[\cos(t) I(hH_c, \cos)] - 2A[\sin(t) I(hH_s, \cos)] \\
- 2A[\cos(t) I(hH_s, \sin)] + 2A[\sin(t) I(hH_c, \sin)] \\
- 2H_c A(H_c, \cos) - 2H_s A(H_s, \sin) + 2A(H_c^2 \cos) \\
- 2H_c A(H_c, \cos) + 2H_s A(H_s, \sin) + 2A(H_s^2 \cos),
\]
where \(\sin\) and \(\cos\) denote the functions \(x \mapsto \sin(x)\) and \(x \mapsto \cos(x)\), respectively.

Proof. Exchanging the order of integration in the definition (4.3b) of \(I_{\text{sh}}\) and then computing the integral with respect to \(dr\), we find
\[
I_{\text{sh}} = \int_0^t dr' h(t') \int_0^{t'} dr'' h(t'') \int_{r'}^t \frac{dt'}{(t - t' + t'' - t''')^{3/2}} \\
= \int_0^t dr' h(t') \int_0^{t'} dr'' h(t'') \left\{ \frac{2 \sin(t + t'' - t''')}{\sqrt{t'' - t'''}} - \frac{2 \sin(t'')}{\sqrt{t - t''}} \right\} \\
+ 2 \sqrt{2\pi} \cos(t + t'' - t''') \left[ C \left( \sqrt{\frac{2}{\pi}} \sqrt{t'' - t'''} \right) - C \left( \sqrt{\frac{2}{\pi}} \sqrt{t - t''} \right) \right] \\
+ 2 \sqrt{2\pi} \sin(t + t'' - t''') \left[ S \left( \sqrt{\frac{2}{\pi}} \sqrt{t'' - t''' \right) - S \left( \sqrt{\frac{2}{\pi}} \sqrt{t - t''} \right) \right].
\]
Integration by parts implies that the terms involving \(C(\sqrt{\frac{2}{\pi}} \sqrt{t'' - t'''})\) and \(S(\sqrt{\frac{2}{\pi}} \sqrt{t'' - t'''})\) can be written as
\[
2 \int_0^t dr' h(t') \int_0^{t'} dr'' \left( \int_{r'}^t h(r) \cos(t + t'' - r) \, dr \right) \cos(t'' - t''') \sqrt{t'' - t'''},
\]
and
\[\int_0^1 dr'' h(t'') \int_0^{r''} dr''' \left( \int_0^{r''} h(r) \sin(t + l'' - r) \, dr \right) \frac{\sin(t'' - l''')}{\sqrt{t'' - l'''}} \]
respectively. Using the identity
\[\cos(t + t'' - r) \cos(t'' - l''') + \sin(t + t'' - r) \sin(t'' - l''') = \cos(r - t - l'''),\]
it follows that the total contribution of these two terms is given by
\[\frac{1}{\sqrt{t'' - l'''}} \]
Similarity, integrating by parts twice, we infer that the terms on the rhs of (4.10) involving
\[C\left(\frac{2}{T} \sqrt{T - l'''}\right)\]
and \[S\left(\frac{2}{T} \sqrt{T - l'''}\right)\]
can be written as
\[-2 \int_0^1 dr'' \left( \int_0^{r''} h(r) \left( \int_0^{r''} h(r) \cos(t + \tau - r) \, dr \right) \, d\tau \right) \frac{\cos(t - l'')}{\sqrt{t - l''}} \]
and
\[-2 \int_0^1 dr'' h(t'') \int_0^{r''} dr''' \left( \int_0^{r''} h(r) \cos(t + l'' - r) \, dr \right) \frac{\cos(t - l''')}{\sqrt{t - l'''}} \]
respectively. Using the identities
\[\cos(t + \tau - r) \cos(t - l'') + \sin(t + \tau - r) \sin(t - l'') = \cos(r - l'' - \tau),\]
\[\cos(t + l'' - r) \cos(t - l''') + \sin(t + l'' - r) \sin(t - l''') = \cos(r - l'' - l'''),\]
we infer that the total contribution of these two terms is given by
\[-2 \int_0^1 dr'' \left( \int_0^{r''} h(r) \left( \int_0^{r''} h(r) \cos(r - l'' - \tau) \, dr \right) \, d\tau \right) \frac{1}{\sqrt{t - l''}} \]
and
\[-2 \int_0^1 dr'' h(t'') \int_0^{r''} dr''' \left( \int_0^{r''} h(r) \cos(r - t - l''') \, dr \right) \frac{1}{\sqrt{t - l'''}} \]
In summary,
\[I_{ah} = \int_0^1 dr'' h(t'') \int_0^{r''} dr''' h(t''') \left( \frac{2 \sin t}{\sqrt{t'' - l'''}} - \frac{2 \sin t''}{\sqrt{t - l''}} \right) \]
\[+ 2 \int_0^1 dr'' h(t'') \int_0^{r''} dr''' \left( \int_0^{r''} h(r) \cos(r - t - l''') \, dr \right) \frac{1}{\sqrt{t'' - l'''}} \]
\[2 \int_0^1 dr'' \left( \int_0^{r''} h(r) \left( \int_0^{r''} h(r) \cos(r - t - l'' - \tau) \, dr \right) \, d\tau \right) \frac{1}{\sqrt{t - l''}} \]
\[\frac{1}{\sqrt{t - l'''}} \] (4.11)
The term involving \[\frac{2 \sin t}{\sqrt{t'' - l'''}}\]
equals
\[2 \sin(t) I(hAh) = 2 \pi \sin(t) H_i.\]
Integrating by parts with respect to $dr''$, we can write the term involving $\frac{2 \sin r' t''}{\sqrt{1 - t''}}$ as

$$-2H_c(t)(Ah)(t) + 2(A(H_c h))(t) = -2\pi H_c(t) \sin(t) + 2(A(H_c h))(t).$$

Moreover, using that

$$\cos(r - t'' - t''') = \cos t'' \cos(r - t''') + \sin t'' \sin(r - t''')$$

and integrating by parts with respect to $dr''$, we can write the last line of (4.11) in the following form:

$$-2H_c(t) \int_0^t dr'' \left( \int_0^{r'} h(r) \cos(r - t''') dr \right) \frac{1}{\sqrt{1 - t''''}}$$

$$+ 2 \int_0^t dr'' H_c(t') \int_0^{r'} h(r) \cos(r - t''') dr \frac{1}{\sqrt{1 - t''''}}$$

$$- 2H_c(t) \int_0^t dr'' \left( \int_0^{r'} h(r) \sin(r - t''') dr \right) \frac{1}{\sqrt{1 - t''''}}$$

$$+ 2 \int_0^t dr'' H_c(t') \int_0^{r'} h(r) \sin(r - t''') dr \frac{1}{\sqrt{1 - t''''}}$$

$$= -2H_c(t) A(H_c \cos(t)) - 2H_c(t) A(H_c \sin(t)) + 2A(H_c^2 \cos(t)) + 2A(H_c H_s \sin(t))$$

$$- 2H_c(t) A(H_c \cos(t)) + 2H_c(t) A(H_c \sin(t)) + 2A(H_c^2 \cos(t)) - 2A(H_c H_s \sin(t)).$$

Expanding the cosine functions in the second and third lines of (4.11) in a similar way, we find (4.9).

**Lemma 4.5.** The function $I_{ab}(t)$ defined in (4.3c) can be expressed in the following form:

$$I_{ab} = 4A(hH_c) - 2\pi H_c \sin t - 3A(H_c^2) - 6A(H_c H_s \sin) + 3A(H_c^2 \cos)$$

$$+ 2A[\cos(t)I(hH_c \cos)] + 2A[\sin(t)I(hH_c \sin)]$$

$$- 2A[\cos(t)I(hH_s \sin)] + 2A[\sin(t)I(hH_s \sin)]$$

$$+ 2H_c A(H_c \cos) + 2H_c A(H_c \sin) + 2H_c A(H_s \sin) - 2H_c A(H_c \cos).$$

**Proof.** The proof is similar to that of lemma 4.4.

**Lemma 4.6.** The function $I_{bh}(t)$ defined in (4.3d) can be expressed in the following form:

$$I_{bh} = 2A(hH_c) + 2A(H_c^2 \cos) - 2A[\cos(t)I(hH_c \cos)] - 2A[\sin(t)I(hH_c \cos)]$$

$$+ 2A(H_c^2 \cos) - 2A[\cos(t)I(hH_s \sin)] + 2A[\sin(t)I(hH_s \sin)]$$

$$+ 2\sqrt{2 \pi C} \left( \frac{2}{\pi} \sqrt{t} \right) \left[ - \cos(t)I(hH_c \cos) + \sin(t)I(hH_c \cos) $$

$$- \cos(t)I(hH_s \sin) - \sin(t)I(hH_s \sin) \right]$$

$$+ 2\sqrt{2 \pi S} \left( \frac{2}{\pi} \sqrt{t} \right) \left[ - \cos(t)I(hH_s \cos) - \sin(t)I(hH_s \cos) $$

$$+ \cos(t)I(hH_c \sin) - \sin(t)I(hH_c \sin) \right]$$

$$+ 2 \int_0^t dr' h'(t') \int_0^{r'} dr'' \frac{\cos t'' H_c(t'') + \sin t'' H_s(t'')}{\sqrt{1 - t'' + t'''}}.$$
Proof. Computing the integral with respect to \(d''r\) in the definition (4.3d) of \(I_{\text{hhs}}\), we find

\[
I_{\text{hhs}} = \int_0^t \int_0^{t'} dr'h(t') \int_0^{t''} dr'' h(t'') \frac{2 \sin t'}{\sqrt{t-t'}} 
+ 2\sqrt{2\pi} \int_0^{t'} dr'h(t') \int_0^{t''} dr'' h(t'') \cos(t-t'+t'') 
\times \left( C \left( \frac{2}{\pi} \sqrt{t-t'} \right) - C \left( \frac{2}{\pi} \sqrt{t-t'+t''} \right) \right) 
+ 2\sqrt{2\pi} \int_0^{t'} dr'h(t') \int_0^{t''} dr'' h(t'') \sin(t-t'+t'') 
\times \left( S \left( \frac{2}{\pi} \sqrt{t-t'} \right) - S \left( \frac{2}{\pi} \sqrt{t-t'+t''} \right) \right).
\]

Exchanging the order of integration, integrating by parts with respect to \(d'r\) and then changing back the order of integration, we find that the terms involving \(C(\sqrt{\frac{2}{\pi}} \sqrt{t-t'})\) and \(S(\sqrt{\frac{2}{\pi}} \sqrt{t-t'})\) can be written as

\[
2 \int_0^{t'} dr' \int_0^{t''} dr'' h(t'') \left( \int_{t'}^{t''} h(r) \cos(t-r+t'') dr \right) \frac{\cos(t-t')}{\sqrt{t-t'}}
\]

and

\[
2 \int_0^{t'} dr' \int_0^{t''} dr'' h(t'') \left( \int_{t'}^{t''} h(r) \sin(t-r+t'') dr \right) \frac{\sin(t-t')}{\sqrt{t-t'}}.
\]

respectively. Using the identity

\[
\cos(t-r+t'') \cos(t-t') + \sin(t-r+t'') \sin(t-t') = \cos(r-t'-t''),
\]

we see that the total contribution of these two terms is

\[
2 \int_0^{t'} dr' \int_0^{t''} dr'' h(t'') \left( \int_{t'}^{t''} h(r) \cos(r-t'-t'') dr \right) \frac{1}{\sqrt{t-t'}}.
\]

Similarly, integrating by parts with respect to \(d''r\), the terms involving \(C(\sqrt{\frac{2}{\pi}} \sqrt{t-t'+t''})\) and \(S(\sqrt{\frac{2}{\pi}} \sqrt{t-t'+t''})\) can be written as

\[
-2\sqrt{2\pi} C \left( \frac{2}{\pi} \sqrt{t-t'} \right) \int_0^{t'} dr'h(t') \int_0^{t''} h(r) \cos(t-t'+r) dr 
+ 2 \int_0^{t'} dr'h(t') \int_0^{t''} dr'' \left( \int_0^{t''} h(r) \cos(t-t'+r) dr \right) \frac{\cos(t-t'+t'')}{\sqrt{t-t'+t''}}
\]

and

\[
-2\sqrt{2\pi} S \left( \frac{2}{\pi} \sqrt{t-t'} \right) \int_0^{t'} dr'h(t') \int_0^{t''} h(r) \sin(t-t'+r) dr 
+ 2 \int_0^{t'} dr'h(t') \int_0^{t''} dr'' \left( \int_0^{t''} h(r) \sin(t-t'+r) dr \right) \frac{\sin(t-t'+t'')}{\sqrt{t-t'+t''}}.
\]

Using the identity

\[
\cos(t-t'+r) \cos(t-t'+t'') + \sin(t-t'+r) \sin(t-t'+t'') = \cos(r-t''),
\]

we find
we infer that the total contribution of these two terms is
\[-2\sqrt{2}\pi C \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t h(r) \cos(t - t' + r) \, dr \]
\[-2\sqrt{2}\pi S \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t h(r) \sin(t - t' + r) \, dr \]
\[+ 2 \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t \frac{t''}{\sqrt{t}} h(r) \cos(r - t' - t'') \, dr \frac{1}{\sqrt{t'' - t'^2}}.\]

In summary,
\[I_{\text{shs}} = \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t \frac{t''}{\sqrt{t}} h(t'') \frac{2 \sin t''}{\sqrt{t - t'}} \]
\[+ 2 \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t \frac{t''}{\sqrt{t}} h(t'') \left( \int_0^t h(r) \cos(r - t' - t'') \, dr \right) \frac{1}{\sqrt{t - t'}} \]
\[-2\sqrt{2}\pi C \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t h(r) \cos(t - t' + r) \, dr \]
\[-2\sqrt{2}\pi S \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t h(r) \sin(t - t' + r) \, dr \]
\[+ 2 \int_0^t \frac{t'}{\sqrt{t}} h(t') \int_0^t \frac{t''}{\sqrt{t}} h(r) \cos(r - t' - t'') \, dr \frac{1}{\sqrt{t'' - t'^2}}.\]

The first term on the rhs equals \(2A(hH_s)\). Expanding the trigonometric functions in the remaining terms, we arrive at (4.13).

We will find the asymptotics of \(g_{13}\) by determining the asymptotics of the various terms appearing in the above lemmas. We begin with the functions \(H_c\) and \(H_s\), which can be expressed in terms of \(C\) and \(S\).

**Lemma 4.7.** The functions \(H_c\) and \(H_s\) defined in (4.7) satisfy the following estimates:

\[
H_c(t) = \frac{1}{4} \left\{ \sqrt{2\pi} C \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \left( 2t + \sin 2t \right) - \sqrt{2\pi} S \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \cos 2t - 2\sqrt{t} \sin(t) \right\} \\
= \frac{1}{2} \sqrt{\frac{\pi}{2}} t + \frac{1}{4} \sqrt{\frac{\pi}{2}} (\sin 2t + \cos 2t) - \frac{\sin(t)}{2t^{3/2}} + \frac{3 \cos(t)}{4t^{5/2}} + \frac{15 \sin(t)}{4t^{1/2}} \, O(t^{-9/2})
\]

\[
H_s(t) = \frac{1}{4} \left\{ 2\sqrt{2}\pi \cos(t) - \sqrt{2\pi} \left( C \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \cos(2t) + S \left( \int_0^\pi \frac{\sqrt{t}}{\sqrt{t}} \right) \sin(2t) \right) \right\} \\
= \frac{1}{2} \sqrt{\frac{\pi}{2}} t - \frac{1}{4} \sqrt{\frac{\pi}{2}} (\sin 2t + \cos 2t) + \frac{\cos(t)}{2t^{3/2}} + \frac{3 \sin(t)}{4t^{5/2}} + \frac{15 \cos(t)}{4t^{1/2}} \, O(t^{-9/2}).
\]

**Proof.** This is a direct consequence of using the expression (4.8) for \(h(t)\).

Since \(H_c\) and \(H_s\) are of \(O(t)\) as \(t \to \infty\), by scrutinizing the above lemmas it becomes clear that in order to determine the asymptotics of \(g_{13}\) to order \(O(t^{-1/16})\), we need to find the asymptotics of the following terms to \(O(t^{-1/16})\):

\[
A(H_c), \, A(\cos(t)I(hH_c) - \cos(t)I(hH_c)), \, A(\sin(t)I(hH_c) - \sin(t)I(hH_c)), \\
A(\cos(t)I(hH_s)), \, A(\cos(t)I(hH_s) - \cos(t)I(hH_s)), \\
A(\sin(t)I(hH_s)), \, A(\cos(t)I(hH_s) - \cos(t)I(hH_s)), \\
l(hA(H_c)), \, l(hA(H_c) - hA(H_c)), \, l(hA(H_c)), \, l(hA(H_c) - hA(H_c)).
\]

(4.14)
as well as of the following terms to $O(t^{-17/16})$:

$$A(H, \cos), \quad A(H, \sin), \quad A(H, \sin), \quad A(H, \cos). \quad (4.15)$$

The following lemma will be the main tool for finding the asymptotics of the relevant Abel integrals.

**Lemma 4.8.** Let $N > 0$. Let $f(t), t \geq 0$, be a smooth function which is bounded as $t \to 0$, and which satisfies

$$f(t) = f_a(t) + O(t^{-1}), \quad t \to \infty,$$

where

$$f_a(t) = \sum_{j=1}^{m} (f_j + \sum_{n=1}^{N} (c_{jn} \cos nt + s_{jn} \sin nt)) + \frac{\hat{f}_1 + \sum_{n=1}^{N} (\hat{c}_{1n} \cos nt + \hat{s}_{1n} \sin nt)}{\sqrt{t}},$$

and $f_j, c_{jn}, s_{jn}, \hat{c}_{1n}, \hat{s}_{1n}, j = 0, \ldots, 4, n = 1, \ldots, N$, and $\hat{f}_1$ are constants. Then, the asymptotic behavior of $A_f(t)$ as $t \to \infty$ is given by

$$A_f(t) = \sqrt{\pi} f_1 \left( \frac{t}{\sqrt{\pi}} \right) \Gamma \left( \frac{3}{2} \right) + \frac{\hat{f}_1}{\sqrt{\pi} \sqrt{t}} + \sqrt{\pi} \sum_{j=0}^{4} \sum_{n=1}^{N} \frac{c_{jn}}{32n^{5/2}}$$

$$\times t^{\frac{3}{2} - \frac{1}{8}} \left\{ (-3(j-2) j - 8jnt + 32n^2 t^2) \sin nt + (-3(j-2) j + 8jnt + 32n^2 t^2) \cos nt \right\}$$

$$+ \sqrt{\pi} \sum_{j=0}^{4} \sum_{n=1}^{N} \frac{s_{jn}}{4n^{7/2}} t^{\frac{3}{2} - \frac{1}{8}} ((j + 4nt) \sin nt + (j - 4nt) \cos nt) + O(t^{-1/16}).$$

**Proof.** Since $f(t) = O(t^2)$ as $t \to \infty$, there exist constants $K > 0$ and $M > 0$ such that

$$\left| \int_{0}^{1} \frac{f(s)}{s^{1/3}} \frac{ds}{\sqrt{1-s}} \right| \leq K \int_{0}^{1} \frac{|f(s)|}{\sqrt{1-s}} ds + M \int_{0}^{1/3} \frac{s^{2}}{\sqrt{1-s}} ds, \quad t^{1/8} > K. \quad (4.16)$$

The first integral on the rhs is of $O(t^{-1/2})$ as $t \to \infty$, while the second can be computed explicitly and is of $O(t^{-1/8})$ as $t \to \infty$.

On the other hand, by assumption, there exists $L > 0$ such that $|f(t) - f_a(t)| < \frac{t}{16}$ for $t$ large enough. Thus, as $t \to \infty$,

$$\left| \int_{1/3}^{t} \frac{f(s) - f_a(s)}{\sqrt{1-s}} \frac{ds}{\sqrt{1-s}} \right| \leq L \int_{1/3}^{t} \frac{1}{\sqrt{1-s}} ds = O(t^{-1/4}).$$

We conclude that to $O(t^{-1/8})$ the asymptotics of $A_f$ coincide with the asymptotics of $\int_{1/3}^{t} \frac{f(s)}{\sqrt{1-s}} ds$. In view of the estimates

$$\left| \int_{1/3}^{t} \frac{\sin ns}{\sqrt{1-s}} \frac{ds}{\sqrt{1-s}} \right| \leq \frac{1}{N^{1/2}} \int_{1/3}^{t} \frac{\sin ns}{\sqrt{1-s}} ds = O(t^{-1/16}),$$

$$\left| \int_{1/3}^{t} \frac{\cos ns}{\sqrt{1-s}} \frac{ds}{\sqrt{1-s}} \right| \leq \frac{1}{N^{1/2}} \int_{1/3}^{t} \frac{\cos ns}{\sqrt{1-s}} ds = O(t^{-1/16}),$$

the contribution to the asymptotics of the terms involving $\hat{c}_{1n}$ and $\hat{s}_{1n}$ are of $O(t^{-1/16})$. The contribution of the term involving $\hat{f}_1$ is $\hat{f}_1 \pi + O(t^{-1/16})$. The contributions of the remaining terms can be obtained by expressing the integrals$^4$

$$\int_{0}^{t} \left( f_j + \sum_{n=1}^{N} (c_{jn} \cos nt + s_{jn} \sin nt) \right), \quad j = 0, \ldots, 4,$$

in terms of hypergeometric functions and computing the asymptotics.

$^4$ The lower limit of integration here can be taken to be $t^{1/8}$ or $0$; an estimate as in (4.16) shows that the difference is of $O(t^{-1/8})$.
Although lemma 4.8 is sufficient for most purposes, we need a more sophisticated argument to deal with the higher order asymptotics of the terms in (4.15).

**Lemma 4.9.** Let $A, H_r, H_s$ be defined in (4.5) and (4.7). Then,

\[
A(H_r \cos t) = \frac{\pi t}{4} \sin t + O(t^{-1/2}), \\
A(H_r \sin t) = \frac{\pi t}{4} \cos t + O(t^{-1/2}), \\
A(H_s \cos t) = \frac{\pi t}{4} \sin t + O(t^{-1/2}), \\
A(H_s \sin t) = \frac{\pi t}{4} \cos t + O(t^{-1/2}).
\]

**Proof.** Suppose that $f(t), t \geq 0$, is a smooth function which is bounded near $t = 0$. Let $F(t) = \int_0^t f(s) \, ds$ and suppose that $f_a(t)$ and $F_a(t)$ are smooth functions bounded near $t = 0$ such that

\[
f(t) = f_a(t) + O(t^{-1/2}), \quad F(t) = F_a(t) + O(1), \quad t \to \infty.
\]

Integrating by parts the first term on the rhs of the equation

\[
Af(t) = \int_0^{t/4} f(s) \frac{ds}{\sqrt{t-s}} + \int_{t/4}^t f(s) \frac{ds}{\sqrt{t-s}},
\]

we find

\[
Af(t) = \frac{F(t^{1/4})}{\sqrt{t-1^{1/4}}} - \int_0^{t/4} \frac{F(s)}{2(t-s)^{3/2}} \, ds + \int_{t/4}^t \frac{f(s) - f_a(s)}{\sqrt{t-s}} \, ds + \int_{t/4}^t f_a(s) \, ds.
\]

Using the estimates

\[
\int_0^{t/4} \frac{ds}{(t-s)^{3/2}} = O(t^{-5/4}), \quad \int_{t/4}^t \frac{ds}{s^{3/2}} = O(t^{-5/4}), \quad t \to \infty,
\]

we conclude that

\[
Af(t) = \frac{F(t^{1/4})}{\sqrt{t-1^{1/4}}} - \int_0^{t/4} \frac{F_a(s)}{2(t-s)^{3/2}} \, ds + \int_{t/4}^t \frac{f_a(s)}{\sqrt{t-s}} \, ds + O(t^{-5/4}), \quad t \to \infty.
\]

Now suppose that $f(t) = H_r(t) \sin t$. Then, equation (4.17) is satisfied with

\[
F_a(t) = -\frac{1}{2} \sqrt{\frac{\pi}{2}} t \cos t
\]

and

\[
f_a(t) = \frac{1}{2} \sqrt{\frac{\pi}{2}} t \sin t + \frac{1}{8} \sqrt{\frac{\pi}{2}} (\sin t - \sin(3t) - \cos(t) + \cos(3t))
\]

\[
+ \frac{\sin 2t}{4 \sqrt{5/2}} + \frac{3 \cos 2t}{8 \sqrt{5/2}} - \frac{15 \sin 2t}{8 t^{3/2}}.
\]

Using that

\[
F(t) = -\frac{1}{2} \sqrt{\frac{\pi}{2}} t \cos t + \sqrt{\frac{\pi}{6}} - \frac{1}{24} \sqrt{\frac{\pi}{2}} (9 \sin t + \sin(3t) - 3 \cos(t) + \cos(3t))
\]

\[
- \frac{1}{4 \sqrt{3/2}} - \frac{\cos 2t}{8 t^{3/2}} + \frac{9 \sin 2t}{32 t^{5/2}} + O(t^{-7/2}), \quad t \to \infty.
\]
it is easy to find the asymptotics of all the terms in (4.18) up to $O(t^{-5/4})$ except for the contribution from the following terms in $f_d$:

$$
\begin{align*}
\sin 2t & \quad \frac{3}{4t^{3/2}}, \\
\frac{3 \cos 2t}{8t^{3/2}}, & \quad -\frac{15 \sin 2t}{8t^{7/2}}.
\end{align*}
$$

(4.19)

In order to handle the first of these terms, we consider an integral of the form

$$
\int_{t^{1/4}}^{t} \sin(nt) \sqrt{T-s} \, ds, \quad n > 0.
$$

We write

$$
\int_{t^{1/4}}^{t} \sin(nt) \sqrt{T-s} \, ds = \int_{t^{1/4}}^{t-1} \sin(nt) \sqrt{T-s} \, ds + \int_{t-1}^{t} \sin(nt) \sqrt{T-s} \, ds.
$$

(4.20)

Integrating by parts twice, we can write the first term on the rhs as

$$
-\frac{\cos(ns)}{nt^{3/2} \sqrt{T-s}} \bigg|_{s=t^{1/4}}^{t-1} + \frac{\sin(ns)}{nt^{3/2} \sqrt{T-s}} \int_{t^{1/4}}^{t-1} \frac{4s-3t}{n^2} \bigg(2s^{5/2}(t-s)^{3/2} \bigg|_{s=t^{1/4}}^{t-1} \bigg) - \int_{t^{1/4}}^{t-1} \frac{\sin(ns)}{n^2} \cdot \frac{3(8s^2 - 12st + 5t^2)}{4s^{7/2}(t-s)^{3/2}} \, ds.
$$

(4.21)

Using that $8s^2 - 12st + 5t^2 > 0$ for $s \in (t^{1/4}, t-1)$ for $t$ large enough and that

$$
\int_{t^{1/4}}^{t-1} \frac{3(8s^2 - 12st + 5t^2)}{4s^{7/2}(t-s)^{3/2}} \, ds = O(t^{-9/8}),
$$

we deduce that the last integral in (4.21) is of $O(t^{-9/8})$. On the other hand, the second term on the rhs of (4.20) can be estimated as follows:

$$
\left| \int_{t-1}^{t} \frac{\sin(ns)}{4s^{3/2} \sqrt{T-s}} \, ds \right| \leq \frac{1}{(t-1)^{3/2}} \int_{t-1}^{t} \frac{1}{4 \sqrt{T-s}} \, ds = O(t^{-3/2}), \quad t \to \infty.
$$

In summary,

$$
\int_{t^{1/4}}^{t} \frac{\sin(ns)}{nt^{3/2} \sqrt{T-s}} \, ds = \frac{\cos(nt^{1/4})}{nt^{7/8}} + O(t^{-9/8}).
$$

This determines the contribution to equation (4.18) from the first term in (4.19). An analogous argument shows that the two other terms in (4.19) yield contributions to equation (4.18) of $O(t^{-9/8})$. Equation (4.18) now gives the asymptotics of the function $A(H_s \sin)$ as stated in the lemma; the other functions can be analyzed in a similar way.

Combining the known asymptotics of $h$, $H_c$, $H_s$ with lemma 4.9, we find the following asymptotics of the last eight quantities in (4.14).

**Lemma 4.10.** Let $h$, $I$, $A$, $H_c$, $H_s$, $H_d$ be defined in (3.12) and (4.5)–(4.7). Then, the following estimates are valid:

$$
\begin{align*}
I[hA(H_c \cos)] &= \frac{\pi^{3/2}}{\sqrt{2}} \left\{ \frac{t^2}{8} - \frac{t}{16} - \frac{t \cos 2t}{8} - \frac{\sin 2t}{32 \sqrt{3}} + \frac{3 \sin 2t}{32} \\
&\quad - \frac{3 \cos 2t}{8t^{3/2}} - \frac{\cos 2t}{32 \sqrt{3}} + \frac{\cos 4t}{64 \sqrt{3}} \right\} + k_1 + O(t^{-1/8}),
\end{align*}
$$

$$
\begin{align*}
I[hA(H_s \cos)] &= \frac{\pi^{3/2}}{\sqrt{2}} \left\{ \frac{t^2}{8} - \frac{t}{16} - \frac{t \cos 2t}{8} - \frac{\sin 2t}{32 \sqrt{3}} + \frac{3 \sin 2t}{32} \\
&\quad + \frac{3 \cos 2t}{8t^{3/2}} + \frac{\cos 2t}{32 \sqrt{3}} + \frac{\cos 4t}{64 \sqrt{3}} \right\} + k_2 + O(t^{-1/8}),
\end{align*}
$$
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Proof. These terms are at most of $I_30$ and $J$. We have

\[ L_{\text{in}} \cdot \text{lemma} \ 4.9, \ \text{we \ have} \]

\[ f \text{ where} \]

Then, by (4.7) and (4.10). Indeed, all the functions acted on by

\[ \left\{ \begin{array}{l}
\pi^2/16 \\
\pi t (\sin 2t - \cos 2t) = \pi t / 4 + \pi / 16 + \pi / 4 t / 4 + k_\pi + O(t^{-3/2}), \\
I_h (H_c, \cos) = \pi t / 16 + \pi / t t / 4 + \pi / 16 + \pi / 4 t / 4 + k_\pi + O(t^{-3/2}), \\
I_h (H_c, \sin) = \pi t / 16 + \pi / t t / 4 + \pi / 16 + \pi / 4 t / 4 + k_\pi + O(t^{-3/2}), \\
I_h (H_c, \sin) = \pi t / 16 + \pi / t t / 4 + \pi / 16 + \pi / 4 t / 4 + k_\pi + O(t^{-3/2}), \\
\end{array} \right. \]

where \( \{k_i\}_{i=1}^n \) are real constants.

Proof. We consider \( I_h (H_c, \cos) \); the other terms are treated similarly. By (4.1) and lemma 4.9, we have

\[ hA (H_c, \cos) = f(t) + f_\pi (t), \]

where \( f(t) \) is a known function and \( f_\pi (t) = O(t^{-9/8}) \). Choose \( K > 0 \) and \( M > 0 \) such that

\[ |f_\pi (t)| \leq M / t^9, \quad t \geq K. \]

Then, \( L := \int_K^\infty f_\pi (t) \, dt \) is a finite number and, as \( t \to \infty \),

\[ L_{\text{in}} \cdot \text{lemma} \ 4.8, \ \text{we \ have} \]

Thus, up to a constant, we can find the asymptotics of \( I_h (H_c, \cos) \) to \( O(t^{-1/8}) \) by simply integrating \( f(t) \). This gives the result.

The asymptotics of the first eight terms in (4.14) to \( O(t^{-1/16}) \) now follow from lemma 4.8 in view of the asymptotics of lemmas 4.7 and 4.10. Indeed, all the functions acted on by \( A \) in these terms are at most of \( O(t^2) \) as \( t \to \infty \) and lemma 4.8 applies.

It only remains to treat the last term in expression (4.13) for \( I_{\text{in}} \). This term is not in the form of an Abel integral. However, we can find its asymptotics using different arguments.

Lemma 4.11. The last term on the rhs of (4.13) satisfies

\[ 2 \int_0^t \, dt h(t') \int_0^t \, dr \frac{\cos^2 \pi h(t'') + \sin^2 \pi H_c (t'')}{\sqrt{r - t' + t''}} = 2 \pi \left[ I_1 (t) \cos t + I_2 (t) \sin t + I_3 (t) \cos t + I_4 (t) \sin t \right] + O(t^{-1/2}), \]
where the functions $I_1, I_2, I_3, I_4$ are defined by

$$I_1 = \int_0^t \int_0^{t'} \frac{1}{\sqrt{t - t' + t''}} \left( H_r \cos^2 + (H_r + H_s) \cos + H_s \sin^2 \right) \, du, \quad (4.23a)$$

$$I_2 = \int_0^t \int_0^{t'} \frac{1}{\sqrt{t - t' + t''}} \left( H_r \cos^2 + (H_r - H_s) \cos - H_s \sin^2 \right) \, du, \quad (4.23b)$$

$$I_3 = \int_0^t \int_0^{t'} \frac{1}{\sqrt{t - t' + t''}} \left( -H_r \cos^2 + (H_s + H_r) \cos + H_s \sin^2 \right) \, du, \quad (4.23c)$$

$$I_4 = \int_0^t \int_0^{t'} \frac{1}{\sqrt{t - t' + t''}} \left( H_r \cos^2 + (H_r + H_s) \cos + H_s \sin^2 \right) \, du, \quad (4.23d)$$

**Proof.** For the purposes of finding the asymptotics to $O(t^{-1/2})$, the function $h(t')$ on the lhs of (4.22) may be replaced with its leading asymptotics. Indeed, lemma 4.7 implies that

$$\cos t' H_r(t'') + \sin t' H_s(t'') = O(t''), \quad t'' \to \infty.$$ 

Since

$$2 \int_0^t \int_0^{t'} \frac{1}{\sqrt{t - t' + t''}} \, du = O(t^{-1/2})$$

and

$$2 \int_0^t \int_0^{t'} \frac{1}{t'^{1/2}} \int_0^{t'} \frac{t''}{\sqrt{t - t' + t''}} \, du = O(t^{-1/2}),$$

it follows that to $O(t^{-1/2})$ the asymptotics of the lhs of (4.22) coincide with those of the following expression:

$$2 \int_0^t \sqrt{\frac{\pi}{2}} \left( \sin(t') + \cos(t') \right) \int_0^{t'} \frac{\cos t' H_r(t'') + \sin t' H_s(t'')}{\sqrt{t - t' + t''}} \, du$$

$$- 2 \int_0^t \frac{1}{2t'^{1/2}} \int_0^{t'} \frac{\cos t' H_r(t'') + \sin t'' H_s(t'')}{\sqrt{t - t' + t''}} \, du.$$

Changing the order of integration and performing the integral with respect to $dr'$, we can write this expression as

$$2\pi \int_0^t \frac{t''}{\sqrt{t - t' + t''}} \left[ \cos t'' H_r(t'') + \sin t'' H_s(t'') \right]$$

$$\times \left\{ (\sin(t + t'') + \cos(t + t'')) \left( C \left( \sqrt{\frac{2}{\pi}} \sqrt{t} \right) - C \left( \sqrt{\frac{2}{\pi}} \sqrt{t'} \right) \right) \right.$$

$$+ (\sin(t + t'') - \cos(t + t'')) \left( S \left( \sqrt{\frac{2}{\pi}} \sqrt{t} \right) - S \left( \sqrt{\frac{2}{\pi}} \sqrt{t'} \right) \right) \right\}$$

$$+ 2 \int_0^t \frac{t''}{\sqrt{t - t' + t''}} \left[ \cos t'' H_r(t'') + \sin t'' H_s(t'') \right] \frac{\sqrt{\frac{2}{\pi}}}{\sqrt{t - t' + t''}}$$

$$- 2 \int_0^t \frac{t''}{(t + t'') \sqrt{t''}} \left[ \cos t'' H_r(t'') + \sin t'' H_s(t'') \right] \frac{t - t''}{(t + t'') \sqrt{t''}}. \quad (4.24)$$
The first integral in (4.24) becomes after integration by parts
\[
\sqrt{2\pi} \int_0^t dt'' \left( \int_0^t du [\cos uH_c(u) + \sin uH_c(u)][\sin(t + u) + \cos(t + u)] \right) \frac{\cos t''}{\sqrt{t''}}
+ \sqrt{2\pi} \int_0^t dt'' \left( \int_0^t du [\cos uH_c(u) + \sin uH_c(u)][\sin(t + u) - \cos(t + u)] \right) \frac{\sin t''}{\sqrt{t''}}.
\]
After expanding the above trigonometric functions, it follows that this expression equals
\[
\sqrt{2\pi} \left[ I_1(t) \cos t + I_2(t) \sin t + I_3(t) \cos t + I_4(t) \sin t \right].
\]
It therefore only remains to prove that the last two integrals in (4.24) are of \(O(t^{-1/2})\). For the next to last integral, this is clear. To see that the final integral is of \(O(t^{-1/2})\), we use repeated integration by parts to write it as follows:
\[
-2 \int_1^t [\cos uH_c(u) + \sin uH_c(u)] \frac{t - t''}{(t + t'')\sqrt{t''}} \bigg|_{t''=1}^t + 2 \int_1^t \int_1^t [\cos uH_c(u) + \sin uH_c(u)] du \frac{d}{dt''} \left( \frac{t - t''}{(t + t'')\sqrt{t''}} \right) \bigg|_{t''=1}^t - 2 \int_1^t dt'' \int_1^t [\cos uH_c(u) + \sin uH_c(u)] du \frac{d^2}{dt''^2} \left( \frac{t - t''}{(t + t'')\sqrt{t''}} \right).
\]
(4.25)
The following facts imply that the last line of (4.25) is of \(O(t^{-1/2})\):
- \(j_1^r \int_1^t [\cos uH_c(u) + \sin uH_c(u)] du \frac{d}{dt''} \) is of \(O(t'')\) as \(t'' \to \infty\),
- \(\frac{d}{dt''} \left( \frac{t - t''}{(t + t'')\sqrt{t''}} \right) > 0\) for all \(0 < t'' < t\),
- \(j_1^r \int_1^t [\cos uH_c(u) + \sin uH_c(u)] du \frac{d^2}{dt''^2} \) is \(O(t^{-1/2})\).
Consequently, the expression in (4.25) equals
\[
-\frac{1}{t^2} \int_1^t [\cos uH_c(u) + \sin uH_c(u)] du \frac{d^2}{dt''^2} + O(t^{-1/2}) = O(t^{-1/2}).
\]
We can now complete the proof of the theorem. Using the expressions for \(H_c\) and \(H_s\) of lemma 4.7, the asymptotics of the integrals \([I_1]^4\) defined in (4.23) can be computed up to a constant. This yields the following formulas:
\[
I_1 = \sqrt{\frac{\pi}{32}} 1^{1/2} \frac{t^{1/2}}{2} - \sqrt{\frac{\pi}{32}} \frac{3 t^{1/2}}{6} + k_0 + O(t^{-1/2}),
I_2 = \sqrt{\frac{\pi}{32}} 1^{1/2} \frac{t^{1/2}}{2} - \sqrt{\frac{\pi}{32}} \frac{3 t^{1/2}}{6} + k_{10} + O(t^{-1/2}),
I_3 = \sqrt{\frac{\pi}{32}} 1^{1/2} \frac{t^{1/2}}{2} + \sqrt{\frac{\pi}{32}} \frac{3 t^{1/2}}{6} + k_{11} + O(t^{-1/2}),
I_4 = \sqrt{\frac{\pi}{32}} 1^{1/2} \frac{t^{1/2}}{2} + \sqrt{\frac{\pi}{32}} \frac{3 t^{1/2}}{6} + k_{12} + O(t^{-1/2}),
\]
(4.26)
where \([k_j]^2\) are real constants.
Combining all of the above, we arrive at the following asymptotics of \(T_j\), \(j = 1, \ldots, 7\), as \(t \to \infty\):
\[
T_1 = \frac{1 + i}{24} [9(\cos t - \sin t) - \sqrt{3}(\cos 3t - \sin 3t)] + O(t^{-1/2}),
\]
32
\[ T_2 = \frac{1 + i}{48} [6 \sin t + (\sqrt{3} - 3) \sin 3t - 12 \cos t - (\sqrt{3} - 3) \cos 3t] + O(t^{-1/2}), \]
\[ T_3 = -\frac{1}{4} (2t - \sin 2t - \cos 2t) + O(t^{-3/2}), \]
\[ T_4 = \frac{1 - i}{64\pi} 4i\pi t (\sin t - \cos t) + 2i\pi (3 \sin t + \cos t + (\sqrt{3} - 1)(\cos(3t) - \sin 3t)) + O(t^{-5/2}), \]
\[ T_5 = \frac{1 - i}{64\pi} [-4i\pi t (\cos t - 3\sin t) + 32\sqrt{\frac{2}{\pi}} \left((k_1 + k_3) \cos t + (k_2 + k_4) \sin t\right) + \sin t(\pi - 32(k_5 + k_6 + k_7 - k_8)) + \cos t(\pi - 32(k_5 - k_6 + k_7 + k_8)) + 2(\sqrt{3} - 1)\pi (\cos 3t - \sin 3t)] + O(t^{-1/16}), \]
\[ T_6 = \frac{1 - i}{64\pi} 4i\pi t (3\sin t + \cos t) + 4i\sin t(8k_5 + 8k_6 - 8k_7 + 8k_8 - 2\pi) + 4i\cos t(8k_5 - 8(k_6 + k_7 + k_8)) + 2i(\sqrt{3} - 1)\pi (\cos 3t - \sin 3t)] + O(t^{-1/16}), \]
\[ T_7 = \frac{1 - i}{64\pi} 4\pi t (\sin t + \cos t) + \sin t(32k_{10} + 32k_{12} - 64k_5 - 64k_7 - \pi) + \cos t(32k_{11} - 64k_5 - 64k_7 + 32k_9 - \pi) + 2(\sqrt{3} - 1)\pi (\cos 3t - \sin 3t)] + O(t^{-1/16}). \]

Substituting these expressions into (4.2), we find that \(g_{13}\) satisfies (3.14c) with \(\alpha\) and \(\beta\) given by
\[
\alpha = \frac{1 - i}{2\pi} \left\{ \sqrt{\frac{2}{\pi}} (k_1 + k_3) - (3 - i)k_5 + (1 - i)k_6 - (3 + i)k_7 - (1 + i)k_8 + k_9 + k_{11} + \left(\frac{1}{8} + \frac{7i}{16}\right)\pi \right\}, \tag{4.27a}
\]
\[
\beta = \frac{1 - i}{2\pi} \left\{ \sqrt{\frac{2}{\pi}} (k_2 - k_4) - (3 - i)k_5 - (1 - i)k_6 - (3 + i)k_7 + (1 + i)k_8 + k_{10} + k_{12} - \left(\frac{1}{8} + \frac{11i}{16}\right)\pi \right\}, \tag{4.27b}
\]
where \(k_{ij}\) are defined in lemma 4.10 and equation (4.26). This completes the proof of theorem 3.2.

**Remark 4.12.** (1) Neither of the terms \(T_3\)–\(T_7\) is asymptotically periodic by itself; however, their sum is.

(2) The leading asymptotic behavior of \(O(t)\) of \(T_3\), \(T_6\) and \(T_7\) can be obtained by simply replacing \(h(t)\) by its leading asymptotics \(\sqrt{\pi}(\cos t + \sin t)\) in (4.3) and computing all the integrals in terms of \(C(z)\) and \(S(z)\).

5. Conclusions

In this paper we have continued our investigation of the most difficult problem in the analysis of initial boundary value problems with nonlinearizable boundary conditions, namely the problem of determining the unknown boundary values in terms of the given initial and boundary conditions. In section 2, we have presented a new characterization of this problem, which although it makes use of the GLM representations first introduced in [5], is simpler...
than the analogous result of [5]. Indeed, the unknown boundary value \( g_1(t) = q_2(0, t) \) is given by equation (2.15), where the functions \( M_1(t, \tau) \) and \( M_2(t, \tau) \) solve the system of equations (2.18); this system is uniquely defined in terms of the given boundary conditions \( g_0(t) = q(0, t) \) (it is assumed that \( q(x, 0) = 0 \)).

In sections 3 and 4, we have investigated the important particular case of \( g_0(t) = \sin t \), using two different approaches. The approach of section 3 is based on the analysis in the \( k \)-space, whereas that of section 4 is formulated in the physical space. The former approach is, at least formally, much simpler, which is consistent with the basic philosophy of the new method that the analysis in the spectral space is simpler than the analysis in the physical space. The main result obtained in sections 3 and 4 is theorem 3.2, which shows that the first three terms in the perturbative expansion of \( g_1(t) \) can be obtained explicitly as \( t \to \infty \), and at least up to this order, \( g_1(t) \) is periodic as \( t \to \infty \).
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*Note added.* After this paper was written we were pleased to find out about [1], where the equation obtained from the KdV by adding the term \( a q(x, t) \), \( a > 0 \), representing damping is considered. For this equation, it is shown via techniques of functional analysis that if the small amplitude boundary forcing is periodic of period \( T \), then the solution \( q(x, t) \) eventually also becomes periodic of period \( T \) at each spatial point.

**Appendix A. An alternative system**

Eliminating the unknown functions \( g_1 \) and \( \tilde{g}_1 \) from the system (23), we find after simplification the following equations:

\[
\beta M_2^2 + \left( L_2 + \frac{i \lambda}{2} \bar{g}_0 M_1 \right) [M_{1t} - M_{1s} - 2 \bar{g}_0 L_2] + \frac{i}{2} \bar{g}_0 M_2 [M_{2r} + M_{2s} - 2 \lambda \bar{g}_0 L_1] = M_2 [L_{1t} - L_{1s}]
\]

and

\[
\lambda \beta M_1^2 + \left( L_1 - \frac{i g_0}{2} M_2 \right) [M_{2r} + M_{2s} - 2 \lambda \bar{g}_0 L_1] - \frac{i \lambda}{2} \bar{g}_0 M_1 [M_{1t} - M_{1s} - 2 \bar{g}_0 L_2] = M_1 [L_{2r} + L_{2s}].
\]

Replacing in the above \( L_1 \) and \( L_2 \) using (2.14a) and (2.14b), we find

\[
M_2 (\partial_t - \partial_s) \int_{-t}^{t} \frac{M_1(t, \tau)}{\sqrt{s - \tau}} \, d\tau - (M_{1t} - M_{1s}) \partial_t \int_{-t}^{t} \frac{M_2(t, \tau)}{\sqrt{s - \tau}} \, d\tau + \frac{i \lambda |\bar{g}_0|^2}{\pi} \left( M_2 \partial_s \int_{-t}^{t} \frac{M_1(t, \tau)}{\sqrt{s - \tau}} \, d\tau - M_1 \partial_t \int_{-t}^{t} \frac{M_2(t, \tau)}{\sqrt{s - \tau}} \, d\tau \right) - \frac{2}{\pi} e^{i \pi/4} \bar{g}_0 (M_2^2)_t = 0
\]

and

\[
M_1 (\partial_t + \partial_s) \int_{-t}^{t} \frac{M_2(t, \tau)}{\sqrt{s - \tau}} \, d\tau - (M_{2r} + M_{2s}) \partial_t \int_{-t}^{t} \frac{M_1(t, \tau)}{\sqrt{s - \tau}} \, d\tau + \lambda \frac{2}{\pi} e^{i \pi/4} \bar{g}_0 (M_1^2)_t + i \lambda |\bar{g}_0|^2 \left( M_2 \partial_s \int_{-t}^{t} \frac{M_1(t, \tau)}{\sqrt{s - \tau}} \, d\tau - M_1 \partial_t \int_{-t}^{t} \frac{M_2(t, \tau)}{\sqrt{s - \tau}} \, d\tau \right) = 0.
\]
\[-\lambda \sqrt{\frac{2}{\pi}} e^{i\pi/4} \overline{g_0} \left( \partial_s \int_{-i}^i M_1(t, s) \frac{d\tau}{\sqrt{s - \tau}} \right)^2 = 0.\]

This provides an alternative nonlinear system for \( M_1 \) and \( M_2 \). However, it is not clear if this system is perturbatively solvable.

**Appendix B. Derivation of (2.7)**

In order to solve equation (2.6), we introduce the characteristic coordinates \( \xi \) and \( \eta \):

\[
\begin{align*}
\xi &= \frac{t + s}{2}, \\
\eta &= \frac{t - s}{2}
\end{align*}
\]

\( \Leftrightarrow \)

\[
\begin{align*}
t &= \xi + \eta, \\
s &= \xi - \eta.
\end{align*}
\]

Thus,

\[ \partial_t - \partial_s = \partial_\eta, \quad \partial_t + \partial_s = \partial_\xi. \]

The restriction \(-t < s < t\) implies that

\[ 0 < t - s < 2t, \quad 0 < t + s < 2t; \]

thus,

\[ 0 < \eta < T, \quad 0 < \xi < T. \]

Equation (2.6) yields

\[ \frac{\partial F}{\partial \eta} = f(\xi + \eta, \xi - \eta). \]

Hence,

\[ F(t, s) = F(\xi + \eta_p, \xi - \eta_p) + \int_{\eta_p}^\eta f(\xi + \eta', \xi - \eta') d\eta', \quad 0 \leq \eta_p \leq T. \]

Thus,

\[ F(t, s) = F\left(\frac{t + s}{2} + \frac{t + s}{2} - \eta_p\right) + \int_{\eta_p}^{\eta_p} f\left(\frac{t + s}{2} + \eta', \frac{t + s}{2} - \eta\right) d\eta'. \quad (B.1) \]

Letting \( \eta_p = 0 \) and employing the change of variables

\[ \frac{t + s}{2} + \eta' = \tau, \]

equation (B.1) becomes equation (2.7).

Alternatively, letting \( \eta_p = 0 \) and employing the change of variables

\[ \frac{t + s}{2} - \eta' = \tau, \]

equation (B.1) yields

\[ F(t, s) = F\left(\frac{t + s}{2}, \frac{t + s}{2}\right) - \int_{\tau}^{t} f(t + s - \tau, \tau) d\tau, \quad -t < s < t, \quad 0 < t < T. \]

Similar considerations are valid for equation (2.9).
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