Fault Diagnosis of Rotation Vector Reducer for Industrial Robot Based on a Convolutional Neural Network
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As a key component of a mechanical drive system, the failure of the reducer will usually cause huge economic losses and even lead to serious casualties in extreme cases. To solve this problem, a two-dimensional convolutional neural network (2D-CNN) is proposed for the fault diagnosis of the rotation vector (RV) reducer installed on the industrial robot (IR). The proposed method can automatically extract the features from the data and reduce the connections between neurons and the parameters that need to be trained with its local receptive field, weight sharing, and subsampling features. Due to the aforementioned characteristics, the efficiency of network training is significantly improved, and verified by the experimental simulations. Comparative experiments with other mainstream methods are carried out to further validate the fault classification accuracy of the proposed method. The results indicate that the proposed method out-performs all the selected methods.
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Highlights

- An improved method based on deep-learning algorithms is proposed in this paper.
- 2D-FFT and 2D-CNN are combined for the fault diagnosis.
- The efficiency of network training is significantly improved.
- Comparative experiments with other mainstream methods are carried out, and the fault classification accuracy of the proposed method is validated.

0 INTRODUCTION

An industrial robot (IR) is defined as a device with multi-joint manipulator or multi-degree of freedom, which has been widely used in various industries, such as electronics, manufacturing, and aerospace [1]. Due to its automaticity and controllability, IR can provide a variety of functions in industrial processing or manufacturing. In the late 1950s, the first-generation IR was designed and manufactured by General Motors for completing simple and repetitive operations. After several decades of evolution, IR has become one of the most common devices in the manufacturing sector.

With the development of manufacturing and computer science, the IR has been increasing in intelligence, flexibility, and interactivity, which can satisfy the diverse needs of various customers [2].

For most industrial robots, there are three major components and six subsystems. Among them, the driving system (motor) is the key part that provides power to the mechanical system of an IR [3]. Due to the high rotation speed and torque of the servo motor, a motor reducer is required for the driving system, which can match the rotation speed and transmit the torque between driving motor and actuator. The accuracy of the transmission ratio for a reducer directly affects the displacement precision and reduces the service life of the IR [4].

Because of the harsh working conditions, failure of the reducer is one of the most common phenomena in a mechanical system. Wear and leakage are two major types of failure, which can cause the shut-down of a mechanical system. Therefore, fault detection and diagnosis of the reducer are required.

In recent years, the deep-learning (DL) method has become the dominant method in fault diagnosis for extraction, detection, and classification. The mainstream DL methods include deep neural network (DNN), deep belief network (DBN), recursive neural network (RNN) and convolutional neural network (CNN).

Among them, CNN was initially applied to the recognition and classification of images. However, it also shows promising results in fault diagnosis, which can automatically extract features from the original data without manual selection. By training and adjusting the values of the convolution kernel, CNN can achieve the classification and recognition of fault based on the raw data [5] and [6].

Pan et al. [7] propose an improved bearing fault diagnosis method based on CNN and a long-short-term memory (LSTM) recurrent neural network whose input is the raw sampling signal without any pre-processing or traditional feature extraction. Janssens et al. [8] pre-processed the vibration data of bearing shell by fast Fourier transform (FFT) and input it
into CNN for fault detection. Jing et al. [9] focused on the research and development of CNN, which can directly learn features from the frequency data of vibration signals, and test the different performance of feature learning from original data, spectrum, and time-frequency combined data. Azamfar et al. [10] proposed a fault diagnosis method based on the analysis of motor current characteristics. The data obtained from multiple current sensors are fused by a new two-dimensional convolutional neural network structure, which can be directly used for classification without manual feature extraction. DCNN was applied to solve the multi-state fault identification problem of gearboxes. By directly inputting the original signal, a higher diagnosis accuracy is obtained with a lower calculation time cost [11]. The two-dimensional mapping representation method based on cyclic spectrum coherence (CSCoh) and CNN is used to improve the fault identification performance of rolling bearings, which is a new fault diagnosis method based on DL proposed by Chen et al. [12]. A new full closed-loop method based on a deep convolution neural network is proposed to detect and classify the data of power quality disturbances [13]. Xuan and You [14] proposed a hierarchical convolutional neural network (HCNN) based on DL, which was used to detect pancreatic tumours. This method can improve the performance of the classifier and reduce the cost of the medical Internet of Things (IoMT). A framework based on DL was applied to classify the target data, which adopted deep CNN to learn the compact and effective representation of each signal from wavelet coefficients. This method is used to classify the ultrasonic signals of carbon fibre reinforced polymer (CFRP) specimens with voids and delamination [15]. Lu et al. [16] proposed a new method of rice disease recognition based on a deep convolution neural network and achieved good results. In [17], a time-varying reliability method of rotation vector (RV) reducer for industrial robots with multiple failure modes based on the Kriging model is proposed.

Based on the previous research, the application of the CNN model for fault detection and classification has achieved tremendous progress in many fields. However, for RV reducers of IR, the application of the CNN model remains rare. As is well-known, a convolutional neural network has unique advantages in processing massive data and can learn features from massive data. In this paper, a 2D-CNN based on the experimental vibration data after 2D-FFT is proposed for the fault diagnosis of an RV reducer for IR. Comparisons are conducted with other mainstream methods. The results indicate that the proposed method shows better performance in the fault diagnosis of an RV reducer.

1 METHODS

1.1 Back Propagation (BP) Algorithm

Since Rumelhart et al. [18] and [19] reinvented and described the application of the BP algorithm in neural networks in 1986, this algorithm has become a standard learning method for neural network models. Due to its high efficiency, the BP algorithm is also selected to determine the network parameters of the CNN model in this paper.

With the BP algorithm, the matrix of universal parameters can be optimized by error-oriented motion, which is used for the classified task of the CNN. The residual error between the actual and expected output is sent back to the hidden layer and eventually back to the input layer. Based on the results, the weighted coefficient will be adjusted to minimize the error till the optimal coefficient is obtained. The loss function for a single sample is written as follows:

\[ J(W, b; x, y) = \frac{1}{2} h_{W,b}(x) - y^2, \]

where \( h_{W,b}(x) \) is the actual output, \( y \) is the desired output, \( W \) is the weight-matrix, \( b \) is a bias vector. Assume there are \( m \) samples in each data set, the overall cost function can be defined as:

\[ J(W, b) = \left[ \frac{1}{m} \sum_{i=1}^{m} \left( \frac{1}{2} h_{W,b}(x^{(i)}) - y^{(i)} \right)^2 \right] + \Gamma, \]

where \( \Gamma \) is the regularization term or weight decay term, which can reduce the magnitude of the weight to prevent overfitting, \( m \) is the number of samples. \( \Gamma \) can be determined by:

\[ \Gamma = \frac{\lambda}{2} \sum_{l=1}^{\text{input}} \sum_{i=1}^{n_l} \sum_{j=1}^{s_{l,j}} (W_{ij}^l)^2, \]

where \( \lambda \) stands for the weight decay parameter; \( W_{ij}^l \) is the weight matrix between the \( i \)th neuron in layer \( l \) and the \( j \)th neuron in layer \( l+1 \), \( n_l \) is the output layer. The gradient descent method updates the parameters \( w \) and \( b \):

\[ W_{ij}^l_{\text{new}} = W_{ij}^l_{\text{old}} - \alpha \frac{\partial}{\partial W_{ij}^l} J(W, b), \]

\[ b_{ij}^l_{\text{new}} = b_{ij}^l_{\text{old}} - \alpha \frac{\partial}{\partial b_{ij}^l} J(W, b), \]
where $\alpha$ represents the learning rate; $b_i$ is the bias vector of the $i^{th}$ neuron in layer $l$. Using the backpropagation algorithm to calculate the partial derivative, the residual calculation formula for each output unit of the output layer is listed as follows:

$$\delta^l_i = \frac{\partial}{\partial z^l_i} \frac{1}{2} (y - h_{w,b}(x))^2 = -(y_i - a^n_i) \cdot f'(z^n_i).$$  

(6)

where $a^n_i$ is the $i^{th}$ input of output layer; $f'(z^n_i)$ is the derivative of the activation function that takes the partial derivative of $a^n_i$; $\delta^l_i$ is the residual. The residual calculation formula for each output unit of the other layer can be written as:

$$\delta^l_i = \left(\sum_{j=1}^{n_l} W^j_l \delta^j_n\right) f'(z^l_i).$$  

(7)

The calculation method of partial derivative can be presented by:

$$\frac{\partial}{\partial W^j_l} J(W,b;x,y) = a^n_j \delta^j_n,$$  

(8)

$$\frac{\partial}{\partial b^j_l} J(W,b;x,y) = \delta^j_n.$$  

(9)

Thus, the residual calculation formula for the output layer and other layer are rewritten as:

$$\delta^n_i = -(y_i - a^n_i) \cdot f'(z^n_i),$$  

(10)

$$\delta^l_i = \left(W^l_i\right)^T \delta^{l+1}_i \cdot f'(z^l_i).$$  

(11)

Calculating the final required partial derivative value:

$$\nabla_w J(W,b) = \delta^{l+1}_i \left(a^l_i\right)^T,$$  

(12)

$$\nabla_b J(W,b) = \delta^{l+1}_i.$$  

(13)

The calculation formula for the change of parameters $W$ and $b$ are as follows:

$$\Delta W^l = \Delta W^l + \nabla_w J(W,b),$$  

(14)

$$\Delta b^l = \Delta b^l + \nabla_b J(W,b).$$  

(15)

The final parameters update formulas are as follows:

$$W^l = W^l - \alpha \left(\frac{1}{m} \Delta W^l + \lambda W^l\right),$$  

(16)

$$b^l = b^l - \alpha \left(\frac{1}{m} \Delta b^l\right).$$  

(17)

### 1.2 Typical Structure of CNN Method

CNN is a feedforward neural network with a deep structure that includes convolution computation [20]. The initial concept of CNN was proposed by LeCun et al. [21]. However, the actual application of CNN began in 2012, due to the appearance of AlexNet [22]. This method has been widely used in various fields, such as image recognition, speech separation and video classification.

For most CNN models in fault classification, feature extraction, feature selection, and fault classification are three major parts. As shown in Fig. 1, there are five layers in the structure of CNN: input
layer, convolution layer, pooling layer, fully connected layer, and output layer.

1) Convolution layer: as shown Fig. 1, there are many feature maps in the convolution layer; for each map, multiple neurons are distributed. The feature map of the former layer is connected to those neurons by the convolution kernel. As a feature matrix, the convolution kernel can extract the partial features of the input data. Due to the weight sharing of the convolution layer, the parameters in this layer can be minimized, which will improve the time of computation and avoid overfitting.

The output area of the convolution layer can be determined by:

$$O_{\text{map}} = \frac{I_{\text{map}} + k - 2 \cdot \text{padding}}{\text{stride}} + 1.$$  (18)

In this equation, $O_{\text{map}}$ is the output area of the convolution layer, $I_{\text{map}}$ is the input area of convolution layer, $k$ is the convolution kernel, stride stands for the sliding length of convolution kernel, padding represents the padding size.

The specific convolution formula involved in the convolution process is as follows:

$$y^{l(i,j)} = f \left( w^{l(i,j)}_{i} \cdot x^{l(r)} + b^{l}_{j} \right) = f \left( \sum_{r=0}^{k-1} w^{l(i,j)}_{i} x^{l(r)} + b^{l}_{j} \right),$$  (19)

where $w^{l(i,j)}$ is the $j$th weight matrix of the $l$th convolution kernel in layer $l$; $x^{l(r)}$ is the $j$th convoluted local region in layer $l$; $k$ is the width of convolution kernel; is the bias terms in layer $l$ and a vector; $f(\cdot)$ is the activation function.

There are five frequently-used activation functions: Sigmoid function, hyperbolic tangent (Tanh) function, rectified linear units (ReLU) function, exponential linear unit (ELU) function and MaxOut function. In this research, the ReLU function is selected as the activation function, because it can solve both explosion and disappearance of the gradient. Meanwhile, the convergence rate of ReLU function is much higher than the sigmoid and tanh functions [23]. The curve diagram of the ReLU function is shown in Fig. 2, which can be written as:

$$\text{ReLU}(x) = \max(0, x) = \frac{x + |x|}{2},$$  (20)

$$\text{ReLU}^+ (x) = \begin{cases} 0 & x < 0 \\ 1 & x \geq 0 \end{cases}.$$  (21)

2) Pooling layer: Similar to the convolutional layer, the pooling layer is composed of multiple feature maps. Although the number of feature maps is the same as the former layer, the size of each map is smaller. By pooling, the feature vector will be reduced, which leads to the second-extraction of feature data. In this paper, mean pooling is chosen instead of maximum pooling. The number of output feature maps of the pooling layer in CNN can be determined by:

$$O_{\text{map pool}} = \frac{I_{\text{map pool}} - k}{\text{stride}} + 1,$$  (22)

where $O_{\text{map pool}}$ is the size of the output feature map of the pooling layer, $I_{\text{map pool}}$ is the size of the feature map of the input pool layer.

3) Fully connected layer: in this layer, each neuron is fully connected with all neurons in the previous layer. The full connection layer can integrate the local information with class discrimination in the output of the pooling layer. The forward propagation in this layer can be represented as:

$$Z_{j+l}^{l+1} = \sum_{i=0}^{n} W_{l}^{i} a^{l} + b_{j}^{l}.$$  (23)

In the formula, $W_{l}^{i}$ is the weight matrix between the $i$th neuron in layer $l$ and the $j$th neuron in layer $l+1$; $Z_{j+l}^{l+1}$ is the output value of the $j$th neuron in layer $l+1$ layer; $b_{j}^{l}$ is the bias vector of all neurons in layer $l$ to the $j$th neuron in layer $l+1$; $a^{l}$ is the output feature maps of layer $l$.

4) Output layer: The output layer uses softmax logistic regression to classify the input data. Mathematically speaking, the softmax operation can be described as:
\[ p(z) = \frac{e^{z_i}}{\sum_{i=1}^{N_c} e^{z_i}} \tag{24} \]

where \( p(z) \) represents the probability that \( z \) belongs to category \( i, i \in N_c \).

### 1.3 Advantages of CNN for Fault Classification

As mentioned before, CNN can automatically learn the features from the raw data without manual selection. Through training, CNN will optimize the model’s parameters and achieve the recognition and classification of data. Because of this characteristic, the original vibration signal can be directly used as input for CNN, which will bring two benefits. 1) By using the raw data, pre-processing of the data can be avoided, which will save time and maximally ensure the authenticity of data. 2) For the signal processing of a complex system, the selection of feature functions usually requires rich mechanical mathematical knowledge, which means it is difficult for a common technician to extract effective features. However, data features can be extracted directly by using CNN.

The weight sharing of the convolution layer in CNN is the same as sparse connection, which reduces the parameters in the network and lowers the computation time and difficulty. Meanwhile, due to the regularization effect, the stability and generalization ability of network structure are improved, and overfitting is also avoided [24]. As mentioned before, by pooling layers, the number of neurons in the model will be minimized, and the robustness of translation invariance in input space is improved [25]. Moreover, the structure of CNN is highly extensible, and a deeper layer can be designed in experiments. Therefore, CNN can be used for complex classification due to the ability of fault data extraction.

As a symbolic algorithm of deep learning, CNN can extract high-order features from input data. Specifically, the convolutional layer and pooling layer in the CNN can respond to the translation invariance of input features; in other words, they can identify similar features located in different spatial positions. Therefore, the CNN model has become one of the most popular models by researchers for fault identification and classification.

Since the data samples from the RV reducer are huge and complex, the CNN model is chosen for the fault identification and classification.

### 2 Fault Diagnosis Method Based on CNN

According to the different characteristics of the processing object and the dimension of the input data, CNN is divided into one dimension, two dimensions, and three dimensions, which play a role in different fields. The 2D-CNN weight filters take the dot product of the entire input as they move along the spatial dimension and sum them up. Unlike filters of 1D-CNN, which move in the time dimension, filters of 2D-CNN move in the space dimension, with two dimensions of height and width, which can more accurately and comprehensively extract the features of reconstructed data. In this paper, the 2D-CNN model is used to diagnose the fault data of the RV reducer used in an IR, and the vibration signal is directly used as the input to realize end-to-end fault diagnosis.

#### 2.1 The Data Collection

In this paper, the RV reducer of an IR (model No. BRTIRUS1510A) is chosen as the research subject. There are six types faults: normal, broken teeth of planetary gear A, pitting of sun gear B, broken teeth of planetary gear B, crack of planetary gear B and broken teeth of planetary gear B respectively. For each fault, the rotation speed of the IR maintains 600 r/min without any load. Meanwhile, the motion track of IR will repeat 20 times, which is fixed (maximum motion range). For both motion and accelerate sensors, the sampling frequency is 100 kHz, the sampling time is 20 seconds, which will repeat 10 times. The experimental rig is shown in Fig. 3.
The experimental design involves six different conditions corresponding to the faults, which includes one healthy mode (NR) and five fault modes (fault 1 to fault 5). Broken teeth are usually divided into fatigue fracture and overload fracture in the reducer, which are caused by fatigue stress and short-term overload or impact load. The pitting of teeth is generated by the teeth with small cracks mesh continuously, which lead to a small piece of metal slides off the tooth surface. The cracks of the teeth in the reducer are mainly triggered by machine overloaded, insufficient design strength, and defective material. Fig. 4 shows an example of a vibration signal acquired in each one of the fault types. The fault categories are listed in Table 1. Fig. 5 shows an example of each one of the five types of faults.

Table 1. Fault categories

| Serial number | Fault type  | Fault location | Degree of fault |
|---------------|-------------|----------------|-----------------|
| Normal        | NR          | None           | None            |
| Planetary gear A | Fault 1     | Broken teeth   | Fault of tooth breakage of the second shaft RV40E-121 planetary gear | Completely broken teeth |
| Sun gear B    | Fault 2     | Pitting        | Tooth pitting failure of the third shaft RV20E-121 sun gear | Moderate |
| Sun gear B    | Fault 3     | Broken teeth   | Tooth breakage fault of the third shaft RV20E-121 sun gear | Completely broken teeth |
| Planetary gear B | Fault 4     | Crack          | Crack fault of the third shaft RV20E-121 planetary gear teeth | Width 0.5 mm Depth 0.5 mm |
| Planetary gear B | Fault 5     | Broken teeth   | Fault of tooth breakage of the third shaft RV20E-121 planetary gear | Completely broken teeth |

In this paper, for each fault, there will be 6×1000 samples. Among them, 4200 will be chosen for training, and the rest will be used for verification.

2.2 Experimental Environment

The hardware and software settings of this experimental environment are shown in Table 2.
2.3 Data Processing

There are 6000 samples in this paper, and each sample has 1024 data points (i.e., 1024×1). The model used in this paper is 2D-CNN, so one-dimensional data is changed into two-dimensional data (i.e., 32×32×1) by pre-processing. Then, after 2D-FFT processing, the time domain diagram is changed into the frequency domain diagram, as shown in Fig. 6. The 2D-FFT is usually calculated by the row and column decomposition algorithm; in other words, by using its separability, the two-dimensional FFT is divided into row-oriented FFT and column-oriented FFT and then calculated in sequence. Generally speaking, the row-column sequence of 1D-FFT algorithm has no great influence on the operation results of 2D-FFT, as long as the row-oriented FFT and column-oriented FFT can be calculated separately. The Fourier transform can transform the signal from time domain to frequency domain, and then study the spectrum structure and variation rule of the signal. Some signals in the time domain have more obvious features in the frequency domain, which enables the CNN model to extract data features more accurately.

2.4 Model Design

The CNN model used in this paper is shown in Fig. 7, which consists of an input layer, convolution layer C1, pooling layer P2, convolution layer C3, pooling layer P4, fully connected layer and output layer. The activation function of the convolution layer is the ReLU function, the pooling layer adopts mean pooling, and the fully connected layer contains 250 processing units.

In order to automatically adapt to the different characteristics of vibration signals, the key parameters of CNN need to be optimized. The parameters of the network layer structure, convolution kernel size, number of iterations, learning rate, number of
2.5 Experimental Results

The 2D-CNN model designed in this paper is used to classify six kinds of fault data of robots, and the classification results of test sets are shown in Table 4.

Table 4. Fault classification results of test sets

| Fault category | Sample size | Accuracy [%] |
|----------------|-------------|--------------|
| NR             | 300         | 99           |
| 1              | 300         | 100          |
| 2              | 300         | 99.33        |
| 3              | 300         | 100          |
| 4              | 300         | 100          |
| 5              | 300         | 99.67        |
| Overall accuracy |             | 99.67        |

Based on the above table, the proposed CNN model in this paper can achieve 99.67% overall accuracy in recognition rate. For Fault 1, Fault 3, and Fault 4, the recognition rate can reach 100%. The accuracy of normal data is 99%, the accuracy of Fault 2 is 99.3%, and the accuracy of Fault 5 is 99.67%. It can be seen from Table 4 that the classification accuracy rate of Fault 2 is the lowest, and Fault 2 is pitting. As shown in Figure 4, the vibration signal of Fault 2 is quite different from the other four fault signals.

All the results indicate that the CNN model is an effective method for fault classification of a reducer on an industrial robot (IR).

3 SIMULATION COMPARISON

To further verify the efficiency of the proposed method, simulations of comparison are carried out in this paper. Four mainstream methods are chosen as comparative subjects, which are 1D-CNN, DBN, Stacked AutoEncoder (SAE), RNN and Neural Network (NN), respectively.
Similar to 2D-CNN, 1D-CNN can automatically extract feature data through weight sharing to avoid overfitting. Table 5 shows the parameters of the 1D-CNN model used in this paper.

| Parameter | Value |
|-----------|-------|
| Con1      | Omaps = 5; kers = 15; actv = 'sigm' |
| Pool1,2   | Scale = 5; pool = 'mean' |
| Con2      | Omaps = 5; kers = 13; actv = 'sigm' |
| Numepochs | 500   |
| Batchsize | 50    |
| Learning rate | 0.015 |
| Output layer | Softmax |

DBN is a probabilistic generative model, which is formed by stacking several restricted Boltzmann machines (RBM) [26]. Its training process is to use unsupervised greedy layer-wise pre-train to obtain weights. The bottom layer is mainly used to receive the input data and transform the input data into a hidden layer through RBM, that is, the input of higher layer RBM comes from the output of lower layer RBM. Stacked RBM networks form a DBN model to extract the features of fault data, and then the classifier is used for classification. Table 6 shows the parameters of the DBN model used in this paper.

| Parameter | Value |
|-----------|-------|
| Dbsizes   | 10×10 |
| Learning rate | 0.000003 |
| Numepochs | 500   |
| Batchsize | 100   |
| Momentum  | 0.00001 |
| Activation function | tanh |
| Output layer | Softmax |

SAE is a deep neural network model composed of multi-layer AutoEncoder (AE), and AE is a three-layer unsupervised nonlinear neural network for feature extraction, including input layer, hidden layer, and output layer. The key idea of SAE is to let the network learn the features of input data in an unsupervised way [27]. Firstly, the greedy layer-wise training method is used to train the SAE network unsupervised, and the features of the fault data are obtained. Then, the trained SAE is connected with the softmax layer to classify the fault data of the test set. Table 7 shows the parameters of the SAE model used in this paper.

| Parameter | Value |
|-----------|-------|
| Hidden layer | 100   |
| Numepochs | 500   |
| Batchsize | 100   |
| Momentum  | 0.5   |
| Learning rate | 0.21  |
| Activation function | tanh |
| Output layer | Softmax |

Six types of RV reducer data (one normal data and five fault) are collected in our experiments. The diagnosis results are shown in Table 9 and Fig. 9.

The fault diagnosis accuracy of five tests is shown in Fig. 9. It can be seen from the figure that the accuracy of fault diagnosis results of the 2D-CNN model is the highest, with the highest being 100 % and the lowest being 99.33 %, followed by 1D-CNN, NN and SAE. DBN performed the worst in these models. Table 9 shows the average classification accuracy of the above five methods. In the classification performance, the fault classification method based on 2D-CNN has achieved better classification performance than other deep networks, and its average accuracy can reach 99.67 %. 1D-CNN’s classification effect is ranked after 2D-CNN, and its average classification accuracy is 98.46 %. NN’s classification effect is inferior to that of 1D-CNN, and its average classification accuracy is 83.47 %. The classification performance of SAE based on AEs is general, and the average accuracy of SAE is 83.05 %. The classification accuracy of DBN based on RBMs is low, and the average classification accuracy of DBN is only 58.08 %. To summarize, the 2D-CNN-based classification method has the highest average
accuracy among the five methods, which is 1.21 % higher than 1D-CNN, 16.2 % higher than NN, 41.59 % higher than DBN and 16.62 % higher than SAE.

Table 9. Mean accuracy of model

| Model | Mean accuracy [%] |
|-------|------------------|
| 2D-CNN | 99.67 |
| 1D-CNN | 98.46 |
| DBN    | 58.08 |
| NN     | 83.47 |
| SAE    | 83.05 |

4 CONCLUSION

As a key component of industrial robots, the RV reducer often has various faults due to its bad operating environment. The failure of the reducer can bring huge economic losses to a company and even lead to serious casualties in some extreme cases. Therefore, the fault detection and diagnosis of the reducer is very important. In order to solve this problem, a 2D-CNN based on the experimental vibration data after 2D-FFT is proposed for the fault diagnosis of RV gear for IR. In the proposed algorithm, the time-frequency transformation of the original data is firstly performed by the 2D-FFT. Secondly, the convolutional layer and pooling layer of 2D-CNN are used to extract the fault features contained in the data. Finally, the Softmax layer classifies the extracted features.

2D-CNN can automatically learn the features in the data, and it has three features: 1) The spatial connection of data is local. Each neuron does not need to perform convolution computation on all the data. The global information can be obtained by integrating different local neurons obtained by convolution computation at a higher level, which can reduce the number of connections; 2) The weight sharing between different neurons can reduce the parameters that need to be solved, and multiple feature maps can be obtained by using multiple filters to convolute the input data; 3) Subsampling can reduce the amount of data to be processed while retaining useful information. These features are conducive to improving the efficiency of network training.

The proposed method is applied to the rotation vector reducer for industrial robots. The data used in this paper include one normal data and five fault data, and the diagnosis accuracy reaches 99.67 %. However, the comparison models include 1D-CNN, DBN, NN, SAE. And their accuracy rates are 98.46 %, 58.08 %, 83.47 %, 83.05 %, respectively. Experimental results show that, compared with other peer models, the proposed model has good fault diagnosis accuracy.
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