Variational Matrix Product State Approach for Non-Hermitian System Based on a Companion Hermitian Hamiltonian
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Non-Hermitian systems exhibiting topological properties are attracting growing interest. In this work, we propose an algorithm for solving the ground state of a non-Hermitian system in the matrix product state (MPS) formalism based on a companion Hermitian Hamiltonian. If the eigenvalues of the non-Hermitian system are known, the companion Hermitian Hamiltonian can be directly constructed and solved using Hermitian variational methods. When the eigenvalues are unknown, a gradient descent along with the companion Hermitian Hamiltonian yields both the ground state eigenenergy and the eigenstate. With the variational principle as a solid foundation, our algorithm ensures convergence and provides results in excellent agreement with the exact solutions of the non-Hermitian Su-Schrieffer-Heeger (nH-SSH) model as well as its interacting extension. The approach we present avoids solving any non-Hermitian matrix and overcomes numerical instabilities commonly encountered in large non-Hermitian systems.

Introduction.— The idea of using non-Hermitian Hamiltonian to effectively describe open system back-dates to the mid-1900s [13], not long after the birth of Quantum Mechanics. Over the years, non-Hermitian Hamiltonians have arisen in a variety of non-conservative systems, both classical [4–10] and quantum [11–19]. In systems exhibiting non-Hermitian skin effects, the conventional bulk-boundary correspondence (BBC) is broken [20–20]. Significant efforts are being made to characterize non-Hermitian BBC, such as defining BBC through singular value gap [27], detecting BBC using entanglement entropy [28–30], and understanding BBC by generalized Bloch theory [31–33].

Most studies of non-Hermitian systems focus on single-particle Hamiltonians, but not all properties of non-Hermitian many-body states can be directly derived from single-particle wave functions, even in the non-interacting case [22]. Beyond the single-particle research, standard methods for many-body non-Hermitian systems are often limited to small system size [25,28,54,55] due to the exponential growth of Hilbert space. Fortunately, not all quantum states in the many-body Hilbert space are equally important to the main physics. For Hermitian systems, low energy states of realistic Hamiltonians are constrained by locality and obey the entanglement area law [36,37]. Tensor network (TN) states can be constructed based on this property, allowing them to naturally capture the most relevant states in Hilbert space. In recent years, TN has emerged as a powerful tool to study strongly correlated quantum many-body systems. When solving the ground state of a one-dimensional (1D) Hermitian Hamiltonian, the variational matrix product state (VMPS) method [38,39] and the equivalent density matrix renormalization group (DMRG) algorithm [40] always converge, as guaranteed by the variational principle. For large strongly correlated non-Hermitian systems, analogous principles and stable algorithms are desired.

Although DMRG has been successfully applied to certain non-Hermitian problems [41–45], debates remain regarding the choices of density matrices [41–44,51] and numerical difficulties remain for some approaches. For instance, Ref. [51] points out that the convergence characteristics of non-Hermitian algorithms are less favorable than in the Hermitian case, with the storage and computing time more than doubled due to the inequivalent left and right eigenspaces. Reference [43] reports an instability of non-Hermitian DMRG even after many iterations and attributes this to non-Hermiticity. References [45,48,52] introduce biorthonormal DMRG approaches capable of providing accurate results while remaining problematic at exceptional points. Our study ascribes the latter to the biorthonormal condition itself since nearly orthogonal left and right eigenvectors are commonly found in non-Hermitian systems exhibiting skin effect [53].

In this work, we introduce two practical VMPS approaches for a non-Hermitian system based on a companion Hermitian Hamiltonian. The Hermitian variational principle consequently guarantees convergence, and we avoid all numerical difficulties by not directly solving any non-Hermitian matrix.

Variational principle.— The VMPS method, like other Hermitian variational methods, relies on the fact that a ground state has the lowest energy. To go beyond this Hermitian paradigm, the first step is to define the ground state of a non-Hermitian system and its energy gradient. Two common definitions of ground states are used, depending on whether the real or imaginary parts
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of energy are minimized, with the state denoted by $|SR\rangle$ or $|SI\rangle$, respectively. For convenience, the ground state mentioned below refers to the right-eigenvector $|r\rangle$ unless otherwise specified, i.e., $H|r\rangle = \varepsilon|r\rangle$. To ensure numerical stability, we impose normalization conditions on the left and right eigenstates separately, such that $(l|l\rangle = 1$ and $(r|r\rangle = 1$. A normalized right-eigenvector has the form $|r\rangle = |x\rangle/\sqrt{\langle x|x\rangle}$, and the corresponding expectation energy becomes $\varepsilon(|x\rangle) = \langle x|H|x\rangle/\langle x|x\rangle$. Because $\varepsilon(|x\rangle)$ is not a holomorphic function, the derivative is not well-defined or cannot be used for straightforward optimization \cite{54}. Nevertheless, if the real and imaginary parts of the energy are treated as two real-valued functions, the Wirtinger derivative \cite{55} parts of the energy are treated as two real-valued functions, the Wirtinger derivative \cite{55} of complex variables, the Wirtinger derivative \cite{55} is available. The gradient \cite{55} or $\langle x|V\rangle$ is available.

Before attempting to solve the above equation, we first establish a relation between the companion Hermitian Hamiltonian $\mathcal{G}(H, \varepsilon)$ and the original non-Hermitian Hamiltonian $H$. Here $\mathcal{G}(H, \varepsilon)$ is non-negative definite and Hermitian for any arbitrary $\varepsilon$. Using singular value decomposition

$$H - \varepsilon = USV^\dagger, \quad U^\dagger U = V^\dagger V = I,$$

$\mathcal{G}(H, \varepsilon)$ is decomposed to

$$\mathcal{G}(H, \varepsilon) = (H^\dagger - \varepsilon^*)(H - \varepsilon) = VS^2V^\dagger,$$

where singular values $s_i$ in $S$ are sorted in descending order. We can see that $\mathcal{G}(H, \varepsilon)$ has the smallest eigenvalue $s_n^2 = 0$ if and only if $H$ has an eigenvalue $\varepsilon$. Furthermore, the vector $V_n$ is a shared eigenstate of $H$ and $\mathcal{G}(H, \varepsilon)$, with eigenvalues $\varepsilon$ and $s_n^2 = 0$, respectively.

For non-interacting systems, the energy $\varepsilon$ of a many-body ground state can be obtained from summing up single-particle energies. Finding the ground state of a non-Hermitian Hamiltonian $H$ therefore reduces to finding the zero-energy ground state of the companion Hermitian Hamiltonian $\mathcal{G}(H, \varepsilon)$, for which the powerful VMPS approach can be employed. In practice, given a finite virtual bond dimension $D$ of MPS, the ground energy of $\mathcal{G}(H, \varepsilon)$ after convergence will retain a tiny non-zero value $\eta$, and $s_n = \sqrt{\eta}$ measures whether $D$ is large enough. Hereafter, we will refer to the aforementioned algorithm with supplied eigenenergies as the Hermitian-variational matrix product state (HVMPS) method, which is guaranteed to converge according to the standard VMPS method.

When eigenvalues are not provided or unknown, a gradient descent method facilitated by the companion Hermitian Hamiltonian can determine the ground energy and the corresponding eigenstate simultaneously, and this will be called the gradient variational matrix product state (GVMPs) method. For simplicity, we illustrate GVMPs using a parity-time ($PT$) symmetric system since its many-body ground energy is always real. More details and its application to non-$PT$ symmetric models are given in Supplemental Material.

The Wirtinger derivative of $s_n(\varepsilon)$ with respect to $\varepsilon$ reads \cite{53}

$$\partial_\varepsilon s_n = \frac{\varepsilon - V_n^\dagger HV_n}{2s_n}.$$  \hspace{1cm} (6)

One may employ the gradient descent method to find the smallest $\varepsilon_{\text{opt}}$ that minimizes $s_n(\varepsilon)$, such that $\varepsilon_{\text{opt}}$ becomes the ground state energy of $H$ and the corresponding eigenvector $V_n$ is obtained at the same time. However, when $s_n(\varepsilon)$ approaches its minimum, the gradient is usually close to zero, which slows down the convergence and even results in instabilities \cite{53}. This can be avoided by manually setting the gradient to $\varepsilon - V_n^\dagger HV_n$ and using an adaptive learning rate \cite{53}. Regarding the initial value of $\varepsilon$, we note that

$$\Re\{\varepsilon(|x\rangle)\} = \frac{\langle x|(H + H^\dagger)|x\rangle}{2\langle x|x\rangle} \geq \tau,$$  \hspace{1cm} (7)

where $\tau$ is the smallest eigenvalue of the Hermitian matrix $(H + H^\dagger)/2$. Therefore, all eigenvalues of $H$ have real parts greater than $\tau$, making $\tau$ a good starting point for determining the eigenvalue of $|SR\rangle$. Since the gradient descent only depends on one scalar parameter $\varepsilon$ and there is no other local minimum from the initial value $\tau$ to the desired energy, the GVMPs method is found to be efficient and well-converged.

Both the HVMPS and GVMPs approaches we propose avoid directly solving non-Hermitian problems, and
the companion Hermitian Hamiltonian helps to prevent typical numerical instabilities of non-Hermitian systems. Some of our benchmark results are presented below.

Non-interacting model.— We first test for non-interacting systems using the 1D nH-SSH model, which exhibits interesting topological properties and has recently received a lot of attention \[20\, 29\, 54\, 58\]. The Hamiltonian takes the following form

\[
H_0 = \sum_i \left[ (t + \gamma/2) a_i^\dagger b_i + (t - \gamma/2) b_i^\dagger a_i + b_i^\dagger a_{i+1} + a_{i+1}^\dagger b_i \right], \tag{8}
\]

with one unit cell composed of two sites. The intra-cell hopping is non-reciprocal and characterized by a non-Hermitian strength \(\gamma\), while the inter-cell hopping is Hermitian and set as unit strength. High-order exceptional points for this model \[29\, 59\, 61\] appear at \(|t| = |\gamma/2|\).

Since MPS methods are more accurate and efficient for finding low entanglement states that satisfy the area law, it is necessary to investigate the entanglement properties throughout the parameter space to determine which regions are more favourably described by MPS. Under periodic boundary condition (PBC), previous study \[29\, 59\, 61\] of the nH-SSH model finds its ground state obeys the bi-orthogonal entanglement entropy \[29\, 30\, 62\–65\] of the nH-SSH model finds its ground state obeys the area law for the nH-SSH model, and the energy gap closing points for OBC (PBC). Dotted lines indicate exceptional points, beneath which the energy spectra are real.
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state of a local non-Hermitian Hamiltonian $H$ becomes the ground state of the companion Hermitian Hamiltonian $(H^\dagger - e)(H - e)$, possessing long range interactions. Our algorithm thus provides an insightful understanding for area law violation in a non-Hermitian system.

In regions where area law is satisfied, the GVMPS algorithm can be applied to find both ground state energy and wave function. The accuracy of the wave function can be obtained. These methods are sufficient investigated.

By implementing $U(1)$-symmetry [68] to the GVMPS algorithm, the many-body $|SR\rangle$ ground state particle distributions are found and plotted for the 25-unit-cell nH-SSH model. The black dots in Fig. 2 show how particle distributions $\langle n_i^a \rangle_p = \langle n_i^a \rangle_p + \langle n_i^b \rangle_p$ evolve as the particle number $p$ increases, where $i$ is the unit-cell index, $n_i^a = a_i^\dagger a_i$, and $n_i^b = b_i^\dagger b_i$. For comparison, we also derive a precise and efficient method [53] to calculate particle distributions from single-particle wave functions, as shown by the solid lines in Fig. 2 and in excellent agreement with GVMPS results. The red lines in Fig. 2 denote the distribution at half filling, where skin effect only causes a slight upturn. Apart from adding the first and last particles when single-particle skin effects are clearly revealed, the many-body particle distributions exhibit inhomogeneous density waves. Moreover, distributions with $p > 25$ are centro-symmetric with respect to those of $p \leq 25$, i.e., $\langle n_{\gamma} \rangle_p = 2 - \langle n_{N+1-i} \rangle_2N-p$ for the $N$-unit-cell system [53].

**Interacting model.** — For interacting non-Hermitian systems, the results from our GVMPS are compared with the ones from ED. We calculate the ground state of a 12-unit-cell OBC nH-SSH model with nearest-neighbor repulsions at $t = 0.5$ and $\gamma = 1$. The Hamiltonian is given by

$$H_1 = H_0 + \sum_i U (n_i^a n_i^b + n_i^b n_{i+1}^a).$$

The energy error $\Delta e = |\langle \psi_{GVMPS} \rangle - \langle \psi_{ED} \rangle|$ and wave function infidelity $I = 1 - |\langle \psi_{ED} | \psi_{GVMPS} \rangle|^2$ of the two methods are shown in Fig. 3. Both quantities decrease rapidly as the bond dimension $D$ increases, and sufficiently accurate results are obtained with $D$ less than 100. With the help of the companion Hermitian Hamiltonian, we are not required to solve any non-Hermitian matrix and no instability is observed even at $U = 0$, where high-order exceptional points are predicted to emerge.

**Conclusion.** — We propose two efficient MPS methods for non-Hermitian systems. If the eigenenergies of a non-Hermitian Hamiltonian are known, HVMPS can be employed to find its eigenstates by solving a companion Hermitian Hamiltonian. When the eigenenergies are unknown, HVMPS can be combined with gradient descent and upgraded to GVMPs, such that both ground energy and wave function can be obtained. These methods
provide accurate results for non-interacting and interacting non-Hermitian systems. Since no non-Hermitian matrix is directly solved, our approach mitigates all known numerical difficulties of typical non-Hermitian systems and ensures convergence through the variational principle. The algorithms presented here are robust for finding many-body wave functions of a general Hamiltonian, which could pave the way for studying large-scale strongly correlated non-Hermitian systems.
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Appendix A: Wirtinger derivative of energy

The expectation energy of a Hermitian matrix $M$ with respect to a complex state $|x\rangle \equiv |r\rangle + i|i\rangle$ is given by

$$\mathcal{E}(|x\rangle) = \frac{\langle x|M|x\rangle}{\langle x|x\rangle} \equiv \frac{\langle r|M|r\rangle + \langle i|M|i\rangle + i\langle r|M|i\rangle - i\langle i|M|r\rangle}{\langle r|r\rangle + \langle i|i\rangle}. \quad (A1)$$

Based on matrix calculus, we obtain

$$\partial_{(r)}\langle x|M|x\rangle = M^T[r] + M[r] + iM[i] - iM^T[i],$$
$$\partial_{(i)}\langle x|M|x\rangle = M^T[i] + M[i] + iM^T[r] - iM[r], \quad (A2)$$

and

$$\partial_{(r)}\langle x|x\rangle = 2|r|, \quad \partial_{(i)}\langle x|x\rangle = 2|i|. \quad (A3)$$

According to the definition of Wirtinger derivative, we have

$$\partial_{(x)}\langle x|M|x\rangle \equiv \frac{1}{2}\partial_{(r)}\langle x|M|x\rangle + \frac{i}{2}\partial_{(i)}\langle x|M|x\rangle = M|x\rangle, \quad (A4)$$

$$\partial_{(x)}\langle x|x\rangle \equiv \frac{1}{2}\partial_{(r)}\langle x|x\rangle + \frac{i}{2}\partial_{(i)}\langle x|x\rangle = |x\rangle. \quad (A5)$$

Combined with the chain rule it gives

$$\partial_{(x)}\mathcal{E}(|x\rangle) = \frac{M|x\rangle}{\langle x|x\rangle} - \frac{\langle x|M|x\rangle|x\rangle}{\langle x|x\rangle^2}. \quad (A6)$$

The expectation energy of a non-Hermitian Hamiltonian $H$ is given by $e(|x\rangle) = \langle x|H|x\rangle/\langle x|x\rangle$. By substituting $M = (H + H^\dagger)/2$ into Eq. (A6), we obtain the derivative of the real part.

$$\partial_{(x)}\Re\{e(|x\rangle)\} = \frac{\langle x|(H + H^\dagger)|x\rangle}{2\langle x|x\rangle} = \frac{(H + H^\dagger)|x\rangle}{2\langle x|x\rangle} - \frac{\langle x|(H + H^\dagger)|x\rangle}{2\langle x|x\rangle^2}. \quad (A7)$$

Similarly, the derivative of the imaginary part is obtained by replacing $M = (H - H^\dagger)/(2i)$

$$\partial_{(x)}\Im\{e(|x\rangle)\} = \frac{\langle x|(H - H^\dagger)|x\rangle}{2i\langle x|x\rangle} = \frac{(H - H^\dagger)|x\rangle}{2i\langle x|x\rangle} - \frac{\langle x|(H - H^\dagger)|x\rangle}{2i\langle x|x\rangle^2}. \quad (A8)$$

Appendix B: Wirtinger derivative of the eigenvector residual norm

Given a Hermitian matrix $M$, the Wirtinger derivative of $\langle x|M|x\rangle^2$ is

$$\partial_{(x)}\langle x|M|x\rangle^2 = 2\langle x|M|x\rangle\partial_{(x)}\langle x|M|x\rangle = 2\langle x|M|x\rangle M|x\rangle. \quad (B1)$$

Together with Eqs. (A4) and (A5) we obtain

$$\partial_{(x)}\langle x|M|x\rangle^2 = 2\langle x|M|x\rangle M|x\rangle - \langle x|M|x\rangle^2|x\rangle \quad (B2)$$

The eigenvector residual norm is defined as

$$\mathcal{N}(|x\rangle) \equiv \left| H|x\rangle - \frac{\langle x|H|x\rangle}{\langle x|x\rangle} \right|^2 = \left(\langle x|H|x\rangle \langle x|H^\dagger|x\rangle \right) - \frac{\langle x|(H - H^\dagger)|x\rangle^2 + \langle x|i(H - H^\dagger)|x\rangle^2}{4\langle x|x\rangle}. \quad (B3)$$

In the last step above we have replaced the multiplication of a complex number $\langle x|H|x\rangle$ and its complex conjugation by the square summation of its real and imaginary parts. Since $H^\dagger H$, $(H + H^\dagger)$, and $i(H - H^\dagger)$ are always Hermitian, using Eqs. (A4) and (B2) we obtain the Wirtinger derivative of $\mathcal{N}(|x\rangle)$:

$$\partial_{(x)}\mathcal{N}(|x\rangle) \equiv H^\dagger H|x\rangle - \frac{\langle x|(H + H^\dagger)|x\rangle(H + H^\dagger)|x\rangle}{2\langle x|x\rangle} + \frac{\langle x|(H - H^\dagger)|x\rangle(H - H^\dagger)|x\rangle}{2\langle x|x\rangle} \quad (B4)$$

$$\partial_{(x)}\mathcal{N}(|x\rangle) \equiv (H^\dagger - \frac{\langle x|H|x\rangle^2}{\langle x|x\rangle})(\langle x|H|x\rangle^2 - \langle x|x\rangle).$$

Appendix C: Numerical instabilities of the bi-orthogonal condition

The bi-orthogonal formalism is an interesting approach for treating non-Hermitian systems. However, when the bi-orthogonal overlap between ground states $O_{tr} \equiv \langle l|l\rangle/\langle l|l\rangle$ approaches zero, the bi-orthogonal condition induces numerical instabilities, which is especially troublesome for large-system numerical studies.

We compute $O_{tr}$ for the 6-unit-cell nH-SSH model using exact diagonalization, and the results are shown in Fig. 3(a). When approaching the exceptional points denoted by the yellow solid line, we clearly see that $O_{tr}$ steadily decreases to zero. If the biorthogonal condition still requires $O_{tr} = 1$, extreme large numbers will appear in $l\langle l|$ and $l\langle r|$, resulting in numerical instabilities.
When our HVMPS algorithm is used instead, the scaling behavior for larger systems is free of the aforementioned numerical difficulties. As illustrated in Fig. 4(b), $O_{lr}$ decays exponentially while remaining accurate with growing system size.

The fast decay of $O_{lr}$ is an universal phenomenon in parity-time (PT) symmetric system with a non-Hermitian Hamiltonian satisfying $PHP = H^\dagger$, where $P$ denotes the spatial parity operator. Combined with the eigen-decomposition

$$H = \sum_i e_i |r_i\rangle \langle l_i|,$$

one finds that

$$H = (PHP)^\dagger = \sum_i e_i^* P |l_i\rangle \langle r_i| P,$$

which shows

$$|l_i\rangle = \langle r_i| P$$

for all modes with real eigenvalues. If the wave functions are localized at one end of the chain, $|\langle l_i| r_i\rangle| = |\langle r_i| P |r_i\rangle|$ will be small. This is thought to be a common feature of non-Hermitian systems and is called skin effect [20], or hereby referred to a more general many-body skin effect. It is worth noting that Eq. (C3) is valid for the many-body ground state $|\text{SR}\rangle$ of a general $\mathcal{PT}$ symmetric Hamiltonian, which processes a real eigenvalue in both $\mathcal{PT}$ symmetry breaking and unbroken phases.

### Appendix D: The gradient variational matrix product state (GVMPS) algorithm

1. **Starting point and the converged state**

For a general non-Hermitian Hamiltonian, the gradient descent generates a flow in the complex plane of energies, with eigenvalues of $H$ acting as attractors. Starting from any position, the energy ends up at one of the attractors, and the converged eigenstate depends on the starting point.

In the main text, we demonstrate the ground energy of $(H + H^\dagger)/2$ is a good starting point to find $|\text{SR}\rangle$ with the smallest real eigenvalue. Likewise, the ground state energy of $(H - H^\dagger)/2$ is an ideal beginning for determining $|\text{SI}\rangle$ with the smallest imaginary eigenvalue. The $|\text{SI}\rangle$ ground state of $H$ is also the $|\text{SR}\rangle$ ground state of $-i H$. Furthermore, we can find the eigenenergy with the largest absolute value in any direction in the complex plane by applying a global rotation to the whole spectra. Namely, solving the $|\text{SR}\rangle$ ground state of $e^{i(\pi - \theta)} H$ yields the greatest absolute eigenenergy of $H$ in direction $\theta$.

2. **Gradient of the objective function $s_n(\varepsilon)$**

The objective function for gradient descent is chosen as the smallest singular value $s_n(\varepsilon)$ in singular value decomposition

$$H - \varepsilon = U S V^\dagger,$$

where $U^\dagger V = V^\dagger U = I$. The differential form of the unitary condition is

$$dU^\dagger U + U^\dagger dU = dV^\dagger V + V^\dagger dV = 0.$$

Therefore, $dU^\dagger U$ and $dV^\dagger V$ are skew-Hermitian with their diagonal elements pure imaginary. Left-multiplying by $U^\dagger$ and right-multiplying by $V$ to the differential form of Eq. (D1) with respect to $\varepsilon$ gives

$$- U^\dagger V d\varepsilon = U^\dagger dS + dU + S dV^\dagger V.$$

By comparing the real parts of the $n$-th diagonal elements from both sides, $ds_n$ is found to satisfy

$$ds_n = - \Re \{U^\dagger V_n d\varepsilon\}.$$
Comparing Eq. (D4) with Eq. (D5) and using the relation

\[ s_n(\varepsilon) \approx \frac{\partial^2 s_n}{\partial \varepsilon^2} \right|_{\varepsilon=0}, \]

where \( s_n \) and \( s_n(\varepsilon) \) satisfy the same Hamiltonian but differ on one site. To represent \( s_n(\varepsilon) \) with a complex-valued argument \( \varepsilon \), we may reuse the environment \( v_1, \ldots, v_N \) while MPS with upward physical indices represents the state in bra space. Analogous to the standard variational method, VMPS minimizes energy site by site in the MPS ansatz. To optimize the \( i \)-th site, the effective Hamiltonian \( H_{\text{eff}} \) is obtained by contracting the left/right environment \( l_i/r_i \) with the MPO \( W_i \) at this site. \( H_{\text{eff}} \) is viewed as a matrix with three downward indices forming a row index and three upward indices forming a column index. The ground eigenvector of \( H_{\text{eff}} \) that minimizes the energy in the current step is calculated and reshaped into a tensor \( T_i \) to replace the previous \( T_i \) at this site. After that, the calculation continues to the next site, going forward and backward until convergence is reached.

### 4. GVMPS algorithm

To change the Hamiltonian from \( H \) to \( (H - \varepsilon) \) in the MPO representation, one may simply change the MPO on an arbitrary single site \( i \) from \( W_i \) to \( W_i - \varepsilon \) while leaving all others unchanged. Thus, \( \langle (H_1 - \varepsilon^*) | (H - \varepsilon) \rangle \) and \( H^1 H \) only differ on one site. To represent \( \langle \psi | (H^1 - \varepsilon^*) (H - \varepsilon) | \psi \rangle \), we may reuse the environment of \( \langle \psi | H^1 H | \psi \rangle \) to reduce computational effort. In the algorithm, the left/right environment for \( \langle \psi | H^1 H | \psi \rangle \) and \( \langle \psi | H^1 H | \psi \rangle \) are denoted by \( r_{\alpha} H \cdot r_{\beta} H \) and \( l_{\alpha}^H \cdot r_{\beta}^H \), where \( s_n \) will be close to 0 when approaching convergence, a tiny error of \( s_n \) in Eq. (D5) can lead to a significant error in the gradient. To avoid this issue, we set the gradient manually to \( g = \varepsilon - V^1_n H | V_n \) and control the gradient descent with an adaptive learning rate \( \alpha \), i.e., \( \varepsilon \rightarrow \varepsilon - \alpha g \). The learning rate is updated in each iteration. Whenever the real part of \( g \) changes sign, \( \alpha \) is shrunk to 0.5a to ensure convergence, otherwise \( \alpha \) is enlarged to 1.1a to accelerate convergence. The pseudocode of GVMPS is shown in Algorithm [1].

### Appendix E: EE for the PBC nH-SSH model

In Fig. 6, we show the maximum entanglement entropy (EE) of [S] for the nH-SSH model of different system sizes at \( t = 1 \) and \( \gamma = 5 \). EE exhibits asymptotic behavior with a plateau when the virtual bond dimension \( D \) exceeds a certain threshold value. This is consistent with the expected area law in the parameter region [2].
Algorithm 1: GVMPS

Input: $N$-site non-Hermitian MPO $W$, $tol$, $max\_sweep$

Output: ground state $|\Psi\rangle$ MPS $\psi$
1. get the ground energy $\varepsilon$ of $(H + H^\dagger)/2$ using VMPS
2. generate random MPS $\psi$
3. initialize left and right environments:
   $$l_r^H, r_r^H = \text{env}(W, \psi)$$
   $$l_{r+1}^H, r_{l-1}^H = \text{env}(W^\dagger, W, \psi)$$
4. $\alpha = 1, g_0 = 0$
5. for $\text{count} = 1, \ldots, max\_sweep$ do
6.   for $i = 1, \ldots, N - 1$ do
7.       $W^{(2)} = (W_0 - \varepsilon)(W_1 - \varepsilon)$
8.       $H_{\text{eff}}^{(2)} = \text{Heff}(W^{(2)}, l_r^H, r_r^H)$
9.       $\eta, \psi_i = \text{eigs}(H_{\text{eff}}^{(2)}, \text{which} = \text{SR})$
10.      $H_{\text{eff}}^{(1)} = \text{Heff}(W_i, l_i^H, r_i^H)$
11.     $\varepsilon_i = \text{avg}(\varepsilon_i)$
12.    for $i = N, \ldots, 2$ do
13.       $W^{(2)} = (W_0 - \varepsilon)(W_1 - \varepsilon)$
14.      $H_{\text{eff}}^{(2)} = \text{Heff}(W^{(2)}, l_r^H, r_r^H)$
15.     $\eta, \psi_i = \text{eigs}(H_{\text{eff}}^{(2)}, \text{which} = \text{SR})$
16.    end for
17.  end for
18.  for $i = 1, \ldots, N - 1$ do
19.    $W^{(2)} = (W_0 - \varepsilon)(W_1 - \varepsilon)$
20.   $H_{\text{eff}}^{(2)} = \text{Heff}(W^{(2)}, l_r^H, r_r^H)$
21.  end for
22.  if abs($\varepsilon - \varepsilon_b) < tol$ then
23.     break
24.  end if
25.  if abs($\varepsilon - \varepsilon_b) < tol$ then
26.     $g = \varepsilon - \varepsilon_b$
27.     if $\Re(g) \times \Re(g_0) < 0$ then
28.         $\alpha = 0.5\alpha$
29.     else
30.         $\alpha = 1.1\alpha$
31.     end if
32.     $\varepsilon = \varepsilon - \alpha \times g$
33.  end if
34.  $g_0 = g$
35. return $\psi$

although the definition of EE is different. Here we use MPS with OBC to simulate the PBC Hamiltonian for simplicity.

Appendix F: Many-body particle distributions

To evaluate the many-body ground state distribution, we consider a general non-Hermitian single-particle model $H = \vec{a}^\dagger \Lambda \vec{a}$ with dimension $L$. $H$ can be diagonalized as $H = \vec{a}^\dagger S \Lambda S^{-1} \vec{a} \equiv \vec{d}^\dagger \Lambda \vec{b}$, where $\Lambda = \text{Diag}(\lambda_i)$, $\Re\{\lambda_j\} \leq \Re\{\lambda_j\}$ for $i < j$, and
\[
\{b_i, b_j\} = 0, \quad \{b_i, b_i^\dagger\} = 0, \quad \{b_i, \lambda_i\} \neq \delta_{ij};
\]
\[
\{d_i, d_j\} = 0, \quad \{d_i, d_i^\dagger\} = 0, \quad \{d_i, \lambda_j\} \neq \delta_{ij}.
\]

Although neither $b_i$ nor $d_i$ satisfies the fermion anti-commutation relations, together they form a set of bi-fermionic operators [23, 29].

For nonredundant indices in ascending order $\{i, j\} \leq j \leq L, d_i^\dagger d_j^\dagger \cdots d_p^\dagger |0\rangle$ is an $p$-particle right eigenvector of $H$ with energy $\sum_{1 \leq i \leq p} \lambda_i$, and the corresponding left eigenvector is $|0\rangle b_p^\dagger b_{p-1}^\dagger \cdots b_1^\dagger$. The particle distribution of the $p$-particle state $|\Psi\rangle = d_i^\dagger d_j^\dagger \cdots d_p^\dagger |0\rangle$ on the $m$-th site is given by
\[
\langle n_m \rangle_p = \left| \frac{a_m d_i^\dagger d_j^\dagger \cdots d_p^\dagger |0\rangle}{|d_i^\dagger d_j^\dagger \cdots d_p^\dagger |0\rangle} \right|^2
\]
\[
\left( \sum_{\{q_{(p)}\} \leq p} S_{q_m} a_q^\dagger |0\rangle \right)^2
\]
\[
\left( \sum_{q_{(p)} \leq L} S_{q_m} a_q^\dagger |0\rangle \right)^2.
\]

Here $\{q_{(p)}\}$ represents one of the $p$-permutations of the set $\{1, 2, \ldots, L\}$, the total number of which is $L!/(L-p)!$. We rearrange the order of creation operators using the fermion anti-commutation relations.
\[
\prod_{1 \leq i \leq p} a_i^\dagger |0\rangle = \epsilon_{(q_{(p)})} |q_{(p)}\rangle |q_{(p)}\rangle^\dagger,
\]
where $\{q_{(p)}\}$ denotes one of the $p$-combinations of the set $\{1, 2, \ldots, L\}$ with $q_1 < q_2 < \cdots < q_p$, the total number.
Thus, similar to Eq. (F5),
\[ \epsilon_{\langle q^{(p)} \rangle} = \begin{cases} +1 & \text{if } \{q^{(p)}_L\} \text{ is an even permutation of } \{q^{(p)}_L\}, \\ -1 & \text{if } \{q^{(p)}_L\} \text{ is an odd permutation of } \{q^{(p)}_L\}, \\ 0 & \text{otherwise.} \end{cases} \]

When combined with \( \prod_{1 \leq i \leq p} S_{q_i,t} \) and summed over all terms contributing to the same state, the coefficient in front of \( \langle q^{(p)}_{L} | q^{(p)}_{L} \rangle \) is the determinant of a sub-matrix of \( S \) selected from row indices \( \{q^{(p)}_L\} \) and column indices \( (1, 2, \cdots, p) \), denoted as \( S_{\{q^{(p)}_L\},[p]} \).
\[
\sum_{\{q^{(p)}_L\}} \prod_{1 \leq i \leq p} S_{q_i,t} a_{q_i}^\dagger |0\rangle = \sum_{\{q^{(p)}_L\}} \det(S_{\{q^{(p)}_L\},[p]})) |\langle q^{(p)}_{L} | q^{(p)}_{L} \rangle\rangle.
\]

\[ \text{(F5)} \]

Now we consider the extra annihilation operator \( a_m \) in the numerator of Eq. \( \text{(F2)} \). It is clear that only terms with exactly one \( q_j = m \) contribute to the summation. Using the fermion anti-commutation relation, we have
\[
a_m \prod_{1 \leq i \leq p} a_{q_i}^\dagger |0\rangle = (-1)^{(j-1)} \prod_{q_k \neq m} a_{q_k}^\dagger |0\rangle.
\]

Thus, similar to Eq. \( \text{(F5)} \),
\[
\sum_{\{q^{(p)}_L\}} a_m \prod_{1 \leq i \leq p} S_{q_i,t} a_{q_i}^\dagger |0\rangle = \sum_{\{q^{(p)}_L\}} \det(S_{\{q^{(p)}_L\},[p]})) |\langle q^{(p)}_{L} | q^{(p)}_{L} \rangle\rangle.
\]

\[ \text{(F7)} \]

Here, \( \{q^{(p)}_{L(m)}\} \) denotes one of the \( (p-1) \)-combinations of the set \( \{1, 2, \cdots, m-1, m+1, \cdots, L\} \) with \( q_1 < q_2 < \cdots < q_{p-1} \), the total number of which is \( \frac{(L-1)!}{(p-1)!(L-p)!} \).

The squared norm in Eq. \( \text{(F2)} \) involves a multiplication of two determinants, similar to the Cauchy-Binet formula
\[
\det(AB) = \sum_{\{M_{(N)}\}} \det(A_{\{M\}_{\{N\}}} |B_{\{N\}_{\{M\}}})
\]
\[ \text{(F8)} \]

To calculate bi-orthogonal particle distributions constructed by \( b \) and \( d^\dagger \) operators, we simply replace all \( S^\dagger \) in Eq. \( \text{(F9)} \) with \( S^{-1} \).

The results of Eq. \( \text{(F9)} \) for small systems agree with those from exact diagonalizations. Direct calculations from Eq. \( \text{(F2)} \) require more than \( O(L^p) \) steps, where \( L \) is the system size. Using the Cauchy-Binet formula, \( \langle n_m \rangle_p \) can be calculated in at most \( O(L^p) \) steps. To prevent loss of precision for large systems \( \text{(G2)} \), all variables in Eq. \( \text{(F9)} \) are converted to floating-point numbers with high precision. The remarkable agreement between single-particle results and HVMPS results confirms the validity of our method.

**Appendix G: Symmetry of particle distributions**

The Hamiltonian of the \( N \)-unit-cell nH-SSH model is \( H = a^\dagger M \tilde{a} \), which can be diagonalized as \( H = a^\dagger S \Lambda S^{-1} d^\dagger \equiv d^\dagger \Lambda \tilde{d} \). The single particle Hamiltonian \( M \) is a \( 2N \times 2N \) matrix
\[
\begin{pmatrix}
0 & t + \gamma' \\
t - \gamma' & 0 \\
0 & 1 \\
1 & 0 \\
& \ddots & \ddots & \ddots \\
& & 0 & 1 \\
& & t - \gamma' & 0 \\
& & 0 & t + \gamma' \\
& & & t - \gamma' & 0
\end{pmatrix}
\]

\[ \text{(G1)} \]

with \( \gamma' = \gamma/2 \). For the diagonal matrix \( \text{diag}(X) = \{1, -1, \cdots, 1, -1\} \), we find \( X = X M X = (X S) \Lambda (S^{-1} X) \). Thus, the eigenvalues \( \{\lambda_k | k \in [2N]\} \) and the corresponding right (left) eigenvectors \( \{S_{[2N],k}\} \) satisfy
\[
\lambda_k = -\lambda_{2N-k+1} \\
S_{[2N],k} = XS_{[2N],2N-k+1} \\
(S^{-1})_{k,[2N]} = (S^{-1})_{2N-k+1,[2N]} X.
\]

Multiplying by \( X \) does not change particle distributions, so the single-particle distributions are symmetric for states with energies \( \lambda_k \) and \( \lambda_{2N-k+1} \).

In Sec. \( \text{F} \) we construct a \( p \)-particle state from the vacuum state \( |0\rangle \), where \( p \) lowest energy modes are filled. When there are more than half-filled particles, it is more convenient to start from the full-filled state \( |2N\rangle \). A di-
rect derivation gives
\[
\begin{align*}
    d_1^\dagger \cdots d_p^\dagger |0\rangle &= b_2 N \cdots b_{p+1} d_1^\dagger \cdots d_{2N}^\dagger |0\rangle \\
    &= b_2 N \cdots b_{p+1} |2N\rangle \\
    &= \sum_{\{q_{(2N-p)}/1\leq i \leq 2N-p\}} \prod (S^{-1})_{2N-i+1,q} a_{q_i} |2N\rangle \\
    &= \sum_{\{q_{(2N-p)}/1\leq i \leq 2N-p\}} \prod (S^{-1})_{i,q_i} X_{q_i} a_{q_i} |2N\rangle.
\end{align*}
\]

On the other hand,
\[
\begin{align*}
    b_1 \cdots b_{2N-p} |2N\rangle &= \sum_{\{i_{(2N)}/1\leq i \leq 2N-p\}} \prod (S^{-1})_{i,q_i} a_{q_i} |2N\rangle. \\
    \end{align*}
\]

The $X_{q_i}$ term can be absorbed into $a_{q_i}$ without changing particle distributions. Therefore, $d_1^\dagger \cdots d_p^\dagger |0\rangle$ can be replaced by $b_1 \cdots b_{2N-p} |2N\rangle$ in subsequent calculations.

\[
\begin{align*}
    \langle n_m |_{2N-p} &= \frac{\langle 0|d_{2N-p} \cdots d_1 a_m^\dagger a_m d_1^\dagger \cdots d_{2N-p}^\dagger |0\rangle}{\langle 0|d_{2N-p} \cdots d_1 d_{2N-p}^\dagger |0\rangle} \\
    &= \frac{\langle 2N|b_p^\dagger \cdots b_{1} a_m^\dagger a_m b_1 \cdots b_p |2N\rangle}{\langle 2N|b_p^\dagger b_1 \cdots b_p |2N\rangle} \\
    &= 1 - \frac{\langle 2N|b_p^\dagger \cdots b_{1} a_m^\dagger a_m b_1 \cdots b_p |2N\rangle}{\langle 2N|b_p^\dagger b_1 \cdots b_p |2N\rangle}. \\
\end{align*}
\]

The second term in the above equation is evaluated in the same way as the particle distributions of the left eigenvector $\langle SR |$. As mentioned in Appendix C, left eigenvectors of nH-SSH model are spatial reflections of right eigenvectors. Thus, $1 - \langle n_m |_{2N-p}$ is the spatial reflection of $\langle n_m |_p$. If we consider the particle distribution with respect to the unit-cell index $i$ and each unit cell has two sites, the above relation becomes $\langle n_i |_p = 2 - \langle n_{N+1-i} |_{2N-p}$. 

\[
\langle n_i |_p = 2 - \langle n_{N+1-i} |_{2N-p}. 
\]