Selection of the Informative Frequency Band in a Bearing Fault Diagnosis in the Presence of Non-Gaussian Noise—Comparison of Recently Developed Methods
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Abstract: The vibration signals acquired on machines usually have complex spectral structure. As the signal of interest (SOI) is weak (especially at an early stage of damage) and covers some frequency range (around structural resonance), it requires its extraction from a raw observation. Until now, most of the techniques assumed the presence of Gaussian noise. Unfortunately, there are cases when the non-informative part of the signal (considered as the noise) is non-Gaussian due to the random disturbances or nature of the process executed by the machine. Thus, the problem can be formulated as the extraction of the SOI from the non-Gaussian noise. Recently this problem has been recognized by several authors and some new ideas have been developed. In this paper, we would like to compare these techniques for benchmark signals (Gaussian noise, cyclic impulsive signals, non-cyclic impulsive signals with random amplitudes and locations of impulses and a mixture of all of them). Our analysis will cover spectral kurtosis, kurtogram, stability index (Alpha selector), conditional variance-based selector, spectral Gini index, spectral smoothness index and infogram. Finally, a discussion on the efficiency of each method is provided.
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1. Introduction

The problem of bearings local damage detection is widely discussed in the literature [1–4]. In the case of constant speed, the task is defined as the detection of the periodic impulsive signals. The vibration under time-varying speed requires special treatment, see [5,6], and will not be considered in this paper. The most popular approach is the envelope analysis and detection of fault frequencies in the spectrum of the envelope for a pre-filtered signal. The modified versions of the envelope are also known, e.g., squared envelope spectrum (SES) [2,7], log-envelope spectrum (LES) [8,9]. The filtration of a raw signal is used to select its informative part and avoid other spectral content not related to the local damage. Depending on the complexity of the structure of the signal one may use simple band-pass filtering, advanced decomposition via Empirical Mode Decomposition (EMD) [10,11] or wavelet transform [12–14]. An optimal solution has been proposed by using Wiener filtering [15]. The filter coefficients could be optimized by the genetic algorithm proposed in [16]. The most popular approach is based on the spectral kurtosis as an informative frequency band (IFB) selector (filter characteristic). The kurtosis value is calculated for sub-signal at some narrow frequency band. As kurtosis is sensitive to outliers [17], one can select impulsive content at a given narrow frequency band and filter out other
components. Kurtosis is the most intuitive statistic commonly used for machine diagnostics [18]. It has plenty of variations and extensions, e.g., the kurtogram [19]—which is a colored map, where the depth of the color values is proportional to the kurtosis value. Obuchowski showed that other statistics could also be used in such context [20]. Recently, many techniques for searching for optimal frequency band selection have appeared [21].

In the literature, one can also find methods which are based on the cyclostationary approach. Obviously, these algorithms are dedicated to the cyclic behavior identification for the real signals. In the classical approach of cyclostationary-based techniques the assumption of Gaussian noise is taken under consideration [7,9,22–26]. However, one can find the papers where the algorithms for the signals with non-Gaussian noise are proposed [27–38]. We refer also to the recent paper, where the new definition of the cyclostationary non-Gaussian signal is given, see [27] for more details. However, in this paper we do not consider the cyclostationary-based methods.

One can also find other approaches for the IFB selection based on artificial intelligence [39–41]. However, there is still a need for new approaches that allow us to consistently handle restrictions linked to the amount of available data, specific type of noise, work specifications of the tested machine, etc.

The idea of the paper is not to introduce a new technique which outperforms other methods for signals with the specific behavior, but to demonstrate the advantages and limitations of the selected algorithms. In many papers authors refer to other existing techniques to compare performance. However, due to lack of space in research papers, a novel technique can be compared to one or two other techniques for some specific signal, without a deep understanding of properties/limitations of each method. It makes real comparison difficult. Thus, the main goal of the paper is to compare the recently proposed methods for the IFB selection. The paper provides a comparative study of different methods used for local damage detection for real-life inspired benchmark signals (Gaussian White Noise, cyclic impulsive signals, non-cyclic impulsive signals with random amplitudes and locations of impulses and a mixture of all of them). The most complicated simulated signal considered in this paper, apart from the background noise, contains the non-cyclic impulses which are not informative. According to our knowledge, this kind of signal was not considered in the context of the comparison of different techniques and thus in our opinion, such a comparison is worthy to demonstrate.

The signals with non-cyclic impulsive behavior we observe in the real environment. One of the examples is the crushing machine [42] used in mines. During the operation of the machine (the crushing process), apart from the background noise (which is often assumed to be Gaussian White Noise) large observations appear in the vibration signal, due to the nature of the machine’s work. Moreover, in the case of local damage, additional cyclic impulses are hidden in the noise. In this case, the detection of local damage is very difficult. In this paper, we have used simulated signal with specific properties (cyclic, non-cyclic impulses and noise components). The use of a generic model has allowed presenting the problem and test algorithms for various cases.

The problem can be formulated as the extraction of the SOI from the Gaussian and non-Gaussian noise. Recently the last, more demanding problem has been recognized by several authors and some new ideas have been developed [21,42–44].

Our analysis will cover spectral kurtosis [45], kurtogram [19], stability index (Alpha selector) [46], spectral Gini selector [47], spectral smoothness index [17], infogram [48] and conditional variance-based selector [49].

The first six methods were considered in the literature as the most effective and classical ones in the problem of local damage detection. In our recent research [49], we have utilized the statistic called the conditional variance statistic and proposed a new algorithm for local damage detection which seems to be applicable when the background noise is contaminated by the non-cyclic large impulses. In the paper [49], we have indicated the limitations of the proposed method and proved its effectiveness, especially when the ratio of the amplitudes of non-cyclic to cyclic impulses is large. In the current paper, which can be considered as the extension of our previous research, we demonstrate that the results
obtained for the conditional variance-based selector are superior with respect to the results based on the mentioned other algorithms.

The rest of the paper is organized as follows. In Section 2, we remind the reader of the definitions of seven considered selectors for local damage detection. Next, in Section 3 we give a short description of the model of the simulated signal and comparatively study the results for the considered algorithms. At the end of this section the efficiency of the analyzed selectors has been tested on real data. The last section concludes the paper.

2. Informative Frequency Band Selectors

Real vibration signals are typically a mixture of sources with a complex spectral structure. The signal of interest is hidden in such a mixture. To improve the Signal-to-Noise Ratio, before demodulation (envelope analysis), an extraction of the SOI is needed. According to the literature, damage signature covers some frequency range around structural resonance [18]. To find the informative frequency band (IFB), some statistical indicators for impulsiveness detection are used. In this section, selected statistics are recalled.

2.1. Kurtosis

The kurtosis statistic is the most known impulsive measure in the probability and statistical theory, see [50]. It gives knowledge about the non-Gaussianity of the signal (for the Gaussian distribution the statistic is equal to 0) or in other words about the impulsiveness of the signal. The kurtosis for the vector $x = (x_1, x_2, \ldots, x_N)$ is defined as follows [51]:

$$
\hat{K}(x) = \frac{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^4}{(\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2)^2} - 3, \quad (1)
$$

where $\bar{x}$ is the sample mean and $N$ is the sample length. It is the most frequently used sparsity index in the diagnosis of bearing faults [45,52]. In our approach, we apply the kurtosis not to the raw signal, but to its time-frequency representation. The time-frequency representation of the signal is widely used because it gives the temporal and spectral content simultaneously and provides much more information about data than the one-dimensional representation in the time domain. The signal decomposition can be performed by the short-time Fourier transform (STFT) or many other techniques (Wavelets, Wigner, EMD, etc.), see, e.g., [53]. In our case, the STFT is applied. The interpretation of the STFT-based map is intuitive—it describes the energy flow in time for some narrow frequency band, i.e., sub-signal [18,20,46,49,54]. The spectrogram has some limitations. It is well known that selection of the window, its length, overlap size, etc., is a compromise between time and frequency domain resolution and strongly depends on the signal. By trials and error, we have found the “optimal” solution for the given signal. To calculate the STFT we assume 512 sampling points to calculate the discrete Fourier transform and Hamming windowing for window size 256. The number of samples of overlap between adjoining segments has been set on $\lfloor 85\% \cdot \text{window} \rfloor$.

The usage of the spectral kurtosis has been proposed in the rotating machinery diagnosis by Antoni [45]. After time-frequency signal decomposition the statistic $\hat{K}(\cdot)$ applied to the individual frequency band $f_j$: $\hat{K}(f_j)$ is called spectral kurtosis.

One may find the usage of the filter bank for the signal decomposition, e.g., 1/3-binary tree structure [19]. Then the statistic $\hat{K}(\cdot)$ can be applied to the real part of the envelope of the signal at frequency $f$. The representation of the spectral kurtosis in the $(f, \Delta f)$ plane is called a kurtogram [19].

Currently, it is known that methods which are based on the kurtosis statistic have some limitations. The value of the kurtosis decreases when the repetition rate of the impulses increases. If the cyclic impulses become so frequent that they overlap over each other, then the kurtosis vanishes [55]. On the other hand, when the outliers (non-cyclic impulses) are observed in the recorded signal
then the kurtosis takes maximal value. This issue was addressed in [3] where the authors proposed an interesting alternative, namely the protrugram. It is based on the kurtosis of the envelope spectrum rather than the signal. However, despite its advantages, the protrugram has some limitations as well. It considers only the periodicity without scoring the impulsive behaviour. What is more, in the case of outliers its envelope spectrum distorts, thus the protrugram’s results can be misleading.

2.2. Stability Index

The class of α-Stable distributions is known as an extension of the classical Gaussian distribution, see [56]. One of the distribution’s parameters is the stability index $\alpha \in (0,2]$, which indicates the distance from the Gaussian distribution. In other words, this parameter indicates how impulsive the distribution is. For the $\alpha = 2$ the α-distribution simplifies to the Gaussian distribution with some parameters $\mu, \sigma$. If the $\alpha$ tends to 0, then the examined distribution becomes more impulsive (the values of the outliers significantly increase). The α-stable distribution is defined by the characteristic function [56], which is as follows:

$$E[\exp i\theta X] = \phi_X(\theta) = \begin{cases} e^{-|\alpha|^{\theta} / \sigma^2}, & \alpha \neq 1, \\ e^{-|\alpha|^{\theta}} (1 + i \beta \text{sign}(\theta) \log(|\theta|) + i \mu \theta), & \alpha = 1. \end{cases}$$

The parameters $\sigma > 0$, $\beta \in [-1,1]$, and $\mu \in \mathbb{R}$ are the scale, skewness and shift parameters respectively. To estimate the parameter $\alpha$ from the α-stable distribution one can use the following definition, adapted from the McCulloch method [57]:

$$\hat{\alpha}(x) = \psi(\hat{\alpha}, \hat{\beta}) = \frac{\hat{x}_{0.05} - \hat{x}_{0.05}}{\hat{x}_{25} - \hat{x}_{75}}, \quad \hat{\beta} = \frac{\hat{x}_{0.95} - \hat{x}_{0.05} - 2 \hat{x}_{0.5}}{\hat{x}_{0.95} - \hat{x}_{0.05}},$$

where $\hat{x}_q$ is the sample quantile of order $q$ based on the vector $x = (x_1, \ldots, x_N)$. The parameter $\hat{\alpha}$ is obtained by the linear interpolation $\psi(\cdot, \cdot)$ of the $\hat{\alpha}$ and $\hat{\beta}$ is based on the McCulloch tabulation of the function $\psi(\cdot, \cdot)$, see Table III in [57].

The usage of the parameter $\alpha$ has been presented in [46,58], where the Alpha selector has been defined as $2-\hat{\alpha}$ and applied to the spectral frequency $f_1$: $\hat{\alpha}(f_1)$ after time-frequency signal decomposition performed by the short-time Fourier transform (STFT). The Alpha selector was found as an effective tool for the IFB selection in the bearing fault diagnostics. As it was mentioned, if the amplitude of the impulses in the examined data distribution increase then the $\hat{\alpha}$ parameter tends to 0 and Alpha selector increases.

2.3. Gini Index

Gini index was originally proposed in economics [59] to measure the inequality of wealth and it has been recognized as a sparsity measure. It was also applied in others area, e.g., in the speech signal processing [60]. Recently Miao et al. [47] replaced kurtosis in the framework of a 1/3-binary tree filter bank (i.e., kurtogram) with the Gini index used to quantify the envelope of filtered signals for extraction of bearing fault signals from a vibration mixture. The results experimentally demonstrated the effectiveness of the spectral Gini index for characterizing repetitive transients caused by bearing defects. Another application of the spectral Gini index for bearing fault diagnosis can be found in the recent work of Wang et al. [61]. The Gini index of signal $x = (x_1, \ldots, x_N)$ is defined as:

$$\hat{G}(x) = 1 - 2 \sum_{i=1}^{N} \frac{x_i}{\|x\|_1} \left( \frac{N - i + \frac{1}{2}}{N} \right),$$

where numbers $(1), (2), (3), \ldots, (N)$ are the new indices after the sorting operation of vector $x$ and $\| \cdot \|_p$ is the $p$-norm of vector $x$: $\|x\|_p = (|x_1|^p + |x_2|^p + \ldots + |x_N|^p)^{1/p}$. 

*Appl. Sci.* 2020, 10, 2657
In general, the Gini index equal to 0 represents ideal energy equality, that is, each component has the same share, while the Gini index equal to 1 reflects the maximum energy inequality, which means that all energy belongs to one component. The characteristics of this inequality indicator are discussed in [62]. In the recent work of Wong [17] one may find that the Gini index is less sensitive to outlier values than the spectral kurtosis. The IFB selector based on the Gini index is obtained by simply replacing the kurtosis statistic in the kurtogram with the Gini index.

2.4. Smoothness Index

Similar functionality to the kurtosis presents the smoothness index introduced by Bazchalooi and Liang [63]. It has been recognized by Wang [17] as another attractive and important statistical parameter to characterize transient states. The estimator of the smoothness index $S$ for the vector $x = (x_1, \ldots, x_N)$ is defined as follows:

$$
\hat{S}(x) = \frac{\frac{1}{N} \|x\|_1}{\left(\prod_{i=1}^N x_i\right)^{\frac{1}{N}}} - \exp(\gamma),
$$

where $\gamma$ is the Euler–Mascheroni constant 0.5772156649. The spectral smoothness index is defined as the ratio of the geometric mean and the arithmetic mean of the wavelet coefficient moduli of the vibration signal. The spectral smoothness selector is obtained by simply replacing the kurtosis statistic in the kurtogram with the smoothness index defined in Equation (4).

Thanks to the great efforts made by Wang [17], it has been mathematically proven that the spectral kurtosis, spectral Gini index and spectral smoothness index are sensitive to outliers. However, spectral smoothness index and spectral Gini index are less sensitive to outliers than spectral kurtosis.

2.5. Conditional Variance Statistic

The conditional variance statistic is described in details in [49]. It originates from the statistical phenomenon commonly referred to as the 20/60/20 Rule [64,65]. It is based on the conditional variance measurement. This rule says that if the population is divided into three groups, according to some arbitrary reference criterion, (e.g., 20% of the smallest, 60% of the middle and 20% of the largest values), this particular relationship often means some kind of balance. In the paper [64], the mathematical illustration that justifies this rule in many real-world situations has been demonstrated. It has been also shown that for any population that can be described by a multidimensional normal vector, this fixed ratio leads to a global equilibrium state. The conditional variance statistic used in [49] for the bearing fault diagnosis is defined as follows:

$$
\hat{C}_7(x) := \left(\frac{\hat{\sigma}_{A_3}^2 - \hat{\sigma}_{A_4}^2}{\hat{\sigma}} + \frac{\hat{\sigma}_{A_5}^2 - \hat{\sigma}_{A_4}^2}{\hat{\sigma}}\right)^2 \sqrt{N}.
$$

The lower index 7 in the statistic $C_7(\cdot)$ refers to the amount of the partitions $A_i$ into which the distribution of the vector $x = (x_1, \ldots, x_N)$ has been divided. Whereas $\hat{\sigma}_{A_i}$ denotes the estimator of the standard deviation $\sigma_{A_i}$ in the given set $A_i$. The main property of divisions $A_i$ is that their variances are equal. More specifically, for partitioning on 7 subsets the estimators of $A_i$ are defined as follows [65]:

$$
\hat{A}_1 := (-\infty, \hat{x}_{.004}],
\hat{A}_2 := (\hat{x}_{.03}, \hat{x}_{.06}],
\hat{A}_3 := (\hat{x}_{.06}, \hat{x}_{.30}],
\hat{A}_4 := (\hat{x}_{.30}, \hat{x}_{.69}],
$$
\[ \hat{A}_5 := (\hat{x}_{.692}, \hat{x}_{.938}], \]
\[ \hat{A}_6 := (\hat{x}_{.938}, \hat{x}_{.996}], \]
\[ \hat{A}_7 := (\hat{x}_{.996}, \infty), \]

where \( \hat{x}_q \) is the empirical quantile of order \( q \) calculated for vector \( x \). Assuming the Gaussian distribution the following equation is fulfilled [65]:
\[ \sigma_{\hat{A}_1}^2 = \sigma_{\hat{A}_2}^2 = \sigma_{\hat{A}_3}^2 = \sigma_{\hat{A}_4}^2 = \sigma_{\hat{A}_5}^2 = \sigma_{\hat{A}_6}^2 = \sigma_{\hat{A}_7}^2. \] (6)

As noted in [64], the condition (6) creates a dispersion balance for the conditional populations and a different number of partitioning sets could be considered.

After time-frequency signal decomposition the estimator \( \hat{C}_7(\cdot) \) applied to the individual frequency band \( f_i \): \( \hat{C}_7(f_i) \) is called conditional variance-based selector (CVB selector). The CVB selector is able to distinguish different impulses occurring based on the distribution of their amplitudes [49]. However, it does not take into account the periodicity of the impulses. It is a general problem for all listed selectors demonstrated above.

2.6. Negentropy

Entropy is a general concept that measures the disorder in a system. In the thermodynamic theory, the strength of the energy is uniform over the whole system (called the state of equilibrium) and it is characterized by constant temperature and maximum entropy. In the signal processing terminology, it means that the system is stationary. One can find the usage of the entropy measure in [66,67].

Negentropy, the opposite of entropy, was proposed by Antoni [48] as a measure of impulsiveness, in the time domain (in SE—Squared Envelope) and in the frequency domain (in SES—Squared Envelope Spectrum), which are additive and their average was proposed as a fault (impulsive and cyclical impulses) detection tool. The associated quantities displayed as functions of the frequency and frequency resolutions form “SE infogram”, “SES infogram” and “average infogram” [48]. The estimator of negentropy for the vector \( x = (x_1, ..., x_N) \) is defined as follows:
\[ \hat{I}(x) = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i^2}{N} \sum_{i=1}^{N} x_i \ln \frac{x_i^2}{N} \sum_{i=1}^{N} x_i \right). \] (7)

In order to obtain the SE and SES infograms (\( I_{SE}, I_{SES} \)) the vector \( x \) in the Equation (7) has to be substituted by the corresponding SE, or in case of the SES infogram by \( |SES| \), of the filtered signal for the tested frequency band \( f +/- \Delta f \). Then, using the formula (8) the average infogram (called infogram) has been proposed [48]:
\[ \Delta I(f, \Delta f) = \frac{I_{SE} + I_{SES}}{2}. \] (8)

Infogram considers both specific features of repetitive transient states: impulsiveness in the time and frequency domains. Hence, it distinguishes oneself among the other selectors. However, the energy from the envelope and the energy from the envelope spectrum have no upper bounds and their scales may differ significantly, therefore the average of both can be exposed to scoring the result, for which the scale is larger.
3. Data Analysis

3.1. Simulated Signals Description

In order to verify the selectors’ efficiency, we simulated four different types of the signals: $s_1, s_2, s_3$ and $s_4$. The first of the signal $s_1$ is the Gaussian White Noise: $s_1 = N(t)$, which corresponds to the bearing vibration in a healthy condition, see Figure 1a. In such a case, we expect that any of the IFB selectors respond significantly. The signal’s frequency is 25,000 Hz and its length is 1 s. Signal $s_2$ corresponds to the locally damaged bearing vibration and it is defined as follows:

$$s_2 = ACI \cdot \text{gauspuls}(t_0, f_{c0}, bw_0) + s_1,$$

where $\text{gauspuls}(t, f_c, bw)$ is a unity-amplitude Gaussian RF (radio-frequency) pulse at the times indicated in array $t$, with a center frequency $f_c$ in hertz and a fractional bandwidth $bw$. $ACI$ is the amplitude of the cyclic impulses ($ACI = 3$), $f_{c0}$ is set to 2500 Hz and the frequency modulation of cyclic impulses is equal to 30 Hz. Simulated signal $s_2$ has been presented in Figure 1b.

Signal $s_3$ imitates the bearing operation of the loaded machine in a healthy condition and it is defined as follows:

$$s_3 = ANCI \cdot \text{gauspuls}(t_1, f_{c1}, bw_1),$$
where $\text{ANCI}$ is the amplitude of the non-cyclic impulses ($\text{ANCI} = 30$), $t_1$ is the location of the non-cyclic impulses, which has the uniform distribution. Signal $s_3$ has been presented in Figure 1c. The last of the signal is the mixture of previously mentioned, namely, it is defined as follows:

$$s_4 = s_2 + s_3.$$  

It imitates the bearing vibrations in case of the loaded machine operating in the unhealthy condition of bearing, see Figure 1d.

3.2. Results for the Simulated Data

In this section, the comparative results are presented for simulated data. For each of the previously defined signals $s_1, s_2, s_3$ and $s_4$ the selectors presented above have been applied. In Figure 2a the spectrogram of the signal $s_1$ has been presented. The signal is the Gaussian White Noise, so it is not impulsive and not periodic.

Figure 2. Results of the informative frequency band selection for 7 different methods for the signal $s_1$. 

(a) Spectrogram of the signal $s_1$.  
(b) Kurtosis selector applied to signal $s_1$.  
(c) CVB selector applied to signal $s_1$.  
(d) Alpha selector applied to signal $s_1$.  
(e) Kurtogram applied to signal $s_1$.  
(f) Spectral Gini index applied to signal $s_1$.  
(g) Spectral smoothness index applied to signal $s_1$.  
(h) Infogram applied to signal $s_1$.  



As one can see in Figure 2b–h, if the signal contains only Gaussian noise, all of the considered techniques (kurtosis, CVB, Alpha selectors, spectral Gini and spectral smoothness indexes), as well as the infogram, have relatively small amplitudes and do not indicate the informative frequency band, as expected. There is no frequency band within 256 tested, which significantly stands out from the others (in Figure 2e–h see the last 5th level of the decomposition in the 1/3-binary tree structure). However, one can note that the spectral smoothness index takes maximum value within all frequency range up to the 3rd level of the decomposition. It is related to the decomposition of the signal through the filter bank (for each decomposition level the signal is shorter). It changes the length of the vector, which is tested by the given statistic. As one can see in Equation (4), in the denominator of the statistic’s definition there is the product of the vector’s components. Hence, if the value of the vector components are relatively small in the absolute values, then the spectral smoothness index tends to infinite (marked in yellow in Figure 2g). One can notice that this happen especially in case of the long vectors with small values, here up to the 3rd level of the decomposition.

For the cyclic impulsive signal, described in Equation (9), we expect that the techniques point out the IFB between 2–3 kHz (the centre frequency is set on 2500 Hz).

As one can see in Figure 3b–h, for signal $s_2$ all techniques work well but the results for the CVB selector seem to be most unequivocal. The value of the CVB selector in the range of the IFB is significantly higher than for other frequency bins. If the cyclic impulses will have higher amplitudes then their variance will increase and the value of the CVB statistic will increase as well. For the tested signal, the $ACI$ parameter determines the amplitude of the cyclic impulses and it is assumed that $ACI$ is equal to 3. It means that the cyclic impulses are almost fully hidden in the Gaussian noise $ACI \leq 3\sigma + \mu$, where $\sigma = 1$ and $\mu = 0$.

![Figure 3](image-url)

**Figure 3.** Results of the informative frequency band selection for 7 different methods for the signal $s_2$. 
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Figure 4 presents the spectrogram and the selectors’ results for the signal with the background of the mixture of Gaussian White Noise and non-cyclic impulses (signal s₃) described in Equation (10).

For the non-cyclic impulsive signal s₃, all techniques properly select the frequency band where the non-cyclic impulses appear. Note that, none of the methods takes into consideration the cyclic behaviour of the signal, only its impulsiveness. The only exception is the infogram, which takes into consideration both impulsiveness of the signal in the time domain and periodicity in the envelope spectrum; see [48]. However, one can expected it will not point out the frequency band of non-cyclic impulses as there is no periodicity of impulses. In fact, only the SE infogram is sensitive to the impulses. The SES infogram has dispersed values from range 0.45–0.7 kHz, whereas the SE infogram takes values from range 1–6.5 kHz and the maximum value it takes in the middle of this range (6 kHz). However, due to the use of the average of both of them in the infogram definition, see Equation (8), the result is in favor of non-cyclic impulses.

Figure 4. Results of the informative frequency band selection for 7 different methods for the signal s₃.

For the most complicated case, presented in Figure 5, i.e., for the signal with a large non-cyclic to cyclic impulses amplitude ratio (signal s₄), we expect to find information about the cyclic impulses with possibly suppressed information about non-cyclic impulses. Surprisingly, only the CVB selector correctly identified the frequency band corresponding to the cyclic impulses, based on the distribution of their amplitudes. The Alpha selector, spectral Gini index and infogram indicate both cyclic and non-cyclic impulses frequency ranges. The advantage of the first two ones is that the values
of them do not have to be normalized before data filtration, because their values are between 0–1 (according to the definition).

Figure 5. Results of the informative frequency band selection for 7 different methods for the signal $s_4$.

In particular, it is interesting that the Antoni’s infogram method, see [48], which takes into consideration both impulsiveness of the signal in the time domain and periodicity in the envelope spectrum, did not provide clear information for the last type of the signal, i.e., the mixture of the cyclic and non-cyclic impulses (signal $s_4$). As it was mentioned, the infogram is the averaged entropy for a given level of decomposition. In case the cyclic impulses appear in the signal, averaging of high entropy related to high impulses in the time domain, and smaller entropy related to smaller amplitudes of the components in the envelope spectrum, provides some information that favors
impulsiveness more than periodicity. We have analyzed separately SE (envelope-based) and SES (spectral envelope-based) parts of the infogram, see Figure 6a,b respectively.
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**Figure 6.** Results of the informative frequency band selection for signal \(s_4\) using SE and Squared Envelope Spectrum (SES) infograms.

As it was mentioned, for the signal with non-cyclic impulses, the SES infogram contained small values and did not highlight any frequency band. On the other hand, for the mixture of cyclic and non-cyclic impulses, the IFB was correctly recognized but final information was dominated by the SE infogram. It should be mentioned that in [68] the authors suggested the extended version of the infogram with increased accuracy of the IFB selection, i.e., so-called clustered gray infogram. However, there is still place for enhancements and a weighted infogram could be proposed.

Let us note that the normalized version of the selectors’ results (normalization using its maximum value) has been added to the Appendix A to enable the comparison in the same scale. In the main part of the paper, the original scale of the selectors has been proposed in order to obtain the clear information if the given selector properly indicates the informative frequency band.

### 3.3. Real Data Analysis

In this section, the tested informative frequency band selectors have been applied to the real vibration data. The effectiveness of the considered methods has been verified on the data origins from the bearing of the crushing machine. However, due to the lack of local fault in the considered vibration data, we decided to introduce an artificial component related to local damage. A similar approach has been performed in [21,42,49]. The signal has been shown in Figure 7. The length of the signal is 6 s and the sampling frequency is 25 kHz. The local fault has been added with the frequency modulation equal to 30 kHz and carrier frequency equal to 2.5 kHz (2–3 kHz). The spectrogram of the data has been presented in Figure 8a. As one can see, the data reveals high-energy wide-band impulses around 0.25, 4.5 and 5.25 s which are related to the falling rocks. The real vibration signal contains various components with a complex structure, and the component related to the damage is almost imperceptible above the noise.

**Figure 7.** Real signal from the crushing machine with the local fault added.
Figure 8. Results of the informative frequency band selection for 7 different methods for the real data from the bearing of the crushing machine.
The considered IFB selectors have been applied to the real signal with added fault. The results are presented in Figure 8b–f. Additionally, the results of the SE and SES infograms have been shown in Figure 8g–h. The amplitude of the non-cyclic impulses is smaller than in the considered simulated data but the results of the kurtosis, kurtogram, spectral smoothness index and infogram fail. As it was mentioned in the previous section, the spectral smoothness index is numerically sensitive for small values of the observations. Moreover, the analyzed real signal is 6 times longer than the simulated signals presented in the previous section. Small values and increased signal length cause the selector result to take infinite values. This disadvantage makes it impossible to obtain any sensible result (the infinite values appear up to the 5 level of the decomposition). What is more, the SE infogram does not indicate any impulsiveness in the IFB, only the SES correctly indicates the range of the cyclic impulses occurrence. The Alpha selector and spectral Gini index properly indicate the IFB but with much less selectivity than the CVB selector.

It may happen that the number of random impulses grows up and/or their amplitudes increase. In this case, the spectral distribution of the energy of the analyzed signal will be different and selectivity of the tested selectors could change. Thus, the study of the influence of the number and amplitudes of the non-cyclic impulses on the selectors’ results seems to be interesting.

4. Discussion and Conclusions

In the paper the most prominent techniques of the IFB selection developed in recent years have been tested for benchmark signals that imitate four different cases of the condition of the rotating component of the machine:

1. the Gaussian White Noise, which corresponds to the vibration coming from bearings in the healthy condition,
2. the Gaussian White Noise with cyclic impulses, which corresponds to the local damaged bearing,  
3. the non-Gaussian noise, which corresponds to the case without local damage (for the machine is in good condition and executes a specific technological process, e.g., crushing of the rock mass),  
4. the non-Gaussian noise with cyclic impulses, which corresponds to the damaged bearing in the presence of impulsive noise, associated with the machine operation, e.g., local fault of bearing in the crusher.

In case of the good condition of the machine, we should expect the “flat” distribution of the selector for each technique, whereas for damaged cases one should find some frequency band with a higher value of “diagnostic feature” (selector) than for other frequencies.

In case 1, the values of all considered selectors are relatively small and do not significantly distinguish any frequency band.

For damaged bearing (case 2), all “impulse detectors” point out frequency band where damage-related mechanical impacts excite structural resonance. Unfortunately, there is a high probability that strong impacts related to the technological process will also excite the same structures. Thus, in case of no damage (case 3), one will obtain a suggestion on the informative frequency band that will be a false alarm. Unfortunately, it is a drawback of all tested techniques. To be more precise, the kurtosis selector and kurtogram have 10 times larger values for the frequency band of the non-cyclic impulses than in case of the cyclic impulses of fault. Whereas Alpha selector, spectral Gini index, spectral smoothness index and infogram take similar values in both cases (case 2 and case 3). However, the CVB selector responds more than 17 times more strongly to impulses related to damage than to random impulses related to the operation of the machine. This is related to the definition of the CVB statistic. It omits a significant amount of non-cyclic impulses which fall into the tail of the amplitudes’ distribution.

For the last tested case (case 4), which is the most difficult, there are two types of impulsive (cyclic and non-cyclic) components in the signal. Almost all techniques are focused on the most impulsive component (related to the non-cyclic large observations). The CVB selector, recently proposed in [49]
for machine diagnosis, is the unique solution that is based on the relation between amplitude ratio, i.e., the distribution of amplitudes of the background noise, where the predominant noise is Gaussian White Noise and cyclic impulses. Assuming that process-related impulses are much higher than the cyclic impulses, the CVB selector ignore them (they fall into the tail of the distribution) and search for smaller impulses that are cyclic in practice (however, our selector is blind to that property).

In this paper we do not take into consideration the cyclostationary-based approach. However, our future plans are also related to this issue. When large non-cyclic impulses appear in the signal, then the classical cyclostationary methods cannot be applied. Most of them are based on the covariance (or coherence) function. For the impulsive signal, the theoretical covariance does not exist, thus the other measures of dependence need to be applied. Thus, our future plans are related to the application of the alternative measures of dependence to the classical cyclostationary-based methods.

In our diagnostic approach, we always validate the efficiency of SOI extraction by classical envelope analysis. So, for case 3 (no damage), even if all techniques point out some frequency band, it will not be informative in the envelope spectrum (no component with fault frequencies). In case 4, as CVB selects frequencies with cyclic impulses, one may positively recognize the presence of damage.

In this paper we have also checked the results for the real vibration signal. The real data analysis (which corresponds to case 4 of the simulated data) has highlighted several important issues:

- The spectral smoothness index appeared to be numerically sensitive. If the signal is long enough and the values are mostly small in the absolute value then the value of the spectral smoothness index is infinite—this is visible as yellow areas in the map corresponding to the smoothness index.
- Infogram is based on two components, SE and SES. The first one is sensitive for the non-cyclic impulses while the SES indicates the cyclic behaviour of the signal. However, when we take their mean value, then infogram does not give the expected information about the local damage, because the scoring works in favour of non-cyclical impulses. Thus, the results obtained for the real (and simulated) signal indicate that the classical infogram needs to be improved to be more sensitive for the cyclic impulses related to damage than for the non-cyclic ones, which usually have bigger amplitudes. The weighted infogram can be introduced. This is the plan for our future research.
- The kurtosis-based selectors fail as predicted, due to the fact that the kurtosis is very sensitive to outliers, which in the considered cases are the random, non-cyclic impulses with relatively high amplitudes (higher than the cyclic informative impulses). If the amplitudes of impulses are higher, then the value of the kurtosis grows.
- For the presented real data, the amplitude and number of non-cyclical impulses are not very large, thus such selectors as Alpha and CVB selectors, as well as the spectral Gini index, can be successfully used. However, if these values increase (as we have in case 4 for simulated data) then it seems that CVB selector outperforms the other techniques.

As the future work, we also plan to undertake additional study related to the influence of the number and amplitudes of the non-cyclic impulses on the selectors’ results. Currently, this has been done for kurtosis [55] and CVB selector [49]. Such analysis could be interesting for other methods considered in this paper as well.
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Appendix A

Figure A1. Normalized results of the informative frequency band selection for 7 different methods for the signal $s_1$. 
Figure A2. Normalized results of the informative frequency band selection for 7 different methods for the signal \( s_2 \).
Figure A3. Normalized results of the informative frequency band selection for 7 different methods for the signal $s_3$. 

(a) Spectrogram of the signal $s_3$. 

(b) Kurtosis selector applied to signal $s_3$. 

(c) CVB selector applied to signal $s_3$. 

(d) Alpha selector applied to signal $s_3$. 

(e) Kurtogram applied to signal $s_3$. 

(f) Spectral Gini index applied to signal $s_3$. 

(g) Spectral smoothness index applied to signal $s_3$. 

(h) Infogram applied to signal $s_3$. 

$\text{Spectral Gini Index}$
Figure A4. Normalized results of the informative frequency band selection for 7 different methods for the signal $s_4$.
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