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Abstract: At present, the accuracy of diffusion rate forecasting, at a macro-level, in the research literature, is nonexistent. This research reveals underlying macro-level trends of diffusion rate assessment using historical technological innovation diffusion data to explore the statistical characteristics of diffusion rate percent-error of the Bass and logistic model time stepped through its lifecycle. A quantitative exploratory data analysis (EDA) based approach was employed to uncover underlying macro-perspective patterns and insights on a technological innovation’s forecasted diffusion rate percent-error using the data of 42 matured U.S. consumer technological innovations. An objective of this effort is to determine the statistical characteristics (mean, median, variance, standard deviation, skewness, and kurtosis) of diffusion rate assessment using the Bass and logistic model at various points in a technological innovation’s lifecycle to reveal underlying directional and associative insights. Specifically, this effort explores the development of macro-perspective knowledge on quantifying the forecasting accuracy of a technological innovation’s diffusion rate using partial diffusion data. Developing such insights and a framework for accessing in situ (real-time) a technological innovation’s diffusion rate when assessed at various points in its diffusion lifecycle. Practitioners can use such information to set resource investment strategies and policies based on risk tolerance and the utility of the weighted outcomes via decision theory tools.
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1. Introduction

There exists a healthy foundation of research knowledge on technological innovation and technology adoption in engineering management, but the area of the abandonment of technological innovation is far less developed and poses a common problem for decision makers [1,2]. Without knowledge and information, decision makers’ management and decision making of any kind are no more than guesswork [3]. This research effort is the third in a series, addressing the development of macro-level intelligence to aid resource decision makers in developing informed, proactive decisions on when to abandon a technological innovation. The first exploration in this series [4] examined the boundaries and likelihoods of the diffusion rates of technological innovations. The second endeavor [5] explored the impact of three factors on abandonment optimization, notably a technological innovation’s diffusion rate, a technological innovation’s probability of achieving a given diffusion rate, and the point of abandonment. Building from these efforts, a primary factor identified for abandonment optimization assessment is a technological innovation’s diffusion rate. Accordingly, knowledge on diffusion rate assessment accuracy is of value to decision makers.
What is this research effort trying to do? Diffusion rate assessment models (such as the Bass and logistic models) are commonly used to estimate technological innovation diffusion rates [6–12]. Decision makers accomplish this assessment by fitting the models to the observed diffusion data of a particular technological innovation. However, the error of diffusion rate estimates using such tools is largely unexplored at various points (time stepped) in a technological innovation’s lifecycle. As such, this research explores and identifies underlying macro-level trends of diffusion rate assessment, via percent-error examination, using the data of 42 matured technological innovations. This exploration includes identifying whether the Bass and logistic models are more likely to overestimate or underestimate a technological innovation’s diffusion rate when assessed at various points in its diffusion lifecycle. Such insights into the underlying macro-level trends of diffusion rate assessment directly benefit decision makers in proactively setting strategy, policy, and resource management.

How is it performed today? The accuracy of diffusion rate assessment, at a macro-level, in the research literature, is at present nonexistent. Traditionally, diffusion rate extraction and assessment have been accomplished by using resource-intensive micro-based investigations of factors affecting its diffusion [4,13]. Additionally, existing innovation abandonment assessment research concentrates on the micro-perspective evaluation (reactive external causes) of innovation and technology abandonment, termed triggers in the innovation and technology abandonment literature [1,14]. However, the inherent complexity and narrow focus of micro-perspective assessment tools can affect an organization’s use of time and other resources. Although helpful, these and other micro-based bodies of research on abandonment leave a knowledge gap in the assessment of abandonment, specifically at the macro-level.

What is the research gap? At present, there is no direct research addressing technological innovation abandonment assessment toward optimization from a macro-perspective. The development of such macro-based perspective knowledge is foundational for the creation of general system-level rules and guidelines. This research aims to support the development of such macro-based perspective knowledge to provide decision makers with general system-level intelligence toward assessing technological innovation abandonment. Specifically, this effort explores quantifying the forecasting accuracy of a technological innovation’s diffusion rate using partial diffusion data.

The development of insights and a framework for accessing in situ (real-time) a technological innovation’s diffusion rate percent-error would benefit an organization’s decision makers in assessing when to abandon a technological innovation. Such assessment would aid in maximizing gains and minimizing losses. For example, inaccurate abandonment assessment resulting in prematurely abandoning a technological innovation could result in losses (e.g., lost revenue); conversely, delaying abandonment could also result in losses (e.g., missed opportunity). For instance, if a decision maker determines that an incumbent technological innovation has captured 50% of its estimated maximum market (carry capacity), accuracy insights into the diffusion rate estimates at that point in its lifecycle would provide actionable intelligence toward a decision maker’s abandonment optimization efforts. As an illustrative embodiment, actionable intelligence is gained if a decision maker has macro-insights that a technological innovation diffusion rate is likely to have up to a +20% percent-error when assessed at the 50% point of its diffusion lifecycle. Currently, no such actionable macro-level intelligence on diffusion rate accuracy assessment exists in the research literature.

What is this research’s contribution to the field? The knowledge gained from this effort adds value to a decision maker’s ability to exercise systems thinking toward abandonment optimization. Two hierarchic components of systems thinking are identifying and recognizing trends and patterns and the generalization of complex situations and interrelationships [15–17]. The macro-perspective examination of diffusion rate assessment can provide decision makers with general rules (directional and associative patterns and trends) toward adding to the intelligence necessary for optimizing abandonment. Consequently,
enabling decision makers to speed decision making and reduce complexity (reducing cognitive demand). At present, no contemporary research has focused on the macro-level characterization of the accuracy of diffusion rate extraction, time stepped through a technological innovation's lifecycle. Building and developing such guidelines will aid resource decision makers as they consider proactive decisions and strategies to assess a technological innovation's diffusion rate, a key factor in when to abandon a technological innovation.

Resource constraints limit the quantity and quality of information, including diffusion rate assessment, to decision makers. Actionable information can be attained from macro- and micro-based examinations; however, macro-based information generally requires less effort to understand, acquire, and interpret by decision makers. As a result, underlying directional and associative patterns (macro-perspective knowledge) of a decision area, such as those developed herein, are valuable tools for preventing a decision maker from just making a random guess.

Knowledge of diffusion rate assessment accuracy can enhance how decision makers consider and decide when to abandon a technological innovation. As an applicable example, if an incumbent technological innovation’s assessed diffusion rate accuracy boundaries are understood, a decision maker can better optimize abandonment decisions based on their risk level and the decision’s impact. Consequently, a potential implication of the knowledge gained herein is its application to a decision theory such as expected utility, which considers a decision maker’s risk tolerance and the perceived weighted utility of each possible decision outcome toward identifying an optimized decision. The revealed macro-level knowledge developed herein supports decision makers in making informed and proactive decisions toward achieving and assessing abandonment optimization.

The research area of macro-examination of technological innovation diffusion rate and abandonment assessment has no direct research or models that directly address the topic of interest. For this reason, this effort will use an exploratory data analysis (EDA) approach to uncover macro-perspective patterns and insights on a technological innovation’s forecasted diffusion rate percent-error. EDA is a starting point for scientific research, especially when there is limited scholarly work in a research area [18–20]. It provides a means to summarize and characterize data patterns and trends. Accordingly, EDA supports the development of new hypotheses, new model formation, new data collection, and new paths to advance a research area [20–22]. In addition, EDA mitigates the danger of blind confirmatory statistics [23]. Specifically, this research addresses and expands the following research question, reveals data patterns in the process, and generates a new exploratory hypothesis for future research.

Research Question: What are the statistical characteristics (mean, median, variance, standard deviation, skewness, and kurtosis) of diffusion rate percent-errors at various points in a technological innovation’s lifecycle?

2. Background

As mentioned in the introduction, this research endeavor is the third in a series addressing the exploration and development of macro-based knowledge to allow decision makers to make informed, proactive decisions on when to abandon a technological innovation. To avoid background redundancy, with the previous two efforts in this series, as they share a foundational explorational goal, only new background information concerning the focus of this effort is presented herein. As a review, the first research exploration in the series [4] contributed to the macro-level understanding of the boundaries and likelihood of achieving a range of technological innovation diffusion rates. These contributions included the determination that the frequency of diffusion rates is positively skewed when ordered from slowest to fastest and the identification and ranking of probability density functions that best represent the rates of technological innovation diffusion. The second endeavor [5] explored directional and associative patterns (macro-level knowledge) of three factors’ impact on abandonment optimization, notably a technological innovation’s diffusion rate, a technological innovation’s probability of achieving a given diffusion rate...
rate, and the point of abandonment. Consequently, to gain a deeper background on the macro-based examination of technological innovation abandonment, review of the first two explorations is recommended.

There is a healthy body of knowledge on technological innovation adoption in the research literature. However, the field of technological innovation abandonment is significantly less developed and poses a blind spot for practitioners [1,2]. The current innovation abandonment assessment research concentrates on the micro-perspective evaluation (reactive external causes) of innovation and technology abandonment, termed triggers in the innovation and technology abandonment literature [1,14]. One possible explanation for this blind spot is that many organizations view abandonment as a reactive lifecycle event (i.e., obsolescence), waiting and allowing a new innovation or technology to displace an older innovation or technology [24]. Conversely, technological innovation abandonment optimization assessment, when an innovation is purposefully abandoned (“phased-out”) to shift resources to new investment areas, is a proactive occurrence. In a proactive organizational environment, an organization has a higher potential to maximize profits/growth and minimize losses by managing its limited resources, for proactive organizations have a higher potential to surpass reactive organizations [25–28]. As mentioned in the introduction, although useful, the characteristic complexity and restrictive focalization of micro-based assessment tools leave a gap in the simplification and proactive assessment of abandonment.

2.1. Micro vs. Macro

Present-day forecasting tools are traditionally used to judge whether a technological innovation is worthy of adopting, but are not commonly used to signal when it should be abandoned [13]. Such forecasting tools commonly require resource-intensive micro-level examinations of factors affecting a technological innovation’s diffusion rate and, by definition, are narrowly focused on a specific technological innovation. As a result, these micro-based factors can be time consuming and challenging to develop, measure, and track accurately or at all. The inherent complexity of micro-based forecasting tools is a major drawback for decision makers, as it has been shown that as task complexity goes up, cognitive demand goes up, and as cognitive demand goes up, a decision maker is increasingly likely to justify not using a complex decision-making tool, especially when time is a factor [29,30]. As a simplified analogy used in this exploration series, it is easy to determine whether a cup of coffee is hot (macro-level), but it requires more effort to determine its exact temperature (micro-level). In practice, it requires significant effort to determine micro-based factors to gauge the diffusion rate of a technological innovation [31].

The current innovation abandonment assessment research concentrates on the micro-perspective evaluation (reactive external causes) of innovation and technology abandonment, termed triggers in the innovation and technology abandonment literature [1,14]. The inherent complexity and narrow focus of micro-perspective assessment tools can affect an organization’s use of time and other resources. Although useful, these and other micro-based bodies of research on abandonment leave a gap in the simplification and proactive assessment of abandonment. As such, the primary focus of this effort is the development of a framework for examining (patterns and trends) the forecasting accuracy of a technological innovation’s diffusion rate using partial diffusion data. The underlying usefulness of any tool used by decision makers is for it to be simple, easy to interpret, and low cost to implement.

2.2. Diffusion Model

In this effort to study the assessment of diffusion, empirical research has shown and supported that technological innovation diffusion characteristically follows an S-curve [9,32–37]. Frequently used S-curve models for innovation diffusion are the logistic and Bass models [6–9]. Multiple research efforts have compared and contrasted the logistic and Bass diffusion models (as well as other diffusion models) to ascertain which of these
models best represents the real world and under what conditions; these include, but are not limited to, Grubler [38], Meade and Islam [39], Kim, et al. [40], Kim and Kim [41], Botelho and Pinto [42], and Adamuthe and Thampi [9]. Principally, selecting the best model for technological innovation diffusion depends on multiple conditions, and both the logistic and Bass models have been accepted to be suitable for the extraction of macro-level trends and patterns [43,44]. Although informative, a comparison of these models’ micro-accuracy is not essential to this endeavor, for one must remember that, at their best, models are informative but not exact. Therefore, the Bass and logistic models were selected for this research effort as they are two of the most frequently used models representing the diffusion of technological innovation [6–9].

2.3. Logistic Model

The logistic model (logistic law of growth) is the most frequently used formulation for the S-curve. The model adopts that systems under study grow exponentially until an upper limit (known as the system’s carrying capacity) is achieved, at which point the growth rate slows until saturation is reached, resulting in a characteristic S-shaped curve [45]. The logistic model growth curve and the term S-curve are often used interchangeably as synonyms in diffusion research [46]. The S-curve provides a visual representation of a system’s discrete distribution of diffusion growth. Conversely, the bell curve is commonly used to embody the growth rate of a system within a period of time. The cumulative number of data in a bell curve (at any given point in time) follows an S-curve pattern, representing cumulative growth [47]. The mathematical expression of the logistic model, used for innovation and technology growth, is represented by Equation (1) [45].

\[ Y(t) = \frac{C}{1 + ae^{-rt}} \]  

where the constant \( C \) is known as the carrying capacity and represents the limit to growth by the potential market size or the maximum number of potential adopters (also known as the maximum diffusion ceiling), \( r \) is the relative growth rate coefficient representing the speed or rate of diffusion (also known as the diffusion rate constant), \( a \) is an initial condition constant representing initial penetration, and \( t \) represents the time of the estimation (also known as the time-variable).

2.4. Bass Model

Frank Bass developed the Bass model in 1969 to forecast the diffusion of consumer durables goods and is based on concepts developed in Everett Rogers’ book, Diffusion of Innovation, first published in 1962. The model presents an explanation of how current and potential adopters of a new product respond over time. This interaction is demonstrated in the Bass model by introducing two coefficients representing the characteristics of current and potential adopters. The mathematical representation of the Bass model is shown in Equation (2).

\[ Y(t) = \frac{1 - e^{-(p+q)t}}{1 - \frac{q}{p}e^{-(p+q)t}}C \]  

where the constant \( C \) is known as the carrying capacity and represents the limit to growth (also known as the maximum diffusion ceiling or the maximum number of potential adopters), \( p \) is the coefficient of innovation representing the probability that a consumer will adopt, \( q \) is the coefficient of imitation representing the probability of potential adopters, and \( t \) represents the time of the estimation (also known as the time-variable).

3. Research Methodology

A quantitative EDA approach was selected and executed in four steps to address this endeavor’s research question. EDA is a statistical data analysis approach that supports the development of new hypotheses, new model formation, new data collection, and new paths
to advance a research area [20–22]. Unlike Confirmatory Data Analysis (CDA) approaches, EDA is disposed toward answering questions such as what does the data tell the researcher about relationships for the generation of new hypotheses [48]. As such, EDA is a starting point for scientific research, especially when there is limited scholarly work in a research area, as is this case with the macro-examination of technological innovation diffusion rate and abandonment assessment. Thus, the use of EDA opens the opportunity to create new knowledge that can be utilized in future explorations and mitigates the danger of blind confirmatory statistics [23].

This effort leverages the framework outline in Parvin and Beruvides’ [49] pilot examination of diffusion rate forecasting. In the first step, technological innovation diffusion data used for this effort were identified and collected. The second step details the bounds for simulating in situ diffusion rate data (lifecycle diffusion percentages time stepped relative to full-scale). Next, in step three, the Bass and logistic models are fitted to the simulated in situ data and their resultant diffusion rates extracted. In the final step (step four), the percent-errors statistical characteristics were extracted from the data and examined for macro-level trends and patterns.

3.1. Step 1: Data Collection

The work reported here leverages previously gathered and validated diffusion data of matured technological innovations, spanning from the early 1900s to the early 2010s, collected in Parvin and Beruvides’ [4] research examining the macro-patterns and trends of U.S. consumer technological innovation diffusion rates. As a whole, technological innovation diffusion data is often difficult to attain because it often resides within private organizations’ sales and marketing data, much of which is not published or is considered proprietary. The collected data consist of annual market diffusion percentages of 42 matured technological innovations over their recorded lifecycle. It should be noted that the data used in this effort focus on U.S. consumer technological innovations only, and research has demonstrated that technological innovation diffusion can be affected by market region [50]. A reference list of the technological innovation data collected (used in this effort) and the full details on the data and their sources can be found in Parvin and Beruvides [4].

3.2. Step 2: Data Diffusion Step Bounds

In order to simulate in situ diffusion rate data (lifecycle diffusion percentages relative to full-scale), predefined stepped percentages of a technological innovation’s total lifecycle were defined. Through stochastic simulations, Parvin and Beruvides [5] macro-level exploration on optimizing technological innovation abandonment revealed that 61 to 95% of full-scale lifecycle maturation encompassed the optimal diffusion abandonment point range. Leveraging this diffusion range information, a conservative predefined lifecycle percentage range of 50 to 100% of the full-scale diffusion lifecycle maturation in stepped increments of 10% was used for this endeavor. As a conceptual execution illustration, if technological innovation X has a fully matured carrying capacity of 89%, then 50% of full-scale would mean that the adjusted dataset would have a carrying capacity of 44.5%. To simulate in situ forecasting at 50% of full-scale maturity, the technological innovations diffusion data above 44.5% would be ignored.

3.3. Step 3: Diffusion Model Fit and Diffusion Rate Extraction

Step 3 validated the Bass and logistic model to the collected technological innovation diffusion data and extracted each model’s maximum diffusion rates for technological innovations in the collected dataset. Each forecasting model was first fitted to each technological innovation’s diffusion data in the collected dataset using Microsoft Excel Solver. The model fit was accomplished by minimizing the root mean square error (RMSE), a widely used criterion for model fit analysis [51,52], of the collected data using the Generalized Reduced Gradient (GRG) nonlinear solver algorithm. While there is no unified standard for an acceptable RMSE range, as a generally accepted guide, the lower the value, the better the
model fit [53]. The resulting model fit was accepted in this effort if the RMSE value was less than three standard deviations, a common technique for outlier identification [54].

To ascertain the maximum diffusion rates of the technological innovation data collected, first, each dataset was fitted to each model under study. The maximum diffusion rate for each technological innovation dataset was then extracted via math-based analysis. The first derivative of the fitted base function gives the diffusion rate at any point in the percentage, as shown mathematically in Equation (3).

### Table 1. Logistic model derivatives.

| Logistic model equation | $Y(t) = \frac{C}{1+Ce^{-\frac{t}{A}}}$ |
|-------------------------|--------------------------------------|
| 1st derivative          | $\frac{d}{dt}(Y(t)) = \frac{Acrt^{\frac{r}{e}}}{(e^{rA}+A)^{2}}$ |
| 2nd derivative          | $\frac{d^{2}}{dt^{2}}(Y(t)) = -\frac{Ac^2r^2t^2(e^{rA}-A)}{(e^{rA}+A)^{3}}$ |

### Table 2. Bass model derivatives.

| Bass model equation      | $Y(t) = \frac{1-e^{-(p+q)t}}{1-e^{-p+q}} C$ |
|--------------------------|-----------------------------------------------|
| 1st derivative           | $\frac{d}{dt}(Y(t)) = -\frac{Cp(q-p)(q+p)e^{(p+q)t}}{(pe^{(p+q)t}+q)^{2}}$ |
| 2nd derivative           | $\frac{d^{2}}{dt^{2}}(Y(t)) = -\frac{Cq(q-p)(q+p)^{2}e^{(p+q)t}(pe^{(p+q)t}-q)}{(pe^{(p+q)t}+q)^{3}}$ |

3.4. Step 4: Percent-Error and Its Statistical Characteristics

In the final step, the percent-errors statistical characteristics of the assessed maximum diffusion rate were extracted from each fitted diffusion models dataset over each predefined lifecycle percentage range (identified in Step 2). By definition, percent-error is the difference between the estimated and the true values compared to the true value and is expressed as a percentage. Thus, the percent-error for this effort is the difference between the forecasted maximum diffusion rate at the predefined percentage and the maximum diffusion rate at full maturation compared to the maximum diffusion rate at full maturation, expressed as a percentage, as shown mathematically in Equation (3).
\[
PE = \frac{\text{Max Diff Rate}_{\text{Predefined Percentage of Full Maturation}} - \text{Max Diff Rate}_{\text{Full Maturation}}}{\text{Max Diffusion Rate}_{\text{Full Maturation}}} \times 100 \quad (3)
\]

This exploratory effort identified the descriptive statistics for each percent-error distribution (as defined above) across the predefined lifecycle stepped percentage range. The percent-error distribution descriptive statistics included its central tendency (including the mean and median) and its spread (including the range and quartiles of the dataset and measures of dispersion such as the variance and standard deviation). In addition, shape indices such as skewness and kurtosis for each distribution were also examined. As part of the EDA, these descriptive characteristics were depicted graphically to help visualize and identify underlying macro-level patterns and trends for each predefined lifecycle percentage range. Scatter plots, box plots, and histograms were utilized for they are effective EDA graphical techniques for examining data patterns and trends [55–59].

4. Results
4.1. Diffusion Model Fit and Diffusion Rate Extraction Results

This effort used an RMSE analysis to validate if the logistic and Bass model fits were acceptable to represent each technological innovation diffusion dataset at full maturation. The subsequent RMSE descriptive statistics for each model are shown in Tables 3 and 4, respectively, for reference. As noted previously, if the fitted technological innovation’s maximum RMSE value was less than three standard deviations from its mean value, the model fit was accepted. The maximum RMSE values of the dataset were 1.086 and 1.011 for the logistic and Bass models, respectively, as shown in Tables 3 and 4. As a result, each model’s maximum RMSE values fell within the established acceptance criteria of less than three standard deviations from their mean value and was accepted for inclusion in this exploration, thus resulting in the acceptance of 42 matured technological innovations for this research analysis.

### Table 3. Resultant logistic model RMSE descriptive statistics, established and adopted from Parvin and Beruvides [4].

| Count | Mean RMSE | Standard Deviation | Median RMSE | Min RMSE | Max RMSE | RMSE Skewness | RMSE Kurtosis |
|-------|-----------|--------------------|-------------|----------|----------|---------------|---------------|
| 42    | 0.786     | 0.145              | 0.802       | 0.450    | 1.086    | -0.250        | -0.574        |

### Table 4. Resultant Bass model RMSE descriptive statistics.

| Count | Mean RMSE | Standard Deviation | Median RMSE | Min RMSE | Max RMSE | RMSE Skewness | RMSE Kurtosis |
|-------|-----------|--------------------|-------------|----------|----------|---------------|---------------|
| 42    | 0.778     | 0.148              | 0.768       | 0.425    | 1.011    | -0.375        | -0.774        |

Each technological innovation maximum diffusion rate was solved by applying the model’s second derivatives root point to the model’s first derivative. The logistic and Bass models’ resultant maximum diffusion rates for each technological innovation examined are provided in Table 5 for reference. Additionally, the percent difference of the maximum diffusion rates between models (defined as the absolute value of the change in maximum diffusion rates, divided by the average of the two maximum diffusion rates, all multiplied by 100) of each technological innovation is shown in Table 5. As an illustration of the process of fitting each model to the diffusion steps, the raw diffusion data and fitted Bass and logistic models of a technological innovation at full maturation and at 50% of its lifecycle are shown in Figures 2 and 3 for reference.
4.2. Percent-Error Results and Statistical Characteristics

The resultant scatter plots of percent-errors at each simulated in situ lifecycle predefined percentage step bounds (defined in Section 3.2) for the Bass and logistic models are presented as the primary axes of Figures 4 and 5 against each technological innovation (ordered by ascending maximum diffusion rate), respectively. As a result, each technological innovation column in the scatter plot reveals the percent-errors at each simulated in situ lifecycle predefined percentage step bounds for comparative context. Moreover,

| # | Technological Innovation          | Logistic Model Max Diffusion Rate | Bass Model Max Diffusion Rate | Percent Difference |
|---|-----------------------------------|----------------------------------|-------------------------------|-------------------|
| 1 | Air Conditioning                  | 2.22                             | 2.10                          | 5.56              |
| 2 | Automatic Transmission            | 4.53                             | 4.63                          | 2.18              |
| 3 | Automobile                        | 1.44                             | 1.49                          | 3.41              |
| 4 | Automobile Air Conditioning       | 7.94                             | 7.90                          | 0.51              |
| 5 | Automobile Disk Brakes            | 16.14                            | 15.64                         | 3.15              |
| 6 | Automobile Electronic Ignition    | 34.67                            | 34.74                         | 0.20              |
| 7 | Automobile Fuel Injection         | 13.31                            | 13.30                         | 0.08              |
| 8 | Blast Oxygen Furnace              | 11.39                            | 11.09                         | 2.67              |
| 9 | Broadband Internet                | 8.37                             | 8.05                          | 3.90              |
| 10| Cellular Phone                    | 6.16                             | 6.49                          | 5.22              |

Figure 2. Example of a technological innovation’s fitted raw diffusion data and fitted Bass and logistic models, at full maturation.

Figure 3. Example of a technological innovation’s fitted raw diffusion data and fitted Bass and logistic models, at 50% of its lifecycle (respective to full lifecycle maturation).

Table 5. Resultant maximum diffusion rates of model fit, fully matured dataset, expanded and adapted from Parvin and Beruvides [4].
### Table 5. Cont.

| #  | Technological Innovation                  | Logistic Model Max Diffusion Rate | Bass Model Max Diffusion Rate | Percent Difference |
|----|------------------------------------------|----------------------------------|-------------------------------|--------------------|
| 11 | Chlorine-Free Paper Production           | 10.70                            | 10.52                         | 1.70               |
| 12 | Color Television                         | 6.03                             | 5.68                          | 5.98               |
| 13 | Diesel Locomotive                        | 9.22                             | 9.24                          | 0.22               |
| 14 | Digital Camera                           | 10.45                            | 10.26                         | 1.83               |
| 15 | Digital Computer                         | 4.82                             | 4.77                          | 1.04               |
| 16 | DVD                                      | 15.17                            | 14.49                         | 4.59               |
| 17 | DVR                                      | 13.89                            | 13.80                         | 0.65               |
| 18 | Electric Clothes Dryer                   | 2.21                             | 2.18                          | 1.37               |
| 19 | Electric Clothes Washer                  | 1.60                             | 1.63                          | 1.86               |
| 20 | Electric Dishwasher                      | 1.40                             | 1.36                          | 2.90               |
| 21 | Front Wheel Drive                        | 8.62                             | 8.33                          | 3.42               |
| 22 | Gas Range/Stove                          | 2.09                             | 2.16                          | 3.29               |
| 23 | HDTV                                     | 16.85                            | 17.00                         | 0.89               |
| 24 | Internet                                 | 4.96                             | 5.23                          | 5.30               |
| 25 | Lockup Automatic Transmission            | 5.52                             | 8.35                          | 40.81              |
| 26 | Medical MRI Units                        | 3.23                             | 3.10                          | 4.11               |
| 27 | Microwave Oven                           | 6.29                             | 5.89                          | 6.57               |
| 28 | Mobile PC                                | 4.64                             | 4.64                          | 0.00               |
| 29 | MP3 Player                               | 12.29                            | 11.74                         | 4.58               |
| 30 | Multi-Valve Engine (% of cars equipped)  | 4.11                             | 5.55                          | 29.81              |
| 31 | Power Steering                           | 5.49                             | 5.48                          | 0.18               |
| 32 | Radial Tire                              | 21.55                            | 20.43                         | 5.34               |
| 33 | Refrigerator                             | 4.49                             | 4.37                          | 2.71               |
| 34 | Residential Electric power               | 2.74                             | 2.98                          | 8.39               |
| 35 | Smart Meter                              | 9.01                             | 9.09                          | 0.88               |
| 36 | Smartphone                               | 10.59                            | 10.46                         | 1.24               |
| 37 | Tablet                                   | 11.57                            | 11.21                         | 3.16               |
| 38 | Telephone (Landline)                     | 1.32                             | 1.51                          | 13.43              |
| 39 | TV                                       | 9.20                             | 11.83                         | 25.01              |
| 40 | Vacuum Cleaner                           | 2.39                             | 2.44                          | 2.07               |
| 41 | Variable Valve Timing Automobile         | 6.69                             | 6.64                          | 0.75               |
| 42 | VCR                                      | 8.14                             | 9.01                          | 10.15              |

### 4.2. Percent-Error Results and Statistical Characteristics

The resultant scatter plots of percent-errors at each simulated in situ lifecycle predefined percentage step bounds (defined in Section 3.2) for the Bass and logistic models are presented as the primary axes of Figures 4 and 5 against each technological innovation (ordered by ascending maximum diffusion rate), respectively. As a result, each technological innovation column in the scatter plot reveals the percent-errors at each simulated in situ lifecycle predefined percentage step bounds for comparative context. Moreover, shown in the secondary axis in these figures are the maximum diffusion rates at full maturation for each technological innovation to provide relational context to its effect on percent-error.
Statistical characteristics were extracted from the percent-error data for each lifecycle percentage step and are shown in Tables 6 and 7 for the Bass and logistic model, respectively. As part of this EDA, to examine for underlying diffusion rate percent-error trends and patterns over a technological innovation’s lifecycle, inclusive quartile box plots of the resultant percent-errors at each lifecycle percentage step are exhibited in Figures 6 and 7 for the Bass and logistic models. In addition, histograms of the percent-error outcomes at each lifecycle percentage step are displayed relative to each other in Figure 8 to enable the identification of any trends over a technological innovation’s lifecycle.

Table 6. Bass model percent-error statistical characteristic per lifecycle percentage used.

|        | 50% Lifecycle | 60% Lifecycle | 70% Lifecycle | 80% Lifecycle | 90% Lifecycle |
|--------|---------------|---------------|---------------|---------------|---------------|
| Mean   | 13.74         | 12.30         | 1.44          | −0.11         | −2.15         |
| Standard Error | 8.03     | 7.54          | 2.67          | 2.29          | 0.76          |
| Median | 0.73          | 2.93          | −0.55         | −2.15         | −1.97         |
| Standard Deviation | 52.04   | 48.86         | 17.31         | 14.83         | 4.92          |
| Sample Variance   | 2708.58 | 2387.19       | 299.70        | 219.81        | 24.24         |
| Kurtosis          | 12.95   | 14.50         | 1.51          | 9.64          | 1.87          |
| Skewness          | 3.01    | 3.28          | 0.81          | 2.40          | −0.66         |
| Range             | 310.14  | 295.81        | 88.55         | 91.05         | 25.01         |
| Minimum           | −44.17  | −41.93        | −32.70        | −25.16        | −16.09        |
| Maximum           | 265.97  | 253.88        | 55.85         | 65.90         | 8.92          |
| Sum               | 577.27  | 516.73        | 60.42         | −4.49         | −90.17        |
Table 6. Cont.

| Lifecycle Percentage | 50% Lifecycle | 60% Lifecycle | 70% Lifecycle | 80% Lifecycle | 90% Lifecycle |
|----------------------|---------------|---------------|---------------|---------------|---------------|
| Count                | 42            | 42            | 42            | 42            | 42            |
| First Quartile       | −11.13        | −13.32        | −9.32         | −7.40         | −4.40         |
| Second Quartile      | 0.73          | 2.93          | −0.55         | −2.15         | −1.97         |
| Third Quartile       | 23.86         | 19.61         | 9.48          | 3.59          | 0.94          |

Figure 4. Bass model percent-error at each lifecycle percentage bound (defined in Section 3.2), shown in relation to maximum diffusion rate at full maturation for each technological innovation.

Figure 5. Logistic model percent-error at each lifecycle percentage bound (defined in Section 3.2), shown in relation to maximum diffusion rate at full maturation for each technological innovation.

Table 7. Logistic model percent-error statistical characteristic per lifecycle percentage used.

| Lifecycle Percentage | 50% Lifecycle | 60% Lifecycle | 70% Lifecycle | 80% Lifecycle | 90% Lifecycle |
|----------------------|---------------|---------------|---------------|---------------|---------------|
| Mean                 | 28.17         | 23.05         | 6.65          | 2.31          | −1.36         |
| Standard Error       | 9.82          | 9.31          | 3.03          | 2.30          | 0.71          |
| Median               | 14.21         | 7.99          | 4.48          | 0.68          | −1.08         |
| Standard Deviation   | 63.61         | 60.32         | 19.66         | 14.92         | 4.57          |
| Sample Variance      | 4046.19       | 3638.17       | 386.53        | 222.52        | 20.92         |
| Kurtosis             | 7.88          | 10.03         | 0.73          | 9.88          | 1.77          |
| Skewness             | 2.54          | 2.96          | 0.62          | 2.35          | −0.85         |
| Range                | 339.76        | 320.26        | 99.04         | 94.74         | 22.08         |
| Minimum              | −53.43        | −47.48        | −37.84        | −24.76        | −14.64        |
| Maximum              | 286.33        | 272.79        | 61.20         | 69.98         | 7.45          |
| Sum                  | 1183.23       | 967.93        | 279.47        | 96.83         | −57.21        |
| Count                | 42            | 42            | 42            | 42            | 42            |
Table 7. Cont.

| 50% Lifecycle | 60% Lifecycle | 70% Lifecycle | 80% Lifecycle | 90% Lifecycle |
|---------------|---------------|---------------|---------------|---------------|
| First Quartile| −3.54         | −8.69         | −6.41         | −5.33         | −3.11         |
| Second Quartile| 14.21        | 7.99          | 4.48          | 0.68          | −1.08         |
| Third Quartile| 38.32         | 29.78         | 17.19         | 5.42          | 1.23          |

Figure 6. Bass model percent-error inclusive quartile box plot, shown with outliers represented as •. Mean represented by x.

Figure 7. Logistic model percent-error inclusive quartile box plot, shown with outliers represented as •. Mean represented by x.
Figure 8. Histograms of the logistic and Bass model's percent-error at each percentage step.
5. Discussion of Results

The principal goal of this research was to explore, at a macro-level, the development of general evaluation guidelines for diffusion rate assessment. This research explores assessed diffusion rates using historical matured technological innovation diffusion data through an EDA approach to identify such directional and associative patterns and trends. Building and developing such guidelines will aid resource decision makers as they consider proactive decisions and strategies to assess a technological innovation’s diffusion rate, a key factor identified for abandonment optimization of a technological innovation [5]. The following sections discuss the trends and patterns of the results and provide discussions of their implications framed against the driving question of this effort. The findings presented are an initial step toward understanding the underlying percent-error ranges and bounds associated with assessing a technological innovation diffusion rate over its lifecycle. To shape the discussion and interpretation of the results of this EDA effort, led by the research question put forth, let us begin by examining the trends revealed through the resultant graphical percent-error data.

5.1. Percent-Error Trends and Patterns

The resultant percent-error at each lifecycle percentage step, graphically illustrated in Figures 4 and 5, shows a trend that as diffusion rate increases, the percent-error biases positive. In addition, another noticeable trend is that the percent-error outlier extremes also appear to be biased positive. This outlier bias is also recognized in the inclusive quartile box plots, shown in Figures 6 and 7. These box plots also indicate that the percent-error outliers are more extreme when a technological innovation’s diffusion rate is assessed at 50 and 60% of its lifecycle. These revealed trends indicate that a decision maker is more likely to over-assess a technological innovation’s diffusion rate than under-assess. In addition, the box plots also reveal that diffusion rate percent-error outliers occur (in the worst case) in 3 out of the 42 diffusion rate assessments made (less than 8%) for each lifecycle percentage step explored. These data indicate that outlier occurrences, in general, are relatively low.

Furthermore, the skewness of the resultant percent-error data assessed at 50, 60, and 80% of the diffusion lifecycle shows a predominant positive skewness for both models, as exhibited in Tables 6 and 7. The data also show this trend in the histograms presented in Figure 8. Visually, the percent-error data histograms appear to normalize as the assessed lifecycle percentage is increased, notably when the 80% lifecycle histogram outliers are excluded. Thus, the resultant trend indicates that both models are more disposed to extreme outliers when diffusion rate assessment is made early in a technological innovation lifecycle. Although outside the scope of this effort, a focused examination of outlier patterns and trends would expand and strengthen a decision maker’s diffusion rate assessment knowledge and deserves future examination. In addition, another important assessment trend is that percent-error distribution normalization about the mean begins to occur when diffusion rate assessment is made at a lifecycle percentage of 70% and greater. This normative pattern is also observable in the percent-error inclusive quartile box plots, shown in Figures 6 and 7. In addition, the normative trend indicates a lack of randomness, signifying and supporting that there is likely an underlying pattern. Decision makers can leverage such patterns to simplify and make informed decisions on diffusion rate evaluation accuracy in situ.

The percent error statistical characteristic results shown in Tables 6 and 7 indicate that the Bass model’s assessed diffusion rate percent-error first quartiles were skewed more negative than the logistic model as a trend. In contrast, the Bass model’s assessed diffusion rate percent-error third quartiles were skewed lower in the positive direction than the logistic model. To further explore these trends, the interquartile ranges (IQR) (representing the middle 50% of the resultant percent-error range; third quartile minus first quartile) is lower for the Bass model than the logistic model, for the diffusion rates assessed at 50, 60, and 70% of its lifecycle. Whereas, when assessed at 80 and 90% of its lifecycle, both models yield approximately equal results. Hence, decision makers should consider these results
when using either of these models and, depending on their risk tolerance, may favor one model over the other. For example, the result trends suggest that if over-assessing diffusion rate is more desirable than under-assessing diffusion rate, a decision maker should favor the logistic model over the Bass model.

5.2. Diffusion Rate Assessment Model Comparision

Comparing the diffusion rate assessment models used in this effort, both models’ accumulated percent differences of each fully matured technological innovation diffusion rate baseline, as shown in Table 5, have a mean of 5.25%, standard error of 1.26, and a skewness of 3.11. The resultant percent difference between models indicates that both models provide similar diffusion rates at full lifecycle maturation. However, in terms of diffusion rate assessment at various lifecycle percentages, the mean percent error statistical characteristic is consistently lower for the Bass model than the logistic model, especially at lower diffusion lifecycle percentages. In general, the box plots for both models, Figures 6 and 7, indicate a trend that percent-errors are more likely to be overestimated than underestimated, especially for diffusion rates assessed at 50 and 60%. Above 60%, percent-error appears to increasingly normalize and compress around the percent-error null point.

5.3. Assumptions and Limitations

Collectively, technological innovation market diffusion data are laborious and difficult to attain because they often reside within private organizations’ sales and marketing data, which are commonly not published or are considered proprietary [4]. As a context gauge, foundational research examining the diffusion of technological innovations have used sample populations as small as 7 to as much as 37. A sample representation of such research for reference includes Mansfield [60], Fisher and Pry [61], Bass [62], Olshavsky [63], Qualls, et al. [64], Clark, et al. [65], Takada and Jain [66], Rao and Yamada [67], Bayus [12], Kohli, et al. [68], Agarwal and Bayus [69], Goldenberg, et al. [70], Bass [71], Golder and Tellis [72], and McDade, et al. [73]. Nevertheless, the modest sample size used in this endeavor (n = 42) does, at a minimum, provide macro-based associations on diffusion rate assessment trends and directional patterns. A larger sample size would, of course, provide a more rigorous test of the validity and reliability of the herein-identified trends and warrants exploration in future research as more data become available.

Given this endeavor’s drive to develop directional and associative macro-level knowledge for decision makers to assess diffusion rate estimations in situ, this research recognizes the following central assumptions and limitations to give context to the endeavor’s boundaries. First, models representing real-world data (including the diffusion models used herein) are simplified reproductions. The power of a diffusion model lies in its proven ability to aid and enable the quick and easy generation of representative information to allow decision makers and researchers to quickly interpret data and identify trends and patterns [9,32–37]. However, raw diffusion data are rarely homogenous and fully connected; thus, decision makers must use sound judgment to determine if model results are representative and valid. Second, the technological innovation diffusion data used are U.S. market derived. Other research has demonstrated that technological innovation diffusion can be affected by market region [50]. The extension and validation of this research to other regions was out of the scope of this effort but warrants future research examination. Third, as the starting point to build macro-based knowledge, this effort focused on technological innovation as a whole and did not investigate technological innovation categorization grouping effects. Thus, the effect of such categorization is unexplored and was out of the scope of this current effort, but the foundation laid herein can be leveraged for future undertakings. Lastly, the results are macro-based and thus are not meant to be definitive but rather associative and directional in nature.
5.4. Practitioner Implications and Significance

Knowledge that can alter and enhance the way decision makers think, make choices, or conduct business, as a consequence of insights and intelligence gained, has managerial implications and significance [74]. For example, it has been shown that a technological innovation’s diffusion rate is an important factor to consider in abandonment optimization [5]; thus, understanding the accuracy of diffusion rate assessment at various points in a technological innovation’s lifecycle has value for decision making. As such, the results and insights produced by this research endeavor have significant and practical managerial implications in diffusion rate assessment and, by association, abandonment optimization.

In terms of risk, traditionally defined as a function of probability and impact, valuable actionable strategic information is gained on the accuracy of diffusion rate assessment. Decision makers commonly face evaluating trade-offs of uncertain outcomes and managing risk when assessing abandonment decisions. A decision maker’s tolerance to uncertainty (e.g., risk), per decision theory, is directly linked to their decision, especially when uncertainty is involved [75,76]. This endeavor bounded and reduced the uncertainty (via percent-error evaluation) of diffusion rate assessment along a technological innovation’s lifecycle.

Consequently, the resultant underlying diffusion rate percent-errors bounds and trends revealed in this effort can aid decision makers in making an informed decision and managing risk. Accordingly, if a decision maker has insights into the percent-error of an assessed diffusion rate, abandonment decision strategies can be created to factor in such intelligence. From the resultant diffusion rate percent-error statistical characteristics, shown in Tables 3 and 4, percent-error bounds are determined for the diffusion lifecycle steps explored.

As an example, the percent-error bounds determined herein can be used to make informed choices based on the decision maker’s risk tolerance and decision impact. By way of illustration, abandonment optimization is affected by the assessed incumbent technological innovation diffusion rate as demonstrated by Parvin and Beruvides [5] research on optimization abandonment. Suppose an incumbent technological innovation’s assessed diffusion rate accuracy bounds are recognized. In that case, a decision maker can better optimize abandonment based on their risk tolerance and the weighted average of the utility of each of the bounds possible outcomes via a decision theory such as Expected Utility (EU) theory. EU is an extension of utility theory in which decisions have to be made with uncertainty and serves as a reference guide for assessing decisions [77,78].

The EU theory advises decision makers to choose the action or event with the maximum expected utility based on their tolerance for risk. One reason decision makers maximize expected utility is that it supports the maximization of outcomes in the long term [79]. A key benefit to the application of EU theory is that it provides a descriptive guide for a decision maker to choose options rationally when they are not sure which outcome will result from their decision in order to maximize utility [80]. Although in-depth exploration of EU analysis was out of the scope of this current research endeavor, its applications could provide decision makers with a methodology that factors in their risk tolerance toward diffusion rate forecasting accuracy (gain herein) for abandonment decisions. Furthermore, risk tolerance assessment can provide a means of evaluating the diversification of an organization’s technological innovation investment portfolio. Therefore, the application of a decision theory such as EU for risk tolerance assessment is identified as an area for future exploration.

5.5. Model Errors

Research has shown that in growth processes, the estimated parameter’s statistical uncertainty may be substantial [38]. Although out of the scope of this current effort, it is important to acknowledge the statistical uncertainty of the resultant diffusion model fits and their parameters. In this research effort’s case, this uncertainty stems from the regressed fit’s residuals not being independent of each other, a result of examining and comparing individual technological innovation’s time-series data. A practitioner needs to
account for (or at a minimum acknowledge) these residual correlations (dependences) as they may affect prediction inferences. Thus, the impact of error in the estimated parameters on statistical uncertainty warrants future examination to improve inferences of the models developed herein.

5.6. Micro-Effects

This effort explores the macro-level trends of diffusion rate assessment for underlying behaviors. Such pattern identifications enable practitioners to simplify complex decisions and make informed, proactive predictions on decision outcomes relating to technological innovation’s growth and, by proxy, abandonment assessment. Although this effort focuses on exploring and identifying macro-level trends, it must be acknowledged that macro-behavior and patterns can be influenced and weighted by micro-based factors (i.e., events and decisions). Examples of micro-based factors include, but are not limited to, aggressive or weak competition, the health and size of the technology innovation’s market economy, and natural driven events such as severe weather. A practitioner’s use of the macro-based model inference developed herein should be weighted, as appropriate and available, with micro-based factors of the technology innovation’s environment.

6. Conclusions

This research explored the identification of general underlying macro-trends and patterns of diffusion rate assessment accuracy to build knowledge to aid decision makers in making informed and proactive decisions on when to abandon a technological innovation. This examination accomplished this by exploring the statistical characteristics of diffusion rate percent-error (the central research question), assessed as the difference between the diffusion rates at various points in its lifecycle and its actual fully achieved diffusion rate at full maturation. These macro-based insights and directional guidelines were revealed through the time-stepped exploration of extracted diffusion rates from 42 matured technological innovation lifecycles.

A supported outcome of an EDA is the development and forwarding of new exploratory hypotheses in a research area through the examination of patterns and trends. As such, this endeavor forwards one new exploratory hypothesis to be considered in the future for this research area. The data analysis revealed inferences, forwarding the hypothesis (H1), that the Bass and logistic models are more likely to overestimate a technological innovation’s diffusion rate when assessed between the 50% point and the 70% point of its diffusion lifecycle. As discussed previously, such underlying macro-trends provide practitioners with the knowledge to optimize abandonment decisions based on their risk tolerance (to diffusion rate forecasting accuracy) and the utility of the weighted outcomes via a decision theory.

The resultant underlying diffusion rate percent-error trends identified in this effort provide insights and directional guidelines toward creating a framework for assessing, in situ, a technological innovation’s assessed diffusion rate accuracy bounds. As previously mentioned, a determinative factor of the abandonment optimization of a technological innovation is its assessed diffusion rate [4]. Thus, the intelligence developed herein benefits an organization’s decision makers in proactively setting strategy, policy, and resource management toward optimizing abandonment.

Resource limitations commonly hinder the quantity and quality of information, including diffusion rate assessment, to decision makers. Macro-based information generally requires less effort to understand, obtain, and interpret; for this reason, it is a valuable tool for preventing a decision maker from just making a random guess, especially when resources are limited. Prior to this effort, no contemporary research has focused on the macro-level characterization of the accuracy of diffusion rate extraction, time stepped through its lifecycle. This EDA endeavor added new macro-perspective intelligence on the assessment of diffusion rate accuracy, enabling decision makers to make informed decisions toward diffusion rate assessment and, by proxy, abandonment optimization.
As with all research efforts, it is important to reflect and summarize resulting outcomes to provide context for its value and implications to practitioners. Therefore, the identified resulting macro-level findings of this research endeavor are summarized below to provide a foundation for future exploratory and confirmatory research efforts.

- The Bass and logistic models are more likely to overestimate a technological innovation’s diffusion rate when assessed between the 50% point and the 70% point of its diffusion lifecycle.
- Diffusion rate percent-errors have a positive bias as a technological innovation’s diffusion rate increases.
- The data analysis resultant trend indicates that the Bass and logistic models are more disposed to extreme outliers when diffusion rate assessment is made early in a technological innovation’s lifecycle.
- A normative pattern is observable in diffusion rate percent-error as lifecycle percentage increase, indicating a lack of randomness, signifying and supporting that there is likely an underlying predictable pattern. Decision makers can leverage this pattern to simplify decisions and be used to make informed predictions on diffusion rate outcomes.
- The result trends suggest that, if over-assessing diffusion rate is more desirable than under-assessing diffusion rate, a decision maker should favor the logistic model over the Bass model.

The accuracy of diffusion rate assessment at various points in a technological innovation’s lifecycle provides intelligence toward enhancing how decision makers think and make choices on abandonment. As a practical example, if an incumbent technological innovation’s assessed decision rate accuracy bounds are known, a decision maker can better optimize abandonment based on their risk tolerance and the decision’s impact. Furthermore, a potential implication is that the knowledge gained can be applied to a decision theory such as EU, which considers the decision maker’s risk tolerance and the perceived weighted utility of each possible outcome toward identifying an optimized decision.

In conclusion, the macro-perspective knowledge gained in this endeavor can be used by decision makers to make informed decisions on assessing the percent-error bounds of diffusion rate evaluation. Furthermore, the graphical outputs developed in this EDA effort reveals directional and associative trends that provide insights for decision makers seeking to assess a technological innovation’s diffusion rate. Consequently, this newfound perspective provides a basis for diffusion rate assessment, enabling decision makers to speed decision making and reduce complexity (reducing cognitive demand). Thus, the knowledge gained from this effort adds value to a decision maker’s ability to exercise two hierarchic components of systems thinking: the identification of, and the recognition of, trends and patterns and the generalization of complex situations [15–17].
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