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Abstract. In this paper we prove the almost sure existence of global weak solution to the 3D incompressible Navier-Stokes Equation for a set of large data in $\dot{H}^{-\alpha}(\mathbb{R}^3)$ or $\dot{H}^{-\alpha}(\mathbb{T}^3)$ with $0 < \alpha \leq 1/2$. This is achieved by randomizing the initial data and showing that the energy of the solution modulus the linear part keeps finite for all $t \geq 0$. Moreover, the energy of the solutions is also finite for all $t > 0$. This improves the recent result of Nahmod, Pavlović and Staffilani on (SIMA) in which $\alpha$ is restricted to $0 < \alpha < \frac{1}{4}$.

1. Introduction. Let’s recall the incompressible Navier-Stokes equations in the whole space $\mathbb{R}^3$ or the 3D torus $\mathbb{T}^3$,

$$
\begin{cases}
\partial_t u = \Delta u - P \nabla \cdot (u \otimes u), \\
\nabla \cdot u = 0, \\
u(x, 0) = f(x).
\end{cases}
$$

Here $u$ is the velocity vector, $p$ is the scalar pressure and $f$ is the initial data which is divergence-free.

For divergence-free initial data $f \in L^2$, Leray proved the existence of global weak solutions to (1) in his seminal work [10]. The result of Leray was then extended to the bounded domain case by Hopf [8]. See also Lemarié-Rieusset [9] for an extension to the uniform $L^2$ initial data. Very recently, for $0 < \alpha < \frac{1}{4}$, Nahmod, Pavlović and Staffilani [12] showed the almost sure existence of global weak solutions for supercritical periodic initial data in $\dot{H}^{-\alpha}(\mathbb{T}^3)$ after suitable data randomization technique. The aim of this paper is to extend the interesting work in [12] to the case when $0 < \alpha \leq \frac{1}{2}$ in the whole 3D space.

Before presenting our main result, let us give a brief review on known results which are very related to ours. In [4], Burq and Tzvetkov proved the well-posedness of nonlinear wave equations below the critical threshold by randomizing the initial
data in an appropriate way. The key point of their method consists in using the fact that though the initial data have low regularity, their Lebesgue integrability is almost surely better than expected. Such kind of $L^p$ regularization phenomena are in fact well-known since the work of Paley-Zygmund [13].

The method in [1] was extensively applied to other PDE problems when the regularity of the initial data is below the critical threshold. For instance, Burq and Tzvetkov in [5, 6] studied the global existence of cubic semi-linear wave equations. Zhang and Fang [16] applied this approach for Navier-Stokes Equation and obtained the local smooth solutions for the randomized initial data in $L^2(T^3)$. Later on, they further relaxed the constraint on the initial data to $\dot{H}^{-1+}(\mathbb{R}^3)$ in [14]. We remark that the solution obtained in [15] is not in the energy space when $t > 0$. Deng and Cui [7] proved the global existence of classical solutions for randomized small initial data in $L^2(T^3)$.

To state our main result, let us first introduce some basic notations and lay down the randomization set-up. Let’s first denote $D = \sqrt{-\Delta}$.

Starting with the work of Bourgain [3] and Burq and Tzvetkov [4], there are many results for probabilistic constructions on a compact manifold $M$, where there is a countable basis $\{e_n(x)\}$ in $L^2(M)$ consisting the eigenfunctions of the Laplace-Beltrami operator. We can use this sequence $\{e_n(x)\}_{n=1}^{\infty}$ to introduce such a randomization: Given $D^{-\alpha}f(x) = \sum a_n e_n(x)$, where $f$ is in the space $\dot{H}^{-\alpha}$, one can define the randomization by

$$D^{-\alpha}f^{\omega}(x) = \sum a_n e_n(x) h_n(\omega),$$

where $\{h_n(\omega)\}$ are a series of independent mean zero real random variables with identical Gaussian distribution on a probability space $(\Omega, \mathcal{A}, P)$.

In the whole space case, we follow the way in Zhang and Fang [15], see also Lührmann and Mendelson [11] and Á. Bényi, T. Oh and O. Pocovinici [1, 2], dividing the frequency space in accordance with the Wiener decomposition instead of eigenfunctions. Let $n \in \mathbb{Z}^3$ and $Q_n$ be the unit cube $Q_n = n + (-1/2, 1/2)^3$. Thus we have

$$\mathbb{R}^3 = \bigcup_n Q_n.$$

Note that $Q_n \cap Q_m = \emptyset$ if $n \neq m$, we have $\sum_n \chi_{Q_n}(\xi) = 1$. Hence we get the decomposition

$$f(x) = \sum_{n \in \mathbb{Z}^3} \mathcal{F}^{-1}(\chi_{Q_n} \hat{f}).$$

Here $\hat{f}$ denotes the usual Fourier transformation of $f$ which is also denoted by $\mathcal{F}(f)$, and $\mathcal{F}^{-1}(g)$ denotes the inverse Fourier transformation of $g$. This partition is commonly referred to as Wiener decomposition. Moreover, as [1, 2, 11], we have a smooth version for the decomposition. Define a nonnegative and even function $\phi \in C_c^\infty(\mathbb{R}^3)$, and

$$\phi(\xi) = \begin{cases} 1, & \xi \in (-1/2, 1/2)^3 \\ 0, & \xi \in ([-1, 1]^3) \setminus (-1/2, 1/2)^3 \end{cases}.$$

Let

$$\varphi(\xi) = \frac{\phi(\xi)}{\sum_{n \in \mathbb{Z}^3} \phi(\xi - n)}.$$
Then there exists a set \( \Sigma \) of probability 1 such that for any \( \omega \in \Sigma \), the random data Navier-Stokes equation (5) has a global weak solution \( u \) with

\[
u = g + v,
\]

where \( g = e^{t\Delta} f^\omega \) and \( v \in L^\infty([0, T], L^2_x) \cap L^2([0, T], H^1_x) \), and \( u \in L^\infty([\delta_0, T], L^2_x) \cap L^2([\delta_0, T], H^1_x) \) for every \( \delta_0 > 0 \). Moreover, define

\[
E(v, t) = \|v(\cdot, t)\|^2_{H^1_x} + \|v\|^2_{L^2([0, t], H^1_x)},
\]

and we have

\[
\sup_{t \geq 0} E(v, t) \leq C(\alpha, \|f\|_{H^{-\alpha}}), \quad \sup_{t \geq \delta_0} E(u, t) \leq C(\alpha, \delta_0, \|f\|_{H^{-\alpha}}).
\]

To prove Theorem 1.1 as in [12], we also write \( u = g + v \) and then study the equation governing \( v \). Clearly, the initial data of \( v \) vanishes and thus is smooth enough, but there are inputs to the equation of \( v \) coming from the linear part \( g \). We try to utilize the improved space-time Lebesgue regularity of the linear heat solution \( g = e^{t\Delta} f^\omega \) due to the randomization. Compared with [12], the key improvement in our paper is to derive that the linear evolution \( g = e^{t\Delta} f^\omega \) has an almost sure \( L^p_t L^q_x \) bound, which can be small enough on some short time interval for any given \( 2 \leq p, q < \infty \) and any given \( 0 < \alpha < 1 \) with \( \alpha q < 2 \). See Lemma 2.3 for details. For
0 < \alpha \leq \frac{1}{2}$, using this smallness of $L^3_t L^9_x$ norm and the boundness of $L^4_t L^4_x$ norm of $g$, we are able to derive the energy bound for $v$ on a short time interval. On the other hand, for a.e. $t_0 > 0$, $u(t_0, \cdot)$ will be a $L^2$ function. Then we may use the classical result by Leray [10] to extend this weak solution to be a global one in time.

The remaining part of this paper is organized as follows. In section 2 we will first recall several important properties of randomization that we will use. Then we make our probabilistic estimate and lay down some probabilistic set-up of our conclusion. Then we derive the energy bound for $v$ in section 3, and the proof of Theorem 1.1 is also given at the end of section 3. In section 4 we will construct the global weak solution for the Navier-Stokes equation for randomized initial data $f^\omega$.

2. Average effects. Let’s begin this section with a large derivation bound property which is proved on Lemma 3.1 in [4].

**Lemma 2.1.** Let $(h_i(\omega))$ be a sequence of real, mean zero and independent random variables on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$. Let $\mu_i$ be the associated distributions. Assume that $\mu_i$ satisfy the following property

$$\exists \gamma > 0 : \forall i \in \mathbb{N}^+, \int_{-\infty}^{\infty} e^{\gamma x} d\mu_i \leq e^{\gamma^2}.$$ (8)

Then there exists $\beta > 0$ such that for every $\lambda > 0$, every sequence $\{c_i\} \in l^2$ of real numbers,

$$\mathbb{P}\left( \omega : \left| \sum_{i=1}^{\infty} c_i h_i(\omega) \right| > \lambda \right) \leq 2e^{-\frac{\alpha \lambda^2}{\sum_{i=1}^{\infty} c_i^2}}.$$ (9)

Moreover, there exists $C > 0$ such that for every $r \geq 2$ and every $(c_i) \in l^2$,

$$\left\| \sum_{i=1}^{\infty} c_i h_i(\omega) \right\|_{L^r(\Omega)} \leq C \sqrt{r} \left( \sum_{i=1}^{\infty} c_i^2 \right)^{\frac{r}{2}}.$$ (10)

**Remark 1.** Burq and Tzvetkov have shown in [4] that the Gaussian distribution satisfies the assumption (8), so that this lemma can be used in our randomization. Moreover, by the result of Lemma 2.1 we have

$$\mathbb{P}\left( \omega : \|f^\omega\|_{\dot{H}^{-\alpha}} > \lambda \right) \leq 2 \exp\left(-\frac{\beta \lambda^2}{\|f\|_{\dot{H}^{-\alpha}}} \right).$$

Hence, we can see that $f^\omega$ is in $\dot{H}^{-\alpha}$ almost surely provided $f$ is in $\dot{H}^{-\alpha}$.

Now we turn to the estimation of the linear part $g$. We first consider the deterministic estimate of $g$ which are standard and well-known. For instance, the periodic case is proved in Lemma 3.1 of [12]. The whole space case can be treated in a similar way.

**Lemma 2.2.** Let $0 < \alpha \leq \frac{1}{2}$, let $k$ be a nonnegative integer and $g = e^{t \Delta} f^\omega$. If $f^\omega \in \dot{H}^{-\alpha}$, then we have

$$\left\{ \begin{array}{l}
\left\| D^k g(\cdot, t) \right\|_{L^2} \leq C t^{-\frac{\alpha + k}{2}} \|f\|_{\dot{H}^{-\alpha}}, \\
\left\| D^k g(\cdot, t) \right\|_{L^\infty} \leq C (\max\{t^{-\frac{\alpha + k}{2}}, t^{-\frac{\alpha + k + d}{2}}\}) \|f\|_{\dot{H}^{-\alpha}}.
\end{array} \right. \quad (10)$$

This deterministic estimate directly provides the smoothness of the linear evolution of $g$ as $t > 0$. Next we will follow the approach applied in [4], using the average effect to make an $L^r_t L^p_x$-estimate of $g$, and we will see the linear part determined
We first consider the periodic space case. First using (2), we can write

$$ f = \sum_{n \in \mathbb{Z}^3} \varphi(D - n) f, $$

the function $\varphi(D - n) f$ has a bounded frequency support in $n + [-1, 1]^3$. For these functions, we have the following classical Bernstein inequalities.

**Lemma 2.3 ( Bernstein).** Let $B$ be a ball. A constant $C$ exists such that for any nonnegative integer $k$, any couple $(p, q)$ in $[1, \infty]^2$ with $1 \leq p \leq q$, and any function $\psi \in L^p$ with supp $\hat{\psi} \subset \mathbb{N}B$, we have

$$ \|\psi\|_{L^q} \leq C N^{3(\frac{1}{p} - \frac{1}{2})} \|\psi\|_{L^p}. $$

Let $\psi(x) = e^{2\pi i nx} \varphi(D - n) f(x)$. We can see that supp $\hat{\psi} \subset [-1, 1]^3$. Apply the Bernstein inequality we have

$$ \|e^{2\pi i nx} \varphi(D - n) f(x)\|_{L^q} \leq C \|e^{2\pi i nx} \varphi(D - n) f(x)\|_{L^p}. $$

Let $p = 2$ and $q \geq 2$, we have

$$ \|\varphi(D - n) f(x)\|_{L^q} \leq C \|\varphi(D - n) f(x)\|_{L^2}. $$

We have the probabilistic estimate for the linear part $g$ for both the periodic space case and the whole space case.

**Lemma 2.4.** Let $T > 0$, $0 < \alpha < 1$, let $p, q$ satisfy $2 \leq p \leq r < \infty$ and $2 \leq q \leq r < \infty$. If $\alpha p \leq 2$, then there exists $C_{p,q,\alpha} > 0$ such that

$$ \|e^{\Delta t} f\omega\|_{L^p([0,T];L^q([0,T];L^2(\mathbb{R}^3)))} \leq C_{p,q,\alpha} T^{\frac{1}{2} - \frac{\alpha}{2}} \|f\|_{H^{-\alpha}}, $$

for every $f \in \dot{H}^{-\alpha}(\mathbb{R}^3)$ and every mean zero $f \in H^{-\alpha}(\mathbb{R}^3)$.

**Proof.** We first consider the periodic space case. First using (2), we can write

$$ e^{\Delta t} f\omega = D^\alpha e^{t\Delta} \sum_n a_n h_n(\omega) e_n(x). $$

Since $2 \leq p, q \leq r$, by Minkowski inequality and Lemma 2.1 we can get

$$ \|D^\alpha e^{t\Delta} \sum_n a_n h_n(\omega) e_n(x)\|_{L^p([0,T];L^q([0,T];L^2(\mathbb{R}^3)))} $$

$$ \leq \|\sum_n a_n D^\alpha e^{t\Delta} e_n(x) h_n(\omega)\|_{L^p([0,T];L^q([0,T];L^2(\Omega)))} $$

$$ \leq \sqrt{T} \|a_n D^\alpha e^{t\Delta} e_n(x)\|_{L^p([0,T];L^2(\mathbb{R}^3);L^2)} $$

$$ \leq \sqrt{T} \|\sum_n a_n D^\alpha e^{t\Delta} e_n(x)\|_{L^p([0,T];L^2(\mathbb{R}^3);L^2)}.$$
We recall the Young inequality which shows that when \( q \geq 2 \),
\[
\|f\|_{L^q} \leq C_q \|f\|_{L^{q'}}^{\frac{1}{q'}} \cdot \frac{1}{q} + \frac{1}{q'} = 1.
\]
Also with the help of Minkowski inequality
\[
\| \|a_n D^{\alpha} e^{t\Delta} e_n(x)\|_{L^p([0,T];L^q(T^3))}\|_{L^q_2}
\]
\[\leq C_q \| a_n \| \| |n|^{\alpha} e^{-t|n|^2} \mathcal{E}_n(m)\|_{L^p([0,T];L^q_2)}\|_{L^2_3}
\]
\[= C_q \| a_n |n|^{\alpha} \| e^{-|n|^2 t}\|_{L^p([0,T];L^q_2)}\|_{L^2_3}
\]
\[\leq C_q \| a_n \sup_{|n| \in \mathbb{Z}^3/\{0\}} |n|^{\alpha - \frac{2}{q}} (1 - e^{-|n|^2 T})^\frac{1}{q}\|_{L^2_3}
\]
Let’s denote
\[ J(T) = \sup_{\xi \in \mathbb{R}^3} \| \xi |^{\alpha - \frac{2}{q}} (1 - e^{-|\xi|^{2} T})^\frac{1}{q} \|,
\]
thus
\[
\| D^{\alpha} e^{t\Delta} \sum_{n} a_n h_n(\omega) e_n(x)\|_{L^r(\Omega; L^p([0,T];L^q(T^3)))}
\]
\[\leq C_{q,r} \sup_{|n| \in \mathbb{Z}^3/\{0\}} |n|^{\alpha - \frac{2}{q}} (1 - e^{-|n|^2 T})^\frac{1}{q} \|a_n\|_{L^2_3}
\]
\[\leq C_{q,r} J(T) \| f \|_{H^{-\alpha}} .
\]
For the whole space case, using (1), we can write
\[ e^{t\Delta} f^\omega = e^{t\Delta} \sum_{n \in \mathbb{Z}^3} h_n(\omega) \varphi(D - n) f(x).
\]
Since \( 2 \leq p, q \leq r \), by Minkowski inequality and Lemma 2.1, we can get
\[
\| e^{t\Delta} \sum_{n \in \mathbb{Z}^3} h_n(\omega) \varphi(D - n) f(x)\|_{L^r(\Omega; L^p([0,T];L^q(\mathbb{R}^3)))}
\]
\[\leq \| \sum_{n \in \mathbb{Z}^3} h_n(\omega) \varphi(D - n) e^{t\Delta} f(x)\|_{L^p([0,T];L^q_2(\mathbb{R}^3;L^r(\Omega)))}
\]
\[\leq \sqrt{T} \| \varphi(D - n) e^{t\Delta} f(x)\|_{L^p([0,T];L^q_2(\mathbb{R}^3;L^r(\Omega)))}
\]
\[\leq \sqrt{T} \| \varphi(D - n) e^{t\Delta} f(x)\|_{L^2_3;L^p([0,T];L^q_2(\mathbb{R}^3))} .
\]
Now the Bernstein inequality (13) comes in. With Minkowski inequality, we have
\[
\| \varphi(D - n) e^{t\Delta} f(x)\|_{L^2_3;L^p([0,T];L^q_2(\mathbb{R}^3))}
\]
\[\leq C_q \| \varphi(D - n) e^{t\Delta} f(x)\|_{L^2_3;L^p([0,T];L^q_2(\mathbb{R}^3))}
\]
\[\leq C_q \| \varphi(\xi - n) \tilde{f}(\xi) \|_{L^p([0,T];L^q_2(\mathbb{R}^3;L^2_2))}
\]
\[= C_q \| \varphi(\xi - n) \hat{D^{-\alpha}} f(\xi) \|_{L^2_2} \| |\xi|^{\alpha - \frac{2}{q}} (1 - e^{-|\xi|^2 T})^\frac{1}{q}\|_{L^2_2}
\]
\[\leq C_q \sup_{\xi \in \mathbb{R}^3} \| |\xi|^{\alpha - \frac{2}{q}} (1 - e^{-|\xi|^2 T})^\frac{1}{q}\| \| \varphi(\xi - n) \hat{D^{-\alpha}} f(\xi)\|_{L^2_2} .
\]
Since \( \varphi(\xi) \leq 1 \), we have
\[
\| e^{\Delta t} \sum_{n \in \mathbb{Z}^3} h_n(\omega) \varphi(D-n) f(x) \|_{L^r(T; L^p([0,T]; L^2(\mathbb{R}^3)))} \\
\leq C_{r,q} J(T) \| \varphi(\xi - n) \widehat{D^{-\alpha} f}(\xi) \|_{L^2_\xi L^p} \\
\leq C_{r,q} J(T) \| \widehat{D^{-\alpha} f}(\xi) \|_{L^2_\xi} \\
= C_{r,q} J(T) \| f \|_{H^{-\alpha}(\mathbb{R}^3)}.
\]

Now we estimate the term \( J(T) \). Define \( I(y) \) be the function
\[
I(y) = y^{\alpha - \frac{2}{p}} (1 - e^{-y^2 T p})^\frac{1}{2}, \quad (y \geq 0).
\]
and thus
\[
J(T) = \sup_{\xi \in \mathbb{R}^3} I(|\xi|).
\]
It is clear that if \( \alpha p = 2 \), then the Lemma is correct.

Now let us assume that \( \alpha p < 2 \). Make the Taylor expansion around the point \( y = 0 \), we have
\[
I(y) = y^{\alpha - \frac{2}{p}} (y^2 T p - y^4 T p + o(y^4))^{\frac{1}{2}} = C_{p} y^{\alpha T^\frac{1}{2}} + o(y^\alpha).
\]
Hence \( I(0) = 0 \). With \( \alpha p < 2 \), we can see \( I(\infty) = 0 \). Hence We can see that \( I(y) \) reaches its maximal only when \( y \) reaches the stationary point. With a derivation calculation, we get
\[
[I(y)p]' = 0 \iff (\alpha p - 2) \left( 1 - e^{-y^2 T p} \right) + 2e^{-y^2 T p} p T y^2 = 0.
\]
Note that \( y^{\alpha T^{\frac{1}{2}}} e^{-y^2 T} \leq C \), and thus the maximal of \( I(y) \) has an upper bound
\[
I(y) \leq y^{\alpha - \frac{2}{p}} e^{-y^2 T} (2p T)^{\frac{1}{p}} y^{\frac{\alpha}{p} (\frac{2}{p} - \alpha)}^{\frac{1}{2}} \\
= \left( y^{\alpha T^{\frac{1}{2}}} e^{-y^2 T} \right) T^{\frac{1}{p} - \frac{2}{p}} \tilde{C}_{\alpha, p} \\
\leq C_{\alpha, p} T^{\frac{1}{p} - \frac{2}{p}}.
\]
In our assumption \( \alpha p < 2 \), the term \( \frac{1}{p} - \frac{2}{p} \) is positive and hence \( T^{\frac{1}{p} - \frac{2}{p}} \) is bounded.
Since we can choose \( r = \max\{p, q\} \), the inequality (14) follows with \( J(T) \leq C_{\alpha, p} T^{\frac{1}{p} - \frac{2}{p}} \). \( \square \)

**Remark 2.** For convenience, we denote
\[
\sigma(q, \alpha) = \frac{1}{p} - \frac{\alpha}{2}.
\]
we notice that \( \sigma(p, \alpha) \geq 0 \) once the condition \( \alpha p \leq 2 \) gets satisfied. Hence for a fixed time period \( [0, T] \), the estimate of \( \| e^{\Delta t} f^\omega \|_{L^r(T; L^p([0,T]; L^2(\mathbb{R}^3)))} \) is bounded. By the result of Lemma [2.4] we can see that the randomization does provide an improved \( L^p x L^2 \) estimate in the sense of almost sure.

With the estimate above, let’s define a subset of \( \Omega \)
\[
E_{p,q}(\lambda, T) = \{ \omega \in \Omega : \| e^{\Delta t} f^\omega \|_{L^p([0,T]; L^2(\mathbb{R}^3))} < \lambda \| f \|_{H^{-\alpha}} \}.
\]
Lemma 2.7. Since \( h_n \) is a series of Gaussian distribution, by Lemma 2.1 we have
\[
\mathcal{P}(E_{p,q}(\lambda, T)^c) \leq c \exp \left( -\frac{\lambda^2 \|f\|^2_{\tilde{H}^{-\alpha}}}{C_{\alpha, p}^2 T^{2\alpha(p, \alpha)}} \right)
\]
\[
= c \exp \left( -\frac{\lambda^2}{C_{\alpha, p}^2 T^{2\alpha(p, \alpha)}} \right).
\]
(17)

With the equality (17) let’s state the almost-sure argument for the linear evolution \( g \).

**Lemma 2.5.** Let \( 0 < \alpha < 1 \) and \( T > 0 \), and let \( 2 \leq p, q < \infty \). If \( \alpha p \leq 2 \), then there exists a set \( \Sigma_1 \subset \Omega \) such that \( \mathcal{P}(\Sigma_1) = 1 \), and for every \( \omega \in \Sigma_1 \), we can choose a \( M > 0 \) so that \( \omega \in E_{p,q}(M, T) \).

**Proof.** Let \( \lambda_j = 2^j \), and define \( E_j = E_{p,q}(\lambda_j, T) \). We can see that \( E_j \subset E_{j+1} \), Let’s define \( \Sigma_1 = \bigcup_j E_j \). By (17), we have
\[
\mathcal{P}(\Sigma_1) \geq 1 - \lim_{j \to \infty} \mathcal{P}(E_j^c) \geq 1 - \lim_{j \to \infty} \exp \left( -\frac{\lambda_j^2}{C_{\alpha, p}^2 T^{2\alpha(p, \alpha)}} \right) = 1.
\]

We see, for every \( \omega \in \Sigma_1 \), there exists a \( j \) such that \( \omega \in E_j \). Let \( M = 2^{j+1} \), and \( \omega \in E_{p,q}(M, T) \)

Furthermore, in the case of \( \alpha p < 2 \) we observe that \( \sigma(p, \alpha) > 0 \), which means that the linear part estimate can be governed by \( T \). Hence for every \( \varepsilon > 0 \), we can find a \( \delta > 0 \) such that
\[
\|e^{t\Delta} f\|_{L^r(\Omega; L^p([0, \delta], \Omega))} < \varepsilon.
\]

With this observation, we can get another type of almost-sure argument.

**Lemma 2.6.** Let \( 0 < \alpha < 1, M > 0 \), and let \( 2 \leq p, q < \infty \). If \( \alpha q < 2 \), there exists a set \( \Sigma_2 \subset \Omega \) such that \( \mathcal{P}(\Sigma_2) = 1 \), and for every \( \omega \in \Sigma_2 \), we can choose a \( \delta > 0 \) so that \( \omega \in E_{p,q}(M, \delta) \).

**Proof.** Let’s fix a \( M > 0 \). Similar to Lemma 2.5 define \( \delta_j = 2^{-j} \), and define \( E_j = E_{p,q}(M, \delta_j) \). By the definition \( E_{p,q} \) in (16), we can still get \( E_j \subset E_{j+1} \). Let’s define \( \Sigma_2 = \bigcup_j E_j \). Since \( \alpha q < 2 \), the index of time \( \sigma(\alpha, q) > 0 \). Also with the inequality (17), we have
\[
\mathcal{P}(\Sigma_1) \geq 1 - \lim_{j \to \infty} \mathcal{P}(E_j^c) \geq 1 - \lim_{j \to \infty} \exp \left( -\frac{M^2}{C_{\alpha, p}^2 \delta_j^{2\alpha(p, \alpha)}} \right) = 1.
\]

We see, for every \( \omega \in \Sigma_2 \), there exists a \( j \) such that \( \omega \in E_j \). Let \( \delta = 2^{-(j+1)} \), and \( \omega \in E_{p,q}(M, \delta) \)

With the fact that the union of finite zero measure sets is also zero measure set, we finish our probabilistic estimate by combining Lemma 2.5 and Lemma 2.6.

**Lemma 2.7.** Let \( 0 < \alpha < 1 \), and let \( 2 \leq p_1, q_1, q_2 \leq r < \infty \) with \( \alpha p_1 \leq 2 \) and \( \alpha p_2 < 2 \). Then we can define a set \( \Sigma \subset \Omega \) satisfying \( \mathcal{P}(\Sigma) = 1 \), and for every \( \lambda > 0 \) and every \( \omega \in \Sigma \), we can choose a \( \delta(\lambda) > 0 \) and \( M(\lambda) > 0 \) such that
\[
\omega \in E_{p_1, q_1}(M, \delta) \cap E_{p_2, q_2}(\lambda, \delta).
\]
Proof. Let’s fix a $\lambda > 0$. We can define
$$
\Sigma_2 = \bigcup_j E_{p_2,q_2}(\lambda, 2^{-j}).
$$

Since $\alpha p_2 < 2$, by Lemma 2.6 we have $\mathcal{P}(\Sigma_2) = 1$, and for every $\omega \in \Sigma_2$, we can find a $\delta$ depending on $\lambda$ such that $\omega \in E_{p_2,q_2}(\lambda, \delta)$. Now let’s fix this $\delta$, and define
$$
\Sigma_1 = \bigcup_j E_{p_1,q_1}(2^j, \delta).
$$

Since $\alpha p_1 \leq 2$, by Lemma 2.5 we have $\mathcal{P}(\Sigma_1) = 1$. Moreover, for every $\omega \in \Sigma_1$, we can find an $M > 0$ such that $\omega \in E_{p_1,q_1}(M, \delta)$.

Now we define
$$
\Sigma = \Sigma_1 \cap \Sigma_2,
$$
which can be directly written as
$$
\Sigma = \bigcup_{i=1}^{\infty} \left[ E_{p_2,q_2}(\lambda, 2^{-i}) \cap \left( \bigcup_{j=1}^{\infty} E_{p_1,q_1}(2^j, 2^{-i}) \right) \right]. \tag{18}
$$

We still have
$$
\mathcal{P}(\Sigma) \geq \mathcal{P}(\Sigma_1) + \mathcal{P}(\Sigma_2) - 1 = 1.
$$

Now for every $\omega \in \Sigma$ and every $\lambda > 0$, we can find corresponding $\delta(\lambda, \alpha)$ and $M(\delta(\lambda, \alpha))$, such that
$$
\omega \in E_{p_1,q_1}(M, \delta) \cap E_{p_2,q_2}(\lambda, \delta)
$$

So the conclusion follows. \qed

3. Energy estimates. Notice that the Navier-Stokes equation (1) enjoys the following natural scaling property: if $(u,p)$ is the solution of (1), then the following transform
$$
u = u - g = u - e^{t\Delta} f^\omega,$$
gives another solution that satisfies this system with initial data $u_0(x) = \lambda u_0(\lambda x)$ for each $\lambda > 0$.

The spaces which are invariant under the above natural scaling are called critical spaces for the Navier-Stokes equations. For the 3D homogeneous Sobolev Spaces $\dot{H}^s$, the critical index $s_c = \frac{1}{2}$. If $s > s_c$ we call $\dot{H}^s$ subcritical, and $s < s_c$ we call it supercritical. Classical theory yields that if the initial data belongs to the critical or subcritical Sobolev spaces, there exists a unique local strong solution to the Navier-Stokes equations (1). If the initial data is in $\dot{H}^s$ for $0 \leq s < \frac{1}{2}$, Leray’s result in [10] shows that one has at least one global weak solutions. If the initial data is in $\dot{H}^s$ for $-\frac{1}{4} < s < 0$, then the result in [12] shows that almost surely the global weak solutions still exist.

Let $v = u - g = u - e^{t\Delta} f^\omega$, then $v$ satisfies the following equations.

$$
\begin{align*}
\partial_t v &= \Delta v - [\nabla \cdot (v \otimes v) + \nabla \cdot (v \otimes g) + \nabla \cdot (g \otimes v) + \nabla \cdot (g \otimes g)], \\
\nabla \cdot v &= 0, \\
v(x,0) &= 0.
\end{align*}
\tag{19}
$$

We first derive the apriori local-in-time energy estimate for (19) in the whole space case. The proof for the periodic case is similar and we omit it.
Proposition 1. Let \( g = e^{t\Delta} f^\omega, \) \( 0 < \alpha \leq \frac{1}{2} \). Then there exists a set \( \Sigma \subset \Omega \) with \( \mathcal{P}(\Sigma) = 1 \), and for every \( \omega \in \Sigma \) there exists \( \lambda > 0 \) and a corresponding \( 0 < \delta(\lambda) \leq 1 \) such that the energy function \( E(v, \tau) \) has a uniform bound,
\[
E(v, \tau) \leq C(\alpha, \|f\|_{\dot{H}^{-\alpha}(\mathbb{R}^3)}), \quad \forall \ t \in (0, \delta],
\]
for all smooth solutions \( v \in L^\infty([0, 1], L^2(\mathbb{R}^3)) \cap L^2([0, 1], \dot{H}^1(\mathbb{R}^3)) \) of (19).

Proof. We make standard estimate in the energy space. For \( 0 < t \leq \delta \), which \( \delta \) to be determined later, we multiply \( v \) to both side of (19), by standard energy estimate in time period \( [0, t] \) we get
\[
E(v, t) = \int_0^t \left\{ \int_{\mathbb{R}^3} 2 v v_t dx + 2 \|\nabla v\|^2_{L^2(\mathbb{R}^3)} \right\} d\tau
= \int_0^t \left\{ \int_{\mathbb{R}^3} 2 v \Delta v dx + \|\nabla v\|^2_{L^2(\mathbb{R}^3)} - 2 \int_{\mathbb{R}^3} v \cdot P\nabla \cdot (v \otimes v) dx 
- \left( \int_{\mathbb{R}^3} v \cdot P\nabla \cdot (v \otimes g) dx + 2 \int_{\mathbb{R}^3} v \cdot P\nabla \cdot (g \otimes v) dx 
+ 2 \int_{\mathbb{R}^3} v \cdot P\nabla \cdot (g \otimes g) dx \right) \right\} d\tau.
\]
We note that
\[
\int_{\mathbb{R}^3} (2 v \Delta v) dx + 2 \|\nabla v\|^2_{L^2(\mathbb{R}^3)} = 0.
\]
Using the divergence free property of \( v \), we also have
\[
\int_{\mathbb{R}^3} v \cdot P\nabla \cdot (v \otimes v) dx = \int_{\mathbb{R}^3} v \cdot \nabla \frac{1}{2} |v|^2 dx = 0.
\]
Similarly,
\[
\int_{\mathbb{R}^3} v \cdot P\nabla \cdot (v \otimes g) dx = \int_{\mathbb{R}^3} g \cdot \nabla \frac{1}{2} |v|^2 dx = 0.
\]
Hence, by using integration by parts, we have
\[
E(v, t) = -2 \int_0^t \left\{ \int_{\mathbb{R}^3} v \cdot P\nabla (g \otimes v) dx + \int_{\mathbb{R}^3} v \cdot P\nabla (g \otimes g) dx \right\} d\tau
= 2 \int_0^t \left\{ \int_{\mathbb{R}^3} \nabla v \cdot (g \otimes v) dx + \int_{\mathbb{R}^3} \nabla v \cdot (g \otimes g) dx \right\} d\tau
\leq 2 \|\nabla v\|_{L^2([0, t]; L^2(\mathbb{R}^3))} \left( \|v \otimes g\|_{L^2([0, t]; L^2(\mathbb{R}^3))} + \|g \otimes g\|_{L^2([0, t]; L^2(\mathbb{R}^3))} \right).
\]
The last term in the above bracket is simply estimated as follows:
\[
\|g \otimes g\|_{L^2([0, t]; L^2(\mathbb{R}^3))} \leq \|g\|_{L^4([0, t]; L^4(\mathbb{R}^3))}^2.
\]
To estimate the first term in the bracket of the right hand side of (21), we first apply the Hölder inequality to derive that
\[
\|v \otimes g\|_{L^2([0, t]; L^2(\mathbb{R}^3))} \leq \|v\|_{L^4([0, t]; L^{16/7}(\mathbb{R}^3))} \|g\|_{L^4([0, t]; L^4(\mathbb{R}^3))}.
\]
Apply the interpolation inequality and Sobolev embedding, we have
\[
\|v\|_{L^6([0, t]; L^{18/7}(\mathbb{R}^3))} \leq \|v\|_{L^\infty([0, t]; L^3(\mathbb{R}^3))} \|v\|_{L^2([0, t]; L^6(\mathbb{R}^3))} \leq \sup_{0 \leq s \leq t} E^\frac{1}{4}(v, s).
\]
Consequently, we arrive at

\[ \sup_{0 \leq s \leq t} E(v, s) \leq C \left( \sup_{0 \leq s \leq t} E(v, s) \| g \|_{L^3([0, t], L^9(\mathbb{R}^3))} + \sup_{0 \leq s \leq t} E^3(v, s) \| g \|_{L^3([0, t], L^3(\mathbb{R}^3))}^2 \right). \]  

(22)

Now our probabilistic estimate comes in. Let \((p_1, q_1) = (4, 4), (p_2, q_2) = (3, 9)\). Since \(0 < \alpha \leq 1 \), it is clear that \(\alpha p_1 \leq 2\) and \(\alpha p_2 < 2\). Let’s choose a \(\lambda\) small enough such that \(C_\lambda \| f \|_{\dot{H}^{-\alpha}} \leq 1/2\). Now for those \((\alpha, p_1, q_1, p_2, q_2, \lambda)\), we apply lemma 2.7 to conclude that for every \(\omega \in \Sigma\) defined in lemma 2.7 there exist \(\delta(\lambda) > 0\) and \(M(\lambda) > 0\) such that

\[ \omega \in E_{3,9}(\lambda, \delta) \cap E_{4,4}(M, \delta). \]

For \(t \leq \delta\), we have the following estimate

\[ \left\{ \begin{array}{ll}
C \| g \|_{L^3([0, t], L^9(\mathbb{R}^3))} \leq C_\lambda \| f \|_{\dot{H}^{-\alpha}(\mathbb{R}^3)} \leq \frac{1}{2}, \\
C \| g \|_{L^4([0, t], L^3(\mathbb{R}^3))} \leq CM \| f \|_{\dot{H}^{-\alpha}(\mathbb{R}^3)}. 
\end{array} \right. \]

(23)

Thanks to the estimate (22) and the estimate (23), the local energy estimate gets bounded:

\[ E(v, \tau) \leq C(\alpha, \| f \|_{\dot{H}^{-\alpha}(\mathbb{R}^3)}), (0 < \tau \leq \delta). \]

\[ \square \]

Remark 3. Note that \(\lambda\) in the above proposition depends only on \(\| f \|_{\dot{H}^{-\alpha}}\). Hence by lemma 2.7 we see that \(\delta\) in proposition 1 also only depends on \(\alpha\) and \(\| f \|_{\dot{H}^{-\alpha}}\).

We will prove the existence of \(v\) on a short time interval \([0, \delta]\) using the apriori estimate in proposition 1 in next section. Now let us consider the global existence of weak solutions \(u\) by assuming the existence of \(v\) on \([0, \delta]\).

The proof of Theorem 1.1 From Proposition 1 we have that \(v \in L^\infty([0, \delta]; L^2) \cap L^2([0, \delta]; H^1)\). So for almost every \(\tau \in [\frac{\delta}{2}, \delta]\), we have \(v(\cdot, \tau) \in L^2 \cap H^1\). On the other hand, let’s recall the deterministic estimate of (10)

\[ \| g(\cdot, \tau) \|_{L^2} \leq C \tau^{-\frac{3}{2}} \| f \|_{\dot{H}^{-\alpha}}, \quad \| g(\cdot, \tau) \|_{H^1} \leq C \tau^{-\frac{1}{2}} \| f \|_{\dot{H}^{-\alpha}}. \]

(24)

We can see \(g(\cdot, \tau) \in L^2 \cap H^1\). Hence \(u(\tau, \cdot) = g(\cdot, \tau) + v(\cdot, \cdot)\) is also in the \(L^2 \cap H^1\) for a.e. \(\tau \in [\frac{\delta}{2}, \delta]\).

Now let’s take a \(\delta/2 < \tau_1 < \tau_2 < \delta\) such that \(u(\cdot, \tau_1) \in L^2 \cap H^1, u(\cdot, \tau_2) \in L^2 \cap H^1\) and \(u\) is a weak solution of the Navier-Stokes equations on \([\tau_1, \tau_2]\). Moreover, there exists a \(\epsilon_0 > 0\) such that \(u\) is smooth on the interval \((\tau_1, \tau_1 + \epsilon_0)\).

Let’s consider the Navier-Stokes equation with initial time \(\tau = \tau_1 + \frac{1}{2}\epsilon_0:\)

\[ \begin{cases} 
\partial_t u = \Delta u - P \nabla \cdot (u \otimes u), \\
\nabla \cdot u = 0, \\
u(x, \tau) = g(x, \tau) + v(x, \tau).
\end{cases} \]

(25)

It is clear that if we can extend \(u\) on \([\tau, \tau_2]\) to be a global weak solution on \([\tau, T]\), then \(u\) will be a global weak solution on \((0, T)\) for an arbitrary \(T > 0\). Indeed, by the classical result of Leray [10], we can have at least one weak solution in the space \(L^\infty([\tau, T], L^2) \cap L^2([\tau, T], H^1)\) which satisfies

\[ \| u(\cdot, t) \|_{L^2_x}^2 + 2 \int_\tau^t \| \nabla u(\cdot, s) \|_{L^2_x}^2 ds \leq \| u(\cdot, \tau) \|_{L^2_x}^2. \]
This gives the global existence of weak solution $u$ to the Navier-Stokes equations. Moreover, for all $t \in [\tau, T]$, we have
\[
E(u, t) \leq |u(\cdot, t)|_{L^2} \leq \|g(\cdot, \tau)\|_{L^2} + \|v(\cdot, \tau)\|_{L^2} \\
\leq E(v, \tau) + C\tau^{-\frac{\alpha}{2}} \|f\|_{\dot{H}^{-\alpha}} = C(\alpha, \|f\|_{\dot{H}^{-\alpha}})
\]
(26)

We remark that the bound in the above estimate only depends on $\delta$ which only depends on $\alpha$ and $\|f\|_{\dot{H}^{-\alpha}}$ due to Remark 3. Now for every $\delta_0 > 0$ and every $t \in [\delta_0, \tau]$,
\[
E(u, t) \leq E(v, t) + E(g, t) \leq C(\delta_0, \alpha, \|f\|_{\dot{H}^{-\alpha}})
\]

On the other hand, by Proposition 1, it is clear that for $t \in [0, \tau]$ we have
\[
E(v, t) \leq C(\alpha, \|f\|_{\dot{H}^{-\alpha}}).
\]

For $t \in [\tau, T]$, we have
\[
E(v, t) \leq E(u, t) + E(g, t).
\]

Hence combine (24) and (26). We arrive at a bound for the energy of $v$ which is independent of $\delta_0$:
\[
E(v, t) \leq C(\alpha, \|f\|_{\dot{H}^{-\alpha}}), \quad \forall \ t \in [0, T].
\]

\[
\square
\]

4. Construction of the weak solution. In this section we construct the local weak solution $v$ to the perturbed Navier-Stokes equation (19) on using the apriori estimate in proposition 1, which is sufficient to close the proof of Theorem 1.1 due to the discussions in section 3.

We use smooth approximation method to construct the local weak solution to the system (19). For any given $N > 0$, we consider the following smoothed equation of (19) using projector $P_{\leq N}$:
\[
\begin{array}{l}
\partial_t v = \Delta P_{\leq N}^2 v - [P\nabla \cdot P_{\leq N}(P_{\leq N} v \otimes P_{\leq N} v) + P\nabla \cdot P_{\leq N}(P_{\leq N} v \otimes g) \\
\quad + P\nabla \cdot P_{\leq N}(g \otimes P_{\leq N} v) + P\nabla \cdot P_{\leq N}(g \otimes g)], \\
\end{array}
\]
(27)

Here the smoothing projector $P_{\leq N}$ is defined in section 2. Taking the Fourier transform to the equation (19), we have
\[
\begin{align*}
\frac{d}{dt} \hat{v}(\xi, t) &= -|\xi|^2 P_{\leq N}^2 \hat{v}(\xi, t) - \left(I - \frac{\xi\xi^T}{|\xi|^2}\right) \mathcal{F}\left\{\nabla \cdot P_{\leq N}(P_{\leq N} v \otimes P_{\leq N} v) \\
&\quad + \nabla \cdot P_{\leq N}(P_{\leq N} v \otimes g) + \nabla \cdot P_{\leq N}(g \otimes P_{\leq N} v) + \nabla \cdot P_{\leq N}(g \otimes g)\right\}, \\
\hat{P}_{\leq N} v(\xi, 0) &= 0.
\end{align*}
\]
(28)

Here we dropped the dependence of $v$ on $N$ for notational convenience.

Below we are going to prove, for each fixed $N > 0$, the local-in-time existence of the solution to this nonlinear ODE equation (28) with the assumption that the force term $g$ has a good regularity.

Lemma 4.1. Let $0 < \alpha < 1$, and $C_0 > 0$ be given and $f \in \dot{H}^{-\alpha}$. Assume that $g$ satisfies
\[
\begin{align*}
\|[g(\cdot, t)]\|_{L^2} &\leq C_0 t^{-\frac{\alpha}{2}} \|f\|_{\dot{H}^{-\alpha}}, \\
\|g\|_{L^4([0, t], L^4)} &\leq C_0 \|f\|_{\dot{H}^{-\alpha}}.
\end{align*}
\]
(29)
We define the space

\[ X_t = C([0, t], L^2_\xi) \cap L^2([0, t], |\xi|L^2_\xi) \]

with the norm

\[ \|h\|_{X_t} = \sup_t \|h\|_{L^2_\xi} + \|\xi h\|_{L^2 \times L^2_\xi} . \]

Then there exists a \( \delta > 0 \) such that the truncated ODE system \[(28)\] has a unique solution in \( X_\delta \).

**Proof.** In this proof we apply the fixed point argument. Let’s define the map \( I \) via the equation \[(28)\]:

\[
I(\vec{v}(\xi, t)) = \int_0^t -|\xi|^2 \widehat{P^2_{\leq N} v}(\xi, s) + \left( I - \frac{\xi \xi^T}{|\xi|^2} \right) \rho(\xi/N)(\xi \cdot \mathcal{F}(P_{\leq N} v \otimes P_{\leq N} v) + \xi \cdot \mathcal{F}(P_{\leq N} v) + \xi \cdot \mathcal{F}(g \otimes g))ds
\]

With a direct calculation we can have

\[
\left\| \int_0^t -|\xi|^2 \widehat{P^2_{\leq N} v}(\xi, s)ds \right\|_{L^2_\xi} \leq N^2 t \|\vec{v}(\xi, s)\|_{L^2_\xi}.
\]

Using the Young inequality, we get

\[
\left\| \int_0^t \rho(\xi/N)\xi \cdot \mathcal{F}(P_{\leq N} v \otimes P_{\leq N} v)ds \right\|_{L^2_\xi} \leq N \int_0^t \left\| \widehat{P^2_{\leq N} v} \right\|_{L^1_\xi} \left\| \widehat{P^2_{\leq N} v} \right\|_{L^2_\xi} ds \leq N^{5/2} t \left\| \vec{v} \right\|_{L^\infty([0, t], L^2_\xi)}^2.
\]

Notice the assumption \[(29)\], \( \|g(\cdot, t)\|_{L^2} \leq C t^{-\frac{2}{n}} \|f\|_{H^{-\alpha}} \). Along with the Minkowski inequality and Plancherel equality we can estimate that

\[
\left\| \int_0^t \rho(\xi/N)\xi \cdot \mathcal{F}(P_{\leq N} v \otimes g + g \otimes P_{\leq N} v)ds \right\|_{L^2_\xi} \leq 2N \int_0^t \left\| \vec{v} \right\|_{L^\infty([0, t], L^2_\xi)} \left\| g \right\|_{L^1_\xi L^2} ds \leq 2N^2 \left\| \vec{v} \right\|_{L^\infty([0, t], L^2_\xi)} t^{1-\frac{2}{n}} \left\| f \right\|_{H^{-\alpha}}.
\]

Together with the assumption \( \|g\|_{L^4([0, t], L^2_\xi)} \leq C \|f\|_{H^{-\alpha}} \) in \[(29)\], also with the help of Plancherel Equality we have

\[
\left\| \int_0^t \rho(\xi/N)\xi \cdot g \otimes gds \right\|_{L^2_\xi} \leq N \int_0^t \left\| g \otimes g \right\|_{L^2_\xi} ds \leq N \int_0^t \left\| g \right\|_{L^4_\xi}^2 ds \leq N t^\frac{1}{2} \left\| g \right\|_{L^4_{\xi L^4}}^2 \leq NC_0^2 \|f\|_{H^{-\alpha}}^2 t^\frac{1}{2}.
\]
Now we have the $L_t^\infty L^2_x$ norm estimate of $I(\hat{v})$.

\[
\|I(\hat{v}(\xi, s))\|_{L^\infty([0, t], L^2_x)} \leq C\{N^3 t^3 \|\hat{v}\|_{L^\infty([0, t], L^2_x)} + N^2 t^\frac{3}{2} \|\hat{v}\|_{L^\infty([0, t], L^2_x)} \}
\]

By similar argument, we can have the $L^2([0, t], \xi L^2_x)$ estimate

\[
\|\xi I(\hat{v}(\xi, s))\|_{L^2([0, t], L^2_x)} \leq C\{N^3 t^3 \|\hat{v}\|_{L^\infty([0, t], L^2_x)} + N^2 t^\frac{3}{2} \|\hat{v}\|_{L^\infty([0, t], L^2_x)} \} + N^2 t^\frac{3}{2} C_0 \|\hat{v}\|_{L^\infty([0, t], L^2_x)} + N^2 C^2 t \|f\|_{H^{-\alpha}} \}.
\]

By the result of the last two estimates we can see that it is easy to see that we can choose an even smaller $t_1 = t_1(N)$ such that $I$ is a contraction in this ball. Hence by the fixed point theorem there exists an unique point which we still denote as $\hat{v}$ such that $I(\hat{v}) = \hat{v}$, which is of course the solution to the equation (28) on the time period $[0, t_1]$ for fixed $N > 0$.

Now we can show the existence of the local weak solution to the perturbed Navier-Stokes equation (19). We let $g = e^{\Delta} f^\ast$, and let $\Sigma$ be the set defined in Proposition 2.7. Then for any $\omega \in \Sigma$, we have $\|g\|_{L^4_x} \leq C \|f\|_{H^{-\alpha}}$. On the other hand, by the deterministic estimate (10) of $g$ we can also have $\|g(\cdot, t)\|_{L^2} \leq Ct^{-\frac{3}{2}} \|f\|_{H^{-\alpha}}$. Hence $g$ satisfies the assumption (29). Thus by Lemma 4.1, for any fixed $N > 0$, there exists a $t_1 > 0$ and a solution $\hat{v}$ for the system (27) in $X_{t_1}$. This provides a solution $v^{(N)}$ to the truncated system (27) which depends on $N$ and is an approximated solution of equation (19).

We are going to show the existence of a local weak solution to the equation (19) by the approximated solution sequence $\{v^{(N)}\}$. Define the energy space

\[
E(t) = L^\infty([0, t], L^2) \cap L^2([0, t], H^1),
\]

with the norm $\|v\|_{E(t)} = E(v, t)$. By a similar argument as in deriving the *apriori* energy estimate in section 3, $v^{(N)}$ can be extended to $[0, T]$ for all $T > 0$, and we have

\[
E(v^{(N)}, t) \leq C(\alpha, \|f\|_{H^{-\alpha}}), \quad \forall \quad t \in (0, T).
\]

Now let’s fix the time $T$, and estimate $\|\partial_t v^{(N)}\|_{L^2 H^{-2}_x}$. Let $B$ be an arbitrary bounded domain with smooth boundary in $\mathbb{R}^3$. By the definition of negative-order Sobolev space, one has

\[
\|\partial_t v^{(N)}\|_{L^2([0, T]; H^{-2}_x(B))} = \sup_{\phi \in L^2 H^2_x(B)} \int_B \int_0^T \partial_t v^{(N)}(\phi) dx dt.
\]

It is easy to see that

\[
\int_0^T \int_B \Delta P_{\leq N} v \phi dx dt \leq \|\nabla P_{\leq N} v\|_{L^2 L^2} \|\phi\|_{L^2 H^1} \leq \sup_{t \in [0, T]} E(P_{\leq N} v, t) \|\phi\|_{L^2 H^1}.
\]

We note that the Leray projector $P$ is symmetric, and $\phi$ is a divergence-free function. Hence for any function $h$ we have

\[
\int_{\mathbb{R}^3} \langle P h, \phi \rangle dx = \int_{\mathbb{R}^3} \langle h, P \phi \rangle dx = \int_{\mathbb{R}^3} \langle h, \phi \rangle dx.
\]
Thanks to this property we can derive that

\[
\left| \int_0^T \int_B P[\nabla \cdot P_{\leq N}(P_{\leq N}v \otimes P_{\leq N}v)] \cdot \phi \, dx \, dt \right|
\]

\[
= \left| \int_0^T \int_{\mathbb{R}^3} P[\nabla \cdot P_{\leq N}(P_{\leq N}v \otimes P_{\leq N}v)] \cdot \phi \, dx \, dt \right|
\]

\[
= \left| \int_0^T \int_{\mathbb{R}^3} P_{\leq N}(P_{\leq N}v \otimes P_{\leq N}v) : \nabla \phi \, dx \, dt \right|
\]

\[
\leq \int_0^T \|P_{\leq N}v\|_{L^2_B} \|P_{\leq N}v\|_{L^2_B} \|\nabla \phi\|_{L^6_B} \, dt
\]

\[
\leq T^{\frac{3}{2}} \|P_{\leq N}v\|_{L^2_B}^2 \left( \int_0^T \|P_{\leq N}v\|_{L^2_B}^2 \, dt \right)^{\frac{1}{2}} \left( \int_0^T \|\nabla \phi\|_{L^6_B}^2 \, dt \right)^{\frac{1}{2}}
\]

\[
\leq C_B T^{\frac{3}{4}} \sup_{t \in [0,T]} E(P_{\leq N}v,t)^2 \|\phi\|_{L^2_B H^3_B}.
\]

With the similar argument, we can get

\[
\left| \int_B P[\nabla \cdot P_{\leq N}(P_{\leq N}v \otimes g)] \cdot \phi \, dx \right| \leq C_B T^{\frac{3}{4}} \sup_{t \in [0,T]} E(P_{\leq N}v,t) \|g\|_{L^4_B L^3_B} \|\phi\|_{L^2_B H^3_B},
\]

\[
\left| \int_B P[\nabla \cdot P_{\leq N}(g \otimes P_{\leq N}v)] \cdot \phi \, dx \right| \leq C_B T^{\frac{3}{4}} \sup_{t \in [0,T]} E(P_{\leq N}v,t) \|g\|_{L^4_B L^3_B} \|\phi\|_{L^2_B H^3_B},
\]

\[
\left| \int_B P[\nabla \cdot P_{\leq N}(g \otimes g)] \cdot \phi \, dx \right| \leq C_B \|g\|_{L^4_B L^3_B}^2 \|\phi\|_{L^2_B H^3_B}.
\]

Since \(v^{(N)}\) is a solution of the equation \(27\) for any bounded domain \(B\) with smooth boundary, we have

\[
\|\partial_t v^{(N)}\|_{L^2_B H^{-2}(B)} \leq ||\Delta P_{\leq N}v||_{L^2_B H^{-2}(B)} + ||\nabla \cdot P_{\leq N}(P_{\leq N}v \otimes P_{\leq N}v)||_{L^2_B H^{-2}(B)}
\]

\[
+ \|\nabla \cdot P_{\leq N}(P_{\leq N}v \otimes g)||_{L^2_B H^{-2}(B)} + \|\nabla \cdot P_{\leq N}(g \otimes P_{\leq N}v)||_{L^2_B H^{-2}(B)}
\]

\[
+ \|\nabla \cdot P_{\leq N}(g \otimes g)||_{L^2_B H^{-2}(B)}
\]

\[
\leq C_B \left( \sup_{t \in [0,T]} E(P_{\leq N}v,t) + T^{\frac{3}{4}} \sup_{t \in [0,T]} E(P_{\leq N}v,t)^2
\]

\[
+ T^{\frac{3}{4}} \sup_{t \in [0,T]} E(P_{\leq N}v,t) \|g\|_{L^4_B L^3(B)} + \|g\|_{L^4_B L^3(B)}^2 \right)
\]

\[
\left( \|\phi\|_{L^2_H H^1(B)} + \|\phi\|_{L^2_B H^2(B)} \right).
\]

Note that \(\|g\|_{L^4_B L^3_B} \leq C \|f\|_{H^{3/2}}\), and \(\|g\|_{L^4_B L^3(B)} \leq C_B \|g\|_{L^4_B L^3(B)}\). By the energy estimate \(30\), we derive that

\[
\|\partial_t v^{(N)}\|_{L^2_B H^{-2}(B)} \leq C_B (\alpha, \|f\|_{H^{3/2}}, T^{\frac{3}{4}}), \quad \forall \, t \in (0,T).
\]

This estimate implies that

\[
\partial_t v^{(N)} \in L^2([0,T]; H^{-2}_{loc}).
\]

Hence, by the standard compactness argument, see Témam \([4]\) one has

\[
v^{(N)} \rightarrow v \quad \text{in} \quad C([0,t], H^{-2}_{loc}), \quad v^{(N)} \rightarrow v \quad \text{in} \quad E(t), \quad \forall \, t \in (0,T).
\]
Moreover, since \( \|v^{(N)}\|_{B(t)} \) is uniform bounded, we have
\[
\|v\|_{B(t)} \leq C(\alpha, \|f\|_{H^{\alpha}}), \quad \forall t \in (0, T].
\]

Next we prove an interpolation inequality:
\[
\|v^{(N)} - v\|_{L^2([0, T] \times \Omega)} \leq C\|v^{(N)} - v\|_{L^2([0, T] \times \Omega)}^{\frac{1}{3}}\|v^{(N)} - v\|_{L^2([0, T] \times \Omega)}^{\frac{2}{3}}
\]
(33)

To show this inequality, take \( B \) be an arbitrary bounded domain with smooth boundary, and define
\[
\phi = \begin{cases} 1 & (x \in B), \\ 0 & (x \in (2B)^c). \end{cases}
\]

Then by the interpolation theorem for the whole space, we have
\[
\|v^{(N)} - v\|_{L^2(B)} = \|(v^{(N)} - v)\|_{L^2(R^3)} \leq \|(v^{(N)} - v)\|_{H^{\alpha}(R^3)} \|v^{(N)} - v\|_{H^1(R^3)} \|v^{(N)} - v\|_{H^1(R^3)} \\
\leq \|(v^{(N)} - v)\|_{H^{\alpha}(2B)} \left( \|v^{(N)} - v\|_{H^1(2B)} + \|v^{(N)} - v\|_{L^2(2B)} \right) \frac{2}{3} \\
\leq \|(v^{(N)} - v)\|_{H^{\alpha}(2B)} \|v^{(N)} - v\|_{H^1(2B)} + \|v^{(N)} - v\|_{L^2(2B)} \frac{2}{3} \\
\leq \|(v^{(N)} - v)\|_{H^{\alpha}(2B)} \|v^{(N)} - v\|_{H^1(2B)} + \|v^{(N)} - v\|_{L^2(2B)} \frac{2}{3}
\]

Note that for any \( \psi \in H_0^2(2B) \), we have
\[
\int_{2B} (v^{(N)} - v)\psi dx \leq \|v^{(N)} - v\|_{H^2(2B)} \|\psi\|_{H^2(2B)} \leq C\|v^{(N)} - v\|_{H^2(2B)}.
\]

Integral with \( t \),
\[
\int_0^T \|v^{(N)} - v\|_{L^2(B)}^2 dt \leq C \int_0^T \|v^{(N)} - v\|_{H^2(2B)} \|v^{(N)} - v\|_{H^1(R^3)}^2 dt \\
\leq C\|v^{(N)} - v\|_{L^2(2B)} \|v^{(N)} - v\|_{L^2(2B)} \|v^{(N)} - v\|_{H^1(R^3)} \\
\rightarrow 0 \text{ as } N \rightarrow \infty.
\]

As a result, using (32) and (34), for any \( \phi \in C_0^\infty(\mathbb{R}_+ \times \mathbb{R}^3) \) with \( \nabla \cdot \phi = 0 \), one may take the limit \( N \rightarrow \infty \) in the following identity
\[
\int \partial_t \phi v^{(N)} + \int \Delta \phi P_{\leq N}^2 v^{(N)} \\
= -\int (P_{\leq N}(P_{\leq N} v^{(N)} \otimes P_{\leq N} v^{(N)}) : \nabla \phi + P_{\leq N}(P_{\leq N} v^{(N)} \otimes g) : \nabla \phi \\
+ P_{\leq N}(g \otimes P_{\leq N} v^{(N)}) : \nabla \phi + P_{\leq N}(g \otimes g) : \nabla \phi),
\]
to derive that
\[
\int \int \partial_t \phi v + \int \int \Delta \phi v = -\int \int [v \otimes v : \nabla \phi + (v \otimes g) : \nabla \phi + (g \otimes v) : \nabla \phi + (g \otimes g) : \nabla \phi].
\]
This shows that \( v \) is a weak solution to (19) on \([0, T]\). In particular, \( T \) can be taken as \( \delta \) and thus we get the local weak solution.
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