The numerical stability of transformation-based CT ventilation

Edward Castillo, Rice University
Richard Castillo, Emory University
Yevgeniy Vinogradskiy, University of Colorado
Thomas Guerrero, Beaumont Health System

Journal Title: International Journal of Computer Assisted Radiology and Surgery
Volume: Volume 12, Number 4
Publisher: Springer Verlag (Germany) | 2017-04-01, Pages 569-580
Type of Work: Article | Final Publisher PDF
Publisher DOI: 10.1007/s11548-016-1509-x
Permanent URL: https://pid.emory.edu/ark:/25593/v791d

Final published version: http://dx.doi.org/10.1007/s11548-016-1509-x

Copyright information:
© 2017, The Author(s).

This is an Open Access work distributed under the terms of the Creative Commons Attribution 4.0 International License (https://creativecommons.org/licenses/by/4.0/).

Accessed September 12, 2024 11:58 AM EDT
The numerical stability of transformation-based CT ventilation

Edward Castillo1,2 · Richard Castillo3 · Yevgeniy Vinogradskiy4 · Thomas Guerrero1

Abstract Computed tomography (CT)-derived ventilation imaging utilizes deformable image registration (DIR) to recover respiratory-induced tissue volume changes from inhale/exhale 4DCT phases. While current strategies for validating CT ventilation rely on analyzing its correlation with existing functional imaging modalities, the numerical stability of the CT ventilation calculation has not been characterized.

Purpose The purpose of this study is to examine how small changes in the DIR displacement field can affect the calculation of transformation-based CT ventilation.

Methods First, we derive a mathematical theorem, which states that the change in ventilation metric induced by a perturbation to single displacement vector is bounded by the perturbation magnitude. Second, we introduce a novel Jacobian constrained optimization method for computing user-defined CT ventilation images.

Results Using the Jacobian constrained method, we demonstrate that for the same inhale/exhale CT pair, it is possible to compute two DIR transformations that have similar spatial accuracies, but generate ventilation images with significantly different physical characteristics. In particular, we compute a CT ventilation image that perfectly correlates with a single-photon emission CT perfusion scan.

Conclusion The analysis and experiments indicate that while transformation-based CT ventilation is a promising modality, small changes in the DIR displacement field can result in large relative changes in the ventilation image. As such, approaches for improving the reproducibility of CT ventilation are still needed.

Keywords Computed tomography · Ventilation · Deformable image registration · Functional image analysis

Introduction

Deformable image registration (DIR) methods compute a spatial transformation that describes the apparent motion depicted by a pair of images [1]. Medical imaging applications, such as radiation dose accumulation [2,3] and intensity variation analysis [4], rely on DIR algorithms to link corresponding voxel locations. Other applications, such as brain morphometric analysis [5,6] and cardiac strain rate imaging [7,8], utilize DIR-measured structural changes to quantify the effects of disease and injury.

Computed tomography (CT)-derived ventilation imaging is based on employing DIR to infer local tissue volume changes, induced by respiratory motion, from inhale/exhale lung CT image pairs [9,10]. Moreover, CT ventilation is an ideal analysis tool for investigating the effects of radiotherapy on pulmonary function (see [11,12] for example), since CT ventilation can be computed directly from routine simulation (treatment planning) 4DCT.

There are two strategies for computing CT ventilation. Intensity-based ventilation employs the formulation introduced in [13] to estimate local volume changes from the Hounsfield units (HU) of DIR-linked voxel locations [9,10,14]. Transformation-based ventilation, which is the focus of
The purpose of this study is to (1) examine the numerical validation of the DIR spatial transformation [10,15]. The Jacobian of the DIR spatial transformation is defined as the determinant of the Jacobian of the transformation and represents the magnification factor for volumes under the transformation [16]. For simplicity, the Jacobian factor is often referred to as simply the Jacobian.

The goal in developing and understanding CT ventilation is ultimately to employ it in the clinical setting. As such, validation is an important and active area of research. Previous validation strategies have focused almost exclusively on demonstrating a correlation with an established functional imaging modality. For example, comparison studies based on SPECT ventilation [10], SPECT perfusion [17], positron emission tomography (PET) imaging [18], and He3 hyperpolarized MRI [19] have all successfully demonstrated varying degrees of spatial correlation with CT ventilation. A related problem, considering the modality’s reliance on DIR, is assessing the spatial accuracy of the DIR algorithm used to compute CT ventilation [20]. Not surprisingly, previous studies have demonstrated that CT ventilation is in fact sensitive to DIR algorithm [21,22] and to issues affecting DIR algorithm performance, such as 4DCT phase-binning artifacts [23].

DIR validation is itself an active area of research [24]. Spatial accuracy assessment of DIR solutions based on large sets of expert-determined landmark point pairs has been shown to be a statistically robust and straightforward framework [20,25]. The approach has been utilized within many studies to validate novel DIR algorithm performance (see [26–30] for example). Though there is no universal standard that defines an acceptable DIR spatial accuracy for all situations, in the context of inhale/exhale CT image pairs, DIR algorithms are expected to produce spatial accuracies on the order of the voxel dimensions [31]. Therefore, the pertinent issue for CT ventilation is the degree to which the ventilation image can vary with respect to different DIR solutions within this accuracy range. Or put another way, we seek an answer to the following question: will two DIR solutions for the same CT inhale/exhale image pair generate similar CT ventilation images if both DIR solutions have subvoxel spatial accuracy?

The purpose of this study is to (1) examine the numerical instability inherent to transformation-based CT ventilation and (2) demonstrate how (or several) DIR transformations with similar spatial accuracies can generate corresponding ventilation images with significantly different physical characteristics. To do this, we first mathematically analyze how perturbing a single displacement vector affects the ventilation metric. “Computing spatial transformations with user-defined Jacobian values” section introduces our novel post-DIR processing method for computing spatial transformations with user-defined Jacobian values. Finally, the numerical experiments are presented in “Numerical experiments” section and discussed in “Discussion” section.

**Transformation-based CT ventilation**

DIR determines a spatial transformation, \( \phi(x) : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \), that maps the image content from a reference image onto a target image. The transformation is often defined in terms of a displacement field:

\[
\phi(x) = x + d(x),
\]

where \( d(x) = [d^{(1)}(x), d^{(2)}(x), d^{(3)}(x)] \). CT ventilation is premised on the ability to infer voxel volume changes induced by the spatial mapping \( \phi \). Multivariate calculus (the “Change of Variables” Theorem) dictates that the determinant of the Jacobian, often referred to as the Jacobian factor, represents the magnification factor for volumes under the transformation \( \phi \):

\[
\text{Vol}(\hat{\Omega}) = \int_{\Omega} |\det (J(x; d))| \, dx,
\]

\[
J(x; d) = \begin{bmatrix}
1 + \frac{\partial d^{(1)}(x)}{\partial x_1} & \frac{\partial d^{(1)}(x)}{\partial x_2} & \frac{\partial d^{(1)}(x)}{\partial x_3} \\
\frac{\partial d^{(2)}(x)}{\partial x_1} & 1 + \frac{\partial d^{(2)}(x)}{\partial x_2} & \frac{\partial d^{(2)}(x)}{\partial x_3} \\
\frac{\partial d^{(3)}(x)}{\partial x_1} & \frac{\partial d^{(3)}(x)}{\partial x_2} & 1 + \frac{\partial d^{(3)}(x)}{\partial x_3}
\end{bmatrix},
\]
where $\hat{\Omega}$ is the initial reference domain and $\hat{\Omega}$ is the image domain of under the transformation $\phi$. Equation (2) assumes $\phi$ is differentiable and one-to-one [16]. Modern DIR algorithms compute diffeomorphic spatial transformations that satisfy these assumptions and further require the determinant of the Jacobian to be strictly positive [32,33].

For computing CT ventilation, $\hat{\Omega}$ is taken to be a cube of unit volume centered on the voxel location $x_k$ and, rather than compute the integral in Eq. (2), the volume of the deformed voxel is approximated (assuming $\phi$ is diffeomorphic) as

$$\text{vol}(\hat{\Omega}) \approx \det (J(x_k; \mathbf{d})) \cdot \text{Vol}(\hat{\Omega}) = \det (J(x_k; \mathbf{d})) = 1$$

Equation (4) is exact when the Jacobian is constant, or equivalently, when the transformation $\phi$ is affine on $\hat{\Omega}$. An estimate for specific volume change, $V(x_k)$, can be defined from Eq. (4) as:

$$V(x_k) = \det (J(x_k; \mathbf{d})) - 1 \approx \text{Vol}(\hat{\Omega}) - \text{Vol}(\hat{\Omega}).$$  (5)

Equation (5) is a commonly employed ventilation metric with the demonstrated potential to quantify lung function [15,23]. A transformation-based CT ventilation image is computed from a DIR displacement field by evaluating Eq. (5) for all lung voxels. In general, this process requires first computing numerical approximations to the first-order displacement field derivatives that define the Jacobian. For example, the forward difference approximation (under the voxel assumption) is defined as:

$$\frac{\partial d^{(i)}(x_k)}{\partial x_j} \approx d^{(i)}(x_k + e_j) - d^{(i)}(x_k),$$  (6)

where $e_j$ is the standard basis vector. The corresponding forward difference ventilation metric is defined as:

$$\tilde{V}(x_k) = \det \left( J(x_k; \mathbf{d}) \right) - 1,$$

$$J(x_k; \mathbf{d}) = \begin{bmatrix} 1 + d^{(1)}(x_k + e_1) - d^{(1)}(x_k) & d^{(1)}(x_k + e_2) - d^{(1)}(x_k) & d^{(1)}(x_k + e_3) - d^{(1)}(x_k) \\ d^{(2)}(x_k + e_1) - d^{(2)}(x_k) & 1 + d^{(2)}(x_k + e_2) - d^{(2)}(x_k) & d^{(2)}(x_k + e_3) - d^{(2)}(x_k) \\ d^{(3)}(x_k + e_1) - d^{(3)}(x_k) & d^{(3)}(x_k + e_2) - d^{(3)}(x_k) & 1 + d^{(3)}(x_k + e_3) - d^{(3)}(x_k) \end{bmatrix}.$$  (8)

**Perturbation analysis of the ventilation metric**

Reproducibility is a key metric for assessing the clinical utility of an imaging modality. Given that transformation-based CT ventilation is derived from DIR, ideally, similar DIR transformations should generate similar ventilation images. However, with respect to a single voxel $x_k$, the sensitivity of the ventilation metric can be described in terms of a perturbation, $h$, to the displacement vector $d(x_k)$.

Figure 1 illustrates the undeformed voxel, the deformed voxel, and the corresponding displacement vectors needed to compute both the forward difference Jacobian approximation...
and the ventilation metric $\hat{V}(x_k)$. Applying a perturbation $h \in \mathbb{R}^3$ to $d(x_k)$ implies that the mapped position, $y = x_k + d(x_k) - h$, lies within a ball of radius $\|h\|$ centered on the unperturbed position $x_k + d(x_k)$. The value of the ventilation metric, $V_h$, corresponding to the perturbed displacement is computed by replacing $d(x_k)$ with $d(x_k) - h$ in Eq. (8):

$$V_h = \det \left( \hat{J}(x_k, d) + \begin{bmatrix} h^{(1)} & h^{(1)} & h^{(1)} \\ h^{(2)} & h^{(2)} & h^{(2)} \\ h^{(3)} & h^{(3)} & h^{(3)} \end{bmatrix} \right) - 1. \quad (9)$$

The difference between the perturbed and unperturbed ventilation metric values is bounded (see “Appendix” for derivation):

$$|V_h - \hat{V}(x_k)| \leq \frac{3\sqrt{3}}{2} \|h\| \cdot \max_i (1 + \|\nabla d^{(n)}(x_k)\|), \quad (10)$$

where

$$\nabla d^{(n)}(x_k) = \begin{bmatrix} d^{(n)}(x_k + e_1) - d^{(n)}(x_k) \\ d^{(n)}(x_k + e_2) - d^{(n)}(x_k) \\ d^{(n)}(x_k + e_3) - d^{(n)}(x_k) \end{bmatrix}. \quad (11)$$

In other words, the result in Eq. (10) describes the potential change in the Eq. (7) ventilation metric, evaluated at a voxel $x_k$, caused by slightly changing the value of the displacement vector $d(x_k)$. Though the analysis is limited to a single voxel, Eq. (10) implies that the sensitivity of the ventilation metric with respect to a single perturbation depends on the smoothness of the displacement field, i.e., large magnitude displacement field gradients amplify the effect of the perturbation. For a transformation with displacement gradients close to zero, such as a rigid shift, the change in ventilation metric is bounded by the perturbation magnitude. However, respiratory-induced lung motion is known to be nonlinear and non-uniform. These properties can result in larger magnitude displacement field gradients, and consequently, a higher potential perturbation impact on the ventilation metric. A magnitude change on the order of $\|h\|$ is therefore a conservative estimate for lung CT DIR, given that the gradient magnitudes of the displacement field are likely to be greater than one [34].

### Computing spatial transformations with user-defined Jacobian values

Equation (10) is a bound on the maximum change a single displacement vector perturbation can induce on the ventilation metric. It essentially describes the maximum ventilation change possible with respect to a single perturbation. However, Eq. (10) suggests that changing a displacement value by 1.0 (voxels) can result in a ventilation metric change of 1.0. Considering that the Jacobian is the magnification factor of a volume under a spatial transformation, the difference between a Jacobian factor of 1.0 and 2.0 is the difference between zero volume change and a 100% volume increase (a Jacobian factor of 2.0 doubles the reference volume). This characteristic suggests that transformation-based CT ventilation is numerically unstable in that small changes to the displacement field can potentially result in large relative changes in the ventilation image. In order to test this hypothesis, we employ a novel numerical optimization method for computing a DIR spatial transformation that generates a user-defined Jacobian image. The method is described in Sections 3.1 and 3.2. In “Computing spatial transformations with user-defined Jacobian values” section, we use the method to (1) manufacture several different DIR transformations for the same inhale/exhale CT image pair and (2) demonstrate that DIR transformations with similar spatial accuracies are not guaranteed to produce similar CT ventilation images.

### Optimization formulation

Since the Jacobian provides a concise mathematical description for volume change under a spatial transformation, it stands to reason that this quantity can be controlled within a DIR framework. For example, constraining the Jacobian to be strictly positive would guarantee a diffeomorphic DIR solution [32,33,35]. Similarly, upper bounds designed to force all lung voxel volumes to decrease could be used to model inhale-to-exhale lung motion as a strict contraction.

Considering the nature of anatomical motion, modern DIR methods are designed to produce diffeomorphic transformations that prohibit physically unrealistic tissue folding [32,33]. Requiring the Jacobian factor to be strictly positive for every voxel within the image domain (or connected region on interest), $\Omega$, enforces this constraint. Thus, the concept of generating a transformation that yields volume changes defined by a given positive function, $f(x) : \mathbb{R}^3 \rightarrow \mathbb{R}^+$, is simply a generalization of the diffeomorphic constraint:

$$\det (J(x; d)) = f(x), \forall x \in \Omega. \quad (12)$$

Intensity-based deformable image registration represents an ill-posed, nonlinear, nonconvex numerical optimization problem [1]. Thus, explicitly incorporating the equality constraints represented by Eq. (12) into a DIR formulation, as done in [36] for inequality constraints, increases the high computational complexity associated with DIR of volumetric images [37]. Instead, we propose a post-DIR processing approach that assumes the existence of a priori fidelity data,
provided by a separate DIR method, to remove the need for optimizing an image similarity metric.

Specifically, for each voxel location $x_k \in \Omega, \ k = 1, 2, \ldots, N$, $N = |\Omega|$, (13)

we introduce the discretized variables, $d_k^j$, representing the three components of the unknown displacement vectors $d(x_k)$:

$$d(x_k) = \left[ d_k^{(1)} \ d_k^{(2)} \ d_k^{(3)} \right]^T. \tag{14}$$

Given a set of fidelity data $y_i$, representing a priori displacement estimates for voxel locations specified by the index set $I$:

$$y_i \approx d(x_i), \ \forall i \in I, \ |I| = M, \tag{15}$$

the goal is to determine a smooth displacement field that satisfies the Jacobian equality constraints and ideally is in agreement with the fidelity data. However, there is one Jacobian constraint for each of the $N$ voxels in $\Omega$, and no assumptions placed on the number of displacement estimates, $M$. Thus, the problem is ill-posed in that the total number of equations provided by the fidelity data and the constraints, $3M + N$, is not guaranteed to be greater than the total number of unknowns in the displacement field, $3N$ [38]. Thus, we introduce Laplacian regularization in order to impose a degree of smoothness (determined by a parameter $\alpha$) on the solution displacement field and formulate a well-posed optimization problem [39]:

$$\min_d \sum_{i \in I} \|d(x_i) - y_i\|^2 + \alpha \sum_{j=1}^3 \|\tilde{A}d_j\|^2. \tag{18}$$

The matrix $A$ represents the Laplacian operator:

$$\Delta d^{(j)}(x) = \frac{\partial^2 d^{(j)}}{\partial x_1^2} + \frac{\partial^2 d^{(j)}}{\partial x_2^2} + \frac{\partial^2 d^{(j)}}{\partial x_3^2}. \tag{17}$$

discretized by centered finite differences (7-point stencil) under a zero-normal derivative boundary condition. The vectors $\tilde{d}_j = \left[ d_k^{(1)} \ d_k^{(2)} \cdots d_k^{(N)} \right]^T$ organize the discretized displacement variables for each spatial dimension lexicographically and in correspondence with the Laplacian discretization.

The optimization problem defined by Eq. (16) is comprised of a linear least squares objective function with nonlinear equality constraints. Without the Jacobian constraints, Eq. (16) is simply an overdetermined linear least squares formulation for computing a smooth displacement field from fidelity data:

$$\min_d \sum_{i \in I} \|d(x_i) - y_i\|^2 + \alpha \sum_{j=1}^3 \|\tilde{A}d_j\|^2. \tag{18}$$

While Eq. (18) has a unique solution, proving the existence or uniqueness of a solution for an equality constrained nonlinear, nonconvex optimization problem, such as Eq. (16), is not trivial [40]. For the purposes of this study, we operate under the assumption that a solution exists and mention that these issues will be further explored in future work. A numerical solution to problem (16) is computed using the well-known augmented Lagrangian method (see [40,41] for full derivation and convergence analysis).

Constructing Jacobian constraint functions

The solution to Eq. (16) is a DIR spatial transformation whose Jacobian values are equal to those specified by $f$. In order to apply this method, one must first explicitly define $f(x)$: the Jacobian factor value for each voxel within the region of interest. However, the existence of a priori fidelity data implies that the unique unconstrained solution, $d_{\text{unc}}$, can be computed by solving the least squares problem in Eq. (18). Under this framework, a function $f$ possessing desired physical properties, such as smoothness, volume preservation, or spatial structure can be defined as a function of the unconstrained Jacobian values, $J(x; d_{\text{unc}})$. For instance, a smoother variant of the unconstrained Jacobian image can be obtained by applying a Gaussian convolution filter with variance $\sigma$:

$$f(x) = G_{\sigma} \ast \hat{f}(x; d_{\text{unc}}). \tag{19}$$

More general Jacobian constraints of the form:

$$\text{LB} \leq \det(J(x; d)) \leq \text{UB}, \ \forall x \in \Omega, \tag{20}$$

result in a diffeomorphic contraction transformation (every voxel either shrinks, or maintains volume under the transformation) when $\text{LB} \geq 0$ and $\text{UB} = 1$. Similarly, $\text{UB} > \text{LB} \geq 1$ results in an expansion. A general bound constraint function can be defined as:

$$f(x) = G_{\sigma} \ast \hat{f}(x; d_{\text{unc}}, \text{LB}, \text{UB}), \tag{21}$$

where

$$\hat{f}(x; d_{\text{unc}}, \text{LB}, \text{UB}) = \left\{ \begin{array}{ll}
\det(J(x; d_{\text{unc}})), & \text{if } \text{LB} \leq \det(J(x; d_{\text{unc}})) \leq \text{UB} \\
\text{LB}, & \text{if } \det(J(x; d_{\text{unc}})) < \text{LB} \\
\text{UB}, & \text{if } \det(J(x; d_{\text{unc}})) > \text{UB}
\end{array} \right. \tag{22}$$
Properties of the inhale/exhale CT image pair (Case 6 from www.dir-lab.com) used for the constrained Jacobian experiments are given in the first column.

| Image properties            | Spatial transformation            | Average mm error (Std.) | Max mm error | Average Jacobian value (std.) |
|-----------------------------|----------------------------------|-------------------------|--------------|------------------------------|
| Size (voxels): 512 × 512 × 128 | No DIR                           | 11.10 (6.98)            | 27.59        |                              |
| Voxel dimensions (MM): 0.97 × 0.97 × 2.5 | Unconstrained DIR              | 0.99 (0.99)             | 5.37         | 0.79 (0.11)                  |
| Number of landmarks: 419    | Contraction constraint:          |                         |              |                              |
|                             | LB = 0.5, UB = 1.00              | 1.08 (1.02)             | 5.00         | 0.79 (0.08)                  |
|                             | Contraction constraint:          |                         |              |                              |
|                             | LB = 0.5, UB = 0.75              | 1.66 (1.16)             | 5.71         | 0.73 (0.03)                  |
|                             | Forced spatial correlation with  |                         |              |                              |
|                             | SPECT Perfusion                  | 1.47 (1.16)             | 5.46         | 0.79 (0.03)                  |

The spatial accuracy results for the unconstrained DIR solution and each of three constrained DIR examples are given in the remaining columns. For all experiments, the average millimeter (MM) error stays below the axial slice spacing.

As mentioned in the Introduction, a common approach for validating CT ventilation is to determine the amount of spatial correlation between the ventilation image and an established functional imaging modality (i.e., SPECT ventilation, Hyperpolarized He3 MRI). A constraint function enforcing a linear spatial correlation between the Jacobian/ventilation image and a functional image $g(x)$ requires defining the coefficients of a linear intensity mapping. This can be accomplished by first calculating the line of best (least squares) fit with respect to the unconstrained Jacobian values:

$$\min_{a,b} \sum_{x \in \Omega} [ag(x) + b - \det (J(x; d_{unc}))]^2,$$

where the optimal fit coefficients $a^*$, $b^*$ are the solution to problem (23). The constraint function closest (in terms of least squares) to the unconstrained Jacobian that enforces a strict linear spatial correlation with $g(x)$ is defined as:

$$f(x) = a^*g(x) + b^*.$$  

In “Numerical experiments” section, the constraint functions defined by Eqs. (19), (21) and (24) are used to compute several DIR transformations for the same inhale/exhale CT image pair. While the spatial accuracies of the transformations are similar, we show that the corresponding ventilation images exhibit significantly different physical characteristics.

**Numerical experiments**

The constrained Jacobian method (Eq. (16)) was used to assess the numerical stability of transformation-based CT ventilation imaging with respect to DIR spatial accuracy. We examine two constraint sets: (1) strict contraction constraints and (2) enforced linear spatial correlation with a SPECT perfusion image. The inhale/exhale thoracic CT image pair listed as “Case 6” on the www.dir-lab.com image repository was used for all experiments. Spatial accuracy, with respect to expert-determined landmark point pairs (also available on the dir-lab website), was quantified as the Euclidian distance in millimeters between the landmark positions and the positions mapped by the DIR. The image and landmark characteristics are summarized in Table 1 and detailed in [42].

An unconstrained DIR solution for the test case was computed using the MILO algorithm [26]. The algorithm achieved an average millimeter (standard deviation) error of 0.99 (0.99). The unconstrained Jacobian image was then used to compute two bound constraint functions according to Eq. (22) with parameters detailed in Table 1. The constrained Jacobian optimization method Eq. (16) was then used to compute (with the unconstrained MILO DIR solution serving as the fidelity data) spatial transformations satisfying the two sets of contraction bounds (shown in Fig. 2). The spatial accuracies of the resulting DIR transformations are listed in Table 1, and the histogram of Jacobian values for each experiment is given in Fig. 2. The results demonstrate that while the average Jacobian value did not vary greatly across the different DIR transformations ([0.73 0.79]), the distribution of the Jacobian values varied with standard deviations between 0.03 and 0.11. This variation resulted in different ventilation estimates. In particular, the two upper bound constraints, UB = 0.75 and UB = 1.00, represent a 25% difference in the minimum volume change and ventilation metric for each voxel. The histogram plots given in Fig. 2 illustrate this difference. However, the average mm errors of the two DIR
Fig. 2 Coronal slice 293 from the four CT ventilation Jacobian images corresponding to the experiments described in Table 1 are shown in the left column. The intensity values indicate the Jacobian measured volume change for each voxel. In the right column, a histogram plot of all Jacobian values for each image ventilation image is shown, with the unconstrained histogram superimposed for reference. The results indicate that for the same inhale/exhale CT image pair, it is possible to compute transformation-based CT images with significantly different physical characteristics, despite the fact that the corresponding DIR solutions maintain subvoxel average mm accuracy.
After performing an affine registration to align the spatially corresponding SPECT perfusion values (y-axis) is given in blue. The correlation between the two datasets is $-0.29$. The constrained Jacobian values are also plotted (red). The spatial correlation between the constrained values and the SPECT values is $-1.00$. Despite these seemingly significant differences, the average mm spatial error of the corresponding DIR solutions is 0.99 and 1.47 mm, respectively, both of which are well below the axial slice spacing of the CT image pairs (2.5 mm).

In a previous study, we demonstrated the correlation between 4DCT-derived ventilation defects and defects within SPECT pulmonary perfusion images caused by malignant airway stenosis [17]. The www.dir-lab.com test Case 6 used in this study was included in the imaging dataset used for study [17]. After performing an affine registration to align the SPECT perfusion image with the unconstrained CT ventilation image (defined on the T00 maximum inhale phase), we then calculated the spatial correlation between the unconstrained Jacobian values and the SPECT perfusion values to be $-0.29$. A plot of spatially corresponding unconstrained Jacobian values versus SPECT perfusion values is given in Fig. 3. The linear transformation defined by Eq. (24) was then applied to the SPECT perfusion values to generate a Jacobian constraint function. The constrained Jacobian optimization method (with the unconstrained MILO DIR solution serving as the fidelity data) was used to compute a DIR transformation satisfying the constraint. The correlation between spatially corresponding constrained Jacobian values and SPECT perfusion values (plotted in Fig. 3) is $-1.00$, while the average mm error of the corresponding DIR transformation was 1.47 (1.16). Thus, it is possible to manufacture a DIR solution with subvoxel average mm error that perfectly correlates with a SPECT perfusion image.

Discussion

CT-derived ventilation imaging is an emerging medical image analysis tool with demonstrated utility in disease diagnosis [43] and in quantifying radiotherapy dose response [11,12]. Previous studies seeking to validate CT-derived ventilation imaging examine the correlation between ventilation values and the intensities of a functional imaging modality, such as SPECT ventilation [10], SPECT perfusion [17,44], hyperpolarized He$^3$ MRI [19], or PET [18]. However, CT-derived ventilation is dependent on DIR computation. Consequently, sensitivity to DIR algorithm [22,45], as well as to image characteristics that can influence DIR, such as 4DCT phase binning [23] and patient breathing variations [46,47], are known issues that affect CT ventilation reproducibility [46]. The results and analysis in this paper only consider the uncertainty introduced by DIR, whereas the uncertainties in 4DCT image acquisition are certainly important but left outside the scope of this work.

Our novel methodology for computing spatial transformations with constrained Jacobian values provides a tool for assessing the sensitivity of transformation-based ventilation imaging with respect to DIR spatial accuracy. In accordance with the theoretical perturbation bound given by Eq. (10), the numerical results indicate that the constrained Jacobian method can produce manufactured ventilation images with significantly different physical properties while maintaining a DIR spatial accuracy below the CT axial slice spacing.

The strict contraction constraints provide an example where DIR spatial accuracy is not overly sensitive to large changes in the Jacobian. Specifically, a strict contraction defined by Eq. (22) with $LB = 0.5$ and $UB = 1.00$ was computed from the unconstrained DIR solution at the cost of only a 0.10 change in the average mm error. In fact, the maximum magnitude error (over all landmarks) decreased using the strict contraction constraint. A more drastic constraint with $LB = 0.5$ and $UB = 0.75$ resulted in a larger decrease in spatial accuracy. This phenomenon is intuitive and in agreement with the analysis of the perturbation bound (10): The magnitude difference in spatial accuracy between two displacement fields is on the order of the magnitude difference between the corresponding Jacobian images. However, as illustrated by the Jacobian value histograms in Fig. 2, a displacement perturbation magnitude of 1.0 voxels only marginally affects spatial accuracy, whereas a Jacobian value change of $+1.0$ represents at minimum a 100% change for contracting voxels ($J(x) \leq 1.00$). As a consequence of this relationship, the distribution of Jacobian values can vary widely between DIR transformations with spatial accuracies that are on the order of the voxel spacing. Moreover, in practice, DIR spatial accuracies between competing methods could potentially be worse, which would in turn further increase the magnitude of the potential variation. Thus, as previous studies have reported, transformation-based ventilation imaging is difficult to reproduce [47] and voxel volume change measurements can significantly vary between different DIR algorithms [21]. In all three experiments (Table 1),
the resulting spatial accuracy of the constrained DIR maintained an average mm error well below the axial slice spacing of 2.5 mm. Moreover, the maximum mm error remained close to constant across all experiments. These results imply that transformation-based ventilation imaging is not stable with respect to the DIR, i.e., small changes to the DIR transformation can potentially result in large changes in the Jacobian image. For all experiments, the average mm error ranged from 0.99 (0.99) to 1.66 (1.16) but yielded drastically different Jacobian images, as shown by the histograms in Fig. 2.

The constrained Jacobian methodology also provides an alternative approach to traditional multi-modality comparison-based ventilation validation studies. Since correlation between the ventilation image and a target functional image can be manufactured, as demonstrated by the SPECT perfusion example shown in Figs. 2, 3, determining the degree to which DIR-based ventilation is related to the functional image reduces to examining the spatial accuracy of the resulting constrained DIR transformation. For example, if the magnitude DIR change required to force a desired correlation between the unconstrained ventilation image and the functional image is greater than a predetermined threshold, the likelihood is that CT ventilation does not relate well with the given functional image. Similarly, a small magnitude change would imply that correlation is likely. Ultimately, a concise probabilistic definition of the “true” DIR solution is needed to accurately describe the uncertainty in the CT ventilation calculation. For instance, one could define a statistical model describing the likelihood of all ventilation images generated from spatial transformations within a given neighborhood of a DIR solution (with respect to a specified norm and function space). A similar idea based on a Bayesian statistical framework has been proposed for assessing DIR spatial accuracy with landmark point pairs [48].

The ability to manufacture user-defined (transformation-based) CT ventilation images has not been addressed within previous application or validation studies and should be taken into consideration when interpreting past results. However, ventilation imaging computed from HU is difficult to constrain since the measured volume changes depend on variations in HU values between the corresponding inhale/exhale voxels determined by the DIR. Describing the mismatch between the target volume change and HU volume change is essentially an image similarity metric. The resulting mathematical formulation for computing an HU-constrained transformation would look similar to an intensity-based DIR formulation and would require overcoming the same computational difficulties, such as nonlinearities, discontinuities, and large problem size, in order to compute a solution. Ideally, the transformation-based and HU-based ventilation images should be equivalent since they represent two ways of measuring the same quantity. Though certainly possible, a DIR formulation enforcing this constraint would represent a formidable computational challenge.

The goal in developing CT ventilation is to provide an alternative to existing nuclear medicine- or MR-based functional imaging modalities. As such, previous clinical validation studies have focused on assessing the correlation between CT ventilation and various other established modalities. While this validation strategy is useful for assessing physiological fidelity on a qualitative level, these modalities typically quantify the distribution of inhaled gas tracers and therefore provide no direct measurements of regional volume changes. As such, a mechanism for precisely quantifying the physiological accuracy of CT ventilation is currently lacking. In the absence of a ground truth dataset, it is reasonable to instead assess the quality of the employed DIR solution, a process for which ground truth validation (based on expert-determined landmark point pairs) does exist. Ideally, the most spatially accurate DIR solution should generate the most physiologically accurate CT ventilation image. However, as the analysis and results from “Perturbation analysis of the ventilation metric and Numerical experiments” sections indicate, there can be large variability between the ventilation images generated by similarly accurate DIR solutions. This implies that high DIR spatial accuracy is a necessary condition for accurate CT ventilation, but it is not sufficient. Thus, incorporating additional information or constraints into the CT ventilation model could reduce the amount of variability. For instance, one could require the DIR solution to respect a pulmonary biomechanical model. In essence, this type of approach reduces the size of the DIR solution set, which intuitively would have the effect of reducing CT ventilation variability. Moreover, a second layer of validation could be designed if, in addition to regional volume change estimates, the biomechanical model produced clinically quantifiable outputs such as estimated spirometry or pulmonary function test data. Quantitative clinical validation of CT ventilation will be an area of our future research.

Conclusion

This work investigates the numerical stability of transformation-based CT ventilation. We mathematically prove that the maximum change in ventilation metric that can be induced by a perturbation to a single displacement vector is on the order of perturbation magnitude. Considering the disproportionate scaling between DIR displacement magnitudes and Jacobian magnitudes, this result suggests that transformation-based CT ventilation is numerically unstable, i.e., small changes to the displacement field can potentially result in large relative changes in the ventilation image. In order to test this hypothesis, we also presented a numerical method for com-
puting a DIR transformation that generates a user-defined CT ventilation image. This method was employed to create four different DIR solutions for the same inhale/exhale CT image pair. Even though all four DIR solutions demonstrated sub-voxel average spatial accuracy, the functional information depicted by the four corresponding CT ventilation images varied substantially. In particular, we generated a spatially accurate DIR solution such that its Jacobian values correlate perfectly with a SPECT perfusion nuclear image. Future work in this area includes (1) leveraging the constrained Jacobian methodology to develop a Bayesian framework for quantifying the uncertainty in CT-derived ventilation imaging, (2) incorporating intensity-based volume changes into the constrained Jacobian formulation, and (3) developing approaches for the quantitative clinical validation of CT ventilation.
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Appendix

For a single voxel \( x_k \), the magnitude change in ventilation metric (Eq. (7)) induced by a perturbation, \( h \in \mathbb{R}^3 \), to the displacement vector \( d(x_k) \) is bounded according to Eq. (10). The bound is derived by first rewriting the perturbed ventilation metric in Eq. (9) as:

\[
V_h = \det \left( \tilde{J}(x_k; d) + h z^T \right) - 1,
\]

where \( h z^T \) is the outer product of the perturbation vector and \( z = [1, 1, 1]^T \). Applying the Matrix Determinant Lemma to Eq. (25) gives:

\[
V_h = \det \left( \tilde{J}(x_k; d) \right) \left( 1 + z^T \tilde{J}(x_k; d)^{-1} h \right) - 1,
\]

\[
= \det \left( \tilde{J}(x_k; d) \right) + z^T A h - 1,
\]

where

\[
A = \det \left( \tilde{J}(x_k; d) \right) \tilde{J}(x_k; d)^{-1},
\]

is the Adjugate of the matrix \( \tilde{J}(x_k; d) \). Thus,

\[
V_h - \tilde{V}(x_k) = \det \left( \tilde{J}(x_k; d) \right) + \mathbf{z}^T A h - 1
\]

\[
- \left[ \det \left( \tilde{J}(x_k; d) \right) - 1 \right] = \mathbf{z}^T A h,
\]

and

\[
\left| V_h - \tilde{V}(x_k) \right| = \left| \mathbf{z}^T A h \right| \leq \| \mathbf{z} \| \| A \| \| h \|. \tag{29}
\]

where \( \| \cdot \| \) is the \( l_2 \)-norm. The 2nd compound matrix of \( \tilde{J}^T(x_k; d) \), denoted \( C_2 \left( \tilde{J}^T(x_k; d) \right) \), is the matrix whose elements are the determinants of all \( 2 \times 2 \) minors of \( \tilde{J}^T(x_k; d) \). Furthermore, the adjugate matrix can be expressed as:

\[
A = D C_2 \left( \tilde{J}^T(x_k; d) \right) D^T,
\]

with \( D = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \),

and therefore bounded

\[
A \leq \| D \| \left\| C_2 \left( \tilde{J}^T(x_k; d) \right) \right\| \| D^T \|
\]

\[
= \left\| C_2 \left( \tilde{J}^T(x_k; d) \right) \right\|.
\]

Thus, according to Theorem 2.8 in [49]:

\[
\| A \| \leq \left\| C_2 \left( \tilde{J}^T(x_k; d) \right) \right\|
\]

\[
< \left( \frac{3}{2} \right) \max \left\| \text{Row}_j \left( \tilde{J}(x_k; d) \right) \right\|,
\]

with \( \text{Row}_j \left( \tilde{J}(x_k; d) \right) \) equal to the \( i \)th row of the Jacobian matrix. Combining Eq. (32) with (29) yields:

\[
\left| V_h - \tilde{V}(x_k) \right| \leq \frac{3 \sqrt{3}}{2} \| h \| \max \left\| \text{Row}_j \left( \tilde{J}(x_k; d) \right) \right\|.
\]

\[
\tag{33}
\]
where \( e_j \) is the standard basis vector. Finally, applying the triangle inequality to the norm in the product gives:

\[
\| v_h - \hat{V}(x_k) \| \leq \frac{3 \sqrt{3}}{2} \| h \| \cdot \max_i \left( 1 + \| \nabla d^{(j)}(x_k) \| \right).
\]

(34)

Though this result is specific to a forward difference scheme, similar results can also be obtained for backward and centered difference schemes.

References

1. Modersitzki J (2004) Numerical methods for image registration. Numerical mathematics and scientific computation. Oxford University Press, New York
2. Janssens G, Orban de Xivry J, Fekkes S, Dekker A, Macq B, Lambin P, van Elmp W (2009) Evaluation of nonrigid registration models for interfraction dose accumulation in radiotherapy. Med Phys 36(9):4268–4276
3. Velec M, Moseley JL, Eccles CL, Craig T, Sharpe MB, Dawson LA, Brock KK (2011) Effect of Breathing motion on radiotherapy dose accumulation in the abdomen using deformable registration. Int J Radiat Oncol Biol Phys 80(1):265–272
4. Galban CJ, Han MK, Boes JL, Chughthai KA, Meyer CR, Johnson TD, Galban S, Rehemtulla A, Kazerouni EA, Martinez FJ, Ross BD (2012) Computed tomography-based biomarker provides unique signature for diagnosis of copd phenotypes and disease progression. Nat Med 18(11):1711–1715
5. Mietcheln D, Gaser C (2009) Computational morphometry for detecting changes in brain structure due to development, aging, learning, disease and evolution. Front Neuroinform 3:25
6. Gaser C, Nenadic I, Buchsbaum BR, Hazlett EA, Buchsbaum MS (2001) Deformation-based morphometry and its relation to conventional volumetry of brain lateral ventricles in mri. NeuroImage 13(6):1140–1145
7. Gagliardi G, Constine LS, Moiseenko V, Correa C, Pierce LJ, Allen MW, Marks LB (2010) Radiation dose–volume effects in the heart. Int J Radiat Oncol Biol Phys 76(3):S77–S85
8. See M, Noble JA, Blumenk DA (2013) Imaging techniques for cardiac strain and deformation: comparison of echocardiography, cardiac magnetic resonance and cardiac computed tomography. Expert Rev Cardiovasc Ther 11(2):221–231
9. Guerrero T, Sanders K, Castillo E, Zhang Y, Bidault L, Pan T, Komaki R (2006) Dynamic ventilation imaging from four-dimensional computed tomography. Phys Med Biol 51(4):777
10. Castillo R, Castillo E, Martinez J, Guerrero T (2010) Ventilation from four-dimensional computed tomography: density versus Jacobian methods. Phys Med Biol 55(16):4661
11. Vinogradskyy Y, Castillo R, Castillo E, Tucker SL, Liao Z, Guerrero T, Martel MK Use of 4-dimensional computed tomography-based ventilation imaging to correlate lung dose and function with clinical outcomes. Int J Radiat Oncol Biol Phys 86(2):366–371
12. Vinogradskyy Y, Castillo R, Castillo E, Chandler A, Martel MK, Guerrero T (2012) Use of weekly 4DCT-based ventilation maps to quantify changes in lung function for patients undergoing radiation therapy. Med Phys 39(1):289–298
13. Simon B (2000) Non-invasive imaging of regional lung function using X-ray computed tomography. J Clin Monit Comput 16(5–6):433–442
14. Guerrero T, Sanders K, Noyola-Martinez J, Castillo E, Zhang Y, Tapia R, Guerra R, Borghero Y, Komaki R (2005) Quantification of regional ventilation from treatment planning CT. Int J Radiat Oncol Biol Phys 62(3):630–634
15. Reinhardt JM, Ding K, Cao K, Christensen GE, Hoffman EA, Bodas SV (2008) Registration-based estimates of local lung tissue expansion compared to xenon CT measures of specific ventilation. Med Image Anal 12(6):752–763
16. Strichartz RS (2000) The way of analysis. Jones & Bartlett Learning, Burlington
17. Castillo R, Castillo E, McCurdy M, Gomez DR, Block AM, Bergsga D, Joy S, Guerrero T (2012) Spatial correspondence of 4D CT ventilation and spect pulmonary perfusion defects in patients with malignant airway stenosis. Phys Med Biol 57(7):1855
18. Kipritidis J, Siva S, Hofman MS, Callahan J, Hicks RJ, Keall PJ (2014) Validating and improving CT ventilation imaging by correlating with ventilation 4D-PET/CT using 68Ga-labeled nanoparticles. Med Phys 41(1):011910
19. Mathew L, Wheatley A, Castillo R, Castillo E, Rodrigues G, Guerrero T, Parraga G (2012) Hyperpolarized 3 He magnetic resonance imaging: comparison with four-dimensional X-ray computed tomography imaging in lung cancer. Acad Radiol 19(12):1546–1553
20. Castillo R, Castillo E, Guerra R, Johnson VE, McPhail T, Garg AK, Guerrero T (2009) A framework for evaluation of deformable image registration spatial accuracy using large landmark point sets. Phys Med Biol 54(7):1849
21. Patyga M, Dogan N, Weiss E, Sleeman WC, Zhang B, Lehman WJ, Williamson JF, Wijesooriya K, Christensen GE (2015) A voxel-by-voxel comparison of deformable vector fields obtained by three different image registration algorithms applied to 4DCT lung studies. Front Oncol 5:17
22. Yamamoto T, Kabus S, Klinke, T. von Berg J, Lorenz C, Loo BW, Keall PJ (2011) Four-dimensional computed tomography pulmonary ventilation images vary with deformable image registration algorithms and metrics. Med Phys 38(3):1348–1358
23. Yamamoto T, Kabus S, Lorenz C, Johnston E, Maxim PG, Diehn M, Eclov N, Barquero C, Loo BW, Keall PJ (2013) 4D CT lung ventilation images are affected by the 4D CT sorting method. Med Phys 40(10):101907
24. Murphy K, van Ginneken B, Reinhardt JM, Kabus S, Kai D, Xiang D, Kunlin C, Kaifang D, Christensen GE, Garcia V, Vercauteren T, Ayache N, Comminowik O, Malandain G, Glöckner B, Paragios N, Navab N, Gorbounova V, Ewert J, de Bruijne M, Xiao H, Heinrich MP, Schnabel JA, Jenkinson M, Lorenz C, Modat M, McClelland JR, Ourselin S, Muehling S, Azarpira A, Collins DL, Arbel T, Peroni M, Rui L, Sharp GC, Schmidt-Richberg A, Ehrhardt J, Werner R, Smeets D, Loockx D, Gang S, Tustison N, Avants B, Gee JC, Staring M, Klein S, Stelo, BC, Urisch M, Wierlberger M, Vandemeulebroeke J, Rit S, Sarrut D, Pluim J, van Ginneken B, Reinhardt JM, Kabus S, Kai D, Xiang D, Kunlin C, Kaifang D, Christensen GE, Garcia V, Vercauteren T, Ayache N, Comminowik O, Malandain G, Glöckner B, Paragios N, Navab N, Gorbounova V, Ewert J, de Bruijne M, Xiao H, Heinrich MP, Schnabel JA, Jenkinson M, Lorenz C, Modat M, McClelland JR, Ourselin S, Muehling S, Azarpira A, Collins DL, Arbel T, Peroni M, Rui L, Sharp GC, Schmidt-Richberg A, Ehrhardt J, Werner R, Smeets D, Loockx D, Gang S, Tustison N, Avants B, Gee JC, Staring M, Klein S, Stelo, BC, Urisch M, Wierlberger M, Vandemeulebroeke J, Rit S, Sarrut D, Pluim J, van Ginneken B, Reinhardt JM, Kabus S, Kai D, Xiang D, Kunlin C, Kaifang D, Christensen GE, Garcia V, Vercauteren T, Ayache N, Comminowik O, Malandain G, Glöckner B, Paragios N, Navab N, Gorbounova V, Ewert J, de Bruijne M, Xiao H, Heinrich MP, Schnabel JA, Jenkinson M, Lorenz C, Modat M, McClelland JR, Ourselin S, Muehling S, Azarpira A, Collins DL, Arbel T, Peroni M, Rui L, Sharp GC, Schmidt-Richberg A, Ehrhardt J, Werner R, Smeets D, Loockx D, Gang S, Tustison N, Avants B, Gee JC, Staring M, Klein S, Stelo, BC, Urisch M, Wierlberger M, Vandemeulebroeke J, Rit S, Sarrut D, Pluim J, van Ginneken B, Reinhardt JM, Kabus S, Kai D, Xiang D, Kunlin C, Kaifang D, Christensen GE, Garcia V, Vercauteren T, Ayache N, Comminowik O, Malandain G, Glöckner B, Paragios N, Navab N, Gorbounova V, Ewert J, de Bruijne M, Xiao H, Heinrich MP, Schnabel JA, Jenkinson M, Lorenz C, Modat M, McClelland JR, Ourselin S, Muehling S, Azarpira
29. Kanai T, Kadoya N, Ito K, Onozato Y, Cho SY, Kishi K, Dobashi S, Umezawa R, Matsushita H, Takeda K, Jingu K (2014) Evaluation of accuracy of B-spline transformation-based deformable image registration with different parameter settings for thoracic images. J Radiat Res 55(6):1163–1170
30. Polzin T, Rühaak J, Werner R, Handels H, Modersitzki J (2014) Lung registration using automatically detected landmarks. Methods Inf Med 53(4):250–256
31. Brock KK (2010) Results of a multi-institution deformable registration accuracy study (Midras). Int J Radiat Oncol Biol Phys 76(2):583–596
32. Sotiras A, Davatzikos C, Paragios N (2013) Deformable medical image registration: a survey. Med Imaging IEEE Trans 32(7):1153–1190
33. Christensen GE, Johnson HJ (2001) Consistent image registration. Medical Imaging IEEE Trans 20(7):568–582
34. Boldea V, Sharp GC, Jiang SB, Sarrut D (2008) 4U-CU lung motion estimation with deformable registration: quantification of motion nonlinearity and hysteresis. Med Phys 35(3):1008–1018
35. Avants BB, Epstein CL, Grossman M, Gee JC (2008) Symmetric diffeomorphic image registration with cross-correlation: evaluating automated labeling of elderly and neurodegenerative brain. Med Image Anal 12(1):26–41
36. Haber E, Modersitzki J (2007) Image registration with guaranteed displacement regularity. Int J Comput Vis 71(3):361–372
37. Haber E, Horesh R, Modersitzki J (2010) Numerical optimization for constrained image registration. Numer Linear Algebra Appl 17(2–3):343–359
38. Kabanikhin SI (2008) Definitions and examples of inverse and ill-posed problems. J Inverse Ill-posed Prob 16(4):317–357
39. Horn BK, Schunck BG (1981) Determining optical flow. Artif Intell 17(1):185–203
40. Wright S, Nocedal J (1999) Numerical optimization, vol 2. Springer, New York
41. Bertsekas D (1982) Constrained optimization and lagrange multipliers. Academic Press, New York
42. Castillo E, Castillo R, Martinez J, Shenoy M, Guerrero T (2010) Four-dimensional deformable image registration using trajectory modeling. Phys Med Biol 55(1):305
43. Yamamoto T, Kabus S, Klinert T, Lorenz C, Berg Jv, Blaffert T, Billy J, Loo W, Keall PJ (2011) Investigation of four-dimensional computed tomography-based pulmonary ventilation imaging in patients with emphysematous lung regions. Phys Med Biol 56(7):2279
44. Vinogradskiy Y, Koo PJ, Castillo R, Castillo E, Guerrero T, Gaspar LE, Miften M, Kavanagh BD (2014) Comparison of 4-dimensional computed tomography ventilation with nuclear medicine ventilation-perfusion imaging: a clinical validation study. Int J Radiat Oncol Biol Phys 89(1):199–205
45. Latifi K, Forster KM, Hoffer SE, Dilling TJ, Dekker A, van Elput W, Zhang GG (2013) Dependence of ventilation image derived from 4D CT on deformable image registration and ventilation algorithms. J Appl Clin Med Phys 14(4):2013
46. Du K, Bayouth JE, Ding K, Christensen GE, Cao K, Reinhardt JM (2013) Reproducibility of intensity-based estimates of lung ventilation. Med Phys 40(6):063504
47. Yamamoto T, Kabus S, von Berg J, Lorenz C, Chung MP, Hong JC, Loo BW Jr, Keall PJ (2012) Reproducibility of four-dimensional computed tomography-based lung ventilation imaging. Acad Radiol 19(12):1554–1565
48. Liu S, Yuan Y, Castillo R, Guerrero T, Johnson VE (2014) Evaluation of image registration spatial accuracy using a bayesian hierarchical model. Biometrics 70(2):366–377
49. Elsner L, Hershkovitz D, Schneider H (2000) Bounds on norms of compound matrices and on products of eigenvalues. Bull Lond Math Soc 32(01):15–24