Maximum likelihood estimation of regularisation parameters in high-dimensional inverse problems: an empirical Bayesian approach
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Abstract

Many imaging problems require solving an inverse problem that is ill-conditioned or ill-posed. Imaging methods typically address this difficulty by regularising the estimation problem to make it well-posed. This often requires setting the value of the so-called regularisation parameters that control the amount of regularisation enforced. These parameters are notoriously difficult to set a priori, and can have a dramatic impact on the recovered estimates. In this paper, we propose a general empirical Bayesian method for setting regularisation parameters in imaging problems that are convex w.r.t. the unknown image. Our method calibrates regularisation parameters directly from the observed data by maximum marginal likelihood estimation, and can simultaneously estimate multiple regularisation parameters. A main novelty is that this maximum marginal likelihood estimation problem is efficiently solved by using a stochastic proximal gradient algorithm that is driven by two proximal Markov chain Monte Carlo samplers, thus intimately combining modern high-dimensional optimisation and stochastic sampling techniques. Furthermore, the proposed algorithm uses the same basic operators as proximal optimisation algorithms, namely gradient and proximal operators, and it is therefore straightforward to apply to problems that are currently solved by using proximal optimisation techniques. We also present a detailed theoretical analysis of the proposed methodology, including asymptotic and non-asymptotic convergence results with easily verifiable conditions, and explicit bounds on the convergence rates. The proposed methodology is demonstrated with a range of experiments and comparisons with alternative approaches from the literature. The considered experiments include image denoising, non-blind image deconvolution, and hyperspectral unmixing, using synthesis and analysis priors involving the ℓ1, total-variation, total-variation and ℓ1, and total-generalised-variation pseudo-norms.

1 Introduction

Image estimation problems are ubiquitous in science and industry, and a central topic of research in imaging sciences. Canonical examples include, for instance, image denoising [52], image deblurring [22, 45], compressive sensing [28, 71], super-resolution [59, 87], tomographic reconstruction [23], image inpainting [38, 78], source separation [14, 13], fusion [79, 53], and phase retrieval [17, 45]. Solving these problems has stimulated significant advances in imaging methods, models, theory, and algorithms [16, 57, 58, 21].
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Part of this work has been presented at the 25th IEEE International Conference on Image Processing (ICIP) [85].
Most image estimation problems are ill-conditioned or ill-posed \[46\], a difficulty that imaging methods typically address by regularising the estimation problem to make it well posed. This can be achieved in different ways. For example, in the variational framework, regularisation is introduced by using penalty functions that favour solutions with desired structural or regularity properties (e.g., smoothness, piecewise-regularity, sparsity, or constraints), see \[21\]. In the Bayesian statistical framework, regularisation arises from the use of informative prior distributions that also allow promoting solutions with expected structural or regularity properties \[46\]. Moreover, regularisation can be explicitly specified, or learnt from data using modern machine learning techniques. We refer the reader to \[3\] for an excellent introduction to variational, statistical, and machine learning regularisation approaches.

A main difficulty that arises when using any regularisation technique is deciding how much regularisation is appropriate, as different imaging modalities, instrumental setups, scenes, and noise conditions often require using very different amounts of regularisation. The amount of regularisation is usually explicitly controlled by some of the parameters of the model. The difficulty resides in that setting the value of these regularisation parameters a priori is notoriously difficult, particularly in problems that are ill-posed or ill-conditioned where the regularisation has a dramatic impact on the estimated solutions (see \[57, 64, 27\] and the illustrative example in Figure 1). As a result, there is significant interest in methods for setting regularisation parameters in an automatic, robust, and adaptive way.

Indeed, the developments of methods to automatically set regularisation parameters is a long-standing research topic in imaging sciences. Some methods such as generalized cross-validation \[40\], the L-curve \[51, 42\], the discrepancy principle \[60, 12\], and residual whiteness measures \[2\] operate by analysing the residual between the observed data and a prediction derived from the observation model. Such methods can perform well in certain imaging problems, but they are mainly limited to cases involving a single scalar regularisation parameter. Alternatively, methods based on Stein’s unbiased risk estimator (SURE) have also received a lot of attention in the late \[39, 33, 27\]. These methods seek to select the value of the regularisation parameters by minimising SURE-based surrogates of the estimation mean squared error \[35, 68, 39\]. SURE methods can perform remarkably well in mildly ill-posed or ill-conditioned problems, but they generally struggle with problems that are more severely ill-conditioned or ill-posed \[55\]. Some recent works also consider learning regularisation parameters from a training dataset of clean images \[82\].

Lastly, the Bayesian statistical framework provides two main strategies for addressing unknown regularisation parameters: the hierarchical and the empirical \[73, 57\]. So far, imaging methods have mainly adopted the hierarchical strategy, where the unknown regularisation parameters are incorporated into the model to define an augmented posterior, and subsequently removed from the model by marginalisation or estimated jointly with the unknown image \[67, 64\]. This is the strategy that is adopted by most Markov chain Monte Carlo and variational Bayesian approaches reported in the literature (see e.g., \[63, 8\]).

In this work we propose to adopt an empirical Bayesian approach to estimate the regularisation parameters directly from the observed data in a fully automatic and unsupervised way. We focus on imaging problems that are convex w.r.t. the unknown image and that can be efficiently solved by using modern convex optimisation techniques once the regularisation parameters have been set \[58, 21\]. In a manner akin to \[57, 4\], we set regularisation parameters directly from the observed data by maximum marginal likelihood estimation. A main novelty of our work is that this maximum marginal likelihood estimation problem is efficiently solved by using a stochastic proximal gradient algorithm that is powered by two proximal Markov chain Monte Carlo samplers, thus intimately combining the strengths of modern optimisation and sampling techniques. In addition to being highly efficient and delivering remarkably accurate solutions, the proposed method can be readily implemented with the same tools that are used to construct optimisation algorithms to estimate the unknown image by maximum-a-posteriori estimation, namely proximal and gradient operators.

The remainder of the paper is organised as follows. Section 2 defines the class of imaging problems we consider and introduces basic necessary concepts of Bayesian inference. Section 3 presents the proposed empirical Bayesian method to calibrate regularisation parameters and discusses connections with hierarchical Bayesian approaches. Section 4 presents a detailed analysis of the theoretical properties of the proposed methodology, including easily verifiable conditions for convergence and quantitative convergence rates. Section 5 demonstrates the proposed methodology with a variety of non-blind image deblurring and imaging denoising problems involving scalar-valued regularisation parameters, followed by two challenging experiments that require setting vector-valued regularisation parameters, namely sparse hyperspectral image unmixing with the SUnSAL model \[44\], and image denoising using a To-
Problem Statement

Let \(d, d_y, d_\Theta \in \mathbb{N}\) and let \(\Theta \subset (0, +\infty)^{d_\Theta}\) be a convex compact set. We consider the estimation of an unknown image \(x \in \mathbb{R}^d\) from an observation \(y \in \mathbb{C}^{d_y}\) related to \(x\) by a statistical model with likelihood function

\[
p(y|x) \propto e^{-f_y(x)},
\]

where \(f_y\) is convex and continuously differentiable with \(L_u\)-Lipschitz gradient, i.e. for any \(u, v \in \mathbb{R}^d\), \(\|\nabla f_y(u) - \nabla f_y(v)\| \leq L_u\|u - v\|\) where \(L_u > 0\). This class includes important observation models, in particular Gaussian linear models of the form \(y = Ax + w\) where \(A \in \mathbb{C}^{d_y \times d}\) and \(w\) is a \(d_y\)-dimensional Gaussian random variable with zero mean and covariance matrix \(\sigma^2\text{Id}\) with \(\sigma > 0\). We adopt a Bayesian approach and seek to use prior knowledge about \(x\) to regularise the estimation problem and improve results. We consider prior distributions given for any \(x \in \mathbb{R}^d\) and \(\theta \in \Theta\) by

\[
p(x|\theta) = e^{-\theta^T g(x)/Z(\theta)},
\]

for some convex and Lipschitz continuous vector of statistics \(g : \mathbb{R}^d \to \mathbb{R}^{d_\Theta}\) and where we recall that the normalising constant of the prior distribution \(p(x|\theta)\) is given by

\[
Z(\theta) = \int_{\mathbb{R}^d} e^{-\theta^T g(\tilde{x})} \, d\tilde{x}.
\] (1)

Note that \(\theta\) controls the amount of regularity enforced. The function \(g\) is allowed to be non-differentiable in order to include popular models such as \(g(x) = \|Bx\|_1\) for some dictionary \(B \in \mathbb{R}^{d_1 \times d}\) with \(d_1 \in \mathbb{N}\) and norm \(\| \cdot \|_1\), as well as constraints on the solution space such as pixel-positivity.

Although rarely mentioned in the literature, these widely used prior distributions regularise the estimation problem by promoting solutions for which \(g(x)\) is close to the expected value \(\tilde{g}_\theta = \int_{\mathbb{R}^d} g(\tilde{x}) p(\tilde{x}|\theta) \, d\tilde{x}\), which depends on \(\theta\). Formally, by differentiating (1) and using Leibniz integral rule [66] we obtain that for any \(\theta \in \Theta\)

\[
\tilde{g}_\theta = \int_{\mathbb{R}^d} g(\tilde{x}) p(\tilde{x}|\theta) \, d\tilde{x} = -\nabla_{\theta} \log Z(\theta).
\] (2)

Additionally, because the prior distribution \(x \mapsto p(x|\theta)\) is log-concave, using [15] Theorem 1.2 we have that for any \(\varepsilon \in [0, 2]\)

\[
\int_{C_{\theta,\varepsilon}} p(\tilde{x}|\theta) \, d\tilde{x} \leq 3 \exp\left(-\varepsilon^2 d/16\right),
\]

with \(C_{\theta,\varepsilon} = \{\tilde{x} \in \mathbb{R}^d : d^{-1}\theta^T (g(\tilde{x}) - \tilde{g}_\theta) \geq \varepsilon\}\). This result establishes that the prior distribution \(x \mapsto p(x|\theta)\) strongly promotes solutions for which \(g(x) \approx -\nabla_{\theta} \log Z(\theta)\) with high probability when \(d\) is large.

Once the likelihood and prior \(p(y|x)\) and \(p(x|\theta)\) are specified, we use Bayes’ theorem [74] to derive the posterior for any \(\theta \in \Theta\) and \(x \in \mathbb{R}^d\)

\[
p(x|y, \theta) = \frac{p(y|x)p(x|\theta)}{p(y|\theta)} = \exp[-f_y(x) - \theta^T g(x)] \int_{\mathbb{R}^d} \exp[-f_y(\tilde{x}) - \theta^T g(\tilde{x})] \, d\tilde{x}.
\] (3)

This posterior distribution underpins all inferences about the image \(x\) given observed data \(y\). In particular, imaging methods typically use the maximum-a-posteriori (MAP) estimator, given for any \(\theta \in \Theta\) by

\[
\hat{x}_{\theta, \text{MAP}} \in \arg\min_{x \in \mathbb{R}^d} \{f_y(x) + \theta^T g(x)\}.
\] (4)

This Bayesian estimator has a number of favourable theoretical and computational properties (see [63] for a recent theoretical analysis of this estimator). From a computation viewpoint, since the posterior
$x \mapsto p(x|y, \theta)$ is log-concave, the computation of $\hat{x}_{\theta, \text{MAP}}$ is a convex optimisation problem that can usually be efficiently solved using modern optimisation algorithms, see [21]. Imaging MAP algorithms typically adopt a proximal splitting approach [24] involving the gradient $\nabla f_y$ and the proximal operator of $g$, $\text{prox}^\lambda_g : \mathbb{R}^d \to \mathbb{R}^d$, see [11, Definition 12.23]. This operator is defined for any $\lambda > 0$ and $x \in \mathbb{R}^d$ by

$$\text{prox}^\lambda_g(x) = \arg\min_{\tilde{x} \in \mathbb{R}^d} \{ g(\tilde{x}) + \| \tilde{x} - x \|_2^2 / (2\lambda) \} ,$$

The smoothness parameter $\lambda > 0$ controls the regularity properties of the proximal operator. As mentioned previously, the regularization parameter $\theta \in \Theta$ controls the balance between observed and prior information, and can significantly impact inferences about the unknown image $x \in \mathbb{R}^d$, especially in problems that are ill-posed or ill-conditioned. In Figure 1 we illustrate the dramatic effect that the value of $\theta \in \Theta$ may have on the recovered image for a deconvolution problem with a total-variation prior. As expected, when $\theta$ is too small the estimated image is very noisy due to lack of regularisation, and when $\theta$ is too large the resulting image is over-regularised.

![Figure 1: Deblurring of the boat image with total-variation prior (SNR=40 dB). Maximum-a-posteriori estimators for different values of $\theta > 0$ illustrating the effect of regularisation (increasing from left to right).](image)

### 3 Proposed Empirical Bayes methodology

#### 3.1 Empirical Bayes estimation

Under an empirical Bayesian paradigm, the regularisation parameter $\theta \in \Theta$ is estimated directly from the observed data $y$, for example by maximum marginal likelihood estimation. That is, we compute

$$\theta_* \in \arg\max_{\theta \in \Theta} p(y|\theta) ,$$

where we recall that the marginal likelihood $p(y|\theta)$ is given for any $\theta \in \Theta$ by

$$p(y|\theta) = \int_{\mathbb{R}^d} p(y|\tilde{x})p(\tilde{x}|\theta) d\tilde{x} .$$

Given $\theta_*$, empirical Bayesian approaches base inferences on the pseudo-posterior $x \mapsto p(x|y, \theta_*)$, given for any $x \in \mathbb{R}^d$ by

$$p(x|y, \theta_*) = \frac{\exp[-f_y(x) - \theta^*_T g(x)]}{\int_{\mathbb{R}^d} \exp[-f_y(\tilde{x}) - \theta^*_T g(\tilde{x})] d\tilde{x}} .$$

Observe that this strategy is equivalent to Bayesian model selection on a continuous class of models parametrised by $\theta$, where $\theta_*$ produces the model with the best fit-to-data (under some additional assumptions, $p(y|\theta_*)$ provides the best approximation of the true distribution of $y$ in a Kullback–Leibler divergence sense [80]).

Empirical Bayesian approaches were first considered in the statistical methodology community (see e.g. [72, 18]), which stimulated developments in computational statistics [73, 5, 6] to enable empirical Bayesian inference for general statistical models. This was recently followed by important theoretical works on the validity of the empirical approach and connections to the hierarchical Bayesian paradigm (see e.g. [69, 49, 76]).
Unfortunately, this powerful inference strategy is difficult to apply in imaging problems because the marginal likelihood \( \theta \mapsto p(y|\theta) \) is computationally intractable as it involves two \( d \)-dimensional integrals, namely (1) and (6), thus making the optimisation problem (5) very challenging. The aim of this paper is to enable empirical Bayesian inference in imaging inverse problems, with a focus on automatic selection of regularisation parameters for convex problems that would be typically solved by using proximal optimisation techniques. More precisely, inspired by [5] and [6], we propose a stochastic gradient Markov chain Monte Carlo (MCMC) algorithm to efficiently solve (5) for imaging models of the general form (3), where two main novelties are that we use state-of-the-art proximal MCMC methods [33] to construct a stochastic optimisation scheme that scales efficiently to high dimensions, and that we provide easily verifiable theoretical conditions ensuring convergence.

Lastly, we note that the maximum likelihood estimation problem (5) raises natural questions about the uniqueness of \( \theta_* \), and about the log-concavity of the marginal likelihood \( \theta \mapsto p(y|\theta) \), which are important for the convergence of iterative algorithms to compute \( \theta_* \). In particular, \( p(y|\theta) \) could potentially admit more than one maximiser. However, we have not observed this in practice in any imaging problem. Indeed, because in our experiments \( d_y \gg d_\theta \), we suspect that the marginal likelihood \( \theta \mapsto p(y|\theta) \) concentrates sharply around a single maximiser \( \theta_* \), and is strongly log-concave w.r.t. \( \theta \) in the neighbourhood of \( \theta_* \). These favourable properties can be formally derived under simplifying assumptions (e.g. that \( p(y|\theta) \) is fully separable on \( y \) [83]). Extending conditions for uniqueness of (5) to more general imaging problems is an important perspective for future work.

3.2 Stochastic gradient MCMC algorithm

We now present the proposed empirical Bayesian method to solve the marginal maximum likelihood estimation problem (5) and set regularisation parameters. As mentioned previously, the main difficulty in solving (5) is that the marginal likelihood function \( \theta \mapsto p(y|\theta) \) is computationally intractable.

Suppose for now that \( \theta \mapsto p(y|\theta) \) was tractable and that we had access to the gradient mapping \( \theta \mapsto \nabla_{\theta} \log p(y|\theta) \). Recalling that \( \Theta \) is a convex compact set, we could seek to iteratively solve (5) by using the projected gradient algorithm [24] which is given by (5) for imaging models of the general form (3), where two main novelties are that we use state-of-the-art proximal MCMC methods [33] to construct a stochastic optimisation scheme that scales efficiently to high dimensions, and that we provide easily verifiable theoretical conditions ensuring convergence.

These favourable properties can be formally derived under simplifying assumptions (e.g. that \( p(y|\theta) \) is fully separable on \( y \) [83]). Extending conditions for uniqueness of (5) to more general imaging problems is an important perspective for future work.
where \((m_n)_{n\in\mathbb{N}}\) is a sequence of non-decreasing sample sizes and \((\delta_n)_{n\in\mathbb{N}}\) is a sequence of non-increasing step-sizes. Under some technical assumptions on the Markov kernels (see [6] for details), the errors in the gradient estimates asymptotically average out and the algorithm converges to a maximiser of \(\theta \mapsto p(y|\theta)\). More precisely, given \(N \in \mathbb{N}\) and a sequence \((\theta_n)_{n=0}^{N-1}\) generated using (10), an approximate solution of (5) can be obtained by calculating, for example, the average

\[
\bar{\theta}_N = \frac{1}{N} \sum_{n=0}^{N-1} \theta_n ,
\]

which converges asymptotically to a solution of (5) as \(N \to \infty\).

Applying this strategy to imaging problems is highly non-trivial because it requires generating very high-dimensional Markov chains \(\{(X^n_k)_{k \leq \{0, \ldots, m_n\}} : n \in \mathbb{N}\}\) in a way that is computationally efficient and that satisfies a number of complex technical conditions on the associated Markov kernels (see Theorem 1 in Section 4). In this work, we address this major difficulty by constructing a SAPG scheme with state-of-the-art unadjusted proximal Markov kernel \(\{R_{\gamma, \theta} : \gamma \in (0, \bar{\gamma}], \theta \in \Theta\}\) that satisfy the required theoretical conditions, and where \(\gamma \in (0, \bar{\gamma}]\) is an algorithm parameter that controls a trade-off between accuracy and computational efficiency, see Section 3.3. By doing so, we deliver a stochastic optimisation methodology that is highly computationally efficient and has strong theoretical guarantees.

Lastly, observe that in order to use (10) it is necessary to evaluate \(\theta \mapsto \nabla_\theta \log Z(\theta)\). We propose three different strategies to address this calculation depending on whether \(g\) is a homogeneous function or not.

### 3.2.1 Scalar-valued \(\theta\) with \(\alpha\) positively homogeneous regulariser

For scalar-valued \(\theta\), i.e. \(d_{\Theta} = 1\), (6) is given for any \(\theta \in \Theta\) by

\[
\frac{d}{d\theta} \log p(y|\theta) = - \int_{\mathbb{R}^d} g(x)p(\tilde{x}|y, \theta) \, d\tilde{x} - \frac{d}{d\theta} \log Z(\theta) .
\]

(12)

Assume that there exists \(\alpha \in \mathbb{R}\setminus\{0\}\) such that \(g\) is a \(\alpha\) positively homogeneous function, i.e. for any \(x \in \mathbb{R}^d\) and \(t > 0\), \(g(tx) = t^\alpha g(x)\), and recalling that \(\Theta \subset (0, +\infty)\) we have for any \(\theta \in \Theta\)

\[
Z(\theta) = \int_{\mathbb{R}^d} e^{-\theta g(\tilde{x})} \, d\tilde{x} = \int_{\mathbb{R}^d} e^{-\theta (t^\alpha \tilde{x})} \, d\tilde{x} = \theta^{-d/\alpha} \int_{\mathbb{R}^d} e^{-\beta(\tilde{x})} \, d\tilde{x} ,
\]

and therefore

\[
\frac{d}{d\theta} \log Z(\theta) = -d/(\alpha \theta) .
\]

Hence, (12) becomes for any \(\theta \in \Theta\)

\[
\frac{d}{d\theta} \log p(y|\theta) = \frac{d}{(\alpha \theta)} - \int_{\mathbb{R}^d} g(x)p(\tilde{x}|y, \theta) \, d\tilde{x} ,
\]

which leads to Algorithm 1 below. We want to point out that many commonly used regularisers are positively homogeneous. For example, all norms such as \(\ell_1, \ell_2\), total variation (TV), nuclear or compositions of norms with linear operators (e.g., analysis terms of the form \(\|\Psi x\|_1\), where \(\Psi \in \mathbb{R}^{d_1 \times d}\) with \(d_1 \in \mathbb{N}\)) are 1 positively homogeneous. Moreover, powers of norms with exponent \(q > 0\) are \(q\) positively homogeneous, and all linear combinations of positively homogeneous functions with the same homogeneity constant \(\alpha\), are also \(\alpha\) positively homogeneous.

**Algorithm 1** SAPG algorithm - Scalar \(\theta\) and \(\alpha\) positively homogeneous regulariser \(g\)

1: Input: initial \(\{\theta_0, X_0\}, (\delta_n, \gamma_n)_{n \in \mathbb{N}}, \) number of iterations \(N\).
2: for \(n = 0\) to \(N - 1\) do
3: Sample \(X_{n+1} \sim R_{\gamma_n, \theta_n}(X_n, \cdot)\),
4: Set \(\theta_{n+1} = \Pi_{\Theta} [\theta_n + \delta_{n+1} (d/(\alpha \theta_n)) - g(X_{n+1})]\),
5: end for
6: Output: \(\bar{\theta}_N = N^{-1} \sum_{n=0}^{N-1} \theta_n\).
3.2.2 Separably homogeneous regulariser

For the special case of separably homogeneous regularisers, Algorithm 1 can be adapted for multivariate \( \theta \). This is because in this class of regulariser, each component of \( \theta \) affects independent subsets of the components of \( x \). More precisely, assume that \( g \) is separably homogeneous in the following sense: there exist \((\tilde{g}_i)_{i \in \{1, \ldots, d_\Theta\}}\), \((A_i)_{i \in \{1, \ldots, d_\Theta\}}\) pairwise disjoint subsets of \( \{1, \ldots, d\} \) and \((\alpha_i)_{i \in \{1, \ldots, d_\Theta\}}\) such that for any \( i \in \{1, \ldots, d_\Theta\}, \tilde{g}_i : \mathbb{R}^{d_i} \to \mathbb{R} \) is \( \alpha_i \)-positively homogeneous with \( \alpha_i > 0 \) and for any \( x \in \mathbb{R}^d \),

\[
\tilde{g}(x) = (\tilde{g}_i(x_{A_i}))_{i \in \{1, \ldots, d_\Theta\}} \text{ where for any } A = \{i_1, \ldots, i_k\} \subset \{1, \ldots, d\}, x_A = (x_{i_1}, \ldots, x_{i_k}).
\]

In this case we have for any \( \theta \in \Theta \)

\[
Z(\theta) = \int_{\mathbb{R}^d} \exp[-\theta^\top g(\tilde{x})] d\tilde{x} = \int_{\mathbb{R}^d} \exp \left[ - \sum_{i=1}^{d_\Theta} \theta^i \tilde{g}_i(\tilde{x}_{A_i}) \right] d\tilde{x} = \prod_{i=1}^{d_\Theta} \int_{\mathbb{R}^{|A_i|}} \exp[-\theta^i \tilde{g}_i(\tilde{x}_{A_i})] d\tilde{x}.
\]

Therefore, for any \( i \in \{1, \ldots, d_\Theta\} \) and \( \theta \in \Theta \) we get that

\[
[\partial \log Z/\partial \theta^i](\theta) = -|A_i|/(\alpha_i \theta^i).
\]

Using this property we obtain Algorithm 2 below.

Algorithm 2: SAPG algorithm - Multivariate \( \theta \) and separably homogeneous regulariser

1: Input: initial \( \{\theta_0, X_0\}, (\delta_n, \gamma_n)_{n \in \mathbb{N}} \), number of iterations \( N \).
2: for \( n = 0 \) to \( N - 1 \) do
3: Sample \( X_{n+1} \sim R_{\gamma_n, \delta_n}(X_n) \).
4: Set \( \bar{\theta}_{n+1} = \Pi_\Theta \left[ \theta_n + \delta_{n+1} \left( |A_i|/(\alpha_i \theta_n^i) - g(X_{n+1}) \right) \right] \).
5: end for
6: Output: \( \bar{\theta}_N = N^{-1} \sum_{n=0}^{N-1} \theta_n \).

For example, many works in the imaging literature adopt a so-called synthesis formulation where \( x \) represents the unknown image on some orthonormal wavelet basis \( \Psi \in \mathbb{R}^{d \times d} \) with \( J \) levels and consider level-adapted \( \ell_1 \) regularisations of the form

\[
\theta^\top g(x) = \sum_{j=1}^{J} \theta_j \|x_{A_j}\|_1
\]

where \( x_{A_j} \) are the elements of \( x \) associated with the \( J \)th level and \( \theta \in \mathbb{R}^J \). Here, \( g \) is a separably homogeneous functional as it can be expressed as \( g = (g_1, \ldots, g_J) \) where, for any \( j \in \{1, \ldots, J\} \), \( g_j \) is 1-positively homogeneous and \( d_j = |A_j| \). Notice that the domain in which \( x \) is represented is not relevant here; Algorithm 2 can be directly applied to any model where \( g \) is homogenous separable via a change of basis because the same expression for \( Z(\theta) \) holds.

3.2.3 General case: inhomogeneous regulariser

When \( g \) is neither homogeneous nor separably homogeneous, we address the evaluation of \( \theta \mapsto \nabla_\theta \log Z(\theta) \) numerically by stochastic simulation. More precisely, using that \( y \) is conditionally independent of \( \theta \) given \( x \), and using identity (2), we express \( \theta \mapsto \nabla_\theta \log p(y | \theta) \) as the difference between two expectations, i.e. for any \( \theta \in \Theta \)

\[
\nabla_\theta \log p(y | \theta) = \int_{\mathbb{R}^d} g(\tilde{x}) p(\tilde{x} | \theta) d\tilde{x} - \int_{\mathbb{R}^d} g(\tilde{x}) p(\tilde{x} | y, \theta) d\tilde{x}.
\]

We then use two families of Markov kernels \( \{R_{\gamma, \theta}, \overline{R}_{\gamma, \theta} : \gamma \in (0, \overline{\gamma}], \theta \in \Theta\} \) that respectively target the posterior \( p(x | y, \theta) \) and the prior \( p(x | \theta) \) within the SAPG Algorithm 3 below.

\[\text{Algorithm 3}\]

\[\text{Algorithm 3}\]
3.3 MCMC Kernels

Given the high dimensionality involved, it is fundamental to carefully choose the families of Markov kernels \( \{R_{\gamma,\theta}, R_{\gamma,\theta} : \gamma \in (0,\gamma), \theta \in \Theta\} \) driving the SAPG. Here we use the MYULA Markov kernel recently proposed in \cite{34}, which is a state-of-the-art proximal Markov chain Monte Carlo (MCMC) method specifically designed for high-dimensional inverse problems that are convex but not smooth. This particular MCMC method is derived from the discretisation of an over-damped Langevin diffusion, \((\tilde{X}_t)_{t \geq 0}\), satisfying the following stochastic differential equation

\[
dX_t = -\nabla_x F(x_t) dt + \sqrt{2d} dB_t ,
\]

where \( F : \mathbb{R}^d \rightarrow \mathbb{R} \) is a continuously differentiable potential and \((B_t)_{t \geq 0}\) is a standard \(d\)-dimensional Brownian motion. Under mild assumptions, this equation has a unique strong solution \cite{43, Chapter 4, Theorem 2.3]. Accordingly, the law of \((X_t)_{t \geq 0}\) converges as \(t \to \infty\) to the diffusion’s unique invariant distribution, with probability density given by \( \pi(x) \propto e^{-F(x)} \) for all \(x \in \mathbb{R}^d\) \cite{25, Theorem 2.2]. Hence, to use \cite{13} as a Monte Carlo method to sample from the posterior \( p(x|y, \theta) \), we set \( F(x) = -\nabla_x \log p(x|y, \theta) \) and thus specify the desired target density. Similarly, to sample from the prior we set \( F(x) = -\nabla_x \log p(x|\theta) \).

However, sampling directly from \cite{13} is usually not computationally feasible. Instead, we usually resort to a discrete-time Euler-Maruyama approximation of \cite{13} that leads to the following Markov chain \((X_k)_{k \in \mathbb{N}}\) with \(X_0 \in \mathbb{R}^d\), given for any \(k \in \mathbb{N}\) by

\[
ULA : X_{k+1} = X_k - \gamma \nabla_x F(X_k) + \sqrt{2\gamma} Z_{k+1},
\]

where \( \gamma > 0 \) is a discretisation step-size and \((Z_k)_{k \in \mathbb{N}}\) is a sequence of i.i.d \(d\)-dimensional zero-mean Gaussian random variables with an identity covariance matrix. This Markov chain is commonly known as the Unadjusted Langevin Algorithm (ULA) \cite{24}. Under some additional assumptions on \( F \), namely Lipschitz continuity of \( \nabla_x F \), the ULA chain inherits the convergence properties of \cite{13} and converges to a stationary distribution that is close to the target \( \pi \), with \( \gamma \) controlling a trade-off between accuracy and convergence speed \cite{24}.

In this form, the ULA algorithm is limited to distributions where \( F \) is a Lipschitz continuously differentiable function. In the problems of interest this is very often not the case; when we sample from the posterior distribution \( p(x|y, \theta) \) then for any \(x \in \mathbb{R}^d\), \( F(x) = f_y(x) + \theta^T g(x) \) and when we sample from the prior distribution \( x \mapsto p(x|\theta) \), for any \(x \in \mathbb{R}^d\), \( F(x) = \theta^T g(x) \). In both cases, if \( g \) is not smooth then ULA is no longer applicable. The MYULA kernel was designed precisely to overcome this limitation.

Suppose that the target potential admits a decomposition \( F = U + V \) where \( U \) is Lipschitz differentiable and \( V \) is not. In MYULA, the differentiable part is handled via the gradient \( \nabla_x U \) in a manner to ULA, whereas the non-differentiable part is replaced by a smooth approximation \( V^\lambda(x) \) given by the Moreau-Yosida envelope of \( V \), see \cite{11, Definition 12.20], defined for any \(x \in \mathbb{R}^d\) and \( \lambda > 0 \) by

\[
V^\lambda(x) = \min_{\tilde{x} \in \mathbb{R}^d} \left\{ V(\tilde{x}) + (1/2\lambda) \|x - \tilde{x}\|^2 \right\} .
\]

For any \( \lambda > 0 \), the Moreau-Yosida envelope \( V^\lambda \) is continuously differentiable with gradient given for any \(x \in \mathbb{R}^d\) by

\[
\nabla V^\lambda(x) = (x - \text{prox}_V^\lambda(x))/\lambda ,
\]

(see, e.g., \cite{11, Proposition 16.44}). Using this approximation we obtain the MYULA kernel associated with \((X_k)_{k \in \mathbb{N}}\) given by \(X_0 \in \mathbb{R}^d\) and the following recursion for any \(k \in \mathbb{N}\)

\[
MYULA : X_{k+1} = X_k - \gamma \nabla_x U(X_k) - \gamma \nabla_x V^\lambda(X_k) + \sqrt{2\gamma} Z_{k+1} .
\]
Returning to the problem of interest, if we now choose to do the splitting such that \( U = f_y \) and \( V = \theta^\top g \), we can define the MYULA families of Markov kernels \( \{ R_{\gamma, \theta}, \bar{R}_{\gamma, \theta} : \gamma \in (0, \gamma], \theta \in \Theta \} \) that we use in Algorithm 1, Algorithm 2 and Algorithm 3. For any \( \theta \in \Theta \) and \( \gamma > 0 \), \( R_{\gamma, \theta} \) associated with \( (X_k)_{k \in \mathbb{N}} \) given by \( X_0 \in \mathbb{R}^d \) and the following recursion for any \( k \in \mathbb{N} \)

\[
X_{k+1} = X_k - \gamma \nabla_x f_y(X_k) - \gamma \left\{ X_k - \text{prox}_{\theta^\top g}^\lambda (X_k) \right\} / \lambda + \sqrt{2 \gamma} Z_{k+1},
\]

where \( \lambda > 0 \). For any \( \theta \in \Theta \) and \( \gamma' > 0 \), \( \bar{R}_{\gamma, \theta} \) associated with \( (X_k)_{k \in \mathbb{N}} \) given by \( X_0 \in \mathbb{R}^d \) and the following recursion for any \( k \in \mathbb{N} \)

\[
\bar{X}_{k+1} = \bar{X}_k - \gamma' \left\{ \bar{X}_k - \text{prox}_{\theta^\top g}^{\lambda'} (\bar{X}_k) \right\} / \lambda' + \sqrt{2 \gamma} Z_{k+1},
\]

where we recall that \( \lambda, \lambda' > 0 \) are the smoothing parameters associated with \( \theta^\top g \lambda \), \( \gamma, \gamma' > 0 \) are the discretisation steps and \( (Z_k)_{k \in \mathbb{N}} \) is a sequence of i.i.d \( d \)-dimensional zero-mean Gaussian random variables with an identity covariance matrix.

We want to point out that this is not the only possible way of splitting \( f_y + \theta^\top g \) into \( U \) and \( V \). If some of the functions \( g_i \) are differentiable, it might be convenient to group those with \( f_y \) under \( U \) and leave only the non-differentiable terms in \( V \). Moreover, doing the particular splitting we show in Algorithm 1 requires computing the proximal operator of the global function \( \theta^\top g \). In some cases it might be easier to use the proximal operators of each individual \( g_i \) independently. In this case, it is possible to replace each \( g_i \) with its smoothed version \( g_i^\gamma \) instead of doing it globally. Which choice is better will mostly depend on which tools are available to the practitioner. Note that most convex optimisation algorithms for MAP estimation also use the operators \( \nabla f_y \) and either \( \text{prox}_{\theta^\top g}^\lambda \) or \( \text{prox}_{\theta^\top g}^{\lambda'} \), making the implementation of Algorithm 3 straightforward for problems currently solved with such tools.

Finally, we note at this point that the MYULA kernels, do not target the posterior or prior distributions exactly but rather an approximation of these distributions. This is mainly due to two facts: 1) we are not able to use the exact Langevin diffusion, so we resort to a discrete approximation instead; and 2) we replace the non-differentiable terms with their Moreau-Yosida envelopes. As a result of these approximation errors, Algorithm 3 will exhibit some asymptotic estimation bias. This error is controlled by \( \lambda, \lambda', \gamma, \gamma' \), and \( \delta_n \), and can be made arbitrarily small at the expense of additional computing time, see Theorem 2 in Section 4. The bias can also be completely removed by combining \( \{ 16 \text{--} 17 \} \) with Metropolis-Hastings steps, as discussed in detail in [62]. However, preliminary experiments (not reported here) suggest that it is very difficult to calibrate high-dimensional Metropolis steps within a SAPG scheme to achieve the required acceptance rates, as the target densities change at each iteration, so we do not explore this any further. Also notice that incorporating the Metropolis-Hastings correction can significantly deteriorate non-asymptotic convergence properties in imaging problems, leading a significant increase in computing times [34].

### 3.4 Implementation guidelines

We now provide some practical guidelines for implementing Algorithm 3. These recommendations do not seek to define optimal values for specific models, but rather to provide general rules that are simple and robust. For more details we encourage the reader to see Appendix B where we have included additional practical recommendations for implementing this methodology and explain the effect of each algorithm parameter and the criteria for selecting their values.

In Algorithm 3 we recommend using the following values: \( \lambda = 1 / L_y \), \( \gamma_n = 0.98 \times (L_y + 1/\lambda)^{-1} \) for any \( n \in \mathbb{N} \), \( \lambda' = \lambda \) and \( \gamma'_n = 0.98 \times \lambda \) for any \( n \in \mathbb{N} \). Regarding the choice of the sequence \( (\delta_n)_{n \in \mathbb{N}} \), a standard choice is given for any \( n \in \mathbb{N}^* \) by \( \delta_n = c_0 \eta^{-p} / d \) for some \( c_0 > 0 \) and \( p \in [0.6, 0.9] \). In our experiments we use \( p = 0.8 \). For \( c_0 \) we recommend, for the case where \( \theta \) is scalar, to start with \( c_0 = \theta_0^{-1} \) and then adjust if necessary. When \( \theta \) is not scalar, it might be better to use different scales for every component of \( \theta \). For more details on this topic, see Appendix B.1. Lastly, we recommend implementing the algorithm including a warm-up initialisation during which the MCMC kernels should run with a fixed value of \( \theta = \theta_0 \) for a certain number of warm-up iterations \( T_0 \).

### 3.5 Connections to hierarchical Bayesian approaches

As we mentioned earlier, the Bayesian framework provides two main paradigms to select \( \theta \) automatically: the empirical (already discussed in Section 3.1) and the hierarchical, which is currently the
predominant Bayesian approach in data science (see \cite{65, 64} for examples in imaging sciences). We now discuss connections between the two paradigms and stress advantages and disadvantages.

In the hierarchical Bayesian paradigm, $\theta$ is modelled as an additional unknown quantity and it is assigned a prior distribution $p(\theta)$. This leads to an augmented posterior given for any $\theta \in \Theta$ and $x \in \mathbb{R}^d$ by

$$p(x, \theta|y) = p(y|x, \theta)p(x|\theta)p(\theta)/p(y).$$

There are two main ways of employing this augmented posterior. The first, and most popular, is to remove $\theta$ from the model by marginalisation, followed by inference on $x|y$ with the marginal posterior given for any $x \in \mathbb{R}^d$ by

$$p(x|y) = \int_{\mathbb{R}^d} p(x, \theta|y)d\theta.$$  

The marginal posterior is then often used to perform minimum mean squared error (MMSE) estimation by computing

$$\hat{x}_{\text{MMSE}} = \int_{\mathbb{R}^d} \hat{x} p(\hat{x}|y) \, d\hat{x}.$$  

This can be achieved with a standard MCMC algorithm when $Z(\theta)$ is tractable, e.g. Gibbs sampling, or with specialised algorithm that allows circumventing the evaluation of $Z(\theta)$ at the expense of significant additional computational cost (see \cite{65} for details). For some specific models it is also possible to compute an approximate marginal MMSE solution by using a deterministic variational Bayesian algorithm (e.g., see \cite{7, 56}), but such algorithms have not yet been widely adopted because their implementation and performance remains very problem-specific. Alternatively, for the class of models considered in Section 3.2.1 one can also efficiently compute the marginal MAP estimator

$$\hat{x}_{\text{MAP}} \in \arg\min_{x \in \mathbb{R}^d} p(x|y),$$

by using the majorisation-minimisation algorithm proposed in \cite{64}.

In order to understand the connection between this hierarchical Bayesian approach and the empirical Bayesian strategy used in this paper it is useful to express $p(x|y)$ as follows

$$p(x|y) = \int_{\Theta} p(x|y, \bar{\theta})p(\bar{\theta}|y)d\bar{\theta},$$

where we observe that $x \mapsto p(x|y)$ is effectively a weighted average of all the posteriors $x \mapsto p(x|y, \theta)$ parametrised by $\theta \in \mathbb{R}^{d_{\theta}}$, with weights given by the marginal posterior $p(\theta|y)$, which represents the uncertainty in $\theta$ given the observed data $y$. If instead of $p(\theta|y)$ we perform the integration of $\theta \mapsto p(x|y, \theta)$ with respect to the Dirac distribution $\delta_{\theta_0}$, we obtain the empirical Bayesian pseudo-posterior $x \mapsto p(x|y, \theta_0)$ considered in this paper.

Note that in imaging problems the marginal posterior $p(\theta|y) \propto p(y|\theta)p(\theta)$ will be dominated by the marginal likelihood $p(y|\theta)$ because of the dimensionality of $y$. Therefore most of the mass of $p(\theta|y)$ will be close to $\theta_0$. As a result, we expect that both the hierarchical and the empirical approaches will deliver broadly similar results. For models that are correctly specified both strategies should perform well, and hierarchical Bayes should moderately outperform empirical Bayes as it is decision-theoretically optimal \cite{74}.

However, most imaging models are over-simplistic and hence somewhat misspecified. Our experiments suggest that in this case the empirical Bayesian approach can outperform the hierarchical one. More precisely, we practically observe that the marginal posterior $p(\theta|y)$ typically has its maximum at a good value for $\theta$, but struggles to concentrate and spreads its mass across a much wider range of values of $\theta$. Consequently, $\theta \mapsto p(\theta|y)$ fails to sufficiently penalise poor models, which are given too much weight in $x \mapsto p(x|y)$ as a result. In this situation, the pseudo-posterior $x \mapsto p(x|y, \theta_0)$ often delivers better inferences than the marginal posterior $x \mapsto p(x|y)$. In the context of inverse problems, this phenomenon is particularly clear in problems that are poorly conditioned and where the misspecification of the prior has a stronger effect on the inferences. This behaviour is observed in all the imaging problems reported in Section 5 and is particularly clear in the hyperspectral unmixing problem.

It is also worth mentioning at this point that there is another hierarchical Bayesian approach where $x$ and $\theta$ are estimated jointly from $y$, without marginalisation \cite{88, 64}. For example, one can perform joint MAP estimation

$$\left(\hat{x}_*, \hat{\theta}_* \right) = \arg\max_{x \in \mathbb{R}^d, \theta \in \Theta} p(x, \theta|y).$$
This strategy will generally produce mildly inferior results, except for the class of models considered in Section 3.2.1 where both hierarchical MAP estimation approaches [19] and [18] essentially produce the same results [64].

4 Analysis of the convergence properties

4.1 Notations and conventions

We denote by $B(0,R)$ and $\bar{B}(0,R)$ the open ball, respectively the closed ball, with radius $R$ in $\mathbb{R}^d$. Denote by $\mathcal{B}(\mathbb{R}^d)$ the Borel field of $\mathbb{R}^d$, $\mathcal{F}(\mathbb{R}^d)$ the set of all Borel measurable functions on $\mathbb{R}^d$ and for $f \in \mathcal{F}(\mathbb{R}^d)$, $\|f\|_{\infty} = \sup_{x \in \mathbb{R}^d} |f(x)|$. For $\mu$ a probability measure on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ and $f \in \mathcal{F}(\mathbb{R}^d)$ a $\mu$-integrable function, denote by $\mu(f)$ the integral of $f$ w.r.t. $\mu$. For $f \in \mathcal{F}(\mathbb{R}^d)$, the $V$-norm of $f$ is given by $\|f\|_V = \sup_{x \in \mathbb{R}^d} |f(x)|/V(x)$. Let $\xi$ be a finite signed measure on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. The $V$-total variation distance of $\xi$ is defined as

$$\|\xi\|_V = \sup_{f \in \mathcal{F}(\mathbb{R}^d), \|f\|_V \leq 1} \left| \int_{\mathbb{R}^d} f(x) d\xi(x) \right|.$$ 

If $V \equiv 1$, then $\| \cdot \|_V$ is the total variation norm on measures denoted by $\| \cdot \|_{TV}$.

Let $U$ be an open set of $\mathbb{R}^d$. We denote by $C^k(U, \mathbb{R}^{d\omega})$ the set of $\mathbb{R}^{d\omega}$-valued $k$-differentiable functions, respectively the set of compactly supported $\mathbb{R}^{d\omega}$-differentiable functions. $C^k(U)$ stands $C^k(U, \mathbb{R})$. Let $f : U \to \mathbb{R}$, we denote by $\nabla f$, the gradient of $f$ if it exists. $f$ is said to be $m$-convex with $m \geq 0$ if for all $x, y \in \mathbb{R}^d$ and $t \in [0, 1]$,

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - (m/2)t(1-t)\|x-y\|^2.$$

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. Denote by $\mu \ll \nu$ if $\mu$ is absolutely continuous w.r.t. $\nu$ and $d\mu/d\nu$ an associated density. Let $\mu, \nu$ be two probability measures on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. Define the Kullback-Leibler divergence of $\mu$ from $\nu$ by

$$\text{KL}(\mu || \nu) = \int_{\mathbb{R}^d} \frac{d\mu}{d\nu}(x) \log \left( \frac{d\mu}{d\nu}(x) \right) d\nu(x), \quad \text{if } \mu \ll \nu,$$

$$\text{otherwise.}$$

4.2 Main results

In this section we turn to the general optimisation problem of minimizing a function $f : \Theta \to \mathbb{R}$, with $\Theta \subset \mathbb{R}^{d_\Theta}$ with intractable gradients. This setting includes the problem of marginal maximum likelihood considered in [3]. In this case, $f(\theta) = -\log p(y|\theta)$. We consider the following assumptions on $f$ and $\Theta$.

**A1.** $\Theta$ is a convex compact set and $\Theta \subset \bar{B}(0, R_\Theta)$ with $R_\Theta > 0$.

**A2.** There exist an open set $U \subset \mathbb{R}^p$ and $L_f \geq 0$ such that $\Theta \subset U$, $f \in C^1(U, \mathbb{R})$ and satisfies for any $\theta_1, \theta_2 \in \Theta$

$$\| \nabla f(\theta_1) - \nabla f(\theta_2) \| \leq L_f \| \theta_1 - \theta_2 \|.$$

**A3.** For any $\theta \in \Theta$, there exist $H_\theta, H_\theta : \mathbb{R}^d \to \mathbb{R}^{d_\omega}$ and two probability distributions $\pi_\theta, \bar{\pi}_\theta$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ satisfying for any $\theta \in \Theta$

$$\nabla_\theta f(\theta) = \int_{\mathbb{R}^d} H_\theta(x) d\pi_\theta(x) + \int_{\mathbb{R}^d} \bar{H}_\theta(x) d\bar{\pi}_\theta(x).$$

In addition, $(\theta, x) \mapsto H_\theta(x)$ and $(\theta, x) \mapsto \bar{H}_\theta(x)$ are measurable.

Note that the last assumption covers the cases discussed in Section 3.2

1) if the regulariser $g$ is $\alpha$ positively homogeneous with $\alpha > 0$ and $d_\Theta = 1$, corresponding to Section 3.2.1 then for any $\theta \in \Theta$, $H_\theta = g$, $\bar{H}_\theta = -d/(\alpha \theta)$, $\pi_\theta$ is the probability measure with density w.r.t. the Lebesgue measure $x \mapsto p(x|y, \theta)$ and $\bar{\pi}_\theta$ is any probability measure ;
2) if the regulariser $g$ is separably positively homogeneous as in Section 3.2.2 then for any $\theta \in \Theta$, $H_0 = g$, $H_\theta = (-|A|/(\alpha_\theta y))_{1 \in \{1,\ldots,d_A\}}$, $\pi_\theta$ is the probability measure with density w.r.t. the Lebesgue measure $x \mapsto p(x,y,\theta)$ and $\tilde{\pi}_\theta$ is any probability measure ;

3) if the regulariser $g$ is inhomogeneous, corresponding to Section 3.2.3 then for any $\theta \in \Theta$, $H_\theta = H_0 = g$, $\pi_\theta$ and $\tilde{\pi}_\theta$ are the probability measures with density w.r.t. the Lebesgue measure $x \mapsto p(x,y,\theta)$ and $x \mapsto p(x \mid \theta)$ respectively.

We now specify the probability distributions we are interested in. Note that the following assumption encompasses a large class of variational formulations in Bayesian imaging.

**H1.** For any $\theta \in \Theta$, there exist $V_\theta, \tilde{V}_\theta, U_\theta, \tilde{U}_\theta : \mathbb{R}^d \to [0, +\infty)$ convex functions satisfying the following conditions.

(a) For any $\theta \in \Theta$ and $x \in \mathbb{R}^d$,

$$
\pi_\theta(x) \propto \exp \left( -V_\theta(x) - U_\theta(x) \right), \quad \tilde{\pi}_\theta(x) \propto \exp \left( -\tilde{V}_\theta(x) - \tilde{U}_\theta(x) \right),
$$

and

$$
\min \left( \inf_{\theta \in \Theta} \int_{\mathbb{R}^d} \exp \left( -V_\theta(\tilde{x}) - U_\theta(\tilde{x}) \right) d\tilde{x}, \quad \inf_{\theta \in \Theta} \int_{\mathbb{R}^d} \exp \left( -\tilde{V}_\theta(\tilde{x}) - \tilde{U}_\theta(\tilde{x}) \right) d\tilde{x} \right) > 0. \quad (20)
$$

(b) For any $\theta \in \Theta$, $V_\theta$ and $\tilde{V}_\theta$ are continuously differentiable and there exists $L \geq 0$ such that for any $\theta \in \Theta$ and $x, y \in \mathbb{R}^d$

$$
\max \left( \|\nabla_x V_\theta(x) - \nabla_x V_\theta(y)\|, \|\nabla_x \tilde{V}_\theta(x) - \nabla_x \tilde{V}_\theta(y)\| \right) \leq L \|x - y\|.
$$

In addition, there exist $R_{V,1}, R_{V,2} \geq 0$ such that for any $\theta \in \Theta$, there exist $x_0^\ast, \tilde{x}_0^\ast \in \mathbb{R}^d$ with $x_0^\ast \in \arg \min_{V_\theta} V_\theta$, $\tilde{x}_0^\ast \in \arg \min_{\tilde{V}_\theta} \tilde{V}_\theta$, $x_0^\ast, \tilde{x}_0^\ast \in \mathcal{B}(0, R_{V,1})$ and $V_\theta(x_0^\ast), \tilde{V}_\theta(\tilde{x}_0^\ast) \in \mathcal{B}(0, R_{V,2})$.

(c) There exists $M \geq 0$ such that for any $\theta \in \Theta$ and $x, y \in \mathbb{R}^d$

$$
\max \left( \|U_\theta(x) - U_\theta(y)\|, \|\tilde{U}_\theta(x) - \tilde{U}_\theta(y)\| \right) \leq M \|x - y\|.
$$

In addition, there exist $R_{U,1}, R_{U,2} \geq 0$ such that for any $\theta \in \Theta$, there exist $x_0^4, \tilde{x}_0^4 \in \mathbb{R}^d$ with $x_0^4 \in \mathcal{B}(0, R_{U,1})$ and $U_\theta(x_0^4), \tilde{U}_\theta(\tilde{x}_0^4) \in \mathcal{B}(0, R_{U,2})$.

Note that (20) in **H1** is satisfied if $\Theta$ is compact and the functions $\theta \mapsto \int_{\mathbb{R}^d} \exp \left( -V_\theta(\tilde{x}) - U_\theta(\tilde{x}) \right) d\tilde{x}$ and $\theta \mapsto \int_{\mathbb{R}^d} \exp \left( -\tilde{V}_\theta(\tilde{x}) - \tilde{U}_\theta(\tilde{x}) \right) d\tilde{x}$ are continuous. This latter condition can be then easily verified using the Lebesgue dominated convergence theorem and some assumptions on $\{V_\theta, \tilde{V}_\theta, U_\theta, \tilde{U}_\theta : \theta \in \Theta\}$. Note that if there exists $V : \mathbb{R}^d \to [0, +\infty)$ such that for any $\theta \in \Theta$, $V_\theta = V$ and there exists $x^\ast \in \mathbb{R}^d$ with $x^\ast \in \arg \min_{V_\theta} V$ then one can choose $x_0^\ast = x^\ast$ for any $\theta \in \Theta$ in **H1**. In this case, $R_{V,2} = 0$. Similarly if for any $\theta \in \Theta$, $U_\theta(0) = 0$ then one can choose $x_0^4 = 0$ in **H1** and in this case $R_{U,1} = R_{U,2} = 0$.

As emphasized in Section 3.2 we use a stochastic approximation approach to minimize $f$ and therefore need to consider Monte Carlo estimators for $\nabla \mathcal{L}(\theta)$ and $\theta \in \Theta$ based on two MCMC schemes targeting $\pi_\theta$ and $\tilde{\pi}_\theta$ respectively. Specifically, we consider two different but close MCMC methodologies to achieve such a task.

A first option, as proposed in Section 3.3, is to consider a Moreau-Yosida version of the Unadjusted Langevin Algorithm to sample from $\pi_\theta$ and $\tilde{\pi}_\theta$. Let $\kappa > 1/2$ and $\{R_{\gamma, \theta} : \gamma \in (0, \gamma], \theta \in \Theta\}$ be the family of kernels defined for any $x \in \mathbb{R}^d$, $\gamma \in (0, \gamma]$, $\theta \in \Theta$ and $A \in \mathcal{B}(\mathbb{R}^d)$ by

$$
R_{\gamma, \theta}(x, A) = (4\pi\gamma)^{-d/2} \int_A \exp \left( \|y - x + \gamma \nabla_x V_\theta(x) + \kappa^{-1} \left( x - \text{prox}_{U_\theta}(x) \right) \|^2 / (4\gamma) \right) dy. \quad (21)
$$

Consider also the family of Markov kernels $\{\tilde{R}_{\gamma, \theta} : \gamma \in (0, \gamma], \theta \in \Theta\}$ such that for any $\gamma \in (0, \gamma]$ and $\theta \in \Theta$, $\tilde{R}_{\gamma, \theta}$ is the Markov kernel defined by (21) but with $\tilde{U}_\theta$ and $V_\theta$ in place of $U_\theta$ and $V_\theta$ respectively.

We highlight that $\kappa$ is linked to $\Lambda$ in (16) in the following manner $\kappa = \lambda / \gamma$. In the previous section only MYULA kernels are considered, see (16) and (17). However, one can also use the following families of kernels, introduced in (31) and called Proximal Unadjusted Langevin Algorithm (PULA) in the
present document. Define the family \( \{S_{\gamma,\theta} : \gamma \in (0, \bar{\gamma}], \theta \in \Theta \} \), for any \( x \in \mathbb{R}^d, \gamma \in (0, \bar{\gamma}], \theta \in \Theta \) and \( A \in \mathcal{B}(\mathbb{R}^d) \) by

\[
S_{\gamma,\theta}(x, A) = (4\pi \gamma)^{-d/2} \int_A \exp\left( \frac{\| y - \text{prox}_{U_\theta}^{\gamma}(x) + \gamma \nabla x V_\theta(\text{prox}_{U_\theta}^{\gamma}(x)) \|^2}{(4\gamma)} \right) dy.
\]

Consider also the family of Markov kernels \( \{\bar{S}_{\gamma,\theta} : \gamma \in (0, \bar{\gamma}], \theta \in \Theta \} \) such that for any \( \gamma \in (0, \bar{\gamma}] \) and \( \theta \in \Theta, \bar{S}_{\gamma,\theta} \) is the Markov kernel defined by (22) but with \( U_\theta \) and \( V_\theta \) in place of \( U_{\theta,0} \) and \( V_{\theta,0} \) respectively.

Starting from \( (X^n_0, X^n_1) \in \mathbb{R}^d \times \mathbb{R}^d \) and \( \theta_0 \in \Theta \), we define on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), the sequence \( \{(X^n_k, X^n_k) : k \in \{0, \ldots, m_n\}\} \) by the following recursion for \( n \in \mathbb{N} \) and \( k \in \{0, \ldots, m_n-1\} \)

\[
(X^n_0)_{k \in \{0, \ldots, m_n\}} \text{ is a MC with kernel } K_{\gamma_n,\theta_n} \text{ and } X^n_0 = X^{n-1}_{m_n}, \text{ given } \mathcal{F}_{n-1},
\]

\[
(X^n_k)_{k \in \{0, \ldots, m_n\}} \text{ is a MC with kernel } \bar{K}_{\gamma_n,\theta_n} \text{ and } X^n_0 = X^{n-1}_{m_n}, \text{ given } \mathcal{F}_{n-1},
\]

\[
\theta_{n+1} = \Pi_\Theta \left[ \theta_n - \frac{\delta_{n+1}}{m_n} \sum_{k=1}^{m_n} \{H_{\theta_n}(X^n_k) + H_{\theta_n}(X^n_k)\} \right],
\]

where \( \{(K_{\gamma,\theta}, \bar{K}_{\gamma,\theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta \} = \{(R_{\gamma,\theta}, \bar{R}_{\gamma,\theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta \} \) or \( \{(S_{\gamma,\theta}, \bar{S}_{\gamma,\theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta \} \), \( (m_n)_{n \in \mathbb{N}} \in (\mathbb{N}^*)^\mathbb{N} \), \( \delta_n, \gamma_n, \gamma' > 0 \) for any \( n \in \mathbb{N} \), \( \Pi_\Theta \) is the projection onto \( \Theta \) and \( \mathcal{F}_n \) is defined as follows for all \( n \in \mathbb{N} \cup \{1\} \)

\[
\mathcal{F}_n = \sigma \left( \{X^n_0, X^n_k : k \in \{0, \ldots, m_n\} \} : \ell \in \{0, \ldots, n\} \right), \quad \mathcal{F}_{n-1} = \sigma (\theta_0, X^n_0, X^n_0).
\]

In order to analyse the sequence given by (23) we use the theoretical results derived in [26]. To this end, we impose that for any \( \gamma \in (0, \bar{\gamma}] \) and \( \theta \in \Theta \), the kernels \( K_{\gamma,\theta} \) and \( \bar{K}_{\gamma,\theta} \) admit an invariant probability distribution, denoted by \( \pi_{\gamma,\theta} \) and \( \bar{\pi}_{\gamma,\theta} \) respectively which are approximations of \( \pi_{\theta,0} \) and \( \bar{\pi}_{\theta,0} \) defined in A.3 and geometrically converge towards them. Under one of the following assumptions we show that MYULA and PULA satisfy this kind of condition.

**H2.** There exists \( m > 0 \) such that for any \( \theta \in \Theta \), \( V_\theta \) and \( \bar{V}_\theta \) are \( m \)-convex.

**H3.** There exist \( \eta > 0 \) and \( c \geq 0 \) such that for any \( \theta \in \Theta \) and \( x \in \mathbb{R}^d \), \( \min(U_\theta(x), \bar{U}_\theta(x)) \geq \eta \|x\| - c \).

Note that if \( \sup_{\theta \in \Theta} (\int_{\mathbb{R}^d} \exp[-U_\theta(\tilde{x})] \tilde{x} d\tilde{x}) < +\infty \), then H3 is automatically satisfied, as an immediate extension of [10] Lemma 2.2 (b)]. The following assumption ensures that the Markov kernels we consider are Lipschitz with respect to their parameters.

**H4.** There exist \( M_\theta > 0 \) and \( f_\theta \in C(\mathbb{R}_+, \mathbb{R}_+) \) such that for any \( \theta_1, \theta_2 \in \Theta, x \in \mathbb{R}^d \),

\[
\begin{align*}
\max \left( \| \nabla x V_{\theta_1}(x) - \nabla x V_{\theta_2}(x) \|, \| \nabla x \bar{V}_{\theta_1}(x) - \nabla x \bar{V}_{\theta_2}(x) \| \right) & \leq M_\theta \| \theta_1 - \theta_2 \| (1 + \|x\|), \\
\max \left( \| \nabla x U_{\theta_1}(x) - \nabla x U_{\theta_2}(x) \|, \| \nabla x \bar{U}_{\theta_1}(x) - \nabla x \bar{U}_{\theta_2}(x) \| \right) & \leq f_\theta(k) \| \theta_1 - \theta_2 \| (1 + \|x\|).
\end{align*}
\]

We now state our main results. In Theorem 1, we give sufficient conditions on the parameters of the algorithm under which the sequence \( (\theta_n)_{n \in \mathbb{N}} \) converges a.s., and we give explicit convergence rates in Theorem 2. Consider for any \( m \in \mathbb{N}^* \) and \( \alpha > 0 \), the two functions \( W_m \) and \( W_\alpha \) given for any \( x \in \mathbb{R}^d \) by

\[
W_m(x) = 1 + \|x\|^{2m}, \quad W_\alpha = \exp \left[ \alpha \sqrt{1 + \|x\|^2} \right].
\]

**Theorem 1.** Assume A.1 A.2 A.3 and that \( f \) is convex. Let \( \kappa > 1/2 \). Assume H1 and one of the following condition:

(a) \( H_2 \) holds, \( \bar{\gamma} < \min(2/(m + L), (2 - 1/\kappa)/L, L^{-1}) \) and there exists \( m \in \mathbb{N}^* \) and \( C_m \geq 0 \) such that for any \( \theta \in \Theta \) and \( x \in \mathbb{R}^d \), \( \|H_{\theta}(x)\| \leq C_m W_\alpha^{1/4}(x) \) and \( \|\bar{H}_{\theta}(x)\| \leq C_m W_\alpha^{1/4}(x) \).

(b) \( H_3 \) holds, \( \bar{\gamma} < \min((2 - 1/\kappa)/L, \eta/(2M L), L^{-1}) \) and there exists \( 0 < \alpha < \eta/4 \), \( C_\alpha \geq 0 \) such that for any \( \theta \in \Theta \) and \( x \in \mathbb{R}^d \), \( \|H_{\theta}(x)\| \leq C_\alpha W^{1/4}_\alpha(x) \) and \( \|\bar{H}_{\theta}(x)\| \leq C_\alpha W^{1/4}(x) \).

Let \( (\gamma_n)_{n \in \mathbb{N}} \), \( (\delta_n)_{n \in \mathbb{N}} \) be sequences of non-increasing positive real numbers and \( (m_n)_{n \in \mathbb{N}} \) be a sequence of non-decreasing positive integers satisfying \( \delta_0 < 1/L \) and \( \gamma_0 < \bar{\gamma} \). Let \( \{(X^n_0, X^n_k) : k \in \{0, \ldots, m_n\}\}, \theta_n \in \Theta \) be given by (23). In addition, assume that \( \sum_{n=0}^{+\infty} \delta_{n+1} = +\infty, \sum_{n=0}^{+\infty} \delta_{n+1} \gamma_{n+1}^{1/2} < +\infty \) and that one of the following condition holds:
(1) \( \sum_{n=0}^{\infty} \delta_{n+1} / (m_n \gamma_n) < +\infty \)

(2) \( m_n = m_0 \in \mathbb{N}^* \) for all \( n \in \mathbb{N} \), \( \sup_{n \in \mathbb{N}} |\delta_{n+1} - \delta_n| \delta_n^{-2} < +\infty \). \( \text{H4} \) holds and we have \( \sum_{n=0}^{\infty} \delta_{n+1}^2 / \gamma_n^2 < +\infty \), \( \sum_{n=0}^{\infty} \delta_{n+1} \gamma_n - \gamma_{n+1} / (\gamma_n - \gamma_{n+1})^{1/2} < +\infty \).

Then \( (\theta_n)_{n \in \mathbb{N}} \) converges a.s. to some \( \theta_\ast \in \arg \min_{\theta} f \). Furthermore, a.s. there exists \( C \geq 0 \) such that for any \( n \in \mathbb{N}^* \)

\[
\left\{ \frac{n}{k=1} \frac{\delta_k f(\theta_k)}{\sum_{k=1}^{n} \delta_k} \right\} - \min_{\theta} f \leq C \left/ \left( \sum_{k=1}^{n} \delta_k \right) \right. \]

Proof. The proof is postponed to \( \text{Appendix D} \). \( \square \)

These results are similar to the ones identified in \( \cite{80} \), Theorem 1, Theorem 5, Theorem 6] for the Stochastic Optimization with Unadjusted Langevin (SOUL) algorithm. Note that in SOUL the potential is assumed to be differentiable and the sampler is given by ULA, whereas in Theorem 1 the results are stated for PULA and MYULA samplers. As announced in \( \cite{47} \), quantitative bounds can be derived in the non convex case. However, we leave it as a future study to extend our results to the case where \( f \) is non convex.

Assume that \( \delta_n \sim n^{-a} \), \( \gamma_n \sim n^{-b} \) and \( m_n \sim n^{-c} \) with \( a,b,c \geq 0 \). We now distinguish two cases depending on if for all \( n \in \mathbb{N} \), \( m_n = m_0 \in \mathbb{N}^* \) (fixed batch size) or not (increasing batch size).

1) In the increasing batch size case, Theorem 1 ensures that \( (\theta_n)_{n \in \mathbb{N}} \) converges if the following inequalities are satisfied

\[
a + b/2 > 1 \ , \quad a - b + c > 1 \ , \quad a \leq 1 \ . \quad (24)
\]

Note in particular that \( c > 0 \), i.e. the number of Markov chain iterates required to compute the estimator of the gradient increases at each step. However, for any \( a \in [0,1] \) there exist \( b,c > 0 \) such that \( (24) \) is satisfied. In the special setting where \( \delta_n = 0 \) then for any \( \varepsilon_2 > \varepsilon_1 > 0 \) such that \( b = 2 + \varepsilon_1 \) and \( c = 3 + \varepsilon_2 \) satisfy the results of \( (24) \) hold.

2) In the fixed batch size case, which implies that \( c = 0 \), Theorem 1 ensures that \( (\theta_n)_{n \in \mathbb{N}} \) converges if the following inequalities are satisfied

\[
a + b/2 > 1 \ , \quad 2(a - b) > 1 \ , \quad a + (b + 1)/2 - 5b/2 > 1 \quad a \leq 1 \ ,
\]

which can be rewritten as

\[
b \in (2(a - 1),\min(a - 1/2,a/2 - 1/4)) \ , \quad a \in [0,1] \ .
\]

The interval \( (2(a - 1),\min(a - 1/2,a/2 - 1/4)) \) is then not empty if and only if \( a \in (9/10,1] \).

**Theorem 2.** Assume \( \text{A1} \), \( \text{A2} \), \( \text{A3} \) and that \( f \) is convex. Let \( \kappa > 1/2 \). Assume \( \text{H1} \) and that the condition \( (a) \) or \( (b) \) in Theorem 1 is satisfied. Let \( (\gamma_n)_{n \in \mathbb{N}}, (\delta_n)_{n \in \mathbb{N}} \) be sequences of non-increasing positive real numbers and \( (m_n)_{n \in \mathbb{N}} \) be a sequence of non-decreasing positive integers satisfying \( \delta_0 < 1/L_f \) and \( \gamma_0 < \gamma \). Let \( \{(X^n_k,\tilde{X}^n_k) : k \in \{0,\ldots,m^n\}\}, \theta_n \}_{n \in \mathbb{N}} \) be given by \( (23) \)

\[
E \left[ \left\{ \frac{n}{k=1} \frac{\delta_k f(\theta_k)}{\sum_{k=1}^{n} \delta_k} \right\} - \min_{\theta} f \right] \leq E_n \left/ \left( \sum_{k=1}^{n} \delta_k \right) \right. \ ,
\]

where

(a)

\[
E_n = C_1 \left\{ 1 + \sum_{k=0}^{n-1} \delta_{k+1} \gamma_k^{1/2} + \sum_{k=0}^{n-1} \delta_{k+1} / (m_k \gamma_k) + \sum_{k=0}^{n-1} \delta_{k+1}^2 / (m_k \gamma_k)^2 \right\} \ . \quad (25)
\]

(b) or if \( m_n = m_0 \) for all \( n \in \mathbb{N} \), \( \sup_{n \in \mathbb{N}} |\delta_{n+1} - \delta_n| \delta_n^{-2} < +\infty \) and \( \text{H4} \) holds

\[
E_n = C_2 \left\{ 1 + \sum_{k=0}^{n-1} \delta_{k+1} \gamma_k^{1/2} + \sum_{k=0}^{n-1} \delta_{k+1}^2 / \gamma_k^2 + \sum_{k=0}^{n-1} \delta_{k+1} \gamma_k - \gamma_{k+1} / (\gamma_k - \gamma_{k+1})^{1/2} \right\} \ . \quad (26)
\]
Therefore, using (25) we obtain that

\[
\lim_{n \to +\infty} \left[ \left( \sum_{k=1}^{n} \delta_k / m_k \right) / \left( \sum_{k=1}^{n} \delta_k \right) \right] = \lim_{n \to +\infty} 1 / m_n = 0 ;
\]

\[
\lim_{n \to +\infty} \left[ \left( \sum_{k=1}^{n} \delta_k^2 / \sum_{k=1}^{n} \delta_k \right) \right] = \lim_{n \to +\infty} \delta_n = 0 .
\]

Therefore, using (25) we obtain that

\[
\lim_{n \to +\infty} \mathbb{E} \left[ \left\{ \sum_{k=1}^{n} \delta_k f(\theta_k) / \sum_{k=1}^{n} \delta_k \right\} - \min f \right] \leq C_1 \gamma_0 .
\]

Similarly, if the stepsize is fixed and the number of Markov chain iterates is fixed, \textit{i.e.}, for all \( n \in \mathbb{N} \), \( \gamma_n = \gamma_0 \) and \( m_n = m_0 \) with \( \gamma_0 > 0 \) and \( m_0 \in \mathbb{N}^* \), combining (26) and (27) we obtain that

\[
\lim_{n \to +\infty} \mathbb{E} \left[ \left\{ \sum_{k=1}^{n} \delta_k f(\theta_k) / \sum_{k=1}^{n} \delta_k \right\} - \min f \right] \leq C_2 \gamma_0 .
\]

\section{5 Numerical experiments}

In this section we validate the proposed methodology with a range of imaging inverse problems, which we have selected to illustrate a variety of observation models and regularisation functions. The first experiment, presented in \textbf{Section 5.1}, is carried out using synthetic images for which the exact generative statistical model is known, as this allows assessing the performance of the proposed method in a case where the regularisation parameter has a true value, and where there is no model misspecification. Following on from this, in \textbf{Section 5.2} we demonstrate the method by estimating a scalar-valued regularisation parameter in a non-blind image deconvolution model with different kinds of prior distributions, such as total variation and \( \ell_1 \)-wavelet priors. This allows comparing our method to some state-of-the-art approaches that are limited to scalar-valued regularisation parameters. This is then followed by two challenging problems involving multivariate regularisation parameters. In particular, in \textbf{Section 5.3} we apply our method to a sparse hyperspectral unmixing problem combining an \( \ell_1 \) and a total variation regularisation, and where we report comparisons with the hierarchical Bayesian approach of \cite{64}. Lastly, in \textbf{Section 5.4} we apply our method to a total generalised variation denoising model that has two unknown regularisation parameters exhibiting strong dependencies, and which requires using \textbf{Algorithm 3} with two parallel Markov chains.

In all the experiments we first compute \( \theta_N \), see (11), and then calculate a MAP estimator using the empirical Bayesian posterior \( x \mapsto p(x|y, \theta_N) \) by convex optimisation (solver details are provided in each experiment). All experiments were conducted on an Intel i9-8950HK@2.90GHz workstation running Matlab R2018a.

\subsection{5.1 Performance on synthetic images - denoising}

We first demonstrate the performance of the algorithm on a very simple image denoising problem, where we work with synthetic test images to have access to the true value of the regularisation parameter. We consider a wavelet-based image denoising under a synthesis formulation where we assume that the coefficients \( x \) of the true image in an orthogonal 4-level Haar basis follow a Laplace distribution. That is the model (3) is given for any \( x \in \mathbb{R}^d \) by \( f_x(x) = \|y - \Psi x\|_2^2 / (2\sigma^2) \) and \( g(x) = \|x\|_1 \). In our experiments, \( y \) has dimension \( d_y = 256 \times 256 \) pixels, and we set \( \theta = 1 \) to generate the synthetic test images. The variance of the added noise \( \sigma^2 \) is chosen for every case such that the signal-to-noise-ratio (SNR) is 20 dB, 30 dB, or 40 dB. In all cases we compute the empirical Bayes estimator \( \bar{\theta}_N \) by implementing \textbf{Algorithm 1} using the MYULA kernel (16).

To study the statistical behaviour of the method, we repeat each experiment 500 times by generating 500 random observations \( y \), each one coming from a different random \( x \); then, for every
observation $y$, we estimate $\tilde{\theta}_N$. Figure 2 shows the histograms obtained from the 500 estimated $\bar{\theta}_N$ values for each experiment (20 dB, 30 dB, and 40 dB). For completeness, we also present in Figure 2 one example of a generated sequence of iterates $(\theta_n)_{n \in \mathbb{N}}$ for each experiment. Observe that the estimation error is close to Gaussian and close to the true value of the regularisation parameter, as expected for a maximum likelihood estimator. The algorithm converges in approximately 15 iterations, possibly with some very small bias of the order of 0.1%.

![Histograms of the estimated $\bar{\theta}_N$ for 500 repetitions and evolution of the iterates $(\theta_n)_{n \in \mathbb{N}}$. Results for SNR of 20 dB, 30 dB and 40 dB.](image)

**Figure 2**: Denoising with synthesis-$\ell_1$ prior. Histograms of the estimated $\bar{\theta}_N$ for 500 repetitions and evolution of the iterates $(\theta_n)_{n \in \mathbb{N}}$. Results for SNR of 20 dB, 30 dB and 40 dB.

### 5.2 Non-blind natural image deconvolution

We now illustrate the proposed methodology with an application to image deblurring using two different kinds of prior distributions: the total variation (TV) prior and a wavelet-based synthesis-$\ell_1$ prior. For comparison, we also report the results obtained with SUGAR [27] (only when using a TV prior), joint MAP estimation [64], discrepancy principle [36, 60], and by using the oracle value $\theta^\dagger$ that minimises the estimation mean squared error (MSE), i.e.

$$\theta^\dagger = \arg \min_{\theta \in \Theta} \left\{ \| x^0 - \arg \max_{x \in \mathbb{R}^d} p(x|y, \theta) \|_2 \right\},$$

where $x^0$ is the ground-truth. We want to highlight that carrying out such a comparison is not a trivial task because some algorithms are solver-dependent while some others are completely independent of the solver used to compute the MAP estimator. For this reason the comparison was done with extreme care, and we include a detailed explanation of how we compare the results in Appendix C.

In non-blind image deblurring, the aim is to recover an unknown image $x \in \mathbb{R}^d$ from a blurred and noisy observation $y = Ax + w$, where $A \in \mathbb{R}^d \times \mathbb{R}^d$ is a blur matrix, and $w$ is a $d$-dimensional Gaussian random variable with zero mean and covariance matrix $\sigma I_d$ with $\sigma > 0$. In our experiments, $x$ and $y$ are of size $d = 512 \times 512$ pixels, $A$ implements a known circulant uniform blur of size $9 \times 9$ pixels, and...
\( \sigma^2 \) is chosen such that the blurred signal-to-noise-ratio (SNR) is 20 dB, 30 dB, or 40 dB. We perform all experiments on ten standard test images (barbara, boat, bridge, flintstones, goldhill, lake, lena, man, mandrill and wheel).

For each image, noise level, and \( \theta \) selection method, we first obtain an estimate for \( \theta \) and then use it to compute the MAP estimator \( \hat{x}_{\text{MAP}} \) (given by (4)). In the case of the joint MAP method \([63]\), we carry out joint MAP estimation of \( \theta \) and \( \hat{x}_{\text{MAP}} \). We compute the MAP estimator by using a highly efficient proximal convex optimisation algorithm, SALSA \([1]\), which is an instance of Alternative Direction Method of Multipliers (ADMM). We then assess the resulting performance by computing the MSE between the MAP estimator and the ground truth.

### 5.2.1 Deconvolution with Total Variation prior

In this experiment we use model (3) where for any \( x \in \mathbb{R}^d \) we have \( f_y(x) = \|y - Ax\|^2 / 2\sigma^2 \), \( g(x) = \text{TV}(x) \), and follow the previously explained procedure. Here \( \text{TV}(x) \) is the isotropic total variation pseudo-norm given by \( \text{TV}(x) = \sum_i \sqrt{(\Delta^x_i)^2 + (\Delta^y_i)^2} \) where \( \Delta^x_i \) and \( \Delta^y_i \) denote horizontal and vertical first-order local difference operators. To compute \( \bar{\theta}_N \) we use Algorithm 1. The prior associated with the total variation pseudonorm is not proper, therefore the effective dimension is \( d - 1 \). We evaluated the proximal operator of \( \text{TV}(x) \) using the primal-dual algorithm from \([20]\) with 25 iterations.

The algorithm parameters are chosen following the recommendations provided in Appendix B.1 we consider 300 warm-up iterations and set \( \theta_0 = 0.01 \), \( X_0 = y \), \( \delta_n = 0.1 \times n^{-0.8} / d \) for any \( n \in \mathbb{N}^\ast \), and we set \( \lambda = \min (5L^{-1}, \lambda_{\text{max}}) \) with \( \lambda_{\text{max}} = 2 \) and \( L = (0.99 / \sigma)^2 \). Since the algorithm converges rapidly, the first 25 values of \( (\bar{\theta}_n)_{n \in \mathbb{N}} \) are discarded before taking the average, that is, we consider for any \( N_0 = 25 \) and for any \( N \in \mathbb{N} \) with \( N \geq N_0 \)

\[
\bar{\theta}_N = (N - N_0)^{-1} \sum_{i=N_0}^{N-1} \theta_i. \tag{28}
\]

In addition, instead of setting a fixed number of iterations, we stop the algorithm when the relative change \( |\bar{\theta}_{N+1} - \bar{\theta}_N| \) is smaller than \( 10^{-3} \). It would be possible to use a tolerance of \( 10^{-5} \) and get a slight improvement of the MSE \((< 0.02 \text{ dB})\), but this would lead to computing times that are five times longer. We use SALSA with the following parameters: \( \text{inneriters} = 1 \), \( \text{outeriters} = 500 \), \( \text{tol} = 10^{-5} \) and \( \text{mu} = \bar{\theta}_N / 10 \).

For illustration, Figure 3 shows the results obtained for two of the test images (man and goldhill) using the proposed method. The displayed images correspond to the 30 dB SNR setup. In Figure 4 we compare the MAP estimates obtained by using each of the considered methods. In this case we display a close-up on man and goldhill selecting a region that contains fine details and sharp edges. In Figure 5 and Figure 6 we provide further details for the same two images, showing a plot of the MSE obtained with each method and the evolution of the iterates \( (\theta_n)_{n \in \mathbb{N}} \) for the empirical Bayesian method.

Observe in Figure 5 that the proposed empirical Bayesian algorithm yields close-to-optimal results, both for high and low SNR values. The method based on the discrepancy principle and the hierarchical Bayesian method overestimate the amount of regularisation required. Conversely, SUGAR underestimates \( \theta \) (this can also be observed in the recovered image in Figure 4(f), where the MAP estimate presents some ringing artefacts due to high-frequency noise amplification); this is in agreement with the results reported in \([55]\).

Table 1 reports the average MSE values and average computing times obtained for each method. We can see that the proposed method performs close to the oracle performance, generally outperforming the other approaches from the state of the art with very competitive computing times. In particular, observe that the proposed method performs remarkably for all SNR values. At high SNR values \((40 \text{ dB})\) discrepancy principle and joint MAP \([63]\) perform similarly, whereas for low SNR values \((20 \text{ dB})\) discrepancy principle outperforms joint MAP. Also, SUGAR performs well for low SNR, but fails to find good values of \( \theta \) when the SNR is higher. This might be due to the fact that SUGAR minimises a surrogate of the MSE that works well for denoising but degrades in problems that are ill-posed or ill-conditioned. We emphasise at this point that the exact computing times of each algorithm depend on the specific stopping criteria and implementation details, so rather than claiming that one method is faster than the others, what we wish to illustrate is that the computing times are all within the same order of magnitude, with SUGAR being moderately slower for this particular experiment. As we mentioned before, if we had selected a tolerance of \( 10^{-5} \) to stop our algorithm, the computing
Figure 3: Deblurring with TV prior for man and goldhill test images: (a) blurred and noisy (SNR=30 dB) observation $y$, (b) MAP estimator obtained using $\hat{\theta}_N$ computed with empirical Bayes.

Figure 4: Deblurring with TV prior. Close-up on man and goldhill test images: (a) True image $x$, (b) blurred and noisy (SNR=30 dB) observation $y$, (c)-(f) MAP estimators obtained through empirical Bayes, hierarchical Bayes, discrepancy principle and SUGAR methods respectively.

times would have increased with almost negligible changes in the MSE. Also note that we compute the optimal $\theta$ for the discrepancy principle method by continuation, but one could also use a different
Figure 5: Deblurring with TV prior. Mean squared error (MSE) obtained for (a) man and (b) goldhill for different values of $\theta$. We compare the values obtained with empirical Bayes, discrepancy principle, hierarchical Bayes, SUGAR, and the optimal value $\theta^*_t$ that minimizes the MSE.

Figure 6: Deblurring with TV prior. Evolution of the sequence of iterates $(\theta_n)_{n \in \mathbb{N}}$ for the proposed method for man and goldhill test images (SNR=30 dB).

proximal splitting strategy (see [24] for instance).

| Method | SNR=20 dB | SNR=30 dB | SNR=40 dB |
|--------|-----------|-----------|-----------|
|        | MSE Time  | MSE Time  | MSE Time  |
| $\theta_t$ | 23.29 | 21.96 | 19.06 |
| E.B.    | 23.50 0.84 | 21.46 0.85 | 19.24 0.85 |
| D.P.    | 23.73 0.70 | 21.87 1.52 | 19.78 3.92 |
| H.B.    | 25.07 0.58 | 22.84 1.27 | 19.84 3.27 |
| SUGAR   | 23.66 3.64 | 23.16 5.00 | 23.05 5.63 |

Table 1: Deblurring with TV prior. (a) Table with average mean squared error obtained for ten images with different algorithms. Average execution times expressed in minutes. In (b) we summarize the content of the table and show the standard deviation with error bars.
5.2.2 Wavelet deconvolution with synthesis prior

We now consider image deblurring under a wavelet synthesis formulation, where we assume that \( x \in \mathbb{R}^d \) represents the unknown image in an redundant 4-level Haar wavelet representation \( \Psi \), with dimension \( d = 10 \times d_y = 10 \times 512 \times 512 \) coefficients. We assume a Laplace prior on the elements of \( x \) with unknown parameter \( \theta \). Accordingly, the posterior is of the form (3) with 
\[
    f_y(x) = \| y - A \Psi x \|^2_2/(2\sigma^2), \\
    g(x) = \|x\|_1.
\]
To obtain solutions we map \( x \) to pixel domain by computing \( \Psi^\top x \).

To compute \( \bar{\theta}_N \) we use Algorithm 1. The algorithm parameters are chosen following the recommendations provided in Appendix B.1; we do not consider any warm-up iterations, and set \( \theta_0 = 0 \).

\[
    X_0 = y, \quad \delta_n = 10 \times n^{-0.8}/d, \quad \lambda = \min(5L^{-1}, \lambda_{\text{max}}) \quad \text{with} \quad \lambda_{\text{max}} = 2 \quad \text{and} \quad L = (0.98/\sigma)^2.
\]
We use the same stopping criteria as in the previous experiment and we consider two different tolerance levels: i) we stop the algorithm when the relative change \( |\theta_{N+1} - \theta_N| \) is smaller than \( 10^{-4} \), and ii) when the relative change is smaller than \( 10^{-3} \). As in the previous experiment, we skip the first 20 iterations before computing the average \( \bar{\theta}_N \). To compute the MAP estimate we use SALSA with the following parameters: \( \text{inneriters} = 1, \text{outeriters} = 1000, \text{tol} = 10^{-5} \) and \( \text{mu} = \theta_N \).

Figure 7: Wavelet deconvolution with synthesis-\( \ell_1 \) prior for boat and mandrill test images: (a),(c) blurred and noisy (SNR=20 dB) observation \( y \), (b),(d) MAP estimator obtained with empirical Bayes.

In Figure 7 we show the results obtained for two of the test images (boat and mandrill) using the proposed method. The displayed images correspond to the 20 dB SNR setup. In Figure 8 we provide further details for the boat image, showing the evolution of the iterates \( (\theta_n)_{n \in \mathbb{N}} \) and the relative differences on its running average value \( (\bar{\theta}_N)_{N \in \mathbb{N}} \) throughout iterations.

In Figure 9 we compare the results obtained by using each of the considered methods, showing a close-up on an image region that contains fine details and sharp edges. Figure 10 shows a plot of the MSE obtained with each method for the same two test images. Table 2 shows the average MSE values and average computing times obtained for each method.
Figure 9: Wavelet deconvolution with synthesis-$\ell_1$ prior. Close-up on boat and mandrill images: (a) True image, (b) blurred and noisy (SNR=20 dB) observation $y$, (c)-(f) MAP estimators obtained with Empirical Bayes (tol. $10^{-4}$ and $10^{-3}$), hierarchical Bayes and discrepancy principle respectively.

Figure 10: Wavelet deconvolution with synthesis-$\ell_1$ prior - Mean squared error (MSE) obtained for (a) boat and (b) mandrill for different values of $\theta$. We compare the values obtained with empirical Bayes with tolerance $10^{-4}$, discrepancy principle, hierarchical Bayes, and the optimal value $\theta^\star$.

We observe once again that the empirical Bayesian method achieves the best results for all SNR values and is very close to the oracle performance. Reducing the tolerance leads to a small improvement in MSE, at the expense of a higher computing time. The discrepancy principle consistently overestimates the parameter leading to over-smoothed solutions.

| Method | SNR=20 dB | SNR=30 dB | SNR=40 dB |
|--------|-----------|-----------|-----------|
|        | MSE       | Time      | MSE       | Time      | MSE       | Time      |
| $\theta^\star$ | 24.23     | 22.70     | 20.56     |           |           |           |
| tol $10^{-4}$ E.B. | 24.40     | 4.48      | 22.80     | 3.59      | 20.70     | 2.44      |
| tol $10^{-3}$ E.B. | 24.70     | 0.36      | 22.90     | 0.25      | 20.80     | 0.09      |
| D.P.    | 25.09     | 13.93     | 23.57     | 28.64     | 21.38     | 61.03     |
| H.B.    | 25.01     | 11.61     | 23.23     | 23.87     | 20.89     | 50.86     |

Table 2: Wavelet deconvolution with synthesis-$\ell_1$ prior. (a) Table with average mean squared error obtained for ten images with different algorithms. Average execution times expressed in minutes. (b) summarises the content of the table and shows the standard deviation with error bars.
For high SNR values, both Bayesian methods attain similar values of MSE, but the proposed empirical Bayes methodology is five times faster. We want to point out that these general conclusions depend a lot on the parameters used for the solver of the MAP estimation problem (in this case SALSA [1]). We included a detailed analysis of this in Appendix C.

5.3 Hyperspectral Unmixing with TV-SUnSAL

Hyperspectral sensors acquire hundreds of narrow band spectral images in different frequency bands. These images are collected in a three-dimensional hyperspectral data cube for processing and analysis. Although the spectral resolution is high, the spatial resolution is usually low, leading to the existence of “mixed” spectra in the acquired image pixels [44]. Hyperspectral unmixing is a source separation problem that aims at decomposing each mixed pixel into its constituent spectra (the so-called end-members) and their corresponding fractional abundances or proportions. This is normally done under the assumption of a linear mixing model [79]. In particular, linear unmixing techniques assume the availability of a library of spectral signatures and use the following model:

\[ y = Ax + w \]

where \( y \in \mathbb{R}^{d_x \times d_y} \) is the hyperspectral image with \( d_x \) frequency channels and \( d_y \) pixels; \( x \in \mathbb{R}^{d_x \times d_y} \) is the fractional abundance matrix compatible with the library \( A \in \mathbb{R}^{d_x \times d_y} \) containing the pure spectral signatures for \( d_x \) different materials; and \( w \) is a \( d_x \times d_y \) Gaussian random variables with zero mean and covariance matrix \( \sigma^2 \text{Id} \) and \( \sigma > 0 \). In [44], the unmixing problem is solved by using the regulariser \( g \) given for any \( x \in \mathbb{R}^{d_x \times d_y} \) by

\[ g(x) = (\text{TV}(x), \|x\|_1) \quad \text{s.t.} \quad x \geq 0, \]

which is associated with a two dimensional regularisation parameter \( \theta = (\theta^\text{TV}, \theta^1) \in \mathbb{R}^2 \). \( \theta^\text{TV} \in \mathbb{R} \) controls the spatial cohesion of the objects, and \( \theta^1 \in \mathbb{R} \) enforces sparsity on \( x \). In this experiment, \( \text{TV} \) is the vectorial isotropic total variation pseudo-norm given for any \( x \in \mathbb{R}^{d_x \times d_y} \) by

\[ \text{TV}(x) = \sum_{i=1}^{d_y} \sum_{j \in V_i} \|x_i - x_j\|_1, \]

where for any \( i \in \{1, \ldots, d_y\} \), \( x_i \in \mathbb{R}^{d_x} \) denotes the \( i \)-th image pixel and \( V_i \) its vertical and horizontal neighbour pixels.

Although this regulariser is not separable and we would therefore have to use Algorithm 3 with two MCMC chains, we can use a pseudo-likelihood approximation estimate \( \theta \) using a single MCMC chain together with the expression of \( \nabla x \log Z(\theta) \) for the homogeneous case. In this way we can achieve highly competitive computing times as well as compare our results with the hierarchical Bayesian method from [64], which we would otherwise not be able to apply to this problem.

More precisely, we consider \( [\partial \log Z/\partial \theta^1](\theta) = d/\theta^1 \) and \( [\partial \log Z/\partial \theta^{TV}](\theta) = d/\theta^{TV} \). Although \( x \mapsto \text{TV}(x) \) and \( x \mapsto \|x\|_1 \) are not acting on independent subsets of \( x \), we have empirically observed that this provides a good approximation and delivers excellent results.

We consider the experiment A-Simulated Data Sets case 1) Simulated Data Cube 1 presented in [44] Section 4), particularly the case where \( w \) is a white Gaussian noise. In this experiment a synthetic hyperspectral image is generated by using five randomly selected spectral signatures. The image has \( d_y = 75 \times 75 = 5625 \) pixels and \( d_x = 224 \) frequency bands per pixel. For full details see [44]. We follow the exact same procedure as presented there, except for a modification in the spectral signature dictionary \( A \). In [44] they consider a dictionary \( A \in \mathbb{R}^{224 \times 240} \), which is a library generated from a random selection of 240 materials from the USGS library [77]. Here we consider a simplified version where we only select \( d_x = 12 \) random materials, thus having \( A \in \mathbb{R}^{224 \times 12} \). Out of these 12 materials, only 5 are present in the synthetic image. The synthetic fractional abundances \( x^0 \) are displayed in the first row of Figure 11 (only the 5 present end-members are shown)

We use the proposed algorithm to estimate \( \theta^{TV} \) and \( \theta^1 \) for this setup using Algorithm 2 under three different noise levels: we consider a SNR of 20 dB, 30 dB and 40 dB. For comparison, we also report the results obtained with the joint MAP method from [64] and by using the oracle value \( \theta^1 \) that maximises the estimation signal-to-reconstruction-error (SRE) given by \( \|x^0\|_2^2/\|x^0 - \hat{x}_{\text{MAP}}\|_2^2 \).

\[ \text{Available online: http://speclab.cr.usgs.gov/spectral.lib06} \]
We evaluated the proximal operator of $x \mapsto \theta^{TV}(x) + \theta^1 \|x\|_1$ using SUnSAL solver from \cite{44} with 20 iterations. We address the positivity constraint separately by using its Moreau-Yosida envelope (14), leading to the additional term $x \mapsto (x - \Pi_+(x))/\lambda$ where $\Pi_+$ is the projection operator onto $[0, +\infty)^d \times [0, +\infty)^d$, and $\lambda$ is the same smoothing parameter used for the other proximal operators. To speed up the convergence, we use a gradient preconditioning technique explained in Appendix B.4. Since we use the preconditioned gradient of $f_y$ instead of the gradient of $f_y$, the Lipschitz constant becomes $L = 1/\sigma^2$. The algorithm parameters are chosen following the recommendations provided in Appendix B.1; we set $\theta^1_0 = 10$, $\theta^{TV}_0 = 10$, we initialised $X_0$ using the pseudo-inverse of $A$ and projecting on the space of positive matrices. In addition, we perform 200 warm-up iterations and set for any $n \in \mathbb{N}$, $\delta_n = n^{-0.8}/(dpd_m)$.

Special care was taken when setting $\gamma > 0$ and $\lambda > 0$ due to the preconditioning. We set $\gamma_n = 1/(L + 2/\lambda)$ for any $n \in \mathbb{N}$ and $\lambda = 0.9 \times \lambda_A/L$, where $\lambda_A$ is the largest eigenvalue of $(A^T A)^{-1}$. We run the algorithm for 50 iterations and compute $(\bar{\theta}_N)_{N \in \mathbb{N}}$ as defined in (28) with $N_0 = 30$.

In Figure 11, we display the MAP recovery of the synthetic fractional abundances using the estimated values of $\theta^{TV}$ and $\theta^1$ with the SunSAL solver for SNR=30 dB.

![Figure 11: Hyperspectral Unmixing - Synthetic fractional abundances for 5 end-members. Original and MAP estimates for SNR=30 dB using the empirical Bayes posterior (7).](image)

Figure 12 shows the evolution of the iterates $(\theta^1_n)_{n \in \mathbb{N}}$ and $(\theta^{TV}_n)_{n \in \mathbb{N}}$ and the relative change in the running averages $(|\theta_{N+1} - \theta_N|/\theta_N)_{N \in \mathbb{N}}$ throughout iterations for SNR=30 dB. Observe the excellent convergence properties of the proposed scheme, which stabilises in as little as 25 iterations.

The obtained results are reported in Table 3 and summarised in Figure 13, which shows the signal to reconstruction error (SRE) surfaces for different values of the regularisation parameters. Observe that the empirical Bayesian method yields good results for all SNR values, and clearly outperforms the hierarchical Bayesian method for low SNR values. For high SNR values the hierarchical method achieved better results. As discussed in section Section 3.3, we believe that this is due to the fact that, at high SNR values, the likelihood $x \mapsto p(y|x)$ dominates the posterior and mitigates errors related to the misspecification of the prior. More precisely, if the hyperprior that we set on $\theta$ assigns a high weight to values of $\theta$ that lead to bad models, i.e. a misspecified prior $x \mapsto p(x|\theta)$, the impact of this misspecification on the recovered estimates depends on the degree of concentration of

| Method   | SNR=20 dB Stop criteria | SNR=30 dB Stop criteria | SNR=40 dB Stop criteria |
|----------|-------------------------|-------------------------|-------------------------|
| $\theta^1$ (Oracle) | – 29.38 | – 38.61 | – 47.64 |
| E.B. | 50 iters. 27.46 | 36 | 38.42 | 37 |
| H.B. | 15 iters. 18.33 | 76 | 31.72 | 77 |

Table 3: Hyperspectral unmixing - Signal to reconstruction error (SRE) obtained for different SNR values along with computing times expressed in seconds.
Figure 12: Hyperspectral Unmixing - Evolution of the iterates \((\theta^1_n)_{n \in \mathbb{N}}\) and \((\theta^{TV}_n)_{n \in \mathbb{N}}\) (left) and of the relative successive differences \((|\theta^1_{n+1} - \theta^1_n|/\theta^1_n)_{n \in \mathbb{N}}\) (right) for the proposed method with SNR=30 dB. The relative change is computed after 25 burn-in iterations.

Figure 13: Hyperspectral Unmixing - Signal to reconstruction error (SRE) surfaces for different SNR values expressed in dB. Comparison between parameters estimated with our empirical Bayesian algorithm (EB) and with the hierarchical Bayesian method (HB) from [64].

the likelihood. At high SNR, the likelihood dominates the posterior thus concealing the possible prior misspecification and leading to good results. Conversely, at low SNR values, the performance of the hierarchical model is degraded by model misspecification.

Also note in Table 3 that the computing times for the empirical Bayesian method are approximately two times faster than the ones for the hierarchical method.

5.4 Denoising with a total generalized variation prior

In this last experiment, we apply the proposed methodology to a challenging problem that is beyond the scope of the considered class of models and our theoretical guarantees. We consider an image denoising problem where \(y \sim \mathcal{N}(x, \sigma^2 \mathbb{I})\) with \(\sigma^2 > 0\) and where we use the following prior

\[
p(x|\theta^1, \theta^2) = \frac{1}{Z(\theta^1, \theta^2)} \exp\{-\text{TGV}^2_{\theta^1, \theta^2}(x) - \varepsilon \|x\|_2^2\},
\]

where \(\varepsilon > 0\) and where \(\text{TGV}^2_{\theta^1, \theta^2}(x)\) is a second-order generalisation of the conventional total variation regulariser, given, for any \((\theta^1, \theta^2) \in [0, +\infty)^2\) and \(x \in \mathbb{R}^d\), by

\[
\text{TGV}^2_{\theta^1, \theta^2}(x) = \min_{r \in \mathbb{R}^d} \left\{ \theta^1 \|r\|_{1,2} + \theta^2 \|J(\Delta x - r)\|_{1,\text{Frob}} \right\}.
\]

where \(\Delta = (\Delta^v, \Delta^h)\) is the discrete image-gradient operator that computes the first-order vertical and horizontal pixel differences, and \(J\) computes the Jacobian matrix of the image-gradient vector.
field to capture second-order information (i.e., $\nabla^2 J(x)$ is a discrete image-Hessian operator) [25]. This generalisation was first considered in [19] and further studied in [16] as a means of incorporating second-order derivative information to eliminate the common staircasing artifacts associated with the conventional TV regulariser.

A main difficulty associated with using the TGV regulariser is the need to correctly set the parameters $\theta^1$ and $\theta^2$, which control the strength as well as the characteristics of the regularisation enforced (as explained in [25], the TGV regularisation behaves like the standard TV regularisation for large $\theta^2$ values, whereas for small values it behaves like the $\ell_1$-Frobenius norm of the discrete image-Hessian). Figure 14 below illustrates the dramatic effect that these two parameters have on the quality of the recovered MAP estimate. Observe the strong coupling between $\theta^1$ and $\theta^2$, which makes setting their values particularly challenging.

![Figure 14: Denoising with TGV prior. MAP estimates for different values of $\theta^1$ and $\theta^2$ for parrot image with SNR= 5.6 dB (left). PSNR for different values of $\theta^1$ and $\theta^2$ (right). The 9 black points on the right plot show the location of the parameter combinations used to compute the MAP estimates on the left.](image)

However, this prior is not in the exponential family because $\theta^1$ and $\theta^2$ play a role in the definition of the statistic $TGV^2_{\theta^1, \theta^2}(x)$. Therefore, our methodology and theory do not directly apply. Also note that the additional regularisation $\epsilon x_2$ with $\epsilon > 0$ is necessary to guarantee that $p(x)$ is proper, which is potentially important in order to apply the proposed methodology with two Markov chains (otherwise the auxiliary chain targeting $p(x)$ would not be ergodic - two chains are required because [25] is not separable and homogeneous). We use $\epsilon = 10^{-10}$.

In order to apply the proposed methodology to the estimation of $\theta^1$ and $\theta^2$ we use an approximation of the gradient $\nabla \log p(x|\theta^1, \theta^2)$. More precisely, we express $p(x)$ as follows for any $x \in \mathbb{R}^d$ and $\theta^1, \theta^2 > 0$

$$p(x|\theta^1, \theta^2) = \frac{1}{Z(\theta^1, \theta^2)} \exp \left[ -\theta^1 g_1(x, \theta^1, \theta^2) - \theta^2 g_2(x, \theta^1, \theta^2) - \epsilon \|x\|_2^2 \right],$$

with

$$g_1(x, \theta^1, \theta^2) = \|r(x, \theta^1, \theta^2)\|_{1,2},$$

$$g_2(x, \theta^1, \theta^2) = \|J(\Delta x - r(x, \theta^1, \theta^2))\|_{1, \text{Prob}},$$

$$r(x, \theta^1, \theta^2) = \arg\min_{s \in \mathbb{R}^d} \{\theta^1 \|s\|_{1,2} + \theta^2 \|J(\Delta x - s)\|_{1, \text{Prob}}\},$$

and approximate the partial derivatives $\frac{\partial}{\partial \theta^1} \log p(x|\theta^1, \theta^2)$ and $\frac{\partial}{\partial \theta^2} \log p(x|\theta^1, \theta^2)$ by

$$\frac{\partial}{\partial \theta^1} \log p(x|\theta^1, \theta^2) \approx E_{x|\theta^1, \theta^2}[g_1(x, \theta^1, \theta^2)] - g_1(x, \theta^1, \theta^2),$$

$$\frac{\partial}{\partial \theta^2} \log p(x|\theta^1, \theta^2) \approx E_{x|\theta^1, \theta^2}[g_2(x, \theta^1, \theta^2)] - g_2(x, \theta^1, \theta^2).$$
This approximation of the gradient, which arises from omitting the terms
\[
E_{x|\theta_1, \theta_2} \left[ \theta_1 \frac{\partial}{\partial \theta_1} g_1(x, \theta_1, \theta_2) + \theta_2 \frac{\partial}{\partial \theta_1} g_2(x, \theta_1, \theta_2) \right] - \theta_1 \frac{\partial}{\partial \theta_1} g_1(x, \theta_1, \theta_2) - \theta_2 \frac{\partial}{\partial \theta_2} g_2(x, \theta_1, \theta_2)
\]
and
\[
E_{x|\theta_1, \theta_2} \left[ \theta_1 \frac{\partial}{\partial \theta_2} g_1(x, \theta_1, \theta_2) + \theta_2 \frac{\partial}{\partial \theta_2} g_2(x, \theta_1, \theta_2) \right] - \theta_1 \frac{\partial}{\partial \theta_2} g_1(x, \theta_1, \theta_2) - \theta_2 \frac{\partial}{\partial \theta_2} g_2(x, \theta_1, \theta_2)
\]
in the calculation of the partial derivatives \( \frac{\partial}{\partial \theta} \log p(x|\theta_1, \theta_2) \) and \( \frac{\partial}{\partial \theta} \log p(x|\theta_1, \theta_2) \), introduces an additional bias in the stochastic gradients driving Algorithm 3.\footnote{A rigorous analysis of this bias should also consider the points where TGV\( \tilde{\theta}, \sigma^2 \) is not differentiable w.r.t. \( \theta_1 \) and \( \theta_2 \). This can be achieved by using similar techniques to \cite{[3]}.} However, the numerical experiments reported below suggest that the algorithm is robust to this additional bias, in the sense that we empirically observe good convergence to useful estimates of \( \theta_1 \) and \( \theta_2 \).

In our experiments, we implement Algorithm 3 with this approximate gradient and follow the recommendations provided in Appendix B.1 to set the algorithm parameters; we perform 25 warm-up iterations and set \( \theta_0^1 = \theta_0^2 = 10 \), \( X_0 = X_0 = y \), for any \( n \in \mathbb{N}^* \), \( \delta_n = 20 \times n^{-0.8}/d \), and we set \( \lambda = \min \{5L^{-1}, \lambda_{\max} \} \) with \( \lambda_{\max} = 2 \) and \( L = (0.95/\sigma)^2 \). To stop the algorithm we consider three different cases: we stop the algorithm i) after \( N = 2000 \) fixed iterations ii) when the relative change in \( \bar{\theta}_N = \bar{\theta}_{N+1} - \bar{\theta}_N \) ii) when the relative change in \( \bar{\theta}_N = \bar{\theta}_{N+1} - \bar{\theta}_N \) \( \| \bar{\theta}_N \|_{\infty} \leq 10^{-4} \) and iii) \( \| \bar{\theta}_{N+1} - \bar{\theta}_N \|_{\infty} \leq 10^{-3} \). Again, we skip the first 20 iterations before computing the average sequence \( \bar{\theta}_N \in \mathbb{N} \), i.e. \( \bar{\theta}_N \) is given by \cite{[28]} with \( N_0 = 20 \). We also considered a thinning of 6 iterations in the chain associated with the prior as its samples were roughly 6 times more correlated than those coming from the chain targeting the posterior (i.e., we discard 5 every 6 samples as explained in Appendix B.3.). To compute the TGV\( \tilde{\theta}, \sigma^2 \) norm and proximal operator, we use the iterative primal-dual algorithm \cite{[25]}.\footnote{For homogeneous regularisers, \( \theta \) is asymptotically independent of the dimension of \( x \) when \( d \) is large, suggesting that it is possible to estimate its value from a representative image patch. Our empirical results suggest that this might hold for other models as well.}

Applying Algorithm 3 to the entire image is too computationally expensive because of the complexity associated with evaluating the proximal operator of the TGV regulariser. Therefore, in this experiment we estimate \( \bar{\theta}_N \) from a representative patch of size \( 255 \times 255 \) pixels, and then use the estimated \( \theta_1 \) and \( \theta_2 \) values to compute the MAP estimate of the entire image\cite{[1]}. We consider the same ten test images used in Section 5.2 and set the noise variance \( \sigma^2 \), such that the signal-to-noise-ratio (SNR) is 8 dB, 12 dB, or 20 dB. For each image and noise level, we first obtain an estimate for \( \theta_1 \) and \( \theta_2 \) and then use them to compute the MAP estimator \( \hat{x}_{\text{MAP}} \) (given by (1)) using the same solver \cite{[25]} we use for the proximal operator. We measure estimation performance by computing the peak-signal-to-noise-ratio (PSNR) given by PSNR\( (x, \hat{x}_{\text{MAP}}) = -10 \log_{10} \| x - \hat{x}_{\text{MAP}} \|_2^2 / d \). All the PSNR plots shown in Figure 16 and Figure 17 were computed with the entire image.

Table 4 below summarises the average PSNR values and average computing times obtained for each SNR value for the three different stopping criteria. We observe that the proposed empirical Bayesian method achieves very good results for all SNR values and is very close to the oracle performance. Crucially, the stopping criteria has a strong impact on the computing times but not on the resulting PSNR values. Therefore, although convergence can take close to one hour with a strict convergence criterion, good results can be obtained in the order of a minute by using a weaker convergence criterion.

For illustration, Figure 15 depicts the original image, the noisy observation and the recovered MAP estimates for the boat and lake test images with SNR = 8 dB.

More interestingly, Figure 16 and Figure 17 show the landscape of the PSNR as a function of \( \theta_1 \) and \( \theta_2 \) for the two test images, with the obtained solutions highlighted as a blue dot. Observe that the estimated solutions are extremely close to the optimal ones, which is remarkable given the difficulty of the problem and the fact that solutions are derived directly from statistical inference principles, without any form of ground truth.

Following on from this, Figure 18 and Figure 19 show respectively the evolution of the iterates and the relative change in the estimated values of \( \theta_1 \) and \( \theta_2 \), for the lake test image, and for SNR = 8 dB, = 12 dB, and = 20 dB. Observe that the algorithm converges very quickly and can deliver a useful solution in approximately 50 iterations if the weaker convergence criterion is used, or in approximately 500 iterations if one uses a stricter convergence criterion.
Figure 15: Denoising with TGV prior for boat and lake test images: (a) True image, (b) noisy observation $y$ (SNR=8 dB), (c) MAP estimators obtained with empirical Bayes.

Lastly, Figure 20 below explores the robustness to different initialisations by showing the evolution of the iterates on the landscape of PSNR values for the flinstones image with SNR = 12 dB. We consider three different initialisations, highlighted in colours red, green, and blue, and observe that in the three cases the algorithm quickly converges to values for the parameters $\theta^1$ and $\theta^2$ that are close-to-optimal in terms of the resulting PSNR. However, the algorithm is not fully robust to bad initialisation because of the non-convexity and the approximations involved. For example, initialising the algorithm in the corner of the PSNR landscape (e.g., $\theta^1_0 = \theta^2_0 = 100$) does not lead to a satisfactory solution, indicating that a careful initialisation is required. Alternatively, one could also initialise the algorithm by performing a certain number of updates on $\theta^1$ with $\theta^2$ fixed to a small value - e.g. $\theta^2 = 1$ - to keep the model close to the conventional total variation regulariser, and then update both $\theta^1$ with $\theta^2$ until the convergence criterion is satisfied.

To conclude, we note that there are several other generalisations of the total variation regularisation (see [16]). We have chosen to perform our experiments with (29) because of the availability of the efficient MATLAB implementation [25]. However, we expect that Algorithm 3 will also perform well for other generalisations of the total variation norm, particularly the second-order generalisation proposed in [16] that is very similar to [29].

| Method       | SNR=8 dB | SNR=12 dB | SNR=20 dB |
|--------------|----------|-----------|-----------|
|              | PSNR     | Time      | PSNR      | Time      | PSNR      | Time (min) |
| $\theta^1$ (Oracle) | 27.8 ± 2.35 | 30.2 ± 2.12 | 35.6 ± 1.77 | |
| $2000 \text{ iter}$ E.B. | 27.1 ± 2.77 | 38.90 | 29.7 ± 2.29 | 37.7 | 35.4 ± 1.80 | 38.6 |
| $r=10^{-4}$ E.B. | 27.0 ± 2.85 | 2.11 | 29.7 ± 2.31 | 6.24 | 35.5 ± 1.80 | 10.9 |
| $r=10^{-3}$ E.B. | 26.9 ± 2.97 | 0.21 | 29.7 ± 2.32 | 0.81 | 35.5 ± 1.82 | 1.28 |

Table 4: Denoising with TGV prior. Average mean squared error ± standard deviation obtained for ten different images. We show results for different stopping criteria, either with a fixed number of iterations or with a maximum tolerance for the relative change in the mean $\theta^1$ and $\theta^2$ estimates.
Figure 16: Denoising with TGV prior on boat image (SNR=8 dB). PSNR for different values of $\theta^1$ and $\theta^2$. Blue marker shows the location of $\hat{\theta}_N$ estimated with empirical Bayes using 2000 iterations.

Figure 17: Denoising with TGV prior on lake image (SNR=8 dB). PSNR for different values of $\theta^1$ and $\theta^2$. Blue marker shows the location of $\hat{\theta}_N$ estimated with empirical Bayes using 2000 iterations.

Figure 18: Denoising with TGV prior. Evolution of the iterates $(\theta^1_n)_{n \in \mathbb{N}}$ and $(\theta^2_n)_{n \in \mathbb{N}}$ for the lake test image for different SNR values.
Figure 19: Denoising with TGV prior. Relative successive differences $\bar{\theta}_i^N - \bar{\theta}_i^{N+1} / \bar{\theta}_i^N$ with $i = 1, 2$ for the proposed method with the lake test image for different SNR values.

Figure 20: Denoising with TGV prior on the flinstones image (SNR=12 dB). Evolution of the iterates $(\theta_1^n)_{n \in \mathbb{N}}$ and $(\theta_2^n)_{n \in \mathbb{N}}$ for different initial values $\theta_0^1$ and $\theta_0^2$. When initialising with $\theta_0^1 = \theta_0^2 = 40$ (red) the algorithm converges to a different point with a similar PSNR.

6 Conclusions

This paper considered the automatic selection of regularisation parameters in imaging inverse problems, with a particular focus on problems that are convex w.r.t. the unknown image and possibly non-smooth, and which would be typically solved by maximum-a-posteriori estimation by using modern proximal optimisation techniques. We adopted an empirical Bayesian approach and proposed a computational method to efficiently and accurately estimate regularisation parameters by maximum marginal likelihood estimation. The considered marginal likelihood function is computationally intractable and we proposed to address this difficulty by using a stochastic proximal gradient optimisation algorithm that is driven by two proximal MCMC samplers, and which tightly combines the strengths of modern high-dimensional optimisation and Monte Carlo sampling techniques. Because the proposed method uses the same basic operators as proximal optimisation algorithms, namely gradient and proximal operators, it is straightforward to apply to problems that are currently solved by proximal optimisation. Moreover, we provided a detailed theoretical analysis of the proposed methodology, including easily verifiable conditions for convergence. In addition to being highly computational efficient and having strong theoretical underpinning, the proposed methodology is very general and can be used to simultaneously estimate multiple regularisation parameters, unlike some alternative approaches from the
literature that can only handle a single or scalar parameter.

We demonstrated the methodology with a range of imaging problems and models. We first considered image denoising and non-blind deblurring problems involving scalar regularisation parameters, and showed that the method achieved close-to-optimal performance in terms of MSE and outperformed alternative approaches from the literature. We then successfully applied the method to two challenging problems involving bivariate regularisation parameters: a sparse hyperspectral unmixing problem with a total-variation plus sparsity prior, and a challenging denoising problem using a second-order total generalised variation regulariser. Again, the method delivered close-to-optimal results, as measured by estimation MSE.

Future work will focus on relaxing the convexity assumptions to provide theoretical convergence guarantees for non-convex problems, and on improving computational efficiency by using the recently proposed accelerated proximal Markov kernels \[84\]. The application of the proposed methodology to challenging problems arising in medical and astronomical imaging is currently under investigation. Another important perspective for future work is to extend this methodology to semi-blind and blind imaging problems.
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A Fisher’s identity

Fisher’s identity is a standard result in the probability literature (e.g. see [29, Proposition D.4]). We reproduce its proof here for completeness.

**Proposition 3.** For any $\theta \in \Theta \subseteq \mathbb{R}^d$ and $\tilde{x} \in \mathbb{R}^d$, let $(x, y) \mapsto p(x, y|\theta)$ and $y \mapsto p(y|\tilde{x})$ be positive probability density functions on $\mathbb{R}^d \times \mathbb{R}^d$ and $\mathbb{R}^d$. Assume that for any $x \in \mathbb{R}^d$ and $\theta \in \text{int}(\Theta)$, $\theta \mapsto p(y, x|\theta)$ is differentiable. In addition, assume that for any $y \in \mathbb{R}^d$ and $\theta \in \text{int}(\Theta)$, there exist $\epsilon > 0$ and $\tilde{g}$ such that for any $\tilde{\theta} \in \overline{B}(\theta, \epsilon)$ and $x \in \mathbb{R}^d$, $|\nabla_\theta p(y, x|\tilde{\theta})| \leq \tilde{g}(x)$ with $\int_{\mathbb{R}^d} \tilde{g}(x)p(y|x)dx < +\infty$. Then, for any $y \in \mathbb{R}^d$, $\theta \mapsto p(y|\theta)$ is differentiable over $\text{int}(\Theta)$ and we have for any $y \in \mathbb{R}^d$ and $\theta \in \text{int}(\Theta)$,

$$\nabla_\theta \log p(y|\theta) = \int_{\mathbb{R}^d} p(x|y, \theta)\nabla_\theta \log p(y, x|\theta)dx.$$ 

**Proof.** Let $y \in \mathbb{R}^d$. It is clear using the Leibniz integral rule that $\theta \mapsto p(y|\theta)$ is differentiable over $\text{int}(\Theta)$ and we have for any $\theta \in \text{int}(\Theta)$

$$\nabla_\theta \log p(y|\theta) = \int_{\mathbb{R}^d} p(y|x)\nabla_\theta p(y, x|\theta)dx / p(y|\theta)$$

$$= \int_{\mathbb{R}^d} p(y, x|\theta)\nabla_\theta \log p(y, x|\theta)dx / p(y|\theta) = \int_{\mathbb{R}^d} p(x|y, \theta)\nabla_\theta \log p(y, x|\theta)dx,$$

which concludes the proof.

B Practical implementation guidelines

In this section we provide some guidelines for the practitioner. These recommendations do not seek to define optimal values for specific models, but rather to provide general rules that are simple to use and robust. The section is organised as follows: [Appendix B.1] discusses suitable ranges for the parameters appearing in [Algorithm 1], [Algorithm 2] and [Algorithm 3] as well as some important considerations on the parameter space $\Theta$. The impact of differences in convergence speed between the two chains of [Algorithm 3] is discussed in [Appendix B.3]. [Appendix B.4] discusses the impact of the convergence speed of MYULA on the convergence speed of the SAPG schemes. Lastly, [Appendix B.5] studies the impact of the bias in MYULA on the estimates produced by the SAPG scheme.

B.1 Setting the algorithm parameters

[Algorithm 1] depends on three parameters: the smoothing parameter $\lambda > 0$; the discretisation step-size $(\gamma_n)_{n \in \mathbb{N}}$; and the learning rate in the perturbed gradient descent $(\delta_n)_{n \in \mathbb{N}}$.

**Selecting $\lambda$** The parameter $\lambda$ controls the regularity properties of $g^\lambda$. Although it would be natural to use the same smoothing for both MCMC kernels, this is not strictly necessary. In [33], it is recommended to use values of $\lambda = O(L_y^{-1})$ because there is no benefit in using larger values of $\lambda$ as $\gamma$ will still saturate at $L_y^{-1}$. However, for any $\gamma \in \Theta$ and $\gamma > 0$ the kernel $\overline{R}_{\gamma, \theta}$ is not affected by $f_y$, since it only targets the prior distribution. So in this case, picking a larger value of smoothing parameter $\lambda'$ might be beneficial as it would enable using a larger step-size $\gamma' > 0$. As we will explain in [Appendix B.3] and [Appendix B.4], this might sometimes be a useful strategy for increasing the convergence speed of the algorithm. Therefore a reasonable criterion is to set $\lambda \in (L_y^{-1}, 10L_y^{-1})$ as long as $L_y^{-1}$ is not too large (usually we try to keep $\lambda < 10$ to avoid introducing too much smoothing bias). In most of our experiments we set $\lambda = \min(5L_y^{-1}, \lambda_{\text{max}})$ with $\lambda_{\text{max}} = 2$. 
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**Selecting $\gamma$** Because $\nabla f_y$ is Lipschitz continuous with constant $L_y > 0$, we know from the remark following Theorem 2 that $\gamma$ and $\gamma'$ should take values in the range $(0, 2/(L_y + \lambda^{-1}))$ and $(0, 2\lambda')$ respectively, to guarantee the stability of the Euler-Maruyama discretisation. Large values of $\gamma$ and $\gamma'$ increase the convergence speed at the expense of a higher asymptotic bias (see Theorem 2). However, in most of the experiments we have tested so far, the discretisation bias is highly dominated by the smoothing bias introduced by the Moreau-Yosida regularisation controlled by $\lambda$ or $\lambda'$, so our recommendation is to always choose $\gamma$ and $\gamma'$ to be as high as possible. A good criterion is to set $\gamma = 0.98/(L_y + \lambda^{-1})$ and $\gamma' = 0.98\lambda'$.

**Selecting $(\delta_n)_{n \in \mathbb{N}}$.** Regarding the choice of the sequence $(\delta_n)_{n \in \mathbb{N}}$, a standard choice is to set for any $n \in \mathbb{N}^*$, $\delta_n = \alpha n^{-\beta} / d$ for some $\alpha > 0$ and $\beta \in [0.6, 0.9]$. In our experiments we use $\beta = 0.8$. For $\alpha$ we recommend, for the case where $\theta$ is scalar, to start with $\alpha = 1/\theta_0$ and then adjust if necessary. The scale should be adapted such that after the first few iterations, the updates of $\theta$ fall within the desired interval. When $\theta$ is not scalar, it is sometimes better to use different scales for every component of $\theta$. In order to speed-up the algorithm it might be useful to perform the estimation on a logarithmic scale, i.e. in the scalar case instead of maximizing $\theta \mapsto p(y|\theta)$ we aim at maximizing $\eta \mapsto p(y|e^\eta)$ and set $\theta = e^\eta$.

**B.2 Testing the MCMC sampler**

Before trying to adjust the value of $\theta \in \Theta$ with the algorithm, we strongly recommend to start by testing the MCMC sampler with a fixed value of $\theta$. A simple way to see if the Markov chain is working as expected, is to plot the value of the log-probability of the samples.

As mentioned in [Section 2](#), there is a useful concentration phenomenon studied in [15, Theorem 1.2](#) which implies that for high-dimensional log-concave densities $\pi$, a Markov chain targeting $\pi$ eventually start generating samples $X_n$ for which $\log \pi(X_n)$ is approximately constant (and close to the entropy). Therefore, if the MCMC sampling is successful the log-probability stabilizes after some iterations and remains more or less constant.

![Figure 21](#): Evolution of $(\log p(X_n|y, \theta))_{n \in \mathbb{N}}$ with $(X_n)_{n \in \mathbb{N}}$ sampled using MYULA and targeting $p(\cdot|y, \theta)$. Results for (a) TV-deblurring with SNR = 40dB and (b) TGV-denoising with SNR = 8dB.

Conversely, if plots show that the chain is divergent or very unstable, then there might be a problem with the sampler. A common cause for divergence is setting a discretisation step-size that is too large. We would advice not to proceed with the estimation of $\theta$ until the sampler shows a stable behaviour similar to the ones shown on Figure 21.

**B.3 Working with two MCMC chains in Algorithm 3**

Using two MCMC kernels simultaneously can be problematic if their convergence speed, or effective sample size per iteration, is very dissimilar as this will degrade the converge properties of the SAPG algorithm. This can be mitigated by adding some “thinning” to the slower MCMC kernel, which essentially means that we concatenate several iterations of the that kernel to artificially improve its performance.

To diagnose imbalances in the Markov kernels we use the fact that the residual $\|g(X_n) - g(\bar{X}_n)\|$ should vanish as $n$ increases, i.e., $g(X_n)$ will become close to $g(\bar{X}_n)$. It is therefore useful to plot the traces of $(g(X_n))_{n \in \mathbb{N}}$ and $(g(\bar{X}_n))_{n \in \mathbb{N}}$ to check that the algorithm is converging. This is illustrated in
Figure 22 below, where we observe how these terms become closer as the number of iterations increases.

Figure 22: Evolution of the iterates \((g(X_n))_{n \in \mathbb{N}}\) and \((g(\bar{X}_n))_{n \in \mathbb{N}}\) for the proposed method in a deblurring experiment with a TV prior and SNR = 40dB.

If \(\|g(X_n) - g(\bar{X}_n)\|\) does not vanish as \(n\) increases this could indicate that the step \(\delta_n\) is not properly chosen, or that there is a significant difference in the speed of the two MCMC kernels. To diagnose the later, we plot the sample autocorrelation for each chain using \(g\) as summary statistic. If the autocorrelation plots decay at significantly different speeds then it is necessary to reduce the correlation within the slower chain by either introducing some thinning or by increasing the step-size \(\gamma\). Usually, we observe that the slowest chain is the one coming from the prior distribution, \(i.e.\) from the family of kernels \(\{R_{\gamma',\theta} : \gamma' \in (0, \bar{\gamma}], \theta \in \Theta\}\). In that case, we increase the step-size \(\gamma'\) to improve convergence speed, at the expense of some additional bias. Note that increasing \(\gamma'\) will typically require to also increase \(\lambda'\).

### B.4 Convergence speed

The bottleneck in convergence speed is the correlation between the samples generated by the MCMC kernels. To increase the convergence speed one has two main alternatives: a) to reduce the correlation between samples, or b) to reduce the computational cost of each iteration in order to afford more iterations.

**Reducing sample correlation** To reduce the correlation between samples, the step-size \(\gamma\) has to be as large as possible. If running the algorithm with two chains, and the kernel sampling from the prior distribution is the limiting factor, one can consider increasing the smoothing parameter \(\lambda'\) of this particular kernel, in order to be able to increase the value of the discretisation step-size \(\gamma'\). In more general cases where the limiting factor for \(\gamma\) is \(L_p\) there are a few strategies that might help overcome this difficulty. The first strategy is to use preconditioning (see the hyperspectral unmixing experiment in [Section 5.3](#)). This is a standard practice which consists of re-scaling the problem to reduce anisotropy and improve the condition number.

**Speeding up each iteration** The most computationally heavy step in a MYULA iteration is usually the evaluation of the proximal operator. If the proximal operator is being approximated by an iterative solver, it is worth trying to improve efficiency by either using better solver, by warm starting iterations, or by using a weaker convergence criterion.
B.5 Estimation Bias

If the algorithm converges but towards a poor value of $\theta \in \Theta$ it might be due to the bias in the MCMC kernels. As mentioned previously, there are many levels of approximation and the bias is mostly affected by the discretisation step $\gamma$ and the smoothing parameter $\lambda$. However, based on what we have observed in practice, the limiting factor tends to be $\lambda$. If there is a bias issue, we recommend trying to reduce $\lambda$ to obtain a better approximation of the target distribution. This will typically lead to a degradation in convergence speed, as it increases the Lipschitz constant of the gradient and thus lowers the bound for the maximum step-size $\gamma$. If the step size becomes too small, then the convergence speed can be dramatically reduced. When convergence is slowed down, special attention has to be paid in the case of the double MCMC chain algorithm. If the effective sample size of the two chains becomes too dissimilar, the algorithm might have difficulty converging. In this case, it is possible to do some thinning in the slower chain, as suggested in [Appendix B.3].

C Fair comparison of different methodologies

Comparing different techniques for selecting the value of the regularisation parameter is not as simple as it might seem at first sight. Some algorithms such as SUGAR, are solver dependent and try to find the best value of $\theta$ for a given solver, with a given setup (number of iterations, parameters, etc.). Other algorithms, such as the hierarchical one proposed in [64] depend on the solver, but do not seek to optimize $\theta$ for that solver but rather for a general case. The algorithm we propose does not depend directly on the solver.

When running statistics on our experiments we noticed an interesting phenomenon. For the deblurring experiments, we use the solver SALSA [1], which is an efficient implementation of the alternating direction method of multipliers (ADMM). When running the hierarchical Bayesian algorithm, we implement it with SALSA and set up the tolerance to $10^{-3}$ and 150 iterations which seemed sufficient to render very good results. However, when we build the $\text{MSE} (\theta)$ curves for Figure 10 (by sampling many points and interpolating), we use SALSA with tolerance $10^{-5}$ and 1000 iterations as there were some pathological values of $\theta$ for which SALSA did not converge well with tolerance $10^{-3}$. As it may be seen on Figure 23, the position of the minimum MSE changes for the two different SALSA configurations. When computing the average results for 10 images, the parameters obtained with the hierarchical method fell closer to the minimum of the red curve, and the ones obtained with the proposed empirical method fell closer to the minimum of the blue curve. Running the hierarchical method again with tolerance $10^{-5}$, the estimated parameters do not change much but the computing times were significantly increased.

The criterion we opt for was to use SALSA with the strictest tolerance and highest number of iterations, because this configuration gives the overall best estimations.

C.1 Comparing with solver-dependent methods

As mentioned previously, algorithms like SUGAR try to find the best value of $\theta$ for a given solver, with a given number of iterations, and specific parameters. This means that unless SUGAR is implemented with the exact same solver used to construct the $\text{MSE} (\theta)$ curves as the ones in Figure 23, the values of $\theta$ computed with SUGAR might yield bad results according to the $\text{MSE} (\theta)$ curve but good results with the specific solver used in SUGAR. For this reason, to achieve a more fair comparison, we compute an equivalent $\theta_{\text{EQ}}$ in the following way. The SUGAR algorithm returns an estimated $\theta_{\text{SUG}}$ and a corresponding $\text{MSE}_{\text{SUG}}$ obtained with that $\theta_{\text{SUG}}$. Given an $\text{MSE} (\theta)$ curve, we define the equivalent $\theta_{\text{EQ}}$ as

$$\theta_{\text{EQ}} = \arg\min_{\theta \in \Theta} |\theta - \theta_{\text{SUG}}| \quad \text{s.t.} \quad \text{MSE}(\theta) = \text{MSE}_{\text{SUG}}.$$ 

This $\theta_{\text{EQ}}$ is what we plot in Figure 5. For the lowest SNR value, $\theta_{\text{EQ}}$ and $\theta_{\text{SUG}}$ did not differ much in our experiments. However for the other SNR values, the values of $\theta_{\text{SUG}}$ were significantly smaller than $\theta_{\text{EQ}}$. 

38
Finally, we prove the theorem in Appendix D.4.

D Postponed proofs

In this Section, we show Theorem 1 by applying [80, Theorem 1, Theorem 3], which boils down to verifying that H1, H2 are satisfied. First in Appendix D.2, we show that H1, H2 hold if the sequence is given by (23) where \{80, H1, H2\} hold if the sequence is defined in (22), i.e. we consider PULA as a sampling scheme in the optimization algorithm. Second in Appendix D.3 we check that H1, H2 are satisfied when \{80, H1, H2\} defined in (21), i.e. when considering MYULA as a sampling scheme. Finally, we prove the theorem in Appendix D.4.

We say that a Markov kernel \( R \) on \( \mathbb{R}^d \times \mathcal{B}(\mathbb{R}^d) \) satisfies a discrete Foster-Lyapunov drift condition \( \mathcal{D}_d(W, \lambda, b) \) if there exist \( \lambda \in (0, 1) \), \( b \geq 0 \) and a measurable function \( W : \mathbb{R}^d \to [1, +\infty) \) such that for all \( x \in \mathbb{R}^d \)
\[
RW(x) \leq \lambda W(x) + b.
\]

D.1 Technical lemmas

We will use the following result.

**Lemma 4.** Let \( R \) be a Markov kernel on \( \mathbb{R}^d \times \mathcal{B}(\mathbb{R}^d) \) which satisfies \( \mathcal{D}_d(W, \lambda^\gamma, b\gamma) \) with \( \lambda \in (0, 1) \), \( b \geq 0 \), \( \gamma > 0 \) and a measurable function \( W : \mathbb{R}^d \to [1, +\infty) \). Then, we have for any \( x \in \mathbb{R}^d \)
\[
R^{[1/\gamma]} W(x) \leq (1 + b \log^{-1}(1/\lambda)\lambda^{-\gamma}) W(x).
\]

**Proof.** Using [80, Lemma 9] we have for any \( x \in \mathbb{R}^d \)
\[
R^{[1/\gamma]} W(x) \leq \left( \lambda^{[1/\gamma]} + b \gamma \sum_{k=0}^{[1/\gamma]-1} \lambda^{\gamma k} \right) W(x) \leq (1 + b \log^{-1}(1/\lambda)\lambda^{-\gamma}) W(x).
\]

We continue this section by giving some results on proximal operators. Some of them are well but their proof is given for completeness.

**Lemma 5.** Let \( \kappa > 0 \) and \( U : \mathbb{R}^d \to \mathbb{R} \) convex. Assume that \( U \) is \( M \)-Lipschitz with \( M \geq 0 \), then \( U^\kappa \) is \( M \)-Lipschitz and for any \( x \in \mathbb{R}^d \), \( \| x - \text{prox}_{U^\kappa}(x) \| \leq \kappa M \).

**Proof.** Let \( \kappa > 0 \). We have for any \( x, y \in \mathbb{R}^d \) by [14] and [5]
\[
U^\kappa(x) - U^\kappa(y) = \| x - \text{prox}_{U^\kappa}(x) \|^2 / (2\kappa) + U(\text{prox}_{U^\kappa}(x)) - \| y - \text{prox}_{U^\kappa}(y) \|^2 / (2\kappa) - U(\text{prox}_{U^\kappa}(y)) \\
\leq \| y - \text{prox}_{U^\kappa}(y) \|^2 / (2\kappa) + U(x - y + \text{prox}_{U^\kappa}(y)) - \| y - \text{prox}_{U^\kappa}(y) \|^2 / (2\kappa) - U(\text{prox}_{U^\kappa}(y)) \\
\leq M \| x - y \|.
\]
Hence, $U^\kappa$ is $M$-Lipschitz. Since by [11 Proposition 12.30], $U^\kappa$ is continuously differentiable we have for any $x \in \mathbb{R}^d$, $\| \nabla U^\kappa(x) \| \leq M$. Combining this result with the fact that for any $x \in \mathbb{R}^d$, $\nabla U^\kappa(x) = (x - \text{prox}_U^\kappa(x))/\kappa$ by [11 Proposition 12.30] concludes the proof.

**Lemma 6.** Let $U : \mathbb{R}^d \to [0, +\infty)$ be a convex and $M$-Lipschitz function with $M \geq 0$. Then for any $\kappa > 0$ and $z, z' \in \mathbb{R}^d$,

$$\langle \text{prox}_U^\kappa(z) - z, z \rangle \leq -\kappa U(z) + \kappa^2 M^2 + \kappa \{ U(z') + M \|z'\| \}.$$ 

**Proof.** $\kappa > 0$ and $z, z' \in \mathbb{R}^d$. Since $(z - \text{prox}_U^\kappa(z))/\kappa \in \partial U(\text{prox}_U^\kappa(z))$ [11 Proposition 16.44], we have

$$\kappa \{ U(z') - U(\text{prox}_U^\kappa(z)) \} \geq \langle z - \text{prox}_U^\kappa(z), z' - \text{prox}_U^\kappa(z) \rangle \\
\geq \langle z - \text{prox}_U^\kappa(z), z' - z \rangle + \|z - \text{prox}_U^\kappa(z)\|^2 \\
\geq \langle z - \text{prox}_U^\kappa(z), z' - z \rangle .$$

Combining this result, the fact that $U$ is $M$-Lipschitz and [Lemma 5] we get that

$$\langle \text{prox}_U^\kappa(z) - z, z \rangle \leq \kappa U(z') - \kappa U(z) + \kappa M \|z - \text{prox}_U^\kappa(z)\| + \|z'\| \|z - \text{prox}_U^\kappa(z)\| \\
\leq -\kappa U(z) + \kappa^2 M^2 + \kappa \{ U(z') + M \|z'\| \} ,$$

which concludes the proof.

**Lemma 7.** Let $\kappa_1, \kappa_2 > 0$ and $U : \mathbb{R}^d \to \mathbb{R}$ convex and lower semi-continuous. For any $x \in \mathbb{R}^d$ we have

$$\|\text{prox}_{\kappa_1}^U(x) - \text{prox}_{\kappa_2}^U(x)\|^2 \leq 2(\kappa_1 - \kappa_2)(U(\text{prox}_{\kappa_1}^U(x)) - U(\text{prox}_{\kappa_2}^U(x))) .$$

If in addition, $U$ is $M$-Lipschitz with $M \geq 0$ then

$$\|\text{prox}_{\kappa_1}^U(x) - \text{prox}_{\kappa_2}^U(x)\| \leq 2M |\kappa_1 - \kappa_2| .$$

**Proof.** By definition of $\text{prox}_{\kappa_1}^U(x)$ we have

$$2\kappa_1 \kappa U(\text{prox}_{\kappa_1}^U(x)) + \|x - \text{prox}_{\kappa_1}^U(x)\|^2 \leq 2\kappa_1 \kappa U(\text{prox}_{\kappa_2}^U(x)) + \|x - \text{prox}_{\kappa_2}^U(x)\|^2 .$$

Combining this result and the fact that $(x - \text{prox}_{\kappa_2}^U(x))/\kappa_2 \in \partial U(\text{prox}_{\kappa_2}^U(x))$ we have

$$\|\text{prox}_{\kappa_1}^U(x) - \text{prox}_{\kappa_2}^U(x)\|^2 \\
\leq 2\kappa_1 \{ U(\text{prox}_{\kappa_1}^U(x)) - U(\text{prox}_{\kappa_2}^U(x)) \} + 2\|x - \text{prox}_{\kappa_1}^U(x), \text{prox}_{\kappa_2}^U(x) - \text{prox}_{\kappa_2}^U(x)\| \\
\leq 2\kappa_1 \{ U(\text{prox}_{\kappa_1}^U(x)) - U(\text{prox}_{\kappa_2}^U(x)) \} + 2\kappa_2 \{ U(\text{prox}_{\kappa_1}^U(x)) - U(\text{prox}_{\kappa_2}^U(x)) \} \\
\leq 2(\kappa_1 - \kappa_2)(U(\text{prox}_{\kappa_1}^U(x)) - U(\text{prox}_{\kappa_2}^U(x))) ,$$

which concludes the proof.

**Lemma 8.** Let $V : \mathbb{R}^d \to \mathbb{R}$ $m$-convex and continuously differentiable with $m \geq 0$. Assume that there exists $M \geq 0$ such that for any $x, y \in \mathbb{R}^d$

$$\| \nabla V(x) - \nabla V(y) \| \leq M \|x - y\| .$$

Assume that there exists $x^* \in \text{arg min}_x V$, then for any $\gamma \in (0, \bar{\gamma})$ with $\bar{\gamma} < 2/(M + m)$ and $x \in \mathbb{R}^d$

$$\|x - \gamma \nabla V(x)\|^2 \leq (1 - \gamma \kappa) \|x\|^2 + \gamma \{ (2/(m + M) - \bar{\gamma})^{-1} + 4\kappa \} \|x^*\|^2 ,$$

with $\kappa = mM/(m + M)$. 


Proof. Let $x \in \mathbb{R}^d$, $\gamma \in (0, \tilde{\gamma}]$ and $\tilde{\gamma} < 2/(m + M)$. Using [H1] Theorem 2.1.11 and the fact that for any $a, b, \varepsilon > 0$, $\varepsilon a^2 + b^2/\varepsilon \geq 2ab$ we have

\[
\|x - \gamma \nabla V(x)\|^2 \\
\leq \|x\|^2 - 2\gamma \langle \nabla V(x) - \nabla V(x^\ast), x - x^\ast \rangle + \gamma \tilde{\gamma} \|\nabla V(x) - \nabla V(x^\ast)\|^2 \\
+ 2\gamma \|x\| \|\nabla V(x) - \nabla V(x^\ast)\| \\
\leq \|x\|^2 - 2\gamma \kappa \|x - x^\ast\|^2 - \gamma (2/(m + M) - \tilde{\gamma}) \|\nabla V(x) - \nabla V(x^\ast)\|^2 \\
+ 2\gamma \|x\| \|\nabla V(x) - \nabla V(x^\ast)\| \\
\leq \|x\|^2 - 2\gamma \kappa \|x - x^\ast\|^2 - \gamma (2/(m + M) - \tilde{\gamma}) \|\nabla V(x) - \nabla V(x^\ast)\|^2 \\
+ \gamma (2/(m + M) - \tilde{\gamma}) \|\nabla V(x) - \nabla V(x^\ast)\|^2 \\
\leq (1 - 2\gamma \kappa) \|x\|^2 + 4\gamma \kappa \|x^\ast\| \|x\| + \gamma (2/(m + M) - \tilde{\gamma}) \|x^\ast\|^2 \\
\leq (1 - \gamma \kappa) \|x\|^2 + \gamma \left\{ (2/(m + M) - \tilde{\gamma})^{-1} + 4\kappa \right\} \|x^\ast\|^2 .
\]

Lemma 9. Assume [H1] and [H2]. Then for any $\kappa > 0$, $\theta \in \Theta$, $\gamma \in (0, \tilde{\gamma}]$ with $\tilde{\gamma} < 2/(m + L)$ and $x \in \mathbb{R}^d$, we have

\[
\left\| \text{prox}_{U_\theta}^{\gamma \kappa}(x) - \text{prox}_{U_\theta}^{\gamma \kappa}(\text{prox}_{U_\theta}^{\gamma \kappa}(x)) \right\|^2 \\
\leq (1 - \gamma \kappa) \|x\|^2 + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} + 4\kappa \right\} \|x^\ast\|^2 \\
= (1 - \gamma \kappa) \left\| x - \text{prox}_{U_\theta}^{\gamma \kappa}(x) \right\|^2 + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} + 4\kappa \right\} \|x^\ast\|^2 \\
\leq (1 - \gamma \kappa) \|x\|^2 + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} + 4\kappa \right\} \|x^\ast\|^2 \\
\leq \left\| (1 - \gamma \kappa) \|x\|^2 + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} + 4\kappa \right\} \|x^\ast\|^2 \\
\leq (1 - \gamma \kappa) \left\| x - \text{prox}_{U_\theta}^{\gamma \kappa}(x) \right\|^2 + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} + 4\kappa \right\} \|x^\ast\|^2 \\
\leq (1 - \gamma \kappa) \left\| x - \text{prox}_{U_\theta}^{\gamma \kappa}(x) \right\|^2 + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} + 4\kappa \right\} \|x^\ast\|^2 .
\]

Lemma 10. Assume [H1] and [H3]. Then for any $\kappa > 0$, $\theta \in \Theta$, $\gamma \in (0, \tilde{\gamma}]$ with $\tilde{\gamma} < 2/L$ and $x \in \mathbb{R}^d$, we have

\[
\left\| \text{prox}_{U_\theta}^{\gamma \kappa}(x) - \text{prox}_{U_\theta}^{\gamma \kappa}(\text{prox}_{U_\theta}^{\gamma \kappa}(x)) \right\|^2 \\
\leq \|x\|^2 + \gamma \left[ 3\gamma \kappa^2 + 2\kappa (2/L - \tilde{\gamma})^{-1} \|x\|^2 \right] .
\]

Proof. Let $\kappa > 0$, $\theta \in \Theta$, $\gamma \in (0, \tilde{\gamma}]$ and $x \in \mathbb{R}^d$. Using [H1] [H3] Lemma 5 and Lemma 6 and Lemma 8 we have

\[
\left\| \text{prox}_{U_\theta}^{\gamma \kappa}(x) - \text{prox}_{U_\theta}^{\gamma \kappa}(\text{prox}_{U_\theta}^{\gamma \kappa}(x)) \right\|^2 \\
\leq \left\| \text{prox}_{U_\theta}^{\gamma \kappa}(x) \right\|^2 + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} \right\} \|x\|^2 \\
\leq \|x\|^2 + \gamma^2 \kappa^2 \|x\|^2 + 2\gamma \|x\| \|x\| \|x\| + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} \right\} \|x\|^2 \\
\leq \|x\|^2 + \gamma \|x\| \|x\| \|x\| + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} \right\} \|x\|^2 \\
\leq \|x\|^2 + \gamma \|x\| \|x\| \|x\| + \gamma \left\{ (2/(m + L) - \tilde{\gamma})^{-1} \right\} \|x\|^2 .
\]
Lemma 11. Assume \( \mathbf{H1} \) and \( \mathbf{H2} \). Then for any \( \kappa > 0, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \) with \( \bar{\gamma} < 2/(m + L) \) and \( x \in \mathbb{R}^d \), we have

\[
\|x - \gamma \nabla_x V_\theta(x) - \gamma \nabla_x U^\kappa_\theta(x)\|^2 \leq (1 - \kappa/2) \|x\|^2 + \gamma \left\{ (2/(m + L) - \bar{\gamma})^{-1} + 4\kappa \right\} R^{2}_{V,1} + 2\kappa^2 ML R_{V,1} + \gamma^2 M^2 + 2\gamma M^2 (1 + \bar{\gamma} L)^2 \kappa^{-1}.
\]

with \( \kappa = mL/(2m + 2L) \).

Proof. Let \( \kappa > 0, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \) and \( x \in \mathbb{R}^d \). Using \( \mathbf{H1} \) \( \mathbf{H2} \) \( \mathbf{Lemma \ 5} \) \( \mathbf{Lemma \ 8} \) and that for any \( \alpha, \beta \geq 0, \max(-\alpha \ell^2 + 2\beta t) = \beta^2/\alpha \) we have

\[
\|x - \gamma \nabla_x V_\theta(x) - \gamma \nabla_x U^\kappa_\theta(x)\|^2 \\
\leq \|x - \gamma \nabla_x V_\theta(x)\|^2 + 2\gamma M \|x - \gamma (\nabla_x V_\theta(x) - \nabla_x U^\kappa_\theta(x))\| + \gamma^2 M^2 \\
\leq (1 - \kappa/2) \|x\|^2 + \gamma \left\{ (2/(m + L) - \bar{\gamma})^{-1} + 4\kappa \right\} \|x\|^2 \\
+ 2\gamma M \|x\|^2 + 2\kappa^2 M L \|x\|^2 + 2\kappa^2 M \|x\|^2 + \gamma^2 M^2 \\
\leq (1 - \kappa/2) \|x\|^2 + \gamma \left\{ (2/(m + L) - \bar{\gamma})^{-1} + 4\kappa \right\} R^{2}_{V,1} \\
+ 2\gamma^2 M L R_{V,1} + \gamma^2 M^2 + 2\gamma M (1 + \bar{\gamma} L) \|x\|^2 - \kappa \|x\|^2 / 2 \\
\leq (1 - \kappa/2) \|x\|^2 + \gamma \left\{ (2/(m + L) - \bar{\gamma})^{-1} + 4\kappa \right\} R^{2}_{V,1} \\
+ 2\gamma^2 M L R_{V,1} + \gamma^2 M^2 + 2\gamma M^2 (1 + \bar{\gamma} L)^2 \kappa^{-1}.
\]

\[\square\]

Lemma 12. Assume \( \mathbf{H1} \) and \( \mathbf{H3} \). Then for any \( \kappa > 0, \theta \in \Theta, x \in \mathbb{R}^d \) and \( \gamma \in (0, \bar{\gamma}] \) with \( \bar{\gamma} < \min(2/L, \eta/(2ML)) \), we have

\[
\|x - \gamma \nabla_x V_\theta(x) - \gamma \nabla_x U^\kappa_\theta(x)\|^2 \\
\leq \|x\|^2 + \gamma \left\{ (2/L - \bar{\gamma})^{-1} + 3\bar{\gamma} M^2 + 2c + 2(\kappa R_{U,1} + R_{U,2}) + 2\gamma M L R_{V,2} - \eta \|x\| \right\}.
\]

Proof. Let \( \kappa > 0, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \) and \( x \in \mathbb{R}^d \). Using \( \mathbf{H1} \) \( \mathbf{H3} \) \( \mathbf{14} \) \( \mathbf{Lemma \ 5} \) and \( \mathbf{Lemma \ 6} \) we have

\[
\|x - \gamma \nabla_x V_\theta(x) - \gamma \nabla_x U^\kappa_\theta(x)\|^2 \\
\leq \|x - \gamma \nabla_x V_\theta(x)\|^2 - 2\gamma (x - \gamma \nabla_x V_\theta(x), \nabla_x U^\kappa_\theta(x)) + \gamma^2 M^2 \\
\leq \|x - \gamma \nabla_x V_\theta(x)\|^2 - 2\kappa^{-1} (x + \gamma \nabla_x U^\kappa_\theta(x), x - \text{prox}_{U^\kappa_\theta}(x)) + \gamma^2 M^2 \\
\leq \|x - \gamma \nabla_x V_\theta(x)\|^2 - 2\kappa^{-1} (x - \text{prox}_{U^\kappa_\theta}(x)) + 2\kappa^{-1} \gamma \|\nabla_x V_\theta(x)\| \|x - \text{prox}_{U^\kappa_\theta}(x)\| + \gamma^2 M^2 \\
\leq \|x - \gamma \nabla_x V_\theta(x)\|^2 + 3\gamma^2 M^2 - 2\gamma \|x\| + 2\gamma c + 2\gamma (\|x\|^2 + U(x_0)) + 2\gamma \|\nabla_x V_\theta(x)\| \\
\leq \|x - \gamma \nabla_x V_\theta(x)\|^2 + 3\gamma^2 M^2 - 2\gamma \|x\| \\
+ 2\gamma c + 2\gamma (\kappa R_{U,1} + R_{U,2}) + 2\gamma M L \|x\| + 2\gamma M L \|x_0\| \\
\leq \|x - \gamma \nabla_x V_\theta(x)\|^2 + 3\gamma^2 M^2 - \gamma \|x\| + \gamma c + 2\gamma (\kappa R_{U,1} + R_{U,2}) + 2\gamma M L \|x_0\|,
\]

where we have used for the last inequality that \( \bar{\gamma} < \eta/(2ML) \). Then, we can conclude using \( \mathbf{H1} \) and \( \mathbf{Lemma \ 8} \) that

\[
\|x - \gamma \nabla_x V_\theta(x) - \gamma \nabla_x U^\kappa_\theta(x)\|^2 \\
\leq \|x\|^2 + \gamma \left\{ (2/L - \bar{\gamma})^{-1} + 3\gamma^2 M^2 - \gamma \|x\| + \gamma c + 2\gamma (\kappa R_{U,1} + R_{U,2}) + 2\gamma M L R_{V,1} \right\} \\
\leq \|x\|^2 + \gamma \left\{ (2/L - \bar{\gamma})^{-1} + 3\gamma^2 M^2 + 2c + 2(\kappa R_{U,1} + R_{U,2}) + 2\gamma M L R_{V,2} - \eta \|x\| \right\}.
\]

\[\square\]
D.2 Checking [80, H1, H2] for PULA

We show that under H2 or H3 Foster-Lyapunov drifts hold for PULA in Lemma 13 and Lemma 14. This implies that [80, H1a] holds, see Lemma 15. Combining these Foster-Lyapunov drifts with an appropriate minorization condition Lemma 16 we obtain the geometric ergodicity of the underlying Markov chain in Theorem 17, which implies [80, H1b]. Then, we show that the distance between the invariant probability distribution of the Markov chain and the target distribution is controlled in Corollary 22 and therefore [80, H1c] is satisfied. Finally, we show that [80, H2] is satisfied in Proposition 23.

Lemma 13. Assume H1 and H2. Then for any \( \kappa > 0, \theta \in \Theta \) and \( \gamma \in (0, \tilde{\gamma}] \) with \( \tilde{\gamma} < 2/(m + L) \), \( S_{\gamma, \theta} \) and \( \bar{S}_{\gamma, \theta} \) satisfy \( D_d(W_2, \lambda_2, b_2) \) with

\[
\begin{align*}
\lambda_2 &= \exp \left[-\kappa/2\right], \\
b_2 &= \bar{\gamma} \kappa^2 \sqrt{2} + \left\{ (2/(m + L) - \bar{\gamma})^{-1} + 4 \kappa \right\} R_{V, 2}^2 + 2d + 2 \kappa^2 \sqrt{2} \kappa^{-1} + \kappa/2, \\
\kappa &= mL/(m + L).
\end{align*}
\]

In addition, for any \( m \in \mathbb{N}^* \), there exist \( \lambda_m \in (0, 1) \) such that for any \( \kappa > 0, \theta \in \Theta \) and \( \gamma \in (0, \tilde{\gamma}] \) with \( \tilde{\gamma} < 2/(m + L) \), \( S_{\gamma, \theta} \) and \( \bar{S}_{\gamma, \theta} \) satisfy \( D_d(W_m, \lambda_m^2, b_m) \).

Proof. We show the property for \( S_{\gamma, \theta} \) only as the proof for \( \bar{S}_{\gamma, \theta} \) is identical. Let \( \kappa > 0, \theta \in \Theta \), \( \gamma \in (0, \tilde{\gamma}] \) and \( x \in \mathbb{R}^d \). Let \( Z \) be a \( d \)-dimensional Gaussian random variable with zero mean and identity covariance matrix. Using Lemma 9 we have

\[
\int_{\mathbb{R}^d} \|y\|^2 S_{\gamma, \theta}(x, dy) = E \left[ \|\operatorname{prox}_{U_\theta}^\kappa(x) - \gamma \nabla_x V_\theta(\operatorname{prox}_{U_\theta}^\kappa(x)) + \sqrt{2\gamma} Z \|^2 \right] \\
\leq (1 - \gamma \kappa/2) \|x\|^2 + \gamma \left[ \bar{\gamma} \kappa^2 \sqrt{2} + \left\{ (2/(m + L) - \bar{\gamma})^{-1} + 4 \kappa \right\} R_{V, 2}^2 + 2d + 2 \kappa^2 \sqrt{2} \kappa^{-1} + \kappa/2 \right] + 2 \gamma d .
\]

Therefore, we get

\[
\int_{\mathbb{R}^d} (1 + \|y\|^2) S_{\gamma, \theta}(x, dy) \leq (1 - \gamma \kappa/2)(1 + \|x\|^2) + \gamma \left[ \bar{\gamma} \kappa^2 \sqrt{2} + \left\{ (2/(m + L) - \bar{\gamma})^{-1} + 4 \kappa \right\} R_{V, 2}^2 + 2d + 2 \kappa^2 \sqrt{2} \kappa^{-1} + \kappa/2 \right] ,
\]

which concludes the first part of the proof using that for any \( t \geq 0, 1 - t \leq e^{-t} \). Let \( T_{\gamma, \theta}(x) = \operatorname{prox}_{U_\theta}^\kappa(x) - \gamma \nabla_x V_\theta(\operatorname{prox}_{U_\theta}^\kappa(x)) \). In the sequel, for any \( k \in \{1, \ldots, m\} \), \( b, \tilde{b}_k \geq 0 \) and \( \lambda, \bar{\lambda}_k \in (0, 1) \) are constants independent of \( \gamma \) which may take different values at each appearance. Note that using Lemma 9 for any \( k \in \{1, \ldots, 2m\} \) there exist \( \tilde{\lambda}_k \in (0, 1) \) and \( \tilde{b}_k \geq 0 \) such that

\[
\|T_{\gamma, \theta}(x)\|^k \leq \left\{ \tilde{\lambda}_k^k \|x\| + \tilde{b}_k \right\}^k \leq \lambda_k^k \|x\|^k + \gamma \kappa^2 \kappa \max(b_k, 1, k \max(\bar{\gamma}, 1)^{2k-1}) \left(1 + \|x\|^{k-1}\right)^k \leq \bar{\lambda}_k^k \|x\|^k + \tilde{b}_k \gamma \left(1 + \|x\|^{k-1}\right)^k \leq (1 + \|x\|^k)(1 + \tilde{b}_k \gamma) .
\]
Therefore, combining (30) and the Cauchy-Schwarz inequality we obtain

\[
\int_{\mathbb{R}^d} (1 + \|y\|^2) S_{\gamma, \vartheta}(x, dy) = 1 + \mathbb{E} \left[ \|T_{\gamma, \vartheta}(x)\|^2 + 2\sqrt{2\gamma} \langle T_{\gamma, \vartheta}(x), Z \rangle + 2\gamma \|Z\|^2 \right]^{m}
\]

\[
= 1 + \sum_{k=0}^{m} \sum_{\ell=0}^{k} \left( \begin{pmatrix} m \\ k \end{pmatrix} \right) \left( \begin{pmatrix} \ell \\ k \end{pmatrix} \right) \|T_{\gamma, \vartheta}(x)\|^{2(m-k)} 2^{(3k-\ell)/2} \gamma^{(k+\ell)/2} \mathbb{E} \left[ \langle T_{\gamma, \vartheta}(x), Z \rangle^{k-\ell} \|Z\|^{2\ell} \right] \mathbb{1}_{\{(1,0), \ldots, (k,\ell)\}}
\]

\[
\leq 1 + \|T_{\gamma, \vartheta}(x)\|^{2m}
\]

\[
+ 2^{3m/2} \sum_{k=1}^{m} \sum_{\ell=0}^{k} \left( \begin{pmatrix} m \\ k \end{pmatrix} \right) \left( \begin{pmatrix} \ell \\ k \end{pmatrix} \right) \|T_{\gamma, \vartheta}(x)\|^{2m-k-\ell} \gamma^{(k+\ell)/2} \mathbb{E} \left[ \langle T_{\gamma, \vartheta}(x), Z \rangle^{k-\ell} \|Z\|^{2\ell} \right] \mathbb{1}_{\{(1,0), \ldots, (k,\ell)\}}
\]

\[
\leq 1 + \|T_{\gamma, \vartheta}(x)\|^{2m}
\]

\[
+ \gamma 2^{3m/2} \sum_{k=1}^{m} \sum_{\ell=0}^{k} \left( \begin{pmatrix} m \\ k \end{pmatrix} \right) \left( \begin{pmatrix} \ell \\ k \end{pmatrix} \right) \|T_{\gamma, \vartheta}(x)\|^{2m-k-\ell} \gamma^{(k+\ell)/2} \mathbb{E} \left[ \langle T_{\gamma, \vartheta}(x), Z \rangle^{k-\ell} \|Z\|^{2\ell} \right] \mathbb{1}_{\{(1,0), \ldots, (k,\ell)\}}
\]

\[
\leq 1 + \lambda^2 \|x\|^{2m} + b \gamma^2 \left( 1 + \gamma \right)
\]

Using that \( \lambda - \lambda^2 \leq -\log(1/\lambda) \gamma \lambda^{\gamma/2}/2 \), concludes the proof.

**Lemma 14.** Assume \( H1 \) and \( H3 \). Then for any \( \kappa > 0 \), \( \theta \in \Theta \) and \( \gamma \in (0, \tilde{\gamma}] \) with \( \tilde{\gamma} < 2/L \), \( S_{\gamma, \vartheta} \) and \( \bar{S}_{\gamma, \vartheta} \) satisfy \( D_{\delta}(W, \lambda^\vartheta, \beta^\vartheta) \) with

\[
\lambda = e^{-\alpha^\vartheta} \gamma^\vartheta \kappa^2 \theta^2 + \kappa c + \kappa (R_{U, 2} + \|R_{U, 1}\|) + (4/L - 2\gamma)^{-1} R_{V, 1} + d + 2a
\]

\[
b = \alpha b e^{\gamma^\vartheta} W(R) \gamma^\vartheta
\]

\[
W = W_\alpha \gamma^\vartheta \quad 0 < \alpha < \kappa \eta^\vartheta/4 \gamma^\vartheta
\]

\[
R_\eta = b/(\kappa \eta^\vartheta - 4a) \gamma^\vartheta
\]

**Proof.** We show the property for \( S_{\gamma, \vartheta} \) only as the proof for \( \bar{S}_{\gamma, \vartheta} \) is identical. Let \( \kappa > 0 \), \( \theta \in \Theta \), \( \gamma \in (0, \tilde{\gamma}] \), \( x \in \mathbb{R}^d \), and \( Z \) be a \( d \)-dimensional Gaussian random variable with zero mean and identity covariance matrix. Using [Lemma 10] we have

\[
\int_{\mathbb{R}^d} \|y\|^2 S_{\gamma, \vartheta}(x, dy) \leq \|\text{prox}_{\gamma^\vartheta} V_\theta(x) - \gamma V_\theta(x)\|^2 + 2\gamma d
\]

\[
\leq \|x\|^2 + \gamma \left[ 3\kappa^2 \theta^2 + 2\kappa c + 2\kappa (R_{U, 2} + \|R_{U, 1}\|) + (2/L - \gamma)^{-1} R_{V, 1} + 2d - 2\kappa \eta \|x\| \right]
\]

Using the log-Sobolev inequality [3] Proposition 5.4.1 and Jensen’s inequality we get that

\[
S_{\gamma, \vartheta} W(x) \leq \exp \left[ \alpha S_{\gamma, \vartheta} \phi(x) + \alpha^2 \gamma \right]
\]

\[
\leq \exp \left[ \alpha \left( 1 + \int_{\mathbb{R}^d} \|y\|^2 S_{\gamma, \vartheta}(x, dy) \right)^{1/2} + \alpha^2 \gamma \right]
\]

We now distinguish two cases.

(a) If \( \|x\| \geq R_\eta \) then \( \phi^{-1}(x) \geq 1/2 \) and \( 3\kappa^2 \theta^2 + 2\kappa c + 2\kappa (R_{U, 2} + \|R_{U, 1}\|) + (2/L - \gamma)^{-1} R_{V, 1} + 2d - 2\kappa \eta \|x\| \leq -8\alpha \|x\|. \) In this case using that for any \( t \geq 1, \sqrt{1+t} - 1 \leq t/2 \) we get

\[
\left( 1 + \int_{\mathbb{R}^d} \|y\|^2 S_{\gamma, \vartheta}(x, dy) \right)^{1/2} - \phi(x)
\]

\[
\leq \gamma \phi^{-1}(x) \left[ 3\kappa^2 \theta^2 + 2\kappa c + 2\kappa (R_{U, 2} + \|R_{U, 1}\|) + (2/L - \gamma)^{-1} R_{V, 1} + 2d - 2\kappa \eta \|x\| \right] / 2
\]

\[
\leq -4\alpha \gamma \phi^{-1}(x) \|x\| \leq -2\alpha \gamma
\]
Hence,
\[
S_{\gamma,\theta}W(x) \leq \exp \left[ \alpha \left( 1 + \int_{\mathbb{R}^d} \|y\|^2 S_{\gamma,\theta}(x, dy) \right)^{1/2} + \alpha^2 \gamma \right] \leq e^{-\alpha^2 \gamma} W(x) .
\]

(b) If \( \|x\| \leq R_\eta \) then using that for any \( t \geq 0, \sqrt{1 + t} - 1 \leq t/2 \)
\[
\left( 1 + \int_{\mathbb{R}^d} \|y\|^2 S_{\gamma,\theta}(x, dy) \right)^{1/2} - \phi(x) \leq \gamma \left[ (3/2)\gamma^2 M^2 + \kappa c + \kappa(R_U + MR_{U,1}) + (4/L - 2\gamma)^{-1} R_{TV}^2 + d \right] .
\]
Therefore we get using \([31]\)
\[
S_{\gamma,\theta}W(x)/W(x) \leq \exp \left[ \alpha \gamma \left( (3/2)\gamma^2 M^2 + \kappa c + \kappa(R_U + MR_{U,1}) + (4/L - 2\gamma)^{-1} R_{TV}^2 + d + \alpha \right) \right] \leq e^{\alpha b \gamma} .
\]
Since for all \( a \geq b, e^a - e^b \leq (a - b)e^a \) we obtain that
\[
S_{\gamma,\theta}W(x) \leq \lambda^\gamma W(x) + \gamma \alpha b e^{\alpha b \gamma} W(R_\eta) ,
\]
which concludes the proof.

**Lemma 15.** Assume \([H1] [H2] \) or \([H3] \) and let \((X^n_k, \bar{X}^n_k)_{n,k \in \{0, \ldots, m_n\}}\) be given by \([23] \) with \((\{K_{\gamma,\theta}, \bar{K}_{\gamma,\theta}\} : \gamma \in (0, \bar{\gamma}], \theta \in \Theta) = \{(S_{\gamma,\theta}, \bar{S}_{\gamma,\theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta) \) and \( \kappa > 0 \). Then there exists \( A_1 \geq 1 \) such that for any \( n,p \in \mathbb{N} \) and \( k \in \{0, \ldots, m_n\} \)
\[
\mathbb{E}\left[ S^p_{\gamma,\theta, n} W(X^0_k) \mid X^0_0 \right] \leq A_1 W(X^0_0) ,
\]
\[
\mathbb{E}\left[ \bar{S}^p_{\gamma,\theta, n} W(\bar{X}^0_k) \mid \bar{X}^0_0 \right] \leq A_1 W(\bar{X}^0_0) ,
\]
\[
\mathbb{E}\left[ W(X^0_0) \right] < +\infty , \quad \mathbb{E}\left[ W(\bar{X}^0_0) \right] < +\infty ,
\]
with \( W = W_m \) with \( m \in \mathbb{N}^* \) and \( \bar{\gamma} < 2/(m + L) \) if \([H2] \) holds and \( W = W_\alpha \) with \( \alpha < \kappa \eta/4 \) and \( \bar{\gamma} < 2/L \) if \([H3] \) holds.

**Proof.** Combining \([30] \) Lemma S15 and \([\text{Lemma 13}] \) if \([H2] \) holds or \([\text{Lemma 14}] \) if \([H3] \) holds conclude the proof.

**Lemma 16.** Assume \([H1] \) For any \( \kappa > 0, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \) with \( \bar{\gamma} < 2/L, \) and \( x, y \in \mathbb{R}^d \)
\[
\max \left( \|\delta_x S^{1/\gamma}_{\bar{\gamma},\theta} - \delta_y S^{1/\gamma}_{\bar{\gamma},\theta} \|_{TV}, \|\delta_x S^{1/\gamma}_{\gamma,\theta} - \delta_y S^{1/\gamma}_{\gamma,\theta} \|_{TV} \right) \leq 1 - 2\Phi \left\{ -\|x - y\|/(2\sqrt{2}) \right\} ,
\]
where \( \Phi \) is the cumulative distribution function of the standard normal distribution on \( \mathbb{R} . \)

**Proof.** We only show that for any \( \kappa > 0, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \) with \( \bar{\gamma} < 2/L, \) and \( x, y \in \mathbb{R}^d, \|\delta_x S^{1/\gamma}_{\gamma,\theta} - \delta_y S^{1/\gamma}_{\gamma,\theta} \|_{TV} \leq 1 - 2\Phi \left\{ -\|x - y\|/(2\sqrt{2}) \right\} \) since the proof for \( \bar{S}^{1/\gamma}_{\gamma,\theta} \) is similar. Let \( \kappa > 0, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \) with \( \bar{\gamma} < 2/L . \) Using \([21] \) Theorem 2.1.5, Equation (2.1.8) and that the proximal operator is non-expansive \([11] \) Proposition 12.28, we have for any \( x, y \in \mathbb{R}^d \)
\[
\left\| \text{prox}_{U_\theta}^{\gamma}(x) - \text{prox}_{U_\theta}^{\gamma}(y) \right\| \leq \left\| \nabla_x V_\theta(\text{prox}_{U_\theta}^{\gamma}(x)) - \nabla_x V_\theta(\text{prox}_{U_\theta}^{\gamma}(y)) \right\| \right\|
\]
\[
\leq \left\| \text{prox}_{U_\theta}^{\gamma}(x) - \text{prox}_{U_\theta}^{\gamma}(y) \right\| \leq \|x - y\| .
\]
The proof is then an application of \([S1] \) Proposition 3b with \( \ell \leftrightarrow 1 \), for any \( x \in \mathbb{R}^d, T_{\gamma,\theta}(x) \leftarrow \text{prox}_{U_\theta}^{\gamma}(x) - \gamma \nabla_x V_\theta(\text{prox}_{U_\theta}^{\gamma}(x)) \) and \( \Pi \leftarrow \text{Id} . \)
Theorem 17. Assume H₁ and H₂ or H₃ Let γ < 2/(m + L) if H₂ holds and γ < 2/L if H₃ holds. Then for any a ∈ (0, 1), there exist A₂,a ≥ 0 and ρ_a ∈ (0, 1) such that for any κ > 0, θ ∈ Θ, γ ∈ (0, γ], S_γ,θ and S_γ,θ admit a invariant probability measure π_γ,θ and π_γ,θ respectively. In addition, for any x, y ∈ R^d and n ∈ N we have

\[
\max \left\{ \| \mathbf{d}_S^n \pi_\gamma - \pi_\gamma \|_{\mathcal{W}^m}, \| \mathbf{d}_S^n \pi_\gamma - \pi_\gamma \|_{\mathcal{W}^m} \right\} \leq A_{2,a} \rho_a^n W^n(x),
\]

\[
\max \left\{ \| \mathbf{d}_S^n \pi_\gamma - \pi_\gamma \|_{\mathcal{W}^m}, \| \mathbf{d}_S^n \pi_\gamma - \pi_\gamma \|_{\mathcal{W}^m} \right\} \leq A_{2,a} \rho_a^n \{ W^n(x) + W^n(y) \},
\]

with W = W_m and \( m \in \mathbb{N}^* \) if H₂ holds and W = W_α with \( \alpha < \kappa \eta/4 \) if H₃ holds.

Proof. We only show that for any a ∈ (0, 1), there exist A₂,a ≥ 0 and ρ_a ∈ (0, 1) such that for any κ > 0, θ ∈ Θ, γ ∈ (0, γ], S_γ,θ and S_γ,θ satisfy Dₜ(W^n, λₜ, bₜ) and [Sₘ Lemma S2] we have

\[
\pi_\gamma(W^n) \leq b_a \gamma/(1 - \lambda_\gamma) \leq b_a \lambda_\gamma^{-\gamma}/\log(1/\lambda_a).
\]

Hence, combining (32) and (33), we have for any κ > 0, θ ∈ Θ, γ ∈ (0, γ], x, y ∈ R^d and n ∈ N, S_γ,θ and S_γ,θ admit invariant probability measures π_γ,θ and π_γ,θ respectively and

\[
\max \left\{ \| \mathbf{d}_S^n \pi_\gamma - \pi_\gamma \|_{\mathcal{W}^m}, \| \mathbf{d}_S^n \pi_\gamma - \pi_\gamma \|_{\mathcal{W}^m} \right\} \leq \tilde{A}_{2,a} \rho_a^n \{ W^n(x) + W^n(y) \}.
\]

We conclude upon letting A₂,a = A₂,a (1 + b_a \lambda_\gamma^{-\gamma}/\log(1/\lambda_a)).

Lemma 18. Assume H₁ and H₂ or H₃ We have sup_{θ ∈ Θ} \{ π_θ(W) + π_θ(W) \} < +∞, with W = W_m with m ∈ N^* if H₂ holds and W = W_α with \( \alpha < \eta \) if H₃ holds.

Proof. We only show that sup_{θ ∈ Θ} \{ π_θ(W) + π_θ(W) \} < +∞ since the proof for \( \tilde{\pi}_θ \) is similar. Let m ∈ N^*, \( \alpha < \eta \) and θ ∈ Θ. The proof is divided into two parts.

(a) If H₂ holds then using H₁(b) we have

\[
\int_{\mathbb{R}^d} (1 + \|x\|^2)^m \exp \left[ -U_\theta(x) - V_\theta(x) \right] dx \leq \int_{\mathbb{R}^d} (1 + \|x\|^2)^m \exp \left[ -V_\theta(x) \right] dx
\]

\[
\leq \int_{\mathbb{R}^d} (1 + \|x\|^2)^m \exp \left[ -V_\theta(x^*) - m \|x - x^*_\theta\|^2/2 \right] dx
\]

\[
\leq \exp \left[ R_{V,3}^2 + m R_{V,1}^2/2 \right] \int_{\mathbb{R}^d} (1 + \|x\|^2)^m \exp \left[ m R_{V,1} \|x\| - m \|x\|^2/2 \right] dx.
\]

Hence using H₁(a) we have

\[
\sup_{\theta ∈ Θ} π_\theta(W) \leq \exp \left[ R_{V,3}^2 + m R_{V,1}^2/2 \right] \int_{\mathbb{R}^d} (1 + \|x\|^2)^m \exp \left[ m R_{V,1} \|x\| - m \|x\|^2/2 \right] dx
\]

\[
\leq \inf_{\theta ∈ Θ} \left\{ \int_{\mathbb{R}^d} \exp \left[ -U_\theta(x) - V_\theta(x) \right] dx \right\} < +∞.
\]

(b) If H₃ holds then we have

\[
\int_{\mathbb{R}^d} \exp [\alpha \phi(x)] \exp [-U_\theta(x) - V_\theta(x)] dx \leq \int_{\mathbb{R}^d} \exp [\alpha \phi(x)] \exp [-U_\theta(x)] dx
\]

\[
\leq e^\epsilon \int_{\mathbb{R}^d} \exp [\alpha (1 + \|x\|)] \exp [-\eta \|x\|] dx.
\]
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Since \( \alpha < \eta \) we have using [H1](a)

\[
\sup_{\theta \in \Theta} \pi_\theta(W) \leq e^\varepsilon \int_{\mathbb{R}^d} \exp \left[ \alpha(1 + \|x\|) \right] \exp \left[ -\eta \|x\| \right] dx \\
\inf_{\theta \in \Theta} \left\{ \int_{\mathbb{R}^d} \exp \left[ -U_\theta(x) - V_\theta(x) \right] dx \right\} < +\infty,
\]

which concludes the proof. \( \square \)

**Theorem 19.** Assume [H1] and [H2] or [H3] Let \( \bar{\gamma} < 2/(m + L) \) if [H2] holds and \( \bar{\gamma} < 2/L \) if [H3] holds. Then for any \( \kappa > 0, \theta \in \Theta \) and \( \gamma \in (0, \bar{\gamma}] \) we have

\[
\max \left( \|\pi_{\gamma,\theta}^x - \pi_\theta\|_{W^{1/2}}, \|\pi_{\gamma,\theta}^x - \tilde{\pi}_\theta\|_{W^{1/2}} \right) \leq \Psi(\gamma),
\]

where for any \( \theta \in \Theta \) and \( \gamma \in (0, \bar{\gamma}], \pi_{\gamma,\theta}^x \), respectively \( \tilde{\pi}_{\gamma,\theta}^x \), is the invariant probability measure of \( S_{\gamma,\theta} \), respectively \( \tilde{S}_{\gamma,\theta} \), given by (22) and associated with \( \kappa = 1 \). In addition, for any \( \gamma \in (0, \bar{\gamma}] \)

\[
\Psi(\gamma) = \sqrt{2}\{b \lambda^{-\gamma} / \log(1/\lambda) + \sup_{\theta \in \Theta} \pi_\theta(W) + \sup_{\theta \in \Theta} \tilde{\pi}_\theta(W)\}^{1/2}(Ld + \mathbb{W}^2)^{1/2}\sqrt{\gamma},
\]

and where \( W = W_m \) with \( m \in \mathbb{N}^* \) and \( \lambda, b \) are given in Lemma 13 if [H2] holds and \( W = W_\alpha \) with \( \alpha < \min(k\eta/4, \eta) \) and \( \lambda, b \) are given in Lemma 14 if [H3] holds.

**Proof.** We only show that for any \( \kappa > 0, \theta \in \Theta \) and \( \gamma \in (0, \bar{\gamma}], \|\pi_{\gamma,\theta}^x - \pi_\theta\|_{W^{1/2}} \leq \Psi(\gamma) \), since the proof of \( \|\pi_{\gamma,\theta}^x - \tilde{\pi}_\theta\|_{W^{1/2}} \leq \Psi(\gamma) \) is similar. Let \( \kappa > 0, \theta \in \Theta \), \( \gamma \in (0, \bar{\gamma}] \) and \( x \in \mathbb{R}^d \). Using Theorem 17 we obtain that \( (\tilde{\delta}_n S_{\gamma,\theta}^\alpha)_{n \in \mathbb{N}} \), with \( \kappa = 1 \), is weakly convergent towards \( \pi_{\gamma,\theta}^x \). Using that \( \mu \to \text{KL}(\mu||\pi_\theta) \) is lower semi-continuous for any \( \theta \in \Theta \), see [30] Lemma 1.4.3b, and [31] Corollary 18 we get that

\[
\text{KL}\left(\pi_{\gamma,\theta}^x||\pi_\theta\right) \leq \liminf_{n \to +\infty} \text{KL}\left(\sum_{k=1}^n \tilde{\delta}_n S_{\gamma,\theta}^k ||\pi_\theta\right) \leq \gamma(Ld + \mathbb{W}^2).
\]

Using a generalized Pinsker inequality, see [32] Lemma 24], Lemma 18 and Lemma 13 if [H2] holds or Lemma 14 if [H3] holds, we get that

\[
\|\pi_{\gamma,\theta}^x - \pi_\theta\|_{W^{1/2}} \leq \sqrt{2}\{b \lambda^{-\gamma} / \log(1/\lambda) + \sup_{\theta \in \Theta} \pi_\theta(W)\}^{1/2}(Ld + \mathbb{W}^2)^{1/2}\phi(\gamma),
\]

which concludes the proof. \( \square \)

**Lemma 20.** Assume [H1] and [H3] or [H3]. Let \( \bar{\gamma} < 2/(m + L) \) if [H2] holds and \( \bar{\gamma} < 2/L \) if [H3] holds. Then there exists \( B_3 \geq 0 \) such that for any \( \theta \in \Theta, \gamma \in (0, \bar{\gamma}], x \in \mathbb{R}^d \) and \( \kappa_i > 0 \) with \( i \in \{1, 2\} \) we have

\[
\max \left( \|\delta_2 S_{1,\gamma,\theta}^{[1/\gamma]} - \delta_2 S_{2,\gamma,\theta}^{[1/\gamma]}\|_{W^{1/2}}, \|\delta_2 S_{1,\gamma,\theta}^{[1/\gamma]} - \delta_2 \tilde{S}_{2,\gamma,\theta}^{[1/\gamma]}\|_{W^{1/2}} \right) \leq B_3 \gamma |\kappa_1 - \kappa_2| W^{1/2}(x),
\]

where for any \( i \in \{1, 2\}, \theta \in \Theta \) and \( \gamma \in (0, \bar{\gamma}], S_{\gamma,\theta} \) is given by (22) and associated with \( \kappa \leftarrow \kappa_i \), and \( W = W_m \) with \( m \in \mathbb{N}^* \) if [H2] holds. In addition, \( W = W_\alpha \) with \( \alpha < \min(k\eta/4, \eta) \) if [H3] holds.

**Proof.** We only show that for any \( \theta \in \Theta, \gamma \in (0, \bar{\gamma}], x \in \mathbb{R}^d \) and \( \kappa_i > 0 \) with \( i \in \{1, 2\} \) we have

\[
\|\delta_2 S_{1,\gamma,\theta}^{[1/\gamma]} - \delta_2 S_{2,\gamma,\theta}^{[1/\gamma]}\|_{W^{1/2}} \leq B_3 \gamma |\kappa_1 + \kappa_2| W^{1/2}(x)
\]

since the proof for \( S_{1,\gamma,\theta} \) and \( \tilde{S}_{2,\gamma,\theta} \) is similar. Let \( \theta \in \Theta, \gamma \in (0, \bar{\gamma}], x \in \mathbb{R}^d \) and \( \kappa_i > 0 \) with \( i \in \{1, 2\} \). Using a generalized Pinsker inequality, see [32] Lemma 24], we have

\[
\|\delta_2 S_{1,\gamma,\theta}^{[1/\gamma]} - \delta_2 S_{2,\gamma,\theta}^{[1/\gamma]}\|_{W^{1/2}} \leq \sqrt{2}\{b \lambda^{-\gamma} / \log(1/\lambda) + \sup_{\theta \in \Theta} \pi_\theta(W)\}^{1/2}(Ld + \mathbb{W}^2)^{1/2}\phi(\gamma) + S_{2,\gamma,\theta}^{[1/\gamma]} W(x)\}^{1/2}\phi(\gamma).
\]
Using [50] Lemma 4.1 we get that $\text{KL} \left( \delta_x S_{1,\gamma,\theta}^{[1/\gamma]} | \delta_x S_{2,\gamma,\theta}^{[1/\gamma]} \right) \leq \text{KL} (\tilde{\mu}_1 | \tilde{\mu}_2)$ where setting $T = \gamma [1/\gamma]$, $\tilde{\mu}_i$, $i \in \{1, 2\}$, is the probability measure over $\mathcal{B}(C([0, T], \mathbb{R}^d))$ which is defined for any $A \in \mathcal{B}(C([0, T], \mathbb{R}^d))$ by $\tilde{\mu}_i(A) = \mathbb{P}((X_t^i)_{t \in [0,T]} \in A)$, $i \in \{1, 2\}$ and for any $t \in [0, T]$

$$dX_t^i = b_i(t, (X_s^i)_{s \in [0,T]}) dt + \sqrt{2}dB_t, \quad X_0^i = x,$$

with for any $(\omega_s)_{s \in [0,T]} \in C([0, T], \mathbb{R}^d)$ and $t \in [0, T]$

$$b_i(t, (\omega_s)_{s \in [0,T]}) = \sum_{p \in \mathbb{N}} \mathbb{I}_{[p\gamma, (p+1)\gamma)}(t) T (\text{prox}_{\phi_t^i}(\omega_p)), $$

where for any $y \in \mathbb{R}^d$, $T_{\gamma, \phi}(y) = y - \gamma \nabla V_\phi(y)$. Since $(X_t^i)_{t \in [0,T]} \in C([0, T], \mathbb{R}^d)$, $b_i$ and $b$ are continuous for any $i \in \{1, 2\}$, [54] Theorem 7.19 applies and we obtain that $\tilde{\mu}_1 \ll \tilde{\mu}_2$ and

$$\frac{d\tilde{\mu}_1}{d\tilde{\mu}_2}((X_t^i)_{t \in [0,T]}) = \exp \left\{ (1/4) \int_0^T \| b_1(t, (X_s^1)_{s \in [0,T]}) - b_2(t, (X_s^1)_{s \in [0,T]}) \|^2 dt 
\raisepart{36}
+ (1/2) \int_0^T \langle b_1(t, (X_s^1)_{s \in [0,T]}) - b_2(t, (X_s^1)_{s \in [0,T]}), dX_t^1 \rangle \right\},$$

where the equality holds almost surely. As a consequence we obtain that

$$\text{KL} (\tilde{\mu}_1 | \tilde{\mu}_2) = (1/4)\mathbb{E} \left[ \int_0^T \| b_1(t, (X_s^1)_{s \in [0,T]}) - b_2(t, (X_s^1)_{s \in [0,T]}) \|^2 \, ds \right]. \quad (35)$$

In addition, using Lemma 7 we have for any $(\omega_s)_{s \in [0,T]} \in C([0, T], \mathbb{R}^d)$ and $t \in [0, T]$

$$\| b_1(t, (\omega_s)_{s \in [0,T]}) - b_2(t, (\omega_s)_{s \in [0,T]}) \|^2 = \| T_{\gamma, \phi}(\text{prox}_{\phi_t^1}(\omega_{[t/\gamma]})) - T_{\gamma, \phi}(\text{prox}_{\phi_t^2}(\omega_{[t/\gamma]})) \|^2 
\raisepart{36}
\leq \| \text{prox}_{\phi_t^1}(\omega_{[t/\gamma]}) - \text{prox}_{\phi_t^2}(\omega_{[t/\gamma]}) \|^2 \leq 4\gamma^2 (\kappa_1 - \kappa_2)^2 \mathbb{M}^2. \quad (36)$$

Combining this result and (35) we get that

$$\text{KL} (\delta_x S_{1,\gamma,\theta}^{[1/\gamma]} | \delta_x S_{2,\gamma,\theta}^{[1/\gamma]} \leq (1 + \tilde{\gamma}) \mathbb{M}^2 \gamma^2 \| \kappa_1 - \kappa_2 \|^2. \quad (37)$$

Combining (37) and (34) we get that

$$\| \delta_x S_{1,\gamma,\theta}^{[1/\gamma]} - \delta_x S_{2,\gamma,\theta}^{[1/\gamma]} \|_{W^{1/2}} \leq 2^{1/2}(1 + \tilde{\gamma})^{1/2} \mathbb{M} (S_{1,\gamma,\theta}^{[1/\gamma]} W(x) + S_{2,\gamma,\theta}^{[1/\gamma]} W(x))^{1/2} |\kappa_1 - \kappa_2|. $$

We conclude the proof upon using Lemma 4 and Lemma 13 if $\textbf{H2}$ holds, or Lemma 14 if $\textbf{H3}$ holds. \hfill $\Box$

**Proposition 21.** Assume $\textbf{H1}$ and $\textbf{H2}$ or $\textbf{H3}$ Let $\tilde{\gamma} \leq 2/(m + L)$ if $\textbf{H2}$ holds and $\tilde{\gamma} < 2/L$ if $\textbf{H3}$ holds. Then there exists $B_3 \geq 0$ such that for any $\theta \in \Theta$, $\gamma \in (0, \tilde{\gamma}]$ and $\kappa_i > 0$ with $i \in \{1, 2\}$ we have

$$\max \left( \| \pi_{\gamma,\theta}^i - \bar{\pi}_{\gamma,\theta}^i \|_{W^{1/2}}, \| \bar{\pi}_{\gamma,\theta}^i - \bar{\pi}_{\gamma,\theta}^i \|_{W^{1/2}} \right) \leq B_3 \gamma |\kappa_1 - \kappa_2|,$$

where for any $i \in \{1, 2\}$, $\theta \in \Theta$ and $\gamma \in (0, \tilde{\gamma}]$, $\pi_{\gamma,\theta}^i$, respectively $\bar{\pi}_{\gamma,\theta}^i$, is the invariant probability measure of $S_{1,\gamma,\theta}$, respectively $S_{2,\gamma,\theta}$, given by (22) and associated with $\kappa \leftarrow \kappa_i$. In addition, $W = W_m$ with $m \in \mathbb{N}^*$ if $\textbf{H2}$ holds and $W = W_\alpha$ with $\alpha \leq \min(\kappa/4, \eta)$ if $\textbf{H3}$ holds.

**Proof.** We only show that for any $\theta \in \Theta$, $\gamma \in (0, \tilde{\gamma}]$ and $\kappa_i > 0$ with $i \in \{1, 2\}$, $\| \pi_{\gamma,\theta}^i - \bar{\pi}_{\gamma,\theta}^i \|_{W^{1/2}} \leq B_3 \gamma$ since the proof for $\bar{\pi}_{\gamma,\theta}^i$ and $\bar{\pi}_{\gamma,\theta}^i$ are similar. Let $\theta \in \Theta$, $\gamma \in (0, \tilde{\gamma}]$, $x \in \mathbb{R}^d$ and $\kappa_i > 1/2$. Using Theorem 17 we have

$$\lim_{n \to +\infty} \| \delta_x S_{1,\gamma,\theta}^n - \delta_x S_{2,\gamma,\theta}^n \|_{W^{1/2}} = \| \pi_{1,\gamma,\theta} - \pi_{2,\gamma,\theta} \|_{W^{1/2}}.$$
Let \( n = q \lfloor 1/\gamma \rfloor \). Using Theorem 17 with \( a = 1/2 \), that \( W^{1/2}(x) \leq W(x) \) for any \( x \in \mathbb{R}^d \), Lemma 20 and Lemma 13 if \( \textbf{H}2 \) holds or Lemma 14 if \( \textbf{H}3 \) holds, we have

\[
\| \delta_x S^n_{1,\gamma,\theta} - \delta_x S^n_{2,\gamma,\theta} \|_{W^{1/2}} \leq \sum_{k=0}^{q-1} \| \delta_x S^{k+1}_{1,\gamma,\theta} S^{(q-k-1)/\gamma}_{2,\gamma,\theta} - \delta_x S^{k}_{1,\gamma,\theta} S^{(q-k)/\gamma}_{2,\gamma,\theta} \|_{W^{1/2}} 
\]

\[
\leq A_{2,1/2} \rho_{1/2}^{q-1} \| \delta_x S^{k}_{1,\gamma,\theta} \left( S^{1/\gamma}_{1,\gamma,\theta} - S^{1/\gamma}_{2,\gamma,\theta} \right) \|_{W^{1/2}} 
\]

\[
\leq A_{2,1/2} \rho_{1/2}^{q-1} B_3 \| \kappa_1 - \kappa_2 \| \delta_x S^{1/\gamma}_{1,\gamma,\theta} W(x) 
\]

\[
\leq A_{2,1/2} \rho_{1/2}^{q-1} B_3 \| \kappa_1 - \kappa_2 \| (1 + b\lambda^{-\bar{\gamma}}/\log(1/\lambda)) W(x) 
\]

\[
\leq A_{2,1/2} \rho_{1/2}^{q-1} B_3 (1 + b\lambda^{-\bar{\gamma}}/\log(1/\lambda))/(1 - \rho_{1/2}) \| \kappa_1 - \kappa_2 \| W(x) ,
\]

which concludes the proof with \( B_3 = 2A_{2,1/2} \rho_{1/2}^{q-1} B_3 (1 + b\lambda^{-\bar{\gamma}}/\log(1/\lambda))/(1 - \rho_{1/2}) \kappa \) upon setting \( x = 0 \). \( \square \)

Corollary 22. Assume \( \textbf{H}1 \) and \( \textbf{H}2 \) or \( \textbf{H}3 \). Let \( \bar{\gamma} < 2/(m + L) \) if \( \textbf{H}2 \) holds and \( \bar{\gamma} < 2/L \) if \( \textbf{H}3 \) holds. Then for any \( \kappa > 0, \theta \in \Theta \) and \( \gamma \in (0, 1] \), we have

\[
\max \left( \| \pi_{\gamma,\theta} - \pi_0 \|_{W^{1/2}}, \| \bar{\pi}_{\gamma,\theta} - \bar{\pi}_0 \|_{W^{1/2}} \right) \leq \Psi(\gamma) ,
\]

where for any \( \gamma \in (0, \bar{\gamma}] \), \( \pi_{\gamma,\theta} \) is the invariant probability measure of \( S_{\gamma,\theta} \) given by (22). In addition, \( \Psi(\gamma) = \Psi(\gamma) + B_3 \| \kappa - 1 \| \), where \( \Psi \) is given in Theorem 19 and \( B_3 \) in Proposition 21 and \( W = W_m \) with \( m \in \mathbb{N} \) if \( \textbf{H}2 \) holds and \( W = W_\alpha \) with \( \alpha < \min(\kappa \eta/4, \bar{\eta}) \) if \( \textbf{H}3 \) holds.

Proof. We only show that for any \( \theta \in \Theta \) and \( \gamma \in (0, \bar{\gamma}] \) we have \( \| \pi_{\gamma,\theta} - \pi_0 \|_{W^{1/2}} \leq \Psi(\gamma) \) since the proof for \( \bar{\pi}_{\gamma,\theta} \) and \( \bar{\pi}_0 \) are similar. Let \( \kappa > 0, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \). The proof is a direct application of Theorem 19 and Proposition 21 upon noticing that

\[
\| \pi_{\gamma,\theta} - \pi_0 \|_{W^{1/2}} \leq \| \pi_{\gamma,\theta} - \pi_{\gamma,\theta}^a \|_{W^{1/2}} + \| \pi_{\gamma,\theta}^a - \pi_0 \|_{W^{1/2}} ,
\]

where \( \pi_{\gamma,\theta}^a \) is the invariant probability measure of \( S_{\gamma,\theta} \) given by (22) and associated with \( \kappa = 1 \). \( \square \)

Proposition 23. Assume \( \textbf{H}1 \) and \( \textbf{H}2 \) or \( \textbf{H}3 \). Let \( \bar{\gamma} < 2/(m + L) \) if \( \textbf{H}2 \) holds and \( \bar{\gamma} < 2/L \) if \( \textbf{H}3 \) holds. Then there exists \( A_4 \geq 0 \) such that for any \( \kappa > 0, \theta_1, \theta_2 \in \Theta, \gamma_1, \gamma_2 \in (0, \bar{\gamma}] \) with \( \gamma_2 < \gamma_1 \), \( a \in [1/4, 1/2] \) and \( x \in \mathbb{R}^d \)

\[
\max \left( \| \delta_x S_{\gamma_1,\theta_1} - \delta_x S_{\gamma_2,\theta_2} \|_{W^a}, \| \delta_x S_{\gamma_1,\theta_1} - \delta_x S_{\gamma_2,\theta_2} \|_{W^a} \right) \leq (A_1(\gamma_1, \gamma_2) + A_2(\gamma_1, \gamma_2) \| \theta_1 - \theta_2 \|) W^{2a}(x) ,
\]

with

\[
A_1(\gamma_1, \gamma_2) = A_4(\gamma_1/\gamma_2 - 1)^{1/2} , \quad A_2(\gamma_1, \gamma_2) = A_4 \gamma_2^{1/2} ,
\]

and where \( W = W_m \) with \( m \in \mathbb{N} \) and \( m \geq 2 \) if \( \textbf{H}2 \) is satisfied and \( W = W_\alpha \) with \( \alpha < \min(\kappa \eta/4, \bar{\eta}) \) if \( \textbf{H}3 \) is satisfied.

Proof. We only show that for any \( \kappa > 0, \theta_1, \theta_2 \in \Theta, \gamma_1, \gamma_2 \in (0, \bar{\gamma}] \) with \( \gamma_2 < \gamma_1 \) and \( a \in [1/4, 1/2] \), \( \kappa > 0, \theta_1, \theta_2 \in \Theta, \gamma_1, \gamma_2 \in (0, \bar{\gamma}] \) with \( \gamma_2 < \gamma_1 \). Using a generalized Pinsker inequality, see [22, Lemma 24], we have

\[
\| \delta_x S_{\gamma_1,\theta_1} - \delta_x S_{\gamma_2,\theta_2} \|_{W^a} \leq \sqrt{2}(\delta_x S_{\gamma_1,\theta_1} W^{2a}(x) + \delta_x S_{\gamma_2,\theta_2} W^{2a}(x))^{1/2} KL(\delta_x S_{\gamma_1,\theta_1} | \delta_x S_{\gamma_2,\theta_2})^{1/2} .
\]

Combining this result, Jensen’s inequality and Lemma 13 if \( \textbf{H}2 \) holds and Lemma 14 if \( \textbf{H}3 \) holds, we obtain that

\[
\| S_{\gamma_1,\theta_1} - S_{\gamma_2,\theta_2} \|_{W^a} \leq 2(1 + b\bar{\gamma})^{1/2} \{ KL(\delta_x S_{\gamma_1,\theta_1} | \delta_x S_{\gamma_2,\theta_2})\}^{1/2} W^a(x) .
\]
Denote for $v \in \mathbb{R}^d$ and $\sigma > 0$, $Y_{v,\sigma}$ the $d$-dimensional Gaussian distribution with mean $v$ and covariance matrix $\sigma^2 \text{Id}$. Let $\sigma_1, \sigma_2 > 0$ and $v_1, v_2 \in \mathbb{R}^d$, we have
\[
\text{KL} \left( Y_{v_1,\sigma_1} | Y_{v_2,\sigma_2} \right) = \left\{ \| v_1 - v_2 \|^2 + d(\sigma_1^2 - \sigma_2^2) \right\} / \left( 2\sigma_2^2 \right) + d \log(\sigma_2/\sigma_1).
\]
Since $\gamma_2 < \gamma_1$, we have
\[
\text{KL} \left( \delta_x S_{\gamma_1, \theta_1} | \delta_x S_{\gamma_2, \theta_2} \right) 
\leq d(\gamma_1/\gamma_2 - 1)/2 + \left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x)) - T_{\gamma_2, \theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\|^2 / (4\gamma_2),
\]
with $T_{\gamma, \theta}(z) = z - \gamma \nabla_x V_{\theta}(z)$ for any $\theta \in \Theta$, $\gamma \in (0, \bar{\gamma}]$ and $x \in \mathbb{R}^d$. We have
\[
(1/4) \left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x)) - T_{\gamma_2, \theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\|^2 
\leq \left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x)) - T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x)) \right\|^2 
+ \left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x)) - T_{\gamma_2, \theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\|^2
\leq 2M|\gamma_1 \kappa - \gamma_2 \kappa|.
\]
First using [H1] Theorem 2.1.5, Equation (2.1.8) and Lemma 7 we have
\[
\left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x)) - T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x)) \right\| 
\leq \left\| \text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x) - \text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x) \right\| 
\leq \left\| \text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x) - \text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x) \right\| 
\leq \left\| \text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x) - \text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x) \right\| 
\leq \left\| \text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x) - \text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x) \right\| 
\leq 2M|\gamma_1 \kappa - \gamma_2 \kappa|.
\]
Second we have using [15], [H1] Theorem 2.1.5, Equation (2.1.8) and H4
\[
\left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x)) - T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x)) \right\| 
\leq \gamma_2 \kappa \left\| \nabla_x U_{\gamma_1, \theta_1}(x) - \nabla_x U_{\gamma_2, \theta_1}(x) \right\| 
\leq \sup_{t \in [0, \gamma \kappa]} \{ f_{\theta}(t) \} \gamma_2 \kappa \| \theta_1 - \theta_2 \| (1 + \| x \|).
\]
Third using [H1] and Lemma 5 we have that
\[
\left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{2, \kappa}}(x)) - T_{\gamma_2, \theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\| 
\leq (\gamma_1 - \gamma_2) \left\| \nabla_x V_{\theta_1} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\| 
\leq (\gamma_1 - \gamma_2) L \left\| \text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x) - x_{\theta_1} \right\| 
\leq (\gamma_1 - \gamma_2) L (R_{\gamma, 1} + \gamma \kappa M + \| x \|).
\]
Finally using [H1] H4 and Lemma 5 we have that
\[
\left\| T_{\gamma_2, \theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) - T_{\gamma_2, \theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\| 
\leq \gamma_2 \left\| \nabla_x V_{\theta_1} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) - \nabla_x V_{\theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\| 
\leq \gamma_2 M_{\Theta} \| \theta_1 - \theta_2 \| (1 + \| \text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x) \|) 
\leq \gamma_2 M_{\Theta} \| \theta_1 - \theta_2 \| (1 + \gamma \kappa M + \| x \|).
\]
Therefore, combining (40), (41), (42) and (43) in (39), there exists $A_{4,1} \geq 0$ such that for any $\gamma_1, \gamma_2 > 0$ with $\gamma_2 < \gamma_1$ and $\theta_1, \theta_2 \in \Theta$
\[
\left\| T_{\gamma_1, \theta_1} (\text{prox}_{U_{\theta_1}}^{\gamma_{1, \kappa}}(x)) - T_{\gamma_2, \theta_2} (\text{prox}_{U_{\theta_2}}^{\gamma_{2, \kappa}}(x)) \right\|^2 
\leq A_{4,1} \left[ (\gamma_1 - \gamma_2)^2 + \gamma_2^2 \| \theta_1 - \theta_2 \|^2 \right] W^{2a}(x).
\]
Using this result in (38), there exists $A_{4,2} \geq 0$ such that
\[
\text{KL} \left( \delta_x S_{\gamma_1, \theta_1} | \delta_x S_{\gamma_2, \theta_2} \right) 
\leq A_{4,2} \left[ (\gamma_1/\gamma_2 - 1) + \gamma_2 \| \theta_1 - \theta_2 \|^2 \right] W^{2a}(x),
\]
which implies the announced result upon setting $A_4 = 2\sqrt{A_{4,2}(1 + b\bar{\gamma})}^{1/2}$ and using that for any $u, v \geq 0$, $\sqrt{u + v} \leq \sqrt{u} + \sqrt{v}$. \qed
D.3 Checking $[80, \text{H1, H2}]$ for MYULA

In this Section, similarly to Appendix D.3 for PULA, we show that $[80, \text{H1, H2}]$ hold for MYULA.

**Lemma 24. Assume $[\text{H1}]$ and $[\text{H2}]$.** Then for any $\kappa > 0$, $\theta \in \Theta$ and $\gamma \in (0, \bar{\gamma}]$ with $\bar{\gamma} < 2/(m + L)$, $R_{\gamma,\theta}$ and $R_{\gamma,\theta}$ satisfy $D_\Delta(W_2, \lambda_5, b_5)$ with

$$
\begin{align*}
\lambda_3 &= \exp[-\kappa/2] , \\
b_2 &= \{(2/(m + L) - \bar{\gamma})^{-1} + 4\kappa\} R_{V,1}^2 + 2\gamma MLV_{1,1} + \gamma^2 + 2d + 2\kappa^2(1 + \gamma L)^2\kappa^{-1} + \kappa/2 , \\
\kappa &= mL/(m + L) .
\end{align*}
$$

In addition, for any $m \in \mathbb{N}^*$, there exist $\lambda_m \in (0, 1)$, $b_m \geq 0$ such that for any $\kappa > 0$, $\theta \in \Theta$, $\gamma \in (0, \bar{\gamma}]$ with $\bar{\gamma} < 2/(m + L)$, $R_{\gamma,\theta}$ and $R_{\gamma,\theta}$ satisfy $D_\Delta(W_m, \lambda_m, b_m)$.

**Proof.** We show the property for $R_{\gamma,\theta}$ only as the proof for $R_{\gamma,\theta}$ is identical. Let $\kappa > 0$, $\theta \in \Theta$, $\gamma \in (0, \bar{\gamma}]$ and $x \in \mathbb{R}^d$. Let $Z$ be a $d$-dimensional Gaussian random variable with zero mean and identity covariance matrix. Using Lemma 11 we have

$$
\int_{\mathbb{R}^d} \|y\|^2 R_{\gamma,\theta}(x, dy) = \mathbb{E} \left[ \|x - \gamma \nabla_x V_0(x) - \gamma \nabla_x U_{0,\gamma}^2(x) + \sqrt{2\gamma} Z\|^2 \right]
$$

$$
= \|x - \gamma \nabla_x V_0(x) - \gamma \nabla_x U_{0,\gamma}^2(x)\| + 2\gamma d
$$

$$
\leq (1 - \bar{\gamma}/2) \|x\|^2 + \gamma \left\{ \left( (2/(m + L) - \bar{\gamma})^{-1} + 4\kappa \right) R_{V,1}^2 + 2\gamma MLV_{1,1} + \gamma^2 + 2d + 2\kappa^2(1 + \gamma L)^2\kappa^{-1} \right\} .
$$

Therefore, we get

$$
\int_{\mathbb{R}^d} (1 + \|y\|^2) R_{\gamma,\theta}(x, dy) \leq (1 - \bar{\gamma}/2) (1 + \|x\|^2) + \gamma \left\{ \left( (2/(m + L) - \bar{\gamma})^{-1} + 4\kappa \right) R_{V,1}^2 + 2\gamma MLV_{1,1} + \gamma^2 + 2d + 2\kappa^2(1 + \gamma L)^2\kappa^{-1} + \kappa/2 \right\} ,
$$

which concludes the first part of the proof. The proof of the result for $W = W_m$ with $m \in \mathbb{N}^*$ is a straightforward adaptation of the one of Lemma 13 and is left to the reader.

**Lemma 25. Assume $[\text{H1}]$ and $[\text{H3}]$.** Then for any $\gamma \in (0, \bar{\gamma}]$ with $\bar{\gamma} < \min(2L, \eta/(2ML))$, $\kappa > 0$ and $\theta \in \Theta$, $R_{\gamma,\theta}$ and $R_{\gamma,\theta}$ satisfy $D_\Delta(W, \lambda_5, b_5)$ with

$$
\begin{align*}
\lambda &= e^{-\alpha^2} , \\
b_3 &= (4\gamma L - 2\bar{\gamma})^{-1} R_{V,1}^2 + (3/2)\bar{\gamma} M^2 + c + M R_{U,1} + R_{U,2} + \gamma MLV_{2,1} + 2d + 2\alpha , \\
b &= \alpha s e^{-\gamma b} W(R) , \\
W &= W_\alpha , \\
\alpha &= \eta/8 , \\
R_{\eta} &= \max (2b_3/(\eta - 8\alpha), 1) .
\end{align*}
$$

**Proof.** We show the property for $R_{\gamma,\theta}$ only as the proof for $R_{\gamma,\theta}$ is identical. Let $\kappa > 0$, $\theta \in \Theta$, $\gamma \in (0, \bar{\gamma}]$, $x \in \mathbb{R}^d$ and $Z$ be a $d$-dimensional Gaussian random variable with zero mean and identity covariance matrix. Using Lemma 12 we have

$$
\int_{\mathbb{R}^d} \|y\|^2 R_{\gamma,\theta}(x, dy) = \|x - \gamma \nabla_x V_0(x) - \gamma \nabla_x U_{0,\gamma}^2\|^2 + 2\gamma d
$$

$$
\leq \|x\|^2 + \gamma \left\{ (2/L - \bar{\gamma})^{-1} R_{V,1}^2 + 3\gamma M^2 + 2c + 2(M R_{U,1} + R_{U,2}) + 2\gamma MLV_{2,1} + 2d - \eta \|x\| \right\} .
$$

Using the log-Sobolev inequality [3] Proposition 5.4.1 and Jensen’s inequality we get that

$$
R_{\gamma,\theta} W(x) \leq \exp \left[ \alpha R_{\gamma,\theta} W(x) + \alpha^2 \gamma \right] \leq \exp \left[ \alpha \left( 1 + \int_{\mathbb{R}^d} \|y\|^2 R_{\gamma,\theta}(x, dy) \right)^{1/2} + \alpha^2 \gamma \right] .
$$

We now distinguish two cases:
(a) If \( \|x\| \geq R_\eta \), recalling that \( R_\eta \) is given in (14), then
\[
(2/L - \gamma)^{-1} R_{V,1}^2 + 3\gamma t^2 + 2c + 2(MR_{U,1} + R_{U,2}) + 2\gamma MLR_{V,2} + 2d - \eta \|x\| \leq -8\alpha \|x\| .
\]
In this case using that \( \phi^{-1}(x) \|x\| \geq 1/2 \) and that for any \( t \geq 0 \), \( \sqrt{1+t} \leq 1 + t/2 \) we have
\[
\left(1 + \int_{\mathbb{R}^d} \|y\|^2 R_{\gamma,\theta}(x, dy)\right)^{1/2} - \phi(x) \leq \\
\leq \gamma \phi^{-1}(x) \left((2/L - \gamma)^{-1} R_{V,1}^2 + 3\gamma t^2 + 2c + 2(MR_{U,1} + R_{U,2}) + 2\gamma MLR_{V,2} + 2d - \eta \|x\|\right)/2 \\
\leq -4\alpha \gamma \phi^{-1}(x) \|x\| \leq -2\alpha \gamma .
\]
Hence,
\[
R_{\gamma,\theta} W(x) \leq \left[ \alpha \left(1 + \int_{\mathbb{R}^d} \|y\|^2 R_{\gamma,\theta}(x, dy)\right)^{1/2} + \alpha^2 \gamma \right] \leq e^{-\alpha^2} W(x) .
\]
(b) If \( \|x\| \leq R_\eta \) then using that for any \( t \geq 0 \), \( \sqrt{1+t} \leq 1 + t/2 \) we have
\[
\left(1 + \int_{\mathbb{R}^d} \|y\|^2 R_{\gamma,\theta}(x, dy)\right)^{1/2} - \phi(x) \leq \\
\leq \gamma \left((4/L - 2\gamma)^{-1} R_{V,1}^2 + (3/2)\gamma t^2 + c + MR_{U,1} + R_{U,2} + \gamma MLR_{V,2} + d \right) .
\]
Therefore, using (43), we get
\[
R_{\gamma,\theta} W(x) \leq \exp \left[\alpha \gamma \left((4/L - 2\gamma)^{-1} R_{V,1}^2 + (3/2)\gamma t^2 + c + MR_{U,1} + R_{U,2} + \gamma MLR_{V,2} + d + \alpha \right)\right] W(x) .
\]
Since for all \( a \geq b, e^a - e^b \leq (a - b)e^a \) we obtain that
\[
R_{\gamma,\theta} W(x) \leq \lambda^\gamma W(x) + \gamma \alpha b e^{\alpha \gamma b} W(R_\eta) ,
\]
which concludes the proof.

\[\square\]

**Lemma 26.** Assume \( \mathbf{H}_1 \mathbf{H}_2 \) or \( \mathbf{H}_3 \) and let \( (X^n_k, \bar{X}^n_k)_{n \in \mathbb{N}, k \in \{0, \ldots, m_n\}} \) be given by (23) with \( \{(K_{\gamma,\theta}, \bar{K}_{\gamma,\theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta\} = \{(R_{\gamma,\theta}, \bar{R}_{\gamma,\theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta\} \) \( \text{and} \) \( \bar{\gamma} > 0 \). Then there exists \( \bar{A}_1 \geq 1 \) such that for any \( n, p \in \mathbb{N} \) and \( k \in \{0, \ldots, m_n\} \)
\[
\mathbb{E} \left[ R^n_{\gamma,\theta_n} W(X^n_k) \mid X^n_0 \right] \leq \bar{A}_1 W(X^n_0) ,
\]
\[
\mathbb{E} \left[ R^n_{\gamma,\theta_n} W(\bar{X}^n_k) \mid X^n_0 \right] \leq \bar{A}_1 W(X^n_0) ,
\]
\[
\mathbb{E} \left[ W(X^n_0) \right] < +\infty , \quad \mathbb{E} \left[ W(\bar{X}^n_0) \right] < +\infty .
\]
with \( W = W_m \) with \( m \in \mathbb{N}^* \) \( \text{and} \) \( \bar{\gamma} < 2/(m + L) \) if \( \mathbf{H}_2 \) holds and \( W = W_\alpha \) with \( \alpha < \min\{\kappa \eta /4, \eta /8\} \) \( \text{and} \) \( \bar{\gamma} < \min\{2L, \eta /2M\} \) if \( \mathbf{H}_3 \) holds.

**Proof.** Combining \( \mathbf{H}_2 \) Lemma S15 and \( \mathbf{H}_2 \) Lemma 24 if \( \mathbf{H}_2 \) holds or \( \mathbf{H}_2 \) Lemma 25 if \( \mathbf{H}_3 \) holds conclude the proof. \( \square \)

**Lemma 27.** For any \( \kappa > 1/2, \theta \in \Theta, \gamma \in (0, \bar{\gamma}] \) \( \text{with} \) \( \bar{\gamma} < (2 - 1/\kappa)/L \) and \( x, y \in \mathbb{R}^d \)
\[
\max \left( \|\delta_x R^{(1/\gamma)}_{\gamma,\theta} - \delta_y R^{(1/\gamma)}_{\gamma,\theta} \|_{TV}, \|\delta_x \bar{R}^{(1/\gamma)}_{\gamma,\theta} - \delta_y \bar{R}^{(1/\gamma)}_{\gamma,\theta} \|_{TV} \right) \leq 1 - 2\Phi \left(-\|x - y\|/(2\sqrt{2})\right) ,
\]
where \( \Phi \) is the cumulative distribution function of the standard normal distribution on \( \mathbb{R} \).
Proposition 30.

Theorem 28. Assume $H_1$ and $H_2$ or $H_3$. Let $\kappa > 1/2$, $\bar{\gamma} < \min\{(2 - 1/\kappa)/L, 2/(m + L)\}$ if $H_2$ holds and $\bar{\gamma} < \min\{(2 - 1/\kappa)/L, \eta/(2ML)\}$ if $H_3$ holds. Then for any $\alpha \in (0, 1)$, there exist $\bar{A}_{2,\alpha}$ and $\rho_\alpha$ such that for any $\theta \in \Theta$, $\gamma \in (0, \bar{\gamma}]$, $R_{\gamma, \theta}$ and $\bar{R}_{\gamma, \theta}$ admit invariant probability measures $\pi_{\gamma, \theta}$, respectively $\bar{\pi}_{\gamma, \theta}$. In addition, for any $x, y \in \mathbb{R}^d$ we have

$$\max\left(\|\delta_\gamma R_{\gamma, \theta}^n - \pi_{\gamma, \theta}\|W_{1/2}, \|\delta_\gamma R_{\gamma, \theta}^n - \bar{\pi}_{\gamma, \theta}\|W_{1/2}\right) \leq \bar{A}_{2,\alpha}\rho_\alpha^n W_\alpha(x),$$

$$\max\left(\|\delta_\gamma R_{\gamma, \theta}^n - \delta_\gamma R_{\gamma, \theta}^n\|W_{1/2}, \|\delta_\gamma R_{\gamma, \theta}^n - \delta_\gamma R_{\gamma, \theta}^n\|W_{1/2}\right) \leq \bar{A}_{2,\alpha}\rho_\alpha^n \{W_\alpha(x) + W_\alpha(y)\},$$

with $W = W_m$ and $m \in \mathbb{N}^+$ if $H_2$ holds and $W = W_\alpha$ with $\alpha < \min(\kappa \eta/4, \eta/8)$ if $H_3$ holds.

Proof. The proof is similar to the one of Theorem 17.

Proposition 29. Assume $H_1$ and $H_2$ or $H_3$. Let $\kappa > 1/2$ and $\bar{\gamma} < \min\{(2 - 1/\kappa)/L, 2/(m + L)\}$ if $H_2$ holds and $\bar{\gamma} < \min\{(2 - 1/\kappa)/L, \eta/(2ML)\}$ if $H_3$ holds. Then there exists $\bar{B}_{3,1} \geq 0$ such that for any $\theta \in \Theta$, $\gamma \in (0, \bar{\gamma}]$ and $\kappa_i \geq \kappa$ with $i \in \{1, 2\}$ we have

$$\max(\|\pi_{\gamma, \theta}^i - \pi_{\gamma, \theta}\|W_{1/2}, \|\bar{\pi}_{\gamma, \theta}^i - \bar{\pi}_{\gamma, \theta}\|W_{1/2}) \leq \bar{B}_{3,1}\gamma,$$

where for any $i \in \{1, 2\}$, $\theta \in \Theta$ and $\gamma \in (0, \bar{\gamma}]$, $\pi_{\gamma, \theta}^i$, respectively $\bar{\pi}_{\gamma, \theta}^i$, is the invariant probability measure of $R_{\gamma, \theta}$, respectively $\bar{R}_{\gamma, \theta}$, given by (21) and associated with $\kappa = \kappa_i$. In addition, $W = W_m$ with $m \in \mathbb{N}^+$ if $H_2$ holds and $W = W_\alpha$ with $\alpha < \min(\kappa \eta/4, \eta/8)$ if $H_3$ holds.

Proof. The proof is similar to the one of Proposition 21 upon setting for any $i \in \{1, 2\}$ and $(\omega_s)_{s \in [0,T]} \in C([0,T], \mathbb{R}^d)$ with $T = \gamma \left[1/\gamma\right]$

$$b_i(t, (\omega_s)_{s \in [0,T]}) = \omega_{[t/\gamma]t} - \gamma \nabla_x \dot{V}_\theta(\omega_{[t/\gamma]t}) - \gamma \nabla_x U_\theta^{\gamma t/\gamma}(\omega_{[t/\gamma]t}),$$

and replacing (30) in Lemma 20 by

$$\left\|b_i(t, (\omega_s)_{s \in [0,T]}) - b_2(t, (\omega_s)_{s \in [0,T]})\right\|^2 = \| - \gamma \nabla_x U_\theta^\gamma(\omega_{[t/\gamma]t}) + \gamma \nabla_x U_\theta^\gamma(\omega_{[t/\gamma]t})\|^2 \leq 4\gamma^2 M^2.$$

Proposition 30. Assume $H_1$ and $H_2$ or $H_3$. Let $\kappa > 1/2$ and $\bar{\gamma} < \min\{(2 - 1/\kappa)/L, 2/(m + L), L^{-1}\}$ if $H_2$ holds and $\bar{\gamma} < \min\{(2 - 1/\kappa)/L, \eta/(2ML), L^{-1}\}$ if $H_3$ holds. Then there exists $\bar{B}_{3,2} \geq 0$ such that for any $\theta \in \Theta$, $\gamma \in (0, \bar{\gamma}]$ and $\kappa_i > 1/2$ with $i \in \{1, 2\}$ we have

$$\max\left(\|\pi_{\gamma, \theta}^i - \pi_{\gamma, \theta}\|W_{1/2}, \|\bar{\pi}_{\gamma, \theta}^i - \bar{\pi}_{\gamma, \theta}\|W_{1/2}\right) \leq \bar{B}_{3,2}\gamma^2,$$

where for any $\theta \in \Theta$ and $\gamma \in (0, \bar{\gamma}]$, $\pi_{\gamma, \theta}^i$, respectively $\bar{\pi}_{\gamma, \theta}^i$, is the invariant probability measure of $R_{\gamma, \theta}$, respectively $\bar{R}_{\gamma, \theta}$, given by (21) and associated with $\kappa = 1$ and $\pi_{\gamma, \theta}^i$, respectively $\bar{\pi}_{\gamma, \theta}^i$, is the invariant probability measure of $S_{\gamma, \theta}$, respectively $\bar{S}_{\gamma, \theta}$, given by (22) and associated with $\kappa = 1$. In addition, $W = W_m$ with $m \in \mathbb{N}^+$ if $H_2$ holds and $W = W_\alpha$ with $\alpha < \min(\kappa \eta/4, \eta/8)$ if $H_3$ holds.
Proof. The proof is similar to the one of Proposition 21 upon setting for any \((\omega_s)_{s \in [0,T]} \in C([0,T], \mathbb{R}^d)\) with \(T = \gamma \lceil 1/\gamma \rceil\)

\[
\begin{align*}
    b_1(t, (\omega_s)_{s \in [0,T]}) &= \text{prox}_{L_\theta}^\gamma (\omega_{t/\gamma}^\gamma) - \gamma \nabla_x V_\theta (\text{prox}_{L_\theta}^\gamma (\omega_{t/\gamma}^\gamma)) , \\
    b_2(t, (\omega_s)_{s \in [0,T]}) &= \omega_{t/\gamma}^\gamma - \gamma \nabla_x V_\theta (\omega_{t/\gamma}^\gamma) - \gamma \nabla_x U_\theta^\gamma (\omega_{t/\gamma}^\gamma) ,
\end{align*}
\]

and replacing \(30\) in Lemma 20 and using (15) and Lemma 5 we get

\[
\begin{align*}
    \|b_1(t, (\omega_s)_{s \in [0,T]}) - b_2(t, (\omega_s)_{s \in [0,T]})\|^2 &= \|\text{prox}_{L_\theta}^\gamma (\omega_{t/\gamma}^\gamma) - \omega_{t/\gamma}^\gamma\|^2 \\
    &+ \gamma \nabla_x V_\theta (\omega_{t/\gamma}^\gamma) + \gamma (\omega_{t/\gamma}^\gamma - \text{prox}_{L_\theta}^\gamma (\omega_{t/\gamma}^\gamma)) / \gamma \|^2 \\
    &= \gamma^2 \|\nabla_x V_\theta (\text{prox}_{L_\theta}^\gamma (\omega_{t/\gamma}^\gamma)) - \nabla_x V_\theta (\omega_{t/\gamma}^\gamma)\|^2 \leq L^2 \gamma^2. \\
\end{align*}
\]

Proposition 31. Assume \(\textbf{H1}\) and \(\textbf{H2}\) or \(\textbf{H3}\). Let \(\kappa > 1/2\), \(\bar{\gamma} < \min\{(2 - 1/\kappa)/L, 2/(m + L), L^{-1}\}\) if \(\textbf{H2}\) holds and \(\bar{\gamma} < \min\{(2 - 1/\kappa)/L, \eta/(2ML), L^{-1}\}\) if \(\textbf{H3}\) holds. Then for any \(\theta \in \Theta \) and \(\gamma \in (0, \bar{\gamma}]\), we have

\[
    \max (\|\pi_{\gamma,\theta} - \pi_\theta\|_{W^{1,2}}, \|\bar{\pi}_{\gamma,\theta} - \bar{\pi}_\theta\|_{W^{1,2}}) \leq \Psi(\gamma),
\]

where for any \(i \in \{1, 2\}\), \(\theta \in \Theta\) and \(\gamma \in (0, \bar{\gamma}]\), \(\pi_{\gamma,\theta}^i\) is the invariance probability measure of \(R_{\gamma,\theta}\), respectively \(\bar{R}_i \theta\), given by \(21\) and associated with \(\kappa \leftarrow \kappa_i\). In addition, \(\Psi(\gamma) = \bar{\Psi}(\gamma) + B_{3,4} \gamma^2 + B_2 \gamma^2\), where \(\bar{\Psi}\) is given in Theorem 19 and \(B_3\) in Proposition 21 and \(W = W_m\) with \(m \in \mathbb{N}^+\) if \(\textbf{H2}\) holds and \(W = W_m\) with \(\alpha < \min(\kappa\eta/4, \eta/8)\) if \(\textbf{H3}\) holds.

Proof. We only show that for any \(\theta \in \Theta\) and \(\gamma \in (0, \bar{\gamma}]\), \(\|\pi_{\gamma,\theta} - \pi_\theta\|_{W^{1,2}} \leq \Psi(\gamma)\) as the proof for \(\bar{\pi}_{\gamma,\theta}\) is similar. First note that for any \(\theta \in \Theta\) and \(\gamma \in (0, \bar{\gamma}]\) we have

\[
    \|\pi_{\gamma,\theta} - \pi_\theta\|_{W^{1,2}} \leq \|\pi_{\gamma,\theta} - \pi_{\gamma,\theta}^i\|_{W^{1,2}} + \|\pi_{\gamma,\theta}^i - \pi_\theta^i\|_{W^{1,2}} + \|\pi_\theta^i - \pi_\theta\|_{W^{1,2}},
\]

where for any \(\theta \in \Theta\) and \(\gamma \in (0, \bar{\gamma}]\), \(\pi_{\gamma,\theta}^i\) is the invariance probability measure of \(R_{\gamma,\theta}\) given by \(21\) and associated with \(\kappa = 1\) and \(\pi_\theta^i\) is the invariant probability measure of \(S_{\gamma,\theta}\) and associated with \(\kappa = 1\). We conclude the proof upon combining Proposition 29 [Proposition 30] and Theorem 19.

Proposition 32. Assume \(\textbf{H1}\) and \(\textbf{H2}\) or \(\textbf{H3}\). Let \(\kappa > 0\) and \(\bar{\gamma} < \min\{(2 - 1/\kappa)/L, \eta/(2ML)\}\) if \(\textbf{H2}\) holds and \(\bar{\gamma} < \min\{(2 - 1/\kappa)/L, \eta/(2ML)\}\) if \(\textbf{H3}\) holds. Then there exists \(A_4 \geq 0\) such that for any \(\theta_1, \theta_2 \in \Theta\), \(\gamma_1, \gamma_2 \in (0, \bar{\gamma}]\) with \(\gamma_2 < \gamma_1\) and \(a \in [1/4, 1/2]\) and \(x \in \mathbb{R}^d\)

\[
    \max (\|\delta_x R_{\gamma_1,\theta_1} - \delta_x R_{\gamma_2,\theta_2}\|_{W^a}, \|\delta_x \bar{R}_{\gamma_1,\theta_1} - \delta_x \bar{R}_{\gamma_2,\theta_2}\|_{W^a}) \leq (A_1(\gamma_1, \gamma_2) + A_2(\gamma_1, \gamma_2)) \|\theta_1 - \theta_2\| W^{2a}(x),
\]

with

\[
    A_1(\gamma_1, \gamma_2) = A_4(\gamma_1/\gamma_2 - 1)^{1/2}, \quad A_2(\gamma_1, \gamma_2) = A_4^{1/2},
\]

and where \(W = W_m\) with \(m \in \mathbb{N}\) and \(m \geq 2\) if \(\textbf{H2}\) is satisfied and \(W = W_\alpha\) with \(\alpha < \min(\kappa\eta/4, \eta/8)\) if \(\textbf{H3}\) is satisfied.

Proof. We only show that for any \(\theta_1, \theta_2 \in \Theta\), \(\gamma_1, \gamma_2 \in (0, \bar{\gamma}]\) with \(\gamma_2 < \gamma_1\) and \(a \in [1/4, 1/2]\) and \(x \in \mathbb{R}^d\), we have \(\|\delta_x R_{\gamma_1,\theta_1} - \delta_x R_{\gamma_2,\theta_2}\|_{W^a} \leq (A_1(\gamma_1, \gamma_2) + A(\gamma_1, \gamma_2)) \|\theta_1 - \theta_2\| W^{2a}(x)\) since the proof \(\bar{R}_{\gamma_1,\theta_1}\) and \(R_{\gamma_2,\theta_2}\) is similar. Let \(a \in [1/4, 1/2]\), \(\theta_1, \theta_2 \in \Theta\), \(\gamma_1, \gamma_2 \in (0, \bar{\gamma}]\) with \(\gamma_2 < \gamma_1\). Using a generalized Pinsker inequality \(32\), Lemma 24\) we have

\[
    \|\delta_x R_{\gamma_1,\theta_1} - \delta_x R_{\gamma_2,\theta_2}\|_{W^a} \leq \sqrt{2}(\delta_x R_{\gamma_1,\theta_1} W^{2a}(x) + \delta_x R_{\gamma_2,\theta_2} W^{2a}(x))^{1/2} KL(\delta_x R_{\gamma_1,\theta_1} | \delta_x R_{\gamma_2,\theta_2})^{1/2}.
\]

Combining this result, Jensen’s inequality and Lemma 13 if \(\textbf{H2}\) holds and Lemma 14 if \(\textbf{H3}\) holds, we obtain that

\[
    \|\delta_x R_{\gamma_1,\theta_1} - \delta_x R_{\gamma_2,\theta_2}\|_{W^a} \leq 2(1 + b\bar{\gamma})^{1/2} KL(\delta_x R_{\gamma_1,\theta_1} | \delta_x R_{\gamma_2,\theta_2})^{1/2} W^a(x).
\]
Denote for $v \in \mathbb{R}^d$ and $\sigma > 0$, $\Upsilon_{v, \sigma}$ the $d$-dimensional Gaussian distribution with mean $v$ and covariance matrix $\sigma^2 \text{Id}$. Let $\sigma_1, \sigma_2 > 0$ and $v_1, v_2 \in \mathbb{R}^d$, we have

$$\text{KL} (\Upsilon_{v_1, \sigma_1 \text{Id}} | \Upsilon_{v_2, \sigma_2 \text{Id}}) = \left\{ \|v_1 - v_2\|^2 + d(\sigma_1^2 - \sigma_2^2) \right\} / (2\sigma_2^2) + d \log(\sigma_2 / \sigma_1) .$$

Since $\gamma_2 < \gamma_1$, we have

$$\text{KL}(\delta_x R_{\gamma_1, \theta_1}, \delta_x R_{\gamma_2, \theta_2}) \leq d(\gamma_1 / \gamma_2 - 1)/2 + \|\gamma_2 \nabla_x V_{\theta_2}(x) - \gamma_1 \nabla_x V_{\theta_1}(x) + \gamma_2 \nabla_x U_{\theta_2}^{2\kappa}(x) - \gamma_1 \nabla_x U_{\theta_1}^{1\kappa}(x)\|^2 / (4\gamma_2) , \quad (46)$$

We have

$$\|\gamma_2 \nabla_x V_{\theta_2}(x) - \gamma_1 \nabla_x V_{\theta_1}(x) + \gamma_2 \nabla_x U_{\theta_2}^{2\kappa}(x) - \gamma_1 \nabla_x U_{\theta_1}^{1\kappa}(x)\|^2 \leq 4 \|\gamma_2 \nabla_x V_{\theta_2}(x) - \gamma_2 \nabla_x V_{\theta_1}(x)\|^2 + 4 \|\gamma_2 \nabla_x V_{\theta_1}(x) - \gamma_1 \nabla_x V_{\theta_1}(x)\|^2 + 4 \|\gamma_1 \nabla_x U_{\theta_1}^{1\kappa}(x) - \gamma_2 \nabla_x U_{\theta_1}^{2\kappa}(x)\|^2 + 4 \|\gamma_2 \nabla_x U_{\theta_1}^{2\kappa}(x) - \gamma_2 \nabla_x U_{\theta_2}^{2\kappa}(x)\|^2 .$$

First using $[H3]$ we have

$$\|\gamma_2 \nabla_x V_{\theta_2}(x) - \gamma_2 \nabla_x V_{\theta_1}(x)\| \leq \gamma_2 \delta_{\theta_2} \|\theta_1 - \theta_2\| (1 + \|x\|) . \quad (48)$$

Second using $[H1]$ we have

$$\|\gamma_2 \nabla_x V_{\theta_1}(x) - \gamma_1 \nabla_x V_{\theta_1}(x)\| \leq (\gamma_1 - \gamma_2) \|\nabla_x V_{\theta_1}(x)\| \leq (\gamma_1 - \gamma_2) L \|x - x_{\theta_1}\| \leq (\gamma_1 - \gamma_2) L (R_{V, 1} + \|x\|) . \quad (49)$$

Third using $[H1]$ $[H1]$ Lemma 5 and Lemma 7 we have

$$\|\gamma_1 \nabla_x U_{\theta_1}^{1\kappa}(x) - \gamma_2 \nabla_x U_{\theta_1}^{2\kappa}(x)\| \leq \left\| (x - \text{prox}_{U_{\theta_1}^{1\kappa}}(x) - \gamma_2 U_{\theta_1}^{2\kappa}(x)) / \kappa \right\| \leq \left\| \text{prox}_{U_{\theta_1}^{1\kappa}}(x) - \text{prox}_{U_{\theta_1}^{2\kappa}}(x) \right\| / \kappa \leq 2M(\gamma_1 - \gamma_2) . \quad (50)$$

Finally using $[H4]$ we have

$$\|\gamma_2 \nabla_x U_{\theta_1}^{2\kappa}(x) - \gamma_2 \nabla_x U_{\theta_2}^{2\kappa}(x)\| \leq \gamma_2 \left\{ \sup_{[0, \gamma_2]} \bar{\xi}_\theta(t) \right\} \|\theta_1 - \theta_2\| . \quad (51)$$

Combining (48), (49), (50) and (51) in (47) we get that there exists $A_{4, 1} \geq 0$ such that

$$\|\gamma_2 \nabla_x V_{\theta_2}(x) - \gamma_1 \nabla_x V_{\theta_1}(x) + \gamma_2 \nabla_x U_{\theta_2}^{2\kappa}(x) - \gamma_1 \nabla_x U_{\theta_1}^{1\kappa}(x)\|^2 \leq A_{4, 1} \left[ (\gamma_1 - \gamma_2)^2 + \gamma_2^2 \|\theta_1 - \theta_2\|^2 \right] W^{2\alpha}(x) .$$

Using this result in (46) we obtain that there exists $A_{4, 2} \geq 0$ such that

$$\text{KL}(\delta_x R_{\gamma_1, \theta_1}, \delta_x R_{\gamma_2, \theta_2}) \leq A_{4, 2} \left[ (\gamma_1 / \gamma_2 - 1) + \gamma_2 \|\theta_1 - \theta_2\|^2 \right] W^{2\alpha}(x) ,$$

which implies the announced result upon setting $A_4 = 2 \sqrt{A_{4, 2}(1 + b\gamma)^{1/2}}$ and using that for any $u, v \geq 0$, $\sqrt{u + v} \leq \sqrt{u} + \sqrt{v}$.

\[ \square \]

D.4 Proof of Theorem 1

We divide the proof in two parts.

(a) First assume that $(X^n_k)_{n \in \mathbb{N}, k \in \{0, \ldots, m\}}$ and $(\bar{X}^{k}_{n})_{n \in \mathbb{N}, k \in \{0, \ldots, m\}}$ are given by (23) with \{(K_{\gamma, \theta}, \bar{K}_{\gamma, \theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta\} = \{(S_{\delta_\theta}, \tilde{S}_{\delta_\theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta\}. Then Lemma 15 implies that $[\text{H1}]$ is satisfied with $\gamma_2 \leq \gamma_1$, Theorem 17 implies that $[\text{H1}]$ holds with $\gamma_2 \leq \gamma_1$ and $\rho \leq \rho$. Finally, using
we obtain that the sequence \( (\theta_n)_{n \in \mathbb{N}} \) converges a.s. if
\[
\sum_{n=0}^{+\infty} \delta_n = +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} \Psi(\gamma_n) < +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} / (m_n \gamma_n) < +\infty.
\]

Since \( \Psi(\gamma_n) = \mathcal{O}(\gamma_n^{1/2}) \) by Corollary 22, these summability conditions are satisfied under the summability assumptions of Theorem 1-(1). Proposition 32 implies that \( \mathcal{H}_2 \) holds with \( \Lambda_1 \leftarrow \Lambda_1 \) and \( \Lambda_2 \leftarrow \Lambda_2 \). Therefore if \( m_n = m_0 \) for all \( n \in \mathbb{N} \), we can apply \( \mathcal{H}_2 \) Theorem 3 and we obtain that the sequence \( (\theta_n)_{n \in \mathbb{N}} \) converges a.s. if
\[
\sum_{n=0}^{+\infty} \delta_n = +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} \Psi(\gamma_n) < +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} \gamma_n^{-2} < +\infty
\]
\[
\sum_{n=0}^{+\infty} \delta_{n+1} / \gamma_n^2 (\Lambda_1(\gamma_n, \gamma_{n+1}) + \delta_{n+1} A_2(\gamma_n, \gamma_{n+1})) < +\infty.
\]

These summability conditions are satisfied under the summability assumptions of Theorem 1-(2).

(b) Second assume that \((X^n_k)_{n \in \mathbb{N}, k \in \{0, \ldots, m_n\}} \) and \((\tilde{X}^n_k)_{n \in \mathbb{N}, k \in \{0, \ldots, m_n\}} \) are given by (23) with \( \{K_{\gamma, \theta}, \tilde{K}_{\gamma, \theta}\} : \gamma \in (0, \bar{\gamma}], \theta \in \Theta \) = \{(R_{\gamma, \theta}, \tilde{R}_{\gamma, \theta}) : \gamma \in (0, \bar{\gamma}], \theta \in \Theta \}. \) Then Lemma 26 implies that \( \mathcal{H}_1a \) is satisfied with \( A_1 \leftarrow \bar{A}_1, \) Theorem 28 implies that \( \mathcal{H}_2 \) holds with \( \bar{A}_2 \leftarrow A_2 \) and \( \rho \leftarrow \tilde{\rho} \). Finally, using Proposition 31 we get that \( \mathcal{H}_1c \) holds with \( \bar{\Psi} \leftarrow \tilde{\Psi} \). Therefore, we can apply \( \mathcal{H}_1 \) Theorem 1 and we obtain that the sequence \( (\theta_n)_{n \in \mathbb{N}} \) converges a.s. if
\[
\sum_{n=0}^{+\infty} \delta_n = +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} \bar{\Psi}(\gamma_n) < +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} / (m_n \gamma_n) < +\infty.
\]

Since \( \Psi(\gamma_n) = \mathcal{O}(\gamma_n^{1/2}) \) by Proposition 31, these summability conditions are satisfied under the summability assumptions of Theorem 1-(1). Proposition 32 implies that \( \mathcal{H}_2 \) holds with \( \Lambda_1 \leftarrow \Lambda_1 \) and \( \Lambda_2 \leftarrow \Lambda_2 \). Therefore if \( m_n = m_0 \) for all \( n \in \mathbb{N} \), we can apply \( \mathcal{H}_2 \) Theorem 3 and we obtain that the sequence \( (\theta_n)_{n \in \mathbb{N}} \) converges a.s. if
\[
\sum_{n=0}^{+\infty} \delta_n = +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} \Psi(\gamma_n) < +\infty, \quad \sum_{n=0}^{+\infty} \delta_{n+1} \gamma_n^{-2},
\]
\[
\sum_{n=0}^{+\infty} \delta_{n+1} / \gamma_n^2 (\Lambda_1(\gamma_n, \gamma_{n+1}) + \delta_{n+1} \Lambda_2(\gamma_n, \gamma_{n+1})) < +\infty.
\]

These summability conditions are satisfied under the summability assumptions of Theorem 1-(2).

D.5 Proof of Theorem 2

The proof is similar to the one of Theorem 1 using \( \mathcal{H}_2 \) Theorem 2, Theorem 4 instead of \( \mathcal{H}_2 \) Theorem 1, Theorem 3.