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Abstract

Monocular 3D object detection has long been a challenging task in autonomous driving, which requires to decode 3D predictions solely from a single 2D image. Most existing methods follow conventional 2D object detectors to first localize objects by their centers, and then predict 3D attributes using center-neighboring local features. However, such center-based pipeline views 3D prediction as a subordinate task and lacks inter-object depth interactions with global spatial clues. In this paper, we introduce a simple framework for Monocular DETection with depth-aware TRansformer, named MonoDETR. We enable the vanilla transformer to be depth-aware and enforce the whole detection process guided by depth. Specifically, we represent 3D object candidates as a set of queries and produce non-local depth embeddings of the input image by a lightweight depth predictor and an attention-based depth encoder. Then, we propose a depth-aware decoder to conduct both inter-query and query-scene depth feature communication. In this way, each object estimates its 3D attributes adaptively from the depth-informative regions on the image, not limited by center-around features. With minimal hand-crafted designs, MonoDETR is an end-to-end framework without additional data, anchors or NMS and achieves competitive performance on KITTI benchmark among state-of-the-art center-based networks. Extensive ablation studies demonstrate the effectiveness of our approach and its potential to serve as a transformer baseline for future monocular research. Code is available at https://github.com/ZrrSkywalker/MonoDETR.git.

1. Introduction

It is an important capability to understand the scenario and detect objects in 3D space for autonomous driving, navigation and robotics. With a wider application prospect, 3D object detection is non-trivial and much more challenging than its 2D counterpart, resulting from the complex real-world circumstances and inevitable sensor-captured noises. Compared to methods processing LiDAR-scanned point clouds [18, 33, 49] and binocular images [14, 16], 3D object detection from monocular images [2, 8, 30] receives no external inputs to prompt the depth clues and thus severely suffers from the ill-posed depth estimation, leading to a large performance drop, which remains to be further explored.

Following the pipelines of traditional 2D object detectors [21, 31, 37, 48], existing monocular methods [26, 40, 44, 45] first localize objects on the image by detecting their 2D
or 3D projected centers from a predicted heatmap. Then, the visual features nearby each object center are aggregated by convolutional kernels to predict 3D properties, e.g., depth, dimension, and orientation. As shown in the top part of Figure 2, we denote such detection paradigm to be center-based, which implements center detection as a first-line task and utilizes neighboring features to estimate 3D attributes. Although it is conceptually straightforward and efficient for implementation, merely using center-near features without scene-level understanding is arduous for the network to well parse the spatial geometry, especially for depth of sparse-distributed objects. Suppose the network lacks sufficient stereo signals to judge the depth of one object, it is unable to adaptively explore long-range depth interrelations with others for assistance. Therefore, we ask the following question: can we discard the limitation based on centers and predict 3D objects guided by depth?

To tackle this issue, we rethink the pipeline for monocular 3D detection and introduce a simple transformer-based framework, MonoDETR, which presents a novel depth-guided paradigm, as shown in the bottom part of Figure 2. Thanks to the superiority of DETR [4] for global dependency exploration, objects in different regions could fully interact with each other by their visual features during attention mechanisms. On top of that, we further enable the vanilla transformer to be depth-aware for better adapting to the 3D monocular domain. Specifically, after the backbone extracting visual features from input images, we utilize a lightweight depth predictor to generate the depth features and predict a foreground depth map. As the depth map is produced upon depth features, the supervision for depth map implicitly endows the features with effective depth information. We supervise the depth map only contains depth values within foreground regions of different objects, as shown in Figure 3, and we utilize no extra depth labels for dense supervision. Based on the depth features, we specialize a depth encoder to produce non-local depth embeddings via self-attention, concurrent to the original encoder processing visual features in DETR [4]. On top of that, we design a depth-aware decoder, which appends a depth cross-attention into DETR’s decoder to conduct depth interactions between object queries and the encoded depth embeddings. In this way, each object can adaptively aggregate features from depth-informative regions on the image with a global receptive field, and is capable of perceiving inter-object relations, as illustrated in Figure 2. The whole process of object detection is now guided by depth, other than the previous center-based manner.

To our best knowledge, MonoDETR is the first end-to-end DETR-based model in monocular 3D object detection without any extra input data, anchors or non-maximum suppression (NMS). In addition, different from recent center-based networks introducing sophisticated geometric priors to enhance the performance [24, 44, 45], MonoDETR contains minimal handcrafted designs but still performs competitively with a novel depth-guided paradigm.

We summarize the contributions of our paper as follows:

- We propose MonoDETR, the first end-to-end DETR-based detector for monocular 3D detection without extra inputs, which enables object queries to adaptively explore informative image features guided by depth.
- MonoDETR introduces minimal handcrafted designs, but achieves competitive performance with state-of-the-art center-based methods with complicated geometric priors.

Figure 2. Center-based Pipeline v.s. Depth-guided Pipeline. Center-based methods first detect object centers and subsequently predict 3D attributes. Our depth-guided pipeline guides the whole process by the predicted foreground depth map and grabs features from depth-informative regions for each object. The third image of depth-guided pipeline represents the visualization of the attention map in depth cross-attention for the target query.
- We view MonoDETR as a simple but effective transformer baseline for future research, and conduct extensive ablation studies to demonstrate its characteristics.

2. Related Work

Monocular 3D Object Detection without Extra Data. Except for methods with additional data inputs, such as depth maps, CAD models and LiDAR data, standard monocular detectors take as input only a single image and adopt center-based pipelines following conventional 2D detectors [21, 31, 37, 48]. Deep3DBox [29] introduces discretized representation with 2D-3D prospective constraints to predict accurate object poses. M3D-RPN [2] designs a depth-aware convolution along with 3D anchors for better 3D region proposals. With very few handcrafted modules, SMOKE [22] and FCOS3D [40] propose concise architectures for one-stage monocular detection built on CenterNet [48] and FCOS [37], respectively. MonoDLE [26] and PGD [41] analyze depth errors on top and enhance their performance with customized designs. To further strengthen monocular detectors, recent methods have introduced more effective but complicated geometric priors. MonoPair [9] considers adjacent object pairs and parses their spatial relations with uncertainty. RTM3D [19] predicts 2D-3D keypoints of objects and optimizes the bounding box by nonlinear least squares. MonoFlex [44] conducts uncertainty-guided depth ensemble and categorizes different objects for distinctive processing. GUPNet [24] solves the error amplification problem by geometry-guided depth uncertainty and collocates a hierarchical learning strategy to reduce the training instability. The above geometrically dependent designs largely promote the performance of center-based methods, but the underlying problem still exists, namely, limiting 3D prediction as a subordinate task after 2D localization. On the contrary, our proposed MonoDETR adopts a depth-guided paradigm via a depth-aware transformer and discards the traditional center detection step, which extracts features from depth-informative regions on the image and contains minimal 3D-specific inductive biases.

Object Detection with Transformer. 2D object detectors [20, 21, 37] have achieved excellent performance in recent years but are equipped with cumbersome post-processing, e.g. non-maximum suppression (NMS) [1, 31]. To circumvent it, the seminal work DETR [5] constructs a novel and simple framework by adapting the powerful transformer [38] into visual detection domain. DETR detects objects on the image by an encoding-decoding paradigm and outputs set prediction via Hungarian Matching Algorithm [5]. However, due to the quadratic computational complexity of attention, DETR requires 500 epochs to be fully trained, which normally takes expensive 10 days on 8 V100 GPU. To accelerate the convergence, Deformable DETR [50] designs the sparse deformable attention mechanism and achieves better performance with only 50-epoch training. ACT [46] boosts the efficiency of DETR’s encoder for both time and memory by introducing adaptive clustering algorithms during inference. SMCA [13] proposes the Gaussian-modulated co-attention mechanism, which refocuses the attention of each query into object-centric areas and serves as a drop-in module to the original DETR. Besides, DETR is further enhanced by placing anchors [42], redesigning as two stages [35,36], setting conditional attention [27], embedding dense priors [43] and so on [10, 28]. Our MonoDETR inherits DETR’s superiority for non-local encoding and is free from time-consuming NMS post-processing. Based on DETR, we endow the vanilla transformer to be depth-aware by newly equipping a depth encoder and a depth-aware decoder to significantly improve the accuracy for monocular 3D detection.

3. Method

In this section, we introduce our depth-aware transformer for monocular 3D object detection, named MonoDETR. We solve the monocular detection task by set prediction and get rid of many rule-based components, such as NMS, pre-defined anchors and IoU-based label assignment. We design the pipeline to be depth-guided with minimal geometric priors, but still achieves competitive performance.
As shown in Figure 4, our MonoDETR consists of a feature backbone, a depth-aware transformer, several task-specific prediction heads and a set of learnable queries for object prediction.

3.1. Feature Backbone

The feature backbone, typically, ResNet-50 [17], takes as input a raw image and outputs both its visual and depth features, which are utilized to generate visual embeddings and depth embeddings, respectively in the later transformer.

Visual Features. Given the input image \( I \in \mathbb{R}^{H \times W \times 3} \), where \( H \) and \( W \) denote its height and width, we extract the multi-scale feature maps, \( f_{\frac{1}{8}} \), \( f_{\frac{1}{16}} \), and \( f_{\frac{1}{32}} \). They are directly acquired from the outputs of last three stages in ResNet-50 without FPN [20] and the downsample ratios are \( \frac{1}{8}, \frac{1}{16} \) and \( \frac{1}{32} \), respectively. We regard the high-level \( f_{\frac{1}{32}} \in \mathbb{R}^{\frac{H}{32} \times \frac{W}{32} \times C} \) as the visual features \( f_V \) of the input image and formulate as,

\[
f_{\frac{1}{8}}, f_{\frac{1}{16}}, f_{\frac{1}{32}} = \text{Backbone}(I), \quad f_V = f_{\frac{1}{32}}. \quad (1)
\]

Depth Features. Beyond DETR for 2D detection, we require to extract the depth features from the image without extra input to guide the monocular 3D object detection. We first unify the sizes of three-level outputs into \( \frac{1}{16} \) to integrate multi-scale semantics and preserve the fine-grained information. We resample the \( f_{\frac{1}{32}} \) and \( f_{\frac{1}{8}} \) by nearest-neighbor interpolation and utilize one convolutional projection layer for feature smoothing. Then, we aggregate all three feature maps by element addition and apply two \( 3 \times 3 \) convolutional layers to generate the depth features for the input image, denoted as \( f_d \in \mathbb{R}^{\frac{H}{16} \times \frac{W}{16} \times C} \), the dimension of which equals to visual features \( f_V \). To supervise \( f_d \) to embed effective depth information, we generate a foreground depth map \( D_{fg} \) from \( f_d \) and compute the loss between \( D_{fg} \) and ground-truth depth labels of objects. Note that we introduce no extra depth supervision but only utilize the depth label of objects in the image to guided \( D_{fg} \). For clearness, we sum up the aforementioned depth-related modules as a lightweight depth predictor, formulated as,

\[
f_d, D_{fg} = \text{DepthPredictor}(f_{\frac{1}{8}}, f_{\frac{1}{16}}, f_{\frac{1}{32}}), \quad (2)
\]

Foreground Depth Map. We apply a \( 1 \times 1 \) convolutional layer on top of \( f_d \) to predict the depth map \( D_{fg} \in \mathbb{R}^{\frac{H}{16} \times \frac{W}{16} \times 1} \) without Extra Depth Supervision.
Here, we discretize \( k + 1 \) bins for depth representation following [30], where the ordinal \( k \) bins represent foreground depth and the last one represents the background. We adopt linear-increasing discretization (LID), since the depth estimation of farther objects inherently yields larger errors, which can be suppressed with a wider categorization interval. We limit the foreground depth values within \([d_{\text{min}}, d_{\text{max}}]\), and set the first interval length and common difference both as \( \delta \). Their relationship is denoted as:

\[
\delta = \frac{2(d_{\text{max}} - d_{\text{min}})}{k \cdot (k + 1)}.
\]  

We define the area within 2D bounding boxes of objects as the foreground regions. For all pixels within one bounding box, we supervise them to predict the same depth value of the corresponding object. In regard to box-overlapped pixels, we give the depth supervision by the one nearer to the camera, according with the visual appearance on the image. Considering the linearly increasing intervals, we categorize a ground-truth depth value \( d \) into the \( k \)-th bin by

\[
k = \left\lfloor -0.5 + 0.5\sqrt{1 + \frac{8(d - d_{\text{min}})}{\delta}} \right\rfloor.
\]  

For pixels within background area, we directly assign them to the \((k + 1)\)-th category. Converting the continuous value prediction into classification, we use Focal loss [21] to enforce sharp categorical distributions for depth and denote the loss as \( L_{d_{\text{map}}} \). By such instance-level depth supervision, we not only endow \( f_D \) with sufficient depth information, but also implicitly guide the backbone to understand the inter-object depth relations and to distinguish the foreground and background.

### 3.2. Depth-aware Transformer

The transformer in our MonoDETR is composed of a visual encoder, a depth encoder and a depth-aware decoder. The two encoders produce non-local visual and depth embeddings, respectively. The depth-aware decoder conducts feature interactions between those embeddings and object queries for thorough information interchange.

#### Visual and Depth Encoders

We apply three encoder blocks for visual embeddings production. Following the DETR [4], each block consists of a self-attention layer and a feed-forward neural network (FFN). The former explores the long-range dependency from all pixel pairs on the feature map, and the latter further transforms the features by a two-layer MLP. Other than the intricate visual signals, we only apply one encoder block for the depth encoder to model the scene-level depth information, which contains the same components to the block of visual encoder. The self-attention layer communicates the depth values from different foreground area and provides the network with the global clues for the entire stereo space. We utilize sine/cosine positional encodings for both encoders to supplement the absent 2D spatial structure by element-wise addition referring to [4]. We formulate the two encoders as,

\[
f^c_V = \text{VisualEncoder}_{\times 3}(f_V), \quad f^c_D = \text{DepthEncoder}_{\times 1}(f_D),
\]  

where \( f^c_V, f^c_D \in \mathbb{R}^{HW \times C} \) denote the global-encoded visual and depth embeddings.

#### Depth-aware Decoder

After obtaining the visual and depth embeddings, we feed them together with learnable object queries \( q \in \mathbb{R}^{N \times C} \) into the depth-aware decoder, where \( N \) denotes the pre-defined maximum object number in an image. We apply three depth-aware decoder blocks, each of which consists of a depth cross-attention, a self-attention, a visual cross-attention and an FFN in sequence. During each block, the queries first explore depth information from embeddings \( f^c_D \) via depth cross-attention. To be specific, we map object queries into \( Q_q \in \mathbb{R}^{N \times C} \) and the depth embeddings into \( K_D, V_D \in \mathbb{R}^{HW \times C} \) by linear layers, which respectively serve as queries, keys and values in the attention mechanism. Then, we calculate,

\[
A_D = \text{SoftMax}(Q_qK_D^T/\sqrt{C}), \quad q' = \text{Linear}(A_DV_D),
\]  

where \( A_D \in \mathbb{R}^{N \times HW} \) denotes the depth attention map between each query and the depth embeddings, and \( q' \) denotes the output depth-encoded queries. Thanks to this attention over depth, each object query adaptively aggregates features from depth-informative regions on the image, which makes it possible for one object to borrow effective depth signals from another and perceive the depth distribution from a global receptive field. Subsequently in order, the queries pass through the self-attention for inter-object feature interactions, the visual cross-attention for visual features exploitation from \( f^c_V \), and the FFN for non-linear transformation. After all three blocks, the queries are decoded from visual and depth embeddings, denoted as \( q^d \), and well prepared for parallel object prediction,

\[
q^d = \text{DaDecoder}_{\times 3}(q, f^c_V, f^c_D),
\]  

where \( \text{DaDecoder}(\cdot, \cdot, \cdot) \) represents our depth-aware decoder.

#### Depth Positional Encodings

In the depth cross-attention of each decoder block, we propose learnable depth posi-
3.3. Task-specific Prediction and Loss Functions

After the encoding and decoding by the depth-aware transformer, object queries are fed into a series of MLP-based heads for task-specific prediction. All queries share the head weights for the same task. We adopt one linear layer for category prediction, three-layer MLP for 3D projected center and its distances to four sides of the 2D bounding box, and two-layer MLP for depth, dimension and orientation, respectively.

Category Prediction. We detect objects of three categories in KITTI dataset [15], which are car, pedestrian and cyclist, and adopt Focal loss [21] for optimization, denoted as \( L_{\text{class}} \).

3D Projected Center. We directly output the normalized coordinates \((x_{3D}, y_{3D})\) of 3D projected centers for better accuracy, instead of the widely-adopted 2D centers with 3D-2D offsets [9,24]. As our prediction ranges from 0 to 1, we introduce no quantization error caused by the downsampled heatmap of center-based methods, and thus discard the estimation for quantization offsets. We adopt L1 loss for 3D center localization, denoted as \( L_{C3D} \).

2D Detection. We recover the 2D center and size from the 3D projected center and its normalized distances to four sides of the 2D bounding box, \( l, r, t, b \), following FCOS [37]. We apply L1 loss for predicting four distances and GIoU loss [32] for the recovered 2D bounding box, denoted as \( L_{\text{lrtb}} \) and \( L_{\text{GIoU}} \).

Dimension and Orientation. Referring to [26], we predict the 3D size without mean shapes and divide the heading angle into multiple bins with residuals. We adopt dimension-aware L1 loss [26] for 3D dimension and Multi-Bin loss [9,48] for orientation, respectively denoted as \( L_{\text{dim}} \) and \( L_{\text{orien}} \).

Depth Estimation. To produce a robust depth estimation and fully utilize the available output, we simply average three predicted depth values to form \( d_{\text{pred}} \), which are \( d_{\text{reg}} \) from the MLP-based head, \( d_{\text{geo}} \) converted by 2D-3D size, and \( d_{\text{map}}(x_{3D}, y_{3D}) \) interpolated from foreground depth map \( D_{fg} \). We formulate as,

\[
d_{\text{pred}} = (d_{\text{reg}} + d_{\text{geo}} + d_{\text{map}}(x_{3D}, y_{3D}))/3.
\]

We adopt Laplacian aleatoric uncertainty loss [9] for the overall \( d_{\text{pred}} \), denoted as \( L_{\text{depth}} \).

Bipartite Matching. Different from previous methods [24, 26] with rule-based label assignment, we utilize Hungarian algorithm [4] to match the orderless queries with ground-truth labels. For training stability, we utilize 2D-related losses to calculate the matching cost. For each query-label pair, we formulate the matching cost as,

\[
C_{\text{match}} = \lambda_1 \cdot L_{\text{class}} + \lambda_2 \cdot L_{C3D} + \lambda_3 \cdot L_{\text{lrtb}} + \lambda_4 \cdot L_{\text{GIoU}},
\]

where we adopt the weighted values \( \lambda_{1\sim4} \) as 2, 10, 5, 2, respectively.

Overall Loss. For each matched pair, we compute the loss based on the matching cost as,

\[
L_{\text{pair}} = C_{\text{match}} + \lambda_5 \cdot L_{\text{dim}} + \lambda_6 \cdot L_{\text{orien}} + \lambda_7 \cdot L_{\text{depth}},
\]

where \( \lambda_{5\sim7} \) all equal 1. We then acquire the overall loss with all \( N \) queries for one training image as,

\[
L_{\text{overall}} = \frac{1}{N_{\text{gt}}} \cdot \sum_{n=1}^{N} L_{\text{pair}}^{n} + L_{\text{dmap}},
\]

where \( N_{\text{gt}} \) denotes the number of ground-truth labels, that is, the number of valid query-label pairs. \( L_{\text{dmap}} \) represents the Focal loss [21] for predicted foreground depth map illustrated in Section 3.1.
| Method       | Extra data | Test, $AP_{3D|R40}$ | Val, $AP_{3D|R40}$ |
|--------------|------------|----------------------|---------------------|
| PatchNet [25]  | Depth      | 15.68 11.12 10.17    | 22.97 18.66 14.97   |
| D4LCN [11]    |            | 16.65 11.72 9.51     |                    |
| DDMP-3D [39]  |            | 19.71 12.78 9.80     |                    |
| Kinematic3D [3] | Multi-frames | 19.07 12.72 9.17 | 26.69 17.52 13.10 |
| MonoRUn [6]   | Lidar      | 19.65 12.30 10.58    | 20.02 14.65 12.61  |
| CaDDN [30]    |            | 19.17 13.41 11.46    | 23.57 16.31 13.84  |
| AutoShape [23] | CAD        | 22.47 14.17 11.36    | 20.09 14.65 12.07  |
| SMOKE [22]    |            | 14.03 9.76 7.84      | 14.76 12.85 11.50  |
| MonoPair [9]  |            | 13.04 9.99 8.65      | 16.28 12.30 10.42  |
| RTM3D [19]    |            | 13.61 10.09 8.18     | 19.47 16.29 15.57  |
| PGD [31]      |            | 19.05 11.76 9.39     | 19.27 13.23 10.65  |
| IAFA [47]     |            | 17.81 12.01 10.61    | 18.95 14.96 14.84  |
| MonoDLE [26]  |            | 17.23 12.26 10.29    | 17.45 13.66 11.68  |
| MonoRCNN [34] |            | 18.36 12.65 10.03    | 16.61 13.19 10.65  |
| MonoGeo [45]  |            | 18.85 13.81 11.52    | 18.45 14.48 12.87  |
| MonoFlex [44] |            | 19.94 13.89 12.07    | 23.64 17.51 14.83  |
| GUPNet [24]   |            | 20.11 14.20 11.77    | 22.76 16.46 13.72  |
| MonoDETR (Ours) | None      | 23.65 15.92 12.99    | 32.08 21.44 17.85  |

**Table 1. Performance of the car category on KITTI test and val set.** We utilize bold to highlight the best results, and color the second-best ones and our performance gain over them in blue.

| Improvement | v.s. second-best |
|-------------|------------------|
| Test, $AP_{BEV|R40}$ | Easy Mod. Hard |
| Easy         | +1.18 +1.72 +0.92 |
| Mod.         | +1.42 +1.36 +0.66 |
| Hard         | +3.02 +2.63 +1.31 |

4. Experiments

4.1. Settings

**Dataset.** We test MonoDETR on the widely-adopted KITTI 3D object detection benchmark [15], including 7,481 training images and 7,518 test images. We follow [7, 8] to split the training images into 3,712 sub-training set and 3,769 val set. We report the detection results with three-level difficulties, i.e. easy, moderate and hard, in which the moderate scores are normally for ranking. We evaluate our performance with the average precision ($AP$) of bounding boxes in 3D space and the bird-eye view, denoted as $AP_{3D|R40}$ and $AP_{BEV|R40}$, where $R40$ denotes the 40 recall positions. For the three categories, we set the intersection-over-union (IoU) threshold as 0.7, 0.5 and 0.5 for car, pedestrian and cyclist, respectively.

**Implementation Details.** We adopt ResNet-50 [17] as our feature backbone following DETR [4]. We equip both visual encoder and depth-aware decoder with three transformer blocks and set their attention mechanisms as deformable attention in [50] to save GPU memory. We only set depth encoder with one block, whose attention is the seminal attention in [4] to capture global depth features. We utilize 8 heads for all attention modules and select the maximum object number $N$ as 50. We set the channel $C$ and the latent feature dimension of both FFN and MLP-based heads as 256. For the foreground depth map, we set $d_{min} \sim d_{max}$ as $0m \sim 80m$ and the number of bins $k$ as 80. On one GeForce RTX 3090 GPU, we train MonoDETR for 195 epochs with batch size 16 and the learning rate $2e^{-4}$. We adopt AdamW optimizer with weight decay $1e^{-4}$ and decrease the learning rate at 125 and 165 epochs by 10. We adopt random flip, random crop and photometric distortion for data augmentation following [26, 44, 48].

4.2. Performance Comparison

As shown in Table 1, thanks to the powerful attention mechanism and our proposed depth-aware transformer, MonoDETR achieves competitive performance for car category detection among state-of-the-art methods. For the official test set, we exceed all existing methods with different additional data inputs. Compared to the second-best models, MonoDETR surpasses them under easy, moderate and hard levels respectively by +1.18%, +1.72% and +0.92% in $AP_{3D|R40}$, and by +1.42%, +1.36% and +0.66% in $AP_{BEV|R40}$. For the val set, MonoDETR also achieves the best performance among methods without extra depth
Table 2. Effectiveness of our depth-guided pipeline. The first two rows represent two center-based baselines: MonoDLE [26] and MonoFlex [44]. The third row denotes DETR transferred for monocular 3D detection. In the last row, we color the performance gain by depth guidance in blue.

Table 3. Transformer settings. FFN denotes the feed-forward neural network. The best settings for monocular 3D detection are more lightweight compared to DETR for 2D detection.

4.3. Ablation Studies

We conduct extensive ablation studies of MonoDETR concerning depth guidance, transformer settings, depth-aware transformer and depth representation. We report the results of $AP_{3D|R40}$ for car category on KITTI val set.

Depth-guided Pipeline. We first illustrate the effectiveness of our proposed depth-guided pipeline. For center-based methods, we select the powerful MonoDLE [26] and MonoFlex [44] for comparison. The former contains minimal geometric priors and the latter is equipped with complicated handcrafted modules, represented as the first two rows of Table 2. We then construct a baseline without center-based paradigm by directly transferring the DETR model from 2D into monocular 3D object detection, since the queries in DETR simultaneously predict object centers and their 3D attributes. Based on its 2D architecture, we only append several MLP-based prediction heads for 3D tasks and adopt reference points to accelerate the convergence, represented as the third row in Table 2. However, its performance lags far behind MonoDLE [26], probably due to the low feature resolutions with downsample ratio $\frac{1}{32}$, which might filter out some faraway objects with only a few pixels on the image. Therefore, we utilize the deformable attention [50] to conduct multi-scale feature encoding, and it performs better than MonoDLE and comparable to MonoFlex. We set this variant as our baseline, which discards the traditional center-based paradigm but lacks sufficient depth clues for 3D attributed prediction. On top of that, we introduce our proposed depth-guided improvement, which contributes to great performance gain over the baseline without depth guidance. In addition, our method with minimal priors surpasses both center-based networks with a large margin, demonstrating the superiority of MonoDETR.

Table 4. Depth embeddings $f_D^e$ generation. The two sources are producing $f_D^e$ by foreground depth map $D_f$ and by encoding depth features $f_D$. Depth Enc.×2 and Deform. Attn. denote depth encoder with two blocks and deformable attention.

Table 5. Designs of depth-aware decoder. Visual CA and Concat. denote visual cross-attention and concatenation. The Position Set. denotes where to place the depth cross-attention in each depth-aware decoder block. Depth Pos. Encodings represent depth positional encodings for $f_D^e$ in depth cross-attention.
Figure 5. Visualizations of attention maps in depth cross-attention of the depth-aware decoder. The top and bottom rows locate the input images and our detection results, respectively. The middle three rows are the attention maps of the target queries colored in white.

| Method | Depth Format | Easy | Mod. | Hard |
|--------|--------------|------|------|------|
| Conti. | -            | 24.36| 17.24| 14.48|
| UD     | Weighted Ave.| 25.61| 18.90| 15.49|
| SID    | Weighted Ave.| 26.05| 18.95| 15.59|
| LID    | Argmax       | 21.61| 15.21| 12.13|
| LID    | Weighted Ave.| 26.66| 20.14| 16.88|

Table 6. Depth representation settings. Conti., UD, SID and LID indicate depth representations of continuous values, uniform, spacing-increasing and linear-increasing discretizations, respectively.

Transformer Settings. We explore the best transformer settings for monocular 3D detection concerning the numbers of encoder and decoder’s blocks and the channels of feed-forward neural network (FFN). We select the variant without depth-aware transformer as the comparison baseline to better show the influence of the transformer itself. As shown in Table 3, different from DETR’s [4] original settings of 6 encoder blocks, 6 decoder blocks and 1024-channel FFN, the transformer for KITTI [15] only requires 3 blocks for both encoder and decoder, and 256-channel FFN. The lighter architecture accords with the similar scenarios of street views in the dataset and we adopt such settings as default.

Depth Embeddings. Depth embeddings $f_D^e$ are essential for queries to explore scene-level depth features during depth cross-attention in the depth-aware decoder. We experiment two ways to generate depth embeddings in Table 4. The first is to produce from the predicted foreground depth map $D_{fg}$, where we utilize sine/cosine functions in [4] to encode per-pixel depth values into 256-dimensional vectors or the learned depth positional encodings $p_D$ illustrated in Section 3.2. The other processes the depth features $f_D$ with $1 \times 1$ convolutional layer, depth encoder, and depth encoder with deformable attention. As shown, learned positional encodings interpolated by foreground depth map perform better than sine/cosine functions, since the learnable 256-dimensional vectors embeds more depth semantics ranging from $d_{\text{min}}$ to $d_{\text{max}}$. Compared to $1 \times 1$ convolution and deformable attention with local receptive fields, the one-block depth encoder with global self-attention performs the best for its non-local depth interactions, which provides queries with sufficient spatial understanding.

Depth-aware Decoder. As the core component of depth-guided pipeline, we explore how to conduct depth communication between queries $q$ and depth embeddings $f_D^e$. In each decoder block, we first attempt to combine $f_D^e$ with $f_V^q$ by addition or concatenation to enforce queries to si-
multaneously capture visual and depth features from the same cross-attention module. Then, we decouple the visual and depth decoding for queries and construct an independent depth cross-attention module, which we place at three positions: 1st before self-attention, 2nd before visual cross-attention and 3rd before FFN. In Table 5, we observe that independent depth cross-attention at the 1st position of depth-aware decoder block achieves the highest performance. In this way, each object first conducts feature interactions with depth embeddings and then passes self-attention and visual cross-attention, enabling the decoder to be better depth-guided. Also, though deformable attention works well for visual encoder and decoder, its local receptive field limits the spatial understanding in both depth encoder and depth cross-attention. On top of the best-performing settings, we test the importance of our learnable depth positional encodings $p_D$. As analyzed in the above paragraph, $p_D$ contains more depth signals during training and benefits the queries a lot.

**Depth Representation.** Here, we experiment with different depth representations for the foreground depth map $D_{fg}$. We test with continuous depth values and three discretization approaches [12] for comparison, including uniform (UD), spacing-increasing (SID), and linear-increasing (LID) discretizations. For continuous depth, we directly regress the value and optimize it by L1 loss. As shown in Table 6, LID achieves the highest performance among other settings. Also, calculating the weighted average of depth bins, denoted as Weight Ave., performs much better than simply selecting the depth value with the highest probability, denoted as Argmax, since the probability distribution normally contains more semantic information.

### 5. Visualization

To ease the understanding of our depth-aware transformer, we visualize the attention maps of depth cross-attention in the depth-aware decoder and color the query points in white in Figure 5. As shown, the area concerned of each query spreads over pixels of other objects and the background. This indicates the query is able to borrow depth information from other informative regions under our depth-guided pipeline, which assists the prediction itself and is no more limited by center-neighboring features.

### 6. Conclusion

We propose MonoDETR, an end-to-end DETR-based framework for monocular 3D object detection, which contains minimal geometric designs and is free from any additional data inputs, anchors or NMS. Different from conventional center-based pipelines, we enable the prediction process to be depth-guided by designing a depth-aware transformer. By this, the queries explore depth features adaptively from depth-informative regions on the image and conducts inter-object and object-scene interactions. Extensive experiments and analysis have demonstrated the effectiveness of our MonoDETR. We hope our method could serve as a simple transformer baseline for future monocular research and motivates the community.
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