Relaxed stability conditions for linear systems with time-varying delays via some novel approaches
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1. Introduction

Time-delay is well known as the source of instability, degradation of quality, and vibration in dynamic systems [1–28]. The delay is ineluctable for almost all systems with input-process-output and feedback structures, so the stability analysis of the time-delay systems (TDSs) is the prerequisite before the systems can be operated. From the perspective of the frequency domain analysis, the linear systems are asymptotically stable if and only if the spectrum (system poles) lies in the left half plane. Since the spectrum for TDSs $\dot{x}(t) = Ax(t) + A_d x(t - h)$ is $\{ s : \det(sI - A - A_d e^{-sh}) = 0 \}$, the infinite dimensional states (poles) exist. For this reason, because it is very difficult to solve the matter of the stability for TDSs in analytical methods, various methods [8–28] for the problem have been studied by using the numerical method based on the Lyapunov stability theorem. According to the Lyapunov stability theorem, the system is asymptotically stable if there exists the Lyapunov function $V(x(t)) : \mathbb{R}^n \to \mathbb{R}$ such that $V(x) > 0$ for all $x \neq 0$ and $\dot{V}(x) < 0$. When considering this, the structure
of $V(x)$ is not fixed. This means that the effectiveness of the analysis method is affected by the structure of $V(x)$. As a result, this is the open problem in the TDSs.

In general, stability analysis for TDSs can be divided into two types: delay-dependent and delay-independent analysis. In general, the former containing information about the time delay value is less conservative than the latter, especially if the time delay value is small. Then, many researchers have proposed various delay-dependent stability criteria for TDSs. In this regard, recently, Zhang et al. [23] proposed delay-dependent-matrix-based reciprocally convex inequality and estimation approaches were introduced in [23] for stability analysis with time-varying delays of linear systems. Through the augmented L-K functional approach, Park et al. [24] studied the stability problem for linear systems with time-varying delays. In [25], by developing the delay-product-type L-K functional, new delay-dependent stability criteria were proposed. In [26], the double integral inequality and the L-K functional were proposed based on the second-order derivative. By introducing appropriate intermediate polynomial, some novel delay-product types of inequality-based functions were constructed in [27]. In [28], the stability criterion specified as a negativity condition for a quadratic function parameterized by the delay was presented.

From the above considerations, it makes sense to inquire the following thing: “Considering the AFBI-inspired Lyapunov-Krasowskii function, can the feasible areas of stability criteria be improved?”. Before we ask the answer to the question, the following facts should be minded through [12]: when examining the conservatism of stability criteria, two momentous indicators exist. One is to find the maximum value of delay bound for guaranteeing asymptotic stability of systems. The other is to reduce the number of the decision variables, in the other words, the computational burdens, while keeping the maximum value of the delay binding the same. In particular, many studies have focused on the former. In this work, prioritizing the former, the main goal in this paper is to propose a stability criterion which provides the delay bounds for guaranteeing asymptotic stability of TDSs as large as possible. In addition, an improved stability criterion obtained by the augmented zero equality approach is also proposed, taking into account both the former and the latter.

From the discussions so for, novel delay-dependent stability criteria for linear systems with time-varying delays are proposed. The highlight of this paper can be summarized:

- Some novel L-K functionals which provide more cross terms among the components of the augmented vector are proposed in Theorem 1. Among them, newly constructed L-K functional inspired by AFBI is included.
- From the relationships of the elements of the augmented vectors, one augmented zero equality is established and Finsler’s lemma with the newly constructed zero equality are applied to the derived stability condition. As a result, both reducing of the number of decision variables and extending the feasible region will be done in Theorem 2 comparing with Theorem 1.

Through the simulation of numerical examples, the advantages, effectiveness and superiorities of the proposed theorems are illustrated.

**Notations.** $\mathbb{R}^n$ and $\mathbb{R}^{m \times n}$ denote, respectively, $n$-vectors with the $l_2$-norm $\| \cdot \|$ and $m \times n$ matrices. $\mathbb{S}^n$ ($\mathbb{S}^n_+$) is the sets of $n \times n$ symmetric (positive definite) matrices. $I_n$ and $0_{m \times n}$ are, respectively, the $n \times n$ identity matrix and the $m \times n$ zero matrix. $\text{col}\{ \cdots \}$ stands for the column vector. $\text{Sym}[X]$ is the sum of $X$ and its transpose. $X_{[\alpha]}$ means the sum of a constant matrix $X_1$ and a linear matrix $\alpha X_2$ for all real scalars $\alpha$. The symmetric terms will be denoted by $\star$ when necessary.
2. Problem formation

Consider linear systems as follows

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + A_d x(t - \nu(t)), \\
x(t) &= \chi(t), \ t \in [-\nu_m, 0]
\end{align*}
\]

(2.1)

where \(\chi(t)\) is an initial function, \(x(t)\) is the state vector in \(\mathbb{R}^n\), \(A\) and \(A_d\) are system matrices in \(\mathbb{R}^{nxn}\). The time-delay function \(\nu(t)\) is considered to meet the following conditions:

\[
0 \leq \nu(t) \leq \nu_m, \ \mu_i \leq \dot{\nu}(t) \leq \mu_u < 1,
\]

(2.2)

where \(\nu_m > 0, \mu_u \geq 0\) and \(\mu_i\) are known scalar values.

To derive the stability criteria for the system (2.1), the following useful lemmas are employed.

Lemma 1. [13] For matrix \(H \in \mathbb{S}^n_+\) and vector \(f : [a, b] \to \mathbb{R}^n\), the following inequality holds:

\[
\int_a^b (s - a)^k f^T(s)Hf(s)ds \geq \left( \int_a^b P_{l,k}(s) \otimes f(s)ds \right)^T (\Psi_{l,k} \otimes H) \left( \int_a^b P_{l,k}(s) \otimes f(s)ds \right),
\]

where scalars \(a < b\) and semi-positive integers \(k, l\), for \(i = 0, 1, \ldots, l\), and other notations were defined at the work [13].

Remark 1. Lemma 1 with \(k = 0\) and \(l = 1\) is WBI [14] and with \(k = 0\) and \(l = 2\) is corresponded to AFBI [15].

Lemma 2. [29] For matrices \(M_1, M_2 \in \mathbb{S}^n_+\) and a constant \(\alpha \in (0, 1)\), if there exist matrices \(S_1, S_2 \in \mathbb{S}^n_+\), \(F_1, F_2 \in \mathbb{R}^{nxn}\) such that

\[
\begin{bmatrix}
M_1 - \alpha S_1 & -\alpha F_1 - (1 - \alpha)F_2 \\
\star & M_2 - (1 - \alpha)S_2
\end{bmatrix} \succeq 0
\]

for all \(\alpha = 0, 1\), then the following inequality holds:

\[
\begin{bmatrix}
\frac{1}{\alpha} M_1 & 0 \\
\star & \frac{1}{1 - \alpha} M_2
\end{bmatrix} \succeq \begin{bmatrix}
M_1 + (1 - \alpha)S_1 & \alpha F_1 + (1 - \alpha)F_2 \\
\star & M_2 + \alpha S_2
\end{bmatrix}.
\]

Lemma 3. [30] For \(\nu \in \mathbb{R}^n, \ F \in \mathbb{S}^n, \ G \in \mathbb{R}^{nxn}\) such that \(\text{rank}(G) < n\), the following formulas are equivalent:

\[
\begin{align*}
(i) \quad & \nu^TF\nu < 0, \ \forall G\nu = 0, \ x \neq 0, \\
(ii) \quad & (G^\perp)^TFG^\perp < 0, \\
(iii) \quad & \exists W \in \mathbb{R}^{nxm} : F + WG + G^TW^T < 0.
\end{align*}
\]

3. Main results

In this section, by the use of LMI framework, new two stability conditions for the system (2.1) are introduced. To simplify matrix representation, the block entry matrices can be expressed as \(\theta_i = [0_{n(i-1)n}, I_n, 0_{n(16-i)n}]^T \in \mathbb{R}^{16nxn}\) for \(i = 1, 2, \ldots, 16\), \(\theta_0 = 0_{16nxn}\).
The following theorem is the stability criterion of system (2.1).

**Theorem 1.** The system (2.1) with the condition (2.2) is asymptotically stable when obtaining matrices

\[ R \in \mathbb{S}_{+}^{n}, G_{i} \in \mathbb{S}_{+}^{m_{i}} (i = 1, 2, 3), Q \in \mathbb{S}_{+}^{m}, W \in \mathbb{S}_{+}^{n}, S_{j} \in \mathbb{S}_{+}^{m_{j}}, P_{j} \in \mathbb{S}_{+}^{n}, F_{j} \in \mathbb{R}_{+}^{m_{j} \times m_{j}} (j = 1, 2), F_{k} \in \mathbb{R}_{+}^{m_{j} \times m_{j}} (k = 1, 2, 3, 4) \]

that satisfies the following LMIs:

\[
\begin{align*}
(\Gamma^{T})^{T} (\Psi_{[\mu,\mu]} - \Omega_{[0]} \Gamma^{T} &< 0, \quad (3.1) \\
(\Gamma^{T})^{T} (\Psi_{[\mu,\mu]} - \Omega_{[0]} \Gamma^{T} &< 0, \quad (3.2) \\
(\Gamma^{T})^{T} (\Psi_{[\nu,\nu]} - \Omega_{[\nu,\nu]} \Gamma^{T} &< 0, \quad (3.3) \\
(\Gamma^{T})^{T} (\Psi_{[\nu,\nu]} - \Omega_{[\nu,\nu]} \Gamma^{T} &< 0, \quad (3.4)
\end{align*}
\]

\[
\begin{bmatrix}
Q_{1} & -F_{2} \\
S_{1} & -F_{1}
\end{bmatrix} \geq 0, \quad (3.5)
\]

\[
\begin{bmatrix}
Q_{1} & F_{2} \\
S_{1} & F_{1}
\end{bmatrix} \geq 0, \quad (3.6)
\]

with several notations

\[
\tilde{v}(t) = \nu_{m} - \nu(t), \quad v_{d}(t) = 1 - \nu(t),
\]

\[
\xi_{a,b}^{k}(f(u)) = \int_{t-a}^{t} \int_{t-b}^{t} \cdots \int_{t-b}^{t} f(u) du ds_{k} \cdots ds_{2},
\]

\[
\zeta(t) = \text{col} \begin{bmatrix}
x(t) \\
x(t - \nu(t)) \\
x(t - \nu_{m}) \\
x(t - \nu_{m})
\end{bmatrix}, \quad \left| \begin{bmatrix}
\int_{t-n(t)}^{t-1(n(t))} x(s) ds \\
\int_{t-n(t)}^{t-1(n(t))} x(s) ds \\
1/ \nu^{2}(t) \nu^{2}(1) \nu^{2}(0) x(u) \\
1/ \nu^{2}(t) \nu^{2}(1) \nu^{2}(0) x(u)
\end{bmatrix}, \quad \left| \begin{bmatrix}
1/ \nu^{2}(t) \nu^{2}(1) \nu^{2}(0) x(u) \\
1/ \nu^{2}(t) \nu^{2}(1) \nu^{2}(0) x(u)
\end{bmatrix}
\right|
\]

\[
\Psi_{1(t)} = \text{Sym} \left\{ \left[ \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right] \Gamma_{1} \left[ \theta_{4}, \theta_{5}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right]^T \right\},
\]

\[
\Psi_{2(t,v(t),\nu(t))} = \left[ \theta_{4}, \theta_{5}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right] \Gamma_{1} \left[ \theta_{4}, \theta_{5}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right]^T \right\},
\]

\[
\Psi_{3(t,v(t),\nu(t))} = \left[ \theta_{4}, \theta_{5}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right] \Gamma_{1} \left[ \theta_{4}, \theta_{5}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right]^T \right\},
\]

\[
\Psi_{4(t,v(t),\nu(t))} = \left[ \theta_{4}, \theta_{5}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right] \Gamma_{1} \left[ \theta_{4}, \theta_{5}, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{6}, \theta_{7}, \theta_{8}, \theta_{9}, \theta_{12} \right]^T \right\},
\]
\[
\Psi_5 = \nu_m^2 [\partial_4, \partial_1] Q [\partial_4, \partial_1] + \nu_m \left( \partial_1 P_1 \partial_1^T - \partial_2 P_1 \partial_2^T + \partial_1 P_2 \partial_2^T - \partial_3 P_2 \partial_3^T \right),
\]
\[
\Psi_{6[v(\nu)]} = \nu_m \partial_4 W \partial_4^T - \nu_m \partial_3 W \partial_3^T - \text{Sym}((\partial_1 - \partial_3) W (\partial_4 - \partial_3)^T)
\]
\[-3 \text{Sym}([\partial_1 + \partial_3 - (2/\nu_m)(\partial_6 + \partial_7)] W [\partial_4 + \partial_3 - (2/\nu_m)(\partial_1 - \partial_3)]^T)
\]
\[-5 \text{Sym}([\partial_1 - \partial_3 + (6/\nu_m)(\partial_6 + \partial_7) - (12/\nu_m^2)(\nu(t) \partial_8 + \tilde{\nu}(t) \partial_9 + \tilde{\nu}(t) \partial_6)]
\times W [\partial_4 - \partial_3 + (6/\nu_m)(\partial_1 - \partial_3) + (12/\nu_m^2)(\partial_6 + \partial_7 - \nu_m \partial_9)]^T),
\]
\[
\Psi_{7[v(\nu)]} = \text{Sym}((\nu(t) \partial_1^T - \partial_6 F_1 \Pi^T + (\tilde{\nu}(t) \partial_1^T - \partial_7 F_2 \Pi^T + (\nu(t) \partial_1^T - \partial_8 F_3 \Pi^T)
\]
\[
+ (\tilde{\nu}(t) \partial_1^T - \partial_9) F_4 \Pi^T)
\]
\[
\Psi_{6[v(\nu)]} = \Psi_{1[v(\nu)]} + \Psi_{2[v(\nu)],v(\nu)} + \Psi_{3[v(\nu)],v(\nu)} + \Psi_{4[v(\nu)],v(\nu)} + \Psi_{5} + \Psi_{6[v(\nu)]} + \Psi_{7[v(\nu)]},
\]
\[
\Pi = [\partial_1, \partial_2, \ldots, \partial_{16}],
\]
\[
\Lambda_1 = [\partial_1 - \partial_2, \partial_6, -\partial_1 - \partial_2 + 2 \partial_{12}, \partial_6 - 2 \partial_8, \partial_1 - \partial_2 + 6 \partial_{12} - 12 \partial_{14},
\]
\[
\partial_6 - 6 \partial_8 + 12 \partial_{10}],
\]
\[
\Lambda_2 = [\partial_1 - \partial_2, \partial_6, -\partial_1 - \partial_2 + 2 \partial_{12}, \partial_6 - 2 \partial_8, \partial_1 - \partial_2 + 6 \partial_{12} - 12 \partial_{14},
\]
\[
\partial_6 - 6 \partial_8 + 12 \partial_{10}],
\]
\[
\bar{Q}_i = Q + \begin{bmatrix} 0 & P_i \\ P_i & 0 \end{bmatrix}, \quad Q_i = \begin{bmatrix} \bar{Q}_i & 0 & 0 \\ 0 & 3 \bar{Q}_i & 0 \\ 0 & 0 & 5 \bar{Q}_i \end{bmatrix} (i = 1, 2),
\]
\[
\Omega_{4[v(\nu)]} = \left[ \begin{array}{c} \Lambda_1^T \\ \Lambda_2^T \end{array} \right] = \left[ \begin{array}{c} Q_1 + (1 - \frac{\nu(t)}{\nu_m}) S_1 \\ \frac{\nu(t)}{\nu_m} F_1 + (1 - \frac{\nu(t)}{\nu_m}) F_2 \\ Q_2 + \frac{\nu(t)}{\nu_m} S_2 \end{array} \right] \left[ \begin{array}{c} \Lambda_1^T \\ \Lambda_2^T \end{array} \right],
\]
\[
\Gamma = A_0 \partial_4^T + A_d \partial_2^T - I_n \partial_4^T.
\]

**Proof.** Let us choose the following L-K functional candidate:
\[
V(t) = \sum_{i=1}^{5} V_i + \tilde{V},
\]
(3.7)

where
\[
\begin{align*}
V_1 &= \bar{\sigma}^T(t) R \bar{\sigma}(t),
V_2 &= \int_{t-\nu_m}^{t} \beta^T(t, s) G_1 \beta(t, s) ds, \\
V_3 &= \int_{t-\nu_m}^{t} \beta^T(t, s) G_2 \beta(t, s) ds, \\
V_4 &= \int_{t-\nu_m}^{1-\nu(t)} \beta^T(t - v(t), s) G_3 \beta(t - v(t), s) ds, \\
V_5 &= \nu_m \int_{t-\nu_m}^{t} \int_{s}^{t} \phi^T(u) Q \phi(u) du ds,
\end{align*}
\]
\[
\tilde{V} = \nu_m \int_{t-\nu_m}^{t} \tilde{x}^T(s) W \tilde{x}(s) ds - \left( \int_{t-\nu_m}^{t} \tilde{x}(s) ds \right)^T W \left( \int_{t-\nu_m}^{t} \tilde{x}(s) ds \right)
- 3 \rho_1^T(t) W \rho_1(t) - 5 \rho_2^T(t) W \rho_2(t).
\]

\[\text{AIMS Mathematics} \quad \text{Volume 6, Issue 3, 2454–2467.}\]
Here, the vectors $\varpi(t), \phi(s), \beta(b, s), \rho_1(t)$ and $\rho_2(t)$ are defined as

\[
\varpi(t) = \col \left\{ x(t), x(t-v_m), \int_{t-v(t)}^{t} x(s) ds, \int_{t-v_m}^{t-v(t)} x(s) ds, \frac{1}{\nu(t)} \mathcal{E}_{v(t)}^2 (x(u)) \right\},
\]

\[
\phi(s) = \col \{ \dot{x}(s), x(s) \},
\]

\[
\beta(b, s) = \col \{ \phi(s), \int_{s}^{\infty} \phi(u) du, x(t), x(t-v(t)) \},
\]

\[
\rho_1(t) = -\int_{t-v_m}^{t} \dot{x}(s) ds + \frac{2}{\nu_m \nu_v} \mathcal{E}_{v_m, v_v}^2 (\dot{x}(u)),
\]

\[
\rho_2(t) = \int_{t-v_m}^{t} \dot{x}(s) ds - \frac{6}{\nu_m \nu_v} \mathcal{E}_{v_m, v_v}^2 (\dot{x}(u)) + \frac{12}{\nu_v^2} \mathcal{E}_{v_v}^3 (\dot{x}(u)) = \left[ \vartheta_1 - \vartheta_3 + \frac{6}{\nu_m} (\vartheta_6 + \vartheta_7) - \frac{12}{\nu_v^2} (\nu(t) \vartheta_9 + (\nu_m - \nu(t)) \vartheta_9 + (\nu_m - \nu(t)) \vartheta_9) \right] \zeta(t).
\]

The time-derivative of $V_i$ ($i = 1, 2, \ldots, 4$) can obtained as

\[
\dot{V}_1 = 2 \varpi^T(t) \mathbf{R}, \quad (3.9)
\]

\[
\dot{V}_2 = \chi_1^T(0) G_1 \chi_1(0) - \chi_1^T(\nu_m, 0) G_1 \chi_2(\nu_m, 0) + 2 \chi_4^T(\nu_m, 0) G_1 \chi_3(0), \quad (3.10)
\]

\[
\dot{V}_3 = \chi_1^T(0) G_2 \chi_1(0) - (1 - \nu(t)) \chi_1^T(\nu(t), 0) G_2 \chi_2(\nu(t), 0) + 2 \chi_4^T(\nu(t), 0) G_2 \chi_3(0), \quad (3.11)
\]

\[
\dot{V}_4 = (1 - \nu(t)) \chi_1^T(\nu(t)) G_3 \chi_1(\nu(t)) - \chi_1^2(\nu_m, \nu(t)) G_3 \chi_2(\nu_m, \nu(t)) + 2 \chi_4^T(\nu_m, \nu(t)) G_3 \chi_3(\nu(t)), \quad (3.12)
\]

where

\[
\chi_1(a) = \col \{ \phi(t-a), 0_{n-1}, x(t), x(t-v(t)) \},
\]

\[
\chi_2(b, c) = \col \{ \phi(t-b), \int_{t-c}^{t} \phi(s) ds, x(t), x(t-v(t)) \},
\]

\[
\chi_3(d) = \col \{ 0_{n-1}, (1 - d) \phi(t-d), \dot{x}(t), (1 - \nu(t)) \dot{x}(t-v(t)) \},
\]

\[
\chi_4(e, f) = \col \{ \int_{t-e}^{t-f} \phi(s) ds, \mathcal{E}_{v_e, v_f}^2 (\phi(u)), (e - f) x(t), (e - f) x(t-v(t)) \}.
\]

So, it can be arranged that:

\[
\sum_{i=1}^{4} \dot{V}_i = \xi^T(t) \left( \Psi_{1[v(t)]} + \Psi_{2[v(t), \nu(t)]} + \Psi_{3[v(t), \nu(t)]} + \Psi_{4[v(t), \nu(t)]} \right) \zeta(t).
\]

\[
AIMS Mathematics \quad \text{Volume 6, Issue 3, 2454-2467.}
\]
Calculating the time-derivative of $V_5$ leads to

$$
\dot{V}_5 = v_m^2 \phi^T(t)Q\phi(t) - v_m \int_{t-v_m}^t \phi^T(s)Q\phi(s)ds.
$$

(3.14)

Consider two zero equalities:

$$
\begin{align*}
0 &= \xi^T(t)(v_m \theta_1 P_1 \theta_1^T - v_m \theta_2 P_1 \theta_1^T)\zeta(t) - 2v_m \int_{t-v_m}^t \xi^T(s)(\theta_4 P_1 \theta_1^T)\zeta(s)ds,
\end{align*}
$$

(3.15)

and

$$
\begin{align*}
0 &= \xi^T(t)(v_m \theta_2 P_2 \theta_2^T - v_m \theta_3 P_2 \theta_2^T)\zeta(t) - 2v_m \int_{t-v_m}^t \xi^T(s)(\theta_4 P_2 \theta_2^T)\zeta(s)ds
\end{align*}
$$

(3.16)

with symmetric matrices $P_1$ and $P_2$.

Adding the equalities (3.15) and (3.16) to (3.14), we can obtain that:

$$
\dot{V}_5 = \xi^T(t)\Psi_5\zeta(t) - v_m \int_{t-v_m}^t \phi^T(s)Q\phi(s)ds - v_m \int_{t-v_m}^t \phi^T(s)Q\phi(s)ds - 2v_m \int_{t-v_m}^t \xi^T(s)(\theta_4 P_1 \theta_1^T)\zeta(s)ds
$$

$$
-2v_m \int_{t-v_m}^t \xi^T(s)(\theta_4 P_2 \theta_2^T)\zeta(s)ds
$$

$$
= \xi^T(t)\Psi_5\zeta(t) - v_m \int_{t-v_m}^t \phi^T(s)\tilde{Q}_1\phi(s)ds - v_m \int_{t-v_m}^t \phi^T(s)\tilde{Q}_2\phi(s)ds.
$$

(3.17)

Using Lemma 1 with $k = 0$ and $l = 2$, integral terms of $\dot{V}_5$ can be bounded as

$$
- v_m \int_{t-v_m}^t \phi^T(s)\tilde{Q}_1\phi(s)ds \leq - \frac{v_m}{v(t)} \left( \int_{t-v_m}^t \phi(s)ds \right)^T \tilde{Q}_1 \left( \int_{t-v_m}^t \phi(s)ds \right) - \frac{3v_m}{v(t)} \rho_3(t)\tilde{Q}_1\rho_3(t)
$$

$$
- \frac{5v_m}{v(t)} \rho_4^T(t)\tilde{Q}_4\rho_4(t)
$$

$$
= - \frac{v_m}{v(t)} \xi^T(t)\Lambda_1^T Q_1 \Lambda_1 \zeta(t),
$$

(3.18)

where $\rho_3(t) = \int_{t-v_m}^t \phi(s)ds - \frac{2}{v(t)}v_{\phi(0)}^2(\phi(u))$, $\rho_4(t) = \int_{t-v_m}^t \phi(s)ds - \frac{6}{v(t)}v_{\phi(0)}^3(\phi(u)) + \frac{12}{v(t)^2}v_{\phi(0)}^4(\phi(v))$, and, in the same way, we get

$$
- v_m \int_{t-v_m}^t \phi^T(s)\tilde{Q}_2\phi(s)ds \leq - \frac{v_m}{v_m - v(t)} \xi^T(t)\Lambda_2^T Q_2 \Lambda_2 \zeta(t).
$$

(3.19)

Thus, from (3.14)–(3.19), $\dot{V}_5$ has the following bound as

$$
\dot{V}_5 \leq \xi^T(t) \left( \Psi_5 - \frac{v_m}{v(t)} \Lambda_1^T Q_1 \Lambda_1 - \frac{v_m}{v_m - v(t)} \Lambda_2^T Q_2 \Lambda_2 \right) \zeta(t).
$$

(3.20)

Then, by utilizing Lemma 2 with the conditions (3.5) and (3.6), $\dot{V}_5$ can be rebounded as

$$
\dot{V}_5 \leq \xi^T(t) \left( \Psi_5 - \left[ \begin{array}{c} \Lambda_1^T \\ \Lambda_2^T \end{array} \right]^T \left[ \begin{array}{c} Q_1 + (1 - \frac{v(t)}{v_m})S_1 \\ \star \\ Q_2 + (1 - \frac{v(t)}{v_m})S_2 \end{array} \right] \left[ \begin{array}{c} \Lambda_1^T \\ \Lambda_2^T \end{array} \right] \right) \zeta(t).
$$

(3.21)
Note that, from Lemma 1 with \( k = 0 \) and \( l = 2 \), \( \hat{V} \) is always positive if the \( W \) is the positive definite matrix. By taking the time-derivative of \( \hat{V} \), it can be deduced that:

\[
\hat{V} = v_m \dot{\chi}^T(t) W \dot{x}(t) - v_m \dot{\chi}^T(t - \nu_m) W \dot{x}(t - \nu_m) - 2\dot{x}(t - x(t - \nu_m)) \Lambda \dot{W}(t) \dot{x}(t - \dot{x}(t - \nu_m)) - 3 \cdot 2p_1(t)W \dot{p}_1(t) - 5 \cdot 2p_2(t)W \dot{p}_2(t)
\]

\[
= \xi^T(t)\Psi_{6[\nu(t)]}\xi(t),
\]

(3.22)

where

\[
\dot{p}_1(t) = \dot{x}(t) + \dot{x}(t - \nu_m) - \frac{2}{v_m}(x(t) - x(t - \nu_m)),
\]

\[
\dot{p}_2(t) = \dot{x}(t) - \dot{x}(t - \nu_m) + \frac{6}{v_m}(x(t) - x(t - \nu_m)) + \frac{12}{v_m} \left( \int_{t - \nu_m}^{t} x(s)ds - v_m x(t) \right)
\]

\[
= \left[ \theta_4 - \theta_5 + \frac{6}{v_m}(\theta_1 - \theta_3) + \frac{12}{v_m}(\theta_6 + \theta_7 - v_m \theta_1) \right] \xi(t).
\]

Introducing the free weighting matrices \( F_i \) (\( i = 1, 2, 3, 4 \)), we have

\[
0 = \xi^T(t)\Sigma((\nu(t) \theta_{12} - \theta_8)F_1 \Pi^T) \xi(t), \quad (3.23)
\]

\[
0 = \xi^T(t)\Sigma((\nu_m - \nu(t)) \theta_{13} - \theta_7)F_2 \Pi^T) \xi(t), \quad (3.24)
\]

\[
0 = \xi^T(t)\Sigma((\nu(t) \theta_{14} - \theta_8)F_3 \Pi^T) \xi(t), \quad (3.25)
\]

\[
0 = \xi^T(t)\Sigma((\nu_m - \nu(t)) \theta_{15} - \theta_9)F_4 \Pi^T) \xi(t). \quad (3.26)
\]

The above zero equalities (3.23)–(3.26) can be combined as

\[
0 = \xi^T(t)\Psi_{7[\nu(t)]}\xi(t). \quad (3.27)
\]

From (3.9)–(3.27), \( \bar{V}(t) \) can be bounded as

\[
\bar{V}(t) \leq \xi^T(t)(\Psi_{[\nu(t),\nu(t)]} - \Omega_{[\nu(t)]}) \xi(t). \quad (3.28)
\]

Thus, a sufficient stability condition is organized as

\[
\xi^T(t)(\Psi_{[\nu(t),\nu(t)]} - \Omega_{[\nu(t)]}) \xi(t) < 0 \quad \text{subject to } \Gamma \xi(t) = 0. \quad (3.29)
\]

By Lemma 3 (i) and (ii), (3.29) is the same as \( (\Gamma^\perp)^T(\Psi_{[\nu(t),\nu(t)]} - \Omega_{[\nu(t)]}) \Gamma^\perp < 0 \). From the convexity of \( \nu(t) \in [0, \nu_m] \) and \( \dot{\nu}(t) \in [\mu, \mu] \), if the LMI s (3.1)–(3.4) are satisfied with (3.5) and (3.6), then inequality (3.29) holds. This means that Theorem 1 guarantee the asymptotic stability of the system (2.1).

**Remark 2.** In Theorem 1, from \( V_1 \) to \( V_4 \) in (3.8), new combination of the state vectors are considered, which provides more cross terms in LMI s for stability condition of system (2.1). Inspired by AFBI [15], one newly constructed L-K functional \( \bar{V} \) in (3.8) is introduced for the first time. As an outcome of the time-derivatives of \( \bar{V} \), \( \xi^T(t)\Psi_{6[\nu(t)]}\xi(t) \) is added in stability condition. Through the comparison of the obtained maximum delay bounds provided by Theorem 1 with the existing works for the same numerical example, it will be verified that the proposed L-K functional can reduce the conservatism of stability conditions.
Finally, based on Theorem 1, a further advanced outcome is introduced in Theorem 2.

**Theorem 2.** The system (2.1) with the condition (2.2) is asymptotically stable when obtaining matrices $R \in \mathbb{S}_+^n$, $G_i \in \mathbb{S}_+^{2n}$ ($i = 1, 2, 3$), $Q \in \mathbb{S}_+^{2n}$, $P_j \in \mathbb{S}_+^{n}$, $W \in \mathbb{S}_+^n$, $S_j \in \mathbb{S}_+^{6n}$, $F_j \in \mathbb{R}^{6n \times 6n}$ ($j = 1, 2$) that satisfies the following LMIs with (3.5) and (3.6):

\[
\begin{align*}
(\vec{\Gamma}_{[0]}^-)^T(\vec{\Psi}_{[0,\mu_1]} - \Omega_{[0]})(\vec{\Gamma}_{[0]}^-) &< 0, \\
(\vec{\Gamma}_{[0]}^-)^T(\vec{\Psi}_{[0,\mu_2]} - \Omega_{[0]})(\vec{\Gamma}_{[0]}^-) &< 0, \\
(\vec{\Gamma}_{[\nu]}^-)^T(\vec{\Psi}_{[\nu,\mu_1]} - \Omega_{[\nu]})(\vec{\Gamma}_{[\nu]}^-) &< 0, \\
(\vec{\Gamma}_{[\nu]}^-)^T(\vec{\Psi}_{[\nu,\mu_2]} - \Omega_{[\nu]})(\vec{\Gamma}_{[\nu]}^-) &< 0,
\end{align*}
\]

where

\[
\vec{\Psi}_{[\nu_1,\nu_2]} = \Psi_{[\nu_1,\nu_2]} - \Psi_{[\nu_1,\nu_2]}, \quad \hat{\Gamma}_{[\nu]} = \begin{bmatrix}
\Gamma \\
\nu(t)\vartheta_{12} - \vartheta_6 \\
\vdots \\
\nu_m(t) - \vartheta_8 \\
\nu(t)\vartheta_{13} - \vartheta_7 \\
\vdots \\
\nu_m(t) - \vartheta_9 \\
\nu(t)\vartheta_{14} - \vartheta_8 \\
\vdots \\
\nu_m(t) - \vartheta_9 \\
\end{bmatrix}
\]

**Proof.** From Theorem 1, a stability condition without considering (3.23)–(3.26) for system (2.1) can be written by

\[
\dot{V}(t) \leq \xi^T(t)(\vec{\Psi}_{[\nu_1,\nu_2]} - \Omega_{[\nu_1,\nu_2]})(\xi(t)) < 0 \quad \text{subject to } \vec{\Gamma}_{[\nu]} \xi(t) = 0.
\]

Note that the four zero equations:

\[
\begin{align*}
0 &= (\nu(t)\vartheta_{12} - \vartheta_6)^T\xi(t), \\
0 &= ((\nu_m - \nu(t))\vartheta_{13} - \vartheta_7)^T\xi(t), \\
0 &= (\nu(t)\vartheta_{14} - \vartheta_8)^T\xi(t), \\
0 &= ((\nu_m - \nu(t))\vartheta_{15} - \vartheta_9)^T\xi(t).
\end{align*}
\]

Above zero equations and $\Gamma$ are incorporated into one augmented zero equality as

\[
\begin{bmatrix}
\Gamma \\
\nu(t)\vartheta_{12} - \vartheta_6 \\
\nu_m(t) - \vartheta_8 \\
\nu(t)\vartheta_{13} - \vartheta_7 \\
\nu_m(t) - \vartheta_9 \\
\nu(t)\vartheta_{14} - \vartheta_8 \\
\nu_m(t) - \vartheta_9 \\
\end{bmatrix} \xi(t) = 0.
\]

By Lemma 3 (i) and (iii), for a matrix $Z$ with an appropriate dimension, (3.34) can be expressed as

\[
\begin{align*}
\xi^T(t)(\vec{\Psi}_{[\nu_1,\nu_2]} - \Omega_{[\nu_1,\nu_2]})(\xi(t)) &< 0 \quad \text{subject to } \vec{\Gamma}_{[\nu]} \xi(t) = 0 \\
\Leftrightarrow (\vec{\Psi}_{[\nu_1,\nu_2]} - \Omega_{[\nu_1,\nu_2]} + \text{Sym}[Z\vec{\Gamma}_{[\nu]}]) &< 0.
\end{align*}
\]

Since above inequality (3.40) is affinely dependent on $\nu(t)$ and $\dot{\nu}(t)$, if the following four inequalities hold for $\nu(t)$ and $\dot{\nu}(t)$,

\[
(\vec{\Psi}_{[0,\mu_1]} - \Omega_{[\mu_1]}) + \text{Sym}[Z\vec{\Gamma}_{[0]}] < 0,
\]
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Table 1. System matrices in Examples 1–3.

| Example 1 | Example 2 | Example 3 |
|-----------|-----------|-----------|
| $A$       | $A_d$     |           |
| $\begin{bmatrix} -2 & 0 \\ 0 & -0.9 \end{bmatrix}$ | $\begin{bmatrix} 0 & 1 \\ -1 & -1 \end{bmatrix}$ | $\begin{bmatrix} 0 & 1 \\ -1 & -2 \end{bmatrix}$ |
| $\begin{bmatrix} -1 & 0 \\ -1 & -1 \end{bmatrix}$ | $\begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix}$ | $\begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix}$ |

\begin{align*}
(\hat{\Psi}_{[0,\mu_u]} - \Omega_{[\mu_u]}) + \text{Sym}([\hat{\Gamma}_{[0]}]) &< 0, \\
(\hat{\Psi}_{[\nu_m,\mu]} - \Omega_{[\mu]}) + \text{Sym}([\hat{\Gamma}_{[\nu_m]}]) &< 0, \\
(\hat{\Psi}_{[\nu_m,\mu_u]} - \Omega_{[\mu_u]}) + \text{Sym}([\hat{\Gamma}_{[\nu_m]}]) &< 0,
\end{align*}

then system (2.1) is asymptotically stable. By Lemma 3 (ii) and (iii), the feasibility of (3.41) can be checked from (3.30)–(3.33). Other terms are omitted because they are very similar to those in Theorem 2.

Remark 3. In Theorem 1, through new L-K functionals and the equalities (3.23)–(3.26), the improved result was obtained. However, in this case, the free weighting matrices $F_i$ ($i = 1, 2, 3, 4$) contained in (3.27) result in a large amount of computation for the result. Therefore, the authors proposed the augmented zero approach to remove the free weighting matrices in Theorem 2. This approach reduces the amount of computation because it eliminates the free weight matrices. It also helps to obtain a less conservative result than Theorem 1.

Remark 4. In the very recent works [25–28], various L-F functionals and mathematical techniques are utilized to obtain the maximum allowable bound that guarantees the stability of the systems. In particular, the stability of the system was studied through the non-convex matrix inequality conditions [31, 32]. However, in this work, through the augmented zero equality approach, both important things are met when analyzing the stability of a time delay system. One is to find the maximum delay bound ensuring the asymptotic stability of the system. The other is to reduce the number of decision variables, that is, the computational burden. Thus, via numerical examples, the superiority and effectiveness of the proposed idea presented in Theorems 1 and 2 will be verified.

4. Numerical examples

This section shows the superiority of the proposed results through numerical examples listed in Table 1. Within Table 2 for Example 1, the most recent results are compared with those obtained in Theorems 1 and 2. First, it can be checked that Theorem 1 provides wider delay bounds than the existing works [20–27]. This means the newly proposed L-K functionals in Theorem 1 plays a key role to enlarge the feasible region of stability condition. Also, Theorem 2 provides better results than Theorem 1 as well as other results. Now, let us look at the result listed in Table 2 for Example 1. Theorem 1 gives better results than most of the results listed in the Table 2, but Theorem 2 is superior to all of those methods. Thus, from Tables 2, 3 and 4, one can see that the stability results based on AFBI give reinforced ones for the three representative examples mentioned in a great number of papers for checking the conservatism of stability criteria for systems (2.1). Furthermore, in Table 4, Theorem 2 provides remarkable improved results. Note that, one can easily confirmed that while
Table 2. Maximum allowable bound \( \nu_m \) for Example 1.

| \( \mu_u (= -\mu_l) \) | 0.1 | 0.2 | 0.5 | 0.8 |
|------------------------|-----|-----|-----|-----|
| [20] Th.1              | 4.8313 | 4.1428 | 3.1487 | 2.7135 |
| [21] Th.1              | 4.8297 | 4.1398 | 3.1555 | 2.7307 |
| [22] Th.3              | 4.8441 | 4.1419 | 3.1171 | 2.6983 |
| [23] Th.3              | 4.8562 | 4.1764 | 3.1831 | 2.7391 |
| [24] Th.3              | 4.9061 | 4.2011 | 3.1786 | 2.7155 |
| [25] Th.2              | 4.940 | 4.262 | 3.304 | 2.862 |
| [26] Th.1              | 4.9176 | 4.2043 | 3.2025 | 2.7980 |
| [27]                   | 4.996 | 4.308 | 3.251 | 2.867 |
| Theorem 1              | 4.9573 | 4.3000 | 3.3551 | 2.9280 |
| Theorem 2              | 5.9906 | 5.6588 | 4.7612 | 4.1329 |

Table 3. Maximum allowable bound \( \nu_m \) for Example 2.

| \( \mu_u (= -\mu_l) \) | 0.05 | 0.1 | 0.5 |
|------------------------|------|-----|-----|
| [20] Th.1              | 2.5733 | 2.4202 | 2.0053 |
| [21] Th.1              | 2.5733 | 2.4252 | 2.0199 |
| [22] Th.3              | 2.5903 | 2.4382 | 2.0260 |
| [24] Th.3              | 2.65 | 2.50 | 2.10 |
| [26] Th.1              | 2.804 | 2.634 | 2.107 |
| Theorem 1              | 2.6626 | 2.5205 | 2.1260 |
| Theorem 2              | 3.1364 | 3.1361 | 3.1348 |

Table 4. Maximum allowable bound \( \nu_m \) for Example 3.

| \( \mu_u (= -\mu_l) \) | 0.1 | 0.2 | 0.5 | 0.8 |
|------------------------|-----|-----|-----|-----|
| [20] Th.1              | 7.1672 | 4.5179 | 2.4158 | 1.8384 |
| [21] Th.1              | 7.1765 | 4.5438 | 2.4963 | 1.9225 |
| [22] Th.3              | 7.1905 | 4.5275 | 2.4473 | 1.8562 |
| [23] Th.3              | 7.2611 | 4.6380 | 2.5898 | 2.0060 |
| [24] Th.3              | 7.5501 | 4.9021 | 2.7140 | 2.0546 |
| [26] Th.1              | 7.4899 | - | 2.7539 | 2.1853 |
| [27]                   | 7.297 | 4.625 | 2.624 | 2.038 |
| Theorem 1              | 7.5775 | 4.9414 | 2.7640 | 2.1103 |
| Theorem 2              | 173.8199 | 77.5481 | 21.0155 | 8.6559 |

Table 5. Maximum delay bounds \( \nu_m \) for Example 4.

| \( \mu_u (= -\mu_l) \) | 0.1 | 0.3 | 0.5 | 0.7 |
|------------------------|-----|-----|-----|-----|
| Theorem 1              | 1.7013 | 1.6941 | 1.6891 | 1.6850 |
| Theorem 2              | 1.7093 | 1.7093 | 1.7093 | 1.7093 |
Examples 1 and 2 is delay-dependent stable, Example 3 is delay-independent stable. Here, in case of the delay-dependent stable, the value of the delay bound is finite as the value of the analytic bound. As is well known, the analytic bounds of stability for Examples 1 and 2 are 6.1725 and \( \pi \), respectively. When \( \mu_u = \mu_l = 0 \) in Theorem 2, 6.1689 and 3.1366 can be obtained, respectively. This means that, because the bounds obtained by Theorem 2 are less than the analytic bounds, Theorem 2 provides the reasonable results. Therefore, the obtained results listed in Examples 1, 2 and 3 are reasonable.

**Example 4.** Consider the metal cutting process [33]:

\[
m\ddot{y}(t) + c\dot{y}(t) + ky(t) = -F(y(t) - y(t - \nu(t))),
\]

where \( m \) is the mass of the roll, \( c \) is the damping coefficient, \( k \) is the stiffness coefficient, \( F \) is the stiffness coefficient of the contact, \( \nu(t) \) is the roll rotation time, and \( y(t) \) is displacement of the roll. By defining \( x(t) = \text{col}[y(t), \dot{y}(t)] \) and setting \( m = 1, k = 1, F = 2, c = 0.5 \), the above equation (4.1) can be written as

\[
\dot{x}(t) = \begin{bmatrix}
0 & 1 \\
-3 & -0.5
\end{bmatrix} x(t) + \begin{bmatrix}
0 & 0 \\
2 & 0
\end{bmatrix} x(t - \nu(t)).
\] (4.1)

By applying Theorems 1 and 2 in this work, the maximum allowable delay bounds with various \( \mu_u(= -\mu_l) \) are listed in Table 5. It can be confirmed that Theorem 2 is less conservatism than Theorem 1.

5. **Conclusion**

Novel delay-dependent stability criteria for systems with time-varying delays were introduced. To achieve less conservatism, the new augmented L-K functional including the function on the basis of AFBI was proposed to extend the feasible region of stability criteria. Through several numerical examples, it can be seen that the improvements in the proposed criteria for existing outcomes were shown. Based on the proposed idea, the authors will focus on extending the proposed idea to various applications such as stability analysis for the single switch positive system or the discrete-time single switch positive system, and so on [34–36].
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