DeepWriteSYN: On-Line Handwriting Synthesis via Deep Short-Term Representations
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Abstract

This study proposes DeepWriteSYN, a novel on-line handwriting synthesis approach via deep short-term representations. It comprises two modules: i) an optional and interchangeable temporal segmentation, which divides the handwriting into short-time segments consisting of individual or multiple concatenated strokes; and ii) the on-line synthesis of those short-time handwriting segments, which is based on a sequence-to-sequence Variational Autoencoder (VAE). The main advantages of the proposed approach are that the synthesis is carried out in short-time segments (that can run from a character fraction to full characters) and that the VAE can be trained on a configurable handwriting dataset. These two properties give a lot of flexibility to our synthesiser, e.g., as shown in our experiments, DeepWriteSYN can generate realistic handwriting variations of a given handwritten structure corresponding to the natural variation within a given population or a given subject. These two cases are developed experimentally for individual digits and handwriting signatures, respectively, achieving in both cases remarkable results.

Also, we provide experimental results for the task of on-line signature verification showing the high potential of DeepWriteSYN to improve significantly one-shot learning scenarios. To the best of our knowledge, this is the first synthesis approach capable of generating realistic on-line handwriting in the short term (including handwritten signatures) via deep learning. This can be very useful as a module toward long-term realistic handwriting generation either completely synthetic or as natural variation of given handwriting samples.

The availability of large-scale public databases, together with the remarkable progress of deep learning, have led to the achievement of very impressive results in many different fields. However, there are still applications and scenarios in which data are scarce, achieving in general poor results. These scenarios are usually known in the literature as zero-, one-, and few-shot learning (Wang et al. 2019, 2020).

Different approaches have been proposed in response to the lack of data, being the synthesis of artificial data one of the main research lines followed nowadays. This is of special relevance in image-based scenarios due to the popular Generative Adversarial Networks (GAN) and Transfer Learning techniques (Goodfellow et al. 2014; Tan et al. 2018). However, when the scenarios considered are based on time sequences, and not images, the synthesis of new data seems to be a more challenging task (or at least less developed). In this study we focus on the synthesis of time-sequences data for on-line handwriting applications such as signature and digit recognition.

Handwriting has been largely considered along the centuries as one of the most robust approaches to authenticate a person (Faundez-Zanuy et al. 2020). Its application has been extended to many different authentication scenarios such as handwriting (Zhang et al. 2016), signature (Diaz et al. 2019), password (Tolosana et al. 2020a), or doodles (Martinez-Diaz, Fierrez, and Galbally 2016), among others. However, a key aspect for the success of these authentication technologies is the amount of data available for subject modelling. Contrary to physiological biometric traits such as face and fingerprint, handwriting is a behavioral biometric trait, which implies that every handwritten execution is different (Jain, Nandakumar, and Ross 2016). As a result, the performance of handwriting-based authentication systems can be critically affected under one-shot learning scenarios due to the high intra-subject variability (Lai et al. 2020). This aspect is exacerbated by the restrictions to acquire and share handwriting biometric information for improving the learning due to legal aspects.

This study proposes DeepWriteSYN, a novel on-line handwriting synthesis approach via deep short-term representations in order to overcome the lack of existing data in handwriting applications. Fig. [1] provides a graphical representation of DeepWriteSYN. It comprises two modules: i) an optional short-term handwriting segmentation, which divides the handwriting into short segments (e.g., individual strokes), and ii) on-line synthesis of those short segments, which is based on deep learning technology. The main contributions of this study are:

- DeepWriteSYN, a novel on-line handwriting synthesiser based on a Variational Autoencoder (VAE). One of the main advantages of the approach is that the synthesis is carried out in short-time segments, being able to synthesise both given handwriting structures from unseen subjects and natural handwriting variations of given subjects.
- An in-depth qualitative analysis of DeepWriteSYN over two different on-line handwriting applications: signature
and digit recognition, achieving good visual results.

- A quantitative experimental framework for on-line signature verification, showing the high potential of DeepWriteSYN for improving one-shot learning scenarios.
- To the best of our knowledge, this is the first deep synthesis approach proposed for on-line handwritten signature capable of modelling the non-linear features present in the signals as current approaches are based on the traditional Sigma LogNormal writer generation model (Reilly and Plamondon 2009; Ferrer et al. 2020; Lai et al. 2020).

The application of DeepWriteSYN extends from the improvement of handwriting authentication scenarios using it as data augmentation technique to the generation of realistic forgeries with different quality levels (Tolosana et al. 2019), which is one of the main limitations of real authentication scenarios. In addition, it could also benefit other research lines based on time sequences such as keystroke biometrics (Morales et al. 2020) or human activity/mood recognition (Zhu et al. 2015), among many others.

### Related Works

On-line handwriting synthesis has been extensively studied in the last decade (Elarian et al. 2014). One of the most popular deep learning approaches in the literature is (Graves 2013). In that study, Graves proposed the use of Recurrent Neural Networks (RNN), in particular Long Short-Term Memory (LSTM), to generate complex sequences, predicting one data point at a time. His proposed synthesis approach was tested on handwriting, achieving good visual results.

Another important related work is (Ha and Eck 2018), where the authors presented Sketch-RNN, a sequence-to-sequence VAE trained with huge amount of data that takes in a sketch as input and outputs a synthetic sketch with different levels of variability.

Handwriting synthesis approaches able to convert off-line images to on-line time sequences have also been proposed in the literature. In (Bhunia et al. 2018; Zhao, Yang, and Tao 2018), the authors presented synthesis approaches based on the combination of Convolutional Neural Networks (CNN) and RNN/regression to predict the probability of the next stroke point position. An interesting approach was recently presented in (Sumi et al. 2019) where the authors presented a network consisted of two VAE with a shared latent space, named Cross-VAE. Their results showed it is possible to reconstruct the images and time sequences.

On-line signature verification is undoubtedly one of the...
most important scenarios for the handwriting synthesis. This is motivated due to: \(i\) the lack of massive public databases, \(ii\) the low number of genuine signatures acquired per subject during the enrolment stage, and \(iii\) the lack of forgery signatures in real scenarios. All these aspects make it difficult to train robust biometric signature verification systems (Diaz et al. 2019).

Currently, the Sigma LogNormal is the most popular online signature synthesis approach (Reilly and Flamondon 2009), although other different approaches have been proposed in the literature (Galbally et al. 2012; Ferrer et al. 2016). These synthesis approaches have been successfully applied to on-line signature verification, generating synthetic samples from just one genuine signature and improving to a large extent the performance of the systems (Diaz et al. 2016; Lai et al. 2020). However, these synthesis approaches have an important limitation: the synthesis of the signatures are only based on linear features. This motivates DeepWriteSYN, the first deep synthesis approach proposed for on-line handwritten signature capable of modelling the non-linear features present in the handwriting signals.

**Proposed Approach: DeepWriteSYN**

Fig. 1 provides a graphical representation of DeepWriteSYN, the proposed on-line handwriting synthesis approach. It comprises two modules: \(i\) an optional temporal segmentation recommended to break long-term into short-term handwriting structures\(^1\) and \(ii\) the short-term online handwriting synthesis implemented with a VAE. That VAE is based on the popular Sketch-RNN approach presented in (Ha and Eck 2018). Despite the good visual results achieved for sketches, it is important to highlight several limitations of that work by Ha and Eck when directly applied to handwriting: \(i\) Sketch-RNN does not work properly for time sequences higher than 300 samples, which is the most typical case in handwriting applications with sampling frequencies around 100-200 Hz (Tolosana et al. 2017), and \(ii\) a specific neural network model should be trained for each specific class to achieve accurate results.

In order to overcome these limitations, the approach presented here is based on the synthesis via short-term representations trained on datasets incorporating multiple classes, which is flexible enough to generate realistic handwriting variations of a given handwritten structure within a given population or a given subject.

**Temporal Segmentation**

The temporal segmentation is an optional module considered to generate short-term representations of the handwriting. Depending on the length of the time sequences to synthesise, this module is needed to overcome the limitations of Sketch-RNN (≤ 300 samples). Different segmentation approaches such as the Sigma Lognormal could be considered to extract short-term representations. For reproducibility reasons, we make use of a simple implementation based on the velocity profile \(V\) of the handwriting.

For each handwriting information acquired, time sequences \(X\) and \(Y\) related to the screen coordinates of the handwriting are captured. These signals can be defined as:

\[
X = x_1, x_2, \ldots, x_n, \ldots, x_N
\]

\[
Y = y_1, y_2, \ldots, y_n, \ldots, y_N
\]

(1)

where \(N\) indicates the total number of time samples. The velocity magnitude of the writing \(V = v_1, v_2, \ldots, v_n, \ldots, v_N\) can be obtained as:

\[
v_n = \sqrt{\dot{x}_n^2 + \dot{y}_n^2}
\]

(2)

where \(\dot{x}_n\) and \(\dot{y}_n\) represent the first order time derivative of consecutive samples of \(x\) and \(y\), respectively. Once the velocity profile of the writing is obtained, strokes are extracted similar to the approach proposed in (Khan, Niazi, and Khan 2006). The velocity profile is divided into four regions using the mean (\(\mu\)) and standard deviation (\(\sigma\)) of the velocity profile \(V\). The following three thresholds are considered: \(\mu - \sigma\), \(\mu\), and \(\mu + \sigma\). Every time the velocity profile crosses one of the three thresholds, a stroke is extracted from the original handwriting. Fig. 2 shows an example of the proposed segmentation, including the velocity profile of the handwriting, the three thresholds considered, and the corresponding strokes extracted. As can be seen, this method allows to extract simple strokes composed of straight lines and small curves.

**Short-Term Variational Autoencoder**

**Architecture.** The short-term handwriting synthesis is based on the original Sketch-RNN presented in (Ha and Eck 2018). This is a sequence-to-sequence VAE composed of an encoder and a decoder. The source code is publicly available...
in GitHub[3] shows the architecture of the proposed on-line handwriting synthesis module.

The encoder is based on a Bidirectional RNN (BRNN). It takes in a time sequence as input and outputs a non-deterministic latent feature vector $z$ of size $N_z$, representing the BRNN state as a Gaussian mixed with a random sample.

Regarding the decoder, it considers an autoregressive RNN that generates output sequences conditional on a given latent feature vector $z$. The following steps are considered in the decoder: i) first, the outputs of the decoder RNN at each time step are the parameters for a probability distribution of the next data point; and ii) those parameters are inserted into a Gaussian Mixture Model (GMM) with $M$ normal distributions in order to finally predict the most likely data points.

It is important to highlight that, similar to the encoder, the stroke output is not deterministic, but a random sequence, conditioned on the input latent feature vector $z$. The level of randomness of the output sequence can be controlled in the decoder using a temperature parameter $\tau$, which can scale the parameters of the GMM. This parameter is usually set between 0 and 1. In case $\tau = 0$, the model becomes deterministic and samples will consist of the most likely point in the probability density function.

**Training.** Both encoder and decoder are trained end-to-end following the traditional approach of the VAE (Kingma and Welling 2014), where the loss function is:

$$\text{Loss} = L_R + w_{KL}L_{KL}$$

being $L_R$ the Reconstruction Loss, $L_{KL}$ the Kullback-Leibler Divergence Loss, and $w_{KL}$ a weight parameter configurable during training. If $w_{KL} = 0$, the model behaves like a pure Autoencoder (AE), trading to synthesise the same strokes introduced as input. Each model considered in this study is trained from scratch.

**Configuration.** We consider the same setup suggested in (Ha and Eck 2018). LSTM (Tolosana et al. 2018) and HyperLSTM (Ha, Dai, and Le 2017) are considered for the encoder and decoder RNN, respectively. Regarding the number of memory blocks, 512 are used in the encoder and 2,048 in the decoder. For the GMM, $M = 20$ mixture components. The size of the latent feature vector $N_z$ is 128. During training, layer normalization and recurrent dropout with a probability of 90% are considered. Adam optimiser is considered with default parameters (learning rate of 0.0001).

![Diagram](image)

**Digit Synthesis**

We first analyse in this section DeepWriteSYN over an initial qualitative example: synthesis of handwritten digits from 0 to 9. In this scenario: i) the number of classes to synthesise is fixed to ten (0-9 digits), and ii) the number of time samples of each handwritten digit is always ≤ 100 and there are no long-term handwriting structures in place. Therefore, we process this case purely short-term without temporal segmentation, as indicated in the upper half of Fig. 1.

**Experimental Protocol**

DeepWriteSYN is trained from scratch using handwritten digits of the public eBioDigitDB database[4]. This database comprises on-line handwritten digits from 0 to 9 acquired using 93 total subjects. Handwritten digits were captured using the finger over a Samsung Galaxy Note 10.1 device. Two different acquisition sessions are considered with a time gap of at least three weeks between them.

In this experimental framework, eBioDigitDB is divided into development and evaluation datasets, which comprise different subjects. The development dataset is considered in the training process, using 6,200 total samples (620 samples per digit). Finally, after training, we consider the unseen subjects included in the evaluation. This evaluation dataset comprises 1,200 total samples (120 samples per digit).

**Results**

The following two parameters of the short-term VAE are configured to control the variability of the generated digits:

- $\tau$: the temperature parameter that can scale the values of the GMM, controlling the randomness of the output sequence.
- $w_{KL}$: the weight parameter of the loss function that controls the relation between $L_R$ and $L_{KL}$, see Eq. 3.

Fig. 4 shows the effect of $w_{KL}$ and $\tau$ parameters in the synthesis process. Both images and time sequences (X and Y coordinates) are included for completeness.

Analysing the effect of the $w_{KL}$ parameter for a fixed $\tau = 0$, very similar results are obtained for the Autoencoder approach (i.e., $w_{KL} = 0$) compared with the real samples. When the value of $w_{KL}$ increases, a higher variability of the synthetic samples is observed. For example, generating samples with different geometrical aspects of the loops, and also with strokes longer/shorter in time.

The variability observed in the synthetic strokes is even higher when we increase the values of the $w_{KL}$ and $\tau$ parameters. However, in some cases, values of $w_{KL}$ and $\tau$ close to 1 can distort the input data as shown in Fig. 4. A combination of different $w_{KL}$ and $\tau$ parameters for each stroke could further modify the intra-subject variability of the samples.

Finally, to provide further insights, we show in Fig. 5 the t-Distributed Stochastic Neighbor Embedding (t-SNE) feature distributions of real and synthetic handwritten digits generated using DeepWriteSYN. As can be seen, the proposed synthesis approach (in Fig. 5(b) $w_{KL} = 0.25$, $\tau = 0$)

---

[1] https://github.com/BiDAlab/eBioDigitDB
[2] https://github.com/magenta/magenta-js/tree/master/sketch
[3] https://github.com/BiDAlab/eBioDigitDB
**Signature Synthesis**

This section analyses qualitatively the potential of DeepWriteSYN over a real scenario: synthesis of handwritten signatures. This scenario is more challenging than the previous one (digit synthesis) due to: i) the number of classes to synthesise is unlimited as each of us perform a unique signature, and ii) signatures may contain complex handwriting structures such as concatenated characters, words, graphical embellishment, etc. that the learning structure (Sketch-RNN) may not represent well. Therefore, we process this case as long-term including temporal segmentation as indicated in the lower half of Fig. 1 so our core VAE works with short-time segments consisting of simple handwriting structures.

**Experimental Protocol**

DeepWriteSYN is trained from scratch in this case using signatures from the public DeepSignDB \(^4\) (Tolosana et al. 2020b). This database comprises 1,526 total subjects divided into development (1,084 subjects) and evaluation (442 subjects). For each subject, genuine signatures were acquired in multiple sessions with different time gaps between them. Also, signatures were acquired using different devices and writing inputs. In this experimental framework, the development dataset of DeepSignDB is only considered to train DeepWriteSYN. Finally, after training, we consider the unseen subjects included in the evaluation dataset to see the ability of the proposed approach to synthesise realistic new realizations of a given signature from a subject unseen in the learning stage. Only those signatures acquired through the stylus are considered in this experiment.

\(^4\) https://github.com/BiDALab/DeepSignDB
Results

Fig. 6 illustrates the effect of DeepWriteSYN for on-line handwritten signature regarding the two configuration parameters $\tau$ and $w_{KL}$. Both images and time sequences ($X$ and $Y$ coordinates) are included for completeness.

We first analyse the effect of the $w_{KL}$ parameter in the synthesis process, considering $\tau = 0$. When $w_{KL} = 0$, the proposed approach behaves like an Autoencoder, generating very similar samples compared with the real ones, proving the ability of the model to generalise to strokes unseen during the learning stage. If we increase the value of $w_{KL}$ closer to 1, a higher variability is included in the synthetic samples. For example, generating strokes longer/shorter in time (see the right/left movements of the time sequences along the horizontal axis), and also with different geometrical shapes, especially in the embellishment of the signature (see the bottom signature of Fig. 6 and closed letters (see the $a$, $l$, and $y$ of the top signature).

Analysing the effect of the temperature parameter $\tau$ for a specific value of $w_{KL}$, the higher the value of $\tau$ is, the higher is the resulting variability in the synthesis. For example, shifting the spatial position of the strokes (see the variability of the $X$ and $Y$ coordinates in the vertical axis of the time sequences) and also enlarging/shortening the strokes.

Finally, a combination of $w_{KL}$ and $\tau$ parameters can further modify the synthetic signature compared with the real one, simulating the typical and natural intra-subject variability. However, in some cases, values of $w_{KL}$ and $\tau$ close to 1 can distort the input signature as shown in the top signature of Fig. 6. It is important to highlight that in these examples the same $w_{KL}$ and $\tau$ parameters are applied over the whole signature. Nevertheless, different parameters could be considered for each temporal segment of the signature, controlling in a time-dependent way the intra-subject variability.

Application: Improving One-Shot Learning in Signature Verification

This section analyses quantitatively the potential of DeepWriteSYN for handwriting scenarios. In particular, we focus on the popular task of on-line signature verification (Diaz et al., 2019), considering one-shot learning scenarios, i.e., just one enrolment signature is available per subject.

Experimental Protocol

We consider as baseline the state-of-the-art on-line signature verification system presented in (Tolosana et al., 2018). This system is based on BRNN with a Siamese architecture.

The BiosecurID dataset included in the public Deep-
SignDB database (Tolosana et al. 2020b) is considered in this experimental framework. We consider the same experimental protocol proposed by the authors of DeepSignDB: 268 subjects for development and 132 remaining subjects for the final evaluation. Also, we focus on the most challenging impostor scenario, skilled forgeries, as the forgers had access to the image and dynamics of the signatures to forge and practise as many times as they wanted.

It is important to remark that DeepWriteSYN is only considered in the development stage as a data augmentation technique for improving the enrollment of the tested subjects. For the final evaluation of the signature verification system, the same signature comparison files provided in (Tolosana et al. 2020b) are considered here in order to perform a fair and reproducible experimental framework.

Exp 1. Analysis of the Synthesis Parameters

This section analyses the effect of the synthesis parameters \( \tau \) and \( w_{KL} \) on the system performance of the on-line signature verification system. Fig. 7 (Left) shows the Detection Error Tradeoff (DET) curve together with the Equal Error Rates (EERs) achieved on the final evaluation dataset for the different experiments conducted. For the baseline (solid blue curve), we consider the case of using just one real enrolment signature per subject, simulating traditional scenarios. Then, we test DeepWriteSYN (dashed curves), generating from the original enrolment sample 3 more synthetic samples using different \( \tau \) and \( w_{KL} \) parameters. For completeness, we also include the ideal scenario of having 4 real enrolment signatures per subject (solid orange curve).

First, we can see in Fig. 7 (Left) that all experiments based on DeepWriteSYN outperform the baseline result (19.79% EER). In particular, the best results are achieved for the \( w_{KL} \) values 0 and 0.25 when \( \tau = 0 \), with EER results of 15.32% and 16.46%, respectively. This is a relative improvement of up to 23% EER compared with the baseline results. In addition, the results achieved are very similar compared with the ideal case of having 4 real signatures (13.73% EER), proving the success of DeepWriteSYN.

Exp 2. Analysis of the # Synthetic Samples

This section analyses how the number of synthetic samples generated affects the system performance of the on-line signature verification system. Fig. 7 (Right) shows the DET curve and EER (%) results achieved on the final evaluation dataset. Regarding the synthesis parameters, we consider the \( w_{KL} \) and \( \tau \) values that achieved the best results in the previous experiment (i.e., \( w_{KL} = 0.25 \) and \( \tau = 0 \)).

In general, a system performance improvement is observed when increasing the number of synthetic samples (up to 12). This improvement is especially considerable for \( w_{KL} = 0 \), with a 9.36% EER when using 12 synthetic samples. This is a relative improvement of more than 50% EER compared with the baseline result (19.79% EER), proving the success of DeepWriteSYN to improve already trained deep learning systems over one-shot learning scenarios.

Finally, we compare the skilled forgery results achieved with the state of the art (Lai et al. 2020). In that work, the traditional Sigma LogNormal model was considered to generate synthetic samples to improve one-shot learning scenarios. Signature verification systems based on deep learning were considered, achieving relative improvements of around 7-14% EER for the scenario of using one real signature and 15 synthetic. Our DeepWriteSYN approach presented here achieves relative improvements higher than 50% EER with fewer synthetic signatures needed (≤12).
Limitations and Future Work

Some aspects of DeepWriteSYN are improvable, such as the segmentation of the handwriting into short-term representations, and the final reconstruction of the output sequence. Currently, each synthetic short-term representation is concatenated to form the long-term signature, following the same order than the original signature, which is not always realistic. To improve that, our short-term method may be combined with other strategies able to model better the long-term dependencies in handwriting via deep learning (like the classical work by Graves) or stochastic methods.

For future work we will also investigate: i) the configuration parameters regarding the handwriting complexity (Tolosana et al. 2020c), ii) the synthesis of realistic forgeries with different qualities (Tolosana et al. 2019), and iii) the application to other research lines based on time sequences such as keystroke biometrics (Morales et al. 2020), and human activity recognition (Zhu et al. 2015).

Conclusions

This study has presented DeepWriteSYN, a novel on-line handwriting synthesiser via deep short-term representations. One of the main advantages of the approach is that the synthesis is carried out in short segments, being able to synthesise general handwriting even from unseen subjects.

We have performed an in-depth analysis of DeepWriteSYN over two different on-line handwriting scenarios: signatures and digits, achieving good visual results. Also, we have carried out a quantitative experimental framework for on-line signature verification showing the high potential of DeepWriteSYN for challenging one-shot learning scenarios, with a relative improvement higher than 50% EER, proving the success of the proposed synthesis approach.
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