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Abstract—Inverse Kinematics (IK) solves the problem of mapping from the Cartesian space to the joint configuration space of a robotic arm. It has a wide range of applications in areas such as computer graphics, protein structure prediction, and robotics. With the vast advances of artificial neural networks (NNs), many researchers recently turned to data-driven approaches to solving the IK problem. Unfortunately, NNs become inadequate for robotic arms with redundant Degrees-of-Freedom (DoFs). This is because such arms may have multiple angle solutions to reach the same desired pose, while typical NNs only implement one-to-one mapping functions, which associate just one consistent output for a given input. In order to train usable NNs to solve the IK problem, most existing works employ customized training datasets, in which every desired pose only has one angle solution. This inevitably limits the generalization and automation of the proposed approaches. This paper breaks through at two fronts: (1) a systematic and mechanical approach to training data collection that covers the entire working space of the robotic arm, and can be fully automated and done only once after the arm is developed; and (2) a novel NN-based framework that can leverage the redundant DoFs to produce multiple angle solutions to any given desired pose of the robotic arm. The latter is especially useful for robotic applications such as obstacle avoidance and posture imitation.

I. INTRODUCTION

A key computation in robot control is solving the inverse kinematics (IK) problem. For a robotic arm, the problem is to find the angle solution, i.e., the angle of each of the joint, that can move the end effector of the arm to a desired pose, which consists of a target position and an optional orientation. The IK problem has been studied extensively since the 1980s [1, 3, 5, 15, 16, 20, 22, 23], and has found applications in such diverse areas as computer graphics, protein structure prediction, robotics, etc. The problem is commonly solved analytically based on the structure of the robotic arm [1, 3, 15, 20, 22] or numerically by approximation through iterative calculations [5, 15, 22], e.g., Jacobian-based methods.

With the vast advances of artificial neural networks, many researchers recently turned to data-driven approaches to solving the IK problem [2, 7, 11, 14, 17, 19, 21]. Data-driven approaches can accelerate the deployment of robot applications [7], e.g., by simplifying calibration and not requiring deep expertises to apply, and can overcome problems such as singular configurations [2]. Most data-driven methods solve the IK problem using Deep Neural Networks (DNNs) [2, 7, 11, 19, 21]. DNN is a parameterized function, which can approximate a high-dimensional function for associating input with output by learning from data. To solve the IK problem, the neural network (NN) has to learn the mapping function from the desired pose to the angle solution.

The one-to-one mapping from the pose to the angle solution via the NN works fine for robotic arms without redundant Degree-of-Freedom (DoF). However, it falls short for arms that have DoFs more than required, or redundant DoFs. For example, if a 6-DoF robotic arm is only required to reach a target position without considering the orientation, then it has redundant DoFs to reach the target position with varying orientations. On the other hand, even if both position and orientation are given and required, a 7-DoF robotic arm still has an extra DoF to reach the given pose with different angle solutions, as shown in Fig. 1. For robotic arms with redundant DoFs, the one-to-one mapping function approximated by a NN cannot output multiple angle solutions given a desired pose as the input. If a given input has multiple targets to map, then those outputs are in competition for updating the weights of the NN while training, causing the training to fail. A common strategy to solving multiple outputs in DNNs is to concatenate all the outputs in a sequence and consider the sequence as a single output. However, such a strategy is not suitable here, because robotic arms with redundant DoFs can have an infinite number of angle solutions. It is not possible to concatenate them all together.

Most existing works on using NNs to solve IK work around the one-to-one mapping problem by considering specific applications with customized training datasets, in which every desired pose only has one angle solution. The problem is that the customized datasets normally do not cover the whole working space of the robotic arm. New data have to be collected and the NN model has to be retrained if the application is changed or the trajectories are altered. In addition, designing the customized training dataset for specific applications requires efforts and expertises, which cannot be automated easily. Collecting the training data is also a problem and often done manually, for example by manually pulling and pushing the robotic arm in the real world to the required poses and collecting the state of the actuators. Some people perform data collection in a virtual environment to speed up the process. The problem is that to move the robotic arm along certain designated trajectories may still involve traditional IK calculations and need expertises to a certain level. Finally, applications such as obstacle avoidance require multiple angle solutions to bypass the obstacles. Restricting the NN model to output only one angle solution is not desirable.

This paper presents the first comprehensive study on applying the data-driven approach to solving the IK problem for the...
We will discuss the different design options and present our
proposed methods.

We break through at two fronts: (1) a systematic approach
to data collection and training for the entire working space
that can be fully automated, generic for any application, and
done only once after the robotic arm is designed; and (2) a
novel NN model that allows multiple angle solutions to be
generated for any given desired pose in the entire working
space of the robotic arm. For the former, the basic idea is to
systematically turn each of the joints of the robotic arm and
record the position and orientation of the end effector. At the
end, a dataset consisting of pairs of poses and angle solutions
across the entire working space can be collected.

The key insight to the latter is that an extra index, perhaps
probabilistic, is needed to designate the varying angle solutions,
as shown in Fig. 2. For reasons to be discussed later, we choose
to learn a feature vector for representing the angle solutions
for every possible pose of the robotic arm. The feature vector
is referred to as the posture index, which can be learned from
the collected dataset in (1) through techniques such as Auto-
Encoder and Variational Auto-Encoder (VAE) [12, 13, 18].
As trained together with the posture indices, our NN model
can easily associate the varying angle solutions in each pose
with the rational feature vectors. What remained are tracking
the posture indices for each possible pose for inference and
representing the posture indices, e.g., discrete or probabilistic.
We will discuss the different design options and present our
proposed methods.

The main contributions of the paper are as follows:

- Given a required pose, the proposed method, called
  Selective Inverse Kinematics (SIK), can find different
  angle solutions for a robotic arm with redundant DoFs
  by selecting one of the posture indices to generate
  the corresponding angle solution. To the best of our
  knowledge, this is the first work that solves the IK problem
  in the whole working space for robotic arms redundant
  DoFs.

  - The process to collect the training dataset can be fully
    automated, and the training of the NN model only needs
to be done once after the arm is developed.

  - The trained NN model is generic, covers the whole
    working space, and can be applied to any applications
    that require IK solutions.

  - The NN model only requires very sparse training data
to achieve a high accuracy in reaching the target position,
to compare with the existing data-driven IK solutions.
  Experimental results show that the accuracy can be within
  ~0.5 cm with training data collected by every 30° per
  joint.

  - The proposed SIK has a fast computation time for real-
time manipulations, and it can be applied to any robotic
  arm without hardware constraints.

  - The paper provides a very comprehensive study of the
  proposed SIK, including properties of posture indices,
effects of the sparsity of the training data, different training
strategies, positions as well as orientations as the pose, etc.

The remainder of the paper is organized as follows. Section
2 introduces related works, and Section 3 describes the
proposed SIK. Experiments and results are shown in Section
4. Conclusions are drawn in Section 5.

II. RELATED WORK

Inverse kinematics (IK) calculates the angle displacement
for each joint of a robotic arm such that the end-effector
can reach the given target position with the given orientation
in the working space. In other words, IK attempts to map
from the robot working space (a Cartesian space) to its joint
configuration space. Traditional solutions to the IK problem
can be broadly categorized into two main classes: analytical
(closed-form) methods [1, 3, 16, 20, 23] and numerical methods
(Jacobian-based) [5, 15, 22].

Analytical methods use explicit mathematical formulations
to solve the IK problem with closed-form expressions. They
can precisely determine all possible IK solutions. The biggest
shortcoming of analytical methods is the need to solve the
algebraic formulas that are very complex and difficult. Another
problem is that analytic IK solutions require full knowledge of
the kinematic structure of the robotic arm, and so far the whole
process is very difficult to automate. Numerical methods, on
the other hand, approximate one IK solution through iterative
approximation. They avoid the complex formulation process.
However, they still require some basics of robotics, e.g., denavit-
hartenberg parameters, forward kinematics, and pseudo-inverse
Jacobian matrix.

In addition to the two traditional IK solutions, data-driven
approaches [2, 7, 11, 14, 17, 19, 21] have shown great potentials
in solving the IK problem recently. Most of them applied a
neural network to map the desired pose to an angle solution.
They normally employed customized training datasets and
could only infer desired poses in the designated area of the working space. Limited by the one-to-one mapping of the neural networks, existing data-driven methods can only find one angle solution for a given desired pose, which greatly restricts the applications of robotic arms with redundant DoFs.

In [2], an accurate solution for the IK problem by using a neural network is introduced. The main idea is that the neural network for solving the IK problem can be improved if the current state of the robotic arm is added to the input. Their training dataset can only have a unique joint configuration in both input and output sets because their model can only find one angle solution. The experiments showed high accuracy in robot motion control by following specific paths, but it is unclear whether the proposed method can infer in the entire working space. Compared with this work, we do not need a specialized training dataset. Our model can find the angle solutions for any desired pose in the entire working space.

In [7], a machine learning approach to solving the IK problem was proposed that can eliminate the need for developing the equations by hand. In [19], a work that can solve the IK of a 3-DoF robotic arm in 3-dimensional space was introduced, which does not need a large dataset for training and can reduce the neural network structure. In [11], an IK solution by combining Genetic Algorithm and Neural Network was proposed. The above three studies again solved the IK problem by providing only a single angle solution, and they need to put extra efforts into designing the customized training datasets, e.g., space-filling curves. Furthermore, these works only considered low-DoF robotic arms (2-DoF and 3-DoF), and it is unclear how they may be extended to redundant robotic arms.

The work in [10] introduced two approaches to the IK problem for the Tricept robot: one is based on the MLP neural network, and the other is based on the RBF neural network. The proposed approaches can only find one angle solution for a given pose and consider only low-DoF robots. The training data shown in this work is a limited convex set. The study in [8] discussed solving the IK problem of multiple robotic arms using Artificial Neural Networks and Adaptive Neuro-Fuzzy Inference Systems. Similarly, this work adopted customized structured workspaces to sample thousand data points, so the available testing range is bounded and can only obtain one angle solution for a target position. Although it experimented with 4, 5, 6, and 7-DoF robotics, the accuracy is poor, over a few centimeters. By contrast, our approach has a low distance error (smaller than 0.5 cm) and can infer poses in the whole working space.

Two solutions were proposed in [21] for the IK problem of an industrial parallel robot: a closed analytical form and a deep-learning approximation model based on three different networks (MLP, LSTM, GRU). The training data was collected through a user-defined point cloud and a 3-DoF parallel robot, the IRB360, is used for experiments. Again, the work ignored the flexibility of redundant robotic arms by considering only the unique solutions confined by the point cloud. It is unclear how the proposed work performs for redundant robotic arms.

In [14], a new method for learning a mapping between redundant states and low-dimensional postures was proposed. The work considered a high-DoF, complex musculoskeletal robot and attempted to find sets of internal pressures of pneumatic artificial muscles to meet a target position. This work attempted to address the multiple-solution issue in robotic arms as well. They also exploited an auto-encoder to handle the training data and supervised learning to learn known low-dimensional corresponding vectors. To collect the training data, they move the arm first to the designated positions and randomly give different pressures to obtain multiple solutions. In contrast to their work, we focus more on the poses in the entire working space. Although their method can generate different solutions to the positions, the positions still need to be on the designated trajectories. The work lacked a comprehensive study of the learned vectors, and hence the impacts of the feature vectors were not evaluated. In this work, we show a comprehensive analysis of the posture indices, and our model can achieve very good performances in both speed and accuracy. The experimental results show that our model can achieve a position accuracy within 0.5 cm, which is much better than the method proposed in [14] (∼10 cm).

III. Approach

Our overall goal is to simplify the process of data collection and provide a novel architecture that can supply multiple angle solutions at any pose in the whole working space for those arms with redundant DoFs. Fig. 3 gives an overview of the proposed SIK method. In the training stage, we first collect an unbiased training dataset across the entire working space of the robotic arm. This step is easy and straightforward, which can be done with a few lines of code as described in Sec III-A. The collected dataset is a multi-modal dataset, in which a desire pose may have multiple angle solutions. Such a dataset cannot be used to train typical NN networks, which in essence are one-to-one mapping functions. To address this issue, we propose two novel NN architectures to associate a pose to its corresponding multiple angle solutions, which are presented in Sec III-B. After the NN models are trained, we can apply the models during inference. Given a desired pose, the first step is to select the posture indices (see Sec III-C). Next, the

![Fig. 3. An overview of the proposed SIK method.](image)
desired pose and the selected posture indices are fed into the trained model to produce the angle solution, as introduced in Sec III-D

A. Unbiased training dataset collection

The proposed SIK method adopts a data-driven strategy to solving the IK problem. Therefore, the first step is to collect a training dataset for offline SIK neural network training. As mentioned earlier, most existing NN approaches to solving IK collect a biased training dataset by defining, for example, a point cloud or space-filling curves to construct a bounded region, in which there is only one angle solution for each desired pose. In this way, the NN models can be trained successively as one-to-one mapping functions. The problem is that the training dataset has to be specially and manually designed, which hinders the automation of the data collection process. Furthermore, if the applications or problem requirements are changed, new dataset has to be collected and the process has to be repeated.

In this paper, since we aim to solve the one-to-many mapping from a desired pose to the multiple angle solutions for robotic arms with redundant DoFs, we can simply collect an unbiased multi-model dataset across the entire working space of the robotic arm. The idea is straightforward. Given a robotic arm, we turn each joint of the arm in turn by \( x \) degrees across the working range of that joint. For each turn of a joint, we record the angles of all the joints and use a simulator to obtain the coordinates and orientations of the end-effector. This step can be accelerated if forward kinematics (FK) is available to use. Algorithm 1 shows the collection flow in pseudocode. After all joints are turned across their working range in sequence, we should have collected an unbiased dataset that covers the entire working space of the robotic arm for all possible poses that the arm can perform, in which a pose may find multiple sets of angle configurations to reach it. This process only needs to be done once after the arm is designed.

B. SIK/PSIK model training

A typical NN model is a parameterized one-to-one mapping function, which calculates a corresponding and consistent output for a given input. If we use a multi-modal dataset, in which a pose has various solutions to map to, then it is not possible to find a set of parameters for the NN model to output all solutions at once, causing the training to fail.

One strategy to get multiple angle solutions given a desired pose is to extend the output layer of the NN by concatenating all the angle solutions of a pose for training and factorizing the long output during inference. The problem is that the angle solutions to a pose are countless, and thus it is impossible to define a bounded output size for the NN model. Another problem is that different poses can have quite different number of angle solutions. Usually, robotic arms have more angle solutions to reach the poses around the center of their working space than those near the boundary. It is thus necessary to solve the alignment problem of the angle solutions.

In this paper, we propose to modify the input layer of the NN model to accommodate the unbiased training dataset collected as discussed in Sec III-A. The idea is to add an extra index to the input layer, so the NN function maps from a given desired pose and an index to an angle solution. This solves the alignment problem, because the NN model only outputs a single angle solution at a time. Intuitively, we can simply use a sequence of integers as the index to associate different angle solutions. Unfortunately, this cannot be achieved in practice. The unbiased training data collected with the proposed method does not guarantee that the solutions are arranged well and evenly distributed, so these integer indices for adjacent poses sometimes are mapped to similar angle solutions, and other times they are not. Such stochastic labeling causes the network to fail in training. Hence, we need a better index that can have a consistent relationship to associate angle solutions with different poses, which best match the characteristics of the solutions.

Our idea in SIK is to learn an index, called posture index, by unsupervised learning using the unbiased dataset collected in the previous section. The idea is inspired by Auto-encoder [4], which is an unsupervised feature-learning scheme. In an auto-encoder, we use an encoder to compress desired poses and their angle solutions and a decoder to reconstruct the compressed data. By calculating the reconstruction loss, the posture indices are related to the angle solutions, and they have a strong and consistent meaning to the postures of the robotic arm. With these properties, SIK has a uniform form of labeling to associate different angle solutions for different poses.

We denote the desired goal, which is a target position plus perhaps an orientation, of the robotic arm by \( g \). The set of angle solutions with respect to desired goal \( g \) is denoted by \( A_g = \{a_g^0, a_g^1, \ldots, a_g^k\} \), where \( a_g^i \) is a vector representing an angle solution for the given goal. Given the desired goal \( g \), ideally we

---

**Algorithm 1 Data collection (recursive version)**

Require: Joint upper limits: \( upper\_limits \); Joint lower limits: \( lower\_limits \); Joint interval for data collection: \( interval\_x \); The degrees of freedom of the arm: \# joint;

procedure data_collection_function(# joint)

for \( k \leftarrow 0 \to \# \text{ joint} \) do

\[ joint\_parameters[k] \leftarrow lower\_limits[k] \]

end for

if \# joint is 0 then

\[ joint\_parameters[0] \leftarrow upper\_limits[0] \]

end if

while \( joint\_parameters[0] \leq upper\_limits[0] \) do

Set the joints with \( joint\_parameters \)

Record the pose of the end-effector

\[ joint\_parameters[0] \leftarrow joint\_parameters[0] + interval\_x \]

end while

Return 0

end procedure
we sample latent variables, i.e., posture indices, from the

want to find a function \( P(A|g) \) to generate all angle solutions. However, obtaining the joint probability of \( \{a_0, a_1, \ldots, a_n\} \) is not realistic due to the infinite number of angle solutions of high-DoF robotic arms. Therefore, we simplify this problem by adopting an alternative function \( P(a_i|g, i) \), where \( i \) is an index referring to one solution in the solution set \( A_g \). With this function, it is possible to obtain different solutions in the set \( A_g \) by providing different indices. Now, there is no need to calculate the solutions all at once, because the index can be used to generate individual solutions.

Fig. 4 shows the implementation of our approach. The green part is our main angle calculation module for inference, and the rest of the architecture aims to obtain the posture indices. In the training phase, the encoder part first takes the poses and their corresponding angle solutions from the training dataset collected in Sec III-A and extracts feature vectors as the posture indices. The decoder part then receives a pose and its posture indices, deconverting this information back to the angle solutions by minimizing the reconstruction loss. After training, the decoder part in the figure can be used to calculate the angle solutions during inference.

Adopting Vanilla auto-encoder is sufficient for retrieving the characteristics of the postures, producing uniform labels. However, such a method does not consider the indices as continuous and may cause poor interpolations of the indices. Theoretically, an interpolated angle solution between two adjacent angle solutions should have a corresponding index between the indices of the two solutions. However, for each training iteration, Vanilla auto-encoder compresses an angle solution into some numbers without taking other solutions into account. Hence, it does not guarantee the posture indices have such property. To have more rational indices, we propose a variant of SIK, called PSIK, which encodes the posture indices more rationally by mapping them to probability distributions. By introducing probabilistic distributions, the posture index becomes a small range instead of a point. In other words, now the posture indices have to not only make sure the correctness of the decoding but also concern the adjacent indices.

To implement PSIK, we adopt Variational Auto-encoder (VAE) [12, 13, 18]. The VAE has the important advantage of approximating posterior with continuous latent variables. Fig. 5 shows the architecture of PSIK. We first convert the target position and the angle solutions to a simple probability distribution, e.g., normal distribution, through an encoder. Then we sample latent variables, i.e., posture indices, from the distribution and convert the latent variables with the target position back to the angle solutions through a decoder. It should be noted that we do not really sample latent variables, because backpropagation cannot handle sampling. Therefore, the reparameterization technique is used to implement the idea [13]. The original equation in VAE [13] is modified slightly by adding extra conditions. The loss function is as follows:

\[
Loss = -\int q(z|g, x) \cdot \log p(x|g, z) \, dz + KL(q(z|g, x) \parallel \text{Nor}(0, 1)),
\]

where \( q \) is the target position, \( x \) is the corresponding angle solutions with respect to \( g \), and \( z \) is the posture index. The objective is to minimize the equation above.

C. Posture index selection

In Sec III-B we introduce the proposed architecture and how it associates a desired pose with multiple angle solutions. The architecture has an encoder for generating rational posture indices and a decoder for obtaining different angle solutions. During inference, the decoder receives the desired pose and the indices to generate the angle solutions. The problem is that, even though the posture indices indicate the angle solutions, every desired pose has its own set of angle solutions and thus a specific set of posture indices. In fact, the posture indices are more like indices to separated groups of similar postures of the robotic arm, e.g., postures that the elbow joint bends backward. Hence, we cannot casually apply some random number as the posture index of a desired pose and hope to obtain a usable angle solution. Different desired poses will have different groups to match and different sets of posture indices.

One strategy to tracking the posture indices for different poses is to maintain a table to store poses and their corresponding posture indices. Although poses and posture indices are continuous across the working space of the robotic arm, the continuity in our NN models ensure that adjacent poses have similar angle solutions and posture indices. Therefore, a sparse and discrete table can serve the purpose. The question is which poses are to be stored in the table. There are various ways to do. In our implementation, we simply use the poses that are collected in the training dataset. The idea is that, after the encoder is trained, we feed all the poses collected in the training dataset to the encoder once more to obtain

Fig. 4. The implementation of the SIK.

Fig. 5. The implementation of the PSIK.
We can also change the slope of the arm with redundant DoF. We can feed the current joint configuration and the desired without affecting the target position and the orientation. More how to adjust the posture index. In Algorithm 2, we show an information, e.g., positions of the obstacles, and can determine functions for the posture indices according to the application requirements. Such is also possible to alter the posture index somewhat to obtain the minimum distance must be greater than a given threshold calculate the shortest distance of the arm to the obstacles and evaluation or utility function. For example, if the application satisfies requirements such as obstacle avoidance. More concrete illustrations are shown in Tables V and VI. Furthermore, if the desired pose only requires a target position, we can transfer the current state of the arm, i.e., the joint configuration and the pose of the end-effector. Note that the current state signifies the initial position of the arm and the desired pose gives the target for the arm to move to. We can feed the current joint configuration and the desired pose into the encoder and obtain a posture index as the output. The implication is that the arm may move to the desired pose with a posture similar to that of the initial state of the arm. It is also possible to alter the posture index somewhat to obtain other angle solutions in the same posture group. Although this strategy cannot obtain all the angle solutions to the desired pose, it is sufficient to exploit alternative angle solutions to satisfy requirements such as obstacle avoidance. More concrete illustrations are shown in Tables V and VI. Furthermore, if the desired pose only requires a target position, we can transfer the current posture to another posture with the opposite orientation. We can also change the slope of the arm with redundant DoF without affecting the target position and the orientation. More discussions will be given in the next section.

### D. SIK/PSIK model inference

Given a desired pose, we can apply the methods introduced in the previous subsection to obtain multiple posture indices for that pose. The posture indices can be fed together with the desired pose into the decoder, as shown in Fig. 3 to obtain the corresponding angle solutions to move the robotic arm to the desired pose. What remains is to determine which posture index is the best to use. Note that this may involve adjusting the posture indices produced directly from the methods in Sec III-C.

The goodness of the posture indices really depends on the application requirements, which are often expressed as an evaluation or utility function. For example, if the application is for obstacle avoidance, then the evaluation function can use the arm’s forward kinematics and distance algorithms to calculate the shortest distance of the arm to the obstacles and the minimum distance must be greater than a given threshold to keep the arm away from the obstacles. Algorithm 2 shows a simple framework for evaluating and adjusting the posture indices. In the framework, we can define different evaluation functions for the posture indices according to the application requirements. The evaluation functions may include extra information, e.g., positions of the obstacles, and can determine how to adjust the posture index. In Algorithm 2, we show an example evaluation function, \( F(\theta, I) = \rho \), and demonstrate how each element of the posture index is adjusted in turn to find a posture index, which results in a pose that better meets the application requirements.

Note that the proposed SIK method does not involve environmental information, nor does it establish any mathematical relationship between the posture index and the robot posture. However, as shown in Table V, we can see that posture indices are continuous and can affect the posture of the arm gradually. Thus, we can add different values on the index to manipulate the robotic arm. The lack of environmental information in our model training is not a problem either. SIK focuses on controlling the robotic arm to move to the desired pose without involving any environmental information. Just like image-based robot control, in which imaging is processed before controls and separated from the control system, in SIK, environmental information can be handled by other systems, while SIK is responsible for obtaining the usable angle solutions according to the application requirements. In summary, this paper proposes a novel automation process to obtain multiple angle solutions to a desired pose for robotic arms with redundant DoFs. This opens up a new way to control robotic arms. The applications of robotic arms do not become limited when we change the way of operating them.

### Algorithm 2 A unified framework for extended applications with the proposed method

**Require:** Joint angle calculate model: \( J(\{i_1, ..., i_k\}, \text{pose}) = \{\theta_1, \theta_2, ..., \theta_n\} \) where \( i \) is the posture index and \( \theta_n \) is the value of the \( n \)-th joint; An evaluate function: \( F(\theta, I) = \rho \), where \( \rho \) indicates how compatible to the application the angle solution is and \( I \) is the extra required information; A required threshold of the compatibility: \( \epsilon \).

**Output:** An angle solution that satisfies the requirements

\[
\{i_1, ..., i_k\}, I, \text{pose} \leftarrow \text{Initialization}
\]

\[
\{\theta_1, \theta_2, ..., \theta_n\} \leftarrow J(\{i_1, ..., i_k\}, \text{pose})
\]

\[
\rho \leftarrow F(\{\theta_1, \theta_2, ..., \theta_n\}, I)
\]

\[
\{x_1, x_2, ..., x_k\} \leftarrow \text{find a vector that can increase the compatibility with evaluation function } F \text{ when it is added into the posture index (can be done with brute-force algorithms)}
\]

**while** \( \rho < \epsilon \) **do**

\[
\{i_1, ..., i_k\} \leftarrow \{i_1 + x_1, ..., i_k + x_k\}
\]

\[
\{\theta_1, \theta_2, ..., \theta_n\} \leftarrow J(\{i_1, ..., i_k\}, \text{pose})
\]

\[
\rho \leftarrow F(\{\theta_1, \theta_2, ..., \theta_n\}, I)
\]

**end while**

### IV. Experiments

This section is organized as follows. In Section IV-A details of the experimental setup are given. In Section IV-B we estimate the overall position accuracy of the proposed approach, and in Section IV-C the computation time of our approach is evaluated. In Section IV-D the diversity of the multiple angle solutions to reach a given target position is examined. In Section IV-E properties of the posture indices are studied. Section IV-F shows the results using the target position
plus the orientation as the given pose. Finally, Section IV-G demonstrates some applications of using the proposed method.

A. Experimental Setup

We evaluate the proposed methods using a 7-DoF robotic arm, Franka Emika Panda Arm. The robotic arm's structure is shown in Fig. 6. The structure details are described below: Joint 1, which is the axis nearest the base, controls the orientation of the whole arm. Joint 4 is an elbow joint, which gives more versatility to the end-effector. The first three axes (Joints 1, 2, and 3) determine the position of the elbow joint, and the remaining axes determine the pose of the end-effector. The rotation limits of the joints are as follows: Min/Max (degree) = A1: -166/166, A2: -101/101, A3: -166/166, A4: -176/-4, A5: -166/166, A6: -171/15, A7: -166/166. The experiments were conducted entirely in a virtual environment, the PyBullet physics simulator, for avoiding unexpected collisions and damage. In the virtual environment, the physical parameters of the robot arm are the same as those of the real robot, except the self-collision mechanism was turned off.

The proposed approach is compared against two other learning-based methods: an adaptive neuro-fuzzy inference system (ANFIS), which has been discussed in [8], and a deep fully-connected neural network, as proposed in [21]. Since we do not have any prior information and recommended values to set up the proposed network, and we do not have adequate hardware to finetune the hyperparameters, we applied a huge number of variables; in appendix B, we also show that the proposed method can be accomplished with a small number of neurons.

To implement SIK, the encoder and decoder each had five fully connected layers. The encoder had 2048, 2048, 1024, 512, and 4 neurons in the five layers respectively, whereas the decoder had 512, 1024, 1024, 512, and 7 neurons. Each layer was followed by an ELU activation function, except for the output layer. The posture index produced by the encoder consists of four floating-point numbers. We have tried different parameters to train the neural networks of SIK. It is found that the learning rate should be less than or equal to 0.0005, decreased after every 1000 training epochs, and the batch size should be 65536. Stable and satisfactory results can be obtained for the entire working space after 3300 epochs. In PSIK, the layers are almost the same as in SIK, but the output layer of the encoder generates two outputs: one stands for the mean, and the other stands for the variance.

The parameters of the ANFIS were as below: the number of premise functions of each feature was 2, the range of allowed values of the exponent in the premise functions was from 0.2 to 0.5, the range of allowed values of the exponent in the premise functions was from 1 to 3, and the range of allowed values of the coefficients in the consequent functions was from -10 to 10. The solver of the ANFIS was a particle swarm optimizer (PSO), in which the number of populations was 100 and the number of iterations was 200. Because of the limited memory space, ten premise functions each feature is the largest configuration we can have. Regarding the baseline, the deep fully-connected neural network had 3, 512, 1024, 1024, 512, and 7 neurons in the five layers, which are identical to the decoder of our approach except for the input layer.

The training dataset consists of the motor angles of the arm, coordinates (x, y, z) of the end-effector, and the orientation of the end-effector. The dataset was collected every 30 degrees of each motor. The dataset contains 6,967,296 data points with a total size of 589.5 MB. From the collected data, we identified 580,608 different positions, resulting in about 12 data points per position on average. Note that it does not mean there are only 12 postures per position. Since the dataset is sparse, it is not possible to obtain all the angle solutions to the same target position. To cope with the sparsity and to generate a sufficient number of angle solutions to a target position for selection, we actually include all the data points that can reach within 1 cm from the given target position as the angle solutions to that position. Hence, in Section IV-D, we also considered the posture indices from the neighboring nodes that are close to the target position for selection. In addition to this dataset, we also drop the data points that have the same target position of the end-effector to obtain the second dataset called the uni-position dataset. The second dataset was prepared for especially training the other two comparing methods. As stated previously, the data points with the same target positions (input) are considered noise while training a classic fully-connected network because the weights are in competition. Hence, we attempted to alleviate the impact of the “duplicated” data by removing those data with the same positions. The uni-position dataset contains 523,267 data points with a total size of 61.2 MB.

In the experimental section, we evaluate the proposed method from two different aspects: in the former part (from Section IV-B to Section IV-C), we compare the proposed approach with other two methods to see the advantages of our method. The proposed methods are compared based on the accuracy of the end-effector in reaching the target position and the computation time. The accuracy is measured in terms of distance error, which is defined as the distance from the given target position to the center of the end-effector that is reached by setting the joints according to the produced angle solution. The computation time is the time to calculate the angle solution given the target position. On the other hand, in the latter part (from Section IV-D to Section IV-G), we dive deeper into the proposed approach and quantify the characteristics of our method. Most experiments will be conducted using SIK and PSIK. However, if SIK and PSIK produce similar results, we pick only one to show. All experiments were run on a computer with an Intel i7-8700 CPU and 64 GB of memory.

B. Comparison of distance error

We evaluate the performance of the methods by estimating the distance error of the end-effector over the entire working space. This is done by sampling 100 desired poses uniformly from the working space. The average distance error is then computed. For SIK, the average distance error is found to be about 0.5 cm, while for PSIK, the error is 1.7 cm. As
The Franka Emika Panda robot is a 7-DoF robotic arm. The robot has a maximum stretch of 855 mm. Joint position limits (degrees) are as follows: A1, A3, A5, A7: -166/166, A2: -101/101, A4: -176/-4, A6: -1/215.

The KL divergence prevented PSIK from fitting the training dataset, which is similar to a regularization term in training, so the accuracy of PSIK is limited. In contrast to our models, the FCN can only reach a 45 cm distance error, which is not surprising, because the various solutions in the same position stop the network from finding an effective association. However, even if we only keep one solution in each position, the FCN still suffers from poor performance, which only decreases about 5 cm distance error. We speculate that one possible reason is that the adjacent target positions may keep different postures so that the network may receive similar inputs, but their outputs are extremely different, and the weights are still in competition during training. The error of the ANFIS model is 70 cm, which is the worst performance among these methods.

We note that the dataset has different densities in different regions of the working space due to the nature of the robotic arm, i.e., based on the angles of the joints. Thus, to further examine the performance of our approach in different regions of the working space, we divided the working space with different sizes of circles centered around the base of the robot and sampled 100 random target positions on each of the circles. The resultant average distance errors are shown in Table I.

Table I shows that SIK has worse performance when the end-effector is near the body of the arm. It performs even worse than PSIK. The best region for SIK is around 20 cm to 50 cm, where SIK has a 0.57 cm average distance error. Compared with SIK, the average distance errors in PSIK are relatively uniform across different regions because PSIK treats the dataset as distributions during training and considers nearby data points together. Both FCN models have higher performance when the radius is under 40 cm, which can also be seen in the results of our models.

In this subsection, we find that the traditional learning-based methods easily suffer from poor performance when the dataset is unordered. This can explain why most previous studies usually collect a specialized training dataset, e.g., a continuous trajectory, to train their networks. By contrast, our approach exploits self-supervised learning to learn an extra index to solve the problem and free the weights from dilemmas during training.

C. Computing Time

To evaluate the computation time, we measure the execution time of running the SIK/PSIK models to generate the angle solutions. The Python `time.clock()` function, which returns the current processor time in seconds, is used to estimate the computation time. We randomly sampled 100 testing points across the entire working space to estimate the average computation time. The results show that the SIK/PSIK models take about 0.004 seconds to obtain one solution. The fully-connected network takes about 0.003 seconds to obtain the angle solution. This is because the computations of learning-based methods are related to the number of weights. Although the lengths of the hidden layers are the same in both methods, the weights of our approach are slightly higher than the fully-connected network because the input layer of the decoder needs extra room for the posture indices. The ANFIS, on the other hand, only takes 0.00015 seconds to get the solution due to the small number of weights.

D. Distance error in different postures

Unlike traditional learning-based methods, the proposed method can obtain various angle solutions in the same target position. In this subsection, we evaluate the various angle solutions generated by the proposed methods. We want to investigate whether the proposed method can generate different poses and keep the same performance in all the solutions. This is done by randomly sampling one target position from each of the four quadrants of the working space and selecting ten different posture indices in each position. The problem here is that we do not know what values of indices can lead to quite different solutions. If we slightly adjust the posture indices, we may only obtain similar postures. If we arbitrarily give values to indices, the decoder may not generate high-quality solutions due to irrational postures. To obtain various robot postures instead of testing in similar postures, we use the KD-tree and the dictionary data structure to track the available indices in each pose in the training dataset, so that we can take the indices that are far away from each other to both ensure the diversity and rational assignments (as shown in Fig. 7).

We first evaluate the diversity of the angle solutions that we chose. Table II shows the variance of the resultant angle solutions.
whereas PSIK has average distance errors between 1.1 cm to 1.6 cm with different heights of the elbow joint and even different orientations of the end-effector in centimeters. In SIK, the average distance errors are between 0.4 cm to 0.5 cm, whereas SIK has average distance errors between 1.1 cm to 1.6 cm. SIK and PSIK can both produce distinct, controllable, and reproducible postures.

| TABLE I  
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| SIK (original dataset) | Radius (cm) | 5 | 10 | 15 | 20 | 25 | 30 | 35 | 40 | 45 | 50 | 55 | 60 | 65 | 70 | 75 | 80 | 85 | 90 |
| Error (cm) | 1.84 | 1.87 | 0.42 | 0.44 | 0.73 | 0.47 | 0.71 | 0.63 | 0.58 | 0.68 | 0.64 | 0.64 | 0.84 | 0.65 | 0.65 | 0.73 | 0.83 | 1.15 | 0.88 |
| Average Distance Error (cm) | 0.82 |
| PSIK (original dataset) | Error (cm) | 1.31 | 2.16 | 1.22 | 1.21 | 2.36 | 1.15 | 1.35 | 1.34 | 1.31 | 1.78 | 1.90 | 1.61 | 1.6 | 2.18 | 2.16 | 1.86 | 2.45 | 2.11 |
| Average Distance Error (cm) | 1.73 |

| TABLE II  
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6 Joint 7 |
| --- | --- | --- | --- | --- | --- | --- |
| SIK | 141.23 | 70.59 | 175.55 | 5.75 | 178.47 | 54.69 | 133.93 |
| PSIK | 138.53 | 70.26 | 176.80 | 5.69 | 179.89 | 54.97 | 133.93 |

Table III illustrates the ten postures generated from the ten posture indices to reach each of the four target positions using PSIK. From the table we can see that the robotic arm can approach the target position (red dot) from different directions with different heights of the elbow joint and even different orientations of the end-effector. The postures are quite distinct if examined visually. The postures produced by SIK exhibit similar behaviors.

To sum up, the proposed methods can model the redundant robotic arm and keep multiple angle solutions to reach a given target position, and the average distance errors of the end-effector are about 0.5 cm and 1 cm. SIK and PSIK can both produce distinct, controllable, and reproducible postures.

E. Impacts of Posture Indices

Our approach represents the postures of the robotic arm numerically using the 4-dimensional posture indices. Intuitively, every element in the posture indices should affect some aspects of the final posture of the arm. Unfortunately, the unsupervised learning that we used to obtain the posture indices lacks semantic explanations, though it allows our approach to generalize to any DoF robotic arms. This section tries to exploit the properties of the posture indices and compares those produced by SIK and PSIK.

The first question we attempt to answer is: "What dimensionality should the posture index have?" Since high-DoF IK is very new in robotics, we cannot find any related literature to assist us in answering this question. Hence, we tried different dimensionalities from one to seven in the experiments, because we used a 7-DoF robotic arm as the target robotic arm and it is unreasonable if the dimension of the posture indices is greater than the number of the joints. Our experiments show that the models with a dimension smaller than three failed to fit the training data. The loss values of these models stopped decreasing in an early stage. On the other hand, the models with a dimension greater than or equal to three can successfully achieve a good comparable performance. The main difference among them is the speed to converge. The longer the indices are, the faster the loss value decreases. Since the models with 3-dimensional indices need more hyper-parameter adjustments and training time, we therefore use 4-dimensional posture indices in most experiments discussed in this section.
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TABLE IV
THE DISTANCE ERRORS (CM) OF THE TEN ANGLE SOLUTIONS IN THE FOUR TARGET POSITIONS USING SIK AND PSIK

| Goal (meter): (x, y, z) | No. 1 | No. 2 | No. 3 | No. 4 | No. 5 | No. 6 | No. 7 | No. 8 | No. 9 | No. 10 | Avg. |
|------------------------|------|------|------|------|------|------|------|------|------|-------|-----|
| SIK                    |      |      |      |      |      |      |      |      |      |       |     |
| (0.1357, -0.321, 0.222)| 0.22 | 0.25 | 0.54 | 0.22 | 0.31 | 1.6  | 0.29 | 0.56 | 0.19 | 0.61  | 0.48 |
| (-0.333, 0.246, 0.1999)| 0.35 | 0.25 | 0.48 | 0.4  | 0.36 | 0.38 | 0.42 | 0.34 | 0.35 | 0.37  |     |
| (-0.188, -0.168, 0.321)| 0.74 | 0.24 | 1.04 | 0.57 | 0.40 | 0.63 | 0.43 | 0.45 | 0.31 | 0.61  | 0.54 |
| (0.2020, 0.2021, 0.2022)| 0.21 | 0.29 | 0.31 | 0.47 | 1.08 | 0.30 | 0.46 | 0.40 | 0.46 | 0.71  | 0.47 |
| PSIK                   |      |      |      |      |      |      |      |      |      |       |     |
| (0.1357, -0.321, 0.222)| 0.98 | 0.65 | 1.03 | 0.82 | 1.70 | 1.28 | 3.24 | 0.63 | 1.20 | 2.72  | 1.43 |
| (-0.333, 0.246, 0.1999)| 0.93 | 1.51 | 1.46 | 2.44 | 1.32 | 0.40 | 0.74 | 1.48 | 1.13 | 1.83  | 1.32 |
| (-0.188, -0.168, 0.321)| 0.94 | 1.45 | 3.35 | 1.26 | 0.51 | 1.64 | 0.77 | 1.09 | 0.29 | 0.63  | 1.19 |
| (0.2020, 0.2021, 0.2022)| 1.03 | 0.27 | 1.04 | 2.18 | 2.05 | 1.31 | 1.18 | 1.39 | 2.94 | 1.17  | 1.46 |

Next, we study the effects of changing different elements in the posture indices. Let us start with 4-dimensional posture indices. Table V shows the changes of the postures when different elements in a posture index are changed for the target position (-0.25, -0.25, 0.25). There are two different trends in the postures when the robotic arm tries to reach the given target position. One affects the orientation of the end-effector (elements 1 & 4), and the other affects the body of the robotic arm but keeps both the orientation and the location fixed (elements 2 & 3). More specifically, element 1 makes the end-effector rotate around the vertical line, whereas element 4 rotates it around the horizontal line. In other words, we can change the two elements to control the direction that the end-effector approaches the target position. Fig. 8 shows the results when we adjust both elements 1 and 4. As we can see, the end-effector moves along slant lines.

On the other hand, elements 2 and 3 of the posture indices change the slope of the robotic arm. They cause similar effects except for the side. Such effects are a result of the extra redundancy in high-DoF robotic arms. Note that robotic arms with DoF fewer than seven can only have one solution to reach a target position when they need to keep a fixed orientation.

We next study how the roles of the elements in the posture indices change when the dimensionality of the indices is changed. We examine 3-dimensional posture indices first and observe the effects of adjusting each of the three elements. It is found that two of the three elements affect the orientation. This implies that they are essential so that the end-effector can approach the target position from any direction in a 3D space. The remaining element alters the slope, which means that the two elements that do the same in 4-dimensional posture indices are now merged into one due to their similarity. This also explains why the dimension of the posture indices has to be at least three.

When the dimensionality of posture indices increases, the trained models can have more room to contain the two types of changing trends, which eases the difficulty of training. However, many elements in the posture indices may cause similar effects. In summary, the dimensionality of posture indices should be
TABLE V
ATTRIBUTES OF THE POSTURE INDICES IN TARGET POSITION (-0.25, -0.25, 0.25)

| Element 1   | Error (cm) | 0.08 | 0.24 | 0.6  | 0.81 | 0.65 | 0.51 |
|-------------|------------|------|------|------|------|------|------|
| Element 2   | Error (cm) | 0.06 | 0.15 | 0.18 | 0.08 | 0.49 | 0.6  |
| Element 3   | Error (cm) | 0.03 | 0.58 | 0.66 | 0.38 | 0.37 | 0.38 |
| Element 4   | Error (cm) | 0.03 | 0.11 | 0.18 | 0.19 | 0.42 | 0.86 |

at least two (for affecting the orientation) plus the DoF of the target robotic arm minus six, i.e., the number of extra redundancies.

Finally, we give a brief qualitative comparison of SIK and PSIK, after we have examined various aspects of these two methods. Both SIK and PSIK can obtain distinct postures for given poses. With respect to accuracy, SIK is much better than PSIK and is easier to train, because PSIK has more constraints and requires the posture indices to obey probabilistic distributions. However, PSIK has very uniform distance errors across the entire working space. This stabilizes the overall performance and extends the dataset smoothly to overcome the sparsity in collected training data.

Regarding the characteristics of the obtained posture indices, SIK generates arbitrary floating-point numbers, whereas PSIK produces normalized numbers. If the application is just to obtain different angle solutions, then the normalization will not change the usage. We only need to retrieve the numbers from the dictionary and feed them into the joint angle calculation models to get the angle solutions. However, if the application requires changing the posture of the robotic arm from a given initial posture, then PSIK may be a better choice. The normalization of the posture indices means that all the numbers of the indices are bounded in a known range and the impacts of the postures are equally distributed in the range. Therefore, users have better controls in adjusting the elements in the posture indices.

F. Including Orientation as Goal

In this subsection, we examine SIK when the desired poses include target position as well as orientation. The implementation is the same as those presented in Section IV-A except for the length of the inputs to the joint angle calculation models, which becomes six plus the size of the posture indices.

As mentioned in Section IV-E, we found that the dimension of the posture indices has to be at least three, in which one element controls the slope of the arm and the other two control the orientation of the end-effector. Now, the goal requires orientation also, so the orientation of the end-effect is given. That means we cannot change the orientation for such goals. It follows that we may be able to reduce the length of the posture indices from three to one.

We evaluated the distance errors and the cosine similarity of the orientation of the end-effector in four different desired poses using 1-dimensional posture indices. The average distance error is 1.35 cm, and the average cosine similarity is 0.9983, which means the deviation of the orientation is about 3 degrees. This experiment validates that SIK can also be applied if the desired pose includes both target position and orientation. Table VI illustrates the five postures generated from the five posture indices to reach the four target positions while maintaining the given orientations. We can easily see the similar effects as discussed in the previous sections considering only target positions. We also trained SIK using 3- and 4-dimensional posture indices. It turned out that the extra elements cause the same changing trend, i.e., slope adjustment, but not orientation.

G. Extended applications

In the last subsection, we show some concrete demonstrations of using other angle solutions to accomplish missions with extra constraints. Fig. 9 demonstrates an application of SIK for obstacle avoidance in a static environment. In this case study, we assume all the positions of obstacles are already known and fixed, and the task is to reach a given target position. In the example, there is a cube on the table, and the arm has to move the end-effector from the initial point (left) to the destination (right). Since the proposed SIK provides several
Table VI

| No. 1 | No. 2 | No. 3 | No. 4 | No. 5 |
|-------|-------|-------|-------|-------|
| ![Image 1](image1.png) | ![Image 2](image2.png) | ![Image 3](image3.png) | ![Image 4](image4.png) | ![Image 5](image5.png) |

Fig. 9. An example of approaching the target position without colliding with the cube.

**Table VI**

Illustrations of the five different angle solutions in the four target positions considering both target position and orientation using 1-dimensional posture indices

---

**V. Conclusions and Future Works**

We present in this paper a new data-driven approach to solving the IK problem for the entire working space of a robotic arm with redundant DoFs. The process to collect the training dataset can be fully automated with a few lines of code. Our approach can obtain multiple angle solutions for a given target position (plus a target orientation) and has a low distance error (~0.5 cm) for any position in the entire working space of the robot. The proposed methods do not impose any special constraints on training data and thus can be applied to any DoF robotic arm. Compared with the latest data-driven methods, our work signifies a major step forward in solving the IK problem for robotic arms. This is the first data-driven research to address multiple angle solutions in IK, and a comprehensive study of the various properties of the proposed method is provided.

This work can find a diverse set of applications in robotic arms. If there are two different high-DoF robotic arms, it is possible to use the posture indices to make one arm imitate the other one. The two arms not only follow the same trajectories by the end-effector but also have similar postures. This could be very useful when one wants to transfer the skills from one robot to another. Another application of our work is that we can use the posture indices to adjust the robotic arm until it satisfies extra conditions in the environment. For example, if the environment contains obstacles and the elbow of the arm might collide with some obstacles during movement, then we can manipulate the posture indices to change the height of the elbow to avoid the collision. Another possibility is to choose the best posture index that can achieve certain optimization goals, e.g., reaching a goal with minimal power.

Although this is the first paper to tackle the IK problem in the entire working space without designing customized datasets, and the accuracy is not our major concern, we still wonder whether we can further improve the accuracy of the model. This work uses a sparse training dataset (by every 30° per joint) and has a subcentimeter distance error (~0.5 cm). In future work, we will collect more data with shorter intervals to examine the performance of the proposed method. Furthermore, in this work, we do not propose an efficient way to adjust the posture indices for achieving tasks during inference. We will combine the properties of the posture indices with evaluation functions to control robotic arms more efficiently in the future.

**Appendix A**

Training with a Sequence of Integers as Indices

In addition to the proposed approach, in the early stage, we also attempted to accomplish this study through some
intuitive manners, such as using integers as indices instead of learning them. Compared with the data collection proposed in Section III-A, we add an extra integer label before each data point. The integer starts with 1 to N for every data point in the same pose. During training, we attempted to directly train the joint angle calculation model with poses and their integer labels. The total number of training epochs is one thousand. As shown in Fig. 10, the model can not reduce the loss under 2 radians, which means the average reconstruction loss is more than 114 degrees. One possible reason is that the collected angle solutions can be considered random allocation, so the network cannot associate such randomness with the sequence of integers. In some cases, the posture pointed by an index may be quite different from the postures pointed by the neighboring indices. In others, similar indices may refer to similar postures.

APPENDIX B
TRAINING SIK WITH A SMALL NETWORK

In the experimental section, we use a huge network to avoid considering if the network is too small to accommodate the data points in the entire working space. Here we implement SIK with a small network to see the degradation of our method. The encoder in the small network had 64, 64, 64, and 4 neurons in the five layers, whereas the decoder had 64, 64, 64, and 7 neurons. The number of the weights of the network is one-millionth of the network in the experimental section. The training batch size was 64, and other parameters were not changed. The final average distance error over the entire working space is 19 cm, which is half of the FCN’s error.
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