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ABSTRACT

Large-scale integration of intermittent renewable energy sources calls for substantial demand side flexibility. Given that the built environment accounts for approximately 40% of total energy consumption in EU, unlocking its flexibility is a key step in the energy transition process. This paper focuses specifically on energy flexibility in residential buildings, leveraging their intrinsic thermal mass. Building on recent developments in the field of data-driven control, we propose PhysQ. As a physics-informed reinforcement learning framework for building control, PhysQ forms a step in bridging the gap between conventional model-based control and data-intensive control based on reinforcement learning. Through our experiments, we show that the proposed PhysQ framework can learn high quality control policies that outperform a business-as-usual, as well as a rudimentary model predictive controller. Our experiments indicate cost savings of about 9% compared to a business-as-usual controller. Further, we show that PhysQ efficiently leverages prior physics knowledge to learn such policies using fewer training samples than conventional reinforcement learning approaches, making PhysQ a scalable alternative for use in residential buildings. Additionally, the PhysQ control policy utilizes building state representations that are intuitive and based on conventional building models, that leads to better interpretation of the learnt policy over other data-driven controllers.
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1 Introduction

Global energy markets are facing unprecedented stress because of factors such as the post-pandemic re-opening of societies, geopolitical conflicts, and extreme climate events [1]. This has led to a steep increase in energy prices, with average households expecting a three-to-four-fold increase in their annual energy bills. With these prices expected to persist, a possible approach to tackle this problem is to unlock demand side flexibility of residential buildings and exploit the high volatility of these prices [2,3].

This paper focuses specifically on unlocking the potential flexibility of residential buildings for optimizing energy usage and consequently reducing energy bills. Energy flexibility in residential buildings is typically characterized by the ability to shift heating/cooling energy for a period without jeopardizing the comfort of the user [4]. A popular approach for exploiting this flexibility includes utilizing the building thermal mass — an intrinsic, cost-free passive heat storage element of the building [5]. However, exploiting this flexibility necessitates solving a sequential decision making problem with partial observability and under uncertain operating conditions.

Previous works [6–8] have extensively reviewed different control algorithms for this task, most notably Model Predictive Control (MPC). MPC relies on a mathematical model of the system to anticipate its future behavior and an optimizer that uses this model to obtain control actions [9]. Previous research directions include exploring different system modelling techniques [10,11] and different optimization techniques for solving a receding horizon optimization problem [12,14]. For example, in [12] the authors present a model predictive control strategy with the objective of minimizing the electricity cost for operating a household heatpump, while maintaining required thermal comfort. This work is extended in [13] by setting up a stochastic finite horizon optimization problem for decision making under uncertainty. In another variation of MPC, the authors of [14] combine a stochastic formulation with a non-linear model of the system. Additionally, works such as [15,16] present real-world applications of MPC-based controllers. These works show the benefits of using MPC over existing rule-based control and highlight the application procedure used...
for such real-world implementations. Notably, such implementations have been restricted to office buildings or large commercial spaces. As discussed in [17],[18], this is due to the high modeling cost and time required to develop bespoke building models for the MPC. Additionally, MPC-based controllers are highly susceptible to model-bias [9],[19] and hence a commercial MPC-based solution also requires significant budget for model maintenance. Due to their need for customized models, MPC solutions are cumbersome to deploy at large scale, especially for residential applications. Circumventing these challenges associated with model-based approaches, data-driven model-free control paradigms form an attractive alternative.

Hence, spurred by recent developments in the field of machine learning, data-driven control algorithms have received significant attention, mostly in the form of Reinforcement Learning (RL)-based controllers [7]. Works such as [20],[21] present applications of state-of-the-art RL algorithms for data-driven building controllers. Such RL-based controllers operate in a model-free setting by interacting with the system to create experiences and learning high quality control strategies using these experiences. These works show the potential of using RL-based controllers in the context of building control, demonstrating improvements in performance over existing rule-based approaches. However, while these methods show promising results, challenges such as poor data efficiency, lack of interpretable control logic remain as the major challenges in commercial implementation of such methods [8],[22].

We identify these shortcomings of MPC-as well as RL-based approaches as a significant gap in existing literature and address them by proposing a physics informed reinforcement learning framework (PhysQ). Motivated by recent developments in the field of physics informed neural networks [23],[24], this PhysQ-based controller uses physics informed neural networks based on prior knowledge related to thermal dynamics of buildings to learn high quality heating control strategies. PhysQ builds on our previous work [25], where we present a physics informed neural network architecture for control-oriented modeling of buildings. Thus, by effectively using prior building models, we present a RL controller that is data-efficient and builds a control policy using physically relevant features that can be interpreted. Here, we quantitatively assess the performance and data efficiency of PhysQ-based controllers and the role of prior physics knowledge towards the quality of the learnt control policy. The interpretability of the learnt policy is reserved as future work.

The main contributions of our work are:

1. We propose PhysQ, a novel control framework that uses physics-informed representations of the building hidden state and a fitted $Q$-iteration algorithm to obtain high quality control policies (Section 4).
2. In our experiments (Section 5), we show that these PhysQ agents outperform benchmark controllers such as a rule-based controller and a rudimentary MPC (Section 6.1).
3. Further, we show that the proposed PhysQ agents are more sample efficient, requiring less training data than conventional FQI agents (Section 6.2).

Before presenting our PhysQ approach in more detail, we position our work against state-of-the-art and state the specific hypotheses underlying our proposition (Section 2), as well as the reinforcement learning framework PhysQ is based on (Section 3).

2 Related Work and Problem Description

This section presents a non-exhaustive overview of literature related to our work, followed by a summary of the building control problem that we focus on.

Significant work has been carried out in the context of building control using reinforcement learning [7]. The most common approach involves modeling the sequential decision making problem as a markov decision process and solving it using a single agent RL algorithm. For eg., works such as [20],[21] present RL based controllers with the objective of optimizing energy consumption in office and residential buildings respectively. Both these studies show that respective RL agents achieve promising results, outperforming baseline controllers by 5-12%. Differing from such single agent approaches, works such as [26],[27], propose hierarchical and multi-agent RL strategies for minimizing energy costs in buildings. While these works show that RL-based controllers lead to promising results, there exist significant challenges that need to be addressed [28]. These include the huge amount of training data required for training, the need for a high-fidelity simulation environment to obtain this data as well as the lack of interpretability of the obtained control logic.

To mitigate these issues, works such as [19],[29] combine RL with model-based control strategies. For eg., [19] unifies MPC with model-free RL by using the MPC to obtain value estimates. Contrary to this, [29] presents a non-linear MPC approach, where model-free value estimates are used in formulation of the receding horizon problem of the MPC. Both these methods show promising results by effectively combining RL and MPC.
In this work, we present a significantly different approach for combining prior knowledge in model-free RL. We utilize physics informed neural networks \[23, 25\] to leverage prior knowledge about system dynamics and learn physically relevant state representations. These physically relevant state representation are then used to better estimate the value functions and learn good control policy \[30\].

2.1 Problem Description

To test the proposed PhysQ framework, we consider a building control problem with the objective of minimizing the cost the energy consumed whilst maintaining user thermal comfort. We focus on a single zone building with a heating source that can be switched ON or OFF by the controller. We assume that the building is exposed to an hourly dynamic price profile that varies every day \[31\]. To learn a high quality control strategy, the RL controller must learn the thermal behavior of this building given daily changes in external weather conditions. Additionally, the controller must learn to identify suitable heating opportunities by leveraging the volatility of the price. To aid this learning process, the RL-based controller is trained at the end of every day and leverages the forecasts of the price profile, outside air temperature for the next day to learn the control strategy for the next day \[32\].

2.2 Hypothesis

The proposed PhysQ framework uses prior physics knowledge to obtain physically relevant representations of the hidden states. The physically relevant hidden states along with other observable state components ensure that the $Q$-function obtained is close to optimum, leading to high quality control policies. Thus, with this framework we hypothesize that:

(H1) PhysQ framework with its low dimensional $Q$-function approximations leads to (near) optimal control policies

(H2) Training such PhysQ agents is data efficient, requiring less training data as compared to conventional FQI approaches

3 Preliminaries

3.1 Markov Decision Process

We model our sequential decision-making problem as a Markov decision process \[33\]. The MDP is defined by its state space ($X$), action space ($U$), a state transition function ($f$) and a cost function ($\rho$). For each discrete timestep $i$, the state evolves as:

$$x_{i+1} = f(x_i, u_i, w_i)$$  \hfill (1)

Here, $w_i \in W$ represents a random disturbance and models the intrinsic stochasticity of the system. Additionally, each state transition is associated with a cost term given by $c_i = \rho(x_i, u_i, w_i)$. The goal of an agent is to find a policy $\pi : X \rightarrow U$ that minimizes the expected $T$-step cost ($J^\pi$) starting from a state $x_0 \in X$ (Eq. (2)).

$$J^\pi = \sum_{i=0}^{T} \rho(x_i, \pi(x_i), w_i)$$  \hfill (2)

This expected cost ($J^\pi$) can be expressed as recursive function using a state-action value function, called $Q$-function, defined in Eq. (3).

$$Q^\pi(x_i, u_i) = \mathbb{E}_{w_i \in W} \left[ \rho(x_i, u_i, w_i) + Q^\pi(x_{i+1}, \pi(x_{i+1})) \right]$$  \hfill (3)

The optimal $Q$-function, $Q^*$, is defined as the best $Q$-function that can be obtained by any policy $\pi$ (Eq. (4)) and satisfies the Bellman optimality equation (Eq. (5)) \[33\].

$$Q^*(x_i, u_i) \overset{\Delta}{=} \min_{\pi} Q^\pi(x_i, u_i)$$  \hfill (4)

$$Q^*(x_i, u_i) = \mathbb{E}_{w_i \in W} \left[ \rho(x_i, u_i, w_i) + \min_{u \in U} Q^*(x_{i+1}, u) \right]$$  \hfill (5)

\[1\]Conventionally, RL-based agents receive rewards and the agents are trained to maximize the cumulative reward received by the agent. However, in our work we will assume that the objective of the agent is to minimize the cumulative cost. Following this, the discount factor $\gamma$ is set to 1.
Using the Bellman equation, the optimal policy is computed as:

$$\pi^*(x_i) \in \arg \min_{u \in U} Q^*(x_i, u).$$  \hspace{1cm} (6)$$

We now present a formal description of the various components of the MDP tailored to our building control problem.

### 3.1.1 State Description

Like most real-world systems, the building control problem that we focus on is described by a state that includes some observable components (e.g., indoor room temperature, outside air temperature) and some components that cannot be observed or measured (e.g., building thermal mass). The presence of these hidden components (represented as $z$) leads to a partially observable MDP (POMDP). Due to the hidden states, agents in a POMDP only have access to incomplete state information, making the policy learning process more difficult than the fully observable case. To mitigate this, we include a sequence of past observations to create a state representation, $x^i = \{x^{obs}_{i-k}, \ldots, x^{obs}_{i-1}, x^{obs}_i\}$ as presented in [33]. The length of this sequence is referred to as ‘depth’ ($k$) and is a hyperparameter.

### 3.1.2 Actions and Backup Controller

For our problem, we restrict the action space to a binary setting corresponding to switching the heater ON or OFF. Additionally, we assume an overrule mechanism or a backup controller that guarantees thermal comfort and safety constraints. The backup control function $B$, maps the current state ($x_i$) and requested action ($u_i$) to a physical control action $u^{phys}$ (Eq. (7)).

$$u^{phys}_i = B(x_i, u_i, w_i) \quad \forall \ i$$

The settings of this backup controller are unknown to the learning agent and it must learn an optimum policy that accommodates such a backup function.

### 3.1.3 Cost Function

Unlike popular RL approaches that maximize a reward signal, we consider a cost minimization objective: we minimize the cost of energy consumed in one timeslot of duration($\Delta t$), following a dynamic price $\lambda_i$. This cost for timeslot $i$ is defined as:

$$c_i \triangleq \lambda_i u^{phys}_i \Delta t$$  \hspace{1cm} (8)$$

Since the action space of the learning agent is assumed to be discrete, we select value iteration algorithms due to their data-efficiency as highlighted in [34]. Specifically, we focus on fitted Q-iteration [35], which is described next.

### 3.2 Fitted Q-iteration

Fitted Q-iteration (FQI) is a batch RL technique that iteratively approximates the $Q$-values for a given batch of state transition tuples using the Bellman equation (Eq. (5)). As described in [36], this leads to a series of $Q$-function approximations, $\hat{Q}_1, \ldots, \hat{Q}_N$, with $N$ being the total number of iterations. Note that, $\hat{Q}_0$ is set to 0 for all state-action pairs. Following [37], we implement the extended FQI algorithm using forecasts of the price profile and other exogenous components such as outside air temperature. A batch $F$ comprises four-tuples of the form $(x_i, u_i, x_{i+1}, u^{phys}_i)$ obtained from previous system interactions. From this batch, we iteratively build a training set $T$, such that $(\zeta^l, o^l) \in T$, for $l = 1, 2, \ldots, |F|$. The target value $o^l$ corresponds to the $Q$-value of the state-action pair $\zeta^l$, computed using the $Q$-function approximation from the previous iteration. Hence, for the $k^{th}$ iteration, $(\zeta^l, o^l)$ are obtained following Eq. (9).

$$\zeta^l = (x_i^l, u_i^l)$$

$$o^l = \hat{\lambda}_i u^{phys}_i \Delta t + \min_{u \in U} \hat{Q}_{k-1}(x_{i+1}^l, u)$$

A $Q$-function approximator $\hat{Q}_k$ is then trained on $T$. In Eq. (9), $\hat{Q}_{k-1}$ represents the function approximator obtained after $(k-1)^{th}$ iteration, $\hat{\lambda}$ represents the forecasted dynamic price and $x_{i+1}^l$ represents the modified state representation taking into account forecasts of exogenous variables. A detailed description of this method can be found in [37]. The total number of iterations $N$ influences the control horizon of the FQI controller. The building control problem that we consider is an infinite horizon problem. However, a good control policy can be obtained using a horizon of $T$-steps as explained in [36]. To incorporate this $T$-steps horizon, we set the total number of iterations to $2T$ and reverse

---
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Algorithm 1 Extended FQI with $2T$ distinct function approximators

**Input:** Batch $F$, $Q$-function approximators $Q = \{\hat{Q}_1, \hat{Q}_2, \ldots, \hat{Q}_{2T}\}$.

**Initialization:** Set $\hat{Q}_{2T+1}(x, u) = 0$ \forall $(x, u) \in X \times U$

for $k \in [2T, 2T - 1, \ldots, 1]$ do
   Incorporate forecasts of exogenous variables, prices:
   \[ x_{i+1}^l \leftarrow \hat{x}_{i+1}^l \]
   \[ c_i^l = \hat{\lambda}_k u_i^{\text{phys}/l} \Delta t \]

   Create training set $T$ based on Eq. (9)

   **Regression:** Fit $\hat{Q}_k$ on training set $T$

end for

**Output:** Optimum $Q$-function estimates $Q$

**Policy:** Use $\hat{Q} = [\hat{Q}_1, \hat{Q}_2, \ldots, \hat{Q}_T]$ to obtain a greedy policy such that,

\[ u^*_t = \arg \max_{u \in U} \hat{Q}_t(x_t, u) \quad \forall t \in [1, 2, \ldots, T] \quad (10) \]

the order of training. This leads to a setting where $Q$-function approximator $\hat{Q}_{2T}$ estimates the expected single step cost and subsequent $Q$-function approximators $\hat{Q}_k$ approximate the expected cost over $2T - k$ steps. Thus, the series $\hat{Q}_1, \ldots, \hat{Q}_T$ have a shrinking control horizon from $2T$ steps for $\hat{Q}_1$ to $T$ steps for $\hat{Q}_T$ [38]. Thus, to obtain the control policy, we only use $\hat{Q}_1, \ldots, \hat{Q}_T$.

4 PhysQ Framework

Building on our previous work [25], we propose a two-step algorithm that leverages prior physics knowledge to obtain optimal control policies. Previously, works such as [39, 40] have explored the role of learnt hidden representations in learning good control policies and the use of different objectives to learn such representations. However, the representations are learnt implicitly and are not constrained to follow a particular behavior. Differing from such approaches, we explicitly learn representations that closely resemble the physical behavior of the hidden states of the system. The following subsections detail the architecture used and the training algorithm followed in our PhysQ framework.

The key idea of the PhysQ architecture is to use an encoder module to obtain a physically relevant, low-dimensional representation of the hidden state, which is designed to support next-state prediction, while approximately adhering to a set of differential equations of the physical model of the system. In Step 1, we train this Encoder module together with an auxiliary Prediction module, where the Physics module represents the physics model of the system. Then, in Step 2, we train the $Q$-function defining our policy, based on the physically relevant representations of the system state along with other observed state components. Below, we detail the neural network models for both steps as sketched in Fig. 1 as well as the training procedure outlined in Algorithm 2. Note that, we use $2T$ different function approximators, each using the architecture illustrated in Fig. 1

4.1 Architecture

4.1.1 Step 1

*Extracting physically relevant hidden states.* The first step uses the physics informed neural network from [25], comprising an encoder module (with learnable parameters $\theta_e$), a prediction module (with learnable parameters $\theta_d$) and a physics module (with learnable parameters $\Omega$). This encoder-based network uses input state $(x_i)$ to obtain a physically relevant representation of the hidden state $(\hat{z}_i)$. The objective for the latter hidden state is to adhere to a physics-based model as good as possible (cf. the $D_{\Omega}(.) \approx 0$ constraint).

4.1.2 Step 2

*Low-dimensional $Q$-function and optimal policy.* In this step, the trained encoder module from Step 1 is combined with a $Q$-function module ($\theta_q$) that estimates a low-dimensional $Q$-function ($\hat{Q}$). The input space for this low-dimensional
Figure 1: Proposed PhysQ Architecture: In Step one (top), a physically relevant representation of the hidden state is learnt. Step 2 (bottom) represents learning the $Q$-function. The encoder module from Step 1 is used directly in Step 2, as indicated by the arrow. The predicted quantities and learnt parameters from each step are highlighted in red. This block represents a single function approximator and is repeated $2T$ times as discussed in Algorithm 1.

$Q$-function includes the observable state components ($x_{i}^{\text{obs}}$), encoder output ($\hat{z}_i$) and action ($u_i$). An optimal action ($u_i^*$) is then computed using this as:

$$u_i^* = \arg \min_{u \in U} \hat{Q}^*(x_{i}^{\text{obs}}, \hat{z}_i, u)$$  \hspace{1cm} (11)

### 4.2 Training

In Step 1, the encoder module is trained in a supervised manner as a prediction model to learn the dynamics of the building and extract the hidden states. Consequently, the encoder module is trained once at the beginning and then shared across all approximators. For training the encoder module, the loss functions used are given by Eq. (12).

$$\text{Loss} = L_{\text{pred}} + \mu L_{\text{phys}}$$

$$L_{\text{pred}} = \frac{1}{N} \sum_{i=1}^{N} \left( x_{i+1}^{\text{obs}} - \hat{x}_{i+1}^{\text{obs}} \right)^2$$

$$L_{\text{phys}} = \frac{1}{N} \sum_{i=1}^{N} \left( D_{\Omega}(x_i, u_i, \hat{z}_i, \hat{z}_{i+1}, w_i) \right)^2$$  \hspace{1cm} (12)

Following the training of the encoder in Step 1, hidden states for all state-action pairs in batch $F$ are calculated to create a new batch that is then used in Step 2 to train the $Q$-function module in an iterative manner. The output is a low-dimensional $Q$-function approximation which defines our learnt policy.

### 5 Experiment Setup

To test the performance of our proposed PhysQ framework and validate our hypotheses, we performed a set of experiments using a single zone building simulator model. We detail the simulation environment used, the type of experiments performed and other experiment parameters.
Algorithm 2 PhysQ training procedure

Input: Set of state-action tuples \( \mathcal{F} \), PhysQ agent parameterized by \( \{ \theta_e, \theta_d, \Omega, \hat{Q}^z = \{ \hat{Q}^z_1, \hat{Q}^z_2, \ldots, \hat{Q}^z_{2T} \} \} \).
Initialization: Set \( \hat{Q}_{2T+1}(x, u) = 0 \) \( \forall (x, u) \in X \times U \)

Step 1: Train encoder module \( \theta_e \):
- Training set \( \mathcal{T} = \{ (x^i, u^i), (\hat{x}_{i+1}^{obs, l}) \}_{l=1}^{#F} \}
- Perform regression on \( \mathcal{T} \) using Eq. (12)
- Freeze encoder module \( \theta_e \)
- Create modified batch \( \mathcal{F}' = \{(\hat{x}_{i+1}^{obs, l}, \hat{z}_{i+1}^l, u^i, (x_{i+1}^{obs, l}, \hat{z}_{i+1}^l, u^{phys, l})) \}_{l=1}^{#F} \}

Step 2: Train Q-function Modules:
- Use modified batch \( \mathcal{F}' \) for \( k \in [2T, 2T-1, \ldots, 1] \) do
  - Incorporate forecasts of exogenous variables, prices:
    \[ x_{i+1} \leftarrow \hat{x}_{i+1}^l \]
    \[ \hat{c}_i^l = \hat{\lambda}_k u^{phys, l} \Delta t \]
  - Create training set \( \mathcal{T} \) based on Eq. (9)
  - Regression: Fit \( \hat{Q}_k^z \) on training set \( \mathcal{T} \)
- end for

Output: Optimum Q-function estimates \( \hat{Q}^z \)

Policy: Use \( \hat{Q}^z = [\hat{Q}^z_1, \hat{Q}^z_2, \ldots, \hat{Q}^z_{2T}] \) to obtain a greedy policy such that,
\[ u^*_t = \arg \min_{u \in U} \hat{Q}^z_t(x_t^{obs, l}, \hat{z}_t^l, u) \] \( \forall t \in [1, 2, \ldots, T] \)

5.1 Building Simulator

A simplified scenario is considered with a single-zone building heated using a single heat source. The building model is based on the two-state RC model presented in [41]. The environment states include the room temperature (\( T_r \)) that is observed by the agent and the temperature of the building thermal mass (\( T_m \)) which is hidden. Additionally, we only consider the impact of outside air temperature (\( T_a \)) on the environment states.

5.1.1 Backup Controller

The backup controller described in Section 3 is designed with a user comfort band of \( \pm 2^\circ C \) around a desired temperature of \( 20^\circ C \) and modelled as:
\[
u^{phys, i}_t = \begin{cases} 0 & T_{r,i} > 22^\circ C \\ u^{max} & 18^\circ C \leq T_{r,i} \leq 22^\circ C \\ u^{max} & T_{r,i} < 18^\circ C \end{cases}
\] (13)

We further assume the backup controller will check the room temperature \( T_{r,i} \) every minute, and thus overrides the current action \( u_i \) as soon as \( T_{r,i} \) goes out of the assumed \([18^\circ C, 22^\circ C]\) comfort bounds. Further, in case of such overriding backup action \( u^{phys, i}_t \), we will maintain it for the remainder of timeslot \( i \), to avoid switching the heat source too frequently.

5.1.2 Dynamic Energy Prices

As presented in Section 3, the agent learns to minimize the cost of energy following a dynamic price profile. We assume that the forecast of this price is available in advance and is provided to the agent following Algorithm 1. To analyze how well a trained agent responds to the time-varying price signal, we experiment with two types of price profiles: (i) Synthetic square wave prices; and (ii) BELPEX day-ahead prices [42], as shown in Fig. 2. The synthetic square wave prices were designed with clear price peaks and troughs that were shifted in time. This aided the learning

\[ \text{In particular, we assume the agent will be trained once nightly, based on the prices received for the next day.} \]
process of the agents and enabled us to analyze the robustness of policies over time-shifted price extrema. On the other hand, the BELPEX price profile are real prices and allow us to assess how well the agents can perform in a real-world price scenario.

5.2 RL Agent Configurations

As described in Section 3, the agents observe a few state components such as room temperature, outside air temperature and need to take a cost minimizing action based on these observations, leading to a POMDP. Hence, the agent inputs include a series of past room temperature observation of length $k$. The length of this sequence controls the amount of past information given to the agent and compensates for the hidden states. For our problem, we set $k = 4$, providing the agent with room temperature information over the past 4 hours.

We compare our PhysQ agents with other conventional FQI agents that use different types of function approximators: Extremely randomized (EXTRA) trees [43] and neural networks. These represent agents commonly used in literature and have shown promising results with respect to their performance and training stability [36, 37]. The hyperparameters for these function approximators are presented in Appendix A.1. Considering the dynamics of the building, we set the control horizon to 24 hours, leading to 48 distinct instances of the $Q$-function approximator as presented in Algorithm 1. Thus, to learn the policy for a given day, the agent uses a forecast for that day and the next, of day-ahead prices and outside air temperature. We assume that this forecast is available and accurate, with incorporation of forecasting inaccuracies reserved as a future topic.

5.3 Prior Physics Knowledge

As detailed in Section 4, the PhysQ framework uses prior physics knowledge related to the system to learn a meaningful representation of the hidden states of the system. For our experiments, we assume that the building has one hidden state, namely the thermal mass temperature. To extract this, we follow the approach presented in [25] and provide the PhysQ agents with the following first-order model:

$$T_{r,i+1} = a_{11}T_{r,i} + a_{12}\hat{T}_{m,i} + b_{1}a_{i}^{\text{phys}} + c_{11}T_{a,t},$$

$$T_{m,i+1} = a_{21}T_{r,i} + a_{22}\hat{T}_{m,i},$$

(14)

Here, $a_{ij}, b_{1}, c_{11}$ represent the building parameters (i.e., $\Omega$ from Fig. 1) and $\hat{T}_{m,i}$ represents the encoder module output (noted as $z_{i}$ in Fig. 1). Thus, the encoder module of PhysQ is trained using Eq. (14) and Eq. (12).

5.4 Training Strategy

For training an RL agent, we followed two distinct strategies: (i) Growing Batch Strategy, and (ii) Fixed Batch Strategy. In the Growing Batch Strategy, an agent starts with an empty state transition batch $F$, uses an $\epsilon$-greedy exploration strategy based on its current policy to add sample samples to this batch and retrain its policy periodically using Algorithm on this growing batch...
to improve the policy. In the $\epsilon$-greedy exploration strategy, the agent selects a random, exploratory action with a probability of $\epsilon$ and a greedy action with a probability of $1 - \epsilon$. We initially set $\epsilon = 0.6$ and after every day reduce it by 9%.

To speed up computations, the agents were trained after every 5 days (instead of daily training) using the batch of data collected till that time. While this mimics a real-world deployment scenario, comparing different agent is difficult as each agent trains on a different batch of data due to the random nature of exploratory actions. Hence, to compare different agents and draw any conclusions related to the advantages of using a type over the other, we used (ii). Here, batches of different sizes based on the number of training days encountered were created a priori using a default RL agent following (i) and different types of agents were trained on these fixed batches. This allowed us to compare the performance of different agents that have been trained on identical data and the results represent a more fair comparison of the quality of each regression technique.

5.5 Training and Test Environment

We used a separate training and test environments to assess the performance of each agent. Both these environments have identical building parameters and differ in the values of exogenous parameters such as day-ahead prices and outside air temperature. To create the test environment, we sample and hold out a subset of price profiles and outside air temperature profiles equivalent to 5 days. The held-out price profiles corresponding to the 5 test days are shown in Fig. 2.

The remaining data, spanning 30 days, is given to the training environment. This ensures that the exogenous parameters take values from the same distribution but are not seen by the agent during training. The 5 test days are used to compare the performance of different agents using the cumulative 5-day cost as a comparison metric. We train 5 instances of each agent type and report the mean and standard deviations of this 5-day cost. Additionally, while following the fixed batch training strategy, each instance of a given agent type is trained on a unique batch of data, thus allowing for variations in generated batch as well as different random initialization of the agents. The following section presents the results of the experiments that were performed.

5.6 Benchmark Controllers

Besides different types of FQI agents, we compare the performance of our PhysQ approach against a set of benchmark controllers that include: Business-as-usual (BAU) controller and MPC. The BAU represents a simple rule-based controller resembling the backup controller modelled in Eq. (13). Such a controller solely focuses on the thermal comfort of the user and is insensitive to the price. The MPC benchmark is a simple MPC based on the building model described in Eq. (14). The MPC benchmark uses the same action space and time horizon as the RL agents along with an accurate model of the building. We consider two different control frequencies for the MPC (hourly and quarterly). More details of the MPC are presented in Appendix A.2.

6 Results

6.1 Experiment 1: PhysQ Validation

We focus on validating hypothesis (H1), verifying that the proposed PhysQ architecture can learn good policies for the given building thermal problem. The obtained policy is compared with the benchmark controllers, with the MPC being an hourly MPC. We train the PhysQ agents following the growing batch training strategy for a total of 30 days (24 samples for each day) for both types of price profiles (square wave and BELPEX). Figure 3 presents the agent interactions in the test environment, showing the variations in room temperature that result by following the learnt policy in the BELPEX price scenario.

The learnt policy in Fig. 3 indicates that the PhysQ agent manages to determine suitable (i.e., cheap) time intervals for heating. By switching ON at times when the price is low and remaining OFF when the price is high, the agent manages to minimize the cost of energy consumption while maintaining the required comfort levels. Further, this policy superimposed with the backup controller (Eq. (13)) led to a cost saving of about 9% over a business-as-usual controller, demonstrating a significant potential for reducing energy bills. Table 1 summarizes the results obtained by the PhysQ agent for different price scenarios along with the benchmark controllers (BAU), MPC. The total cost over the 5 validation days is used as a comparison metric.

This experiment demonstrated that the proposed PhysQ agent can learn good control policies, thus validating hypothesis (H1). The trained PhysQ agent outperforms benchmark controllers such as the BAU and the binary MPC. Note that the Binary MPC takes actions at an hourly frequency which leads to a conservative policy, where the apartment
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Figure 3: Simulation results illustrating the behavior of a trained PhysQ agent in the test environment for the BELPEX price scenario. The top row shows the variations in indoor room temperature of the building caused by following the agent policy. The bottom row shows the actions taken by the agent at different timesteps.

Table 1: Comparison of PhysQ agent policy with benchmark controllers.

| Price Scenario     | Controller | Cost (€) |
|--------------------|------------|----------|
| Synthetic Square Wave | PhysQ    | 4,520    |
|                    | BAU       | 5,589    |
|                    | Binary MPC | 4,620    |
| BELPEX             | PhysQ    | 25,758   |
|                    | BAU       | 28,214   |
|                    | Binary MPC | 28,152   |

is heated longer to ensure that the room temperature never falls below the comfort setting in between two consecutive actions. In contrast the PhysQ policy is a combination of the backup controller with a cost minimization policy. This combination leads to purely cost minimization actions by the agent such that the backup control is activated frequently for shorter time duration to ensure user comfort. This leads to a combined policy with a finer control resolution (< 1 hour) as compared to the binary MPC, resulting in a superior performance. Consequently, for subsequent experiments we use an MPC-based controller with a control frequency of 15 minutes to as a benchmark ‘optimal’ policy.

6.2 Experiment 2: Performance across different training sizes

We now test hypothesis [H2] and investigate the training data requirements of the PhysQ agent, compared to other FQI approaches. We follow the fixed batch training strategy, using batches of 5 different sizes, varying from 6 to 30 days, each day comprising of 24 hourly samples. For each agent type, 5 instances of the agent were trained. Each instance was trained on a different set containing batches of every considered size. This ensured that the comparison metrics obtained were less sensitive to the quality of the batch and representative of the true performance of the agent type selected. Fig. [H] compares our PhysQ agent’s performance to that of FQI both using EXTRA Trees (FQI-ET) and Neural networks (FQI-NN). The graphs show the mean cost values (summed over the 5 test days), with error bars indicating the standard deviation over the 5 runs per agent type.

These simulation results show that when the size of training data is small, the PhysQ agents outperform the other two types of agents. With increasing training data size, FQI-NN achieves a similar performance as PhysQ. This figure also shows that for all training data scenarios, the PhysQ agents outperformed the BAU policy while performing
close to the optimum policy. This optimum policy is based on a quarterly MPC benchmark controller described in Appendix A.2. Further, the small spread of the error bars indicates that even with less training data, PhysQ agents achieve similar performance when trained using different weight initialization and training batches. This indicates that the PhysQ’s training performance is more robust than FQI-NN, which is more susceptible to training instability. From this experiment we conclude that the proposed PhysQ agents require less training data and lead to stable policies that outperform other conventional FQI agents, validating our second hypothesis (H2).

6.3 Experiment 3: Ablation Study for Physics Quality

The previous experiment showed that the PhysQ agents leverage prior physics knowledge to learn good control policies in a sample efficient manner. We now perform an ablation study to ascertain the role of this prior physics knowledge in the policy obtained. We thus aim to validate that PhysQ’s improved performance does not result from a regularizing effect that may be achieved by any constraining model (see Fig. 1), but from a physically relevant one. Specifically, we investigated the impact of providing wrong prior knowledge to the PhysQ agent on the learnt policies.

As detailed in Section 4, the prior physics that we used for PhysQ is given by a system of linear equations, Eq. (12), used to train the encoder module to extract physically relevant latent representations of the building thermal mass. To perform this ablation study, we change the true building physics equations to a wrong set of equations to define $D_{\Omega}$, given by:

$$T_M^{m,t} = \lceil T_r^{t} \rceil,$$

where $\lceil \cdot \rceil$ represents the ceiling operation and models the temperature of the building thermal mass as a step function in phase with the indoor room temperature of the building. This significantly differs from the real behavior of the building thermal mass, which is an inertia quantity that will be out-of-phase with the room temperature variations. Thus, the $Q$-function (and hence the control policy) will be learnt using an incorrect representation of the building thermal mass.

We follow the same comparison strategy as the previous experiment and compare this ‘wrong PhysQ’ with the correct PhysQ agents, benchmarked using FQI-NN, BAU policy and Optimal policy. Figure 5 presents the results of this experiment for both price scenarios. These results show a clear performance gap between the ‘wrong PhysQ’ agents that use incorrect physics priors versus the correct PhysQ agents. This performance gap illustrates the role of prior physics knowledge in the proposed PhysQ framework and suggests that accurate physics information is a key requirement for obtaining good control policies.

7 Conclusion and Future Work

We presented the PhysQ framework, a novel method leveraging physics informed neural networks that extract physically relevant representations of the hidden state of the system and use them to learn a low-dimensional $Q$-function to
obtain optimal control policies. Our experiments demonstrated that PhysQ based agents learnt better control policies compared to a rule-based business-as-usual control strategy, leading to monetary savings of about 9%. Further, the PhysQ agents required fewer training samples to learn such policies compared to conventional FQI agents, validating our hypothesis related to the sample efficiency of such agents. These experiments also highlighted the role of prior physics knowledge towards the final policy learnt by the agents. With this, we show that by incorporating prior knowledge, data-driven controllers can utilize data more efficiently, making them a feasible solution for real-world deployments.

We tested the PhysQ framework using an in-house simulator model. Future work will focus on real-world settings. Thus, we will assess the performance of PhysQ for managing the heating patterns of real buildings. This work includes two main topics: (i) implementation of PhysQ on real buildings; and (ii) analyzing the impact of forecasting errors in exogenous variables on the performance of PhysQ agents. Besides real-world experimentation, other future direction includes work related to the interpretability of the policy obtained using PhysQ. This includes exploring techniques such as policy distillation to obtain intuitive control policies that can be easily explained to end-users.
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**A Appendix**

**A.1 Hyperparameters**

This section lists the hyperparameters chosen for each of the agent type. Neural networks were implemented using PyTorch [44] and EXTRA trees using scikit-learn [45].

**A.2 Model Predictive Control**

To benchmark different RL agents, we employ a model predictive control (MPC) approach presented in Eq. (16). Here, $D_{\Omega}$ refers to the model of the system, given by Eq. (14) in our case. $x_t$ represents the states of the system, which in our case are $T_{r,t}$ and $T_{m,t}$. We assume binary decision actions $u_t \in \{0, u_{max}\}$. We consider two different control timesteps: $\text{MPC}_h$ considers hourly control frequency ($T_{\text{MPC}} = 24$) and $\text{MPC}_q$ that takes actions every 15 minutes ($T_{\text{MPC}} = 96$). Note that, Table 1 presents the results of $\text{MPC}_q$ and the optimal policy indicated in Figs. 5.
Table 2: Hyperparameters for PhysNet Architecture

| Parameter             | Value       |
|-----------------------|-------------|
| Optimizer             | Adam        |
| Learning Rate         | 0.001       |
| Activation Function   | ReLu        |
| Batch Size            | 2,048       |

*Encoder Module (θ_e)*

| Parameter     | Value     |
|---------------|-----------|
| Hidden Layers | [32, 32]  |

*Q-function Module (θ_q)*

| Parameter            | Value       |
|----------------------|-------------|
| Output Size          | 2           |
| Hidden Layers        | 2           |
| Neurons per layer    | 32          |

*Dynamics Module (θ_d)*

| Parameter     | Value     |
|---------------|-----------|
| Hidden Layers | [128]     |

Table 3: Hyperparameters for FQI-NN

| Parameter             | Value       |
|-----------------------|-------------|
| Optimizer             | Adam        |
| Learning Rate         | 0.01        |
| Activation Function   | ReLu        |
| Batch Size            | 2,048       |
| Output Size           | 2           |
| Hidden Layers         | [48, 48]    |

is based on MPC, The user comfort constraints are set using Eq. (13).

\[
\min_{u_1, \ldots, u_{T_{MPC}}} \sum_{t=1}^{T_{MPC}} \lambda_t u_t \\
\text{s.t. } x_{t+1} = D_{\Omega}(x_t, u_t) \\
x_{\text{min}} \leq x_t \leq x_{\text{max}}, \\
u_t \in [0, u_{\text{max}}], \forall t
\]  

(16)

References

[1] McKinsey Energy Insights Global Energy Perspective 2022. [Online]. Available: https://www.mckinsey.com/industries/oil-and-gas/our-insights/global-energy-perspective-2022

[2] M. O. for Energy of the European Commission, “Quarterly report on european electricity markets,” vol. 15, 2022. [Online]. Available: https://energy.ec.europa.eu/system/files/2022-10/Quarterly%20Report%20on%20European%20Electricity%20markets%20Q2%202022_FINAL.pdf

[3] F. D’Ettorre, M. Banaei, R. Ebrahimy, S. A. Pourmousavi, E. Blomgren, J. Kowalski, Z. Bohdanowicz, B. Łopaciuk Gonczaryk, C. Biele, and H. Madsen, “Exploiting demand-side flexibility: State-of-the-art, open issues and social perspective,” Renewable and Sustainable Energy Reviews, vol. 165, p. 112605, 2022. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1364032122005007

[4] G. Reynders, J. Diriken, and D. Saelens, “Generic characterization method for energy flexibility: Applied to structural thermal storage in residential buildings,” Applied energy, vol. 198, pp. 192–202, 2017.

[5] G. Reynders, R. A. Lopes, A. Marszal-Pomianowska, D. Aelenei, J. Martins, and D. Saelens, “Energy flexible buildings: An evaluation of definitions and quantification methodologies applied to thermal storage,” Energy and Buildings, vol. 166, pp. 372–390, 2018.
Table 4: Hyperparameters for FQI-ET

| Parameter              | Value |
|------------------------|-------|
| # of Estimators        | 100   |
| Minimum Sample Split   | 3     |
| Minimum Samples Leaf   | 1     |

[6] J. Tarragona, A. L. Pisello, C. Fernández, A. de Gracia, and L. F. Cabeza, “Systematic review on model predictive control strategies applied to active thermal energy storage systems,” Renewable and Sustainable Energy Reviews, vol. 149, no. May, 2021.

[7] J. R. Vázquez-Canteli and Z. Nagy, “Reinforcement learning for demand response: A review of algorithms and modeling techniques,” Applied energy, vol. 235, pp. 1072–1089, 2019.

[8] H. Zhang, S. Seal, D. Wu, F. Bouffard, and B. Boulet, “Building energy management with reinforcement learning and model predictive control: A survey,” IEEE Access, vol. 10, pp. 27 853–27 862, 2022.

[9] J. Drgoňa, J. Arroyo, I. C. Figueroa, D. Blum, K. Arendt, D. Kim, E. P. Ollé, J. Oravec, M. Wetter, D. L. Vrabie et al., “All you need to know about model predictive control for buildings,” Annual Reviews in Control, 2020.

[10] E. Atam and L. Helsen, “Control-oriented thermal modeling of multizone buildings: Methods and issues: Intelligent control of a building system,” IEEE Control Systems Magazine, vol. 36, no. 3, pp. 86–111, 2016.

[11] S. Privara, J. Cigler, Z. Váňa, F. Oldewurtel, C. Sagerschnig, and E. Žáčeková, “Building modeling as a crucial part for building predictive control,” Energy and Buildings, vol. 56, pp. 8–22, 2013.

[12] R. Halvgaard, N. K. Poulsen, H. Madsen, and J. B. Jørgensen, “Economic model predictive control for building climate control in a smart grid,” in 2012 IEEE PES innovative smart grid technologies (ISGT). IEEE, 2012, pp. 1–6.

[13] F. Oldewurtel, C. N. Jones, A. Parisio, and M. Morari, “Stochastic model predictive control for building climate control,” IEEE Transactions on Control Systems Technology, vol. 22, no. 3, pp. 1198–1205, 2014.

[14] T. Pippia, J. Lago, R. De Coninck, and B. De Schutter, “Scenario-based nonlinear model predictive control for building heating systems,” Energy and Buildings, vol. 247, p. 111108, 2021.

[15] D. Sturzenegger, D. Gyalistras, M. Morari, and R. S. Smith, “Model predictive climate control of a swiss office building: Implementation, results, and cost–benefit analysis,” IEEE Transactions on Control Systems Technology, vol. 24, no. 1, pp. 1–12, 2015.

[16] J. Široký, F. Oldewurtel, J. Cigler, and S. Prívara, “Experimental analysis of model predictive control for an energy efficient building heating system,” Applied Energy, vol. 88, no. 9, pp. 3079–3087, 2011.

[17] J. Cigler, D. Gyalistras, J. Široky, V. Tiet, and L. Ferkl, “Beyond theory: the challenge of implementing model predictive control in buildings,” in Proceedings of 11th Rehva world congress, Clima, vol. 250, 2013.

[18] E. Žáčeková, Z. Váňa, and J. Cigler, “Towards the real-life implementation of mpc for an office building: Identification issues,” Applied Energy, vol. 135, pp. 53–62, 2014.

[19] M. Bhardwaj, S. Choudhury, and B. Boots, “Blending mpc & value function approximation for efficient reinforcement learning,” arXiv preprint arXiv:2012.05909, 2020.

[20] L. Yu, W. Xie, D. Xie, Y. Zou, D. Zhang, Z. Sun, L. Zhang, Y. Zhang, and T. Jiang, “Deep reinforcement learning for smart home energy management,” IEEE Internet of Things Journal, vol. 7, no. 4, pp. 2751–2762, 2019.

[21] S. Brandi, M. S. Piscitelli, M. Martellacci, and A. Capozzoli, “Deep reinforcement learning to optimise indoor temperature control and heating energy consumption in buildings,” Energy and Buildings, vol. 224, p. 110225, 2020.

[22] Z. Wang and T. Hong, “Reinforcement learning for building controls: The opportunities and challenges,” Applied Energy, vol. 269, p. 115036, 2020.

[23] M. Raissi, P. Perdikaris, and G. E. Karniadakis, “Physics-informed neural networks: A deep learning framework for solving forward and inverse problems involving nonlinear partial differential equations,” Journal of Computational physics, vol. 378, pp. 686–707, 2019.

[24] B. Huang and J. Wang, “Applications of physics-informed neural networks in power systems-a review,” IEEE Transactions on Power Systems, 2022.
[25] G. Gokhale, B. Claessens, and C. Develder, “Physics informed neural networks for control oriented thermal modeling of buildings,” *Applied Energy*, vol. 314, p. 118852, 2022.

[26] W. Wong, P. Dutta, O. Voicu, Y. Chervonyi, C. Paduraru, and J. Luo, “Optimizing industrial hvac systems with hierarchical reinforcement learning,” *arXiv preprint arXiv:2209.08112*, 2022.

[27] L. Yu, Y. Sun, Z. Xu, C. Shen, D. Yue, T. Jiang, and X. Guan, “Multi-agent deep reinforcement learning for hvac control in commercial buildings,” *IEEE Transactions on Smart Grid*, vol. 12, no. 1, pp. 407–419, 2021.

[28] L. Di Natale, Y. Lian, E. T. Maddalena, J. Shi, and C. N. Jones, “Lessons learned from data-driven building control experiments: Contrasting gaussian process-based mpc, bilevel deepc, and deep reinforcement learning,” *arXiv preprint arXiv:2205.15703*, 2022.

[29] J. Arroyo, C. Manna, F. Spiessens, and L. Helsen, “Reinforced model predictive control (rl-mpc) for building energy management,” *Applied Energy*, vol. 309, p. 118346, 2022.

[30] W. Dabney, A. Barreto, M. Rowland, R. Dadashi, J. Quan, M. G. Bellemare, and D. Silver, “The value-improvement path: Towards better representations for reinforcement learning,” in *Proceedings of the AAAI Conference on Artificial Intelligence*, vol. 35, no. 8, 2021, pp. 7160–7168.

[31] Agile Octopus Dynamic Price Tariff. [Online]. Available: https://octopus.energy/blog/agile-pricing-explained/

[32] F. Ruelens, B. J. Claessens, S. Quaiyum, B. De Schutter, R. Babuška, and R. Belmans, “Reinforcement learning applied to an electric water heater: From theory to practice,” *IEEE Transactions on Smart Grid*, vol. 9, no. 4, pp. 3792–3800, 2016.

[33] R. Sutton and A. Barto, “An introduction to reinforcement learning,” *Decision Theory Models for Applications in Artificial Intelligence: Concepts and Solutions*, 2011.

[34] L. Busoniu, D. Ernst, B. De Schutter, and R. Babuška, “Approximate reinforcement learning: An overview,” in *2011 IEEE symposium on adaptive dynamic programming and reinforcement learning (ADPRL)*. IEEE, 2011, pp. 1–8.

[35] D. Ernst, P. Geurts, and L. Wehenkel, “Tree-based batch mode reinforcement learning,” *Journal of Machine Learning Research*, vol. 6, 2005.

[36] G. Ceusters, R. C. Rodríguez, A. B. García, R. Franke, G. Deconinck, L. Helsen, A. Nowé, M.MESSAGE, and L. R. Camargo, “Model-predictive control and reinforcement learning in multi-energy system case studies,” *arXiv preprint arXiv:2104.09785*, 2021.

[37] F. Ruelens, S. Iacovella, B. J. Claessens, and R. Belmans, “Learning agent for a heat-pump thermostat with a set-back strategy using model-free reinforcement learning,” *Energies*, vol. 8, no. 8, pp. 8300–8318, 2015.

[38] J. Skaf, S. Boyd, and A. Zeevi, “Shrinking-horizon dynamic programming.” [Online]. Available: http://www.inatel.br/docentes/dayan/easyfolder/TP542/Artigos/Shrinking-Horizon%20Dynamic%20Programming%20.pdf

[39] G. Lambrechts, A. Bolland, and D. Ernst, “Recurrent networks, hidden states and beliefs in partially observable environments,” 2022. [Online]. Available: http://arxiv.org/abs/2208.03520

[40] R. Ghugare, H. Bharadhwaj, B. Eysenbach, S. Levine, and R. Salakhutdinov, “Simplifying model-based rl: Learning representations, latent-space models, and policies with one objective,” *arXiv preprint arXiv:2209.08466*, 2022.

[41] E. Vrettos, E. C. Kara, J. MacDonald, G. Andersson, and D. S. Callaway, “Experimental Demonstration of Frequency Regulation by Commercial Buildings-Part I: Modeling and Hierarchical Control Design,” *IEEE Transactions on Smart Grid*, vol. 9, no. 4, pp. 3213–3223, 2018.

[42] ENTSOE Transparency Platform. [Online]. Available: https://transparency.entsoe.eu/

[43] P. Geurts, D. Ernst, and L. Wehenkel, “Extremely randomized trees,” *Machine learning*, vol. 63, no. 1, pp. 3–42, 2006.

[44] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga, A. Desmaison, A. Kopf, E. Yang, Z. DeVito, M. Raison, A. Tejani, S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, and S. Chintala, “Pytorch: An imperative style, high-performance deep learning library,” in *Advances in Neural Information Processing Systems 32*. Curran Associates, Inc., 2019, pp. 8024–8035. [Online]. Available: http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf

[45] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duchesnay, “Scikit-learn: Machine learning in Python,” *Journal of Machine Learning Research*, vol. 12, pp. 2825–2830, 2011.