Damage-Map Estimation Using UAV Images and Deep Learning Algorithms for Disaster Management System
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Abstract: Estimating the damaged area after a forest fire is important for responding to this natural catastrophe. With the support of aerial remote sensing, typically with unmanned aerial vehicles (UAVs), the aerial imagery of forest-fire areas can be easily obtained; however, retrieving the burnt area from the image is still a challenge. We implemented a new approach for segmenting burnt areas from UAV images using deep learning algorithms. First, the data were collected from a forest fire in Andong, the Republic of Korea, in April 2020. Then, the proposed two-patch-level deep-learning models were implemented. A patch-level 1 network was trained using the UNet++ architecture. The output prediction of this network was used as a position input for the second network, which used UNet. It took the reference position from the first network as its input and refined the results. Finally, the final performance of our proposed method was compared with a state-of-the-art image-segmentation algorithm to prove its robustness. Comparative research on the loss functions was also performed. Our proposed approach demonstrated its effectiveness in extracting burnt areas from UAV images and can contribute to estimating maps showing the areas damaged by forest fires.
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1. Introduction

Forest fires impact the normal distribution of vegetation and have a significant social impact [1]. According to the Republic of Korea Forest Fire Statics Yearbook [2], there were 432 forest fires from 2009 to 2018, causing 670 hectares (ha) worth of forest destruction. In 2019, the number of dry days increased and the number of precipitation days decreased, leading to a substantial rise in forest-fire incidents. A total of 653 forest fires occurred and 3255 ha of damage was sustained. The numerous causes of forest fires make prevention challenging. However, evaluating the damage for immediate postfire control is essential because the response approach helps minimize both damage to the economy and to human life.

Several research studies have proposed solutions for post-forest-fire monitoring using different tools, e.g., satellite data [3–6] and unmanned aerial vehicle (UAV) images [7–14]. As is discussed in the research [15], UAVs have several promising features, e.g., efficiency and high-spatial/temporal resolution images, that make this data-acquisition system a promising system for remote sensing.
Figure 1 presents the conceptual framework of a UAV-based forest-fire monitoring system. With the assistance of the ground station, and the advancement of big data and artificial intelligence (A.I.) technology, the data obtained from the UAV can almost be postprocessed in real time, giving it advantages as a monitoring system. The following literature review provides an overall picture of the latest postprocessing techniques and their limitations.

In [7], the authors proposed a method using the Landsat burn indicator with UAV calibration to forecast the percentage of green vegetation covered after the burn, as well as the percentage of the charred surface that was covered. However, because satellite images are dependent on the satellite-platform revision cycles or cloud-cover effects and projected shadows [16], the above approach has data-acquisition limitations. In [8], the authors showed the opportunities and challenges of monitoring large, heterogeneous burnt areas with UAV images. The authors inferred the scope for postfire monitoring in a drone survey. However, the method only collected the raw image data without segmenting the burnt region. Additionally, researchers [9–11] used multispectral UAV images to classify the forest-burn severity, including the burnt surface. These studies utilized supervised classifiers and a normalized difference-vegetation index (NDVI) thresholds to compute the results. However, for other test areas, the NDVI threshold must be generalized because of these process limitations. To obtain an automatic method for classifying the burn severity, the authors in [12] used a probability neural network with the four inputs (green, red, red-edge, and near-infrared (NIR)) and three output classes to address this classification problem. The proposed method stopped at the classification problem, but did not establish the entire segmentation process. Moreover, with four input variables, the approach found dealing with large areas and areas with mixed colors challenging. Undoubtedly, with the support of deep learning (DL)-based image-segmentation algorithms, image processing problems can be solved more and more precisely. Some researchers have suggested using DL algorithms for segmenting remotely sensed UAV images [17,18]. Drone images, machine learning, and DL algorithms were used by researchers [17] to map the main vegetation communities. The results demonstrated the high accuracy of the DL algorithms. In [18], they compared the efficiency of two DL-based image-segmentation algorithms, i.e., a fully convolutional neural network and SegNet, for classifying rice housing. However, this DL-based image-segmentation study ended with separate segmented drone images, without further postprocessing to merge these results together.

As mentioned previously, the existing methodology based on a satellite image and aerial image has its drawbacks, e.g., data collection takes a long time, it does not fully apply a method for segmentation, the damage indicator needs to be generalized for each particular test area. The UAV data acquisition system can capture large field data quickly and the results can be processed in real time, resulting in a
better performance than other monitoring tools. While some DL-based image-segmentation algorithms are implemented using UAV images, few studies have included the end-to-end postprocessing of the UAV image needed for mapping segmented orthophotos. The integration of UAV images and DL-based image segmentation algorithms is now becoming an attractive research subject in the remote sensing field based on the superior performance of DL-based algorithms compared to conventional image processing algorithms in many applications. It can therefore become an effective tool for monitoring the area of damage following a forest fire. The contributions of this paper are as follows:

- An automated approach to postfire mapping, using DL algorithms and UAV images;
- A dual-segmentation network with high accuracy and precise information, compared to a single DL segmented image model.

This paper continues with a description of the study area in Section 2. The proposed approach is then presented with a detailed description of the dual image segmentation models in Section 3. Next, the output of the proposed method is validated in Section 4. Finally, the paper ends with a discussion and conclusion in Section 5.

2. Study Area

The data were collected from Andong, North Gyeongsang, the Republic of Korea, on 6 May 2020, two weeks after a forest fire. This fire burned nearly 800 hectares in 40 h. Figure 2a,b show the locations of Andong and the two examined areas. The orthophotos are shown in Figure 2c,d.

![Figure 2](image_url)

**Figure 2.** Research area. (a) Location of Andong Province; (b) locations of the two examined areas; (c,d) show orthophotos of these places.
The Phantom 4 Pro V2.0 UAV was used to collect images with a filming height of 150 m. It collected 43 and 44 images of locations 1 and 2, respectively; each image was $5473 \times 3648 \times 3$ pixels. The GPS coordinates are stored as “metadata” embedded in the picture files themselves. This information, along with the image, can be used to build orthophotos using UAV postprocessing commercial software. In this research, the orthophotos were made using the DroneDeploy platform [19].

As discussed in the previous section, if the large, high-resolution images shown in Figure 3 were resized and directly used as input for the segmentation model, the model would have difficulty identifying a small area with burnt pixels. Therefore, the proposed dual-segmentation DL models are presented to resolve these issues.

3. Proposed Approach

This section explains our proposed approach. First, the UNet and UNet++ image-segmentation algorithms are briefly presented in Section 3.1. The loss functions and evaluation metrics are defined in Section 3.2. Finally, the two patch-level networks for image segmentation are proposed in Section 3.3.

3.1. Unet and Unet++ for Image Segmentation

Introduced by [20], UNet was an effective tool for the image-segmentation problem. As shown in Figure 4, UNet uses a skip-connection technique. With this technique, UNet recovers the full spatial resolution of the output mask. In addition, inspired by this concept, a number of research studies have created enhanced versions of UNet: one of them is called UNet++ [21]. This model contains encoders and decoders that are linked via a series of nested, dense, convolutional blocks. In addition, UNet++ attempts to close the semantic gap between the encoder and decoder features prior to fusion. This improved version has been shown to have an effective performance in the image-segmentation problem [22].

However, dealing with high-resolution images remains a challenge. Some researchers have proposed dual-image-segmentation networks to deal with large images [23,24]. In these studies, the authors suggested local–global networks to split the training phase into two steps. Step one

![Figure 3. Sample raw images with a resolution of $5473 \times 3648 \times 3$ pixels.](image)
trains with full-size images and step two trains with patch-level images; then they are combined for a final estimate. The results showed a reasonable performance as compared to a single model. Inspired by this dual-model research, this study proposes two patch-level networks to deal with drone image processing.

![Figure 4. Typical UNet architecture.](image)

3.2. Loss Functions and Evaluation Metrics

3.2.1. Loss Functions

With supervised learning, the basic idea is to create a model that is best suited to the training and validation sets. This is achieved by solving the optimization problem; hence, the objective function or loss function plays a vital role. To address the imbalance in the dataset, the focal loss (FL) \[25\] is utilized to examine the performance along with the common binary cross entropy (BCE) loss. Equations (1) and (2) define BCE and FL, respectively.

\[
\text{loss}_{\text{BCE}}(p, \hat{p}) = - (p \times \log(\hat{p}) + (1 - p) \times \log(1 - \hat{p})),
\]

\[
\text{loss}_{\text{FL}}(p, \hat{p}) = - (\alpha(1 - \hat{p})^\gamma p \log(\hat{p}) + (1 - \alpha) \hat{p}^\gamma (1 - p) \log(1 - \hat{p})),
\]

where \(p\) is the ground truth and \(\hat{p}\) is the predicted result. In Equation (2), \(\gamma\) and \(\alpha\) are the parameters of the FL. Detailed explanations for these parameters can be found in [25]. The specific values are then displayed in our public source code below.

3.2.2. Evaluation Metrics

The accuracy of a pixel in the image-segmentation area is not guaranteed by the accuracy of the region of interest. In other words, other measurement metrics must be used to evaluate the efficiency of image-segmentation algorithms. The most common metrics are the dice coefficient, sensitivity, and specificity.

The dice coefficient measures the overlap between the ground truth and predictions. The sensitivity shows the percentage of pixels in the interest area that are correctly segmented. The specificity provides the percentage of true negative values.

\[
\text{DiceCoefficient} = \frac{2TP}{2TP + FP + FN'},
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN'},
\]

\[
\text{Specificity} = \frac{TN}{TN + FP'}
\]

where TP is true positive, TN is true negative, FP is false positive, and FN is false negative. Overall, our main aim is to build a model with as high a dice coefficient as possible.
3.3. Proposed Approach

As can be seen from Figure 5, the proposed approach involves the following steps:

- First, the images are collected using a drone. Then, they are cropped to 912 × 912 × 3 pixels and labeled using the Labelme image-annotation tool [26]. UNet++ is used for the patch-level 1 network;
- The patch-level 2 network is used as a model for refining. This model is based on the network 1 prediction results. It repredicts the area containing only burnt pixels on the patch-level input images of 128 × 128 × 3 pixels. The result of this model is considered to be the final prediction;
- Finally, the final prediction mask is resized, converted to RGB, copied onto the original information, and uploaded to the DroneDeploy platform for orthophoto generation and further processing.

![Figure 5. Proposed approach for automatic burned area segmentation using deep learning algorithms and UAV images.](image)

4. Validation Results

Comparative studies were conducted to validate the performance of the proposed method. The image was reprocessed by normalizing the value and augmenting the data with rotation, zoom, and shift operators to prevent over-fitting. In addition, using the model checkpoint method, the model was monitored by the validation dice coefficient, from which the best model with the highest dice coefficient was saved as a pretrained model. The DL models were implemented using the Tensorflow machine learning platform [27], ran on CentOS Linux 8, with an NVIDIA Tesla V100 graphics processing unit with 32 GB.

As shown in Table 1, at patch-level 1 the image is 912 × 912 × 3 pixels, and at level 2, 128 × 128 × 3 pixels. As stated in the previous section, after collecting the image from the studied region, the image is then cropped to 912 × 912 × 3 and carefully labeled using Labelme. The labeling process is based on the cropped image and field observation. As a result, the labelled image is considered to be the ground truth for further processing. With the proposed method, after the level 1 network, only predicted results with at least one pixel of the burnt area are used for training. Therefore, at level 2, the model only focuses on the areas that are confused and need refinement. The patch level 2 image size was chosen on the basis of our comparative studies, in which both smaller and larger patch size experiments were
conducted. As a result, the patch level 2 image with a size of $128 \times 128 \times 3$ showed better training and validation performance. The Adam was used by both patch-level 1 and 2 as an optimizer with the learning rate of 0.0001 for training the DL algorithm configuration. The epoch number was 30 and the batch size was 1. The detailed step-by-step implementation of this proposed approach can be found at https://github.com/daitranskku/forest-fire-damage-mapping.

Table 1. Number of training images from two locations.

| Location | Patch-Level 1 Network Only | Patch-Level 2 Network Only | Patch-Level 2 Network Proposed Method |
|----------|-----------------------------|-----------------------------|---------------------------------------|
| 1        | 1032                        | 16,512                      | 7660                                  |
| 2        | 1056                        | 16,896                      | 4140                                  |

First, UNet++ and UNet were trained on location 1 with the patch-level 1 and patch-level 2 images, respectively. These two models were compared with the proposed method. As shown in Table 2, and as discussed in Section 3.2, the dice coefficient was our main concern. The proposed method shows its effectiveness in all aspects, including sensitivity and specificity. The process was then repeated using location 2 for the training and location 1 for the testing (Table 3).

Table 2. The performance of each model on the test set. This model was trained on location 1 and tested on location 2.

| Evaluation Metrics | Patch-Level 1 Network Only | Patch-Level 2 Network Only | Proposed Method |
|--------------------|-----------------------------|-----------------------------|-----------------|
| Dice coefficient   | 0.1712                      | 0.5697                      | 0.6924          |
| Sensitivity        | 0.1750                      | 0.2643                      | 0.2340          |
| Specificity        | 0.9274                      | 0.8384                      | 0.9177          |

Table 3. The performance of each model on the test set. This model was trained on location 2 and tested on location 1.

| Evaluation Metrics | Patch-Level 1 Network Only | Patch-Level 2 Network Only | Proposed Method |
|--------------------|-----------------------------|-----------------------------|-----------------|
| Dice coefficient   | 0.3346                      | 0.5590                      | 0.7639          |
| Sensitivity        | 0.2313                      | 0.2038                      | 0.3808          |
| Specificity        | 0.8571                      | 0.8545                      | 0.8311          |

Additionally, the effectiveness of the loss function should be considered. To prove the robustness of the proposed method, we changed the training and test sets. In Table 4, location 1 was used as the training set and location 2 as the test set. The results show that, using the FL in network 1 and the BCE loss in network 2, the performance of this combination improved and outperformed the other combinations. The above conclusion still applies, as shown in Table 5, when location 1 was used as the test set and location 2 was used for the training models.

Table 4. The loss function effectiveness of deep learning model performance—Trained on location 1 and tested on location 2.

| Evaluation Metrics | Net 1 BCE - Net 2 BCE | Net 1 BCE-Net 2 FL | Net 1 FL-Net 2 BCE | Net 1 FL-Net 2 FL |
|--------------------|-----------------------|--------------------|--------------------|--------------------|
| Dice coefficient   | 0.6568                | 0.5688             | 0.6924             | 0.6170             |
| Sensitivity        | 0.2348                | 0.2589             | 0.2340             | 0.2574             |
| Specificity        | 0.9109                | 0.877              | 0.9177             | 0.8901             |

Table 5. The loss function effectiveness of deep learning model performance—Trained on location 12 and tested on location 1.

| Evaluation Metrics | Net 1 BCE-Net 2 BCE | Net 1 BCE-Net 2 FL | Net 1 FL-Net 2 BCE | Net 1 FL-Net 2 FL |
|--------------------|---------------------|--------------------|--------------------|--------------------|
| Dice coefficient   | 0.7381              | 0.7043             | 0.7639             | 0.7322             |
| Sensitivity        | 0.3815              | 0.2994             | 0.3808             | 0.3010             |
| Specificity        | 0.8244              | 0.8405             | 0.8311             | 0.8436             |
Figure 6 visualizes the prediction results on patch-level 1 for the different models. It should be noted that, despite the fact that all of the models worked well with images containing burnt and green areas (trees), the images with road or farm areas were challenging. In the case of supervised learning in particular, the model was learned on the basis of the dataset given and tried to match the parameters. In addition, from the image structure of the road and farm area viewpoint, these images have a similar structure to certain burnt areas in terms of the edges or colors. From this similarity, a model trained with a small dataset can be presented with a prediction challenge. However, if this large and complex image is cropped and carefully tuned to the DL-based image segmentation model, the final model can overcome this problem. This is one of the reasons we proposed our dual-model approach. With the aid of the patch-level 2 model, the proposed method can refine the results from the first model and solidify the prediction with a better performance.

Figure 6. Segmentation results for the patch-level 1 dataset on different models and the proposed method. The model was trained on location 1 and tested on location 2. The input and predicted mask of size 912 × 912 × 3 pixels.
Similarly, Figure 7 illustrates the effectiveness of the proposed method, even when changing the training and testing locations.

![Segmentation results for the path-level 1 dataset on different models and the proposed method. The model was trained on location 2 and tested on location 1. The input and predicted mask of size 912 × 912 × 3 pixels.](image)

As concluded in the patch-level 1 results, the image containing road or farm areas was a challenging one. By predicting and merging these patch images, we obtained the original images, as shown in Figures 8 and 9. Clearly, the burnt area could be extracted well by the proposed method.
Figure 8. Segmentation results from different models on a merged original image. The model was trained on location 1 and tested on location 2. The input and predicted mask of size $5473 \times 3648 \times 3$ pixels.

Figure 9. Segmentation results from different models on a merged original image. The model was trained on location 2 and tested on location 1. The input and predicted mask of size $5473 \times 3648 \times 3$ pixels.
Finally, the final original images were obtained. The predicted results were postprocessed, e.g., converted to RGB and the EXIF information copied for the DroneDeploy platform. Figure 10 shows the orthophoto of location-2 area and its mask. With a similar process, the orthophoto from other models and the proposed method was then assembled in Figure 11 and 12. Compared with the original mask, the proposed method gave a better estimate than if only one segmentation model was used. In particular, the performance of the refined model is clearly present in the confusing farm area. Therefore, if the area was only cropped at level 1 or level 2, the trained model could face a challenge because of the imbalance problem. From that, it would give a poorer prediction.

Figure 10. Original orthophoto from location 2 and its mask. The orthophoto of size \(21,976 \times 15,861 \times 3\).

Figure 11. Prediction orthophoto from U-Net++ patch level 1 and UNet on patch-level 2 only. The orthophoto of size \(21,976 \times 15,861 \times 3\).
Similarly, by applying the same process, the final orthophoto prediction of location 1 is shown in Figures 13–15. Clearly, the proposed method gave a better and more general prediction. However, at this point, the area with a farm or road is not a confused region anymore. This is mainly because the training dataset was from location 2; although the proposed method cannot depend on this limited dataset to give an acceptable result. This can be improved by using a general and better training dataset for further development.

Figure 12. Prediction orthophoto from the proposed method. The orthophoto of size $21,976 \times 15,861 \times 3$.

Figure 13. Original orthophoto from location 1 and its mask. The orthophoto of size $24,142 \times 11,662 \times 3$. 
Figure 14. Prediction orthophoto from U-Net++ patch level 1 and UNet on patch-level 2 only. The orthophoto of size $24,142 \times 11,662 \times 3$.

Figure 15. Prediction orthophoto from the proposed method, trained on location 2 and tested on location 1. The orthophoto of size $24,142 \times 11,662 \times 3$. 
5. Conclusions

Estimating the burnt area after a forest fire is important for monitoring the damage. The proposed approach was introduced, which incorporated deep learning-based image-segmentation algorithms and UAV images. The main findings are summarized as follows:

• The dual patch-level models worked better than the single-image-segmentation models. The dice coefficients when testing on locations 2 and 1 were 0.6924 and 0.7639, respectively;
• The FL as a loss function showed its effectiveness in optimizing the model and increasing the model performance on the test set;
• A pipeline step-by-step approach for pre- and postprocessing UAV images is introduced and made publicly available.

However, the proposed approach still has certain limitations:

• The dual patch-level models need to train on different locations with different weather conditions to improve their performance;
• The approach is now processed locally. Its need to be converted into an online platform to increase its practicality and reduce its time consumption.
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