The smallest eigenvalue distribution of the Jacobi unitary ensembles
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In the hard edge scaling limit of the Jacobi unitary ensemble generated by the weight $x^\alpha(1-x)^\beta$, $x \in [0, 1]$, $\alpha, \beta > -1$, the probability that all eigenvalues of Hermitian matrices from this ensemble lie in the interval $[t, 1]$ is given by the Fredholm determinant of the Bessel kernel. We derive the constant in the asymptotics of this Bessel kernel determinant. A specialization of the results gives the constant in the asymptotics of the probability that the interval $(-a, a)$, $a > 0$ is free of eigenvalues in the Jacobi unitary ensemble with the symmetric weight $(1-x^2)^\beta$, $x \in [-1, 1]$.
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1 | INTRODUCTION

In this paper, we consider the Jacobi unitary ensemble (JUE for short) of $n \times n$ Hermitian matrices whose eigenvalues have the following probability density function:

$$p(x_1, x_2, \ldots, x_n) = \frac{1}{C_n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{k=1}^{n} w(x_k, \alpha, \beta),$$

where $w(x, \alpha, \beta)$ is the modified Jacobi weight reading

$$w(x, \alpha, \beta) = x^\alpha(1-x)^\beta, \quad x \in [0, 1], \quad \alpha, \beta > -1.$$ 

Here, $C_n$ is the normalization constant, which has a closed-form expression

$$C_n := \int_{[0,1]^n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{k=1}^{n} w(x_k, \alpha, \beta) \, dx_k$$

$$= \prod_{j=0}^{n-1} \frac{\Gamma(2+j)\Gamma(\alpha+1+j)\Gamma(\beta+1+j)}{\Gamma(2+\alpha+\beta+1+n+j)}.$$ 

See Mehta¹ (formula 17.1.3).
The probability that all eigenvalues of this unitary ensemble lie in the interval \([t, 1]\), or equivalently the smallest eigenvalue is not less than \(t\), is given by

\[
\mathbb{P}(t, \alpha, \beta, n) = \frac{D_n(t, \alpha, \beta)}{D_n(0, \alpha, \beta)},
\]

(1.2)

where \(D_n(t, \alpha, \beta)\) is the following multiple integral

\[
D_n(t, \alpha, \beta) := \frac{1}{n!} \int_{[t, 1]^n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{k=1}^{n} w(x_k, \alpha, \beta) dx_k.
\]

Obviously, \(D_n(0, \alpha, \beta) = C_n/n!\). By changing variables \(x_r = (1 - y_r)/2\), \(\epsilon = 1, 2, \ldots, n\) in \(D_n(t, \alpha, \beta)\), we have

\[
D_n(t, \alpha, \beta) = 2^{-n(n+\alpha+\beta)} \frac{1}{n!} \int_{[-1,1-2t]^n} \prod_{1 \leq i < j \leq n} (y_i - y_j)^2 \prod_{k=1}^{n} (1 - y_k)^{\alpha}(1 + y_k)^{\beta} dy_k.
\]

Hence, from (1.2), we find that \(\mathbb{P}(t, \alpha, \beta, n)\) is connected with the largest eigenvalue distribution of JUE with the weight \((1 - x)^{\alpha}(1 + x)^{\beta}\) by

\[
\mathbb{P}(t, \alpha, \beta, n) = \hat{\mathbb{P}}(1 - 2t, \alpha, \beta, n),
\]

(1.3)

where \(\hat{\mathbb{P}}(1 - 2t, \alpha, \beta, n)\) is the probability that all eigenvalues of \(n \times n\) Hermitian matrices from JUE with the weight \((1 - x)^{\alpha}(1 + x)^{\beta}\) lie in the interval \([-1, 1 - 2t]\).

By representing the associated orthogonal polynomials as a solution of a Riemann–Hilbert problem, which was analyzed using Deift–Zhou nonlinear steepest descent method\(^2\) (we call it RH method for short below), Kuijlaars and Vanlessen\(^3\) (Corollary 1.2) proved that

\[
\lim_{n \to \infty} \hat{\mathbb{P}} \left( 1 - \frac{s}{2n^2}, \alpha, \beta, n \right) = \det (I - K_{\text{Bessel}}),
\]

(1.4)

where \(\det (I - K_{\text{Bessel}})\) is the Fredholm determinant and \(K_{\text{Bessel}}\) is the integral operator with the Bessel kernel

\[
K_{\text{Bessel}}(x, y) := \frac{J_a \left( \sqrt{x} \right) \sqrt{y} J_a' \left( \sqrt{y} \right) - \sqrt{x} J_a' \left( \sqrt{x} \right) J_a \left( \sqrt{y} \right)}{2(x - y)},
\]

(1.5)

acting on \(L^2(0, s)\). Therefore, it follows from (1.3) and (1.4) that

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{s}{4n^2}, \alpha, \beta, n \right) = \det (I - K_{\text{Bessel}}),
\]

(1.6)

This Bessel kernel determinant also describes the smallest eigenvalue distribution of Laguerre unitary ensembles (LUEs).\(^4,5\)

It is well known that the gap probability on \((a, b)\), that is, the probability that the interval \((a, b)\), has no eigenvalues of unitary ensembles is given by the Fredholm determinant

\[
\det (I - K_n \chi_{(a,b)}),
\]

where \(\chi_{(a,b)}(\cdot)\) is the characteristic function of the interval \((a, b)\) and the integral operator \(K_n \chi_{(a,b)}\) has kernel \(K_n(x, y) \chi_{(a,b)}(y)\). The kernel \(K_n(x, y)\) tends to the sine kernel by scaling the bulk of the spectrum of Gaussian unitary ensembles.\(^5,6\)

The constant in the asymptotics of the corresponding Fredholm determinant was conjectured by Dyson\(^7\) to be \((\log 2)/12 + 3\zeta'(-1)\), with \(\zeta(\cdot)\) denoting the Riemann zeta function and was proved in previous studies\(^8,9\) via RH method and in Ehrhardt\(^10\) by using operators. At the soft edge of spectrum of Gaussian and LUEs, the kernel \(K_n(x, y)\) is the Airy kernel.\(^4\) The constant term in the asymptotics of the Fredholm determinant was conjectured by Tracy and Widom\(^5\) to be \((\log 2)/24 + \zeta'(-1)\) and was proved in Deift et al\(^11\) by means of RH method, in Baik et al\(^12\) by using an integral expression of the Tracy–Widom distribution, and in Lyu et al\(^13\) via the same derivation framework as this paper.
In addition to being applied to derive the constant term in the asymptotics of the gap probability of unitary ensembles, RH method is a powerful tool to study many other problems in large-dimensional unitary ensembles, for example, the partition function,\textsuperscript{14,15} the gap probability distribution,\textsuperscript{16,17} the correlation kernel,\textsuperscript{18} and orthogonal polynomials.\textsuperscript{19} For finite $n$ analysis, the ladder operators adapted to monic orthogonal polynomials are usually used. See, for instance, previous studies.\textsuperscript{20–23}

Our main purpose in this paper is to derive the constant term in the asymptotic expansion of $\mathbb{P}\left(\frac{s}{4n^2}, \alpha, \beta, n\right)$, that is, the Fredholm determinant of the Bessel kernel (refer to (1.6), in large $s$ with $n$ sufficiently large, which was conjectured by Tracy and Widom\textsuperscript{5} to be

$$G(\alpha + 1) \quad \frac{(2\pi)^{\nu/2}}{\sqrt{s}}.$$  

It was proved rigorously by Ehrhardt\textsuperscript{24} for $|\text{Re}\, a| < 1$ via operator approach and by Deift et al\textsuperscript{25} for $\text{Re}\, a > -1$ through RH method. Our derivation is elementary, mainly based on the properties of orthogonal polynomials. See also Forrester.\textsuperscript{26}

By means of the ladder operator approach, Chen and Zhang\textsuperscript{27} investigated the Hankel determinant generated by the Jacobi weight with a jump, that is, $x^\nu(1-x)^\mu (A + BT(x-t))$, $x \in [0,1]$, with $A \geq 0$, $A + B \geq 0$, and $T(\cdot)$ denoting the Heaviside step function. We observe that the case where $A = 0$ and $B = 1$ corresponds to $D_n(t, \alpha, \beta)$ of our interest. Because $D_n(0, \alpha, \beta)$ has an explicit expression, to study $\mathbb{P}(t, \alpha, \beta, n)$, which is equal to the quotient of $D_n(t, \alpha, \beta)$ and $D_n(0, \alpha, \beta)$, we make use of the results in Chen and Zhang\textsuperscript{27} to deal with $D_n(t, \alpha, \beta)$.

Following the approach in Lyu et al.\textsuperscript{13} which is motivated by the analysis in Deift et al\textsuperscript{11} and Deift et al.,\textsuperscript{8} we study the asymptotic behavior of $\mathbb{P}(t, \alpha, \beta, n)$ from two aspects:

- Using the definition of $D_n(t, \alpha, \beta)$, that is, the multiple integral, we derive its asymptotic formula for $t \to 1$ with $n$ fixed. Combining the result with the expression of $D_n(0, \alpha, \beta)$ and approximating the involved special function for large $n$, we deduce the asymptotic expression for $\mathbb{P}(t, \alpha, \beta, n)$ with $n$ large and $t \to 1$. This step is done in the next section.
- Based on the finite $n$ results in Chen and Zhang,\textsuperscript{27} we establish an asymptotic expansion for $(d/dt) \log D_n$, that is, $(d/dt) \log \mathbb{P}(t, \alpha, \beta, n)$ in large $n$ with $t$ fixed. Section 3 is devoted to the analysis of this part.

Integrating the result in (ii) from $t$ to $t_0$ with $t_0$ near 1 and applying the result in (i) to $\log \mathbb{P}(t_0, \alpha, \beta, n)$, by sending $t_0$ to 1, we produce in Section 4 an approximate expression for $\log \mathbb{P}(t, \alpha, \beta, n)$ with $n$ large and $t$ arbitrary. By taking $t = s/(4n^2)$ and letting $n$ tend to $\infty$, we obtain the asymptotic expansion in large $s$ for the hard edge scaling limit of $\log \mathbb{P}(t, \alpha, \beta, n)$ which, as mentioned before, is also equal to the log of the Fredholm determinant of the Bessel kernel.

**Theorem 1.1.** For $\alpha > -1$ and as $n \to \infty$, the probability that all eigenvalues of JUE with the weight $x^\nu(1-x)^\mu$ lie in the interval $[s/(4n^2), 1]$, which is equal to the Fredholm determinant of the Bessel kernel, has the following asymptotic expression:

$$\lim_{n \to \infty} \log \mathbb{P}\left(\frac{s}{4n^2}, \alpha, \beta, n\right) = \log \det(I - K_{\text{Ressel}})$$

$$= -\frac{s}{4} + a\sqrt{s} - \frac{a^2}{4} \log s + \log \frac{G(a + 1)}{(2\pi)^{\nu/2}} + \frac{a}{8} s^{-1/2}$$

$$+ \frac{a^2}{16} s^{-1} + \left(\frac{a^3}{24} + \frac{3a}{128}\right) s^{-3/2} + \left(\frac{a^4}{32} + \frac{9a^2}{128}\right) s^{-2}$$

$$+ \left(\frac{a^5}{40} + \frac{9a^3}{64} + \frac{45a}{1024}\right) s^{-5/2} + O\left(s^{-3}\right), \quad s \to \infty. \quad (1.7)$$

As was demonstrated in Lyu et al.\textsuperscript{28} the gap probability on the interval $(-a, a)$, $a > 0$, of JUE with the weight $(1-x^2)^\nu$ is intimately related to the smallest eigenvalue distribution of JUE of our interest with $a = \pm 1/2$. From the above theorem, we obtain below the asymptotics.

**Corollary 1.2.** The probability that the interval $(-b/n, b/n)$, with $b > 0$ and $n \to \infty$, contains no eigenvalues of JUE with the weight $(1-x^2)^\nu$ has the following asymptotic expansion:

$$\lim_{n \to \infty} \log \mathbb{P}\left(\frac{b}{n}, \beta, n\right) = -\frac{b^2}{2} - \frac{\log b}{4} + \frac{\log 2}{12} + 3\zeta'(-1) + \frac{1}{32 b^2}$$

$$+ \frac{5}{128 b^4} + O\left(b^{-6}\right), \quad b \to \infty. \quad (1.8)$$
2 | ASYMPTOTICS OF \( \mathbb{P}(t, \alpha, \beta, n) \) WITH \( n \) LARGE AND \( t \) NEAR 1

Recall that the smallest eigenvalue distribution function on \([t, 1]\) for JUE can be written as the quotient of two Hankel determinants, that is,

\[
\mathbb{P}(t, \alpha, \beta, n) = \frac{D_n(t, \alpha, \beta)}{D_n(0, \alpha, \beta)},
\]

where \( D_n(t, \alpha, \beta) \) is a multiple integral which, according to Heine's formula, can be represented as the determinant of a Hankel matrix,\(^{29}\) namely,

\[
D_n(t, \alpha, \beta) := \frac{1}{n!} \int_{[t,1]^n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{k=1}^{n} x_k^{\alpha}(1 - x_k)^{\beta} \, dx_k
\]

\[
= \det \left( \int_t^1 x^{i+j} x^a (1 - x)^{\beta} \, dx \right)_{i,j=0}^{n-1}.
\]

According to formula (17.1.3) in Mehta,\(^{1}\) we know that \( D_n(0, \alpha, \beta) \) has the following explicit representation:

\[
D_n(0, \alpha, \beta) = \frac{1}{n!} \prod_{j=0}^{n-1} \frac{\Gamma(2+j) \Gamma(\alpha+1+j) \Gamma(\beta+1+j)}{\Gamma(2) \Gamma(\alpha+\beta+1+n+j)}
\]

\[
= \frac{G(n+1)G(n+\alpha+1)G(n+\beta+1)G(n+\alpha+\beta+1)}{G(\alpha+1)G(\beta+1)G(2n+\alpha+\beta+1)}, \quad (2.1)
\]

where \( G(\cdot) \) is the Barnes G-function defined by

\[
G(z + 1) = \Gamma(z)G(z), \quad G(1) := 1.
\]

See Voros\(^{30}\) for more properties of this function.

Now we look at \( D_n(t, \alpha, \beta) \). By changing variables \( x_\ell = t + (1-t)y_\ell, \ell = 1, 2, \ldots, n \), we find

\[
D_n(t, \alpha, \beta) = (1-t)^{n(n+\beta)} \cdot t^{\alpha} \cdot \frac{1}{n!} \int_{[0,1]^n} \prod_{1 \leq i < j \leq n} (y_i - y_j)^2 \prod_{k=1}^{n} [1 + \left( \frac{1}{t} - 1 \right) y_k]^{\alpha} (1 - y_k)^{\beta} \, dy_k.
\]

Note that, as \( t \to 1 \), we have

\[
\left[ 1 + \left( \frac{1}{t} - 1 \right) y_k \right]^{\alpha} = 1 + \alpha y_k(1-t) + \frac{\alpha}{2} y_k((\alpha-1)y_k + 2)(1-t)^2 + O_a((1-t)^3),
\]

where \( O_a((1-t)^3) \) depends on \( a \) and is a third-order infinitesimal with respect to \( 1-t \). Hence, \( D_n(t, \alpha, \beta) \) can be approximated by

\[
D_n(t, \alpha, \beta) = (1-t)^{n(n+\beta)} \cdot t^{\alpha} \cdot D_n(0, 0, \beta) \left( 1 + O_{n,a,\beta}(1-t) \right),
\]

where \( O_{n,a,\beta}(1-t) \) is a first-order infinitesimal with respect to \( 1-t \) and it depends on \( n, \alpha \) and \( \beta \). Then it follows from the fact \( \mathbb{P}(t, \alpha, \beta, n) = D_n(t, \alpha, \beta)/D_n(0, \alpha, \beta) \) that

\[
\log \mathbb{P}(t, \alpha, \beta, n) = \log D_n(t, \alpha, \beta) - \log D_n(0, \alpha, \beta)
\]

\[
= \log D_n(0, 0, \beta) + \log(1 + O_{n,a,\beta}(1-t)) + \log(t) + \log(1 - t) + \log \left( \frac{D_n(0, 0, \beta)}{D_n(0, \alpha, \beta)} \right).
\]

Remark 1. Formula (2.2) is an interesting formula where there appears \( D_n(0, 0, \beta) \). The quantity \( D_n(0, 0, \beta)/D_n(0, \alpha, \beta) \) will give rise to constant terms depending on \( \alpha, \beta, \) and \( n \).

On setting \( \alpha = 0 \) in (2.1), we get

\[
D_n(0, 0, \beta) = \frac{G^2(n + 1)G^2(n + \beta + 1)}{G(\beta + 1)G(2n + \beta + 1)}.
\]
Dividing it by (2.1) yields

\[
\frac{D_n(0, 0, \beta)}{D_n(0, \alpha, \beta)} = G(\alpha + 1) \cdot \frac{G(n + 1)G(n + \beta + 1)G(2n + \alpha + \beta + 1)}{G(n + \alpha + 1)G(2n + \beta + 1)G(n + \alpha + \beta + 1)}.
\]

Then, from (2.2), it follows that

\[
\log \mathcal{P}(t, \alpha, \beta, n) = n(n + \beta) \log(1 - t) + na \log t + O_{n, \alpha, \beta}(1 - t) + \log G(\alpha + 1)
+ \log G(n + 1) + \log G(n + \beta + 1) + \log G(2n + \alpha + \beta + 1)
- \log G(n + \alpha + 1) - \log G(2n + \beta + 1) - \log G(n + \alpha + \beta + 1).
\]

Recall that the Barnes G-function has the following asymptotic expansion\(^{30}\):

\[
\log G(z + 1) = z^2 \left( \frac{\log z}{2} - \frac{3}{4} \right) + z \log(2\pi) - \frac{\log z}{12} + \zeta'(-1) + O(z^{-1}),\quad z \to \infty,
\]

where \(\zeta(\cdot)\) is the Riemann zeta function. Applying it to the above expression for \(\log \mathcal{P}(t, \alpha, \beta, n)\), we come to the following asymptotic formula.

**Theorem 2.1.** For large \(n\) and \(t \to 1\), we have

\[
\log \mathcal{P}(t, \alpha, \beta, n) = n(n + \beta) \log(1 - t) + na \log t + \log G(\alpha + 1) \cdot \left( \frac{\alpha^2}{2} + \frac{3}{4} \right)
+ \left[ \frac{n^2}{2} - \frac{1}{12} \right] \log n + \left[ \frac{(n + \beta)^2}{2} - \frac{1}{12} \right] \log(n + \beta)
+ \left[ \frac{(2n + \alpha + \beta)^2}{2} - \frac{1}{12} \right] \log(2n + \alpha + \beta) + \left[ \frac{1}{12} - \frac{(n + \alpha)^2}{2} \right] \log(n + \alpha)
+ \left[ \frac{1}{12} - \frac{(2n + \beta)^2}{2} \right] \log(2n + \beta) + \left[ \frac{1}{12} - \frac{(n + \alpha + \beta)^2}{2} \right] \log(n + \alpha + \beta)
+ O_{n, \alpha, \beta}(n^{-1}) + O_{n, \alpha, \beta}(1 - t),
\]

where \(O_{n, \alpha, \beta}(n^{-1})\) is independent of \(t\) and \(O_{n, \alpha, \beta}(n^{-1}) \to 0\) as \(n \to \infty\), and for any fixed \(n\), \(O_{n, \alpha, \beta}(1 - t) \to 0\) as \(t \to 1\).

Now we have the asymptotic expression for \(\log \mathcal{P}(t, \alpha, \beta, n)\) with \(n \to \infty\) and \(t \to 1\). Noting that

\[
\frac{d}{dt} \log \mathcal{P}(t, \alpha, \beta, n) = \frac{d}{dt} \log D_n(t, \alpha, \beta),
\]

we will develop in the next section the large \(n\) expansion of \((d/dt) \log \mathcal{P}(t, \alpha, \beta, n)\) by using the equations from Chen and Zhang,\(^{27}\) which are related to \((d/dt) \log D_n(t, \alpha, \beta)\).

### 3 | LARGE \(n\) EXPANSION OF THE LOG-DERIVATIVE OF \(\mathcal{P}(t, \alpha, \beta, n)\)

Chen and Zhang\(^{27}\) studied the Hankel determinant generated by the moments of the Jacobi weight with a jump, that is,

\[
\det \left( \int_0^1 x^{i+j}/x^a(1-x)^b(A+B\theta(x-t))dx \right)_{i,j=0}^{n-1},
\]

with \(A \geq 0, A + B \geq 0,\) and \(\theta(\cdot)\) denoting the Heaviside step function. Note that when \(A = 0\) and \(B = 1\), this determinant is reduced to the Hankel determinant \(D_n(t, \alpha, \beta)\) of our interest. In Chen and Zhang,\(^{27}\) the authors made use of the ladder operators adapted to monic orthogonal polynomials and their associated compatibility conditions \((S_1), (S_2),\) and \((S_3')\) to show that the log derivative of the Hankel determinant satisfies a second-order differential equation, which may be transformed into the \(\sigma\)-form of a particular Painlevé VI equation.
Before presenting the results from Chen and Zhang, which will be used later to study the asymptotic behavior of \(D_n(t, \alpha, \beta)\), we first give the definitions of the four auxiliary quantities introduced in Chen and Zhang:

\[
R_n(t) := t^\sigma (1 - t)^\beta \frac{P_n^2(t, t)}{h_n(t)},
\]

\[
r_n(t) := t^\sigma (1 - t)^\beta \frac{P_n(t, t)P_{n-1}(t, t)}{h_{n-1}(t)},
\]

\[
x_n(t) := \frac{\beta}{h_n} \int_1^1 \frac{P_n^2(x, t)}{1 - x} x^\sigma (1 - x)^\beta \, dx,
\]

\[
y_n(t) := \frac{\beta}{h_{n-1}} \int_1^1 \frac{P_n(x, t)P_{n-1}(x, t)}{1 - x} x^\sigma (1 - x)^\beta \, dx.
\]

Here \(P_n(t, t) := P_n(x, t)|_{x=t}\) and \(P_n(x, t), n = 0, 1, 2, \ldots\), are monic orthogonal polynomials with respect to \(x^\sigma (1 - x)^\beta\) defined by

\[
P_n(x, t) = x^n + p_1(n, t)x^{n-1} + \ldots + P_n(0, t).
\]

\[
h_i(t) \delta_{ij} = \int_1^1 P_i(x, t)P_j(x, t)x^\sigma (1 - x)^\beta \, dx.
\]

In addition, for ease of notations, we write in this section

\[
A_n := 2n + 1 + \alpha + \beta.
\]

Below is formula (76) in Chen and Zhang, which is crucial for our later derivation of the large \(n\) expansion of the log derivative of \(D_n(t, \alpha, \beta)\).

**Lemma 3.1.** The quantity

\[
W_n(t) := 1 - (1 - t)\frac{x_n(t)}{A_n}
\]

satisfies the Painlevé VI equation

\[
W_n'' = \frac{1}{2} \left( \frac{1}{W_n} + \frac{1}{W_n - 1} + \frac{1}{W_n - t} \right) (W_n)^2 - \left( \frac{1}{W_n} + \frac{1}{W_n - 1} + \frac{1}{W_n - t} \right) W_n' + \frac{W_n(W_n - 1)(W_n - t)}{t^2(t - 1)^2} \left( \frac{A_n^2}{2} - \frac{\alpha^2 t}{2W_n} + \frac{\beta^2 (t - 1)}{2(W_n - 1)^2} + \frac{t(t - 1)}{2(W_n - t)^2} \right),
\]

with initial conditions

\[
W_n(0) = 0, \quad W_n'(0) = 1.
\]

From (3.1), we can derive the asymptotic expansion of \(W_n(t)\) in large \(n\).

**Proposition 3.2.** For large \(n\) and fixed \(t\), we have

\[
W_n(t) = \frac{\alpha \sqrt{t}}{2n} - \frac{\alpha(1 + \alpha + \beta)}{4n^2} \sqrt{t} + \frac{\alpha (t^2(1 - 4\beta)^2 + 2t(4\alpha + \beta)(\alpha + \beta + 2) + 2\beta^2 + 3) + 1}{64n^3 \sqrt{t}} + O(n^{-4}).
\]

**Proof.** To begin with, we discuss the reasonable form of the expansion of \(W_n(t)\) in large \(n\). Putting \(W_n''\) and \(W_n'\) to 0 in (3.1), we have

\[
W_n(W_n - 1)(W_n - t) \left[ 2n^2 + 2n(1 + \alpha + \beta) + \frac{(1 + \alpha + \beta)^2}{2} - \frac{\alpha^2 t}{2W_n} + \frac{\beta^2 (t - 1)}{2(W_n - 1)^2} + \frac{t(t - 1)}{2(W_n - t)^2} \right] = 0.
\]

It gives rise to a sixth-order algebraic equation in \(W_n\), which we do not know how to solve. However, we can figure out the leading order in the large \(n\) expansion of \(W_n\) by using (3.3):
(i) If \( W_n \sim O(n^{-k}), \ k \geq 2, \) then \( W_n - 1 \sim O(1) \) and \( W_n - t \sim O(1), \) so that \( W_n(W_n - 1)(W_n - t) \sim O(n^{-k}) \) and the term in the square bracket of \( (3.3) \) is \( O(n^{2k}) \). Hence, the left-hand side of \( (3.3) \) is \( O(n^k) \), which obviously contradicts the right-hand side of \( (3.3) \).

(ii) If \( W_n \sim O(n^k), \ k \geq 1, \) then \( W_n - 1 \sim O(n^k) \) and \( W_n - t \sim O(n^k), \) so that \( W_n(W_n - 1)(W_n - t) \sim O(n^{3k}). \)

The term in the square bracket of \( (3.3) \) is \( O(n^2) \). Hence, the left-hand side of \( (3.3) \) is \( O(n^{3k+2}) \), which again leads to a contradiction.

As a consequence, we conclude that, for large \( n \),

\[
W_n \sim O(1) \ \text{or} \ \ W_n \sim O(n^{-1}).
\]

To continue, we assume

\[
W_n(t) = \sum_{i=0}^{\infty} a_i(t)n^{-i}, \quad n \to \infty.
\]

Substituting it into \( (3.1) \), by taking the large \( n \) expansion on both sides and comparing the coefficient of the highest order term in \( n \), we find

\[
a_0^2(t)(a_0(t) - 1)^2(a_0(t) - t)^2 = 0,
\]

which has possible solutions

\[
a_0(t) = 0, \ 1, \ t.
\]

We note that the solution \( a_0(t) = 1 \) contradicts the initial condition \( W_n(0) = 0. \) If \( a_0(t) = t \), then by equating the coefficient in the large \( n \) expansion of \( (3.1) \) term by term, we get \( a_i(t) = 0, \ i = 1, 2, \ldots \). Therefore, we choose the solution

\[
a_0(t) = 0.
\]

Taking the series expansion in large \( n \) of both sides of \( (3.1) \) again, we find from the leading coefficient

\[
4a_1^2(t) - a^2t = 0,
\]

which has solution

\[
a_1(t) = \pm \frac{a}{2}\sqrt{t}.
\]

As is given in Lemma 3.1, we know that \( W_n(t) \) satisfies the initial conditions

\[
W_n(0) = 0, \quad W_n'(0) = 1 > 0.
\]

Hence, there exist \( \epsilon > 0 \) such that \( W_n(t) > 0 \) for \( t \in (0, \epsilon) \). This indicates that \( a_1(t) > 0 \) for \( t \in (0, \epsilon) \). Therefore, we have

\[
a_1(t) = \frac{a}{2}\sqrt{t}.
\]

Equating the coefficients in the large \( n \) expansion of both sides of \( (3.1) \), we can determine \( a_i(t), \ i = 2, 3, \ldots \) successively.

Define

\[
H_n(t) := t(t - 1)\frac{d}{dt}\log D_n(t, \alpha, \beta).
\]

Recalling that

\[
\mathbb{P}(t, \alpha, \beta, n) = \frac{D_n(t, \alpha, \beta)}{D_n(0, \alpha, \beta)},
\]
we readily see that

\[ H_n(t) = t(t-1) \frac{d}{dt} \log \mathbb{P}(t, \alpha, \beta, n). \]

To study the large \( n \) behavior of \( (d/dt) \log \mathbb{P}(t, \alpha, \beta, n) \), it suffices to express \( H_n(t) \) in terms of \( W_n(t) \). To achieve this, we first recall formula (56) and (73) in Chen and Zhang 

\[ H_n(t) = (2n + \alpha + \beta)(y_n(t) - tr_n(t)) - n(n + \alpha), \]

and

\[ r_n(t) = -\frac{1}{2} + \frac{A_n + (1-t)x_n'(t)}{2x_n(t)} - \frac{(2y_n(t) + \beta - (1-t)x_n(t) + t)(A_n - x_n(t))}{2tx_n(t)}. \tag{3.4} \]

A combination of these two identities gives us

\[ H_n(t) = \frac{2n + \alpha + \beta}{2x_n} (2A_n y_n - t(1-t)x_n' + (x_n - A_n) ((1-t)x_n - \beta)) - n(n + \alpha). \tag{3.5} \]

Hence, to get the desired expression for \( H_n(t) \) in terms of \( x_n(t) \) and \( x_n'(t) \), it suffices to represent \( y_n(t) \) by \( x_n(t) \) and \( x_n'(t) \). \( \square \)

**Lemma 3.3.** \( y_n(t) \) is expressed in terms of \( x_n(t) \) and \( x_n'(t) \) by

\[ y_n(t) = -\frac{x_n \left( x_n \cdot F^2(x_n, x_n', t) + (x_n - A_n) \left( (2n + \alpha) \cdot F(x_n, x_n', t) + n(n + \alpha)t \right) \right)}{(2n + \alpha + \beta)(x_n - A_n)((1-t)x_n - \beta)}. \tag{3.6} \]

where

\[ F(x_n, x_n', t) := \frac{1}{2x_n} \left( t(1-t)x_n' + (x_n - A_n)(\beta - (1-t)x_n) \right). \]

**Proof.** We remind the reader of formula (66) and (67) in Chen and Zhang 

\[ x_n(t) = \frac{A_n \left( \hat{\epsilon}(r_n, y_n, t) - t(1-t)y_n' \right)}{2k(r_n, y_n, t)}, \]

\[ \frac{1}{x_n(t)} = \frac{\hat{\epsilon}(r_n, y_n, t) + t(1-t)y_n'}{2A_n(\beta + y_n)y_n}, \]

where

\[ \hat{\epsilon}(r_n, y_n, t) := 2y_n^2 + (2\beta - (2n + \alpha + \beta + 2r_n)t)y_n + (2n + \alpha)tr_n + n(n + \alpha)t, \]

\[ k(r_n, y_n, t) := (y_n - tr_n)^2 + (\beta - (2n + \alpha + \beta)t)y_n + (2n + \alpha)tr_n + n(n + \alpha)t. \]

These two equations can be simplified to

\[ A_n \left( \hat{\epsilon} - t(1-t)y_n' \right) - 2kx_n = 0. \tag{3.7} \]

\[ x_n \left( \hat{\epsilon} + t(1-t)y_n' \right) - 2A_n(\beta + y_n)y_n = 0. \tag{3.8} \]

To eliminate \( y_n' \) from them, we add (3.7) times \( x_n \) and (3.8) times \( A_n \) and get

\[ x_n \left( x_n \cdot k - A_n \cdot \hat{\epsilon} \right) + A_n^2(\beta + y_n)y_n = 0. \]
Substituting the definitions of $k$ and $\ell \bar{\ell}$ into the above identity, we obtain an equation involving $x_n$, $r_n$ and $y_n$:

$$x_n(x_n - A_n)(tr_n(2y_n + 2n + \alpha) - (2n + \alpha + \beta)t y_n + n(n + \alpha)t) + x_n^2(tr_n)^2 + (x_n - A_n)^2 y_n(y_n + \beta) = 0.$$ 

Replacing $r_n$ by using (3.4), after simplification, we arrive at (3.6). Plugging (3.6) into (3.5), we find

$$H_n(t) = -\frac{A_n t^2 (1 - t)^2(x_n')^2}{4(x_n - A_n)x_n((1 - t)x_n - A_n)} + \frac{t(1 - t)^2 x_n'}{2((1 - t)x_n - A_n)} + \frac{1}{4}(1 - t)(2n - 1 + \alpha + \beta)x_n$$

$$+ \frac{1}{4} \left( t A_n(2n - 1 + \alpha + \beta) - (2n + \beta)(2n + 2\alpha + \beta) - \beta^2 \right) + \frac{A_n \beta^2}{4 x_n} + \frac{t(\alpha^2 - 1)A_n}{4((1 - t)x_n - A_n)}.$$

Substituting

$$x_n(t) = A_n \frac{1 - W_n(t)}{1 - t}$$

into this equation, we establish the following expression for $H_n(t)$.

**Proposition 3.4.** $H_n(t)$ is expressed in terms of $W_n(t)$ and $W_n'(t)$ by

$$H_n(t) = \frac{t^2(1 - t)^2(W_n')^2}{4W_n(W_n - 1)(W_n - t)} + \frac{t(1 - t)W_n'}{2(W_n - t)} - \frac{A_n}{4}(2n - 1 + \alpha + \beta)W_n$$

$$+ \frac{1}{4} \left( t((2n + \alpha + \beta)^2 + 1) + \alpha^2 - \beta^2 - 1 \right) - \frac{\alpha t}{4W_n} + \frac{\beta^2(t - 1)}{4(W_n - 1)} + \frac{t(1 - t)}{4(W_n - t)}. \tag{3.9}$$

Inserting the large $n$ expansion of $W_n(t)$, that is, formula (3.2), into (3.9), we come to the expansion of $H_n(t)$.

**Theorem 3.5.** For large $n$ and fixed $t$, we have

$$H_n(t) = n^2t + \left( (\alpha + \beta)t - \alpha \sqrt{t} \right) n + \frac{\alpha}{4} \left( (\alpha + 2\beta)t - 2(\alpha + \beta)\sqrt{t} + \alpha \right)$$

$$+ \frac{\alpha(1 - t)(1 + (4\beta^2 - 1)t)}{32 \sqrt{t} n} + O_{\alpha, \beta} \left( \frac{1}{n^2t} \right), \tag{3.10}$$

where $O_{\alpha, \beta} \left( \frac{1}{n^2t} \right)$ depends on $\alpha$ and $\beta$, and for arbitrary $t$, $O_{\alpha, \beta} \left( \frac{1}{n^2t} \right) \to 0$ as $n \to \infty$.

## 4 PROOF OF THEOREM 1.1 AND COROLLARY 1.2

### 4.1 Proof of Theorem 1.1

Recall that

$$H_n(t) = t(t - 1) \frac{d}{dt} \log \mathbb{P}(t, \alpha, \beta, n). \tag{4.1}$$

Integrating (3.10) will provide us with the asymptotic expansion of $\mathbb{P}(t, \alpha, \beta, n)$ in large $n$. Combining it with another asymptotic expression of $\mathbb{P}(t, \alpha, \beta, n)$ obtained in Section 2, that is, formula (2.3), we derive the asymptotic formula for $\mathbb{P}(t, \alpha, \beta, n)$ with $n$ large and $t$ arbitrary.
Theorem 4.1. For any \( t \) and large \( n \), we have

\[
\log \mathbb{P}(t, \alpha, \beta, n) = n^2 \log(1 - t) + n \left( \beta \log(1 - t) + \frac{\alpha^2}{2} \log \left( 1 + \sqrt{t} \right) - 2 \alpha \log 2 \right) \\
+ a(\alpha + \beta) \log \left( 1 + \sqrt{t} \right) - \frac{a^2}{4} \log t - a(\alpha + \beta) \log 2 + \frac{3}{4} a^2 + \log \frac{G(\alpha + 1)}{(2\pi)^{a/2}} \\
+ \left[ \frac{(n + \beta)^2}{2} - \frac{1}{12} \right] \log(n + \beta) + \left[ \frac{n^2}{2} - \frac{1}{12} \right] \log n \\
+ \left[ \frac{(2n + \alpha + \beta)^2}{2} - \frac{1}{12} \right] \log(2n + \alpha + \beta) + \left[ \frac{1}{12} - \frac{(n + \alpha + \beta)^2}{2} \right] \log(2n + \alpha + \beta) \\
+ \left[ \frac{1}{12} - \frac{(n + \alpha)^2}{2} \right] \log(n + \alpha) + \left[ \frac{1}{12} - \frac{(n + \alpha + \beta)^2}{2} \right] \log(n + \alpha + \beta) \\
+ O_{\alpha,\beta}(n^{-1}) + O_{\alpha,\beta} \left( \frac{1}{n\sqrt{t}} \right),
\]

where \( O_{\alpha,\beta}(n^{-1}) \) is independent of \( t \) and \( O_{\alpha,\beta}(n^{-1}) \to 0 \) as \( n \to \infty \), and for any \( t \), \( O_{\alpha,\beta} \left( \frac{1}{n\sqrt{t}} \right) \to 0 \) as \( n \to \infty \).

Proof. Integrating both sides of (4.1) from \( t \) to \( t_0 \) with \( t_0 \) near 1, we find

\[
\log \mathbb{P}(t_0, \alpha, \beta, n) - \log \mathbb{P}(t, \alpha, \beta, n) = \int_t^{t_0} \frac{d}{d\xi} \log \mathbb{P}(\xi, \alpha, \beta, n)d\xi = \int_t^{t_0} \frac{H_n(\xi)}{\xi(\xi - 1)} d\xi,
\]

namely,

\[
\log \mathbb{P}(t, \alpha, \beta, n) - \log \mathbb{P}(t_0, \alpha, \beta, n) = \int_t^{t_0} \frac{H_n(\xi)}{\xi(1 - \xi)} d\xi.
\]

Hence, according to (3.10), we obtain

\[
\log \mathbb{P}(t, \alpha, \beta, n) - \log \mathbb{P}(t_0, \alpha, \beta, n) = n(n + \beta) \log \frac{1 - t}{1 - t_0} + a(2n + \alpha + \beta) \log \frac{1 + \sqrt{t}}{1 + \sqrt{t_0}} + \frac{a^2}{2} \log \frac{t_0}{t} \\
+ O_{\alpha,\beta} \left( \frac{1}{n\sqrt{t}} \right) + O_{\alpha,\beta} \left( \frac{1}{n\sqrt{t_0}} \right).
\]

Replacing \( t \) by \( t_0 \) in (2.3), we have

\[
\log \mathbb{P}(t_0, \alpha, \beta, n) = n(n + \beta) \log(1 - t_0) + \alpha a \log t_0 + \log \frac{G(\alpha + 1)}{(2\pi)^{a/2}} + \frac{3}{4} a^2 \\
+ \left[ \frac{n^2}{2} - \frac{1}{12} \right] \log n + \left[ \frac{(n + \beta)^2}{2} - \frac{1}{12} \right] \log(n + \beta) \\
+ \left[ \frac{(2n + \alpha + \beta)^2}{2} - \frac{1}{12} \right] \log(2n + \alpha + \beta) + \left[ \frac{1}{12} - \frac{(n + \alpha + \beta)^2}{2} \right] \log(2n + \alpha + \beta) \\
+ \left[ \frac{1}{12} - \frac{(n + \alpha)^2}{2} \right] \log(n + \alpha) + \left[ \frac{1}{12} - \frac{(n + \alpha + \beta)^2}{2} \right] \log(n + \alpha + \beta) \\
+ O_{\alpha,\beta}(n^{-1}) + O_{\alpha,\beta}(1 - t_0).
\]

Substituting it into (4.3), we see that the term \( n(n + \beta) \log(1 - t_0) \) disappears. By sending \( t_0 \to 1 \) in the resulting expression, we complete our proof. \( \blacksquare \)

Putting

\[
t = \frac{s}{4n^2}
\]
in (4.2) and taking the series expansion of its right-hand side in large $n$, by sending $n$ to $\infty$, we find

$$\lim_{n \to \infty} \log \mathbb{P} \left( \frac{s}{4n^2}, \alpha, \beta, n \right) = \log \det(I - K_{\text{Bessel}})$$

$$= -\frac{s}{4} + \alpha \sqrt{s} - \frac{\alpha^2}{4} \log s + \log \frac{G(\alpha + 1)}{(2\pi)^{\alpha/2}} + O(s^{-1/2}), \quad s \to \infty. \quad (4.4)$$

The subsequent terms in (4.4) was derived in the joint work of Lyu et al\textsuperscript{28} (formula 5.12). However, the constant term was not identified there. Combining formula (5.12) therein with our formula (4.4), we come to the full asymptotic expression (1.7). This completes the proof of Theorem 1.1.

Remark 2. It turns out that, at the hard edge, the constant term in the asymptotics of the smallest eigenvalue distribution of JUE with the weight $x^\epsilon(1 - x)^\beta$ is independent of $\beta$. Alternatively, we may see the $\beta$ independence by using the following definition of $\mathbb{P}(t, \alpha, \beta, n)$:

$$\mathbb{P}(t, \alpha, \beta, n) = \int_{[1,1]^n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^t \prod_{k=1}^n x_k^n(1 - x_k)^\beta \, dx_k$$

By setting $\alpha = 0$ and via a change of variables $x_t = t + (1-t)y_t$, $\ell = 1, 2, \ldots, n$, we get

$$\mathbb{P}(t, 0, \beta, n) = (1 - t)^n(1 + \beta),$$

so that

$$\lim_{n \to \infty} \log \mathbb{P} \left( \frac{s}{4n^2}, 0, \beta, n \right) = -\frac{s}{4},$$

which is independent of $\beta$. This may indicate the $\beta$ independence of the constant term in the asymptotic expansion of $\log \mathbb{P} \left( \frac{s}{4n^2}, \alpha, \beta, n \right)$ in large $s$ with $n \to \infty$.

Remark 3. The largest eigenvalue distribution $\mathbb{P}_L(t, \alpha, \beta, n)$, that is, the probability that all eigenvalues of JUE with the weight $x^\epsilon(1 - x)^\beta$ is not greater than $t$, is connected with the smallest eigenvalue distribution of our interest, that is, $\mathbb{P}(t, \alpha, \beta, n)$, by

$$\mathbb{P}_L(t, \alpha, \beta, n) = \mathbb{P}(1 - t, \alpha, \beta, n).$$

Here, we remind the reader to note the exchange of $\alpha$ and $\beta$. Then, at the hard edge, we have

$$\mathbb{P}_L \left( 1 - \frac{s}{4n^2}, \alpha, \beta, n \right) = \mathbb{P} \left( \frac{s}{4n^2}, \beta, \alpha, n \right).$$

Therefore, as $n \to \infty$, it follows from (1.7) that the probability that all eigenvalues of JUE lie in the interval $[0, 1 - s/(4n^2)]$ has the following asymptotic expression:

$$\lim_{n \to \infty} \log \mathbb{P}_L \left( 1 - \frac{s}{4n^2}, \alpha, \beta, n \right) = \log \det(I - K_{\text{Bessel}}(\beta))$$

$$= -\frac{s}{4} + \beta \sqrt{s} - \frac{\beta^2}{4} \log s + \log \frac{G(\beta + 1)}{(2\pi)^{\beta/2}} + \frac{\beta}{8} s^{-1/2}$$

$$+ \frac{\beta^2}{16} s^{-1} + \left( \frac{\beta^3}{24} + \frac{3\beta}{128} \right) s^{-3/2} + \left( \frac{\beta^4}{32} + \frac{9\beta^2}{128} \right) s^{-2}$$

$$+ \left( \frac{\beta^5}{40} + \frac{9\beta^3}{64} + \frac{45\beta}{1024} \right) s^{-5/2} + O(s^{-3}), \quad s \to \infty.$$
Here, $K^{(\beta)}_{\text{Bessel}}$ is the integral operator with the kernel

$$
K^{(\beta)}_{\text{Bessel}}(x, y) := \frac{J_\beta \left( \sqrt{x} \right) \sqrt{y} J'_\beta \left( \sqrt{y} \right) - \sqrt{x} J'_\beta \left( \sqrt{x} \right) J_\beta \left( \sqrt{y} \right)}{2(x - y)},
$$

which is the Bessel kernel $K_{\text{Bessel}}(x, y)$ defined by (1.5) with $\alpha$ replaced by $\beta$. We observe that the constant term in the above asymptotics now reads

$$
\log \left( \frac{G(\beta + 1)}{2\pi \beta^{\beta/2}} \right),
$$

which is independent of $\alpha$.

**Remark 4.** As we know, the hard edge scaling limit of the smallest eigenvalue distribution of LUEs is also the Fredholm determinant of the Bessel kernel.\textsuperscript{4,5} Denoting by $\tilde{P}(t, \alpha, n)$ the probability that all eigenvalues of LUE are in the interval $[t, \infty)$, we have

$$
\lim_{n \to \infty} \tilde{P} \left( \frac{s}{4n}, \alpha, n \right) = \det \left( I - K_{\text{Bessel}} \right).
$$

Based on the finite $n$ results obtained via the ladder operator approach and by using Dyson’s Coulomb fluid method, Lyu et al\textsuperscript{28} showed that, for sufficiently large $n$, the constant term in the asymptotic expansion of $\tilde{P} \left( \frac{x}{4n}, \alpha, n \right)$ in large $s$ satisfies a first-order difference equation in $\alpha$, that is,

$$
c_1(\alpha + 1) - c_1(\alpha) = \log \left( \frac{\Gamma(\alpha + 1)}{\sqrt{2\pi}} \right),
$$

which has solutions

$$
c_1(\alpha) = \log \left( \frac{G(\alpha + 1)}{2\pi n^{\beta/2}} \right) + c_0, \quad (4.5)
$$

where $c_0$ is a constant independent of $\alpha$. To determine the value of $c_0$, we need an initial condition for $c_1(\alpha)$, which regrettably was not provided in Lyu et al.\textsuperscript{28}

We observe that the initial value $c_1(0)$ can be obtained via arguments similar to the ones used in the previous remark for the JUE case. Actually, by definition, we know that $\tilde{P}(t, \alpha, n)$ is the quotient of two multiple integrals, namely,

$$
\tilde{P}(t, \alpha, n) = \frac{\frac{1}{n!} \int_{[t, \infty)^n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{k=1}^n x_k^\alpha e^{-x_k} \, dx_k}{\frac{1}{n!} \int_{[0, \infty)^n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{k=1}^n x_k^\alpha e^{-x_k} \, dx_k}.
$$

Setting $\alpha = 0$ and by changing variables $x_\ell = y_\ell + t$, $\ell = 1, 2, \ldots, n$, we find

$$
\tilde{P}(t, 0, n) = e^{-nt},
$$

so that

$$
\lim_{n \to \infty} \tilde{P} \left( \frac{s}{4n}, 0, n \right) = e^{-s/4}.
$$

This combined with formula (3.14) of Lyu et al\textsuperscript{28} leads to

$$
c_1(0) = 0 = c_0.
$$

Hence, it follows from (4.5) that

$$
c_1(\alpha) = \log \left( \frac{G(\alpha + 1)}{2\pi n^{\beta/2}} \right),
$$

which also gives the constant term in the asymptotics of the Fredholm determinant of the Bessel kernel.
4.2 Proof of Corollary 1.2

We denote by \( \tilde{P}(a, \beta, n) \) the probability that the interval \((-a, a), a > 0\) contains no eigenvalues of JUE with the weight \((1 - x^2)\beta, x \in [-1, 1], \beta > -1\). As is illustrated in Lyu et al.,28 (proof of Theorem 4.1), under the scaling
\[
b = na,
\]
and as \( n \to \infty \), \( \tilde{P}(a, \beta, n) \) is connected with \( P(t, \alpha, \beta, n) \) by the relation
\[
\lim_{n \to \infty} \tilde{P}(b n, \beta, n) = \lim_{n \to \infty} P \left( \frac{b^2}{4n^2}, -\frac{1}{2}, \beta, n \right) + \lim_{n \to \infty} P \left( \frac{b^2}{4n^2}, \frac{1}{2}, \beta, n \right). \tag{4.6}
\]

By setting \( s = b^2 \) and \( \alpha = \pm 1/2 \) in (1.7), we find as \( b \to \infty \)
\[
\lim_{n \to \infty} \log P \left( \frac{b^2}{4n^2}, -\frac{1}{2}, \beta, n \right) = -\frac{b^2}{4} - \frac{b}{2} - \frac{1}{8} \log b + \log \left( G(1/2) \cdot (2\pi)^{1/4} \right) - \frac{1}{16b}
+ \frac{1}{64b^2} - \frac{13}{768b^3} + \frac{5}{256b^4} - \frac{413}{10240b^5} + O \left( b^{-6} \right),
\]
and
\[
\lim_{n \to \infty} \log P \left( \frac{b^2}{4n^2}, \frac{1}{2}, \beta, n \right) = -\frac{b^2}{4} + \frac{b}{2} - \frac{1}{8} \log b + \log \left( \frac{G(3/2)}{(2\pi)^{1/4}} \right) + \frac{1}{16b}
+ \frac{1}{64b^2} + \frac{13}{768b^3} + \frac{5}{256b^4} + \frac{413}{10240b^5} + O \left( b^{-6} \right).
\]

It follows from (4.6) that
\[
\lim_{n \to \infty} \log \tilde{P} \left( \frac{b}{n}, \beta, n \right) = -\frac{b^2}{2} - \frac{\log b}{2} + \log(G(1/2) \cdot G(3/2)) + \frac{1}{32b^2}
+ \frac{5}{128b^4} + O(b^{-6}), \quad b \to \infty. \tag{4.7}
\]

Noting that
\[
G(3/2) = G(1/2) \Gamma(1/2), \quad \Gamma(1/2) = \sqrt{\pi},
\]
and \( G(1/2) \) is given by Voros30
\[
G(1/2) = e^{3\zeta(-1/2)} \pi^{-1/4} 2^{1/24},
\]
we have
\[
G(1/2) \cdot G(3/2) = e^{3\zeta(-1/2)} 2^{1/12}.
\]

Combining it with (4.7), we get (1.8).
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