On the Effectiveness of Adversarial Training in Defending against Adversarial Example Attacks for Image Classification
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Abstract: State-of-the-art neural network models are actively used in various fields, but it is well-known that they are vulnerable to adversarial example attacks. Throughout the efforts to make the models robust against adversarial example attacks, it has been found to be a very difficult task. While many defense approaches were shown to be not effective, adversarial training remains as one of the promising methods. In adversarial training, the training data are augmented by “adversarial” samples generated using an attack algorithm. If the attacker uses a similar attack algorithm to generate adversarial examples, the adversarially trained network can be quite robust to the attack. However, there are numerous ways of creating adversarial examples, and the defender does not know what algorithm the attacker may use. A natural question is: Can we use adversarial training to train a model robust to multiple types of attack? Previous work have shown that, when a network is trained with adversarial examples generated from multiple attack methods, the network is still vulnerable to white-box attacks where the attacker has complete access to the model parameters. In this paper, we study this question in the context of black-box attacks, which can be a more realistic assumption for practical applications. Experiments with the MNIST dataset show that adversarially training a network with an attack method helps defending against that particular attack method, but has limited effect for other attack methods. In addition, even if the defender trains a network with multiple types of adversarial examples and the attacker attacks with one of the methods, the network could lose accuracy to the attack if the attacker uses a different data augmentation strategy on the target network. These results show that it is very difficult to make a robust network using adversarial training, even for black-box settings where the attacker has restricted information on the target network.
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1. Introduction

Deep neural networks (DNN) have recently been showing high performance for various applications such as computer vision [1,2], natural language processing [3] and speech recognition [4]. However, a major vulnerability of existing neural networks has been pointed out, which is called vulnerability against adversarial examples. For an image classification task, an adversarial example is an image that is slightly modified from the original image, with the purpose of fooling a classifier network [5]. While the distorted image looks very similar to the original image and looks natural to the human eye, the classifier network misclassifies the image and outputs a wrong result. There are many different methods proposed for creating an adversarial image from an original image, such as Fast Gradient Sign Method (FGSM) [6], Carlini and Wagner Attack (C&W) [7], Deepfool [8] and Jacobian Saliency Map Attack (JSMA) [9].
Since the vulnerability has been found, researchers have put a large effort to make the neural networks robust to adversarial example attacks. Various solutions have been proposed, but many of them were found to be less powerful because new attack methods or small modifications to existing attack methods could circumvent the defense mechanisms and succeed in fooling the networks [7]. Among defense methods, adversarial training is a method that has shown some good results in terms of robustness. Specifically, Madry et al. used adversarial training to train a network that is mostly robust to adversarial images where the perturbations are $L_\infty$ norm bounded by $\epsilon = 0.3$ [10]. However, to increase robustness by adversarial training, we need a large number of training data [11]. In addition, the network is still vulnerable to other attacks that uses a different distance metric such as $L_2$ norm or $L_0$ norm [12].

Since there are plenty of methods that create adversarial examples, a natural question is whether we can use adversarial training to train a network so that it is robust to multiple types of adversarial examples, such as ones created using $L_0$-, $L_1$-, $L_2$- and $L_\infty$-perturbation. Tramer et al. [13] tried to answer this question in the context of a white-box attack, where the attacker has complete access to the parameters of the trained model. They found that different types of adversarial examples, such as examples created using $L_\infty$- and $L_1$-perturbation, are mutually exclusive, which means adversarially training with one type of adversarial examples does not help defending against the other types of adversarial examples. Moreover, adversarially training the model with one type of adversarial examples may increase vulnerability to the other type of adversarial examples.

In this paper, we try to answer the question in the context of a black-box attack, in which the attacker does not have access to the parameters of the trained model. In contrast to a white-box attack, an attacker performing a black-box attack cannot generate optimized adversarial examples to fool the target network. We also assume that the attacker cannot reverse engineer the model by repeatedly testing the model with his own inputs [14]. In many real-world settings, a black-box attack is the only choice for the attacker, because the service provider does not open the model parameters to the public. In addition, repeatedly testing the model would incur time and monetary cost [15]. Under these assumptions, the attacker trains his own target network and uses the target network to apply an attack algorithm and create adversarial examples. These examples are fed into the defender’s network, hoping that they are misclassified by the target network.

To find out if adversarial training is effective in defending against multiple types of adversarial examples, we train a neural network model using adversarial examples created from various well-known attack methods. After obtaining various networks trained using different adversarial images, we perform black-box attacks on the networks with various attack methods and measure how well the network classifies the perturbed images. We use the MNIST handwritten digit classification dataset [16] as the target and train neural networks with well-known structures such as Lenet5 [16] and ResNet [2]. Each network is trained with and without data augmentation such as rotation and translation, in order to see the effect of using data augmentation on the adversarial robustness. First, the experiment results show that, while adversarially training a network with a certain attack method could defend well against that particular attack method, the effect is limited for other attack methods. For example, a network trained with FGSM samples could successfully classify FGSM adversarial examples, but its performance on other adversarial examples such as JSMA and C&W examples are limited. Second, even if the network is trained with multiple types of adversarial examples, the network could lose accuracy to the attack if the attacker uses a different data augmentation strategy on the target network. For example, a network trained using FGSM, JSMA and C&W samples can be vulnerable to FGSM attacks, if the defender used data augmentation in training the network while the attacker did not use data augmentation. The results show that it is very difficult to train a robust network using adversarial training, because not only the attack methods but also other training configurations such as data augmentation strategy can affect the robustness of the network against black-box attacks.
2. Preliminaries

2.1. Creating Adversarial Examples

Although it is possible to create an adversarial example from scratch, a typical way is to take an original sample and modify the sample so that it could be misclassified by the target network. Figure 1 shows images from the MNIST dataset plus adversarial examples created by three different methods. We can observe from the images that the three methods, while they have the same goal, creates different images.

![Figure 1. Image of original MNIST and adversarial attacked examples generated by FGSM, JSMA and C&W L2 attacks.](image)

A “good” adversarial example of an image is the one that looks very similar to the original image while being misclassified by the network. While there are many different metrics to measure image similarity, norm-based distance metrics are frequently used. For example, FGSM [6] uses the $L_{\infty}$ distance by limiting the amount of noise added to each input pixel. On the other hand, JSMA [9] uses the $L_0$ distance by limiting the number of pixels that can be modified. Carlini et al. [7] generalized the problem of creating adversarial examples, stating that the attacker tries to minimize the $L_p$ distance between the original image $x$ and the adversarial image $x'$, where $x'$ is misclassified by the target network. The $L_p$ distance can be defined as Equation (1), where $p$ is a non-negative number and $n$ is the dimension of vector $v$.

$$
\|v\|_p = \left( \sum_{i=1}^{n} |v_i|^p \right)^{\frac{1}{p}}
$$

(1)

When using $L_p$ distance, we can define $p$ to be zero or infinity. The $L_0$ distance is the same as number of dimensions where the value is different between $x$ and $x'$. The $L_{\infty}$ distance, on the other hand, is the maximum of distances between each dimension of $x$ and $x'$. For MNIST images, each dimension of input corresponds to a pixel. Thus, $L_0$ distance between two images is the number of pixels where the color is different, whereas $L_{\infty}$ distance between two images is the maximum of color differences among pixels of $x$ and $x'$. For other $p$ values, we can calculate the $L_p$ distance by calculating $\|x - x'\|_p$. Among different values of $p$, the $L_2$ distance which corresponds to the Euclidean distance is the most widely used distance metric. In the paper, we choose three representative methods for creating adversarial examples: FGSM, JSMA and C&W $L_2$ attacks. These methods use $L_{\infty}$, $L_0$ and $L_2$ distance when creating adversarial examples, respectively. While many other attack methods also use these distance metrics, it should be noted that there are methods that use other $p$ values such as $L_1$ distance [17].

Suppose we are allowed to modify an original image $x$ to an adversarial image $x'$ so that the distance between the two is less than some threshold under a particular distance metric. Among the infinite possible ways of modifying $x$ under the given condition, we should choose the direction that will give us the best chance that $x'$ will be misclassified. If the attacker knows the architecture of the target network and has access to its parameters, he can calculate the gradient of a loss function...
(such as cross-entropy between the prediction and the true class) with respect to the input. Using the
gradient, the attacker can modify $x$ in the direction that will increase the loss function. This is called a
white-box attack, meaning that the information of the target network is open to the attacker. However, often times the attacker does not have information on the architecture of the neural network or its parameters. Attacking the network without this information is called a black-box attack. One can also define a gray-box attack when the attacker has partial information on the target network. For example, the attacker may know the architecture of the target network, but not its parameters. In a black-box or gray-box attack, the attacker cannot calculate gradient of the target network with respect to an input. Thus, the attacker has to use another model as a substitute based on which the adversarial examples are created. In this case, the attacker may just use a different network to create adversarial examples, or try to make the substitute network close to the actual target network by extracting information from the target network. It is shown that, although the power of attack is weakened, the black-box attack can still generate adversarial examples that fool the target network [18].

Depending the purpose of attack, the attacker may want to modify the original input so that it is misclassified as a specific class. For example, the attacker may want to change the number ‘3’ slightly so that it is recognized as ‘8’ by the target network. This is called a targeted attack. On the other hand, if the goal of the attacker is to have the target network produce a wrong result on an input and does not care about what the result is, then it is an untargeted attack. Intuitively, the required amount of modification is larger for a targeted attack compared to an untargeted attack.

2.2. Attack Algorithms

2.2.1. Fast Gradient Sign Method

The Fast Gradient Sign Method (FGSM) [6] is an algorithm that uses $L_{\infty}$ distance to create an
adversarial example. FGSM modifies all pixels in the input image by a given amount. The amount of modification for each pixel is determined in the way that the value of loss function is increased. Specifically, the adversarial example is created using Equation (2). In the equation, $x$ is the input data and $y$ is its label, which indicates the true class of $x$. $J$ is the loss function and $\theta$ is the set of parameters in the target neural network. Since the loss function basically calculates the difference between the true class $y$ and the predicted class of $x$ using parameters $\theta$, choosing $x'$ that increases $J$ will also increase the chance that $x'$ is misclassified by the network.

$$x' = x + \epsilon \cdot \text{sign}(\nabla_x J_\theta(x, y))$$ (2)

FGSM first calculates the gradient of $J$ with respect to the input $x$, and then modifies each dimension of the input based on the sign of the gradient. For example, if the gradient is positive for some pixel, its value is increased. If the gradient is negative, its value is decreased. The amount of modification is determined by the parameter $\epsilon$. A high $\epsilon$ will increase the chance of misclassification, but the resulting image will look very different from the original image. A low $\epsilon$ will produce an output image that is very similar to the input image, but the chance of misclassification becomes low as well.

The second row of Figure 1 shows the images created using FGSM. We can observe that the background pixels that used to be black are now somewhat gray, and some parts of the digit that used to be white have also turned gray. There are other attack algorithms that use the same approach as FGSM, such as Basic Iterative Method (BIM) [19], Projected Gradient Descent (PGD) [10] and Momentum Iterative Attack [20]. Instead of changing the input image once, these methods modify the input multiple times iteratively, so that the distance between the input image and the adversarial image is reduced.
2.2.2. Jacobian Saliency Map Attack

The Jacobian Saliency Map Attack (JSMA) [9] perturbs the input image using $L_0$ distance metric. Among pixels in the input image, JSMA iteratively selects the pixel that can will increase the chance of misclassification by the highest amount. To do that, the attacker first calculates gradient of the output layer neurons with respect to each pixel of the input image. The result is the Jacobian matrix that is shown in Equation (3). In the equation, $l(x)$ is the values of output layer neurons before applying softmax, also called logits. $i$ is the index of the input pixels and $j$ is the index of the logits.

$$\nabla l(x) = \frac{\partial l(x)}{\partial x} = \left[ \frac{\partial l_j(x)}{\partial x_i} \right]_{i,j}$$

(3)

If the attack is a targeted attack, JSMA selects $i$ which has the maximum absolute value among the elements in the column $j$ of the Jacobian matrix, where $j$ is the target class. Then, the pixel is changed in the direction that will decrease $l_j(x)$. Once the pixel is changed, a new Jacobian matrix is calculated with respect to the modified input. This process is repeated until the adversarial example $x'$ is misclassified as the target class by the target network, or we reach the maximum number of pixels allowed to be modified. For an untargeted attack, a target class can be selected randomly or the target class which requires the minimum amount of modified pixels can be searched. The third row of Figure 1 shows the images created using JSMA. In contrast with FGSM, images created using JSMA has dots that were not in the original input while most of the background stays black.

2.2.3. Carlini and Wagner Attack

The Carlini and Wagner (C&W) attack [7] solves the optimization problem in Equation (4) to obtain the change applied to the input image. In the equation, $D(x, x+\delta)$ is the distance between the original input $x$ and the adversarial image $x+\delta$. $C(x+\delta)$ is the class determined by the target network and $t$ is the target class. In the problem, each pixel of an image has a value in the range $[0, 1]$. Thus, the pixel values of the adversarial image should also fall into this range. Therefore, we have the condition $x+\delta \in [0,1]^n$:

$$\begin{align*}
\text{minimize} & \quad D(x, x+\delta) \\
\text{such that} & \quad C(x+\delta) = t \\
& \quad x+\delta \in [0,1]^n
\end{align*}$$

(4)

The optimization cannot be directly solved because of the constraint $C(x+\delta) = t$. Thus, the authors substituted $C$ using an approximation function $f$, which is designed so that $C(x+\delta) = t$ if and only if $f(x+\delta) \leq 0$. One example of $f$ is Equation (5), where $Z$ is the output of the network for input $x'$, before applying the final softmax function.

$$f(x') = (\max_{i \neq t} Z(x')_i) - Z(x')_t$$

(5)

In the optimization problem, the distance metric $D$ could be any metric including $L_0$, $L_2$ and $L_\infty$ distance. The final row of Figure 1 shows the images created using C&W with $L_2$ distance as the distance metric. Compared to images created by FGSM and JSMA, the images look more similar to the original inputs, with some light strokes added near the digit. The C&W attack is shown to be effective in creating adversarial images that looks very similar to original inputs [21,22] and is successful at attacking networks armed with defensive methods such as defensive distillation [23].
2.3. Defensive Schemes

2.3.1. Adversarial Training

Adversarial examples often have features that are not seen in the original training samples. For example, in Figure 1, the cloudy background in samples created using FGSM is something that cannot be seen in the training set images. Because of that, the neural network trained from clean images can be misled by the unseen features. A natural counter measure is to include adversarial images in the training stage. Goodfellow et al. [6] created adversarial samples from training images using FGSM and included both clean and adversarial images when training the network. The adversarially trained network could achieve much higher accuracy compared to a normal network for adversarial samples created from the test set.

Madry et al. [10] used PGD, an iterative and stronger version of FGSM, for adversarial training. This scheme is found to be effective for images created from similar attack algorithms. Specifically, the network can accurately classify most of adversarial samples, if the $L_\infty$ distance between the original and the adversarial pair is bounded by some parameter $\epsilon$. However, Schott et al. [12] showed that, while the adversarially trained network is resistant to attacks using $L_\infty$ distance, it is still vulnerable to other adversarial samples created using other distance metrics.

2.3.2. Test-Time Processing

While adversarial training tries to make the neural network robust at the training stage, the test-time processing does not change the training data and process. Instead, the input data or the model is manipulated at test-time to mitigate the effect of adversarial perturbation. In Figure 1, we can observe that in the adversarial images, noise is added either at the background or near the digit. Thus, an intuitive defense scheme is to try to remove the noise, by applying blurring or quantization [24]. Randomly transforming the input image could also help [25]. Especially for white-box attacks, it is possible that an adversarial sample is crafted so that it barely crosses the class boundary in the neural network. Random transformation could bring back the image to its original class. Generative Adversarial Networks (GANs) and autoencoders can be used in transforming the inputs. For example, a GAN is first trained to learn the distribution of clean images. At test time, a sample close to the image is searched in the learned distribution. Then, instead of the input, the image in the learned distribution is input to the network [26].

Instead of manipulating the input image, it is also possible to process the neural network at test time. For example, some neurons from the intermediate layers of the network can be randomly pruned [27] or random noises can be added to the output of intermediate layers [28]. When adding randomness to the network, a typical technique is to combine results from an ensemble of multiple networks in order to normalize the effect of randomness. By applying randomization, we can investigate multiple points in the neighborhood of the input, instead of a single point. It may be helpful in defending against adversarial images, because the attacker now has to add more perturbation to the original input so that the adversarial sample and its random neighbors are all misclassified.

2.3.3. Adversarial Example Detection

A robust classifier is expected to accurately classify images with adversarial perturbations. Building a robust classifier is a very challenging task, because there are so many ways of creating adversarial examples. Depending on the application, it may be sufficient to detect whether an input is suspected to be an adversarial sample. For example, it is possible to train a neural network that does binary classification on clean and adversarial examples [29,30]. This network could be used at test time along with the classifier network to determine whether an input is an adversarial example. Instead of training an additional network, it is also possible to add an additional class for the outliers in the classifier network [31].
Instead of training a network for adversarial example detection, other methods try to find characteristics of adversarial samples distinct from clean samples. Xu et al. [24] compared network output for an input image and a feature squeezed version of the image. If their outputs are significantly different, it is a sign that the image is an adversarial sample. Feinman et al. [32] showed that the uncertainty of adversarial examples is higher than clean samples. Hendrycks et al. [33] pointed out that adversarial examples have different coefficients in the result of principal coefficient analysis (PCA). Song et al. [34] detected adversarial examples by comparing with the distribution of training data. Once an adversarial example is detected, it is often rejected from the system or notified to the (human) operator to make the final decision.

3. Effect of Adversarial Training on Network Performance

3.1. Attack Model and Experiment Setup

Suppose an attacker tries to create adversarial examples that fools a neural network classifier, for malicious purposes such as bypassing authentication or detection. In practical settings, it is often not possible for an attacker to lay hands on the network parameters. In addition, it may be difficult for the attacker to test the target network by trying out lots of input data and observing outcome of the network. Thus, a more "practical" attack is a black-box (or gray-box) attack which assumes the attacker has no knowledge on the parameters of the target network. The attack model we consider in this paper is the case when the attacker exactly or approximately knows the architecture of the network, but does not have information on the parameters. To attack a target network, the attacker first trains his own network that has the same (or similar) structure as the target network. Then, the attacker creates adversarial examples based on the network, using an attack algorithm of choice.

Under this attack model, we study the effect of adversarial training on defending against the attack. We use the MNIST handwritten digit dataset [16], which is a simple and one of the most widely used datasets for testing performance of machine learning techniques. We use two well-known neural network models, LeNet5 [16] and ResNet [2], for the target networks as well as the networks used by the attacker to create adversarial examples. For attack algorithms, we use the ones explained in the previous section: FGSM, JSMA and C&W with $L_2$ distance as the metric. These three algorithms represent the attack algorithms that use $L_\infty$, $L_0$ and $L_2$ distance for adversarial sample generation.

For each type of neural network models, we train multiple networks with different input data. One of the network is trained with only the clean data from the training set, and the other networks are trained with adversarial samples along with the clean samples. For example, to adversarially train a network with FGSM, we augment the training set with FGSM samples created from each clean data in the training set. Thus, the number of samples in the training set becomes twice the original set. Table 1 shows the parameters used for the attack algorithms. In FGSM, $\epsilon$ is the maximum difference between the original sample and its adversarial pair for each pixel. In JSMA, $\theta$ is a parameter similar to $\epsilon$ in FGSM and $\gamma$ is the maximum percentage of pixels that can be modified from the original sample. In C&W, a confidence level can be adjusted which determines amount of modification. Setting a high confidence value will result in a high probability of getting the adversarial sample misclassified, but the resulting image will look more distorted to the human eye. The images in Figure 1 were created using the parameters in Table 1. For both LeNet5 and ResNet models, we use the Adam optimizer [35] with learning rate 0.0001, and the training is done after 50 epochs for LeNet5 and 100 epochs for ResNet. The time taken for generating adversarial examples is also shown in Table 1, which was measured using a computer with Intel Core i7-9700F CPU, 16GB memory and a single Nvidia GeForce RTX 2080Ti GPU. For FGSM, it takes approximately 1 min to create adversarial samples from the whole training set. On the other hand, C&W takes about 13.7 h to generate FGSM adversarial examples for a ResNet model.
Table 1. Parameters for the attack algorithms and time for generating adversarial examples.

| Attack Algorithm | Parameters | Time for Generating 60,000 Adversarial Samples (s) |
|------------------|-----------|-----------------------------------------------|
| FGSM ($L_{\infty}$) | $\epsilon = 0.2$ | LeNet5: 48, ResNet: 66 |
| JSMA ($L_0$) | $\theta = 1.0, \gamma = 0.2$ | LeNet5: 2226, ResNet: 9180 |
| C&W ($L_2$) | confidence: 5 | LeNet5: 8142, ResNet: 49,542 |

When training, it is often a common practice to augment training data with random transformations to compensate for the small number of data. We also augment data with using random rotation, random translation and random erasing, as shown in Figure 2. Specifically, at each epoch, an image in the training set is randomly rotated with a degree in the range of $[-20, 20]$ and also randomly shifted in four directions by a maximum of 6 pixels (approximately 20% of width and height). For random erasing, a rectangular region of random size up to 30% of the pixels is probabilistically erased. When doing adversarial training, we only apply rotation and translation to clean images and not the adversarial examples.

Figure 2. Random translation, random rotation and random erasing applied to a sample in the training set.

3.2. Performance of an Adversarially Trained LeNet5 Network

Figure 3 shows the accuracy of the test set while the LeNet5 network is being trained. The network in Figure 3a is trained with only the clean images, while the networks in Figure 3b–d are trained with clean images plus adversarial images generated from FGSM, JSMA and C&W, respectively. The lines in each graph indicate the test sets. ‘Clean’ means the test set consist of original images from the MNIST test set. ‘FGSM’, ‘JSMA’ and ‘C&W’ means the test set consists of adversarial examples created from the original test set samples using FGSM, JSMA and C&W attack, respectively.

In Figure 3a, we can see that the test accuracy of FGSM, JSMA and C&W set is much lower than the clean set, achieving between 40% and 60% accuracy. This means that the attack is successful roughly half of the time, even when the attacker does not know the parameters of the target network. Although the exact accuracy will depend on what parameters the attacker uses to create adversarial examples, this result shows that it is quite easy to break down the performance of a neural network even with limited information. Figure 3b shows the test accuracy when the network is trained with FGSM samples along with their clean pairs. We can see that the network accurately classifies most of FGSM adversarial samples, achieving an accuracy comparable to the clean samples. This means that the network has successfully learned the distribution of images created by FGSM. On the other hand, the accuracy of JSMA has not improved, suggesting that the JSMA images have a different distribution with original and FGSM images. For C&W, adversarial training with FGSM was beneficial, showing a 20% improvement in the accuracy. This result suggests the features of FGSM images have some correlation with features of C&W images, while there is little correlation between FGSM and JSMA images. In other words, perturbing samples using $L_{\infty}$ distance generates images closer to those generated using $L_2$ distance, compared to those generated using $L_0$ distance. A similar observation can be made in Figure 3c as well, which shows performance of the network trained using JSMA samples along with their original pairs. Training with JSMA is most helpful in classifying JSMA adversarial examples, while the accuracy improvements are limited for FGSM and C&W samples. Figure 3d shows
performance of the network trained using C&W samples. The network successfully classifies C&W adversarial samples, whereas achieves 60–70% accuracy on FGSM and JSMA samples.

Figure 3. Accuracy of adversarially trained LeNet5 network on the test set with adversarial examples. Each models are trained with: (a) Clean; (b) FGSM; (c) JSMA; and (d) C&W.

Table 2 shows the test accuracy of LeNet5 networks trained using different combinations of clean and adversarial examples. For each set of test samples, the medium and maximum accuracy obtained between 20 and 50 epochs is shown in the table. For example, for a network trained using only the clean images, the maximum accuracy achieved on clean test images is 99.42%, while the maximum accuracy of FGSM, JSMA and C&W images is 50.23%, 64.07% and 55.28%, respectively. We can see that, without adversarial training, the network can be easily attacked by a variety of attack methods, with its accuracy considerably lowered. When the network is adversarially trained with a single set of adversarial examples, it was able to accurately classify adversarial example created using the same method, but not for other types of adversarial samples. From this observation, a natural insight is to augment the training data with multiple types of adversarial examples. In the table, we measured accuracy of networks trained with multiple set of adversarial images. When the network is trained with two sets of adversarial examples (such as FGSM and C&W), it is robust to the test images created from these two methods, but not robust for adversarial examples generated from other methods (such as JSMA). Finally, the network trained with clean, FGSM, JSMA and C&W samples achieves high accuracy of all three types of adversarial examples, while maintaining high accuracy of the clean samples. At the cost of creating more adversarial examples and training with more data, the network can achieve higher robustness.
Table 2. Test accuracy of LeNet5 measured between 20 and 50 epochs. The network is trained with data augmentation including random rotation, random translation and random erasing.

| Trained model | Maximum | Median |
|---------------|---------|--------|
|               | Clean   | FGSM   | JSMA  | C&W   | Clean   | FGSM   | JSMA  | C&W   |
| Clean         | 99.42   | 50.23  | 64.07 | 55.28 | 99.23   | 42.01  | 61.06 | 46.07 |
| FGSM          | 99.40   | 99.31  | 63.90 | 75.67 | 99.24   | 99.27  | 60.34 | 65.08 |
| JSMA          | 99.42   | 50.35  | 96.75 | 81.20 | 99.30   | 48.46  | 96.35 | 75.02 |
| C&W           | 99.37   | 74.12  | 69.00 | 99.57 | 99.22   | 61.17  | 63.30 | 99.31 |
| FGSM + JSMA   | 99.40   | 99.32  | 96.29 | 90.05 | 99.28   | 99.26  | 95.15 | 84.94 |
| FGSM + C&W    | 99.43   | 99.32  | 65.27 | 99.65 | 99.24   | 99.26  | 62.96 | 99.42 |
| JSMA + C&W    | 99.43   | 73.98  | 96.70 | 98.99 | 99.35   | 70.71  | 95.83 | 98.58 |
| FGSM + JSMA + C&W | 99.36   | 99.30  | 95.82 | 98.81 | 99.27   | 99.21  | 94.92 | 98.39 |

3.3. Performance of an Adversarially Trained ResNet18 Network

Since the result can be dependent on the neural network model, we conducted the same experiment on the ResNet18 network. While the LeNet5 model has 648,226 trainable parameters, the ResNet18 model is a much larger size with 11,175,370 parameters. In general, the ResNet18 model is known to perform better in learning complex features from images. In this experiment, both the defender and the attacker create adversarial examples from their own ResNet18 networks, and the same data augmentation strategy is applied as in the LeNet5 case. Since ResNet18 takes more epochs to converge compared to LeNet5, the network is trained for 100 epochs and the result is taken from test accuracy measured between 40 to 100 epochs of training. The result is in Table 3. We can observe similar patterns observed in the LeNet5 result. When an undefended network is tested using FGSM, JSMA and C&W samples, the accuracy is significantly lower compared to testing with clean images. When the network is trained with adversarial samples created using a particular algorithm, the network becomes robust to the adversarial examples generated using the same method. Multiple combinations of adversarial samples can be used for adversarial training, which provides robustness to more adversarial samples while maintaining the accuracy for clean test data. Compared with LeNet5, the ResNet18 model achieves higher robustness when the network is undefended. For example, the accuracy of FGSM samples tested on the LeNet5 model is approximately 50%, while the result on the ResNet18 is 70%. The accuracy of adversarial examples is also increased for other methods as well. Thus, we can say that, when adversarial training is not used, model structure and number of parameters could affect robustness of the network. However, when adversarial training is used, the accuracy of adversarial examples is comparable for LeNet5 and ResNet18 networks. In many cases, adversarial training is more effective than the model architecture. For example, when a network is adversarially trained with FGSM images, LeNet5 achieves higher accuracy than ResNet18 in classifying FGSM adversarial samples.

Table 3. Test accuracy of ResNet18 measured between 40 and 100 epochs. The network is trained with data augmentation including random rotation, random translation and random erasing.

| Trained model | Maximum | Median |
|---------------|---------|--------|
|               | Clean   | FGSM   | JSMA  | C&W   | Clean   | FGSM | JSMA  | C&W   |
| Clean         | 99.68   | 70.69  | 80.70 | 93.27 | 99.50   | 65.30 | 76.82 | 91.54 |
| FGSM          | 99.65   | 95.92  | 78.40 | 97.51 | 99.56   | 92.24 | 73.53 | 96.69 |
| JSMA          | 99.66   | 78.71  | 97.78 | 96.13 | 99.56   | 73.85 | 96.80 | 95.42 |
| C&W           | 99.62   | 88.99  | 81.37 | 98.60 | 99.52   | 85.71 | 76.29 | 98.11 |
| FGSM + JSMA   | 99.65   | 95.34  | 96.34 | 98.05 | 99.54   | 93.80 | 95.34 | 97.53 |
| FGSM + C&W    | 99.67   | 97.54  | 77.87 | 98.79 | 99.57   | 96.59 | 75.14 | 98.38 |
| JSMA + C&W    | 99.69   | 89.80  | 97.00 | 98.63 | 99.56   | 86.57 | 95.37 | 98.25 |
| FGSM + JSMA + C&W | 99.63   | 97.57  | 96.68 | 98.84 | 99.51   | 96.58 | 95.37 | 98.44 |
4. Impact of Data Augmentation on Robustness against Adversarial Examples

In the previous section, the experiment results show that a neural network model trained using multiple types of adversarial examples could achieve high accuracy on test samples generated using each of the attack methods. Although not tested for all existing attacks, at least for the three attacks a network could defend itself to a particular attack by adversarially training with a similar type of attack (such as using the same $L_p$-perturbation) in a black-box setting. In the experiments, the defender and the attacker use the same data augmentation techniques when training their networks, which are random rotation, random translation and random erasing. Since the defender and the attacker do not know what augmentation strategy the opponent will use, it is probable that they use a different augmentation strategy when training their respective networks. For example, the defender may use data augmentation when training the network, while the attacker generates adversarial examples based on a network trained without data augmentation.

In this section, we study the impact of data augmentation on robustness of adversarially trained networks. Specifically, we try to see if a mismatch in data augmentation strategy could make the network vulnerable, similar to the case where a mismatch in the attack method could make the network vulnerable to attacks. The result in the previous section was obtained for the case where both the defender and the attacker use data augmentation to train their networks. In this section, we first describe the result when both the defender and the attacker do not use data augmentation, and then discuss the result when the defender and the attacker use different strategies in data augmentation.

4.1. Performance of a Network Trained without Data Augmentation

We conducted an experiment where both the defender and the attacker train LeNet5 networks without data augmentation and create adversarial examples from the networks. Once generating adversarial examples from the training set, the defender trains LeNet5 again with original samples and the adversarial samples, also without data augmentation. The result is shown in Table 4. In the perspective of effectiveness of adversarial training, similar patterns can be observed with other experiments: adversarial training is effective in classifying adversarial samples created from the same method as samples used in training. Similar results can be observed if the defender and the attacker use the same strategy, regardless of whether they use or do not use data augmentation.

Another interesting observation when comparing Tables 2 and 4 is the trade-off between accuracy of the clean test set and accuracy of the adversarial examples. Without data augmentation, a LeNet5 network achieves 99.16% accuracy of the clean test set. When data augmentation is used, the accuracy can be improved to 99.42%. However, an undefended network trained without data augmentation achieves much higher accuracy for adversarial examples for all three methods.

Table 4. Test accuracy of LeNet5 measured between 20 and 50 epochs. The network is trained without data augmentation techniques such as random rotation and random translation.

| Trained model | Maximum | Median |
|---------------|---------|--------|
|               | Clean   | FGSM   | JSMA  | C&W   | Clean | FGSM | JSMA  | C&W   |
| Clean         | 99.16   | 66.58  | 70.03 | 88.22 | 99.02 | 63.27 | 66.99 | 83.02 |
| FGSM          | 99.11   | 99.11  | 74.41 | 95.66 | 99.00 | 99.01 | 73.05 | 94.19 |
| JSMA          | 99.15   | 72.97  | 98.24 | 95.80 | 99.03 | 69.45 | 98.09 | 94.06 |
| C&W           | 99.19   | 85.58  | 75.11 | 99.38 | 99.08 | 79.18 | 72.93 | 99.21 |
| FGSM + JSMA   | 99.16   | 99.00  | 98.15 | 98.02 | 99.05 | 98.89 | 97.88 | 97.52 |
| FGSM + C&W    | 99.14   | 99.12  | 78.55 | 99.37 | 99.01 | 99.03 | 77.06 | 99.16 |
| JSMA + C&W    | 99.25   | 86.68  | 98.36 | 99.23 | 99.15 | 81.08 | 98.12 | 99.03 |
| FGSM + JSMA + C&W | 99.20 | 99.03  | 98.17 | 99.22 | 99.10 | 98.94 | 97.82 | 99.09 |
Performance comparison of the LeNet5 network with and without data augmentation is shown in Figure 4. In Figure 4a, we can see that the accuracy is slightly improved for the clean test set, when data augmentation is used. However, for Figure 4b–d, the performance of LeNet network trained with data augmentation achieves significantly lower accuracy on adversarial examples compared to a network trained without data augmentation. It is well known that data augmentation improves classification performance of a network by increasing generalization capacity [36], and thus data augmentation is often heavily used for most of the tasks. However, it is possible that data augmentation strategies such as rotation and translation could increase vulnerability of the network against adversarial examples. Although not covered in this paper, we believe this trade-off is an important problem that needs to be looked into in the future.

![Figure 4](image)

**Figure 4.** Test accuracy of LeNet5 model on each adversarial example attack. Each model is trained with: (a) Clean; (b) FGSM; (c) JSMA; and (d) C&W.

4.2. Robustness of Adversarially Trained Network with Mismatching Data Augmentation Strategy

In the previous experiments, the same augmentation strategy was used by the attacker and the defender. If the defender obtained adversarial samples for training from a network trained with data augmentation, the attacker also created adversarial examples using a network trained with the same data augmentation strategy. On the other hand, if the defender trained a network without data augmentation, the attacker also used a network trained without data augmentation as the target network for the black-box attack. In such cases, the adversarial training was successful defending against a particular attack algorithm. However, what if the attacker and the defender used a different
augmentation strategy? Consider the case where the defender and the attacker both train a LeNet5 model and also use the same attack algorithm such as FGSM to create adversarial examples. However, the defender’s network is trained with data augmentation while the attacker’s network is not. Will the adversarial training still be successful against the attack? To answer the question, we conducted an experiment for cases where the defender uses data augmentation and the attacker does not, and vice versa. The result is shown in Table 5. In the table, $M$ denotes a network model trained using data augmentation and $M'$ is a network trained without data augmentation. For the attack, $A$ is the set of adversarial examples created from a target network trained with data augmentation and $A'$ is the set created from a network trained without data augmentation.

Table 5. Test accuracy of LeNet5 networks on adversarial examples. $M$ denotes a network model trained using data augmentation, while $M'$ is a network trained without data augmentation. $A$ is the set of adversarial examples generated from a target network trained with data augmentation, while $A'$ is the set created from a network trained without data augmentation.

| Model      | Attack   | FGSM A | JSMA A | C&W A | Average |
|------------|----------|--------|--------|-------|---------|
| Clean      | $M$      | 41.74  | 71.05  | 56.80 | 65.61   |
|            | $M'$     | 70.28  | 62.67  | 72.29 | 65.12   |
| FGSM       | $M$      | 99.25  | 81.65  | 57.71 | 66.03   |
|            | $M'$     | 81.10  | 99.10  | 73.72 | 62.32   |
| JSMA       | $M$      | 48.60  | 69.61  | 96.37 | 95.95   |
|            | $M'$     | 70.88  | 72.25  | 95.87 | 98.20   |
| C&W        | $M$      | 66.96  | 70.38  | 63.05 | 68.56   |
|            | $M'$     | 55.09  | 71.68  | 71.74 | 72.00   |
| FGSM + JSMA| $M$     | 99.27  | 82.25  | 95.24 | 90.94   |
|            | $M'$     | 82.29  | 99.00  | 95.79 | 98.15   |
| FGSM + C&W | $M$     | 99.32  | 88.34  | 63.17 | 69.91   |
|            | $M'$     | 85.78  | 99.12  | 76.29 | 77.69   |
| JSMA + C&W | $M$     | 69.31  | 76.85  | 96.25 | 95.52   |
|            | $M'$     | 68.94  | 84.26  | 95.75 | 98.29   |
| FGSM + JSMA + C&W | $M$ | 99.21  | 86.66  | 95.33 | 98.64   |
|            | $M'$     | 85.12  | 98.96  | 95.15 | 97.84   |
| Average    |          | 76.41  | 82.11  | 81.28 | 83.13   |

For an undefended model, the attack is more successful if the augmentation strategy matches between the defender and the attacker. The accuracy of the FGSM samples is 41.74% when both the defender and the attacker uses data augmentation when training their networks. If both do not use data augmentation, the accuracy of the FGSM samples is 62.67%. If the augmentation strategy is different between the defender and the attacker, the accuracy of the FGSM samples is approximately 70%. However, when the defender is using adversarial training, the robustness is higher when the defender and the attacker use the same augmentation strategy. In the table, if the defender uses FGSM, JSMA and C&W samples for adversarial training, the accuracy of FGSM samples is above 99% when the augmentation strategy matches between the defender and the attacker. However, the accuracy drops down to 85% if they use different augmentation strategies.

This result shows that the effectiveness of adversarial training depends not only on what algorithm is used for creating adversarial samples, but other factors such as data augmentation strategies for training the target network. It means if the network model needs to be robust against all possible attacks, the number of adversarial examples needed for adversarial training could become very large in order to cover all possible combinations. Overall, training a robust network that guarantees a certain level of robustness against all types of adversarial examples is very difficult, even for black-box attacks.
5. Conclusions

Adversarial example attacks can be a serious threat to deep learning based systems and applications such as autonomous vehicles. With limited training data, a neural network cannot learn distributions that are not present in the training samples. The attack makes use of this limitation and creates samples that look obvious to the human eye but are misclassified by the network. Adversarial training is a method that is shown to be effective if the defender and the attacker use similar methods to generate adversarial samples. However, it is also shown that adversarially training a network with one attack method does not make the model robust to other attack methods, and a network trained with multiple types of adversarial examples is still vulnerable to the white-box attacks.

We conducted experiments using the MNIST dataset to find out whether adversarial training can be effective against black-box attacks in which the attacker cannot gain access to parameters of the target network. The results show that an adversarially trained network can be vulnerable to black-box attacks, as it is vulnerable to white-box attacks. First, a network adversarially trained with an attack method is mostly robust to that particular attack method, but it is not robust to other attack methods. Second, adversarially training a network with multiple types of adversarial examples could achieve high accuracy for each of the attacks, but other factors such as data augmentation strategy can negatively affect the robustness of the network. For example, if the defender trains a network with FGSM samples and the attacker also uses FGSM to attack the network, the accuracy is considerably degraded if the defender uses data augmentation on the network and the attacker does not. Overall, adversarial training cannot practically make a network fully robust to all types of adversarial example attacks, even for black-box attacks with limited access to the target network. Since this conclusion is based on empirical results, theoretical insights are needed to conclusively assess the capabilities of adversarial training against black-box attacks, which we plan to pursue as a future work.

Another observation from the experiments is that using data augmentation techniques such as rotation and translation generally improves accuracy of a clean test set, but the accuracy of adversarial examples can be degraded. Without knowing the attacker’s strategy, training the network with no augmentation was beneficial in terms of robustness against adversarial examples, if the sacrifice in accuracy for clean samples is affordable. This suggests an interesting trade-off between data augmentation and network robustness, which is another subject for future work.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description                        |
|--------------|------------------------------------|
| FGSM         | Fast Gradient Sign Method           |
| JSMA         | Jacobian Saliency Map Attack        |
| C&W          | Carlini and Wagner attack           |
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