Abstract

We prove genuinely sharp estimates for the Jacobi heat kernels introduced in the context of the multidimensional cone $\mathbb{V}^{d+1}$ and its surface $\mathbb{V}_0^{d+1}$. To do so, we combine the theory of Jacobi polynomials on the cone explored by Xu with the recent techniques by Nowak, Sjögren, and Szarek, developed to find genuinely sharp estimates for the spherical heat kernel.
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1. Introduction

Heat kernels are important objects in mathematics and physics. Despite hundreds of articles devoted to studying them, it was only very recently that the development of techniques allowed the so-called genuinely sharp estimates to be given in settings other than a few classical ones such as the hyperbolic space $\mathbb{H}^{d+1}$, see [3]. For the spherical heat kernel genuinely sharp estimates were obtained in [8], while the Jacobi heat kernels for all compact rank-one symmetric spaces, including the classical domain $[-1, 1]$, were investigated in [9], with the aid of some tools elaborated earlier in [7].

The aim of this article is to find genuinely sharp estimates for the Jacobi heat kernels on the multidimensional cone and its surface introduced by Xu in [12], see Theorems 1.4 and 1.7. In the proofs we make use of the ideas invented in [9]. Let us also explain that “genuinely
sharp” means that the exact expressions which control the heat kernels simultaneously from above and below are given. We emphasize that so far such a high level of precision has only been achieved in very few settings. In addition to the previously mentioned articles, we also refer the reader to [1,5,6,10].

Before stating our results, let us describe a general context in which heat kernels arise. In the next paragraph we follow [4, Section 3] and [12, Section 1].

Given an appropriate weight $\sigma$ defined on a domain $\Omega \subset \mathbb{R}^d$, one can construct an orthogonal basis of polynomials in $L^2(\Omega, \sigma)$. For each $n \in \{0, 1, \ldots\}$, let $\mathcal{V}_n(\sigma)$ be the subspace of $L^2(\Omega, \sigma)$ spanned by all basis vectors that are polynomials of degree $n$. Then the orthogonal projection $\text{proj}_n : L^2(\Omega, \sigma) \to \mathcal{V}_n(\sigma)$ turns out to be of the form

$$\text{proj}_n f(x) := \int_{\Omega} f(y) P_n(\sigma; x, y) \, d\sigma(y)$$

for some integral kernel $P_n(\sigma; \cdot, \cdot) : \Omega^2 \to \mathbb{R}$ called the reproducing kernel of $\mathcal{V}_n(\sigma)$. Among many possible choices of $(\Omega, \sigma)$, we focus on these for which the following two properties hold.

1. There exists a linear second order differential operator $\mathcal{D}$ such that all basis polynomials are its eigenfunctions with eigenvalues depending only on the degrees $n$. We call $\mathcal{D}$ a diffusion operator. Its domain consists of all $f \in L^2(\Omega, \sigma)$ for which $\mathcal{D} f$, defined formally by using orthogonal expansions, can be identified with elements of $L^2(\Omega, \sigma)$. Among

2. Each $P_n(\sigma, \cdot, \cdot)$ has a “computable” closed-form formula.

If (1) holds, then for each $\tau \in (0, \infty)$ one can define the associated heat kernel by

$$h_\tau(\sigma; x, y) := \sum_{n=0}^{\infty} e^{-\tau \lambda_n^\mathcal{D}} P_n(\sigma; x, y)$$

with $\lambda_n^\mathcal{D}$ being the eigenvalues of $\mathcal{D}$ corresponding to $\mathcal{V}_n(\sigma)$. Informally speaking, $h_\tau(\sigma; x, y)$ measures the heat flow between $x$ and $y$ in time $\tau$, when $\mathcal{D}$ describes heat diffusion. It thus can be used to produce the solution to an initial value problem for the related heat equation. If (2) holds, then one can hope to find precise estimates for the size of $h_\tau(\sigma; x, y)$ for given $x, y, \tau$.

In principle, situations in which both (1) and (2) occur are very rare. In [12] the studied domains were the cone $\mathbb{V}^{d+1}$ and its surface $\mathbb{V}_0^{d+1}$ with any given $d \in \{2, 3, \ldots\}$, see (1.1) and (1.5) for the definitions. In both cases Xu was able to find suitable weights $\sigma$ allowing the two properties to happen, and gave the formulas for the associated heat kernels. The author named the latter objects Jacobi heat kernels because of their clear association with the classical Jacobi setting, which in turn was due to the particular form of $\sigma$.

In the following subsections we recall some parts of the theory developed in [12]. It is worth mentioning that in order to find $\sigma$ several other objects, such as the spherical harmonics or the classical Jacobi polynomials on $[-1, 1]$, were used. This resembles the fact that multidimensional cones inherit geometrical properties of both intervals and Euclidean balls. Xu presented a very detailed approach to the subject. In particular, simpler settings – intervals, triangles, and balls – were considered first, see [12, Section 2], and only then suitable orthogonal polynomials and the associated differential operators on $\mathbb{V}^{d+1}$ and $\mathbb{V}_0^{d+1}$ were defined. We did not want to repeat this content line by line so only the most important formulas, from the standpoint of our results, are collected. For more detailed information or intuitions behind the formulas we refer the reader to [12] or to the books [2,4].
1.1. Jacobi heat kernel on $\mathbb{V}^{d+1}$

This material comes from [12, Sections 3 and 4], where one should specify $\beta = 0$. Given $d \in \{2, 3, \ldots \}$, consider the domain

$$\mathbb{V}^{d+1} := \{(x, t) \in \mathbb{R}^d \times \mathbb{R} : \|x\| \leq t, \ t \in [0, 1]\}$$

(1.1)

contained in $\mathbb{R}^{d+1}$, equipped with the weight

$$W_{\mu, \gamma}(x, t) := (t^2 - \|x\|^2)^{\mu - \frac{1}{2}}(1 - t)^\gamma,$$

where $\mu \in (-\frac{1}{2}, \infty)$, $\gamma \in (-\infty, \infty)$ are fixed parameters. Then, for each $n \in \{0, 1, \ldots \}$, the space $\mathcal{V}_n(W_{\mu, \gamma})$ of orthogonal polynomials of degree $n$ related to $W_{\mu, \gamma}$, is described in terms of the so-called Jacobi polynomials on the cone. Moreover, there exists a suitable operator $\mathcal{D}_{\mu, \gamma}$ acting on a subspace of $L^2(\mathbb{V}^{d+1}, c_{\mu, \gamma} W_{\mu, \gamma})$, where $c_{\mu, \gamma}$ is the normalizing constant, with all $\mathcal{V}_n(W_{\mu, \gamma})$ being its eigenspaces. The associated eigenvalues equal $-n(n + 2\mu + \gamma + d)$.

We do not use the formula for $\mathcal{D}_{\mu, \gamma}$ later on but for the sake of completeness we recall that

$$\mathcal{D}_{\mu, \gamma} := t(1-t)\partial_t^2 + 2(1-t)(x, \nabla_x)\partial_t + \sum_{i=1}^d (t-x_i^2)\partial_{x_i}^2 - 2\sum_{i<j} x_i x_j \partial_{x_i} \partial_{x_j} + (2\mu + d)\partial_t - (2\mu + \gamma + d + 1)((x, \nabla_x) + t\partial_t),$$

where $\nabla_x$ is the gradient in $x$, see [12, Theorem 3.2].

If $\mu \geq 0$ and $\gamma \geq -\frac{1}{2}$, then $P_n(W_{\mu, \gamma}; (x, t), (y, s))$, the reproducing kernel of $\mathcal{V}_n(W_{\mu, \gamma})$, is given by the following integral (cf. [12, (4.9)])

$$P_n(W_{\mu, \gamma}; (x, t), (y, s)) := \int_{[-1,1]^3} Z^{2\alpha+\gamma+1}_n(\xi(x,t,y,s) ; u, v_1, v_2) \ d\Pi^{-\frac{1}{2}}(u)$$

$$\times \ d\Pi^{-\frac{1}{2}}(v_1) d\Pi^{\frac{1}{2}}(v_2).$$

Here $d\Pi_{\nu}(w) := c_{\nu}(1 - w^2)^{\nu - \frac{1}{2}} \ dw$ for $\nu \in (-\frac{1}{2}, \infty)$ and $w \in \mathbb{R}$, where $c_{\nu}$ is the normalizing constant, while $\Pi^{-\frac{1}{2}}$ is the mean of Dirac deltas $\frac{1}{2}(\delta_{-1} + \delta_1)$. Also, $\alpha := \mu + \frac{d}{2}$, and

$$\xi(x, t, y, s; u, v_1, v_2) := v_1\sqrt{\frac{1}{2}(st + \langle x, y \rangle + \sqrt{t^2 - \|x\|^2 \sqrt{s^2 - \|y\|^2} u})}$$

$$+ v_2\sqrt{1-t}\sqrt{1-s}.$$

We note that $|\xi(x, t, y, s; u, v_1, v_2)| \leq 1$, as shown in the end of the proof of [12, Theorem 4.3]. Finally, for $n \in \mathbb{N}_0$, $\lambda \in [0, \infty)$, and $w \in [-1, 1]$ we also use the special function

$$Z^{\frac{\lambda - 1}{2}}_n(w) := C^{\frac{\lambda + \frac{1}{2}}{2}}_n \frac{C^{\frac{\lambda + \frac{1}{2}}{2}}_n}{h^{\lambda + \frac{1}{2}}_n} = P^{\lambda, 1}_n \frac{P^{\lambda, 1}_n}{h^{\lambda, \lambda}_n}.$$

(1.2)

Here $C^{\frac{\lambda + \frac{1}{2}}{2}}_n$ is the Gegenbauer polynomial of degree $n$, and $P^{\lambda, 1}_n$ is the classical Jacobi polynomial on $[-1, 1]$, while $h^{\lambda + \frac{1}{2}}_n$ and $h^{\lambda, \lambda}_n$ are the squares of their norms in the space.
\(\mathcal{L}^2([-1, 1], dH_{\rho, +, 1})\). In [12, Subsection 2.2] the function \(Z_n^{\lambda + \frac{1}{2}}\) is defined through the Gegenbauer polynomial but here we will use the last expression in (1.2) instead. The two expressions in (1.2) are equal because \(P_n^{\lambda, \lambda}\) is a constant multiple of \(C_n^{\lambda + \frac{1}{2}}\), see [11, (4.7.1)]. We recall that \(P_n^{\lambda, \lambda}\), and hence also \(Z_n^{\lambda + \frac{1}{2}}\), is of the same parity as \(n\).

**Definition 1.3.** Let \(\mu \in [0, \infty), \gamma \in [-\frac{1}{2}, \infty),\) and \(\alpha := \mu + \frac{d-1}{2}\). Then, for each \(\tau \in (0, \infty),\) the associated Jacobi heat kernel on \(\mathbb{V}^{d+1}\) is given by

\[
h_\tau(W_{\mu, \gamma}; (x, t), (y, s)) := \sum_{n=0}^{\infty} e^{-\tau n(n+2\mu+\gamma+d)} P_n(W_{\mu, \gamma}; (x, t), (y, s)).
\]

In [13, Definition 5.1] the following distance function on \(\mathbb{V}^{d+1}\) was introduced

\[
dist_{\mathbb{V}^{d+1}}((x, t), (y, s)) := \arccos\left(\frac{1}{2} (st + \langle x, y \rangle + \sqrt{t^2 - \|x\|^2s^2 - \|y\|^2}) + \sqrt{1-t\sqrt{1-s}}\right).
\]

According to this, for the Jacobi heat kernel on \(\mathbb{V}^{d+1}\) we shall show the following result.

**Theorem 1.4.** Let \(\mu \in [0, \infty), \gamma \in [-\frac{1}{2}, \infty),\) and \(\alpha := \mu + \frac{d-1}{2}\). Then \(h_\tau(W_{\mu, \gamma}; (x, t), (y, s))\), the Jacobi heat kernel on \(\mathbb{V}^{d+1}\), is comparable to

\[
\tau^{-\alpha + \mu - 1} \left(\sqrt{1-t\sqrt{1-s}}\right)^{-\gamma - \frac{1}{2}} \left(\sqrt{st + \langle x, y \rangle} / \tau\right)^{-\alpha} \exp \left\{ -\frac{1}{\tau} \text{dist}_{\mathbb{V}^{d+1}}((x, t), (y, s))\right\}
\]

for \(\tau \in (0, 4),\) and to 1 for \(\tau \in [4, \infty),\) uniformly in \((x, t), (y, s) \in \mathbb{V}^{d+1}\).

1.2. Jacobi heat kernel on \(\mathbb{V}^{d+1}_0\)

This material comes from [12, Sections 7 and 8], where one should specify \(\beta = -1\). Given \(d \in \{2, 3, \ldots\},\) consider the domain

\[
\mathbb{V}^{d+1}_0 := \{(x, t) \in \mathbb{R}^d \times \mathbb{R} : \|x\| = t, t \in [0, 1]\}
\]

contained in \(\mathbb{R}^{d+1}\), equipped with the weight

\[
\varphi_\gamma(t) := t^{-1}(1-t)^\gamma,
\]

associated with the \(d\)-dimensional Lebesgue measure \(\rho(x, t)\) on \(\mathbb{V}^{d+1}_0\), where \(\gamma \in (-1, \infty)\) is a fixed parameter. Then, for each \(n \in \{0, 1, \ldots\},\) the space \(\mathcal{V}_n(\varphi_\gamma)\) of orthogonal polynomials of degree \(n\) related to \(\varphi_\gamma\), is described in terms of the so-called Jacobi polynomials on the surface of the cone. Moreover, there exists a suitable operator \(\mathcal{D}_\gamma\) acting on a subspace of \(\mathcal{L}^2(\mathbb{V}^{d+1}_0, c_\gamma \varphi_\gamma)\), where \(c_\gamma\) is the normalizing constant, with all \(\mathcal{V}_n(\varphi_\gamma)\) being its eigenspaces. The associated eigenvalues equal \(-n(n + \gamma + d - 1)\).

As before, for the sake of completeness we recall that

\[
\mathcal{D}_\gamma := t(1-t) \partial_t^2 + (d-1-(d+\gamma)t) \partial_t + t^{-1} \Delta_0^{(c)}
\]

where \(\Delta_0^{(c)}\) is the Laplace–Beltrami operator on the unit sphere \(S^{d-1}\) taken in the \(x\) variable. More precisely, given a polynomial \(f \in \mathcal{V}_n(\varphi_\gamma)\) we define \(\Delta_0^{(c)} f\) for each \(t\) separately, referring
to the function $\frac{1}{t} \mapsto f(x, t)$ defined on $S^{d-1}$ through the projection $(x, t) \mapsto \frac{x}{t}$, and mapping the result back through the inverse transformation $\frac{x}{t} \mapsto (x, t)$, see [12, Theorem 7.2] for details.

If $\gamma \geq -\frac{1}{2}$, then $P_n(\varphi_\gamma; (x, t), (y, s))$, the reproducing kernel of $V_n(\varphi_\gamma)$, is given by the following integral (cf. [12, (8.5)])

$$
P_n(\varphi_\gamma; (x, t), (y, s)) := \int_{[-1,1]^2} Z^{n+d-1}_{2n} (\xi(x, t, y, s; v_1, v_2)) \, d\Pi_{-d-3}(v_1) d\Pi_{\gamma}(v_2),
$$

where $\xi(x, t, y, s; v_1, v_2) := v_1 \sqrt{\frac{1}{2} (st + \langle x, y \rangle)} + v_2 \sqrt{1-t \sqrt{1-s}} \in [-1, 1]$.

**Definition 1.6.** Let $\gamma \in [-\frac{1}{2}, \infty)$. Then, for each $\tau \in (0, \infty)$, the associated Jacobi heat kernel on $V_0^{d+1}$ is given by

$$
h_\tau(\varphi_\gamma; (x, t), (y, s)) := \sum_{n=0}^{\infty} e^{-\tau n(n+\gamma+d-1)} P_n(\varphi_\gamma; (x, t), (y, s)).
$$

In [13, Definition 4.1] the following distance function on $V_0^{d+1}$ was introduced

$$
dist_{V_0^{d+1}}((x, t), (y, s)) := \arccos\left(\sqrt{\frac{1}{2} (st + \langle x, y \rangle)} + \sqrt{1-t \sqrt{1-s}}\right).
$$

According to this, for the Jacobi heat kernel on $V_0^{d+1}$ we shall show the following result.

**Theorem 1.7.** Let $\gamma \in [-\frac{1}{2}, \infty)$. Then $h_\tau(\varphi_\gamma; (x, t), (y, s))$, the Jacobi heat kernel on $V_0^{d+1}$, is comparable to

$$
\tau^{-\frac{d}{2}} (\sqrt{1-t \sqrt{1-s}} \vee \tau)^{-\gamma-\frac{1}{2}} (\sqrt{st + \langle x, y \rangle \vee \tau})^{-\frac{d+1}{2}} \exp\left(-\frac{1}{\tau} \text{dist}_{V_0^{d+1}}((x, t), (y, s))\right)
$$

for $\tau \in (0, 4]$, and to 1 for $\tau \in [4, \infty)$, uniformly in $(x, t), (y, s) \in V_0^{d+1}$.

1.3. Comments

Several remarks regarding Theorems 1.4 and 1.7 are in order.

(a) The obtained estimates are genuinely sharp. We emphasize that these are ones of the very few instances in which such a high level of precision has been achieved.

(b) As in more classical situations, the presence of the distance functions in the exponents was expected. The other terms capture the specific behavior of the kernels evaluated at points close to the – properly understood for $V_0^{d+1}$ – boundaries of the domains.

(c) Multidimensional cones inherit geometrical properties of both, intervals and Euclidean balls, which is important in the analysis of the associated Jacobi setting. For $d = 1$ the geometry simplifies significantly, as the Euclidean component disappears, hence this case is not treated here. For further information see [12, Section 2.5].

(d) Wider ranges of parameters in the context of the Jacobi setting can be considered, namely, $\mu \in (-\frac{1}{2}, \infty)$ and $\beta, \gamma \in (-1, \infty)$ with $\alpha := \mu + \frac{\beta+d-1}{2}$ for $V_0^{d+1}$ (cf. [12, Section 3.1]), or $\beta \in (-d, \infty)$ and $\gamma \in (-1, \infty)$ for $V_0^{d+1}$ (cf. [12, Section 7.1]). However, we were not able to extend the ranges in Theorems 1.4 and 1.7. The additional parameter $\beta$, corresponding to the factor $t^\beta$ in the weights, is specified to be either 0 or $-1$ because only then the subspaces generated by the Jacobi polynomials of degree $n$ become eigenspaces of the related differential operators, see [12, Remarks 3.1 and 7.1].
We expand the left hand side of the formula from Definition 1.3. Then we obtain

\[ \text{Proof. by Lemma 2.1.} \]

For each \( Z \) functions \( \lambda \) where \( \sum_{n=0}^{\infty} e^{-\tau n} P_n^\lambda(1) P_n^\lambda(w) = \sum_{n=0}^{\infty} e^{-\tau n} Z_n^{\lambda+\frac{1}{2}}(w), \]

where \( \lambda_n := n(n + 2\lambda + 1) \).

The heat kernels from Definitions 1.3 and 1.6 can be described in terms of \( G_t^{\lambda,\lambda} \).

**Lemma 2.1.** For each \( \tau \in (0, \infty) \), the Jacobi heat kernel from Definition 1.3 can be given by

\[ \int_{[-1,1]^3} G_t^{\frac{2\alpha+\gamma+\frac{1}{2}}{4}}(\xi(x, t, y, s; u, v_1, v_2)) \, d\Pi_{\mu-\frac{1}{2}}(u) d\Pi_{\alpha-\frac{1}{2}}(v_1) d\Pi_{\gamma}(v_2). \]

**Proof.** We expand the left hand side of the formula from Definition 1.3. Then we obtain

\[ \sum_{n=0}^{\infty} e^{-\tau n(n+2\mu+\gamma+\beta)} \int_{[-1,1]^3} Z_{2n+\gamma+1}^{2\alpha+\gamma+1}(\xi(x, t, y, s; u, v_1, v_2)) \, d\Pi_{\mu-\frac{1}{2}}(u) d\Pi_{\alpha-\frac{1}{2}}(v_1) d\Pi_{\gamma}(v_2). \]

Observe that \( \tau n(n + 2\mu + \gamma + \beta) = \frac{\tau}{4} 2n(2n + 4\alpha + 2\gamma + 2). \) Using this and the fact that the functions \( Z_{2n+\gamma+1}^{2\alpha+\gamma+1}(\xi(x, t, y, s; u, v_1, v_2)) \) are odd with respect to \( v := (v_1, v_2) \), we arrive at

\[ \sum_{n=0}^{\infty} e^{-\frac{\tau}{4} n(n+4\alpha+2\gamma+2)} \int_{[-1,1]^3} Z_{2n+\gamma+1}^{2\alpha+\gamma+1}(\xi(x, t, y, s; u, v_1, v_2)) \times d\Pi_{\mu-\frac{1}{2}}(u) d\Pi_{\alpha-\frac{1}{2}}(v_1) d\Pi_{\gamma}(v_2). \]

Then Fubini’s theorem gives the claim, since \( n(n + 4\alpha + 2\gamma + 2) = \lambda_n \) if \( \lambda = 2\alpha + \gamma + \frac{1}{2} \).
Lemma 2.2. For each $\tau \in (0, \infty)$, the Jacobi heat kernel from Definition 1.6 can be given by

$$
\int_{[-1,1]^2} G^{\gamma+d-\frac{3}{2}}(\xi(x, t, y, s; v_1, v_2)) \, d\Pi_{d-3}(v_1) d\Pi_{d}(v_2).
$$

Proof. We expand the left hand side of the formula from Definition 1.6. Then we obtain

$$
\sum_{n=0}^{\infty} e^{-t\tau(n+\gamma+d-1)} \int_{[-1,1]^2} \xi^{\gamma+d-1}(\xi(x, t, y, s; v_1, v_2)) \, d\Pi_{d-3}(v_1) d\Pi_{d}(v_2).
$$

Observe that $\tau n(n + \gamma + d - 1) = \frac{\tau}{4} 2n(2n + 2\gamma + 2d - 2)$. Using this and the fact that the functions $\xi^{\gamma+d-1}(\xi(x, t, y, s; v_1, v_2))$ are odd with respect to $v := (v_1, v_2)$, we arrive at

$$
\sum_{n=0}^{\infty} e^{-\frac{\tau}{4} n(n+2\gamma+2d-2)} \int_{[-1,1]^2} \xi^{\gamma+d-1}(\xi(x, t, y, s; v_1, v_2)) \, d\Pi_{d-3}(v_1) d\Pi_{d}(v_2).
$$

Then Fubini’s theorem gives the claim, since $n(n + 2\gamma + 2d - 2) = \lambda_n$ if $\lambda = \gamma + d - \frac{3}{2}$. \qed

The rest of this section is devoted to recalling various estimates obtained in [8] in the context of the Jacobi heat kernel on $\mathbb{B}^d$. The first one is [9, Lemma 2.1] with $\xi = 0$.

Lemma 2.3. Fix $\nu \in [-\frac{1}{2}, \infty)$, $\xi \in \mathbb{R}$, and let $\Phi_{A,B}(w) := \arccos(A + Bw)$. Then

$$
\int_{[0,1]} \exp\{-\frac{1}{D} \Phi_{A,B}^2(w)\} \, d\Pi_{\nu}(w)
\simeq D^{\nu+\frac{1}{2}}(B - \Phi_{A,B}(1))^{-1} + D)^{-\nu-\frac{1}{2}} \exp\{-\frac{1}{D} \Phi_{A,B}^2(1)\}
$$

uniformly in $B \in [0, 1]$, $A \in [-1, 1 - B]$, and $D \in (0, \infty)$ (with $B(\pi - \Phi_{A,B}(1))^{-1} = 0$ if $B = 0$).

The next estimate follows directly from the proof [9, Lemma 2.1] with $\xi = 0$.

Lemma 2.4. Fix $\nu \in [-\frac{1}{2}, \infty)$. Then

$$
\int_{\varphi_1}^{\varphi_0} \exp\{-\frac{1}{D} \psi^2\} (\cos \varphi_1 - \cos \psi)^{\nu-\frac{1}{2}} \sin \psi \, d\psi
\simeq D^{\nu+\frac{1}{2}}(\pi - \varphi_1)^{\nu+\frac{1}{2}} \left(\frac{\varphi_0 - \varphi_1}{\varphi_0 - \varphi_1} + D\right)^{\nu+\frac{1}{2}} \exp\{-\frac{1}{D} \varphi_1^2\}
$$

uniformly in $D \in (0, \infty)$ and $\varphi_0, \varphi_1 \in [0, \pi]$ with $\varphi_1 < \varphi_0$.

Proof. Indeed, according to the notation from the proof of [9, Lemma 2.1] with $\xi = 0$ our expression is comparable to

$$
D^{\nu+\frac{1}{2}}(\pi - \varphi_1)^{\nu-\frac{1}{2}} J \simeq D^{\nu+\frac{1}{2}}(\pi - \varphi_1)^{\nu-\frac{1}{2}} Q
\simeq D^{\nu+\frac{1}{2}}(\pi - \varphi_1)^{\nu+\frac{1}{2}} \left(\frac{\varphi_0 - \varphi_1}{\varphi_0 - \varphi_1} + D\right)^{\nu+\frac{1}{2}} \exp\{-\frac{1}{D} \varphi_1^2\},
$$

as desired. \qed

We have also a result describing the behavior of the function $G_{\frac{3}{2}}^{2,\lambda}$ (cf. [9, (7)]).
Lemma 2.5. Fix $\lambda \in [0, \infty)$. Then

\[ G^{\lambda,\lambda}(1, \cos \psi) \simeq \tau^{-\lambda-1}(\tau + \pi - \psi)^{-\frac{1}{2}} \exp\{-\frac{1}{\tau} \psi^2\} \]

uniformly in $\frac{\pi}{4} \in (0, 1]$ and $\psi \in [0, \pi]$.

Finally, we shall use the following elementary estimate (cf. [9, (11)]).

Lemma 2.6. Fix $\kappa \in \mathbb{R}$. Then

\[ (\tau + \pi - \eta)^\kappa \exp\{-\frac{1}{\tau} \eta^2\} \lesssim (\tau + \pi - \theta)^\kappa \exp\{-\frac{1}{\tau} \theta^2\} \]

uniformly in $\tau \in (0, \infty)$ and $\eta, \theta \in [0, \pi]$ with $\theta \leq \eta$.

3. Proofs of the main results

We are ready to prove Theorems 1.4 and 1.7.

Proof of Theorem 1.4. Fix $(x, t), (y, s) \in \mathbb{V}^{d+1}$ and $\tau \in (0, 4]$. We consider the formula for $h_\tau(W_{u, v}; (x, t), (y, s))$ given in Lemma 2.1. By Lemma 2.5 the integrand is comparable to

\[ \tau^{-2\alpha-\gamma-\frac{3}{2}}(\tau + \pi - \arccos \xi(u, v_1, v_2))^{-2\alpha-\gamma-1} \exp\{-\frac{1}{\tau} \arccos^2 \xi(u, v_1, v_2)\}, \]

where we abbreviate $\xi(x, t, y, s; u, v_1, v_2)$ to $\xi(u, v_1, v_2)$. Next, observe that the region of integration $[-1, 1]^3$ can be replaced by $[0, 1]^3$ without changing the size of the outcome. Indeed, for given $u, v_1, v_2 \in [0, 1]$, among the points $(\pm u, \pm v_1, \pm v_2)$ it is $(+u, +v_1, +v_2)$ where the smallest value of $\arccos \xi(\pm u, \pm v_1, \pm v_2)$ is attained. Hence, the value of the integrand at this point dominates the remaining ones by Lemma 2.6. Also, we have $\xi(+u, +v_1, +v_2) \geq 0$ which gives $\tau + \pi - \arccos \xi(+u, +v_1, +v_2) \simeq 1$. Consequently,

\[ h_\tau(W_{u, v}; (x, t), (y, s)) \simeq \tau^{-2\alpha-\gamma-\frac{3}{2}} \int_{[0,1]^3} \exp\{-\frac{1}{\tau} \arccos^2 \xi(u, v_1, v_2)\} \text{d}I_{\mu-\frac{1}{2}}(u)\text{d}I_{a-\frac{1}{2}}(v_1)\text{d}I_\gamma(v_2). \]

It remains to estimate the integral above. In order to do so, we will repeatedly use Lemma 2.3 or its variant Lemma 2.4. Firstly, we use Lemma 2.3 for the variable $v_2$, taking

\[ \nu = \gamma, \quad A = v_1 \sqrt{\frac{1}{2}(st + \langle x, y \rangle + \sqrt{t^2 - \|x\|^2\sqrt{s^2 - \|y\|^2}u)}, \quad B = \sqrt{1 - t \sqrt{1 - s}}, \quad D = \tau. \]

Since $\pi - \Phi_{A, B}(1) = \pi - \arccos \xi(u, v_1, 1) \simeq 1$, we obtain that the integral is comparable to

\[ \tau^{\nu+\frac{1}{2}} \int_{[0,1]^2} (\sqrt{1 - t \sqrt{1 - s} + \tau})^{-\nu-\frac{1}{2}} \exp\{-\frac{1}{\tau} \arccos^2 \xi(u, v_1, 1)\} \text{d}I_{\mu-\frac{1}{2}}(u)\text{d}I_{a-\frac{1}{2}}(v_1). \]

Now we can extract the factor $\tau^{\nu+\frac{1}{2}}(\sqrt{1 - t \sqrt{1 - s} \lor \tau})^{-\nu-\frac{1}{2}}$ and focus on the remaining part of the formula. We apply Lemma 2.3 again, this time for the variable $v_1$, taking

\[ \nu = \alpha - \frac{1}{2}, \quad A = \sqrt{1 - t \sqrt{1 - s}}, \quad B = \sqrt{\frac{1}{2}(st + \langle x, y \rangle + \sqrt{t^2 - \|x\|^2\sqrt{s^2 - \|y\|^2}u)}, \quad D = \tau. \]
As before, $\pi - \Phi_{A,B}(1) = \pi - \arccos \xi(u,1,1) \simeq 1$ so the resulting expression is
\[
\tau^\alpha \int_{[0,1]} \left( \sqrt{\frac{1}{2} (s \tau + \langle x, y \rangle) + \sqrt{t^2 - \|x\|^2 s^2 - \|y\|^2 u}} + \tau \right)^{-\alpha}
\times \exp\left\{-\frac{1}{\tau} \arccos^2 \xi(u,1,1) \right\} \, d\Pi_{\mu_{-\frac{1}{2}}}(u).
\]
We now claim that
\[
st + \langle x, y \rangle \geq \sqrt{t^2 - \|x\|^2 s^2 - \|y\|^2}.
\]
Indeed, by the Cauchy–Schwarz inequality we have
\[
st + \langle x, y \rangle \geq st - \|x\|\|y\| \geq 0,
\]
while the remaining numerical inequality
\[
(st - \|x\|\|y\|)^2 \geq (t^2 - \|x\|^2)(s^2 - \|y\|^2)
\]
is easy to check. Thanks to that
\[
\sqrt{\frac{1}{2} (s \tau + \langle x, y \rangle) + \sqrt{t^2 - \|x\|^2 s^2 - \|y\|^2 u}} \simeq \sqrt{st + \langle x, y \rangle}
\]
and we are left with the expression
\[
\tau^\alpha (\sqrt{st + \langle x, y \rangle} \vee \tau)^{-\alpha} \int_{[0,1]} \exp\left\{-\frac{1}{\tau} \arccos^2 \xi(u,1,1) \right\} \, d\Pi_{\mu_{-\frac{1}{2}}}(u).
\]
Again, it suffices to focus on the integral above. This time we use Lemma 2.4. Set
\[
A = \frac{1}{2} (st + \langle x, y \rangle), \quad B = \frac{1}{2} \sqrt{t^2 - \|x\|^2 s^2 - \|y\|^2}, \quad D = \tau, \quad E = \sqrt{1 - t^2} \sqrt{1 - s},
\]
and note that $0 \leq B \leq A$, $0 \leq E$, $\sqrt{A+B} + E \leq 1$. Assume that $\mu, B > 0$. Since
\[
1 - u^2 = (1-u)(1+u) \simeq 1 - u \text{ for } u \in [0,1],
\]
our task comes down to estimating the integral
\[
\int_{[0,1]} \exp\left\{-\frac{1}{D} \arccos^2 (\sqrt{A+B}u + E) \right\} (1-u)^{\mu-1} \, du.
\]
Observe that substituting $\sqrt{A+B}u + E = \cos \psi$ we obtain $u = \frac{1}{B}((\cos \psi - E)^2 - A)$ and
\[
du = \frac{2}{B}(\cos \psi - E)(- \sin \psi) \, d\psi.
\]
Consequently, the integral can be written as
\[
\int_{\varphi_0}^{\varphi_1} \exp\left\{-\frac{1}{D} \psi^2 \right\} \left(1 - \frac{1}{B} ((\cos \psi - E)^2 - A) \right)^{\mu-1} \frac{2}{B}(\cos \psi - E)(- \sin \psi) \, d\psi,
\]
where $\varphi_0, \varphi_1 \in [0, \frac{\pi}{2}]$ are such that $\cos \varphi_0 = \sqrt{A} + E$ and $\cos \varphi_1 = \sqrt{A+B} + E$. Note that
\[
1 - \frac{1}{B} ((\cos \psi - E)^2 - A) = \frac{1}{B} (A + B - (\cos \psi - E)^2) = \frac{1}{B} ((\cos \varphi_1 - E)^2 - (\cos \psi - E)^2)
\]
and one can rewrite the last expression as
\[
\frac{1}{B} ((\cos \varphi_1 - E) + (\cos \psi - E)) (\cos \varphi_1 - \cos \psi).
\]
Since $(\cos \varphi_1 - E) + (\cos \psi - E) \simeq \cos \varphi_1 - E = \sqrt{A}$, the considerations above lead to
\[
\left(\frac{\sqrt{A}}{B}\right)^{\mu} \int_{\varphi_0}^{\varphi_1} \exp\left\{-\frac{1}{D} \psi^2 \right\} (\cos \varphi_1 - \cos \psi)^{\mu-1} \sin \psi \, d\psi.
\]
Taking \( \nu = \mu - \frac{1}{2} \) in Lemma 2.4, we see that this quantity is comparable to
\[
\left( \frac{\sqrt{A}}{B} \right)^\mu D^\mu(\pi - \varphi_1)^\mu \left( \frac{(\varphi_0 - \varphi_1)\varphi_0}{(\varphi_0 - \varphi_1)\varphi_0 + D} \right)^\mu \exp\left\{ -\frac{1}{B} \arccos^2 \right\}.
\]
Since \( \pi - \varphi_1 \simeq 1 \) and \( (\varphi_0 - \varphi_1)\varphi_0 \simeq \cos \varphi_1 - \cos \varphi_0 = \sqrt{A + B} - \sqrt{A} \simeq \frac{B}{\sqrt{A}} \), this turns into
\[
D^\mu\left( \frac{B}{\sqrt{A}} + D \right)^{-\mu} \exp\left\{ -\frac{1}{B} \arccos^2(\sqrt{A + B} + E) \right\}.
\]
One can easily check that if \( \mu = 0 \) or \( B = 0 \), then we end up with the same expression. Finally, combining all the previous estimates, we conclude that the heat kernel is of the size
\[
\tau^{-\alpha - 1}(\tau + \pi - \arccos \xi(v_1, v_2))^{\gamma - 1} \left( \int_{[0,1]^2} \exp\left\{ -\frac{1}{\tau} \arccos^2 \xi(v_1, v_2) \right\} \right),
\]
where we abbreviate \( \xi(x, t, y, s; v_1, v_2) \) to \( \xi(v_1, v_2) \). As before, thanks to Lemma 2.6 the region of integration \([0,1]^2\) can be replaced by \([0,1]^2\). Also, if \( v_1, v_2 \in [0, 1] \), then \( \xi(v_1, v_2) \simeq 1 \) which gives \( \tau + \pi - \arccos \xi(v_1, v_2) \simeq 1 \). Consequently,
\[
h_\tau(\varphi_\nu; (x, t), (y, s)) \simeq \tau^{-\gamma - d + \frac{1}{2}} \int_{[0,1]^2} \exp\left\{ -\frac{1}{\tau} \arccos^2 \xi(v_1, v_2) \right\} \frac{d\nu}{\tau},
\]
To estimate the integral above, we use Lemma 2.3 for the variable \( v_2 \), taking
\[
\nu = \gamma, \quad A = v_1\sqrt{\frac{1}{2}(st + (x, y))}, \quad B = \sqrt{1 - i\sqrt{1 - s}}, \quad D = \tau.
\]
Since \( \pi - \Phi_{A,B}(1) = \pi - \arccos \xi(v_1, 1) \simeq 1 \), we obtain that the integral is comparable to
\[
\tau^{\nu + \frac{1}{2}} \int_{[0,1]^2} \exp\left\{ -\frac{1}{\tau} \arccos^2 \xi(v_1, 1) \right\} \frac{d\nu}{\tau},
\]
We can extract the factor \( \tau^{\nu + \frac{1}{2}}(\sqrt{1 - i\sqrt{1 - s}} \tau)^{\nu - \frac{1}{2}} \) and focus on the remaining part of the formula. We apply Lemma 2.3 again, this time for the variable \( v_1 \), taking
\[

\nu = \frac{d - 3}{2}, \quad A = \sqrt{1 - i\sqrt{1 - s}}, \quad B = \sqrt{\frac{1}{2}(st + (x, y))}, \quad D = \tau.
\]
As before, \( \pi - \Phi_{A,B}(1) = \pi - \arccos \xi(1, 1) \simeq 1 \) so the resulting expression is
\[
\tau^{\frac{d - 3}{2}} \left( \sqrt{\frac{1}{2}(st + (x, y))} + \tau \right)^{-\frac{d - 3}{2}} \exp\left\{ -\frac{1}{\tau} \arccos^2 \xi(1, 1) \right\}.
\]
Combining all the previous estimates completes the proof. \( \square \)
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