A GENERAL AND UNIFIED METHOD TO PROVE THE EXISTENCE OF NORMALIZED SOLUTIONS AND SOME APPLICATIONS
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Abstract. We give an abstract framework to prove the existence of normalized solutions for a large class of PDEs. We will then exhibit some applications, where we show the existence of normalized solutions for scalar field equations involving local and non-local operators. Our approach is applicable to more operators and domains provided that some conditions are satisfied. Our method also has the considerable advantage that the sub-critical case and the super-critical case are not studied separately. Moreover, our self-contained approach offers a general framework to show the existence, non-existence and multiplicity of the normalized solutions. Furthermore, we prove new results about the non-degeneracy and uniqueness of the positive ground state solution in a general setting. Our findings are applicable for fractional nonlinear Schrödinger equations with non-autonomous nonlinearities. In particular, we were able to extend the main results of [13, 14] to general non-autonomous and mixed nonlinearities. This does not seem possible by using the approach developed by the authors of the above breakthrough papers. The orbital stability/instability of the standing waves will be addressed thanks to the non-degeneracy.

1. Introduction

Since the breakthrough paper of Lions in 1985, [33], on the existence of normalized solutions in the sub-critical case using the concentration-compactness method, and the one of Cazenave and Lions in 1986 on the orbital stability of standing waves, [6], there were no additional contributions in these two directions involving a heuristic or general methods until quite recently. In 2017, Bellazzini, Boussaid, Jeanjean, and Visciglia developed a general approach to show the existence of normalized solutions in the super-critical case, [1]. Many mathematicians borrowed their idea to address the existence of the normalized solutions and to study the orbital stability of standing waves in the super-critical case.

The main goal of this work is to provide a unified and very general method that applies to the sub-critical, critical or super-critical cases, bounded,
exterior or entire space, Laplacian, fractional Laplacian, \( p \)-Laplacian, \( p \)-fractional Laplacian, for autonomous or non-autonomous nonlinearities and with or without the presence of a potential. We will exhibit some concrete examples of the latter and discuss all the details. Our abstract framework applies to many other situations and our method is quite flexible as the reader will notice it. In what follows, we will describe our approach:

Assume that \( W \) is a Banach space with the norm \( \| \cdot \| \). \( \Phi_\lambda \in C^2(W, \mathbb{R}) \) is a Fréchet-differentiable functional with derivative \( D_u \Phi_\lambda : W \to W^* \), where \( W^* \) is the dual space of \( W \) and \( \lambda \in \mathbb{R} \). Consider a particular form of \( \Phi_\lambda \), (so that (1.1) has an underlying variational structure):

\[
(1.1) \quad D_uS(u) + D_uG(u) - D_uF(u) - \lambda D_uQ(u) = 0, \quad \text{i.e.} \ u \in W, 
\]

where \( \Phi_\lambda = S(u) + G(u) - F(u) - \lambda Q(u) \), \( S(u) \) and \( Q(u) \) are positive for any \( u \in W \setminus \{0\} \), \( G(u) \) is nonnegative for any \( u \in W \setminus \{0\} \). Assume \( D_u \Phi_\lambda(0) = 0 \), (0 is always a trivial solution of (1.1) for any \( \lambda \)). In this paper, we are interested in the nontrivial solutions. In previous contributions, there are two different approaches to study the existence of solutions of equation (1.1) using variational methods: When \( \lambda \) is prescribed, we study \( \Phi_\lambda \) directly and find its critical points \( u_\lambda \). However, we don’t have information about \( Q(u_\lambda) \). When \( \rho > 0 \) is prescribed, we study \( I(u) = S(u) + G(u) - F(u) \) under the constraint \( Q(u) = \rho \) and get critical points \( u_\rho \) of \( I_{\{Q(u)=\rho\}} \). Then \( (\lambda_\rho, u_\rho) \) is a solution of (1.1), where \( \lambda_\rho \) is determined as a Lagrange multiplier and unknown, \( u_\rho \) is a normalized solution that satisfies the normalized condition \( Q(u_\rho) = \rho \). Normalized solutions are the most important ones because they are known to be the most stable. The latter makes them very attractive especially that they also usually have nice symmetry properties. In this paper, we give an abstract framework in which \( \Phi_\lambda \) is studied directly and the information of \( Q(u) \) is prescribed.

Our method is self-contained and novel. It provides a unified and general framework to prove the existence of normalized solutions. To the best of our knowledge, all previous works had completely different approaches for the sub-critical and the super-critical cases. Moreover, our method applies to equations on the entire space, bounded domains, and exterior domains provided that some assumptions are satisfied. Our unified approach is also novel in this sense. Surprisingly, there are few papers studying the existence of normalized solutions on bounded domains. As far as we know, the result in Section 7 is the first result establishing the existence of normalized solutions for \( p \)-Laplacian equations on bounded domains. Moreover, the literature is silent regarding the existence of normalized solutions on exterior domains. To the best of our knowledge, the first result in this direction has been proven using the method we developed in this paper (see 52, 53). Additionally, we will also address the orbital stability of standing waves by exploring non-degeneracy results that we also needed to achieve other purposes - namely the uniqueness of ground state solutions.
Our abstract framework contains three parts. They are all independent and complementary. First, let us introduce the abstract framework 2. For \( \lambda \in (a, b) \), we assume that \( N_\lambda (\subset W) \) is a natural constraint, which means that any critical point of \( \Phi_\lambda \) restricted to \( N_\lambda \) is a critical point of \( \Phi_\lambda \) in \( W \), and \( h(\lambda) = \inf_{u \in N_\lambda} \Phi_\lambda(u) \) can be achieved by \( u_\lambda \), which is called a ground state solution. Set

\[
\mathcal{K}_\lambda := \{ u \in N_\lambda : D_u \Phi_\lambda(u) = 0, \Phi_\lambda(u) = h(\lambda) \}.
\]

If \( \Phi_{\lambda|N_\lambda} \) satisfies \((PS)_{h(\lambda)}\) condition (i.e. any sequence \( \{u_n\}_{n=1}^{\infty} \subset N_\lambda \) such that \( \Phi_\lambda(u_n) \to h(\lambda) \) and \( D_u \Phi_\lambda(u_n) \to 0 \) has a convergent subsequence in \( N_\lambda \), then \( \mathcal{K}_\lambda \) is compact and for \( \lambda \in (a, b) \), we can define

\[
d(\lambda) := \inf_{u \in \mathcal{K}_\lambda} Q(u) = \min_{u \in \mathcal{K}_\lambda} Q(u),
\]

\[
\hat{d}(\lambda) := \sup_{u \in \mathcal{K}_\lambda} Q(u) = \max_{u \in \mathcal{K}_\lambda} Q(u).
\]

When \( d \equiv \hat{d} \) in \((a, b)\), we can prove that \( d(\lambda) \) is continuous. This property will play a crucial role in our discussion. The behavior of \( d(\lambda) \) is studied when \( \lambda \to a \) and \( \lambda \to b \) later. Then for any \( \rho \in \inf_{\lambda \in (a, b)} d(\lambda), \sup_{\lambda \in (a, b)} d(\lambda) \), there exists \( u_\lambda \in \mathcal{K}_\lambda \) such that \( Q(u_\lambda) = \rho \) and \( D_u \Phi_\lambda(u_\lambda) = 0 \).

**Remark 1.1.** Usually, the Nehari manifold can be chosen as the natural constraint. Define

\[
N_\lambda := \{ u \in W \setminus \{0\} : D_u \Phi_\lambda(u)(u) = 0 \}.
\]

Then any solution of \((1.1)\) belongs to \( N_\lambda \). Suppose that \( \Phi_\lambda(u_\lambda) = \inf_{u \in U} \Phi_\lambda(u) \) and \( \Phi_\lambda \in C^2(U, \mathbb{R}) \) where \( U \) is some neighbourhood of \( u_\lambda \) in \( W \). Then by the Lagrange multiplier rule, one has

\[
D_u \Phi_\lambda(u_\lambda) = \mu(D_u \Phi_\lambda(u_\lambda) + D_{uu} \Phi_\lambda(u_\lambda)(u_\lambda, \cdot))
\]

for some \( \mu \). Plugging into this equality \( u_\lambda \), we obtain

\[
\mu D_{uu} \Phi_\lambda(u_\lambda)(u_\lambda, u_\lambda) = 0.
\]

Hence, if

\[
D_{uu} \Phi_\lambda(u_\lambda)(u_\lambda, u_\lambda) \neq 0,
\]

then \( \mu = 0 \) and therefore \( D_u \Phi_\lambda(u_\lambda) = 0 \). The Nehari manifold method was introduced in \([39, 40], [26, 61, 65]\) and the references therein provide more details.

A key ingredient of the framework 2 is to show that the quantity \( d(\lambda) = \hat{d}(\lambda) \), which holds true if \( d \) is a continuous function. In some cases, this is ensured by the uniqueness of the ground state solution (see Section 5.1, Section 7). In Section 7.3, we provide some examples in which this uniqueness is known. In other cases, we can show the continuity of \( d(\lambda) \) and consequently establish the existence of normalized solutions even if we do not know that the positive ground state is unique (see Section 5.5). The \( \text{fNLS} \) with a Hardy potential falls into this category. For such case, we will only provide examples for NLS that can be straightforwardly extended to other PDEs (fNLS, for example).
In the abstract framework 3, \(a = -\infty, b = 0\), and we are mainly concerned with the situations when \(\lambda \to -\infty\) and \(\lambda \to 0^+\). Under some abstract settings, we can prove the local uniqueness of the ground state solution when \(\lambda \to -\infty\) or \(\lambda \to 0^+\) and obtain the existence of normalized solutions. Some scaling methods are used and we assume that the limit equation has a unique, non-degenerate ground state solution. We will give an application to mixed nonlinearities, this kind of nonlinearity has gained a lot of interest in the last years (see e.g. [49, 50, 55, 66]), and we cover the most attractive cases, i.e., cubic-quintic (see Section 6). Moreover, we will show how our approach applies to mixed fractional Laplacians (see Section 8). This type of equations arises in various fields ranging from biophysics to population dynamics and has very recently received an increasing interest. Non-autonomous mixed nonlinearities will be considered.

In the abstract framework 2, we assume the uniqueness of the ground state solution. Note that the abstract framework 3 does not provide any information when the \(\lambda\) is away from \(-\infty\) and 0. The abstract framework 1 will complete the picture. More precisely, it will establish a \(C^1\) global branch parameterized by \(\lambda\) under a non-degeneracy assumption. Furthermore, once we show that the ground state is unique when \(\lambda \to -\infty\), we can prove the uniqueness of the global branch. This provides a framework to prove the uniqueness of all ground states. We will exhibit concrete examples showing that our abstract framework plays an important role for non-local operators. Regarding for scalar field equations involving a fractional Laplacian, it is more difficult to show the uniqueness since \((-\Delta)^s\) is a nonlocal operator. When the nonlinearity is pure power \(|u|^{q-2}u\), \([13, 14]\) showed the uniqueness of positive ground state, leaving the problem open for general nonlinearities. To the best of our knowledge, the problem is still open when the nonlinearity is non-autonomous. We will provide a class of non-autonomous nonlinearities for which the positive ground state solution is unique and provide two different methods to prove it, one is based on our abstract framework and one is inspired with some ideas developed in \([13]\). Furthermore, our general method also applies to the fractional nonlinear Schrödinger equations (fNLS) with a potential (see Section 5.4). To solve the uniqueness problem, we first show the non-degeneracy. As far as we know, these non-degeneracy (see Lemmas 5.12, 5.23) and uniqueness (see Theorems 5.15, 5.24) results are completely new, even in the case of the Laplacian. They present interest by themselves.

The rest of this paper is organized as follows. We present our general method and our main results in Sections 2 - 4. We then discuss some applications for scalar field equations involving a fractional Laplacian with non-autonomous nonlinearities in Section 5. A fractional Laplacian with mixed nonlinearities is considered in Section 6. p-laplacian in Section 7, and mixed fractional Laplacians in Section 8.
2. Abstract Framework 1

In this section, we give the first part of our abstract framework to establish a $C^1$ global branch parameterized by $\lambda \in (a, b)$ under a non-degeneracy assumption. Readers will see that $a = -\infty$ under our setting in this section. Furthermore, once we show that the ground state is unique when $\lambda \to -\infty$, we can prove the uniqueness of the global branch. The existence of a $C^1$ global branch is enough to obtain the normalized solutions. Nevertheless, the uniqueness of ground state has its own meaning and importance in various fields. Hence, this abstract framework 1 can also be viewed as a framework to prove the uniqueness of ground states. In particular, it is worth noting that the ODE techniques (which are essential to show the uniqueness in many cases) are not applicable in some important situations, such as non-local operators. We will exhibit concrete examples showing that our abstract framework plays an important role in these settings.

Throughout this section, we assume

$(H_1)$ $W$ is a Hilbert space, $D_aQ(u) = u$, the linear operator $D_aS + D_aG$ is self-adjoint and bounded below on a Hilbert space $E$ with operator domain $\hat{W}$ and form domain $W$.

Then $S(u) = \frac{1}{2} \langle D_aS(u), u \rangle, G(u) = \frac{1}{2} \langle D_aG(u), u \rangle, Q(u) = \frac{1}{2} \langle u, u \rangle$. Moreover, if $\lambda < \lambda_1 := \inf \sigma(D_aS + D_aG)$ where $\sigma(D_aS + D_aG)$ denotes the spectrum of $D_aS + D_aG : \hat{W} \to E$, then

$$\|u\|_\lambda = \sqrt{\langle D_aS(u) + D_aG(u) - \lambda u, u \rangle}$$

is equivalent to the norm of $W$.

Let $G$ be a topological group, and assume that the action of $G$ on $E$ is isometric. Define

$$E_G = \{u \in E : gu = u, \forall g \in G\}, \hat{W}_G = \hat{W} \cap E_G, W_G = W \cap E_G.$$ 

We assume the following:

$(H_2)$ $\Phi_\lambda(gu) = \Phi_\lambda(u), \forall g \in G$.

$(H_3)$ $\Phi_\lambda|_{W_G}$ satisfies (PS) condition in $W_G$ for all $\lambda < \lambda_1$.

$(H_4)$ $D_{uu}F(0) = 0$, $\langle D_{uu}F(u)v, w \rangle = \langle v, D_{uu}F(u)w \rangle$. And there exists some $p > 2$ such that

$$(2.2) \quad \langle D_{uu}F(u)u, u \rangle \geq (p - 1) \langle D_uF(u), u \rangle > 0, \forall u \in W \setminus \{0\}.$$ 

By the principle of symmetric criticality (see [65, Theorem 1.28]), $(H_2)$ ensures that any critical point of $\Phi_\lambda$ restricted to $\hat{W}_G$ is a critical point of $\Phi_\lambda$. To show the existence of solutions, we define

$$N_{G,\lambda} = \{u \in W_G \setminus \{0\} : \langle D_aS(u) + D_aG(u) - \lambda u, u \rangle = \langle D_aF(u), u \rangle \}.$$ 

**Definition 2.1.** Set $h_G(\lambda) = \inf_{u \in N_{G,\lambda}} \Phi_\lambda(u)$. We say that $u \in W_G \setminus \{0\}$ is a $G$-ground state solution if $u$ solves (1.1) and achieves $h_G(\lambda)$.

If $N_{G,\lambda}$ is a $C^1$ manifold with codimension 1 in $W_G$, $h_G(\lambda)$ is well-defined and $h_G(\lambda) \neq 0$ for all $\lambda < \lambda_1$, by $(H_3)$, standard arguments yield the
existence of a $G$-ground state solution with $G$-Morse index 1 (the definition will be given by (2.3)). Then, we establish a $C^1$ global branch in $\hat{W}_G$ under the following assumptions:

$(H_5)$ If $\Phi'_\lambda(u_\lambda) = 0$ and $\mu_G(u_\lambda) = 1$, then $\ker D_{uu_\lambda}\Phi_\lambda(u_\lambda)|_{E_G} = \{0\}$, where $\mu_G(u_\lambda)$, the $G$-Morse index of $u_\lambda$, is defined as

$$\mu_G(u_\lambda) := \# \{ e < 0 : e \text{ is an eigenvalue of } D_{uu_\lambda}\Phi_\lambda(u_\lambda)|_{E_G} \}.$$ (2.3)

$(H_6)$ If $u \in W$ solves (1.1). Then $u_\lambda \in \hat{W}.$

$(H_7)$ $D_u F(u) \in E, \forall u \in W$, and $D_{uu_\lambda} F(u)$ maps $\hat{W}$ to $E$ for all $u \in \hat{W}.$

Our main result in this section reads as follows:

**Theorem 2.2.** Assume that $(H_1)$ - $(H_7)$ hold, and that $N_{G,\lambda}$ is a $C^1$ manifold with codimension 1 in $W_G$, $h_G(\lambda)$ is well-defined and $h_G(\lambda) \neq 0$ for all $\lambda < \lambda_1$. Then there exists

$$\lambda \mapsto u_\lambda \in C^1((-\infty, \lambda_1), W_G \setminus \{0\}),$$

such that $u_\lambda$ solves (1.1), and $\mu_G(u_\lambda) = 1$.

For the readers’ convenience, the proof of our main result will be divided into three lemmas.

**Lemma 2.3.** Assume that $(H_1)$ and $(H_4)$ hold. If

$$\lambda \mapsto u_\lambda \in C^1((\lambda^*, \lambda_1), W \setminus \{0\})$$

for some $\lambda^* < \lambda_1$ where $u_\lambda$ solves (1.1). Then $u_\lambda$ is uniformly bounded with respect to $\lambda \in (\lambda^*, \lambda_1]$.

**Proof.** Since $u_\lambda$ solves (1.1), we obtain

$$\langle D_u S(u_\lambda) + D_u G(u_\lambda) - \lambda u_\lambda, u_\lambda \rangle = \langle D_u F(u_\lambda), u_\lambda \rangle.$$ (2.4)

Hence, we have

$$\langle \lambda_1 - \lambda, u_\lambda, u_\lambda \rangle \leq \langle D_u F(u_\lambda), u_\lambda \rangle.$$ (2.5)

Differentiating $D_u S(u_\lambda) + D_u G(u_\lambda) = \lambda u_\lambda + D_u F(u_\lambda)$ with respect to $\lambda$, we get

$$D_u S(\partial_\lambda u_\lambda) + D_u G(\partial_\lambda u_\lambda) = u_\lambda + \lambda \partial_\lambda u_\lambda + D_{uu_\lambda} F(u_\lambda) \partial_\lambda u_\lambda,$$

i.e.

$$D_{uu_\lambda} \Phi(u_\lambda) \partial_\lambda u_\lambda = u_\lambda.$$ (2.6)

Set

$$g(\lambda) = \langle D_u F(u_\lambda), u_\lambda \rangle - 2F(u_\lambda).$$

Note that

$$D_{uu_\lambda} \Phi(u_\lambda) u_\lambda = D_u F(u_\lambda) - D_{uu_\lambda} F(u_\lambda) u_\lambda.$$ (2.7)
Then
\[
g'(\lambda) = \langle D_{uu}F(u_\lambda)\partial_\lambda u_\lambda, u_\lambda \rangle - \langle D_uF(u_\lambda), \partial_\lambda u_\lambda \rangle
\]
\[
= \langle D_{uu}F(u_\lambda)^{-1}(D_{uu}F(u_\lambda)u_\lambda - D_uF(u_\lambda)), u_\lambda \rangle
\]
\[
= -\langle u_\lambda, u_\lambda \rangle
\]
\[
\geq -\frac{1}{\lambda_1 - \lambda} \langle D_uF(u_\lambda), u_\lambda \rangle
\]
(2.9)
\[
\geq -\frac{p}{p - 2}\frac{1}{\lambda_1 - \lambda} g(\lambda).
\]
Let
\[
\tilde{g}(\lambda) = (\lambda_1 - \lambda)^{-\frac{p}{p-2}} g(\lambda), \lambda \in (\lambda^*, \lambda_*].
\]
Then
\[
\tilde{g}'(\lambda) \geq 0,
\]
yielding that \(\tilde{g}(\lambda) \leq \tilde{g}(\lambda_*)\) for any \(\lambda \in (\lambda^*, \lambda_*]\) and hence
\[
g(\lambda) \leq (\frac{\lambda_1 - \lambda^*}{\lambda_1 - \lambda_*})^{\frac{p}{p-2}} g(\lambda_*).
\]
By \(^{2.4}\) and \(\text{(H1)}\), \(g(\lambda) \sim \|u_\lambda\|_\lambda \sim \|u_\lambda\|\). Thus \(u_\lambda\) is uniformly bounded with respect to \(\lambda \in (\lambda^*, \lambda_*]\). \(\square\)

**Lemma 2.4.** Assume that \((H1) - (H4)\) hold and that
\[
\lambda \mapsto u_\lambda \in C^1((\lambda^*, \lambda_*], W_G \setminus \{0\})
\]
for some \(\lambda^* < \lambda_* < \lambda_1\) where \(u_\lambda\) is a solution of \((1.1)\). Let \(\{\lambda_n\} \subset (\lambda^*, \lambda_*\) be a sequence such that \(\lambda_n \to \lambda^*\), and \(\mu_G(u_{\lambda_n}) = 1\). Then, after possibly passing to a subsequence, we have \(u_{\lambda_n} \to u_{\lambda^*}\) in \(W \setminus \{0\}\) where \(\mu_G(u_{\lambda^*}) = 1\) and \(u_{\lambda^*}\) satisfies
(2.10)
\[
D_u\Phi_{\lambda^*}(u_{\lambda^*}) = 0.
\]

**Proof.** From Lemma \(^{2.3}\) we obtain the boundedness of \(u_{\lambda_n}\) in \(W\) and the boundedness of \(\langle u_{\lambda_n}, u_{\lambda_n} \rangle\). Then we have that \(\Phi_{\lambda^*}(u_{\lambda_n}) = \Phi_{\lambda^*}(u_{\lambda_n}) + \frac{1}{2}(\lambda_n - \lambda^*) \langle u_{\lambda_n}, u_{\lambda_n} \rangle\) is bounded and
\[
D_u\Phi_{\lambda^*}(u_{\lambda_n}) = D_u\Phi_{\lambda^*}(u_{\lambda_n}) + (\lambda_n - \lambda^*)u_{\lambda_n} \to 0.
\]
Since \(\Phi_{\lambda^*}\) satisfies (PS) condition in \(W_G\), up to a subsequence, there exists \(u_{\lambda^*} \in W_G\) such that \(u_{\lambda_n} \to u_{\lambda^*}\) in \(W\) and \(u_{\lambda^*}\) satisfies \(^\text{(2.10)}\).

We claim that \(u_{\lambda^*} \neq 0\). If it is not the case, \(D_{uu}\Phi_{\lambda^*}(0) = D_uS + D_uG - \lambda^*\) is invertible. Since 0 is always a solution of \(^\text{(1.1)}\) for any \(\lambda\), the implicit function theorem yields that \(u_{\lambda_n}\) must be 0 for \(n\) large enough, contradicting the fact that \(u_{\lambda_n} \neq 0\).

Finally, we show that \(\mu_G(u_{\lambda^*}) = 1\). On the one hand, \(\mu_G(u_{\lambda^*}) \geq 1\) since
\[
\langle D_{uu}\Phi_{\lambda^*}(u_{\lambda^*})u_{\lambda^*}, u_{\lambda^*} \rangle = \langle D_uF(u_{\lambda^*}) - D_{uu}F(u_{\lambda^*})u_{\lambda^*}, u_{\lambda^*} \rangle < 0.
\]
One the other hand, since the Morse index is lower semi-continuous with respect to the norm-resolvent topology, we conclude that

\[ \mu_G(u_{\lambda^*}) \leq \liminf_{n \to +\infty} \mu_G(u_{\lambda_n}) = 1, \]

which completes the proof.

\[ \square \]

**Lemma 2.5.** Assume that \((H_1) - (H_7)\) hold, and that for some \(\lambda_* < \lambda_1\), there exists \(u_{\lambda_*} \in W_G \setminus \{0\}\) such that \(u_{\lambda_*}\) solves \((1.1)\), and \(\mu_G(u_{\lambda_*}) = 1\). Then there exists

\[ \lambda \mapsto u_{\lambda} \in C^1((\infty, \lambda_*], W_G \setminus \{0\}), \]

such that \(u_{\lambda}\) solves \((1.1)\), and \(\mu_G(u_{\lambda}) = 1\).

**Proof.** We use an implicit function argument for the map

\[ \Psi : \widehat{W}_G \times (\infty, \lambda_1) \to \widehat{W}_G, \Psi(u, \lambda) = u - (D_uS + D_uG - \lambda)^{-1}D_uF(u). \]

It is not difficult to see that \(\Psi\) is a well-defined map of class \(C^1\). By \((H_6)\), \(u \in W_G\) solves \((1.1)\) if and only if \(\Psi(u, \lambda) = 0\). \(u_{\lambda_*}\) solves \((1.1)\), thus \(\Psi(u_{\lambda_*}, \lambda_*) = 0\). Next, we consider the Fréchet derivative

\[ (2.11) \quad \Psi_u(u_{\lambda_*}, \lambda_*) = 1 - K, K = (D_uS + D_uG - \lambda_*)^{-1}D_uF(u_{\lambda_*}). \]

By \((H_7)\), \(D_uF(u_{\lambda_*})\) maps \(\widehat{W}_G\) to \(E_G\). Hence, \(K\) maps \(\widehat{W}_G\) to \(\widehat{W}_G\). If \(v - Kv = 0\) for some \(v \in \widehat{W}_G\), then \(D_u\Phi_\lambda (u_{\lambda_*})v = 0\). By \((H_5)\),

\[ \ker D_u\Phi_\lambda (u_{\lambda_*})|_{E_G} = 0. \]

Thus we deduce that \(v = 0\) and thus \(1 - K : \widehat{W}_G \to \widehat{W}_G\) is injective. By standard arguments, the operator \(D_u\Phi_\lambda (u_{\lambda_*})\) has a bounded inverse on \(E_G\) since \(D_u\Phi_\lambda (u_{\lambda_*})\) has trivial kernel on \(E_G\). Then for any \(w \in \widehat{W}_G\),

\[ D_u\Phi_\lambda (u_{\lambda_*})^{-1}(D_uS + D_uG - \lambda_* - 1)w \in \widehat{W}_G. \]

Therefore,

\[ (2.12) \quad (1 - K)D_u\Phi_\lambda (u_{\lambda_*})^{-1}Bw = B^{-1}D_u\Phi_\lambda (u_{\lambda_*})D_u\Phi_\lambda (u_{\lambda_*})^{-1}Bw = w, \]

where \(B = D_uS + D_uG - \lambda_*\), showing that \(1 - K : \widehat{W}_G \to \widehat{W}_G\) is surjective. Using the implicit function theorem for \(\Psi(u, \lambda)\) at \((u_{\lambda_*}, \lambda_*)\), we deduce that for some \(\delta > 0\), there exists a map \(u(\lambda) \in C^1((\lambda_* - \delta, \lambda_*], W_G \setminus \{0\})\) such that the following holds true:

(i) \(u(\lambda)\) solves \(\Psi(u, \lambda) = 0\) for all \(\lambda \in (\lambda_* - \delta, \lambda_*]\);

(ii) there exists \(\epsilon > 0\) such that \(u(\lambda)\) is the unique solution of \(\Psi(u, \lambda) = 0\) for \(\lambda \in (\lambda_* - \delta, \lambda_*]\) in the neighborhood \(\{u \in \widehat{W}_G:\|u - u(\lambda_*)\|_{\widehat{W}} < \epsilon\}\); in particular, we have that \(u(\lambda_*) = u_{\lambda_*}\) holds.

Note that \(D_u\Phi_\lambda (u_{\lambda}) \to D_u\Phi_\lambda (u_{\lambda_*})\) in the norm-resolvent sense as \(\lambda \to \lambda_*\). Then, along the line of the proof of Lemma \([A.6](iii)\) below, we can deduce that \(\mu_G(u(\lambda)) = 1\).
We claim that this branch $u(\lambda)$ can be extend to $-\infty$. Otherwise, if this branch $u(\lambda)$ can only be extend to $\lambda^*$, where $\mu_G(u(\lambda)) = 1$ for $\lambda \in (\lambda^*, \lambda_1]$.

By Lemma 2.4, there exists $u_{\lambda^*} \in W_G \setminus \{0\}$ such that $\mu_G(u_{\lambda^*}) = 1$ and $u_{\lambda^*}$ satisfies (2.10). By $(H_5)$, $D_{uu}\Phi_{\lambda^*}(u_{\lambda^*})|_E = \{0\}$. Then similar implicit function arguments yields that this branch $u(\lambda)$ can be extend to $\lambda^* - \delta < \lambda^*$, in a contradiction with the minimality of $\lambda^*$. Thus we complete the proof.

**Completion of the Proof for Theorem 2.2.** Note that $N_{G, \lambda}$ is a $C^1$ manifold with codimension 1 in $W_G$, $h_G(\lambda)$ is well-defined and $h_G(\lambda) \neq 0$ for all $\lambda \neq \lambda_1$. Then there exists a (PS) sequence $\{u_n\} \subset W_G$ at level $h_G(\lambda)$. By $(H_3)$, there exists $u_\lambda \in W_G$ such that $u_n \to u_\lambda$ in $W$. Hence, $\Phi'_{\lambda}(u_\lambda) = 0$ and $\Phi(\lambda) = h_G(\lambda)$, showing the existence of a nontrivial $G$-ground state solution. Next we prove that $\mu_G(u_\lambda) = 1$. On the one hand, from

\[(2.13) \quad \langle D_{uu} \Phi_{\lambda}(u_\lambda), u_\lambda \rangle = \langle D_u F(u_\lambda) - D_{uu} F(u_\lambda) u_\lambda, u_\lambda \rangle < 0,\]

we derive that $\mu_G(u_\lambda) \geq 1$. On the other hand, noticing that the codimension of $N_{\lambda}$ is 1 and $u_\lambda$ achieves the minimum of $h(\lambda)$, we have that $\mu_G(u_\lambda) \leq 1$. Hence, $\mu_G(u_\lambda) = 1$. Then by Lemma 2.5 we can take $\lambda_* < \lambda_1$ such that there exists

$$\lambda \mapsto u_\lambda \in C^1((-\infty, \lambda_*], W_G \setminus \{0\}),$$

and $u_\lambda$ solves (1.1), $\mu_G(u_\lambda) = 1$. Noticing that $\lambda_*$ can be chosen arbitrarily close to $\lambda_1$, we know that there exists

$$\lambda \mapsto u_\lambda \in C^1((-\infty, \lambda_1], W_G \setminus \{0\}),$$

such that $u_\lambda$ solves (1.1), and $\mu_G(u_\lambda) = 1$. \qed

**Corollary 2.6. (Uniqueness)** Under the hypotheses of Theorem 2.2. If we also assume that there exists $\Lambda_1 < \lambda_1$ such that (1.1) admits a unique solution with $G$-Morse index 1 for all $\lambda < \Lambda_1$. Then for all $\lambda < \lambda_1$, (1.1) admits a unique solution with $G$-Morse index 1.

In particular, (1.1) admits a unique $G$-ground state solution for all $\lambda < \lambda_1$.

Furthermore, if all ground states of (1.1) belong to $W_G$. Then a $G$-ground state is indeed a ground state, and (1.1) admits a unique ground state solution for all $\lambda < \lambda_1$.

**Proof.** The existence of a solution with $G$-Morse index 1 has been established in the proof of Theorem 2.2. Next we will show its uniqueness. Suppose on the contrary that (1.1) has two solutions $u_{\lambda_0}$, $\tilde{u}_{\lambda_0}$ with $G$-Morse index 1 in $W_G$ for some $\lambda_0 < \lambda_1$. By the proof of Theorem 2.2 we obtain two global branches $u(\lambda), \tilde{u}(\lambda), \lambda \in [\Lambda_1 - 1, \lambda_0]$ stemming from $u(\lambda_0) = u_{\lambda_0}, \tilde{u}(\lambda_0) = \tilde{u}_{\lambda_0}$ respectively. Furthermore, both $u(\Lambda_1 - 1)$ and $\tilde{u}(\Lambda_1 - 1)$ are solutions of (1.1) with $\lambda = \Lambda_1 - 1$ and $\mu_G(u(\Lambda_1 - 1)) = \mu_G(\tilde{u}(\Lambda_1 - 1)) = 1$. The uniqueness when $\lambda < \Lambda_1$ implies that $u(\Lambda_1 - 1) = \tilde{u}(\Lambda_1 - 1)$. By $(H_5)$, $u(\Lambda_1 - 1)$ is non-degenerate in $W_G$. However, there are two different local branches $u(\lambda)$...
and \( u(\lambda), \lambda \in [\Lambda_1 - 1, \Lambda_1 - 1 + \delta) \) stemming from \( u(\Lambda_1 - 1) \), contradicting the non-degeneracy of \( u(\Lambda_1 - 1) \). Hence the proof is complete. \( \square \)

3. Abstract Framework 2

In Section 2, we established a \( C^1 \) global branch \( u_\lambda \) parameterized by \( \lambda \in (-\infty, \lambda_1) \). To get the existence of normalized solutions, we need abstract frameworks to show the behaviors of \( Q(u_\lambda) \) as \( \lambda \to -\infty \) and \( \lambda \to \lambda_1 \). This section and the next one provide two different approaches. In this section, we merely need that \( \Phi_\lambda \in C^1 \).

Throughout this section, we always assume that \( \lambda, \lambda_0 \in (a,b), N_\lambda, K_\lambda, h(\lambda), d(\lambda) \) and \( \hat{d}(\lambda) \) are given in Section 1, and we always assume that \( h(\lambda) \neq 0 \), ensuring that \( 0 \notin K_\lambda \). Therefore, all elements in \( K_\lambda \) are non-trivial solutions of (1.1). Our goals are to obtain the continuity of \( d(\lambda) \) if \( d(\lambda) \equiv \hat{d}(\lambda) \) and to study the asymptotical behaviors of \( d(\lambda) \) and \( \hat{d}(\lambda) \). It is worth noting that the abstract framework 2 in this section is not just a simple continuation of abstract framework 1, but a framework in its own right.

For example, classical arguments are invalid to get the existence of normalized solutions of the equation \( \Delta u + \lambda u + |u|^{p-2} u = 0 \) on \( \mathbb{R}^N \setminus B_1 \), particularly in the \( L^2 \)-supercritical case. Relying on ODE techniques, the uniqueness of positive radial solution can be proved, ensuring that \( d(\lambda) \equiv \hat{d}(\lambda) \) (in fact, the uniqueness is enough to obtain a continuous global branch \( u_\lambda \) parameterized by \( \lambda \)). Therefore, our framework 2 is applicable. It helps to obtain threshold results for the existence, non-existence and multiplicity of normalized solutions for semi-linear elliptic equations in the exterior of a ball, see [53]. In some cases, even if we do not know the uniqueness of ground state, the abstract framework 2 can be used, see Section 5.5 for an example with a Hardy potential.

First, we study the properties of \( h(\lambda), d(\lambda) \) and \( \hat{d}(\lambda) \). To do this, we assume

(\( F_1 \)) For any \((\lambda, u) \in (a,b) \times W \setminus \{0\}\), there exists an unique function \( t : (a,b) \times W \setminus \{0\} \to (0, \infty) \) such that

\[
\text{when } t > 0, \text{ then } (\lambda, tu) \in \mathcal{N} \iff t = t(\lambda, u),
\]

and \( \Phi_\lambda(t(\lambda, u)u) = \max_{t>0} \Phi_\lambda(tu), t \in C((a,b) \times W \setminus \{0\}, (0, \infty)), \) where \( \mathcal{N} := \cup_{a<\lambda<b} \mathcal{N}_\lambda. \)

(\( F_2 \)) \( Q(u_\lambda) \) is bounded in \( R \) and \( D_u Q(u_\lambda) \) is bounded in \( W^* \) whenever \( u_\lambda \in K_\lambda \) and \( \lambda \to \lambda_0 \).

(\( F_3 \)) \( \Phi_{\lambda_0} \) satisfies \((PS)_c\) condition for \( c \leq h(\lambda_0), \forall \lambda_0 \in (a,b). \)

(\( F_4 \)) \( \lim \inf_{\lambda \to \lambda_0} h(\lambda) > 0, \forall \lambda_0 \in (a,b). \)

**Theorem 3.1.** Suppose \((F_1)-(F_4)).

(i) \( d(\lambda_0) \leq \lim \inf_{\lambda \to \lambda_0} d(\lambda), \hat{d}(\lambda_0) \geq \lim \sup_{\lambda \to \lambda_0} \hat{d}(\lambda). \)

(ii) \( \lim_{\lambda \to \lambda_0} h(\lambda) = h(\lambda_0). \)
(iii) $h(\lambda)$ is differentiable at almost everywhere $\lambda \in (a, b)$. Furthermore, 
\[
\lim_{\lambda \rightarrow \lambda_0^+} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} = -d(\lambda_0), \quad \lim_{\lambda \rightarrow \lambda_0^-} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} = -d(\lambda_0).
\]
In particular, $d(\lambda_0) = \hat{d}(\lambda_0) \iff h(\lambda)$ is differentiable at $\lambda_0$ and $h'(\lambda_0) = -\hat{d}(\lambda_0)$.

Proof. Step 1: lim sup$_{\lambda \rightarrow \lambda_0} h(\lambda) \leq h(\lambda_0)$.

Take $u_{\lambda_0} \in K_{\lambda_0}$, then $\Phi_{\lambda_0}(u_{\lambda_0}) = h(\lambda_0)$. Consider $t(\lambda, u_{\lambda_0})u_{\lambda_0} \in N_{\lambda}$. By $(F_1)$,
\[
t(\lambda, u_{\lambda_0})u_{\lambda_0} \rightarrow t(\lambda, 0)u_{\lambda_0} = u_{\lambda_0} \text{ in } W \text{ as } \lambda \rightarrow \lambda_0,
\]
yielding that
\[
h(\lambda) \leq \Phi_{\lambda}(t(\lambda, u_{\lambda_0})u_{\lambda_0})
\]
\[
= \Phi_{\lambda_0}(t(\lambda, u_{\lambda_0})u_{\lambda_0}) + (\lambda_0 - \lambda)Q(t(\lambda, u_{\lambda_0})u_{\lambda_0})
\]
\[
= \Phi_{\lambda_0}(u_{\lambda_0}) + o(1).
\]

Letting $\lambda \rightarrow \lambda_0$, we have $\limsup_{\lambda \rightarrow \lambda_0} h(\lambda) \leq h(\lambda_0)$.

Step 2: If $\lambda_n \rightarrow \lambda_0$, $u_{\lambda_n} \in K_{\lambda_n}$, then $u_{\lambda_n} \rightarrow u_{\lambda_0}$ in $W$ up to a subsequence and $u_{\lambda_0} \in K_{\lambda_0}$.

By $(F_2)$, $(\lambda_n - \lambda_0)Q(u_{\lambda_n}) \rightarrow 0$. Noticing that
\[
\Phi_{\lambda_n}(u_{\lambda_n}) = \Phi_{\lambda_n}(u_{\lambda_n}) + (\lambda_n - \lambda_0)Q(u_{\lambda_n}) = h(\lambda_n) + o(1),
\]
we obtain that $\limsup_{n \rightarrow \infty} \Phi_{\lambda_n}(u_{\lambda_n}) \leq h(\lambda_0)$. By $(F_4)$, we may assume that $\Phi_{\lambda_n}(u_{\lambda_n}) \rightarrow c \in (0, h(\lambda_0)]$ passing to a subsequence if necessary. Furthermore, since $D_uQ(u_{\lambda_n})$ is bounded in $W^*$, $D_u\Phi_{\lambda_0}(u_{\lambda_n}) = D_u\Phi_{\lambda_n}(u_{\lambda_n}) + (\lambda_n - \lambda_0)D_uQ(u_{\lambda_n}) \rightarrow 0$ as $n \rightarrow \infty$.

By $(F_3)$, we may assume that $u_{\lambda_n} \rightarrow u_{\lambda_0}$ up to a subsequence. Using $(F_4)$, $\Phi_{\lambda_n}(u_{\lambda_n}) > 0$, implying that $u_{\lambda_n} \neq 0$. Since $\Phi_{\lambda_0} \in C^1$, $D_u\Phi_{\lambda_0}(u_{\lambda_0}) = 0$. Thus $u_{\lambda_0} \in N_{\lambda_0}$.

Next, we will show that $u_{\lambda_n} \in K_{\lambda_n}$. \forall \epsilon > 0, \exists X > 0, \forall n > X, \text{ there holds that}
\[
h(\lambda_0) \leq \Phi_{\lambda_0}(u_{\lambda_0})
\]
\[
\leq \Phi_{\lambda_0}(u_{\lambda_n}) + \epsilon
\]
\[
= \Phi_{\lambda_n}(u_{\lambda_n}) + (\lambda_n - \lambda_0)Q(u_{\lambda_n}) + \epsilon
\]
\[
\leq \Phi_{\lambda_n}(u_{\lambda_n}) + \epsilon.
\]

Letting $n \rightarrow \infty$, we get that $h(\lambda_0) \leq \limsup_{\lambda \rightarrow \lambda_0} h(\lambda)$. Together with Step 1, we can conclude that $\limsup_{\lambda \rightarrow \lambda_0} h(\lambda) = h(\lambda_0)$. We can derive that $\Phi_{\lambda_0}(u_{\lambda_0}) = h(\lambda_0)$ by $(3.2)$ immediately. Thus $u_{\lambda_0} \in K_{\lambda_0}$.

Step 3: The Proof of Theorem 3.1 (i) and (ii).

Take $\{\lambda_n\}_{n=1}^{+\infty}$ such that $\lambda_n \rightarrow \lambda_0$, $\liminf_{\lambda \rightarrow \lambda_0} d(\lambda) = \lim_{n \rightarrow +\infty} d(\lambda_n)$. Since $K_{\lambda}$ is compact, we can take $u_{\lambda_n} \in K_{\lambda_n}$ such that $d(\lambda_n) = Q(u_{\lambda_n})$. By
Step 2, passing to a subsequence if necessary, \( u_{\lambda_n} \to u_{\lambda_0} \in K_{\lambda_0} \). Therefore,

\[
d(\lambda_0) \leq Q(u_{\lambda_0}) \\
= \lim_{n \to \infty} Q(u_{\lambda_n}) \\
= \lim_{n \to \infty} d(\lambda_n) \\
= \lim_{\lambda \to \lambda_0} d(\lambda).
\]

Similarly, we can take \( \{\lambda_n\}_{n=1}^{+\infty} \) such that \( \lambda_n \to \lambda_0 \), \( \limsup_{\lambda \to \lambda_0} d(\lambda) = \lim_{n \to \infty} \hat{d}(\lambda_n) \) and take \( u_{\lambda_n} \in K_{\lambda_n} \) such that \( \hat{d}(\lambda_n) = Q(u_{\lambda_n}) \). Then

\[
\hat{d}(\lambda_0) \geq Q(u_{\lambda_0}) \\
= \lim_{n \to \infty} Q(u_{\lambda_n}) \\
= \lim_{n \to \infty} \hat{d}(\lambda_n) \\
= \limsup_{\lambda \to \lambda_0} \hat{d}(\lambda).
\]

Next we prove \((ii)\). According to Step 2, for any \( \{\lambda_n\} \) with \( \lambda_n \to \lambda_0 \), passing to a subsequence if necessary, there exists \( u_{\lambda_n} \in K_{\lambda_n} \) s.t.

\[
\lim_{n \to \infty} h(\lambda_n) = \lim_{n \to \infty} \Phi_{\lambda_n}(u_{\lambda_n}) = h(\lambda_0). \]

Hence, we conclude that \( \lim_{\lambda \to \lambda_0} h(\lambda) = h(\lambda_0) \), which completes the proof.

Step 4: Suppose that \( u_\lambda \in K_\lambda \), \( u_{\lambda_0} \in K_{\lambda_0} \). Let \( \tilde{u}_\lambda = t(\lambda_0, u_\lambda)u_\lambda \) and \( \tilde{u}_{\lambda_0} = t(\lambda, u_{\lambda_0})u_{\lambda_0} \), then

\[
(3.3) \quad \Phi_\lambda(u_\lambda) \leq (\lambda_0 - \lambda)Q(\tilde{u}_{\lambda_0}) + \Phi_{\lambda_0}(u_{\lambda_0}),
\]

\[
(3.4) \quad \Phi_{\lambda_0}(u_{\lambda_0}) \leq (\lambda - \lambda_0)Q(\tilde{u}_\lambda) + \Phi_\lambda(u_\lambda).
\]

By \((F1)\), \( \Phi_\lambda(u_\lambda) = \max_{t>0} \Phi_\lambda(tu_\lambda) \) and \( \Phi_{\lambda_0}(u_{\lambda_0}) = \max_{t>0} \Phi_{\lambda_0}(tu_{\lambda_0}) \). Therefore,

\[
\Phi_\lambda(\tilde{u}_\lambda) \leq \Phi_\lambda(u_\lambda), \quad \Phi_{\lambda_0}(\tilde{u}_{\lambda_0}) \leq \Phi_{\lambda_0}(u_{\lambda_0}).
\]

Since \( u_\lambda \in K_\lambda, \tilde{u}_{\lambda_0} \in \mathcal{N}_{\lambda_0}, u_{\lambda_0} \in K_{\lambda_0}, \) and \( \tilde{u}_\lambda \in \mathcal{N}_{\lambda_0} \), then

\[
\Phi_\lambda(\tilde{u}_{\lambda_0}) \geq \Phi_\lambda(u_\lambda), \quad \Phi_{\lambda_0}(\tilde{u}_\lambda) \geq \Phi_{\lambda_0}(u_{\lambda_0}).
\]

It follows that:

\[
(3.5) \quad \Phi_\lambda(u_\lambda) \leq \Phi_\lambda(\tilde{u}_{\lambda_0}) \\
= (\lambda_0 - \lambda)Q(\tilde{u}_{\lambda_0}) + \Phi_{\lambda_0}(\tilde{u}_{\lambda_0}) \\
\leq (\lambda_0 - \lambda)Q(\tilde{u}_{\lambda_0}) + \Phi_{\lambda_0}(u_{\lambda_0}),
\]

\[
(3.6) \quad \Phi_{\lambda_0}(u_{\lambda_0}) \leq \Phi_{\lambda_0}(\tilde{u}_\lambda) \\
= (\lambda - \lambda_0)Q(\tilde{u}_\lambda) + \Phi_\lambda(\tilde{u}_\lambda) \\
\leq (\lambda - \lambda_0)Q(\tilde{u}_\lambda) + \Phi_\lambda(u_\lambda).
\]

Step 5: The Proof of Theorem \ref{thm:3.1} \((iii)\).
By Step 4,
\[(3.7) \quad (\lambda_0 - \lambda)Q(\tilde{u}_\lambda) \leq h(\lambda) - h(\lambda_0) \leq (\lambda_0 - \lambda)Q(\tilde{u}_{\lambda_0}),\]
where \(\tilde{u}_\lambda\) and \(\tilde{u}_{\lambda_0}\) are given by Step 4. Thus \(h(\lambda)\) is monotonically decreasing in \((a, b)\). Then we know that \(h(\lambda)\) is differentiable at almost every \(\lambda \in (a, b)\).
Next, we want to estimate
\[
\frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0}.
\]
First, we assume that \(\lambda > \lambda_0\). It follows that:
\[(3.8) \quad -Q(\tilde{u}_\lambda) \leq \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} \leq -Q(\tilde{u}_{\lambda_0}).\]
On the one hand,
\[
\limsup_{\lambda \to \lambda_0^+} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} \leq -\liminf_{\lambda \to \lambda_0^+} Q(\tilde{u}_{\lambda_0})
\]
\[= -\lim_{\lambda \to \lambda_0^+} Q(t(\lambda, u_{\lambda_0})u_{\lambda_0})
\]
\[(3.9) \quad = -Q(u_{\lambda_0}).\]
Using the arbitrariness of \(u_{\lambda_0}\), we know that
\[
\limsup_{\lambda \to \lambda_0^+} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} \leq -\min_{u_{\lambda_0} \in K_{\lambda_0}} (-Q(u_{\lambda_0}))
\]
\[= -\max_{u_{\lambda_0} \in K_{\lambda_0}} Q(u_{\lambda_0})
\]
\[(3.10) \quad = -\hat{d}(\lambda_0).\]
On the other hand,
\[(3.11) \quad \liminf_{\lambda \to \lambda_0^+} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} \geq \liminf_{\lambda \to \lambda_0^+} (-Q(\tilde{u}_\lambda)) = -\limsup_{\lambda \to \lambda_0^+} Q(\tilde{u}_\lambda).
\]
Take \(\{\lambda_n\}_{n=1}^{+\infty}\) such that \(\lambda_n \to \lambda_0^+\) (i.e. \(\lambda_n \geq \lambda_0\) and \(\lim_{n \to \infty} \lambda_n = \lambda_0\)) and
\[
\lim_{n \to \infty} Q(\tilde{u}_{\lambda_n}) = \limsup_{\lambda \to \lambda_0^+} Q(\tilde{u}_\lambda).
\]
By Step 2, passing to a subsequence if necessary, there exists some \(u_0 \in K_{\lambda_0}\) s.t. \(u_{\lambda_n} \to u_0\) in \(W\) as \(n \to +\infty\). Thus \(\tilde{u}_{\lambda_n} = t(\lambda_0, u_{\lambda_n})u_{\lambda_n} \to u_0\) in \(W\) as \(n \to +\infty\) and \(\lim_{n \to \infty} Q(\tilde{u}_{\lambda_n}) = Q(u_0)\). Therefore,
\[
\liminf_{\lambda \to \lambda_0^+} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} \geq -\limsup_{\lambda \to \lambda_0^+} Q(\tilde{u}_\lambda)
\]
\[= -\lim_{n \to \infty} Q(\tilde{u}_{\lambda_n})
\]
\[= -Q(u_0)
\]
\[(3.12) \quad \geq -\hat{d}(\lambda_0).\]
By (3.10) and (3.12), we have
\[
\lim_{\lambda \to \lambda_0^+} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} = -\tilde{d}(\lambda_0).
\]

Similar arguments enable as to conclude that
\[
\lim_{\lambda \to \lambda_0^-} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} = -d(\lambda_0).
\]

Next, we study the asymptotical behavior of \(d(\lambda)\) and \(\tilde{d}(\lambda)\). Assume

(F5) There exists \(l > 0\) such that \(\Phi(\lambda(u) \leq -l\lambda Q(u)\) for any \(u \in \mathcal{K}_\lambda\).

(F6) There exists \(k > 0\) such that \(\Phi(\lambda(u) \geq -k\lambda Q(u)\) for any \(u \in \mathcal{K}_\lambda\).

**Theorem 3.2.** Suppose (F1) - (F4).

(i) Assume that (F5) holds with \(0 < l < 1\). If \(h(\lambda)\) is well-defined in \((-\infty, b)\), then \(\lim_{\lambda \to -\infty} d(\lambda) = +\infty\).

(ii) Assume (F6) holds with \(k > 1\). If \(h(\lambda)\) is well-defined in \((-\infty, b)\), then \(\lim_{\lambda \to -\infty} \tilde{d}(\lambda) = 0\).

(iii) Assume (F5) and (F6) hold with \(l > k > 0\) and \(h(\lambda)\) is well-defined in \((a, 0)\). If \(0 < k < l < 1\), then \(\lim_{\lambda \to 0^-} \tilde{d}(\lambda) = 0\); if \(l > k > 1\), then \(\lim_{\lambda \to 0^-} d(\lambda) = +\infty\).

(iv) Assume (F5) and (F6) hold with \(k = l\) and \(\lambda < 0\). Then \(d(\lambda) \equiv \tilde{d}(\lambda)\) and \(d(\lambda) = C(\lambda)^{\frac{1}{l}}\) where \(C > 0\) is a constant.

**Proof.** For \(\lambda < 0\), we define
\[c(\lambda) = \frac{h(\lambda)}{\lambda},\]
\[c'_-(\lambda) = \lim_{\Delta \lambda \to 0^-} \frac{c(\lambda + \Delta \lambda) - c(\lambda)}{\Delta \lambda},\]
\[c'_+(\lambda) = \lim_{\Delta \lambda \to 0^+} \frac{c(\lambda + \Delta \lambda) - c(\lambda)}{\Delta \lambda}.
\]
We may assume that \(b > -1\) and \(\lambda < 0\). By Theorem 3.1 (iii), \(h'_+(\lambda) = -\tilde{d}(\lambda), h'_-(\lambda) = -d(\lambda)\).

By (F5), \(h(\lambda) \leq -l\lambda d(\lambda)\). Since \(h'_+(\lambda) = c'_+(\lambda)\lambda + c(\lambda),\)
\[
c'_+(\lambda)\lambda + c(\lambda) \leq c'_-(\lambda)\lambda + c(\lambda) \leq \frac{1}{l}c(\lambda),
\]
i.e.
\[
c'_+(\lambda)\lambda \leq c'_-(\lambda)\lambda \leq (\frac{1}{l} - 1)c(\lambda).
\]
Set \(g(\lambda) = |c(-1)|(-\lambda)^{\frac{1}{l} - 1}\) for \(\lambda < 0\). Then \(g'(\lambda)\lambda = (\frac{1}{l} - 1)g(\lambda)\) and \(g(\lambda) > 0\). Now, set \(\psi(\lambda) = \frac{c(\lambda)}{g(\lambda)}\), then
\[
\psi'_\pm(\lambda) = g(\lambda)c'_\pm(\lambda) - g'(\lambda)c(\lambda) \geq 0.
\]
Therefore, $\psi$ is monotonic increasing in $(-\infty, -1]$, then

$$
\psi(\lambda) \leq \psi(-1) = \frac{c(-1)}{|c(-1)|},
$$
i.e.

$$
c(\lambda) \leq c(-1)(-\lambda)^{\frac{1}{2}-1}, \forall \lambda < -1.
$$

When $h(\lambda) > 0$ and $\lambda < 0$, $c(\lambda) < 0$. When $l \in (0, 1),$

$$
c(\lambda) \leq c(-1)(-\lambda)^{\frac{1}{2}-1} \quad \text{as } \lambda \to -\infty.
$$

By $(F_5)$, $d(\lambda) \geq -\frac{1}{k}c(\lambda)$. Thus $\lim_{\lambda \to -\infty} d(\lambda) = +\infty$ and we prove $(i)$.

By $(F_6)$, $h(\lambda) \geq -k\lambda d(\lambda)$. A similar argument implies that:

$$
c(\lambda) \geq c(-1)(-\lambda)^{\frac{1}{2}-1}, \forall \lambda < -1.
$$

By $(F_4)$ and Theorem 3.1 $(ii)$, for any $\lambda_0 \in (a, b)$, $h(\lambda_0) = \lim_{\lambda \to \lambda_0} h(\lambda) > 0$, i.e. $h(\lambda) > 0$ on its definition domain. Hence, when $\lambda < 0$, $c(\lambda) < 0$. When $k > 1$,

$$
c(\lambda) \geq c(-1)(-\lambda)^{\frac{1}{2}-1} \rightarrow 0 \quad \text{as } \lambda \to -\infty.
$$

By the definition of $K_\lambda$, $\Phi_\lambda(u) = h(\lambda), \forall u \in K_\lambda$. Then by $(F_6)$,

$$
\Phi_\lambda(u) \geq -k\lambda Q(u), \forall u \in K_\lambda.
$$

Therefore, $-k\lambda d(\lambda) = -k\lambda \sup_{u \in K_\lambda} Q(u) \leq \sup_{u \in K_\lambda} \Phi_\lambda(u) = \sup_{u \in K_\lambda} h(\lambda) = h(\lambda)$, i.e. $\hat{d}(\lambda) \leq -\frac{1}{k}c(\lambda)$. Thus $\lim_{\lambda \to -\infty} \hat{d}(\lambda) = 0$ and $(ii)$ is proved.

Next we prove $(iii)$. We may assume that $a < -1$. By the proof of $(i)$ and $(ii)$, we know that:

$$
c(-1)(-\lambda)^{\frac{1}{2}-1} \leq c(\lambda) \leq c(-1)(-\lambda)^{\frac{1}{2}-1}, \forall \lambda \in (-1, 0).
$$

$h(\lambda) \geq -k\lambda Q(u) > 0$, thus $c(\lambda) < 0$. If $0 < k < l < 1$, then

$$
0 > c(\lambda) \geq c(-1)(-\lambda)^{\frac{1}{2}-1} \rightarrow 0 \quad \text{as } \lambda \to 0^-.
$$

By $(F_6)$, $\hat{d}(\lambda) \leq -\frac{1}{k}c(\lambda)$. Thus $\lim_{\lambda \to 0^-} \hat{d}(\lambda) = 0$. If $l > k > 1$, then

$$
c(\lambda) \leq c(-1)(-\lambda)^{\frac{1}{2}-1} \rightarrow -\infty \quad \text{as } \lambda \to 0^-.
$$

By $(F_5)$, $d(\lambda) \geq -\frac{1}{k}c(\lambda)$. Thus $\lim_{\lambda \to 0^-} d(\lambda) = +\infty$.

Finally, if $(F_5)$ and $(F_6)$ hold with $k = l$, then $h(\lambda) = -k\lambda Q(u)$ for any $u \in K_\lambda$. Thus $Q(u)$ is a constant for $u \in K_\lambda$ and we conclude that $d \equiv \hat{d}$.

By Theorem 3.1 $(iii)$, $h(\lambda)$ is differentiable and $h'(\lambda) = -d(\lambda)$. Therefore, $h(\lambda) = k\lambda h'(\lambda)$. Since $h(\lambda) = -k\lambda Q(u) > 0$ when $\lambda < 0$, $h(\lambda) = C(-\lambda)^{\frac{1}{2}}$ for some $C > 0$, showing $d(\lambda) = \frac{C}{k}(-\lambda)^{\frac{1}{2}-1}$. $\square$

To get stronger results when $\lambda \to 0^-$, we have the following assumptions and discussions.

$(F_7)$ $u$ is a solution of $(1.1)$, then $S(u) \leq dF(u)$ and $-\lambda Q(u) \geq eF(u)$ for some $d > 0$, $e > 0$.

$(F_8)$ For $u \in W$, $F(u) \leq C[S(u)^{\theta_1}Q(u)^{\tau_1} + S(u)^{\theta_2}Q(u)^{\tau_2}]$ where $C > 0$ is a constant and $\theta_i > 1$, $\tau_i > 0$, $i = 1, 2$. 

15
**Theorem 3.3.** Suppose \((F_7)\) and \((F_8)\). If \((\lambda_n, u_n)\) are solutions of \((1.1)\) with \(\lambda_n \to 0^-\), then \(Q(u_n) \to +\infty\). In particular, \(\lim_{\lambda \to 0^-} d(\lambda) = +\infty\).

**Proof.** Arguing by contradiction, let us assume that \(Q(u_n) \not\to +\infty\). We can then suppose that \([Q(u_n)]_{n=1}^{+\infty}\) is bounded passing to a subsequence if necessary.

By \((F_7)\),

\[
F(u_n) \geq \frac{1}{d}S(u_n) > 0, \quad -\lambda_n Q(u_n) \geq eF(u_n) > 0.
\]

Thus \(\lambda_n < 0\). Sending \(n\) to \(+\infty\), \(F(u_n) \to 0\). Thus \(S(u_n) \to 0\).

On the other hand, by \((F_8)\),

\[
F(u_n) \leq C[S(u_n)^{\theta_1}Q(u_n)^{\tau_1} + S(u_n)^{\theta_2}Q(u_n)^{\tau_2}].
\]

Hence,

\[
1 \leq dC[S(u_n)^{\theta_1-1}Q(u_n)^{\tau_1} + S(u_n)^{\theta_2-1}Q(u_n)^{\tau_2}].
\]

But \(\theta_i - 1 > 0\), \(i = 1, 2\), contradicting the fact \(S(u_n) \to 0\) and \([Q(u_n)]_{n=1}^{+\infty}\) is bounded.

**Corollary 3.4.** (i) Assume \((F_1)\) - \((F_5)\) hold with \(l \in (0, 1)\). If \(h(\lambda) > 0\) is well-defined and \(d(\lambda) \equiv \hat{d}(\lambda)\) in \((-\infty, b)\), then \(\exists \rho_1 > 0\) s.t. for any \(\rho \in (\rho_1, +\infty)\), \((1.1)\) admits a solution \((\lambda, u_\lambda)\) with \(Q(u_\lambda) = \rho\).

(ii) Assume \((F_1)\) - \((F_4)\) and \((F_6)\) hold with \(k > 1\). If \(h(\lambda)\) is well-defined and \(d(\lambda) \equiv \hat{d}(\lambda)\) in \((-\infty, b)\), then \(\exists \rho_2 > 0\) s.t. for any \(\rho \in (0, \rho_2)\), \((1.1)\) admits a solution \((\lambda, u_\lambda)\) with \(Q(u_\lambda) = \rho\).

(iii) Assume \((F_7)\) and \((F_8)\) hold. If \(h(\lambda)\) is well-defined and can be achieved and \(d(\lambda) \equiv \hat{d}(\lambda)\) in \((a, 0)\), then \(\exists \rho_3 > 0\) s.t. for any \(\rho \in (\rho_3, +\infty)\), \((1.1)\) admits a solution \((\lambda, u_\lambda)\) with \(Q(u_\lambda) = \rho\).

(iv) Assume \((F_1)\) - \((F_6)\) hold with \(0 < k < l < 1\) or \(l > k > 1\). If \(h(\lambda)\) is well-defined and \(d(\lambda) \equiv \hat{d}(\lambda)\) in \((-\infty, 0)\), then for any \(\rho \in (0, +\infty)\), \((1.1)\) admits a solution \((\lambda, u_\lambda)\) with \(Q(u_\lambda) = \rho\).

(v) Assume \((F_1)\) - \((F_6)\) hold with \(k = l \neq 1\). If \(h(\lambda)\) is well-defined in \((-\infty, 0)\), then for any \(\rho \in (0, +\infty)\), \((1.1)\) admits a solution \((\lambda, u_\lambda)\) with \(Q(u_\lambda) = \rho\).

(vi) Assume \((F_1)\) - \((F_4)\), \((F_6)\) - \((F_8)\) hold with \(k > 1\). If \(h(\lambda)\) is well-defined and \(d(\lambda) \equiv \hat{d}(\lambda)\) in \((-\infty, 0)\), then for any \(\rho \in (0, +\infty)\), \((1.1)\) admits a solution \((\lambda, u_\lambda)\) with \(Q(u_\lambda) = \rho\).

**Proof.** We prove (i). Standard arguments yield that \(h(\lambda)\) can be achieved by \(u_\lambda\) and thus \(K_\lambda\) is not empty (\(u_\lambda \in K_\lambda\)). By Theorem \(3.1\) (i), \(d(\lambda)\) is continuous in \((-\infty, b)\) since \(d \equiv \hat{d}\). By Theorem \(3.2\) (i), \(\lim_{\lambda \to -\infty} d(\lambda) = +\infty\). Thus for any \(\rho \in (\rho_1, \infty)\) where \(\rho_1 = \inf_{\lambda \in b} d(\lambda)\), there exists some \(\lambda < b\) such that \(d(\lambda) = \rho\). Since \(d(\lambda) \equiv \hat{d}(\lambda)\), \(Q(u) = d(\lambda), \forall u \in K_\lambda\). Take \(u_\lambda \in K_\lambda\) and we complete the proof of (i). Similar arguments apply to (ii) - (vi). \(\square\)
Remark 3.5. If there exists a global branch
\[ \lambda \mapsto u_\lambda \in C^1((\infty,0), W \setminus \{0\}), \]
such that \( u_\lambda \) solves \((\mathcal{L})\), it is easy to verify that \( \partial \Phi_\lambda(u_\lambda) = -Q(u_\lambda) \). Then arguments in Theorems \ref{thm:main1} \ref{thm:main2} and Corollary \ref{cor:cor} also hold if we replace \( d(\lambda), d(\lambda) \) with \( Q(u_\lambda) \).

4. Abstract framework 3

Throughout this section, we always assume that \( h(\lambda) \) is well-defined and achieved by \( u_\lambda \) in \((\infty,0)\). Under some abstract settings, we will prove the uniqueness of the ground state solution when \( \lambda \to -\infty \) or \( \lambda \to 0^- \) and obtain the existence of normalized solutions. This section contains two subsections. We will need the following assumptions:

\( S_1 \) \( D_u S(tu) = tD_u S(u) \), \( D_u G(tu) = tD_u G(u) \), \( D_u Q(tu) = tD_u Q(u) \).

\( S_2 \) There exists \( T(\lambda) : W \to W, W^* \to W^* \) such that
\[ D_u S(T(\lambda)u) = \frac{1}{\lambda} T(\lambda) D_u S(u), \]
\[ D_u Q(T(\lambda)u) = T(\lambda) D_u Q(u), \]
\[ D_u F(T(\lambda)u) = T(\lambda) D_u F(u). \]

\( G_1 \) \( T(\lambda) \) is given by \( S_2 \) and
\[ \lim_{\lambda \to -\infty} \frac{1}{\lambda} T(\lambda) D_u G(u) = 0. \]

\( Q_1 \) \( T(\lambda) \) is given by \( S_2 \) and
\[ Q(T(\lambda)u) = \lambda^\gamma Q(u). \]

\( N_1 \) There exists \( p > 2 \) such that
\[ \lim_{|t| \to 0} \frac{D_u F(tu)}{(tu)^{p-1}} = m_1 \in (0, +\infty), \quad \lim_{|t| \to 0} \frac{pF(tu)}{(tu)^p} = m_1 \in (0, +\infty). \]

\( N_2 \) There exists \( q > 2 \) such that
\[ \lim_{|t| \to +\infty} \frac{D_u F(tu)}{(tu)^{q-1}} = m_2 \in (0, +\infty), \quad \lim_{|t| \to +\infty} \frac{qF(tu)}{(tu)^q} = m_2 \in (0, +\infty). \]

4.1. The case when \( \lambda \to 0^- \). We always assume that \( D_u G = 0 \) in this subsection. Let \( u_\lambda \) be the ground state of \((1.1)\) as \( \lambda \to 0^- \). We consider
\[ w_\lambda = |\lambda|^{-\frac{1}{p-2}} T(\lambda) u_\lambda, \]
which satisfies the following equation
\[ D_w S(w) - |\lambda|^{-\frac{p+1}{p-2}} D_w F(|\lambda|^{-\frac{1}{p-2}} w) + D_w Q(w) = 0 \text{ in } W^*. \]

Let
\[ \tilde{\Phi}_\lambda(w) = S(w) - |\lambda|^{-\frac{p}{p-2}} F(|\lambda|^{-\frac{1}{p-2}} w) + Q(w), \]
\[ \tilde{\Phi}_0(w) = S(w) - m_1 F_{0,p}(w) + Q(w), \text{ where } D_w F_{0,p}(w) = w^{p-1}. \]
Set
\[ \tilde{\mathcal{N}}_\lambda = |\lambda|^{-\frac{1}{p-2}} T(\lambda) \mathcal{N}_\lambda. \]
We assume that \( T(\lambda) \) is invertible. Then \( \tilde{\mathcal{N}}_\lambda \) is a natural constraint of \( \hat{\Phi}_\lambda \).

Let \( \tilde{\mathcal{N}}_0 \) be a natural constraint of \( \hat{\Phi}_0 \) and set
\[ \hat{\mathcal{h}}(\lambda) = \inf_{w \in \tilde{\mathcal{N}}_\lambda} \hat{\Phi}_\lambda(w), \]
\[ \hat{\mathcal{K}}_\lambda = \{ w \in \tilde{\mathcal{N}}_\lambda : D_w \hat{\Phi}_\lambda(w) = 0, \hat{\Phi}_\lambda(w) = \hat{\mathcal{h}}(\lambda) \}. \]

We have the following assumptions:

(A1) There exists \( \delta > 0 \) such that for any \( (\lambda, w) \in (-\delta, 0) \times W \setminus \{0\} \), there exists a unique function \( \hat{t} : (-\delta, 0] \times W \setminus \{0\} \to (0, \infty) \) such that
\[ \text{when } t > 0, \text{ then } (\lambda, tw) \in \tilde{\mathcal{N}} \iff t = \hat{t}(\lambda, w), \]
\[ \hat{\Phi}_\lambda(\hat{t}(\lambda, w)w) = \max_{t>0} \hat{\Phi}_\lambda(tw), \hat{t} \in C((-\delta, 0] \times W \setminus \{0\}, (0, \infty)), \]
where \( \tilde{\mathcal{N}} := \bigcup_{-\delta < \lambda \leq 0} \tilde{\mathcal{N}}_\lambda. \)

(A2) \( \lambda \) is bounded in \( W \) whenever \( w \in \hat{\mathcal{K}}_\lambda \) and \( \lambda \to 0^- \).

(A3) \( D_w \Phi_0(w) = 0 \) admits an unique and non-degenerate ground state \( w^* \).

(A4) \( \hat{\Phi}_0 \) satisfies the \( \text{(PS)} \) condition in \( W \) for \( c \leq \hat{\mathcal{h}}(0) \).

(A5) \( \lim \inf_{\lambda \to 0^-} \hat{\mathcal{h}}(\lambda) > 0. \)

**Theorem 4.1.** Assume that \((S_1), (S_2), (N_1), (A_1) - (A_5)\) hold true. Then there exists \( \Lambda_1 < 0 \) such that when \( \lambda \in (\Lambda_1, 0) \), the ground state of \((1.1)\) is unique and non-degenerate.

**Proof.** Step 1: \( \limsup_{\lambda \to 0^-} \hat{\mathcal{h}}(\lambda) \leq \hat{\mathcal{h}}(0) \).

Consider \( \hat{t}(\lambda, w^*)w^* \in \tilde{\mathcal{N}}_\lambda \). By \((A_1)\), \( \hat{t}(\lambda, w^*)w^* \to \hat{t}(0, w^*)w^* = w^* \) in \( W \) as \( \lambda \to 0^- \). Together with \((N_1)\), we know that
\[ \hat{\mathcal{h}}(\lambda) \leq \hat{\Phi}_\lambda(\hat{t}(\lambda, w^*)w^*) \]
\[ = \hat{\Phi}_0(\hat{t}(\lambda, w^*)w^*) + m_1 F_{0,p}(\hat{t}(\lambda, w^*)w^*) - |\lambda|^{-\frac{p}{p-2}} F(|\lambda|^{-\frac{1}{p-2}} \hat{t}(\lambda, w^*)w^*) \]
\[ = \hat{\Phi}_0(w^*) + o(1) \]
\[ = \hat{\mathcal{h}}(0) + o(1). \]

Letting \( \lambda \to 0^- \), we obtain that \( \limsup_{\lambda \to 0^-} \hat{\mathcal{h}}(\lambda) \leq \hat{\mathcal{h}}(0) \).

Step 2: Let \( u_{\lambda_n} = u_n \) be the ground state of \((1.1)\) as \( \lambda_n \to 0^- \) and \( w_n = w_{\lambda_n} \) is given by \([4.1]\). Then \( w_n \to w^* \) in \( W \) up to a subsequence.

Since \( \Phi_{\lambda_n}(u_n) = \mathcal{h}(\lambda_n) \), we know that \( \hat{\Phi}_{\lambda_n}(w_n) = \hat{\mathcal{h}}(\lambda_n) \). By \((A_2)\), \( w_n \) is bounded in \( W \). Then by \((N_1)\),
\[ |\lambda_n|^{-\frac{p}{p-2}} F(|\lambda_n|^{-\frac{1}{p-2}} w_n) - m_1 F_{0,p}(w_n) \to 0. \]

Noticing that
\[ \hat{\Phi}_0(w_n) = \hat{\Phi}_{\lambda_n}(w_n) + |\lambda_n|^{-\frac{p}{p-2}} F(|\lambda_n|^{-\frac{1}{p-2}} w_n) - m_1 F_{0,p}(w_n) = \hat{\mathcal{h}}(\lambda_n) + o(1), \]
we conclude that \( \limsup_{n \to \infty} \tilde{\Phi}_0(w_n) \leq \tilde{h}(0) \). This, together with \((A_5)\), we may assume that \( \tilde{\Phi}_0(w_n) \to c \in (0, \tilde{h}(0)] \), passing to a subsequence if necessary. Then by \((N_1)\), as \( n \to \infty \),
\[
D_w \tilde{\Phi}_0(w_n) = D_w \tilde{\Phi}_{\lambda_n}(w_n) + |\lambda_n|^{-\frac{\nu-
u^*}{2}} D_w F(|\lambda_n|^{-\frac{1}{\nu^*}} w_n) - m_1 D_w F_0, p(w_n) \to 0.
\]
By \((A_4)\), up to a subsequence, \( w_n \to w_0 \) in \( W \). Since \( \tilde{\Phi}_0 \in C^1 \), \( D_w \tilde{\Phi}_0(w_0) = 0 \). Noticing that
\[
\tilde{\Phi}_0(w_0) = \lim_{n \to +\infty} \tilde{\Phi}_0(w_n) > 0,
\]
we have that \( w_0 \neq 0 \). Thus \( w_0 \in \tilde{K}_0 \).

Next, we will show that \( w_0 \in \tilde{K}_0 \). \( \forall \epsilon > 0 \), \( \exists X > 0 \), \( \forall n > X \), we have that:
\[
\tilde{h}(0) \leq \tilde{\Phi}_0(w_0) \\
\leq \tilde{\Phi}_0(w_n) + \frac{\epsilon}{2} \\
= \tilde{\Phi}_{\lambda_n}(w_n) + |\lambda_n|^{-\frac{\nu-
u^*}{2}} F(|\lambda_n|^{-\frac{1}{\nu^*}} w_n) - m_1 F_0, p(w_n) + \frac{\epsilon}{2} \\
\leq \tilde{\Phi}_{\lambda_n}(w_n) + \epsilon.
\]
(4.3)

Letting \( n \to \infty \), we get \( \tilde{h}(0) \leq \limsup_{\lambda \to 0^-} \tilde{h}(\lambda) \). Therefore,
\[
\limsup_{\lambda \to 0^-} \tilde{h}(\lambda) = \tilde{h}(0).
\]

We can derive that \( \tilde{\Phi}_0(w_0) = \hat{h}(0) \) by \((4.3)\) immediately. Thus \( w_0 \in \tilde{K}_0 \).

Finally, using \((A_3)\), \( w_0 = w^* \).

Step 3: There exists \( \Lambda_1 < 0 \) such that when \( \lambda \in (\Lambda_1, 0) \), the positive ground state of \((1.1)\) is unique and non-degenerate.

Since \( w^* \) is non-degenerate, we can use the implicit function theorem. Consider
\[
P(w, \lambda) = D_w \tilde{\Phi}_\lambda(w) = 0.
\]
Then \( P(w^*, 0) = 0 \), \( P_w(w^*, 0) = D_{ww} \tilde{\Phi}_\lambda(w^*) \) is invertible. By applying the implicit function theorem to the map \( P \) at \((w^*, 0)\), we derive that there exists \( \delta > 0 \) small enough such that \( w_\lambda \) is the unique and non-degenerate solution of \( P(w, \lambda) = 0 \) in the neighborhood \( \{(w, \lambda) \in W \times (-\infty, 0) : \|w - w^*\| + |\lambda| < \delta\} \).

In particular, \( w_0 = w^* \). The by Step 1, for \( \lambda < 0 \) with \( |\lambda| \) small enough, \( w_\lambda \) is the unique and non-degenerate ground state of \( D_w \tilde{\Phi}_\lambda(w) = 0 \). Note that the uniqueness and non-degeneracy of \( w_\lambda \) is equivalent to the uniqueness and non-degeneracy of \( u_\lambda \). Therefore, there exists \( \Lambda_1 < 0 \) with \( |\Lambda_1| \) small such that when \( \lambda \in (\Lambda_1, 0) \), the positive ground state of \((1.1)\) is unique and non-degenerate. \( \square \)

Corollary 4.2. Assume that \((S_1)\), \((S_2)\), \((Q_1)\), \((N_1)\), \((A_1)\) - \((A_5)\) hold true.
Let \( u_\lambda \) be the unique ground state of \((1.1)\). Then
\( (i) \) \( \lim_{\lambda \to 0^-} Q(u_\lambda) = +\infty \) if \( \gamma - 2/(p - 2) > 0 \);
\( (ii) \) \( \lim_{\lambda \to 0^-} Q(u_\lambda) = Q(w^*) \) if \( \gamma - 2/(p - 2) = 0 \);
\( (iii) \) \( \lim_{\lambda \to 0^-} Q(u_\lambda) = 0 \) if \( \gamma - 2/(p - 2) < 0 \).
Proof. Using $(S_1), (Q_1)$, and the proof of Theorem 4.1 we have

$$Q(w_{\lambda}) = |\lambda|^\gamma \frac{2}{\gamma-2} Q(u_{\lambda}) \to Q(w^*)$$ as $\lambda \to 0^-.$

Then the claims follow. \hfill \Box

**Corollary 4.3.** Assume that $(S_1), (S_2), (Q_1), (N_1), (A_1) - (A_5)$ hold true. Then

(i) if $\gamma - 2/(p - 2) > 0$, there exists $c_1 > 0$ large such that for any $c > c_1,$ (1.1) admits a ground state $u_{\lambda}$ with $\lambda < 0$ and $|\lambda|$ small such that $Q(u_{\lambda}) = c;$

(ii) if $\gamma - 2/(p - 2) < 0$, there exists $c_2 > 0$ small such that for any $c < c_2,$ (1.1) admits a ground state $u_{\lambda}$ with $\lambda < 0$ and $|\lambda|$ small such that $Q(u_{\lambda}) = c.$

4.2. The case when $\lambda \to -\infty$. First, we assume that $D_u G = 0$. Let $u_{\lambda}$ be a ground state of (1.1) as $\lambda \to -\infty$ and $\mu = 1/\lambda$. We consider

$$v_\mu = |\mu|^{1/\mu} T(\lambda) u_{\lambda},$$

which satisfies the following equation

$$D_u S(v) - |\mu|^{\frac{\mu}{\mu - 1}} D_v F(|\mu|^{-\frac{1}{\mu - 1}} v) + D_u Q(v) = 0 \text{ in } W^*.$$

Let

$$\tilde{\Phi}_\mu(v) = S(v) - |\mu|^{\frac{\mu}{\mu - 1}} F(|\mu|^{-\frac{1}{\mu - 1}} v) + Q(v),$$

$$\tilde{\Phi}_0(v) = S(v) - m_2 F_0(v) + Q(v),$$

where $D_v F_0(v) = v^{q - 1}.$

Let

$$\tilde{\Phi}_0(v) = S(v) - m_2 F_0(v) + Q(v),$$

where $D_v F_0(v) = v^{q - 1}.$

Set

$$\tilde{N}_\mu = |\mu|^{1/\mu} T(1/\mu) N_{1/\mu}.$$

We assume that $T_\lambda$ is invertible. Then $\tilde{N}_\mu$ is a natural constraint of $\tilde{\Phi}_\mu$. Let $\tilde{N}_0$ be a natural constraint of $\tilde{\Phi}_0$ and set

$$\tilde{h}(\mu) = \inf_{v \in \tilde{N}_\mu} \tilde{\Phi}_\mu(v),$$

$$\tilde{K}_\mu = \{v \in \tilde{N}_\mu : D_v \tilde{\Phi}_\mu(v) = 0, \tilde{\Phi}_\mu(v) = \tilde{h}(\mu)\}.$$

Let us assume the following:

$(B_1)$ There exists $\delta > 0$ such that for any $(\mu, v) \in (-\delta, 0] \times W \setminus \{0\},$ there exists a unique function $\tilde{t} : (-\delta, 0] \times W \setminus \{0\} \to (0, \infty)$ such that

$$\text{when } t > 0, \text{ then } (\mu, tv) \in \tilde{N} \iff t = \tilde{t}(\mu, v),$$

$$\tilde{\Phi}_\mu(\tilde{t}(\mu, v)) = \max_{t > 0} \tilde{\Phi}_\mu(tv), \tilde{t} \in C((-\delta, 0] \times W \setminus \{0\}, (0, \infty)), \text{ where } \tilde{N} := \cup_{-\delta < \mu \leq 0} \tilde{N}_\mu.$$

$(B_2)$ $v_\mu$ is bounded in $W$ whenever $v_\mu \in \tilde{K}_\mu$ and $\mu \to 0^-.$

$(B_3)$ $D_v \tilde{\Phi}_0(v) = 0$ admits an unique and non-degenerate ground state $v^*.$

$(B_4)$ $\tilde{\Phi}_0$ satisfies $(PS)_c$ condition in $W$ for $c \leq \tilde{h}(0).$

$(B_5)$ $\lim_{\mu \to 0^-} \tilde{h}(\mu) > 0.$
Theorem 4.4. Assume that $(S_1)$, $(S_2)$, $(N_2)$, $(B_1)$ - $(B_5)$ hold true. Then there exists $\Lambda_2 < 0$ such that when $\lambda < \Lambda_2$, the ground state of (1.1) is unique and non-degenerate.

Proof. Step 1: $\limsup_{\mu \to 0} - \tilde{h}(\mu) \leq \tilde{h}(0)$.

Consider $\tilde{\Omega}(\mu, \nu^*) \in \tilde{N}_\mu$. By $(B_1)$, $\tilde{\Omega}(\mu, \nu^*) \to \tilde{\Omega}(0, \nu^*) = \nu^*$ in $W$ as $\mu \to 0^-$. The latter, together with $(N_2)$, imply that:

\[
\tilde{h}(\mu) \leq \tilde{\Phi}_\mu(\tilde{\Omega}(\mu, \nu^*))
= \tilde{\Phi}_0(\tilde{\Omega}(\mu, \nu^*)) + m_2 F_{0,q}(\tilde{\Omega}(\mu, \nu^*)) - \frac{1}{\tilde{\nu}^2} \tilde{\Omega}(\mu, \nu^*)
= \tilde{\Phi}_0(\nu^*) + o(1)
\]

(4.6) $\tilde{h}(0) = \tilde{\Phi}_0(\nu^*) + o(1)$.

Letting $\mu \to 0^-$, we have $\limsup_{\mu \to 0} - \tilde{h}(\mu) \leq \tilde{h}(0)$.

Step 2: Let $u_{\lambda_n} = v_n$ be a ground state of (1.1) as $\lambda_n \to -\infty$ and $v_n = v_{\mu_n}$ is given by (4.3). Then $v_n \to \nu^*$ in $W$ up to a subsequence.

Since $\tilde{\Phi}_\lambda(u_n) = h(\lambda_n)$, we know that $\tilde{\Phi}_0(v_n) = \tilde{h}(\mu_n)$. By $(B_2)$, $v_n$ is bounded in $W$. Then by $(N_2)$,

\[
|\mu_n| \frac{q}{\tilde{\nu}^2} F(|\mu_n|^{-\frac{1}{\tilde{\nu}^2}} v_n) - m_2 F_{0,q}(v_n) \to 0.
\]

Noticing that

\[
\tilde{\Phi}_0(v_n) = \tilde{\Phi}_\mu(v_n) + |\mu_n| \frac{q}{\tilde{\nu}^2} F(|\mu_n|^{-\frac{1}{\tilde{\nu}^2}} v_n) - m_2 F_{0,q}(v_n) = \tilde{h}(\mu_n) + o(1),
\]

we derive that $\limsup_{n \to \infty} \tilde{\Phi}_0(v_n) \leq \tilde{h}(0)$, This, together with $(B_5)$, enable as to assume that $\tilde{\Phi}_0(v_n) \to c \in (0, h(0)]$ passing to a subsequence if necessary. Then by $(N_2)$, as $n \to \infty$,

\[
D_v \tilde{\Phi}_0(v_n) = D_v \tilde{\Phi}_\mu(v_n) + |\mu_n| \frac{q}{\tilde{\nu}^2} D_v F(|\mu_n|^{-\frac{1}{\tilde{\nu}^2}} v_n) - m_2 D_v F_{0,q}(v_n) \to 0.
\]

By $(B_4)$, up to a subsequence, $v_n \to v_0$ in $W$. Since $\tilde{\Phi}_0 \in C^1$, $D_v \tilde{\Phi}_0(v_0) = 0$. Noticing that:

\[
\tilde{\Phi}_0(v_0) = \lim_{n \to +\infty} \tilde{\Phi}_0(v_n) > 0,
\]

we derive that $v_0 \neq 0$. Thus $v_0 \in \tilde{N}_0$.

Next, we will show that $v_0 \in K_0$. $\forall \epsilon > 0$, $\exists X > 0$, $\forall n > X$, there holds that

\[
\tilde{h}(0) \leq \tilde{\Phi}_0(v_0)
\]

\[
\leq \tilde{\Phi}_0(v_n) + \epsilon
= \tilde{\Phi}_\mu(v_n) + |\mu_n| \frac{q}{\tilde{\nu}^2} F(|\mu_n|^{-\frac{1}{\tilde{\nu}^2}} v_n) - m_2 F_{0,q}(v_n) + \frac{\epsilon}{2}
\]

(4.7) $\leq \tilde{\Phi}_\mu(v_n) + \epsilon$.  

21
Then Corollary 4.6.

Step 3: There exists $\Lambda_2 < 0$ such that when $\lambda < \Lambda_2$, the positive ground state of (1.1) is unique and non-degenerate.

Since $v^*$ is non-degenerate, we can use the implicit function theorem. Consider

\[ K(v, \mu) = D_v \Phi_\mu(v) = 0. \]

Then $K(v^*, 0) = 0$, $K_v(v^*, 0) = D_{vv} \Phi_0(v^*)$ is invertible. By applying the implicit function theorem to the map $K$ at $(v^*, 0)$, we derive that there exists $\delta > 0$ small enough such that $v_\mu$ is the unique and non-degenerate solution of $K(v, \mu) = 0$ in the neighborhood $\{(v, \mu) \in W \times (\mathbb{R}, 0) : \|v - v^*\| + |\mu| < \delta\}$. In particular, $v_0 = v^*$. Therefore, by Step 1, for $\mu < 0$ with $|\mu|$ small enough, $v_\mu$ is the unique and non-degenerate ground state of $D_v \Phi_\mu(v) = 0$. Note that the uniqueness and non-degeneracy of $v_\mu$ is equivalent to the uniqueness and non-degeneracy of $u_\lambda$. Therefore, there exists $\Lambda_2 < 0$ with $|\Lambda_2|$ large such that when $\lambda < \Lambda_2$, the positive ground state of (1.1) is unique and non-degenerate. 

**Corollary 4.5.** Assume that $(S_1), (S_2), (Q_1), (N_2), (B_1) - (B_5)$ hold true. Let $u_\lambda$ be the unique ground state of (1.1). Then

(i) $\lim_{\lambda \to -\infty} Q(u_\lambda) = 0$ if $\gamma - 2/(q - 2) > 0$;

(ii) $\lim_{\lambda \to -\infty} Q(u_\lambda) = Q(v^*)$ if $\gamma - 2/(q - 2) = 0$;

(iii) $\lim_{\lambda \to -\infty} Q(u_\lambda) = +\infty$ if $\gamma - 2/(q - 2) < 0$.

**Proof.** The proof is similar to the one of Corollary 4.2. 

**Corollary 4.6.** Assume that $(S_1), (S_2), (Q_1), (N_2), (B_1) - (B_5)$ hold true. Then

(i) if $\gamma - 2/(q - 2) > 0$, there exists $c_3 > 0$ small such that for any $c < c_3$, (1.1) admits a ground state $u_\lambda$ with $\lambda < 0$ and $|\lambda|$ large such that $Q(u_\lambda) = c$; 

(ii) if $\gamma - 2/(q - 2) < 0$, there exists $c_4 > 0$ large such that for any $c > c_4$, (1.1) admits a ground state $u_\lambda$ with $\lambda < 0$ and $|\lambda|$ large such that $Q(u_\lambda) = c$.

When $D_u G \neq 0$, we also assume $(G_1)$, quite similarly, we can prove the following results.

**Theorem 4.7.** Assume that $(S_1), (S_2), (G_1), (N_2), (B_1) - (B_5)$ hold true. Then there exist $\Lambda_3 < 0$ such that when $\lambda < \Lambda_3$, the positive ground state of (1.1) is unique and non-degenerate.

**Corollary 4.8.** Assume that $(S_1), (S_2), (G_1), (Q_1), (N_2), (B_1) - (B_5)$ hold true. Let $u_\lambda$ be the unique ground state of (1.1). Then

(i) $\lim_{\lambda \to -\infty} Q(u_\lambda) = 0$ if $\gamma - 2/(q - 2) > 0$;

(ii) $\lim_{\lambda \to -\infty} Q(u_\lambda) = Q(v^*)$ if $\gamma - 2/(q - 2) = 0$;
Laplacian \((\Delta u)\) is smooth enough, it can also be computed by the following singular integral:
\[
\tilde{L} = \int \frac{u(x) - u(y)}{|x - y|^{N+2s}} dy,
\]
where \(P.V.\) is the principal value, and \(c_{N,s}\) is a normalization constant.

As an application of our abstract framework, we will show the existence of normalized solutions. When \(s = 1\), \((-\Delta)^1\) is the usual Laplacian; when \(0 < s < 1\), the fractional Laplacian \((-\Delta)^s\) is defined via its multiplier \(|\xi|^{2s}\) in Fourier space. If \(u\) is smooth enough, it can also be computed by the following singular integral:
\[
(-\Delta)^s u(x) = c_{N,s} P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} dy,
\]
which is applicable to our abstract framework.

5.1. **Scalar field equations involving a fractional Laplacian in the entire space.** Consider the scalar field equations involving a fractional Laplacian of the form
\[
(-\Delta)^s u = \lambda u + f(|x|, u) \quad \text{in} \quad \mathbb{R}^N, 0 < s \leq 1, N \geq 2, \lambda < 0, u \geq 0 \quad \text{in} \quad \mathbb{R}^N, \quad u(x) \to 0 \quad \text{as} \quad |x| \to +\infty.
\]

When \(s = 1\), \((-\Delta)^1\) is the usual Laplacian; when \(0 < s < 1\), the fractional Laplacian \((-\Delta)^s\) is defined via its multiplier \(|\xi|^{2s}\) in Fourier space. If \(u\) is smooth enough, it can also be computed by the following singular integral:
\[
(-\Delta)^s u(x) = c_{N,s} P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} dy,
\]
where \(P.V.\) is the principal value, and \(c_{N,s}\) is a normalization constant.

As an application of our abstract framework, we will show the existence of normalized solutions. When \(s = 1\) and \(f(|x|, u) = |u|^{q-2}u\). Recall that the nonlinearity is called \(L^2\)-supercritical case or the mass supercritical case when \(q > 2 + N/4\), \(L^2\)-critical case when \(q = 2 + N/4\), the \(L^2\)-subcritical case when \(q < 2 + N/4\). When \(s = 1\), C.A. Stuart proved the existence of normalized solutions for \((5.1)\) in a series of works [56, 57, 58] in the \(L^2\)-subcritical case. In the non-autonomous case, H. Hajaiej and C. A. Stuart provided a detailed study including a wide range of nonlinearity. They obtained the existence of the normalized solutions and they proved the orbital stability of standing waves [20]. In the mass supercritical case, there are many results showing the existence of normalized solutions when \(f\) is autonomous, see, e.g., [2, 3, 25, 27]. As for non-autonomous nonlinearities, the second author has obtained some results in a recent work [51]. Here we extend these results to the case of \(0 < s < 1\).

We may assume that \(f(r, t) = 0\) whenever \(t < 0\) since we aim to show the existence of positive solutions. Furthermore, we suppose that \(f(r, t) \in C^1((0, +\infty) \times [0, +\infty), \mathbb{R})\):
Remark 5.1. The reader can refer to the following works for a more detailed account if we assume additional assumptions on the integrant ensuring that all ground states are radial and radially decreasing (Schwarz symmetric).

(f2) \( f(r, 1) \) is bounded, i.e. there exists \( M > 0 \) such that \( |f(r, 1)| \leq M \), \( \forall r > 0 \).

(f3) \( F_r(r, t) \leq C(|t|^{q_1} + |t|^{q_2}) \) for some \( C > 0 \), \( q_1, q_2 \in (2, 2^*_s) \) and there exists \( \theta \leq 0 \) such that

\[
F_r(r, t) r \geq \theta F(r, t), \forall t > 0, r > 0,
\]

where \( F(r, t) = \int_0^t f(r, s) ds \).

(f4) \( F_r(r, t) \leq C(|t|^{q_1} + |t|^{q_2}) \) for some \( C > 0 \), \( q_1, q_2 \in (2, 2^*_s) \) and there exists \( \tau \geq 0 \) such that

\[
F_r(r, t) r \leq \tau F(r, t), \forall t > 0, r > 0.
\]

In this case, \( W = H^s_{rad}(\mathbb{R}^N) \), the radially symmetric fractional order Sobolev space, equipped with the norm

\[
\|u\| = \sqrt{\int_{\mathbb{R}^N} (|\xi|^{2s} \hat{u}^2 + \hat{u}^2) d\xi}, \hat{u} = \mathcal{F}(u),
\]

\[
\Phi_\lambda(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|(-\Delta)^{\frac{s}{2}} u|^2 - \lambda u^2) dx - \int_{\mathbb{R}^N} F(|x|, u) dx,
\]

\[
S(u) = \frac{1}{2} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 dx, G(u) = 0,
\]

\[
F(u) = \int_{\mathbb{R}^N} F(|x|, u) dx, Q(u) = \frac{1}{2} \int_{\mathbb{R}^N} |u|^2 dx,
\]

\[
\mathcal{N}_\lambda = \{ u \in H^s_{rad}(\mathbb{R}^N) : \int_{\mathbb{R}^N} (|(-\Delta)^{\frac{s}{2}} u|^2 - \lambda u^2) dx - \int_{\mathbb{R}^N} f(|x|, u) u dx = 0 \}.
\]

Remark 5.1. \( H^s_{rad}(\mathbb{R}^N) \) can be replaced by \( H^s(\mathbb{R}^N) \) throughout this section if we assume additional assumptions on the integrant ensuring that all ground states are radial and radially decreasing (Schwarz symmetric). The reader can refer to the following works for a more detailed account [21, 22, 23, 24].

All assumptions given in the abstract framework 2 are satisfied and our main result in this subsection reads:

**Theorem 5.2.** Assume (f1) - (f4) with \((N - 2s)\beta < 2(N + \theta)\). Furthermore, we also assume that (5.1) admits at most one positive ground state in \( H^s_{rad}(\mathbb{R}^N) \) for any fixed \( \lambda < 0 \). If

\[
\alpha > \frac{2(N + \tau) + 4s}{N}
\]

or

\[
2 + \frac{2\tau}{N} < \alpha \leq \beta < \frac{2(N + \theta) + 4s}{N}
\]
then for any $\rho > 0$, (5.1) admits at least one solution $(\lambda, u_{\lambda}) \in (-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)$ such that $\int_{\mathbb{R}^N} u_{\lambda}^2 dx = \rho$.

**Lemma 5.3.** (i) Assume $(f_1)$ and $(f_2)$, then $(F_1)$ holds, i.e., for any $(\lambda, u) \in (-\infty, 0) \times H^s_{rad}(\mathbb{R}^N) \setminus \{0\}$, there exists a unique function $t : (-\infty, 0) \times H^s_{rad}(\mathbb{R}^N) \setminus \{0\} \to (0, +\infty)$ such that

when $t > 0$, then $(\lambda, tu) \in \mathcal{N} \iff t = t(\lambda, u),$

and $\Phi_\lambda(t(\lambda, u)u) = \max_{t > 0} \Phi_\lambda(tu)$, $t \in C((-\infty, 0) \times H^s_{rad}(\mathbb{R}^N) \setminus \{0\}, (0, +\infty))$, where $\mathcal{N} := \cup_{\lambda < 0} \mathcal{N}_\lambda$.

**Proof.** Consider

$$\psi : (0, \infty) \times (-\infty, 0) \times H^s_{rad}(\mathbb{R}^N) \setminus \{0\} \to \mathbb{R}$$

$$(t, \lambda, u) \mapsto \Phi_\lambda(tu).$$

Then

$$\psi_t(t, \lambda, u) = t \int_{\mathbb{R}^N} ((-\Delta)^{\frac{s}{2}} u)^2 - \lambda u^2 dx - \int_{\mathbb{R}^N} f(|x|) tu u dx.$$ 

Thus $(\lambda, tu) \in \mathcal{N}$ if and only if $\psi_t(t, \lambda, u) = 0$. Note that

$$\psi_{tt}(t, \lambda, u) = \int_{\mathbb{R}^N} ((-\Delta)^{\frac{s}{2}} u)^2 - \lambda u^2 dx - \int_{\mathbb{R}^N} f_t(|x|) tu u^2 dx.$$ 

When $\psi_t(t, \lambda, u) = 0$, then

$$\psi_{tt}(t, \lambda, u) = \int_{\mathbb{R}^N} (\frac{f(|x|)tu}{t} - f_t(|x|)tu) u^2 dx < 0.$$ 

By the fact that

$$\Phi_\lambda(u) \geq \min \{ \frac{1}{2}, -\frac{\lambda}{2} \} \|u\|^{2} - C(\|u\|^\alpha + \|u\|^\beta),$$

it is easy to verify that $\psi(t, \lambda, u) \geq \delta > 0$ for suitable $t$ (since there exist $\rho > 0$, $\delta > 0$ such that $\inf_{\|u\|=\rho} \Phi_\lambda(v) \geq \delta$). Furthermore, $\psi(t, \lambda, u) \to -\infty$ as $t \to +\infty$ for fixed $\lambda$ and $u$, implying the existence and uniqueness of $t(\lambda, u)$.

We see $\psi_t(t, \lambda, u)$ as $\psi_t(t, (\lambda, u))$, and

$$\psi_{t\lambda}(t, (\lambda, u)) = (\psi_{t\lambda}(t, \lambda, u), \psi_{tu}(t, \lambda, u))$$

where

$$\psi_{t\lambda}(t, \lambda, u) = -t \int_{\mathbb{R}^N} u^2 dx,$$

$$\psi_{tu}(t, \lambda, u)(\varphi) = 2t \int_{\mathbb{R}^N} ((-\Delta)^{\frac{s}{2}} u(-\Delta)^{\frac{s}{2}} \varphi - \lambda u \varphi) dx$$

$$- \int_{\mathbb{R}^N} (f(|x|) tu + tf_t(|x|) tu) \varphi dx, \forall \varphi \in H^s_{rad}(\mathbb{R}^N).$$

Since $\psi_{tt}(t(\lambda, u), \lambda, u) < 0$, it is an isomorphism of $\mathbb{R}$ onto $\mathbb{R}$. By the Implicit Function Theorem, $t \in C^1((-\infty, 0) \times H^s_{rad}(\mathbb{R}^N) \setminus \{0\}, (0, +\infty))$. $\square$
Lemma 5.4. Assume that \((f_1)\) and \((f_2)\) hold true, then \((F_2)\) holds.

Proof. By Lemma 5.3 there exists \(\delta_1 = \delta_1(\lambda_0) > 0\) such that \(h(\lambda) < h(\lambda_0) + 1\) for all \(|\lambda - \lambda_0| < \delta_1\) and \(\lambda < 0\). This, together with \(u_\lambda \in K_\lambda\), we have
\[
\begin{align*}
\Phi_\lambda(u_\lambda) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |(-\Delta)\tilde{u}_\lambda|^2 - \lambda u_\lambda^2 \right) dx < h(\lambda_0) + 1, \\
\langle \Phi'_\lambda(u_\lambda), u_\lambda \rangle = \int_{\mathbb{R}^N} \left( (-\Delta)\tilde{u}_\lambda^2 - \lambda u_\lambda^2 - f(|x|, u_\lambda)u_\lambda \right) dx = 0.
\end{align*}
\]
Thus we have that
\[
\frac{1}{2} \int_{\mathbb{R}^N} f(|x|, u_\lambda)u_\lambda dx - \int_{\mathbb{R}^N} F(|x|, u_\lambda) dx < h(\lambda_0) + 1.
\]
Since \(\alpha F(|x|, t) \leq f(|x|, t) t \leq \beta F(|x|, t)\), it follows that
\[
\int_{\mathbb{R}^N} f(|x|, u_\lambda)u_\lambda dx < \frac{2\alpha}{\alpha - 2}(h(\lambda_0) + 1),
\]
i.e.
\[
\int_{\mathbb{R}^N} |(-\Delta)\tilde{u}_\lambda|^2 - \lambda u_\lambda^2 dx < \frac{2\alpha}{\alpha - 2}(h(\lambda_0) + 1).
\]
Therefore, if \(|\lambda - \lambda_0| < \min\{\delta_1, -\frac{\lambda_0}{2}\}\), which implies that
\[
\begin{align*}
\int_{\mathbb{R}^N} |(-\Delta)\tilde{u}_\lambda|^2 + u_\lambda^2 dx < & \quad \left(1 - \frac{1}{\lambda} \right) \int_{\mathbb{R}^N} |(-\Delta)\tilde{u}_\lambda|^2 - \lambda u_\lambda^2 dx \\
< & \quad \frac{2\alpha(\lambda_0 - 2)}{\lambda_0(\alpha - 2)}(h(\lambda_0) + 1).
\end{align*}
\]
Take \(\delta = \min\{\delta_1, -\frac{\lambda_0}{2}\}\). For all \(\lambda\) with \(|\lambda - \lambda_0| < \delta\), we have that:
\[
\|u_\lambda\| < \sqrt{\frac{2\alpha(\lambda_0 - 2)}{\lambda_0(\alpha - 2)}(h(\lambda_0) + 1)}.
\]
Therefore, \((F_2)\) holds and the proof is completed. \(\square\)

Lemma 5.5. (Pohozaev identity) Suppose that \((f_1)\), \((f_2)\), \((f_4)\) or \((f_1)\) - \((f_3)\) hold. Let \(u \in H_{rad}^{2s}(\mathbb{R}^N)\) be a weak solution of \((5.1)\), then the following integral identity holds true:
\[
(N - 2s) \int_{\mathbb{R}^N} |(-\Delta)\tilde{u}|^2 dx
\]
\[
= \lambda \int_{\mathbb{R}^N} u^2 dx + 2 \int_{\mathbb{R}^N} \left| NF(|x|, u) dx + |x| F_r(|x|, u) dx \right|
\]
\[
(5.5)
\]
Proof. We know that \(u \in H_{rad}^{2s+1}(\mathbb{R}^N)\) if \(u \in H_{rad}^{s}(\mathbb{R}^N)\) solves \((5.1)\). In fact, \([13\text{ Lemma B.2}]\) gives the proof when \(N = 1\); for \(N \geq 2\), the modifications of the proof given there are straightforward (the proof of \(u \in L^\infty\) can be found in \([13\text{ Appendix B.2}]\) and then the cases \(s \geq 1/2\) and \(0 < s < 1/2\) can be treated separately as the proof of \([13\text{ Lemma B.2}]\)). We
integrate (5.1) after a multiplication by $x \cdot \nabla u$. Integration by parts implies that

$$\langle x \cdot \nabla u, (\Delta)^s u \rangle_{L^2} = \frac{2s - N}{2} \langle u, (\Delta)^s u \rangle_{L^2}, \langle x \cdot \nabla u, \lambda u \rangle_{L^2} = -\frac{N\lambda}{2} \langle u, u \rangle_{L^2},$$

where for the first identity we also use that $\nabla \cdot (x \cdot \nabla u, (\Delta)^s u) = -2s(\Delta)^s u$, which is easily verified in Fourier space. Hence, we deduce (5.5).

Lemma 5.6. Assume $(f_1)$ - $(f_4)$ with $(N - 2s)\beta < 2(N + \theta)$. If

$$\alpha > \frac{2(N + \tau) + 4s}{N},$$

then $(F_5)$ and $(F_6)$ hold with $l \geq k > 1$. If

$$2 + \frac{2\tau}{N} < \alpha \leq \frac{2(N + \theta) + 4s}{N},$$

then $(F_5)$ and $(F_6)$ hold with $0 < k \leq l < 1$.

Proof. By integrating (5.1) after a multiplication by $u$, we obtain

$$\int_{\mathbb{R}^N} \left| (\Delta)^{\frac{s}{2}} u \right|^2 dx = \lambda \int_{\mathbb{R}^N} u^2 dx + \int_{\mathbb{R}^N} f(|x|, u) u dx.$$

$(f_3)$, (5.5) and (5.6) imply that:

$$-2s\lambda \int_{\mathbb{R}^N} u^2 dx = 2 \int_{\mathbb{R}^N} \left[ NF(|x|, u) + |x| F_r(|x|, u) \right] dx - (N - 2s) \int_{\mathbb{R}^N} f(|x|, u) u dx$$

$$2s \int_{\mathbb{R}^N} \left| (\Delta)^{\frac{s}{2}} u \right|^2 dx$$

$$= N \int_{\mathbb{R}^N} f(|x|, u) u dx - 2 \int_{\mathbb{R}^N} \left[ NF(|x|, u) + |x| F_r(|x|, u) \right] dx$$

$$\leq \left[ N \beta - 2(N + \theta) \right] \int_{\mathbb{R}^N} F(|x|, u) dx.$$

$(f_4)$, (5.5) and (5.6) imply that:

$$-2s\lambda \int_{\mathbb{R}^N} u^2 dx = 2 \int_{\mathbb{R}^N} \left[ NF(|x|, u) + |x| F_r(|x|, u) \right] dx - (N - 2s) \int_{\mathbb{R}^N} f(|x|, u) u dx$$

$$2s \int_{\mathbb{R}^N} \left| (\Delta)^{\frac{s}{2}} u \right|^2 dx$$

$$\leq \left[ 2(N + \tau) - (N - 2s)\alpha \right] \int_{\mathbb{R}^N} F(|x|, u) dx.$$
\[ 2s \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 \, dx \]
\[ = N \int_{\mathbb{R}^N} f(|x|, u) \, dx - 2 \int_{\mathbb{R}^N} [NF(|x|, u) + |x| F_r(|x|, u)] \, dx \]
\[ \geq [N \alpha - 2(N + \tau)] \int_{\mathbb{R}^N} F(|x|, u) \, dx. \]  
(5.10) 

Therefore, if \( \beta > \frac{2(N+\theta)+4s}{N} \) and \( 2(N + \theta) - \beta(N - 2s) > 0 \), then
\[ \Phi_{\lambda}(u) = \frac{1}{2} \int_{\mathbb{R}^N} \left( |(-\Delta)^{\frac{s}{2}} u|^2 - \lambda u^2 \right) \, dx - \int_{\mathbb{R}^N} F(|x|, u) \, dx \]
\[ \leq \left[ \frac{N \beta - 2(N + \theta)}{4s} - 1 \right] \int_{\mathbb{R}^N} F(|x|, u) \, dx - \frac{\lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx \]
(5.11) 

showing that:
\[ \Phi_{\lambda}(u) \leq \frac{l - \lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx, \]

where \( l = \frac{N \beta - 2(N + \theta) - \beta(N - 2s)}{2(N + \theta) - \beta(N - 2s)} + 1 > 1 \). Thus, \( (F_5) \) holds with \( l > 1 \).

Similarly, if \( 2 < \beta < \frac{2(N+\theta)+4s}{N} \) and \( 2(N + \tau) - \alpha(N - 2s) > 0 \), then
\[ \Phi_{\lambda}(u) \leq \left[ \frac{N \beta - 2(N + \theta)}{4s} - 1 \right] \int_{\mathbb{R}^N} F(|x|, u) \, dx - \frac{\lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx \]
(5.12) 

showing that:
\[ \Phi_{\lambda}(u) \leq \frac{l - \lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx, \]

where \( l = \frac{N \beta - 2(N + \theta) - \alpha(N - 2s)}{2(N + \tau) - \alpha(N - 2s)} + 1 \in (0, 1) \). Thus, \( (F_5) \) holds with \( l \in (0, 1) \).

If \( \alpha > \frac{2(N+\tau)+4s}{N} \) and \( 2(N + \tau) - \alpha(N - 2s) > 0 \), then
\[ \Phi_{\lambda}(u) = \frac{1}{2} \int_{\mathbb{R}^N} \left( |(-\Delta)^{\frac{s}{2}} u|^2 - \lambda u^2 \right) \, dx - \int_{\mathbb{R}^N} F(|x|, u) \, dx \]
\[ \geq \left[ \frac{N \alpha - 2(N + \tau)}{4s} - 1 \right] \int_{\mathbb{R}^N} F(|x|, u) \, dx - \frac{\lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx \]
(5.13) 

showing that:
\[ \Phi_{\lambda}(u) \leq \frac{l - \lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx, \]
proving that
\[ \Phi_\lambda(u) \geq k \frac{-\lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx, \]
where \( k = \frac{N \alpha - 2(N + \tau) - 4s}{2(N + \tau) - \alpha(N - 2s)} + 1 > 1. \) Hence, \((F_6)\) holds with \( k > 1. \)

If \( 2 + \frac{2s}{N} < \alpha < \frac{2(N + \tau) + 4s}{N} \) and \( 2(N + \theta) - \beta(N - 2s) > 0, \) then
\[
\Phi_\lambda(u) \geq \frac{[N \alpha - 2(N + \tau)]}{4s} - 1 \int_{\mathbb{R}^N} F(|x|, u) \, dx - \frac{\lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx
\]
(5.14) \[
\geq \frac{[N \alpha - 2(N + \tau)]}{4s} - 1 \frac{-2s \lambda}{2(N + \theta) - \beta(N - 2s)} - \frac{\lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx,
\]
which proves that
\[
\Phi_\lambda(u) \leq k \frac{-\lambda}{2} \int_{\mathbb{R}^N} u^2 \, dx,
\]
where \( k = \frac{N \alpha - 2(N + \tau) - 4s}{2(N + \tau) - \alpha(N - 2s)} + 1 \in (0, 1). \) Thus, \((F_6)\) holds with \( k \in (0, 1). \)

The proof is complete. \( \square \)

**Proof of Theorem 5.2** Lemmas 5.3, 5.4 and 5.6 yield that \((F_1),\) \((F_2),\) \((F_3)\) and \((F_6)\) hold. Standard methods yield that \((F_3)\) and \((F_6)\) holds. Since we assume that \( f(r, t) \geq 0 \) for all \( r > 0, t \in \mathbb{R}, \) nontrivial solutions of \((5.1)\) are strictly positive by the maximum principle, see e.g. \([10, \text{Lemma 4.13 and Remark 4.14}]\) when \( 0 < s < 1. \) We also assume that \((5.1)\) admits one positive ground state in \( H^s_{rad}(\mathbb{R}^N). \) Therefore, \( K_\lambda \) has a unique element \( u_\lambda \) for any \( \lambda < 0, \) i.e. \( K_\lambda = \{u_\lambda\}. \) Thus \( d \equiv d \) in \((\infty, 0)\). Then, apply Corollary 3.4 \((iv)\) and the proof is complete. \( \square \)

**Remark 5.7.** In Theorem 5.2 we have \( 0 \leq (N - 2s) \tau < N \theta + 4s^2 \leq 4 \) when \( \alpha > \frac{2(N + \tau) + 4s}{N} \) and \((N - 2s) \beta < 2(N + \theta)\) since
\[
2(N + \theta) > (N - 2s) \beta \geq (N - 2s) \alpha > (N - 2s) \frac{2(N + \tau) + 4s}{N};
\]
and \( 0 \leq \tau < \theta + 2s \leq 2s \) when \( 2 + \frac{2s}{N} < \alpha \leq \beta < \frac{2(N + \theta) + 4s}{N}. \)

**Remark 5.8.** When \( f_s(r, t) \leq 0 \) for all \( r > 0 \) and \( t > 0, \) applying the moving plane arguments developed in [38] directly, we can show that any positive solution of \((5.7)\) is radially symmetric and monotonically decreasing with respect to \( r = |x|. \) Since we discuss in \( H^s_{rad}(\mathbb{R}^N), \) we do not need the radially symmetric result here, while the monotonic result will be used in the proof of non-degeneracy, see Lemma 4.3 below.

**Remark 5.9.** In the special case when
\[
f(|r|, u) = |u|^{q-2}u, q \in (2, 2^*_s),
\]
we can show the existence of normalized solutions without the hypothesis of uniqueness for the positive ground state solution, see Corollary 3.4 \((v)\).
In fact, when \( q \neq 2 + 4s/N \), then for any \( \rho > 0 \), \((5.11)\) admits a solution \((\lambda, u_\lambda) \in (-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)\) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \). Furthermore,

\[
\rho = C \frac{2N - (N - 2s)q}{2s(q - 2)} (-\lambda)^{\frac{4s-N(q-2)}{2s(q-2)}},
\]

which can be found in Theorem 3.2 (iv). When \( q = 2 + 4s/N \), \( \int_{\mathbb{R}^N} u_\lambda^2 dx \equiv \text{Const.} \) for all \( \lambda \in (-\infty, 0) \) and \( u_\lambda \in K_\lambda \).

5.2. A non-autonomous case without the hypothesis of uniqueness of the ground state solution. Here we come back to the uniqueness assumption that we made in Theorem 5.2, where we assumed that \((5.1)\) admits a unique positive ground state in \( H^s_{rad}(\mathbb{R}^N) \) for any fixed \( \lambda < 0 \). When \( s = 1 \) and \( f \) is autonomous, there are many results about the uniqueness of positive solution. When \( f \) is non-autonomous, there are quite few results. When \( 0 < s < 1 \) and \( f(|x|, u) = |u|^{q-2}u \), the uniqueness of positive ground state has been shown in [13] [14]. However, to the best of our knowledge, there are no results when \( f \) is non-autonomous. Hence, in this subsection, we will apply our abstract framework 1 to a class of non-autonomous \( f \) without the uniqueness assumption. Then as a corollary, we will show the uniqueness of positive ground state can be proved when \( 0 < s \leq 1 \). This uniqueness result is new. More precisely, consider

\[
(5.15) \quad \begin{cases}
(-\Delta)^s u = \lambda u + h(|x|)|u|^{q-2}u \text{ in } \mathbb{R}^N, \\
u(x) \to 0 \text{ as } |x| \to +\infty,
\end{cases}
\]

where \( 0 < s \leq 1, \ N \geq 2, \ \lambda < 0, \ 2 < q < 2^*_s \), and we assume on \( h(r) \):

(h1) \( h(r) \in C^1[0, +\infty) \cap L^\infty[0, +\infty), \ h(r) > 0 \text{ in } [0, +\infty), \ h(r) \) and \( \frac{rh'(r)}{h(r)} \)

are non-increasing in \((0, +\infty), \ \theta = \lim_{r \to +\infty} \frac{rh'(r)}{h(r)} > -\infty. \)

Our main result in this subsection is the following theorem:

**Theorem 5.10.** Assume that \((h_1)\) holds with \((N-2s)q < 2(N+\theta)\). Then for any \( \rho > 0 \), \((5.11)\) admits at least one solution \((\lambda, u_\lambda) \in (-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)\) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \) if \( q > 2 + 4s/N \) or \( 2 < q < 2 + (2\theta + 4s)/N \).

**Remark 5.11.** Let \( h(r) = 1/(1 + r^k)^l, \ k \geq 1, \ l > 0. \) Then \((h_1)\) holds with \( \theta = -kl. \)

We would like to use the abstract framework 1. Let \( E = L^2(\mathbb{R}^N), W = H^s(\mathbb{R}^N), \tilde{W} = H^{2s}(\mathbb{R}^N), G = O(N) \). It is not difficult to verify \((H_1) \) - \((H_4)\), \((H_6)\), \((H_7)\). Moreover, a \( G \)-ground state is indeed a ground state here. To show \((H_5)\), we prove the following lemma.

**Lemma 5.12.** Let \( u_\lambda \in H^s_{rad}(\mathbb{R}^N) \) be a positive solution of \((5.15)\) and \( \mu_G(u_\lambda) = 1. \) Suppose that \((h_1)\) holds true, then \( \ker D_{uu}\Phi_{\lambda}(u_\lambda)|_{L^2_{rad}} = \{0\}. \)

**Proof.** Note that \( \inf \sigma_{ess}(D_{uu}\Phi_{\lambda}(u_\lambda)) = -\lambda > 0. \) Arguing by contradiction, we assume that \( 0 \in \sigma_{dis}(D_{uu}\Phi_{\lambda}(u_\lambda)|_{L^2_{rad}}). \) Since \( \mu_G(u_\lambda) = 1, \) 0 is the second eigenvalue. Assume that \( v \in H^s_{rad} \) is an unit eigenfunction corresponding to 0, then \( v = v(|x|) \) changes its sign exactly once for
\(|x| = r \in (0, +\infty)|

which is a standard result when \(s = 1\) and can be found in [14] Theorem 2 when \(0 < s < 1\). We assume that \(v(r^*) = 0\), \(v(r) \geq 0\) in \((0, r^*)\) and \(v(r) \leq 0\) in \((r^*, +\infty)\).

Direct calculation yields to
\[
D_{uu}\Phi_\lambda(u_{\lambda})(u_{\lambda}) = (2 - q)h(r)u_{\lambda}^{q-1},
\]
\[
D_{uu}\Phi_\lambda(u_{\lambda})(x \cdot \nabla u_{\lambda}) = (rh'(r) + 2sh(r))u_{\lambda}^{q-1} + 2s\lambda u_{\lambda}.
\]

Let
\[
z(r) = (rh'(r) + 2sh(r))u_{\lambda}^{q-1} + \lambda u_{\lambda} + kh(r)u_{\lambda}^{q-1}
\]
\[= h(r)u_{\lambda}^{q-1}[k + 2s + \frac{rh'(r)}{h(r)} + \frac{2s\lambda}{h(r)u_{\lambda}^{q-2}}],\]
where
\[
k = -(2s + \frac{r^*h'(r^*)}{h(r^*)} + \frac{2s\lambda}{h(r^*)u_{\lambda}^{(r^*)q-2})},
\]
ensuring that \(z(r^*) = 0\). By Remark 5.8, \(u_{\lambda}(r)\) is monotonically decreasing. By (h1), \(h(r)\) and \(rh'(r)/h(r)\) are non-increasing. Thus \(z(r) > 0\) in \((0, r^*)\) and \(z(r) < 0\) in \((r^*, +\infty)\), yielding \(\langle z, v\rangle_{L^2} > 0\). However, since \(z = D_{uu}\Phi_\lambda(u_{\lambda})(\frac{k}{2-q}u_{\lambda} + x \cdot \nabla u_{\lambda})\), we obtain
\[
\langle z, v\rangle_{L^2} = \langle D_{uu}\Phi_\lambda(u_{\lambda})(\frac{k}{2-q}u_{\lambda} + x \cdot \nabla u_{\lambda}), v\rangle_{L^2}
\]
\[= \langle \frac{k}{2-q}u_{\lambda} + x \cdot \nabla u_{\lambda}, D_{uu}\Phi_\lambda(u_{\lambda})(v)\rangle_{L^2} = 0,
\]
which is a contradiction, and this completes the proof. \(\square\)

We assume the positivity of \(u_{\lambda}\) in Lemma 5.12. Thus, to apply our abstract framework 1, we also need the following lemma.

**Lemma 5.13.** There exists
\[
\lambda \mapsto u_{\lambda} \in C^1([\lambda^*, \lambda_*], W \setminus \{0\})
\]
for some \(\lambda^* < \lambda_* < 0\) where \(u_{\lambda}\) is a solution of (5.15).

(i) If \(\lambda_{\lambda_*} > 0\), then \(u_{\lambda} > 0\) for \(\lambda\) close enough to \(\lambda_*\).

(ii) Let \(\{\lambda_n\} \subset (\lambda^*, \lambda_*)\) be a sequence such that \(\lambda_n \to \lambda^*\), and \(u_{\lambda_n} > 0\). Then \(u_{\lambda^*} > 0\).

**Proof.** Along the lines of Lemma A.6 (i), we can prove (i), (ii). \(\square\)

**Proof of Theorem 5.10.** Thanks to Lemmas 5.12 and 5.13, Theorem 2.2 shows that there exists
\[
\lambda \mapsto u_{\lambda} \in C^1((-\infty, 0), H^s_{rad}(\mathbb{R}^N) \setminus \{0\}),
\]
such that \(u_{\lambda}\) solves (5.13), and \(\mu_G(u_{\lambda}) = 1\).

Then by Remark 3.3 following the proof of Theorem 5.2, we can use abstract framework 2 to obtain the asymptotical behaviors of \(\int_{\mathbb{R}^N} u_{\lambda}^2 \, dx\) as \(\lambda \to -\infty\) and \(\lambda \to 0^-\) to complete the proof. \(\square\)
Finally in this subsection, we show a uniqueness result. The key step is to show a local uniqueness result when \( \lambda \to -\infty \).

**Lemma 5.14.** Assume \((h_1)\) holds with \((N - 2s)q < 2(N + \theta)\). Then there exists \(\Lambda_1 < 0\) such that the positive solution of \((5.15)\) with \(G\)-Morse index 1 is unique in \(H^s_{rad}(\mathbb{R}^N)\) for all fixed \(\lambda < \Lambda_1\).

**Proof.** Assume that for some \(\lambda_0 < 0\), there is a positive solution \(u_{\lambda_0}\) of \((5.15)\) with \(\mu_G(u_{\lambda_0}) = 1\). Similar to the proof of Theorem 5.10 we know that there exists

\[
\lambda \mapsto u_{\lambda} \in C^1((\infty, \lambda_0], H^s_{rad}(\mathbb{R}^N) \setminus \{0\}),
\]

such that \(u_{\lambda}\) solves \((5.15)\), and \(\mu_G(u_{\lambda}) = 1\). Using ideas in Section 4.2 let \(\mu = 1/\lambda\) and consider

\[
(5.19) \quad v_{\mu} = |\mu|^{\frac{1}{p-2}}u_{\lambda}(|\mu|^{\frac{1}{s}}x),
\]

which satisfies the following equation

\[
(5.20) \quad (-\Delta)^{s}v_{\mu} + v_{\mu} = h(|\mu|^{\frac{1}{s}}|x|)|v_{\mu}|^{q-2}v_{\mu}.
\]

Moreover, there exists

\[
\mu \mapsto v_{\mu} \in C^1([\frac{1}{\lambda_0}, 0], H^s_{rad}(\mathbb{R}^N) \setminus \{0\}),
\]

where \(\mu_G(v_{\mu}) = 1\). Then along the lines of the proof for Lemma A.5, we have the following power estimates

\[
\int_{\mathbb{R}^N} h(|\mu|^{\frac{1}{s}}|x|)|v_{\mu}|^{q}dx \sim \int_{\mathbb{R}^N} |v_{\mu}|^{2}dx \sim \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}}v_{\mu}|^{2}dx \gtrsim 1,
\]

Next, we show that \(\int_{\mathbb{R}^N} h(|\mu|^{\frac{1}{s}}|x|)|v_{\mu}|^{q}dx \lesssim 1\). Differentiating \((5.20)\) with respect to \(\mu\), we get

\[
(5.21) \quad L_{\mu}\partial_{\mu}v_{\mu} = \frac{1}{2s\mu}h'(|\mu|^{\frac{1}{s}}|x|)|\mu|^{\frac{1}{s}}|x||v_{\mu}|^{q-2}v_{\mu},
\]

showing that

\[
\partial_{\mu}v_{\mu} = L_{\mu}^{-1}\left(\frac{1}{2s\mu}h'(|\mu|^{\frac{1}{s}}|x|)|\mu|^{\frac{1}{s}}|x||v_{\mu}|^{q-2}v_{\mu}\right),
\]

where

\[
L_{\mu} = (-\Delta)^{s} + 1 - (q - 1)h(|\mu|^{\frac{1}{s}}|x|)|v_{\mu}|^{q-2}.
\]

Since \(L_{\mu}v_{\mu} = (2 - q)h(|\mu|^{\frac{1}{s}}|x|)|v_{\mu}|^{q-2}v_{\mu}\),

\[
\langle h(|\mu|^{\frac{1}{s}}|x|)|v_{\mu}|^{q-2}v_{\mu}, \partial_{\mu}v_{\mu}\rangle_{L^2} = \langle L_{\mu}^{-1}(h(|\mu|^{\frac{1}{s}}|x|)|v_{\mu}|^{q-2}v_{\mu}), \frac{1}{2s\mu}h'(|\mu|^{\frac{1}{s}}|x|)|\mu|^{\frac{1}{s}}|x||v_{\mu}|^{q-2}v_{\mu}\rangle_{L^2}
\]

\[
(5.22) = \frac{1}{(2-q)2s\mu} \int_{\mathbb{R}^N} h'(|\mu|^{\frac{1}{s}}|x|)|\mu|^{\frac{1}{s}}|x||v_{\mu}|^{q}dx.
\]
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We write \( \phi(\mu) = \int_{\mathbb{R}^N} h(|\mu|^{\frac{1}{q}}|x|)|v_\mu|^q dx \). Then
\[
\phi'(\mu) = \frac{1}{2s\mu} \int_{\mathbb{R}^N} h'(|\mu|^{\frac{1}{q}}|x|)|\mu|^{\frac{1}{q}}|x||v_\mu|^q dx + q\langle h(|\mu|^{\frac{1}{q}}|x|)|v_\mu|^{q-2}v_\mu, \partial_\mu v_\mu \rangle_{L^2} \\
= -\frac{\theta}{(q-2)s\mu} \int_{\mathbb{R}^N} h'(|\mu|^{\frac{1}{q}}|x|)|\mu|^{\frac{1}{q}}|x||v_\mu|^q dx
\]
(5.23)
Thus \( \phi(\mu) \leq \phi(1/\lambda_0) \) for all \( \mu \in [1/\lambda_0, 0) \). Now we show that
\[
\int_{\mathbb{R}^N} h(|\mu|^{\frac{1}{q}}|x|)|v_\mu|^q dx \sim \int_{\mathbb{R}^N} |v_\mu|^2 dx \sim \int_{\mathbb{R}^N} (-\Delta)\frac{\mu}{2}v_\mu^2 dx \sim 1,
\]
implying that \( v_\mu \) is uniformly bounded in \( H^s(\mathbb{R}^N) \). Then along the lines of the proof for Theorem 4.1, we can complete the proof. \( \square \)

**Theorem 5.15.** Assume \((h_1)\) holds with \((N-2s)q < 2(N+\theta)\). Then the positive ground state solution of (5.15) is unique in \( H^s(\mathbb{R}^N) \) for any fixed \( \lambda < 0 \).

**Proof.** By Remark 5.8 any positive solution of (5.15) is radially symmetric if \((h_1)\) holds. Then the proof can be completed by the combination of Corollary 2.6 and Lemma 5.14. \( \square \)

**Remark 5.16.** It seems that the results in Theorem 5.14 can be extended. We further assume that \( h(r) = r^\rho, r > R \) for some \( R > 0 \). Similar to the proof of Lemma 5.14, our abstract framework 3 is helpful to study the asymptotical behavior of \( u_\lambda \) as \( \lambda \to 0^- \). Then we believe that the following results hold:

(i) if \( q > 2+4s/N \) or \( 2 < q < 2+(2\theta+4s)/N \), for any \( \rho > 0 \), (5.17) admits at least one solution \((\lambda, u_\lambda) \) in \((-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)\) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \);

(ii) if \( q = 2 + 4s/N \), there exists \( \rho_1 > 0 \) such that
- for any \( \rho > \rho_1 \), (5.15) admits at least one solution \((\lambda, u_\lambda) \) in \((-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)\) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \),
- for any \( \rho < \rho_1 \), (5.15) admits no ground state solution \( u_\lambda \) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \);

(iii) if \( 2 + (2\theta+4s)/N < q < 2 + 4s/N \), there exists \( \rho_2 > 0 \) such that
- (5.17) admits at least one solution \((\lambda, u_\lambda) \) in \((-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)\) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \),
- for any \( \rho > \rho_2 \), (5.16) admits at least two solutions \((\lambda, u_\lambda), (\tilde{\lambda}, u_{\tilde{\lambda}}) \) in \((-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)\) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = \int_{\mathbb{R}^N} u_{\tilde{\lambda}}^2 dx = 2\rho \),
- for any \( \rho < \rho_2 \), (5.17) admits no ground state solution \( u_\lambda \) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \);

(iv) if \( q = 2 + (2\theta+4s)/N \), there exists \( \rho_3 > 0 \) such that
- for any \( \rho > \rho_3 \), (5.16) admits at least one solution \((\lambda, u_\lambda) \) in \((-\infty, 0) \times H^s_{rad}(\mathbb{R}^N)\) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = \int_{\mathbb{R}^N} u_{\tilde{\lambda}}^2 dx = 2\rho \),
- for any \( \rho < \rho_3 \), (5.17) admits no ground state solution \( u_\lambda \) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \);

(v) if \( q = 2 + (2\theta+4s)/N \), there exists \( \rho_4 > 0 \) such that
- for any \( \rho > \rho_4 \), (5.15) admits no ground state solution \( u_\lambda \) such that \( \int_{\mathbb{R}^N} u_\lambda^2 dx = 2\rho \).
Lemma 5.19. Assume that \( e^2 + (2\theta H) \) admits no ground state solution \( u_\lambda \) such that \( \int_{\mathbb{R}^N} u_\lambda^2 \, dx = 2\rho \).

Since this is a purely computational aspect, we are not going to prove in this article.

Remark 5.17. In Appendix A, we will provide another method to prove Theorem 5.15. The uniqueness problem of fractional nonlinear Schrödinger equations is a long standing question. The breakthrough work in [13,14], gave an affirmative answer for pure nonlinearity \( |u|^{q-2}u \). The discussions in Appendix A are inspired by [13] and make important extensions.

5.3. The orbital stability/instability. If \((\lambda, u_\lambda)\) is a solution of (5.1), then \( e^{-i\lambda t}u_\lambda \) is a standing wave solution of the fractional nonlinear Schrödinger equation (fNLS)

\[
(5.24) \quad \begin{cases}
    i\partial_t \psi - (-\Delta)^s \psi + \tilde{f}(x, \psi) = 0, (t, x) \in [0, +\infty) \times \mathbb{R}^N, \\
    \psi(0, x) = \psi_0(x),
\end{cases}
\]

where \( \tilde{f}: \mathbb{R}^N \times \mathbb{C} \rightarrow \mathbb{C} \) is defined by \( \tilde{f}(x, e^{i\theta}u) = e^{i\theta}f(x, u), \ u \in \mathbb{R} \). In this subsection, we study the orbital stability or instability of the ground state solutions for (5.1) which are shown in Theorem 5.2. Recall that such solutions are called orbitally stable if for each \( \epsilon > 0 \) there exists \( \delta > 0 \) such that, whenever \( \psi_0 \in H^s_{rad}(\mathbb{R}^N, \mathbb{C}) \) is such that \( \|\psi_0 - u_\lambda\|_{H^s_{rad}(\mathbb{R}^N, \mathbb{C})} < \delta \) and \( \psi(t, x) \) is the solution of (5.24) with \( \psi(0, \cdot) = \psi_0 \) in some interval \([0, t_0]\), then \( \psi(t, \cdot) \) can be continued to a solution in \( 0 \leq t < \infty \) and

\[
\sup_{0 < t < \infty} \inf_{\omega \in \mathbb{R}} \|\psi(t, x) - e^{-i\lambda \omega} u_\lambda(x)\|_{H^s_{rad}(\mathbb{R}^N, \mathbb{C})} < \epsilon;
\]

otherwise, they are called unstable. To do this, we assume that (5.24) is locally well-posed in \( H^s_{rad}(\mathbb{R}^N, \mathbb{C}) \):

\((LWP)\) For each \( \psi_0 \in H^s_{rad}(\mathbb{R}^N, \mathbb{C}) \), there exist \( t_0 > 0 \), only depending on \( \|\psi_0\|_{H^s(\mathbb{R}^N, \mathbb{C})} \), and a unique solution \( \psi(t, x) \) of (5.24) with initial datum \( \psi_0 \) in the interval \( I = [0, t_0] \). A detailed account on this aspect is given in [25].

Our main result in this subsection is as follows.

Theorem 5.18. Under the hypotheses of Theorem 5.2 and \((LWP)\) holds and any positive ground state of (5.7) is non-degenerate in \( H^s_{rad}(\mathbb{R}^N) \) for all \( \lambda \in (-\infty, 0) \). \( (\lambda, u_\lambda) \) is given by Theorem 5.2 Then for a.e. \( \rho \in (0, \infty) \), \( e^{-i\lambda t}u_\lambda \) is orbitally unstable in \( H^s_{rad}(\mathbb{R}^N, \mathbb{C}) \) when \( \alpha > 2 + (2\tau + 4s)/N \) while \( e^{-i\lambda t}u_\lambda \) is orbitally stable in \( H^s_{rad}(\mathbb{R}^N, \mathbb{C}) \) when \( 2 + 2\tau/N < \alpha < \beta < 2 + (2\theta + 4s)/N \) where \( \int_{\mathbb{R}^N} u_\lambda^2 \, dx = 2\rho \).

Lemma 5.19. Assume that \((f_1), (f_2)\) hold, any positive ground state of (5.7) is non-degenerate in \( H^s_{rad}(\mathbb{R}^N) \) and \( \mathcal{K}_\lambda \) has only one element \( u_\lambda \) for any \( \lambda < 0 \), then \( \mathcal{K} \) is a \( C^1 \) curve in \( \mathbb{R} \times H^s_{rad}(\mathbb{R}^N) \) where \( \mathcal{K} = \{ (\lambda, u) : u \in \mathcal{K}_\lambda \} \).
Proof. With the help of the result shown in the proof of Step 2 of Theorem 3.1, it is not difficult to verify that \( u_\lambda \to u_{\lambda_0} \) in \( H^s(\mathbb{R}^N) \) as \( \lambda \to \lambda_0 \).

In other words, \( \mathcal{K} \) is a continuous curve in \( \mathbb{R} \times H^s_{rad}(\mathbb{R}^N) \). Then similar to Theorem 18, we can prove that \( \mathcal{K} \) is a \( C^1 \) curve in \( \mathbb{R} \times H^s_{rad}(\mathbb{R}^N) \) by the implicit function theorem since \( u_\lambda \) is non-degenerate in \( H^s_{rad}(\mathbb{R}^N) \). \( \square \)

To study the orbitally stability, we lean on the following result, which expresses in our context the abstract theory developed in [17]:

**Proposition 5.20.** Under the hypotheses of Lemma 5.19 and assume that (LWP) holds. Then if \( d'(\lambda) < 0 \) (respectively \( > 0 \)), the standing wave \( e^{-i\lambda t}u_\lambda(x) \) is orbitally stable (respectively unstable), where \( d(\lambda) = \frac{1}{2} \int_{\mathbb{R}^N} u_\lambda^2 \, dx \) here.

**Proof of Theorem 5.18.** Case 1: \( \alpha > 2(\mathbf{N} + r + 4s) \).

In this case, Theorem 3.2 yields that \( \lim_{\lambda \to -\infty} d(\lambda) = 0 \) and \( \lim_{\lambda \to 0} d(\lambda) = +\infty \). Thus \( d^{-1}(\rho) \subset [e_1, e_2] \) for any fixed \( \rho \in (0, +\infty) \), where \( -\infty < e_1 < e_2 < 0 \) and \( e_1, e_2 \) depend on \( \rho \). We assume that \( \rho \) is a regular value. Then \( d^{-1}(\rho) \) consist of finite points, i.e. \( d^{-1}(\rho) = \{ \lambda^{(1)}_\rho, \ldots, \lambda^{(k)}_\rho \} \) and \( d'(\lambda^{(i)}_\rho) \neq 0, \, i = 1, 2, \ldots, k \). Without loss of generality, assume \( \lambda^{(1)}_\rho < \cdots < \lambda^{(k)}_\rho \). Then \( d(\lambda) < d(\lambda^{(1)}_\rho) \) for any \( \lambda < \lambda^{(1)}_\rho \) by the continuity of \( d(\lambda) \), implying \( d'(\lambda^{(1)}_\rho) > 0 \). Considering \( d'(\lambda^{(1)}_\rho) \neq 0 \), we conclude that \( d'(\lambda^{(1)}_\rho) > 0 \). According to Proposition 5.20, the standing wave \( e^{-i\lambda^{(1)}_\rho t}u_{\lambda^{(1)}_\rho}(x) \) is orbitally unstable. By Sard’s theorem, we know such \( \rho \) is almost everywhere in \(( -\infty, 0 )\).

Case 2: \( 2 + \frac{2r}{N} \leq \alpha \leq \beta < 2(\mathbf{N} + r + 4s) \).

In this case, Theorem 3.2 yields that \( \lim_{\lambda \to -\infty} d(\lambda) = +\infty \) and \( \lim_{\lambda \to 0} d(\lambda) = 0 \). Then we can complete the proof after quiet similar arguments to case 1. \( \square \)

**Remark 5.21.** When \( f(|x|, u) = |u|^q - 2u, \, 2 < q < 2 + 4s/N \) or \( 2 + 4s/N < q < 2^*_s \), we can derive the stability or instability for all \( \rho \in (-\infty, 0) \) rather than almost everywhere \( \rho \in (-\infty, 0) \) in Theorem 5.18 above.

Considering the case when \( f(|x|, u) = h(|x|)|u|^{q-2}u, \, 2 < q < 2^*_s \), we have the following corollary:

**Corollary 5.22.** Under the hypotheses of Theorem 5.11 and (LWP), \( (\lambda, u_\lambda) \) is given by Theorem 5.10. Then for a.e. \( \rho \in (0, \infty) \), \( e^{-i\lambda t}u_\lambda \) is orbitally unstable in \( H^s_{rad}(\mathbb{R}^N, \mathbb{C}) \) when \( q > 2 + 4s/N \) while \( e^{-i\lambda t}u_\lambda \) is orbitally stable in \( H^s_{rad}(\mathbb{R}^N, \mathbb{C}) \) when \( 2 < q < 2 + (2\theta + 4s)/N \) where \( \int_{\mathbb{R}^N} u_\lambda^2 \, dx = 2\rho \).

### 5.4 Fractional nonlinear Schrödinger equations with a potential I.

In this subsection, we consider the fractional nonlinear Schrödinger equation with a potential

\[
(\Delta)^s u + V(|x|)u = \lambda u + h(|x|)|u|^{q-2}u \quad \text{in} \quad \mathbb{R}^N, \\
u(x) \to 0 \quad \text{as} \quad |x| \to +\infty,
\]
where \(0 < s \leq 1\), \(N \geq 2\), \(2 < q < 2_s\), and \(h(r)\) satisfies \((h_1)\) introduced in Subsection 4.2. Recall that
\[
(h_1) \quad h(r) \in C^1([0, +\infty) \cap L^\infty([0, +\infty), h(r) > 0 \text{ in } [0, +\infty), h(r) \text{ and } \frac{h'(r)}{h(r)}
\]
are non-increasing in \((0, +\infty), \theta = \lim_{r \to +\infty} \frac{r h'(r)}{h(r)} > -\infty.\)

For linear potential \(V\), we assume
\[
(V_1) \quad V \in C^1([0, +\infty)) \cap L^\infty, \quad V(0) = 0, \quad V(r^*) > 0 \text{ for some } r^* > 0, \quad \gamma = \sup_{r > 0} \frac{V'(r)}{V(r)} < +\infty, \quad V \text{ and } V + r V'(r) \text{ are non-decreasing on } [0, +\infty).
\]

When \((V_1)\) holds, \((-\Delta)^s + V\) acting on \(L^2_{rad}(\mathbb{R}^N)\) is a self-adjoint operator with domain \(H^s_{rad}\) and form domain \(H^s\). Let \(\lambda_1 = \inf \sigma((-\Delta)^s + V)\). By min-max principle, \(0 \leq \lambda_1 \leq \lim_{r \to +\infty} V(r)\). Furthermore, \(\lambda_1 > 0\). Since \(\sigma_{ess}((-\Delta)^s + V) = \lim_{r \to +\infty} V(r), +\infty)\), 0 is an eigenvalue if \(\lambda_1 = 0\).

Thus there exists \(\psi\) with \(\|\psi\|_{L^2} = 1\) such that \(\int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} \psi|^2 + V \psi^2 dx = 0\), implying \(\int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} \psi|^2 dx = 0\). We can derive \(\psi \equiv 0\), contradicting \(\|\psi\|_{L^2} = 1\).

Similar to Lemma 5.12, we have:

**Lemma 5.23.** Let \(u \in H^s_{rad}\) be a positive solution of \((5.25)\) and \(\mu_G(u) = 1\). Suppose that \((h_1)\) and \((V_1)\) hold true, then \(\ker D_{uu} \Phi_\lambda(u) |_{L^2_{rad}} = \{0\}\).

**Proof.** Let \(L_{+,V} = (-\Delta)^s + V - \lambda - h(|x|)u^q\). Direct calculation imply that:
\[
L_{+,V}(u) = (2 - q)h(r)u^{q-1},
\]
\[
L_{+,V}(r \cdot \nabla u) = (r h'(r) + 2 s h(r)) u^{q-1} - 2 s (V(r) - \lambda + r V'(r)) u.
\]

Similarly to the proof of Lemma 5.12, we just need to show that \(-\frac{V(r) - \lambda + r V'(r)}{h(r) u(r)^{q-1}}\) is non-increasing in \((0, +\infty).\) When \(\lambda \leq 0,\) by \((V_1)\), \(V(r) - \lambda + r V'(r) \geq 0\) is non-decreasing. Since \(h(r) u(r)^{q-2}\) is non-increasing, we derive that \(-\frac{V(r) - \lambda + r V'(r)}{h(r) u(r)^{q-2}}\) is non-increasing. \(\square\)

**Theorem 5.24.** Assume \((h_1)\) and \((V_1)\) hold with \((N - 2s)q < 2(N + \theta)\). Then any positive ground state of \((5.25)\) is unique in \(H^s\) for any fixed \(\lambda \leq 0\).

**Proof.** The proof is quiet similar to the one of Theorem 5.13 using abstract framework 1. Hence we omit the details. We further provide an alternative proof in Appendix B. \(\square\)

Next we use the abstract framework 2 to study the existence of normalized solutions. In this case, \(W = H^s_{rad}(\mathbb{R}^N),\)
\[
\Phi_\lambda(u) = \frac{1}{2} \int_{\mathbb{R}^N} \left|(-\Delta)^{\frac{s}{2}} u\right|^2 + (V - \lambda) u^2 dx - \frac{1}{q} \int_{\mathbb{R}^N} h(|x|)|u|^q dx,
\]
\[
S(u) = \frac{1}{2} \int_{\mathbb{R}^N} \left|(-\Delta)^{\frac{s}{2}} u\right|^2 dx, G(u) = \frac{1}{2} \int_{\mathbb{R}^N} V u^2 dx,
\]
\[
F(u) = \frac{1}{q} \int_{\mathbb{R}^N} h(|x|)|u|^q dx, Q(u) = \frac{1}{2} \int_{\mathbb{R}^N} |u|^2 dx.
\]
Similar to Lemmas 5.3 and 5.4, (F1) and (F2) hold when (h1) and (V1) hold. The following lemma shows (F5) holds in mass subcritical case while (F6) holds in mass supercritical case.

After a similar discussion to the proof of Lemma 5.5, we can derive the Pohozaev identity for (5.25).

**Lemma 5.25.** (Pohozaev identity) Suppose (h1) and (V1) hold. Let \( u \in H^s_{rad} \) be a weak solution of (5.25), then we have the following integral identity

\[
(N - 2s) \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 dx + N \int_{\mathbb{R}^N} V u^2 dx + \int_{\mathbb{R}^N} |x| V'(|x|) u^2 dx
\]

\[
= N \lambda \int_{\mathbb{R}^N} u^2 dx + \int_{\mathbb{R}^N} \left( \frac{2Nh(|x|) + |x|h'(|x|)}{q} \right) |u|^q dx.
\]

(5.28)

**Lemma 5.26.** Assume that (h1) and (V1) hold with \((N - 2s)\beta < 2(N + \theta)\). If \( q > \frac{2N + 4s}{N} \), then (F4) holds with \( k > 1 \). If \( q < \frac{2(N + \theta) + 4s}{N} \), then (F3) holds with \( 0 < l < 1 \) for \( \lambda < \lambda^* \), where

\[
\Phi_\lambda(u) \geq \frac{\lambda}{2} \left[ 1 + \frac{qN - 2N - 4s}{2N - q(N - 2s)} \right] \int_{\mathbb{R}^N} u^2 dx
\]

\[
+ \frac{1}{4s} \left[ 1 + \frac{qN - 2N - 4s}{2N - q(N - 2s)} \right] (2sV + rV') u^2 dx
\]

(5.30)

Proof. By Lemma 5.25 and

\[
\int_{\mathbb{R}^N} (|(-\Delta)^{\frac{s}{2}} u|^2 + V u^2) dx = \lambda \int_{\mathbb{R}^N} u^2 dx + \int_{\mathbb{R}^N} h(|x|)|u|^q dx.
\]

we have

\[
\Phi_\lambda(u) \geq \frac{\lambda}{2} \left[ 1 + \frac{qN - 2N - 4s}{2N - q(N - 2s)} \right] \int_{\mathbb{R}^N} u^2 dx
\]

\[
+ \frac{1}{4s} \left[ 1 + \frac{qN - 2N - 4s}{2N - q(N - 2s)} \right] (2sV + rV') u^2 dx
\]

(5.31)

where \( k = 1 + \frac{qN - 2N - 4s}{2N - q(N - 2s)} > 1 \), if \( q > \frac{2N + 4s}{N} \); and

\[
\Phi_\lambda(u) \leq -l Q(u),
\]

where \( l = \frac{1 + \frac{qN - 2(N + \theta) - 4s}{2N - q(N - 2s)}}{(1 - \frac{2s + \gamma}{2s}) (2s + \gamma) ||V||_{L^\infty}} \in (0, 1) \), if \( q < \frac{2(N + \theta) + 4s}{N} \) and

\[
\lambda \leq \lambda^* \frac{2s + \gamma}{2s + (2s + \gamma) ||V||_{L^\infty}} \frac{2s - (2s + \gamma) ||V||_{L^\infty}}{2s} \frac{2s + \gamma}{2s} q < 2(N + \theta).
\]

**Theorem 5.27.** Assume (h1) and (V1) hold with \((N - 2s)q < 2(N + \theta)\). Then there exists \( \rho_1 > 0 \) such that for any \( \rho \geq \rho_1 \), admits at least
one solution \((\lambda, u_\lambda) \in (-\infty, 0] \times H^s_{rad}\) such that \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = 2\rho\) if \(2 < q < 2(N+\theta+4s)/N\); there exists \(\rho_2 > 0\) such that for any \(0 < \rho \leq \rho_2\), \(\textbf{(5.25)}\) admits at least one solution \((\lambda, u_\lambda) \in (-\infty, 0] \times H^s_{rad}\) such that \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = 2\rho\) if \(q > 2(N+4s)/N\).

**Remark 5.28.** It is worth noting that results in Theorems \(5.24, 5.27\) can be extended to the case \(\lim_{r \to +\infty} V(r) = +\infty\). The method in Appendix \(\textbf{B}\) is invalid since we can not prove that \(L_{+\eta} \rightarrow L_{+\tilde{\eta}}\) (the definition will be found in Appendix \(\textbf{B}\)) in the norm-resolvent sense as \(\eta \rightarrow \tilde{\eta}\). However, the abstract framework \(\textbf{1}\) also works, and we can show the uniqueness of the ground state solution of \(\textbf{(5.25)}\), and then use the abstract framework \(\textbf{3}\) to get the existence of normalized solutions. For unbounded potentials, the local uniqueness when \(\lambda \rightarrow -\infty\) needs more discussions (see some ideas used in \(\textbf{5.1}\)).

Similar to the discussions in Subsection 4.3, if \((\lambda, u_\lambda)\) is a solution of \(\textbf{(5.25)}\), then \(e^{-i\lambda t}u_\lambda\) is a standing wave solution of the following fractional nonlinear Schrödinger equation

\[
\begin{cases}
i\partial_t \psi - (-\Delta)^s \psi - V(x)\psi + h(|x|)|\psi|^{q-2}\psi = 0, (t, x) \in [0, +\infty) \times \mathbb{R}^N, \\
\psi(0, x) = \psi_0(x),
\end{cases}
\]

where \(0 < s \leq 1, N \geq 2, 2 < q < 2^*_s\).

Similar arguments to the proof of Theorem \(5.18\) yield

**Theorem 5.29.** Assume \((h_1), (V_1)\) and \((LWP)\) hold with \((N - 2s)q < 2(N + \theta)\). When \(2 < q < 2(N+\theta+4s)/N\), for a.e. \(\rho \geq \rho_1\), \(e^{-i\lambda t}u_\lambda\) is orbitally stable in \(H^s_{rad}(\mathbb{R}^N, \mathbb{C})\) where \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = 2\rho\). When \(q > 2(N+4s)/N\), for a.e. \(\rho \in (0, \rho_2)\), \(e^{-i\lambda t}u_\lambda\) is orbitally unstable in \(H^s_{rad}(\mathbb{R}^N, \mathbb{C})\) where \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = 2\rho\). \(\rho_1\), \(\rho_2\) and \((\lambda, u_\lambda)\) are given by Theorem \(5.27\).

**Remark 5.30.** We can get more information if the non-degeneracy of positive ground state hold when \(0 < \lambda < \lambda_1\), when \(\lambda_1\) is the first eigenvalue of \((-\Delta)^s + V\). Indeed, we may derive that when \(2 < q \leq 2(N+\theta+4s)/N\), \(\textbf{(5.27)}\) admits at least one solution \((\lambda, u_\lambda) \in (-\infty, \lambda_1) \times H^s_{rad}\) such that \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = 2\rho\) for any \(\rho > 0\), and for a.e. \(\rho > 0\), \(e^{-i\lambda t}u_\lambda\) is orbitally stable in \(H^s_{rad}(\mathbb{R}^N, \mathbb{C})\). When \(q > 2(N+4s)/N\), there exists \(\rho_3 > 0\) such that

- \(\textbf{(5.27)}\) admits at least two solutions \((\lambda, u_\lambda), (\tilde{\lambda}, u_{\tilde{\lambda}}) \in (-\infty, \lambda_1) \times H^s_{rad}\) such that \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = \int_{\mathbb{R}^N} u^2_{\tilde{\lambda}} \, dx = 2\rho\) and \(\lambda < \tilde{\lambda}\) for any \(0 < \rho < \rho_3\), and for a.e. \(0 < \rho \leq \rho_3\), \(e^{-i\lambda t}u_\lambda\) is orbitally unstable while \(e^{-i\tilde{\lambda} t}u_{\tilde{\lambda}}\) is orbitally stable in \(H^s_{rad}(\mathbb{R}^N, \mathbb{C})\);

- \(\textbf{(5.27)}\) admits at least one solution \((\lambda, u_\lambda) \in (-\infty, \lambda_1) \times H^s_{rad}\) such that \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = 2\rho_3\);

- \(\textbf{(5.26)}\) admits no ground state \((\lambda, u_\lambda) \in (-\infty, \lambda_1) \times H^s_{rad}\) such that \(\int_{\mathbb{R}^N} u^2_\lambda \, dx = 2\rho\) for any \(\rho > \rho_3\).
Remark 5.31. Let \( V(r) = 1 - 1/(1 + r^k)^l \), \( k \geq 1 \), \( kl \geq 1 \). Then \((V_1)\) holds.

5.5. Nonlinear Schrödinger equations with a potential II. \( 2sV + rV'(r) \) plays an important role when verifying \((F_5)\) and \((F_6)\), see Lemma 5.26. When \( V = r^{-2s} \), \( 2sV + rV'(r) = 0 \). For simplicity, we just study the case when \( s = 1 \) in this subsection and similar results can be extended to the case when \( 0 < s < 1 \). Consider

\[
\begin{cases}
-\Delta u + \frac{1}{|x|^2} u = \lambda u + |u|^{q-2} u \quad \text{in} \quad \mathbb{R}^N \setminus \{0\},
\end{cases}
\]

where \( N \geq 3 \), \( 2 < q < \frac{2N}{N-2} \). [48, Theorem X.28] yields that \(-\Delta + \frac{1}{|x|^2}\) is essential self-adjoint on \( C_0^\infty(\mathbb{R}^N) \). Furthermore, the form domain is

\[
H_V^1 := \{ u \in H^1(\mathbb{R}^N) : \int_{\mathbb{R}^N} \frac{1}{|x|^2} u^2 dx < +\infty \},
\]

with inner product

\[
\langle u, v \rangle_{H_V^1} = \int_{\mathbb{R}^N} [\nabla u \nabla v + (\frac{1}{|x|^2} + 1)uv] dx
\]

and norm

\[
\| u \|_{H_V^1} = \sqrt{\int_{\mathbb{R}^N} [\nabla u]^2 + (\frac{1}{|x|^2} + 1)u^2] dx}
\]

Apply the abstract framework 2 where

\[
W = H_{V,\text{rad}}^1 = \{ u \in H_V^1 : u(|x|) \}
\]

\[
\Phi_\lambda(u) = \frac{1}{2} \int_{\mathbb{R}^N} [\nabla u]^2 + (\frac{1}{|x|^2} - \lambda)u^2] dx - \frac{1}{q} \int_{\mathbb{R}^N} |u|^q dx,
\]

\[
S(u) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 dx, G(u) = \frac{1}{2} \int_{\mathbb{R}^N} \frac{1}{|x|^2} u^2 dx,
\]

\[
F(u) = \frac{1}{q} \int_{\mathbb{R}^N} |u|^q dx, Q(u) = \frac{1}{2} \int_{\mathbb{R}^N} |u|^2 dx.
\]

We don’t know whether the positive ground state of \((5.33)\) is unique or not. However, we can show the existence of normalized solution. Similar to Lemmas 5.3 and 5.4, \((F_1)\) and \((F_2)\) hold. Moreover, we will see that both \((F_5)\) and \((F_6)\) hold with \( k = l \). To show this, we introduce the following Pohozaev identity:

Lemma 5.32. ([48, Proposition 2.3]) Let \( u \in H_V^1 \) be a weak solution of \((5.33)\), then there holds the following integral identity

\[
(N - 2) \int_{\mathbb{R}^N} (|\nabla u|^2 + \frac{1}{|x|^2} u^2) dx = N\lambda \int_{\mathbb{R}^N} u^2 dx + \frac{2N}{q} \int_{\mathbb{R}^N} |u|^q dx.
\]

Lemma 5.33. Let \( u \in H_V^1 \) be a weak solution of \((5.33)\), then \( \Phi_\lambda(u) = (1 + (q-2)N-4 \cdot 2N-(N-2)q)Q(u) \), i.e. \((F_5)\) and \((F_6)\) hold with \( k = l = 1 + (q-2)N-4 \cdot 2N-(N-2)q \).
Proof. By integrating (5.33) with respect to $u$, we obtain
\begin{equation}
(5.35) \quad \int_{\mathbb{R}^N} (|\nabla u|^2 + \frac{1}{|x|^2}u^2)dx = \lambda \int_{\mathbb{R}^N} u^2 dx + \int_{\mathbb{R}^N} |u|^q dx.
\end{equation}
By (5.34) and (5.35), we get $\Phi_{\lambda}(u) = (1 + \frac{(q-2)N-4}{2N-(N-2)q})Q(u)$. □

**Theorem 5.34.** (i) If $q \neq \frac{2N+4}{N}$, then for any $\rho > 0$, (5.33) a solution $(\lambda, u_\lambda) \in (-\infty, 0) \times H^1_{V,rad}$ with $\frac{1}{2} \int_{\mathbb{R}^N} u^2_\lambda dx = \rho^*$ (implying that (5.33) admits infinite solutions $(\lambda, u_\lambda) \in (-\infty, 0) \times H^1_{V,rad}$ with $\frac{1}{2} \int_{\mathbb{R}^N} u^2_\lambda dx = \rho^*$ when $\lambda$ changes) and (5.33) admits no solution $u_\lambda \in H^1_{V,rad}$ with $\frac{1}{2} \int_{\mathbb{R}^N} u^2_\lambda dx = \rho$ for $\rho \neq \rho^*$.

(ii) If $q = \frac{2N+4}{N}$, then there exists some $\rho^* > 0$ such that for any fixed $\lambda < 0$, (5.33) admits a solution $u_\lambda \in H^1_{V,rad}$ with $\frac{1}{2} \int_{\mathbb{R}^N} u^2_\lambda dx = \rho^*$ (implying that (5.33) admits infinite solutions $(\lambda, u_\lambda) \in (-\infty, 0) \times H^1_{V,rad}$ with $\frac{1}{2} \int_{\mathbb{R}^N} u^2_\lambda dx = \rho^*$ when $\lambda$ changes) and (5.33) admits no solution $u_\lambda \in H^1_{V,rad}$ with $\frac{1}{2} \int_{\mathbb{R}^N} u^2_\lambda dx = \rho$ for $\rho \neq \rho^*$.

Proof. (i) and (ii) in Theorem 5.34 above are direct corollary of Theorem 5.2 (iv) and Corollary 5.4 (v). □

**Remark 5.35.** By Theorem 5.2 (iv), we also know that all the ground states of (5.33) in $H^1_{V,rad}$ have the same $L^2$ norm. For this reason, we conjecture that the positive ground state of (5.33) is unique in $H^1_{V,rad}$ for a fixed $\lambda < 0$.

Similar to the discussions in Subsection 4.3, if $(\lambda, u_\lambda)$ is a solution of (5.33), then $e^{-i\lambda t}u_\lambda$ is a standing wave solution of the following nonlinear Schrödinger equation
\begin{equation}
(5.36) \quad \begin{cases}
i \partial_t \psi + \Delta \psi - \frac{1}{|x|^2} \psi + |\psi|^{q-2}\psi = 0, (t, x) \in [0, +\infty) \times \mathbb{R}^N \setminus \{0\}, \\
\psi(0, x) = \psi_0(x),
\end{cases}
\end{equation}
where $N \geq 3$, $2 < q < \frac{2N}{N-2}$.

Since we don’t know the non-degeneracy of ground state for (5.33), we assume it in the following theorem. In this case, we can get the orbital stability or instability for all $\rho > 0$ rather than almost every $\rho > 0$.

**Theorem 5.36.** Assume (LWP) holds and that any ground state of (5.33) is non-degenerate in $H^1_{V,rad}$. When $2 < q < \frac{2N+4}{N}$, for any $\rho > 0$, $e^{-i\lambda t}u_\lambda$ is orbitally stable in $H^1_{V,rad}(\mathbb{R}^N, \mathbb{C})$ where $\int_{\mathbb{R}^N} u^2_\lambda dx = 2\rho$. When $\frac{2N+4}{N} < q < \frac{2N}{N-2}$, for any $\rho > 0$, $e^{-i\lambda t}u_\lambda$ is orbitally unstable in $H^1_{V,rad}(\mathbb{R}^N, \mathbb{C})$ where $\int_{\mathbb{R}^N} u^2_\lambda dx = 2\rho$. $(\lambda, u_\lambda)$ is the solution given by Theorem 5.34 and $H^1_{V,rad}(\mathbb{R}^N, \mathbb{C}) := \{u \in H^1(\mathbb{R}^N, \mathbb{C}) : u(x) = u(|x|), \int_{\mathbb{R}^N} \frac{1}{|x|^2}u\bar{u}dx < +\infty\}$.

Proof. Let $(\lambda, u_\lambda)$ be the solution given in Theorem 5.34. Then $Q(\lambda, u_\lambda) = \frac{C}{\lambda}(-\lambda)^{-\frac{1}{2k}-1}$. Thus $\partial_\lambda Q(\lambda, u_\lambda) = (-\frac{1}{k} - 1)\frac{C}{\lambda}(-\lambda)^{-\frac{1}{2k}-2}$. When $2 < q < \frac{2N+4}{N}$, $0 < k < 1$, implying $\partial_\lambda Q(\lambda, u_\lambda) < 0$. When $\frac{2N+4}{N} < q < \frac{2N}{2k}$, $k > 1$, implying $\partial_\lambda Q(\lambda, u_\lambda) > 0$. Then the results in Theorem 5.36 follow Proposition 5.20. □
6. Fractional Laplacian with mixed nonlinearities

6.1. The existence of normalized solutions. Consider

\[
\begin{cases}
\begin{aligned}
(-\Delta)^s u &= \lambda u + |u|^{p-2} u + |u|^{q-2} u \quad \text{in } \mathbb{R}^N, \\
u(x) &\to 0 \text{ as } |x| \to +\infty,
\end{aligned}
\end{cases}
\]

where \( N \geq 2, 2 < p < 2 + 4s/N < q < 2^*_s \). Apply the abstract framework \(^3\) where

\[ W = H^s_{rad}(\mathbb{R}^N) = \{ u \in H^s(\mathbb{R}^N) : u(x) = u(|x|) \}, \]

\[ \Phi_\lambda(u) = \frac{1}{2} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 - \lambda u^2 \, dx - \frac{1}{p} \int_{\mathbb{R}^N} |u|^p \, dx - \frac{1}{q} \int_{\mathbb{R}^N} |u|^q \, dx, \]

\[ S(u) = \frac{1}{2} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 \, dx, G(u) = 0, \]

\[ F(u) = \frac{1}{p} \int_{\mathbb{R}^N} |u|^p \, dx + \frac{1}{q} \int_{\mathbb{R}^N} |u|^q \, dx, Q(u) = \frac{1}{2} \int_{\mathbb{R}^N} |u|^2 \, dx. \]

Note that \((S_1), (S_2), (Q_1), (N_1)\) and \((N_1)\) hold with \( \gamma = N/2s \) and

\[ T(\lambda)u(x) = u\left(\frac{x}{|\lambda|^{1/2s}}\right). \]

When \( \lambda \to 0^- \),

\[
\begin{align*}
\hat{\Phi}_\lambda(w) &= \frac{1}{2} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} w|^2 \, dx \\
&+ \frac{1}{2} \int_{\mathbb{R}^N} |w|^2 \, dx - \frac{1}{p} \int_{\mathbb{R}^N} |w|^p \, dx - \frac{1}{q} |\lambda|^{\frac{q-p}{2}} \int_{\mathbb{R}^N} |w|^q \, dx,
\end{align*}
\]

\[
\hat{\Phi}_0(w) = \frac{1}{2} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} w|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^N} |w|^2 \, dx - \frac{1}{p} \int_{\mathbb{R}^N} |w|^p \, dx.
\]

We have

**Lemma 6.1.** \((A_1)\) - \((A_5)\) hold.

**Proof.** \((A_1)\) and \((A_2)\) can be derived in the same way as in the proofs of Lemmas \(5.3\) and \(5.4\) \((A_3)\) is standard when \( s = 1 \) and has been shown in \([14]\) Theorems 3, 4] when \( 0 < s < 1 \). \((A_4)\) can be proved by a standard process, c.f. \([65]\) Lemma 1.20]. Finally, we prove \((A_5)\). For \( \lambda \in (-1, 0) \) and \( r > 0 \) small enough, we have

\[ \inf_{|w|=r} \hat{\Phi}_\lambda(w) \geq \frac{1}{2} r^2 - C(r^p + r^q) > 0. \]

Therefore,

\[ \liminf_{\lambda \to 0^-} \hat{h}(\lambda) \geq \liminf_{\lambda \to 0^-} \inf_{|w|=r} \hat{\Phi}_\lambda(w) > 0. \]
When $\mu = 1/\lambda \to 0^-$,
\[
\Phi_\mu(v) = \frac{1}{2} \int_{\mathbb{R}^N} |(-\Delta)^s v|^2 \, dx
\]
(6.4) 
\[
+ \frac{1}{2} \int_{\mathbb{R}^N} |v|^2 \, dx - \frac{1}{p} |\mu|^{q-p} \int_{\mathbb{R}^N} |v|^p \, dx - \frac{1}{q} \int_{\mathbb{R}^N} |v|^q \, dx,
\]
(6.5) 
\[
\Phi_0(v) = \frac{1}{2} \int_{\mathbb{R}^N} |(-\Delta)^s v|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^N} |v|^2 \, dx - \frac{1}{p} \int_{\mathbb{R}^N} |v|^p \, dx.
\]

We have

Lemma 6.2. $(B_1) - (B_5)$ hold.

Proof. We can complete the proof after similar arguments as in the one of Lemma 6.1. \qed

Theorem 6.3. There exist $\Lambda_2 < \Lambda_1 < 0$ such that when $\lambda < \Lambda_2$ or $\Lambda_1 < \lambda < 0$, the positive ground state of (6.1) is unique (up to a translation) and non-degenerate in $H^s(\mathbb{R}^N)$.

Proof. Theorems 4.1 and 4.4 yield that there exist $\Lambda$ such that when $\lambda < \Lambda_2$ or $\Lambda_1 < \lambda < 0$, the positive ground state of (6.1) is unique and non-degenerate in $H^s_{rad}(\mathbb{R}^N)$.

Similar to the proof of [13, Proposition 3.1], applying the moving plane method in [8] for nonlocal equations, we can show that up to a translation, any positive ground state of (6.1) in $H^s(\mathbb{R}^N)$ is radial and strictly decreasing in $r = |x|$. Therefore, we obtain the results in this theorem. \qed

Remark 6.4. Using the method developed in [13, 14], for any $\lambda < 0$, we can obtain the uniqueness of positive ground state for
\[
(-\Delta)^s u = \lambda u + |u|^{p-2} u, 0 < s < 1,
\]
However, the problem is still open for general nonlinearities. In this section, we provide an extension to this result.

Theorem 6.5. There exists $\hat{c} > 0$ such that for any $c < \hat{c}$, (6.1) admits two ground states $u_\lambda$, $u_\lambda'$ with $\lambda < \lambda < 0$ and $\frac{1}{2} \int_{\mathbb{R}^N} |u_\lambda|^2 \, dx = \frac{1}{2} \int_{\mathbb{R}^N} |u_\lambda'|^2 \, dx = c$.

Proof. Note that $\gamma = N/2s$ and $2 < p < 2 + 4s/N < q < 2^*_s$. Therefore, this theorem is a direct corollary of the combination of Corollary 4.3 (ii) and Corollary 4.6 (i) with $\hat{c} = \min\{c_2, c_3\}$. \qed

Remark 6.6. After a slight modification, our method can handle the case of non-autonomous mixed nonlinearities, i.e.
\[
(6.6) \quad \left\{ \begin{array}{l}
(-\Delta)^s u = \lambda u + a(x)|u|^{p-2} u + b(x)|u|^{q-2} u \quad \text{in} \quad \mathbb{R}^N, \\
u(x) \to 0 \quad \text{as} \quad |x| \to +\infty,
\end{array} \right.
\]
where $2 < p < q < 2^*_s$, $a(x) = a(|x|) \in C^1$, $\lim_{r \to +\infty} a(r) = a_\infty > 0$, $\inf_{r > 0} a(r) > 0$ and $b(x) = b(|x|) \in L^\infty \cap C^1$, $\inf_{r > 0} b(r) > 0$ (see details in Section 7). Furthermore, if $a(x)$ is a constant and $b(x) \in L^\infty$, we can
address the case when $\lambda \to 0^-$ and if $b(x)$ is a constant and $a(x) \in L^\infty$, we can handle the case when $\lambda \to -\infty$. It is worth noting that we do not even need to consider whether the (PS) condition holds if we do not consider the uniqueness of the ground state but only obtain the existence of the normalized solutions.

In autonomous cases, we may obtain normalized solutions along the lines of [49]. However, the method in [49] cannot be extended to non-autonomous cases directly.

**Remark 6.7.** We can get more information about the normalized solutions of (6.1) if its positive ground state is unique for any $\lambda < 0$. In fact, once $d(\lambda) = \hat{d}(\lambda)$ for $\lambda < 0$, there exists $\tilde{c} > 0$ such that (6.1) admits at least two ground states with $L^2$ norm $c \in (0, \tilde{c})$ and no ground state with $L^2$ norm $c > \tilde{c}$. Due to the length limitation of this paper, we will address this problem in the future work.

### 6.2. The orbital stability or instability.

If $(\lambda, u_\lambda)$ is a solution of (6.1), then $e^{-i\lambda t} u_\lambda$ is a standing wave solution of the fractional nonlinear Schrödinger equation (fNLS)

$$
\begin{align*}
\left\{ \begin{array}{ll}
\partial_t \psi - (-\Delta)^s \psi + |\psi|^{p-2} \psi + |\psi|^{q-2} \psi = 0, & (t, x) \in [0, +\infty) \times \mathbb{R}^N, \\
\psi(0, x) = \psi_0(x), & 
\end{array} \right.
\end{align*}
$$

where $N \geq 2$, $2 < p < 2 + 4s/N < q < 2^*_s$. In this subsection, we study the orbital stability or instability of the ground state solutions for (6.1) which are shown in Theorem 6.5.

When $\Lambda_1 < \lambda < 0$ where $\Lambda_1$ is given by Theorem 6.3, recall that

$$w_\lambda(x) = |\lambda|^{-\frac{4}{p-2}} u_\lambda \left( \frac{x}{|\lambda|^{1/2s}} \right) \to w^*(x) \text{ as } \lambda \to 0^-$$

where $w^*(x)$ is the unique positive ground state in $H^s_{rad}(\mathbb{R}^N)$ of

$$(-\Delta)^s w + w = |w|^{p-2} w.$$

Let $\chi_\lambda(x) = \partial_x u_\lambda$ and

$$\hat{\chi}_\lambda(x) = |\lambda|^{-\frac{4}{p-2}} \chi_\lambda \left( \frac{x}{|\lambda|^{1/2s}} \right).$$

We have

**Lemma 6.8.** (i) $\hat{\chi}_\lambda(x) \to \frac{1}{2^p} w^* - \frac{1}{2^s} x \cdot \nabla w^*$ in $H^s(\mathbb{R}^N)$ as $\lambda \to 0^-$.  
(ii) There exists $\tilde{\Lambda}_1 \in [\Lambda_1, 0)$ such that for any $\lambda \in (\tilde{\Lambda}_1, 0)$,

$$\partial_\lambda \int_{\mathbb{R}^N} |u_\lambda|^2 \, dx < 0.$$
Proof. \((i)\) can be proved along the lines of the proof of \([16, \text{Proposition 11 (ii)}]\). Then
\[
\lim_{\lambda \to 0^-} |\lambda|^{p-2} + \frac{N}{2s} \partial_\lambda \int_{\mathbb{R}^N} |u_\lambda|^2 dx
\]
\[
= \lim_{\lambda \to 0^-} 2|\lambda|^{p-2} + \frac{N}{2s} \int_{\mathbb{R}^N} u_\lambda \partial_{\lambda} dx
\]
\[
= \lim_{\lambda \to 0^-} 2 \int_{\mathbb{R}^N} w_\lambda \tilde{\chi}_\lambda dx
\]
\[
= 2 \int_{\mathbb{R}^N} w^*(\frac{1}{2-p} - \frac{1}{2s} x \cdot \nabla w^*) dx
\]
\[
= 2 \int_{\mathbb{R}^N} w^* (\frac{1}{2-p} + \frac{N}{4s}) dx < 0.
\]
(6.8)

Therefore, there exists \(\tilde{\Lambda}_1 \in [\Lambda_1, 0)\) such that for any \(\lambda \in (\tilde{\Lambda}_1, 0)\),
\[
\partial_\lambda \int_{\mathbb{R}^N} |u_\lambda|^2 dx < 0.
\]
\(\square\)

When \(\lambda > \Lambda_2\), where \(\Lambda_2\) is given by Theorem 6.3, set \(\chi_\lambda(x) = \partial_\lambda u_\lambda\) and
\[
\tilde{\chi}_\lambda(x) = |\lambda|^{\frac{q-3}{q-2}} \chi(x |\lambda|^{1/2s}).
\]

Recall that \(v^*(x)\) is the unique positive ground state in \(H^s_{rad}(\mathbb{R}^N)\) of
\[
(-\Delta)^s v + v = |v|^{q-2} v.
\]

Similar to the proof of Lemma 6.8, we have

**Lemma 6.9.** (i) \(\tilde{\chi}_\lambda(x) \to \frac{1}{2-p} v^* - \frac{1}{2s} x \cdot \nabla v^*\) in \(H^s(\mathbb{R}^N)\) as \(\lambda \to -\infty\).

(ii) There exists \(\tilde{\Lambda}_2 \leq \Lambda_2\) such that for any \(\lambda \leq \tilde{\Lambda}_2\),
\[
\partial_\lambda \int_{\mathbb{R}^N} |u_\lambda|^2 dx > 0.
\]

**Theorem 6.10.** Assume that \((LWP)\) holds. Then \(e^{-i\lambda t} u_\lambda\) is orbitally stable in \(H^s(\mathbb{R}^N, \mathbb{C})\) when \(\lambda \in (\tilde{\Lambda}_1, 0)\) while \(e^{-i\lambda t} u_\lambda\) is orbitally unstable in \(H^s(\mathbb{R}^N, \mathbb{C})\) when \(\lambda < \tilde{\Lambda}_2\) where \(\tilde{\Lambda}_1, \tilde{\Lambda}_2\) are given by Lemmas 6.8, 6.9 respectively and \(u_\lambda\) is the unique and non-degenerate positive ground state of (6.1) given by Theorem 6.3.

**Proof.** This theorem is a corollary of Proposition 5.20 and Lemmas 6.8 (ii), 6.9 (ii).
\(\square\)

**Remark 6.11.** For \(c > 0\) small enough, we know that (6.1) admits at least two positive ground states with \(L^2\) norm \(c\), one is orbitally stable while another is orbitally unstable.
7. p-laplace equations $-\Delta_p u = \lambda u + f(x, u)$

Our next application is p-laplace equations. We use abstract framework 2 in this section. In subsection 6.1, we study the case on the entire space. In subsections 6.2 and 6.3, we study the case on smooth bounded domains.

7.1. p-laplace equations on entire space. Consider

\begin{equation}
\begin{aligned}
\left\{ \begin{array}{ll}
-\Delta_p u &= \lambda u^{p-1} + f(|x|, u) \text{ in } \mathbb{R}^N, \\
    u(x) &\to 0 \text{ as } |x| \to +\infty,
\end{array} \right.
\end{aligned}
\end{equation}

where $\Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u)$, $p > 1$. We may assume $f(r, t) = 0$ whenever $t < 0$ since we aim to show the existence of positive solutions. Furthermore, we assume on the nonlinear term $f(r, t) \in C^1([0, +\infty) \times [0, +\infty), \mathbb{R})$:

1. Existence \( f(r, 0) = 0 \) and there exist $p<\alpha \leq \beta < 2^*_p$ such that

\begin{equation}
0 < (\alpha - 1) f(r, t) \leq f_t(r, t) t \leq (\beta - 1) f(r, t), \forall t > 0, r > 0,
\end{equation}

where $2^*_p = \frac{pN}{N-p}$ if $N > p$ and $2^*_p = +\infty$ if $N \leq p$.

2. \( f(r, 1) \) is bounded, i.e. there exists $M > 0$ such that $|f(r, 1)| \leq M$, $\forall r > 0$.

3. \( f_r(r, t) r \leq C(|t|^{q_1} + |t|^{q_2}) \) for some $C > 0$, $q_1, q_2 \in (p, 2^*_p)$ and there exists $\theta \leq 0$ such that

\[ F_r(r, t) r \geq \theta F(r, t), \forall t > 0, r > 0, \]

where $F(r, t) = \int_0^t f(r, s)ds$.

4. \( f'_r(r, t) r \geq -C(|t|^{q_1} + |t|^{q_2}) \) for some $C > 0$, $q_1, q_2 \in (p, 2^*_p)$ and there exists $\tau \geq 0$ such that

\[ F'_r(r, t) r \leq \tau F(r, t), \forall t > 0, r > 0. \]

In this case, $W = W^{1,p}_{rad}(\mathbb{R}^N)$, the radially symmetric Sobolev space, equipped with the norm

\[ \|u\| = (\int_{\mathbb{R}^N} (|\nabla u|^p + |u|^p)dx)\frac{1}{p}, \]

\[ \Phi_\lambda(u) = \frac{1}{p} \int_{\mathbb{R}^N} (|\nabla u|^p - \lambda u^p)dx - \int_{\mathbb{R}^N} F(|x|, u)dx, \]

\[ S(u) = \frac{1}{p} \int_{\mathbb{R}^N} \nabla u|^p dx, G(u) = 0, \]

\[ F(u) = \int_{\mathbb{R}^N} F(|x|, u)dx, Q(u) = \frac{1}{p} \int_{\mathbb{R}^N} |u|^p dx, \]

\[ N_\lambda = \{ u \in W^{1,p}_{rad}(\mathbb{R}^N) : \int_{\mathbb{R}^N} (|\nabla u|^p - \lambda u^p)dx - \int_{\mathbb{R}^N} f(|x|, u)udx = 0 \}. \]

Similar to Lemmas 5.3 and 5.4, we have

**Lemma 7.1.** Assume \((f'_1)\) and \((f_2)\). Then \((F_1)\) and \((F_2)\) hold.

A similar argument to Theorem B.3 yields
Lemma 7.2. (Pohozaev identity) Suppose \((f_1'), (f_2), (f_3')\) or \((f_1'), (f_2), (f_4')\). Let \(u \in W^{1,p}_r(\mathbb{R}^N)\) be a weak solution of (7.1), then there holds the following integral identity
\[
(N - p) \int_{\mathbb{R}^N} |\nabla u|^p dx
\]
(7.3) = \(N \lambda \int_{\mathbb{R}^N} u^p dx + pN \int_{\mathbb{R}^N} F(|x|, u) dx + p \int_{\mathbb{R}^N} |x| F_x(|x|, u) dx\).

Remark 7.5. When \(W\) admits at most one positive solution in \(p\)-laplace equations in a ball.

As an application of Corollary 3.4, we derive

Theorem 7.4. Assume that \((f_1'), (f_2), (f_3')\) and \((f_4')\) hold with \((N - p)\beta < p(N + \theta)\). If \(\alpha > \frac{p(N + \theta) + p^2}{N}\), then \((F_5)\) and \((F_6)\) hold with \(l \geq k > 1\). If
\[
p + \frac{p\theta}{N} < \alpha \leq \beta < \frac{p(N + \theta) + p^2}{N},
\]
then \((F_5)\) and \((F_6)\) hold with \(0 < k \leq l < 1\).

Remark 7.5. When \(f\) is autonomous and satisfies some conditions, \((7.1)\) admits at most one positive solution in \(W^{1,p}_r(\mathbb{R}^N)\), see, e.g., [15, 46, 60, 64]. And it is a future work to provide non-autonomous cases.

7.2. \(p\)-laplace equations in a ball. Consider
\[
\begin{cases}
-\Delta_p u = \lambda u + f(|x|, u), & x \in B_R, \\
u|_{\partial B_R} = 0,
\end{cases}
\]
where \(B_R = \{x \in \mathbb{R}^N : |x| < R\}\), \(N \geq 2\), \(\Delta_p u = \text{div}(\nabla u|^{p-2}\nabla u)\), \(p > 1\). We may assume \(f(r, t) = -f(r, -t)\) whenever \(t < 0\) since we aim to show the existence of positive solutions. Furthermore, we assume on the nonlinear term \(f(r, t) \in C^1([0, R] \times [0, +\infty), \mathbb{R})\):

(f5) \(f(r, 0) = f_t(r, 0) = 0\) and there exist \(\frac{pN + p^2}{N} < \alpha \leq \beta < 2^*_p\) such that
\[
0 < (\alpha - 1)f(r, t) \leq f_t(r, t)t \leq (\beta - 1)f(r, t), \forall t > 0, r \in (0, R).
\]

(f6) \(f(r, 1)\) is bounded, i.e. there exists \(M > 0\) such that \(|f(r, 1)| \leq M, \forall r \in (0, R)\).

(f7) \(F_r(r, t) \geq \tau F(x, t)\), \(\forall t \in \mathbb{R}, r \in (0, R)\).

In this case, \(W = W^{1,p}_{0,\text{rad}}(B_R)\), the radially symmetric Sobolev space, equipped with the norm
\[
\|u\| = \left(\int_{B_R} (|\nabla u|^p + |u|^p) dx\right)^{\frac{1}{p}},
\]
\[
\Phi_\lambda(u) = \frac{1}{p} \int_{B_R} (|\nabla u|^p - \lambda u^p)dx - \int_{B_R} F(|x|, u)dx,
\]

\[
S(u) = \frac{1}{p} \int_{B_R} |\nabla u|^pdx, G(u) = 0,
\]

\[
F(u) = \int_{B_R} F(|x|, u)dx, Q(u) = \frac{1}{p} \int_{B_R} |u|^pdx,
\]

\[
N_\lambda = \{u \in W^{1,p}_{0,\text{rad}}(B_R) : \int_{B_R} (|\nabla u|^p - \lambda u^p)dx - \int_{B_R} f(|x|, u)udx = 0\}.
\]

Similar to Lemmas 5.3 and 5.4 we have

**Lemma 7.6.** Assume \((f_5)\) and \((f_6)\). Then \((F_1)\) and \((F_2)\) hold.

**Lemma 7.7.** (Pohozaev identity) Suppose \((f_5)\) - \((f_7)\). Let \(u \in W^{1,p}_{0,\text{rad}}(B_R)\) be a weak solution of \((7.4)\), then there holds the following integral identity

\[
(N - p) \int_{B_R} |\nabla u|^pdx + (p - 1) \int_{\partial B_R} |\nabla u|^p \sigma \cdot \nu d\sigma
\]

\[
= N\lambda \int_{B_R} u^pdx + pN \int_{B_R} F(|x|, u)dx + p \int_{B_R} |x| F_r(|x|, u)dx.
\]

The autonomous version of Lemma 7.7 above can be found in [45, Proposition 1] or [12, Theorem 1.3] and the proof of non-autonomous version is similar.

**Lemma 7.8.** Assume that \((f_5)\) - \((f_7)\) hold with \((N - p)\alpha < p(N + \tau)\) and \(\alpha > \frac{p(N + \tau) + p^2}{N}\), then \((F_6)\) holds with \(k > 1\).

**Proof.** Since \(\sigma \cdot \nu = \sigma \cdot \frac{\sigma}{|\sigma|} = |\sigma| = R > 0\), \((7.6)\) yields that

\[
(N - p) \int_{B_R} |\nabla u|^pdx
\]

\[
\leq N\lambda \int_{B_R} u^pdx + pN \int_{B_R} F(|x|, u)dx + p \int_{B_R} |x| F_r(|x|, u)dx.
\]

Then along the lines of the proof of Lemma 5.6, we can show that \((F_6)\) holds with

\[
k = \frac{N\alpha - p(N + \tau) - p^2}{p(N + \tau) - \alpha(N - p)} + 1 > 1.
\]

\[
\square
\]

**Theorem 7.9.** Assume that \((f_5)\) - \((f_7)\) hold with \((N - p)\alpha < p(N + \tau)\) and \(\alpha > \frac{p(N + \tau) + p^2}{N}\). Furthermore, we also assume that \((7.4)\) admits at most one positive solution in \(W^{1,p}_{0,\text{rad}}(B_R)\) for any fixed \(\lambda < \lambda_1\). Then there exists some \(b > 0\) such that \((7.4)\) admits at least one solution \((\lambda, u_\lambda) \in (-\infty, \lambda_1) \times W^{1,p}_{0,\text{rad}}(B_R)\) where \(\lambda < \lambda_1, u_\lambda > 0\) and \(\int_{B_R} u_\lambda^pdx = pb; \ (7.4)\) admits at least two solutions \((\lambda, u_\lambda), (\tilde{\lambda}, u_{\tilde{\lambda}}) \in (-\infty, \lambda_1) \times W^{1,p}_{0,\text{rad}}(B_R)\) where
such that \( \lambda \leq \lambda_1 \), \( u_\lambda > 0 \) and \( \int_{B_R} u_\lambda^p dx = \int_{B_R} \bar{u}_\lambda^p dx = pc \) for any \( 0 < c < b \); and \((7.4)\) admits no \((\lambda, u_\lambda) \in (-\infty, \lambda_1) \times \dot{W}^{1,p}_{0,rad}(B_R) \) where \( u_\lambda > 0 \) and \( \int_{B_R} u_\lambda^p dx = pc \) for any \( c > b \).

**Proof.** The uniqueness of the positive solution in \( \dot{W}^{1,p}_{0,rad}(B_R) \) derives that \( d \equiv \hat{d} \). By Theorem 3.2 (ii), \( \lim_{\lambda \to -\infty} \hat{d}(\lambda) = 0 \). Next, we study the behavior of \( d(\lambda) \) near \( \lambda_1 \) with the help of a bifurcation result.

By [11] Theorem 4) or [33] Theorem 1.1], \( (\lambda_1, 0) \) is a bifurcation point and for \( \epsilon > 0 \) small enough, we can take \((\lambda(s), u(s)) \in \mathbb{R} \times \dot{W}^{1,p}_{0,rad}(B_R), |s| < \epsilon \) such that \( \lambda(s) \to \lambda_1, u(s) \to 0 \) and \((\lambda(s), u(s)) \) solves \((7.4)\). Moreover, by [33] Lemma 3.1, \( u(s) \) does not change sign. We assume that \( u(s) \) is positive for any \( s \in (0, \epsilon) \).

Claim 1: \( \lambda(s) < \lambda_1 \). Suppose to the contrary that there exist \( \lambda^* \geq \lambda_1 \), \( u^* > 0 \) such that \((\lambda^*, u^*) \) solves \((7.4)\). This implies that \( \mu = 1 \) is the first eigenvalue of the problem

\[
\begin{cases}
-\Delta_p u = \mu(\lambda^* + m(x))|u|^{p-1}u & \text{in } B_R, \\
u = 0 & \text{on } \partial B_R,
\end{cases}
\]

where \( m(x) = f(|x|, u^*)/(u^*)^p > 0 \). Therefore,

\[
1 = \inf \{ \frac{\int_{B_R} \nabla u^p dx}{\int_{B_R} (\lambda^* + m(x))u^p dx} : u \in \dot{W}^{1,p}_{0}(B_R) \}, \int_{B_R} u^p dx = 1 \}.
\]

Suppose that \( e_1 > 0 \) is the unit eigenfunction with respect to \( \lambda_1 \), i.e.

\[
\int_{B_R} |\nabla e_1|^p dx = \lambda_1 \int_{B_R} e_1^p dx.
\]

Then

\[
\frac{\int_{B_R} |\nabla e_1|^p dx}{\int_{B_R} (\lambda^* + m(x))e_1^p dx} = \frac{\lambda_1 \int_{B_R} e_1^p dx}{\int_{B_R} (\lambda^* + m(x))e_1^p dx} < 1,
\]

contradicting \((7.9)\) and the claim is proved thereby.

Claim 2: Ground states of \((7.4)\) do not change sign. Otherwise, let \( u_\lambda \) be a ground state and \( u_\lambda^+ \neq 0, u_\lambda^- \neq 0 \), where \( u_\lambda^+ = \max\{u_\lambda, 0\} \) and \( u_\lambda^- = \min\{u_\lambda, 0\} \). \( u_\lambda^+ \) and \( u_\lambda^- \) are elements in \( \dot{W}^{1,p}_{0,rad} \). Furthermore, it is not difficult to verify that \( u_\lambda^+ \) and \( u_\lambda^- \) are in \( \mathcal{N}_\lambda \). Thus \( \Phi_\lambda(u_\lambda^+) > 0, \Phi_\lambda(u_\lambda^-) > 0 \) and we derive a self-contradictory inequality

\[
(7.11) \quad \Phi_\lambda(u_\lambda^+) < \Phi_\lambda(u_\lambda^+) + \Phi_\lambda(u_\lambda^-) = \Phi_\lambda(u_\lambda) \leq \Phi_\lambda(u_\lambda^+).
\]

Therefore, any ground state of \((7.4)\) does not change sign.

Since \((7.4)\) admits at most one positive solution in \( \dot{W}^{1,p}_{0,rad}(B_R) \) for any fixed \( \lambda < \lambda_1 \), we know that \( u(s) \) is the positive ground state with respect to \( \lambda(s) < \lambda_1 \) for \( s \in (0, \epsilon) \). Thus

\[
\lim_{\lambda \to \lambda_1^-} d(\lambda) = \lim_{s \to 0^+} \frac{1}{p} \int_{B_R} u(s)^p dx = 0.
\]
Then similar to the proof of Corollary 3.4, we can complete the proof with 
\[ b = \max_{\lambda \leq \lambda_1} d(\lambda). \]

7.3. **Examples in which the uniqueness of radial positive solution in a ball is known.** In this subsection, we will give some examples in which the uniqueness of radial positive solution is known and \((f_5) - (f_7)\) hold. Consider the equation

(7.12)
\[
\begin{aligned}
\Delta_p u &= \lambda |u|^{p-1}u + \frac{1}{(1+|x|^s)^k}|u|^{q-2}u \quad \text{in } B_R, \\
u &= 0 \quad \text{on } \partial B_R,
\end{aligned}
\]

where \(B_R = \{x \in \mathbb{R}^N : |x| < R\}, N \geq 2, p + p^2/N < q < 2^*_p, s \geq 1\) and \(k \geq 0\) (more conditions will be given later). Obviously, \(f \in C^1([0, R) \times \mathbb{R}, \mathbb{R})\) and \((f_5) - (f_7)\) hold with \(\alpha = \beta = q\) and \(\tau = 0\). To show the uniqueness of radial positive solution, we recall some results in [41, 28].

**Lemma 7.10.** ([41, Theorems 1.2, 1.3]) \(g : [0, R] \times [0, \infty) \to [0, \infty)\) is \(C^1\), \(g(r, 0) = 0, \forall r \geq 0\), and \(g(r, u) > 0, \forall r > 0, u > 0\).

(i) Assume that \(N > p\) and the following conditions are satisfied for \(u > 0\) and \(0 < r \leq R\):

(7.13)
\[
(p - 1)g(r, u) - g_u(r, u)u < 0,
\]

(7.14)
\[
-N - p^2 g(r, u) - g_u(r, u)u + \frac{p - 1}{N - p} rg_r(r, u) \leq (2 - p)g(r, u)\chi_{(2, +\infty)}(p),
\]

(7.15)
\[
\frac{N(p - 1)}{N - p} g(r, u) - g_u(r, u)u + \frac{p - 1}{N - p} rg_r(r, u) \geq 0.
\]

Then the equation \(\Delta_p u + g(|x|, u) = 0\) in \(B_R, u|_{\partial B_R} = 0\) has at most one radial positive solution.

(ii) Assume that \(N = p\) and there exists a real \(\delta > 0\) such that, for all \(u > 0\) and \(0 < r \leq R\):

(7.16)
\[
(p - 1)g(r, u) - g_u(r, u)u < 0,
\]

(7.17)
\[
\frac{(2 - \delta)p - \delta}{\delta} g(r, u) - g_u(r, u)u + \frac{2}{\delta} rg_r(r, u) \leq (2 - p)g(r, u)\chi_{(2, +\infty)}(p),
\]

(7.18)
\[
\frac{(2 + \delta)p - \delta}{\delta} g(r, u) - g_u(r, u)u + \frac{2}{\delta} rg_r(r, u) \geq 0.
\]

Then the equation \(\Delta_p u + g(|x|, u) = 0\) in \(B_R, u|_{\partial B_R} = 0\) has at most one radial positive solution.

**Lemma 7.11.** ([28, Theorem 2.5]) Assume that

\[ \min\{2, p\} < q < \frac{pN}{N - p}, \]
and

\[ a(r), b(r) \in C^1([0, R]), a(r) \geq 0, b(r) > 0, a'(r) \geq 0, b'(r) < 0 \text{ for } r \in (0, R). \]

Define

\[ A(r) = pa(r) + ra'(r), B(r) = \left(\frac{pN}{q} - (N - p)\right)b(r) + \frac{prb'(r)}{q}. \]

Assume also that the function \( A(r) \) is positive and nondecreasing while the function \( B(r) \) is positive in \((0, R)\), and that the functions \( rb'(r)/b(r) \) and \( rb(r) \) are nonincreasing in \((0, R)\). Then the equation \( \Delta_p u - a(|x|)u^{p-1} + b(|x|)u^{q-1} = 0 \) in \( B_R, u|_{\partial B_R} = 0 \) has at most one radial positive solution.

**Theorem 7.12.** (i) Assume \( p < N, 0 < \lambda < \lambda_1 \) and

\[ 2 < p \leq \frac{\sqrt{1 + 8N} - 1}{2}, ks \leq 2p, p - 1 + \frac{N - p^2}{N - p} \leq q \leq \frac{Np + (1 - p)ks - p}{N - p}, \]

or

\[ p \leq \min\{2, \frac{N + 1}{2}\}, ks \leq \frac{p(N - p)}{p - 1} + \frac{p(p - 1)}{N - p} \leq q \leq \frac{Np + (1 - p)ks - p}{N - p}. \]

Then (7.12) admits an unique radial positive solution.

(ii) Assume \( p = N, 0 < \lambda < \lambda_1, ks < p \) and \( 2 < q \leq 2p + 2 - (1 + \frac{2}{p})ks \). Then (7.12) admits an unique radial positive solution.

(iii) Assume \( \lambda < 0, ks \leq N - \frac{q(N - p)}{p} \) and \( k \leq \frac{1}{R} \). Then (7.12) admits an unique radial positive solution.

(iv) Assume

\[ p = N, ks < \frac{2p}{p + 2}, ks \leq N, k \leq \frac{1}{R}, 2p < q \leq 2p + 2 - (1 + \frac{2}{p})ks, \]

or

\[ p < N, \max\{2, \sqrt{N}\} < p \leq \frac{\sqrt{1 + 8N} - 1}{2}, \]

\[ ks \leq \min\{2p, N - \frac{q(N - p)}{p}\}, ks < \frac{p(p^2 - N)}{N(p - 1)}, \]

\[ k \leq \frac{1}{R}, p - 1 + \frac{N - p^2}{N - p} \leq q \leq \frac{Np + (1 - p)ks - p}{N - p}, q > \frac{pN + p^2}{N}, \]

or

\[ p < N, \sqrt{N} < p \leq \min\{2, \frac{N + 1}{2}\}, \]

\[ ks \leq \min\{\frac{p(N - p)}{p - 1}, N - \frac{q(N - p)}{p}\}, ks < \frac{p(p^2 - N)}{N(p - 1)}, \]

\[ k \leq \frac{1}{R}, \frac{p(p - 1)}{N - p} \leq q \leq \frac{Np + (1 - p)ks - p}{N - p}, q > \frac{pN + p^2}{N}. \]

Then there exists some \( b > 0 \) such that (7.12) admits at least one solution \((\lambda, u_\lambda) \in (-\infty, \lambda_1) \times W^{1,p}_{0, rad}(B_R)\) where \( \lambda < \lambda_1, u_\lambda > 0 \) and \( \int_{B_R} u_\lambda^p dx = pb;\)
\( (7.12) \) admits at least two solutions \((\lambda, u_\lambda), (\tilde{\lambda}, u_{\tilde{\lambda}}) \in (-\infty, \lambda_1) \times W_{0, rad}^{1, p}(B_R) \)
where \( \lambda < \tilde{\lambda} < \lambda_1, u_\lambda > 0, u_{\tilde{\lambda}} > 0 \) and \( \int_{B_R} u_\lambda^p dx = \int_{B_R} \tilde{u}_{\lambda}^p dx = pc \) for any \( 0 < c < b \); and \( (7.12) \) admits no \((\lambda, u_\lambda) \in (-\infty, \lambda_1) \times W_{0, rad}^{1, p}(B_R) \)
where \( u_\lambda > 0 \) and \( \int_{B_R} u_\lambda^p dx = pc \) for any \( c > b \).

**Proof.** First we prove \((i)\). The existence of a radial positive solution can be shown by the Nehari manifold method or by the mountain-pass theorem. To show the uniqueness, we apply Lemma 7.10 \((i)\) with

\[
g(r, u) = \lambda u^{p-1} + \frac{1}{(1 + r^s)^k} u^{q-1}, \quad u > 0, \quad 0 < r \leq R.
\]

We verify \((7.13) - (7.15)\):

\[
(p - 1) g(r, u) - g_u(r, u)u = (p - q) \frac{1}{(1 + r^s)^k} u^{q-1} < 0,
\]

\[
- \frac{N - p^2}{N - p} g(r, u) - g_u(r, u)u + \frac{p - 1}{N - p} rg_r(r, u)
= \frac{2p^2 - (N + 1)p}{N - p} \lambda u^{p-1} - (\frac{N - p^2}{N - p} + q - 1) \frac{1}{(1 + r^s)^k} u^{q-1}
- ks \frac{p - 1}{N - p} (1 + r^s) u^{q-1}
\leq (2 - p) g(r, u) \chi_{(2, +\infty)}(p),
\]

\[
\frac{N(p - 1)}{N - p} g(r, u) - g_u(r, u)u + \frac{p - 1}{N - p} rg_r(r, u)
= \frac{N(p - 1)}{N - p} \lambda u^{p-1} + (\frac{(N - ks)(p - 1)}{N - p} - (q - 1)) \frac{1}{(1 + r^s)^k} u^{q-1}
+ ks \frac{p - 1}{N - p} (1 + r^s)^{k+1} u^{q-1}
\geq 0.
\]

Thus the proof of \((i)\) is completed.

To prove \((ii)\), we apply Lemma 7.10 \((ii)\) with

\[
g(r, u) = \lambda u + \frac{1}{(1 + r^s)^k} u^{p-1}, \quad u > 0, \quad 0 < r \leq R.
\]

We verify \((7.16) - (7.18)\) for \( \delta \in \left[ \frac{2p}{p + 2}, \frac{2(p - ks)}{q - p} \right] \):

\[
(p - 1) g(r, u) - g_u(r, u)u = (p - q) \frac{1}{(1 + r^s)^k} u^{q-1} < 0,
\]

51
\[
\frac{2 - \delta}{\delta} p - \delta g(r, u) - g_u(r, u)u + \frac{2}{\delta} r g_r(r, u) = (2 - \delta)p - \delta g(r, u) - g_u(r, u)u + 2 \frac{\delta}{\delta} r g_r(r, u)
\]

\[
\leq (2 - p) g(r, u) \chi_{(2, +\infty)}(p),
\]

The proof of \( (ii) \) is completed.

Applying Lemma 7.11 with \( a(r) = -\lambda, b(r) = \frac{1}{(1 + r^s)^k} u^{q-1} \), \( u > 0, 0 < r \leq R \), we can prove \( (iii) \) since it is not difficult to verify the conditions in Lemma 7.11 under the hypotheses that \( \lambda \leq 0, k s \leq N - \frac{q(N-p)}{p} \) and \( k \leq \frac{1}{R} \).

Since we have shown the uniqueness of radial positive solution of (7.12), (iv) follows Theorem 7.9.

8. Mixed fractional Laplacians

The purpose of this section is to apply our abstract framework 3 to a class of nonlinear equations involving the mixed fractional Laplacians. This type of equations arises in various fields ranging from biophysics to population dynamics and has very recently received an increasing interest. The Cauchy problems involving mixed fractional laplacians have been recently addressed in [4, 18]. The normalized solutions were tackled in [7, 19, 35]. In this section, we study other aspects of this operator.

We are interested in the following fractional equation

\[
(\Delta)^{s_1} u + (\Delta)^{s_2} u = \lambda u + h_2(|x|)|u|^{p-2}u + h_3(|x|)|u|^{q-2}u \text{ in } \mathbb{R}^N,
\]

\[
u(x) \rightarrow 0 \text{ as } |x| \rightarrow +\infty,
\]

where \( 0 < s_1 < s_2 \leq 1, \max\{2, 4s_1\} \leq N < 2s_1 s_2/(s_2 - s_1), \) \( 2 < p < q < 2s_2^* \) and we assume that

\( h_2(r) \in C^1([0, +\infty)), \lim_{r \rightarrow +\infty} h_2(r) = h_2^\infty > 0, \inf_{r > 0} h_2(r) > 0. \)

\( h_3(r) \in L^\infty([0, +\infty)) \cap C^1([0, +\infty)), \inf_{r > 0} h_3(r) > 0. \)

Note that the abstract framework 2 cannot be applied directly since \( (S_2) \) does not hold. Fortunately, we can study this problem after some modifications. More precisely, let

\[
W = H_{rad}^{s_1}(\mathbb{R}^N) \cap H_{rad}^{s_2}(\mathbb{R}^N),
\]
Lemma 8.1. Assume that $\Phi_{\lambda}$ satisfies (PS) condition in $W$ and $h(\lambda) = \inf_{u \in W} \Phi_{\lambda}(u)$ can be achieved by a positive ground state $u_{\lambda}$. When $\lambda \to 0^-$, we set

$$w_{\lambda} = |\lambda|^{-\frac{2}{p-s_1}} u_{\lambda}(\frac{x}{|\lambda|^{1/2s_1}}),$$

which satisfies the following equation

$$(-\Delta)^{s_1} w + |\lambda|^{-\frac{2}{s_1}} w = \lambda^{-\frac{4-s_1}{s_1}} w + w^2.$$  

Let

$$\hat{\Phi}_\lambda(w) = \frac{1}{2} \int_{\mathbb{R}^N} [||(-\Delta)^{\frac{s_1}{2}} w| + |\lambda|^{-\frac{2}{s_1}} (-\Delta)^{\frac{s_1}{2}} w|^2 + w^2] |dx

- \frac{1}{p} \int_{\mathbb{R}^N} |\lambda|^{-\frac{s_1}{1/2}} h_2(|x|) |w|^p + \frac{1}{q} |\lambda|^{-\frac{s_1}{2}} h_3(|x|) |w|^q |dx,

\hat{\Phi}_0(w) = \frac{1}{2} \int_{\mathbb{R}^N} [||(-\Delta)^{\frac{s_1}{2}} w| + w^2] |dx

- \frac{h_2}{p} \int_{\mathbb{R}^N} |w|^p |dx,

\hat{\mathcal{N}}_\lambda = \{w \in W : \int_{\mathbb{R}^N} [||(-\Delta)^{\frac{s_1}{2}} w| + |\lambda|^{-\frac{2}{s_1}} (-\Delta)^{\frac{s_1}{2}} w|^2 + w^2] |dx

= \int_{\mathbb{R}^N} |h_2(|x|) |w|^p + |\lambda|^{-\frac{s_1}{2}} h_3(|x|) |w|^q |dx,

\hat{\mathcal{N}}_0 = \{w \in H^{s_1}_{rad}(\mathbb{R}^N) : \int_{\mathbb{R}^N} [||(-\Delta)^{\frac{s_1}{2}} w|^2 + w^2 - h_2^2 |w|^p |dx = 0\}.

Lemma 8.1. Assume that $2 < p < 2s_1$ and $h_2^2 > 0$. Let $w^*$ be the unique and non-degenerate positive ground state in $H^{s_1}_{rad}(\mathbb{R}^N)$ of

$$(-\Delta)^{s_1} w = - w + h_2^2 |w|^{p-2} w.$$ 

Then $w^* \in H^{s_2}_{rad}(\mathbb{R}^N)$.

Proof. The uniqueness and non-degeneracy of $w^*$ have been shown by [14]. Then we can simply follow the arguments in [13, Lemma B.2] to show that $w^* \in H^{2s_1+1}_{rad}(\mathbb{R}^N)$. Note that $s_2 \leq 1 < 2s_1 + 1$. Thus $w^* \in H^{s_2}_{rad}(\mathbb{R}^N)$. □
Lemma 8.2. Assume that $2 < p < q < 2s_1$ and $(h_2), (h_3)$ hold. Then there exists $\delta > 0$ such that for any $(\lambda, w) \in (-\delta, 0) \times W\{0\}$, there exists a unique function $\tilde{t}: (-\delta, 0) \times W\{0\} \to (0, \infty)$ such that

$$\text{when } t > 0, \text{ then } (\lambda, tw) \in \tilde{\mathcal{N}} \iff t = \tilde{t}(\lambda, w),$$

$$\text{and } \tilde{\Phi}_\lambda(\tilde{t}(\lambda, w))w = \max_{t > 0} \tilde{\Phi}_\lambda(tw), \tilde{t} \in C((-\delta, 0] \times W\{0\}, (0, \infty)), \text{ where } \tilde{\mathcal{N}} := \cup_{-\delta < \lambda \leq 0} \tilde{\mathcal{N}}_\lambda.$$

Proof. The proof is similar to the one of Lemma 5.3. \qed

Lemma 8.3. Assume that $2 < p < q < 2s_1$ and $(h_2), (h_3)$ hold. Then $w_\lambda$ is bounded in $H^{s_1}(\mathbb{R}^N)$ and $|\lambda|^{\frac{q}{2} - \frac{s_1}{2}} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s_1}{2}} w_\lambda|^2 dx$ is bounded when $\lambda \to 0^-.$

Proof. Lemma 8.1 yields that $w^* \in W.$ Then thanks to Lemma 8.2 we can follow the arguments in Step 1 of Theorem 4.1 to show that

$$\limsup_{\lambda \to 0^-} \tilde{h}(\lambda) \leq \hat{h}(0).$$

Mimicking the proof of Lemma 5.4, we arrive at the statement. \qed

Theorem 8.4. Assume that $2 < p < q < 2s_1$ and $(h_2), (h_3)$ hold. Then $w_\lambda \to w^*$ in $H^{s_1}(\mathbb{R}^N)$ as $\lambda \to 0^-$ where $w^*$ be the unique and positive ground state in $H^{s_1}_{rad}(\mathbb{R}^N)$ of

$$(-\Delta)^{s_1} w = -w + h_2^\infty |w|^{p-2}w.$$

Proof. Let $w_n = w_{\lambda_n}$ when $\lambda_n \to 0^-.$ By Lemma 8.3, $w_n$ is bounded in $H^{s_1}(\mathbb{R}^N).$ Up to a subsequence, we assume that $w_n \rightharpoonup w_0$ in $H^{s_1}(\mathbb{R}^N).$

Noticing $2 < p < q < 2s_1$ and thus the embeddings $H^{s_1}_{rad}(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N),$ $H^{s_1}_{rad}(\mathbb{R}^N) \hookrightarrow L^q(\mathbb{R}^N)$ are compact, we have $w_n \to w_0$ in $L^p(\mathbb{R}^N)$ and $L^q(\mathbb{R}^N)$.

Step 1: $w_n \to w_0$ in $H^{s_1}(\mathbb{R}^N).$

For any $\phi \in C_0^\infty(\mathbb{R}^N), we have

$$\lim_{n \to +\infty} \int_{\mathbb{R}^N} [h_2(\lambda_n^{1/2s_1}) - h_2^\infty] |w_n|^{p-2}w_n \phi dx = 0$$

by Lebesgue convergent theorem since $w_n$ is convergent in $L^p(\mathbb{R}^N);$

$$\lim_{n \to +\infty} \int_{\mathbb{R}^N} |\lambda_n|^{\frac{q}{2} - \frac{s_1}{2}} h_3(\lambda_n^{1/2s_1}) |w_n|^{q-2}w_n \phi dx = 0$$

since $w_n$ is bounded in $L^q(\mathbb{R}^N);$

$$\lim_{n \to +\infty} \int_{\mathbb{R}^N} |\lambda_n|^{\frac{q}{2} - \frac{s_1}{2}} (-\Delta)^{\frac{s_1}{2}} w_n(-\Delta)^{\frac{s_1}{2}} \phi dx \leq \lim_{\lambda \to 0^-} \left( \int_{\mathbb{R}^N} |\lambda_n|^{\frac{q}{2} - \frac{s_1}{2}} (-\Delta)^{\frac{s_1}{2}} w_n^2 dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^N} |\lambda_n|^{\frac{q}{2} - \frac{s_1}{2}} (-\Delta)^{\frac{s_1}{2}} \phi^2 dx \right)^{\frac{1}{2}} = 0$$

for $\phi \in C_0^\infty(\mathbb{R}^N).$
since \( \int_{\mathbb{R}^N} |\lambda_n|^{\frac{2s}{s-1}} |(-\Delta)^{\frac{s}{2}} w_n|^2 \) is bounded. Therefore, for any \( \phi \in C_0^{\infty}(\mathbb{R}^N) \)

\[
D_w \tilde{\Phi}_0(w_n)(\phi) = D_w \tilde{\Phi}_\lambda_n(w_n)(\phi) - \int_{\mathbb{R}^N} |\lambda_n|^{\frac{2s}{s-1}} (-\Delta)^{\frac{s}{2}} w_n (-\Delta)^{\frac{s}{2}} \phi dx
\]

\[
+ \int_{\mathbb{R}^N} h_2(\frac{|x|}{|\lambda_n|^{1/2s_1}}) h_2^\infty |w_n|^{p-2} w_n \phi dx
\]

\[
+ \int_{\mathbb{R}^N} |\lambda_n|^{\frac{2s}{p-2}} h_3(\frac{|x|}{|\lambda_n|^{1/2s_1}}) |w_n|^{q-2} w_n \phi dx
\]

(8.8) \[ \to 0. \]

Note that \( C_0^{\infty}(\mathbb{R}^N) \) is dense in \( H^{s_1}(\mathbb{R}^N) \). We know

\[
D_w \tilde{\Phi}_0(w_n)(\phi) \to 0, \forall \phi \in H^{s_1}(\mathbb{R}^N).
\]

Then by a standard argument, we can prove that \( w_n \to w_0 \) in \( H^{s_1}(\mathbb{R}^N) \).

Step 2: \( w_0 \neq 0 \).

Let us argue by contradiction. Suppose to the contrary that \( w_0 = 0 \). Notice that \( D_w \tilde{\Phi}_0(0) = (-\Delta)^{s_1} + 1 \) is invertible. Then applying implicit function arguments, we can show that \( w_\lambda \equiv 0 \) is a neighborhood of 0 since 0 is always a solution of \( D_w \tilde{\Phi}_\lambda(w) = 0 \), which is a contradiction.

Step 3: \( w_0 = w^* \).

Since \( w_0 \neq 0 \) and \( D_w \tilde{\Phi}_0(w_0) = 0 \), \( w_0 \in \widetilde{N}_0 \). We will show that \( \tilde{\Phi}_0(w_0) \leq \tilde{h}(0) \) to complete the proof. Indeed,

\[
\tilde{\Phi}_0(w_0) = \tilde{\Phi}_\lambda_n(w_0) - \frac{1}{2} \int_{\mathbb{R}^N} |\lambda_n|^{\frac{2s}{s-1}} |(-\Delta)^{\frac{s}{2}} w_n|^2 dx + \int_{\mathbb{R}^N} h_2(\frac{|x|}{|\lambda_n|^{1/2s_1}}) h_2^\infty |w_n|^p dx + \frac{1}{q} \int_{\mathbb{R}^N} |\lambda_n|^{\frac{2s}{p-2}} h_3(\frac{|x|}{|\lambda_n|^{1/2s_1}}) |w_n|^q dx
\]

\[
= \tilde{\Phi}_\lambda_n(w_0) - \frac{1}{2} \int_{\mathbb{R}^N} |\lambda_n|^{\frac{2s}{s-1}} |(-\Delta)^{\frac{s}{2}} w_n|^2 dx + o_n(1)
\]

\[
\leq \tilde{h}(\lambda_n) + o_n(1).
\]

Thus

\[
\tilde{\Phi}_0(w_0) \leq \limsup_{\lambda \to 0^-} \tilde{h}(\lambda) \leq \tilde{h}(0),
\]

and then we know that \( \tilde{\Phi}_0(w_0) = \tilde{h}(0) \). By the uniqueness of \( w^* \), \( w_0 = w^* \).

\[ \square \]

**Theorem 8.5.** Assume that \( 2 < p < q < 2^*_s \) and \( (h_2), \ (h_3) \) hold. Then there exists \( \Lambda_1 < 0 \) such that when \( \lambda \in (\Lambda_1, 0) \), the ground state of (8.1) is unique and non-degenerate. Furthermore,

(i) if \( p > 2 + 4s_1/N \), then

\[
\lim_{\lambda \to 0^-} \int_{\mathbb{R}^N} u_\lambda^2 dx \to +\infty,
\]

(ii) if \( p = 2 + 4s_1/N \), then

\[
\lim_{\lambda \to 0^-} \int_{\mathbb{R}^N} u_\lambda^2 dx = \infty,
\]

(iii) if \( p < 2 + 4s_1/N \), then

\[
\lim_{\lambda \to 0^-} \int_{\mathbb{R}^N} u_\lambda^2 dx = 0.
\]
and thus there exists $c_1 > 0$ large such that for any $c > c_1$, (8.1) admits a ground state $u_\lambda$ with $\lambda < 0$ and $|\lambda|$ small such that $\int_{\mathbb{R}^N} u_\lambda^2 dx = c$;

(ii) if $2 < p < 2 + 4s_1/N$, then
\[
\lim_{\lambda \to 0^-} \int_{\mathbb{R}^N} u_\lambda^2 dx \to 0,
\]
and thus there exists $c_2 > 0$ small such that for any $c \in (0, c_2)$, (8.1) admits a ground state $u_\lambda$ with $\lambda < 0$ and $|\lambda|$ small such that $\int_{\mathbb{R}^N} u_\lambda^2 dx = c$;

(iii) if $p = 2 + 4s_1/N$, then
\[
\lim_{\lambda \to 0^-} \int_{\mathbb{R}^N} u_\lambda^2 dx \to \int_{\mathbb{R}^N} (w^*)^2 dx.
\]

Proof. Along the lines of Step 3 in the proof of Theorem 4.1, we can obtain the uniqueness and non-degeneracy. Then (i) - (iii) are similar to Corollaries 4.2 and 4.3.

When $\lambda \to -\infty$, we set $\mu = 1/\lambda \to 0^-$ and
\[
v_\mu = |\mu|^{1/2} u_\lambda(|\mu|^{1/2} |x|),
\]
which satisfies the following equation
\[
|\mu|^{2s_1-1} \left(-\Delta\right)^{s_1} v + \left(-\Delta\right)^{s_2} v
= -v + |\mu|^{q-2} p h_2(|\mu|^{1/2} |x|)|v|^{p-2} v + h_3(|\mu|^{1/2} |x|)|v|^{q-2} v.
\]

Let
\[
\tilde{\Phi}_\mu(v) = \frac{1}{2} \int_{\mathbb{R}^N} \left(|\mu|^{2s_1-1} \left(-\Delta\right)^{s_1} v \right)^2 + \left(-\Delta\right)^{s_2} v^2 + v^2 dx
- \int_{\mathbb{R}^N} \frac{1}{p} |\mu|^{q-2} p h_2(|\mu|^{1/2} |x|)|v|^{p} + \frac{1}{q} \int_{\mathbb{R}^N} h_3(|\mu|^{1/2} |x|)|v|^{q} dx,
\]
\[
\tilde{\Phi}_0(v) = \frac{1}{2} \int_{\mathbb{R}^N} \left(|(-\Delta)^{s_1} v \right)^2 + v^2 dx
- \frac{h_3(0)}{q} \int_{\mathbb{R}^N} |v|^{q} dx,
\]
\[
\tilde{\mathcal{N}}_\mu = \{v \in W : \int_{\mathbb{R}^N} \left(|\mu|^{2s_1-1} \left(-\Delta\right)^{s_1} v \right)^2 + \left(-\Delta\right)^{s_2} v^2 + v^2 dx
= \int_{\mathbb{R}^N} \left(|\mu|^{q-2} p h_2(|\mu|^{1/2} |x|)|v|^{p} + h_3(|\mu|^{1/2} |x|)|v|^{q} dx,\right.
\]
\[
\tilde{\mathcal{N}}_0 = \{v \in H_{rad}^{s_2} (\mathbb{R}^N) : \int_{\mathbb{R}^N} \left(|(-\Delta)^{s_1} v \right)^2 + v^2 - h_3(0)|v|^{q} dx = 0\}.
\]

Lemma 8.6. Assume that $2 < p < q < 2s_2$ and $(h_2), (h_3)$ hold. Then there exists $\delta > 0$ such that for any $(\mu, v) \in (-\delta, 0) \times W \setminus \{0\}$, there exists a unique function $t : (-\delta, 0] \times W \setminus \{0\} \to (0, \infty)$ such that
when $t > 0$, then $(\lambda, tw) \in \tilde{N} \iff t = \tilde{t}(\mu, v),$
\[
\tilde{\Phi}_\mu(\tilde{t}(\mu, v)v) = \max_{t>0} \tilde{\Phi}_\mu(tv), \tilde{t} \in C((-\delta, 0] \times W \setminus \{0\}, (0, \infty)), \text{ where } \tilde{N} := \bigcup_{-\delta < \mu \leq 0} \tilde{\mathcal{N}}_\mu.
\]
Theorem 4.4 to show that

Assume that Lemma 8.7.

Similarly,

\[ \lim_{n \to +\infty} \int_{\mathbb{R}^N} [h_3(\mu \frac{|x|}{|x_2|}) - h_3(0)]|v_n|^q dx = 0 \]

by Lebesgue convergence theorem since \( v_n \) is convergent in \( L^q(\mathbb{R}^N) \);

\[ \lim_{n \to +\infty} \int_{\mathbb{R}^N} |\mu_n|^{\frac{q-2}{2}} h_2(\mu \frac{|x|}{|x_2|})|v_n|^p dx = 0 \]

since \( v_n \) is bounded in \( L^p(\mathbb{R}^N) \);

\[ \lim_{n \to +\infty} \int_{\mathbb{R}^N} |\mu_n|^{\frac{p-2}{2}} |(-\Delta)^{\frac{p}{2}} v_n|^2 dx = 0 \]

since \( v_n \) is bounded in \( H^{s_1}(\mathbb{R}^N) \), we have

\[ \tilde{\Phi}_0(v_n) = \tilde{\Phi}_{\mu_n}(v_n) - \frac{1}{2} \int_{\mathbb{R}^N} |\mu_n|^{\frac{p-2}{2}} |(-\Delta)^{\frac{p}{2}} v_n|^2 dx \]

\[ + \frac{1}{q} \int_{\mathbb{R}^N} [h_3(\mu \frac{|x|}{|x_2|}) - h_3(0)]|v_n|^q dx \]

\[ + \frac{1}{p} \int_{\mathbb{R}^N} |\mu_n|^{\frac{q-2}{2}} h_2(\mu \frac{|x|}{|x_2|})|v_n|^p dx \]

\[ = \tilde{h}(\mu_n) + o_n(1). \]

Similarly,

\[ D_v \tilde{\Phi}_0(v_n) \to 0. \]

Lemma 8.7. Assume that \( 2 < p < q < 2^{*}_{s_2} \) and \( (h_2), (h_3) \) hold. Then \( v_\mu \) is bounded in \( H^{s_2}(\mathbb{R}^N) \) when \( \mu \to 0^- \).

Proof. \( \square \)

Assume that

Lemma 8.8. Assume that \( 2 < p < q < 2^{*}_{s_2} \) and \( (h_2), (h_3) \) hold. Then \( v_\mu \to v^* \) in \( H^{s_2}(\mathbb{R}^N) \) as \( \mu \to 0^- \) where \( v^* \) is the unique and non-degenerate positive ground state in \( H^{s_2}_{rad}(\mathbb{R}^N) \) of

\[ (-\Delta)^{s_2} v = -v + h_3(0)|v|^{q-2} v. \]

Proof. Let \( \tilde{v}_n = v_{\mu_n} \) when \( \mu_n \to 0^- \). By Lemma 8.7, \( v_n \) is bounded in \( H^{s_2}(\mathbb{R}^N) \). For \( 0 < s_1 < s_2 \leq 1 \), we recall from [5, Remark 1.4.1] that \( H^{s_1}(\mathbb{R}^N) \to H^{s_2}(\mathbb{R}^N) \), and hence, \( v_n \) is bounded in \( H^{s_1}(\mathbb{R}^N) \). Also, \( v_n \) is bounded in \( L^p(\mathbb{R}^N) \) and \( L^q(\mathbb{R}^N) \). Up to a subsequence, we assume that \( v_n \to v_0 \) in \( H^{s_2}(\mathbb{R}^N) \) and \( v_n \to v_0 \) in \( L^p(\mathbb{R}^N) \) and \( L^q(\mathbb{R}^N) \).

Noticing that

\[ \lim_{n \to +\infty} \int_{\mathbb{R}^N} [h_3(\mu \frac{1}{|x_2|^2}|x|) - h_3(0)]|v_n|^q dx = 0 \]

by Lebesgue convergence theorem since \( v_n \) is convergent in \( L^q(\mathbb{R}^N) \);

\[ \lim_{n \to +\infty} \int_{\mathbb{R}^N} |\mu_n|^{\frac{q-2}{2}} h_2(\mu \frac{1}{|x_2|^2}|x|)|v_n|^p dx = 0 \]

since \( v_n \) is bounded in \( L^p(\mathbb{R}^N) \);

\[ \lim_{n \to +\infty} \int_{\mathbb{R}^N} |\mu_n|^{\frac{p-2}{2}} |(-\Delta)^{\frac{p}{2}} v_n|^2 dx = 0 \]

since \( v_n \) is bounded in \( H^{s_1}(\mathbb{R}^N) \), we have

\[ \tilde{\Phi}_0(v_n) = \tilde{\Phi}_{\mu_n}(v_n) - \frac{1}{2} \int_{\mathbb{R}^N} |\mu_n|^{\frac{p-2}{2}} |(-\Delta)^{\frac{p}{2}} v_n|^2 dx \]

\[ + \frac{1}{q} \int_{\mathbb{R}^N} [h_3(\mu \frac{1}{|x_2|^2}|x|) - h_3(0)]|v_n|^q dx \]

\[ + \frac{1}{p} \int_{\mathbb{R}^N} |\mu_n|^{\frac{q-2}{2}} h_2(\mu \frac{1}{|x_2|^2}|x|)|v_n|^p dx \]

\[ = \tilde{h}(\mu_n) + o_n(1). \]
Then along the lines of the proof of Theorem 4.4, we can prove that \( v_n \to v^\ast \) in \( H^{s_2}(\mathbb{R}^N) \) where \( v^\ast \) is the unique and non-degenerate positive ground state in \( H^{s_2}_{rad}(\mathbb{R}^N) \) of
\[
(-\Delta)^{s_2} v = -v + h_3(0)|v|^{q-2}v.
\]

\[\square\]

**Theorem 8.9.** Assume that \( 2 < p < q < 2^*_s \) and \((h_2), (h_3)\) hold. Then there exists \( \Lambda_2 < 0 \) such that when \( \lambda < \Lambda_2 \), the ground state of \((8.1)\) is unique and non-degenerate. Furthermore,

(i) if \( q > 2 + 4s_2/N \), then
\[
\lim_{\lambda \to -\infty} \int_{\mathbb{R}^N} u^2_\lambda dx \to 0,
\]
and thus there exists \( c_3 > 0 \) small such that for any \( c \in (0, c_3) \), \((8.1)\) admits a ground state \( u_\lambda \) with \( \lambda < 0 \) and \( |\lambda| \) large such that \( \int_{\mathbb{R}^N} u^2_\lambda dx = c \);

(ii) if \( 2 < q < 2 + 4s_2/N \), then
\[
\lim_{\lambda \to -\infty} \int_{\mathbb{R}^N} u^2_\lambda dx \to +\infty,
\]
and thus there exists \( c_4 > 0 \) large such that for any \( c > c_4 \), \((8.1)\) admits a ground state \( u_\lambda \) with \( \lambda < 0 \) and \( |\lambda| \) large such that \( \int_{\mathbb{R}^N} u^2_\lambda dx = c \);

(iii) if \( q = 2 + 4s_2/N \), then
\[
\lim_{\lambda \to -\infty} \int_{\mathbb{R}^N} u^2_\lambda dx \to \int_{\mathbb{R}^N} (v^\ast)^2 dx.
\]

**Remark 8.10.** There is a difference between cases when \( \lambda \to 0^- \) and \( \lambda \to -\infty \). In the latter case we get results when \( 2 < p < q < 2^*_s \), while get results when \( 2 < p < q < 2^*_s \) in the case of \( \lambda \to 0^- \) \((2^*_s < 2^*_1)\). If \( \lambda \) is viewed as a Lagrange multiplier and unknown, this difference is difficult to distinguish.

**Remark 8.11.** Along the lines of Subsection 5.2, we can discuss the orbital stability or instability of ground states when \( \lambda \to 0^- \) and \( \lambda \to -\infty \). The situation is more complicated than the case of a single fractional Laplacian and details of the proof are left to readers.

**Remark 8.12.** In addition to the applications in this article, we believe that our abstract framework applies to more equations. We are here to list some but not all of them.

(i) Schrödinger-Poisson-Slater equations:
\[
\begin{align*}
-\Delta u + (|x|^{-1} * u^2) &= \lambda u + f(|x|, u) \text{ in } \mathbb{R}^3, \\
u(x) &\to 0 \text{ as } |x| \to +\infty,
\end{align*}
\]
where \( f \) is \( L^2 \)-supercritical and \( H^1 \)-subcritical.

(ii) Chern-Simons-Schrödinger equations:
\[
\begin{align*}
-\Delta u + \int_{|x|}^{\infty} \frac{h(s)}{s} u^2(s) ds u + \frac{h^2(|x|)}{|x|^2} u &= \lambda u + f(|x|, u) \text{ in } \mathbb{R}^2, \\
u &\in H^1_{rad}(\mathbb{R}^2),
\end{align*}
\]
where \( h(s) = \int_0^s \frac{1}{2} u^2(l) \, dl \), \( f \) is \( L^2 \)-supercritical and \( H^1 \)-subcritical.

(iii) NLS with a partial confinement:

\[
\begin{cases}
-\Delta u + |y|^k u = \lambda u + |u|^{p-2} u \text{ in } \mathbb{R}^N, \\
u(x) \to 0 \text{ as } |x| \to +\infty,
\end{cases}
\]

where \( x = (y, z) \in \mathbb{R}^{N-d} \times \mathbb{R}^d \), \( k > 0 \), \( N \geq 2 \), \( 1 \leq d \leq N - 1 \). Bellazzini, Boussaid, Jeanjean, and Visciglia, in [1], proved the existence of orbitally stable ground states to NLS with a partial confinement together with qualitative and symmetry properties when the nonlinearity is \( L^2 \)-subcritical with respect to the set of variables bearing no potential. We can cover the \( L^2 \)-critical and \( L^2 \)-supercritical cases, and to the best of our knowledge, this is the first method which can do this. Furthermore, we can give the information about uniqueness, non-degeneracy, multiplicity and bifurcation phenomena, allowing to answer some conjectures in [1] ([1, Remarks 1.8, 1.10]), see [54].

Appendix A. Another method to prove Theorem 5.15

The main aim of this appendix is to give a new method to prove Theorem 5.15. For the readers’ convenience, we give a brief outline of our proof here. When \( s = 1 \), it is well known that positive solution of \(-\Delta u = \lambda u + |u|^{q-2} u \) (\( \lambda < 0 \)) is unique in \( H^1(\mathbb{R}^N) \). When \( 0 < s < 1 \), [13, 14] showed that positive solution with Morse index 1 of \((-\Delta)^s u = \lambda u + |u|^{q-2} u \) (\( \lambda < 0 \)) is unique in \( H^s(\mathbb{R}^N) \). We want to find a suitable path connecting (5.15) to the autonomous case. More precisely, consider

\[
G : H^{2s}_{rad}(\mathbb{R}^N) \times [0, 1] \rightarrow L^2_{rad}(\mathbb{R}^N)
\]

\[
G(u, \zeta) = (-\Delta)^s u - \lambda u - h(\zeta)|x|^q u^{q-2} u.
\]

Our first step is to show that all positive solutions of \( G(u, \zeta) = 0 \) with Morse index 1 is non-degenerate in \( H^{s}_{rad}(\mathbb{R}^N) \) (the definition will be given in Definition A.2), see Lemma A.3. Let \( u^* \) be a positive ground state of \( G(u, 1) = 0 \). Then applying the implicit function theorem when \( \zeta = 1 \) with initial value \( u^* \), we construct a locally unique branch \( u_{\zeta} \) nearby \( u^* \) parameterized by \( \zeta \) close to 1 and satisfying \( G(u_{\zeta}, \zeta) = 0 \), see Proposition A.4. Next, we show that the local branch can be indeed globally continued to \( \zeta = 0 \). Let

\[
\zeta^* = \inf\{\zeta \in (0, 1) : u_{\zeta} \in C^1(\zeta, 1), H^{2s}_{rad}(\mathbb{R}^N)\},
\]

\[
u_{\zeta} \text{ satisfies the assumptions of Proposition A.4 for } \zeta \in (\zeta^*, 1)\}{\zeta^*}.
\]

With the help of some uniform a priori estimates, see Lemma A.5, we show that \( \zeta^* = 0 \) in Lemma A.8. Finally, if \( G(u, 1) = 0 \) admits two positive ground state solutions \( u \) and \( \tilde{u} \), then there are two branches \( u_{\zeta} \) and \( \tilde{u}_{\zeta} \) which do not coincide. Since \( u_0 \) and \( \tilde{u}_0 \) are positive and have Morse index 1, \( u_0 = \tilde{u}_0 \) by the uniqueness results of \( G(u, 0) = 0 \). However, it is a contradiction since there are two different local branches with initial value \( u_0 \) parameterized
by $\zeta$ close to 0. Therefore, we know that $G(u, 1) = 0$ admits at most one positive ground state solution.

**Definition A.1.** (Morse index) Let $u_\zeta \in H^s(\mathbb{R}^N)$ be a solution of $G(u, \zeta) = 0$, and we define the linearized operator

$$L_{+\zeta} = (-\Delta)^s - \lambda - (q - 1)h^\zeta(|x|)|u_\zeta|^{q-2}.$$  

$L_{+\zeta}$ is a self-adjoint operator on $L^2(\mathbb{R}^N)$ with quadratic-form domain $H^s(\mathbb{R}^N)$ and operator domain $H^{2s}(\mathbb{R}^N)$. The Morse index of $u_\zeta$ is defined as

$$\mu(u_\zeta) := \sharp \{ e < 0 : e is an eigenvalue of L_{+\zeta} \},$$

where multiplicities of eigenvalues are taken into account. Noticing that $L_{rad}^2(\mathbb{R}^N)$ is an invariant subspace of $L_{+\zeta}$, we also introduce the Morse index of $u_\zeta$ in the sector of radial functions by defining

$$\mu_{rad}(u_\zeta) := \sharp \{ e < 0 : e is an eigenvalue of L_{+\zeta} restricted to L_{rad}^2(\mathbb{R}^N) \}.$$  

If $u_\zeta$ is a ground state solution of $G(u, \zeta) = 0$, then $\mu(u_\zeta) = \mu_{rad}(u_\zeta) = 1$. On the one hand,

$$\langle L_{+\zeta}u_\zeta, u_\zeta \rangle_{L^2} = (2 - q) \int_{\mathbb{R}^N} h^\zeta(|x|)|u_\zeta|^q dx < 0.$$  

Thus, by the min-max principle, the operator $L_{+\zeta}$ has at least one negative eigenvalue, i.e. $\mu(u_\zeta) \geq 1$. Since $u_\zeta$ is radial, then $\mu_{rad}(u_\zeta) \geq 1$ applying min-max principle in $L_{rad}^2(\mathbb{R}^N)$. On the other hand, since $u_\zeta$ is a minimum in Nehari manifold whose codimension is 1, $\mu_{rad}(u_\zeta) \leq \mu(u_\zeta) \leq 1$.

**Definition A.2.** (non-degeneracy) Let $u_\zeta \in H_{rad}^s(\mathbb{R}^N)$ be a solution of $G(u, \zeta) = 0$. We say that $u_\zeta$ is non-degenerate in $H_{rad}^s(\mathbb{R}^N)$ iff $\ker L_{+\zeta} |_{L_{rad}^2} = \{0\}$, where $L_{+\zeta} |_{L_{rad}^2}$ means $L_{+\zeta}$ restricted to $L_{rad}^2(\mathbb{R}^N)$. In other words, if $v \in H_{rad}^s(\mathbb{R}^N)$ solves $(-\Delta)^s v = \lambda v + h^\zeta(|x|)|u_\zeta|^{q-2} v$, then $v = 0$.

**Lemma A.3.** Let $u_\zeta \in H_{rad}^s(\mathbb{R}^N)$ be a positive solution of $G(u, \zeta) = 0$ and $\mu_{rad}(u_\zeta) = 1$. Suppose that (h1) holds true, then $u_\zeta$ is non-degenerate in $H_{rad}^s(\mathbb{R}^N)$. In particular, all the ground states of $G(u, \zeta) = 0$ are non-degenerate in $H_{rad}^s(\mathbb{R}^N)$.

**Proof.** Noticing that $h^\zeta$ satisfies (h1) for all $\zeta \in [0, 1]$ if $h$ satisfies (h1), we merely give the proof when $\zeta = 1$. This is what has been proved in Lemma 5.12. □

As a next step, we will construct a local branch of solutions $u_\zeta \in H_{rad}^{2s}$, which is parameterized by $\zeta$ in some small interval. In fact, by a bootstrap argument, we see that $u_\zeta \in H_{rad}^{2s}$ holds if $u_\zeta \in H_{rad}^{s}$ satisfying $G(u_\zeta, \zeta) = 0$.

**Proposition A.4.** Let $u^* \in H_{rad}^{2s}(\mathbb{R}^N)$ be a positive solution of $G(u, 1) = 0$ and $\mu_{rad}(u^*) = 1$. Suppose that (h1) holds true, then for some $\delta > 0$, there
exists a map \( u(\zeta) \in C^1((1 - \delta, 1], H_{rad}^{2s}) \) such that the following holds true, we denote \( u_\zeta = u(\zeta) \) in the sequel.

(i) \( u_\zeta \) solves \( G(u, \zeta) = 0 \) for all \( \zeta \in (1 - \delta, 1] \).

(ii) There exists \( \epsilon > 0 \) such that \( u_\zeta \) is the unique solution of \( G(u, \zeta) = 0 \) for \( \zeta \in (1 - \delta, 1] \) in the neighborhood \( \{u \in H_{rad}^{2s} : \|u - u^*\|_{H_{rad}^{2s}} < \epsilon\} \). In particular, we have that \( u_1 = u^* \) holds.

**Proof.** We use an implicit function argument for the map

\[
\Psi : H_{rad}^{2s} \times (1 - \delta, 1) \to H_{rad}^{2s}, \Psi(u, \zeta) = u - \frac{1}{(\lambda)^s - \lambda} h^\zeta(|x|)u^{q-1}.
\]

It is not difficult to see that \( \Psi \) is a well-defined map of class \( C^1 \). Furthermore, \( \Psi(u^*, 1) = 0 \) and \( \Psi(u, \zeta) = 0 \) if and only if \( u \in H_{rad}^{2s} \) solves \( G(u, \zeta) = 0 \). Next, we consider the Fréchet derivative

\[
\Psi_u(u, \zeta) = 1 - K, K = \frac{1}{(\lambda)^s - \lambda}(q - 1)h^\zeta(|x|)u^{q-2}.
\]

By Lemma A.3, 0 is not an eigenvalue of \( L_+L_{rad}^2 = (\Delta)^s - \lambda - (q - 1)h^\zeta(|x|)u^{q-2} \). Note that the operator \( K \) is compact on \( L_{rad}^2 \) and we have that \( 1 \notin \sigma(K) \). Since \( h^\zeta(|x|)u^{q-2} \varphi \in L_{rad}^2 \) if \( \varphi \in H_{rad}^{2s} \), we have that \( K \) maps \( H_{rad}^{2s} \) to \( H_{rad}^{2s} \). Thus the bounded inverse \( (1 - K)^{-1} \) exists on \( H_{rad}^{2s} \), i.e. the Fréchet derivative \( \Psi_u \) has a bounded inverse on \( H_{rad}^{2s} \) at \((u^*, 1)\). By the implicit function theorem, we deduce that the assertions (i) and (ii) in Proposition A.4 hold for some \( \delta > 0 \) and \( \epsilon > 0 \) sufficiently small. \( \square \)

We now turn to the global extension of the locally unique branch \( u_\zeta \) constructed in the above Proposition. First we will give some uniform a priori estimates. We write \( a \lesssim b \) to denote that \( a \leq Cb \) with some constant \( C > 0 \) that may change from line to line and only depends on \( N, q, s, \lambda, h(r) \) and \( u^* \). Furthermore, we use \( a \sim b \) to denote that both \( a \lesssim b \) and \( b \lesssim a \) hold.

**Lemma A.5.** Suppose that \((h_1)\) holds with \((N - 2s)q \leq 2(N + \theta)\). Then we have the following power estimates

\[
\int_{\mathbb{R}^N} h^\zeta(|x|)|u_\zeta|^q dx \sim \int_{\mathbb{R}^N} u_\zeta^2 dx \sim \int_{\mathbb{R}^N} |(\Delta)^{\frac{s}{2}} u_\zeta|^2 dx \sim 1,
\]

for all \( \zeta \in (\zeta^*, 1] \), where \( u_\zeta \) is given in Proposition A.4 and

\[
\zeta^* = \inf\{\tilde{\zeta} \in (0, 1) : u_\zeta \in C^1((\tilde{\zeta}, 1], H_{rad}^{2s}(\mathbb{R}^N)), \]

\( u_\zeta \) satisfies the assumptions of Proposition A.4 for \( \zeta \in (\tilde{\zeta}, 1] \} \).

**Proof.** By integrating \( G(u_\zeta, \zeta) = 0 \) with respect to \( u_\zeta \), we obtain

\[
\int_{\mathbb{R}^N} (\Delta)^s u_\zeta^2 dx = \lambda \int_{\mathbb{R}^N} u_\zeta^2 dx + \int_{\mathbb{R}^N} h^\zeta(|x|)|u_\zeta|^q dx.
\]
Similar to (5.7) and (5.8), Pohozaev identity and (A.4) yield to

\begin{align}
\int_{\mathbb{R}^N} u_\xi^2 dx &= \int_{\mathbb{R}^N} \left[ \frac{2N}{q} + \frac{2\zeta}{q} \frac{|x|h'(|x|)}{h(|x|)} - (N - 2s)|h^\zeta(|x|)|u_\xi|q| dx, \\
\int_{\mathbb{R}^N} |(-\Delta)^s u_\xi|^2 dx &= \int_{\mathbb{R}^N} \left( N - \frac{2N}{q} - \frac{2\zeta}{q} \frac{|x|h'(|x|)}{h(|x|)} \right) h^\zeta(|x|)|u_\xi|q| dx.
\end{align}

By \((h_1)\), \(\theta \leq \frac{|x|h'(|x|)}{h(|x|)} \leq 0\). Therefore,

\begin{align}
\int_{\mathbb{R}^N} \frac{2(N + \theta)}{q} - (N - 2s)|h^\zeta(|x|)|u_\xi|q| dx &\leq -2s\lambda \int_{\mathbb{R}^N} u_\xi^2 dx \\
\int_{\mathbb{R}^N} \frac{q - 2}{q} Nh^\zeta(|x|)|u_\xi|q| dx &\leq 2s \int_{\mathbb{R}^N} |(-\Delta)^s u_\xi|^2 dx \\
&\leq \int_{\mathbb{R}^N} \left( N - \frac{2(N + \theta)}{q} \right) h^\zeta(|x|)|u_\xi|q| dx.
\end{align}

Since \(2 < q < \frac{2(N+\theta)}{N-2N}\), we have

\[
\int_{\mathbb{R}^N} h^\zeta(|x|)|u_\xi|q| dx \sim \int_{\mathbb{R}^N} u_\xi^2 dx \sim \int_{\mathbb{R}^N} |(-\Delta)^s u_\xi|^2 dx.
\]

From the following fractional Gagliardo-Nirenberg-Sobolev inequality

\[
\int_{\mathbb{R}^N} |u|^q dx \leq C_{opt} \left( \int_{\mathbb{R}^N} |(-\Delta)^{s/2} u|^2 dx \right)^{\frac{N(q-2)}{4}} \left( \int_{\mathbb{R}^N} u^2 dx \right)^{\frac{s}{2} - \frac{N(q-2)}{4}}, \forall u \in H^s,
\]

where \(C_{opt} > 0\) denotes the sharp constant and depends on \(s, N, q\), we can derive

\[
\int_{\mathbb{R}^N} h^\zeta(|x|)|u_\xi|q| dx \\
\leq C_{opt} \max\{\|h\|_{L^\infty, 1}\} \left( \int_{\mathbb{R}^N} |(-\Delta)^s u_\xi|^2 dx \right)^{\frac{N(q-2)}{4}} \left( \int_{\mathbb{R}^N} u_\xi^2 dx \right)^{\frac{s}{2} - \frac{N(q-2)}{4}} \\
\leq \left( \int_{\mathbb{R}^N} h^\zeta(|x|)|u_\xi|q| dx \right)^{\frac{s}{2}}.
\]

Thus \(\int_{\mathbb{R}^N} h^\zeta(|x|)|u_\xi|q| dx \geq 1\) for \(\zeta \in (\zeta^*, 1]\).

Next, we show that \(\int_{\mathbb{R}^N} h^\zeta(|x|)|u_\xi|q| dx \leq 1\) for \(\zeta \in (\zeta^*, 1]\). Differentiating \(G(u_\xi, \zeta) = 0\) with respect to \(\zeta\), we get

\[
(-\Delta)^s \frac{d}{d\zeta} u_\xi = \\
\lambda \frac{d}{d\zeta} u_\xi + (q - 1)h^\zeta(|x|)|u_\xi|q-2 \frac{d}{d\zeta} u_\xi + \ln h(|x|)h^\zeta(|x|)|u_\xi|q-2 u_\xi.
\]

(A.10)
Since $L_{+,:}\zeta u_\zeta = (2 - q) h^\zeta(|x|)|u_\zeta|^q - 2 u_\zeta$,
\[
\langle h^\zeta(|x|)|u_\zeta|^q - 2 u_\zeta, \frac{d}{d\zeta} u_\zeta \rangle_{L^2} = \langle L_{+,:}\zeta h^\zeta(|x|)|u_\zeta|^q - 2 u_\zeta, \ln h(|x|) h^\zeta(|x|)|u_\zeta|^q - 2 u_\zeta \rangle_{L^2}
\]
(A.11) \[\frac{1}{2 - q} \int_{\mathbb{R}^N} \ln h(|x|) h^\zeta(|x|)|u_\zeta|^q dx.\]

We write $\phi(\zeta) = \int_{\mathbb{R}^N} h^\zeta(|x|)|u_\zeta|^q dx$, $\zeta \in (\zeta^*, 1]$. Then
\[
\phi'(\zeta) = \int_{\mathbb{R}^N} \ln h(|x|) h^\zeta(|x|)|u_\zeta|^q dx + q h^\zeta(|x|)|u_\zeta|^q - 2 u_\zeta, \frac{d}{d\zeta} u_\zeta \rangle_{L^2}
\]
(A.12) \[\frac{1}{2 - q} \int_{\mathbb{R}^N} \ln h(|x|) h^\zeta(|x|)|u_\zeta|^q dx.\]

When $h(0) \leq 1$, $\phi'(\zeta) \geq 0$. Thus $\phi(\zeta) \leq \phi(1)$ for any $\zeta \in (\zeta^*, 1]$. When $h(0) > 1$, let $\chi(\zeta) = e^{-\frac{2\ln h(0)}{q - 2} \zeta}$. Then
\[
\chi'(\zeta) = \frac{2 \ln h(0)}{q - 2} e^{-\frac{2\ln h(0)}{q - 2} \zeta} = \frac{2 \ln h(0)}{q - 2} \chi(\zeta)
\]
and
\[
\frac{\phi'}{\chi} = \frac{\chi' - \chi' \phi}{\chi^2} \geq 0.
\]
Therefore, $\phi(\zeta) \leq \frac{\phi(1)}{\chi(1)}$, $\forall \zeta \in (\zeta^*, 1]$, showing
\[
\phi(\zeta) \leq \frac{\phi(1)}{\chi(1)} \chi(\zeta) \leq e^{\frac{2 \ln h(0)}{q - 2}} \phi(1), \forall \zeta \in (\zeta^*, 1].
\]

Thus we have shown that $\int_{\mathbb{R}^N} h^\zeta(|x|)|u|^q dx \leq 1$ for $\zeta \in (\zeta^*, 1]$. \[\square\]

**Lemma A.6.** Suppose that (h1) holds with $(N - 2s)q \leq 2(N + \theta)$. $u_\zeta$ is given in Proposition 4.3 and $u^* > 0$. Then for all $\zeta \in (\zeta^*, 1]$, we have

(i) $u_\zeta(x) > 0$ for all $x \in \mathbb{R}^N$;

(ii) (uniform decay estimate) $u_\zeta(x) \leq C|x|^{-(N+2s)}$ for $|x| > R$, where $R$ is some constant independent of $\zeta$;

(iii) $\mu_{rad}(u_\zeta) = 1$.

**Proof.** Define the linearized operator

(A.13) \[ L_{-,:}\zeta = (-\Delta)^s - \lambda - h^\zeta(|x|)|u_\zeta|^q - 2. \]
Obviously, if $\zeta \to \hat{\zeta} \in (\zeta^*, 1]$, then $L_{\pm, \zeta} \to L_{\pm, \hat{\zeta}}$ in norm-resolvent sense.

The proof of $(i)$ is divided into two steps. First, we show that if $u_\zeta > 0$ for some $\hat{\zeta} \in (\zeta^*, 1]$, then $u_\zeta > 0$ for $\zeta$ close to $\hat{\zeta}$. Note that $L_{-\zeta} u_\zeta = 0$, i.e. 0 is an eigenvalue of $L_{-\zeta}$ and $u_\zeta$ is an eigenfunction with respect to 0. Since $\sigma_{\text{ess}}(L_{-\zeta}) = [-\zeta, +\infty)$, we know that $\inf \sigma(L_{-\zeta})$ is an eigenvalue. Theorem XIII.48 yields that the first eigenvalue is simple and the corresponding eigenfunction can be chosen strictly positive when $s = 1$ and similar result when $0 < s < 1$ can be found in [41, Lemma C.4]. Thus $\lambda_1(L_{-\zeta}) = 0$ is simple and we choose $\psi_{1, \zeta} = u_\zeta > 0$ as the corresponding eigenfunction, where $\lambda_1(L_{-\zeta})$ means the first eigenvalue of $L_{-\zeta}$. Since $L_{-\zeta} \to L_{-\zeta}$ in norm-resolvent sense when $\zeta \to \hat{\zeta} \in (\zeta^*, 1]$, we derive that $\lambda_1(L_{-\zeta}) \to 0$. Since $\lambda_1(L_{-\zeta})$ is simple and isolate, we may assume that $\sigma(L_{-\zeta}) \cap (-\epsilon, \epsilon) = \{\lambda_1(L_{-\zeta})\}$ for small $\epsilon$ and $\zeta$ close enough to $\hat{\zeta}$. Furthermore, 0 is an eigenvalue of $L_{-\zeta}$, showing $\lambda_1(L_{-\zeta}) = 0$. Since $u_\zeta \to u_\zeta > 0$ in $H^{2s}$, we obtain $u_\zeta > 0$ for close enough to $\hat{\zeta}$.

The second step is to show that if $\{\zeta_n\}_{n=1}^{+\infty} \subset (\hat{\zeta}, 1]$ is a sequence with $\zeta_n \to \hat{\zeta}$ such that $u_{\zeta_n} > 0$ for some $\zeta_0 = (\zeta^*, 1)$, then $u_{\zeta_0} > 0$. Obviously, $u_\zeta \geq 0$ since $u_{\zeta_n} \to u_\zeta$ in $H^{2s}$. Thus 0 is the first eigenvalue of $L_{-\zeta}$ and $u_\zeta > 0$. The proof of $(i)$ is complete.

Next, we prove $(ii)$. Since $u_\zeta$ is monotonically decreasing with respect to $r = |x|$, we have $|x|^N u_\zeta^2(x) \lesssim u_\zeta^2(x) \int_{B_r} dy \lesssim \int_{B_{r|x|}} u_\zeta^2(y) dy \lesssim 1$ (we use the uniform a priori estimate shown in Lemma A.5 in the final inequality).

Thus $u_\zeta(x) \lesssim |x|^{-\frac{N}{4}}$.

We write $u_\zeta = \frac{1}{\omega - \Delta + \zeta} z_\zeta$ where $0 < \omega < -\lambda$ and $z_\zeta = (\omega + \lambda) u_\zeta + h^s u_\zeta^{s-1}$. Since $u_\zeta \lesssim |x|^{-\frac{N}{4}}$, we can take $R$ large enough s.t. $\text{supp} z_\zeta^+ \subset B_R$ and $R$ is independent of $\zeta$. Suppose $G_{s, \omega}(x)$ is the kernel of the resolvent $((\omega - \Delta)^s + \omega)^{-1}$ on $\mathbb{R}^N$ with $\omega > 0$. In other words, $G_{s, \omega}(x)$ denotes the Fourier transform of $(|\xi|^{2s} + \omega)^{-1}$. [41, Lemma C.1] shows that $0 < G_{s, \omega}(x) \leq C|x|^{-(N+2s)}$ for $|x| > 0$ where $C > 0$ depends on $s$, $\omega$ and $N$ when $0 < s < 1$ and this result also hold when $s = 1$. Notice that

\begin{align*}
\int_{B_R} z_\zeta^+(y) dy &\lesssim \int_{B_R \cap \text{supp} z_\zeta^+} (h^s)^{\frac{1}{2}} (h^s)^{\frac{1}{2}} u_\zeta^q d^q y \\
&\lesssim (\int_{B_R \cap \text{supp} z_\zeta^+} h^s dy)^{\frac{1}{2}} (\int_{B_R \cap \text{supp} z_\zeta^+} h^s u_\zeta^q dy)^{\frac{q-1}{q}} \\
&\lesssim R^{\frac{N}{q}}.
\end{align*}

(A.14)
we can conclude that: For all $|x| > R$,
\[
    u_\zeta(x) = \int_{\mathbb{R}^N} G_{s,\omega}(x-y)z_\zeta(y)dy 
\]
\[
\leq \int_{B_\frac{R}{2}} G_{s,\omega}(x-y)z_\zeta^+(y)dy 
\]
\[
\leq \int_{B_\frac{R}{2}} |x-y|^{-(N+2s)}z_\zeta^+(y)dy 
\]
\[
\leq \int_{B_\frac{R}{2}} |x|^{-(N+2s)}z_\zeta^+(y)dy 
\]
(A.15) 
\[
\leq |x|^{-(N+2s)}. 
\]

Finally, we prove (iii). Arguing by contradiction, we may assume that there exists some $\tilde{\zeta} \in (\zeta^*, 1)$ such that 0 is an eigenvalue of $L_{+,\tilde{\zeta}}$ restricted on $L^2_{rad}$ and $\mu_{rad}(u_{\tilde{\zeta}}) = 1$ by the continuity of the eigenvalues of $L_{+,\zeta}$. Since (i) shows that $u_{\zeta}$ is strictly positive, $u_\zeta$ is non-degenerate in $H^s_{rad}$ by Lemma A.3, which is a contradiction. The proof now is complete. \(\Box\)

**Lemma A.7.** Let $\{\zeta_n\}_{n=1}^{+\infty} \subset (\zeta^*, 1]$ be a sequence such that $\zeta_n \to \zeta^*$, $u_{\zeta_n} = u_{\zeta_n}(|x|) > 0$ and $\mu_{rad}(u_{\zeta_n}) = 1$. Then, after possibly passing to a subsequence, we have $u_{\zeta_n} \to u_{\zeta^*}$ in $H^2_{rad}$ where $\mu_{rad}(u_{\zeta^*}) = 1$ and $u_{\zeta^*} = u_{\zeta^*}(|x|) > 0$ satisfies

\[
(-\Delta)^{s} u_{\zeta^*} = \lambda u_{\zeta^*} + h^{s*}(|x|)u_{\zeta^*}^{q-1} \text{ in } \mathbb{R}^N. 
\]

(Proof. By Lemma A.5 $u_{\zeta_n}$ is bounded in $H^s$. Passing to a subsequence if necessary, we assume that $u_{\zeta_n} \to u_{\zeta^*}$ in $H^s$, $u_{\zeta_n} \to u_{\zeta^*}$ in $L^p_{loc}$ for $1 \leq p < 2s$, $u_{\zeta_n} \to u_{\zeta^*}$ a.e. on $\mathbb{R}^N$. With the help of the uniform decay estimate shown in Lemma A.6 (ii), we obtain that $u_{\zeta_n} \to u_{\zeta^*}$ in $L^p$ for $1 \leq p < 2s$. Bootstrap arguments implies that $u_{\zeta_n} \to u_{\zeta^*}$ in $H^{2s}$.

Obviously, $u_{\zeta^*} \geq 0$ satisfies equation (A.16). Thus 0 is the first eigenvalue of $L_{-,\zeta^*}$, showing $u_{\zeta^*} > 0$.

Finally, we show that $\mu_{rad}(u_{\zeta^*}) = 1$. On the one hand, $\mu_{rad}(u_{\zeta^*}) \geq 1$ since
\[
\langle L_{+,\zeta^*}u_{\zeta^*}, u_{\zeta^*} \rangle_{L^2} = -(q-2) \int_{\mathbb{R}^N} u_{\zeta^*}^q, dx < 0. 
\]

One the other hand, since the Morse index is lower semi-continuous with respect to the norm-resolvent topology, we conclude that
\[
\mu_{rad}(u_{\zeta^*}) \leq \inf_{n \to +\infty} \mu_{rad}(u_{\zeta_n}) = 1, 
\]
which completes the proof. \(\Box\)

**Lemma A.8.** Let $u^* \in H^{2s}_{rad}(\mathbb{R}^N)$ be a positive solution of $G(u, 1) = 0$ and $\mu_{rad}(u^*) = 1$. Suppose (h1) holds with $(N - 2s)q \leq 2(N + \theta)$, then $\zeta^* = 0$ where $\zeta^*$ is given in Lemma A.3.
Proof. Suppose on the contrary that \( \zeta^* > 0 \). By Lemma A.6 for all \( \zeta \in (\zeta^*, 1] \), \( u_\zeta(x) > 0 \) and \( \mu_{rad}(u_\zeta) = 1 \). Then by Lemma A.7 there exists \( u_\zeta^* \) in \( H_{rad}^{2s} \) satisfying (A.16) where \( \mu_{rad}(u_\zeta^*) = 1 \) and \( u_\zeta^* = u_\zeta^*(|x|) > 0 \). By Lemma A.3 \( u_\zeta^* \) is non-degenerate in \( H_{rad}^{s} \). Similar to the proof of Proposition A.3 applying the implicit function argument when \( \zeta = \zeta^* \), we find that \( \zeta < \zeta^* \) such that \( u_\zeta \) satisfies the assumptions of Proposition A.4 contradicting the definition of \( \zeta^* \).

Finally, we give the proof of Theorem 5.15.

**Proof of Theorem 5.15.** Note that all ground states of (5.15) are in \( H_{rad}^{s} \). We show the uniqueness in \( H_{rad}^{s} \) here. Arguing by contradiction, (5.15) admits two positive ground states \( u_1 \) and \( \tilde{u}_1 \) in \( H_{rad}^{s} \). \( \mu_{rad}(u_1) = \mu_{rad}(\tilde{u}_1) = 1 \). By Proposition A.4 and Lemma A.8 we get two global branches \( u_\zeta \) and \( \tilde{u}_\zeta \), \( \zeta \in [0, 1] \), starting from \( u_1 \) and \( \tilde{u}_1 \) respectively. By Lemma A.7 both \( u_0 \) and \( \tilde{u}_0 \) are positive solutions of \( G(u, 0) = 0 \) where \( \mu_{rad}(u_0) = \mu_{rad}(\tilde{u}_0) = 1 \), showing \( u_0 = \tilde{u}_0 \). By Lemma A.3 \( u_0 \) is non-degenerate in \( H_{rad}^{s} \). However, there are two different local branches \( u_\zeta \) and \( \tilde{u}_\zeta \), \( \zeta \in [0, \delta] \) stemming form \( u_0 \), contradicting the non-degeneracy of \( u_0 \).

**APPENDIX B. Proof of Theorem 5.24.**

Along the lines of Appendix A, we can show the uniqueness of positive ground states for (5.25) when \( \lambda \leq 0 \) and give the proof of Theorem 5.24.

**Proof of Theorem 5.24.** We apply implicit function argument in \( H_{rad}^{2s} \).

Consider

\[
K : H_{rad}^{2s} \times (0, 1] \rightarrow L_{rad}^{2} (\mathbb{R}^{N})
\]

\[
K(u, \eta) = (-\Delta)^s u + [\eta V + (1 - \eta)\lambda_1]u - \lambda u + h(|x|)|u|^{q - 2} u.
\]

Note that \( \inf \sigma((-\Delta)^s + \eta V + (1 - \eta)\lambda_1) \geq \lambda_1 > 0 \). In fact,

\[
\begin{align*}
\inf \sigma((-\Delta)^s + \eta V + (1 - \eta)\lambda_1) &= \inf_{u \in H^s} \frac{\int_{\mathbb{R}^N} \left[\left((-\Delta)^s u \right)^2 + \eta V u^2 dx\right]}{\int_{\mathbb{R}^N} u^2 dx} + (1 - \eta)\lambda_1 \\
&\geq \eta \inf_{u \in H^s} \frac{\int_{\mathbb{R}^N} \left[\left((-\Delta)^s u \right)^2 + V u^2 dx\right]}{\int_{\mathbb{R}^N} u^2 dx} + (1 - \eta)\lambda_1 \\
&= \eta \lambda_1 + (1 - \eta)\lambda_1 = \lambda_1.
\end{align*}
\]

Denote \( \eta V + (1 - \eta)\lambda_1 \) by \( V_\eta \). (V1) holds, then \( V_\eta \) and \( V_\eta + 2V_\eta^\prime - \lambda \geq 0 \) are non-decreasing for any \( \eta \in [0, 1] \). By the proof of Lemma 5.23, \( u_\eta \) is non-degenerate in \( H_{rad}^{s} \) whenever \( u_\eta \in H_{rad}^{s} \) solves \( K(u, \eta) = 0 \). \( u_\eta \) is positive and \( \mu_{rad}(u_\eta) = 1 \). Let \( u^* \in H_{rad}^{2s} \) be a positive solution of \( K(u, 1) = 0 \) and \( \mu_{rad}(u^*) = 1 \). Applying implicit function theorem to \( K(u, \eta) \) at \((u^*, 1)\), we construct a local branch of solutions \( u_\eta \in H_{rad}^{2s} \) which is parameterized by \( \eta \) in some small interval, i.e. for some \( \delta > 0 \), there exists a map \( u(\eta) \in \)
\[ C^1((1-\delta,1], H_{rad}^{2s}) \] such that the following holds, where we denote \( u_\eta = u(\eta) \) in the sequel.

(i) \( u_\eta \) solves \( K(u,\eta) = 0 \) for all \( \eta \in (1-\delta,1] \).

(ii) There exists \( \epsilon > 0 \) such that \( u_\eta \) is the unique solution of \( K(u,\eta) = 0 \) for \( \eta \in (1-\delta,1] \) in the neighborhood \( \{ u \in H_{rad}^{2s} : \|u - u_\eta\|_{H_{rad}^{2s}} < \epsilon \} \). In particular, we have that \( u_1 = u^* \) holds.

Let

\[ \eta^* = \inf\{ \bar{\eta} \in (0,1) : u_\eta \in C^1((\bar{\eta},1], H_{rad}^{2s}(\mathbb{R}^N)), \]

\[ u_\eta \text{ satisfies the above assumptions (i), (ii) for } \eta \in (\bar{\eta},1) \} \].

With the help of Lemma B.1 shown later, we can derive \( \eta^* = 0 \) along the lines of Lemmas A.5 - A.8. Then like the proof of Theorem 5.15, we can complete the proof.

**Lemma B.1.** Suppose \((h_1)\) and \((V_1)\) hold with \((N-2s)q \leq 2(N+\theta)\). Then there is a uniform a priori estimate:

\[ \int_{\mathbb{R}^N} (V_\eta + 1)u_\eta^2dx \sim \int_{\mathbb{R}^N} h(|x|)|u_\eta|^qdx \sim \int_{\mathbb{R}^N} (-(\Delta)^s u_\eta)^2dx \sim 1, \]

for all \( \eta \in (\eta^*,1] \), where \( u_\eta \) and \( \eta^* \) are given by the proof of Theorem 5.24.

**Proof.** By integrating \( K(u_\eta,\eta) = 0 \) with respect to \( u_\eta \), we obtain that:

\[ (B.2) \int_{\mathbb{R}^N} (|(-\Delta)^s u_\eta|^2 + V_\eta u_\eta^2)dx = \lambda \int_{\mathbb{R}^N} u_\eta^2dx + \int_{\mathbb{R}^N} h(|x|)|u_\eta|^qdx. \]

Pohozaev identity and \((B.2)\) yield to

\[ 2s \int_{\mathbb{R}^N} V_\eta u_\eta^2dx + \int_{\mathbb{R}^N} |x|V_\eta'(|x|)u_\eta^2dx - 2s \lambda \int_{\mathbb{R}^N} u_\eta^2dx \]

\[ = \int_{\mathbb{R}^N} \left[ \frac{2N}{q} + \frac{2|x|h'(|x|)}{qh(|x|)} \right] - (N - 2s)h(|x|)|u_\eta|^qdx, \]

\[ (B.3) \]

\[ 2s \int_{\mathbb{R}^N} |(-\Delta)^s u_\eta|^2dx - \int_{\mathbb{R}^N} |x|V_\eta'(|x|)u_\eta^2dx \]

\[ = \int_{\mathbb{R}^N} (N - 2N/q - 2|x|h'(|x|)qh(|x|))h(|x|)|u_\eta|^qdx, \]

\[ (B.4) \]

\[ (\gamma + 2s) \int_{\mathbb{R}^N} |(-\Delta)^s u_\eta|^2dx + \int_{\mathbb{R}^N} (\gamma V_\eta - |x|V_\eta'(|x|))u_\eta^2dx \]

\[ = \gamma \lambda \int_{\mathbb{R}^N} u_\eta^2dx + \int_{\mathbb{R}^N} (N + \gamma - 2N/q - 2|x|h'(|x|)/qh(|x|))h(|x|)|u_\eta|^qdx. \]

\[ (B.5) \]

\[ (B.4) \] implies that

\[ (B.6) \int_{\mathbb{R}^N} |(-\Delta)^s u_\eta|^2dx \geq \frac{q - 2}{q} N \int_{\mathbb{R}^N} h(|x|)|u_\eta|^qdx. \]
By (B.5), we have that

\[(B.7) \quad (\gamma + 2s) \int_{\mathbb{R}^N} |(-\Delta)^s u_\eta|^2 dx \leq [N + \gamma - \frac{2(N + \theta)}{q}] \int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx.\]

By (B.3) yields

\[(B.8) \quad 2s \int_{\mathbb{R}^N} V_\eta u_\eta^2 dx - 2s \lambda \int_{\mathbb{R}^N} u_\eta^2 dx \leq \left[ \frac{2N}{q} - (N - 2s) \right] \int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx,
\]

and

\[(B.9) \quad (\gamma + 2s) \int_{\mathbb{R}^N} V_\eta u_\eta^2 dx - 2s \lambda \int_{\mathbb{R}^N} u_\eta^2 dx \geq \left[ \frac{2(N + \theta)}{q} - (N - 2s) \right] \int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx.\]

(B.3) - (B.9) show that

\[\int_{\mathbb{R}^N} (V_\eta + 1) u_\eta^2 dx \sim \int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx \sim \int_{\mathbb{R}^N} |(-\Delta)^s u_\eta|^2 dx.\]

From the fractional Gagliardo-Nirenberg-Sobolev inequality, we can derive

\[
\int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx \lesssim \left( \int_{\mathbb{R}^N} |(-\Delta)^s u_\eta|^2 dx \right)^{\frac{N(q-2)}{4s}} \left( \int_{\mathbb{R}^N} u_\eta^2 dx \right)^{\frac{s-N(q-2)}{4s}} \\
\lesssim \left( \int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx \right)^{\frac{2}{q}}.
\]

Thus \( \int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx \gtrsim 1 \) for \( \eta \in (\eta^*, 1] \).

Next, we show that \( \int_{\mathbb{R}^N} h(|x|) |u_\eta|^q dx \lesssim 1 \) for \( \eta \in (\eta^*, 1] \). Differentiating \( K(u_\eta, \eta) = 0 \) with respect to \( \eta \), we get

\[(B.11) \quad (-\Delta)^s \frac{d}{d\eta} u_\eta + V_\eta \frac{d}{d\eta} u_\eta + (V - \lambda_1) u_\eta = \lambda \frac{d}{d\eta} u_\eta + (q - 1)h(|x|) |u_\eta|^{q-2} \frac{d}{d\eta} u_\eta,
\]

showing that \( \frac{d}{d\eta} u_\eta = L_{i, \eta}^{-1}(\lambda_1 - V) u_\eta \) where \( L_{i, \eta} = (-\Delta)^s + V_\eta - \lambda - (q - 1)h(|x|) |u_\eta|^{q-2}. \) Since \( L_{i, \eta} u_\eta = (2 - q)h(|x|) |u_\eta|^{q-2} u_\eta,\)

\[
\langle h(|x|) |u_\eta|^{q-2} u_\eta, \frac{d}{d\eta} u_\eta \rangle_{L^2} \\
= \langle L_{i, \eta}^{-1} V_\eta h(|x|) |u_\eta|^{q-2} u_\eta, (\lambda_1 - V) u_\eta \rangle_{L^2} \\
= \frac{1}{2 - q} \int_{\mathbb{R}^N} (\lambda_1 - V) u_\eta^2 dx.
\]
We write $\phi(\eta) = \int_{\mathbb{R}^N} h(|x|)|u_\eta|^q dx$, $\eta \in (\eta^*, 1]$. Then

$$
\phi'(\eta) = q \langle h(|x|)|u_\eta|^{q-2} u_\eta, \frac{d}{d\eta} u_\eta \rangle_{L^2}
$$

$$
= \frac{2}{q-2} \int_{\mathbb{R}^N} (V - \lambda_1) u_\eta^2 dx
$$

$$
\geq \frac{2\lambda_1}{q-2} \int_{\mathbb{R}^N} h(|x|)|u_\eta|^q dx
$$

$$
= -\frac{2\lambda_1}{q-2} \phi(\eta).
$$

(B.13)

Similar to the proof of Lemma A.5, we have $\phi(\eta) \leq \frac{2\lambda_1}{q-2} \phi(1)$, $\forall \eta \in (\eta^*, 1]$. Thus we have shown that $\int_{\mathbb{R}^N} h(|x|)|u|^q dx \lesssim 1$ for $\eta \in (\eta^*, 1]$. □

References

[1] J. Bellazzini, N. Boussaïd, L. Jeanjean, and N. Visciglia, Existence and stability of standing waves for supercritical NLS with a partial confinement, Comm. Math. Phys. 353 (2017), no. 1, 229-251. 6, 7, 9.

[2] T. Bartsch, N. Soave, A natural constraint elapproach to normalized solutions of nonlinear Schrödinger equations and systems, J. Funct. Anal. 272 (12) (2017) 4998-5037.

[3] T. Bartsch, S. de Valeriola, Normalized solutions of nonlinear Schrödinger equations, Archiv der Mathematik 100 (1) (2013) 75-83.

[4] D. G Bhimani, H. Hajaiej, Saikatul Haque, Tingjian Luo, A Sharp Gagliardo-Nirenberg inequality and its applications to fractional problems with inhomogeneous nonlinearity, Evolution Equations and Control Theory, doi: 10.3934/eect.2022033.

[5] T. Cazenave, Semilinear Schrödinger equations, Courant Lecture Notes in Mathematics, vol. 10, New York University, Courant Institute of Mathematical Sciences, New York; American Mathematical Society, Providence, RI, 2003.

[6] T. Cazenave, P. L. Lions, Orbital stability of standing waves for some nonlinear Schrödinger equations, Comm. Math. Phys. 85 (1982), no. 4, 549-561.

[7] H. Chen, M. Bhakta, H. Hajaiej, On the bounds of the sum of eigenvalues for a Dirichlet problem involving mixed fractional Laplacians, J. Differential Equations, 317 (2022), 1-31

[8] C.V. Coffman, Uniqueness of the ground state solution for $\Delta u - u + u^3 = 0$ and a variational characterization of other solutions, Arch. Ration. Mech. Anal. 46 (1972) 81-95.

[9] A. Castro, J. Cossio, J.M. Neuberger, A Sign-Changing Solution for a Superlinear Dirichlet Problem, Rocky Mountain Journal of Mathematics 27 (4) (1997) 1041-1053.

[10] X. Cabré, Y. Sire, Nonlinear equations for fractional Laplacians I: Regularity, maximum principles, and Hamiltonian estimates, Ann. Inst. H. Poin. Anal. Non Linéaire 31 (2014) 23-53.

[11] P. Drábek, On the global bifurcation for a class of degenerate equations, Annali Di Matematica Pura Ed Applicata 159 (1) (1991) 1-16.

[12] G. Dinca, F. Isaia, Generalized pohozaev identity and a non-existence result for the p-Laplacian: weak solutions, Advances in Differential Equations 14 (5-6) (2009) 497-540.

[13] R.L. Frank, E. Lenzmann, Uniqueness of non-linear ground states for fractional Laplacians in $\mathbb{R}$, Acta Math. 210 (2013) 261-318.
[14] R.L. Frank, E. Lenzmann, L. Silvestre, Uniqueness of radial solutions for the fractional Laplacian, Comm. Pure Appl. Math. 69 (2016) 1671-1726.
[15] B. Franchi, E. Lanconelli, J. Serrin, Existence and uniqueness of nonnegative solutions of quasilinear equations in $\mathbb{R}^n$, Advances in Mathematics 118 (2) (1996) 177-243.
[16] R. Fukuizumi, F.H. Selem, H. Kikuchi, Stationary problem related to the nonlinear Schrödinger equation on the unit ball, Nonlinearity 25 (8) (2012) 2271-2301.
[17] M. Grillakis, J. Shatah, W. Strauss, Stability theory of solitary waves in the presence of symmetry, I, J. Funct. Anal. 74 (1) (1987) 160-197.
[18] T. Gou, H. Hajaiej, Existence and dynamics of normalized solutions to nonlinear Schrödinger equations, submitted to CVPDE on January 6th 2022.
[19] H. Hajaiej, K. Perera, Ground state and least positive energy solutions of elliptic problems involving mixed fractional p-Laplacians, Differential Integral Equations, 35 (2022), no. 3-4, 173-190.
[20] H. Hajaiej, C.A. Stuart, On the variational approach to the stability of standing waves for the nonlinear, Schrodinger equation, Adv Nonlinear Studies, 4 (2004), 469-501.
[21] H. Hajaiej, C.A. Stuart, Existence and non-existence of Schwarz symmetric ground states for elliptic eigenvalue problems, Annali di Matematica Pura ed Applicata, Volume 184, No 3, (2005), 297-314.
[22] H. Hajaiej, Cases of equality and strict inequality in the extended Hardy-Littlewood inequalities, Proc. Royal. Soc. Edinburgh, 135 A, (2005), 643-661.
[23] H. Hajaiej, On the optimality of the conditions used to prove the symmetry of the minimizers of some fractional constrained variational problems, Annales Henri Poincare, Volume 14, Issue 5 (2013), 1425-1433.
[24] H. Hajaiej, Symmetry of minimizers of some fractional problems, Applicable Analysis, volume 94, No 4, 2015, 694-700.
[25] H. Hajaiej, L. Molinet, T. Ozawa, B. Wang, Necessary and sufficient conditions for the fractional Gagliard-Nirenberg inequalities and applications to Navier-Stokes and generalized boson equations, RIMS Kokyuroku Bessatsu, B26 (2011), 159-199.
[26] Y. Il'yasov, On extreme values of Nehari manifold method via nonlinear Rayleigh’s quotient, Topological Methods Nonlinear Analysis 6 (2017) 1-31.
[27] L. Jeanjean, Existence of solutions with prescribed norm for semilinear elliptic equations, Nonlinear Analysis 28 (10) (1997) 1633-1659.
[28] P. Korman, Existence and uniqueness of solutions for a class of p-Laplace equations on a ball, Advanced Nonlinear Studies 11 (4) (2011) 875-888.
[29] M.K. Kwong, Uniqueness of positive solutions of $\Delta u - u + u^p = 0$ in $\mathbb{R}^n$, Arch. Ration. Mech. Anal. 105 (1989) 243-266.
[30] Y. Kabeya, K. Tanaka, Uniqueness of positive radial solutions of semilinear elliptic equations in $\mathbb{R}^N$ and Séré’s non-degeneracy condition, Comm. Partial Diff. Equations 24 (1999) 563-598.
[31] M.K. Kwong, L.Q. Zhang, Uniqueness of the Positive Solution of $\Delta u + f(u) = 0$ in an Annulus, Differential and Integral Equations 4 (3) (1991) 583-599.
[32] P.L. Lions, The concentration-compactness principle in the calculus of variations. The locally compact case. Part 2, Ann. Inst. H. Poin. Anal. Non Linéaire 1 (1984) 223-283.
[33] P.L. Lions, The concentration-compactness principle in the calculus of variations. The limit case. I. Rev. Mat. Iberoamericana 1 (1985), no. 1, 145-201.
[34] G.D. Li, Y.Y. Li, C.L. Tang, Existence and asymptotic behavior of ground state solutions for Schrödinger equations with Hardy potential and Berestycki-Lions type conditions, J. Differential Equations 275 (2021) 77-115.
[35] T. Luo, H. Hajaiej, Normalized solutions for a class of scalar field equations involving mixed fractional Laplacians, Advanced Nonlinear Studies, 22 (1), 228-247.
[36] K. Mcleod, Uniqueness of positive radial solutions of $\Delta u + f(u) = 0$ in $\mathbb{R}^n$. II, Trans. Amer. Math. Soc. 339 (1993) 495-505.
[37] K. McLeod, J. Serrin, Uniqueness of Positive Radial Solutions of $\Delta u + f(u) = 0$ in $\mathbb{R}^n$, Arch. Ration. Mech. Anal. 99 (2) (1987) 115-145.
[38] L. Ma, L. Zhao, Classification of positive solitary solutions of the nonlinear Choquard equation, Arch. Ration. Mech. Anal. 195 (2010) 455-467.
[39] Z. Nehari, On a class of nonlinear second-order differential equations, Trans. Amer. Math. Soc. (1960) 101-123.
[40] Z. Nehari, Characteristic values associated with a class of nonlinear second-order differential equations, Acta Math. 105 (1961) 141-175.
[41] E. Nabana, F.D. Thélin, On the uniqueness of positive solutions for quasilinear elliptic equations, Nonlinear Analysis 31 (3-4) (1998) 413-430.
[42] B. Noris, H. Tavares, G. Verzini, Existence and orbital stability of the ground states with prescribed mass for the $L^2$-critical and supercritical NLS on bounded domains, Anal. PDE, 7 (8) (2014) 1807-1838.
[43] M. Pino, R.F. Manásevich, Global bifurcation from the eigenvalues of the p-Laplacian, J. Differential Equations 92 (2) (1991) 226-251.
[44] L.A. Peletier, J. Serrin, Uniqueness of positive solutions of semilinear equations in $\mathbb{R}^n$, Arch. Ration. Mech. Anal. 81 (1983) 181-197.
[45] P. Pucci, J. Serrin, A general variational identity, Indiana Univ. Math. J. 35 (1986) 681-703.
[46] P. Pucci, J. Serrin, Uniqueness of ground states for quasilinear elliptic operators, Indiana Univ. Math. J. 47 (1998) 501-528.
[47] M. Reed, B. Simon, Methods of Modern Mathematical Physics, vol.4. Analysis of Operators, 1981.
[48] M. Reed, B. Simon, Methods of Modern Mathematical Physics, vol.2. Fourier Analysis, Self-adjointness, Academic Press, New York, 1975.
[49] N. Soave, Normalized ground state for the NLS equations with combined nonlinearities, J. Differential Equations 269 (2020) 6941-6987.
[50] N. Soave, Normalized ground states for the NLS equation with combined nonlinearities: The Sobolev critical case, J. Funct. Anal. 279 (2020), article 108610.
[51] L.J. Song, Properties of the least action level, bifurcation phenomena and the existence of normalized solutions for a family of semi-linear elliptic equations without the hypothesis of autonomy, J. Differential Equations 315 (2022) 179-199.
[52] L.J. Song, Existence and orbital stability of the ground states with prescribed mass for the $L^2$-supercritical NLS in bounded domains and exterior domains, submitted to CVPDE on January 12th 2022.
[53] L.J. Song, H. Hajaiej, Threshold for Existence, Non-existence and Multiplicity of positive solutions with prescribed mass for an NLS with a pure power nonlinearity in the exterior of a ball, arXiv.2209.06665.
[54] L.J. Song, H. Hajaiej, A New Method to prove the Existence, Non-existence, Multiplicity, Uniqueness, and Orbital Stability/Instability of standing waves for NLS with partial confinement, arXiv.2211.10058.
[55] A. Stefanov, On the normalized ground states of second order PDE’s with mixed power non-linearities, Commun. Math. Phys 369 (2019) 929-971.
[56] C.A. Stuart, Bifurcation for variational problems when the linearisation has no eigenvalues, J. Funct. Anal. 38 (2) (1980) 169-187.
[57] C.A. Stuart, Bifurcation from the continuous spectrum in $L^2$-theory of elliptic equations on $\mathbb{R}^N$, In Recent Methods in Nonlinear Analysis and Applications, Liguori, Napoli, 1981.
[58] C.A. Stuart, Bifurcation from the essential spectrum for some noncompact nonlinearities, Mathematical Methods in the Applied Sciences 11 (4) (1989) 525-542.
[59] J. Shatah, W. Strauss, Instability of nonlinear bound states Comm. Math. Phys. 100 (2) (1985) 173-190.
[60] J. Serrin, M. Tang, Uniqueness of ground states for quasilinear elliptic equations, Indiana Univ. Math. J. 49 (3) (2000) 897-923.
[61] A. Szulkin, T. Weth, The method of Nehari manifold, Handbook of nonconvex analysis and applications (2010) 597-632.
[62] N. Shioji, K. Watanabe, A generalized Pohozaev identity and uniqueness of positive radial solutions of $\Delta u + g(r)u + h(r)u^p = 0$, J. Differential Equations 255 (2013) 4448-4475.
[63] N. Shioji, K. Watanabe, Uniqueness and nondegeneracy of positive radial solutions of $\text{div}(\rho \nabla u) + \rho(-gu + hu^p) = 0$, Calc. Var. Partial Differential Equations 55 (32) (2016).
[64] M.X. Tang, Uniqueness and global structure of positive radial solutions for quasilinear elliptic equations, Comm. Partial Diff. Equations 26 (5-6) (2001) 909-938.
[65] M. Willem, Minimax Theorems, Birkhäuser Boston, 1996.
[66] J. Wei, Y. Wu, Normalized solutions for Schrödinger equations with critical sobolev exponent and mixed nonlinearities (2021) arXiv.2102.04030.

(H. Hajaiej) Department of Mathematics, California State University at Los Angeles, Los Angeles, CA 90032, USA
Email address: hhajaie@calstatela.edu

(L. Song) Institute of Mathematics, AMSS, Academia Sinica, Beijing 100190, China

(L. Song) University of Chinese Academy of Science, Beijing 100049, China
Email address: songlinjie18@mails.ucas.edu.cn.