\begin{abstract}
We present a new methodology, suitable for implementation on computer, to perform the \( \epsilon \)-expansion of hypergeometric functions with linear \( \epsilon \) dependent Pochhammer parameters in any number of variables. Our approach allows one to perform Taylor as well as Laurent series expansion of multivariable hypergeometric functions. Each of the coefficients of \( \epsilon \) in the series expansion is expressed as a linear combination of multivariable hypergeometric functions with the same domain of convergence as that of the original hypergeometric function. We present illustrative examples of hypergeometric functions in one, two and three variables which are typical of Feynman integral calculus.
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\section{Introduction}
In the present work we are concerned with the solution to the problem of finding series expansion in the dimensional regularization parameter \( \epsilon \) of Feynman integrals originating in the perturbative calculations of quantum field theory. These integrals can be expressed as multi-variable hypergeometric functions (MHFs) \cite{1-4}. To give a few examples, two loop massive sunset diagram \cite{5,6}, three loop vacuum diagram \cite{7}, one loop two, three and four point scalar functions \cite{8-15} are evaluated in terms of MHFs. Functional relations are used to find one loop Feynman integrals (see \cite{16} and references within) in terms of MHFs. Feynman integrals can also be realized as GKZ hypergeometric system \cite{17-21}. In dimensional regularization \cite{22}, the space-time dimension \( D \) (more precisely, integer multiples of \( D/2 \)) of the Feynman integral appears linearly in the Pochhammer parameters of the corresponding MHFs and the ratios of the scales involved in the integral take its place in the arguments of MHFs. Usually the result of Feynman integral is expressed as a series in the parameter \( \epsilon = (4 - D)/2 \). Thus, it is important to find efficient algorithms to determine the coefficients of the \( \epsilon \)-expansion of the MHFs analytically as well as numerically that appears in the Feynman integral calculus. There are computer programs \cite{23,24}, based on sector decomposition method, that can perform the series expansion of Feynman integrals numerically.

The \( \epsilon \)-expansion of the one variable Gauss hypergeometric function \( \,_{2}F_{1} \) \cite{25} and \( \,_{p}F_{p-1} \) \cite{26,28} are well studied. There are publicly available packages that can perform the expansion of \( \,_{p}F_{p-1} \) around integer and half-integer Pochhammer parameters analytically \cite{24,31} and numerically \cite{32}. The \( \epsilon \)-expansion of double variable Appell and Kampé de Fériet functions are discussed in \cite{33,37}. In \cite{38,40}, differential equation approach is used to find the series expansion of MHFs related to Feynman integrals (see also \cite{41,42}). One can find a comprehensive review of multivariable hypergeometric functions and their \( \epsilon \)-expansion related to the Feynman integral calculus in \cite{40}. Despite all this work, it may be recognized that, a general procedure to find the series expansion of any MHF in \( \epsilon \) does not exist in the literature.

In view of the above consideration, we present an efficient algorithm, that can be implemented on the computer, to evaluate analytically the series expansion of hypergeometric functions with any number of variables in the
parameter $\epsilon$ that appears linearly in the Pochhammer parameters. There is no restriction on other parameters of the function and these could be any complex numbers. In contrast to the available methods, each of the coefficients of the $\epsilon$ expansion is expressed in terms of MHFs. The domain of convergence of the hypergeometric functions appearing in the coefficients of the $\epsilon$-expansion is the same as that of the starting hypergeometric function. Thus, in the context of Feynman integrals, the hypergeometric structure remains intact throughout this method.

In general the expansion coefficients are expressed in terms of Harmonic polylogarithms (HPLs) \cite{43} and nested sums \cite{44,46}. It is observed that not all MHFs can be expanded in terms of HPLs and nested sums, which leads to further generalization, functions with elliptic integrals. On the other hand, MHFs provide a function space for expressing not only Feynman integrals but also the coefficients of its $\epsilon$-expansion. The summation indices of MHFs, in principle, range over all non-negative integers, but for practical calculation, any large finite number (N) can be taken as the upper limit. The accuracy of the result will depend on N. One has to choose a suitable upper limit N to make sure that the summation is converged and the desired accuracy is reached. Thus, the numerical evaluation of MHFs is not a difficult task. Inside the associated domain of convergence, these analytic expressions can be used to find numerical values. We have applied our methodology to one, two and three variable hypergeometric functions and results are found to be consistent.

The article is organized as follows. In Section 2 we explain each of the steps of our methodology in details. A number of illustrative examples of hypergeometric functions are presented in Section 3 which includes one variable Gauss $\binom{2}{1}$, $\binom{2}{2}$, double variable Appell $F_1$ and $F_2$ functions and three variable Lauricella function $F_C^{(3)}$. The provided examples are of Appell $F_1$ and Lauricella $F_C^{(3)}$, which are motivated by one loop three point function and two loop sunset integral respectively. The example section is followed by the summary.

We note here that the ancillary notebook contains the first few terms, including those presented in the article, of the $\epsilon$-expansions of the hypergeometric functions that are considered in Section 3.

2 The Methodology

The presented approach of finding the series expansion is applicable when the parameter $\epsilon$ appears linearly in the Pochhammer parameters of a MHF, which is usually the case when one expresses a Feynman integral in terms of MHF.

Our method employs two well-established techniques from the literature. The first technique deals with the derivative of a MHF with respect to its Pochhammer parameters. We follow a similar approach introduced by Anacarani-Gasaneo in \cite{47,49} for one variable hypergeometric functions and its generalizations for more than one variables in \cite{50,51}, which expresses the result of the Pochhammer derivative of any MHF as MHFs with one extra summation fold, but having the same set of variables. The second technique concerns about the differential operators that generate the contiguous relations of a MHF \cite{52}. We apply these techniques to perform the task of the series expansion of a MHF in a systematic way.

This method can be divided into five steps.

- **Step 1**: Determine whether the expansion of the given MHF (say, $F(\epsilon)$) is of Taylor or Laurent type simply by observing the lower Pochhammer parameters (i.e., the Pochhammer parameters that appear in the denominator of the series representation of the MHF)

- **Step 2**: If the series expansion of the given MHF is of Taylor type, then find the series expansion from the definition of the Taylor expansion

\begin{equation}
F(\epsilon) = \sum_{i=0}^{\infty} \left. \frac{\epsilon^i}{i!} \frac{d^i}{d\epsilon^i} F(\epsilon) \right|_{\epsilon=0} \tag{1}
\end{equation}

- **Step 3**: If the series expansion of the given MHF (primary function) is of Laurent type, then find a secondary MHF (say, $G(\epsilon)$) and a differential operator (say, $H$) such that, the secondary MHF can be expanded in Taylor series and the differential operator can be used to relate the secondary MHF with the primary MHF

\begin{equation}
F(\epsilon) = H \cdot G(\epsilon) \tag{2}
\end{equation}

Calculate the Taylor expansion of the secondary MHF following step 2

\begin{equation}
G(\epsilon) = \sum_{j=0}^{\infty} \epsilon^j G_j \tag{3}
\end{equation}
• **Step 4**: Find the corresponding differential operator (i.e., $H$)

• **Step 5**: Expand the differential operator in series and apply it on the Taylor expansion of the secondary MHF and collect the coefficients of different powers of $\epsilon$

\[
F(\epsilon) = H \bullet G(\epsilon) = \left[ \sum_{j=-n}^{\infty} \epsilon^j H_i \right] \bullet \left[ \sum_{j=0}^{\infty} \epsilon^j G_j \right]
\]

We now elaborate each of the steps in details.

### 2.1 Step 1: Determination of the type of the series expansion

The expansion of a MHF around $\epsilon = 0$ can either be of Taylor type or Laurent type. If the lower Pochhammer parameters (i.e., Pochhammer parameters in the denominator) of a MHF has the form

\[(B_0 + B_1 \epsilon)^{*}\]

where $B_0$ is zero or negative integer, then it is called singular. The "*" denotes linear combination of summation indices which does not play any role in what follows. If one or more lower Pochhammer parameters of MHF are singular, then $\epsilon$-expansion of that function may be of Laurent type. If the lower Pochhammer parameters are non-singular, the $\epsilon$-expansion of the corresponding function is of Taylor type. We discuss each of the situations below.

### 2.2 Step 2: Taylor expansion of MHFs

The Taylor series expansion around $\epsilon = 0$ of a MHF, which we denote by $F(\epsilon)$, suppressing dependencies of all the other parameters but $\epsilon$, can be found by taking successive derivatives with respect to $\epsilon$

\[
F(\epsilon) = \sum_{s=0}^{\infty} \frac{\epsilon^s}{s!} \frac{d^s}{d\epsilon^s} F(\epsilon) \bigg|_{\epsilon=0}
\]

In practice we only need first few terms of the series expansion.

Since the parameter $\epsilon$ takes its place in the Pochhammer parameters of a MHF, taking derivative of Pochhammer parameters with respect to its argument plays crucial role in finding the Taylor series expansion. Derivatives of Gauss hypergeometric function $2F_1$ with respect to the Pochhammer parameters are studied in [48]. Similar study for general $pF_q$ function can be found in [28, 49, 53, 54]. Discussions on the Pochhammer derivative of hypergeometric functions of more than one variable can be found in [33, 34, 50, 51, 55]. In this section we show how the Pochhammer derivative of a hypergeometric function with $n$ fold summations can be represented as hypergeometric function with $n+1$ fold summations and the same set of variables. This fact is used to find the Taylor series expansion of MHF in $\epsilon$, whose coefficients themselves are MHFs.

#### 2.2.1 Derivative of Pochhammer parameters

We start by taking derivative of Pochhammer parameter with respect to its argument. In what follows, we assume that $m, n, k$ take non-negative integer values.

\[
\frac{d(a)_n}{da} = (a)_n \left( \psi^{(0)}(a + n) - \psi^{(0)}(a) \right) = (a)_n \sum_{k=0}^{n-1} \frac{1}{a + k} = (a)_n \frac{1}{a} \sum_{k=0}^{n-1} \frac{(a)_k}{(a+1)_k}
\]

where $\psi^0$ is polygamma function. If $a$ is $\epsilon$ dependent, the chain rule can be used to find the derivative with respect to $\epsilon$,

\[
\frac{d(a)_m}{d\epsilon} = \frac{da}{d\epsilon} \frac{d(a)_m}{da}
\]

where $\psi^0$ is polygamma function. If $a$ is $\epsilon$ dependent, the chain rule can be used to find the derivative with respect to $\epsilon$,

\[
\frac{d(a)_m}{d\epsilon} = \frac{da}{d\epsilon} \frac{d(a)_m}{da}
\]

We list few cases below.
• Derivative of powers of Pochhammer can be found by applying chain rule first and then Eq. (8). For example,
\[
\frac{d}{da} [(a)_m]^p = p [(a)_m]^{p-1} \frac{d}{da} (a)_m
\]
(8)

• To find the derivative of \((a)_{pm}\), where \(p\) is a positive integer, Gauss’s multiplication formula can be used to simplify \((a)_{pm}\) and then chain rule and Eq. (9) can be applied. For example,
\[
\frac{d(a)_{2m}}{da} = \frac{d}{da} \left[ 2^{2m} \left( \frac{a}{2} + \frac{1}{2} \right)_m \left( \frac{a}{2} \right)_m \right] = 2^{2m} \frac{d}{da} \left[ \left( \frac{a}{2} + \frac{1}{2} \right)_m \left( \frac{a}{2} \right)_m \right] + 2^{2m} \left( \frac{a}{2} + \frac{1}{2} \right) \frac{d}{da} \left[ \left( \frac{a}{2} \right)_m \right]
\]
(9)

• \((a)_{-m}\) can be simplified using the Pochhammer identities and then the derivative of the result can be found using Eq. (10)
\[
\frac{d}{da} (a)_{-m} = \frac{d}{da} \left[ \frac{1}{(1-a)_m} \right] = \frac{d}{da} \left[ \frac{(-1)^m}{(1-a)_m} \right]
\]
(10)

• Using the Pochhammer identities, Pochhammer parameter like \((a)_{m+n}\) can be written as products of several Pochhammer parameters, Then chain rule and Eq. (11) can be used to find the derivative of \((a)_{m+n}\).
\[
\frac{d}{da} (a)_{m+n} = \frac{d}{da} [(a)_m (a + m)_n] = \frac{d}{da} [(a)_m] (a + m)_n + (a)_m \frac{d}{da} [(a + m)_n]
\]
(11)

Equipped with all the techniques of finding derivative of Pochhammer parameters, we are ready to consider Pochhammer derivative of MHF.

2.2.2 Pochhammer derivative of MHF

We assume the parameter with respect to which the derivative of a MHF is to be taken is \(a\). First the Pochhammer containing \(a\) can be simplified using Pochhammer identities. Then the chain rule of derivative can be applied. Essentially, the task of finding the Pochhammer derivative of a MHF boils down to evaluating a number of expressions that look like the following
\[
\sum_{n=0}^{\infty} B(n) \frac{x^n}{n!} \frac{d}{da} (a)_n
\]
(12)

Following Eq. (12), the summation of the index \(n\) is explicitly shown as the Pochhammer parameter that is being differentiated contains \(n\). Here \(B(n)\) collectively denotes the summation of indices other than \(n\) of the MHF. Using Eq. (12) we write
\[
\sum_{n=0}^{\infty} B(n) \frac{x^n}{n!} \frac{d}{da} (a)_n = \sum_{n=0}^{\infty} B(n) \frac{x^n}{n!} (a)_n \frac{1}{a} \sum_{k=0}^{n-1} \frac{(a)_k}{(a + 1)_k}
\]
(13)

Now shifting \(n \rightarrow n + 1\),
\[
\sum_{n=0}^{\infty} B(n) \frac{x^n}{n!} \frac{d}{da} (a)_n = \sum_{n=0}^{\infty} B(n + 1) \frac{x^{n+1}}{(n+1)!} (a)_{n+1} \frac{1}{a} \sum_{k=0}^{n} \frac{(a)_k}{(a + 1)_k}
\]
(14)

Reshuffling the summation of indices \(n, k\) as,
\[
\sum_{n=0}^{\infty} \sum_{k=0}^{n} A(n, k) \rightarrow \sum_{n,k=0}^{\infty} A(n + k, k)
\]
(15)

we find
\[
\sum_{n=0}^{\infty} B(n) \frac{x^n}{n!} \frac{d}{da} (a)_n = \sum_{n,k=0}^{\infty} B(n + k + 1) \frac{x^{n+k+1}}{(n+k+1)!} (a)_{n+k+1} \frac{1}{a} \frac{(a)_k}{(a + 1)_k}
\]
\[
= x \sum_{n,k=0}^{\infty} B(n + k + 1) \frac{1}{(a)_k} \frac{(a)_k}{(a + 1)_k} \frac{1}{(a + 1)_k} \frac{1}{(a + 1)_k} \frac{x^n x^k}{k! n!}
\]
(16)
Hence, taking the Pochhammer derivative of MHF introduces a new summation index. Thus the summation fold is increased by one. This formula (Eq. (16)) is used to express each of the coefficients of the Taylor series expansion of a MHF (Eq. (5)) in terms of higher summation fold MHFs.

We observe that derivative of a Pochhammer parameter introduces a polygamma function (Eq. (6)), which is then written as a series with new summation index. A MHF that contains polygamma function inside the summand (i.e. the argument of the polygamma function contains summation indices), has the same domain of convergence as that of MHF with out any polygamma function (see Appendix B of [56]). Hence the domain of convergence of a MHF obtained by taking Pochhammer derivative of a original MHF, is the same as that of the original MHF. This fact in turn implies that, the domain of convergence of MHFs appearing in each of the coefficients of \( \epsilon \) of the Taylor series expansion of original MHF is same as the domain of convergence of the original MHF.

### 2.3 Step 3: Construction of the secondary MHF

As discussed above, if one or more lower Pochhammer parameters of the given MHF (primary function) are singular, then \( \epsilon \) expansion of that function may be of Laurent type. In such cases, one can find the secondary MHF by replacing the singular lower Pochhammer parameter by

\[
(B_1 \epsilon + B_0)_* \rightarrow (B_1 \epsilon + 1)_* 
\]

The hypergeometric function with non-singular lower Pochhammer parameters (i.e. secondary function) can be expanded in \( \epsilon \) as Taylor series as prescribed in Section 2.2.

### 2.4 Step 4: The differential operator

There exist contiguous relations that relate MHFs whose Pochhammer parameters differ by integers. An algorithm based on Gröbner bases calculation is proposed by Takayama [52] to find the differential operators that generates such relations. These operators play a crucial role in the differential reduction technique of MHFs [57, 58]. For our purpose we only need one kind of operator, called the **step down** operator, to decrease the argument of the lower Pochhammer parameters by unity.

Let us define a MHF as

\[
F(a, b, x) = \sum_{m \in \mathbb{N}_0} \frac{\Gamma(a + \mu_m)\Gamma(b)}{\Gamma(b + \nu_m)\Gamma(b)} \frac{x^m}{m!} = \sum_{m \in \mathbb{N}_0} (a)_{\mu_m} x^m m! = \sum_{m \in \mathbb{N}_0} A(m)x^m \tag{17}
\]

Here \( a, b \) and \( m \) are vectors of length \( p, q \) and \( r \) respectively. \( \mu \) and \( \nu \) are matrices of size \( p \times r \) and \( q \times r \) respectively with integers as their elements. The expression is the definition of the \( r \) variable hypergeometric function with parameters \( a \) and \( b \). \( \mathbb{N}_0 \) denotes natural numbers including zero. We have used the vector notation here.

- \( a := \{a_1, a_2, \ldots, a_n\} \)
- \( x^m := \prod_{i=1}^n x_i^{m_i} \)
- \( m! := \prod_{i=1}^n (m_i)! \)
- \( \Gamma(a) := \prod_{i=1}^n \Gamma(a_i) \)
- \( (a)_{m} := \prod_{i=1}^n (a_i)_{m_i} = \prod_{i=1}^n \Gamma(a_i + m_i)/\Gamma(a_i) \)
- \( \sum_{m \in \mathbb{N}_0} := \sum_{m_1=0}^{\infty} \cdot \cdots \cdot \sum_{m_n=0} \)

These MHFs are known to satisfy partial differential equations [1]. Let,

\[
P_i = \frac{A(m + e_i)}{A(m)} = \frac{g_i(m)}{h_i(m)} , \quad i = 1, \ldots, r \tag{18}
\]

where \( e_i \) is unit vector with 1 in its i-th entry. The annihilators \( L_i \) of \( F(a, b, x) \) (Eq. (17)) are given by

\[
L_i = \left[ h_i(\theta) \frac{1}{x_i} - g_i(\theta) \right] \tag{19}
\]
where \( \mathbf{\theta} = \{\theta_1, \ldots, \theta_r\} \) is a vector containing Euler operators \( \theta_i = x_i \partial_{x_i} \).

Following [52, 53], we define the unit step down operator for the lower Pochhammer parameter

\[
F(a, b, x) = \frac{1}{b_1} \left( \sum_{j=1}^{r} \nu_j \theta_{x_j} + b_1 \right) \quad F(a, b + e_1, x) = H(b_1) \cdot F(a, b + e_1, x)
\]

where \( \theta_{x_j} \) means the action of the operator \( \theta \) on \( x_j \). The unit step down operator can be used repeatedly to find a relation between \( F(a, b, c; \theta) \) and \( F(a, b, c + 1; \theta) \). In such cases, the product of the unit step down operators modulo the ideal generated by \( L_i \)'s can be taken as the step down operator.

\[
H = \left[ \prod_{i=1}^{r} H(b_i) \right] / \langle L_1, \ldots, L_r \rangle
\]

The calculation of Gröbner bases of the annihilators and the reduction of the step down operator with respect to the ideal generated by the annihilators can be found using computer programs [53] in Maple as well as [60, 61] in Mathematica. We present an example of step down operator for the one variable Gauss hypergeometric function below.

**Example of Gauss hypergeometric function**

The unit step down operator for the Gauss hypergeometric function is given by \( H(c) = \frac{1}{\epsilon}(\theta + c) \), i.e.

\[
_2F_1(a, b; c; x) = H(c) \cdot _2F_1(a, b; c + 1; x)
\]

Here the Euler operator \( \theta = x \partial_x \). The above identity can be proved from the definition of the Gauss hypergeometric function.

\[
c \cdot _2F_1(a, b; c; x) = \sum_{m=0}^{\infty} \frac{c(a)_m(b)_m x^m}{(c)_m m!} = \sum_{m=0}^{\infty} \frac{(c+m)(a)_m(b)_m x^m}{(c+1)_m m!} = (\theta + c) \cdot _2F_1(a, b; c + 1; x)
\]

In the second step we have used the Pochammer identity \( \frac{(c)_m}{(c)_m} = \frac{c(c+m)(c+1)(c+2)}{(c+1)(c+2)} \). Note that the later hypergeometric function can be expanded in Taylor series. For example

\[
_2F_1(a, b; c - 1; x) = H(c - 1)H(c) \cdot _2F_1(a, b; c + 1; x)
\]

In the case, the step down operator \( H \) is \( H(c - 1)H(c) \) modulo \( L \), where \( L \) the annihilator of the hypergeometric function \( _2F_1(a, b; c + 1, x) \).

\[
L \cdot _2F_1(a, b; c + 1; x) = [-ab + (-x(a + b + 1) + c + 1) \partial_x - (x - 1)x \partial_x^2] \cdot _2F_1(a, b; c + 1; x) = 0
\]

Hence we find the step down operator

\[
H = \left( \frac{1}{c-1} - \frac{abx}{c(x-1)} \right) - \frac{x(a+b+1) - 2cx + c - 1}{c(x-1)c(x-1)} \theta
\]

which matches with the result obtained from the package pfq.m [57]. The above differential operator when made to act on \( _2F_1(a, b; c + 1; x) \) yields

\[
_2F_1(a, b; c - 1; x) = \left( \frac{1}{c-1} - \frac{abx}{c(x-1)} \right) _2F_1(a, b; c + 1; x)
\]

\[
+ \frac{abx(x(-a+b+1) + c(2x-1) + 1)}{(c-1)c(x+1)(x-1)} _2F_1(a + 1, b + 1; c + 2; x)
\]
2.5 Step 5: Argument derivative of MHF

Usually, the step down operators contain derivative operators with respect to the arguments of the corresponding MHF (see the examples in Section 3). We call the action of these derivative operators on MHF as ‘argument derivative’ in order to distinguish it from Pochhammer derivative discussed above.

Similar to the discussion in Section 2.2.2 we explicitly write the summation of the index \( n \) related to the argument with respect to which the differential is being taken.

\[
\frac{d}{dx} \sum_{n=0}^{\infty} B(n) \frac{x^n}{n!}
\]

Here, as before, \( B(n) \) collectively denotes the dependence of all the other summation indices in a MHF.

So we have

\[
\frac{d}{dx} \sum_{n=0}^{\infty} B(n) \frac{x^n}{n!} = \sum_{n=1}^{\infty} B(n) \frac{x^{n-1}}{(n-1)!} = \sum_{n=0}^{\infty} B(n+1) \frac{x^n}{n!}
\]

We have shifted \( n \rightarrow n + 1 \) to get the last equality. Hence the argument derivative of a MHF is also another MHF. It is straightforward to realize that the domain of convergence of the resultant MHF remains same as the initial one.

Let us summarize the whole procedure. For a given MHF, we first check if any of its lower Pochhammer parameters is singular. If all the lower Pochhammer parameters are non-singular, then the expansion of that MHF is of Taylor type and can be computed by taking successive derivatives with respect to \( \epsilon \) as discussed in Section 2.2. The coefficients of each order of \( \epsilon \) are expressed in terms of MHFs with the same domain of convergence as that of the original MHF. If one or more lower Pochhammer parameters of the given MHF are singular, then the expansion of the given MHF may be of Laurent type. In that case, a suitable step down operator is found that relates the given MHF (primary function) with a secondary MHF, which can be expanded in Taylor series. Once the Taylor series expansion of the secondary MHF and the step down operator are found, the Laurent series expansion of the primary MHF can be found by applying the stepdown operator on the Taylor expansion of the secondary MHF. As in the case of Taylor series expansion, each of the coefficient of the Laurent series expansion are expressed in terms of MHFs and the domain of convergences remains same as the given MHF.

It is worth pointing out that, one has to obtain suitable analytic continuation before proceeding to find the \( \epsilon \)-expansion. Finding analytic continuations of general MHF is an active field of research. There are many results of analytic continuations of MHFs available in the mathematics literature \([1,4,62,66]\). Recently the analytic continuations of the double variable Appell \( F_2 \) are found in \([67]\) which are the backbone of the numerical package AppellF2.wl. One can find the numerical value of the Appell \( F_2 \) function for general values of Pochhammer parameters and real values of \( x \) and \( y \) using this package. Some new analytic continuations of the Appell \( F_4 \) \([68]\), Horn \( H_1, H_2 \) functions \([69]\) are found. Analytic continuations of three variable Srivastava \( H_C \) functions are obtained in \([70]\). Study of analytic continuations and numerical evaluations of other hypergeometric functions is ongoing \([71,72]\). Recently, the process of finding analytic continuations of MHFs is automated with Mathematica based Olsson.wl package \([73]\). This package eases the calculation of finding certain analytic continuations of MHFs associated with a Feynman integral. Once a suitable analytic continuation is obtained, the series expansion in \( \epsilon \) of the resultant MHFs can be performed.

It is to be noted that, the \( \epsilon \)-expansion of a MHF at its singular points have to treated carefully. For example, the Gauss \( _2F_1(1, 1; 2 + \epsilon; z) \) can be expanded around \( z = 1 \) in the series of \( \epsilon \) as

\[
_2F_1(1, 1; 2 + \epsilon; z) = -\frac{1 + \epsilon}{z} \ln(1 - z) + O(\epsilon^2)
\]

This series expansion is valid around \( z = 1 \) but certainly not at \( z = 1 \). Starting from the defining series representation of the Gauss \( _2F_1 \) or its analytic continuation around \( z = 1 \), we can find the same series expansion as above. But at \( z = 1 \), using the Gauss summation theorem,

\[
_2F_1(a, b; c; 1) = \frac{\Gamma(c)\Gamma(c - a - b)}{\Gamma(c - a)\Gamma(c - b)}, \quad \Re(c) > \Re(a + b)
\]

one can find the series expansion as

\[
_2F_1(1, 1; 2 + \epsilon; 1) = \frac{1 + \epsilon}{\epsilon}
\]
Thus, a careful analysis is required for the series expansion of a MHF at its singular points, which is beyond the scope of the presented method.

We evaluate the $\epsilon$-expansion of some MHFs to demonstrate the methodology below.

## 3 Examples

### 3.1 Gauss $2F_1$ example with half integer Pochhammer

We begin this section by providing the $\epsilon$-expansion of the following Gauss hypergeometric function

$$ G := 2F_1(3, 2; \epsilon - 3/2; x) = \sum_{m=0}^{\infty} \frac{2m(3)_m x^m}{(\epsilon - \frac{3}{2})_m m!} \quad \text{where } |x| < 1 \quad (30) $$

There is only one lower Pochhammer parameter and it is not singular. Hence this Gauss function has Taylor expansion around $\epsilon = 0$. So we do not need any step down operators in this example. The coefficients of $\epsilon^i$ are found by taking successive derivative with respect to $\epsilon$ (Eq. (31)). Using Eq. (10) we find the expansion

$$ G = 2F_1 \left( 2, 3; -\frac{3}{2}; x \right) $$

$$ -\frac{8x^3}{3!} \epsilon F \left[ \{4, \{1, 1\}\}, \{3, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{-\frac{3}{2}, \{0, 1\}\} \right] \left( x, x \right) $$

$$ -\frac{16x^6}{9} \epsilon^2 F \left[ \{4, \{1, 1\}\}, \{3, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{-\frac{3}{2}, \{0, 1\}\} \right] \left( x, x \right) + 192x^2\epsilon^2 $$

$$ \times F \left[ \{5, \{1, 1, 1\}\}, \{4, \{1, 1, 1\}\}, \{1, \{1, 0, 0\}\}, \{-\frac{3}{2}, \{0, 1, 1\}\}, \{1, \{0, 1, 0\}\}, \{1, \{0, 0, 1\}\}, \{-\frac{1}{2}, \{0, 0, 1\}\} \right] \left( x, x, x \right) $$

$$ + O(\epsilon^3) \quad (31) $$

The coefficients of $\epsilon^3$ and $\epsilon^4$ can be found in the ancillary file. We show the Taylor expansion obtained using HypExp [30, 31] below for comparison.

$$ G = \frac{-315i \sqrt{-\frac{x}{x-1}(4x + 7)x^2 \text{HPL} \left( \{\text{plus}, i\sqrt{-\frac{x}{x-1}} \right) + 140x^4 + 4294x^3 + 2784x^2 - 320x + 32}{32(x-1)^6} $$

$$ + \frac{\epsilon x}{48(x-1)^6} \left[12i(143x + 329)\sqrt{-\frac{x}{x-1}} \text{HPL} \left( \{\text{plus}, i\sqrt{-\frac{x}{x-1}} \right) + 945i(4x + 7)\sqrt{-\frac{x}{x-1}} \text{HPL} \left( \{0, \text{plus}, i\sqrt{-\frac{x}{x-1}} \right) - 144x^3 + 2822x^2 + 6912x - 128 \right] $$

$$ + \frac{\epsilon^2 x}{72(x-1)^6} \left[-1340i\sqrt{-\frac{x}{x-1}} \text{HPL} \left( \{0, 0, \text{plus}, i\sqrt{-\frac{x}{x-1}} \right) - 18i\sqrt{-\frac{x}{x-1}}(42x + 145)x \text{HPL} \left( \{\text{plus}, i\sqrt{-\frac{x}{x-1}} \right) - 36i\sqrt{-\frac{x}{x-1}}(143x + 329)x \text{HPL} \left( \{0, \text{plus}, i\sqrt{-\frac{x}{x-1}} \right) $$

$$ - 19845i\sqrt{-\frac{x}{x-1}}\text{HPL} \left( \{0, 0, \text{plus}, i\sqrt{-\frac{x}{x-1}} \right) + 36x^3 + 14474x^2 + 20736x - 128 \right] \quad (32) $$

Here HPL’s are harmonic polylogarithms [43, 74]. As our motivation is to keep the hypergeometric structure intact throughout the calculation, we do not find equivalence of Eq. (31) and Eq. (32) analytically. Although, we find excellent numerical agreement of the two results. The numerical comparison of Eq. (31) and Eq. (32) are shown in Appendix C.1 at a certain $x(1)$ and found to be consistent.

### 3.2 Gauss $2F_1$ example

Let us consider the another example of Gauss hypergeometric function

$$ G := 2F_1(\epsilon, -\epsilon; 1 - 1; x) = \sum_{m=0}^{\infty} \frac{(\epsilon)_m(-\epsilon)_m x^m}{(\epsilon - 1)_m m!} \quad \text{where } |x| < 1 \quad (33) $$
Here the lower Pochhammer parameter is singular so we find the step down operator first. This will allow us to relate the above function with another hypergeometric function which can be expanded in Taylor expansion.

\[ G = H \cdot {}_2F_1(\epsilon, -\epsilon; \epsilon + 1; x) \]  

We find the step down operator \( H \) to be,

\[ H = \frac{(x(2\epsilon x - 1) - x + 1)}{(\epsilon - 1)(2\epsilon x - 1)} \partial_x + \frac{\epsilon(2\epsilon x - 1) - x + 1}{(\epsilon - 1)(2\epsilon x - 1)} \]

\[ = \frac{1}{\epsilon} x \partial_x + e^0 \left( 1 - \frac{x^2 \partial_x}{x - 1} \right) + e^2 \left( -\frac{x(2\epsilon x - 1)}{x - 1} \right) + e^3 \left( -\frac{x(2\epsilon x - 1)}{x - 1} \right) + O(e^4) \]  

In the last step, we expanded the step down operator in series of \( \epsilon \).

Next we find the Taylor expansion of \( _2F_1 \) appearing in the right hand side of Eq. (34).

\[ _2F_1(\epsilon, -\epsilon; \epsilon + 1; x) = 1 - e^2 \left( x \_3F_2(1, 1, 1; 2, 2; x) \right) + e^3 \left( \frac{2}{3} x \_3F_2(1, 1, 1; 2, 2; x) \right) \]

\[ + \frac{x^2}{12} \left[ \begin{array}{c} \begin{array}{ccc} \{1, \{1, 1\}\}, \{1, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 1\}\} \\
\{2, \{1, 1\}\}, \{2, \{1, 1\}\}, \{2, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{3, \{0, 1\}\}, \{3, \{0, 1\}\} \end{array} \right] \frac{x}{x - 1} \left[ \begin{array}{c} \begin{array}{ccc} \{1, \{1, 1\}\}, \{1, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 1\}\} \\
\{2, \{1, 1\}\}, \{2, \{1, 1\}\}, \{2, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{3, \{0, 1\}\}, \{3, \{0, 1\}\} \end{array} \right] \right] + O(e^4) \]  

The coefficient of \( e^4 \) can be found in the ancillary file.

Now applying the step down operator (i.e. Eq. (30)) on the Taylor series (Eq. (36)), we find the series expansion of the Gauss \( _2F_1 \) we started with (i.e. Eq. (34)),

\[ G = 1 + \epsilon \left( -\frac{x}{x - 1} - x \_3F_2(1, 1, 1; 2, 2; x) - \frac{x^2}{4} \_3F_2(2, 2, 2; 3, 3; x) \right) \]

\[ + e^2 \left[ -\frac{x}{x - 1} + \frac{x(2\epsilon x - 1)}{3(2\epsilon x - 1)} \_3F_2(1, 1, 1; 2, 2; x) + \frac{x^2 (5\epsilon x - 2)}{12(2\epsilon x - 1)} \_3F_2(2, 2, 2; 3, 3; x) \right] \]

\[ + \frac{x^2}{3} \left[ \begin{array}{c} \begin{array}{ccc} \{1, \{1, 1\}\}, \{1, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 1\}\} \\
\{2, \{1, 1\}\}, \{2, \{1, 1\}\}, \{2, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{3, \{0, 1\}\}, \{3, \{0, 1\}\} \end{array} \right] \frac{x}{x - 1} \left[ \begin{array}{c} \begin{array}{ccc} \{1, \{1, 1\}\}, \{1, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 1\}\} \\
\{2, \{1, 1\}\}, \{2, \{1, 1\}\}, \{2, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{3, \{0, 1\}\}, \{3, \{0, 1\}\} \end{array} \right] \right] \]

\[ + \frac{x^2}{12} \left[ \begin{array}{c} \begin{array}{ccc} \{1, \{1, 1\}\}, \{1, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 1\}\} \\
\{2, \{1, 1\}\}, \{2, \{1, 1\}\}, \{2, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{3, \{0, 1\}\}, \{3, \{0, 1\}\} \end{array} \right] \frac{x}{x - 1} \left[ \begin{array}{c} \begin{array}{ccc} \{1, \{1, 1\}\}, \{1, \{1, 1\}\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 1\}\} \\
\{2, \{1, 1\}\}, \{2, \{1, 1\}\}, \{2, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{3, \{0, 1\}\}, \{3, \{0, 1\}\} \end{array} \right] \right] \]

\[ + \frac{2x^3}{81} \left[ \begin{array}{c} \begin{array}{ccc} \{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{1, \{1, 0\}\}, \{3, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{4, \{1, 1\}\}, \{4, \{1, 1\}\}, \{4, \{0, 1\}\} \end{array} \right] \frac{x}{x - 1} \left[ \begin{array}{c} \begin{array}{ccc} \{3, \{1, 1\}\}, \{3, \{1, 1\}\}, \{1, \{1, 0\}\}, \{3, \{0, 1\}\}, \{2, \{0, 1\}\} \\
\{4, \{1, 1\}\}, \{4, \{1, 1\}\}, \{4, \{0, 1\}\} \end{array} \right] \right] + O(e^3) \]  

We present the series expansion obtained from HypExp package \[30\] \[31\] for comparison,

\[ G = 1 + \epsilon \left( \log(1 - x) - \frac{x}{x - 1} \right) + e^2 \left( -\frac{x}{x - 1} + \frac{1}{2} \log^2(1 - x) - \frac{x \log(1 - x)}{x - 1} \right) + O(e^3) \]  

Our result (Eq. (37)) is found to be in agreement with the result from HypExp (Eq. (38)) numerically at given \( x \) \( <1 \) evaluated with sufficient number of terms. It is also consistent with NumExp package \[32\]. The numerical comparison can be found in Appendix \[33\].
3.3 Taylor series of Appell $F_1$: An application to one loop massive vertex integral

In the paper [14], one loop one- to four-point functions are obtained as a meromorphic function of the space-time dimension $d$. In particular, the one loop massive vertex integral is expressed in terms of double variable Appell $F_1$ function (Eq. B.2 of the mentioned paper)

$$F_1 \left( \frac{d-2}{2}, 1, \frac{1}{2}, \frac{d}{2}, x_c, y_c \right)$$

(39)

The authors also provided a table (Table B.1) for numerical evaluation of the Appell function $F_1$. The numerical evaluation of Appell $F_1$ function for complex values of its argument is the subject of our forthcoming article [72].

In this section, we focus on the $\epsilon$-expansion of the above Appell function. With $d = 4 - 2\epsilon$, the function becomes

$$F_1 \left( 1 - \epsilon, 1, \frac{1}{2}, 2 - \epsilon, x, y \right)$$

(40)

The numerical values of the coefficients of the series expansion of the $F_1$ (Eq. (40)) is given in Table B.2 of [14] at $(x_c, y_c) = (11.1 - 10^{-12}i, 12.1 - 10^{-12}i)$. Since this point does not lie in the defining domain of convergence of the Appell $F_1$ function, which is $|x| < 1 \land |y| < 1$, we find a proper analytic continuation before carrying out the series expansion. One such analytic continuation of $F_1$ from [72] is written below, skipping the derivation, which is valid at the aforementioned values of $(x_c, y_c)$.

$$F_1(a, b_1, b_2, c, x, y) = (1 - x)^{-a} \left( \frac{1}{1 - x} \right)^{-a+b_1+b_2} \frac{\Gamma(c)\Gamma(a-b_1-b_2)}{\Gamma(a)\Gamma(c-b_1-b_2)}$$

$$\times F_2 \left( b_1 + b_2, c - a, b_2, -a + b_1 + b_2 + 1, b_1 + b_2, \frac{1}{1 - x}, \frac{x - y}{x - 1} \right)$$

$$+ (1 - x)^{-a} \frac{\Gamma(c)\Gamma(-a + b_1 + b_2)}{\Gamma(b_1 + b_2)\Gamma(c - a)}$$

$$\times F_2 \left( a, -b_1 - b_2 + c, b_2, a - b_1 - b_2 + 1, b_1 + b_2, \frac{1}{1 - x}, \frac{x - y}{x - 1} \right)$$

(41)

with the domain of convergence

$$|1 - x| > 1 \land \left| \frac{x - y}{x - 1} \right| < 1 \land \frac{1}{|1 - x|} < 1$$

(42)

where the functions appearing in the RHS of Eq. (41) are Appell $F_2$ (see Appendix [B]). Applying the analytic continuation on the $F_1$ function in Eq. (40) we find

$$F_1(1 - \epsilon, 1, \frac{1}{2}, 2 - \epsilon, x, y)$$

$$= \left( \frac{1}{1 - x} \right)^{\epsilon + \frac{1}{2}} \frac{1}{\Gamma(\epsilon)} \left( \frac{1}{1 - x} \right)^{\epsilon - 1} \frac{\Gamma(-\epsilon - \frac{1}{2})\Gamma(2 - \epsilon)}{\Gamma(1 - \epsilon)}$$

$$\times \sum_{m,n=0}^{\infty} (\frac{1}{2})_n (\frac{1}{2})_{m+n} \frac{1}{m!n!(\frac{1}{2})_n} \frac{\Gamma(\epsilon + \frac{1}{2})}{\Gamma(\epsilon)}$$

$$\times \sum_{m,n=0}^{\infty} (\frac{1}{2})_n (1 - \epsilon)_{m+n} \frac{1}{m!n!(\frac{1}{2})_n} \frac{\Gamma(2 - \epsilon)}{\Gamma(2 - \epsilon)}$$

$$\times \sum_{m,n=0}^{\infty} (\frac{1}{2})_n (1 - \epsilon)_{m+n} \frac{1}{m!n!(\frac{1}{2})_n} \frac{\Gamma(2 - \epsilon)}{\Gamma(2 - \epsilon)}$$

(43)

$$= g_1(x, y, \epsilon) \times S_1 + g_2(x, y, \epsilon) \times S_2$$

(44)

Now we are ready to perform the series expansion of the above expression. The prefactors $g_1$ and $g_2$ can be easily expanded in series of $\epsilon$, where as the series $S_1$ and $S_2$ can be expanded in Taylor series in $\epsilon$ following the prescription of Section [22]. The first few terms in the series expansion of the prefactors $g_1, g_2$ read,

$$g_1 = -2 \left( \frac{1}{1 - x} \right)^{3/2} + \epsilon \left[ 2 \sqrt{1 - x} \left( \log \left( \frac{1}{1 - x} \right) + \log(1 - x) - 3 \right) \right] + O(\epsilon^2)$$

(45)

$$g_2 = -2 \left( \frac{1}{1 - x} \right)^{3/2} + \epsilon \left[ 2 \log(1 - x) + 2 + \log(16) \right] + O(\epsilon^2)$$

(46)
and the first few terms of the expansion of the series read

\[ S_1 = \sum_{m,n=0}^{\infty} \frac{(1)_m (\frac{1}{2})_n (\frac{3}{2})_{m+n}}{m! n! (\frac{3}{2})_m (\frac{3}{2})_n} \left( \frac{1}{1-x} \right)^m \left( \frac{x-y}{x-1} \right)^n + \epsilon \left[ \frac{2}{3(x-1)} \sum_{m,n,p=0}^{\infty} \frac{(1)_m (\frac{1}{2})_n (1)_p (\frac{3}{2})_p (\frac{3}{2})_m (\frac{3}{2})_n (\frac{3}{2})_p}{m! n! p! (\frac{3}{2})_m (\frac{3}{2})_n (\frac{3}{2})_p} \left( \frac{1}{1-x} \right)^m \left( \frac{x-y}{x-1} \right)^n \right] + O(\epsilon^2) \]

\[ S_2 = \sum_{m,n=0}^{\infty} \frac{(\frac{1}{2})_n (1)_{m+n}}{m! n! (\frac{1}{2})_n} \left( \frac{1}{1-x} \right)^m \left( \frac{x-y}{x-1} \right)^n + \epsilon \left[ \frac{(x-y)}{(3-3x)} \sum_{m,n,p=0}^{\infty} \frac{(1)_n (1)_{n+p} (\frac{3}{2})_{m+n+p}}{m! n! p! (\frac{3}{2})_n (\frac{3}{2})_m (\frac{3}{2})_n (\frac{3}{2})_p} \left( \frac{1}{1-x} \right)^m \left( \frac{x-y}{x-1} \right)^n \right] + O(\epsilon^2) \]

Combining the expansion of the prefactors and the series, we write the expansion of the Appell \( F_1 \) function Eq. [41] in the notation described in Appendix [12]

\[ F_1(1 - \epsilon, 1, \frac{1}{2}, 2 - \epsilon, x, y) = \]

\[ -2 \left( \frac{1}{1-x} \right)^{3/2} F \left[ \frac{\{ \frac{3}{2}, \{1,1\}\}, \{1,\{1,0\}\}, \{\frac{3}{2},\{0,1\}\}}{\{\frac{3}{2},\{1,0\}\}, \{\frac{3}{2},\{0,1\}\}} \middle| \left\{ \frac{1}{1-x}, \frac{x-y}{x-1} \right\} \right] \]

\[ -2 \frac{(1-x)^{2}}{x-1} F \left[ \{1,\{1,1\}\}, \{\frac{3}{2},\{0,1\}\} \middle| \left\{ \frac{1}{1-x}, \frac{x-y}{x-1} \right\} \right] \]

\[ + \epsilon \left[ 2 \sqrt{\frac{1}{1-x}} \left( \log \left( \frac{1}{1-x} \right) + \log(1-x) - 3 \right) \right] \frac{F}{x-1} \left[ \left\{ \frac{3}{2}, \{1,1\}\}, \{1,\{1,0\}\}, \{\frac{3}{2},\{0,1\}\} \middle| \left\{ \frac{1}{1-x}, \frac{x-y}{x-1} \right\} \right] \]

\[ - \frac{2}{x-1} \left( \frac{1-x}{x-1} \right)^{3/2} F \left[ \frac{\{2,\{1,1\}\}, \{1,\{1,0\}\}, \{\frac{3}{2},\{0,1\}\}, \{\frac{3}{2},\{0,1\}\}}{\{\frac{3}{2},\{1,0\}\}, \{\frac{3}{2},\{0,1\}\}, \{\frac{3}{2},\{0,1\}\}} \middle| \left\{ \frac{1}{1-x}, \frac{x-y}{x-1}, \frac{1}{1-x} \right\} \right] \]

\[ + \frac{2}{x-1} \left( \frac{1-x}{x-1} \right)^2 F \left[ \frac{\{2,\{1,1\}\}, \{\frac{3}{2},\{0,1\}\}, \{1,\{1,0\}\}, \{\frac{3}{2},\{1,1\}\}, \{1,\{1,0\}\}}{\{\frac{3}{2},\{0,1\}\}, \{\frac{3}{2},\{1,1\}\}, \{\frac{3}{2},\{0,1\}\}} \middle| \left\{ \frac{1}{1-x}, \frac{x-y}{x-1}, \frac{1}{1-x} \right\} \right] \]

\[ + \frac{2}{x-1} \left( \frac{1-x}{x-1} \right) F \left[ \frac{\{1,\{1,1\}\}, \{\frac{3}{2},\{0,1\}\}}{\{\frac{3}{2},\{1,1\}\}, \{\frac{3}{2},\{0,1\}\}} \middle| \left\{ \frac{1}{1-x}, \frac{x-y}{x-1} \right\} \right] + O(\epsilon^2) \]

The higher order terms of the expansion can be found in the ancillary notebook. A numerical comparison of the expansion coefficients of \( F_1 \) (Eq. [41]) found above with the results given in Table B.2 of [14] can be found in Appendix [16].

### 3.4 Laurent series of Appell \( F_1 \)

Let us consider the following double variable Appell \( F_1 \) function which we wish to find the \( \epsilon \) expansion of,

\[ F_1(3/2, 2\epsilon + 1, 4 - \epsilon, \epsilon - 2, x, y) = \sum_{m,n=0}^{\infty} \frac{(\frac{3}{2})_{m+n} (2\epsilon + 1)_m (4 - \epsilon)_n x^m y^n}{(\epsilon - 2)^{m+n}} \frac{1}{m! n!} \quad \text{where } |x| < 1 \land |y| < 1 \]

The corresponding Appell \( F_1 \) function that can be expanded in Taylor series is given by

\[ F_1(3/2, 2\epsilon + 1, 4 - \epsilon, \epsilon + 1, x, y) = \sum_{m,n=0}^{\infty} \frac{(\frac{3}{2})_{m+n} (2\epsilon + 1)_m (4 - \epsilon)_n x^m y^n}{(\epsilon + 1)^{m+n}} \frac{1}{m! n!} \quad \text{where } |x| < 1 \land |y| < 1 \]
We find the Taylor expansion of the Appell $F_1$ function in Eq. (51) and act the step down operator on it to find Laurent series expansion of the Appell $F_1$ function Eq. (50).

The step down operator that relates the above Appell $F_1$ function in Eq. (50) with the Appell $F_1$ function in Eq. (51) is found to be,

$$H = C_0 + C_1 \partial_x + C_2 \partial_y$$

where $A$'s are rational functions $C_i$'s are

$$C_0 = \frac{1}{4(\epsilon^2 - 3\epsilon + 2)(x - 1)^2(y - 1)^2} \left[ 4x^3(x - 1)^2(y - 1)^2 - 12x^2(2y^2 - 5y + 2) - 2x(y^2 - 4y + 2) - y^2 - y + 1 \right]$$

$$+ \epsilon (x^2(5y^2 - 160y + 68) + 2x(91y^2 + 10y - 14) - 139y^2 + 44y + 8)$$

$$+ 3(x^2(95y^2 - 54y + 11) - 4x(39y^2 - 14y + 1) + 4y(17y - 4))$$

$$C_1 = \frac{1}{4(\epsilon^2 - 2)(\epsilon - 1)(x - 1)^2(y - 1)^2} \left[ x(4\epsilon^2(x^2(y + 1) + x(-4y^2 + y - 1) + 4y^2 - 3y + 1)$$

$$- 2\epsilon(x^2(22y^2 + 6y + 1) + x(-78y^2 + 39y - 19) + 44y^2 - 21y + 6) + x^2(225y^2 - 178y + 57)$$

$$- 2x(155y^2 - 66y + 15) + 8(15y^2 - 3y + 1) \right]$$

$$C_2 = \frac{1}{4(\epsilon^2 - 2)(\epsilon - 1)(x - 1)^2(y - 1)^2} \left[ y(4\epsilon^2(x^2(y + 1)^2 - 2x(3y + 1)y + 7y^2 - 4y + 1)$$

$$- 4\epsilon(x^2(11y^2 + 18y - 5) - 6x(9y^2 - 2y + 1) + 35y^2 - 14y + 3)$$

$$+ x^2(225y^2 - 106y + 24) - 2x(191y^2 - 57y + 9) + 171y^2 - 36y + 8 \right]$$

Now expanding all the three coefficients $C_i$, in $\epsilon$, we club coefficients of different powers of $\epsilon$ together,

$$H = A_1 \frac{1}{\epsilon} + A_2 \epsilon^0 + A_3 \epsilon + A_4 \epsilon^2 + O(\epsilon^3)$$

where,

$$A_1 = \frac{x(x(225y^2 - 178y + 57) - 2x(155y^2 - 66y + 15) + 8(15y^2 - 3y + 1)) \partial_x}{8(x - 1)^2(y - 1)^2}$$

$$+ \frac{y(x(225y^2 - 106y + 24) - 2x(191y^2 - 57y + 9) + 171y^2 - 36y + 8) \partial_y}{8(x - 1)^2(y - 1)^2}$$

$$+ \frac{3(x^2(95y^2 - 54y + 11) - 4x(39y^2 - 14y + 1) + 4y(17y - 4))}{8(x - 1)^2(y - 1)^2}$$

$$A_2 = \frac{x(587x^2y^2 - 558x^2y + 167x^2y^2 - 618xy^2 + 240xy - 14x + 184y^2 + 12y) \partial_x}{16(x - 1)^2(y - 1)^2}$$

$$+ \frac{y(587x^2y^2 - 462x^2y + 112x^2 - 714xy^2 + 246xy - 6x + 233y^2 + 4y) \partial_y}{16(x - 1)^2(y - 1)^2}$$

$$+ \frac{865x^2y^2 - 806x^2y + 235x^2 - 1040xy^2 + 544xy - 92x + 334y^2 - 56y + 16}{16(x - 1)^2(y - 1)^2}$$

$$A_3 = \frac{x(1327x^2y^2 - 1318x^2y + 403x^2 - 1298xy^2 + 472xy + 2x + 376y^2 + 36y) \partial_x}{32(x - 1)^2(y - 1)^2}$$

$$+ \frac{y(1327x^2y^2 - 1142x^2y + 304x^2 - 1474xy^2 + 478xy + 18x + 469y^2 + 20y) \partial_y}{32(x - 1)^2(y - 1)^2}$$

$$+ \frac{3(643x^2y^2 - 618x^2y + 181x^2 - 696xy^2 + 304xy - 20x + 214y^2 - 8y)}{32(x - 1)^2(y - 1)^2}$$

The Taylor Expansion of the Appell $F_1$ in Eq. (51) is found taking successive derivative with respect to $\epsilon$ i.e.,

$$F_1(\epsilon, x, y) = F_1(0, x, y) + \epsilon F_1'(\epsilon, x, y)|_{\epsilon = 0} + \frac{1}{2!}\epsilon^2 F_1''(\epsilon, x, y)|_{\epsilon = 0} + \frac{1}{3!}\epsilon^3 F_1'''(\epsilon, x, y)|_{\epsilon = 0} + O(\epsilon^4)$$

$$= f_0 + f_1 + \epsilon^2 f_2 + \epsilon^3 f_3 + O(\epsilon^4)$$
All the Pochhammer parameters of the Appell $F_1$ in Eq. (51) are collectively denoted as $\epsilon$ in the argument of $F_1$ in Eq. (61) to give emphasis on the fact that the parameters are $\epsilon$ dependent. The primes in the right hand side refer to the derivative with respect to $\epsilon$. We write the first few $f_i$ below.

$$f_0 = F_1 \left( \frac{3}{2}, 1, 4, 1, x, y \right)$$

$$f_1 = 3x F \left[ \begin{array}{c} \left\{ \frac{5}{2}, \{1, 1, 1\} \right\}, \{1, \{1, 0, 0\}, \{1, \{1, 0, 0\}, \{1, \{0, 1, 0\}, \{4, \{0, 0, 1\} \right\} \right\} \} \{x, x, y \} \\
- \frac{3x}{2} F \left[ \begin{array}{c} \left\{ \frac{5}{2}, \{1, 1, 1\} \right\}, \{1, \{1, 0, 0\}, \{1, \{1, 0, 0\}, \{1, \{0, 1, 0\}, \{4, \{0, 0, 1\} \right\} \right\} \right\} \{x, x, y \} \\
- 6y F \left[ \begin{array}{c} \left\{ \frac{5}{2}, \{1, 1, 1\} \right\}, \left\{ \{5, \{1, 0, 0\}, \{1, \{1, 0, 0\}, \{1, \{0, 1, 0\}, \{1, \{0, 0, 1\} \right\} \} \right\} \{y, x, y \} \\
- \frac{3y}{2} F \left[ \begin{array}{c} \left\{ \frac{5}{2}, \{1, 1, 1\} \right\}, \left\{ \{5, \{1, 0, 0\}, \{1, \{1, 0, 0\}, \{1, \{0, 1, 0\}, \{1, \{0, 0, 1\} \right\} \} \right\} \{y, x, y \} \end{array} \right. \right] \right] \right) \nonumber$$

We do not show the functions $f_2, f_3$ here due to its long expression. It is provided in the ancillary notebook. Now applying the step down operator on the Appell $F_1$ in Eq. (61),

$$F_1(3/2, 2\epsilon + 1, 4 - \epsilon - 2, x, y) = H \cdot F_1(3/2, 2\epsilon + 1, 4 - \epsilon + 1, x, y)$$

Using Eq. (50) and Eq. (61) on the right hand side of the above equation,

$$F_1(3/2, 2\epsilon + 1, 4 - \epsilon - 2, x, y)$$

$$= \left( A_1 + \frac{1}{\epsilon} + A_2 \epsilon^0 + A_3 \epsilon + A_4 \epsilon^2 + O(\epsilon^3) \right) \cdot \left( f_0 + \epsilon f_1 + \epsilon^2 f_2 + \epsilon^3 f_3 + O(\epsilon^4) \right)$$

$$= \frac{1}{\epsilon} \left[ A_1 \cdot f_0 \right] + A_2 \left\{ f_1 + \frac{1}{2} f_0 + \frac{1}{\epsilon} \left[ A_3 \cdot f_0 + A_2 \cdot f_1 + A_1 \cdot f_2 \right] \right\}$$

$$+ \epsilon^2 \left\{ A_1 \cdot f_0 + A_2 \cdot f_1 + A_3 \cdot f_1 + A_2 \cdot f_2 + A_2 \cdot f_1 \right\} + O(\epsilon^3)$$

We apply $A_1$ (Eq. (57)) on $f_0$ (Eq. (62)) to find the coefficient of $\epsilon^{-1}$ of the Laurent expansion,

$$A_1 \cdot f_0 = \frac{3}{8(x - 1)^2(y - 1)^2} \left[ \frac{3}{2}, 1, 4, 1, x, y \right]$$

$$+ \frac{3x}{16(x - 1)^2(y - 1)^2} \left[ \frac{3}{2}, 1, 4, 1, x, y \right]$$

Similarly one find the higher order term of the Laurent series. The coefficient of $\epsilon^0, \epsilon^1$ in the Laurent series can be found in the ancillary notebook. The coefficients are numerically tested and found to be consistent. The results of the numerical tests can be found in the Appendix C.

### 3.5 Appell $F_2$ example

It is known that the result of the $\epsilon$-expansion of Appell $F_2$ function around integer Pochhammer parameters can be expressed in terms of HPLs and S-sums [33]. Algorithms are also provided to carry out such expansion in the mentioned article. The example given in Eq. (81) of [33] deals with the following Appell $F_2$ function

$$F_2(1, 1, \epsilon, 1 + \epsilon, 1 - \epsilon, x, y)$$

However, we consider the Appell $F_2$ function with parameters $a_i, i = 1, \ldots, 4$ in this example

$$F_2 := F_2(a_1, a_2, \epsilon, a_3 + \epsilon, a_4 - \epsilon, x, y)$$

where it is assumed that $a_1, a_2 \in \mathbb{C}$ and $a_3, a_4 \in \mathbb{C} - \mathbb{Z}_{\leq 0}$ in order to ensure that the function can be expanded in Taylor series. In this section, we find the series expansion of the above $F_2$ function Eq. (68) and express the result in terms of MHFs.
Following the prescription discussed in Section 2.2, we write the first few terms of the series expansion below.

\[
F_2 = 2 F_1(a_1, a_2, a_3, x) + \\
\epsilon \left[ -\frac{a_1 a_2 x}{a_3^2} \sum_{s_1, s_2 = 0}^{\infty} (1) s_1 (1) s_2 (a_1 + 1) s_1 + s_2 (a_2 + 1) s_1 + s_2 (a_3) s_2 x^{s_1 + s_2} s_1! s_2! \\
+ \frac{a_1 y}{a_4} \sum_{s_1, s_2 = 0}^{\infty} (1) s_2 (a_1 + 1) s_1 + s_2 (a_2) s_1 x^{s_1 + s_2} s_1! s_2! \\
+ \epsilon^2 \frac{a_1 y}{a_4^2} \sum_{s_1, s_2, s_3 = 0}^{\infty} (1) s_2 (1) s_1 x^{s_1 + s_2 + s_3} s_1! s_2! s_3! \\
+ \frac{a_1 y}{a_4} \sum_{s_1, s_2, s_3 = 0}^{\infty} (1) s_2 (1) s_1 (a_1 + 1) s_1 + s_2 + s_3 (a_2) s_1 x^{s_1 + s_2 + s_3} s_1! s_2! s_3! \\
+ \frac{a_1 y^2}{a_4} \sum_{s_1, s_2, s_3 = 0}^{\infty} (1) s_2 (1) s_1 (a_1 + 1) s_1 + s_2 + s_3 (a_2) s_1 x^{s_1 + s_2 + s_3} s_1! s_2! s_3! \\
+ \frac{a_1 y^2}{a_4} \sum_{s_1, s_2, s_3 = 0}^{\infty} (1) s_2 (1) s_1 (a_1 + 1) s_1 + s_2 + s_3 (a_2) s_1 x^{s_1 + s_2 + s_3} s_1! s_2! s_3! \\
+ O(\epsilon^3)
\right]
\]  

(69)

The coefficient of \(\epsilon^3\) can be found in the ancillary notebook. The result obtained above is crosschecked numerically with Eq. (81) of [35] after putting \(a_i\)'s as 1 in Eq. 69. For the purpose of numerical evaluation PolyLogTools is used. The results are found to be in good agreement. A table containing the numerical result is provided in Appendix C.6.

Furthermore, we take different sets of values (integers, half-integers, rationals) for the \(a_i\)'s in Appendix C.6 and show that, the convergences of the series coefficients are independent of the values of the Pochhammer parameters, as noted in 50.

### 3.6 The 2-loop Sunset Integral in \(D = 2\) dimension

It is well known that, the 2-loop sunset integral with different internal masses is convergent in \(D = 2\) dimension. In this section we apply our methodology to find the analytic expression of the 2-loop sunset integral at \(D = 2\) dimension. We use the expression in Eq. (16) of [3],

\[ T_{123}(p^2, m_1^2, m_2^2, m_3^2) = -m_3^2 \left( \frac{m_3^2}{4\pi\mu^2} \right)^{-2(\epsilon+1)} S \]  

(70)

with,

\[ S = z_1^{-\epsilon} z_2^{-\epsilon} \Gamma(\epsilon)^2 F^{(3)}_C (1, 1 - \epsilon, 1 - \epsilon, 1 - \epsilon, 1 - \epsilon, \epsilon, z_1, z_2, z_3) \]
\[ - z_1^{-\epsilon} \Gamma(\epsilon)^2 F^{(3)}_C (1, 1 + 1, 1 - \epsilon, 1 + 1, \epsilon - 1, z_1, z_2, z_3) \]
\[ - z_2^{-\epsilon} \Gamma(\epsilon)^2 F^{(3)}_C (1, 1, \epsilon + 1, 1 - \epsilon, 1 - \epsilon, 1 - \epsilon, 1 - \epsilon, z_1, z_2, z_3) \]
\[ - \Gamma(\epsilon) \Gamma(\epsilon) \Gamma(2\epsilon + 1) F^{(3)}_C (2\epsilon + 1, 1 + \epsilon, 1 + \epsilon, 1 + 1, \epsilon - 1, z_1, z_2, z_3) \]
\[ = \sum_{i=1}^{4} g_i S_i \]  

(71)
where we have put the dimension \( D = 2 - 2\epsilon \), thus \( \nu = -\epsilon \). The \( g_i \)'s denote the prefactors and the Lauricella functions \( F_C^{(3)} \) are denoted by \( S_i \)’s.

The series expansion of the prefactors \( g_i \)'s in \( \epsilon \) can be easily found and the expansion of the \( F_C^{(3)} \) functions (i.e., \( S_i \)'s) can be obtained using the presented method. Since \( S \) in Eq. (71) is finite and the prefactors \( g_i \)'s can have at most second order poles, the Lauricella functions have to be expanded up to \( O(\epsilon^2) \). Thus, we have,

\[
S = \sum_{i=1}^{4} g_i S_i = \sum_{i=1}^{4} \left( \sum_{j=-2}^{0} \epsilon^j g_i^{(j)} \right) \left( \sum_{k=0}^{2} \epsilon^k S_i^{(k)} \right)
\]  
(72)

Now we collect the coefficients of \( \epsilon \) up to \( O(\epsilon^0) \),

\[
S = \frac{1}{\epsilon^2} S^{(-2)} + \frac{1}{\epsilon} S^{(-1)} + S^{(0)}
\]

\[
= \frac{1}{\epsilon^2} \left[ \sum_{i=1}^{4} g_i^{(-2)} S_i^{(0)} \right] + \frac{1}{\epsilon} \left[ \sum_{i=1}^{4} \left( g_i^{(-1)} S_i^{(0)} + g_i^{(-2)} S_i^{(1)} \right) \right] + \epsilon^0 \left[ \sum_{i=1}^{4} \left( g_i^{(0)} S_i^{(0)} + g_i^{(-1)} S_i^{(1)} + g_i^{(-2)} S_i^{(2)} \right) \right]
\]  
(73)

At this point, we expect that the coefficients of \( \epsilon^{-2} \) and \( \epsilon^{-1} \) in Eq. (73) to be zero as the \( S \) is finite. Indeed, after expanding the Lauricella functions and the prefactors in series in \( \epsilon \) and collecting the \( O(\epsilon^{-2}) \) coefficient we found

\[
S^{(-2)} = \sum_{i=1}^{4} g_i^{(-2)} S_i^{(0)} = 0
\]  
(74)

However, the coefficient of \( \epsilon^{-1} \) is not identically zero, but

\[
S^{(-1)} = \sum_{i=1}^{4} \left( g_i^{(-1)} S_i^{(0)} + g_i^{(-2)} S_i^{(1)} \right)
\]

\[
= -z_1 \sum_{n_1, \ldots, n_4 = 0}^{\infty} \frac{(1)_{n_1} (1)_{n_4} (1)_{n_3} (2)_{n_1+n_2+n_3+n_4} (2)_{n_1+n_2+n_3+n_4} z_{n_1+n_2+n_3+n_4}^{1/2} z_{2}^{1/2} z_{3}^{1/2}}{n_1! n_2! n_3! n_4!}
\]

\[
+ z_2 \sum_{n_1, \ldots, n_4 = 0}^{\infty} \frac{(1)_{n_2} (1)_{n_4} (1)_{n_3} (2)_{n_1+n_2+n_3+n_4} (2)_{n_1+n_2+n_3+n_4} z_{n_1+n_2+n_3+n_4}^{1/2} z_{2}^{1/2} z_{3}^{1/2}}{n_1! n_2! n_3! n_4!}
\]

\[
- z_2 \sum_{n_1, \ldots, n_4 = 0}^{\infty} \frac{(1)_{n_2} (1)_{n_4} (1)_{n_3} (2)_{n_1+n_2+n_3+n_4} (2)_{n_1+n_2+n_3+n_4} z_{n_1+n_2+n_3+n_4}^{1/2} z_{2}^{1/2} z_{3}^{1/2}}{n_1! n_2! n_3! n_4!}
\]

\[
+ z_1 \sum_{n_1, \ldots, n_4 = 0}^{\infty} \frac{(1)_{n_1} (1)_{n_4} (1)_{n_3} (2)_{n_1+n_2+n_3+n_4} (2)_{n_1+n_2+n_3+n_4} z_{n_1+n_2+n_3+n_4}^{1/2} z_{2}^{1/2} z_{3}^{1/2}}{n_1! n_2! n_3! n_4!}
\]  
(75)

It turns out to be zero numerically (see table 13).

We find the coefficient of \( \epsilon^0 \) (i.e., \( S^{(0)} \)) in a similar way but do not write it explicitly to lighten the paper. It is provided in the ancillary notebook. In Appendix C7 we compare our expressions of \( S^{(-2)} \), \( S^{(-1)} \) and \( S^{(0)} \) against the numerical package FIESTA5 [24] and the \( x \)-space presentation of the sunset integral in \( D = 2 \) dimension [3,74], which reads

\[
T_{123}(p^2, m_1^2, m_2^2, m_3^2) = -\frac{2^4}{(2\pi m^2)^2} \mathcal{I} = -\frac{2^4}{(2\pi m^2)^2} \int_0^{\infty} dx \ J_0(\sqrt{-p^2} x) K_0(m_1 x) K_0(m_2 x) K_0(m_3 x)
\]  
(76)

where \( J_0 \) and \( K_0 \) are Bessel’s function of first and second kind respectively. We find that, our expression of \( S^{(0)} \) is in agreement with the results of FIESTA5 and the \( x \)-space representation numerically.

4 Summary

We have presented a new method to obtain the \( \epsilon \)-expansion of MHFs. In our approach, when the expansion is of Taylor type, successive derivative with respect to \( \epsilon \) has to be evaluated. We have demonstrated the process
of Pochhammer derivative of a MHFs which plays important role in finding the Taylor expansion. When lower Pochhammer parameters of a hypergeometric function are singular, the series expansion may be of Laurent type. In this situation, an appropriate step down operator can be found, which relates the starting hypergeometric function to another one with shifted lower Pochhammer parameters. This hypergeometric function with non-singular lower Pochhammer parameters can be expanded in Taylor series expansion. Finally the obtained step down operator can be made to act on the Taylor series of the hypergeometric function with non-singular lower Pochhammer parameters to find the $\epsilon$-expansion of the starting function. In our method, each of the coefficient of $\epsilon$ in the series expansion of a MHF is linear combination of hypergeometric functions with same domain of convergence as the original one. These analytic expressions can be used to find the numerical value at a given point in its argument space within the domain of convergence. The summation of such multi-fold series has to be performed with sufficient number of terms for the required precision.

This methodology allows one to find series expansion of any MHF related to the Feynman integrals. To illustrate the approach we have presented examples containing one variable Gauss $2F1$, two variable Appell $F1$, $F2$ and three variable Lauricella function, which is linked to two loop sunset Feynman integral with different masses. In the present work many of the steps of the calculations required for the examples provided in this article are performed manually using *Mathematica*. We plan to build an automated package that performs the $\epsilon$-expansion of MHFs in near future.

In this approach, higher order terms in the series expansion contain MHFs where all the variables are not independent. In such cases, it may be possible to reduce the fold of the hypergeometric functions. Some reduction formulae of Kampé de Fériet series are discussed in [4]. The Reduction formulae for a general MHFs are unknown and beyond the scope of the paper.
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### Appendices

#### A  Pochhammer identities

Pochhammer parameter is ratio of Euler’s gamma functions,

$$ (a)_m = \frac{\Gamma(a + m)}{\Gamma(a)} \quad (77) $$

Some useful identities of the Pochhammer parameters are listed below.

- $$(a)_{m_1 + \ldots + m_n} = (a)_{m_1}(a + m_1)_{m_2}(a + m_1 + m_2)_{m_3} \ldots (a + m_1 + \ldots m_{n-1})_{m_n}$$
- $$(a)_{-n} \rightarrow \frac{(-1)^n}{(1-a)_n}, \quad a \notin \mathbb{Z} \text{ and } n \in \mathbb{N}$$
- Gauss’s Multiplication theorem:

$$ (a)_{km} = k^{km} \left( \frac{a}{k} \right)_m \left( \frac{a+1}{k} \right)_m \ldots \left( \frac{a+k-1}{k} \right)_m \quad \text{where } k \in \mathbb{N}^* $$

#### B  Notation used for MHFs

In this article we have used a common notation of hypergeometric functions for more than one variable. We denote a hypergeometric function with $r$ fold summations with the set of variables $x$ in vector notation as,

$$ F \left[ \begin{array}{l} \{a, m\} \\ \{b, n\} \end{array} \middle| \{x\} \right] = \sum_{s_1=0}^{\infty} \cdots \sum_{s_r=0}^{\infty} \frac{(a)_{m_s} x^{s}}{(b)_{n_s} s!} \quad (78) $$
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where \( \mathbf{m}, \mathbf{n} \) are vectors of length \( p \) and \( q \) respectively. Each of the elements of \( \mathbf{m} \) and \( \mathbf{n} \) themselves are vectors of length \( r \) with integers in their elements.

\[
\begin{align*}
\mathbf{s} &= \{ s_1, \ldots, s_r \} \\
\{ a, \mathbf{m} \} &= \{ a_1, \mathbf{m}_1 \}, \ldots, \{ a_p, \mathbf{m}_p \} \\
(\mathbf{a})_{\mathbf{m}} &= (a_1)_{\mathbf{m}_1} \cdots (a_p)_{\mathbf{m}_p} \\
\mathbf{m}_j \cdot \mathbf{s} &= \sum_{i=0}^{r} (m_j)_i s_i \quad j = 1, \ldots, p \\
\mathbf{x}^\mathbf{s} &= \prod_{i=1}^{r} x_i^{s_i} \\
\{ \mathbf{x} \} &= \{ x_1, \ldots, x_r \} \\
\{ \mathbf{b}, \mathbf{n} \} &= \{ b_1, \mathbf{n}_1 \}, \ldots, \{ b_q, \mathbf{n}_q \} \\
(\mathbf{b})_{\mathbf{n}} &= (b_1)_{\mathbf{n}_1} \cdots (b_q)_{\mathbf{n}_q} \\
\mathbf{n}_j \cdot \mathbf{s} &= \sum_{i=0}^{r} (n_j)_i s_i \quad j = 1, \ldots, q
\end{align*}
\]

In this notation the Appell \( F_1 \) can be written as

\[
F_1(a, b_1, b_2, c, x, y) = \sum_{m,n=0}^{\infty} \frac{(a)_{m+n}(b_1)_m(b_2)_n}{(c)_{m+n} m! n!} x^m y^n
\]

\[
F_1 = F\left[\{ a, \{ 1, 1 \}\}, \{ b_1, \{ 1, 0 \}\}, \{ b_2, \{ 0, 1 \}\} \mid \{ x, y \} \right]
\]

The Appell \( F_2 \) function is defined as,

\[
F_2(a, b_1, b_2; c_1, c_2; x, y) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(a)_{m+n} (b_1)_m (b_2)_n}{(c_1)_m (c_2)_n m! n!} x^m y^n
\]

C Numerical tests

In this Appendix we test the results obtained different examples in Section 3 numerically.

C.1 Gauss \( _2F_1 \) example with half integer Pochhammer

We compare our result from Section 3.1 (i.e. Eq. (31)) numerically with HypExp result (Eq. (32)) and the result obtained from NumExp below. The coefficients of the series expansion of \( \epsilon \) are evaluated at \( x = 0.3 \) and tabulated in Table 1. We observe that our results are numerically consistent with others.

| \( \epsilon^0 \) | \( \epsilon^1 \) | \( \epsilon^2 \) | \( \epsilon^3 \) |
|-----------------|-----------------|-----------------|-----------------|
| Eq. (31)        | 127.514         | -38.7907        | 610.309         | -189.456        |
| result from HypExp | 127.514         | -38.7907        | 610.309         | -189.456        |
| result from NumExp | 127.514         | -38.7907        | 610.309         | -189.528        |

Table 1: The numerical value of coefficients of \( \epsilon \) at \( x = 0.3 \) from Eq. (31), HypExp and NumExp are compared. The NumExp results are obtained with \( \epsilon_h = 10^{-4} \).

C.2 Gauss \( _2F_1 \) example

We compare our result from Section 3.2 (Eq. (37)) numerically with HypExp result (Eq. (38)) and the result obtained from NumExp below. The coefficients of the series expansion of \( \epsilon \) are evaluated at \( x = 0.1 \) and tabulated in Table 2. We observe that our results are numerically consistent with others.

| \( \epsilon^0 \) | \( \epsilon^1 \) | \( \epsilon^2 \) | \( \epsilon^3 \) |
|-----------------|-----------------|-----------------|-----------------|
| Eq. (37)        | 1               | 0.0057506       | 0.104955        | 0.0999262       |
| result from HypExp | 1               | 0.0057506       | 0.104955        | 0.0999262       |
| result from NumExp | 1               | 0.0057506       | 0.104955        | 0.0999735       |

Table 2: The numerical value of coefficients of \( \epsilon \) at \( x = 0.1 \) from Eq. (37), HypExp and NumExp are compared. The NumExp results are obtained with \( \epsilon_h = 10^{-4} \).
C.3 Taylor series of Appell $F_1$

In this section we numerically evaluate the $\epsilon$-expansion coefficients of the Appell $F_1$ function (Eq. (49)) at $(x, y, \epsilon) = (\epsilon, 1 - 10^{-12} i, 12.1 - 10^{-12} i)$. The obtained numerical values are compared with the result given in [14] in Table 3 below.

| Numerical value of expansion coefficients of Eq. (49) | Results from Table B.2 of [14] |
|------------------------------------------------------|--------------------------------|
| (-0.175044280735187842 - 0.05422812947330403050 i) $\epsilon^n$ | (-0.1750442807351806571 - 0.05422812947328981004 i) $\epsilon^n$ |
| (-0.008618858912139314 - 0.39051763820460791405 i) $\epsilon^1$ | (-0.0086188589131501092 - 0.39051763820462137566 i) $\epsilon^1$ |
| (0.3751885534532505666 - 0.34047747405553309099 i) $\epsilon^2$ | (0.37518855345319785781 - 0.340477474055516524129 i) $\epsilon^2$ |
| (0.4076546183465610385 - 0.00717399489426464393 i) $\epsilon^3$ | (0.4076546183247090694 - 0.00717399489427550385 i) $\epsilon^3$ |
| (0.32835724868568101641 + 0.23005850008096157264 i) $\epsilon^4$ | (0.3283572486823720395 + 0.23005850008124251183 i) $\epsilon^4$ |

Table 3: We compare the numerical results of the coefficients of the series expansion of the Appell function (Eq. (49)) up to $\epsilon^4$ with the results provided in Table B.2 of [14]. The values used for the numerical evaluation is $(x, y, \epsilon) = (11.1 - 10^{-12} i, 12.1 - 10^{-12} i)$. The upper limit of the sum is taken as $N = 40$ for each of the summation indices while evaluating the coefficients of $\epsilon^0, \epsilon^1$ and $\epsilon^2$. For the coefficients of $\epsilon^3$ and $\epsilon^4$, $N$ is taken as 20 and 10 respectively. To obtain the numerical value with more accuracy, one may take larger values of $N$, but the time taken for numerical evaluation of higher order terms increases rapidly due to presence of higher fold series.

C.4 Laurent series of Appell $F_1$

To test our result numerically, we multiply $\epsilon$ to the both sides of the Laurent expansion of the Appell function considered in Section 3.3. The right hand side becomes a series with non-negative powers of $\epsilon$.

$$\epsilon F_1(3/2, 2\epsilon + 1, 1 - \epsilon, \epsilon - 2, x, y) = C_0 + C_1 \epsilon + C_2 \epsilon^2 + O(\epsilon^3)$$

Each of the coefficients with appropriate powers of $\epsilon$ is evaluated at $(x, y) = (0.1, 0.2)$ with $\epsilon = 10^{-3}$ with sufficient numbers of terms and tabulated in Table 4.

| $C_0$          | $C_1 \epsilon$          | $C_2 \epsilon^2$          |
|---------------|--------------------------|---------------------------|
| 8.5115839505834586989 | 0.001800713895494555128 | 0.00001320237872566561435 |

Table 4: The values of $C_i \epsilon^i$, for $i = 0, 1, 2$ at $x = 0.1$ and $y = 0.2$ with $\epsilon = 10^{-3}$ are shown.

The numerical value of $\epsilon F_1(3/2, 2\epsilon + 1, 1 - \epsilon, \epsilon - 2, x, y)$ is calculated with same $x, y$ and $\epsilon$ and compared with sum the first three terms of its series expansion in Table 5.

| $\epsilon F_1(3/2, 2\epsilon + 1, 1 - \epsilon, \epsilon - 2, x, y)$ | $C_0 + C_1 \epsilon + C_2 \epsilon^2$          |
|---------------|--------------------------|---------------------------|
| 8.513397875773039908 | 8.51339787216735821 |

Table 5: Comparison of the values of both sides of the series of $\epsilon F_1(3/2, 2\epsilon + 1, 1 - \epsilon, \epsilon - 2, x, y)$ up to $\epsilon^2$ terms at $(x, y) = (0.1, 0.2)$ with $\epsilon = 10^{-3}$. The value of the series expansion up to $\epsilon^2$ terms is in agreement up to 8 decimal places with value of $\epsilon F_1(\ldots, x, y)$.

C.5 Appell $F_2$ example

In this section we numerically compute the $\epsilon$-expansion coefficients of the Appell $F_2$ function (Eq. (59)) at $(x, y) = (0.6, 0.1)$ with the $a_i$'s equal to 1. The obtained numerical values are compared with the numerical values of the Eq. (81) of [35] in Table 6 below.
Table 6: We compare the numerical results of the coefficients of the series expansion of the Appell function (Eq. (69)) with all the \( a_i = 1 \) up to \( \epsilon^3 \) with the results provided in Eq. (81) of [35]. The values used for the numerical evaluation is \((x, y) = (0.6, 0.1)\). Here, as always, \( N \) is the upper limit of the summation for each of the indices. We evaluate the series coefficients with a set to values of \( N \), to show how the values changes with the upper limit of the summation. The numerical results are found to be in good agreement with each other. To obtain the numerical value with more accuracy, one may take larger values of \( N \), but the time taken for numerical evaluation of higher order terms increases rapidly due to presence of higher fold series.

C.6 Appell \( F_2 \) example with integers, half-integers and rational parameters

In this section we continue the same example of Appell \( F_2 \) (i.e., Eq. (69)) and perform numerical tests where \( a_i \)'s take values from integers, half-integers and rational numbers. Each of the series coefficients is evaluated with a set of upper limit \( N \) to show the dependencies of the results on \( N \).

First, we consider the case where \( a_i \)'s take integer values. Writing the series expansion of \( F_2 \) with the following values of \( a_i \)'s: \( a_1 = 1, a_2 = 2, a_3 = 3 \) and \( a_4 = 4 \)

\[
F_2(1, 2, \epsilon, 3 + \epsilon, 4 - \epsilon, x, y) = f_0 + \epsilon f_1 + \epsilon^2 f_2 + \epsilon^3 f_3 \tag{79}
\]

We find the numerical values of each of the series coefficients of Eq. (79) with the upper limit \( N = 15, 30, 45 \) and 60 at \((x, y) = (0.2, 0.3)\) in Table 7 below.

Table 7: We compute the first four series coefficients of expansion of \( F_2(1, 2, \epsilon, 3 + \epsilon, 4 - \epsilon, x, y) \) at \((x, y) = (0.2, 0.3)\). The summations are performed with upper limit \( N \) for each of the summation indices.

Now we compare both sides of Eq. (79) with \( \epsilon = 10^{-5} \) in Table 8.
Table 8: We compute the first four series coefficients of expansion of $F_2(1, 2, \epsilon, 3 + \epsilon, 4 - \epsilon, x, y)$ (i.e., (79)) at $(x, y) = (0.2, 0.3)$. The summations are performed with the upper limit $N = 60$ for each of the indices. Both the sides of Eq. (79) are found to be in good agreement.

Next, we take half-integer values of $a_i$’s: $a_1 = 1/2, a_2 = 3/2, a_3 = 5/2$ and $a_4 = 7/2$

$$F_2\left(\frac{1}{2}, \frac{3}{2}, \epsilon, \frac{5}{2}, \frac{7}{2}, \frac{7}{2} - \epsilon, x, y\right) = g_0 + \epsilon g_1 + \epsilon^2 g_2 + \epsilon^3 g_3$$  \hspace{1cm} (80)

Similar to the previous case, we compute the series coefficients of Eq. (80) at $(x, y) = (0.2, 0.3)$ with upper limit $N = 15, 30, 45$ and 60 in Table 9 below.

Table 9: We compare both sides of (80) at $(x, y) = (0.2, 0.3)$ with the upper limit $N = 15, 30, 45$ and 60 for each of the summation indices.

We compare both sides of (80) with $\epsilon = 10^{-5}$ below in Table 10.

Table 10: We compare both sides of the series expansion of $F_2(1/2, 3/2, \epsilon, 5/2 + \epsilon, 7/2 - \epsilon, x, y)$ at $(x, y) = (0.2, 0.3)$ with upper limit $N = 60$ for each of the indices. Both the sides of Eq. (81) are found to be in good agreement.

Lastly, we choose rational values for $a_i$’s: $a_1 = 1/7, a_2 = 2/7, a_3 = 3/7$ and $a_4 = 4/7$

$$F_2\left(\frac{1}{7}, \frac{2}{7}, \epsilon, \frac{3}{7}, \frac{4}{7}, \frac{4}{7} - \epsilon, x, y\right) = h_0 + \epsilon h_1 + \epsilon^2 h_2 + \epsilon^3 h_3$$  \hspace{1cm} (81)

We now compute the series coefficients of Eq. (81) at $(x, y) = (0.2, 0.3)$ with the upper limit $N = 15, 30, 45$ and 60 in Table 11.

Table 11: We compute the first four series coefficients of expansion of $F_2(1/7, 2/7, \epsilon, 3/7 + \epsilon, 4/7 - \epsilon, x, y)$ at $(x, y) = (0.2, 0.3)$ with upper limit $N$ for each of the summation indices.

Now we compare both sides of (81) with $\epsilon = 10^{-5}$ in Table 12.
Table 12: We compare both sides of the series expansion of $F_2(1/7, 2/7, \epsilon, 3/7 + \epsilon, 4/7 - \epsilon, x, y)$ at $(x, y) = (0.2, 0.3)$. The summations are performed with the upper limit $N = 60$ for each of the indices. Both the sides of Eq. (81) are found to be in good agreement.

We observe that the coefficients of the series expansion of $F_2$ in Eq. (69) convergence in a same rate, independent of the values of the parameters. In all the cases, at $(x, y) = (0.2, 0.3)$, the upper limit of the summation $N = 60$ of the series coefficients is enough to obtain a match in numerical results with the LHS up to 20 digits.

C.7 The Sunset example

In this section we numerically compare our results of $S^{(-2)}, S^{(-1)}$ and $S^{(0)}$ with the $x$-space representation of the sunset integral and the result obtained by the numerical package FIESTA5 [24]. We recall that, $S$, given by Eq. (71), is expanded in Laurent series in $\epsilon = (2 - D)/2$

$$S = \frac{1}{\epsilon^2} S^{(-2)} + \frac{1}{\epsilon} S^{(-1)} + S^{(0)}$$

Since the sunset integral is finite in $D = 2$ dimension, we expect $S^{(-2)}$ and $S^{(-1)}$ to be zero. Thus we compare $S^{(0)}$ with the $x$-space representation, given by Eq. (76). Fixing the overall prefactors, we expect the two quantities below to be equal.

$$S^{(0)} = 4m_3^2 I$$

where the integral $I$, given by Eq. (76), is calculated in Mathematica using the NIntegrate command.

The coefficients of the series expansion of $S$ (i.e., $S^{(-2)}, S^{(-1)}$ and $S^{(0)}$) are calculated for three different kinematic points (within the domain of convergence of the Lauricella series) specified by a set of values of $p^2, m_1^2, m_2^2$ and $m_3^2$ and tabulated in the Table 13. For each set, the coefficient of $\epsilon^{-2}$ (i.e., $S^{(-2)}$) is identically equal to zero. The coefficients of $\epsilon^{-1}$ and $\epsilon^0$ (i.e., $S^{(-1)}$ and $S^{(0)}$) are calculated with different values of the upper limit $N$ for each of the summation indices to show the dependence of the result on $N$. For example, in the first kinematic point, given by $(p^2, m_1^2, m_2^2, m_3^2) = (3, 10, 2, 100)$, $S^{(-1)}$ is calculated with $N = 10, 15, 20, 25$. As the number of terms in the summation is increased, the value of $S^{(-1)}$ approaches to zero. Similar trend follows for the second and third kinematic points. $S^{(0)}$ is calculated with $N = 10, 15, 20$ for the first kinematic point. The result with the upper limit of the summation $N = 20$ matches with the result of the $x$-space representation (i.e., $4m_3^2 I$). The numerical results of the sunset integral from FIESTA5 are also provided for comparison.
Table 13: We calculate $S^{(-2)}, S^{(-1)}$ and $S^{(0)}$ for three different kinematic points and compare the results with the results obtained from FIESTA5 and by numerically performing the integration in [70] using Mathematica.

D The $2F_2$ example

In this example we apply the methodology to confluent hypergeometric function $2F_2$. Consider the following function

$$G := 2F_2(1, 2; \epsilon, \epsilon - 1, x) = \sum_{m=0}^{\infty} \frac{(1)_m (2)_m}{(\epsilon)_m (\epsilon - 1)_m} \frac{x^m}{m!} \quad \text{where } |x| < \infty \quad (83)$$

Note that the lower Pochhammer parameters are $\epsilon$ and $\epsilon - 1$. So, the function $G$ may have Laurent series expansion. On the other hand, the function $2F_2(1, 2; \epsilon + 1, \epsilon + 1, x)$ has Taylor series expansion. We find the step down operator that relates to the former i.e. Eq. [51] with the later

$$G = H \ast 2F_2(1, 2; \epsilon + 1, \epsilon + 1, x) \quad (84)$$

The step down operator is found to be

$$H = \frac{\epsilon^3 - \epsilon^2 + 2x}{(\epsilon - 1)\epsilon^2} + \frac{x}{(\epsilon - 1)\epsilon^2} \partial_x + \frac{x^2(\epsilon + x - 1)}{(\epsilon - 1)\epsilon^2} \partial_x^2 \quad (85)$$

Expanding the operator $H$ in series, and collecting the coefficients of $\epsilon$ we find

$$H = \left[-(x-1)x^2\partial_x^2 + x(1-4x)\partial_x - 2x\right] \frac{1}{\epsilon} + \left[-x^3\partial_x^2 + (2-4x)x\partial_x - 2x\right] \frac{1}{\epsilon}$$

$$+ \left[-x^3\partial_x^2 - 4x^2\partial_x - 2x + 1\right] + \left[-x^3\partial_x^2 - 4x^2\partial_x - 2x\right] \epsilon + O(\epsilon^2) \quad (86)$$

The Taylor expansion of the $2F_2$ function on the right and side of Eq. [54] is found to be

$$2F_2(1, 2; \epsilon + 1, \epsilon + 1, x) = 1F_1(2; 1) + 4\epsilon x F \left[ \begin{array}{c} 3, \{1, 1\}, \{1, 1\}, \{1, 0, 1\}, \{1, 0, 0\} \\ 2, \{1, 1\}, \{2, 1, 1\}, \{2, 0, 1\} \end{array} \right] \left\{ x, x \right\}$$

$$+ 6\epsilon x^2 F \left[ \begin{array}{c} 3, \{1, 1\}, \{1, 1\}, \{1, 0, 1\}, \{1, 0, 0\} \\ 2, \{1, 1\}, \{2, 1, 1\}, \{2, 0, 1\} \end{array} \right] \left\{ x, x \right\}$$

$$+ \frac{3\epsilon^2}{4} F \left[ \begin{array}{c} 4, \{1, 1, 1\}, \{1, 1, 0\}, \{2, 0, 1, 1\}, \{1, 0, 1, 0\}, \{1, 0, 0, 1\} \\ 3, \{1, 1, 1\}, \{3, 1, 1, 1\}, \{3, 0, 1, 0\}, \{2, 0, 1, 0\} \end{array} \right] \left\{ x, x \right\}$$

$$+ \frac{9\epsilon^2}{8} F \left[ \begin{array}{c} 4, \{1, 1, 1\}, \{1, 1, 0\}, \{2, 0, 1, 1\}, \{1, 0, 1, 0\}, \{1, 0, 0, 1\} \\ 3, \{1, 1, 1\}, \{3, 1, 1, 1\}, \{3, 0, 1, 0\}, \{3, 0, 0, 1\} \end{array} \right] \left\{ x, x \right\}$$

$$+ O(\epsilon^3) \quad (87)$$
To find the Laurent series expansion of Eq. \( \text{(83)} \), we apply the step down operator Eq. \( \text{(86)} \) on the Taylor series expansion of \( 2F_2(1; 2; \epsilon + 1, \epsilon + 1, x) \), i.e. Eq. \( \text{(87)} \). The Laurent expansion reads,

\[
G = \left[ -2x_1 F_1(2; 1; x) + 2(1 - 4x) x_1 F_1(3; 2; x) - 3(x - 1)x^2_1 F_1(4; 3; x) \right] \frac{1}{\epsilon^2} + \ldots
\]

\[
\begin{align*}
&+ 4x(6x - 1) F \left[ \left\{ 3, \{1, 1\}, \{1, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 0\}\} \right\} \right] \frac{x}{x} \\
&+ 9x^2(2x - 1) F \left[ \left\{ 4, \{1, 1\}, \{2, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 0\}\} \right\} \right] \frac{x}{x} \\
&+ \frac{9x^2(2x - 1)}{2} F \left[ \left\{ 3, \{1, 1\}, \{1, \{1, 0\}\}, \{2, \{0, 1\}\}, \{2, \{0, 0\}\} \right\} \right] \frac{x}{x} \\
&+ \frac{8(x - 1)x^3}{3} F \left[ \left\{ 5, \{1, 1\}, \{3, \{1, 0\}\}, \{1, \{0, 1\}\}, \{1, \{0, 0\}\} \right\} \right] \frac{x}{x} \\
&+ \frac{4(x - 1)x^3}{3} F \left[ \left\{ 4, \{1, 1\}, \{4, \{1, 1\}\}, \{2, \{0, 1\}\} \right\} \right] \frac{x}{x} \\
&+ \frac{8(x - 1)x^3}{9} F \left[ \left\{ 5, \{1, 1\}, \{1, \{1, 0\}\}, \{3, \{0, 1\}\}, \{3, \{0, 0\}\} \right\} \right] \frac{x}{x} \frac{1}{\epsilon} + O(\epsilon^0) \quad (88)
\end{align*}
\]

The next two higher order terms are also evaluated and can be found in the ancillary file. A numerical test of the above result can be found in Appendix \[\text{D.1}\].

**D.1 The \( 2F_2 \) example**

To check the result (i.e. Eq. \( \text{(88)} \)) of the \( 2F_2 \) example, we multiply both sides of Eq. \( \text{(88)} \) by \( \epsilon^2 \). The right hand side becomes a series with non-negative powers of \( \epsilon \).

\[
\epsilon^2 2F_2(1; 2; \epsilon, \epsilon - 1, x) = C_0 + C_1 \epsilon + C_2 \epsilon^2 + C_3 \epsilon^3 + O(\epsilon^4)
\]

Each of the coefficients with appropriate powers of \( \epsilon \) are evaluated at \( x = 0.1 \) with \( \epsilon = 10^{-4} \) and tabulated in Table \[\text{14}\].

| \( \epsilon^2 2F_2(1; 2; \epsilon, \epsilon - 1, x) \) | \( C_0 \) | \( C_1 \epsilon \) | \( C_2 \epsilon^2 \) | \( C_3 \epsilon^3 \) |
|----------------|-------|---------|---------|---------|
| \( \epsilon^2 2F_2(1; 2; \epsilon, \epsilon - 1, x) \) | \(-0.07305179768480031690\) | \(-1.79514763323522925*10^{-5}\) | \(7.021511837197325735*10^{-9}\) | \(-1.52211510291782210*10^{-13}\) |

Table 14: The values of \( C_i \epsilon^i \), for \( i = 0, 1, 2, 3 \) at \( x = 0.1 \) with \( \epsilon = 10^{-4} \) are shown.

The left hand side i.e. \( \epsilon^2 2F_2(1, 2; \epsilon, \epsilon - 1, x) \) is calculated at the same \( x \) and \( \epsilon \) with sufficient number of terms and compared with the sum of \( C_0, C_1 \epsilon, C_2 \epsilon^2 \) and \( C_3 \epsilon^3 \) in the Table \[\text{15}\].

| \( \epsilon^2 2F_2(1, 2; \epsilon, \epsilon - 1, x) \) | \( C_0 + C_1 \epsilon + C_2 \epsilon^2 + C_3 \epsilon^3 \) |
|----------------|----------------|
| \(-0.07306974213977305910\) | \(-0.0730697421397730264\) |

Table 15: Comparison of the values of both sides of the series of \( \epsilon^2 2F_2(1; 2; \epsilon, \epsilon - 1, x) \) upto \( \epsilon^3 \) terms at \( x = 0.1 \) with \( \epsilon = 10^{-4} \). The result from the series expansion upto \( \epsilon^3 \) terms is in agreement with the value of \( \epsilon^2 2F_2(\ldots, x) \).
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