ESTIMATION OF 3D BODY SHAPE AND CLOTHING MEASUREMENTS FROM FRONTAL- AND SIDE-VIEW IMAGES
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ABSTRACT

The estimation of 3D human body shape and clothing measurements is crucial for virtual try-on and size recommendation problems in the fashion industry but has always been a challenging problem due to several conditions, such as lack of publicly available realistic datasets, ambiguity in multiple camera resolutions, and the undefinable human shape space. Existing works proposed various solutions to these problems but could not succeed in the industry adaptation because of complexity and restrictions. To solve the complexity and challenges, in this paper, we propose a simple yet effective architecture to estimate both shape and measurements from frontal- and side-view images. We utilize silhouette segmentation from the two multi-view images and implement an auto-encoder network to learn low-dimensional features from segmented silhouettes. Then, we adopt a kernel-based regularized regression module to estimate the body shape and measurements. The experimental results show that the proposed method provides competitive results on the synthetic dataset, NOMO-3d-400-scans Dataset, and RGB Images of humans captured in different cameras.

Index Terms—3D Shape Estimation, Clothing Measurements, Auto-encoder, Silhouette Segmentation, SMPL

1. INTRODUCTION

Human body shape and clothing measurement estimations are essential to design garments that are a perfect fit for the user. Prior to the surge of online retailing, garment suppliers did not have to worry about the perfect fit while making the garments since the in-store shoppers could physically try on the clothes. While online retailing has brought unparalleled convenience for the customers, the decoupling between the physical presence and the shopping process has challenged the fashion industry to provide good-fitting garments for every customer. According to recent surveys [1, 2], inconsistent sizing causes a major part of the e-commerce clothing returns, which has led to additional costs for the retailers, landfill waste, and carbon emission. A customized fit is particularly difficult due to factors such as regional, brand, and store variances, as well as the customer’s body shape changing over time. At present, most retailers refer to the past successful purchase history. While customers could provide the bust/waist/hip measurements to the online retailers, relying on the customers alone to perform those measurements not only brings inconvenience but also still suffers from the aforementioned problems such as the standard detachment between the customers and the producers. Therefore, online retailers must have a solution to obtain reliable body measurements more easily for the customers to improve satisfaction.

Earlier works [3, 4, 5, 6, 7] have proposed 3D body shape and clothing measurement estimation methods on silhouettes of humans or synthetic data. Dibra et al. [3] utilized 3D shape descriptors via shape embedding, Heat Kernel Signatures, and cross-modal Neural Networks for human shape estimation. Sengupta et al. estimated the human shape from the multiple RGB images from different viewpoints by using a probabilistic approach for silhouette representation and joints 2D maps. However, these methods have troubles when applied in reality because of ambiguities in the 2D data [8] like the camera position, resolution, and angle. Moreover, they are limited to only certain resolution images and are hard to be applied on high-resolution images because of a large set of training parameters. Additionally, for anthropometric measurements, Gonzalez et al. [9] proposed a physics simulation method for predicting these measurements. The authors fit the body shape to the template mesh and find inter-joint distances for body part segmentation. Another work [7] proposed a CNN architecture to extract the heat maps and a regression module to predict the measurements from the heatmaps. However, these anthropometric measurement estimation methods require high computational power for estimation or still work on laboratory-captured images with a single fixed device.

To solve the aforementioned problems and overcome the limitations, in this paper, we propose an end-to-end deep neural network architecture for 3D body shape and clothing measurement estimations from the frontal- and side-view images. The examples of the frontal- and side-view images, extracted silhouette images, and the results of the proposed method are shown in Fig. 1.

The main contributions of our study can be summarized...
The rest of the paper is organized as follows. Section 2 provides the details of the proposed method. Section 3 presents quantitative experimental results on the three datasets. Finally, Section 4 concludes the paper.

2. PROPOSED METHOD

The proposed framework consists of three phases: A U-Net-based silhouette segmentation module, an auto-encoder to learn the low dimensional feature space of humans, and a kernel-based regularized regression module to estimate the clothing measurements and the 3D body shape through a skinned multi-person linear (SMPL) model [11]. The overview of the proposed framework is shown in Fig. 2, where the input is the two multi-view images of the size of 512 × 512. The segmentation module extracts the human body silhouette and the auto-encoder learns the 256-dimensional representation for each image. The embedding features with height and weight are then fed into the regression module to estimate the shape and the measurements. We consider height and weight as additional features because learned features are not sufficient to capture the pattern. This is because the pictures can be captured on different mobile phones with different resolution cameras from different distances.

2.1. SMPL Model and Training Data

In our work, we estimate the 3D body shape by using SMPL [11], where it factorizes the human body surface into shape (β) and pose (θ) parameters. The pose(θ) is constant, and we deal only with β as our problem is more on shape estimation. Thus, the 3D body shape would be:

\[ T(\beta) = \bar{T} + D_s(\beta) \]

where \( \bar{T} \) denotes the template with zero pose and shape, \( D_s(\beta) \) denotes shape dependent deformation, and \( T(\beta) \) denotes the deformed vertices.

We train the proposed architecture on silhouettes of 3D meshes for training in two different views because of the shortage of 2D subjects. We captured the silhouettes, one on the frontal view and the other on the side view. This is done as a scene where the camera is at a fixed distance. Let \( X \in \mathbb{R}^{6890 \times 3} \) be the vertices of the 3D human and \( P \) be the parameters of the camera. The vertices are transformed on the new camera parameters with an angle of rotation \( \theta = 90^\circ \).

\[ X_{\text{new}} = P_{\theta=90^\circ} \times X_{\text{old}} \]

We adopted the methods [12, 13] for calculating the weight, and bust/waist/hip circumferences measures, which use physics-based simulations by fitting the actual mesh to the SMPL method for computing the measures. We calculated height using cuts between a point A and a point B, and multiply by the separation between cuts. For the weight, we multiplied the volume with the average human body density. The height and weight can be calculated as:

\[ h = N_{\text{cuts}} \times D_{\text{cuts}} \]
\[ w = v \times d \times 1000 \text{ (m}^3/\text{L)} \]

where \( N_{\text{cuts}} \) denotes the number of cuts between the two points, \( D_{\text{cuts}} \) denotes the separation between two cuts, \( v \) and \( d \) denote the volume of human mesh and the human body density, respectively, and \( d = 0.985 \) in the experiments.

2.2. Auto-encoder

In the proposed architecture, the encoder consists of five 3×3 convolutional layers with 32 filters each, followed by batch normalization and Leaky ReLU activation. After every convolution, the output is max-pooled by a 2×2 filter with stride 2. The decoder contains five upsampling layers with a scale factor of 2 and each upsampling layer contains a 3×3 convolutional layer with a batch norm and ReLU activation. In the end, the decoder has a 1×1 convolutional layer with the sigmoid activation squeezing output between 0 and 1. The equations of the encoder and decoder are as follows:

\[ z = \phi(X) \]
\[ X' = \psi(z) \]
3. EXPERIMENTAL RESULTS

In this section, we discuss the datasets and implementation details and provide the qualitative and quantitative results on different datasets to compare the proposed method with the state-of-the-art methods.

**Dataset:** For training and evaluating our model, we have followed the data synthesis method [14] and have labeled the ground truth based on the previous works [12, 13]. Since the state-of-the-art methods evaluated on the synthetic data, we show the experimental results on the synthetic data and a 3D scans dataset, named NOMO-3d-400-scans Dataset [15]. In addition, we tested our method on real image data from 10 volunteers with RGB images and tape labeled measurements.

**Training:** First, we trained the U-Net-based silhouette segmentation module with four different datasets: Mapillary Vistas [16], COCO [17], Pascal VOC [18], and AISegment [19]. Second, we trained the auto-encoder module with a batch size of 32 and 50 epochs, using the Adam optimizer with a 0.0001 learning rate. The performance metric for image reconstruction is average accuracy. Lastly, we trained the kernel-based regularized regression module with the polynomial kernel function, $L_2$ regularization, degree of 3, alpha 0.1, and optimized on $L_2$ loss. The performance metric for clothing measurements is mean absolute error (MAE). The proposed framework was implemented using PyTorch in NVIDIA Tesla V100 DGXS 16GB. The code is available at https://github.com/kundanthota/humanet/.

**Results:** We show the performance of the proposed method with three different aspects: the performance of
reconstruction by the auto-encoder module, the errors of clothing measurement on three different datasets, and the performance of the 3D body shape estimation. First, Table 1 shows that the comparison reconstruction results with the principal component analysis (PCA) method. The PCA model performed well only on the side-view images but failed on the frontal-view images, but the proposed auto-encoder achieved better accuracy on both views. Second, the comparison results on the synthetic dataset are shown in Table 2. The comparison results show that the proposed method provided better measurement performance than other state-of-the-art methods, such as HS-Net [14], HKS-Net [3], and BoDiEs [20]. In addition, we evaluated our method on NOMO-3d-400-scans Dataset and the real image data from 10 volunteers. The comparison results are shown in Table 3 and Table 4. The proposed method gave a better performance on the NOMO-3d-400-scans Dataset than the BODY-rgb method [7] in terms of three-body measurements. The average error of three-body measurements on the NOMO-3d-400-scans Dataset is 2.83 cm and on the real image data is 2.92 cm. Lastly, we used the same training criteria as in the measurements for estimating the shape parameters and reconstructed the 3D body using the SMPL [11] method. We calculated the Hausdorff distance as a per-vertex mean error to compare the distance between the reconstructed mesh and the ground truth. The overall per-vertex mean error is 0.52 mm. The example results are shown in the Fig. 3 as heatmaps between the ground truth and the predicted 3D body shape.

4. CONCLUSION

In this paper, We have presented an efficient and simple architecture that can be adapted by retailers easily. In order to extract silhouettes from the frontal- and side-view images, we adopted the U-Net-based silhouette segmentation module. After extracting the silhouettes, the auto-encoder module extracts the low-dimensional features from the images. Then, the proposed kernel-based regularized regression module predicted accurate 3D body shape by using the SMPL model and three-body measurements without strict camera restrictions. The experimental results showed that the proposed method estimated the body measurements better than the state-of-the-art methods on three different datasets in terms of three different body measurements. In future work, we will collect more real data with more features like body type, age, etc, to improve the performance of the proposed method because the proposed framework was trained on the synthetic dataset only. We believe extending our work by including more features can provide accurate results in measurements estimation.
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