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Abstract. The categorization of processes according to their functionality is a key point to understand, how the user spent his or her time working with a computer. This task is not trivial due to the limited textual information available with applications. The existing approaches of this area commonly use predefined categories or clusterization techniques for applications, not processes. These techniques also do not describe the choice of these particular categories. In this paper, we describe our approach for the categorization of process names and explain, why we choose the set of categories we used. We evaluated the proposed approach on our collected data and got 81% correctly classified processes.

1. Introduction
Nowadays, the biggest software repositories are hosting thousands of different software systems [1]. With the growth of software products, it is important to guarantee that we still can differentiate given applications, since the categorization can be very useful in a variety of tasks:

- finding the software. We can group similar software systems [2, 3] in one category to make them easily found;
- finding CPU utilization objectives [4]. We can understand, which category consumes more energy [5, 6, 7, 8, 9];
- informing developers about related software systems [10]. Developers can learn the “best practices”;
- software maintenance [11]. Developers could recognize what problems or bugs of applications from the same category can appear.

Also, categorization can help to understand user preferences, improve personalized services. In our case, we are more interested in the investigation of the time spent on each category by different users. To do this, we need to be able to categorize the processes that were executed. In the past, the categories were assigned manually, but now with the huge amount of applications, it is almost impossible to do. This is based on software metrics and the existing wide approaches in their analysis [12, 13, 14, 15, 16, 17, 18, 19] and it is particularly important in the agile industry, where we aim at gathering such information without additional effort from developers [20, 21, 22, 23, 24, 25, 26, 27].

In this paper, we propose a method for categorization of processes executed during the user’s interaction with a computer. It is based on finding the longest matching subsequence of two elements: the process name and element from the list of applications with categories. Our results are promising: we can correctly categorize 81% of process names we collected.
The paper is organized as follows. Section 2 gives brief information about what has already been done in this area. In Section 3 we described the data we collected for our study and explained our choice of categories. Section 4 reports about our proposed approach. In Section 5 one can find the descriptions of experiments and evaluation of a proposed approach. Discussion of the results is in Section 5. Finally, possible improvements and future work is described in Section 6.

2. Related works
Before constructing the method, it would be better to know, what are we expecting from the categorization system. Kawaguchi et al. (2006) [28] described requirements for an ideal automatic software categorization system and proposed their MUDABlue method based on Latent Semantic Analysis. With the help of Latent Semantic Analysis, they retrieved categories and then determined what software systems belong to those categories. Maletic et al. (2000) [29] also used Latent Semantic Analysis to the source code, but for finding similarities in software systems. Source code analysis for identifying topics was also discussed in works Kuhn et al. (2007) [30], Maskeri et al. (2008) [31].

Instead of using source code, Zhu et al. (2012) [32] proposed a classification approach for mobile applications using contextual information about them. Their method captures context patterns. Applications, which have similar context patterns, will go to the same class. Yoon et al. (2017) [33] considered only application titles as textual information and suggested a method for automatic classification of applications without predefined categories. To improve classification accuracy, Radosavljevic et al. (2016) [34] proposed a method without predefined categories, which takes into consideration both the textual description and title of an application.

Singla et al. (2018) [35] showed, that using application images with contextual information can also help to obtain better classification accuracy.

3. Data collection
We have two sets of data:

(i) applications with predefined categories;
(ii) process names, for which we need to define the category.

The difference between the application names and process names is that the process names have extensions like .exe or the path to the executable file.

The first set of data is the set of application names, with which we will find the similarity of a given process. Since there are a lot of sources containing application names with categories, we decided at first to construct a mapping from processes to applications and then for each application define the category. The second set is the process names themselves.

Based on the works of researchers and tools (like RescueTime [36]) in the related fields, we defined the most popular categories that we will use in our work:

(i) utilities - downloaders, OneDrive;
(ii) entertainment - games, music and video players;
(iii) development - IDEs and development tools;
(iv) communication - chats, messengers;
(v) management - calendar, project management and tracking tools;
(vi) education - readers, text editors;
(vii) design&creativity - photo and video editors, design applications.
Each of these categories we filled with the names of applications taken with a help of SourceForge \cite{37}. Overall, we have 125444 popular application names in both open source and commercial usage \cite{38, 39, 40, 1, 41, 42, 43}.

The data without categories comes from a non-invasive measurement tool, “Innometrics” \cite{44, 45, 46, 47, 48, 49, 50, 51, 52}, tracking the application on focus. Each record of the data contains the process name.

First of all, we preprocessed these process names. We deleted the extensions and the path to the executable file, leaving only the main part of the process name. For example, if we have “Telegram.exe”, we will use only “telegram”. After the preprocessing procedure, we labeled this data manually in order to test our proposed approach \cite{53}.

4. Proposed approach

We wanted to create a simple method, which will take a process name as an input and give the category as an output. We saw from works described in Section 2, that the classifiers, which works with contextual information, can give good results. Based on this, we decided to use only the process name in our approach. Since in most cases, the process names are very similar to application names, we decided to use this fact as a cornerstone of our approach.

The challenging thing in such an approach is how to measure the similarity between two strings. The application name can have more symbols than the process and vice versa. Also, the process name could be an abbreviation of an application name, so weed solution, that will capture this information.

We considered different ways of measuring the similarity, starting from the most popular distances between two words (like Levenshtein \cite{54} and Hamming \cite{55} distances) and finishing with built-in sequence matching functions in Python. For our task, we choose “SequenceMatcher” class from python module “difflib” \cite{56}. It is a class for comparing pairs of sequences of any type. The main idea is to find the longest contiguous matching subsequence that does not contain unnecessary elements. SequenceMatcher tries to compute a difference between two sequences that is more familiar for human eyes.
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**Figure 1.** Proposed method

We can see the scheme of our method work in Figure 1. It takes a process name from the Innometrics system. After that, the process name is going to be preprocessed. At this stage, all the extensions and paths will be removed. Then we will calculate the similarity between “clear” process name and applications from the first dataset described above. The application with the highest value will be chosen as ground truth and its category will be assigned to the given process name.
5. Results and discussion
During the evaluation of our method, we set the threshold: if the ratio of similarity is less than 0.5, we consider our process name as uncategorized. These uncategorized processes we will consider separately since it could be an executable file of operating system interior process.

Also, in our experiments, we did not classify the browsers, since their category strongly depends on the considered information through it.

For our experiments, we have different process names taken from the Innometrics system. Our proposed approach can correctly assign the category for 81% of process names. 14.3% of considered processes were labeled as “Uncategorized”. In this case, we had some names, for which it is difficult (abbreviations from application names) or impossible (executable files of operating system interior process) to find applications. And finally, only 4.7% of processes were classified incorrectly.

6. Conclusion and future work
The ability to categorize applications in our own way encourages us to move ahead in this direction. We want to use this categorization approach to understand the time spent for each category by a computer user. After it, we want to extend our classifier, so it could classify the browser titles based on the same categories.

Also, we would be most happy to share the data that we have collected with other researchers interested in this area, for a comprehensive progress of the discipline.
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