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Abstract—Recommender systems aim to provide personalized services to users and are playing an increasingly important role in our daily lives. The key of recommender systems is to predict how likely users will interact with items based on their historical online behaviors, e.g., clicks, add-to-cart, purchases, etc. To exploit these user-item interactions, there are increasing efforts on considering the user-item interactions as a user-item bipartite graph and then performing information propagation in the graph via Graph Neural Networks (GNNs). Given the power of GNNs in graph representation learning, these GNN-based recommendation methods have remarkably boosted the recommendation performance. Despite their success, most existing GNN-based recommender systems overlook the existence of interactions caused by unreliable behaviors (e.g., random/bait clicks) and uniformly treat all the interactions, which can lead to sub-optimal and unstable performance. In this paper, we investigate the drawbacks (e.g., non-adaptive propagation and non-robustness) of existing GNN-based recommendation methods. To address these drawbacks, we propose the Graph Trend Networks for recommendations (GTN) with principled designs that can capture the adaptive reliability of the interactions. Comprehensive experiments and ablation studies are presented to verify and understand the effectiveness of the proposed framework. Our implementation and datasets can be released after publication.

Index Terms—Recommender Systems, Graph Neural Networks, Graph Trend Filtering, Adaptive Graph Smoothing.

I. INTRODUCTION

Personalized recommendations aim to alleviate information overload problem through assisting users in discovering items of interest, and they have been deployed to many user-oriented online services such as E-commerce (e.g., Amazon, Taobao), and Social Media sites (e.g., Facebook, Twitter, Weibo) [1]–[3]. The key of recommender systems is to predict whether users are likely to interact with items based on the historical interactions [4], including clicks, add-to-cart, purchases, etc. As a widely used solution, collaborative filtering (CF) techniques are developed to model historical user-item interactions, assuming that users who behave similarly are likely to have similar preferences towards items [5].

Among various collaborative filtering techniques, matrix factorization (MF) is the most popular one [2]. It embeds users and items into the vectorized representations (i.e., embeddings) and models the user-item interaction via the inner products between the user and item representations [9], [7]. Later on, neural collaborative filtering (NeuCF) model is proposed to replace the inner product in MF model with neural networks in order to model the non-linear interactions between users and items [2]. However, in these models, the user-item interactions are only considered in the objective function for model training, which leads to unsatisfactory exploitation of the interaction data.

To better exploit the user-item interactions as well as the high-order connectivity therein, graph collaborative filtering models such as NGCF [8] and LightGCN [9] propose to explicitly propagate the user embedding $e_u^k$ and item embedding $e_i^k$ according to the user-item interaction through the propagation:

$$e_u^{k+1} = \frac{1}{\sqrt{|\mathcal{N}(u)|}} \sum_{i \in \mathcal{N}(u)} \frac{1}{\sqrt{|\mathcal{N}(i)|}} e_i^k,$$

$$e_i^{k+1} = \frac{1}{\sqrt{|\mathcal{N}(i)|}} \sum_{u \in \mathcal{N}(i)} \frac{1}{\sqrt{|\mathcal{N}(u)|}} e_u^k$$

where $\mathcal{N}(u)$ denotes the set of items that user $u$ interacts with and $\mathcal{N}(i)$ denotes the set of users who interact with item $i$. Such embedding propagation motivated by the feature aggregation in graph neural networks (GNNs) [10]–[16] is the key for graph collaborative filtering models to significantly advance the state-of-art of recommender systems.

Despite their success, prior manner of modeling user-item relationships is insufficient to discover the heterogeneous reliability of interactions among instances in recommender systems. The key reason is that most existing deep recommender systems uniformly treat all the interactions. For instance, as shown in the propagation rule (1), the item embedding $e_i^k$ is propagated to all relevant users equally. This leads to sub-optimal representation learning for recommendations based on the historical behavior data since the reliability of the interactions is often heterogeneous.

In fact, in most e-commerce platforms, a large portion of clicks (e.g., random/bait clicks) are not directly related to purchases and many purchases end up with negative reviews, where users’ implicit feedback (e.g., click and purchase) is unreliable and cannot reflect the actual satisfaction and...
we conduct experiments on four real-world datasets to illustrate the effectiveness of the proposed method. In section V, we review existing research related to our work. Finally, we conclude our work with future directions in Section VI.

II. PRELIMINARY

In this section, we introduce the notations used in this paper and briefly review some preliminaries about embedding propagation in GNN-based collaborative filtering.

A. Notations and Definitions

We use bold upper-case letters such as $E$ to denote matrices and bold lower-case letters such as $e$ to define vectors. Given a matrix $E \in \mathbb{R}^{(n+m)\times d}$, we use $E_i$ to denote its $i$-th row and $E_{ij}$ to denote its element in $i$-th row and $j$-th column. We define the Frobenius norm and $\ell_1$ norm of matrix $E$ as $\|E\|_F = \sqrt{\sum_{ij} E_{ij}^2}$ and $\|E\|_1 = \sum_{ij} |E_{ij}|$, respectively. We define $\|E\|_2 = \sigma_{\text{max}}(E)$ where $\sigma_{\text{max}}(E)$ is the largest singular value of $E$. Given two matrices $E, F \in \mathbb{R}^{n \times d}$, we define their inner product as $\langle E, F \rangle = \text{tr}(E^\top F)$.

The historical interactions between users and items in recommender systems can be naturally represented as a bipartite graph $G = \{V, E\}$, where the node set $V$ includes user nodes $\{v_1, \ldots, v_n\}$ and item nodes $\{v_{n+1}, \ldots, v_{n+m}\}$, and the implicit interactions can be denoted as the edges between user nodes and item nodes in the graph. We denote the undirected edge set as $E = \{e_1, \ldots, e_m\}$.

The graph structure of $G$ can be represented as an adjacent matrix $A \in \mathbb{R}^{(n+m)\times(n+m)}$, where $A_{ij} = 1$ when there exists an edge or interaction between nodes $v_i$ and $v_j$. Note that there is no direct interaction within users or items so that the graph is a bipartite graph. We use $\mathcal{N}(v_i)$ to denote the neighboring nodes of node $v_i$, including $v_i$ itself. The graph Laplacian matrix is defined as $L = D - A$, where $D$ is the diagonal degree matrix. Let $\Delta \in \{-1, 0, 1\}^{\ell\times|V|}$ be the oriented incident matrix, which contains one row for each edge. If $\ell_{ij} = (i, j)$, then $\Delta$ has the $\ell$-th row as:

$$\Delta_{\ell} = (0, \ldots, \underbrace{1}_{i}, \ldots, \underbrace{1}_{j}, \ldots, 0),$$

where the edge orientation can be arbitrary. In addition, we denote the embeddings of nodes in graph $G$ as:

$$E = [\underbrace{e_1, \ldots, e_n}_{\text{users embeddings}}, \underbrace{e_{n+1}, \ldots, e_{n+m}}_{\text{item embeddings}}]^\top \in \mathbb{R}^{(n+m)\times d} \quad (3)$$

where $d$ is the dimension of embeddings.

B. Embedding Propagation and Smoothness

Given the embeddings $E^k$, the embedding propagation (i.e, Eq. (1) and Eq. (2)) in GNN-based collaborative filtering can be written in a matrix form:

$$E^{k+1} = \tilde{A}E^k \quad (4)$$

Figure 1: An illustration on unreliable user-item interactions. User 2 bought a one-time item (i.e., Handbag) for his mother’s birthday present; User 3 was affected by the click-bait issue and was ‘cheated’ to interact with an item (i.e., Ring) by the attractive exposure features (e.g., headline or cover of the item).

preferences of users [17], [18]. As shown in Figure 1 with financial incentive, some sellers can sell their items with attractive exposure features (e.g., headline or cover of items), so as to deliberately mislead buyers (e.g., user 3) to interact (e.g., clicks, add-to-cart, purchases, etc.), which is known as click-bait issue; a user (i.e., user 2), who is interested in electronic products, purchased a one-time item (i.e., handbag) for his mother’s birthday present. Worse still, such unreliable feedback may dominate the entire training dataset, and is hard to identify or prune, which may hinder the recommender systems from learning the actual user/item representations based on the user-item graph and make the recommender systems vulnerable to unreliable interactions.

The aforementioned deficiency significantly limits the applications of existing collaborative filtering methods in real-world recommender systems. Therefore, it is desired to design a new collaborative filtering method that adaptively propagates the embedding in recommender systems, which can lead to more accurate and robust recommendations. In this paper, inspired by the concepts of trend filtering [19], [20] and graph trend filtering [21], we propose Graph Trend Networks (GTN) to capture and learn the adaptive importance of the interactions in recommender systems. Our major contributions can be summarized as follows:

- We investigate the drawbacks of existing GNN-based recommendation methods such as non-adaptive propagation and non-robustness from the perspective of Laplacian smoothness;
- We propose a principled graph trend collaborative filtering algorithm to capture the adaptive reliability of the interactions between users and items;
- Comprehensive experiments and ablation study on various real-world datasets are conducted to demonstrate the superiority of the proposed framework.

The remainder of this paper is organized as follows. We introduce the proposed framework in Section III. In Section IV, we
where $\tilde{A} = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}}$ and $A = A + I$ whose degree matrix is $D$.

The propagation is motivated by the graph convolutional operator in graph neural networks [12], and it is shown as solving the Laplacian smoothing problem [10] to enforce embedding smoothness over the user-item interactions

$$\arg\min_{E \in \mathbb{R}^{(n+m) \times d}} \text{tr}(E^\top (I - \tilde{A}) E).$$

(5)

In other words, the embedding propagation in Eq. (4) is equivalent to the gradient descent on problem (5) with the initialization $E^k$ and stepsize $1/2$. It can be rewritten in an edge-wise form as:

$$\text{tr}(E^\top (I - \tilde{A}) E) = \sum_{(i,j) \in E} \frac{e_i}{\sqrt{d_i + 1}} - \frac{e_j}{\sqrt{d_j + 1}}$$

(6)

with $d_i$ being the node degree of node $v_i$. It is clear that the embedding propagation essentially enforces the user embedding $e_i$ and item embedding $e_j$ to be close (i.e., embedding smoothness), if there exist interactions between them. As a result, their inner products become large, which can provide positive predictions on the recommendation. However, the embedding smoothness is equally imposed over all the interactions as showed in Eq. (6). Consequently, the embedding propagation might cause inappropriate smoothness caused by unreliable interactions such as unintended clicks. For instance, if a user randomly clicks some items, it doesn’t necessarily mean the user actually likes the items. Unfortunately, the embedding propagation due to these interactions will enforce the user embedding to be similar to those items. As a result, the recommender system will rank these items at the top for the user’s recommendation. Such non-adaptive propagation results in the non-robustness of graph collaborative filtering, which limits the application in real-world recommender systems where unreliable interactions widely exist.

To verify the non-robustness of such embedding propagation, we conduct a preliminary study to assess the performance of a representative graph collaborative filtering method when the interactions between users and items contain different ratios of random noise. This is evaluated by injecting random user-item interactions into the datasets. The experimental results are shown in Figure 2. It can be observed that the performance of LightGCN [9] drops significantly when the interactions between users and items become more noisy, which confirms our discussion.

### III. THE PROPOSED METHOD

In this section, we motivate the idea of graph trend collaborative filtering which models adaptive smoothness over the interactions, and introduce the corresponding algorithm. Finally, we present the overall recommendation framework as well as the training process.

#### A. Design Motivation

The non-adaptive and non-robust characteristics of embedding propagation in existing graph collaborative filtering methods have been discussed and verified in Section II-B. To build a more reliable and robust recommender system, we aim to design a new collaborative filtering method that models the adaptive smoothness over the user-item interactions. Motivated by the concepts of trend filtering [19], [20] and graph trend filtering [21], we propose the following embedding smoothness objective for user-item graph in recommendations:

$$\arg\min_{E \in \mathbb{R}^{(n+m) \times d}} \frac{1}{2} \|E - E_m\|_F^2 + \lambda \|\tilde{E}\|_1,$$

(7)

where $E_m$ contains the initial embeddings of items and users. $\Delta = \Delta D^{-\frac{1}{2}}$ is the incident matrix normalized by the square root of node degrees, $\lambda$ is a hyper-parameter to control the strength of the embedding smoothness. The first term preserves the proximity with the initial embedding of users and items, and the second term imposes embedding smoothness over the interactions $E$ since

$$\|\tilde{E}\|_1 = \sum_{(i,j) \in E} \frac{e_i}{\sqrt{d_i + 1}} - \frac{e_j}{\sqrt{d_j + 1}}.$$  

(8)

It can be also rewritten as

$$\|\tilde{E}\|_1 = \sum_{(i,j) \in E} W_{ij} \cdot \frac{e_i}{\sqrt{d_i + 1}} - \frac{e_j}{\sqrt{d_j + 1}}.$$  

(9)

The purpose of normalization is to ensure numerical stability and to reduce the dominating impacts of nodes with high degrees.
Comparing with the objective in Eq. (6), \( \| \Delta E \|_1 \) can be considered as a re-weighted version of \( \text{tr}(E^\top LE) \) where the smoothness over the interaction \((i, j)\) in user-item graph is weighted by \( W_{ij} \). Note that \( W_{ij} \) is small if \( \frac{e_i}{\sqrt{d_i+1}} \) is far away from \( \frac{e_j}{\sqrt{d_j+1}} \), while \( W_{ij} \) is large if \( \frac{e_i}{\sqrt{d_i+1}} \) is close to \( \frac{e_j}{\sqrt{d_j+1}} \). Therefore, if an interaction happens between a user and an item that has significantly different embeddings, such interaction might be unreliable or might not reflect the actual preference of the user, so that it should be down weighted.

The embedding smoothness prior defined in Eq. (7) inherits the adaptive smoothness property from graph trend filtering that has been shown to adapt to inhomogeneity in the level of smoothness of signal and tend to provide piecewise polynomial (e.g., piecewise constant) signal over the graph [21]. Specifically, the sparsity induced by the penalty \( \| \Delta E \|_1 \) implies that many of the embedding differences \( \frac{e_i}{\sqrt{d_i+1}} - \frac{e_j}{\sqrt{d_j+1}} \) are zeros across the edges \((i, j)\) if the embedding difference is sufficiently small. In other words, if the user and item embeddings are very similar, the filtering will make them even more closer. Moreover, the penalty is able to tolerate large embedding differences. That is to say, if the user and item embeddings are significantly different, the filtering will maintain the difference, which avoids improper smoothing. Therefore, it leads to more robust and adaptive propagation.

### B. Graph Trend Collaborative Filtering

With the defined smoothness assumption in Eq. (7), we here derive an efficient algorithm to achieve the desired adaptive smoothness property for user-item graph in recommendations. The objective in Eq. (7) is convex so that any local minimum is equivalent to the global minimum. Moreover, it is composed by a smooth function \( f(E) = \frac{1}{2} \| E - E_{in} \|_F^2 \) and a nonsmooth function \( g(E) = \lambda \| \Delta E \|_1 \), which are further coupled by the normalized incident matrix \( \Delta \) of the user-item graph. To decouple these two components, we first reformulate the problem as an equivalent constrained problem:

\[
\min_{E, F} \frac{1}{2} \| E - E_{in} \|_F^2 + \lambda \| F \|_1 \quad \text{s.t.} \quad F = \Delta E
\]

This is equivalent to the following saddle point problem by introducing the Lagrangian multipliers \( Y \in \mathbb{R}^{E \times d} \):

\[
\min_{E, F} \max_{Y} \frac{1}{2} \| E - E_{in} \|_F^2 + \langle \Delta E, Y \rangle + \| F \|_1 + \langle -F, Y \rangle.
\]

Using the conjugate function for \( g(F) = \lambda \| F \|_1 \):

\[
g^*(Y) := \sup_X (Y, X) - g(X),
\]

the saddle point problem can be rewritten as:

\[
\min_{E} \max_{Y} \frac{1}{2} \| E - E_{in} \|_F^2 + \langle \Delta E, Y \rangle - g^*(Y).
\]

Then we can apply the primal-dual algorithm, Proximal Alternating Predictor-Corrector (PAPC) [22], to obtain the following iterative solver:

\[
\begin{align}
E^{k+1} &= E^k - \gamma (E^k - E_{in}) - \gamma \Delta^\top Y^k \quad (10) \\
Y^{k+1} &= \text{prox}_{\beta g^*}(Y^k + \beta \Delta E^{k+1}) \quad (11) \\
E^{k+1} &= E^k - \gamma (E^k - E_{in}) - \gamma \Delta^\top Y^{k+1} \quad (12)
\end{align}
\]

where \( \text{prox}_{\beta g^*}(X) = \arg \min_Z \frac{1}{2} \| Z - X \|_F^2 + \beta g^*(Z) \), and \( \gamma \) and \( \beta \) are the primal and dual stepsizes to be specified later. The first step in Eq (10) is a gradient descent step on the primal variable \( E^k \), and the second step in Eq (11) is a proximal dual ascent step on the dual variable \( Y^k \) based on the primal prediction \( E^{k+1} \). The third step in Eq (12) is a gradient descent step on the primal variable based on the dual variable \( Y^{k+1} \).

Next we describe the computation for the proximal operator \( \text{prox}_{\beta g^*}(X) \). By definition, the proximal operator of \( \frac{1}{2} g(X) \) is defined as:

\[
\text{prox}_{\frac{1}{2} g}(X) = \arg \min_Z \frac{1}{2} \| Z - X \|_F^2 + \lambda \| Z \|_1,
\]

which is equivalent to the soft-thresholding operator:

\[
(S_{\frac{1}{2} g}(X))_{ij} = \text{sign}(X_{ij}) \max(|X_{ij}| - \frac{\lambda}{\beta}, 0) - X_{ij} - \text{sign}(X_{ij}) \min(|X_{ij}|, \frac{\lambda}{\beta}).
\]

Using the Moreau’s decomposition principle [23],

\[
X = \text{prox}_{\beta g^*}(X) + \beta \text{prox}_{\frac{1}{2} g^*}(\frac{X}{\beta}),
\]

we can derive:

\[
\text{prox}_{\beta g^*}(X) = X - \beta \text{prox}_{\frac{1}{2} g^*}(\frac{X}{\beta}) = X - \beta \left( \frac{X}{\beta} - \text{sign}(\frac{X}{\beta}) \min(\frac{X}{\beta}, \frac{\lambda}{\beta}) \right) = \text{sign}(X) \min(|X|, \lambda).
\]

**Parameter settings.** We provide the following theorem to ensure the convergence of the derived iteration solver and provide guidance on the parameter settings.

**Theorem 1.** Under the stepsize setting \( \gamma = 1 \) and \( \beta = \frac{1}{2} \), the iterations in Eq. (10), (11) and (12) are guaranteed to converge to the optimal solution of problem (7).
Proof. It is proved in the work [22] that the iterations in Eq. (10), (11) and (12) converge to the optimal solution if the parameters satisfy \( \gamma < \frac{1}{2} \) and \( \beta \leq \frac{1}{2\|\Delta \Delta^\top\|_2} \), where \( L = 1 \) is the Lipschitz constant of \( \nabla \|E - E_{\text{init}}\|_F^2 = E - E_{\text{init}} \). Note that \( \|L\|_2 = \|\Delta \Delta^\top\|_2 = \|\Delta \Delta^\top\|_2 \leq 2 \{24\} \). Therefore, to ensure convergence, it is sufficient to choose \( \gamma = 1 < 2 \) and \( \beta = \frac{1}{2} \leq \frac{1}{2\|\Delta \Delta^\top\|_2} \).

Under the parameter setting implied by Theorem 1, the iterative solver can be simplified and summarized in Figure 3.

\[
\begin{align*}
E^{k+1} &= E_{\text{init}} - \Delta^\top Y^k \\
Y^{k+1} &= Y^k + \frac{1}{2} \Delta E^{k+1} \\
Y^{k+1} &= \text{sign}(Y^{k+1}) \min(\|Y^{k+1}\|, \lambda)
\end{align*}
\]

Output: \( E^{k+1} = E_{\text{init}} - \Delta^\top Y^{k+1} \)

Figure 3: Graph Trend Collaborative Filtering (GTCF).

**Complexity analysis.** The proposed graph trend collaborative filtering in Figure 3 is efficient and scalable. The major computation cost comes from three sparse matrix multiplications, including \( \Delta^\top Y^k, \Delta E^{k+1} \) and \( \Delta^\top Y^{k+1} \). Note that the last one \( \Delta^\top Y \) only needs to be computed in the output step but not in each iteration. The computation complexity for each iteration is in the order \( (|E|d) \) where \( |E| \) is the number of interactions between users and items and \( d \) is the dimension of embedding. Therefore, the computation complexity is in the same order as the embedding propagation in Eq. 4.

**C. Graph Trend Networks**

In this subsection, we introduce the graph trend networks (GTN) which includes four major components: 1) embedding initialization; 2) embedding filtering; 3) model prediction; and 4) model training.

**Embedding initialization.** Given the general situations where only the user-item interaction data is available while there is no features for the user or item, we first randomly initialize the user and item embeddings:

\[
E_{\text{init}} = \begin{bmatrix} e_1^0, \ldots, e_n^0, \ldots, e_{n+m}^0 \end{bmatrix}^\top \in \mathbb{R}^{(n+m) \times d}.
\]

In some applications where the features of users or items are available, we can either use the given features or concatenate them with randomly initialized embeddings.

**Embedding Filtering.** Given the initialized user and item embeddings \( E_{\text{init}} \), we apply the proposed graph trend collaborative filtering (GTCF as showed in Figure 3) on \( E_{\text{init}} \in \mathbb{R}^{(n+m) \times d} \) with \( K \) iterations, such that we can extract the final representations of users and items:

\[
E^K = \begin{bmatrix} e_1^K, \ldots, e_n^K, \ldots, e_{n+m}^K \end{bmatrix}^\top \in \mathbb{R}^{(n+m) \times d}
\]

which encodes the user-item interaction information and follows the embedding smoothness assumption in Eq. 7.

**Model Prediction.** Finally, the model prediction on whether a user \( u \) is interested in an item \( i \) is defined as the inner product between their final representations \( E^K \):

\[
\hat{y}_{ui} = e_u^K e_i^K.
\]

The prediction will be used as the ranking score for recommendation generation.

**Model Training.** The model parameters to be learned are the initial user and item embeddings \( E_{\text{init}} \). To train a good set of model parameters of our proposed method, we need to identify an objective function to optimize. In this paper, we adopt the pairwise BPR loss [6] to optimize model parameters based on the implicit feedback in recommendations, assuming that score predictions on the observed interactions should be higher than the unobserved interactions:

\[
\mathcal{L}_{\text{BPR}} = \sum_{(u,i,j) \in O} -\ln \sigma(\hat{y}_{ui} - \hat{y}_{uj}) + \alpha \|E_{\text{init}}\|_F^2,
\]

where \( \alpha \) controls the \( L_2 \) regularization to reduce the risk of overfitting. \( \sigma(\cdot) \) is the Sigmoid function. The set \( O = \{ (u,i,j) | (u,i) \in E, (u,j) \notin E \} \) denotes the pairwise training data, where \( (u,i) \in E \) indicates that the interactions between user \( v_u \) and item \( v_j \) is observed (positive), while \( (u,j) \notin E \) indicates that the interaction between user \( v_u \) and item \( v_j \) is not observed (negative).

**IV. EXPERIMENT**

In this section, we conduct experiments to verify the effectiveness of our model. We first introduce the experimental settings, and then present the performance comparison with various baselines on benchmark datasets. Second, we assess the robustness of the proposed model by assessing the performance with increasing noisy interactions. We also include detailed ablation studies to understand how the proposed model works. Finally, we study the impact of hyper-parameters on the proposed model. In particular, we aim to answer the following research questions (RQs):

- **RQ1:** How does our proposed method GTN perform, comparing to the state-of-the-art recommendation methods?
- **RQ2:** Can GTN achieve adaptive embedding smoothness and improve the robustness against unreliable user-item interactions?
• RQ3: How do the hyper-parameters affect the performance of the proposed method?

A. Experimental Settings

Table I: Basic statistics of benchmark datasets.

| Datasets     | #Users | #Items | #Interactions |
|--------------|--------|--------|---------------|
| Gowalla      | 29,858 | 40,981 | 1,027,370     |
| Yelp2018     | 31,668 | 38,048 | 1,561,406     |
| Amazon-Book  | 52,643 | 91,599 | 2,984,108     |
| LastFM       | 23,566 | 1,027,370 | 3,034,796   |

1) Datasets: To demonstrate the effectiveness of the proposed method, we conduct comprehensive experiments on four widely used benchmark datasets in recommender systems, including Gowalla, Yelp2018, Amazon-Book, and LastFM. The first three datasets are released by NGCF [8] and LightGCN [9]; the LastFM dataset is provided by KGAT [25]. For fair comparison, we closely follow the experimental setting of LightGCN [9]. In the training phase, each observed user-item interaction is treated as a positive instance, while we conduct negative sampling to randomly sample one unobserved item and pair it with the user as a negative instance. The statistical summary of these four datasets can be found in Table I.

2) Baselines: To evaluate the effectiveness, we compare our proposed method with the following baselines:

- MF [6]: This is the most classic collaborative filtering method optimized by the Bayesian Personalized Ranking (BPR) loss, which exploits the user-item direct interactions only as the target input of interaction function models their interactions linearly.
- NeuCF [2]: This method is the very first deep neural networks based collaborative filtering method which stacks multiple hidden layers to capture their non-linear user and item interactions.
- GC-MC [26]: The method proposes a graph auto-encoder framework for recommendations and generates representations of users and items through a form of differentiable message passing on the user-item graph.
- Multi-VAE [27]: This method develops a variant of Variational AutoEncoder (VAE) for item-based collaborative filtering.
- NGCF [8]: This method is the very first graph neural networks based collaborative filtering model to incorporate the high-order connectivity of user-item interactions for recommendations.
- DGCF [29]: This method is a disentangled collaborative filtering model to learn representations for different latent user intentions via graph neural networks, so as to exploit diverse relationships among users and items.
- LightGCN [9]: The method is a state-of-the-art collaborative filtering model based on graph neural networks, which is an extension of NGCF [8] by removing feature transformation and nonlinear activation, achieving the state-of-the-art performance for recommendations.

3) Evaluation Metrics: In order to evaluate the quality of recommendation results for ranking task, we adopt two widely used evaluation metrics: Recall@K and Normalized Discounted Cumulative Gain (NDCG@K) [8, 9]. By default, we set the value of K as 20. Note that higher values of Recall@K and NDCG@K indicate better performance for recommendations. We report the average metrics for all users in the test set. In the test set phase, all the items that a user has not interacted with are treated as the negative items for evaluation, and all recommendation methods predict the user’s preference scores over all the negative items for ranking task, except the positive items in the training set [9].

4) Parameter Settings: We implement our proposed model based on PyTorch [30]. For embedding size d, we tested the value of \{16, 32, 64, 128, 256, 512\}. The batch size and learning rate were searched in \{128, 512, 1024, 2048\} and \{0.0005, 0.001, 0.005, 0.01, 0.05, 0.1\}, respectively. We employ the Adam [31] to optimize the objective function in a mini-batch manner, where we first randomly sample mini-batch observed entries and then we pair it with an unobserved item that is uniformly sampled from \(N(v_u)\) for each observed interaction \((u,i)\). Without specification, the hyperparameters of our proposed method are set as: the number of layers \(K = 3\), the embedding size \(d = 256\), learning rate \(lr = 0.001\). Note that we adopt the default hyper-parameters as suggested by the corresponding papers for all baselines, and we closely follow the settings of the NGCF and LightGCN for a fair comparison.

B. Performance Comparison of Recommender Systems (RQ1)

We first compare the performance of all recommendation methods. Table II reports the overall performance comparison with regard to Recall@20 and NDCG@20 metrics on four datasets. We make the following observations:

- Our proposed GTN achieves the best performance, and consistently outperforms all the baselines across all datasets in terms of all metrics. For instance, it significantly improves the strongest baselines by 12.77% on NDCG@20 and 9.61% on Recall@20 in LastFM dataset. Such improvement demonstrates the effectiveness of our proposed method and we attribute it to the imposed local adaptive smoothness over the user-item interactions. The local adaptive smoothness greatly improves the adaptiveness.
of the aggregation scheme in GNN-based models and alleviates the vulnerability to noisy user-item interactions. Hence, it justifies the great potential of studying graph trend filtering in recommender systems.

As an earlier CF method, Matrix Factorization (MF) shows relatively poor performance for recommendations, while others like NeuCF and GNN-based methods show much stronger performance. This suggests the powerful capability on representation learning of deep neural networks techniques in recommendations.

The results of NGCF and DGCF are at the same level, being better than MF and NeuCF methods. It demonstrates the importance of modeling the local structure of a node in the user-item graph to enhance the representation learning of users and items. By stacking propagation layers, most GNN-based recommendation methods can effectively capture collaborative signals via high-order connectivity.

LightGCN is a strong baseline as it almost beats MF, NeuCF, GC-MC, NGCF, Mult-VAE, and DGCF in all datasets. It inherits the characteristics of NGCF as well as the embedding propagation scheme of GNNs. However, during the embedding propagation process, LightGCN tends to enforce the user embedding and item embedding to be close if there exist interactions between them. It can result in inappropriate smoothness caused by unreliable interactions such as unintended clicks, thus leading to sub-optimal performance. On the contrary, the proposed GTN provides adaptive embedding smoothness over the user-item interactions by taking advantage of graph trend filtering. As a result, our proposed method routinely achieves better recommendation performance than LightGCN in terms of Recall@20 and NDCG@20 metrics on four datasets.

C. Study of Robustness and Adaptive Smoothness (RQ2)

In this subsection, we aim to deepen our understanding of GTN by exploring its robustness, adaptive smoothness and sparsity pattern.

1) Robustness against random perturbation: As the user-item graph may contain a large portion of unreliable or noisy edges (e.g., random or bait clicks) which cannot reflect the actual satisfaction and preferences of users in real-world systems, developing a robust GNN-based recommender system against such noise is essential in providing high-quality recommendations and improving user online experience.

We now investigate the robustness of different GNN-based recommendation methods under different severity of noise, i.e., different ratios of noisy edges in the user-item graph. Specifically, we perturb the test data by randomly injecting a certain ratio of edges and evaluate the recommendation performance of the models trained on clean data. In addition, we vary the ratio of noisy edges in the range of {5%, 6%, 8%, 10%, 15%, 20%, 30%, 50%}. Note that we also call the aforementioned noise ratio as perturbation rate.

The main results are shown in Figure 4. From the figure, we can see that our proposed method GTN consistently outperforms all other baselines (i.e., NGCF and LightGCN), implying that our method can effectively resist random noises in user-item graph for recommendations. This promising performance can be attributed to the consideration of adaptive embedding smoothness over user-item interactions that are modeled by the proposed graph trend collaborative filtering. It is worth noting that under higher noise ratio, GTN method even outperforms the baselines by a larger margin. Specifically, the performance of LightGCN significantly drops when the perturbation rate is larger than 20% especially on Gowalla and Yelp2018; the performance of NGCF is almost the worst though relatively stable against random perturbation. On the contrary, GTN maintains its high performance across different noise ratios, which demonstrates its superior robustness.

2) Sparsity pattern: To further investigate the piecwise constant trend captured by the proposed graph trend collaborative filtering, we study the sparsity patterns in the user-item embedding differences over the interactions, $\Delta E^K$. We define the sparsity ratio as the portion of elements whose absolute value is less than 0.2. The results are summarized in Table IV. It can be observed that for all datasets, the proposed GTN has a much larger portion of sparse elements in the embedding differences than others. This verifies the trend captured by the proposed GTCF.
Table III: The effect of the number of layers.

| Datasets | Gowalla | Yelp2018 | Amazon-Book | LastFM |
|----------|---------|----------|-------------|--------|
| Method   | Recall@20 | NDCG@20 | Recall@20 | NDCG@20 | Recall@20 | NDCG@20 | Recall@20 | NDCG@20 |
| 1 Layer  | NGCF 0.1548, 0.1306, 0.0544, 0.0439, 0.031, 0.024, 0.0751, 0.0671 | LightGCN 0.1753, 0.149, 0.0628, 0.0517, 0.0381, 0.0298, 0.0865, 0.0777 | GTN (Ours) 0.1789, 0.1499, 0.06, 0.0493, 0.0443, 0.0341, 0.0888, 0.0806 |
| 2 Layer  | NGCF 0.1525, 0.1313, 0.0569, 0.0463, 0.0238, 0.0252, 0.0766, 0.0681 | LightGCN 0.1752, 0.1524, 0.0622, 0.0505, 0.0413, 0.0312, 0.0874, 0.0788 | GTN (Ours) 0.1863, 0.1576, 0.0647, 0.0528, 0.0455, 0.0331, 0.0913, 0.0831 |
| 3 Layer  | NGCF 0.156, 0.1324, 0.0581, 0.0475, 0.0338, 0.0266, 0.0774, 0.0693 | LightGCN 0.1823, 0.1553, 0.0649, 0.0525, 0.042, 0.0327, 0.085, 0.076 | GTN (Ours) 0.187, 0.1588, 0.0679, 0.0554, 0.045, 0.0346, 0.0932, 0.0857 |
| 4 Layer  | NGCF 0.1564, 0.1321, 0.0568, 0.0461, 0.0344, 0.0261, 0.0726, 0.0652 | LightGCN 0.1818, 0.1532, 0.065, 0.0523, 0.0404, 0.0311, 0.0822, 0.0736 | GTN (Ours) 0.1842, 0.1531, 0.0663, 0.0535, 0.0418, 0.0322, 0.0928, 0.085 |
| 5 Layer  | NGCF 0.1465, 0.122, 0.0557, 0.0452, 0.0322, 0.0247, 0.067, 0.0607 | LightGCN 0.1742, 0.1464, 0.0627, 0.0509, 0.0388, 0.0299, 0.0768, 0.0685 | GTN (Ours) 0.1789, 0.1475, 0.0637, 0.0511, 0.0391, 0.03, 0.0921, 0.0843 |

(a) Gowalla - Recall@20  (b) Yelp2018 - Recall@20  (c) Amazon-book - Recall@20  (d) LastFM - Recall@20  
(e) Gowalla - NDCG@20  (f) Yelp2018 - NDCG@20  (g) Amazon-book - NDCG@20  (h) LastFM - NDCG@20

Figure 4: Recommendation performance under different perturbation rates.

Figure 5: Loss value of Eq. (7) in the graph trend collaborative filtering process.
Table IV: Sparsity ratio in the user-item embedding differences.

| Method       | Gowalla | Yelp2018 | Amazon-Book | LastFM |
|--------------|---------|----------|-------------|--------|
| NGCF         | 0.045   | 0.0289   | 0.0403      | 0.0835 |
| LightGCN     | 0.017   | 0.017    | 0.0233      | 0.0218 |
| GTN (Ours)   | 0.1241  | 0.1424   | 0.2612      | 0.2282 |

D. Ablation Study of GTN (RQ3)

We conduct ablation studies to study the impact of hyper-parameters in the proposed GTN model.

1) Effect of λ: We first investigate the impact of the hyper-parameter λ in GTN. The value of λ controls the impact of the embedding smoothness. Figure 6 shows the performance change of GTN w.r.t. Recall@20 and NDCG@20. The value of λ is searched from 0 to 9. We can find that GTN is relatively insensitive to λ. More specifically, when λ is larger than 2, the recommendation performance keeps stable. Moreover, increasing the value of λ from 0 to 1 significantly improves the recommendation performance, indicating that the smoothness captured by the proposed graph trend collaborative filtering is helpful.

2) Effect of Number of Layers: To study whether our proposed method GTN can benefit from stacking more propagation layers, we vary the number of layers k in the range of {1, 2, 3, 4, 5} and report the performance of NGCF, LightGCN and GTN on all datasets in Table III. From the table, we make the following observations:

- With the increase of model depth, the recommendation performances of all GNN-based methods first increase and then decrease. Clearly, in most cases, the GNN-based methods achieve the peak performance with a model depth of 3, while more layers can degrade the prediction performance. This finding is consistent with the general observation of existing GNN-based methods such as NGCF and LightGCN.
- Comparing with other methods (i.e., NGCF and LightGCN), we can observe that GTN achieves the best prediction performance on four datasets w.r.t. Recall@20 and NDCG@20 in most cases. More specifically, with five layers, our proposed method GTN achieves significant improvement over the strongest baselines by 19% on Recall@20 and 23% on NDCG@20 in LastFM dataset. These general observations justify the effectiveness of adaptive smoothness captured by graph trend collaborative filtering.

3) Convergence of GTCF: In Figure 5, the loss value of the objective in Eq. 7 is showed during the filtering process. Those four curves for different datasets verify the convergence of the proposed graph trend collaborative filtering.

4) Effect of Training Epochs: We plot the performance curves of NGCF, LightGCN and GTN w.r.t. training epochs in Figure 7. From the figure, we can observe that at the same epoch GTN always outperforms the other two methods and it also converges faster than the other two methods in most cases.

V. RELATED WORK

In this section, we briefly review related work, including collaborative filtering, graph neural networks based recommender systems, and trend filtering.

A. Collaborative Filtering

Collaborative Filtering (CF) is one of the most popular techniques in the modern recommender systems. It assumes that users who behave similarly are likely to have similar preferences towards items. To capture users’ preferences towards items, one widely used paradigm of CF technique is to decompose user-item interaction data into embedding vectors of users and items. For instance, among the various collaborative filtering techniques, matrix factorization (MF) is the most popular one, which aims to learn representation vectors to represent users and items and performs inner product between them to make predictions. Later on, with the great success of deep neural networks on non-linear representation learning, recent efforts have been made to apply deep neural networks to recommendation tasks and they have shown promising prediction performance.

B. Graph Neural Networks based Recommender Systems

Despite the great success achieved by the aforementioned CF methods, most of them treat each interaction as an independent instance and fail to capture deep collaborative signals between users and items, easily leading to sub-optimal representations of users and items. Recent years have witnessed the great success of graph neural networks (GNNs) techniques on representation learning for graph data. The main idea of GNNs adopts a message-passing scheme to learn node embedding from local neighbors via aggregation and transformation operations. Meanwhile, data in recommender systems can be naturally denoted as graphs, where users and items can be denoted as nodes and their implicit interactions can be denoted as edges in the graph. Hence, it is desirable to build recommender systems based on graph neural networks to capture deep collaborative signals in the user-item graph. For example, as the extension of a famous GNN variant GraphSage in recommender systems,
PinSage [39] is applied to learn the embedding of nodes in web-scale graphs for item recommendation. GraphRec [1], [5] introduces a graph attention network framework to encoder user-item interactions and user-user social relations for social recommendations. NGCF [8] proposes to explicitly encode collaborative signals in the form of high-order connectivities by message-passing propagation for recommendations. Later on, LightGCN [9] is introduced to largely simplify the NGCF model by removing feature transformation and nonlinear activation, achieving the state-of-the-art prediction performance for recommendations.

C. Trend Filtering

ℓ1 trend filtering [19] was first proposed in 2009 to estimate the trend in time series data. Later on, it was studied for nonparametric regression to provide adaptive piecewise polynomial estimation which adapts to the local level of smoothness [20]. The idea of trend filtering was also extended to the general graph signal by generalizing the difference operator on 1D grid to the graph difference operator on general graphs [21]. It also exhibits piecewise polynomial behaviors on graphs. Recently, graph trend filtering also inspires the design of graph neural networks such as Elastic GNNs [15], which have been shown to be more robust. To the best of our knowledge, trend filtering has not been studied in recommender systems. In this work, we make the first attempt to investigate trend filtering in recommender systems.

VI. CONCLUSION

Although existing graph neural networks based recommender systems achieve promising prediction performance, they are unable to discover the heterogeneous reliability of interactions among instances during the embedding propagation. In this work, we first analyzed the drawbacks of the existing state-of-art GNN-based collaborative filtering methods, such as non-adaptive propagation and non-robustness through the perspective of Laplacian smoothing in the user-item graph. To address these drawbacks, we proposed a principled graph trend network framework (GTN) to capture the adaptive reliability of the interactions between users and items. Extensive experiments on four real-world datasets demonstrate the effectiveness of our proposed method. Moreover, the empirical study also demonstrates the benefits of modeling the adaptive reliability of the interactions between users and items for recommendations.
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