Numerical Study of Thermal Shock Damage Mechanism of Polycrystalline Ceramics
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A dual-scale model is proposed to study the effect of microstructure parameters (grain size and grain boundary fracture energy) on the thermal shock damage mechanism on an example of alumina. At microscale, representative volume element (RVE) models generated by Voronoi tessellation are simulated to obtain the mechanical parameters for macro models. At macroscale, a coupled thermomechanical model based on the finite–discrete element method (FDEM) is applied to simulate the crack nucleation and propagation. Energy dissipation (ALLDMD) is introduced to investigate the thermal shock cracking mechanism by combining crack patterns and crack density, which indicates that decreasing grain size and increasing grain boundary fracture energy have a positive effect on thermal shock resistance. The proposed models not only predict the critical stress temperature which is well consistent to the theoretical thermal shock resistance factor, but also quantify the two previously unconsidered stages (crack nucleation and crack instability stage). Our models suggest the crack nucleation and instability will not occur immediately when the model reaches critical stress, but the models can sustain for higher temperature difference. The thermal shock damage mechanism and the influence of microstructural parameters on thermal shock resistance have also been discussed in detail.
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INTRODUCTION

Ceramic materials, with high melting point, hardness and low thermal conductivity, are widely applied in the field of machinery, aerospace and civil engineering due to their excellent performance at elevated temperature, such as Al2O3, ZrO2, ZrB2, and HfB2 (Singh et al., 1981; Opeka et al., 1999; Panda et al., 2002; Schmitt et al., 2002; Jiang et al., 2012; Shao and Song, 2017; Qian et al., 2018; Zhang et al., 2018; Li et al., 2014). However, under the condition of sudden temperature variations such as sharp thermal gradients under extreme aerodynamic conditions in hypersonic flight, ceramics are particularly vulnerable to damage for their inherent brittleness and weak thermal shock resistance (TSR) (Kingery, 1955; Bahr et al., 1988; Jin et al., 2018). Therefore, a thorough understanding of the mechanism of crack initiation and propagation during the thermal shock contributes to correctly evaluate and improve the thermal shock resistance of ceramics.
Cooling test is widely used for the evaluation of thermal shock resistance of ceramics (Levine and Opila, 2002; Han et al., 2008; Zhang et al., 2008; Zimmerman et al., 2008; Shao et al., 2010; Shao Zhang, 2011; Wu and Jiang, 2015). Directly observing the crack pattern caused by the cooling test is a common method to evaluate the thermal shock resistance (Vandeperre et al., 2001; Shao et al., 2010; Song et al., 2010; Shao and Zhang, 2011; Li et al., 2015a). Research studies on the thermal-induced stress field indicate that, during the process of cold shock, tensile stress is observed near the boundary of the samples and compressive stress in the interior of the samples (Bahr et al., 1987; Lu and Fleck, 1998). Bahr et al. (1986) studied the crack patterns of the preheated quartz and the glass plates after water quenching, and simulated the crack propagation by multiple-crack models. Liu and Wu (2015) investigated the crack pattern distribution of thin circular ceramic samples at different temperatures, but the crack nucleation and propagation are difficult to be observed in experimental research. Wu and Jiang (2015) examined the size effect of thermal shock crack patterns in ceramics, and they found that the crack length and length hierarchy were strongly size dependent, while crack spacing was size independent. Jin et al. (2018) investigated the quenching crack patterns in the shape of sharp leading edge (SLE) or alike. They found that the specimen length and width had a large influence on transverse crack. Higher temperature difference led to more transverse cracks, while wider width of the specimen mainly led to longitudinal cracks.

In addition to experiments, plentiful theoretical models are also constructed to analyze the thermal shock crack pattern. Kingery (1955) proposed the critical stress fracture theory based on the thermoelastic stress analysis. Jagla (2002) proposed a theory combining stress analysis and energy analysis to study the crack initiation and propagation in thin slabs. However, it is still difficult to observe crack nucleation and propagation in the experiment, for crack evolution is very rapid and complex. Only the crack pattern can be obtained after the cooling test. In addition, Hasselman (1969) defined “thermal shock crack stability” as a parameter. Awaji et al. (1993) proposed the thermal shock fracture toughness using an infrared radiation heating method. Yoshihiro and Hiroshi (1995) defined a thermal shock parameter Rc which corresponds to fracture toughness. It is important to establish an evaluation method of thermal shock properties by a cooling test.

Compared to the experiments, numerical simulation is an effective method to analyze the mechanism of thermal shock failure by observing crack nucleation and evolution in situ. Li et al. constructed a nonlocal fracture model to simulate the crack initiation and propagation for brittle or quasi-brittle materials by the finite element method (Li et al., 2013; Li et al., 2015b). Their results indicated the experimental crack pattern can be faithfully reproduced by the constructed model. Giannakeas et al. (2017) developed a bond-based peridynamic model to simulate the thermal shock cracking of polycrystalline alumina. The accuracy of the simulation was improved after introducing the temperature-dependent material parameters. Li et al. (2018) adopted subroutine USDFLD in ABAQUS to simulate the thermal shock crack pattern. In addition to temperature dependent material parameters, they also considered the influence of thermal conductivity of cracks on the global temperature field. Yan et al. (2020) used the finite–discrete element method (FDEM) coupled with a thermomechanical model to study the thermal shock cracking. They investigated the influence of initial temperature, thermal conductivity, and heat transfer coefficient on thermal shock resistance by observing the crack pattern.

Most of the studies about thermal shock cracking simulation in the literature mainly focus on the influence of parameters such as temperature difference and heat transfer coefficient on crack patterns to evaluate thermal shock property of materials. However, few simulation research studies pay attention to the influence of microstructure parameters of materials on the thermal shock property. Besides, the mechanism of crack initiation and propagation behavior caused by thermal shock is still unclear, though some research shows the crack evolution of thermal shock by simulation. Therefore, in our study, energy dissipation of thermal shock simulation is introduced to investigate the mechanism of crack nucleation and propagation on an example of alumina. Crack pattern and crack density are also used to evaluate the thermal shock resistance. Besides, in this article, the thermal shock resistance factor and the temperature difference of crack nucleation and
In this article, a dual-scale model was constructed to investigate the influence of microstructure parameters on the thermal shock of the material as shown in Figure 1. In step one, apparent fracture strength and apparent fracture energy were obtained from RVE models by uniaxial tensile loading at microscale; in step two, the apparent fracture strength and energy will be the input to macroscale model for thermal shock simulation. \( T_0 \) is the temperature of model, and \( T_	ext{co} \) is the cooling environmental temperature. In our simulation, alumina was taken as an example, and the mechanical parameters are listed in Table 1.

In addition, to obtain the average properties as the input data of the macroscale model, calculation of the RVE model at the microscale was based on the following assumptions (Ehre and Chaim, 2008; Gaida et al., 2017; Ryou et al., 2018):

1. Each grain is isotropic with the same material parameter.
2. The inverse Hall–Petch effect was not considered since the grain size is larger than 70 nm in our simulation, which is larger than the critical grain size.
3. Based on assumption 2, grain boundary fracture energy is an effective or mean value and assumed to be a constant when the effects of other variables are studied.
4. For parametric analysis, the grain boundary fracture energy is temperature independent.

### Microscale Representative Volume Element Model

In microscale, the representative volume elements (RVEs) containing microscopic morphological features were constructed by Voronoi tessellations (Fortune, 1997) using python in ABAQUS, as shown in Figure 1. The cohesive zone model (CZM) (Dugdale, 1960; Barenblatt, 1962; Needleman, 1990) was applied to simulate the crack initiation and propagation in the RVE model. The detail construction method of the RVE model can be found in our previous work (Gong et al., 2020). To build a connection between the RVE model and the macroscale model, as Figure 1 shown, the mechanical parameters for the macroscale model were obtained from RVE models. Therefore, RVE models with grain sizes of 70 nm, 300 nm, 500 nm, 700 nm, 3 \( \mu \)m, and 5 \( \mu \)m under 1 J/m\(^2\) and a grain boundary fracture energy of 1, 1.2, 1.5, and 5.2 J/m\(^2\) under 700 nm grain size were simulated, respectively, under the unidirectional tensile load to obtain apparent critical fracture strength and apparent fracture energy. Our previous work (Gong et al., 2020) had calculated the mechanical parameters of these RVE models, and the apparent fracture strength and apparent fracture energy are listed in Table 2.

### Macroscale Model and Finite–Discrete Element Method

At present, the numerical methods for crack simulation have their own advantages. Based on the principle of energy minimization (Francfort and Marigo, 1998), the phase-field can simulate a series of fractures from crack initiation to crack propagation naturally. The phase-field does not require additional fracture criteria or complex crack topological tracing techniques to deal with multi-cracks. But the phase-field needs fine mesh to obtain the gradient term of the crack accurately, and introduces an additional degree of freedom; thus, it increases the dimension of the problem and requires high computational resources. Moreover, the crack tip cannot be accurately described when the length scale is large. When compared with the conventional FEM, XFEM (Belytschko and Black, 1999) is an extension based on the concept of partition of unity by incorporating the local enrichment function into a finite element approximation (Melenk and Babuska, 1996). In the XFEM, the discontinuous crack characteristics are independent of the finite element mesh and do not require remeshing. However, it is still difficult to predict crack initiation and propagation direction. For dynamic fracture, it is still unable to characterize the important parameters such as crack growth rate accurately. The finite–discrete element method (FDEM) proposed by Munjiza et al. (1999), Munjiza and Andrews (2000), and Munjiza et al. (2004) was used to simulate the crack pattern caused by thermal shock. This techniques combines discrete element method (DEM) algorithms, which capture the interaction and fracturing of

---

**TABLE 1** | Reference values of model parameters (Li et al., 2013).

|                  | \( \alpha - \text{Al}_2\text{O}_3 \) |
|------------------|----------------------------------|
| Young's modulus, \( E \) (GPa) | 374.00                           |
| Poisson's ratio, \( \nu \)     | 0.30                             |
| Density (g/cm\(^3\))           | 3.90                             |
| Thermal conductivity, \( k \) [W/(mK)] | 31.00                           |
| Convective thermal diffusivity, \( h \) [kW/(m\(^2\)K)] | 50.00                           |
| Specific heat, \( c \) [J/(kg*K)]   | 880.00                           |
| Thermal expansion coefficient, \( \alpha \) (1/\(^\circ\)C)   | 7.50 \times 10\(^{-6}\)          |

**TABLE 2** | Apparent critical fracture strength and apparent fracture energy of RVE models.

| Grain Size (nm) | Apparent Critical Fracture Strength (MPa) | Apparent Fracture Energy (J/m\(^2\)) |
|-----------------|------------------------------------------|-------------------------------------|
| 70              | 468.79                                   | 2.60                                |
| 300             | 438.22                                   | 0.82                                |
| 500             | 426.51                                   | 0.62                                |
| 700             | 421.44                                   | 0.53                                |
| 3 \( \mu \)m    | 366.95                                   | 0.27                                |
| 5 \( \mu \)m    | 342.45                                   | 0.24                                |
| 1.0 \( J/m^2 \) | 421.44                                   | 0.53                                |
| 1.2 \( J/m^2 \) | 498.67                                   | 0.71                                |
| 1.5 \( J/m^2 \) | 604.21                                   | 1.12                                |
| 5.2 \( J/m^2 \) | 837.00                                   | 1.89                                |
different solids with continuum mechanics principles, that describe the elastic deformation of discrete bodies. Generalized Hooke’s law is used to solve Cauchy stress in discrete elements, which avoids the problem caused by matrix singularity and complex stiffness matrix. Thus, it is an effective method to simulate multiple crack growth in brittle materials in this case.

As shown in Figure 1, a model with 50 mm length and 10 mm width was constructed to simulate the thermal shock cracking. Figure 2 illustrates the basic principle of the FDEM, in which each solid is discretized as a mesh consisting of nodes and triangular elements. Between the triangular elements, a joint element with no thickness is inserted, which are used to simulate the crack initiation and propagation. The fracture criterion can be divided into mode I (tensile fracture), mode II (shear fracture), and mode III (mixed fracture). Figure 2A shows the basic principle of mode I (tensile fracture). Similar to the cohesive model, as the normal opening amount $O$ reaches the critical value $O_p$, the bond stress $\sigma$ of the cohesive element is equal to the tensile strength $f_t$. When the crack propagates and the normal opening amount increases, the normal bonding stress $\sigma$ decreases until the normal opening amount equal to the maximum value $O_r$. In this case, the damage factor can be defined as follows (Munjiza and Andrews, 1998; Munjiza et al., 1999; Munjiza and Andrews, 2000; Munjiza et al., 2004; Lisjak et al., 2013; Yan et al., 2020):

$$D = \frac{O - O_p}{O_r - O_p}$$

(1)

From Figure 2B, it can be seen that as the tangential slip amount $s$ reaches the critical value $S_p$, the tangential bond stress $t$ increases to shear strength $f$. When the tangential slip amount $s$ continues to increase, the tangential bond stress decreases until the tangential slip amount $s$ is equal to the maximum slip amount $S_r$. Then the elements are deleted and the shear crack is generated. In this mode, the damage parameter can be defined by the following equation (Munjiza and Andrews, 1998; Munjiza et al., 1999; Munjiza and Andrews, 2000; Munjiza et al., 2004; Lisjak et al., 2013; Yan et al., 2019):

$$D = \frac{S - S_p}{S_r - S_p}$$

(2)

For mode III (mixed mode) in Figure 2C, for the mode III (mixed mode), the damage parameter between crack opening and slip can be defined by (Munjiza and Andrews, 1998; Munjiza et al., 1999; Munjiza and Andrews, 2000; Munjiza et al., 2004; Lisjak et al., 2013; Yan et al., 2019):

$$D = \sqrt{\frac{(O - O_p)^2}{O_r - O_p} + \frac{(S - S_p)^2}{S_r - S_p}}$$

(3)

From an energetic point of view, crack propagating means the energy dissipated during the fracturing process. The total strain energy release rate, $G_c$, is related to the amount of energy absorbed per unit crack length and obtained by integration of the stress-softening curve. In terms of material properties, $G_c$ represents $G_{Ic}$ and $G_{IIc}$, respectively, which correspond to the strain energy release rates for mode I and mode II, respectively. They can be expressed as follows (Munjiza and Andrews, 1998; Munjiza et al., 1999; Munjiza and Andrews, 2000; Munjiza et al., 2004; Lisjak et al., 2013; Yan et al., 2019):
Coupled Thermomechanical Model

Sequentially coupled thermomechanical model was used to analyze the thermal shock behavior of ceramic in our study. There are three steps in thermal shock cracking using sequentially coupled thermal-stress analysis. The first step is node temperature calculation caused by heat transfer. The second is thermal stress calculation caused by node temperature. The last step is thermal shock crack nucleation and propagation caused by thermal stress. To solve the convergence problem, each time multiple mechanical calculations are performed after a heat transfer calculation until the mechanical equilibrium is reached, and Figure 3 shows the sequentially coupled thermomechanical flow chart.

In the sequentially coupled thermomechanical model, node thermal stress caused by temperature variation can be given by

$$\Delta \sigma_{ij} = -\delta_{ij} 3 \cdot \frac{E}{1 - 2\nu} a \Delta T,$$

where $\Delta \sigma_{ij}$ is the thermal stress increment, $\delta_{ij}$ is the Kronecker delta ($\delta_{ij} = 1$ for $i = j$ and 0 for $i \neq j$), E is the elastic modulus, and $\alpha$ is the thermal expansion coefficient.

Thermal Boundary Condition

For the macroscale model, the convective boundary condition was applied in the macroscale model shown in Figure 1, and symmetric constraints are applied to the boundary lines. The boundary of the samples is in contact with the external environment. For the temperature difference existing between the solid and external environment, convective transfer heat will happen at the interface. We assumed that the sample and external environment temperature at the interface are $T_r$ and $T_E$, respectively. The heat transfer coefficient between the fluid and samples is $h$, and the length of the sample boundary is $L$. Thus, the heat flow through the interface can be expressed as follows:

$$Q_b = h(T_r - T_E)L$$

Thus, the node temperature of boundary can be updated by

$$T^{n+1} = T^n + \frac{Q_{total} - Q_b}{C_p M} \Delta t,$$

where $Q_{total}$ is the total heat flowing, $M$ is the mass of model, and $C_p$ is the specific heat of the solid.

RESULT AND DISCUSSION

The Effect of Grain Size on Thermal Shock Resistance

For convenience, macroscale models are named by their corresponding average grain size. Figure 4 shows the crack pattern using the apparent mechanical parameters calculated by RVE models with $T_0 = 800°C$. For convenience, the macroscopic model will be named by its related grain size. The final crack patterns are shown in Supplementary Figure S1 in the supplementary file, which is similar to the reported experiment result (Qi and Meng, 2019). Many branches were observed and the crack eventually grew into a net structure. This may be related to the fractal damage of fracture mechanics. The fractal dimension of the fracture surface is related to the fracture toughness (Mecholsky et al., 1989). Besides, some research showed that the fracture process has self-similarity and is fractal, and the morphology and size distribution of microcracks also show self-similarity (Barenblatt and Botvina, 1986; Barenblatt, 1993). The main features such as periodic long and short cracks are hard to distinguish to evaluate thermal shock resistance. Therefore, the following discussion will focus on the evolution of crack growth and the change in energy during the evolution. When the step time is 1.7199 $E^{-2}$, crack nucleation is not observed in the model with 70 nm grain size, while in the other models, multicrack propagation can be observed. Until the step time goes to 3.1621 $E^{-2}$, multicracks propagate in the 70-nm models while multicracks have propagated in other models. In addition, there are 10 cracks in the 70-nm model in the X direction which is less than those in the other models. Compared to the submicron models (300, 500, and 700 nm), the number of shock cracks between long cracks increased obviously in the 3- and 5-μm model. The above two points indicate that the 70-nm grain size model has better thermal shock resistance.

To further investigate the effect of grain size variation on crack nucleation and propagation during the thermal shock, damage dissipation energy curves shown in Figure 5 were introduced to study the mechanism of the thermal shock process. The curves can be divided into three stages. Stage I is the plateau with 0 value. This stage represented the samples are absorbing energy caused by thermal stress and crack will nucleate; in stage II, the curves increase rapidly in a short step time. The beginning of this stage represented that the crack nucleation has already occurred as shown in Figure 5. The cracks will absorb enough energy for crack propagation in this stage; in the last stage, the energy curves grow with a relatively low slope compared to the stage II. At the beginning of this stage, crack propagation has already occurred. The curve growth is consistent with the crack patterns shown in Figure 4. Except the 70-nm model, the time for crack nucleation in the end of stage I does not vary from that of other models. For the curve of the 70-nm model, stage I takes longer time to go into stage II, and there is a short plateau in stage II. This is because the 70-nm model has higher apparent fracture strength and fracture energy, and crack nucleation needs to reach a higher strength and absorb more energy, which means a larger temperature difference. Therefore, in stage I, the 70-nm model takes longer time than others. In stage II, combining the crack patterns shown in Figure 5 from 2.8744 $E^{-2}$ to 4.2490 $E^{-2}$, we found that the original crack propagation is suppressed due to the secondary crack nucleation in the Y direction and X direction. When the secondary cracks absorb enough energy to grow, the initial cracks will continue to grow. From Table 2, we found that as the grain size decreases, the increase in apparent strength gradually decreases while the apparent fracture energy increases significantly. According to the principle of FDEM,
under the same critical fracture strength conditions, the higher the fracture energy, the longer the failure displacement. For this reason, the time interval between secondary cracks and initial cracks is longer than that in other models. Until the secondary crack begins to propagate, the temperature of the model changes further with heat convection and the original cracks continue to grow.

**FIGURE 6A** shows the curves of the step time versus the crack density. The crack density is calculated by dividing the crack area by the total area. The starting point of crack density calculation is when the crack begins to propagate, and this point is the end of stage II of ALLDMD curves. The starting crack density of the 70-nm model is significantly smaller than that of the others. Moreover, the slope of the curves represents the crack growth rate. The crack growth rate of the 70-nm model is significantly smaller than that of the other models. This can be attributed to a higher fracture energy and strength. Besides, the crack growth rate can be divided into three groups according to grain size. The first group is nanoscale (70 nm). The second group is sub-microscale (300, 500, and 700 nm), and the last group is microscale (3 and 5 μm). In each group, the crack growth rate varies slightly. This simulation result is consistent with the experimental observations. (Kingery, 1955) They used specimens with grain sizes from 3 to 10 μm for the cooling test, and the results indicated that this grain size difference did not have a very large influence on the crack fractal dimensions, the critical temperatures, and the residual strength. **FIGURE 6B** shows the curves of crack density versus the damage dissipation energy (ALLDMD). The curves show that as the grain size increases, the energy for crack growth gradually decreases, and the crack growth will become easier under the same temperature.
field. This means that a larger grain size material has worse thermal shock resistance when the operating temperature exceeds the critical stress temperature in different environments.

The thermal shock resistance factor (critical temperature difference) was also used to evaluate the thermal shock resistance of materials. The thermal shock resistance factor is defined as the critical temperature difference required for crack instability. The thermal shock resistance factor was proposed as follows (Kingery, 1955):

\[
R = \frac{(1 - \nu)\sigma_f}{E\alpha},
\]

where \(\nu\) is Poisson’s ratio, \(\sigma_f\) is the fracture strength, \(E\) is Young’s modulus, and \(\alpha\) is the thermal expansion coefficient.

Figure 7A shows the grain size versus \(R\) and critical stress temperature difference of models. In our simulation, the critical stress temperature difference is the temperature difference when the elements reach maximum stress and begin to undergo the damage.
evolution stage. The black line with squares is calculated from Eq. 9, and the red line with triangles is obtained from our simulation. There is a good agreement between simulation results and calculation results. Figure 7B shows the curves of grain size versus the temperature difference of crack nucleation, crack instability, and critical stress, respectively. It shows that the critical stress temperature difference, i.e., $R$, is not equal to crack nucleation temperature difference. The latter is larger than the former. As the grain size decreases, the difference between the crack nucleation temperature difference and critical temperature difference gradually increases. This is because as the grain size decreases, smaller grain size models need more energy to complete damage evolution, i.e., a larger temperature difference. Besides, the figure also shows that the crack nucleation temperature difference and crack instability temperature difference are not the same. It is consistent with the ALLDMD curves shown in Figure 5. Crack nucleation and instability will not happen at the same time. The temperature difference between crack nucleation and instability will increase as the grain size decreases, and this effect has a significant increase compared to the other models as the grain size decreases to nanoscale.

In conclusion, the simulation results indicate that the thermal shock resistance factor calculated by Eq. 9 is equivalent to the temperature difference at which the surface elements reach the critical stress instead of the nucleation temperature difference. The model can still withstand thermal stress caused by a certain temperature difference from the critical stress temperature difference to crack nucleation temperature difference, or from the crack nucleation temperature difference to crack instability temperature difference, and the decreasing grain size has a positive effect.

The Effect of $T_0$ on Thermal Shock Resistance

As shown in The Effect of Grain Size on Thermal Shock Resistance, the thermal crack pattern in submicron scale models has no apparent difference. Thus, a 70-nm model and 5-μm model were chosen to investigate the effect of temperature difference on thermal shock performance, and the crack pattern of both models are shown in Figure 8. As reported in plentiful literatures (Li D. et al, 2015; Wu and Jiang, 2015; Shao and Song, 2017; Jin et al., 2018; Wang et al., 2019), the effect of temperature difference on thermal shock is significant, and the smaller the temperature difference, the fewer the cracks generated. In the 70-nm models, there were 12 cracks in the X direction when $T_0$ was 800°C, while 10 cracks were observed when $T_0$ decreased to 500°C, and only six cracks in X direction were found with $T_0 = 300$. In the 5-μm model, the number of short cracks between the long cracks was reduced obviously as $T_0$ decreases from 800°C to 500°C.

Figure 9A shows the critical stress temperature difference versus different $T_0$ of the 70-nm model and 5-μm model. The simulation results indicate that the critical stress temperature difference will not be affected by $T_0$. This is consistent with Eq. 9. However, as shown in Figure 9B, $T_0$ will influence the temperature difference of crack nucleation and crack instability. Figure 9B shows the $T_0$ versus the temperature difference curves of crack nucleation and crack instability of the 70-nm model and 5-μm model, respectively. As $T_0$ decreases from 800°C to 300°C, the temperature difference of crack nucleation and crack instability of both models decreases. This effect will be more obvious in smaller grain size. It may be the reason that a higher $T_0$ will cause more joint elements to reach critical stress and enter the damage evolution stage. Subsequently, crack nucleation and propagation require higher energy, i.e., a higher temperature difference. These simulation results are based on the fact that $T_0$ is larger than the critical stress temperature difference. The above description is the mechanical properties of the material when thermal shock damage happens. Although most experiments (Liao et al., 2019; Yang et al., 2017) indicate that a cooling test with a higher $T_0$ results in lower residual strength, in our simulation,
the material can withstand a higher temperature difference before crack instability with a higher $T_0$.

The Effect of Grain Boundary Fracture Energy on Thermal Shock Resistance

Figure 10 shows the crack evolution of thermal shock crack patterns with 1, 1.2, 1.5, and 5.2 J/m² grain boundary fracture energies. Here, as the grain boundary fracture energy increased to 5.2 J/m², the fracture mode was changed from intergranular fracture to transgranular fracture. Supplementary Figure S2 shows the fracture failure of different grain boundary fracture energies of RVE models. As shown in Table 2, the apparent fracture energy and fracture strength of 5.2 J/m² are 1.89 J/m² and 837 MPa, respectively. The apparent fracture strength and fracture energy are determined by grains when transgranular fracture becomes the main fracture mode. When the step time is $1.9135 \times 10^{-2}$, the cracks will propagate in the 1-J/m² model and crack nucleation can be observed in the 1.2-J/m² model, while in the 1.5- and 5.2-J/m² models no cracks are observed. As the time reaches $2.3592 \times 10^{-2}$, crack propagation can...
be observed in the 1- and 1.2-J/m² models and crack nucleation can be observed in the 1.5-J/m² models, while for the 5.2-J/m² model no damage takes place until the time reaches $3.8404 \times 10^{-2}$.

To further investigate the effect of grain boundary fracture energy on thermal shock, as shown in Figure 11, the damage dissipation energy curve was used to describe the process of crack nucleation and propagation during the thermal shock.

Similar to the curves shown in Figure 5, there are also three stages. As the grain boundary fracture energy increases, stage I and stage II take more time during the thermal shock process. This can be attributed to the higher fracture strength and higher fracture energy. Crack nucleation and propagation need a larger temperature difference to reach higher critical fracture strength and energy. However, when grain boundary fracture energy exceeds grain fracture energy (2.3 J/m²), the time in stage I and stage II will not continue to extend. This is because the fracture mode will change to transgranular fracture, and the apparent mechanical properties are determined by grain properties.

Figure 12A shows the grain boundary fracture energy versus $R$ and the critical stress temperature difference of models, respectively.
The red line is calculated by Eq. 9 and the black line is obtained in our simulation. The simulation results are in good agreement with the calculation results. Figure 12B shows the grain boundary fracture energy versus the temperature difference of crack nucleation, crack instability, and critical stress, respectively. The results show that as the grain boundary fracture energy increases, the temperature required to achieve crack nucleation from critical stress gradually increases. Besides, the temperature difference of crack nucleation and crack instability is proportional to the grain boundary fracture energy. It may be attributed to the increase in the apparent fracture strength and apparent fracture energy caused by the increase in grain boundary fracture energy, while as the grain boundary fracture energy increases, the temperature difference between crack nucleation and crack instability gradually decreases. This may be related to the heat transfer. In our simulation, the transient thermal analysis model is used and the heat convection follows physical rules. The closer the model surface temperature is to T₀, the faster the surface temperature will drop. When increasing the grain boundary fracture energy, the temperature difference of crack nucleation gradually increases. Meanwhile, the cooling rate of the larger grain boundary fracture energy model surface slows down. In general, increasing grain boundary fracture energy has a positive effect on thermal shock resistance.

CONCLUSION

In this article, a dual-scale model was constructed to investigate the effect of grain size and grain boundary fracture energy on the thermal shock resistance property by simulating the cooling test on an example of alumina. FDEM was used to model the fracture process. To further comprehend the mechanism of crack nucleation and propagation caused by thermal shock, damage dissipation energy curves (ALLDMD) are introduced to study how the microstructure parameters influence the thermal cracking behavior and evaluate the thermal shock property of materials. The curves are divided into three different stages to describe the thermal shock process. The three stages are the undamaged stage (stage I), crack initiation stage (stage II) and crack propagation stage (stage III). Besides, the thermal shock resistance factor is calculated by an equation and is consistent with our simulation results. Moreover, the temperature difference of crack nucleation and instability is calculated using a model for in-depth analysis of the effect of microstructure parameters and different T₀ on thermal shock resistance. The conclusions are as follows:

1) The ALLDMD curves show that the 70-nm model with higher apparent fracture energy and strength shows better damage tolerance, and original crack propagation is suppressed by secondary crack nucleation.

2) Increasing crack density indicates that increasing grain size will lead to larger crack growth rates. The crack growth rate is
mainly relevant to the scale of the grain size. Under the same scale (such as microscale and sub-microscale), the grain size affects the crack growth rate slightly.

3) The change of $T_0$ will not affect the thermal shock resistance factor but the temperature difference of crack nucleation and crack instability. Moreover, decreasing grain size has an obvious effect on the temperature difference between crack nucleation and instability.

4) Increasing grain boundary fracture energy has a positive effect on thermal shock resistance by increasing damage tolerance. When grain boundary fracture energy exceeds grain fracture energy, increasing the grain boundary fracture energy has no effect on the improvement of thermal shock resistance.

5) In our simulation, critical stress temperature difference shows a good agreement with the theoretical thermal shock resistance factor. We further found that crack nucleation and instability will not occur immediately when the model reaches the critical stress, but the models can sustain higher temperature difference. Both crack nucleation and instability have their corresponding critical temperature differences.
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