Perennial Supraglacial Lakes in Northeast Greenland Observed by Polarimetric SAR
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Abstract: Supraglacial liquid water at the margins of ice sheets has an important impact on the surface energy balance and can also influence the ice flow when supraglacial lakes drain to the bed. Optical imagery is able to monitor supraglacial lakes during the summer season. Here we developed an alternative method using polarimetric SAR from Sentinel-1 during 2017–2020 to distinguish between liquid water and other surface types at the margin of the Northeast Greenland Ice Stream. This allows the supraglacial hydrology to be monitored during the winter months too. We found that the majority of supraglacial lakes persist over winter. When comparing our results to optical data, we found significantly more water. Even during summer, many lakes are partly or fully covered by a lid of ice and snow. We used our classification results to automatically map the outlines of supraglacial lakes, create time series of water area for each lake, and hence detect drainage events. We even found several winter time drainages, which might have an important effect on ice flow. Our method has problems during the peak of the melt season, but for the rest of the year it provides crucial information for better understanding the component of supraglacial hydrology in the glaciological system.
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1. Introduction

Each summer, numerous supraglacial lakes (SGLs) appear in the ablation zone of the Greenland Ice Sheet (GrIS). These lakes form from accumulated meltwater in surface depressions [1] and can influence the mass balance of the ice sheet in several ways. The lake water has a lower albedo than the surrounding glacier, which increases the absorption of shortwave radiation and causes additional melting [2,3]. Furthermore, the large amounts of liquid water stored in SGLs can suddenly drain via crevasses or hydrofracturing, reach the base of the ice sheet and locally increase ice velocities due to reduced basal traction [4–6]. However, not all SGLs drain each summer. As observed by optical imagery, several lakes freeze over at the end of the ablation season [7] and get covered by the first snowfall.

Most studies investigating SGLs on the GrIS use optical satellite images, e.g., from Landsat [8,9], ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer [10,11]), MODIS (Moderate-resolution Imaging Spectroradiometer [9,11–13]), Sentinel-2 [14,15] or WorldView [16–18]. An automated detection of SGLs from optical data is usually performed via straightforward thresholding on a band ratio as the Normalized Difference Water Index (NDWI). However, there are several disadvantages of the detection of SGLs from optical imagery. These observations are limited by daylight conditions; hence, no information exists during the polar night. Furthermore, cloud-free conditions are necessary, which is especially problematic during spring and autumn.
Finally, the classification from optical data detects open water surfaces. However, when a lake freezes over and is covered by fresh snow, it cannot be identified any longer, but this does not necessarily mean that the lake has disappeared. Energy-balance and phase transition modeling demonstrated that under the climatic conditions on the GrIS, ice lids form up to a thickness of ~1–3 m, but below that depth, the water stays liquid [19].

Synthetic Aperture Radar (SAR) is able to overcome the disadvantages of optical data and monitor SGLs all over the year. As an active sensor, SAR does not rely on sunlight. Furthermore, depending on the frequency, the signals can penetrate clouds and even snow cover. Johansson and Brown [20] and Miles et al. [14] used SAR to complement optical data in observing SGLs. However, both studies show that SAR and optical imagery often disagree. They found that SAR data alone are not suitable for an automated classification of SGLs and lake outlines. Therefore, they drew lake outlines manually in the SAR images or used polygons from optical imagery.

The interpretation of a SAR image is significantly more complex compared to optical imagery. The backscattered power from an ice sheet is sensitive to the dielectric properties of the material, such as wetness or changes in conductivity, but also depends on variations in geometric properties such as surface roughness, grain size distribution and the internal structure [21]. The C-band radar signals penetrate solid ice by 1–2 m and fresh snow up to 10 m [22]. As all these effects cumulate in the backscattered power measurement, a simple backscatter threshold is not suitable for the discrimination of SGLs. Additional observational information is provided by polarimetric SAR (PolSAR; see Figure 1b). In our region of interest, Sentinel-1 (S1) transmits the signal in horizontal polarization but records the return signal in horizontal polarization (HH) and in vertical polarization (HV). According to Freeman and Durden [23], measurements of a full polarized SAR system (HH, HV and VV) can be decomposed into the simple scattering mechanisms of single bounce, double bounce and volume scattering. In the absence of a VV channel for our S1 data, single bounce and double bounce scattering cannot be separated. However, double bounce scattering is usually attributed to targets such as trunks or buildings, which are not expected in our area of interest. Hence, we consider the HH signal as a measure for surface scattering and the HV signal for volume scattering (compare Figure 1c).

**Figure 1.** (a) Margin of Northeast Greenland Ice Stream with the drainage basins of Nioghalvfjerdsbæ (also known as 79° North Glacier, 79NG) and Zachariæ Isstrem (ZI). The yellow outline shows the footprint of the analyzed Sentinel-1 scenes. The image in the background is a mosaic from Sentinel-2 scenes of 1 and 2 August 2019. The dashed black square shows the region of Figure 3. (b) Schematic representation of horizontal and vertical polarization. (c) Characteristic reflection mechanisms on an ice sheet with a supraglacial lake.
With the help of this additional information, we developed an automatic processing which is able to detect SGLs and other surface types on the GrIS from S1 PolSAR alone. This allows results which are independent of optical data, and can, hence, be interpreted and compared without any bias. We focus on a region of north-eastern Greenland covering the major outlet glaciers of the North East Greenland Ice Stream (NEGIS, Figure 1a). This region is of particular interest as it drains about 12% of the GrIS [24] and is expected to host the inland expansion of SGLs by the end of the 21st century [25]. At its main outlet glaciers Nioghalvfjerdsbrae (also known as 79°North Glacier, 79NG) and Zachariæ Isstrom (ZI), a general increase in ice flow velocity has been observed in recent years [26]. For 79NG it has been shown that ice flow velocities are also varying seasonally and can locally be increased by the drainage of SGLs [27]. Therefore, our study demonstrates not only the potential of PolSAR to monitor supraglacial hydrology; it also provides crucial information to better understand the processes in this key region of the GrIS.

The following section about data and methods gives details about the Sentinel data used, our newly developed classification scheme and the definition of SGLs, based on this classification. The results section starts with some examples and insights into the outcome of our classification, followed by two different kinds of validation. After that, we use the water class to define outlines of SGLs in this region and analyze several time series to detect lake drainage events. The discussion puts these results into context and discusses the strengths and remaining issues of our method. The final conclusion summarizes this manuscript.

2. Data and Methods

2.1. Sentinel-1 Backscatter

We used the backscattered power of the Sentinel-1 (S1) SAR satellites to distinguish between different surface classes. The combination of the 12-day repeat cycle of Sentinel-1A (launched in April 2014) and Sentinel-1B (launched in April 2016) provides a constellation with a 6-day repeat cycle [28]. In this study we used repeat cycle 74 (see Figure 1), which observes the margin of the NEGIS in Interferometric Wide (IW) swath mode with a total swath width of 250 km and a nominal resolution of 5 × 20 m [28]. Since 21 May 2017, both satellites have provided observations in dual polarization mode for this region.

We processed the Single Look Complex (SLC) S1 observations using the GAMMA Software [29] by calibrating for instrumental noise, mosaicing the burst IW SLC data, multilooking the images to reduce the speckle and georeferencing the scenes to polar stereographic coordinates (EPSG:3413), resulting in a ground pixel resolution of 50 × 50 m. In order to correct for topographic effects, we transferred the radar backscatter normalization convention from the application of the ground area (\(\sigma^0\)) to a normalization by the area perpendicular to the line-of-sight (\(\gamma^0\)) [30] using the ArcticDEM [31].

2.2. Classification

In contrast to the supraglacial lake classification from optical images, a single threshold is not suitable for SAR data [14,20]. Many different dielectric and geometric surface and subsurface parameters have an impact on the backscattered power \(\gamma^0\). Therefore, we developed our PolSAR-based Bayesian classification scheme (henceforth called PBC) using the additional information provided by polarimetric SAR.

\(\gamma^0_{HH}\) and \(\gamma^0_{HV}\) of each pixel in a SAR scene (see Figure 2 left) could be interpreted as a 2D-domain. In this domain, pixels of a specific surface type are lying in a specific region in the HH–HV plane. This allows a significant reduction of ambiguity, compared to the 1D domain of HH alone. As the pixel values of HH and HV still showed a high correlation, we reduce the second dimension to the "independent" additional information by subtracting both polarizations (HH–HV). However, we still found some ambiguity between different surface types in this 2D domain, and hence, introduced an additional geometric dimension. Parameters such as snow wetness, density and grain size depend
on large scale topographic and climatic conditions, changing rather smoothly over scales of 10 to 100 km. In contrast, SGLs form at local depressions, which have a well defined size of hardly more than 2 km in diameter [13]. In order to quantify the relationship of a pixel value to its neighborhood, we developed a geometric "anomaly index." Therefore, we first apply a 25 km floating median filter, which is significantly larger than the expected SGLs ($\tilde{\gamma}^0(x,y) = MED\{\gamma^0(x-r...x+r, y-r...y+r)\}$ with $r = 12.5$ km). In order to avoid aliasing effects from non-glaciated areas, we limit this filter to glaciated areas only by an ice sheet mask [32]. Then, we calculate the absolute anomaly $A_{abs}$ of a pixel value $\gamma^0(x,y)$ as its difference with respect to the filtered image (i.e., the high-pass filtered version of the image):

$$A_{abs}(x,y) = \gamma^0(x,y) - \tilde{\gamma}^0(x,y). \quad (1)$$

To account for regions with different variabilities within the filter window, we normalize $A_{abs}$ by the median absolute deviation within the filter window ($\hat{\gamma}^0(x,y) = MED\{|\gamma^0(x-r...x+r, y-r...y+r) - \tilde{\gamma}^0(x,y)|\}$) to a relative anomaly $A$:

$$A(x,y) = \frac{\gamma^0(x,y) - \hat{\gamma}^0(x,y)}{\hat{\gamma}^0(x,y)}. \quad (2)$$

In order to obtain a combined anomaly index from both polarizations, we use the root sum square according to

$$A(x,y) = \sqrt{A_{HH}(x,y)^2 + A_{HH-HV}(x,y)^2}. \quad (3)$$

Examples of this anomaly index are shown under classification dimensions in Figure 2 and in Figure 7.

To identify pixels of liquid water in these data, we developed an algorithm based on the machine learning approach of naïve Bayesian classification (e.g., [33]). According to its value in the dimensions HH, HH-HV and the anomaly, we determine the probability that a pixel belongs to a specific radar reflection type. The approach is referred to as "naïve" as it assumes that all dimensions are independent of each other. As we use the difference HH–HV instead of HV and we assume that our spatial anomaly index is also highly independent of the backscattered power itself, we presume that this precondition is met very well.
The conditional probability for this classification is defined by a selection of representative training areas (polygons) for characteristic radar reflection classes. Fahnestock et al. [21] identified four different facies of the GrIS in SAR data. As the main focus of our classification lies in water bodies, we use a slightly different, simplified version of these facies. Besides a class for liquid water, we merged the dry snow zone and the percolation zone into a class called dry. Additionally, we merged the wet snow zone and the bare ice zone into our class called wet/icy. Furthermore, we found a well pronounced signature of crevassed areas; hence, we added another class called crevassed. Based on visual inspection of the three classification dimensions from S1 and by additionally checking quasi-simultaneous optical imagery from S2, we selected four representative training polygons for dry, five polygons for wet/icy, four crevassed areas and 18 water bodies (i.e., SGLs, some clearly visible in optical images, some buried under the surface and only visible by radar; see [14,34]). In order to reflect the variability of the backscatter during a seasonal cycle, we analyzed the time series of S1 and S2 during 2018 and defined a valid epoch range for each polygon. This means that we manually checked each epoch for each polygon in the optical and SAR data and used this epoch for training only if we could clearly see the respective surface type. In consequence, to account for the large extent of wet snow during the peak of the melt season, we also defined one polygon of wet/icy at higher elevations, which is only valid for a few scenes with extreme melt. Due to the lack of optical data in winter to cross check, we limited the epoch range for training to March–September. However, the SAR time series shows that the very early and very late epochs are also representative for the rest of the year.

With the help of these training polygons, we defined a characteristic spectral signature of each class over all three dimensions (Figure 2 top right). Separately for each class, we located each pixel of the training polygons in the 3D classification space, obtaining a class pixel point cloud. This point cloud was then used to obtain a conditional likelihood of this class, which was later used for classification. Therefore, we created a discrete 3D raster with the same dimensions as the point cloud of the training data and a spacing of 0.5 dB in the backscatter dimensions and 1.0 for the anomaly. We binned the point cloud to this raster by setting raster cells which contained data of this class to value of 1; cells without training data were set to 0. This binning discretized the point cloud of each class to binary values (0/1), keeping the spectral signature but ignoring the data density in each cell. Any 3D bin which contained any data of this class had a conditional probability for the class of 100%; all bins without any data points had a probability of 0%. Then we applied a highpass boxcar filter with a diameter of 5 bins in each dimension to this binary binned space. This transformation from binary to fuzzy probabilities accounts for some fuzziness in the real spatial signature and also reduces the influence of noise. This resulted in a significantly smoother fuzzy probability space (as displayed on the sidewalls of Figure 2 top right). A bin with all similar bins in a 2 bin neighborhood remained at a probability of 100%, if only 50% of the cells in the filter window contained data, the fuzzy space probability was 50% and an isolated classified bin (which is quite likely an outlier) obtained a probability of $1/5^3 = 0.8\%$ in the fuzzy space. We created such a fuzzy probability space for each class. These grids define the characteristic spectral signature of each surface type and were used as conditional probability in the Bayesian classification.

Then, we classified all the SAR scenes using the Bayesian probability grids. According to the values of a pixel in the three classification dimensions, we obtained a probability for each class from the respective fuzzy probability space (i.e., the spectral signature of this class) and attributed this pixel to the class with the highest probability. However, if no class had a probability of more than 5%, we marked this pixel as unclassified. Furthermore, if the most likely class and the second most likely class were closer than 5%, we also marked this pixel as unclassified, as the classification was ambiguous. Using this approach we were able to classify ~85% of the grounded ice pixels in each scene during the winter season. During the melt season, this fraction decreased up to a minimum of ~45% of the pixels as the separation between water, wet/icy and crevassed was often ambiguous.
2.3. Supraglacial Lake Definition

Based on the pixel classification results, we extracted the lake outlines automatically. In order to distinguish lakes from thin surface melt water layers or classification outliers, we used the following criteria: On a grounded ice sheet, SGLs form in local depressions, which are controlled by bedrock topography [1]. Hence, we assume that the location of the lakes is stable over the years. Furthermore, optical imagery shows that the vast majority of SGLs exist for at least a few weeks. Radar profiles [34] give evidence that the water in several lakes even stays liquid after the end of the melt season. In contrast, water covered surfaces after melt events drain or freeze relatively fast.

In consequence, we considered lakes as stationary and marked a pixel as lake if it was classified as water in a sufficient number of scenes. We used a threshold of 13 of the 159 scenes, which is about 1/12 of the scenes covering 3 years. This means that if a pixel was classified as water for at least one month per year (on average), it was assumed to be a lake. We derived the outline polygons of each connected set of marked pixels and denoted them as individual lakes. This enabled us to analyze the time series of water area for each lake separately.

2.4. Complementary Optical Data

To validate our PBC results, we created a similar time series of grids from optical imagery (S2) and applied a very basic classification scheme for SGLs. We created 50 × 50 m resolution mosaics for the whole area of interest. Due to the different orbit period of S2, we created a quasi-simultaneous image for each epoch of S1 by composing the S2 scenes with the least cloud cover within ±1 day (see some examples in Figures 1 and 3). From the red and blue band of these images we calculated the Normalized Difference Water Index for ice (NDWI$_{ic}$ [16], henceforth just called NDWI here) according to $\text{NDWI} = (\text{blue} - \text{red}) / (\text{blue} + \text{red})$ and classified water using a threshold of 0.25, (as, e.g., [15,18]). This threshold is able to identify very shallow water also. However, visual inspection showed that sometimes other dark objects such as cloud shadows were also classified as water. Therefore, we applied an additional cloud shadow filter using the band difference thresholds according to Moussavi et al. [35] (green − red > 0.09).

![Figure 3. Sequence of scenes near the margin of the 79°North Glacier, (79NG) (dashed square in Figure 1) in S1 polarimetric SAR (HH and HH–HV), our classification result and corresponding S2 optical images.](image-url)
3. Results

3.1. Time Series

Figure 3 shows a sequence of six examples of PolSAR data from S1 and our automated classification results. A comparison with the quasi-simultaneous cloud-free optical S2 images revealed that large parts of many SGLs are still lake-ice covered, even in the peak of the melt season. At the end of the melt season, a lid of lake-ice forms and the first snowfall covers the lakes, so that they cannot be identified in optical data any longer. However, the radar signals penetrate the ice cover and show that the liquid water is still there. This demonstrates that a large fraction of the supraglacial hydrological system is not visible for optical data.

On the other hand, this sequence of examples in Figure 3 also demonstrates the limitations of polarimetric SAR in monitoring SGLs. During the peak of the melt season, large amounts of liquid meltwater are stored in the porous firn matrix (up to saturation). This increases the dielectric contrast everywhere on the surface and hampers the separation between the lakes and their surroundings by SAR. Our PBC scheme is trained to separate different surface zones but during the peak of the melt season, water, wet/icy and crevassed in the lower lying parts of our region of interest cannot be separated anymore by PolSAR.

A time series of the area, classified as supraglacial water, is shown in Figure 4a. In order to allow a glaciological interpretation of this time series, Figure 4 refers to the grounded parts of the drainage basins of 79NG and ZI only. Compared to the full extent of the classified S1 observations (see Figure 1), this excludes significant parts of the ice sheet margin north and south of the large ice streams. The outline of these two drainage basins was defined by Krieger et al. [36]. Furthermore, we limit these basins to the grounded part of the ice sheet according to the outline polygons from IMBIE2 [37,38]. Figure 4a shows that within these two basins we observe a relatively stable area of liquid water of ~250 km$^2$ persistently over the three years. As explained above, very wet surface conditions during the melt season cause the classification to fail, which appears as minima in the time series where maxima would be expected.

An additional binning of the time series into classes of 100 m elevation steps (Figure 4b) shows that the majority of the water is located in the range of 700–1200 m above sea level in this region. Compared to the total area of the respective zones, the water covers about 2–3% of the surface area between 500 m and 1400 m. Even if more water would typically be expected at lower altitudes, it is not surprising that only very few lakes were detected there, as the lowest 500 m of altitude are relatively steep and crevassed in this region. Elevation bin medians of the backscattered power and the difference HH–HV clearly show the melt periods. In regions with an overall low backscatter in HH and a high difference in HH–HV, different surface types cannot be separated any longer by PolSAR. Similarly binned median ERA-5 reanalysis data [39] confirm temperatures above melting during these periods.

In Figure 4a, we also compare the results from PBC to classification results from quasi-simultaneous S2 optical imagery (see Section 2.4). The resulting area from the image pixels, classified as water from optical data, is shown by the black bars. In the PolSAR time series we see that the classification of the subsequent scenes provides very consistent results, except during the peak of the melt season, where the PBC gets less reliable. In contrast, this is the only time of the year where the optical data observes any significant amount of water at all. Nevertheless, this comparison shows that the optically visible water is only a small fraction of the total water area.

In order to quantify these differences, we compare the classified water area right after the temperatures dropped below zero again in late summer. On 19 August 2017 we identify a total water area of 465 km$^2$ at 79NG and ZI from PolSAR but only 60 km$^2$ from optical data. At the end of the relatively cold summer of 2018 (26 August) we observe 303 km$^2$ of water by PolSAR and 36 km$^2$ from S2. The summer of 2019 caused extreme melting. On 21 August 2019 our approach classified 1088 km$^2$ of liquid water with a significant fraction at higher elevations of up to 1500 m and more. However, many of these lake-like features already disappeared in the next scene six days later and
several more disappeared after 12 days (two scenes later), leaving a classified area of 520 km$^2$ on 2 September. Hence, we assume that many of the classified features were very shallow accumulations of meltwater, refreezing within a few days up to a week, which we do not consider as real, significantly deep supraglacial lakes. During this peak at 21 August 2019 we observed 166 km$^2$ of supraglacial water from optical imagery, which decreases to 129 km$^2$ on 27 August and only 32 km$^2$ of optically visible water on 8 September 2019. In contrast, PolSAR still classified 432 km$^2$ as water on 8 September 2019. In conclusion, this comparison shows that even during the melt season, the water area detected by PolSAR is about 6–8 times larger than what is visible in optical data.

![Figure 4](image_url)

**Figure 4.** (a) Liquid water area classified on 79NG and ZI with PBC from S1 (SAR, blue) and from S2 (optical, black). The pink dots refer to the scale on the right and denote the fraction of the drainage basins area that was attributed unambiguously to any of the four classes. (b) Liquid water from S1 as in (a), binned at elevation steps of 100 m. (c) Fraction of the area classified as water. (d,e) Median of HH and HH–HV, binned by elevation. (f) Temperature from ERA5, binned by elevation.

Only a few weeks after each melt season, no water is visible in optical S2 data anymore, but the SAR data shows that the lakes are still there. Shallower lakes freeze through during the winter, as can be seen at the lower part of the region in Figure 3. When all the water in the lake is frozen, the dielectric contrast at the water/lake-ice-interface at the top of the water body vanishes. This causes a significant reduction in surface scattering, and hence, the HH–HV difference can no longer distinguish between the frozen lake water and the surrounding glacier ice. However, lakes with a water depth from several meters up to tens of meters (which is the case for many SGLs; see [17,27,40–42]) have a heat capacity
which allows them to stay liquid over the whole winter if they are well isolated by a significant layer of ice and snow [19].

3.2. Validation

In order to validate the results, a comparison between an optical and a PolSAR-based classification can be done. However, during most of the year, the water is buried under a snow/ice layer and optical data cannot observe any water. During the peak of the melt season the optical data can detect liquid water on the surface, but during this time, the results of our PolSAR-based method is quite unreliable. Furthermore, a significant amount of liquid water is still buried which also cannot be detected by optical data. Therefore, we used two different approaches to validate our results.

In the first validation we used the same polygons as we used to train the classification scheme, but we checked how the algorithm performed at different epochs. The training polygons cover the period March to September 2018; hence, we chose three epochs of 2017 and three epochs of 2019 for validation. For each year we selected one epoch in spring, one in the peak of the melt season in summer and one epoch in autumn. As in Section 2.2, each polygon was verified by visual inspection of S1 and S2. If any of the polygons did not apply for this period, it was slightly modified or withdrawn. Then, we compared the total area of the test polygons of each class to the classification results, which is displayed in Figure 5. This validation shows that 75–90% of the water polygons were classified correctly, except during the melt season, where the classification agrees with only ~50%. Besides the classification of water, we note that dry shows a nearly 100% match with the test regions, except in August 2019, where we hardly see any dry snow in this region at all. In contrast, the polygons for wet/icy and crevassed yield a relatively large fraction of unclassified and even misclassified cells. This indicates that the separation between these two classes (and water as well) is often difficult. Better classification results for crevasses might be obtained by another spatial parameter as large crevasses often show typical stripe patterns. However, areas with smaller crevasses do not show this pattern as the pixel size of 50 × 50 m is too large to resolve these structures. Nevertheless, our classification is focused on classifying water. The other classes are just used to distinguish water from other surface types, which works quite reliable, except during the melt season.

In a second validation we compare our results to snow-penetrating radar profiles from an airborne mission (Figure 6). During a campaign in April 2018 an Ultra Wide Band Microwave (UWBM) snow radar system [43] with a frequency range of 2–18 GHz was operated from AWI’s Basler BT-67 aircraft in this region. We compared the UWBM-profiles, observed between 14 April and 18 April 2018 with PolSAR from 16 April 2018, as shown in Figure 6. Reflections from SGLs were picked manually from the radar profiles. We checked for an agreement between the airborne detection and our classification results within a maximum distance of 200 m to allow for some uncertainties of the positioning and the orientation of the airborne radar, the UWBM footprint size, uncertainties in the geolocation of the SAR images or observational noise, which could cause gaps in the classification. For 90.4% of these lake...
picks our PolSAR-based classification detected water as well. Furthermore, the unmatched UWBM picks (cyan in Figure 6) are all located downstream of supraglacial lakes. We interpret these features as remainders of former lake ice, which followed the ice flow but still shows a significant contrast to the layers below. Some examples for the agreement of both data sets are shown in detail in Figure 6. In HH–HV, lake A shows a strong contrast against its surroundings in April 2018. Comparing with quasi-simultaneous optical imagery shows that everything is covered by ice and snow at this time and no water is visible. When comparing with S2 scenes from the previous summer, the very bright part in the upslope direction was clearly visible as open water, while the darker part of the lake in the downslope direction was ice covered during the whole summer season of 2017 as well. The two features B and C appear significantly more fuzzy against their surroundings in HH–HV, making their classification as water from PolSAR more questionable. Comparing with optical imagery from the previous summer, the two features were hardly identifiable as water. Only with the help of radar signals can these buried water bodies be identified and the UWBM profiles confirm the classification results of PBC.

Figure 6. (a) Comparison between SGLs from PBC and airborne snow radar picks. Dark blue dots denote an agreement in classification between both techniques; UWBM-picks without a corresponding classification by PBC on 16 April 2018 are shown in cyan. Three detailed examples on the right show HH–HV (b), the classification result (c, colors as in Figure 3) and the corresponding radar profiles (d). The white arrows in (b) denote the flight direction, i.e., the orientation of the radar profiles from left to right.

3.3. Lake Drainage

In order to analyze the state of individual SGLs, we have to define lake outline polygons. As described in Section 2.3, we use the criterion of a persistent classification as water over a sufficient number of scenes to distinguish lakes from short term water covered surfaces or classification outliers. We join such connected cells and if the area of these cells exceeds 0.1 km$^2$ we define them as an individual lake of significant size. According to this definition we find a total number of 1055 lakes in the area covered by the PolSAR observations between 2017 and 2019. 433 of these lakes are located within the basins of 79NG and ZI.
Based on these lake outline definitions, we can analyze the water area of each lake over time, and hence, detect rapid drainage events. Therefore, we create lake area time series by summing up the classified water pixels of each epoch. In order to reduce the noise, we smooth these series using a floating median over three epochs (covering a time interval of 12 days). Now, we scan these time series for rapid lake drainages, which we define as a rapid change in lake area water fraction (compared to the total area within the outline) from more than 30% to less than 10%. Previous studies with optical data used significantly higher thresholds for filled lakes (e.g., 80% in [15]). However, several lakes vary in area significantly between different years, so that in cold years they do not reach levels as 80% of the maximum lake area at all. As we also observed drainages of such partly filled lakes we chose a lower threshold to detect drainage events. All such rapid declines of water area are displayed as circles in Figure 8. The vast majority of such events are located at the very beginning of the melt season. To illustrate this temporal coincidence, we plotted the average backscatter HH over the drainage basin area in the background of Figure 8 (as shown before in Figure 3d). After the onset of melt or even rain events, the wet ice sheet surface looks very similar to the lakes themselves in the radar images, and as a consequence, the water within the lakes can no longer be detected reliably from PolSAR, causing these apparent drainages. Visual inspection of simultaneous optical imagery prove that these lakes are not draining. Therefore, another criterion is necessary to distinguish between real and false drainages.

To justify that a disappearance of classified water is really related to a lake drainage, we calculate similar time series for the average HH and HH–HV backscatter within the lake outline (as in [44, 45], but we use both polarizations). As it can be seen in Figure 7a, an open water lake surface (as observed during the summer) causes a specular reflection, which means that the side-looking radar system hardly receives any return power at all. After a lake drainage, the signal is reflected from the former lake bottom, which is significantly rougher, resulting in an increase in HH. Hence, a drainage of an open water lake is accompanied by an increase in HH. During the winter time (Figure 7b), the HH-channel is less suitable to detect drainages because the signal has to penetrate a layer of ice and snow first to reach the buried lake. Hence, the HH-channel is already strongly influenced by the interactions of the radar signal with the top layers and the presence or absence of a flat water table is less prominent in HH. In contrast, the HV-channel is significantly more affected by a winter time drainage. After the strong dielectric contrast of the water body is gone, the signal can penetrate even deeper below the former lake bottom, increasing the HV-reflection significantly more, compared to HH. Hence, the relatively high HH–HV difference of a buried lake decreases rapidly and both channels become almost balanced after a lake drainage. Both kinds of rapid changes in backscatter (HH increase and HH–HV decrease), however, can also have other sources, e.g., larger scale weather effects. To justify that these changes affect the lake only, but not its surroundings, we also check the absolute anomaly $A_{HH-HV}^{abs}$ (see Equation (1)) for such significant jumps.

In consequence, we add two alternative criteria using the radar reflection time series to exclude outliers in the drainage event detection from the lake area time series alone. If a significant increase in HH and $A_{HH-HV}^{abs}$ of more than 4 dB occurs simultaneously with the vanishing water area, the drainage is confirmed as a typical summer time drainage. If, in contrast, the drainage event is accompanied by a drop in the difference HH–HV and $A_{HH-HV}^{abs}$ of more than −2 dB, the event is confirmed as a typical winter time drainage.

All drainage events, detected from these time series, are displayed in Figure 8. The majority of apparent drainage events occur at the onset of the melt season, which results in an overall increase in HH–HV, displayed in the background. The backscatter time series within the lakes, however, show that these events are false drainages, caused by a disrupted classification due to surface melting. Based on the above mentioned criteria, we were able to separate between real and false drainages. Even during the summer season, where melt hampers the classification, some drainages are identified in the SAR data and confirmed by optical images. We find that drainages occur during the whole year, not only in summer. We observe drainages of a significant area in autumn, many weeks after the end of the
melt season. A few lakes even drain during the winter months. More examples of real and false lake drainages are shown in the supplement.

**Figure 7.** Two examples for supraglacial lake drainages in PolSAR data, classification results (colors as in Figure 3) and corresponding optical images. The red line marks the automatically determined outline polygon of this lake. (a) shows a typical summer time drainage with a characteristic increase in HH, (b) shows a typical winter time drainage with a characteristic decrease in HH–HV. The optical imagery in (b) originates from 10/2017 and 03/2018. More examples can be found in the Supplementary Material.

**Figure 8.** Supraglacial lake drainages (circles) detected by PolSAR. False drainages, identified by no significant change in backscatter, are shown in gray. The colored fill of confirmed drainages indicates the type of backscatter change. The area of drained water is represented by the size.

4. Discussion

Our PolSAR-based Bayesian classification is based on the characteristic spectral signature of different types of glacier surface (*dry*, *wet/icy*, *crevassed* and *water*). Therefore, the selected set of
representative training areas is crucial for successful results. A large number of training examples helps to cover the full range of surface characteristics within one class. We used training data which covers all seasons of 2018. For the water class, we chose some open water meltwater lakes, which were clearly visible in optical data during the peak of the melt season, but also some regions which were not so obvious from optical data. Some of these regions are ice covered parts of only partially open lakes, others do not show any open water during the summer of 2018. Nevertheless, the HH–HV PolSAR signature, the UWBM radar and also the unusually flat surface, visible in optical data, indicate buried SGLs, so we selected some of them as training areas as well. While it is important to cover the full range of surface characteristics for one class, it is also important to visually check each epoch of each training polygon in all available datasets (HH, HH–HV, optical) to assure that the algorithm is trained correctly.

We did explicitly not use any additional information for classification. While information about, e.g., the day of year or the surface temperature could help to interpret a pixel’s spectral signature correctly, we aim at doing this classification from PolSAR data alone. Especially during the summer melt onset or rain events, our algorithm has a large problem in distinguishing the classes water, wet/icy and crevassed. However, this is not a problem with the algorithm but of the SAR data itself. If the whole surface gets covered by a meltwater layer, volume scattering decreases dramatically everywhere and the remaining spatial variation in HH is more dominated by parameters which are not directly related to our classes, e.g., small scale surface roughness. One could argue that a combination of SAR and optical data would help to mitigate this problem. However, we see that most of the lakes are at least partly ice-covered, even during the melt season. Therefore, water classification based on a combination of optical and SAR imagery needs some additional assumptions on the persistence or disappearance of supraglacial water and cannot be just performed on a per-pixel basis.

Our results show that a significant amount of water is stored on the ice sheet surface at 79NG and ZI. While optical data would indicate the presence of water only during a few weeks in summer, airborne radar (e.g., [34] or the profiles presented here) has shown that the lakes persist also during winter. Beyond such campaign-style information, SAR imagery is able to observe surface and subsurface characteristics with a significantly better spatio-temporal coverage [20,44,46]. Our method allows to use this SAR data to map supraglacial water in high resolution in space and time automatically even in winter. Our data show that the water covered area remains relatively constant over the 3 years of observation. This includes the relatively cold year 2018 but also the extreme summer melt year 2019. At the end of the melt season, some of the shallower water bodies freeze through, but after October the area of water remains relatively constant.

After identifying SGLs from our classification results, we created and analyzed time series for each lake. We identified several drainage events, distributed all over the year, not only in summer. Many of these events do not appear isolated but cascade simultaneously over several lakes within a local vicinity. This indicates that the events that are responsible for a drainage often have a larger scale effect (as e.g., the opening of a long crevasse) or that one drainage triggers other drainages in the surroundings as well [47,48].

Since 2017 Sentinel-1 observed the region of 79NG and ZI regularly in dual-pol mode, which is crucial especially for the classification of water during the wintertime. After 3 years of data, we have observations during very different characteristic years. According to Ignéczi et al. [25] this region will host the largest spread of SGLs over the next decades, hence, observations of the current state are essential to quantify the effect of these future changes. Therefore, consistent time series over several years are necessary to distinguish between an extreme year and a long term trend.

Beyond this specific region, many previous studies focused on SGLs on the western part of the ice sheet in the vicinity of Jakobshavn Isbræ [8–10,15,18], Johansson and Brown [20], Miles et al. [14] and Benedek and Willis [44] demonstrated that also SAR imagery is applicable there. In contrast to the manual mapping of SGLs, our PBC algorithm, once trained adequately, is able to map and monitor many SGLs over large regions automatically. The margin of the GrIS is covered practically completely by S1 in dual polarization mode. Some first tests with other orbits show that this classification, based on
the spectral signature, provides comparable results also at different orbits. However, a Greenland-wide inventory would require further investigations towards the adaptation of this algorithm on an ice sheet scale, which is beyond the scope of this paper.

5. Conclusions

Previous studies used optical satellite images to map and monitor SGLs on the GrIS. Optically derived results suffer from the fact that liquid water is often not visible due to snow cover, missing daylight or bad weather conditions. Some of these studies used SAR to overcome these limitations [14,20,44]. However, using only one polarization, they were not able to map lake outlines automatically but used results from optical classifications or manually picked outlines instead.

In this paper we present an algorithm which is solely based on PoSAR data and is able to map and monitor SGLs automatically. We demonstrated that this is especially important, as manual outline detection is not suitable on a larger scale and outlines from optical data significantly underestimate the real extent of SGLs. At the end of the melt season, when we can expect reliable results from both techniques, the area of detected supraglacial water from SAR is about 6–8 times larger than the water area from optical data. A more detailed look revealed that many lakes, which are clearly visible in PoSAR and also in airborne radar profiles, do not show an open water surface in optical images. These lakes might have formed during an extreme melt year but are later covered by an ice lid all over the year and hence are not detectable in optical imagery. Other lakes show only a partly persistent ice cover. Here, the ice lid moves on with the ice flow, which results in an open upstream part and a buried downstream part of these lakes.

This demonstrates that satellite-based radar imagery is crucial to study the full extent of the supraglacial hydrological system of Greenland. The additional information provided by polarimetric SAR allows to separate surface from volume scattering, which is fundamental to automatically mapping supraglacial water. With an expected increasing role of melt water on the GrIS in a changing climate, this information provides an important data basis for future time series of changes.

Supplementary Materials: Several additional examples of real and false lake drainages are available online at http://www.mdpi.com/2072-4292/12/17/2798/s1.

Author Contributions: L.S. processed the data, developed the algorithm and designed this study. N.N. contributed to the Sentinel data processing and to the interpretation of the results. R.Z. conducted the UWB data processing and analysis during his Master’s Thesis at the University of Bremen. A.H. created the idea of the method, initiated the study and contributed to the interpretation of the results. All authors contributed to the text. All authors have read and agreed to the published version of the manuscript.

Funding: This project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement number 689443 via project iCUPE (Integrative and Comprehensive Understanding on Polar Environments).

Acknowledgments: We thank the European Space Agency (ESA) for providing the Sentinel-1 and Sentinel-2 data, and the European Centre for Medium-Range Weather Forecasts (ECMWF) for providing the ERA5 temperature data.

Conflicts of Interest: The authors declare no conflict of interest.

Data Availability: Lake outline polygons for 79NG and ZI, derived from the classification results, and individual time series of water area and other parameters for each lake are available from Pangaea Data Center: https://doi.pangaea.de/10.1594/PANGAEA.918707.

References

1. Echelmeyer, K.; Clarke, T.S.; Harrison, W. Surficial glaciology of Jakobshavn Isbræ, West Greenland: Part I. Surface morphology. J. Glaciol. 1991, 37, 368–382. [CrossRef]
2. Lüthje, M.; Pedersen, L.; Reeh, N.; Greuell, W. Modelling the evolution of supraglacial lakes on the West Greenland ice-sheet margin. J. Glaciol. 2006, 52, 608–618. [CrossRef]
3. Tedesco, M.; Lüthje, M.; Steffen, K.; Steiner, N.; Fettweis, X.; Willis, I.; Bayou, N.; Banwell, A. Measurement and modeling of ablation of the bottom of supraglacial lakes in western Greenland. *Geophys. Res. Lett.* 2012, 39, doi:10.1029/2011gl049882. [CrossRef]

4. Das, S.B.; Joughin, I.; Behn, M.D.; Howat, I.M.; King, M.A.; Lizarralde, D.; Bhatia, M.P. Fracture Propagation to the Base of the Greenland Ice Sheet During Supraglacial Lake Drainage. *Science* 2008, 320, 778–781. [CrossRef]

5. Hoffman, M.J.; Catania, G.A.; Neumann, T.A.; Andrews, L.C.; Rumrill, J.A. Links between acceleration, melting, and supraglacial lake drainage of the western Greenland Ice Sheet. *J. Geophys. Res.* 2011, 116. [CrossRef]

6. Tedesco, M.; Willis, I.C.; Hoffman, M.J.; Banwell, A.F.; Alexander, P.; Arnold, N.S. Ice dynamic response to two modes of surface lake drainage on the Greenland ice sheet. *Environ. Res. Lett.* 2013, 8, 034007. [CrossRef]

7. Selmes, N.; Murray, T.; James, T.D. Characterizing supraglacial lake drainage and freezing on the Greenland Ice Sheet. *Cryosphere Discuss.* 2013, 7, 475–505. [CrossRef]

8. McMillan, M.; Nienow, P.; Shepherd, A.; Benham, T.; Sole, A. Seasonal evolution of supra-glacial lakes on the Greenland Ice Sheet. *Earth Planet. Sci. Lett.* 2007, 262, 484–492. [CrossRef]

9. Morriss, B.F.; Hawley, R.L.; Chipman, J.W.; Andrews, L.C.; Catania, G.A.; Hoffman, M.J.; Lüthi, M.P.; Neumann, T.A. A ten-year record of supraglacial lake evolution and rapid drainage in West Greenland using an automated processing algorithm for multispectral imagery. *Cryosphere* 2013, 7, 1869–1877. [CrossRef]

10. Georgiou, S.; Shepherd, A.; McMillan, M.; Nienow, P. Seasonal evolution of supraglacial lake volume from ASTER imagery. *Ann. Glaciol.* 2009, 50, 95–100. [CrossRef]

11. Leeson, A.A.; Shepherd, A.; Sundal, A.V.; Johansson, A.M.; Selmes, N.; Briggs, K.; Hogg, A.E.; Fettweis, X. A comparison of supraglacial lake observations derived from MODIS imagery at the western margin of the Greenland ice sheet. *J. Glaciol.* 2013, 59, 1179–1188. [CrossRef]

12. Sundal, A.; Shepherd, A.; Nienow, P.; Hanna, E.; Palmer, S.; Huybrechts, P. Evolution of supra-glacial lakes across the Greenland Ice Sheet. *Remote Sens. Environ.* 2009, 113, 2164–2171. [CrossRef]

13. Selmes, N.; Murray, T.; James, T.D. Fast draining lakes on the Greenland Ice Sheet. *Geophys. Res. Lett.* 2011, 38. [CrossRef]

14. Miles, K.E.; Willis, I.C.; Benedek, C.L.; Williamson, A.G.; Tedesco, M. Toward Monitoring Surface and Subsurface Lakes on the Greenland Ice Sheet Using Sentinel-1 SAR and Landsat-8 OLI Imagery. *Front. Earth Sci.* 2017, 5. [CrossRef]

15. Williamson, A.G.; Banwell, A.F.; Willis, I.C.; Arnold, N.S. Dual-satellite (Sentinel-2 and Landsat 8) remote sensing of supraglacial lakes in Greenland. *Cryosphere* 2018, 12, 3045–3065. [CrossRef]

16. Yang, K.; Smith, L.C. Supraglacial Streams on the Greenland Ice Sheet Delineated From Combined Spectral–Shape Information in High-Resolution Satellite Imagery. *IEEE Geosci. Remote Sens. Lett.* 2013, 10, 801–805. [CrossRef]

17. Legleiter, C.J.; Tedesco, M.; Smith, L.C.; Behar, A.E.; Overstreet, B.T. Mapping the bathymetry of supraglacial lakes and streams on the Greenland ice sheet using field measurements and high-resolution satellite images. *Cryosphere* 2014, 8, 215–228. [CrossRef]

18. Moussavi, M.S.; Abdalati, W.; Pope, A.; Scambos, T.; Tedesco, M.; MacFerrin, M.; Grigsby, S. Derivation and validation of supraglacial lake volumes on the Greenland Ice Sheet from high-resolution satellite imagery. *Remote Sens. Environ.* 2016, 183, 294–303. [CrossRef]

19. Law, R.; Arnold, N.; Benedek, C.; Tedesco, M.; Banwell, A.; Willis, I. Over-winter persistence of supraglacial lakes on the Greenland Ice Sheet: Results and insights from a new model. *J. Glaciol.* 2020, 66, 362–372. [CrossRef]

20. Johansson, A.M.; Brown, I.A. Observations of supra-glacial lakes in west Greenland using winter wide swath Synthetic Aperture Radar. *Remote Sens. Lett.* 2012, 3, 531–539. [CrossRef]

21. Fahnestock, M.; Bindschadler, R.; Kwok, R.; Jezek, K. Greenland Ice Sheet Surface Properties and Ice Dynamics from ERS-1 SAR Imagery. *Science* 1993, 262, 1530–1534. [CrossRef] [PubMed]

22. Rignot, E.; Echelmeyer, K.; Krabill, W. Penetration depth of interferometric synthetic-aperture radar signals in snow and ice. *Geophys. Res. Lett.* 2001, 28, 3501–3504. [CrossRef]

23. Freeman, A.; Durden, S. A three-component scattering model for polarimetric SAR data. *IEEE Trans. Geosci. Remote Sens.* 1998, 36, 963–973. [CrossRef]
24. Larsen, N.K.; Levy, L.B.; Carlson, A.E.; Buizert, C.; Olsen, J.; Strunk, A.; Bjork, A.A.; Skov, D.S. Instability of the Northeast Greenland Ice Stream over the last 45,000 years. *Nat. Commun.* 2018, 9. [CrossRef]
25. Ignézzi, Á.; Sole, A.J.; Livingstone, S.J.; Leeson, A.A.; Fettweis, X.; Selmes, N.; Gourmelen, N.; Briggs, K. Northeast sector of the Greenland Ice Sheet to undergo the greatest inland expansion of supraglacial lakes during the 21st century. *Geophys. Res. Lett.* 2016, 43, 9729–9738. [CrossRef]
26. Mouginot, J.; Rignot, E.; Scheuchl, B.; Fenty, I.; Khazendar, A.; Morlighem, M.; Buzzi, A.; Paden, J. Fast retreat of Zachariae Isstrom, northeast Greenland. *Science 2015*, 350, 1357–1361. [CrossRef]
27. Neckel, N.; Zeising, O.; Steinhage, D.; Helm, V.; Humbert, A. Seasonal Observations at 79°N Glacier (Greenland) from Remote Sensing and in situ Measurements. *Front. Earth Sci.* 2020, 8. [CrossRef]
28. Nagler, T.; Rott, H.; Heltzenecker, M.; Wuite, J.; Potin, P. The Sentinel-1 Mission: New Opportunities for Ice Sheet Observations. *Remote Sens.* 2015, 7, 9371–9389. [CrossRef]
29. Wegmüller, U.; Werner, C.; Strozzi, T.; Wiesmann, A.; Frey, O.; Santoro, M. Sentinel-1 Support in the GAMMA Software. *Procedia Comput. Sci.* 2016, 100, 1305–1312. [CrossRef]
30. Small, D. Flattening Gamma: Radiometric Terrain Correction for SAR Imagery. *IEEE Trans. Geosci. Remote Sens.* 2011, 49, 3081–3093. [CrossRef]
31. Porter, C.; Morin, P.; Howat, I.; Noh, M.J.; Bates, B.; Peterman, K.; Keeseey, S.; Schlenk, M.; Gardiner, J.; Tomko, K.; et al. ArcticDEM. *Harv. Dataverse* 2016. [CrossRef]
32. Morlighem, M.; Williams, C.N.; Rignot, E.; An, I.; Arndt, J.E.; Bamber, J.L.; Catania, G.; Chauché, N.; Dowdeswell, J.A.; Dorschel, B.; et al. BedMachine v3: Complete Bed Topography and Ocean Bathymetry Mapping of Greenland From Multibeam Echo Sounding Combined With Mass Conservation. *Geophys. Res. Lett.* 2017, 44, 11051–11061. [CrossRef][PubMed]
33. Abbasi, A.; Fahlgren, N. Naïve Bayes pixel-level plant segmentation. In Proceedings of the 2016 IEEE Western New York Image and Signal Processing Workshop (WNYISPW), Rochester, NY, USA, 18 November 2016; doi:10.1109/wnyipw.2016.7904790. [CrossRef]
34. Koenig, L.S.; Lampkin, D.J.; Montgomery, L.N.; Hamilton, S.L.; Turrin, J.B.; Joseph, C.A.; Moutsafa, S.E.; Panzer, B.; Casey, K.A.; Paden, J.D.; et al. Wintertime storage of water in buried supraglacial lakes across the Greenland Ice Sheet. *Cryosphere* 2015, 9, 1333–1342. [CrossRef]
35. Moussavi, M.; Pope, A.; Halberstadt, A.R.W.; Trusel, L.D.; Cioffi, L.; Abdalati, W. Antarctic Supraglacial Lake Detection Using Landsat 8 and Sentinel-2 Imagery: Towards Continental Generation of Lake Volumes. *Remote Sens.* 2020, 12, 134. [CrossRef]
36. Krieger, L.; Floriciou, D.; Neckel, N. Drainage basin delineation for outlet glaciers of Northeast Greenland based on Sentinel-1 ice velocities and TanDEM-X elevations. *Remote Sens. Environ.* 2020, 237, 111483. [CrossRef]
37. Shepherd, A.; Ivins, E.; Rignot, E.; Smith, B.; van den Broeke, M.; Velicogna, I.; Whitehouse, P.; Briggs, K.; Joughin, I.; Krinner, G.; et al. Mass balance of the Greenland Ice Sheet from 1992 to 2018. *Nature 2019*. [CrossRef]
38. Rignot, E.; Velicogna, I.; van den Broeke, M.; Monaghan, A.; Lenaerts, J. Acceleration of the contribution of the Greenland and Antarctic ice sheets to sea level rise. *Geophys. Res. Lett.* 2011, 38, L05503. [CrossRef]
39. Copernicus Climate Change Service (C3S). ERA5: Fifth Generation of ECMWF Atmospheric Reanalyses of the Global Climate; Copernicus Climate Change Service Climate Data Store (CDS): Brussels, Belgium, 2017.
40. Box, J.E.; Ski, K. Remote sounding of Greenland supraglacial melt lakes: Implications for subglacial hydraulics. *J. Glacial.* 2007, 53, 257–265. [CrossRef]
41. Sneed, W.A.; Hamilton, G.S. Evolution of melt pond volume on the surface of the Greenland Ice Sheet. *Geophys. Res. Lett.* 2007, 34. [CrossRef]
42. Pope, A. Reproducibly estimating and evaluating supraglacial lake depth with Landsat 8 and other multispectral sensors. *Earth Space Sci.* 2016, 3, 176–188. [CrossRef]
43. Yan, J.B.; Gogineni, S.; Rodriguez-Morales, F.; Gomez-García, D.; Paden, J.; Li, J.; Leuschen, C.J.; Braaten, D.A.; Richter-Menge, J.A.; Farrell, S.L.; et al. Airborne Measurements of Snow Thickness: Using ultrawide-band frequency-modulated-continuous-wave radars. *IEEE Geosci. Remote Sens. Mag.* 2017, 5, 57–76. [CrossRef]
44. Benedek, C.; Willis, I. Winter drainage of surface lakes on the Greenland Ice Sheet from Sentinel-1 SAR Imagery. *Cryosphere Discuss.* 2020. [CrossRef]
45. Dunmire, D.; Lenaerts, J.T.M.; Banwell, A.F.; Wever, N.; Shragge, J.; Lhermitte, S.; Drews, R.; Pattyn, F.; Hansen, J.S.S.; Willis, I.C.; et al. Observations of Buried Lake Drainage on the Antarctic Ice Sheet. *Geophys. Res. Lett.* **2020**, *47*. [CrossRef]

46. Miles, B.W.J.; Stokes, C.R.; Vieli, A.; Cox, N.J. Rapid, climate-driven changes in outlet glaciers on the Pacific coast of East Antarctica. *Nature* **2013**, *500*, 563–566. [CrossRef]

47. Hoffman, M.J.; Perego, M.; Andrews, L.C.; Price, S.F.; Neumann, T.A.; Johnson, J.V.; Catania, G.; Lüthi, M.P. Widespread Moulin Formation During Supraglacial Lake Drainages in Greenland. *Geophys. Res. Lett.* **2018**, *45*, 778–788. [CrossRef]

48. Christoffersen, P.; Bougamont, M.; Hubbard, A.; Doyle, S.H.; Grigsby, S.; Pettersson, R. Cascading lake drainage on the Greenland Ice Sheet triggered by tensile shock and fracture. *Nat. Commun.* **2018**, *9*. [CrossRef]