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Abstract. We consider the generalized Benjamin-Ono equation:
\[ \partial_t u + \partial_x (-|D|u + |u|^{p-1}u) = 0, \]
with \( L^2 \)-supercritical power \( p > 3 \) or \( L^2 \)-subcritical power \( 2 < p < 3 \). We will construct strongly interacting multi-solitary wave of the form:
\[ \sum_{i=1}^{n} Q(\cdot - t - x_i(t)), \]
where \( n \geq 2 \), and the parameters \( x_i(t) \) satisfying \( x_i(t) - x_{i+1}(t) \sim \sqrt{t} \) as \( t \to +\infty \). We will also prove the uniqueness of such solutions in the case of \( n = 2 \) and \( p > 3 \).

1. Introduction

1.1. Setting of the problem. In this paper, we consider the following generalized Benjamin-Ono equations:
\[ \begin{cases} 
\partial_t u + \partial_x (-|D|u + |u|^{p-1}u) = 0, & (t, x) \in (0, +\infty) \times \mathbb{R}, \\
u(0, x) = u_0(x) \in H^{1/2},
\end{cases} \tag{1.1} \]
where \( p > 1 \), and \(|D|\) is defined as follows:
\[ \mathcal{F}(|D|u)(\xi) = |\xi|^2 \hat{u}(\xi). \]

This is a natural generalization of the classical Benjamin-Ono equation:
\[ \partial_t u + \partial_x (-|D|u + u^2) = 0, \tag{1.2} \]
introduced by Benjamin [5] and Ono [40] as a model for one-dimensional waves in deep water. We also refer to [1, 8, 25, 26, 35, 36] and references therein for intensively study of this equation both mathematically and numerically.

The Cauchy Problem (1.1) is locally well-posed in \( H^{1/2} \), in the sense that for all \( u_0 \in H^{1/2}(\mathbb{R}) \), there exists a unique maximal solution \( u(t) \in C([0, T), H^{1/2}) \) for (1.1). Here \( T \in (0, +\infty] \) is the maximal lifespan of this solution, we also have the following blow-up criterion: if \( T < +\infty \), then
\[ \lim_{t \to T^-} \|u(t)\|_{H^{1/2}} = +\infty. \tag{1.3} \]
We refer to [9, 19, 25, 26, 28, 29, 35, 36, 42] for the proof of the local wellposedness result (We mention here for certain \( p \), sharper results are proved. But local well-posedness in \( H^{1/2} \) is sufficient for this paper ). Moreover, the mass and energy are conserved by the flow of (1.1):
\[ M(u(t)) = \frac{1}{2} \int u^2(t), \quad E(u(t)) = \frac{1}{2} \int ||D|^{1/2}u(t)||^2 - \frac{1}{p+1} \int |u|^{p+1}(t). \tag{1.4} \]
The equation (1.1) also has the following symmetries: if \( u(t, x) \) is a solution, then
\[
u_{\lambda_0, t_0, x_0}(t, x) = \frac{1}{\lambda_0^{1/(p-1)}} u \left( \frac{t - t_0}{\lambda_0^2}, \frac{x - x_0}{\lambda_0} \right). \tag{1.5}\]
It is easy to see that the above transform leaves the \( H^{s_c}(\mathbb{R}) \) norm of the initial data invariant, where \( s_c = 1/2 - 1/(p - 1) \).

The Cauchy problem (1.1) is called
- \( L^2 \)-subcritical, if \( p < 3 \) (or equivalently \( s_c < 0 \));
- \( L^2 \)-critical, if \( p = 3 \) (or equivalently \( s_c = 0 \));
- \( L^2 \)-supercritical, if \( p > 3 \) (or equivalently \( s_c > 0 \)).

There exists a special class of solutions called solitary waves given by
\[
u(t, x) = Q_c(x - ct),
\]
where \( Q_c(y) = c^{1/p} Q(cy) \), \( c > 0 \) and \( Q \in H^{\frac{1}{2}}(\mathbb{R}) \) satisfying
\[
-\|D\|Q - Q + Q^p = 0. \tag{1.6}
\]
This function \( Q \) is called ground state and is related to the best constant problem of the following Gagliardo-Nirenberg inequality:
\[
\forall v \in H^{\frac{1}{2}}, \quad \int |v|^{p+1} \leq C_p \left( \int \|D\|^{\frac{1}{p+1}} v \right)^{p+1} \left( \int |v|^2 \right). \tag{1.7}
\]
Existence of a nonnegative even solution to (1.6) was proved by Albert-Bona-Saut [2] and Weinstein [45, 46]. Uniqueness of such a solution (up to symmetries) was proved by Amick-Toland [3], Frank-Lenzmann [16] and Frank-Lenzmann-Silvestre [17]. Moreover, the ground state \( Q \) has the following asymptotic behavior:
\[
Q(y) \sim \frac{1}{y^2},
\]
as \( |y| \to +\infty \).

Recall that in the subcritical case \( p < 3 \), the solitary waves are orbitally stable due to [6, 7, 45]. The solitary wave of the classical Benjamin-Ono equation (1.2) is asymptotically stable due to [25]. We refer to [18, 25] for the stability in \( H^{\frac{1}{2}} \) of the sum of solitary waves with distinct velocity\(^1\) for classical Benjamin-Ono equation (1.2). We also refer to [15] for the existence of the sum of solitary waves in energy space for \( L^2 \) subcritical fractional KdV equations (including the original Benjamin-Ono equations).

1.2. Main result. In this paper, we consider the generalized Benjamin-Ono equations in both \( L^2 \) subcritical and supercritical cases. We are searching for strongly interacting multi-solitary wave of the following form:
\[
u(t, x) \sim \sum_{i=1}^{n} Q(x - t - x_i(t)), \tag{1.8}
\]
with \( x_1(t) > x_2(t) > \cdots > x_n(t) \), and \( x_i(t) - x_{i+1}(t) \ll t \), as \( t \to +\infty \). More precisely, we have:

\(^1\)This case corresponds to weakly interacting multi-solitary waves.
Theorem 1.1 (Existence). Let $p \in (2,3) \cup (3, +\infty)$, $n \geq 2$. There exist $t_0 \gg 1$ and a solution $u \in C([t_0, +\infty), H^\frac{1}{2}(\mathbb{R}))$ to (1.1), with the following behavior:
\[ \lim_{t \to +\infty} \left\| u(t, \cdot) - \sum_{i=1}^{n} \sigma_i Q(\cdot - t - x_i(t)) \right\|_{H^\frac{1}{2}} = 0, \]
where
\[ x_i(t) = \alpha_i \sqrt{t} + \beta_i t + \gamma_i \]
with some universal constants $\alpha_i = \alpha_i(p,n)$, $\beta_i = \beta_i(p,n)$, $\gamma_i = \gamma_i(p,n)$, satisfying $\alpha_1 > \alpha_2 > \cdots > \alpha_n$. Moreover, $\sigma_i = (-1)^{i-1}$ if $2 < p < 3$; $\sigma_1 = \cdots = \sigma_n = 1$, if $p > 3$.

In case of $p > 3$ and $n = 2$, we can also prove the uniqueness of solutions with the form (1.8):

Theorem 1.2 (Uniqueness). Let $p > 3$, $n = 2$, and $u \in C([t_0, +\infty), H^\frac{1}{2}(\mathbb{R}))$ be a solution to (1.1) satisfying:
\[ \lim_{t \to +\infty} \left\| u(t, \cdot) - \sum_{i=1}^{2} \sigma_i Q(\cdot - t - x_i(t)) \right\|_{H^\frac{1}{2}} = 0, \]
for some functions $x_i(t)$ and $\sigma_i \in \{\pm 1\}$. Assume that $\sigma_1 = 1$ and
\[ \lim_{t \to +\infty} x_1(t) - x_2(t) = +\infty, \]
then we have $\sigma_2 = 1$, and
\[ \lim_{t \to +\infty} \frac{x_1(t) - x_2(t)}{\sqrt{t}} = \alpha_1 - \alpha_2, \]
where $\alpha_i$ are the universal constants defined in Theorem 1.1.

Remark 1.3. The solution mentioned above is also known as multi-pole solution. The interaction between any two bubbles of the solution is strong in the sense that the relative velocities between any two bubbles are the same and the distance between them is asymptotically $O(\sqrt{t})$, which is much smaller than $O(t)$. In the context of inverse scattering theory, the existence of multi-pole solutions are proved for many completely integrable models such as mKdV [44] and cubic NLS equations [39]. We mention here the classic Benjamin-Ono equation (1.2) does not possess multi-pole solutions since the operator $L$ of the Lax pair has finitely many simple discrete eigenvalues due to [47]. There is another example of integrable models which possesses the multi-pole solutions, the Kadomtsev-Petviashvil I (KP-I) equation. It was shown in [43] that there exist multi-pole solutions with the relative distance $O(\sqrt{t})$, the same as the generalized Benjamin-Ono equations.

There are some other examples of multiple pole solutions for non-integrable models:

1. Nguyen [37] constructed double pole solution for both $L^2$ subcritical and $L^2$ supercritical generalized KdV equations;
2. Nguyen [38] constructed double pole solution for $L^2$ subcritical and supercritical nonlinear Schrödinger equations;
3. Martel-Nguyen [32] constructed double pole solution for one dimensional cubic Schrödinger system;
4. Aryan [4] for nonlinear Klein-Gordon equations.
Remark 1.4. There are also some other examples for blow-up solutions with strongly interacting bubbles:

1. Martel-Raphaël [34] for $L^2$ critical NLS;
2. Cortázar-Del Pino-Musso [12] for energy critical nonlinear heat equations in domain;
3. Jendrej [20, 22] for focusing energy critical wave equations;
4. Combet-Martel [11] for $L^2$ critical gKdV equations.

Remark 1.5. In this paper, the authors dealt with the non-integrable Benjamin-Ono equations where the arguments of inverse scattering do not work. We constructed multi-pole solutions in these cases in a dynamical way. Some arguments here are similar to [37], but due to different structures of KdV and Benjamin-Ono equations, there are some essential difficulties for the Benjamin-Ono cases:

1. The relative distance between nearby bubbles for multi-pole solutions for the generalized Benjamin-Ono equations is $O(\sqrt{t})$, while in the KdV case, it is $O(\log t)$. This is mainly due to the different asymptotic behaviors at infinity of the ground states for these two equations. This fact makes it much harder to construct approximate strongly-interacting multi-soliton in the Benjamin-Ono case. Since for the approximate strongly interacting multi-soliton in both the KdV and Benjamin-Ono cases, we require an estimate of order $t^{-2-\delta}$ with $\delta > 0$ for the error term. But in Benjamin-Ono case, there is a huge number of “lower order terms” (terms which decays slower than or the same as $t^{-2}$) appearing, while in the KdV case, the lowest order term is just $t^{-2}$ and they are only generated by the interaction between each bubbles. Therefore, constructing strongly interacting multi-soliton in the Benjamin-Ono case is much more involved.

2. The nonlocal structure of (1.1) makes the analysis much more complicated than the KdV case. For example, some arguments of integration by parts in the KdV cases have to be replaced by some complicated commutator estimates introduced in [10, 14, 27, 33].

3. Unlike the KdV case, we don’t have an explicit expression for the ground state in the Benjamin-Ono case when $p > 2$. To understand the interaction between different bubbles, we need to know the exact asymptotic behavior of the ground state at infinity. A lack of explicit expression will creates difficulties in this issue.

4. In contrast to [37, 38], we also consider the multi-bubble cases, where the interaction between different bubbles are much more complicated than the two-bubble case. We also mention here, due to the fact that the relative distance between nearby bubbles for multi-pole solutions for the generalized Benjamin-Ono equations is $O(\sqrt{t})$, one has to consider interaction between any two bubbles not just nearby ones, which is more complicated than the KdV cases where for every fixed bubble, one only needs to consider the interaction of the nearest one.

Remark 1.6. In the $L^2$ critical case, the authors conjectured that such solutions don’t exist. However, this type of results still remain open.

---

2We mention here the ground state in the KdV case has exponential decay at infinity, while the ground state for the Benjamin-Ono case has algebraic decay.

3See Proposition 3.3 for more details.
Remark 1.7. Uniqueness of solutions with asymptotic behavior (1.8) when \( n \geq 3 \) remains open. This is due to the complicated interaction between different bubbles in those cases. While in the \( L^2 \) subcritical case and \( n = 2 \), we cannot use the energy conservation law to control the error term like the \( L^2 \) supercritical case, which prevents us from obtaining the uniqueness result.

1.3. Notations. We first introduce the scaling generator:

\[
\Lambda f(y) = \left. \frac{\partial f_c(y)}{\partial c} \right|_{c=1} = \frac{1}{p-1} f(y) + y f'(y),
\]

(1.14)

where

\[
f_c(y) = c^{1/p-1} f(cy).
\]

(1.15)

Then we introduce the linearized operators at \( Q \):

\[
L f = |D| f + f - pQ^{p-1} f.
\]

(1.16)

For all \( s > 0 \), we denote by \( \mathcal{Y}_s \) the set of smooth functions \( f \) satisfying the following conditions: for all \( k \in \mathbb{N} \), there exists a constant \( C_k > 0 \) such that

\[
|\partial_y^k f(y)| \leq C_k \langle y \rangle^{-k-s},
\]

where \( \langle y \rangle = \sqrt{1 + y^2} \).

We denote the \( L^2 \) scalar product on \( \mathbb{R} \) by:

\[
(f, g) = \int_{\mathbb{R}} f(x) g(x) dx.
\]

(1.17)

For suitable operators \( A, B \), we denote by \( [A, B] = AB - BA \) the commutator of \( A \) and \( B \).

Finally, we denote by \( \delta(\alpha) \) a small positive constant such that:

\[
\lim_{\alpha \to 0^+} \delta(\alpha) = 0.
\]

(1.18)

1.4. Outline of the proof.

1.4.1. Formulation of the system. We consider solutions to (1.1) with the following form:

\[
u(t, y + t) \sim \sum_{i=1}^{n} \sigma_i Q_{1+\mu_i(t)}(y - x_i(t)).
\]

To classify the (strong) interaction between each bubble, we introduce an interaction term \( r(t, y) \) of the following form

\[
r(t, y) = \sum_{i,j=1}^{n} A_{ij}(t, y - x_i(t)) x_{ij}^2(t) + \sum_{i,j=1}^{n} B_{ij}(t, y - x_i(t)) x_{ij}^3(t) \varphi_{ij}(t, y),
\]

where \( A_{ij} \) and \( B_{ij} \) are functions to be chosen later, and \( \varphi_{ij} \) are some suitable cut-off functions. By direct computation of the interaction between each bubbles, we have the following formal ODE system of the parameters \( x_i(t) \) and \( \mu_i(t) \):

\[
\dot{x}_i \sim \mu_i, \quad \dot{\mu}_i + \sum_{j=1, j \neq i}^{n} \frac{a_{ij}}{(x_i - x_j)^3} \sim 0,
\]

(1.19)
for all $i = 1, \ldots, n$, where $a_{ij}$ are some explicit constants depending only on $p$ and the choice of the sign $\sigma_i$. With a suitable choice of the sign $\sigma_i$, the ODE system (1.19) leads to the following asymptotic behaviors of the parameters:

$$x_i(t) \sim \alpha_i \sqrt{t}, \quad \mu_i(t) \sim \frac{\alpha_i}{2\sqrt{t}},$$

(1.20)

for all $i = 1, \ldots, n$, where $\alpha_i$ are some universal constants depending on $p, n$, with $\alpha_1 > \cdots > \alpha_n$.

1.4.2. Construction of approximate strongly interacting multi-bubbles. Let

$$V(t, y) = \sum_{i=1}^{n} Q_{1+\mu_i(t)}(y - x_i(t)) + r(t, y).$$

Then $V$ should be an approximate solution of

$$\partial_t V - \partial_y (|D|^p V + V - |V|^{p-1} V) = 0.$$

For technical reason, we require an estimate on the error term of the form $t^{-2-\delta}$, where $\delta > 0$. But, when considering the scaling symmetry, there will be a lot of “lower order terms” appearing. Meanwhile, the interaction between different bubbles also contain “lower order terms”. We have to choose some functions $A_{ij}$, $B_{ij}$ carefully so that all “lower order terms” generated by scaling and interaction will be canceled. We mention here this is new feature for generalized Benjamin-Ono equations when comparing to the KdV cases.

Due to these “lower order terms”, the ODE system (1.19) has to be replaced by the following refined one:

$$\dot{x}_i \sim \mu_i, \quad \dot{\mu}_i + \sum_{j=1}^{n} \frac{a_{ij}}{(x_i - x_j)^3} + \sum_{j,k=1}^{n} \frac{b_{ijk} \mu_k}{(x_i - x_j)^3} \sim 0,$$

(1.21)

for all $i = 1, \ldots, n$, where $b_{ijk}$ are universal constants depending on $p, n$. Hence, the asymptotic behavior of the parameters (1.20) can be improved to

$$x_i(t) \sim \alpha_i \sqrt{t} + \beta_i \log t + \gamma_i, \quad \mu_i(t) \sim \frac{\alpha_i}{2\sqrt{t}} + \frac{\beta_i}{t},$$

(1.22)

for all $i = 1, \ldots, n$, where $\beta_i, \gamma_i$ are universal constants.

1.4.3. Modulation estimates. For all initial data close to the multi-soliton

$$\sum_{i=1}^{n} \sigma_i Q_{1+\mu_i,0}(y - x_{i,0}),$$

a standard argument of implicit function theorem, there exist parameters $x_i(t)$, $\mu_i(t)$ and an error term $\varepsilon(t, y)$ such that

$$u(t, y + t) = V(t, y) + \varepsilon(t, y)$$

and $\varepsilon$ satisfies some well-chosen orthogonality conditions. As a direct consequence, the parameters $x_i(t)$, $\mu_i(t)$ satisfy the approximate ODE system (1.21).

---

4Here, by “lower order terms” we mean terms which asymptotically behave like $t^{-\alpha}$, with $0 < \alpha \leq 2$.

5See Proposition 3.3 and Proposition 3.5 for more details.

6See (3.73) for more details.
1.4.4. *Existence of the strongly interacting multi-soliton.* The most crucial part for the proof of Theorem 1.1 is to establish a uniform backward estimate\(^7\). This estimate claims that for some fixed time \(t_0\), we have for all large enough \(t_{in} > 0\), there exists a suitable choice of initial data, such that the parameters \(x_i(t)\) and \(\mu_i(t)\) satisfy (1.22) on \([t_0, t_{in}]\). The proof can be divide into two parts:

1. Solving the perturbed ODE system (1.21);
2. Complete the estimate on the error term \(\varepsilon\).

The first part requires a suitable choice of \(x_i(t_{in})\) and \(\mu_i(t_{in})\) which is done by a topological argument. While for the second part, we have to consider the following localized energy functional:

\[
W(t) = \int \left| D \left( \varepsilon \sqrt{\Phi_1} \right) \right|^2 + \varepsilon^2 (\Phi_1 + \Phi_2) \\
- \frac{2}{p+1} \left[ (|V + \varepsilon|^{p+1} - |V|^{p+1} - (p+1)|V|^{p-1}V\varepsilon) \right] \Phi_1,
\]

for some well-chosen weight functions \(\Phi_1, \Phi_2\). The energy conservation law of (1.1), will lead to some important monotonicity formula for \(W^8\). Now, it suffices to show that \(W\) is coercive: \(W \sim \|\varepsilon\|^2_{\frac{p-1}{p+1}}\). The proof of this estimate is different for the sub-critical and supercritical cases. Since, in the sub-critical cases, the unstable direction of \(W\) can be controlled by the orthogonality conditions (3.73). Hence, we can directly choose \(\varepsilon(t_{in}) = 0\) to conclude the proof. But in the supercritical cases, this argument does not work. We have to control the directions \((\varepsilon, Z^\pm(\cdot - x_i))\), where \(Z^\pm\) are eigenfunctions of \(L\partial_y\). We need an additional topological argument to find suitable initial data such that \(W\) is coercive on \([t_0, t_{in}]\). Similar argument can also be found in [13, 37].

With this uniform backward estimate, we can easily prove Theorem 1.1 by a compactness argument.

1.4.5. *Uniqueness of two-bubble solutions in the supercritical cases.* We will show that in case of \(p > 3\) and \(n = 2\), the solution mentioned in Theorem 1.1 is unique in a certain sense.

The proof is parallel to the proof of the existence result. We first establish estimates for the parameters and error terms by modulation arguments. Again, in the supercritical cases, we have to control the direction \((\varepsilon, Z^\pm(\cdot - q_i))\). The most important part is to use the coercivity of two-soliton induced by the energy conservation law to show that the two bubble must have the same sign. The remaining part of the proof is just to solve the perturbed ODE system (1.21), which is similar to the proof of the existence result.
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\(^7\)See Proposition 4.3 for more details.
\(^8\)See Proposition 4.9 for more details.
2. Properties of the ground state

In this section, we list some basic properties about the ground state $Q$ and the linearized operator $L$. Most of them can be found in [3, 16, 21, 33, 41, 45, 46].

2.1. Spectral properties of the linearized operator. We start with some basic properties about the ground state $Q$. Most of these properties are proved in [16, 17]:

**Proposition 2.1.** Let $p \geq 2$, consider functional

$$I(u) = \frac{\|D^{\frac{1}{2}}u\|_{L^p}^{p-1} \|u\|_{L^p}^{p+1}}{\|u\|_{L^{p+1}}^{p+1}}, \quad \forall u \in H^\frac{1}{2}(\mathbb{R}) \setminus \{0\}.$$ 

We have:

1. **Existence:** There exists a minimizer $Q \in H^\frac{1}{2} \cap \mathcal{Y}$ of $I(u)$, which is an even positive smooth function on $\mathbb{R}$ satisfying (1.6).

2. **Asymptotic behavior:** The function $Q$ has the following asymptotic behavior at infinity:

   - $Q(y) = \frac{\kappa_0}{y^2} + \frac{g(y)}{y^4} + O\left(\frac{1}{y^6}\right)$, as $|y| \to +\infty$, \hspace{1cm} (2.1)
   - $Q'(y) = -\frac{2\kappa_0}{y^3} + O\left(\frac{1}{|y|^2}\right)$, as $|y| \to +\infty$. \hspace{1cm} (2.2)

   where $\kappa_0 > 0$ and $g \in L^\infty(\mathbb{R}) \cap C^1(\mathbb{R})$. Moreover, we have

   - $|g'(y)| = O\left(\frac{1}{|y|^2}\right)$ as $|y| \to +\infty$. \hspace{1cm} (2.3)

3. **Uniqueness:** Any minimizer of $I$ must have the form $\alpha_0 Q_{c_0}(\cdot - x_0)$, where $\alpha_0 \in \mathbb{C} \setminus \{0\}$, $c_0 > 0$, $x_0 \in \mathbb{R}$.

**Remark 2.2.** Existence, uniqueness and regularity of the minimizer $Q$ are proved in [16, 17]. We will prove the asymptotic formula (2.1)–(2.3) in Appendix A.

Next, we recall some properties about the linearized operator $L$ at $Q$:

**Proposition 2.3.** $L$ is a self-adjoint operator in $L^2$ with domain $H^1$. Moreover, the following properties hold:

1. **Spectrum:** The operator $L$ has exactly one negative eigenvalue $-\kappa$ ($\kappa > 0$) associated to an even positive function $\chi_0$; $\sigma_{\text{ess}}(L) = [1, +\infty)$; ker $L = \{aQ' : a \in \mathbb{R}\}$.

2. **Scaling:** $L aQ = -Q$;

3. **Regularity:** if $f \in H^1$ such that $Lf \in \mathcal{Y}_1$, then $f \in \mathcal{Y}_1$;

4. **Invertibility:** for all $g \in L^2$ such that $(g, Q') = 0$, then there exists a unique $f \in L^2$ with $(f, Q') = 0$ and $Lf = g$;

5. **Coercivity:** if $p < 3$, then there exists a universal constant $\mu > 0$ such that

$$\langle L v, v \rangle \geq \mu \|v\|^2_{H^\frac{1}{2}} - \frac{1}{\mu} [(v, Q)^2 + (v, Q')^2]. \hspace{1cm} (2.4)$$

**Proof.** We refer to [16, 33, 45, 46] for the proof of (1)–(4).
Finally, property (5) follows from the fact $Q$ is the unique minimizer (up to
symmetries) of the following minimizing problem:
\[
\inf_{u \in H^{1/2}_+, \|u\|_{L^2} = \|Q\|_{L^2}} E(u)
\]
when $p < 3$.

Now, we introduce some spectral properties about the operators $\partial_y \mathcal{L}$ and $\mathcal{L} \partial_y$ in the supercritical case $p > 3$:

**Proposition 2.4.** There exist functions $Y^\pm \in \mathcal{Y}_2$ and $e_0 > 0$ such that
\[
\partial_y (\mathcal{L} Y^-) = -e_0 Y^-, \quad \partial_y (\mathcal{L} Y^+) = e_0 Y^+,
\]
(2.5)
\[
Y^+(y) = Y^-(y), \quad \int_y Y^\pm = 0,
\]
(2.6)
\[
(Y^-, \mathcal{L} Y^-) = (Y^+, \mathcal{L} Y^+) = 0,
\]
(2.7)
\[
(Y^-, \mathcal{L} Y^-) = (Y^+, \mathcal{L} Y^+) \neq 0.
\]
(2.8)

The existence of $Y^\pm$ is proved by [24, 30]. The rest part of the proof of this Proposition is similar to [21, Proposition 2.9].

**Proposition 2.5.** There exist functions $Z^\pm \in \mathcal{Y}_2$ such that
(1) $\mathcal{L}(\partial_y Z^-) = -e_0 Z^-, \mathcal{L}(\partial_y Z^+) = e_0 Z^+$;
(2) $(Z^\pm, Y^\pm) = 1, (Z^\pm, Y^\mp) = 0, (Z^\pm, Q') = 0$;
(3) Fix a $Z \in L^2$ such that $(Z, Q') \neq 0$. There exists $\mu_0 > 0$ such that for all $v \in H^{1/2}_+$, we have
\[
(v, \mathcal{L} v) \geq \mu_0 \|v\|_{H^{1/2}_+}^2 - \frac{1}{\mu_0} [(Z^-, v)^2 + (Z^+, v)^2 + (Z, v)^2].
\]
(2.9)

The proof of proposition 2.5 is almost the same as [21, Proposition 2.10, Lemma 2.11, Proposition 2.13]. We omit the details here.

2.2. Coercivity near a two-soliton. We introduce the following functional:
\[
H(u) = E(u) + M(u) = \frac{1}{2} \int u^2 + \frac{1}{2} \int \|D^1 u\|^2 - \frac{1}{p+1} \int u^{p+1},
\]
for $u \in H^{1/2}_+$. We are interested in the coercivity properties of $H$ near a two-soliton.

More precisely, we have:

**Proposition 2.6.** Let us fix $\sigma \in \{\pm 1\}$ and $Z \in L^2$ such that $(Z, Q') \neq 0$. There exist constants $\omega_0, z_0, C_0 > 0$, such that if $\varepsilon, x_1, x_2$ satisfy
\[
H(Q(\cdot - x_1) + \sigma Q(\cdot - x_2) + \varepsilon) = 2H(Q),
\]
and $\|\varepsilon\|_{H^{1/2}_+} \leq \omega_0, x_1 - x_2 \geq z_0$, then
(1) if $\sigma = 1$, there holds
\[
\|\varepsilon\|^2_{H^{1/2}_+} \leq C_0 \left\{ \frac{1}{(x_1 - x_2)^2} + (Z^- (\cdot - x_1), \varepsilon)^2 + (Z^+ (\cdot - x_1), \varepsilon)^2 + (Z (\cdot - x_1), \varepsilon)^2 + (Z^- (\cdot - x_2), \varepsilon)^2 + (Z^+ (\cdot - x_2), \varepsilon)^2 + (Z (\cdot - x_2), \varepsilon)^2 \right\};
\]
(2.10)
(2) if $\sigma = -1$, there holds
\[
\|\varepsilon\|_{H^\frac{1}{2}}^2 + \frac{1}{(x_1 - x_2)^2} \leq C_0 \left[ (Z^-(-x_1), \varepsilon)^2 + (Z^+(-x_1), \varepsilon)^2 + (Z(-x_1), \varepsilon)^2 
+ (Z^-(x_2), \varepsilon)^2 + (Z^+(x_2), \varepsilon)^2 + (Z(x_2), \varepsilon)^2 \right].
\] (2.11)

To prove Proposition 2.6, we need the following two lemmas:

Lemma 2.7. Let $\sigma \in \{\pm 1\}$ and $Z \in L^2$ such that $(Z, Q') \neq 0$, then there exist constants $\omega_0, z_0, \lambda > 0$, such that if $U, x_1, x_2$ satisfy $\|U - Q(-x_1) - \sigma Q(-x_2)\|_{H^\frac{1}{2}}^2 \leq \omega_0$ and $x_1 - x_2 \geq z_0$, then for all $\varepsilon \in H^\frac{1}{2}$, there holds
\[
(\varepsilon, D^2H(U)\varepsilon)
\geq \lambda_0 \|\varepsilon\|_{H^\frac{1}{2}}^2 - \frac{1}{\lambda_0} \left[ (Z^-(-x_1), \varepsilon)^2 + (Z^+(-x_1), \varepsilon)^2 + (Z(-x_1), \varepsilon)^2 
+ (Z^-(x_2), \varepsilon)^2 + (Z^+(x_2), \varepsilon)^2 + (Z(x_2), \varepsilon)^2 \right],
\] where $D^2H(U) = |D| - p|U|^{p-1} + 1$.

Lemma 2.8. There exists a positive constant $\kappa_0 > 0$ such that
\[
H(Q(-x_1) + \sigma Q(-x_2)) = 2H(Q) - \frac{\sigma \kappa_0}{(x_1 - x_2)^2} + O\left( \frac{1}{|x_1 - x_2|^3} \right),
\] as $x_1 - x_2 \to +\infty$.

Proof of Lemma 2.7. Without loss of generality, we can assume that $x_2 = 0$ and $x_1 \geq z_0$. Consider the following operator:
\[
T' = |D| + 1 - pQ^{p-1} - pQ^{p-1}(-x_1).
\]

Then we have
\[
(\varepsilon, D^2H(U)\varepsilon) - (\varepsilon, T'\varepsilon) = -p \int \left[ |U|^{p-1} - Q^{p-1} - Q^{p-1}(-x_1) \right] \varepsilon^2.
\] (2.14)\n
By Hölder’s inequality, we have
\[
\left\| \int \left[ |U|^{p-1} - Q^{p-1} - Q^{p-1}(-x_1) \right] \varepsilon^2 \right\| \lesssim \|\varepsilon\|_{L^4} \left\| |U|^{p-1} - |Q + Q(-x_1)|^{p-1} \right\|_{L^2}
+ \|\varepsilon\|_{L^4} \left\| |Q + Q(-x_1)|^{p-1} - Q^{p-1} - Q^{p-1}(-x_1) \right\|_{L^2}.
\] (2.15)\n
By Gagliardo-Niremberg’s inequality, we know that
\[
\left\| |U|^{p-1} - |Q + Q(-x_1)|^{p-1} \right\|_{L^2}
\lesssim \left\| U - Q - \sigma Q(-x_1) \right\|_{L^{2(p-1)}} \left( \left\| |U|^{p-2} \right\|_{L^{2(\sigma-1)}}^2 + \left\| |Q + Q(-x_1)|^{p-2} \right\|_{L^{2(\sigma-1)}}^2 \right) \lesssim \delta(\alpha).
\] (2.16)\n
On the other hand, by integrating on the regions $x \leq x_1/2$ and $x > x_1/2$ separately, we know that
\[
\left\| |Q + Q(-x_1)|^{p-1} - Q^{p-1} - Q^{p-1}(-x_1) \right\|_{L^2} \leq \frac{1}{1000},
\] (2.17)\n
for $x_1 = x_1 - x_2$ sufficiently large. Combining (2.14), (2.15), (2.16) and (2.17), we have
\[
\left| (\varepsilon, D^2H(U)\varepsilon) - (\varepsilon, T'\varepsilon) \right| \leq \frac{1}{100} \|\varepsilon\|_{H^\frac{1}{2}}^2.
\] (2.18)
Finally, we consider a decomposition $\varepsilon = \varepsilon_1 + \varepsilon_2$, such that

$$\text{Supp } \varepsilon_1 \subset (-\infty, 2x_1/3], \quad \text{Supp } \varepsilon_2 \subset [x_1/3, +\infty)$$

and $\|\varepsilon\|_{H^\perp} \sim \|\varepsilon_1\|_{H^\perp} + \|\varepsilon_2\|_{H^\perp}$. This can be easily done by letting $\varepsilon_1 = \phi \varepsilon$, $\varepsilon_2 = (1 - \phi) \varepsilon$ for some suitable smooth function $\phi$. When $x_1$ is large enough, we can easily show that

$$\left(Z^-(-x_1), \varepsilon_1\right)^2 + \left(Z^+(\cdot - x_1), \varepsilon_1\right)^2 + \left(Z(\cdot - x_1), \varepsilon_1\right)^2 \leq \frac{1}{100} \|\varepsilon\|_{L^2}^2$$

(2.19)

$$\left(Z^-(-x_2), \varepsilon_2\right)^2 + \left(Z^+(\cdot - x_2), \varepsilon_2\right)^2 + \left(Z(\cdot - x_2), \varepsilon_2\right)^2 \leq \frac{1}{100} \|\varepsilon\|_{L^2}^2.$$  

(2.20)

Combining (2.9), (2.18), (2.19) and (2.20), we conclude the proof of Lemma 2.7. \(\square\)

**Proof of Lemma 2.8.** We introduce the following notation:

$$R_1(y) = Q(y - x_1), \quad R_2(y) = Q(y - x_2).$$

Then we have:

$$H(R_1 + \sigma R_2) = 2H(Q) + \int \left[ \sigma(|D|^{1/2} R_1)|D|^{1/2} R_2 \right] + \sigma R_1 R_2 - \sigma R_1 R_2^p - \sigma R_2 R_1^p$$

$$- \frac{1}{p+1} \left( \left|R_1 + \sigma R_2\right|^{p+1} - R_1^{p+1} - R_2^{p+1} - (p+1)\sigma R_1 R_2^p - (p+1)\sigma R_2 R_1^p \right)$$

$$= 2H(Q) - \sigma \int R_1 R_2^p$$

$$- \frac{1}{p+1} \int \left( \left|R_1 + \sigma R_2\right|^{p+1} - R_1^{p+1} - R_2^{p+1} - (p+1)\sigma R_1 R_2^p - (p+1)\sigma R_2 R_1^p \right).$$

(2.21)

We first estimate the term $\int R_1 R_2^p$. For $y > (x_1 + x_2)/2$, we have:

$$\int_{y > (x_1 + x_2)/2} R_1 R_2^p \lesssim \frac{1}{|x_1 - x_2|^{2p}} \int R_1 = O\left(\frac{1}{|x_1 - x_2|^3}\right),$$

(2.22)

as $x_1 - x_2 \to +\infty$. Recall that the ground state $Q$ satisfies $Q(y) \sim 1/y^2$. For $y < (x_1 + x_2)/2$, using (2.1), we have:

$$\int_{y < (x_1 + x_2)/2} R_1 R_2^p = \kappa_0 \int_{y < (x_1 + x_2)/2} \frac{Q(y - x_2)}{(y - x_1)^2} dy + O\left(\frac{1}{|x_1 - x_2|^{3}}\right)$$

$$= \kappa_0 \int_{y < (x_1 + x_2)/2} \frac{Q(y - x_2)}{(y - x_1)^2} dy + O\left(\frac{1}{|x_1 - x_2|^{3}}\right).$$

(2.23)
By Taylor’s expansion, we have:

\[
\int_{y<(x_1+x_2)/2} \frac{Q^p(y-x_2)}{(y-x_1)^2} \, dy
\]

\[
= \frac{\kappa_0}{(x_2-x_1)^2} \int_{y<(x_1+x_2)/2} Q^p(y-x_2) \left[ \frac{1}{1 + (y-x_2)/(x_2-x_1)^2} \right] \, dy
\]

\[
= \frac{\kappa_0}{(x_2-x_1)^2} \int_{y<(x_1+x_2)/2} Q^p(y-x_2) \left[ 1 + O\left( \frac{|y-x_2|}{|x_2-x_1|} \right) \right] \, dy
\]

(2.24)

Combining (2.22), (2.23) and (2.24), we have

\[
\int R_1^p R_2^p = \frac{\kappa_0}{(x_2-x_1)^2} \int Q^p + O\left( \frac{1}{|x_1-x_2|^3} \right).
\]

(2.25)

Next, we estimate the nonlinear term. We consider a function

\[
F(x) = |1 + x|^{p+1} - 1 - |x|^{p+1} - (p+1)x - (p+1)x|x|^{p-1}.
\]

Since \( p > 2 \), it is easy to verify that \( F \in C^2([-2, 2]) \) and \( F(0) = F'(0) = 0 \). Hence, there exists a constant \( C_0 > 0 \), such that

\[
\forall x \in [-2, 2], \quad |F(x)| \leq C_0 |x|^2.
\]

(2.26)

For any fixed \( y \in \mathbb{R} \), if \( R_1(y) \leq |R_2(y)| \), then we choose\(^9\) \( x = R_1(y)/|\sigma R_2(y)| \), by (2.26), we have

\[
\left| (|R_1 + \sigma R_2|^{p+1} - R_1^{p+1} - R_2^{p+1} - (p+1)|\sigma R_1 R_2 - (p+1)|\sigma R_2 R_1|) \right| \leq \frac{R_1^2 R_2^{p-1} + R_2^2 R_1^{p-1}}{p+1}.
\]

(2.27)

If \( R_1(y) > |R_2(y)| \), by choosing \( x = \sigma R_2(y)/R_1(y) \), we can also obtain (2.27).

Hence, by separating the integral on regions \( y > (x_1+x_2)/2 \) and \( y \leq (x_1+x_2)/2 \), we have:

\[
\frac{1}{p+1} \int \left| (|R_1 + \sigma R_2|^{p+1} - R_1^{p+1} - R_2^{p+1} - (p+1)|\sigma R_1 R_2 - (p+1)|\sigma R_2 R_1|) \right| \leq \frac{R_1^2 R_2^{p-1} + R_2^2 R_1^{p-1}}{p+1}.
\]

(2.28)

Collecting (2.25) and (2.28), we conclude the proof of Lemma 2.8. \( \square \)

Now, we are able to prove Proposition 2.6:

**Proof of Proposition 2.6.** Let \( U = R_1 + \sigma R_2 \), where

\[
R_1(y) = Q(y-x_1), \quad R_2(y) = Q(y-x_2).
\]

By Taylor’s expansion, we have:

\[
H(U + \varepsilon) = H(U) + (DH(U), \varepsilon) + \frac{1}{2} (D^2 H(U) \varepsilon, \varepsilon) + O(\|\varepsilon\|^3_{H^\frac{3}{2}}).
\]

\(^9\)Here we use the fact that for all \( y \in \mathbb{R} \), \( R_2(y) \neq 0 \).
From Lemma 2.7 and Lemma 2.8, we have
\[
\frac{\lambda_0}{2} \| \varepsilon \|^2_{H_x^2} - \frac{\sigma \kappa_0}{(x_1 - x_2)^2} + (DH(U), \varepsilon) \leq \frac{1}{2 \lambda_0} \left[ (Z^-(\cdot - x_1), \varepsilon)^2 + (Z^+(\cdot - x_1), \varepsilon)^2 + (Z(\cdot - x_1), \varepsilon)^2 
+ (Z^-(\cdot - x_2), \varepsilon)^2 + (Z^+(\cdot - x_2), \varepsilon)^2 + (Z(\cdot - x_2), \varepsilon)^2 \right] + O\left( \frac{1}{|x_1 - x_2|^3} \right).
\]

Now it suffices to prove that
\[
|DH(U), \varepsilon| \ll \| \varepsilon \|^2_{H_x^2} + \frac{1}{(x_1 - x_2)^3}.
\]

By Cauchy-Schwarz inequality, we only need to prove that
\[
\left\| (R_1 + \sigma R_2)|R_1 + \sigma R_2|^{p-1} - R_1^p - \sigma R_2^p \right\|_{L^2} \lesssim \frac{1}{|x_1 - x_2|^2}. \tag{2.29}
\]

This can be done by a similar argument as we did for (2.28). Hence, we conclude the proof of Proposition 2.6. \hfill \square

3. Modulation argument

In this section, we will construct a strongly interacting multi-bubble, and introduce the geometrical decomposition for solutions near this multi-bubble. Some suitable orthogonality conditions will be chosen, which will lead to some important modulation estimates on the parameters.

3.1. Strongly interacting multi-bubble. We first introduce the following change of variables:
\[
w(t, y) = u(t, y + t),
\]
where \( u(t, x) \) is a solution of (1.1). We can easily see that \( w \) satisfies:
\[
w_t - \partial_y (|D| w + w - |w|^{p-1} w) = 0. \tag{3.1}
\]

We will construct a multi-soliton of the following form:
\[
w(t, y) \sim \sum_{i=1}^n \sigma_i Q_{1+\mu_i(t)}(y-x_i(t)) + r(t, y),
\]
where \( r(t, y) \) is the strongly interacting term and \( \sigma_i \in \{ \pm 1 \} \).

More precisely, let \( I = [t_0, t_1] \) be an interval, and \( \{ x_i(t) \}_{i=1}^n, \{ \mu_i(t) \}_{i=1}^n \) be \( C^1 \)-functions defined on \( I \) and \( \sigma_i \in \{ \pm 1 \} \). We a priori assume that for all \( t \in I \)
\[
|\mu_i(t)| \leq \omega_0, \quad d(t) := \min_{i \in \{1, \ldots, n-1\}} |x_i(t) - x_{i+1}(t)| \geq \frac{1}{\omega_0} > 0, \tag{3.2}
\]
where \( \omega_0 \ll 1 \) is a small constant. Let \( \psi \) be a smooth function such that \( \psi(y) = 1 \) if \( y > -1 \); \( \psi(y) = 0 \) if \( y < -2 \). For all \( i \neq j \), we denote by
\[
\varphi_{ij}(t, y) := \psi\left( \frac{y - x_i(t)}{x_j(t)} \right), \tag{3.3}
\]
where $x_{ij}(t) = x_i(t) - x_j(t)$. We are searching for a multi-soliton of the following form

$$V(t, y) = \Theta(\tilde{x}(t), \tilde{\mu}(t), y) = \sum_{i=1}^{n} \sigma_i Q_{1+\mu_i(t)}(y - x_i(t)) + \sum_{i,j=1 \atop j \neq i}^{n} \frac{A_{ij}(t, y - x_i(t))}{x_{ij}^2(t)} + \sum_{i,j=1 \atop j \neq i}^{n} \frac{B_{ij}(t, y - x_i(t))}{x_{ij}^3(t)} \varphi_{ij}(t, y),$$

(3.4)

where $\tilde{x}(t) = (x_1(t), \ldots, x_n(t))$, and $\tilde{\mu}(t) = (\mu_1(t), \ldots, \mu_n(t))$.

**Remark 3.1.** We will choice functions $A_{ij}(t), B_{ij}(t)$ suitably such that $V(t, y)$ is an approximate solution to (3.1) with an error term of order $1/d^{3/2}(t)$.

**Remark 3.2.** We will see from the construction of $A_{ij}, B_{ij}$ that the functions $A_{ij}, B_{ij}$ are time dependent, but they actually depend only on the parameters $\tilde{x}(t)$ and $\tilde{\mu}(t)$. They don’t explicitly depend on the time $t$.

More precisely, we have:

**Proposition 3.3.** Let $p > 2$, $p \neq 3$, $n \geq 2$ and $\sigma_i \in \{\pm 1\}$. We assume that \{\{x_i(t)\}_{i=1}^{n}, \{\mu_i(t)\}_{i=1}^{n}\} are $C^1$-functions defined on $I = [t_0, t_1]$ satisfying (3.2). Then for all $i \neq j$, $k = 1, \ldots, n$ there exist smooth bounded functions $A_{ij}(t), B_{ij}(t)$ and constants $a_{ij}, b_{ij\mu} \in \mathbb{R}$, such that the following properties hold. Let $\Psi_V = \partial_y[V - \partial_y(\|V\| - V)| - |V|^{p-1}V]$, and

$$\tilde{R}_i(t, y) = Q_{1+\mu_i(t)}(y - x_i(t)).$$

(3.5)

Then we have, for all $t \in [t_0, t_1]$,

$$\Psi_V = E_V - \sum_{i=1}^{n} (\dot{x}_i - \mu_i) \sigma_i \tilde{R}_i + \sum_{i=1}^{n} \left( \tilde{\mu}_i + \sum_{j=1, \neq i}^{n} a_{ij} \frac{\dot{x}_i}{x_{ij}^3} + \sum_{k,j=1, \neq i}^{n} b_{ijk\mu} \frac{\dot{x}_i x_{ij} x_{jk}}{x_{ij}^3} \right) \frac{\sigma_i A_{ij} \tilde{R}_i}{1 + \mu_i},$$

(3.6)

where $a_{ij}$ are given by

$$a_{ij} = \frac{4\sigma_i \sigma_j \kappa_0 (p-1) \int Q^p}{(p-3) \int Q^2}. \tag{3.7}$$

Moreover, $E_V$ satisfies for all $t \in [t_0, t_1]$,

$$\|E_V(t)\|_{H^2} \lesssim \frac{1}{d^{3/2}(t)} + \frac{M_1^{3/2}(t)}{d^2(t)} + \frac{M_2(t)}{d^2(t)} + \frac{M_3(t)}{d^2(t)}.$$ \tag{3.8}

where

$$M_1(t) = \sum_{i=1}^{n} |\mu_i(t)|^2, \quad M_2(t) = \sup_{1 \leq i \leq n} |\dot{x}_i(t) - \mu_i(t)|,$$

$$M_3(t) = \sup_{1 \leq i \leq n} \left| \tilde{\mu}_i(t) + \sum_{j=1, \neq i}^{n} \frac{a_{ij}}{x_{ij}^3(t)} + \sum_{k,j=1, \neq i}^{n} \frac{b_{ijk\mu}}{x_{ij}^3(t)} \right|.$$ \tag{3.9}

**Remark 3.4.** We will see that under suitable assumptions the right hand side of (3.8) can be controlled by $1/d^{3/2}(t)$. 


We will see that the functions $A_{ij}(t), B_{ij}(t)$ and constants $a_{ij}, b_{ijk}$ satisfy the following:

**Proposition 3.5.** Let $A_{ij}(t), B_{ij}(t), a_{ij}, b_{ijk}$ be the functions and constants introduced in Proposition 3.3. Then the following properties hold.

1. **Equation of $A_{ij}$:** for all $i \neq j$, there exists even functions $A_{ij,0} \in \mathcal{Y}_2$ and smooth maps
   
   $A_{ij} : \mathbb{R} \times (\bar{x}, \bar{\mu}, y) \mapsto A_{ij}(\bar{x}, \bar{\mu}, y) \in \mathbb{R}$

   satisfying:

   $$A_{ij}(t, y) = A_{ij,0}(y) + A_{ij}(\bar{x}(t), \bar{\mu}(t), y). \quad (3.11)$$

   with

   $$\mathcal{L}A_{ij,0} = p\kappa_0 \sigma_j Q^{p-1}, \quad (3.12)$$

   Moreover, the smooth maps $A_{ij}$ satisfy

   $$\mathcal{L}A_{ij} = \sum_{k=1}^{n} \mu_k E_{ijk} + F_{ij}, \quad (3.13)$$

   where $E_{ijk} \in \mathcal{Y}_2$ are even functions independent of time, while $F_{ij}$ are smooth maps

   $$F_{ij} : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R} \ni (\bar{x}, \bar{\mu}, y) \mapsto F_{ij}(\bar{x}, \bar{\mu}, y) \in \mathbb{R}$$

   satisfying

   $$F_{ij}(\bar{x}(t), \bar{\mu}(t), \cdot) \in \mathcal{Y}_2, \quad (F_{ij}(\bar{x}(t), \bar{\mu}(t), \cdot), Q'(\cdot)) = 0, \quad (3.14)$$

   $$\|F_{ij}(\bar{x}(t), \bar{\mu}(t), \cdot)\|_{H^1} \leq C_0 \left( \frac{1}{d^{3/2}(t)} + M_1(t) \right), \quad (3.15)$$

   $$\|\nabla \bar{\mu}(F_{ij}(\bar{x}(t), \bar{\mu}(t), \cdot))\|_{H^1} + d^2(t)\|\nabla \bar{\mu}(F_{ij}(\bar{x}(t), \bar{\mu}(t), \cdot))\|_{H^1} \leq C_0, \quad (3.16)$$

   for some universal constant $C_0 > 0$.

2. **Equation of $B_{ij}$:** for all $i, j, k = 1, \ldots, n$ and $i \neq j$, there exist smooth bounded functions $B_{ij,0}$ and $\mathfrak{B}_{ijk}$ (independent of time) such that

   $$B_{ij}(t, y) = B_{ij,0}(y) + \sum_{k=1}^{n} \mu_k(t) \mathfrak{B}_{ijk}(y). \quad (3.17)$$

   Here the functions $B_{ij,0}$ satisfy

   $$(-\mathcal{L}B_{ij,0})' = -a_{ij} \sigma_i \Delta Q + 2p\kappa_0 \sigma_j (yQ^{p-1}), \quad (3.18)$$

   $$\int B_{ij,0}Q' = 0, \quad \lim_{y \to +\infty} B_{ij,0}(y) = 0, \quad (3.19)$$

   $$\lim_{y \to -\infty} B_{ij,0}(y) = -\frac{a_{ij} \sigma_i (p-2)}{p-1} \int Q, \quad (3.20)$$

   where $a_{ij}$ are given by (3.7). Moreover, we have

   $$\partial_y (\mathcal{L} \mathfrak{B}_{ijk}) = -b_{ijk} \sigma_i \Delta Q + G_{ijk}, \quad (3.21)$$

   where $G_{ijk} \in \mathcal{Y}_2$ are functions independent of time.

Before proving Proposition 3.3.3, we need the following lemmas:
Lemma 3.6. Let \( g \in \mathcal{Y}_2 \) such that \( \langle g, Q \rangle = 0 \), then there exists a bounded smooth function \( f \) such that \( f' \in \mathcal{Y}_2 \), \( f \perp Q' \) and

\[
(\mathcal{L}f)' = g, \quad \lim_{y \to +\infty} f(y) = 0, \quad \lim_{y \to -\infty} f(y) = -\int g.
\]  

\[(3.22)\]

Proof. We are seeking for \( f \) of the following form: \( f = f_0 - f_y^{+\infty} \) where \( f_0 \in \mathcal{Y}_1 \). By direct computation, we know that \( f_0 \) must satisfy

\[
(\mathcal{L}f_0)' = g + \left( \mathcal{L} \int_y^{+\infty} g(y') \, dy' \right)' := R',
\]

where \( R = -Hg -\mu Q^{n-1} f_y^{+\infty} g \) and \( \mathcal{H} = -\partial_y|D|^{-1} \) denotes the Hilbert transform. From [33, Lemma 2.5], we know that \( Hg \in \mathcal{Y}_1 \), hence \( R \in \mathcal{Y}_1 \). From Proposition 2.1, the existence of \( f_0 \in \mathcal{Y}_1 \) is equivalent to \( \langle R, Q' \rangle = 0 \). This is a direct consequence of \( \langle g, Q \rangle = 0 \) and \( \mathcal{L}Q' = 0 \). \( \square \)

Lemma 3.7. Let \( f, g \in \mathcal{Y}_2 \) and \( |x_i - x_j| \gg 1 \). Then there exists constant \( C_0 = C_0(f, g) \) independent of \( x_i, x_j \) such that

\[
\|f(\cdot - x_i)g(\cdot - x_j)\|_H^{1/2} \leq \frac{C_0}{|x_i - x_j|^2}.
\]

\[(3.22)\]

Proof. Without loss of generality, we assume that \( x_i > x_j \). We only need to prove

\[
\|f(\cdot - x_i)g(\cdot - x_j)\|_{L^2} \leq \frac{C_0}{|x_i - x_j|^2}.
\]

But this can be done by splitting the integral on regions \( y < (x_i + x_j)/2 \) and \( y > (x_i + x_j)/2 \) and using the fact that \( f, g \in L^2 \). \( \square \)

We also need the following notations:

(1) for any function \( f \), we denote by

\[
\tau_i f(t, y) = f(t, y - x_i(t));
\]  

\[(3.23)\]

(2) we denote by

\[
r(t, y) = \sum_{i,j=1}^{n} A_{ij}(t, y - x_i(t)) x_j^2(t) + \sum_{i,j=1}^{n} B_{ij}(t, y - x_i(t)) x_j^3(t) \varphi_{ij}(t, y),
\]  

\[(3.24)\]

the interaction term in \( V(t, y) \);

(3) for all \( C^1 \) functions \( (\bar{x}(t), \bar{\mu}(t)) \) satisfying \( (3.2) \) we denote by \( S \) the set consisting of all smooth maps \( F: \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R} \)

\[
F(\bar{x}(t), \bar{\mu}(t), \cdot) \in \mathcal{Y}_2, \quad \langle F(\bar{x}(t), \bar{\mu}(t), \cdot), Q'(\cdot) \rangle = 0,
\]  

\[(3.25)\]

\[
\|F(\bar{x}(t), \bar{\mu}(t), \cdot)\|_{H^{1/4}} \leq C_0 \left( \frac{1}{d(t)^{1/2}} + M_1(t) \right),
\]  

\[(3.26)\]

\[
\left\| \nabla_{\bar{\mu}}[F(\bar{x}(t), \bar{\mu}(t), \cdot)] \right\|_{H^{1/4}} + d^3(t) \left\| \nabla_{\bar{x}}[F(\bar{x}(t), \bar{\mu}(t), \cdot)] \right\|_{H^{1/4}} \leq C_0,
\]  

\[(3.27)\]

for some universal constant \( C_0 > 0 \) (independent of \( \bar{x} \) and \( \bar{\mu} \)).
(4) for all $t \in I_0$, we denote by

$$
\Gamma(t) = \frac{1}{d^3/2(t)} + \frac{M_3(t)}{d^3(t)} + \frac{M_2(t)}{d^3(t)} + \sup_{i \neq j} \left( \frac{\|A_{ij}\|_{H^2}^2 + \|A_{ij}\|_{H^2}^2}{d^3(t)} \right) 
$$

$$
+ \sup_{i,j,k=1} \left( \frac{M_1(t)\|B_{ijk}\|_{L^\infty}}{d^3(t)} + \frac{\|B_{ijk}\|_{L^\infty}^2}{d^3(t)} \right) + \sup_{i \neq j} \left( \frac{\|\nabla^2A_{ij}\|_{H^2}^2 + \sqrt{M_1(t)d(t)}}{d^3(t)} \right) + \sup_{i \neq j} \left( \frac{\|\mu A_{ij}\|_{H^2}^2 + M_2(t)d^3(t)}{d^3(t)} \right).
$$

(3.28)

Now we can start the proof of Proposition 3.3 and Proposition 3.5. The idea of the proof is to expand $\Psi_V$ and keep track of terms of order $1/x_{ij}^k$, for $k = 2, 3, 4$, and finally find suitable $A_{ij}(t), B_{ij}(t)$ to cancel all lower order terms. We a priori assume that $A_{ij}(t), B_{ij}(t)$, has the form (3.11) and (3.17). More precisely, we first choose $A_{ij}, B_{ij}$ such that (3.12) and (3.18)–(3.20) are satisfied. Then we choose $\mathfrak{A}_{ij}$ and $\mathfrak{B}_{ij}$ suitably such that all lower order terms are canceled. We will see that lower order terms can be divided into the following categories:

- Simple terms that can be written down explicitly, for example:

$$
\frac{\partial y}{x_{ij}^2} \tau_i(Q_{p-1}) \quad \frac{\partial y}{x_{ij}^2} \tau_i(yQ_{p-1})
$$

which are canceled due to the choice of $A_{ij,0}, B_{ij,0}$.

- Terms of the form

$$
\frac{\partial y}{x_{ij}^2} \tau_i(f_{ij}) \quad \frac{\partial y}{x_{ij}^2} \tau_i(e_{ijk})
$$

where $f_{ij} \in S$ and $e_{ijk} \in Y_2$ are even functions independent of time. Those terms are canceled due to the choice of $\mathfrak{A}_{ij}$.

- Terms of the form

$$
\frac{\mu_k \tau_i(g_{ijk})}{x_{ij}^2}
$$

where $g_{ijk} \in Y_2$ are functions independent of time. Those terms will be canceled by the choice of $\mathfrak{B}_{ijk}$.

Proof of Proposition 3.3 and 3.5. We divide the proof into several steps.

**Step 1:** Expansion of $\Psi_V$.

From the fact that:

$$
|D| \bar{R}_i + (1 + \mu_i) \bar{R}_i - \bar{R}_i^p = 0,
$$

we have the following expansion of $\Psi_V$:

$$
\Psi_V = \sum_{i=1}^{n} \left[ \mu_i \sigma_i \lambda \bar{R}_i - (\dot{x}_i - \mu_i) \sigma_i \partial_y \bar{R}_i \right] + I + J + K + L,
$$

(3.29)
where
\[
I = \partial_y \left[ \sum_{i=1}^{n} \sigma_i \tilde{R}_i \right]^{p-1} \left( \sum_{i=1}^{n} \sigma_i \tilde{R}_i \right) - \sum_{i=1}^{n} \sigma_i |\tilde{R}_i|^{p-1} \tilde{R}_i, \tag{3.30}
\]
\[
J = -\partial_y \left[ |D| r + r - p \sum_{i=1}^{n} \sigma_i |\tilde{R}_i|^{p-1} r \right], \tag{3.31}
\]
\[
K = \partial_y \left[ \sum_{i=1}^{n} \sigma_i \tilde{R}_i + r \right]^{p-1} \left( \sum_{i=1}^{n} \sigma_i \tilde{R}_i + r \right)
- \sum_{i=1}^{n} \sigma_i |\tilde{R}_i|^{p-1} \tilde{R}_i - p \sum_{i=1}^{n} \sigma_i |\tilde{R}_i|^{p-1} r, \tag{3.32}
\]
\[
L = \partial_t r = L_A + L_B, \tag{3.33}
\]

Here $L_A$ is defined as follows:
\[
L_A(t, y) = -\sum_{i,j=1, j \neq i}^{n} \left( \frac{\dot{x}_i(t) \partial_y A_{ij}(t, y - x_i(t))}{x_{ij}^2(t)} + 2\dot{x}_{ij}(t) A_{ij}(t, y - x_i(t)) \right),
+ \sum_{i,j=1, j \neq i}^{n} \left( \partial_t \tilde{x}(t), \partial_t \tilde{y}(t) \right) \cdot \nabla_{\tilde{x},\tilde{y}} A_{ij}(\tilde{x}(t), \tilde{y}(t), y - x_i(t)) \right) \frac{x_{ij}^2(t)}{x_{ij}^2(t)}, \tag{3.34}
\]
while $L_B$ is given by
\[
L_B(t, y) = -\sum_{i,j=1, j \neq i}^{n} \left( \frac{\dot{x}_i(t) B_{ij}(t, y - x_i(t))}{x_{ij}^2(t)} + 3\dot{x}_{ij}(t) B_{ij}(t, y - x_i(t)) \right) \frac{x_{ij}^2(t)}{x_{ij}^2(t)} \varphi_{ij}(t, y)
+ \sum_{i,j,k=1, j \neq i}^{n} \frac{\dot{\mu}_k B_{ijk}(y - x_i(t))}{x_{ij}^2(t)} \varphi_{ij}(t, y) + \sum_{i,j=1, j \neq i}^{n} \frac{B_{ij}(t, y - x_i(t))}{x_{ij}^2(t)} \partial_t \varphi_{ij}(t, y), \tag{3.35}
\]
for all $(t, y) \in I \times \mathbb{R}$.

**Step 2:** Existence of $A_{ij,0}$, $B_{ij,0}$.
First, for $A_{ij,0}$, from Proposition 2.1 and the fact that $Q$ is an even function, we obtain the existence of $A_{ij,0}$ immediately.

Existence of $B_{ij,0}$ satisfying (3.18)–(3.20) follows from Lemma 3.6 directly. Here we need to choose suitable $a_{ij} \in \mathbb{R}$ so that the right hand side of (3.18) is orthogonal to $Q$, which coincides with (3.7).

**Step 3:** Estimates of $I$.
We now estimate the interaction term generated by different bubbles. We denote by
\[
\tilde{R} = \left| \sum_{j=1}^{n} \sigma_j \tilde{R}_j \right|^{p-1} \left( \sum_{j=1}^{n} \sigma_j \tilde{R}_j \right).
\]
From partition of unity and the assumption that $x_1(t) > \cdots > x_n(t)$, there exists smooth functions $(\eta_i(t, y))_{i=0}^{n+1}$ such that
\begin{itemize}
  \item $0 \leq \eta_i \leq 1$, $\sum_{i=0}^{n+1} \eta_i \equiv 1$;
  \item $|\partial_y \eta_i(t)| \lesssim 1/d(t)$;
\end{itemize}
• for all $t \in I_0$, there holds

$$\text{Supp } \eta_0(t) \subset (x(t) + d(t), +\infty);$$
$$\text{Supp } \eta_1(t) \subset ([2x_2(t) + x_1(t)]/3, x_1(t) + 2d(t));$$
$$\text{Supp } \eta_i(t) \subset ([2x_{i+1}(t) + x_i(t)]/3, [x_i(t) + 2x_{i-1}(t)]/3), \forall 1 < i < n;$$
$$\text{Supp } \eta_n(t) \subset (x_n(t) - 2d(t), [2x_{n-1}(t) + x_n(t)]/3);$$
$$\text{Supp } \eta_{n+1}(t) \subset (-\infty, x_n(t) - d(t)).$$

For all $i \in \{1, \ldots, n\}$, we consider $y \in \text{Supp } \eta_i(t)$, then using (2.1) and (2.2), we have for all $j \neq i$

$$\tau_j Q(y) = \frac{\kappa_0}{(y - x_j)^2} + \frac{g(y - x_j)}{(y - x_j)^4} + O\left(\frac{1}{1 + (y - x_j)^6}\right)$$

$$= \frac{\kappa_0}{x_{ij}^2} \left[1 + \frac{1}{1 + (y - x_j)/x_{ij}}\right]^2 + \frac{1}{x_{ij}^2} \left[1 + \frac{g(y - x_j)}{1 + (y - x_j)/x_{ij}}\right]^2 + O\left(\frac{1}{1 + (y - x_j)^6}\right)$$

$$= \frac{\kappa_0}{x_{ij}^2} \left[\frac{2\kappa_0(y - x_i)}{x_{ij}^3} + \frac{\kappa_0}{x_{ij}^4} \int_0^1 \frac{(y - x_i)^2}{1 + s(y - x_i)/x_{ij}} \, ds + \frac{g(y - x_j)}{x_{ij}^4}\right] + O\left(\frac{1 + |y - x_i|}{|x_{ij}|^5}\right).$$

(3.36)

On the other hand, using the fact that $\tilde{R}_i(y) > 0$, we have

$$\partial_y (\tilde{R}_i \eta_i) = \partial_y \left[1 + \sum_{j=1, j \neq i}^n \frac{\sigma_j \tilde{R}_j}{R_i} \right]^{p-1} \left(1 + \sum_{j=1, j \neq i}^n \frac{\sigma_j \tilde{R}_j}{R_i} \right) \sigma_i \tilde{R}_i \eta_i$$

$$= \partial_y \left[\sigma_i \tilde{R}_i \eta_i + \sum_{j=1, j \neq i}^n \rho \sigma_j \tilde{R}_i^{p-1} \tilde{R}_j \eta_i\right] + C,$$

(3.37)

where

$$C = \partial_y \left[\eta_i \int_0^1 \frac{p(p-1)}{2} \left[1 + s \sum_{j=1, j \neq i}^n \frac{\sigma_j \tilde{R}_j}{R_i} \right]^{p-3} \left(1 + s \sum_{j=1, j \neq i}^n \frac{\sigma_j \tilde{R}_j}{R_i} \right) \sigma_i \tilde{R}_i \left(\sum_{j=1, j \neq i}^n \frac{\sigma_j \tilde{R}_j}{R_i}\right)^2 \, ds\right].$$

Recall from Taylor’s formula, we have for all regular enough function $f$, there holds

$$f_{1+\mu_j} = f + \int_0^1 \frac{\mu_j}{1 + s \mu_j} (Af)_{1+\mu_j} \, ds + \mu_j (Af) + \frac{\mu_j^2}{2} \int_0^1 \frac{[A^2 f]_{1+\mu_j} - (Af)_{1+\mu_j}}{(1 + s \mu_j)^2} \, ds.$$

(3.38)
Since for \( y \in \text{Supp } \eta \), we have \( |\tilde{R}_j(y)| \lesssim \frac{1}{d^\tau} \), combining with (3.36), we have
\[
C = \partial_y \left[ \eta \frac{p(p-1)}{2} \sigma_i(\tau_i Q)^p \left( \sum_{j=1, j\neq i}^n \sigma_j \tau_j Q \right)^2 \right] + O_{H^{1/2}} \left( \frac{1 + \sqrt{M_1d}}{d^{5}} \right)
\]
\[
= \partial_y \left( \eta \frac{p(p-1)}{2} \sigma_i(\tau_i Q)^{p-2} \sum_{k,j=1, k,j\neq i}^n \kappa_0^2 \sigma_k \sigma_i x_{ij}^2 x_{ik} \right) + O_{H^{1/2}} \left( \frac{1 + \sqrt{M_1d}}{d^{5}} \right)
\]
\[
= \sum_{j=1, i \neq j}^n \frac{\partial_y (\tau_i H_{ij,1})}{x_{ij}^2} + O_{H^{1/2}} \left( \frac{1 + \sqrt{M_1d}}{d^{5}} \right),
\]
where
\[
H_{ij,1} = \frac{\kappa_0^2 p(p-1) \sigma_i \sigma_j Q^{p-2} \tau_i^{-1} \eta}{2} \sum_{k,j=1, k,j\neq i}^n \sigma_k x_{ik}^2.
\]

Let \( f_{ij,1} = H_{ij,1} - \frac{(H_{ij,1}, Q')}{\langle Q',Q' \rangle} Q' \) be the orthogonal projection of \( H_{ij,1} \) onto \( \{Q'\}^\perp \). It is easy to verify that \( f_{ij,1} \in S \) using the definition of \( \eta \). We also have:
\[
|\langle H_{ij,1}, Q' \rangle| \lesssim \frac{1}{d^2} |(\tau_i^{-1} \eta_i, Q' Q^{p-2})| \lesssim \frac{1}{d^2} |(\tau_i^{-1} \eta_i', Q'' Q^{p-1})| \lesssim \frac{1}{d^2}. \tag{3.39}
\]
Hence,
\[
C = \sum_{i,j=1, i \neq j}^n \frac{\partial_y (\tau_i f_{ij,1})}{x_{ij}^2} + O_{H^{1/2}} \left( \frac{1 + \sqrt{M_1d}}{d^{5}} \right), \tag{3.40}
\]
for some \( f_{ij,1} \in S \).

We also have for all \( j \neq i, \)
\[
\partial_y (\tilde{R}_j^p \eta) = O_{H^{1/2}} \left( \frac{1}{x_{ij}^{2p+2}} \right) = O_{H^{1/2}} \left( \frac{1}{d^{9/2}} \right), \tag{3.41}
\]
\[
\sum_{j=1, j \neq i}^n \partial_y \left[ \eta (p \sigma_j \tilde{R}_j^{p-1} - p \sigma_j \tau_i Q^{p-1} \tau_j Q) \right]
= \sum_{j=1, j \neq i}^n p \sigma_j \partial_y \left( \eta \int_0^1 \frac{\mu_j \tau_j (\Lambda Q)_{1+sp_j} (\tau_i Q)^{p-1}_{1+sp_i}}{1 + s \mu_j} + \frac{(p-1) \mu_i \tau_i (\Lambda Q)_{1+sp_i} (\tau_i Q)^{p-2}_{1+sp_i} (\tau_j Q)}{1 + s \mu_i} \ d \tau \right), \tag{3.42}
\]
Together with (3.36), we have
\[
\sum_{j=1, j \neq i}^n \partial_y (p \sigma_j \tilde{R}_i^{p-1} - p \sigma_j \tau_i Q^{p-1} \tau_j Q) = \sum_{j,k=1, j \neq i}^n \frac{\mu_k \partial_y (\tau_i \tilde{E}_{ijk,1})}{x_{ij}^2} + \sum_{j=1, j \neq i}^n \frac{\partial_y (\tau_i f_{ij,2})}{x_{ij}^2} + \sum_{j,k=1, j \neq i}^n \frac{\mu_k \tau_i \tilde{g}_{ijk,1}}{x_{ij}^3} + O_{H^{1/2}} \left( \frac{1 + M_1d^2}{d^{5}} \right), \tag{3.43}
\]
\[\text{Recall that the set } S \text{ is defined by (3.25)-(3.27).} \]
where \( f_{ij,2} \in S, \ g_{ijk,1}, E_{ijk,1} \in \mathcal{Y}_2 \) and \( E_{ijk,1} \) are even functions.

Hence, combining (3.36), (3.40) and (3.43), we have for all \( j \neq i \), and for all \( y \in \text{Supp } \eta_i \),

\[
\partial_y(\tilde{R}_\eta_i) = \partial_y \left( \sigma_i \tilde{R}_\eta_i^p + \sum_{j=1, j \neq i}^n p \sigma_j (\tau_i Q)^{p-1} \tau_j Q \eta_i \right) + \sum_{j,k=1, i \neq j}^n \frac{\mu_k \partial_y(\tau_i E_{ijk,1})}{x_{ij}^2}
\]

\[
+ \sum_{j=1}^n \frac{\partial_y[f_{ij,1} + f_{ij,2}]}{x_{ij}^2} + O_{H^2} \left( \frac{1}{d^5} \right)
\]

\[
= \partial_y \left( \eta_i \sum_{j=1}^n \sigma_j \tilde{R}_j^p \right) + \partial_y \left[ \sum_{j=1, j \neq i}^n p \sigma_j \left( \frac{\tau_j g}{x_{ij}} + \frac{\kappa_0}{x_{ij}^4} \int_0^1 \frac{(y-x_i)^2}{[1+(sy)/x_{ij}]^4} \, ds \right) (\tau_i Q)^{p-1} \right]
\]

\[
+ \partial_y \left[ \eta_i \sum_{j=1, j \neq i}^n p \sigma_j \left( \frac{\tau_j g}{x_{ij}} + \frac{\kappa_0}{x_{ij}^4} \int_0^1 \frac{(y-x_i)^2}{[1+(sy)/x_{ij}]^4} \, ds \right) (\tau_i Q)^{p-1} \right]
\]

\[
+ \sum_{j,k=1, i \neq j}^n \frac{\mu_k \partial_y(\tau_i E_{ijk,1})}{x_{ij}^2} + \sum_{j=1}^n \frac{\partial_y[f_{ij,1} + f_{ij,2}]}{x_{ij}^2} + O_{H^2} \left( \frac{1}{d^5} \right),
\]

where \( f_{ij,1}, f_{ij,2} \in S \) and \( E_{ijk,1} \in \mathcal{Y}_2 \) are even functions.

Let

\[
H_{ij,2} = (\tau_i^{-1} \eta_i) p \sigma_j \left( \frac{\tau_j g}{x_{ij}^2} + \frac{\kappa_0}{x_{ij}^4} \int_0^1 \frac{y^2}{[1+(sy)/x_{ij}]^4} \, ds + \tau_i^{-1} [\eta_i(\tau_j g), Q'] \right)
\]

and \( f_{ij,3} = H_{ij,2} - \frac{H_{ij,2} Q'}{Q'} \) be the orthogonal projection of \( H_{ij,2} \) onto \( \{Q'\} \).

We can easily check that \( f_{ij,3} \in S \) and \( f_{ij,3} = H_{ij,2} - \frac{H_{ij,2} Q'}{Q'} \) be the orthogonal projection of \( H_{ij,2} \) onto \( \{Q'\} \).

We can easily check that \( f_{ij,3} \in S \) and \( f_{ij,3} = H_{ij,2} - \frac{H_{ij,2} Q'}{Q'} \) be the orthogonal projection of \( H_{ij,2} \) onto \( \{Q'\} \).

We can easily check that \( f_{ij,3} \in S \) and \( f_{ij,3} = H_{ij,2} - \frac{H_{ij,2} Q'}{Q'} \) be the orthogonal projection of \( H_{ij,2} \) onto \( \{Q'\} \).

\[
|H_{ij,2}, Q'| \lesssim \frac{1}{d^2} \left( (\tau_i^{-1} \eta_i) \int_0^1 \frac{y^2}{[1+(sy)/x_{ij}]^4} \, ds + \tau_i^{-1} [\eta_i(\tau_j g), Q'] \right)^{p-1} + \frac{1}{d^2} \left( \eta_i \partial_y(\tau_j g), \eta_i(\tau_j Q') \right)
\]

\[
+ \frac{1}{d^2} \left( \tau_i^{-1} \eta_i \int_0^1 \left[ y^2 + \frac{1}{x_{ij}^2} \int_0^1 \frac{sy^3}{[1+(sy)/x_{ij}]^4} \, dt \right] \, ds, \partial_y(\tau_j Q') \right) = O \left( \frac{1}{d^5} \right).
\]

Combining all estimates above, we have\(^{12}\)

\[
I = \partial_y \left[ \sum_{i,j=1, i \neq j}^n p \kappa_0 \sigma_j \left( \frac{1}{x_{ij}^2} - \frac{2(y-x_i)}{x_{ij}^3} \right) (\tau_i Q)^{p-1} \right] + \sum_{j,k=1, i \neq j}^n \frac{\mu_k \partial_y(\tau_i E_{ijk,1})}{x_{ij}^2}
\]

\[
+ \sum_{i,j=1}^n \frac{\partial_y(f_{ij,1})}{x_{ij}^2} + \sum_{j,k=1, i \neq j}^n \frac{\mu_k \tau_j g_{ijk,1}}{x_{ij}^2} + + O_{H^2} (\Gamma), \tag{3.44}
\]

where \( E_{ijk,1} \in \mathcal{Y}_2 \) are even functions and \( F_{ij,1} = f_{ij,1} + f_{ij,2} + f_{ij,3} \in S, g_{ijk,1} \in \mathcal{Y}_2 \).

**Step 4:** Estimates of \( J \).

\(^{11}\)Here we use (2.3) and the fact that \( \text{Supp } \partial_y(\tau_i^{-1} \eta_i) \subset \{y : |y| \geq \frac{1}{4} \} \) for the last inequality.

\(^{12}\)Recall that \( \Gamma \) is defined by (3.28).
By direct computation, we have

\[ J = J_1 + J_2 + J_3 + J_4 + J_5, \]

where\(^{13}\)

\[ J_1 = -\partial_y \left( \sum_{i,j=1, \ i \neq j}^{n} \frac{\tau_1(\mathcal{L}A_{ij,0})}{x_{ij}} + \sum_{i,j=1, \ i \neq j}^{n} \frac{\tau_1(\mathcal{L}B_{ij,0})}{x_{ij}} \right), \quad (3.45) \]

\[ J_2 = -\partial_y \left( \sum_{i,j=1, \ i \neq j}^{n} \frac{\tau_1(\mathcal{L}A_{ij})}{x_{ij}} + \sum_{i,j,k=1, \ i \neq j}^{n} \mu_k \tau_1(\mathcal{L}B_{ijk}) \right), \quad (3.46) \]

\[ J_3 = \sum_{i,j,k=1, \ i \neq j}^{n} \sigma_i R_i \left[ p^{r-1} - \sum_{i=1}^{n} \tilde{R}_i^{r-1} + \sum_{i=1}^{n} \tilde{R}_i^{r-1} r - \sum_{i=1}^{n} (\tau_i Q)^{r-1} r \right], \quad (3.47) \]

\[ J_4 = \sum_{i,j,k=1, \ i \neq j}^{n} (\tau_i Q)^{r-1} \tau_1 \left( \frac{A_{ij,0}}{x_{ij}^2} + \frac{B_{ij,0}}{x_{ij}^2} \right), \quad (3.48) \]

\[ J_5 = -\sum_{i,j=1, \ i \neq j}^{n} \partial_y \left[ \frac{\tau_1(\mathcal{L}B_{ij})}{x_{ij}^2} (\varphi_{ij} - 1) \right] - \sum_{i,j=1, \ i \neq j}^{n} \partial_y \left( \frac{\tau_i(\|D_1(\varphi_{ij})B_{ij}\|)}{x_{ij}^2} \right), \quad (3.49) \]

We will leave \( J_2 \) invariant and estimate \( J_1, J_3, J_4 \) and \( J_5 \) separately.

First for \( J_1 \), using the equation of \( A_{ij,0}, B_{ij,0}, C_{ij} \), we have

\[ J_1 = -\sum_{i,j=1, \ i \neq j}^{n} \left[ \partial_y \left( \frac{p \sigma_j (\tau_1 Q)^{r-1}}{x_{ij}^2} - \frac{2p \kappa_0 \sigma_j \partial_y (\varphi_{ij} Q^{r-1})}{x_{ij}^2} \right) + a_{ij} \sigma_i \tau_1 (\Lambda Q) \right]. \quad (3.50) \]

Using (3.38) again, we have we have

\[ \sum_{i,j=1, \ i \neq j}^{n} a_{ij} \sigma_i [\tau_1 \Lambda Q - (\Lambda \tilde{R}_i)/(1 + \mu_i)]/x_{ij}^3 = \sum_{i,j,k=1, \ i \neq j}^{n} \frac{\mu_k \tau_i g_{ijk,2}}{x_{ij}^3} + O_{H^{\frac{1}{2}}} \left( \frac{M_1}{d^3} \right), \quad (3.51) \]

where \( g_{ijk,2} \in \mathcal{Y}_2 \). Combining (3.50)–(3.51), we conclude that

\[ J_1 = \sum_{i,j=1, \ i \neq j}^{n} a_{ij} \sigma_i \frac{\Lambda \tilde{R}_i}{x_{ij}^2} - \partial_y \left[ \sum_{i,j=1, \ i \neq j}^{n} \left( \frac{p \kappa_0 \sigma_j (\tau_1 Q)^{r-1}}{x_{ij}^2} - \frac{2p \kappa_0 \sigma_j \tau_i (y Q^{r-1})}{x_{ij}^2} \right) \right] \]

\[ + \sum_{i,j,k=1, \ i \neq j}^{n} \frac{\mu_k \tau_i g_{ijk,2}}{x_{ij}^3} + O_{H^{\frac{1}{2}}} (\Gamma). \quad (3.52) \]

\(^{13}\)Here we use the notation \( \|D_1(\varphi_{ij})f\| = |D_1(\varphi_{ij})f - \varphi_{ij}D_1|f \), for suitable \( f \).
We consider the smooth functions \( \{ g_i \}_{i=1}^n \) where \( g_i = \sum_{1 \leq j \leq n} \tau_i A_{ij,0} \). Now we estimate the term

\[
\left| \sum_{i=1}^n \sigma_i \tilde{R}_i - \sum_{i=1}^n \tilde{R}_i \right|^{p-1} = O_{H^\frac{3}{2}} (|\tilde{\mu}|) = O_{H^\frac{3}{2}} (\sqrt{M_1})
\]

Using the fact that \( A_{ij,0} \) are even functions, we have

\[
\partial_y \left( \sum_{k=1}^n (\tilde{R}_k^{p-1} - (\tau_k Q)^{p-1}) \right) = \sum_{i,j=1}^n \mu_k \partial_y \tau_i A_{ij,0} \frac{x_i^2}{x_{ij}^2} + O_{H^\frac{3}{2}} (\Gamma),
\]

where \( E_{ijk,2} \in \mathcal{V}_2 \) are even functions. We also have

\[
\partial_y \left[ \sum_{k=1}^n (\tilde{R}_k^{p-1} - (\tau_k Q)^{p-1}) \times \sum_{i,j=1}^n \tau_i B_{ij,0} \frac{x_i^2}{x_{ij}^2} \phi_{ij} \right] = \sum_{i,j=1}^n \mu_k \tau_i g_{ijk,3} \frac{x_i^2}{x_{ij}^2} + O_{H^\frac{3}{2}} \left( \frac{M_1}{d^3} \right).
\]

where \( g_{ijk,3} \in \mathcal{V}_2 \) are functions independent of time. On the other hand, from (3.38) we know that

\[
\partial_y \left[ \sum_{k=1}^n (\tilde{R}_k^{p-1} - (\tau_k Q)^{p-1}) \times \left( r - \sum_{i,j=1}^n \tau_i A_{ij,0} \frac{x_i^2}{x_{ij}^2} - \sum_{i,j=1}^n \tau_i B_{ij,0} \frac{x_i^2}{x_{ij}^2} \phi_{ij} \right) \right]
\]

\[
= \sum_{i,j=1}^n \mu_k \partial_y \left[ \tau_i ((p-1)AQQ^{p-2}A_{ij,0}) \right] + O_{H^\frac{3}{2}} (\Gamma).
\]

Now we estimate the term

\[
p \partial_y \left( \left| \sum_{i=1}^n \sigma_i \tilde{R}_i \right|^{p-1} - \sum_{i=1}^n \tilde{R}_i^{p-1} \right).
\]

We consider the smooth functions \( \{ \eta_i \}_{i=0}^{n+1} \) again to obtain

\[
\partial_y \left[ \left( \sum_{k=1}^n \tau_k (\tilde{R}_k^{p-1} - \sum_{k=1}^n \tilde{R}_k^{p-1}) \eta_i \tau_i (A_{ij,0}) \frac{x_i^2}{x_{ij}^2} \right) \right]
\]

\[
= \partial_y \left[ \left( \sum_{k=1}^n \frac{(p-1)\kappa_0 \sigma_k \tau_i (AQ^{p-2}A_{ij,0})}{x_i^2 x_{ij}^2} \right) \eta_i \right] + O(\Gamma) = \partial_y (\tau_i f_{ij,4}) \frac{x_i^2}{x_{ij}^2} + O(\Gamma),
\]

where \( f_{ij,4} \in S \). Similar as (3.55), we have:

\[
\partial_y \left[ \left( \sum_{k=1}^n \tau_k (\tilde{R}_k^{p-1} - \sum_{k=1}^n \tilde{R}_k^{p-1}) \times \left( r - \sum_{i,j=1}^n \tau_i (A_{ij,0}) \frac{x_i^2}{x_{ij}^2} \right) \right) \right] = O_{H^\frac{3}{2}} (\Gamma).
\]
Combining (3.53)–(3.57), we have
\[
J_3 = \sum_{i,j=1, i \neq j}^{n} \frac{\partial_y (\tau_i F_{ij,2})}{x_{ij}^2} + \sum_{i,j,k=1, i \neq j \neq k}^{n} \frac{\mu_k \partial_y (\tau_i E_{ijk,2})}{x_{ij}^2} + \sum_{i,j,k=1, i \neq j}^{n} \frac{\mu_k \tau_k g_{ijk,3}}{x_{ij}^2}
+ \sum_{i,j,k=1, i \neq j}^{n} \mu_k \partial_y [\tau_i ((p - 1)AQQ^{p-2}a_{ij})] + O_{\mathcal{H}^2} (\Gamma),
\]
(3.58)

where \( F_{ij,2} = f_{ij,4} \in S \) and \( E_{ijk,2} \in \mathcal{Y}_2 \) are even functions.

Next, we estimate \( J_4 \). We let
\[
H_{ij,3} = p \sum_{k=1, k \neq i}^{n} (\tau_i^{-1} \tau_k Q)^{p-1} (A_{ij,0} + \frac{B_{ij,0}}{x_{ij}}).
\]

Let \( f_{ij,5} = H_{ij,3} - \frac{(H_{ij,3})'}{(Q',Q')} Q' \). By a similar argument, we have \( f_{ij,5} \in S \). We claim that
\[
\left| (H_{ij,3}, Q') \right| \lesssim \frac{1}{d^3}.
\]
(3.59)

By Lemma 3.7 and direct computation, we have
\[
\left| \left( Q', p \sum_{k=1, k \neq i}^{n} (\tau_i^{-1} \tau_k Q)^{p-1} B_{ij,0} \right) \right| \lesssim \frac{1}{d^3}.
\]

While for \( (Q', (\tau_i^{-1} \tau_k Q)^{p-1} A_{ij,0}) \), using the fact that \( Q' \in \mathcal{Y}_3 \) and \( A_{ij,0} \in \mathcal{Y}_2 \), we have
\[
\int_{|y|>1/(2(x_i-x_k))} Q'(\tau_i^{-1} \tau_k Q)^{p-1} A_{ij,0} = O \left( \frac{1}{d^3} \right).
\]

From Proposition 2.1, have
\[
\int_{|y|<\frac{1}{2|x_i-x_k|}} Q'(\tau_i^{-1} \tau_k Q)^{p-1} A_{ij,0} = \int_{|y|<\frac{1}{2|x_i-x_k|}} Q' A_{ij} \left( \frac{\kappa_0}{|y-(x_k-x_i)|^2} \right)^{p-1} + O \left( \frac{1}{d^3} \right).
\]

Together with (3.36), we have
\[
\int_{|y|<\frac{1}{2|x_i-x_k|}} Q'(\tau_i^{-1} \tau_k Q)^{p-1} A_{ij,0} = \int_{|y|<\frac{1}{2|x_i-x_k|}} \left( \frac{\kappa_0}{(x_k-x_i)^2} \right)^{p-1} + O \left( \frac{1}{d^3} \right)
\]
\[
= \int \frac{Q' A_{ij} \left( \frac{\kappa_0}{(x_k-x_i)^2} \right)^{p-1} + O \left( \frac{1}{d^3} \right)}{\int} = O \left( \frac{1}{d^2} \right),
\]

where we use the fact that both \( A_{ij,0} \) and \( Q \) are even functions in the last identity, which concludes the proof of (3.59). Hence, we have
\[
J_4 = \sum_{i,j=1, i \neq j}^{n} \frac{\partial_y (\tau_i F_{ij,3})}{x_{ij}^2} + O(\Gamma),
\]
(3.60)

where \( F_{ij,3} = f_{ij,5} \in S \).
Finally, we estimate $J_5$. We have
\[
J_5 = D - \sum_{i,j,k=1, \ i \neq j}^n \mu_k \partial_y \left[ \tau_i(\mathcal{L} \mathcal{B}_{ijk})(\phi_{ij} - 1) \right] x_{ij}^3 - \sum_{i,j,k=1, \ i \neq j}^n \partial_y \left( \mu_k \tau_i \left( |D| \phi_{ij} \mathcal{B}_{ijk} \right) \right),
\]
where
\[
D = - \sum_{i,j=1, \ i \neq j}^n \partial_y \left[ \frac{\tau_i(\mathcal{L} \mathcal{B}_{ij,0})(\phi_{ij} - 1)}{x_{ij}^3} \right] - \sum_{i,j=1, \ i \neq j}^n \partial_y \left( \tau_i \left( |D| \phi_{ij} B_{ij,0} \right) \right).
\]
By direct computation, we have
\[
\|D\|_{H^s} \leq \|D\|_{H^s} \leq \sup_{i \neq j, 1 \leq k \leq 3} \frac{1}{d^s} \left( \|\partial_y^k B_{ij,0}(\phi_{ij} - 1)\|_{L^2} + \|B_{ij,0}\|_{L^2} \right)
\]
\[
+ \sum_{i,j,k=1}^n \frac{1}{d^s} \left( \|D(\phi_{ij} B_{ij,0})\|_{H^s} + \|\phi_{ij} (|D| B_{ij,0})\|_{H^s} \right) + \sum_{i,j,k=1}^n \frac{1}{d^s} \left( \|D(\phi_{ij}) (\partial_y B_{ij,0})\|_{H^s} + \frac{1}{d^s} \right).
\]
From the definition of $\phi_{ij}$ as well as \[33, Lemma 2.15\], we have
\[
\|D\|_{H^s} \leq \sup_{i \neq j, 2 \leq k \leq 3} \frac{1}{d^s} \left( \|\partial_y^k \phi_{ij} (\partial_y^k B_{ij,0})\|_{L^2} \right) + \frac{1}{d^s} \leq \frac{1}{d^s}.
\]
Hence, we have
\[
J_5 = - \sum_{i,j,k=1, \ i \neq j}^n \mu_k \partial_y \left[ \tau_i(\mathcal{L} \mathcal{B}_{ijk})(\phi_{ij} - 1) + \tau_i \left( |D| \phi_{ij} \mathcal{B}_{ijk} \right) \right] x_{ij}^3 + O_{H^s} \left( \frac{1}{d^s} \right).
\]
(3.61)

**Step 5:** Estimates of $K$.

We let
\[
r_0(t, y) = \sum_{i,j=1, \ i \neq j}^n A_{ij,0}(y - x_i), \quad r_1(t, y) = r(t, y) - r_0(t, y).
\]
Since $p > 2$, we have
\[
K = \partial_y \left[ \frac{p(p-1)}{2} y \right] \int_0^1 \left[ \sum_{i=1}^n \sigma_i \tilde{R}_i + sr \right] p-3 \left( \sum_{i=1}^n \sigma_i \tilde{R}_i + sr \right) ds
\]
\[
+ \partial_y \left[ \frac{p(p-1)}{2} y \right] \int_0^1 \left[ \sum_{i=1}^n \sigma_i \tilde{R}_i + sr \right] p-3 \left( \sum_{i=1}^n \sigma_i \tilde{R}_i + sr \right) ds
\]
\[
+ \partial_y \left[ \frac{p(p-1)}{2} y \right] \left( 2r_0 r_1 + r_1^2 \right) \int_0^1 \left[ \sum_{i=1}^n \sigma_i \tilde{R}_i + sr \right] p-3 \left( \sum_{i=1}^n \sigma_i \tilde{R}_i + sr \right) ds
\]
\[
+ \partial_y \left[ \frac{p(p-1)}{2} y \right] \left( 2r_0 r_1 + r_1^2 \right) \int_0^1 \left[ \sum_{i=1}^n \sigma_i (\tau_i Q) + sr \right] p-3 \left( \sum_{i=1}^n \sigma_i (\tau_i Q) + sr \right) ds
\]
\[
+ O_{H^s}(\Gamma).
\]
(3.62)

\(^{14}\)Here we also use the fact that $|D| = \partial_y \mathcal{H}$, and $\|\mathcal{H} f\|_{L^p} \leq \|f\|_{L^p}$ for all $1 < p < +\infty$, where $\mathcal{H}$ is the Hilbert transform.
Since
\[ r_0^2 = \sum_{i,j,k,\ell=1, i \neq j, k \neq \ell} \frac{(\tau_i A_{ij,0})(\tau_k A_{k\ell,0})}{x_{ij}^2 x_{k\ell}^2}, \]
by keeping track of all terms that are of order \(1/d^4\), we see that
\[ \partial_y \left[ r_0^2 \int_0^1 \left| \sum_{i=1}^n \sigma_i(\tau_i Q) + sr \right|^{p-3} \left( \sum_{i=1}^n \sigma_i(\tau_i Q) + sr \right) \, ds \right] = \sum_{i,j=1, i \neq j}^n \frac{\partial_y[(\tau_i H_{ij,4})]}{x_{ij}^2} + O_{H^{1/2}}(\Gamma). \]

where
\[ H_{ij,4} = \frac{p(p-1)}{2} \frac{\sigma_i Q^{-1}}{A_{ij,0}(\tau_i^{-1} \tau_k A_{k\ell,0})} \sum_{k,\ell=1, k \neq \ell}^n \frac{A_{ij,0}(\tau_i^{-1} \tau_k A_{k\ell,0})}{x_{k\ell}^2}. \]

A similar argument implies that \(|(H_{ij,4}, Q)| \lesssim 1/d^3\). Hence, by letting \(F_{ij,4} = H_{ij,4} - (H_{ij,4}'(Q)Q')^{-1}Q'\), we have
\[ K = \sum_{i,j=1, i \neq j}^n \frac{\partial_y[(\tau_i F_{ij,4})]}{x_{ij}^2} + O_{H^{1/2}}(\Gamma), \quad (3.63) \]

where \(F_{ij,4} \in S\).

**Step 6:** Estimates of \(L\).
Recall that \(L = L_A + L_B\), where \(L_A, L_B\), are given by (3.34) and (3.35). By direct computation, we have:
\[
L_A = - \sum_{i,j=1, j \neq i}^n \left( \frac{x_j \partial_y(\tau_i A_{ij})}{x_{ij}^2} + 2 \frac{x_{ij} \tau_i A_{ij}}{x_{ij}^3} \right) + \sum_{i,j=1, j \neq i}^n \left( \partial_t \vec{x} \cdot \partial_t \vec{u} \right) \nabla(\tau_i \vec{u}_{ij})
= - \sum_{i,j=1, j \neq i}^n \left( \frac{\mu_i \partial_y^2 A_{ij}}{x_{ij}^2} + 2 \frac{\mu_i A_{ij,0}}{x_{ij}^3} \right) + O_{H^{1/2}}(\Gamma)
= \sum_{i,j,k=1, i \neq j}^n \frac{\mu_k \partial_y(\tau_i E_{ijk,3})}{x_{ij}^2} + \sum_{i,j,k=1, i \neq j}^n \frac{\mu_k \tau_i g_{ijk,4}}{x_{ij}^2} + O_{H^{1/2}}(\Gamma), \quad (3.64)
\]

where \(E_{ijk,3}, g_{ijk,4} \in \mathcal{Y}_2\) and \(E_{ijk,3}\) are even functions. Similarly, we have
\[
L_B = \sum_{i,j,k=1, i \neq j}^n \frac{\mu_k \tau_i g_{ijk,5}}{x_{ij}^2} + O_{H^{1/2}}(\Gamma), \quad (3.65)
\]

where \(g_{ijk,5} \in \mathcal{Y}_2\).

**Step 7:** Closing of the proof. Now, we combine the estimates of (3.44), (3.46), (3.52), (3.58), (3.60), (3.61), (3.63)–(3.65), and choose
\[
E_{ijk} = \sum_{\ell=1}^3 E_{ijk,\ell}, \quad G_{ijk} = \sum_{\ell=1}^5 g_{ijk,\ell}
\]
to obtain that
\[
\Psi_V = -\sum_{i=1}^{n} (\dot{x}_i - \mu_i) \sigma_i \partial_y \tilde{R}_i + \sum_{i=1}^{n} \left( \mu_i + \sum_{j=1, j \neq i}^{n} \frac{a_{ij}}{x_{ij}} + \sum_{k=1, j \neq i}^{n} \frac{b_{ijk} \mu_k}{x_{ij}} \right) \sigma_i \lambda \tilde{R}_i \\
+ \sum_{i,j=1}^{n} \left( -\frac{\partial_y [\tau_i (\mathcal{L} \mathcal{B}_{ij})]}{x_{ij}} + \tau_i \mathcal{B}_{ij} \right) + \sum_{k=1}^{n} \mu_k \partial_y (\tau_i E_{ijk}) \\
+ \sum_{i,j,k=1}^{n, i \neq j} \mu_k \left( -\frac{\partial_y [\tau_i (\mathcal{L} \mathcal{B}_{ijk})]}{x_{ij}} + \tau_i G_{ijk} - \frac{b_{ijk} \sigma_i}{x_{ij}} \tau_i (\Lambda Q) \right) \\
- \sum_{i,j,k=1}^{n, i \neq j} \mu_k \partial_y (\tau_i (\mathcal{L} \mathcal{B}_{ijk}) (\varphi_{ij} - 1) + \tau_i ([|D|, \varphi_{ij}] \mathcal{B}_{ijk})) \\
+ \sum_{i,j,k=1}^{n, i \neq j} \mu_k \partial_y [\tau_i ((p-1) \Lambda Q Q^{p-2} \mathcal{B}_{ijk})] \right) + O_{H^4}(\Gamma),
\]
where \( E_{ijk}, G_{ijk} \in \mathcal{Y}_2 \) and \( E_{ijk} \) are even functions.

Then we choose bounded functions (with respect to \( y \)) \( \mathcal{B}_{ijk} \), such that
\[
\partial_y (\mathcal{L} \mathcal{B}_{ijk}) = G_{ijk} - b_{ijk} \sigma_i \Lambda Q.
\]
From Lemma 3.6, we know that the existence of such \( \mathcal{B}_{ijk} \) is equivalent to \( (Q, G_{ijk}) = b_{ijk} \sigma_i (Q, \Lambda Q) \). Since \( (Q, \Lambda Q) \neq 0 \) (due to \( p \neq 3 \)), we can choose suitable constants \( b_{ijk} \) to ensure the existence of \( \mathcal{B}_{ijk} \). We claim that
\[
|(H_{ij, 5}, Q')| \lesssim \frac{\sqrt{M}}{d^4},
\]
where \( H_{ij, 5} = -\sum_{k=1}^{n} \mu_k \{ (\mathcal{L} \mathcal{B}_{ijk}) (\tau_i^{-1} \varphi_{ij} - 1) + [|D|, \tau_i^{-1} \varphi_{ij}] \mathcal{B}_{ijk} \} \).

Indeed, from the fact that \( \mathcal{L} Q' = 0 \), \( Q' \in \mathcal{Y}_2 \) and \( \text{Supp} (\tau_i^{-1} \varphi_{ij} - 1) \in (-\infty, d^4/4) \), we have
\[
|(Q', (\mathcal{L} \mathcal{B}_{ijk}) (\tau_i^{-1} \varphi_{ij} - 1))| \lesssim \frac{1}{d^4}.
\]
On the other hand, from [33, Lemma 2.15], we have
\[
(|D|, \tau_i^{-1} \varphi_{ij} \mathcal{B}_{ij}, Q') = -(|D|, \tau_i^{-1} \varphi_{ij} \mathcal{B}'_{ij}, Q) - (|D|, \tau_i^{-1} \varphi'_{ij} \mathcal{B}_{ij}, Q),
\]
and
\[
\left( |(|D|, \tau_i^{-1} \varphi_{ij}) \mathcal{B}'_{ij}, Q) \right) \lesssim ||Q||_{L^2} ||\mathcal{B}'_{ij}||_{L^4} \varphi'_{ij} \lesssim \frac{1}{d^3},
\]
\[
\left( |(|D|, \tau_i^{-1} \varphi'_{ij}) \mathcal{B}_{ij}, Q) \right) \lesssim ||D||(|\mathcal{B}_{ij} \varphi'_{ij}||_{L^2} + ||\mathcal{B}'_{ij}||_{L^4}) \lesssim \frac{1}{d^3},
\]
which concludes the proof of (3.68). Using (3.68) and a similar arguments as before, we have
\[
\sum_{i,j,k=1}^{n, i \neq j} \mu_k \partial_y (\tau_i (\mathcal{L} \mathcal{B}_{ijk}) (\varphi_{ij} - 1) + \tau_i ([|D|, \varphi_{ij}] \mathcal{B}_{ijk})) \right) = \sum_{i,j,k=1}^{n, i \neq j} \frac{\partial_y (\tau_i F_{ij, 5})}{x_{ij}} + O_{H^4}(\Gamma),
\]
for some $F_{ij,5} \in S$.

Next, we let

$$F_{ij} = \sum_{\ell=1}^{5} F_{ij,\ell}$$

and choose

$$A_{ij} = \sum_{k=1}^{n} A_{ijk,1} + A_{ijk,2}$$

for all $i \neq j$ such that

$$L A_{ijk,1} = \mu_k E_{ijk}, \quad (3.69)$$

and

$$L A_{ij,2} = F_{ij} + \sum_{k=1}^{n} \mu_k (p - 1) \Lambda Q^{p-2} A_{ijk,1}. \quad (3.70)$$

From Proposition 2.1 and the fact that $E_{ijk} \in Y_2$ are even functions, we know that there exist even functions $A_{ijk,1} \in Y_2$ such that (3.69) is satisfied. To obtain the existence of $A_{ij,2}$ satisfying (3.70), we just need to show that the right hand side of (3.70) are orthogonal to $Q'$, which is provided by the fact that $F_{ij} \in S$ and $A_{ijk,1} \in Y_2$ are even functions.

Finally, injecting (3.67)–(3.70) into (3.66), we have for all $t \in [t_0, t_1]$,

$$\Gamma(t) \lesssim \frac{1}{d^{9/2}(t)} + \frac{M_1^{3/2}(t)}{d^2(t)} + \frac{M_2(t)}{d^3(t)} + \frac{M_3(t)}{d^2(t)},$$

and

$$\|E_V(t)\|_H^2 \lesssim \Gamma(t) \lesssim \frac{1}{d^{9/2}(t)} + \frac{M_1^{3/2}(t)}{d^2(t)} + \frac{M_2(t)}{d^3(t)} + \frac{M_3(t)}{d^2(t)}.$$  

\[\square\]

3.2. Geometrical decomposition. With this strongly interacting multi-bubble, we can introduce the following geometrical decomposition for solutions near this multi-bubble:

**Proposition 3.8.** Let $u_0 \in H^{1/2}$ such that there exist $C^1$-function $\bar{x}_0(t), \bar{\mu}_0(t)$ defined on $I = [t_0, t_1]$ satisfying (3.2) and $^{15}$

$$u_0(y) = \Theta(\bar{x}_0(t_1), \bar{\mu}_0(t_1), y) + \varepsilon_0(y), \quad (3.71)$$

where $\|\varepsilon_0\|_{H^{1/2}} \leq \omega_1$. If $\omega_1$ is small enough, then there exist $t_0 \leq t^* < t_1$, and unique $C^1$-functions

$$\bar{x}(t) = (x_1(t), \ldots, x_n(t)), \quad \bar{\mu}(t) = (\mu_1(t), \ldots, \mu_n(t))$$

and error term $\varepsilon(t)$ defined on $[t^*, t_1]$, such that the corresponding solution $u(t)$ to (1.1) with initial data $u(t_1) = u_0$ exists on $[t^*, t_1]$, and satisfies the following conditions.

1. Geometrical decomposition:

$$u(t, y + t) = \Theta(\bar{x}(t), \bar{\mu}(t), y) + \varepsilon(t, y). \quad (3.72)$$

$^{15}$Recall that $V(t, y) = \Theta(\bar{x}(t), \bar{\mu}(t), y)$ is the approximate multi-soliton.
(2) **Orthogonality conditions:**

\[ (\varepsilon(t), \bar{R}_i(t)) = (\varepsilon(t), \partial_y \bar{R}_i(t)), \]  

(3.73)

for all \( t \in [t^*, t_1] \) and \( i \in \{1, \ldots, n\} \).

(3) **Estimates on the parameters:** for all \( t \in [t^*, t_1] \), there holds:

\[ |\hat{\mu}_i(t) - \hat{\mu}_0(t)| + |\hat{x}(t) - \hat{x}_0(t)| + \|\varepsilon(t)\|_{H^\frac{1}{2}} \leq \delta(\omega_1), \]  

(3.74)

and

\[ \min_{i \in (1, \ldots, n-1)} (x_i(t) - x_{i+1}(t)) \geq \frac{1}{\omega_0} - \delta(\omega_1). \]  

(3.75)

(4) **Continuous dependence on the initial data:** for all fixed time \( t \in [t^*, t_1] \), the parameters \( \mu_i(t), x_i(t) \) and the error term \( \varepsilon(t) \) depends continuously on the initial data \( u_0 \in H^\frac{1}{2} \) with respect to the weak topology of \( H^\frac{1}{2} \).

The proof of Proposition 3.8 follows from standard arguments based on the implicit function theorem. We refer to [31, Proposition 1] for an example of such a proof. We mention here that the key point in the proof is the non-degeneracy of the following Jacobian matrix:

\[ \begin{vmatrix} (\Lambda Q, Q) & (\Lambda Q, Q') \\
(Q', Q) & (Q', Q') \end{vmatrix} = (Q, \Lambda Q)(Q', Q) \neq 0 \]

where we use the fact that \( (Q, \Lambda Q) \neq 0 \) when \( p \neq 3 \).

### 3.3. Modulation estimates

Using the orthogonality conditions (3.73), we have the following modulation estimates:

**Proposition 3.9.** Let \( I_0 = [t^*, t_1] \), assume that the geometrical decomposition (3.72) holds on \( I_0 \), then we have for all \( i = 1, \ldots, n \),

\[ |\dot{x}_i - \mu_i| \lesssim \frac{1}{d^{9/2}} + \|\varepsilon\|_{H^\frac{1}{2}} + \frac{M_1^{3/2}}{d^2}, \]  

(3.76)

\[ |\dot{\mu}_i + \sum_{j=1, j \neq i}^{n} a_{ij} \frac{x_{ij}}{x_{ij}} + \sum_{k,j=1, j \neq i}^{n} b_{ijk} \frac{\mu_k}{x_{ij}}| \lesssim \frac{1}{d^{9/2}} + \|\varepsilon\|^2_{H^\frac{1}{2}} + \frac{\|\varepsilon\|_{H^\frac{1}{2}}}{d^2} + \frac{M_1^{3/2}}{d^2}. \]  

(3.77)

**Proof:** From the geometrical decomposition, we have

\[ \partial_x \varepsilon - \partial_y (|D|\varepsilon + \varepsilon - p|V|^{p-1}\varepsilon) \]  

\[ + \partial_y [V + \varepsilon|V|^{p-1}(V + \varepsilon) - |V|^{p-1}V - p|V|^{p-1}\varepsilon] + \Psi_V = 0. \]  

(3.78)

Using the orthogonality condition (3.73), we have

\[ 0 = \partial_x (\varepsilon, \bar{R}_i) = (\partial_x \varepsilon, \bar{R}_i) + \frac{\mu_i}{1 + \mu_i} (\varepsilon, \Lambda \bar{R}_i) + \dot{x}_i (\varepsilon, \partial_y \bar{R}_i) \]  

\[ = (\partial_x \varepsilon, \bar{R}_i) + O\left(\|\varepsilon\|_{H^\frac{1}{2}} (M_2 + M_3) + \frac{\|\varepsilon\|_{H^\frac{1}{2}}}{d^2}\right), \]  

(3.79)

and

\[ 0 = \partial_x (\varepsilon, \partial_y \bar{R}_i) = (\partial_x \varepsilon, \partial_y \bar{R}_i) + \frac{\mu_i}{1 + \mu_i} (\varepsilon, \Lambda (\partial_y \bar{R}_i)) + \dot{x}_i (\varepsilon, \partial_{yy} \bar{R}_i) \]  

\[ = (\partial_x \varepsilon, \partial_y \bar{R}_i) + O\left(\|\varepsilon\|_{H^\frac{1}{2}} + \|\varepsilon\|_{H^\frac{1}{2}} (M_2 + M_3)\right). \]  

(3.80)
Combining (3.6), (3.73), (3.78)-(3.80) and Lemma 3.7, we have:

\[
\left( \mu_i + \sum_{j=1}^{n} \frac{a_{ij}}{x_{ij}} + \sum_{k,j=1, k \neq i}^{n} \frac{b_{ij,k}}{x_{ij}^3} \right) \frac{\sigma_i (\Lambda \widetilde{R}_i, \widetilde{R}_i)}{1 + \mu_i} - (\partial_y (|D| \varepsilon + \varepsilon - p|V|^{p-1} \varepsilon), \widetilde{R}_i) \\
= O\left( \|\varepsilon\|_{H^{\frac{3}{2}}}^2 + \|EV\|_{H^{\frac{3}{2}}} + \|\varepsilon\|_{H^{\frac{3}{2}}} (M_2 + M_3) + \frac{\|\varepsilon\|_{H^{\frac{3}{2}}}^5}{\|\varepsilon\|_{H^{\frac{3}{2}}}} + \frac{M_2 + M_3}{d^2} \right),
\]

(3.81)

and

\[
(\dot{x}_i - \mu_i) \times (\sigma_i \partial_y \widetilde{R}_i, \partial_y \widetilde{R}_i) \\
= O\left( \|\varepsilon\|_{H^{\frac{3}{2}}} + \|EV\|_{H^{\frac{3}{2}}} + \|\varepsilon\|_{H^{\frac{3}{2}}} (M_2 + M_3) + \frac{M_2 + M_3}{d^2} \right).
\]

From Lemma 3.7, and the construction of \( V \), we have

\[
(p|V|^{p-1} - p\tilde{R}_i^{p-1}) \partial_y \tilde{R}_i = O_{L^2}\left( \frac{1}{d^2} \right).
\]

Hence, we have

\[
\partial_y (|D| \varepsilon + \varepsilon - p|V|^{p-1} \varepsilon, \widetilde{R}_i) = (\varepsilon, |D| + 1 - p\tilde{R}_i^{p-1}) (\partial_y \tilde{R}_i) + O\left( \frac{\|\varepsilon\|_{H^{\frac{3}{2}}}^5}{\|\varepsilon\|_{H^{\frac{3}{2}}}} \right) \\
= (\varepsilon, |D| + 1 + \mu_i - p\tilde{R}_i^{p-1}) (\partial_y \tilde{R}_i) + O\left( \frac{\|\varepsilon\|_{H^{\frac{3}{2}}}^5}{\|\varepsilon\|_{H^{\frac{3}{2}}}} \right) = O\left( \frac{\|\varepsilon\|_{H^{\frac{3}{2}}}^5}{\|\varepsilon\|_{H^{\frac{3}{2}}}} \right).
\]

Here we use (3.73) as well as the fact that

\[
|D| \tilde{R}_i + (1 + \mu_i) \tilde{R}_i - \tilde{R}_i^p = 0
\]

for the last two equalities.

Finally, combining (3.8), (3.81) and (3.82), using the fact that \((Q, \Lambda Q) \neq 0\), we obtain (3.76) and (3.77).

\[\square\]

4. Existence of strongly interacting multi-solitary waves

This section is devoted to prove Theorem 1.1 by constructing a solution satisfying the corresponding conditions. In this section, we always assume that \( n \geq 2 \) and \( \sigma_i = 1 \), if \( p > 3 \); \( \sigma_i = (-1)^{i-1} \), if \( 2 < p < 3 \).

We consider solutions of the form

\[
u(t, t + y) = w(t, y) \sim V(t, y) + \varepsilon(t, y).
\]

Here we expect that the parameters \( x_i(t) \) and \( \mu_i(t) \) asymptotically behave like

\[
x_i \sim \alpha_i \sqrt{t} + \beta_i \log t + \gamma_i, \quad \dot{x}_i \sim \mu_i \sim \frac{\alpha_i}{2\sqrt{t}} + \frac{\beta_i}{t},
\]

(4.1)
as \( t \to +\infty \). Here \( \beta_i, \gamma_i \) are universal constants to be chosen later, while \( \alpha_i \) are given by the following lemma:

**Lemma 4.1.** Let \( p \in (2, 3) \cup (3, +\infty) \), \( n \geq 2 \). We assume that \( \sigma_i = 1 \), if \( p > 3 \); \( \sigma_i = (-1)^{i-1} \), if \( 2 < p < 3 \). Then there exist real numbers \( \alpha_1 > \alpha_2 > \cdots > \alpha_n \), such that for all \( i = 1, 2, \ldots, n \),

\[
\frac{\alpha_i}{4} = \sum_{j=1, j \neq i}^{n} \frac{a_{ij}}{(\alpha_i - \alpha_j)^3},
\]

(4.2)
where $a_{ij}$ are given by (3.7). Moreover, we have: for all $i = 1, 2, \ldots, n$,

$$\alpha_i + \alpha_{n+1-i} = 0. \quad (4.3)$$

**Remark 4.2.** The proof of this lemma is similar to [23, Lemma 3].

**Proof.** We first consider the case when $n$ is even. Let $n = 2k$, $k \in \mathbb{N}^+$. We consider $\{\alpha_i\}_{i=1}^{2k}$ of the following form:

$$\alpha_i = \sum_{j=i}^{k} \theta_j, \quad \forall i = 1, \ldots, k, \quad (4.4)$$

$$\alpha_{n+1-i} = -\alpha_i, \quad \forall i = 1, \ldots, k. \quad (4.5)$$

We define a smooth function $F$ on

$$S = \{\vec{\theta} = (\theta_1, \ldots, \theta_k) \in \mathbb{R}^k : \theta_i > 0, \forall i = 1, \ldots, k\} \subset \mathbb{R}^k$$

as follows

$$F(\vec{\theta}) = -\sum_{i,j=1, i \neq j}^{n} \frac{a_{ij}}{(\alpha_i - \alpha_j)^2} - \frac{1}{2} \sum_{i=1}^{n} \alpha_i^2 - \sum_{i,j=1, i \neq j}^{n} a_{ij} \left(\sum_{\ell = \min\{i,j\}}^{\max\{i,j\} - 1} \theta_{\ell}\right)^2 - \frac{1}{2} \sum_{i=1}^{n} \alpha_i^2,$$

where $\alpha_i$ are given by (4.4) and (4.5).

In case of $p > 3$, we have $a_{ij} > 0$ for all $i \neq j$. We observe that for all $\vec{\theta}_0 \in \partial S$, there exits $i_0 \in \{1, \ldots, k\}$ such that $\theta_{i_0} = 0$. Hence, for all $\vec{\theta}_0 \in \partial S$, and all $\vec{\theta}_m \in S$ such that $\vec{\theta}_m \rightarrow \vec{\theta}_0$ when $m \rightarrow +\infty$, we have

$$F(\vec{\theta}_m) \rightarrow -\infty.$$

On the other hand, we also have $F(\vec{\theta}_m) \rightarrow -\infty$ if $|\vec{\theta}_m| \rightarrow +\infty$. Hence, there exits a local maximizer $\vec{\theta}_0 = (\theta_{0,1}, \ldots, \theta_{0,k}) \in S$. We denote by

$$\alpha_i = \sum_{j=i}^{k} \theta_{0,j}, \quad \alpha_{n+1-i} = -\alpha_i, \quad \forall i = 1, \ldots, k. \quad (4.6)$$

It is easy to see that $(\alpha_1, \ldots, \alpha_n)$ is also a local maximizer of the following function:

$$G(\vec{\alpha}) = F(\vec{\theta}),$$

which implies that for all $i = 1, \ldots, n$, there holds

$$\frac{\alpha_i}{4} = \sum_{j=1, j \neq i}^{n} \frac{a_{ij}}{(\alpha_i - \alpha_j)^3}.$$
where \( \theta_{2k+1-i} = \theta_i \) for all \( i = 1, \ldots, k \). For all \( 1 \leq i < 2k \), we have

\[
\sum_{\ell=1}^{2k-i} \frac{1}{(\theta_{\ell} + \cdots + \theta_{\ell+i-1})^2} - \sum_{\ell=1}^{2k-i} \frac{1}{(\theta_{\ell} + \cdots + \theta_{\ell+i})^2} \\
> \frac{1}{(\theta_{2k-i+1} + \cdots + \theta_{2k})^2} + \sum_{\ell=1}^{2k-i} \frac{\theta_{\ell+i}}{(\theta_{\ell} + \cdots + \theta_{\ell+i-1})(\theta_{\ell} + \cdots + \theta_{\ell+i})^2} \\
+ \sum_{\ell=1}^{2k-i} \frac{\theta_{\ell+i}}{(\theta_{\ell} + \cdots + \theta_{\ell+i-1})(\theta_{\ell} + \cdots + \theta_{\ell+i})^2}.
\]

Using the above estimate, it is easy to see from (4.7) that

\[ F(\bar{\theta}_m) \to -\infty, \]

if \( \bar{\theta}_m \to \bar{\theta}_0 \in \partial S \) or \( |\bar{\theta}_m| \to +\infty \), as \( m \to +\infty \). By a similar argument, we conclude the proof of Lemma 4.1 in case of \( 2 < p < 3 \) and \( n \) even.

Finally, if \( n = 2k + 1 \) is an odd integer. We can also consider \( \{\alpha_i\}_{i=1}^{2k+1} \) of the following form:

\[
\alpha_i = \sum_{j=i}^{k} \theta_j, \quad \forall i = 1, \ldots, k, \\
\alpha_{k+1} = 0, \quad \alpha_{n+1-i} = -\alpha_i, \quad \forall i = 1, \ldots, k.
\]

Then, Lemma 4.1 in this case can be proved similarly. \( \square \)

### 4.1. Uniform backward estimate

In this subsection, we will derive some crucial backward uniform estimates for solutions satisfying the conditions introduced in Proposition 3.8. More precisely, we have:

**Proposition 4.3** (Uniform backward estimates). There exists \( t_0 \gg 1 \), such that for all initial time \( t_0 > t_0 \), there exists a choice of initial data \( u(t_0) = u_0 \), such that the following uniform backward estimates: for all \( t \in [t_0, t_\text{in}] \), we have

\[
|x_i(t) - \alpha_i \sqrt{t} - \beta_i \log t - \gamma_i| \leq \frac{1}{t^{1/4-2\delta_0}}, \\
\left| \mu_i(t) - \frac{\alpha_i}{2\sqrt{t}} - \frac{\beta_i}{t} \right| \leq \frac{1}{t^{5/4-2\delta_0}}, \tag{4.9}
\]

\[
\|\varepsilon(t)\|_{H^{1/2}} \leq \frac{1}{t^{5/4-2\delta_0}}, \tag{4.10}
\]

for some small universal constants \( 0 < \delta_0 < \frac{1}{1000} \). Here \( \alpha_i \) are given by (3.7), and constants \( \beta_i, \gamma_i \) will be chosen later\(^{16}\).

#### 4.1.1. A bootstrap argument

The main step of the proof of Proposition 4.3 is an argument of bootstrap as well as a topological argument. More precisely, for all given \( t_\text{in} \gg 1 \), we consider an initial data of the form

\[ u(t_\text{in}, y) = \Theta(\bar{x}_0(t_\text{in}), \bar{\mu}_0(t_\text{in}), y) + \varepsilon_0(y) \]

\(^{16}\)See Remark 4.6 for the detailed definition of these constants.
where \( \vec{x}_0(t) \), \( \vec{\mu}_0(t) \) are \( C^1 \)-functions on \([t_0, t_{in}]\) such that

\[
| x_{i,0}(t_{in}) - \alpha_i \sqrt{t_{in}} - \beta_i \log t_{in} - \gamma_i | \leq t_{in}^{-1/4+\delta_0}, \tag{4.11}
\]

\[
| \mu_{i,0}(t_{in}) - \frac{\alpha_i}{2 \sqrt{t_{in}}} - \frac{\beta_i}{t_{in}} | \leq t_{in}^{-5/4+\delta_0}, \tag{4.12}
\]

\[
\| \varepsilon_0 \|_{H^{\frac{5}{2}}} \lesssim t_{in}^{-\frac{5}{2}}. \tag{4.13}
\]

From the (local) uniqueness of the geometrical decomposition (i.e. Proposition 3.8), for all choice of \( \vec{x}_0(t_{in}), \vec{\mu}_0(t_{in}) \) and \( \varepsilon_0 \) satisfying (4.11), there exist\(^{17}\) \( t_* \in [t_0, t_{in}] \), \( C^1 \)-parameters \( \vec{x}(t), \vec{\mu}(t) \) and error term \( \varepsilon(t,y) \), such that

\[
\| \varepsilon(t_{in}) \|_{H^{\frac{5}{2}}} \leq C t_{in}^{-\frac{5}{2}} \tag{4.14}
\]

and

\[
x_{i}(t_{in}) = \alpha_i \sqrt{t_{in}} + \beta_i \log t_{in} + \gamma_i + O(t_{in}^{-1/4+\delta_0}), \tag{4.15}
\]

\[
\mu_{i}(t_{in}) = \frac{\alpha_i}{2 \sqrt{t_{in}}} + \beta_i \frac{t_{in}}{t_{in}} + O(t_{in}^{-5/4+\delta_0}). \tag{4.16}
\]

Moreover, the corresponding geometrical decomposition (3.72) holds on \([t_* , t_{in}]\), for some \( t_* \in [t_0, t_{in}] \). We still denote by \( t_* \), the smallest time \( \tau \in [t_0, t_{in}] \) such that the geometrical decomposition (3.72) holds on \([\tau , t_{in}]\). We also introduce the following bootstrap assumptions:

\[
| x_{i}(t) - \alpha_i \sqrt{t} - \beta_i \log t - \gamma_i | \leq \frac{1}{t^{1/4-3\delta_0}}, \tag{4.17}
\]

\[
| \mu_{i}(t) - \frac{\alpha_i}{2 \sqrt{t}} - \frac{\beta_i}{t} | \leq \frac{1}{t^{5/4-3\delta_0}}, \tag{4.18}
\]

\[
\| \varepsilon(t) \|_{H^{\frac{5}{2}}} \leq \frac{1}{t^{5/4-3\delta_0}}, \tag{4.19}
\]

and define

\[
T_0 = \inf \{ \tau \in [t_* , t_{in}] : (4.17)-(4.19) \text{ holds on } [\tau, t_{in}] \}. \tag{4.20}
\]

We will show that

**Proposition 4.4.** There exists a suitable choice of \( \vec{x}_0(t_{in}), \vec{\mu}_0(t_{in}) \) and \( \varepsilon_0 \) (or equivalently, a suitable choice of initial data \( u(t_{in}) \)) such that\(^{18}\) \( T_0 = t_* = t_0 \).

**Remark 4.5.** The key step of the proof of Proposition 4.4 is to show that with a suitable choice of initial data, we can improve the bootstrap assumptions (4.17)–(4.19) on \([T_0, t_{in}]\). We will see that in the proof of Proposition 4.4 in the subcritical case, we can directly choose \( \varepsilon_0 = 0 \) and use a topological argument to choose suitable \( \vec{x}_0(t_{in}) \) and \( \vec{\mu}_0(t_{in}) \). While in the supercritical case, no explicit expression of \( \varepsilon_0 \) is known. We can only show its existence by a slightly different topological argument\(^{19}\).

\(^{17}\)We mention here \( t_* \) depends on the choice of \( \vec{x}_0(t_{in}), \vec{\mu}_0(t_{in}) \) and \( \varepsilon_0 \).

\(^{18}\)Here we use the fact that when \( t_0 \) is chosen large enough, then \( T_0 = t_* \) implies \( T_0 = t_* = t_0 \).

\(^{19}\)See [37] for similar arguments.
4.1.2. Linearization of the ODE system. From the bootstrap assumptions (4.17)–(4.19), we have the following a priori estimates:

\[ |x_{ij}(t) - (\alpha_i - \alpha_j)\sqrt{t}| \lesssim \log t, \quad |\mu_i(t) - \alpha_i/(2\sqrt{t})| \lesssim \frac{1}{t}, \quad (4.21) \]

d for all \( i \neq j \) and \( t \in [T_0, t_{in}] \). Hence, from (3.76), (3.77) and (4.21), we have for all \( i = 1, \ldots, n \) and \( t \in [T_0, t_{in}] \),

\[
|x_i(t) - \mu_i(t)| \lesssim \frac{1}{t^{5/4-\delta_0}}, 
\]

\[
\left| \dot{\mu}_i(t) + \sum_{j=1}^{n} \frac{a_{ij}}{x_{ij}(t)} + \sum_{k,j=1}^{n} \frac{b_{ijk}\mu_k(t)}{x_{ij}(t)} \right| \lesssim \frac{1}{t^{9/4-\delta_0}}. \quad (4.23) 
\]

Using the a priori estimates (4.21) again, we have

\[
\frac{a_{ij}}{x_{ij}(t)} = \frac{1}{(\alpha_i - \alpha_j)^3 t^2} (1 + [x_{ij}(t) - (\alpha_i - \alpha_j)\sqrt{t}]/[(\alpha_i - \alpha_j)\sqrt{t}])^3 
\]

\[
= \frac{a_{ij}}{(\alpha_i - \alpha_j)^3 t^2} \left[ 1 - \frac{3[x_{ij}(t) - (\alpha_i - \alpha_j)\sqrt{t}]/(\alpha_i - \alpha_j)\sqrt{t}}{t} + O\left(\frac{\sqrt{x_{ij}}}{t}\right) \right] 
\]

\[
= \frac{a_{ij}}{(\alpha_i - \alpha_j)^3 t^2} \left( 4 - \frac{3x_{ij}}{(\alpha_i - \alpha_j)\sqrt{t}} \right) + O\left(\frac{1}{t^9/4}\right), 
\]

and

\[
\frac{b_{ijk}\mu_k(t)}{x_{ij}(t)} = \frac{b_{ijk}\alpha_k}{(\alpha_i - \alpha_j)^3 t^2} (1 + [x_{ij}(t) - (\alpha_i - \alpha_j)\sqrt{t}]/[(\alpha_i - \alpha_j)\sqrt{t}])^3 
\]

\[
= \frac{b_{ijk}\alpha_k}{(\alpha_i - \alpha_j)^3 t^2} + O\left(\frac{1}{t^9/4}\right). 
\]

Together with (4.23) and (4.2), we have for all \( i = 1, \ldots, n \) and \( t \in [T_0, t_{in}] \),

\[
|x_i(t) - \mu_i(t)| \lesssim \frac{1}{t^{5/4-\delta_0}}, \quad (4.24) 
\]

\[
\left| \dot{\mu}_i(t) + \frac{\alpha_i}{t^2} \sum_{j=1}^{n} m_{ij} x_j(t) + \sum_{k,j=1}^{n} \frac{b_{ijk}\alpha_k}{(\alpha_i - \alpha_j)^3 t^2} \right| \lesssim \frac{1}{t^{9/4-\delta_0}}. \quad (4.25) 
\]

where

\[
m_{ij} = -\frac{3a_{ij}}{(\alpha_i - \alpha_j)^4}, \quad \text{if } i \neq j, \quad (4.26) 
\]

\[
m_{ii} = \sum_{j=1}^{n} \frac{3a_{ij}}{(\alpha_i - \alpha_j)^4}, \quad \forall i = 1, \ldots, n. \quad (4.27) 
\]

Let \( M = (m_{ij})_{n \times n} \) be the symmetric matrix given by (4.26) and (4.27). We also let \( \lambda_1 \leq \cdots \leq \lambda_n \) be all eigenvalues of \( M \). We know that there exists \( T \in SO(n) \) such that

\[
M = T^{-1} \begin{bmatrix} \lambda_1 & \cdots & \lambda_n \end{bmatrix} T. 
\]
Let
\[
(x_1(t), \ldots, x_n(t))^\top = T(x_1(t), \ldots, x_n(t))^\top, \tag{4.28}
\]
\[
(\mu_1(t), \ldots, \mu_n(t))^\top = T(\mu_1(t), \ldots, \mu_n(t))^\top, \tag{4.29}
\]
\[
(\alpha_1, \ldots, \alpha_n)^\top = T(\alpha_1, \ldots, \alpha_n)^\top. \tag{4.30}
\]
Then from (4.22) and (4.24)–(4.27), we have for all \(k = 1, \ldots, n\) and \(t \in [T_0, t_{in}]\), there holds
\[
|\partial_t \bar{x}_k(t) - \bar{\mu}_k(t)| \lesssim \frac{1}{t^{5/4-\delta_0}}, \tag{4.31}
\]
\[
|\partial_t \bar{\mu}_k(t) + \frac{\bar{\alpha}_k}{t^2} - \frac{\lambda_k \bar{x}_k(t)}{t^2} + \frac{\bar{\beta}_k}{t^2}| \lesssim \frac{1}{t^{9/4-\delta_0}}, \tag{4.32}
\]
where \(\bar{\beta}_k\) are universal constants. For all \(k = 1, \ldots, n\) and \(t \in [T_0, t_{in}]\), we let
\[
\begin{cases}
\bar{x}_k(t) = \bar{x}_0(t) - \bar{\alpha}_k \sqrt{t} - \bar{\beta}_k \log t, \\
\bar{\mu}_k(t) = \bar{\mu}_0(t) - \frac{\bar{\alpha}_k}{2\sqrt{t}} - \frac{\bar{\beta}_k}{t},
\end{cases}
\]
if \(\lambda_k = 0\); \(\bar{\beta}_k \approx \frac{1}{4} - \lambda_k\),
\[
\begin{cases}
\bar{x}_k(t) = \bar{x}_0(t) - \bar{\alpha}_k \sqrt{t} - \bar{\beta}_k, \\
\bar{\mu}_k(t) = \bar{\mu}_0(t) - \frac{\bar{\alpha}_k}{2\sqrt{t}},
\end{cases}
\]
if \(\lambda_k \neq 0\). \(\bar{\beta}_k \approx \frac{1}{4} - \lambda_k\).

Combining (4.31)–(4.34), we have
\[
|\partial_t \bar{x}_k(t) - \bar{\mu}_k(t)| \lesssim \frac{1}{t^{5/4-\delta_0}},
\]
\[
|\partial_t \bar{\mu}_k(t) + \frac{\bar{\alpha}_k}{t^2} (3 - \frac{\lambda_k}{4}) - \frac{\lambda_k \bar{x}_k(t)}{t^2}| \lesssim \frac{1}{t^{9/4-\delta_0}}.
\]

It is easy to verify that \((\alpha_1, \ldots, \alpha_n)^\top\) is an eigenvector of \(M\), whose corresponding eigenvalue is \(\frac{3}{4}\). From the definition of \((\bar{\alpha}_1, \ldots, \bar{\alpha}_n)^\top\), we have for all \(k = 1, \ldots, n\), \(\bar{\alpha}_k (\frac{3}{4} - \lambda_k) = 0\). Collecting all estimates above, we obtain that for all \(k = 1, \ldots, n\) and \(t \in [T_0, t_{in}]\), there holds
\[
|\partial_t \bar{x}_k(t) - \bar{\mu}_k(t)| \lesssim \frac{1}{t^{5/4-\delta_0}}, \tag{4.35}
\]
\[
|\partial_t \bar{\mu}_k(t) - [\lambda_k \bar{x}_k(t)]/t^2| \lesssim \frac{1}{t^{9/4-\delta_0}}. \tag{4.36}
\]

**Remark 4.6.** We mention here that from the definition of \(\bar{x}_k\) and \(\bar{\mu}_k\), we know that with suitable choice of constants \(\beta_i\) and \(\gamma_i\), the bootstrap assumptions (4.17) and (4.18) are equivalent to
\[
|\bar{x}_k(t)| \lesssim \frac{1}{t^{1/4-\delta_0}}, \quad |\bar{\mu}_k(t)| \lesssim \frac{1}{t^{5/4-3\delta_0}}, \tag{4.37}
\]
for all \(t \in [T_0, t_{in}]\) and \(k = 1, \ldots, n\). Now, for all \(k = 1, \ldots, n\), we denote by \(\omega_k^0, \omega_k^1\) the two roots of the polynomial \(z^2 + z - \lambda_k \in \mathbb{C}\). Obviously, we have \(\omega_k^0 + \omega_k^1 = -1\). Without loss of generality, we assume that \(\Re \omega_k^0 \geq -\frac{1}{2}\) and \(\Re \omega_k^1 \leq -\frac{1}{2}\). We let
\[
y_k(t) = \omega_k^0 \bar{x}_k(t) + t \bar{\mu}_k(t), \quad z_k(t) = \omega_k^1 \bar{x}_k(t) + t \bar{\mu}_k(t). \tag{4.38}
\]
Then from (4.35) and (4.36), we have
\[
\partial_t y_k = \omega_k^0 \partial_t \tilde{x}_k + \tilde{\mu}_k + [t \partial_t \tilde{\mu}_k] = (1 + \omega_k^0) \tilde{\mu}_k + \frac{\lambda_k \tilde{x}_k}{t} + O\left(\frac{1}{t^{5/4-\delta_0}}\right),
\]
and
\[
\partial_t z_k = \omega_k \frac{z_k}{t} + O\left(\frac{1}{t^{5/4-\delta_0}}\right).
\] (4.39)

Remark 4.7. We mention here, (4.39) and (4.40) imply that
\[
|\partial_t (t^{-1-\omega_k^0} y_k)| = O\left(\frac{1}{t^{9/4+\omega_k^0}}\right), \quad |\partial_t (t^{-1-\omega_k^1} z_k)| = O\left(\frac{1}{t^{9/4+\omega_k^1}}\right).
\]

If we have \( \Re \omega_k^0 > -\frac{5}{4} \) and \( \Re \omega_k^1 > -\frac{5}{4} \) (or equivalently \( \lambda_k < \frac{5}{4} \)), then we can arbitrarily choose initial data as long as \( \tilde{x}_k(t_0) \leq t_0^{-1/4+\delta_0} \) and \( \tilde{\mu}_k(t_0) \leq t_0^{-5/4+\delta_0} \) hold true. In this situation, we can improve the bootstrap assumptions (4.17) and (4.18) by directly integrating the above inequalities from \( t \) to \( t_0 \). However, this condition does not always hold. We need to choose the initial data through a topological argument.

4.1.3. A monotonicity formula from the energy conservation law. In this part, we will prove some monotonicity formula derived from the energy conservation law.

First of all, we recall that \( \psi \) is a smooth function such that \( \psi(y) = 1 \) if \( y > -1 \); \( \psi(y) = 0 \) if \( y < -2 \), and \( \psi' \geq 0 \). For all \( i = 1, \ldots, n \), we define \( \phi_i^\pm \) as follows
\[
\phi_i^+(y) = \begin{cases} 1_{(\alpha_i, +\infty)}(y), & \text{if } i = 1, \ldots, n-1, \\ \phi_i(y) = 1_{(-\infty, \alpha_i]}(y), & \forall i \in [n], \\ \phi_i(y) = [1 - \phi_i^-(y)]1_{[\alpha_i, \alpha_{i+1}]}(y), & \forall i = 2, \ldots, n. 
\end{cases}
\]

Let \( \phi_i = \phi_i^+ + \phi_i^- \), then we can easily show that
- \( \phi_i \) are smooth functions with \( 0 \leq \phi_i \leq 1 \) and \( \sum_{i=1}^n \phi_i = 1 \);
- \( |\partial_y \phi_i| \leq 1/\min_{i \in [1, \ldots, n-j]} (\alpha_i - \alpha_{i+1}) \);
- \( \text{there holds} \)

\[
\text{Supp } \phi \subset \begin{cases} (2\alpha_2 + \alpha_1)/3, +\infty) \quad & \text{for } i = 1, \\ (2\alpha_i + \alpha_{i-1})/3 \quad & \text{for } i \in [2, \ldots, n-1], \\ (2\alpha_n + \alpha_{n-1})/3 \quad & \text{for } i = n. 
\end{cases}
\]

Then we define weight functions \( \{\Phi_j(t, y)\}_{j=1,2} \) as follows:
\[
\Phi_1(t, y) = \sum_{i=1}^n \phi_i(y/\sqrt{t})[1 - \mu_i(t)], \quad \Phi_2(t, y) = \sum_{i=1}^n \mu_i(t)\phi_i(y/\sqrt{t}) \frac{1}{1 + |\mu_i(t)|^2}.
\] (4.41)

We have the following properties of these two weight functions \( \Phi_1 \) and \( \Phi_2 \):

Lemma 4.8. Let \( \Phi_1 \) and \( \Phi_2 \) be the weight functions defined as above, then the following properties hold provided that \( t_0 \gg 1 \):

1. If \( |y - x_i(t)| \leq d(t)/4 \) for some \( i \in \{1, \ldots, n\} \), then
\[
\Phi_1(t, y) = 1 - \mu_i, \quad \Phi_2(t, y) = \frac{\mu_i(t)}{1 + |\mu_i(t)|^2}.
\]
There holds

\[
\text{Supp } \partial_y \Phi_1(t, \cdot) \subset \bigcup_{i=1}^{n-1} \left[ \frac{3x_{i+1} + x_i}{4}, \frac{3x_i + x_{i+1}}{4} \right].
\]

For all \( y \in \mathbb{R} \), there holds

\[
\partial_y \Phi_1(t, y) \leq 0, \quad |\partial_y \Phi_k(t, y)| \lesssim \frac{1}{t}, \quad |\partial_{yy} \Phi_k(t, y)| \lesssim \frac{1}{t^{3/2}},
\]

for all \( k = 1, 2 \). 

There holds

\[
\|\partial_y \Phi_k(t)\|_{L^2} \lesssim \frac{1}{t^{3/4}}, \quad \|\partial_{yy} \Phi_k(t)\|_{L^2} \lesssim \frac{1}{t^{3/2}},
\]

for all \( k = 1, 2 \). 

For all \( y \in \mathbb{R} \), there holds

\[
|\partial_y \Phi_1(t, y) + \partial_y \Phi_2(t, y)| \lesssim \frac{1}{t^2}.
\]

Proof: Most conclusions of this lemma follow directly from the construction of \( \phi_i \) and the bootstrap assumptions (4.17)–(4.19). While for the first inequality of (3), we use the fact that \( \sum_{i=1}^{n-1} \phi_i' \equiv 0 \) and (1) to obtain for all \( i \in \{1, \ldots, n-1\} \) and

\[
y \in \left[ \frac{3x_{i+1} + x_i}{4}, \frac{3x_i + x_{i+1}}{4} \right],
\]

we have

\[
\partial_y \Phi_1(y) = \frac{2\mu_i}{\sqrt{t}} [\phi_i' - \phi_{i+1}'] = -\frac{2\mu_i}{\alpha_i - \alpha_{i+1}} \psi' \left( \frac{3(y/\sqrt{t} - \alpha_i)}{\alpha_i - \alpha_{i+1}} \right) + \frac{2\mu_{i+1}}{\alpha_i - \alpha_{i+1}} \psi' \left( \frac{3(y/\sqrt{t} - \alpha_i)}{\alpha_i - \alpha_{i+1}} \right)
\]

Together with \( \mu_1 > \cdots > \mu_n \) and \( \psi' \geq 0 \), we obtain that \( \partial_y \Phi_1(t, y) \leq 0 \). 

We then define a localized nonlinear energy functional as follows

\[
W(t) = \int \|D\|^{\frac{1}{2}} (\varepsilon \sqrt{\Phi_1})^2 + \varepsilon^2 (\Phi_1 + \Phi_2)
\]

\[
- \frac{2}{p+1} \left[ (|V + \varepsilon|^{p+1} - |V|^{p+1} - (p+1)|V|^{p-1}V\varepsilon) \Phi_1 \right]
\]

We have the following monotonicity formula:

**Proposition 4.9.** For all \( t \in [T_0, t_{in}] \), we have

\[
\partial_t W(t) \gtrsim - \left( \frac{1}{t^{1+\delta_1}} \|\varepsilon(t)\|_{H^{\frac{3}{2}}}^2 + \frac{1}{t^{9/4}} \|\varepsilon(t)\|_{H^{\frac{7}{2}}} \right),
\]

where \( 0 < \delta_1 < \min\{1/1000, p-2\} \) is a small universal constant.
Proof. **Step 1:** Expansion of $\partial_t W$.

By direct computation, we have:

$$\frac{1}{2} \partial_t W = W_1 + W_2 + W_3 + W_4,$$

where

$$W_1 = \int \partial_t \varepsilon \left[ |D| \varepsilon + \varepsilon - (|V + \varepsilon|^{p-1}(V + \varepsilon) - |V|^{p-1}V) \right] \Phi_1,$$

$$W_2 = \int \partial_t \sqrt{\Phi_1} [ |D|, \sqrt{\Phi_1} ] \varepsilon + \int \partial_t \varepsilon \Phi_2,$$

$$W_3 = -\int \partial_t V \left( |V + \varepsilon|^{p+1} - |V|^{p+1} - (p + 1)|V|^{p-1}V \varepsilon \right) \Phi_1,$$

$$W_4 = \frac{1}{2} \int \frac{\partial \Phi_1}{\Phi_1} |D| \left( \varepsilon \sqrt{\Phi_1} \right) + \frac{1}{2} \int \varepsilon^2 \left( \partial_t \Phi_1 + \partial_t \Phi_2 \right)$$

$$- \frac{1}{p + 1} \int \left( |V + \varepsilon|^{p+1} - |V|^{p+1} - (p + 1)|V|^{p-1}V \varepsilon \right) \partial_t \Phi_1.$$

**Step 2:** Estimate of $W_1$.

From Proposition 3.3, we have

$$\partial_t \varepsilon = \partial_y \left[ |D| \varepsilon + \varepsilon - |V + \varepsilon|^{p-1}(V + \varepsilon) + |V|^{p-1}V \right] - E_V + \sum_{i=1}^n P_{i,1} + \sum_{i=1}^n P_{i,2},$$

where

$$P_{i,1} = (\dot{x}_i - \mu_i) \sigma_i \partial_y \bar{R}_i,$$

$$P_{i,2} = - \left( \mu_i + \sum_{j=1}^n \frac{a_{ij}}{x_{ij}^3} + \sum_{k,j=1}^n \frac{b_{ijk} \mu_k}{x_{ij}^3} \right) \frac{\sigma_i \lambda_i \bar{R}_i}{1 + \mu_i}.$$

Hence,

$$W_1 = - \frac{1}{2} \int \left[ |D| \varepsilon + \varepsilon - (|V + \varepsilon|^{p-1}(V + \varepsilon) - |V|^{p-1}V) \right] \partial_y \Phi_1$$

$$- \int E_V \left[ |D| \varepsilon + \varepsilon - (|V + \varepsilon|^{p-1}(V + \varepsilon) - |V|^{p-1}V) \right] \Phi_1$$

$$+ \sum_{i=1}^n \sum_{k=1}^n \int P_{i,k} \left[ |D| \varepsilon + \varepsilon - p \bar{R}_i^{p-1} \varepsilon \right] \Phi_1$$

$$- \sum_{i=1}^n \sum_{k=1}^n \int P_{i,k} \left[ V + \varepsilon |^{p-1}(V + \varepsilon) - |V|^{p-1}V - p|V|^{p-1}V \right] \Phi_1$$

$$- \sum_{i=1}^n \sum_{k=1}^n \int P_{i,k} \left(p|V|^{p-1} \varepsilon - p \bar{R}_i^{p-1} \varepsilon \right) \Phi_1.$$
From (3.8), (3.76), (3.77) and the bootstrap assumptions (4.17)–(4.19), we have
\[
\int E_V |D|\varepsilon + \varepsilon - (|V + \varepsilon|^{p-1}(V + \varepsilon) - |V|^{p-1}V)\phi_1
\]
\[
= O\left(\frac{1}{t^{5/2}} + \frac{\|\varepsilon(t)\|_{H^\frac{2}{3}}}{t^{3/2}} + \|\varepsilon(t)\|_{H^\frac{2}{3}}^2\right)\|\varepsilon\|_{H^\frac{2}{3}} = O\left(t^{-1-\delta_1}\|\varepsilon\|_{H^\frac{2}{3}}^2 + t^{-9/4}\|\varepsilon\|_{H^\frac{2}{3}}\right),
\]
(4.44)
and
\[
\sum_{k=1}^{2} \sum_{i=1}^{n} \int P_{i,k}[|V + \varepsilon|^{p-1}(V + \varepsilon) - |V|^{p-1}V - (p - 1)|V|^{p-1}\varepsilon] \phi_1
\]
\[
= O\left(t^{-1-\delta_1}\|\varepsilon\|_{H^\frac{2}{3}}^2 + t^{-9/4}\|\varepsilon\|_{H^\frac{2}{3}}\right).
\]
(4.45)

Using the fact that\(^{20}\)
\[
|||V|^{p-1} - \tilde{R}_i^{p-1}|||_{L^\infty} \lesssim \frac{1}{d^{2p-2}(t)} \lesssim \frac{1}{t^{p-1}} \lesssim \frac{1}{t^{1+\delta_1}},
\]
we also have
\[
\sum_{k=1}^{2} \sum_{i=1}^{n} \int P_{i,k}\left(p|V|^{p-1}\varepsilon - p\tilde{R}_i^{p-1}\varepsilon\right)\phi_1
\]
\[
= O\left(\frac{1}{t^{5/2}} + \|\varepsilon(t)\|_{H^\frac{2}{3}}\right)\|\varepsilon(t)\|_{H^\frac{2}{3}} + \|\varepsilon(t)\|_{H^\frac{2}{3}}^2 = O\left(t^{-1-\delta_1}\|\varepsilon\|_{H^\frac{2}{3}}^2 + t^{-9/4}\|\varepsilon\|_{H^\frac{2}{3}}\right),
\]
(4.46)

Meanwhile, by a similar argument and Lemma 4.8, we have
\[
\sum_{k=1}^{2} \sum_{i=1}^{n} \int P_{i,k}|D|\varepsilon + \varepsilon - p\tilde{R}_i^{p-1}\varepsilon)(\phi_1 - 1 + \mu_i)
\]
\[
= O\left(\frac{1}{t^{5/2}} + \|\varepsilon(t)\|_{H^\frac{2}{3}}\right)\sum_{i=1}^{n} \int_{|y - x_i(t)| \geq \frac{d(t)}{t^{1+\delta_1}}} \frac{|\varepsilon(y)|}{y - x_i(t)^3} \, dy + O\left(\frac{\|\varepsilon\|_{H^\frac{2}{3}}}{t^{1+\delta_1}} + \|\varepsilon\|_{H^\frac{2}{3}}\right)
\]
\[
= O\left(t^{-1-\delta_1}\|\varepsilon\|_{H^\frac{2}{3}}^2 + t^{-9/4}\|\varepsilon\|_{H^\frac{2}{3}}\right).
\]
Together with the following identity:
\[
|D|(\partial_y \tilde{R}_i) + (1 + \mu_i)\partial_y \tilde{R}_i - p\tilde{R}_i^{p-1}(\partial_y \tilde{R}_i) = 0,
\]
we have
\[
\sum_{k=1}^{2} \sum_{i=1}^{n} \int P_{i,k}|D|\varepsilon + \varepsilon - p\tilde{R}_i^{p-1}\varepsilon)\phi_1
\]
\[
= \sum_{i=1}^{n} (\tilde{\sigma}_i - \mu_i) \int \sigma_i(1 - \mu_i)\partial_y \tilde{R}_i [D|\varepsilon + \varepsilon - p\tilde{R}_i^{p-1}\varepsilon] + O\left(\frac{\|\varepsilon\|_{H^\frac{2}{3}}}{t^{1+\delta_1}} + \|\varepsilon\|_{H^\frac{2}{3}}\right)
\]
\[
= - \sum_{i=1}^{n} \sigma_i(1 - \mu_i)\mu_i(\tilde{\sigma}_i - \mu_i) \int \tilde{R}_i\varepsilon + O\left(\frac{\|\varepsilon\|_{H^\frac{2}{3}}}{t^{1+\delta_1}} + \|\varepsilon\|_{H^\frac{2}{3}}\right)
\]
\[
= O\left(\frac{\|\varepsilon\|_{H^\frac{2}{3}}}{t^{1+\delta_1}} + \|\varepsilon\|_{H^\frac{2}{3}}\right).
\]
(4.47)

\(^{20}\)Here we use the fact that \(\delta_1 < p - 2.\)
Combining (4.44)-(4.47), we have

$$W_1 = -\frac{1}{2} \int |D| \varepsilon^2 \partial_y \Phi_1 - \frac{1}{2} \int \varepsilon^2 \partial_y \Phi_1 - \int |D| \varepsilon \varepsilon \partial_y \Phi_1 + O\left( \frac{\| \varepsilon \|^2_{H^{1/2}}}{t^{1+\delta_1}} + \frac{\| \varepsilon \|_{H^{1/2}}^4}{t^{2}} \right).$$

Using [33, Lemma 2.16] and Lemma 4.8, we have

$$\left| \int |D| \varepsilon \varepsilon \partial_y \Phi_1 - \int |D| \varepsilon \varepsilon \partial_y \Phi_1 \right| \leq \| \varepsilon \|^2_{H^{1/2}} \| \partial_y \Phi_1 \|_{L^2}^2 \| \partial_y \Phi_1 \|_{L^2}^2 \leq \frac{\| \varepsilon \|^2_{H^{1/2}}}{t^{2/3}}.$$  (4.48)

**Step 3:** Estimate of $W_2$.

Using the equation of $\varepsilon$, we have

$$W_2 = W_{2,1} + W_{2,2} + W_{2,3} + W_{2,4} + W_{2,5},$$

where

$$W_{2,1} = \int (|D| \varepsilon + \varepsilon) \sqrt{\Phi_1} [D, \sqrt{\Phi_1}] \varepsilon,$$

$$W_{2,2} = -\int \left( |V + \varepsilon|^{p-1}(V + \varepsilon) - |V|^{p-1}V \right) \sqrt{\Phi_1} [D, \sqrt{\Phi_1}] \varepsilon,$$

$$W_{2,3} = -\int \left( E_V - \frac{1}{2} \sum_{k=1}^{n} \sum_{i=1}^{P_{i,k}} \Phi_1 [D, \sqrt{\Phi_1}] \varepsilon,$$

$$W_{2,4} = \int \left\{ \partial_y \left[ |D| \varepsilon + \varepsilon - |V + \varepsilon|^{p-1}(V + \varepsilon) + |V|^{p-1}V \right] \right\} \varepsilon \Phi_2,$$

$$W_{2,5} = -\int \left( E_V - \frac{1}{2} \sum_{k=1}^{n} \sum_{i=1}^{P_{i,k}} \right) \varepsilon \Phi_2.$$  

We estimate each term separately. First, for $W_{2,1}$, we have

$$\sqrt{\Phi_1} [D, \sqrt{\Phi_1}] \varepsilon = \sqrt{\Phi_1} [H \partial_y, \sqrt{\Phi_1}] \varepsilon = \sqrt{\Phi_1} [H \partial_y \sqrt{\Phi_1}] \varepsilon + \sqrt{\Phi_1} [H, \sqrt{\Phi_1}] \varepsilon_y$$

$$= \frac{1}{2} \partial_y \Phi_1 (H \varepsilon) + \sqrt{\Phi_1} [H, \sqrt{\Phi_1}] \varepsilon + \sqrt{\Phi_1} [H, \sqrt{\Phi_1}] \varepsilon_y.$$  (4.49)

Hence, we have

$$W_{2,1} = \int (|D| \varepsilon + \varepsilon) \sqrt{\Phi_1} \left( [H, \sqrt{\Phi_1}] \varepsilon + [H, \sqrt{\Phi_1}] \varepsilon_y \right)$$

$$= \sum_{\ell = 0}^{2} \left( \binom{2}{\ell} \int (H \varepsilon) (\partial_y^\ell \sqrt{\Phi_1}) (\partial_y^{3-\ell} [H, \sqrt{\Phi_1}] \varepsilon)$$

$$- \int \varepsilon (\partial_y \sqrt{\Phi_1}) ([H, \sqrt{\Phi_1}] \varepsilon_y) + \int \varepsilon \sqrt{\Phi_1} \left( \partial_y [H, \sqrt{\Phi_1}] \varepsilon_y \right)$$

$$+ \int (|D| \varepsilon + \varepsilon) \sqrt{\Phi_1} \left( [H, \partial_y \sqrt{\Phi_1}] \varepsilon + \frac{1}{2} \int (|D| \varepsilon + \varepsilon) \partial_y \Phi_1 ) H \varepsilon. \right)$$

\textsuperscript{21}Recall that $H$ denotes the Hilbert transform on $\mathbb{R}$.
Using \cite[Lemma 2.15, Lemma 2.16]{[33]}, Lemma 4.8 and integration by parts, we have

\[
W_{2,1} = \frac{1}{2} \int |(D) \varepsilon + \varepsilon y_2 \partial_y \Phi_1 \rangle \mathcal{H} \varepsilon + O(\|\varepsilon\|_{H^2}^2 \|\partial_y \Phi_1\|_{L^\infty} + \|\partial_{yy} \Phi_1\|_{L^\infty} + \|\partial_{yy} \Phi_1\|_{L^\infty})
\]

\[
= \frac{1}{2} \int |(D) \varepsilon + \varepsilon y_2 \partial_y \Phi_1 \rangle \mathcal{H} \varepsilon + O(t^{-\delta_1} \|\varepsilon\|_{H^2}^2)
\]

\[
= -\frac{1}{2} \int |(D) \varepsilon|^2 \partial_y \Phi_1 + \frac{1}{4} \int |\mathcal{H} \varepsilon|^2 \partial_y^3 \Phi_1 - \frac{1}{2} \int |(D)(\mathcal{H} \varepsilon)| \mathcal{H} \varepsilon \partial_y \Phi_1 + O(t^{-\delta_1} \|\varepsilon\|_{H^2}^2)
\]

\[
\geq O(t^{-\delta_1} \|\varepsilon\|_{H^2}^2),
\]

(4.50)

where we use the fact that \(\partial_y \Phi_1 \leq 0\) for the last inequality. For \(W_{2,1}\), using the \cite[Lemma 2.15, Lemma 2.16]{[33]} and (4.49) again, we have

\[
W_{2,2} = -\frac{p}{2} \int \left( \varepsilon y |V|^{p-1} \partial_y \Phi_1 \langle \mathcal{H} \varepsilon \right) + \varepsilon \partial_y \langle |V|^{p-1} \partial_y \Phi_1 \langle \mathcal{H} \varepsilon \right) + O(\|\varepsilon\|_{H^2}^3).
\]

From Lemma 4.8, we know that for all \(y \in \text{Supp } \partial_y \Phi_1\), there holds

\[
|V|^{p-1}(y) + |\partial_y(|V|^{p-1})(y)| \lesssim \frac{1}{t^p} \lesssim \frac{1}{t^{1+\delta_1}},
\]

which implies that

\[
W_{2,2} = O(t^{-\delta_1} \|\varepsilon\|_{H^2}^2).
\]

(4.51)

Similarly, we have

\[
W_{2,3} = O \left( \frac{1}{t^{1+\delta_1}} \|\varepsilon\|_{H^2}^2 + \frac{1}{t^2} \|\varepsilon\|_{H^2} \right).
\]

(4.52)

Next, for \(W_{2,4}\), using \cite[Lemma 2.16]{[33]} and integration by parts, we have,

\[
W_{2,4} = -\int |(D) \varepsilon_2 \Phi_2| - \int (D) \varepsilon \partial_y \Phi_2 - \frac{1}{2} \int \varepsilon^2 \partial_y \Phi_2
\]

\[
+ p \int \varepsilon |V|^{p-1} \partial_y \varepsilon \Phi_2 + O(\|\varepsilon\|_{H^2}^3)
\]

\[
= -\int \|\mathcal{H} \varepsilon \|^2 \partial_y \Phi_2 - \frac{1}{2} \int \varepsilon^2 \partial_y \Phi_2 - \frac{p(p-1)}{2} \int \varepsilon^2 |V|^{p-3} \mathcal{V} \mathcal{V} \partial_y \Phi_2
\]

\[
+ O \left( \frac{1}{t^{1+\delta_1}} \|\varepsilon\|_{H^2}^2 + \frac{1}{t^2} \|\varepsilon\|_{H^2} \right).
\]

Recall from the definition of \(V\) and \(\Phi_2\), we have

\[
\|V \partial_y \Phi_2\|_{L^\infty} \lesssim \frac{1}{t^{\frac{1}{2}}}, \quad \|\Phi_2 \partial_y V - \sum_{i=1}^n \sigma_i \mu_i \partial_y \tilde{R}_i\| \lesssim \frac{1}{t^{\frac{1}{2}}}
\]

Collecting all estimates above, we have

\[
W_{2,4} = -\int \|\mathcal{H} \varepsilon \|^2 \partial_y \Phi_2 - \frac{1}{2} \int \varepsilon^2 \partial_y \Phi_2 - \frac{p(p-1)}{2} \sum_{i=1}^n \sigma_i \mu_i \int \varepsilon^2 |V|^{p-3} \mathcal{V} \mathcal{V} \partial_y \Phi_2
\]

\[
+ O \left( \frac{1}{t^{1+\delta_1}} \|\varepsilon\|_{H^2}^2 + \frac{1}{t^2} \|\varepsilon\|_{H^2} \right).
\]

(4.53)
Finally, for $W_{2,5}$, by a similar argument as we did for $W_1$, we obtain that
\[
W_{2,5} = O\left(\frac{1}{t^{1+\delta_1}}\|\varepsilon\|_{H^{3/4}}^2 + \frac{1}{t^2}\|\varepsilon\|_{H^{1/4}}\right).
\] (4.54)

Combining (4.50)–(4.54), we have
\[
W_2 = -\int |D| \frac{\varepsilon}{2} \partial_y \Phi_2 - \frac{1}{2} \int \varepsilon^2 \partial_y \Phi_2 - \frac{p(p-1)}{2} \sum_{i=1}^{n} \sigma_i \mu_i \int \varepsilon^2 |V|^{p-3} V(\partial_y \tilde{R}_i)
+ O\left(\frac{1}{t^{1+\delta_1}}\|\varepsilon\|_{H^{3/4}}^2 + \frac{1}{t^2}\|\varepsilon\|_{H^{1/4}}\right).
\] (4.55)

**Step 4**: Estimate of $W_3$.
Recall that
\[
W_3 = -\int \partial_t V \left(|V + \varepsilon|^{p-1} (V + \varepsilon) - |V|^{p-1}V - p|V|^{p-1}\varepsilon\right) \Phi_1.
\]
From the bootstrap assumptions, we know that $\hat{x}_i \sim \frac{1}{\sqrt{t}}, \mu_i \sim \frac{1}{t^2}$. Combining with the definition of $V$ and $\Phi_1$, we have
\[
\left\| \partial_t V \Phi_1 - \sum_{i=1}^{n} \hat{x}_i \sigma_i \partial_y \tilde{R}_i \right\|_{L^\infty} \lesssim \frac{1}{t^2}.
\]
From the fact that $\tilde{R}_i > 0$ and Taylor’s expansion, we have
\[
|V + \varepsilon|^{p-1} (V + \varepsilon) - |V|^{p-1}V - p|V|^{p-1}\varepsilon = \sum_{i=1}^{n} \phi_i(y/\sqrt{t})(|V + \varepsilon|^{p-1}(V + \varepsilon) - |V|^{p-1}V - p|V|^{p-1}\varepsilon)
= \frac{p(p-1)}{2} \sum_{i=1}^{n} \int_0^1 \varepsilon^2 \phi_i(y/\sqrt{t})|V + s\varepsilon|^{p-3}(V + s\varepsilon) \, ds
= \frac{p(p-1)}{2} \sum_{i=1}^{n} \int_0^1 \varepsilon^2 \phi_i(y/\sqrt{t})\sigma_i \tilde{R}_i^{p-2} \left|1 + \frac{V + s\varepsilon - \sigma_i \tilde{R}_i}{\sigma_i \tilde{R}_i} \right|^{p-3} \frac{1 + V + s\varepsilon - \sigma_i \tilde{R}_i}{\sigma_i \tilde{R}_i} \, ds
= \frac{p(p-1)}{2} \sum_{i=1}^{n} \varepsilon^2 \phi_i(y/\sqrt{t})\sigma_i \tilde{R}_i \left|1 + \frac{V + s\varepsilon - \sigma_i \tilde{R}_i}{\sigma_i \tilde{R}_i} \right|^{p-3} \frac{1 + V + s\varepsilon - \sigma_i \tilde{R}_i}{\sigma_i \tilde{R}_i} \, ds
+ O\left(|\varepsilon|^3 + \frac{\varepsilon^2}{t}\right).
\]
Combining all of the above estimates, using the definition of $\phi_i$ as well as (4.22), we obtain that
\[
W_3 = \int \left(\sum_{i=1}^{n} \hat{x}_i \sigma_i \partial_y \tilde{R}_i \right) \times \left(\frac{p(p-1)}{2} \sum_{i=1}^{n} \varepsilon^2 \phi_i(y/\sqrt{t}) \sigma_i \tilde{R}_i^{p-2} \right) + O\left(\frac{\|\varepsilon\|_{H^{3/4}}^2}{t^{1+\delta_1}}\right)
= \frac{p(p-1)}{2} \sum_{i=1}^{n} \sigma_i \mu_i \int \varepsilon^2 |V|^{p-3} V(\partial_y \tilde{R}_i) + O\left(\frac{\|\varepsilon\|_{H^{3/4}}^2}{t^{1+\delta_1}}\right).
\] (4.56)

**Step 5**: Estimate of $W_4$.
From Lemma 4.8, we have
\[
|\partial_t \Phi_1(t,y)| + |\partial_x \Phi_2(t,y)| \lesssim \frac{1}{t^2},
\]
which implies immediately that
\[ W_4 = O \left( \frac{1}{t^{1+\delta_1}} \| \varepsilon \|_{H^\frac{3}{2}}^2 + \frac{1}{t^\frac{1}{4}} \| \varepsilon \|_{H^\frac{5}{2}} \right). \]  (4.57)

**Step 6:** End of the proof of (4.43)

Combining (4.48) with (4.55)–(4.57) with the last conclusion of Lemma 4.8, we have
\[ \partial_t W \geq -\| \varepsilon \|_{H^\frac{3}{2}}^2 \| \partial_y \Phi_1 + \partial_y \Phi_2 \|_{L^\infty} + O \left( \frac{1}{t^{1+\delta_1}} \| \varepsilon \|_{H^\frac{3}{2}}^2 + \frac{1}{t^\frac{1}{4}} \| \varepsilon \|_{H^\frac{5}{2}} \right) \]
\[ \geq -\frac{1}{t^{1+\delta_1}} \| \varepsilon \|_{H^\frac{3}{2}}^2 - \frac{1}{t^\frac{1}{4}} \| \varepsilon \|_{H^\frac{5}{2}}, \]
which concludes the proof of (4.43). \(\square\)

4.1.4. A topological argument. In this part, we will show that with a suitable choice of \(\bar{x}_0(t_{in}), \tilde{\mu}_0(t_{in})\) and \(\varepsilon_0\), the following properties hold:

**Lemma 4.10.** There exist \(\bar{x}_0(t_{in}), \tilde{\mu}_0(t_{in})\) and \(\varepsilon_0 \in H^\frac{1}{2}\) satisfying (4.11)–(4.13), such that the following properties hold:

1. **the energy functional** \(W(t)\) is coercive: there exists \(\lambda_0 > 0\) such that for all \(t \in [T_0, t_{in}]\), we have
   \[ W(t) \geq \lambda_0 \| \varepsilon(t) \|_{H^\frac{3}{2}}^2 - \frac{t^{-\frac{5}{2}}}{\lambda_0}; \]  (4.58)

2. **estimates on the geometrical parameters:** for all \(t \in [T_0, t_{in}]\) and \(k = 1, \ldots, n\), there holds²²
   \[ |y_k(t)| + |z_k(t)| \lesssim \frac{1}{t^{1/4 - \delta_0}}. \]  (4.59)

**Remark 4.11.** In subcritical and supercritical cases, the proof will be different. Since, in the subcritical case, the orthogonality condition is enough to control the unstable directions. However, in the supercritical cases, we need to control the directions \((\varepsilon, Z^\pm)\), which requires a different topological argument.

**Proof of Lemma 4.10 when** \(2 < p < 3\). In the subcritical case \((2 < p < 3)\), we first denote by²³
\[ S_\leq = \{ k \in \{1, \ldots, n\} : \lambda_k < 5/16 \}, \quad S_\geq = \{ k \in \{1, \ldots, n\} : \lambda_k \geq 5/16 \}. \]
Since \(\lambda_k\) is independent of the choice of the universal constant \(\delta_0\), we may easily see that there exists a small enough constant \(\delta_0 > 0\) such that²⁴
\[ S_\leq = \{ k \in \{1, \ldots, n\} : \Re \omega_k^1 > -\frac{5}{4} + \delta_0 \}, \quad S_\geq = \{ k \in \{1, \ldots, n\} : \Re \omega_k^1 < -\frac{5}{4} + \delta_0 \}. \]
Let \(S_\geq = \{ k_1, \ldots, k_{n_0} \}\). From the definition of \(\tilde{x}_k, \tilde{\mu}_k\) and an argument of implicit function theorem, we know that for all \(\theta \in \mathbb{B} = \{ x \in \mathbb{R}^{n_0} : |x| \leq 1 \}\), there exist

²²Recall that \(y_k\) and \(z_k\) are defined by (4.38).
²³Recall here \(\{\lambda_k\}\) are eigenvalues of the matrix \(M\) defined by (4.26) and (4.27).
²⁴Here \(\omega_k^1\) is the root of \(z^2 + z - \lambda_k\) in \(\mathbb{C}\) such that \(\Re \omega_k^1 \leq -\frac{1}{2}\).
Then from (4.39), we have for all \( t \in [T_0, t_{in}] \) and all \( k = 1, \ldots, n \)
\[
\partial_t [t^{-\omega_0^\delta} y_k] = O \left( \frac{1}{t^{9/4 + \Re \omega_0^\delta - \delta_0}} \right).
\]
Since \( \Re \omega_0^k \geq -\frac{1}{2} \), we have \( 9/4 + \Re \omega_0^k - \delta_0 > 1 \). Integrating the above inequality from \( t \) to \( t_{in} \), using (4.60)–(4.62), we have for all \( t \in [T_0, t_{in}] \) and all \( k = 1, \ldots, n \)
\[
|y_k(t)| \leq t^{1 + \Re \omega_k^0} t_{in}^{\frac{1}{2} + \delta_0 - 1 - \Re \omega_k^0} + t^{1 + \Re \omega_k^0} \int_t^{t_{in}} \frac{1}{s^{9/4 + \Re \omega_0^\delta - \delta_0}} ds \lesssim \frac{1}{t^{1/4 - \delta_0}}.
\]
Using (4.40) and a similar argument, we can also show that for all \( k \in S_\subset \) and \( t \in [T_0, t_{in}] \), there holds:
\[
|z_k(t)| \lesssim \frac{1}{t^{1/4 - \delta_0}}.
\]
Now we denote by\(^{25}\)
\[
Z(t) = t^{\frac{1}{2} - 2\delta_0} \sum_{\ell=1}^{n_0} |z_{k_\ell}(t)|^2, \quad \delta_2 = - \max_{\ell=1, \ldots, n_0} (5/2 - 2\delta_0 + 2\Re \omega_{k_\ell}^0) > 0.
\]
Then from (4.40) and the bootstrap assumptions (4.17)–(4.18), we have
\[
\partial_t Z(t) = \sum_{\ell=1}^{n_0} \left( t^{\frac{1}{2} - 2\delta_0} \frac{2\Re (1 + \omega_{k_\ell}^0)}{t} \left| z_{k_\ell}(t) \right|^2 + \left( \frac{1}{2} - 2\delta_0 \right) t^{-\frac{1}{2} - 2\delta_0} \left| z_{k_\ell}(t) \right|^2 \right) + O \left( \frac{1}{t^{\frac{3}{2} - 4\delta_0}} \right)
\]
\[
= \sum_{\ell=1}^{n_0} \frac{5/2 - 2\delta_0 + 2\Re \omega_{k_\ell}^0}{t} \left| z_{k_\ell}(t) \right|^2 + O \left( \frac{1}{t^{\frac{3}{2} - 4\delta_0}} \right)
\]
\[
\leq - \delta_2 Z(t) + O \left( \frac{1}{t^{\frac{3}{2} - 4\delta_0}} \right).
\]
Let \( T_1 = T_1(\tilde{v}) \in [T_0, t_{in}] \) given by
\[
T_1 = \inf \{ t \in [T_0, t_{in}] : \forall \tau \in [t, t_{in}], Z(\tau) \leq 1 \}.
\]
Assume that \( T_1 > T_0 \), then for \( t = T_1 \), we must have \( Z(T_1) = 1 \) and
\[
\partial_t Z(T_1) \leq - \frac{\delta_2}{T_1} + O(T_1^{-\frac{3}{2} + 4\delta_0}) < 0,
\]
provided that \( T_1 \geq T_0 \gg 1 \). Since \( (\tilde{x}(t), \tilde{\mu}(t), \varepsilon(t)) \) depends continuously on the initial data, we conclude that the following map
\[
\mathcal{M} : \ \mathbb{B} \ni \tilde{v} \mapsto T_1^{\frac{1}{2} - \delta_0} (z_{k_1}(T_1), \ldots, z_{k_{n_0}}(T_1)) \in \partial \mathbb{B}.
\]
is continuous. Now, for all \( \tilde{v} \in \partial \mathbb{B} \), from (4.60)–(4.62) and (4.65), we know that \( Z(t_{in}) = 1 \) and \( \partial_t Z(t_{in}) < 0 \), which implies that \( T_1 = t_{in} \). Then we have \( \mathcal{M}\tilde{v} = \tilde{v} \), for all \( \tilde{v} \in \partial \mathbb{B} \). That means \( \mathcal{M} \) is a continuous map from \( \mathbb{B} \) to \( \partial \mathbb{B} \), whose restriction on \( \partial \mathbb{B} \) is the identity. From Brouwer’s fixed point theorem, this is a contradiction. We then obtain that \( T_0 = T_1 \). Together with (4.64) and (4.63), we obtain (4.59).

\(^{25}\)Here we use the fact that \( \Re \omega_{k_\ell}^1 < -\frac{5}{4} + \delta_0 \).
Now we only need to show that with above choice of initial data the estimate (4.58) holds. We choose \( \tilde{\phi}_i \in C_0^\infty(\mathbb{R}) \) such that
\[ 0 \leq \tilde{\phi}_i \leq 1, \text{ and for all } 1 < i < n, \tilde{\phi}_i = \phi_i; \]
\[ \tilde{\phi}_1(y) = \phi_1, \text{ if } y < (4\alpha_1 - \alpha_2)/3 \text{ and } \tilde{\phi}_1(y) = 0, \text{ if } y > (5\alpha_1 - 2\alpha_2)/3; \]
\[ \tilde{\phi}_n(y) = \phi_n, \text{ if } y > (4\alpha_1 - \alpha_n-1)/3 \text{ and } \tilde{\phi}_1(y) = 0, \text{ if } y < (5\alpha_n - 2\alpha_n-1)/3; \]
We may easily see that for all \( y \in ([4\alpha_n - \alpha_n-1]/3, [4\alpha_1 - \alpha_2]/3) \) and \( k \in \mathbb{N} \), we have
\[ \sum_{i=1}^n (\tilde{\phi}_i(y))^k = 1 + o_{H^1}(1). \]
From (4.49) and [33, Lemma 2.15], we have\(^{26}\)
\[ W = \int \left| |D|^{1/2} \varepsilon \right|^2 + \varepsilon^2 - p|V|^{p-1}\varepsilon^2 + o(\|\varepsilon\|_{H^1}^2) \]
\[ = \int \left( \left( |D|^{1/2} \varepsilon \right|^2 + \varepsilon^2 \right) \left( 1 - \sum_{i=1}^n \phi_i^2 \right) + \int \left( \left( |D|^{1/2} \varepsilon \right|^2 + \varepsilon^2 \right) \sum_{i=1}^n \phi_i^2 + o(\|\varepsilon\|_{H^1}^2) \]
\[ = \int \left( \left( |D|^{1/2} \varepsilon \right|^2 + \varepsilon^2 \right) \left( 1 - \sum_{i=1}^n \phi_i^2 \right) \]
\[ + \sum_{i=1}^n \int \left( \left( |D|^{1/2} (\varepsilon \bar{\phi}_i) \right|^2 + (\varepsilon \bar{\phi}_i)^2 \right) - p(\bar{\tau}_i, Q)p(\varepsilon \bar{\phi}_i)^2 + o(\|\varepsilon\|_{H^1}^2). \]
(4.66)
Now, we can use the coercivity (2.4) to obtain that
\[ W \geq \int \left( \left( |D|^{1/2} \varepsilon \right|^2 + \varepsilon^2 \right) \left( 1 - \sum_{i=1}^n \phi_i^2 \right) + \lambda_0 \sum_{i=1}^n \int \left( \left( |D|^{1/2} (\varepsilon \bar{\phi}_i) \right|^2 + (\varepsilon \bar{\phi}_i)^2 \right) \]
\[ - \sum_{i=1}^n \frac{1}{\lambda_0} [(\varepsilon \bar{\phi}_i, \tau_i, Q)^2 + (\varepsilon \bar{\phi}_i, \tau_i Q')^2] + o(\|\varepsilon\|_{H^1}^2) \]
\[ \geq \frac{\lambda_0}{2} \|\varepsilon\|_{H^1}^2 - \frac{1}{\lambda_0} [(\varepsilon \bar{\phi}_i, \tau_i, Q)^2 + (\varepsilon \bar{\phi}_i, \tau_i Q')^2]. \]
From the construction of \( \tilde{\phi}_i \) and the orthogonality condition (3.73), we obtain (4.58) immediately. \( \square \)

While for the supercritical case \((p > 3)\), we first consider \( \varepsilon_0 \in H^1 \) of the following form:
\[ \varepsilon_0 = \sum_{i=1}^n b_i^\pm Z_{i,0}^\pm + \sum_{i=1}^n c_i \bar{R}_{i,0} + \sum_{i=1}^n d_i \partial_y \bar{R}_{i,0} \]
(4.67)
where\(^{27}\)
\[ Z_{i,0}^\pm(y) = Z_{1+\mu_i,0(t_n)}(y - x_i,0(t_m)), \quad \bar{R}_{i,0}(y) = Q_{1+\mu_i,0(t_n)}(y - x_i,0(t_m)) \]

\(^{26}\)Recall that \( \tau_i \) is defined by (3.23).

\(^{27}\)Recall that \( Z^\pm \) are defined in Proposition 2.4 and 2.5, while \( x_i,0(t_m) \) and \( \mu_i,0(t_m) \) are given by (4.12)
and $b^\pm_i, c_i, d_i$ are constants in a small neighborhood of 0. For suitable choice of $\vec{x}_0(t_{in})$ and $\vec{\mu}_0(t_{in})$, we consider initial data of the following form:

$$u(t_{in}, y) = \Theta(\vec{x}_0(t_{in}), \vec{\mu}_0(t_{in}), y) + \sum_{i=1}^{n} b_i^\pm Z_i^\mp(t_{in}) + \sum_{i=1}^{n} c_i \bar{R}_{i,0}(y) + \sum_{i=1}^{n} d_i \partial_y \bar{R}_{i,0}(y).$$

Let $(\vec{x}(t), \vec{\mu}(t), \varepsilon(t))$ be the corresponding geometrical parameters and error terms given by Proposition 3.8. We denote by

$$a_i^\pm(t) = \int \varepsilon(t, y) Z_i^\pm(t, y) \, dy,$$

for all $i = 1, \ldots, n$.

Then we have the following two lemmas:

**Lemma 4.12.** There exists universal constants $C_0 > 0$ such that for all $\vec{a}_{in}$, $\vec{x}_{in}$, $\vec{\mu}_{in} \in \mathbb{R}^n$ with

$$|\vec{a}_{in}| \leq t_{in}^{-3/2}, \quad |\vec{x}_{in}| \leq t_{in}^{-2+\delta_0}, \quad |\vec{\mu}_{in}| \leq t_{in}^{-2+\delta_0},$$

there exists a unique choice of $x_0, \mu_{i,0}(t_{in})$ and $b_i^\pm, c_i, d_i$ such that

$$(a_1^-(t_{in}), \ldots, a_n^-(t_{in})) = \vec{a}_{in}, \quad a_i^+(t_{in}) = 0,$$

$$(x_1(t_{in}), \ldots, x_n(t_{in})) = \vec{x}_{in}, \quad (\mu_1(t_{in}), \ldots, \mu_n(t_{in})) = \vec{\mu}_{in},$$

and

$$\sum_{i=1}^{n} (|b_i^\pm|^2 + c_i^2 + d_i^2) \leq C_0 |\vec{a}_{in}|^2.$$

**Proof.** Consider a continuous map $\Omega : \mathbb{R}^{6n} \to \mathbb{R}^{6n}$ as follows:

$$\mathbb{R}^{6n} \ni \left( \vec{x}_0(t_{in}), \vec{\mu}_0(t_{in}), \{b_i^\pm, c_i, d_i\}_{i=1}^{n} \right) \mapsto u(t_{in}) \mapsto \left( \vec{x}(t_{in}), \vec{\mu}(t_{in}), \{c(t_{in}), Z_i^\pm(t_{in}), \varepsilon(t_{in}), \bar{R}_{i}(t_{in}), (\varepsilon(t_{in}), \partial_y \bar{R}_{i}(t_{in}))\}_{i=1}^{n} \right) \in \mathbb{R}^{6n}.$$

From Proposition 3.8, we can easily see that

$$\Omega = \begin{bmatrix} I_n & I_n & \cdots & I_n \\ \varepsilon(t_{in}) & N & \cdots & N \\ \vdots & \vdots & \ddots & \vdots \\ N & \cdots & \cdots & I_n \end{bmatrix} + O(t_{in}^{-1/2}),$$

where $I_n$ is the unit matrix of order $n$ and $N$ is the Gramian matrix of $Z^\pm, Q, Q'$. Since $Q, Z^\pm$ are eigenvectors of $L \partial_y$ associated to different eigenvalues, we know that they are linearly independent. Moreover, we have

$$(Q', Z^\pm) = \pm \frac{1}{\epsilon_0} (Q', L \partial_y Z^\pm) = \pm \frac{1}{\epsilon_0} (LQ', \partial_y Z^\pm) = 0,$$

which implies that $Z^\pm$, $Q$ and $Q'$ are linear independent. Hence, $\Omega$ is invertible around 0 and $\|\Omega\| \sim 1$. We then conclude the proof of Lemma 4.12. \qed

**Lemma 4.13.** For all $t \in [T_0, t_{in}]$, there holds

$$\left| \frac{d a_i^\pm}{dt}(t) + \epsilon_0 (1 + \mu_i)^2 a_i^\pm(t) \right| \lesssim \frac{1}{t^2}. \quad (4.68)$$
Proof of Lemma 4.13. We recall the equation of $\varepsilon$:

$$\partial_t \varepsilon = \partial_y \left( |D| \varepsilon + \varepsilon - |V + \varepsilon|^{p-1} (V + \varepsilon) + |V|^{p-1} V \right) - E_V + \sum_{i=1}^{n} P_{i,1} + \sum_{i=1}^{n} P_{i,2},$$

where

$$P_{i,1} = (\dot{x}_i - \mu_i) \sigma_i \partial_y \tilde{R}_i,$$

$$P_{i,2} = -\left( \mu_i + \sum_{j=1, j \neq i}^{n} \frac{a_{ij}}{x_{ij}^3} + \sum_{k,j=1, j \neq i}^{n} \frac{b_{ijk} \mu_k}{x_{ij}^3} \right) \sigma_i \Lambda \tilde{R}_i \frac{1}{1 + \mu_i}.$$

Then, we have

$$\frac{d a_i^\pm}{dt} = \int (\partial_y \varepsilon) \tilde{Z}_i^\pm + \int \varepsilon \partial_y \tilde{Z}_i^\pm$$

$$= -\int \left( |D| \varepsilon + (1 + \mu_i) \varepsilon - p|V|^{p-1} \varepsilon \right) \partial_y \tilde{Z}_i^\pm$$

$$+ \int \left[ |V + \varepsilon|^{p-1} (V + \varepsilon) - |V|^{p-1} V - p|V|^{p-1} \varepsilon \right] \partial_y \tilde{Z}_i^\pm$$

$$+ \sum_{j=1}^{n} \sum_{k=1}^{2} \int P_{j,k} \tilde{Z}_i^\pm - \int E_V \tilde{Z}_i^\pm + \mu_i \int \varepsilon \Lambda \tilde{Z}_i^\pm - (\dot{x}_i - \mu_i) \int \varepsilon \partial_y \tilde{Z}_i^\pm.$$

Since $Z^\pm \in \mathcal{Y}_2$, we have

$$\int (|D| \varepsilon + (1 + \mu_i) \varepsilon - p|V|^{p-1} \varepsilon) \partial_y \tilde{Z}_i^\pm = \int \varepsilon \mathcal{L}_i (\partial_y \tilde{Z}_i^\pm) + O\left( \frac{\| \varepsilon(t) \|_{H^1}^2}{d^2(t)} \right),$$

where $\mathcal{L}_i = |D| + (1 + \mu_i) - p\tilde{R}_i^{p-1}$. Using the fact that

$$\mathcal{L} \partial_y Z^\pm = \pm \varepsilon_0 Z^\pm,$$

we have

$$\int \varepsilon \mathcal{L}_i (\partial_y \tilde{Z}_i^\pm) = \pm \varepsilon_0 (1 + \mu_i)^2 \int \varepsilon \tilde{Z}_i^\pm = \pm \varepsilon_0 (1 + \mu_i)^2 a_i^\pm.$$

Next, using the bootstrap assumptions (4.17)–(4.19), we have

$$\int \left[ |V + \varepsilon|^{p-1} (V + \varepsilon) - |V|^{p-1} V - p|V|^{p-1} \varepsilon \right] \partial_y \tilde{Z}_i^\pm = O\left( \frac{1}{t^2} \right),$$

$$\sum_{j=1}^{n} \int P_{j,2} \tilde{Z}_i^\pm - \int E_V \tilde{Z}_i^\pm + \mu_i \int \varepsilon \Lambda \tilde{Z}_i^\pm - (\dot{x}_i - \mu_i) \int \varepsilon \partial_y \tilde{Z}_i^\pm = O\left( \frac{1}{t^2} \right).$$

Finally, since $(Z^\pm, Q') = 0$. we have

$$(P_{j,1}, \tilde{Z}_i^\pm) = O\left( \frac{1}{t^2} \right).$$

for all $i, j \in \{q, \ldots, n\}$. Now the proof is concluded. \(\square\)

Now we can give the proof of Lemma 4.10 in the case of $p > 3$.

Proof of Lemma 4.10 when $p > 3$. We claim that there exists suitable choice of $\bar{x}_0(t_m), \bar{\mu}_0(t_m)$ and $\bar{\varepsilon}_0$ such that (4.59) holds and for all $t \in [T_0, t_m], i \in \{1, \ldots, n\}$, we have

$$|a_i^\pm(t)| \leq t^{-\frac{3}{2}}.$$

(4.69)
From Lemma 4.13, we know that as long as the initial conditions (4.14) holds true, we have

\[ |e^{\int \mu(t,s) \, ds} \phi(t)| \lesssim \int_t^{t_{in}} e^{\int \mu(t,s) \, ds} \, ds + t_{in}^{-3/2}. \]

Since \( |\mu_i| \ll 1 \), we then obtain that

\[ |a_i^+(t)| \lesssim t^{-3} + \int_t^{t_{in}} e^{\int \mu(t,s) \, ds} \, ds \lesssim \int_t^{t_{in}} e^{\frac{\mu(t,s)}{s}} \, ds + t_{in}^{-3/2}. \]

Similarly, we can show that with this choice of initial data, estimates (4.48) hold.

Let \( u = (u_0, u_1) \in B_0 \times B_1 \), where

\[ B_0 = \{ u_0 \in \mathbb{R}^m : |u_0| \leq 1 \}, \quad B_1 = \{ u_1 \in \mathbb{R}^n : |u_1| \leq 1 \} \]

From Lemma 4.12 and the local uniqueness of the geometrical decomposition, we can choose constants \( b_i^\pm, c_i, d_i \) such that

\[ \text{for all } k \in S_\prec, \text{ there holds} \]

\[ \tilde{\delta}_k(t_{in}) = 0, \quad \tilde{\mu}_k(t_{in}) = 0, \quad (4.63) \]

\[ \text{for all } \ell = 1, \ldots, n_0, \text{ we have} \]

\[ (y_{k_1}(t_{in}), \ldots, y_{k_{n_0}}(t_{in})) = 0, \quad (z_{k_1}(t_{in}), \ldots, z_{k_{n_0}}(t_{in})) = t_{in}^{-\frac{3}{2} + \delta_0} \nu; \quad (4.64) \]

\[ \text{there holds} \]

\[ \varepsilon(t_{in}) = \varepsilon_0, \quad (a_1^+(t_{in}), \ldots, a_n^+(t_{in})) = \bar{a}_{in} = t_{in}^{-\frac{3}{2}} \nu_1, \quad a_i^+(t_{in}) = 0; \quad (4.65) \]

\[ \text{there holds} \]

\[ \sum_{i=1}^n (|b_i^\pm|^2 + c_i^2 + d_i^2) \leq C|\bar{a}_{in}|^2. \]

Similarly, we can show that with this choice of initial data, estimates (4.63) and (4.64) also hold true in the supercritical case.

Now we denote by

\[ \mathcal{N}(t) = t^3 \sum_{i=1}^n |a_i^-(t)|^2, \quad \mathcal{Z}(t) = t^{\frac{3}{2} - 2\delta_0} \sum_{\ell=1}^{n_0} |z_{k_\ell}(t)|^2. \]

Let \( T_1 = T_1(u) \in [T_0, t_{in}] \) be as follows:

\[ T_1 = \inf \{ t \in [T_0, t_{in}] : \forall \tau \in [t, t_{in}], \mathcal{N}(\tau) \leq 1 \text{ and } \mathcal{Z}(\tau) \leq 1 \}. \]

From Lemma 4.13, we have for all \( t \in [T_1, t_{in}] \),

\[ \partial_t \mathcal{N}(t) \leq t^3(3t^{-1} - 2\varepsilon_0) \sum_{i=1}^n |a_i^-(t)|^2 + O \left( t \left( \sum_{i=1}^n |a_i^-(t)|^2 \right)^{1/2} \right). \]

Assume that \( T_1 > T_0 \), then we have for \( t = T_1 \), either \( \mathcal{N}(T_1) = 1 \) or \( \mathcal{Z}(T_1) = 1 \) and

\[ \partial_t \mathcal{N}(T_1) \leq -\frac{3\varepsilon_0}{4} + O(T_1^{-1/2}) \leq -\varepsilon_0 < 0, \text{ if } \mathcal{N}(T_1) = 1, \]

\[ \partial_t \mathcal{Z}(T_1) \leq -\frac{\delta_2}{T_1} + O \left( \frac{1}{T_1^{3/2 - 4\delta_0}} \right) < 0, \text{ if } \mathcal{Z}(T_1) = 1. \]

\[ 28\text{Here the set } S_\prec \text{ and } S_\succ = \{ k_1, \ldots, k_{n_0} \} \text{ are defined similarly as in the subcritical cases.} \]
We consider the following map
\[ \mathcal{M} : \mathbb{B}_0 \times \mathbb{B}_1 \ni \tilde{v} \mapsto (\tilde{A}, \tilde{B}) \in \mathbb{B}_0 \times \mathbb{B}_1, \]
where
\[ \tilde{A} = T_1^{1-\delta_k} (z_k(T_1), \ldots, z_{k_n}(T_1)) \in \mathbb{B}_0, \quad \tilde{B} = T_1^{\frac{3}{2}} (a_1(T_1), \ldots, a_n(T_1)) \in \mathbb{B}_1. \]
Since \( \partial(\mathbb{B}_0 \times \mathbb{B}_1) = (\partial \mathbb{B}_0) \times \mathbb{B}_1 \cup \mathbb{B}_0 \times (\partial \mathbb{B}_1) \), from (4.74) and (4.75), we know that \( \mathcal{M} \) is actually a continuous map from \( \mathbb{B}_0 \times \mathbb{B}_1 \) to \( \partial(\mathbb{B}_0 \times \mathbb{B}_1) \). On the other hand, for all \( \tilde{v} \in \partial(\mathbb{B}_0 \times \mathbb{B}_1) \), from (4.71)–(4.73), (4.74) and (4.75), we know that either \( \mathcal{Z}(t_{in}) = 1, \partial_t \mathcal{Z}(t_{in}) < 0 \) or \( \mathcal{N}(t_{in}) = 1, \partial_t \mathcal{N}(t_{in}) < 0 \), which implies that \( T_1 = t_{in} \). Then we have \( \mathcal{M} \tilde{v} = \tilde{v} \), for all \( \tilde{v} \in \partial(\mathbb{B}_0 \times \mathbb{B}_1) \). That means \( \mathcal{M} \) is a continuous map from \( \mathbb{B}_0 \times \mathbb{B}_1 \) to \( \partial(\mathbb{B}_0 \times \mathbb{B}_1) \), whose restriction on \( \partial(\mathbb{B}_0 \times \mathbb{B}_1) \) is the identity. From Brouwer’s fixed point theorem, this is a contradiction. We then conclude that \( T_0 = T_1 \), which implies (4.59) immediately. Together with (4.70), we also have
\[ |a_i^\pm(t)| \lesssim t^{-3/2} \quad (4.76) \]
for all \( i \in \{1, \ldots, n\} \) and \( t \in [T_0, t_{in}] \). On the other hand, using (2.11) and (4.66), we have
\[
W \geq \int \left( \|D\|_\varepsilon^2 + \varepsilon^2 \left( 1 - \sum_{i=1}^n \phi_i^2 \right) + \lambda_0 \sum_{i=1}^n \int \left( \|D\|_\varepsilon^2 (\varepsilon \phi_i) \|^2 + (\varepsilon \phi_i) \right)^2 \right) dt
\]
\[
- \frac{1}{\lambda_0} \sum_{i=1}^n \left[ (\varepsilon \phi_i, \tau_i Z^+) \right] + (\varepsilon \phi_i, \tau_i Z^-) + (\varepsilon \phi_i, \tau_i Q') + o(\|\varepsilon\|^2) \right) dt
\]
\[
\geq \frac{\lambda_0}{2} \|\varepsilon\|^2 + \frac{1}{\lambda_0} \sum_{i=1}^n \left[ (\varepsilon \phi_i, \tau_i Z^+) \right] + (\varepsilon \phi_i, \tau_i Z^-) + (\varepsilon \phi_i, \tau_i Q') \right) \]}
Together with (4.76) and the orthogonality condition (3.73), we obtain (4.58) immediately for the supercritical case. \( \square \)

4.1.5. End of the proof of Proposition 4.3. Now, we can conclude the proof of Proposition 4.3 by improving the bootstrap assumptions (4.17)–(4.19). With our choice of initial data, we have already shown that \( W(t) \) is coercive for all \( t \in [T_0, t_{in}] \). Now, we integrating (4.43) from \( t \) to \( t_{in} \), using the initial condition (4.14), the bootstrap assumptions (4.17)–(4.19) and the coercivity (4.58) to obtain
\[
W(t) \lesssim t_{in}^{-3} + t^{-\frac{5}{2}} + \int_t^{t_{in}} (s^{-1-\delta_1-\frac{5}{2}+2\delta_0} + s^{-\frac{5}{2}+\delta_1}) \, ds
\]
\[
\lesssim t^{-\frac{5}{2}} + t^{-\frac{5}{2}+2\delta_0+\delta_1} + t^{-\frac{5}{2}+\delta_0}, \quad (4.77)\]
which improves (4.19) provided that \( t_0 \) is chosen large enough. While for the geometrical parameters, we recall from Remark 4.6 that we only need to show that for all \( k = 1, \ldots, n \) and all \( t \in [T_0, t_{in}] \), there holds
\[
|\tilde{z}_k(t)| \lesssim \frac{1}{t^{1/4-\delta_0}}, \quad |\tilde{\mu}_k(t)| \lesssim \frac{1}{t^{1/4-\delta_0}}. \quad (4.78)\]
Indeed, if \( \lambda_k \neq -\frac{1}{4} \), then we have \( \omega_k^0 \neq \omega_k^1 \). We can see that (4.78) is a direct consequence of (4.59). If \( \lambda_k = -\frac{1}{4} \), then from (4.35), (4.36) and (4.59), we have
\[
\partial_t \left[ t^2 \tilde{\mu}_k \right] = \frac{t^2}{2t^{1/2}} + \frac{\lambda_k}{t^{3/2}} + O \left( \frac{1}{t^{1/4-\delta_0}} \right) = \frac{t^2}{2t^{1/2}} + O \left( \frac{1}{t^{1/4-\delta_0}} \right) \]
From the choice of the initial data (see (4.60), (4.61), (4.71) and (4.72)), we have

\[ |t^{\frac{3}{2}} \tilde{\mu}_k(t)| \lesssim \frac{1}{t^{3/4 - \delta_0}}, \]

which together with (4.59) implies (4.78) immediately.

Now, from (4.77), (4.78) and a continuity argument, we conclude that \( T_0 = t_\ast \), hence \( T_0 = t_\ast = t_0 \). Moreover, the uniform backward estimates (4.8)-(4.10) hold on \([t_0, t_m]\).

4.2. Construction of multi-soliton solutions. In this subsection, we finish the proof of Theorem 1.1 by construction a strongly interacting multi-soliton using a compactness argument.

From Proposition 4.3, by choosing \( t_{in} = m \) for all \( m \in \mathbb{N} \) large enough, we have a solution \( u_m(t) \) defined on \([t_0, m]\) such that (4.8)-(4.10) hold. We denote by

\[ U(t, x) = \sum_{i=1}^{n} \sigma_i Q(x - t - \alpha_i \sqrt{t} - \beta_i \log t - \gamma_i). \]

Then from (4.8)-(4.10) and the construction of \( V \), we have

\[ \| u_m(t, \cdot) - U(t, \cdot) \|_{H^{\frac{1}{2}}} \lesssim t^{-\frac{1}{4} + \delta_0}, \quad (4.79) \]

for all \( t \in [t_0, m] \) and \( m \in \mathbb{N} \) large enough.

**Lemma 4.14.** There exists a sub-sequence of \( \{u_m\} \) (still denoted by \( u_m \)) and \( u_0 \in H^{\frac{1}{2}} \), such that \( u_m(t_0) \) converges to \( u_0 \) weakly in \( H^{\frac{1}{2}} \) and strongly in \( H^\sigma \), for all \( \sigma \in [0, 1/2) \), as \( m \to +\infty \).

**Proof.** Since \( \{u_m(t_0)\} \) is uniformly bounded in \( H^{\frac{1}{2}} \) (from (4.79)), it suffices to show that for some sub-sequence \( u_m \) (still denoted by \( u_m \)), there holds \( u_m(t_0) \) converges to \( u_0 \) strongly in \( L^2 \). Since for all finite interval \([a, b] \), \( H^{\frac{1}{2}}([a, b]) \) is compactly embedded into \( L^2([a, b]) \), we only need to show that for all \( \delta > 0 \), there exists \( K = K(\delta) > 0 \), such that

\[ \int_{|x| > K} |u_m(t_0, x)|^2 \, dx < \delta. \quad (4.80) \]

From (4.8)-(4.10) and (4.79), we know that there exists a \( t_1 = t_1(\delta) > t_0 \) independent of \( m \), such that for all \( m > t_1 \), there holds

\[ \int |u_m(t_1, x) - U(t_1, x)|^2 \, dx \leq C t_1^{-\frac{1}{4} + \delta_0} < \frac{\delta}{10}. \]

Now for this fixed \( t_1 \), there exits \( K_1 = K_1(\delta) > 0 \) such that

\[ \int_{|x| > K_1} |U(t_1, x)|^2 \, dx < \frac{\delta}{10}. \]

Now, we choose a smooth function \( \eta \), such that \( \eta(y) = 0 \), if \( |y| < \frac{1}{2} \); \( \eta(y) = 1 \) if \( |y| > 1 \) and \( 0 \leq \eta \leq 1 \). Let

\[ \chi(x) = \eta\left( \frac{x}{R_0 K_1} \right), \quad R_0 > 1. \]
Then we have
\[
\frac{1}{2} \frac{d}{dt} \int |u_m(t, x)|^2 \chi(x) \, dx \\
= - \int |D|u_m(\partial_x u_m)\chi \, dx - \int |D|u_m u_m \chi' + \frac{1}{p+1} \int |u_m|^{p+1} \chi' \\
= O\left( \frac{\|u_m\|_{L^\infty}^2 + \|u_m\|_{L^{p+1}}^{p+1}}{R_0 K_2} \right) \leq \frac{\delta}{10(t_1 - t_0)},
\]
provided that \( R_0 = R_0(\delta) \) is large enough. By integrating from \( t_0 \) to \( t_1 \), we have
\[
\int_{|x| > R_0 K_1} |u(t_0, x)|^2 \, dx \\
\leq \int_{|x| > R_0 K_1} |u(t_1, x)|^2 \, dx + \int_{t_0}^{t_1} \left| \frac{d}{dt} \int |u_m(s, x)|^2 \chi(x) \, dx \right| \, ds \\
\leq \int_{|x| > R_0 K_1} |u(t_1, x)|^2 \, dx + \frac{\delta}{10} < \delta.
\]
By choosing \( K = R_0 K_1 \), we conclude the proof of (4.80), hence the proof of Lemma 4.14.

Finally, we consider solutions \( u(t) \) of (1.1) with initial data \( u(t_0) = u_0 \) as in Lemma 4.14. From (4.79) and the local wellposedness of (1.1) in \( H^\frac{1}{2} \), we have
\[
\|u(t) - U(t)\|_{H^\frac{1}{2}} \leq t^{-\frac{1}{2} + \delta_0},
\]
for all \( t \geq t_0 \). Now we conclude the proof of Theorem 1.1.

5. Uniqueness in the supercritical case

In this section, we will show that in the case of \( p > 3 \) and \( n = 2 \), for strongly interacting two-soliton of the form (1.8), the sign of the two bubbles are always the same and the relative velocity between the two bubbles are unique.

5.1. An alternative geometrical decomposition. Assume \( p > 3 \) and \( n = 2 \). Let \( u \in C([t_0, +\infty), H^\frac{1}{2}) \) be a solution of the form (1.8). Without loss of generality we assume that \( \sigma_1 = 1 \) and \( \sigma_2 = \sigma \in \{\pm 1\} \). We also assume that \( x_1(t), x_2(t) \) are C1-functions defined on \([t_0, +\infty)\) satisfying
\[
x_1(t) - x_2(t) \to +\infty,
\]
as \( t \to +\infty \).

We consider
\[
V_0(t, y) = \Theta(\tilde{q}(t), 0, y), \quad \tilde{q}(t) = (q_1(t), q_2(t)),
\]
for some C1-functions defined on \([t_0, +\infty)\). Then from the proof of Proposition 3.3 and Proposition 3.5, we obtain that

**Lemma 5.1.** Let \( \Psi_{\tilde{q}_0} = \partial_t V_0 - \partial_y (|D|V_0 + V_0 - |V_0|^{p-1}V_0) \), and
\[
R_k(t, y) = Q(y - q_k(t)),
\]

for \( k = 1, 2 \). Then we have
\[
\Psi_{V_0} = \mathcal{E}_{V_0} - \sum_{i=1}^{2} \hat{q}_i \sigma_i \partial_y R_i + \sum_{i,j=1, i \neq j}^{2} \frac{a_{ij} \sigma_i}{(q_i - q_j)^2} \Lambda R_i + \sum_{i=1}^{2} \hat{q}_i (\mathcal{P}_i + \mathcal{Q}_i) \tag{5.2}
\]
where
\[
\mathcal{Q}_i = O_{H^{3/2}} \left( \frac{1}{(q_1 - q_2)^2} \right), \quad \mathcal{E}_{V_0} = O_{H^{3/2}} \left( \frac{1}{(q_1 - q_2)^{3/2}} \right), \tag{5.3}
\]
and
\[
\mathcal{P}_i(t,y) = \frac{\mathcal{R}_i(y - q_i(t))}{|q_1(t) - q_2(t)|^2} \tag{5.4}
\]
for some odd functions \( \mathcal{R}_i \in \mathcal{Y}_2 \).

Similar as Proposition 3.8, we have the following alternative geometrical decomposition:

**Proposition 5.2.** For \( T_0 \geq t_0 \) large enough, and \( \rho \gg 1 \) large enough, there exist \( C^1 \)-functions \( q_1, q_2 \in C^1([T_0, +\infty)) \), and \( \epsilon \in ([T_0, +\infty), H^{3/2}) \) such that the following properties hold.

1. **Geometrical decomposition:**
   \[
   u(t,y + t) = \Theta(\bar{q}(t), 0, y) + \epsilon(t,y), \tag{5.5}
   \]
2. **Orthogonality conditions:**
   \[
   (\mathcal{Z}_1(t), \epsilon(t)) = (\mathcal{Z}_2(t), \epsilon(t)) = 0, \tag{5.6}
   \]
   where
   \[
   \mathcal{Z}_k(t,y) = \mathcal{Z}(y - q_k(t)), \quad \mathcal{Z}(y) := \eta \left( \frac{y}{\rho} \right) \int_{0}^{y} \Lambda Q(y') \, dy',
   \]
   for \( k = 1, 2 \). Here \( \eta \) is a smooth function such that \( \eta(y) = 1 \), if \( |y| < \frac{1}{2} \); \( \eta(y) = 0 \) if \( |y| > 1 \) and \( 0 \leq \eta \leq 1 \).
3. **There holds**
   \[
   q_i(t) - x_i(t) \to 0, \quad \epsilon(t) \xrightarrow{H^{3/2}} 0 \tag{5.7}
   \]
   as \( t \to +\infty \), for all \( i = 1, 2 \).

**Remark 5.3.** We mention here since \( p > 3 \), there holds
\[
(Q', \mathcal{Z}) = \int_{\mathbb{R}} Q'(y) \left( \int_{0}^{y} \Lambda Q(y') \, dy' \right) \, dy + O(1/\rho) = (Q, \Lambda Q) + O(1/\rho) \neq 0,
\]
if \( \rho \) is large enough. Together with (1.8), we can prove Proposition 5.2 by using implicit function theorem.

**Remark 5.4.** Since \( (Q', \mathcal{Z}) \neq 0 \), we know that the conclusion of Proposition 2.6 can be applied to \( \mathcal{Z} \).

**Remark 5.5.** We mention here the parameters \( q_1, q_2 \) depend on the choice of \( \rho \), but they are independent on the choice of the time \( T_0 \).

From [33, Lemma 2.15] and a standard localization argument, we have

**Lemma 5.6.** For all \( c_0 > 0 \), there exists \( \rho_0 > 0 \), such that if \( \rho > \rho_0 \), then
\[
\| \mathcal{L}(\partial_y \mathcal{Z}) + Q \|_{H^{3/2}} \leq c_0. \tag{5.8}
\]
5.2. Modulation estimates. Recall that $\psi$ is a smooth function such that $\psi(y) = 1$ if $y > -1$; $\psi(y) = 0$ if $y < -2$, and $\psi' > 0$. We denote by

$$\psi_1(t, y) = \psi\left(\frac{3[y - q_1(t)]}{q_1(t) - q_2(t)}\right), \quad \psi_2(t, y) = 1 - \psi_1(t, y).$$

We also define

$$p_k(t) = (\sigma_k R_k(t), \epsilon(t)) + \frac{1}{2} \int_{\mathbb{R}} \psi_k(t) \epsilon^2(t), \quad \forall k = 1, 2.$$

We claim that

**Lemma 5.7.** For all $c > 0$, there exists $T_1 \geq t_0$ and $\rho_0 \gg 1$, such that for all $k = 1, 2, t \geq T_1$ and $\rho \geq \rho_0$, there holds

$$|\dot{q}_k - (Q, \Lambda Q)^{-1}p_k| \leq c \left(\frac{1}{(q_1 - q_2)^2} + \|\epsilon\|^2_{H^{\frac{1}{2}}}\right)^\frac{1}{2}, \quad \forall k = 1, 2, \quad (5.9)$$

$$|\dot{p}_1 - \frac{2\kappa_0 \gamma \int Q^p}{(q_1 - q_2)^2}| \leq c \left(\frac{1}{(q_1 - q_2)^2} + \|\epsilon\|^2_{H^{\frac{1}{2}}}\right), \quad (5.10)$$

$$|\dot{p}_2 + \frac{2\kappa_0 \gamma \int Q^p}{(q_1 - q_2)^2}| \leq c \left(\frac{1}{(q_1 - q_2)^2} + \|\epsilon\|^2_{H^{\frac{1}{2}}}\right). \quad (5.11)$$

**Proof.** We first prove $(5.9)$. From $(5.7)$, we know that for $t \geq T_1$ large enough,

$$\|\epsilon(t)\|_{H^{\frac{1}{2}}} \ll 1, \quad q_1(t) - q_2(t) \gg 1.$$

By differentiating the orthogonality condition $(5.6)$, using the equation of $\epsilon$

$$\partial_t \epsilon - \partial_y(D|\epsilon + \epsilon - p|V_0|^{p-1}\epsilon)$$

$$+ \partial_y[|V_0 + \epsilon|^{p-1}(V + \epsilon) - |V_0|^pV_0 - p|V_0|^{p-1}\epsilon] + \Psi_{V_0} = 0,$$ \quad (5.12)

we obtain that

$$\dot{q}_1(\epsilon, \partial_y Z_1) - (\partial_y(L_1 \epsilon), Z_1) - p(|V_0|^{p-1} - R_1^p)\epsilon, \partial_y Z_1)$$

$$= \left(|V_0 + \epsilon|^{p-1}V_0 + \epsilon) - |V_0|^pV_0 - p|V_0|^{p-1}\epsilon, \partial_y Z_1\right) - (\Psi_{V_0}, Z_1), \quad (5.13)$$

where $L_1 = |D| + 1 - pR_1^{p-1}$. Since $p_k = O(\|\epsilon\|_{H^{\frac{1}{2}}})$ and $\|\partial_y Z_1\|_{H^{\frac{1}{2}}} \sim 1$, we have

$$\dot{q}_1(\epsilon, \partial_y Z_1) = O\left(\sum_{k=1}^2 |\dot{q}_k - (Q, \Lambda Q)^{-1}p_k|\|\epsilon\|_{H^{\frac{1}{2}}} + \|\epsilon\|^2_{H^{\frac{1}{2}}}\right). \quad (5.14)$$

Using $(5.8)$, we have for all $c_0 > 0$, if $t \geq T_1$, $\rho \geq \rho_0$, there holds\(^{29}\)

$$\left(\partial_y(L_1 \epsilon), Z_1\right) = (\epsilon, \bar{R}_1) + \delta(c_0)|\epsilon|_{H^{\frac{1}{2}}} = \sigma_1 p_1 + O(\delta(c_0)|\epsilon|_{H^{\frac{1}{2}}}). \quad (5.15)$$

From the construction of $V_0$, we know that

$$\left(|V_0|^{p-1} - R_1^{p-1}\right) \leq \left(\frac{|\epsilon|_{H^{\frac{1}{2}}}}{(q_1 - q_2)^2} \leq \delta(c_0)|\epsilon|_{H^{\frac{1}{2}}}, \quad (5.16)$$

$$\left(|V_0 + \epsilon|^{p-1}V_0 + \epsilon) - |V_0|^pV_0 - p|V_0|^{p-1}\epsilon, \partial_y Z_1\right) \leq \|\epsilon\|^2_{H^{\frac{1}{2}}} \leq \delta(c_0)|\epsilon|_{H^{\frac{1}{2}}}. \quad (5.17)$$

By choosing $\rho \geq \rho_0$ large enough, we have

$$\left(\partial_y R_1, Z_1\right) = -(Q, \Lambda Q) + O(1/\rho).$$

\(^{29}\)Recall that $\delta(c_0)$ is defined by $(1.18)$. 
Together with (5.2)–(5.3), as well as the construction of $V_0$ we have

$$(\Psi_{V_0}, Z_1) = \dot{q}_1(Q, \Lambda Q) + O(1/q^3 + \|\epsilon\|^2_{H^{1/2}}) + \sum_{k=1}^2 O(\delta(c_0)\|\dot{q}_k - (Q, \Lambda Q)^{-1}p_k\|)$$

(5.18)

Combining (5.13)–(5.18), we have

$$|\dot{q}_1 - (Q, \Lambda Q)^{-1}p_1| \lesssim \delta(c_0)\left(\frac{1}{(q_1 - q_2)^4} + \|\epsilon\|^2_{H^{1/2}}\right)^{1/2} + \sum_{k=1}^2 O(\delta(c_0)\|\dot{q}_k - (Q, \Lambda Q)^{-1}p_k\|)$$

Similarly, we have

$$|\dot{q}_2 - (Q, \Lambda Q)^{-1}p_2| \lesssim \delta(c_0)\left(\frac{1}{(q_1 - q_2)^4} + \|\epsilon\|^2_{H^{1/2}}\right)^{1/2} + \sum_{k=1}^2 O(\delta(c_0)\|\dot{q}_k - (Q, \Lambda Q)^{-1}p_k\|)$$

By choosing $c_0$ small enough, we conclude the proof of (5.9).

Now we give the proof of (5.10) and (5.11). By direct computation, we have

$$\dot{p}_1 = (\partial_\epsilon, R_1) - q_1(\epsilon, \partial_y R_1) + \frac{1}{2} \int \partial_t \psi_1 \epsilon^2 + \int \psi_1 \partial_t \epsilon.$$  

(5.19)

From (5.12), we have

$$\begin{eqnarray*}
(\partial_\epsilon, R_1) &=& (\partial_y (L\epsilon), R_1) + p([|V_0|^{p-1} - R_1^{p-1}]\epsilon, \partial_y R_1) \\
&+& \left(|V_0 + \epsilon|^{p-1} |V_0 + \epsilon| - |V_0|^{p-1} V_0 - p|V_0|^{p-1} \epsilon - \frac{p(p-1)}{2} |V_0|^{p-3} V_0 \epsilon^2\right) \partial_y R_1 \\
&+& \frac{p(p-1)}{2} (R_1^{p-2} \epsilon^2, \partial_y R_1) + \frac{p(p-1)}{2} (|V_0|^{p-3} V_0 - R_1^{p-2}, \epsilon^2 \partial_y R_1) - (\Psi_{V_0}, R_1).
\end{eqnarray*}$$

We argue similarly as (5.13) using the fact that $L\partial_y R_1 = 0$ and (5.4) to obtain that for all for all $c_0 > 0$, if $t \geq T_1$, $\rho \geq \rho_0$, there holds

$$\begin{eqnarray*}
(\partial_\epsilon, R_1) = \frac{p(p-1)}{2} (R_1^{p-2} \epsilon^2, \partial_y R_1) - \frac{a_{12}(Q, \Lambda Q)}{(q_1 - q_2)^3} + O\left[\delta(c_0)\left(\frac{1}{(q_1 - q_2)^2} + \|\epsilon\|^2_{H^{1/2}}\right)\right].
\end{eqnarray*}$$

(5.20)

Since

$$|\dot{q}_k| \lesssim \left(\frac{1}{(q_1 - q_2)^4} + \|\epsilon\|^2_{H^{1/2}}\right)^{1/2},$$

we have $\|\partial_t \psi_1\|_{L^\infty} \lesssim \delta(c_0)$, which implies that

$$\int \partial_t \psi_1 \epsilon^2 = O\left[\delta(c_0)\left(\frac{1}{(q_1 - q_2)^4} + \|\epsilon\|^2_{H^{1/2}}\right)\right].$$

(5.21)

Finally, for $\int \psi_1 \partial_t \epsilon$, using the fact that

$$\text{Supp} \psi_1 \subset \left[q_1 - \frac{2(q_1 - q_2)}{3}, +\infty\right),$$

we have
and (5.12), we have
\[
\int \psi_1 \partial_t \epsilon \epsilon = - \int |D| \epsilon \epsilon_1 \psi_1 - \int |D| \epsilon \epsilon_1 \psi_1 + p\left(R_1^{p-1} \epsilon, \partial_y \epsilon \right) + q_1(\epsilon, \partial_y R_1) \\
+ O\left[ \delta(c_0) \left( \frac{1}{(q_1 - q_2)^2} + \|\epsilon\|_{L^2}^2 \right) \right].
\]
From [33, Lemma 2.16], we have
\[
\left| \int |D| \epsilon \epsilon_1 \psi_1 \right| \lesssim \|\epsilon\|_{L^2}^2 \|\partial_{yy} \psi_1\|_{L^2} \lesssim \delta(c_0) \left( \frac{1}{(q_1 - q_2)^2} + \|\epsilon\|_{L^2}^2 \right),
\]
and
\[
\left| \int |D| \epsilon \epsilon_1 \psi_1 \right| \lesssim \|\epsilon\|_{L^2}^2 \left( \|\partial_y \psi_1\|_{L^2} + \|\partial_{yy} \psi_1\|_{L^2} + \|\partial_y \psi_1\|_{L^2} \right) \lesssim \delta(c_0) \left( \frac{1}{(q_1 - q_2)^2} + \|\epsilon\|_{L^2}^2 \right).
\]
Therefore, we have
\[
\int \psi_1 \partial_t \epsilon \epsilon = - \frac{p(p - 1)}{2} \left( R_1^{p-2} \epsilon, \partial_y R_1 \right) + q_1(\epsilon, \partial_y R_1) + O\left[ \delta(c_0) \left( \frac{1}{(q_1 - q_2)^2} + \|\epsilon\|_{L^2}^2 \right) \right].
\]
Combining (5.19)–(5.22) and (3.7), we obtain (5.10), by choosing \( c_0 \) sufficiently small. The proof of (5.11) is similar.

5.3. Stable and unstable directions. We define
\[
Z_i^\pm(t, y) = Z^\pm(y - q_i(t)),
\]
for \( i = 1, 2 \). We also define
\[
a_i^\pm(t) = (\epsilon(t), Z_i^\pm(t)).
\]

**Lemma 5.8.** For all \( c > 0 \), there exist \( T_0 \geq t_0 \) and \( \rho_0 \gg 1 \), such that for all \( i = 1, 2 \), \( t \geq T_0 \) and \( \rho \geq \rho_0 \), there holds
\[
\left| \frac{d}{dt} a_i^\pm + c_0 a_i^\pm \right| \leq c \left( \frac{1}{(q_1 - q_2)^2} + \|\epsilon\|_{L^2}^2 \right)^{\frac{1}{2}}.
\]

The proof of Lemma 5.8 is similar to the proof of Lemma 4.13, by using the equation (5.12) and the fact that \( Z^\pm \) are eigenfunctions of \( L \partial_y \).\(^{30}\) We omit the routine details here.

5.4. Uniqueness in the supercritical case. In this subsection, we will complete the proof of Theorem 1.2.

**Proposition 5.9.** The sign \( \sigma = 1 \) and there exist \( C_0 > 0 \), \( T_0 \geq t_0 \), such that for all \( t \geq T_0 \), there holds
\[
\|\epsilon(t)\|_{L^2}^2 \leq C_0 \left( \frac{1}{|q_1(t) - q_2(t)|^2} \right). \tag{5.24}
\]

We need the following two lemmas:

**Lemma 5.10.** For all \( c > 0 \) and sufficiently large \( T_0 \geq t_0 \), there exists \( T_1 \geq T_0 \) such that
\[
\sum_{i=1}^2 |a_i^\pm(T_1)|^2 \leq c \left( \frac{1}{|q_1(T_1) - q_2(T_1)|^2} + \|\epsilon(T_1)\|_{L^2}^2 \right). \tag{5.25}
\]

\(^{30}\) Here since the scaling parameters \( \mu_i \) is not considered, the computation is actually simpler.
Proof. We denote by

\[ N_1(t) = \sum_{i=1}^{2} |a_i^+(t)|^2, \]

and suppose that for all \( t \geq T_0 \), there holds

\[ N_1(t) \geq \frac{1}{|q_1(t) - q_2(t)|^2} + \|\epsilon(t)\|^2_{H^{1/2}}. \] (5.26)

From Lemma 5.8 and (5.26), if \( T_0 \) is large enough, we have

\[ |\dot{N}_1(t) + 2\epsilon_0 N_1(t)| \leq c\epsilon_0 \left( \frac{1}{|q_1(t) - q_2(t)|^2} + \|\epsilon(t)\|^2_{H^{1/2}} \right) \leq c\epsilon_0 N_1(t). \]

After integration, we have

\[ N_1(t) \leq e^{-e_0(t-t_0)} N_1(T_0). \]

Together with (5.26), we have \( q_1(t) - q_2(t) \geq e^{t/100} \), as \( t \to +\infty \). But, this contradicts with (5.1) and (5.7). We then conclude the proof of (5.25). \( \square \)

Lemma 5.11. Let \( c_0 > 0 \). There exist \( C_0 > 0 \) and \( T_0 \geq t_0 \) such that for all \( t \geq T_0 \),

\[ \sum_{i=1}^{2} |a_i^+(t)|^2 \leq c_0 \sup_{\tau \geq t} \left( \frac{1}{|q_1(\tau) - q_2(\tau)|^2} + \sum_{i=1}^{2} |a_i^-(\tau)|^2 \right), \] (5.27)

\[ \|\epsilon(t)\|^2_{H^{1/2}} \leq C_0 \sup_{\tau \geq t} \left( \frac{1}{|q_1(\tau) - q_2(\tau)|^2} + \sum_{i=1}^{2} |a_i^-(\tau)|^2 \right). \] (5.28)

Proof. Let \( t \geq T_0 \), and \( T_1 \geq t \) such that

\[ \frac{1}{|q_1(T_1) - q_2(T_1)|^4} + \|\epsilon(T_1)\|^2_{H^{1/2}} = \sup_{\tau \geq t} \left( \frac{1}{|q_1(\tau) - q_2(\tau)|^4} + \|\epsilon(\tau)\|^2_{H^{1/2}} \right). \] (5.29)

We first show that for all \( c > 0 \), if \( T_0 \) is chosen large enough, then

\[ \sum_{i=1}^{2} |a_i^+(T_1)|^2 \leq c \left( \frac{1}{|q_1(T_1) - q_2(T_1)|^2} + \|\epsilon(T_1)\|^2_{H^{1/2}} \right). \] (5.30)

For \( t \geq T_0 \), we denote by

\[ N_2(t) = \sum_{i=1}^{2} |a_i^+(t)|^2; \]

and assume by contradiction that (5.30) does not hold. We let \( T_2 = \sup \{ t \geq T_0 : N_2(t) \geq N(t_1) \} \). We must have \( T_2 < +\infty \), since \( N(t) \to 0 \), as \( t \to +\infty \). We also have \( \partial_t N_2(T_2) \leq 0 \) and

\[ N_2(T_2) \geq N_2(T_1) \geq c \left( \frac{1}{|q_1(T_1) - q_2(T_1)|^2} + \|\epsilon(T_1)\|^2_{H^{1/2}} \right) \]

\[ \geq c \left( \frac{1}{|q_1(T_2) - q_2(T_2)|^2} + \|\epsilon(T_2)\|^2_{H^{1/2}} \right). \]

Hence, we have

\[ -\partial_t N_2(T_2) + 2\epsilon_0 N_2(T_2) \geq 2\epsilon_0 c \left( \frac{1}{|q_1(T_2) - q_2(T_2)|^2} + \|\epsilon(T_2)\|^2_{H^{1/2}} \right), \]

which contradicts with Lemma 5.8. Hence, (5.30) holds.
Now, from Proposition 2.6, we have
\[ \frac{1}{|q_1(T_1) - q_2(T_1)|^4} + \|\epsilon(T_1)\|_{H^2}^2 \leq \frac{C_0}{2} \left( \frac{1}{|q_1(T_1) - q_2(T_1)|^4} + \sum_{i=1}^2 |a_i^-(T_1)|^2 + \sum_{i=1}^2 |a_i^+(T_1)|^2 \right). \]
By letting \( c = 1/C_0 \) in (5.30), using (5.29), we obtain (5.28). By letting \( c = c_0/C_0 \), and using (5.28) and (5.29), we obtain (5.27).

**Proof of Proposition 5.9.** We first show that
\[ \|\epsilon(t)\|_{H^2}^2 \leq C_0 \sup_{\tau \geq t} \frac{1}{|q_1(\tau) - q_2(\tau)|^4}. \] (5.31)
Let \( c_0 > 0 \) and \( c = \frac{c_0}{2(C_0 + 1)} \), where \( C_0 \) is the constant introduced in Lemma 5.11. From Lemma 5.10, there exists \( T_1 \) arbitrarily large such that
\[ N_1(T_1) \leq \frac{c_0}{2(C_0 + 1)} \left( \frac{C_0 + 1}{|q_1(T_1) - q_2(T_1)|^4} + C_0 N_1(T_1) \right). \] (5.32)
We denote by
\[ \tilde{N}_1(t) = \sup_{\tau \geq t} N_1(\tau), \quad \tilde{N}_3(t) = \frac{1}{|q_1(t) - q_2(t)|^4}, \quad N_3(t) = \sup_{\tau \geq t} N_3(\tau). \]
We will show that
\[ \tilde{N}_1(t) \leq c_0 \tilde{N}_3(t), \] (5.33)
which implies (5.31) immediately. It is easy to see that the function \( \tilde{N}_3(t) \) is increasing and locally Lipschitz. Moreover,
\[ |\partial_t \tilde{N}_3| \leq \frac{|q_1| + |q_2|}{(q_1 - q_2)^4} \leq \frac{1}{(q_1 - q_2)^4} = N_3. \] (5.34)
We claim that for \( t \) sufficiently large and \( N_1(t) = \tilde{N}_1(t) \), then
\[ N_1(t) \geq \tilde{N}_3(t) \implies \partial_t N_1(t) \leq -c_0 N_1(t). \] (5.35)
Indeed, from Lemma 5.11, we have
\[ \|\epsilon(t)\|_{H^2}^2 \leq C_0 [\tilde{N}_1(t) + \tilde{N}_3(t)] \leq 2C_0 N_1(t). \]
Together with Lemma 5.8, we have for all \( c > 0 \), there exists \( T_1 \geq T_0 \) such that
\[ |\partial_t N_1(t) + 2c_0 N_1(t)| \leq c(\|\epsilon(t)\|_{H^2}^2 + N_3(t)) \leq c(2C_0 + 1) N_1(t), \]
which implies (5.35) by taking \( c \leq \frac{c_0}{2(C_0 + 1)} \). Now, suppose that (5.33) does not hold, and \( T_2 > T_1 \) such that \( \tilde{N}_1(T_2) > \tilde{N}_3(T_2) \). Without loss of generality, we can assume that \( \tilde{N}_1(T_2) \geq N_1(T_2) \). Let
\[ T_3 = \inf \left\{ t \in [T_1, T_2] : \partial_t N_1(t) \leq -\frac{c_0}{2} N_1(t), \text{ for all } \tau \in [t, T_2] \right\}. \]
By (5.35) we have \( T_3 < T_2 \). Suppose \( T_3 > T_1 \). By (5.34), we have \( \partial_t \tilde{N}_3(t) \geq \tilde{N}_3(t) \), for \( t \in [T_3, T_2] \) (provided that \( T_1 \) is large enough). Since
\[ N_1(T_2) \geq \tilde{N}_3(T_2) \]
and \( \partial_t N_1(t) < 0 \) for all \( t \in [T_3, T_2] \), we obtain that \( N_1(T_3) < \tilde{N}_3(T_3) \). The function \( N_1(t) \) is strictly decreasing for \( t \in [T_3, T_2] \), so we have \( N_1(T_3) = \tilde{N}_1(T_3) \). Together with (5.35), we have \( T_3 = T_1 \). In particular, we have \( N_1(T_1) = \tilde{N}_1(T_1) > \tilde{N}_3(T_1) \), which contradicts with (5.32). So we obtain (5.33).
Next, we prove that $\sigma = 1$. Suppose $\sigma = -1$. From Proposition 2.6, we obtain that for all $t \geq T_0$,

$$\frac{1}{|q_1(t) - q_2(t)|^2} \lesssim \sum_{i=1}^2 [a_i^+(t)]^2 + \sum_{i=1}^2 [a_i^-(t)]^2.$$ 

We choose $T_1$ large enough such that

$$\frac{1}{|q_1(T_1) - q_2(T_1)|^4} = \sup_{t \geq T_1} \frac{1}{|q_1(t) - q_2(t)|^4},$$

Together with (5.27), we have

$$\frac{1}{|q_1(T_1) - q_2(T_1)|^4} \lesssim \sum_{i=1}^2 [a_i^-(t)]^2.$$ 

But this contradicts with (5.33), if $c_0$ is small enough.

Finally, we can prove the conclusion of (5.24) by showing that there exists a $T_0 > t_0$, such that $q_1(t) - q_2(t)$ is a non-decreasing function for $t \geq T_0$. Let $q(t) = q_1(t) - q_2(t)$, and $T_1 \geq T_0$ for some sufficiently large $T_0$ to be chosen later. We need to show that $q(t) \geq q(T_1)$ for all $t > T_1$. Suppose this does not hold true, and let

$$T_2 = \sup \{ t : q(t) = \inf_{\tau \geq T_1} q(\tau) \}.$$ 

Then $T_2 > T_1$, $q(T_2) = \inf_{T \leq T_2} q(\tau)$ and $\dot{q}(T_2) = 0$. Let $p(t) = p_1(t) - p_2(t)$, and

$$T_3 = \inf \{ t \geq T_2 : q(t) = q(T_2) + 1 \}.$$ 

We know that $T_3 < +\infty$, since $q(t) \to +\infty$, as $t \to +\infty$. Let $t \in [T_2, T_3]$, from Proposition 5.9, we have $||e(t)||_{H^\frac{7}{2}} < \frac{1}{q_i^3(T_2)}$. Together with (5.10)–(5.11) and the fact that $\sigma = 1$, we have

$$\dot{p}(t) \geq \frac{3\kappa_0 \int Q^p}{q^3(T_2)} \geq \frac{3\kappa_0 \int Q^p}{q^3(T_2)} \geq \frac{2\kappa_0 \int Q^p}{q^3(T_2)}.$$ 

Since $\dot{q}(T_2) = 0$, from (5.9), we have $p(T_2) \geq -\frac{c}{q^3(T_2)}$. Integrating (5.36), we have for all $t \in [T_2, T_3]$,

$$p(t) \geq -\frac{c}{q^3(T_2)} + \frac{2(t - T_2)\kappa_0 \int Q^p}{q^3(T_2)}.$$ 

Using (5.9) again, we have for all $t \in [T_2, T_3]$,

$$-(Q, \Lambda Q)q(t) \leq \frac{c}{q^3(T_2)} - \frac{2(t - T_2)\kappa_0 \int Q^p}{q^3(T_2)}.$$ 

Integrating the above inequality from $T_2$ to $T_3$, we obtain that

$$-(Q, \Lambda Q)[q(T_3) - q(T_2)] \leq \int_{T_2}^{T_3} \left( \frac{c}{q^3(T_2)} - \frac{2(t - T_2)\kappa_0 \int Q^p}{q^3(T_2)} \right) dt \leq \frac{c(T_3 - T_2)}{q^3(T_2)} - \frac{(T_3 - T_2)^2\kappa_0 \int Q^p}{q^3(T_2)}.$$ 

Let

$$F(x) = \frac{cx}{q^2(T_2)} - \frac{x^2\kappa_0 \int Q^p}{q^3(T_2)}.$$ 

\footnote{Here, we use the fact that $(Q, \Lambda Q) < 0$ when $p > 3.$}
Then, we have
\[
F(x) \leq \frac{c^2}{4\kappa_0 q(T_2)} \leq c^2.
\]
Hence, we have \( |q(T_3) - q(T_2)| \leq \frac{c}{2} \), if we choose \( c \) sufficiently small, which contradicts with the definition of \( T_3 \). Then, the proof of Proposition 5.9 is completed. □

Now, we can conclude the proof of Theorem 1.2 by showing that
\[
\lim_{t \to +\infty} \frac{x_1(t) - x_2(t)}{\sqrt{t}} = \alpha_1 - \alpha_2.
\]
From Lemma 5.7 and Proposition 5.9, we have for all \( c > 0 \), there exist \( T_0 \geq t_0 \) and \( \rho_0 \gg 1 \), such that for all \( t \geq T_0 \) and \( \rho \geq \rho_0 \), there holds
\[
|q(t) - (Q, \Lambda Q)^{-1} p(t)| \leq \frac{c}{q^2(t)},
\]
(5.37)
\[
|\dot{p}(t) - \frac{4c_0 \int Q^p}{q^3(t)}| \leq \frac{c}{q^4(t)},
\]
(5.38)
where \( q(t) = q_1(t) - q_2(t) \), \( p(t) = p_1(t) - p_2(t) \). We claim that there exists a universal constant \( K_0 > 100 \) (depending only on \( p \) and \( n \)) such that for all \( t \geq T_0 \), we have
\[
|p(t) - 2\alpha^2 (Q, \Lambda Q)| \leq \frac{K_0 c}{q^2(t)},
\]
(5.39)
where \( \alpha > 0 \) is given by:
\[
\alpha = \left( -\frac{c_0 \int Q^p}{(Q, \Lambda Q)} \right)^{\frac{1}{2}}.
\]
Let
\[
\tau(t) = p(t) - \frac{2\alpha^2}{q(t)} (Q, \Lambda Q).
\]
From (5.37) and (5.38), we have
\[
\dot{\tau} = \dot{p} + \frac{2\alpha^2 q}{q^2} (Q, \Lambda Q) = \frac{4c_0 \int Q^p}{q^3} + \frac{2\alpha^2}{q} + O\left( \frac{c}{q^4} \right)
\]
\[
= \frac{4c_0 \int Q^p}{q^3} + \frac{2\alpha^2}{q^2} \left( \tau + \frac{2\alpha^2}{q} (Q, \Lambda Q) \right) + O\left( \frac{c}{q^4} \right),
\]
which implies that there exists a universal constant \( K_1 > 100 \), such that
\[
\left| \dot{\tau} - \frac{2\alpha^2 \tau}{q^2} \right| \leq \frac{K_1 c}{q^4}.
\]
(5.40)
Let \( K_0 = \frac{K_1 c}{q^4} \). Suppose for some \( T_1 \geq T_0 \), we have \( \tau(T_1) > K_0 c/q^2(T_1)^2 \). Then, since \( \tau(t) \to 0 \) as \( t \to +\infty \), there exists a \( T_2 \in (T_1, +\infty) \) such that
\[
T_2 = \sup\{ t : \tau(t) = K_0 c/q^2(t) \}.
\]
Then we must have \( \dot{\tau}(T_2) \leq 0 \). But from (5.40) and the choice of \( K_0 \), we have \( \dot{\tau}(T_2) > 0 \), which is a contradiction. The proof for \( \tau(T_1) < 0 \) is similar.

Now, from (5.37) and (5.39), we have for all \( c > 0 \), there exist \( T_0 \geq t_0 \) and \( \rho_0 \gg 1 \), such that for all \( t \geq T_0 \) and \( \rho \geq \rho_0 \), there holds
\[
\left| \dot{q} - \frac{2\alpha^2}{q} \right| \leq \frac{c}{q^2} \implies |\partial_t (q^2) - 4\alpha^2| \leq c.
\]
After integration, using the fact that \( q \to +\infty \), as \( t \to +\infty \), we obtain that
\[
2\alpha - c \leq \liminf_{t \to +\infty} \frac{q(t)}{\sqrt{t}} \leq \limsup_{t \to +\infty} \frac{q(t)}{\sqrt{t}} \leq 2\alpha + c.
\]
Since, \( c \) is arbitrary, together with (5.7), we conclude the proof of Theorem 1.2.

**Appendix A. Proof of Proposition 2.1**

We only need to prove the asymptotic formula (2.1). The proof follows from a similar argument as [17, Appendix C.1]. We also mention here the first order asymptotics has already been proved in [17, Appendix C.1]. We start with the following lemma:

**Proof of Proposition 2.1.** For all \( t > 0 \), we denote by
\[
p(t, y) = \mathcal{F}^{-1}(e^{-t\xi}), \quad G(y) = \mathcal{F}^{-1}\left(\frac{1}{1 + |\xi|}\right),
\]
where \( \mathcal{F} \) is the Fourier transform on \( \mathbb{R} \). As a standard result, there exists a positive constant \( C_0 > 0 \), such that
\[
p(t, y) = \frac{C_0 t}{t^2 + y^2}.
\]
We also have
\[
G(y) = \mathcal{F}^{-1}\left(\frac{1}{1 + |\xi|}\right) = \mathcal{F}^{-1}\left(\int_0^\infty e^{-t} e^{-t|\xi|} \, dt\right) = \int_0^\infty e^{-t} p(t, y) \, dt,
\]
which implies that \( G \) is a smooth even function. Moreover, by Fubini’s theorem, we have
\[
\int \mathcal{R} G(y) \, dy = \int_0^\infty C_0 e^{-t} \left( \int_\mathcal{R} \frac{t}{t^2 + y^2} \, dy \right) \, dt = \int_0^\infty C_0 e^{-t} \left( \int_\mathcal{R} \frac{1}{1 + y^2} \, dy \right) \, dt,
\]
which shows that \( G \in L^1(\mathcal{R}) \). On the other hand, a direct computation shows that
\[
G(y) - \frac{C_0}{y^2} = \left[ \int_0^\infty t e^{-t} \left( \frac{C_0}{t^2 + y^2} - \frac{C_0}{y^2} \right) \, dt \right] \lesssim \frac{1}{y^2} \int_0^\infty t^2 e^{-t} \, dt = O\left(\frac{1}{y^4}\right),
\]
(A.1)
as \( |y| \to +\infty \).

Let \( F(y) = Q_p(y), \kappa_0 = C_0 \int F \), then \( Q = F * G \) and \( F(y) \lesssim (1 + |y|)^{-2p} \). We have
\[
y^2 Q(y) - \kappa_0 = \int \mathcal{R} F(x) \left( y^2 G(y - x) - C_0 \right) \, dx
= \int_{\{|y| < 2|y - x|\}} F(x) \left( y^2 G(y - x) - C_0 \right) \, dx + \int_{\{|y| > 2|y - x|\}} F(x) \left( y^2 G(y - x) - C_0 \right) \, dx
:= I + \Pi.
\]
For \( I \), using (A.1), we obtain that
\[
y^2 G(y - x) - C_0 = C_0 \left( \frac{2x}{y - x} + \frac{x^2}{(y - x)^2} \right) + O\left(\frac{y^2}{(y - x)^4}\right).
\]
Hence,
\[
\left| I - C_0 \int_{\{|y| < 2|y - x|\}} \frac{2xF(x)}{y - x} \, dx \right| \lesssim \frac{1}{y^2} \int_{\mathcal{R}} (1 + |x|^2) F(x) \, dx = O\left(\frac{1}{y^2}\right).
\]
(A.2)
For $y \gg 1$, using the fact that $F$ is even, we have
\[
\left| \int_{|y| < 2|y-x|} \frac{2xF(x)}{y-x} \, dx \right| = \left| \int_{x < -\frac{y}{2}} \frac{2xF(x)}{y-x} \, dx + \int_{-\frac{y}{2}}^{\frac{y}{2}} \frac{2xF(x)}{y-x} \, dx \right|
\leq \frac{1}{y} \int_{x < -\frac{y}{2}} |x|^{-2p+1} \, dx + \int_{-\frac{y}{2}}^{\frac{y}{2}} \frac{x^2F(x)}{|y||y-x|} \, dx = O\left(\frac{1}{y^2}\right).
\] (A.3)

Combining (A.2) and (A.3), we have $|I| \lesssim 1/y^2$. While for II, we have $|x| \sim |y|$ in this case. Using the fact that $p \geq 2$, we have
\[
|II| \lesssim \frac{1}{y^{2p-2}} \int_{\mathbb{R}} G(y-x) \, dx + \int_{|x| \sim |y|} \frac{1}{|x|^{2p}} \, dx = O\left(\frac{1}{y^2}\right).
\]

Now we have already proved that
\[
Q(y) = \frac{\kappa_0}{y^2} + O\left(\frac{1}{y^4}\right), \quad \text{as } y \to +\infty. \quad (A.4)
\]

Finally, we let
\[
f(x) = \begin{cases} \frac{1}{x} Q(1/x), & \text{if } x \neq 0, \\ \kappa_0, & \text{if } x = 0. \end{cases}
\]

It is easy to see from (A.4) that
\[
f(x) = \kappa_0 + O(x^2), \quad \text{as } x \to 0^+.\]

This formula implies that $f \in C^1([0,1])$ is an even function. We also have $f'(0) = 0$, $f'$ is absolutely continuous on $[0,1]$ and $f'' \in L^\infty([0,1])$. For all $x \in (0,1]$, using (A.4), we have
\[
Q'(1/x) = -x^4 f'(x) - 2xQ(1/x) = -2\kappa_0 x^3 + O(|x|^5),
\]
as $x \to 0^+$, which is exactly (2.2). On the other hand, since $f'(0) = 0$, for all $x \in (0,1]$, we have
\[
f(x) - \kappa_0 = \int_0^x (x-s) f''(s) \, ds.
\]

Let
\[
g(y) = \int_y^{+\infty} \left( \frac{1}{y} - \frac{1}{s} \right) \frac{y^2}{s^4} f''(1/s) \, ds, \quad \forall y > 1.
\]

It is easy to see that $g$ can be extended to an even function which belongs to $L^\infty(\mathbb{R}) \cap C^1(\mathbb{R})$. We still denote it by $g$. By direct computation, we see that (2.1) and (2.3) hold. □
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