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The discrimination of quantum processes, including quantum states, channels, and superchannels, is a fundamental topic in quantum information theory. It is often of interest to analyze the optimal performance that can be achieved when discrimination strategies are restricted to a given subset of all strategies allowed by quantum mechanics. In this paper, we present a general formulation of the task of finding the maximum success probability for discriminating quantum processes as a convex optimization problem whose Lagrange dual problem exhibits zero duality gap. The proposed formulation can be applied to any restricted strategy. We also derive necessary and sufficient conditions for an optimal restricted strategy to be optimal within the set of all strategies. We provide a simple example in which the dual problem given by our formulation can be much easier to solve than the original problem. We also show that the optimal performance of each restricted process discrimination problem can be written in terms of a certain robustness measure. This finding has the potential to provide a deeper insight into the discrimination performance of various restricted strategies.

I. INTRODUCTION

Quantum processes are fundamental building blocks of quantum information theory. The tasks of discriminating between quantum processes are of crucial importance in quantum communication, quantum metrology, quantum cryptography, etc. In many situations, it is reasonable to assume that the available discrimination strategies (also known as quantum testers) are restricted to a certain subset of all possible tests in quantum mechanics. For example, in practical situations, we are usually concerned only with discrimination strategies that are readily implementable with current technology. Another example is a setting where discrimination is performed by two or more parties whose communication is limited. In such settings, one may naturally ask how the performance of an optimal restricted tester can be evaluated.

To answer this question, different individual problems of distinguishing quantum states [1–5], measurements [6–9], and channels [10–19] have been investigated.

It is known that if all quantum testers are allowed, then the problem of finding the maximum success probability of guessing which process was applied can be formalized as a semidefinite programming problem, and its Lagrange dual problem has zero duality gap [20]. Many discrimination problems of quantum states, measurements, and channels have been addressed through the analysis of their dual problems [7, 16, 19–31]. However, in a general case where the allowed testers are restricted, the problem cannot be formalized as a semidefinite programming problem.

In this paper, we provide a general method to analyze quantum process discrimination problems in which discrimination testers are restricted to given types of testers. We show that the task of finding the maximum success probability for discriminating any quantum processes can be formulated as a convex optimization problem even if the allowed testers are restricted to any subset of all testers and that its Lagrange dual problem has zero duality gap. It should be mentioned that, to our knowledge, a convex programming formulation applicable to any restricted strategy has not yet been reported even in quantum state discrimination problems. In some scenarios, the dual problem can be much easier to solve analytically or numerically than the original problem, as we will demonstrate through a simple example. Our approach can deal with process discrimination problems in both cases with and without the restriction of testers within a common framework, which makes it easy to compare their optimal values. Note that we use the quantum mechanical notation for convenience, but since our method essentially relies only on convex analysis, our techniques are applicable to a general operational probabilistic theory (including a theory that does not obey the no-restriction hypothesis [32]).

The robustness of a resource, which is a topic closely related to discrimination problems, has been recently extensively investigated. It is known that the robustness of a process can be seen as a measure of its advantage over all resource-free processes in some discrimination task [33–40]. Conversely, we show that the optimal performance of any restricted process discrimination problem is characterized by a certain robustness measure.

II. PRELIMINARIES

A. Notation

Let $N_V$ be the dimension of a system $V$. $\emptyset$ stands for a zero matrix. Let $\mathbb{C}$ and $\mathbb{R}_+$ be, respectively, the sets of all complex and nonnegative real numbers. Also, let $\mathcal{H}_V$, $\mathcal{P}_V$, $\mathcal{D}_V$, $\mathcal{D}_{\mathrm{ct}}$, and $\mathcal{M}_V$ be, respectively, the sets of all Hermitian matrices, positive semidefinite matrices, states (i.e., density matrices), pure states, and measurements of a system $V$. Let $I_V$ and $\mathbb{1}_V$ be, respectively, the identity matrix on $V$ and the identity map on $\mathcal{H}_V$. We call a quantum operation, which corresponds to a completely positive map, a single-step process. Let $\mathcal{P}(V,W)$ and $\mathcal{C}(V,W)$ denote, respectively, the sets of all single-step processes and channels (i.e., completely positive trace-preserving maps) from a system $V$ to a system $W$. In this paper, a one-dimensional system is identified with $\mathbb{C}$. Also, $\mathcal{P}(\mathbb{C}, V)$ and $\mathcal{P}(\mathbb{C}, \mathbb{C})$ are identified with $\mathcal{P}_V$ and $\mathbb{R}_+$, respectively. $H_1 \succeq H_2$ with Hermitian matrices $H_1$ and $H_2$.
and $H_2$ denotes that $H_1 - H_2$ is positive semidefinite. Given a
set $X$ in a real Hilbert space, we denote its interior by $\text{int}(X)$, its
closure by $\overline{X}$, its convex hull by $\text{co} X$, its (convex) coni-
cal hull by $\text{coni} X$, and its dual cone by $X^\ast$. $\text{co} X$ and $\text{coni} X$
are, respectively, denoted by $\text{co} X$ and $\text{coni} X$. $x^T$ denotes the
transpose of a matrix $x$. $U_{\text{pos}}$ denotes the set of all unitary
matrices on a system $V$. For a unitary matrix $U \in U_{\text{pos}}$, let $A_{\text{pos}}$ be the unitary channel defined as $A_{\text{pos}}(\rho) = U \rho U^\dagger$
($\rho \in \text{Pos}_V$). Let $V : W_T \otimes V_T \otimes \cdots \otimes W_1 \otimes V_1$, where $T$ is
some positive integer.

B. Processes, combs, and testers

In this paper, we often use diagrammatic representations to provide an intuitive understanding. A single-step process $f \in \text{Pos}(V,W)$ is depicted by

$$
\begin{array}{c}
V \\
\begin{array}{c}
\text{\textquotesingle}{f} \\
W
\end{array}
\end{array}
$$

(1)

The system $\mathbb{C}$ is represented by ‘no wire’. For example, $\hat{\rho} \in \text{Pos}_V$ and $\hat{\varepsilon} \in \text{Pos}(V,\mathbb{C})$ are diagrammatically represented as

$$
\begin{array}{c}
V \\
\begin{array}{c}
\text{\textquotesingle}{\hat{\rho}} \\
\text{\textquotesingle}{\hat{\varepsilon}} \\
V
\end{array}
\end{array}
$$

(2)

Single-step processes can be linked sequentially or in parallel. The sequential concatenation of $f_1 \in \text{Pos}(V_1,V_2)$ and $f_2 \in \text{Pos}(V_2,V_3)$ is a single-step process in $\text{Pos}(V_1,V_3)$, denoted as $f_2 \circ f_1$. Also, the parallel concatenation of $\hat{g}_1 \in \text{Pos}(V_1,W_1)$ and $\hat{g}_2 \in \text{Pos}(V_2,W_2)$ is a single-step process in $\text{Pos}(V_1 \otimes V_2,W_1 \otimes W_2)$, denoted as $\hat{g}_1 \otimes \hat{g}_2$. In diagrammatic terms, they are depicted as

$$
\begin{array}{c}
V \\
\begin{array}{c}
\text{\textquotesingle}{f_1} \\
F \\
\text{\textquotesingle}{f_2} \\
V
\end{array}
\end{array}
$$

(3)

We refer to a concatenation of one or more single-step pro-
cesses as a quantum process. A process represented by a con-
catenation of $T$ channels is referred to as a quantum comb with $T$
time steps [41]. States, channels, and superchannels, which are
processes that transform quantum channels to quantum chan-
nels, are special cases of quantum combs. The concatenation
of two single-step processes $f_1 \in \text{Pos}(V_1,W'_1 \otimes W_1)$ and
$f_2 \in \text{Pos}(W'_2 \otimes V_2,W_2)$, denoted by the process $\hat{F} = f_1 \otimes f_2$
(where $\otimes$ denotes the concatenation), is often depicted as

$$
\begin{array}{c}
V \\
\begin{array}{c}
\text{\textquotesingle}{\hat{F}} \\
F \\
\text{\textquotesingle}{f_1} \\
W_1 \\
\text{\textquotesingle}{f_2} \\
W_2 \\
V
\end{array}
\end{array}
$$

(4)

For a process $\hat{E}$ expressed in the form

$$
\begin{array}{c}
V \\
\begin{array}{c}
\text{\textquotesingle}{\hat{E}(1)} \\
\text{\textquotesingle}{\hat{E}(2)} \\
\text{\textquotesingle}{\hat{E}(3)} \\
\text{\textquotesingle}{\hat{E}(4)} \\
V
\end{array}
\end{array}
$$

(5)

with $\hat{E}(i) \in \text{Pos}(W'_{i-1} \otimes V_i,W'_i \otimes W_i)$, $W'_i := \mathbb{C}$, and $W_i := \mathbb{C}$, its Choi-Jamiołkowski representation, which we denote by the
same letter without the hat symbol, is defined as

$$
\mathcal{E} := (\hat{\Phi} \otimes \mathbb{I}_V)(|I_F\rangle\langle I_F|) \in \text{Pos}_V,
$$

(6)

where $|I_F\rangle := \sum |n\rangle |n\rangle \in \mathbb{V} \otimes \mathbb{V}$. A process $\hat{E}$ is
uniquely specified by its Choi-Jamiołkowski representation $\mathcal{E}$. $\text{Comb}_{W_T,V_T,...,W_1,V_1}$ denotes the set of all $\tau \in \text{Pos}_{W_T \otimes V_T \otimes \cdots \otimes W_1 \otimes V_1}$ such that there exists $\tau^{(1)} \in \text{Pos}_{W_T \otimes V_T \otimes \cdots \otimes W_1 \otimes V_1}$ satisfying

$$
\text{Tr}_{W_T} \tau^{(1)} = I_{V_T} \otimes \tau^{(e-1)}, \quad \forall 1 \leq t \leq T,
$$

(7)

where $\tau^{(0)} := 1$ and $\tau^{(T)} := \tau$. Each element of $\text{Comb}_{W_T,V_T,...,W_1,V_1}$ corresponds to a comb expressed in the form of Eq. (5) with $\hat{E}(i) \in \text{Chn}(W'_{i-1} \otimes V_i,W'_i \otimes W_i)$, $W_0 := \mathbb{C}$, and $W'_T := \mathbb{C}$. For simplicity, we often refer to ele-
ments of $\text{Comb}_{W_T,V_T,...,W_1,V_1}$ as combs. Note that the
Choi-Jamiołkowski representation $\hat{\rho}$ of a state $\hat{\rho}$ is equal to $\hat{\rho}$ itself.

$\text{Comb}_{\mathbb{C},W_T,V_T,...,W_1,V_1}$ is denoted by $\text{Comb}_{W_T,V_T,...,W_1,V_1}$, which is the set of all $\tau \in \text{Pos}_{W_T \otimes V_T \otimes \cdots \otimes W_1 \otimes V_1}$ such that there exist $\tau^{(1)} \in \text{Den}_{V_T}$ and $\tau^{(i)} \in \text{Pos}_{V_T \otimes W_T \otimes \cdots \otimes W_i \otimes V_i}$ satisfying

$$
\begin{array}{c}
\mathcal{E} \\
\begin{array}{c}
\tau \\
\tau^{(1)} \\
\tau^{(i)} \\
\tau^{(T)} \\
\tau
\end{array}
\end{array}
$$

(8)

Let $C_G := \text{Pos}_V^M$ and $S_G := \text{Comb}_{W_T,V_T,...,W_1,V_1}$. Each element of $S_G$ corresponds to a comb expressed in the form

$$
\begin{array}{c}
\mathcal{E} \\
\begin{array}{c}
\hat{\sigma}_1 \\
\hat{\sigma}_2 \\
\vdots \\
\hat{\sigma}_T \\
\hat{\sigma}_1
\end{array}
\end{array}
$$

(9)

where $\hat{\sigma}_1, \ldots, \hat{\sigma}_T$ are channels (in particular, $\hat{\sigma}_1$ is a state) and $\cdots$ denotes the trace. An ensemble of processes $\{\Phi_m\}_{m=1}^{M}$ is referred to as a tester if $\sum_{m=1}^{M} \Phi_m$ is expressed in the form of Eq. (9). For each tester element $\Phi_m$, $\Phi_m$ denotes the Choi-
Jamiołkowski representation of the process $\Phi_m$ (where $\hat{\sigma}$ is the
adjoint operator), i.e.,

$$
\begin{array}{c}
\Phi_m \\
\begin{array}{c}
\hat{\Phi}_m^\dagger \mathbb{I}_V \langle I_F \rangle \langle I_F | \
\end{array}
\end{array}
$$

(10)

$\{\Phi_m\}_{m=1}^{M}$ is a tester if $\{\Phi_m\}_{m=1}^{M} \in C_G$ and $\sum_{m=1}^{M} \Phi_m \in S_G$ hold and vice versa. We also refer to $\{\Phi_m\}_{m=1}^{M}$ as a tester. Let $(\Phi, E_m) := \text{Tr}(\Phi E_m)$; then, we have

$$
\langle \sigma, \tau \rangle = 1, \quad \forall \tau \in \text{Comb}_{W_T,V_T,...,W_1,V_1}, \quad \sigma \in S_G.
$$

(11)

In our manuscript, processes corresponding to elements of $S_G$ and tester elements are diagrammatically depicted in blue.

III. QUANTUM PROCESS DISCRIMINATION

We first review quantum process discrimination problems where all possible testers are allowed. We here address the problem of discriminating $M$ combs, $\hat{E}_1, \ldots, \hat{E}_M$, where each
\[ \tilde{E}_m \text{ is the concatenation of } T \text{ channels } \tilde{\Lambda}_m^{(1)}, \ldots, \tilde{\Lambda}_m^{(T)} \text{ with ancillary systems (see Fig. 1). } \tilde{E}_m \text{ is expressed by } \tilde{E}_m = \tilde{\Lambda}_m^{(T)} \otimes \cdots \otimes \tilde{\Lambda}_m^{(1)}. \]

In the particular case where, for each \( m, \tilde{E}_m \) has no ancillary system and \( \tilde{\Lambda}_m^{(1)}, \ldots, \tilde{\Lambda}_m^{(T)} \) are the same channel, denoted by \( \tilde{\Lambda}_m \), the problem reduces to the problem of discriminating \( M \) channels \( \tilde{\Lambda}_1, \ldots, \tilde{\Lambda}_M \) with \( T \) uses. For simplicity, we restrict ourselves to the case where each \( \tilde{E}_m \) is a quantum comb with \( T = 2 \) time steps unless otherwise mentioned, but our approach can be readily extended to the case where each \( \tilde{E}_m \) is a more general quantum process. As shown in Fig. 1, to discriminate between given combs, we first prepare a bipartite system \( V_1 \otimes V_2 \) in an initial state \( \tilde{\sigma}_1 \). One part \( V_1 \) is sent through the channel \( \tilde{\Lambda}_m^{(1)} \), followed by a channel \( \tilde{\sigma}_2 \). After that, we send the system \( V_2 \) through the channel \( \tilde{\Lambda}_m^{(2)} \) and perform a measurement \( \{\tilde{\Pi}_k^{(M)} \} \) on the system \( V_2 \otimes V_2 \).

Such a collection of \( \{\tilde{\sigma}_1, \tilde{\sigma}_2, \{\tilde{\Pi}_k^{(M)} \} \} \), which is expressed as \( \{\tilde{\Phi}_k := \tilde{\Pi}_k \otimes \tilde{\sigma}_2 \otimes \tilde{\sigma}_1 \}^{M}_{k=1} \), can be thought of as a tester. Any discrimination strategy, including an entanglement-assisted strategy and an adaptive strategy, can be represented by a tester\(^1\). Let \( \mathcal{P}_G \) be the set of all such testers \( \Phi := \{\Phi_k\}^{M}_{k=1} \), which can be written as (see [41] for details)

\[ \mathcal{P}_G = \left\{ \{\Phi_k\}^{M}_{k=1} \in \mathcal{C}_G : \sum_{m=1}^{M} \Phi_m \in \mathcal{S}_G \right\}. \quad (12) \]

Note that \( \tilde{V} := W_2 \otimes V_2 \otimes W_1 \otimes V_1 \) and

\[ \mathcal{S}_G := \{I_{W_2} \otimes \tau_2 : \tau_2 \in \text{Pos}_{V_2 \otimes W_1 \otimes V_1}, \quad \tau_1 \in \text{Den}_{V_1}, \quad \text{Tr}_{V_1} \tau_2 = I_{W_2} \otimes \tau_1 \}. \quad (13) \]

hold. The probability that a tester \( \Phi \) gives the outcome \( k \) for the comb \( \tilde{E}_m \) is given by \( \langle \Phi_k, E_m \rangle \). The task of finding the maximum success probability for discriminating the given quantum comb \( \{E_m\}^{M}_{m=1} \) with prior probabilities \( \{p_m\}^{M}_{m=1} \) can be formulated as an optimization problem, namely [20]

\[ \text{maximize } P(\Phi) := \sum_{m=1}^{M} p_m \langle \Phi_m, E_m \rangle \quad (P_G) \]

subject to \( \Phi \in \mathcal{P}_G \).

\(^1\) For the problem of discriminating quantum channels with multiple uses, several discrimination strategies that make use of indefinite causal order (e.g., [42–46]) are physically allowed; however, this paper does not deal with such strategies.

IV. RESTRICTED DISCRIMINATION

We now consider the situation that the allowed testers are restricted to a nonempty subset \( \mathcal{P} \) of \( \mathcal{P}_G \); in this case, the problem is formulated as

\[ \text{maximize } P(\Phi) \quad \text{subject to } \Phi \in \mathcal{P}. \quad (P) \]

Let us interpret each tester as a vector in the real vector space \( \text{Her}_M^{\mathbb{R}} \). This means that one can work with linear combinations of testers \( \Phi^{(1)}, \Phi^{(2)}, \ldots \); a tester that applies \( \Phi^{(i)} := \{\Phi_k^{(i)}\}^{M}_{k=1} \) with probability \( q_i \) is represented as \( \sum_i q_i \Phi^{(i)} = \{\sum_i q_i \Phi_k^{(i)}\}^{M}_{k=1} \). One can easily see that the optimal value of Problem (P) remains the same if the feasible set \( \mathcal{P} \) is replaced by \( \overline{\mathcal{P}} \). Indeed, an optimal solution, denoted by \( \Phi^* \in \overline{\mathcal{P}} \), to Problem (P) with \( \mathcal{P} \) relaxed to \( \overline{\mathcal{P}} \) can be represented as a probabilistic mixture of \( \Phi^{(1)}, \Phi^{(2)}, \ldots \in \overline{\mathcal{P}} \), i.e., \( \Phi^* = \sum_i q_i \Phi^{(i)} \) for some probability distribution \( \{q_i\} \). Since \( P(\Phi^*) \leq P(\Phi^{(i)}) \) holds for some \( i \), \( \Phi^{(i)} \in \overline{\mathcal{P}} \) must be an optimal solution to the relaxed problem. Thus, Problem (P), whose objective function is convex by construction, is transformed into a convex optimization problem by relaxing \( \mathcal{P} \) to \( \overline{\mathcal{P}} \). However, this relaxed problem is often very difficult to solve directly.

We find that, for any feasible set \( \mathcal{P} \), each tester \( \Phi \in \mathcal{P} \) can be interpreted as an element in some convex cone such that the sum \( \sum_{m=1}^{M} \Phi_m \) is in some convex set. Specifically, we can choose a closed convex cone \( \mathcal{C} \) and a closed convex set \( \mathcal{S} \) such that (see Fig. 2)

\[ \overline{\mathcal{P}} = \left\{ \Phi \in C : \sum_{m=1}^{M} \Phi_m \in \mathcal{S} \right\}, \quad C \subseteq \mathcal{C}_G, \quad S \subseteq \mathcal{S}_G. \quad (14) \]

Such \( \mathcal{C} \) and \( \mathcal{S} \) always exist\(^2\). Equation (12) can be regarded as a special case of this equation with \( \mathcal{P} = \mathcal{P}_G, \mathcal{C} = \mathcal{C}_G \), and \( S = \mathcal{S}_G \) (note that \( \overline{\mathcal{P}} \mathcal{P}_G = \mathcal{P}_G \) holds). Let

\[ D_C := \left\{ \chi \in \text{Her}_M^{\mathbb{R}} : \sum_{m=1}^{M} \langle \Phi_m, \chi - p_m \mathbb{E}_m \rangle \geq 0 \forall \Phi \in C \right\}; \quad (15) \]

\(^2\) Since \( \mathcal{P} \) is bounded, \( \overline{\mathcal{P}} = \text{co} \mathcal{P} \) holds.

\(^3\) A trivial choice is \( C := \{\Phi : t \in \mathbb{R}, \Phi \in \overline{\mathcal{P}}\} \) and \( S := \{\sum_{m=1}^{M} \Phi_m : \Phi \in \overline{\mathcal{P}}\} \).
then, we can easily verify that

$$D_S(\chi) := \max_{\phi \in \mathcal{S}} \langle \phi, \chi \rangle \geq \sum_{m=1}^{M} \langle \Phi_m^*, \chi \rangle \geq P(\Phi^*)$$  \hfill (16)

holds for any $\chi \in \mathcal{D}_C$. The first and second inequalities follow from $\sum_{m=1}^{M} \Phi_m^* \in \mathcal{S}$ and $\Phi^* \in \mathcal{C}$, respectively. Thus, the optimal value of the following problem

$$\begin{align*}
\text{minimize} & \quad D_S(\chi) \\
\text{subject to} & \quad \chi \in \mathcal{D}_C
\end{align*}$$

is not less than that of Problem (P). We refer to a feasible solution, $\chi$, to Problem (D) as proportional to some quantum comb if $\chi$ is expressed in the form $\chi = A\tilde{x}$, with $A \in \mathbb{R}^+$ and $\tilde{x} \in \text{Comb}_{W_1, \cdots, W_1, V_1}$. We can see that Problem (D), which is the so-called Lagrange dual problem of Problem (P), has zero duality gap, as shown in the following theorem (proved in Appendix A):

**Theorem 1** Let us arbitrarily choose a closed convex cone $\mathcal{C}$ and a closed convex set $\mathcal{S}$ satisfying Eq. (14); then, the optimal values of Problems (P) and (D) are the same.

## V. GLOBAL OPTIMALITY

### A. Necessary and sufficient conditions for global optimality

Using Theorem 1, we can easily derive necessary and sufficient conditions for an optimal restricted strategy to be optimal within the set of all strategies. Given a feasible set $\mathcal{P}$, we now ask the question whether the optimal values of Problems (P) and (P$_G$) coincide. We can derive necessary and sufficient conditions for global optimality by considering Problem (D) with $\mathcal{P} = \mathcal{P}_G$ (i.e., $C = \mathcal{C}_G$ and $\mathcal{S} = \mathcal{S}_G$), which is written as

$$\begin{align*}
\text{minimize} & \quad D_{\mathcal{S}_G}(\chi) \\
\text{subject to} & \quad \chi \in \mathcal{D}_{\mathcal{C}_G}.
\end{align*}$$

**D$_G$**

Since Theorem 1 guarantees that Problems (D) and (D$_G$), respectively, have the same optimal values as Problems (P) and (P$_G$), the task is to obtain necessary and sufficient conditions for the optimal values of Problems (D) and (D$_G$) to coincide. To this end, we have the following statement:

**Proposition 2** Let us arbitrarily choose a closed convex cone $\mathcal{C}$ and a closed convex set $\mathcal{S}$ satisfying Eq. (14). Then, the following statements are all equivalent.

1. The optimal values of Problems (P) and (P$_G$) are the same.
2. Any optimal solution to Problem (D$_G$) is optimal for Problem (D).
3. There exists an optimal solution $\chi^*$ to Problem (D) such that $\chi^*$ is in $\mathcal{D}_{\mathcal{C}_G}$ and is proportional to some quantum comb.
4. There exists an optimal solution $\chi^*$ to Problem (D) such that $\chi^* \in \mathcal{D}_{\mathcal{C}_G}$ and $D_{\mathcal{S}}(\chi^*) = D_{\mathcal{S}_G}(\chi^*)$ hold.

**Proof** Let $D^*$ and $D^*_G$ be, respectively, the optimal values of Problems (D) and (D$_G$) [or, equivalently, the optimal values of Problems (P) and (P$_G$)]. We show (1) $\Rightarrow$ (2), (2) $\Rightarrow$ (3), (3) $\Rightarrow$ (4), and (4) $\Rightarrow$ (1).

(1) $\Rightarrow$ (2) : Let us arbitrarily choose an optimal solution $\chi^*$ to Problem (D$_G$). Since $\mathcal{D}_{\mathcal{C}_G} \subseteq \mathcal{D}_C$ holds from $C \subseteq \mathcal{C}_G$, $\chi^* \in \mathcal{D}_C$ holds. Also, from $\mathcal{S} \subseteq \mathcal{S}_G$, we have $D^* \leq D_S(\chi^*) \leq D_{\mathcal{S}_G}(\chi^*)$. Since $D^* = D^*_G = D_{\mathcal{S}_G}(\chi^*)$ holds, we have $D^* = D_{\mathcal{S}}(\chi^*)$. Thus, $\chi^*$ is optimal for Problem (D).

(2) $\Rightarrow$ (3) : It is known that there exists an optimal solution $\chi^* \in \mathcal{D}_{\mathcal{C}_G}$, to Problem (D$_G$) such that $\chi^*$ is proportional to some quantum comb [20, 47]. From Statement (2), $\chi^*$ is optimal for Problem (D).

(3) $\Rightarrow$ (4) : $\chi^*$ can be expressed as $\chi^* = qT$ with $q \in \mathbb{R}^+$ and a quantum comb $T$. Since $\langle \phi, \chi^* \rangle = q \langle \phi, T \rangle$ holds for any $\phi \in \mathcal{S}_G$, we have $D_S(\chi^*) = D_{\mathcal{S}_G}(\chi^*)$.

(4) $\Rightarrow$ (1) : We have $D^* = D_S(\chi^*) = D_{\mathcal{S}_G}(\chi^*) \geq D^*_G$. Since $D^* \leq D^*_G$ holds, $D^* = D^*_G$ must hold. $\blacksquare$

### B. Another example of necessary and sufficient optimality conditions

In some individual cases, necessary and sufficient conditions for global optimality can also be derived from Theorem 1. To give an example, let us consider the problem of discriminating quantum channels $\{\hat{E}_m\}_{m=1}^{M} \in \text{Chnn}(V_1, W_1)$ with a single use (i.e., $T = 1$) in which a state input to the channel is restricted to be separable (see Fig. 3). Since we can assume, without loss of generality, that the input state is a pure state of the system $V_1$, the optimal value $P^*$ of Problem (P) is written as

$$P^* := \max_{\phi \in \text{Den}^P_{W_1}} \max_{\hat{E}_m \in \text{Meas}_{W_1}} P_m(\langle \Pi_m, \hat{E}_m(\phi) \rangle).$$  \hfill (17)

Since the dual of the discrimination problem in which an input state is fixed to $\phi$ is formulated as Problem (D) with $C = \mathcal{C}_G$ and $\mathcal{S} = \{I_{W_1} \otimes \phi^T\}$, Theorem 1 gives

$$\begin{align*}
\max_{\hat{E}_m \in \text{Meas}_{W_1}} \sum_{m=1}^{M} P_m(\langle \Pi_m, \hat{E}_m(\phi) \rangle) &= \min_{\chi \in \mathcal{D}_{\mathcal{C}_G}} \langle I_{W_1} \otimes \phi^T, \chi \rangle, \\
\forall \phi & \in \text{Den}^P_{W_1},
\end{align*}$$

and thus

$$P^* = \max_{\phi' \in \text{Den}^P_{W_1}} \min_{\chi \in \mathcal{D}_{\mathcal{C}_G}} \langle I_{W_1} \otimes \phi', \chi \rangle.$$  \hfill (19)

Also, the optimal value of Problem (D$_G$) is expressed by

$$\min_{\chi \in \mathcal{D}_{\mathcal{C}_G}} \max_{\rho \in \text{Den}^P_{W_1}} \langle I_{W_1} \otimes \rho^T, \chi \rangle = \min_{\chi \in \mathcal{D}_{\mathcal{C}_G}} \max_{\phi \in \text{Den}^P_{W_1}} \langle I_{W_1} \otimes \phi^T, \chi \rangle = \min_{\chi \in \mathcal{D}_{\mathcal{C}_G}} \max_{\phi \in \text{Den}^P_{W_1}} \langle I_{W_1} \otimes \phi', \chi \rangle.$$  \hfill (20)
Thus, globally optimal discrimination is achieved without entanglement if and only if the following max-min inequality holds as an equality:

$$\max_{\phi' \in \text{Den}_t^0} \min_{\chi \in \mathcal{D}_G} \langle I_{W_t} \otimes \phi', \chi \rangle \leq \min_{\chi \in \mathcal{D}_G} \max_{\phi' \in \text{Den}_t^0} \langle I_{W_t} \otimes \phi', \chi \rangle.$$  (21)

**C. Sufficient condition for a nonadaptive tester to be globally optimal**

Given a process discrimination problem that has a certain symmetry, we present a sufficient condition for a nonadaptive tester to be globally optimal. We here limit our discussion to a specific type of symmetries (see [47] for a more general case). Note that several related results in particular cases have been reported [16, 20, 48].

Let $G$ be a group with the identity element $e$. Let $\sigma := \{\sigma_g\}_{g \in G}$ be a group action of $G$ on $\{1, \ldots, M\}$, i.e., a set of maps on $\{1, \ldots, M\}$ satisfying $\sigma_{gh}(m) = \sigma_g(\sigma_h(m))$ and $\sigma_e(m) = m$ for any $g, h \in G$ and $m \in \{1, \ldots, M\}$. Given any natural number $T$, we consider a set

$$\mathcal{U} := \left\{ \mathcal{U}_g := \text{Ad}_{U_g^{(1)} \otimes \cdots \otimes U_g^{(T)}} \right\}_{g \in G},$$  (22)

where, for each $t \in \{1, \ldots, T\}$, $\mathcal{U}_g \ni g \mapsto U_g^{(t)} \in \text{Un}_w$, and $\mathcal{U} \ni g \mapsto \tilde{U}_g^{(t)} \in \text{Un}_w$, are projective unitary representations of $G$. We will refer to an ensemble of $M$ combs $(\mathcal{E}_m)_{m=1}^M \subset \text{Comb}_{W_t} \subset (\tilde{\mathcal{U}}_{\mathcal{G}_m})_{m=1}^M$ if $(\mathcal{G}, \mathcal{U}, \mathcal{G})$-covariant if

$$\mathcal{U}_g(\mathcal{E}_m) = \mathcal{E}_{g(m)}, \quad \forall g \in G.$$  (23)

holds.

We will call a tester each of whose output systems is one part of a bipartite system in a maximally entangled pure state (see Fig. 4) a tester with maximally entangled pure states. Such a tester is obviously nonadaptive. Let $\mathcal{P}$ be the set of testers with maximally entangled pure states; then, it follows that Eq. (14) holds with

$$C := \mathcal{G}, \quad S := \left\{ I_{V_t} / \prod_{r=1}^T N_{V_t} \right\}.$$  (24)

Note that $\mathcal{S} \subseteq \mathcal{P} = \mathcal{P}$ holds in this case. We obtain the following proposition.

**Proposition 3** Assume that, for each $t \in \{1, \ldots, T\}$, there exists a group $\mathcal{G}^{(t)}$ that has a projective unitary representation

$\mathcal{G}^{(t)} \ni g \mapsto U_g^{(t)} \in \text{Un}_w$, and an irreducible projective unitary representation $\mathcal{G}^{(t)} \ni g \mapsto \tilde{U}_g^{(t)} \in \text{Un}_w$. Let $\mathcal{G} := \mathcal{G}^{(1)} \times \cdots \times \mathcal{G}^{(T)}$, $\mathcal{U} := \{\text{Ad}_{U_g^{(1)} \otimes \cdots \otimes U_g^{(T)}}\}_{g \in \mathcal{G}}$, and $\mathcal{G}$ be some group action on $\mathcal{G}$ on $\{1, \ldots, M\}$. If $(\mathcal{E}_m)_{m=1}^M$ is $(\mathcal{G}, \mathcal{U}, \mathcal{G})$-covariant, then there exists a globally optimal tester with maximally entangled pure states.

See Ref. [47] for some examples and for more general results.

**VI. EXAMPLE**

In several problems, Theorem 1 provides an efficient way to find the optimal value of Problem (P). Note that the difficulty of solving Problem (D) depends on the choice of $C$ and $\mathcal{S}$. In this section, we illustrate the usefulness of Theorem 1 in the following simple example.

Let us consider the problem of discriminating three qubit channels $\Lambda_1, \Lambda_2, \Lambda_3$ with $T = 2$ uses, in which case $V_1, W_1, V_2, W_2$ are all qubit systems and $\tilde{\mathcal{E}}_m = \Lambda_m \otimes \Lambda_m$ (i.e., $\mathcal{E}_m = \Lambda_m \otimes \Lambda_m$ holds. Assume that the prior probabilities are equal and that each $\Lambda_m$ is the unitary channel represented by $\Lambda_m(\rho) = U_m \rho U_m^* - 1$, where $U := \text{diag}(1, \omega)$ and $\omega := \exp(2\pi \sqrt{-1}/3)$. Then, we have

$$\Lambda = \begin{bmatrix} 1 & 0 & 0 & \omega^{-m} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \omega^m & 0 & 0 & 1 \end{bmatrix}.$$  (25)

We consider the case where a tester is restricted to a sequential one. The set of all sequential testers in $\mathcal{P}_G$, denoted by $\mathcal{P}_\text{seq}$, is (see Fig. 5 and Appendix B1)

$$\mathcal{P}_\text{seq} := \left\{ \left( \sum_{j} B_{m}^{(j)} \otimes A_{j} \right)_{m=1}^{3} : \{A_{j}\} \in \text{Test}, \{B_{m}^{(j)}\}_{m=1}^{3} \in \text{Test}_{3} \right\}.$$  (26)

where

$$\text{Test}_{M} := \{ B_{m} \}_{m=1}^{M} \subset \text{Pos}_{4} : \sum_{m=1}^{M} B_{m} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \otimes \rho, \rho \in \text{Den}_2 \}.$$  (27)
We restrict our discussion here to the discrimination problem for symmetric unitary qubit channels, but our method can be applied to more general combs. Other examples of different restricted strategies are shown in Appendix C.

VII. RELATIONSHIP WITH ROBUSTNESSES

In resource theory, robustness has been used as a measure of the resourcefulness of a quantum comb, such as a state, measurement, or channel. For a given closed set \( \mathcal{F} \), called a free set, and a closed convex cone \( \mathcal{K} \) of \( \text{Her}_{\mathcal{F}} \), the robustness of a comb \( \mathcal{E} \in \text{Pos}_{\mathcal{F}} \) against \( \mathcal{K} \) can be defined as [49, 50]

\[
R_{\mathcal{K}}^\mathcal{F}(\mathcal{E}) := \inf \left\{ \lambda \in \mathbb{R}_+ : \frac{\mathcal{E} + \lambda \mathcal{E}'}{1 + \lambda} \in \mathcal{F} \cap \mathcal{K} \right\}.
\]

\( R_{\mathcal{K}}^\mathcal{F}(\mathcal{E}) \) can be intuitively interpreted as the minimal amount, \( \lambda \), of mixing with a process, \( \mathcal{E}' \in \mathcal{K} \), necessary in order for the mixed and renormalized process, \( (\mathcal{E} + \lambda \mathcal{E}')/(1 + \lambda) \), to be in \( \mathcal{F} \). As already mentioned in the introduction, it has been shown that the robustness of \( \mathcal{E} \) is characterized as a measure of the advantage of \( \mathcal{E} \) over all the processes in \( \mathcal{F} \) in some discrimination problem [33–40] (see also Appendix E). Note that this problem is somewhat different from a process discrimination problem that this Letter deals with. Conversely, we show that the optimal value of Problem (P) is characterized by a robustness measure.

For the problem of discriminating quantum combs \( \{\mathcal{E}_m\}_{m=1}^M \) with prior probabilities \( \{p_m\}_{m=1}^M \), let us suppose that a party, Alice, chooses a state \( |m\rangle \) with the probability \( p_m \), where \( \{|m\rangle\} \) is the standard basis of a classical system \( W_A \), and sends the corresponding comb \( \mathcal{E}_m \) to another party, Bob. The Choi–Jamiołkowski representation of the comb shared by Alice and Bob is expressed as

\[
E^m := \sum_{n=1}^M p_m |m\rangle \langle n| \in \text{Pos}_{W_A \otimes \tilde{V}}.
\]

Bob tries to infer which state Alice has. When he uses a tester \( \{\Phi_m\}_{m=1}^M \), the success probability is written as

\[
\sum_{m=1}^M \langle m| \langle m| \otimes \Phi_m, E^m \rangle = P(\Phi).
\]

Using Theorem 1, we can see that the optimal value of Problem (P) is characterized by a robustness measure.

Corollary 4 Let

\[
\mathcal{K} := \left\{ Y \in \text{Her}_{\text{Pos}_{\tilde{V}}} : \sum_{m=1}^M \langle m| \langle m| \otimes \Phi_m, Y \rangle \geq 0 (\forall \Phi \in \mathcal{C}) \right\},
\]

\[
\mathcal{F} := \{ I_{W_A} \otimes \chi' : \chi' \in \text{Her}_{\tilde{V}}, D_S(\chi') = 1/M \};
\]

then, the optimal value of Problem (P) is equal to \( [1 + R_{\mathcal{K}}^\mathcal{F}(E^m)]/M \).
Proof From Eq. (32), we have
\[
1 + R^*_F(E^{\text{ex}}) = \inf \left\{ \frac{1 + \lambda}{M} : \frac{E^{\text{ex}} + \delta}{1 + \lambda} = I_{\lambda} \otimes \chi', \chi' \in \text{Her}_F \right\} = \frac{1}{M^*} \delta \in K \right\}.
\]
Letting \( \chi := (1 + \lambda)\chi' \) and using some algebra, the right-hand side becomes
\[
\inf \{ D_S(\chi) : \chi \in \text{Her}_F, I_{\lambda} \otimes \chi - E^{\text{ex}} \in K \}
= \inf \left\{ D_S(\chi) : \chi \in \text{Her}_F, \sum_{m=1}^M |m\rangle \otimes (\chi - p_m E_m) \in K \right\}
= \inf \{ D_S(\chi) : \chi \in D_C \} = D^*.
\]
where \( D^* \) is the optimal value of Problem (D). Thus, Theorem 1 completes the proof.

If \( E^{\text{ex}} \) belongs to the free set \( F \), then \( p_1 = \cdots = p_M = 1/M \) and \( E_1 = \cdots = E_M \) must hold, which implies that \( F \) can intuitively be thought of as a set that includes all \( E^{\text{ex}} \) corresponding to trivial process discrimination problems. This robustness measure indicates how far \( E^{\text{ex}} \) is from \( F \). This interpretation has the potential to provide a deeper insight into optimal discrimination of quantum processes with restricted testers.

VIII. CONCLUSION

We have presented a general approach for solving quantum process discrimination problems with restricted testers based on convex programming. Our analysis indicates that a dual problem exhibiting zero duality gap is obtained regardless of the set of all restricted testers. Necessary and sufficient conditions for an optimal restricted tester to be globally optimal are also derived. We have shown that the optimal value of each process discrimination problem can be written in terms of a robustness measure. In comparison to previous theoretical works, our approach would allow a unified analysis for a large class of process discrimination problems in which the allowed testers are restricted. A meaningful direction for subsequent work would be to apply our approach to practical fields, such as quantum communication and quantum metrology.

We thank for O. Hirota, T. S. Usuda, and K. Kato for insightful discussions. This work was supported by JSPS KAKENHI Grant Number JP19K03658.

Appendix A: Proof of Theorem 1

We consider the following Lagrangian associated with Problem (P):
\[
L(\Phi, \varphi, \chi) := \sum_{m=1}^M \langle \Phi_m, \tilde{E}_m \rangle + \left( \varphi - \sum_{m=1}^M \Phi_m \right) \chi
= \langle \varphi, \chi \rangle - \sum_{m=1}^M \langle \Phi_m, \chi - \tilde{E}_m \rangle,
\]
where \( \Phi \in C, \varphi \in S, \chi \in \text{Her}_F \), and \( \tilde{E}_m := p_m E_m \). From Eq. (1), we have
\[
\inf_{\varphi} L(\Phi, \varphi, \chi) = \sum_{m=1}^M \langle \Phi_m, \tilde{E}_m \rangle, \quad \varphi = \sum_{m=1}^M \Phi_m,
\]
\[
\sup_{\Phi} L(\Phi, \varphi, \chi) = \langle \varphi, \chi \rangle, \quad \chi \in D_C.
\]
Thus, the left- and right-hand sides of the max-min inequality
\[
\sup_{\Phi} \inf_{\varphi} L(\Phi, \varphi, \chi) \leq \inf_{\varphi} \sup_{\Phi} L(\Phi, \varphi, \chi)
\]
equal the optimal values of Problems (P) and (D), respectively.

To show the strong duality, it suffices to show that there exists \( \Phi^* \in \bar{C} \) such that \( P(\Phi^*) \geq D^* \), where \( D^* \) is the optimal value of Problem (D). Let us consider the following set:
\[
Z := \left\{ \left( y_m + \tilde{E}_m - \chi \right)_{m=1}^M, D_S(\chi) - d \in \mathbb{Z}_0 \right\} \subset \text{Her}_F \times \mathbb{R},
\]
where \( y := \{ y_m \}_{m=1}^M \) and
\[
Z_0 := \left\{ (\chi, y, d) \in \text{Her}_F \times C^* \times \mathbb{R} : d < D^* \right\}.
\]
It is easily seen that \( Z \) is a nonempty convex set. Arbitrarily choose \( (\chi, y, d) \in Z_0 \) such that \( y_m + \tilde{E}_m - \chi = 0 \) (\( \forall m \)); then, \( D_S(\chi) \geq D^* \) holds from \( \chi - \tilde{E}_m \in C^* \), which yields \( D_S(\chi) - d \geq D^* - d > 0 \). Thus, we have \( (0, 0) \notin Z \). From separating hyperplane theorem [51], there exists \( (\Psi_{m=1}^M, \alpha) \neq (0, 0) \) such that
\[
\sum_{m=1}^M \langle \Psi_{m=1}^M, y_m + \tilde{E}_m - \chi \rangle + \alpha [D_S(\chi) - d] \geq 0, \quad \forall (\chi, y, d) \in Z_0.
\]
Substituting \( y_m = c y'_m \) (\( c \in \mathbb{R}_+ \), \( y'_m \in C^* \)) into Eq. (6) and taking the limit \( c \to \infty \) yields \( \langle \Psi_{m=1}^M \rangle \in C \). Taking the limit \( d \to -\infty \) gives \( \alpha \geq 0 \). To show \( \alpha > 0 \), assume by contradiction \( \alpha = 0 \). Substituting \( \chi = c I_F \) (\( c \in \mathbb{R}_+ \)) and taking the limit \( c \to \infty \) yields \( \sum_{m=1}^M \text{Tr} \Psi_{m=1}^M \leq 0 \). From \( \Psi_{m=1}^M \in C \subseteq \text{Pos} \times \Psi_{m=1}^M = 0 \) \( \forall m \) holds. This contradicts \( \langle \Psi_{m=1}^M, \alpha \rangle \neq (0, 0) \), and thus \( \alpha > 0 \) holds. Let \( \Phi^* := \Psi_{m=1}^M / \alpha \); then, Eq. (6) yields
\[
\sum_{m=1}^M \langle \Phi^*_m, y_m + \tilde{E}_m - \chi \rangle + D_S(\chi) - d \geq 0, \quad \forall (\chi, y, d) \in Z_0.
\]
By substituting \( \chi = c \chi' \) (\( c \in \mathbb{R}_+, \chi' \in \text{Her}_F \)) into Eq. (7) and taking the limit \( c \to \infty \), we have \( D_S(\chi') \geq \sum_{m=1}^M \langle \Phi^*_m, \chi' \rangle \) \( \forall \chi' \in \text{Her}_F \). This implies \( \sum_{m=1}^M \Phi^*_m \in S \), i.e., \( \Phi^* \in \bar{C} \). Indeed, assume by contradiction \( \sum_{m=1}^M \Phi^*_m \notin S \); then, since \( S \) is a closed convex set, from separating hyperplane theorem, there exists \( \chi' \in \text{Her}_F \) such that \( \langle \phi, \chi' \rangle < \langle \sum_{m=1}^M \Phi^*_m, \chi' \rangle \) \( \forall \phi \in C \).
From Theorem 1, the following problem can be rewritten as

\[ \Phi = \sum_{m=1}^{M} \langle \Phi_m, \chi \rangle \]

subject to \( \chi \in D_C \)

has the same optimal value as Problem (P).

**Proof** From Theorem 1, the following problem

\[ \text{minimize} \ D_{\overline{C} \overline{P}}(\chi) \]

subject to \( \chi \in D_{\overline{C} \overline{P}} \)

has the same optimal value as Problem (P). Also, it is easily seen that \( D_{\overline{C} \overline{P}}(\chi) = D_{\overline{C} \overline{P}}(\chi) = \sup_{\varphi \in S} \langle \varphi, \chi \rangle \) and \( D_{\overline{C} \overline{P}} = D_{\overline{C} \overline{P}} \).

**Appendix B: Supplement of the example of sequential strategies**

1. **Formulation of \( \mathcal{P}_{\text{seq}} \)**

We show that the set of all sequential testers in \( \mathcal{P}_G \) is expressed as

\[ \mathcal{P}_{\text{seq}} := \left\{ \left( \sum_{j} B_m^{(j)} \otimes A_j \right)^3 : \{ A_j \} \in \text{Test}, \{ B_m^{(j)} \}_m \in \text{Test}_s \right\} \]

From Fig. 5, \( \Phi \in \mathcal{P}_{\text{seq}} \) holds if and only if \( \hat{\Phi}_k \) is expressed in the form

\[ \sum_j \hat{\Phi}_k \]

where \( \hat{\Phi}_k \in \text{Den}_{W_i \otimes V_i}, \{ \hat{\Psi}_j \}_j \in \text{Meas}_{W_i \otimes V_i}, \hat{\Psi}_j^{(k)} \in \text{Den}_{W_i \otimes V_i} \) \((k)\), and \( \hat{\Phi}_k^{(j)} = \hat{\Phi}_k^{(j)} \).

This gives that \( \Phi \in \mathcal{P}_{\text{seq}} \) holds if and only if \( \Phi \) is expressed in the form \( \Phi = \left( \sum_{m=1}^{M} B_m^{(j)} \otimes A_j \right)^3 \) with

\[ \{ A_j \}_{j \in J} \subseteq \text{Pos}_{W_i \otimes V_i}, \sum_{j \in J} A_j \in \text{Comb}_{W_i \otimes V_i} \]

and

\[ \{ B_m^{(j)} \}_m \subseteq \text{Pos}_{W_i \otimes V_i}, \sum_{m=1}^{M} B_m^{(j)} \in \text{Comb}_{W_i \otimes V_i}, \forall j \in J. \]

From Eq. (8), Eqs. (4) and (5) are, respectively, equivalent to \( \{ A_j \} \in \text{Test} \) and \( \{ B_m^{(j)} \}_m \in \text{Test}_s \).

2. **Derivation of Eq. (14) with Eq. (29)**

Let \( \mathcal{P}' \) be the right-hand side of Eq.(14), i.e.,

\[ \mathcal{P}' := \left\{ \Phi \in C : \sum_{m=1}^{M} \Phi_m \in S \right\}. \]

Since we can easily obtain \( \overline{C} \overline{P} = \mathcal{P} \) and \( \mathcal{P} \subseteq \mathcal{P}' \) (i.e., \( \Phi \in C \) and \( \sum_{m=1}^{M} \Phi_m \subseteq S \) hold for any \( \Phi \in \mathcal{P} \)), it suffices to show \( \mathcal{P}' \subseteq \mathcal{P} \).

Let us consider \( \mathcal{P}' \) with Eq. (29). Arbitrarily choose \( \Phi' \in \mathcal{P}' \). From \( \Phi' \in C \), \( \hat{\Phi}_k \) is expressed in the form of Eq. (3) with \( A_j \in \text{Pos}_{W_i \otimes V_i} \) and \( \{ B_m^{(j)} \}_m \in \text{Test}_{W_i \otimes V_i} \) \((k)\). Arbitrarily choose \( \hat{\sigma} \in \text{Chn}_{V_i} \); then, from

\[ \sum_j \hat{\Phi}_k \]

we have

\[ \sum_j \sum_k \hat{\Phi}_k \]

Also, from \( \sum_{k=1}^{K} \Phi_k \in S_C \), we have

\[ \sum_j \sum_k \hat{\Phi}_k \]

with some \( \hat{\Phi}_k \in \text{Den}_{V_i} \). Equations (8) and (9) yield that \( \{ A_j \} \) is a tester. Since \( \{ A_j \} \) and \( \{ B_m^{(j)} \}_m \) are testers, \( \Phi_k \) is expressed in the form of Eq. (2), i.e., \( \mathcal{P}' \subseteq \mathcal{P} \).
3. Derivation of Problem (31)

There exists an optimal solution \( \chi \) to Problem (30) expressed in the form \( \chi = \lambda \tilde{\chi} \) with \( \lambda \in \mathbb{R}_+ \) and \( \tilde{\chi} \in \text{Comb}_{W_1, V_2, V_1} \) (see [47]). Note that from Eq. (11), \( D_S(\tilde{\chi}) = 1 \) holds for any \( \tilde{\chi} \in \text{Comb}_{W_1, V_2, V_1} \). Since \( \tilde{\chi} \) is a comb, we can see that

\[
X := \sum_{m=1}^{3} \text{Tr}_{W_2V_1} \left[ \left[ B_m^{(j)} \otimes I_2 \right] \tilde{\chi} \right] \in \text{Comb}_{W_1, V_1} \tag{10}
\]

is independent of the measurement \( \{B_m^{(j)}\}_{m=1}^{3} \). Conversely, for any \( X \in \text{Comb}_{W_1, V_1} \), there exists \( \tilde{\chi} \in \text{Comb}_{W_1, V_2, V_1} \) satisfying Eq. (10). Thus, Problem (30) is rewritable as

\[
\text{minimize } \lambda \quad \text{subject to } \lambda X \geq \frac{1}{3} \sum_{m=1}^{3} \langle B_m, \Lambda_m \rangle \Lambda_m \quad (\forall \{B_m\} \in \text{Test}_3) \tag{11}
\]

with \( \lambda \in \mathbb{R}_+ \) and \( X \in \text{Comb}_{W_1, V_1} \). Due to the symmetry of

\[
\Lambda_m = \begin{bmatrix} 1 & 0 & 0 & \omega_m^{-1} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ \omega_m & 0 & 0 & 1 \end{bmatrix}, \tag{12}
\]

we can assume without loss of generality that

\[
X := \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \tag{13}
\]

holds. This reduces Problem (11) to Problem (31).

4. Perfect distinguishability

We here show that \( \{\mathcal{E}_m := \Lambda_m \otimes \Lambda_m\}_{m=1}^{3} \) can be perfectly distinguished if any physically allowed discrimination strategy can be performed. Assume that the prior probabilities are equal; then, the maximum success probability is equal to the optimal value of the following problem [20]:

\[
\text{minimize } \lambda \quad \text{subject to } \lambda \tilde{\chi} \geq \mathcal{E}_m / 3 \quad \tag{14}
\]

with \( \lambda \in \mathbb{R}_+ \) and \( \tilde{\chi} \in \text{Comb}_{W_1, V_2, V_1} \). Note that \( \mathcal{E}_m \) is given by

\[
\mathcal{E}_m = \begin{bmatrix} 1 & 0 & 0 & \omega_m^{-1} & 0 & 0 & 0 & \omega_m^{-1} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \omega_m & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \omega_m & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \omega_m & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \tag{15}
\]

Due to the symmetry of \( \mathcal{E}_m \), we can assume, without loss of generality, that \( \lambda \tilde{\chi} \) is expressed in the form

\[
\lambda \tilde{\chi} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \omega_m & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \omega_m & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \omega_m & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \tag{16}
\]

with \( y \in \mathbb{C} \). Note that since \( \mathcal{E}_m = \text{Ad}_{I^{m-n} \otimes \otimes I^{m-n}}(\mathcal{E}_n) \) (\( \forall m, n \in \{1, 2, 3\} \) holds, there exists an optimal solution \( (\lambda, \tilde{\chi}) \) to Problem (14) satisfying \( \tilde{\chi} = \text{Ad}_{I^{k-1} \otimes I^{k-1}}(\tilde{\chi}) \) (\( \forall k \in \{1, 2, 3\} \)), as will be shown in Lemma 6. After some simple algebra, we can see that \( \lambda \tilde{\chi} \geq \mathcal{E}_m / 3 \) is equivalent to

\[
3 \lambda^2 - 4 \lambda + 3 y - 2 y^2 \geq 0, \quad \lambda \geq y \geq \frac{4}{3} - 2 \lambda. \tag{17}
\]

We obtain the minimal \( \lambda \) satisfying these inequalities, which is the optimal value of Problem (14), to be 1. Thus, \( \{\mathcal{E}_m := \Lambda_m \otimes \Lambda_m\}_{m=1}^{3} \) are perfectly distinguishable.

We here give another proof. Let us consider an ensemble of three states \( \{\rho_m\}_{m=1}^{3} \) expressed as

\[
\rho_m := \begin{bmatrix} \delta_1 & \Lambda_m & \delta_1 \\ \delta_1 & \Lambda_m & \delta_1 \\ \delta_1 & \Lambda_m & \delta_1 \end{bmatrix} \tag{18}
\]
[i.e., $\hat{\rho}_m := (\hat{\Lambda}_m \otimes \hat{\sigma}_2 \otimes \hat{\Lambda}_m)(\hat{\sigma}_1)$] with $\hat{\sigma}_1 \in \text{Den}_{V_1 \otimes V'_1}$ and $\hat{\sigma}_2 \in \text{Chn}(W_1 \otimes V'_1, V_2 \otimes W'_2)$. We choose

$$\hat{\sigma}_1 := \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix}, \quad \hat{\sigma}_2 := \text{Ad}_{W_2},$$

then, it is easily seen that $[\hat{\rho}_m]_{m=1}^3$ are orthogonal. Therefore, $[\mathcal{E}_m]_{m=1}^3$ are perfectly distinguishable.

**Appendix C: Applications of Theorem 1**

In addition to the example given in the main paper, we will provide two other examples demonstrating the utility of Theorem 1. In this section, we consider the case $T = 2$.

### 1. First example

The first example is the restriction to nonadaptive testers [see Fig. 6(a)]. Let

$$C := C_G,$$

$$\mathcal{S} := \{x_{W_1,V_2}(I_{W_1} \otimes \rho') : \rho' \in \text{Den}_{V_1 \otimes V_1}\},$$

(1)

where $x_{W_1,V_2} \in \text{Chn}(W \otimes V, V \otimes W)$ is the channel that swaps two systems $W$ and $V$, which is depicted by

$$W \bigcirclearrowleft V.$$

(2)

We will show that $\mathcal{P}'$ of Eq. (6) is equal to $\overline{\mathcal{P}}$ [i.e., Eq. (14) holds] in the next paragraph. Substituting Eq. (1) into Problem (D) yields the following dual problem

$$\text{minimize } \max_{\rho' \in \text{Den}_{V_1 \otimes V_1}} \langle x_{W_1,V_2}(I_{W_1} \otimes \rho'), \chi \rangle$$

subject to $\chi \in \mathcal{D}_{C_G} = \{\chi \in \text{Pos}_V : \chi \geq p_m \mathcal{E}_m \ (\forall m)\}$.

(3)

Note that although this problem is also formulated as the task of discriminating $\{x_{V_2,W_1}(\mathcal{E}_m) \in \text{Comb}_{W_1 \otimes W_1,V_2 \otimes V_1}\}$ with a single use, the expression of Problem (3) is useful for verifying the global optimality of nonadaptive testers.

We here show $\mathcal{P}' = \overline{\mathcal{P}}$. It is easily seen $\overline{\mathcal{P}} = \mathcal{P}$ and $\mathcal{P} \subseteq \mathcal{P}'$ (i.e., $\Phi \in C$ and $\sum_{m=1}^M \Phi_m \in \mathcal{S}$ hold for any $\Phi \in \mathcal{P}$). Thus, it suffices to show $\mathcal{P}' \subseteq \mathcal{P}$. From Fig. 6(a), $\Phi \in \mathcal{P}$ holds if and only if $\hat{\Phi}_k$ is expressed in the form

$$\hat{\rho}.$$

(4)

where $\hat{\rho} \in \text{Den}_{V_1 \otimes V'_1}$ and $\{\hat{\rho}_m\}_{m=1}^M \in \text{Meas}_{W_2 \otimes W'_2}$. Arbitrarily choose $\Phi' \in \mathcal{P}'$. One can easily verify $\mathcal{S} \subseteq \mathcal{S}_G$, i.e., $\mathcal{P}' \subseteq \mathcal{P}_G$. Thus, $\hat{\Phi}_k'$ is expressed in the form

$$\hat{\rho},$$

(5)

where $\hat{\sigma}_1 \in \text{Den}_{V_1 \otimes V'_1}$, $\hat{\sigma}_2 \in \text{Chn}(W_1 \otimes V''_1, V_2 \otimes V''_2)$, and $\{\hat{\rho}_m\}_{m=1}^M \in \text{Meas}_{W_2 \otimes W'_2}$. $V''_1$ and $V''_2$ are ancillary systems. Also, from $\sum_{m=1}^M \Phi'_m \in \mathcal{S}$, there exists $\hat{\rho} \in \text{Den}_{V_1 \otimes V_2}$ such that

$$\hat{\rho}.$$  

(6)

Thus, $\hat{\Phi}_k'$ is expressed in the form of Eq. (4), where $\hat{\rho}$ is a purification of $\hat{\rho}'$. Therefore, $\mathcal{P}' \subseteq \mathcal{P}$ holds.

### 2. Second example

The second example is described in Fig. 6(b). We want to find $C$ and $\mathcal{S}$ such that Problem (D) is easy to solve; however, it is hard to find such $C$ and $\mathcal{S}$ satisfying Eq. (14). Instead, we consider relaxing this equation to $\overline{\mathcal{P}} \subseteq \mathcal{P}'$. We here choose

$$\mathcal{C} := \left\{x_{V_2,W_1}(\sum_{i=1}^N \sigma_i \otimes A^{(i)}_m)\right\}_{m=1}^M :$$

$$\sigma_i \in \text{Comb}_{V_2,W_1}, A^{(i)}_m \in \text{Pos}_{W_2 \otimes V_1}$$

(7)

where $\sigma_i$ and $A^{(i)}_m$ are orthogonal. Therefore, $\mathcal{C}$ and $\mathcal{S}$ are perfectly distinguishable.
and $S := S_\mathcal{G}$. This allows Problem (D) to be rewritten in this situation as

\[
\begin{align*}
\text{minimize} & \quad D_{S_\mathcal{G}}(\chi) \\
\text{subject to} & \quad \text{Tr}_{V_{T}\otimes W_{t}}[\sigma(\chi - p_mE_m)] \geq 0 \\
& (V_1 \leq m \leq M, \sigma \in \text{Comb}_{V_{T},W_{t}}) 
\end{align*}
\]

(8)

with $\chi \in \text{Her}_\mathcal{F}$. We relatively easily obtain the optimal value, denoted by $D^*$, of this problem. The optimal value of Problem (P) is upper bounded by $D^*$, since $D^*$ coincides with the optimal value of Problem (P) where the feasible set is relaxed from $\mathcal{P}$ to $\mathcal{P}'$.

**Appendix D: Proof of Proposition 3**

Before giving the proof, we first prove the following two lemmas.

**Lemma 6** Assume that $\{E_m\}_{m=1}^{M}$ is $(\mathcal{G}, \mathcal{U}, \sigma)$-covariant. If $C = C_\mathcal{G}$, $\mathcal{U}_g(\varphi) \in S$, $\forall g \in \mathcal{G}$, $\varphi \in S$(1) holds, then there exists an optimal solution, $\chi^* \in \text{Pos}_\mathcal{F}$, to Problem (D) such that $\mathcal{U}_g(\chi^*) = \chi^*$, $\forall g \in \mathcal{G}$.

(2)

**Proof** Let $\chi$ be an optimal solution to Problem (D). From $C = C_\mathcal{G}$, we can easily see $\chi \in \text{Pos}_\mathcal{F}$. Also, let

\[
\chi^* := \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \mathcal{U}_g(\chi) \in \text{Pos}_\mathcal{F},
\]

(3)

where $|\mathcal{G}|$ is the order of $\mathcal{G}$. Since $\mathcal{U}_g \circ \mathcal{U}_{g'} = \mathcal{U}_{gg'}$ holds for any $g, g' \in \mathcal{G}$, one can easily see Eq. (2). We have that from Eq. (23) and $\chi \in \mathcal{E}_m$, $\chi^* - E_m = \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \mathcal{U}_g(\chi - E_{\sigma, (m)}) \geq 0$, $\forall m \in \{1, \ldots, M\}$,

(4)
i.e., $\chi^* \in D_C$, where $\bar{g}$ is the inverse of $g$. Moreover, we have

\[
D_S(\chi^*) = \max_{\varphi \in S} \langle \varphi, \chi^* \rangle = \frac{1}{|\mathcal{G}|} \max_{\varphi \in S} \sum_{g \in \mathcal{G}} \langle \varphi, \mathcal{U}_g(\chi) \rangle
\]

(5)

\[
\leq \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \max_{\varphi \in S} \langle \varphi, \mathcal{U}_g(\chi) \rangle = \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \sum_{\varphi \in S} \langle \mathcal{U}_g(\varphi), \chi \rangle
\]

\[
\leq \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} D_S(\chi) = D_S(\chi),
\]

where the last inequality follows from $\mathcal{U}_g(\varphi) \in S$ for each $\varphi \in S$ and $g \in \mathcal{G}$, which follows from the second line of Eq. (1). Therefore, $\chi^*$ is optimal for Problem (D).

The proof of this lemma also shows that if there exists an optimal solution that is proportional to some quantum comb, then there also exists an optimal solution, $\chi^*$, that is proportional to some quantum comb and that satisfies Eq. (2).

**Lemma 7** Assume that, for each $t \in \{1, \ldots, T\}$, there exists a group $\mathcal{G}^{(t)}$ that has two projective unitary representations $\mathcal{G}^{(t)} \ni g \mapsto U^{(t)}_g \in \text{Uni}_{W_{t}}$ and $\mathcal{G}^{(t)} \ni g \mapsto \tilde{U}^{(t)}_g \in \text{Uni}_{W_{t}}$. If $g \mapsto \tilde{U}^{(t)}_g$ is irreducible for each $t \in \{1, \ldots, T\}$, then any $\chi^* \in \text{Pos}_\mathcal{F}$ satisfying

\[
(\mathbb{I}_{W_{t} \otimes V_{t} \otimes \cdots \otimes W_{t-1} \otimes V_{t-1}} \otimes \text{Ad}_{U^{(t)}_g \otimes \tilde{U}^{(t)}_g} \otimes \mathbb{I}_{W_{t-1} \otimes V_{t-1} \otimes \cdots \otimes W_{0} \otimes V_{0}})(\chi^*) = \chi^*,
\]

\[
\forall t \in \{1, \ldots, T\}, \quad g \in \mathcal{G}^{(t)}
\]

(6)

is proportional to some quantum comb.

**Proof** It suffices to show that, for each $t \in \{1, \ldots, T\}$, $\text{Tr}_{W_{t}}\chi^*$ is expressed in the form $\text{Tr}_{W_{t}}\chi^* = I_{V_{t}} \otimes \chi^*$ with $\chi^* \in \text{Pos}_{X_{t}}$, where $X_{t}$ is the tensor product of all $W_{t} \otimes V_{t}$ with $t \in \{1, \ldots, t-1, t+1, \ldots, T\}$. Indeed, in this case, one can easily verify that $\chi^*$ is proportional to some quantum comb. Let us fix $t \in \{1, \ldots, T\}$. Also, let $\chi^* := \text{Tr}_{X_{t}}[(I_{V_{t}} \otimes \sigma) \text{Tr}_{W_{t}}\chi^*] \in \text{Pos}_{V_{t}}$, where $\sigma \in \text{Pos}_{X_{t}}$ is arbitrarily chosen; then, we have

\[
\text{Tr}_{W_{t}}\chi^* = \langle s, \chi^* \rangle, \quad \chi^* := \text{Tr}_{W_{t}}\chi^*.
\]

(7)

Equation (6) gives $\text{Ad}_{\mathcal{G}^{(t)}}(\chi^*) = \chi^*$ $[\forall g \in \mathcal{G}^{(t)}]$. From Schur’s lemma, $\chi^*$ must be proportional to $I_{V_{t}}$. Thus, from Eq. (7), $\chi^* = \langle s, \chi^* \rangle I_{V_{t}}/N_{V_{t}}$ holds. We have that for any $s' \in \text{Pos}_{V_{t}}$,

\[
\langle s' \otimes s, \text{Tr}_{W_{t}}\chi^* \rangle = \langle s', \chi^* \rangle \langle s, I_{V_{t}}/N_{V_{t}} \rangle = \langle s' \otimes s, I_{V_{t}} \otimes \chi^*/N_{V_{t}} \rangle.
\]

(8)

Since Eq. (8) holds for any $s$ and $s'$, we have $\text{Tr}_{W_{t}}\chi^* = I_{V_{t}} \otimes \chi^*$ with $\chi^* := \chi^*/N_{V_{t}} \in \text{Pos}_{X_{t}}$.

Now, we are ready to prove Proposition 3. Let $C$ and $S$ be defined as Eq. (24); then, it is easily seen that Eq. (1) holds. Let $e_{t}$ be the identity element of $\mathcal{G}^{(t)}$. From Lemma 6, there exists an optimal solution $\chi^* \in \text{Pos}_\mathcal{F}$ to Problem (D) satisfying Eq. (2). Thus, $\mathcal{U}_{e_{t} - e_{t-1} \otimes e_{t-1} \otimes \cdots \otimes e_{0}}(\chi^*) = \chi^*$ holds for any $t \in \{1, \ldots, T\}$ and $g \in \mathcal{G}^{(t)}$, i.e., Eq. (6) holds, which implies from Lemma 7 that $\chi^*$ is proportional to some quantum comb. Therefore, Proposition 2 concludes the proof.

**Appendix E: Relationship between robustnesses and process discrimination problems**

Let us consider the robustness of $\mathcal{E} \in \text{Her}_\mathcal{F}$ defined by

\[
R^*_K(\mathcal{E}) := \inf \{ \lambda \in \mathbb{R}_+ : \mathcal{E} + \lambda \mathcal{E}' \in \mathcal{F}, \mathcal{E}' \in \mathcal{K} \}, \quad \mathcal{E} \in \text{Her}_\mathcal{F},
\]

(1)

where $\mathcal{K}$ is a proper convex cone [or, equivalently, $\mathcal{K}$ is a closed convex cone that is pointed (i.e., $\mathcal{K} \cap -\mathcal{K} = \{0\}$) and has nonempty interior] and $\mathcal{F}$ is a compact set. Assume that the set $\{IZ : \lambda \in \mathbb{R}, 0 \leq \lambda \leq 1, Z \in \mathcal{F}\}$ is convex. In order for this value to be well-defined, we assume that $\mathcal{F} \cap \text{int}(\mathcal{K})$ is not empty. The so-called global (or
generalized) robustness of a state $\rho \in \text{Den}_V$ with respect to $\mathcal{F} \subseteq \text{Den}_V$, defined as [52]

$$R_{\rho}(\rho) := \min \left\{ \lambda \in \mathbb{R}_+ : \frac{\rho + \lambda \rho'}{1 + \lambda} \in \mathcal{F}, \rho' \in \text{Den}_V \right\}. \quad (2)$$

is equal to $R_{\rho}(\rho)_{\text{pos}}$. In other words, $R_{\rho} : \text{Den}_V \to \mathbb{R}_+$ is the same function as $R_{\rho}(\rho)_{\text{pos}} : \text{Her}_V \to \mathbb{R}_+$, but is only defined on $\text{Den}_V$. As an example of $R_{\rho}$, if $\mathcal{F}$ is the set of all bipartite separable states, then $R_{\rho}(\rho)$ can be understood as a measure of entanglement. The robustness $R_{\rho}(\rho)$ is known to represent the maximum advantage that $\rho$ provides in a certain subchannel discrimination problem (e.g., [37, 38]). Similarly, as will be seen in Proposition 10, $R_{K}(E)$ has a close relationship with the maximum advantage that $E$ provides in a certain discrimination problem.

By letting $Z := (E + \lambda E^\prime)/(1 + \lambda)$, we can rewrite $R_{K}(E)$ of Eq. (1) as

$$R_{K}(E) = \min \{\lambda \in \mathbb{R}_+ : (1 + \lambda)Z - E \in K, Z \in \mathcal{F}\}. \quad (3)$$

Let

$$N := \{E \in \text{Her}_V : \exists \delta \in K (\forall \delta < 1, Z \in \mathcal{F})\}; \quad (4)$$

then, it follows that

$$R_{K}(E) = \min \{\lambda \in \mathbb{R} : (1 + \lambda)Z - E \in K, Z \in \mathcal{F}\}, \quad \forall E \in N. \quad (5)$$

We first prove the following two lemmas.

**Lemma 8** If $E \in N$ holds, then

$$1 + R_{K}(E) = \max \{\langle \varphi, E \rangle : \varphi \in K^*, \langle \varphi, Z \rangle \leq 1 (\forall Z \in \mathcal{F})\}$$

holds.

**Proof** Let $\tilde{\mathcal{F}} := \text{con} \mathcal{F}$, $\eta : \tilde{\mathcal{F}} \to \mathbb{R} \_+$ denotes the gauge function of $\mathcal{F}$, which is defined as

$$\eta(Y) := \min \{\lambda \in \mathbb{R}_+ : Y = \lambda Z, Z \in \mathcal{F}\}, \quad Y \in \tilde{\mathcal{F}}. \quad (7)$$

Note that $\eta$ is a convex function. Equation (5) gives

$$1 + R_{K}(E) = \min \{\eta(Y) : Y \in \mathcal{E} \subseteq K, Y \in \tilde{\mathcal{F}}\}. \quad (8)$$

Let us consider the following Lagrangian

$$L(Y, \varphi) := \eta(Y) - \langle \varphi, Y - E \rangle = \langle \varphi, E \rangle + \eta(Y) - \langle \varphi, Y \rangle$$

with $Y \in \tilde{\mathcal{F}}$ and $\varphi \in K^*$. We can easily verify

$$\sup_{\varphi \in K^*} L(Y, \varphi) = \begin{cases} \eta(Y), & Y \in \mathcal{E} \\ \infty, & \text{otherwise} \end{cases}, \quad \inf_{\varphi \in \mathcal{F}} L(Y, \varphi) = \begin{cases} \langle \varphi, E \rangle, & \langle \varphi, Y \rangle \leq \eta(Y') (\forall Y' \in \tilde{\mathcal{F}}) \\ -\infty, & \text{otherwise} \end{cases}. \quad (10)$$

Thus, the max-min inequality

$$\inf_{\varphi \in K^*} \sup_{\varphi \in \mathcal{F}} L(Y, \varphi) \geq \sup_{\varphi \in K^*} \inf_{\varphi \in \mathcal{F}} L(Y, \varphi)$$

yields

$$1 + R_{K}(E) = \max \{\langle \varphi, E \rangle : \varphi \in K^*, \langle \varphi, Y \rangle \leq \eta(Y) (\forall Y \in \tilde{\mathcal{F}})\}. \quad (11)$$

We now prove the equality of Eq. (12). To this end, it suffices to show that there exists $\varphi \in \text{int}(K^*)$ such that $\langle \varphi, Y \rangle \leq \eta(Y) (\forall Y \in \tilde{\mathcal{F}})$; indeed, in this case, the equality of Eq. (12) follows from Slater’s condition. Arbitrarily choose $\varphi \in \text{int}(K^*)$ and let $\lambda := \sup_{\varphi \in \mathcal{F}} \langle \varphi, Y \rangle / \eta(Y) [\text{note that } \eta(Y) > 0 \text{ holds for any } Y \in \mathcal{F} \setminus \{0\}]$. Since $\mathcal{F} \cap \text{int}(K)$ is not empty, there exists $Y \in \mathcal{F} \cap \text{int}(K)$ such that $\langle \varphi, Y \rangle > 0$, which yields $\gamma > 0$. Let $\varphi := \gamma^{-1}\varphi \in \text{int}(K^*)$; then, we can easily verify $\langle \varphi, Y \rangle \leq \eta(Y) (\forall Y \in \tilde{\mathcal{F}})$.

It remains to show

$$\langle \varphi, Z \rangle \leq 1 (\forall Z \in \mathcal{F}) \quad \Leftrightarrow \quad \langle \varphi, Y \rangle \leq \eta(Y) (\forall Y \in \tilde{\mathcal{F}}). \quad (13)$$

We first prove “$\Rightarrow$”. Arbitrarily choose $Y \in \tilde{\mathcal{F}}$; then, from Eq. (7), there exists $Z \in \mathcal{F}$ such that $Y = \eta(Y)Z$. Thus, $\langle \varphi, Y \rangle = \eta(Y)\langle \varphi, Z \rangle \leq \eta(Y)$ holds. We next prove “$\Leftarrow$.” Arbitrarily choose $Z \in \tilde{\mathcal{F}}$. Since the case $\langle \varphi, Z \rangle \leq 0$ is obvious, we may assume $\langle \varphi, Z \rangle > 0$. Let $Z^* := Z/\eta(Z)$; then, from $\langle \varphi, Z \rangle \leq 1$, $Z^* \in \tilde{\mathcal{F}}$, and $\langle \varphi, Z^* \rangle = 1$, we have $\langle \varphi, Z^* \rangle \leq \langle \varphi, Z \rangle \leq \langle \varphi, Z^* \rangle = 1$.

**Lemma 9** If $E \in N$ holds, then we have

$$\max_{\varphi \in \mathcal{X} \setminus \{0\}} \frac{\langle \varphi, E \rangle}{\max_{\varphi \in \mathcal{X} \setminus \{0\}} \langle \varphi, Z \rangle} \leq 1 + R_{K}(E), \quad (14)$$

where $\mathcal{X}$ is any set such that the cone generated by $\mathcal{X}$ is $K^*$, i.e., $\{\lambda \varphi : \lambda \in \mathbb{R}_+, \varphi \in \mathcal{X}\} = K^*$.

**Proof** Let

$$\varphi^* := \arg \max_{\varphi \in \mathcal{X} \setminus \{0\}} \frac{\langle \varphi, E \rangle}{\Gamma(\varphi) := \max_{\varphi \in \mathcal{X} \setminus \{0\}} \langle \varphi, Z \rangle} \quad (15)$$

then, from Eq. (6), we have $\langle \varphi^*, E \rangle = 1 + R_{K}(E)$. Since $\mathcal{F} \cap \text{int}(K^*)$ is not empty, $\Gamma(\varphi) > 0$ holds for any $\varphi \in K^* \setminus \{0\}$. It follows that $\Gamma(\varphi^*) = 1$ must hold (otherwise, $\tilde{\varphi} := \varphi^*/\Gamma(\varphi^*)$ satisfies $\langle \tilde{\varphi}, E \rangle > \langle \varphi^*, E \rangle$, $\tilde{\varphi} \in K^*$, and $\Gamma(\tilde{\varphi}) = 1$, which contradicts the definition of $\varphi^*$). For any $\varphi \in \mathcal{X} \setminus \{0\}$, $\varphi := \varphi/\Gamma(\varphi)$ satisfies $\langle \varphi, E \rangle / \Gamma(\varphi) = \langle \varphi^*, E \rangle$ and $\Gamma(\varphi) = 1$. Thus, we have

$$\max_{\varphi \in \mathcal{X} \setminus \{0\}} \frac{\langle \varphi, E \rangle}{\Gamma(\varphi)} \leq \max_{\varphi \in \mathcal{X} \setminus \{0\}} \langle \varphi^*, E \rangle = 1 + R_{K}(E). \quad (16)$$

$$\Box$$

We should note that, in practical situations, many physically interesting processes belong to $N$. As an example, if $\mathcal{F}$ is a subset of all combs in $\text{Her}_\mathcal{F}$ and $\text{int}(K^*) \cap \text{Comb}_{\mathcal{W}_0, \mathcal{W}_1} \setminus \mathcal{W}_0$ is not empty, then any comb in $\text{Her}_\mathcal{F}$ belongs to $N$. [Indeed, arbitrarily choose $\phi \in \text{int}(K^*) \cap \text{Comb}_{\mathcal{W}_0, \mathcal{W}_1} \setminus \mathcal{W}_0$]
Combs $\Phi_{W,V_1,...,W,V_t}$ and a comb $E \in \text{Her}_V$: then, from $\phi \in \text{Comb}_{W,V_1,...,W,V_t}$, $(\phi,Z) = (\phi,E) = 1 \forall Z \in F$ holds. Thus, for any $\delta < 1$, $(\phi,\delta Z - E) = \delta - 1 < 0$ holds, which yields $\delta Z - E \notin K$. Therefore, we have $E \in N$. For instance, if $F \subseteq \text{Den}_V$ and $\text{Tr} x > 0 \forall x \in K \setminus \{0\}$ hold, then any $\rho \in \text{Den}_V$ in $N$. As another example, if $R^\delta_V(E) > 0$ holds, then $E \in N$ always holds. Indeed, by contraposition, assume $E \notin N$; then, there exists $\delta < 1$ and $Z \in F$ such that $\delta Z - E \notin K$. Let $A^* := R^\delta_V(E)$. It is easily seen from $R^\delta_V(E) \geq Z \in F$ holds such that $(1 + A^*)Z^* - E \notin K$. Let $p := (1 - \delta)/(1 + \delta)$ and $Z' := p(1 + A^*)Z^* + (1 - p)Z$; then, we have $0 \leq p \leq 1$, $Z' \in F$, and $Z' - E \notin K$. This implies $R^\delta_V(E) = 0$.

We obtain the following proposition.

**Proposition 10** Let us consider $E \in N$. Let $\tilde{V}'$ be an arbitrary system. We consider a set of pairs $L := \{(\tilde{J}_{m}(E), \{\Phi_m\}_{m=1}^M)\}$, where $\{\tilde{J}_m : \text{H} = \text{H}_V \rightarrow \text{H}_V\}$ is a collection of linear maps and $\Phi_1, \ldots, \Phi_M \in \text{Her}_V$. Assume that the cone generated by

$$K := \left\{ \sum_{m=1}^M J_{m}(\Phi_{m}) : ((\tilde{J}_{m}(E), \{\Phi_m\}_{m=1}^M) \in L) \right\}$$

is $K'$, where $J_m^\dagger$ is the adjoint of $J_m$, which is defined as $(J_m^\dagger(\Phi'), E') = (\Phi', J_m(E'))$ $\forall E' \in \text{Her}_V, \Phi' \in \text{Her}_V$.

Then, we have

$$\max_{(\tilde{J}_m, \{\Phi_m\}) \in L'} \frac{\sum_{m=1}^M 1 \{\Phi_m, \tilde{J}_m(E)\} - 1}{\text{max}_{Z \in F} \sum_{m=1}^M 1 \{\Phi_m, \tilde{J}_m(Z)\}} = 1 + R^\delta_V(E),$$

where

$$L' := \left\{ ((\tilde{J}_{m}, \{\Phi_m\}) \in L : \sum_{m=1}^M 1 \{\Phi_m, \tilde{J}_m(E)\} \neq 0 \right\}.$$  

**Proof** The left-hand side of Eq. (18) is rewritten by

$$\max_{\varphi \in X \setminus \{0\}} \frac{\langle \varphi, E \rangle}{\text{max}_{Z \in F} \langle \varphi, Z \rangle}.$$  

Thus, an application of Lemma 9 completes the proof.

The operational meaning of Eq. (18) is as follows. Suppose that $\{\tilde{J}_m\}_{m=1}^M$ is a collection of (unnormalized) processes such that $\sum_{m=1}^M J_m$ is a comb from $\text{Pos}_V$ to $\text{Pos}_V$ and that $\{\Phi_k\}_{k=1}^K$ is a tester, where the pair $(\tilde{J}_m, \{\Phi_k\})$ is restricted to belong to $L$. We consider the situation that the party, Alice, applies a process $J_m$ to a comb $E \in \text{Pos}_V \cap N$, and then another party, Bob, applies a tester $\Phi_k$ to $J_m(E)$. The probability of Bob correctly guessing which of the processes $J_1, \ldots, J_M$ Alice applies is expressed by $\sum_{m=1}^M 1 \{\Phi_m, \tilde{J}_m(E)\}$ [note that $\sum_{k=1}^K \sum_{m=1}^M 1 \{\Phi_k, \tilde{J}_m(E)\} = 1$ holds]. Equation (18) implies that the advantage of $E$ over all $Z \in F$ in such a discrimination problem can be exactly quantified by the robustness $R^\delta_V(E)$. In this situation, $K' \subseteq \text{Pos}_V$, i.e., $K \supseteq \text{Pos}_V$, holds.

We give two examples of the application of Proposition 10. The first example is the case $K = \text{Pos}_V$. Let us consider the case where $\sum_{m=1}^M J_m$ can be any comb from $\text{Pos}_V$ to $\text{Pos}_V$, and $\{\Phi_k\}_{k=1}^K$ can be any tester. We can easily see that Eq. (18) with $K = \text{Pos}_V$ holds. Note that, for example, Theorem 2 of Ref. [37] and Theorems 1 and 2 of Ref. [38] can be understood as special cases of Proposition 10 with $K = \text{Pos}_V$. The second example is the case $K \supset \text{Pos}_V$. For instance, for a given channel $\tilde{E}$ from a system $V$ to a system $W$, assume that $J_m$ is the process that applies $E$ to a state $\rho_m \in \text{Den}_V$ with probability $p_m$ [i.e., $J_m(E) = p_m \text{Tr}_V[(I_W \otimes \tilde{E})_W \otimes \rho_m]K \subseteq \text{Pos}_V$ holds] and $\{\Phi_k\}_{k=1}^K$ is a measurement of $W$. Then, we have $\{\Phi_k, J_m(-)\} = p_m \{\Phi_k, p_m^{-1}(-)\}$. It is easily seen that Eq. (18) with $K' = \text{Sep}_{W,V}$ (or, equivalently, $K = \text{Sep}_{W,V}'$) holds, where $\text{Sep}_{W,V}$ is the set of all bipartite separable elements in $\text{Pos}_{W \otimes V}$. Note that, for a linear map $\Psi$ from $V$ to $W$, $\Psi \in \text{Sep}_{W,V}$ holds if and only if $\Psi$ is a positive map.
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