Striatopallidal neurons control avoidance behavior in exploratory tasks
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Abstract
The dorsal striatum has been linked to decision-making under conflict, but the mechanism by which striatal neurons contribute to approach-avoidance conflicts remains unclear. We hypothesized that striatopallidal dopamine D2 receptor (D2R)-expressing neurons promote avoidance, and tested this hypothesis in two exploratory approach-avoidance conflict paradigms in mice: the elevated zero maze and open field. Genetic elimination of D2Rs on striatopallidal neurons (iMSNs), but not other neural populations, increased avoidance of the open areas in both tasks, in a manner that was dissociable from global changes in movement. Population calcium activity of dorsomedial iMSNs was disrupted in mice lacking D2Rs on iMSNs, suggesting that disrupted output of iMSNs contributes to heightened avoidance behavior. Consistently, artificial disruption of iMSN output with optogenetic stimulation heightened avoidance of open areas of these tasks, while inhibition of iMSN output reduced avoidance. We conclude that dorsomedial striatal iMSNs control approach-avoidance conflicts in exploratory tasks, and highlight this neural population as a potential target for reducing avoidance in anxiety disorders.

Introduction
Animals often make decisions that require balancing potential risks against rewards in uncertain environments. A framework known as reinforcement sensitivity theory (RST) frames these decisions as interactions between three competing systems: (1) a behavioral activation system (BAS) that reacts to salient stimuli and drives approach; (2) a fight, flight, freeze system (FFFS) that controls behavioral responses to threatening or potentially aversive stimuli, and (3) a behavioral inhibition system (BIS) that is activated by conflict or competition between the BAS and FFFS [1, 2]. During such conflict, the BIS delays actions so additional information can accrue before selecting a behavior, an adaptive strategy known as risk assessment [3, 4]. Imbalances between these systems are hypothesized to underlie several neuropsychiatric disorders. For example, people with anxiety disorders often ruminate excessively over decisions, which may be a maladaptive form of risk assessment [3]. Anxiolytic drugs have long been hypothesized to tamp down the BIS [5], and are most effective at modifying animal behavior in tasks that invoke approach-avoidance conflict [1, 6]. Thus, understanding the neural circuitry that underlies the BIS may have implications for treating avoidance behavior in anxiety disorders.

The neural circuitry of the BIS has often been attributed to canonical fear pathways including the prefrontal cortex, hypothalamus, amygdala, and periaqueductal gray [7, 8]. While the striatum is not often linked to the BIS, it is well situated to coordinate information within this circuitry,
receiving strong excitatory innervation from the prefrontal cortex and amygdala, and having downstream projections to the pallidum, hypothalamus, and midbrain [9–15]. The dopamine system and the ventral striatum have been implicated in approach behavior [16–19], as well as aversion and negative affect [20–24]. Fewer studies have focused on the dorsal striatum’s contributions to approach and avoidance; however, lesions of the dorsal striatum impair conditioned emotional responses, conditioned freezing, and passive and active avoidance [25–29]. More recently, the dorsal striatum has also been implicated in balancing risk and reward and making decisions under conflict [30–33], suggesting that the striatum’s role in the BIS and approach-avoidance conflict may be underappreciated [7, 8].

The dorsal striatum contains two classes of projection neurons, direct and indirect pathway medium spiny neurons (dMSNs and striatopallidal neuron (siMSNs)), which differ in both their projection targets and dopamine receptor subtypes [34]. Whereas activation of dMSNs facilitates approach [35–37], iMSNs are implicated in risk aversion and avoidance [35, 36, 38, 39]. iMSNs express the dopamine D2 receptor (D2R), and genetic polymorphisms in D2R gene expression have been linked to avoidance behavior in social phobia [40], social dysfunction [41], alcoholism associated anxiety [42], and anorexia [43]. Polymorphisms in the D2R gene have also been linked to avoidance behavior in people without neuropsychiatric disorders [44]. Based on this evidence, we hypothesized that D2R-expressing dorsal striatal neurons contribute to avoidance behaviors in approach-avoidance conflict scenarios and are critical neural component of the BIS.

Multiple striatal cell-types express D2Rs, including iMSNs, dopaminergic terminals, and cholinergic interneurons [34, 45–49]. Since many investigations of striatal D2R function in risk aversion and avoidance behavior used pharmacological or neuroimaging techniques that cannot discriminated between the different neural populations in the striatum that express D2Rs, it is unclear which population of D2R-expressing striatal cell-types contribute to avoidance behaviors. To assess this, we selectively removed D2Rs from iMSNs (iMSN-Drd2KO [50]), cholinergic interneurons (CIN-Drd2KO), or dopamine neurons (DAT-Drd2KO [45]), and tested whether these conditional mutant mice exhibited changes in avoidance behavior in the elevated zero maze and the open field. These tests were chosen as they allow for repeated conflicts between novel exploration and potential threats without the use of strong aversive stimuli like electric shock (i.e.: Geller-Seifter and Vogel conflict tasks). In addition, these tasks can dissociate changes in overall activity levels from changes in risky behavior (time spent in open areas), which is critical for our experiments, since strong activation of iMSNs interferes with movement [37, 39, 51].

iMSN-Drd2KO mice, but not CIN-Drd2KO or DAT-Drd2KO mice, avoided the open areas in both tasks, independent of global changes in movement levels. We focused on the dorsomedial striatum (DMS) for additional study, based its role in goal-directed behavior [52], and links between DMS iMSNs and aversion [36]. Population calcium recordings of DMS iMSNs [53], revealed that iMSN-Drd2KO mice had disorganized iMSN activity around movements into the open areas of both tasks, potentially contributing to the reduction in movements into these areas. Disrupting iMSN output via optogenetic stimulation also caused mice to avoid the open areas of these tasks, supporting the conclusion that aberrant output of iMSNs can promote avoidance. Finally, inhibition of iMSNs in the DMS via designer receptors [54] reduced avoidance in both WT and iMSN-Drd2KO mice, highlighting the potential of iMSNs as a target for reducing aberrant avoidance in anxiety disorders.

Materials and methods

Experimental model and subject details

Mice (all C57/BL6 background, p60–180) were housed in a modified 12 h light/dark cycle kept at 23–25 °C. Food and water were given ad libitum, and cages were changed weekly or bi-weekly. All were of normal weight and immune status. All animal studies were approved by the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK)/National Institutes of Health (NIH) Animal Care and Use Committee.

KO experiments

Cre lines (A2A-cre, DAT-cre, and ChAT-cre) were generated by the GENSAT project [68]. Drd2KO mice were generated by crossing Drd2loxP/loxP mice [45] which carry the conditional Drd2 alleles in homozygosity, with bi-transgenic mice that were heterozygous for the Drd2lox allele, and also contained: A2A-Cre+/− (iMSN-Drd2KO, n = 11), ChaT-Cre +/− (CIN-Drd2KO, n = 12), or DAT-Cre +/− (DAT-Drd2KO, n = 10), which express Cre recombinase in heterozygosity under the respective promoter. Control littermates were Cre −/− littermates from these crosses (iMSN-Drd2-2WT (n = 14), CIN_Drd2-2WT (n = 9), DAT-Drd2-2WT (n = 10)), which contained intact D2Rs. Both male and female mice were included in these experiments, and mice were group housed as littermates. There was no evidence of sex differences in our behavioral measurements and therefore data from males and females were combined. Experimenter was blinded to the genotype of the mice.
Optogenetic, fiber photometry, and designer receptor exclusively activated by designer drugs (DREADD) experiments

Experiments expressing ChR2, GCaMP6s, or DREADD receptors used male mice, which were singly housed after surgery to protect the cranial implants. No mice had prior drug exposures other than those associated with surgery and post-operative care. These experiments used the A2A-Cre line described in the section above. The freely-moving optogenetic experiments included A2A-Cre+ mice expressing ChR2 (iMSN-ChR2, n = 13) and A2A-Cre−/− littermates (n = 21) that received the ChR2 virus as controls. The transition zone stimulation optogenetic experiment used iMSN-ChR2 mice (n = 9). Fiber photometry experiments used both A2A-Cre+ mice (n = 9) and iMSN-Drd2KO mice (n = 7). KOR-DREADD experiments used A2A-Cre+ mice (n = 15) and iMSN-Drd2KO mice (n = 6).

Viral expression and optical implants

Mice were 6–8 weeks old at the time of surgery. Anesthesia was induced with 2–3% isoflurane (vol/vol) and maintained with 0.5–1.5% isoflurane through a nose cone mounted on a stereotaxic apparatus (Stoelting Co.). A 5 μl Hamilton syringe with a 33-gauge metal needle was used to infuse the virus with a microsyringe pump (KdScientific) at a rate of 50 nl/min over 10 min. See Table 1 for viral vectors used. All stereotaxic coordinates were in relation to bregma for dorsomedial striatum (DMS): anterior-posterior, 0.5 mm; medial-lateral, +/−1.5 mm; dorsal-ventral, −2.8 mm. Following infusion, the needle was kept at the injection site for 5 min then slowly withdrawn. For optogenetic experiments, fiber optic assemblies consisting of a plastic mount containing two fibers (200-μm core and 220-μm cladding) mounted in 1.25-mm zirconia ferrules were implanted in the DMS (anterior-posterior, 0.5 mm; medial-lateral, +/−1.5 mm; dorsal-ventral, −2.6 mm) of each experimental mouse. Cannulas were secured to the skull using a base layer of adhesive dental cement (C&B Metabond; Parkell) followed by a second layer of cranioplastic cement (Stoelting Co.). For fiber photometry, unilateral optic-fiber cannulas were used (fiber: core = 200 μm; 0.48 NA; M3 thread titanium receptacle; Doric Lenses).

Behavioral testing

Behavioral tests occurred during the light cycle. Mice were either housed in the behavioral testing area or moved to a behavioral suite and allowed to acclimate for at least 30 min. Mice were handled for at least 3 days prior to testing. Behavioral measurements were collected using Noldus Ethovision software (Noldus Information Technologies, Table 1: Viral information and sources

| Viral vector | Abbreviation | Scenopohyten | Serotype | Titer | Volume /side | Time post surgery for expression | Source |
|--------------|--------------|--------------|----------|-------|-------------|-------------------------------|--------|
| rAAV-Ef1α-DIO-hChR2(H134R) | ChR2 | serotype AAV8, titer = 8×10^{12} | 500 nl | At least 2 weeks | UNC vector core |
| AAV-Dio-EF1α-Drd2KO-ires-mCitrine-WPRE | KOR-DREADD | serotype AAV8, titer = 1.2×10^{13} | 500 nl | At least 8 weeks | UNC vector core |
| AAVdj-EF1α-DIO-GCaMP6s | GCamp6s | serotype AAV8, titer = 3.1×10^{12} | 500 nl | At least 8 weeks | UNC vector core |
| AAV8-Hsyn-GFP | GFP | serotype AAV8 | 500 nl | At least 8 weeks | UNC vector core |

NED) and analyzed with customized Python scripts (https://github.com/KravitzLab).

Open field locomotion was measured in Noldus Phenotyp 3000 (30 cm × 30 cm × 35 cm, length × width × height) polycarbonate chambers or in a large (40 cm × 40 cm × 40 cm) acrylic/PVC chamber. The center area was defined as 65% of the open field arena. The zero maze was 57 cm in diameter and 34 cm high off the ground, and consisted of two “open” arms (7 cm wide) without walls, and two “closed” arms that were enclosed by IR-transparent plastic that allowed for IR-video tracking within the closed arms. Mice started in the open arm of the elevated zero maze, and sessions began once the mouse had moved into the closed arm. In our fiber photometry experiment, we observed a high frequency of transients occurring when the mouse was at the edge of the closed arm, facing the open arm. To better categorize this activity, we defined the four areas at the transition of open and closed as the mouse being in a “transition zone”. This was quantitatively defined as a 30-degree arc centered on the boundary between the open and closed arm, thereby allocating equal total area (120 degrees each) to the “open”, “closed”, and “transition” zones. We used the same parameters for the transition zone stimulation experiment.

For KO experiments, zero maze and open field sessions lasted 10 min. For photometry experiments, mice were recorded for 30 min on both the zero-maze and the open field. For optogenetic experiments, mice were placed in the task for either a 1-min or 5-min baseline period followed by 5 cycles of 1 min on, 1 min off stimulation at 0.1–0.2 mW. For DREADD experiments, animals first acclimated for 1 h prior to injection, after which they were injected with either Salvinorin B (17 mg/kg) or DMSO (vehicle). Measurements began 20 min post-injection and lasted 10 min. In the transition zone stimulation experiment, mice received a two-second, 200 µW burst of stimulation when they moved from the closed arm to the transition zone or from the open arm into the transition zone. Mice were required to remain in the transition zone for at least 0.5 s for the trial to start and the stimulation to be delivered. Stimulation trials were interspersed with no stimulation control trials, in which the mouse would enter the transition zone but would not receive stimulation. Stimulation and no stimulation trials were delivered pseudo-randomly. There was a total of 40 trials, 10 each of closed to transition zone stimulation trials, closed to transition zone no stimulation trials, open to transition zone trials, and open to transition zone no stimulation trials.

Movements were defined as periods in which the mouse was moving at 2 cm/s or faster for at least 500 ms. Movements in the sub-regions of the apparatus (open or closed arms of the zero maze, center or surround of the open field) were derived as a subset of total movements, and included both movements that resulted in entering the sub-region for at least 500 ms during a movement bout as well as movements entirely within that sub-region. Thus, if a mouse spent at least 500 ms in the open arm during a movement, or if the mouse began and ended a movement entirely within the open arm, this movement was considered a movement in the open arm.

Fiber photometry

Mice were connected for fiber photometry with a single optic fiber (core = 200 µm; 0.48 NA; M3 connector; Doric Lenses). Blue light (475 nm LED, Plexon Inc) was modulated with an 80 Hz sinusoid waveform from a function generator (B&K Precision, model 4054B) and delivered to the brain. The average power of this modulated illumination was 20–40 µW. The emitted green fluorescence passed through a dichroic mirror and 505–535 nm cut filter (FMC4 port minicube, Doric Lenses) and was detected with a femtowatt silicon photoreceiver (Model 2151, Newport). Analog signals from the detector were then amplified and recorded with a digital acquisition system (Omniplex, Plexon Inc). Synchronized videos were recorded simultaneously via Ethovision XT (Noldus Information Technologies, NED).

Raw signals were demodulated and converted to df/f with custom Python scripts that were executed in Neuroexplorer V5 (scripts available at: https://github.com/KravitzLab, Figure S3). These scripts demodulated the raw signal by returning power at 79–81 Hz, using the spectrogram analysis in Neuroexplorer v5. Next, the demodulated signal was transformed into df/f using a rolling average of 1 min around each data point as f, and normalizing each data point f by the formula $f' = \frac{f - f_n}{f_n}$. Photometry signals were exported as average peri-event time histograms around these events, and specific behavioral periods were extracted for analysis. These periods were: baseline (a 5 s period beginning 15 s before the entry into the zone), pre-movement (a 5 s period beginning 8 s before the entry into the zone) and movement (a 1 s period beginning at the peak of the movement). Average df/f in each period was generated for each mouse, and these averages were entered into a RM-ANOVA to detect effects of behavioral period on photometry signals in each group.

Histology

Brains were removed and post-fixed in 10% formalin. Brains were transferred to 30% sucrose in PBS for 2–3 days, until saturated, and then sectioned at 40 µM on a freezing microtome (Leica). Sections were counter stained with DAPI and mounted on slides for imaging with a slide-scanning microscope (Olympus VS120). After scanning, fluorescence areas were outlined in ImageJ (https://imagej.org).
Quantification and statistical analyses

Video or mouse behavior was processed and quantified with Ethovision XT (Noldus Information Technologies). Data was organized in Microsoft Excel. Statistical comparisons were made in Graphpad Prism version 7, via ANOVAs and t-tests where specified. Randomizations were performed for counter-balanced experiments by alternating mice based on mouse number. All comparisons met the assumptions of the test used, including similar variance between groups being compared.
Fig. 2 Population calcium signaling in iMSN-Control and iMSN-Drd2KO mice. a Schematic of photometry system. b Example traces from iMSN-Control, iMSN-Drd2KO, and iMSN-GFP mice. c Time spent in open arms and center for iMSN-Control and iMSN-Drd2KO mice. d–f Average photometry recordings around movements into the open arms for iMSN-Control, iMSN-Drd2KO, and iMSN-GFP mice. Periods for ANOVA analysis noted in vertical bars. g Average dff for baseline, pre-movement, and movement periods. h–k Same as (d–g) but for all movements. l–s Same data presentation as (d–k) but for open field. *s denote significance between control and iMSN-Drd2KO by Sidak’s post hoc test following two-way ANOVA.
Results

Avoidance behavior in the zero-maze and open-field tasks

We first investigated how specific behavioral features of wildtype mice (25 males, 8 females) correlated with the time they spent in the open areas of these tasks, using a multiple regression analysis. The features tested were (1) speed while moving, (2) average duration of movement, (3) total number of movements, (4) total distance moved, and (5) number of movements into the open area of each task. The regression model was significant for both zero maze \( F(5, 27) = 28.5, p < 0.0001 \) and open field \( F(5, 27) = 32.7, p < 0.0001 \), and indicated that ~85% of the variance of the time spent in the open areas was captured by these five behavioral variables (zero maze \( R^2 = 0.84 \), open field \( R^2 = 0.86 \)). On the zero maze, the strongest single behavioral correlate was the number of movements into the open arms of the maze (Figure S1F, \( p < 0.0001 \), full statistics in Table S1), consistent with the view that the zero-maze evaluates the balance between approach and avoidance, more so than global differences in activity [7]. The average duration of movements also formed a slight but significant \( (p = 0.02 \), Figure S1D) correlation with time in the open arms, indicating there may be a link between the mechanics of individual movements and approach behavior in this task. Speed while moving, total number of movements, and total distance did not correlate significantly with time in the open arms \( (p > 0.10 \), Figure S1B, C, E), indicating that overall activity level is not a strong correlate of approach behavior in this task. For the open field, the strongest correlate was also the number of movements into the center \( (p < 0.0001 \), and no other movement feature formed a significant correlation with time in the center \( (p > 0.26 \), Figure S1G-K). Together these results demonstrate that the percent of time spent in risky areas of these tasks reflects decisions to initiate movements into these regions and not global metrics of activity.

D2Rs on indirect pathway neurons control approach-avoidance balance

To identify the contribution of different populations of striatal D2Rs to avoidance behavior in these tasks, we used a breeding strategy that generated mice lacking D2Rs in striatal indirect pathway medium spiny neurons (iMSN-Drd2KO, \( n = 11 \)), cholinergic interneurons (CIN-Drd2KO, \( n = 12 \)), or dopaminergic neurons (DAT-Drd2KO, \( n = 10 \) Figure S2A), and tested these mice and their littermate controls (iMSN-Drd2WT, \( n = 11 \), CIN-Drd2WT, \( n = 9 \), DAT-Drd2WT, \( n = 10 \)) on the zero maze and open field. iMSN-Drd2KO mice, but not the other two lines, spent less time in both the open arms of the zero-maze and the center of the open field compared to littermate controls \( (F 1a,b, 2\text{-way ANOVAs, Zero-maze interaction: } F(2, 57) = 7.6, p < 0.002, \text{ Open field interaction: } F(2, 57) = 4, p < 0.03, \text{ Sidak’s post hoc tests both } p < 0.05 \). This was associated with fewer movements into the open arms and center in iMSN-Drd2KO mice \( (F 1c,h, 2\text{-way ANOVA with Sidak’s post hoc tests } p < 0.05) \), but not into the closed arms or surround of the open field \( (1d,i, p > 0.26 \text{ for all}) \). As with wildtype mice, entries into the open areas also correlated strongly with the total time spent in these areas in the iMSN-Drd2KO mice \( (R^2 = 0.94, p < 0.0001 \text{ for zero maze and } R^2 > 0.83, p < 0.0001 \text{ for open field, Fig. 1e,j}. \) These correlations also held when controlling for total distance moved \( (R^2 = 0.68, p < 0.005 \text{ for zero maze, } R^2 = 0.90, p < 0.0001 \text{ for open field}) \). These results demonstrate that D2Rs on iMSNs, but not cholinergic neurons or dopamine neurons, control avoidance behavior in both tasks, independently of differences in overall activity levels.

To further evaluate the above claim, we examined finer aspects of movement in all three lines of mice. iMSN-Drd2KO mice had lower average velocity in both tasks, with slightly slower speeds while moving into both open and closed areas of the task, as well as shorter durations of movements \( (\text{RM ANOVAs followed by Sidak’s post hoc: } p < 0.01 \text{ for all, Figure S2}) \), consistent with prior literature [50] and with movement patterns during approach-avoidance conflict [8]. DAT-Drd2KO mice had longer durations of movement in both tasks, and had higher average velocity and velocity of movement in the open field \( (\text{Sidak’s post hoc: } p < 0.005, \text{ Figure S2}) \), consistent with prior reports on these mice [45]. There was no effect of knocking out the D2R on cholinergic interneurons on any behavioral measure \( (p > 0.26 \text{, full statistics in Table S1}) \).

Population calcium activity of iMSNs was disrupted in iMSN-Drd2KO mice

To gain insight into why removing D2Rs from iMSNs increased avoidance of the open areas of these tasks, we expressed GCaMP6s [55] in iMSNs in the dorsomedial striatum of control \( (A2A-cre, n = 9) \) and iMSN-Drd2KO \( (n = 7) \) mice, and recorded population calcium signals from each group \( (\text{Fig. 2a,b, S3, histology in Figure S9}) \). iMSN-Drd2KO mice spent less time in the open arms and center than iMSN-Control mice, as in above experiments \( (\text{Fig. 2c, one-tailed t-tests, both } p < 0.05) \). We examined fluorescence in three defined periods: baseline \( (\text{a 5 s period beginning 15 s before the mouse entered the open arms or center}) \), pre-movement \( (\text{a 5 s period beginning 8 s before the mouse entered these zones}) \), and movement \( (\text{a 1 s period directly after the mouse entered these zone, Fig. 2d}) \). On average,
control mice exhibited ~5–10% increases in calcium activity during movements into the open arms or center, relative to baseline (Figure D, L). In contrast, iMSN-Drd2KO mice did not exhibit a significant increase during these periods (Fig. 2e,m). For the zero maze, post hoc tests (following a RM-ANOVA) revealed a significant difference in activity between baseline and movement in the iMSN-Control mice ($p < 0.005$), but not the iMSN-Drd2KO mice (Fig. 2g, $p = 0.46$). Similar results were found for the open field, where post hoc tests revealed a significant difference in fluorescence between baseline and movement in the iMSN-Control ($p < 0.005$) but not the iMSN-Drd2KO mice (Fig. 2o, $p = 0.90$). Importantly, no significant modulations in calcium activity were observed in iMSN-GFP mice (Fig. 2f,n, all $p > 0.6$ in post hoc tests). Despite the reductions in average velocity in the iMSN-Drd2KO mice [50], velocity during these tasks movements was not significantly different in these mice (Figure S4G, O, RM-ANOVA $p > 0.78$ for both). Therefore, the disruption in temporal patterning of iMSN calcium activity was not attributable to differences in movement velocity.

We next examined activity around all movements, regardless of where they occurred in these tasks, to determine whether the differences in calcium signaling were specific to movements into the open areas. For the zero-maze, we observed a similar pattern as with open-arm movements (Fig. 2h–j). Post hoc tests (following RM-ANOVA) revealed a significant difference in activity between baseline and movement in the iMSN-Control mice ($p < 0.001$), but not the iMSN-Drd2KO mice (Fig. 2g, $p = 0.97$). For open field, fluorescence increased significantly between baseline and movement in both iMSN-Control and iMSN-Drd2KO mice (both $p < 0.001$), but also between baseline and pre-movement ($p < 0.01$) in the iMSN-Drd2KO mice (Fig. 2s). GFP expressing mice ($n = 4$) did not exhibit any significant modulation in activity around movements in either task (Fig. 2f,j,n,r, all $p > 0.6$ in post hoc tests). There was again no difference in the velocity of movements on the zero maze (Figure S4K, $p = 0.57$), although there was a difference on the open field (Figure S4S, $p < 0.01$).

Finally, we analyzed the distribution of peak activity levels during the movement period between iMSN-Control and iMSN-Drd2KO mice, to see if there was a between-genotype difference in this measure. We did not detect any significant difference between the two genotypes (Kolmogorov-Smirnov tests, $p < 0.27$ for both tasks), which may reflect the high level of variance in fluorescence during movement across mice (Fig. 2k,s). We conclude that the loss of D2Rs in iMSNs is associated with disrupted temporal activity patterns of iMSNs around both “risky” movements into the open areas of the task, and also more generally around movements in these tasks.

**Stimulation of iMSNs promoted avoidance**

As iMSN-Drd2KO mice exhibited disorganized calcium activity around movements in these tasks, we tested whether artificially disrupting the output of iMSNs with optogenetic stimulation would also increase avoidance behavior in these tasks. Moderate levels (~1 mW) of iMSN stimulation induces motor freezing [51], which would preclude investigation in exploratory tasks. We therefore first characterized a dose-response curve to determine levels of stimulation that had minimal effects on movement (Figure S5A). We virally expressed channelrhodopsin-2 (ChR2) in iMSNs using a cre-dependent strategy and stimulated mice ($n = 8$) at eight intensities (0, 50 µW, 100 µW, 250 µW, 500 µW, 1 mW, 1.5 mW, and 2 mW, run in a randomized design). We observed decreases in distance and frequency of movement even at the lowest intensities (Figure S5B-C). We used 100–200 µW for the remainder of our optogenetic experiments as this reliably caused behavioral changes without inducing excessive freezing.

In a new group of mice (iMSN-Control $n = 21$, iMSN-ChR2 $n = 16$), we stimulated iMSNs in an alternating design (five presentations each of 1-min ON, 1-min OFF, Figure S6). All mice were run in zero maze, while 11 iMSN-Control and 12 iMSN-ChR2 mice were run in open field. Consistent with our hypothesis, low-power stimulation of iMSNs caused mice to spend less time in the open arms of the zero maze and the center of the open-field (2-way ANOVA with Sidak’s post hoc: $p < 0.02$ for both, Fig. 3a,b, f,g), which was associated with fewer movements into open arms of the zero maze (Sidak’s post hoc, $p < 0.02$, Fig. 3c), and a trend towards this for open field ($p = 0.07$, Fig. 3h). Interestingly, we did not observe any significant effect of ChR2 stimulation on the number of movements into the closed arms or surround of open field (both $p > 0.9$, Fig. 3d,i). Again, strong correlations were observed between the number of movements into open areas and the total time spent in these areas during ChR2 stimulation ($R^2 > 0.66$, $p < 0.0001$ for zero maze, Fig. 3e, $R^2 > 0.94$, $p < 0.0001$ for open field, Fig. 3j), which remained significant when controlling for total distance moved ($R^2 > 0.66$, $p < 0.0001$ for zero maze, $R^2 > 0.86$, $p < 0.0001$ for open field). We analyzed the minute-by-minute data to see if the effect of the stimulation recovered between trials, but did not observe a statistically quantifiable recovery between stimulation trials (Figure S6). An analysis of finer features of movement largely recapitulated what was found in iMSN-Drd2KO mice: a decrease in average velocity and movement duration during stimulation in both tasks (2-way ANOVA with Sidak’s post hoc in ChR2 expressing mice: $p < 0.05$ for both tasks, Figure S5D, H, I, M), without significant changes in velocity of movements (Figure S3E, F, J, K,
These results demonstrate that low power stimulation of iMSNs facilitates avoidance of open areas in these tasks and provides a potential mechanism by which loss of D2Rs on iMSNs increases avoidance—by disrupting iMSN output.

**Stimulation of iMSNs near open areas promoted avoidance**

To specifically alter iMSN activity around movements, we conducted “closed-loop” optogenetic experiment in...
which we delivered brief (2 s at 200 μW) stimulation to iMSN-ChR2 mice (new mice, \(n = 9\)) when they approached the boundary between the open and closed arms of zero maze. This stimulation was delivered on ten trials when mice approached the open arm and ten trials when they approached the closed arm (Fig. 4a,e). These trials were interspersed with control trials in which no stimulation was delivered. The most common response following an approach towards the open arm was a retreat back to the closed arm, regardless of stimulation state (Fig. 4b). However, mice retreated to the closed arm significantly faster in stimulated trials (Fig. 4c, one-tailed paired \(t\)-test, \(p < 0.05\)). Importantly, this effect was counter to the inhibitory effect of iMSN stimulation on movement [51], demonstrating that avoidance behavior can be driven by iMSN stimulation independently of changes in movement. We performed a similar stimulation paradigm on these mice as they moved from the open arm towards the closed arm (Fig. 4e). Again, mice most commonly entered the closed arm following this approach, regardless of the stimulation state (Fig. 4f). In this case, mice remained in the closed arm longer following the stimulated trials (Fig. 4h, one-tailed paired \(t\)-test, \(p < 0.02\)). We conclude that short (2 s) bursts of low-power iMSN stimulation can promote avoidance of open areas in these tasks.

Inhibition of iMSNs reduced avoidance in exploratory tasks

Finally, we predicted that inhibiting iMSNs would reduce avoidance in these tasks. We inhibited the output of iMSNs with a kappa-opiate receptor (KOR)-based DREADD, a Gi-coupled receptor that is activated by systemic administration of the ligand Salvinorin B (SalB [54]). We expressed this receptor in iMSNs of A2A-cre mice (histology in Figure S9), and examined their behavior on the zero-maze and open field in a counter-balanced design, in which each mouse received SalB or vehicle on separate days, one week apart. Consistent with our prediction, SalB increased the time spent in the open arms and center (Fig. 5a,b,f,g, one-tailed paired \(t\)-test: both \(p < 0.05\), full statistics in table S1). DREADD mediated inhibition of iMSNs selectively increased the number of movements into these areas (Fig. 5c,h, one-tailed paired \(t\)-test: both \(p < 0.05\)). Importantly, these effects occurred without altering the number of movements into the closed arms or surround (Fig. 5d,i, full statistics in table S1). Across individuals, the number of movements into the center was again strongly correlated with the total time in the open arms and center of the open field (Fig. 5e,j, both \(R^2 > 0.66, p < 0.0001\)). In analyses of finer aspects of movement, we found that DREADD activation did not alter average velocity, velocity of movements into the open or closed areas of the task, nor average
duration of movement (Figure S7). In this way, inhibiting iMSN output reduced avoidance in both tasks wholly independent of changes in other aspects of movement.

We also tested whether this manipulation could rescue the heightened avoidance behavior of iMSN-Drd2KO mice. The KOR DREADD was expressed in a new group of iMSN-Drd2KO mice ($n = 6$), and they were tested under identical conditions as above. Relative to vehicle, SalB caused a trend towards an increase in time spent in the open arms (Figure S8A, one-tailed $t$-test, $p = 0.08$), and
significantly increased the time in center of the open field (Figure S8G, \( p < 0.01 \)). This was also associated with a significant increase in average velocity in the zero maze (\( p < 0.05 \) but not open field (Figure S8D, J). While also increasing the duration of movements (Figure S6J, \( p < 0.05 \)). Trends were noted for increased numbers of movements into the center (Figure S6H, \( p = 0.07 \)) and decreased numbers of movements into the surround in the open field (Figure S6K, \( p = 0.07 \), but not the zero maze. Finally, no change was noted for the velocity of movements into the open or closed areas of these tasks (Figure S6E, F, K, L). These results suggest that inhibition of iMSN activity in iMSN-Drd2KO mice can rescue some of the heightened avoidance behavior, although it is associated with other changes in movement in these mice.

**Discussion**

While the striatum has been implicated in resolving approach-avoidance conflicts, its precise role in this process remains unclear. Due to the role of striatal iMSNs in controlling both aversion [36] and the inhibition of actions [51], we hypothesized that iMSNs may serve to bias decision-making towards avoidance under conditions of uncertainty or danger. This would allow more time for information to accrue before an animal selects an action. Here, we report several experimental results that are consistent with this hypothesis. Removing D2Rs from iMSNs (but not dopaminergic or cholinergic neurons) decreased the time mice spent in the open areas of the zero maze and the open field, which was linked to reductions in movements into these areas. Population calcium recordings revealed disorganized iMSN activity around these movements in mice lacking D2Rs on iMSNs. Disrupting the output of iMSNs with low levels of optogenetic stimulation also enhanced avoidance, while inhibition of iMSNs via DREADD receptors reduced it. While our experiments characterized acute effects of manipulating iMSN output, plasticity in these circuits [56, 57] may lead to chronic elevations in avoidance in disorders such as social anxiety disorder or agoraphobia.

Across all experiments, the strongest behavioral changes involved reductions in the number of movements initiated into open areas, a measure of avoidance. Due to the role of iMSNs in controlling movement, we carefully considered the impact of alterations in global movement levels on our results. Interestingly, none of our manipulations modified the number of movements that mice made into the closed arms or surround of an open field, indicating that animals were able to initiate movements into “safe” areas of these tasks with normal frequency. Across all manipulations, mice also exhibited similar speeds while moving as control mice, again highlighting that manipulations of iMSNs mainly interfere with the initiation, and not execution of movement. That said, we did observe a decreased duration of movements in several manipulations, also consistent with previous studies [50]. Short, small movements are also consistent with risk assessment behavior [3, 4] and moving under approach-avoidance conflict, in which animals “dither between approach and avoidance” when at the balance point between the two [8].

It has been reported that over-expression of D2R in striatal iMSNs also disrupt behavioral flexibility and action selection [58]. Combining this with our present results suggests that perturbations in D2R expression in striatal MSNs disrupt action selection and initiation, regardless of whether expression is increased or decreased. While it is possible that some of the behavioral effects we observed could also be due to alterations in D2R expression during development, we do not think our main results depend on development. First, we were able to modulate the behavior of these mice via virally expressed opsins and DREADDs in adult wildtype animals. In addition, Cre-mediated knockdown of the D2R in iMSNs was sufficient to induce bradykinnesia in adult mice [50].

Though prior work demonstrated reductions in action potential rates of MSNs in awake iMSN-Drd2KO mice [50], it was difficult to assess this point in our fiber photometry recordings. Overall fluorescence levels in fiber photometry recordings can be sensitive to the expression levels of gCaMP6 as well as the placement of the optical implant relative to the infection site, factors that can vary between animals. As such, fiber photometry signals are typically normalized to total fluorescence [53], as we did here. In addition, calcium recordings via fiber photometry can be sensitive to sub-threshold events as well as action potentials, whereas extracellular electrophysiology is only sensitive to action potentials. For these reasons, we were unable to directly compare our findings to those from Lemos et al. [50], and assess whether overall levels of iMSN activity were reduced in our fiber photometry recordings. However, consistent with electrophysiological recordings of these neurons, we observed a disorganization in iMSN output in iMSN-Drd2KO mice. Prior reports have noted enhanced GABA release from iMSNs in iMSN-Drd2KO mice [50] and alterations in striatal lateral inhibition [59], both of which may be responsible for the disruption of movement-related calcium activity we observed here.

In a causal test of this idea, we found that tonic stimulation of iMSNs, or brief optogenetic stimulation as mice approached the open arm, increased avoidance behavior. We interpret these optogenetic experiments as artificially de-coupling iMSN output from current behavioral processes. In this way, optogenetic disruption of iMSN activity may be similar to the tonic enhancements in GABA output observed in iMSN-Drd2KO mice [50]. Consistently,
reducing iMSN output via DREADD-mediated inhibition of iMSNs increased approaches into, and time spent in, the open areas of both tasks. These effects occurred in the absence of more global changes in movement, a promising profile for potential therapeutics. Many anxiety disorders are characterized by high levels of passive avoidance (i.e., agoraphobia and social anxiety disorder). In addition, conflict itself can act as a cost, which can boost learning from punishment [60]. In anxiety disorders, this may contribute to a negative cycle, whereby a conflicting experience can increase the anxiogenic properties of similar experiences in the future. While multiple classes of medications are currently prescribed to treat anxiety (benzodiazepines, barbiturates, opiates, anti-depressants), those that primarily engage the dopamine system are notably absent [61]. This is due to concerns about both abuse liability and the potential of dopaminergic manipulations to exacerbate anxiety. While these are concerns for medications that non-selectively engage the dopamine system, targeting specific dopaminergic sub-circuits may modify anxiety states without such effects. The D2/D3 agonist ropinirole has been shown to have promising anxiolytic effects without producing global changes in movement [62–64], although the population of D2Rs mediating the anxiolytic actions is not known. Other potential mechanisms for modulating activity of iMSNs may include modulating adenosine-2A receptors, which has shown potential in pre-clinical tests of depression but so far not anxiety [65–67]. While more work is needed, therapies that inhibit the output of iMSNs may be a promising approach for reducing avoidance behavior in anxiety disorders.
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