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1. Introduction

Locating other agents around autonomous vehicles (AVs) is a difficult technological challenge. Cameras provide a cheap solution to detect and track vehicles, cyclists, and pedestrians. However, they cannot estimate accurate distances between AVs and moving agents. AVs rely on several sensors to have a better perception of the environment. LiDAR (Light Detection and Ranging) is arguably the most significant of all sensors. A LiDAR uses a laser scanner to measure the distance to the environment, thereby generating a sparse cloud representation. Based on the sparse cloud representation, AVs can locate themselves and understand accurately the trajectories of the surrounding agents, which allows them to have better motion plans. To achieve this, 3D object detection using the LiDAR point cloud plays a key role.

Following the tremendous advances in deep learning approaches for computer vision, a large body of literature has investigated object detection methods. However, most studies are designed for 2D object detection. While many similarities can be observed between the 2D and 3D object detection methods, a key difference exists: the point cloud is a sparse and structureless 3D data, whereas the image is a dense 2D data with a fixed structure. Because of this difference, 3D object detection cannot trivially lend itself to standard image convolutional pipelines, which are used commonly in 2D object detection.

Some of the early works generated structured 3D point cloud data by interpolation and then used 3D convolutions [1] for object detection to use standard image convolutional pipelines. However, such methods incur huge costs in terms of time and memory. Hence, to avoid the use of 3D convolutions, the 3D point cloud is projected into a 2D image plane, such as the front view [2] or the bird’s eye view (BEV) [3, 4]. The latter is commonly used; however, BEV is extremely sparse, making the direct application of 2D
convolutions inefficient and impractical. A common workaround for this problem is to partition the whole space into voxels [5] or pillars [6]. Then, the hand-crafted features or automatically engineered features, usually with the aid of PointNet [7], can be extracted from voxels or pillars to represent the point cloud as feature maps. Finally, standard image convolutional pipelines can be used on these feature maps for 3D object detection. A detailed review of object detection using LiDAR data will be discussed in the next section.

In this work, a scale-aware attention-based PillarsNet (SAPN), which is an improved version of PointPillar that enables end-to-end learning with only 2D convolutional layers, is proposed. PointPillar segmented the whole space into pillars and then generated a pseudo-image with the extracted pillar-level features. PointPillar can perform 3D detection at high speed. However, the detection accuracy is lower than that of several state-of-the-art methods [5, 6, 8]. Our study offers mainly three contributions to boost the detection accuracy. First, we proposed a scale-aware feature engineering approach, which uses multisolution pillars and a multiscale backbone jointly. Second, we introduced a spatial-attention mechanism to highlight the object-related information in the feature maps of the backbone, which can improve the detection performance. Lastly, we used the SE-attention to reweight the features fed into the detection head, which can then estimate the positions and orientations of vehicles, cyclists, and pedestrians accurately.

Compared with the traditional PointPillar, the main contributions of this paper are as follows: since the original point cloud features produced by LiDAR are sparse at long range, the traditional fixed resolution method of PointPillar only focuses on global features, not local features, which is not conducive to the extraction of remote sparse point cloud information. In this work, the multisolution pillars can extract remote sparse point cloud information more effectively; the multiscale backbone can realize the fusion of shallow feature (local feature) and deep feature (global feature) in the feature extraction process; the spatial-attention mechanism can highlight the features related to the target detection task. Through the combination of these algorithms, we can more effectively extract features suitable for target detection and then improve the detection performance.

The rest of the paper is as follows. Section 2 reviews some related works of 3D object detection and point cloud processing. The proposed method is described in Section 3. Experimental results and discussion will be given in Section 4 and Section 5, respectively.

2. Related Work

We review related works that perform 3D detection from single modality and multisensor fusion. Furthermore, we review some recent works on how to process the point clouds.

2.1. 3D Detection from Single Modality. Early approaches to perform 3D detection focused on monocular [9] or stereo [10, 11] images captured by RGB cameras. However, these camera-based solutions suffer from inherent difficulties of estimating depth from images, which lead to poor localization accuracy. More recent 3D detection approaches use range sensors, such as LiDAR [5, 6], which can capture precise depth measurements accurately. However, these LiDAR-based solutions produce sparse observations, especially at long range, and lack details of objects that can be found in images. Simon et al. [12] utilized the YOLO detection approach on the BEV RGB-map generated from the point cloud to perform 3D object detection. However, BEV is extremely sparse. Thus, convolutional neural networks are inefficient to use. Yang et al. [3] presented a PIXOR 3D object detector from BEV of the LiDAR point cloud. Yang et al. [13] proposed IPOD that used a proposal generation module to output proposals based on each point. Both context and local information for each proposal are extracted for better detection performance. PointRCNN [8] proposed a novel proposal generation algorithm that could generate a small number of high-quality 3D proposals by segmenting the point cloud into foreground objects and background. However, processing each point is time-consuming.

Some preprocessing techniques that better utilize the 3D point cloud were proposed. VoxelNet [5] used a feature learning network to partition the space into voxels and transform points within each voxel to a vector representation characterizing the shape information. SECOND [14] utilized a sparse CNN to process the feature extracted by VoxelNet. The output is fed into an RPN to generate the detection results. PointPillars [6] replaced the voxel structure with a new pillar structure that ignores the z-axis information. A pillar network was built to convert the point cloud into a pseudo-image by extracting the pillar-level feature.

2.2. 3D Detection from Multisensor Fusion. Another commonly used strategy for 3D object detection is multisensor fusion. AVs are always equipped with different sensors, such as LiDAR, cameras, GPS, and high precision maps. MV3D [4] and AVOD-FPN [15] are early works that perform 3D object detection based on the fusion of LiDAR and cameras. However, ROI feature fusion occurs only at high-level feature maps and only fuses features at selected object regions instead of dense locations on the feature map. Qi et al. [16] generated 2D object region proposals and extruded them to a 3D viewing frustum. The 3D object bounding box was then predicted using PointNet on the points in the frustum. Wang and Jia [17] used F-PointNet to extract frustum-level features and reformed them as 2D feature maps, which were processed further by a fully convolutional network and detection header for 3D object detection. However, the overall performance is bounded by each stage, which still uses a single sensor. PointNet was also used as the backbone in RoarNet [18], which first estimated the 3D poses of objects via RoarNet-2D. Thereafter, 3D object detection via RoarNet-3D was performed. Xu et al. [19] presented a dense fusion approach to fuse LiDAR features...
extracted by PointNet and image features extracted by ResNet. Liang et al. [20] extracted image features via a CNN and then fused them with LiDAR features with continuous fusion in a multiscale manner. Liang et al. [21] proposed a multitask and multisensor fusion approach for 3D object detection. Ground estimation and depth completion are used as auxiliary tasks to improve 3D object detection. Du et al. [22] used 2D detection to select a subset of points. Score maps were utilized to find the car points in the subset. 3D object detection was achieved via a two-stage refinement CNN by using the car points. Generally speaking, 3D object detection from multisensor fusion has better detection accuracy than 3D object detection from a single modality at the cost of time and memory space.

2.3. Point Clouds Process. A large volume of works study deep learning on point clouds with the increase of their applications in 3D object detection [4, 15] and semantic segmentation [23–25]. PointNet [7] pioneered this route by independently learning each point and gathering the final features with max pooling. PointNet++ [26] reinforced the power of PointNet in capturing local structures, which have been proven important for the success of CNN, by designing a hierarchical feature learning architecture. SO-Net [27] modeled the spatial distribution of point cloud by building a self-organizing map and then conducted hierarchical feature aggregation on individual points. EdgeConv [28] generated edge features that describe the relationships between a point and its neighbors to capture local geometric features while maintaining permutation invariance. Geo-CNN [29] modeled geometric structures between points via directional descriptions. A hierarchical structure was used for scale issues. A relation-shape convolution operator [30] was presented to learn from relation, which encodes the geometric relation of points explicitly.

Many works have focused on the convolutional kernel, which should be designed specially to process irregular 3D points. An octree guided CNN [31] utilized the spherical kernel that preserves translation-invariance and asymmetry properties of the standard 2D convolutional kernel in the 3D point cloud. KPConv [32] could handle the case when input points were not aligned with kernel points. Each point feature was multiplied by all kernel weight matrices with a correlation coefficient depending on its relative position to kernel points. SpiderConv [33] extended convolution operations from regular grids to irregular point sets by parameterizing a family of convolutional filters. SCN [34] used the shape context kernel to capture the contextual shape information from the 3D point cloud. Apart from grouping points from grids or cells, a deep kd-tree-based network [35] was presented to process a 3D point cloud with better scaling performance. KCNet [36] proposed a kernel correlation layer to exploit local geometric structures and used a graph-based pooling layer to exploit local feature structures. Wang et al. [37] leveraged the power of spectral graph CNNs in the PointNet++ framework while adopting a novel graph pooling strategy that aggregates features at graph nodes.

3. Proposed Method

SAPN accepts point cloud as input and predicts 3D bounding boxes for cars, cyclists, and pedestrians. Figure 1 shows that the algorithm contains three main modules: (1) a multiresolution pillar-level feature extraction network that converts the point clouds to a multiscale pseudo-image, (2) a spatial-attention-based convolutional backbone to process the multiscale pseudo-image into high-level representation, and (3) an SE-attention-based detection head that performs 3D object detection. In Figure 1, input is only LiDAR point clouds and outputs are tight 3D bounding boxes with orientations. Notably, we only focus on car objects.

3.1. Pillar-Level Feature Extraction. As discussed above, several one-stage detection approaches extract voxel-level features by using PointNet and then perform object detection by performing 3D convolutions, which are time-consuming. PointPillars [6] first converts the point cloud to a pseudo-image by partitioning the whole space into pillars. The 2D convolutions can be used to extract feature maps from the pseudo-image. Each point in the pillar can be represented by a nine-dimensional pointwise input as follows: \( x, y, z, r, x_c, y_c, z_c, x_p, \) and \( y_p \), where \( x, y, z \) and \( r \) represent the three-dimensional coordinates and reflectance. The five augmented features for each point are \( x_c, y_c, z_c, x_p, \) and \( y_p \), where the subscript \( c \) denotes distance to the arithmetic mean of all points in the pillar and the subscript \( p \) denotes the offset from the pillar center. Then, pillar-level features are extracted by using PointNet. Pseudo-image is generated from the extracted features.

However, the points are not distributed evenly in all targets. Targets close to the LiDAR sensor demonstrate dense points, while targets located far away present sparse points. Most of the 3D object detection approaches capture multiscale features by concatenating feature maps of different scales. We propose to extract multiresolution pillar-level features. As illustrated in Figure 2, the point cloud is discretized into pillars in three different resolutions. \( \mathbf{P}_H, \mathbf{P}_M, \) and \( \mathbf{P}_L \) denote the number of nonempty pillars per sample of high, middle, and low resolutions, respectively. Then, we extract pillar-level features by using PointNet and generate pseudo-image for each resolution. Deconvolution is achieved through a transposed 2D convolution. Parameters in terms of kernel size and stride of convolution and deconvolution are demonstrated below. BatchNorm [38] and ReLU [39] are applied to both downsampled and upsampled features. The sizes of channel number \( C \), width \( W \), and height \( H \) of different feature maps are illustrated in detail in Figure 2. In addition, \( C \) is set to 128, \( W \) and \( H \) are calculated based on the \( x-y \) ranges and corresponding resolutions of different targets, which will be specified in Section 4. The input of Figure 2 is the pillars divided by different scales in Figure 2. Firstly, the point cloud space is divided according to the same scale to generate several equal-sized pillars. Then, PointNet is used to extract the features in the pillar. The PointNet algorithm can automatically extract the point cloud features in the pillar. Due to
the characteristics of PointNet, it is suitable for small-scale spatial feature extraction and has a good feature extraction effect for the divided pillar. As presented in Figure 2(b), we use a simplified version of PointNet that consists of two feature propagation modules. The pointwise input vector is fed into the first feature propagation module, in which a fully connected layer is applied followed by BatchNorm and ReLU to generate a pointwise feature vector and then a max-pooling layer is applied to generate locally aggregated feature vector. These two vectors are concatenated point-by-point to generate the point-wise concatenated feature vector, which is fed into the second feature propagation module. The output of the second feature propagation module is fed into the fully connected and max-pooling layers in sequence to generate the pillar-level feature vector. The lengths of all vectors are specified below. Finally, three pseudo-images are resized and concatenated into a fused one, which will be used as the input of the spatial-attention-based backbone.

3.2 Spatial-Attention-Based Basebone Pillar-Level. The backbone used in this work is similar to the improved region proposal networks (RPN) proposed in VoxelNet [5]. The input to the backbone is the previously generated concatenated pseudo-images. The architecture of the backbone is demonstrated in Figure 3. The backbone contains two subnetworks: one top-down network that downsamples feature maps at increasingly small spatial resolution by convolutional operations and another network upsamples and concatenates features maps of different resolutions.
Upsampling is also performed by deconvolution (transposed 2D convolution). BatchNorm and ReLU are applied to both downsampled and upsampled features.

To better capture effective spatial information, a spatial-attention operation is used in each scale of the feature map before concatenation. Taking the top branch as an example, the size of the input feature is assumed to be $C \times H \times W$ for simplification. Figure 4 depicts the pipeline of the spatial-attention operation in detail. First, we fed the input into two $1 \times 1$ convolutional layers to generate two new feature maps $G_1$ and $G_2$, respectively, where $\{G_1, G_2\} \in \mathbb{R}^{C \times H_2 \times W_2}$. We reshape $G_1$ to $\mathbb{R}^{C \times H_2 \times W_2}$ and transposed it. The matrix multiplication is then performed between the transposition of $G_1$ and $G_1$. The Softmax function $\sigma$ is used to calculate the spatial-attention matrix $W_{sa} \in \mathbb{R}^{(H_2 \times W_2) \times (H_2 \times W_2)}$, which encodes the spatial highlight that can be found in the input. Finally, the output is generated by performing matrix multiplication between $G_2$ and $W_{sa}$:

$$W_{sa} = \sigma(G_1^T \times G_1).$$

### 3.3. SE-Attention-Based Detection Head

Generally speaking, SE-attention-based detection head automatically obtains the importance of each feature channel through network self-learning and then improves the useful features according to the importance degree and suppresses the features which are not useful for the current task. Instead of creating a new spatial dimension, it merges feature channels by explicitly modeling the interdependence between feature channels.

In this work, the Single Shot Detector (SSD) [40] setup is used to perform 3D object detection. Similar to SSD, the prior boxes are matched to the ground truth by using 2D Intersection over Union (IoU) [41]. As illustrated in Figure 5, the concatenated features are used as input. We used a SE-attention mechanism [42] to reweight the input to select significant features automatically. The SE-attention mechanism is achieved by squeeze and excitation operations. Given an input $P \in \mathbb{R}^{H \times W \times C}$ at the squeeze step, the global average pooling is used to generate a channelwise vector $s \in \mathbb{R}^C$. Then, the following excitation step captures channelwise dependencies by learning the attention mechanism, which is achieved via two fully connected layers as follows:

$$e = \text{ReLU}(W_2 \delta(W_1 s)), \quad (2)$$

where $\delta$ and ReLU() refer to the sigmoid and ReLU functions, respectively. $W_1 \in \mathbb{R}^{C \times (Cr)}$ and $W_2 \in \mathbb{R}^{C \times (Cr)}$ are two learnable weights and $r$ is the reduction ratio, which is set empirically to 16 in this work. The reweighted features are then generated by reweighting the concatenated features with activation $e$ as follows:

$$\bar{P}_i = e_i \cdot P_i, \quad (3)$$

where the subscript $i$ indicates the $i$th channel. Finally, each of the features is enhanced or weakened by the reweighting operation. Afterward, the reweighted features are fed into three branches in a multitask learning manner. The box regression branch is used to estimate the 3D bounding boxes of targets by regressing several residuals. The classification branch is used to calculate the probability of the target being a given class. The direction classifier is used to determine the orientations of 3D bounding boxes.

### 3.4. Loss Function

As illustrated in Figure 4, three branches exist in the detection head. Thus, the network is trained in a multitask learning manner. We used the same loss functions as proposed in the SECOND [14]. For the box regression branch, we defined the 3D bounding box by $X, Y, Z, W, L, H$, and $\theta$, which represent the three-dimensional center, width, length, height, and yaw rotation of the box, respectively. The residuals between anchors and ground truth 3D boxes are defined as follows:
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Figure 4: Pipeline of the spatial-attention operation.

Figure 5: Pipeline of the SE-attention-based detection head.

\[ \Delta X = \frac{X_g - X_a}{d_a}, \]
\[ \Delta Y = \frac{Y_g - Y_a}{d_a}, \]
\[ \Delta Z = \frac{Z_g - Z_a}{h_a}, \]
\[ \Delta w = \log \frac{w_a}{w_g}, \]
\[ \Delta l = \log \frac{a_g}{a_a}, \]
\[ \Delta w = \log \frac{w_a}{w_g}, \]
\[ \Delta \theta = \sin \left( \theta_g - \theta_a \right), \]

where subscripts \( g \) and \( a \) represent ground truth and anchor boxes. The diagonal of the base of the anchor box represented by \( d_a = \sqrt{w_a^2 + h_a^2} \) is used to normalize \( \Delta X \) and \( \Delta Y \). Afterward, the localization loss of the box regression branch is defined by the SmoothL1 function as follows:

\[ L_{\text{loc}} = \sum_{\text{res} \in \{X,Y,Z,w,l,h,\theta\}} \text{SmoothL1} \left( \Delta \text{res} \right). \]

The abovementioned box regression scheme treats boxes in the opposite direction as being the same. Thus, a direction classification branch is used by adding a direction classifier to the reweighted features. Similar to the SECOND, a Softmax classification loss is used to calculate the direction loss \( L_{\text{dir}} \).

For the classification branch, the focal loss proposed in RetinaNet [43] is utilized to restrain the extreme imbalance between a mass of anchors and a spot of ground truths. The classification loss is defined as follows:

\[ L_{\text{cls}} = -\alpha (1 - p_i)^\gamma \log (p_i), \]

where \( p_i \) indicates the class probability of the \( i^{\text{th}} \) sample predicted by the network. Hyperparameters \( \alpha \) and \( \gamma \) are set to 0.25 and 2 according to RetinaNet.

Finally, the total loss function is defined by summing up all loss functions defined previously in a weighted manner as follows:

\[ L = \frac{1}{N_{\text{pos}}} \left( \beta_{\text{loc}} L_{\text{loc}} + \beta_{\text{cls}} L_{\text{cls}} + \beta_{\text{dir}} L_{\text{dir}} \right), \]

where \( N_{\text{pos}} \) is the number of positive anchors and constant weights \( \beta_{\text{loc}}, \beta_{\text{dir}}, \text{ and } \beta_{\text{cls}} \) are set to 2, 0.2, and 1 respectively, according to SECOND.

We use the Adam optimizer to optimize the total loss function for 200 epochs. The initial learning rate is 0.001 and the learning rate is decayed by a factor of 0.8 every 20 epochs.

4. Experimental Results

In this section, we present our experimental setups (dataset, detailed settings, and data augmentation), ablation studies, and quantitative and qualitative evaluations.

4.1. Experimental Setups. All evaluations are performed on the KITTI object detection benchmarking dataset [44] that consists of samples which have both images and point clouds. We only use point clouds for object detection, while several state-of-the-art methods used for comparison utilize both LiDAR point clouds and RGB images. The benchmarking dataset contains 7,481 training and 7,518 testing samples. Similar to PointPillar, we split the official training samples into 3,712 training and 3,769 validation samples. Since the ground truth objects are only annotated if they are visible in the image, we follow the same rule proposed in [5] of only using the points that are visible when they are projected into the image.

Three \( x-y \) resolutions are used, namely, 0.08, 0.16, and 0.32 m in the multiresolution feature encoder network. The max numbers of pillars (\( P \)) and points per pillar (\( N \)) are 12,000 and 100, respectively, according to [6]. We use the same anchors and matching strategy as those in [5]. Each anchor is described by its width, length, height, and \( z \) center. Two orientations, 0 and 90 degrees, are applied in each anchor. The 2D IoU is used to indicate whether anchors are matched to ground truth. A positive match is either the highest IoU or above a positive threshold. A negative match is below the negative threshold. All other anchors are ignored in calculating the loss. Axis aligned nonmaximum suppression (NMS) is used to remove redundant bounding boxes at inference time. Notably, the KITTI benchmarking dataset requires detections of cars, cyclists, and pedestrians. Some detailed settings for different targets are given as follows.

In this work, we focus only on detecting cars. Thus, the \( x, y, \) and \( z \) ranges are (0, 70.4), (−40, 40), and (−3, 1) meters.
The width, length, and height of a car anchor are 1.6, 3.9, and 1.5 m, respectively. The $z$ center is set to $-1$ m. The positive/negative thresholds used for matching are set to 0.6 and 0.45, respectively.

We perform all our experiments on a computing platform with an AMD2900X CPU and an NVIDIA 2080TI GPU. All experiments are performed on Ubuntu18.04 system with the Pytorch framework.

### 4.2. Data Augmentation

We used the same data augmentation strategy as in [14] for a good performance on the KITTI dataset. First, a lookup table is created to associate the ground truth 3D boxes. Point clouds fall inside these boxes. Then, for each sample, 15 ground truth 3D boxes for cars are randomly selected and placed into the current point clouds. Each ground truth box is rotated (uniformly drawn from $[-\pi/20, \pi/20]$) and translated $(x, y, z)$ drawn from $N(0, 0.25)$ independently) to further enrich the training set. Finally, a random mirroring flip along the $x$-axis, as well as a global rotation and scaling, is applied to all boxes and point clouds. A global translation with $(x, y, z)$ drawn from $N(0, 0.2)$ is performed to simulate localization noise.

### 4.3. Evaluation of the Multiresolution Strategy

We evaluated the multiresolution strategy by selecting three learned pseudo-images from different resolutions. Demonstrated in Figures 6(a) and 6(b) are the source and corresponding BEV images, respectively. Figures 6(c)–6(e) are pseudo-images chosen from high, middle, and low resolutions. Then, we can perform a scale-aware analysis of the scene and objects. For better understanding, we zoom-in the regions that contain two car objects from different resolutions of pseudo-images, as shown in Figures 6(f)–6(h). Notably, there are more than two cars as shown in (a). However, a few laser points can be detected in other car regions. Thus, we only choose the first two car objects for analysis. Car positions in the pseudo-images are opposite to those in the source image since the used mirror operation of data augmentation. Obviously, car objects from high-resolution pseudo-image contain abundant details, whereas car objects from low-resolution pseudo-image have strong edges. These complementary representations are beneficial to the subsequent 3D object detection.

### 4.4. Evaluation of the Spatial-Attention Strategy

We evaluated the spatial-attention strategy by comparing two feature maps w/wo spatial-attention operations. As illustrated in Figure 7, feature maps that contain activations of car objects are selected manually and several strong activations are labeled with ellipses. The red ellipse indicates the correct activation and the yellow ellipse indicates the wrong one. In Figure 7(a), two strong activations belong to two car objects being observed. However, in Figure 7(b), strong activations belong to complex backgrounds being observed. Car objects are found to have weaker activations than complex backgrounds, which decreases the detection accuracy. We conclude from the comparison that the spatial-attention strategy highlights object activations while restraining background noise, thus improving the detection performance. The effectiveness of multiresolution and spatial-attention strategies is further discussed in the ablation study.

### 4.5. Qualitative Evaluations

Qualitative evaluations are illustrated in Figures 8 and 9. Notably, only LiDAR point clouds are used for training. The 3D bounding box predictions from the BEV and image perspective are demonstrated. Figure 8 illustrates several successful detection results, with tight oriented 3D bounding boxes. Vehicles in these scenes are accurately detected and located even under partial occlusions. Following the rule proposed in PointPillars, van or truck existing in the scenes are not detected. Figure 8 shows three common failure modes due to different reasons. The guardrail is recognized wrongly as a vehicle in the first scene. In the middle scene, a vehicle is missed because of heavy occlusion and few point clouds are projected onto the missed vehicle. In the last scene, vehicles far away are hard to detect because point clouds are extremely sparse in such a far distance and thus cannot represent vehicle shapes.

### 4.6. Quantitative Evaluations

We followed the official KITTI evaluation protocol, where the IoU threshold for car samples is 0.7. The IoU threshold is the same for both BEV and 3D evaluations. Notably, the KITTI dataset is split into easy, moderate, and hard according to degrees of occlusions. The detection performance is officially ranked on the average precision of moderate results.

As demonstrated in Tables 1 and 2, the proposed method outperforms the selected state-of-the-art methods in both 3D and BEV detection performance. Compared with methods that use RGB images and LiDAR point clouds as input, the proposed method achieves higher average precision with only LiDAR point clouds, thus producing less temporal and spatial overhead. Compared with LiDAR-only methods, the proposed method achieves better results across all splits except for the hard split in 3D detection performance. In this split, the proposed method is slightly inferior to the PointPillars. Actually, the proposed method is an improved version of PointPillars. A detailed ablation study is performed in the next section.

### 4.7. Time-Cost Evaluations

The time cost of the proposed method is about 26 ms for each forward propagation on our computing platform. That is to say, it takes about 26 ms for once detection. Table 3 presents the comparisons of time costs between the proposed method and some state-of-the-art methods by using the same computing platform. As shown in the table, methods using LiDAR data only runs faster than methods using LiDAR and image data. Among these single mode-based methods, SECOND needs more time since it extracts 3D points from voxels but not the pillars used by PointPillars and our method. Our method improves PointPillars by introducing scale-aware feature extraction and two attention mechanisms. Hence, ours takes more time than PointPillars for once forward propagation.
Figure 6: Illustrations of the selected pseudo-images from different resolutions. (a) is the source image and (b) is the corresponding BEV image. (c), (d), and (e) are pseudo-images from high, middle, and low resolutions, respectively. (f), (g), and (h) are selected zoom-in regions that contain two car objects which are labeled with red rectangles.

Figure 7: Illustrations of feature maps with (a) and (b) without spatial-attention operations. In each subfigure, correct activations belong to car objects being labeled with red ellipses while wrong activations caused by complex backgrounds are labeled with yellow ellipse (best viewed in color).
However, as shown in Tables 1 and 2, the higher time cost compared with PointPillars is a trade-off between accuracy improvements.

The frequency of LIDAR is usually 10 Hz or 20 Hz; that is to say, the scan cycle time is 50 ms or 100 ms, which is much longer than our time cost. Meanwhile, in the urban environment, the vehicle speed is generally 60 km/h, about 16.67 m/s, and the driving distance of the vehicle is about 0.43 m among our time cost. Combined with the above two points, it can be inferred that the time cost can meet the requirements of real-time 3D detection.

### 4.8. Ablation Study

In this section, we conducted several ablation experiments to evaluate the effectiveness of different components of the proposed SAPN. The average precisions
of different combinations of three components, namely, multiresolution, spatial-attention, and SE-attention, are calculated from the perspective of 3D and BEV detections. All experiments are performed on the train split and evaluated on the validation split. As shown in Table 4, the proposed SAPN with all three components outperforms all other combinations or single component from the perspective of BEV detection. Among all single components, the spatial-attention module achieves the best performance and even slightly outperforms the combination of multiresolution and SE-attention modules in $E_{AP}$ and $H_{AP}$. From the perspective of 3D detection as demonstrated in Table 5, the proposed SAPN with all three components almost outperforms other combinations, except for $H_{AP}$, $H_{AP}$ of the combination of multiresolution and spatial-attention is slightly higher than $H_{AP}$ of all three components. The spatial-attention module still achieves the best performance among the three single components.

5. Conclusion and Discussion

In this work, we proposed SAPN, which is a one-stage object detection approach in 3D point clouds. In the first step, we extracted multiresolution pillar-level features from the point clouds, which made the detection approach sensitive to objects having dense or sparse points. In the backbone step, we built three branches to perform multiscale feature engineering and to refine the feature maps with a spatial-attention mechanism. In the final step, the SE-attention was introduced to reweight the fused features that will be fed into the detection head, which performs 3D object detection in a multitask learning manner. Experiments on the challenging KITTI benchmark demonstrate the effectiveness of the SAPN by achieving similar or better performance compared with several state-of-the-art LiDAR-based 3D detection methods. We also conclude that the proposed strategies can be easily embedded into other LiDAR-based 3D detection approaches with slight modifications.
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