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Abstract
Quantum technology has grown out of quantum information theory and now provides a valuable tool that researchers from numerous fields can add to their toolbox of research methods. To date, various systems have been exploited to promote the application of quantum information processing. The systems that can be used for quantum technology include superconducting circuits, ultra-cold atoms, trapped ions, semiconductor quantum dots, and solid-state spins and emitters. In this review, we will discuss the state of the art on material platforms for spin-based quantum technology, with a focus on the progress in solid-state spins and emitters in several leading host materials, including diamond, silicon carbide, boron nitride, silicon, two-dimensional semiconductors, and other materials. We will highlight how first-principles calculations can serve as an exceptionally robust tool for finding the novel defect qubits and single photon emitters in solids, through detailed predictions of the electronic, magnetic and optical properties.
1. Introduction

Quantum technology is a platform that exploits the basic rules of quantum mechanics to realize certain techniques and functionality more efficiently than classic technologies. The development of quantum technology opens new arenas of previously-impossible technologies due to the nature of quantum mechanics. In recent years, the interest in quantum technology has grown rapidly. Quantum technology has been flourished from quantum information theory which relies on controllable quantum bits (qubits) as the most elementary unit of quantum information. Quantum information theory predicted to solve such complex problems by algorithms based on qubits that are otherwise intractable by classic digital computers as well as led to the foundation of inherently secure communication based on the no-clone theorem of quantum states. The latter is the fundament of quantum communication applications that are now spreading commercially, in particular, by the use of quantum key distribution. The simulation of quantum systems and quantum computation is still its infancy but quantum computers are now publicly available with producing the first important results. The key of the development of reliable quantum devices is to realize physical qubits that have sufficiently long coherence times for doing quantum operations on them with high fidelities. In practice, the fidelity of the operation with physical qubits is not perfect and quantum error correction is necessary; this correction can be realized by multiple physical qubits for each logical qubit of the quantum algorithm. An exception would be the physical realization of the Majorana qubit, which is intrinsically a logical qubit.

One may distinguish two types of physical qubits in terms of their role in quantum information processing: local qubits are the units for quantum operations at the quantum nodes whereas the quantum information is delivered by flying qubits between the distant quantum nodes. A natural physical realization of the flying qubits are the photons that can connect the nodes. However, photons are not able to store quantum information at a given site, thus local qubits are typically realized on materials basis with sufficiently long coherence times of the quantum state. In this review, we focus on the physical realization of materials qubits. We note that the quantum nodes may be connected to each other by realizing an interface between the materials qubit and the photon.

The materials platforms of local physical qubits are numerous such as atoms in optical lattices, trapped ions, nuclear spins, superconducting circuits, spins in semiconductor quantum dots, and atomic sized defects in solids (see Fig. 1). Innovative areas of device application will arise once the physical properties of these materials are fully understood. From a physical perspective, materials with highly controllable quantum states will help to improve the key performance regarding the dynamical properties of quantum devices in general. Practical quantum devices will likely exploit different real materials for certain purpose. For example, a solid-state spin qubit may be used in a quantum memory because of the long coherence time, while a superconducting Josephson junction has an advantage as a computational qubit due to the fast processing capability. Since quantum technology is a subject of interest to a broad audience, the literature on this topic is now sizable. Obviously, given the breadth of the topics touched by quantum technology and defects in solids, not all technical details can be provided in one article. Interested readers are directed to the relevant references. For a brief overview of quantum simulators, they can refer to Ref.; for specialized reviews on trapped atoms and ions, they can refer to Refs. For reviews on superconducting circuits, they should refer to Ref. This review attempts to provide a self-contained description of the current status of research on materials development for solid state defect quantum technologies.

A key representative of solid state defect qubits is the nitrogen-vacancy (NV) center in diamond, which is a paramagnetic color center. The electron spin of single defect centers can be initialized and read out through spin-dependent luminescent measurement by optical pumping (see Section 3.1). Importantly, the electron spin state can be coherently manipulated with an alternating magnetic field. In addition, the electron spin of the defect center exhibits long coherence times (~ns) even at room temperature, which makes it promising for room-temperature quantum information processing. The single defect manipulation can be achieved by using a confocal microscopy setup for excitation and optical readout of the spin state in such diamond samples where the defect concentration is sufficiently low to excite a single defect within the confocal spot. The NV center then acts as a single photon emitter.
which can be the source of quantum communication protocols or may be applied as fluorescent agent in biomarker and other applications. We note that the nuclear spin of the nitrogen and $^{13}$C isotopes around the NV defect may be applied as qubits to realize quantum memory, quantum error correction protocols, and bear a great potential in quantum simulation and quantum computation applications. The magneto-optical parameters and the electron spin coherence time of the NV center in diamond are relatively sensitive to the environment inside the diamond lattice or external to diamond, in particular, for NV centers residing close to the diamond surface. The sensitive dependence of spin to strain, magnetic, and electric, and temperature fields combined with its atomic-scale resolution make the defect center in a solid a versatile quantum sensor. These excellent and versatile properties make the defect in a solid a promising candidate for use in a wide range of applications, including quantum information processing and quantum sensing of biological systems (see Fig. 2).
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Figure 1. The illustration of five pursuable quantum technologies and the corresponding manufacture materials, including quantum dots of Si, InSb, and GaAs; trapped ions/ultracold atoms of $^{9}$Be and $^{40}$Ca; topological qubits of Bi$_2$Te$_3$ and FeTe$_{0.55}$Se$_{0.45}$ with realizing Majorana bound states; superconducting circuits of Al and C; and solid-state spins/defects of diamond (C), SiC, ZnO, and BN. These materials can be applied to quantum computers, quantum communication, and quantum sensing. This review focuses on (spin) defects in solids. The famous Chinese symbol in the center, “Tai Chi”, is represented by a circle divided into light and dark, or “Yang” and “Yin”, just as is the case with the components of qubits of $S = \pm 1/2$. 
Figure 2. The major applications of defects in solids include single photon sources, qubits, and quantum sensors due to the coupling of spin to strain, magnetic, electric fields, and temperature. For each application, diverse magneto-optical parameters are expected for the defect center. For details, please refer to the main text.

One advantage in the solid-state qubit is its capability of being integrated into the traditional microelectronic structures that have revolutionized our world once already. Diamond has favorable optical properties with room temperature defect qubit but it is difficult to grow diamond on wafer scale and fabricate a semiconductor device from diamond. This was one motivation to seek alternative materials and potential atomic-scale defects that are both robust and easily controlled, similarly to the favorable coherence and readout properties of the diamond NV center. These conditions pose restrictions on the choice of host materials and defect states as explained in detail in Ref. 61. We briefly emphasize here that optical readout and the need of well-confined atomic-scale defect states favor wide band gap materials as hosts, nevertheless, moderate or small band gap materials can also have great potential, in particular, with low-temperature operation.

The list of possible applications of defect qubits in Fig. 2 already hints that a single defect qubit cannot cover the diverging criteria of various quantum applications. This is another reason to search for alternative solid state defect qubits. We briefly demonstrate this issue on the most successful defect qubit again. The diamond NV center has very broad phonon-assisted fluorescence in the region of 637–900 nm under green laser illumination, where the contribution of the zero-phonon-line (ZPL) emission to the total emission is only ~3%, which is called the Debye–Waller (DW) factor. The electron spin resonance (ESR) occurs typically in the microwave region (~3 GHz) when no external magnetic field is applied; i.e., ESR resonance at the zero-field-splitting (ZFS)74. Biological studies need room temperature operation that diamond NV center satisfies. On the other hand, in vivo biological applications also favor near-infrared (NIR) optical excitation and emission where the absorption and the auto-fluorescence of the living cells is minimal (see the definition of biological windows in Fig. 9 in the Summary and Outlook section). Furthermore, it is favorable to avoid the use of intense microwave spin excitation at 2–3 GHz in biological systems because the latter can heat the organism. As a consequence, alternative room temperature defect qubits with these magneto-optical properties are in the focus of intense research. On the other hand, room temperature operation for quantum communication application is not demanding but rather the optical properties should suit to the technicalities of the present communication technologies. The dominant and bright emission should come at the ZPL with coherent photons, and the ZPL should be stable against the stray electric fields to avoid spectral diffusion72. Furthermore, the ZPL wavelength should ideally be in the region of 1300–1550 nm to be compatible with the maximum transmission of current optical fibers available nowadays (see Fig. 9). Thus, it is evident that new solid-state defect qubits should be found with these favorable magneto-optical properties.

These issues drive the field in searching for new solid-state qubits that operate akin to the NV center in terms of initialization and readout61,78 but have the aforementioned magneto-optical properties for quantum sensing and communication. It is very difficult to experimentally perform systematic studies on various point defects embedded in numerous host materials. The search for new candidates can be seriously accelerated by highly predictive ab initio studies that can first identify the target defect that can be realized experimentally. Alternatively, experimentation might find a new, prospective quantum emitter by chance, but the interpretation of the signals and improvement on the quantum protocols is hindered by the fact that the microscopic origin of the quantum emitters is unknown. Often, it is very difficult to obtain knowledge about the nature of the quantum emitters by experimental methods, in particular, for such emitters that rarely occur in the host material. Again, ab initio modeling can be extremely powerful in the identification of quantum emitters and qubits. As a consequence, this review summarizes the recent efforts and results from ab initio atomistic simulations, i.e. theoretical spectroscopy, and experiments hand-in-hand. We will provide a brief overview about the ab initio modeling and show the physical concept of the key magneto-optical parameters of solid state defect qubits in Sec. 2.
We here review the most fundamental magneto-optical properties of the observed defect qubits and single photon sources with focusing on wide band gap materials that can host room temperature qubits but moderate or small band gap materials are also briefly discussed in Sec. 6.2. We attempt to provide a full coverage of the already identified qubits or single photon sources. We note that other review papers have been appeared related to this topic, and probably numerous review papers have been written parallel to this work or are now being in the preparation phase. We realized that previous review papers either specific to a given material like diamond, silicon carbide (SiC), or the hexagonal boron nitride (h-BN), or only focusing on the issues of specific quantum applications of selected color centers (e.g., Ref. 85). Our review is not limited either to specific materials or applications. The full list of the fundamental magneto-optical properties of the already observed single photon sources in various three-dimensional and low dimensional materials orients the readers to pick up those qubits or single photon emitters in their research that might suit the target quantum application. We will discuss briefly the ongoing research associated with the given qubits or the host materials in this regard. Accordingly, we show the physical concept of the key magneto-optical parameters of solid state defect qubits and its intimate connection to the theoretical spectroscopy from ab initio modeling in Sec. 2. In sections III–IV, we will discuss shortly the defect qubits and single photon emitters in diamond, SiC, cubic BN, gallium nitride (GaN), aluminum nitride (AlN), zinc oxide (ZnO), zinc sulfide (ZnS), titanium dioxide (TiO2), silicon (Si), wide band gap materials hosting rare-earth ions and two-dimensional materials such as h-BN and low-dimensional materials including carbon nanotubes. Finally, we conclude this review paper in the last section.

2. Defect qubits with various magneto-optical parameters

In the example of diamond NV center, we already listed the key magneto-optical parameters of qubits in the Introduction. These parameters and their sensitivity on external effects (electric and magnetic fields, strain, temperature, etc.) determine their applicability for a given quantum application. The physical concept of these parameters will be discussed in Sec. 2.1, also in the context of ab initio calculations. In a recent review45, a full coverage of ab initio methods was provided for the diamond NV center. These ab initio methods heavily rely on the application of Kohn-Sham density functional theory plane wave supercell calculation to defects in solids where the basic equations and advanced functionals were summarized in an earlier general review paper86 and other recent review papers focused on specific defect qubits87. We therefore describe the basic first principles methods very briefly in Sec. 2.1, in order to make a connection between the theoretical and experimental spectroscopy without extensively deferring the readers from the context of the present review. We then describe in Sec. 2.2 how these parameters are determined in the experiments, and provide a very comprehensive list of the magneto-optical properties of the known single defect qubits in various wide band gap materials in Table I which is a central point of this review paper.

2.1 Basic first principles methods in a nutshell and theoretical spectroscopy

Characterization of point defects in solids is the key task for identification candidates for qubits. Computation of the electronic structure of the point defects is the first inevitable step to this end. Having the electronic structure in hand, the key magneto-optical properties can be calculated which may be called theoretical spectroscopy of point defects in solids. We briefly summarize the typical ab initio methods employed to this end.

Born–Oppenheimer approximation is usually applied for the electron-nuclei system of point defects, in which the ions are treated as charged particles with atomic masses, and the electrons move fast in the adiabatic potential created by the ions. The total energy of the electronic states should be calculated as a function of coordinates of ions of the system so that the adiabatic potential energy surface (APES) of the system can be mapped. The global energy minimum of the APES for a given electronic configuration can be found by minimizing the quantum mechanical forces acting on the ions. The quasi-harmonic vibration modes can also be calculated by interpolating a parabola around the global minimum by moving the ions out of the equilibrium positions and solving the Hessian equation. To this end, the total energy of the electronic system should be determined. Two widespread basic methods can be used: (1) quantum
chemistry codes with linear combination of atomic orbitals (LCAO) and Gaussian-type orbital (GTO) based molecular clusters; and (2) density functional theory (DFT) supercell methods. Quantum chemistry codes with coupled cluster or configuration interaction (CI) methods can treat highly correlated orbitals, but only small systems can be calculated, which is problematic when the band edges converge slowly to the infinite cluster’s values because of the quantum confinement effect, which opens the gap between empty and occupied defect levels. DFT supercell methods are often applied together with a plane waves basis set, as it is a natural basis for periodic boundary conditions (nevertheless, it can also be a GTO basis) which requires pseudopotentials or projected augmented wave (PAW) methods. The charged defects in the supercell methods can be calculated by neutralizing the supercell with an opposite charge delocalized in the entire supercell, which results in artificial interaction between the periodic images of these charges. This can be compensated for usually by Lany–Zunger correction based on the Makov–Payne theory or Freysoldt correction in 3D materials. For 2D materials, new schemes that should be applied have been developed, but doing so can be painstaking. The application of charge correction or donor-acceptor pair models is highly important, for the value of the charge correction could go beyond 1 eV in 2D materials. We mention another method to treat charged 2D systems. We note here that Kaviani and co-workers transferred this troublesome problem of charged slab supercell calculation into another but readily solvable problem: A neutral diamond surface model is used for the negatively charged NV defect, NV(−), at the expense of a substitutional, positively charged nitrogen defect N− entering the diamond slab. Due to the valence electron of a nitrogen atom being one more than that of a carbon atom, this N donor will naturally donate its additional electron to the neutral NV acceptor defect by creating a pair comprising an NV center and a positively charged N. If this defect pair are placed into the same layer of the slab and the slab has a cubic-like shape, then the dipole–dipole interaction between the periodic images of the defect pairs can be minimized (also see Ref).

In most of the defect calculations, the charged defects are embedded in the supercell models. By using the correction energy \( E_{\text{corr}} \) for charged defective supercells, one can calculate the formation energy \( E_{q}^{f} \) of a given point defect \( d \) in a charged state \( q \), which provides thermodynamic properties. For a binary compound material (XY), this can be written as

\[
E_{q}^{f} \left[ d \right] = E_{\text{tot}}[d] - n_{X}\mu_{X} - n_{Y}\mu_{Y} - n_{d}\mu_{d} + q(E_{F} + E_{V}) + E_{\text{corr}} \tag{1}
\]

where \( \mu_{i} \) are the chemical potential of ion \( i \) with \( n_{i} \) number in the supercell, and \( E_{F} \) is the Fermi-energy with respect to the calculated valence band maximum \( E_{V} \), which is usually aligned to zero energy in the corresponding band diagrams, and then \( E_{F} \) varies between zero and the fundamental bandgap \( E_{g} \) of the host material. The adiabatic charge transition levels between the \( q \) and \( q+1 \) charged states can be calculated as

\[
E(q|q + 1) = (E_{\text{tot}}^{q+1}[d] + E_{\text{corr}}^{q+1}) - (E_{\text{tot}}^{q}[d] + E_{\text{corr}}^{q}) + E_{V} \tag{2}
\]

which defines the position of the Fermi-level where the defect adiabatically switches between the \( q \) and \( q+1 \) charge states with respect to \( E_{V} \). The calculated charge transition levels provide the ionization thresholds of the defect qubit as explained in Fig. 3a. These quantities are very important to understand the photostability of the qubit. Photoexcitation of the defect above the ionization threshold leads to temporary or complete loss of the qubit that are often called dark state in the literature (no fluorescence from the defect qubit). If the qubit defect was photoionized then the qubit state may be restored by photoexcitation of the dark state. The photoionization threshold needed to restore the qubit can be larger than the ionization threshold of the qubit (see divacancy defect qubit in 4H-SiC).
Figure 3. Illustrations of key magneto-optical parameters. (a) Ionization threshold. The defect has a deep acceptor level in the band gap. Assuming that the negatively charged defect is the qubit one can see that $E_1$ energy is needed to neutralize the defect by photo-excitation of the electron from the defect to the conduction band edge, whereas $E_2$ energy is needed to restore the qubit by ionizing the defect from the valence band. (b) Theory of emission spectrum. Adiabatic potential energy surface (APES) of the ground state and excited state along the configuration coordinate. In the Huang-Rhys approximation it is assumed that the APES of the excited state has the same shape as that of the ground state. The thin lines in the APES represent the energy levels of the effective phonon. In reality, many phonons may contribute to the optical transition which may result in a broad phonon sideband. (c) Illustration of typical optically detected magnetic resonance (ODMR) spectrum. The intensity of the emission changes as microwave frequency sweeps that is the signature of electron spin transition. At $B=0$ zero magnetic field the position of the dip is the ZFS parameter.

We note that the given charge and electronic configuration should be calculated as a function of the spin state too, and the lowest energy spin configuration belongs to the ground state spin of the system at a given charge state. This is highly important, for the qubit state is often associated with the high-spin ground state. The spin levels may split due to spin–orbit or dipolar spin–spin interactions at zero magnetic field that previously called ZFS, which can be calculated from first principles (see Ref.100). The ZFS can be measured by either alternating magnetic fields (microwave transition to rotate the spin state) or resonant optical transitions (see Fig. 3c).

The calculation of the key optical quantities, such as the ZPL and DW factors, requires the computation of the optically allowed excited state and the vibration modes. In the Huang–Rhys approximation of the optical transition, it is sufficient to calculate the vibration modes only in the ground state101. Nevertheless, the calculation of the ZPL energy requires computing the excited state and finding the global minimum of the APES in this electronic configuration; i.e., computation of the quantum mechanical forces acting on the ions. The calculation of the total energy in the excited state is not trivial for Kohn–Sham DFT. Nevertheless, it may work by constraint occupation of Kohn–Sham states, also known as the $\Delta$SCF method (see application to the NV center in diamond in Ref.102). We will discuss below
situations when this simple formalism fails and the possible methods to calculate this quantity. By combining these calculations, the DW factor \(w\) can be derived as \(S = -\ln w\), where \(S\) is the Huang–Rhys factor obtained in the \textit{ab initio} calculations\textsuperscript{103,104} (see Fig. 3b).

### 2.2 List of defect qubits in semiconductors and wide band gap materials

Over the past decades, qubits have been implemented in a wide range of materials, including atoms\textsuperscript{105}, superconductors\textsuperscript{106}, semiconductors\textsuperscript{36}, and rare-earth materials\textsuperscript{107}. Among these possible candidates, point defects in semiconductors and wide band gap materials, also called "color centers", show a rich spin and optoelectronic physics that can be exploited to fabricate quantum information devices, including qubits for quantum computing and quantum sensing technology and single-photon emitters in both quantum communication and quantum computation. Color centers are point defects in a semiconductor or insulator that bind electrons to an extremely localized region on the scale of Å. Thus, color centers behave as atoms embedded in the host crystal. These atom-like states make the color centers ideal candidates for solid-state qubits, for many deep centers exhibit a nonzero spin magnetic moment in the ground state and might be optically polarized, manipulated into energetically excited states by illumination and radiation of microwave fields.

At a low concentration of point defects in a solid, the photo-excitation source can be focused on the target point defect with a simultaneously induced ESR transition by sweeping alternating magnetic fields. If the fluorescence intensity is spin dependent, then the electron spin resonance can be observed by monitoring the fluorescence intensity as a function of the microwave frequency. This technique is called optically detected magnetic resonance (ODMR) measurement\textsuperscript{108}. The spin resonance may be detected at zero magnetic field for non-isotropic defects where the low symmetry crystal field will split the spin levels known as ZFS. Here, we list these most basic key optical (ZPL, DW) and magnetic properties (ZFS in the ground and excited states at the given spin state) for the materials of prominent qubits and single photon emitters that have been experimentally identified to date, including three-dimensional materials such as diamond, SiC polymorphs (4H, 3C, and 6H), ZnO, GaN, cubic BN (c-BN), 2H-MoS\(_2\), yttrium aluminum garnet (Y\(_3\)Al\(_5\)O\(_{12}\) or YAG), yttrium orthosilicate (Y\(_2\)SiO\(_5\) or YSO), and yttrium orthovanadate (YVO\(_4\) or YVO); and two-dimensional materials such as hexagonal BN (\(h\)-BN) and transition metal dichalcogenides (WSe\(_2\) and WS\(_2\)). In sections III–IV, we will discuss these materials in detail.
Table I. Summary of the key parameters in experiment, such as zero-phonon-line (ZPL), zero-field-splitting (ZFS), and the Debye-Waller (DW) factor, for emerging quantum-coherent materials. The ZPL weight, DW factor, and the electron-phonon coupling parameter, the Huang-Rhys (HR) factor, are deduced from the relationship $w = e^{-S}$, where $w$ is the DW factor and $S$ is the HR factor. DAP labels donor-acceptor pair defect and REI for rare-earth ions. V(4+) represent vanadium impurity substituting Si in the SiC lattice that should not be read as a vacancy. Most of the listed defects were observed as single photon emitters; PbV(−) in diamond, Cr(4+) in 4H SiC and GaN, VB(−) in h-BN, all the defects in c-BN, all the defects in ZnO except for V$_{2}$Zn, were observed as ensembles.

| ZPL (eV) | ZFS (GHz) | DW |
|----------|-----------|----|
| NV(0) 2.156$^{109}$ | NV(−) 2.8076$^{118}$ | NV(0) 0.14$^{121}$ |
| NV(−) 1.945$^{110}$ | NV(−) 1.43$^{118}$ | NV(−) 0.04$^{122}$ |
| SiV(0) 1.310$^{111}$ | SiV(0) 1.00$^{119}$ | SiV(−) 0.90±0.10$^{122}$ |
| SiV(−) 1.681$^{112}$ | SiV(−) 2$E_{2g}$ 50$^{120}$, 2$E_{2u}$ 260$^{120}$ | SiV(−) 0.75–0.79$^{123}$ |
| GeV(−) 2.06$^{113}$ | GeV(−) 2$E_{2g}$ 181$^{113}$, 2$E_{2u}$ 1120$^{113}$ | GeV(−) 0.61$^{113}$ |
| SnV(−) 2.00$^{114}$ | SnV(−) 2$E_{2g}$ 850$^{114}$, 2$E_{2u}$ 3000$^{114}$ | SnV(−) 0.41$^{114}$ |
| NiN 1.546$^{115}$ | |
| PbV(−) 2.385$^{116}$ | ST1 2.255$^{117}$ | ST1 1.274±0.139$^{117}$ |
| |
| 4H-SiC | | |
| VS$_{2}$V$_{2}$(0) 1.094–1.150$^{124}$ | VS$_{2}$V$_{2}$(0) 1.22–1.34$^{124}$ | VS$_{2}$V$_{2}$(0) ~0.05$^{132}$ |
| PL5 divacancy 1.190$^{125}$ | PL5 divacancy 1.353$^{125}$ | |
| PL6 divacancy 1.193$^{125}$ | PL6 divacancy 1.365$^{125}$ | |
| VS$_{2}$N$_{2}$(−) 0.99–1.06$^{126–128}$ | VS$_{2}$N$_{2}$(−) 2$E_{1g}$ 1.282–1.331$^{128}$ | |
| VS$_{2}$(V1) 1.43$^{129}$ | VS$_{2}$(V1) 2$E_{1g}$, 0.004$^{129}$ | VS$_{2}$(V1) 0.08$^{132}$ |
| VS$_{2}$(V2) 1.35$^{129}$ | VS$_{2}$(V2) 2$E_{1g}$, 0.01$^{130}$ | VS$_{2}$(V2) 0.09$^{132}$ |
| Cr(4+) 1.16, 1.190$^{130}$ | Cr(4+) 2$E_{1g}$, 1.6–6.4$^{130}$ | |
| V(4+) 0.970, 0.929$^{131}$ | V(4+) 2$E_{2g}$ 529, 43$^{131}$ | |
| 3C-SiC | | |
| VS$_{2}$V$_{2}$(0) 1.121$^{132}$ | VS$_{2}$V$_{2}$(0) 2$E_{1g}$, 1.36$^{132}$ | VS$_{2}$V$_{2}$(0) ~0.05$^{132}$ |
| VS$_{2}$N$_{2}$(−) 0.84$^{134}$ | VS$_{2}$N$_{2}$(−) 2$E_{1g}$, 1.30$^{134}$ | |
| 6H-SiC | | |
| VS$_{2}$V$_{2}$(0) 1.094–1.134$^{136}$ | VS$_{2}$V$_{2}$(0) 2$E_{1g}$, 1.236–1.47$^{137}$ | |
| VS$_{2}$N$_{2}$(−) 0.960–1.000$^{127}$ | VS$_{2}$N$_{2}$(−) 2$E_{1g}$, 1.236–1.47$^{137}$ | |
| VS$_{2}$(V1) 1.43$^{132}$ | VS$_{2}$(V1) 2$E_{1g}$, 0.028$^{137}$ | |
| VS$_{2}$(V2) 1.39$^{132}$ | VS$_{2}$(V2) 2$E_{1g}$, 0.128$^{137}$ | |
| VS$_{2}$(V3) 1.36$^{132}$ | VS$_{2}$(V3) 2$E_{1g}$, 0.028$^{137}$ | |
| V(4+) 0.948, 0.97, 0.893$^{131}$ | V(4+) 2$E_{2g}$ 524, 25, 16$^{131}$ | V(4+) ~0.5$^{131}$ |
| h-BN nanotube | | |
| 2.172 and 2.179$^{139}$ | 2.172 and 2.179$^{139}$ | 0.82$^{75}$, 0.59$^{141}$ |
| ~2.0$^{76}$, 4.1$^{76}$, 5.3$^{53}$ | ~2.0$^{76}$, 4.1$^{76}$, 5.3$^{53}$ | ~0.30$^{38}$ |
| VS$_{2}$(−) ~1.6$^{140}$ | VS$_{2}$(−) ~1.6$^{140}$ | |
| WSe$_{2}$ | | |
| 0.93$^{142}$ | 0.30 and 0.50$^{143}$ | |
| WS$_{2}$ | | |
| VS 1.72 and 1.98$^{143}$ | VS 1.72 and 1.98$^{143}$ | |
| 2H-MoS$_{2}$ | | |
| 1.174$^{144}$ | 1.174$^{144}$ | |
| c-BN | | |
| O$_{2}$V$_{2}$ ~1.63$^{144}$ | B$_{2}$ 3.3$^{144}$ | B$_{4}$V$_{8}$ 0.017$^{148}$ |
| B$_{2}$V$_{2}$ 3.57$^{146}$ | Cr 4.0$^{147}$ | Si impurity 0.007$^{148}$ |
| Si impurity 4.9$^{148}$ | | |
| ZnO | | |
| V$_{zn}$ 2.33$^{119}$ | Cu$_{zn}$ 2.85$^{150}$ | Cu$_{zn}$ 0.0015$^{153}$ |
| V$_{zn}$Cl$_{2}$ 2.36$^{151}$ | DAP 3.3$^{33}$ | DAP 0.996$^{154}$ |
| 0.855$^{155}$ | 0.71$^{156}$ | |
| GaN | | |
| 3.3$^{3}$, 2.5$^{94}$, 1.8$^{2}$ | Cr(4+) 1.1$^{30}$ | Cr(4+) 0.73$^{139}$ |
| Er(3+) 0.80$^{158}$ | | |
| Si impurity 4.9$^{157}$ | G-centre C$_{G}$ 0.30$^{159}$ | |
| Silicon | | |
| G-centre C$_{G}$ 0.96$^{157}$ | YAG:Pr(3+) 4.122$^{160}$ | YAG:Ce(3+) 0.002$^{165}$ |
| Er(3+) 0.807$^{162}$ | Ce(3+) 2.536$^{161}$ | |
| V$_{yy}$ 1.280$^{163}$ | LaF$_{6}$Pr(3+) 2.594$^{164}$ | |

$^{a}$The possible candidates are C$_{6}$O$_{2}$H$_{166}$, C$_{6}$H$_{166}$, or C$_{6}$H$_{167}$.
Theoretical studies predicted that the possible candidates are C\textsubscript{N}\textsuperscript{168} or other complexes\textsuperscript{169}, such as V\textsubscript{Cu}-3H or V\textsubscript{Cu}O\textsubscript{N}-2H. Experimental studies proposed that the possible candidates are C\textsubscript{N}-O\textsubscript{N}\textsuperscript{170,171} and C\textsubscript{N}-Si\textsubscript{N}\textsuperscript{171}.

Point defects near cubic inclusions within hexagonal lattice of GaN were proposed\textsuperscript{172}.

Theoretical study predicted C\textsubscript{N}-V\textsubscript{N}\textsuperscript{173} and experimental study proposed N\textsubscript{N}-V\textsubscript{N}\textsuperscript{75}.

DAP\textsuperscript{174} and Cs\textsuperscript{175} were proposed originally but a recent theoretical study predicts C\textsubscript{N}-Cs dimer defect\textsuperscript{75}.

As the reported measurements\textsuperscript{146} were performed at room temperature with no observable ZPL energy, we show the estimated value from \textit{ab initio} calculations for ZPL and DW factor\textsuperscript{179}.

Co-doping oxygen with erbium in silicon has been reported to enhance emission and improve luminescence at high temperature\textsuperscript{180}.

3. Diamond-hosted qubits

Diamond has a band gap of about 5.5 eV, thus it can host numerous color centers with emission wavelengths in a wide region from NIR through visible to UV\textsuperscript{181}. Diamond has strong and short carbon-carbon bonds which makes it a dense and hard material. This may be considered as disadvantageous from doping point of view but also results in high frequency phonon modes. It is worth emphasizing that phonons play critically important roles in quantum information\textsuperscript{182,183}. The phonon, the quantized excitation of lattice vibrational modes in crystals, can carry heat and information, which has broad applications for heat energy control and management. Unlike in bulk materials, in low-dimensional nanostructures, the confined phonon mode changes the nature of phonon transport, leading to anomalous thermal conductivity and heat energy diffusion\textsuperscript{184,185}. In addition to the key role in thermal conductivity of solid state systems\textsuperscript{186-188}, the interactions of phonons with other carriers, such as electrons and photons, also have important influences on the performance of nano electronics\textsuperscript{189}, optoelectronic devices\textsuperscript{190}, and thermoelectric devices\textsuperscript{191}. In particular, phonons affect significantly the coherence time of defect spins. For example, the spin coherence time of an NV center can be about a few seconds at cryogenic temperatures but is remarkably reduced to 1.8 ms at room temperature\textsuperscript{46,47,192}. We note here that many magneto-optical properties of NV centers depend on the phonon density of states, which highlights the advantage of diamond as a host material; i.e., its high Debye temperature of ~2200 K. Hence, room temperature can be considered as a relatively low temperature for diamond, which results in a relatively low phonon population even under ambient conditions that generally suppresses the possibility of spin–lattice relaxation. Therefore, other materials with high Debye temperatures may also be promising for hosting defects with long spin–lattice relaxation times, such as boron-based materials\textsuperscript{193,194}.

3.1 NV center

Among the many color centers in diamond, the NV center stands out because of its desirable spin coherence and readout properties\textsuperscript{195,196,199}. The NV center is particularly attractive due to its ability to interface with a variety of external degrees of freedom. While different charge states of the NV defect have been reported, the negatively-charged NV defect (NV\textsuperscript{−}) center) has the most attractive quantum properties and is usually denoted as the NV center. Structurally, the NV center is a point defect in diamond in which a substitutional nitrogen atom is adjacent to a vacancy (Fig. 4a), which can capture an extra electron to form an NV\textsuperscript{−} defect. A simplified schematic of the electronic structure of an NV center is shown in Fig. 4a. It is clear that the ground state is a spin triplet (\textsuperscript{3}A\textsubscript{2}), the excited state is also a spin triplet state (\textsuperscript{3}E), and two metastable singlet spin states lie between them (\textsuperscript{1}A\textsubscript{1} and \textsuperscript{1}E).
The working mechanism of a diamond NV center as a qubit is shown in Fig. 4a. First, a spin-conserving optical excitation is applied between the spin triplet ground state ($^3A_2$) and spin triplet excited state ($^3E$), with an excitation energy of 1.945 eV (637 nm) when no phonons participate in the optical transition. At low temperatures (< 20 K), a fine structure emerges in the $^3E$ manifold because of spin–orbit and spin–spin interactions (not shown). At room temperature, electron–phonon interactions will rapidly mix the orbital levels, leading to an effective orbital singlet with a fine structure that strongly resembles the ground state, as shown in Fig. 4a. The radiative decay from the triplet excited state to the ground state is spin-conserving. In addition, an efficient nonradiative decay pathway via intermediate dark states $^1A_1$ and $^1E$ exists between the $m_z = \pm 1$ sublevels of the triplet excited state and the $m_z = 0$ sublevel of the triplet ground state, respectively, which is called intersystem crossing. Rogers et al. applied uniaxial stress to demonstrate the ZPL of the infrared transition between these two singlet states that was found at 1.19 eV. The energy gap between $^3E$ and $^1A_1$ was estimated at around 0.4 eV from the simulation and measurement of the intersystem crossing rate. The combination of radiative and spin selective nonradiative pathways makes the NV center optically polarized into the ground state upon illumination. Once initialized, the ground state spin can then be coherently manipulated by microwave radiation, and its state can be read out by the observed fluorescence intensity upon illumination.

The electronic structure of the NV center is shown in Fig. 4b. The bound states of this deep center are multiparticle states composed of six electrons, which come from the four dangling bonds surrounding the vacancy (five electrons) and one electron from the environment. The double degenerate $e$ ($e_x, e_y$) states are completely occupied in the spin majority channel and are empty in the spin minority channel, whereas the $a_1$ orbital is fully occupied in the electronic ground state. The spin-conserving optical excitation from the $^1A_2$ to the $^3E$ excited triplet can be described as promoting an electron from the $a_1$ state to the empty $e_x/e_y$ state in the defect level diagram. We note that the $^1A_1$ state is a strongly correlated state that can only be described by multireference methods beyond the Kohn–Sham DFT methods.

At room temperature, extremely long spin coherence times of up to 1.8 ms are reported for the ground state of the NV center, which is close to the regime needed for quantum error correction. To realize the long electron spin coherence time, the deep center should reside in a wide bandgap host material that allows large energy spacing between adjacent bound states, and it should have small spin–}

---

Figure 4. (a) Structure of an NV center in diamond and its energy level diagram in an optical polarization cycle. The green arrows represent spin-conserving absorption and emission, and the grey dotted and red straight arrows represent the weak and efficient intersystem crossings, respectively, and the cyan dotted arrow represents a weak near infrared emission competing with the direct non-radiative decay. The excited state level diagram is simplified to the case of elevated temperatures. (b) The ground state of single particle NV defect energy levels in the fundamental bandgap of diamond. Filled and empty arrows depict occupied (electron) and unoccupied (hole) states, respectively, as found in spin-polarized density functional theory calculations.
orbit coupling. The remarkable features of the NV center are largely afforded by the host material, diamond. Therefore, the electronic bound states of the NV center can reside deep within the bandgap, resulting in weak interaction with states in the valence and conduction bands. This may imply that wide band gap materials are suitable hosts for color centers akin to the NV center in diamond. It is worth noting that due to the quantum confinement effect, the semiconductor bandgap increases with reductions the dimensions of the crystals\textsuperscript{204,205}. Therefore, for some narrow bandgap semiconductors, despite their not being ideal to host deep centers, their nano-sized counterparts may become promising candidates for elevated temperature operation.

The temperature dependence of the optical transition linewidth and excited states relaxation of a single NV center was associated with strong electron–phonon coupling\textsuperscript{206}. It was shown that, at low temperature, the electron–phonon coupling caused by the dynamic Jahn–Teller effect in the $^3E$ excited state is the dominant mechanism for the optical dephasing. The Jahn–Teller effect was first reported in 1937 by Hermann Arthur Jahn and Edward Teller\textsuperscript{207}. It states that a system with a spatially degenerate electronic state will undergo a spontaneous geometrical distortion, resulting in symmetry breaking, because the removal of degeneracy can lower the overall energy of the system. Using a combination of first-principles calculations and the Jahn–Teller type of electron–phonon interaction model analysis, Abtew \textit{et al.} studied the dynamic Jahn–Teller effect in the $^3E$ excited state of a diamond NV(−) center\textsuperscript{208}. To understand the Jahn–Teller effect, the APES was obtained by carrying out constrained DFT calculations. For the NV center, there are six symmetrized displacements with two $A_1$ and two $E$ vibrations induced by the motion of the immediate neighbor atoms of the vacancy. The totally symmetric $A_1$ vibrational modes do not lower the symmetry, but the $E$ vibrational modes will lower the symmetry and split the defect levels. The combination of theoretical modelling\textsuperscript{208} and experimental measurement\textsuperscript{206} clearly suggested that the dephasing of the ZPL of the NV center is dominated by the coupling between the double degenerate $E$ state and the $E$ phonon modes. This results in a $T^3$ dependence of the ZPL linewidth. First principles calculations from Thiering and Gali have shown that the strong electron–phonon coupling, i.e., the dynamic Jahn–Teller effect, with higher energy phonons plays a crucial role in determining the fine structure of the $^3E$ excited state at cryogenic temperatures and affects the intersystem crossing rate and the shape of the PL spectrum\textsuperscript{209,210}.

Recent advances in quantum technology make it possible to create proximate qubits that form a quantum network in solids. Via electron spin–spin interaction, the proximate qubits might interact with each other. It was found that in diamond with extremely high concentrations of NV centers (about 45 ppm), the electron spin coherence time was significantly reduced to about 67 $\mu$s\textsuperscript{211}, in striking contrast to the 1.8 ms coherence time of the isolated NV centers\textsuperscript{46}. The decoherence is caused by the charge fluctuation between neighboring NV(−) and NV(0) defects. To obtain deep knowledge about the underlying physical mechanism, very recently, Chou \textit{et al.}, using first principles calculations, explored the tunneling-mediated charge diffusion between point defects in diamond\textsuperscript{212}. Based on the quantum mechanical tunneling of the electron of NV(−) and a proximate acceptor defect in diamond, they proposed a physical model for the source of decoherence in NV qubits. Although the wave functions decay fast and the electron probability is only about 0.1% at a distance of 1 nm away from the center of the defect, strong interaction and charge transfer still exist even when the distance between neighboring NV(−) and NV(0) centers is up to 4.4 nm. Importantly, Chou \textit{et al.} theoretically suggested that, to maintain the coherence time ($\approx 1$ ms) of the isolated NV qubit, a distance of 9 nm between the NV sensor and the acceptor defect is required. This is of high importance for both quantum network and quantum sensor applications of the solid-state qubits\textsuperscript{213,214,85}.

The most promising area of application of the NV center is the ultrasensitive nanoscale sensors\textsuperscript{95,215,216}. The spin levels and coherence time of the NV center is sensitive to external fields, such as an electromagnetic field, pressure and temperature, making it an atomic-scale quantum sensor capable of detecting changes in the surrounding environment, and in particular, it is very attractive for biological or biomolecule sensing applications. In sensor applications, the NV centers should be engineered relatively close to the surface of the diamond. However, compared to that of deeply buried NV centers in diamond, the coherence time of near-surface NV centers is significantly reduced. One possible approach
to improvement is proper surface functionalization with different molecule/atom groups. So far, not all the possible sources of the noise causing this effect are fully understood, and the foundation of a precise strategy to keep the long coherence time as well as high sensitivity is still under intense research.

We note that diamond NV center has a great potential to realize room temperature quantum computing, in stark contrast to the present ultralow temperature operation of superconductor based quantum computers. It has been recently shown that single diamond NV center can coherently address $^{13}$C nuclear spins. Furthermore, a high fidelity of $>99\%$ has been demonstrated for the gate operation for single- ($99.99\%$) and two-qubit gates (99.2\%) By combination of present advances in the formation and activation of NV centers by high precision ion implantation (e.g., Ref. 220 and references therein), the photocurrent based spin readout technique with going below the diffraction limit in the readout process, an array of NV centers can be envisioned with addressing $~30$ qubits around each NV center with sufficiently close distance between NV centers to produce a scalable room temperature quantum processor unit. Ab initio theory can provide a great asset to locate the individual $^{13}$C spins around the NV center and further theoretical efforts are needed to explore the complex spin-spin interactions between the cluster of $^{13}$C spins and the central electron spin, in terms of optimizing the quantum control and maintaining the favorable coherence time of the NV electron spin.

3.2 Silicon-vacancy center

Recently, the silicon-vacancy (SiV) defect in diamond, which forms a structure with inversion symmetry, has been of great interest. The inversion symmetry of defects is one strategy to suppress the influence of local electric field noise to signal; i.e., the spectral diffusion. In particular, near transform-limited photons could be generated by the negatively charged SiV(−) centers because of the strong ZPL emission. The SiV defect consists of an interstitial silicon atom in a split-vacancy configuration belonging to symmetry group of $D_{3h}$, which gives rise to an electronic level structure consisting of ground (2$^E_g$) and excited (2$^E_u$) states that both have double orbital degeneracy. In the SiV(−) center of diamond, these degenerate orbitals are occupied by a single hole with spin $S = 1/2$, leading to both orbital and spin degrees of freedom. Thus, spin projection and orbital angular momentum are good quantum numbers for this system. The energy spacing between the spin levels in the electronic ground and excited state is caused by the spin–orbit coupling reduced by the electron–phonon interaction, which are about 50 GHz and 250 GHz, respectively. The interaction of the external magnetic field and strain to the spin and electronic orbitals was developed based on group theory principles and later combined with extended theory of the Jahn–Teller effect from first principles calculations.

By employing group theory and an advanced ab initio method with a realistic band gap of bulk diamond, Gali and Maze determined the electronic structure of the SiV defect in diamond. In this structure, the Si atom goes automatically into a bond center position between two adjacent vacancies, i.e., split-vacancy configuration, which is the inversion center of the diamond lattice. Thus, this defect is also called the V-Si-V defect in the literature, but the SiV label is common in the quantum optics community, and we will use this label in this context. Since carbon atoms are more electronegative than silicon atoms, the charge is transferred from the silicon atom to the nearby carbon atoms. The Si-related four $sp^3$ states should form $a_{1g}$, $e_u$, and $a_{2u}$ orbitals, while the carbon dangling bonds form $a_{1g}$, $a_{2u}$, $e_u$, and $e_g$ orbitals, and all of them form the defect states in diamond. For the neutral SiV defect, only the $e_g$ orbital occurs in the bandgap, with 0.3 eV above the valence-band maximum (VBM). Unlike the positively charged state, the neutral and negatively charged states are found to be stable in a large range of Fermi levels. In the SiV(−) center, the ground state electron configuration is $e_u^3 e_g^3$, where the excited state can be described as promoting an electron from the $e_u$ to the $e_g$ level. The calculated ZPL energy is 1.72 eV without spin–orbit interaction, which agrees well with the experimental data (1.682 eV). It is worth noting that the ground (2$^E_g$) and excited (2$^E_u$) states have similar charge densities; therefore, only small charge redistribution occurs upon optical excitation of the SiV(−) center, explaining the relatively large Debye–Waller factor of about 0.7 or 70%. This is quite different from the case of the NV(−) center, where the charge densities of the ground state and excited state significantly differ, and results in a large motion of ions upon
illumination. The relatively sharp and stable ZPL emission with tiny spectral diffusion made it possible to demonstrate indistinguishable photon production from two single SiV(−) centers without any external tuning.

Figure 5. (a) The SiV center consists of a silicon atom centered between two neighboring vacant lattice sites (red small balls). Si ion sits in the inversion center of the diamond lattice which makes the optical transition less dependent against the stray electric fields than that for NV center in diamond. (b) Line width of the SiV center for different temperatures. The green curve corresponds to cubic scaling in the high temperature range (>70 K). At low temperatures (<20 K), the pink line represents linear scaling, as shown in the inset. Reproduced with permission from Jahnke et al., New J. Phys. 17, 043011 (2015). Copyright 2015 license under a Creative Commons Attribution 3.0 (CC BY 3.0) International License.

We note that both the ground $^2E_g$ and excited $^2E_u$ states are subject to the Jahn–Teller effect. As a consequence, the electron–phonon interactions have a significant impact on the photon emission. Fig. 5 shows the full width at half maximum line widths for the single SiV(−) center. It is obvious that the line width increases with temperature, but with different scaling laws at different ranges of temperature. From 70K to 350K, the line width scales as the cube of the temperature. However, at low temperature (<20K), there is linear dependence. Temperature can introduce vibronic coupling between different orbitals due to the dynamic Jahn–Teller effect, resulting in population mixture.

Jahnke et al. developed a microscopic model of the electron–phonon processes within the ground and excited electronic levels to describe the observed temperature dependent optical line width of the SiV(−) center. In this model, the electron–phonon coupling is a consequence of the linear Jahn–Teller interaction between the $E$-symmetric electronic states and corresponding acoustic phonon modes. At low temperature, the first-order transition between the orbital states involves the absorption or emission of a single phonon. The frequency of the phonon is resonant with the spin–orbit splitting energy $\hbar \Delta$. Within the frame of time-dependent perturbation, the transition rates are approximately described as:

$$\gamma \approx \frac{2\pi}{\hbar} \chi \rho \Delta^2 k_B T$$

where $\chi$ is the interaction frequency for phonons, $\rho$ is the proportionality constant, and $T$ is temperature. Hence the single phonon mediated transition results in the relaxation of the population between the ground and excited states as well as the dephasing of the states. At low temperature, it leads to a linear dependence.

On the other side, at high temperature, the line broadening deviates from the linear relationship with temperature, suggesting the involvement of higher order phonon coupling in the relaxation process. It is worth emphasizing that for NV(−) centers, the inelastic Raman-type scattering process dominates; however, for SiV(−) centers, the inelastic Raman scattering is suppressed and the elastic Raman-type scattering process is dominated. Thus, the two-phonon elastic scattering dominated transition rate is:
Therefore, the two-phonon scattering dominates the dephasing of the orbital states at high temperature, which agrees well with the experimental results.

Understanding the electronic structure and coherence properties of the SiV(−) center contributed to the development of a coherent population trapping experiment\textsuperscript{225,226} wherein the spin state of the center could be optically addressed by applying resonant lasers at cryogenic temperatures. However, SiV(−) has short coherence times of about 100 ns at cryogenic temperatures because of the inelastic Raman processes\textsuperscript{232}. By cooling the system down to the millikelvin region, the phonon density of states can be reduced and millisecond coherence times can be achieved\textsuperscript{233,234}. In special diamond structures at millikelvin temperatures, coupling of identical SiV(−) spins has been achieved\textsuperscript{235,236} and coherent manipulation of a single SiV(−) center spin by acoustic phonons has been recently demonstrated\textsuperscript{237}.

We note a recent breakthrough on creating stable and individual neutral SiV defects\textsuperscript{122} in which the zero-phonon line is at 946 nm (see Table 1) and the spin state is S = 1. Unlike in the SiV(−) center, the ground state spin does not strongly couple to phonons similarly to the case of the NV(−) ground state, so it has a long spin-relaxation time and presumably long coherence times at cryogenic temperatures. Optical spin polarization of SiV(0) was achieved\textsuperscript{122} that could be partially understood from the known electronic structure of the defect\textsuperscript{111,119,229,238-241}. Very recently, ODMR signal from single SiV(0) has been reported\textsuperscript{242}, which is, in particular, spectacular because it has been achieved via excitation of the Rydberg states. The Rydberg excited states have been analyzed by the combination of group theory and ab initio calculations\textsuperscript{242}, where Rydberg excited states are bound exciton states in which the valence band hole is attracted by Coulomb forces of the negatively charged defect. Interestingly, similar charge correction is required for the description of the Rydberg excited states like for the fully ionized defect up to a certain cutoff radius from the center of the defect that is associated with the Bohr radius of the Rydberg excited state\textsuperscript{242}. The underlying mechanism of the ODMR contrast has not yet been fully understood, and further research is required for optimizing the corresponding signal. Nevertheless, SiV(0) certainly opens a novel avenue for quantum telecommunication applications.

3.3 Other types of split-vacancy complex color centers

The inversion-symmetry based group-IV vacancy color centers XV(−), where X = Si, Ge, Sn, and Pb, in diamond are fast emerging qubits that can be harnessed in quantum communication and sensor applications\textsuperscript{79}. As mentioned above, SiV(−) possesses several advantages, such as a narrow inhomogeneous linewidth\textsuperscript{243}, negligible spectra diffusion\textsuperscript{235}, and immunity to electric field noise to first order\textsuperscript{235}; however, it suffers from low quantum efficiencies of \( \sim 10\% \)\textsuperscript{244} and short coherence times at cryogenic temperatures\textsuperscript{232}. These limitations urged researchers to seek alternative quantum emitters that potentially have larger spin–orbit splitting that may raise the spin-coherence times. The heavier group-IV vacancy centers of GeV, SnV, and PbV are characterized by similar geometric structures and optical properties but have increased energy spacing between the spin levels because of the expected larger spin–orbit coupling. Indeed, these centers could be formed in diamond. The GeV(−) center has a strong photoluminescence band with a zero-phonon line at 602 nm\textsuperscript{113,245-247}. Siyushev et al. used two optical excitation wavelengths with resonant matching with the different electronic transitions between the ground and excited states, and they observed coherent population trapping\textsuperscript{247}. This demonstrates that the GeV color center in diamond has excellent optical spectral stability and controllable spin states. The SnV(−) center revealed a narrow emission linewidth of \( \sim 232 \) MHz\textsuperscript{248} and 17-fold greater ground state splitting of \( \sim 850 \) GHz\textsuperscript{79}, implying it has potential for a long spin coherence time. It has also been found to have large quantum efficiency \( \sim 80\% \) and a long ZPL wavelength of 2.0 eV\textsuperscript{114}. Novel color centers have been associated with PbV centers. Cryogenic photoluminescence measurements revealed several transitions, including a prominent doublet near 520 nm, and the ground state splitting of 5.7 THz far exceeds that reported for other group-IV split-vacancy centers\textsuperscript{249,116}. We emphasize that the degenerate orbital in the ground and excited states result in strong Jahn-Teller interaction for these defects, i.e., a strong electron-phonon coupling well beyond the Born-Oppenheimer approximation\textsuperscript{79},

\[
\gamma \approx \frac{2\pi^3}{3h} \chi^2 \rho^2 \Delta^2 k_B^3 T^3
\]  

(4)
therefore the electron-phonon or vibronic spectrum should be determined in ab initio calculations. It is spectacular that theory predicted similar order of magnitude the strength of electron-phonon coupling and spin-orbit coupling for the PbV(−) center which results in an effective phonon-spin coupling79. Although, similar effect has been demonstrated for SiV(−) center at ultralow temperatures with the use of complex materials engineering to produce acoustic waves in diamond237 but the significantly enlarged energy spacing between the spin sublevel of PbV(−) center should enable to demonstrate this coupling at elevated temperatures with laser excitation of high energy acoustic phonons, thus the complex materials processing can be avoided. Pb is a huge ion, thus it may create many unwanted defects after ion implantation. Presently, the optical250 and spin properties240,251 of SnV(−) center is rather under intense research to apply as a convenient alternative to SiV(−) center in terms of operation temperature, where high temperature annealing or chemical vapor deposition (CVD) after-growth of diamond after Sn implantation resulted in high quality diamond250,252. Very recently, GeV(−) and SnV(−) centers have been grown into diamond via microwave plasma CVD process253 as alternative methods for smooth introduction of dopants. This has the advantage of high quality diamond crystal but the positioning of the individual color centers is not controlled.

We note that the sister defects of SiV(0) were studied by first principles calculations240, where the complex nature of the triplet excited states, i.e., a product of the Jahn–Teller effect, was studied in detail. We note here that the three triplet excited states are strongly coupled by phonons much well beyond the Born-Oppenheimer approximation. The three triplet excited states are separated due to the exchange interaction between electrons which cannot be accurately described by Kohn-Sham DFT, and multi-reference electronic structure calculations are required. Nevertheless, deep insight to the nature of the exchange interaction makes it feasible to have a fair estimate for the energy splitting between the triplet excited states by using Kohn-Sham DFT240. It is predicted that GeV(0), SnV(0), and PbV(0) have ZPL transitions at around 1.80 eV, 1.82 eV, and 2.21 eV, respectively240. The corresponding optical centers have not yet been reported, although it is likely that they could appear in diamond beside their negatively charged counterparts because they do not require high p-type doping, in contrast to the case of SiV(0) defects79. It is likely that GeV(0) and SnV(0) centers will be observed in diamond in the near future that can be prospective as visible emitter alternative to the NIR emitter SiV(0).

3.4 Other selected single color centers

Two other color centers in diamond were selected and listed in Table I which were observed as quantum emitters. The NiN4 defect has NIR emission with inversion symmetry, therefore it is an interesting alternative to other color centers in diamond. However, after the early observation of its quantum emission115 no progress has been reported so far. Further exploration of this color center may be difficult because its controlled formation (clustering of nitrogen atoms around Ni impurity) is a very challenging task. The ST1 color center was also picked up because it has a unique property: the optical emission occurs between the singlet states whereas the qubit state is a metastable S=1 state117. The defect exhibits a high room temperature readout contrast at 45%. The electron spin could be coherently coupled to proximate 13C nuclear spins. It was demonstrated that nuclei coupled to single metastable electron spins are useful quantum systems with long memory times, in spite of electronic relaxation processes117. This qubit has not yet fully exploited as the microscopic origin is yet unknown which makes its controlled formation difficult. Ab initio calculations are needed for identification of this solid state defect qubit which may boost the quantum memory application of this qubit. Identification of the microscopic structure would help to do symmetry analysis on the excited state and metastable state which can principally lead to the optimization of the quantum optics protocol.

4. Defect centers in SiC

Inspired by the color centers in diamond, deep color centers have been considered in other host crystals78,254. Weber et al. proposed a list of physical criteria that a candidate color center and its host material should meet61, and silicon carbide (SiC) was identified as a potential candidate because of its
large band gap and low concentration of nuclear spins, which was in line with a previous theoretical study that proposed, in particular, a divacancy defect in SiC as an alternative to the NV center in diamond. SiC is a wide bandgap semiconductor with extensive applications. High quality 4-inch wafers are available, and this availability contributes to the success of SiC in industrial applications. Defect centers in SiC have emerged as promising candidates for quantum technology applications due to their lower cost, the availability of mature microfabrication technologies, and their favorable optical properties. SiC is composed of silicon and carbon atoms in a hexagonal lattice arrangement in the plane, which can be stacked as quasihexagonal (h) or quasicubic (k) Si-C bilayers in the sequence. Resulting from the stacking of these bilayers, over 200 polytypes exist in SiC, including 3C, 4H and 6H phases in Ramsdell notation with band gaps of 2.4 eV, 3.2 eV, and 3.0 eV, respectively, where C and H refer to cubic and hexagonal crystals, respectively, and the number represents the instances of Si-C bilayers in the unit cell. Among these polytypes or polymorphs of SiC, 4H-SiC is commonly used as everyday semiconductors for electronic devices, which makes this material a unique platform for the integration of classical semiconductor technology with quantum technology. In 4H-SiC, h and k bilayers alter each other, creating two distinct configurations for monovacancy defects and four different configurations for pair-like defects such as two adjacent vacancies, called divacancies. This multiplies the complexity of the identification of defects in this material but also provides opportunities to produce multiple qubits with distinct but similar properties at the same time.

As a compound semiconductor, SiC contains intrinsic defects of carbon vacancies (V_C), silicon vacancies (V_S), anti-site type defects (Si_C and C_S), the carbon antisite-vacancy pair defect (C_S-V_C), and divacancy (V_S-V_C). The identification of the microscopic configuration of point defects is a key step in the advance of quantum information materials. First-principles calculation combined with magneto-optical spectra were widely employed to study the electronic and spin properties of these defect centers in SiC (e.g., recent ab initio results about native defects in 4H-SiC in Ref.255 and a previous result in Ref.256). It was expected that the optically active point defects might act as single color centers and qubits in well-engineered SiC materials.

Indeed, one of the brightest solid state quantum emitters in the visible region (ZPLs around 600 nm) was reported in 4H-SiC, and it was identified by ab initio calculations as configurations of the positively charged C_S-V_C defect, which has an S=1/2 electron spin. The manipulation of the spin state of these emitters has not yet been reported.

Using optical and microwave techniques similar to those used with diamond qubits, Koehl et al. demonstrated that several point defects in 4H-SiC are optically active and coherently controlled with a range of temperature from 20 K to room temperature. They were mostly identified as divacancy configurations, which they called PL1-4 centers. Neutral divacancies in 4H-SiC have S=1 ground state spin and ZPL of around 1.1 eV with a DW factor of about 0.03. The coherence times of V_S-V_C are 1.2 ms with ODMR readout contrast of 15% in 4H-SiC and 0.9 ms in 3C-SiC. Compared to the NV center in diamond, the divacancy with correlated states in SiC can provide competitive advantages, such as that the emission wavelength in the NIR region would suit biological studies because it can effectively penetrate organic tissue, the ODMR and ZPL signals can be resolved at room temperature, and ZFS is at lower frequencies (~1.3 GHz) than that of the NV center in diamond, which is also preferential for biological systems. Beside PL1-4 centers, other ODMR centers with similar ZPL and ZFS energies were also found and called PL5-6 centers. Very recently, these centers have been identified as neutral divacancies inside the stacking faults of 4H-SiC, which shows the principle that stacking faults or short polytype inclusions may generate atomic-scale defect qubits distinct from the configurations in the bulk counterpart. These defect spins could be fabricated and manipulated at the single defect level. Recently, the ability to control the specific charge states of divacancy spin defects in 4H-SiC has been realized experimentally, providing enhanced spin-dependent readout and long-term charge stability.

The divacancy spin levels and coherence times are sensitive to the presence of strain, electric fields, magnetic field, and temperature and can potentially be harnessed in sensor applications or used to drive the electron spins mechanically or electrically. The variety of divacancy qubits and the Stark-shift tuning of the optical and spin levels makes possible the production of interference
between different types of divacancy qubits in a controlled fashion when engineered into SiC electronic devices. It was experimentally proven that the spin polarization can be efficiently transferred from the electron spin toward nearby nuclear spins in the SiC lattice, which was understood by combined ab initio and effective spin Hamiltonian study, with prediction of the flipping of nuclear spins by optical means and small constant magnetic fields.

Silicon-vacancy related ODMR centers were well known in hexagonal SiC polytypes and even in a rhombohedral SiC polytype. These centers were labeled as V1 and V2 in 4H-SiC and as V1, V2, and V3 in 6H-SiC, where the corresponding emission comes at the near infrared region (see Table I) with a broad phonon sideband. Very recently, the DW factor was found to be around 6%. The corresponding electron paramagnetic resonance (EPR) signals showed S=3/2 spin states with a relatively small ZFS in the ground state between the sublevels caused by the crystal field of the hexagonal crystal, which slightly deviates from the quasi-tetrahedral symmetry and results in C3v symmetry. The origin of these ODMR emitters was debated in the literature. Soltamov and co-workers interpreted the observed hyperfine signatures for a V2 center so that the V2 center should be a complex of VSi near a second or farther neighbor VC along the crystal axis. Using first-principles calculations and electron spin resonance measurements, Ivády et al. have studied the isolated silicon vacancies, the negatively charged silicon vacancy, and a proximate neutral carbon vacancy \([V_{Si}(-) + V_C(0)]\), as shown in Fig. 6. The calculated DFT energies indicated that the pair vacancy \([V_{Si}(−) + V_C(0)]\) is a metastable configuration. Furthermore, ZPL energy and hyperfine tensor were calculated via the Heyd–Scuseria–Ernzerhof (HSE06) hybrid exchange-correlation functional, and the zero-field splitting calculations were conducted using the Perdew–Burke–Ernzerhof (PBE) functional. These high-precision first-principles calculations showed that the pair vacancy \([V_{Si}(−) + V_C(0)]\) has a spin-1/2 ground state without any zero-field splitting. By theoretical simulations and high-resolution EPR measurements, Ivády et al. demonstrated that the isolated silicon-vacancy \([V_{Si}(−)]\) accounts for the majority of the experimentally observed magneto-optical properties. The molecular orbitals of the isolated silicon-vacancy are constructed from symmetry-adapted linear combinations of the three equivalent sp3-orbitals from the basal-plane carbons and the sp3-orbital belonging to the carbon atom on the crystalline c-axis; thus, it is not a part of a nearby carbon-vacancy, as was proposed by Soltamov et al. The conclusion is that these ODMR centers are the configurations of isolated VSi defects, which can be engineered as single photon emitters. An individual \(V_{Si}(−)\) qubit at room temperature was coherently controlled with a coherence time of about 1.5 ms. The ODMR contrast does not exceed 1% for any configuration. \(V_{Si}(−)\) qubits could be engineered into SiC electronic devices, where the charge state of single defect qubits could be stabilized and electroluminescence from ensemble \(V_{Si}(−)\) qubits could be observed with a potential to produce masers.
Group theory considerations together with first principles calculations have already revealed the basic electronic structure of $V_{0}(-)\,$ qubits, and the corresponding selection rules in the optical excitation of these defects. The four carbon dangling bonds (see Fig. 6a) create an $a_{1}$ and $t_{2}$ orbital in $a_{1}(2) t_{2}(3)$ electronic configuration in the negatively charged state in 3C SiC, where the $t_{2}$ orbital splits to $a_{1}$ and $e$ orbitals in the hexagonal SiC polytypes. The lowest excited state may be described as promoting an electron from the lower $a_{1}$ level to the upper $a_{1}$ level with forming $t_{2}$ ground and excited states. Soykal et al. further elaborated the group theory by revealing the fine spin level structures and states for both the optically active spin quartet states and the dark spin doublet states. First principles calculations revealed that a strong Jahn–Teller effect appears in the excited state, causing the appearance of a polaronic $V_{1}'$ level in the PL spectrum and the temperature dependence of the spin dephasing. In addition, the $V_{1}$ center shows negligible spectral diffusion because of the small change in the charge density between the quartet lowest energy excited state and the ground state. The favorable magneto-optical properties of $V_{0}(-)\,$ qubits could be harnessed to realize spin-controlled generation of indistinguishable and distinguishable photons from silicon vacancy centers in 4H-SiC.

Nitrogen-vacancy pair defects ($N_{2}V_{0}$) have recently been observed in N-doped 3C, 4H, and 6H-SiC polytype crystals. The negatively charged $N_{2}V_{Si}$ show broad photoluminescence spectra and NIR emission arising from the transition between the $^{2}E$ excited and $^{3}A_{2}$ ground states, both of which exhibit $S = 1$ spin states. The ODMR measurement of the single nitrogen-vacancy centers in 4H-SiC at room temperature has been very recently achieved in N-doped SiC, which presumably shows similar properties to their NV counterpart in diamond. The photoluminescence signals from transition metal point defects were also observed in SiC, e.g., chromium, vanadium, niobium, and molybdenum, which possess relatively high DW factors. Chromium defects in hexagonal SiC have about 0.73 DW factor and $S = 1$ spin ground state, which could be spin polarized upon illumination at the ensemble level. The emission wavelength is at 1.15 eV with long optical decay rates of $\sim 100 \, \mu s$, where the latter is due to the intra-configurational spin-flip transition between the spin singlet excited and spin triplet ground states. The neutral vanadium defects have two configurations in 4H-SiC with optical emission at 0.969 (a) and 0.929 (b) eV, and three centers with similar NIR emission were found in 6H-SiC. Individual vanadium centers created by vanadium implantation were observed in 4H- and 6H-SiC, in which the observed coherence time was roughly 1 $\mu$s at cryogenic temperatures. The high-quality molybdenum doped SiC (ZPL is at 1.106 eV and 1.152 eV in 6H and 4H polytypes, respectively) resulted in a coherence time of 0.32 $\mu$s for the $S = \frac {1}{2}$ electron spin at cryogenic temperatures, behaving as doublets with highly anisotropic Landé g-factor largely deviated from the value of the free electron, which implies a contribution of the spin–orbit interaction and should result in a relatively large zero-field splitting. In these defects, the $d$ orbitals play a crucial role by carrying angular momentum and can interact with the external magnetic fields. However, these systems are also Jahn–Teller active, and the electron–phonon coupling will significantly affect the strength of interaction of the system with external magnetic fields, explaining the observations on vanadium and molybdenum qubits.

Overall, SiC has obvious advantages in applications of quantum technology. High quality 4-inch 4H-SiC wafer is widely exploited in semiconductor industry with well controlled doping technologies, which is promising to reduce the production cost of the future SiC based quantum devices. Indeed, single divacancy and Si-vacancy spins have been integrated and controlled in SiC diode structures (see Fig. 7). Furthermore, single SiC spins could be integrated into photonics structures which is a promising route towards future quantum optoelectronics devices. 4H-SiC has a smaller than diamond’s but still considerably large band gap at 3.3 eV which can host mostly NIR quantum emitters. NIR emission is
generally favorable for quantum sensors for biology and quantum communication. On the other hand, the relatively low small energy spacing between the defect levels and about twice smaller Debye temperature of 4H-SiC (about 1000K) than diamond’s make the defect qubits’ key magneto-optical properties sensitive to temperature. For instance, the ODMR readout contrast of single divacancy spins upon off-resonant excitation is well above 10% close to cryogenic temperatures but significantly reduces at room temperature. We refrain here that the room temperature ODMR readout contrast of Si-vacancy V2 center is around 1%. Compared to the ~30% room temperature ODMR readout contrast of diamond NV center, the low ODMR contrast of 4H-SiC spins is disappointing as the high readout contrast is an important factor in the overall sensitivity and temporal resolution of quantum sensors. Very recently, a breakthrough has been achieved in 4H-SiC, where ~20% off-resonant room temperature ODMR readout contrast is demonstrated for single PL6 spins. Theory implies that the ODMR readout contrast starts to decline at about 150 K for divacancy defect qubits in 4H-SiC, in contrast to diamond NV center’s data at around 600 K because of the smaller energy spacing between the defect levels in 4H-SiC with respect to those of NV diamond. Nevertheless, PL6 divacancy qubit’s room temperature ODMR contrast still persists at relatively high value. This opens the door for SiC quantum technology in the field of room temperature quantum NMR measurements and other biology applications. The tight control of the surface and interface of SiC and silicon dioxide (SiO₂) is far from being solved (e.g., Ref.309) which will be the next important task in the development of sensitive quantum sensors from SiC.

Figure 7. As discussed here, SiC offers certain advantages in applications in quantum technology. High quality 4-inch 4H-SiC wafer is exploited widely in semiconductor industry with well controlled doping technologies, which can reduce the production cost of future SiC-based quantum devices. Single divacancy and Si-vacancy spins have been integrated and controlled in SiC diode structures. (a) Si-vacancy and divacancy structures in 4H-SiC. (b) Defect qubits integrated into SiC diodes. (c) Defect qubits integrated into SiC photonics structures.

5. Defect centers hosted in 2D materials

Two-dimensional (2D) materials have been attracting extensive research interest in the last few decades. Recently, room-temperature quantum emitters have been reported in two-dimensional (2D) wide bandgap materials, creating great interest on quantum emitters and potential quantum bits in 2D materials. The big advantage of 2D materials is that the creation of the defects can be well controlled with the present experimental techniques with the almost deterministic localization of the defects that is needed for scaling-up quantum bits for quantum computers. In addition, strain and electric fields can be engineered on these 2D materials, and optical cavities can be formed around them. Another playground for 2D materials is the stacking of different 2D materials on top of each other, and one might
imagine sandwiching an atom or molecule between these 2D layers as qubits. Besides quantum computing and quantum communication purposes, it is noted that 2D materials are surfaces per se, so they can be good hosts for quantum sensing. The single-layer MoS$_2$ layers, delta-doped diamond slabs, and Si thin slabs were predicted as promising hosts for spin qubits. Isotopic purification is much more effective in 2D materials leading to an exceptionally long spin coherence time of the order of 30 ms. Apparently, there is great potential for using 2D materials for quantum technology. However, the first quantum emitters found in hexagonal boron nitride (h-BN) have not been unambiguously identified, and the origin of these emitters is still under intense research. For instance, some quantum emitters have been tentatively assigned to specific native point defects in h-BN. If these quantum emitters are identified and then engineered into a nanocavity (e.g., for WSe$_2$ in Ref.), then room-temperature photon blockades, which are an ultimate demonstration of nonlinearity at a single photon level, might be realized for the first time at room temperature.

5.1 Hexagonal boron nitride

Hexagonal boron nitride (h-BN) is one representative 2D material. It is a wide-bandgap (~6 eV) 2D material with the potential to host color centers that are promising candidates for quantum technology. Many emitters in h-BN are bright with narrow linewidths, are tunable, and have high stability. In 2016, room-temperature, polarized and ultrabright single-photon emission from color centers in 2D h-BN was first experimentally demonstrated. These advantages have sparked strong research interest in h-BN defects.

![Atomic defects in h-BN](image)

Figure 8. Atomic defects in h-BN. (a) High resolution transmission electron microscope image showing lattice defects in h-BN such as single vacancies and larger vacancies respectively. These can be seen as triangle shapes with the same orientation. The scalebar in this figure is 1 nm. Figure has been reprinted with permission from Jin et al. Phy. Rev. Lett. 102, 195505 (2009). Copyright 2009 American Physical Society. (b) Typical visible and ultraviolet PL spectra from quantum emitters. The photon correlation spectrum ($g^2$) reveals the quantum nature of the emitters. (c) Geometry of various possible defects in h-BN responsible for the quantum emitters, including V$_B$, V$_N$, O$_N$, C$_B$, N, V$_N$N$_B$, V$_N$O$_B$, V$_N$C$_B$, C$_N$V$_B$, V$_B$3H, V$_B$2O, and C$_N$C$_B$ defects.

In h-BN, a narrow emission band has been observed experimentally with a ZPL transition at a range of 1.6 eV to 2.2 eV, but h-BN has also shown luminescence with a ZPL at 4.1 eV and 5.3 eV. Tran
et al.\textsuperscript{75} experimentally demonstrated room-temperature and ultrabright emission from $h$-BN with ZPL energy at 1.95 eV. A plasma treatment of $h$-BN removes this emitter and produces another emitter with ZPL emission at $\sim$1.7 eV that was associated with the presence of oxygen in the quantum emitters\textsuperscript{314}. Observations suggest that some emitters may absorb at and emit from distinct electronic states\textsuperscript{319}. The origin of these emitters is still unclear. A broad spectral distribution, spanning $\sim$1 eV of the group of 2-eV ZPL emitters also observed in $h$-BN, implies that a number of distinct defect structures may exist, and they are tentatively attributed to the structural composition variations\textsuperscript{307}, the defect charge states uncertainty\textsuperscript{326}, as well as the local strain and dielectric environment variations\textsuperscript{308}. The broad window of ZPLs that are generated by numerous color centers makes the identification of these quantum emitters very challenging. Indeed, it has been shown that Stark-shift on the order of 10 nm can be observed upon 1 GV/m electric field on the ZPL energy of single emitters in $h$-BN\textsuperscript{327}, which demonstrates the strong coupling of these emitters to external fields.

Intrinsically, the similar phenomenon in NV centers in diamond, it is naturally suggested that the origin of these quantum emitters is the combination of substitutional and vacancy defects. $h$-BN has a wide variety of possible intrinsic defects, antisite defects, and unintentional impurities (such as H, O, C, and Si) in its lattice structure. Several DFT computational works have attributed these emissions to charge neutral native and substitutional defects with deep bandgap states\textsuperscript{173,312,313,176,322}. The plausible defect structures proposed by theoretical studies and experimental observations are shown in Fig. 8, including boron vacancy $V_B$\textsuperscript{146,325}, nitrogen vacancy $V_N$\textsuperscript{325}, carbon substitutional $C_B$ and $C_N$\textsuperscript{328,329}, oxygen substituting for nitrogen $O_N$\textsuperscript{328}, silicon substituting for boron $Si_B$\textsuperscript{330}; a vacancy next to a substitutional atom, e.g., nitrogen $V_N N_B$\textsuperscript{75,313}, oxygen $V_N O_B$\textsuperscript{327}, carbon $V_N C_B$\textsuperscript{313,331} and $C_N V_B$\textsuperscript{322}; boron vacancy passivated by oxygen $V_B 2O$\textsuperscript{314} and hydrogen $V_B 3H$\textsuperscript{176,311}, and a double substitutional carbon defect $C_N C_B$\textsuperscript{332}.

The intrinsic defects $V_N$ and $V_B$ in a freestanding $h$-BN have been observed in a TEM experiment\textsuperscript{325}. The defect $V_B$ possesses $D_{3h}$ symmetry, which has two defect orbitals in the bandgap that enable optical excitation below the band gap energy. The negatively charged $V_N$ shows a closed-shell singlet ground state, which is excluded as the source of the observed EPR signal\textsuperscript{322}. Room-temperature EPR and ODMR observations demonstrated a triplet ground state in electron irradiated and annealed $h$-BN crystal and exfoliated flakes\textsuperscript{140}, which was identified as the negatively charged $V_B$\textsuperscript{313,179}. Substitutional impurity defects such as $O_N$, $C_N$, $C_B$, and $C_N C_B$ carbon pairs were directly observed by annular dark-field imaging in a STEM\textsuperscript{328}, that study demonstrated that substitutional carbon atoms may occur mostly in pair-form. The 4.1 and 5.3 eV ZPLs were plausibly attributed to the deep donor $C_D$ and deep acceptor $C_A$\textsuperscript{329}, which has not yet been confirmed either from experiment or theory, though these defects have indeed low formation energies in $h$-BN\textsuperscript{176}. Recent experiments have recorded ODMR signals on single or a few defects at room temperature for color centers in $h$-BN\textsuperscript{140,333} that were tentatively assigned to $C_D$ defects based on the detected hyperfine signatures compared to the calculated ones\textsuperscript{322}. On the other hand, the calculated ZPL energy of $C_D$ defects do not agree with the observed ones\textsuperscript{176}, thus further investigations are needed to identify the origin of the close-to-single ODMR centers. McDougall et al.\textsuperscript{311} combined a X-ray Absorption Near-Edge Structures (XANES) experiment and DFT calculation on the shift of the core levels of the host atoms to investigate the nature of point defects in $h$-BN. They were able to identify the presence of $O_N$ and $V_B 3H$ defects, where the latter was a boron vacancy with three hydrogen atoms saturating the dangling bonds. As the $h$-BN samples exhibited 4.1 eV emission, this was tentatively assigned to the $V_B 3H$ defect based on DFT calculations that underestimated the bandgap by about 1.5 eV. Recent theoretical investigations indicated that, based on the calculated ZPL energy, the lifetime of the excited state and DW factor\textsuperscript{334} of carbon pair defect gives rise to a relatively narrow luminescence band, which can be associated with the 4.1-eV emitter. Mark et al.\textsuperscript{335} found by first principles calculations that the internal transition from the boron dangling bonds to a boron $p_z$ state has a ZPL at 2.06 eV and emission with a Huang–Rhys factor of 2.3, which was suggested for the origin of the group of 2-eV quantum emitters in $h$-BN. In this model, the boron dangling bond was accompanied by hydrogen atoms saturating the other dangling bonds of the vacancies\textsuperscript{335}, but the presence of hydrogen has not yet been proven in experiments. In addition, the calculated ionization threshold of the negatively charged dangling bond was smaller in energy than the calculated ZPL energy at 2.06 eV\textsuperscript{335}, which makes this proposition tentative at the moment.
Advanced first-principles calculations in combination with group theory analyses would be a powerful approach to analyze the defects’ magneto-optical properties, as shown in Ref.\textsuperscript{313}. Abdi \textit{et al.} predicted that $V_{h}(-)$ can exist and produce an $S = 1$ ground state\textsuperscript{313}, and this phenomenon was later observed by ODMR\textsuperscript{140}. On the other hand, prediction of the excited states from DFT calculations has limitations for the highly correlated orbitals or multireference states that typically appear in vacancy-type defects. As an example, Cheng \textit{et al.} predicted that a $V_{N}C_{B}$ defect has an $S = 1$ ground state in the neutral charge state, which is stable in a relatively wide range of Fermi levels\textsuperscript{312}. The estimated ZPL energy between the triplet states is about 1.6 eV where emitters with such ZPL energy are often observed in $h$-BN samples. In contrast to this result, Sajid and co-authors found that the ground state of $V_{N}C_{B}$ is $^1A_1$ singlet with $C_{2v}$ symmetry. They predicted 2.08 eV ZPL energy for the emission, where the phonon sideband should be broad\textsuperscript{173}. This may explain the observed 1.95 eV emitters in $h$-BN\textsuperscript{75}. If the intersystem crossing is very fast from the singlet excited state towards the triplet state, then the predicted ZPL energy is about 1.58 eV between the triplets\textsuperscript{322}, which basically agrees with the previous DFT result in Ref.\textsuperscript{312}.

A multireference character of the closed-shell and open-shell ground states of the defect-induced strong electron correlation effect would be another challenge in computational methods to accurately describe the energy levels of point defects\textsuperscript{336}. As an example of $V_{N}C_{B}$ defects in $h$-BN, hybrid functionals such as HSE06 work very well for excitations within the triplet manifold of the defects; however, they underestimate significantly the triplet-state energies by about 1 eV. The estimation of the inaccuracy was based on an $h$-BN flake cluster model of a few tens of atoms terminated by hydrogen atoms by comparing the DFT results with Hartree–Fock based multireference methods. The estimated DFT error might be overestimated in Ref.\textsuperscript{336} because of the limitations of the small models. Recently, a multireference method was applied on a supercell model of about 200 atoms for the calculation of the $V_{h}(-)$ states in $h$-BN based on a density matrix renormalization group algorithm, and the error in HSE06 DFT was not so severe\textsuperscript{179}.

It is worth noting that phonons play a critical role in determining the magneto-optical properties of the quantum emitters in $h$-BN. Strong electron–phonon interaction activates the emission of $V_{N}N_{h}$ defects\textsuperscript{337}, which also causes a strong coupling of strain to the ZPL emission. In this particular case, the out-of-plane or membrane phonon modes are coupled strongly to the defect, which moves the atoms out of the plane. Experiments combined with first principles calculations imply that this motion of ions can explain the polarization of the emitted photons from such emitters\textsuperscript{337}. The strong electron–phonon coupling, manifested as the Jahn–Teller effect in the excited state, is responsible for the weakly allowed optical transition in $V_{h}(-)$ states in $h$-BN, and membrane phonons may play a crucial role in the intersystem crossing responsible for the ODMR contrast\textsuperscript{179}.

5.2 Transition metal dichalcogenides

The family of two-dimensional materials, including graphene, $h$-BN, transition metal dichalcogenides (TMDs) (e.g., MoS\textsubscript{2}, WS\textsubscript{2} etc.), and phosphorene, have attracted much attention due to their extraordinary physical, chemical and mechanical properties, as well as their promising applications in nano electronics, thermoelectric devices, wearable electronics, flexible displays and smart health diagnostics\textsuperscript{338–347}. In addition to $h$-BN, TMDs have semiconducting characteristics, with direct bandgaps in their monolayer structures. For a MoS\textsubscript{2} monolayer, there exist several types of intrinsic defects\textsuperscript{348,349}. The defect based single-photon sources were realized in WSe\textsubscript{2}\textsuperscript{350–358}. The potential advantage of a 2D single-photon source is obvious, for it offers the possibility of integrating single-photon sources with van der Waals heterostructures. Most observed optical emission from WSe\textsubscript{2} in the band between 1.63 eV and 1.72 eV, with narrow linewidths of 120–130 μeV, and strong photon anti-bunching was reported, unambiguously establishing the single-photon nature\textsuperscript{350–353}. This feature is attributed to spatially localized exciton states and the electron–hole interaction in the presence of anisotropy. The photon emission properties can be controlled via the application of external electric and magnetic fields. The decay time of these emissions is around 10 ns, which is ten-fold longer than that of the broad localized excitons. This reveals that the exciton bound to deep-level defects is the underlying mechanism for the observed single photon emissions\textsuperscript{356}. In 2017, large-scale deterministic creation of quantum emitters was demonstrated experimentally\textsuperscript{357,358}. Although research on defect centers in TMDs is currently intensifying, this is a new field that addresses many open questions, such as the major defects dominating the single-photon emission,
their atomic configurations and electronic structures, which still need to be determined. Manipulating desired point defects at a predetermined set of locations lies at the heart of 2D quantum sensing engineering, and it can be technically realized\textsuperscript{359}.

6. Other materials as hosts

6.1. Other wide bandgap materials

Similar to the aforementioned host materials, other wide bandgap materials also host optically active defects that can principally emit single photons. Compared with NV center in diamond, the research of color centers in these wide band gap materials is still in its infancy. Preliminary results show a great advance in these materials, however, further efforts are still required to obtain a comprehensive understanding, such as the correlation between defect orbitals with the pristine orbitals of host material, the effects of strain and phonon coupling on electron coherence. For the completeness of this review article, here we briefly introduce the basic properties, performance and open questions of these wide bandgap semiconductors for application in quantum information technology.

6.1.1. Zinc oxide

Point defects in ZnO were explored for potential application as single-photon sources\textsuperscript{149,360,361}. Numerous theoretical and experimental studies have investigated the electrical and optical properties of ZnO with a band gap of around 3.4 eV, and the role of defects, including oxygen vacancies (V\textsubscript{O}), zinc vacancies (V\textsubscript{Zn}), the zinc interstitials (Zn\textsubscript{i}), and the oxygen interstitials (O\textsubscript{i})\textsuperscript{362}. Using hybrid density functional calculations, the native vacancies, interstitials, and dangling bonds in ZnO have been investigated\textsuperscript{363}. The oxygen vacancy (V\textsubscript{O}) was found to be a neutral defect, and the highest-energy photoluminescence peak associated with V\textsubscript{O} is at 0.62 eV. Under realistic growth conditions, the zinc vacancy (V\textsubscript{Zn}) is the lowest-energy native defect in n-type ZnO, acting as an acceptor. V\textsubscript{Zn} gives rise to multiple transition levels and emission between 1 and 2 eV. Compared with isolated V\textsubscript{Zn}, hydrogen atoms form highly stable complexes with V\textsubscript{Zn}, shifting the acceptor levels closer to the valence band edge. Hydrogenated V\textsubscript{Zn} has optical transitions similar to those of isolated V\textsubscript{Zn}, both in good agreement with recent experimental results, supporting them as the source of photon emission. It is suggested that Zn dangling bonds-related emission may be an intrinsic source of green luminescence in ZnO. The first report on the room temperature quantum emitters with broad phonon sideband (see Table I) was associated with the different charge states of the Zn-vacancy\textsuperscript{149}. Room temperature single photon emission was also found in ZnO nanoparticles\textsuperscript{364,365}. The application of ZnO in quantum technology would benefit from detailed knowledge of its optical properties that should be further explored. We note that the exchange interaction between the bands of Zn d orbitals and O p orbitals makes the accurate DFT calculation of pristine ZnO and defective ZnO complicated with respect to the case of other semiconductor materials. Hybrid DFT functionals resulted in a great advance as listed above, however, further efforts are required to study the localized and correlated orbitals of the vacancies and related defects.

6.1.2. Zinc sulfide

A room temperature quantum emitter was also observed in cubic ZnS particles of ~100 nm in diameter\textsuperscript{366}. The zinc blende ZnS exhibits a room temperature band gap of ~3.6 eV which is somewhat larger than that of ZnO. The fluorescence intensity of the quantum emitter emerges at 600 nm, it has a maximum at around 640 nm, and it decays to zero at around 750 nm upon 532-nm excitation. The ZPL peak is not visible at room temperature. The observed lifetime is at ~2.2 ns. Since the emitter was observed without any treatment it was tentatively associated with an intrinsic defect, the Zn-vacancy. \textit{Ab initio} predicts for ZPL energy of about 2.4 eV (516 nm) for Zn-vacancy\textsuperscript{367}, which is a bit far from the observed shortest wavelength of the emission. Further efforts are needed for identification of this single photon emitter. High quality ZnS material with large band gap has a good potential in hosting visible quantum emitters.

6.1.3. Titanium oxide
Recently, defects in TiO$_2$ thin films and nanopowders exhibited single-photon emission have been found\textsuperscript{368}. The excited-state and non-radiative lifetimes were found to be within the range of several nanoseconds and tens of nanoseconds, respectively. The fluorescence occurred in the red emission band. The three types of room temperature quantum emitters show relatively broad luminescence with some peaks between 600 and 700 nm. Low temperature measurements for optical characterization and \textit{ab initio} calculations may reveal the origin of these single photon emitters in this prospective material with a band gap at $\sim$3.0 eV.

### 6.1.4. Gallium nitride

Room temperature quantum emitters in gallium nitride (GaN) were reported to exhibit narrowband luminescence\textsuperscript{172}. In semiconductor quantum dots, because of the high densities of defects and charge traps, the rapid charging/de-charging can result in an obvious broadening of the emission linewidth. To overcome this issue, interface fluctuation GaN quantum dots have been developed\textsuperscript{369}. In the interface-fluctuation quantum dots, because the formation of charge localization centers is located at positions of thickness fluctuation in quantum wells, they emit in the near ultraviolet at wavelength of $\sim$350 nm and exhibit narrow linewidths as compared to typical QDs\textsuperscript{369–371}. Recently, near-infrared emitters in GaN have been found; they exhibit both excellent photon purity and a record-high brightness exceeding $10^6$ counts/sec\textsuperscript{155}. The origin of the emitter remains unknown. The substitutional chromium (Cr$^{4+}$) impurity is a qubit candidate in GaN that possesses small phonon sidebands, so most of the fluorescence can be harnessed for quantum communication\textsuperscript{138}.

### 6.1.5. Cubic BN and hexagonal BN nanotube

In addition to $h$-BN 2D crystals, the zinc-blende allotropic form of boron nitride, so-called cubic boron nitride (c-BN), has shown important application as a wide-band-gap semiconductor. Recently, Tararan et al.\textsuperscript{148} provided a literature survey and systematically investigated the optical properties of c-BN, including the optical gap and the luminescence of intragap defects. Using EELS, a large optical gap exceeding 10 eV was reported. A number of defect luminescence centers were demonstrated in the visible and UV spectral range. In the UV spectral range, possible single-photon emission was observed\textsuperscript{148}, which may motivate further investigation on this material.

Another possible form of BN is the hexagonal boron nitride nanotubes ($h$-BNNT). Unlike carbon nanotubes, the polarized B-N bonds create a large band gap of $\sim$6 eV independent from the chirality of the nanotube. The first room temperature quantum emitters were reported in about 5-nm-diameter $h$-BNNT\textsuperscript{138}. Recently, two similar room temperature quantum emitters have been observed in 50-nm diameter $h$-BNNT\textsuperscript{139}. The peaks for the two emitters are found at 571 nm and 569 nm, respectively, presumably attributed to ZPL of the defects. Both emitters have broad features and asymmetric line shapes in the spectra. Similar quantum emitters in the visible wavelength region were reported in 2D $h$-BN\textsuperscript{75}. For comparison, they also conducted experiments on BNNT samples with an average diameter of about 5 nm under the same condition, on different substrates\textsuperscript{139}. It is much more difficult to find a quantum emitter and the emissions are very unstable under the 532 nm illumination. Most of them bleach within 10 seconds. This is consistent with former results\textsuperscript{138} and is likely due to a much larger curvature in 5-nm-diameter BNNTs.

### 6.1.6. Wurtzite aluminum nitride

The wurtzite phase of aluminum nitride (w-AlN) has $C_{6v}$ symmetry. It is a wide band gap (6.03–6.12 eV) semiconductor that has many applications\textsuperscript{372}. The very large band gap can suppresses coupling between band gap levels and bulk states. Moreover, small spin-orbit splitting of 19 meV was reported\textsuperscript{373}, which can enhance qubit-state lifetime. These two unique advantages make AlN an attractive host material for scalable solid-state qubits analogous to diamond and SiC. Furthermore, growth of high-quality crystal w-AlN has been reported\textsuperscript{374}. The spin states of neutral nitrogen vacancy in AlN has been experimentally detected using electron paramagnetic resonance\textsuperscript{375}.
AIN has large band gap, this meets the criteria for a host material for addressable single photon emitter. However, in AlN, the defect levels induced by anion vacancy are too close to the band edge, results in strong resonance with the bulk band edges. This hinders the application of AlN in scalable quantum technologies. To overcome this issue, Varley et al. proposed that alloying AlN with transition-metal dopants can push the defect levels deeper into the band gap. For example, Ti and Zr atoms substitute on the Al site can lead to the formation of desired electronic and spin states.

Seo et al. proposed an alternative by applying strain. It was found that in the stress-free negatively charged nitrogen vacancy ($V^{-}_N$), the $S = 1$ state is slightly higher in energy than the $S = 0$ state, reveals that the two spin states are approximately degenerate in energy. On the other side, these two spin states are associated with two distinct Jahn-Teller distortions configurations. This suggests that these two spin states can be separated in energy by applying strain. Their DFT calculation results demonstrate this expectation, i.e., even at a small compressive strain of $-3\%$ along the [1120] direction, the $S = 1$ state is significantly lower by about 250 meV than the $S = 0$ state. In addition to the difference between energy of these two spin states, the hyperfine tensors are also sensitive to loading strain.

Very recently, Xue et al. have observed numerous room temperature single photon emitters in w-AlN films. At low temperatures, the PL spectra exhibit relatively narrow and strong ZPL peaks with positions varying from the visible (543 nm) till the NIR (~980 nm) region. The full PL spectra thus the corresponding Debye-Waller factors have not reported. They also applied DFT calculations with such functionals that do not well reproduce the band gap or not well tested, and only the vertical excitation energies were determined. Based on these calculations they concluded that some NIR quantum emitters in the AlN film originate from the antisite nitrogen vacancy complexes ($N_{AlV}$) and divacancy complexes ($V_{AlV}$). Further characterization is required at both the theoretical and experimental fronts in this highly prospective host material.

### 6.1.7. Rare-earth ions in garnets, silicate and vanadate

Rare-earth ions (REI) embedded into solid state matrix are prospective building blocks for quantum memory and quantum communication applications. In particular, it has been demonstrated for an ensemble of europium doped into $Y_2SiO_5$ or YSO that the quantum information can be stored for six hours. In REI systems, the $4f$ electrons split in the low symmetry crystal field, and the optical transition basically originates from these split atomic states. The atomic-like states have the advantage of producing narrow optical emission lines, and the large ion has relatively large hyperfine fine structure in the ground state with the long coherence time. However, the disadvantage is the long optical lifetimes because of the optical transition dipole between the atomic states is often forbidden in the first order. This limitation has been partly circumvented in the case of Pr$^{3+}$ doped Y$_3$Al$_5$O$_{12}$ or YAG by using a upconversion process that has the mutual benefits of accessing a short-lived excited state and providing background-free optical images, which was the first demonstration of REI quantum emission at He flow temperatures. Quantum emission of Pr$^{3+}$ doped LaF$_3$ at 1.5 K was also demonstrated in a following study. Later, spin-to-photon interface and single spin readout were observed in Ce$^{3+}$ doped YAG, where the optical transition occurs between the $5d$ excited state and $4f$ ground state. The $4f$ states the spin is highly mixed with the orbital momentum. This enables spin-flip optical transitions between the $4f$ and the $5d$ levels with an optical lifetime of $\sim 60$ ns. Under dynamic decoupling, spin coherence lifetime reaches $T_2 = 2$ ms and is almost limited by the measured spin-lattice relaxation time $T_1 = 4.5$ ms. Another possibility to circumvent the intrinsically low emission of REI is to engineer them near high-quality optical resonator which can significantly increase the rate of spontaneous emission selectivity at the resonator mode by harnessing the Purcell-effect. This has been recently achieved in Er$^{3+}$ doped YSO and ytterbium doped YVO$_4$ or YVO$_{3}$ that made possible to detect single photon emission from these ions. Furthermore, by careful choice of the direction of an external constant magnetic field, the enhancement of the emission has been tuned towards the spin-conserving excitation only with well-distinguishable optical transitions for the different spin states. If the laser and the cavity mode were tuned only one of the spin-conserving excitation energies then emission is expected only for the resonant bright spin state and no emission is expected for the off-resonant dark spin state. During the optical cycles a spontaneous decay from the bright spin state to the dark state can occur with some low probability that remains dark. Thus, the
observation of the emission is correlated to the spin state of the REI in its ground state. Beside the optical readout of the REI spin state, spin dephasing and the spin dephasing limits in YVO have been observed.

Theory here faces with several challenges: highly correlated atomic like orbitals, large spin-orbit interaction and possibly non-negligible electron-phonon interaction for the case of quasi degenerate orbitals. One obvious choice is to apply post Hartree-Fock based methods where the correlation energy between the orbitals can be systematically taken into account by raising the complexity of the approach including relativistic effects (c.f. a review in Ref.384). The crystals are modeled by finite small clusters (10s of atoms like ultrasmall quantum dots) in the post Hartree-Fock based methods. To our knowledge, no systematic theoretical study has been conducted how the size of the clusters would affect the results. Alternatively, Kohn-Sham DFT theory may be used but it may fail due to the complex correlation effects of the atomic like orbitals. Recently, a computationally tractable solution has been developed that combines the HSE hybrid density functional theory with orbital dependent exchange interaction that was demonstrated for cerium dioxide.385. Another solution can be to embed CI methods into DFT203 or to very efficiently calculate the CI method in medium size clusters with periodic boundary conditions by means of density matrix renormalization group (DMRG) algorithms179.

6.1.8. Lithium fluoride

Using time-dependent density functional theory embedded-cluster simulations, the electronic and optical properties of two adjacent singlet-coupled F color centers (anion-vacancy) in lithium fluoride (LiF) were investigated386, where LiF has extremely large band gap over 10 eV. It was found that to accurately simulate the entangled-defect system, it is necessary to consider the dynamical correlations between the defect electrons and the adjacent ionic lattice. To our knowledge, no single photon emitter has been observed so far in this insulator.

6.2. Potential moderate/small bandgap semiconductors

Diamond is already proven to be a promising host material for quantum information technology that builds up from carbon atoms. The graphite, including the single sheet of graphite, i.e., graphene, is a zero-gap semiconductor, therefore it cannot host color centers. However, some forms of carbon nanotubes with relatively small diameter can introduce small band gap which opens the door for hosting NIR emitters. By considering small band gap materials for hosting qubits, silicon crystal is an obvious choice which is an elementary semiconductor. Silicon is the most used semiconductor for integrated circuits which has a band gap at 1.17 eV at cryogenic temperatures. Beside using dopant atoms for realizing qubits, i.e. Kane quantum computer (see below), NIR color centers have been introduced for quantum optics studies (see Table I). Considering its ideal interface compatibility with conventional Si-based technology, the application of silicon in quantum information technology has attracted a great attention in recent years. In this sub-section, we discuss the characteristic, performance and perspective of these two promising materials for quantum information technology.

6.2.1. Carbon nanotube

The development of a solid state photon source based on carbon-related nano materials has received a lot of attention387,388. The photoluminescence of semiconducting single-wall carbon nanotubes was first observed in 2002389. The bandgap of carbon nanotubes can vary from zero to 2 eV, depending significantly on the tube chirality. The advantages of carbon nanotubes include the straightforward tuning of the emission wavelength, between 850 nm and 2 μm, by changing the chiral species. Unfortunately, in principle, single-photon emission requires a quantum mechanical quasi-two-level system, yet the one-dimensional (1D) band structure of carbon nanotubes conflicts with this major requirement.

One scheme towards a single photon source is the strong exciton–exciton interaction in 1D systems390. Via this strong exciton–exciton interaction, the multiple excitons created in a carbon
nanotube can be annihilated until only a single exciton remains to emit a single photon, namely, the exciton-exciton annihilation effect. As it does not rely on exciton localization, room temperature single photon generation is possible. In 2015, room-temperature partial single-photon emission with purity of about 50% was observed.391

Another strategy for obtaining reliable single-photon emission from carbon nanotubes relies on exciton localization. Deep potential trapping (much greater than \( k_B T \)) is required for localization at room temperature. However, because the trapping potential in a pristine carbon nanotube is very shallow, single photon emission in a pristine carbon nanotube is limited to cryogenic temperatures. Chemical functionalization of carbon nanotubes provides one way to strengthen the exciton localization and generate localized excitons with well depths of 100 meV or greater, which are higher than \( k_B T \) at room temperature.392–395 The physical mechanism is the strong exciton trapping at the \( sp^3 \) defect centers.393,396,397 The zero-dimensional nature of trapped excitons also brings novel physical phenomenon, such as the interaction of 1D excitons with the 1D phonon modes in carbon nanotubes.396,397 Furthermore, exciton localization can lead to significantly longer decay times, and with diameter decreases of \((7, 5)\) to \((5, 4)\) of the nanotubes, the decay time increases from 75 ps to 600 ps, demonstrating strong chirality dependence.398

6.2.2. Silicon – Kane quantum computer

A completely different approach towards building quantum computers was proposed by Bruce Kane in 1998–99, which is based on the combination of classical semiconductor technology and electron-nuclear magnetic resonance techniques. As the most successful material applied in semiconductor device technology, silicon (Si) has an indirect bandgap of about 1.17 eV at cryogenic temperatures that reduces to about 1.12 eV at room temperature. The isotopically pure \(^{28}\)Si has a nuclear spin of 0 that can be a perfect host for defect qubit spins. When the silicon substrate is doped with isotopically pure \(^{31}\)P (phosphorus), with providing a donor electron with an electron spin and also nuclear spin of \( \frac{1}{2} \), the nuclear spin of the phosphorous donors can realize the function to encode qubits with extremely long coherence times and low error rates, because the donors are extremely separated from environment. This design combining the advantage of tunable quantum well for localizing the donor electron using gate electrodes – called quantum dots – and nuclear magnetic resonance has the advantage of scalability. In this system, also named the Kane quantum computer, the nuclear spins of the phosphorous donors perform single-qubit operations. Two nuclear spins can interact mediated by the extended electron wave packet. As the electron wave packet is sensitive to external electric field, the nuclear spin interaction can be controlled by gate voltage, which is essential for realizing the operation of quantum computation. With an array of such donors embedded beneath the surface of a pure silicon wafer, a silicon-based nuclear spin quantum computer was expected. Indeed, using electron-nuclear double resonance technique the electron spin could be successfully encoded into the nuclear spin of \(^{31}\)P with an overall store-readout fidelity of 90 per cent. The coherence lifetime of the quantum memory element at 5.5 K exceeded 1 s in \(^{28}\)Si enriched Si.401

The idea of Kane quantum computer faces at least two challenges: i) efficient readout of single qubits; ii) precise alignment of the donor atoms in Si. By engineering the P donors between two electrodes, i.e. field-effect transistor (FET) configuration, the electrical detection of single P donor electron spins was demonstrated via spin-selective recombination between a deep paramagnetic defect acting as a trap for the P donor electron at the silicon and SiO\(_2\) interface. This result was published after 6 years of Kane's publication.402 The mechanism can be described as a spin-to-charge conversion where the high purity of Si material makes possible to detect single electrons in the FET device. With using pulsed electrical detected magnetic resonance, the Rabi nutation of single P donor electrons (the coherent state) was observed in the Si FET device with using the same mechanism.403 The disadvantage of this method is that the spin-to-charge conversion probability between the states of the deep defect (presumably a Si dangling bond at the Si/SiO\(_2\) interface) and the P donor heavily depends on their locations, and it is extremely complicated to control the formation and location of the deep defect. A breakthrough in the single-shot readout of P donors was achieved in a single electron transistor (SET) architecture with using 1.5 Tesla magnetic field for efficient Zeeman splitting at 40 mK temperature, in order to achieve a spin-
selective tunneling of the P donor electron from the SET region towards the electrodes. Morello at al. observed a spin lifetime of 6 seconds at a magnetic field of 1.5 tesla, and achieved a spin readout fidelity better than 90 per cent. Although, this method operates at ultralow temperatures compared to the spin-to-charge readout mechanism but here only the location of the P donor should be precisely controlled. Later, a top-gated nanostructure, fabricated on an isotopically engineered $^{28}\text{Si}$ substrate, was used to increase the electron spin readout contrast to about 97 per cent and $^{31}\text{P}$ nuclear spin readout contrast to 99.995 per cent. Although, the control fidelity approached 99.99 per cent, the coherence time of the $^{31}\text{P}$ nuclear spin can be much extended by removing the donor electron spin by illumination, i.e., charging the donor. It was demonstrated that the coherence time of the $^{31}\text{P}$ nuclear spin is 39 minutes at room temperature and 3 hours at cryogenic temperatures. We note that the control and readout of the qubit still occurs at low temperatures. These favorable qubit properties make feasible to study the scalability of the qubits and their interaction. To this end, the tight control on the formation and placement of the donors is required.

A breakthrough in the precise alignment of P donors was achieved by a combination of scanning tunneling microscopy (STM) and hydrogen-resist lithography. Simmons group demonstrated a single-atom transistor in which an individual phosphorus dopant atom was deterministically placed with a spatial accuracy of one lattice site in SET. The SET operated at liquid helium temperatures, and millikelvin electron transport measurements confirmed the presence of discrete quantum levels in the energy spectrum of the P atom. Furthermore, the coherent control of single P donor qubit was demonstrated. This technology has been recently applied to fabricate the two-qubit exchange gate between phosphorus donor electron spin qubits in silicon using independent single-shot spin readout with a readout fidelity of about 94 per cent which operates very fast (about 800 picosecond). In the two-qubit exchange mechanism the precise alignment of the two P donors was inevitable. This is a crucial step with respect to the previous breakthroughs achieved in the demonstration of various two-qubit gates in Si.

In addition to phosphorous dopant, arsenic in silicon is another attractive platform for quantum computing since arsenic dopants have many advantages over phosphorus, include a higher solid solubility in bulk silicon and a lower diffusivity than phosphorus. Moreover, atomic spin–orbit interaction strength of arsenic is twice of that of phosphorus, and triple times of nuclear spin value. The high nuclear spin value present opportunities for simplifications in physical implementations of quantum gate structures. Very recently, using a scanning tunneling microscope tip, Stock et al. reported the successful fabrication of atomic-precision of arsenic in silicon. Obviously, further studies on the quantum properties of the arsenic in silicon are desired. Arsenic has an advantage of the relatively large quadrupole of the nuclear spins that can be harnessed to control the nuclear spin states of the ionized arsenic donors via strain. Obviously, further studies on the qubit properties of the arsenic in silicon are desired. A very interesting donor alternative in Si is bismuth (Bi). Although, Bi has much lower solubility than P in Si but $^{209}\text{Bi}$ offers a 20-dimensional Hilbert space rather than a 4-dimensional Hilbert space of $^{31}\text{P}$ which has a great potential in quantum operations. It was experimentally demonstrated that Bi donor has similar coherence times like P donor’s, and the nuclear spins can be coherently manipulated. Notably, group-III shallow acceptors in silicon, e.g., boron, which have strong spin-orbit coupling, exhibit ultra-long coherence times of 10 ms that can rival the best electron-spin qubits. The large spin-orbit coupling may help to manipulate the qubit with electric fields instead of magnetic fields which is technologically much friendlier.

We note that it was a common belief that the relatively shallow donors and acceptors in Si can be well understood by using the effective mass theory with some fitting parameters for the central cell correction and related empirical tight binding theory. In particular, the electrostatic tuning the hyperfine interaction between the electron spin and the P donor nuclear spin in an FET or the large valley-orbit splitting in a silicon gated nanowire device could be well understood with this picture. The $\text{Ab initio}$ theory predicted that the former effect can be even significantly greater in a silicon nanowire where the physical dimension of the silicon nanowire is reduced to the quantum confinement regime where the strain acting on the qubit depends on the diameter and surface termination of the Si nanowire.
Recently, strain was applied to various donors in Si to tune the hyperfine coupling between the corresponding nuclear spin and the donor spin\textsuperscript{426}. Although, empirical tight binding theory seemed to mostly reproduce the experimental data but \textit{ab initio} theory may be needed for accurate prediction, in particular, for the large donor ions. The challenge for \textit{ab initio} periodic cluster calculations is to accommodate the defect (wavefunction) in a sufficiently large supercell, or to apply the appropriate scaling method to approach the isolated donor limit.

The spin-to-photon interface to create flying qubits in Si may be realized by deep donors like chalcogen donors\textsuperscript{427}. For the prototypical $^{77}$Se$^+$ donor, lower bounds on the transition dipole moment and excited-state lifetime were measured with long-lived spin at cryogenic temperatures, enabling access to the strong coupling limit of cavity quantum electrodynamics using known silicon photonic resonator technology and integrated silicon photonics\textsuperscript{428,429}.

Another approach is to use deep fluorescent centers in Si to realize quantum emitters. Erbium in Si emits light in the telecom wavelength which is a REI impurity in Si with optical transition between the split 4f orbitals (e.g., Ref.\textsuperscript{107}). A hybrid approach was demonstrated for the readout of the electron spin in which optical excitation is used to change the charge state (conditional on its spin state) of an erbium defect center in a SET, and this change is then detected electrically\textsuperscript{430}. Recently, ensembles of G-centers and G-center-related single photon emitters were created in silicon by carbon implantation and annealing\textsuperscript{159,431}. A G-center mostly emits at 1280 nm (0.97 eV) wavelength in the near infrared region, as shown in Fig. 9, making it very compelling for quantum telecommunication\textsuperscript{432}. The G-center has a known ODMR signal with an $S = 1$ metastable state with singlet ground and excited states (see Ref.\textsuperscript{433} and references therein); thus, this quantum emitter may act as a qubit or quantum memory. A combined deep level transient spectroscopy, PL, EPR and ODMR spectroscopies study strongly argued that G-center is a bistable form of two carbon atoms sharing one Si site in the lattice\textsuperscript{433}, however, previous and recent \textit{ab initio} calculations did not reach any satisfying consensus and conclusion about the microscopic origin of the center\textsuperscript{434–437}. Additional \textit{ab initio} studies are required for unambiguous identification and further characterization of the G-center in silicon. We note that the ZPL wavelength of C-center and W-center in silicon\textsuperscript{438} are also very promising for quantum communication purposes (see Fig. 9). Further theoretical and experimental efforts are needed to harness these color centers in quantum technology applications.
Figure 9. The plots of quantum-coherent materials versus zero-phonon line emission (unit in nm). In the region of near-infrared light (700 ~ 2500 nm), there are two windows presented as pink color (first biological window: 650 ~ 950 nm) and grey color (second biological window: 1000 ~ 1350 nm), that are important for in vivo imaging applications. The three telecommunication operating wavelengths for fiber optic communication, namely O-band (original), E-band (extended), and S-band (short), are presented as green, blue, and orange colors, respectively. The ZPL values with unit in eV are shown in Table I. The color centers with unknown origin are not labeled. The symbol codes are the followings: 1D color center — purple square; 2D color center — purple triangle; 3D color center — yellow circle; coherent ensemble spins control — circle with blue arrows; coherent single spin control — circle with a single green arrow.

7. Summary and outlook

In this review, we have focused on color centers in solids, the emerging material platforms for quantum information technology with distinctly promising properties. A summary of the key parameters in experimental measurement for these promising materials, e.g., diamond, 4H-SiC, 3C-SiC, 6H-SiC, ZnO, GaN, c-BN, 2H-MoS₂, and for 2D materials, e.g., h-BN, WSe₂, WS₂, is given in Table I. Over the last decade, scientists have tried various materials, such as diamond, h-BN, SiC, and other wide bandgap semiconductors, for constructing the basic elements for quantum information processing devices. Some startup companies have already begun to commercialize solid-state quantum systems, such as diamond NV centers, for quantum sensing, as predicted by Turing Award laureate Andrew Chi-Chih Yao. In 2016, The Quantum Manifesto called upon Member States and the European Commission to launch a €1 billion Flagship-scale Initiative in Quantum Technology. Two years later, the National Science Foundation (USA) invested funds of up to $25 million in a new program, called Enabling Quantum Leap: Convergent Accelerated Discovery Foundries for Quantum Materials Science.
Engineering, and Information (Q-AMASE-i), to establish foundries with "mid-scale infrastructure for rapid prototyping and development of quantum materials and devices," according to the program solicitation.\(^{444}\) Obviously, the above shows that the quantum computer will have a prominent part in the future. Although quantum computers may not supersede traditional computers in tasks for which traditional computers are already proven to be highly efficient, quantum computers could excel in many tasks, such as the design of new materials for health, energy storage and production, high temperature superconductors and new catalysts.

We briefly mentioned the challenges in this road in the paper that we perpetuate here. At limited temperature, the excitation of phonon will induce atoms in the solids displacing from their equilibrium positions. As a result, the electron/spin energy level have significant broadening because of the fluctuation of the atoms, leading to finite relaxation time for spin states. For example, significant reduction in spin coherence time was reported in isolated NV center at room temperature with respect to low temperature.\(^{46,195}\) Furthermore, the excitation of phonons also may break time-reversal symmetry, result in a net magnetization in non-magnetic system.\(^{445}\) In addition to its influence on spin coherence time, physicists also figured out how quantum computers can operate using coherent phonons.\(^{446-448}\) In light of the aforementioned facts, therefore, we suggest that a better knowledge of spin-phonon coupling is highly important not only for understanding the fundamental physics, but also for the application of quantum technologies. The complex interplay between the phonons and spins can be monitored in such defect qubits in which the electron-phonon coupling and spin-orbit coupling are in the same order of magnitude.\(^{79}\) Theory predicts that SnV and PbV defects in diamond are ideal platforms to this end.\(^{79}\)

Beside quantum computation, the development of quantum sensing and quantum communication devices is also a driving force in the field. In quantum sensor applications, the room temperature operation is a must for in vivo biological and medical studies, thus the search for room temperature defect qubits is of high importance in this context. Furthermore, the temperature dependence of materials properties such as high-temperature superconductivity can be only monitored by such quantum sensors that can operate in a broad range of temperatures. The use of light either in the manipulation or readout of the room temperature qubits poses restrictions on the wavelength region for biological studies. Two NIR wavelength regions are defined in the context where the absorption is minimal by typical biological systems (see NIR-I and NIR-II in Fig. 9 and Ref.\(^{439}\)). Ideally, the color centers should be photo-excited and emit in the NIR-I region or rather in the NIR-II region to this end. We note that the phonon sideband of the emission may fall to the desired region which have longer wavelength than the marked ZPL wavelength in Fig. 9, as the optical readout of many color centers with low DW factor are carried out in the phonon sideband. The quest for the design of the optical emission is also evident for quantum communication applications. The efficiency of the quantum communication can be significantly increased if the critical ZPL emission of the color centers fall into the present telecommunication bands of the optical fibers (see Fig. 9), so it does not require any wavelength conversion that always leads to a loss of the signal intensity. The list of the presently observed single photon emitters and qubits in the context of technologically relevant wavelength regions are summarized in Fig. 9. It is obvious that the search for qubits with given fluorescence properties is required for optimization and efficient implementation of quantum technologies.

We note that the search of point defects for a given ZPL wavelength is an insufficient condition in the optimization of defect qubits. The interaction and coupling between different particles and quasiparticles in solids, including electrons, phonons, photons and spin, are important physical process in nature, and have direct impacts on performance of quantum devices. Considering the complex multi-particles interaction, it is still challenging in computational design of new material platform for quantum technology. Recently, with big data generated by theory and experiments, high-throughput calculation, screening and machine learning methodologies have been adopted to materials genome initiatives and materials informatics.\(^{449-451}\) These methodologies have been exploited in discovery of various functional materials, including valleytronics materials,\(^{452}\) thermoelectric materials,\(^{453}\) thin film solar cell,\(^{454}\) organic-inorganic perovskites,\(^{455}\) and topological electronic materials.\(^{456}\) Very recently, candidate materials for hosting defect qubits have been identified with the principles of constituting of the crystal by low-spin
isotopes for securing long coherence times and of possessing $>2$ eV bandgap for robust optical control by means of machine learning techniques. However, quantum-coherent materials are realized by point defects in the host that should be also identified. The first steps were taken to conduct this type of research to seek solid state defect qubit candidates which is based on the computation of the key magneto-optical properties of the defects as list in Table I, i.e., database of defect properties based on the theoretical spectroscopy. Therefore, it is also expected that machine learning methodology can provide new insights and facilitate the development of new material platforms for quantum technology. A crucial issue that may stem to employ machine learning methodology to this end is the accuracy of the computation methods, in particular, for the excited states, which is critical in the credibility of the resulting database. The combination of the advantages of the density functional theory and configuration interaction seems to provide a good balance in terms of the tractable system size and the relatively good accuracy (about 0.1 eV) for highly correlated excited states.

It is exciting to note that, due to the enormous potential of quantum computers in the design of new materials and the importance of new material platforms for building scalable quantum computer networks with much better performance, the birth of the usable quantum computer will definitely speed up the development of new material platforms, resulting in “self-accelerating” progress in quantum information technology. The initial step has been recently taken in this direction. In this context, theoretical simulation of experimental characterization is expected to play a more important role in future research.

Finally, we allude here an important point from Ref. We note that the full description of quantum bit cannot be separated from the description of the environment. The environment often is a source of noise for the qubits causing decoherence. This is clearly disadvantageous for quantum computer application but can be harnessed in quantum sensor protocols. We briefly mentioned some key quantities of the qubits such as readout contrasts, the longitudinal spin relaxation time, and the coherence time which are dependent on the environment such as strain, electric and magnetic fields, and temperature. By computing the coupling of the defect qubits properties to these key quantities, the sensitivity of quantum sensing protocols and optimization of quantum control can be designed and may guide future experimental studies. Only this comprehensive approach makes the ab initio search for alternative solid-state defect quantum bits reliable and powerful that might be superior for a given quantum technology application. One possible route along this direction is to combine the ab initio calculations and effective spin Hamiltonian approach to compute the readout contrasts, the longitudinal spin relaxation time, the coherence time, and other key quantities. A recent study has taken the first steps into this direction which has been successfully applied to understand the optical response of qubits in a real environment. Again, the usable quantum computer may result in a “self-accelerating” process by directly simulating the evolution of spin states of the defect qubit in the bath of external spins.

All-in-all, the future of color centers qubits looks bright in the joint effort of ab initio simulations – theoretical spectroscopy and qubit control – and experiments.
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