Deep Point-to-Plane Registration by Efficient Backpropagation for Error Minimizing Function
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Abstract. Traditional algorithms of point set registration minimizing point-to-plane distances often achieve a better estimation of rigid transformation than those minimizing point-to-point distances. Nevertheless, recent deep-learning-based methods minimize the point-to-point distances. In contrast to these methods, this paper proposes the first deep-learning-based approach to point-to-plane registration. A challenging part of this problem is that a typical solution for point-to-plane registration requires an iterative process of accumulating small transformations obtained by minimizing a linearized energy function. The iteration significantly increases the size of the computation graph needed for backpropagation and can slow down both forward and backward network evaluations. To solve this problem, we consider the estimated rigid transformation as a function of input point clouds and derive its analytic gradients using the implicit function theorem. The analytic gradient that we introduce is independent of how the error minimizing function (i.e., the rigid transformation) is obtained, thus allowing us to calculate both the rigid transformation and its gradient efficiently. We implement the proposed point-to-plane registration module over several previous methods that minimize point-to-point distances and demonstrate that the extensions outperform the base methods even with point clouds with noise and low-quality point normals estimated with local point distributions.

Keywords: point-to-plane registration; efficient backpropagation; analytic gradient; implicit function theorem

1 Introduction

Point set registration is a fundamental problem in computer vision and graphics, and is the core of many applications, such as 3D object matching, simultaneous localization and mapping (SLAM), and dense 3D reconstruction. The iterative closest point (ICP) [1–5] is one of the most popular algorithms for the registration. The standard ICP algorithm defines the correspondences by associating each point in a source point cloud with its nearest neighbor in the target point cloud. Then, it obtains a rigid transformation to minimize the distances between corresponding points. However, the traditional ICP algorithms using the distance-based point correspondences suffer from the non-convexity of the objective function and often result in a wrong registration, depending on the initial postures of input point clouds.
Recently, deep learning techniques on point clouds have provided purpose-specific point feature descriptors and have also been leveraged to define better point correspondences [6–8] for the registration, where the point-to-point correspondences are defined based on the vicinity of point features obtained by a neural network. In addition, several studies have been conducted to find better point-to-point correspondences between incomplete point clouds [9,10] or to apply deep learning to more advanced registration algorithms [10,11]. However, most of these methods are based on the Procrustes algorithm [12], which uses singular value decomposition (SVD) to minimize the sum of pairwise point-to-point distances. The differentiable SVD layer, which is provided by most machine learning libraries such as PyTorch and TensorFlow, is leveraged by the previous methods to train the network in an end-to-end manner. However, in the context of traditional point set registration, an algorithm minimizing point-to-plane distances rather than point-to-point distances often obtains a better rigid transformation [13].

This fact motivated us to investigate a deep-learning technique for point-to-plane registration. A challenging part of using point-to-plane registration with deep learning is that a typical solution for the point-to-plane registration is based on an iterative accumulation of transformation matrices by minimizing a linearly approximated energy function [2]. The iterative process slows down the training process because it significantly increases the size of the computation graph needed to compute the gradients of network parameters via auto-differentiation. To address this problem, we focus on the gradient of a function defined by error minimization, which appears in point-to-plane and other standard registration algorithms. The proposed method applies the implicit function theorem to derive the analytic gradients of the rigid transformation with respect to positions and normals of input points. Recently, a similar idea has been proposed to solve the perspective-n-points (PnP) problem [14], but we focus more on the solution to the point-to-plane registration problem defined as constrained error minimization.

This paper has three major contributions. First, we introduce a proposition to obtain a necessary condition that an analytic gradient exists for a function defined by constrained error minimization. We will show the proof of the propo-
position using the implicit function theorem. Second, we apply the proposition to calculate the gradients practically for the point-to-plane registration problem, which is typically formulated as constrained optimization. The analytic gradient given by our method is agnostic to how the error minimizing function is obtained. Therefore, the large computation graph is unnecessary to compute the gradient of output rigid transformation with respect to input point data. Third, we plug our point-to-plane registration module into previous methods, which originally minimized point-to-point distances. This experiment demonstrates that our extensions outperform the base methods on the evaluations with standard point cloud datasets, even with low-quality point normals estimated from local point distributions.

2 Related Work

Traditional point set registration. The classic ICP algorithms obtain a good rigid transformation to align two point clouds by alternating between finding point correspondences and calculating the rigid transformation that minimizes point-to-point distances [1], point-to-plane distances [2,13], and others [3,5]. The vicinity of two point cloud is defined traditionally by using distances of points, but also by using probability distributions to handle noisy and partial point clouds [15–17]. A common problem of the traditional ICP is the non-convexity of the objective function, which makes it difficult to find appropriate point correspondences. Go-ICP [4] uses the branch-and-bound method to find a globally optimal rotation matrix in $SO(3)$ but is several orders of magnitude slower than standard ICP algorithms even with the help of local ICP to accelerate the search process. Other approaches have solved the constrained nonlinear problem with more sophisticated solvers [18–21] (e.g., Levenberg–Marquardt method). However, these methods based on distances of points can often suffer from input point clouds with significantly different initial postures.

Feature-based point set registration. Rather than using point positions, various previous studies have leveraged feature vectors for an input point cloud to resolve the problem of bad initial postures. Traditional hand-crafted features summarize local geometric properties, which are often described by positions and normals, into a histogram. For instance, the variety of normal orientations [22] and geometric relationship between point and normal pairs [23–26] have been employed. Recently, such traditional feature extractors have been replaced by deep convolutional neural networks (CNNs) [27]. For instance, PPFNet [28] and PPF-FoldNet [29] employ PointNet [30] and FoldingNet [31] (i.e., the CNNs on a point cloud), respectively. Some other methods apply a 3D fully-convolutional network to small 3D volumes, which are defined for local point subsets [32,33].

End-to-end learning of point set registration. End-to-end deep learning frameworks are another trend in point set registration. PointNetLK [6] introduces a numerically differentiable Lucas–Kanade algorithm for minimizing the distance of point features obtained by PointNet [30]. An analytically differentiable variant [34] has also been developed recently. PCRNet [8] encodes input
point clouds using PointNet but directly estimates the rigid transformation between them by the network itself. Deep closest point (DCP) [7] applies attention-based soft correspondences between input point clouds, which is later extended for partial point clouds by PRNet [9]. Following these seminal approaches, several studies have extended traditional registration algorithms using neural networks. For example, RPMNet [10] has extended robust point matching [35] to align partially overlapping point clouds. DeepGMR [11] has extended Gaussian mixture registration [16] for memory-efficient registration. Furthermore, a couple of studies have emphasized more reliable point pairs by weighting more heavily with an additional CNN [36], supervising the extraction of overlapping regions [37], and extracting them with Hough voting [38].

3 Deep point-to-plane registration

We assume that point clouds \( \mathcal{X} \) and \( \mathcal{Y} \) have point normals. Hence, we denote \( \mathcal{X} = \{(x_i, m_i)\}_{i=1}^{N} \) and \( \mathcal{Y} = \{(y_j, n_j)\}_{j=1}^{M} \), where \( x_i \) and \( y_j \) denotes \( i \)th and \( j \)th vertex positions, \( m_i \) and \( n_j \) are their point normals, and \( N \) and \( M \) are the number of points in \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. For simplicity, we assume points in \( \mathcal{X} \) and \( \mathcal{Y} \) are already paired. As shown later, our method obtains the point correspondences by a neural network as the previous studies do. Then, we align \((x_i, m_i)\) and \((y_i, n_i)\) for \( i = 1, \ldots, N \) by minimizing point-to-plane distances.

3.1 Point-to-plane registration by linear approximation

In the point-to-plane registration [13], the error function \( E(R, t) \) for rigid transformation \((R, t)\) is defined for corresponding point pairs \( \{(x_i, (y_i, n_i))\}_{i=1}^{N} \):

\[
E(R, t) = \sum_{i=1}^{N} ((Rx_i + t - y_i) \cdot n_i)^2 .
\]  

Minimizing this error function requires solving a complicated constrained nonlinear problem due to the orthogonality of rotation matrix \( R \in SO(3) \). In contrast, we can simplify the problem when we assume the amount of rotation is relatively small, namely \( \theta \approx 0 \). In this case, rotation matrix \( R(\theta, w) \) for the rotation around axis \( w \) by angle \( \theta \) can be simplified to a skew symmetric matrix using the Rodrigues’ rotation formula.

\[
R(\theta, w) = I + \sin \theta K(w) + (1 - \cos \theta)K^2(w) \approx I + K(\theta w)
\]  

where \( K(w) \in \mathbb{R}^{3 \times 3} \) is a matrix corresponding to the cross product with \( w \) (i.e., \( K(w)v = w \times v \)). Then, the problem to minimize Eq. (1) can also be simplified as a linear system [2], and we can obtain the axis-angle representation of rigid transformation by solving the system.

\[
A \begin{bmatrix} a \\ t \end{bmatrix} = b, \quad A = \sum_{i=1}^{N} \begin{bmatrix} x_i \times n_i \\ n_i \end{bmatrix} \begin{bmatrix} x_i \times n_i \\ n_i \end{bmatrix}^\top, \quad b = \sum_{i=1}^{N} \begin{bmatrix} x_i \times n_i \\ n_i \end{bmatrix} (y_i - x_i) \cdot n_i,
\]  

\]
where \( a = \theta w \). Finally, we re-calculate a rotation matrix by the Rodrigues’ formula using angle \( \theta = \|a\|_2 \) and axis \( w = a / \theta \) without the small-angle assumption. The rotation matrix obtained by \( \theta \) and \( w \) is an approximation and does not minimize Eq. (1). Therefore, to obtain the optimal transformation \((R^*, t^*)\), we need to accumulate the approximated rotation matrices and translation vectors by repeating this process several times. For simplicity, we henceforth refer to this solution of accumulating small transformations as the iterative accumulation.

### 3.2 Gradient of error minimizing function

When an algorithm to solve point-to-plane registration obtains the same rigid transformation from the same input consistently, we can regard \((R^*, t^*)\) as a function of \( X \) and \( Y \). When the registration is used as a component of a neural network, the computation will be speeded-up significantly if we can calculate the analytic gradient of the function. However, the evaluation of the function involves the minimization of the error function in Eq. (1), and the definition of the gradient is not straightforward. Here, we leverage the implicit function theorem to derive the analytic gradient of such an energy minimizing function.

**Theorem 1 (Implicit function theorem).** Let \( g : \mathbb{R}^{n+m} \to \mathbb{R}^m \) be a real-valued function of the class \( C^1 \), and let \( \mathbb{R}^{n+m} \) have coordinates \((x, y)\). Fix a point \((x_0, y_0)\) with \( g(x_0, y_0) = 0 \), where \( 0 \in \mathbb{R}^m \) be the zero vector. If \( \frac{\partial g(x_0, y_0)}{\partial y} \), i.e., the Jacobian matrix of \( g \) with \( y \) at \((x_0, y_0)\), is invertible, then there exist open sets \( U \subset \mathbb{R}^n \) and \( V \subset \mathbb{R}^m \) respectively including \( x_0 \) and \( y_0 \) such that there exists a unique real-valued function \( h : U \to V \) of the class \( C^1 \) that satisfies \( h(x_0) = y_0 \) and \( g(x, h(x)) = 0 \) for all \( x \in U \). Moreover, the gradient of \( h \) in \( U \) are given by the matrix product

\[
\frac{dh(x)}{dx} = - \left( \frac{\partial g(x, g(x))}{\partial y} \right)^{-1} \frac{\partial g(x, g(x))}{\partial x}.
\]

This theorem says that we can differentiate function \( h(x) \), which is given by solving \( g(x_0, y_0) = 0 \) with \( x_0 \), when \( g(x, y) \) is differentiable near the point \((x_0, y_0)\). By applying this theorem to the gradient of a real-valued scalar function, which we denote as \( f(x, y) \), we obtain the following proposition.

**Proposition 1 (Gradient of function minimizer).** Let \( f : \mathbb{R}^{n+m} \to \mathbb{R} \) be a real-valued function of the class \( C^2 \), and let \( \mathbb{R}^{n+m} \) have coordinates \((x, y)\). If the Hessian matrix \( \frac{\partial^2 f(x, y)}{\partial y^2} \in \mathbb{R}^{m \times m} \) is positive definite at a fixed point \((x_0, y_0)\), there exist open sets \( U \subset \mathbb{R}^n \) and \( V \subset \mathbb{R}^m \) respectively including \( x_0 \) and \( y_0 \) such that there exists a function \( h : U \to V \) that satisfies

\[
y_0 = h(x_0) = \arg\min_{y \in V} f(x_0, y).
\]  

Moreover, the gradient of \( h(x) \) is given as

\[
\frac{dh(x)}{dx} = - \left( \frac{\partial^2 f}{\partial y^2} \right)^{-1} \frac{\partial^2 f}{\partial x \partial y}.
\]
Proof. The coordinate $y_0$ is a local minimum of $f(x_0, y)$ with the fixed $x_0$ due to the twice differentiability of $f(x, y)$ and the positive definiteness of the Hessian matrix $\frac{\partial^2 f(x_0, y_0)}{\partial y^2}$. Therefore, $h(x)$ can be defined as in Eq. (4). On the other hand, the gradient $g(x, y) = \frac{\partial f(x, y)}{\partial y}$ is a function of the class $C^1$, and the Jacobian matrix $\frac{\partial g(x, y)}{\partial y}$ is invertible due to the non-singularity of the positive definite matrix. By applying Thm. 1 to $g(x, y)$ with $g(x_0, y_0) = 0$ at the point $(x_0, y_0)$ of the local minimum, the gradient of $h(x)$ is obtained as in Eq. (5). □

According to Prop. 1, the gradient is independent of how the local minimum is obtained. Therefore, when the proposition is applied to the point-to-plane registration, we can calculate the analytic gradients of $R^*$ and $t^*$ efficiently, even when they are obtained by the iterative accumulation.

### 3.3 Analytic gradients for point-to-plane registration

Suppose that the point-to-point correspondences $\{x_i, (y_i, n_i)\}_{i=1}^N$ is already defined by a neural network, such as the one used in DCP [7]. In this case, we assume that $y_i$ and $n_i$ for each $i$ are functions of the network parameters $\theta$. To update parameters $\theta$, we require calculating the gradients of a loss $L$ with respect to $\theta$, which can be developed using the chain rule.

$$\frac{\partial L}{\partial \theta} = \sum_{i=1}^N \left( \frac{\partial L}{\partial g^*} \frac{\partial g^*}{\partial y_i} \frac{\partial y_i}{\partial \theta} + \frac{\partial L}{\partial g^*} \frac{\partial g^*}{\partial n_i} \frac{\partial n_i}{\partial \theta} \right), \quad (6)$$

where $g^* = (R_{00}^*, R_{01}^*, R_{02}^*, \ldots, R_{22}^*, t_0^*, t_1^*, t_2^*) \in \mathbb{R}^{12}$ is a vector for a rigid transformation. In Eq. (6), the terms in the right hand side, except for $\frac{\partial g^*}{\partial y_i} \in \mathbb{R}^{12 \times 3}$ and $\frac{\partial g^*}{\partial n_i} \in \mathbb{R}^{12 \times 3}$, can be computed efficiently by the auto-differentiation of the neural network. Therefore, we can calculate the gradients in Eq. (6) efficiently if $\frac{\partial g^*}{\partial y_i}$ and $\frac{\partial g^*}{\partial n_i}$ for each $i$ have closed forms.

The important point here is that we cannot apply Prop. 1 directly to a constrained minimization. To relax the constraint, we introduce a quadratic penalty term $P(R)$ for the orthogonality of $R$ and approximate $(R^*, t^*)$ as

$$\begin{align*}
(R^*, t^*) &\approx \underset{R \in \mathbb{R}^{3 \times 3}, t \in \mathbb{R}^3}{\text{argmin}} \hat{E}(R, t), \quad (7) \\
\hat{E}(R, t) &= E(R, t) + \lambda P(R), \quad P(R) = \|R^\top R - I_{[3]}\|_F^2, \quad (8)
\end{align*}$$

where $\lambda$ is a parameter to control the strength of the penalty, $I_{[d]} \in \mathbb{R}^{d \times d}$ is an identity matrix of dimension $d$, and $\|\cdot\|_F$ is the Frobenius norm of a matrix. Here, the penalty term $P(R)$ in Eq. (8), which do not care about the sign of the determinant, is sufficient because the determinant of a rotation matrix obtained by Rodrigues’ formula is always $+1$. Therefore, Prop. 1 derives the gradients as

$$\begin{align*}
\frac{\partial g^*}{\partial y_i} &= \left(\frac{\partial^2 \hat{E}(g^*)}{\partial g^2}\right)^{-1} \frac{\partial^2 \hat{E}(g^*)}{\partial y_i \partial g}, \\
\frac{\partial g^*}{\partial n_i} &= \left(\frac{\partial^2 \hat{E}(g^*)}{\partial g^2}\right)^{-1} \frac{\partial^2 \hat{E}(g^*)}{\partial n_i \partial g}. \quad (9)
\end{align*}$$
For simplicity, we henceforth denote $\mathbf{R}^*$, $\mathbf{t}^*$ and $\mathbf{g}^*$ just as $\mathbf{R}$, $\mathbf{t}$, and $\mathbf{g}$ unless otherwise noted. Here, the Hessian matrix $\frac{\partial^2 \hat{E}(\mathbf{g})}{\partial \mathbf{g}^2}$ in Eq. (9) is defined as

$$\frac{\partial^2 \hat{E}(\mathbf{g})}{\partial \mathbf{g}^2} = 2 \sum_{i=1}^{N} (\hat{\mathbf{n}}_i \odot \hat{\mathbf{x}}_i)(\hat{\mathbf{n}}_i \odot \hat{\mathbf{x}}_i)^\top + 4\lambda \begin{bmatrix} \mathbf{M} & 0_{[9 \times 3]} \\ 0_{[3 \times 9]} & 0_{[3 \times 3]} \end{bmatrix} \in \mathbb{R}^{12 \times 12},$$

(10)

$$\mathbf{M} = \hat{\mathbf{R}} \odot \hat{\mathbf{R}}^\top + \mathbf{I}_{[9]} + (\mathbf{R} \mathbf{R}^\top - \mathbf{I}_{[3]}) \otimes \mathbf{I}_{[3]} + \mathbf{I}_{[3]} \otimes (\mathbf{R}^\top \mathbf{R} - \mathbf{I}_{[3]}) \in \mathbb{R}^{9 \times 9},$$

(11)

and the other derivatives in the right-hand side are as

$$\frac{\partial^2 \hat{E}(\mathbf{g})}{\partial \mathbf{y}_i \partial \mathbf{g}} = -2(\hat{\mathbf{n}}_i \odot \hat{\mathbf{x}}_i) \hat{\mathbf{n}}_i^\top \in \mathbb{R}^{12 \times 3},$$

(12)

$$\frac{\partial^2 \hat{E}(\mathbf{g})}{\partial \mathbf{n}_i \partial \mathbf{g}} = 2(\hat{\mathbf{n}}_i \odot \hat{\mathbf{x}}_i)(\mathbf{R} \mathbf{x}_i + \mathbf{t} - \mathbf{y}_i)^\top + 2((\mathbf{R} \mathbf{x}_i + \mathbf{t} - \mathbf{y}_i) \cdot \mathbf{n}_i) \hat{\mathbf{X}}_i \in \mathbb{R}^{12 \times 3}.$$  

(13)

In these equations, we use the following notations.

$$\hat{\mathbf{x}}_i = \begin{bmatrix} \mathbf{1}_{[3 \times 1]} \otimes \mathbf{x}_i \\ \mathbf{1} \end{bmatrix} \in \mathbb{R}^{12}, \quad \hat{\mathbf{n}}_i = \begin{bmatrix} \mathbf{n}_i \otimes \mathbf{1}_{[3 \times 1]} \\ \mathbf{n}_i \end{bmatrix} \in \mathbb{R}^{12},$$

(14)

$$\hat{\mathbf{X}}_i = \begin{bmatrix} \mathbf{I}_{[3]} \otimes \mathbf{x}_i \\ \mathbf{I}_{[3]} \end{bmatrix} \in \mathbb{R}^{12 \times 3}, \quad \hat{\mathbf{R}} = \begin{bmatrix} \mathbf{1}_{[3 \times 3]} \otimes \mathbf{r}_0^\top \\ \mathbf{1}_{[3 \times 3]} \otimes \mathbf{r}_1^\top \\ \mathbf{1}_{[3 \times 3]} \otimes \mathbf{r}_2^\top \end{bmatrix} \in \mathbb{R}^{9 \times 9},$$

(15)

where $0_{[m \times n]} \in \mathbb{R}^{m \times n}$ and $\mathbf{1}_{[m \times n]} \in \mathbb{R}^{m \times n}$ are the matrices whose entries are all zero and one, respectively, and $\mathbf{r}_i$ is the $i$th row vector of the rotation matrix $\mathbf{R}$. We further denote the Kronecker product of two matrices by an operator $\otimes$ and the element-wise multiplication (i.e., the Hadamard product) of two vectors or matrices by another operator $\odot$. Therefore, we can efficiently calculate the analytic gradients in Eq. (9) because these expressions consist only of basic vector and matrix algebra. Although we also need to calculate $\frac{\partial E}{\partial \mathbf{x}_i}$ depending on the definitions of point pairs using a neural network, it can also be calculated efficiently, as shown in the supplementary document.

**Penalty parameter.** The remainder to define the efficient backpropagation is $\lambda$, which controls the penalty for the matrix orthogonality. Theoretically, a rotation matrix $\mathbf{R}$ obtained by the iterative accumulation in Sec. 3.1 is orthogonal. Therefore, the penalty coefficient $\lambda$ should be infinity because the penalty term in Eq. (8) and its gradient are always zero for orthogonal $\mathbf{R}$. In contrast, the penalty term is not zero in numerical computation, and then, $\lambda$ will be finite. The gradient $\frac{\partial \hat{E}}{\partial \mathbf{R}}$ will be the zero vector at a local minimum when we assume the rotation matrix $\mathbf{R}$ is obtained by minimizing Eq. (8) using the penalty method. Therefore, we obtain $\lambda$ by solving $\frac{\partial \hat{E}(\lambda)}{\partial \mathbf{R}} = 0$ with respect to $\lambda$ by the least-squares method, which obtains

$$\lambda = \left| \frac{\partial \mathbf{P} \cdot \partial \hat{E}}{\partial \mathbf{g}} \right| / \left| \frac{\partial \mathbf{P} \cdot \partial \mathbf{P}}{\partial \mathbf{g}} \right|,$$

(16)
\[
\frac{\partial E}{\partial g} = \left( 2 \sum_{i=1}^{N} ((Rx_i + t - y_i) \cdot n_i) (x'_i \odot n'_i) \right)_{[0:9]} \in \mathbb{R}^9, \tag{17}
\]

\[
\frac{\partial P}{\partial g} = \text{vec} \left( 4(R^\top R - I_{[3]})R \right) \in \mathbb{R}^9, \tag{18}
\]

where \(( \cdot )_{[0:9]}\) is the first 9 entries of a vector, and \(\text{vec}(\cdot)\) is a vector comprised of matrix entries in a row-major order. Since the penalty term is introduced only for the purpose of defining analytic gradients, we can calculate \(R\) and \(t\) by the iterative accumulation rather than solving the constrained problem.

**Discussion.** The previous study [14] proposed a similar implicit gradient to ours for the PnP problem and calculated the gradient of a camera pose in \(SE(3)\) based on the 6 DoF axis-angle representation of the rigid transformation. It also reported that other representations, such as 7 DoF quaternion with translation and 12 DoF rotation matrix with translation, did not work very well. In contrast, we proved that the gradients for a constrained minimization problem could be properly obtained with a penalty function. On the other hand, we can use a Lagrange multiplier as well to formulate an unconstrained problem rather than using the penalty term. However, the Lagrange multiplier must be optimized together with \(R\) and \(t\), and the energy function is only once differentiable with the Lagrange multiplier. Therefore, the requirement for Prop. 1 is not satisfied. This is the reason why we use the penalty method.

### 3.4 Implementation over DCP

We implement our point-to-plane registration module over DCP-v2 [7], PR-Net [9], and RPMNet [10] in our experiments. The details of the two latter implementations will be explained in the supplementary document due to space limitations, while the explanation below with DCP-v2 can mostly apply to them.

We make three updates over the original DCP-v2 to introduce the point-to-plane registration module. First, our method, which is based on point-to-plane registration, uses point normals. Therefore, both positions and normals of the input points are leveraged by the feature extractor, i.e., the combination of a Siamese dynamic graph CNN (DGCNN) [39] and a Transformer [40]. The feature extractors output the features \(\Phi_X \in \mathbb{R}^{N \times C}\) and \(\Phi_Y \in \mathbb{R}^{M \times C}\) to \(X\) and \(Y\), respectively, where \(C\) is the dimension of features.

Second, we average normal tensors rather than normal vectors to obtain *soft pointers* to normals. The soft pointer to a point position is obtained by \(c_i = \text{softmax}(\Phi_Y \Phi^\top_X) \in \mathbb{R}^M\), where \(\Phi_X\) is the \(i\)th row of \(\Phi_X\). Then, we define a point \(y'_i = \sum_{j=1}^{M} c_{ij} y_j\) corresponding to \(x_i\). However, a simple weighted average is unsuitable to normals because the normals estimated with input point clouds often involves the directional ambiguity and their directions can be vanished by averaging. Instead, we define a normal tensor \(S'_j = n_j n^\top_j\) for each \(y_j\) and calculate the weighted average of tensors \(S'_i = \sum_{j=1}^{M} c_{ij} S_j\). The normal vector \(n'_i\) for \(y'_i\) is given as an eigenvector of \(S'_i\) associated with its largest eigenvalue.
Finally, we apply our point-to-plane registration module to $X$ and the soft pointers $Y' = \{(y'_i, n'_i)\}_{i=1}^N$, as an alternative of the Procrustes algorithm for point-to-point registration. Our point-to-plane registration module obtains $([R, t])$ by the iterative accumulation over several iterations. Following the original DCP-v2, we train the neural network using a rigid motion loss $L = \|R^T R_{gt} - I_3\|_F^2 + \|t - t_{gt}\|^2_2$ and Tikhonov regularization for the network weights, where $R_{gt}$ and $t_{gt}$ are the ground-truth rigid transformation. The calculated loss can be efficiently backpropagated by the proposed method.

4 Experiments and Discussion

We implement the proposed method over DCP-v2 [7], PRNet [9], and RPM-Net [10] to demonstrate the broad applicability of our point-to-plane registration module. These networks are optimized using ADAM [41] with the learning rate $\gamma = 0.0001$ and decay parameters $(\beta_1, \beta_2) = (0.9, 0.999)$. The network is trained over 100 epochs, and the learning rate is halved at the end of every 10 epochs. The following experiments are performed using a single NVIDIA A6000 GPU.

We compare the proposed method with the previous end-to-end learning frameworks (i.e., DCP-v1 and DCP-v2 [7], PRNet [9], RPMNet [10], Deep-GMR [11], and PointNetLK revisited [34]). For these methods, we used the source codes provided by the authors and trained the networks by ourselves using the same datasets. Moreover, we compare our method with traditional approaches without deep learning, such as the ordinary point-to-point registration (ICP), Go-ICP [4], fast global registration (FGR) [42], and a pipeline comprised of feature-based ICP with 10000 RANSAC iterations followed by a refinement step based on point-to-plane distances (RANSAC-10K). We used the implementations provided by Open3D [43] for ICP, FGR, and RANSAC-10K, and used the program provided by the authors for Go-ICP.

The comparison is based on the mean squared error (MSE), root mean squared error (RMSE), mean absolute error (MAE), and coefficient of determination ($R^2$). Angular measurements for rotation matrices are in units of degrees. MSE, RMSE, and MAE should be zero while $R^2$ should be equal to one if the rigid transformation is perfect. Figures 1 and 2 show the registration results for two datasets (i.e., ModelNet40 [44] and ICL-NUIM [45]) used in the following experiments, where the results are obtained by our extension over RPMNet. In tables below (i.e., Tabs. 1 to 3), the best value in each column is highlighted with a **red box**, and the values for our extensions are highlighted by **bolded letters** when each of them is better than that of the base method. Refer to the supplementary document for further analyses with visual comparisons.

**Registration on ModelNet40.** The ModelNet40 dataset includes 12311 synthetic CAD models from 40 object categories, of which 9843 models are for training, and the remaining 2468 models are for testing. ModelNet40 has several simple shapes, such as a simple flat plane belonging to the door category. As reported in [13, 46], these simple shapes cause rotational and translational ambiguity in the rigid transformation that minimizes point-to-plane distances. For
appropriate performance analysis of our point-to-plane registration, we perform further data augmentation on ModelNet40 to eliminate the ambiguity. Along with each point cloud sampled from either train or test split, we randomly sample two other point clouds in the same split. Then, we store points of these three models into a single point cloud $\mathcal{X}_{\text{all}}$ after applying random rigid transformations. In this way, the composed point cloud $\mathcal{X}_{\text{all}}$ will almost never involve the ambiguity.

After the composition, we obtain a target point cloud $\mathcal{Y}_{\text{all}}$ by applying another random rigid transformation to $\mathcal{X}_{\text{all}}$. Specifically, we followed DCP [7] and PRNet [9] papers and used a random rigid transformation, of which the rotation along each axis is uniformly sampled from $[0^\circ, 45^\circ]$ and translation is in $[-0.5, 0.5]$. After the random transformation, we sample 1024 points individually from $\mathcal{X}_{\text{all}}$ and $\mathcal{Y}_{\text{all}}$ at random. Finally, we further sample 768 points from two point clouds to obtain $\mathcal{X}$ and $\mathcal{Y}$ by simulating the partial scan as in the PRNet paper [9]. After the data augmentation, $\mathcal{X}$ and $\mathcal{Y}$ correspond to different parts, and they are unduplicated, where the points in two sets do not go to exactly the same locations after registration. It is worth noting that the previous methods, such as DCP [7] and PRNet [9], used duplicated point clouds.
Due to the difference, our experimental setup with cloud and transformed it with two random transformations to obtain source and for evaluation, where they sampled a single point subset from the raw point organizations is more challenging. Hence, the scores obtained by complicated the scores in this table are obtained by training the networks using 20 object categories, and are tested using the other 20 categories of ModelNet40.

Table 2. Quantitative comparison on ModelNet40-CPU-unseen. Different from Tab. 2, the scores in this table are obtained by training the networks using 20 object categories, and are tested using the other 20 categories of ModelNet40.

| Model       | MSE(R)↓ | RMSE(R)↓ | MAE(R)↓ | R²(R)↑ | MAE(R)↓ | RMSE(R)↓ | MSE(t)↓ | RMSE(t)↓ | MAE(t)↓ | R²(t)↑ |
|-------------|---------|----------|---------|--------|---------|----------|---------|----------|---------|--------|
| ICP         | 1461.5901 | 38.2307 | 27.2805 | -7.6532 | 0.1234 | 0.3513 | 0.2751 | -0.4913 |
| Go-ICP [4]  | 752.8804 | 27.4387 | 12.6535 | -3.4580 | 0.0987 | 0.3142 | 0.1941 | -0.1950 |
| FGR [42]    | 156.6956 | 12.5178 | 5.9883 | 0.0720 | 0.0184 | 0.1357 | 0.0890 | 0.7771 |
| RANSAC-10K  | 74.7111 | 8.6496 | 1.4001 | 0.5580 | 0.0057 | 0.0754 | 0.0177 | 0.9320 |
| DCP-v1 [7]  | 60.1555 | 5.3178 | 5.5952 | 0.5620 | 0.0111 | 0.1559 | 0.0657 | 0.8297 |
| DCP-v2 [7]  | 55.1670 | 7.4274 | 5.5800 | 0.6732 | 0.0060 | 0.0777 | 0.0597 | 0.9268 |
| PRNet [9]   | 19.1667 | 4.3780 | 3.0248 | 0.8865 | 0.0069 | 0.0828 | 0.0580 | 0.9172 |
| RPMNet [10] | 19.3652 | 4.4066 | 2.6149 | 0.8854 | 0.0062 | 0.0787 | 0.0491 | 0.9251 |
| DeepGMR [11]| 170.6819 | 13.0645 | 9.4623 | -0.0110 | 0.0111 | 0.1052 | 0.0862 | 0.8651 |
| PNLK-R [34] | 510.8949 | 22.6030 | 16.7676 | -2.0084 | 0.1592 | 0.3990 | 0.3009 | -0.8987 |
| Ours (DCP-v2) | 33.8052 | 6.7284 | 4.2287 | 0.7606 | 0.0067 | 0.0756 | 0.0572 | 0.9444 |
| Ours (PRNet) | 28.3778 | 5.3271 | 2.4358 | 0.8322 | 0.0047 | 0.0684 | 0.0405 | 0.9434 |
| Ours (RPMNet) | 14.4103 | 3.7973 | 1.4770 | 0.9146 | 0.0025 | 0.0499 | 0.0228 | 0.9699 |

As shown by the result in Tab. 1, DCP-v2, PRNet, and RPMNet work well for partial and unduplicated point clouds, and by introducing the point-to-plane registration module, they get even better. Our extensions outperform the base approaches in estimating both rotation and translation. This result suggests the effectiveness of the point-to-plane registration to current deep-learning-based methods. Particularly, our method on RPMNet performs the best among all the listed approaches and is better than the original RPMNet. Although RPMNet uses point normals only to compute PPF (i.e., the part of input point features), our method performs better by leveraging the point normals also in the registration. Furthermore, almost the same results can be obtained for another test case, as shown in Tab. 2, where 20 object categories are used for training, and the other 20 categories are used for evaluation. Thus, our method is robust to the shapes not included in the training data.

In addition, we found that training of DeepGMR and PNLK-R was difficult using partial and unduplicated point clouds. As for DeepGMR, we found the difficulty is due to rigorously rotationally invariant (RRI) features [47]. The RRI features are not consistent for partial and unduplicated point clouds and affect the performance adversely. Even though we tested to input simple point positions instead to the network in this experiment, the network was overfitted to the training data, and the evaluation performance was not improved significantly. Similarly, we were unable to train PNLK-R with partial and unduplicated point clouds. We confirmed that PNLK-R could only be trained appropriately when
the input point clouds are almost aligned but could not with the above setup where the input can rotate up to 45° three times.

**Registration on ICL-NUIM.** Next, we perform an experiment with the augmented ICL-NUIM dataset [45] based on simulated scans of synthetic indoor scenes. We start with the preprocessed data provided by the authors of DeepGMR [11], which consists of 1278 training samples and 200 evaluation samples. Points in this dataset, which are synthesized from depth images with known camera poses, do not have normals. Therefore, we calculate the point normals using a function provided by Open3D [43]. After that, we process the point clouds as performed for ModelNet40-CPU to validate the effectiveness of the partial and unduplicated point clouds. However, we did not perform the composition because the sufficient geometric complexity of point clouds in ICL-NUIM could avoid the ambiguity of rigid transformation without compositing.

Table 3 shows the results of comparison for ICL-NUIM, based on the same metrics used in Tab. 1. Even with ICL-NUIM, which is more similar to real scans, the tendency of evaluation scores is approximately the same as those for ModelNet40-CPU based on artificial CAD models. Our extensions mostly outperform the base methods, and the extension over RPMNet [10] performs the best. The ICL-NUIM dataset includes simulated sensor noise, and the point normals are estimated with such noisy point positions. Therefore, the good performance of our method for ICL-NUIM demonstrates the robustness of our method for realistic scans with noisy point positions and estimated normals.

**Computational complexity.** Compared to the point-to-point registration, which can be solved using SVD, the point-to-plane registration spends more time and memory due to the iterative accumulation. Specifically, the forward pass requires more computation for the iteration, and the backward pass requires more computation for matrix inversions in Eq. (9). However, the dominant computation both in training and testing is the evaluation of the neural network. As shown in Tab. 4, the additional memory that is required to install our method is almost negligible, and the additional time will be compromised considering the improvement of their performance.

| Model | MSE(R)↓ | RMSE(R)↓ | MAE(R)↓ | R²(R)↑ | MSE(t)↓ | RMSE(t)↓ | MAE(t)↓ | R²(t)↑ |
|-------|---------|----------|---------|--------|---------|----------|---------|--------|
| ICP   | 1239.2581 | 35.2031  | 25.0905 | −6.3517 | 0.4874  | 0.6981   | 0.3836  | −4.7862 |
| Go-ICP [4] | 798.1746 | 28.2520  | 12.3086 | −3.7743 | 0.5885  | 0.7671   | 0.3645  | −6.3600 |
| FGR [42] | 169.2508 | 13.0996  | 6.0205  | 0.0018  | 0.0180  | 0.1342   | 0.0865  | 0.7852  |
| RPMNet [10] | 149.210K | 8.8102   | 1.4265  | 0.5417  | 0.0056  | 0.0749   | 0.0165  | 0.9334  |
| DCP-v1 [7] | 1.61.5010 | 11.4500  | 5.5550  | 0.1650  | 0.0555  | 0.1550   | 0.1432  | 0.7596  |
| DCP-v2 [7] | 162.6590 | 12.7538  | 9.3829  | −0.0017 | 0.0204  | 0.1429   | 0.1024  | 0.7509  |
| PRNet [9] | 37.7370  | 6.1430   | 3.8127  | 0.7692  | 0.0164  | 0.1280   | 0.0857  | 0.7999  |
| RPMNet [9] | 2.5808   | 1.6065   | 0.9297  | 0.9842  | 0.0014  | 0.0371   | 0.0206  | 0.9831  |
| DeepGMR [11] | 268.9784  | 16.4006  | 12.5195 | −0.6161 | 0.3750  | 0.6124   | 0.4381  | −3.5753 |
| RANSAC-10K | 180.3552 | 13.4296  | 8.6496  | −0.2949 | 0.2387  | 0.4880   | 0.3093  | −2.4541 |
| Our (DCP-v1) | 75.2415 | 5.7744   | 5.6767  | 0.5344  | 0.0325  | 0.1450   | 0.0974  | −7.4266 |
| Ours (PRNet) | 39.3337 | 6.2717   | 3.2858  | 0.7627  | 0.0114  | 0.1067   | 0.0670  | 0.8616  |
| Ours (RPMNet) | 0.9409 | 0.9700   | 0.4813  | 0.9942  | 0.0007 | 0.0261   | 0.0124  | 0.9917  |

Table 3. Quantitative comparison on the augmented ICL-NUIM dataset with simulated depth noise. For this dataset, the point normals are estimated with positions of point subsets and therefore involves random directional flips.
Table 4. The amount of computation time and memory that are additionally required when we replace the SVD-based point-to-point registration module in the base methods with our point-to-plane registration module.

|                  | DCP-v2 [7]       | PRNet [9]        | RPMNet [10]      |
|------------------|------------------|------------------|------------------|
|                  | train            | test             | train            | test             | train            | test             |
| Time             | 17.5%            | 23.3%            | 27.7%            | 46.2%            | 15.5%            | 20.4%            |
| Memory           | 0.50%            | 0.27%            | 1.15%            | 0.86%            | 0.40%            | 0.38%            |

Fig. 3. (a), (b) Comparison of time and space complexity using a point cloud with 1024 points. (c) The rigid motion loss and numeric errors for its gradients are compared between our analytic differentiation and auto-differentiation.

Analytic differentiation vs auto-differentiation. We compare the time and space complexity of our analytic differentiation on point-to-plane registration with simple auto-differentiation using a large computation graph given as a result of the iterative accumulation. The experiment uses a single point cloud with 1024 points and measures the time and graphics memory consumed by either analytic or automatic differentiation. Figures 3(a) and 3(b) show the results. In the forward pass, the time performance of the analytic differentiation is higher than that of the auto-differentiation because the auto-differentiation involves slight computational overhead to prepare the computation graph for backpropagation, whereas the graphics memory used by each method is exactly the same. In contrast, the time and memory consumption in the backward pass differ. The analytic differentiation reduces required time and memory significantly compared to the auto-differentiation. For example, when the iterative accumulation is repeated ten times, the analytic differentiation is $14.8 \times$ and $8.4 \times$ more efficient in time and in memory than the auto-differentiation, respectively. Especially for training, the time overhead with the auto-differentiation is estimated as $15.5 \times 14.8 = 229.4\%$. Thus, the analytic differentiation is essential to efficient training.

Number of iterations and numeric errors. Our analytic differentiation requires to get Eq. (1) converge to either local or global minimum because Prop. 1 says $\frac{\partial E(g)}{\partial g} = 0$ is a necessary condition to obtain Eq. (5). However, it is not always satisfied in practice and causes numeric errors, depending on the number of iterations of accumulating small-angle rigid transformations. Therefore, we evaluate the numeric errors of the gradients (i.e., $\frac{\partial E}{\partial x_i}$, $\frac{\partial E}{\partial y_i}$, and $\frac{\partial E}{\partial n_i}$) in mean square error (MSE) and relative MSE (relMSE) by comparing those obtained by the auto-differentiation and our analytic differentiation. As shown by Fig. 3(c),
Table 5. Quantitative evaluation on ModelNet40-CPU for the networks trained with the point-to-point registration but tested with the point-to-plane registration. This table shows the necessity of training using the point-to-plane registration module.

| Model     | MSE(R)↓ | RMSE(R)↓ | MAE(R)↓ | R²(R)↑ | MSE(t)↓ | RMSE(t)↓ | MAE(t)↓ | R²(t)↑ |
|-----------|---------|----------|---------|--------|---------|----------|---------|--------|
| DCP-v2 [7]| 154.6402| 12.4354  | 8.1708  | 0.0894 | 0.0454  | 0.2131   | 0.1469  | 0.4594 |
| PRNet [9] | 33.4303  | 5.7819   | 3.4315  | 0.8031 | 0.0083  | 0.0914   | 0.0668  | 0.9006 |
| RPMNet [10]| 20.2766 | 4.5030   | 1.7519  | 0.8865 | 0.0034  | 0.0581   | 0.0268  | 0.9597 |

The numeric errors decrease with the number of iterations, and when we repeat the accumulation ten times, they are sufficiently small and approximately converged. As shown by all these experiments, ten iterations are sufficient to obtain better performances than the base methods.

**Point-to-plane registration for only testing.** We evaluate the necessity of training the neural network with the point-to-plane registration module because it could be enough if that is used only in evaluation after the network is trained with the point-to-point registration module. For each of DCP-v2 [7], PRNet [9], and RPMNet [10], we use the network weights trained by ModelNet40-CPU and tested them by replacing their point-to-point registration module with the point-to-plane registration module. As shown by Tab. 5, the performances are degraded compared to those of our extensions in Tab. 1 and are further worse than those trained and tested consistently with the point-to-point registration module. Therefore, training with the point-to-plane registration module is indispensable for the good performance of our method.

**Limitation.** The first limitation is that our method requires point normals. However, our method works well with point normals estimated from point positions, as demonstrated with ICL-NUIM. Furthermore, we may obtain more performance using higher-quality point normals estimated by recent deep-learning-based methods [48,49]. The second limitation is that our method does not work well with simple shapes, such as a flat plane, because of the ambiguity of transformation that we discussed previously. Nevertheless, this would not be a problem in practice because real-world point clouds are significantly more complicated.

## 5 Conclusion

In this paper, we presented an efficient backpropagation method for rigid transformations obtained via error minimization, achieving a new application of neural networks to point-to-plane registration. As we demonstrated by the experiments, our point-to-plane registration module has improved the performances of the previous methods based on point-to-point registration. Although our efficient backpropagation has been tested with a point-to-plane registration based on the iterative accumulation of small rotations and translations, the basic idea will be useful for registration algorithms. For future work, we would like to investigate the applications to the algorithms minimizing other distances such as plane-to-plane distances [3] and symmetric distances [5].
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A Implementation on PRNet

For partial-to-partial point set registration, DCP [7] is extended by PRNet [9] that employs actor-critic closest point network (ACNet) to control the softness of pointers between source and target point clouds (i.e., $\text{X}$ and $\text{Y}$, respectively). Algorithm 1 shows an outline of the algorithm that extends PRNet using our point-to-plane registration module. When we implement the point-to-plane registration module over PRNet, both the positions and normals of points are supplied to the feature extractor, i.e., Siamese DGCNN [39] and Transformer [40], as the extension for DCP-v2. By denoting the feature extractor as $F$, the features for $\text{X}$ and $\text{Y}$ are given by

$$\Phi_{\text{X}} = F(\text{X}), \quad \Phi_{\text{Y}} = F(\text{Y}).$$

(A1)

Since the number of points in $\text{X}$ and $\text{Y}$ are not always the same in partial-to-partial registration, PRNet employs simple keypoint extraction, where $K$ points are chosen as keypoints from each point cloud in ascending order of the $L_2$ norm of a feature vector. We henceforth denote the positions and normals of these keypoints with hat signs, such as $\hat{\text{X}}$ and $\hat{\text{Y}}$. Then, the softness $\tau$ is defined by another neural network, referred to as the temperature network. By denoting the temperature network as $T$, we obtain

$$\tau = T(\Phi_{\hat{\text{X}}}, \Phi_{\hat{\text{Y}}}).$$

(A2)

PRNet defines hard point-to-point correspondences using Gumbel–Softmax, rather than the ordinary softmax operation used by DCP. The weight parameters $\hat{\text{c}}_i$, which are used to define the pointers from $\hat{x}_i$ to $\hat{\text{Y}}$, is defined as

$$\hat{\text{c}}_i = \text{one-hot} \left[ \arg\max_j \text{softmax} \left( \frac{\Phi_{\hat{\text{Y}}} \Phi_{\hat{x}_i}^T + q_i}{\tau} \right) \right],$$

(A3)

where $q_{i1}, q_{i2}, \ldots, q_{iN}$ (i.e., the entries of $q_i$) are independently and identically distributed (i.i.d.) samples drawn from the standard Gumbel distribution (i.e., Gumbel($0,1$)). The pointers from each $\hat{x}_i$ to $\hat{\text{Y}}$ is defined equivalently with that in the extension of DCP-v2, regardless of the hardness of $\hat{\text{c}}_i$. The pointer to a
Algorithm 1 Point-to-plane PRNet

Input: $\mathcal{X} = \left\{(\mathbf{x}_i, \mathbf{m}_i)\right\}_{i=1}^N$, $\mathcal{Y} = \left\{(\mathbf{y}_j, \mathbf{n}_j)\right\}_{j=1}^M$, and $N_{ac-iter}$.
Output: $R^*$ and $t^*$.

1: $R^* = I_{[3]}$, $t^* = 0_{[3 \times 1]}$.
2: for $i = 1, \ldots, N_{ac-iter}$ do
3: \[ \Phi_X = F(\mathcal{X}) \]
4: \[ \Phi_Y = F(\mathcal{Y}) \]
5: \[ \hat{\mathcal{X}} = \mathcal{X}(\text{topk}(\|\Phi_{x_1}\|_2, \ldots, \|\Phi_{x_N}\|_2)) \]
6: \[ \hat{\mathcal{Y}} = \mathcal{Y}(\text{topk}(\|\Phi_{y_1}\|_2, \ldots, \|\Phi_{y_M}\|_2)) \]
7: \[ \tau = T(\Phi_{\hat{\mathcal{X}}}, \Phi_{\hat{\mathcal{Y}}}) \]
8: Calculate $\hat{c}_i$ by Eq. (A3) and soft pointers from $\hat{\mathcal{X}}$ to $\hat{\mathcal{Y}}$
9: Compute $R_i, t_i$ by point-to-plane registration (i.e., iterative accumulation)
10: $\mathcal{X} \leftarrow \{(R_i \mathbf{x} + t_i, R_i \mathbf{m}_i) : \mathbf{x} \in \mathcal{X}\}$
11: $R^* \leftarrow R_i R^*$
12: $t^* \leftarrow R_i t^* + t_i$
13: end for

Finally, we apply our point-to-plane registration module to the pairs of corresponding keypoints defined by the above procedure. In addition to the iterative accumulation for point-to-plane registration, we perform several actor-critic iterations. To obtain the results shown in the main text, we performed two actor-critic iterations for training and six iterations for testing, while the iterative accumulation is repeated ten times in each actor-critic iteration. The soft pointers are updated after each actor-critic iteration by applying the rigid transformation obtained by the registration module to the source points $\mathcal{X}$.

As we mentioned in the main text, we assume the rigid transformation obtained by each actor-critic iteration is a function of network parameters. Since the positions and normals of $\mathcal{X}$ is updated after the actor-critic iteration, those used in the second and later iterations are dependent on the network parameters. Therefore, we need the gradients of our point-to-plane registration module with respect also to $\mathbf{x}_i$. Proposition 1 can derive the analytic gradient of rigid transformation $g$ with respect also to $\mathbf{x}_i$ as

\[
\frac{\partial g^*}{\partial \mathbf{x}_i} = - \left( \frac{\partial^2 \hat{E}(g^*)}{\partial g^2} \right)^{-1} \frac{\partial^2 \hat{E}(g^*)}{\partial \mathbf{x}_i \partial g} \in \mathbb{R}^{12 \times 3},
\]

\[
\frac{\partial^2 \hat{E}(g^*)}{\partial \mathbf{x}_i \partial g} = 2(\hat{\mathbf{n}}_i \odot \hat{\mathbf{x}}_i)(\mathbf{R}^T \mathbf{n}_i)^T + 2 \left[ \left( (\mathbf{R} \mathbf{x}_i + \mathbf{t} - \mathbf{y}_i) \cdot \mathbf{n}_i \right) \mathbf{n}_i \otimes I_{[3]} \right] \in \mathbb{R}^{12 \times 3}.
\]

Using this formula, as well as Eq. (9), we can efficiently backpropagate the loss through the point-to-plane registration module, even when used with PRNet.
B Implementation on RPMNet

RPMNet [10] is another approach to partial-to-partial registration that applies a deep neural network to the robust point matching [35]. In addition to the soft pointers between $X$ and $Y$, RPMNet calculates the reliability weights for the correspondences. We obtain the best rigid transformation by the weighted SVD using the reliability weights. To extend RPMNet using the point-to-plane registration module, we update the definition of the match matrix, which is used to define point correspondences, and replace the weighted SVD with the registration module that also uses weights. Although we modified the feature extractors of DCP-v2 and PRNet to receive point normals, we did not modify that of RPMNet for the point-to-plane extension because RPMNet has already used point normals to compute PPFs, which is a part of input features.

B.1 Hard match matrix

RPMNet defines soft correspondences between point clouds $X$ and $Y$ by a match matrix $Z \in \mathbb{R}^{N \times M}$, where $N$ and $M$ are the numbers of points in $X$ and $Y$, respectively. A matrix entry $z_{ij}$ of $Z$ represents the significance of soft assignment from $y_j$ to $x_i$, which is defined as

$$z_{ij} = \exp(-\beta \|Rx_i + t - y_j\|_2^2 + \alpha), \quad (B1)$$

where $\alpha$ is a parameter to control the number of correspondences rejected as outliers, and $\beta$ is the annealing parameter to control the hardness of correspondences. A point $y'_i$, which is a soft pointer from $x_i$, is then defined as

$$y'_i = \frac{1}{\sum_{j=1}^{M} z_{ij}} \sum_{j=1}^{M} z_{ij} y_j \quad (B2)$$

Straightforwardly, we can also define a soft pointer to normals by weighting normal tensors analogously to Eq. (B2), as we explained in the main text. However, we found that the values of $z_{ij}$ were almost uniform when the network to obtain $\alpha$ and $\beta$ is not trained sufficiently, which can diminish the anisotropy of normal vectors and cause ambiguity in the best rigid transformation.

To alleviate this problem, we reformulate the weight average in Eq. (B2). Let us define a vector $u_i$, where $u_{ij} = -\beta \|Rx_i + t - y_j\|_2^2 + \alpha$. Then, we can rewrite Eq. (B2) using the softmax operation:

$$y'_i = \sum_{j=1}^{M} c_{ij} y_j, \quad c_i = \text{softmax}(u_i). \quad (B3)$$

Although this equation means exactly the same as Eq. (B2), we modify the weights $c_i$ using Gumbel–Softmax:

$$c_i = \text{one-hot} \left[ \arg\max_j \text{softmax} \left( \frac{u_i + q_i}{\tau} \right) \right], \quad (B4)$$
where $q_i$ is a vector with i.i.d. samples from Gumbel$(0, 1)$, and $\tau$ is a parameter to control the softness. In RPMNet, we use the constant $\tau = 1$ because the softness has already been controlled by $\beta$. The hard correspondences defined by Gumbel–Softmax prevents normals from being averaged to the same direction and allows the point-to-plane registration module to calculate rigid transformation appropriately.

### B.2 Weighted point-to-plane registration

Following the original RPMNet, we define the reliability weight for $i$th point pair as $\zeta_i = \sum_{j=1}^{M} \hat{z}_{ij}$. Using this reliability, we redefine the point-to-plane error function in Eq. (1) as

$$E(R, t) = \sum_{i=1}^{N} \zeta_i ((Rx_i + t - y_i) \cdot n_i)^2. \tag{B5}$$

We can minimize this error function by linearizing the rotation matrix as in the main text. The linear system in Eq. (3) is updated with

$$A = \sum_{i=1}^{N} \zeta_i \left( \left[ \begin{array}{c} x_i \times n_i \\ n_i \end{array} \right] \left[ \begin{array}{c} x_i \times n_i \\ n_i \end{array} \right]^\top \right) \in \mathbb{R}^{6 \times 6}, \tag{B6}$$

$$b = \sum_{i=1}^{N} \zeta_i \left( \left[ \begin{array}{c} x_i \times n_i \\ n_i \end{array} \right] (y_i - x_i) \cdot n_i \right) \in \mathbb{R}^{6}. \tag{B7}$$

Finally, we obtain the rigid transformation by solving this linear system.

For the extension above of RPMNet, we need to calculate the analytic gradient of the rigid transformation, which is obtained by the point-to-plane registration, with respect also to $\zeta_i$ because the weights are obtained by a neural network. Proposition 1 derives the analytic gradient of rigid transformation $r$ with respect to $\zeta_i$ as

$$\frac{\partial g^*}{\partial \zeta_i} = - \left( \frac{\partial^2 \hat{E}(g^*)}{\partial g^2} \right)^{-1} \frac{\partial^2 \hat{E}(g^*)}{\partial \zeta_i \partial g}, \tag{B8}$$

$$\frac{\partial^2 \hat{E}(g^*)}{\partial \zeta_i \partial g} = 2(\hat{n}_i \odot \hat{x}_i) ((Rx_i + t - y_i) \cdot n_i) \in \mathbb{R}^{12 \times 1}. \tag{B9}$$

Based on the updated error function in Eq. (B5), we also update Eq. (10) as

$$\frac{\partial^2 \hat{E}(g^*)}{\partial g^2} = 2 \sum_{i=1}^{N} \zeta_i (\hat{n}_i \odot \hat{x}_i) (\hat{n}_i \odot \hat{x}_i)^\top + 4\lambda \left[ \begin{array}{c} M & 0_{[9 \times 3]} \\ 0_{[3 \times 9]} & 0_{[3 \times 3]} \end{array} \right] \in \mathbb{R}^{12 \times 12}. \tag{B10}$$

In addition, we update $\frac{\partial \hat{E}}{\partial x_i \partial g}$, $\frac{\partial \hat{E}}{\partial y_i \partial g}$, and $\frac{\partial \hat{E}}{\partial n_i \partial g}$ by multiplying $\zeta_i$ to each of them. In contrast, we update the penalty parameter $\lambda$ by multiplying $\zeta_i$ to each summand in Eq. (17).
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Fig. C1. CDF of three metrics (i.e., RMSE (R), RMSE (t), and modified chamfer distance [10]) on the test set of the ModelNet40-CPU dataset. In these charts, the curve of a method drawn higher than that of another means the better performance.

Fig. C2. CDF of three metrics (i.e., RMSE (R), RMSE (t), and modified chamfer distance [10]) on the test set of the ICL-NUIM dataset. In these charts, the curve of a method drawn higher than that of another means the better performance.

C Additional Experiments

Here, we conduct further experiments to elaborate on the differences between the base methods (i.e., DCP-v2, PRNet, and RPMNet) by point-to-point registration and their extensions by point-to-plane registration.

First, we show the cumulative distribution functions (CDFs) of three metrics (i.e., RMSE of rotation angles (R), RMSE of translation vectors (t), and modified chamfer distances [10]) in Figs. C1 and C2. These two figures show the charts for ModelNet40-CPU and ICL-NUIM, respectively. In each chart, a point (x, y) on the curve indicates that the values based on the metric are less than x for 100y% of models. Therefore, the curve of a method drawn higher than that of another one means better performance. As shown in these charts, the curves of our extensions are located above the corresponding base methods when the values in Tabs. 1 and 3 are better than those of the base methods. Compared to the single scalar values in Tabs. 1 and 3, these results are more informative and also support the advantage of our method over the base methods by point-to-point registration.

Second, we conduct a model-level analysis on performance improvement. In Fig. C3, we represent each point cloud with a dot whose x and y coordinates indicate the chamfer distance for a base point-to-point registration method and its corresponding point-to-plane extension. We also draw regression lines passing through the origin. A regression line corresponds to the plot with the same
Fig. C3. Scatter plots for the relationship of performances (i.e., the modified chamfer distances) between the base point-to-point registration method and its point-to-plane extension. The regression line for each pair of base and extension methods is colored equally with those of the dots.

color. The regression lines located under the black diagonal line mean the better performance of the extensions. On the other hand, these plots for ModelNet40-CPU and ICL-NUIM show a weak correlation of the performances, where the models which are aligned properly by the base methods are not always aligned appropriately by the point-to-plane registration.

Third, we investigate what types of models are more and less favorable for point-to-plane registration. This experiment uses both ModelNet40-CPU and the original ModelNet40 without compositing to clearly show whether point clouds are aligned or not. Since the point clouds, for which the point-to-plane registration obtains better performance, differ depending on the base methods, we show the different point clouds for each base method in Figs. C4 and C5. As shown in these figures, the point-to-plane extensions are often advantageous when the overlapping region of two input point clouds involves a sufficient variety of normal orientations. Although these methods are based on deep learning, this behavior is consistent with the fact reported in the literature on traditional point-to-plane registration [46]. In addition, the extension for RPMNet performs better than the original RPMNet, particularly when input point clouds have thin structures, such as the foot of an office chair and branches of a plant in Fig. C5. Although the performance of the original RPMNet is sufficiently high, the point-to-plane extension makes it more robust to the random displacement of points over the underlying object surface because the point-to-plane registration cares only about the displacement along the point normals.

We also show the typical failure cases on ModelNet40-CPU and ModelNet40 in Figs. C6 and C7, respectively. In these figures, we show the models for which the performances of three point-to-plane extensions are all worse than those
Fig. C4. Selected point clouds from ModelNet40-CPU, for which the point-to-plane registration performs better than the base point-to-point registration. The modified chamfer distance (CD) for each result is shown below the aligned point clouds.

Fig. C5. Selected point clouds from the original ModelNet40 without compositing, for which the point-to-plane registration performs better than the base point-to-point registration.

of their base methods. What is common in the results for ModelNet40-CPU is that dense points exist at the overlapping region, and the normal vectors of points at almost the same position are inconsistent. In such a case, the neural network may match two points whose normal directions are different, and the subsequent point-to-plane registration can fail. On the other hand, the results for ModelNet40 in Fig. C7 demonstrate the limitation of our point-to-plane registration. As noted in the main text, the point-to-plane registration can suffer from rotational and translational ambiguities in the best rigid transformation when the variety of normal directions is insufficient. For example, point clouds in the first and third rows involve rotational ambiguity, while those in the second row involve translational ambiguity.
Fig. C6. Typical failure cases on ModelNet40-CPU. In these cases, points at the overlapping region of two input point clouds are dense, and those with inconsistent normals are found at almost the same position.

Fig. C7. Typical failure cases on the original ModelNet40 without compositing. The results demonstrate a limitation of our point-to-plane extensions, namely that they do not work well for point clouds with rotational and translational ambiguity in the best rigid transformation.