MINKOWSKI CONTENT AND FRACTAL CURVAT URES OF SELF-SIMILAR TILINGS AND GENERATOR FORMULAS FOR SELF-SIMILAR SETS

STEFFEN WINTER

Abstract. We study Minkowski contents and fractal curvatures of arbitrary self-similar tilings (constructed on a feasible open set of an IFS) and the general relations to the corresponding functionals for self-similar sets. In particular, we characterize the situation, when these functionals coincide. In this case, the Minkowski content and the fractal curvatures of a self-similar set can be expressed completely in terms of the volume function or curvature data, respectively, of the generator of the tiling. In special cases such formulas have been obtained recently using tube formulas and complex dimensions or Perron-Frobenius theory. Our approach based on the classical Renewal Theorem is much simpler and works for a much larger class of self-similar sets and tilings. In fact, generator type formulas are obtained for essentially all self-similar sets, when a suitable volume function (or curvature functions, respectively) related to the generator are used. We also strengthen known results on the Minkowski measurability of self-similar sets, in particular on the question of non-measurability in the lattice case.

1. Introduction

Let $A$ be a bounded subset of $\mathbb{R}^d$ and $\varepsilon > 0$. Denote by

$$A_\varepsilon := \{ z \in \mathbb{R}^d : \inf_{a \in A} |a - z| \leq \varepsilon \}$$

its $\varepsilon$-parallel set (or $\varepsilon$-parallel neighbourhood), where $|\cdot|$ is the Euclidean norm. Writing $\lambda_d$ for the Lebesgue measure in $\mathbb{R}^d$, the $s$-dimensional Minkowski content of $A$ is the number

$$M^s(A) := \lim_{\varepsilon \to 0} \varepsilon^{d-s} \lambda_d(A_\varepsilon),$$

provided the limit exists (in $[0, \infty]$). The set $A$ is called Minkowski measurable, if $M^s(A)$ exists and is positive and finite for some $s \geq 0$. The question, whether a given bounded set $A$ is Minkowski measurable or not, is not easy to decide and has attracted some attention in the last years. For subsets $A$ of the real line $\mathbb{R}$, characterizations have been given in terms of the asymptotic behaviour of the fractal string associated to the closure of $A$ in [19] and also in terms of the poles of associated zeta functions, see [21] and the references therein. In higher dimensions some analogous results hold for fractal sprays, cf. [20] and [21]. A rather different characterization for arbitrary bounded sets in terms of the surface area of their parallel sets is given in [27].

Self-similar sets in $\mathbb{R}$ (satisfying the open set condition) are known to be Minkowski measurable if and only if they are nonlattice, see [15] and [5]. Lapidus conjectured in [15] that the same holds for self-similar sets in $\mathbb{R}^d$. This was partially confirmed by Gatzouras in [9], who proved that nonlattice sets are Minkowski measurable, leaving the question open, whether lattice sets are always non-Minkowski measurable. Recently, some progress has been made in [18, 4, 14], where an affirmative answer to this question is given under additional assumptions. The results are based on the construction of suitable self-similar tilings (introduced in [22] and generalized and investigated further in [23]), which generalize the notion of fractal strings to higher dimension, see Section 2 for more details on self-similar...
tilings. The non-Minkowski measurability in the lattice case was shown under a number of rather restrictive assumptions, including the existence of a compatible self-similar tiling with a monophase generator (i.e., one whose inner parallel volume is a polynomial). The derivation consists of the two steps to first compute the Minkowski content of the associated tiling (cf. (3.6) below), which is achieved by employing suitable tube formulas (as e.g.

\cite{18}) or Perron-Frobenius theory (as in \cite{14}), and then to show that it coincides with the Minkowski content of the self-similar set up to a possible correction term (which we will show below to be negligible for strong open sets).

A side result of this derivation are explicit formulas for the Minkowski content (in case it exists) and for the average Minkowski content (which does always exist for self-similar sets), which, apart from the scaling ratios and dimension, involve only the geometric information of the generator of the tiling. This is remarkable in view of the fact, that previously known formulas (see e.g.

\cite{9} and \cite{32}) involve very different geometric data, namely the intersections of smaller copies of parallel sets of the self-similar sets, cf. also Theorem 3.1 below. These are usually more difficult to compute.

In this note, we address the following questions: 1. What can be said in general about the Minkowski content (and the fractal curvatures) of self-similar tilings? 2. What is the general relation between the Minkowski contents (and fractal curvatures) of a self-similar set and suitable associated tilings? 3. Under which conditions is it possible to express the Minkowski content (the fractal curvatures) of a self-similar set in terms of the generator of an associated tiling, that is, when does there exist a generator formula for the Minkowski content (the fractal curvatures) of a self-similar set? We address these questions separately first for Minkowski contents (in Section 3) and then for the other fractal curvatures (in Section 4).

Concerning Minkowski contents, the first question asks for their existence for an arbitrary self-similar tiling. Using renewal theory, we show that under a very mild and natural assumption on the generator \( G \) of the tiling (namely that the dimension of the boundary of \( G \) is smaller than the similarity dimension of the underlying IFS), a similar lattice-nonlattice dichotomy holds for the Minkowski content of the tiling as for self-similar sets. That is, we prove a counterpart of Gatzouras’ theorem for self-similar tilings, see Theorem 3.2. Moreover, we obtain a simple and beautiful generator formula for the (average) Minkowski content of a self-similar tiling in terms of its generator \( G \), see Corollary 3.5, which specializes to the known expressions in the previously studied cases of monophase and pluriphase tilings, cf. Corollaries 3.8 and 3.9. Concerning the second question, we demonstrate that for self-similar tilings constructed on a strong feasible open set \( O \) compatibility is sufficient for the (average) Minkowski contents of the set and the tiling to coincide. No further assumptions are required. In particular, the generator does not need to be monophase and the contribution of the parallel sets of \( O \) (which appears e.g. in the formulas in \cite{18}) is always negligible, see Theorem 3.11. We emphasize that our main point here is not the formula itself (which is known in special cases from \cite{18, 4, 14} and even holds for certain self-conformal sets, see \cite{14}), but the generality of its validity and its remarkably simple proof based on the classical Renewal Theorem.

While it is now clear, that for all self-similar sets which possess a compatible tiling, the Minkowski content can be expressed by a generator formula, it is also well known that not all self-similar sets possess compatible tilings, see \cite{23, 24}. In view of the third question, it is therefore natural to ask whether generator formulas can be obtained also in non-compatible situations. It turns out that essentially all self-similar sets allow generator formulas, as long as they possess a tiling, that is, as long as they are not full-dimensional, see Theorem 3.16. The key to this is to change our point of view on tilings. We study for a tiling constructed on a strong feasible set \( O \) of a self-similar set \( F \) the volume function \( \lambda d(F \cap O) \) instead of the parallel volume of the tiling. We show that the thus modified Minkowski content (which is in fact, the relative Minkowski content of \( F \) relative to the
set $O$ does always coincide with the ordinary Minkowski content of $F$. Moreover, a generator formula holds for some pair $(F, O)$ if and only if $F$ is not full-dimensional and the set $O$ satisfies a certain projection condition (cf. (PC), p.13), see Theorem 3.18. But due to an observation of E. Pearse, there is always a strong feasible set $O$ satisfying this projection condition, see Proposition 3.17. Hence self-similar tilings may be used to compute Minkowski contents of self-similar sets in general. No compatibility is needed. In particular, the results apply also to self-similar sets in $\mathbb{R}^d$ of dimension less than $d - 1$ and e.g. to the Koch curve.

The results regarding Minkowski contents allow as well to strengthen the known statements on the non-Minkowski measurability in the lattice case by removing some of the several assumptions made in earlier work on this question, cf. Corollary 3.12 and Remark 3.22. We hope that our results will also push forward the resolution of Lapidus’ conjecture in the general case, as the general generator formula for the Minkowski content may help to find the right tubular zeta function required to extend the proofs in [18].

In Section 4, we first introduce and study fractal curvatures of self-similar tilings. A counterpart of Gatzouras’ Theorem for fractal curvatures of self-similar tilings is proved, which parallels results obtained for self-similar sets in [32, 35]. A formula expressing the fractal curvatures of a tiling in terms of the curvature data of its generator is obtained. Concerning the second question, namely the relations between the fractal curvatures of self-similar sets and associated tilings, we show that under compatibility, analogous result hold as for the Minkowski contents, which allow also to express the fractal curvatures of self-similar sets by generator formulas, see Theorem 4.5. For these results, the usual assumptions required to ensure the existence of fractal curvatures of self-similar sets (regularity of the parallel sets, curvature bound condition) suffice – when combined with compatibility. Last but not least, we show that generator formulas hold also in non-compatible situations, provided the projection condition (PC) holds. Here again the tiling is used to partition $O$ and the curvature measures $C_k(A, R)$ of $A$ inside the tiles $R$ are studied rather than the curvature measures of the parallel sets $R - \varepsilon$ of $R$.

We remark that the classical Renewal Theorem (on which these results as based) turned out to be a perfect tool for studying self-similar tilings as well as the required relative Minkowski contents and relative fractal curvatures. The renewal equations are simpler than the ones occurring for self-similar sets. Essentially, the only other tool used are some estimates derived in [32] and [34], respectively.

In Section 2, we recall self-similar sets and self-similar tilings and introduce some notation. Section 3 is devoted to the results on Minkowski contents, while in Section 4, we study fractal curvatures of self-similar sets and tilings.

2. Preliminaries

Let $N \in \mathbb{N}, N \geq 2$ and let $\{S_1, \ldots, S_N\}$ be an iterated function system (IFS) consisting of contracting similarities $S_i : \mathbb{R}^d \to \mathbb{R}^d$ with contraction ratios $r_i \in (0, 1), i = 1, \ldots, N$. It is well known that for each such IFS there is a unique nonempty compact set $F$ satisfying the invariance relation $SF = F$, where $S$ is the set mapping defined by

$$S(A) = \bigcup_{i=1}^{N} S_i(A), \quad A \subset \mathbb{R}^d,$$

see [11]. $F$ is called the self-similar set generated by the IFS $\{S_1, \ldots, S_N\}$. To avoid strong overlaps of the pieces $S_i F$ in the union set $F$, frequently the following assumption is made on the IFS, called the open set condition (OSC): There exists a nonempty and bounded open set $O$ such that for all $i \neq j$

$$S_i O \subset O \quad \text{and} \quad S_i O \cap S_j O = \emptyset. \quad (2.2)$$
If additionally $O$ is assumed to satisfy $O \cap F \neq \emptyset$, then this condition is called the strong open set condition (SOSC). In the present setting, OSC and SOSC are known to be equivalent, cf. [31], although not every set $O$ satisfying (2.2) does contain a point of $F$. We call any set $O$ satisfying (2.2) a feasible open set for $F$ (or the IFS $(S_1, \ldots, S_N)$) and if $O$ satisfies additionally $O \cap F \neq \emptyset$, we call it a strong feasible open set for $F$.

Let $D \in \mathbb{R}$ be the unique real solution $s$ of the equation

$$\sum_{i=1}^{N} r_i^s = 1.$$ 

$D$ is called the similarity dimension of $F$ (or of the IFS $(S_1, \ldots, S_N)$). It is well known that under OSC $D$ coincides with the Minkowski dimension (and other dimensions) of the set $F$. In [23], for any fixed feasible open set $O$, a tiling $T = T(O)$ of $O$ has been associated to the IFS $(S_1, \ldots, S_N)$, which is defined as follows: Denote by $\Sigma^N_n := \{1, \ldots, N\}^n$ the family of all words of length $n \in \mathbb{N}_0$ formed by the alphabet $\{1, \ldots, N\}$ and let $\Sigma^\infty_n := \bigcup_{n=0}^{\infty} \Sigma^N_n$ be the family of all finite words. For $\sigma = \sigma_1 \ldots \sigma_k \in \Sigma^\infty_n$, we use the abbreviations $S_\sigma := S_{\sigma_1} \circ S_{\sigma_2} \ldots \circ S_{\sigma_k}$ and $r_\sigma := r_{\sigma_1} \cdot r_{\sigma_2} \ldots \cdot r_{\sigma_k}$.

We write $K := \overline{O}$ for the closure of the set $O$ and set $G := O \setminus SK$. Observe that $G$ is open. The tiling $T(O)$ is the set family

$$T(O) := \{S_\sigma G : \sigma \in \Sigma^\infty_n\} \quad (2.3)$$

of the iterates of $G$ under the mappings of the IFS. $T(O)$ is a tiling of the set $O$ in the sense that the elements of $T(O)$ are pairwise disjoint and that the closure of their union coincides with the closure $K$ of $O$, that is, we have the decomposition

$$K = \bigcup_{R \in T} R,$$

see [23, Thm. 5.7]. We call the set $G$ the generator of $T$ and we write $T := \bigcup_{R \in T} R$ for the union set of all tiles of $T$. Observe that $T$ is open, since all tiles are open.

3. MINKOWSKI CONTENT OF SELF-SIMILAR SETS AND TILINGS

We start by recalling a result on the existence of the Minkowski content for self-similar sets, which is essentially due to Gatzouras [9, Theorems 2.3 and 2.4] (except for the case $d = 1$, which was obtained earlier in [15] and [6]) and which can be proved using some Renewal Theorem. Recall that for a compact set $A \subset \mathbb{R}^d$ and $s \geq 0$, the ($s$-dimensional) average Minkowski content $\overline{M}^s(A)$ is defined by

$$\overline{M}^s(A) := \lim_{\delta \searrow 0} \frac{1}{\ln \delta} \int_0^1 e^{-d} \lambda_d(A_e) \frac{dE}{e}, \quad (3.1)$$

whenever this limit exists.

**Theorem 3.1.** (Gatzouras’ Theorem)

Let $F \subset \mathbb{R}^d$ be a self-similar set satisfying OSC and let $D$ be the similarity dimension of $F$. Then the average Minkowski content $\overline{M}^D(F)$ of $F$ exists and coincides with the strictly positive value

$$X_d := \frac{1}{\eta} \int_0^1 \eta^{D-d-1} R_d(\eta) \, d\eta, \quad (3.2)$$

where the function $R_d : (0, \infty) \to \mathbb{R}$ is given by

$$R_d(\eta) = \lambda_d(F_\eta) - \sum_{i=1}^{N} r_i^D \lambda_d((S_i F)_\eta) \quad (3.3)$$

and $\eta = -\sum_{i=1}^{N} r_i^D \ln r_i$. If $F$ is nonlattice, then also the Minkowski content $M^D(F)$ of $F$ exists and equals $X_d$. 
Minkowski content of self-similar tilings. Our first aim is to provide an analogous result for arbitrary self-similar tilings. Similar to Gatzouras’ Theorem, it is derived by employing the Renewal Theorem. However, its derivation is surprisingly simple and general. In the special case of a monophase generator, we will recover from this general statement the expressions for the Minkowski content derived in [17, 18] by means of fractal tube formulas and complex dimensions. We recall the definition of the (inner) Minkowski content of a self-similar tiling. In [10, 36] the (s-dimensional) relative Minkowski content of a bounded set \(A \subset \mathbb{R}^d\) relative to a set \(\Omega \subset \mathbb{R}^d\) is defined as the number

\[
\mathcal{M}^s(A, \Omega) := \lim_{\varepsilon \to 0} \varepsilon^{-d} \lambda_d (A \cap \Omega),
\]

provided the limit exists (in \([0, \infty]\)). The Minkowski dimension \(\dim_M(A, \Omega)\) of \(A\) relative to \(\Omega\) are analogously defined in the obvious way. The inner Minkowski content of a bounded open set \(U \subset \mathbb{R}^d\) is the relative Minkowski content \(\mathcal{M}^s(\text{bd} \ U, U)\) of \(U\) relative to \(U\). Observe that \(\mathcal{M}^s(\text{bd} \ U, U)\) is equivalently given by the limit \(\lim_{\varepsilon \to 0} \varepsilon^{-d} V(U, \varepsilon)\), where

\[
V(U, \varepsilon) := \lambda_d (U_{\varepsilon})
\]
is the volume of the \(\varepsilon\)-parallel set

\[
U_{\varepsilon} := \{x \in U : d(\text{bd} \ U, x) \leq \varepsilon\}
\]
of \(U\). For self-similar tilings \(T\), it is convenient to write

\[
\mathcal{M}^D(T) := \mathcal{M}^D(\text{bd} \ T, T) \quad \text{and} \quad \mathcal{M}^D(T) := \mathcal{M}^D(\text{bd} \ T, T).
\]

The counterpart of Theorem 3.1 for self-similar tilings \(T\) reads as follows. As before \(D\) is the similarity dimension of the underlying IFS (which coincides with the Minkowski dimension of the generated self-similar set). Recall that the generator of \(T = T(O)\) is the open set \(G = O \setminus \overline{S}\). Let \(g\) denote the inradius of \(G\).

**Theorem 3.2.** Let \(T = T(O)\) be a self-similar tiling generated on a feasible open set \(O\). Assume that the generator \(G\) of \(T\) satisfies \(\dim_M(\text{bd} \ G, G) < D\). Then the \(D\)-dimensional average Minkowski content of \(T\) exists, is strictly positive and given by

\[
\mathcal{M}^D(T) = \frac{1}{\eta} \int_{0}^{\infty} e^{D-d-1} h(\varepsilon) \, d\varepsilon,
\]

where \(\eta = -\sum_{i=1}^{N} r_i D \ln r_i\) and the function \(h : (0, \infty) \to \mathbb{R}\) is given by

\[
h(\varepsilon) = V(T, \varepsilon) - \sum_{i=1}^{N} 1_{[0, \varepsilon]}(\varepsilon) V(S_i, \varepsilon).
\]

If \(T\) is nonlattice, then also the Minkowski content \(\mathcal{M}^D(T)\) of \(T\) exists and equals \(Y_d\).

Observe that the hypothesis \(\dim_M(\text{bd} \ G, G) < D\) in Theorem 3.2 is equivalent to the following assertion: There are constants \(\gamma, c > 0\) such that, for each \(0 < \varepsilon \leq g\),

\[
|V(T, \varepsilon)| \leq c e^{D-d-1} \varepsilon^{D-\gamma}.
\]

(Indeed, \(\dim_M(\text{bd} \ G, G) < D\) implies that there is some \(\gamma > 0\) such that \(\dim_M(\text{bd} \ G, G) < D - \gamma < D\) meaning that \(e^{D-d-1} V(G, \varepsilon)\) is bounded as \(\varepsilon \searrow 0\) and vice versa.) The estimate (3.9) is exactly the assumption required for the Renewal Theorem. But such an assumption is not only necessary to apply the Renewal Theorem, it is also very natural. It is clear that for self-similar tilings satisfying \(\dim_M(\text{bd} \ G, G) > D\) the conclusion of Theorem 3.2 is not true. Since \(\text{bd} \ G \subset \text{bd} \ T\), the Minkowski dimension of the tiling is at least \(\dim_M(\text{bd} \ G, G)\) in this case and thus strictly greater than \(D\).

Note that it is easy to construct self-similar tilings, which do not satisfy the assumption \(\dim_M(\text{bd} \ G, G) < D\), see Example 3.4 below. Hence this assumption cannot be omitted.
However, such examples are kind of artificial. We will see below that the assumption is satisfied for all reasonable tilings, including all that have been studied previously in the literature. In particular, it is satisfied for all compatible tilings as well as for all tilings with monophase or pluriphase generators (independent of compatibility).

**Proof of Theorem 3.2.** We use a version of the Renewal theorem adapted to limits as \( \varepsilon \searrow 0 \) formulated in [32, Theorem 4.1.4]. Without loss of generality, we can assume that \( g = 1 \). (The general case follows from scaling arguments. Alternatively, Theorem 4.1.4 could easily be reformulated for arbitrary \( g > 0 \), see Remark 3.3.)

We apply it to the functions \( f(\varepsilon) := V(T, \varepsilon) \) and \( \varphi_d(\varepsilon) := h(\varepsilon) \). First, it is easily seen, that due to the definition of \( h \), the following renewal equation holds for each \( \varepsilon > 0 \):

\[
h(\varepsilon) = f(\varepsilon) - \sum_{i=1}^{N} r^i \mathbf{1}_{[0, r^i]}(\varepsilon) f(\varepsilon/r_i). \tag{3.10}
\]

Indeed, this equation is transparent from the relation

\[
V(S, T, \varepsilon) = \lambda_d((S, T) - \varepsilon) = \lambda_d((S, T) - \varepsilon_i) = r^i \lambda_d(T - \varepsilon_i) = r^i V(T, \varepsilon_i) = r^i f(\varepsilon/r_i).
\]

It remains to show that the hypotheses on \( \varphi_d = h \) in [32, Theorem 4.1.4] are satisfied. Since \( f \) is continuous in \( \varepsilon \), it is obvious that \( h \) is piecewise continuous with at most finitely many discontinuities. Moreover, it is easily seen from (3.8), that the estimate (3.9) holds similarly with \( h(\varepsilon) \) instead of \( V(G, \varepsilon) \). Indeed, for \( \varepsilon < \min(r, g) \), the function \( h \) coincides with \( V(G, \varepsilon) \), i.e.

\[
h(\varepsilon) = V(T, \varepsilon) - \sum_{i=1}^{N} V(S, T, \varepsilon) = V(G, \varepsilon) \tag{3.11}
\]

Taking into account that \( |h(\varepsilon)| \) is bounded by some absolute constant on any fixed interval \([a, b]\) with \( a > 0 \) (e.g., by \((N + 1)\lambda_d(T))\), the validity of the estimate (3.9) for \( h \) is just a matter of adapting the constant \( c \).

**Remark 3.3.** It is an easy exercise to check that, for any \( a > 0 \),

\[
\int_0^{a} e^{D-d-1} \varphi_{d,a}(\varepsilon) \, d\varepsilon = \int_0^{a} e^{D-d-1} \varphi_{d,1}(\varepsilon) \, d\varepsilon,
\]

where \( \varphi_{d,a}(\varepsilon) := f(\varepsilon) - \sum_{i=1}^{N} r^i \mathbf{1}_{[0, a i]}(\varepsilon) f(\varepsilon/r_i) \), \( \varepsilon > 0 \). This clarifies that formula (3.7) is valid for an arbitrary constant \( g \) (not just for the inradius), provided the same constant \( g \) is used in the indicator functions in the definition of \( h \). It was just a convenience, to use the inradius \( g \) as \( a \) in the proof. Since the continuity properties of \( \varphi_{d,a} \) are the same for any \( a > 0 \) and since an estimate of the type \( |\varphi_{d,a}(\varepsilon)| \leq c e^{D-d-1} \) holds either simultaneously for all \( a > 0 \) or not at all, it is obvious that [32, Theorem 4.1.4] can be formulated with a general constant \( a > 0 \) instead of \( a = 1 \) inserted simultaneously in the indicator functions \( \mathbf{1}_{[0, r^i]} \) in the definition of \( \varphi_d \) and as the upper bound of the integration interval in the conclusion

**Example 3.4.** (*A tiling with \( \dim_M(bd G, G) > D \)).* Let \( F \) be the Koch curve (generated with two mappings) and let \( O \) be the interior of its convex hull. Let \( G \) be the generator of the tiling \( T(O) \). \( G \) is the grey equilateral triangle in Figure 3.1. Now we construct a new tiling by modifying \( G \) as follows: Replace the base of \( G \) by some Koch type curve of dimension \( \Delta > D \) and let \( G' \) be the open set bounded by this curve and the remaining two sides of \( G \). Take \( G' \) as the generator of a new tiling. It is easy to see that the set \( T' := \bigcup_{r \in \Sigma} S_r G' \) is a feasible open set for the Koch curve and that \( G' \) is the generator of the tiling \( T(T') \). Note that \( T' \) is also the union set of the tiles. Obviously, \( \dim_M(bd G', G') \geq \Delta \) and thus also \( \dim_M(bd T', T') \geq \Delta > D \).
Reformulation in terms of the generator. In the setting of Theorem 3.2, the only assumption on the generator is that \( \dim_{\mathcal{M}}(\text{bd} G, G) < D \). In this general situation one cannot expect formulas as explicit as the ones derived in the monophase case in [18]. But as in this case, the (average) Minkowski content of \( T \) can be described completely in terms of the generator \( G \) (and the contraction ratios of the IFS). To demonstrate this, we start with the expression derived in Theorem 3.2 for the average Minkowski content of \( T \) (as well as for its Minkowski content in the nonlattice case). Rearranging the integrals slightly and using the second equality in (3.11), we get:

\[
\eta \overline{M}^{D}(T) = \int_{0}^{\infty} \varepsilon^{D-d-1} h(\varepsilon) \, d\varepsilon = \int_{0}^{\infty} \varepsilon^{D-d-1} \left( V(T, \varepsilon) - \sum_{i=1}^{N} I_{(0, r_{i}]}(\varepsilon)V(S_{i} T, \varepsilon) \right) \, d\varepsilon \\
= \int_{0}^{\infty} \varepsilon^{D-d-1} \left( V(T, \varepsilon) - \sum_{i=1}^{N} V(S_{i} T, \varepsilon) + \sum_{i=1}^{N} I_{(0, r_{i}]}(\varepsilon)V(S_{i} T, \varepsilon) \right) \, d\varepsilon \\
= \int_{0}^{\infty} \varepsilon^{D-d-1} V(G, \varepsilon) \, d\varepsilon + \sum_{i=1}^{N} \int_{r_{i}}^{\infty} \varepsilon^{D-d-1} V(S_{i} T, \varepsilon) \, d\varepsilon. \tag{3.12}
\]

Now we apply the substitution \( \tilde{\varepsilon} = \varepsilon/r_{i} \) to the \( i \)-th integral in the second sum. Employing that \( V(T, \tilde{\varepsilon}) = V(T, g) \) for \( \tilde{\varepsilon} \geq g \), we obtain

\[
\eta \overline{M}^{D}(T) = \int_{0}^{\infty} \varepsilon^{D-d-1} V(G, \varepsilon) \, d\varepsilon + \frac{V(T, g)}{d-D} g^{D-d} \left( 1 - \sum_{i=1}^{N} r_{i}^{d} \right) \tag{3.13}
\]

\[
= \int_{g}^{\infty} \varepsilon^{D-d-1} V(G, \varepsilon) \, d\varepsilon + \frac{V(G, g)}{d-D} g^{D-d}, \tag{3.14}
\]

where we have used the relation \( V(T, g) = V(G, g) \zeta_{L}(d) = V(G, g)(1 - \sum_{i=1}^{N} r_{i}^{d})^{-1} \) for the second equality, cf. e.g. [18, Def. 3.1]. Now observe that

\[
\int_{g}^{\infty} V(G, \varepsilon) \varepsilon^{D-d-1} \, d\varepsilon = \frac{V(G, g)}{d-D} g^{D-d}, \tag{3.15}
\]

which allows to derive the following elegant formula for the (average) Minkowski content of an arbitrary self-similar tiling \( T \).

**Corollary 3.5.** Let \( T = T(O) \) be a self-similar tiling generated on a feasible set \( O \) such that the generator \( G \) satisfies \( \dim_{\mathcal{M}}(\text{bd} G, G) < D \). Then the average Minkowski content is determined completely in terms of the volume function \( V(G, \varepsilon) \) of the generator \( G \) via the
formulas
\[
\tilde{M}^d(T) = \frac{1}{\eta} \int_0^\infty \kappa^{d-d-1} V(G, \epsilon) \, d\epsilon.
\] (3.16)

In the nonlattice case, also the Minkowski content of \( T \) is given by (3.16).

Remark 3.6. Note that \( \dim_M(bd B, B) \geq d - 1 \) for any nonempty bounded open set \( B \subset \mathbb{R}^d \). Hence, the assumption \( \dim_M(bd G, G) < D \) in Theorem 3.2 and Corollary 3.5 implies in particular, that \( D > d - 1 \). This is an assumption made in earlier work on self-similar tilings, see e.g. [17, 18]. It is now naturally implied by the present hypothesis on \( G \). The parallel sets of self-similar tilings are not so well suited to the study of self-similar sets of dimensions smaller than \( d - 1 \). However, this limitation can be overcome by replacing the parallel volume \( V(G, \epsilon) \) with the function \( \lambda_d(F_{\epsilon} \cap G) \) for which similar results are derived below in Theorems 3.18 and 3.19.

Monophase generators. Now we look at the situation studied in [18] when the generator of the tiling is monophase. Recall that a set is called monophase, if its inner parallel volume is monophase. Recall that a set is called monophase, if its inner parallel volume has a polynomial representation:
\[
V(G, \epsilon) = \sum_{k=0}^{d-1} \kappa_k(G) \epsilon^{d-k}, \quad \text{for } 0 < \epsilon \leq g,
\] (3.17)

where the coefficients \( \kappa_k(G) \) are some real numbers depending only on \( G \).

We point out, that in [18] the generator was assumed to be connected, which is not necessary. More precisely, in [18] the connected components of the set \( G = O \setminus SK \) are regarded as the generators, allowing a tiling to have more than one generator, and the results are restricted to tilings with a single connected generator. However, the connectedness is not used in the proofs. The results in [18] remain true for any (that is, not necessarily connected) monophase generator.

The representation (3.17) implies that
\[
\mathcal{M}^{d-1}(bd G, G) = \lim_{\epsilon \searrow 0} \epsilon^{-1} V(G, \epsilon) = \lim_{\epsilon \searrow 0} \sum_{k=0}^{d-1} \kappa_k(G) \epsilon^{d-k-1} = \kappa_{d-1}(G)
\] (3.18)

from which the relation \( \dim_M(bd G, G) \leq d - 1 \) is easily seen. The reverse inequality is true for any bounded open subset \( G \) of \( \mathbb{R}^d \) and so we have \( \dim_M(bd G, G) = d - 1 \).

Remark 3.7. The following argument shows that \( \kappa_{d-1}(G) \) is strictly positive, which allows to conclude \( \dim_M(bd G, G) = d - 1 \) directly from (3.18) and provides an interpretation of this coefficient as the surface area of \( G \): Observe that one has \( V'(G, \epsilon) = \mathcal{H}^{d-1}(bd G_{-\epsilon} \cap G) \) for each \( \epsilon > 0 \) for which the derivative \( V'(G, \epsilon) \) exists, see e.g. [26]. Since here \( V(G, \epsilon) \) is a polynomial in \( \epsilon \), \( V'(G, \epsilon) \) exists for all \( \epsilon > 0 \), and computing the derivative yields that
\[
\kappa_{d-1}(G) = \lim_{\epsilon \searrow 0} V'(G, \epsilon) = \lim_{\epsilon \searrow 0} \mathcal{H}^{d-1}(bd G_{-\epsilon} \cap G).
\]

Thus, assuming that \( D > d - 1 \) (an assumption present in all results concerning tube formulas for self-similar tilings and in particular in the Minkowski measurability results obtained in [18]), the hypothesis \( \dim_M(bd G, G) < D \) is satisfied and Theorem 3.2 and Corollary 3.5 apply. Combining (3.12) of Corollary 3.5 with the representation (3.17), we get the following expression for the average Minkowski content of \( T \) (as well as for its
Minkowski content in the nonlattice case:
\[
\eta \mathcal{M}^D(\mathcal{T}) = \int_0^\infty e^{D-d-1} V(G,\varepsilon) \, d\varepsilon + \int_0^\infty e^{D-d-1} V(G,\varepsilon) \, d\varepsilon
\]
\[
\quad = \int_0^\infty e^{D-d-1} \sum_{k=0}^{d-1} \kappa_k(G)\varepsilon^{d-k} \, d\varepsilon + \int_0^\infty e^{D-d-1} V(G,\varepsilon) \, d\varepsilon
\]
\[
\quad = \sum_{k=0}^{d-1} \kappa_k(G) \frac{\varepsilon^{d-k}}{D-\varepsilon^k} + \frac{V(G,\varepsilon)}{d-D} \varepsilon^{D-d}, \quad (3.19)
\]
where for the last integral we used that, for \( \varepsilon \geq g \), one has \( V(G,\varepsilon) = V(G,g) \).

Using again the representation (3.17) for \( \varepsilon = g \) and combining the coefficients with the same \( k \), we arrive at
\[
\eta \mathcal{M}^D(\mathcal{T}) = \frac{1}{d-D} \sum_{k=0}^{d-1} \frac{d-k}{D-k} \kappa_k(G) \varepsilon^{d-k} = \frac{1}{d-D} \Gamma(D)(G),
\]
where the function \( \Gamma(D)(G) \), defined in [18, Def. 4.6], is given by
\[
\Gamma(D)(G) := \sum_{k=0}^{d-1} \frac{d-k}{s-k} \kappa_k(G) \varepsilon^{s-k}, \quad s \in \mathbb{C}. \quad (3.20)
\]

Hence we have proved the following statement:

**Corollary 3.8.** Let \( \mathcal{T} = \mathcal{T}(O) \) be a self-similar tiling in \( \mathbb{R}^d \) with \( D > d-1 \). Assume that the generator \( G \) is monophase. Then the average Minkowski content of \( \mathcal{T} \) is given by
\[
\mathcal{M}^D(\mathcal{T}) = \frac{1}{\eta d-D} \Gamma(D)(G). \quad (3.21)
\]

In the nonlattice case, also the Minkowski content of \( \mathcal{T} \) is given by (3.21).

Note that the right hand side of (3.21) is precisely the expression derived in [18, Theorem 4.8] for the (average) Minkowski content of \( \mathcal{T} \). (Observe that \( \frac{1}{\eta} = \text{res} (\zeta_G(s); D) \), cf. [18, eq. (4.7)].) Thus, with the help of renewal theory, we have recovered in a rather simple way the results in [18] on the Minkowski measurability of self-similar tilings with a monophase (but not necessarily connected) generator, including the precise formula, except for the proof of the non-measurability in the lattice case.

**Pluriphase generators.** In [16] an open set \( G \) (with inradius \( g \)) was called pluriphase, if its inner parallel volume has a piecewise polynomial representation, that is, there exists a partition \( 0 = \varepsilon_0 < \varepsilon_1 < \varepsilon_2 < \ldots < \varepsilon_m = g \) such that
\[
V(G,\varepsilon) = \sum_{k=0}^{d-1} \kappa_k(G) \varepsilon^{d-k}, \quad \text{for } \varepsilon_{\ell-1} < \varepsilon \leq \varepsilon_\ell, \quad \ell = 1, \ldots, m, \quad (3.22)
\]
where the coefficients \( \kappa_k(G) \) are some real numbers depending only on \( G \). It is shown in [13] that convex polytopes are pluriphase. Polytopes occur frequently as generators of self-similar tilings and constitute an important class of examples. (It is easily seen that also generators which consist of several (disjoint) convex polytopes are pluriphase.) Similarly as in the monophase case, one has \( e^{d-1-d}V(G,\varepsilon) \to \kappa_k(G) \) as \( \varepsilon \to 0 \) implying again \( \text{dim}_H(\text{bd}G,G) = d-1 \). Thus, provided \( D > d-1 \), the hypothesis \( \text{dim}_H(\text{bd}G,G) < D \) is satisfied and Theorem 3.2 and Corollary 3.5 apply. Plugging the representation (3.22) into the general formula (3.16), it is now a simple computation to derive the following formula for the average Minkowski content of a self-similar tiling \( \mathcal{T} \) with a pluriphase (but not necessarily connected) generator as well as for its Minkowski content in the nonlattice case:
Assume there exists a strong feasible open set $O$ for $F$ such that $\eta M^D(\mathcal{T}) = \sum_{k=0}^{d-1} \frac{1}{d-k} \left( \sum_{\ell=1}^{m-1} (\kappa_k^\ell(G) - \kappa_k^{\ell+1}(G)) e^{D-k}_\ell + \kappa_k^m(G) g^{D-k} \right) + \frac{V(G, g)}{d-D} g^{D-d}$.

Note that the case $m = 1$ is the monophase case in which the above formula reduces to the formula in (3.19). Similarly as in the the monophase case, one can use that $V(G, g) = \sum_{k=0}^{d-1} \kappa_k^m(G) g^{D-k}$ to incorporate the last term in formula (3.23) into the first sum and derive the equivalent formula (3.24) below. Hence we have proved the following statement:

**Corollary 3.9.** Let $\mathcal{T} = \mathcal{T}(O)$ be a self-similar tiling in $\mathbb{R}^d$ with $D > d - 1$. Assume that the generator $G$ is pluriphase. Then the average Minkowski content of $\mathcal{T}$ is given by

$$\widetilde{M}^D(\mathcal{T}) = \frac{1}{\eta} \sum_{k=0}^{d-1} \frac{1}{d-k} \left( \sum_{\ell=1}^{m-1} (\kappa_k^\ell(G) - \kappa_k^{\ell+1}(G)) e^{D-k}_\ell + \frac{d-k}{d-D} \kappa_k^m(G) g^{D-k} \right).$$

In the nonlattice case, also the Minkowski content of $\mathcal{T}$ is given by (3.24).

**Remark 3.10.** Formula (3.24) for the Minkowski content in the pluriphase case is new. Now with the exact formula at hand, it should be easier to show that lattice pluriphase tilings are not Minkowski measurable with analogous arguments as used in [18] in the monophase case.

**Compatible tilings and the Minkowski content of self-similar sets.** For a self-similar set $F \subset \mathbb{R}^d$ and a feasible set $O$ for $F$, let $\mathcal{T} = \mathcal{T}(O)$ denote the self-similar tiling generated on $O$. Write $K := \mathcal{O}$. Assume that $\mathcal{T}$ satisfies the compatibility condition, that is, assume that $bd \mathcal{G} \subset F$ or, equivalently, that $bd K \subset F$, see [18, Theorem 6.2]. This condition has been shown in [23, again Thm 6.2] to be necessary and sufficient for the following disjoint decomposition to hold for all $\varepsilon > 0$:

$$F_\varepsilon = T - \varepsilon \cup (K_\varepsilon \setminus K),$$

where $T = \bigcup_{R \in F} R$ is the union set of the tiling. In case of compatibility, the tiling can be used directly to study the parallel volume of $F$. Some results on the Minkowski measurability of $F$ have been obtained in [18, Thm. 5.4] using compatible tilings, see also [14] for an analogous though more restrictive result, where the tiling idea is used implicitly.

Here we strengthen these results by showing that for compatible tilings $\mathcal{T}(O)$ constructed on a strong feasible set $O$, the contribution of the sets $K_\varepsilon \setminus K$ can be neglected and that the Minkowski contents of $F$ and $\mathcal{T}$ always coincide. In particular, no assumption on the Minkowski measurability of $K$ is needed, and for the equality of the Minkowski contents of $F$ and $\mathcal{T}$ the generator need not be monophase. More precisely, we have the following results.

**Theorem 3.11 (Minkowski measurability of compatible self-similar fractals).** Let $F$ be a self-similar set in $\mathbb{R}^d$ which has Minkowski dimension $D \in (d - 1, d)$ and satisfies OSC. Assume there exists a strong feasible open set $O$ for $F$ such that $bd \mathcal{O} \subset F$, i.e. such that the generated tiling $\mathcal{T} = \mathcal{T}(O)$ is compatible.

Then the (D-dim.) outer Minkowski content of $K = \mathcal{O}$ is zero, i.e. $M^D(K, K^c) = 0$. Moreover, the average Minkowski contents of $F$ and $\mathcal{T}$ coincide, i.e.,

$$\widetilde{M}^D(F) = \widetilde{M}^D(\mathcal{T}),$$

and both are given by the finite and positive expression in (3.16) (as well as by (3.7)).

Furthermore, $F$ is Minkowski measurable if and only if $\mathcal{T}$ is Minkowski measurable. In this case, the Minkowski content of $F$ (as well as that of $\mathcal{T}$) is again given by the expression in (3.16).

Combining this result with [18, Theorem 4.8], we obtain the following strengthening of [18, Theorem 5.4] in the monophase case.
Corollary 3.12. If in addition to the hypothesis in Theorem 3.11, the generator $G$ is assumed to be monophase, then the set $F$ is Minkowski measurable if and only if it is nonlattice.

Proof. In [18, Theorem 4.8], it is shown that a self-similar tiling $T$ (with a monophase generator $G$) is Minkowski measurable if and only if it is nonlattice. Hence, by Theorem 3.11, the same must hold for $F$. □

The proof of Theorem 3.11 relies heavily on the following estimate obtained in [32] for strong open sets:

Lemma 3.13 ([32, Corollary 5.6.3]). Let $O$ be a strong feasible open set of an IFS $\{S_1, \ldots, S_N\}$ in $\mathbb{R}^d$ with similarity dimension $D$. Then there exist some constants $c, \gamma > 0$ such that, for all $\varepsilon \in (0, 1)$,

$$
\lambda_d(F_\varepsilon \cap (SO)^\varepsilon) \leq c\varepsilon^{d-D\gamma}.
$$

Proof of Theorem 3.11. First observe that $SO \subset O$ implies $K_e \cap O \subset (SO)^\varepsilon \subset (SO)^{\varepsilon}_e$ for any $\varepsilon > 0$. Moreover, the compatibility assumption implies $F_\varepsilon \cap (K_e \setminus K) = K_e \setminus K$, cf. (3.25). Now we infer from Lemma 3.13 (for which we need that $O$ is strong) and the above set inclusions, that the estimate (3.27) holds equally for $\lambda_d(K_e \setminus K)$ from which it follows immediately that $M^0(K, K') = 0$ as claimed.

Now observe that, by (3.25), we have for all $\varepsilon > 0$,

$$
\varepsilon^{D-d}\lambda_d(F_\varepsilon) = \varepsilon^{D-d}\lambda_d(T_{-\varepsilon}) + \varepsilon^{D-d}\lambda_d(K_e \setminus K).
$$

Taking the limit on both sides as $\varepsilon \searrow 0$ and recalling that the second term on the right does always tend to zero, we conclude that the limit on the left hand side (that is, $M^0(K)$) exists if and only if the limit of the first term on the right hand side (that is, $M^0(T)$) exists, and that both numbers coincide in this case. The claimed expressions for the Minkowski contents follow immediately from Theorem 3.2 and Corollary 3.5, once we have verified that $\dim_M(bd G, G) < D$. For this we employ again Lemma 3.13. Observe that $G$ satisfies the inclusion $G \subset (SO)^\varepsilon$, which implies $G_{-\varepsilon} \subset (SO)^{\varepsilon}_e \subset (SO)^\varepsilon$. Moreover, we have $G_{-\varepsilon} = F_\varepsilon \cap G \subset F_\varepsilon$ from the decomposition (3.25). Together this gives $\lambda_d(G_{-\varepsilon}) \leq \lambda_d(F_\varepsilon \cap (SO)^\varepsilon)$ and from (3.27) we conclude that $\varepsilon^{\alpha-D}\lambda_d(G_{-\varepsilon}) \to 0$ for any $\alpha > D - \gamma$. Hence $\dim_M(bd G, G) \leq D - \gamma < D$. This shows that the hypotheses of Theorem 3.2 and Corollary 3.5 are satisfied and the remaining assertions follow from these results.

The assumption that $O$ is a strong feasible set cannot easily be omitted in Theorem 3.11. Indeed the contribution of the outer parallel set $K_e \setminus K$ may be positive, as the following example shows. One can however get rid of the compatibility assumption by changing the point of view on the tilings, see the next paragraph and particularly Theorem 3.18 below.

Example 3.14. Let $F \subset \mathbb{R}^2$ be the standard Sierpinski carpet generated by eight similarities each mapping the unit square $Q := [0, 1]^2$ to one of the eight subsquares shown in Figure 3.2. It is easily checked that the set $O = \text{int}(Q)$ is a strong feasible open set for $F$. The generator $G$ of the tiling $T = T(O)$ is the (open) gray middle square in Figure 3.2. Since $bd G \subset F$, $T$ is compatible and hence, by Theorem 3.11, $M^0(F) = M^0(T)$.

Now let $G' := S_1 G$ and $O' := \bigcup_{r \in \Sigma^2} S_r G'$. It is easily checked that $O'$ is a feasible open set for $F$ and that $O' \cap F = \emptyset$. Hence $O'$ is not strong. The set $G'$ is the generator of the tiling $T' = T(O')$ constructed on $O'$. We claim that $M^0(T') < M^0(T)$. Indeed, applying Corollary 3.5 and noting that

$$V(G', \varepsilon) = V(\frac{1}{3} G, \varepsilon) = 3^{-2} V(G, 3\varepsilon),$$

we have

$$V(F, \varepsilon) \geq \frac{3k}{2} V(G', \varepsilon),$$

where $k$ is the number of open sets in the decomposition (3.25). This is a contradiction unless $M^0(T') < M^0(T)$.
Figure 3.2. (Left): The interior $O$ of the unit square $Q$ is a feasible open set for the Sierpinski carpet. The gray square $G$ in the middle is the generator of the tiling $T(O)$ in Example 3.14. (Right): The gray set $G'$ is the generator of the tiling $T' = T(O')$ of some other feasible set $O'$ in Example 3.14 which is not strong.

for any $\varepsilon > 0$, we get

$$\eta M^0(T') = \int_0^{\infty} \varepsilon^{D-2-1} V(G', \varepsilon) d\varepsilon = \int_0^{\infty} \varepsilon^{D-2-1} 3^{-2} V(G, 3\varepsilon) d\varepsilon$$

$$= \int_0^{\infty} (\delta/3)^{D-2-1} 3^{-2} V(B, \delta) d\delta = \left( \frac{1}{3} \right)^{D-1} \eta M^0(T)$$

$$= \frac{3}{8} \eta M^0(T).$$

Hence we have constructed a tiling $T'$ for the Sierpinski carpet $F$ such that $M^0(T') \neq M^0(F)$, showing that the conclusion of Theorem 3.11 may fail without the assumption that the feasible set is strong.

To complete the picture, we point out that on the other hand it is not necessary to have a strong feasible set for the conclusion of Theorem 3.11 to hold. The set $O'' := \bigcup_{\sigma \in \Sigma_r} S_{\sigma}G$ is a feasible set for $F$ which is not strong. It generates the same tiling as the set $O$, i.e. $T(O) = T(O'')$. Hence one has in particular $M^0(T(O'')) = M^0(T(O)) = M^0(F)$.

Generalizing the construction of the set $O''$ in Example 3.14, one can say that for each strong feasible set $O$ generating a compatible tiling $T = T(O)$ there exists a feasible set $O''$ which is not strong and which generates the same compatible tiling. It is not clear, whether the converse is also true: Given an arbitrary feasible set $\tilde{O}$ such that $T(\tilde{O})$ is compatible, does there exist a strong feasible set $O$ such that $T(O)$ is compatible?

Remark 3.15. It is well known that not all self-similar sets possess a feasible set such that the generated tiling is compatible. Indeed, it is shown in [24, cf. Theorem 7.2] that a self-similar set $F \subset \mathbb{R}^d$ (satisfying OSC and $\text{dim}_M F < d$) possesses a compatible tiling if and only if the complement of $F$ is disconnected. Simple (self-similar) curves like the Koch curve are for instance not compatible. So even if one was able to give a positive answer to the question raised above, the applicability of the results above would be limited to sets with a disconnected complement, excluding in particular all self-similar sets in $\mathbb{R}^d$ of dimension $D < d - 1$. The alternative approach discussed below overcomes these limitations.
Generator formulas for arbitrary self-similar sets. We now suggest a slightly different approach to computing the Minkowski content of self-similar sets using tilings which allows a simple and complete geometric characterization of those self-similar sets for which a generator-type formula exists. We consider the tiling as a way to conveniently partition the parallel sets of $F$. Instead of the parallel volume $V(T, \varepsilon)$ of the union set $T$ of the tiling we will study the parallel volume $\lambda_d(F_c \cap T)$ of $F$ restricted to $T$, which amounts to studying the relative Minkowski content $M_d(F, T)$ of $F$ relative to $T$. It is even more convenient, to look instead at the relative Minkowski content $M_d(F, O)$ of $F$ relative to the feasible set $O$ itself. (Note that $T = \overline{O}$.) This approach allows in fact to obtain generator type formulas for all self-similar sets for which tilings exists. We first state the main result:

**Theorem 3.16.** Let $F$ be a self-similar set in $\mathbb{R}^d$ satisfying OSC and let $D < d$.

Then there exists a strong feasible open set $O$ for $F$ such that the average Minkowski content (and, in case it exists, also the Minkowski content) of $F$ is given by the formula

$$\overline{N}^{0}(F) = \frac{1}{\eta} \int_{\mathbb{R}^d} e^{d-d-1} \lambda_d(F_c \cap \Gamma) \, d\varepsilon$$  \hspace{1cm} (3.28)

where $\Gamma := O \setminus SO$.

The essential point is that in order to provide such a generator formula, a feasible set $O$ needs to satisfy the following projection condition:

$$S_j O \subset \overline{\pi_F^{-1}(S_j F)}, \quad \text{for } i = 1, \ldots, N.$$  \hspace{1cm} (PC)

Here $\pi_F$ denotes the metric projection onto the set $F$. Note that $\pi_F$ is defined on the set $U(F)$ of points $x \in \mathbb{R}^d$ which have a unique nearest point in $F$.

Our first step now is to show that there exists always a strong feasible set $O$ satisfying (PC) by giving an explicit example of such an $O$. In [1], the central open set $V_c$ of an IFS is introduced and shown to be feasible. Erin Pearse observed that $V_c$ is, in fact, strong and satisfies (PC). To recall the definition of $V_c$, let $\Sigma_N^{\infty} \subset \Sigma_N$ be the set of all finite words of length at least 1 and let $\mathcal{H} := \{h = S_{\sigma^{-1}} \sigma \omega : \sigma, \omega \in \Sigma_N^{\infty}, \sigma_1 \neq \omega_1 \}$ be family of all neighbor maps of the IFS $\{S_1, \ldots, S_N\}$. Here $\sigma_1, \omega_1$ are the first letters of the finite words $\sigma, \omega$, respectively. Let $H := \bigcup \{h(F) : h \in \mathcal{H}\}$ be the union of all neighbors of $F$. Then the central open set is defined by

$$V_c := \{x \in \mathbb{R}^d : d(x, F) < d(x, H)\}.$$  \hspace{1cm} (3.29)

**Proposition 3.17.** For any self-similar set $F \subset \mathbb{R}^d$ satisfying OSC, the central open set $V_c$ is a strong feasible set satisfying the projection condition (PC).

**Proof.** It is shown in [1, Theorem 1], that $V_c$ is feasible. This implies in particular that $V_c$ is nonempty. Let $y \in V_c$. Then there exists a point $x \in F$ such that $d(y, x) = d(y, F)$. Since the assumption $0 = d(x, F) = d(x, H)$ implies $d(y, H) = d(y, F)$ which contradicts $y \in V_c$, it follows that $d(x, F) < d(x, H)$ and thus $x \in V_c$. Hence $V_c \cap F \neq \emptyset$, i.e., $V_c$ is strong.

To see that $V_c$ satisfies (PC), let $x \in S_j V_c$ for some $i \in \{1, \ldots, N\}$. Then there exists a point $v \in V_c$ such that $S_i v = x$. Since $S_i^{-1} S_j F \subset H$ for $j \neq i$, we have

$$d(v, F) < d(v, H) \leq d(v, \bigcup_{j \neq i} S_i^{-1} S_j F) = d(v, S_i^{-1} \bigcup_{j \neq i} S_j F),$$

and applying $S_i$ yields $d(x, S_i F) < d(x, \bigcup_{j \neq i} S_j F)$.

Hence $\pi_F(x) \in S_i F$, which shows that (PC) holds. \hfill $\square$

Thus we can always find a strong feasible set such that the projection condition holds. We note that due to its construction $V_c$ may be a rather complicated set and often one can find simpler strong feasible sets satisfying the projection condition. In particular, we will detail later that for any strong feasible $O$ which produces a compatible tiling the projection condition is satisfied, see Remark 3.21. This allows to recover some of the previous results.
for the compatible case from the following general statement, which describes the precise relation between generator formulas and the projection condition and from which also Theorem 3.16 is easily derived. Recall that $\mathcal{M}^{D}(F, O)$ is the Minkowski content of $F$ relative to $O$, cf. (3.4), and $\tilde{\mathcal{M}}^{D}(F, O)$ denotes the averaged counterpart of $\mathcal{M}^{D}(F, O)$, cf. (3.1).

**Theorem 3.18** (Minkowski content of self-similar fractals - general case). Let $F$ be a self-similar set in $\mathbb{R}^d$ satisfying OSC. Denote by $D$ its similarity dimension and let $O$ be an arbitrary strong feasible open set for $F$.

(i) Then the relative $(D$-dimensional$)$ Minkowski content of $F$ relative to $O$ is zero, i.e. $\mathcal{M}^{D}(F, O) = 0$. As a consequence, the average Minkowski content of $F$ coincides with the average relative Minkowski content of $F$ relative to $O$, i.e.

$$\tilde{\mathcal{M}}^{D}(F) = \tilde{\mathcal{M}}^{D}(F, O).$$

Furthermore, $F$ is $(D$-dimensional$)$ Minkowski measurable if and only if $\mathcal{M}^{D}(F, O)$ exists and is positive and finite. In this case, $\mathcal{M}^{D}(F) = \mathcal{M}^{D}(F, O)$.

(ii) Let $\Gamma := \overline{O} \setminus \overline{\text{SO}}$. Then the average Minkowski content (and, in case it exists, also the Minkowski content) of $F$ is given by the formula

$$\tilde{\mathcal{M}}^{D}(F) = \frac{1}{\eta} \int_0^\infty e^{D-d-1} \lambda_d(F_x \cap \Gamma) \, de$$

if and only if $D < d$ and the projection condition (PC) holds.

(iii) Let $G := \overline{O} \setminus \overline{\text{SO}}$. The assertion in (ii) remains true with the set $\Gamma$ in (3.30) replaced by $G$, provided $\lambda_d(\partial G) = 0$.

**Proof of Theorem 3.16.** By Proposition 3.17, there exists a strong feasible set $O$ satisfying (PC). Therefore, the assertion of Theorem 3.16 follows by applying part (ii) of Theorem 3.18 to this set $O$. □

For the proof of part (ii) and (iii) of Theorem 3.18, we require the following statement, which is a counterpart of Theorem 3.2 for the function $\lambda_d(F_x \cap O)$ (instead of $V(T, \varepsilon)$). For sets $F$ with $D < d$, the role of the inradius $g$ of the generator $G$, is now taken by following relative inradius:

$$\bar{g} := \sup\{d(x, F) : x \in G\}.$$ (3.31)

Note that $\bar{g}$ is equivalently given by $\sup\{d(x, F) : x \in O\}$. Indeed, one inequality is obvious from the inclusion $F \subset O$ and for the reverse inequality note that the tiling $T(O)$ exists in this case. For $x \in T$, we have $x \in S_\omega G$ for some $\omega \in \Sigma_g$ and thus $d(x, F) \leq d(x, S_\omega F) = r_\omega d(S_\omega^{-1}(x), F) \leq \bar{g}$, since $S_\omega^{-1}(x) \in G$. For general $x \in O$, the relation $d(x, F) \leq \bar{g}$ follows now from $O = T$.

**Proposition 3.19.** Let $F \subset \mathbb{R}^d$ be a self-similar set satisfying OSC and $\dim F = D < d$. Let $O$ be a strong feasible open set. Then the $D$-dimensional average Minkowski content $\tilde{\mathcal{M}}^{D}(F, O)$ of $F$ relative to $O$ exists and coincides with the strictly positive value

$$\frac{1}{\eta} \int_0^{\bar{g}} e^{D-d-1} \varphi(\varepsilon) \, de,$$ (3.32)

where $\eta = \sum_{i=1}^N r_i^D |\ln r_i|$ and the function $\varphi : (0, \infty) \to \mathbb{R}$ is given by

$$\varphi(\varepsilon) := \lambda_d(F_x \cap O) - \sum_{i=1}^N 1_{(0, \eta)}(\varepsilon) \lambda_d((S_i F)_x \cap S_i O).$$ (3.33)

If $F$ is nonlattice, then also the Minkowski content $\mathcal{M}^{D}(F, O)$ of $F$ relative to $O$ exists and equals the expression in (3.32).
Proof. As in the proof of Theorem 3.2, we can either assume \( \tilde{g} = 1 \) and apply [32, Theorem 4.1.4] directly to the functions \( f(\varepsilon) := \lambda_d(F_{\varepsilon} \cap O), \varepsilon > 0 \) and \( \varphi \) as in (3.33) or apply the slight modification of this theorem discussed in Remark 3.3 above. Note that

\[
\lambda_d((S,F)_{\varepsilon} \cap S,O) = \lambda_d(S,((S,F)_{\varepsilon} \cap O)) = r_i^1 \lambda_d(F_{\varepsilon/r_i} \cap O) = r_i^1 f(\varepsilon/r_i). \tag{3.34}
\]

Therefore, the following renewal equation holds for each \( \varepsilon > 0 \):

\[
\varphi(\varepsilon) = f(\varepsilon) - \sum_{i=1}^N r_i^1 \mathbf{1}_{(0,\varepsilon/\tilde{g})}(\varepsilon/r_i). \tag{3.35}
\]

It remains to show that the hypotheses on \( \varphi \) in [32, Theorem 4.1.4] are satisfied. Since \( f \) is continuous in \( \varepsilon \), it is obvious from (3.35) that \( \varphi \) is piecewise continuous with at most finitely many discontinuities. Furthermore, for \( \varepsilon < \min r_i \tilde{g} \),

\[
\varphi(\varepsilon) = \lambda_d(F_{\varepsilon} \cap O) - \sum_{i=1}^N \lambda_d(F_{\varepsilon} \cap S_i, O) + \sum_{i=1}^N [\lambda_d(F_{\varepsilon} \cap S_i, O) - \lambda_d((S,F)_{\varepsilon} \cap S_i, O)]
\]

\[
= \lambda_d(F_{\varepsilon} \cap \Gamma) + \sum_{i=1}^N \lambda_d((F_{\varepsilon} \setminus (S,F))_{\varepsilon} \cap S_i, O),
\]

where \( \Gamma := O \setminus SO \). Now observe that \( \Gamma \subset (SO)^{c} \subset ((SO)^{c})_{\varepsilon} \) and \( F_{\varepsilon} \setminus (S,F)_{\varepsilon} \cap S_i, O \subset ((SO)^{c})_{\varepsilon} \) for any \( \varepsilon > 0 \). Indeed, since \( F \cap S_i, O \subset S,F \), for any point \( x \in F_{\varepsilon} \setminus (S,F)_{\varepsilon} \cap S_i, O \) there exists a point \( y \in F \) such that \( d(x,y) \leq \varepsilon \), \( y \notin S,F \) and thus \( y \notin S,O \). Therefore, \( d(x,(SO)^{c}) \leq d(x,(S,O)^{c}) \leq d(x,y) \leq \varepsilon \), which implies \( x \in ((SO)^{c})_{\varepsilon} \) and proves the second claimed set inclusion. The inclusions allow to apply the estimate (3.27) of Lemma 3.13 to each of the terms in the above sum (for which we use that \( O \) is strong). We infer that there exist constants \( \gamma, c > 0 \) such that, for each \( 0 < \varepsilon \leq \min r_i \tilde{g} \),

\[
\varphi(\varepsilon) \leq ce^{-D+\gamma}. \tag{3.36}
\]

Since, for \( \tilde{g} \geq \varepsilon \geq \min r_i \tilde{g} \), the function \( \varphi \) is bounded by some absolute constant (e.g., by \((N+1)\lambda_d(O))\), the estimate (3.36) holds for all \( \varepsilon \in (0, \tilde{g}) \) (with the constant \( c \) adapted if necessary). It follows now from [32, Theorem 4.1.4], that \( \tilde{M}^p(F,O) \) exists (and in the nonlattice case also \( M^p(F,O) \)) and is given by the expression in (3.32). The positivity of this expression follows from the strict positivity of the function \( \varphi \). This completes the proof.

To derive a formula for the Minkowski content in terms of the generator, the projection condition comes into play, which will allow us to derive a nicer expression for \( \varphi \). The following observations are essential for the proof of Theorem 3.18.

**Lemma 3.20.** Let \( F \) be a self-similar set and \( O \) a feasible open set for \( F \).

(i) If \( O \) satisfies the projection condition (PC), then, for each \( \varepsilon > 0 \) and \( i = 1, \ldots, N \),

\[
F_{\varepsilon} \cap S_i, O = (S,F)_{\varepsilon} \cap S_i, O. \tag{3.37}
\]

(ii) If (PC) does not hold for \( O \), then there exist some \( j \in \{1, \ldots, N\} \) and some constants \( c, \varepsilon_1, \varepsilon_2 > 0 \) with \( \varepsilon_1 < \varepsilon_2 \leq r_i \tilde{g} \) such that \( \lambda_d(F_{\varepsilon} \setminus (S,F)_{\varepsilon} \cap S,O) \geq c \) for all \( \varepsilon \in [\varepsilon_1, \varepsilon_2] \).

**Proof.** (i) One of the set inclusions in (3.37) is obvious from \( S,F \subset F \). To see the reverse inclusion, let \( x \in F_{\varepsilon} \cap S,O \). Then \( d(x,F) \leq \varepsilon \) and, by (PC), \( x \in \pi_{F}^{-1}(S,F) \). The latter means that we can find a sequence \( (y_n)_{n} \) of points in \( \pi_{F}^{-1}(S,F) \) which converges to \( x \) as \( n \to \infty \). Since \( y_n \in \pi_{F}^{-1}(S,F) \) implies \( d(y_n,S,F) \leq d(y_n,F \setminus S,F) \) for each \( n \in \mathbb{N} \), the same must hold for the limit point \( x \). Hence, since \( S,F \) is closed, there exists a point \( z \in S,F \) such that \( d(x,S,F) = |x - z| = d(x,F) \leq \varepsilon \). But this implies \( x \in (S,F)_{\varepsilon} \cap S,O \), which completes the proof of (i).
(ii) Assume that (PC) does not hold. Then there exists some \( j \in \{1, \ldots, N\} \) and some \( x \in S_j \) such that \( x \notin \bar{x}_p(S_jF) \). Since this set is closed, we can find \( \delta > 0 \) such that \( B(x, \delta) \subseteq S_j \cap \bar{x}_p^{-1}(S_jF) \). Let \( d_1 := d(x, F) \) and \( d_2 := d(x, S_jF) \). Since obviously \( d_1 < d_2 \leq \rho \), the numbers \( \varepsilon_1 := d_1 + \frac{1}{d_1} \) and \( \varepsilon_2 := d_2 - \frac{d_2}{d_1} \) satisfy \( 0 < \varepsilon_1 < \varepsilon_2 < \rho \). Now let \( \delta := \min(\delta, (d_2 - d_1)/3) \). For any point \( y \in B(x, \delta) \) and each \( \varepsilon \in [\varepsilon_1, \varepsilon_2] \), we have

\[
d(y, F) \leq d(x, F) + d(y, x) \leq d_1 + \delta \leq d_1 + \frac{d_2 - d_1}{3} = \varepsilon_1 \leq \varepsilon,
\]

and

\[
d(y, S_jF) \geq d(x, S_jF) - d(y, x) \geq d_2 - \delta \geq d_2 - \frac{d_2 - d_1}{3} = \varepsilon_2 \geq \varepsilon.
\]

This implies \( B(x, \delta) \subseteq F \setminus (S_jF) \) for all \( \varepsilon \in [\varepsilon_1, \varepsilon_2] \). We conclude that, for all \( \varepsilon \in [\varepsilon_1, \varepsilon_2] \),

\[
\lambda_\delta(F \setminus (S_jF) \cap S_j \cap O) \geq \lambda_\delta(B(x, \delta)) =: c > 0.
\]

This completes the proof of (ii). \( \square \)

**Proof of Theorem 3.18.** (i) The arguments for (i) are very similar to those in the proof of Theorem 3.11. The inclusion \( SO \subseteq O \) implies \( O^c \subseteq (SO)^c \subseteq ((SO)^c) \) for any \( \varepsilon > 0 \). Since \( O \) is assumed to be strong, we can use Lemma 3.13 and infer that there exist some constants \( c, r > 0 \) such that for all \( \varepsilon \in (0, 1) \) the estimate

\[
\lambda_\delta(F \setminus O^c) \leq c\varepsilon^{d-d+\gamma}
\]

(3.38)

holds. This implies immediately that \( M^d(F, O^c) = 0 \) as claimed.

Now observe that, for all \( \varepsilon > 0 \),

\[
\varepsilon^{d-d}\lambda_\delta(F) = \varepsilon^{d-d}\lambda_\delta(F \setminus O) + \varepsilon^{d-d}\lambda_\delta(F \setminus O^c).
\]

Taking the limit on both sides as \( \varepsilon \to 0 \), the second term on the right does always tend to zero. We conclude that the limit \( M^d(F) \) on the left hand side exists if and only if the limit \( M^d(F, O) \) of the first term on the right hand side exists, and that both numbers coincide in this case.

(ii) We first show that the formula does not hold in the case \( D = d \). Indeed, any feasible set \( O \) of such a self-similar set \( F \) satisfies \( \bar{O} = F \), cf. [23, Proposition 5.4 and Corollary 5.6]. Therefore, \( \lambda_\delta(F \setminus O) = \lambda_\delta(O) \) for any \( \varepsilon > 0 \) and so \( M^d(F, O) = \lambda_\delta(O) > 0 \). (Thus, by part (i), \( M^d(F) \) exists and is strictly positive, regardless whether the set is lattice or nonlattice!) On the other hand, the set \( G = O \setminus \bar{SO} \) is empty, since \( O \subseteq F = SF = \bar{S}O \). (The tiling is not defined in this case.) The set \( \Gamma = O \setminus SO \) is not necessarily empty, but it is contained in \( O \) and thus \( F \) is dense in \( \Gamma \). It follows that \( \lambda_\delta(F \setminus \Gamma) = \lambda_\delta(\Gamma) \) for any \( \varepsilon > 0 \) and thus the integral on the right hand side of (3.30) is either zero (in case \( \lambda_\delta(\Gamma) = 0 \)) or \( \infty \) (in case \( \lambda_\delta(\Gamma) > 0 \)). In any case the right hand side does not coincide with the positive and finite Minkowski content on the left. Hence formula (3.30) does not hold for full dimensional self-similar sets.

For the remainder of the proof, we can thus assume \( D < d \). First we apply Proposition 3.19, from which the existence of \( \tilde{M}^d(F, O) \) (and of \( M^d(F, O) \)) follows as claimed but with a different expression (given in (3.32)). By part (i), the existence of \( \tilde{M}^d(F) \) (and in the nonlattice case of \( M^d(F) \)) follows with the same expression (3.32).
It remains to verify that (3.30) holds if and only if (PC) is satisfied. Since \((S,F)_e \subset F_e\), the function \(\varphi\) in (3.32) (which is given by (3.33)) can be rewritten as follows:

\[
\varphi(e) = \lambda_d(F_e \cap O) - \sum_{i=1}^N 1_{(0,e]}(e) \lambda_d(F_e \cap S_i O) + \sum_{i=1}^N 1_{(e,\infty)}(e) \lambda_d(F_e \setminus (S,F)_e \cap S_i O)
\]

\[
= \lambda_d(F_e \cap O \setminus S O) + \sum_{i=1}^N 1_{(e,\infty)}(e) \lambda_d(F_e \cap S_i O) + \sum_{i=1}^N 1_{(0,e]}(e) \lambda_d(F_e \setminus (S,F)_e \cap S_i O)
\]

\[
= \lambda_d(F_e \cap O) + \lambda_d(O) \sum_{i=1}^N r_i^d 1_{(e,\infty)}(e) + \sum_{i=1}^N 1_{(0,e]}(e) \lambda_d(F_e \setminus (S,F)_e \cap S_i O) \tag{3.39}
\]

for each \(e \in (0,\bar{g}]\). For the third equality, we have used that for \(e > \bar{g}, O \subset F_e\) and thus \(S_i O \subset (S,F)_e\) for \(e > r_i \bar{g}\). Therefore, \(\lambda_d(F_e \cap S_i O) = \lambda_d(S_i O) = r_i^d \lambda_d(O)\), for each \(e > r_i \bar{g}\).

If we assume now, that the projection condition (PC) holds, then we can infer from Lemma 3.20(i) that the last sum in the above representations of \(\varphi\) vanishes. Plugging the remaining representation of \(\varphi\) into (3.32) and simplifying the integrals resulting from the second term, we get

\[
\eta \overline{M}^D(F) = \int_0^\infty e^{D-d-1} \lambda_d(F_e \cap \Gamma) de + \lambda_d(O) \sum_{i=1}^N r_i^d \int_{r_i}^{\infty} e^{D-d-1} de,
\]

\[
= \int_0^\infty e^{D-d-1} \lambda_d(F_e \cap \Gamma) de + \lambda_d(O) \frac{\bar{g}}{d-D} \left(1 - \sum_{i=1}^N r_i^d\right).
\]

Now observe that \(\lambda_d(O) = \sum_{i=1}^N \lambda_d(S_i O) + \lambda_d(\Gamma) = \sum_{i=1}^N r_i^d \lambda_d(O) + \lambda_d(\Gamma)\) and therefore,

\[
\lambda_d(\Gamma) = \left(1 - \sum_{i=1}^N r_i^d\right) \lambda_d(O).
\]

Combining this with the observation that

\[
\int_{r_i}^{\infty} e^{D-d-1} \lambda_d(F_e \cap \Gamma) de = \int_{r_i}^{\infty} e^{D-d-1} \lambda_d(\Gamma) de = \lambda_d(\Gamma) \frac{\bar{g}^{D-d}}{d-D},
\]

we conclude that

\[
\eta \overline{M}^D(F) = \int_0^\infty e^{D-d-1} \lambda_d(F_e \cap \Gamma) de,
\]

that is, formula (3.30) holds.

For the reverse implication, we assume that (PC) does not hold and use Lemma 3.20(ii), which implies that the last term in the above representation (3.39) of \(\varphi\) does not vanish for all \(e\). There is some \(j\) and an interval \([e_1, e_2) \subset (0, r_j \bar{g})\) on which the \(j\)-th term and thus the whole sum is bounded from below by some positive constant \(c\). Plugging this into the formula (3.32) for the Minkowski content, the above computations remain the same except that we have an extra term now, which is strictly positive:

\[
\eta \overline{M}^D(F) \geq \int_0^\infty e^{D-d-1} \lambda_d(F_e \cap \Gamma) de + c \int_{e_1}^{e_2} e^{D-d-1} de,
\]

Hence, formula (3.30) does not hold in this case, which completes the proof of (ii).

(iii) If \(\lambda_d(\text{bd} \, G) = 0\), then \(\lambda_d(\Gamma) = \lambda_d(\Gamma)\) and thus \(\Gamma\) can be replaced by \(G\) in (3.30). \(\square\)

We emphasize again that Theorem 3.18 does not need any compatibility assumption. The derived formulas apply to self-similar sets in \(\mathbb{R}^d\) of any dimension \(D \in (0, d]\) and are in particular not restricted to dimensions \(D > d - 1\).
Remark 3.21. (Recovering the compatible case.) In case the set \( O \) generates a compatible tiling, we have \( \lambda_d(F_x \cap O) = \lambda_d(F_x \cap T) = V(T, \varepsilon) \) for each \( \varepsilon > 0 \) and thus \( \tilde{M}_d(F, O) = \tilde{M}_d(T) \) (as well as \( M_d(F, O) = M_d(T) \), whenever one of these limits exists). Therefore, Theorems 3.11 and 3.18 do both apply to this situation. Note that \( D < d \) is necessary for the existence of \( T(O) \) and that the projection condition is satisfied for \( O \) if \( T(O) \) is compatible. (Indeed, for \( x \in S(T) \), there is some \( \omega = \omega_1 \ldots \omega_m \in \Sigma_N^\infty \) such that \( x \in S_{\omega}G \). Note that \( \omega_1 = i \). By compatibility, \( \pi_F(x) \in \partial S_{\omega}G \subset \partial S, F \subset S,F \), whenever the metric projection \( \pi_F(x) \) is defined, and thus \( x \in \pi^{-1}_F(S, F) \). Otherwise, that is, if \( x \) is in the exoskeleton of \( F \), we still have \( d(x, S, F) \leq d(x, F) \) and thus \( \pi^{-1}_F(S, F) \). This shows \( S, T \subset \pi^{-1}_F(S, F) \). Since the latter set is closed, we conclude \( S, O \subset \overline{S, T} \subset \pi^{-1}_F(S, F) \). Hence the projection condition holds.) This means that the previous results for compatible tilings, in particular Theorem 3.11, can be recovered from Theorem 3.18.

However, the results for general tilings discussed above cannot be recovered from Theorem 3.18. In general, it makes a difference whether the parallel volume \( V(T, \varepsilon) \) of the tiling or the parallel volume \( \lambda_d(F_x \cap T) \) of \( F \) restricted to the tiling is studied. Compatible tilings are exactly those for which the two approaches yield the same.

Remark 3.22. With Theorem 3.18 at hand it should be possible to strengthen Corollary 3.12 as follows: One can drop the assumptions of compatibility and of a monophase generator and assume instead that the parallel volume \( \lambda_d(F_x \cap G) \) is a polynomial in \( \varepsilon \in (0, \bar{g}) \). Then Theorem 4.8 in [18] does not apply directly but the methods used in the proof of this result can be adapted to the present setting. A simple example of this situation ist provided by the modified carpet in [32, Example 2.4.5]. The interior of its convex hull is a strong feasible set which is not compatible and the function \( \lambda_d(F_x \cap G) \) of the generator \( G \) of the associated tiling is a polynomial.

Remark 3.23. In Theorem 3.18 we only discussed the case of strong feasible sets \( O \). It is clear from the discussion after Theorem 3.11, that this assumption cannot be omitted in general. However, similarly as Theorem 3.11, the statement of Theorem 3.18 remains true if the strong open set is replaced by a feasible set \( S \) such that an estimate of the type (3.27) holds. In fact, the assumption can be weakened to the requirement \( \dim \mu_d(F, \tilde{S}, O) < D \).

Remark 3.24. We have shown in Theorem 3.18 that the generator formula (3.30) does not hold for full dimensional self-similar sets. In this case, even the lattice-nonlattice dichotomy breaks down, as the Minkowski content \( M^d(F) \) always exists. This clarifies that all full-dimensional sets have to be excluded from Lapidus’s conjecture. (Note that the relevant part of Lapidus’ original conjecture was for self-similar sets in \( \mathbb{R}^d \) with \( d - 1 < D < d \), see [15, Conjecture 3].) Since Minkowski contents are independent of the dimension of the ambient space, also sets which are full-dimensional with respect to their affine hull have to be excluded.

4. Fractal curvatures for self-similar tilings

In analogy with the results obtained above for Minkowski contents, we will now introduce and study fractal curvatures of self-similar tilings. Apart from being interesting in their own right, our main motivation is to understand their relation with fractal curvatures of self-similar sets.

We start by recalling the definition of fractal curvatures for compact sets and introduce the straightforward modification for tilings. For a closed set \( K \subset \mathbb{R}^d \) and \( x \in \mathbb{R}^d \setminus K \), let \( \Sigma_K(x) \) be the set of points \( a \in K \) such that \( |x - a| = d(x, K) \). The point \( x \) is called critical for \( K \), if \( x \in \text{conv} \Sigma_K(x) \) and a radius \( \varepsilon > 0 \) is called critical for \( K \) if there exists a critical point \( x \) for \( K \) with \( d(x, K) = \varepsilon \). Otherwise, the radius \( \varepsilon > 0 \) is called regular for \( K \) (or a regular value of \( K \)). For sets \( K \subset \mathbb{R}^d \), \( d \leq 3 \), Lebesgue almost all \( \varepsilon > 0 \) are regular values of \( K \), see [8]. In higher dimensions this is not true in general. The importance of this regularity...
notion lies in the fact that, for regular values \( \varepsilon \) of \( K \), the curvature measures of the set \( K_\varepsilon \) are well defined. We write \( \mathcal{A} \) for the closure of the complement of a set \( A \). If a value \( \varepsilon \) is regular for \( K \), then the set \( \mathcal{K}_\varepsilon := (K_\varepsilon) \) has positive reach, cf. [8], and the boundary of \( K_\varepsilon \) is a Lipschitz manifold of bounded curvature in the sense of [28]. Therefore, \( \text{Lipschitz-Killing curvature measures} \) are determined for \( \mathcal{K}_\varepsilon \) (in the sense of Federer [7]) as curvature measures for sets with positive reach and thus for \( K_\varepsilon \) via normal reflection:

\[
C_k(K_\varepsilon, \cdot) := (-1)^{d-1-k}C_k(\mathcal{K}_\varepsilon, \cdot), \quad k = 0, \ldots, d-1, \tag{4.1}
\]

cf. [28]. Here the surface area \((k = d - 1)\) is included, which is, in fact, equivalently given by

\[
C_{d-1}(K_\varepsilon, \cdot) := \frac{1}{d}H^{d-1}(\text{bd}(K_\varepsilon) \cap \cdot)
\]

which extends to all distances \( \varepsilon > 0 \) regardless of any regularity. While \( C_{d-1}(K_\varepsilon, \cdot) \) is always positive, the other curvature measures are signed in general. For more details on singular curvature theory and some background see [28, 29] and the references therein.

Let \( F \subset \mathbb{R}^d \) be a compact set and let \( s \geq 0 \). Assume that almost all \( \varepsilon > 0 \) are regular for \( F \) (implying that curvature measures \( C_0(F_\varepsilon, \cdot), \ldots, C_{d-1}(F_\varepsilon, \cdot) \) of \( F_\varepsilon \) are defined for almost all \( \varepsilon \)). It is well known that there are no critical values \( \varepsilon > \sqrt{d}\text{diam}\,F \). Therefore, this is an assumption about small \( \varepsilon \). Denote by \( C_k(F_\varepsilon) \) the total mass and by \( C_k^{\text{reg}}(F_\varepsilon) \) the mass of the total variation measure of the (signed) measure \( C_k(F_\varepsilon, \cdot) \). If the essential limit

\[
C_k^*(F) := \text{esslim}_{\varepsilon \downarrow 0} \varepsilon^{s-k}C_k(F_\varepsilon) \tag{4.2}
\]

exists, then this number is called the \((s\text{-dimensional})\) \( k \)-th fractal curvature of \( F \). Moreover, the average \((s\text{-dimensional})\) \( k \)-th fractal curvature is the limit

\[
\widetilde{C}_k^*(F) := \lim_{\delta \downarrow 0} \frac{1}{|\ln \delta|} \int_0^\delta \varepsilon^{s-k}C_k(F_\varepsilon) \frac{d\varepsilon}{\varepsilon}. \tag{4.3}
\]

For self-similar (and also more general) sets \( F \subset \mathbb{R}^d \) with \( \dim_M F = D < d \), typically one has to choose \( s = D \) to obtain nontrivial limits. The existence of the (average) fractal curvatures \( C_k^*(F) \) and \( \widetilde{C}_k^*(F) \) has been established in the last years for different classes of self-similar sets under various assumptions, see [32, 35, 34, 30, 3] and [12, 14, 2] for related results for self-conformal sets. These results show a similar lattice-nonlattice dichotomy for fractal curvatures as the one observed for the Minkowski content in Gatzouras’ Theorem: In the non-lattice situation, \( C_k^*(F) \) exists, while for lattice sets only the existence of \( \widetilde{C}_k^*(F) \) is established in general.

In analogy with relative Minkowski contents, cf. (3.4), it is possible to restrict the curvature measures in (4.2) and (4.3) to some set \( \Omega \subset \mathbb{R}^d \) and define \( \text{relative fractal curvatures} \) of \( F \) relative to \( \Omega \): Let \( k \in \{0, \ldots, d-1\} \) and \( s \geq 0 \). Whenever the limits exist, let

\[
C_k^*(F, \Omega) := \text{esslim}_{\varepsilon \downarrow 0} \varepsilon^{s-k}C_k(F_\varepsilon, \Omega), \tag{4.4}
\]

and denote by \( \widetilde{C}_k^*(F, \Omega) \) the corresponding average limit.

For our purposes, in particular \( \text{inner fractal curvatures} \) of a bounded open set \( U \subset \mathbb{R}^d \) are relevant, by which we mean \( C_k^*(\text{bd} \, U, U) \), that is, the fractal curvatures of \( \text{bd} \, U \) relative to \( U \). For self-similar tilings \( \mathcal{T} \), it is convenient to write

\[
C_k^*(\mathcal{T}) := C_k^*(\text{bd} \, T, T) \quad \text{and} \quad \widetilde{C}_k^*(\mathcal{T}) := C_k^*(\text{bd} \, T, T), \tag{4.5}
\]

where \( T \) denotes as before the union of the tiles of \( \mathcal{T} \).

Observe that \( \text{inner fractal curvatures} \) \( C_k^*(\text{bd} \, U, U) \) are equivalently given in terms of inner parallel sets \( U_{-\varepsilon} \), cf. (3.5), of \( U \), which allows some more convenient notation. We say \( \varepsilon > 0 \) is \( \text{(inner) regular} \) for an open set \( U \), if \( \varepsilon \) is regular for \( U^c \). Then, for each regular value \( \varepsilon > 0 \) of \( U \), we define the curvature measures of \( U_{-\varepsilon} \) in the natural way by

\[
C_k(U_{-\varepsilon}, \cdot) := C_k((U^c)_\varepsilon, \cdot), \quad k = 0, \ldots, d-1.
\]
Note that $\text{bd } U_{-\varepsilon} \cap U = \text{bd }(U^\varepsilon)$. The definition includes the case $\varepsilon \geq \rho(U)$, where $\rho(U)$ denotes the inradius of $U$, for which $\text{bd }(U_{-\varepsilon}) \cap U = \text{bd } (U^\varepsilon) = \emptyset$ and therefore $C_k(U_{-\varepsilon}, \varepsilon) = 0$. Thus there is a natural range for $\varepsilon$ for a bounded open set $U$, namely the interval $(0, \rho(U))$. If we now assume that almost all $\varepsilon \in (0, \rho(U))$ are (inner) regular for $U$, then $C_k^0(\text{bd } U, U)$ of $U$ is equivalently given by the limit $\liminf_{\varepsilon \searrow 0} \rho^{k-D} C_k(U_{-\varepsilon}, \varepsilon)$, for $k = 0, \ldots, d - 1$. Here $C_k(U_{-\varepsilon}) := C_k(U_{-\varepsilon}, \mathbb{R}^d)$ denotes the total mass of $C_k(U_{-\varepsilon}, \varepsilon)$. Similarly, $C_k^0(U_{-\varepsilon})$ is the mass of the total variation measure $C_k^0(U_{-\varepsilon}, \varepsilon)$ of $C_k(U_{-\varepsilon}, \varepsilon)$.

We are now ready to formulate the first main result on the existence of (average) fractal curvatures for self-similar tilings in $\mathbb{R}^d$. Recall that a self-similar tiling $T = T(O)$ generated on a feasible set $O$ is only defined, if the underlying IFS has similarity dimension $D < d$ (non-triviality). Recall that $\rho = \rho(G)$ denotes the inradius of the generator $G$ of $T$.

**Theorem 4.1.** Let $T = T(O)$ be a self-similar tiling generated on a feasible open set $O$ and let $k \in \{0, \ldots, d - 1\}$. Assume that the generator $G$ of $T$ satisfies the following conditions:

(i) If $k \leq d - 2$, almost all $\varepsilon \in (0, g)$ are (inner) regular values of $G$.

(ii) There are constants $c, \gamma > 0$ such that, for almost all $0 < \varepsilon < g$,

$$C_k^0(G_{-\varepsilon}) \leq c \rho^{-D-\gamma} \varepsilon. \quad (4.6)$$

Then $\varepsilon^{D-k} C_k^0(T_{-\varepsilon})$ is bounded for $\varepsilon \in (0, g)$. Moreover, the average $k$-th fractal curvature $C_k^0(T)$ of $T$ exists and is given by the formula

$$C_k^0(T) = \frac{1}{\eta} \int_0^\eta \varepsilon^{D-k-1} C_k(G_{-\varepsilon}) \, d\varepsilon, \quad (4.7)$$

where as before $\eta = \sum_{i=1}^N r_i^D |\ln r_i|$.

If $T$ is nonlattice, then the $k$-th fractal curvature $C_k^0(T)$ of $T$ exists and is given by formula (4.7).

Note that the hypothesis is formulated completely in terms of the generator $G$ of the tiling and that also the formula provided for the (average) fractal curvatures is expressed in terms of the curvatures of (the parallel sets of) $G$. The formula (4.7) for the fractal curvatures of $T$ is in a sense even simpler than the one for the Minkowski content in (3.16) as the integration is over the finite interval $(0, g)$ only.

In Theorem 4.1, we have tried to formulate minimal assumptions needed to apply the Renewal Theorem. The regularity assumption (i) on $G$ is needed to ensure that the total curvatures $C_k(G_{-\varepsilon})$ (and thus $C_k(T_{-\varepsilon})$) are well defined for sufficiently many $\varepsilon > 0$. This assumption is always satisfied if sets in dimension $d \leq 3$ are considered, cf. [8]. It cannot be omitted in higher dimensions. In view of Example 3.4, it is clear that there exist counterexamples for which this assumption fails. (This is in contrast to the situation of fractal curvatures for self-similar sets, where no counterexamples are known and where the regularity condition is conjectured to be always satisfied, see [35, p.1].)

The assumption (4.6) should be compared to the condition $\dim_M(\text{bd } G, G) < D$ in Theorem 3.2, which is equivalently given by (3.9). In terms of scaling exponents (as defined e.g. in [24]), this condition may be reformulated as follows: the $k$-th scaling exponent $s_k(\text{bd } G, G)$ of $\text{bd } G$ relative to $G$ is strictly smaller than the similarity dimension $D$. To this condition, similar remarks apply as to condition $\dim_M(\text{bd } G, G) < D$ in Theorem 3.2. In particular, the condition is close to optimal and cannot be omitted. $s_k(\text{bd } G, G) > D$ would imply $s_k(\text{bd } T, T) > D$ such that the $(D$-dimensional) fractal curvatures of $T$ would not exist. Similarly as in Example 3.4, it is easy to construct tilings the generators of which do not satisfy (ii).

We will now prove Theorem 4.1. Later we will demonstrate that the assumptions of Theorem 4.1 are satisfied under compatibility and the usual regularity and curvature bound assumptions used for analogous results for self-similar sets. For the proof of Theorem 4.1,
we need the following convergence result for curvature measures which is a consequence of [25, Theorem 5.2].

**Proposition 4.2.** Let $K \subset \mathbb{R}^d$ be a set such that $\text{bd } K$ is compact. Let $\varepsilon > 0$ be a regular value of $K$ and let $(\varepsilon_n)$ be a sequence of positive numbers such that $\varepsilon_n \to \varepsilon$ as $n \to \infty$. Then there is $n_0 \in \mathbb{N}$ such that $\varepsilon_n$ is regular for $K$ for each $n \geq n_0$ and, for $k = 0, \ldots, d - 1$, the curvature measures $C_k(K_{\varepsilon_n}, \cdot)$ converge weakly to $C_k(K_{\varepsilon}, \cdot)$ as $n \to \infty$.

**Proof.** Assume first that $K$ is compact. Let $\hat{\varepsilon} := \inf\{\varepsilon_n : n \in \mathbb{N}\}$. Observe that $0 < \hat{\varepsilon} \leq \varepsilon$. Let $r$ be some number such that $0 < r < \hat{\varepsilon}$. Let $A := K_{\varepsilon_r}$ and $A^r := K_{\varepsilon_{n-r}}$ for each $n \in \mathbb{N}$. Then, $(A^r)$ is a sequence of compact sets converging to $A$ in the Hausdorff metric as $n \to \infty$. (Similarly, the parallel sets $A^r = K_{\varepsilon_r}$ converge to $A_r = K_r$ as $n \to \infty$.) Therefore, the claim follows from [25, Theorem 5.2], provided that $r$ is a regular value of $K = A_{\varepsilon_{n-r}}$. But the regularity of $r$ for $A$ is clear from the assumed regularity of $\varepsilon$ for $K$, see Lemma 4.3 below.

If $K$ is not compact, we intersect $K$ with a sufficiently large (closed) ball $B$ such that $\text{bd } K$ (and thus $\text{bd } K_r$ for each $r > 0$) is contained in the interior of $B$, apply the first part of the proof to the compact set $K \cap B$ and use that curvature measures are locally determined. □

**Lemma 4.3.** Let $A \subset \mathbb{R}^d$ be a compact set and $r > 0$.

(i) Let $x \in \mathbb{R}^d \setminus A_r$. Then $x$ is critical for $A$ if and only if $x$ is critical for $A_r$.

(ii) Let $t > 0$. Then $r + t$ is critical for $A$ if and only if $t$ is critical for $A_r$.

**Proof.** (i) follows directly from (i). For a proof of (i), we can assume without loss of generality that $x = 0$. Let $t := d(0, A_r)$ and define the homothety $h : \mathbb{R}^d \to \mathbb{R}^d$ by $z \mapsto \frac{t}{r}z$. It is easy to see that $d(0, A) = r + t$. Our first claim is that $y \in \Sigma_k(0)$ if and only if $h(y) \in \Sigma_k(0)$. Indeed, $y \in \Sigma_k(0)$ implies in particular $|y - 0| = t$ and $y \in \text{bd } A_r$. Because of the latter, there must exists a point $y' \in A$ such that $|y - y'| = r$. We necessarily have $y' = h(y)$, i.e., $y'$ is on the ray from 0 through $y$ and $|y'| = r + t$. (Assume $y' \neq h(y)$. Let $z$ be the point on $[0, y')$ s.t. $|z - y'| = r$. Since $|y' - z| + |z - 0| = |y' - 0| < |y' - y| + |y - 0| = t + r$, we get $|z - 0| < t$. But this is a contradiction to the definition of $t$, since clearly $z \in A_r$.) Therefore, we have $h(y) \in A$ and $|h(y)| = r + t$, which means $h(y) \in \Sigma_k(0)$. This proves $h(\Sigma_k(0)) \subset \Sigma_k(0)$. The argument for the reverse inclusion is even simpler. If $y \in \Sigma_k(0)$, then $y' := h^{-1}(y)$ satisfies obviously $|y - y'| = r$, meaning that $y' \in A_r$, and $|y'| = t$. This implies $y' \in \Sigma_k(0)$.

Now we have $0 \in \text{conv } \Sigma_k(0)$ if and only if $0$ can be written as a convex combination $\sum_{i=1}^m A_i y_i$ of points $y_i \in \Sigma_k(0)$. But then $0 = h(0) = \sum_{i=1}^m A_i h(y_i)$ is a convex combination of points in $\Sigma_k(0)$, that is $0 \in \text{conv } \Sigma_k(0)$, which completes the proof of (i). □

Let $S : \mathbb{R}^d \to \mathbb{R}^d$ be a similarity with ratio $r > 0$, $A \subset \mathbb{R}^d$ closed and $x \in \mathbb{R}^d \setminus A$. Then $x$ is critical for $A$ if and only if the point $S(x)$ is critical for $S(A)$. Therefore, $\varepsilon > 0$ is a critical value of $A$ if and only if $r \varepsilon$ is a critical value of $S(A)$. This has the following immediate implications for the relation between the (inner) critical values of the generator $G$ and the union set $T$ of a self-similar tiling $T$. (By inner critical values of an open set $U$ we mean the critical values of $U^c$.)

**Lemma 4.4.** Let $T = T(O)$ be a self-similar tiling with generator $G$ and union set $T$. Denote by $N_G$ the set of (inner) critical values of $G$. Then the set

$$N := \bigcup_{x \in \Sigma_k} \text{r}_x N_G$$

is the set of critical values of $T$. It satisfies the relation $r_i N \subset N$ for all $i = 1, \ldots, N$. If $N_G$ is a Lebesgue null set, then so is $N$.

We omit a proof, since it is very simple. In the proof of Theorem 4.1 below we will use in particular that if $\varepsilon \notin N$ then $\varepsilon/r_i \notin N$ for each $i = 1, \ldots, N$. Observe that $N \subset (0, g)$ and that the curvature measures $C_k(G_{-\varepsilon}, \cdot)$ and $C_k(T_{-\varepsilon}, \cdot)$ are well defined for each $\varepsilon \notin N$. 


Proof of Theorem 4.1. We use [26, Theorem 4.10], a modification of the Renewal Theorem 4.1.4 in [32], where the continuity assumption on $\varphi_2$ is weakened to continuity Lebesgue almost everywhere. Remark 3.3 applies to this more general statement equally as before. Let the functions $f$ and $\varphi_2$ be defined by $f(\varepsilon) := C_k(T_{-\varepsilon})$ and $\varphi_2(\varepsilon) := C_k(G_{-\varepsilon})$ for $\varepsilon \notin \mathbb{N}$, and by $f(\varepsilon) = \varphi_2(\varepsilon) := 0$ for $\varepsilon \in \mathbb{N}$. Note that both functions are zero for $\varepsilon \geq g$. (Therefore, we can omit the indicator functions $1_{\{0,\varepsilon, g\}}$ in the formulas below.) Moreover, they satisfy the renewal equation
\[ \varphi_2(\varepsilon) = f(\varepsilon) - \sum_{i=1}^{N} r_i^k f(\varepsilon/r_i), \tag{4.8} \]
for all $\varepsilon \notin \mathbb{N}$ (that is, by (i) and Lemma 4.4, for a.a. $\varepsilon > 0$). For $\varepsilon \geq g$, this is obvious, since in this case both sides of the equation vanish. For $\varepsilon \in (0, g) \setminus \mathbb{N}$, this is seen from the relation
\[ C_k(T_{-\varepsilon}) = C_k(T_{-\varepsilon}, G) + \sum_{i=1}^{N} C_k(T_{-\varepsilon}, S_i T) = C_k(G_{-\varepsilon}) + \sum_{i=1}^{N} C_k(S_i T_{-\varepsilon}), \]
which follows from the disjointness of the sets $S_i T$ and $G$, and the fact that curvature measures are locally determined (cf. e.g. [34, (1.5)]). The observation that
\[ C_k((S_i T)_{-\varepsilon}) = C_k(S_i(T_{-\varepsilon}/r_i)) = r_i^k C_k(T_{-\varepsilon/r_i}) = r_i^k f(\varepsilon/r_i), \tag{4.9} \]
completes the proof of (4.8).

The assumptions (i) and (ii) on the set $G$ imply that the hypothesis of [26, Thm. 4.10] is satisfied and the assertions of Theorem 4.1 follow directly from this theorem. In particular, Proposition 4.2 implies that $\varphi_2$ is continuous at each (inner) regular value $\varepsilon \in (0, g)$ of $G$ and by (i) almost all $\varepsilon$ are regular. Note that the formula (4.7) follows directly by plugging $\varphi_2$ into the general expression given in [26, Thm. 4.10]. No extra argument is needed here to derive the formula, in contrast to the derivation for the Minkowski content in Corollary 3.5. (Note that is enough to have the renewal equation satisfied for almost all $\varepsilon$. One could easily redefine $\varphi_2$ on the null set $\mathbb{N}$ such that (4.8) holds for all $\varepsilon$, and this would neither affect the continuity of $\varphi_2$ almost everywhere nor the integral expression in the conclusion.) \[ \square \]

Relations between the fractal curvatures of self-similar sets and compatible tilings. Now we assume that the tiling $T$ satisfies the compatibility condition, that is, we assume $\text{bd} \ G \subset F$. Recall that this condition is necessary and sufficient for the decomposition (3.25) to hold. The compatibility allows to relate the fractal curvatures of self-similar sets and associated tilings and to derive in this way generator formulas for the fractal curvatures of self-similar sets. Similar formulas have been obtained in [14, Thm. 2.37] under stronger assumptions. We will show that the assumptions on $G$ in Theorem 4.1 are implied by the usual regularity and curvature bound conditions on $F$ used e.g. in [34, Thm 2.1], see conditions (RC) and (CBC) below. Thus the new formulas hold almost in the same generality as the known ones and do not need any extra assumptions apart from the existence of a strong feasible set $O$ which generates a compatible tiling.

Theorem 4.5. Let $F$ be a self-similar set satisfying OSC and let $O$ be a strong feasible open set for $F$ such that the associated self-similar tiling $T = T(O)$ (with generator $G$) is compatible. Let $k \in \{0, \ldots, d-1\}$.

If $k \leq d-2$, assume additionally that $F$ satisfies the following conditions:

(RC) Almost all $\varepsilon > 0$ are regular values for $F$.

(CBC) There are constants $c, \gamma > 0$ and $R > \sqrt{2} \text{diam}F$ such that, for almost all $0 < \varepsilon \leq R$,
\[ C_k^{\text{eff}}(F_{\varepsilon}, ((SO)^{\varepsilon})) \leq ce^{\varepsilon^{d-\gamma}}, \tag{4.10} \]
Then, the average (D-dimensional) \( k \)-th fractal curvatures of \( F \) and \( T \) exist and coincide. Moreover, they are given by the formula
\[
\tilde{C}^D_k(F) = \frac{1}{\eta} \int_0^\eta e^{D-k}C_k(G_{\epsilon}) \, d\epsilon.
\] (4.11)

If \( T \) is nonlattice, then also the fractal curvatures \( C^D_k(F) \) and \( C^D_k(T) \) exist, coincide and are given by (4.11).

**Proof.** For the assertions on the tiling \( T \), we use Theorem 4.1, for which we need to check that the assumptions (RC) and (CBC) imply the hypotheses (i) and (ii) of Theorem 4.1. First, it is easy to see that the compatibility implies \( \text{bd} G_{\epsilon} \cap G \subset \text{bd} F_{\epsilon} \). So if \( \epsilon \in (0, g) \) is a regular value for \( F \), then it is also a regular value for \( G' \). Hence (RC) implies (i). For the second claim observe that the compatibility assumption implies \( \text{bd} G_{\epsilon} \cap G = \text{bd} F_{\epsilon} \cap G \) from which we conclude, for regular values \( \epsilon > 0 \) of \( F \),
\[
C^\text{var}_k(G_{\epsilon}) = C^\text{var}_k(G_{\epsilon}, G) = C^\text{var}_k(F_{\epsilon}, G),
\]
since the curvature measures are locally determined in the open set \( G \), cf. e.g. [34, property (1.5)]. Now observe that \( G \subset (\text{SO}^\epsilon \subset (\text{SO}^\epsilon)_{\epsilon} \). This implies the inequality
\[
C^\text{var}_k(G_{\epsilon}) \leq C^\text{var}_k(F_{\epsilon}, (\text{SO}^\epsilon)_{\epsilon}),
\]
from which it is obvious that (CBC) implies condition (ii) of Theorem 4.1 as claimed. Note that \( g < R \). In the case \( k = d - 1 \), it follows from [26, Lemma 4.8] that the condition (CBC) is always satisfied for strong open sets \( O \) (and therefore we did not need to assume it). So also in this case (CBC) implies condition (ii). The assertions regarding the tiling \( T \) follow thus directly from Theorem 4.1. For the assertions regarding \( F \), we employ the compatibility relation (3.25) to see that
\[
e^{D-k}C_k(F_{\epsilon}, F_{\epsilon}) = e^{D-k}C_k(F_{\epsilon}, T_{\epsilon}) + e^{D-k}C_k(F_{\epsilon}, K_{\epsilon} \setminus K),
\] (4.12)
for any regular value \( \epsilon > 0 \) of \( F \). Taking limits as \( \epsilon \downarrow 0 \) in (4.12), we first observe that
\[
\text{esslim}_{\epsilon \downarrow 0} e^{D-k}C_k(F_{\epsilon}, K_{\epsilon} \setminus K) = 0.
\] (4.13)
Indeed, (CBC) and the inclusions \( K_{\epsilon} \setminus K \subset \text{SO}^\epsilon \subset (\text{SO}^\epsilon)_{\epsilon} \) yield that the essential limit of \( e^{D-k}C_k(F_{\epsilon}, K_{\epsilon} \setminus K) \) as \( \epsilon \downarrow 0 \) is zero and then (4.13) follows from the inequality \( |C_k(F_{\epsilon}, K_{\epsilon} \setminus K) | \leq C^\text{var}_k(F_{\epsilon}, K_{\epsilon} \setminus K) \). In the case \( k = d - 1 \), we use again [26, Lemma 4.8] for the same conclusion.

The second observation is that the first term on the right hand side coincides with \( e^{D-k}C_k(T_{\epsilon}, T_{\epsilon}) \), since \( \text{bd} F_{\epsilon} \cap T = \text{bd} T_{\epsilon} \cap T \). Thus, the essential limit as \( \epsilon \downarrow 0 \) of this term is \( C^D_k(T) \) and it exists if and only if the essential limit on the left hand side (that is, \( C^D_k(F) \)) exists. By the first part of the proof, \( C^D_k(T) \) (and thus \( C^D_k(F) \)) exists in particular if \( F \) is nonlattice. In general (in particular in the lattice case), we can argue similarly. Taking average limits on both sides of (4.12), the second term on the right still vanishes, showing the equality of \( C^D_k(F) \) and \( C^D_k(T) \) whenever they exist. But \( C^D_k(T) \) exists by the first part of the proof and is given by (4.11). This completes the proof.

**Remark 4.6.** The condition (CBC) above is not exactly the condition used in [34, Theorem 2.1], but (CBC) is implied by (and thus weaker than or at least equivalent to) the corresponding condition (ii) in [34, Theorem 2.1], see [34, Lemma 3.1]. The proof of Theorem 4.5 shows that under the compatibility assumption, (CBC) implies condition (ii) of Theorem 4.1. Hence, under compatibility, we lose no generality by working with the tilings instead of the sets. It is an interesting question, whether (under compatibility) (ii) is actually equivalent with (CBC) or whether it is strictly weaker.

**Remark 4.7.** In the proof of Theorem 4.5 we have used the assumptions of [34, Theorem 2.1] but not its conclusion. Thus Theorem 4.5 provides an independent proof of the existence of (average) fractal curvatures of self-similar sets, which is rather concise and
simple, though restricted to self-similar sets which possess a compatible tiling generated on a strong feasible set.

**Generator-type formulas for fractal curvatures without compatibility.** In view of Theorem 3.18 for Minkowski contents, the question arises, whether one can also get rid of the compatibility assumption in Theorem 4.5, and derive generator-type formulas for the fractal curvatures of self-similar sets in a more general setting. It is clear that without compatibility, the curvature measures \( C_k(F, \cdot) \) and \( C_k(G, \cdot) \) are not the same inside \( G \), such that one has to look at the former now instead of the latter. More precisely, we will be interested in the fractal curvatures \( C_k^0(F, O) \) of \( F \) relative to a strong feasible set \( O \), cf. (4.4).

Again the projection condition (PC) plays an important role in absence of compatibility. Recall from Proposition 3.17 that there is always a strong feasible set satisfying (PC). An additional problem now is that in general the intersections of \( \text{bd} F \), with the tile boundaries cannot be neglected in the case of curvature measures. To avoid this difficulty, we assume additionally that \( C_k^{\text{var}}(F, \text{bd} O) = 0 \) for almost all \( \varepsilon > 0 \), which is a rather mild condition on the feasible set \( O \) on which the tiling is generated. (Recall that we have the freedom to choose suitable sets \( O \).) On the other hand, this condition ensures enough continuity of the relevant curvatures to apply again the Renewal Theorem. Moreover, it allows to write the formulas in terms of \( G \) (rather than \( \Gamma \)). Note that under (PC), the assumption implies that \( C_k^{\text{var}}(F, \text{bd} G) = 0 \) for almost all \( \varepsilon > 0 \), since \( \text{bd} G \subset \bigcup_{i=1}^{d} \text{bd} S_i O \cup \text{bd} O \). Recall the definition of \( \tilde{g} \) from (3.31).

**Theorem 4.8** (Generator formula for fractal curvatures of self-similar sets without compatibility). Let \( F \) be a self-similar set in \( \mathbb{R}^d \) satisfying OSC and with similarity dimension \( D < d \). Let \( O \) be a strong feasible open set for \( F \) satisfying the projection condition (PC) and \( C_k^{\text{var}}(F, \text{bd} O) = 0 \) for almost all \( \varepsilon > 0 \). Let \( k \in \{0, \ldots, d-1\} \). If \( k \leq d-2 \), assume additionally that \( F \) satisfies the conditions (RC) and (CBC) of Theorem 4.5.

Then \( C_k^0(F, O') = 0 \). Moreover, \( C_k^0(F) \) and \( C_k^0(F, O) \) exist and coincide. They are both given by the finite expression

\[
C_k^0(F) = \frac{1}{\eta} \int_{0}^{\tilde{g}} \varepsilon^{D-k-1} C_k(F, \varepsilon) \, d\varepsilon. \tag{4.14}
\]

Furthermore, \( C_k^0(F) \) exists if and only if \( C_k^0(F, O) \) exists (and this happens in particular whenever \( F \) is nonlattice). In this case, both quantities are given by the expression in (4.14).

The proof of this result is based on a suitable counterpart of Theorem 4.1 on the existence of \( C_k^0(F, O) \).

**Proposition 4.9.** Let \( F \) be a self-similar set in \( \mathbb{R}^d \) satisfying OSC and with similarity dimension \( D < d \). Let \( O \) be a strong feasible open set for \( F \) satisfying the projection condition (PC) and \( C_k^{\text{var}}(F, \text{bd} O) = 0 \) for almost all \( \varepsilon \in (0, \tilde{g}) \). Let \( k \in \{0, \ldots, d-1\} \). If \( k \leq d-2 \), assume additionally that the following conditions are satisfied:

(i) Almost all \( \varepsilon \in (0, \tilde{g}) \) are regular for \( F \).

(ii) There are constants \( c, \gamma > 0 \) such that for almost all \( 0 < \varepsilon < \tilde{g} \)

\[
C_k^{\text{var}}(F, \varepsilon, G) \leq c \varepsilon^{D-k+\gamma}. \tag{4.15}
\]

Then \( \varepsilon^{D-k}C_k^{\text{var}}(F, \varepsilon, O) \) is bounded for \( \varepsilon \in (0, \tilde{g}) \). Moreover, the average \( k \)-th fractal curvature \( C_k^0(F, O) \) of \( F \) relative to \( O \) exists and coincides with the number

\[
\frac{1}{\eta} \int_{0}^{\tilde{g}} \varepsilon^{D-k-1} C_k(F, \varepsilon, G) \, d\varepsilon. \tag{4.16}
\]

If \( F \) is nonlattice, then also the \( k \)-th fractal curvature \( C_k^0(F, O) \) of \( F \) relative to \( O \) exists and equals the number in (4.16).
Proof of Proposition 4.9. Let \( N' \) be the set of critical values of \( F \) and set \( N := \bigcup_{i=1}^N r_i N \). Note that \( N \subset (0, \tilde{g}) \) and \( N \) is a null set by condition (i). Let \( f(\varepsilon) := C_k(F_\varepsilon, O) \) and \( \varphi_\varepsilon(\varepsilon) := C_k(F_\varepsilon, G) \), for \( \varepsilon \notin N \) and extend both functions to \( N \) by setting \( f(\varepsilon) = \varphi_\varepsilon(\varepsilon) = 0 \). The proof follows now essentially the lines of the proof of Theorem 4.1. First we show that the new \( f \) and \( \varphi_\varepsilon \) satisfy the renewal equation (4.8) for all \( \varepsilon \notin N \). By definition of \( \tilde{g} \), both functions are zero for \( \varepsilon \geq \tilde{g} \), such that (4.8) holds trivially for \( \varepsilon > \tilde{g} \).

Let \( \varepsilon \in (0, \tilde{g}) \setminus N \). Then \( \varepsilon \) is regular for \( F \). Moreover, \( \varepsilon/r_i \) is regular for \( F \) for each \( i = 1, \ldots, N \). (Assume not. Then \( \varepsilon/r_i \in N' \) and thus \( \varepsilon \in r_i N' \subseteq N \), a contradiction.) Let as before \( \Gamma = O \setminus SO \). Then the decomposition \( O = \bigcup_{i=1}^N S_i O \cup \Gamma \) is disjoint and we have

\[
C_k(F_\varepsilon, O) = \sum_{i=1}^N C_k(F_\varepsilon, S_i O) + C_k(F_\varepsilon, \Gamma).
\]

Since \( \Gamma \setminus G \subseteq \text{bd} G \) and \( C_k^{\text{var}}(F_\varepsilon, \text{bd} G) = 0 \), we can replace \( \Gamma \) by \( G \) in the above equation such that the last term on the right is \( \varphi_\varepsilon(\varepsilon) \) (for a.a. such \( \varepsilon \)). Furthermore, since the projection condition (PC) is assumed to hold, by Lemma 3.20 (i), we can replace \( C_k(F_\varepsilon, S_i O) \) by \( C_k((S_i F_\varepsilon), S_i O) = r_i f(\varepsilon/r_i) \) in the above equation, from which (4.8) is transparent.

The assumptions (i) and (ii) imply that the hypothesis of [26, Thm. 4.10] is satisfied and the assertions of Proposition 4.9 follow directly from this theorem. In particular, by Proposition 4.2, the measures \( C_k(F_\varepsilon, \cdot) \) are weakly continuous in \( \varepsilon \) at every regular value \( \varepsilon \) of \( F \). Therefore, \( \varphi_\varepsilon \) is continuous at those \( \varepsilon \), since, by the assumption \( C_k^{\text{var}}(F_\varepsilon, \text{bd} O) = 0 \), we have \( C_k^{\text{var}}(F_\varepsilon, \text{bd} G) = 0 \) and thus \( G \) is a continuity set of the measure \( C_k(F_\varepsilon, \cdot) \).

Proof of Theorem 4.8. We want to apply Proposition 4.9, for which we need to check that (for \( k \leq d - 2 \)) the assumptions (i) and (ii) of this statement are satisfied. Obviously, (RC) implies (i). Furthermore, (CBC) implies (ii) simply because \( G \subset (SO)^c \subset ((SO)^c) \). The assertions regarding the relative fractal curvatures \( C_k^0(F, O) \) and \( C_k^0(F, O) \) follow thus directly from Proposition 4.9. For the assertions regarding the fractal curvatures of \( F \), we use the obvious equation

\[
\varepsilon^{D-k} C_k(F_\varepsilon) = \varepsilon^{D-k} C_k(F_\varepsilon, O) + \varepsilon^{D-k} C_k(F_\varepsilon, O^c),
\]

which holds for any \( \varepsilon \notin N' \). Taking essential limits as \( \varepsilon \searrow 0 \) in this equation, we first observe that

\[
C_k^0(F, O^c) = \text{esslim}_{\varepsilon \searrow 0} \varepsilon^{D-k} C_k(F_\varepsilon, O^c) = 0.
\]

Indeed, (CBC) and the set inclusion \( O^c \subset (SO)^c \subset ((SO)^c) \) yield that the essential limit of \( \varepsilon^{D-k} C_k^{\text{var}}(F_\varepsilon, O^c) \) as \( \varepsilon \searrow 0 \) is zero. Thus, the claim (4.13) follows from the inequality \( |C_k(F_\varepsilon, O^c)| \leq C_k^{\text{var}}(F_\varepsilon, O^c) \). Now the remaining assertions of Theorem 4.8 follow from (4.18) and (4.19) similarly as in the proof of Theorem 4.5.

Remark 4.10. It is worth noting that the validity of the conditions (RC) and (CBC) in Theorems 4.5 and 4.8 does not depend on the choice of the feasible set \( O \). For (RC) this is obvious and for (CBC) this follows from [33, Corollary 4.9]. It is possible to reformulate (CBC) in such a way that the set \( O \) is not used. Hence these conditions do not impose any additional restrictions on the choice of \( O \). On the other hand, the compatibility in Theorem 4.5 and the projection condition (PC) together with the boundary condition \( C_k(F_\varepsilon, \text{bd} O) = 0 \) for a.a. \( \varepsilon > 0 \) in Theorem 4.8 clearly depend on the choice of \( O \). While compatibility is definitely not satisfiable for all self-similar sets, cf. Remark 3.15 above, Proposition 3.17 shows that every self-similar set (satisfying OSC and \( D < d \)) possesses a strong feasible set \( O \) such that (PC) is satisfied. Hence the projection condition does not lessen the class of sets covered by Theorem 4.8. Only the boundary condition may impose some additional restriction on this class, since it may happen that no set \( O \) satisfies both (PC) and this condition.
Remark 4.11. The results imply that the fractal curvatures \( C_k^G(F) \) are finite but (for \( k \leq d-2 \)) they are not necessarily positive. They can assume negative values and they can also be zero. There exist non-trivial self-similar sets for which the similarity dimension \( D \) is not the right scaling exponent for the \( k \)-th curvature measure. Such sets are studied in detail in [24].

Remark 4.12. In Theorem 3.18 we have given a complete characterization of the existence of generator-type formulas for the Minkowski content of a self-similar set based on a strong feasible set \( O \). The corresponding statement for fractal curvatures, Theorem 4.8, is not quite as strong. The existence of a strong feasible set \( O \) satisfying the projection condition and the boundary condition \( C_1(F, \text{bd} O) = 0 \) for a.a. \( \epsilon \), ensures the existence of a generator type formula. But the converse is probably not true in general. Since curvature measures are signed for \( k \leq d-2 \), it could happen that a generator-type formula holds even if the projection condition fails, because different contributions from the extra terms may cancel each other.

Remark 4.13. The regularity condition (i) in Proposition 4.9 can be weakened as follows: for almost all \( \epsilon \in (0, \bar{\epsilon}) \), there is no critical point of \( F \) in the set \( \text{bd} F_\epsilon \cap \bar{O} \). Indeed, it follows from the observation that the assertion of Lemma 4.4 holds equally with \( \epsilon = 0 \), and from the fact that \( \{ \sigma, \bar{G} : \sigma \in \Sigma_N \} \) is a cover of \( \bar{O} \setminus F \). Note that critical points of \( F \) are by definition outside \( F \). Hence the above condition implies that for a.a. \( \epsilon \) there are no critical points of \( F \) in the set \( \text{bd} F_\epsilon \cap O \), which is all that is needed in the proof of Proposition 4.9.

The case \( k = d-1 \). The measure \( C_{d-1}(F, \cdot) \) coincides with \( \frac{1}{d} \mathcal{H}^{d-1}(\text{bd} F_\epsilon \cap \cdot) \) and the assumptions (RC) and (CBC) in Theorem 4.8 are not needed, since the surface area is well defined for any parallel set \( F_\epsilon \) and a condition analogous to (CBC) is always satisfied, cf. [26, Lemma 4.8]. The corresponding (average) fractal curvature is (up to a normalisation constant) the (average) S-content, discussed in [26]. The S-content was shown in [27] to coincide (for arbitrary bounded sets) with the Minkowski content in case one of these contents exists as a positive and finite number. This allows to derive an alternative formula for the Minkowski content from Theorem 4.5 or, more generally, from Theorem 4.8:

Corollary 4.14. Let \( F \) be a self-similar set in \( \mathbb{R}^d \) satisfying OSC and with \( D < d \). Let \( O \) be a strong feasible open set for \( F \) satisfying the projection condition (PC). Assume \( \mathcal{H}^{d-1}(F_\epsilon \cap \text{bd} O) = 0 \) for almost all \( \epsilon \in (0, \bar{\epsilon}) \).

Then, the average Minkowski content \( \overline{M}(F) \) is given by the alternative expression

\[
\frac{1}{d - D} \int_0^\bar{\epsilon} \frac{1}{\eta} \int_0^\eta e^{D-d} \mathcal{H}^{d-1}(\text{bd} F_\epsilon \cap G) \, d\eta = \frac{1}{d - D} \int_0^\bar{\epsilon} \frac{1}{\eta} \int_0^\eta e^{D-d} \frac{d}{d\eta} \lambda_d(F_\epsilon \cap G) \, d\eta. \tag{4.20}
\]

If \( F \) is nonlattice, then the Minkowski content \( M(F) \) is given by the same expression.

However, the derived expression does not provide much additional insight (as we were hoping for). Using the differentiability properties of the volume function, the new formula can, in fact, be obtained directly from (3.30) using integration by parts. Note that the assumption \( \mathcal{H}^{d-1}(F_\epsilon \cap \text{bd} O) = 0 \) for a.a. \( \epsilon \) is equivalent to \( \lambda_d(\text{bd} G) = 0 \) in part (iii) of Theorem 3.18.

Remark. All results about self-similar tilings, in particular Theorems 3.2 and 4.1, apply equally to self-similar fractal sprays in \( \mathbb{R}^d \), as discussed e.g. in [21].
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