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Abstract The problem of securely outsourcing computation to cloud servers has attracted a large amount of attention in recent years. The verifiable computation of Gennaro, Gentry, Parno (Crypto’10) allows a client to verify the server’s computation of a function with substantially less time than performing the outsourced computation from scratch. In a multi-function model (Parno, Raykova, Vaikuntanathan; TCC’12) of verifiable computation, the process of encoding function and the process of preparing input are decoupled such that any client can freely submit a computation request on its input, without having to generate an encoding of the function in advance. In this paper, we propose a multi-matrix verifiable computation scheme that allows the secure outsourcing of the matrix functions over a finite field. Our scheme is outsourceable. When it is used to outsource \( m \) linear functions, the scheme is roughly \( m \) times faster and has less communication cost than the previously best known scheme by Fiore and Gennaro (CCS’12), both in the client-side computation and in the server-side computation. We also show the cost saving with detailed implementations.
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1 Introduction

Cloud computing [45,4,19] allows the resource-restricted clients to outsource the storage of their data and heavy computations on the data to the powerful cloud servers in a pay-per-use manner, which is both scalable and economical. The outsourcing paradigm however incurs many security concerns [27] such as how to ensure the outsourced computations will be done correctly. The powerful cloud servers are not fully trusted and may have strong financial incentives [50] to run extremely fast but incorrect computations, in order to free up the valuable computing time or even benefit from providing incorrect results. Outsourcing computation is useful only when the servers’ results are reliable.

The problem of securely outsourcing computations to clouds has been intensively studied in recent years. Numerous solutions [27,29,11] have been proposed and optimized for many different scenarios. Among them is the verifiable computation of Gennaro, Gentry and Parno [27], which allows the client to outsource the computation of a function \( f \) as follows: first of all, the client runs an expensive but one-time computation to produce an encoding of \( f \) to the cloud server; afterwards in order to outsource the work of computing \( f(x) \) for any input \( x \), the client performs an efficient computation to prepare an encoding of \( f \) to the cloud server; afterwards in order to outsource the work of computing \( f(x) \) for any input \( x \), the client performs an efficient computation to prepare an encoding of \( f \) to the server; given two encodings, the server returns both \( y = f(x) \) and a cryptographic proof for its work; and finally the client efficiently verifies the server’s result with the proof. The cryptographic proof is designed such that no malicious server is able to persuade the client to accept any incorrect results. The process of input preparation and result verification should be substantially faster than computing \( f(x) \) from scratch. The one-time effort of encoding \( f \) can be amortized over the
in a large initial computational investment before actually being able to prepare an input for delegation, but also requires the client to prepare the same input multiple times, whenever the computation of different functions on the same input is to be delegated. As a result, the dependency incurs significant latency in the client-side computations.

In order to lift the dependency of input preparation on function-related protocol parameters, Parno, Raykova, and Vaikuntanathan [50] introduced the multi-function model for verifiable computation where the process of encoding $f$ is decoupled from the process of preparing $x$ such that any input can be preprocessed before the functions to be outsourced are actually known. In particular, they constructed a multi-function verifiable computation scheme using key-policy attribute-based encryption [37,52] that has outsourced decryption. Their scheme allows the delegation of all functions that can be covered by the permissible policies of the underlying attribute-based encryption scheme. More precisely, this is a family of functions that can be converted into polynomial-size boolean formulas. While converting any function into a boolean formula is feasible in theory, doing so in practice may incur significant loss of efficiency [47] and the resulting protocol would be prohibitively expensive.

Fiore and Gennaro [26] initiated a study of really efficient multi-function verifiable computation schemes for specific classes of functions. Based on the homomorphic weak pseudorandom functions, they constructed a scheme for linear functions, which have a large quantity of applications in scientific and engineering computations [21,43,41,42,31,16,57,64,53,44] as a special subset of the matrix functions. In particular, for outsourcing linear function computations, their scheme is faster than [50] by a logarithmic (in the size of the underlying finite field) factor in both the client-side computation and the server-side computation.

A verifiable computation scheme is said to be outsourcable if the client-side computation for input preparation and result verification is substantially faster than computing $f(x)$ from scratch. While the scheme of [26] is much faster than [50], it is not outsourcable when only one function is to be outsourced. This is different from most of the previous works such as [8,26,18]. In particular, when we consider the delegation of multiple matrices, one has to invoke the scheme of [26] multiple times, where the number of invocations is equal to the total number of rows in these matrices. In most applications the dimension of the matrices is huge. This would cause unnecessary repetitions and results in unnecessary consumption of the client’s precious computing resources.

1.1 Our Contributions

In this paper, we propose a multi-matrix verifiable computation scheme where the outsourced family of function consists of all $m \times d$ matrices over a finite field $\mathbb{Z}_p$, where $m,d > 0$ are integers and $p$ is a prime. To the best of our knowledge, this is the first multi-function verifiable computation scheme for matrix functions. By interpreting the rows of any $m \times d$ matrix as $m$ linear functions, our scheme enables the delegation and verification of $m$ linear functions in every execution. Our scheme is outsourceable in the sense that even if it is used to delegate only one matrix function the client can still benefit from a verification that is substantially faster than performing the matrix-vector multiplication from scratch. When the scheme is used to delegate $m$ linear functions, it outperforms the construction of [26] by a factor of $m$, both in the client-side computation and in the server-side computation. We implemented both schemes. Our implementation shows that our multi-matrix verifiable computation scheme is roughly $m$ times faster.

1.2 Techniques

Fiore and Gennaro [26] constructed a multi-function verifiable computation scheme for the family $\mathcal{F} = \mathbb{Z}_p^d$ of linear functions over a finite field $\mathbb{Z}_p$, where $d > 0$ is an integer and $p$ is a prime. Their scheme uses a cyclic group $\mathbb{G} = \langle g \rangle$ of order $p$ which is generated by $g$. The scheme chooses $d$ group elements $R_1, \ldots, R_d \leftarrow \mathbb{G}$ as public parameters. The preprocessing of any function $f = (f_1, \ldots, f_d) \in \mathcal{F}$ is done by computing a tag $W_j = g^{\alpha f_j} \cdot R_j^\alpha$ for every $j \in [d]$, where $k, \alpha \leftarrow \mathbb{Z}_p$ are randomly chosen integers modulo $p$. The preparation of any input $x = (x_1, \ldots, x_d) \in \mathbb{Z}_p^d$ is done by computing a key $V \cdot K_x = \prod_{i=1}^{d} R_{x_i}^{j}$ for future verification. Given the encoding $(f, W_1, \ldots, W_d)$ of the function $f$ and the input $x$, the server computes and returns both the result $y = \sum_{j=1}^{d} f_j x_j$ and a cryptographic proof $V = \prod_{j=1}^{d} W_{x_j}^{x_j}$. The client-side verification is done by...
checking the equality \( V = g^{m\cdot(VK_x)} \). It was shown that no polynomial-time server is able to persuade the client to accept a result \( \hat{y} \neq y \) with a proof \( \hat{V} \), assuming that the DDH problem is hard in \( \mathbb{G} \). Comparing with [50], their scheme results in at least logarithmic speed-up in both the client-side computation and the server-side computation. It is a multi-function scheme as the process of encoding \( f \) is completely decoupled from that of preparing \( x \).

In this paper we consider the more general setting of outsourcing the family \( \mathcal{F}_{m,d} = \mathbb{Z}_p^{m\times d} \) of \( m \times d \) matrix functions over the finite field \( \mathbb{Z}_p \). We interpret any matrix \( F \in \mathcal{F}_{m,d} \) as a function that takes any (column) vector \( x \in \mathbb{Z}_p^d \) as input and outputs \( y = Fx \).

We note that the scheme of [26] can be invoked multiple times to deal with every row of the matrix \( F \) as a linear function. However, that will incur significant loss of efficiency at the client-side as long as \( m \) is large. Our idea of delegating matrix functions is simple. On one hand, we observe that any matrix function \( F \) can be considered as a set of \( m \) linear functions \( F_1 = (F_{1,1}, \ldots, F_{1,d}), \ldots, F_m = (F_{m,1}, \ldots, F_{m,d}) \) and for any input \( x = (x_1, \ldots, x_d)^T \in \mathbb{Z}_p^d \), the computation of \( y = Fx \) can be considered as a set of \( m \) linear function evaluations: \( y_1 = \sum_{j=1}^d F_{1,j} \cdot x_j, \ldots, y_m = \sum_{j=1}^d F_{m,j} \cdot x_j \).

On the other hand, we observe that if the \( m \) linear functions can be somehow combined as one linear function and the \( m \) results from the cloud server can be similarly combined and then verified in the vein of [26], the client-side work will be accelerated by a factor of around \( m \), which can be an essential cost saving as long as \( m \) is large. A canonical way of combining all rows of \( F \) is done by computing their linear combinations. Let \( r = (r_1, \ldots, r_m) \in \mathbb{Z}_p^m \) be randomly chosen. Then the combined function will be \( s = (s_1, \ldots, s_d) = rF \).

In order to employ the scheme of [26], the client in our scheme computes a tag \( W_j = g^{s_j} \cdot R_j^k \) for every \( j \in [d] \) and then gives both \( F \) and \( W = (W_1, \ldots, W_d) \) to the cloud server. In order to delegate the computation of \( Fx \), the client generates \( VK_x = \prod_{j=1}^d W_j^{x_j} \) for future verification and simply gives \( x \) to the server. The server computes and returns both the result \( y = Fx \) and a proof \( \hat{V} = \prod_{j=1}^d W_j^{x_j} \). In the verification, the client could have to check the equality \( V = g^{m\cdot(VK_x)} \). Our method of combining linear functions was chosen such that \( sx = rFx = ry \), due to the associative law of matrix multiplications. As a consequence, the verification can be done by checking the equality \( V = g^{r\cdot(VK_x)} \).

And in order to do so, the client only needs to keep \( \{k, r\} \) as a private verification key, which is associated with the specific function \( F \). In the text we show that no cloud server can persuade the client to accept a wrong result \( \hat{y} \neq y \) with an altered proof \( \hat{V} \), except with negligible probability. The scheme of [26] can be considered as an instantiation of our multi-matrix verifiable computation scheme with \( m = 1 \). The technique of combining all functions as a single one to speed-up verification may have independent interest.

1.3 Efficiency Analysis

Our multi-matrix verifiable computation achieves amortized efficiency in delegating and verifying several matrices \( F_1, \ldots, F_d \in \mathbb{Z}_p^{m\times d} \) time some vectors \( x_1, \ldots, x_d \in \mathbb{Z}_p^d \). While the cost of computing a matrices multiplied by \( b \) vectors is \( \mathcal{O}(abmd) \) modular multiplications, using our scheme the client cost is \( \mathcal{O}(am(b+d)) \) modular multiplications and \( \mathcal{O}(ad + bd + ab) \) modular exponentiations.

Fiore and Gennaro [26] constructed a multi-function verifiable computation scheme for vector multiplication, it can be used to compute matrix-vector multiplication by applying the solution to each row of the matrix. When performing the same computations, our scheme requires less modular exponentiations compared with [26]. Experiments show that when the input matrices have \( m \) rows, our scheme is about \( m \) times faster than the scheme in [26]. Moreover, the running time of our scheme is less affected by the number of rows in the input matrix, while the cost of scheme in [26] will increase linearly with the increase of the number of rows in the input matrices. Our scheme is more efficient both on the client side and on the server side.

1.4 Related Work

In the cryptographic community, the idea of outsourcing expensive computations has a long history. The wallets with observers of Chaum and Pedersen [20] can be installed by a bank on the client’s computer and assist the client to do expensive computations. The wallets are not trusted by the client but still provide the assurance that they are performing computations correctly by analyzing their communication with the bank. Hohenberger and Lysyanskaya [38] presented protocols that allow the client to offload the computation of modular exponentiations to two non-colluding servers. Golle and Mironov [35] targeted on the outsourcing of inverting one-way functions.

The interactive proofs of [5,34] allow a powerful prover to show the truth of a statement to a weak verifier. The probabilistically checkable proofs (PCPs) of [3] allows the verifier to perform verification by checking only a few positions of the entire proofs which however
is too long for a weak verifier to process. Kilian’s efficient interactive arguments [39, 40] avoid the long proof with a short commitment. Micali’s CS proofs [46] are non-interactive but require random oracles.

**Verifiable computation.** The verifiable computation of Gennaro et al. [27] gave a solution for the problem of securely outsourcing computations, which is both non-interactive and in the standard model. The verifiable computation schemes of [27, 24, 2] can delegate the functions as generic as any boolean circuits but have very limited efficiency due to the use of fully homomorphic encryption [30]. The memory delegation [23] can delegate computations on an arbitrary portion of the outsourced data. However, the client must be stateful and suffer from the efficiency issues of PCP techniques. Benabbas et al. [8] initiated a line of research on practical verifiable computation schemes for outsourcing specific functions such as polynomials and matrices [26, 48]. Parno et al. [50] initiated the study of public verifiable computation schemes. Both [50] and [26] proposed multi-function verifiable computation schemes for different classes of functions. The up to date implementations of efficient systems [9, 10, 14, 25, 49, 54, 55, 56, 58, 59, 60, 61] for verifiable computations show that in this area we are on the verge of achieving practical efficiency.

**Homomorphic message authenticators.** Homomorphic message authenticators [29] allow one to perform certain admissible computations over authenticated data and produce a short tag that authenticates the result of the computation. Using such schemes the client of a cloud service can securely outsource computations on a set of authenticated data. In the private-key setting, the homomorphic message authenticators, called homomorphic authentication codes, have been constructed to admit linear functions [1], quadratic functions [14], and any polynomial functions [17]. In the public-key setting, the homomorphic message authenticators, called homomorphic signatures, have been constructed to admit linear functions [13], polynomial functions of bounded degrees [12], and any polynomial functions [36]. Some of them imply outsourcable schemes [14] while the others only result in schemes where the client-side computation is as heavy as the outsourced computation.

**Non-interactive proofs and arguments.** Goldwasser et al. [33] gave a non-interactive scheme for delegating NC computations. However, for any circuit of size \( n \), the server’s running time may be a high degree polynomial of \( n \) and thus not practical. The SNARGs or SNARKs of [11, 28, 6] give non-interactive schemes for delegating computations. However, they must rely on the non-falsifiable assumptions [32] which are both nonstandard and much stronger than the common assumptions such as DDH.

1.5 Application

**Digital Image Processing.** In digital image processing [51], there are many ways to represent an image. One of them is using 2-D numerical arrays, which can be described with matrices over a finite field, as long as the field is large enough. Each pixel of an image is a number and considered as an element of its matrix representation. An image with an \( M \times N \) matrix representation can also be considered as a column vector \( \mathbf{x} \) with \( d = MN \) entries. Many useful operations in digital image processing such as image restoration and image compression can be captured with a linear transformation on the vector \( \mathbf{x} \). More precisely, each of these operations can be realized by the multiplication of an \( m \times d \) matrix \( \mathbf{F} \) with the column vector \( \mathbf{x} \). As the dimension of a digital image is typically very large, the computation of \( \mathbf{F} \mathbf{x} \) is usually quite heavy. When a weak client has multiple images \( x_1, x_2, \ldots, x_b \) and wishes to perform multiple operations \( \mathbf{F}_1 \mathbf{x}_1, \mathbf{F}_2 \mathbf{x}_2, \ldots, \mathbf{F}_a \mathbf{x}_a \) on these images, our multi-matrix verifiable computation scheme would allow the client to outsource the ab matrix-vector multiplications to a powerful cloud server and then verify the server’s results in a very fast way.

**Traffic Engineering.** In traffic engineering [22], traffic matrices may be used to describe the traffic between the beginning and the end of a network. They are important tools to plan and manage the capacity of IP networks. For example, one can derive a flow vector from the flow matrix which specifies the amount of traffic sent from a particular source to a particular destination, and obtain a link load vector by multiplying the routing matrix and the flow vector [22]. A large number of link load vectors are needed in traffic engineering. That means a large number of multiplications between the routing matrices and the flow vectors must be performed. Our multi-matrix verifiable computation scheme allows the client to efficiently offload these computations to a cloud and also ensure the correctness of all computations with verification.

**Secure Distributed Computing.** Our scheme decouples the process of preparing functions and the process of preparing inputs in outsourcing computations. It allows the clients to distribute many heavy computations (i.e., the matrix-vector multiplications) to multiple cloud servers and then perform efficient verifications. Compared with the model of [27], the main cost saving will stem from the one-time preparation of each input, which is available for all functions. Compared
with Fiore and Gennaro [26], the main cost saving stems from the batch verification of \( m \) inner product computations, which can significantly reduces the client’s waiting time.

1.6 Organization

The rest of the paper is organized as follow. In Section 2 we recall the definition of multi-function verifiable computation. In Section 3 we present the new multi-matrix verifiable computation scheme. In Section 4 we implement the new scheme and compare with the multi-function scheme of [26]. Finally, Section 5 contains some concluding remarks.

2 Model and Definition

Multi-function verifiable computation [50, 26, 63] is a verifiable computation scheme where the key generation process of encoding functions and the preparation of function inputs are decoupled such that delegating the computation of multiple functions on multiple preprocessed function inputs is possible. Multi-function verifiable computation allows the client to significantly reduce the time invested in the repeated work of preprocessing inputs such that the delegation becomes outsourceable with multiple functions. Let \( \mathcal{F} \) be a family of functions. Formally, a multi-function verifiable computation scheme \( \Pi = (\text{Setup}, \text{KeyGen}, \text{ProbGen}, \text{Compute}, \text{Verify}) \) for \( \mathcal{F} \) consists of five probabilistic polynomial-time algorithms, which can be defined as follows.

- **Setup**\((1^\lambda, \mathcal{F}) \rightarrow (PK, SK)\): This is a setup algorithm that takes the security parameter \( \lambda \) and the function family \( \mathcal{F} \) as input. It generates a set \( PK \) of public parameters and a set \( SK \) of private parameters. Both the public and the private parameters will be used to prepare the functions and the inputs for delegation.

- **KeyGen**\((PK, SK, f) \rightarrow (EK_f, VK_f)\): This is a key generation algorithm that takes the set \( PK \) of public parameters, the set \( SK \) of private parameters, and any function \( f \in \mathcal{F} \) as input. It produces both a public evaluation key \( EK_f \), which will be used by the servers to perform the delegated computation, and a verification key \( VK_f \), which will be used by the client to verify the server’s work.

- **ProbGen**\((PK, SK, x) \rightarrow (\sigma_x, VK_x)\): This is a problem generation algorithm that takes the set \( PK \) of public parameters, the set \( SK \) of private parameters, and any function input \( x \in \text{Dom}(f) \) as input. It produces both a public encoding \( \sigma_x \) of the input \( x \), which will be used by the server to perform the delegated computation, and a verification key \( VK_x \), which will be used by the client to verify the server’s work.

- **Compute**\((EK_f, \sigma_x) \rightarrow \sigma_y\): This is the server-side algorithm that takes the public evaluation key \( EK_f \) and the public encoding of \( x \) as input. It computes and outputs an encoded version of the value \( y = f(x) \).

- **Verify**\((VK_f, VK_x, \sigma_y) \rightarrow \{f(x), \bot\}\): This is a verification algorithm that takes the verification keys \( VK_f, VK_x \) and the server’s computation result \( \sigma_y \) as input. It determines whether \( \sigma_y \) is a valid encoding of \( f(x) \), and outputs either \( f(x) \) or \( \bot \), where \( \bot \) indicates that \( \sigma_y \) is invalid.

A multi-function verifiable computation scheme is said to be **publicly delegatable** if the set \( SK \) of private parameters is empty such that any user of the scheme can run the algorithms KeyGen and ProbGen to prepare its functions and/or inputs for delegation; otherwise, the scheme is said to be **privately delegatable**.

A multi-function verifiable computation scheme is said to be **publicly verifiable** if the verification keys \( VK_f \) and \( VK_x \) can be made public such that any entity can run the verification algorithm to verify if the server-side computation has been performed correctly; otherwise, if \( VK_f \) and \( VK_x \) must be kept secret, the scheme is said to be **privately verifiable**. In this paper, we construct multi-verifiable computation schemes that are publicly delegatable and privately verifiable. The remaining definitions in the section will be given for the privately verifiable setting.

A multi-function verifiable computation scheme is required to be correct, secure and outsourceable. Informally, a multi-function verifiable computation scheme is said to be **correct** if the setup algorithm, the key generation algorithm and the problem generation algorithm produce values that always enable the honest servers to compute values that will verify successfully and be converted into the correct function output \( f(x) \).

**Definition 1 (correctness)** Let \( \mathcal{F} \) be a family of functions. The multi-function verifiable computation scheme \( \Pi \) is \( \mathcal{F} \)-correct if for any \((PK, SK) \leftarrow \text{Setup}(1^\lambda, \mathcal{F})\), any \( f \in \mathcal{F} \), any \( x \in \text{Dom}(f) \), any \((EK_f, VK_f) \leftarrow \text{KeyGen}(PK, SK, f)\), any \((\sigma_x, VK_x) \leftarrow \text{ProbGen}(PK, SK, x)\), and the faithfully computed server result \( \sigma_y \leftarrow \text{Compute}(EK_f, \sigma_x) \), it is always true that \( \text{Verify}(VK_f, VK_x, \sigma_y) = f(x) \).

Informally, a multi-function verifiable computation scheme is said to be **secure** if no probabilistic polynomial-time strategy of the malicious server can persuade the
verification algorithm to accept a carefully crafted result, which will cause the client to reconstruct a value \( \hat{y} \neq f(x) \). This intuition can be formalized by an experiment as below.

**Experiment** \( \Pr_{A}^{\text{PrivVerif}}[ II, F, \lambda ] \)

1. \((PK, SK) \leftarrow \text{Setup}(1^{\lambda}, F) ;\)
2. \((f, x^*, \sigma_{y}) \leftarrow A^{\text{KeyGen}()}, \text{O}_{\text{ProbGen}}(), \text{O}_{\text{Verify}}(...)(PK) ;\)
3. \(\hat{y} \leftarrow \text{Verify}(VK_{f}, VK_{x}, \sigma_{y}) ;\)
4. If \(\hat{y} \neq 1\) and \(\hat{y} \neq f(x^*)\), output 1; else output 0.

In this experiment, a set \( PK \) of public parameters and a set \( SK \) of private parameters are firstly generated. The adversary is given access to three oracles \( \text{O}_{\text{KeyGen}}() \), \( \text{O}_{\text{ProbGen}}() \) and \( \text{O}_{\text{Verify}}() \), which can be defined as follows.

1. \( \text{O}_{\text{KeyGen}}() : \) On any input \( f \in F \), this oracle runs the key generation algorithm \( \text{KeyGen}(PK, SK, f) \) to compute both a public evaluation key \( EK_{f} \) and a verification key \( VK_{f} \); it returns \( EK_{f} \) and stores \( VK_{f} \).
2. \( \text{O}_{\text{ProbGen}}() : \) On input \( x \in \text{Dom}(f) \), this oracle runs the problem generation algorithm \( \text{ProbGen}(PK, SK, x) \) to compute both a public encoding \( \sigma_{x} \) and a verification key \( VK_{x} \); it returns \( \sigma_{x} \) and stores \( VK_{x} \).
3. \( \text{O}_{\text{Verify}}() : \) On input \( f \in F, x \in \text{Dom}(f) \) and a purported output \( \sigma_{y} \), this oracle runs \( \text{Verify}(VK_{f}, VK_{x}, \sigma_{y}) \) and returns the output of this algorithm.

After making a certain number (polynomial in the security parameter \( \lambda \)) of queries to these oracles, the adversary \( A \) carefully crafts a triple \((f, x^*, \sigma_{y})\), where \( f \in F, x^* \in \text{Dom}(f) \) and \( \sigma_{y} \) is a purported output for the computation of \( f(x^*) \), and expects that the verification algorithm \( \text{Verify}(VK_{f}, VK_{x*}, \sigma_{y}) \) will output a value \( \hat{y} \notin \{f(x^*), \bot\} \). We say that the adversary \( A \) wins in the experiment \( \Pr_{A}^{\text{PrivVerif}}[ II, F, \lambda ] \) and define

\[
\text{Adv}_{A}^{\text{PrivVerif}}[ II, F, \lambda ] = 1 \text{ if } \hat{y} \notin \{f(x^*), \bot\} \text{.}
\]

For any security parameter \( \lambda \in \mathbb{N} \), any function family \( F \), the **advantage** of \( A \) making at most \( q \) queries in the above experiment against \( II \) is defined as

\[
\text{Adv}_{A}^{\text{PrivVerif}}[ II, F, q, \lambda ] = \Pr_{A}^{\text{PrivVerif}}[ II, F, \lambda ] - 1\text{.}
\]

**Definition 2 (security)** Let \( \lambda \) be a security parameter and let \( F \) be a family of functions. The multi-function verifiable computation scheme \( II \) is said to be \( F \)-**secure** if for any probabilistic polynomial-time adversary \( A \), there is a negligible function \( \text{negl}(\cdot) \) such that

\[
\text{Adv}_{A}^{\text{PrivVerif}}[ II, F, q, \lambda ] \leq \text{negl}(\lambda)\text{.}
\]

In a multi-function verifiable computation, we consider a scenario of computing \( d \) different functions \( f_{1}, \ldots, f_{d} \in F \) on \( b \) different function inputs \( x_{1}, \ldots, x_{b} \). Informally, we say that a multi-function verifiable computation scheme is **outsourceable** if the total time cost for encoding the functions, preparing the inputs and performing the verifications is substantially less than the time cost of computing all \( ab \) results \( \{f_{i}(x_{j}) : i \in [a], j \in [b]\} \) from scratch.

**Definition 3 (outsourceable)** The multi-function verifiable computation scheme \( II \) is **outsourceable** if it permits efficient generation, preparation, verification and decoding. That is, for any functions \( f_{1}, \ldots, f_{d} \in F \), any inputs \( x_{1}, \ldots, x_{b} \), and any server results \( \sigma_{ij} \) for the computation of \( f_{i}(x_{j}) \), the total time required for \((\text{KeyGen}(PK, SK, f_{i})), (\text{ProbGen}(PK, SK, x_{j})), \{\text{Verify}(VK_{f_{i}}, VK_{x_{j}}, \sigma_{ij}) : i \in [a], j \in [b]\}\) is \( o(T) \), where \( T \) is the time required to compute all \( ab \) function outputs \( \{f_{i}(x_{j}) : i \in [a], j \in [b]\} \) from scratch.

We also work in the amortized model of \([27,26]\). This is reflected in the above definition as the delegation of multiple functions were considered.

### 3 Multi-Matrix Delegation Scheme

Let \( \lambda \) be a security parameter. Let \( p \) be a \( \lambda \)-bit prime and let \( Z_{p} \) be the finite field of \( p \) elements. Let \( m, d > 0 \) be integers and \( F_{m,d} \) be the set of all \( m \times d \) matrices over the finite field \( Z_{p} \). For any matrix \( F \in F_{m,d} \), we interpret \( F \) as a matrix function that takes any (column) vector \( x \in Z_{p}^{d} \) as input and outputs a (column) vector \( FX \in Z_{p}^{m} \). In this section we shall provide a multi-function scheme for delegating the functions in \( F_{m,d} \). The proposed scheme will be both publicly delegatable and privately verifiable.

When \( m = 1 \), Fiore and Gennaro \([26]\) has proposed a multi-function scheme \( \mathcal{U}_{\text{MultiF}} \), which is publicly delegatable and privately verifiable, for the function family \( F_{1,d} \). In the scenario of computing \( d \) functions from \( F_{1,d} \) on \( b \) inputs from \( Z_{p}^{d} \), the scheme \( \mathcal{U}_{\text{MultiF}} \) would require the client to perform as many as \( ab \) verifications, where each verification is expensive and involves several exponentiations in a cyclic group of prime order \( p \). The scheme is proposed to significantly reduce the client-side cost in verification.

Let \( G = \{g\} \) be a cyclic group of prime order \( p \). The public parameters of \( \mathcal{U}_{\text{MultiF}} \) consists of \( d \) uniformly chosen groups elements \( R_{1}, \ldots, R_{d} \in G \). For any function \( f = (f_{1}, \ldots, f_{d}) \in F_{1,d} \), the key generation is done by computing a value \( W_{j} = g^{\sigma_{f_{j}}}R_{k}^{e} \) for every \( j \in [d] \), where \( \alpha, k \in Z_{p} \) are randomly chosen and serve as a private verification key. For any input \( x = (x_{1}, \ldots, x_{d})^{\top} \in Z_{p}^{d} \), the problem generation is done...
by computing a verification key \( VK_x = \prod_{j=1}^d R_j^{x_j} \). The server-side algorithm computes both the function value
\[ y = \sum_{j=1}^d f_j z_j \]
and a proof \( V = \prod_{j=1}^d W_j^{x_j} \). Finally, the verification is done by checking the equality \( V = g^{\alpha y} \cdot (V K_x)^k \). The security of the scheme follows from the following facts: (1) given both \( f \) and \( W_1, \ldots, W_d \), the uniformly chosen field element \( \alpha \) is kept pseudorandom; (2) a successful attack of the scheme requires the server to carefully craft both a value \( \tilde{y} \neq y \) and a proof \( \tilde{V} \) such that \( \tilde{V} = g^{\alpha \tilde{y}} \cdot (V K_x)^k \); (3) the equality essentially requires \( V \tilde{V} = g^{\alpha (y - \tilde{y})} \), which can be satisfied only with a negligible probability.

In this section, we shall consider the delegation of functions of \( F_{m,d} \), with emphasis on improving the efficiency of both the client-side computation and the server-side computation. Let \( F \in F_{m,d} \) be any matrix function and let \( x \in \mathbb{Z}_p^m \) be any input. While the delegation of \( Fx \) can be accomplished by considering the function \( F \) as \( m \) functions from \( F_{1,d} \), one for each row of the matrix, the client-side verification requires checking \( m \) different equalities, which may be costly for large \( m \).

Our idea of speeding-up the verification is simple and done by combining the \( m \) rows of \( F \) as a single function in \( F_{1,d} \) and perform the verification as in \( V \mathcal{C}_{Multi-F} \). In particular, the combining work is done by choosing a vector \( r \in \mathbb{Z}_p^m \) uniformly and computing the single function as \( s = rF \). The new scheme can be detailed as follows.

- **Setup(1^λ, \( F_{m,d} \))**: This algorithm takes the security parameter \( \lambda \) and the function family \( F_{m,d} \) as input. It generates the description of a cyclic group \( G = (g) \) of prime order \( p \), where \( g \) is a random generator of the group. It chooses \( d \) group elements \( R_1, \ldots, R_d \) of \( G \) uniformly at random. The algorithm outputs a set \( SK = \bot \) of private parameters and a set \( PK = (p, G, g, R_1, \ldots, R_d) \) of public parameters.

- **KeyGen(\( PK, SK, F \))**: This algorithm takes the set \( PK = (p, G, g, R_1, \ldots, R_d) \) of public parameters, the set \( SK = \bot \) of private parameters, and a function \( F \in F_{m,d} \) as input. It chooses \( k \in \mathbb{Z}_p \), \( r = (r_1, \ldots, r_m) \in \mathbb{Z}_p^m \), all uniformly and at random. It computes \( s = (s_1, \ldots, s_d) = rF \), and computes \( W_j = g^{s_j} \cdot R_j^{x_j} \) for every \( j \in [d] \). Let \( W = (W_1, \ldots, W_d) \). This algorithm finally outputs a public evaluation key \( EK_F = (F, W) \) and a private verification key \( V K_F = (k, r) \).

- **ProbGen(\( PK, SK, x \))**: This algorithm takes the set \( PK = (p, G, g, R_1, \ldots, R_d) \) of public parameters, the set \( SK = \bot \) of private parameters, and any function input \( x = (x_1, \ldots, x_d) \in \mathbb{Z}_p^d \) as input. It computes \( VK_x = \prod_{j=1}^d R_j^{x_j} \), outputs a public encoding \( \sigma_x = x \) and the public verification key \( V K_x \).

- **Compute(\( EK_F, \sigma_x \))**: This algorithm takes the public evaluation key \( EK_F = (F, W) \) and the public encoding \( \sigma_x = x = (x_1, \ldots, x_d) \) as input. It computes \( y = (y_1, \ldots, y_m) = Fx \) and \( V = \prod_{j=1}^d W_j^{x_j} \). This algorithm outputs \( \sigma_y = (y, V) \).

- **Verify(\( V K_F, V K_x, \sigma_y \))**: This algorithm takes the private verification key \( V K_F = (k, r) \), the verification key \( V K_x = \prod_{j=1}^d R_j^{x_j} \) and the server’s results \( \sigma_y = (y, V) \) as input. If \( V = g^{\alpha y} \cdot (V K_x)^k \), this algorithm outputs \( y \); otherwise, it outputs \( \bot \).

3.1 Correctness

The correctness of the scheme requires that for any \((PK, SK) \leftarrow \text{Setup}(1^λ, \mathcal{F}_{m,d})\), any function \( F \in \mathcal{F}_{m,d} \), any function input \( x \in \mathbb{Z}_p^d \), any function \( y \in \mathbb{Z}_p^m \), then it must be true that\( \text{Verify}(V K_F, V K_x, \sigma_y) = \text{Fx} \). For our construction, it suffices to show that the equation \( V = g^{\alpha y} \cdot (V K_x)^k \) will be satisfied, as that will cause the client to output \( y = Fx \). The equality can be proved as follows:

\[
V = \prod_{j=1}^d W_j^{x_j} = \prod_{j=1}^d (g^{s_j} \cdot R_j^{x_j}) = g^{\sum_{j=1}^d s_j x_j} \cdot \left( \prod_{j=1}^d R_j^{x_j} \right)^k = g^{\alpha y} \cdot (V K_x)^k.
\]

3.2 Security

The security of the scheme \( II \) requires that no probabilistic polynomial-time adversary should be able to persuade the client to accept a carefully crafted server result \( \tilde{\sigma}_y \), which will cause the client to output a wrong function value \( \tilde{y} \neq y \). Formally, this requires that any PPT adversary will succeed in the standard security experiment \( \text{Exp}_\mathcal{A}(\text{PPT Verif} || \mathcal{F}, \mathcal{L}) \) with at most a negligible advantage. In [26] it was shown that the two-input function \( H : \mathbb{Z}_p \times G \rightarrow G \) defined by \( H_k(X) = X^k \) is a weak pseudorandom function such that for any PPT adversary \( \mathcal{A} \) and any polynomial function \( d = d(\lambda) \), the advantage

\[
\epsilon_{\text{PPT Verif}} := |\Pr[\mathcal{A}((X_j, Z_j)) = 1] - \Pr[\mathcal{A}((X_j, Z_j)) = 1]|.
\]
of $\mathcal{A}$ distinguishing between the output distribution of $H$ on a set of randomly chosen group elements and the uniform distribution is negligible in $\lambda$, where the probabilities are taken over $k \leftarrow \mathbb{Z}_p$, $\{X_j\}_{j=1}^d \leftarrow \mathbb{G}^d$, $\{Y_j\}_{j=1}^d = \{H_k(X_j)\}_{j=1}^d$ and $\{Z_j\}_{j=1}^d \leftarrow \mathbb{G}^d$. In our multi-matrix verifiable computation scheme the weak PRF $H$ was also used in the computation of $W_j$ as $W_j = g^{a_j} \cdot H_k(R_j)$ for every $j \in [d]$.

**Theorem 1** Any adversary $\mathcal{A}$ making at most $q$ queries to the oracle $\mathcal{O}_{\text{Verify}(\cdot, \cdot)}$ in the experiment $\text{Exp}_{\mathcal{A}}^{\text{PriVerif}}[\Pi, \mathcal{F}, \lambda]$ will succeed with probability at most $q \cdot \epsilon_{\text{wprf}} + \frac{q}{p - q + 1}$, i.e., $\text{Adv}_{\mathcal{A}}^{\text{PriVerif}}[\Pi, \mathcal{F}, q, \lambda] \leq q \cdot \epsilon_{\text{wprf}} + \frac{q}{p - q + 1}$.

In particular, if $q$ is a polynomial function of $\lambda$ and $p$ is a $\lambda$-bit prime, then the adversary $\mathcal{A}$ succeeds with negligible probability.

**Proof** In order to show that $\text{Adv}_{\mathcal{A}}^{\text{PriVerif}}[\Pi, \mathcal{F}, q, \lambda] \leq q \cdot \epsilon_{\text{wprf}} + \frac{q}{p - q + 1}$, we define the following security experiments $E_0, E_1, E_2, \ldots, E_6$ and denote by $E_0(\mathcal{A})$, $E_1(\mathcal{A}), E_2(\mathcal{A}), \ldots, E_6(\mathcal{A})$. $E_0(\mathcal{A})$ are the events that $\mathcal{A}$ succeeds in the respective experiments, i.e., the events that the respective experiments output 1.

**Experiment $E_0$:** This is the standard security experiment $\text{Exp}_{\mathcal{A}}^{\text{PriVerif}}[\Pi, \mathcal{F}, \lambda]$.

**Experiment $E_1$:** This experiment is identical to $E_0$ except the following changes. Whenever the adversary $\mathcal{A}$ makes a query $(F, x, \sigma_x)$ to the oracle $\mathcal{O}_{\text{Verify}(\cdot, \cdot)}$, where $VK_F = (k, r)$, $VK_x = \prod_{j=1}^d R_j^{a_j}$, $\sigma_x = (y, V)$, the challenger performs the verification by checking the equality $V = g^{sy} \cdot \prod_{j=1}^d H_k(R_j)^{r_j}$, instead of checking the equality $V = y^{s_y} \cdot (\prod_{j=1}^d R_j^{r_j})^y$.

**Experiment $E_{2,i}$:** For every integer $i = 0, 1, \ldots, q$, the experiment $E_{2,i}$ is identical to $E_1$ except the following changes to the first $i$ queries made by the adversary:

- whenever $\mathcal{A}$ makes a query $F$ to the oracle $\mathcal{O}_{\text{KeyGen}(\cdot)}$, instead of choosing $k \leftarrow \mathbb{Z}_p$, and computing each $W_j$ as $W_j = g^{a_j} \cdot R_j^{k_j}$, the challenger chooses $d$ group elements $Z_i, \ldots, Z_d \leftarrow \mathcal{G}$, computes each $W_j$ as $W_j = g^{a_j} \cdot Z_j$, and keeps $VK_F = (Z_1, \ldots, Z_d, r)$ for the purpose of verification;

- whenever $\mathcal{A}$ makes a query $(F, x, \sigma_x)$ to the oracle $\mathcal{O}_{\text{Verify}(\cdot, \cdot)}$, where $\sigma_x = (y, V)$, the challenger retrieves $VK_F = (Z_1, \ldots, Z_d, r)$ and performs the verification by checking the equality $V = g^{sy} \cdot (\prod_{j=1}^d Z_j^{r_j})$.

It is straightforward to see that the experiment $E_{2,0}$ is identical to $E_1$.

**Experiment $E_3$:** This experiment is the renaming of the experiment $E_{2,q}$.

It is easy to see that the change of $E_1$ with respect to $E_0$ has no impact on the probability that $\mathcal{A}$ successfully breaks the security of the underlying scheme, i.e.,

$$\Pr[E_0(\mathcal{A})] = \Pr[E_{1,0}(\mathcal{A})] = \Pr[E_{2,0}(\mathcal{A})].$$

For every $i \in [q]$, the experiment $E_{2,i}$ is identical to $E_{2,i-1}$ except that in the $i$th query the values of a weak PRF $H_k$ in $\text{KeyGen}$ and $\text{Verify}$ is replaced with the truly random group elements. We must have that

$$|\Pr[E_{2,i-1}(\mathcal{A})] - \Pr[E_{2,i}(\mathcal{A})]| \leq \epsilon_{\text{wprf}}$$

for every $i \in [q]$, because otherwise one would be able to distinguish between the weak PRF and a truly random function with advantage $> \epsilon_{\text{wprf}}$, which however gives a contradiction. It remains to show that

$$\Pr[E_3(\mathcal{A}) = 1] \leq \frac{q}{p - q + 1},$$

which together with (1) and (2) will give the expected conclusion, i.e.,

$$\text{Adv}_{\mathcal{A}}^{\text{PriVerif}}[\Pi, \mathcal{F}, q, \lambda] \leq q \cdot \epsilon_{\text{wprf}} + \frac{q}{p - q + 1}.$$

In the experiment $E_3$, the adversary $\mathcal{A}$ makes at most $q$ queries to the oracles. Suppose that $\mathcal{A}$ has made a query to $\mathcal{O}_{\text{KeyGen}(\cdot)}$ with $F$. Then the challenger would have chosen $Z_1, \ldots, Z_d \leftarrow \mathcal{G}$, chosen $r \leftarrow \mathbb{Z}_p^m$, computed $s = (s_1, \ldots, s_d) = rF$, computed $W_j = g^{s_j} Z_j$ for every $j \in [d]$, and kept $VK_F = (Z_1, \ldots, Z_d, r)$ for verification. Whenever $\mathcal{A}$ makes a query to $\mathcal{O}_{\text{Verify}(\cdot, \cdot)}$ with $(F, x, \sigma)$, where $\sigma = (y, V)$, the challenger would verify if

$$\hat{V} = g^{sy} \cdot (\prod_{j=1}^d Z_j^{r_j}).$$

The query $(F, x, \sigma)$ allows $A$ to win in $E_3$ if and only if $\hat{V} \neq y$ but the equality (4) still holds. On the other hand, let $y = Fx$ and $V = (\prod_{j=1}^d W_j^{r_j})$ be the response that would be computed by an honest server. The correctness of the scheme would imply that

$$V = g^{sy} \cdot (\prod_{j=1}^d Z_j^{r_j}).$$

As a result, the query $(F, x, \sigma)$ allows $A$ to win in $E_3$ if and only if

$$(\hat{V} \neq y) \land (\hat{V}/V = g^{r (y - y)}).$$

For every $\ell \in [q]$, we denote by $S_\ell$ the event that (5) is satisfied in the $\ell$-th query to $\mathcal{O}_{\text{Verify}(\cdot, \cdot)}$. Then it is easy to see that $E_3(\mathcal{A})$ occurs if and only if for at least
one of the $\ell \in [q]$, the event $S_\ell$ occurs. Then we would have that
\[
\Pr[\mathcal{E}_3(\mathcal{A})] = \Pr[\forall_{i=1}^q S_{\ell}] \\
\leq \Pr[S_1] + \sum_{\ell=2}^q \Pr[S_\ell | \land_{i=1}^{\ell-1} S_i],
\]
where the inequality is a standard result from discrete probability theory.

It is not hard to see that the adversary $\mathcal{A}$ learns absolutely no information about $r$ from the queries to $\mathcal{O}_{\text{KeyGen}}(\cdot)$ in $\mathcal{E}_3$. In fact, the oracle’s answer ($\mathbf{F}, \mathbf{W}$) is completely independent of $r$ because each $W_j$ was computed as $W_j = g^{r_j} \cdot Z_j$ and the $Z_j$ was chosen uniformly at random and independent everything else in the experiment. On the other hand, it is also easy to see that the adversary $\mathcal{A}$ learns absolutely no information about $r$ from the queries to $\mathcal{O}_{\text{ProbGen}}(\cdot)$. This is because the oracle’s answer $V\mathcal{K}_x$ for each $x$ was computed as $V\mathcal{K}_x = \prod_{i=1}^s R_i^d$, which is completely independent of $r$. Therefore, before making any queries to $\mathcal{O}_{\text{Verify}}(\cdot, \cdot, \cdot)$ the verification key $r$ for each function is still uniformly distributed over $\mathbb{Z}_p^m$, from the point of view of $\mathcal{A}$.

Each query $(\mathbf{F}, x, (\hat{y}, \hat{V}))$ to $\mathcal{O}_{\text{Verify}}(\cdot, \cdot, \cdot)$ with $\hat{y} \neq y$ would either allow the adversary $\mathcal{A}$ to win in $\mathcal{E}_3$ (when $\hat{V}/V = g^{\hat{y} \cdot \mathcal{F}}$) or give some information about $r$ to $\mathcal{A}$ (when $\hat{V}/V \neq g^{\hat{y} \cdot \mathcal{F}}$). The former event will occur if and only if $r$ happens to a solution of the following equation system
\[
(\hat{y} - y)r = \log_g(\hat{V}/V),
\]
where $\log_g(\hat{V}/V)$ is the discrete logarithm of $\hat{V}/V \in \mathbb{G}$ with respect to the group generator $g \in \mathbb{G}$. The latter event will give $\mathcal{A}$ at most the knowledge that $r$ is not a solution of the equation system (7), which can be realized only if $\mathcal{A}$ has chosen $\hat{V}$ in a special way (for example, by choosing $\hat{v} \in \mathbb{Z}_p$ and setting $\hat{V} = V \cdot g^\hat{v}$).

When the first query was being made to $\mathcal{O}_{\text{Verify}}(\cdot, \cdot, \cdot)$, the $r$ was uniformly distributed over the set $\mathbb{Z}_p^m$. No matter which $\hat{y} = y$ was chosen by $\mathcal{A}$, the equation system (7) will have $p^{m-1}$ solutions in $\mathbb{Z}_p^m$. As a result, the uniformly distributed $r$ will happen to be a solution of (7) with probability $\epsilon_1 = p^{m-1}/p^m = 1/p$. In general, for every $\ell \in [q]$, if $\ell - 1$ queries have been made such that either $\hat{y} = y$ or (7) was not satisfied, then each such query would allow $\mathcal{A}$ to rule out at most $p^{m-1}$ possibilities of $r$ over the set $\mathbb{Z}_p^m$. Therefore, conditioned on $S_1 \land \cdots \land S_{\ell-1}$, the private key $r$ should be uniformly distributed over a subset of $\mathbb{Z}_p^m$ of $p^{m-\ell + 1}p^{m-1}$ elements. It follows that
\[
\Pr[S_\ell | \land_{i=1}^{\ell-1} S_i] \leq \frac{p^{m-\ell + 1}p^{m-1}}{p^{m-\ell + 1}p^{m-1}} = \frac{1}{p - (\ell - 1)}.
\]
for every $\ell \in [q]$. The equalities (6) and (8) imply that
\[
\Pr[\mathcal{E}_3(\mathcal{A})] \leq \sum_{\ell=1}^q \Pr[S_\ell | \land_{i=1}^{\ell-1} S_i] \\
\leq \sum_{\ell=1}^q \frac{1}{p - (\ell - 1)} \\
\leq \frac{q}{p - q + 1},
\]
which gives the expected inequality (3). \hfill \Box

### 4.4 Theoretical Analysis

**Computation Complexity.** In our scheme, the algorithm $\text{Setup}(1^n, \mathbb{F}_{m,d})$ chooses $d$ random elements from $\mathbb{G}$, a cyclic group of $p$ elements. For every $\mathbf{F} \in \{\mathbf{F}_1, \mathbf{F}_2, \ldots, \mathbf{F}_q\}$, the execution of $\text{KeyGen}(PK, SK, \mathbf{F})$ requires the client to choose $k \leftarrow \mathbb{Z}_p$, $r \leftarrow \mathbb{Z}_p^m$, compute $s = r\mathbf{F}$, and $W_j = g^{r_j} R_j^d$ for every $j \in [d]$. Each execution consists of $m + 1$ random number generations, $(m - 1)d$ additions modulo $p$, $md$ multiplications modulo $p$, $2d$ exponentiations in $\mathbb{G}$, and $d$ multiplications in $\mathbb{G}$. For every $\mathbf{x} \in \{x_1, x_2, \ldots, x_n\}$, the execution of $\text{ProbGen}(PK, SK, \mathbf{x})$ requires the client to compute $V\mathcal{K}_x = \prod_{i=1}^d R_i^s$. The execution consists of $d$ exponentiations in $\mathbb{G}$ and $d - 1$ multiplications in $\mathbb{G}$. For every $\mathbf{F} \in \{\mathbf{F}_1, \mathbf{F}_2, \ldots, \mathbf{F}_q\}$ and $\mathbf{x} \in \{x_1, x_2, \ldots, x_n\}$, $\text{Compute}(EK\mathbf{F}, \sigma_x)$ requires the server to compute both the result $\mathbf{y} = \mathbf{F}\mathbf{x}$ and a proof $V = \prod_{i=1}^d W_i^{x_i}$. The execution consists of $m(d - 1)$ additions modulo $p$, $md$ multiplications modulo $p$, $d$ exponentiations in $\mathbb{G}$ and $d - 1$ multiplications in $\mathbb{G}$. For every $\mathbf{F} \in \{\mathbf{F}_1, \mathbf{F}_2, \ldots, \mathbf{F}_q\}$ and $\mathbf{x} \in \{x_1, x_2, \ldots, x_n\}$, $\text{Verify}(V\mathcal{K}\mathbf{F}, V\mathcal{K}_x, \sigma_y)$ requires the client to verify if $V = g^{\sigma_y} \cdot (V\mathcal{K}_x)^{y}$. The execution consists of $m - 1$ additions modulo $p$, $m$ multiplications modulo $p$, 1 multiplication in $\mathbb{G}$ and 2 exponentiations in $\mathbb{G}$.
Table 1 Computation Complexity

| Algorithm       | rng  | add_p | mul_p | mul_c | exp_p |
|-----------------|------|-------|-------|-------|-------|
| Setup           | d    | 0     | 0     | 0     | 0     |
| KeyGen          | a(n+1) | amd   | ad    | 2ad   | 2am   |
| ProbGen         | 0    | 0     | 0     | b(d-1) | bd   |
| Compute         | 0    | abm(d-1) | abmd | ab(d-1) | abd |
| Verify          | 0    | ab(m-1) | abm   | ab    | 2ab   |

- non-shaded numbers: our computation complexity
- shaded numbers: computation complexity of [26]
- rng: random number generation
- add_p: addition modulo p
- mul_p: multiplication modulo p
- mul_c: multiplication in G
- exp_p: exponentiation in G

Table 1 provides both a summary of the above analysis and comparisons between our scheme and [26] for outsourcing the ab computations \( \{F, x_j : i \in [a], j \in [b]\} \). In particular, the non-shaded numbers describe our scheme and the shaded numbers describe [26]. As [26] is designed for computing the inner product of two vectors, in Table 1 the shaded numbers are obtained by executing the scheme of [26] for abm inner product computations. We denote with \( t_{rng}, t_{add}, t_{mul}, t_{exp} \), and the time required by each of the operations rng, add, mul, and exp, respectively. We denote with \( t^1_c \) (resp. \( t^2_c \)) the client-side computation time and the server-side computation time in our scheme (resp. the scheme of [26]). Then Table 1 shows that

\[
t^1_c = a(m+1) \cdot t_{rng} + a(m-1)(b+d) \cdot t_{add} + am(b+d) \cdot t_{mul} + (2ad + 2bd) \cdot t_{exp};
\]

\[
t^2_c = 2am \cdot t_{rng} + am(b+d) \cdot t_{mul} + (am + b(d-1) + abm) \cdot t_{exp};
\]

\[
t^1_s = abm(d-1) \cdot t_{add} + abmd \cdot t_{mul} + (2amd + bd + 2abm) \cdot t_{exp};
\]

\[
t^2_s = abm(d-1) \cdot t_{add} + abmd \cdot t_{mul} + abm(d-1) \cdot t_{exp}.
\]

It’s easy to see that we always have \( t^2_c \geq t^1_c \) and \( t^2_s \geq t^1_s \), i.e., our scheme is always faster than [26], in terms of both client-side computation and server-side computation. In particular, when \( a = b = m, d \to \infty \), and \( t_{exp} \gg \max\{t_{mul}, mt_{mul}, mt_{add}\} \), we will have

\[
t^2_c/t^1_c \geq 2m/3; \quad t^2_s/t^1_s \approx m.
\]

Communication Complexity. For every function \( F \in \{F_1, F_2, \ldots, F_a\} \) and every input \( x \in \{x_1, x_2, \ldots, x_b\} \), our scheme requires the client to send \( EKF, \sigma_x \) to the server and receive \( \sigma_y \) from the server. In our scheme, \( EKF = (F, W) \) consists of md elements in \( \mathbb{Z}_p \) and \( d \) elements in \( \mathbb{G} \), \( \sigma_x \) consists of \( d \) elements in \( \mathbb{Z}_p \) and \( \sigma_y = (y, V) \) consists of \( m \) elements in \( \mathbb{Z}_p \) and one element in \( \mathbb{G} \).

Table 2 Communication Complexity

|                | Elements in \( \mathbb{Z}_p \) | Elements in \( \mathbb{G} \) |
|----------------|-------------------------------|----------------------------|
| EKF            | amd                          | ad                         |
| \( \sigma_x \) | bd                            | 0                          |
| \( \sigma_y \) | abm                          | ab                         |

- non-shaded numbers: our communication complexity
- shaded numbers: communication complexity of [26]

Table 2 provides both a summary of the above analysis and comparisons between our scheme and [26] for outsourcing the ab computations \( \{F, x_j : i \in [a], j \in [b]\} \). In particular, the non-shaded numbers describe our scheme and the shaded numbers describe [26]. We denote with \( \ell_p \) (resp. \( \ell_G \)) the length in bits of each element of \( \mathbb{Z}_p \) (resp. \( \mathbb{G} \)). We denote with \( c^1 \) (resp. \( c^2 \)) the communication complexity of our scheme (resp. [26]). Then Table 2 shows that

\[
c^1 = (amd + bd + abm)\ell_p + (ad + ab)\ell_G;
\]

\[
c^2 = (amd + bd + abm)\ell_p + (amd + amb)\ell_G.
\]

It’s easy to see that \( c^1 < c^2 \), i.e., the communication complexity of our scheme is always lower than [26]. In particular, when \( \ell_p = O(\ell_G) \) and \( amd + amb \gg ad + ab + bd \), we will have

\[
c^2/c^1 \approx 1 + \ell_G/\ell_p.
\]

Storage complexity. For every \( F \in \{F_1, F_2, \ldots, F_a\} \), our scheme requires the client to store two keys \( VK_F \) and \( VK_x \) for future verification. In particular, \( VK_F = (k, r) \) consists of \( m + 1 \) elements in \( \mathbb{Z}_p \), and \( VK_x \) is an element of \( \mathbb{G} \).

Table 3 Storage Complexity

|                | Elements in \( \mathbb{Z}_p \) | Elements in \( \mathbb{G} \) |
|----------------|-------------------------------|----------------------------|
| \( VK_F \)    | a(m+1)                        | 0                          |
| \( VK_x \)    | 0                             | b                          |

- non-shaded numbers: our storage complexity
- shaded numbers: storage complexity of [26]
Table 3 provides both a summary of the above analysis and comparisons between our scheme and [26] for outsourcing the $ab$ computations \(\{F_i x_j : i \in [a], j \in [b]\}\). In particular, the non-shaded numbers describe our scheme and the shaded numbers describe [26]. We denote with $s^1$ (resp. $s^2$) the storage complexity of our scheme (resp. [26]). Then Table 3 shows that

\[
\begin{align*}
    s^1 &= a(m + 1)\ell_p + b\ell_G; \\
    s^2 &= 2am\ell_p + b\ell_G.
\end{align*}
\]

It’s easy to see that $s^1 < s^2$, i.e., the storage complexity of our scheme is always smaller than [26]. In particular, when $\ell_p = O(\ell_G)$ and $am \gg b$, we will have

\[
s^2/s^1 \approx 2. \quad (11)
\]

4.2 Experimental Results

We implemented both our scheme and the scheme of [26] for outsourcing the computations of $Fx$ for all $F \in \{F_1, F_2, \ldots, F_s\}$ and $x \in \{x_1, x_2, \ldots, x_s\}$. Our implementations are based on the RELIC toolkit in C language, and using OpenMP for threading support. All executions are conducted on a computer with Intel(R) Core(TM) i7-6700 CPU processor running at 3.40GHz and a 8GB RAM.

**Computation Complexity.** In our experiment, we fix any three out of the four parameters $a$, $b$, $m$ and $d$, and let the remaining parameter vary in a certain range. Figure 1 shows the dependence of the client-side running time as a function of the remaining parameter. Figure 1 shows that the client-side computation time in our scheme is always smaller than that of [26] and the time saving is consistent with the theoretical analysis below Table 1. For example, when $a = b = m = 20$ and $d = 200$, our benchmark shows that $t_{\text{exp}_C} \gg \max\{t_{\text{mul}_G}, mt_{\text{mul}_G}, mt_{\text{add}_G}\}$; our experiment shows that $t^C_1 \approx 1.12s$, $t^C_2 \approx 15.48s$ and $t^C_2/t^C_1 \approx 13.82 \geq 2m/3$, which is implied by Equation (9). Figure 2 shows that the server-side computation time in our scheme is always smaller than that of [26] and the time saving is consistent with the theoretical analysis below Table 1. For example, when $a = b = m = 20$ and $d = 200$, our experiment shows that $t^S_1 \approx 7.23 s$, $t^S_2 \approx 138.90 s$ and $t^S_2/t^S_1 \approx 19.2$, which is very close to $m$. This fact is also implied by Equation (9).

**Communication Complexity.** Figure 3 compares the communication complexity of our scheme and [26]. In
our experiment, we choose the sets $\mathbb{Z}_p$ and $G$ such that each element of $\mathbb{Z}_p$ has a representation of 2304 bits and each element of $G$ has a representation of 832 bits, i.e., $\ell_p = 2304$ and $\ell_G = 832$. Figure 3 shows that our communication complexity is smaller than [26] and the communication saving is consistent with the theoretical analysis below Table 2. For example, when $a = b = d = 20$ and $m = 200$, our experiment shows that $c_1 \approx 44.13MB$, $c_2 \approx 59.92MB$ and $c^2/c_1 \approx 1.36 \approx 1 + \ell_G/\ell_p$, which is implied by Equation (10).

Storage Complexity. Figure 4 compares the storage complexity of our scheme and [26]. It shows that our storage complexity is smaller than [26] and the storage saving is consistent with the theoretical analysis below Table 3. For example, when $a = b = d = 20$ and $m = 200$, our experiment shows that $s_1 \approx \bar{s}_1 = 1132.67KB$, $s_2 \approx 2252.03KB$ and $s^2/s_1 \approx 2$, which is implied by Equation (11).

5 Conclusions

In this paper, we constructed the first multi-function verifiable computation scheme for outsourcing matrix functions. When it is used to outsource $m$ linear functions, the scheme outperforms the scheme of [26] by a factor of $m$. This gives essential cost saving as long as $m$ grows and is large enough. Our technique of combining $m$ linear functions as one and then conduct a known verification may be of independent interest. Our multi-matrix verifiable computation scheme is publicly delegatable and private verifiable, it is an open problem to construct a scheme that is both publicly delegatable and public verifiable. As all previous multi-function verifiable computation schemes [50, 26], ours does not protect the confidentiality of the client’s functions, inputs, or outputs. It is also an interesting problem to construct a scheme that keeps the confidentiality of the client’s data.

Acknowledgements. The authors would like to thank the anonymous referees for their helpful comments. This work is supported by the NSFC (No. 61602304).

References

1. Agrawal, S., Boneh, D.: Homomorphic MACs: MAC-based integrity for network coding. In: Abdalla, M., Pointcheval, D., Fouque, P.-A., Vergnaud, D. (eds.) ACNS 2009. LNCS, vol. 5530, pp. 292–305. Springer, Heidelberg (2009).
2. Applebaum, B., Ishai, Y., Kushilevitz, E.: From Secrecy to Soundness: Efficient Verification via Secure Computation. In: Abramsky, S., Gavoille, C., Kirchner, C., Meyer auf der Heide, F., Spirakis, P.G. (eds.) ICALP 2010. LNCS, vol. 6198, pp. 152–163. Springer, Heidelberg (2010)
3. Arora S., Safra S.: Probabilistic checking of proofs: a new characterization of NP. J. ACM 45(1), 70–122 (1998)
4. Assuncao, M.D., Costanzo, A., Buyya, R.: A cost-benefit analysis of using cloud computing to extend the capacity of clusters. Clust. Comput. 13(3), 335–347 (2010)
5. Babai, L.: Trading group theory for randomness. In: STOC, pp. 421–429 (1985)
6. Backes, M., Barbosa, M., Fiore, D., Reischuk, R.M.: AD-SNARK: Nearly Practical and Privacy-Preserving Proofs on Authenticated Data. In: 2015 IEEE Symposium on Security and Privacy.
7. Backes M., Fiore D., Reischuk R.M.: Verifiable delegation of computation on outsourced data. In: Sadeghi A.-R., Gligor V.D., Yung M. (eds.) ACM CCS 13, pp. 863–874. ACM Press (2013).
8. Benabbes, S., Gennaro, R., Vahlis, Y.: Verifiable Delegation of Computation over Large Datasets. In: Rogaway, P. (ed.) CRYPTO 2011. LNCS, vol. 6841, pp. 111–131. Springer, Heidelberg (2011)
9. Ben-Sasson, E., Chiesa, A., Genkin, D., Tromer, E.: ‘SNARKs for C: Verifying program executions succinctly and in zero knowledge’, Advances in Cryptology-CRYPTO 2013, Santa Barbara, CA, USA, Aug 2013, pp. 90–108.
10. Ben-Sasson, E., Chiesa, A., Tromer, E. and Virza, M.: ‘Succinct non-interactive zero knowledge for a von Neumann architecture’, 23rd USENIX Security Symposium, San Diego, CA, USA, Aug 2014, pp. 781–796.
11. Bitansky, N., Canetti, R., Chiesa, A., Tromer, E.: From extractable collision resistance to succinct non-interactive arguments of knowledge, and back again. In: ITCS, pp. 326–349 (2012)
12. Boneh, D., Freeman, D.M.: Homomorphic signatures for polynomial functions. In: Paterson, K.G. (ed.) EUROCRYPT 2011. LNCS, vol. 6632, pp. 149–168. Springer, Heidelberg (2011).
13. Boneh, D., Freeman, D.M., Katz, J., Waters, B.: Signing a linear subspace: signature schemes for network coding. In: Jarecki, S., Tsudik, G. (eds.) PKC 2009. LNCS, vol. 5443, pp. 68–87. Springer, Heidelberg (2009).
14. Braun, B., Feldman, A. J., Ren, Z., et al.: ‘Verifying computations with state’. 24th ACM Symposium on Operating Systems Principles’. Farmington, PA, USA, November 2013, pp. 341–357.

15. Canetti, R., Rivay, B., Rothblum, G.N.: Two protocols for delegation of computation. In: Smith, A. (ed.) ICITS 2012. LNCS, vol. 7412, pp. 37–61. Springer, Heidelberg (2012)

16. Carl Meyer, Matrix Analysis and Applied Linear Algebra Book and Solutions Manual, vol. 2, Society for Industrial and Applied Mathematics, 2000

17. Catalano, D., Fiore, D.: Practical homomorphic MACs for arithmetic circuits. In: Johansson, T., Nguyen, P.Q. (eds.) EUROCRYPT 2013. LNCS, vol. 7881, pp. 336–352. Springer, Heidelberg (2013)

18. Catalano, D., Fiore, D., Gennaro, R., Vamvourellis, K.: Algebrac (Trapdoor) One-way Functions and Their Applications. In: Sahai, A. (ed.) TCC 2013. LNCS, vol. 7785, pp. 680–699. Springer, Heidelberg (2013)

19. Chapman, C., Emmerich, W., Marquez, F.G., Clayman, S., Galis, A.: Software architecture definition for on-demand cloud provisioning. Clust. Comput. 15(2), 79–100 (2012)

20. Chaum, D., Pedersen, T.P.: Wallet databases with applications. In: Brickell, E.F. (ed.) CRYPTO 1992. LNCS, vol. 740, pp. 89–105. Springer, Heidelberg (1993).

21. Chen, X., Huang, X., Li, J., Lou, W., Weng, D.S.: New algorithms for secure outsourcing of large-scale systems of linear equations. IEEE Trans. Inf. Forensics Secur. 10(1), 69–78 (2015)

22. Cheng, T.Y., Jia, X.: Compressive Traffic Monitoring in Hybrid SDN. IEEE Journal on Selected Areas in Communications, vol. 36, no. 12, pp. 2731–2743 (2018).

23. Chung, K.-M., Kalai, Y.T., Liu, F.-H., Raz, R.: Memory Delegation. In: Rogaway, P. (ed.) CRYPTO 2011. LNCS, vol. 6841, pp. 151–168. Springer, Heidelberg (2011)

24. Chung, K.-M., Kalai, Y., Vadhan, S.P.: Improved Delegation of Computation Using Fully Homomorphic Encryption. In: Rabin, T. (ed.) CRYPTO 2010. LNCS, vol. 6223, pp. 483–501. Springer, Heidelberg (2010)

25. Cormode, G., Mitzenmacher, M., Thaler, J.: ‘Practical verified computation with streaming interactive proofs’, 3rd Innovations in Theoretical Computer Science Conference, Cambridge, MA, USA, January 2012, pp. 90–112.

26. Fiore, D., Gennaro, R.: Publicly verifiable delegation of large polynomials and matrix computations, with applications. In: Yu, T., Danezis, G., Glolz, V.D. (eds.) ACM CCS 2012, pp. 501–512. ACM Press (October 2012)

27. Gennaro, R., Gentry, C., Parno, B.: Non-interactive verifiable computing: Outsourcing computation to untrusted workers. In: Rabin, T. (ed.) CRYPTO 2010. LNCS, vol. 6223, pp. 465–482. Springer, Heidelberg (2010)

28. Gennaro, R., Gentry, C., Parno, B., Raykova, M.: Quadratic Span Programs and Succint NIZKs without PCPs. In: Johansson, T., Nguyen, P.Q. (eds.) EUROCRYPT 2013. LNCS, vol. 7881, pp. 626–645. Springer, Heidelberg (2013)

29. Gennaro, R., Wichs, D.: Fully homomorphic message authenticators. In: Sako, K., Sarkar, P. (eds.) ASIACRYPT 2013. LNCS, vol. 8270, pp. 301–320. Springer, Heidelberg (2013)

30. Gentry, C.: Fully homomorphic encryption using ideal lattices. In: STOC 2009, pp. 169–178. ACM, New York (2009)

31. George AF, Seber, Alan J. Lee, Linear Regression Analysis, vol. 906, Wiley, 2012.

32. Gentry, C., Wichs, D.: Separating Succinct Non-interactive Arguments from All Falsifiable Assumptions. In: Fortnow, L., Vadhan, S.P. (eds.) 43rd ACM STOC, pp. 99–108. ACM Press (June 2011)

33. Goldwasser, S., Kalai, Y.T., Rothblum, G.N.: Delegating Computation: Interactive Proofs for Muggles. In: Ladner, R.E., Dwork, C. (eds.) 40th ACM STOC, pp. 113–122. ACM Press (May 2008)

34. Goldwasser, S., Micali, S., Rackoff, C.: ‘The knowledge complexity of interactive proof-systems (extended abstract). In: STOC, pp. 291–304 (1985)

35. Golle, P., Mironov, I.: Uncheatable distributed computations. In: Naccache, D. (ed.) CT-RSA 2001. LNCS, Vol. 2020, pp. 425–440. Springer, Heidelberg (2001)

36. Gorbunov, S., Vaikuntanathan, V., Wichs, D.: Levelled fully homomorphic signatures from standard lattices. In: STOC, pp. 469–477 (2015)

37. Goyal, V., Pandey, O., Sahai, A., Waters, B.: Attribute-based encryption for fine-grained access control of encrypted data. In: Proceedings of the 13th ACM CCS, pp. 89–98 (2006)

38. Hohenberger, S., Lysyanskaya, A.: How to securely outsource cryptographic computations. In: Kilian, J. (ed.) TCC 2005. LNCS, vol. 3378, pp. 264–282. Springer, Heidelberg (2005)

39. Kilian, J.: A note on efficient zero-knowledge proofs and arguments. In: STOC, pp. 723–732 (1992)

40. Kilian, J.: Improved efficient arguments. In: Coppersmith, D. (ed.) CRYPTO 1995. LNCS, vol. 963, pp. 311–324. Springer, Heidelberg (1995)

41. Lei, X., Liao, X., Huang, T., Herinaiaina, F.: Achieving security, robust cheating resistance, and high-efficiency for outsourcing large matrix multiplication computation to a malicious cloud. Inf. Sci. 280, 205–217 (2014)

42. Lei, X., Liao, X., Huang, T., Li, H.: Cloud computing service: the case of large matrix determinant computation. IEEE Trans. Serv. Comput. 8(5), 688–700 (2015)

43. Lei, X., Liao, X., Huang, T., Li, H., Hu, C.: Outsourcing large matrix inversion computation to a public cloud. IEEE Trans. Cloud Comput. 1, 78–87 (2013)

44. Mehdz Mohammadi, Bijan Raahemi, Ahmad Akbari, Babak Nassershariah, Hossein Moeinazadeh, Improving linear discriminant analysis with artificial immune system-based evolutionary algorithms, Inform. Sci. 189 (2012) 219–232

45. Mell, P., Grance, T: The NIST definition of Cloud Computing. Gaithersburg, MD: NIST, Special Publication 800–145 (2011)

46. Micali, S.: CS proofs. In: FOCS, pp. 436–453 (1994)

47. Naor, M., Pinkas, B.: Oblivious polynomial evaluation. SIAM J. Comput. 35(5), 1254–1281 (2006)

48. Papamantzou, C., Shi, E., Tamassia, R.: Signatures of correct computation. In: Sahai, A. (ed.) TCC 2013. LNCS, vol. 7785, pp. 222–242. Springer, Heidelberg (2013)

49. Parino, B., Howell, J., Gentry, C., et al.: ‘Pinocchio: Nearly practical verifiable computation’. Security and Privacy, Berkeley, CA, USA, May 2013, pp. 238–252.

50. Parino, B., Raykova, M., Vaikuntanathan, V.: How to delegate and verify in public: verifiable computation from attribute-based encryption. In: Cramer, R. (ed.) TCC 2012. LNCS, vol. 7194, pp. 422–439. Springer, Heidelberg (2012)

51. Rafael C. Gonzalez, Richard E. Woods.: Digital Image Processing (3rd Edition). Prentice-Hall, Inc., Upper Saddle River, NJ, USA 2006.
52. Sahai, A., Waters, B.: Fuzzy identity-based encryption. In: Cramer, R. (ed.) EUROCRYPT 2005. LNCS, vol. 3494, pp. 457–473. Springer, Heidelberg (2005).
53. Sarah F.F. Gibson, Brian Mirtich, A survey of deformable modeling in computer graphics, Technical Report TR-97-19, 1997.
54. Setty, S., Braun, B., Vu, V., et al.: ‘Resolving the conflict between generality and plausibility in verified computation’, 8th ACM European Conference on Computer Systems, Prague, Czech Republic, April 2013, pp. 71–84.
55. Setty, S., McPherson, R., Blumberg, A. J., Walfish, M.: ‘Making argument systems for outsourced computation practical (sometimes)’, NDSS Symposium 2012, San Diego, CA, USA, February 2012, pp. 17.
56. Setty, S., Vu, V., Panpalia, N., et al.: ‘Taking Proof-Based Verified Computation a Few Steps Closer to Practicality’, 21st USENIX Security Symposium, Bellevue, WA, USA, August 2012, pp. 253–268.
57. Tao R, Meng XY, Wang Y (2010) Image encryption with multioords of fractional Fourier transforms. IEEE Trans Inf Forensic Secur 5(4):734–738
58. Thaler, J.: ‘Time-optimal interactive proofs for circuit evaluation’, Advances in Cryptology-CRYPTO 2013, Santa Barbara, CA, USA, August 2013, pp. 71–89.
59. Thaler, J., Roberts, M., Mitzenmacher, M., et al.: ‘Verifiable Computation with Massively Parallel Interactive Proofs’, 4th USENIX Workshop on Hot Topics in Cloud Computing, Boston, MA, USA, June 2012, pp. 22–28.
60. Vu, V., Setty, S., Blumberg, A. J., Walfish, M.: ‘A hybrid architecture for interactive verifiable computation’, Security and Privacy, San Francisco, CA, USA, February 2013, pp. 223–237.
61. Wahby, R, S., Setty, S., Ren, Z., Blumberg, A. J., Walfish, M.: ‘Efficient RAM and control flow in verifiable outsourced computation’, The 2015 Network and Distributed System Security, San Diego, CA, USA, February 2015.
62. Walfish, M., Blumberg, A. J.: ‘Verifying computations without reexecuting them’, Communications of the ACM, 2015, 58, (2), pp. 74–84.
63. Wu, Y., Liu, M., Xue, R., Zhang, R.: Attribute-based multi-function verifiable computation. Future Generation Computer Systems, 78, 995–1004(2018).
64. Zhu, Z.L., Zhang, W., Wong, K.W., Yu, H.: A chaos-based symmetric image encryption scheme using a bit-level permutation, Inform. Sci. 181 (6) (2011) 1171–1186.