QED parton distribution functions in the MSHT20 fit
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Abstract We present the MSHT20qed set of parton distribution functions (PDFs). These are obtained from the MSHT20 global analysis via a refit including QED corrections to the DGLAP evolution at $\mathcal{O}(\alpha)$, $\mathcal{O}(\alpha \alpha_s)$ and $\mathcal{O}(\alpha^2)$, and containing the photon PDF of the proton. As in the previous MMHT15qed study we use an input distribution for the photon that is derived from the LUXqed formulation, and find good consistency for the photon PDF with that of MMHT15qed, as well as with other recent sets. We also present a set of QED corrected neutron PDFs and accompanying photon distribution, and provide the photon PDF of the nucleons separated into elastic and inelastic contributions. We assess the general expectations for the impact of photon-initiated (PI) corrections to processes entering PDF fits, and review the effect of QED corrections on the other partons and on the fit quality, where electroweak corrections (including PI production) are appropriately added to the cross sections wherever possible. We explore the phenomenological implications of this set by comparing to a variety of benchmark cross sections, finding small but significant corrections due to the inclusion of QED effects in the PDFs.

1 Introduction

The level of precision aimed for at the Large Hadron Collider (LHC) is now reaching the point where the inclusion of electroweak (EW) corrections in theoretical predictions is often becoming mandatory. This requires that EW corrections are applied not only to the partonic cross sections but also to the corresponding Parton Distribution Functions (PDFs), with QED corrections forming a part of this. These can be included by supplementing the DGLAP [1–5] evolution of the PDFs to include QED parton splittings. This automatically results in the photon becoming a constituent parton of the proton, leading to photon-initiated (PI) sub-processes entering as corrections to the leading QCD cross section for processes such as Drell–Yan [6], EW boson–boson scattering [7] and Higgs production with an associated EW boson [8]. Additionally, semi-exclusive [9, 10] and exclusive PI production of states with EW couplings has significant potential as a probe of SM and BSM physics.

The inclusion of QED corrections in DGLAP, and the corresponding photon PDF, has a long history. MRST provided the first publicly available QED set [11], using DGLAP splitting kernels at $\mathcal{O}(\alpha)$ in QED and modelling the input photon as arising radiatively from the quarks below input. Subsequent sets either used similar phenomenological models [12], or constrained the photon by utilising the rather limited sensitivity of DIS and Drell–Yan data via PI final states [13, 14]. Both approaches lead to photon PDF uncertainties of at least 10% and often more. Moreover, the distinction between the elastic and inelastic photon emission was rarely considered. In [9, 15, 16] it was shown how a more accurate determination of the photon distribution at input could be found by using the experimentally well determined elastic form factors of the proton. More generally, as discussed long ago in e.g. [17], the contributions from elastic and inelastic emission to the photon PDF are directly related to the corresponding structure functions, $F_{1,2}^{el}, F_{1,2}^{inel}$; this idea has been revisited over the years in [18–21]. However, it has recently been placed within a rigorous and precise theoretical framework by the LUXqed group [22, 23], who consequently provided a publicly available photon PDF with uncertainties determined by those on the structure functions used as input, i.e. at the level of a few percent. Additionally, QED DGLAP splitting kernels have now been calculated to $\mathcal{O}(\alpha \alpha_s)$ [24] and $\mathcal{O}(\alpha^2)$ [25]. These are implicit in the LUXqed approach, and are easily implemented in DGLAP evolution codes.

Hence, it is now possible to be far more precise and confident about the effects of QED modified partons, the photon distribution and their impact on cross section calculations. The first global PDF set including a photon distribution based
on the LUXqed approach was produced by the NNPDF group [26]. This was soon followed by QED corrected PDFs based on the MMHT14 PDFs (in practice also including the final HERA combined cross section data, so more similar to the slightly modified PDFs in [27]), which followed a LUXqed-inspired approach [28] that we will summarise in the following section. More recently the CT group has also produced PDFs with QED corrections and a LUXqed-inspired photon distribution [29]. The photon distributions in these sets now all have uncertainties of a few percent, and are all broadly consistent with each other, representing a huge improvement in the knowledge of the photon content of the proton. On the other hand, some care must be taken when claiming equivalently high precision in the corresponding PI cross sections, which in the above studies are only calculated at LO in $\alpha$; these will therefore have significantly larger scale variation uncertainties than the percent level uncertainty due to the photon PDF. As we will discuss in the following section, of the processes entering global PDF fits, the PI contributions to off-peak lepton pair production are by far the most dominant ones. With this in mind, when calculating the PI corrections in this case we will follow the approach of [30,31], which applies the structure function (SF) approach to directly calculate the dominant PI contribution to lepton pair production away from the $Z$ peak. This provides percent level precision in the cross section prediction here, bypassing the issue of large LO scale variations. For other processes, a standard EW K-factor approach can be taken (or fast interpolation grids, as presented in [32]), although in the majority of cases the impact of PI production is found to be marginal at the current level of precision.

The outline of the paper is as follows. In Sect. 2.1 our procedure for including the QED effects within the MSHT framework is briefly described; here we start with the latest MSHT20 [33] QCD-only partons. The approach is very similar to that adopted in [28], but involves a minor change to the photon splitting function, the inclusion of more PI initiated contributions to fitted data sets, and the application of the SF approach to calculate these. In Sect. 2.2 we assess the general expectations for the impact of photon-initiated (PI) corrections to processes entering PDF fits such as MSHT20. In Sect. 3 we present the fit quality of the QED corrected global fit. As before it is found that QED corrections cause a slight deterioration in fit quality, and we discuss this. In Sect. 4 we describe the impact on the QCD partons as well as presenting the corresponding photon PDF. We compare to the PDFs without the inclusion of QED effects, as well as to the MMHT15qed set and the results of other groups. We also examine the phenomenological consequences of QED corrections by comparing a number of benchmark cross sections to those obtained using the QCD-only PDFs. This leads to small, but not insignificant changes. In Sect. 5 we present the differences between the neutron PDF up and down quarks, demonstrating the effects of QED-induced isospin violation, and between the proton and neutron photon PDFs. In Sect. 6 we describe the availability of the PDFs. As well as the conventional set of QED altered PDFs, we provide grids for the photon PDF separated into its elastic and inelastic components, and a consistent set of QED corrected neutron PDFs. Finally, in Sect. 7, we conclude.

2 Including QED effects in the MSHT framework

2.1 Modifications to PDFs

The treatment of QED corrections follows that of the MMHT15qed set, outlined in [28]. In particular, the photon PDF is calculated using a suitable modification of the LUXqed formula [22,23]:

$$x\gamma^p(x, Q^2_0) = \frac{1}{2\pi\alpha(Q^2_0)} \int_0^1 \frac{dz}{z} \left\{ \int_{x_{\min}^p} x \times \left[ \left( z P_{\gamma,q}(z) + \frac{2x^2 m_p^2}{Q^2} \right) F_2(x/z, Q^2) \right. \right.$$

$$- z^2 F_L(x/z, Q^2) \left. - \alpha^2(Q^2_0) \left( z^2 + \ln(1-z) z P_{\gamma,q}(z) \right. \right.$$  

$$\left. - \frac{2x^2 m_p^2}{Q^2_0} \right) F_2(x/z, Q^2_0) \right\}, \quad (1)$$

at input scale $Q_0 = 1$ GeV. The structure functions $F_{2,L}$ receive contributions from both elastic and inelastic photon emission, and are precisely determined using experimental data on lepton–proton scattering. In more detail, the elastic structure functions are determined from a fit by the A1 collaboration [34], and the inelastic via the HERMES GD11-P fit [35] and data from the CLAS collaboration [36], in the continuum and resonance regions, respectively. Uncertainties on the photon are included due to several sources (see [28]) for further details): the experimental uncertainty on the elastic photon PDF, the value of the $R$ ratio used to determine the inelastic $F_L$, the value of the threshold $W$ between which the HERMES and CLAS data are used for the inelastic structure functions, the experimental uncertainty on the CLAS data for the resonance region, the uncertainty in the HERMES fit for the continuum region, and the modelling of renormalon corrections to the quark evolution. Each of these includes as a separate error eigenvector pair, while in addition the standard PDF uncertainties due to the fit of the QCD partons as in the MSHT20 set [33] are included; these give 32 eigenvectors, and hence in total there are 38 eigenvectors for the MSHT20qed set.1

1 We in fact find that a more stable set of eigenvectors is found by fixing the 3rd rather than the 4th Chebyshev polynomial associated with the
QED corrections to DGLAP evolution are again included up $O(\alpha^2)$ and $O(\alpha^2\alpha_s)$. The treatment of these is therefore broadly the same as in MMHT15qed, with however one exception. Namely, we now choose to include leptonic loop contributions to the photon–photon splitting function, which at $O(\alpha)$ is proportional to the sum

$$\sum_i e_i^2 = N_C \sum_q e_q^2 + \sum_l e_l^2.$$  

In the MMHT15qed fit, the second term was omitted, as the inclusion of this strictly implies that we must include lepton PDFs (see [37,38] for further studies), which in principle enter due to splittings of the form $q \rightarrow l\bar{l}$. As these are not present in the MSHT framework the inclusion of lepton loops in $P_{g\gamma}$ would in particular lead to some small amount of violation of the momentum sum rule, due to absence of $l \rightarrow l\gamma$ splitting contributions. However, as discussed in [28] (see Fig. 24 of that paper) the impact of such lepton loops is not completely negligible on the photon PDF itself, reducing it by up to 2% at LHC scales; the $P_{g\gamma}$ splitting function leads to a reduction in the photon as it undergoes DGLAP evolution, and leptonic loop contributions increase this effect. Indeed the lack of these contributions, which are included in both the NNPDF31luxqed [26], and CT18qed, CT18lux [29] sets, can be seen in Fig. 10 of [29] to potentially lead to a rather systematic offset of the MMHT15qed photon PDF with respect to these sets. Moreover, as discussed in [30] the factorization scale of the photon PDF is directly tied to the scale at which one should evaluate the renormalization scale of $\alpha$ associated with the coupling of the photon to the production subprocess. Given the running of $\alpha$ will of course in general include lepton loops, their absence in $P_{g\gamma}$ is potentially inconsistent. For these reasons, we now choose to include them. We will comment on their impact in the following sections.

### 2.2 Including photon-initiated production in a global PDF fit

In addition to modifying the DGLAP evolution of the QCD partons, QED corrections will also enter directly into the calculation of the cross section predictions entering the fit. This will include PI production, which forms a subset of the broader class of EW corrections. It is therefore useful to assess on general grounds the size that such PI contributions are expected to have for processes that enter current global PDF fits.

As discussed above, the PI channel can play an important role in the production of objects with EW couplings, such as EW boson–boson scattering and Higgs boson production with an associated EW boson; however, these are not currently included in global PDF fits. Of the processes entering the global fits, such as MSHT20, one might broadly consider DIS, inclusive jets, $t\bar{t}$ and lepton pair production as receiving potentially relevant PI contributions. For the production of strongly interacting particles in hadron–hadron collisions such as $t\bar{t}$ and jets, the leading PI contribution comes from replacing an initial-state gluon with a photon, for all relevant diagrams, e.g. for $gg \rightarrow t\bar{t}$ we instead have $\gamma g \rightarrow t\bar{t}$. To estimate the expected suppression in this case in Fig. 1 we show the ratio of the photon to gluon PDFs at a representative scale $Q^2 = 10^4$ GeV$^2$ (although the precise choice does not affect the results significantly). We can see that photon PDF is suppressed by $\sim 2$ orders of magnitude or more, with the exception of the largest $x$ values where the suppression is a little less, though still significant. This is in particular a significantly larger suppression than one might rather naively expect from simple $\sim \alpha/\alpha_s$ scaling in the corresponding PDFs. In the $g\gamma$-initiated process, we will receive an additional suppression $\sim \alpha/\alpha_s$ due to the $\gamma q$ coupling, and hence we also show the same ratio, but weighted by this factor. We can see that the expected correction enters at the per mille level, and hence in practice may be expected to enter at roughly the same level as N$^3$LO QCD corrections or even less, rather than the NNLO order one might naively expect from the fact that $\alpha_s(M_Z)^2 \sim \alpha(M_Z)$.

Now in reality, the true result will of course require a full calculation, accounting for the colour factors, differing diagrams that enter and the fractional quark charge; the former effects will broadly speaking enhance the PI contribution, whereas the latter will suppress it. This therefore should, and can, be verified by explicit calculation. This is achieved in e.g. [26,39] for the case of $t\bar{t}$ production, and in fact the level of suppression is found to be larger than that expected from Fig. 1 (left), by roughly a further order of magnitude. For jet production, we can expect the suppression to be even greater, due to the presence of pure gluonic channels, which of course receive no leading PI contribution, although the heavy top quark mass in the $t\bar{t}$ case makes the comparison a little less direct. For DIS, the same argument applies as above, but now it is the NLO in QCD gluon-initiated diagram that receives the leading correction as above, and hence the suppression is expected to be an $O(\alpha_s\alpha)$ more. We therefore conclude that the impact of PI contributions to these processes is in general not expected to be significant at the NNLO QCD precision.
level,\(^3\) although this should of course be verified by explicit calculation, given it may not apply uniformly in all kinematic regions and for all processes.

We are therefore left to consider lepton pair production, for which the final state is of course not strongly interacting, and hence the arguments above do not apply. Here, as is well known, the \(t\)-channel \(\gamma\gamma \rightarrow l^+l^-\) process can be of much greater phenomenological relevance. To demonstrate this, in Fig. 1 (right) we show the ratio of the \(\gamma\gamma\) partonic luminosity to the \(e^2\) charge weighted \(q\bar{q}\) luminosity, relevant for \(q\bar{q} \rightarrow \gamma^*\) DY production; see e.g. [41] for a definition of these. We can see that this ratio is at the level of a few per mille, however once we divide by the LO QCD DY colour factor. In both plots the PDFs result from NNLO fits to the MSHT20 dataset, with QED effects included.

The \(g \rightarrow q\bar{q}\) diagram now only enters at NLO in QCD we might expect the suppression to be larger still, although this will depend on e.g. the impact of colour factors and fractional quark charges. In e.g. [43,44] results are presented for this channel using the MRST2004QED [11] set, and are indeed found to enter at the level of a few per mille. While this set is certainly now outdated, as seen in [23] it lies within \(\sim 50\%\) of the LUXqed photon PDF, and hence the true result will also be of this order. As discussed further below, an additional point to note is that, for the current highest precision on-peak \(Z\) data entering the fit, from the ATLAS collaboration, the \(t\)-channel \(\gamma\gamma \rightarrow l^+l^-\) PI contribution is in any case subtracted directly at the data level. We finally note that although the inclusive lepton pair signal has been discussed above, very similar conclusions will hold for measurements of the lepton pair \(p_{\perp}\) distribution, or production in association with jets, which also enter PDF fits.

We therefore conclude that, of the processes that currently enter global PDF fits, lepton pair production away from the \(Z\) peak region receives by far the largest PI contribution, which as discussed above can enter at the 5–10\% level. With this in mind, to calculate this we use the SFGen Monte Carlo implementation of the Structure Function (SF) approach discussed in [31,42]. This automatically provides a percent-level precision calculation of the lepton pair production cross section in this region, without the significant scale variation uncertainties that are present in the LO collinear calculation. The underlying experimental inputs for the proton structure functions are precisely the same as in the current study for the photon PDF, and the dominant theoretical uncertainties are due to these. In practice the SF prediction will depend on the underlying QCD parton set used to calculate the inelastic structure functions in the high \(Q^2\) region (as is the case for the photon PDF), and so an iterative procedure should be

\(^3\) A similar argument can be applied to the case of e.g. isolated photon production, which is included in the NNPDF4.0 fit [40].
adopted in the fit, where the PI cross section is recalculated using the QCD partons from each iteration of the fit, until convergence is reached. We have performed such a procedure here, although in reality we find this converges after one iteration, and we have confirmed that calculating the PI cross section with the MSHT20 QCD partons, without such an iteration, gives an almost identical result in terms of the fit quality and the extracted PDF set. However, this may not remain true in future fits, where more PI corrections may be included in phenomenologically relevant regions.

In addition to the ATLAS high mass DY data, we now also include the PI contribution to the CMS 7 TeV double differential DY data [45], 4 which extends above and below the Z peak region. There are also ATLAS measurements of W, Z production at 7 and 8 TeV [47,48], which extend below and above the Z peak region, as well as the 8 TeV measurement of the Z boson (or more precisely, dilepton) $p_\perp$ distribution. In these cases we could in principle include the PI contribution via the SF approach, however as discussed in [33], for these ATLAS measurements this contribution is already subtracted from the data. We note that the procedure for doing this is theory-dependent and indeed in some cases uses rather outdated photon PDF sets/calculations. It is therefore certainly recommended that such subtractions are not made for future datasets. However, as a result of this, we do not include PI contributions for these processes here. We note that in [33] we did include the PI contribution to the ATLAS 8 TeV DY data [48], but as discussed above this should not have been done, given the data is subtracted. This has now been removed, and indeed doing so improves the fit quality, as we will see. However the impact on the PDFs is generally very small, and hence while for completeness in Sect. 4 we will compare against a QCD-only set resulting from a fit with this correction applied, in reality for public use one can take the MSHT20nlo set as a baseline for comparison, and indeed for wider use; we therefore do not make this QCD-only set available for release.

Finally, we note that one could alternatively include a calculation of the PI contribution to lepton pair production in collinear factorization that goes beyond LO in $\alpha_s$ in order to improve the precision of the large LO scale variation uncertainty. However, as discussed in [31], even at NLO the scale variation in this case can remain larger than the PDF uncertainty. Therefore, given the rather large size of these contributions away from the Z peak region, we consider the use of the SF calculation as the more appropriate choice here.

On the other hand, when considering the broader class of PI observables that currently enter a global PDF fit, for example lepton pair production in the Z peak region (where initial-state $\gamma \rightarrow q\bar{q}$ splittings become relevant), $t\bar{t}$ or jet production, one can more straightforwardly make use of collinear factorization. Indeed, in practice this becomes essential, as here the PI contribution will in general form a subset of the larger class of QED/EW corrections. These can more broadly be relevant at the NNLO QED precision level, even if the dominant contribution from these often comes from EW Sudakov logarithms that are therefore unrelated to pure QED corrections and PI production. The conclusion in this case is that, for the processes such as those considered above, where PI production enters at the per mille level, it is certainly appropriate to include them as part of the broader NLO EW corrections in a standard K-factor manner, provided a photon PDF based on the LUXqed approach is used to calculate these K-factors. If this is the case, then the difference due to the precise choice of photon PDF will be at the level of a few percent of a per mille correction, i.e. clearly negligible and in any case significantly less than the scale variation uncertainty in a LO PI calculation.

In the MSHT20 fit, we include EW corrections for a range of processes. In more detail, for inclusive jet production we include these for all 7 and 8 TeV LHC datasets [49–51] using K-factors evaluated from the calculation of [52] (see also [53]). These do not include QED corrections, and therefore PI production, arguing that the dominant contribution is from the pure weak corrections (a distinction that can be made in a gauge invariant way in this case), due to their Sudakov logarithmic enhancement; the size of the overall EW corrections, which is driven by this, can be as large as ∼ 10% at the highest jet $p_\perp$ values, though it is generally rather less.

For the ATLAS 8 TeV Z $p_\perp$ data we apply the same EW K-factors as used in the ATLAS analysis [54], which are derived from the calculation of [55]. These include mixed $\gamma q$ PI production, and are found to enter at the per mille level and be significantly smaller than the other EW corrections. However, these make use of the now outdated MRST2004QED [11] set, and hence in principle it should not be relied upon. In practice, as discussed above this set lies within ∼ 50% of the LUXqed photon PDF. Hence any update to account for this would only modify the eventual EW K-factor at the per mille level, and possibly less. We therefore for simplicity continue to make use of these K-factors, which correctly account for the dominant EW correction. In future analyses a photon PDF based on the LUXqed formalism should be used to calculate such K-factors (as in e.g. [56]), although in reality as discussed above the precise choice will not matter. The total size of EW corrections is as large as ∼ 20% at high $p_\perp^\ell$, though is generally less than this [54].

For the ATLAS high precision W, Z data [47] we apply the same EW K-factors as used in the ATLAS analysis. These also include mixed $\gamma q$ corrections, in this case derived from the MCSANC generator [57,58], but again using the MRST2004QED set. However, once again these are observed to enter at the per mille level, and hence we can safely apply...
these, even if future calculations should use an updated photon PDF set. The total size of the EW corrections is \( \sim 0.5\% \) at intermediate and high masses, but \( \sim 6\% \) in the lowest mass region [47]. For the ATLAS 8 TeV high mass DY [6] we include NLO EW corrections via the K-factors described in [14], which are calculated using FEWZ [59] (this publicly available tool can provide EW corrections for all such cases). These have the LO \( \gamma\gamma \rightarrow l^+l^- \) PI contribution explicitly subtracted; this \( \gamma\gamma \rightarrow l^+l^- \) component will instead be calculated within the SF approach. The impact of other NLO EW corrections is then introduced by weighting the pure QCD calculation by the EW K-factor. The breakdown between NNLO QCD and NLO EW is not given, but the combined \( K \)-factor is at the percent level in all regions.

For all other DY datasets, we do not include EW corrections, judging the impact of these to be smaller than the precision of the data. With the exception of the CMS 7 TeV double differential DY data [45], these remaining datasets do not extend beyond the \( Z \) peak region, and hence the impact of EW corrections will be small. For the CMS data, the experimental uncertainties are sizeable at higher masses, where EW corrections will be most important. Moreover, their impact is considered across all mass bins in [45] and found to have a negligible impact within experimental uncertainties. We therefore do not include these in this case.

Finally, for the ATLAS and CMS single differential top quark pair production data [60,61] we use the EW K-factors calculated in [62] (based on the earlier study in [39]). These include the \( g\gamma \) initiated channel, calculated using the LUXqed photon PDF [22]. However, entirely consistently with the discussion above, this contribution is found to be negligible.

3 Fit quality

In this section we describe the changes in fit quality in the NNLO global fit from the addition of QED effects, with a fixed value of \( \alpha_s(M_Z) = 0.118 \), as this corresponds to the default fit value. Allowing this to be free gives a marginal improvement in the fit quality, by about 1 point in \( \chi^2 \), and a preferred value of \( \alpha_s(M_Z) = 0.1176 \), that is the same at the quoted level of precision to the case of the pure QCD fit. Table 1 provides the comparison for the non-LHC datasets, whilst Table 2 shows the LHC datasets. The final column of each table highlights the main changes in the fit qualities in terms of the \( \chi^2 \) of each dataset. Overall there is a worsening of the fit quality upon inclusion of QED effects of approximately 24 points in \( \chi^2 \). In the previous MMHT2015qed fit [28], the fit quality was also found to deteriorate, but by a rather smaller amount of \( \sim 7 \) points, albeit for rather fewer data points. Indeed, there are now substantially more datasets included in the global fit, with in particular various high precision LHC datasets being included. Some of the changes in \( \chi^2 \) are similar to before, with the BCDMS and HERA \( e^-p \) data fit quality deteriorating by similar amounts to the MMHT2015qed case, whilst the NuTeV \( F_2 \) data improves by a comparable amount to that observed in MMHT2015qed. In the BCMDS case this is due to \( q \rightarrow q\gamma \) emission, which leads to a quicker high-\( x \) quark evolution, i.e. mimicking a slightly larger value of \( \alpha_s \), which the BCDMS data is known to disfavour [106].

The new datasets in MSHT20 which show the largest sensitivity to the presence of QED effects in the fit are the ATLAS 8 TeV \( Z \ p_T \), CMS 8 TeV inclusive jets and ATLAS 7 TeV inclusive jets datasets, with the first two of these worsening by 10 and 5.5 points in \( \chi^2 \) and the last improving by 3.5 points. All three of these datasets are precise and sensitive to the shape of the gluon in the high \( x \) region, and given this is altered by the addition of QED effects in the refit (see Fig. 4 (right) later) it is perhaps unsurprising that their fit qualities alter. For the inclusive jet datasets, given the relatively small changes in the \( \chi^2 \) and their sensitivity to a range of \( x \) values, it is difficult to be precise about the causes of the improvement in the ATLAS 7 TeV jets and the worsening of the CMS 8 TeV jets. Nonetheless, we have seen previously that these datasets pull on the high \( x \) gluon in different ways and display some tension, therefore it is consistent at least that one worsens in fit quality whilst the other improves. As for the ATLAS 8 TeV \( Z \ p_T \) data, this has already been demonstrated to be in tension with many of the datasets sensitive to the high \( x \) gluon in the MSHT20 fit [33]. This tension clearly worsens upon the inclusion of the QED effects, and indeed if this dataset is removed the deterioration in fit quality when including QED effects reduces to 12 points in \( \chi^2 \), more similar to the effect of the inclusion of QED effects observed in MMHT2015qed.

Further changes in fit quality tend to be small and spread out across the datasets, with several non-LHC datasets improving marginally, while many of the newer LHC datasets worsen in fit quality very slightly upon the addition of QED effects, including the ATLAS 7 and 8 TeV high precision \( W, Z \) measurements. We note that the fit quality for the QCD fit to the ATLAS 8 TeV DY data [48] is \( \chi^2 \sim 76 \), which is \( \sim 10 \) points better than the value reported in [33]. As discussed in the previous section, this is due to the removal of the PI contribution, which was incorrectly included in the MSHT20 fit, given this is subtracted from the data.

We note that, as discussed in the previous section, explicit PI contributions are only included for two datasets, namely the ATLAS 8 TeV high mass DY [6] and the CMS 7 TeV double differential DY [45]. The size of the PI contributions to these are as much as 5% of the QCD DY prediction, depending on the mass and rapidity region, and hence it is interesting to investigate the impact this has on the fit quality, in addition to that due to QED corrections to DGLAP evolution.
Table 1 The values of $\chi^2/N_{\text{pts}}$ for the non-LHC data sets included in a NNLO fit to the MSHT20 dataset, with and without QED corrections. The difference in $\chi^2/N_{\text{pts}}$ is also shown explicitly, for the cases that the magnitude is larger than 1 point; negative values indicate a better fit quality in the QED case.

| Data set                  | QCD          | QED          | Change   |
|---------------------------|--------------|--------------|----------|
| BCDMS $\mu p F_2$ [63]    | 178.8/163    | 182.5/163    | (+3.7)   |
| BCDMS $\mu d F_2$ [63]    | 145.6/151    | 146.8/151    | (+1.2)   |
| NMC $\mu p F_2$ [64]      | 124.0/123    | 124.9/123    | –        |
| NMC $\mu d F_2$ [64]      | 112.4/123    | 113.1/123    | –        |
| NMC $\mu n/\mu p$ [65]    | 130.4/148    | 128.9/148    | (−1.5)   |
| E665 $\mu p F_2$ [66]     | 65.0/53      | 65.0/53      | –        |
| E665 $\mu d F_2$ [66]     | 59.9/53      | 59.7/53      | –        |
| SLAC $e^+ p F_2$ [67,68]   | 32.3/37      | 32.4/37      | –        |
| SLAC $e^- p F_2$ [67,68]   | 22.9/38      | 23.0/38      | –        |
| NMC/BCDMS/SLAC/HERA $F_2$ [63,64,68–71] | 68.4/57 | 68.2/57 | –        |
| E866/NuSea $pp$ DY [72]   | 225.8/184    | 226.0/184    | –        |
| E866/NuSea $pd/pp$ DY [73] | 9.5/15   | 8.8/15       | –        |
| NuTeV $\nu N F_2$ [74]    | 38.2/53      | 37.2/53      | (−1.0)   |
| CHORUS $\nu N F_2$ [75]   | 30.3/42      | 29.4/42      | –        |
| NuTeV $\nu N x F_3$ [74]  | 30.9/42      | 30.5/42      | –        |
| CHORUS $\nu N x F_3$ [75] | 18.4/28     | 18.4/28      | –        |
| CCFR $\nu N \rightarrow \mu \mu X$ [76] | 68.1/86 | 68.4/86 | –        |
| NuTeV $\nu N \rightarrow \mu \mu X$ [76] | 57.5/84 | 56.7/84 | (−1.0) |
| HERA $e^+ p$ CC [77]      | 50.2/39      | 50.9/39      | –        |
| HERA $e^- p$ CC [77]      | 70.3/42      | 72.2/42      | (−1.9)   |
| HERA $e^+ p$ NC 820 GeV [77] | 89.9/75 | 90.1/75 | –        |
| HERA $e^+ p$ NC 920 GeV [77] | 510.7/402 | 511.2/402 | –        |
| HERA $e^- p$ NC 460 GeV [77] | 247.6/209 | 248.0/209 | –        |
| HERA $e^- p$ NC 575 GeV [77] | 262.2/259 | 262.8/259 | –        |
| HERA $e^- p$ NC 920 GeV [77] | 243.9/159 | 244.8/159 | –        |
| HERA $e^+ p$ charm $F_2$ [78] | 132.6/79 | 131.9/79 | –        |
| DØ II $pp$ incl. jets [79] | 120.3/110   | 119.5/110    | –        |
| CDF II $p \bar{p}$ incl. jets [80] | 60.1/76 | 60.9/76 | –        |
| CDF II $W$ asym. [81]     | 18.9/13      | 18.5/13      | –        |
| DØ II $W \rightarrow ve$ asym. [82] | 33.5/12 | 33.5/12 | –        |
| DØ II $W \rightarrow \nu \mu$ asym. [83] | 17.8/10 | 17.6/10 | –        |
| DØ II $Z$ rap. [84]       | 16.3/28      | 16.4/28      | –        |
| CDF II $Z$ rap. [85]      | 37.1/28      | 37.2/28      | –        |
| DØ $W$ asym. [86]         | 12.8/14      | 11.3/14      | (−1.5)   |

We have therefore repeated the fit with the PI components for these datasets excluded, as well as with them included but using LO collinear factorization (with $\mu_F = \mu_R = m_{ll}$), as opposed to the SF approach. For the ATLAS data, we find that including the PI component via LO collinear factorization, or even excluding the PI component entirely, has a very mild impact, at the level of less than 1 point in $\chi^2$. For the CMS data, on the other hand, we find that excluding the PI component leads to a deterioration of the fit quality by $\sim 10$ points in $\chi^2$. Interestingly, a very similar level of deterioration is seen if we instead include the PI component via LO collinear factorization. Therefore, we can conclude that there is a preference for the SF approach here, although the impact on the final PDF fit will be very small and some caution is needed in this interpretation, given as discussed above other EW corrections are not included in this case. If the PI component were included at NLO in collinear factorization, we would on the other hand expect a closer matching to the SF result, and therefore potentially a similar level of improvement.

4 Impact on PDFs and benchmark cross sections

We now present the impact of the inclusion of QED effects on the MSHT PDFs. Many of the effects mimic those seen...
Table 2  The values of $\chi^2/N_{pts}$ for the LHC data sets included in a NNLO fit to the MSHT20 dataset, with and without QED corrections. The difference in $\chi^2/N_{pts}$ is also shown explicitly, for the cases that the magnitude is larger than 1 point; negative values indicate a better fit quality in the QED case. The total $\chi^2$ value corresponds to the sum of the individual values shown in Tables 1 and 2.

| Data set                        | QCD    | QED    | Change |
|---------------------------------|--------|--------|--------|
| ATLAS $W^+, W^-$, $Z$ [87]      | 29.9/30| 29.7/30|        |
| CMS $W$ asym. $p_T > 35$ GeV [88]| 8.2/11 | 8.0/11 |        |
| CMS asym. $p_T > 25, 30$ GeV [89]| 7.4/24 | 7.5/24 |        |
| LHCb $Z \rightarrow e^+e^-$ [90] | 22.3/9 |        |        |
| LHCb $W$ asym. $p_T > 20$ GeV [91]| 12.4/10| 12.1/10|        |
| CMS $Z \rightarrow e^+e^-$ [92]     | 18.0/35| 18.0/35|        |
| ATLAS High-mass Drell–Yan [93]   | 18.6/13| 19.1/13|        |
| CMS double diff. Drell–Yan [45] | 144.8/132| 145.4/132|        |
| Tevatron, ATLAS, CMS $\sigma_{\tilde{t}}$ [94,95] | 14.5/17| 14.4/17|        |
| LHCb 2015 $W, Z$ [96,97]        | 101.4/67| 100.6/67|        |
| LHCb 8 TeV $Z \rightarrow ee$ [98] | 26.2/17| 25.8/17|        |
| CMS 8 TeV $W$ [99]              | 12.6/22| 14.0/22| (+1.4) |
| ATLAS 7 TeV jets [49]           | 221.3/140| 217.8/140| (−3.5) |
| CMS 7 TeV $W + c$ [100]         | 8.3/10 |        |        |
| ATLAS 7 TeV high precision $W, Z$ [47] | 117.3/61| 119.4/61| (+2.1) |
| CMS 7 TeV jets [50]             | 176.9/158| 176.4/158|        |
| CMS 8 TeV jets [51]             | 262.4/174| 267.9/174| (+5.5) |
| CMS 2.76 TeV jet [101]          | 102.4/81| 102.8/81|        |
| ATLAS 8 TeV $Z$ $p_T$ [54]      | 190.8/104| 200.8/104| (+10.0) |
| ATLAS 8 TeV single diff $\bar{t}t$ [60] | 25.8/25| 26.8/25| (+1.0) |
| ATLAS 8 TeV single diff $t\bar{t}$ dilepton [102] | 3.3/5 | 3.7/5 |        |
| CMS 8 TeV double differential $t\bar{t}$ [103] | 22.3/15| 22.1/15|        |
| CMS 8 TeV single differential $t\bar{t}$ [61] | 13.0/9 | 13.3/9 |        |
| ATLAS 8 TeV High-mass Drell–Yan [6] | 56.9/48| 57.8/48|        |
| ATLAS 8 TeV $W$ [104]           | 57.8/22| 59.2/22| (+1.4) |
| ATLAS 8 TeV $W + jets$ [105]    | 18.7/30| 19.1/30|        |
| ATLAS 8 TeV double differential $Z$ [48] | 75.9/59| 77.5/59| (+1.6) |
| Total                          | 5111.8/4363| 5136.1/4363| (+24.3) |

Fig. 2  The ratio of the $u + \bar{u}$ and $d + \bar{d}$ distributions (with uncertainties) at $Q^2 = 10^4$ GeV$^2$, resulting from NNLO fits to the MSHT20 dataset, with QED effects included to that without.
in the MMHT15qed set, and therefore we show only a selection here. In all cases, these correspond to the scale $Q^2 = 10^4 \text{ GeV}^2$.

We begin with the up and down singlet distributions, $u + \bar{u}$ and $d + \bar{d}$, in Fig. 2. At high $x$ these may be expected to show a reduction in the PDFs due to $q \rightarrow q + \gamma$ emission. This reduces the quark singlet momenta, and correspondingly increases the photon PDF, with the effect being most pronounced at high $x$. This can be clearly seen in the up singlet distribution in Fig. 2 (left), although the changes are $O(1\%)$ and well within the uncertainty bands. However, the effect on the down singlet (right) is minimal due to its smaller charge, and is largely removed upon refitting.

The impact on the valence quarks is shown in Fig. 3. The same $q \rightarrow q + \gamma$ emission as before plays the dominant role here; this mimics the impact of QCD DGLAP on the valence quarks, due to gluon emission, i.e. both the quarks and antiquarks are shifted to lower $x$, and hence the valence difference tends to reduce at intermediate to high $x$. This effect is visible in the up valence, which is reduced at intermediate to high $x$, with a corresponding increase observed at lower $x$, due to the valence sum rule (though the size of the impact at the very lowest values of $x$ is to some extent driven by extrapolation). Again, the impact on the down valence is rather milder.

Finally, the effects of the inclusion of QED effects on the total strangeness, $s + \bar{s}$, and on the gluon are illustrated in Fig. 4. The strangeness will be sensitive to the same photon emission effect as the up and down quarks, and indeed some reduction is observed in the high $x$ region, though not at the highest values of $x$. However, this reduction extends to intermediate and low values of $x$. This is due to the addition of the photon PDF, which carries a fraction of the proton momentum, and hence requires a reduction in the size of the other PDFs in order to satisfy the momentum sum rule. As the strangeness is rather less well constrained than the up and down singlets, it is more affected by this. A similar reduction is observed for the gluon across a broad region, apart from at the very highest values of $x$, where some increase is seen, an effect which seems common to other analyses [26,29].
In Fig. 5 (left) we show the change in the photon PDF with respect to the MMHT15qed case. We can see that, as expected from the discussion in Sect. 2, the photon is now $O(2\%)$ lower across the entire $x$ region. This is almost entirely due to the impact of lepton loops in $P_{\gamma\gamma}$; to demonstrate this we also show the result of performing a fit to the same MSHT20 dataset, but with leptonic loops excluded (i.e. following the procedure of MMHT15qed). We can see that in this case the photon is very similar to the MMHT15qed, apart from at rather lower $x$, where it is somewhat reduced. In Fig. 5 (right) we show the charge-weighted quark singlet, which is somewhat lower at intermediate to low $x$, reflecting the difference in the MMHT15 and MSHT20 QCD-only PDFs. This difference will drive the reduction in the photon at low $x$, due to the reduced contribution from $q \rightarrow q + \gamma$ emission. We note that the impact of including lepton loops in $P_{\gamma\gamma}$ on all other partons is very minor, and is for that reason not shown here.

In Fig. 6 we compare the MSHT20qed photon PDF with other results in the literature, namely the NNPDF31luxqed [26], and CT18qed, CT18lux [29] sets. These all apply the same basic LUXqed approach as outlined in [22,23] and used for the MSHT set, but differ in the specifics of the implementation, as well as the underlying QCD partons. In more detail, the CT18qed set applies a similar modification to us, namely applying the LUXqed formula for the photon at input scale $Q_0$, before evolving with standard QED DGLAP. On the other hand, NNPDF31luxqed and CT18lux apply the LUXqed formula at higher scales, see [26,29] for more details. We can see that for intermediate to reasonably high values of $x$ the agreement between the sets is good, as we might expect. At low $x$ the CT and NNPDF photons lie somewhat above MSHT, which from Fig. 6 (right) we can see is largely driven by the difference in the charge weighted quark singlet PDFs, via their impact on the photon through DGLAP evolution. At the highest values $x \gtrsim 0.5$, on the other hand, the MSHT photon is lower than the other results. In [29] it is argued that the MSHT ‘$Q_0$’ approach tends to lead to a lower photon at high $x$ in comparison to the high scale approach, due to the difference in treatment of non-leading twist contributions to $F_2(x, Q^2)$ above $Q_0^2$, and hence this could explain the difference with respect to
the NNPDF31luxqcd and CT18lux sets. We see that the CT18qcd set, which applies the same basic 'Q0' methodology as MSHT, remains higher than MSHT (though indeed smaller than CT18lux, even if this is not evident in the plot), but there is better agreement with CT18qcd1.3GeV, which has a more similar starting scale to MSHT, whereas the default CT18qcd uses $Q_0 = 3$ GeV. We note that in [29], it was observed that the MMHT15qcd set was similar in size to CT18qcd. However, as discussed above this excluded leptonic loop contributions to $P_{\gamma\gamma}$ (which are included in CT18), as observed in Fig. 24 of [28] which as shown in Fig. 10. Broadly, we can see that at high $x$, the ratio of the neutron down and up isospin PDFs is shown in Fig. 9. We can see that the effect of the elastic component is somewhat larger, due to the lower electric charge $Q_U$ of the neutron compared to the proton. These results are comparable to the MMHT15qcd study [28]. In particular, QED effects are expected to violate the pure assumption of isospin symmetry, for which $d_L(n) = u_V(p)$ and $u_L(n) = d_V(p)$. These will modify the distributions at the input scale $Q_0 = 1$ GeV, as well as then explicitly in the QED corrected DGLAP evolution to higher scales. The ratio of the neutron down and up valence quarks, at the input scale, to their isospin symmetry partners is shown in Fig. 9. We can see that the effect of isospin violation on the $u_V(n)/d_V(p)$ ratio is significantly less at low and high $x$, which is most likely a result of the rather different proton down valence in the MSHT20 fit with respect to the MMHT14 case, due to the more flexible parameterisation as well as the impact of new data in the fit, see [33] for further discussion. The same comparison, but at $Q^2 = 10^4$ GeV$^2$, is shown in Fig. 10. Broadly, we can see that at high $x$ the neutron $d_V$ is enhanced (suppressed) with respect to the proton $u_V$ ($d_V$), due to the lower (higher) electric charge of the corresponding neutron PDFs, and hence less (more) significant QED radiation effects, which tend to reduce the $Z$ to $W$ ratio on the other hand, which is relatively insensitive to such normalization effects, the impact is seen to be rather small and well within uncertainties. We can in addition see that the PDF uncertainties in the QED and QCD cases are rather comparable, reflecting the similar uncertainties in the PDFs themselves.

5 Breakdown between elastic/inelastic components and neutron PDFs

As in [28] we provide the individual elastic, $\gamma^{\text{el}}(x, Q^2)$, and inelastic, $\gamma^{\text{inel}}(x, Q^2)$, photon PDF components for our latest fit, with $\gamma(x, Q^2) = \gamma^{\text{el}}(x, Q^2) + \gamma^{\text{inel}}(x, Q^2)$. This separation is achieved in exactly the same way as described in [28], to which we refer the reader for details. It can for example be useful when making predictions for exclusive and semi-exclusive PI production [9,10], although in this case care must be taken to also include the survival factor probability of no additional particle production due to multi-particle interactions (MPI), see e.g. [109]. The fractional contribution from these components to the total at different scales is shown in Fig. 7. We can see that at $Q^2 = 10^4$ GeV$^2$ the inelastic component is dominant until very high $x$. At the lower scale of $Q^2 = 10^2$ GeV$^2$ on the other hand the relative contribution from the elastic component is somewhat larger, due to the shorter evolution length for (inelastic) $q \rightarrow q\gamma$ splitting. The breakdown is very close indeed to that in the MMHT15qcd set, which is not shown for clarity.

We in addition now provide publicly available neutron PDF sets, again following the approach described in the MMHT15qcd study [28]. In particular, QED effects are expected to violate the pure assumption of isospin symmetry, for which $d_L(n) = u_V(p)$ and $u_L(n) = d_V(p)$. These will modify the distributions at the input scale $Q_0 = 1$ GeV, as well as then explicitly in the QED corrected DGLAP evolution to higher scales. The ratio of the neutron down and up valence quarks, at the input scale, to their isospin symmetry partners is shown in Fig. 9. We can see that the effect of isospin violation on the $u_V(n)/d_V(p)$ ratio is significantly less at low and high $x$, which is most likely a result of the rather different proton down valence in the MSHT20 fit with respect to the MMHT14 case, due to the more flexible parameterisation as well as the impact of new data in the fit, see [33] for further discussion. The same comparison, but at $Q^2 = 10^4$ GeV$^2$, is shown in Fig. 10. Broadly, we can see that at high $x$ the neutron $d_V$ is enhanced (suppressed) with respect to the proton $u_V$ ($d_V$), due to the lower (higher) electric charge of the corresponding neutron PDFs, and hence less (more) significant QED radiation effects, which tend to reduce the

$Z$ to $W$ ratio on the other hand, which is relatively insensitive to such normalization effects, the impact is seen to be rather small and well within uncertainties. We can in addition see that the PDF uncertainties in the QED and QCD cases are rather comparable, reflecting the similar uncertainties in the PDFs themselves.

5 Breakdown between elastic/inelastic components and neutron PDFs

As in [28] we provide the individual elastic, $\gamma^{\text{el}}(x, Q^2)$, and inelastic, $\gamma^{\text{inel}}(x, Q^2)$, photon PDF components for our latest fit, with $\gamma(x, Q^2) = \gamma^{\text{el}}(x, Q^2) + \gamma^{\text{inel}}(x, Q^2)$. This separation is achieved in exactly the same way as described in [28], to which we refer the reader for details. It can for example be useful when making predictions for exclusive and semi-exclusive PI production [9,10], although in this case care must be taken to also include the survival factor probability of no additional particle production due to multi-particle interactions (MPI), see e.g. [109]. The fractional contribution from these components to the total at different scales is shown in Fig. 7. We can see that at $Q^2 = 10^4$ GeV$^2$ the inelastic component is dominant until very high $x$. At the lower scale of $Q^2 = 10^2$ GeV$^2$ on the other hand the relative contribution from the elastic component is somewhat larger, due to the shorter evolution length for (inelastic) $q \rightarrow q\gamma$ splitting. The breakdown is very close indeed to that in the MMHT15qcd set, which is not shown for clarity.

We in addition now provide publicly available neutron PDF sets, again following the approach described in the MMHT15qcd study [28]. In particular, QED effects are expected to violate the pure assumption of isospin symmetry, for which $d_L(n) = u_V(p)$ and $u_L(n) = d_V(p)$. These will modify the distributions at the input scale $Q_0 = 1$ GeV, as well as then explicitly in the QED corrected DGLAP evolution to higher scales. The ratio of the neutron down and up valence quarks, at the input scale, to their isospin symmetry partners is shown in Fig. 9. We can see that the effect of isospin violation on the $u_V(n)/d_V(p)$ ratio is significantly less at low and high $x$, which is most likely a result of the rather different proton down valence in the MSHT20 fit with respect to the MMHT14 case, due to the more flexible parameterisation as well as the impact of new data in the fit, see [33] for further discussion. The same comparison, but at $Q^2 = 10^4$ GeV$^2$, is shown in Fig. 10. Broadly, we can see that at high $x$ the neutron $d_V$ is enhanced (suppressed) with respect to the proton $u_V$ ($d_V$), due to the lower (higher) electric charge of the corresponding neutron PDFs, and hence less (more) significant QED radiation effects, which tend to reduce the

$Z$ to $W$ ratio on the other hand, which is relatively insensitive to such normalization effects, the impact is seen to be rather small and well within uncertainties. We can in addition see that the PDF uncertainties in the QED and QCD cases are rather comparable, reflecting the similar uncertainties in the PDFs themselves.
Fig. 8  Ratio of the inelastic and elastic components to the total (given by the sum of both) photon. Results at $Q^2 = 10^2 (10^4)$ GeV$^2$ are shown in the left (right) plots.

Fig. 9  Ratio of neutron down (up) valence to the proton isospin partner, at $Q^2 = 1 GeV^2$, shown in the left (right) plots.

valence distribution in this region. As expected from the form of the prescription for the input neutron PDFs, this trend is already present in the distributions at input, and then is clearly enhanced by the effect of QED DGLAP as we evolve to $Q^2 = 10^4$ GeV$^2$.

Finally, in Fig. 11 (left) we show the ratio of the photon PDF in the neutron to the proton case. We can see that the neutron’s photon PDF is rather lower than that in the proton, due in part to the significantly smaller elastic component of the photon in this case, but also the suppression in the charge-weighted singlet quark PDF at higher $x$ (Fig. 11 (right)), and hence the smaller inelastic photon component that this will generate. At low $x$ the sea quarks dominate and this ratio tends to unity. Hence, at low $x$ the suppression of the photon PDF in the neutron is observed to be less significant, though this is also due to the smaller relative elastic component in the proton case at low $x$, as seen in Fig. 8.

6 PDF availability

We provide the MSHT20 PDFs in the LHAPDF format [110]: http://lhapdf.hepforge.org/
as well as on the repository: http://www.hep.ucl.ac.uk/msht/

We present NNLO eigenvector sets of PDFs at the default value of $\alpha_S(M_Z^2) = 0.118$:

MSHT20qed_nnlo 
but not at NLO, as it is only at NNLO QCD level of precision that QED corrections become relevant. We also provide equivalent PDF sets, but with only the elastic or inelastic components of the photon output (see [28] for discussion of how this is achieved):

MSHT20qed_nnlo_elastic 
MSHT20qed_nnlo_inelastic 

Finally, we also present neutron PDF sets, including the
Fig. 10 As in Fig. 9, but at $Q^2 = 10^4 \text{ GeV}^2$

![Graphs showing $d_\nu(n)/d_\nu(p)$ and $u_\nu(n)/d_\nu(p)$ at $Q^2 = 10^4 \text{ GeV}^2$.]

Fig. 11 Ratio of neutron photon (charge-weighted singlet) PDFs to the proton case, at $Q^2 = 10^4 \text{ GeV}^2$, shown in the left (right) plots

![Graphs showing the ratio of neutron/particle photon PDFs at $Q^2 = 10^4 \text{ GeV}^2$.]

elastic and inelastic photon components:
MSHT20qed_nnlo_neutron
MSHT20qed_nnlo_neutron_elastic
MSHT20qed_nnlo_neutron_inelastic

In all cases these contain 38 eigenvectors, of which 6 are due to uncertainties in the determination of the photon PDF.

7 Conclusions

In this paper, we have presented the MSHT20qed NNLO PDF set. This closely follows the MSHT20 global analysis [33], but includes QED corrections to the PDF evolution, and a corresponding photon PDF of the proton. The photon PDF is calculated at input following the LUXqed approach, such that percent level PDF uncertainties in the photon PDF are achieved, and a full refit is performed. From this, we have made available a the fully consistent set of QED corrected partons.

We have presented a detailed overview of the expectations for the relevance of photon-initiated (PI) production in processes that enter current global PDF fits. We have seen that in most cases the PI contribution, calculated using a suitable photon PDF set based on the LUXqed approach, such as MSHT20qed, is found to be very small, entering at the per mille level. These can therefore where necessary be safely included via standard NLO EW K-factors, as part of the broader class of EW corrections, provided a photon PDF set consistent with the LUXqed approach is used. In general however, their impact on the PDF fit is expected to be marginal at the current level of precision, and these are significantly suppressed with respect to other dominant EW corrections, and in particular those due to the presence of Sudakov EW enhancements.

On the other hand, the contribution from the PI subprocess to lepton pair production below and above the $Z$ peak at the LHC can be at the level of $\sim 10\%$ of the standard DY contribution. This is therefore rather distinct from the PI corrections to other processes in the fit, and certainly an accurate and precise account of these is mandatory. We have achieved this by making of the structure function (SF) calculation, which provides percent level precision in the underlying cross section for this process.
As in the previous MMHT15qed study [28], we observe some deterioration in the fit quality with respect to a QCD-only fit. However, this effect is relatively mild, and certainly the inclusion of not only PI channels in the fit, where relevant, but also the QED corrections to the PDF evolution of the QCD partons, and their subsequent impact on the PDF sets through refitting, will provide a more accurate result. We have compared our results to a pure QCD-only fit and have found that the impact on the quark and gluon PDFs can be non-negligible, though it is always currently within the PDF uncertainties of the QCD set. It should be noted though that there is in principle no requirement that this should be the case, given that the PDF uncertainties are of a distinct origin to such differences. This is also seen when considering a range of benchmark cross sections: predictions for Higgs boson production via gluon fusion, $W$, $Z$ production and $t\bar{t}$ production at the 13 TeV LHC change at the level of 1%, which is smaller than, but in some cases comparable to the underlying PDF uncertainty.

We provide a NNLO error set for public use, as well as the breakdown between the photon elastic and inelastic components, and the corresponding neutron PDF set, including QED driven isospin violation. Such QED-corrected PDF sets will play a key role in future LHC precision phenomenology.
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