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Abstract In dispersion events involving multiple sources, estimation of correct number of sources is imperative prior to their localization or source term estimation. The study pertains to a dispersion scenario of multiple point releases simultaneously emitting a nonreactive tracer that results into a mixture of concentrations, as measurements, sampled at the receptors. The objective is to estimate correct number of sources along with their release parameters (mainly locations and strengths) using a limited merged set of concentration measurements. A new methodology, based on five criteria coupled with a multiple release identification algorithm, is proposed here. Criterion helps in discriminating the releases and accounts for detection and false-alarm probability associated with each retrieved source. The number of source terms are estimated based on sum of scores achieved by each predicted source under each criterion. The methodology is evaluated with synthetic, noisy synthetic, and pseudo-real data prepared from India Institute of Technology Delhi diffusion experiment conducted in 1991 at Delhi, India. With synthetic data, the number of point sources and their parameters are retrieved exactly as their true values. With pseudo-real data, true number of sources are retrieved within 30 m and a factor of 3, respectively. Synthetic simulations with controlled measurement noise shows that the proposed methodology is robust in presence of model uncertainties and can be applicable in real scenarios.

1. Introduction

Source term estimation (STE) has been an active topic of research in recent years due to increasing vigilance for the accidental/industrial hazards, fast detection, response management, and regular monitoring for the chemical, biological, and radiological (CBR) releases in the environment (Hutchinson et al., 2017; Rao, 2007; Singh, Sharan, et al., 2015). The objective is to utilize monitoring sensor based concentration measurements to retrieve unknown information of source terms in a dispersion event, that is, number of releases, time (or duration), origin, and strength (or mass) of the releases. This requires a methodology for an optimal integration of sensor measurements with an appropriate dispersion model in order to retrieve the source term information.

In STE, retrieval of point-type sources attain particular importance due to their similarity to several accidental/industrial source term and small size in comparison to the considerable spatial scales of a city/urban terrain. Assuming the nature of release (like, point-wise) and number of sources, often, a general complex STE problem is transformed to a relatively simplified problem, for instance, retrieval of a point emission source. Even though, challenges are posed mainly due to ill-posed nature of the inverse problem, imperfect dispersion model, and noise in sensor’s measurements. Several contributions have been made for the retrieval of a point source which includes new developments in methods (Allen et al., 2007; Annunzio et al., 2012b; Bocquet, 2005; Ma et al., 2017; Pudykiewicz, 1998; Sharan et al., 2009, etc.), cost function formulations (Ma et al., 2018; Thomson et al., 2007; Wang et al., 2018, etc.), and applications (Chai et al., 2018; Kumar et al., 2015; Sharan, Issartel, et al., 2012; Singh & Rani, 2014; Singh, Turbelin, et al., 2015, etc.).

Comparing to a point source identification, retrieving unknown number of releases is rather a complex, difficult, and challenging problem. Complexity may occur in the presence of multiple sources emitting different or same tracer which could be reactive or nonreactive. In the absence of knowledge about nature of releases or number of sources, the estimation of nonparametric form of source term or source distribution is
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quite challenging. Moreover, it is not clear if concentrations sampled for a tracer at distant monitoring networks are resulted from single release or multiple releases. The difficulties may increase for discriminating the releases when two or more sources are located in the same direction and emitting the same tracer. A less intense source lying near to the monitoring stations may raise the same concentration levels as an intensive source located far away from the monitoring stations. The other challenges include noise in the measurements, meteorological variations, limited measurements, and ill-posed nature of the inverse problem. In addition, retrieval process may suffer due to wrong assumptions about the source term, noisy measurements, imperfections in the dispersion model, lack of knowledge of error statistics, and computational limitations.

In spite of the above difficulties, notable contributions are received addressing the estimation of multiple-point releases and estimation of involved number of source terms using the sensor-measured concentrations. The identification of multiple sources, assuming the number of sources, were addressed by Yee (2007) and Sharan, Singh, et al. (2012) using, respectively, a stochastic Bayesian approach and a least squares optimization approach that were similar to those applied previously for the recovery of a single source. In probabilistic framework, Yee (2008, 2012b) proposed a Reversible Jump Markov Chain Monte Carlo (RJMCMC) method to identify the unknown number of releases that efficiently samples the number of point sources, their release parameters. The drawbacks of these probabilistic methods are requirement of a priori information and expensive computational efforts. Yee (2012a) relaxed the computational complexity of RJMCMC method with a model selection approach and showed an evaluation using real measurements from Fusion Field Trials (Storwald, 2007). Albo et al. (2011) developed an Aerodyne Inverse Modeling System to characterize the number of releases along with their location and evaluated 84 trials of FFT07 experiment. Wade and Senocak (2013) proposed a composite ranking score-based approach with stochastic Bayesian method to reconstruct the multiple releases along with their number of releases. Annunzio et al. (2012a) proposed a Multi-Entity Field Approximation (MEFA) method for identifying the number of releases as well as locations of the multiple point releases. Sharan, Singh, et al. (2012) have proposed a two-step inversion algorithm which utilizes adjoint (also called, sensitivity) functions to identify the parameters of the multiple releases given the known number of releases. Using this two-step algorithm, Singh and Rani (2015) provided an evaluation of the proposed multiple release algorithm using real measurements from Fusion Field Trials. Singh et al. (2013) modified the two-step inversion algorithm by introducing weights given by Issartel et al. (2007) representing information from the monitoring network. Cantelli et al. (2015) developed a genetic algorithm based computational model to modify the search procedure in Sharan, Singh, et al. (2012) for the simultaneous estimation of locations and emission rates in steady state conditions.

In present study, a criteria-based methodology is proposed to estimate number of point releases in a multiple sources dispersion event. The methodology utilizes two-step multiple-point release identification algorithm proposed by Sharan, Singh, et al. (2012) to estimate the release parameters (mainly locations and strengths). The study is described in seven sections. Section 2 restates multiple-point release identification algorithm given by Sharan, Singh, et al. (2012) and describes five criteria to estimate the number of releases. The methodology is evaluated with pseudo-trials generated by combining single release trials, obtained in India Institute of Technology (IIT) Delhi diffusion experiment, in identical meteorological conditions. Section 3 describes preparation of these pseudo-trials from IIT Delhi diffusion experiment. Numerical computations and evaluation with the IIT Delhi pseudo-trials are given in sections 4 and 5, respectively. Finally, scope and limitations associated with the present study and conclusions are summarized in sections 6 and 7, respectively.

2. Inverse Modeling

The present study assumes a scenario where an unknown number of point releases are continuously and simultaneously emitting a nonreactive tracer that results into a mixture of concentrations sampled as a merged set of concentration measurements at the receptors. The objective here is to retrieve the number of point sources along with their release parameters using limited merged set of concentration measurements. For simplification, we assume that (i) measurements are linear mixture of concentrations that resulted from each point source, and (ii) releases are continuous and ground level (i.e., time and vertical dimensions are ignored in the formulations). Due to simplifications, the point sources can be localized by estimating their release locations and strengths. Note that bold symbol denotes a vector/matrix, italic symbol denotes a scalar/constant, and symbol “T” denotes “Transpose”.
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The methodology is composed of a source-receptor formulation (section 2.1), multiple-point release identification algorithm (Sharan, Singh, et al., 2012; section 2.2), and criteria (section 2.3) to discriminate between the releases.

### 2.1. Source-Receptor Relationship

The unknown sources are mapped to the sampled measurements through the use of sensitivity coefficients in a discretized space (Pudykiewicz, 1998). The sensitivity coefficient describes sensitivity of unit measurement into the emission space with respect to each receptor. Let $\mu \in \mathbb{R}^m$ be the vector of measured concentrations and $s \in \mathbb{R}^N$ is the vector of unknown emissions in a discretized space composed of $N$ cells. The measurements $\mu$ are related to the emissions $s$ as,

$$\mu = As + \epsilon$$

where $A \in \mathbb{R}^{m \times N}$ (such that $A = [a_1, a_2, \ldots, a_N]$) is the sensitivity matrix and $\epsilon \in \mathbb{R}^m$ is the residual vector accounting for the instrumental noise and model errors. Each column vector $a_i \in \mathbb{R}^m$ (such that $a_i = a(x_i)$ where $x = (x,y)$ is a location vector) of matrix $A$ denotes sensitivity of a cell with respect to the $m$ measurements. The matrix $A$ is obtained as solutions from the adjoint dispersion model with respect to each measurement (Sharan et al., 2009).

Let us assume that an unknown emission vector is composed of $p$ different point releases located at cells $x_1, x_2, \ldots, x_p$ emitting continuously a tracer with release rates $q_1, q_2, \ldots, q_p$, respectively, such that

$$s_i = q_i \delta(x - x_i), i = 1, 2, \ldots, p$$

By substituting equation (2) into equation (1), one obtains

$$\mu = Hq + \epsilon$$

in which matrix $H \in \mathbb{R}^{m \times p}$ denotes sensitivity of $p$ releases locations with respect to $m$ measurements and $q \in \mathbb{R}^p$ is the vector of unknown release strength. Now, for a fixed number of $p$ point releases, the problem is to estimate vectors $\hat{q}, x_1, x_2, \ldots, x_p$ such that the Euclidean norm $\epsilon^T \epsilon$ is minimum.

### 2.2. Multiple-Point Release Identification

For estimation of release parameters (locations and strengths), an algorithm mentioned by Sharan, Singh, et al. (2012) is adopted here. Given $m > p$, identification of $p$ point releases is considered as an overdetermined parametric estimation problem which involves estimation of $p$ location vectors and $p$ strengths. The estimation is based on minimization of a least squares cost function formulated as the sum of the squares of residuals (i.e., $\epsilon^T \epsilon$). This can be written as

$$J = \frac{1}{2} [\mu - Hq]^T [\mu - Hq]$$

In equation (4), $\epsilon$ are assumed normally distributed with mean zero and constant variance. For a fixed set of $x_1, x_2, \ldots, x_p$, an estimate of strength $\hat{q}$ can be estimated by equating $\frac{\partial J}{\partial q} = 0$ as

$$\hat{q} = [H^T H]^{-1} H^T \mu$$

It is not difficult to show that the estimate $\hat{q}$ will be a local minima of $J$ if $H^T H$ is positive definite since $\frac{\partial^2 J}{\partial q^2} = H^T H$. Using the equations (4) and (5), a minimum value of $J$ for the chosen set $x_1, x_2, \ldots, x_p$ is derived as

$$\hat{J} = \frac{1}{2} [\mu^T - \mu^T H(H^T H)^{-1} H^T \mu]$$

Using equations (5) and (6), a step-wise algorithm is constructed to retrieve the locations and strengths of $p$-point releases.

- **Step 1**: Choose a set of $p$ location vectors $x_1, x_2, \ldots, x_p$ and compute the product $H^T H$ for chosen pair of locations.
- **Step 2**: If $H^T H$ is positive definite, proceed to step 3, otherwise go to step 1.
- **Step 3**: Estimate $\hat{q}$ using equation (5) and compute $\hat{J}$. Store $J$ along with the set of $p$ locations.
2.3. Estimating Minimal Number of Releases

Estimation of unknown number of releases is performed in three steps. In the first step, methodology begins by assuming an a priori maximum number of releases, say \( p = p_{\text{max}} \). The release parameters (locations and strengths) corresponding to \( p_{\text{max}} \) releases are estimated using the multiple-point release identification algorithm. In the second step, proposed criteria are applied to obtain scores corresponding to \( p_{\text{max}} \) releases. Based on achieved scores, an estimate for number of releases (\( p_{\text{est}} \)) is determined. In the final step, the release parameters are retrieved for \( p = p_{\text{est}} \) number of releases by reapplying multiple-point release identification algorithm. Estimation of minimal number of releases is based on an analysis of retrieved strength \( \hat{q}_i \) and matrix \( \mathbf{H} \) containing the sensitivity vectors corresponding to the retrieved release locations. Here, we mentioned five criteria which analyze the proportion of strengths during the retrieval, significance of sensitivity vectors in explaining the measurements, collinearity and principal components among the sensitivity vectors, and detection and false-alarm probability associated with each retrieved source. Each criterion results to a score in the interval \([0,1]\).

2.3.1. Criterion-1 \((C^1)\)

The first criterion \( C^1 \) is based on analyzing the retrieved strength \( \hat{q}_i \) at \( p \) release locations. Note that the measurement vector \( \mathbf{u} \) is a linear combination of the \( \hat{q}_i \) and \( \mathbf{a}_i \), for \( i = 1, 2, \ldots, p \) (equation (3)). With noise free measurements and perfect model setup, it is expected that \( \hat{q}_i \) will be nonzero only for the linearly independent \( \mathbf{a}_i \) vectors. However, in presence of measurement noise and model errors, \( \hat{q}_i \) may become nonzero for all \( p \) release locations since \( \mathbf{a}_i \) may not be linearly independent. Thus, a score defined as

\[
\frac{q_i}{\sum_{i=1}^{p_{\text{max}}} q_i},
\]

indicating the proportion of \( \hat{q}_i \), is considered as a primary indicator to determine the number of potential sources. A disadvantage with this criterion is the chance of missing a source term with low emission strength but the other criterion can account for it.

2.3.2. Criterion-2 \((C^2)\)

This criterion analyzes relative contribution of the measurements in explaining the retrieved source terms. For this, a projection matrix \( \mathbf{D} \in \mathbb{R}^{p_{\text{max}} \times m} \) is derived, which describes the projection of measurements onto the sensitivity vectors corresponding to the retrieved locations. It also describes influence of measurement on the sensitivity vector. The projection of \( \mathbf{u} \) onto the sensitivity vectors \( \mathbf{a}_i \) is defined as

\[
\mathbf{d}_i = \frac{\mathbf{u}^T \mathbf{a}_i}{\|\mathbf{a}_i\|} a_i, \quad i = 1, 2, \ldots, p_{\text{max}}
\]  

(7)

where \( \mathbf{d}_i \) are column vectors of projection matrix \( \mathbf{D} \). The eigen decomposition of covariance matrix of \( \mathbf{D} \) helps to identify the components that have the largest spread (or variance) of this projection. The normalized variance of this projection can be interpreted as relative influence of the measurements on the sensitivity vectors. Further, covariance matrix of \( \mathbf{D} \) is computed whose eigenvalues will describe the relative contribution of measurements in explaining the individual releases since the sensitivity vectors corresponding to the estimated release locations are the basis vectors representative for releases in the projection matrix. Thus, a score indicating the relative proportion of the eigenvalues is considered an indicator to filter the minimal number of releases among \( p \) releases.

2.3.3. Criterion-3 \((C^3)\)

This criterion examines for the variance or spread of the sensitivity vectors associated to the retrieved locations. This is derived through the covariance matrix of \( \mathbf{H} \), that is, \( \mathbf{Q} = \text{cov}(\mathbf{H}) \) (see Appendix A), which shows the variance and covariances among the sensitivity vectors. An eigen analysis of \( \mathbf{Q} \) highlights principal components, spread in the sensitivity vectors and variance explained by the corresponding principal components. This also helps in determining collinearity among the sensitivity vectors. An occurrence of large eigenvalue can be related to the significance of a release as the number of significant eigenvalues indicate number of principle spread directions in the sensitivity vectors. A small eigenvalue may correspond to the artificial release location. Thus, the proportion of eigenvalues of \( \mathbf{Q} \) is considered as a score to determine the number of significant releases.
2.3.4. Criterion-4 (C4)

This criterion is a scaled version of C3 which examines the correlation matrix \( R = \text{corr}(\mathbf{H}) \) (see Appendix A) for the correlations among sensitivity vectors in \( \mathbf{H} \). This criterion is efficient in filtering out collinear or linearly dependent sensitivity vectors which might correspond to the artificial release location. In this criterion, a score is derived as eigenvalues of correlation matrix \( R \). Similar to C3, a large eigenvalue will be an indication of the potential release and a small eigenvalue will correspond to an artificial release.

2.3.5. Criterion-5 (C5): Detection and False-Alarm Probability

This criterion originated from Neyman-Pearson detection theory-based (Neyman et al., 1933; Royall, 2017) eigen-thresholding method (Chang, 2013). This defines associated detection and false-alarm probability of the corresponding releases based on an eigenvalue threshold. Let \( Q \in \mathbb{R}^{p \times p} \) and \( R \in \mathbb{R}^{p \times p} \) are the covariance and correlation matrices of matrix \( \mathbf{H} \). Let \( \lambda_1^Q \geq \lambda_2^Q \geq \ldots \geq \lambda_p^Q \) and \( \lambda_1^R \geq \lambda_2^R \geq \ldots \geq \lambda_p^R \) are two sets of eigenvalues generated by \( Q \) and \( R \) called covariance and correlation eigenvalues, respectively. Since the component dimensionality is equal to the total number of eigenvalues, each eigenvalue specifies a component dimension and provides an indication of the significance of that particular component in terms of energy or variance.

If there is no source contained in a particular component, the corresponding correlation eigenvalue and covariance eigenvalue in this component should reflect only the noise variance, in which case, correlation eigenvalue and covariance eigenvalue are equal. This fact provides us with a base from which we can formulate the difference between the correlation eigenvalue and its corresponding covariance eigenvalue as a binary composite hypothesis testing problem (Chang & Du, 2004). We assume here that (i) sources are positive and associated with white noise (Gaussian distributed with zero mean), and (ii) the covariance between these two types of eigenvalues is asymptotically zero. Thus, we can expect that \( \lambda_i^R \geq \lambda_i^Q \) for distinct number of sources. In order to determine the number of distinct sources, a binary hypothesis can be formulated as

\[
H_0 : z_i = \lambda_i^R - \lambda_i^Q = 0, \quad i = 1, 2, \ldots, p
\]

\[
H_1 : z_i = \lambda_i^R - \lambda_i^Q > 0
\]

(8)

where null hypothesis \( H_0 \) and the alternative hypothesis \( H_1 \) represent the case that the correlation eigenvalue is equal to its corresponding covariance eigenvalue and the case that the correlation eigenvalue is greater than its corresponding covariance eigenvalue, respectively. These pair of eigenvalues \( \lambda_i^R \) and \( \lambda_i^Q \) under hypotheses \( H_0 \) and \( H_1 \) are random variables whose asymptotic conditional probability densities are given by

\[
p_0(z_i) = p(z_i|H_0) \sim N(0, \sigma^2)
\]

\[
p_1(z_i) = p(z_i|H_1) \sim N(2, \sigma^2)
\]

(9)

where \( N(2, \sigma^2) \) denotes Gaussian distribution with mean 2 and variance \( \sigma^2 \). In view of equation (9), the false-alarm probability (\( p_F \)) and detection power (i.e., detection probability, \( p_D \)) can be defined as

\[
p_F = \int_{\tau_1}^{\infty} p_0(z)dz
\]

\[
p_D = \int_{\tau_1}^{\infty} p_1(z)dz
\]

(10)

Thus, for a fixed \( p_F \), a threshold \( \tau_1 \) is determined for each \( z_i \) such that \( z_i > \tau_1 \) which indicates that there is an energy contributing to the eigenvalue \( \lambda_i^R \) in the \( p \) dimension (i.e., alternative hypothesis \( H_1 \) is true) and corresponding detection probability can be computed. This criterion provides two important information related to \( p \) retrieved releases: (i) what are the false-alarm and detection probabilities with respect to each predicted source? and (ii) what is the probability of detecting a release under a given threshold allowing a limited false-alarm probability?. Thus, a score is defined as \( C_i^5 = p_D - p_F \).

3. IIT Delhi Experiment: Pseudo-Runs

IIT Delhi experiment was a short-scale dispersion experiment, conducted in 1991, New Delhi, India, involving several runs (or trials) of tracer SF6 release from single source location in low wind convective conditions (Sharan et al., 1996; Singh et al., 1991). In this experiment, the source location varies in some runs of the release. Taking advantage of identical meteorological conditions and different source locations in some runs,
Figure 1. (a) Layout of the site for IIT Delhi tracer diffusion experiment. (b) Representation of pseudo-runs #11–13 and #8–11 (Sharan, Singh, et al., 2012). Within each ellipse the right and left italic numbers indicate combined receptors. (c) Schematic similar to panel (b) for pseudo-run #8–8* in which run #8 is combined with itself after a mirror symmetry sending the source to M.

Sharan, Singh, et al. (2012) combined single release runs to generate pseudo-runs with pseudo-real measurements. The details have been given in Sharan, Singh, et al. (2012); however, for completeness, salient features are restated here.

The monitoring network of IIT Delhi experiment consists of 20 receptors, arranged in circular arcs of radii 50, 100, 150, and 200 m at an angular distance of 45° (Figures 1 and 2). The height of release was 1 m and the concentrations were also sampled at approximately the same height. There were a total of 14 runs in which only three (run #8, run #11, and run #13) corresponding to steady state convective conditions are chosen under similar meteorological conditions (mean wind speeds of 1.1, 0.9, and 1.1 m/s, respectively, and mean wind directions of 125°, 121°, and 141°) for generating the pseudo-real measurements.

The tracer release experiments were divided into two categories: (i) the release point taken at the center (run #11 with release rate $3 \times 10^{-3}$ g/s) and, (ii) shifted to 100 m northwest (runs #8 and #13 with release rate $5 \times 10^{-3}$ g/s). To generate the pseudo-real measurements, both types of experiments are combined as if two releases occur simultaneously and the concentration measurements on the coinciding receptors are simply added. In this manner, two runs (#11–13 and #8–11) are constructed simply for two simultaneous point releases. The wind direction and wind speed are taken as the average of two runs. Another pseudo-run #8-8* corresponding to two simultaneous releases is prepared by superimposing the mirror image of receptors in run #8 along the symmetric axis for the wind direction of 112.50° (Figure 1). The coinciding receptor’s measurements are added to generate pseudo-measurements. Similarly, a third pseudo-run corresponding to three simultaneous point releases is made by adding the concentration measurements of coinciding receptors of run #11 with the run #8–8*. The wind direction is taken as 112.5° and the wind speed is averaged between runs #8 and #11.

4. Numerical Computations

The inversion computations are implemented on a discretized domain of size 995 m × 995 m, discretized into 199 × 199 cells. The size of each cell is 5 m × 5 m. The cell size is chosen such that the measurement cells are sufficiently separated from each other. The center of the receptor arcs corresponds to the cell (100, 100). In pseudo-runs #11–13 and #8–11, two sources correspond to the cells (100, 100) and (86, 114) whereas in run #8–8*, two sources lie on cells (86, 114) and (80, 100). Similarly, in run #8-8*-11, three sources correspond to the cells (100, 100), (86, 114), and (80, 100). Further, in text, the true sources will be denoted as $s_1^{true}$, $s_2^{true}$, $s_3^{true}$ representing cells (100,100), (86, 114), and (80, 100), respectively.
Overall, the computational steps for estimation of unknown releases can be divided into four steps: (i) computation of sensitivity vectors (or matrix $A$), (ii) prior estimation of location and strength for a priori chosen maximum number of sources ($p^{\text{max}}$) using multiple release identification algorithm (section 2.2), (iii) estimation of the number of sources $p^{\text{est}}$ using the criteria (section 2.3) and (iv) estimation of location and strength corresponding to the $p^{\text{est}}$ sources by reapplying multiple release identification algorithm. In this study, a maximum number of sources for prior estimation is chosen as $p^{\text{max}} = 5$.

4.1. Computation of Sensitivity Matrix

The sensitivity vector $a_i$ (column of sensitivity matrix $A$) describes the sensitivity of emission space with respect to the measurement. The sensitivity vectors are derived from the solutions of an adjoint dispersion model. In this study, an analytical dispersion model developed by Sharan et al. (1996) is considered for its use in adjoint mode. Due to simplicity of the model, an adjoint of the model can be implemented by reversing the wind speed and replacing the source terms by the measurement cells with unit release (Sharan et al., 2009). In computations, source and receptors are assumed at ground level. The sensitivities have peaks on the cells containing measurements which spread to their neighboring cells. This raises a numerical artifact in the inversion computations (Issartel et al., 2007). To resolve this, the measurement cells and neighboring cells are further subdivided into $99 \times 99$ cells and an average value of the sensitivity coefficient is computed for the measurement cells.

4.2. Score for Estimating Number of Releases

The estimated strengths corresponding to $p^{\text{max}}$ releases and matrix $H$ (containing sensitivity vectors corresponding to the retrieved $p^{\text{max}}$ source locations) are analyzed under the criterion proposed in section 2.3. Each criterion analyzes different features associated with the sensitivity vectors and results to a value between 0 and 1 for each retrieved source. Combining all the criteria, a joint score $\beta_i$ is built for each retrieved source by summing the values resulted from each criterion, that is, $\beta_i = C_i^1 + C_i^2 + C_i^3 + C_i^4 + C_i^5$ for $i = 1, 2, \ldots, p^{\text{max}}$. An $i$th retrieved source is considered significant (or potential) if it achieves more than a threshold score $\beta_i \geq 1$. Thus, $p^{\text{est}}$ is counted as number of sources which scores more than the threshold score.

4.3. Reduction in Computational Time

The implementation of the algorithm presented in section 2.2 is computationally expensive. An exhaustive searching for $p$ pair of source locations require to visit $N(N - 1) \ldots (N - p + 1)/p! \approx N^p$ cells, where $N = 199 \times 199 = 39,601$ cells. The storage and computations of such a large number of pairs is tedious and expensive; for instance, the computational time taken in the estimation of source parameters for simultaneous three-point releases is approximately 90 hr on an Intel(R) Core(TM) i5 - 3427U CPU@1.80GHz laptop machine. This is expected to increase further with an increase in the number of sources and number of cells in the domain. Hence, in order to reduce the computational time, two strategies are proposed which reduces the search space for an application of the algorithm.

4.3.1. Filtering of Well-Monitored Regions

In order to obtain an information about possible source regions, we have adopted two strategies: (i) filtering regions based on the norm of sensitivity vectors and (ii) estimating a nonparametric or distributed form of the source term independent to its nature and type. For the first strategy, we choose a threshold on the norm of sensitivity vector as $\sqrt{a^T(x)a(x)} > 10^{-7}$. So, the regions having sensitivity vector norm lesser than $10^{-7}$ are ignored for the source retrieval.

For the second strategy, an estimate for the source distribution is estimated by minimizing a least squares functional $J(s) = \frac{1}{2}(\mu - As)^T(\mu - As)$ following equation (1) as

$$\hat{s} = (A^T A)^{-1} A^T \mu$$

(11)

The estimate $\hat{s}$ is similar to the maximum likelihood estimate of the source term under constant prior information and describes the conditional distribution of unknown releases based on the given set of measurements. The estimate is independent of assumptions about nature or number of releases. The estimate is utilized to filter the well-seen regions a priori to the application of the multiple-point release identification algorithm (section 2.2). To filter well-seen source regions, threshold criteria is defined as, a location $x$ is chosen only if $\hat{s}(x)/\max(\hat{s}) > 0.05$. Indeed, the first strategy with a threshold value of $10^{-7}$ favors sources located close to the monitoring network. For the second strategy, a source estimate (known as the nonparametric, minimum norm estimate) is used with a threshold value of 5%. This estimate has the property to
Figure 3. Estimate $\hat{s}/\max(\hat{s})$ for synthetic measurements in runs #11-13 (panel a), #8-11 (panel b), #8-8* (panel c) and #8-8*-11 (panel d). The symbol “x” and “o” denote true and retrieved source, respectively. The symbol “black triangle” denotes receptors.

Figure 3. Estimate $\hat{s}/\max(\hat{s})$ for synthetic measurements in runs #11-13 (panel a), #8-11 (panel b), #8-8* (panel c) and #8-8*-11 (panel d). The symbol “x” and “o” denote true and retrieved source, respectively. The symbol “black triangle” denotes receptors.

have large values in the regions located close to the monitoring networks. Overall, these two strategies favor sources located directly upwind of the monitoring network. In the present study, this reduces the search space to approximately $(N/4)^p$ cells instead of $N^p$ cells and hence, reduces the computational cost.

4.3.2. Visiting Alternative Pair of Points
To further reduce the computational expense and time, a gross estimation of the source parameters is carried out in the well-monitored source regions by visiting one cell out of each three cells in each direction. This reduces the number of pairs by a factor of $3^p$ for the $p$– set. Finally, a gross estimation is further refined, for all possible sets of pairs associated with a locally minimum $\hat{J}$, by revisiting each pair in their seven neighboring cells.

Following both the strategies, computational time taken in estimation of two, three, and five simultaneous releases is 20 s, 3 hr, and 10 hr, respectively.

5. Results and Discussions
The estimation of unknown releases is performed for both synthetic and pseudo-real measurements. Synthetic measurement refers to the model concentrations generated using a forward analytical dispersion
Figure 4. Cumulative bar chart for the scores that resulted from each criterion using synthetic measurements. Top panels show criterion #1 and criterion #2. In the middle, criterion #3 and criterion #4 are shown. The bottom panels display Detection and False alarm probability.
model (Sharan et al., 1996) assuming the true values of the release parameters (locations and strengths). Synthetic measurements are free from any measurement or model errors and, thus, are utilized to verify consistency of the methodology and proposed criteria.

The source estimation results are discussed in terms of location errors and factor of retrieved to true release strength. Location error is derived as a Euclidean distance between the retrieved source and nearest lying true source. The features of source estimation are illustrated through the isoliths of estimate $\hat{s}/\max(s)$ (Figures 3, 6, and 9). The maxima region of estimate $s$ highlights the regions with maximum source information, whereas small values of $\hat{s}/\max(s)$ indicate regions with poor source information. In case of least squares identification of single point source, Singh and Rani (2014) highlight that the maximum of $s$ is associated with the location of the point release. However, this is not true in case of unknown multiple releases. Though, a sharp maximum may highlight presence of a source term while a flat maxima region may indicate large uncertainty in discriminating the sources.

The criterion scores for each source term are represented in the form of a cumulative bar chart for both synthetic (Figure 4) and pseudo-real data (Figure 7). The retrieved source terms are represented as "S1, S2, S3, S4, and S5". In criterion $C^5$, the detection and false-alarm probability are shown for each source term. The retrieved sources having a score $\beta_i < 1$ are considered artificial, which appear due to limited measurement information and uncertainties. In the following, the source estimation results are presented for both synthetic and pseudo-real runs.

### 5.1. Synthetic Measurements

#### 5.1.1. A Priori Source Retrieval

Here, we describe source retrieval results for a priori chosen $p_{max} = 5$ sources with synthetic measurements.

In all the pseudo-runs, true source locations are exactly retrieved among the $p_{max}$ retrieved locations. We can say that the sources S1 and S2 coincide with two true sources in runs #11–13, 8–11, and 8–8*. Similarly, S1, S2, and S3 coincide exactly with $s_1^{true}$, $s_2^{true}$, and $s_3^{true}$, respectively, in run #8–8*-11. The other source locations are retrieved within a distance of 85 m from the true sources. The estimate $\hat{s}$ has relatively sharp maxima region in runs #11–13, 8–11, and 8–8* whereas a large flat maxima region is observed in run #8–8*-11 (Figure 3). We observed that $s_2^{true}$ falls in the global maxima region in runs #11–13 and 8–11 whereas in other runs, true sources fall in the locally maxima regions which are relatively less resolved by the monitoring network.

In run #11–13, the other three sources (S3, S4, and S5) are obtained in the vicinity of receptors with a location error of 30, 53, and 82 m, respectively. In run #8–8*, S1 and S4 are observed at a distance of 15 and 38 m from $s_2^{true}$, while S5 is observed in the far downwind (85 m from $s_3^{true}$) of the monitoring network. In run #8–8*, S3, S4, and S5 are observed within 50 m (21, 30, and 47 m) radii of the $s_3^{true}$. In run #8–8*-11, S4 and S5 are observed close (21 and 30 m) to the $s_2^{true}$ and $s_3^{true}$, respectively. Overall, we observed that the other sources (except those coinciding with true sources), are observed either in the vicinity of the receptors or downwind of the monitoring network.

With synthetic data, the release strengths are estimated exactly to their true values for the retrieved locations coinciding with the true source locations. For other retrieved sources, strengths are estimated zero. This gives a hint that the other sources with zero strength are not real. However, we will further validate this hint with the evaluation of criterion scores.

#### 5.1.2. Criteria Scores

The scores are determined based on the analysis of sensitivity vectors corresponding to the retrieved source locations and retrieved strengths under each criterion (Figure 4).

The first criterion ($C^5$) clearly shows that there exist only two true point sources (S1 and S2) in runs # 11–13, 8–11, 8–8*, and three point sources (S1, S2, and S3) in run #8–8*-11. The strengths for other source terms in these runs tend to zero which indicates that the other source terms are nonexistent.

In second criterion ($C^6$), it is observed that the S1 has large impact from the measurements (>0.6 in runs # 11–13, 8–11, and 8–8* and >0.4 in run #8–8*-11) in comparison to the other source terms. Cumulatively, S1 and S2 are associated with $\geq 90\%$ of the measurement spread in two release runs. Similarly, S1, S2, and S3 cumulatively describe $\geq 90\%$ of the measurement spread in run #8–8*-11. The contribution of other source terms are observed comparatively very small (<10%) in comparison to the cumulative contribution of S1 and S2 in two release runs and S1, S2, and S3 in run #8–8*-11.
Following third criterion ($C^3$), it is observed that S1 describes a large proportion ($\approx 0.6$) of total variance of the sensitivity vectors. In two release runs, S1 and S2 cumulatively describe more than 80% of the total variance. Similarly, in run #8–8*–11, S1, S2, and S3 cumulatively describe $\approx 95\%$ of the total variance. On comparing the proportions of S2 and S3, we observed that they contribute similarly in run #8–8*–11 whereas the proportion of S3 is almost half of S2 in two release runs. Overall, criterion $C^3$ indicates a small possibility of presence of S3 in two release runs.

The fourth criterion ($C^4$) shows that S1 has relatively large proportion in comparison to the other source term, but the other source terms, especially S2 and S3 in two release runs and S2, S3, and S4 in run #8–8*–11, are observed significant. The S1 and S2 in runs #11–13 and #8–8*, and S1, S2, and S3 in run #8–8*–11, cumulatively describe $\approx 80\%$ of the total variance of the sensitivity vectors. In run #8–11, criterion $C^4$ indicates the presence of three significant source terms as S3 has approximately similar impact as S2 and, S1 and S2 cumulatively describe only $\approx 75\%$ of the total variance. Overall, $C^4$ indicates a small possibility of presence of S3 in run #8–8* but the impact of S3 is significant in runs #11–13 and #8–11. Similarly, there is a small possibility of the presence of S4 in run #8–8*–11.

On comparing the detection probability for the source terms, it is clear that two source terms S1 and S2 has large probability ($> 0.7$) to be detected in all the runs. In run #8–8*, S3 also has a significant probability to be detected. For other source terms (except for S3 in runs #11–13, #8–8*, and #8–8*–11), the detection probability is observed relatively small ($< 50\%$). This shows that S1 and S2 are clearly detectable in all the runs while S3 also has more than 50% probability to be detected in runs #11–13, #8–8*, and #8–8*–11. Thus, runs #11–13 and #8–8* might include the possibility of containing three source terms. The analysis of false-alarm probability shows that all the source terms have less than 50% probability of false detection. Comparatively, false detection probability is observed relatively large ($\approx 0.5$) for S1 in all the runs, whereas, for other source terms, false detection probability is significantly small.

The sum $\beta$ of all the scores resulted from each criterion for each source term shows that there exist only two potential source terms (S1 and S2) in runs #11–13, #8–11, #8–8*, and three source terms (S1, S2, and S3) in run #8–8*–11 (Figure 5) which exactly matches with the true number of sources in these runs.

### 5.1.3. Source Term Estimation for $p^{est}$ Releases

The retrieval algorithm is reapplied for the estimated number of significant releases ($p^{est} = 2$) in runs #11–13, #8–11, and #8–8* and $p^{est} = 3$ in run #8–8*–11. In all the runs, source locations and strengths are retrieved exactly as given true parameters. The exact retrieval of the source terms equivalent to true sources is not surprising and rather reflect the mathematical consistency of the multiple release identification algorithm.

### 5.2. Pseudo-Real Measurements

Here, the source retrieval and criterion will be associated with an unknown structure of model errors and error due to artificiality in preparation of the real measurements.

#### 5.2.1. A Priori Source Retrieval

Among $p^{max} = 5$ releases, the source locations are retrieved with a minimum and maximum location error of 7 and 120 m, respectively. We observed that, at least, one of the source terms is always obtained within a 30-m radii of the true sources. The estimate $\hat{s}$ has sharp maximum in runs #11–13 and #8–8* and a flat maxima region in runs #8–11. The true sources mostly fall in the locally maxima region.

In run #11–13, two sources S1 and S2 are retrieved with a distance of 10 and 17 m, respectively, to the true sources $s^{true}_1$ and $s^{true}_2$. Among other sources, S3 is obtained at 30-m distance to the $s^{true}_2$, whereas S4 and S5 are retrieved within 60-m distance of $s^{true}_2$. Source term S1 lies in globally maxima region of the estimate $\hat{s}$, and S2 corresponds to the locally maxima region. Sources S4 and S5 are retrieved downwind of the monitoring network close to the receptors whereas S3 is retrieved upwind of the monitoring network but falls in the poorly resolved region.

![Figure 5. Score $\beta$ for synthetic measurements.](image)
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Figure 6. Estimate $\hat{s}$/max($\hat{s}$) for pseudo-real measurements in runs #11-13 (panel a), #8-11 (panel b), #8-8* (panel c) and #8-8*-11 (panel d). The symbol “x” and “o” denote true and retrieved source, respectively. The symbol “black triangle” denotes receptors.

In run #8–11, source term S1 is retrieved within 15 m of the true source $s_{\text{true}}^1$, and two sources S2 and S3 are retrieved within 40 m from the true source $s_{\text{true}}^2$. The sources S4 and S5 are retrieved at a distance of 50 and 77 m from the true sources $s_{\text{true}}^2$ and $s_{\text{true}}^1$, respectively. Source S1 is observed in the global maxima region of $\hat{s}$ and S2, S3, and S4 lies around the locally maxima region. The source term S5 is retrieved downwind of the monitoring network in the poorly resolved region.

In run #8–8*, source S1 is retrieved within 7 m of the $s_{\text{true}}^3$ and sources S2 and S3 are retrieved within 35-m distance from the $s_{\text{true}}^2$. Sources S4 and S5 are retrieved at 46- and 120-m distance, respectively, from the $s_{\text{true}}^2$. The source S1 lies in the locally maxima region of $\hat{s}$ and S2 and S3 lies in the global maxima regions of $\hat{s}$ (Figure 6). However, source terms S4 and S5 are observed close to the receptors and downwind of the true source locations which is not well seen by the monitoring network.

In run #8–8*-11, source S1 is retrieved at 25-m distance to $s_{\text{true}}^1$. The S2 is retrieved close (within 7 m) to $s_{\text{true}}^2$ and S4 and S5 are retrieved within 7 m to the $s_{\text{true}}^3$. The source S5 is observed between the receptors, almost equidistant ($\approx$ 50 m) from all the true sources. All the sources lies in almost well-seen region of the monitoring network. The global maxima of $\hat{s}$ is obtained flat along the upwind of the monitoring network.
Figure 7. Cumulative bar chart for the scores resulted from each criterion using pseudo-real measurements. Top panels show criterion #1 and criterion #2. In the middle, criterion #3 and criterion #4 are shown. The bottom panels display Detection and False alarm probability.
5.2.2. Criteria Scores

With criterion $C^1$, we observed that the proportion of source strength for S1 and S2 is relatively higher than other source terms in all the runs and cumulatively describes $\geq 70\%$ of the total score (Figure 7). In runs #11–13 and #8–8*, only two source terms are observed significant, that is, scores for other source terms are comparatively small, whereas in runs #8–11 and #8–8*-11, three sources cumulatively achieve $> 80\%$ score. Overall, $C^1$ indicates clearly two significant source terms in runs #11–13 and #8–8*, three source terms in runs #8–11 and #8–8*-11.

Criterion $C^2$ shows that S1 and S2 are associated with $\approx 80\%$ of the measurement spread in runs #11–13 and #8–8*, while it takes three source terms in runs #8–11 and #8–8*-11 to achieve 80% of the total. The relative score of S3 is observed relatively significant in runs #8–11 and #8–8*-11 and proportions of S4 and S5 are observed small in all the runs.

In criterion $C^3$, S1 and S2 describe $\approx 90\%$ of the total variance of the sensitivity vectors in runs #11–13, #8–11, and #8–8*, whereas in run #8–8*-11, same is being achieved by S1, S2, and S3. The scores corresponding to S4 and S5 are observed comparatively very small in all the runs. This indicates the presence of two releases in runs #11–13, #8–11, #8–8*, and three releases in run #8–8*-11.

In criterion $C^4$, S1 shows relatively large score in comparison to the other source terms in all the runs whereas S2 and S3 have similar scores in runs #11–13, #8–11, and #8–8*. In all the runs (except run #8–11), S1, S2, and S3, cumulatively achieve $\approx 80\%$ score, however, in run #8–11, it takes four source terms cumulatively to achieve 80% of the score. Thus, $C^4$ indicates the presence of three sources in runs #11–13, #8–8*, and #8–8*-11 and four source terms in run #8–11.

With the scores of detection probability, it can be seen that S1 and S2 have more than 60% probability to be detected in all the runs. In run #8–8*-11, S1, S2, and S3 have more than 60% detection probability. Comparatively, detection probability for other source terms (S4 and S5) are small ($< 50\%$) in all the runs. Analyzing false-alarm probability, we observed that S1 can have a small probability ($< 40\%$) of false alarm in runs #11–13, #8–8*, and #8–8*-11.

With the joint score $\beta$ for pseudo-real data (Figure 8), we observed that only two source terms achieve the threshold score in runs #11–13, #8–11, and #8–8*. Similarly, only three sources are higher than the threshold score in run #8–8*-11. Thus, it shows that only two sources are present in runs #11–13, #8–11, and #8–8* and three sources in run #8–8*-11, which exactly matches with the true number of releases in these runs.
Figure 9. Estimate $\hat{s}/\max(s)$ for noisy synthetic measurements in run #8–8*–11. The symbol “x” and “o” denote true and retrieved source, respectively. The symbol “black triangle” denotes receptors. The retrieved source locations are shown for 50 simulations.

5.2.3. Source Term Estimation for $p^{\text{est}}$ Releases

The location and strength parameters are reestimated for the estimated number of releases ($p^{\text{est}} = 2$ in runs #11–13, #8–11, #8–8*, and $p^{\text{est}} = 3$ in run #8–8*–11). Overall in all the runs, source locations are retrieved within 30-m radius of the corresponding true release locations.

In run #11–13, first source is retrieved very close (7 m) to the $s^{\text{true}}_2$ and the second source is retrieved at 30 m from the $s^{\text{true}}_1$. The strengths for both the releases are retrieved with in a factor of 2 (i.e., ratio $\text{retrieved}/\text{true}$ is 0.9 and 1.7) to the corresponding true values. In runs #8–11 and #8–8*, the first source is retrieved at 15-m distance to the $s^{\text{true}}_2$ and second source is retrieved at 25 m to the $s^{\text{true}}_1$. In both the runs, the release strength are overpredicted within a factor of 3. In run #8–8*–11, two sources are retrieved at a distance of 5 and 15 m from the $s^{\text{true}}_2$ and $s^{\text{true}}_3$, while the third source is retrieved at 30-m distance to the $s^{\text{true}}_1$. The release strength is overpredicted within a factor of 3 in this run.

5.3. Sensitivity Analysis: Noisy Synthetic Measurements

Noisy synthetic measurements refer to the measurements prepared by adding a Gaussian noise, in 30% proportion, to the synthetic measurements (i.e., $\mu^{\text{noisy}} = \mu^{\text{model}}(1 + 0.3\alpha)$, where $\alpha$ is a Gaussian distributed random number with mean zero and variance 1. A sensitivity analysis is required to analyze the impact of measurement errors (including model errors) on the estimation of releases and the criteria scores. Such simulations also help to analyze the uncertainty in the STE results due to model or measurement errors in the real scenarios. To analyze the results, 50 STE simulations are made using these noisy synthetic measurements for a priori source estimation (taking $p^{\text{max}} = 5$).

The results are presented in the form of mean and standard deviations (sd) of the retrieved source parameters (Figure 9), location errors (Figure 10), criterion scores (Figure 11), and combined score (Figure 12).

To visualize the distribution of retrieved source locations, the retrieved locations are plotted for the 50 simulations. We observed that the sources are retrieved mostly within 60 m of the true source locations. Less than 10% of the retrieved sources are obtained too far (both downwind or upwind) from the true source locations. To analyze the retrieval, location error is computed for each retrieved source with respect to its nearest falling true source and location errors are averaged for all the simulations. The average location errors for...
S1, S2, and S3 are observed within 25 m (Figure 10). The uncertainty (i.e., standard deviation) in the location errors is observed within 11 m for four source terms. The uncertainty is obtained large (35 m) for source S5.

With the criterion scores (Figure 11), we observed that source S1 achieves maximum score with all the criterion (Figure 11). In Figure 11, \( C^1, C^2, \) and \( C^3 \) show approximately three significant (score > 0.15) source terms while \( C^4 \) shows only two significant source terms. In \( C^4, C^2, C^3, \) and \( C^4 \), sources S1, S2, and S3 cumulatively achieve >80% score.

In \( C^1 \), coefficient of variation (cv) \( (cv = \frac{sd}{mean}) \) shows a variation of \( \pm 25-33\% \) for sources S1, S2, and S3, while cv is observed relatively larger (45% and 80%) for S4 and S5 (Figure 11). In \( C^2 \) and \( C^3 \), cv is observed within 20% for sources S1, S2, S3, and S4 and relatively large (>50%) for S5. The cv is observed much higher in \( C^4 \), as 30% for source S1 and 60–100% for S2, S3, S4, and S5. The detection probability is observed >50% for sources S1, S2, and S3 while for other sources, detection probability is low (<30%). False-alarm probability is also observed low (<20%) for all the sources. The cv is observed within 20% for sources S1, S2, and S3 whereas uncertainty is large for S4 and S5 (30% and 140%, respectively). The uncertainty in false-alarm probability is also observed large (cv between 70% and 300%) for all the sources but even with uncertainty, the probability of false alarm is always observed within 40%.

The average combined score \( \hat{\beta} \) (Figure 12) shows that the sources S1, S2, and S3 achieve more than threshold score. The standard deviation in \( \hat{\beta} \) is observed within 0.30 (i.e., 30% of the threshold score). The standard deviation is observed relatively large in magnitude for source S2 and comparatively small for source S5. However, in terms of the coefficient of variation\( (cv = \frac{sd}{mean}) \), we could see that \( \beta \) varies within 10% for source S1, \( \geq 20\% \) for S2 and S3, and 25–30% for S4 and S5. The cv estimates for \( \beta \) shows robustness of the proposed \( \beta \) score in precisely identifying the number of releases. Although, in the presence of large model errors, it is quite possible that the methodology may miss the presence of a source term. For instance, with the standard deviation estimates, it can be analyzed that the uncertainties may force the score below threshold for source S3. This is an indication of model error's impact.

5.4. Causes for Retrieval Errors

Overall, the proposed methodology works well in estimating the number of releases as well as corresponding release parameters. The deviations between true and retrieved source locations are mainly due to the meteorological limitations (use of constant wind speed, wind direction) and limited form of parameterizations. These can be attributed as model errors. An overprediction in the retrieval of emission strength is related to the underprediction behavior of model. However, the retrieval of the strength may be affected depending on the location of the retrieved source upwind or downwind of the network. The estimate \( \hat{s} \) helps in discriminating well-resolved or poorly resolved source informations. Thus, large errors are expected in the retrieval if source locations (both true and retrieved) fall to the poorly resolved regions. The number of measurements plays an important role in improving resolution of the source information. However, in this study, the number of measurements are very limited (lesser than 18) in all the runs. Another limitation is artificiality of the pseudo runs. In preparing pseudo trials, only common receptors corresponding to two real runs are combined which results into the relatively lesser number of measurements. In addition, averaging of the winds from two real runs is not fully consistent with the addition of corresponding concentration measurements.

6. Scope and Limitations

This section describes the key points associated with the methodology from both the technical and application points of view. The formulation of source-receptor relationship (section 2.1) is based on the assumption that the measurements are linear mixture of the concentrations that resulted from each source. However, this may not be true in real scenarios especially in the presence of reactive tracers, sink terms, or meteorological variability. The proposed methodology is based on the use of an adjoint dispersion model and minimization of a functional which is overdetermined in nature. The derivation of an exact adjoint
model is a difficult task for complex dispersion models accounting complex interactions between tracer and atmospheric turbulence. In this study, the formulated inverse problem was overdetermined (as $m > 3p$) nevertheless, the number of measurements are still very limited and more number of measurements are required for better estimation. The numerical discretization of the computational domain also plays an important role in view of resolution of the source estimation and computational implementation of the algorithm. The cell size should be chosen such that the releases or receptors are sufficiently separated in the discretized domain. This is important to avoid the correlations between the source terms and among the receptors. Moreover, it is difficult to capture refined aspects of complicated releases or more sensitive localizations smaller than the discretized cell.

Computationally, the implementation of the proposed methodology is simple but time consuming and expensive. This can be improved by the use of parallel computation or hybrid search algorithms like simulated annealing, genetic algorithm, particle swarm optimization, etc. In source term estimation, the metaheuristic algorithms are utilized for the retrieval of single point source. This includes important contributions from Allen et al. (2007), Wang et al. (2018) for applying genetic algorithm, Thomson et al. (2007) for simulated annealing, Ma et al. (2017) for particle swarm optimization, etc. The implementation and
application of these algorithms were limited to the estimation of few parameters (i.e., mainly for the retrieval of a point source). The application of hybrid search algorithms for estimation of multiple release parameters is not straightforward. Nevertheless, estimating the global minimum of the cost function and simultaneously estimating all the release parameters for several number of sources will still be a challenge from the computational point of view. The accuracy and computational time are subjected to the number of releases, release parameters, number of cells in the discretized domain. The use of a priori source information via estimate $\hat{s}$ helps to constrain the additional degree of freedom in the discretized model space. The source estimation methodology has two advantages: (i) it does not require any initial guesses for the unknown release parameters and (ii) it utilizes the resolution of the source information $\hat{s}$ distributed in the domain, based on the given monitoring design and number of measurements. This helps to discriminate between the well-resolved or poorly resolved source regions and further, reduces the computational time required in the search procedure. The accuracy and uncertainties in the source retrieval are subjected to the design of the monitoring network, number of measurements, distance between the releases, model errors, and error statistics.

The present evaluation shows that the technique is able to characterize the releases well when they are sufficiently apart from each other, and enough measurements are available to provide a well-resolved and distinct source regions. The technique provides a source retrieval close or upwind of the true releases when source information is distinctly resolved. The releases are retrieved relatively closer to each other or downwind of the true releases when source information is not distinctly resolved. The major deviations are observed due to lack of measurements and model representativeness errors. Thus, the accuracy of the source retrieval can be enhanced by improving the model characteristics toward the observations.

The estimation process of the release parameters is sensitive with respect to the error-statistics of measurement and model errors. In the present study, the observation error-covariance matrix is assumed identity matrix. The estimates of release parameters may vary for a different choice of observation error covariance matrix. With the present setup, a posteriori uncertainty of the source terms cannot be addressed directly. However, they can be approximated by using the Hessian of the cost function. Note that the posterior uncertainties in the release parameters will depend on the assumed prior statistical information about the measurement errors.

The present study utilizes constant wind speed and constant wind direction for the tracer dispersion. It is expected that the concentration measurements with variable meteorological scenarios may be more informative than those considered in the constant meteorological situations. In future, this will be further explored with availability of the data sets.

7. Conclusion

An inversion methodology is proposed here to estimate the number of point releases as well as corresponding release parameters in the dispersion events involving several simultaneous releases. The study proposes new criterion which analyzes release strengths, collinearity among the sensitivity vectors, spread of measurements described by the sensitivity vectors and spread of sensitivity vectors corresponding to the a priori retrieved releases. In addition, the criterion leads to the detection and false-alarm probability associated with the retrieved releases.

To evaluate the proposed methodology, four pseudo-runs, prepared from IIT Delhi diffusion experiment, are utilized. The methodology is evaluated with both synthetic and pseudo-real data. With synthetic data, we were able to estimate the true number of releases, their locations and strengths exactly as originally prescribed. With pseudo-real data, number of releases are estimated exactly as prescribed in all the four runs. The release locations are reconstructed within a minimum error of 7 m and maximum error of 30 m from their true locations. The strength is also retrieved within a factor of 3 in all the runs. The incurred
errors in retrieval with the pseudo-real data are mainly due to artificiality of the data set and model errors. The sensitivity analysis highlights robustness of the inversion methodology in the presence of model errors and impact of model errors on the criteria scores.

The proposed inversion technique is general for any number of sources and can perform well for elevated as well as instantaneous releases. This requires a further evaluation with existing or upcoming data sets for multiple contaminant releases at varying scales from local to global.

Appendix A: Covariance and Correlation Matrix

The matrix $\hat{H} \in \mathbb{R}^{m \times p}$ containing the sensitivity vectors corresponding to the retrieved release locations is defined as

$$
\hat{H} = \begin{bmatrix}
    a_1(x_1) & a_1(x_2) & \ldots & a_1(x_p) \\
    a_2(x_1) & a_2(x_2) & \ldots & a_2(x_p) \\
    \vdots & \vdots & \ddots & \vdots \\
    a_m(x_1) & a_m(x_2) & \ldots & a_m(x_p)
\end{bmatrix}
$$

(A1)

where $x_1, x_2, \ldots, x_p$ are the estimated source locations and $a_i(x_j)$ can be interpreted as sensitivity element corresponding to the $i$th measurement at source location $x_j$. The column mean of the sensitivity elements is defined as

$$
\bar{\alpha}_j = \frac{1}{m} \sum_{i=1}^{m} \alpha_{ij} = m^{-1} \gamma^T_m \alpha_j
$$

(A2)

where $\alpha_j$ is the $j$th column of $\hat{H}$ and $\gamma_p \in \mathbb{R}^{p \times 1}$ is a column vector containing identity elements (i.e., 1). The row mean of the sensitivity elements is defined as

$$
\bar{\alpha}_i = \frac{1}{p} \sum_{j=1}^{p} \alpha_{ij} = p^{-1} \alpha^T_i \gamma_p
$$

(A3)

where $\alpha^T_i$ is $i$th row of $\hat{H}$. The variance of $j$th variable is defined as

$$
\sigma_j^2 = \frac{1}{m} \sum_{i=1}^{m} (\alpha_{ij} - \bar{\alpha}_j)^2
$$

(A4)

Now the covariance matrix $Q = \text{cov} (\hat{H})$ is defined as

$$
Q = \frac{1}{m} \hat{H}^T \hat{H}_c
$$

(A5)

where $\hat{H}_c = \hat{H} - \gamma_m a^T = \mathbf{C} \hat{H}$ is the centered matrix, $a^T = [\bar{\alpha}_1, \bar{\alpha}_2, \ldots, \bar{\alpha}_p]$, and $\mathbf{C} = \mathbf{I}_m - m^{-1} \gamma_m \gamma_m^T$ is the centering matrix. $\mathbf{I}_m \in \mathbb{R}^{m \times m}$ is identity matrix.

Now, the correlation matrix $R$ is defined as

$$
R = \frac{1}{m} \hat{H}^T \hat{H}_s
$$

(A6)

where $\hat{H}_s = \mathbf{C} \mathbf{D}^{-1}$ and $\mathbf{D} = \text{diag}(s_1, s_2, \ldots, s_p)$ is a diagonal scaling matrix.
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Erratum

In the originally published version of this article, several math symbols were incorrectly typeset. The symbols have since been updated and this version may be considered the authoritative version of record.