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Abstract

We study the many body quantum evolution of bosonic systems in the mean field limit. The
dynamics is known to be well approximated by the Hartree equation. So far, the available results
have the form of a law of large numbers. In this paper we go one step further and we show
that the fluctuations around the Hartree evolution satisfy a central limit theorem. Interestingly,
the variance of the limiting Gaussian distribution is determined by a time-dependent Bogoliubov
transformation describing the dynamics of initial coherent states in a Fock space representation
of the system.

1 Introduction

A quantum mechanical system of \( N \) bosons in three dimensions is described by a wave-function \( \psi_N \in L^2_\text{s}(\mathbb{R}^{3N}) \), the subspace of \( L^2(\mathbb{R}^{3N}) \) consisting of functions which are symmetric w.r.t. permutations of the \( N \) particles. Every physical observable of the system is associated with a self-adjoint operator \( A \) on the Hilbert space \( L^2(\mathbb{R}^{3N}) \). The expectation of \( A \) in the state described by the wave function \( \psi_N \) is given by the \( L^2 \)-inner product \( \langle \psi_N, A \psi_N \rangle \). For example, the position of the \( j \)-th particle is associated with the multiplication operator \( A = x_j \). The momentum of the \( j \)-th particle, on the other hand, is associated with the differential operator \( A = -i \nabla x_j \).

The time evolution of the quantum system is governed by the \( N \)-particle Schrödinger equation

\[
i \partial_t \psi_{N,t} = H_N \psi_{N,t}
\]

where \( \psi_{N,t} \in L^2_\text{s}(\mathbb{R}^{3N}) \) indicates the wave-function of the system at time \( t \). On the r.h.s., \( H_N \) is a self-adjoint operator acting on \( L^2(\mathbb{R}^{3N}) \), known as the Hamilton operator, or the Hamiltonian, of
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the system. It typically has the form
\[ H = \sum_{j=1}^{N} -\Delta x_j + \lambda \sum_{i<j} V(x_i - x_j) \]
where \( \lambda \in \mathbb{R} \) is a coupling constant, and \( V \) is a two-body interaction among the particles. One could also introduce a term describing an external potential (for example, a trapping potential \( V_{\text{ext}}(x) \to \infty \) as \( |x| \to \infty \)); the analysis below applies also in this case (under minor assumptions on \( V_{\text{ext}} \), needed essentially to guarantee the self-adjointness of \( H \)).

We are interested in the mean-field regime, where particles undergo a large number of very weak collisions, so that the sum of the interactions experienced by each particle can effectively be approximated by an average, mean-field, potential. The mean-field regime is realized when \( N \gg 1 \) (many collisions), \( |\lambda| \ll 1 \) (weak interactions), so that \( N \lambda =: \kappa \) is of order one (so that the total force acting on each particle is of order one). In order to study the mean-field regime, we analyze the dynamics generated by the Hamilton operator
\[ H_N = \sum_{j=1}^{N} -\Delta x_j + \frac{\kappa}{N} \sum_{i<j} V(x_i - x_j) \quad (1.1) \]
in the limit of large \( N \). In particular, we are interested in the evolution of factorized initial data, given by
\[ \psi_N(x_1, \ldots, x_N) = \prod_{j=1}^{N} \varphi(x_j) \]
Although factorization is not preserved by the time-evolution, because of its mean-field character, it turns out that, for large \( N \), factorization is approximately (and in an appropriate sense) preserved, i.e.
\[ \psi_{N,t}(x_1, \ldots, x_N) \simeq \prod_{j=1}^{N} \varphi_t(x_j). \quad (1.2) \]
A simple argument then shows that \( \varphi_t \) must evolve according to the effective nonlinear one-particle Hartree equation
\[ i\partial_t \varphi_t = -\Delta \varphi_t + \kappa \left( V \ast |\varphi_t|^2 \right) \varphi_t. \quad (1.3) \]
More precisely, it turns out that (1.2) can be understood as convergence of the reduced density matrices associated with \( \psi_{N,t} \). We define the density matrix associated with \( \psi_{N,t} \) as the orthogonal projection \( \gamma_{N,t} = |\psi_{N,t}\rangle \langle \psi_{N,t}| \) onto \( \psi_{N,t} \). Then, for \( k = 1, \ldots, N \), the \( k \)-particle reduced density matrix \( \gamma^{(k)}_{N,t} \) associated with \( \psi_{N,t} \) is defined as the partial trace of \( \gamma_{N,t} \) over the last \( (N-k) \) particles. In other words, \( \gamma^{(k)}_{N,t} \) is defined as a non-negative, trace class operator on \( L^2(\mathbb{R}^{3k}) \) with integral kernel given by
\[ \gamma^{(k)}_{N,t}(x_1, \ldots, x_k; x'_1, \ldots, x'_k) = \int dx_{k+1} \ldots dx_N \gamma_{N,t}(x_1, \ldots, x_k, x_{k+1}, \ldots, x_N; x'_1, \ldots, x'_{k}, x_{k+1}, \ldots, x_N) \]
\[ = \int dx_{k+1} \ldots dx_N \psi_{N,t}(x_1, \ldots, x_k, x_{k+1}, \ldots, x_N) \overline{\psi_{N,t}(x'_1, \ldots, x'_k, x_{k+1}, \ldots, x_N)} \]
For a \( k \)-particle observable \( O^{(k)} \) (an observable depending non-trivially only on \( k \) particles), we find
\[ \left\langle \psi_{N,t}, \left( O^{(k)} \otimes 1 \right) \psi_{N,t} \right\rangle = \text{Tr} \left( O^{(k)} \otimes 1 \right) \gamma_{N,t} = \text{Tr} O^{(k)} \gamma^{(k)}_{N,t} \]
It turns out that the language of the reduced density matrices is the correct language to understand the approximation (1.2).

**Theorem 1.1** (Theorem 1.1 in [2]). Suppose that the potential $V$ satisfy the operator inequality $V(x)^2 \leq D(1-\Delta)$, for some constant $D > 0$, and let $H_N$ be defined as in (1.1). Let $\psi_N = \varphi^{\otimes N}$, $\psi_{N,t} = e^{-iH_N t}\psi_N$. Then, for every $k \in \mathbb{N}$ there exist constants $C,K > 0$ such that

$$\text{Tr} \left| \gamma_{N,t}^{(k)} \to |\varphi_t\rangle \langle \varphi_t|^{\otimes k} \right| \leq C e^{K|t|}$$

for all $t \in \mathbb{R}$ and all $N$ large enough. Here $\varphi_t$ is the solution of the Hartree equation (1.3), with initial data $\varphi_{t=0} = \varphi$.

Remark that the operator inequality $V^2 \leq D(1-\Delta)$, which means that

$$\int dx V^2(x)|\varphi(x)|^2 \leq D\|\varphi\|^2_{H^1}$$

for every $\varphi \in L^2(\mathbb{R}^3)$, is satisfied by potentials with a Coulomb singularity $V(x) = \pm 1/|x|$.

Note that (1.4) implies that, for any $k$-particle observable $O^{(k)} \otimes 1^{(N-k)}$, we have

$$\langle \psi_{N,t}, \left( O^{(k)} \otimes 1^{(N-k)} \right) \psi_{N,t} \rangle \to \langle \varphi^{\otimes k}, O^{(k)} \varphi^{\otimes k} \rangle$$

as $N \to \infty$, with rate of convergence of order $N^{-1}$. In other words (1.4) implies that, to compute the expectation of an arbitrary observable depending non-trivially on a fixed number of particles, in the limit of large $N$, we can replace the full solution of the $N$-particle Schrödinger equation by products of the solution of the Hartree equation (1.3).

The first result in the direction of Theorem 1.1 was obtained in [30] for bounded interaction potentials, studying the evolution of the reduced densities, as described by the so called BBGKY hierarchy (this approach does not give an estimate on the rate of convergence). The approach of [30] was then extended to potential with singularities in [13, 11, 8, 10, 24, 4]. More recently, it was also extended in [10, 11, 12] to the ultradilute limit of quantum mechanics, where particles interact through strong potentials with scattering length of the order $N^{-1}$; in this case, the many body dynamics is asymptotically approximated by the Gross-Pitaevskii equation (mathematical questions related with the Gross-Pitaevskii limit were also discussed in [25, 3]). A different derivation of the Gross-Pitaevskii equation has been proposed in [28].

Another approach to the mean-field limit of quantum mechanics, based on ideas from [19, 16], has been obtained in [29] and later extended in [26, 2]. This approach is based on a representation of the system on the bosonic Fock-space and on the use of initial coherent states and it has the advantage of giving precise bounds on the rate of convergence towards the Hartree dynamics. Theorem 1.1 as stated above, has been proven in [2] making use of these techniques. The approach of [29] is also the basis for the analysis in the present paper; we will therefore describe it in details starting in Section 2.

Alternative approaches and questions related with the mean-field limit of quantum dynamics have been discussed in [9, 27, 14, 15, 7].

Because of the bosonic symmetry, physically measurable observables on $L^2_s(\mathbb{R}^{3N})$ are invariant w.r.t. permutations of the $N$ particles. A physically measurable one particle observable has the form $O = \sum_{j=1}^N O^{(j)}$, where $O^{(j)} = 1 \otimes \cdots \otimes 1 \otimes O \otimes 1 \otimes \cdots \otimes 1$ acts non-trivially only on the $j$-th particle, for a self-adjoint operator $O$ on $L^2(\mathbb{R}^3)$. The kinetic energy $\sum_{j=1}^N -\Delta x_j$ is an example of such an observable. The operator $\sum_{j=1}^N \chi_A(x_j)$, measuring the number of particles in a set $A \subset \mathbb{R}^3$ is another
example. In probabilistic terms, one can think of the observables \( O^{(j)} \) as random variables, whose distribution is determined by the wave function \( \psi_N \in L^2_s(\mathbb{R}^{3N}) \) describing the state of the system (the distribution is determined through the spectral decomposition of the observables). If \( \psi_N = \varphi^{\otimes N} \), the \( O^{(j)} \) are independent identically distributed random variables with a common distribution determined by the one-particle wave function \( \varphi \in L^2(\mathbb{R}^3) \) and, as a sum of independent and identically distributed random variables, \( O = \sum_{j=1}^{N} O^{(j)} \) satisfies a law of large numbers and a central limit theorem. If we let the system evolve, \( \psi_{N,t} = e^{-iH_N t} \varphi^{\otimes N} \) does not factorize. Hence, at time \( t \neq 0 \), the variables \( O^{(j)} \) are not independent (they are still identically distributed because of the permutation symmetry of \( \psi_{N,t} \)). Nevertheless, Theorem 1.1 implies that, asymptotically, \( \psi_{N,t} \) can still be approximated in a certain sense by a factorized wave function. As it turns out, the result of Theorem 1.1 easily implies that, for any time \( t \in \mathbb{R} \), \( O = \sum_{j=1}^{N} O^{(j)} \) still satisfies the law of large numbers (for a bounded self-adjoint operator \( O \) on \( L^2(\mathbb{R}^3) \)). In fact, let \( \tilde{O} = O - \mathbb{E}_{\varphi_t}O = O - \langle \varphi_t, O \varphi_t \rangle \), and let \( \mathbb{P}_{\psi_{N,t}} \) and \( \mathbb{E}_{\psi_{N,t}} \) denote probabilities, respectively, expectations w.r.t. the distribution determined by the wave function \( \psi_{N,t} \). Then, by Markov’s inequality,

\[
\mathbb{P}_{\psi_{N,t}} \left( \left| \frac{1}{N} \sum_{j=1}^{N} \tilde{O}^{(j)} \right| \geq \varepsilon \right) \leq \frac{1}{\varepsilon^2 N^2} \mathbb{E}_{\psi_{N,t}} \left( \sum_{j=1}^{N} \tilde{O}^{(j)} \right)^2 \\
\leq \frac{1}{\varepsilon^2} \left( \mathbb{P}_{\psi_{N,t}}(\tilde{O}^{(1)} \tilde{O}^{(2)} \psi_{N,t}) + \frac{1}{N \varepsilon^2} \left( \mathbb{P}_{\psi_{N,t}}(\tilde{O}^{(1)})^2 \psi_{N,t} \right) \right) \\
= \frac{1}{\varepsilon^2} \text{Tr} \gamma_{N,t}(\tilde{O} \otimes \tilde{O}) + \frac{1}{N \varepsilon^2} \text{Tr} \gamma_{N,t}^{(1)} \tilde{O}^2
\]

From Theorem 1.1 we conclude that

\[
\lim_{N \to \infty} \sup_{\psi_{N,t}} \mathbb{P}_{\psi_{N,t}} \left( \left| \frac{1}{N} \sum_{j=1}^{N} \tilde{O}^{(j)} \right| \geq \varepsilon \right) \leq \frac{1}{\varepsilon^2} \text{Tr} |\varphi_t|^2 (\tilde{O} \otimes \tilde{O}) = 0
\]

In the next sections, we show that, for all times \( t \in \mathbb{R} \), the one-particle observable \( O \) also satisfies a central limit theorem, in the sense that, as \( N \to \infty \)

\[
\frac{1}{\sqrt{N}} \sum_{j=1}^{N} \left( O^{(j)} - \mathbb{E}_{\varphi_t}O \right)
\]

converges in distribution to a centered Gaussian random variable. The variance of this Gaussian variable is different from the one we would observe replacing the solution \( \psi_{N,t} \) of the Schrödinger equation by the product \( \varphi_t^{\otimes N} \) (the correlations among the particles developed by the \( N \)-particle dynamics are sufficiently weak to still have a central limit theorem, but they are sufficiently strong to affect the variance of the limiting Gaussian fluctuations). As we will see the limiting variance is determined by a so called Bogoliubov transformation which describes the dynamics of fluctuations around the mean field Hartree dynamics in a Fock space representation of the system, which will be defined in the next section.

This is not the first time a central limit theorem is proven in a quantum setting. Quantum central limit theorems stating the convergence of polynomials in non-commuting self-adjoint observables to appropriate Gaussian distributions already appeared in the 70’s, in the works [6, 20]. Since then, these results have been extended and applied to questions in equilibrium quantum statistical mechanics in [17], non-equilibrium quantum statistical mechanics in [21], quantum information theory in [18], and combinatorics in [22]. The paper [5] is closer to the spirit of our manuscript, since it deals with
quantum dynamics and with non-independent variables; however, in our case the correlations are generated by the time evolution (the particles are uncorrelated at time \(t = 0\)), while in [5] they are already present in the initial state (the Hamiltonian in this case is quadratic and does not generate correlations for factorized initial data).

2 Fock space representation and fluctuation dynamics

To state the central limit theorem, we first have to study the fluctuations of the many-body evolution around the limiting Hartree dynamics. To this end, it is convenient to introduce a Fock-space representation of the system under consideration; this will allow us to study the evolution of so-called coherent states, for which the fluctuations can be written in a nice and compact form.

The bosonic Fock-space over \(L^2(\mathbb{R}^3)\) is defined as the direct sum

\[\mathcal{F} = \mathbb{C} \oplus \bigoplus_{n \geq 1} L^2_s(\mathbb{R}^{3n}, dx_1, \ldots dx_n)\]

where \(L^2_s(\mathbb{R}^{3n})\) denotes the subspace of \(L^2(\mathbb{R}^{3n})\) consisting of functions symmetric with respect to permutation of the \(n\) particles. Vectors in the Fock-space are sequences \(\Psi = \{\psi^{(n)}\}_{n \geq 0}\), where \(\psi^{(n)} \in L^2_s(\mathbb{R}^{3n})\) is an \(n\)-particle bosonic wave function. The idea behind the introduction of the Fock-space is that we want to study states with non fixed number of particles. Clearly, \(\mathcal{F}\) has the structure of a Hilbert space with the inner product

\[\langle \Psi, \Phi \rangle = \overline{\psi^{(0)}\phi^{(0)}} + \sum_{n \geq 1} \langle \psi^{(n)}, \phi^{(n)} \rangle .\]

The vector \(\Omega = \{1, 0, 0, \ldots\} \in \mathcal{F}\) is called the vacuum and describes a system with no particles. An important operator on \(\mathcal{F}\) is the number of particle operator \(\mathcal{N}\), which is defined by

\[\mathcal{N}\{\psi^{(n)}\}_{n \geq 0} = \{n\psi^{(n)}\}_{n \geq 0}.\]

The vacuum \(\Omega\) is an eigenvector of \(\mathcal{N}\) with eigenvalue zero. More generally, vectors of the form \(\{0, \ldots, 0, \psi^{(m)}, 0, \ldots\}\), having a fixed number of particles, are eigenvectors of \(\mathcal{N}\) (with eigenvalue \(m\)). The number of particle operator is an example of second quantization of a self-adjoint operator on the one-particle space \(L^2(\mathbb{R}^3)\). In general, if \(O\) denotes a self-adjoint operator on \(L^2(\mathbb{R}^3)\), we define its second quantization \(d\Gamma(O)\) as the self-adjoint operator on \(\mathcal{F}\) defined by

\[(d\Gamma(O)\psi^{(n)}) = \sum_{j=1}^n O^{(j)}\psi^{(n)}\]

where \(O^{(j)} = 1 \otimes \cdots \otimes O \otimes \cdots \otimes 1\) acts as \(O\) on the \(j\)-th particle and as the identity on the other \((n - 1)\) particles. With this notation \(\mathcal{N} = d\Gamma(1)\).

On \(\mathcal{F}\), we define the Hamilton operator \(\mathcal{H}_N\) by \(\mathcal{H}_N\{\psi^{(n)}\}_{n \geq 1} = \{\mathcal{H}_N^{(n)}\psi^{(n)}\}_{n \geq 1}\), with

\[\mathcal{H}_N^{(n)} = \sum_{j=1}^n -\Delta x_j + \frac{1}{N} \sum_{i<j}^n V(x_i - x_j) .\]

By definition, \(\mathcal{H}_N\) leaves each \(n\)-particle sector \(\mathcal{F}_n\) (defined as the eigenspace of \(\mathcal{N}\) associated with the eigenvalue \(n\)) invariant. Moreover, on the \(N\)-particle sector, \(\mathcal{H}_N\) agrees with the mean field
Hamiltonian $H_N$ defined in (1.1). In particular, if we consider the Fock-space evolution of an initial vector with exactly $N$ particles, we find
\[
e^{-iH_N t}\{0, \ldots, 0, \psi_N, 0, \ldots\} = \{0, \ldots, 0, e^{-iH_N t}\psi_N, 0, \ldots\}
\]
each as in Section II. The advantage of working in the Fock space is that we have more freedom in the choice of the initial data. We will use this freedom by considering a class of initial data, known as coherent states, with non-fixed number of particles.

It is very useful to introduce, on the Fock space $F$, creation and annihilation operators. For $f \in L^2(\mathbb{R}^3)$, we define the creation operator $a^*(f)$ and the annihilation operator $a(f)$ by setting
\[
(a^*(f)\psi)^{(n)}(x_1, \ldots, x_n) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} f(x_j)\psi^{(n-1)}(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n)
\]
\[
(a(f)\psi)^{(n)}(x_1, \ldots, x_n) = \sqrt{n+1} \int dx f(x)\psi^{(n+1)}(x, x_1, \ldots, x_n).
\]
The operators $a^*(f)$ and $a(f)$ are densely defined and closed. It is easy to check that, as the notation suggests, $a^*(f)$ is the adjoint of $a(f)$. Creation and annihilation operators satisfy the canonical commutation relations
\[
[a(f), a^*(g)] = \langle f, g \rangle \quad \text{and} \quad [a(f), a(g)] = [a^*(f), a^*(g)] = 0
\]
for any $f, g \in L^2(\mathbb{R}^3)$ (here $\langle f, g \rangle$ denotes the $L^2$-inner product). Physically, the operator $a^*(f)$ creates a particle with wave function $f$, while $a(f)$ annihilates it. As a consequence, a state with $N$ particles all in the one-particle state $\phi$, can be written as
\[
\{0, \ldots, 0, \phi^\otimes N, 0, \ldots\} = \frac{(a^*(\phi))^N}{\sqrt{N!}}\Omega.
\]
It is also useful to introduce operator-valued distributions $a_x, a^*_x$ defined so that
\[
a(f) = \int dx f(x)a_x, \quad \text{and} \quad a^*(f) = \int dx f(x)a^*_x.
\]
With this notation, $a^*_xa_x$ gives the density of particles close to $x \in \mathbb{R}^3$. The number of particles operator can formally be written as
\[
N = \int dx a^*_xa_x.
\]
More generally, the second quantization of a self-adjoint one-particle operator $O$ on $L^2(\mathbb{R}^3)$ with integral kernel $O(x, y)$ can be expressed as
\[
d\Gamma(O) = \int dx dy O(x, y)a_x^*a_y
\]
Similarly, the Hamilton operator $\mathcal{H}_N$ can be formally expressed in terms of operator-valued distributions as
\[
\mathcal{H}_N = \int dx \nabla_xa_x^*\nabla_xa_x + \frac{1}{2N} \int dx dy V(x - y)a_x^*a_ya_x.
\]
For later use, we observe that the creation and annihilation operators are not bounded; however, they can be bounded by the square root of the number of particles operator, in the sense that

\[ \|a(f)\psi\| \leq \|f\| \|\mathcal{N}^{1/2}\psi\| \quad \text{and} \quad \|a^*(f)\psi\| \leq \|f\| \|(\mathcal{N} + 1)^{1/2}\psi\| \] (2.6)

for every \( \psi \in \mathcal{F} \), \( f \in L^2(\mathbb{R}^3) \) (here \( \|f\| \) indicates the \( L^2 \)-norm of \( f \)).

As mentioned above, we are going to study the evolution of initial coherent states. For arbitrary \( \varphi \in L^2(\mathbb{R}^3) \), we define the Weyl operator

\[ W(\varphi) = e^{a^*(\varphi) - a(\varphi)}. \] (2.7)

The coherent state with wave function \( \varphi \) is then defined as \( W(\varphi)\Omega \). The Weyl operator \( W(\varphi) \) is a unitary operator; therefore the coherent state \( W(\varphi)\Omega \) always has norm one. Moreover, since

\[ W(\varphi)\Omega = e^{-\|\varphi\|^2/2} \sum_{j=0}^{\infty} \frac{a^*(\varphi)^j}{\sqrt{j!}} \Omega = e^{-\|\varphi\|^2/2} \{1, \varphi, \frac{\varphi^\otimes 2}{\sqrt{2!}}, \ldots, \frac{\varphi^\otimes j}{\sqrt{j!}}, \ldots\}, \]

the coherent state \( W(\varphi)\Omega \) does not have a fixed number of particles. One can nevertheless compute the expectation of the number of particles in the state \( W(\varphi)\Omega \); it is given by

\[ \langle W(\varphi)\Omega, \mathcal{N}W(\varphi)\Omega \rangle = \|\varphi\|^2. \]

More precisely, it turns out that the number of particle in the coherent state \( W(\varphi)\Omega \) is a Poisson random variable with expectation and variance \( \|\varphi\|^2 \). The main reason why coherent states have nice algebraic properties (which will be used later on in the analysis of their evolution) is the fact that they are eigenvectors of all annihilation operators. Indeed

\[ a(f)W(\varphi)\Omega = (f, \varphi)W(\varphi)\Omega \]

for every \( f, \varphi \in L^2(\mathbb{R}^3) \). This is a simple consequence of the fact that Weyl operators generate shifts of creation and annihilation operators, in the sense that

\[ W^*(\varphi)a(f)W(\varphi) = a(f) + (f, \varphi), \quad \text{and} \quad W^*(\varphi)a^*(f)W(\varphi) = a^*(f) + (\varphi, f). \] (2.8)

Instead of studying the time evolution of initially factorized states, of the form \( \psi_N = a^*(\varphi)^N\Omega/\sqrt{N!} \), it is convenient to analyze the dynamics of coherent states of the form \( W(\sqrt{N}\varphi)\Omega \), for \( \varphi \in L^2(\mathbb{R}^3) \) with \( \|\varphi\| = 1 \) (at the end, it is possible to express factorized states as linear combinations of coherent states, and therefore to establish properties of their evolution as well). The expected number of particles in the state \( W(\sqrt{N}\varphi)\Omega \) is equal to \( N \). For this reason, we may expect the evolution of \( W(\sqrt{N}\varphi)\Omega \) to have the same mean-field properties as the one of \( \psi_N \). In other words, we may expect that the evolution of \( W(\sqrt{N}\varphi)\Omega \) is still approximated by the coherent state \( W(\sqrt{N}\varphi_t)\Omega \), where \( \varphi_t \) is the solution of the Hartree equation (1.3), with initial data \( \varphi_{t=0} = \varphi \). To study the fluctuation around the mean-field approximation \( W(\sqrt{N}\varphi_t)\Omega \), we introduce the two-parameter group of unitary transformations

\[ U(t; s) = e^{-i\omega(t; s)} W^*(\sqrt{N}\varphi_t) e^{-i\mathcal{H}_N(t-s)} W(\sqrt{N}\varphi_s) \] (2.9)

for all \( t, s \in \mathbb{R} \), with the phase factor

\[ \omega(t; s) = \frac{N}{2} \int_s^t d\tau \int dx (V * |\varphi_\tau|^2)(x) |\varphi_\tau(x)|^2. \]
It turns out that $U(s; s) = 1$ and that $U(t; s)$ is strongly differentiable on the domain $\mathcal{D}(\mathcal{K} + \mathcal{N}) \subset \mathcal{F}$ (at least under the assumptions on $\varphi$ and $V$ given in Theorem 3.1). Here $\mathcal{K}$ is the kinetic energy operator

$$\mathcal{K} = d\Gamma(-\Delta) = \int dx \nabla_x a_x^* \nabla_x a_x$$

(2.10)

The derivative of $U(t; s)$ is then given by

$$i\partial_t U(t; s) = \mathcal{L}(t)U(t; s),$$

where we introduced the generator

$$\mathcal{L}(t) = \int dx \nabla_x a_x^* \nabla_x a_x + \int dx (V \cdot |\varphi_t|^2)(x)a_x^*a_x + \int dx dy V(x - y)\varphi_t(x)\overline{\varphi_t(y)}a_x^*a_y$$

$$+ \frac{1}{2} \int dx dy V(x - y) (\varphi_t(x)\varphi_t(y)a_x^*a_y + \overline{\varphi_t(x)}\varphi_t(y)a_xa_y)$$

$$+ \frac{1}{\sqrt{N}} \int dx dy V(x - y) a_x^* (a_y^*\varphi_t(y) + a_y\overline{\varphi_t(y)}) a_x$$

$$+ \frac{1}{2N} \int dx dy V(x - y) a_x^*a_y^*a_ya_x.$$ (2.12)

The phase factor $\omega(t; s)$ in (2.11) really does not play an important role (it cancels from expressions of the form $U^* U(t; s)\mathcal{A} U(t; s)$, for any operators $A$ on $\mathcal{F}$). To understand the effect of the unitary evolution $U(t; s)$, we observe that, for a one-particle operator $O$ on $L^2(\mathbb{R}^3)$ with integral kernel $O(x, y)$, we have

$$\frac{1}{N} \left\langle e^{-i\mathcal{H}_N t} W(\sqrt{N}\varphi)\Omega, d\Gamma(O) e^{-i\mathcal{H}_N t} W(\sqrt{N}\varphi)\Omega \right\rangle$$

$$= \frac{1}{N} \int dx dy O(x, y) \left\langle e^{-i\mathcal{H}_N t} W(\sqrt{N}\varphi)\Omega, a_x^*a_y e^{-i\mathcal{H}_N t} W(\sqrt{N}\varphi)\Omega \right\rangle$$

$$= \frac{1}{N} \int dx dy O(x, y) \left\langle U(t; 0)\Omega, (a_x^* + \sqrt{N}\overline{\varphi_t}(x))(a_y + \sqrt{N}\varphi_t(y)) U(t; 0)\Omega \right\rangle$$

$$= \langle \varphi_t, O\varphi_t \rangle + \frac{1}{N} \langle U(t; 0)\Omega, d\Gamma(O)U(t; 0)\Omega \rangle + \frac{1}{\sqrt{N}} \langle U(t; 0)\Omega, \phi(O\varphi_t)U(t; 0)\Omega \rangle$$

Hence, $U(t; s)$ describes the evolution of the fluctuations around the mean-field dynamics. As $N \to \infty$, the last two terms on the r.h.s. of (2.12) vanish. We can therefore expect the fluctuation dynamics $\mathcal{U}(t; s)$ to converge in this limit towards a limiting evolution with time-dependent generator

$$\mathcal{L}_\infty(t) = \int dx \nabla_x a_x^* \nabla_x a_x + \int dx (V \cdot |\varphi_t|^2)(x)a_x^*a_x + \int dx dy V(x - y)\varphi_t(x)\overline{\varphi_t(y)}a_x^*a_y$$

$$+ \frac{1}{2} \int dx dy V(x - y) (\varphi_t(x)\varphi_t(y)a_x^*a_y + \overline{\varphi_t(x)}\varphi_t(y)a_xa_y)$$

(2.13)

The existence of such a limiting dynamics was established in [16]; for completeness, we reproduce the relevant statement in the next proposition.

**Proposition 2.1** (Prop. 4.1 in [16]). Suppose $V \in L^\infty(\mathbb{R}^3) + L^2(\mathbb{R}^3)$, and that the map $t \to \varphi_t$ is in $C(\mathbb{R}, L^2(\mathbb{R}^3) \cap L^4(\mathbb{R}^3))$ (both conditions are easily checked under the assumptions of Theorem 3.1 below). Then there exists a unique two-parameter group of unitary transformations $U_\infty(t; s)$ with $U_\infty(s; s) = 1$ for all $s \in \mathbb{R}$, and such that $U_\infty(t; s)$ is strongly differentiable on the domain $D(\mathcal{K} + \mathcal{N})$ ($\mathcal{K}$ is the kinetic energy operator from (2.10)) with

$$i\partial_t U_\infty(t; s) = \mathcal{L}_\infty(t)U_\infty(t; s).$$

(2.14)
It turns out that the limiting dynamics $U_\infty(t; s)$ can be described as a so called Bogoliubov transformation. This is a consequence of the fact that the time-dependent generator $L_\infty(t)$ is quadratic in the creation and annihilation operators. For $f, g \in L^2(\mathbb{R}^3)$, we introduce the notation

$$A(f, g) = a(f) + a^*(g)$$

We observe that

$$(A(f, g))^* = A(\overline{g}, \overline{f}) = A\begin{pmatrix} 0 & J \\ J & 0 \end{pmatrix}(f, g)$$

(2.15)

where $J : L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3)$ is the antilinear operator defined by $Jf = \overline{f}$. From (2.3), we find that the operators $A(f, g)$ satisfy the commutation relations

$$[A(f_1, g_1), A^*(f_2, g_2)] = \langle (f_1, g_1), S(f_2, g_2) \rangle_{L^2(\mathbb{R}^3)}$$

with $S = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$

(2.16)

**Theorem 2.2.** Assume $V^2 \leq D(1 - \Delta)$ and $\varphi \in H^1(\mathbb{R}^3)$. Then, for every $t, s \in \mathbb{R}$ there exists a bounded linear map

$$\Theta(t; s) : L^2(\mathbb{R}^3) \oplus L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3) \oplus L^2(\mathbb{R}^3)$$

such that

$$U^*_\infty(t; s) A(f, g) U_\infty(t; s) = A(\Theta(t; s)(f, g))$$

for all $f, g \in L^2(\mathbb{R}^3)$. The map $\Theta(t; s)$ is so that, for every $t, s \in \mathbb{R}$,

$$\Theta(t; s)\begin{pmatrix} 0 & J \\ J & 0 \end{pmatrix} = \begin{pmatrix} 0 & J \\ J & 0 \end{pmatrix} \Theta(t; s)$$

(2.17)

and

$$S = \Theta(t; s)^* S \Theta(t; s)$$

(2.18)

Moreover, $\Theta(t; s)$ is such that

$$\Theta(t; s)(\varphi, \overline{\varphi}) = (\varphi_t, \overline{\varphi}_s).$$

(2.19)

A map $\Theta(t; s)$ with the properties (2.17) and (2.18) is known as a (bosonic) Bogoliubov transformation. Note that (2.17) and (2.18) simply state that (2.15) and, respectively, (2.16) are preserved under $\Theta(t; s)$. Like every Bogoliubov transformation, $\Theta(t; s)$ can be written as

$$\Theta(t; s) = \begin{pmatrix} U(t; s) & JV(t; s)J \\ V(t; s) & JU(t; s)J \end{pmatrix}$$

(2.20)

for bounded linear maps $U(t; s), V(t; s) : L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3)$ satisfying

$$U^*(t; s)U(t; s) - V^*(t; s)V(t; s) = 1 \quad \text{and} \quad U^*(t; s)JV(t; s)J = V^*(t; s)JU(t; s)J.$$

The maps $U(t; s), V(t; s)$ are not only bounded from $L^2(\mathbb{R}^3)$ into $L^2(\mathbb{R}^3)$. Instead they even extend to bounded maps from $H^1(\mathbb{R}^3)$ into $H^1(\mathbb{R}^3)$ (and $\Theta(t; s)$ extend therefore to a bounded maps from $H^1(\mathbb{R}^3) \oplus H^1(\mathbb{R}^3)$ into itself).

**Remark.** The Bogoliubov transformation $\Theta(t; s)$ is a two-parameter group of symplectic transformations. Formally, they satisfy the equation

$$i\partial_t \Theta(t; s) = \Theta(t; s)A(t)$$

(2.21)
with generator

\[ A(t) = \begin{pmatrix} D_t & -JB_t \sigma_t \\ B_t & -JD_t \sigma_t \end{pmatrix} \]

where we defined the linear operators

\[ D_t f = -\Delta f + (V*|\varphi_t|^2)f + (V*\overline{\varphi}_t)f \]
\[ B_t f = (V*\overline{\varphi}_t)f \overline{\varphi}_t \]

acting on \( L^2(\mathbb{R}^3) \). We observe that \( D_t^* = D_t \), \( B_t^* = JB_t \). and therefore \( A_t^* = SA_tS \) (\( A(t) \) is self-adjoint w.r.t. the degenerate product defined by \( S \); hence \( \Theta(t; s) \) is unitary w.r.t. this inner product, which means that \( \Theta(t; s) \) is symplectic). Note also that the condition \( V^2 \leq D(1-\Delta) \) implies that \( B_t \) is a Hilbert-Schmidt operator for all \( t \in \mathbb{R}. \) This is an important fact to make the Bogoliubov generated by \( A(t) \) implementable. Since the existence of a generator \( A(t) \) for \( \Theta(t; s) \) is not needed for our analysis, we do not try to make \([2.21]\) precise.

We will prove Theorem 2.2 in Section 3 where we establish several properties of the limiting evolution \( U_\infty t; s \).

### 3 The Central Limit Theorem

We are now ready to state our main result.

**Theorem 3.1.** Suppose \( V \) is a measurable function such that \( V^2(x) \leq D(1-\Delta) \), for some \( D > 0 \). For \( \varphi \in H^2(\mathbb{R}^3) \) with \( \|\varphi\| = 1 \), let \( \psi_N = \varphi^{\otimes N} \) and \( \psi_{N,t} = e^{-iH_N t}\psi_N \). Let \( O \) be a bounded self-adjoint operator on \( L^2(\mathbb{R}^3) \) with \( \|\nabla O(1-\Delta)^{-1/2}\| < \infty \). For arbitrary fixed \( t \in \mathbb{R} \), let

\[ O_t := \frac{1}{\sqrt{N}} \sum_{j=1}^{N} (O^{(j)} - \mathbb{E}_\varphi O) = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} (O^{(j)} - \langle \varphi, O\varphi \rangle) \]

(3.1)

where \( O^{(j)} = 1^{(j-1)} \otimes O \otimes 1^{(N-j)} \) denotes the operator \( O \) acting on the \( j \)-th particle. Then, as \( N \to \infty \), the random variable \( O_t \) (whose law is determined by the \( N \)-particle wave function \( \psi_{N,t} \)) converges in distribution to a centered Gaussian random variable with variance

\[ \sigma_t^2 = \frac{1}{2} \left| \langle \Theta(t; 0) (O\varphi_t, \Theta(t; 0) (O\varphi_t) \rangle - \left| \langle \Theta(t; 0) (O\varphi_t, \Theta(t; 0) (O\varphi_t) \rangle - \frac{1}{\sqrt{2}} \langle \varphi, \varphi \rangle \right|^2 \right| \]

(3.2)

where the bounded linear operators \( U(t; 0), V(t; 0) : L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3) \) and \( \Theta(t; 0) : L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3) \otimes L^2(\mathbb{R}^3) \) are defined in Theorem 2.2.

Notice that, for \( t = 0 \), since \( \Theta(0; 0) = 1 \) (and thus \( U(0; 0) = 1 \), \( V(0; 0) = 0 \)), the variance is given by

\[ \sigma_{t=0}^2 = \|O\varphi\|^2 - \langle \varphi, O\varphi \rangle^2 = \mathbb{E}_\varphi O^2 - (\mathbb{E}_\varphi O)^2 \]

which is consistent with the fact that, at time \( t = 0 \), \( \psi_{N,t=0} = \varphi^{\otimes N} \) and the variables \( O^{(j)} \) are therefore independent identically distributed random variables, with a common distribution determined (through the spectral theorem) by \( \varphi \).

Instead of the variable \( O_t \), we could also consider the variable

\[ O'_t = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} (O^{(j)} - \langle \psi_{N,t}, O^{(j)} \rangle) = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} (O^{(j)} - \text{Tr} O \gamma_{N,t}^{(j)}) \]
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which is centered for all $N$ (while $\mathcal{O}_t$ is only centered in the limit $N \to \infty$). Observe that

$$\mathcal{O}'_t = \mathcal{O}_t + \delta_N, \quad \text{with} \quad \delta_N = \sqrt{N} \text{Tr} O \left( |\varphi_t\rangle\langle\varphi_t| - \gamma_{N,t}^{(1)} \right)$$

It follows from Theorem 1.1 that, for every fixed time, $|\delta_N| \lesssim N^{-1/2}$. For this reason, like $\mathcal{O}_t$, also the random variable $\mathcal{O}'_t$ converges in distribution, as $N \to \infty$, to a Gaussian random variable with variance $\sigma^2_t$ as given in (3.2).

We also remark that the assumptions $\varphi \in H^2(\mathbb{R}^3)$ and $\|\nabla O(1 - \Delta)^{-1/2}\| < \infty$ are needed to control the singularity of the potential $V$. If instead of $V^2(x) \leq D(1 - \Delta)$ we just assumed that the operator norm of $V$ is bounded (i.e. that the $L^\infty$ norm of the function $V$ is finite), the result would hold for arbitrary $\varphi \in H^1(\mathbb{R}^3)$ and for arbitrary compact operator $O$ and its proof would be substantially simpler (the analytic part of the proof would be easier, the combinatorial part would be unchanged). Since however we believe the Coulomb potential to be physically interesting, we preferred to avoid the assumption of bounded potential.

For example, Theorem 3.1 applies when $O = \chi_A(x)$, where $\chi_A$ is a smoothed out version of the characteristic function of a set $A \subset \mathbb{R}^3$ (one needs the smoothed out version, because of the condition $\|\nabla \chi_A(1 - \Delta)^{-1}\| < \infty$). In this case, the operator $\sum_{j=1}^N \chi_A(x_j)$ measures the number of particles in the set $A$. The law of large numbers implies that $\sum_{j=1}^N \chi_A(x_j)$ converges almost surely to

$$N \langle \varphi_t, \chi_A(x) \varphi_t \rangle = N \int dx \chi_A(x) |\varphi_t(x)|^2$$  \hspace{1cm} (3.3)

as $N \to \infty$. Theorem 3.1 implies that the typical fluctuations around (3.3) are of the order $N^{1/2}$ and that, on this scale, they approach a Gaussian law.

In order to prove Theorem 3.1 we show that the moments of the random variable $\mathcal{O}_t$, with distribution determined by the wave function $\psi_{N,t}$ converge, as $N \to \infty$, to the moments of a centered Gaussian random variable with variance $\sigma^2_t$.

**Lemma 3.2.** Under the assumptions of Theorem 3.1, we have, for any fixed $\ell \in \mathbb{N}$,

$$\lim_{N \to \infty} \mathbb{E}_{\psi_{N,t}} \mathcal{O}'_t = \lim_{N \to \infty} \left\langle \psi_{N,t}, \mathcal{O}'_t \psi_{N,t} \right\rangle = \begin{cases} 0 & \text{if } \ell \text{ is odd} \\ \ell^2 \left( \frac{\ell}{2\pi^2} \right)^{2\ell} \sigma^2_t & \text{if } \ell \text{ is even} \end{cases} \hspace{1cm} (3.4)$$

### 4 Key bounds on fluctuation dynamics

To show Lemma 3.2 we need some crucial estimate on the fluctuation dynamics $\mathcal{U}(t;s)$ defined in (2.9) and on its formal limit $\mathcal{U}_\infty(t;s)$ defined in (2.14). In particular, we need to control the growth of the expectation of the number of particles operator $\mathcal{N}$, of its high powers $\mathcal{N}^j$, and of the kinetic energy operator

$$\mathcal{K} = \int dx \nabla_x a_x^* \nabla_x a_x$$

We assume that the potential $V$ entering the definition of $\mathcal{U}(t;s)$ and of $\mathcal{U}_\infty(t;s)$ satisfies the operator inequality

$$V^2(x) \leq D(1 - \Delta) \hspace{1cm} (4.1)$$

for some $D > 0$. Moreover, $\varphi_t$ is the solution of the Hartree equation (1.3) corresponding to an initial data $\varphi \in H^2(\mathbb{R}^3)$, with $\|\varphi\| = 1$. Note here that the bounds on the growth of the number of particles only depend on the $H^1$ norm of the initial data $\varphi$, and therefore can be extended to all
\( \varphi \in H^1(\mathbb{R}^3) \). The bounds on the growth of the kinetic energy, on the other hand, depends on \( \| \dot{\varphi}_t \| \).

From the Hartree equation (1.3), we observe that

\[
\| \dot{\varphi}_t \| \leq \| \Delta \varphi_t \| + \| (V * |\varphi_t|^2) \varphi_t \| \leq C \| \varphi_t \|_H^2 \leq C \| \varphi \|_H^2 \tag{4.2}
\]

uniformly in \( t \) (the constant \( C \) depends only on the constant \( D \) in (1.1)). Here, we used the propagation of regularity for solutions of the Hartree equation (1.3); for any \( s \geq 1 \), there exists a constant \( C \) such that

\[
\sup_{t \in \mathbb{R}} \| \varphi_t \|_{H^s} \leq C \| \varphi \|_{H^s}. \tag{4.3}
\]

We will use this fact in several occasions.

In the next proposition, we control the growth of powers of the number of particles, of the kinetic energy and of its square with respect to the limiting dynamics \( U_\infty(t; s) \) defined in (2.14).

**Proposition 4.1.** For every \( j \in \mathbb{N} \), there exist constants \( C, K > 0 \) (depending on \( D, \| \varphi \|_{H^1} \), and \( j \)) such that

\[
\langle U_\infty(t; s) \psi, N^j U_\infty(t; s) \psi \rangle \leq C e^{K|t-s|} \langle \psi, (N + 1)^j \psi \rangle \tag{4.4}
\]

for all \( \psi \in \mathcal{F} \), and all \( t, s \in \mathbb{R} \). Moreover, there are also constants \( C, K > 0 \) (depending on \( D, \| \varphi \|_{H^1} \) and \( C', K' \) (depending on \( D, \| \varphi \|_{H^2} \)) such that

\[
\langle U_\infty(t; s) \psi, K U_\infty(t; s) \psi \rangle \leq C e^{K'|t-s|} \langle \psi, (K + N + 1) \psi \rangle \tag{4.5}
\]

and

\[
\langle U_\infty(t; s) \psi, K^2 U_\infty(t; s) \psi \rangle \leq C' e^{K''|t-s|} \langle \psi, (K^2 + N^2 + 1) \psi \rangle \tag{4.6}
\]

for all \( \psi \in \mathcal{F} \), and all \( t, s \in \mathbb{R} \).

**Proof.** Eq. (4.4) is taken from [2][Prop. 5.1]. To prove (4.5) we combine Lemma 4.4 below, where we prove the bound \( K \leq \mathcal{L}_\infty(t) + C(N + 1) \) with the estimate

\[
|\langle U_\infty(t; s) \psi, \mathcal{L}_\infty(t) U_\infty(t; s) \psi \rangle| \leq C e^{K|t-s|} \langle \psi, (\mathcal{L}_\infty(s) + N + 1) \psi \rangle
\]

on the growth of the expectation of \( \mathcal{L}_\infty(t) \), proven in [2][Lemma 6.2]. To prove (4.6), we write

\[
K = \mathcal{L}_\infty(t) - A_{1,t} - A_{2,t} - A_{3,t}
\]

where

\[
A_{1,t} = \int dx (V * |\varphi_t|^2) a_x^* a_x \quad A_{2,t} = \int dxdy V(x-y) \varphi_t(x) \mathcal{P}_t(y) a_x^* a_y
\]

and \( A_{3,t} = B_t + B_t^* \), with

\[
B = \int dxdy V(x-y) \varphi_t(x) \varphi_t(y) a_x^* a_y^*
\]

Hence, we have

\[
K^2 \leq \mathcal{L}_\infty(t)^2 + A_{1,t}^2 + A_{2,t}^2 + A_{3,t}^2 \tag{4.7}
\]

Observe that, because of the assumption \( V^2(x) \leq D(1 - \Delta) \), and because of (1.3),

\[
|A_{1,t}| \leq \sup_x |V * |\varphi_t|^2| N \leq CN \tag{4.8}
\]
for a constant $C > 0$ depending only on $D$ and on $\|\varphi\|_{H^1}$. Similarly

$$
\langle \psi, A_{2,t} \psi \rangle \leq \int dxdy |V(x-y)||\varphi_t(x)||\varphi_t(y)||a_x \psi|||a_y \psi||
$$

$$
\leq \int dxdy |V(x-y)|^2|\varphi_t(x)|^2|a_y \psi||^2 + \int dxdy |\varphi_t(y)|^2|a_x \psi||^2
$$

$$
\lesssim (D||\varphi||_{H^1} + 1) \langle \psi, N \psi \rangle.
$$

Combining the last bound with the corresponding lower bound (and with (4.3)), we find $|A_{2,t}| \leq CN$. Since $A_{1,t}$ and $A_{2,t}$ commute with $N$, it follows that

$$
A_{1,t}^2 \leq CN^2 \quad \text{and} \quad A_{2,t}^2 \leq CN^2.
$$

We still have to consider the term $A_{3,t}$. To this end, we notice that

$$
A_{3,t}^2 \lesssim B_t B_t^* + B_t^* B_t
$$

where

$$
B_t B_t^* = \int dxdydzdwV(x-y)V(z-w)\varphi_t(x)\varphi_t(y)\varphi_t(z)\varphi_t(w)a_x^* a_y a_z a_w
$$

$$
\leq \int dxdydzdw V^2(x-y)|\varphi_t(x)|^2 |\varphi_t(y)|^2 a_x^* a_y a_z
$$

$$
\lesssim D||\varphi||_{H^1}^2 N^2 \leq CN^2
$$

and

$$
B_t^* B_t = B_t B_t^* + 4 \int dxdydz V(x-y)V(y-z)|\varphi_t(y)|^2 \varphi_t(x)\varphi_t(z)a_x^* a_z
$$

$$
+ 2 \int dxdy V^2(x-y)|\varphi_t(x)|^2 |\varphi_t(y)|^2
$$

$$
\leq C(N + 1)^2
$$

for a constant $C$ depending only on $D$ and on the norm $\|\varphi\|_{H^1}$. From (4.7), (4.10), (4.12), (4.13), we conclude that

$$
K^2 \leq \mathcal{L}_\infty^2(t) + C(N + 1)^2
$$

Similarly, one can also write $\mathcal{L}_\infty(t) = K + A_{1,t} + A_{2,t} + A_{3,t}$, and prove that

$$
\mathcal{L}_\infty^2(t) \leq K^2 + C(N + 1)^2
$$

Next, we need to control the growth of the expectation of $\mathcal{L}_\infty^2(t)$ w.r.t. the dynamics $U_\infty(t; s)$. To this end, we remark that

$$
\frac{d}{dt} \langle U_\infty(t; s) \psi, \mathcal{L}_\infty^2(t) U_\infty(t; s) \psi \rangle = \left\langle U_\infty(t; s) \psi, \left( \mathcal{L}_\infty(t) \dot{\mathcal{L}}_\infty(t) + \dot{\mathcal{L}}_\infty(t) \mathcal{L}_\infty(t) \right) U_\infty(t; s) \psi \right\rangle
$$

Hence

$$
\left| \frac{d}{dt} \langle U_\infty(t; s) \psi, \mathcal{L}_\infty^2(t) U_\infty(t; s) \psi \rangle \right|^2
$$

$$
\leq \langle U_\infty(t; s) \psi, \mathcal{L}_\infty^2(t) U_\infty(t; s) \psi \rangle \frac{1}{2} \left\langle U_\infty(t; s) \psi, \dot{\mathcal{L}}_\infty(t)^2 U_\infty(t; s) \psi \right\rangle^{1/2}
$$
where
\[ \dot{\mathcal{L}}_\infty(t) = \dot{A}_{1,t} + \dot{A}_{2,t} + \dot{A}_{3,t} \, . \]

Here we introduced the notation
\[ \dot{A}_{1,t} = \int dx \left( V * (\dot{\varphi}_t \overline{x}_t + \varphi_t \overline{\psi}_t) \right) (x) a_x^* a_x \]
\[ \dot{A}_{2,t} = \int dx dy V(x-y) \left( \dot{\varphi}_t(x) \overline{\varphi}_t(y) + \varphi_t(x) \overline{\dot{\varphi}_t}(y) \right) a_x^* a_y \]
and \[ \dot{A}_{3,t} = \dot{B}_t + \dot{B}_t^* \]
with \[ \dot{B}_t = 2 \int dx dy V(x-y) \dot{\varphi}_t(x) \varphi_t(y) a_x^* a_y^* \]
It follows that
\[ \dot{\mathcal{L}}_\infty^2(t) \leq \dot{A}_{1,t}^2 + \dot{A}_{2,t}^2 + \dot{A}_{3,t}^2 \] (4.16)

We observe that
\[ \sup_x |V * (\dot{\varphi}_t \overline{x}_t + \varphi_t \overline{\psi}_t)| \leq 2 \sup_x \int dy |V(x-y)||\dot{\varphi}_t(y)||\varphi_t(y)| \]
\[ \leq 2 \|\dot{\varphi}_t\|_2 \sup_x \left( \int dy V^2(x-y)||\varphi_t(y)||^2 \right)^{1/2} \] (4.17)
\[ \lesssim D \|\dot{\varphi}_t\|_2 \|\dot{\varphi}_t\|_{H^2} \lesssim C \]
for a constant \( C \) depending only on \( D \) and \( \|\varphi\|_{H^2} \) (here we used (4.12)). Eq. (4.17) implies, similarly to (4.8), that \( \dot{A}_{1,t}^2 \leq C N^2 \) (this time, however, with a constant \( C \) depending on the \( H^2 \)-norm of the initial data \( \varphi \)). Analogously to (4.9), we find \( \dot{A}_{2,t}^2 \leq C N^2 \) (again with a constant depending on \( \|\varphi\|_{H^2} \)). Finally, to bound the contribution from \( \dot{A}_{3,t}^2 \), we observe that
\[ \dot{B} \dot{B}^* = \int dx dy dz dw V(x-y) V(z-w) \dot{\varphi}_t(x) \varphi_t(y) \overline{\dot{\varphi}_t(z)} \overline{\varphi_t(w)} a_x^* a_y^* a_z a_w \]
\[ \leq 2 \int dx dy dz dw V(x-y)^2 |\dot{\varphi}_t(x)|^2 |\varphi_t(y)|^2 a_x^* a_y^* a_z a_w \]
\[ \lesssim \|\dot{\varphi}_t\|_{H^1}^2 \|\dot{\varphi}_t\|_{H^2}^2 N^2 \leq C N^2 \]
for a constant \( C \) depending on \( \|\varphi\|_{H^2} \). Similarly, we also obtain \( \dot{B}^* \dot{B} \leq C (N+1)^2 \) (the +1 factor takes into account terms arising from various commutators; this computation is similar to (4.13)). We conclude that
\[ \dot{\mathcal{L}}_\infty^2(t) \leq C (N+1)^2 \]
and thus, with (4.3),
\[ \left| \frac{d}{dt} \langle \mathcal{U}_\infty(t; s) \psi, \mathcal{L}_\infty^2(t) \mathcal{U}_\infty(t; s) \psi \rangle \right| \leq C e^{K|t-s|} \langle \psi, (N+1)^2 \psi \rangle^{1/2} \langle \mathcal{U}_\infty(t; s) \psi, \mathcal{L}_\infty^2(t) \mathcal{U}_\infty(t; s) \psi \rangle^{1/2} \]

Gronwall’s inequality implies that
\[ \langle \mathcal{U}_\infty(t; s) \psi, \mathcal{L}_\infty^2(t) \mathcal{U}_\infty(t; s) \psi \rangle \leq C e^{K|t-s|} \langle \psi, (\mathcal{L}_\infty^2(0) + N^2 + 1) \psi \rangle \]
for appropriate constants \( C, K > 0 \). From (4.14) and (4.15), we conclude that
\[ \langle \mathcal{U}_\infty(t; s) \psi, \mathcal{K}^2 \mathcal{U}_\infty(t; s) \psi \rangle \leq C e^{K|t-s|} \langle \psi, (\mathcal{L}_\infty^2(0) + N^2 + 1) \psi \rangle \]
\[ \leq C e^{K|t-s|} \langle \psi, (\mathcal{K}^2 + N^2 + 1) \psi \rangle \]
\[ \square \]
Proposition 4.1 can be used to prove properties of the Bogoliubov transformation $\Theta(t;s)$ defined in (2.20). In particular, we can now show Theorem 2.2.

\textbf{Proof of Theorem 2.2.} It is proven in [2][Lemma 8.1] that

\begin{align*}
    P_k \mathcal{U}_\infty^*(t;s)a^*(f)\mathcal{U}_\infty(t;s)\Omega &= 0 \\
    P_k \mathcal{U}_\infty^*(t;s)a(f)\mathcal{U}_\infty(t;s)\Omega &= 0
\end{align*}

for all $k \neq 1$ (here $P_k$ denotes the orthogonal projection on the $k$-th sector $\mathcal{F}_k$ of the Fock space). In other words, the vector $\mathcal{U}_\infty^*(t;s)a^*(f)\mathcal{U}_\infty(t;s)\Omega$ lives in the one-particle sector, for all $t, s \in \mathbb{R}$. This implies that there are linear operators $U(t;s), V(t;s): L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3)$ with

\begin{align*}
    \mathcal{U}_\infty^*(t;s)a^*(f)\mathcal{U}_\infty(t;s)\Omega &= a^*(U(t;s)f)\Omega \\
    \mathcal{U}_\infty^*(t;s)a(f)\mathcal{U}_\infty(t;s)\Omega &= a^*(JV(t;s)f)\Omega
\end{align*}

Recall here that $Jf = \bar{f}$. The operators $U(t;s)$ and $V(t;s)$ are bounded because, by Proposition 4.1,

\[ ||U(t;s)f|| = ||a^*(U(t;s)f)\Omega|| = ||a^*(f)\mathcal{U}_\infty(t;s)\Omega|| \leq ||f|| ||(\mathcal{N} + 1)^{1/2}\mathcal{U}_\infty(t;s)\Omega|| \leq Ce^{K||t-s||}||f|| \]

and, similarly,

\[ ||V(t;s)f|| = ||a^*(JV(t;s)f)\Omega|| = ||a(f)\mathcal{U}_\infty(t;s)\Omega|| \leq ||f|| ||(\mathcal{N}^2)^{1/2}\mathcal{U}_\infty(t;s)\Omega|| \leq Ce^{K||t-s||}||f|| . \]

Defining the linear map $\Theta(t;s): L^2(\mathbb{R}^3) \oplus L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3) \oplus L^2(\mathbb{R}^3)$ as in (2.20), we obtain

\begin{equation}
    \mathcal{U}_\infty^*(t;s)A(f,g)\mathcal{U}_\infty(t;s)\Omega = A(\Theta(t;s)(f,g))\Omega \tag{4.18}
\end{equation}

for all $f, g \in L^2(\mathbb{R}^3)$. Note that the boundedness of $\Theta(t;s)$ follows from the boundedness of $U(t;s)$ and $V(t;s)$, we notice also that the boundedness of $U(t;s)$ and $V(t;s)$ from $H^1(\mathbb{R}^3)$ into $H^1(\mathbb{R}^3)$ follows similarly as above, but using the estimate (4.16) for the growth of the kinetic energy.

Next, we define, for fixed $\psi \in \mathcal{D}(\mathcal{K} + \mathcal{N})$ (this assumption guarantees that $\mathcal{U}_\infty(t;s)$ can be differentiated; see Proposition 2.1), $s, t \in \mathbb{R}, g \in L^2(\mathbb{R}^3)$, and for any bounded operator $M$ on $\mathcal{F}$, with $MD(\mathcal{K} + \mathcal{N}) \subset \mathcal{D}(\mathcal{K} + \mathcal{N})$,

\[ F(t) := \sum_{k} \sup_{f \in L^2(\mathbb{R}^3)} \left\| \left( \mathcal{U}_\infty^*(t;s)a^2(f)\mathcal{U}_\infty(t;s), a^b(g) \right), M \right\| \psi \|f\| \]

where $a^\sharp, a^\flat$ are either annihilation or creation operators. We observe that, since $e^{-it\mathcal{K}}a^\sharp(f)e^{it\mathcal{K}} = a^\sharp(e^{it\Delta}f)$, and since $||e^{it\Delta}f|| = ||f||$, we also have

\[ F(t) := \sum_{k} \sup_{f \in L^2(\mathbb{R}^3)} \left\| \left( \mathcal{U}_\infty^*(t;s)e^{-it\mathcal{K}(t-s)}a^\sharp(f), e^{it\mathcal{K}(t-s)}\mathcal{U}_\infty(t;s), a^b(g) \right), M \right\| \psi \|f\| \]

A simple computation shows that $F(s) = 0$. Moreover, we find

\begin{align*}
    \frac{d}{dt} \left[ \mathcal{U}_\infty^*(t;s)e^{-it\mathcal{K}(t-s)}a(f) e^{it\mathcal{K}(t-s)}\mathcal{U}_\infty(t;s), a^\sharp(g) \right], M \right] \psi \\
    &= \left[ \mathcal{U}_\infty^*(t;s) \left( (\mathcal{L}_\infty(t) - \mathcal{K}), e^{-it\mathcal{K}(t-s)}a(f) e^{it\mathcal{K}(t-s)} \right), \mathcal{U}_\infty(t;s), a^\sharp(g) \right], M \right] \psi \\
    &= \left[ \mathcal{U}_\infty^*(t;s) \left( (\mathcal{L}_\infty(t) - \mathcal{K}), a(e^{-i\Delta(t-s)f}) \right), \mathcal{U}_\infty(t;s), a^\flat(g) \right], M \right] \psi
\end{align*}
Using the canonical commutation relations, and the notation \( f(t) = e^{-it\Delta}f \), it is simple to check that

\[
\left[ \mathcal{L}_\infty(t) - \mathcal{K}, a(f(t-s)) \right] = a((V * |\varphi_t|^2)f(t-s) + (V * f(t-s)\overline{\varphi_t})\varphi_t) + a^*(2(V * \overline{f}(t-s)\varphi_t)\varphi_t).
\]

Hence, we conclude that

\[
\begin{align*}
&\left\| \left[ \mathcal{U}_\infty^*(t;s)e^{-i\mathcal{K}(t-s)}a(f) e^{i\mathcal{K}(t-s)} \mathcal{U}_\infty(t;s), a^b(g) \right], M \right\| \\
&\leq \int_s^t d\tau \left\| \left[ \mathcal{U}_\infty^*(\tau;s)a ((V * |\varphi_\tau|^2)f(\tau-s) + (V * f(\tau-s)\overline{\varphi_\tau})\varphi_\tau) \mathcal{U}_\infty(\tau;s), a^b(g) \right], M \right\| \\
&+ \int_s^t d\tau \left\| \left[ \mathcal{U}_\infty^*(\tau;s)a^*(2(V * \overline{f}(\tau-s)\varphi_\tau)\varphi_\tau) \mathcal{U}_\infty(\tau;s), a^b(g) \right], M \right\| \\
&\leq C \int_s^t d\tau \left( \| (V * |\varphi_\tau|^2)f(\tau-s) + (V * f(\tau-s)\overline{\varphi_\tau})\varphi_\tau \| + \| (V * \overline{f}(\tau-s)\varphi_\tau)\varphi_\tau \| \right) F(\tau)
\end{align*}
\]

Notice that, under the assumption \( V^2 \leq D(1-\Delta) \), we find

\[
\| (V * |\varphi_\tau|^2)f(\tau-s) \| \leq \| f(\tau-s) \| \sup_x \int dy V(x-y)|\varphi_\tau(y)|^2 \leq C \| f \| \| \varphi_\tau \|_{H^1} \leq C \| f \|
\]

and

\[
\| (V * f(\tau-s)\overline{\varphi_\tau})\varphi_\tau \| \leq \| \varphi_\tau \| \sup_x \int dy V(x-y)|f(\tau-s,y)||\varphi_\tau(y)| \leq C \| f \| \| \varphi_\tau \|_{H^1}^2 \leq C \| f \|
\]

for a constant \( C \), independent of \( t \) and \( f \). Therefore

\[
\left\| \left[ \mathcal{U}_\infty^*(t;s)e^{-i\mathcal{K}(t-s)}a(f) e^{i\mathcal{K}(t-s)} \mathcal{U}_\infty(t;s), a^b(g) \right], M \right\| \leq C \int_s^t d\tau F(\tau)
\]

The term with \( a^*(f) \) instead of \( a(f) \) can be bounded similarly. Therefore, taking the supremum over \( f \in L^2(\mathbb{R}^3) \), we conclude that

\[
F(t) \leq \int_s^t d\tau F(\tau)
\]

Since \( F(t) \geq 0 \) for all \( t \in \mathbb{R} \), and \( F(s) = 0 \), we conclude that \( F(t) = 0 \) for all \( t \in \mathbb{R} \). This proves that

\[
\left[ \mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2) \right], M \right\] = 0
\]

for every \( f_1, f_2, g_1, g_2 \in L^2(\mathbb{R}^3) \), and every bounded operator \( M \) on \( \mathcal{F} \) such that \( MD(\mathcal{K} + \mathcal{N}) \subset \mathcal{D}(\mathcal{K} + \mathcal{N}) \). This implies that

\[
\langle \psi, [\mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2)] \psi \rangle = \langle \Omega, [\mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2)] \Omega \rangle
\]

for all \( \psi \in \mathcal{D}(\mathcal{K} + \mathcal{N}) \) with \( \| \psi \| = 1 \). This follows because, from (4.19),

\[
[\mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2)], P_\psi \] = \[\mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2)] , P_\Omega \]

where \( P_\psi, P_\Omega \) denote the orthogonal projections into \( \psi \) and, respectively, \( \Omega \). Therefore,

\[
\langle \psi, [\mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2)] \Omega \rangle = \langle \psi, [\mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2)] P_\psi \Omega \rangle
\]

\[
= \langle \psi, [\mathcal{U}_\infty^*(t;s)A(f_1, g_1)\mathcal{U}_\infty(t;s), A(f_2, g_2)] \psi \rangle \langle \psi, \Omega \rangle
\]
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and, similarly,
\[ \langle \psi, [\mathcal{U}_\infty^*(t; s)A(f_1, g_1)\mathcal{U}_\infty(t; s), A(f_2, g_2)] \rangle = \langle \psi, \Omega \rangle \langle \Omega, [\mathcal{U}_\infty^*(t; s)A(f_1, g_1)\mathcal{U}_\infty(t; s), A(f_2, g_2)] \rangle \]
If \( \langle \psi, \Omega \rangle \neq 0 \), this implies immediately (4.20). If \( \langle \psi, \Omega \rangle = 0 \), (4.20) follows repeating the argument with \( \tilde{\psi} = 2^{-1/2}(\psi + \Omega) \). Combining (4.20) with (4.18), we find
\[ \langle \psi, [\mathcal{U}_\infty(t; s)A(f_1, g_1)\mathcal{U}_\infty(t; s), A(f_2, g_2)] \psi \rangle = \langle \Omega, [\Theta(t; s)(f_1, g_1), A(f_2, g_2)] \Omega \rangle \]
where \( S \) is defined as in (2.16). Hence
\[ [\mathcal{U}_\infty^*(t; s)A(f_1, g_1)\mathcal{U}_\infty(t; s), A(f_2, g_2)] = 0 \]
for all \( f_1, g_1, f_2, g_2 \in L^2(\mathbb{R}^3) \). Let \( R = \mathcal{U}_\infty^*(t; s)A(f_1, g_1)\mathcal{U}_\infty(t; s) - A(\Theta(t; s)(f_1, g_1)) \). We already proved in (4.18) that \( R\Omega = 0 \), and in (4.21) that \( R \) commutes with any creation and annihilation operator. Since states of the form \( a^*(h_1) \ldots a^*(f_n)\Omega \) form a basis for \( F \), this implies that \( R = 0 \), and therefore that
\[ \mathcal{U}_\infty^*(t; s)A(f, g)\mathcal{U}_\infty(t; s) = A(\Theta(t; s)(f, g)) \]
for all \( f, g \in L^2(\mathbb{R}^3) \). From
\[ (A(\Theta(t; s)(f, g)))^* = (\mathcal{U}_\infty^*(t; s)A(f, g))^{*} \]
\[ = \mathcal{U}_\infty^*(t; s)A^*(f, g)\mathcal{U}_\infty(t; s) \]
\[ = \mathcal{U}_\infty^*(t; s)A(\lambda f, \lambda f)\mathcal{U}_\infty(t; s) = A(\Theta(t; s)(f, g)) \]
we deduce (2.17). The property (2.18), on the other hand, follows because
\[ [A(\Theta(t; s)(f_1, g_1)), A(\Theta(t; s)(f_2, g_2))] = [\mathcal{U}_\infty^*(t; s)A(f_1, g_1)\mathcal{U}_\infty(t; s), \mathcal{U}_\infty^*(t; s)A(f_2, g_2)\mathcal{U}_\infty(t; s)] \]
\[ = \mathcal{U}_\infty^*(t; s)[A(f_1, g_1), A(f_2, g_2)]\mathcal{U}_\infty(t; s) \]
\[ = (f_1, g_1), S(f_2, g_2) \] \( L^2_\infty \)
Finally, to prove (2.19), we observe that
\[ A(\Theta(t; s)(\varphi_t, \overline{\varphi}_t)) = \mathcal{U}_\infty^*(t; s)A(\varphi_t, \overline{\varphi}_t)\mathcal{U}_\infty(t; s) \]
We have
\[ i \frac{d}{dt} \mathcal{U}_\infty^*(t; s)A(\varphi_t, \overline{\varphi}_t)\mathcal{U}_\infty(t; s) = - \mathcal{U}_\infty^*(t; s)[\mathcal{L}_\infty(t), A(\varphi_t, \overline{\varphi}_t)]\mathcal{U}_\infty(t; s) \]
\[ + \mathcal{U}_\infty^*(t; s)A(i\varphi_t, -i\overline{\varphi}_t)\mathcal{U}_\infty(t; s) \]
A simple computation shows that
\[ [\mathcal{L}_\infty(t), A(\varphi_t, \overline{\varphi}_t)] = A(-\Delta \varphi_t + (V * |\varphi_t|^2)\varphi_t, \Delta \overline{\varphi}_t - (V * |\varphi_t|^2)\overline{\varphi}_t) \]
and therefore that
\[ \frac{d}{dt} \mathcal{U}_\infty^*(t; s)A(\varphi_t, \overline{\varphi}_t)\mathcal{U}_\infty(t; s) = 0 \].
Hence
\[ \mathcal{U}_\infty^*(t; s)A(\varphi_t, \overline{\varphi}_t)\mathcal{U}_\infty(t; s) = A(\varphi_s, \overline{\varphi}_s) \]
and thus, from (4.22),
\[ \Theta(t; s)(\varphi_t, \overline{\varphi}_t) = (\varphi_s, \overline{\varphi}_s) \]
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Next, we control the growth of the number of particles operator and of the kinetic energy operator with respect to the full fluctuation evolution $U(t；s)$, defined in (2.9).

**Proposition 4.2.** For every $j \in \mathbb{N}$, there exist constants $C, K > 0$ (depending only on $j$, on $D$ and on $\|\varphi\|_{H^1}$) such that

$$\langle U(t；s)\psi, N^j U(t；s)\psi \rangle \leq Ce^{K|t-s|} \langle \psi,(N + 1)^{2j+2} \psi \rangle$$

(4.23)

for all $\psi \in \mathcal{F}$, and all $t, s \in \mathbb{R}$. Moreover, there are constants $C, K$ (depending only on $D$ and on $\|\varphi\|_{H^2}$) such that

$$\langle U(t；s)\psi, KU(t；s)\psi \rangle \leq Ce^{K|t-s|} \langle \psi,(K + N^8 + 1) \psi \rangle$$

(4.24)

**Proof.** Eq. (4.23) is taken from [2][Proposition 5.1]. We show next the bound (4.24) on the growth of the kinetic energy. To this end, we remark that, by Lemma 4.4, there exists a constant $C$ (depending on $D, \|\varphi\|_{H^1}$) such that

$$\langle U(t；s)\psi, KU(t；s)\psi \rangle \leq 2 \langle U(t；s)\psi, L(t)U(t；s)\psi \rangle + C \left( \langle U(t；s)\psi,(N + 1) \left( 1 + \frac{N^2}{N^2} \right) U(t；s)\psi \rangle \right)$$

$$\leq 2 \langle U(t；s)\psi, L(t)U(t；s)\psi \rangle + Ce^{K|t-s|} \langle \psi,(N + 1)^8 \psi \rangle$$

(4.25)

In the second inequality, we used (4.23). To bound the first term, we observe that

$$\frac{d}{dt} \langle U(t；s)\psi, L(t)U(t；s)\psi \rangle = \left( \langle U(t；s)\psi, \dot{L}(t)U(t；s)\psi \rangle \right)$$

where

$$\dot{L}(t) = \int dx \left( V * (\dot{\varphi}_{t} \vec{\varphi}_{t} + \varphi_{t} \dot{\vec{\varphi}}_{t}) \right)(x) a_{x}^* a_{x}$$

$$+ \int dx dy V(x-y) \left( \dot{\varphi}_{t}(x) \vec{\varphi}_{t}(y) + \varphi_{t}(x) \dot{\vec{\varphi}}_{t}(y) \right) a_{x}^* a_{y}$$

$$+ 2 \int dx dy V(x-y) \left( \dot{\varphi}_{t}(x) \varphi_{t}(y) a_{x}^* a_{y} + \vec{\varphi}_{t}(x) \dot{\varphi}_{t}(y)a_{x}a_{y} \right)$$

$$+ \frac{1}{\sqrt{N}} \int dx dy V(x-y)a_{x}^* (\dot{\varphi}_{t}(y)a_{y} + \dot{\vec{\varphi}}_{t}(y)a_{y}) a_{x}$$

(4.26)

To bound the last term, we observe that, for any $\psi \in \mathcal{F}$,

$$\left| \frac{1}{\sqrt{N}} \int dx dy V(x-y) \dot{\varphi}_{t}(y) \left( \psi, a_{x}^* a_{y}^* a_{x} \psi \right) \right|$$

$$\leq \frac{1}{\sqrt{N}} \int dx dy |V(x-y)||\dot{\varphi}_{t}(y)||a_{x}a_{y}\psi| ||a_{x}\psi||$$

$$\leq \int dx dy |V(x-y)||\dot{\varphi}_{t}(y)|^2 ||a_{x}\psi||^2 + \frac{1}{N} \int dx dy |V(x-y)||a_{y}a_{x}\psi|^2$$

$$\leq ||\dot{\varphi}_{t}||^2 ||K^{1/2} \psi||^2 + \left( \psi, \left( K + CN \left( 1 + \frac{N^2}{N^2} \right) \right) \psi \right)$$

$$\leq C \left( \psi, \left( K + CN \left( 1 + \frac{N^2}{N^2} \right) \right) \psi \right)$$

for a constant $C$ depending on $\|\varphi\|_{H^2}$. Here we used the bounds (4.34) and, in the last step, (4.12). The other terms on the r.h.s. of (4.26) are just the time derivative $\dot{L}_{\infty}(t)$ of the generator $L_{\infty}(t)$ of
the limiting dynamics. From the proof of Proposition 4.1, we have \( \dot{\mathcal{L}}_\infty(t) \leq C(\mathcal{N} + 1) \). Hence, we conclude that

\[
\left| \frac{d}{dt} \langle \mathcal{L}(t) \mathcal{L}(t) \mathcal{U}(t; s) \psi \rangle \right| \leq C \left\langle \mathcal{U}(t; s) \psi \left( \mathcal{K} + (\mathcal{N} + 1) \left( 1 + \frac{\mathcal{N}^2}{\mathcal{N}^2} \right) \right) \mathcal{U}(t; s) \psi \right\rangle \\
\leq C \left\langle \mathcal{U}(t; s) \psi \left( \mathcal{L}(t) + (\mathcal{N} + 1) \left( 1 + \frac{\mathcal{N}^2}{\mathcal{N}^2} \right) \right) \mathcal{U}(t; s) \psi \right\rangle \\
\leq C \left\langle \mathcal{U}(t; s) \psi \mathcal{L}(t) \mathcal{U}(t; s) \psi \right\rangle + C e^{K|t-s|} \langle \psi, (\mathcal{N} + 1)^8 \psi \rangle
\]

From Gronwall lemma, we find that

\[
\left| \langle \mathcal{U}(t; s) \psi, \mathcal{L}(t) \mathcal{U}(t; s) \psi \rangle \right| \leq C e^{K|t-s|} \langle \psi, (\mathcal{K} + \mathcal{N}^8 + 1) \psi \rangle
\]

Inserting this estimate in (4.25), we obtain (4.24).

Compared with Proposition 4.1 in Proposition 4.2, we do not have control on the growth of the square of the kinetic energy operator. Due to the cubic and quartic terms in the generator of \( \mathcal{U}(t; s) \), it is not clear whether a bound of the form (4.6) holds with \( \mathcal{U}_\infty(t; s) \) replaced by \( \mathcal{U}(t; s) \). Fortunately, we only need some control on the growth of products of the form \( (\mathcal{N} + 1)^j \mathcal{K}(\mathcal{N} + 1)^j \). For these operators, weak \( \mathcal{N} \)-dependent bounds are established in the next lemma going back to the original definition of the fluctuation evolution \( \mathcal{U}(t; s) = W^*(\sqrt{\mathcal{N}} \mathcal{\varphi}_t) e^{-i\mathcal{H}_t (t-s)} W(\sqrt{\mathcal{N}} \mathcal{\varphi}_s) \) (stronger, \( \mathcal{N} \)-independent, bounds for the growth of operators of the form \( (\mathcal{N} + 1)^j \mathcal{K}(\mathcal{N} + 1)^j \) with respect to the limiting dynamics \( \mathcal{U}_\infty(t; s) \) follow from Proposition 4.1 since, by Cauchy-Schwarz, \( (\mathcal{N} + 1)^j \mathcal{K}(\mathcal{N} + 1)^j \leq K^2 + (\mathcal{N} + 1)^j \)).

**Lemma 4.3.** For every \( j \in \mathbb{N} \), there exists a constant \( C \) such that

\[
\langle \psi, \mathcal{U}^*(t; s) (\mathcal{N} + 1)^j (\mathcal{K} + 1)(\mathcal{N} + 1)^j \mathcal{U}(t; s) \psi \rangle \\
\leq C \left[ (\mathcal{N} + 1)^{2j} \langle \psi, \mathcal{U}^*(t; s) \mathcal{K} \mathcal{U}(t; s) \psi \rangle + \langle \psi, (\mathcal{N} + N + 1)^j (\mathcal{K} + \mathcal{N}^2 + 1)(\mathcal{N} + N + 1)^j \psi \rangle \right]
\]

**Proof.** We proceed by induction over \( j \in \mathbb{N} \). For \( j = 0 \), the claim is clear. Now we assume it to hold for \( j = n - 1 \), and we prove if for \( j = n \). To this end, we observe that, from (4.8),

\[
W^*(\sqrt{\mathcal{N}} \mathcal{\varphi}_t) \mathcal{N} W(\sqrt{\mathcal{N}} \mathcal{\varphi}_t) = (\mathcal{N} - \sqrt{\mathcal{N}} \mathcal{A}(\mathcal{\varphi}_t, \overline{\mathcal{\varphi}_t}) + \mathcal{N})
\]

(4.27)

where we recall the notation \( \mathcal{A}(f, g) = a(f) + a^*(g) \). Therefore, fixing for simplicity \( s = 0 \), we find

\[
\langle \psi, \mathcal{U}^*(t; 0) (\mathcal{N} + 1)^j (\mathcal{K} + 1)(\mathcal{N} + 1)^j \mathcal{U}(t; 0) \psi \rangle \\
= \left\langle \psi, W^*(\sqrt{\mathcal{N}} \mathcal{\varphi}) e^{i\mathcal{H}_t \mathcal{N}^j} W(\sqrt{\mathcal{N}} \mathcal{\varphi}_t) (\mathcal{N} + 1)^j (\mathcal{K} + 1)(\mathcal{N} + 1)^j W^*(\sqrt{\mathcal{N}} \mathcal{\varphi}_t) e^{i\mathcal{H}_t \mathcal{N}^j} W(\sqrt{\mathcal{N}} \mathcal{\varphi}) \psi \right\rangle \\
= \left\langle \psi, W^*(\sqrt{\mathcal{N}} \mathcal{\varphi}) e^{i\mathcal{H}_t \mathcal{N}^j} \left( \mathcal{N} - \sqrt{\mathcal{N}} \mathcal{A}(\mathcal{\varphi}_t, \overline{\mathcal{\varphi}_t}) + \mathcal{N} \right) W(\sqrt{\mathcal{N}} \mathcal{\varphi}_t) (\mathcal{N} + 1)^{-1} (\mathcal{K} + 1)(\mathcal{N} + 1)^{-1} \\
\times W^*(\sqrt{\mathcal{N}} \mathcal{\varphi}_t) \left( \mathcal{N} - \sqrt{\mathcal{N}} \mathcal{A}(\mathcal{\varphi}_t, \overline{\mathcal{\varphi}_t}) + \mathcal{N} \right) e^{i\mathcal{H}_t \mathcal{N}^j} W(\sqrt{\mathcal{N}} \mathcal{\varphi}) \psi \right\rangle
\]
By Cauchy-Schwarz, we have

\[
\langle \psi, \mathcal{U}^*(t; 0)(\mathcal{N}^2 + 1)(\mathcal{N} + 1)^j \mathcal{U}(t; 0) \psi \rangle \\
\lesssim \langle \psi, W^*(\sqrt{\mathcal{N}} \psi) e^{i\mathcal{H}_N t} \mathcal{N} W(\sqrt{\mathcal{N}} \varphi_t)(\mathcal{N} + 1)^j(\mathcal{N} + 1)^j - 1 \times W^*(\sqrt{\mathcal{N}} \varphi_t) e^{i\mathcal{H}_N t} W(\sqrt{\mathcal{N}} \psi) \rangle \\
+ N \langle \psi, W^*(\sqrt{\mathcal{N}} \psi) e^{i\mathcal{H}_N t} A(\varphi_t, \overline{\varphi}_t) W(\sqrt{\mathcal{N}} \varphi_t)(\mathcal{N} + 1)^j(\mathcal{N} + 1)^j - 1 \times W^*(\sqrt{\mathcal{N}} \varphi_t) A(\varphi_t, \overline{\varphi}_t) e^{i\mathcal{H}_N t} W(\sqrt{\mathcal{N}} \psi) \rangle \\
+ N^2 \langle \psi, \mathcal{U}^*(t; 0)(\mathcal{N} + 1)^j - 1(\mathcal{N} + 1)^j - 1 \mathcal{U}(t; 0) \psi \rangle \\
= I + II + III
\]  

(4.28)

In the last term, we can directly apply the induction assumption. We find

\[
III \leq \mathcal{C} N^2 [(\mathcal{N} + 1)^{2(j-1)} \langle \psi, \mathcal{U}(t; s) \mathcal{K} \mathcal{U}(t; s) \psi \rangle \\
+ \langle \psi, (\mathcal{N} + N + 1)^j - 1(\mathcal{K} + \mathcal{N}^2 + 1)(\mathcal{N} + N + 1)^j - 1 \psi \rangle] \\
\leq \mathcal{C} [(\mathcal{N} + 1)^{2j} \langle \psi, \mathcal{U}(t; s) \mathcal{K} \mathcal{U}(t; s) \psi \rangle + \langle \psi, (\mathcal{N} + N + 1)^j(\mathcal{K} + \mathcal{N}^2 + 1)(\mathcal{N} + N + 1)^j \psi \rangle] \\
\leq \mathcal{C} \quad \text{(4.29)}
\]

To bound the first term on the r.h.s. of (4.28), on the other hand, we use the fact that \( \mathcal{N} \) commutes with \( \mathcal{H}_N \). From (4.27), we find

\[
I = \langle (\mathcal{N} + \sqrt{\mathcal{N}} A(\varphi, \overline{\varphi}) + \mathcal{N}) \psi, \mathcal{U}^*(t; 0)(\mathcal{N} + 1)^j - 1(\mathcal{K} + 1) \\
	imes (\mathcal{N} + 1)^j - 1 \mathcal{U}(t; 0)(\mathcal{N} + 1)^j - 1 \mathcal{U}(t; 0) \mathcal{N} \psi \rangle \\
\lesssim \langle \mathcal{N} \psi, \mathcal{U}^*(t; 0)(\mathcal{N} + 1)^j - 1(\mathcal{K} + 1)(\mathcal{N} + 1)^j - 1 \mathcal{U}(t; 0) \mathcal{N} \psi \rangle \\
+ N \langle A(\varphi, \overline{\varphi}) \psi, \mathcal{U}^*(t; 0)(\mathcal{N} + 1)^j - 1(\mathcal{K} + 1)(\mathcal{N} + 1)^j - 1 \mathcal{U}(t; 0) A(\varphi, \overline{\varphi}) \psi \rangle \\
+ N^2 \langle \psi, \mathcal{U}^*(t; 0)(\mathcal{N} + 1)^j - 1(\mathcal{K} + 1)(\mathcal{N} + 1)^j - 1 \mathcal{U}(t; 0) \psi \rangle \\
= A_1 + A_2 + A_3
\]  

(4.30)

The term \( A_3 \) can be handled like the term \( III \) in (4.29). To bound \( A_1 \), we use the induction assumption. We find

\[
A_1 \leq \mathcal{C} [(\mathcal{N} + 1)^{2(j-1)} \langle \mathcal{N} \psi, \mathcal{U}^*(t; 0) \mathcal{K} \mathcal{U}(t; 0) \mathcal{N} \psi \rangle \\
+ \langle \mathcal{N} \psi, (\mathcal{N} + N + 1)^j - 1(\mathcal{K} + \mathcal{N}^2 + 1)(\mathcal{N} + N + 1)^j - 1 \mathcal{N} \psi \rangle] \\
\leq \mathcal{C} (\mathcal{N} + 1)^{2(j-1)} \langle \mathcal{N} \psi, W^*(\sqrt{\mathcal{N}} \psi) e^{i\mathcal{H}_N t} \mathcal{K} e^{-i\mathcal{H}_N t} W(\sqrt{\mathcal{N}} \varphi_t) \mathcal{N} \psi \rangle \\
+ C \langle \psi, (\mathcal{N} + N + 1)^j(\mathcal{K} + \mathcal{N}^2 + 1)(\mathcal{N} + N + 1)^j \mathcal{N} \psi \rangle
\]  

(4.31)

where we used that, by (2.8),

\[
W^*(\sqrt{\mathcal{N}} \varphi_t) \mathcal{K} W(\sqrt{\mathcal{N}} \varphi_t) = (\mathcal{K} + \sqrt{\mathcal{N}} A(\Delta \varphi_t, \Delta \overline{\varphi}_t) + N ||\nabla \varphi_t||^2) \leq \mathcal{K} + N ||\nabla \varphi_t||^2 \leq \mathcal{K} + C \mathcal{N}.
\]
To bound the first term on the r.h.s. of (4.31), we use Lemma 4.4. We find
\[
\left\langle N\psi, W^*(\sqrt{N}\varphi)e^{iH_Nt}K e^{-iH_Nt}W(\sqrt{N}\varphi)N\psi \right\rangle \\
\lesssim \left\langle N\psi, W^*(\sqrt{N}\varphi) (\mathcal{H}_N + CN^{-2}N^2 + 1) W(\sqrt{N}\varphi)N\psi \right\rangle \\
\lesssim \left\langle N\psi, W^*(\sqrt{N}\varphi) (K + CN^{-2}N^2 + 1) W(\sqrt{N}\varphi)N\psi \right\rangle \\
\leq C \left\langle N\psi, (K + N + 1 + N^{-2}N^2) N\psi \right\rangle
\]
which implies that
\[
A_1 \leq C \left\langle \psi, (N + N + 1)^j (K + N^2 + 1) (N + N + 1)^j \psi \right\rangle
\]
To estimate the term $A_2$ on the r.h.s. of (4.30), we proceed similarly. From the induction assumption, we find
\[
A_2 \leq C \left[ (N + 1)^{2j-1} \langle A(\varphi; \psi), U^*(t; 0) K U(t; 0) A(\varphi; \psi) \rangle \\
+ N \left\langle A(\varphi; \psi), (N + N + 1)^j (K + N^2 + 1)(N + N + 1)^j A(\varphi; \psi) \right\rangle \right]
\]
\[
\leq C(N + 1)^{2j-1} \left\langle A(\varphi; \psi), W^*(\sqrt{N}\varphi)e^{iH_Nt} (K + CN) e^{-iH_Nt}W(\sqrt{N}\varphi)A(\varphi; \psi) \right\rangle \\
+ CN \left\langle A(\varphi; \psi), (N + N + 1)^j (K + N^2 + 1)(N + N + 1)^j A(\varphi; \psi) \right\rangle
\]
Using Lemmas 4.5 and 4.4, we conclude that
\[
A_2 \leq C \left\langle \psi, (N + N + 1)^j (K + N^2 + 1)(N + N + 1)^j \psi \right\rangle
\]
Hence
\[
I \leq C \left[ (N + 1)^{2j} \left\langle \psi, U(t; s) K U(t; s)\psi \right\rangle + \left\langle \psi, (N + N + 1)^j (K + N^2 + 1) (N + N + 1)^j \psi \right\rangle \right]
\]
Finally, we estimate the term II on the r.h.s. of (4.28). We find
\[
II \leq N \left\langle \psi, W^*(\sqrt{N}\varphi) e^{iH_Nt} a^*(\varphi_t) W(\sqrt{N}\varphi_t) (N + 1)^{j-1} (K + 1) (N + 1)^{j-1} \right. \\
\times W^*(\sqrt{N}\varphi_t)a(\varphi_t) e^{iH_Nt} W(\sqrt{N}\varphi) \left\rangle \\
+ N \left\langle \psi, W^*(\sqrt{N}\varphi)e^{iH_Nt} a(\varphi_t) W(\sqrt{N}\varphi_t) (N + 1)^{j-1} (K + 1) (N + 1)^{j-1} \right. \\
W^*(\sqrt{N}\varphi_t)a^*(\varphi_t) e^{iH_Nt} W(\sqrt{N}\varphi) \left\rangle \\
\leq N \left\langle \psi, U^*(t; 0)(a^*(\varphi_t) + \sqrt{N}) (N + 1)^{j-1} (K + 1) (N + 1)^{j-1}(a(\varphi_t) + \sqrt{N}) U(t; 0)\psi \right\rangle \\
+ N \left\langle \psi, U^*(t; 0) (a(\varphi_t) - \sqrt{N})(N + 1)^{j-1} (K + 1) (N + 1)^{j-1}(a^*(\varphi_t) - \sqrt{N}) U(t; 0)\psi \right\rangle \\
\leq N^2 \left\langle \psi, U^*(t; 0)(N + 1)^{j-1} (K + 1) (N + 1)^{j-1} U(t; 0)\psi \right\rangle \\
+ N \left\langle \psi, U^*(t; 0)(N + 1)^{j-1} (K + 1) (N + 1)^{j} U(t; 0)\psi \right\rangle
\]
where, in the last inequality, we used Lemma 4.5. By Cauchy-Schwarz, we find
\[
II \leq CN^2 \left\langle \psi, U^*(t; 0)(N + 1)^{j-1} (K + 1) (N + 1)^{j-1} U(t; 0)\psi \right\rangle \\
+ \frac{1}{2} \left\langle \psi, U^*(t; 0)(N + 1)^{j} (K + 1) (N + 1)^{j} U(t; 0)\psi \right\rangle
\]
The first term can be bounded as in (4.29). From (4.28) we conclude that
\[
\langle \psi, U^*(t; 0) (N + 1) \langle K + 1 \rangle (N + 1)^2 U(t; 0) \psi \rangle
\]
\[
\lesssim C \left[ (N + 1)^2 \langle \psi, U(t; s) K U(t; s) \psi \rangle + \langle \psi, (N + N + 1) \langle K + N^2 + 1 \rangle (N + N + 1)^2 \psi \rangle \right]
\]
\[
+ \frac{1}{2} \langle \psi, U^*(t; 0) (N + 1)^2 (K + 1) (N + 1)^2 U(t; 0) \psi \rangle
\]
This concludes the proof of the lemma.

We conclude this section with two technical lemmas, which played an important role in the proof of Propositions 4.1, 4.2 and of Lemma 4.3. The first result is used to compare the kinetic energy operator $K$ with the generators $\mathcal{H}_N$, $\mathcal{L}(t)$ and $\mathcal{L}_\infty(t)$ (these bounds are important, because it is much easier to bound the growth of the expectation of the generator than the growth of the kinetic energy).

**Lemma 4.4.** Suppose that $V^2(x) \leq D(1 - \Delta)$ and let $\mathcal{H}_N$ be the Hamiltonian defined in (2.5), $\mathcal{L}(t)$ the generator (2.12) of the fluctuation dynamics $U(t; s)$ defined in (2.9) and $\mathcal{L}_\infty(t)$ the generator (2.13) of the limiting dynamics $U_\infty(t; s)$ defined in (2.14). Then there exists a constant $C > 0$ (depending only on $D$) such that
\[
\mathcal{K} - C(N + 1) \leq \mathcal{L}_\infty(t) \leq \mathcal{K} + C(N + 1),
\]
\[
\frac{1}{2} \mathcal{K} - CN \left( 1 + \frac{N^2}{N^2} \right) \leq \mathcal{H}_N \leq 2\mathcal{K} + CN \left( 1 + \frac{N^2}{N^2} \right)
\]
and
\[
\frac{1}{2} \mathcal{K} - C(N + 1) \left( 1 + \frac{N^2}{N^2} \right) \leq \mathcal{L}(t) \leq 2\mathcal{K} + C(N + 1) \left( 1 + \frac{N^2}{N^2} \right)
\]

**Proof.** The first bound in proven in [2][Lemma 6.1]. To show the second estimate, let
\[
\mathcal{W} = \frac{1}{2N} \int dx dy V(x - y) a_x^* a_y^* a_y a_x
\]
From the bound $V^2(x) \leq D(1 - \Delta)$, we obtain that, for every $\varepsilon > 0$, there exists $C_\varepsilon > 0$ with
\[
|V(x)| \leq \varepsilon(1 - \Delta) + \frac{1}{\varepsilon}
\]
Therefore, the restriction $\mathcal{W}^{(n)}$ of $\mathcal{W}$ on the $n$-particle sector is bounded by
\[
\mathcal{W}^{(n)} = \frac{1}{N} \sum_{i<j}^n |V(x_i - x_j)| \leq \frac{\varepsilon n}{N} \sum_{j=1}^n (1 - \Delta x_j) + \frac{n^2}{\varepsilon N}
\]
Choosing $\varepsilon = \delta N/n$, we find
\[
\mathcal{W}^{(n)} \leq \delta (\mathcal{K}^{(n)} + n) + \frac{n^2}{\delta N^2}
\]
Hence, as operators on the Fock-space,
\[
\mathcal{W} \leq \delta (\mathcal{K} + N) + \frac{N^3}{\delta N^2}
\]
(4.34)
With $\delta = 1/2$, we conclude that
\[
\mathcal{H}_N = \mathcal{K} + \frac{1}{2N} \int dx dy V(x - y) a_x^* a_y^* a_y a_x
\]
\[
\geq \mathcal{K} - \mathcal{W} \geq \frac{1}{2} \mathcal{K} - \frac{1}{2} \mathcal{N} - \frac{N^3}{N^2}
\]
The upper bound for $\mathcal{H}_N$ can be proven analogously. To prove the last estimate in (4.33), we observe that, by Cauchy-Schwarz,

$$\mathcal{L}(t) = \mathcal{L}_\infty(t) + \frac{1}{2N} \int dx dy V(x-y) a_x^* (a_y^* \varphi_t(y) + a_y \varphi_t(y)) a_x + \frac{1}{2N} \int dx dy V(x-y) a_x^* a_y^* a_y a_x$$

$$\geq \mathcal{L}_\infty(t) - 2 \int dx dy [V(x-y)||\varphi_t(y)||^2 a_x^* a_x - \frac{1}{N} \int dx dy [V(x-y)] a_x^* a_y^* a_y a_x$$

The lower bound for $\mathcal{L}(t)$ follows now by the lower bound for $\mathcal{L}_\infty(t)$, by the bound (4.34), and since clearly

$$\int dx dy [V(x-y)||\varphi_t(y)||^2 a_x^* a_x \leq ||V||^2 ||\varphi_t||^2_\infty N \leq CN$$

The upper bound for $\mathcal{L}(t)$ follows similarly.

Finally, in the next lemma we show how to bound creation and annihilation operators by the number of particles operator after commuting them through the kinetic energy.

**Lemma 4.5.** For $j \in \mathbb{N}$, there exists a constant $C$, such that

$$a^*(\varphi)(N+1)^j \mathcal{K}(N+1)^j a(\varphi) \leq ||\varphi||^2 \mathcal{N}^{j+1/2} \mathcal{K} \mathcal{N}^{j+1/2} \quad \text{and} \quad a(\varphi)(N+1)^j \mathcal{K}(N+1)^j a^*(\varphi) \leq C ||\varphi||^2_{\mathcal{H}_1^j} (N+1)^{j+1/2} (N+1)(N+1)^{j+1/2} \quad (4.35)$$

**Proof.** We observe that, if $\mathcal{K}^{(n)}$ denotes the restriction of $\mathcal{K}$ onto the $n$ particle sector,

$$\langle \psi, a^*(\varphi)(N+1)^j \mathcal{K}(N+1)^j a(\varphi) \Omega \rangle = \sum_{n \geq 0} \langle ((N+1)^j a(\varphi)\psi)^{(n)}, \mathcal{K}^{(n)} ((N+1)^j a(\varphi)\psi)^{(n)} \rangle$$

$$= \sum_{n \geq 0} (n+1)^{2j} \sum_{j=1}^n \int dx_1 \ldots dx_n \left| \nabla x_j (a(\varphi)\psi)^{(n)}(x_1, \ldots, x_n) \right|^2$$

Since

$$(a(\varphi)\psi)^{(n)}(x_1, \ldots, x_n) = (n+1)^{1/2} \int dx \overline{\varphi(x)} \psi^{(n+1)}(x, x_1, \ldots, x_n)$$

we conclude that

$$\langle \psi, a^*(\varphi)(N+1)^j \mathcal{K}(N+1)^j a(\varphi) \Omega \rangle$$

$$= \sum_{n \geq 0} (n+1)^{2j+1} \sum_{j=1}^n \int dx_1 \ldots dx_n dx dy \overline{\varphi(x)} \varphi(y) \nabla x_j \psi^{(n+1)}(x, x_1, \ldots, x_n) \nabla x_j \psi^{(n+1)}(y, x_1, \ldots, x_n)$$

$$\leq \sum_{n \geq 0} (n+1)^{2j+1} \sum_{j=1}^n \int dx_1 \ldots dx_n dx dy |\varphi(x)||^2 |\nabla x_j \psi^{(n+1)}(x, x_1, \ldots, x_n)|^2$$

$$\leq ||\varphi||^2 \sum_{n \geq 0} (n+1)^{2j+1} \sum_{j=1}^{n+1} \int dx_1 \ldots dx_n dx_{n+1} |\nabla x_j \psi^{(n+1)}(x_1, \ldots, x_n, x_{n+1})|^2$$

$$\leq ||\varphi||^2 \langle \psi, \mathcal{N}^{j+1/2} \mathcal{K} \mathcal{N}^{j+1/2} \psi \rangle$$

To prove the second bound in (4.35), we commute $a^*(\varphi)$ to the left and $a(\varphi)$ to the right of $\mathcal{K}$. Since

$$a(\varphi)\mathcal{K}a^*(\varphi) = a(\varphi)a^*(\varphi)\mathcal{K} + a(\varphi)a^*(-\Delta \varphi)$$

$$= a^*(\varphi)a(\varphi)\mathcal{K} + ||\varphi||^2 \mathcal{K} + a(\varphi)a^*(-\Delta \varphi)$$

$$= a^*(\varphi)\mathcal{K}a(\varphi) + \mathcal{K} + a^*(\varphi)a(-\Delta \varphi) + a(\varphi)a^*(-\Delta \varphi)$$

$$= a^*(\varphi)\mathcal{K}a(\varphi) + ||\varphi||^2 \mathcal{K} + a^*(\varphi)a(-\Delta \varphi) + a^*(-\Delta \varphi)a(\varphi) + ||\nabla \varphi||^2$$
we find
\[ a(\varphi)(N+1)^j K(N+1)^j a^*(\varphi) = (N+2)^j a(\varphi) K a^*(\varphi)(N+2)^j \]
\[ \leq (N+2)^j a^*(\varphi) K a(\varphi)(N+2)^j + \|\varphi\|^2 (N+2)^j K(N+2)^j \]
\[ + (N+2)^j (a^*(\varphi) a(-\Delta \varphi) + a^*(-\Delta \varphi) a(\varphi)) (N+2)^j + \|\nabla \varphi\|^2 (N+2)^j \]
\[ \leq a^*(\varphi)(N+3)^j K(N+3)^j a(\varphi) + (N+2)^j (\|\varphi\|^2 K + \|\nabla \varphi\|^2) (N+2)^j \]
\[ + (N+2)^j (a^*(\varphi) a(-\Delta \varphi) + a^*(-\Delta \varphi) a(\varphi)) (N+2)^j \]

Using the first bound in (4.35) to control the first term, and the observation that
\[ \langle \psi, (N+2)^j (a^*(\varphi) a(-\Delta \varphi) + a^*(-\Delta \varphi) a(\varphi)) (N+2)^j \psi \rangle \]
\[ \leq 2\|a(\varphi)(N+2)^j \psi\| a(-\Delta \varphi)(N+2)^j \psi\| \]
\[ \leq \|\varphi\|^2 \langle \psi, (N+2)^{2j+1} \psi \rangle + \|\nabla \varphi\|^2 \langle \psi, (N+2)^j K(N+2)^j \psi \rangle \]

where in the last inequality we integrated by parts to move one of the derivatives in $-\Delta \varphi$ back onto $\psi$. We conclude that
\[ a(\varphi)(N+1)^j K(N+1)^j a^*(\varphi) \leq C\|\varphi\|_{H^1}^2 (N+1)^{j+1/2}(K+1)(N+1)^{j+1/2} \]

\[ \Box \]

5 Regularization of the potential

As in [2], our analysis requires a regularization of the interaction potential. This is needed to establish the convergence of the fluctuation dynamics $U(t;s)$ to its limit $U_\infty(t;s)$. We introduce therefore an $N$-dependent cutoff in $V$, vanishing sufficiently fast in the limit $N \to \infty$. The last condition should guarantee that the quantities we are interested in do not change when $V$ is replaced by the regularized potential. On the other hand, the presence of the small cutoff will give us an ($N$-dependent) $L^\infty$-bound on the potential which is crucial in the analysis (in particular, in Section 6).

For an arbitrary sequence $\alpha_N > 0$, we set
\[ \tilde{V}(x) = \text{sgn}(V(x)) \cdot \min\{|V(x)|, \alpha_N^{-1}\} \]
where $\text{sgn}(V(x))$ denotes the sign of $V(x)$. Note that, by definition $|\tilde{V}(x)| \leq \alpha_N^{-1}$. Moreover, the assumption $V^2(x) \leq D(1-\Delta)$ implies that the same bound holds also for $\tilde{V}$, independently of $N$:
\[ \tilde{V}^2(x) \leq D(1-\Delta x) . \]

We define the regularized Hamiltonian
\[ \tilde{H}_N = \sum_{j=1}^N -\Delta x_j + \frac{1}{N} \sum_{i<j} \tilde{V}(x_i - x_j) . \]

On the Fock space $\mathcal{F}$, we define
\[ \tilde{H}_N = \int d\mathbf{x} \nabla_x a_x^* \nabla_x a_x + \frac{1}{2N} \int d\mathbf{x} d\mathbf{y} \tilde{V}(x-y) a_x^* a_y^* a_y a_x \]
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Lemma 5.1. Let \( \tilde{U}(t; s) = e^{-i\tilde{\omega}(t; s)} W^*(\sqrt{N}\tilde{\varphi}_t) e^{-i\tilde{H}_N(t-s)} W(\sqrt{N}\tilde{\varphi}_s) \) with the phase
\[
\tilde{\omega}(t; s) = \frac{N}{2} \int_s^t \int dx (\tilde{V} * |\tilde{\varphi}_r|^2)(x)|\tilde{\varphi}_r(x)|^2
\]
and where \( \tilde{\varphi}_t \) solves the regularized \((N\) dependent) Hartree equation
\[
i\partial_t \tilde{\varphi}_t = -\Delta \tilde{\varphi}_t + \left( \tilde{V} * |\tilde{\varphi}_t|^2 \right) \tilde{\varphi}_t
\]
We denote the generator of \( \tilde{U}(t; s) \) by \( \tilde{L}(t) \). Clearly, \( \tilde{L}(t) \) has the form \((2.12)\), but with \( V \) and \( \varphi_t \) replaced by \( \tilde{V} \) and, respectively, \( \tilde{\varphi}_t \). We also modify the observable \( O_t \) defined in \((3.1)\) by setting
\[
\tilde{O}_t := \frac{1}{\sqrt{N}} \sum_{j=1}^N \left( O^{(j)} - \tilde{E}_t \varphi_t O \right) = \frac{1}{\sqrt{N}} \sum_{j=1}^N \left( O^{(j)} - \langle \tilde{\varphi}_t, O \tilde{\varphi}_t \rangle \right)
\]
To compare the original many body evolution (generated by the Hamiltonian \( H_N \)) with the regularized many-body evolution (generated by \( \tilde{H}_N \)), we use the following lemma.

Lemma 5.1. Let \( \psi_{N,t} = e^{-iH_N t} \varphi \otimes \varphi \) and \( \tilde{\psi}_{N,t} = e^{-i\tilde{H}_N t} \varphi \otimes \varphi \), with \( \varphi \in H^1(\mathbb{R}^3) \) such that \( \| \varphi \| = 1 \). Then there exists a universal constant \( C > 0 \) such that
\[
\left\| \psi_{N,t} - \tilde{\psi}_{N,t} \right\|^2 \leq CN \alpha_N |t|
\]
for all \( N \in \mathbb{N} \), \( t \in \mathbb{R} \).

The proof of this lemma can be found in [2][Lemma 2.1]. We can also compare the solution of the original Hartree equation \((1.3)\), with the solution of the regularized Hartree equation \((5.6)\).

Lemma 5.2. Let \( \varphi \in H^1(\mathbb{R}^3) \), with \( \| \varphi \|_2 = 1 \). Let \( \varphi_t \) and \( \tilde{\varphi}_t \) denote the solutions of the Hartree equations \((1.3)\) and, respectively, \((5.6)\), with initial data \( \varphi \). Then there are constants \( C, K > 0 \) such that
\[
\| \varphi_t - \tilde{\varphi}_t \| \leq C \alpha_N e^{K|t|}
\]
for every \( t \in \mathbb{R} \).

The proof of this lemma can be found in [2][Lemma 2.2].

As a consequence of the last two lemmas, it is enough to show \((3.4)\) for the regularized quantities, assuming that the cutoff is sufficiently small. In other words, Lemma 3.2 follows by the next lemma, where the original potential \( V \) is replaced by its regularized version \( \tilde{V} \).

Lemma 5.3. Fix \( k \in \mathbb{N} \). Choose an integer \( r > 3 + k/2 \) and let \( \alpha_N = N^{-r} \). Let \( \tilde{V}, \tilde{H}_N, \tilde{\varphi}_t \) and \( \tilde{O}_t \) be defined as in \((5.1)\), \((5.3)\), \((5.6)\), \((5.7)\) respectively. Let \( \tilde{\psi}_{N,t} = e^{-i\tilde{H}_N t} \varphi \otimes \varphi \). Then
\[
\lim_{N \to \infty} \mathbb{E}_{\tilde{\psi}_{N,t}} \tilde{O}_t^k = \lim_{N \to \infty} \langle \tilde{\psi}_{N,t}, \tilde{O}_t^k \tilde{\psi}_{N,t} \rangle = \left\{ \begin{array}{ll}
0 & \text{if } k \text{ is odd} \\
\frac{\alpha_N^2}{2^{r+1}(k/2)!} \frac{k!}{2^{r+k/2}} \sigma_t^2 & \text{if } k \text{ is even}
\end{array} \right.
\]
with \( \sigma_t \) as defined in \((3.2)\).

Using Lemma 5.3 we can prove Lemma 3.2 (and thus Theorem 3.1) as follows.
Proof of Lemma 5.2. Fix $k \in \mathbb{N}$, $t \in \mathbb{R}$. Choose $r > k/2 + 3$ and let $\alpha_N = N^{-r}$. Observe that
\[
\|O_t\| = \left\| \frac{1}{\sqrt{N}} \sum_{j=1}^{N} (O_j - E_{\varphi_t} O) \right\| \leq \sqrt{N} \|O - E_{\varphi_t} O\| \leq 2\sqrt{N}\|O\|
\]
The same bound holds for $\tilde{O}_t$. Moreover, from Lemma 5.2 we have
\[
\|O_t - \tilde{O}_t\| \leq \sqrt{N} \|\langle \varphi_t, O\varphi_t \rangle - \langle \tilde{\varphi}_t, O\tilde{\varphi}_t \rangle\| \leq 2\sqrt{N}\|\varphi_t - \tilde{\varphi}_t\||\|O\| \leq C\sqrt{N}\alpha_N e^K|t|
\]
This implies that
\[
\|O^k_t - \tilde{O}^k_t\| \leq CN^{k/2}\alpha_N e^K|t|
\]
for an appropriate $k$-dependent constant $C$. Therefore, using Lemma 5.1 we find
\[
\left| E_{\psi_{N,t}} O^k_t - E_{\psi_{N,t}} \tilde{O}^k_t \right| = \left| \langle \psi_{N,t}, O^k_t \psi_{N,t} \rangle - \langle \tilde{\psi}_{N,t}, \tilde{O}^k_t \tilde{\psi}_{N,t} \rangle \right|
\]
\[
\leq \left| \langle \psi_{N,t}, (O^k_t - \tilde{O}^k_t) \psi_{N,t} \rangle \right| + \left| \langle \psi_{N,t}, \tilde{O}^k_t \tilde{\psi}_{N,t} \rangle - \langle \tilde{\psi}_{N,t}, \tilde{O}^k_t \tilde{\psi}_{N,t} \rangle \right|
\]
\[
\leq \|O^k_t - \tilde{O}^k_t\| + 2 \left\| \psi_{N,t} - \tilde{\psi}_{N,t} \right\| \|\tilde{O}_t\|^k
\]
\[
\leq CN^{1+k/2}\alpha_N e^K|t| = CN^{1+k/2-r} e^K|t|
\]
which converges to zero, as $N \to \infty$. We conclude that
\[
\lim_{N \to \infty} E_{\psi_{N,t}} O^k_t = \lim_{N \to \infty} E_{\psi_{N,t}} \tilde{O}^k_t
\]
and therefore (6.2) follows from Lemma 5.3.

6 Comparison of Dynamics

Finally, we will need to compare the (regularized) fluctuation dynamics $\tilde{U}(t; s)$ with the limiting dynamics $U_\infty(t; s)$ defined in (2.14) (note that the limiting dynamics is defined in terms of the original potential $V$, and the solution of the Hartree equation (1.3), without cutoff; the reason is that, in the limit $N \to \infty$, the $N$-dependent cutoff $\alpha_N$ disappears).

Proposition 6.1. Suppose that, in the definition (5.7) of the regularized potential $\tilde{V}$, the cutoff $\alpha_N$ is such that $\alpha_N \geq N^{-r}$, for some $r \in \mathbb{N}$, $r \geq 1$. Then, for any $j \in \mathbb{N}/2$, there exist constants $C, K > 0$ depending on $r$ and $j$, such that
\[
\left\| (N+1)^j \left( \tilde{U}(t; s) - U_\infty(t; s) \right) \psi \right\|
\]
\[
\leq Ce^{K|t-s|} \left( N^{-1/2} + \alpha_N (N+1)^{j+1} \right) \left( K + N^{(4r-2)(4+2j)+6} + 1 \right)^{1/2} (N+1)^{2j+2}\psi
\]
(6.1)

Note that the bound (6.1) is only useful for $j < r - 1$; it will be applied under this condition.

Proof. We fix $t \geq 0$ and $s = 0$ (all other cases can be treated analogously). We use
\[
\tilde{U}(t; 0) - U_\infty(t; 0) = \int_0^t d\tau U_\infty(t; \tau) \left( \tilde{L}(\tau) - L_\infty(\tau) \right) \tilde{U}(\tau; 0)
\]
(6.2)
where $\tilde{L}(t)$ is the generator of the regularized fluctuation dynamics $\tilde{U}(t; s)$ and has the form (6.2), with $V$ and $\varphi_t$ replaced by $\tilde{V}$ and $\tilde{\varphi}_t$. Hence

$$
\left\| (N+1)^j \left( \tilde{U}(t; 0) - \mathcal{U}_\infty(t; 0) \right) \psi \right\| \leq \int_0^t d\tau \left\| (N+1)^j \mathcal{U}_\infty(t; \tau) \mathcal{L}_2(\tau) \tilde{U}(\tau; 0) \psi \right\|
$$

$$
+ \int_0^t d\tau \left\| (N+1)^j \mathcal{U}_\infty(t; \tau) \mathcal{L}_3(\tau) \tilde{U}(\tau; 0) \psi \right\|
$$

$$
+ \int_0^t d\tau \left\| (N+1)^j \mathcal{U}_\infty(t; \tau) \mathcal{L}_4(\tau; 0) \psi \right\|
$$

(6.3)

where we decomposed

$$
\tilde{L}(\tau) - \mathcal{L}_\infty(\tau) = \mathcal{L}_2(\tau) + \mathcal{L}_3(\tau) + \mathcal{L}_4
$$

with

$$
\mathcal{L}_2(\tau) = \int dx \left( \tilde{V} \ast |\tilde{\varphi}_t|^2(x) - V \ast |\varphi_t|^2(x) \right) a_x^* a_x
$$

$$
+ \int dxdy \left( \tilde{V}(x - y)\tilde{\varphi}_t(x)\tilde{\varphi}(y) - V(x - y)\varphi_t(x)\varphi_t(y) \right) a_x^* a_y
$$

$$
+ \int dxdy \left( \tilde{V}(x - y)\tilde{\varphi}_t(x)\tilde{\varphi}(y) - V(x - y)\varphi_t(x)\varphi_t(y) \right) a_x^* a_y + \text{h.c}
$$

and

$$
\mathcal{L}_3(\tau) = \frac{1}{\sqrt{N}} \int dxdy \tilde{V}(x - y) a_x^* \left( \tilde{\varphi}_t(y)a_y + \tilde{\varphi}_t(y)a_y \right) a_x
$$

$$
\mathcal{L}_4 = \frac{1}{N} \int dxdy \tilde{V}(x - y) a_x^* a_y a_x
$$

We begin by estimating the first term on the r.h.s. of (6.3). From Proposition 4.1 we have

$$
\left\| (N+1)^j \mathcal{U}_\infty(t; \tau) \mathcal{L}_2(\tau) \tilde{U}(\tau; 0) \psi \right\| \leq C e^{K(t-\tau)} \left\| (N+1)^j \mathcal{L}_2(\tau) \tilde{U}(\tau; 0) \psi \right\|
$$

(6.4)

We write

$$
\mathcal{L}_2(\tau) = A_{1,\tau} + A_{2,\tau} + A_{3,\tau}
$$

where

$$
A_{1,\tau} = \int dx \left( \tilde{V} \ast |\tilde{\varphi}_t|^2(x) - V \ast |\varphi_t|^2(x) \right) a_x^* a_x
$$

$$
A_{2,\tau} = \int dxdy \left( \tilde{V}(x - y)\tilde{\varphi}_t(x)\tilde{\varphi}(y) - V(x - y)\varphi_t(x)\varphi_t(y) \right) a_x^* a_y
$$

$$
A_{3,\tau} = B_\tau + B_\tau^*
$$

with

$$
B_\tau = \int dxdy \left( \tilde{V}(x - y)\tilde{\varphi}_t(x)\tilde{\varphi}(y) - V(x - y)\varphi_t(x)\varphi_t(y) \right) a_x^* a_y
$$

From (6.3), we find

$$
\left\| (N+1)^j \mathcal{U}_\infty(t; \tau) \mathcal{L}_2(\tau) \tilde{U}(\tau; 0) \psi \right\|
$$

$$
\leq C e^{K(t-\tau)} \left\| A_{1,\tau} (N+1)^j \tilde{U}(\tau; 0) \psi \right\| + C e^{K(t-\tau)} \left\| A_{2,\tau} (N+1)^j \tilde{U}(\tau; 0) \psi \right\|
$$

$$
+ C e^{K(t-\tau)} \left\| B_\tau (N+3)^j \tilde{U}(\tau; 0) \psi \right\| + C e^{K(t-\tau)} \left\| B_\tau^* (N-1)^j \tilde{U}(\tau; 0) \psi \right\|
$$

(6.5)
Using $|V - \tilde{V}| \leq \alpha_N |V|^2$, the assumption $V^2 \leq D(1 - \Delta)$, the propagation of regularity bound \((4.3)\) and the bound $\|\varphi_t - \tilde{\varphi}_t\|_2 \leq C\alpha Ne^{Kt}$ from Lemma \(5.2\) we find a constant $C$ such that

\[
\sup_x \left| (\tilde{V} * |\tilde{\varphi}_t|^2)(x) - (V * |\varphi_t|^2)(x) \right| \leq C\alpha Ne^{Kt}
\]

This bounds implies that

\[
A_{1,\tau}^2 \leq C\alpha^2 Ne^{Kt} \mathcal{N}^2
\]

Similarly, we find $A_{2,\tau}^2 \leq C\alpha^2 Ne^{Kt} \mathcal{N}^2$. To bound the last two terms on the r.h.s. of \((6.5)\), we write

\[
B_\tau = \int dx dy \left( \tilde{V}(x - y) - V(x - y) \right) \tilde{\varphi}_t(x) \tilde{\varphi}_t(y) a_x^* a_y^* \\
+ \int dx dy V(x - y) (\tilde{\varphi}_t(x) - \varphi_t(x)) \tilde{\varphi}_t(y) a_x^* a_y^* + \int dx dy V(x - y) \varphi_t(x) (\tilde{\varphi}_t(y) - \varphi_t(y)) a_x^* a_y^*
\]

Cauchy-Schwarz inequality implies

\[
\langle \psi, B_\tau B_\tau^* \psi \rangle \leq \int dx dy dz dw \left( \tilde{V}(x - y) - V(x - y) \right) \tilde{\varphi}_t(x) \tilde{\varphi}_t(y) \tilde{\varphi}_t(z) \tilde{\varphi}_t(w) \langle \psi, a_x^* a_y^* a_z a_w \psi \rangle \\
+ \int dx dy dz dw \left( V(x - y) (\tilde{\varphi}_t(x) - \varphi_t(x)) \tilde{\varphi}_t(y) \tilde{\varphi}_t(z) - \tilde{\varphi}_t(w) \right) \langle \psi, a_x^* a_y^* a_z a_w \psi \rangle \\
+ \int dx dy dz dw \left( V(x - y) \varphi_t(x) (\tilde{\varphi}_t(y) - \varphi_t(y)) \tilde{\varphi}_t(z) - \tilde{\varphi}_t(w) \right) \langle \psi, a_x^* a_y^* a_z a_w \psi \rangle
\]

\[
= I + II + III
\]

Using $|V - \tilde{V}| \leq \alpha_N V^2$ and the operator inequality $V^2 \leq D(1 - \Delta)$, the first term is bounded by

\[
I \leq \alpha_N^2 \int dx dy dz dw V^2(x - y) V^2(z - w) \tilde{\varphi}_t(x) \tilde{\varphi}_t(y) \tilde{\varphi}_t(z) \tilde{\varphi}_t(w) \|a_x a_y \psi\| \|a_z a_w \psi\|
\]

\[
\leq \alpha_N^2 \int dx dy dz dw V^2(x - y) V^2(z - w) \|\tilde{\varphi}_t(z)\|^2 \|\tilde{\varphi}_t(w)\|^2 \|a_x a_y \psi\|^2
\]

\[
\leq C\alpha_N^2 \int dx dy (\|\nabla_x a_x a_y \psi\|^2 + \|a_x a_y \psi\|^2)
\]

\[
\leq C\alpha_N^2 \langle \psi, (\mathcal{K} \mathcal{N} + \mathcal{N}^2) \psi \rangle
\]

The second term on the r.h.s. of \((6.6)\), on the other hand, can be estimated by

\[
II \leq \int dx dy dz dw V^2(x - y) |\varphi_t(y)|^2 |\varphi_t(x) - \tilde{\varphi}_t(x)|^2 \|a_z a_w \psi\|^2
\]

\[
\leq \|V^2 * |\varphi_t|^2\|_\infty \|\varphi_t - \tilde{\varphi}_t\|_2^2 \langle \psi, \mathcal{N}^2 \psi \rangle
\]

\[
\leq C\alpha_N^2 e^{Kt} \langle \psi, \mathcal{N}^2 \psi \rangle
\]

where we used Lemma \(5.2\). The third term on the r.h.s. of \((6.6)\) can be handled similarly. Hence

\[
\langle \psi, B_\tau B_\tau^* \psi \rangle \leq C\alpha_N^2 e^{Kt} \langle \psi, (\mathcal{K} \mathcal{N} + \mathcal{N}^2) \psi \rangle
\]
Analogously, one can prove that
\[ \langle \psi, B_0^\dagger B_0 \psi \rangle \leq C \alpha_N^2 e^{K_N} \langle \psi, (KN + N^2 + 1) \psi \rangle \]
(the factor 1 takes into account the contribution of the commutator between \( B_0 \) and \( B_0^\dagger \)). We conclude from (6.5) that
\[
\left\| (N + 1)^j U_\infty(t; \tau) \mathbb{L}_2(\tau) \bar{U}(\tau; 0) \psi \right\| \leq C \alpha_N e^{Kt} \left\| (N + 1)^{j+1} \bar{U}(\tau; 0) \psi \right\|
+ C \alpha_N e^{Kt} \left\| K^{1/2} (N + 1)^{j+1/2} \bar{U}(\tau; 0) \psi \right\|
\leq C \alpha_N e^{Kt} \left\| (N + 1)^{2j+3} \psi \right\|
+ C \alpha_N (N + 1)^{j+1/2} e^{Kt} \left\| K^{1/2} \bar{U}(\tau; 0) \psi \right\|
+ C \alpha_N e^{Kt} \left\| (K + N^2 + 1)^{1/2} (N + N + 1)^{j+1/2} \psi \right\|
\leq C \alpha_N (N + 1)^{2j+1} e^{Kt} \left\| (K + N^2 + 1)^{1/2} (N + N + 1)^{2j+2} \psi \right\|
\]
where we applied Proposition 4.2 and Lemma 4.3 (and where \([j + 1/2]\) denotes the smallest integer larger or equal to \( j + 1/2 \)).

To bound the second term on the r.h.s. of (6.3), we use the inequality
\[
\mathbb{L}_3(t) (N + 1)^{2j} \mathbb{L}_3(t) \leq \frac{C}{N} (N + 1)^{2j+3}
\]
which is proven in [2] Lemma 6.3. This implies that
\[
\left\| (N + 1)^j U_\infty(t; \tau) \mathbb{L}_3(\tau) \bar{U}(\tau; 0) \psi \right\| \leq C e^{K(t-\tau)} \left\| (N + 1)^j \mathbb{L}_3(\tau) \bar{U}(\tau; 0) \psi \right\|
\leq C N^{-1/2} e^{K(t-\tau)} \left\| (N + 1)^{j+3/2} \bar{U}(\tau; 0) \psi \right\|
\leq C N^{-1/2} e^{Kt} \left\| (N + 1)^{2j+4} \psi \right\|
\]
Finally, to bound the last term on the r.h.s. of (6.3), we note that, assuming \( \alpha_N \geq N^{-r} \),
\[
(N + 1)^j \mathbb{L}_4^2(N + 1)^j \leq C N^{-1} \left( K + N^{2r(2j+4)} + 1 \right)
\]
This is in fact the only place in the proof where a cutoff in the potential is needed. To prove (6.9), we notice that, when restricted to the \( n \)-particle sector
\[
\mathbb{L}_4^2(N + 1)^{2j} |_{\mathcal{F}(n)} = \left( \frac{n + 1}{N^2} \right)^2 \left( \sum_{i<j} \bar{V}(x_i - x_j) \right)^2 \leq \left( \frac{n + 1}{N^2} \right)^{2j+2} \sum_{i<j} \bar{V}^2(x_i - x_j)
\leq \left( \frac{n + 1}{N^2} \right)^{2j+3} \left( \frac{n}{N^{2j+3}} \right) \sum_{j=1}^n (1 - \Delta x_j) + \left( \frac{n + 1}{N^2} \right)^{2j+4} \left( \frac{n}{N^{2j+3}} \right)
\leq \frac{1}{N} (K + N) |_{\mathcal{F}(n)} + \frac{(N + 1)^{2j+4} \mathbb{1}(N > N^{2j+3})}{N^2 \alpha_N^2} \mid_{\mathcal{F}(n)}
\]
Assuming \( \alpha_N \geq N^{-r} \), we find
\[
\frac{(N + 1)^{2j+4} \mathbb{1}(N > N^{2j+3})}{N^2 \alpha_N^2} \leq N^{2r-2} \frac{N}{N^{2j+3}} (N + 1)^{2j+4+\ell}
\]
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for any \( \ell \geq 0 \). Choosing \( \ell = (2r - 1)(2j + 3) \), we get (6.9). This implies that the third term on the r.h.s. of (6.3) is bounded by

\[
\| (N + 1)^j U_\infty (t, \tau) L \tilde{u} (t; 0) \psi \| \leq C N^{-1/2} e^{K(t-\tau)} \left\| \left( K + N^{2r(2j+4)} + 1 \right)^{1/2} \tilde{U} (\tau, 0) \psi \right\| \\
\leq C N^{-1/2} e^{Kt} \left\| \left( K + N^{d(4+2j)+2} + 1 \right)^{1/2} \psi \right\|
\]

(6.10)

where we used again Proposition 4.2. Inserting (6.7), (6.8), (6.10) in (6.3), we obtain (6.1). \( \square \)

### 7 Computation of the moments

In this section we prove Lemma 5.3. To this end, we fix \( t \in \mathbb{N} \) and we choose an integer \( r > k/2 + 3 \). We let \( \alpha_N = N^{-r} \), and we define the regularized potential \( \tilde{V} \) as in (5.1) in terms of \( \alpha_N \). For the given compact operator \( O \) on \( L^2 (\mathbb{R}^3) \) we introduce the notation \( \tilde{O}_c = O - \langle \tilde{\varphi}_t, O \tilde{\varphi}_t \rangle \). Later, we will also use the notation \( O_c = O - \langle \varphi_t, O \varphi_t \rangle \) (as a rule, notations with a tilde denote quantities defined in terms of the regularized potential \( \tilde{V} \) and the solution \( \tilde{\varphi}_t \) of the corresponding Hartree equation (5.6)). We write

\[
\mathbb{E}_{\tilde{\varphi}_N} \tilde{O}_c^k = \frac{1}{N^{k/2}} \left\langle \tilde{\varphi}_N, \left( \sum_{j=1}^N \tilde{O}_c^j \right)^k \tilde{\varphi}_N \right\rangle
\]

\[
= \frac{1}{N^{k/2}} \sum_{m=1}^{k} \binom{N}{m} \sum_{i_1+\cdots+i_m=k} \frac{k!}{i_1! \cdots i_m!} \left\langle \tilde{\varphi}_N, \left( \tilde{O}_c^{i_1} \cdots \tilde{O}_c \right) \cdots \tilde{O}_c^{i_m} \otimes \tilde{O}_c^{1(N-m)} \right\rangle \tilde{\varphi}_N
\]

The sum over \( i_1, \ldots, i_m \) runs over all integers \( i_1, \ldots, i_m \geq 1 \) with \( i_1 + \cdots + i_m = k \). We separate next the indices \( i_1, \ldots, i_m \) which are equal to one (\( r \) denotes the number of such indices). We write

\[
\mathbb{E}_{\tilde{\varphi}_N} \tilde{O}_c^k = \frac{1}{N^{k/2}} \sum_{m=1}^{k} \binom{N}{m} \sum_{r=1}^{m} \binom{m}{r} \sum_{j_1+\cdots+j_m-r=k-r} \frac{k!}{j_1! \cdots j_m!} \left\langle \tilde{\varphi}_N, \left( \tilde{O}_c^{i_1} \cdots \tilde{O}_c \right) \cdots \tilde{O}_c^{i_m} \otimes \tilde{O}_c^{1(N-m)} \right\rangle \tilde{\varphi}_N
\]

where the sum runs over \( j_1, \ldots, j_m-r \) runs over all integers \( j_1, \ldots, j_m-r \geq 2 \) with \( j_1 + \cdots + j_m-r = k-r \). In the following, we denote by \( \tilde{\varphi}_{N,t} \) the vector \{0, 0, 0, \tilde{\varphi}_{N,t}, 0, 0, \} in the Fock space \( \mathcal{F} \). Then, if \( \tilde{O}_c^i(x;y) \) denotes the integral kernel of the operator \( \tilde{O}_c^i \), we obtain

\[
\mathbb{E}_{\tilde{\varphi}_N} \tilde{O}_c^k = \frac{1}{N^{k/2}} \sum_{m=1}^{k} \frac{1}{N^m} \binom{N}{m} \sum_{r=1}^{m} \binom{m}{r} \sum_{j_1+\cdots+j_m-r=k-r} \frac{k!}{j_1! \cdots j_m!} \times \int dx_1 dx_1' \ldots dx_m dx_m' \tilde{O}_c(x_1; x_1') \ldots \tilde{O}_c(x_r; x_r') \tilde{O}_c^{i_1}(x_{r+1}; x_{r+1}') \cdots \tilde{O}_c^{j_m-r}(x_m; x_m')
\]

\[
\times \left\langle a^* (\varphi)^N \sqrt{N!} \omega, e^{i \tilde{H}_N t} a^* x_1 a^* x_2 \cdots a^* x_m a x_m' \cdots a x_1 e^{-i \tilde{H}_N t} a^* (\varphi)^N \sqrt{N!} \omega \right\rangle
\]

with the (regularized) Hamiltonian \( \tilde{H}_N \) defined in (5.4). Next, we notice that

\[
a^* (\varphi)^N \sqrt{N!} = d_N P_N W (\sqrt{N} \varphi) \Omega
\]
where $W(\sqrt{N}\varphi)$ is the Weyl operator defined in \cite{2}, $P_N$ is the orthogonal projection onto the $N$-particle sector of the Fock space $\mathcal{F}$, and $d_N = \sqrt{N!/N^{1/2}} \simeq N^{1/4}$. Denoting by $\tilde{U}(t;0)$ the (regularized) fluctuation dynamics introduced in \cite{5}, we find

\[
E_{\psi_{N,t}} \tilde{O}_t^k = \frac{1}{N^{k/2}} \sum_{m=1}^{k} \frac{1}{N^m} \left( \frac{N}{m} \right) \sum_{j_1+\cdots+j_m=k} \frac{k!}{j_1! \cdots j_m!} \times \int dx_1 dx'_1 \cdots dx_m dx'_m \tilde{O}_c(x_1;x'_1) \cdots \tilde{O}_c(x_r;x'_r) \tilde{O}_c^{j_1}(x_{r+1};x'_{r+1}) \cdots \tilde{O}_c^{j_m}(x_m;x'_m) \\
\times \left\langle \xi_N, \tilde{U}^*(t;0)(a_{s_1}^* + \sqrt{N}\varphi_t(x_1)) \cdots (a_{s_m}^* + \sqrt{N}\varphi_t(x_m)) \times (a_{x_1} + \sqrt{N}\varphi_t(x'_1)) \cdots (a_{x_m} + \sqrt{N}\varphi_t(x'_m)) \right\rangle
\]

(7.11)

where we introduced the notation

\[
\xi_N = d_N W^*(\sqrt{N}\varphi) \frac{a^*(\varphi)^N}{\sqrt{N!}} \Omega \tag{7.12}
\]

Note that, from \cite{2} Lemma 7.1, we have the estimate

\[
\|(\mathcal{N} + 1)^{-1/2}\xi_N\| \leq C \tag{7.13}
\]

for a constant $C > 0$, uniformly in $N$. When we expand the product of the $2m$ parenthesis on the r.h.s. of \cite{7.11}, we find several terms, with different numbers of factors $\varphi_t$ or $\varphi_t$. Each term has the form (after appropriate change of variables, and with a constant $C$ depending on $k, m, r, j_1, \ldots, j_m$)

\[
CN^{a+b+2d-k} \int \omega_1 \cdots + \omega_d \| \tilde{O}_c \|^{r_1+\cdots+r_d} \int dx'_1 \cdots dx'_n \left\langle \tilde{U}(t;0)\xi_N, a^*(\tilde{O}_c^{r_1}\varphi_t) \cdots a^*(\tilde{O}_c^{r_n}\varphi_t) \right\rangle \times a^*(\tilde{O}_c^{p_1}(.,x'_1)) \cdots a^*(\tilde{O}_c^{p_n}(.,x'_n)) a_{x'_1} \cdots a_{x'_n} a(\tilde{O}_c^{s_1}\varphi_t) \cdots a(\tilde{O}_c^{s_n}\varphi_t) \tilde{U}(t;0)\Omega \right\rangle
\]

(7.14)

where $n, a, b, d$ are integers with $n + a + b + d = m$, and $\{p_\ell\}_{\ell=1}^{n}$, $\{q_\ell\}_{\ell=1}^{n}$, $\{r_\ell\}_{\ell=1}^{d}$, $\{s_\ell\}_{\ell=1}^{n}$ are appropriate sequences of integers ($r$ of them are equal to 1). Note that $a + b + 2d$ is the total number of factors $\varphi_t$ and $\varphi_t$; since each such term carries a weight $N^{1/2}$, this explains the appearance of the factor $N^{a+b+2d}/2!$. The absolute value of \cite{7.14} is bounded above by

\[
CN^{a+b+2d-k} \| \tilde{O}_c \|^{r_1+\cdots+r_d} \int dx'_1 \cdots dx'_n \left\langle \tilde{U}(t;0)\xi_N, a^*(\tilde{O}_c^{r_1}\varphi_t) \cdots a^*(\tilde{O}_c^{r_n}\varphi_t) \right\rangle \times a^*(\tilde{O}_c^{p_1}(.,x'_1)) \cdots a^*(\tilde{O}_c^{p_n}(.,x'_n)) a_{x'_1} \cdots a_{x'_n} a(\tilde{O}_c^{s_1}\varphi_t) \cdots a(\tilde{O}_c^{s_n}\varphi_t) \tilde{U}(t;0)\Omega \right\rangle
\]

\[
\leq CN^{a+b+2d-k} \| \tilde{O}_c \|^{r_1+\cdots+r_d} \int dx'_1 \cdots dx'_n \left\langle \tilde{U}(t;0)\xi_N, a^*(\tilde{O}_c^{r_1}\varphi_t) \cdots a^*(\tilde{O}_c^{r_n}\varphi_t) \right\rangle \times \left\| (\mathcal{N} + 1)^{-(n+a)/2} a_{x'_1} \cdots a_{x'_n} a(\tilde{O}_c^{s_1}\varphi_t) \cdots a(\tilde{O}_c^{s_n}\varphi_t) \tilde{U}(t;0)\Omega \right\|
\]

\[
\leq CN^{a+b+2d-k} \| \tilde{O}_c \|^{r_1+\cdots+r_d} \left\langle \tilde{U}(t;0)\xi_N, a^*(\tilde{O}_c^{r_1}\varphi_t) \cdots a^*(\tilde{O}_c^{r_n}\varphi_t) \right\rangle \times \left\| (\mathcal{N} + 1)^{-(n+a)/2} a(\tilde{O}_c^{p_1}(.,x'_1)) \cdots a(\tilde{O}_c^{p_n}(.,x'_n)) a(\tilde{O}_c^{s_1}\varphi_t) \cdots a(\til{O}_c^{s_n}\varphi_t) \tilde{U}(t;0)\Omega \right\|
\]

\[
\leq CN^{a+b+2d-k} \| \tilde{O}_c \|^{(2s_1+\cdots+s_n)+2(r_1+\cdots+r_d)} \|(\mathcal{N} + 1)^{-(n+a)/2}\tilde{U}(t;0)\Omega\|
\]

\[
+ CN^{a+b+2d-k} \| \tilde{O}_c \|^{2(q_1+\cdots+q_n)} \int dx'_1 \cdots dx'_n \| \tilde{O}_c^{p_1}(.,x'_1) \|^2 \cdots \| \til{O}_c^{p_n}(.,x'_n) \|^2 \|(\mathcal{N} + 1)^{-2}\til{U}(t;0)\xi_N\|
\]

\[
\leq CN^{a+b+2d-k} \left( \| \til{O}_c \|^{2(s_1+\cdots+s_n)+1+\cdots+r_d} \| \til{O}_c \|^{2(q_1+\cdots+q_n)} \right) \| \til{O}_c \|^{2} \| \til{O}_c \|_{\text{HS}} \cdots \| \til{O}_c \|_{\text{HS}} \|(\mathcal{N} + 1)^{-1/2}\xi_N\|^2
\]
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where in the last line, we used Proposition 4.2 (which implies that \( \| (N+1)^{-2} \tilde{U}(t;0)(N+1)^{1/2} \| < C \)). From (7.13), the absolute value of (7.14) is thus controlled by

\[
CN^{\frac{a+b+2d-k}{2}} \left( \| O \|^2 \langle s_1 + \cdots + s_k + r_1 + \cdots + r_d \rangle + \| O \|^2 \langle q_1 + \cdots + q_n + p_1 + \cdots + p_n - n \rangle \| O \|^2 \right)
\]

Hence, we conclude that only the terms with \( k \leq a + b + 2d \) give an important contribution in the limit \( N \to \infty \). This implies that \( m \geq k/2 \) (and \( m \geq (k+1)/2 \), if \( k \) is odd). Moreover, terms where both \( \bar{T}_t(x_k) \) and \( \bar{T}_t(x_k) \) appear, for some \( k = 1, \ldots, r \), vanish because \( \langle \bar{T}_t, \bar{O}_c \bar{T}_t \rangle = 0 \) (this is the reason for separating the indices which are equal to one). These two observations imply that only terms with \( r \leq 2m - k \) may contribute in the limit \( N \to \infty \) (if \( r \geq 2m - k + 1 \), terms with at least \( k \) factors of \( \bar{T}_t \) and \( \bar{T}_t \) will contain at least one factor \( \langle \bar{T}_t, \bar{O}_c \bar{T}_t \rangle \) and therefore will vanish). On the other hand, since \( j_1, \ldots, j_{m-r} \geq 2 \), we have

\[
k - r = j_1 + \cdots + j_{m-r} \geq 2(m - r)
\]

which implies that \( r \geq 2m - k \). We conclude that only terms with \( r = 2m - k \), with \( j_1 = \cdots = j_{m-r} = 2 \), and with exactly \( k \) factors of \( \bar{T}_t \) can contribute in the limit \( N \to \infty \). More precisely, after integration, we obtain

\[
E_{\bar{T}_t} T^{k} = \sum_{m=k/2}^{k} \frac{1}{m!} \left( \frac{m}{2m-k} \right) \frac{k!}{2k-m} \langle \bar{T}_t, \bar{O}_c^2 \bar{T}_t \rangle^{k-m} \times \langle \xi_N, \tilde{U}(t;0) : (a(\bar{O}_c \bar{T}_t) + a^*(\bar{O}_c \bar{T}_t))^{2m-k} : \tilde{U}(t;0) \Omega \rangle + o(1)
\]

as \( N \to \infty \). Here : : denotes the operation of normal ordering of the creation and annihilation operators; all creation operators have to be written on the left, and all annihilation operators have to be written on the right, as if they commuted (for example, \( a(f_1) a^*(f_2) a^*(f_3) a(f_4) = a^*(f_2) a^*(f_3) a(f_1) a(f_4) \)). Using Proposition 6.1 and (7.13), we can replace, in (7.15), the (regularized) fluctuation dynamics \( \tilde{U}(t;0) \) with its limit \( U_\infty(t;0) \), defined in (2.14). In fact,

\[
\left| \langle \xi_N, \tilde{U}(t;0) : (a(\bar{O}_c \bar{T}_t) + a^*(\bar{O}_c \bar{T}_t))^{2m-k} : \tilde{U}(t;0) \Omega \rangle \right| - \left| \langle \xi_N, U_\infty(t;0) : (a(\bar{O}_c \bar{T}_t) + a^*(\bar{O}_c \bar{T}_t))^{2m-k} : U_\infty(t;0) \Omega \rangle \right| \\
\leq \left| \langle \xi_N, (\tilde{U}(t;0) - U_\infty(t;0)) : (a(\bar{O}_c \bar{T}_t) + a^*(\bar{O}_c \bar{T}_t))^{2m-k} : (\tilde{U}(t;0) - U_\infty(t;0)) \Omega \rangle \right| \\
+ \left| \langle \xi_N, U(t;0) : (a(\bar{O}_c \bar{T}_t) + a^*(\bar{O}_c \bar{T}_t))^{2m-k} : (\tilde{U}(t;0) - U_\infty(t;0)) \Omega \rangle \right| \\
\leq \| (N+1)^{-1/2} \xi_N \| \sum_{j=1}^{2m+k} \left( \begin{array}{c} 2m-k \\ j \end{array} \right) \times \left[ \left| (N+1)^{1/2} \left( \tilde{U}(t;0) - U_\infty(t;0) \right) a^*(\bar{O}_c \bar{T}_t)^j a(\bar{O}_c \bar{T}_t)^{2m-k-j} U_\infty(t;0) \Omega \right| + \left| (N+1)^{1/2} \tilde{U}(t;0) a^*(\bar{O}_c \bar{T}_t)^j a(\bar{O}_c \bar{T}_t)^{2m-k-j} (\tilde{U}(t;0) - U_\infty(t;0)) \Omega \right| \right]
\]
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To bound the first term in the parenthesis, we use Proposition 6.1. We find
\[
\left\| (N + 1)^{1/2} \left( \tilde{U}^*(t; 0) - \mathcal{U}_\infty^*(t; 0) \right) a^*(\tilde{\mathcal{O}}_c \tilde{\phi}_t)^j a(\tilde{\mathcal{O}}_c \tilde{\phi}_t) 2^{m-k-j} \mathcal{U}_\infty(t; 0) \Omega \right\|
\leq C e^{Kt} (N^{-1/2} + \alpha_N (N + 1)^2) \times \left\| (K + N^{20r-4} + 1)^{1/2} (N + 1)^3 a^*(\tilde{\mathcal{O}}_c \tilde{\phi}_t)^j a(\tilde{\mathcal{O}}_c \tilde{\phi}_t) 2^{m-k-j} \mathcal{U}_\infty(t; 0) \Omega \right\|
\]
Using Lemma 4.5, we conclude that
\[
\left\| (N + 1)^{1/2} \left( \tilde{U}^*(t; 0) - \mathcal{U}_\infty^*(t; 0) \right) a^*(\tilde{\mathcal{O}}_c \tilde{\phi}_t)^j a(\tilde{\mathcal{O}}_c \tilde{\phi}_t) 2^{m-k-j} \mathcal{U}_\infty(t; 0) \Omega \right\|
\leq C e^{Kt} (N^{-1/2} + \alpha_N (N + 1)^2) \left\| \tilde{\mathcal{O}}_c \tilde{\phi}_t \right\|_{H^1}^{2m-k} \left\| (K + N^{20r-4} + 1)^{1/2} (N + 1)^3 2^{m-k} \mathcal{U}_\infty(t; 0) \Omega \right\|
\leq C e^{Kt} (N^{-1/2} + \alpha_N (N + 1)^2) \left\| \tilde{\mathcal{O}}_c \tilde{\phi}_t \right\|_{H^1}^{2m-k} \times \left[ \left\| \kappa \mathcal{U}_\infty(t; 0) \Omega \right\| + \left\| (N + 1)^{6+2m-k} \mathcal{U}_\infty(t; 0) \Omega \right\| + \left\| (N + 1)^{10r+1+m-k} \mathcal{U}_\infty(t; 0) \Omega \right\| \right]
\]
where, in the last inequality we used Cauchy-Schwarz to separate $K^{1/2}$ and $(N + 1)^{3+m-k/2}$. From Proposition 4.1, we obtain
\[
\left\| (N + 1)^{1/2} \left( \tilde{U}^*(t; 0) - \mathcal{U}_\infty^*(t; 0) \right) a^*(\tilde{\mathcal{O}}_c \tilde{\phi}_t)^j a(\tilde{\mathcal{O}}_c \tilde{\phi}_t) 2^{m-k-j} \mathcal{U}_\infty(t; 0) \Omega \right\|
\leq C e^{Kt} (N^{-1/2} + \alpha_N (N + 1)^2) \left\| \tilde{\mathcal{O}}_c \tilde{\phi}_t \right\|_{H^1}^{2m-k} \leq C e^{Kt} (N^{-1/2} + \alpha_N (N + 1)^2) \left( \left\| \nabla O(1 - \Delta)^{-1/2} + \|O\| \right\| \right)^{2m-k}
\]
Since $\alpha_N = N^{-r}$ for $r > 3 + k/2$, the r.h.s. of the last equation converges to zero, as $N \to \infty$. To estimate the second term in (7.16), we observe that, by Proposition 4.2 and Proposition 6.1,
\[
\left\| (N + 1)^{1/2} \mathcal{U}(t; 0) a^*(\tilde{\mathcal{O}}_c \tilde{\phi}_t)^j a(\tilde{\mathcal{O}}_c \tilde{\phi}_t) 2^{m-k-j} \left( \tilde{U}(t; 0) - \mathcal{U}_\infty(t; 0) \right) \Omega \right\|
\leq C e^{Kt} \left\| (N + 1)^2 a^*(\tilde{\mathcal{O}}_c \tilde{\phi}_t)^j a(\tilde{\mathcal{O}}_c \tilde{\phi}_t) 2^{m-k-j} \left( \tilde{U}(t; 0) - \mathcal{U}_\infty(t; 0) \right) \Omega \right\|
\leq C e^{Kt} \left\| \tilde{\mathcal{O}}_c \tilde{\phi}_t \right\|_{H^1}^{2m-k} \left\| (N + 1)^{2+m-k/2} \left( \tilde{U}(t; 0) - \mathcal{U}_\infty(t; 0) \right) \Omega \right\|
\leq C e^{Kt} \left( N^{-1/2} + \alpha_N (N + 1)^{3+m-k/2} \right) \|O\|^{2m-k}
\]
which converges to zero as $N \to \infty$, because $\alpha_N = N^{-r}$, with $r > 3 + k/2 \geq 3 + m - k/2$. From (7.16), using also (7.13), we conclude that
\[
\mathbf{E}_{\psi_{N,t}} \tilde{\phi}_t^k = \sum_{m=k/2}^{k} \frac{1}{m!} \left( \frac{m}{2m - k} \right) \frac{k!}{2^{k-m}} (\tilde{\phi}_t, \tilde{\mathcal{O}}_c \tilde{\phi}_t)^{k-m}
\times \left\langle \xi_N, \mathcal{U}_\infty^*(t; 0) : \left( a(\tilde{\mathcal{O}}_c \tilde{\phi}_t) + a^*(\tilde{\mathcal{O}}_c \tilde{\phi}_t) \right)^{2m-k} : \mathcal{U}_\infty(t; 0) \Omega \right\rangle

+ o(1)
\]
as $N \to \infty$.

Suppose now that $k = 2\ell + 1$ is odd. Expanding : $(a(\omega_c \phi_t^j) + a^*(\omega_c \phi_t)^j)^{2m-2\ell-1}$ : we find a sum of (normally ordered) terms of the form $(a^*(\omega_c \phi_t)^j)^p (a(\omega_c \phi_t)^j)^q$ with $p + q = 2m - 2\ell - 1$. Conjugating with the limiting dynamics $\mathcal{U}_\infty(t; 0)$, and using that
\[
\mathcal{U}_\infty^*(t; 0) a(\omega_c \phi_t) \mathcal{U}_\infty(t; 0) = a(F_t) + a^*(G_t)
\]
\[
\mathcal{U}_\infty(t; 0) a^*(\omega_c \phi_t) \mathcal{U}_\infty(t; 0) = a^*(F_t) + a(G_t)
\]
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with \( F_t = U(t; 0)O_c \varphi_t \) and \( G_t = JV(t; 0)O_c \varphi_t \), we find that \( \mathcal{U}_\infty(t; 0) : (a(O_c \varphi_t) + a^*(O_c \varphi_t))^{2m - 2\ell - 1} : \mathcal{U}_\infty(t; 0) \) is a linear combination of terms of the form \( (a^*(F_t) + a(G_t))^p(a(F_t) + a^*(G_t))^q \) with \( p + q = 2m - 2\ell - 1 \). Expanding the parenthesis, we conclude that it is a linear combination of terms given by (not necessarily normally ordered) products of creation operators \( a^*(F_t) \) and \( a^*(G_t) \) and annihilation operators \( a(F_t) \) and \( a(G_t) \). In every term the total number of annihilation and creation operators is \( 2m - 2\ell - 1 \). Consider a single term, with a total of \( \tilde{q} \) creation operators, and of \( \tilde{q} = 2m - 2\ell - 1 - \tilde{p} \) annihilation operators. Since these operators act on the vacuum, this term is a vector in the sector of \( \mathcal{F} \) with exactly \( \tilde{p} - \tilde{q} = 2\tilde{p} - 2m + 2\ell + 1 \) particles. On the other hand, from Proposition 8.1 we observe that the odd components of the vector \( \xi_N = \{\xi_N^{(0)}, \xi_N^{(1)}, \ldots\} \in \mathcal{F} \) vanish in the limit \( N \to \infty \). Hence, we conclude that, for any fixed \( \ell \in \mathbb{N} \),

\[
\mathbb{E}_{\tilde{\psi}_{N,t}} \tilde{\mathcal{O}}_t^{2\ell + 1} \to 0
\]

as \( N \to \infty \).

Next, we consider the even moments. For \( k = 2\ell \), \((7.17)\) gives (changing the summation variable to \( m - \ell \))

\[
\mathbb{E}_{\tilde{\psi}_{N,t}} \tilde{\mathcal{O}}_t^{2\ell} = \sum_{m=0}^{\ell} \frac{2\ell!}{2m!\ell - m!2^{\ell-m}} \langle \varphi_t, O_c^2 \varphi_t \rangle^{\ell-m} \langle \mathcal{U}_\infty(t; 0) \xi_N, (a^*(O_c \varphi_t) + a(O_c \varphi_t))^{2m} : \mathcal{U}_\infty(t; 0) \rangle + o(1)
\]

as \( N \to \infty \). From Proposition 8.3 we find

\[
\mathbb{E}_{\tilde{\psi}_{N,t}} \tilde{\mathcal{O}}_t^{2\ell} = \langle \mathcal{U}_\infty(t; 0) \xi_N, (a^*(O_c \varphi_t) + a(O_c \varphi_t))^{2\ell} : \mathcal{U}_\infty(t; 0) \rangle + o(1)
\]

With the notation \( A(f, g) = a(f) + a^*(g) \), and using Theorem 2.2 we find

\[
\mathbb{E}_{\tilde{\psi}_{N,t}} \tilde{\mathcal{O}}_t^{2\ell} = \langle \mathcal{U}_\infty(t; 0) \xi_N, A(O_c \varphi_t, JO_c \varphi_t)^{2\ell} : \mathcal{U}_\infty(t; 0) \rangle + o(1)
\]

\[
= \langle \xi_N, A(U(t; 0)O_c \varphi_t + JV(t; 0)O_c \varphi_t, V(t; 0)O_c \varphi_t + JU(t; 0)O_c \varphi_t)^{2\ell} \rangle
\]

\[(7.19)\]

From Proposition 8.1 we write

\[
\xi_N = \sum_{j \geq 0} \xi_N^{(j)} a^*(\varphi)^j \Omega.
\]

Using Lemma 8.2 to expand \( A(U(t; 0)O_c \varphi_t + JV(t; 0)O_c \varphi_t, V(t; 0)O_c \varphi_t + JU(t; 0)O_c \varphi_t)^{2\ell} \), we find

\[
\mathbb{E}_{\tilde{\psi}_{N,t}} \tilde{\mathcal{O}}_t^{2\ell} = \sum_{j=0}^{2\ell} \sum_{m=0}^{\ell} \frac{2\ell!}{2m!\ell - m!2^{\ell-m}} \langle U(t; 0)O_c \varphi_t + JV(t; 0)O_c \varphi_t \rangle^{2(\ell-m)} \times \langle a^*(\varphi)^j \Omega, a^*(U(t; 0)O_c \varphi_t + JV(t; 0)O_c \varphi_t)^{2m} \rangle
\]

Since, for any \( f, g \in L^2(\mathbb{R}^3) \), and for any \( j, k \in \mathbb{N} \),

\[
\langle a^*(f)^j \Omega, a^*(g)^k \Omega \rangle = \delta_{jk} \langle f, g \rangle^k k!
\]
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we conclude that
\[
\mathbb{E}_{\tilde{\psi},N,t} \tilde{O}_t^{2\ell} \\
= \sum_{m=0}^{\ell} \xi_{N,2m}^{(2m)} \frac{2\ell!}{2^m(\ell - m)!} \langle U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle^{2(\ell - m)} \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle^{2m} \\
= 2\ell! \sum_{m=0}^{\ell} \frac{\|U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t\|^{2(\ell - m)} \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle^{2m}}{2^m(\ell - m)!} \xi_{N,2m}^{(2m)} + o(1)
\]

From Proposition 8.1, we find that, for any \( m = 0, \ldots, \ell \) fixed,
\[
\xi_{N,2m}^{(2m)} \to \frac{(-1)^m}{2^m m!}
\]
as \( N \to \infty \). Hence
\[
\lim_{N \to \infty} \mathbb{E}_{\tilde{\psi},N,t} \tilde{O}_t^{2\ell} \\
= \frac{2\ell!}{\ell!2^\ell} \sum_{m=0}^{\ell} (-1)^m \binom{\ell}{m} \frac{\|U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t\|^{2(\ell - m)} \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle^{2m}}{2^m(\ell - m)!} \tag{7.20}
\]
\[
= \frac{2\ell!}{2\ell!} \|U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t\|^2 - \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle^2 \tag{7.21}
\]

Now, we observe that
\[
-i \langle (\varphi, -\varphi), \Theta(t;0) (O_c\varphi_t, JO_c\varphi_t) \rangle = -i \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle \\
+ i \langle \Theta(t;0)^{-1}(\varphi, -\varphi), (O_c\varphi_t, -JO_c\varphi_t) \rangle \\
= 2\text{Im} \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle \tag{7.22}
\]

From (2.19), and since \( \Theta(t;0)^* = S\Theta_t^{-1}S \) (with \( S \) as defined in (2.16)), we conclude that
\[
2\text{Im} \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle = -i \langle (\varphi, -\varphi), \Theta(t;0)^{-1}(\varphi, -\varphi), (O_c\varphi_t, -JO_c\varphi_t) \rangle \\
= -i \langle (\varphi, -\varphi), (O_c\varphi_t, -JO_c\varphi_t) \rangle \tag{7.23}
\]

Thus
\[
\langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle = \text{Re} \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle
\]
and, from (7.20),
\[
\lim_{N \to \infty} \mathbb{E}_{\tilde{\psi},N,t} \tilde{O}_t^{2\ell} = \frac{2\ell!}{2\ell!} \|U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t\|^2 - \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle^2 \tag{7.23}
\]
with
\[
\sigma_{\varphi,t}^2 = \|U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t\|^2 - \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle^2
\]

Finally, we note that
\[
\langle (\varphi, \varphi), \Theta(t;0) (O_c\varphi_t, JO_c\varphi_t) \rangle \\
= \langle (\varphi, \varphi), (U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t, JV(t;0)O_c\varphi_t + V(t;0)O_c\varphi_t) \rangle \\
= 2\text{Re} \langle \varphi, U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t \rangle
\]
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and that, similarly,
\[
\|U(t;0)O_c\varphi_t + JV(t;0)O_c\varphi_t\|^2 = \frac{1}{2} \langle \Theta(t;0) (O_c\varphi_t, J O_c\varphi_t) , \Theta(t;0) (O_c\varphi_t, J O_c\varphi_t) \rangle
\]
This gives
\[
\sigma_{c,t}^2 = \frac{1}{2} \left[ \langle \Theta(t;0) (O_c\varphi_t, J O_c\varphi_t) , \Theta(t;0) \rangle (O_c\varphi_t, J O_c\varphi_t) \rangle \right]
\]
Writing \( O_c = O - E\varphi_t O = O - \langle \varphi_t, O\varphi_t \rangle \), we easily find
\[
\sigma_{c,t}^2 = \frac{1}{2} \left[ \langle \Theta(t;0) (O\varphi_t, J O\varphi_t) , \Theta(t;0) \rangle (O\varphi_t, J O\varphi_t) \rangle \right]
\]
\[
\text{With (7.23), this concludes the proof of Lemma 5.3.}
\]

8 Combinatorial estimates

In this section, we collect some technical results, used in Section 3, to handle the combinatorial problems.

The next proposition is used to determine the properties of the Fock vector \( \xi_N \) defined in (7.12) in the limit of large \( N \). We use here an important observation from [23].

Proposition 8.1. Let
\[
\xi_N = d_N W^*(\sqrt{N}\varphi) \frac{a^*(\varphi)^N}{\sqrt{N!}} \Omega.
\]
with \( d_N = e^{N/2} \sqrt{N!} N^{-N/2} \). Then
\[
\xi_N = \sum_{\ell=0}^{\infty} \xi_N^{(\ell)} a^*(\varphi)^\ell \Omega
\]
with
\[
\xi_N^{(\ell)} = \sum_{j=0}^{\ell} (-1)^j N^{j-\ell/2} \frac{N!}{N - \ell + j! \ell - j! j!}
\]
Moreover, for any fixed \( m \in \mathbb{N} \), we have \( \xi_N^{(2m+1)} \to 0 \) and
\[
\xi_N^{(2m)} \to \frac{(-1)^m}{2^m m!}
\]
as \( N \to \infty \).
Proof. We start from the definition of \( \xi_N \), given by

\[
\xi_N = d_N W^*(\sqrt{N}\varphi) \frac{a^*(\varphi)^N}{\sqrt{N!}} \Omega
\]

with \( d_N = e^{N/2}\sqrt{N!}N^{-N/2} \simeq N^{1/4} \). Using the properties of the Weyl operator \( W^*(\sqrt{N}\varphi) \), we obtain

\[
\xi_N = d_N \frac{(a^*(\varphi) + \sqrt{N})^N}{\sqrt{N!}} W^*(\sqrt{N}\varphi)\Omega = d_N \frac{(a^*(\varphi) + \sqrt{N})^N}{\sqrt{N!}} e^{-N/2} \sum_{j=0}^{\infty} (-1)^j N^{j/2} a^*(\varphi)^j j!
\]

The restriction of \( \xi_N \) on the \( \ell \)-particle sector is given by

\[
\xi_N|_{F_\ell} = d_N e^{N/2} \sum_{j=0}^{\ell} \frac{(-1)^j N^{j/2}}{j!} \left( \frac{N}{\ell - j} \right) N^{\ell-j} a^*(\varphi)^j \Omega
\]

This proves (8.1). Now we study the asymptotics of \( \xi_N^{(\ell)} \), as \( N \to \infty \). To this end we recognize, following [23], that

\[
\xi_N^{(\ell)} = N^{-\ell/2} L^{(N-\ell)}_\ell(N)
\]

where

\[
L^{(\alpha)}_\ell(x) = \sum_{j=0}^{\ell} (-1)^j \binom{\ell + \alpha}{\ell - j} x^j j!
\]

are the generalized Laguerre polynomials of degree \( \ell \), which satisfy the recursion relations (see, for example, [23])

\[
L^{(\alpha)}_\ell(x) = \frac{\alpha + 1 - x}{\ell} L^{(\alpha+1)}_{\ell-1}(x) - \frac{x}{\ell} L^{(\alpha+2)}_{\ell-2}(x)
\]

This gives the recursion

\[
\xi_N^{(\ell)} = \frac{1 - \ell}{\ell} N^{-1/2} \xi_N^{(\ell-1)} - \frac{1}{\ell} \xi_N^{(\ell-2)}
\]

(8.3)

A simple computation shows that \( \xi_N^{(0)} = 1 \) and \( \xi_N^{(1)} = 0 \). Eq. (8.3) implies therefore that, for any fixed \( \ell \in \mathbb{N} \), \( \xi_N^{(\ell)} \to 0 \) if \( \ell \) is odd, and

\[
\xi_N^{(\ell)} \to \frac{(-1)^\ell}{\ell(\ell - 2)\ldots 2} = \frac{(-1)^\ell}{2^{\ell/2}(\ell/2)!}
\]

if \( \ell \) is even.

The next lemma is used to expand

\[
A(U(t; 0)O_c\varphi_t + JV(t; 0)O_c\varphi_t, V(t; 0)O_c\varphi_t + JU(t; 0)O_c\varphi_t)^{2\ell} \Omega = (a^*(U(t; 0)O_c\varphi_t + JV(t; 0)O_c\varphi_t) + a(U(t; 0)O_c\varphi_t + JV(t; 0)O_c\varphi_t))^{2\ell} \Omega
\]

appearing in (7.19).
Lemma 8.2. For any $F \in L^2(\mathbb{R}^3)$, we have
\[
(a(F) + a^*(F))^2\ell \Omega = \sum_{m=0}^{\ell} \frac{2\ell!}{2m! \ell - m! 2^{\ell-m}} \|F\|^{2(\ell-m)a^*(F)^{2m}\Omega}
\]

Proof. We proceed by induction over $\ell$. The statement is clearly correct for $\ell = 0$. Assume it is correct for a fixed $\ell \in \mathbb{N}$. We prove it holds true for $\ell + 1$. To this end we write, using the induction assumption,
\[
(a(F) + a^*(F))^{2\ell+2} \Omega = (a(F) + a^*(F))^2 (a(F) + a^*(F))^{2\ell} \Omega
\]
\[
= \sum_{m=0}^{\ell} \frac{2\ell!}{2m! \ell - m! 2^{\ell-m}} \|F\|^{2(\ell-m)}(a(F) + a^*(F))^{2m}\Omega
\]
\[
= (a(F) + a^*(F)) \sum_{m=0}^{\ell} \frac{2\ell!}{2m! \ell - m! 2^{\ell-m}} \|F\|^{2(\ell-m)}a^*(F)^{2m}\Omega
\]
\[
= \sum_{m=0}^{\ell} \frac{2\ell!(4m + 1)}{2m! \ell - m! 2^{\ell-m}} \|F\|^{2(\ell+1-m)}a^*(F)^{2m}\Omega
\]
\[
= \sum_{m=1}^{\ell} \frac{2\ell!}{2(m-1)! \ell - m! 2^{\ell-m}} \|F\|^{2(\ell+2-m)}a^*(F)^{2m}\Omega
\]

Next, we observe that, using the canonical commutation relations,
\[
(a(F) + a^*(F))^2 a^*(F) = a^*(F)^{2(m+1)} + a(F)^2 a^*(F)^{2m} + 2a(F) a^*(F)^{2m+1} - \|F\|^2 a^*(F)^{2m}
\]
\[
= a^*(F)^{2(m+1)} + 2m\|F\|^2 a(F) a^*(F)^{2m} + (4m + 1) \|F\|^2 a^*(F)^{2m}
\]
\[
= a^*(F)^{2(m+1)} + 2m(2m - 1) \|F\|^4 a^*(F)^{2(m-1)} + (4m + 1) \|F\|^2 a^*(F)^{2m}
\]

Inserting in (8.4), we find
\[
(a(F) + a^*(F))^{2\ell+2} \Omega = \sum_{m=0}^{\ell} \frac{2\ell!}{2m! \ell - m! 2^{\ell-m}} \|F\|^{2(\ell-m)}a^*(F)^{2m+1}\Omega
\]
\[
= \sum_{m=1}^{\ell} \frac{2\ell!(4m + 1)}{2m! \ell - m! 2^{\ell-m}} \|F\|^{2(\ell+1-m)}a^*(F)^{2m}\Omega
\]
\[
= \sum_{m=1}^{\ell-1} \frac{2\ell!}{2m! \ell - m! 2^{\ell-1-m}} \|F\|^{2(\ell+1-m)}a^*(F)^{2m}\Omega
\]
\[
= a^*(F)^{2(\ell+1)} \Omega + (\ell(2\ell - 1) + 4\ell + 1) \|F\|^2 a^*(F)^{2\ell}\Omega
\]
\[
= \sum_{m=1}^{\ell-1} \frac{2\ell!}{2m! \ell + 1 - m! 2^{\ell+1-m}} \|F\|^{2(\ell+1-m)} \times (2m(2m - 1) + 2(4m + 1)(\ell + 1 - m) + (\ell + 1 - m)(\ell - m)) a^*(F)^{2m}\Omega
\]
\[
= \sum_{m=0}^{\ell+1} \frac{2\ell!}{2m! \ell + 1 - m! 2^{\ell+1-m}} \|F\|^{2(\ell+1-m)} a^*(F)^{2m}\Omega.
\]
Finally, the next proposition is used to evaluate a certain sum of normally ordered monomials in $a(O_c \varphi_t)$ and $a^*(O_c \varphi_t)$, appearing in the computation of high moments of the random variable $\tilde{O}_t$.

**Proposition 8.3.** For any $\ell \in \mathbb{N}$, $F \in L^2(\mathbb{R}^3)$, $\psi_1, \psi_2 \in \mathcal{F}$, we have

$$\sum_{m=0}^{\ell} \frac{2!}{2^m \ell - m! 2^{\ell - m}} \|F\|^{2(\ell - m)} \langle \psi_1, (a(F) + a^*(F))^{2m} : \psi_2 \rangle = \langle \psi_1, (a(F) + a^*(F))^{2\ell} \psi_2 \rangle$$

**Proof.** The proof proceeds by induction over $\ell \in \mathbb{N}$. For $\ell = 0$, the claim is clearly correct. We assume now it holds for $\ell - 1$, and we prove it for $\ell$. To this end, we use that, for every $k \geq 1$,

$$(a(F) + a^*(F)) : (a(F) + a^*(F))^k := (a(F) + a^*(F))^{k+1} : +k\|F\|^2 : (a(F) + a^*(F))^{k-1} : \quad (8.5)$$

Applying the last identity twice, we conclude that

$$\langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle = \langle \psi_1, (a(F) + a^*(F))^{2(\ell-1)} : \psi_2 \rangle$$

$$= \langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle - (4\ell - 3)\langle \psi_1, (a(F) + a^*(F))^{2(\ell-1)} : \psi_2 \rangle$$

$$- (2\ell - 2)(2\ell - 3)\langle \psi_1, (a(F) + a^*(F))^{2(\ell-2)} : \psi_2 \rangle \quad (8.6)$$

Using the induction assumption, we find

$$\langle \psi_1, (a(F) + a^*(F))^{2(\ell-1)} : \psi_2 \rangle$$

$$= \langle \psi_1, (a(F) + a^*(F))^{2\ell} \psi_2 \rangle$$

Again, using (8.5), we obtain

$$\langle \psi_1, (a(F) + a^*(F))^{2(\ell-1)} : \psi_2 \rangle$$

$$= \langle \psi_1, (a(F) + a^*(F))^{2\ell} \psi_2 \rangle$$

$$- \sum_{m=0}^{\ell-2} \frac{2(\ell - 1)!\|F\|^{2(\ell-1-m)}}{2^m \ell - 1 - m! 2^{\ell-1-m}} \langle \psi_1, (a(F) + a^*(F))^{2(m+1)} : \psi_2 \rangle$$

$$- \sum_{m=0}^{\ell-2} \frac{2(\ell - 1)!(4m + 1)\|F\|^{2(\ell-m)}}{2^m \ell - 1 - m! 2^{\ell-1-m}} \langle \psi_1, (a(F) + a^*(F))^{2m} : \psi_2 \rangle$$

$$- \sum_{m=1}^{\ell-2} \frac{2(\ell - 1)!\|F\|^{2(\ell-1-m)}}{2(m - 1)!\ell - 1 - m! 2^{\ell-1-m}} \langle \psi_1, (a(F) + a^*(F))^{2(m-1)} : \psi_2 \rangle$$

\[ 39 \]
Combining the last equation with \[8.6\], we deduce that

\[
\langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle = \langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle
\]

\[
- \sum_{m=0}^{\ell-2} \frac{2(\ell - 1)!\|F\|^{2(\ell-m)}}{2m!\ell - 1 - m!2^{\ell-1-m}} \langle \psi_1, (a(F) + a^*(F))^{2(m+1)} : \psi_2 \rangle
\]

\[
- \sum_{m=0}^{\ell-1} \frac{2(\ell - 1)!(4m + 1)\|F\|^{2\ell-m}}{2m!\ell - 1 - m!2^{\ell-1-m}} \langle \psi_1, (a(F) + a^*(F))^{2m} : \psi_2 \rangle
\]

\[
- \sum_{m=1}^{\ell-1} \frac{2(\ell - 1)!\|F\|^{2(\ell-m)}}{2(m-1)!\ell - 1 - m!2^{\ell-2-m}} \langle \psi_1, (a(F) + a^*(F))^{2(m-1)} : \psi_2 \rangle
\]

Changing summation variables, we find

\[
\langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle = \langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle
\]

\[
- \sum_{m=1}^{\ell-1} \frac{2(\ell - 1)!\|F\|^{2\ell-m}}{2m!\ell - 2 - m!2^{\ell-2-m}} \langle \psi_1, (a(F) + a^*(F))^{2m} : \psi_2 \rangle
\]

\[
- \left( (\ell - 1)(2\ell - 3) + 4\ell - 3 \right) \|F\|^2 \langle \psi_1, (a(F) + a^*(F))^{2(\ell-1)} : \psi_2 \rangle
\]

\[
- \left( \frac{2(\ell - 1)!}{(\ell - 1)!2^{\ell-1}} + \frac{2(\ell - 1)!}{(\ell - 2)!2^{\ell-2}} \right) \|F\|^{2\ell} \langle \psi_1, \psi_2 \rangle
\]

\[
- \sum_{m=1}^{\ell-2} \frac{2(\ell - 1)!\|F\|^{2(\ell-m)}}{2m!\ell - m!2^{\ell-m}} \langle \psi_1, (a(F) + a^*(F))^{2m} : \psi_2 \rangle
\]

\[
\times (2m(2m - 1) + 2(4m + 1)(\ell - m) + 4(\ell - m)(\ell - m - 1))
\]

Since

\[
(\ell - 1)(2\ell - 3) + 4\ell - 3 = \ell(2\ell - 1) = \frac{2\ell!}{2(\ell - 1)!2},
\]

\[
\frac{2(\ell - 1)!}{(\ell - 1)!2^{\ell-1}} + \frac{2(\ell - 1)!}{(\ell - 2)!2^{\ell-2}} = \frac{2\ell!}{\ell!2^\ell}
\]

and

\[
2m(2m - 1) + 2(4m + 1)(\ell - m) + 4(\ell - m)(\ell - m - 1) = 2\ell(2\ell - 1)
\]

we conclude that

\[
\langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle = \langle \psi_1, (a(F) + a^*(F))^{2\ell} : \psi_2 \rangle
\]

\[
- \sum_{m=0}^{\ell-1} \frac{2\ell!\|F\|^{2(\ell-m)}}{2m!\ell - m!2^{\ell-m}} \langle \psi_1, (a(F) + a^*(F))^{2m} : \psi_2 \rangle
\]
which implies

$$
\langle \psi_1, (a(F) + a^*(F))^2 \psi_2 \rangle = \sum_{m=0}^{\ell} \frac{2\ell! \|F\|^{2(\ell-m)}}{2m! \ell! - m! 2^{\ell-m}} \langle \psi_1, : (a(F) + a^*(F))^{2m} : \psi_2 \rangle
$$

and concludes the proof of the proposition. \(\square\)
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