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Data privacy has become an increasingly important issue in Machine Learning (ML), where many approaches have been developed to tackle this challenge, e.g. cryptography (Homomorphic Encryption (HE), Differential Privacy (DP), etc.) and collaborative training (Secure Multi-Party Computation (MPC), Distributed Learning and Federated Learning (FL)). These techniques have a particular focus on data encryption or secure local computation. They transfer the intermediate information to the third party to compute the final result. Gradient exchanging is commonly considered to be a secure way of training a robust model collaboratively in Deep Learning (DL). However, recent researches have demonstrated that sensitive information can be recovered from the shared gradient. Generative Adversarial Network (GAN), in particular, has shown to be effective in recovering such information. However, GAN based techniques require additional information, such as class labels which are generally unavailable for privacy-preserved learning. In this paper, we show that, in the FL system, image-based privacy data can be easily recovered in full from the shared gradient only via our proposed Generative Regression Neural Network (GRNN). We formulate the attack to be a regression problem and optimize two branches of the generative model by minimizing the distance between gradients. We evaluate our method on several image classification tasks. The results illustrate that our proposed GRNN outperforms state-of-the-art methods with better stability, stronger robustness, and higher accuracy. It also has no convergence requirement to the global FL model. Moreover, we demonstrate information leakage using face re-identification. Some defense strategies are also discussed in this work.
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1 INTRODUCTION

More often than not, the success of Deep Learning (DL) [18, 26] relies on the availability of a large quantity of data. A centralized learning scheme with cloud-based distributed computing system is commonly used to speed up the training and scale up to larger datasets [24, 30, 31, 37, 44]. However, due to data protection and privacy requirements such systems are generally infeasible as they require centralized data for training. For instance, data owners (e.g. hospital, finance company, or...
government agent) are not willing or not able to share private data with algorithm and computing platform providers, which causes the so-called “Data Islands” issue. Therefore, decentralized training approaches with data privacy protection are more attractive.

Federated Learning (FL) [32] was proposed to jointly train a model without directly accessing the private training data. Instead of sharing data, the aggregation server shares a global model and requires the individual data owners to expose the gradient information computed privately only. The gradient is generally considered to be secure to share. However, recent studies found that the gradient-sharing scheme is in fact not privacy-preserved [11, 21, 33, 43]. For example, the presence of a specific property of the training dataset can be identified given the gradient information [33]. Hitaj et al. [21] showed the feasibility of generating images that are similar to training images using Generative Adversarial Network (GAN) given any known class label [14]. Deep Leakage from Gradients (DLG) based models [47, 48] were proposed to approximate the leaked gradient via learning the input while fixing the model weights. However, they are usually unstable and sensitive to the size of the training batch and the resolution of input image. Furthermore, Geiping et al. [13] discussed the theoretical aspect of inverting gradient to its corresponding training data and used magnitude-invariant cosine similarity loss function in proposed Inverting Gradient (IG), which is capable of recovering high-resolution images (i.e. 224*224) with a large number of training batch (i.e. \( #Batch = 100 \)). However, we find that the success rate is relatively low.

GAN is a generative model proposed by Goodfellow et al. [14] for image generation. Inspired by the GAN and DLG model, we introduce a gradient guided image generation strategy that properly addresses the stability and data quality issues of DLG based methods. The proposed Generative Regression Neural Network (GRNN), a novel data leakage attack method is capable of recover private training image up to a resolution of 256*256 and a batch size of 256. The method is particularly suitable for FL as the local gradient and global model are readily available in the system setting. GRNN consists of two branches for generating fake training data and corresponding label. It is trained in an end-to-end fashion by approximating the fake gradient that is calculated by the generated data and label to the true gradient given the global model. Mean Square Error (MSE), Wasserstein Distance (WD) and Total Variation Loss (TVLoss) are used jointly to evaluated divergence between true and fake gradients. We empirically evaluate the performance of our method on several image classification tasks, and comprehensively compared against the state-of-the-art. The experimental results confirm that the proposed method is much more stable and capable of producing image with better quality when a large batch size and resolution are used. The contributions of this work are five-folds:

- We propose a novel method of data leakage attack for FL, which is capable of recovering private training image up to a resolution of 256*256, a batch size of 256 as well as the corresponding labels from the shared gradient.
- We conduct comprehensive evaluation, where both qualitative and quantitative results are presented to prove the effectiveness of GRNN. We also compare the proposed method against the state-of-the-art, which shows that GRNN is superior in terms of success rate of attack, the fidelity of recovered data and the accuracy of label inference. In addition, our method is much more stable than others with respect to the size of the training batch and input resolution.
- We conduct a face re-identification experiment that shows using the image generated by the proposed GRNN can achieve higher Top-1, Top-3 and Top-5 accuracies compared to the state-of-the-art.
- We discuss the potential defense strategies and quantitatively evaluate the effectiveness of our method against noise addition defense strategy.
- The implementation of the method is publicly available to ensure its reproducibility.
Table 1. Comparison of GRNN with the closely related works.

| Method | Recovery Mode | #Batch | Resolution | Loss Function |
|--------|---------------|--------|------------|---------------|
| DLG[48] | Discriminative | Small, 8 | Low 64*64 | MSE          |
| iDLG[47] | Discriminative | Small, 1 only | Low 64*64 | MSE          |
| IG[13] | Discriminative | Medium, 100 | High 224*224 | CD & TVLoss |
| GRNN | Generative | Large, 256 | High 256*256 | MSE & WD & TVLoss |

The rest of the paper is organized as follows: An overview of related works on data leakage attack are presented in Section 2. The proposed method is described in Section 3. The details of experimental results, discussions, and potential defense strategies are provided in Section 4. Section 5 concludes the paper.

2 RELATED WORK

Given a trained victim model and a target label, Hitaj et al. [21] proposed a GAN based data recovery method that can generate a set of new data having close distribution to the training dataset. First, each participant trains a local model on its own dataset for several iterations to achieve an accuracy above the pre-set threshold which is used as a discriminator in the next stage. To train the generator, the weights of the discriminator are firstly fixed. Then, given a specified class, the generator is learned via producing an image that maximizes the classification confidence of the discriminator. The generated image has no explicit correspondence to the training data, and the method is sensitive to the variance of training data [33].

DLG proposed by Zhu et al. [48] is one of the first works investigating the training data leakage in collaborative learning. It formulates the image recovery as a regression problem as follows: A batch of randomly initialized “dummy” images and labels are used to compute “dummy” gradient via a forward-backward pass on the global model. The true local gradient is readily available in the training system. DLG updates the “dummy” images and labels via minimizing the MSE distance between the “dummy” gradient and the true gradient. It can achieve exact pixel-wise data recovering without additional information other than the shared global model and local gradient. Zhao et al. [47] introduced Improved DLG (iDLG) that addresses the divergence and inconsistent label inference issues of DLG. They found that the derivative value corresponding to the ground-truth label drops in the range of [-1, 0], and other cases lie in the range of [0, 1]. It is then feasible to identify the correct label in a such na"ive way. In addition to the low accuracy of label inference, DLG based methods often fail to recover the image from the gradient when the variance of the data is large, which is very common for the dataset that has a large number of classes. IG [13] improved the stability of DLG and iDLG by introducing magnitude-invariant cosine similarity measurement for loss function, namely Cosine Distance (CD). It aims to find images that pursue similar prediction changes from the classification model rather than those that can generate the close values with the shared gradient. It shows recognizable results of recovering high-resolution images (i.e. 224*224) with a large number of training batch (i.e. \#\text{Batch} = 100). Compared to the closely related works [13, 47, 48], our proposed method takes a generative approach having higher stability for recovering high-resolution images (i.e. up to 256*256) with a large batch size (i.e. \#\text{Batch} = 256). Table 1 presents the key differences between DLG, iDLG IG and proposed GRNN.

Cryptography based privacy-preserving methods, such as secure aggregation protocol [5], Homomorphic Encryption (HE) [3, 27], Differential Privacy (DP) [7, 9, 10] have been developed for privacy-preserving learning, for instance, linear regression model [12, 35], decision trees [4, 6], deep neural networks [19, 20, 27]. However, the cryptography operations are computationally
Fig. 1. Illustration of how GRNN as a malicious server is deployed in a FL system.

expensive, and the consistency of visual patterns of images is generally not guaranteed in encrypted data format, which usually leads to a learning model with poor generalization ability. Gradient encryption is an alternative defense strategy [1, 16, 17], where HE is used to encrypt the gradient shared between server and clients, therefore, the aggregation can be done directly on the encrypted gradient. In Section 4.5, we discuss the potential defense strategies and quantitatively evaluate the effectiveness of proposed GRNN against noise addition.

3 PROPOSED METHOD

There are three major challenges that have not been well addressed by existing data recovery methods as follows: model stability, the feasibility of recovering data from large batch size, and fidelity with high-resolution. Both [13, 47, 48] treat the data recovery as a high-dimensional fitting problem driven by the gradient regression objective. The state-of-the-art models are fairly sensitive to the data initialization, easily fail to capture the individual image characteristic when a large number of gradients are aggregated (i.e. Federated Averaging (FedAvg)), and hardly maintain the natural image structures in detail when resolution is increased. In this paper, we propose GRNN model which formulates the data recovery task as a data generation problem that is guided by the gradient information. We introduce a GAN model as the image data generator and a simply Fully-Connected (FC) layer as a label data generator, where the so-called fake gradient can then be computed given the shared global model. By jointly optimizing both two generators to approximate the true gradient, GRNN can well align the latent space of GAN with the gradient space of the shared global model, furthermore, generate the training data with high fidelity stably. Therefore, GRNN is able to recover the data from the local gradient shared between client and server in a FL setting, which can also be used for malicious purposes, such as stealing private data from a client. In this section, we will first introduce a neural network model based FL system in Section 3.1, then present the proposed GRNN method in Section 3.2.

3.1 Federated Learning

FL is a distributed collaborative training scheme that consists of multiple clients and one parameter server. The gradients calculated restrictively on client nodes are aggregated on the server node.
Fig. 2. Details of the proposed GRNN where the top branch is for generating the fake image and the bottom branch is for inferring the label. “FC LAYER” is fully-connected layer. “FS CONV LAYER” is fractionally-strided convolutional layer. For details of upsampling block, please refer to Table 2.

using fusion functions [32, 42]. We use the classic FedAvg method to train deep neural network over multiple parties which runs a number of steps of Stochastic Gradient Descent (SGD) in parallel on client node and then averages the resulting model updates via a central server periodically. The global model is merged by taking the average of gradients from local models according to

\[
\omega_t = \frac{1}{N} \sum_{i=1}^{N} \omega_i, \quad \omega_t \text{ and } \omega_i \text{ are the gradients of global model and the } i_{th} \text{ local model, and } N \text{ is the total number of the clients.}
\]

We learn a Convolutional Neural Network (CNN) based image classification model, whereas FedAvg is applicable to any finite-sum objective. Formally, at iteration \( t \), the \( i_{th} \) \( (i \in \{1, 2, ..., C\}) \) client computes the CNN model \( \theta_t \) and the local gradient \( g^i_t \) based on its local training data \( (x^i_t, y^i_t) \) (see Equ. 1). \( F(\bullet) \), \( \theta_t \) and \( L(\bullet) \) are the global learning model, network parameters at iteration \( t \) and loss function respectively. The local gradient \( g^i_t \) is calculated using typical SGD at client node independently. The server aggregates the local gradient \( g^i_t \) and then updates the global model weights \( \theta_{t+1} \), as shown in Equ. 2 where \( C \) is the number of clients.

\[
g^i_t = \frac{\partial L(F(<x^i_t, y^i_t>, \theta_t))}{\partial \theta_t} \quad (1)
\]

\[
\theta_{t+1} = \theta_t - \frac{1}{C} \sum_{i=1}^{C} g^i_t \quad (2)
\]

3.2 GRNN: Data Leakage Attack

The proposed GRNN is deployed at the central server as illustrated in Fig. 1. The GRNN has access to the neural network architecture and parameters of the global model. The only information that can be obtained between server and client is the gradient calculated based on the current global model. To compute the gradient of the model, the private data, corresponding label, and the global model at current iteration are required at the local client. We hypothesize that the shared gradient contains the information of private data distribution and space partitioning given the global model. The architecture of GRNN shown in Fig. 2 has two branches with the same input that is sampled...
Table 2. Construction of upsampling block.

| Layer Name               | Setting                        |
|--------------------------|--------------------------------|
| Upsampling Layer         | scale factor: 2               |
|                          | mode: nearest                 |
| Convolutional Layer      | kernel size: 3                |
|                          | stride: 1                     |
|                          | padding: 1                    |
| Batch Normalization Layer| -                             |
| Gated Liner Unit         | -                             |

from a common latent space. We consider that each point within this latent space represents a pair of image data and its corresponding label. The objective of the GRNN is to separate this tied representation in the latent space and recover the local image data and corresponding label by approximating the shared gradient that is accessible at the server node.

The top branch is used to recover image data, namely fake-data generator, which consists of a generative network model. We followed the design principle of iWGAN [15] where the image is generated from a coarse scale to a fine-scale gradually. The concept is consistent with a reasonable intuition, where the image is drawn from sketch then the details are gradually added. The input random vector is first fed into a fractionally-strided convolutional layer [45, 46] to produce a set of feature maps with a resolution of 4*4, which then goes through several upsampling blocks that gradually increase the spatial resolution. The number of the upsampling blocks is determined by the resolution of the target image. For example, if the target image resolution is 32*32, then 3 upsampling blocks (4 → 8 → 16 → 32) are used. We also investigate the large resolution of the input image in Section 4.2. In upsampling block, nearest-neighbor interpolation is used to recover the spatial resolution of feature maps from the previous layer. It then passes through a standard convolutional sub-block for rectifying the detail feature representation, which contains a convolutional layer, a batch normalization layer, and a Gated Linear Unit (GLU) [8] activation layer. Empirically, we found GLU is far more stable than ReLU and can learn faster than Sigmoid. Therefore, we adopted GLU as the activation function for our model while the learning strategy using GAN driven by a regression objective is the key novelty. The proposed method also works with other activation functions, such as ReLU. The details of the upsampling block are listed in Table 2. At the end of the top branch, a data sample that has the same dimension as the training input of the FL system is generated.

The bottom branch is used to recover label data, namely fake-label generator which contains a FC layer followed by a softmax layer for classification. It takes a randomly sampled vector from latent space as input and outputs its corresponding fake label. We assume the elements in the input vector are independent of each other and subject to a standard Gaussian distribution. The label set in GRNN is identical to the one used in the FL system. Formally, the fake image (\(\hat{x}_j^t\) and fake label \(\hat{y}_j^t\)) data generation can be formulated as in Equ. 3, where \(\hat{\theta}\) and \(v_t\) are trainable parameters of GRNN and input random vector is sampled from a unit Gaussian distribution.

\[
(\hat{x}_j^t, \hat{y}_j^t) = G(v_t | \hat{\theta}_t) \tag{3}
\]

Given a pair of fake image and label that are generated as described above, a fake gradient on the current global model can be obtained via feeding them as training input and performing one iteration of SGD according to Equ. 1. The objective of GRNN is to approximate the true gradient,
therefore, the whole model can be trained by minimizing the distance between the fake gradient $\hat{g}_j^t$ and shared true gradient $g_j^t$, i.e. the most commonly used loss MSE is adopted here:

$$\text{arg min}_{\hat{\theta}} ||g_j^t - \hat{g}_j^t||^2 = \text{arg min}_{\hat{\theta}} || \frac{\partial L(F(<x_j^t, y_j^t>, \theta_t))}{\partial \theta_t} - \frac{\partial L(F(<\hat{x}_j^t, \hat{y}_j^t>, \theta_t))}{\partial \theta_t} ||^2$$

Note that the gradient of the model is a vector, the length of which is equal to the number of trainable parameters. In addition to measuring discrepancy between the true and fake gradients based on Euclidean distance, we also introduce the WD [2] loss to minimize the geometric difference between two gradient vectors and TVLoss [40] to impose the smoothness constrain on generated fake image data. Therefore, the loss function for GRNN, namely $\hat{L}(\bullet)$ is formulated as:

$$\hat{L}(g, \hat{g}, \hat{x}) = \text{MSE}(g, \hat{g}) + \text{WD}(g, \hat{g}) + \alpha \cdot \text{TVLoss}(\hat{x}) \quad (4)$$

where we weight the MSE loss and WD equally and $\alpha$ is the weighting parameter for smoothness regularization. Both branches of the proposed GRNN are parameterized using a neural network that is completely differentiable and can be jointly trained in an end-to-end fashion. The complete training procedure for GRNN is described in Algorithm 1.

Algorithm 1 GRNN: Data Leakage Attack

1: $g_j^t \leftarrow \frac{\partial L(F(<x_j^t, y_j^t>, \theta_t))}{\partial \theta_t}$; #Produce true gradient on local client.
2: $v_t \leftarrow \text{Sampling from } N(0, 1)$; # initialize random vector inputs for GRNN.
3: for each iteration $i \in [1, 2, ..., I]$ do
4: $\hat{x}_{t,i}^j, \hat{y}_{t,i}^j \leftarrow G(v_t|\hat{\theta}_i)$; # Generate fake images and labels.
5: $\hat{g}_{j,i}^t \leftarrow \frac{\partial L(F(<\hat{x}_{t,i}^j, \hat{y}_{t,i}^j>, \theta_t))}{\partial \theta_t}$; #Calculate fake gradient on shared global model.
6: $D_i \leftarrow \hat{L}(g_j^t, \hat{g}_{j,i}^t, \hat{x}_{t,i}^j)$; # Calculate GRNN loss between true gradient and fake gradient.
7: $\hat{\theta}_{t+1} \leftarrow \hat{\theta}_i - \eta(\partial D_i/\partial \hat{\theta}_i)$; # Update GRNN model.
8: end for
9: return $(\hat{x}_{t,I}^j, \hat{y}_{t,I}^j)$; # Return generated fake images and labels.

4 EXPERIMENT AND DISCUSSION

4.1 Dataset and Experimental Setting

A number of experiments on typical computer vision tasks including digit recognition, image classification, and face recognition were conducted to evaluate our proposed method. We used four public benchmarks, MNIST [28], CIFAR-100 [25], Labeled Faces in the Wild (LFW) [23] and VGG-Face [38] for those tasks. There are 7000 gray-scale handwritten digit images of 28*28 resolution in the MNIST dataset. CIFAR-100 consists of 60000 color images of size 32*32 with 100 categories. LFW is a human face dataset that has 13233 images from 5749 different people. We treated each individual as one class, hence, there are 5749 classes in total. VGG-Face consists of over 2.6 million human face images and 2622 identities.

LeNet [29] and ResNet-18 [18] are used as the backbone networks for training image classifiers in FL system. All neural network models are implemented using PyTorch [39] framework and the
Table 3. Examples of data leakage attack using the proposed GRNN on the global model trained over one iteration.

| Dataset | Generated Data | True Data |
|---------|----------------|-----------|
| MNIST   | ![Generated Data](image1) | ![True Data](image2) |
| CIFAR-100 | ![Generated Data](image3) | ![True Data](image4) |
| LFW     | ![Generated Data](image5) | ![True Data](image6) |

source code has been made publicly available\(^1\) for reproducing the results. We replace all ReLU function with Sigmoid function in order to ensure the model is second-order differentiable, which is as the same as DLG and iDLG in order to intractably compute the MSE loss. Our method is also applicable to the network with ReLU function where an second-order differentiable approximation to the ReLU function can be used while the computation is intractable compared to using Sigmoid function. The batch size varies across different experiments, and a comprehensive comparison study was carried out. RMSprop optimizer with a learning rate of 0.0001 and a momentum of 0.99 is used for GRNN. Regarding the loss function of GRNN, we set the weights of TVLoss to \(1 \cdot e^{-3}\) and \(1 \cdot e^{-6}\) for LeNet and ResNet-18, respectively.

4.2 Image Recovery

We first trained three CNN based image classifiers over one iteration on MNIST, CIFAR-100, and LFW datasets separately, and then used the proposed GRNN to conduct data leakage attack on those models. In order to demonstrate that our method has no requirement on the convergence of the shared global model and deployment flexibility, we conducted two sets of experiments of the data leakage attack using GRNN. One attack was carried out after the first iteration (non-converged state) and another one was carried out after the change of the loss of shared global model is sufficiently small \(\delta G \leq 1 \cdot e^{-4}\) (converged state).

Some qualitative results are presented in Table 3, where the middle column shows the image data recovered from the true gradient. The images are recovered gradually with the number of

\(^1\)https://github.com/Rand2AI/GRNN
iterations for training GRNN increases, while the true gradient is obtained only at the first iteration of global FL model, which indicates the gradient can lead to data leakage in FL regardless the convergence of shared global model. Table 4 shows that image data generated from converged global model performs worse than from non-converged global model. We argue that the reason for lower performance is caused by a large proportion of zero gradients produced by the converged model. We also quantify the quality of generated image using Peak Signal-to-Noise Ratio (PSNR) score, an objective standard for image evaluation which is defined as the logarithm of the ratio of the squared maximum value of RGB image fluctuation over MSE between two images. The formal definition is given as such: $PSNR = 10 \cdot \log\left(\frac{255^2}{\text{MSE}(\text{img}_1, \text{img}_2)}\right)$. The higher PSNR score, the higher the similarity between two images. Table 5 gives the average PSNR scores achieved by DLG and GRNN with the batch size of 1 using a non-converged and a converged global model. Overall, the non-converged model performs better than the converged model, except using ResNet-18 on the MNIST dataset, which achieves 0.70 dB less than the converged model (42.70 dB VS. 43.40 dB). DLG failed to recover the training image on MNIST and LFW datasets, as there is no visually recognizable image generated.

To quantitatively evaluate the similarity of recovered images and true images, three metrics, namely MSE, WD and PSNR [22] are computed. Fig. 3 shows the MSE and WD between recovered images and true images with respect to training iteration of the attacking model. LeNet model as the global FL model was used in this experiment. The dash lines and the solid lines correspond to the results of DLG and GRNN, respectively. Although GRNN achieves slightly higher scores in MSE and WD when the batch size of 1 is used, our method is much more stable and significantly better when larger batch size is used. When the batch size increases to 4 and 8, DLG only works on MNIST.

Table 4. Examples of data leakage attack using the proposed GRNN on converged global model.

| Dataset  | Generated Data | True Data |
|----------|----------------|-----------|
| MNIST    | ![Generated Images](image1) | ![True Images](image2) |
| CIFAR-100| ![Generated Images](image3) | ![True Images](image4) |
| LFW      | ![Generated Images](image5) | ![True Images](image6) |
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Table 5. Average PSNR scores achieved by DLG and GRNN with the batch size of 1 using non-converged and converged global model. “-” represents that there is no understandable visual image generated.

| Method   | Model   | Dataset  | Non-Converged | Converged |
|----------|---------|----------|---------------|-----------|
| DLG      | LeNet   | MNIST    | 50.90         | -         |
|          |         | CIFAR-100| **48.59**     | **40.97** |
|          |         | LFW      | 45.05         | -         |
| Ours     | LeNet   | MNIST    | **52.37**     | 39.47     |
|          |         | CIFAR-100| 47.58         | 38.44     |
|          |         | LFW      | **45.57**     | **38.17** |
| Ours     | ResNet-18| MNIST    | 42.70         | **43.40** |
|          |         | CIFAR-100| 38.85         | 38.03     |
|          |         | LFW      | 39.60         | 38.02     |

but fails on both CIFAR-100 and LFW, therefore, the corresponding similarity measurements cannot converge (see the green and purple dashed lines in Figs. 3 (c) (d), (e) and (f)). DLG fails on all datasets with batch size of 16 while GRNN is able to recover the image data consistently (see Figs. 3 (g) and (h)). We also notice that DLG can well approximate the shared true gradient while generating a poor image. Fig.4 shows that DLG achieves smaller MSE loss (Euclidean distance between true gradient and fake gradient) compared to our method, while it fails to recover the image data.

In Fig. 4, MSE and WD results from GRNN are slightly higher than those from DLG with a batch size of 1, however, the difference between these two generated set of images at this batch size is hardly discernible. Hence, we further calculated PSNR to compare the pixel-wise similarity of the recovered images. Table 5 shows GRNN achieves higher PSNR on MNIST and LFW datasets (+1.45% and +0.52% respectively) and lower on CIFAR-100 dataset (-1.01%) using non-converged global model. Furthermore, our method achieved reasonable PSNR score on attacking ResNet-18 model while DLG always fails. Table 6 shows some qualitative comparison of recovered images using both methods over different numbers of iterations. We can observe that DLG recover the image pixel by pixel greedily, whereas GRNN also ensures the appearance distribution to be consistent with the true image in a coarser scale, and object details are then gradually filled at a finer scale.

4.2.1 Ablation Study on Batch Size. A comparison study between the proposed GRNN and DLG was carried out using the same setting as described above, while we varied the training batch size for FL model to evaluate the feasibility of data leakage attack. It is reasonable to consider that the data recovery is more challenging when the training batch size is increasing as the shared gradient is averaged over all images data in the batch, where information of an individual image is obscurely mixed. Table 7 lists the success and failure of attack for both two methods. We follow the same principle defined in DLG paper, where a successful attack refers to recovering an image that is visually recognizable. On MNIST dataset, DLG attack starts to fail when the size of training batch is larger than 8 and the LeNet is used in FL, whilst our method is able to recover the image data even with a batch size of 256. On CIFAR-100 and LFW datasets, DLG attack only works with a training batch size of 1, however, our method can still successfully perform the attack with a large batch size up to 64 and 128 respectively. Some failure examples of our method when a large training batch size is used can be found in Table 8. Although some failure examples show the consistency of color distribution and geometric similarity of objects, the appearance details are largely inconsistent or
Fig. 3. Distances between true and generated images with respect to training iteration for DLG and GRNN on three datasets. The horizontal axis corresponds to the number of training iterations of two attacking models and the vertical axis corresponds to the similarity metrics.
Fig. 4. MSE loss visualization for DLG and GRNN with batch size 32.

Table 6. Comparison of image recovery using DLG and GRNN over different numbers of iterations.

| True Data | DLG | GRNN |
|-----------|-----|------|
| ![Image](image1) | ![Image](image2) | ![Image](image3) |
| ![Image](image4) | ![Image](image5) | ![Image](image6) |
| ![Image](image7) | ![Image](image8) | ![Image](image9) |
| ![Image](image10) | ![Image](image11) | ![Image](image12) |

hard to match the original ones. We also show that the proposed GRNN can successfully attack complex and large models, such as ResNet-18.

4.2.2 Ablation Study on Success Rate. To quantitatively evaluate the success rate of leakage attack, we conducted a comparison experiment on the testing set of CIFAR-100 using both GRNN and DLG. When the number of batch size is larger than 1, we treat the matching problems between ground-truth images and leaked images as a classic assignment problem given the similarity metrics, such as MSE and PSNR. In addition, Structural Similarity (SSIM) was also introduced to evaluate the structural discrepancy between two images. Fig. 5 shows the success rates of both methods with different numbers of batch size against the similarity threshold for so-called “successful attack”. The lower MSE score indicates the better match, whereas, the higher PSNR and SSIM imply the
Table 7. Data leakage attack with different training batch sizes for FL model, where “✓” refers to a success and “×” refers to a failure.

| Method | Model | Dataset | #Batch | 1 | 4 | 8 | 16 | 32 | 64 | 128 | 256 |
|--------|-------|---------|--------|---|---|---|----|----|----|-----|-----|
| DLG    | LeNet | MNIST   | ✔     | ✔ | ✔ | ×  | ×  | ×  | ×  | ×   | ×   |
|        |       | CIFAR-100| ×    | ✔ | × | ✔ | ✔  | ×  | ×  | ×   | ×   |
|        |       | LFW     | ✔     | × | × | ×  | ×  | ×  | ×  | ×   | ×   |
|        | LeNet | MNIST   | ✔     | ✔ | ✔ | ✔  | ✔  | ✔  | ✔  | ✔   | ✔   |
|        |       | CIFAR-100| ✔    | ✔ | ✔ | ✔  | ✔  | ✔  | ✔  | ✔   | ✔   |
|        |       | LFW     | ✔     | ✔ | ✔ | ✔  | ✔  | ✔  | ✔  |✔    | ✔   |
| Ours   | LeNet | MNIST   | ✔     | ✔ | ✔ | ✔  | ✔  | ✔  | ✔  | ✔   | ✔   |
|        |       | CIFAR-100| ✔    | ✔ | ✔ | ✔  | ✔  | ✔  | ✔  | ✔   | ✔   |
|        |       | LFW     | ✔     | ✔ | ✔ | ✔  | ✔  | ✔  | ✔  | ✔   | ✔   |

Table 8. Examples of failed data leakage attack using the proposed GRNN on LeNet with batch sizes of 128 and 256. The top row shows the fake images recovered from the shared gradient and the bottom row shows corresponding true images in the private datasets.

| Dataset | CIFAR-100 | LFW |
|---------|-----------|-----|
| Samples | ![Sample](image1) | ![Sample](image2) |

Table 8. Examples of failed data leakage attack using the proposed GRNN on LeNet with batch sizes of 128 and 256. The top row shows the fake images recovered from the shared gradient and the bottom row shows corresponding true images in the private datasets.

greater match. Fig. 5 shows that given the same success rate, GRNN achieves significantly lower MSE scores and higher PSNR and SSIM apart from the batch size of 1. For example, with a success rate of 0.6, the MSE threshold is around 0.05 for GRNN and 0.17 for DLG. Similarly, given the same threshold ratio, our method achieves a higher success rate. For instance, when a SSIM threshold of 0.2 is used, most success rates of DLG are dropped down to 0 apart from DLG with a batch size of 1 that achieves around 0.7. However, the worst success rate for GRNN is above 0.77. This experiment can further approve that the proposed method outperforms DLG by a significant margin. More qualitative comparisons that were randomly selected from the generated images are illustrated in Table 9.

4.2.3 Ablation Study on Image Resolution. As aforementioned in Section 3.2, GRNN is capable of handling different resolutions of images, due to the flexible number of upsampling blocks. We evaluate the recovery performance of larger resolutions than 32*32 using ResNet-18 as the local model and the dataset is CIFAR-100. Table 10 shows the performance with different image resolutions and batch sizes. First, we upsample the original image from 32 to 64, the results show that even with the batch size of 8, GRNN is capable of recovering images from the shared gradient. Then we further explore the resolutions of 128*128 and 256*256, both experiments success with batch size of 1. Some qualitative results in resolutions are showed in Table 11. Table 12 shows the comparison results of GRNN and IG using a resolution of 256*256, the similarity between the recovered images and original images calculated with MSE, PSNR and SSIM are also given. GRNN outperforms IG by a significant margin for all samples when the SSIM metric is used. It is noticeable
Table 9. Some randomly selected ground truth (GT) images and corresponding recovered images from GRNN and DLG with different batch sizes using LeNet.

| Method | #Batch & Images |
|--------|-----------------|
|        | 1               | 4               |
| GT     | ![GT Images]    | ![GRNN Images]  |
|        | ![DLG Images]   | ![DLG Images]   |
|        | 8               | 16              |
| GT     | ![GT Images]    | ![GRNN Images]  |
|        | ![DLG Images]   | ![DLG Images]   |
|        | 32              | 64              |
| GT     | ![GT Images]    | ![GRNN Images]  |
|        | ![DLG Images]   | ![DLG Images]   |
|        | 128             | 256             |
| GT     | ![GT Images]    | ![GRNN Images]  |
|        | ![DLG Images]   | ![DLG Images]   |
Table 10. Data leakage attack using GRNN with different image resolutions and sizes of training batch for FL model, where “✓” refers to a success and “✗” refers to a failure. The network is ResNet-18, and the dataset is CIFAR-100.

| Resolution | #Batch |
|------------|--------|
| 32*32      | 1 ✓    |
| 64*64      | 4 ✓    |
| 128*128    | 8 ✓    |
| 256*256    | 16 ✓   |
| 32*32      | 32 ✓   |

that our method is better than IG virtually even though the PSNR values of GRNN are lower for some cases with the batch size of 4 and 8. Based on this study, we can conclude that our method is also capable of recovering the global structure and color appearance in the image when a large batch is used, while IG likely produces virtually unrecognizable images.

4.2.4 Ablation Study on Loss Function. MSE loss is widely used in regression tasks, however, it can be easily biased to the outlier or noisy data point at a pixel-wise level. We believe that the distribution information embedded in the gradient vectors indicates the global structure of the image data. Therefore, we introduced WD distance to measure the geometric discrepancy between the fake gradient and true gradient and guide the image generation process. In addition, we carried out comparison experiments to evaluate different combinations of loss functions including MSE, WD, TVLoss and CD. The results can be found in Table 13. The experimental results show that the proposed loss objective combining MSE, WD and TVLoss achieves the best performance. It is noteworthy mentioning that the color distortion and artifact can be suppressed by using TVLoss and WD jointly as they can effectively penalize the spurious noises locally and globally.

4.3 Label Inference
In addition to image data recovery, we also investigated the performance of label inference in those experiments. Table 14 provides the comparative results of label inference accuracy (%) for DLG and GRNN, where each experiment was repeated 10 times, the mean and standard deviation were reported. We can observe that the label inference accuracy decreases while the size of the
Table 11. Recovered images with different resolutions using GRNN. The network is non-converged ResNet-18, batch size is 1 and dataset is CIFAR-100.

| Resolution | Recovered Images | Ground Truth |
|------------|------------------|--------------|
| 32*32      | ![Recover Image](image1) ![Recover Image](image2) ![Ground Truth](image3) ![Ground Truth](image4) |
| 64*64      | ![Recover Image](image5) ![Recover Image](image6) ![Ground Truth](image7) ![Ground Truth](image8) |
| 128*128    | ![Recover Image](image9) ![Recover Image](image10) ![Ground Truth](image11) ![Ground Truth](image12) |
| 256*256    | ![Recover Image](image13) ![Recover Image](image14) ![Ground Truth](image15) ![Ground Truth](image16) |

training batch increases for both DLG and GRNN. However, our method outperforms DLG in all experiments except the one on MNIST with a batch size of 8. Furthermore, GRNN is significantly better than DLG when a large batch size is used. For example, GRNN achieves 99.84% on LFW using LeNet and a batch size of 256, whereas DLG only obtains 79.69% using the same setting. Note that having a correct label prediction does not necessarily indicate the corresponding image data can be recovered successfully (see Table 7). We can conclude that recovering image information is much more challenging than recovering labels as the distribution of image data is in a much higher dimension than its corresponding label. The accuracy of label inference on ResNet-18 achieves 100% in almost all experiments except the one on LFW with a batch size of 32 (94.06%), which is higher and more stable than LeNet. ResNet-18 has much more trainable parameters than LeNet, therefore, the gradient with a larger number of elements is much more informative for finding decision boundaries for the classification task.

We also noticed that the number of label classes has an impact on its inference performance. In our experiment, MNIST, CIFAR-100, and LFW have 10 classes, 100 classes, and 5749 classes, respectively. The average accuracy of DLG is 94.23% on MNIST while decreasing to 93.51% and 85.41% on CIFAR-100 and LFW, respectively. In contrast, GRNN achieves higher accuracy on LFW compared to the other two datasets. In DLG, the label is obtained via updating the image input and label input jointly during the backward pass phase in SGD, whereas in GRNN, the label is calculated by the fake label generator in the forward pass phase. We believe that by adding the image data and label generators, GRNN can better capture the correspondence between image data and its label in the joint latent space and, furthermore, can generate more individualized images with respect to different classes.
Table 12. Randomly selected images recovered by GRNN and IG. The network is non-converged ResNet-18, resolution is 256*256, and dataset is CIFAR-100.

| Method | #Batch & Images |
|--------|----------------|
|        | 1              |
| GT     | ![Images](gt1) | ![Images](gt1) |
|        | ![Images](gt1) | ![Images](gt1) |
|        | ![Images](gt1) | ![Images](gt1) |
|        | ![Images](gt1) | ![Images](gt1) |
| GRNN   | ![Images](grnn1) | ![Images](grnn1) |
| IG     | ![Images](ig1) | ![Images](ig1) |
| MSE    | 4107.90        | 3656.38        |
|        | 45.75          | 53.21          |
|        | 2272.82        | 4853.13        |
|        | 94.19          | 1729.50        |
| PSNR   | 38.29          | 37.88          |
|        | 40.43          | 39.82          |
|        | 38.09          | 37.98          |
|        | 39.56          | 38.11          |
| SSIM   | 0.49           | 0.90           |
|        | 0.95           | 0.98           |
|        | 0.31           | 0.26           |
|        | 0.85           | 0.55           |
|        | 2              |
| GT     | ![Images](gt2) | ![Images](gt2) |
|        | ![Images](gt2) | ![Images](gt2) |
|        | ![Images](gt2) | ![Images](gt2) |
|        | ![Images](gt2) | ![Images](gt2) |
| GRNN   | ![Images](grnn2) | ![Images](grnn2) |
| IG     | ![Images](ig2) | ![Images](ig2) |
| MSE    | 1482.89        | 5996.54        |
|        | 1391.17        | 1799.29        |
|        | 2261.19        | 4481.52        |
|        | 716.74         | 2147.60        |
| PSNR   | 37.97          | 38.03          |
|        | 37.83          | 37.92          |
|        | 38.07          | 38.05          |
|        | 38.27          | 38.12          |
| SSIM   | 0.90           | 0.61           |
|        | 0.75           | 0.86           |
|        | 0.39           | 0.34           |
|        | 0.56           | 0.40           |
|        | 8              |
| GT     | ![Images](gt3) | ![Images](gt3) |
|        | ![Images](gt3) | ![Images](gt3) |
|        | ![Images](gt3) | ![Images](gt3) |
|        | ![Images](gt3) | ![Images](gt3) |
| GRNN   | ![Images](grnn3) | ![Images](grnn3) |
| IG     | ![Images](ig3) | ![Images](ig3) |
| MSE    | 4874.68        | 1280.33        |
|        | 1441.29        | 3380.90        |
|        | 4836.14        | 3309.53        |
|        | 2693.98        | 3059.81        |
| PSNR   | 37.94          | 38.14          |
|        | 38.09          | 38.67          |
|        | 38.01          | 38.08          |
|        | 38.06          | 38.11          |
| SSIM   | 0.54           | 0.59           |
|        | 0.70           | 0.54           |
|        | 0.24           | 0.28           |
|        | 0.35           | 0.33           |

4.4 Face Re-Identification

As shown in Table 6, recovered images look almost the same as their corresponding true images, there are still slight deviations that may produce classification misleading results if we use generated data to replace the original ones. This behavior of DL methods are well documented in the literature, e.g. [34, 36, 41]. Taking face recognition as an example, the recovered face image may look identical to its original image visually, however, it cannot produce correct prediction by the face recognition model to identify the person, see Table 16. Therefore, we applied the face re-identification experiment to evaluate the feasibility of data leakage attack using GRNN. We first used the GRNN to recover the face image data from the FL system during the training stage. Then, the fake image was passed to the face recognition model as input to predict the identity label. The
success of re-identification was counted if the prediction label matches the true label. VGG-Face dataset was used in this experiment which contains 2622 identities. We used the top 100 identities that have the most image samples for training. We selected the successfully recovered images data from the output of GRNN which ended up with 700 fake face images in total when batch size is 1, and 1112 images, 2224 images, and 4352 images for batch size 4, 8, and 16 respectively. In the meantime, we trained two face recognition models using ResNet-18 and DenseNet-121 using the same training set. Table 15 reports the top-1, top-3 and top-5 accuracies of re-identification of those fake face images. Although the top-1 accuracy on ResNet-18 and DenseNet-121 are 30.66% and 11.46% when batch size is 1, they are significantly better than random prediction (1%). The re-identification accuracy increases dramatically when we consider using top-3 and top-5 metrics. The recovery performance becomes worse with the increasing batch size, so the accuracy decreases as well. We say that the face recognition deep models are sensitive to the minor perturbation that is produced during the image recovery process. The images generated using GRNN achieve significantly higher

| Loss Function   | Recovered Images | Ground Truth |
|-----------------|------------------|--------------|
| MSE             | ![Recovered Images](image1.png) | ![Ground Truth](image2.png) |
| WD              | ![Recovered Images](image3.png) | ![Ground Truth](image4.png) |
| CD              | ![Recovered Images](image5.png) | ![Ground Truth](image6.png) |
| MSE & WD        | ![Recovered Images](image7.png) | ![Ground Truth](image8.png) |
| MSE & CD        | ![Recovered Images](image9.png) | ![Ground Truth](image10.png) |
| MSE & CD & TVLoss | ![Recovered Images](image11.png) | ![Ground Truth](image12.png) |
| MSE & WD & TVLoss | ![Recovered Images](image13.png) | ![Ground Truth](image14.png) |
Table 14. Comparison of label inference accuracy (%) using DLG and GRNN, where L. and R. refer to LeNet and ResNet-18 respectively.

| #Batch | 1      | 4      | 8      | 16     | 32     | 64     | 128    | 256    | Avg    |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|        | MNIST  |        |        |        |        |        |        |        |        |
| DLG    | 100.0± 97.50± 100.0± 94.38± 90.62± 90.31± 91.41± 92.42± 94.23± | 0.0 0.0750 0.0 0.0337 0.0242 0.0260 0.0152 0.0181 0.0254 |
|        | CIFAR  | 100.0± 97.50± 98.75± 97.50± 92.50± 89.84± 86.33± 85.70± 93.51± | 0.0 0.0750 0.0375 0.0306 0.0287 0.0329 0.0295 0.0289 0.0329 |
|        | LFW    | 100.0± 80.00± 90.00± 85.00± 88.44± 70.62± 89.53± 79.69± 85.41± | 0.0 0.3317 0.1561 0.2358 0.1683 0.3924 0.2985 0.3985 0.2477 |
|        |        |        |        |        |        |        |        |        |        |
|        | MNIST  | 100.0± 100.0± 97.50± 97.50± 96.25± 96.25± 96.25± 96.37± 97.73± | 0.0 0.0750 0.0 0.0415 0.0187 0.0188 0.0171 0.0165 0.0203 |
| Ours   | CIFAR  | 100.0± 100.0± 100.0± 99.38± 99.69± 98.91± 98.75± 96.80± 99.19± | 0.0 0.0 0.0 0.0188 0.0094 0.0028 0.0080 0.0108 0.0074 |
|        | LFW    | 100.0± 97.50± 98.75± 100.0± 100.0± 99.69± 99.69± 99.84± 99.43± | 0.0 0.0750 0.0375 0.0 0.0 0.0062 0.0071 0.0019 0.0160 |
|        |        |        |        |        |        |        |        |        |        |
|        | MNIST  | 100.0± 100.0± 100.0± 100.0± 100.0± - - - - - - | 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 |
|        | CIFAR  | 100.0± 100.0± 100.0± 100.0± 100.0± - - - - - - | 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 |
|        | LFW    | 100.0± 100.0± 100.0± 100.0± 94.06± - - - - - - | 0.0 0.0 0.0 0.0 0.0 0.0452 - - - - |
|        |        |        |        |        |        |        |        |        |        |

Table 15. Performances of different network architectures, where training accuracy refers to predicted results of true images and relevant ground truth label. Re-identification accuracy is from predicted results of fake images and relevant ground truth labels. DLG and GRNN both use LeNet as backbone. Training and testing samples are from VGG-Face dataset. Res18 represents to ResNet-18 and Dense121 is DenseNet-121.

| Method | Network | Train Acc | #B | Re-identification Accuracy | Sample No. |
|--------|---------|-----------|----|---------------------------|------------|
|        |         |           |    | Top-1 | Top-3 | Top-5 |            |            |
|        |         |           |    |       |       |       |            |            |
| DLG    | Res18   | 97.27%    | 1  | 25.14% | 45.57% | 51.86% | 700        |            |
|        | Dense121| 97.11%    | 1  | 15.57% | 33.57% | 42.14% | 700        |            |
|        |         |           |    |       |       |       |            |            |
| GRNN   | Res18   | 97.27%    | 1  | 30.66% | 74.79% | 88.40% | 700        |            |
|        |         |           |    |       |       |       |            |            |
|        |         |           |    |       |       |       |            |            |
|        | Dense121| 97.11%    | 1  | 11.46% | 43.12% | 63.03% | 700        |            |
|        |         |           |    |       |       |       |            |            |
|        |         |           |    |       |       |       |            |            |

accuracies compared to DLG, i.e. +5.52%, +29.22% and +36.54% can be achieved in Top-1, Top-3 and Top-5 accuracies using ResNet-18.
Table 16. The re-identification results of true images and their corresponding generated fake images.

| Ground Truth Label | #42 | #26 | #69 |
|--------------------|-----|-----|-----|
| **True Input Image** | ![Image](#) | ![Image](#) | ![Image](#) |
| **Top-3 Labels** | #42 | #97 | #94 | #26 | #22 | #64 | #22 | #64 | #23 |
| **Top-3 Images** | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) |
| **Top-3 Confidences** | 40.70% | 10.84% | 4.08% | 90.34% | 4.04% | 1.75% | 66.10% | 5.02% | 4.71% |
| **Generated Input Image** | ![Image](#) | ![Image](#) | ![Image](#) |
| **Top-3 Labels** | #42 | #4 | #22 | #57 | #31 | #75 | #69 | #76 | #88 |
| **Top-3 Images** | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) | ![Image](#) |
| **Top-3 Confidences** | 11.89% | 7.58% | 7.46% | 73.10% | 7.88% | 3.91% | 59.52% | 7.96% | 3.29% |

4.5 Defense Strategy

The most relevant defense approach for GRNN is noise addition, where, in our scenario, the clients can add a level of Gaussian or Laplacian noise onto the shared gradient. We empirically evaluated the effectiveness of GRNN when the noise addition defense strategy was used. In this study, the LeNet was used as the global FL model with different batch sizes. As for the Laplacian mechanism, it adds Laplacian-distributed noise to function $f$. In this paper, we set the l1-sensitivity $\Delta f$ to be 1 and varied $\epsilon$, which can be defined as: $\lambda = \frac{\Delta f}{\epsilon} \in [1e^{-1}, 1e^{-4}]$. As for the Gaussian mechanism, it also adds randomness with a normal distribution. Technically, the Gaussian mechanism uses l2-sensitivity and parameter $\delta$ is counted on. We simplify the Gaussian mechanism to add the noise whose distribution has 0 mean and only ranges standard deviation from 1e-1 to 1e-4. Fig. 6 shows the MSE distance between recovered image and true image when different levels and types of noises are added. GRNN fails to recover the image when a high level of noise is added to the gradient (see Figs. 6 (a) and (e)), however, this usually leads to poor performance on the global FL model as the noisy gradients are aggregated. We observed that GRNN is able to recover the image data successfully and obtains reasonable results when the scale of noise is reduced to 0.01 (see Figs. 6 (b) and (f)). The average PSNR scores are presented in Table 17. Compared to the no-defense approach shown in Table 5, the noise added to the gradient can result in decreasing of PSNR of the generated images, which indicates the effectiveness of the noise addition strategy. However, the proposed GRNN is still capable of recovering image data when a high level of noise is added to the gradient, i.e. 1e-2. The PSNR scores with Gaussian noise scale of 1e-4 on MNIST dataset are even larger than that without noise (52.51 dB VS. 52.37 dB), as well on LFW dataset (46.26 dB VS. 45.57 dB). On the other hand, we found that even the image recovery fails, the label can still be inferred correctly using our GRNN. However, DLG totally fails to recover images and inference labels in all of our experiments.
Table 17. Average PSNR scores with different noise types and scales. "x" means the method fails the experiment, whereas PSNR score is given only if it succeeds. DLG failed completely, as it had no visible success among all the experiments.

| Method | Dataset | Type   | Scale | #Batch | 1e-1 | 1e-2 | 1e-3 | 1e-4 |
|--------|---------|--------|-------|--------|------|------|------|------|
|        | MNIST   | Gaussian | 1     | ×      | ×    | ×    | ×    | ×    |
|        |         |         | 4     | ×      | ×    | ×    | ×    | ×    |
| DLG    | CIFAR-100 | Gaussian | 1     | ×      | ×    | ×    | ×    | ×    |
|        |         |         | 4     | ×      | ×    | ×    | ×    | ×    |
|        |         | Laplacian | 1     | ×      | ×    | ×    | ×    | ×    |
|        |         |         | 4     | ×      | ×    | ×    | ×    | ×    |
|        | LFW     | Gaussian | 1     | ×      | ×    | ×    | ×    | ×    |
|        |         |         | 4     | ×      | ×    | ×    | ×    | ×    |
|        |         | Laplacian | 1     | ×      | ×    | ×    | ×    | ×    |
|        |         |         | 4     | ×      | ×    | ×    | ×    | ×    |

5 CONCLUSION

In this paper, we proposed a data leakage attack method, namely GRNN, for FL system which is capable of recovering both data and its corresponding label. Compared to the state-of-the-art methods, the proposed method is much more stable when a large resolution and a batch size are
Fig. 6. MSE distances between true images and generated fake images during training and illustration of generated fake images from GRNN with different noise types and scales on three datasets. (a) - (d) are the results of adding Gaussian noise, and (e) - (h) are the results of adding Laplacian noise. The horizontal axis is the number of iteration for training the attack model.

used. It also outperforms state-of-the-art in terms of fidelity of recovered data and accuracy of label inference. Meanwhile, the experimental results on face re-identification task suggest that GRNN
outperforms DLG by a margin in terms of Top-1, Top-3 and Top-5 accuracies. We also discussed the potential defense strategies and empirically evaluate the performance of GRNN when noise addition defense is applied. We conclude that our method can successfully and consistently recover the data in FL when a high level of noise is added to the gradient. The implementation of our method is publicly available to ensure its reproducibility.
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