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Abstract

Contraction rates of time-varying maps induced by dynamical systems illuminate a wide range of asymptotic properties with applications in stability analysis and control theory. In finite-dimensional smoothly varying inner-product spaces such as $\mathbb{R}^n$ and $\mathbb{C}^n$ with Riemannian metrics, contraction rates can be estimated by upper-bounding the real numerical range of the vector field’s Jacobian. However, vector spaces with norms other than $L^2$ commonly arise in the stability analysis of infinite-dimensional systems such as those arising from partial differential equations and continuum mechanics. To this end, we present a unified approach to contraction analysis in Banach spaces using the theory of weighted semi-inner products. We generalize contraction in a geodesic distance to asymptotic stability of perturbations in smoothly varying semi-inner products, and show that the latter is a dynamical invariant similar to the coordinate-invariance of Lyapunov exponents. We show that contraction in particular weighted spaces verifies asymptotic convergence to subspaces and submanifolds, present applications to limit-cycle analysis and phase-locking phenomena, and pose general conditions for inheritance of contraction properties within coupled systems. We discuss contraction rates in Sobolev spaces for retention of regularity in partial differential equations, and suggest a type of weak solution defined by a vanishing contractive term. Lastly, we present an application to machine learning, using weighted semi-inner products to derive stability conditions for functional gradient descent in a Banach space.
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1. Introduction

A contracting dynamical system in a metric space \((X, d)\) is one for whom any two trajectories \(x_1(t), x_2(t)\) satisfy the growth bound:

\[
d(x_1(t), x_2(t)) \leq e^{\lambda t} d(x_1(0), x_2(0))
\]

for some \(\lambda < 0\). The contraction property is both weaker and stronger than traditional notions of Lyapunov and exponential stability in that trajectories uniformly approach one another, but may not approach any fixed point in space. Combined with existence criteria such as fixed points or invariant sets, contraction can be used to recover these standard convergence results.

When \((X, d)\) is a complete metric space, the term contraction can be traced back to the Banach fixed-point theorem, where a map \(F : X \to X\) which is a contraction map with constant \(e^\lambda\) sends any point \(p\) to an equilibrium \(p^*\) with rate \(e^\lambda d(p, p^*)\). If \(X\) is furthermore a normed vector space, it is known as a Banach space, which is the setting for our analysis of contracting (finite- or infinite-dimensional) systems of differential equations. We denote Banach spaces throughout by \(V\) for unambiguity.

In the case of well-posed linear time-invariant (LTI) systems \(\dot{u} = Au\) with \(A \in \mathcal{B}(V)\) in a Banach space \(V\), the contraction map \(F\) is given by a one-parameter strongly continuous (referred to as \(C^0\)) semigroup \(\Phi(t) : \mathbb{R}^+ \to \mathcal{B}(V)\) which generalizes the matrix exponential \(e^{tA}\). In this case, the contraction rate (1) is equivalent to the operator norm bound \(\|\Phi(t)\| \leq e^{\lambda t}\) (see Crandall and Pazy [1972] and Pazy [2012] for treatment of linear and nonlinear semigroup theory). As in the finite-dimensional case, spectral theory plays a central role in contraction analysis of linear systems, via the Hille-Yosida theorem which completely characterizes contraction semigroups \((\lambda \leq 0)\) via the resolvent of the generator \(A\).

However, when dynamical systems in Banach spaces are induced by differential equations such as PDEs, moving to an explicit propagator description presents a difficulty in requiring explicit (classical or weak) solutions of the equation(s). Thus, a cornerstone of contraction analysis was the development of sufficient conditions which could be directly applied to a vector field \(\dot{u} = f(t, u)\) to verify the exponential convergence of any two solutions
This argument proceeds by application of the fundamental theorem of calculus and Grönwall’s inequality to the growth of perturbations (see Appendix A). With this approach, we transition from a point-free analysis of propagators $\Phi(t, u_0)$ to a point-wise analysis of particular trajectories $u(t)$, in doing so substituting contraction plus existence properties (of solutions, equilibria, invariant sets, etc.) for well-posedness requirements. In section 7.1, we give conditions in which the former implies the latter for PDEs, such as uniqueness and regularity properties.

In the general case of nonlinear nonautonomous systems in $\mathbb{R}^n$ ($\mathbb{C}^n$), Lohmiller and Slotine [1998] showed that the contraction rate in (1) is bounded as

$$\lambda \leq \sup_{v \in V} \text{Re} \langle v, J(u)v \rangle = \max \left( \text{Spec} \left( \frac{J(u) + J(u)^T}{2} \right) \right)$$

where $J(u) = Df(u)$ is the Jacobian of a vector field on $\mathbb{R}^n$ ($\mathbb{C}^n$). One important contribution was the generalization of contraction rates to smoothly time- and space-varying inner-products $\langle \cdot, \cdot \rangle_{t,p}$, thus giving a notion of contraction in a time-varying geodesic distance. Subsequently, Cisneros-Velarde et al. [2020] generalized (2) to infinite-dimensional Hilbert spaces, and Simpson-Porco and Bullo [2014] generalized contraction in smoothly-varying inner products on $\mathbb{R}^n$ and $\mathbb{C}^n$ to contraction on Riemannian manifolds.

These contraction results take place in the setting of inner-product spaces. However, while all (separable) Hilbert spaces of fixed dimension are equivalent up to linear isometry, Banach spaces are not and may have norms inducing distinct topologies in the infinite-dimensional setting. This property is critical, for example, in establishing comparison principles and growth estimates of partial differential equations using methods such as Sobolev embedding (see Evans [1998]). Prior classical and modern works such as Söderlind [2006]; Aminzare and Sontag [2014] have extended the quadratic form appearing in the numerator (2) to Banach spaces via numerous other functionals, including semi-inner products, a construction on normed spaces originally posed by Lumer [1961] and subsequently analyzed by Giles [1967] for partially extending Hilbert-space notions such as dual pairings and numerical ranges to normed spaces. However, due to the strong norm-dependence of contraction rates (a property we compare and contrast to Lyapunov exponents in Section 3.1.1), it is often necessary to find a suitable coordinate transformation which is contracting, which was one of the major contributions of Lohmiller and Slotine [1998] in $\ell^2(\mathbb{R}^n)$.  
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To this end, in this work we generalize the theory of contraction in time-varying Riemannian metrics on $\mathbb{R}^n$ to contraction in smoothly-weighted semi-inner products on $V$. We show how this choice of weight can be use to deduce rich properties of dynamical systems in Banach spaces, such as convergence to invariant sets, eventual symmetries, pattern-formation, and the inheritance of contraction properties in coupled systems.

2. Background

2.1. Contracting dynamical systems in Banach spaces

We begin with some background for vector-valued differential equations.

**Definition: Banach space**

A normed vector space $V$ is a Banach space if it is a complete metric space in the induced distance

$$d_V(u, v) = \|u - v\|$$

Equivalently, $V$ is a Banach space if and only if every absolutely convergent series is convergent.

Every Hilbert space is a Banach space, but the norm of the latter does not in general obey the parallelogram law, the geometric property that the norm $\|\cdot\|_V$ is induced by a Hermitian inner product $\langle \cdot, \cdot \rangle_V$. Thus, in considering dynamics in Banach spaces, we give up unique notions of orthogonality and Riesz dual pairings (we discuss contraction rates in uniformly convex spaces admitting generalized dual pairings in 7.4).

**Definition: Cauchy problem on a Banach space**

Let $V$ be a Banach space and $f(t, u) : \mathbb{R}^+ \times V \to V$ a nonlinear time-varying operator on $V$. The Cauchy problem for $f$ is to identify, for some $u_0 \in V$, some $u(t) : \mathbb{R}^+ \to V$ such that:

$$\dot{u} = f(t, u) \quad \forall t \geq 0$$
$$u(0) = u_0$$

(3)

We refer the reader to Ichikawa and Pritchard [1979] for a reference on the well-posedness of the Cauchy problem for nonlinear evolution equations in Banach spaces. We assume the existence of particular classical ($t$-differentiable) solutions $u_1(t), u_2(t)$ to (3) as needed, and that the set $E \subset V$ on which (3)
is well-posed is a closed subspace of $V$, subsequently using $V$ synonymously with $E$.

For a Cauchy problem in a Banach space $V$, the contraction condition (1) corresponds to satisfy an exponential norm bound on particular solutions:

$$\|u_1(t) - u_2(t)\| \leq e^{\lambda(t-s)} \|u_1(s) - u_2(s)\|$$

for all $t \geq s \geq 0$ and some $\lambda \in \mathbb{R}$. We introduce some definitions which enable the verification of (4) in Banach spaces.

**Definition:** Gateaux semi-inner product on a Banach space

Let $V$ be a real Banach space; the right and left semi-inner products (in the sense of Lumer [1961]) are defined as

$$(u, v)_\pm = \|u\| \lim_{h \to 0^\pm} \frac{\|u + hv\| - \|u\|}{h}$$

Definition (5) is sometimes referred to as the Gateaux formula (see Davydov et al. [2021]), due to the inner limit which is the left- or right-Gateaux derivative of the norm $\|\cdot\|_V$, and exists in any Banach space (but may not be equal). Thus $(u, v)_+ = (u, v)_-$ when $\|\cdot\|_V$ is Gateaux-differentiable, e.g. $V = L^p$ for $1 < p < \infty$, and $(u, v)_+ = (u, v)_- = \langle u, v \rangle$ in $L^2$. We refer the reader to Lumer [1961] for properties, with the notable ones being positive-definiteness, norm-compatibility, and Cauchy-Schwarz while losing symmetry and bilinearity in general.

We employ the following key result (see variations in Söderlind [2006]; Aminzare and Sontag [2013, 2014]) which is equivalent to the contraction condition (4):

**Theorem 1** (Strongly negative-definite semi-inner product implies contraction). Let $V$ be a real Banach space and $f \in C^1(V)$; define the functional

$$M(f) := \sup_{u \neq v \in V} \frac{(u - v, f(u) - f(v))_+}{\|u - v\|^2}$$

If an evolution family $\phi(s, t, u)$ is generated by a differential equation $\dot{u} = f(t, u)$, then for any $u, v \in V$ and $s \leq t \in \mathbb{R}^+$,

$$\|\phi(s, t, u) - \phi(s, t, v)\| \leq e^{\int_s^t M(f, \xi) d\xi^\prime} \|u - v\|$$
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Proof. First, we apply the Dini identity (see 5.3, Söderlind [2006])

\[ D^+_t \|u\| = \frac{(u, \dot{u})_+}{\|u\|^2} \|u\| \]  

(7)

where \( D^+ \) denotes the upper Dini derivative (which exists for any norm, but may be infinite)

\[ D^+_t \varphi(t) := \limsup_{h \to 0^+} \frac{\varphi(t + h) - \varphi(t)}{h} \]  

(8)

along with definition (6) to obtain, for any two solutions \( u(t), v(t) \),

\[ D^+_t \|u(t) - v(t)\| \leq M(f_t) \|u(t) - v(t)\| \]

where \( f_t(u) = f(t, u) \). By applying a Grönwall inequality for Dini derivatives (see Lemma 11, Davydov et al. [2021]), we have:

\[ \|u(t) - v(t)\| \leq e^{\int_t^s M(f_t') dt'} \|u(s) - v(s)\| \]  

(9)

and the result follows.

In the special case where \( \phi(s, t, u) := \Phi(t)u \) where \( \Phi(t) \) is a \( C^0 \)-semigroup, we have that \( M(f) < 0 \) implies the existence of \( t_0 \) such that \( \|\Phi(t_0)\| < 1 \), implying that \( \Phi(t) \) is a contraction semigroup.

Classical results in contraction theory by Lohmiller and Slotine [1998] as well as numerical and functional analysis by Dahlquist [1958]; Ladas and Lakshmikantham [1972] characterize (6) instead in a differential sense, by estimating contraction rates using the Fréchet linearization of the vector field at each point.

Definition: Fréchet derivative

A continuous map \( f : V \to W \) between Banach space \( V, W \) is Fréchet-differentiable at a point \( u \in V \) if there exists a bounded linear operator \( Df(u) \in B(V, W) \) satisfying:

\[ \lim_{\|h\| \to 0} \frac{\|f(u + h) - f(u) - Df(u)h\|}{\|h\|} = 0 \]

Regularity classes \( f \in C^k(V) \) are defined accordingly and partial derivatives \( \frac{\partial f}{\partial u}(u, v, ...) \) are defined as Fréchet derivatives with other arguments supplied.
By an application of the fundamental theorem of calculus for Fréchet derivatives, it is sufficient (see Ladas and Lakshmikantham [1972], Chapter 5.4 or Appendix 18 for proof) to show that the linearization is contracting at all points, i.e.

$$\sup_{u \in V} M(Df(u)) = \sup_{u, v \in V} \frac{(v, Df(u)v_+)}{\|v\|^2} = \lambda < 0$$

(10)
in order to obtain the same growth bound between solutions as (9). (We refer to (10) as the differential contraction rate.) This bound is looser, but arises from the fact that the operator norm of $Df(u)$ is upper-bounded by the Lipschitz constant of $f$, which in turn can be used (via the logarithmic Lipschitz constant as in Aminzare and Sontag [2013]) to obtain an upper bound for (6).

This is the foundation of contraction analysis as often applied in control & stability theory in $\mathbb{R}^n$ and $\mathbb{C}^n$, since there the condition (10) reduces to the linear matrix inequality:

$$\sup_{u, v \in V} \frac{\Re \langle v, J_f(u)v \rangle}{\langle v, v \rangle} = \sup_{u \in V} \max \left( \text{Spec} \left( \frac{J_f(u) + J_f(u)^*}{2} \right) \right) < 0$$

(11)

where $J_f(u)$ is the Jacobian of $f$ at $u$, Spec($A$) is the set of eigenvalues of a matrix $A$, and $A^*$ is the adjoint or conjugate-transpose. The quantity $\langle v, J_f(u)v \rangle$ in (11) is better known as the numerical range of $J_f(u)$. In Hilbert spaces, this inequality is related to the notion of a dissipative operator.

**Definition:** Dissipative operator in a Hilbert space

An operator $A : H \to H$ with domain $D(A) \subset H$ dense in a Hilbert space $H$ is dissipative if

$$\Re \langle v, Av \rangle \leq 0 \quad \forall x \in H$$

(12)

By this definition, $J_f(u)$ in (11) is semi-contractive ($M(J_f(u)) \leq 0$) if and only if $J_f(u)$ is dissipative. A well-known example in the continuum setting (see Söderlind [2006]) is the Laplacian $\Delta$, which is dissipative on the set of compactly supported smooth functions $C^\infty_c(\Omega) \subset H^2_0(\Omega)$, a fact which we apply in the analysis of diffusive nonlinear PDEs and feedback connections. Definition (12) and the semi-contraction equivalence generalizes straightforwardly to Banach spaces via substitution of the semi-inner product $\langle v, Av \rangle_+$.
and application of the Dini identity (7). Thus, the weighted semi-inner products we introduce in the Section 3 generalize this notion of a dissipative operator (and of dissipative dynamics).

In an arbitrary Banach space $V$, the contraction rate of a bounded linear operator (10) is equal to the following functional (see Theorem 1, Aminzare and Sontag [2013]):

$$
\mu(A) := \lim_{h \to 0^+} \frac{1}{h} (\|I + hA\|_{B(V)} - 1)
$$

(13)

which is well-known as the logarithmic norm or matrix measure (see Dahlquist [1958]; Söderlind [2006]). This equality is non-trivial to show; we mention this definition for historical reasons, as it arises naturally when taking the upper Dini derivative of the norm of a perturbation (see Appendix 18). However, the approach we present in this paper is developed from the semi-inner product (6) (henceforth referred to as SIP-contracting or simply contracting) rather than the logarithmic norm (13) for the following reasons.

First, estimating the differential contraction rate (10) becomes problematic in the infinite-dimensional case for unbounded linear operators (or nonlinear operators whose linearization is unbounded) such as differential operators, since we assume that $\|I + hA\| < \infty$. The Hilbert space formula (11) allows, for instance, evaluating the contractivity of the Laplacian using integration by parts (see Söderlind [2006]; Cisneros-Velarde et al. [2020]), and the semi-inner product (5) definition of the numerical range extends these quadratic forms to unbounded operators on Banach spaces.

Secondly, the differential contraction rate (10) is looser than the integral contraction rate (9), since $M(f) \leq \sup_u M(Df(u))$ (see Aminzare and Sontag [2014]). In particular, converse contraction results hold for the latter, i.e. (4) implies that $M(f_t) \leq \lambda$ (see Proposition 3, Aminzare and Sontag [2014]) but no such result holds for $\sup_u M(Df_t(u))$. We still use differentiation when convenient (e.g. when analyzing Jacobians of feedback systems), but otherwise use $M(f_t)$. The integral contraction rate (9) is also tighter than the logarithmic Lipschitz constant

$$
LLC(f) := \lim_{h \to 0^+} \frac{L(I + hf) - 1}{h} \geq M(f)
$$

which may be seen as a natural extension of the logarithmic norm to nonlinear arguments (see Aminzare and Sontag [2014]). However, (9) does not
require Lipschitz continuity; only a one-sided Lipschitz-like condition (see Davydov et al. [2021] for further discussion of this requirement and its relationship to others such as the Demidovich condition and operator measures).

Lastly, the SIP constant (6) carries over to normed spaces several properties of the numerical range of operators in Hilbert spaces, such as subadditivity and homogeneity for positive scalar multipliers in the second argument (see Lumer [1961]), which we rely on for the analysis of coupled systems (Section 5).

2.2. PDEs as ODEs on Banach spaces

While our exposition is from the perspective of abstract differential equations in Banach spaces, we briefly discuss its application to partial differential equations. In general, converting a PDE of the form

\[ \partial_t u = f(t, \partial^{\alpha_1} u, ..., \partial^{\alpha_n} u) \]  

where \( \alpha^k \) are multi-indices to a well-posed Cauchy problem (3) on a Banach space \( V \), where \( F \) may be a nonlinear (differential) operator, is not possible when \( D(F) \neq V \). Moreover, spaces of (classically) differentiable functions are typically not complete. General procedures for obtaining suitable “extensions” of (14) to an appropriate Banach space \( V \) is outside the scope of our work; however, we mention some common approaches which we apply in the analysis of PDEs (Section 7.1). For bounded linear \( A \) on some domain \( D(A) \subset V \) which is dense, we can study (3) with its unique continuous linear extension (for example, the extension of the Laplacian \( \Delta \) from \( C^\infty \) to the set of trace-zero functions \( H^1_0 \)). Contraction results of the “extended” equation then apply to solutions of the original equation, assuming existence. More generally, the Hille-Yosida theorem (see Pazy [2012]) gives necessary and sufficient conditions for linear \( A \) with \( D(A) \) a dense subspace of \( V \) to generate a \( C^0 \)-semigroup of operators on \( V \); extensions to nonlinear semigroups are developed in Ladas and Lakshmikantham [1972]. A second, related approach is to relax the notion of a solution \( u \) from a function possessing sufficiently many (classical) space derivatives to one possessing sufficiently many weak derivatives in the sense of test functions; this weak formulation of (14) may admit a representation as an ODE in a Sobolev space \( W^{k,p} \) subject to boundary constraints. We note that an advantage of the semi-inner product formulation of the contraction rate (6) is that we do not necessarily require bounded or Lipschitz extensions \( \overline{F} \) of \( F \) to the domain \( V \), only that \( \overline{F} \) is one-sided Lipschitz or that \( D\overline{F}(u) \) has uniformly bounded real numerical range.
2.3. Notation

We use $V, W$ to denote Banach spaces unless otherwise mentioned. The set $\mathcal{B}(V)$ denotes the Banach space of bounded linear operators $A : V \to V$ with the standard operator norm, and $\mathcal{B}(V, W)$ if the domain and range are $V \neq W$. We use the following shorthands for partial derivatives of time-varying functions on $V$:

$$f_t(u) := f(t, u), \quad \dot{f}_t(u) := \frac{\partial f}{\partial t}(t, u), \quad Df_t(u) := \frac{\partial f}{\partial u}(t, u)$$

where $D$ is the Fréchet derivative. Finally, we refer to $M(f)$ in (6) simply as the contraction rate of $f$ throughout (where contraction by convention corresponds to $M(f) < 0$).

3. Contraction in weighted spaces

One of the important extensions to classical contraction theory is the relaxation of contraction in the $\ell^2/L^2$ norm (referred to in Lohmiller and Slotine [1998] as the identity metric) to contraction in geodesic distances induced by time-varying Riemannian metrics. The main result is that differential (in the sense of (10)) contraction in a Riemannian metric (given by a smoothly-weighted inner-product) implies contraction in the geodesic distance:

$$\langle v, w \rangle_{T_u \mathbb{R}^n} := \langle \Theta(t, u)v, \Theta(t, u)w \rangle_{\mathbb{R}^n}$$

$$\frac{d}{dt} \langle \delta u, \delta u \rangle_{T_u \mathbb{R}^n} \leq \lambda \langle \delta u, \delta u \rangle_{T_u \mathbb{R}^n} \implies d_g(u(t), v(t)) \leq Ce^{\lambda t}d_g(u(0), v(0))$$

(See Lohmiller and Slotine [1998] and Theorem 2.3, Simpson-Porco and Bullo [2014]).

While this construction necessarily assumes the model space is Hilbertian, we propose several generalizations to normed spaces using weighted semi-inner products applied to integral (6) as well as differential (10), (16) contraction rates.

3.1. Contraction under linearly weighted semi-inner products

Theorem 2 (Contraction in a constant weight). Let $\Theta \in GL(V, W)$ be a bijective bounded linear operator between Banach spaces $V, W$ and define the $\Theta$-weighted semi-inner product:

$$(u, v)_\Theta := (\Theta u, \Theta v)$$
Define $M^\Theta$ to be the contraction constant \((6)\) with respect to this weighted SIP. Then:

1. For any $f : V \to W$, we have $M^\Theta(f) = M(\Theta \circ f \circ \Theta^{-1})$
2. For solutions $u_1(t), u_2(t)$ to $\dot{u} = f(t, u)$, we have:

$$\|u_1(t) - u_2(t)\| \leq \kappa(\Theta)e^{M^\Theta(f)t}\|u_1(0) - u_2(0)\|$$

where $\kappa$ is the condition number of $\Theta$.

Proof. By direct substitution:

$$M^\Theta(f) = \sup_{u \neq v \in W} \frac{(u - v, \Theta f(\Theta^{-1}u) - \Theta f(\Theta^{-1}v))_+}{\|u - v\|^2} = M(\Theta \circ f \circ \Theta^{-1})$$ \hspace{1cm} (18)

Next, suppose the weighted contraction rate of $f_t$ satisfies $M^\Theta(f_t) \leq \lambda$. By linearity and (18), this is equivalent to showing that the conjugate dynamics $v = \Theta u$ is contracting in $W$. Hence for any two solutions $u_1(t), u_2(t)$:

$$\|u_1(t) - u_2(t)\| \leq \|\Theta^{-1}\| \|\Theta u_1(t) - \Theta u_2(t)\| \leq \|\Theta^{-1}\| \|\Theta\| e^{\lambda t}\|u_1(0) - u_2(0)\|$$

Indeed, the same argument applies in the reverse direction; suppose that $M(f_t) \leq \lambda$, then:

$$\|\Theta u_1(t) - \Theta u_2(t)\| = \kappa(\Theta)e^{\lambda t}\|\Theta u_1(0) - \Theta u_2(0)\|$$

This can be used to establish the following coordinate independence of asymptotic contraction rates. For any weights $\Theta_1, \Theta_2 \in GL(V, W)$, we have:

$$\|u_1(t) - u_2(t)\|_{\Theta_1} \leq \kappa(\Theta_1)\kappa(\Theta_2)e^{\lambda_{\Theta_2}t}\|u_1(0) - u_2(0)\|_{\Theta_1}$$ \hspace{1cm} (19)

where $\lambda_{\Theta_2}$ is the contraction rate with respect to weight $\Theta_2$. Thus, a flow is contracting after a finite overshoot (adapting terminology of Sontag et al. \[2014\]) in a weighted SIP if and only if it is contracting after a finite overshoot in any weighted SIP.
3.1.1. Metric dependence

Statement (19) establishes the equivalence of asymptotic, rather than time-uniform, exponential convergence of any two solutions under any coordinate change \( v = \Theta u \). This result is analogous to the invariance of Lyapunov exponents under measure-preserving invertible transformations as in Oseledets’ Theorem (see Ruelle [1979]); both the contraction rate after a finite overshoot and Lyapunov exponents capture asymptotic properties of the dynamics.

On the other hand, it is known that the time-dependent contraction rate \( M(f_t) \) in general depends on the choice of norm (see 3.5-3.6, Banasiak [2020]). For completeness, we discuss how a naive comparison argument between \( M_{\Theta}(f_t) \) and \( M(f_t) \) fails.

Since \( \Theta \) is a bijection \( V \rightarrow W \), we have the two facts

\[
\inf_{v \neq 0 \in V} \frac{\|\Theta v\|}{\|v\|} = \frac{1}{\|\Theta^{-1}\|} \text{ and } \|\Theta\| \|\Theta^{-1}\| = \kappa(\Theta) \geq 1 \tag{20}
\]

We can then deduce that

\[
M_{\Theta}(f) = \sup_{u \neq v \in V} \lim_{h \rightarrow 0^+} \frac{1}{h} \left( \frac{\|\Theta(u - v + hf(u) - hf(v))\|}{\|\Theta(u - v)\|} - 1 \right) \\
\leq \kappa(\Theta) M(f) + \lim_{h \rightarrow 0} \frac{\kappa(\Theta) - 1}{h} \\
M_{\Theta}(f) \geq \kappa(\Theta)^{-1} M(f) + \lim_{h \rightarrow 0} \frac{\kappa(\Theta)^{-1} - 1}{h}
\]

However, from (20) we have that \( \kappa(\Theta) \geq 1 \) with equality iff \( \Theta \propto I_{VW} \) where \( I_{VW} \) is an isometric isomorphism. We can deduce if so that \( M_{\Theta}(f) = M(f) \), and otherwise only that \( -\infty \leq M_{\Theta}(f) \leq \infty \).

3.2. Contraction under Lipschitz coordinate transformations

We now generalize (18) to the nonlinear time-varying setting.

**Theorem 3** (Nonlinear coordinate change). Let \( \theta(t, u) \in C^1(\mathbb{R}^+ \times V, W) \) be a smoothly time-varying family of maps between Banach spaces \( V, W \) such that:

1. \( \theta_t \) is bijective for all \( t \)
2. \( \theta_t, \theta_t^{-1} \) have \( t \)-uniformly bounded Lipschitz constants \( L(\theta_t), L(\theta_t^{-1}) \)
Let \( \dot{u} = f(t, u) \) and consider the nonlinear coordinate transformation \( v = \theta(t, u) \). If \( v(t) \) is contracting with rate \( \lambda \), then \( u(t) \) is also contracting with rate \( \lambda \) after a finite overshoot.

**Proof.** The conjugate dynamics of \( v \) are:

\[
\dot{v} = g(t, v) = \dot{\theta}(\theta^{-1}(v)) + D\theta(\theta^{-1}(v))f(\theta^{-1}(v))
\]  

(21)

By hypothesis, we have \( \sup_t M(g_t) = \lambda \); then for any two solutions \( u_1(t), u_2(t) \) we have:

\[
\|u_1(t) - u_2(t)\|_V \leq L(\theta^{-1}) \|v_1(t) - v_2(t)\|_W \leq L(\theta^{-1})L(\theta_0)e^{\lambda t} \|u_1(0) - u_2(0)\|_V
\]

where \( L(\theta^{-1}) \) is uniformly bounded by assumption. for some \( C > 0 \).

Note that in general, (21) does not arise from a weighted SIP. Furthermore, the converse result follows from \( t \)-uniform boundedness of \( L(\theta_t) \), resulting in an identical finite-overshoot contraction equivalence as in the case of a linear autonomous coordinate change (19).

### 3.3. Contraction under locally linearly weighted SIPs

We now give a generalization of geodesic contraction in Riemannian metrics to Banach spaces by emulating duality on the tangent space with semi-inner products. Formally, we consider \( V \) to be a Banach manifold with \( T_pV \cong V \) via the trivial isomorphism. We imbue \( T_pV \) with a smoothly varying semi-inner product space structure via the weighted SIP:

\[
(u, v)^\Theta_+ := (\Theta(t, p)u, \Theta(t, p)v)_+
\]

(22)

which generalizes the prior weighted SIP (17) in that “curvature” is no longer zero.

(We use terms such as “metric” and “curvature” informally; there are several possible notions of angle and geodesic distance – for instance, via symmetrized Gateaux derivatives (Section 3.6, Balestro et al. [2017]) – one might define in a semi-inner product space, and no presently known canonical choice, unlike in Euclidean-like spaces. We do not make use of these distances explicitly, opting instead to measure the contraction rate (22) via the differential (10) rather than integral (6) condition in the following theorem. As we show below, differential contraction implies the asymptotic convergence of solutions in any geodesic-like distance which preserves the topology of \( V \).)
Theorem 4 (Differential contraction in a smoothly-varying weight). As above, let $(\cdot, \cdot)_+^\Theta$ be a weighted semi-inner product with $\Theta(t, u)$ such that:

1. $\Theta(t, u) \in C^1(\mathbb{R}^+ \times V, GL(V, W))$ for some Banach space $W$
2. $\sup_{t,u} \max(\|\Theta(t, u)\|, \|\Theta(t, u)^{-1}\|) = C < \infty$

Then if $\ddot{u} = f(t, u)$ and $M^\Theta(f_t(u)) \leq \lambda$ then for any two solutions $u_1(t), u_2(t)$, we have:

$$\|u_1(t) - u_2(t)\| \leq C^2 e^{\lambda t} \|u_1(0) - u_2(0)\|$$

Proof. The weighted SIP (22) defines a parametric norm $\|\cdot\|_{t,u}$ on $W$. We start by applying the Dini derivative identity (7) in this norm:

$$D^+_t \|\delta u\|_{t,u} = \left(\Theta(t, u) \delta u, \frac{d}{dt}[\Theta(t, u) \delta u]\right) \frac{\|\delta u\|_{t,u}^2}{\|\delta u\|_{t,u}}$$

(23)

where $\delta u \in T_u V$ is a perturbation. Let $\frac{d}{dt}[\Theta(t, u) \delta u] = G(t, u) \delta u$, where

$$G_t(u) = \dot{\Theta}_t(u) + \Theta_t(u) Df_t(u) \in \mathcal{B}(V, W)$$

Letting $M^\Theta$ be the weighted contraction rate induced by (22), we have the equality

$$M^\Theta(\Theta(t, u)^{-1} G(t, u)) = M(G(t, u) \Theta(t, u)^{-1})$$

By hypothesis, this contraction rate is upper-bounded by $\lambda$. Applying definition (6), we have that (23) reduces to:

$$D^+_t \|\delta u\|_{t,u} \leq \lambda \|\delta u\|_{t,u}$$

Applying Grönwall’s inequality, the perturbation in the identity metric then satisfies the growth bound:

$$\|\delta u(t)\|_{t,u(t)} \leq e^{\lambda t} \|\delta u(0)\|_{0,u(0)} \implies \|\delta u(t)\| \leq C^2 e^{\lambda t} \|\delta u(0)\|$$

Applying the fundamental theorem of calculus for Fréchet spaces as in Ladas and Lakshmikantham [1972] (5.4), we can conclude that any two solutions $u_1(t), u_2(t)$ are contracting with rate $\lambda$ after a finite overshoot. \qed
3.4. Contraction in latent complex-valued spaces

Many systems are best described in complex vector spaces, either intrinsically or by complexification. Prior work on logarithmic norms and semi-inner products for incremental stability analysis (e.g. Aminzare and Sontag [2013, 2014]; Söderlind [2006]; Ladas and Lakshmikantham [1972]) generally assumes the underlying field is real, which makes the right- and left-Gateaux differentials in the expression:

\[
(u, v)_+ = \|u\| \lim_{h \to 0^+} \frac{\|u + hv\| - \|u\|}{h}
\]

(24)

well-defined. However, the extension of this Gateaux formula SIP to complex Banach spaces, in the sense of Gateaux-holomorphic functionals, is problematic since the norm is not complex-(Gateaux-) differentiable (e.g. \(|z|^2, z \in \mathbb{C}\)).

We list some solutions to this issue. First, we can simply choose a Banach space \(V\) whose norm \(\|\cdot\|_V\) is Gateaux-differentiable (the left- and right-limits in (24) are equal), e.g. \(L^p\) for \(1 < p < \infty\). Then,

\[
(u, v)_{V(\mathbb{C})} := (u, v)_{V(\mathbb{R})} + i(u, iv)_{V(\mathbb{R})}
\]

(25)

induces a true semi-inner product on the complex space \(V(\mathbb{C})\) in the sense of complex-homogeneity (see Proposition 28, Zhang et al. [2009] for proof). In this case, we have that

\[
M_{V(\mathbb{C})}(f) = \sup_{u \neq v} \frac{\text{Re}(u - v, f(u) - f(v))_{V(\mathbb{C})}}{\|u - v\|^2} = \sup_{u \neq v} \frac{(u - v, f(u) - f(v))_{V(\mathbb{R})}}{\|u - v\|^2} = M_{V(\mathbb{R})}(f)
\]

thus the contraction rate is unchanged.

If the norm is not \(G\)-differentiable (e.g. \(L^1\)), we may invoke a comparison argument with contraction in a complex Hilbert space (e.g. \(L^2(\mathbb{C}^n)\)) as we describe in Section 3.5, and measure the contraction rate of the linearization, which reduces to the \(L^2\)-logarithmic norm:

\[
M_2(Df(u)) = \sup_{v \in V} \frac{\text{Re}\langle v, Df(u)v \rangle}{\langle v, v \rangle}
\]

(26)

(If additionally (26) is weighted by \(\Theta(t, u)\) as in (22), then

\[
M(t, u) = \Theta(t, u)^* \Theta(t, u)
\]
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is the Riemannian metric on $L^2$ with respect to which geodesic contraction is guaranteed.

Finally, we can measure the contraction rate of the linearization at all points, but split into two operators representing the real and complex parts:

$$\frac{d}{dt} \begin{bmatrix} \delta u_r \\ \delta u_i \end{bmatrix} = \begin{bmatrix} F_r & -F_i \\ F_i & F_r \end{bmatrix} \begin{bmatrix} \delta u_r \\ \delta u_i \end{bmatrix}$$

where $F_r$ is a shorthand for $\text{Re}[Df_t(u)]$. We then apply a suitable norm on the product space $\text{Re}[V]^2$ and measure the contraction rate in this norm, either directly or by using the feedback combination properties (section 5.2). Contraction in this product norm implies contraction in the complex space $V$, but the converse may not be true for general norms on $V$ and $\text{Re}[V]^2$.

### 3.5. $L^p$ estimates from $L^2$ contraction

We now show some cases in which the $L^p$ contraction rate estimated in $L^2$, which is often easier to calculate by the simple formula (26) on the linearization.

Let $E \subset \mathbb{R}^n$ be a finite-measure set (we use $m$ to denote the Lebesgue outer measure) and $\dot{u} = f(t, u)$ an ODE on $V = L^p(E)$. Let $\delta u(t) = T_{u(t)}V$ be any perturbation of a solution. Throughout, we assume the following $L^2$ contraction rate to be finite:

$$\lambda_2 := \sup_t M_2(f_t)$$  \hspace{1cm} (27)

**Case 1 $\leq p < 2$.** By Hölder’s inequality, we have

$$\|\delta u(t)\|_p \leq m(E)^{\frac{1}{p} - \frac{1}{2}} \|\delta u(t)\|_2 \leq m(E)^{\frac{1}{p} - \frac{1}{2}} e^{\lambda_2 t} \|\delta u(0)\|_2$$  \hspace{1cm} (28)

Thus, for initial conditions $u_1, u_2 \in L^p \cap L^2$, we can bound their $p$-distance at $t$ as a constant multiple of their initial 2-distance. This does not give us global contraction in $L^p$ since in general, $\|\delta u(0)\|_2$ may be infinite despite finite $L^p$ initial conditions (e.g. $p = 1$, $E = [0, 1]$, $\delta u(0, x) = x^{-1/2}$).

However, we can make this result more precise in the Banach space $L^p(E) \cap L^2(E)$ with the norm $\|\cdot\|_{p,2} = \max(\|\cdot\|_p, \|\cdot\|_2)$:

$$\|\delta u(t)\|_{p,2} \leq \max(1, m(E)^{\frac{1}{p} - \frac{1}{2}}) e^{\lambda_2 t} \|\delta u(0)\|_2 \leq \max(1, m(E)^{\frac{1}{p} - \frac{1}{2}}) e^{\lambda_2 t} \|\delta u(0)\|_{p,2}$$

We can also extend this to contraction in a weighted inner-product (see section 3.3) as follows. Let $\Theta(t, u) \in C^1(\mathbb{R}^+ \times L^2(E), GL(L^2(E)))$ and
suppose the contraction rate $\lambda^\Theta_2$ is with respect to this weight. Define $C_\Theta = \|\Theta(0, u(0))\| \sup_t \|\Theta(t, u(t))\|^{-1}$. Then by the same argument as in Section 3.3,

$$\|\delta u(t)\|_{p,2} \leq C_\Theta \max(1, m(E)^{1/p - 1/2}) e^{\lambda^\Theta_2 t} \|\delta u(0)\|_{p,2}$$

**Case 2 $< p \leq \infty$.** Here we make the assumption that there exists an $L^\infty$ bounding box for $u(t)$, i.e. $\sup_t \|\delta u(t)\|_{\infty} = B < \infty$. By H"{o}lder again,

$$\|\delta u(t)\|_{p} \leq \|\delta u(t)\|_{\infty}^{1-\frac{2}{p}} \|\delta u(t)\|_2^{\frac{2}{p}} \leq B^{1-\frac{2}{p}} (e^{\lambda_2 t} \|\delta u(0)\|_2^{\frac{2}{p}})$$

$$\leq B^{1-\frac{2}{p}} \left(e^{\lambda_2 t} m(E)^{1/2 - \frac{1}{p}} \|\delta u(0)\|_p\right)^{\frac{2}{p}}$$

We can also extend this to a weighted space, with $\Theta, \lambda^\Theta_2, C_\Theta$ as before:

$$\|\delta u(t)\|_{p} \leq B^{1-\frac{2}{p}} \left(C_\Theta e^{\lambda_2 t} m(E)^{1/2 - \frac{1}{p}} \|\delta u(0)\|_p\right)^{\frac{2}{p}}$$

4. Contraction to invariant subsets

We now apply contraction in weighted semi-inner products to derive several notions of contraction to subsets (vector subspaces as in Pham and Slotine [2007] and submanifolds as in Manchester and Slotine [2017]) for dynamics in Banach spaces.

4.1. Contraction to a subspace

**Theorem 5** (Contraction to subspaces via weighted semi-inner products).

Let $V$ be a Banach space, and $P$ a bounded linear projection operator on $V$ (i.e. $P^2 = P$). Let $Q = I - P$, and $M^Q(A) = \sup_{v \in V} \frac{(Qv,QAw)}{\|Qv\|^2}$ be the $Q$-weighted contraction rate. Let $\dot{u} = f(t,u)$ and suppose that:

1. im$(P)$ is a flow-invariant subspace of $u(t)$
2. $\sup_{t,u \in V} M^Q(Df_t(u)) = \lambda 0$

Then, $u(t)$ is contracting to the subspace im$(P)$ in the set distance $d(u, \text{im}(P)) = \inf_{v \in \text{im}(P)} \|u - v\|$.

**Proof.** $P$ gives a decomposition of $V$ into a direct sum of closed subspaces as $V = \text{im}(P) \oplus \ker(P)$; moreover, $Q$ is also a projection, and satisfies im$(Q) = \ker(P)$. Consider the projected system $v = Qu$ with dynamics

$$\dot{v} = Qf(t,u) = Qf(t,v + Pu)$$

(29)

By hypothesis:
1. Since $\text{im}(P)$ is a flow-invariant subspace of $u(t)$, we have
\[ Qf(t, Pv) = 0 \quad \forall t, v \in V \] (30)
thus $v(t)$ has a fixed point at $v = 0$.

2. Since $u(t)$ is contracting in the $Q$-weighted SIP, we have
\[ \sup_{t, u, w \in V} M^Q(Df_t(u)) = \sup_{t, u, w \in V} \frac{(Qw, QDf_t(u)w)_+}{\|Qw\|^2} < 0 \] (31)
Then by linearity, $\delta v = Q\delta u$, and $v(t)$ is contracting; that is, a perturbation $\delta v$ with dynamics
\[ \frac{d}{dt} \delta v = QDf_t(u)\delta v \]
is exponentially stable.

Thus, all solutions $v(t)$ of (29) approach the fixed point 0 exponentially. Then, $u(t)$ is contracting to the subspace $\text{im}(P)$.

Note that in the $L^2$ case, if $Q = A^*A$ such that $AA^* = I$, then (31) reduces to:
\[ M^Q(Df_t(u)) = \sup_{w \in V} \frac{\text{Re}(Qw, QDf_t(u)w)}{\langle Qw, Qw \rangle} = \sup \text{Re}[\text{Spec}(ADf_t(u)A^*)] \]
which reduces to the prior known condition in $\mathbb{R}^n$ given by Pham and Slotine [2007] $ADf_t(u)A^T < 0$. On the other hand, (31) does not require a notion of orthogonality or self-duality.

We can further relax condition (31) to contraction in a latent space. Let $\Theta(t, v) : C^1(\mathbb{R}^+ \times V, GL(V))$ be a uniformly bounded family of operators as in 3.3; if the $\Theta$-weighted linearized $v$ dynamics are contracting in the $Q$-weighted SIP,
\[ \sup_{t, u \in V} M^Q((\dot{\Theta}_t(u) + D\Theta_t(u)Df_t(u))\Theta_t(u)^{-1}) < 0 \] (32)
then by 3.3, $u(t)$ is contracting to the subspace $\text{im}(P)$ after a finite overshoot.
4.2. Contraction to a submanifold

We now generalize contraction to submanifolds in \( \mathbb{R}^n \) as explored in control contraction metrics (Section 5, Manchester and Slotine [2017]) to sufficient conditions for contraction to Hilbert and Banach submanifolds.

We give a first result for Hilbert submanifolds, and then extend to Banach spaces using weighted SIPs as in 3.3. As noted earlier, calculating the (weighted) contraction rate is often easier in \( L^2 \); thus, we can also combine the following results with \( L^p \) comparison (3.5) and a suitable embedding of a Hilbert submanifold \( M \) to obtain asymptotic convergence to submanifolds in \( L^p \). We subsequently give the general result for Banach submanifolds.

**Theorem 6** (Contraction to submanifolds via weighted SIPs). Let \( \phi \in C^\infty(V, W) \) be a total smooth map between Hilbert spaces \( V, W \) such that 0 is a regular value (see Lang [2012]) of \( \phi \) (for all points in the zero set \( u \in \phi^{-1}(0) \), \( D\phi(u) \) is surjective). Let \( M = \phi^{-1}(0) \), which is a time-invariant \( \dim(W) \)-submanifold of \( V \).

Define the weighted inner product:

\[
\langle x, y \rangle_\phi := \langle D\phi(u)x, D\phi(u)y \rangle_W
\]

as well as the associated Hilbert-space contraction rate \( M^\phi \) (we drop the argument \( u \) for conciseness, although (33) is smoothly \( u \)-varying).

Let \( \dot{u} = f(t, u) \) be a differentiable vector field on \( V \), and suppose that:

1. \( \forall u \in M, t \geq 0, \) we have \( D\phi(u)f(t, u) = 0 \)
2. \( u(t) \) is differentially contracting in the \( \phi \)-weighted inner product (33):

\[
\sup_{t, u} M^\phi(Df_t(u)) = \lambda < 0
\]

Then \( u(t) \) asymptotically approaches the manifold \( M \).

**Proof.** We show that \( u(t) \to M \) by showing that \( \phi(u(t)) \) is contracting to 0. By hypotheses, we have:

1. \( \phi(u(t)) \) has a fixed point at 0, by either of the following equivalent conditions (compare to the linear version (29)):

\[
\forall u \in M, t \geq 0, \quad \left\{ \begin{array}{l}
\frac{d}{dt}\phi(u) = D\phi(u)f(t, u) = 0 \\
f(t, u) \in T_uM = \ker(D\phi(u))
\end{array} \right.
\]

This states that the dynamics are tangent to \( M \), i.e. \( M \) is an invariant manifold of \( v(t) \).
2. Next, define \( v = \phi(u) \); a perturbation \( \delta u \in T_u V \) propagates as \( \delta v = D\phi(u)\delta u \). Then,

\[
\frac{d}{dt} \left( \frac{1}{2} \| \delta v \|^2 \right) = \Re \langle D\phi(u)\delta u, D\phi(u)Df_t(u)\delta u \rangle_W \tag{35}
\]

By substitution of (33) into (35), we have:

\[
\frac{d}{dt} \| \delta v \|^2 = 2 \Re \langle \delta u, Df_t(u)\delta u \rangle \phi \| \delta v \|^2 \leq 2M^\phi(Df_t(u)) \| \delta v \|^2 \tag{36}
\]

\[
\leq 2\lambda \| \delta v \|^2 \tag{37}
\]

Together, (34) and (36) imply that \( \phi(u(t)) \rightarrow 0 \) exponentially and thus \( u(t) \) is contracting to the submanifold \( \mathcal{M} = \phi^{-1}(0) \). \( \square \)

4.2.1. Banach submanifolds

Result (36) can also be extended to Banach spaces \( V, W \) using weighted semi-inner products (22) and the Dini identity (7) analogously to section 3.3.

**Theorem 7** (Contraction to Banach submanifolds). Let \( \phi \) be as in 6 and define the weighted semi-inner product:

\[
(x, y)_\phi := (D\phi(u)x, D\phi(u)y)_+ \tag{38}
\]

letting \( M^\phi \) be the associated weighted contraction rate. Let \( \dot{u} = f(t, u) \) and suppose:

1. \( \forall u \in M, t \geq 0 \), we have \( D\phi(u)f(t, u) = 0 \)
2. \( u(t) \) is differentially contracting in the \( \phi \)-weighted semi-inner product (38):

\[
\sup_{t,u} M^\phi(Df_t(u)) = \lambda < 0
\]

Then \( u(t) \rightarrow \mathcal{M} = \phi^{-1}(0) \).

**Proof.** Let \( u(t) \) be a solution, \( v(t) = \phi(u(t)) \), and \( \delta u, \delta v \) be perturbations as before. Applying the Dini identity (7) to the perturbation dynamics \( \delta v(t) \), we have:

\[
D_t^+ \| \delta v \| = \frac{(\delta v, \frac{d}{dt} \delta v)}{\| \delta v \|^2} \| \delta v \| = \frac{(D\phi(u)\delta u, D\phi(u)Df_t(u)\delta u)_\phi}{\| D\phi(u)\delta u \|^2} \| \delta v \|
\]

\[
= \frac{(\delta u, Df_t(u)\delta u)_\phi}{\| \delta u \|^2_{\phi(u)}} \| \delta v \| \leq M^\phi(Df_t(u)) \| \delta v \| \tag{39}
\]
Then by hypothesis (2), since $M\phi(Df(u)) < 0$ uniformly, $v(t)$ is contracting, and by hypothesis (1), $\mathcal{M}$ is an invariant manifold. Thus, $\phi(u(t)) \to 0$ and therefore $u(t)$ approaches the submanifold $\mathcal{M} = \phi^{-1}(0)$.

Condition (39) can also be extended using weighted norms (22). We can apply an outer (time-invariant) weight $\Theta(v)$ to the $\delta v$ dynamics via the weighted semi-inner product

$$(x, y)_{+}^{\Theta, \phi} = (\Theta(v)D\phi(u)x, \Theta(v)D\phi(u)y)_{+}$$

Then by results in section 3.3, if the associated contraction rate is negative,

$$\sup_{t,u} M^{\Theta, \phi}(Df(u)) < 0$$

then $v(t)$ is contracting to 0 and $u(t)$ is contracting to $\mathcal{M}$ after a finite overshoot.

We note that both in the cases of contraction to subspaces (31) and submanifolds (39), the sufficient condition is a negative contraction rate in a weighted semi-inner product, with the primary difference being a uniform or space-varying weight.

4.2.2. Order reduction, discovery of attractors

Suppose we have an autonomous system $\dot{v} = f(v)$, and we would like to investigate the existence of particular attractors. The submanifold contraction condition (39) suggests a discovery procedure for any submanifold attractors via functional optimization. Let $W$ be a chosen target space of dimension $n$; then, if the following (nonconvex, nonlinear) problem (with $M^{\Theta, \phi}$ defined as in (40)):

$$\min_{\phi \in C^\infty(V, W), \Theta \in C^1(W, GL(W))} \sup_{v \in V} M^{\Theta, \phi}(Df(v)) + \sup_{v \in V} \|D\phi(v)f(v)\|$$

over $\sup_{v \in V} \|D\phi(0)f(v)\| = n$

is feasible with objective less than 0, the $n$-dimensional submanifold $\mathcal{M} = \phi^{-1}(0)$ is an attractor for the system. We can also replace minimization over the total space $V$ with some closed convex subset $W \subset V$ to establish $W$ as a basin of attraction. For work on related convex formulations for $\Theta$ in the finite-dimensional setting, we refer the reader to control contraction metrics Manchester and Slotine [2017].
5. Inheritance of contraction properties

We now extend the development of combination properties (Lohmiller and Slotine [1998], 3.8) of contraction rates of composite dynamical systems in Banach spaces, using properties of the semi-inner product such as subadditivity and positive scalar homogeneity (see Lumer [1961]).

5.1. Additive combinations

**Theorem 8.** Let two dynamical systems in a common Banach space $V$ be given by

$$\dot{u}_1 = f_1(t, u_1), \quad \dot{u}_2 = f_2(t, u_2)$$

with $f_1, f_2 \in C^1(\mathbb{R}^+ \times V, V)$. Suppose that the systems are both contracting in the same weighted (22) semi-inner product:

$$\min(M^{\Theta}(Df_{1,t}(u_1)), M^{\Theta}(Df_{2,t}(u_2))) = \lambda$$

Then any linear combination of the form:

$$\dot{u} = g(t, u) := \alpha_1(t)f_1(t, u) + \alpha_2(t)f_2(t, u)$$

with $0 \leq \sup_t \max(\alpha_1(t), \alpha_2(t))$ and $0 < \epsilon := \inf_t (\alpha_1(t) + \alpha_2(t))$ is contracting.

**Proof.** Noting that sub-additivity of the semi-inner product (5.2, Söderlind [2006]) carries over to the weighted SIP (22), the contraction rate of the composite system satisfies:

$$M^{\Theta}(Dg_t(u)) \leq \alpha_1(t)M^{\Theta}(Df_{1,t}(u)) + \alpha_2(t)M^{\Theta}(Df_{2,t}(u)) \leq 2\epsilon\lambda$$

5.2. Feedback combinations

5.2.1. Skew-adjoint coupling in Hilbert spaces

We first consider the case of a feedback coupling in Hilbert spaces $H_1, H_2$ having a skew-adjoint form, generalizing the $\mathbb{R}^n$ case from (3.8.2, Lohmiller and Slotine [1998]). We endow the product space $H = H_1 \times H_2$ with an inner product induced by the sum:

$$\langle (f_1, f_2), (g_1, g_2) \rangle_H = \langle f_1, g_1 \rangle_{H_1} + \langle f_2, g_2 \rangle_{H_2}$$

also known as the direct sum $H_1 \oplus H_2$. 22
Theorem 9. Let two dynamics \( u_1(t), u_2(t) \) in \( H_1, H_2 \) have the skew-adjoint feedback coupling:

\[
\begin{align*}
\dot{u}_1 &= f_1(t, u_1, u_2) \\
\dot{u}_2 &= f_2(t, u_1, u_1)
\end{align*}
\]

\[ J_{12}(t, u_1, u_2) = -J_{21}(t, u_1, u_2)^* \]

where \( J \) is the Jacobian of \((f_1, f_2)\). The feedback system is contracting in \( H \) if and only if both \( u_1, u_2 \) are contracting in \( H_1, H_2 \).

Proof. Let \( u = (u_1, u_2) \) and \( f = (f_1, f_2) \) represent the composite system with dynamics \( \dot{u} = f(t, u) \) in \( H \). Its contraction rate is

\[
M(Df_i(u)) = \sup_{\|v\|_H = 1} \text{Re} \langle J(t, u)v, v \rangle_H
\]

\[
= \sup_{\|v\|_H = 1} \text{Re} \left\langle \begin{bmatrix} J_{11}(t, u) & J_{12}(t, u) \\
-J_{12}(t, u) & J_{22}(t, u) \end{bmatrix} \begin{bmatrix} v_1 \\
v_2 \end{bmatrix}, \begin{bmatrix} v_1 \\
v_2 \end{bmatrix} \right\rangle_H
\]

\[
= \max(\text{Re}[W(J_{11}(t, u))], \text{Re}[W(J_{22}(t, u))])
\]

Thus, the composite system is contracting if and only if the individual systems are contracting.

5.2.2. Zero-range coupling in Banach spaces

We now consider a generalization of a skew-adjoint feedback coupling (42) to Banach spaces via the semi-inner product numerical range.

Definition: Zero-range operator

Recall that the numerical range (Definition 4, Lumer [1961]) of an operator \( A \in \mathcal{B}(V) \) associated with a semi-inner product \((\cdot, \cdot)_+\) on a Banach space \( V \) (see (5)) is defined as

\[
W(A) = \{(v, Av)_+ | \|v\| = 1\}
\]

We call \( A \) zero-range if \( \text{Re}[W(A)] = \{0\} \).

Note that if \( V \) is a Hilbert space, \( A \) is a zero-range operator if and only if it is skew-adjoint. Unlike the Hilbert-space feedback coupling, we do not
have an equivalence due to subadditivity of the semi-inner product, but two slightly different assumptions in each direction as we describe below.

Suppose we have $n$ dynamics in Banach spaces $V_1, ..., V_n$ let and $u = (u_1, ..., u_n)$:

$$
\dot{u}_i = f_i(t, u)
$$

where the Jacobian of this feedback system is denoted by a matrix of bounded linear operators $J_{ij}(t, u) = \frac{\partial f_i}{\partial u_j}(t, u)$. Let $V = \prod_i V_i$ be given any $\ell^p$ norm

$$
\|v\|_V = \left(\sum_i \|v_i\|_{V_i}^p\right)^{1/p}, \quad 1 \leq p \leq \infty
$$

**Theorem 10** (Feedback contraction from individual contraction). Let $u_1 ... u_n$ and $J$ be as above, and suppose the individual dynamics (i.e. the diagonal terms) are contracting:

$$
\forall i, \quad \lambda_i := \sup_{t, u \in V} M(J_{ii}(t, u)) < 0
$$

Then the feedback system $u(t)$ is contracting in $V$.

**Proof.** A perturbation $\delta u \in V$ in the feedback system satisfies the growth bound:

$$
\|\delta u(t)\|_V \leq \left(\sum_i \|v_i\| e^{p\lambda_i t}\right)^{1/p} \leq \|\delta u(0)\|_V e^{\max_i \lambda_i t}
$$

hence the feedback system is contracting. \qed

In the opposite direction, we have:

**Theorem 11** (Individual contraction from feedback contraction). Let $u_1 ... u_n$ and $J$ be as above, and decompose the Jacobian as $J = D + F$, where $D$ is the diagonal (self-exciting) components and $F$ is the off-diagonal (feedback) components. Suppose that:

1. $F$ is zero-range, i.e. $\text{Re}(v, F(t, u)v)_+ = 0$ for all $t \geq 0$ and $u, v \in V$

2. $M_V(D(t, u)) + M_V(F(t, u)) < 0$

Then each system $u_i(t)$ is contracting in $V_i$. 24
Proof. Together (1) and (2) imply that both the diagonal and composite system are contracting in $V$, i.e. $M_V(D(t, u)) < 0$ and $M_V(J(t, u)) < 0$.

In the $\ell^p$ norm on $V$, the $V$-operator norm of $D$ is $\|D\|_{B(V)} = \max_i(\|D_{ii}\|_{B(V_i)})$. Hence,

$$0 > M_V(D(t, u)) = \lim_{h \to 0^+} \frac{1}{h} \left( \max_i \left( \|I + hD_{ii}(t, u)\|_{B(V_i)} \right) - 1 \right) \quad (46)$$

thus, the individual systems are contracting (45).

However, we note that a converse statement (that $F$ is zero-range if the individual systems and feedback system are contracting) is not possible in general due to sub-additivity of the SIP.

5.3. Feedforward combinations

**Theorem 12.** Let two dynamics in Banach spaces $V_1, V_2$ be:

$$\dot{u}_1 = f_1(t, u_1)$$
$$\dot{u}_2 = f_2(t, u_1, u_2)$$

Suppose that:

1. $\dot{u}_1$ is contracting: $\sup_{t, u_1} M \left( \frac{\partial f_1}{\partial u_1}(t, u_1) \right) = \lambda_1 < 0$

2. The self-excitation of $u_2$ is contracting: $\sup_{t, u_1, u_2} M \left( \frac{\partial f_2}{\partial u_2}(t, u_1, u_2) \right) = \lambda_2 < 0$

3. The feedforward coupling is uniformly bounded:

$$\sup_{t, u_1, u_2} \left\| \frac{\partial f_2}{\partial u_1}(t, u_1, u_2) \right\|_{B(V_1, V_2)} = B < \infty$$

Then the system $u_2(t)$ is contracting in $V_2$.

Proof. Applying the Dini identity (7) to a perturbation $\delta u_2 \in T_{u_2}V_2$, we obtain the growth bound:

$$D_t^+ \|\delta u_2(t)\| \leq \left( \delta u_2, \frac{\partial f_2}{\partial u_1}(t, u_1, u_2)\delta u_1 \right)_+ + \left( \delta u_2, \frac{\partial f_2}{\partial u_2}(t, u_1, u_2)\delta u_2 \right)_+ \|\delta u_2\|$$

$$\leq B \|\delta u_1(t)\| + \lambda_2 \|\delta u_2(t)\| \leq Be^{\lambda_1 t} \|\delta u_1(0)\| + \lambda_2 \|\delta u_2\|$$

$$\implies \|\delta u_2(t)\| \leq \|\delta u_2(0)\| e^{\lambda_2 t} + \frac{B \|\delta u_1(0)\|}{\lambda_1 + \lambda_2} e^{\lambda_1 t}$$
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where we used subadditivity and Cauchy-Schwarz of the semi-inner product (Definition 1, Lumer [1961]). Thus, \( u_2 \) is contracting after a finite overshoot. 

This extends a same result for finite-dimensional systems with the \( \ell^2 \) norm (2.3, Manchester and Slotine [2014]).

5.4. Linear continuum couplings

We now consider additive couplings on a continuum.

Let \( V \) be a Banach space and \( K \subset \mathbb{R}^n \) a closed \( n \)-cell with side length \( \ell \). Let \( u(t, x) : \mathbb{R}^+ \times K \to V \) be a continuum system of trajectories in \( X \), with dynamics defined by:

\[
\frac{\partial}{\partial t} u(t, x) = f(t, x, u) \tag{47}
\]

with \( f \) continuously differentiable. Let \( v(t) \in V \) be defined as the linear combination

\[
v(t) = \int_K \varphi(x) u(t, x) dx \tag{48}
\]

where \( \varphi : K \to \mathbb{R} \) is a weight function and \( \int \) is the Bochner integral.

**Theorem 13** (Continuum coupling with positive weight). Let \( u(t, x), v(t) \) be as in (47) and (48), and suppose that:

1. \( \varphi \geq 0 \) on \( K \)
2. \( \int_K \varphi > 0 \)
3. \( f \) has the point-wise contraction rate:

\[
\sup_{t, x, u} M_{f_{t,x}} = \lambda
\]

where \( f_{t,x}(u) = f(t, x, u) \).

Then, \( v(t) \) is contracting in \( V \).

**Proof.** Since \( K \) has finite measure, we can exchange \( \partial_t \) and \( \int \) by Hille’s theorem (see 1.19, Van Neerven [2008]) to obtain the \( v \) dynamics:

\[
\dot{v} = \int_K \varphi(x) f(t, x, u) dx \tag{49}
\]
Then by sub-additivity and homogeneity of $M$ for nonnegative scalars,
\[
\sup_t M \left( \int_K \varphi(x) f_{t,x} \, dx \right) \leq \sup_t \int_K \varphi(x) M(f_{t,x}) \, dx \leq \lambda \int_K \varphi(x) \, dx = c\lambda
\]
for some $c > 0$. Thus, point-wise contraction implies combined contraction under the weight $\varphi$.

6. Symmetries in contracting dynamics

We now consider properties of integral curves of vector fields which are contracting in some weighted semi-inner product and also possess some symmetry. These notions were developed by Russo and Slotine [2011] for $\mathbb{R}^n$, which we extend in several ways to dynamics in Banach spaces.

6.1. Spatial symmetries

**Theorem 14.** Let $\dot{u} = f(t, u)$ in a Banach space $V$, and $\Gamma \leq GL(V)$ a subgroup of bijective bounded linear operators on $V$ such that $f$ is $\Gamma$-equivariant in space:

\[
\forall T \in \Gamma, u \in V, t \geq 0, \quad f(t, T u) = T f(t, u) \tag{50}
\]

If $f$ is contracting with respect to some weighted semi-inner product $M^\Theta$, then $u(t)$ approaches a single $\Gamma$-invariant vector exponentially fast.

**Proof.** Define the set of solutions at time $t$ as $S(t) = \{ \phi(0, t, u) \mid u \in V \}$, where $\phi$ is the solution operator generated by $f$ (see 2.1). By the equivariance (50), we have

\[
\dot{u} = f(t, u) \implies T \dot{u} = T f(t, u) = f(t, T u)
\]

implying that $u \in S(t) \implies T u \in S(t)$, thus $S(t)$ is $\Gamma$-invariant for all $t$.

By the contraction hypothesis, $S(t)$ is then contracting after a finite overshoot to a single solution $u_\ast(t)$ which is $\Gamma$-invariant.

6.1.1. Nonlinear symmetries

The previous result extends straightforwardly to non-linear symmetries.

Suppose $\Gamma \subset C^1(X)$ is more generally a group of diffeomorphisms, such that $f$ is differentially equivariant:

\[
\forall h \in \Gamma, u \in V, t \geq 0, \quad f(t, h(u)) = Dh(u) f(t, u) \tag{51}
\]
We note that this equivariance condition (51) also appears in an unpublished manuscript by Boffi and Slotine [2021]. Then, for any $h \in \Gamma$ we have $\frac{d}{dt} h(u) = Dh(u) \dot{u} = f(t, h(u))$, thus $S(t)$ is $\Gamma$-invariant. Finally, if $M^\Theta(f_t) < 0$ for some weight $\Theta$, $S(t)$ approaches a single solution $u_*(t)$ which is a fixed point of each $h \in \Gamma$.

6.1.2. Contraction to a $\Gamma$-invariant subspace

Suppose we only wish to show that $u(t)$ approaches some $\Gamma$-invariant solution rather than a unique one; we apply contraction in a weighted semi-inner product to do so.

**Theorem 15.** Let $\Gamma \leq GL(V)$ and $\dot{u} = f(t, u)$ be $\Gamma$-equivariant as in 6.1. Define the $\Gamma$-invariant subspace:

$$V_\Gamma = \{ u \in V \mid Tu = u \forall T \in \Gamma \}$$

and suppose that $\dim(V_\Gamma) < \infty$. Then, there exists some weight $\Theta$ such that if $M^\Theta(f_t) < 0$, solutions $u(t)$ approach $V_\Gamma$ exponentially fast.

**Proof.** By the Hahn-Banach theorem, $\dim(V_\Gamma) < \infty$ guarantees the existence of a bounded linear projection operator $P$ with $\text{im}(P) = V_\Gamma$ (see Randrianantoanina [2001]).

By $\Gamma$-equivariance, we have that:

$$\forall T \in \Gamma, u \in V, t \geq 0, \quad Tf(t, Pu) = f(t, TPu) = F(t, Pu)$$

implying that $QF(t, Pu) = 0$ for all $t, u$ (where $Q = I - P$). Thus $V_\Gamma$ is a flow-invariant subspace of $u(t)$.

Finally, applying the results for contraction to an invariant subspace (see 4.1) contraction in the $Q$-weighted semi-inner product $M^Q(f_t) < 0$ implies that $u(t)$ is contracting to $V_\Gamma$. 

We can also extend this to (outer) $\Theta$-weighted SIPs as in (32) to obtain contraction to $V_\Gamma$ after a finite overshoot.

**Example:** Periodic heat equation

Let $\partial_t u = \Delta u$ on the torus $\mathbb{T}^n = \mathbb{R}^n / \mathbb{Z}^n$, and $\Gamma$ be a group of bounded linear translation operators. We have $\Delta T = T \Delta$ for all $T \in \Gamma$, and $\mu(\Delta) < 0$ in $L^2_0(\mathbb{T}^n)$, the set of mass-zero square-integrable functions (see Proposition 6.1, Söderlind [2006] for the contraction rate); thus $u$ tends to a $\Gamma$-invariant solution. Since $\Gamma$ was arbitrary, this is an alternate proof that harmonics on $\mathbb{T}^n$ are translation-invariant.
6.2. Spatio-temporal symmetries

**Theorem 16.** Let $\Gamma \leq GL(X)$ be a cyclic subgroup of order $k$ generated by a bijective bounded linear operator $T$, and $\dot{u} = f(t, u)$ with the $\Gamma$-spatiotemporal symmetry

$$\forall T \in \Gamma, u \in V, t \geq 0, \quad f(t, Tu) = Tf(t + \Delta t, u)$$

(52)

for some $\Delta t > 0$. If $f$ is contracting in some weighted semi-inner product,

$$\sup_t M^{\Theta}(f_t(x)) = \lambda < 0$$

(53)

then solutions $u(t)$ asymptotically approach a $k\Delta t$-periodic function.

**Proof.** By the symmetry (52), we have that $f(t, u) = f(t + k\Delta t, u)$ for all $t, u$. Thus, if $u(t)$ is a solution, then letting $s = t + k\Delta t,$

$$\dot{u}(s) = T^k \dot{u}(s) = T^k f(s, u(s)) = f(t, T^k u(s)) = F(t, u(s))$$

implying that $u(s) = u(t + k\Delta t)$ is also a solution, i.e. $S(t)$ is $k\Delta t$-translation invariant (letting $S(t)$ be the set of solutions at time $t$ as in 6.1).

By the contraction hypothesis, $S(t)$ asymptotically approaches a single solution. Thus, for any $m, n \in \mathbb{N}$ we have:

$$\|u(t + mk\Delta t) - u(t + nk\Delta t)\| \leq e^{\lambda \min(m,n)k\Delta t} \|u(t + k\Delta t) - u(t)\|$$

implying that $\{u(t + nk\Delta t)\}_n$ is a Cauchy sequence. Since $V$ is a Banach space and thus complete, this implies $\lim_{n \to \infty} u(t + nk\Delta t) = p$ for some $p \in V$. As this is true for arbitrary $t$, we have that solutions converge to a periodic function with period $k\Delta t$. \qed

6.2.1. Nonlinear symmetries

The previous result (16) extends to nonlinear spatiotemporal symmetries as follows.

**Theorem 17.** Let $h$ be a diffeomorphism on $V$ which generates a cyclic group of maps of order $k$ by the fixed point condition $(h \circ \ldots \circ h)(u) =: h^k(u) = u$ for all $u \in V$. Suppose there exists $\Delta t > 0$ such that for all $n \leq k$, the dynamics satisfy the differential spatiotemporal symmetry:

$$\forall u \in V, t \geq 0, \quad f(t, h^n(u)) = Dh^n(u)f(t + n\Delta t, u)$$

(54)

If $f$ is contracting in some weighted semi-inner product $M^{\Theta}(f_t) < 0$, then solutions tend exponentially to a $k\Delta t$-periodic function after a finite overshoot.
Proof. For any solution \( u(t) \), letting \( s = t + k\Delta t \), we have

\[
\frac{d}{ds}u(s) = \frac{d}{ds}h^k(u(s)) = Dh^k(u(s))f(s, u(s)) = f(t, h^k(u(s))) = f(t, u(s))
\]

implying that \( u(s) = u(t + k\Delta t) \) is also a solution. Applying an identical argument as in 16, the contraction hypothesis then implies convergence of \( u(t) \to u(t + k\Delta t) \).

6.2.2. Contraction to limit cycles

We now combine the criteria of differential equivariance with respect to non-linear symmetries (54) and partial contraction to a submanifold (36) to informally give generic criteria for convergence to a limit cycle in a Banach space. We do so by relaxing the condition of global contraction (53) to that of contraction to a loop.

Let \( V \) be a Banach space and \( \phi \in C^\infty(V, \mathbb{R}) \) a smooth map such that 0 is a regular value and \( \phi^{-1}(0) \) is an embedding of the unit circle \( S^1 \) in \( X \). For example,

\[
\phi(f) = (f(0)^2 + f(1)^2 - 1)^2 + \|f\|^2
\]
on \( L^2([0,1]) \) (technically, \( \phi^{-1}(0) \cong S^1 \) except on a set of measure zero). Denote this embedding by \( \hat{S}^1 = \phi^{-1}(0) \).

Let \( \dot{u} = f(t, u) \) in \( V \) and \( h : V \to V \) be any diffeomorphism, and take the coordinate transform \( v = h(u) \) with conjugate dynamics:

\[
\frac{d}{dt}v = Dh(u)\dot{u} = Dh(h^{-1}(v))f(t, h^{-1}(v)) =: g(t, v)
\] (55)

Suppose \( v(t) \) satisfies the conditions for contraction to the submanifold (39) \( \hat{S}^1 \),

1. \( \forall t \geq 0, z \in \hat{S}^1, \quad D\phi(z)g(t, z) = 0 \)
2. \( \sup_{t, v \in V} M^\phi(Dg_t(v)) < 0 \) (56)

then solutions \( v(t) \) exponentially approach the unit circle \( \hat{S}^1 \).

Next, we impose a temporal symmetry on the vector field at the loop; suppose that \( g \) is \( T \)-periodic on \( \hat{S}^1 \) for some \( T > 0 \):

\[
\forall t \in \mathbb{R}^+, \quad v \in \hat{S}^1, \quad g(t, v) = g(t + T, v)
\] (57)
which may be obtained by showing spatiotemporal symmetry \((52)\) with respect to a cyclic group of rotation operators on \(\hat{S}^1\).

Then for any solution \(v(t)\) of \((55)\) with initial condition \(v(0) \in \hat{S}^1\), we have \(v_n(t) = v(t + nT)\) and thus \(v_n(0) = v(nT)\) is also a solution for each \(n \in \mathbb{N}\). However, this does not preclude solutions which are arc-wise periodic on \(\hat{S}^1\).

Thus, to obtain a limit cycle attractor we finally impose a nonvanishing condition:

\[
\forall t \in \mathbb{R}^+, \ v \in \hat{S}^1, \ g(t, v) \neq 0
\]

which by continuity of \(g\) implies that solutions of \((55)\) cannot change orientation nor accumulate at any point on \(\hat{S}^1\).

Conditions \((57)\), \((58)\) imply that solutions starting in \(\hat{S}^1\) are \(T\)-periodic cycles on \(\hat{S}^1\) (with possibly non-unit winding number). Combined with the loop contraction condition \((56)\), this implies that solutions \(v(t)\) starting anywhere in \(V\) approach the limit cycle \(\hat{S}^1\).

Thus, the original dynamics \(u(t)\) approach a limit cycle on the (possibly non-circular) loop \(h^{-1}(\hat{S}^1)\).

6.2.3. Period synchronization in heterogeneous limit cycle systems

We now apply the condition for contraction to limit cycles in 6.2.2 to analyze phase-locking phenomena in heterogeneous coupled-oscillator systems.

Let \(V\) be a Banach space, \(u \in V^n\), and

\[
\dot{u}(t) = f(t, u)
\]

be some feedback system (see 5.2). We say that \((59)\) is a period-synchronized system of limit cycles if there exist diffeomorphisms \(h_i\) such that their conjugate dynamics \(v_i = h_i(u_i)\) as in \((55)\) are contracting to \(\hat{S}^1\) and have the temporal symmetry:

\[
\forall i, \ t \in \mathbb{R}^+, \ v \in \hat{S}^1, \ g_i(t, v) = g_i(t + T, v)
\]

for some common \(T > 0\). Since the diffeomorphisms \(h_i\) are arbitrary, we can compose arbitrary rotations \(r_i\) and time-dilations \(d_i\) of \(\hat{S}^1\) to restate \((60)\) as the equivalent (simpler) condition:

\[
\forall i, j, \ t \in \mathbb{R}^+, \ v \in \hat{S}^1, \ g_j(t, v) = g_i(t, v) = g_i(t + T, v)
\]
That is, all systems tend to the same $T$-periodic limit cycle on $\hat{S}^1$, and we may assume it is constant-speed.

Condition (61) is a point-wise property describing a system of limit cycles which is always period-synchronized; we now apply contraction to submanifolds 4.2 and subspaces 4.1 to derive sufficient conditions for eventual period-synchronization in (59).

Suppose there exist:

1. Diffeomorphisms $h_i$ such that at least one of the individual dynamics $h_i(u_i)$ is contracting to the submanifold $\hat{S}^1$ (56) and is also nonvanishing on $\hat{S}^1$ (58).

2. Angles $\theta_i$ and a corresponding a phase-shift subspace $W$:

$$W = \{[R(\theta_1)x, ..., R(\theta_n)x] \mid x \in X \} \subset V^n$$

$$\text{im}(P) = W, \ P^2 = P$$

(\text{where } P \text{ is a bounded linear projection to } W \text{ and } R(\theta_i) \text{ are planar rotation operators preserving the set } \hat{S}^1) \text{ such that the composite dynamics on the torus } (\hat{S}^1)^n \cong \hat{T}^n \text{ are contracting to } W \text{ (see 4.1). In other words, the dynamics eventually have constant helicity on } \hat{T}^n:$$

$$\sup_{t \geq 0, v \in \hat{T}^n} M^Q(Dg(t,v)) < 0$$

where $Q = I - P$ and $M^Q$ is defined as in 4.1, with the product space $V^n$ given some suitable norm (e.g. $\ell^\infty$ as in 5.2).

Then, up to diffeomorphisms, at least one system $h_i(u_i(t))$ has $\hat{S}^1$ as a limit cycle, and all others converge to time-translations of it. This implies that the original dynamics (59) have periodic attractors tending to a common period $T$ (which may in general be time-varying).

7. Applications

7.1. Well-posedness of partial differential equations

In the following, we use existence plus contraction to deduce some properties of partial differential equations.
7.1.1. Regularity for initial-value problems

Consider a PDE of the form

\[ \partial_t u = f(t, D^{\alpha_1} u, \ldots, D^{\alpha_n} u) \]  

(62)

where \( u \) is defined on a spatial domain \( \Omega = \mathbb{R}^d \) or \( \Omega = \mathbb{R}^d / \mathbb{Z}^d \) and \( \{\alpha_i\}_{i=1}^n \) are length-\( k \) multi-indices. We use the mixed-partial derivative notation:

\[ D^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}, \quad |\alpha| = \sum_i \alpha_i \]

We formally consider (62) as an ODE \( \partial_t u = F(t, u) \) on the space of compactly supported smooth functions \( C^\infty_c(\Omega) \), and suppose the existence of some smooth solution \( \phi_\ast(t) : \mathbb{R}^+ \to C^\infty_c(\Omega) \) for all time. Let \( M_{k,p} \) be the contraction rate in \( C^\infty_c(\Omega) \) with respect to the Sobolev norm \( W^k_p(\Omega) \). For example, in the case of \( p = 2 \),

\[ M_{k,2}(F_t) = \sup_{\phi_1 \neq \phi_2 \in C^\infty_c(\Omega)} \frac{\sum_{i=0}^k \text{Re}(\phi^{(j)}_1 - \phi^{(j)}_2, F(t, \phi^{(j)}_1) - F(t, \phi^{(j)}_2))}{\sum_{j=0}^k (\phi^{(j)}_1 - \phi^{(j)}_2)^2} \]  

(63)

and for \( 1 < p < \infty \), the semi-inner product is given uniquely by the Gateaux derivative of the norm (see Zhang et al. [2009]),

\[ (u, v)^{k,p} = \sum_{j=0}^{k-1} (u^{(j)}, v^{(j)})^p \]

such that the \( k, p \)-contraction rate admits a similar form to (63). If \( F \) has a maximal \( k, p \)-expansion rate \( \lambda \in \mathbb{R} \),

\[ \sup_{t \geq 0} M_{k,p}(F_t) \leq \lambda \]  

(64)

then by the existence hypothesis, any smooth initial condition \( \phi \in C^\infty_c(\Omega) \) grows in the Sobolev norm at most exponentially with rate \( \lambda \), giving the following continuous dependence on initial conditions:

\[ \|\phi(t) - \phi_\ast(t)\|_{k,p} \leq \|\phi(0) - \phi_\ast(0)\|_{k,p} e^{\lambda t} \]  

(65)

Thus, smooth initial conditions cannot lose their regularity in finite time.
If furthermore, we define an extension of (62) with $D^\alpha$ taken in the weak sense, i.e. $D^\alpha u := v$ where
\[
\int_\Omega D^\alpha u \phi dx = (-1)^{|\alpha|} \int_\Omega v D^\alpha \phi dx \quad \forall \phi \in C_c^\infty(\Omega)
\] such that $\mathcal{F}_t$ has domain $D(\mathcal{F}_t) = W^{k,p}(\Omega)$, then if $\mathcal{F}_t$ satisfies the expansion rate (64) in the weak sense, solutions to the modified equation cannot lose their weak-differentiability in finite time.

As a corollary, we can always “improve” regularity by adding a term $g$ such that, for some finite $\lambda \in \mathbb{R}$,
\[
\partial_t u = f(t, D^{\alpha_1}u, \ldots, D^{\alpha_n}u) + g(D^{\alpha_1}u, \ldots, D^{\alpha_n}u)
\]
\[
\lambda \geq \frac{(u - v, F_t(u) - F_t(v) - G(u) - G(v))_+}{\|u - v\|^2}
\]
(66)
This can also be further extended via the use of weighted $k, p$-semi-inner products $M^{\Theta}_{k,p}$ as in (22), in which case the growth bound (65) applies up to a multiplicative constant.

**Note on contractive-weak solutions.** The “regularized” equation (66) suggests a notion of weak solution in the sense of a vanishing dissipative term, in the case where the worst-case contraction rate (63) may be infinite. Suppose there exists some $g, G$ as in (66) such that:
\[
\sup_{t \geq 0} \frac{(u - v, (F_t(u) - F_t(v)) + \epsilon(G(u) - G(v)))_+}{\|u - v\|^2} \leq \lambda(\epsilon)
\]
We take the limit as $\epsilon \to 0^+$, preserving the dissipating effect of $G$, and consider a “contractive-weak” solution to be the limit
\[
u(t) \in C^0(\mathbb{R}^+ \times \Omega) \mid \lim_{\epsilon \to 0^+} u_\epsilon = u
\]
(67)
where $u_\epsilon$ is a classical solution, whose existence is assumed, to the $\epsilon g(u)$-regularized equation (66). We consider the existence of this limit in some suitable norm, e.g. $L^\infty(\mathbb{R}^+ \times \Omega)$.

This notion of weak solution, which we informally mention and whose development we leave to later work, is one possible generalization of the vanishing viscosity method inspiring viscosity solutions introduced by Crandall et al. [1992]. In the vanishing viscosity approach, $g$ is the Laplace operator $\Delta$.
which is exponentially stable for fixed boundary conditions and dissipative for Dirichlet problems in $L^2$ (see Proposition 6.1, Söderlind [2006]), while the general viscosity solution $u_* \in C^0$ to degenerate-elliptic second-order equations of the form $F(x, u, Du, D^2u) = 0$ is characterized by a comparison property for test functions of the form:

$$\Phi^\pm(x_0) = \{ \phi \in C^2(E) \mid \exists \epsilon > 0, \phi(x_0) = u_*(x_0), \pm \phi \geq \pm u_* \text{ on } N_\epsilon(x_0) \} \quad (68)$$

such that the vector field produces a monotonic (order-preserving) response:

$$\pm F(x_0, \Phi^\pm(x_0), D\Phi^\pm(x_0), D^2\Phi^\pm(x_0)) \leq 0 \quad (69)$$

for all $x_0 \in E$ (Section 2, Crandall et al. [1992]). Similarly, while (67) provides a procedure for constructing weak solutions of equations possessing $n$-th order space derivatives, a comparison principle characterizing contractive-weak solutions without constructing an explicit sequence of classical solutions may exist.

The relationship between viscosity, contractive-weak, and weak solutions in the sense of distributions remains to be characterized, while the potential benefit of a contractive-weak formulation is its applicability to general nonlinear $n$-th order equations (via $n, p$-contraction rates). This proposal of contractive-weak solutions is related to prior work by Evans [1980] which constructed weak solutions by a sequence of accretive vector fields using an $L^\infty$ weak pairing. A further extension involves relaxing (66) to contraction in some time/space-varying weighted semi-inner product space $M^\Theta$, giving contraction in the Sobolev norm after a finite overshoot.

7.1.2. Existence and uniqueness for time-independent equations

We now give sufficient conditions commonly used fixed-point arguments for showing existence and uniqueness of time-independent equations via Sobolev contraction rates. Suppose we have a time-independent equation on $W^{k,p}(\Omega)$:

$$f(u, D^{a_1}u, ..., D^{a_n}u) = 0 \quad (70)$$

with derivatives $D^a$ taken in the weak sense, and $\Omega = \mathbb{R}^n$ or $\mathbb{R}^n / \mathbb{Z}^n$. Suppose the map $F$ given by $u(x) \mapsto f(u, D^{a_1}u, ..., D^{a_n}u)(x)$ is well-defined and has domain $D(F) = W^{k,p}(\Omega)$, and has a negative $k, p$-contraction rate:

$$M_{k,p}(F) = \sup_{u \neq v \in W^{k,p}(\Omega)} \frac{\sum_{j=0}^k (D^j u - D^j v, F(D^j u) - F(D^j v))_+}{\|u - v\|_{k,p}^2} < 0$$
Then the corresponding time-dependent autonomous equation induces a contraction mapping,

$$\partial_t u = f(u, D^{\alpha_1} u, \ldots, D^{\alpha_n} u)$$

$$u \mapsto \Phi(t, u)$$

$$u_* \mapsto u_*$$

and thus by the Banach fixed-point theorem, approaches a unique fixed point $u_*$ exponentially, which is also the unique solution to (70).

**Example:** Nonlinear Poisson equation

Let $u : \Omega \to \mathbb{R}^n$ with $\Omega = [0, 1]^d$, and consider the second-order equation:

$$\Delta u + f(u) = 0 \quad (71)$$

$$u = 0 \text{ on } \partial \Omega \quad (72)$$

with $f \in C^1(\mathbb{R}^n, \mathbb{R}^n)$ and $\Delta$ defined as the continuous linear extension of the classical Laplacian densely $\nabla \cdot \nabla$ densely defined on $C_\infty^\epsilon(\Omega) \subset W_0^{1,2}$ (the Sobolev space $W^{1,2}$ with vanishing Dirichlet conditions). Applying the divergence theorem, we have:

$$M(\Delta) = \sup_{\phi \neq 0} \frac{\langle \phi, \nabla \cdot \nabla \phi \rangle}{\langle \phi, \phi \rangle} = \sup_{\phi \neq 0} \frac{\int_\Omega (\nabla \cdot (\phi \nabla \phi) - \nabla \phi \cdot \nabla \phi) d\Omega}{\langle \phi, \phi \rangle}$$

$$= \sup_{\phi \neq 0} \frac{\int_{\partial \Omega} \phi \nabla \phi \cdot d\hat{\Omega} - \langle \nabla \phi, \nabla \phi \rangle}{\langle \phi, \phi \rangle} = \sup_{\phi \neq 0} \frac{-\langle \nabla \phi, \nabla \phi \rangle}{\langle \phi, \phi \rangle} \leq -\lambda(\Omega) \quad (73)$$

for some $\lambda(\Omega) > 0$, by the Poincaré inequality. Thus, (71) has unique solutions if

$$M_2^\Theta(f) = \sup_{u \neq v \in \Omega} \frac{\text{Re}(u - v, f(u) - f(v))}{\|u - v\|^2} < \lambda(\Omega)$$

by subadditivity of $M$, in *any* invertible weight $\Theta$ (22). The typical uniqueness proof for the Poisson equation $\Delta u + f = 0$ does not apply to (71), since $f(u_1) \neq f(u_2)$ in general.

### 7.2. Reaction-diffusion systems

Let $\Omega = [0, 1]^d$, $V = W^{2,2}(\Omega)$, and consider a nonautonomous system of networked reaction-diffusion equations on $V$ with zero-flux boundary conditions:

$$\partial_t u_i = \alpha_i \Delta u_i + f_i(t, u_1, \ldots, u_n)$$

$$\hat{\Omega} \cdot \nabla_x u_i = 0 \quad (74)$$
where \( \alpha_i > 0 \) for all \( i \) and \( \partial \Omega \) is normal to the boundary. (We take the operator \( \Delta \) to be the continuous linear extension of the Laplacian \( \nabla \cdot \nabla \) densely defined on \( C_c^\infty(\Omega) \).)

**Suppression of patterns.** As noted in Aminzare and Sontag [2013]; Aminzare et al. [2014], the existence of a constant solution \( u \equiv c \) to (74) along with a contractive reactive term \( f \) implies that a Turing instability cannot exist, since the Laplacian with zero-flux conditions (74) is semi-contractive. However, we can further relax the global contraction condition \( M(f) < 0 \) to the condition of contraction to the subspace of constant functions \( \{ u \in L^2(\Omega) \mid u \equiv c \in \mathbb{R} \} \) by taking the \( L^2 \)-orthogonal projection \( P \) as in 4.1. Letting \( Q = I - P \), if

\[
Q f(t, P u) = 0
\]

\[
\sup_{t \geq 0} M^Q(f_t) < M^Q(\Delta)
\]

(with \( M^Q \) defined as in (31)) then pattern formation is suppressed. The first condition can be interpreted as the property that once synchronized, the system cannot de-synchronize.

**Excitement of patterns.** We now consider the opposite case, a continuum generalization of anti-synchrony explored by Wang and Slotine [2005], where the following two conditions are met by a two-component reaction-diffusion system. Let \( P \) be the \( L^2 \)-orthogonal projection onto \( \text{Im}(\Delta) \), and suppose:

1. There exists \( u_* \in \text{im}(P) \), \( u_* \neq 0 \) satisfying

\[
f_1(t, u_*, -u_*) = -\alpha_1 \Delta u_*
\]
\[
f_2(t, u_*, -u_*) = -\alpha_2 \Delta u_*
\]

2. The additive combination is contracting in the \( Q = I - P \)-weighed semi-inner product:

\[
\sup_{t \in \mathbb{R}^+} \left[ M^Q(D f_{1,t}(u_1, u_2)) + M^Q(D f_{2,t}(u_1, u_2)) \right] < (\alpha_1 + \alpha_2) \left| M^Q(\Delta) \right|
\]

Then, the combined dynamics \( v = u_1 + u_2 \) has a fixed point \( v_* = 0 \) by (1) and is contracting by (2) to the orthogonal complement of constant solutions. This implies a spatially inhomogeneous anti-synchronizing pattern with \( u_1 \to -u_2 \) exponentially in \( \| \cdot \|_V \).
7.3. Scalar conservation laws

Let \( x \in \Omega \) with \( \dim(\Omega) = d \) and \( u \in W^{1,p}(\Omega, \mathbb{C}) \) and consider the partial differential equation in divergence form

\[
\partial_t u + \nabla \cdot f(u) = 0
\]  

(75)

where \( f \) is a vector field (also called the flux) in \( C^2(\mathbb{R}^+ \times \mathbb{R}, \mathbb{R}^d) \), and \( \nabla = \nabla_x \) is the gradient with respect to the space variable \( x \). This equation states that the first integral \( \int_{\Omega} u \) is constant up to flux at the boundaries. The linearized dynamics of (75) are given by a family of linear maps \( A(u) \):

\[
\delta u = A(u)\delta u \quad A(u)v = -\nabla \cdot f'(u)v = -(f''(u) \cdot \nabla u + f'(u) \cdot \nabla) v
\]  

(76)

In the previous section, we considered \( f'(u) = -\nabla \), of which (75) is a kind of generalization. We first consider the case with \( p = 2 \) and \( \Omega = \mathbb{T}^d \). Applying the divergence theorem,

\[
\langle v, A(u)v \rangle = \langle v, (f''(u) \cdot \nabla u)v + f'(u) \cdot \nabla v \rangle = \int_{\Omega} (\nabla \cdot [v^2 f'(u)] - v \nabla v \cdot f'(u)) d\Omega
\]

\[
= \int_{\partial \Omega} v^2 f'(u) \cdot d\vec{\Omega} - \langle v, f'(u) \cdot \nabla v \rangle = -\langle v, f'(u) \cdot \nabla v \rangle
\]

Consider a fixed-mass set \( S(m) = \{ u \in L^2(\Omega) \mid \int_{\Omega} u = m \} \). Each \( S(m) \) is an invariant set of the conservation law (75), and \( S(m') = S(m) + (m' - m) \), thus without loss of generality we consider the set of mass-zero functions \( S(0) \). We consider contraction within these invariant sets by substituting the above derivation:

\[
\sup_{u \in S(0)} M_2(A(u)) = \sup_{u,v \in S(0)} \frac{\langle v, f'(u) \cdot \nabla v \rangle}{\langle v, v \rangle}
\]  

(77)

Generalizing the diffusion case (73), we can conclude contraction in (77) for \( f'(u) = (\nabla)^k \) where \( k \) is odd and vanishing boundary conditions of all orders, using integration by parts and the fact that 0 is the only constant function in \( S(0) \).

We note that while (77) gives a sufficient condition for contraction in \( L^2 \), often a more natural contraction metric for transport equations is the quadratic Wasserstein distance \( W_2(u, v) = \left( \inf_{\pi \in \Gamma(u,v)} \int_{\Omega^2} \|x - y\|^2 d\pi(x,y) \right)^{1/2} \).
For the linearization (76), it is known (see Peyre [2018], equation (5)) that $W_2(u, u + \delta u)$ is well-estimated in the special case of positive densities $u$ by the $u$-weighted homogeneous Sobolev norm $\|\delta u\|_{H^{-1}(u)}$, in which case one can develop contraction in $W_2$ by a compatible semi-inner product (5). Indeed, Wasserstein-norms generalizing $W_1$ to signed measures of heterogeneous masses and contraction rates in these norms for nonconservative transport and reaction-diffusion systems are an area of active research (see Piccoli et al. [2019]).

7.4. Functional regression in a Banach space

Recent work in kernel methods for machine learning by Zhang et al. [2009]; Zhang and Zhang [2012]; Lin et al. [2019] have extended representer-type theorems from Hilbert spaces to Banach spaces via the Gateaux semi-inner product (5). Zhang et al show that $L^p(\Omega, \mathbb{C})$ for $1 < p < \infty$ (more generally, any Gateaux-differentiable, uniformly convex, and dual-uniformly convex, per Theorem 9 of Zhang et al. [2009]) admits a unique reproducing kernel $K : \Omega^2 \rightarrow \mathbb{C}$ such that:

$$\forall x \in \Omega, u \in V, \quad u(x) = (u, K(x, \cdot))_V$$

(78)

where the RHS of (78) is also referred to as the evaluation functional $E_x(u)$ in $V$, and we use $(u, v)_V := (u, v)_+ = (u, v)_-$ to denote the Gateaux semi-inner product on $V$. Let $\ell(x, y) : \Omega^2 \rightarrow \mathbb{R}^+$ be a convex function, $\{(x_i, y_i)\}$ a set of samples of the target function and $L(u)$ the empirical risk functional

$$L(u) = \sum_{(x_i, y_i)} \ell(u(x_i), y_i)$$

(79)

Then Zhang and Zhang [2012] note that by assumption of primal- and dual-uniform convexity, $L$ is Fréchet-differentiable and the functional gradient is given by

$$DL(u) = \sum_{(x_i, y_i)} \frac{\partial \ell}{\partial x}(u(x_i), y_i) K(x_i, \cdot)^*$$

(80)

where $K(x_i, \cdot)^*$ is given by the duality pairing $K(x_i, \cdot)^*(v) = (v, K(x_i, \cdot))_V$ (see Theorem 6, Giles [1967] for the existence and uniqueness of dual pairings arising from uniform convexity of $V$). Theorem 8 in the same study shows
that $DL(u_*) = 0$ in (80) if and only if $u_*$ is the minimizer of (79). We define
the resulting functional regression using the mirror descent:

$$u^*(v) = (v, u) \forall v \in V$$

$$\frac{d}{dt} u^* = -\alpha DL(u)$$

(81)

As the authors note in the conclusion, the convexity of the characterization
 equation $DL(u) = 0$ (and stability of the functional regression) presents a
new challenge over the RKHS version of (80) due to the nonlinearity and
subadditivity of the semi-inner product.

Here, we present a simple sufficient condition for asymptotic conver gence
of $u(t) \to u_*$ using contraction in arbitrarily weighted SIPs (22), similar
to contraction analysis of natural gradient descent in $\mathbb{R}^n$ presented by
Wensing and Slotine [2020]. Let $\Theta(t, u) \in GL(V^*, V^*)$ be any uniformly
bounded family of invertible operators as in 3.3, $M^\Theta$ be the contraction rate
with respect to the weighted SIP $(\cdot, \cdot)_{V^*}^\Theta$, and define

$$H(u) := \frac{\partial}{\partial u^*} DL(u)$$

where in the case $V = \ell^2(\mathbb{R}^n)$, $H(u)$ is the Hessian. Then, if

$$M^\Theta(-H(u)) = \sup_{v^* \in V^*} \text{Re}(\Theta(t, u)v^*(\dot{\Theta}(u) - D\Theta_t(u)H(u))\Theta(t, u)^{-1}v^*)_{V^*}$$

$$\|\Theta(t, u)v^*\|_{V^*}^2 = \lambda < 0$$

since $u_*$ is an equilibrium of (81) by Theorem 8, Zhang and Zhang [2012], we
have that $u(t) \to u_*$ in $V$ exponentially with rate $\lambda$ after a finite overshoot.

8. Conclusion

In this work, we developed several generalizations of foundational results
in contraction theory, from weighted norms on the tangent space (Lohmiller
and Slotine [1998]), to contraction to invariant subspaces (Pham and Slotine [2007])
and submanifolds, and contraction with symmetric vector fields (Russo and Slotine
[2011]) to normed spaces lacking an inner-product structure. These results
followed essentially by extension of the classical development of semi-inner
product spaces (Lumer [1961]) to weighted spaces which are induced by ob-
linear projections to subspaces. We showed how asymptotic properties implied by contraction in weighted spaces are related to other dynamical invariants such as Lyapunov exponents, yet uniform contraction rates are heavily dependent upon the norm. Using contraction in weighted semi-inner products, we derived conditions for more general asymptotic properties for dynamical systems in normed spaces, such as convergence to submanifolds limit cycles. Lastly, we introduced applications of this theory to the analysis of PDEs, including regularity, uniqueness, and stability of parabolic and transport equations.

Future work. Many physical evolution equations such as those found in quantum mechanics, diffusion/transport, and delay-differential equations admit descriptions as dynamical systems on Banach spaces; the choice of particular weighted semi-inner product spaces for establishing asymptotic stability of such systems is an area of future work. In particular, development of contraction in Wasserstein-like norms by Piccoli et al. [2019] for signed measures seems like a promising avenue for stability analysis of systems of transport equations. Additionally, adapting contraction theory for dynamical systems in Banach spaces to PDEs requires a systematic approach for extending the domain of linear and nonlinear differential operators in some reasonable way to a complete vector space, as discussed in 2.2. Such methods would enable broad applicability of contraction theory to control and observer design for PDEs, such as decoherence in Lindblad dynamics describing coupled quantum systems (see Rouchon and Sarlette [2013]) and nonlinear transport equations such as the Navier-Stokes (see Coron et al. [2019]). Furthermore, the relationship between contraction in smoothly-weighted semi-inner product spaces and contraction of dynamics on true infinite-dimensional manifolds (such as statistical manifolds, loop spaces, and infinite-dimensional Lie groups) remains an open question. This relationship is significantly complicated by the fact that, unlike the Hilbert/Riemannian case, multiple notions of geodesic distance are possible, as discussed in Balestro et al. [2017]. While classical results in Hilbert manifold theory by Henderson [1969] suggest that the existence of homeomorphisms to open sets of the model space in the separable infinite-dimensional setting may enable one to establish asymptotic convergence of solutions by showing contraction in some metric on $L^2$, a clear theory for dynamics on Banach or Fréchet manifolds, in the vein of work by Simpson-Porco and Bullo [2014] for finite-dimensional systems remains to be developed. Lastly, contractive dynamics as a regularity-controlling mechanism for PDEs suggests several types of weak solutions and methods for
growth estimation.
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Appendix A. Nonlinear semigroups and evolution families

In this section, we discuss the relationship between the upper Dini derivative of the norm of a perturbation and its relationship to the logarithmic norm of the linearized vector field, show how it arises in much the same way as the Dini identity for semi-inner products (7). Theorem 18 illustrates the relationship between “pointfree” methods from functional analysis such as the spectral properties of one-parameter semigroups, and the “point-wise” analysis used in the preceding sections.

Many vector-valued dynamical systems arising from well-posed initial value problems, such as ODEs and PDEs, admit natural representations as families of nonlinear operators on Banach spaces (see Crandall and Pazy [1972]). We briefly introduce two such algebraic structures corresponding to autonomous and nonautonomous dynamics in Banach spaces.

**Definition:** One-parameter semigroups of autonomous flows

Consider the initial-value problem

\[ \dot{u} = f(u), \quad u(0) = u_0 \]  

(A.1)

whose existence of differentiable solutions \( u(t) \) on some interval \([0,T]\) and uniqueness for any initial condition \( u_0 \in V \) we assume. We represent the flows generated by \( f \) by a one-parameter semigroup of solution operators, i.e. a map \( \Phi(t,u) : \mathbb{R}^+ \times V \to V \) satisfying the following properties:

1. (Propagator) \( \Phi(0,u_0) = u_0, \quad \Phi(t,u_0) = u(t) \)
2. (Semigroup) For all \( s, t \geq 0, u \in V \), we have \( \Phi(t, \Phi(s,u)) = \Phi(t+s,u) \).
3. (Continuity) For all \( u \in V \) and \( t \in \mathbb{R}^+ \), we have \( \|\Phi(s,u) - \Phi(t,u)\| \to 0 \) as \( s \to t^+ \).
4. (Infinitesimal generator) For all \( u \in V \), we have \( \lim_{t \to 0^+} \left\| \frac{\Phi(t,u) - u}{t} \right\| = f(u) \).
For non-autonomous systems, the solution operators $\Phi$ are in general dependent on the starting time; thus, $\Phi$ has a cocycle rather than a semigroup structure (see Latushkin and Schnaubelt [1999]).

**Definition:** Cocycles for non-autonomous systems

Consider a non-autonomous initial-value problem with the same existence and uniqueness properties as (A.1):

$$\dot{u} = f(t, u), \quad u(0) = u_0$$

(A.2)

with $f \in C^1(\mathbb{R}^+ \times V, V)$. Then $f$ generates a solution map $\Phi(s, t, u)$ with the properties:

1. (Propagator) For all $s \leq t \in \mathbb{R}^+$, $u \in V$, we have $\Phi(t, t, u) = u, \Phi(s, t, u(s)) = u(t)$
2. (Cocycle) For all $0 \leq r \leq s \leq t, u \in V$, we have $\Phi(r, t, u) = \Phi(s, t, \Phi(r, s, u))$
3. (Continuity) For all $u \in V$ and $t_0 \leq t \in \mathbb{R}^+$, we have $\|\Phi(t_0, s, u) - \Phi(t_0, t, u)\| \to 0$ as $s \to t^+$
4. (Infinitesimal generator) For all $u \in V$ and $s \in \mathbb{R}^+$, we have:

$$\lim_{t \to s^+} \left\| \frac{\Phi(s, t, u) - u}{t - s} \right\| = f(s, u)$$

**Appendix B. Logarithmic norm and stability of nonlinear evolution families**

The following theorem, synthesized from several results in Chapter 5 of Ladas and Lakshmikantham [1972], establishes the central differential inequality relating the logarithmic norm of the linearized vector field (infinitesimal generator) and the contraction rate of its generated cocycle.

**Theorem 18** (Vector fields with negative logarithmic norm are contracting). Let $V$ be a Banach space, $f(t, u) \in C^1(\mathbb{R}^+ \times V, V)$ a differentiable time-varying vector field, and

$$\dot{u} = f(t, u)$$

If for all $t \in [0, \infty)$ and $u \in V$, the Fréchet derivative $Df_t(u) \in \mathcal{B}(V)$ satisfies a logarithmic norm bound:

$$\mu(Df_t(u)) := \lim_{h \to 0^+} \frac{\|I + hDf_t(u)\|_{\mathcal{B}(X)} - 1}{h} \leq \lambda(t)$$
for some $\lambda(t) \in C([0, \infty))$, then for any initial conditions $u, v \in V$ and $t \geq s$, the evolution family is contracting:

$$\| \Phi(t, s, u) - \Phi(t, s, v) \|_V \leq e^{\int_t^s \lambda(t') dt'} \| u - v \|_V$$

or equivalently, $\Phi$ has bounded Lipschitz constant $L[\Phi(t, s, \cdot)] \leq e^{\int_t^s \lambda(u) du}$. If furthermore $\sup_t \lambda(t) = -\alpha < 0$ for some $\alpha > 0$, the system is contracting with rate $\alpha$.

**Proof.** Let $0 \leq s < t$. We start by applying the fundamental theorem of calculus to Fréchet spaces,

$$\Phi(t, s, u) = \Phi(t, s, v) + \int_0^1 D\Phi_{t,s}(u + \xi(v-u))(v-u)d\xi$$

Thus we obtain an upper bound on the distance at time $t$,

$$\| \Phi(t, s, u) - \Phi(t, s, v) \|_V \leq \| u - v \|_V \sup_{\xi \in [0,1]} \| D\Phi_{t,s}(u + \xi(v-u)) \|_{B(V)}$$

Let $w := x + \xi(v-u)$. By the chain rule, the inner term has dynamics, defined for $t > s$,

$$\frac{\partial}{\partial t} [D\Phi_{t,s}(z)] = Df_t(z)D\Phi_{t,s}(z)$$

Let $U_z(t) := D\Phi_{t,s}(z) \in B(X, X)$, so that $\dot{U}_z = Df_t(z)U_z$. Now we obtain an upper bound estimate for $\|U_z(t)\|$ as follows. Let $h > 0$; then

$$\frac{\|U_z(t+h)\| - \|U_z(t)\|}{h} \leq \frac{\|U_z(t+h)\| - \|U_z(t)\|}{h} \leq \frac{\|I + hDf_t(z)\| - \|U_z(t)\| + o(h)}{h}$$

Taking the limit as $h \to 0^+$, we have:

$$D_t^+ \|U_z(t)\| \leq \|U_z(t)\| \lim_{h \to 0^+} \frac{\|I + hDf_t(z)\| - 1}{h} = \|U_z(t)\| \mu(Df_t(z))$$

where $D_t^+$ indicates the upper Dini derivative. Then by hypothesis,

$$D_t^+ \|U_z(t)\| \leq \lambda(t) \|U_z(t)\|$$
Applying a Grönwall-type inequality for Dini derivatives (see Lemma 11, Davydov et al. [2021]), we have
\[ \|U_z(t)\| \leq \|U_z(s)\| e^{\int s^t \lambda(u)du} \]
where \(\|U_z(s)\| = \|D\Phi_{s,s}(z)\| = \|DI(z)\| = 1\). Substituting into the original estimate, this gives:
\[ \|\Phi(t, s, u) - \Phi(t, s, v)\|_V \leq \|u - v\|_V \sup_{\xi \in [0,1]} \left\|U_{u+\xi(v-u)}(t)\right\|_{\mathcal{B}(V)} \]
\[ \leq e^{\int s^t \lambda_{(\nu)}d\nu} \|x - y\|_V \]
thus if \(\sup_t \lambda(t) = -\alpha < 0\), \(\Phi_{t,s}\) is a contracting evolution family with exponential rate \(\alpha\). \(\square\)

Appendix C. Trace conditions for contraction in \(\mathbb{C}^n\)

We remark on a fact which holds for feedback systems in finite-dimensional complex vector spaces due to convexity of the numerical range of the Jacobian. Let \(\dot{u} = f(t, u)\) in \(\mathbb{C}^n\) and \(J(t, u)\) be its Jacobian as before.

Suppose that \(\text{Tr} J(t, u) = 0\), that is, the vector field \(f\) is divergence-free:
\[ \nabla \cdot f(t, u) = 0 \]
A corollary of the Toeplitz-Hausdorff theorem as described in Shapiro [2004] is that \(J(t, u)\) is then unitarily equivalent to a matrix \(F(t, u)\) whose diagonal is zero, that is, there exists unitary \(U(t, u)\) such that
\[ U(t, u)^* J(t, u) U(t, u) = F(t, u) \]
Thus if \(f\) is divergence-free and the feedback coupling under this unitary equivalence is contracting with rate \(M(U^* JU) < 0\), the feedback system is contracting.

As a further corollary, if \(f\) has uniformly negative divergence:
\[ \nabla \cdot f(t, u) = -\frac{c}{n}, \quad c > 0 \]
Then letting a trace-zero modified Jacobian be \(J = J + cI\), we have:
\[ M(J) \leq M(J) - c = M(U^* J U) - c \]
Hence the system is contracting if the feedback coupling under a unitary equivalence has maximal expansion rate \(c\).
Appendix D. Contraction to invariant sets

We extend the condition for contraction to zero-sets which are submanifolds (36) to slightly more general zero-sets of a $C^1$ function $\phi$. Let $E = \phi^{-1}(0)$ (by continuity, $E$ must be closed). We assume that $E$ is invariant for dynamics $\dot{u} = f(t, u)$, that is

$$\forall t \geq 0, u \in E, \quad D\phi(u)f(t, u) = 0$$

Note that if $E$ is not path-connected, by regularity of $\phi$ there always exists a critical point $u_\ast \notin E$ such that $D\phi(u_\ast) = 0$, in which case $\sup_{t,u} M^{\phi(u)}(Df_t(u)) \geq 0$. These are unstable equilibria. However, if we suppose that this set is of measure zero, i.e.

$$\forall t \geq 0, \quad m(f_t^{-1}(0) \setminus E) = 0$$

and verify the essential supremum contraction rate:

$$\operatorname{ess\ sup}_{t,u} M^{\phi}(Df_t(u)) < 0$$

Then the flow has no attractors outside $E$ (of positive measure) and initial conditions almost everywhere are contracting to $E$ in the set distance $d(u(t), E)$ induced by the norm.

References

M. G. Crandall, A. Pazy, Nonlinear evolution equations in banach spaces, Israel Journal of Mathematics 11 (1972) 57–94.

A. Pazy, Semigroups of linear operators and applications to partial differential equations, volume 44, Springer Science & Business Media, 2012.

W. Lohmiller, J.-J. E. Slotine, On contraction analysis for nonlinear systems, Automatica 34 (1998) 683–696.

P. Cisneros-Velarde, S. Jafarpour, F. Bullo, Contraction theory for dynamical systems on hilbert spaces, arXiv preprint arXiv:2010.01219 (2020).

J. W. Simpson-Porco, F. Bullo, Contraction theory on riemannian manifolds, Systems & Control Letters 65 (2014) 74–80.

L. C. Evans, Partial differential equations, Graduate studies in mathematics 19 (1998) 7.
G. Söderlind, The logarithmic norm. history and modern theory, BIT Numerical Mathematics 46 (2006) 631–652.

Z. Aminzare, E. D. Sontag, Contraction methods for nonlinear systems: A brief introduction and some open problems, in: 53rd IEEE Conference on Decision and Control, IEEE, 2014, pp. 3835–3847.

G. Lumer, Semi-inner-product spaces, Transactions of the American Mathematical Society 100 (1961) 29–43.

J. R. Giles, Classes of semi-inner-product spaces, Transactions of the American Mathematical Society 129 (1967) 436–446.

A. Ichikawa, A. Pritchard, Existence, uniqueness, and stability of nonlinear evolution equations, Journal of Mathematical Analysis and Applications 68 (1979) 454–476.

A. Davydov, S. Jafarpour, F. Bullo, Non-euclidean contraction theory via semi-inner products, arXiv preprint arXiv:2103.12263 (2021).

Z. Aminzare, E. D. Sontag, Logarithmic lipschitz norms and diffusion-induced instability, Nonlinear Analysis: Theory, Methods & Applications 83 (2013) 31–49.

G. Dahlquist, Stability and error bounds in the numerical integration of ordinary differential equations, Ph.D. thesis, Almqvist & Wiksell, 1958.

G. E. Ladas, V. Lakshmikantham, Differential equations in abstract spaces, Elsevier, 1972.

E. D. Sontag, M. Margaliot, T. Tuller, On three generalizations of contraction, in: 53rd IEEE Conference on Decision and Control, IEEE, 2014, pp. 1539–1544.

D. Ruelle, Ergodic theory of differentiable dynamical systems, Publications Mathématiques de l’Institut des Hautes Études Scientifiques 50 (1979) 27–58.

J. Banasiak, Logarithmic norms and regular perturbations of differential equations, Annales Universitatis Mariae Curie-Skłodowska, sectio A–Mathematica 73 (2020) 5–19.
V. Balestro, Á. G. Horváth, H. Martini, R. Teixeira, Angles in normed spaces, Aequationes mathematicae 91 (2017) 201–236.

H. Zhang, Y. Xu, J. Zhang, Reproducing kernel banach spaces for machine learning., Journal of Machine Learning Research 10 (2009).

Q.-C. Pham, J.-J. Slotine, Stable concurrent synchronization in dynamic system networks, Neural networks 20 (2007) 62–77.

I. R. Manchester, J.-J. E. Slotine, Control contraction metrics: Convex and intrinsic criteria for nonlinear feedback design, IEEE Transactions on Automatic Control 62 (2017) 3046–3053.

S. Lang, Differential and Riemannian manifolds, volume 160, Springer Science & Business Media, 2012.

I. R. Manchester, J.-J. E. Slotine, Combination properties of weakly contracting systems, arXiv preprint arXiv:1408.5174 (2014).

J. Van Neerven, Stochastic evolution equations, ISEM lecture notes (2008).

G. Russo, J.-J. E. Slotine, Symmetries, stability, and control in nonlinear systems and networks, Physical Review E 84 (2011) 041929.

N. Boffi, J.-J. Slotine, Notes on symmetries and contraction, 2021. Unpublished.

B. Randrianantoanina, Norm-one projections in banach spaces, Taiwanese Journal of Mathematics 5 (2001) 35–95.

M. G. Crandall, H. Ishii, P.-L. Lions, User’s guide to viscosity solutions of second order partial differential equations, Bulletin of the American mathematical society 27 (1992) 1–67.

L. C. Evans, On solving certain nonlinear partial differential equations by accretive operator methods, Israel Journal of Mathematics 36 (1980) 225–247.

Z. Aminzare, Y. Shafi, M. Arcak, E. D. Sontag, Guaranteeing spatial uniformity in reaction-diffusion systems using weighted $l^2$ norm contractions, in: A Systems Theoretic Approach to Systems and Synthetic Biology I: Models and System Characterizations, Springer, 2014, pp. 73–101.
W. Wang, J.-J. E. Slotine, On partial contraction analysis for coupled nonlinear oscillators, Biological cybernetics 92 (2005) 38–53.

R. Peyre, Comparison between w2 distance and h-1 norm, and localization of wasserstein distance, ESAIM: Control, Optimisation and Calculus of Variations 24 (2018) 1489–1501.

B. Piccoli, F. Rossi, M. Tournus, A wasserstein norm for signed measures, with application to nonlocal transport equation with source term, arXiv preprint arXiv:1910.05105 (2019).

H. Zhang, J. Zhang, Regularized learning in banach spaces as an optimization problem: representer theorems, Journal of Global Optimization 54 (2012) 235–250.

R. Lin, H. Zhang, J. Zhang, On reproducing kernel banach spaces: Generic definitions and unified framework of constructions, arXiv preprint arXiv:1901.01002 (2019).

P. M. Wensing, J.-J. Slotine, Beyond convexity—contraction and global convergence of gradient descent, Plos one 15 (2020) e0236661.

P. Rouchon, A. Sarlette, Contraction and stability analysis of steady-states for open quantum systems described by lindblad differential equations, in: 52nd IEEE Conference on Decision and Control, IEEE, 2013, pp. 6568–6573.

J.-M. Coron, F. Marbach, F. Sueur, P. Zhang, Controllability of the navier–stokes equation in a rectangle with a little help of a distributed phantom force, Annals of PDE 5 (2019) 1–49.

D. W. Henderson, Infinite-dimensional manifolds are open subsets of hilbert space, Bulletin of the American Mathematical Society 75 (1969) 759–762.

Y. Latushkin, R. Schnaubelt, Evolution semigroups, translation algebras, and exponential dichotomy of cocycles, Journal of Differential Equations 159 (1999) 321–369.

J. H. Shapiro, Notes on the numerical range, Michigan state University, East Lansing, MI 48824-1027, USA (2004).