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Abstract. In the flight test, the airborne video data is an important part of the flight test data. At present, the airborne recorded video data is an independent M2T file, and the existing video playback software can only play back a single video file. In order to solve the problem of synchronous playback of airborne multi-channel video data, a multi-channel video synchronous playback technology based on C/S mode is proposed. The server performs video file reading control, and the client performs video decoding and display. Firstly, the basic concept of FFmpeg is introduced. Then the overall design of the system is discussed. The design and implementation of the server and the client are emphasized. The system is designed with C++ language, and the TCP/IP protocol is used in the server to interact with the client. Software design uses modularity and multi-threaded to improve processing efficiency and ensure functional scalability. At present, the software has been successfully applied to the simultaneous playback of multiple types of missions and multiple channels of video. The actual application results show that the system is stable and can effectively improve the efficiency of model flight tests.

1. Introduction

Flight test is an important means for verifying the design index requirements of aviation products, inspecting the quality of aviation products and conducting research on new aviation theories and technologies. In the flight test, the video data can fully, intuitively, time-effectively and objectively reflect the human-computer interaction, which is an important basis for the flight test engineer to give the aviation weapon equipment appraisal/final flight test conclusion[1]. At present, each channel of the airborne video data is recorded as an independent M2T file in the form of TS stream[2][3]. After the flight, the video data is downloaded to the disk array for storage through the ground offload device. Researchers download the video data they care about and then use existing video playback software like Baofengyingyin to play it. However, the existing video playback software can only realize single-channel video data playback. In some key flight test subjects, researchers need to perform synchronous comparative analysis of multiple video images. If multiple video softwares are used to replay each channel of video separately, accurate positioning is impossible and the process is cumbersome.

Based on the above analysis, a C/S mode[4][5] multi-channel video data synchronous playback scheme is proposed, which reduces the link of downloading video data to the local. The server side reads the multi-channel video data frame by frame, and then reassembles the video data and sends it to the client using TCP/IP protocol[6][7][8]. After the client receives the video data, it unpacks and sends each channel of video data to the decoder for decoding. The decoded YUV[9] data is displayed through SDL[10][11], thereby realizing multiple channels of video data Synchronized playback.
2. FFmpeg

FFmpeg[12][13] is an open source, cross-platform audio and video streaming solution. It is the most complete set of multimedia support libraries in free software. It has high portability and codec quality. It provides a complete solution for audio and video conversion, decoding and streaming. FFmpeg includes 8 types of library files: libavcodec, libavdevice, libavformat, libavutil, libpostproc, libswresample, and libswscale. Libavcodec contains all FFmpeg audio/video codec libraries, and related data structures include AVFormatContext, AVCodecContext, AVCodec, AVPacket, AVFrame and AVPicture, etc. Libavformat implements streaming media protocols (udp, rtp, rtmp, rtsp, etc.), media containers (mp4, AVI, FLV, etc.) and basic I/O access. Libavutil is a utility library that contains secure mobile string functions, random number generators, data structures, additional mathematical functions, encryption and multimedia-related functions. Libavfilter is a general audio and video post-processing library. Libavdevice provides a general framework for everything from acquisition and rendering to common multimedia input/output devices, and supports multiple input and output devices. Libswresample implements audio resampling and mixing. Libswscale implements color format conversion and scaling.

3. Overall design

The system adopts the C/S design mode, and the server uses TCP/IP protocol to exchange data with the client to ensure the reliability of connection and data transmission. The server is listening on port 2333. The client sends a request to establish a connection to realize data exchange. The system function structure chart is shown as in Figure 1. The server includes a command parsing module, a file reading module, a package module and a data sending module. The command parsing module mainly realizes the functions of receiving and parsing client commands, and completing the pause, continue and progress jump functions. The file reading module uses FFmpeg to read the video file frame by frame. The grouping module realizes regrouping each channel of video data so that the client can perform demultiplexing and decoding. The client is divided into an unpacking module, a video decoding module, an image display module and a human-computer interaction module. The unpacking module realizes receiving and parsing server data to obtain a frame of video data and send it to the corresponding decoder. The video decoding module uses FFmpeg to decode a frame of video data to obtain YUV data. The image display module uses SDL to display YUV image data. The human-computer interaction module mainly implements response interface operations and sends instructions such as pause, continue, and progress jump to the server.
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**Figure 1. System function structure diagram**

The server running process is as follows:
1) Network initialization, monitoring client connection requests.
2) When a client sends a request, add the client's information to the client list, and open a separate thread for the client to perform data exchange;
3) When receiving the file information sent by the client, first initialize FFMPEG, then open the corresponding files, and send the video configuration information to the client;

4) Read the video data frame by frame cyclically, group it and send it to the corresponding SOCKET;

5) When a client disconnects, remove the client information from the client list and close the corresponding thread.

The client operation process is as follows:
1) Network initialization, initialize SDL;
2) Send a request to the server to establish a data connection;
3) Send the aircraft number, date, flight number, etc. to be replayed to the server;
4) Receive server data and unpack. If it is video configuration information, initialize each channel of FFMPEG, otherwise get a frame of data and current time;

5) Send a frame of video image to FFMPEG for decoding to obtain YUV data;

6) Use SDL to display YUV image data.

The operation flowchart of the server and client system is as follows.
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Figure 2. System operation flow chart

### 4. Software Implementation

#### 4.1. Server design

In response to the requirement of synchronous playback of multiple channels of video, a structure is defined to represent the relevant information of the client. The member variables of the client structure are as Table 1:
Table 1. The member variables of the client structure

| Variable                  | Description                                                      |
|---------------------------|------------------------------------------------------------------|
| SOCKET s;                 | //Data interaction socket                                        |
| char cmd[10];             | //Command                                                        |
| HANDLE hThread;           | //Thread handle                                                  |
| CString strFile[4];       | //Video data path, up to four                                    |
| CFFMPEG [4];              | //Decoder corresponding to each channel                         |

The TCP initialization process is: use WSAStartup to initialize Winsock; create a socket; use bind to bind the socket; call listen to monitor. The non-blocking asynchronous socket WSAAsyncSelect() is used to realize network communication, and the message-based asynchronous access strategy is adopted for network events, which can conveniently handle network communication. When data is received, FD_READ message will be triggered. When there is a client request, the FD_ACCEPT message will be triggered, and a unique SOCKET will be generated for data transmission. When the client is disconnected, it will trigger the FD_CLOSE message, traverse the client list to find, if the SOCKET corresponding to the current client is found, it will be removed from the client list.

The server and client data exchange protocol includes video file configuration and video data sending. The video file configuration information sending protocol is defined as follows: [synchronization word] [number of channels] [total seconds] [image width] [image height] [encoding format]. The sync word is "FEGH1234", and the other fields are 2 bytes, totalling 18 bytes. The video data sending protocol is defined as follows: [number of channels] [current seconds] [video data].

Multi-channel video synchronization playback adopts two strategies: frame synchronization and time stamp synchronization. Frame synchronization is to read one frame of data of multiple channels in sequence each time and send it to the client for decoding and display. The time stamp synchronization strategy is based on the first video time stamp, and the other channels use av_seek_frame to realize the video frame positioning of the corresponding time stamp.

The total time calculation method is: pFormatCtx->duration/AV_TIME_BASE. The current time is based on the first video. The calculation method is: the DTS of the current video packet minus the start time of the video file, and then the number of seconds of the current video frame is obtained after conversion. The formula is: $T_n = (\text{packet->dts} - \text{pFormatCtx->streams[videoIndex]->time_base.num}) / \text{pFormatCtx->streams[videoIndex]->time_base.den}$. The av_seek_frame is used for frame jump, when the progress jump received from the client is $T_d$, the calculation formula is $T_r = \text{pFormatCtx->streams[videoIndex]->start_time} + \text{av_rescale}(T_d, \text{pFormatCtx->streams[videoIndex]->time_base.den}, \text{pFormatCtx->streams[videoIndex]->time_base.num})$.

In order to make full use of system resources, the server uses multi-threaded concurrency technology. The main thread exchanges instructions with the client, and the independent threads of each client realize the reading and sending of multiple channels of video data. The main thread controls the suspension and resumption of the child threads. The server completes the analysis after receiving the client instruction. When a client sends a progress jump instruction, av_seek_frame is used to move the file pointers of each path to the video frame at the corresponding time point. When a client issues a pause or resume instruction, SuspendThread or ResumeThread is used to suspend or resume the corresponding thread.

4.2. Client design

The client TCP initialization process is: use WSAStartup to initialize Winsock; create a socket; use connect to connect. The commands for interaction between the client and the server include: (1) The video file information is the string "FILE# aircraft# date# flight number"; (2) Pause is the "Stop" command; (3) The continue is the "GoOn" command; (4) The progress jump is the string "MOVE# time".
In order to avoid the time-consuming video decoding and display resulting in loss of video data packet reception, the client uses multi-threaded concurrent technology. The client uses the user UI interface operation as the main thread, data reception, video decoding and image display as sub-threads, and the main thread performs operations such as pause and dragging the progress bar. After the data receiving sub-thread receives the data, the data packet is stored in the FIFO queue. The video decoding thread extracts a frame of video from the queue for decoding, and sends a message to the image display sub-thread after the decoding is completed.

The process of FFMPEG decoding video files is as follows:
1. Initialize FFMPEG:
   \[\text{av_register_all()}\]
2. Open the corresponding file:
   \[\text{avformat_open_input(&pFormatCtx, filepath, NULL, NULL);}\]
3. Find audio and video stream information:
   \[\text{avformat_find_stream_info(pFormatCtx, NULL);}\]
4. Find the video decoder of the corresponding format:
   \[\text{pCodec = avcodec_find_decoder(pCodecCtx->codec_id);}\]
5. Read one frame of data:
   \[\text{av_read_frame(pFormatCtx, packet);}\]
6. Open the video decoder of the corresponding format:
   \[\text{avcodec_open2(pCodecCtx, pCodec, NULL);}\]
7. Use the corresponding decoder to decode a frame of video data:
   \[\text{avcodec_decode_video2(pCodecCtx, pFrame, &got_picture, packet);}\]

On the server side, after receiving the video file information sent by the client, call (1)-(4) to complete the reading of the video data file. After the initialization is completed, call (5) to read one frame of image in turn. Perform (1) on the client to complete the initialization, then receive the video file configuration information sent by the server, initialize the pCodecCtx required for decoding, and then call (6) to open the decoder. After receiving a frame of video data cyclically, call (7) to realize video decoding.

Simple DirectMedia Layer(SDL) is a cross-platform multimedia development library based on C language, which provides a variety of functions for controlling audio and video input and output. SDL shows the YUV data flow as follows:
1. Initialize SDL:
   \[\text{SDL_Init(SDL_INIT_VIDEO | SDL_INIT_TIMER);}\]
2. Create SDL display window:
   \[\text{screen = SDL_CreateWindowForm(m_hwnd);}\]
3. Create a renderer based on the window:
   \[\text{sdlRenderer = SDL_CreateRenderer(screen, -1, 0);}\]
4. Create texture to display YUV data:
   \[\text{sdlTexture = SDL_CreateTexture(sdlRenderer, SDL_PIXELFORMAT_IYUV, 1, width, height);}\]
5. Set the pixel data of the texture:
   \[\text{SDL_UpdateTexture(sdlTexture, NULL, pFrameYUV->data[0], pFrameYUV->linesize[0]);}\]
6. Copy the texture data to the rendering target:
   \[\text{SDL_RenderCopy(sdlRenderer, sdlTexture, NULL, NULL);}\]
7. Display screen:
   \[\text{SDL_RenderPresent(sdlRenderer);}\]

After receiving the video configuration information sent by the server, the client executes (1)-(4) to realize SDL initial display settings, and calls (5)-(7) to display the YUV image.
5. Application effect
The actual application effect is shown in Figure 3. Select the aircraft, date and flight number, click the start button to establish a connection with the server and receive server video data. Click the pause/continue button and drag the progress bar to send instructions to the server to control the playback progress. The application effect shows that the system can realize the synchronous playback of the airborne multi-channel video.

![Figure 3. Actual application effect](image)

6. Conclusion
In order to solve the problem of synchronous playback of multi-channel video data on the test plane, a multi-channel video synchronous playback system based on C/S mode was designed. The server and the client use TCP/IP protocol for data exchange. The server uses FFmpeg for multi-channel video file reading and packet transmission. The client receives a frame of video data from the server, uses FFmpeg to decode and displays it through SDL. This technology has been applied to the simultaneous playback of multi-channel video of flight test of multiple models to realize the functions of pause, continue and control the progress. The correctness and reliability have been verified to meet the requirements of multi-channel video synchronization playback to ensure the efficient flight test of the model. Smooth progress plays an important role.
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