Multi-angle head pose classification with masks based on color texture analysis and stack generalization
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Summary
Head pose classification is an important part of the preprocessing process of face recognition, which can independently solve application problems related to multi-angle. But, due to the impact of the COVID-19 coronavirus pandemic, more and more people wear masks to protect themselves, which covering most areas of the face. This greatly affects the performance of head pose classification. Therefore, this article proposes a method to classify the head pose with wearing a mask. This method focuses on the information that is helpful for head pose classification. First, the H-channel image of the HSV color space is extracted through the conversion of the color space. Then use the line portrait to extract the contour lines of the face, and train the convolutional neural networks to extract features in combination with the grayscale image. Finally, stacked generalization technology is used to fuse the output of the three classifiers to obtain the final classification result. The results on the MAFAdataset show that compared with the current advanced algorithm, the accuracy of our method is 94.14% on the front, 86.58% on the more side, and 90.93% on the side, which has better performance.
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1 | INTRODUCTION

Head pose classification, which is to determine the direction of the face in three-dimensional space. And it is a popular research direction in the field of computer vision and pattern recognition. The focus of human attention can be obtained by estimating the pose of the human face, which can be used in the fields of attention monitoring, real-time monitoring of driver fatigue, coordination-based live detection of faces, and human–computer interaction. At the same time, with the rapid development of research on face detection, face landmark detection, face recognition, and face attribute recognition, it has become particularly important to provide high-quality face images for these algorithms. In addition to poor image sharpness and low light will affect the image quality, side face images with larger head deflection angles often also have a negative impact on image quality. Therefore, head pose estimation has always played a very important position in the field of facial modeling and analysis.

With COVID-19 virus globalization pandemic in 2020, human health and medical treatment are greatly threatened and affected. At the same time, the application of facial biometric recognition technology has also received a huge impact. Since the virus can be spread through droplets, contact, and other means, the authentication method based on password and fingerprint is no longer safe for human health. Therefore, face recognition will replace the original authentication method on a large scale. But during the virus epidemic, most people wear masks for authentication, which challenges the performance of most algorithms related to faces. In order to solve this problem, it is necessary for researchers to improve existing algorithms. This article will focus on the face pose classification algorithm when wearing a mask.
Head pose estimation can be regarded a rigid transformation. The rotation of the head can be represented by three Euler angles, (A) yaw; (B) pitch; (C) roll.

In the field of facial pattern recognition, head pose classification is to judge the deflection direction and angle of the face in the three-dimensional space through a two-dimensional face image or video. Therefore, it needs to extract the features in the two-dimensional image of the face to restore the pose in the three-dimensional space, which is to find a set of mapping between two-dimensional and three-dimensional space. Usually we regard the head pose estimation as a rigid transformation, which can be represented by a 3D vector of pitch, yaw, and roll, as shown in Figure 1. In practical applications, human face images are affected by light, occlusion, and sharpness, which makes head pose estimation a problem of great concern.

The input for head pose estimation is a two-dimensional face image. Due to the reduction of one-dimensional information, this research is challenging. Some researchers have used various methods to try to solve the problem of head pose estimation. For example, adding the three-dimensional information to the image to simplify the difficulty of research, calculation based on face landmark detection, use support vector machine to classify images, use convolutional neural network (CNN) for feature extraction, use line portraits to highlight important information and feature aggregation methods, multi-level classification to regression, and so forth.

The follow-up content of this article is arranged as follows: Section 2 briefly introduces related work on head pose classification and estimation. Section 3 introduces our proposed method of head posture classification when wearing a mask. Section 4 designs related experiments to evaluate and analyze the performance on the MAFA dataset. Section 5 summarizes the work and innovative contributions of this article.

2 RELATED WORKS

Early methods for head pose classification were solved by realizing a two-dimensional to three-dimensional mapping, such as a method based on face landmark detection. This method divided the problem into two stages. The first stage was to use face landmark detection algorithm to obtain the information of some important feature points of the face, generally five points at the corners of eyes, the corners of the mouth, and the tip of the nose. And the obtained feature point position coordinates were passed as input to the second stage. The second stage was usually called perspective-n-point (PnP) problem in computer vision terminology, which was to extract three-dimensional information from two-dimensional data. Researchers used external parameters to reconstruct the three-dimensional information of the input face landmarks, and calculated the values of three Euler angles to obtain head pose information for classification. Another method was to obtain a standard model of a three-dimensional face in advance, and then fitted the model with the input two-dimensional image. This process was usually achieved by using the nonlinear least squares method. At this time, the pose information of the three-dimensional face model was the pose information of the input image.

With the introduction of deep learning technology, it was also used for the first time to solve the head pose classification problem. Deng et al. used a three-layer convolution and two-layer fully connected network to train and classify part of the original training set with noise added. Chang et al. proposed a network called Face-Pose-Net, and align the two-dimensional and three-dimensional faces through this network. They used this process to replace the face landmark detection algorithm, and directly return to the three-dimensional head pose through the two-dimensional image. Feng et al. proposed a method that can reconstruct and align three-dimensional faces, named Position Map Regression Network. The author
designed a UV location map, which can save the three-dimensional information in the face image, and then trained a simple CNN through weighted loss to extract the UV location map from the two-dimensional face image. Hsu et al.\textsuperscript{22} proposed using multiple regression loss functions to train CNN. The author used L2 regression loss to predict more accurate angle values and predicts the ordering of tags through ordered regression loss, and then combined the two results to finally return the head posture deflection angle. Ruiz et al.\textsuperscript{23} also trained a multiple regression loss CNN to solve the pose problem. This method used ResNet50 as the main network to extract features, and then combined classification and regression with two objective functions to predict Euler angles in three directions of the head.

The latest head pose research is the FSA-Net stage regression method proposed by Yang et al.\textsuperscript{19} The author found that the spatial relationship of feature maps was often ignored in previous work. Therefore, this method added the step of grouping features before feature aggregation, and obtained different models by using different features, which could complement each other well. The network used SSR-Net which was used to solve the age estimation problem. It finally obtained the probability of the pose distribution through multi-stage classification, thereby estimated the head pose information of a single RGB image.

Although the above methods have achieved good results in obtaining head posture information. But when the input is a face image wearing a mask, the performance of each algorithm is negatively affected to varying degrees. To solve this problem, we propose a method that combines color texture analysis and face contour. First, the input RGB face image is converted in color space, and then H channel information is extracted from the image converted to HSV color space. This image can better distinguish the mask and the face area. Then use the line portrait algorithm to extract the contours of the face and facial features in the image. These two processes make the network’s attention better to focus on the features that are conducive to head pose classification. After that, the two images obtained are fused with grayscale images and input into three CNNs for training. Finally, the stacked generalization\textsuperscript{24} technology is used to minimize the generalization error rate of the three classifiers and achieve more accurate classification of head posture.

3 | PROPOSED METHOD

The method proposed in this article involves five parts, including image color space conversion, line portrait generation, CNN-based feature extraction, pixel fusion, and stacked generalization.

3.1 | Face image preprocessing based on RGB to HSV color space

Generally, the color space of the input image used is RGB, when researchers solve the head pose classification problem. And when using CNN for feature extraction, it also operates based on the pixel value of the RGB color space. Because RGB is the most basic and most commonly used color space in image processing.\textsuperscript{25}

The RGB color space is represented by three channels, namely the red (R), green (G), and blue (B) channels. The model of the three-dimensional space is shown in Figure 2. Regardless of the color, the colors of these three channels are combined by different components, so the three channels are highly correlated with each other.

Compared with RGB, the HSV color space has a better effect in displaying colors. It can very intuitively reflect the hue, saturation, and value of the image. This makes HSV closer to the human visual perception system than RGB. HSV also represents an image by three channels, the difference is that the three channels are hue (H), saturation (S), and lightness (V), as shown in Figure 3. We found that no matter how the light of the image changes, the H channel value of the HSV color space is not affected by these changes. This feature makes it easier to distinguish objects of different colors through the H channel.\textsuperscript{26} We compare the four imaging effects of RGB image, grayscale image, B channel of RGB color space (B-RBG), and H channel of HSV color space (H-HSV), as shown in Figure 4.

FIGURE 2  RGB three-dimensional space model
We found that the H channel of the HSV color space can distinguish the face and the mask area well. Therefore, we propose an image processing method based on color texture analysis. We process the image on the H-HSV color space to highlight the color difference between the enlarged face and the mask.

We need to first convert the image from RGB color space to HSV color space, because the final processing only needs the hue channel of the image. So we only summarize the conversion process from RGB to H-HSV. The conversion formula is as follows:

\[
\begin{align*}
R' &= \frac{R}{255}, \\
G' &= \frac{G}{255}, \\
B' &= \frac{B}{255},
\end{align*}
\]

where R, G, and B, respectively, represent the pixel value of the corresponding color channel, so the value range of R', G', and B' is [0, 1].

\[
\begin{align*}
C_{\text{max}} &= \max(R', G', B'), \\
C_{\text{min}} &= \min(R', G', B'), \\
\Delta &= C_{\text{max}} - C_{\text{min}}.
\end{align*}
\]
The pixel value can be calculated through five formulas corresponding to different conditions, and the final value range of the H channel of the HSV color space is $[0^\circ, 360^\circ)$.

After obtaining the H channel image, we further process the obtained image. Because H channel only focuses on the hue information of the image, some small noise on RGB will be amplified and presented. First, we adjust the size of the face image to a uniform size, and then perform mean filtering and binarization on the image. In order to make the network pay more attention to the face area, we need to make the pixel value of the mask area smaller than the pixel value of other face areas such as eyes. Therefore, we divide the image into two parts with the same upper and lower area, and calculate the pixel values of the two parts, respectively. We know that the position of the mask is in the lower half of the face frame, so if the pixel value of the lower half of the image is greater than the upper half of the image, the pixel value of the image is reversed. And if the pixel value of the lower half of the image is smaller than the upper half it will remain unchanged. The final processed image is shown in Figure 5.

3.2 Line portrait generation of face contour

Due to face images are affected by light, image quality, and other aspects. The method of classification directly by extracting the features of the original image often does not work well. In response to this problem, we propose a method based on line portrait, which filters out redundant information that interferes with detection, and highlights line features such as facial contours to provide more targeted image data for subsequent classification.

The algorithm for extracting lines based on the line detector, the most representative one is the line detection algorithm with the Gaussian kernel function as the line detector. Gooch et al. proposed a method based on difference of Gaussians (DoG) to extract lines. But more noise in the image affects the overall effect. Kang et al. improved the Gaussian difference operator in order to improve the continuity of the lines, and proposed the flow-based difference of Gaussians filtering (FDDoG) algorithm based on feature flow. FDDoG can automatically generating lines. This method can effectively capture and display the significant edge information in the image, thereby extracting a set of coherent and smooth stylized lines. We apply this algorithm to face images to extract lines that highlight the contour of the face and facial features.
First, the researcher proposed a new method to construct a smooth direction field to preserve the important features of the image. Then filter the image through the DoG model. This step is used to detect high-coherence lines and suppress noise. Finally, the algorithm extracts the main feature lines of the image, such as facial contours. The specific realization process is that FDoG constructs the edge tangential flow field of the input image by defining $t^{\text{new}}(x)$, its formula is:

$$t^{\text{new}}(x) = \frac{1}{k} \sum_{y \in \Omega(x)} g(x, y) t^{\text{cur}}(y) w_i(x, y) w_m(x, y) w_d(x, y),$$  

(8)

where $t^{\text{new}}(x)$ is the edge tangent vector perpendicular to the image gradient $g(x) = \nabla I(x)$. And $\Omega(x)$ represents the field of $x$, which is a square field with a radius of $r$ that satisfies the radial distribution, and $k$ is the normalized value of the vector. $w_i$ represents the spatial weight function, which is defined as:

$$w_i(x, y) = \begin{cases} 
1, & \text{if } ||x - y|| < r \\
0, & \text{otherwise}
\end{cases},$$

(9)

the other two weighting functions $w_m$ and $w_d$ are the amplitude weighting function and the direction weighting function, which play a key role in ensuring the accuracy of the features of the input image.

After that, the image is filtered through the DoG model, and finally the main lines of the image features are extracted, including the face and contours.

The method used in this article is the line portrait extraction algorithm proposed by Dong et al. The algorithm is improved on the basis of the FDoG algorithm and incorporates a three Gaussian model that is more suitable for the animal visual system. It enhances the extracted line information and better outputs the feature information of the face contour. Similarly, in order to make the network pay more attention to the information of the line part, we set the pixel value of the obtained image line part to 255, as shown in Figure 6.

### 3.3 Pixel fusion and CNN-based feature extraction

Through the above method, we get the H channel of HSV color space and line portrait of the image. We need to merge them with the grayscale image at the pixel level. First, we use the square kernel to average filter the line portrait. Then we merge the pixels of the three images, the formula is as follows:

$$P_{xy} = W_d G_{xy} + W_l L_{xy} + W_h H_{xy},$$

(10)

where $G_{xy}$ is the value of the pixel in column $x$ and row $y$ of the grayscale image, $L_{xy}$ is the value of the pixel in column $x$ and row $y$ of the line portrait, and $H_{xy}$ is the value of the pixel in column $x$ and row $y$ of the H channel image. $W_d$, $W_l$, and $W_h$ are the weights of the three images in the pixel fusion process, and the sum of the three weights is equal to 1. The image after pixel fusion is shown in Figure 7.

We use CNN to extract facial features. Due to the purpose of the experiment is to classify the head pose, and some interference information has been filtered out in the previous image processing. We can use a smaller network for feature extraction, and a smaller network has obvious advantages in terms of time-consuming. Since we will use the stacked generalization algorithm later, we need to prepare three networks to extract
Figure 7: (A) RGB face image; (B) H channel image and line portrait pixel fusion; (C) input image

Figure 8: Stack generalization flowchart

features from the image. For the first network, we use the AlexNet\textsuperscript{33} model that reduces the input size of the image and the convolution kernel size. The second network is the optimized AlexNet model. We not only modified the network parameters, but also subtracted a fully connected layer. For the third network, we use the ResNet-18\textsuperscript{34} model that reduces the input size of the image and the convolution kernel size. All three models\textsuperscript{35} use the Softmax classifier to classify and score the extracted features.

3.4 Multi-classifier fusion based on stack generalization

Stacked generalization\textsuperscript{24} is a type of ensemble learning. It uses high-level models to combine low-level models to achieve higher prediction accuracy. It is a scheme that can minimize the generalization error rate of multiple classifiers. The characteristic of stacking generalization is that when multiple classifiers are merged, a more complex strategy is used to combine them. In this way, we can learn more accurately which classifiers are more reliable. As shown in Figure 8, we divide the training set into three parts and use three classifiers for training and classification. The classifier used in this stage is called the base-learner (level 0 classifier). After that, we use the predicted results of the three base classifiers as the input data for the next stage and use a higher-level learning algorithm for classification. The classifier used in this stage is called a meta-learner (level 1 classifier). The characteristic of this method is to use the result of the first stage base-learner as the input of the next stage meta-learner. Compared with independent classification models, this can provide stronger nonlinear expression capabilities and reduce generalization errors.

In the head pose classification problem, the non-front face image contains the state in multiple directions in space, so the image set is more complicated and the difference within the class is large. Therefore, we use the model mentioned in the previous section as the level 0 classifier to extract deeper features.
Before the second stage of classification, we use the output of the 0th class classifier as the input data of the 1st classifier. We accumulate multiple classification results and set a threshold. When the score of the front face is greater than this threshold, the image is judged to be a front face, otherwise it is judged to be a side face. The flowchart of the algorithm is shown in Figure 9.

4 | EXPERIMENT

4.1 | Datasets

MAFA: The images in the MAFA dataset are from the Internet, and there are 30,811 face images in total. The face information in almost all images is occluded, and most faces are occluded by masks. The images in the data set have been divided into two categories by the author and the training set and the test set are specified. These data are saved in folders named train and test. Each image is marked with necessary information, such as the position and size of the face frame. There are many other attributes marked in the data set, including the location of the eyes, the position of the mask, the posture of the head, and the degree of occlusion. Since ours want to solve the head pose classification problem, we need to use head pose information. The head pose of the data set is divided into five categories, including the left "1," the more left "2," the front face "3," the more right "4," and the right "5."

Since not all faces in the MAFA dataset have masks, we need to manually filter this data set and eliminate the data without masks. In the end, we obtained 23,845 face images with masks, including 20,139 in the train set and 3,706 in the test set. For the label of the data, we use the head pose provided by the data set as the classification standard, and divide the data into three types: front, more side, and side. From the readme file, we know that the face images with the head pose label "3" in the data set are the front, and the face images with the head pose label "2" and "4" are the more side faces, and the face images with the head pose label "1" and "5" are the side faces. In the process of classifying the data, we find that the labels provided by the dataset have obvious errors in the head pose classification of some face images. For example, some relatively large-angle side head pose images are classified as front. For these images with incorrect labels, we manually selected them and corrected them to the correct labels. This is done to ensure the accuracy of the data set.

4.2 | Experimental details

Most face datasets with masks do not have the information of the calibration pose, and the faces in the datasets with pose information do not wear a mask. So our experiment is only conducted on the MAFA dataset. Since we only use a face data set, and the amount of training data provided by the MAFA data set is not enough, we need to expand the existing data. First, we use the face frame position information provided by the dataset to
crop the image. We expand the size of the face frame to 1.2, 1.4, 1.6, 1.8, and 2.0 times the original size and adjust the size of these face images to \(80 \times 80\), when cropping the image. Then, we convert the color space of the image to HSV and extract the H channel. And we use a filter window with a size of \(4 \times 4\) to perform average filtering on the image. After getting the filtered image, we calculate the average pixel value \(P\) of the image, and set \(P\) as the threshold to binarize the image. If the pixel value is greater than \(P\) set to 255 and less than \(P\) set to 0. Then we calculate the sum of the pixel values of the upper and lower parts of the image. If the pixel value of the lower half of the image is greater than the upper half of the image, the pixel value of the image is inverted. We fuse the H channel image with the portrait line drawing and grayscale image, and their weights are 0.25, 0.25, and 0.5, respectively. We send the obtained images to three CNNs. And after two stages of classification, we finally get the classification results of the head pose. It should be noted that for the test image, we only expand the size of the face frame to 1.4 times of the original image for testing.

We set the input size of the data layer of the CNNs mentioned in the previous section to \(80 \times 80\). The optimized AlexNet has a total of seven layers, including a five convolutional layers and two fully connected layers. The fully connected layer is in the final stage of the network. We set the number of iterations in the training process to 250,000. The learning rate is set to 0.01, and after every 40,000 iterations, the learning rate is multiplied by 0.1. On NVIDIA RTX 5000 GPU, the training process of the entire experiment takes about 3.5 h.

### 4.3 Experimental results

We compare the method proposed in this article with five commonly used and better-performing methods. Among them, EPNP-LAB is a method that uses LAB\(^{11}\) face landmark detection combined with EPNP\(^{12}\). EPNP-LAB, Line\(^{17}\), Hope-Net\(^{23}\), and FSA-Net\(^{19}\) algorithms all obtain the best classification accuracy by setting a set of thresholds with the best classification effect.

Table 1 shows the head pose classification performance of different methods for face images wearing masks. The frontal accuracy rate refers to the proportion of accurately classified data labeled "front face" on the test set, and the more side accuracy rate is the rate of accurate classified data labeled "more side face," and the side accuracy rate is the rate of accurate classified data labeled "side face."

From the test results of the MAFA data set, the EPNP-LAB algorithm is affected by the occlusion of the face by the mask, and the classification accuracy is poor. Because the performance of the LAB face landmark detection algorithm is affected, and the face wearing a mask has a greater impact on the accuracy of side positioning. LAB is a high-precision face landmark detection algorithm, which has better performance for error-prone samples than the DAN algorithm. If LAB\(^{11}\) is replaced by other algorithms such as DAN,\(^{10}\) it can be predicted that the performance of head pose classification will further decrease.

The output result of FSA-Net is the Euler angle of the head pose. We set an optimal threshold to classify the pose. The algorithm regresses head pose information through multi-level classification, and does not use face landmark detection in the calculation process. Therefore, the algorithm needs to obtain more information in the face image. But most of the information is lost in the face image wearing a mask, so the performance of FSA-Net is affected.

The reason for the performance degradation of the Hope-Net algorithm is the same as the FSA-Net algorithm. It is because the image of the face wearing a mask is missing a lot of information. The main reason for the performance degradation of the line portrait algorithm is that the texture information of the mask is incorrectly represented as the contour feature information of the human face. But because the extracted lines contain most of the face contour information, the algorithm performance does not drop too much.

The results show that the method proposed in this article is better than other algorithms in the front, more side, and side accuracy of classification. The front accuracy of the algorithm is 1.47% higher than the optimal accuracy of other algorithms, the more size accuracy is 3.2% higher than the optimal accuracy of other algorithms and the size accuracy is 2.36% higher than the optimal accuracy of other algorithms. The reason for this result is that images processed through the H channel can provide more targeted information to the network. And the algorithm can better complete the head pose classification problem by combining the contour information of the face in the line portrait and the pixel contrast in the grayscale.

### Table 1 Comparison of different algorithms on the MAFA data set

| Method      | Front accuracy | More side accuracy | Side accuracy |
|-------------|----------------|--------------------|---------------|
| Line\(^{17}\) | 92.67%         | 83.40%             | 88.53%        |
| FSA-Net\(^{19}\) | 74.97%         | 76.64%             | 71.20%        |
| EPNP-LAB\(^{12}\) | 90.04%         | 68.92%             | 50.13%        |
| Hope-Net\(^{23}\) | 72.16%         | 76.53%             | 73.87%        |
| Ours        | 94.14%         | 86.58%             | 90.93%        |

Note: Through the accuracy of the three classification to show the performance of each algorithm.
### 4.4 Ablation study

We used ablation study to determine the effects of individual component, including the use of a single network (optimized AlexNet), do not use H-channel image, and do not use line portraits. Table 2 reports the results. Since our method includes line portrait, its performance is also listed as a reference. The experimental results show that the algorithm with only one element does not always get good results, but the algorithm with all elements has the best overall performance. And showing that complementary information is learned in different elements.

| Testing set       | Front accuracy | More side accuracy | Side accuracy |
|-------------------|----------------|--------------------|--------------|
| Optimized AlexNet | 93.39%         | 87.00%             | 90.40%       |
| Not use H-channel | 91.04%         | 84.36%             | 88.53%       |
| Not use line portraits | 90.87%     | 86.79%             | 89.33%       |
| Line17            | 92.67%         | 83.40%             | 88.53%       |
| Ours              | 94.14%         | 86.58%             | 90.93%       |

### 5 CONCLUSION

In this article, we propose a new method to solve the problem of multi-angle head pose classification of faces wearing masks during the COVID-19 coronavirus epidemic. This method uses image gray information, color texture information, and face contour information based on line portraits. By extracting and processing the H channel pixels in the HSV color space, it is used to distinguish the face and mask area in the image. And use line portraits to highlight the contour information of the face in the image. The obtained multiple images are fused by the pixel fusion method. Finally, the training results of the three CNNs are processed through the stacked generalization algorithm to obtain the pose information output by the algorithm. Experimental results on the MAFA dataset show that our method is superior to the other methods. Solving the head pose classification problem also provides help for studying other face-related problems wearing masks. In practical applications, we can add a task when executing the face detection algorithm, which is to distinguish between wearing a mask and not wearing a mask. If the face in the image is wearing a mask, we can use the method proposed in this article for classification. And if it is a normal face image, we can use FSA-Net, line portrait, and other algorithms for classification.
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