Estimation of prevalence in rare disease using pooled samples
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Abstract. The use of pooled samples for screening infected individuals is a known procedure to reduce costs. In an estimation problem, the aim is only to determine how many individuals are infected instead of determining who is infected (classification problem). In that setting, our goal was to compare the performance of using one or two-dimensional arrays. The best performance was established according to one of the following criteria: minimizing the number of individuals or the number of tests required to attain a certain estimate accuracy. It is observed that when we want to minimize the number of individuals used, the two-dimensional procedures have a little advantage over the one-dimensional procedures. However, when the major concern is the cost, the one-dimensional procedures clearly outperform the two-dimensional procedures.

1. Introduction

The problem of using pooled samples for screening infected individuals among a population of size $N$ dates back from 1943 Dorfman’s seminal work [1]. Dorfman’s two stage procedure consists in homogeneously mixing the samples from $n$ individuals for batched testing. A positive result is inconclusive in the way that both the number of infected samples and who is infected is unknown. This unclear result leads to a second stage where individual tests are performed. On the other hand, in a perfect test, a pooled negative result clearly means that none of the individuals is infected.

The research in this field may be split in two according to its goal. In one case, the aim is to identify who is actually infected (classification problem). The other is to determine how many are infected (estimation problem). We will be restricted to this last goal. Moreover, we will only consider low values of the prevalence rate (lower than 5%, and therefore we will be working with a rare event).

The aim of using pooled samples is to save money [2] as the number of tests performed may be lower than the number of tests required by individual testing [3]. As we just want to determine how many individuals are infected, the performance of individual testing is optional whereas it is mandatory for positive pooled samples at some stage when dealing with a classification problem.

This freedom of dismissing individual testing allows us to think in complex schemes. Robotic pooling allows us, in practice, to effectively and accurately take advantage of more complex mixing procedures since the costs of mixing samples are usually negligible [4]. Pooled samples
may or may not have individuals in common. They can be retested despite their limited benefits [5] or divided into subsamples for further testing (hierarchical models).

Mixing a large number of individuals into the same pool is a reasonable possibility although it is important to have in mind the dilution effect [3]. The accuracy of a test are usually assessed by its sensitivity and specificity. They define the probability of correctly classifying an infected and a non-infected sample, respectively. In practice, these probabilities may decrease with the pool size.

In this setting, three questions arise when one-stage procedures are considered. The first is to decide what procedure to use, that is, what kind of pools should be used? Then, two further questions arise that may be gathered in just one question: How many pools and individuals within the same pool should be used?

The answer of this questions is closely related to an underlying issue: How can we compare different methodologies? The answer to this question does not depend only in the quality of the results but may also depend on the samples availability or the cost of the procedure. To assess the quality of the results there are a wide variety of measures. We chose the root mean square error (RMSE) for this purpose. As previously stated, the cost of a methodology largely depends on the number of tests performed. Hence, the cost mainly increases with the number of tests performed. However, in other situations money is not the main issue. The individual samples may be difficult to get. Thus, we may want to reduce the number of individuals used.

In our work, we found that two-dimensional arrays are the best option when we want to use as few individuals as possible whereas when the cost of the test is the most relevant issue one dimensional arrays are recommended.

The outline of this work is as follows. Section 2 introduces some of the most common pooling samples procedures as well as describe some restraints that lead to a particular choice of a procedure. Next, in Section 3 the results of a simulation study are presented and discussed. Finally, in Section 4 the final conclusions are presented.

2. One stage procedures in a classification problem
Let \( Y_1, \ldots, Y_N \) be a sample drawn from a population where each individual \( Y_i \) is a dummy variable with values 1 and 0 with probabilities \( p \) and \( 1 - p \) respectively. The parameter \( p \) stands for the prevalence rate. Performing individual tests is probably the simplest way to estimate \( p \), although it can be quite inefficient [6, 7, 8]. Hence, the use of pooled samples may be an option. In what follows, individual status within a pooled sample is assumed to be independent and no dilution effect is considered. Previously described Dorfman’s methodology comprehends two stages (a pooled test and if the outcome is positive subsequent individual tests). In this work, we deal only with one stage procedures in the way that the results obtained in any pooled sample do not lead to further tests.

In this setting, it is possible to consider the use of non-overlapping pools called one dimensional arrays. If individual samples can be present in more than one pool, the most popular design are square arrays (a two-dimensional design). The use of more than two dimensions has proved to be not advised in most of the situations [9, 10].

2.1. One dimensional procedures
A one-stage and one-dimensional procedure is probably the simplest and easiest pooling method. The design of the procedure depends only in setting the pool size \( n \). For this reason, we will refer to it as procedure \( O(n) \).

For simplicity, admit that \( n \) is a divisor of the sample size \( N \) (otherwise, one would have \( \left\lfloor \frac{N}{n} \right\rfloor \) groups with \( n \) individuals and one group with \( N - \left\lfloor \frac{N}{n} \right\rfloor \times n \) individuals, where \( \lfloor x \rfloor \) stands for the highest integer lower than \( x \)). Then, it is required to perform \( T_N = \frac{N}{n} \) tests. Clearly, an infected
pooled sample is found with probability \( \pi_n = 1 - (1 - p)^n \). Hence, the total number of infected pooled samples is described by a binomial random variable \( I \sim \text{Bin}(T_N, \pi_n) \), where \( T_N \) is the trials number and \( \pi_n \) the success probability. Thus, the maximum likelihood (ML) estimator of \( \pi_n \) is given by

\[
\hat{\pi}_n = \frac{I}{T_N}. 
\]

(1)

As \( p \) and \( \pi_n \) are directly related, the ML estimator of \( p \) is given by

\[
\hat{p} = 1 - \left(1 - I \frac{1}{T_N}\right)^{1/n}.
\]

(2)

For \( n = 1 \), \( \hat{p} = 1 - \left(1 - I \frac{1}{T_N}\right) \) is an unbiased estimator of \( p \). For \( n > 1 \), the estimator is positively biased. Expressions for the expected value and variance of the estimator can be found in [11].

As screening errors may occur, the above binomial model is, in practice, unrealistic. The probability of observing a pooled positive result is \( \varphi_s + (1 - \varphi_s - \varphi_e) (1 - p)^n \) as stated in [12]. Therefore, a ML estimator of \( p \) is

\[
\hat{p} = 1 - \left(\varphi_s - \frac{p^+}{\varphi_s + \varphi_e - 1}\right)^{1/n}.
\]

(3)

where \( p^+ = \frac{P}{T_N} \) is the proportion of positive results The estimator only assumes meaningful values if

\[
1 - \varphi_e \leq p^+ \leq \varphi_s.
\]

(4)

2.2. Two-dimensional procedures

In this setting, square arrays are probably the most used pooling procedure that uses overlapping samples. Suppose we have \( n^2 \) individuals placed in a \( n \times n \) matrix. All individuals within the same row and within the same column are gathered for batched testing.

Even if a perfect test is used, the outcomes are not readily clear. Having \( r \) positive rows and \( c \) positive columns only means that there are a maximum of \( r \times c \) infected individuals.

If the test is not perfect, ambiguities may arise. For instance, in a square array procedure one may have both a positive row and all columns testing negative. Clearly, the proportion of infected individuals is not the best option in this setting. To avoid discarding ambiguous results, [13, 14] present a first algorithm to overcome this issue, which was improved in [12]. This procedure will be denoted as \( T(n) \).

The computation script developed involves some simulation performance. The main idea is to use simulation to find an estimate of the value \( p_0 \) that minimizes the function

\[
Dif(p_0|O) = \sum_{i,j} (O(i,j) - s \times P_{p_0}(i,j))^2,
\]

(5)

where matrix \( O \) encodes the number of square arrays having \( i-1 \) \((j-1)\) positive rows (columns) for \( i = 1, 2, \ldots, r+1 \) \((j = 1, 2, \ldots, c+1)\) and \( s \) is the total number of two-dimensional arrays (i.e., \( s = \sum_{i,j} O(i,j) \)). The matrix \( P_{p_0} \) encodes the estimates of the probability for each entry of matrix \( O \) given a prevalence rate \( p_0 \).
3. Results

To assess the performance of the previous two procedures a simulation study was conducted. The underlying prevalence rates used were 0.005, 0.01, 0.02, 0.03 and 0.04. The target RMSE was a RMSE lower than 10% of the true prevalence rate. The experimental test was assumed with sensitivity and specificity ranging from 0.95,0.99 to 1. Both measures are not necessarily equal.

No more than 50 individuals were considered within the same pool due to the dilution problem. In both procedures, the maximum number of pools was set equal to 100.

For the two-dimensional arrays, 2000 replicas of $k\times T(n)$ arrays were simulated for increments of 0.0005 of the prevalence rate where $k = 1, \ldots, 120$ is the number of arrays.

Figure 1 summarizes some of the results when the goal is to minimize the number of individuals involved whereas Figure 2 displays the results obtained when the cost of the procedure is the main concern.

Concerning the Figure 1, the number of individuals decreases with the true prevalence rate. The array size decreases, in general, with the true prevalence rate (results not shown). Decreasing the test specificity has a greater impact in the number of individuals compared to decreasing the test sensitivity. Moreover, the RMSE goal was not attained when the test specificity was equal to 0.99 for the lowest prevalence rate value. A perfect test is more important when the prevalence rate is low although the perfect test behaves worse than the test with perfect specificity and
sensitivity equal to 0.99. This may be caused by the low number of positive results. The two-dimensional procedures outperform the one-dimensional procedures. However, the results are not very different.

Observing Figure 2 the different procedures can have quite different performances.

The number of tests decreases with the true prevalence rate. The array sizes also start to decrease at some point when the prevalence rate increases (results not shown). For one case, two-dimensional procedure with a test whose specificity was 0.99 did not allow to obtain the desired RMSE. When the prevalence rate is not higher than 1%, decreasing the test specificity induces the performance of a higher number of tests when compared to a similar decrease of the test sensitivity. The opposite effect is verified for the other values of \( p \). The perfect tests produced once again better results especially for the lower values of the prevalence rate. The one-dimensional procedures outperform the two-dimensional procedures with significant gains.

4. Conclusion

The conjecture presented in [14] which suggests that a high number of dimensions in estimation problems may not be very useful was at some extent observed in this work. However, [9] found some advantages of using three-dimensional arrays in classification problems. The performance of two-dimensional arrays when it is important to minimize the number of individuals used is recommended. However, the use of one-dimensional array procedures only involves a small
increase of the number of individuals.

On the other hand, when the main concern is to reduce the number of tests performed, the use of one-dimensional arrays is strongly recommended as the savings are significantly larger.
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