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We study the thermal transport in a two-dimensional system with coexisting superconducting (SC) and nematic orders. We analyze the nature of the coexistence phase in a tight-binding square lattice where the nematic state is modelled as a $d$-wave Pomeranchuk type instability and the feedback of the symmetry breaking nematic state on the SC order is accounted for by mixing of the $s$, $d$ paring interaction. The electronic thermal conductivity is computed within the framework of Boltzmann kinetic theory where the impurity scattering collision is treated in both the Born and Unitary limits. We present qualitative, analytical, and numerical results that show that the heat transport properties of SC states emerging from a nematic background are quite distinct and depend on the degree of anisotropy of the SC gap induced by nematicity. We describe the influence of the Fermi surface topology, the van Hove singularities, and the presence or absence of zero energy excitations in the coexistence phase on the the low temperature behaviour of the thermal conductivity. Our main conclusion is that the interplay of nematic and SC orders has visible signatures in the thermal transport which can be used to infer SC gap structure in the coexistence phase.

I. INTRODUCTION

Low temperature transport properties of normal metals are primarily determined by the scattering of electrons by impurities. For heat transport, the linear $T$ dependence of the thermal conductivity, $\kappa_n(T)$, can be explained using semi-classical transport theory based on the Boltzmann kinetic equation which has also been used to explain heat transport properties of conventional superconductors. The advent of unconventional superconductors like heavy fermions, cuprates, and iron-based superconductors lead to new questions regarding the low temperature transport properties of such systems since the unconventional superconductors significantly differ from the uniformly gapped conventional superconductors and their gap structure may contain nodal points (i.e. points on the Fermi surface (FS) where the superconducting gap is zero). The small energy gap surrounding the nodal points allows quasiparticles to be easily excited and hence these nodal quasiparticles dominate the heat transport properties at low temperatures. Thermal transport in unconventional superconductors has been previously studied theoretically by various authors with different levels of sophistication, and thermal conductivity measurements are a useful probe of the gap structure of unconventional superconductors.

Unconventional superconductors possess complex phase diagrams with multiple broken symmetry phases coexisting with superconductivity. Often these multiple phases appear at similar ordering temperatures when material properties (like dopant concentration) are varied over wide ranges. While it is fairly common for unconventional superconductors to have proximate magnetic and superconducting orders, only in recent years have nematic states been reported for both iron-based superconductors as well as cuprates. (Here nematic order means electronic nematicity, where the electronic state has the same translational symmetry as the underlying crystal, but a lower rotational symmetry.) Studies on the origin of the nematic state argue that in iron-based superconductors, nematic order is driven by either spin fluctuations (in the case of pnictides) or orbital fluctuations (in the case of chalcogenides). For cuprates it has been proposed that the nematicity arises from fluctuations of stripe order, or from the instability of the Fermi surface (Pomeranchuk instability). Regardless of the origin of the nematic state, the influence of nematicity on the emerging superconducting state can change the character of the superconducting order from $s$-wave to $d$-wave pairing. Additionally, since the anisotropy of the superconducting state correlates with the Fermi surface deformation of the nematic state, the competition or cooperation between the SC and nematic orders is found to depend on the nematic distortion of the Fermi surface relative to the anisotropy of the superconducting gap function.

Nematic superconductors themselves may display interesting thermal transport behavior. For instance, the nematic to isotropic quantum phase transition deep within the $d$-wave superconducting phase of a two-dimensional tetragonal crystal are predicted, within the framework of the Boltzmann equation, to display a logarithmic enhancement of the thermal conductivity at the nematic critical point. Other theoretical studies, performed using the quasi-classical formalism, show that the oscillations of the thermal conductivity in multi-band superconductors with an anisotropic gap under a rotating magnetic field, change sign at low temperatures and fields and can be used to distinguish between nodes and minima in the energy gap of iron-based superconductors.

Recent experimental studies have examined the structure of the SC gap in iron-based nematic superconductors. Using specific heat measurements, it was found that the electronic specific heat was linear in $T$ for $T < T_c$, indicating the presence of line nodes, while angle-resolved photo-emission spectroscopy (ARPES) observed spontaneous breaking of the rotational symmetry of the SC gap amplitude as well as the unidirectional distortion of the Fermi pockets. (It should be noted that this latter
study indicated that in the compound LiFeAs, nematicity could occur below \( T_c \) and speculated that superconducting state develops a spontaneous nematic order at \( T_c \).

The gap structure of nematic superconductors have also been probed by thermal conductivity experiments, demonstrating that in the \( T \to 0 \) limit, the residual linear term, \( \kappa(T)/T \), is extremely small, indicating nodeless superconductivity in FeSe. Finally, in the case of cuprate superconductors and strontium ruthenate materials, transport measurements show large strongly temperature-dependent anisotropies in these otherwise isotropic electronic systems.

Motivated by these experimental studies and in complement to previous theoretical studies, this paper investigates the thermal transport properties of a nematic system, where the superconducting phase arises out of a nematic background (i.e. the onset of SC order occurs at a lower temperature than the nematic order). To treat the nematic and SC orders on equal footing, we introduce a mean field Hamiltonian and determine how the interaction between these coexisting phases impacts the heat transport properties of the system. For our transport calculations we use the quasiparticle Boltzmann equation (which is physically more transparent than calculations based on the Green’s function or quasi-classical methods), and calculate the thermal conductivity for the case where the dominant scattering process of quasiparticles is by nonmagnetic impurities. Within Boltzmann theory, we only consider the case of small phase shifts (i.e. the Born approximation) and phase shifts close to \( \pi/2 \) (i.e. the unitary limit). The quasiparticle Boltzmann approach fails at low temperatures when low-energy quasiparticles cannot be well-established due to impurity broadening. In the following we assume that a quasiparticle description applies.

The organization of the paper is as follows. In sections II.A we discuss the model Hamiltonian and the formalism we have employed. The self-consistent approach to determining co-existing nematic and SC order parameters is presented in section II.B and the kinetic formalism is described in section II.C. Numerical results for heat conductivity are discussed in section III. Section IV is a brief conclusion.

II. MODEL AND FORMALISM

A. Hamiltonian

For our model we consider a 2D system with a single band with an inversion symmetric dispersion \( \xi_k(=\xi_{-k}) \) given by

\[
H_0 = \sum_{k,\sigma=\pm 1} \xi_k c_{k\sigma}^\dagger c_{k\sigma},
\]

where

\[
\xi_k = -2\left[t_1 (\cos k_x + \cos k_y) + 2t_2 \cos k_x \cos k_y\right] - \mu.
\]

This describes the nearest neighbor and next-nearest neighbor hopping on a 2D square lattice with lattice spacing \( a = 1 \). The nematic state is modelled through an additional mean field Hamiltonian

\[
H_{nem} = \sum_{k,\sigma} \Phi f_k c_{k\sigma}^\dagger c_{k\sigma}
\]

\[
\Phi = -V_{nem} \sum_k f_k \langle c_{k\sigma}^\dagger c_{k\sigma}\rangle
\]

where \( \Phi \) is the nematic order parameter and \( f_k = (\cos k_x - \cos k_y) \). This additional term causes a deformation of the Fermi surface (FS) which elongates it along the \( k_x \)-axis and shrinks it along the \( k_y \)-axis as is illustrated in FIG. 1. Thus in the nematic state (when \( \Phi \neq 0 \)) the deformed FS does not have the same point group symmetry of the underlying 2D lattice and can capture the effect of symmetry-breaking FS deformations on the SC state. In this paper, only the case where the nematic transition temperature is greater than the superconducting critical temperature (\( T_N > T_c \)) is considered, (i.e. superconductivity arises inside the nematic state).

The effect of the symmetry-broken nematic state on the development of the SC order can be accounted for by using a SC order parameter of the form

\[
\Delta_k = \Delta Y_k
\]
where \( \mathcal{Y}_k = (1 + \mu k)/\sqrt{1 + r^2} \) \( (\mathcal{Y}_k \) is normalized by \( \sqrt{1 + r^2} \) to ensure that \( \int \frac{d^2k}{(2\pi)^2} |\mathcal{Y}_k|^2 = 1 \) and \( \Delta_k = \Delta_{-k} \). Here \( r \) is a phenomenological anisotropy parameter and is a measure of the degree of anisotropy caused by the coexisting nematic order. \( (\) The anisotropy parameter \( r \) is proportional \( r \) and when \( r = 0 \), the SC interaction reduces to pure \( s \)-wave.\) This form of the order parameter encapsulates the mixing of the \( s \) and \( d \)-wave components induced by nematicity (it is assumed that superconductivity only exists in the spin singlet channel). While \( r \propto \Phi \), it should be noted that it also depends on details of the electronic structure that are beyond the scope of this work (hence \( r \) is treated as a phenomenological parameter). In the nematic state, \( r \neq 0 \) and can be either positive or negative.

In FIG. 2 the non-uniform SC gap is shown as a colored band bordering the deformed FS for different values of the anisotropy parameter, \( r \). As shown in the figure, the direction of the SC gap maximum relative to the direction FS elongation (induced by the nematic order) depends on whether \( r \) is positive or negative. Thus, the superconducting part of the mean field Hamiltonian can be written as

\[
H_{SC} = \frac{1}{2} \sum_{k,\sigma} \sigma \Delta \mathcal{Y}_k \left( c_{k\sigma}^\dagger c_{-k,-\sigma} + h.c. \right)
\]

\[
\Delta = -V_{sc} \sum_k \mathcal{Y}_k (c_{-k,\downarrow}^\dagger c_{k,\uparrow})
\]

and the full mean field Hamiltonian for intertwined nematic and superconducting orders given by

\[
H = H_0 + H_{nem} + H_{SC}
\]

can be recast into a matrix form for particular spin orientations \( \sigma = \pm 1, \pm \downarrow \)

\[
H^{(\sigma)} = \frac{1}{2} \sum_k \hat{\Psi}_{k,\sigma} \hat{H}_k^{(\sigma)} \hat{\Psi}_{k,\sigma}^\dagger
\]

\[
\hat{H}_k^{(\sigma)} = \left( \begin{array}{cc}
\xi_k + \Phi f_k & \sigma \Delta_k \\
\sigma \Delta_k & -\xi_k - \Phi f_k
\end{array} \right)
\]

where \( \hat{\Psi}_{k,\sigma} = (c_{k,\sigma}^\dagger, c_{-k,-\sigma}) \) is the Nambu vector. The leading factor of \( 1/2 \) is from the particle-hole doubling of the bands in superconductivity. The eigenvalues of \( \hat{H}_k^{(\sigma)} \) give the quasiparticle energies, \( \pm E_k \), where

\[
E_k = \sqrt{\left( \xi_k + \Phi f_k \right)^2 + \Delta_k^2}.
\]

As noted earlier, the nature of the spectrum critically depends on the value of the anisotropy parameter, \( r \). When \( r > 0 \), the spectrum has nodes (i.e. points on the nematic FS for which \( E_k = 0 \)) only if the parameter \( r \) exceeds a critical value \( r > r^+_c \) where \( r^+_c = -\frac{2t_1t_2 + t_2 \Phi - 4t_2^2}{4t_2^2 + 2t_2 \mu + 4t_2^2} \). When \( r < 0 \), the spectrum has nodes only if the parameter \( r \) is below a critical value \( r < r^-_c \) where \( r^-_c = -\frac{2t_1t_2 + t_2 \Phi + 4t_2^2}{4t_2^2 + 2t_2 \mu + 4t_2^2} \). These critical values, \( r^+_c, r^-_c \), can be determined from the condition \( E_k = 0 \), which occurs only when \( \xi_k = \xi_k + \Phi f_k \) and \( \Delta_k \) simultaneously vanish.

To find the location of the nodes we set

\[
\xi_k = 0 \Rightarrow k_y^* = \cos^{-1} \left( -\frac{\mu + 2t_1 \cos k_x - \Phi \cos k_x}{2t_1 + 4t_2 \cos k_x + \Phi} \right)
\]

which gives us the \( k_y \) coordinates of all points along the nematically deformed FS on the upper half of the BZ as a function of \( k_x \). To find the locations of the nodes on the deformed FS, we set

\[
\Delta(k_x, k_y^*) = 0 \Rightarrow k_x^+ = \cos^{-1} \left( \frac{-t_2 - tr_1 \pm p}{2rt_2} \right)
\]

\[
p = \sqrt{t_2^2 + t_2^2 + rt_2 \Phi - r^2 \mu t_2}
\]

In FIG. 3(a) we display \( k_x^+ \) as a function of \( r \), which identifies the critical values \( r^+_c \) and shows that nodes only exist at \( k_x^+ \) when \( r \) is positive and at \( k_x^- \) when \( r \) is negative. The location of these nodes depends on the value of the parameter \( r \). FIG. 3(b) shows the range of locations of the point nodes on the deformed FS as \( r \) takes values in the range \( r^+_c < r < 1 \) (region shaded in cyan) and \(-1 < r < r^-_c \) (region shaded in orange). It should be emphasized that at any given \( r \)-value only a single point node exists in each quadrant of the BZ, the shaded regions only represent the range of locations.

FIG. 2: The superconducting gap for different values of the anisotropy parameter, \( r \), along the FS deformed by the nematic order (dotted line indicates original FS, solid line indicates deformed FS). For positive values of \( r \), the direction of the the SC gap maximum (cyan) is anti-aligned with the FS elongation. For negative values of \( r \), the direction of the the SC gap maximum (orange) is aligned with the FS elongation. The parameters used for the illustration are \( \mu = -4.8T_N \), \( t_1 = 6T_N \), \( t_2 = -T_N \), \( \Delta = 0.2T_N \), and \( \Phi = 1.34T_N \) .
FIG. 3: (a) Equation (7) has solutions $k_+^+$ only when $r > r_c^+$ (cyan curve) and $k_-^-$ only when $r < r_c^-$ (orange curve). With the parameters $\mu = -4.8T_N$, $t_1 = 6T_N$, $t_2 = -T_N$, and $\Phi = 1.34T_N$, the critical $r$-values are $r_c^+ \approx 0.52866$ and $r_c^- \approx -0.61447$. The dotted vertical lines emphasize that there are no solutions to equation (7) when $r$ is in the range $r_-^- < r < r_+^+$. (b) Range of locations $(\pm k_+^+, \pm k_y^*)$ of the nodes when $r > r_c^+$ (shaded in cyan) and $(\pm k_-^-, \pm k_y^*)$ when $-1 < r < r_c^-$. A particular $r$-value only corresponds to point nodes located either in the cyan regions or in the orange regions.

In FIG. 4 we plot the $|\Delta_k|$ along the deformed FS. We see that for $0 < r < r^+_c$, $|\Delta_k|$ has minima at $(\pm \pi, \pm k_y^*)$, whereas for $r^-_c < r < 0$, the minima occur at $(0, \pm k_y^*)$. Therefore, these also indicate the locations of the excitations with the lowest energies. However, once the nodes form (i.e., for $r > r^+_c$ or $r < r^-_c$), $|\Delta_k|$ has a secondary local maxima at these same locations in the BZ. The location of the low-energy excitations (before the formation of nodes) and the appearance of these secondary maxima of the gap amplitude (after the formation of nodes) have a significant effect on the heat transport properties of the system. (see Section III).

FIG. 4: Gap amplitude $|\Delta_k|$ in the coexistence phase along the nematically deformed FS ($\hat{\xi}_k = 0$) at $T = 0$ with parameters $\mu = -4.8T_N$, $t_1 = 6T_N$, $t_2 = -T_N$, $r_c^+ \approx 0.52866$, and $r_c^- \approx -0.61447$. (a) Low-energy excitations when $0 < r < r_c^+$ occur at $(\pm \pi, \pm k_y^*)$ in the BZ before the appearance of nodes. When $r > r_c^+$, secondary local maxima of the SC gap amplitude appear at $(\pm \pi, \pm k_y^*)$. (b) Low-energy excitations when $r^-_c < r < 0$ occur at $(0, \pm k_y^*)$ in the BZ before the appearance of nodes. When $r < r^-_c$ secondary local maxima of the SC gap amplitude appear at $(0, \pm k_y^*)$. 

FIG. 5: Evolution of the bare DOS under the nematic order at different temperatures for a closed $(\mu = -4.8T_N)$ FS. The DOS at $T > T_N$ and at $T = 0$ are given by the black and green curves in. The van Hove singularities in the bare DOS cross the Fermi level at $T = 0$ and at $T_N$ (magenta curve). This occurs when the deformed FS passes through the saddle point located at $(\pi, 0)$ as seen in FIG. 1 (see text for details).

While the presence of the nodes plays a dominant role in determining the transport properties in the coexistence phase at low temperatures (as will be discussed later in Section III), the existence of van Hove singularities is an important feature that influences transport properties for $T > T_c$ when the system is in the purely nematic phase. The dispersion relation in the nematic phase ($\tilde{\xi}_k = \xi_k + \Phi f_k$) has saddle points ($|\nabla_k \tilde{\xi}_k| = 0$) close to the FS at $(k_x, k_y) = (\pi, 0)$ and $(0, \pi)$, which can be seen in Fig. 1 as the blue points. These saddle points cause van Hove singularities to occur in the bare density of states at energies $\xi_{vH}^k = -\mu + 4t_2 \pm 2\Phi$. Furthermore, as can be seen in FIG. 1, the nematic FS passes through these saddle points when the closed FS transitions to an open FS along the $k_x$-axis.

In the absence of nematicity, the saddle points at $(k_x, k_y) = (\pi, 0)$ and $(0, \pi)$ lead to van Hove singularities in the bare DOS at the same energy $\xi_{vH}^k = -\mu + 4t_2$ as seen in the black curve in FIG. 5. However as the nematic order parameter becomes nonzero, the saddle points at $(\pi, 0)$ and $(0, \pi)$ lead to van Hove singularities in the bare DOS at different energies $\tilde{\xi}_{vH}^k = \xi_{vH}^k - 2\Phi$ and $\tilde{\xi}_{vH}^k = \xi_{vH}^k + 2\Phi$ respectively. This can be seen from the two singularities present in both the magenta and green curves in FIG. 5. When the nematic order parameter reaches the critical value $\Phi_c = | - \frac{\mu}{2} + 2t_2 |$, the van Hove singularities cross the Fermi level as indicated in the magenta curves in FIG. 5. The van Hove singularities crossing the Fermi level has an impact on the transport properties of the system when $T > T_c$ and will be discussed in Section III.

B. Self-consistent equations for Nematicity and Superconductivity

The self-consistent equations for $\Phi$ and $\Delta$ are obtained by calculating the averages in (2) and (3), respectively

$$\Phi = V_{nem} \sum_k \frac{f_k}{2} \left[ \frac{\xi_k + \Phi f_k}{E_k} \tanh \frac{E_k}{2T} - 1 \right]$$

(8)

$$\Delta = -V_{sc} \Delta \sum_k \frac{\gamma_k^2}{2E_k} \tanh \frac{E_k}{2T}$$

(9)

The equation for $\Phi$ in the pure nematic phase is obtained by setting $\Delta = 0$ in equation (8) and leads to the following self-consistent equation

$$\Phi = V_{nem} \sum_k \frac{f_k}{2} \left[ \tanh \frac{\xi_k + \Phi f_k}{2T} - 1 \right]$$

(10)

The equation that determines the nematic transition temperature $T_N$ is obtained by setting $\Phi \to 0$ as $T \to T_N$.
in equation (10), yielding
\[ 1 = \frac{V_{\text{nem}}}{2} \sum_{k} \frac{f_{k}^{2}}{2TN} \left[ \text{sech}^{2} \frac{\xi_{k}}{2TN} \right]. \] (11)

The superconducting transition temperature in the absence of nematicity \( (T_{c}^{0}) \) can be determined from equation (9)
\[ 1 = -V_{sc} \sum_{k} \frac{\mathcal{Y}_{k}^{2}}{2} \tanh \frac{\xi_{k}}{2T_{c}^{0}}. \] (12)

Note that in all the cases considered in this work, \( T_{c}^{0} \) has been set to 0.4T_{N}. However, the superconducting transition temperature \( (T_{c}) \) in the absence of nematicity is different from \( T_{c}^{0} \) as can be seen in FIG. 6.

**B.1. Numerical Solution of Self-Consistent equations**

Equations (8) and (9) can be solved self-consistently. For clarity, the parameters \( V_{\text{nem}} \) and \( V_{sc} \) are eliminated in favor of \( T_{N} \) and \( T_{c}^{0} \) using equations (10) and (12). Similarly, \( \Phi_{0}(T) \) (the nematic order parameter in the absence of SC) can also be solved self-consistently from equation (10) where \( V_{\text{nem}} \) was again eliminated in favor of \( T_{N} \) using equation (11). The solutions \( \Phi(T) \) and \( \Delta(T) \) for \( r = \pm 0.2 \) are shown in FIG. 7. It can be seen that in the presence of SC, the nematic order parameter is slightly diminished from its value in the absence of SC (i.e. \( \Phi(T) < \Phi_{0}(T) \) when \( \Delta(T) \neq 0 \)). The SC transition temperature is also lower in the presence of nematicity \( (T_{c} = 0.2117T_{N} \text{ for } r = 0.2, T_{c} = 0.317T_{N} \text{ for } r = -0.2, \text{ and } T_{c}^{0} = 0.4T_{N}) \), which is indicative of competing nematic and SC orders. This was found to be the case for all parameter combinations studied in this work.

**C. Kinetic Method for Heat Conductivity**

We use the Boltzmann kinetic equation approach to calculate the thermal conductivity for the system with intertwined orders. This method was widely used to compute thermal conductivity, both in s-wave superconductors as well as in unconventional superconductors. The expression for the thermal conductivity for a superconductor in the Boltzmann kinetic approach is given by the expression
\[ \kappa_{ij} = -\frac{2}{T} \int \frac{d^{3}k}{(2\pi)^{2}} \mathcal{E}_{k}^{2} v_{k,i} v_{k,j} \frac{\partial f_{k}^{0}}{\partial \mathcal{E}_{k}} \tau_{k} \] (13)

where \( f_{k}^{0} = \frac{1}{e^{\mathcal{E}_{k}/T} + 1} \) is the equilibrium Fermi-Dirac distribution function. The quasiparticle velocity is defined as
\[ v_{k} = \nabla_{k} \mathcal{E}_{k} \] (14)

and the quasiparticle relaxation time is given by
\[ \tau_{k}^{-1} = N_{imp} \frac{2\pi}{\hbar} \int d^{3}k' |_{k,k'}^{2} |E_{k} - E_{k'}| \delta(E_{k} - E_{k'}) \] (15)

where \( t_{k,k'} \) is the amplitude for a single impurity to scatter a quasiparticle from the state with momentum \( k \) and energy \( E_{k} \) to the state with momentum \( k' \) and energy \( E_{k'} \) and \( N_{imp} \) is the density of impurities.

In order to determine the amplitude \( t_{k,k'} \), we first write the impurity scattering Hamiltonian in the same Nambu basis as equation (4)
\[ H_{imp} = \sum_{k,k',\sigma} \epsilon_{k,k',\sigma} \hat{c}_{k,\sigma}^{\dagger} \hat{c}_{k',\sigma} \] (16)

where \( \hat{v} \) is the Pauli matrix in Nambu space and \( v_{imp} \) is a non-magnetic isotropic impurity potential. The operators \( \hat{c}_{k,\sigma}^{\dagger} \) and \( \hat{c}_{k,\sigma} \) create and destroy normal state particles, are related to the superconducting state quasiparticles \( \hat{a}_{k,\sigma}^{\dagger} \) and \( \hat{a}_{k,\sigma} \) by the Bogoliubov transformation
\[ \hat{\Psi}_{k,\sigma} = \hat{B}_{k}^{(\sigma)} \hat{A}_{k} \] (17)

where \( \hat{u}_{k} = \frac{E_{k} + \xi_{k}}{\sqrt{(E_{k} + \xi_{k})^{2} + \Delta_{k}^{2}}} \), \( \hat{v}_{k} = \frac{\sigma \Delta_{k}}{(E_{k} + \xi_{k})^{2} + \Delta_{k}^{2}} \), and \( \hat{A}_{k} = \left( \hat{a}_{k,\sigma}^{\dagger}, a_{k,-\sigma} \right) \). Upon performing the Bogoliubov transformation on the Nambu vectors, we get
\[ H_{imp} = \frac{1}{2} \sum_{k,k',11} \hat{A}_{k}^{\dagger} \hat{D}_{k,k'} \hat{A}_{k} \] (19)

where the matrix \( \hat{D}_{k,k'} \) is given by
\[ \hat{D}_{k,k'} = (\hat{B}_{k'}^{(\sigma)})^{\dagger} \hat{v} \hat{B}_{k}^{(\sigma)}. \] (20)

Using this formalism, we can now determine some important terms. From the ordering of the \( \hat{A}_{k}^{\dagger} \) vector, the amplitude \( t_{k,k'} \) in the Born approximation is given by
\[ t_{k,k'} = (\hat{D}_{k,k'})_{11}. \] (21)

To get the amplitude in the Unitary limit, we replace \( \hat{v} \) in equation (20) by the T-matrix for impurity scattering
\[ \hat{T} = \hat{v} + \hat{v} \sum_{k} \hat{G}_{k}(E) \hat{T}. \] (23)

where \( \hat{G}_{k}(E) \) is the single-particle Green’s function for the superconductor in the absence of impurities, and is given by
\[ \hat{G}_{k}(E) = \frac{1}{E^{2} - E_{k}^{2}} \left( \frac{E_{k} + \xi_{k}}{\sigma \Delta_{k}} \right) \] (24)
Using equation (24) in equation (23), we get
\[ T = v_{imp} t_3 + iv_{imp} \tilde{N}_0 (g_{2 \times 2} + h \tilde{\tau}_1) \]
\[ 1 + v_{imp} \tilde{N}_0^2 (|g|^2 - |h|^2) \]  
\[ (25) \]

The functions \( g(E_k) \) and \( h(E_k) \) are given by
\[ g(E_k) = -i \frac{E_k}{\tilde{N}_0} \sum_{k'} \frac{E_k}{E_k - E_{k'}} \]
\[ h(E_k) = -i \frac{\Delta_{k'}}{\tilde{N}_0} \sum_{k'} \frac{\Delta_{k'}}{E_k - E_{k'}} \]  
\[ (26) \]
\[ (27) \]

where \( \tilde{N}_0 \equiv N(\xi_k = 0) \) is the density of states on the FS deformed due to nematicity and therefore depends on \( \Phi(T) \). As \( T \to T_N \), \( \tilde{N}_0 = N_0 \) where \( N_0 \equiv N(\xi_k = 0) \) which is the density of states on the original tight-binding FS. When \( \Delta \to 0 \), \( g(E_k) = 1 \) and \( h(E_k) = 0 \). The functions \( g(E_k) \) and \( h(E_k) \) are the normal and anomalous part of the quasiparticle self-energy respectively. The real part of the function \( g(E_k) \) is proportional to the quasiparticle density of states and the imaginary part corresponds to dispersive corrections to the quasiparticle self-energy.

The function \( h(E_k) \) goes to zero for all superconducting states with the order parameters corresponding to non-identity representations of the crystal symmetry group (for example the \( d_{x^2-y^2} \) and \( d_{xy} \) pairing states). In our case \( h(E_k) \neq 0 \) due to the feedback from the symmetry broken nematic state on the SC order. The \( T \)-matrix in equation (25) is directly parameterized in terms of the strength of the impurity potential, \( v_{imp} \), however it can also be equivalently parameterized in terms of the normal state scattering phase shift \( \delta_N \).

In this paper we only consider two limiting cases: weak impurity potential \( (v_{imp} \tilde{N}_0 \ll 1 \Rightarrow \delta_N \ll \pi/2) \) which puts us in the limit where the Born approximation is valid, whereas a strong impurity potential \( (v_{imp} \tilde{N}_0 \gg 1 \Rightarrow \delta_N = \pi/2) \) puts us in the Unitary limit. In the Born and Unitary limits, the \( T \)-matrix in equation (25) reduces to
\[ \hat{T}_{\text{Born}} = t_N^{\text{Born}} \tilde{\tau}_3 \]  
\[ (28) \]
\[ \hat{T}_{\text{Unitary}} = t_N^{\text{Unitary}} \]  
\[ (29) \]

where \( t_N^{\text{Born}} = v_{imp} \) and \( t_N^{\text{Unitary}} = i/\tilde{N}_0 \). Using equations (21), (22), (28), and (29) we can compute the amplitude \( t_{k,k'} \) in the Born and Unitary limits respectively.

\[ |t_{k,k'}|^2 = \frac{|t_N^{\text{Born}}|^2}{2} \left[ 1 + \frac{\xi_k \xi_{k'} - \Delta_k \Delta_{k'}}{E_k E_{k'}} \right] \]  
\[ (30) \]

\[ |t_{k,k'}|^2 = |t_N^{\text{Unitary}}|^2 \left[ a \left( 1 + \frac{\Delta_k \Delta_{k'}}{E_k E_{k'}} \right) \right. \]
\[ + b \frac{\xi_k \xi_{k'}}{E_k E_{k'}} + 2c \left( \frac{\Delta_k}{E_k} + \frac{\Delta_{k'}}{E_{k'}} \right) \]  
\[ (31) \]

where \( a, b \) and \( c \) are defined as
\[ a = \frac{|g|^2 + |h|^2}{|g|^2 - |h|^2} \]  
\[ (32) \]
\[ b = \frac{|g|^2 - |h|^2}{|g|^2 - |h|^2} \]  
\[ (33) \]
\[ c = \frac{\text{Re}(gh^*)}{|g|^2 - |h|^2} \]  
\[ (34) \]

Using equations (30) and (31) in equation (15), the scattering rates in both the Born and Unitary limits respectively are found to be
\[ \tau^{-1}_N \equiv 2 \text{Re}(g(E_k)) \left( \frac{\Delta_k}{E_k} \right)^2 \]
\[ (35) \]

\[ \tau^{-1}_N = \frac{N_{sc}(E_k)}{N_0} \]  
\[ (36) \]

where \( \tau^{-1}_N \) is the scattering rate on the nematically deformed FS in the absence of the SC order and is defined as \( \tau^{-1}_N(\xi_k) = \frac{2}{\pi} N_{imp} |t_N|^2 N(\xi_k) \). \( \tau^{-1}_N = \tau^{-1}_N(\xi_k = 0) \).

In the Born and Unitary limits \( t_N \) has been defined after equation (29) as \( t_N^{\text{Born}} \) and \( t_N^{\text{Unitary}} \). Note that when \( \Delta = 0 \), \( a = b = 1 \) and \( c = 0 \), and we find \( \tau^{-1}_N = \tau^{-1}_N \) in both the Born and Unitary limits. Further, when \( \Phi \to 0 \Rightarrow r \to 0 \Rightarrow \Delta_k = \Delta \) and \( N_0 = N_0 \), \( \tau_N = \tau_{nsc} \), \( \text{Re}(g(E_k)) = N_{sc}(E_k)/N_0 \), \( h(E_k) = \frac{\Delta_k}{E_k} g(E_k) \), where \( N_{sc}(E_k) \) is the quasiparticle DOS in the superconducting state. This reduces the quasiparticle scattering rate in equation (35) to \( \tau^{-1}_N = \tau_{nsc} N_{sc}(E_k) \left( 1 - \frac{\Delta^2}{E_k^2} \right) \), which is the usual expression for an s-wave superconductor in the Born limit (2). Again in the case when \( \Phi \to 0 \Rightarrow r \to 0 \) and \( \Delta_k \) has \( d_{x^2-y^2} \) symmetry, \( h(E_k) = 0 \) which implies \( a = 1/|g|^2 \) and \( c = 0 \). Therefore equation (35) reduces to the well-known expression (2) \( \tau^{-1}_k = \tau_{nsc} \frac{N_{sc}(E_k)}{N_0} \), for the scattering rate of the \( d_{x^2-y^2} \) pairing state in the Born limit.

Furthermore equation (36) reduces to,
\[ \tau^{-1}_N = \tau_{nsc} \frac{N_{sc}(E_k)}{N_0} \]  
\[ (37) \]

which is the scattering rate for the \( d_{x^2-y^2} \) pairing state in the Unitary limit (2). Using equations (30) and (31) we numerically compute the thermal conductivity tensor \( \kappa_N(T) \) from equation (13) in both the Born and Unitary limits. We also compute the conductivity in the purely nematic state \( \kappa_N(T) \) by setting \( \Delta = 0 \) in equation (13), thus eliminating the unknowns \( N_{imp} \) and \( v_{imp} \) in favor of the nematic state relaxation time \( \tau_N \).
III. NUMERICAL RESULTS AND DISCUSSION

A. Pure nematic phase: $\Phi \neq 0$, $\Delta = 0$

We begin our discussion by calculating the thermal conductivity of the pure nematic state for our tight-binding model with an initially closed Fermi surface. The components of the thermal conductivity tensor are normalized by the normal state (\(\Phi = 0\) and $\Delta = 0$) conductivity ($\kappa^n(T)$). The results are shown in FIG. 7 where we have treated the impurity scattering within the Born approximation.

It can be seen that the $\kappa^N_{xx}$ and $\kappa^N_{yy}$ components of the thermal conductivity tensor are no longer equal, as is the case for the original ($\Phi = 0$) tight-binding Fermi surface (i.e $\kappa^n_{xx} = \kappa^n_{yy} = \kappa^n$ in the normal state). This is due to the fact that the nematic deformation has enhanced the quasiparticle velocities in the $y$-direction while diminishing the velocities in the $x$-direction (see FIG. 10). This results in $\kappa^N_{yy}$ always being greater than $\kappa^N_{xx}$. Despite these modifications to the quasiparticle velocities, the $\kappa^N_{xy}$ components still vanish due to the symmetry inherent in the velocities on the deformed FS.

\[\kappa^N_{xx}(T)/\kappa^n_{xx} = \kappa^N_{yy}(T)/\kappa^n_{yy} / T/T_N\]

FIG. 7: Heat conductivity components ($\kappa^N_{ij}(T)$) of the nematically deformed closed FS with band parameters $t_1 = 6T_N$, $t_2 = -T_N$, and $\mu = -4.8T_N$ in the absence of SC order. $\kappa^N_{ij}(T)$ is normalized by the conductivity ($\kappa^n(T)$) of the normal state (original FS, $\Phi = 0$). The normal state conductivity is $T$-linear, $\kappa^n(T) = \text{constant} \times T$.

While the effect of the nematic deformation on the Fermi velocities is an important characteristic, it cannot explain all the features of the thermal conductivity in FIG. 7. If the nematic deformation only impacted the velocities as explained above, it would cause $\kappa^N_{yy}$ to increase by the same amount that $\kappa^N_{xx}$ decreases from $\kappa^n$, leading to a symmetric splitting in the $\kappa^N_{xx}$ and $\kappa^N_{yy}$ components.

The asymmetric splitting in FIG. 7 is due to the fact that the particle lifetimes in the nematic state are different from the normal state. The particle lifetime in the nematic state is $\tau_N(\tilde{\mathbf{k}}) \propto 1/N(\tilde{\mathbf{k}})$ (defined below equation (36)). In FIG. 8 it can be seen that as the van Hove singularities approach the Fermi level, $\tilde{N}(\tilde{\mathbf{k}})$ near the Fermi level increases, which causes $\tau_N(\tilde{\mathbf{k}})$ near the Fermi level to decrease. Thus, near $T_N$ (the van Hove singularities cross the Fermi level when $T = 0.97T_N$) $\kappa^N_{xx}$ decreases much more quickly than $\kappa^N_{yy}$ increases. However, after the van Hove singularity passes through the Fermi level, the DOS $\tilde{N}(\tilde{\mathbf{k}})$ near the Fermi level begins to decrease (see FIG. 5), causing $\tau_N$ to increase. This results in long-lived, high velocity quasiparticles which conduct heat more efficiently, forcing $\kappa^N_{yy}$ to increase rather rapidly.

Simultaneously, although the velocity of the quasiparticles moving in the $x$-direction are reduced, the lifetimes are increased (which more than compensates for the velocity reduction), causing $\kappa^N_{xx}$ to also increase, but at a much slower rate than $\kappa^N_{yy}$. Finally, near $T = 0$, $\Phi(T)$ has reached saturation and remains at a constant value resulting in both the particle velocities and lifetimes becoming nearly constant at low $T$. This results in the usual metallic state with a conductivity that is linear in $T$. Thus, van Hove singularities crossing the Fermi level (due to FS deformations caused by nematicity) have a significant effect on the heat transport properties of the system when it is in the pure nematic phase.

B. Pure Superconducting phase: $\Phi = 0$, $\Delta \neq 0$

In FIG. 8 we have calculated the thermal conductivity of the pure SC states for our tight binding model. For the various pairing states, namely, $s$, $d_{z^2-r^2}$, the values of $\Delta(T)$ are obtained by self consistently solving the weak coupling gap equation. In the Born limit, we see the characteristic exponential fall in the thermal conductivity of the isotropic fully gapped $s$-wave superconductor.

The general behavior of $\kappa(T)/T$ in the Born limit, for the $d_{z^2-r^2}$ state also agrees with earlier calculations$^{71,53}$, where the low-$T$ regime is dominated by the nodal quasiparticles, producing a finite residual $\kappa/T$. The $d_{z^2-r^2}$ pairing has nodes on flat parts of the FS with large Fermi velocity and smaller DOS. By gauging the corners of the FS with large DOS, the scattering rate is significantly reduced, producing long-lived high-velocity nodal quasiparticles that result in heat conductivity exceeding that of the normal state. The scattering rate in the pure $s$-wave state is given by the expression$^{29}$ (see discussion below equation (36)),

$$\tau^{-1}_{k} = \tau^{-1}_N \frac{N_{sc}(E_k)}{N_0} \frac{1}{1 - \Delta^2/E_k^2}.$$  

However, in the case of the pure $d_{z^2-r^2}$ state$^{52}$, 

$$\tau^{-1}_{k} = \tau^{-1}_N \frac{N_{sc}(E_k)}{N_0}.$$  

Comparing the coherence factors for various states, one
can notice that near their transition temperatures the effective relaxation time for the s-wave state is greater than the \(d_{x^2-y^2}\) state. This results in the observed different slopes near \(T_c\) in FIG. 8 for the Born limit. In FIG. 8, we have also plotted thermal conductivity in the the unitary limit for both s and \(d_{x^2-y^2}\) pairing states. Again the general behaviour of \(\kappa(T)/T\) in the unitary limit agrees with previously published results[11,16]. The unitary limit result for the \(d_{x^2-y^2}\) pairing state is in better agreement with experimental data for cuprates, than the Born approximation result. It has been found experimentally that at low temperatures \(\kappa(T)\) has a power law like temperature dependence with an exponent greater than unity and that \(\kappa(T) > \kappa_n(T)\) for intermediate temperatures[24,25].

C. Coexistence phase: \(\Phi \neq 0, \Delta \neq 0\)

In this section and what follows, to study the effects of SC order emerging from a nematic background, we discuss the components of the thermal conductivity tensor and thermal transport in the coexistence phase, where the SC order and the nematic order are simultaneously nonzero. To illustrate important aspects of our results and emphasize the fact that \(\kappa_{yy}\) is always greater than \(\kappa_{xx}\) when \(\Phi \neq 0\), we have chosen to normalize \(\kappa_{yy}(T)\) and \(\kappa_{xx}(T)\) by the nematic state thermal conductivity component \(\kappa^{N}_{yy}(T)\), as a result of which \(\kappa_{yy}(T) = 1\) at \(T = T_c\). Apart from the distortion of the FS, the nematic order parameter \(\Phi(T)\) has another important consequence which pertains to the coexistence phase. As previously discussed, the feedback from the symmetry broken nematic phase on the SC order leads to the mixing of the s-wave and d-wave channels. The degree of this mixing is determined by the parameter \(r \propto \Phi(T)\).

Therefore, we categorize our study of thermal transport into three cases: weak mixing \((|r| \ll \kappa_{xx}(T))\), moderate mixing \((|r| \approx \kappa_{xx}(T))\), and strong mixing \((|r| \gg \kappa_{xx}(T))\), all displayed in FIG. 9. As before, we have computed the thermal conductivity using the Boltzmann transport equation method and treated the impurity scattering in both the Born and Unitary limits (as outlined in section C).

There are certain common features in all the plots shown in FIG. 9. The conductivity components in the Born limit either fall to zero (FIG. 9(a), (b), (d), & (e)) or to a residual value (FIG. 9(c) & (f)). These changes occur significantly more slowly than the corresponding components in the Unitary limit due to the fact that, in the Unitary limit (which corresponds to strong scattering centers), the quasiparticles are significantly more short-lived than the Born limit (which corresponds to weak scattering centers). These longer-lived quasiparticles in the Born limit conduct heat more efficiently than those in the Unitary limit at lower temperatures.

Another common feature in FIG. 9 is that when \(r > 0\), \(\kappa^{Born}_{yy}(T)\) falls roughly at the same rate as \(\kappa^{Born}_{xx}(T)\) as \(T\) decreases from \(T_c\) relative to the conductivity in the pure nematic phase (see FIG. 8(a), (b), & (e)). The slight difference in slope is because the Fermi velocity in the x and y directions are not equal. For the case when \(r < 0\), \(\kappa^{Born}_{xx}(T)\) falls noticeably more slowly than \(\kappa^{Born}_{yy}(T)\) for \(T < T_c\) (see FIG. 9(d), (e), & (f)) due to the correlation between the locations of the low-energy excitations in the BZ (when \(r > 0\) as compared to when \(r < 0\)) and the Fermi velocities \((\bar{v}_{F,x} \land \bar{v}_{F,y})\) in the x- and y-directions along the nematically deformed FS.

When \(r > 0\), the low-energy excitations are located near \((\pm \pi, \pm k^*_y)\) whereas they are located near \((0, \pm k^*_y)\) for \(r < 0\) (compare FIG. 9(a) with FIG. 9(b)). These low-energy excitations are primarily responsible for carrying the heat current in the coexistence phase. The quasiparticle velocities in the coexistence phase are \(v_k \approx \bar{v}_{F,k} \frac{\kappa_{xx}}{\kappa_{yy}}\), where \(\bar{v}_{F,k}\) is the Fermi velocity corresponding to the nematically deformed FS. In the regions around low-energy excitations for both \(r > 0\) and \(r < 0\), \(\bar{v}_{F,B}\) are roughly equal and greater than \(\bar{v}_{F,x}\) resulting in \(\kappa^{Born}_{yy}\) being always greater than \(\kappa^{Born}_{xx}\) with the slope of \(\kappa^{Born}_{yy}\) being roughly equal for both \(r > 0\) and \(r < 0\). However, as seen in (see FIG. 10) the Fermi velocities in the x-direction are greater around the point \((0, \pm k^{*}_y)\) compared to \((\pm \pi, k^{*}_y)\), resulting in faster quasiparticles for \(r > 0\)-values compared to when \(r < 0\). This results in \(\kappa^{Born}_{xx}(T)\) to decrease more slowly near \(T_c\) for \(r < 0\) when compared to \(r > 0\).
FIG. 9: Thermal conductivity components ($\kappa_{xx}$ and $\kappa_{yy}$) in the coexistence phase in both the Born (blue curves) and Unitary (red curves) limits normalized by the $\kappa_{yy}^N(T)$ component in the pure nematic phase when (a) $r = 0.2$ with $T_c = 0.211T_N$, (b) $r = 0.45$ with $T_c = 0.158T_N$, (c) $r = 0.6$ with $T_c = 0.140T_N$, (d) $r = -0.2$ with $T_c = 0.317T_N$, (e) $r = -0.55$ with $T_c = 0.332T_N$, and (f) $r = -0.7$ with $T_c = 0.323T_N$. The parameters used are $\mu = -4.8 T_N$, $t_1 = 6 T_N$, $t_2 = -T_N$, and $\Phi = 1.34 T_N$. The critical $r$-values are $r^+_c \approx 0.52866$ and $r^-_c \approx -0.61447$. Thus the FS (at $T = 0$) in the coexistence phase corresponds to the green curve in FIG. 1).

C.1. weak mixing: $|r| \ll |r^\pm_c|

At low values of $r$ the SC gap is weakly anisotropic (for $r = 0.2$: $|\Delta_k|^{\text{min}}/|\Delta_k|^{\text{max}} = 0.46$ and, and for $r = -0.2$: $|\Delta_k|^{\text{min}}/|\Delta_k|^{\text{max}} = 0.48$ and ) and thus differs only slightly from the case of the uniformly gapped $s$-wave superconductor (see FIG. 2(a) & (d)). Therefore, in the case of weak mixing ($r = \pm 0.2$, see FIG. 4(a) & (d)) the thermal conductivity profiles for both the components $\kappa_{xx}$ and $\kappa_{yy}$ are similar to the well known results for $s$-wave pairing (compare FIG. 4(a) & (d) to FIG. 9). Since $0.2 \ll r^+_c$ and $-0.2 \gg r^-_c$ for our chosen band parameters, no nodes exist in these cases and the FS is fully-gapped by the SC order. Therefore, there are only gapped excitations in the coexistence phase, leading to an exponential reduction at low $T$ for both the Born and Unitary limits in FIG. 9(a) & (d).

C.2. moderate mixing: $|r| \lesssim |r^\pm_c|

As the magnitude of $s$-wave and $d$-wave mixing is allowed to increase to $r = 0.45$ ($|\Delta_k|^{\text{min}}/|\Delta_k|^{\text{max}} = 0.08$) and $r = -0.55$ ($|\Delta_k|^{\text{min}}/|\Delta_k|^{\text{max}} = 0.05$), the SC gap develops deep minima on the FS (see FIG. 2(b)&(e) and FIG. 4) with the resulting thermal conductivity profiles are displayed in FIG. 9 (b) & (e). The $d$-wave component in the SC order parameter becomes stronger as we transition from weak ($r = \pm 0.2$) to moderate ($r = 0.45, r = -0.55$) mixing, resulting in the effective relaxation time to decrease near $T_c$ in the Born limit, as explained previously in Section B. This change is reflected in the slopes near $T_c$ in FIG. 9 (for the Born limit). Further, as the non-uniformity in the order parameter increases, the Fermi surface is no longer efficiently gapped by the SC order which results in the presence of excitations with lower energy than in the weak mixing case. Thus both thermal conductivity tensor components fall to 0 at much lower temperatures compared to the weak mixing case. Unlike the $d$-wave state, $\kappa_{ij}$ components
eventually fall to 0 at low \( T \) in the Born limit. This is a direct consequence of the fact that the system is still fully-gapped by the SC order (because \(|r| \lesssim |r^\pm|\)).

In the Unitary limit, the lifetime \( \tau_k \) at the FS begins to increase at low energies due to the stronger anisotropy in the SC gap and \( \kappa_{ij} \) has a slight upturn before falling to zero at low \( T \). Since the real part of \( g(E) \) corresponds to the density of states in the coexistence phase, \( \text{Re}(g(E)) = 0 \) for \( E < |\Delta_k|_{\text{min}} \), there can be no excitations below the minimum value of the energy gap. Further, there is a coherence peak in the density of states at \( E = |\Delta_k|^\text{max} \). As \( E \rightarrow |\Delta_k|_{\text{min}} \) both the \( \text{Re}(g(E)) \) and \( \text{Im}(g(E)) \) increase, causing the parameters \( a \) and \( c \) to increase (see equation (34)). This results in a reduction \( \tau_k^{-1} \) (see equation (36)) and a consequent increase in the quasiparticle lifetime in the unitary limit as \( E \rightarrow |\Delta_k|_{\text{min}} \).

### C.3. strong mixing: \( |r| > |r^\pm| \)

Finally, as \( |r| > |r^\pm| \), the SC gap collapses at the nodal points on the FS. The non-uniformity of the gap results in smaller secondary SC gap maxima \( |\Delta_k|^\text{max,-} \) on the FS (see FIG. 9 (a) and (d)), corresponding to the negative sign of the SC gap function. The corresponding thermal conductivity profiles are presented in FIG. 9 (c) & (f). In comparison with the moderate mixing case (FIG. 9 (b) & (e)), there is now a residual thermal conductivity at \( T = 0 \) (an obvious consequence of the existence of zero-energy excitations at the nodes).

Furthermore, in both the Born and Unitary limits, the residual \( \kappa_{yy} \) values are roughly the same for \( r < 0 \) and \( r > 0 \), (see FIG. 9 (c) & (f)). This is again because the \( y \)-velocities of the quasiparticles are roughly the same at the locations of the nodes. However, in both the Born and Unitary limits, the residual values of \( \kappa_{xx} \) when \( r < 0 \)
Unlike the pure nodal $d_{x^2-y^2}$ pairing state (see FIG. 8), the components of $\kappa_{ij}$ in the Unitary limit no longer go to 0 as $T \to 0$ because the quasiparticle lifetimes on the Fermi surface diverge at low energies (see FIG. 12). In addition, the real part of $g(E)$ and $h(E)$ go to zero as $E \to 0$ causing the lifetime $\tau_k$ to diverge as $E \to 0$ for both the Born and Unitary limits.

The singularity in the quasiparticle lifetime in the Born limit in FIG. 12(a) occurs due to the coherence peak in the SC DOS (see FIG. 12(b)) that appears at the energy corresponding to the smaller secondary SC gap maxima $|\Delta_k|_{\text{max}}$ on the FS (see FIG. 2 and 4). Finally, at $E = |\Delta_k|_{\text{max}}$, $|g| \approx |h|$ which causes $\tau_k^{-1}$ to diverge and therefore the quasiparticle lifetime $\tau_k$ vanishes at that energy in the Unitary limit.

In closing, we mention that for each of the cases studied above, the lifetimes for the anisotropic pairing states with positive values of $r$ are the roughly the same as those with negative values of $r$ because the spectrum of low-energy excitations of the quasiparticles are nearly the same for both (see FIG. 5). At the location of these low-energy excitations (i.e. near the gap minima or nodes), the magnitude of the Fermi velocities are roughly the same, implying that the local density of states at those locations are also nearly equal. As a result the quasiparticle lifetimes corresponding to SC pairing states with either positive or negative values of the anisotropy parameter $r$ do not differ much from one another. We have therefore not included the lifetime plots for negative values of $r$.

IV. CONCLUSION

We have considered a single band electronic system where a spin singlet superconducting order appears inside a nematic phase. We treat both the orders at the mean-field level in a tight-binding square lattice with the nematic order being modelled as a $d$-wave Pomeranchuk type instability. The feedback from the symmetry-broken nematic phase on the SC order was accounted for through a mixing of the $s$-wave and $d$-wave channels which is controlled by a constant, phenomenological anisotropy parameter, $r$. Depending on the value of $r$, the gap function can display a deep minima (in the case of moderate mixing) or nodes (in the case of strong mixing). By determining the amplitudes of the SC and the nematic orders self-consistently for all temperatures, the nature of the low energy excitations could be analysed showing that for $r > r^+ (\Phi)$ or $r < r^- (\Phi)$, the spectrum has nodes which create a non-uniformity in the SC gap (a direct outcome of the interplay of the FS distortion due to nematicity). This non-uniformity results in inequivalent gap maxima at $|\Delta_k|_{\text{max}(-)}$ and $|\Delta_k|_{\text{max}(+)}$.

Temperature dependence of the electronic heat conductivity in the mixed SC and Nematic system was computed using the Boltzmann transport equation method, where the impurity scattering collision integral and quasiparticle lifetime were determined in both the Born and Unitary limits. We conclude that the nematic deforma-
tion of the FS results in $\kappa_{xx}(T) \neq \kappa_{yy}(T)$ and that there are significant differences in the thermal conductivity behavior in the coexistence phase that can distinguish between deep minima or nodes in the anisotropic SC gap structure. In the case of the SC gap having deep minima on the FS, $\kappa \to 0$ as $T \to 0$ in both the Born and Unitary limits. In the case when the SC gap function has nodes, low-energy excitations lead to a finite residual $\kappa/T$ in the $T \to 0$ in both the Born and Unitary limits.
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