A HARNACK INEQUALITY FOR WEAK SOLUTIONS OF THE FINSLER $\gamma$-LAPLACIAN

MAX GOERING

Abstract. We study regularity of the Finsler $\gamma$-Laplacian, a general class of degenerate elliptic PDEs which naturally appear in anisotropic geometric problems. Precisely, given any strictly convex family of $C^1$-norms $\{\rho_x\}$ on $\mathbb{R}^n$ and $\gamma > 1$, we consider the $W^{1,\gamma}(\Omega)$ solutions of the anisotropic PDE

$$\int_{\Omega} \langle \rho_x(Du)^{-1}(D\rho_x)(Du), D\varphi \rangle = \int_{\Omega} \vec{F} \cdot D\varphi + f\varphi \quad \forall \varphi \in W^{1,\gamma}_0(\Omega).$$

Under the mild assumption $|\xi|^{-1} \rho_x(\xi) \in [\nu, \Lambda]$ for all $(x, \xi) \in \Omega \times \mathbb{R}^n$ and some $0 < \nu \leq \Lambda < \infty$ we perform a Moser iteration, verifying that sub- and super-solutions satisfy one-sided $\| \cdot \|_{\infty}$ bounds, which together imply solutions are locally bounded. When $u$ is non-negative this also implies a (weak) Harnack inequality. If $f, \vec{F} \equiv 0$ weak solutions also benefit from a strong maximum principle, and a Liouville-type theorem.

1. Introduction

In his celebrated work on minimal surfaces [DG54, DG55, DG58], De Giorgi framed minimal surfaces as the boundaries of sets of locally finite perimeter. In this setting, he showed that if $\partial E$ is flat near $x$ then in fact $\partial E$ is smooth near $x$. The method is by now well-known and has been adapted to many settings and can roughly be summarized in the following 4 steps:

1. Flatness implies that $\partial E$ is mostly the graph of a Lipschitz function $u$, and (1b) the Lipschitz constant can be arbitrarily small if the boundary is sufficiently flat.

2. Since $\partial E$ is a minimal surface, it turns out $u$ almost solves the minimal surface equation

$$\text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = 0.$$ 

3. When the Lipschitz constant is sufficiently small, this means $u$ is basically harmonic.

4. From the regularity theory for harmonic functions one can deduce regularity of $\partial E$ near $x$.
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We now motivate the study of the Finsler $\gamma$-Laplacian, a PDE which generalizes the Finsler Laplacian in an analogous manner to the way the $p$-Laplacian generalizes the Laplacian. To this end, we formally apply De Giorgi’s method to an anisotropic minimal surface. Given a set of locally finite perimeter $E \subset \mathbb{R}^{n+1}$ consider the energy

$$\Phi_p(E; A) := \int_{\partial^* E \cap A} \|\nu_E\|_{\ell^p} d\mathcal{H}^n.$$  

Simplifying our summary of De Giorgi’s method a little further, in lieu of (1a) we assume $\partial^* E \cap A$ completely coincides with the graph of some Lipschitz $u : \Omega \to \mathbb{R}$. Then,

$$\Phi_p(E; A) = \int_{\Omega} \|(-Du, 1)\|_{\ell^p}.$$  

Analogous to (2), by computing the outer-variation of (1.2) one discovers $u$ solves the $\| \cdot \|_{\ell^p}$-minimal surface equation

$$\text{div} \left( \frac{\partial_i u |\partial_i u|^p - 2}{\|(-Du, 1)\|_{\ell^p}^{p-1}} \right) = 0.$$  

By (1b) we can assume that $\|Du\|_{L^\infty(\Omega)} \ll 1$ and hence Taylor expand the elliptic matrix $A(x) := \frac{Id}{\|(-Du, 1)\|_{\ell^p}^{p-1}}$ around $Du = 0$ to find that, in place of (3), formally $u$ almost solves the PDE

$$\text{div} \left( \partial_i u |\partial_i u|^p - 2 \right) = 0,$$

which is sometimes called the Pseudo $p$-Laplacian or orthotropic $p$-Laplacian. Hence, to formally complete De Giorgi’s method, step (4) would indicate one should try to recover regularity of $\partial E$ from the regularity theory for the pseudo $p$-Laplacian. Unfortunately, the best-known regularity theory for (1.4) is that solutions are Lipschitz when $n \geq 3$, [Dem16], and $C^{1,\log}$ for $n = 2$, [LR18].

In this paper we propose considering more generally the regularity of solutions to the Finsler $\gamma$-Laplacian, (1.7), a general class of PDEs which arise naturally in geometric problems. In the homogeneous setting, this simplifies to fixing some $\gamma > 1$, $\Omega \subset \mathbb{R}^n$, and a $C^1$, strictly-convex norm $\rho$, then considering the weak solutions of

$$\int_{\Omega} \left( \rho(Du)^{\gamma-1} (D\rho)(Du), D\varphi \right) d\mathcal{H}^n = 0 \quad \forall \varphi \in W^{1,\gamma'}_0(\Omega).$$

We note that in this setting, (1.5) is precisely the outer-variation of the functional

$$\int_{\Omega} \rho(Du)^{\gamma} d\mathcal{H}^n.$$  

**Example 1.1.** Several immediate examples arise when considering (1.5) and (1.6).

---

1In the literature this is typically called the Finsler $p$-Laplacian, but we wish to reserve $p$ to refer to the $\| \cdot \|_{\ell^p}$ and $\| \cdot \|_{L^p(\mathbb{R}^n)}$ norms.
(i) If \( \rho = |x| \) and \( \gamma = 2 \) we recover the Laplacian/Dirichlet energy.

(ii) If \( \rho = |x| \) and \( \gamma = p \) \((1.3)\) recovers the \( p \)-Laplacian.

(iii) If \( \rho = \|x\|_{p^*} \) and \( \gamma = p \) \((1.5)\) recovers the pseudo \( p \)-Laplacian.

(iv) If \( \rho(\xi) := \langle A\xi, \xi \rangle^{1/2} \) for some positive definite matrix \( A \), and \( \gamma = 2 \), \((1.6)\) recovers constant coefficient divergence form elliptic PDEs.

In general, given some \( \Omega \subset \mathbb{R}^n \) we consider a function \( \rho : \Omega \times \mathbb{R}^n \rightarrow [0, \infty) \) so that \( \rho(x, \cdot) \) is a norm for all \( x \in \Omega \). Then, the inhomogeneous Finsler \( \gamma \)-Laplacian with respect to \( \rho \) is given by
\[
\int_{\Omega} \left\langle \rho_x(Du)^{\gamma-1}(D\rho_x)(Du), D\varphi \right\rangle = \int_{\Omega} \left\langle \vec{F}, D\varphi \right\rangle + f\varphi \quad \forall \varphi \in W^{1,\gamma'}(\Omega)
\]
where
\[
\vec{F} \in L^q_\text{loc}(\Omega) \quad \text{and} \quad f \in L^\frac{q}{p}_\text{loc}(\Omega) \quad \text{for some} \quad q > \frac{n}{\gamma - 1}.
\]

Example 1.2. In the case \( \vec{F} = 0 \) and \( f = 0 \),

(i) If \( A(x) \in \mathbb{R}^{n \times n} \) is uniformly elliptic for \( x \in \Omega \), \( \rho_x(\xi) = \langle A(x)\xi, \xi \rangle^{1/2} \), and \( \gamma = 2 \) then \((1.7)\) recovers all divergence form elliptic PDEs with \( L^\infty \)-coefficients.

(ii) If \( \rho_x(\xi) = \frac{\|\xi\|_{p^*}}{\|(-Du(x), 1)\|_{p^*}} \), then \((1.7)\) recovers the \( \| \cdot \|_{p^*} \)-minimal surface equation \((1.3)\).

The first main result is a sup-bound for non-negative weak subsolutions of \((1.7)\).

Theorem 1.3. Suppose that for some \( 1 < \gamma < n \), \( u \in W^{1,\gamma}(\Omega) \) is a non-negative sub-solution of \((1.7)\), that \( \rho : \Omega \times \mathbb{R}^n \setminus \{0\} \rightarrow (0, \infty) \) satisfies \((2.1)\), \((2.2)\), \((2.3)\), and \((2.4)\), and \( \vec{F}, f, q \) satisfy \((1.8)\). If \( 0 < r < R < 1 \) and \( B_R \subset \Omega \), then for all \( 0 < p < \infty \), there exists \( C = C(n, \gamma, \nu, p) \) so that
\[
\sup_{B_r} u \leq C \left[ (R-r)^\frac{n}{\gamma} \|u\|_{L^p(B_R)} + R^\delta \|\rho^1\|_{L^1(B_R)} + R^\delta \|f\|_{L^{\frac{n}{\gamma - 1}}} \right]
\]
where \( \delta = 1 - \frac{n}{q(\gamma - 1)} > 0 \).

The second main result is an inf-bound for non-negative weak supersolutions of \((1.7)\).

Theorem 1.4. Suppose \( 1 < \gamma < n \) and \( u \in W^{1,\gamma}(\Omega) \) is a non-negative super-solution to \((1.7)\), for some \( \rho \) satisfying \((2.1) \sim (2.4)\). Assume \( \vec{F}, f, q \) are as in \((1.8)\). If \( 0 < r < R < 1 \) and \( B_R \subset \Omega \), then for all \( 0 < p < \frac{n(n-1)}{n - \gamma} \) and all \( 0 < \theta < \tau < 1 \), there exists \( C = C(n, \gamma, \nu, \Lambda, q, p, \theta, \tau) > 0 \) so that
\[
\inf_{B_{\tau R}} u + R^\delta \|\rho^{1/2}_u(\vec{F})\|_{L^q(B_R)} + R^{\delta \tau} \|f\|_{L^{\frac{n}{\gamma - 1}}(B_R)} \geq C R^{-\frac{n}{\gamma}} \|u\|_{L^p(B_{\tau R})},
\]
where \( \delta = 1 - \frac{n}{q(\gamma - 1)} \).
In Section 3 we show that these two main theorems can be combined to achieve many more concrete tools like Moser’s weak Harnack inequality (Theorem 3.6). As further consequences when $\vec{F}, f \equiv 0$, the usual collection of tools from elliptic theory hold: a strong maximum principle (Theorem 3.5), improvement of oscillation and $C^\alpha$-regularity of solutions (Theorem 3.7 and Corollary 3.8), and a Liouville-type theorem, Theorem 3.9.

Of independent interest is the following Bernstein-type theorem which follows from Theorem 3.9 and Example 1.2(ii):

**Theorem 1.5.** Suppose $\Sigma := \{(x, u(x)) \in \mathbb{R}^{n+1} : x \in \mathbb{R}^n\}$ is stationary with respect to the energy (1.1). If $u$ is Lipschitz and bounded above or below, then $\Sigma = \mathbb{R}^n \times \{u(0)\}$.

We note that the requirements that $\rho \in C^1$ and $\rho$ be strictly strictly convex are minimal qualitative hypotheses necessary to have any hope of regularity for the Finsler $\gamma$-harmonic functions. Indeed, (1.5) is not well-defined if $\rho$ is not differentiable. On the other hand its well-known that strict convexity is a necessary condition for regularity, see e.g., [Mag12, Remark 20.4]. In terms of additional hypotheses, considering (1.7), the condition that $\{\rho_x\}$ are equi-nondegenerate and equi-bounded is a way of fixing the “homogeneity” of the PDE. It is known from mixed-growth problems that if the homogeneity of the PDE vary too much, one loses any hope of a robust regularity theory, see for instance [Mar91, Min06].

To the best of the author’s knowledge, the existing literature on the Finsler $\gamma$-Laplacian, is focused on spectrum of the eigenvalues see e.g., [KSYZ22] and references therein. There is a small amount of literature dedicated to the regularity of the Finsler Laplacian [FK09, L21, FL22]. However, due to the non-linearity of the Finsler Laplacian[2] without assuming strong non-degeneracy conditions on $\rho_x$ (see [FL22, Page 180] and the even stronger [FL22 (1.2)]) in stark contrast to the $p = 2$ case of the $p$-Laplacian, the case where $\gamma = 2$ is not particularly special for the Finsler $\gamma$-Laplacian.

**Remark 1.6.** We conclude our discussion of the literature about regularity for the Finsler Laplacian by making a few observations about the condition used to prove the mean-value property in [FK09, Section 5]. Therein it is assumed that

$$
\langle D\rho(\xi), D\rho_x(\zeta) \rangle = \frac{\langle \xi, \zeta \rangle}{\rho(\xi)\rho_x(\zeta)} \forall \xi, \zeta \in \mathbb{R}^n \setminus \{0\},
$$

where $\rho_x$ is the dual norm to $\rho$, see (2.3). This condition is also used throughout [FL22] and [L21], and it has been partially addressed in [CFV16]. In [CFV16, Theorem 1.2] it is shown that the only norms satisfying the condition (1.10) are precisely those of the form $\rho(\xi) = \langle A\xi, \xi \rangle^{1/2}$ for some strictly positive definite matrix $M$. In light of this, [CFV16] uses the weaker formulation (1.11) and in [CFV16, Section 7] they show that in the plane there are explicit conditions one can use to create more norms that satisfy the weaker condition

$$
\langle D\rho(\xi), D\rho_x(\zeta) \rangle \langle \xi, \zeta \rangle \geq 0 \forall \xi, \zeta \in \mathbb{R}^n \setminus \{0\}.
$$

\[2\]So long as $\rho(\xi) \neq \langle A\xi, \xi \rangle^{1/2}$ for some positive definite matrix $A$
However, a consequence of the $k = n - 1 \geq 2$ case of [Ail74, Theorem page 437] goes even further to say that if $g$ is any 1-homogeneous $C^1$ function on $\mathbb{R}^n \setminus \{0\}$ with $n \geq 3$, then there exists $\xi, \zeta \in \mathbb{R}^n \setminus \{0\}$ so that

$$\langle D\rho(\xi), Dg(\zeta) \rangle \langle \xi, \zeta \rangle < 0,$$

unless $\rho(\xi) = |L\xi|$ and $g(\xi) = |L^t\xi|$ for some matrix $L$. In particular, when $n \geq 3$ and $\gamma = 2$, the assumption (1.10) or (1.11) implies the Finsler $\gamma$-Laplacian is as in Example (1.14) and simplifies to a constant-coefficient, linear, divergence form PDE.

Finally, in the preparation of this paper the author learned about the recent work in [BHHK20]. After discovering that paper we learned that there is also a wealth of literature about minimizers with Orlicz-type growth conditions. See, for instance, [HHT17, BK19, AH18], and the citations therein. In the special case where $\mathbf{F}, f = 0$ the works of [BK19, BHHK20] recover some of the results of this paper. Using Orlicz spaces they are able to replace the assumptions on fixed homogeneity with some notion of upper and lower (almost)-homogeneity. In the isotropic setting, [AH18] shows a Harnack inequality similar to the one in Theorem 3.6. Meanwhile [Toi12] proves a general Harnack inequality, while assuming that the terms $\mathbf{F}, f$ are in $L^\infty$.

Also during preparation of this paper [FL20] proved a Liouville-type theorem when $\gamma = 2$ and $\rho$ has strictly positive Hessian in the sense that

$$\nu^2|\zeta|^2 \leq (\partial_\xi_1 \partial_\xi_2 \rho)(\xi)\zeta_1 \zeta_2 \leq \Lambda|\zeta|^2 \quad \forall \zeta \in \xi^\perp.$$

**Acknowledgments.** The author would like to thank Silvia Ghinassi and Tatiana Toro for many useful discussions in preparation of these works, and also Louis Dupaigne for helpful comments on the first draft of this paper.

### 2. Notation and Preliminaries

Throughout we will suppose $\rho : \Omega \times \mathbb{R}^n \to [0, \infty)$ is so that

\[
\begin{cases}
\rho(x, \cdot) \in C^1(\mathbb{R}^n \setminus \{0\}) & \forall x \in \Omega \\
\rho(\cdot, \xi) \in L^\infty(\Omega) & \forall \xi \in \mathbb{R}^n \setminus \{0\}.
\end{cases}
\]

and that $\rho$ positively 1-homogeneous function in its second variable, i.e.,

\[
\rho(x, \lambda \xi) = \lambda \rho(x, \xi) \quad \forall \lambda > 0, \quad \forall x \in \Omega, \quad \forall \xi \in \mathbb{R}^n \setminus \{0\}.
\]

We further assume that $\rho(x, \cdot)$ is strictly convex in the sense that

\[
\rho(x, \xi_1 + \xi_2) < \rho(x, \xi_1) + \rho(x, \xi_2) \quad \forall x \in \Omega, \quad \forall \xi_1 \neq \lambda \xi_2 \in \mathbb{R}^n \setminus \{0\}.
\]

Finally, we assume there exists $0 < \nu \leq \Lambda < \infty$ independent of $x$ so that

\[
\nu \leq \rho(x, \xi) \leq \Lambda \quad \forall |\xi| = 1, \quad \forall x \in \Omega.
\]

We will let $\rho_x$ denote $\rho(x, \cdot)$ to simplify notation. Namely, $(D\rho_x)(Du) = (D\rho(x, \cdot))(Du)$. We say that $u \in W^{1,\gamma}(\Omega)$ is a subsolution (supersolution) to (1.7) if

\[
\int_{\Omega} \langle \rho_x(Du)^{\gamma-1}(D\rho_x)(Du), D\varphi \rangle \leq (\geq) \int_{\Omega} \langle \mathbf{F}, D\varphi \rangle + f\varphi
\]
for all non-negative \( \varphi \in W^{1,\gamma}_0(\Omega) \). We say that \( u \) is a solution if it is both a subsolution and supersolution.

Given a real number, say \( \alpha \), in \((1, \infty)\) or \([1, n)\), we will respectively always let \( \alpha' \) and \( \alpha^* \) denote the Holder and Sobolev exponents. That is,

\[
\frac{1}{\alpha} + \frac{1}{\alpha'} = 1 \quad \alpha^* = \frac{n\alpha}{n-\alpha}.
\]

**Theorem 2.1** (Gagliado-Nirenberg-Sobolev). If \( u \in W^{1,\gamma}_0(\Omega) \) then there exists \( C = C(n, \gamma) > 0 \) so that

\[
\| u \|_{L^{\gamma^*}(\Omega)} \leq C \| Du \|_{L^{\gamma}(\Omega)}
\]

**Theorem 2.2** (Poincare in a ball). For each \( 1 \leq \gamma < n \) there exists a \( C = C(n, \gamma) \) so that

\[
\left( r^{-n} \int_{B(x, r)} |f - (f)_{x,r}|^{\gamma^*} \, dy \right)^{\frac{1}{\gamma^*}} \leq C 2^{\frac{1}{\gamma^*}} \left( \int_{B(x, r)} |Df|^{\gamma} \, dy \right)^{\frac{1}{\gamma}}.
\]

**Remark 2.3.** Since \( \rho \) will always satisfies (2.1), (2.2), and (2.3), if it also solves the first inequality in (2.4) then the Sobolev embedding theorem can be re-written as

\[
\| u \|_{L^{\gamma^*}(\Omega)} \leq C \nu^{-1}\| \rho_x(Du) \|_{L^{\gamma}(\Omega)}.
\]

Similarly Poincare in a ball can be re-written as

\[
\left( r^{-n} \int_{B(x, r)} |f - (f)_{x,r}|^{\gamma^*} \, dy \right)^{\frac{1}{\gamma^*}} \leq C 2^{\frac{1}{\gamma^*}} r^{-1}\nu^{-1}\left( \int_{B(x, r)} \rho_x(Df)^{\gamma^*} \, dy \right)^{\frac{1}{\gamma^*}}.
\]

Given \( \rho : \Omega \times \mathbb{R}^n \setminus \{0\} \to (0, \infty) \) as in (2.1), (2.2), (2.3), define \( \rho_* : \Omega \times \mathbb{R}^n \setminus \{0\} \to (0, \infty) \) by

\[
\rho_*(x, \xi) = \sup_{\rho(x, \xi) < 1} \xi \cdot \xi^*.
\]

That is, \( \rho_*(x, \cdot) \) is the convex dual of \( \rho(x, \cdot) \) for all \( x \in \Omega \). We record for the reader’s convenience a few facts that are frequently used:

**Proposition 2.4.** Let \( a, b, c, \epsilon > 0, \alpha \in (1, \infty) \), \( \rho \) as in (2.1), (2.2), and (2.3). Suppose \( \xi_1, \xi_2 \in \mathbb{R}^n \setminus \{0\} \).

- **Young’s inequality says**
  \[
  abc \leq \alpha e^{\alpha b} + \alpha e^{-\alpha c} e^{\alpha c'}.
  \]

- **Fenchel’s inequality guarantees**
  \[
  \xi_1 \cdot \xi_2 \leq \rho(\xi_1) \rho_*(\xi_2)
  \]

- **It holds,**
  \[
  \rho_*(x, D\rho_x(\xi_1)) = 1.
  \]

- **The dual norm \( \rho_* \) also satisfies** (2.1), (2.2), (2.3). Moreover,
  \[
  (D\rho)^\circ(D\rho_*)(\xi^*) = \frac{\xi^*}{\rho_*(\xi^*)} \quad \text{and} \quad (D\rho_*)^\circ(D\rho)(\xi) = \frac{\xi}{\rho(\xi)} \quad \forall \xi, \xi^* \in \mathbb{R}^n \setminus \{0\}.
  \]
• If \( \rho \) satisfies (2.4) then for all \( |\xi| = 1 \),

\[
\Lambda^{-1} \leq \rho_*(\xi) \leq \nu^{-1}.
\]

In particular, \( \vec{F} \in L^q(\Omega) \) if and only if \( \rho_*(\cdot, \vec{F}) \in L^q(\Omega) \).

We prove the following Caccioppoli type inequality to show the usefulness of the dual norm and corresponding estimates in Proposition 2.4.

**Lemma 2.5.** If \( u \) is a subsolution to (1.7) with \( \vec{F}, f \equiv 0 \) and \( 1 < \gamma < \infty \), then

\[
\| \eta \rho_x(Du) \|_{L^\gamma(\Omega)} \leq C(n, \gamma) \| u \rho_x(Du) \|_{L^\gamma(\Omega)}.
\]

**Proof.** Consider \( \varphi = \eta^\gamma u \). Then \( D\varphi = \gamma \eta^{\gamma - 1} u D\eta + \eta^\gamma Du \). So, using the 1-homogeneity of \( \rho \) and Fenchel’s inequality,

\[
\left\langle \rho_x(Du)^{\gamma - 1}(D\rho_x)(Du), D\varphi \right\rangle \\
\geq -\gamma (\eta \rho_x(Du))^{\gamma - 1} \rho_*(x, (D\rho_x)(Du)) u \rho_x(Du) + \eta^\gamma \rho_x(Du)^\gamma.
\]

Using \( u \) is a subsolution with \( \vec{F}, f \equiv 0 \) and (2.6) yields

\[
\int_\Omega \eta^\gamma \rho_x(Du)^\gamma \leq \gamma \int_\Omega (\eta \rho_x(Du))^{\gamma - 1} u \rho_x(Du) \\
\leq \left( \int (\eta \rho(Du))^\gamma \right)^{1-\frac{1}{\gamma}} \left( \int u^\gamma \rho(D\eta)^\gamma \right)^{\frac{1}{\gamma}}.
\]

Dividing completes the proof. \( \square \)

Another simple consequence of the estimates in Proposition 2.4, which should be compared with [FK09, Section 2] is

**Remark 2.6 (Fundamental Solutions).** If \( \rho \) is a \( C^1 \) and strictly convex norm, then up to a multiplicative constant,

\[
\begin{cases}
\rho_*(x) \quad &\text{if } n \neq \gamma > 1 \\
\ln(\rho_*(x)) \quad &\text{if } n = \gamma > 1,
\end{cases}
\]

is the fundamental solution to the Finsler \( \gamma \)-Laplacian.

We quickly verify Remark 2.6 in the case \( n \neq \gamma \):

If \( 1 < \gamma \neq n \), \( F(x) = \frac{\gamma - 1}{\gamma - n} \rho_*(x) \frac{\gamma - n}{\gamma} \) then \( \text{div} \left( \rho(DF)^{\gamma - 1}(D\rho)(DF) \right) = 0 \).

This generalizes the so-called fundamental solutions for the \( p \)-Laplacian.

Indeed, \( DF(x) = \rho_*(x) \frac{1-n}{n} (D\rho_*)(x) \) so

\[
\begin{cases}
\rho(DF(x))^{\gamma - 1} = \rho_*(x)^{1-n} \\
(D\rho)(DF(x)) = \frac{\rho_*(x)}{\rho_*(x)}.
\end{cases}
\]

Hence, \( \rho(DF)^{\gamma - 1}(D\rho)(DF) = \rho_*(x)^{-n} \) which has divergence zero in \( \mathbb{R}^n \) for any 1-homogeneous, \( C^1 \) function \( \rho_* \).

Finally, we recall a technical lemma for later use, see e.g., [HL11, Lemma 4.19]
Lemma 2.7. Let \( \omega, \sigma \) be non-decreasing functions in \((0, R]\). Suppose there exists \(0 < \tau, \delta < 1\) so that for all \(r \leq R\),
\[
\omega(r) \leq \delta \omega(r) + \sigma(r).
\]
Then for any \(\mu \in (0, 1)\) and \(r \leq R\)
\[
\omega(r) \leq C \left\{ \left( \frac{r}{R} \right)^{\alpha} \omega(R) + \sigma(r^{\mu} R^{1-\mu}) \right\}
\]
where \(C = C(\delta, \tau)\) and \(\alpha = \alpha(\delta, \tau, \mu)\).

3. Main results

In this section we focus on functions \(u\) that solve
\[
\int_{\Omega} \left\langle \rho_x(Du)^{\gamma-1}(D\rho_x)(Du), D\varphi \right\rangle \, dx = \int_{\Omega} \left\langle \tilde{F}, D\varphi \right\rangle + f \varphi \quad \forall \varphi \in W^{1,\gamma}_0(\Omega).
\]
As a corollary of these results, we can answer further questions about functions \(u\) that solve
\[
\int_{\Omega} \left\langle \rho_x(Du)^{\gamma-1}(D\rho_x)(Du), D\varphi \right\rangle \, dx = 0.
\]
We begin with a Caccioppoli inequality when \(\tilde{F}, f \neq 0\).

Theorem 3.1. Suppose \(u \in W^{1,\gamma}(\Omega)\) is a subsolution of \((3.1)\) with \(1 < \gamma < \infty\) and \(\rho : \Omega \times \mathbb{R}^n \setminus \{0\} \) satisfies \((2.1), (2.2), (2.3),\) and \((2.4)\). Assume \(\tilde{F}, f \in L^{\gamma}(\Omega)\) where \(\tilde{\gamma} = \max\{\gamma, \gamma'\}\). If \(B_{2R} \subset \Omega\) and \(0 < R \leq 10\) then,
\[
\|\rho_x(Du)\|_{L^{\gamma}(B_R)} \leq c_{\gamma, \lambda} \left[ R^{-\gamma-1} \|u\|_{L^\gamma(B_{2R})} + \|\rho_x(x, \tilde{F})\|_{L^\gamma(B_{2R})} + R^{\gamma-1} \|f\|_{L^{\tilde{\gamma}'}(B_{2R})} \right].
\]

Remark 3.2. Note, it is necessary for \(\tilde{F}, f \in L^\gamma\) (resp., \(\tilde{F}, f \in L^{\tilde{\gamma}'}\)) for the equation (resp., conclusion) to make sense\(^3\).

Proof. Suppose without loss of generality, \(R = 1\). Consider the test function \(\varphi = \eta^{\gamma} u\) for some \(\eta \in C^1_0(B_2)\) to be chosen later. Note,
\[
D\varphi = \eta^{\gamma} Du + \gamma \eta^{\gamma-1} D\eta.
\]
Choose \(\epsilon > 0\) so that \((\gamma - 1)\epsilon^{\gamma'} = \frac{1}{\gamma} \rho(\eta Du)^{\gamma'}\). Using the 1-homogeneity of \(\rho_x\), Fenchel’s inequality, Young’s inequality, and \((2.4)\) compute
\[
\langle \rho_x(Du)^{\gamma-1}(D\rho_x)(Du), D\varphi \rangle \geq \rho_x(\eta Du)^\gamma - \gamma \rho_x(\eta Du)^{\gamma-1} \rho_x(x, (D\rho)(Du)) \rho_x(u D\eta) \geq \rho_x(\eta Du)^\gamma - \gamma \left[ \frac{\epsilon^{\gamma'} \rho_x(\eta Du)^{\gamma'}}{\gamma'} + \frac{\rho_x(u D\eta)^{\gamma'}}{\epsilon^{\gamma'}} \right]
\]
\[
\geq \frac{\rho_x(\eta Du)^\gamma}{2} - c_\gamma \rho_x(u D\eta)^{\gamma'}. \tag{3.4}
\]

\(^3\)Technically, by Sobolev embedding we only need \(f \in L^{\frac{\tilde{\gamma}'}{\tilde{\gamma}'-1}} \cap L^{\tilde{\gamma}'}\).
On the other hand, when choosing $\epsilon > 0$ so that $\gamma^{-1}\epsilon \gamma = 1/4$, Fenchel’s and Young’s inequalities ensure
\[
\langle \vec{F}, D\varphi \rangle \leq \gamma \left( \rho_\ast(x, \vec{F})^{\gamma}_{\ast} \right) \rho_\ast(x D\eta) + \eta^{\gamma} \left( \rho_\ast(\vec{F}) \rho(Du) \right)
\]
\[
\leq \gamma \left[ \frac{\rho_\ast(x, \vec{F})^{\gamma}_{\ast}}{\gamma} + \frac{\rho_\ast(x D\eta)^{\gamma}_{\ast}}{\gamma} \right] + \eta^{\gamma} \left[ \frac{\rho_\ast(x, \vec{F})^{\gamma}_{\ast}}{\epsilon \gamma^{\prime}} + \frac{\epsilon^{\gamma} \rho_\ast(Du)^{\gamma}_{\ast}}{\gamma} \right]
\]
(3.5) = $\frac{\rho_\ast(\eta Du)^{\gamma}_{\ast}}{4} + c_\gamma \rho_\ast(x, \vec{F})^{\gamma}_{\ast} + \rho_\ast(u D\eta)^{\gamma}_{\ast}$.

Combining (3.4), (3.5), and (3.1) yields,
\[
\int \rho_\ast(\eta Du)^{\gamma}_{\ast} \leq c_\gamma \left[ \int \rho_\ast(x, \vec{F})^{\gamma}_{\ast} \eta^{\gamma} + \int \rho_\ast(u D\eta)^{\gamma}_{\ast} + \int f \eta^{\gamma} \right]
\]
(3.6) $\leq c_\gamma \left[ \int \rho_\ast(x, \vec{F})^{\gamma}_{\ast} \eta^{\gamma} + \int u^{\gamma}(\eta^{\gamma} + \rho_\ast(D\eta)^{\gamma}_{\ast}) + \int \eta^{\gamma} f^{\gamma} \right]$. 

Choosing $0 \leq \eta \leq 1$, $\eta \equiv 1$ on $B_1$, $\eta \equiv 0$ on $B_2$ and $|D\eta| \leq 2$ we find
\[
\|\rho_\ast(Du)||_{L^{\gamma}(B_1)} \leq c_{\gamma, \lambda} \left[ \|u\|_{L^{\gamma}(B_2)} + \|\rho_\ast(x, \vec{F})||_{L^{\gamma}(B_2)}^{\gamma-1} + \|f\|_{L^{\gamma}(B_2)}^{\gamma-1} \right].
\]
Equation (3.3) is recovered by scaling. □

We note that in Theorem 3.3 the fact that $\rho$ can depend on $x$ never needs to be dealt with separately. This is unsurprising because conditions (2.2), (2.3), and Fenchel’s inequality are used at a pointwise level while (2.4) is used at a global level, see Remark 2.3. Hence, to simplify notation, we only explicitly write out the dependence of $\rho$ on $x$ in the statements of theorems and suppress this dependence throughout all remaining proofs.

**Theorem 3.3.** Suppose $\rho : \Omega \times \mathbb{R}^n \setminus \{0\}$ satisfies (2.1), (2.2), (2.3), and (2.4). Let $u$ be a subsolution to (3.1) and fix $1 < \gamma < n$. If $\vec{F}$, $f$ and $q$ are as in (1.8), $0 < r < R < 1$, and $B_R \subset \Omega$ then there exists some $C = C(n, \nu, \lambda, \gamma, q, p)$ and $\delta = 1 - \frac{n}{\lambda(\gamma-1)} > 0$ so that
\[
\sup_{B_r} u^+ \leq C \left[ \frac{\|u^+\|_{L^p(B_R)}}{(R-r)^\beta} + R^\delta \|\rho_\ast(x, \vec{F})\|_{L^{\gamma}(B_R)}^{\gamma-1} + R^{\gamma-\delta} \|f\|_{L^{\gamma}(B_R)}^{\gamma-1} \right]
\]

Proof. We consider the test function $\varphi = \eta^{\gamma-1} v^\beta \tilde{u}$ for $\beta \geq 0$ where $\tilde{u} = u^+ + \bar{k}$ and $v = \min\{u, m\}$ for some $0 < \bar{k} < m < \infty$, $\bar{k}$ to be chosen later. Notice
\[
D\varphi = \gamma \eta^{\gamma-1} v^\beta \tilde{u} D\eta + \beta \eta^{\gamma} v^\beta \tilde{D} v + \eta^{\gamma} v^\beta D\tilde{u}.
\]

We wish to expand (3.1) with this choice of $\varphi$. To this end, first observe $1$-homogeneity, i.e., (2.2) ensures
\[
\langle \rho(Du)^{\gamma-1}(D\rho)(Du), \beta v^{\beta-1} \eta \gamma Dv + \eta^{\gamma} v^\beta D\tilde{u} \rangle
\]
(3.7) $\beta \rho(Dv)^{\gamma} \eta^{\gamma} + \rho(D\tilde{u})^{\gamma} \eta^{\gamma} v^\beta$. 


This allows us to re-write (3.10) as

$$\langle \rho(Du)^{\gamma-1}(D\rho)(Du), \gamma\eta^{\gamma-1}v^\beta \bar{u}D\eta \rangle$$

$$\geq -\gamma v^\beta \left(\rho(D\bar{u})\eta\right)^{\gamma-1}\rho_*\left(\rho(Du)\right)\left(\rho(D\eta)\bar{u}\right)$$

$$\geq -\gamma v^\beta \left[\epsilon^{\gamma} \frac{\rho(D\bar{u})\gamma\eta^{\gamma}}{\gamma'} + \frac{\rho(D\eta)\gamma\bar{u}^{\gamma}}{\epsilon^{\gamma}}\right].$$

(3.8)

Since \(\frac{\gamma}{\gamma'} = \gamma - 1\), this choice of \(\epsilon\) ensures (3.8) becomes

$$\langle \rho(Du)^{\gamma-1}(D\rho)(Du), \gamma\eta^{\gamma-1}v^\beta \bar{u}D\eta \rangle \geq -\frac{v^\beta \rho(D\bar{u})\gamma\eta^{\gamma}}{2} - c_\gamma v^\beta \rho(D\eta)\gamma\bar{u^{\gamma}},$$

where \(c_\gamma\) may change depending on the line, but depends only on \(\gamma\).

Now we look at the right-hand side. We split this into two pieces and treat the first piece in much the same fashion as above.

$$\langle \bar{F}, \beta v^\beta -\bar{u}\bar{\eta}^{\gamma}Dv + \eta^{\gamma}v^\beta D\bar{u} \rangle \leq \rho_*(\bar{F}) \left[\beta v^\beta \eta^{\gamma} \rho(Dv)\right] + \rho_*(\bar{F}) \left[\eta^{\gamma}v^\beta \rho(D\bar{u})\right]$$

$$= \left(\eta^{\gamma}v^\beta \right) \left[\rho_*(\bar{F})\left(\rho(Dv)\right) + \rho_*(\bar{F})\rho(D\bar{u})\right]$$

$$\leq \eta^{\gamma}v^\beta \left[\left(\beta \frac{\rho_*(\bar{F})\gamma'}{\epsilon_1^{\gamma'} \gamma'} + \beta \epsilon_1 \frac{\rho(Dv)\gamma}{\gamma'}\right) + \left(\frac{\rho_*(\bar{F})\gamma'}{\epsilon_2^{\gamma'} \gamma'} + \frac{\rho_*(\bar{F})\gamma}{\gamma'}\right)\right]$$

(3.10)

$$= \eta^{\gamma}v^\beta \rho_*(\bar{F})\gamma' \left(\frac{\beta}{\epsilon_1^{\gamma'} \gamma'} + \frac{1}{\epsilon_2^{\gamma'} \gamma'}\right) + \beta \epsilon_1 \gamma \eta^{\gamma}v^\beta \rho(Dv)\gamma + \frac{\epsilon_2^{\gamma} \eta^{\gamma}v^\beta \rho(D\bar{u})\gamma}{2}.$$

Since we want to absorb the last two terms of (3.10) into (3.7) we choose \(\epsilon_1, \epsilon_2\) so that \(-\beta \epsilon_1 = \frac{\beta}{2}\) and \(-\gamma \epsilon_2 = \frac{\beta}{2}\). The need for choosing 1/4 for the \(\epsilon_2\) coefficient is due to the fact that we’ll also be absorbing the \(\rho(D\bar{u})\)-term from (3.9) into (3.7). We note both \(\epsilon_1\) and \(\epsilon_2\) depend solely on \(\gamma\). All-in-all this allows us to re-write (3.10) as

$$\langle \bar{F}, \beta v^\beta -\bar{u}\bar{\eta}^{\gamma}Dv + \eta^{\gamma}v^\beta D\bar{u} \rangle \leq c_\gamma(1 + \beta)\eta^{\gamma}v^\beta \rho_*(\bar{F})\gamma' + \frac{\beta}{2} \eta^{\gamma}v^\beta \rho(Dv)\gamma + \frac{1}{4} \eta^{\gamma}v^\beta \rho(D\bar{u})\gamma.$$ (3.11)

We now deal with the final term via Fenchel and Young’s inequalities

$$\langle \bar{F}, \gamma\eta^{\gamma-1}v^\beta \bar{u}D\eta \rangle \leq \gamma \rho_*(\bar{F})\eta^{\gamma-1}v^\beta \bar{u}\rho(D\eta)$$

$$\leq \gamma v^\beta \left[\rho_*(\bar{F})\eta^{\gamma} \rho(D\eta)\gamma\right]$$

(3.12)

$$= (\gamma - 1)\rho_*(\bar{F})\gamma \eta^{\gamma}v^\beta + \bar{u}^{\gamma} \rho(D\eta)\gamma v^\beta.$$
Which is equivalent to

\[ \alpha \]

Next, by choosing \( \overline{\alpha} \)

\[(3.16)\]

\[ (3.15) \text{ implies} \]

we will do this: We first use Holder’s inequality to make the \( L^\gamma \)

Our next goal is to deal with the term \( \rho^\gamma \)

Due to the observation that \( \rho \)

\[ (3.7), (3.9), (3.11), \text{ and } (3.12) \text{ into } (3.1) \]

yields

\[ \frac{\beta}{2} \int_\Omega \rho(Dv)^\gamma v^\beta \eta^\gamma + \frac{1}{4} \int_\Omega \rho(D\bar{u})^\gamma \eta^\gamma v^\beta \]

\[ \leq c_\gamma \left[ \int_\Omega v^\beta \rho(D\eta)^\gamma \bar{u}^\gamma + \int_\Omega \eta^\gamma v^\beta \rho^\prime(\bar{F})^\gamma + \int_\Omega f \eta^\gamma v^\beta \bar{u} \right] \]

\[ (3.13) \]

\[ \leq c_\gamma \left[ \int_\Omega v^\beta \rho(D\eta)^\gamma \bar{u}^\gamma + (1 + \beta) \int_\Omega \eta^\gamma v^\beta \rho^\prime(\bar{F})^\gamma + \int_\Omega \frac{f}{k^\gamma} \eta^\gamma v^\beta \bar{u}^\gamma \right]. \]

The last inequality used \( \bar{u} \geq \bar{k} \). Now set \( w = v^{\beta/\gamma} \bar{u} \), and observe

\[ Dw = \frac{\beta}{\gamma} v^{\beta-1} \bar{u} Dv + v^\beta \bar{u} D\bar{u} = \frac{\beta}{\gamma} v^\gamma Dv + v^\gamma D\bar{u}. \]

Since \( \rho(\xi_1 + \xi_2) \leq \rho(\xi_1) + \rho(\xi_2) \) for all \( \xi_1, \xi_2 \) it follows that

\[ \eta^\gamma \rho(Dw)^\gamma \leq \eta^\gamma \left( \frac{\beta}{\gamma} v^\gamma \rho(Dv) + v^\gamma \rho(D\bar{u}) \right)^\gamma \]

\[ \leq 2^{\gamma-1} \left( \left( \frac{\beta}{\gamma} \right)^\gamma \eta^\gamma v^\beta \rho(Dv)^\gamma + \eta^\gamma v^\beta \rho(D\bar{u})^\gamma \right). \]

In particular, this guarantees that for some \( c_\gamma \)

\[ (3.14) \]

\[ \int_\Omega \eta^\gamma \rho(Dw)^\gamma \leq c_\gamma (1 + \beta)^{-1} \left[ \frac{\beta}{2} \int_\Omega \rho(Dv)^\gamma v^\beta \eta^\gamma + \frac{1}{4} \int_\Omega \rho(D\bar{u})^\gamma \eta^\gamma v^\beta \right]. \]

Combining \( (3.13) \) and \( (3.14) \) yields

\[ (3.15) \]

\[ \int_\Omega \eta^\gamma \rho(Dw)^\gamma \leq c_\gamma (1 + \beta^\gamma) \left[ \int_\Omega w^\gamma \rho(D\eta)^\gamma + \int_\Omega (\eta w)^\gamma \left( \frac{\rho^\prime(\bar{F})^\gamma}{k^\gamma} + \frac{f}{k^\gamma-1} \right) \right]. \]

Due to the observation that \( \rho(D(\eta w))^\gamma \leq 2^{\gamma-1} (w^\gamma \rho(D\eta)^\gamma + \eta^\gamma \rho(Dw)^\gamma) \),

\[ (3.16) \]

implies

\[ (3.16) \]

\[ \int_\Omega \rho(D(\eta w))^\gamma \leq c_\gamma (1 + \beta^\gamma) \left[ \int_\Omega w^\gamma \rho(D\eta)^\gamma + \int_\Omega (\eta w)^\gamma \left( \frac{\rho^\prime(\bar{F})^\gamma}{k^\gamma} + \frac{f}{k^\gamma-1} \right) \right]. \]

Our next goal is to deal with the term \( \int \eta w \gamma \rho^\prime(\bar{F})^\gamma \). We now outline how

we will do this: We first use Holder’s inequality to make the \( L^\delta \) norm of \( \bar{F} \)

appear. To this end, we will introduce the parameter \( \alpha_1 = \alpha(q, \gamma) = \frac{\gamma}{q - \gamma} \)

which is equivalent to \( \alpha_1' = \frac{\gamma}{\gamma - q} \). This is precisely where the requirement

\( f \in L^{\delta^\prime} \)

comes from.

Next, by choosing \( \bar{k} \) appropriately, we will make the term with \( \rho(\bar{F}) + f \) be

absorbed into a 1. At this point, the remaining term with \( \eta w \)

will have a strange power. So, we use interpolation, and the fact that \( \gamma < \gamma \alpha_1 < \frac{\gamma q}{q - \gamma} \), to re-write the strange power as a linear combination of the \( L^\gamma \) and \( L^{\gamma^\prime} \) norms.
of \( \eta w \), where \( \gamma^* \) is the Sobolev conjugate of \( \gamma \). The necessary upper-bound on \( \alpha_1 \) is satisfied so long as \( q > \frac{n}{2} \).

By making the coefficient of the \( L^\gamma \) norm of \( \eta w \) larger, we can choose the \( L^{\gamma^*} \) norm of \( \rho(D(\eta w)) \) to be arbitrarily small. This is necessary to apply the Gagliardo-Nirenberg-Sobolev inequality to turn this latter norm into an estimate on the \( L^\gamma \) norm of \( \eta w \).

By Young’s inequality, this weighted-linear combination of norms appears, at which point we will choose \( \alpha_2 = \alpha(n, q, \gamma) = \theta_1^{-1} \), where \( \theta_1 \) is the interpolation power. This conveniently makes all exponents outside of integrals disappear, allowing the desired simplifications to all occur.

We now begin the process outlined above by applying Holder’s inequality,

\[
\int_\Omega (\eta w)^\gamma \left( \frac{\rho_*(\vec{F})^{\gamma'}}{k^{\gamma'}} + \frac{f}{k^{\gamma'-1}} \right) \leq \| (\eta w)^\gamma \|_{L^{\gamma_1}(\Omega)} \left\| \frac{\rho_*(\vec{F})^{\gamma'}}{k^{\gamma'}} + \frac{f}{k^{\gamma'-1}} \right\|_{L^{\gamma_1'}(\Omega)}
\]

(3.17)

\[
\leq C(\gamma, q) \| \eta w \|_{L^{\gamma^*_1}(\Omega)}
\]

where \( \alpha'_1 = \frac{\alpha}{\gamma} \) is as above, and \( \tilde{k} \) is chosen so that \( \tilde{k} = k_1 + k_2 \) where \( k_1^{\gamma} = \| \rho_*(\vec{F}) \|_{L^{\gamma_1}(\Omega)}^{\gamma'} \) and \( k_2^{-1} = \| f \|_{L^{\gamma_1'}(\Omega)}^{1/\gamma} \). If \( \vec{F}, f \equiv 0 \) choose \( \tilde{k} > 0 \) arbitrary, and you can later send \( \tilde{k} \) to zero. Next, we define \( \theta_1 = \theta_1(q, n, \gamma) \in (0, 1) \) so that \( \frac{1}{\gamma_1} = \theta_1 + \frac{2(1-\theta_1)(n-\gamma)}{n\gamma} \). Note that if \( \alpha_2 = \alpha(q, n, \gamma) = \theta_1^{-1} \) then \( \alpha'_2 = (1-\theta_1)^{-1} \). Riesz-Thorin interpolation applied to (3.17), Young’s inequality, and the Gagliardo-Nirenberg-Sobolev inequality consecutively ensure

\[
\int_\Omega (\eta w)^\gamma \frac{\rho_*(\vec{F})^{\gamma'}}{k^{\gamma'}} \leq \left( \| \eta w \|_{L^{\gamma_1}(\Omega)} \| \eta w \|_{L^{\gamma^*_1}(\Omega)} \right)^\gamma
\]

\[
\leq \frac{1}{e^{\alpha_2 \alpha_2}} \| \eta w \| _{L^{\gamma_1}(\Omega)}^{\gamma_1 \alpha_2} + \frac{e^{\alpha_2}}{e_2} \| \eta w \| _{L^{\gamma_1}(\Omega)}^{(1-\theta_1)\alpha_2}
\]

\[
= \frac{1}{e^{\alpha_2 \alpha_2}} \| \eta w \| ^{\gamma_1}_{L^{\gamma_1}(\Omega)} + \frac{e^{\alpha_2}}{e_2} \| \eta w \| ^{\gamma_1}_{L^{\gamma^*_1}(\Omega)}
\]

(3.18)

\[
\leq e^{-\alpha_2 \alpha_2} \| \eta w \| _{L^{\gamma_1}(\Omega)} \gamma_1 + C(q, n, \gamma, \nu) e^{\alpha_2} \| \rho(D(\eta w)) \| _{L^{\gamma^*_1}(\Omega)}^{\gamma^*_1}
\]

See Remark 2.3 for our non-standard application of Gagliardo-Nirenberg-Sobolev inequality in (3.18). Next, we want to plug (3.18) into (3.19) and subtract over the \( \| \rho(D(\eta w)) \| _{L^{\gamma^*_1}(\Omega)} \) term, so we choose \( \epsilon \) so that the coefficient of \( \| \rho(D(\eta w)) \| _{L^{\gamma^*_1}(\Omega)} \) is 1/2. That is, choose \( \epsilon = \epsilon(q, n, \gamma, \nu) > 0 \) by

\[
c_\gamma (1 + \beta^\gamma) C(q, n, \gamma, \nu) e^{\alpha_2} = \frac{1}{2}.
\]

Then the choice of \( \epsilon, (3.18), \) and (3.19) imply

\[
\int \rho(D(\eta w))^{\gamma} \leq c_\gamma (1 + \beta^\gamma) \left[ \int w^{\gamma} \rho(D\eta)^{\gamma} + C_{q, n, \gamma, \nu} (1 + \beta^\gamma)^{\alpha_2 - 1} \int w^{\gamma} \eta^{\gamma} \right]
\]

(3.19)

\[
\leq C_{q, n, \gamma, \nu} (1 + \beta^\gamma)^{\alpha_2} \left[ \int \int w^{\gamma} (\rho(D\eta)^{\gamma} + \eta^{\gamma}) \right]
\]


where as always, \( \alpha_2 = \alpha(n, q, \gamma) > 0 \). Finally, the Gagliardo-Nirenberg-Sobolev inequality applied to (3.19) implies

\[
\| \eta w \|_{L^\chi} \leq C_{q, n, \gamma, \nu} (1 + \beta \gamma)^{-\frac{\alpha_2}{\gamma}} \left[ \int_{\Omega} w^\gamma (\rho(D\eta)^\gamma + \eta^\gamma) \right]^\frac{1}{\gamma},
\]

where \( \chi = \frac{\nu}{n-\gamma} \). Choose the cut-off function \( \eta \) so that with \( 0 < r < R < 1 \) and some \( B_R(x) \subset \subset \Omega, \eta \in C_0^1(B_R) \) and

\[
\eta \equiv 1 \text{ in } B_r \quad \text{and} \quad |D\eta| \leq \frac{2}{R-r}.
\]

Then (3.20) guarantees

\[
\left( \int_{B_r(x)} w^{\gamma \chi} \right)^{\frac{1}{\chi}} \leq C_{n, \gamma, q, \nu, \Lambda} \frac{(1 + \beta \gamma)^{-\frac{\alpha_2}{\gamma}}}{(R-r)^\gamma} \int_{B_r} w^{\gamma}
\]

where our constant gained a dependence on \( \Lambda \), which arises by applying (3.21) in the form \( \rho(D\eta) \leq \Lambda |D\eta| \leq 2\Lambda (R-r)^{-1} \). Recall the definition of \( w \) and use \( v \leq \bar{u} \) to discover

\[
\left( \int_{B_r(x)} v^{(\beta+\gamma)\chi} \right)^{\frac{1}{\chi}} \leq C_{n, \gamma, q, \nu, \Lambda} \frac{(1 + \beta \gamma)^{-\frac{\alpha_2}{\gamma}}}{(R-r)^\gamma} \int_{B_r} \bar{u}^{\beta+\gamma}.
\]

Taking \( m \rightarrow \infty \) in (3.22) yields

\[
\| \bar{u} \|_{L^{(\beta+\gamma)\chi} B_r(x)} \leq \left( C_{n, \gamma, q, \nu, \Lambda} \frac{(1 + \beta \gamma)^{-\frac{\alpha_2}{\gamma}}}{(R-r)^\gamma} \right)^{\frac{1}{\beta+\gamma}} \| \bar{u} \|_{L^{\beta+\gamma}(B_r(x))},
\]

so long as the right hand side is finite. Note the constant on the right hand side is independent of \( \beta \), suggesting we iterate. We begin with \( \beta = \beta_0 = 0 \). For \( k \geq 1 \) define \( \beta_k = \gamma(\chi^{k-1} - 1) \). For \( k \geq 0 \) we consider \( r_k = r + \frac{R-r}{2^{k+1}} \).

Note, \( (\beta_k + \gamma)\chi = \gamma \chi^k = (\beta_{k+1} + \gamma) \) and \( r_{k-1} - r_k = 2^{-(k+1)}(R-r) \). Writing \( C = C_{n, \gamma, q, \nu, \Lambda} \) for \( k \geq 1 \), with these choices (3.23) reads

\[
\| \bar{u} \|_{L^{\beta_k+\gamma}(B_{r_k}(x))} \leq \left( C \frac{(1 + \beta_k^{-1})^{-\alpha_2}}{(R-r)^\gamma} \right)^{\frac{1}{\beta_k+\gamma}} 2^{k+1} \gamma \chi^k \| \bar{u} \|_{L^{\beta_{k-1}+\gamma}(B_{r_{k-1}}(x))}.
\]

Since \( \beta_k = \gamma(\chi^{k-1} - 1) \) we observe that for \( k \geq 2 \),

\[
\left( \frac{(1 + \beta_k^{-1})^{-\alpha_2}}{(R-r)^\gamma} \right)^{\frac{1}{\beta_k+\gamma}} \leq (R-r)^{-\chi^k} (C(1 + \gamma \chi))^{\frac{k(1 - \gamma)}{\gamma \chi^{k-1} - 1}}
\]

\[
\leq (R-r)^{-\chi^k} C \chi^{k}.
\]

After iterating it follows that for all \( k \geq 2 \),

\[
\| \bar{u} \|_{L^{\beta_k+\gamma}(B_{r_k}(x))} \leq (R-r)^{-\sum_{i=0}^{\infty} \chi^i C}\sum_{i=0}^{\infty} \chi^{\frac{1}{1-i}} \| \bar{u} \|_{L^{\beta_0+\gamma}(B_{r_1}(x))},
\]

where still \( C = C(n, \gamma, q, \nu, \Lambda) \). Since \( \chi > 1, u \in W^{1, \gamma}(\Omega) \), and \( \beta_0 = 0 \), the right hand side is seen to be finite, and is independent of \( k \). Taking \( k \rightarrow \infty \) on the left hand side, and recalling \( \bar{u} = u^+ + \bar{k} \) yields

\[
\| u^+ \|_{L^{\infty}(B_r(x))} \leq C (R-r)^{-\frac{\gamma}{2}} \| u^+ \|_{L^{\gamma}(B_R)} + \bar{k}.
\]
Recalling $\bar{k} = \| \rho_*(\bar{F}) \|_{\frac{p}{p-1}} + \| f \|_{\frac{p}{p-1}}$ and noting $\frac{1}{p-1} = \frac{2}{\gamma}$ yields the result for the case $p \geq \gamma$. A classical scaling argument covers the case $0 < p < \gamma$. See, for instance, [HL11] p. 75].

**Theorem 3.4.** Let $\rho : \Omega \times \mathbb{R}^n \setminus \{0\} \to (0, \infty)$ satisfy (2.1), (2.2), (2.3), and (2.4). Suppose $u \in W^{1,\gamma}(\Omega)$ is a supersolution to (3.1) in $\Omega$ and $\bar{F}, f$, and $q$ are as in (1.8). If $B_{2R} \subset \subset \Omega$ and $0 < p < \frac{(\gamma-1)n}{n-\gamma}$, then for any $0 < \theta < \tau < 1$ there exists $C = C(n, \gamma, q, \rho, \lambda, \theta, \tau)$ and $\delta = 1 - \frac{n}{q(\gamma-1)} > 0$ so that

$$\inf_{B_{R}} u^+ + R^\delta \| \rho_*(\bar{F}) \|_{L^\gamma(B_{R})} + R^\gamma \| f \|_{L^\gamma(B_{R})} \geq C R^{-\delta} u^+ \| f \|_{L^p(B_{2R})}.$$  

Two corollaries of Theorem 3.3 and Theorem 3.4 are the strong maximum principle and the weak-Harnack inequality (Theorems 3.5 and 3.6), which we will state and prove before proving Theorem 3.6.

**Theorem 3.5.** Let $\rho : \Omega \times \mathbb{R}^n \setminus \{0\} \to (0, \infty)$ satisfy (2.1), (2.2), (2.3), and (2.4). Suppose $u \in W^{1,\gamma}(\Omega)$ is a super solution to (3.1) in $\Omega$, and $\bar{F}, f \equiv 0$. Then, if for some ball $B \subset \subset \Omega$

$$\sup_{\Omega} u = \sup_{\Omega} u \geq 0,$$

then the function $u$ must be constant in $\Omega$.

**Proof.** Suppose $B' \subset \subset \Omega$ is so that $\sup_{B'} u = \sup_{\Omega} u$. If necessary there is a much smaller ball $B_R \subset \subset \Omega$ so that $\sup_{B_{R/3}} u = \sup_{B_{R/3}} \Omega$. Without loss of generality $B_{2R} \subset \subset \Omega$. Let $M = \sup_{\Omega} u$ and applying Theorem 3.6 to the non-negative supersolution $M - u$ it follows that

$$R^{-n} \| M - u \|_{L^1(B_{R/3})} \leq C \inf_{B_{R/3}} (M - u) = 0.$$  

Hence, $u \equiv M$ on $B_{2R/3}$, which implies the theorem. □

**Theorem 3.6.** Suppose $\rho : \Omega \times \mathbb{R}^n \setminus \{0\} \to (0, \infty)$ satisfies (2.1), (2.2), (2.3), and (2.4). If $1 < \gamma < n$ and $u \in W^{1,\gamma}(\Omega)$ is a nonnegative solution to (3.1) in $\Omega$ for some $\bar{F}, f$, and $q$ are as in (1.8) and some $B_{2R} \subset \subset \Omega$, then there exists some $C = C(n, \gamma, q, \rho, \lambda)$ and $\delta = 1 - \frac{n}{q(\gamma-1)} > 0$ so that

$$\sup_{B_R} u \leq C_{n, \gamma, \nu, \Lambda} \left[ \inf_{B_{2R}} u + R^\delta \| \rho_*(\bar{F}) \|_{L^\gamma(B_{2R})} + R^\gamma \| f \|_{L^\gamma(B_{2R})} \right].$$  

The preceding theorem follows readily from Theorem 3.3 and Theorem 3.4 by choosing, for instance, $p = \frac{(\gamma-1)n}{2(\gamma-n)}$ in both theorems. In the case that $\bar{F}, f \equiv 0$ this recovers an inequality of the same form as the classical Harnack inequality.

**Proof.** (Of Theorem 3.4)

Let $k > 0$ to be chosen later, $\bar{u} = u^+ + k$, $\nu = \min\{\bar{u}, m\}$. Consider the test function $\varphi = \eta^\gamma v^{\nu} \bar{u}$ for $\beta \geq \beta_p > 1$, where $\beta_p = \gamma - \frac{p}{\chi}$, $\chi = \frac{n}{n-\gamma}$. 


We now proceed in a similar fashion to the proof of Theorem 3.3. Observe,
\[
\langle \rho(Du)^{\gamma-1}(D\rho)(Du), -\beta v^{-\beta-1} \bar{u} \eta^\gamma Dv + \eta^\gamma v^{-\beta} D\bar{u} \rangle
\]
\[
= -\beta \rho(Dv)^{\gamma} v^{-\beta} \eta^\gamma + \rho(D\bar{u})^\gamma \eta^\gamma v^{-\beta}
\]
(3.25)
\[
= (1 - \beta) \rho(Dv)^{\gamma} v^{-\beta} \eta^\gamma.
\]
We note that \((\beta - 1) \geq 1 - \beta_p\); this observation will simplify our computations later as, when we iterate \(\beta\), we may now keep constants independent of \(\beta\). They will instead depend on \(\beta_p\), which depends on \(n, \gamma, p\).

Analogous to (3.28) we compute
\[
\langle \rho(Du)^{\gamma-1}(D\rho)(Du), \gamma \eta^{1-\gamma} v^{-\beta} \bar{u} D\eta \rangle \leq \gamma v^{-\beta} \left[ \epsilon^\gamma \rho(D\bar{u})^\gamma \eta^\gamma + \frac{\rho(D\eta)^\gamma \bar{u} \eta^\gamma}{\epsilon^\gamma \gamma} \right].
\]
Choosing \(\epsilon\) so that \((\gamma - 1) \epsilon^\gamma = -(1 - \beta)/2 > (1 - \gamma)/2 > 0\) yields
\[
\langle \rho(Du)^{\gamma-1}(D\rho)(Du), \gamma \eta^{1-\gamma} v^{-\beta} \bar{u} D\eta \rangle \leq \frac{-(1 - \beta)}{2} v^{-\beta} \eta^\gamma \rho(Dv)^\gamma + c_{n, \gamma, p} v^{-\beta} \rho(D\eta)^\gamma \bar{u} \eta^\gamma.
\]
(3.27)

Next we treat the \(\bar{F}\) term. Proceeding as in (3.20) we discover
\[
\langle \bar{F}, -\beta v^{-\beta-1} \bar{u} \eta^\gamma Dv + \eta^\gamma v^{-\beta} D\bar{u} \rangle \geq -(\beta - 1) \eta^\gamma v^{-\beta} \left[ \left( \rho_*(\bar{F}) \right) \left( \rho(Dv) \right) \right]
\]
\[
\geq (1 - \beta) \left[ \frac{\eta^\gamma v^{-\beta} \rho_*(\bar{F})^\gamma \eta^\gamma}{\epsilon^\gamma \gamma} + \epsilon^\gamma \frac{\eta^\gamma v^{-\beta} \rho(Dv)^\gamma}{\gamma} \right]
\]
(3.28)
\[
\geq \frac{(1 - \beta)}{4} \eta^\gamma v^{-\beta} \rho(Dv)^\gamma - c_{n, \gamma, p} \eta^\gamma v^{-\beta} \rho_*(\bar{F})^\gamma
\]
where we chose \(\epsilon > 0\) so that \(\gamma^{-1} \epsilon^\gamma = 1/4\). To bound the final piece, we compute
\[
\langle \bar{F}, \gamma \eta^{\gamma-1} v^{-\beta} \bar{u} D\eta \rangle \geq -\gamma \rho_*(\bar{F}) \eta^{\gamma-1} v^{-\beta} \bar{u} \rho(D\eta)
\]
\[
\geq -\gamma v^{-\beta} \left[ \frac{\rho_*(\bar{F})^\gamma \eta^\gamma}{\gamma} + \frac{\bar{u} \rho(D\eta)^\gamma}{\gamma} \right]
\]
(3.29)
\[
= -\gamma (\gamma - 1) \rho_*(\bar{F})^\gamma \eta^\gamma v^{-\beta} - \bar{u} \rho(D\eta)^\gamma \eta^\gamma v^{-\beta}.
\]

Using that \(u\) is a supersolution and plugging (3.25), (3.27), (3.28), and (3.29) into (3.1) achieves
\[
\frac{-(\beta - 1)}{4} \int_{\Omega} \rho(Dv)^{\gamma} v^{-\beta} \eta^\gamma
\]
\[
\geq -c_{n, \gamma, p} \int_{\Omega} v^{-\beta} \rho(D\eta)^\gamma \bar{u} \eta^\gamma - c_{n, \gamma, p} \int_{\Omega} \eta^\gamma v^{-\beta} \rho_*(\bar{F})^\gamma - \int_{\Omega} \eta^\gamma v^{-\beta+1} f
\]
or after recalling $\bar{u} \geq k$, $\beta - 1 \geq \beta_p - 1 > 0$ and multiplying by $-1$,
\[
\int_{\Omega} p(Dv)^{\gamma} v^{-\beta} \eta^{\gamma} \leq c_{n,\gamma,p} \left[ \int_{\Omega} v^{-\beta} \bar{u}^{\gamma} p(D\eta)^{\gamma} + \int_{\Omega} \eta v^{-\beta} \bar{u}^{\gamma} \frac{\rho_*(\vec{F})'}{k^{\gamma}} + \int_{\Omega} \eta v^{-\beta} \bar{u}^{\gamma} \frac{f}{k^{\gamma - 1}} \right].
\]
(3.30)

Note the striking similarity to (3.13). The only difference being the benefit that (3.30) has no constants depending on $\beta$. Hence, we follow the process done in the proof of Theorem 3.3 and choose
\[
k = \|\rho_*(\vec{F})\|_{L^p} + \|f\|_{L^p}^{\frac{1}{\gamma}}.
\]
Recalling $0 < \theta < \tau < 1$, setting $w = v^{-\beta/\gamma} \bar{u}$ and proceeding as in the proof of Theorem 3.3 leads to
\[
\left( \int_{B_{R\theta}} \bar{u}^{(\gamma - \beta)\lambda} \right)^{\frac{1}{\lambda}} \leq C_{n,\gamma,p,q,\beta,R\theta,\tau} \int_{B_{R\theta}} \bar{u}^{\gamma - \beta}.
\]
(3.31)

The dependence on $R\theta, R\tau$ comes from the magnitude of the derivative of the cut-off function. Moreover, in (3.31), the dependence on $p$ that is not present in (3.30) is due to having assumed $\beta \geq \beta_p$. To improve readability, we write $C = C_{n,\gamma,p,q,R\theta,\tau}$ and suppose $R = 1$ through the end of (3.37).

Now, whenever $\gamma - \beta < 0$ (3.31) ensures
\[
C\|\bar{u}\|_{L^{\gamma - \beta}(B_1)} \leq \|\bar{u}\|_{L^{\gamma - \beta}(B_0)}.
\]
(3.32)

Since $\inf v^+ = \lim_{p \to -\infty} \|v\|_{L^p}$, iterating as in Theorem 3.3 for any $\beta > \gamma$, (3.32) implies,
\[
C\|\bar{u}\|_{L^{\gamma - \beta}(B_1)} \leq \inf_{B_0} \bar{u}.
\]
(3.33)

On the other hand, whenever $0 < \beta < \gamma - 1$, (3.31) guarantees
\[
\|\bar{u}\|_{L^{(\gamma - \beta)\lambda}(B_0)} \leq C\|\bar{u}\|_{L^{\gamma - \beta}(B_0)}.
\]
(3.34)

Recalling $-\beta < -1$, we can iterate (3.31) finitely many times depending on $p, p_0$ so that when $0 < p_0 < p < (\gamma - 1)\lambda$, choosing $\gamma - \beta = p_0$ and finitely many iterations of (3.31) ensures
\[
\|\bar{u}\|_{L^p(B_0)} \leq C \cdot C(p_0)\|\bar{u}\|_{L^{p_0}(B_0)}.
\]
(3.35)

We claim the proof is complete once we show that there exists $p_0 > 0$ so that
\[
\int_{B_r} \bar{u}^{-p_0} \int_{B_r} \bar{u}^{p_0} \leq C.
\]
(3.36)

Indeed, choosing $\beta = \gamma + p_0$ in (3.33) combined with (3.35) and (3.36) yields
\[
\inf_{B_1} \bar{u} \geq C \cdot C(p_0)\|\bar{u}\|_{L^{-p_0}} \\
\geq C \cdot C(p_0)\|\bar{u}\|_{L^p}.
\]
(3.37)
It happens that \( p_0 = p_0(n, \gamma, \nu, \Lambda) \) so that the constant \( C(p_0) \) can be absorbed into our universal constant. Recalling that \( \bar{u} = u^* + k \) and using scaling, this says

\[
\inf_{B_{R_0}} u^* + R^q \| \rho_\ast(\bar{F}) \|_{L^q(B_R)} + R^{q\gamma} \| f \|_{L^{\gamma}^q(B_R)} \geq C_{n, \gamma, \nu, \Lambda, q, p, \theta, r} \| u^* \|_{L^p(B_R)},
\]

as desired.

Hence, it only remains to show (3.36). We consider the test function \( \varphi = \eta \bar{u}^\gamma \). Note,

\[
D\varphi = \gamma \left( \frac{\eta}{\bar{u}} \right)^{\gamma - 1} D\eta - (\gamma - 1) \left( \frac{\eta}{\bar{u}} \right)^\gamma D\bar{u}.
\]

We estimate as usual

(3.38) \[
\langle \rho(D\bar{u})^{\gamma - 1}(D\rho)(D\bar{u}), -(\gamma - 1) \left( \frac{\eta}{\bar{u}} \right)^\gamma D\bar{u} \rangle = -(\gamma - 1) \rho \left( \frac{\eta D\bar{u}}{\bar{u}} \right)^\gamma.
\]

and choosing \( \epsilon > 0 \) so that \( (\gamma - 1)\epsilon^{\gamma'} = (\gamma - 1)/2 \).

(3.39)

\[
\langle \rho(D\bar{u})^{\gamma - 1}(D\rho)(D\bar{u}), \gamma \left( \frac{\eta}{\bar{u}} \right)^{\gamma - 1} D\eta \rangle \leq \gamma \left[ \frac{\epsilon^{\gamma'}}{\gamma' \rho} \left( \eta D\bar{u} \right)^\gamma + \rho(D\eta)^{\gamma'} \right] \\
\leq \frac{\gamma - 1}{2} \rho \left( \frac{\eta D\bar{u}}{\bar{u}} \right)^\gamma + c_\gamma \rho(D\eta)^{\gamma}.
\]

On the other hand, since \( \bar{u} \geq k \)

(3.40)

\[
\langle \bar{F}, \gamma \left( \frac{\eta}{\bar{u}} \right)^{\gamma - 1} D\eta \rangle \geq -\gamma \rho_\ast(\bar{F})^{\gamma'} \left( \frac{\eta}{\bar{u}} \right)^{\gamma - 1} \rho(D\eta) \geq -\gamma \left[ \frac{\rho_\ast(\bar{F})^{\gamma'} \eta^\gamma}{k - \gamma \gamma'} + \rho(D\eta)^{\gamma'} \right]
\]

and choosing \( \epsilon > 0 \) so that \((\gamma')^{-1}\epsilon^\gamma = 1/4\) guarantees

(3.41)

\[
\langle \bar{F}, -(\gamma - 1) \left( \frac{\eta}{\bar{u}} \right)^\gamma D\bar{u} \rangle \geq -(\gamma - 1) \left( \frac{\eta}{\bar{u}} \right)^\gamma \left[ \frac{\epsilon^{\gamma'} \rho(D\bar{u})^{\gamma}}{\gamma} + \rho_\ast(\bar{F})^{\gamma'} \right] \\
\geq -\frac{(\gamma - 1)}{4} \rho \left( \frac{\eta D\bar{u}}{\bar{u}} \right)^\gamma - c_\gamma \eta^\gamma k^{-\gamma} \rho_\ast(\bar{F})^{\gamma'}.
\]

Finally, note

(3.42)

\[
\int f \eta^{\gamma} \bar{u}^{-(\gamma - 1)} \geq -k^{-(\gamma - 1)} \| f \|_{L^q} \| \eta \|_{L^{\gamma}}^{\gamma} \geq -c_{\gamma, n, u} k^{-(\gamma - 1)} \| f \|_{L^q} \| D\eta \|_{L^{\gamma}}^\gamma
\]
Combining (3.38) - (3.42), with the fact that \( u \) is a supersolution yields

\[
-\int_{\Omega} \eta^\gamma \rho(D(\log \bar{u}))^\gamma \geq -c_{n,\gamma,\nu} \left[ \int \rho(D\eta)^\gamma \left( 1 + \frac{\|f\|_\infty}{k^{\gamma-1}} \right) + \int \frac{\rho_*(\bar{F})^{\gamma'}}{k^{\gamma'}} \eta^\gamma \right]
\]  
(3.43)

\[
\geq -c_{n,\gamma,\nu} \left[ \int \rho(D\eta)^\gamma \left( 1 + k^{-(\gamma-1)} \|f\|_\infty + k^{-\gamma} \|\rho_*(\bar{F})\|_{L^{\gamma'}}^{\gamma'} \right) \right],
\]

where the 2nd inequality follows from the first by Holder and Sobolev embedding similar to (3.42). Choosing \( k = \|f\|_\infty^{-1} + \|\rho_*(\bar{F})\|_{L^{\gamma'}}^{\gamma'} \) this can be written

\[
\int_{\Omega} \eta^\gamma \rho(D(\log \bar{u}))^\gamma \leq c_{n,\gamma,\nu} \int \rho(D\eta)^\gamma.
\]  
(3.44)

Now, for all \( B'_{2r'} \subset B_{2R} \), we can choosing \( \eta \equiv 1 \) on \( B' \) and \( \eta \equiv 0 \) on \( \Omega \setminus B'_{2r} \) with \( |D\eta| \leq \frac{1}{r} \), (3.44) says

\[
\int_{B'_r} |D(\log \bar{u})|^\gamma \leq c_{n,\gamma,\nu} \int_{B'_r} \rho(D(\log \bar{u}))^\gamma \leq c_{n,\gamma,\nu,\Lambda} \]

or taking the \( \gamma \)-root and multiplying by \( r^{1-\frac{n}{\gamma}} \) that is

\[
r^{1-\frac{n}{\gamma}} \left( \int_{B'_r} |D(\log \bar{u})|^\gamma \right)^\frac{1}{\gamma} \leq C_{n,\gamma,\nu,\Lambda}.
\]  
(3.45)

Noticing \( (r^{-n})^{\frac{1}{\gamma'}} = r^{1-\frac{n}{\gamma}} \), we consecutively apply Jensen’s inequality, the Poincare inequality in a ball, and (3.45) to achieve

\[
\frac{1}{r^n} \int_{B'_r} |\log \bar{u} - (\log \bar{u})_{B'_r}| \leq C \left( \frac{1}{r^n} \int_{B'_r} |\log \bar{u} - (\log \bar{u})_{B'_r}|^\gamma \right)^\frac{1}{\gamma'} \leq C_{n,\gamma,\nu,\Lambda}.
\]  
(3.46)

Since this holds uniformly for all \( B'_{2r} \subset B_{2R} \), and hence (3.46) holds for all \( B'_r \subset B_R \), this ensures \( \log \bar{u} \in BMO(B_R) \) and consequently, by the John-Nirenberg lemma there exists \( 0 < p_0 \) depending only on \( n \) and the constant in (3.46) so that

\[
\sup_{B' \subset B_3} \frac{1}{|B|} \int_B e^{p_0 |\log \bar{u} - (\log \bar{u})_B|} < \infty.
\]  
(3.47)

Finally, since \( e^{a-b} \geq 1 \) we note that \( e^{p_1(a-b)} \leq e^{p_0(a-b)} \) if \( p_1 \leq p_0 \). In particular, without loss of generality, suppose \( p_0 = \frac{(\gamma-1)n}{n-\gamma} \). But then, (3.47) implies (3.36).

**Theorem 3.7** (Improvement of Oscillation). Suppose \( u, \rho, \gamma, \bar{F}, f, \) and \( q \) are as in Theorem 3.6. If \( \overline{B_{3R}} \subset \Omega \), then for all \( 0 < \theta < 1 \),

\[
\text{osc}_{B_{2R}} u \leq C_{n,\gamma,\nu,\Lambda} \theta^\alpha \left[ \text{osc}_{B_{2R}} u + \|\rho_*(\bar{F})\|_{L^\gamma(B_{2R})}^{\frac{1}{\gamma'}} + \|f\|_{L^\infty(B_{2R})}^{\frac{1}{\gamma'}} \right].
\]
Proof. For $0 < s < 2R$ let
\[
M_s = \sup_{B_s} u \quad \text{and} \quad m_s = \inf_{B_s} u.
\]
Then $v \in \{M_{2R} - u, u - m_{2R}\}$ is a positive solution of \[(3.48)\] on $B_{2R}$.
Consider $p = 1$ and $\theta = 1/2 < \tau < 1$ in Theorem 3.4. That is, for a positive solution $v$,
\[
\text{inf}_{B_{R/2}} v + G(R) \geq CR^{-n} \int v
\]
where
\[
G(R) = R^\delta \|\rho_*(\bar{F})\|_{L^\gamma(B_R)} + R^{\gamma\theta} \|f\|_{L^\gamma(B_{2R})}.
\]
Note, $\inf_{B_{R/2}} M_{2R} - u = M_{2R} - M_{R/2}$ and $\inf_{B_{R/2}} u - m_{2R} = m_{R/2} - m_{2R}$.
Therefore, applying \[(3.48)\] to $M_{2R} - u$ and $u - m_{2R}$ yields
\[
M_{2R} - M_{R/2} + G(R) \geq CR^{-n} \int M_{2R} - u
\]
\[
m_{R/2} - m_{2R} + G(R) \geq CR^{-n} \int u - m_{2R}.
\]
Adding yields
\[
(M_{2R} - m_{2R}) - (M_{R/2} - m_{R/2}) + 2G(R) \geq C(M_{2R} - m_{2R}),
\]
or equivalently,
\[
\text{osc}_{B_{R/2}} u \leq (1 - C) \text{osc}_{B_{2R}} u + 2 \left[ R^\delta \|\rho_*(\bar{F})\|_{L^\gamma(B_R)} + R^{\gamma\theta} \|f\|_{L^\gamma(B_{2R})} \right].
\]
Lemma 2.7 verifies the result by choosing the parameters from Lemma 2.7 by $\tau = 1/4, \tilde{\delta} = (1 - C)$, and $\mu(1 - \frac{n}{q(\gamma - 1)}) > \alpha$. The latter can be done by making $\alpha$ smaller if necessary. Notably $\alpha = \alpha(1/4, \tilde{\delta})$ so it has the expected dependencies.

Hölder regularity is a classic result of the improvement of oscillation in Theorem 3.7.

Corollary 3.8. Suppose $u, \rho, \gamma, \bar{F}, f$ and $q$ are as in Theorem 3.6. Then $u \in C^\alpha_{\text{loc}}(\Omega)$ for some $\alpha = \alpha(n, \gamma, \nu, \Lambda, q)$.

Last, we conclude with a Liouville-type theorem in the case that $f, \bar{F} \equiv 0$.

Theorem 3.9. [Liouville Theorem] Let $\rho, \gamma,$ and $u$ be as in Theorem 3.6. Suppose additionally that $f, \bar{F} \equiv 0$. If $\Omega = \mathbb{R}^n$ and $u$ is bounded from above or below, then $u$ is constant.

Proof. It suffices to assume $u \geq 0$ by replacing $u$ with $-u + \sup_{\mathbb{R}^n} u$ (or $u - \inf_{\mathbb{R}^n} u$, resp.) when $u$ is bounded above (below, resp.). Since $f, \bar{F} \equiv 0$, and $\Omega = \mathbb{R}^n$, Theorem 3.6 implies $u$ is bounded above. Indeed, for $x \in \mathbb{R}^n$,
\[
u(x) \leq \sup_{B_{2|x|}} u \leq C_n,\gamma,\nu,\Lambda,\bar{Q} \inf_{B_{2|x|}} u \leq Cu(0).
\]
In particular, $\|u\|_{L^\infty(\mathbb{R}^n)} < \infty$. Therefore, by choosing a suitable sequence of $\alpha(n, \gamma, \nu, \Lambda, q)$ sufficiently small, we obtain the desired result.

□
Now, iterating Theorem 3.7 says there exists $0 < \theta < 1$ so that for any $R > 0$ and integer $k$,

$$\text{osc}_{B_R} u \leq \theta^k \text{osc}_{B_{2kR}} \leq \theta^k \left(2\|u\|_{L^\infty(R^n)}\right).$$

Taking $k$ and $R$ to infinity consecutively completes the proof. □
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