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Abstract

Incorporating prior knowledge into pre-trained language models has proven to be effective for knowledge-driven NLP tasks, such as entity typing and relation extraction. Current pre-training procedures usually inject external knowledge into models by using knowledge masking, knowledge fusion and knowledge replacement. However, factual information contained in the input sentences have not been fully mined, and the external knowledge for injecting have not been strictly checked. As a result, the context information cannot be fully exploited and extra noise will be introduced or the amount of knowledge injected is limited. To address these issues, we propose MLRIP, which modifies the knowledge masking strategies proposed by ERNIE-Baidu, and introduce a two-stage entity replacement strategy. Extensive experiments with comprehensive analyses illustrate the superiority of MLRIP over BERT-based models in military knowledge-driven NLP tasks.

1 Introduction

Pre-training language representation models on large-scale heterogeneous text of corpora with unsupervised or weakly-supervised objectives like masked language model (MLM) can benefit downstream natural language processing (NLP) tasks such as entity typing, relation extraction (RE), and entity typing. ELMo (Peters et al., 2018), OpenAI GPT (Radford et al., 2018), and BERT (Devlin et al., 2018) are trained on large-scale corpus and have been widely used in open-domain NLP tasks, which have significantly promoted the downstream performance even gain the state-of-the-art (SOTA). For domain-specific, many domain-specific language representation models have been proposed such as BioBERT (Symeonidou et al., 2019), FinBERT (Araci, 2019), SciBERT (Beltagy et al., 2019), and PatentBERT (Lee and Hsiang, 2020), which have achieved the SOTA performance on various domain-specific NLP tasks. Despite these pre-trained models have gained huge success in empirical studies, latest studies show that efforts with weakly-supervised manners (Xiong et al., 2019, He et al., 2019, Bosselut et al., 2019) outperform that with unsupervised manners.

Recently, many researchers have devoted to using various strategies to incorporating external knowledge, be it KGs, annotations, or unstructured texts, into language representation models such as ERNIE-Baidu (Sun et al., 2019), ERNIE-Tsinghua (Zhang et al., 2019), K-ADAPTER (Wang et al., 2020), etc., and have established new SOTA on downstream NLP tasks. As a result, injecting knowledge into language representation models have become a mainstream for NLP.

However, these promising models cannot be directly used in military domain for the following reasons: (1) contextualized word representations such as ELMo, OpenAI GPT, BERT, XLNet (Yang et al., 2019), and ERNIE-Baidu are trained and tested mainly on general corpus (Wikipedia and BookCorpus), it is difficult to estimate their performance on military text mining. (2) The language and vocabulary used in military texts is dramatically different than a general one, thus word distributions of general and military corpora are quite different, which can often be a problem for military text mining. (3) Pre-training tasks are designed with respect to the corpora and entity features in general texts, which are not suitable for military text mining, domain-specific pre-training tasks should be developed accordingly. (4) Domain-specific characteristics such as multiple representation styles, semantic vague, wide variation in literal meaning from text to text, etc., are not contained in general texts.

In addition, the vast majority of existing pre-training models learn word representation by using masked language model (Devlin et al., 2018, Liu et al., 2019) or knowledge masking (Sun et al., 2019, Joshi et al., 2020, Cui et al., 2021) strategy with attention mechanism, or by injecting external knowledge into models (Xiong et al., 2019, He et al., 2019, Liu et al., 2021). However, there are limitations for using these methods: (1) masked language model can only model low level semantic knowledge (Sun et al., 2019), (2) knowledge masking strategies have mod-
eled more lexical, syntactic, and semantic information into pre-training model, but they have not taken full advantage of the factual information contained in the input sentences, which have been illustrated in Figure 2. (3) knowledge enhanced methods have neglected the problem existed in the knowledge source, for example, the knowledge may be wrong, some knowledge is not contained and other situations. In this thesis, we propose a model named MLRIP. We follow the knowledge masking strategies proposed by Sun et al. (2019), but we modify these strategies by explicitly adding prior factual knowledge contained in the input sentences to help predicting masking units, also we add a relation-level masking method to augment the representation for prior knowledge. Furthermore, we propose a two stage entity replacement strategy to incorporate more domain-specific knowledge into the representation model. First, we apply same-entity mention to replace the origin mention which enable MLRIP to learn entity mention knowledge, meanwhile, we introduce a negative sample strategy for entity mentions replacement. Based on this, we use the fact-based replacement strategy to inject domain-specific prior knowledge into the model.

To evaluate the performance of our proposed model MLRIP, we first construct a set of benchmark datasets for comparison, and then we conduct experiments on two knowledge-driven NLP tasks, i.e., entity typing and relation classification. The experimental results show that MLRIP significantly outperforms BERT and ERNIE-Baidu, by taking full advantage of lexical, syntactic, and factual knowledge information within sentences, and knowledge from domain-specific knowledge base. We also evaluate MLRIP on military NER, and MLRIP still achieves comparable results. In addition, we perform ablation studies on all the strategies and the corresponding experimental present that our strategy achieve improvement individually and benefit downstream tasks accordingly.

In summary, our contributions are as follows:

- We propose a model named MLRIP for military text mining, and we introduce a new knowledge masking strategy for training language representation model, and also, we introduce a new knowledge incorporation method for injecting military domain-specific knowledge into language representation model.
- Our model has significantly promoted the performance for knowledge-driven military NLP downstream tasks, such as entity typing and relation extraction.
- We construct various benchmark datasets for military text mining.

2 Related Work

External knowledge, be it knowledge graphs (KGs), domain-specific data, extra annotations or professional knowledge base, is the outcome of human wisdom, which can be good prior knowledge for enhancing the language representation model. ERNIE-Baidu (Sun et al., 2019) proposes to use knowledge masking strategies to enhance the language representation. It introduces phrase-level masking and entity-level masking and predicts the whole masked phrases and entities in the sentences to help the model learn syntactic, sentiment and dependency information both in local contexts and global texts. ERNIE-Tsinghua (Zhang et al., 2019) enhances the language representation in another way, which incorporates knowledge graph into BERT to learn lexical, syntactic and knowledge information simultaneously by aligning entities from Wikipedia sentences to fact triples in WikiData. BERT-MK (He et al., 2020) regards the sub-graphs in KGs as a whole, and directly model them and the aligned text to retain more structural information, then integrated with a pre-trained language model to perform the knowledge generalization. K-ADAPTER (Wang et al., 2020) proposes a plug-in way to inject knowledge into large pre-trained language models, which keeps different kinds of knowledge in different adapters. WKLM (Xiong et al., 2019) propose an effective weakly supervised pretraining objective to force the model to incorporate knowledge about real-world entities, which replaces entity mentions in the original document with the names of other entities that have the same type as the mentioned one and predict whether the entity has been replaced. OAG-BERT (Liu et al., 2021) integrates heterogeneous structural knowledge in the open academic graph, which can directly convert structural knowledge into the serialized text and let the model learn knowledge-text alignments by itself. ERICA (Qin et al., 2020) proposes to explicitly model relational facts in text via entity discrimination task and relation discrimination task to better understand entities and relations, and the tasks are performed by leveraging contrastive learning strategy.

3 Methods

In this section, we introduce MLRIP and its detailed implementation. We first describe the model architecture in section 3.2, the embedding layer in section 3.3, the novel pre-training tasks knowledge integration strategy and fact-based entity replacement in section 3.4 and section 3.5 respectively, and the details for pre-training in section 3.6.
3.1 Notation
We denote an input sentence $s = \{w_1, w_2, \ldots, w_n\}$ as a token sequence, where $n$ is the length of the given sentence, $w_i, i \in [0, n]$ denotes a word token in the sequence. Meanwhile, we denote the encoded input sequence as $enc(s) = \{x_1, x_2, \ldots, x_n\}$. Note that, in this thesis, we treat English tokens at word-level, while Chinese tokens at character-level. Furthermore, we denote the whole token vocabulary as $V$, and the military entity list containing all entities in military entity dictionary as $E$.

3.2 Model Architecture
We follow most knowledge-enhanced language representation model (Sun et al., 2019; Zhang et al., 2019; Qin et al., 2020), use multi-layer Transformer as basic encoder. The transformer adopts self-attention mechanism to capture lexical, syntactic, sentiment, and semantic information from the input sentences, and generates a corresponding sequence of contextual embeddings for downstream natural language understanding tasks, such as NER, entity typing, RE, etc. In detail, we denote the stacked transformer encoder layers as $L$, masked self-attention heads as $A$, and the hidden dimension as $H$. Then we have the following model size configuration: $L = 12$, $A = 12$ and $H = 768$. The total amounts of trainable parameters are the same as BERT\textsubscript{base} (110M), indicating that our model is compatible with BERT in model parameters.

3.3 Embedding Layer
We use the text type embedding to indicate the pre-training corpus types and the text features contained in them, as the word distributions and entity mention forms are quite different for corpus from various sources while these corpus features are important for some domain-specific, cross-domain and knowledge-driven tasks such as military NER and entity typing. We assign an $id$ to different training corpus, ranging from 1 to $N$, and each $id$ denotes one kind of training corpus. The corresponding token, segment, position and text type embedding are taken together to consist the input for our model, i.e., the input embedding is the sum of token embedding, segment embedding, position embedding, and text type embedding, and this is illustrated in Figure 1.

3.4 Knowledge Integration Strategy
Injecting prior knowledge into pre-trained language representation models can effectively improve the performance of the downstream tasks, which have been proven by many research works of knowledge-enhanced pre-training. We apply a multi-stage knowledge masking strategy as ERNIE-Baidu (Sun et al., 2019), but we make some changes to adapt to the military domain. Firstly, we adjust some masking mechanism, and then add a relation-level masking stage. The comparisons of MLRIP and ERNIE-Baidu are shown in Figure 2. In this section, we will introduce these strategies and their detailed implementation.

![Figure 1: The structure of the MLRIP model.](image)

*Figure 1: The structure of the MLRIP model. The input embedding contains the token embedding, the segment embedding, the position embedding and the text type embedding. Various pre-training tasks can be conducted based on this structure.*

![Figure 2: The different masking strategy between MLRIP and ERNIE-Baidu (Sun et al., 2019).](image)

*Figure 2: The different masking strategy between MLRIP and ERNIE-Baidu (Sun et al., 2019). In basic-level masking and phrase-level masking stage, the prediction process is consistent. In entity-level maskiing stage, we both apply MLM and $FKP_{E+R}$ to predict all slots in masked entities, instead of using MLM only. Furthermore, we add a relation-level masking strategy compared with ERNIE-Baidu, which also both use MLM and $FKP_{E+R}$ to predict each slot of the masked relation. Moreover, we inject external knowledge into MLRIP by introducing two novel replacement strategies: same entity mention replacement and fact-based knowledge replacement, respectively.*

3.4.1 Word-Level Masking
Word-level masking is the basic knowledge integration stage, aiming to learn the basic lexical, syntactic, semantic knowledge of the input sequence.
In this stage, the masking and prediction mechanism is consistent with BERT (Devlin et al., 2018). In the training procedure, 15% tokens are randomly masked and prediction task is performed, then the parameters of our model are updated, since that we can obtain a basic word representation model. Since the masked tokens are not always continuous in the word-level masking stage, the high-level semantic information contained in the input sentences, such as phrases, entities and relations, is hard to be fully explored.

3.4.2 Phrase-Level Masking

In this thesis, phrase mask is also applied to enhance the word representation. Similar to ERINE-Baidu, we treat the phrase contained in the input sequence as a whole unit like a word-level unit to perform mask and prediction. As phrase-level masking is identical to its implementation in ERINE-Baidu, we exclude a comprehensive description of this strategy and refer reader to Sun et al. (2019). At this stage, semantic information of the phrase is encoded into the model and we can obtain a word representation model with richer phrase information.

3.4.3 Entity-Level Masking

In this stage, we explore how to incorporate the entity information into the word representation model. In military domain, operational entities, such as weapons, military person, military locations, military organizations, etc., are the principal interest for military intelligence analysis and situational analysis. Usually, the entity pairs and the relation between them contained in a sentence are informative knowledge, including rich semantic information and always form some factual tuple, which are crucial clues for understanding the whole sentence even the whole text. However, the previous pre-trained representation models usually regard words as basic research unit or only consider the relation and entity as a dependent part, ignoring the relation between them.

For example, “A UH-60 was shot down by a FIM-92 this morning.”, intuitively, we can know that \( \langle UH - 60, \text{shot down}, FIM - 92 \rangle \), which is a factual knowledge in the military domain that can be used to predict the entity of “UH-60” and “FIM-92”. However, this kind of knowledge has not been exploited in the previous works, which only concern the entities themselves and ignore the factual information contained in the sentence. In this thesis, we propose a modified and novel strategy to predict all slots in the entities, which divides the prediction process into two parts: (1) factual knowledge prediction (FKP), (2) and MLM. FKP refers to using factual knowledge to predict the masked slots in the masked entity, which enable the model to learn the factual knowledge contained in the input sentence. MLM is the same as BERT and other contextualized word representation model. Then we sum the loss of FKP and MLM to predict each masked entity slots, which takes fully use the contextual information and factual knowledge, the whole procedure is depicted in Figure 3. For military corpus, we discard the sentences that no factual knowledge is contained, then we apply military dictionary, chunking tool, domain-specific knowledge and dependency parser tool to obtain the entities, relations, and factual tuples. In the training process, we only mask one of the entities in a factual knowledge to ensure the factual knowledge can be used to perform prediction.

With respect to FKP, to be specific, given a token sequence \( s = \{w_1, w_2, \ldots, w_n\} \) and its corresponding factual tuple \( \langle h, r, t \rangle \). Assuming that entity \( h \) is masked, we first encode the masked sequence with transformer encoder and obtain representations for each token in the sequence. We denote \( enc(s) = \{x_1, x_2, \ldots, x_n\} \) as the token representations, and then we apply \textit{mean pooling} operation over tokens that constitute entity \( t \) and relation \( r \) to obtain entity representation \( e_t \) and relation representation \( e_r \), then \( e_t \) and \( e_r \) can be represented as:

\[
e_t = \text{MeanPool}(x_{\text{start}(t)}, \ldots, x_{\text{end}(t)}) \quad (1)
\]

\[
e_r = \text{MeanPool}(x_{\text{start}(r)}, \ldots, x_{\text{end}(r)}) \quad (2)
\]

where \( \text{start}(\cdot) \) and \( \text{end}(\cdot) \) are used to calculate the start and end positions. We represent each token \( e_{h(i)} \) with \( e_r \) and \( e_t \), and its position embedding:

\[
e_{h(i)} = f(e_t, e_r, p_{i+\text{start}(h)}) \quad (3)
\]

where position embeddings \( p_1, p_2, \ldots \) indicate absolute positions of the masked tokens, \( p_{i+\text{start}(h)} \) denotes the position embedding for the \( i \)-th token of \( h \), \( i \) is relative to the start position. We follow SpanBERT (Joshi et al., 2020) and use a 2-layer feed-forward network with GeLU activations and layer normalization as the implementation for function \( f(\cdot) \), then the whole transfer procedure can be formulated as:

\[
h_0 = [e_t, e_r, p_{i+\text{start}(h)}] \quad (4)
\]

\[
h_1 = \text{LayerNorm}(\text{GeLU}(W_1h_0)) \quad (5)
\]

\[
e_{h(i)} = \text{LayerNorm}(\text{GeLU}(W_2h_1)) \quad (6)
\]

then we use the word representation \( e_{h(i)} \) to predict the \( i \)-th token of \( h \), and compute the cross-entropy loss.

MLRIP sums the loss both MLM and FKP:

\[
\mathcal{L}(h(i)) = \mathcal{L}_{\text{MLM}}(h(i)) + \mathcal{L}_{\text{FKP}_{E+R}}(h(i)) = -\log P(h(i)|x_{i+\text{start}(h)}) - \log P(h(i)|e_{h(i)}) \quad (7)
\]

where \( \text{FKP}_{E+R} \) indicates that we use one entity either head or tail for the given factual tuple and the relation to predict the other entity, i.e.,
In this section, we propose a two-stage knowledge injecting strategy to integrate entity multiple representation forms and external factual knowledge into the language representation model.

3.5 Entity Replacement Strategy

3.5.1 Same Entity Mention Replacement

It is interesting and common that one military entity can be represented as many forms, such as J-10, J10, F-10 or Vigorous Dragon, they are the mentions for a Chinese Third Generation Fighter, i.e., these mentions all refer to the same entity, and we named it coreference phenomenon. Many important downstream tasks, such as QA, entity typing, knowledge completion, semantic similarity analysis, etc., rely on coreference resolution. In order to effectively identify the mentions for entities, we pre-train the model with a same entity mention prediction task that enable the model to capture this knowledge.

The first replacement stage is to use different mentions to replace the entity mention selected in the training process, as depicted in Figure 5. As in the entity masking stage, we first analyze factual knowledge in a sentence, and find out whether tail entities contain multiple representation forms. Note that we mainly concern the tail entity in the factual knowledge. In the training process, we randomly select one of the tail entities to perform replacement and predict whether it refer to the same entity with the original mention. When replacing entity mentions, we first look up all the mentions for the entity from the mention dictionary (constructed in the data preparing process, and we maintain a military entity dictionary $E$, covering 148 types and 5,775 individuals, the dictionary contains fields: id, official name, type, other names, basic info, and so on, and stored in json form), and then we introduce a novel negative sample replacement strategy. We consider the corresponding mentions as positive $E^+$ samples listed in the military dictionary, and others as negative $E^-$ samples.

Specially, when doing replacement, 30% of the time...
the mention keep constant for preventing catastrophic forgetting of the original mention, and in the rest time, 50% of that mention is replaced from the candidate mentions set \( E_t = (e_t^1, e_t^2, \ldots, e_t^n) \), \( E_t \) denotes the candidate mention set, \( E^+ \) denotes a candidate mention vector for the entity \( t \), and \( E^- \) denote a random mention vector. Note that, we select a mention from the candidate mentions after replacing and encoding, we can obtain the distance between each candidate mention and the original mention, and then we obtain the selection probabilities by using Softmax.

Formally, given a tail entity \( t \) and its vector \( e_t \), and the semantic vectors of the candidate mentions \( E_t = (e_t^1, e_t^2, \ldots, e_t^n) \), \( E_t \) denotes the candidate mention set, \( E^+ \) denotes a candidate mention vector for the entity \( t \). All the semantic vectors are calculated by Word2Vec, and then we can obtain the probabilities for the candidate mentions, which are calculated by the following formulas:

\[
\begin{align*}
    d_i &= ||e_t^i - e_t|| \\ 
    scores &= \text{softmax}(d_1, d_2, \ldots, d_n) \\ 
    P_i &= scores(i)
\end{align*}
\]

where \( d_i \) denotes the semantic distance between the \( i \)-th candidate mention and the original mention, \( scores \) is the probabilities to be chosen for every mention in \( E^+ \), \( P_i \) denotes the probability of the \( i \)-th mention to be chosen.

After replacing and encoding, we can obtain the final word token representations for the head entity and relation for the factual knowledge, then we apply mean pooling operation over the consecutive tokens that mention the head entity and relation, we simply concatenate the head entity and relation representations and add a Linear Layer for prediction.

### 3.5.2 Fact-based Replacement

The second stage is to explore fact-based replacement, which helps to extend the knowledge range by injecting them to the word representation model. Generally, given a sentence the model can only learn the fact knowledge contained in the sentence; however, the similar facts cannot be learned. In the fact-replacement stage, we replace the fact unit based on the domain-specific professional knowledge base and operational rules. We consider the fact conforms to the professional knowledge and operational rules as positive and others as negative. This task aims to
predict whether the knowledge is true after a fact unit is replaced, the whole procedure is depicted in Figure 6.

![Figure 6: Fact-based entity replacement procedure.](image)

We first analyze the factual knowledge within the input sentences, then we apply knowledge parser module to convert the factual knowledge to machine readable ones. Next, we use reasoning machine, using domain knowledge base as well as operational rules as knowledge source, to perform knowledge inference. To guarantee the correctness of inferred knowledge, we add a knowledge check module which takes the output of the reasoning machine as input, to verify the inferred knowledge, as a result, we can obtain the positive knowledge set, and the negative samples. Considering the possibility of introducing knowledge noise, the ratio of positive to negative samples is controlled at 1:2.

To construct the positive factual knowledge set and the negative knowledge set, we first analyze the factual knowledge within the input sequence, and then use knowledge parser module to convert it to the machine reading knowledge, which always be a SQL statement or graph query language. The reasoning machine is used to produce corresponding factual knowledge, which takes the converted factual knowledge as input as well as the military knowledge bases and operational rules. To guarantee that the produced factual knowledge is ground-truth, we add a knowledge check module after the reasoning machine. With these modules, we can obtain the positive factual knowledge set for knowledge replacement, and the negative set consists of random samples that is not contained in the positive set. We replace the origin knowledge with (1) a random from the positive set in 50% time, (2) a random from the negative set in 50% time.

After two stage entity replacement, domain-specific prior knowledge is incorporated into the model, and then a knowledge enhanced language representation model with richer domain-specific knowledge is obtained.

### 3.6 Pre-training Details

In pre-training procedure, we follow ERNIE 2.0 (Sun et al., 2020) and apply a continual multi-task learning strategy to train MLRIP. As described in Section 3.2, we use multi-layer Transformer as basic encoder, and the model configuration is the same as BERTbase. Meanwhile, most of the hyper-parameters configuration is the same as it, except for batch size, learning rate and max sequence length. We set the max sequence as 256 and double the batch size up to 512 to accelerate the training process. We adopt Adam as optimizer, set the learning rate to 3e-5, L2 weight decay to 1e-3, learning rate warm up for the first 20% steps, and then linearly decay the learning rate. We train MLRIP with 8 NVIDIA Tesla V100 (32G) GPUs.

### 4 Experiments

#### 4.1 Data Feature Analysis and Data Preparation

Pre-trained language models have achieved significant performance improvements on various downstream NLP tasks by training them on large and multi-source heterogeneous data. In this proposed work, we choose five categories of professional data, namely operational documents, intelligence documents, military scenarios, military books and military simulation system logs, and seven categories of network data, namely military website documents, military game strategies, military news, military comments, military blogs, military forum data, and Chinese Wikipedia as our training corpora. We have analyzed and categorized this data in detail in our previous work (Li et al., 2022), and refer readers to that work for the data information. Our previous work shows that the word distributions are quite different in different data source texts, for example, military terms are mostly expressed in formal or standard expressions in military scenarios, military books, while military terms are dominated by abbreviations and code names in military intelligence texts.

To the best of our knowledge, there are no publicly available datasets for military NLP tasks in the military domain. Therefore, we construct various benchmark datasets from a wide range of multi-source heterogeneous military texts for military word representation language model performance evaluation.

Following GLUE (Wang et al., 2018), SQuAD (Rajpurkar et al., 2016), CoNLL-2012 (Pradhan et al., 2012), and FIGER (Ling and Weld, 2012), we construct three benchmark datasets, a fine-grained military entity typing dataset (FGMET), a military named entity recognition dataset (MNER), and a large-scale complex relation extraction corpus for military domain (LCRECM). As how to construct the benchmarks is out of the topic of this issue, we only
present the statistic information about all the benchmarks. The statistic information for each benchmark is shown in Table 1, Table 2 and Table 3. Each of the dataset is divided into three parts: train, development, and test. The train part is used to fine-tune the model and then its performance is evaluated on the development and test parts.

| Dataset       | Train   | Develop | Test   | Type |
|---------------|---------|---------|--------|------|
| FGMET         | 256,000 | 32,000  | 32,000 | 71   |

Table 2: The statistic of the military entity recognition dataset MNER.

| Dataset       | Train   | Develop | Test   | Type |
|---------------|---------|---------|--------|------|
| MNER          | 24,960  | 3,120   | 3,120  | 12   |

Table 3: The statistic of the large-scale complex relation extraction corpus for military domain LCRECM.

| Dataset       | Train       | Develop    | Test    | Type  |
|---------------|-------------|------------|---------|-------|
| LCRECM        | 61,458      | 21,098     | 15,280  | 132   |

4.2 Experiments on Military NLP Tasks

We evaluate on a comprehensive suite of military NLP tasks, including entity typing, military NER, and relation extraction.

4.2.1 Military NER

NER is a fundamental military text mining task, usually performed for constructing knowledge base, operational planning, situational analysis, etc., and this task is always taken as a sequence labeling task. In this study, we use MNER dataset, covering 12 kinds and 16,729 military entities, to evaluate our model with the baselines, and choose Precision, Recall, and F1 as metrics.

4.2.2 Entity Typing

The task of entity typing aims to predict the semantic types of a given entity in the military text, which is a principal task in intelligence knowledge mining. To evaluate the performance on this task, we fine-tune our model on FGMET, which is a well-established and fine-grained military entity typing dataset, covering 71 kinds of military entities. In the fine-tuning procedure, sentences with military entity mentions are fed into the MLRIP, then we obtain the entity types. We evaluate the models with metrics of micro and macro F1 scores and compare our model with the baseline models for entity typing.

4.2.3 Relation Extraction

Military entity relation extraction is a challenging work as the relation between every two given entities may be multiple or be expressed with different forms. To evaluate performance on this task, we perform fine-tune our model on LCRECM, and compare it with baselines.

4.3 Baselines

As we mainly concern the performance improvements over BERT and knowledge enhanced models which use BERT as backbone, thus we compare our model with the following BERT or BERT-based models. We implemented these models by using the HuggingFace Transformers (Wolf et al., 2019).

- BERT
- ERNIE-Baidu-military (MERNIE)

4.4 Experimental Result Analysis

In this section, we present the experimental results on two knowledge-driven tasks, and military NER task.

4.4.1 Military NER

Table 4 shows the performance on MNER benchmark. We have the following observations: (1) Compared to BERT, MERNIE achieves a F1 score increase of 0.44%, indicating that incorporating external knowledge into language representation model benifits mil-

| Model      | P    | R    | F1   |
|------------|------|------|------|
| BERT       | 54.82| 58.45| 56.16|
| MERNIE     | 55.59| 59.27| 56.60|
| MLRIP      | 55.89| 59.73| 57.46|

4.4.2 Entity Typing

Table 5 presents the performance on entity typing dataset FGMET. We can observe that: (1) MERNIE achieves higher performance than BERT, improving macro-F1 by 1.95% and micro-F1 by 1.11%, which means that knowledge masking strategy helps to learn more information about entity. (2) MLRIP
outperforms baselines and achieves the state-of-the-art performance, which demonstrates the pre-training strategies proposed in this work benefit entity typing.

Table 5: Results on entity typing dataset FGMET.

| Model   | Macro-F1 | Micro-F1 |
|---------|----------|----------|
| BERT    | 70.05    | 77.61    |
| MERNIE  | 72.00    | 78.72    |
| MLRIP   | 76.51    | 79.50    |

4.4.3 Relation Extraction

Table 6 shows the performance on relation extraction benchmark. We can observe that: (1) MLRIP significantly outperforms the baselines on RE task, (2) BERT outperforms MERNIE, we argue that the sequential multi-task learning tends to forget some knowledge it has learnt and the continual multi-task learning helps to obtain better performance on downstream tasks without any efficiency sacrifice.

Table 6: Results on military entity relation extraction dataset LCRECM.

| Model   | P       | R       | F1     |
|---------|---------|---------|--------|
| BERT    | 47.68   | 48.54   | 44.52  |
| MERNIE  | 44.46   | 41.87   | 40.51  |
| MLRIP   | 55.12   | 51.52   | 50.26  |

5 Ablation

In order to analyze the effectiveness of the strategies adopted in our work, we perform ablation experiments over every strategy of the MLRIP to study the impact of them in this section.

We perform ablation studies over every strategies of MLRIP with FGMET benchmark. ERNIE-Baidu (Sun et al., 2019) has proven the effectiveness of phrase-level masking and entity-level masking strategies, as MLRIP also use the phrase-level and entity-level masking strategies but it modifies the entity-level masking strategy by adding FKP, so we apply MERNIE as baseline named MLRIP\textsubscript{base}. We explore the effectiveness for the remaining strategies based on this baseline. \& rel\_ent\_mask refers to add entity-level masking (add FKP strategy) and relation-level masking strategies, as both these two strategies can be pre-trained together so we can take these two strategy as one strategy and report their experimental result. \& ment\_ent\_rep refers to add same entity mention replacement strategy, and add fact-based replacement strategy. Table 7 presents the ablation experimental results, from which we can see that: (1) the performance on FGMET can be improved by every strategy proposed in this paper, (2) Entity replace strategy outperforms entity-level masking and relation-level masking strategy, since that the entity replacement strategy helps to inject more external prior knowledge about the entities to the language representation model, (3) with all these strategies applied the performance is further promoted.

Table 7: Ablation experimental results on FGMET.

| Model     | Macro-F1 | Micro-F1 |
|-----------|----------|----------|
| MLRIP\textsubscript{base} | 72.00    | 78.72    |
| \& rel\_ent\_mask | 75.08    | 78.93    |
| \& ment\_ent\_rep | 75.81    | 79.08    |
| MLRIP     | 76.51    | 79.50    |

6 Conclusion

In this paper, we propose a pre-training language representation model for military text mining, which modifies the knowledge integration strategy proposed by Sun et al. (2019), and introduce a novel two stage entity replacement strategy to incorporate external prior knowledge into pre-trained models. Experimental results on knowledge-driven military NLP tasks demonstrate that our method MLRIP outperforms BERT-based models over all the tasks. To verify the effectiveness of our proposed strategies, we perform ablation studies on all of them. The ablation experimental results show that our strategies achieve improvement individually, and benefit military text mining.

In future work, we will explore more pre-training tasks to integrate domain-specific knowledge into context-sense representation models, such as special-token prediction, or sentiment analysis task. In addition, we will also explore infuse more types of knowledge and apply other language representation to validate our idea.
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