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Abstract: In this paper, a robust fuzzy controller for stochastic nonlinear systems subject to multiple performance constraints is discussed. To solve the problem of stochastic behaviors in nonlinear systems, the covariance control theory and passive control theory are applied based on the concept of energy. Additionally, the pole placement method is considered for the better transient behaviors of the system responses. However, it is known that the control inputs and maximum overshoot of the system responses may become bigger at the same time when the settling time or converge rate of the system is required to be faster. Due to this reason, the input constraint is also considered in the fuzzy controller design method to limit the value of the control gain. Moreover, an effective robust control method is applied to deal with the perturbation of the nonlinear systems. Based on the above performance constraints, the sufficient conditions can be obtained to achieve the stability in the sense of mean square and the multi-performance requirements. Finally, simulation results of the nonlinear synchronous generator system are presented to verify the feasibility and efficiency of the proposed control method.
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1. Introduction

It has been witnessed that the control problem of nonlinear systems with stochastic behaviors has attracted attention greatly [1–4]. In the stability analysis and controller design method of nonlinear systems, the Takagi-Sugeno (T-S) fuzzy model can provide a powerful tool to represent these nonlinear systems by IF-THEN rules [5]. Based on the T-S fuzzy model, considerable research has been proposed to design the various control methods and obtain the distinguished results for stochastic nonlinear systems [6–8]. Moreover, many effective control methods have been developed based on the T-S fuzzy model and already successfully applied on the hydro-turbine, maglev vehicles, cyber-physical systems, etc. [9–11]. To solve the control problem of the stochastic nonlinear systems, a co-called “covariance control theory” is provided as a powerful and straightforward method [12,13]. In [12,13], it has been seen that the state energy of the T-S fuzzy model, affected by the stochastic behaviors, can be analyzed by covariance matrices. Applying the upper bound matrix, these covariance matrices and the covariance matrices affected by perturbations of each fuzzy rule can all be covered under it. Then, the variance constraint is designed for the upper bound matrix in terms of root-mean-square such that all the state covariance matrices can be suppressed in the specific value. Via the applications of the upper bound state covariance matrix and variance constraint, the performance of nonlinear systems under the effect of stochastic behaviors can be guaranteed based on the T-S fuzzy model.
Based on the concept of dissipating the energy between the input and output, the passivity theory also has been proposed as a useful technique for solving the control problems of the external disturbances [14,15]. In the passivity theory, various passive properties can be obtained by selecting different power supply functions for the performance requirements. The passive control method has also been considered with the T-S fuzzy model to develop the fuzzy controller that can dissipate the energy of the external disturbance [16–18]. In this paper, the signal of external disturbance is considered as a stochastic behavior. Solving the control problem of stochastic external disturbance, several papers have already developed the control theory by combining the covariance control theory and passivity theory successfully [19,20]. In addition to suppressing the effect of stochastic behaviors by the variance constraint, the passivity theory is also applied to dissipate its energy. In [19,20], it can be known that the controller designed by the combined theory presents a better performance when controlling the nonlinear stochastic system than the method only applying the passivity theory. Due to this reason, the covariance control theory and passivity theory are both applied in this paper.

In many practical systems, the transient behaviors such as settling time, damping ratio, and rising time also need to be improved. Therefore, a pole placement method has been proposed to locate all the poles of the closed-loop system into a specified region, which is called “D-stable” [21]. Extending the D-stable method to the nonlinear system, many controller design methods have been developed with the T-S fuzzy model [22–24]. Additionally, the control problem of perturbed nonlinear systems is solved by applying the D-stable method and robust control theory [25]. In [22–25], it can be seen that the controller designed by these papers can obtain the better transient behaviors of nonlinear systems. However, it is known that the value of control gains is also much bigger when the transient behaviors such as settling time may not meet the cost-effectiveness. In the controller design of the practical systems, the control input is necessary to be constrained in order to avoid the situation that it is over the limit of the system and even cause unstableness. Due to the region, the input constraint also needs to be considered in the controller design. In [26,27], it is seen that the input constraint is combined into the fuzzy controller design based on the T-S fuzzy model and applied in practical systems successfully. Furthermore, it has to be noted that the concept of the input constraint might be opposite to the pole placement. The trade-off of each theory in the controller design method is an interesting problem that needs to be discussed. Thus, the input constraint is also applied with the D-stable method in this paper to solve the problem of huge control gains.

In this paper, a robust fuzzy controller design method is designed for the Stochastic Perturbated T-S Fuzzy Model (SPT-SFM) based nonlinear systems subject to multiple performances, including the individual state variance constraint, output variance constraint, input constraint, passive constraint, and D-stable pole constraint. Firstly, the SPT-SFM is applied to represent nonlinear systems and the fuzzy controller is designed by the Parallel Distributed Compensator (PDC) method. Then, the covariance matrices are defined for analyzing the energy of states and outputs of the closed-loop SPT-SFM. To guarantee the performances under the stochastic behavior effects, variance constraints are also designed for each covariance matrix. Moreover, the D-stable pole constraint can be constructed for the closed-loop form SPT-SFM. Considering the passivity theory and selecting the dissipate rate, the passive constraint is combined into the design method such that the SPT-SFM can dissipate the energy of stochastic behaviors. Based on the introduction of the above performance constraints, some sufficient conditions can be derived with the input constraint to satisfy the stability and multiple performance requirements. By replacing the common positive definite matrix of Lyapunov theory with the upper bound covariance matrix, the variance constraint can be applied in these sufficient conditions. Moreover, the output variance constraint can be minimized by minimizing this upper bound matrix. To eliminate the time-varying perturbed matrix of the perturbations, a robust control method is applied. Thus, the sufficient conditions can be transferred in to Linear Matrix Inequality...
(LMI) problems and solved by the MATLAB efficiently. Finally, a numerical example is applied to verify the proposed multiple performance constrained controller design method.

The structure of the article is as follows. In Section 2, the SPT-SFM is applied to represent the stochastic nonlinear systems with perturbations. Additionally, required definitions and useful lemmas of multiple performance constraints are given. In Section 3, the individual state variance constraint, passive constraint, and input constraint are combined into the stability analysis of the SPT-SFM and some sufficient conditions are derived. In Section 4, the D-stable pole constraint and minimized output variance constraint are applied into the proposed stability analysis with the performance constraints designed in Section 3. The sufficient conditions in LMI form are derived to achieve the stability in the sense of mean square and multiple performance requirements for the SPT-SFM. Moreover, the robust fuzzy controller can be designed via solving these conditions by MATLAB. In Section 5, the proposed design method is applied to the practical nonlinear synchronous generator system to verify the applicability and efficiency. In Section 6, some conclusions are given for this paper based on the proposed robust fuzzy controller design method and simulation results.

2. System Descriptions and Problem Statements

To develop the robust fuzzy control method for nonlinear systems subject to multiple performance constraints, some lemmas and definitions related to the design method are introduced with the T-S fuzzy model in this section. Firstly, the nonlinear systems with stochastic behaviors and perturbations can be expressed as the following SPT-SFM.

**Plant Rule**

IF $\theta_{i1}(t)$ is $M_{i1}$ and . . . and $\theta_{ip}(t)$ is $M_{ip}$ THEN

$$
\dot{x}(t) = (A_i + \Delta A_i(t))x(t) + (B_i + \Delta B_i(t))u(t) + N_i\bar{w}(t) \quad (1)
$$

$$
y(t) = C_i x(t) + D_i \bar{w}(t) \quad (2)
$$

where $i = 1, 2, \ldots, r$ denote the rules number, $M_{ip}$ denotes the fuzzy sets, $p$ denotes the number of premise variables, $x(t) \in \mathbb{R}^n$, $u(t) \in \mathbb{R}^m$, and $y(t) \in \mathbb{R}^q$ denote the state vector, control input vector, and output vector, respectively, $\bar{w}(t) \in \mathbb{R}^j$ denotes the external disturbance input vector, which is assumed as a zero-mean Gaussian white noise with the intensity $W > 0$. $A_i \in \mathbb{R}^{n \times n}$, $B_i \in \mathbb{R}^{n \times m}$, $N_i \in \mathbb{R}^{q \times j}$, $C_i \in \mathbb{R}^{q \times q}$, $D_i \in \mathbb{R}^{q \times j}$ are constant matrices. Additionally, $\Delta A_i(t) = \Phi A_i(t) \Psi_{ai}$ and $\Delta B_i(t) = \Phi B_i(t) \Psi_{bi}$ denote the time-varying perturbations of system states and control inputs, which are expressed as $\Delta A_i$ and $\Delta B_i$ in the rest of this paper for simplicity.

Then, the overall SPT-SFM can be obtained by “blending” as follows:

$$
\dot{x}(t) = \sum_{i=1}^{r} h_i(\theta_i(t)) \{(A_i + \Delta A_i)x(t) + (B_i + \Delta B_i)u(t) + N_i\bar{w}(t)\} \quad (3)
$$

$$
y(t) = \sum_{i=1}^{r} h_i(\theta_i(t)) \{C_i x(t) + D_i \bar{w}(t)\} \quad (4)
$$

where $h_i(\theta_i(t)) = \prod_{z=1}^{p} M_{iz}(\theta_{iz}(t)) / \sum_{i=1}^{r} \prod_{z=1}^{p} M_{iz}(\theta_{iz}(t))$, $h_i(\theta_i(t)) \geq 0$, $\sum_{i=1}^{r} h_i(\theta_i(t)) = 1$ and $M_{iz}(\theta_{iz}(t))$ are the grade of the membership of $\theta_{iz}(t)$ in $M_{iz}$.

It is noted that Equations (3) and (4) is the defuzzification form for the T-S fuzzy model (1)–(2). In this paper, the weighted average method is selected to construct the defuzzification process for the T-S fuzzy modeling. To design the fuzzy controller for the SPT-SFM (3)–(4), the PDC method is applied and the design process can be presented as follows. Firstly, the fuzzy controller is designed for each subsystem of the SPT-SFM (1)–(2) by the same antecedent part of fuzzy rules.
Controller Rule $i$:

IF $\theta_{11}(t)$ is $M_{11}$ and ... and $\theta_{ip}(t)$ is $M_{ip}$ THEN:

$$u(t) = F_i x(t)$$  \hspace{1cm} (5)

In the same way as the SPT-SFM (1)–(4), the overall T-S fuzzy controller can be obtained by blending each fuzzy controller of (5) as follows:

$$u(t) = \sum_{i=1}^{r} h_i(\theta_i(t)) F_i x(t)$$  \hspace{1cm} (6)

Substituting (6) into (3)–(4), the closed-loop form SPT-SFM is obtained as follows:

$$\dot{x}(t) = \sum_{i=1}^{r} \sum_{j=1}^{r} h_i(\theta_i(t)) h_j(\theta_j(t)) \left\{ (A_i + \Delta A_i) + (B_i + \Delta B_i) F_j \right\} x(t) + N_i w(t)$$  \hspace{1cm} (7)

$$y(t) = \sum_{i=1}^{r} h_i(\theta_i(t)) \left\{ C_i x(t) + D_i w(t) \right\}$$  \hspace{1cm} (8)

To analyze the state of the closed-loop SPT-SFM (7)–(8) under the effect of the stochastic behaviors, the covariance matrix can be defined based on the energy concept. Moreover, the performance requirements are usually considered in terms of the root-mean-square. Thus, the variance constraints can be designed to suppress the energy of the system states for the SPT-SFM (7)–(8), which is presented in the covariance matrix. The related definition is given as follows.

**Definition 1.** Based on the concept of root-mean-square, the covariance matrix and variance constraint of system states in the SPT-SFM (7)–(8) can be defined for each fuzzy rule as follows:

$$\tilde{X}_i = \lim_{t \to \infty} E \left( x(t) x^T(t) \right)$$  \hspace{1cm} (9)

$$[\tilde{X}_i]_{nn} = [X_i + \Delta X_i]_{nn} < \sigma_n^2$$  \hspace{1cm} (10)

where $E(\cdot)$ denotes the expectation of $\cdot$, the covariance matrix satisfying the condition $\tilde{X}_i = \tilde{X}_i^T$, $[\cdot]_{pp}$ denotes the $p$th diagonal element of matrix, and $\sigma_n^2$ denotes the individual state variance constraint.

In addition to the system state, the performance of the output under the effect of stochastic behaviors should also be guaranteed. Thus, the following covariance matrix and the variance constraint can be designed for the output of the SPT-SFM (7)–(8) via the similar design process of the system stated in Definition 1.

**Definition 2.** Considering the output $y(t)$ of system (7)–(8), its covariance matrix and variance constraint can be defined as follows:

$$\mathbf{Y}_i = \lim_{t \to \infty} E \left( y(t) y^T(t) \right)$$  \hspace{1cm} (11)

$$\sigma_y^2 = \text{trace}(\mathbf{Y}_i) = \text{trace} \left( \lim_{t \to \infty} E \left( y(t) y^T(t) \right) \right)$$  \hspace{1cm} (12)

Via satisfying the variance constraint (10) and (12), the state and output performance of the SPT-SFM (7)–(8) under the effect of stochastic behaviors can be constrained in the specific value. To apply the variance constraint into the stability analysis, the corresponding Lyapunov stability conditions with the state covariance matrix (10) are presented as follows.
Lemma 1 ([28]). If there exist positive definite matrices  $\tilde{X}_i$ such that the following conditions are satisfied, the SPT-SFM (7)–(8) is stable in the mean square with the variance constraint (10).

$$\Theta_{ii} \tilde{X}_i + \tilde{X}_i \Theta_{ii}^T + N_i W_i N_i^T = 0, \text{ for } i = 1, 2, \ldots, r$$  \hspace{1cm} (13)

and

$$\left( \Theta_{ij} + \frac{\Theta_{ji}}{2} \right) \tilde{X}_i + \tilde{X}_j \left( \Theta_{ij} + \frac{\Theta_{ji}}{2} \right)^T < 0, \text{ for } i < j$$  \hspace{1cm} (14)

where $\Theta_{ij} = (A_i + \Delta A_i) + (B_i + \Delta B_i) F_j$.

Thus, the state performance of the SPT-SFM (7)–(8) can be guaranteed by satisfying the conditions (13)–(14), which also satisfy the variance constraint (10). Based on the concept of energy dissipating from input to the output of the system, the passive constraint also can be constructed as follows for dealing with the control problem of stochastic behaviors.

Definition 3 ([29]). If there exist a positive scalar $\beta$ and symmetric positive definite matrix $S = S^T > 0$ such that the following condition is satisfied, then the T-S fuzzy model (7)–(8) is strictly called input passive.

$$E \left\{ 2 \int_{t_0}^{t_p} y^T(t) S w(t) dt \right\} > E \left\{ \int_{t_0}^{t_p} \beta^2 w(t) w(t) dt \right\}$$  \hspace{1cm} (15)

for all $t_p \geq 0$ and $w(t) \neq 0$.

Via satisfying the condition (15), the energy from disturbance input $w(t)$ to the output $y(t)$ can be dissipated by the SPT-SFM (7)–(8). Additionally, the pole placement method is applied to improve the transient responses of the system. Different from the method that assigned the system poles to the specific location, which is more difficult to achieve, an effective regional pole placement method called “D-stable” is proposed based on the LMI region in [21]. The D-stable pole placement region and the related constraints can be presented as follows.

Definition 4 ([21]). In the D-stable method, the purpose is to force all the poles of a closed-loop system into a specific region. In this paper, the following circle region is selected for the pole placement region of the closed-loop systems.

$$D = \left\{ x + jy \in \mathbb{C} : (x + \alpha)^2 + y^2 < \beta^2 \right\}$$  \hspace{1cm} (16)

where $(-\alpha, 0)$ is the center of circle and $\beta > 0$ is the radius satisfying the condition $-\alpha + \beta > 0$.

In [22], it is noted that the pole placement method applied on a fuzzy model only needs to locate the poles of the dominant term. That is, the constraint of D-stable pole placement is only necessarily considered for the case of $i = j$ and not for $i < j$ of the SPT-SFM (7)–(8). In order to locate all the poles of each subsystem of the SPT-SFM (7)–(8) in the circle region (16), the following D-stable pole constraint is required:

Lemma 2 ([30]). If there exists a common positive definite matrix $Q$ such that the following condition is satisfied, the subsystems of the SPT-SFM (7)–(8) are called D-stable.

$$- \beta^2 Q + (\Theta_{ii} + \alpha I)^T Q (\Theta_{ii} + \alpha I) < 0$$  \hspace{1cm} (17)

Then, all the poles of $\Theta_{ii}$ can be located in the region (16).

In the above performance constraints, it is seen that the stability conditions with state covariance matrices (13)–(14) and D-stable pole placement condition (17) consist
of perturbations. Thus, an effective robust control method is applied to deal with the derivation problem of perturbations in the stability analysis and the fuzzy controller design as follows.

**Lemma 3 ([31]).** Given real compatible dimension matrices \( \mathbf{G}, \mathbf{\Phi}, \) and \( \mathbf{\Psi} \) for any matrix \( \mathbf{Y} > 0, \xi > 0 \) with \( \Delta^T(t)\Delta(t) \leq \mathbf{I} \) and \( \mathbf{Y} = \xi \Delta^T(t)\Delta(t) \geq 0 \), one can find two results as follows:

\[
\mathbf{\Phi}\Delta(t)\mathbf{Y} + \mathbf{\Psi}^T\Delta(t)\mathbf{Y} \leq \xi \mathbf{\Phi}\mathbf{\Phi}^T + \xi^{-1}\mathbf{\Psi}\mathbf{\Psi}^T \tag{18}
\]

and

\[
(\mathbf{G} + \mathbf{\Phi}\Delta(t)\mathbf{Y})^T \mathbf{Y}^{-1}(\mathbf{G} + \mathbf{\Phi}\Delta(t)\mathbf{Y}) \leq \mathbf{G}^T(\mathbf{Y} - \xi \mathbf{\Phi}\mathbf{\Phi}^T)^{-1}\mathbf{G} + \xi^{-1}\mathbf{\Psi}\mathbf{\Psi}^T \tag{19}
\]

Based on the above lemmas and definitions, a robust fuzzy controller and stability analysis subject to multiple performance constraints including the state variance constraint, output variance constraint, passive constraint, D-stable pole constraint, and input constraint are developed for the SPT-SFM (7)–(8) in the following section.

### 3. Stability Analysis for SPT-SFM Subject to Individual State Variance Constraint, Passive Constraint, and Input Constraint

In this section, a robust fuzzy controller design method and stability analysis are proposed based on the SPT-SFM (7)–(8) subject to multiple performance constraints. For this purpose, the state variance constraint (10) and passive constraint (15) are developed with the input constraint and combined into the stability analysis. Thus, sufficient conditions can be derived in the following theorem to achieve the stability and multiple performance constraint of SPT-SFM (7)–(8) based on the Lyapunov theory.

**Theorem 1.** Assuming the initial condition \( x(0) \) of the system is known, if there exist a positive definite matrix \( \mathbf{\bar{X}}, \) feedback gains \( \mathbf{T}_i, \) and positive scalars \( \xi_1, \xi_2, \xi_3 \) such that the following sufficient conditions are satisfied, the closed-loop SPT-SFM (7)–(8) is stable in the mean square subject to the state variance constraint (10), passive constraint (15), and input constraint \( \|u(t)\| \leq \mu. \)

\[
\begin{bmatrix}
\Sigma_{ii} + \Sigma_{ii} + \xi_1 \mathbf{\Phi}\mathbf{\Phi}^T + \mathbf{N}_i \mathbf{W}_i^T \\
\mathbf{N}_i^T - \mathbf{S}_i^T \mathbf{C}_i \mathbf{\bar{X}} \\
\mathbf{\Psi}_{ii} \\
\end{bmatrix}^{*} * 
< 0 \text{ for } i = j \tag{20}
\]

\[
\begin{bmatrix}
\left(\frac{\Sigma_{ij} + \Sigma_{ji}}{2}\right)^T + \left(\frac{\Sigma_{ij} + \Sigma_{ji}}{2}\right) + \xi_2 \left(\frac{\mathbf{\Phi}}{2}\right)^T \left(\frac{\mathbf{\Phi}}{2}\right) + \xi_3 \left(\frac{\mathbf{\Phi}}{2}\right)^T \left(\frac{\mathbf{\Phi}}{2}\right) \\
\mathbf{\Psi}_{ij} \\
\mathbf{\Psi}_{ji} \\
\end{bmatrix}^{*} * 
< 0 \text{ for } i < j \tag{21}
\]

\[
\begin{bmatrix}
1 \ x^T(0) \ \\ 
\mathbf{\bar{X}} \\
\mathbf{T}_i^T \ \\
\end{bmatrix}^{*} \begin{bmatrix}
\mu^2 \mathbf{I} \\
\end{bmatrix} \geq 0 \tag{22}
\]

\[
\begin{bmatrix}
\mathbf{\bar{X}} \\
\mathbf{T}_i \\
\end{bmatrix}^{*} \begin{bmatrix}
\sigma_1^2, \cdots, \sigma_n^2 \end{bmatrix} < 0 \tag{24}
\]

where \( \Sigma_{ij} = \mathbf{A}_i \mathbf{\bar{X}} + \mathbf{B}_i \mathbf{T}_j, \mathbf{\Psi}_{ij} = \mathbf{\Psi}_{ai} \mathbf{\bar{X}} + \mathbf{\Psi}_{bi} \mathbf{T}_j, \mathbf{T}_i = \mathbf{F}_i \mathbf{\bar{X}}, \) \( \mathbf{I} \) denotes the identity matrix for the proper dimension and \( * \) denotes the transport item in the matrices.
Proof. Via setting $T_i = F_i X$ and applying the Schur complement, one can obtain the following inequality if condition (20) is satisfied by Theorem 1.

$$
\begin{bmatrix}
\Xi_i + \xi_i H_i H_i^T + \xi_i^{-1} \Psi_i \Psi_i^T + N_i W N_i^T & * \\
N_i^T - S^T C_i X & f I - D_i^T S - S^T D_i
\end{bmatrix} < 0
$$

To deal with the problem of perturbations, inequality (18) in Lemma 3 is applied and the following condition can also be satisfied by inequality (25) as follows:

$$
\begin{bmatrix}
X \Theta_i^T + \Theta_i^T X + N_i W N_i^T & * \\
N_i^T - S^T C_i X & f I - D_i^T S - S^T D_i
\end{bmatrix} < 0
$$

From condition (26), one can obtain:

$$
X \Theta_i^T + \Theta_i^T X + N_i W N_i^T < 0
$$

Then, the relationship can be obtained by subtracting (13) from (27) as follows:

$$
(X - \tilde{X}) \Theta_i^T + \Theta_i (X - \tilde{X}) < 0
$$

Via the stability criteria designed in Theorem 1, it can be known that the SPT-SFM (7)–(8) is stable in the mean square if the sufficient conditions (20)–(24) are achieved. That is to say, the certain result $X - \tilde{X} > 0$ can be obtained from (28) due to the system matrices of the closed-loop SPT-SFM (7)–(8) satisfying $\Theta_i < 0$. Then, the following relationship can be obtained by condition (24) and the result $X - \tilde{X} > 0$.

$$
[X]_{nn} < [\tilde{X}]_{nn} \leq \sigma_n^2
$$

Based on the above results, it is obvious that the upper bound state covariance matrix $\tilde{X}$ is applied to achieve the state variance constraint (10) by the relationship (29) in sufficient conditions (20)–(24) successfully.

Additionally, the following condition can also be obtained by applying the inequality (18) in Lemma 3 and Schur complement from condition (21).

$$
\left( \frac{\Theta_{ij} + \Theta_{ji}}{2} \right) X + X \left( \frac{\Theta_{ij} + \Theta_{ji}}{2} \right)^T < 0
$$

Thus, it is obvious that the stability condition (14) can also be satisfied by condition (21) due to relationship (29). From Lemma 1 and Definition 1, the SPT-SFM (7)–(8) is said to be stable in the mean square and the state variance constraint is satisfied.

After the stability of the SPT-SFM (7)–(8) is proved, the performance requirement of the passivity which is introduced as the condition (10) should also be satisfied. To combine the condition (15) into the stability analysis and fuzzy controller design method, the performance function with Lyapunov function $V(x(t))$ is designed as follows to develop the proof of the passive performance constraint:

$$
E \left\{ \int_0^T (f w^T(t) w(t) - 2 y^T(t) s(t)) dt \right\} = E \left\{ \int_0^T (f w^T(t) w(t) - 2 y^T(t) s(t) + \dot{V}(x(t))) dt \right\} \leq E \left\{ \int_0^T (f w^T(t) w(t) - 2 y^T(t) s(t) + \dot{V}(x(t))) dt \right\} = \int_0^T E \left\{ f w^T(t) w(t) - 2 y^T(t) s(t) + \dot{V}(x(t)) \right\} dt
$$
Then, the following equation can be obtained from (31) by selecting the Lyapunov function $V(x(t)) = x^T(t)Px(t)$:

$$
E \left\{ f w^T(t)w(t) - 2y^T(t)Sw(t) + \dot{V}(x(t)) \right\} = E \left\{ \sum_{i=1}^{r} h_i^2(\theta_i(t)) \left[ \begin{array}{c} x(t) \\
 w(t) \end{array} \right]^T \left[ \begin{array}{cc}
\Theta_{ii}^T P + P \Theta_{ii} & P \Theta_{ii}^* \\
N_i^T P - S^T C_i & \beta I - D_i^T S - S^T D_i \end{array} \right] \left[ \begin{array}{c} x(t) \\
 w(t) \end{array} \right] \right\} 
+ 2 \sum_{i<j} h_i(\theta_i(t))h_j(\theta_j(t))x^T(t) \left( \frac{\Theta_{ij} + \Theta_{ji}}{2} \right)^T P + P \left( \frac{\Theta_{ij} + \Theta_{ji}}{2} \right) x(t) \right\}
$$

(32)

Obviously, the condition $E \left\{ f w^T(t)w(t) - 2y^T(t)Sw(t) + \dot{V}(x(t)) \right\} < 0$ for (31) is necessary to be achieved, such that the passive performance constraint (10) can be satisfied. For this purpose, the sufficient conditions (20)–(21) are also designed to satisfy the constraint (15) in addition to the stability and state variance constraint. The details of proof are given as follows.

In the above statement, it is known that the condition (26) can be satisfied by the condition (20) in Theorem 1. Then, the following condition can also be obtained by setting the positive definite matrix $\bar{X} = P^{-1}$ due to $N_iW_i^T \succeq 0$:

$$
\begin{bmatrix}
P^{-1} \Theta_{ii} + \Theta_{ii} P^{-1} \\
N_i^{-1} - S^T C_i P^{-1} & \beta I - D_i^T S - S^T D_i
\end{bmatrix} < 0
$$

(33)

Moreover, the condition (30) which is satisfied by the condition (21) can be derived as follows:

$$
\left( \frac{\Theta_{ij} + \Theta_{ji}}{2} \right) P^{-1} + P^{-1} \left( \frac{\Theta_{ij} + \Theta_{ji}}{2} \right)^T < 0
$$

(34)

Via multiplying $\text{diag}(P, I)$ and $P$ at the right and left-hand side of inequalities (33) and (34), it is obvious that the objective of (32), $E \left\{ f w^T(t)w(t) - 2y^T(t)Sw(t) + \dot{V}(x(t)) \right\} < 0$, can be achieved. Based on the results, the passive performance constraint (15) is also satisfied due to the relationship (31).

Thus, it can be said that the SPT-SFM (7)–(8) possesses the ability of dissipating the disturbance energy by satisfying the sufficient conditions (20)–(21). Note that the stability and the state variance constraint (10) can also be achieved by these conditions. Finally, the input constraint is also considered in Theorem 1 and the proof of the constraint is given as follows.

Given the assumption $x^T(0)Px(0) \leq 1$, the following inequality can be obtained because of the setting $\bar{X} = P^{-1}$:

$$
1 - x^T(0)\bar{X}^{-1}x(0) \geq 0
$$

(35)

Thus, it is seen that the condition (35) can be transferred into the condition (22) by Schur complement. Then, the second condition of input constraint (23) is derived as follows. Substituting the fuzzy controller (6) into the condition $\|u(t)\| \leq \mu$, one can obtain the following inequality:

$$
u^T(t)u(t) = \sum_{i=1}^{r} \sum_{j=1}^{r} h_i(\theta_i(t))h_j(\theta_j(t))x^T(t)F_i^T F_j x(t) \leq \mu^2
$$

(36)

Thus,

$$
\frac{1}{\mu^2} \sum_{i=1}^{r} \sum_{j=1}^{r} h_i(\theta_i(t))h_j(\theta_j(t))x^T(t)F_i^T F_j x(t) \leq 1
$$

(37)
Theorem 2. Assuming the initial condition \( x(0) \) of the system is known, if there exists a positive definite matrix \( \mathbf{X} \), feedback gains \( \Phi_i \), and positive scalar \( \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4 \) such that conditions (20)–(24) and the following sufficient conditions are satisfied, the closed-loop SPT-SFM (7)–(8) is stable in the mean square under the effect of the stochastic behaviors. In the following theorem, the D-stable pole constraint (17) and output variance constraint (12) are combined into the stability analysis. In addition to the stability, state variance constraint, and passive constraint (15), input constraint \( \| u(t) \| \leq \mu \) is enforced at all times \( t \geq 0 \) if sufficient conditions (22)–(24) are satisfied by Theorem 1.

\[
\bar{X}(t) = \min_{\bar{X}} \text{trace} \left( \mathbf{X}^{-1} \right)
\]

where \( \alpha \) is the center and \( \beta \) is the radius of the circle region of D-stable pole constraint.
Proof. In Theorem 1, the conditions (20)–(24) have already been proved to satisfy the stability, state variance constraint, passive constraint, and input constraint. In the following proofs, the D-stable pole constraint (17) is proved to be satisfied and the output variance constraint (12) is proved to be minimized by minimizing the upper bound covariance matrix $\bar{X}$.

Multiplying $\text{diag}(\bar{X}^{-1}, I, I)$ to the right and left-hand side of the condition (41), the following condition can be obtained:

$$\begin{bmatrix}
-\beta^2\bar{X}^{-1} & * & * \\
\alpha I + A_i + B_i F_i & \xi_d \Phi \Phi^T - \bar{X} & * \\
\Psi_{ai} + \Psi_{bi} F_i & 0 & -\xi_d I
\end{bmatrix} < 0 \quad (43)$$

Applying Schur complement to the condition (43), one can obtain:

$$-\beta^2\bar{X}^{-1} + (\alpha I + A_i + B_i F_i)^T (\xi_d \Phi \Phi^T - \bar{X})^{-1} (\alpha I + A_i + B_i F_i) + \xi_d^{-1} (\Psi_{ai} + \Psi_{bi} F_i)^T (\Psi_{ai} + \Psi_{bi} F_i) < 0 \quad (44)$$

Then, the following condition can also be achieved by (44) and the inequality (19) in Lemma 3:

$$-\beta^2\bar{X}^{-1} + (\Theta_{ai} + \alpha I)^T \bar{X}^{-1} (\Theta_{ai} + \alpha I) < 0 \quad (45)$$

It is obvious that the D-stable pole constraint (17) can be achieved by the condition (45) and the setting $\bar{X} = Q^{-1}$. Thus, the transient behaviors of system response of the SPT-SFM (7)–(8) can be improved by the design method in Theorem 2. Next, the proof details of the minimized output variance constraint is given.

Substituting the system output (8) into the output covariance matrix (11), one can obtain:

$$Y_i = \lim_{t \to \infty} E \left( \left( \sum_{i=1}^{t} h_i(t) e(t) \{ C_i x(t) + D_i w(t) \} \right) \left( \sum_{i=1}^{t} h_i(t) e(t) \{ C_i x(t) + D_i w(t) \} \right)^T \right) \quad (46)$$

Referring to [32], the following inequality can be obtained from (46):

$$\lim_{t \to \infty} E \left( \left( \sum_{i=1}^{t} h_i(z(t)) \{ C_i x(t) + D_i w(t) \} \right) \left( \sum_{i=1}^{t} h_i(z(t)) \{ C_i x(t) + D_i w(t) \} \right)^T \right) < \lim_{t \to \infty} E \left( \sum_{i=1}^{t} (C_i x(t) + D_i w(t)) (C_i x(t) + D_i w(t))^T \right) \quad (47)$$

Based on the fact that $X^T Y + Y^T X \leq X^T X + Y^T Y$, the right-hand side of inequality (47) can be inferred as follows:

$$\lim_{t \to \infty} E \left( \sum_{i=1}^{t} (C_i x(t) + D_i w(t)) (C_i x(t) + D_i w(t))^T \right) \quad (48)$$

Then, the following inequality can be obtained due to $\bar{X} - \bar{X}_i > 0$:

$$Y_i < 2 \sum_{i=1}^{t} (C_i \bar{X} C_i^T + D_i W D_i^T) < 2 \sum_{i=1}^{t} (C_i \bar{X} C_i^T + D_i W D_i^T) \quad (49)$$

Based on the results of (49), the output variance constraint (12) can be presented as follows:

$$\sigma_y^2 = \text{trace}(Y_i) < \text{trace} \left( 2 \sum_{i=1}^{t} (C_i \bar{X} C_i^T + D_i W D_i^T) \right) \quad (50)$$
It is obvious that if the upper bound state covariance matrix $\text{trace}(\bar{X})$ is minimized, then the output variance constraint (50) is minimized since the item $D_{i}WD_{i}^{T}$ is the given constant matrix. Therefore, the D-stable pole constraint (17) is proved to be satisfied by the condition (41) and the output variance constraint (12) is also minimized by (42) in Theorem 2. The sufficient conditions (20)–(24) are also applied to satisfy the stability, state variance constraint, passive constraint, and input constraint. It is said that the closed-loop SPT-SFM (7)–(8) can achieve stable in the mean square and is subject to multiple performance constraints by satisfying the sufficient conditions (20)–(24) and (41)–(42). □

In Theorem 2, a robust fuzzy controller is proposed for the SPT-SFM (7)–(8) to satisfy the stability, individual state variance constraint (10), passive constraint (15), input constraint, D-stable pole constraint (17), and the output variance constraint (12) is minimized. Thus, the performance of nonlinear system states and outputs under the effect of stochastic behaviors can be ensured. The effects of the stochastic behaviors can also be dissipated by the SPT-SFM (7)–(8). Additionally, the expected transient behaviors such as settling time and damping ratio can be improved by the D-stable pole method, which can specify all the poles into a given circle region.

However, the control input may become bigger, which will deteriorate the system performance and even cause unstableness, in order to achieve all the above performance requirements. To avoid the problem, the input constraints (22)–(23) are also applied to limit the magnitude of the control gains for the practical applications. In the multiple performance constrained fuzzy controller design method proposed in Theorem 2, the trade-off between the value of control gains and the better system performance also becomes an interesting issue. To verify the applicability and effectiveness of the proposed robust fuzzy controller design method, simulation results of a practical nonlinear synchronous generator system is presented in the next section.

5. Applications to a Nonlinear Synchronous Generator System

In this section, the proposed robust fuzzy controller design method is applied to a practical nonlinear synchronous generator system based on the SPT-SFM. The multiple performance requirements including the state variance constraint, passive constraint, input constraint, D-stable pole constraint, and minimized output variance constraint are also achieved. Considering a nonlinear synchronous generator system \[33,34\], its dynamic equations are given as follows:

\[
\dot{x}_1(t) = 2\pi \times 50 \times x_2(t) + 0.1w(t)
\]

\[
\dot{x}_2(t) = -0.1(x_2(t) + \Delta_{o22}(t)) - 0.1059(x_3(t) + \Delta_{o23}(t) + 1.2723)\sin(x_1(t) + \Delta_{o21}(t) + 60^\circ) + 0.055\sin(x_1(t) + \Delta_{o21}(t) + 60^\circ)\cos(x_1(t) + \Delta_{o21}(t) + 60^\circ) + 0.09875
\]

\[
\dot{x}_3(t) = -0.6523(x_3(t) + \Delta_{o33}(t) + 1.2723) + 0.3388\cos(x_1(t) + \Delta_{o31}(t) + 60^\circ) + 962.963(7.2942 \times 10^{-4} + \Delta_{o31}(t) + u(t))
\]

\[
y(t) = x_3(t)
\]

where $x_1(t)$ is the angular position of the rotor of the generator with respect to a synchronously rotating reference, and it is selected here to be the infinite bus, $x_2(t)$ is the angular velocity of the rotor, $x_3(t)$ is the electromotive force in the q-axis of the generator, $u(t)$ is the control input, $y(t)$ is the system output, and $w(t)$ is external disturbance inputs.

It is noted that the disturbances of the nonlinear synchronous generator system caused by the environment can be considered such as a short circuit of induction motor, oscillations of the rotor or nonlinear friction, etc. The details of these disturbances can be referred to references \[35,36\] and the references cited therein. It is known that the above disturbances may affect the angular position of the rotor. Thus, the disturbance $w(t)$ considered in this section is added into the state Equation (51).
In order to avoid the lengthy descriptions of the T-S fuzzy modeling process of the synchronous generator system, the details of the T-S fuzzy modeling process are not introduced in this paper. The details of the considered synchronous generator system and its modeling of the T-S fuzzy model can be referred to [33]. Referring to [33,34], three operating points are chosen as follows:

\[
x^{op-1} = [-30^\circ \ 0 \ 0], \ x^{op-3} = [30^\circ \ 0 \ 0] \text{ and } x^{op-1} = [-30^\circ \ 0 \ 0] \quad (55)
\]

Based on the above operating points, the membership functions for establishing the SPT-SFM is selected as Figure 1. Then, the SPT-SFM for the synchronous generator system (51)–(54) can be constructed as follows.

**Figure 1.** The membership functions of state \( x_1(t) \) with three fuzzy rules.

**Plant Rule 1:**

IF \( x_1(t) \) is about \(-30^\circ\) THEN

\[
\dot{x}(t) = (A_1 + \Delta A_1)x(t) + (B_1 + \Delta B_1)u(t) + N_1w(t) \quad (56)
\]

\[
y(t) = C_1x(t) + D_1w(t) \quad (57)
\]

**Plant Rule 2:**

IF \( x_1(t) \) is about \(0^\circ\) THEN

\[
\dot{x}(t) = (A_2 + \Delta A_2)x(t) + (B_2 + \Delta B_2)u(t) + N_2w(t) \quad (58)
\]

\[
y(t) = C_2x(t) + D_2w(t) \quad (59)
\]

**Plant Rule 3:**

IF \( x_1(t) \) is about \(30^\circ\) THEN

\[
\dot{x}(t) = (A_3 + \Delta A_3)x(t) + (B_3 + \Delta B_3)u(t) + N_3w(t) \quad (60)
\]

\[
y(t) = C_3x(t) + D_3w(t) \quad (61)
\]
where the system matrices of the SPT-SFM (48) are presented as follows:

\[
A_1 = \begin{bmatrix}
0 & 314.1593 & 0 \\
-0.1002 & -0.1 & -0.0563 \\
-0.2519 & 0 & -0.6937
\end{bmatrix},
A_2 = \begin{bmatrix}
0 & 314.1593 & 0 \\
-0.1009 & -0.1 & -0.0975 \\
-0.3121 & 0 & -0.6937
\end{bmatrix},
A_3 = \begin{bmatrix}
0 & 314.1593 & 0 \\
-0.0850 & -0.1 & -0.1126 \\
-0.3441 & 0 & -0.6937
\end{bmatrix},
\]

\[
\begin{align*}
B_1 &= B_2 = B_3 = \begin{bmatrix}
0 \\
0 \\
962.963
\end{bmatrix}, \\
C_1 &= C_2 = C_3 = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}, \\
N_1 &= A_2 = A_3 = \begin{bmatrix}
0.1 \\
0
\end{bmatrix}, \\
D_1 &= D_2 = D_3 = 1.
\end{align*}
\]

The following perturbations are also considered for system states and control inputs of the considered SPT-SFM (51)–(54):

\[
\begin{align*}
\Delta A_1 &= \begin{bmatrix}
0 & -0.01 & -0.04 \\
-0.0025 & 0 & -0.0010 \\
0 & -0.01 & -0.007
\end{bmatrix} \sin(t), \\
\Delta A_2 &= \begin{bmatrix}
0 & 0 & 0 \\
-0.009 & 0 & -0.009 \\
0.0034 & 0 & -0.001
\end{bmatrix} \sin(t), \\
\Delta A_3 &= \begin{bmatrix}
0 & -0.01 & -0.09 \\
0 & -0.1 & -0.25
\end{bmatrix} \sin(t) \text{ and } \Delta B_1 = \Delta B_2 = \Delta B_3 = \begin{bmatrix}
0 \\
0
\end{bmatrix},
\end{align*}
\]

where the perturbations structures of (62) are selected based on \(\Delta A_i = \Phi_i \Delta(t) \Psi_{a_i}\) and \(\Delta B_i = \Phi_i \Delta(t) \Psi_{b_i}\) with the following matrices:

\[
\Phi_1 = \Phi_2 = \Phi_3 = \begin{bmatrix}
0.01 & 0 & 0 \\
0 & 0.001 & 0 \\
0 & 0 & 0.01
\end{bmatrix},
\Delta(t) = \begin{bmatrix}
\sin(t) & 0 & 0 \\
0 & \sin(t) & 0 \\
0 & 0 & \sin(t)
\end{bmatrix},
\Psi_{a_1} = \begin{bmatrix}
10 & 0 & 0 \\
-10 & -10 & -4 \\
-0.25 & 0 & -0.1
\end{bmatrix},
\Psi_{a_2} = \begin{bmatrix}
0 & 0 & 0 \\
-10 & -10 & -7 \\
-0.31 & 0 & -0.1
\end{bmatrix},
\Psi_{a_3} = \begin{bmatrix}
0 & 0 & 0 \\
-9 & -10 & -9 \\
-0.34 & 0 & -0.1
\end{bmatrix},
\Psi_{b_1} = \Psi_{b_2} = \Psi_{b_3} = \begin{bmatrix}
0 \\
0 \\
960
\end{bmatrix}.
\]

According to the SPT-FSM (56)–(62), the simulation results of the practical nonlinear synchronous generator system (51)–(54) are presented in this section. To make the control process of the nonlinear synchronous generator system more clearly, the block-diagram of the proposed fuzzy control system is presented in Figure 2.
5.1. Case 1 (Comparisons of the T-S Fuzzy Model with Selecting 3 and 4 Operating Points)

In this case, the problem of selecting operating points is discussed. Three operating points are chosen as (63) for constructing the SPT-SFM (56)–(62) with three fuzzy rules. To present the applicability of the SPT-SFM (56)–(62), the simulation results compared with the T-S fuzzy model with four fuzzy rules are presented as follows. Firstly, let us choose four operating points as follows:

\[
x^{op^{-1}} = \begin{bmatrix} -30^\circ & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad x^{op^{-2}} = \begin{bmatrix} -10^\circ & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad x^{op^{-4}} = \begin{bmatrix} 10^\circ & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad x^{op^{-4}} = \begin{bmatrix} 30^\circ & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (63)
\]

In order to make the comparison results more precise, the perturbations are not considered in this simulation case. Based on the operating points of (63), the membership functions are presented in Figure 3.

![Figure 2. Block-diagram for the nonlinear synchronous generator control system.](image)

In this paper, the fuzzy controller design method proposed in Theorem 2 is discussed in four cases to verify the efficiency and applicability as follows.

![Figure 3. The membership functions of state \(x_1(t)\) with three fuzzy rules.](image)
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where the system matrices are given as follows: (51)–(54) are presented in Figures 4–7, (56)–(61), and (64)–(71), respectively.

Plant Rule 2:

IF \( x_1(t) \) is about \(-10^9 \) THEN

\[
\dot{x}(t) = (A_2 + \Delta A_2)x(t) + (B_2 + \Delta B_2)u(t) + N_2w(t)
\]

\[
y(t) = C_2x(t) + D_2w(t)
\]

Plant Rule 3:

IF \( x_1(t) \) is about \(10^9 \) THEN

\[
\dot{x}(t) = (A_3 + \Delta A_3)x(t) + (B_3 + \Delta B_3)u(t) + N_3w(t)
\]

\[
y(t) = C_3x(t) + D_3w(t)
\]

Plant Rule 4:

IF \( x_1(t) \) is about \(30^9 \) THEN

\[
\dot{x}(t) = (A_4 + \Delta A_4)x(t) + (B_4 + \Delta B_4)u(t) + N_4w(t)
\]

\[
y(t) = C_4x(t) + D_4w(t)
\]

where the system matrices are given as follows:

\[
A_1 = \begin{bmatrix} 0 & 314.1593 & 0 \\ -0.1002 & -0.1 & -0.0563 \\ -0.2519 & 0 & -0.6937 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 314.1593 & 0 \\ -0.1020 & -0.1 & -0.0863 \\ -0.2948 & 0 & -0.6937 \end{bmatrix},
\]

\[
A_3 = \begin{bmatrix} 0 & 314.1593 & 0 \\ -0.0979 & -0.1 & -0.1058 \\ -0.3262 & 0 & -0.6937 \end{bmatrix}, \quad A_4 = \begin{bmatrix} 0 & 314.1593 & 0 \\ -0.0850 & -0.1 & -0.1126 \\ -0.3441 & 0 & -0.6937 \end{bmatrix},
\]

\[
B_1 = B_2 = B_3 = B_4 = \begin{bmatrix} 0 \\ 0 \\ 962.963 \end{bmatrix}, \quad C_1 = C_2 = C_3 = C_4 = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix},
\]

\[
N_1 = N_2 = N_3 = N_4 = \begin{bmatrix} 0.1 \\ 0 \\ 0 \end{bmatrix},
\]

\[
D_1 = D_2 = D_3 = D_4 = 1, \quad \Delta A_1 = \Delta A_2 = \Delta A_3 = \Delta A_4 = 0 \quad \text{and} \quad \Delta B_1 = \Delta B_2 = \Delta B_3 = 0.
\]

Considering multiple constraints, the state variance constraints \( \sigma_1^2 = \sigma_2^2 = \sigma_3^2 = 1 \), input constraint \( \mu = 0.03 \), passive constraint \( S = 1, f = 1 \), and D-stable pole constraint \( D(a, \beta) = (15, 15) \) are selected for this simulation case. Then, the following control gains can be obtained by solving the sufficient conditions (20)–(24) and (41)–(42) for the SPT-SFM (64)–(71), and (66)–(71), respectively.

For the SPT-SFM (56)–(61), the feedback gains can be solved as follows:

\[
F_1 = \begin{bmatrix} -0.0035 & 0.8367 & -0.0248 \end{bmatrix}, \quad F_2 = \begin{bmatrix} -0.0035 & 0.8372 & -0.0263 \end{bmatrix},
\]

\[
F_3 = \begin{bmatrix} -0.0028 & 0.8375 & -0.0269 \end{bmatrix}.
\]

For the SPT-SFM (64)–(71), the feedback gains can be solved as follows:

\[
F_1 = \begin{bmatrix} -0.0035 & 0.8700 & -0.0257 \end{bmatrix}, \quad F_2 = \begin{bmatrix} -0.0035 & 0.8708 & -0.0269 \end{bmatrix},
\]

\[
F_3 = \begin{bmatrix} -0.0033 & 0.8713 & -0.0276 \end{bmatrix}, \quad F_4 = \begin{bmatrix} -0.0028 & 0.8716 & -0.0279 \end{bmatrix}.
\]

Applying the feedback gains (72) and (73) to the fuzzy controller (6) and selecting the initial conditions \( x^T(0) = \begin{bmatrix} 30^9 & 0 & 0 \end{bmatrix} \), the system responses of nonlinear system (51)–(54) are presented in Figures 4–7.
Comparing (72) and (73), it is obvious that the control gains of the three fuzzy rules case and four fuzzy rules case are similar. In addition, the responses of system states and inputs are also similar for these two cases. Hence, it can be found that there is not much difference in system responses when one chooses three operating points or four operating points for modeling the T-S fuzzy model. In the T-S fuzzy modeling method for nonlinear systems, the operating points or fuzzy rules of the fuzzy model are selected as more as possible to represent the original nonlinear system more precisely. However, it will also cause the difficulties of the stability analysis and fuzzy controller design for the system. Therefore, it is sufficient to select an appropriate number of operating points and fuzzy rules for a nonlinear system. For the nonlinear synchronous generator system (46), it can be found that the three fuzzy rules SPT-SFM (56)–(62) are sufficient to deal with the proposed multiple performance constraints control problem.

**Figure 4.** The comparisons of state \( x_1(t) \) responses for Case 1.

**Figure 5.** The comparisons of state \( x_2(t) \) responses for Case 1.

**Figure 6.** The comparisons of state \( x_3(t) \) responses for Case 1.
Comparing (72) and (73), it is obvious that the control gains of the three fuzzy rules case and four fuzzy rules case are similar. In addition, the responses of system states and inputs are also similar for these two cases. Hence, it can be found that there is not much difference in system responses when one chooses three operating points or four operating points for modeling the T-S fuzzy model. In the T-S fuzzy modeling method for nonlinear systems, the operating points or fuzzy rules of the fuzzy model are selected as many as possible to represent the original nonlinear system more precisely. However, it will also cause the difficulties of the stability analysis and fuzzy controller design for the system. Therefore, it is sufficient to select an appropriate number of operating points and fuzzy rules for a nonlinear system. For the nonlinear synchronous generator system (46), it can be found that the three fuzzy rules SPT-SFM (56)–(62) are sufficient to deal with the proposed multiple performance constraints control problem.

5.2. Case 2 (Comparisons of Different State Variance Constraints)

Based on the results of Case 1, the SPT-SFM (56)–(62) is considered for the following control case. In this case, the simulation results for different state variance constraints are presented. To present the comparison results more clearly, the D-stable pole constraint and input constraint are not considered in this case. In this case, the initial condition \( x^T(0) = [30^o, 0, 0] \), the variance of disturbance \( W = 1 \), and passive constraint \( S = 1 \), \( fl = 1 \) are selected. Moreover, the disturbance matrices are selected as \( N_1 = N_2 = N_3 = [2, 0, 0]^T \) to amplify the influence of disturbance on state variances. By solving the sufficient conditions (20)–(24) and (41)–(42), the compared results are shown in Table 1.

From Table 1, it is obvious that if the smaller state variance constraints need to be achieved, the feedback gains must become bigger. That is, the control force needs to be stronger to achieve the more rigorous performance requirements. Moreover, the variance values of the simulation results can achieve smaller values if the smaller variance constraints are assigned. Thus, the effect of the state variance constraint in the proposed design method can be concluded such that if the smaller variance constraint is assigned, the smaller variance values of system states can be achieved. However, the corresponding control inputs must also become bigger to achieve the smaller variance constraints.
Table 1. Comparison results for different state variance constraints in Case 2.

| State Variance Constraints | Feedback Gains | Simulated Variance Values |
|----------------------------|----------------|---------------------------|
| \( \sigma_1^2 = 1.2, \sigma_2^2 = 1.2, \sigma_3^2 = 1.2 \) | \( F_1 = 10^4 \times \begin{bmatrix} 0.0108 & 1.5841 & -0.0264 \end{bmatrix} \) | \( \text{var}(x_1) = 4.4534 \times 10^{-3} \) |
|                            | \( F_2 = 10^4 \times \begin{bmatrix} 0.0111 & 1.6187 & -0.0269 \end{bmatrix} \) | \( \text{var}(x_2) = 1.0280 \times 10^{-6} \) |
|                            | \( F_3 = 10^4 \times \begin{bmatrix} 0.0111 & 1.6247 & -0.0270 \end{bmatrix} \) | \( \text{var}(x_3) = 2.0860 \times 10^{-3} \) |
| \( \sigma_1^2 = 5, \sigma_2^2 = 5, \sigma_3^2 = 5 \) | \( F_1 = 10^4 \times \begin{bmatrix} 0.0062 & 1.0431 & -0.0218 \end{bmatrix} \) | \( \text{var}(x_1) = 4.7837 \times 10^{-3} \) |
|                            | \( F_2 = 10^4 \times \begin{bmatrix} 0.0063 & 1.0558 & -0.0220 \end{bmatrix} \) | \( \text{var}(x_2) = 1.1729 \times 10^{-6} \) |
|                            | \( F_3 = 10^4 \times \begin{bmatrix} 0.0063 & 1.0579 & -0.0221 \end{bmatrix} \) | \( \text{var}(x_3) = 1.7636 \times 10^{-3} \) |
| \( \sigma_1^2 = 15, \sigma_2^2 = 15, \sigma_3^2 = 15 \) | \( F_1 = 10^4 \times \begin{bmatrix} 0.0023 & 0.3954 & -0.0083 \end{bmatrix} \) | \( \text{var}(x_1) = 4.8147 \times 10^{-3} \) |
|                            | \( F_2 = 10^4 \times \begin{bmatrix} 0.0023 & 0.3993 & -0.0084 \end{bmatrix} \) | \( \text{var}(x_2) = 1.1732 \times 10^{-6} \) |
|                            | \( F_3 = 10^4 \times \begin{bmatrix} 0.0023 & 0.4000 & -0.0084 \end{bmatrix} \) | \( \text{var}(x_3) = 1.7463 \times 10^{-3} \) |

5.3. Case 3 (Comparisons of Different D-Stable Pole Constraints)

In this case, the different circle regions of the D-stable pole constraint for the proposed design method are discussed. Based on the SPT-SFM (56)–(62), the simulation results can be presented as follows. By setting the passive constraint \( S = 1, \beta = 1 \), state variance constraint, \( \sigma_1^2 = 0.8, \sigma_2^2 = 0.5, \sigma_3^2 = 3 \), and input constraint \( \mu = 0.02 \), the following feedback gains can be obtained by solving the sufficient conditions (20)–(24) and (41)–(42) with three different feedback gains.

For circle region \((\alpha, \beta) = (6, 6)\):

\[
F_1 = \begin{bmatrix} -0.0130 & 0.4678 & -0.0116 \end{bmatrix}, F_2 = \begin{bmatrix} -0.0130 & 0.4678 & -0.0157 \end{bmatrix} \text{ and } F_3 = \begin{bmatrix} -0.0112 & 0.4422 & -0.0169 \end{bmatrix} \tag{74}
\]

For circle region \((\alpha, \beta) = (15, 15)\):

\[
F_1 = \begin{bmatrix} -0.0049 & 0.9111 & -0.0209 \end{bmatrix}, F_2 = \begin{bmatrix} -0.0049 & 0.9272 & -0.0233 \end{bmatrix} \text{ and } F_3 = \begin{bmatrix} -0.0040 & 0.9230 & -0.0240 \end{bmatrix} \tag{75}
\]

For circle region \((\alpha, \beta) = (24, 24)\):

\[
F_1 = \begin{bmatrix} -0.0032 & 1.1327 & -0.0348 \end{bmatrix}, F_2 = \begin{bmatrix} -0.0032 & 1.1241 & -0.0358 \end{bmatrix} \text{ and } F_3 = \begin{bmatrix} -0.0026 & 1.1289 & -0.0365 \end{bmatrix} \tag{76}
\]

Using the control gains of (74)–(76), the closed-loop poles can be presented for each subsystem of SPT-SFM (56)–(62) as follows.

For circle region \((\alpha, \beta) = (6, 6)\):

\[
etg(\Theta_{11}) = \begin{bmatrix} -2.8993 + 4.3108i \\ -2.8993 - 4.3108i \\ -6.2742 \end{bmatrix}, \quad etg(\Theta_{22}) = \begin{bmatrix} -6.6674 + 1.7634i \\ -6.6674 - 1.7634i \\ -2.7426 \end{bmatrix},
\]

\[
etg(\Theta_{33}) = \begin{bmatrix} -1.1917 \\ -8.0252 + 0.4236i \\ -8.0252 - 0.4236i \end{bmatrix} \tag{77}
\]

For circle region \((\alpha, \beta) = (15, 15)\):

\[
etg(\Theta_{11}) = \begin{bmatrix} -1.5444 + 5.7357i \\ -1.5444 - 5.7357i \\ -13.0561 \end{bmatrix}, \quad etg(\Theta_{22}) = \begin{bmatrix} -2.7745 + 5.4648i \\ -2.7745 - 5.4648i \\ -8.9940 \end{bmatrix},
\]

\[
etg(\Theta_{33}) = \begin{bmatrix} -3.3432 + 4.6067i \\ -3.3432 - 4.6067i \\ -10.3372 \end{bmatrix} \tag{78}
\]
For circle region \((\alpha, \beta) = (24, 24)\):

\[
\text{eig}(\Theta_{11}) = \begin{bmatrix}
-1.0790 + 5.8017i \\
-1.0790 - 5.8017i \\
-32.4468
\end{bmatrix},
\text{eig}(\Theta_{22}) = \begin{bmatrix}
-1.8459 + 5.6407i \\
-1.8459 - 5.6407i \\
-31.8996
\end{bmatrix},
\text{eig}(\Theta_{33}) = \begin{bmatrix}
-2.1441 + 5.0312i \\
-2.1441 - 5.0312i \\
-31.9726
\end{bmatrix}.
\]

(79)

From the results of (77)–(79), it can be seen that all the poles of each subsystem can be located in the assigned circle region. The pole locations of (77)–(79) and the corresponding circle regions are presented in Figure 8. Applying the control gains (74)–(76) to the fuzzy controller (6), the system responses of the nonlinear synchronous generator system can be presented in Figures 9–12. From Figure 8, it can be found that when we choose the bigger circle region, the dominant pole will move more to the left. That is, if the center of circle region of the proposed fuzzy controller design method is assigned as more negative, then the poles of the closed-loop system will be placed to the more negative location on the complex-plane. In this case, a faster converge rate of the state responses will be obtained. It can be verified from the state responses shown in Figures 9–11.

![Figure 8. The comparisons of pole locations with different circle regions.](image)

![Figure 9. The comparisons of state \(x_1(t)\) responses for different circle regions.](image)
5.4. Case 4 (Compare the Proposed Fuzzy Control Method with the Previous Design Method)

Based on the results of Case 1, the SPT-SFM (56)–(62) is a suitable fuzzy model to represent the nonlinear synchronous generator system (51)–(54). From Case 2, it is verified that setting a smaller state variance constraint will suppress the effect of disturbances. However, it will also increase the control gains at the same time. From Case 3, it is known that the circle region $(\alpha, \beta) = (15, 15)$ is the most proper choice for the D-stable pole constraint that can obtain a better transient response for the system (51)–(54). Thus, the above performance constraints are chosen to compare the proposed fuzzy control method with the design method developed in [28]. In the fuzzy control method of [28], the performance requirements including the state variance constraint, output variance constraint, and D-stable pole constraint were considered for the nonlinear systems based on SPT-SFM. To achieve the better performance and feasibility of the practical applications, the passive constraint is considered in this paper to dissipate the effect of disturbances. Moreover, the input constraint is also considered in this paper to ensure that the control input will not exceed a reasonable range of the system. The details of the performance constraints considered in the proposed design method and the design method of [28] are presented in Table 2.

Table 2. Selected multiple performance constraints.

| Performance Constraints          | Proposed Design Method | Design Method of [28] |
|----------------------------------|------------------------|-----------------------|
| State Variance Constraint        | $\sigma_2 = 0.04$     | $\sigma_2 = 0.1$     |
|                                 | $\sigma_3 = 0.2$      | $\sigma_3 = 0.2$     |
| D-stable Pole Constraint         | $(\alpha, \beta) = (15, 15)$ | $(\alpha, \beta) = (15, 15)$ |
| Passive Constraint               | $\int_0^T \gamma \, dt \leq 0$ | not considered |

In this paper, the dissipate matrix $S = \text{Dissipate Matrix}$ and the dissipate rate $\gamma = \text{Dissipate Rate}$ are considered.

Figure 10. The comparisons of state $x_2(t)$. responses for different circle regions.

Figure 11. The comparisons of state $x_3(t)$. responses for different circle regions.

Figure 12. The comparisons of control input $u_1(t)$. responses for different circle regions.
From Figures 9-12, one can find that the responses obtained by the region \((a, \beta) = (15, 15)\) and \((a, \beta) = (24, 24)\) can achieve a faster converge rate than the responses obtained by \((a, \beta) = (6, 6)\). Moreover, the value of the control input obtained by \((a, \beta) = (6, 6)\) is bigger than others. Thus, the circle region \((a, \beta) = (6, 6)\) is not a better choice for the designers for considering the D-stable pole constraint. Next, let us compare the responses obtained by \((a, \beta) = (15, 15)\) and \((a, \beta) = (24, 24)\) from Figures 9–11. It can be found that the oscillation and the maximum overshoot of the responses obtained by \((a, \beta) = (24, 24)\) are bigger than the responses obtained by \((a, \beta) = (15, 15)\). Moreover, the control inputs shown in Figure 12 are very close for both cases. Based on the above results, it is obvious that the region \((a, \beta) = (15, 15)\) is the best choice for obtaining the faster settling time and smaller maximum overshoot.

5.4. Case 4 (Compare the Proposed Fuzzy Control Method with the Previous Design Method)

Based on the results of Case 1, the SPT-SFM (56)–(62) is a suitable fuzzy model to represent the nonlinear synchronous generator system (51)–(54). From Case 2, it is verified that setting a smaller state variance constraint will suppress the effect of disturbances. However, it will also increase the control gains at the same time. From Case 3, it is known that the circle region \(D(a, \beta) = (15, 15)\) is the most proper choice for the D-stable pole constraint that can obtain a better transient response for the system (51)–(54). Thus, the above performance constraints are chosen to compare the proposed fuzzy control method with the fuzzy control method developed in [28]. In the fuzzy control method of [28], the performance requirements including the state variance constraint, output variance constraint, and D-stable pole constraint were considered for the nonlinear systems based on SPT-SFM. To achieve the better performance and feasibility of the practical applications, the passive constraint is considered in this paper to dissipate the effect of disturbances. Moreover, the input constraint is also considered in this paper to ensure that the control input will not exceed a reasonable range of the system. The details of the performance constraints considered in the proposed design method and the design method of [28] are presented in Table 2.

| Performance Constraints                  | Proposed Design Method | Design Method of [28] |
|-----------------------------------------|------------------------|-----------------------|
| State Variance Constraint \(\sigma_\alpha^2\) | \(\sigma_1^2 = 0.4, \sigma_2^2 = 1\), \(\sigma_3^2 = 2\) | \(\sigma_1^2 = 0.05, \sigma_2^2 = 0.05\), \(\sigma_3^2 = 0.2\) |
| D-stable Pole Constraint \(D(a, \beta)\) | \(D(a, \beta) = (15, 15)\) | \(D(a, \beta) = (15, 15)\) |
| Passive Constraint \(E\left\{\int_0^\infty y^T(t)Sw(t)dt\right\}\) > \(E\left\{\int_0^\infty f\dot{w}^T(t)w(t)dt\right\}\) | Dissipate Matrix \(S = 1\) | Dissipate Rate \(f = 1\) | not considered |
| Input Constraint \(\|u(t)\| \leq \mu\) | \(\mu = 0.03\) | not considered |

From Table 2, the individual state variance constraint, D-stable pole constraint, passive constraint, and input constraint are considered in this paper. The purposes of each constraint are introduced as follows. Firstly, the state variance constraints \(\sigma_1^2, \sigma_2^2, \sigma_3^2\) are selected as different values for each method. Via the given specific value of variance constraint, the state energy of system (51)–(54) under the effect of disturbance can be suppressed in the value by the relationship (10) and (29). Secondly, considering the D-stable pole constraint with the circle region \(D(a, \beta)\), all closed-loop poles of each subsystem (56)–(62) can be located in the specific circle region with center \(-\alpha\) and radius \(\beta\) on the complex plane. To get a better settling time and smaller maximum overshoot, the circle region \(D(a, \beta) = (15, 15)\) is selected for both design methods for obtaining transient responses of
the system (51)–(54). Thirdly, via satisfying the passive constraint (10), the synchronous 
generator system (51)–(54) can dissipate the energy of the disturbance. The details of the 
passive constraint can be referred to [29]. Moreover, the dissipate ability of the system 
are related to the dissipate rate $f_l$ and dissipate matrix $S$. Finally, the input constraint is 

applied to limit the norm of control input in a specific value. The energy of the control 
input of system (51)–(54) can be constrained under the given value $\mu = 0.03$ to obtain 
smaller control inputs. Thus, the cost-effective controller can be obtained for the system 
(51)–(54) and it also can ensure the control signals under an assigned limit.

Considering the performance constraints in Table 2 and solving the sufficient condi-
tions (20)–(24) and (41)–(42) in Theorem 2 for the SPT-FSM (56)–(62), the following results 
of the upper bound covariance matrix and feedback gains can be obtained:

$$X = \begin{bmatrix} 0.3617 & -0.0031 & 0.0266 \\ -0.0031 & 0.0002 & 0.0143 \\ 0.0266 & 0.0143 & 1.9691 \end{bmatrix}, \quad (80)$$

$$F_1 = \begin{bmatrix} 0.0111 & 2.1358 \\ -0.0240 \end{bmatrix}, \quad F_2 = \begin{bmatrix} 0.0092 & 2.3232 \\ -0.0268 \end{bmatrix}, \quad F_3 = \begin{bmatrix} 0.0101 & 2.3211 \\ -0.0282 \end{bmatrix}. \quad (81)$$

Additionally, the corresponding upper bound covariance matrix and feedback gains 
obtained by the design method of [28] are presented as follows:

$$X = \begin{bmatrix} 0.0055 & -0.00004 \\ -0.00004 & 0.000001 & 0.00014 \\ -0.0050 & 0.00014 & 0.0181 \end{bmatrix}, \quad (82)$$

$$F_1 = \begin{bmatrix} -0.0112 & 2.0356 \\ -0.0224 \end{bmatrix}, \quad F_2 = \begin{bmatrix} -0.0114 & 2.0302 \\ -0.0276 \end{bmatrix}, \quad F_3 = \begin{bmatrix} -0.0097 & 2.0267 \\ -0.0294 \end{bmatrix}. \quad (83)$$

Using the fuzzy control gains of (82), the closed-loop poles of each subsystem of the 
SPT-SFM (56)–(62) can be shown as follows:

$$\text{eig}(\Theta_{11}) = \begin{bmatrix} -1.5444 + 5.7357i \\ -1.5444 - 5.7357i \\ -13.0561 \end{bmatrix}, \text{eig}(\Theta_{22}) = \begin{bmatrix} -2.7745 + 5.4648i \\ -2.7745 - 5.4648i \\ -8.9940 \end{bmatrix} \quad (84)$$

and $\text{eig}(\Theta_{33}) = \begin{bmatrix} -3.3432 + 4.6067i \\ -3.3432 - 4.6067i \\ -10.3372 \end{bmatrix}$. 

Similarly, the closed-loop poles of each subsystem obtained by the fuzzy control gains 
(83) of the design method [28] with the same D-stable pole constraint are also presented 
as follows:

$$\text{eig}(\Theta_{11}) = \begin{bmatrix} -4.3331 + 4.5716i \\ -4.3331 - 4.5716i \\ -13.6818 \end{bmatrix}, \text{eig}(\Theta_{22}) = \begin{bmatrix} -3.4947 \\ -12.3075 + 3.4109i \\ -12.3075 - 3.4109i \end{bmatrix} \quad (85)$$

and $\text{eig}(\Theta_{33}) = \begin{bmatrix} -14.0473 + 4.2797i \\ -14.0473 - 4.2797i \end{bmatrix}$. 

It is obvious that all the poles of both (84) and (85) are located in the given circle region 
$D(\alpha, \beta) = (-15, 15)$. Applying the control gains of (81) and (83) to the fuzzy controller (6) 
for the SPT-SFM (56)–(62) and giving the initial condition $x^{T}(0) = \begin{bmatrix} 22.5^\circ & 0 & 0.9 \end{bmatrix}$, the 
responses of the system’s states and control inputs are presented in Figures 13–16. From 
the responses shown in Figures 13–15, the individual state variance values controlled by 
the proposed design method and the design method of [28] are compared as follows.
Similarly, the closed-loop poles of each subsystem obtained by the fuzzy control gains (83) of the design method [28] with the same D-stable pole constraint are also presented as follows:

\[
\begin{align*}
\lambda_1 &= a_1 - \sqrt{b_1}, \\
\lambda_2 &= a_2 - \sqrt{b_2}, \\
\lambda_3 &= a_3 - \sqrt{b_3}.
\end{align*}
\]

It is obvious that all the poles of both (84) and (85) are located in the given circle region \((\alpha, \beta) = \left(\frac{15}{2}, \frac{15}{2}\right)\). Applying the control gains of (81) and (83) to the fuzzy controller (6) for the SPT-SFM (56)–(62) and giving the initial condition \(x(0) = [0.2, 0.5, 0.0]^T\), the responses of the system’s states and control inputs are presented in Figures 13–16.

From the responses shown in Figures 13–15, the individual state variance values controlled by the proposed design method and the design method of [28] are compared as follows.

**Figure 13.** The comparison of state \(x_1(t)\) response with the method in [28].

**Figure 14.** The comparison of state \(x_2(t)\) response with the method in [28].

**Figure 15.** The comparison of state \(x_3(t)\) response with the method in [28].
The state variance values controlled by the proposed design method are shown as follows:

\[ \text{var}(x_1(t)) = 0.0056, \quad \text{var}(x_2(t)) = 1.0249 \times 10^{-6} \quad \text{and} \quad \text{var}(x_3(t)) = 0.0016 \]  

Similarly, the state variance values controlled by the design method of [28] are shown as follows:

\[ \text{var}(x_1(t)) = 0.0062, \quad \text{var}(x_2(t)) = 6.3296 \times 10^{-6} \quad \text{and} \quad \text{var}(x_3(t)) = 0.0015 \]  

According to the state variance constraints assigned in Table 2, the state variance values of each state shown in (86)–(87) all satisfy the given variance constraints for both design methods. From Figures 13–15, it is seen that both design methods can suppress the effect of disturbance behaviors via considering the state variance constraints. However, the proposed design method has a relatively small settling time and converge rate. Hence, a better transient behavior can be obtained by the proposed design method. From Figure 16, it can be found that the control inputs obtained by the proposed design method can satisfy the input constraint \( \mu = 0.03 \), but the design method of [28] cannot satisfy it. That is, the proposed design method is able to achieve better responses using fewer costs of the control inputs by considering the input constraints in the design process.

Moreover, the passive constraint is considered in the proposed fuzzy control method with the state variance constraint to guarantee the system performance under the effects of disturbance behaviors. The passive constraint (15) is verified based on the simulation results as follows:

\[ \frac{E\left\{2 \int_0^T y^T(t)S\omega(t)dt\right\}}{E\left\{\int_0^T f\omega^T(t)\omega(t)dt\right\}} = 1.894 > 1 \]  

From (88), one can find that the passive constraint (15) is satisfied for the SPT-SFM (56)–(62) controlled by the proposed fuzzy controller design method. From Table 2 and Figures 13–16, it is seen that although the individual state variance constraint of the design method [28] can be chosen in the much smaller value, the same ability of resisting the effect of disturbance behaviors can also be achieved by the proposed fuzzy control method via combining the variance constraint and passive constraint. Thus, it can be concluded that the proposed fuzzy controller design method provided a better choice for controlling nonlinear systems to achieve the stability subject to multiple performance constraints by applying the cost-effective fuzzy controllers.
6. Conclusions

Based on the SPT-SFM, a stability analysis and robust fuzzy controller design method subject to multiple performance constraints are proposed for the stochastic nonlinear systems with perturbations in this paper. The state variance constraint and minimized output variance constraint are applied to suppress the energy of the system state and output under the stochastic behaviors effect. Moreover, the passive constraint is combined into the design method to dissipate the energy of stochastic behaviors. Furthermore, to improve the transient behaviors of system response, the D-stable pole placement constraint is considered. It is expected that the control input may become bigger even over the limit of the system since all the above performance constraints need to be ensured. Due to this reason, the input constraint is also applied in the robust fuzzy controller design method to guarantee the control input in the specific value. From the simulation results of the synchronous generator system, it is known that the better system responses can be obtained via using the smaller control force by the proposed robust fuzzy controller design method. Therefore, this paper provides a more efficient controller design method for stochastic perturbed nonlinear systems to achieve the multiple performance requirements.
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