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ABSTRACT

Introduction: COVID-19 is found as an irresistible sickness pandemic that has carried uncommon difficulties to worldwide networks across open and private sectors. Data processing and creating awareness is the important tool that implements the powerful actions to mitigate the spread of covid-19.

Objective: To develop a supervised regression algorithm with minimum variance unbiased estimator which could the data on daily basis to assure the safety movement in post-covid-19. Based on the number of infected cases, the data will be trained for better prediction to create awareness for the public in the safety movement.

Methods: The proposed supervised regression algorithm was able to model the relationship between the number of cases registered and a continuous target variable. By optimizing the error rate, the training algorithm was fine-tuned and the prediction was able to closely approximate the actual values. The proposed method was compared with other methods like Linear Regression, Logistic Regression and Supporting Vector machine (SVM).

Results: Simulation results proved that the proposed supervised regression with minimum variance unbiased estimation provides better prediction when compared to the other methods.

Conclusion: An attempt was made to predict the number of cases by a suitable regression algorithm and the prediction was compared with other regression algorithms. The algorithm was able to predict the infections rates and death count with the least error when provided with training data. This data purely depends on the lockdown implementations, movement of people without restrictions and the lack of awareness to face this pandemic situation. In future, the aspects can also be incorporated into the model for a better and accurate prediction.
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INTRODUCTION

The emergence of severe acute respiratory syndrome coronavirus 2 (SARS-COV-2) in China has been declared by World Health Organization as a Pandemic.¹ Virus found to be transmitted through respiratory droplets from an infected person and can stay on different surfaces ranging from hours to 10 days, which makes it a highly transmissible disease. The virus has spread to more than 200 countries with the number of people infected as 56,563,840 and has taken 1,354,806 human lives (as of 19/11/2020). Vaccinating the entire human population is estimated to be completed by 2024 according to WHO, which renders human need to employ other methods to prevent the virus infection. Identification and isolation of infected people become a critical parameter in controlling a pandemic. Symptoms in an infected person surface after 3 days and in some cases it could 14-28 days, which adds another dimension to the pandemic control.² The infected person could transmit the virus to multiple people before identification of the virus and isolation.

Government agencies across the world employed methods like the closure of schools, colleges, offices, factories and restricting the movement of people, have yielded positive response to contain the virus spread. However, a prolonged closure of community has hit the economy of the world by bringing down the global growth at -4.9% in 2020. It has hit millions of people under poverty and hunger. At this moment, there is no specific treatment and the therapeutic methods to deal with the infection are only supportive,
and prevention aimed at reducing community transmission. This situation has brought intense research into traditional systems of medicine. An approach of social distancing and restricted movement has emerged as the way for economic recovery and to control the spread of the virus. Such an approach was found to delay the peak of the virus spread and also reduce the load on the health industry like hospitals, testing centers, etc. A simulated study estimated a reduction of 23% in the transmission of H1N1 when workplace social distancing was followed and reduced the peak of the virus. Physical distancing measures were found to be effective to reduce the infection rate by 92% if the working pattern was staggered across the employees. A study on social contact matrices highlighted that social contact patterns have not been developed or understood at a large scale across the world. Such a study would have a benefit in understanding the behavior of people movement and predict the transmission of the virus. A model with a capability to understand the contact pattern and restrict the movement of infected persons would bring down the level of transmission of the virus and help to isolate the infected people. Machine learning has proved its potential in recent days of research by solving complex real-time problems with suitable algorithms.

Machine learning uses Artificial Intelligence (AI) that gives frameworks the capacity to consequently take in and improve for a fact without being unequivocally modified. Supervised learning involves autonomous training to obtain information and predicts the outcome of the input data. It begins with observation of data from different population and derives the pattern to make better decisions further. However, semi-supervised learning methods were found to be employed in the prediction of many real-world applications like medicine, manufacturing industry due to lack of time and cost involved in data collection. Reviews indicate that machine learning methods have been successfully used in the epidemiological study to predict the number of infections and provide a forecast to government agencies to take adequate measure and methods to control the spread of infections. Machine learning techniques like Support Vector Machine, Long-Short term memory networks, artificial neural networks have been used in various applications for better prediction. As the information on Covid-19 data are widely available which makes the supervised regression algorithm a potential machine learning tool to predict the infection numbers accurately henceforth. This paper proposes a safety movement algorithm derived from the supervised regression method based on the historic data on the number of infections recorded in the region. The algorithm would predict the number of infections at the required time intervals which can be used as a tool to employ methods to contain the virus or take adequate actions to restrict/allow the movement of people in the region. Section 2 would describe the data collection process (data from India) for the training and prediction of the supervised regression algorithm. Section 3 elaborates the methodology of the supervised regression algorithm and Section 4 demonstrates the efficiency of the developed algorithm and also compares the predicted data with Linear Regression, Logistic Regression and SVM. Section 5 concludes the paper and also provides future directions in the research area.

Data Collection
The main objective of this work is to study the future forecasting of the virus spreading based on the infected case, recovered cases and the number of deaths. The approximate data has been acquired from https://www.who.int/dg/speeches/detail/who-director-general-s-opening-remarks-at-the-mission-briefing-on-covid-19—12-march-2020. For the period over January 2020 to December 2020. In the proposed work, the dataset for India has been taken to analyze with a supervised algorithm from January 2020 to December 2020.

Linear Regression
Linear regression is the basic form of regression in which the dependent variable is continuous and the dependent variable depends on the independent variable is linear. A simple linear regression model with the regression coefficient $\beta$ can be expressed by

$$y = \beta_0 + \beta_1x + \varepsilon$$  \hspace{1cm} (1)

Where $\beta_0$ and $\beta_1$ are the unknown constants that define the intercept and slope respectively. Here the error $\varepsilon$ is derived based on the assumption with zero mean and variance of $\sigma^2$. Here one error is uncorrelated with another error in nature. To train any machine learning model with this linear regression model $y$ is represented with the current data set. The main objective of this linear regression model is to find the unknown regression coefficients $\beta_0$ and $\beta_1$ that will make the error to minimum or zero. In this paper, all the models have been compared through the Mean Square Error (MSE) which is described in section 6.

Logistic Regression
The logistic regression model for machine learning is another famous regression model which is most widely used in biological sciences. The linear regression model may not be suitable for some of the applications since it requires some threshold value to classify the data. The logistic function $z$ can be defined as:

$$z = \alpha + \beta_1x_1 + \beta_2x_2 + \ldots + \beta_kx_k$$  \hspace{1cm} (2)

Here $\alpha$ and $\beta$ are unknown parameters and X is the independent variable of interest. This model defined logistic re-
gression since the probability of developing the disease can be defined with X as

\[
P(D = 1|X_1, X_2, \ldots, X_k) = \frac{1}{1 + e^{-(\alpha + \sum \beta x_i)}}
\]

(3)

Here, \( \alpha \) and \( \beta \) are to be estimated for the given group of objects. Once the values \( \alpha \) and \( \beta \) found then X will be determined easily for the virus spread through this logistic model.

**SVM**

SVM is another important machine learning algorithm that can be used for both regression and classification. This algorithm search for the optimal separating surface through its kernel functions. The main objective of this vector machine is to find the optimum function in a suitable multidimensional space that will be able to classify the training data into known classification criterion. Due to the control over the error and stability in multidimensional data, this SVM is preferred in most of the pieces of training and classifications. Here the optimum function will be obtained with a minimum cost function of,

Minimize \( \frac{1}{2} \omega^T \omega + C \sum \epsilon_i \)

Subject to \( y_i \left( \omega^T x_i + b \right) \geq 1 - \epsilon_i, \epsilon_i \geq 0 \)

(4)

Where \( \omega^T, x_i \in R^d \) and \( b \in R^1, \omega^T = \omega \), \( C \) is the fixing parameter between the margin error and the training data. Here the parameter \( C \) is common for all the kernels. The lowest value of \( C \) will give the smooth decision surface and the high value of \( C \) will concentrate the classification of the training samples accurately.

**Supervised Regression**

Linear regression explained in section 3 is very much prone to outliers. Before applying the linear regression, it is mandatory to remove the anomalies from the data set. But it is not possible for the cases like virus prediction since it will possess more uncertainties. Even though logistic regression is very simple with its low dimensional data sets, on high dimensional data sets this model will compromise inaccuracy in the test. Also, this model will face some issues due to its non-linearity optimization in the decision surface. SVM depicted in section 5 is relatively fair with clear margin specification during the classification. But when the data sets are large, SVM performs poor due to the overlapping in the data sets. Among these issues, since non-linearity will be treated as an important issue, in this work it is identified that the linear regression depicted in section 3 can be modified with a suitable estimator to address the above-discussed issues. In this work, a supervised regression model with minimum variance unbiased estimation has been proposed to predict the virus spread with unknown input data. In supervised regression, it defines an algorithm that learns the pattern mapping from the input to the output. The objective of the regression is to approximate the mapping function that can predict the output for the new input with the help of trained data.

This supervised regression will train the data with well-known input in training mode and predict the optimized values as shown in Figure 3. For example, a classification algorithm will train to identify the alphabets or numbers after being trained on a particular data set of images with alphabets and numbers through some identifying characteristics. The output of the supervised regression can be linearly expressed as,

\[
z = y_1 f_1(x) + y_2 f_2(x) + \ldots + y_n f_n(x)
\]

(5)

Where \( x = [x_1, x_2, \ldots, x_n]^T \), \( f_1, f_2, \ldots, f_n \) are known parameters and \( y_1, y_2, \ldots, y_n \) are the unknown parameters to be estimated. These parameters to be estimated are called regression parameters. Here the known parameters can be represented in a matrix form as,

\[
F = \begin{bmatrix}
    f_1(x_1) & f_1(x_2) & \ldots & f_1(x_n) \\
    f_2(x_1) & f_2(x_2) & \ldots & f_2(x_n) \\
    \vdots & \vdots & \ddots & \vdots \\
    f_n(x_1) & f_n(x_2) & \ldots & f_n(x_n)
\end{bmatrix}
\]

(6)

Also,

\[
z = F.y
\]

(7)

To derive the genuine value of y,

\[
y = F^{-1}.z
\]

(8)

For better optimization, the error will be calculated as the difference between the actual values and the predicted values with mean square formula as,

\[
\varepsilon = \frac{1}{n} \sum_{i=1}^{n} \left( \tilde{y}_i - y_i \right)^2
\]

(9)

Where \( \tilde{y}_i \) are the predicted values and \( y_i \) are actual values.

Based on the Mean Square Error (MSE) it is must find the dependent parameters with an optimized fit line. To minimize the error and to find the optimized fit line, Mean square estimators are used. These estimators minimize the distance between the fit line and actual outputs. Evaluate the statistical qualities of MSE equation (7) has to be investigated in a statistical framework.
The error mentioned in equation (9) will be minimized when
\[ \tilde{y}_i = y_i \] with the condition,
\[ F^T F \tilde{y} = F^T z \] (10)

If the term FTF in the left side of the equation (6), is non singular, unbiased and minimum variance then
\[ \tilde{y} = (F^T F)^{-1} F^T z \] (11)

Now the Accuracy of the estimated value through this MSE can be done by
\[ MSE(\tilde{y}) = E(\tilde{y} - y)^2 \] (12)

Also,
\[ E[y^2] = Var(y) + [E[y]]^2 \] (13)

Then
\[ MSE(\tilde{y}) = Var(\tilde{y} - y) + [(\tilde{y} - y)]^2 = Var(\tilde{y}) + [bias(y)]^2 \] (14)

From these equations, it is evident that the estimator depends on two components bias \{ \tilde{y} \} and variance \{ \tilde{y} \}. Here the tradeoff between the variance and bias will decide the rate of change of MSE. When the estimator is purely unbiased, \[ MSE(\tilde{y}) = Var(\tilde{y}) \]. Also while increasing the bias, the variance will decrease and when decreasing the bias the variance will increase. To obtain the minimum MSE through this minimum variance unbiased estimator, the known parameters in x can be obtained by gradient descent optimization as,
\[ x_{n+1} = x_n - \gamma \frac{\partial E}{\partial x_n} \] (15)

Equation (15) helps us to find the optimized updates of known parameters proposed in the regression model as equation (5). The weights are initialized with zeros and ones with truncated normal distribution. The prediction has been accomplished by using supervised machine learning approaches. The data sets utilized here include the number of daily cases and deaths from December 2019 to December 2020.

Figure 3 depicts the process of the data classification and prediction with supervised regression. In the first step, the data will be collected from the authorized sites and it will be processed and classified based on the geographical area. In this paper, the prediction will be done for India based on the data from January 2020 to December 2020. Here, the prediction was done based on the relationship between the dependent variable and some independent variables.

RESULTS AND DISCUSSION

Once the data for the geographical area has been preprocessed, the data will be divided into two sets, one is a training set and another one is a tracking set. The window size of the training set is fixed as 236 days and the tracking set is 100 days. The prediction will be based on the training set with the supervised external target from tracking a set of 25 days. As mentioned in the previous section, the weights are initialized with truncated normal distribution and the batch size as 10 sets. After each batch has been processed, the bias and variance will be calculated to update the weights further which will minimize the MSE further. The pattern for infected cases and death was captured using the supervised regression model to minimize the MSE between the actual and the fit line. Based on the pattern, the MSE will be evaluated and optimized under unbiased and minimum variance conditions. Figure 4 depicts the prediction of the linear regression through curve fitting for infected cases. The ideal way to fit curves with the data using linear regression is to track the polynomial coefficients as predictors. Each transition in the data will make more bends in the line. The optimum fit line will be found with the help of MSE. When the MSE is high, the fitted line will underpredict the data points. This linear model with reciprocal coefficients will provide the best curve fitting line for optimized prediction. From the figure, it is visible that the linear regression model fails to find the optimum fit line for a huge volume of data. Figure 5 elucidates the prediction of infected cases through curve fitting optimization for logistic regression. Logistic regression can provide a better prediction when the range of uncertainties is wide. Figure 6 depicts the prediction of infected cases with SVM. From the figure, it is visible that even though SVM is more efficient with high dimensional cases but with the ambiguity in the margin separation, SVM fails to predict the cases in certain situations. Figure 7 projects the predicted cases with supervised regression for infected cases. Even though it is a modified version of linear regression, the curve fitting can be optimized through equation (10) to equation 15. To determine the optimized polynomial, the number of bends will be counted in the curve fitting and the MSE will be updated by Eqn(9). Based on the number of bends, the variance and the biasing of the estimation will be done to update the weight coefficients further. The range of error and the MSE for all the models projected in Table- 1. From Table- 1 it is evident that the proposed supervised regression with minimum variance unbiased estimator can predict the infected cases better than other models with margin MSE. Also, it is observed that SVM attempts to find the best margin that will make the crisp boundary between classes of data and risk towards the error. But due to the large volume of data set, SVM was not able to predict well when compared to the supervised regression algorithm. Figure 8,9,10 and 11 projects the prediction for the deaths with linear regres-
sion, logistic regression, SVM and supervised regression respectively. The newly confirmed cases for day by day also projected for different models. Figure 8,9,10 and 11 projects the prediction of deaths with Linear regression, Logistic Regression, SVM and Supervised regression respectively. Here the models have been trained with the available data from 30.1.2020 to 21.09.2020. The predicted death rate has been compared with the actual deaths that happened during the next 100 days. From the figures, it is visible that the supervised regression can predict reasonably when compared to the remaining algorithms. With more clarity, the range of error and the MSE for different algorithms are depicted in Table II. The number of deaths was predicted well in the supervised regression algorithm when compared to the former algorithms. MSE also marginally low in supervised regression when compared to the remaining algorithms.

CONCLUSION

Data availability and awareness on the number of infections in the localized region may hinder the movement of people and/or follow the safety requirement to protect them from infections. Government agencies need the information to foresee the infection rates and take suitable measures to contain the virus spread. This paper attempted to compare the predictions made by linear regression, logistic regression, support vector machine and supervised regression algorithm based on the historic data available. The algorithm was able to predict the infections rates and death count with the least error when provided with training data. The proposed supervised regression model proved that the prediction can be done for any geographical area with a suitable window, batch size and weights. Simulation results also proved that the proposed algorithm performed better when compared to the other models of machine learning. Our model has been proposed to predict the data based on the historic data alone. However, in a pandemic the infection rates and death rates can vary depending on various factors like imposing lockdown for a brief period, restricting movement of people, increased rates of testing and isolation etc in the particular region. In future, the aspects can also be incorporated into the model for a better and accurate prediction.
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Figure 1: Number of infected cases in the selected period.

Figure 2: Number of deaths recorded in the selected period.

Figure 3: System model.

Figure 4: Prediction of infected cases with Linear Regression.

Figure 5: Prediction of infected cases with Logistic Regression.
Figure 6: Prediction of infected cases with SVM.

Figure 7: Prediction of infected cases with Supervised Regression.

Figure 8: Prediction of deaths with Linear Regression.

Figure 9: Prediction of deaths with Logistic Regression.

Figure 10: Prediction of deaths with SVM.

Figure 11: Prediction of deaths with Supervised Regression.
Table 1: Performance comparison of different models for infected cases

| Model Error | Linear Regression | Logistic Regression | SVM | Supervised Regression |
|-------------|-------------------|---------------------|-----|-----------------------|
| Range of Error | 0.3% - 12% | 0.5% - 13% | 0.12% - 11% | 0.8% - 9% |
| MSE | 0.0356 | 0.0307 | 0.0328 | 0.009 |

Table 2: Performance comparison of different models for death cases

| Model Error | Linear Regression | Logistic Regression | SVM | Supervised Regression |
|-------------|-------------------|---------------------|-----|-----------------------|
| Range of Error | 0.3% - 10% | 0.5% - 12% | 0.4% - 10% | 0.19% - 7% |
| MSE | 0.233 | 0.260 | 0.211 | 0.0934 |