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We introduce a dynamic stabilization scheme universally applicable to unidirectional nonlinear coherent waves. By abruptly changing the waveguiding properties, the breathing of wave packets subject to modulation instability can be stabilized as a result of the abrupt expansion a homoclinic orbit and its fall into an elliptic fixed point (center). We apply this concept to the nonlinear Schrödinger equation framework and show that an Akhmediev breather envelope, which is at the core of Fermi-Pasta-Ulam recurrence and extreme wave events, can be frozen into a steady periodic (dnoidal) wave by a suitable variation of a single external physical parameter. We experimentally demonstrate this general approach in the particular case of surface gravity water waves propagating in a wave flume with an abrupt bathymetry change. Our results highlight the influence of topography and waveguide properties on the lifetime of rogue waves and confirm the possibility to control extreme wave events.

The parametric stabilization of unstable dynamics is a fascinating and long-standing problem, the paradigmic example being the Kapitza pendulum [1], i.e., the dynamic stabilization of a pendulum around its inverted position by fast oscillating its pivot.

Dynamic stabilization is more general than strategies based on nonlinear control theory and feedbacks, as it is still effective for nonlinear and dispersive wave systems which are intrinsically infinite-dimensional. Applications range from dispersion management in fiber laser and communications [2] to control of nonlinear waves in many-body quantum physics [3], diffractive optics [4], matter waves [5], or water waves [6]. However, dynamic stabilization requires a spatially extended periodicity, and there is a compelling need for alternative stabilization and control schemes of nonlinear waves [7].

In this Letter, we introduce theoretically and validate experimentally a wave stabilization strategy based on a strong and abrupt change in the propagation conditions, to expand a phase-space trajectory homoclinic to a saddle point [8, 9]. Generically, this trajectory contains a family of closed orbits, converging to a point known as center. The phase-space manipulation stabilizes the system evolution around the center. In this way, the growth stage of a breather wave envelope can be suddenly frozen at its peak height.

Contrary to Kapitza or feedback schemes, such an expansion is induced by a controlled, local and abrupt variation of a single parameter that affects both the nonlinearity and the dispersion of the wave system. As a practical example, we apply this concept to the hydrodynamics of unidirectional surface gravity waves subject to the ubiquitous phenomenon of modulational instability (MI) [10, 11]. Also known as the Benjamin-Feir instability in the context of ocean waves [12, 13], MI is described by the universal nonlinear Schrödinger equation (NLSE) [14]. MI entails the exponential growth of a slow modulation on top of a carrier wave of uniform amplitude (continuous background). Remarkably, the continuation of MI in the fully nonlinear (strongly depleted) stage is described by a homoclinic pendulum-like phase-space structure [15–19], where the background behaves as a saddle point, while two centers are represented by two out of phase stationary periodic wave envelopes, the dnoidal solutions of the NLSE [20, 21]. The unstable orbit known as the Akhmediev breather (AB) describes the amplification of sidebands up to a peak and the asymptotic return to the background [22]. Since it separates two qualitatively different types of periodic evolutions (known as Fermi-Pasta-Ulam (FPU) recurrences), the AB is a separatrix in the phase-space associated with the wave system [11, 22].

Here, we demonstrate the possibility to stabilize such an orbit by matching it to one of the steady dnoidal solutions, a possibility which is strictly forbidden by the Hamiltonian structure of the NLSE for unperturbed MI evolutions. To this end, we parametrically perturb the system by abruptly increasing the water depth and, thus, changing the dispersion and nonlinearity experienced by the envelope. This causes a strong dilation of the AB at its apex and, ideally, the fall of the trajectory over the center (dnoidal wave). The net effect is the frustration of the FPU recurrence and the breather freezing at its peak.

The proposed scenario, denoted as separatrix dilation, is qualitatively distinct, and somehow opposite, to the common phenomena of shoaling, fission, run-up, or in-
creased probability of rogue wave generation, which typically occur near coastal areas characterized by decreasing depths \[24-27\]. On the other hand, an increase of depth in the direction of wave propagation can still occur in the ocean, mostly in surf zones in finite water depths. Moreover, the present mechanism can also occur in all areas where the NLSE provides a leading-order description of nonlinear MI, such as Bose-Einstein condensation \[28\] and especially optics where quasi-stabilization results have been interpreted in terms of solitons \[29\]. Indeed, this approach can be extended to other models with a homoclinic structure \[30\], and even to settings such as parametric resonance described by strongly non-integrable models \[31\].

In \[29\], a NLS-like equation was derived for the one-dimensional and uni-directional evolution of the envelope of surface water waves on an uneven bottom of depth \( h \) at frequency \( \omega = \sqrt{gh\sigma} \), with \( \sigma \equiv \tanh \kappa \) and \( \kappa \equiv k h, k \) being the local wavenumber, which varies with the depth \( h \), while \( \omega \) is fixed. The slope of the depth step in the propagation direction \( x \) should be sufficiently small to prevent wave-reflections due to wavenumber mismatches, i.e., \( h'(x) = O(\varepsilon^2) \), with \( \varepsilon \equiv kh \) the wave steepness, \( \beta \) being the local carrier wave amplitude.

By applying the standard method of multiple scales up to \( O(\varepsilon^3) \) to the inviscid irrotational water-wave problem, the following evolution equation was derived \[25, 32\]

\[
i \frac{\partial U}{\partial \xi} + \beta \frac{\partial^2 U}{\partial \tau^2} - \gamma |U|^2 U = -i \mu U, \tag{1}
\]

where \( U(\xi, \tau) \) is the envelope of the free surface water elevation. \( \xi \equiv \varepsilon^2 x \), and \( \tau \equiv \varepsilon \left[ \int_0^x \frac{dz}{c_s(z)} - t \right] \) \( (t \) being the physical time) are the coordinates in a frame moving at the group velocity of the envelope, \( c_s \equiv \frac{\partial \omega}{\partial k} = \frac{\sigma + 1}{1 - \sigma^2} \). \( \beta \), \( \gamma \), and \( \mu \equiv \mu_0 \frac{\partial \omega}{\partial k} \) represent the dispersion, cubic nonlinearity and shoaling coefficient, respectively. The first two are simply the coefficients of the NLSE on uniform depth, see \[33\], and are functions of \( \kappa \) only; detailed expressions can be found in \[32\]. Finally, \( \mu \) results from wave-energy conservation arguments as \( \mu_0 \equiv \frac{\omega_0}{\omega} \frac{d\omega}{dk} \).

Let \( g = \omega = 1 \) for definiteness. \( \beta < 0 \) for all values of \( \kappa \), provided that only surface gravity waves are considered \[32\] \( \text{[Fig. 1(a)]} \), while \( \gamma \geq 0 \) for \( \kappa \geq 1.363 \) \( \text{[Fig. 1(b)]} \). Recall also that \( c_s \) \( \text{[Fig. 1(a)]} \) is maximum for \( \kappa \approx 1.20 \).

Following \[34\], we let \( V \equiv U \exp \left[ \int_0^\xi \mu(y) \, dy \right] \), a shoaling-corrected complex amplitude. Eq. (1) can be rewritten as

\[
i \frac{\partial V}{\partial \xi} + \beta \frac{\partial^2 V}{\partial \tau^2} - \gamma |V|^2 V = 0, \tag{2}
\]

i.e., a varying parameters NLSE, with \( \gamma(\xi) \equiv \gamma(\xi) c_s(\xi) \). The effect of shoaling is clear from the expression of \( \gamma \): in the focusing regime, \( \beta \gamma < 0 \), it slightly increases the effective nonlinearity, because \( c_s \) monotonically decreases, compare the blue solid and black dotted lines in Fig. 1(b).

By letting \( A \equiv V/V_0 \), \( X \equiv -\frac{\sqrt{\frac{\beta}{\gamma}}}{\tau} \), \( \tau \equiv \tau/T_{\text{nl}}, X \equiv \gamma V_0^2 \xi \equiv \xi/L_{\text{nl}} \), we finally normalize Eq. (2) to the standard form

\[
i \frac{\partial A}{\partial X} + \frac{1}{2} \frac{\partial^2 A}{\partial \tau^2} - |A|^2 A = 0, \tag{3}
\]

i.e., the focusing NLSE.

We let the depth increase from \( h_0 \) to \( h_{\infty} \) over a distance \( L_{\text{step}} \), with \( h_{\infty} - h_0 \ll L_{\text{step}} \ll L_{\text{nl}} \), to prevent spurious reflections \[25\], while remaining essentially local compared to the envelope scale of variation \( L_{\text{nl}} \). The normalization of Eq. (3) changes from before to after the change.

First, we consider the AB solution \[22\]

\[
A_{\text{AB}}(T, X) = \left[ 1 + \frac{\Omega_0^2 \cosh bX + ib \sinh bX}{\sqrt{1 - \frac{b^2}{4}} \cos \Omega_0 T - c b X} \right] e^{iX}, \tag{4}
\]

where \( \Omega_0 \) is the initial normalized MI sideband detuning and \( b \equiv \Omega_0 \sqrt{1 - \frac{b^2}{4}} \) is the linear MI gain. This solution exists only for \( 0 \leq \Omega_0 \leq 2 \), is periodic in \( T \) and evolves in \( X \) connecting two homogeneous plane-wave states of unit amplitude at \( X \to \pm \infty \), see Fig. 2(a). It thus corresponds to the separatrix of infinite-dimensional NLSE.

Second, recall the dnoidal solutions \[20\]

\[
A_{\text{dn}}(T, X; m) = a_0 \, \text{dn} \left[ \alpha_0 T; m \right] e^{iX^2}, \tag{5}
\]
Our goal is to determine the value of $m$ to match the breather solution $A_{\text{AB}}(T, X)$ to a steady profile $A_{\text{dn}}(T, X; m)$ at a given stage $X$ of the evolution. This will stabilize (or “freeze”) a strongly modulated nonlinear state.

Considering the phase invariance of the NLSE and the realness of the AB at its peak position $X = 0$, we choose $A_{\text{AB}}^0 \equiv -A_{\text{AB}}(T, 0)$ to have positive maxima and negative minima ($A_{\text{AB}}^{0, \text{max/min}} = 1 \pm \sqrt{4 - \Omega_0^2}$), inset Fig. 2(c) corresponding to the shaded blue plane of Fig. 2(a). According to \ref{eq:4}, we can expand this real-valued waveform in Fourier series $A_{\text{AB}}^0(T) = c_0^0 + \sum_{n \neq 0} c_n^0 e^{i nt X_{\text{AB}}^0}$, with

$$c_0^0 = (\Omega_0 - 1); \quad c_n^0 = \Omega_0 \left( \frac{2 - \Omega_0}{2 + \Omega_0} \right)^{\frac{|n|}{2}}.$$

The spectrum is shown in Fig. 2(c) (blue lines with crosses). We look for the dnoidal profile that best matches $A_{\text{AB}}^0$. First, it must be real-valued like the AB. Therefore we take $A_{\text{dn}}^\infty(T) \equiv A_{\text{dn}}(T, 0)$. Second, the maxima $a_0 \geq 0$ at $T = kT_{\text{dn}}$ and minima $a_0 \sqrt{1 - m} \geq 0$ at $T = T_{\text{dn}}/2 + kT_{\text{dn}}$ of $A_{\text{dn}}(T, X)$ must coincide to those of the AB. Third, neglecting the shoaling, a simple integration shows that the conservation of $N$ implies $a_0^2 = K/E \left[ K \right]$, where $E \equiv E(m)$ is the complete elliptic integral of the second kind. Finally, the normalized detuning in the MI band corresponding to a particular dnoidal solution is derived by well-known formulas \ref{eq:2}, as $\Omega_{\text{dn}}^\infty \equiv \frac{2a_0}{K} = \pi(K[E])^{-\frac{1}{2}}$.

The problem is thus reduced to finding the value of $\Omega_{\text{dn}}^\infty$ that best matches $A_{\text{AB}}^0(T) \to A_{\text{dn}}^\infty(T)$. The latter can be expanded in Fourier series:

$$c_0^\infty = \frac{\Omega_{\text{dn}}^\infty}{2}; \quad c_n^\infty = \Omega_{\text{dn}}^\infty \frac{q |n|}{1 + q^2 |n|^2},$$

with $q \equiv q(m)$ the elliptic nome.

Comparing Eqs. \ref{eq:8} and \ref{eq:4}, and guided by numerical solutions of Eq. \ref{eq:1}, we choose to match the main (continuous) components, i.e. $c_0^0 = c_0^\infty$, which yields

$$\Omega_{\text{dn}}^\infty = 2(\Omega_0 - 1).$$

Eq. \ref{eq:8} represents the main theoretical result of our work. It gives a simple link between the two normalized pulsations across the depth change for optimal matching an AB to a steady dnoidal envelope. Clearly, the envelope matching requires that the physical sideband detuning $f_m$ remains the same, whereas in Eq. \ref{eq:8} the pulsations $\Omega_{\text{dn}}^\infty = 2\pi f_m T_{\text{dn}}^0$ differ on the two sides ($0, \infty$) because of the change in $T_{\text{dn}}^0$, which accounts for the local depth. Thus, Eq. \ref{eq:8} is equivalent to $T_{\text{dn}}^0 = 2T_{\text{dn}} - (\pi f_m)^{-1}$ and consequently it allows us to find $\kappa_\infty$ given $\kappa_0$. Figure 2(c) shows a comparison between the spectra of the AB (blue solid line with cross marker) and the dnoidal (red dashed line with plus marker), when Eq. \ref{eq:8} is fulfilled. The matching of sidebands ($n \geq 1$) is satisfactory, with small unavoidable discrepancies that induce small oscillations around the dnoidal (matching more than one $c_n$ can be shown to be possible for the trivial case $\Omega_0 = \Omega_{\text{dn}}^\infty = 2$ only, i.e. vanishing jump and MI band-edge). This is also evident from the phase space representation of the matching process reported in Fig. 2(d), where the variables $(\psi, \eta)$ are, respectively, the relative phase and sideband fraction of the two families of solutions (For details, see \ref{fig:3} and the Supplemental Material S1 \ref{fig:4}). As shown, the optimal jump [Eq. \ref{eq:8}] leads the separatrix apex $(\psi = 0)$ before the jump (blue solid line) to closely approach the center (red cross) standing for the dnoidal after the phase space dilation induced by the jump. It is indeed the non-perfect superposition of the (blue) separatrix apex and the (red) center to be responsible for small dynamical oscillations around the dnoidal after the jump. Note that this approach can be adapted to near-separatrix conditions, as detailed in Supplemental Material S2 \ref{fig:5}.
in accessible to the dnoidal family). However, in Fig. 2 and in the experiment, we operate slightly below $\Omega_0 = \sqrt{3}$ to obtain a larger MI gain, but still the temporal profiles show a very good matching [inset of Fig. 2(c)].

The above theoretical results allow us to design an experimental realization to achieve a proof of concept in a midsize water wave facility. Experiments have been conducted in the water wave flume of The University of Sydney, sketched in detail in Fig. 3. The length of the facility is 30 m while its width is 1 m. Rigid aluminium plates, 2 m long and 1 m wide each, have been lifted from the bottom of the tank to allow a flat floor with constant depth $h_0 = 32.4$ cm up to the distance $x = 12.35$ m and $h_\infty = 55.2$ cm from $x = 14.28$ m with a constant slope in between.

The initial conditions feature a carrier at a central frequency $f_0 = 1.53$ Hz slowly modulated with frequency (sideband detuning) $f_m = 0.18$ Hz to form an AB focusing point at $x = 10.28$ m from the wave generator [39]. These values for the carrier and modulation frequency are within the tolerance-range of the wave maker, which is limited to a highest possible frequency of 2 Hz. This implies that $\kappa_0 = 3.06$ and $\kappa_\infty = 5.02$, and the initial steepness is $\varepsilon = 0.14$; thus, wave breaking is most likely prevented. With these parameters, we obtain $\Omega_0 = 1.67 < \sqrt{3}$, but allowing us to observe one FPU cycle in the tank length. Eight resistive wave gauges were deployed at distances of 1.45, 8.95, 13.30, 14.40, 17.45, 20.50, 22.65, and 24.30 m, enabling to characterize the wave train evolution before, during, and after the depth transition. Measurements at the first wave gauge ($x = 1.45$ m) are used to reconstruct, by conventional Hilbert-transform and bound mode filtering [40], the envelope used for numerical integration of the NLSE [Eq. (2)], including linear dissipation resulting from inclined beds [41].

In order to reconstruct the phase-space trajectories described above and map them into Fig. 2(d), we have to directly Fourier-transform the surface elevation to extract the amplitude of the central mode and of the (unstable) $\pm \Omega$ and (stable) $\pm 2\Omega$ sidebands [Figure 3(a)], as well as the relative phase $\psi$ between the carrier and the unstable sidebands [Figure 3(c)]. The $\pm \Omega$ sidebands grow until $x \approx 14$ m, i.e., the location where the depth step (gray band) stabilizes them to a relatively constant value, preventing the FPU recurrence. The central mode evolves in a complementary way. Simultaneously, the relative phase of the first side modes stops growing. The simulations based on the NLSE reproduce quantitatively this behavior, with a stabilization of the sidebands to a high value and a stop to the growth of the sideband phase [Figure 4(b, d)]. This behavior contrasts with both the measurements [Figure 4(e, g)] and the simulation [Figure 4(f, h)] on a uniform depth, for which the FPU recurrence is expected to occur before the end of the flume while the relative phase $\psi$ is steadily growing. The small discrepancy between the focal point of the AB chosen as initial condition and the actual measured value are to be ascribed to dissipation [42] and to higher-order physical effects, not included in the considered NLSE approach [43, 44].

Sidebands at $\pm 2\Omega$ stay below 6%.

![FIG. 3. Schematic of the water wave facility with artificial floor installation as employed in the experiment. Its dimensions are 30 × 1 × 1 m³. One end shows the piston-type wave maker and the other end an inclined wave absorber with an artificial grass layer. On top we display the exact positions of the wave gauges.](image)

![FIG. 4. Sideband evolution of the AB-type surface water wave over the adopted bathymetry with the depth step (a–d), and the constant flat bottom $h_0$ (e–h). (a, c, e, g) show the sideband dynamics as identified from the eight gauge measurements, connected by a linear interpolation, and (b, d, f, h) the corresponding NLSE-simulated evolution. (a, b, e, f) show the sideband fractions $\eta_0, \eta_1, \eta_2$ of modes at frequencies 0 (carrier), $\pm \Omega$, and $\pm 2\Omega$, respectively, whereas (c, d, g, h) show the phase $\psi$ of first-order sidebands (modes at $\pm \Omega$) relative to the carrier frequency, i.e., $\eta_0 \equiv |V(\xi, 0)|^2/N$, $\eta_1 \equiv (|V(\xi, \Omega)|^2 + |V(\xi, -\Omega)|^2)/N$, and $\eta_2 \equiv (|V(\xi, 2\Omega)|^2 + |V(\xi, -2\Omega)|^2)/N$, and $\psi \equiv \text{Arg}[V(\xi, n\Omega)]$, where $V$ denotes the Fourier transform of $V$.](image)
and compare them to simulated results. While over a flat bottom the system is ejected outside of the separatrix and displays unlocked phase growth, the bathymetry step forces the trajectory inside the separatrix, clearly shown by phase locking at $\psi \approx 0$.

By estimating $T_{nl}$ from the depth, carrier frequency, and the experimental value of $V_0 \sqrt{N}$, we derive the normalized detuning values: before the step, at $x = 8.95$ m, $\Omega_0 \approx 1.67$, while after, at $x = 14.40$ m, the value of $\Omega_\infty \approx 1.34$ is indeed very close to the theoretical optimal as in Eq. (8).

The effect of the depth step is even more visible by looking at the contrast $C \equiv 1 - \frac{\min(|U|)}{\max(|U|)}$ of the temporal envelope modulation, averaged over all the modulation cycles comprised in the measured waveform [Figure 5(b)]. The contrast rises up to 1 in the AB focusing region (“inspiration” phase of the AB). On a flat bottom, it symmetrically decays after the focus (AB “expiration”) due to the FPU recursion. In contrast, the bathymetry step locks the contrast to its maximum value. The simulations based on the NLSE reproduce well this behavior. Analogous results can be achieved from near-AB conditions, as detailed in Supplemental Material S3 [8].

To summarize, we have found the theoretical conditions for the dynamic stabilization of unstable nonlinear waves. While the approach applies to any system described by the NLSE, and could be therefore easily generalized to other dynamical models, we have experimentally confirmed it in the specific case of hydrodynamics. A sharp change in water depth simultaneously modifies the dispersion and nonlinearity coefficients experienced by surface gravity wave packets, thus dramatically modifying their dynamical behaviour. In the case of ABs, the separatrix expands and ends up enclosing the system trajectory, which is stabilized around an elliptic fixed point (center). This jump can be described as the optimal matching of an initial AB solution to a steady dnonoidal solution of the universal NLSE, illustrating the generality of this wave control process. This approach contrasts with that of a slow “adiabatic” evolution of the system over several envelope oscillations, that also results in similar system stabilization [8], and from stabilization mechanisms where dissipation plays a key role [10]. We anticipate that this cross-disciplinary approach will be further explored in other nonlinear dispersive media and will improve understanding of extreme wave control and transformation through a change of the waveguiding and consequently wave propagation characteristic parameters.
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S1. THREE-WAVE TRUNCATION AND HAMILTONIAN FORMALISM

In this Supplemental Material, we detail how a three-wave truncation [1–3] can also be successfully applied to study
the separatrix dilation process.

This approach provides good qualitative estimates for generic initial conditions where only one unstable sideband
is included in the initial conditions. Compared to exact NLSE solutions we rely on in the main text, it allows us
(i) to obtain a closed form condition for optimal freezing, which, however, differs from Eq. (8) of the main text,
thus requiring to be comparatively tested; (ii) to establish a set of reduced variables and the associated phase-plane,
on which the infinite-dimensional dynamics can be projected to obtain a clear insight. This projection has been
proficiently used in the main text even beyond the truncated case for the matching of exact solutions (AB, dnoidal).

A. The three-wave system for the depth-varying NLSE

Let us substitute the Ansatz $V(\xi, \tau) = A_0(\xi) + A_1(\xi)e^{i\Omega \tau} + A_{-1}(\xi)e^{-i\Omega \tau}$ in the NLSE [Eq. (2) of the main text]. By retaining only the terms oscillating at the frequencies 0 and ±Ω, we obtain the three-wave system of ODEs (prime stands for d/dξ)

\[
\begin{align*}
    iA_0' &= \gamma(|A_0|^2 + 2|A_1|^2 + 2|A_{-1}|^2)A_0 + 2\gamma A_1A_{-1}A_0', \\
    iA_1' &= \beta\Omega^2 A_1 + \gamma(|A_1|^2 + 2|A_{-1}|^2)A_1 + \gamma A_{-1}A_0^2, \\
    iA_{-1}' &= \beta\Omega^2 A_{-1} + \gamma(|A_{-1}|^2 + 2|A_0|^2 + 2|A_1|^2)A_{-1} + \gamma A_0^2A_1.
\end{align*}
\]

By introducing squared amplitudes $\zeta_n$ and phases $\phi_n$ of the three modes, and substituting $A_n = \sqrt{\zeta_n} \exp i\phi_n$, $n = -1, 0, 1$, in Eq. (S1), we notice that the phases appear only through the overall combination $\psi = \frac{\phi_1 + \phi_{-1}}{2} - \phi_0$ defined in the main text. Moreover, it is easy to observe that the total energy $E \equiv \zeta_0 + \zeta_1 + \zeta_{-1}$ as well as the sideband imbalance $\chi \equiv \zeta_1 - \zeta_{-1}$ are conserved. It is thus convenient to define the sideband fraction $\eta \equiv \frac{\zeta_1 + \zeta_{-1}}{E}$ so that $\eta \in [0, 1]$. These definitions are used for Figs. 2(d), 4 and 5 of the main text.

Then some trivial algebra allows one to reduce Eq. (S1) as

\[
\begin{align*}
    \psi' &= -\beta\Omega^2 + \gamma E \left[ \frac{3\eta}{2} - 1 \right] + \eta E S \cos 2\psi \left[ 1 + \frac{\eta(\eta - 1)}{S^2} \right], \\
    \eta' &= 2\gamma E S (\eta - 1) \sin 2\psi,
\end{align*}
\]

with $S = [(\eta - \tilde{\chi})(\eta + \tilde{\chi})]^\frac{1}{2}$, where $\tilde{\chi} \equiv \frac{\chi}{E}$ is the normalized imbalance.

The system (S2) is integrable in Liouville sense. For the sake of simplicity, we consider only the case of balanced
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sidebands $\tilde{\chi} = 0$, yielding $S = \eta$. This is the most relevant for our theory and experiments and allows us to cast Eqs. [S2] in the following Hamiltonian form

$$H^{(\xi)}(\psi, \eta) \equiv \tilde{\gamma}E\eta(\eta - 1)\cos 2\psi + \tilde{\gamma}E\left(\frac{3\eta^2}{4} - \eta\right) - \beta\Omega^2\eta$$

(Eq. S3)

Further, by letting $X \equiv E\int_0^\xi \tilde{\gamma}(y)dy$, the system [S3] can be recast in the following final form of 1 d.o.f. integrable system,

$$\dot{\psi} = \frac{\partial H^{(X)}}{\partial \eta}; \dot{\eta} = -\frac{\partial H^{(X)}}{\partial \psi}; H^{(X)}(\psi, \eta) = \eta(\eta - 1)\cos 2\psi + \alpha\eta + \frac{3}{4}\eta^2,$$

(Eq. S4)

where the dot denotes the derivative with respect to $X$.

The dynamics of Eq. (S4) in the phase-plane is governed by the single parameter $\alpha$ which accounts for the normalized frequency detuning of the sidebands

$$\alpha \equiv -\left[\frac{\beta\Omega^2}{\tilde{\gamma}E} + 1\right] = \left(\frac{\Omega}{\Omega_M}\right)^2 - 1 = -4a_{AB} + 1,$$

(Eq. S5)

where $\Omega_M \equiv \sqrt{\frac{1}{2}} V_0$ is the dimensional detuning of the peak MI gain and $a_{AB}$ the well known parameter of the AB. In terms of this parameter, modulational instability (MI) occurs for $|\alpha| \leq 1$, with the peak gain being obtained for $\alpha = 0$, whereas $\alpha = 1$ corresponds to the MI frequency cut-off.

B. Fixed points

The bifurcation analysis of Eq. (S4) shows the existence of equilibria or fixed points $(\eta_c, \psi_c)$:

1. $\eta_c = 0$, $\psi_c = \frac{\cos^{-1}\alpha}{2}$ (i.e., the background, a saddle point in the MI regime $|\alpha| < 1$, a center otherwise);
2. $\eta_c = \eta_c^{lock} = \frac{2(1-\alpha)}{\sqrt{\gamma}}, \psi_c = 0, \pi$ (i.e., phase locked eigenmodes, centers (elliptic points) for $|\alpha| \leq 1$);
3. $\eta_c = 1$, $\psi_c = \frac{\cos^{-1}(\frac{\alpha}{2} - \frac{1}{2})}{2}$ (i.e., sideband mode, a center for $\alpha > -\frac{1}{2}$, a saddle otherwise);
4. $\eta_c = 2(1 + \alpha)$, $\psi_c = \frac{\pi}{2} + m\pi$, (i.e., centers for $-1 < \alpha \leq -\frac{1}{2}$).

The fixed points directly relevant to the mechanism of separatrix dilation are the first two. The first one represents the unstable background which, in phase-plane, is the saddle (in the MI-unstable range of frequencies), from which a separatrix emanates. The separatrix is nothing but the three-mode approximation of the AB. The second one stands for the three-mode truncation of two, mutually out of phase, dnoidal waves into which the dynamics could be stabilized. The third and fourth fixed points are not relevant for the present dynamics. Indeed, the sideband eigenmode is relevant only for the opposite situation of a small central frequency amplified at the expense of strong sidebands, not considered here. Furthermore, the last fixed point exists only in the lower half of the MI gain curve ($\Omega \leq \frac{\Omega_M}{2}$), where the three-wave truncation obviously breaks down since higher-order MI set in, which is ruled by additional unstable sideband pairs at $\pm n\Omega$, $n \in \mathbb{Z}$.

C. Three-wave stabilization condition

The condition for optimal stabilization based on the three-wave truncation can be obtained by means of a simple argument, as follows. We assume to start on the separatrix characterized by level $H^{(X)}(\eta, \psi|a_0) = 0$ with $\alpha = \alpha_0$ (here, subscripts 0, $\infty$ denote the value of $\alpha$ before and after the jump, as in the main text). We impose that the change of depth occurs at the farthest point along the orbit (corresponding to maximum amplification and compression in the AB), which can be easily found to be $\eta = \eta_{\text{max}} = \frac{4(1-\alpha_0)}{\sqrt{\gamma}}$. Then, we look for the value $\alpha = \alpha_{\text{lock}}$ for which $\eta_{\text{max}}$ becomes an elliptic point $\eta_{\text{lock}}$ of the new Hamiltonian $H^{(X)}(\eta, \psi|\alpha_{\text{lock}})$ after the transition. We obtain the following relation
FIG. S1: Comparison of the matching condition based on the full NLSE solutions (AB, dn-oidal; Eq. (8) in the main text, solid blue line) with the matching condition in Eq. (S6) obtained in the three-wave approximation (red dashed line). The dotted black line corresponds to the MI gain and the light blue shaded region corresponds to the accessible region for stabilization determined in the main text, i.e., $[\sqrt{3}, 2]$.

$$\alpha_\infty = 2\alpha_0 - 1.$$ (S6)

Compared with Eq. (8) of the main text, Eq. (S6) establishes a different relation between the normalized frequencies before and after the jump. In Fig. S1 we contrast how $\Omega_\infty$ depends on $\Omega_0$ as prescribed by the two matching conditions [Eq. (8) and Eq. (S6)], in the spectral region of interest (shaded domain). As shown, Eq. (S6) implies a smaller $\Omega_\infty$, thus requiring a larger depth jump.

We also emphasize that, when the jump is designed to fulfill Eq. (S6), the three-wave dynamics gives rise to an ideal freezing into the fixed point. However, even under the validity of Eq. (S6), the freezing is no longer ideal in the full NLSE dynamics, due to the impact of higher-order harmonics. This is shown in the next section, see Fig. S3.

S2. ADDITIONAL NUMERICAL RESULTS

In this Supplemental Material, our aim is to present more extensive numerical results to illustrate in more detail the principle of stabilization. In particular, our specific goals are: (i) to explore the dynamics for larger distances compared with those available in the experimental facility; (ii) to compare the dynamics under the different matching conditions [Eq. (8) in the main text based on AB-dnoidal matching versus Eq. (S6) based on 3-wave truncation]; (iii) to show that the principle of stabilization is not limited to initial conditions lying strictly on the separatrix or AB, but works equally well for near-separatrix dynamics, too. To this purpose, a three-wave (carrier and a first-order sideband pair) initial condition is chosen with a relative phase adjusted to lie either outside or inside the separatrix.

First, we simulate identical frequencies and jump condition as in the main text [$\Omega_0 = 1.67$, jump determined by Eq. (8)]. We use as initial condition an AB focusing at $\xi = 14$ m as in the experiment; no damping is included. However the total propagation distance is chosen to be longer (up to 50 m) to appreciate the overall effect of the jump in the long range.

As shown in Fig. S2(a), the stabilization obtained under the optimal condition [Eq. (8)] is fairly good. The background component stays nearly constant after the jump, while the first- and second-order sidebands exhibit spurious residual quasi-periodic oscillations, which turn out to be mutually out of phase. Figure S2(b) confirms (as already noticed in Fig. 4(c-d) of the main text that, after the jump, the phase exhibits small oscillations around the phase of the elliptic point $\psi_e = 0$ (see solid black line). In order to compare with the three-wave approach, we have also reported in Fig. S2(a), as a dotted black line, the sideband fraction of the elliptic point $\eta_e^{lock}$. The discrepancy
FIG. S2: Results of the numerical integration of the NLSE with same parameters as in Fig. 4 of the text and longer distance. In panel (a) we show the evolution of sideband norm fractions of the background $\eta_0$, first-order sidebands $\eta_1 \equiv \eta$, and second-order sidebands $\eta_2$. The fixed point $\eta_2$ predicted by the three-wave is shown as a black dotted line. The dash-dotted purple line shows the evolution of depth (units on the right vertical axis). Panel (b) shows the relative phase [as in is the Figs. 4(c-d) of the main text], as well as of the MI parameter $\alpha$ defined for the three-wave system (red dashed line, units on the right vertical axis).

FIG. S3: Results of the numerical integration of the NLSE projected on the three-wave phase plane $(\eta \cos \psi, \eta \sin \psi)$, with initial condition on the AB. We compare the case ruled by the matching condition in Eq. (8) of the main text (solid line with changing hue) with the analog simulation (dashed cyan line) for the step condition corresponding to Eq. (S6), i.e., from $\kappa_0 = 3$ to $\kappa_\infty = 7$.

which can be noticed in Fig. S2(a) between the average value of $\eta$ obtained from numerical simulations and $\eta_\text{lock}$ must be ascribed to the loss of accuracy of the three-wave truncation $\eta_\text{lock}$ yields $\alpha_\infty = -0.208$, instead of the optimal value shown in Fig. S2(b), i.e., -0.05.

Second, we compare in Fig. S3 the stabilization dynamics ruled by the full NLSE for two different jumps, chosen to obey Eq. (8) of the main text or Eq. (S6), respectively. In order to have a graphic phase-plane representation, we extract from the NLSE dynamics the main Fourier components (background wave and first-order sidebands) and
FIG. S4: Same as Fig. S2 for three-wave excitation with a pair of symmetric sidebands with sideband fraction $\eta_0 = 0.05$. (a,b) input amplitude modulation or in-phase case $\psi_0 = 0$, leading to inner near-separatrix orbit; (c,d) input frequency modulation, $\psi_0 = \pi/2$, leading to outer near-separatrix orbit.

project the evolution on the reduced phase-plane ($\eta \cos \psi, \eta \sin \psi$). The solid line with changing hue displays the projection that arises for the matching in Eq. (8) (same run as in Fig. S2). As shown, the evolution starts near the saddle in the origin and evolves around the unstable manifold of the separatrix up to the maximum growth of the sideband where the depth jump sets in. After the transition, only quasi-periodic small oscillations around the stable equilibrium occur. Importantly, however, such oscillations become much stronger for the case in which the jump fulfills the three-wave condition Eq. (S6) (see dashed line in Fig. S3 clearly up to the jump the dynamics is indistinguishable in the two cases). Therefore, we conclude that the recipe given by Eq. (8) is more accurate to achieve stabilization via separatrix dilation, compared with the simplified constraint in Eq. (S6).

Finally, in Fig. S4 we report evidence that the stabilization scheme based on separatrix dilation is effective also when the initial condition is not chosen strictly on the AB, but rather involves near-separatrix orbits which give rise to periodic evolutions (Fermi-Pasta-Ulam dynamics) in the absence of the depth jump. To this end, we report examples of NLSE evolution obtained by starting with three-waves with 5% input fraction (in the norm sense) in the sidebands and $\Omega_0 = 1.67$ as above. The position of the step is adjusted to correspond to the maximum conversion distance and its amplitude is according to Eq. (8). We choose the input phase in order to have both inner ($\psi_0 = 0$, see in Fig. S4(a-b)) or outer ($\psi_0 = \pi/2$, see Fig. S4(c-d)) near-separatrix orbit. In both cases, the simulations show that a fairly good stabilization can be achieved. The discrepancies can be ascribed to the fact that exact solutions of the NLSE predict finite sideband amplitudes at $\pm n \Omega$, while we consider only a three-wave initial condition and the perturbation is non-negligible. In Supplemental Material S3, the experimental test performed for $\psi_0 = \pi/2$ are discussed.

S3. ADDITIONAL EXPERIMENTAL DETAILS AND RESULTS

In this Supplemental Material, we present further additional measurements performed with three-wave input, in order to provide more details on the validity of our approach under more general initial conditions.

The experimental facility is the same as in the main text, sketched in Fig. 3. In Fig. S4 we report the time series of the experimental results discussed in the paper. The amplitudes of Fourier components in the main text are obtained through Fourier analysis and post-processing of these traces.

Then, we report in Figs. S6, S7, S8 an example of experimental results achieved by exciting only three harmonic components, instead of the temporal profile of the AB. This experiment is carried out using an initial value of $\eta_0 = 0.11$ and an initial relative phase of $\psi = \pi/2$, where both sidebands have the same amplitude. The carrier frequency is $f_0 = 1.52$ Hz and the modulation frequency (sideband detuning) is $f_m = 0.18$ Hz, resulting in a nominal input dimensionless detuning $\Omega_0 = 1.7$ and a steepness $\epsilon = 0.14$. This results in a variation of $\kappa$ from 3.06 to 5.02. The simulations included for comparison a dissipation coefficient of 0.0046 m$^{-1}$ according to Ref. [4], which gives a good agreement with norm damping, and results in a decay of approximately 10% between the first and last gauges. This is the same value used in Figs. 4-5 in the main text.

The experimental value of normalized frequency ranges from $\Omega_0 = 1.73$, as measured at the 8.95 m gauge before
FIG. S5: Surface elevation for the experimental study case on the main text. (a) Bathymetry used in the experimental setup (the colors correspond to the respective experiment in panels (b) and (c), the position of the wave-gauges are shown in black dotted lines. (b) Wave height at each recorded position for the experiment with variable bathymetry, multiplied by a factor 20, the grey stripe indicates the position of the step. (c) Wave height at each recorded position for the experiment with constant bathymetry, multiplied by a factor 20.

According to the theory exposed in the main text, the expected optimal for the freezing condition is very close: $\Omega_\infty = 1.45$. Comparing Figs. S7 and S8 to Figs. 4 and 5 in the main text, we notice that the behavior is qualitatively similar and the main conclusion is that freezing can be achieved also by deviating from the AB initial conditions. On the other hand, the discrepancy between experiments and NLSE simulations shown in Fig. S7 consists mainly in a shift forward (along the tank) of the point of maximum conversion to the sidebands. This can be ascribed to higher-order effects and dissipation, which causes, in the regime of large input sidebands, deviations from the ideal phase-plane behavior. Indeed in this case the initial sideband amplitude represents a strong deviation compared with the value of the AB solution.
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FIG. S6: Surface elevation and envelope for the three-wave excitation. (a) Bathymetry used in the experimental setup, the position of the wave-gauges are shown in black dotted lines. (b) Wave height at each recorded position for the experiment with a step in bathymetry, multiplied by a factor 20, the grey stripe indicates the position of the step.

FIG. S7: (a,c) Experimental and (b,d) simulated evolutions of (a,b) the sideband fractions $\eta_0$, $\eta_1$, $\eta_2$ of modes at frequencies $0$ (carrier), $\pm \Omega$, and $\pm 2\Omega$, respectively, and (c,d) the phase of the first sidebands with respect to the carrier. The NLSE simulations include here damping and are extended to twice the length of the tank to illustrate the effectiveness of our approach.
FIG. S8: (a) Projection over the phase plane ($\eta \cos \psi, \eta \sin \psi$) of experimental trajectories in Fig. S6-S7 (green open circles and solid line) compared with NLSE simulations with the step (green dashed line) and flat bottom (for comparison; red dashed line), respectively. The simulations last up to 50 m. (b) Corresponding evolutions of envelope contrast as defined in the main text.