The Reasonable Crowd: Towards evidence-based and interpretable models of driving behavior
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Abstract—Autonomous vehicles must balance a complex set of objectives. There is no consensus on how they should do so, nor on a model for specifying a desired driving behavior. We created a dataset to help address some of these questions in a limited operating domain. The data consists of 92 traffic scenarios, with multiple ways of traversing each scenario. Multiple annotators expressed their preference between pairs of scenario traversals. We used the data to compare an instance of a rulebook [1], carefully hand-crafted independently of the dataset, with several interpretable machine learning models such as Bayesian networks, decision trees, and logistic regression trained on the dataset. To compare driving behavior, these models use scores indicating by how much different scenario traversals violate each of 14 driving rules. The rules are interpretable and designed by subject-matter experts. First, we found that these rules were enough for these models to achieve a high classification accuracy on the dataset. Second, we found that the rulebook provides high interpretability without excessively sacrificing performance. Third, the data pointed to possible improvements in the rulebook and the rules, and to potential new rules. Fourth, we explored the interpretability vs performance trade-off by also training non-interpretable models such as a random forest. Finally, we make the dataset publicly available to encourage a discussion from the wider community on behavior specification for AVs. Please find it at \url{github.com/bassam-motional/Reasonable-Crowd}.

I. INTRODUCTION

Designing and testing a safe autonomous vehicle (AV) critically depends on a system-level specification of the desired driving behavior [2]. Determining such a specification is difficult. AVs balance a complex set of objectives, such as driving safely and comfortably, complying with numerous traffic laws, getting to a destination, and generally meeting ethical and cultural expectations of reasonable driving behavior [1], [3]–[9]. There is no consensus on a driving behavior specification that balances these considerations, nor does there exist a standard framework for such a specification.

We expect a model for specifying driving behavior to be both interpretable and evidence-based. Indeed, the US National Highway Traffic Safety Administration (NHTSA) encourages AV developers “to have a documented process for the assessment, testing, and validation of a variety of behavioral competencies [including] obeying traffic laws, following reasonable road etiquette, and responding to other vehicles or hazards.”

Interpretable models have been proposed to specify or validate the driving behavior of AVs [1], [10]–[12]. Central to this paper is the Rulebooks approach [1], which proposes a set of interpretable rules endowed with a priority structure to rank driving behaviors. The priority structure can be a pre-order [1] or a total order over equivalence classes [13]. We also examine interpretable Machine Learning (ML) models, including Bayesian networks, decision trees, and linear support vector machines, as well as non-interpretable ML models such as random forests and neural networks to explore the interpretability vs performance trade-off.

Currently, there does not exist publicly available preference data to validate, develop and compare models of driving behavior. We created a dataset consisting of annotators’ preferences between two ways of navigating the same traffic situation. We then used this dataset to compare and contrast the Rulebooks approach with the ML methods enumerated above. Furthermore, we make the dataset publicly available to encourage a public discussion on how AVs should behave and to stimulate research on driving behavior models. Please find it at \url{github.com/bassam-motional/Reasonable-Crowd}.

The main contributions of this paper are as follows:

- We compare different driving specification models, drawing from different fields, based on accuracy, interpretability, and ease of implementation.
- We use the data to gather insights on the Rulebooks approach proposed in [1].
- We provide an annotated dataset to accelerate the development and testing of driving behavior specifications.

We organized the paper as follows. Sec. II reviews related work. Sec. III discusses the Reasonable Crowd dataset. Sec. IV presents the rulebooks model and the ML models we use in this study. In Sec. V, we evaluate the performance of these models against the dataset, and discuss the results.

II. RELATED WORK

Two main types of data have been used to help determine reward or cost functions that set the desired behavior of an autonomous agent. The first is human demonstrations, which are popular in Inverse Reinforcement Learning. Demonstrations are used in [14]–[16] to learn a reward function that is a weighted sum of hand-designed features $\phi_j(\cdot)$:

$$\Phi(s) = \sum_{j=1}^{k} w_j \phi_j(s),$$  \hspace{1cm} (1)$$

where the $w_j$ are weights learned from data. Gaussian processes are used in [17] to capture complex reward structures. The authors of [18] use deep learning to determine
a margin to the satisfaction of each rule based on context. Deep learning is also used in [19]–[21] to compute a reward function. By deviating from Eq. (1), these approaches sacrifice interpretability, but do not quantify the resulting performance gain. In this paper, we explore the trade-off between interpretability and performance.

The second type is preference data, where annotators indicate their preferences between trajectories. In most studies, the wisdom of the crowd, rather than experts, determines these preferences. Using the crowd has a long history [22], and in ML many datasets and studies make use of it such as [23], [24]. The authors of [25]–[27] use preference data to learn a reward or cost function similar to Eq. (1). A more general linear cost function that includes context and features with learnable parameters is proposed in [28]. Our work is closest to [25], [26]. However, we do not use active learning. Instead, we create more realistic data at a much larger scale, with more diverse traffic scenarios selected to highlight trade-offs between driving rules.

Both types of data have their drawbacks. As suggested in [29], [30], it is desirable to use both to determine behavior specifications. Human demonstrations are more realistic but also more difficult to obtain, especially for rare or dangerous traffic scenarios. With preference data obtained from simulations, it is possible to query different aspects of driving behavior in diverse traffic scenarios by constructing multiple trajectories for comparison in each scenario. However, simulation data has its limitations. For example, it is difficult for annotators to judge comfort and speed from a simulation.

Finally, while there is no consensus on how to best validate and compare behavior specifications for AVs, different strategies are emerging. The CARLA challenge is a public benchmark based on closed loop simulation [31]. A closed-loop ML-based planning benchmark for autonomous driving from human demonstrations is under development [32]. Furthermore, some metrics can be estimated on large public perception datasets such as nuScenes [33]. For example, in [34], collision rates are estimated by determining when the planned trajectory will overlap with other vehicles in the future. Note that this study is based on a large private perception dataset. Our dataset could be another strategy to test behavior specifications. It has a lower barrier to entry, and can test more nuanced aspects of driving behavior such as road etiquette expectations related to clearance.

III. THE REASONABLE CROWD DATASET
We present the details of the dataset we use.

A. Terminology
We use the following terminology to describe the dataset:

- Ego: the AV whose behavior we examine.
- Map: the topology of the road network and the static environment (e.g., buildings, road markings).
- Trajectory: An agent’s path on the map as a function of time.
- Scenario: a map populated with other agents, their starting positions, and their trajectories.

Fig. 1: The maps used in this study. Map U is an urban environment with 4-way intersections. Map S is a small suburban environment.

- Realization: a scenario and ego’s trajectory through it.
- Operating domain: the driving and environment conditions ego encounters.

B. Data
We created 576 realizations spread over 92 scenarios. The realizations are not representative of safe AV behavior. We only use the dataset to evaluate rules and different models of driving behavior.

We manually constructed some of the scenarios. To increase their diversity and complexity, we used an in-house traffic simulator to produce many candidate scenarios and realizations and then manually selected some of them.

We used an old version of an in-house 3D driving simulator to render the scenarios. These renderings add immersion and allow annotators to ingest complex scenarios. Nonetheless, our rendering quality has limitations. For example, the renderings do not always clearly show whether a collision occurred, which reduced the quality of our annotations.

Our operating domain is limited to sunny weather in the two simple environments shown in Fig. 1. We do not include traffic lights, stop signs, bicycles or other personal mobility devices, or cars reversing. Since the performance of the models we study depends on our data’s distribution, we strove to create a dataset with an adequate coverage of our operating domain. Broader operating domains will necessitate principled approaches to ensure appropriate coverage of scenarios. Finally, we note that for simplicity we fixed the agents’ behavior. Agents do not react to ego’s trajectory.

C. Annotations
On Amazon Mechanical Turk, we showed annotators videos of ego traversing the same scenario in two different ways. We asked them to pick the video exhibiting more reasonable driving behavior, as shown in Fig. 2. Sixty-five annotators compared 1682 unique realization pairs. We collected 40560 annotations, with multiple different annotators annotating each realization pair. We did this to reduce noise and because preferences for driving behaviors vary across different humans - there is no objectively best way to drive.

To collect quality annotations, we recruit annotators with more than 3000 approved tasks and an approval rating ≥ 97%. We require that they have more than 20000 miles of
driving experience in North America (based on a question-
naire asking about transportation habits). They must also pass
a test consisting of pairs that are easy to compare. Despite
these qualifications, annotations can be noisy (see Fig. 3
for example annotations). This had limited impact on our
analysis because when comparing realizations we aggregate
annotations into the ground-truth labels of +1 and -1.

Finally, we designed our dataset to contain realizations
that are of varying difficulty to compare. When deployed,
realizations that make difficult trade-offs. To get a sense of the variety in the difficulty of our dataset,
table I shows the number of realization pairs stratified by
the level of inter-annotator agreement

\[
a(w_1, w_2) = \frac{n_{w_1 > w_2} - n_{w_2 > w_1}}{(n_{w_1 > w_2} + n_{w_2 > w_1})},
\]

(2)

where \( w_1 \) and \( w_2 \) are two realizations, and \( n_{w_1 > w_2} \) is the
number of annotators that preferred realization \( w \) over re-
alization \( w' \). The closer \( a \) is to 0, the less consensus there
was among annotators regarding that pair, and so the more
difficult the comparison.

### IV. INTERPRETABLE MODELS FOR DRIVING BEHAVIOR

In this section, we present the models that we investigate.
To achieve interpretability, all models take as an input inter-
pretable rules we hand-crafted independently of the dataset.

#### A. Rules

A **rule** specifies a desired driving behavior [1] based
on traffic laws, local culture, or consumer expectations.
Examples include “stay in lane” and “drive under the speed
limit”. Appendix I presents the rules we used in this study.

We evaluate rules over ego’s trajectory in a realization. A
**violation metric** is a function specific to a rule that takes as
input a realization, and outputs a **violation score** that captures
the degree of violation of the rule by ego’s trajectory over the
duration of the realization [1]. For example, we can define
the violation score for the “drive under the speed limit” rule
as the square \( (L2) \) norm of how much ego drives faster than the
speed limit over the duration of the realization [13].

Fig. 4 provides an overview of the diversity of violation
scores in our dataset. In each realization, ego violated on
average 4 rules. In only about 4% of realizations, ego did not
violate any rules. The vehicle clearance rules and the “Stay
in lane” rule were violated most often, whereas collisions
and pedestrian clearance rule violations were much less
prevalent. Most rule violations are uncorrelated, however
some correlations are unavoidable, such as between “Avoid
collisions with Vulnerable Road Users (VRUs)” and “Maint-
ain clearance with pedestrians off/on the road” rules.

#### B. Rulebooks

A **rulebook** defines relative priorities of rules by imposing
a priority structure, which can be a pre-order [1], or a total
order over equivalence classes [13]. In this study, we use
the pre-order priority structure from Ref. [1], in which a
rulebook is a tuple \( (R, \leq) \), where \( R \) is a finite set of rules
and \( \leq \) is a pre-order on \( R \). We can represent a rulebook as a
directed graph. Each node is a rule and an edge between
two rules indicate their relative priorities (see Fig. 5 for an
example). Formally, a directed edge from \( r \in R \) to \( r' \in R \) means that \( r \leq r' \) \( (r' \) has a higher priority than \( r \).
Note that, using a pre-order, two rules can be in one of three relations:
one has a higher priority than the other, both have the same
priority, or both are incomparable. Two rules in a pre-order
graph are incomparable if neither is an ancestor of the other.
This means that the rulebook does not specify a preference
between violating one rule over the other. For example, the
rulebook may specify that it is indifferent between violating
vehicle clearance to the right or left of ego.

In this study, we use the rulebook presented in Fig. 5,
which we refer to as RB. Subject-matter experts designed
RB, without access to the Reasonable Crowd dataset. We
emphasize that the purpose of including RB in this work
is not to propose a specific rulebook as the correct driving
behavior specification, but rather to explore how to assess and
potentially improve the performance of a rulebook against
preference-based data.

We use Definition 5 of [1] to rank realization pairs accord-
ing to RB and violation scores for ego’s trajectory in each
realization. RB prefers a realization \( w_1 \) to a realization \( w_2 \)
(i.e., RB considers \( w_1 \) to be more reasonable than \( w_2 \)) if the
highest priority rule that \( w_1 \) violates has a lower priority than
the highest priority rule that \( w_2 \) violates. If both realization
pairs violate the same highest priority rule, then the RB
prefers the realization with the smaller violation score. A
realization pair is incomparable if the highest priority rules
that each one of the realizations violate are incomparable, or
if both realizations do not violate any rules.

#### C. ML Models

The ML community has developed various interpretable
models, such as logistic regression (LR) and decision trees

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{0.0} & [0.2, 0.4] & [0.4, 0.6] & [0.6, 0.8] & [0.8, 1] \\
\hline
\text{Counts} & 180 & 146 & 325 & 268 & 763 \\
\hline
\end{array}
\]
Fig. 3: Example realization pairs from the dataset. The realizations can be seen in their entirety by clicking on the links in this caption. A: Trade-off of left vs right vehicle clearance. 11 out of 14 annotators chose A-1 over A-2. B: Trade-off of a VRU collision vs vehicle collision. 29 out of 34 annotators chose B-1 over B-2. C: Trade-off of various degrees of pedestrian off road clearance violations. 0 out of 14 annotators chose C-1 over C-2. D: Trade-off of various degrees of pedestrian on road clearance violations. 33 out of 34 annotators chose D-1 over D-2. E: Examples of realizations with pedestrians crossing a crosswalk. 13 out of 20 annotators chose E-1 over E-2. F: Trade-off of a major violation of right vehicle clearance vs a minor violation of driving on the correct side of the road. 0 out of 14 annotators chose F-1 over F-2.

Fig. 4: Overview of rule violations in the dataset. A: number of violations per realization. B: violation frequency per rule. Appendix I lists and details the rules.

We summarize the models’ inputs and outputs as follows:

$$f(v(w_1) − v(w_2)) = \begin{cases} +1 & w_1 \text{ is more reasonable} \\ -1 & \text{otherwise} \end{cases}$$

(3)

where $f$ represents the model and $w_1, w_2$ are two realization the model compares. $v(w)$ contains the violation scores of a realization $w$:

$$v = \left( v_1(w) \ v_2(w) \ \ldots \ v_{14}(w) \right)^T \in \mathbb{R}_{\geq 0}^{14}$$

(4)

where for $i = 1, 2, \ldots, 14$ $v_i(w) \geq 0$ is the violation score of rule $r_i$ for the realization $w$. If $w$ violates $r_i$, then $v_i(w) > 0$ with larger values indicating more severe violations. Otherwise, $v_i(w) = 0$ indicates no violation of $r_i$. Note that for simplicity, we limit the ML model’s inputs to be the difference in $w_1$’s and $w_2$’s violation scores.

V. EXPERIMENTS

A. Evaluation setup

To compare RB (presented in Fig. 5) with the ML models, we need to address a specific characteristic of RB: the presence of incomparable rules, and therefore potentially incomparable realizations. With RB, we obtain 118 incomparable realization pairs out of 1682 pairs. Most of these 118
pairs are incomparable due to \( r_{10} \) and \( r_{11} \) being the highest priority rules that the realizations violate, and other ones are due to realizations not violating any rule (see Fig. 4A). We show an example of an incomparable pair in Fig. 3A, where A-1 violates \( r_{10} \) more than A-2, but violates \( r_{11} \) less.

When RB abstains from comparing two realizations, we use a decision tree trained on the data and at most 4 levels deep, which doesn’t lower interpretability much because of the intuitive structure of a decision tree. We denote this augmented RB by RB+DT.

We use classification accuracy as our main metric to measure performance. Accuracy is the percentage of realization pairs \((w_1, w_2)\) correctly classified as \(w_1\) more reasonable than \(w_2\) or vice versa. We determine the ground truth labels by using the Bradley Terry model [35] and the annotations to assign a score to each realization. We label a pair \((w_1, w_2)\) as +1 if we score \(w_1\) higher than \(w_2\), and -1 otherwise.

Since by its nature the dataset is balanced (for every realization pair \((w_1, w_2)\), a pair with the opposite ground-truth label is \((w_2, w_1)\)), we argue that the use of accuracy as a metric is reasonable.

We also provide two more metrics that give a more nuanced view on performance.

First, we stratify accuracy based on inter-annotator agreement given by Eq. (2) which relates to the difficulty of classifying a particular realization pair. Second, since multiple annotators compared the same realization pair, an annotator doesn’t always agree with the ground truth labels. Therefore, we can compare the model to each annotator by determining who agreed more with the ground truth labels of pairs that that annotator annotated. We denote by \( L \) the percentage of annotators that the model lost to. We only consider annotators who annotated at least 10 distinct pairs for this metric.

Because of the limited size of our dataset, we use repeated nested cross-validation (CV) for accurate metric estimation [36]. An outer CV loop divides the data into 5 folds, with each fold used as a test set. An inner CV loop divides the remaining data into 10 folds to determine the ML models’ hyperparameters. We repeat this process 10 times. Note that each of the folds contain mutually exclusive scenarios.

### B. Results

Fig. 6 shows the performance of the different models. Moreover, Table II shows detailed metrics for some of the models. To get a sense of what counts as good performance, Fig. 7 shows the distribution of how well annotators (that annotated at least 10 unique realization pairs) agreed with the ground truth labels.

Many ML models can output a confidence score for each realization pair \((w_1, w_2)\). We’d expect that this score correlates with the inter-annotator agreement \( a(w_1, w_2) \) even though we trained the ML models with only binary labels. Our trained models indeed exhibit such a correlation. The Pearson correlation coefficient between them are \( 0.66 \pm 0.05 \) and \( 0.73 \pm 0.05 \) for LR and RF, respectively, implying that datapoints with higher inter-annotator agreement tend to be further away from a ML model’s decision boundary.

### C. Discussion

Our results suggest that, even with a limited set of rules, models can adequately capture driving behavior in diverse scenarios with different agent types and road geometries.

The RF’s accuracy is particularly competitive with the annotator’s median agreement of 84.1\% with the ground truth labels. If we impose interpretability, the performance

---

Fig. 5: RB: the rulebooks we use to compare realizations. Rules \( r_4 \) and \( r_5 \) are incomparable, as are the pairs \((r_{10}, r_{11})\), \((r_{12}, r_{13})\), and \((r_{12}, r_{14})\). Appendix I provides full rule names and descriptions.

Fig. 6: Different models’ performance on the dataset. Appendix II defines the ML models RBFSVM, NN, RF, BN, LSVM, LR and DT. Sec. V-A defines RB+DT. RB+DT is our rulebook augmented with a decision tree. Note that the accuracy of the unaugmented RB on the realization pairs it could compare is 78.9\%. The dashed line is the annotators’ median agreement with the ground truth labels (84.1\%).
TABLE II: Detailed Metrics. Appendix II defines RF, LR and DT. Sec. V-A defines RB+DT and $L$. RB+DT is our rulebook augmented with a decision tree. $L$ is the percentage of annotators a model loses to on ground-truth labels.

| Model     | Accuracy (in %) | $L$ (in %) | Accuracy (in %) stratified by $a \in [0, 0.2]$ | $L(0.2, 0.4)$ | $L(0.4, 0.6)$ | $L(0.6, 0.8)$ | $L(0.8, 1]$ |
|-----------|----------------|------------|-----------------------------------------------|----------------|----------------|----------------|----------------|
| RF        | 82.3 ± 2.4     | 61.4 ± 11.2| 60.9 ± 6.6                                    | 65.2 ± 8.7     | 75.7 ± 3.9     | 82.7 ± 4.8     | 93.3 ± 1.9     |
| LR        | 79.1 ± 2.5     | 70.5 ± 7.4 | 54.3 ± 8.2                                    | 65.3 ± 9.5     | 70.6 ± 5.3     | 80.8 ± 5.4     | 90.4 ± 3.0     |
| DT        | 76.4 ± 3.5     | 76.5 ± 8.5 | 56.5 ± 6.7                                    | 65.1 ± 8.1     | 72.2 ± 3.8     | 75.4 ± 5.5     | 86.4 ± 3.1     |
| RB+DT     | 78.4 ± 2.8     | 76.8 ± 8.3 | 57.4 ± 5.9                                    | 66.2 ± 7.1     | 72.4 ± 4.5     | 75.4 ± 5.7     | 86.8 ± 3.4     |

Fig. 7: Distribution of annotators’ agreement with the ground-truth labels for annotators with at least 10 annotations. The median agreement is 84.1%.

Data can also inform improvements to individual rules and RB. Through the dataset, we found two potential types of improvements to the rules. First, preference data or human demonstrations can help calibrate free parameters in rules. For example, the data suggested that the clearance threshold chosen for $r_4$ may be too restrictive. In Fig. 3C, RB considered an $r_4$ violation for C-2. Inspecting the data, we saw that the crowd did not consider this violation and found ego’s lane change in C-1 to avoid an $r_4$ violation to be conservative. We also realized that the dependence of the clearance threshold on speed in $r_5$ may be too lenient. For example, in Fig. 3D, D-1 has a larger violation of $r_5$ than D-2. The annotations suggest a need to increase $r_5$’s dependence on ego’s speed to obtain a larger violation of $r_5$ by D-2 in which ego’s speed is much higher than in D-1.

Second, data can help determine what important rules are missing. For example, we identified comfort- and crosswalk-related rules as necessary to specify the desired driving behavior. For example, in Fig. 3E, we identified missing yielding rules to give the right of way on the crosswalk to the crossing pedestrian.

The data also indicates a potential limitation with a strict pre-order priority structure for a rulebook. Fig. 3C shows a pair of realizations exhibiting a trade-off between violations of $r_{10}$ and $r_8$. F-1 shows a large violation of $r_{10}$ while F-2 shows a minor violation of the higher priority rule $r_8$. Nonetheless, all annotators chose F-2 as being more reasonable. In such trade-offs, a less strict priority structure could ignore a higher priority rule if the violation is below a threshold learned from data.

VI. CONCLUSIONS AND FUTURE WORK

Setting the desired behavior of AVs is a complex problem that involves numerous stakeholders. In the absence of a widely accepted definition of reasonable driving behavior, data plays an important role in capturing societal preferences. The use of explainable features like rules derived from traffic laws or reasonable expectations can greatly reduce the complexity of the problem and improve the interpretability of models that specify driving behavior. Rules can also simplify AV design and testing by providing machine-readable and objective criteria. However, rules alone are insufficient without a model for resolving trade-offs between them.

On preference data with a limited operating domain for ego, we found that machine-learned models that leverage a small number of rules achieve a performance comparable to that of human annotators. A rulebook hand-crafted independently of the data performed comparably to all of the
Although our rulebook’s hierarchical structure presents some limitations (e.g., the inability to trade off different degrees of violation between rules), it can enforce well-accepted preferences (e.g., prioritizing safety over road etiquette). Moreover, the simplicity of our rulebook’s graphical pre-order makes it by far the most interpretable among the models we studied. As the number of rules and amount of data grows, we foresee using combinatoric methods to optimize the rulebook’s priority structure.

The data helped us identify improvements in the rule formulations and better understand the strengths and limitations of different behavior specification models. We hope that this study and the release of the data will stimulate a broader discussion on the desired behavior of AVs and spur innovations in methodologies to specify this behavior. We identify several areas of further work, including methodologies to leverage the data to construct the best-fitting rulebook, comparison of rule-based models against models trained on richer scenario data (e.g., birds-eye view embeddings), and the development of hybrid models that combine the advantages of hierarchical models with more flexible models.

Furthermore, our dataset has room for improvement. It is of a limited size and covers a limited operating domain. For future datasets, we also recommend that annotators comment on their choice after each annotation to increase annotation quality. Moreover, more insightful data can be generated with the use of active learning in the rule violation feature space.
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APPENDIX I

RULES

- $r_1$ “Avoid collisions with VRUs”: registers a violation every time there is a collision with a VRU.
- $r_2$ “Avoid collisions with vehicles”: registers a violation every time there is a collision between ego and other vehicles. The violations of $r_1$ and $r_2$ increase with the severity of impact.
- $r_3$ “Stay in the drivable area”: registers a violation when ego drives off the road, e.g. into a sidewalk. The further ego creeps out of the road, the higher the violation.
- $r_4$ “Maintain clearance with pedestrians off the road”: registers a violation when ego comes too close to pedestrians that are off the road surface, e.g. on the sidewalk. The closer ego gets, the higher the violation.
- $r_5$ “Maintain clearance with pedestrians on the road”: registers a violation when ego comes too close to pedestrians that are on the road surface. The clearance thresholds for $r_4$ and $r_5$ increase with ego’s speed.
- $r_6$ “Signal intent to maintain clearance with VRU on direct path”: registers a violation when ego fails to decelerate enough to acknowledge the presence of a VRU on its path. This rule can be violated when $r_5$ is not. $r_6$ is about perceived safety for other road users.
- $r_7$ “Yield to vehicles”: registers a violation when other vehicles with the right-of-way have to divert from their course because ego failed to yield to them (even if they avoid a collision or near-collision).
- $r_8$ “Drive on the correct side of the road”: registers a violation when ego drives against the direction of traffic. The longer it is on the wrong side of the road, and the further into the wrong lane, the higher the violation.
- $r_9$ “Maintain clearance with parked car”: registers a violation when ego drives too close to a parked car.
- $r_{10}$ “Maintain clearance with vehicles on the right”: registers a violation when ego drives too close to a vehicle to its right.

- $r_{11}$ “Maintain clearance with vehicles on the left”: registers a violation when ego drives too close to a vehicle to its left.
- $r_{12}$ “Maintain clearance with vehicles on the front”: registers a violation when ego drives too close to a vehicle in front of it.
- $r_{13}$ “Drive under the speed limit”: registers a violation when ego drives too fast. The longer above the speed limit, and the higher the speed, the higher the violation.
- $r_{14}$ “Stay in lane”: registers a violation when ego crosses a lane boundary (even if legal). The further ego creeps into another lane, the higher the violation.

APPENDIX II

ML MODELS

- Logistic Regression (LR): A classifier which uses a weighted linear combination of input features followed by the logistic function. We use the Binary Cross Entropy loss, and skip the bias term in our model. The weight of $L2$ regularization and the number of training iterations are hyperparameters we tune.
- Decision Tree (DT): A classification decision tree works by recursively splitting the data into two parts based on each rule. We use the gini criterion. The maximum depth of the tree is a hyperparameter we tune.
- Random Forest (RF): An ensemble method where we use multiple decision trees to make predictions and take the majority vote to produce classification label. Hyperparameters include the maximum depth of a tree and the number of decision trees.
- Support Vector Machine (SVM): A classifier that tries to find the maximum margin separating hyperplanes between classes. We use the hinge loss and $L2$ regularization. We use the following two types of SVMs:
  - Linear SVM (LSVM): This models linear decision boundary in the feature space. The strength of regularization is a hyperparameter used here.
  - SVM with Radial Basis Function (RBF-SVM): RBF is a Gaussian function applied to the input data. Strength of regularization and scale of the Gaussian function are hyperparameters we tune.
- Neural Networks (NN): They consist of multiple layers with each layer usually comprising of a linear operation followed by a non-linear activation. We use Binary Cross Entropy loss. Hyperparameters include number of epochs to train, learning rate, $L2$ regularization strength and number of units in a single hidden layer.
- Bayesian Networks (BN): Generative model that represents variables and their conditional dependencies with a directed acyclic graph. A BN classifier estimates the probability of selecting one of the realizations $w_1$ or $w_2$ given, for each rule, a binary specification of which realization violated the rule more. We used a one-dependence Bayesian classifier using Chow-Liu’s algorithm [37].