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Abstract

We develop a new variational approach on level sets aiming towards convergence rate analysis of a variable Bregman proximal gradient (VBPG) method for a broad class of nonsmooth and nonconvex optimization problems. With this new approach, we are able to extend the concepts of Bregman proximal mapping and their corresponding Bregman proximal envelopes, Bregman proximal gap function to nonconvex setting. Properties of these mappings and functions are examined. An aim of this work is to provide a solid foundation on which further design and analysis of VBPG for more general nonconvex optimization problems are possible. Another aim is to provide a unified theory on linear convergence of VBPG with a particular interest towards proximal gradient methods. Central to our analysis for achieving the above goals is an error bound in terms of level sets and subdifferentials (level-set subdifferential error bound) along with its links to other level-set error bounds. As a consequence, we have established a number of positive results. These newly established results not only enable us to show that any accumulation of the sequence generated by VBPG is at least a critical point of the limiting subdifferential or even a critical point of the proximal subdifferential with a fixed Bregman function in each iteration, but also provide a fresh perspective that allows us to explore inner-connections among many known sufficient conditions for linear convergence of various first-order methods. Along the way, we are able to derive a number of verifiable conditions for level-set error bounds to hold, obtain linear convergence of VBPG, and derive necessary conditions and sufficient conditions for linear convergence relative to a level set for nonsmooth and nonconvex optimization problems.
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1 Introduction

This paper studies the following nonconvex and nonsmooth optimization problem:

\[
(P) \quad \min_{x \in \mathbb{R}^n} \quad F(x) = f(x) + g(x)
\]

where \( f : \mathbb{R}^n \to (-\infty, \infty] \) is a proper lower semi-continuous (l.s.c) function that is smooth (may be nonconvex) in \( \text{dom} f \), and \( g : \mathbb{R}^n \to (-\infty, \infty] \) is a proper l.s.c possible nonconvex and nonsmooth function. We say that (P) a convex problem (a fully nonconvex problem) if both \( f \) and \( g \) are convex \( (\text{both } f \text{ and } g \text{ are nonconvex}) \).

Problem (P) arises naturally in diverse areas such as compressed sensing [13, 20], machine learning and statistics [45]. In such settings, \( f \) can be viewed as the data fitting part and \( g \) can be used to preserve structures such as sparsity, low-rankness, etc, to solutions of (P). Typically these problems are of large scale. As a consequence, first-order methods and their enhanced versions are viewed to be a practical way to solve (P) with a huge number of decision variables [29, 17, 34].

In this paper, by incorporating a Newton-like approach in each iteration, we propose to solve (P) by a general variable Bregman proximal gradient (VBPG) method. Based on the pioneering work (Auxiliary Principle Problem) of Cohen [17], an iterative scheme of the VBPG method for (P) can be stated as follows

\[
x^{k+1} \in \arg \min_{x \in \mathbb{R}^n} \left\{ \langle \nabla f(x^k), x - x^k \rangle + g(x) + \frac{1}{\epsilon_k} D^k(x^k, x) \right\},
\]

where \( D_k \) is a variable Bregman distance like function. The classical proximal gradient (PG) method is simply by choosing \( D^k(x, y) = \frac{1}{2} \| x - y \|^2 \). Other useful choices of variable proximal distance like functions include to choose \( D^k(x, x^k) = \frac{1}{2} \| x - x^k \|^2_{A^k} \) for Newton-like methods, where \( A^k \) is an approximation of the Hessian \( \nabla^2 f(x^k) \) or a diagonal matrix. The second-order information through \( D^k \) can be used to accelerate the rate of convergence of the method. See [9, 10, 15] for
details. Another choice is the Jacobi regularization method with

\[ D_k(x, x^k) = \sum_{i=1}^{N} \left[ f(R_k^i(x)) + \frac{1}{2} \| x_i - x_i^k \|_2^2 \right], \]

where \( R_k^i \triangleq (x_1^k, \ldots, x_{i-1}^k, x_i, x_{i+1}^k, \ldots, x_N^k) \), and \( B_i \) are positive definite matrices [4]. The VBPG method can also be combined with extrapolation, proximal alternating linearization (see Algorithm 2.2, Algorithm 3.1 of [17]) and line search process (see [54]). The VBPG method for the general nonsmooth case is given in [18].

From a historical and broad viewpoint, theory of error bounds (EB) has long been known playing an important role in optimization theory [11, 32], and a central role in the convergence and convergence rate analysis of various iterative methods [36]. In fact well-known notions in variational analysis, such as calmness, metric regularity, and submetric regularity to name a few, are all defined in terms of error bounds. As we are interested in finding an optimal solution, or a critical point, or an optimal value for (P), it is very natural to look at the following types of error bounds: the first type EB is an inequality that bounds the distance from a set of test points to a target set (e.g., critical-point set of (P), optimal solution set of (P), or a level set of \( F \)) by a residual function; while the second type error EB is an inequality that bounds certain absolute values of the difference between function \( F \) values at a set of test points and a target value (e.g., a critical value of \( F \), or the optimal value of (P)) by a residual function. These inequalities are evidently very useful in the convergence and rate convergence analysis of iterative optimization methods. In particular, when such inequalities are known with computable residual functions, they provide valuable quantitative information about the iterates by iterative optimization methods, and form a basis for convergence analysis, convergence rate analysis, and finite termination criteria for these iterative methods. In this regard, prominent examples in optimization of first type error bounds include Hoffman’s error bound [26], sharp minimum [19, 38], weak sharp minima [12, 11, 44] (which will be termed level-set sharpness error bound in the latter sections of this paper), Robinson’s error bound on polyhedral multifunctions [40]. Pioneering contributions to second type error bounds include Polyak [37] and Lojasiewicz inequality [30] although the latter inequality is not given in the context of optimization.

An aim of this work is to build a comprehensive error-bound based mathematical theory for problem (P) with a particular interest on applications to convergence rate analysis of VBPG. As a general PG method is a special version of the VBPG method, a brief review of literature on existing results on convergence rate analysis of the PG method is in order.

It has been known that various first-order methods for (P) being a convex problem exhibit a convergence rate of \( O(1/k) \) or \( O(1/k^2) \) sublinear rates [9, 10, 34]. If it is further assumed that \( f \) is
strongly convex and $g$ is convex, then it has been proved that PG methods can achieve a global linear convergence rate in terms of sequences of objective function values [14]. However, strongly convexity is too restrictive to be satisfied in many practical problems. To remediate this challenge and find weaker alternatives that are sufficient to obtain linear convergence of PG and acceleration techniques, [33] has introduced several relaxations of strong convexity, and [43] has proposed a restricted scant inequality (RSI).

Recently there is a surge of interest in developing some first type error bound (EB) conditions that guarantee linear convergence for PG. A sample of such works includes Luo-Tseng EB [22, 31], quadratic growth condition [22], and metric subregularity condition [22, 50].

As evident from the early work of [37], second type EB conditions are also very useful. A recent success in optimization community is on various generalizations of the work [37] with the aid of the so called Kurdyka-Lojasiewicz (KL) property to obtain linear convergence of PG methods as well as a variety of other optimization methods [1, 15, 24]. [8] shows that the proximal gradient method has a linear convergence rate for functions satisfying KL property with exponent $\frac{1}{2}$; [28] studies various calculus rules for KL exponents and illustrates that the Luo-Tseng error bound along with a proper separation condition is sufficient for $F$ being a KL function with an exponent of $\frac{1}{2}$; [27] proposes a proximal-PL inequality that leads to an elegant linear convergence rate analysis for sequences of function-values generated by the PG method. We remark that the proximal-PL inequality condition combines and extends an idea originated from metric functions for variational inequalities (VI) by reformulating a VI as a constrained continuous differentiable optimization problem through certain gap functions, see [53, 55].

More recently, there are two major lines of research on error bound conditions to achieve linear convergence guarantee for gradient descent methods. The first line of research is to find connections among existing error bound conditions. For the nonsmooth convex problem (P), [50] establishes the equivalence of metric subregularity, proximal error bound, KL property and quadratic growth conditions; [27] gives the equivalence of proximal-PL inequality with KL property and the proximal error bound condition. One of the important works in this regard is [22], which studies the relationships among various EB conditions; [52] introduces a set of abstract error bound conditions as well as an abstract gradient method. Under the assumption of (cor-res-EB) condition, [52] establishes that the (cor-EB) condition is a necessary and sufficient condition for linear convergence. In [52], convex examples are given to illustrate these conditions. As nonconvex sparsity learning problems have received considerable attention in recent years, another major line of research is the study of (P) when (P) is fully nonconvex (by which we mean both $f$ and $g$ are nonconvex). When the non-convex sparsity-inducing penalties are introduced through the term $g$ of problem (P), a challenge
is how to develop efficient algorithms to solve these full nonconvex optimization problem with large scale data. [22] provides new convergence analysis for the fully nonconvex composite optimization with the term \( h(c(\cdot)) \), where \( c \in C^1 \) (see Section 9 of [22]). [48] uses a perturbation technique to study linear convergence of the PG method for full nonconvex problem (P) under calmness as well as various equivalent conditions to calmness.

Motivated by the above mentioned works for a quest for linear convergence of the PG method for (P), we are led to ask the following basic questions: What are fundamental properties associated with \( F \) itself so that linear convergence of VBPG is guaranteed? Could a property possibly weaker than K-L property exist to ensure linear convergence of VBPG? As well understood in variational analysis, properties of a function relate very naturally to the level sets of the function. This leads us to look into error bounds involving level sets, subdifferentials and various level-set error bounds. A significant departure of our work from the above cited works is the use of level sets as target sets (see the definition of first type error bounds) to establish error bound conditions whereas the above cited works typically use optimal solution sets or sets of critical points (in the nonconvex case) as target sets to establish error bound conditions. The title of this work reflects our level-set based perspective for this study. As a result, we have discovered a number of interesting results on level sets of \( F \), revealed the roles of level-set based error bounds in establishing linear convergence of VBPG, and uncovered interconnections among level-set based error bounds and other known error bounds in the literature.

A goal of this work is to find the weakest possible conditions on \( F \) in terms of error bounds under which we are able to arrive at linear convergence of VBPG. Specifically, such conditions should meet the following requirements

(i) In the fully nonconvex setting (i.e., both \( f \) and \( g \) are nonconvex), the conditions are sufficient for \( R \)-linear convergence of vector sequences generated by VBPG. Moreover, all known sufficient conditions for linear convergence of PG methods imply the conditions.

(ii) The conditions along with their associated theorems will provide a unique perspective that allows us to make connections with many known conditions in the literature which are shown to guarantee the linear convergence of PG.

In this work, we provide an answer to the about questions in terms of error bounds involving level sets and subdifferentials and will illustrate that these error bound conditions have met the above requirements. In addition to the above contributions, we also provide necessary conditions and sufficient conditions for linear convergence with respect to level sets for VBPG. To our knowledge, this is the first comprehensive work on convergence rate analysis of VBPG. Moreover, a number of new results obtained in this work for VBPG are also new results even for the PG method. We
believe tools and concepts used in our analysis for VBPG could be readily adopted for convergence rate analysis of more broad classes of iterative optimization methods.

As this comprehensive work examines and establishes numerous error bound conditions and results, we supply Figure 1 in Section 6 and Figure 2 in Section 7 to aid the reader to see easily inner relationships of these conditions and results.

The remaining part of this paper is structured as follows. Section 2 provides notation and preliminaries. Section 3 introduces level-set analysis, and studies level-set type error bounds. Section 4 and section 5 present the results on convergence and linear convergence analysis for VBPG respectively. Section 6 investigates connections of various level-set error bounds established in this work with other existing error bounds. Section 7 lists known sufficient conditions to guarantee the existence of level-set subdifferential error bounds.

2 Notations and preliminaries

Throughout this paper, $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ denote the Euclidean scalar product of $\mathbb{R}^n$ and its corresponding norm respectively. Let $C$ be a subset of $\mathbb{R}^n$ and $x$ be any point in $\mathbb{R}^n$. Define

$$\text{dist}(x, C) = \inf \{\|x - z\| : z \in C\}.$$ 

When $C = \emptyset$, we set $\text{dist}(x, C) = \infty$.

The definitions we will use throughout the paper on subdifferential calculus are standard in variational analysis ([41] and [32]).

Definition 2.1 ([41]) Let $\psi: \mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\}$ be a proper lsc function.

(i) The domain of $\psi$, denoted by $\text{dom} \ \psi$, is $\{x \in \mathbb{R}^n : \psi(x) < +\infty\}$.

(ii) For each $\overline{x} \in \text{dom} \ \psi$, the Fréchet subdifferential of $\psi$ at $\overline{x}$, written $\partial_F \psi(\overline{x})$, is the set of vectors $\xi \in \mathbb{R}^n$, which satisfy

$$\liminf_{\substack{y \to x \\ y \neq x}} \frac{1}{\|x - y\|} \left[ \psi(y) - \psi(\overline{x}) - \langle \xi, y - x \rangle \right] \geq 0.$$ 

If $x \notin \text{dom} \ \psi$, then $\partial_F \psi = \emptyset$.

(iii) The limiting-subdifferential ([32]), or simply the subdifferential for short, of $\psi$ at $\overline{x} \in \text{dom} \ \psi$, written $\partial_L \psi(\overline{x})$, is defined as follows:

$$\partial_L \psi(\overline{x}) := \{\xi \in \mathbb{R}^n : \exists x_n \rightarrow x, \psi(x_n) \rightarrow \psi(\overline{x}), \xi_n \in \partial_F \psi(x_n) \rightarrow \xi\}. $$
(iv) The proximal subdifferential of $\psi$ at $\bar{x} \in \text{dom} \psi$ written $\partial_P \psi(\bar{x})$, is defined as follows:

$$\partial_P \psi(\bar{x}) := \{ \xi \in \mathbb{R}^n : \exists \rho > 0, \eta > 0 \text{ s.t. } \psi(x) \geq \psi(\bar{x}) + \langle \xi, x - \bar{x} \rangle - \rho \|x - \bar{x}\|^2, \forall x \in B(\bar{x}; \eta) \}.$$

where $B(\bar{x}; \eta)$ is the open ball of radius $\eta > 0$, centered at $\bar{x}$.

Definition 2.2 ([3, 7, 8, 41, 47]) Let $\psi : \mathbb{R}^n \rightarrow [-\infty, \infty]$.

(i) A lsc function $\psi$ is said to be prox-regular at $\bar{x} \in \text{dom} \psi$ for subgradient $\nu \in \partial_L \psi(\bar{x})$, if there exist parameters $\eta > 0$ and $\rho \geq 0$ such that for every point $(x, \nu) \in \text{gph} \partial \psi$ obeying $\|x - \bar{x}\| < \eta$, $|\psi(x) - \psi(\bar{x})| < \eta$, and $\|\nu - \bar{\nu}\| < \eta$ and $\nu \in \partial_L \psi(x)$, one has

$$\psi(x') \geq \psi(x) + \langle \nu, x' - x \rangle - \frac{\rho}{2}\|x' - x\|^2, \quad \text{for all} \quad x' \in B(\bar{x}; \eta) \quad (3)$$

(ii) A lsc function $\psi$ is said to be uniformly prox-regular around $\bar{x} \in \text{dom} \psi$, if there exist parameters $\eta > 0$ and $\rho \geq 0$ such that for every point $x, x' \in B(\bar{x}; \eta)$ and $\nu \in \partial_L \psi(x)$, one has

$$\psi(x') \geq \psi(x) + \langle \nu, x' - x \rangle - \frac{\rho}{2}\|x' - x\|^2. \quad (4)$$

(iii) A lsc function $\psi$ is semi-convex on $\text{dom} \psi$ with modulus $\rho > 0$ if there exists a convex function $h : \mathbb{R}^n \rightarrow \mathbb{R}$ such that $\psi = h(x) - \frac{\rho}{2}\|x\|^2$, one has

$$\psi(y) \geq \psi(x) + \langle \xi, y - x \rangle - \frac{\rho}{2}\|y - x\|^2, \forall \xi \in \partial_L \psi(x). \quad (5)$$

(iv) A lsc function $\psi$ is lower-$C^2$ on an open set $V$ if at any point $x$ in $V$, $\psi$ appended with a quadratic term is a convex function on an open neighborhood $V'$ of $x$.

It is well-known [41, 7] that the following relations hold for a given proper lsc $\psi$.

Convex $\Rightarrow$ Semi-convex $\Rightarrow$ Lower-$C^2$ on any open set $\Rightarrow$ uniformly prox-regular around $x \in V$ $\Rightarrow$ prox-regular at all $x \in V$

For a local version of semi-convex, see Definition of 4.2 in [47]. Nonconvex regularization term $g$ such as DC function [25], the smoothly clipped absolute derivation (SCAD) [23] and the minimax concave penalty (MCP) [51] are standard semi-convex function.

Clearly the following always holds: $\partial_P \psi(x) \subset \partial_L \psi(x) \subset \partial_L \psi(x)$. When $\psi$ is a convex function, we have $\partial_P \psi(\bar{x}) = \partial_L \psi(\bar{x})$. For a semi-convex function $\psi$ at $\bar{x}$ on $B(\bar{x}; \eta)$ with $\eta > 0$, then $\partial_P \psi(x) = \partial_L \psi(x)$ for all $x \in B(\bar{x}; \eta)$.

Throughout the rest of this paper, we make the following assumption on $f$ and $g$. 
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Assumption 1 (H) 

(i) $f : \mathbb{R}^n \to (-\infty, \infty]$ is a nonconvex differentiable function with $\text{dom } f$ convex and with its gradient $\nabla f$ being $L-$Lipschitz continuous on $\text{dom } f$.

(ii) $g$ is continuous on $\text{dom } g$, and $\text{dom } g$ is a convex set.

(iii) $F$ is level-bounded i.e., the set $\{x \in \mathbb{R}^n | F(x) \leq r\}$ is bounded (possibly empty) for every $r \in \mathbb{R}$.

A few remarks of Assumption 1 are in order. By Theorem 3.2.12 of \[35\], the following descent property of $f$ holds

$$\frac{L}{2} \|y - x\|^2 + \langle \nabla f(x), y - x \rangle \geq f(y) - f(x) \quad \forall x, y \in \text{dom } f.$$ 

From (i) and (ii), $\text{dom } F$ is a convex set. In addition, as a consequence of (iii), the optimal value $F^*$ of (P) is finite and the optimal solution set $X^*$ of (P) is non-empty.

For problem (P), by Exercise 2.3 of \[16\], if $x \in \mathbb{R}^n$ is a local minimizer of $F$, then

$$0 \in \partial_P F(x). \quad (6)$$

A point satisfying (6) is called a proximal critical point. The set of all proximal critical points of $F$ is denoted by $\bar{X}_P$. By Assumption $\text{I}$ a global minimier exists for problem (P). Hence, we have that $\bar{X}_P \neq \emptyset$ since $\bar{X}_P$ contains all global minimizers of (P). For the limiting subdifferential case, we can define the limiting critical point defined as:

$$\bar{X}_L := \{x | 0 \in \nabla f(x) + \partial_L g(x)\}.$$ 

Since $\partial_P g(x) \subseteq \partial_L g(x)$, we have $\bar{X}_P \subseteq \bar{X}_L$ and they coincide when $\partial_P g(x) = \partial_L g(x)$.

Recall (Definition 1.23[11]) that $\psi : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ is prox-bounded if there exists $\lambda > 0$ such that

$$\inf_w \{\psi(w) + \frac{1}{2\lambda} \|w - x\|^2\} > -\infty \quad \text{for some } x \in \mathbb{R}^n.$$ 

The supremum of the set of all such $\lambda$ is the threshold $\lambda_\psi$ of prox-boundedness for $\psi$. A consequence of Assumption 1 is the prox-boundedness of $g$ and a calculus rule for $\partial_P F$. We state them as the following proposition.

**Proposition 2.1** Suppose that Assumption 1 holds. Then

(i) $g$ is prox-bounded and $\lambda_g \geq \frac{1}{L^2}$ (with $\frac{1}{L^2} = \infty$). Moreover, if $\psi = g + \text{affine function of } x$, then $\lambda_\psi = \lambda_g$.

(ii) $\partial_P F(x) = \nabla f(x) + \partial_P g(x)$.
Proof. By Assumption 1, there is some \( x_0 \) such that
\[
f(x) + g(x) \geq f(x_0) + g(x_0) \quad \forall x.
\]
As \( \nabla f \) is Lipschitz continuous with constant \( L \),
\[
g(x) - g(x_0) \geq -(f(x) - f(x_0)) \geq -\nabla f(x_0)^T(x - x_0) - \frac{L}{2}||x - x_0||^2 \quad \forall x.
\]
So
\[
-\frac{r_g}{2} = \liminf_{||x|| \to \infty} \frac{g(x)}{||x||^2} = \liminf_{||x|| \to \infty} \frac{g(x) - g(x_0)}{||x||^2} \geq \liminf_{||x|| \to \infty} \frac{-\nabla f(x_0)^T(x - x_0)}{||x||^2} - \frac{L}{2} \liminf_{||x|| \to \infty} \frac{||x - x_0||^2}{||x||^2} = -\frac{L}{2}.
\]
By Exercise 1.24 (d) of [11], \( g \) is prox-bounded. Again by the last part of Exercise 1.24, a simple computation shows \( \lambda_g = \frac{1}{\max(0, r_g)} \geq \frac{1}{L} \) (\( \infty \) if \( L = 0 \)). The assertion on \( \psi \) follows again from Exercise 1.24 (d) as
\[
-\frac{r_\psi}{2} = \liminf_{||x|| \to \infty} \frac{g(x)}{||x||^2} = \liminf_{||x|| \to \infty} \frac{\psi(x)}{||x||^2}.
\]
(ii) This follows from Proposition 2.3 of [48].

\[ \square \]

2.1 Variable Bregman distance and VBPG method

Recall a variable Bregman distance-like function has the form
\[
D^k(x, y) = K^k(y) - [K^k(x) + \langle \nabla K^k(x), y - x \rangle],
\]
where the core function \( K^k \) is strongly convex and gradient Lipschitz. The variable Bregman distance \( D^k \) measures the proximity between two points \( (x, y) \); that is, \( D^k(x, y) \geq 0 \), and \( D^k(x, y) = 0 \) if and only if \( x = y \).

Following [17], we propose to solve the partial nonsmooth and nonconvex problem of (P) by generating a sequence \( \{x^k\} \) via the following variable Bregman proximal gradient (VBPG) method:

\begin{align}
\text{Variable Bregman Proximal Gradient method (VBPG)}
\end{align}

Initialize \( x^0 \in \mathbb{R}^n \)
for \( k = 0, 1, \cdots \), do
\[
(\text{AP}^k) \quad x^{k+1} \in \arg\min_{x \in \mathbb{R}^n} \left\{ \langle \nabla f(x^k), x - x^k \rangle + g(x) + \frac{1}{\epsilon_k} D^k(x^k, x) \right\}. \tag{8}
\]
Within each iteration of the VBPG method, the objective function of the minimization subproblem (AP^k) consists of two parts: the sum of linearized f at x^k and g, and regularized term involving a variable proximal distance function part.
In the next section, we will provide conditions under which a solution of (AP^k) exists.

2.2 Bregman type mappings and functions and their properties

The analysis of convergence and rate of convergence for the VBPG method, essentially relies on Bregman type mappings and functions. Let K : \mathbb{R}^n \rightarrow (-\infty, \infty) be a twice differentiable function. The Bregman distance function associated with K is defined by

\[ D(x, y) = K(y) - [K(x) + \langle \nabla K(x), y - x \rangle]. \]

We have that \( \nabla_y D(x, y) = \nabla K(y) - \nabla K(x) \), and \( \nabla_x D(x, y) = \langle \nabla^2 K(x), x - y \rangle \). As a consequence, \( \nabla_y D(x, x) = 0 \). We now make the following standing assumption.

Assumption 2 (H_2)

(i) K is strongly convex with m and with its gradient \( \nabla K \) being M-Lipschitz.

(ii) The parameter \( \epsilon \) satisfies:

\[ 0 < \frac{\epsilon}{2} \leq \epsilon \leq \tau. \]

Under this assumption, Bregman function D satisfies:

\[ m\|x - y\|^2 \leq \langle \nabla_x D(x, y), x - y \rangle \leq M\|x - y\|^2, \]
\[ m\|x - y\|^2 \leq \langle \nabla_y D(x, y), y - x \rangle \leq M\|x - y\|^2, \]
\[ \|\nabla_y D(x, y)\| \leq M\|x - y\|, \]
\[ \frac{m}{2}\|x - y\|^2 \leq D(x, y) \leq \frac{M}{2}\|x - y\|^2. \]

Given a Bregman function D and a positive \( \epsilon \), the following mappings and functions will play a key role for the analysis of convergence and rate of convergence for the VBPG method.

Bregman Proximal Envelope Function (BP Envelope Function)

BP envelope function \( E_{D, \epsilon} \) is defined by

\[ E_{D, \epsilon}(x) = \min_{y \in \mathbb{R}^n} \{ f(x) + \langle \nabla f(x), y - x \rangle + g(y) + \frac{1}{\epsilon} D(x, y) \}, \quad \forall x \in \mathbb{R}^n, \]
which is expressed as the value function of optimization problem \((AP^k)\) (see (8)), where \(x^k\) is replaced by \(x\).

**Bregman Proximal Mapping**

Bregman proximal mapping \(T_{D,\epsilon}\) is defined by

\[
T_{D,\epsilon}(x) = \arg\min_{y \in \mathbb{R}^n} \langle \nabla f(x), y - x \rangle + g(y) + \frac{1}{\epsilon} D(x, y), \quad \forall x \in \mathbb{R}^n,
\]

which can be viewed as the set of optimizers of optimization problem \((AP^k)\), where \(x^k\) is replaced by \(x\). Generally speaking, \(T_{D,\epsilon}(x)\) could be multi-valued or even an empty set.

**Bregman proximal gap function (BP gap function)**

Another useful nonnegative function \(G_{D,\epsilon}\) (BP gap function) is defined by

\[
G_{D,\epsilon}(x) = -\frac{1}{\epsilon} \min_{y \in \mathbb{R}^n} \left\{ \langle \nabla f(x), y - x \rangle + g(y) - g(x) + \frac{1}{\epsilon} D(x, y) \right\}, \quad \forall x \in \mathbb{R}^n.
\]

Obviously, we have \(G_{D,\epsilon}(x) \geq 0\) for all \(x\). The following optimization problem is equivalent to the differential inclusion problem \(0 \in \partial F(x)\) associated with problem (P)

\[
\min_{x \in \mathbb{R}^n} G_{D,\epsilon}(x).
\]

The above mappings and functions enjoy some favorable properties. These properties are summarized in the following propositions.

**Proposition 2.2 (Non-emptiness of values of \(T_{D,\epsilon}\), global properties of Bregman type mappings and functions)** Let a Bregman function \(D\) be given. Suppose that Assumptions 7 and 2 hold, and that \(\epsilon \in (0, m/L)\). Then for any \(x \in \mathbb{R}^n\), (i) \(T_{D,\epsilon}(x)\) is nonempty and compact; moreover, for any given \(t_{D,\epsilon}(x) \in T_{D,\epsilon}(x)\), we have

\[
\begin{align*}
(ii) & \quad E_{D,\epsilon}(x) = F(x) - \epsilon G_{D,\epsilon}(x); \\
(iii) & \quad F(t_{D,\epsilon}(x)) \leq E_{D,\epsilon}(x) - \frac{1}{2}(m^2 - L)\|x - t_{D,\epsilon}(x)\|^2; \\
(iv) & \quad F(t_{D,\epsilon}(x)) \leq F(x) - \frac{1}{2}(m^2 - L)\|x - t_{D,\epsilon}(x)\|^2.
\end{align*}
\]

**Proof.**

(i): For any given \(x \in \text{dom \ (F)}\), since \(0 < \epsilon < m/L\), by Proposition 2.1,

\[
\{y \mid \langle \nabla f(x), y - x \rangle + g(y) + \frac{m}{2\epsilon} \|x - y\|^2 \leq \alpha\}
\]

is level-bounded for any \(\alpha \in \mathbb{R}\). For any \(y\), by assumption, we have

\[
\langle \nabla f(x), y - x \rangle + g(y) + \frac{D(x, y)}{\epsilon} \geq \langle f(x), y - x \rangle + g(y) + \frac{m}{2\epsilon} \|x - y\|^2.
\]
So the set
\[ \{ y \mid \langle \nabla f(x), y - x \rangle + g(y) + \frac{1}{\epsilon} D(x, y) \leq \alpha \} \subset \{ y \mid \langle \nabla f(x), y - x \rangle + g(y) + \frac{m}{2\epsilon}||x - y||^2 \leq \alpha \} \]
is level-bounded for any \( \alpha \in \mathbb{R} \). By Theorem 1.9 of [41], \( T_{D,\epsilon}(x) \) is non-empty and compact.

(ii): This follows immediately from the definitions \( G_{D,\epsilon}(x) \) and \( E_{D,\epsilon}(x) \).

(iii) & (iv):
\[
E_{D,\epsilon}(x) = f(x) + \langle \nabla f(x), t_{D,\epsilon}(x) - x \rangle + g(t_{D,\epsilon}(x)) + \frac{1}{\epsilon} D(x, t_{D,\epsilon}(x))
\geq f(t_{D,\epsilon}(x)) - \frac{L}{2}||x - t_{D,\epsilon}(x)||^2 + g(t_{D,\epsilon}(x)) + \frac{1}{\epsilon} D(x, t_{D,\epsilon}(x))
\tag{13}
\]
(since \( \nabla f \) is \( L \)-Lipschitz)

Thus
\[
F(t_{D,\epsilon}(x)) \leq E_{D,\epsilon}(x) - \frac{1}{\epsilon} D(x, t_{D,\epsilon}(x)) + \frac{L}{2}||x - t_{D,\epsilon}(x)||^2
\leq E_{D,\epsilon}(x) - \frac{1}{2}(\frac{m}{\epsilon} - L)||x - t_{D,\epsilon}(x)||^2
\tag{14}
\]
(since \( D(x, t_{D,\epsilon}(x)) \geq \frac{m}{2}||x - t_{D,\epsilon}(x)||^2 \) and \( \epsilon \leq \tau \))

\[
F(x) - \frac{1}{2}(\frac{m}{\epsilon} - L)||x - t_{D,\epsilon}(x)||^2 \quad \text{(by (ii)).}
\]

\[\square\]

**Proposition 2.3 (Properties of \( \partial P F \))** Suppose that Assumptions \( 1 \) and \( 2 \) hold. Then for all \( t_{D,\epsilon}(x) \in T_{D,\epsilon}(x) \) we have

(i) \( \xi = \nabla f(t_{D,\epsilon}(x)) - \nabla f(x) - \frac{1}{\epsilon} \nabla_y D(x, t_{D,\epsilon}(x)) \in \partial P F(t_{D,\epsilon}(x)) \);

(ii) \( \text{dist} \left( 0, \partial P F(t_{D,\epsilon}(x)) \right) \leq (L + \frac{M}{2})||x - t_{D,\epsilon}(x)|| \);

(iii) If \( x \in T_{D,\epsilon}(x) \), then \( 0 \in \partial P F(x) \).

Proof.

(i) Writing down the optimality condition of optimizer \( t_{D,\epsilon}(x) \in T_{D,\epsilon}(x) \) yields
\[
0 \in \nabla f(x) + \partial P g(t_{D,\epsilon}(x)) + \frac{1}{\epsilon} \nabla_y D(x, t_{D,\epsilon}(x)) \quad \text{(by Proposition 2.1 (ii))}
\tag{15}
\]
Let \( \xi = \nabla f(t_{D,\epsilon}(x)) - \nabla f(x) - \frac{1}{\epsilon} \nabla_y D(x, t_{D,\epsilon}(x)) \). Then we have
\[
\xi \in \partial P F(t_{D,\epsilon}(x)) = \nabla f(t_{D,\epsilon}(x)) + \partial P g(t_{D,\epsilon}(x)).
\tag{16}
\]
(ii) By the expression of $\xi$ in (i) and Assumption 2, we have
\[
\|\xi\| \leq \|\nabla f(t_{D,\epsilon}(x)) - \nabla f(x)\| + \frac{1}{\epsilon} \|\nabla y D(x, t_{D,\epsilon}(x))\|
\leq (L + \frac{M}{\epsilon}) \|x - t_{D,\epsilon}(x)\|,
\] which follows the desired statement.

(iii) The claim follows directly from statements (i) and (ii).

$\square$

**Proposition 2.4 (Continuity for $E_{D,\epsilon}(x), G_{D,\epsilon}(x)$ and $T_{D,\epsilon}(x)$)** Suppose Assumptions of Proposition 2 hold, if $\tau < \frac{m}{L}$, then function $E_{D,\epsilon}(x)$ and $G_{D,\epsilon}(x)$ are continuous, mapping $T_{D,\epsilon}(x)$ is closed and is continuous whenever $T_{D,\epsilon}(x)$ is single valued.

Proof. Let $\varphi(x, y) = f(x) + \langle \nabla f(x), y - x \rangle + \frac{1}{\epsilon} D(x, y)$, then we have $E_{D,\epsilon}(x) = \min_{y \in \mathbb{R}^n} \varphi(x, y) + g(y)$ and $T_{D,\epsilon}(x) = \arg \min_{y \in \mathbb{R}^n} \varphi(x, y) + g(y)$.

First, we show that $E_{D,\epsilon}(x)$ is u.s.c. Let $x_n \to x$. For $x_n$, there is $y_n \in T_{D,\epsilon}(x_n)$ such that $E_{D,\epsilon}(x_n) = \varphi(x_n, y_n) + g(y_n)$.

Since $E_{D,\epsilon}(x_n) = \min_{y \in \mathbb{R}^n} \varphi(x_n, y) + g(y) \leq \varphi(x_n, y_n) + g(y_n)$, then
\[
\lim_{x_n \to x} \sup E_{D,\epsilon}(x_n) \leq \varphi(x, y) + g(y) = E_{D,\epsilon}(x), \quad \text{(by the continuity of } \varphi(\cdot, y)\text{)}
\] which shows $E_{D,\epsilon}(x)$ is u.s.c.

Another hand, from Maximum theorem (Theorem 1, P115) in book of Berge [6], $E_{D,\epsilon}(x)$ is l.s.c, therefore the continuity of $E_{D,\epsilon}(x)$ is provided. Next, we will show the continuity of $T_{D,\epsilon}(x)$. For $x_n \to x$, any $y_n \in T_{D,\epsilon}(x_n)$, from (iii) of Proposition 2, we have
\[
\frac{1}{2} (\frac{m}{\epsilon} - L) \|x_n - y_n\|^2 \leq E_{D,\epsilon}(x_n) - F(y_n) \leq E_{D,\epsilon}(x_n) - F^*,
\] which shows that $T_{D,\epsilon}(x_n)$ is bounded when $x_n \to x$. Taking the subsequence \{x_{n'}\} ⊂ \{x_n\} such that $y_{n'} \in T_{D,\epsilon}(x_{n'})$, and $y_{n'} \to \hat{y}$.

By the continuity of $E_{D,\epsilon}(x)$, we have
\[
E_{D,\epsilon}(x) = \lim_{x_{n'} \to x} E_{D,\epsilon}(x_{n'}) = \lim_{x_{n'} \to x} \varphi(x_{n'}, y_{n'}) + g(y_{n'}) \geq \varphi(x, \hat{y}) + g(\hat{y}).
\] (since $g(\cdot)$ is l.s.c and $\varphi(\cdot, \cdot)$ is continuous)
which shows that \( \hat{y} \in T_{D,\epsilon}(\overline{x}) \) and \( T_{D,\epsilon}(x) \) is closed and continuous whenever \( T_{D,\epsilon}(x) \) is unique valued.

From the definition of BP envelope function and BP gap function, we have

\[
G_{D,\epsilon}(x) = \frac{1}{\epsilon} [F(x) - E_{D,\epsilon}(x)] .
\]

Therefore, \( G_{D,\epsilon}(x) \) is also continuous. \( \square \)

Before the end of this section, we introduce the following lemma about the generalized descent inequality. We use \( \mathcal{F}(\mathbb{R}^n) \) to denote the set of \( C^1 \)-smooth functions from \( \mathbb{R}^n \) to \((-\infty, +\infty] \); \( \Gamma(\mathbb{R}^n) \) the set of proper and lower semicontinuous functions from \( \mathbb{R}^n \) to \((-\infty, +\infty] \).

**Lemma 2.1 (Generalized descent inequality in the nonconvex case)** Suppose that Assumptions (i) and (ii) hold, for any \( t_{D,\epsilon}(x) \in T_{D,\epsilon}(x), x \in \mathbb{R}^n \), we have that

\[
a [F(t_{D,\epsilon}(x)) - F(u)] \leq b \|u - x\|^2 - \|u - t_{D,\epsilon}(x)\|^2 - c \|x - t_{D,\epsilon}(x)\|^2, \ \forall u \in \mathbb{R}^n \tag{21}
\]

where the values of \( a, b \) and \( c \) are given as follows:

1. \( a = 2, \ b = \frac{M}{\epsilon} + 2 + 3L \) and \( c = \frac{m}{\epsilon} - (L + 2) \), when \( f \in \mathcal{F}(\mathbb{R}^n) \) and \( g \in \Gamma(\mathbb{R}^n) \);
2. \( a = 2, \ b = \frac{M}{\epsilon} + 2 \) and \( c = \frac{m}{\epsilon} - (L + 2) \), when \( f \in \mathcal{F}(\mathbb{R}^n) \) convex and \( g \in \Gamma(\mathbb{R}^n) \);
3. \( a = \frac{2L}{m}, \ b = \frac{M}{m} + \frac{3L}{m} \) and \( c = 1 - \frac{L}{m} \), when \( f \in \mathcal{F}(\mathbb{R}^n) \) and \( g \in \Gamma(\mathbb{R}^n) \) convex;
4. \( a = \frac{2L}{m}, \ b = \frac{M}{m} \) and \( c = 1 - \frac{L}{m} \), when \( f \in \mathcal{F}(\mathbb{R}^n) \) convex and \( g \in \Gamma(\mathbb{R}^n) \) convex.

**Proof.** Denote \( \Delta = \langle \nabla f(x), t_{D,\epsilon}(x) - u \rangle + g(t_{D,\epsilon}(x)) - g(u) \). First, we estimate the lower bound of \( \Delta \):

\[
\Delta = \langle \nabla f(x), t_{D,\epsilon}(x) - u \rangle + g(t_{D,\epsilon}(x)) - g(u)
\]

\[
= \langle \nabla f(x), t_{D,\epsilon}(x) - x \rangle + \langle \nabla f(x), x - u \rangle + g(t_{D,\epsilon}(x)) - g(u)
\]

\[
\geq f(t_{D,\epsilon}(x)) - f(x) - \frac{L}{2} \|x - t_{D,\epsilon}(x)\|^2 + \langle \nabla f(x), x - u \rangle + g(t_{D,\epsilon}(x)) - g(u)
\]

(since \( f \) is gradient Lipschitz with exponent \( L \))

\[
= F(t_{D,\epsilon}(x)) - F(u) - \frac{L}{2} \|x - t_{D,\epsilon}(x)\|^2 + \frac{f(x) - f(u)}{\delta_1} - \langle \nabla f(x), u - x \rangle \tag{22}
\]

Next we estimate the term \( \delta_1 \) in (22). If \( f \in \mathcal{F}(\mathbb{R}^n) \) convex, we have \( \delta_1 \geq 0 \). For the case \( f \in \mathcal{F}(\mathbb{R}^n) \)
without convexity, we have that

\[
\delta_1 = f(u) - f(x) - \langle \nabla f(x), u - x \rangle \\
= f(u) - f(x) - \langle \nabla f(u), u - x \rangle + \langle \nabla f(x) - \nabla f(u), x - u \rangle \\
\geq -\frac{L}{2} \| u - x \|^2 - \| \nabla f(x) - \nabla f(u) \| \cdot \| x - u \| \\
\geq -\frac{3L}{2} \| u - x \|^2. \quad \text{(since } f \text{ is gradient Lipschitz with } L) \tag{23}
\]

Therefore, we have that

\[
\Delta \geq \begin{cases} 
F(t_{D,\epsilon}(x)) - F(u) - \frac{\epsilon}{2} \| x - t_{D,\epsilon}(x) \|^2 & \text{if } f \in F(\mathbb{R}^n) \text{ convex} \\
F(t_{D,\epsilon}(x)) - F(u) - \frac{\epsilon}{2} \| x - t_{D,\epsilon}(x) \|^2 + \frac{3L}{2} \| u - x \|^2 & \text{if } f \in F(\mathbb{R}^n) 
\end{cases} \tag{24}
\]

Now turn to estimate the upper bound of \( \Delta \). If \( g \in \Gamma(\mathbb{R}^n) \) and convex, the optimal condition of the minimization problem in Bregman proximal mapping (10) is given by the following variational inequality

\[
\langle \nabla f(x), t_{D,\epsilon}(x) - u \rangle + g(t_{D,\epsilon}(x)) - g(u) + \frac{1}{\epsilon} \langle \nabla K(t_{D,\epsilon}(x)) - \nabla K(x), t_{D,\epsilon}(x) - u \rangle \leq 0, \quad \text{(25)}
\]

or

\[
\Delta = \langle \nabla f(x), t_{D,\epsilon}(x) - u \rangle + g(t_{D,\epsilon}(x)) - g(u) \\
\leq \frac{1}{\epsilon} \langle \nabla K(t_{D,\epsilon}(x)) - \nabla K(x), u - t_{D,\epsilon}(x) \rangle \\
= \frac{1}{\epsilon} \left[ D(x, u) - D(t_{D,\epsilon}(x), u) - D(x, t_{D,\epsilon}(x)) \right] \\
\leq \frac{M}{2\epsilon} \| u - x \|^2 - \frac{m}{2\epsilon} \| u - t_{D,\epsilon}(x) \|^2 - \frac{m}{2\epsilon} \| x - t_{D,\epsilon}(x) \|^2. \quad \text{(by Assumption 2)} \tag{26}
\]

For the case \( g \in \Gamma(\mathbb{R}^n) \) without convexity, then the optimal condition of the minimization problem in Bregman proximal mapping (10) is given by

\[
\langle \nabla f(x), t_{D,\epsilon}(x) - u \rangle + g(t_{D,\epsilon}(x)) - g(u) + \frac{1}{\epsilon} [D(x, t_{D,\epsilon}(x)) - D(x, u)] \leq 0, \quad \text{(27)}
\]
or
\[
\Delta = \langle \nabla f(x), t_{D,\epsilon}(x) - u \rangle + g(t_{D,\epsilon}(x)) - g(u)
\]
\[
\leq \frac{1}{\epsilon} [D(x, u) - D(x, t_{D,\epsilon}(x))]
\]
\[
\leq \frac{M}{2\epsilon} \|u - x\|^2 - \frac{m}{2\epsilon} \|x - t_{D,\epsilon}(x)\|^2
\]
\[
(\text{by Assumption 2})
\]
\[
\leq \frac{M}{2\epsilon} \|u - x\|^2 - \frac{1}{2} \|u - t_{D,\epsilon}(x)\|^2 + \frac{1}{2} \|t_{D,\epsilon}(x)\|^2 - \frac{m}{2\epsilon} \|x - t_{D,\epsilon}(x)\|^2
\]
\[
\leq \frac{M}{2\epsilon} \|u - x\|^2 - \frac{1}{2} \|u - t_{D,\epsilon}(x)\|^2 + \frac{1}{2} \|x - t_{D,\epsilon}(x)\|^2 - \frac{m}{2\epsilon} \|x - t_{D,\epsilon}(x)\|^2
\]
\[
\leq \left( \frac{M}{2\epsilon} + 1 \right) \|u - x\|^2 - \frac{1}{2} \|u - t_{D,\epsilon}(x)\|^2 - \frac{m - 2\epsilon}{2\epsilon} \|x - t_{D,\epsilon}(x)\|^2.
\]
(28)

Together (26) and (28), we have that
\[
\Delta \leq \begin{cases}
\frac{M}{2\epsilon} \|u - x\|^2 - \frac{m}{2\epsilon} \|x - t_{D,\epsilon}(x)\|^2 & \text{if } g \in \Gamma(\mathbb{R}^n) \text{ convex} \\
\left( \frac{M}{2\epsilon} + 1 \right) \|u - x\|^2 - \frac{1}{2} \|u - t_{D,\epsilon}(x)\|^2 - \frac{m - 2\epsilon}{2\epsilon} \|x - t_{D,\epsilon}(x)\|^2 & \text{if } g \in \Gamma(\mathbb{R}^n)
\end{cases}
\]
(29)

Combing (24) and (29) we can construct the following descent inequality
\[
a \|F(t_{D,\epsilon}(x)) - F(u)\| + \|u - t_{D,\epsilon}(x)\|^2 \leq b \|u - x\|^2 - c \|x - t_{D,\epsilon}(x)\|^2,
\]
(30)

where parameters a, b and c are shown as follows.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{NO.} & \text{Problem} & a & b \\
\hline
1. & f \in \mathcal{F}(\mathbb{R}^n) \text{ and } g \in \Gamma(\mathbb{R}^n) & 2 & M \frac{c}{\epsilon} + 2 + 3L \\
2. & f \in \mathcal{F}(\mathbb{R}^n) \text{ convex and } g \in \Gamma(\mathbb{R}^n) & 2 & M \frac{c}{\epsilon} + 2 \\
3. & f \in \mathcal{F}(\mathbb{R}^n) \text{ convex and } g \in \Gamma(\mathbb{R}^n) & 2 & M \frac{c}{m} + \frac{3Lc}{m} \\
4. & f \in \mathcal{F}(\mathbb{R}^n) \text{ convex and } g \in \Gamma(\mathbb{R}^n) \text{ convex} & 2 & M \frac{c}{m} \\
\hline
\end{array}
\]

**Remark 2.1** By Lemma 2.1, we can derive some useful results. For example, for the critical point \( \tau \), taking \( u = \tau \), if \( F(t_{D,\epsilon}(x)) \geq F(\tau) \), \( x \in \mathbb{R}^n \) from Lemma 2.1, then we obtain \( \|t_{D,\epsilon}(x) - t_{D,\epsilon}(\tau)\| \leq \sqrt{\frac{a}{b}} \|x - \tau\| \), i.e. mapping \( T_{D,\epsilon}(x) \) is Lipschitz around \( \tau \):

\[
T_{D,\epsilon}(x) \subset T(\tau) + \sqrt{\frac{b}{a}} \|x - \tau\| \cdot \mathbb{B}.
\]
From this lemma, we also get for \( x, u \in \mathbb{R}^n \)

\[
F(t_{D,\varepsilon}(x)) - F(u) \leq \frac{1}{\alpha} \left\{ 2b\|u - t_{D,\varepsilon}(x)\|^2 + 2b\|t_{D,\varepsilon}(x) - x\|^2 - \|u - t_{D,\varepsilon}(x)\|^2 - c\|x - t_{D,\varepsilon}(x)\|^2 \right\}
\]

\[
\leq \kappa \left( \|u - t_{D,\varepsilon}(x)\|^2 + \|x - t_{D,\varepsilon}(x)\|^2 \right), \quad \kappa = \max \left\{ \frac{b - 1}{\alpha}, \frac{b - c}{\alpha} \right\}, \tag{31}
\]

which is one cost-to-go estimate used in [46].

2.3 Properties under semiconvexity of \( g \)

**Proposition 2.5 (Single-valueness of Bregman proximal mappings)** Suppose that Assumptions [7] and [2] hold, \( g \) is semiconvex on \( \mathbb{R}^n \) with constant \( \rho \) and \( \bar{\varepsilon} < \min \{ \frac{m}{2}, \frac{m}{\rho} \} \). Then for all \( x \in \mathbb{R}^n \), \( T_{D,\varepsilon}(x) \) is single-valued.

**Proof.** For each \( x \), the nonemptiness of \( T_{D,\varepsilon}(x) \) follows from (i) of Proposition 2.2. Since \( g \) is semiconvex, then for \( t_{D,\varepsilon}^i(x) \in T_{D,\varepsilon}(x), i = 1, 2 \), i.e.,

\[
- \left( \nabla f(x) + \frac{1}{\varepsilon} \nabla g \right) \left( x, t_{D,\varepsilon}^i(x) \right) = v^1 \in \partial \rho g \left( t_{D,\varepsilon}^1(x) \right),
\]

\[
- \left( \nabla f(x) + \frac{1}{\varepsilon} \nabla g \right) \left( x, t_{D,\varepsilon}^2(x) \right) = v^2 \in \partial \rho g \left( t_{D,\varepsilon}^2(x) \right),
\]

we have

\[
g(t_{D,\varepsilon}^1(x)) \geq g(t_{D,\varepsilon}^2(x)) + \langle v^2, t_{D,\varepsilon}^1(x) - t_{D,\varepsilon}^2(x) \rangle - \frac{\rho}{2} \|t_{D,\varepsilon}^1(x) - t_{D,\varepsilon}^2(x)\|^2,
\]

\[
g(t_{D,\varepsilon}^2(x)) \geq g(t_{D,\varepsilon}^1(x)) + \langle v^1, t_{D,\varepsilon}^2(x) - t_{D,\varepsilon}^1(x) \rangle - \frac{\rho}{2} \|t_{D,\varepsilon}^1(x) - t_{D,\varepsilon}^2(x)\|^2.
\]

It follows that

\[
\langle v^2 - v^1, t_{D,\varepsilon}^2(x) - t_{D,\varepsilon}^1(x) \rangle \geq -\rho \|t_{D,\varepsilon}^1(x) - t_{D,\varepsilon}^2(x)\|^2.
\]

So

\[
\frac{1}{\varepsilon} \langle \nabla g \left( x, t_{D,\varepsilon}^1(x) \right) - \nabla g \left( x, t_{D,\varepsilon}^2(x) \right), t_{D,\varepsilon}^1(x) - t_{D,\varepsilon}^2(x) \rangle - \rho \|t_{D,\varepsilon}^1(x) - t_{D,\varepsilon}^2(x)\|^2 \leq 0.
\]

By Assumption 2 \( \left( \frac{m}{\bar{\varepsilon}} - \rho \right) \|t_{D,\varepsilon}^1(x) - t_{D,\varepsilon}^2(x)\|^2 \leq 0. \)

But \( \frac{m}{\bar{\varepsilon}} - \rho > 0 \), which deduce that \( t_{D,\varepsilon}^1(x) = t_{D,\varepsilon}^2(x) \).

**Proposition 2.6 (Further properties of Bregman type mappings and functions)** Suppose that Assumptions of Proposition 2.5 hold. Then for \( x \in \mathbb{R}^n \) and \( \bar{\varepsilon} < \min \{ \frac{m}{2}, \frac{m}{\rho} \} \) the following statements hold:
(i) \( E_{D,\epsilon}(x) \leq F(x) - \frac{1}{2} \left( \frac{m}{\epsilon} - \rho \right) \| x - T_{D,\epsilon}(x) \|^2 \).

(ii) \( \frac{1}{2\epsilon^2}(m - \epsilon\rho)\| x - T_{D,\epsilon}(x) \|^2 \leq G_{D,\epsilon}(x) \).

(iii) \( G_{D,\epsilon}(x) \leq \frac{1}{2(m-\epsilon\rho)} \text{dist}^2(0, \partial P F(x)) \).

(iv) \( \| x - T_{D,\epsilon}(x) \| \leq \left( \frac{\epsilon}{m-\epsilon\rho} \right) \text{dist}(0, \partial P F(x)) \).

(v) \( G_{D,\epsilon}(x) = 0 \) if only if \( x = T_{D,\epsilon}(x) \) or \( 0 \in \partial P F(x) \).

Proof. From the assumptions and Proposition 2.5 for all \( \epsilon < \min\left\{ \frac{m}{L}, \frac{m}{\rho} \right\} \), \( x \in \mathbb{R}^n \), we have that \( T_{D,\epsilon}(x) \) is single valued.

(i) From the optimality condition for the minimization problem in (8), we have

\[
0 \in \nabla f(x) + \partial_L g(T_{D,\epsilon}(x)) + \frac{1}{\epsilon} \nabla_y D(x, T_{D,\epsilon}(x))
\]

or

\[
- \left( \nabla f(x) + \frac{1}{\epsilon} \nabla_y D(x, T_{D,\epsilon}(x)) \right) \in \partial_L g(T_{D,\epsilon}(x)),
\]

Since \( g \) is continuous on \( \text{dom} g \) and semiconvex with \( \rho \), then

\[
g(x) \geq g(T_{D,\epsilon}(x)) - \frac{\rho}{2} \| x - T_{D,\epsilon}(x) \|^2 - \langle \nabla f(x) + \frac{1}{\epsilon} \nabla_y D(x, T_{D,\epsilon}(x)), x - T_{D,\epsilon}(x) \rangle \quad \text{(by (5))}
\]

\[
\geq g(T_{D,\epsilon}(x)) - \frac{\rho}{2} \| x - T_{D,\epsilon}(x) \|^2 - \langle \nabla f(x), x - T_{D,\epsilon}(x) \rangle
\]

\[
+ \frac{1}{\epsilon} D(x, T_{D,\epsilon}(x)) - \frac{1}{\epsilon} D(x, x) + \frac{m}{2\epsilon} \| x - T_{D,\epsilon}(x) \|^2
\]

\[
\geq g(T_{D,\epsilon}(x)) - \langle \nabla f(x), x - T_{D,\epsilon}(x) \rangle + \frac{1}{\epsilon} D(x, T_{D,\epsilon}(x)) + \frac{1}{2} \left( \frac{m}{\epsilon} - \rho \right) \| x - T_{D,\epsilon}(x) \|^2.
\]

Adding \( f(x) \) to both sides and consider the definition of \( E_{D,\epsilon}(x) \) proves the claim.

(ii) Since \( G_{D,\epsilon}(x) = \frac{1}{\epsilon}(F(x) - E_{D,\epsilon}(x)) \), from statement (i) of Proposition 2.2 and (i) of this proposition, we have

\[
G_{D,\epsilon}(x) = \frac{1}{\epsilon}(F(x) - E_{D,\epsilon}(x))
\]

\[
\geq \frac{1}{2\epsilon^2} (m - \epsilon\rho) \| x - T_{D,\epsilon}(x) \|^2.
\]

(iii) For \( \epsilon < \min\left\{ \frac{m}{L}, \frac{m}{\rho} \right\} \), we have

\[
\epsilon G(x) = -\langle \nabla f(x), T_{D,\epsilon}(x) - x \rangle + g(T_{D,\epsilon}(x)) - g(x) - \frac{1}{\epsilon} D(x, T_{D,\epsilon}(x)).
\]
Let \( \nu \in \partial_pg(x) \), thanks the semiconvex of \( g \), we get

\[
\epsilon G(x) \leq -\langle \nabla f(x), T_{D,\epsilon}(x) - x \rangle - \langle \nu, T_{D,\epsilon}(x) - x \rangle + \frac{\rho}{2} \| x - T_{D,\epsilon}(x) \|^2 - \frac{m}{2\epsilon} \| x - T_{D,\epsilon}(x) \|^2 \\
= -\langle \nabla f(x), T_{D,\epsilon}(x) - x \rangle - \frac{1}{2} \left( \frac{m}{\epsilon} - \rho \right) \| x - T_{D,\epsilon}(x) \|^2 \\
\leq \| \nabla f(x) + \nu \| \cdot \| x - T_{D,\epsilon}(x) \| - \frac{1}{2} \left( \frac{m}{\epsilon} - \rho \right) \| x - T_{D,\epsilon}(x) \|^2 \\
\leq \frac{\epsilon}{2(m - \epsilon\rho)} \| \nabla f(x) + \nu \|^2.
\]

Therefore \( G_{D,\epsilon}(x) \leq \frac{\epsilon}{2(m - \epsilon\rho)} \| \nabla f(x) + \nu \|^2, \forall \nu \in \partial_pg(x) \), and the claim is verified.

(iv) The statement is a simple consequence of (ii) and (iii).

(v) The claim follows directly from statements (ii), (iii) and \((32)\).

\[\square\]

**Remark 2.2** If \( g \) is uniformly proximal regular with \( \rho \) and \( \eta \) on \( B(\bar{x}; \eta) \), for every \( x \in B(\bar{x}; \eta) \) and \( t_{D,\epsilon}(x) \in T_{D,\epsilon}(x) \), we have that \( t_{D,\epsilon}(x) \in B(\bar{x}; \eta) \), \( \forall t_{D,\epsilon}(x) \in T_{D,\epsilon}(x) \), then from the definition of uniformly proximal regular function \((4)\), we conclude that the statements of Proposition 2.5 and 2.6 still hold on \( B(\bar{x}; \eta) \).

## 3 Quantitative analysis of level sets and level-set based error bounds

### 3.1 Level-set analysis

Given an \( \bar{x} \in \text{dom} \ F \), let \( \bar{F} = F(\bar{x}) \). Set \([F \leq F] = \{x \in \mathbb{R}^n | F(x) \leq F(\bar{x})\}\) and \([F > F] = \{x \in \mathbb{R}^n | F(x) > F(\bar{x})\}\). In this subsection, we present two level-set results for \( F \) which will be useful in the following sections.

**Lemma 3.1** Let \( \bar{x} \in \mathbb{R}^n \) be given. For any \( x \in [F > F] \), the function value of \( F \) at the projection of \( x \) on the level set \([F \leq F]\) is \( \bar{F} \); that is,

\[
x_p \in \text{Proj}_{[F \leq F]}(x) \quad \text{and} \quad F(x_p) = \bar{F}.
\]

**Proof.** If \( F(x_p) < \bar{F} \), then we set \( \varphi(t) = F(tx_p + (1 - t)x) \), \( t \in [0,1] \). Since \( F \) is continuous on \( \text{dom} \ F \) and \( \text{dom} \ F \) is convex, \( \varphi \) is continuous on \([0,1] \). So, there is some \( t_0 \in (0,1) \) such that \( F(x_0) = \bar{F} \) with \( x_0 = t_0x_p + (1 - t_0)x \). Then \( \|x - x_0\| < \|x - x_p\| \), a contradiction. Hence \( F(x_p) \) must be \( \bar{F} \), and the proof is completed. \[\square\]
With the help of the above lemma, the next proposition provides the value proximity in terms of the distance between $x$ and the set $[F \leq \overline{F}]$. This proposition will play a pivotal role in the rate of convergence analysis of the VBPG method.

**Proposition 3.1 (Function-value proximity in terms of level sets)** Suppose that Assumptions 1 and 2 hold. If $\epsilon < \frac{m}{L}$, then there is some $c_0 = \frac{3}{2}L + \frac{M}{2\epsilon} > 0$ such that the following estimation holds.

$$F(t_{D,\epsilon}(x)) - \overline{F} \leq E_{D,\epsilon}(x) - \overline{F} \leq c_0 \text{dist}^2(x, [F \leq \overline{F}]), \quad \forall x \in [F > \overline{F}], \quad \forall t_{D,\epsilon}(x) \in T_{D,\epsilon}(x).$$

**Proof.** With the given choice of $\epsilon$, $T_{D,\epsilon}(x)$ is nonempty by Proposition 2.2. So $E_{D,\epsilon}(x)$ has a finite value for any given $x$. For $x \in [F > \overline{F}]$, let $x_p \in [F \leq \overline{F}]$ such that $\|x - x_p\| = \text{dist}(x, [F \leq \overline{F}])$. By Lemma 3.1, we have $F(x_p) = F(\overline{F}) = \overline{F}$. Now we estimate the difference $E_{D,\epsilon}(x) - \overline{F}$. As $\epsilon < \frac{m}{L}$, by (iii) of Proposition 2.2, we have

$$F(t_{D,\epsilon}(x)) - \overline{F} \leq E_{D,\epsilon}(x) - \overline{F} \leq \min_{y \in \mathbb{R}^n} \left\{ f(x) + \langle \nabla f(x), y - x \rangle + g(y) + \frac{1}{\epsilon} D(x, y) \right\} - (f + g)(x_p)$$

$$\leq f(x) + \langle \nabla f(x), x_p - x \rangle + g(x_p) + \frac{1}{\epsilon} D(x, x_p) - (f + g)(x_p)$$

$$= f(x) - f(x_p) + \langle \nabla f(x), x_p - x \rangle + \frac{1}{\epsilon} D(x, x_p)$$

$$\leq \langle \nabla f(x_p), x - x_p \rangle + \frac{L}{2} \|x - x_p\|^2 + \langle \nabla f(x), x_p - x \rangle + \frac{1}{\epsilon} D(x, x_p) \quad \text{by Assumption 1}$$

$$= \langle \nabla f(x_p) - \nabla f(x), x - x_p \rangle + \frac{L}{2} \|x - x_p\|^2 + \frac{1}{\epsilon} D(x, x_p) + \frac{M}{2\epsilon} \|x - x_p\|^2 \quad \text{by Assumption 1}$$

$$\leq \frac{3}{2}L \|x - x_p\|^2 + \frac{M}{2\epsilon} \|x - x_p\|^2 \quad \text{(by Assumption 1)}$$

$$\leq c_0 \|x - x_p\|^2 = c_0 \text{dist}^2(x, [F \leq \overline{F}]) \quad \text{(where } c_0 = \frac{3}{2}L + \frac{M}{2\epsilon}).$$

(38)

\[ \square \]

### 3.2 Level-set based error bounds

In this subsection, first we will introduce the concepts of level-set subdifferential and level-set Bregman proximal error bounds, then we will discuss their relationships. For given positive numbers $\eta$ and $\mu$, let

$$\mathcal{B}(\overline{x}; \eta, \nu) = \mathcal{B}(\overline{x}; \eta) \cap \{ x \in \mathbb{R}^n \mid F(x) < F(\overline{x}) < F(x) + \nu \}.$$
Definition 3.1 (Level-set subdifferential error bound) The proper lower semicontinuous function $F$ is said to satisfy the level-set subdifferential error bound condition at $\overline{x}$ with exponent $\gamma > 0$ if there exist $\eta > 0$, $\nu > 0$, and $c_3 > 0$ such that the following inequality holds:

$$\text{dist}^\gamma(x, [F \leq F(\overline{x})]) \leq c_3 \text{dist}(0, \partial_p F(x)) \quad \forall x \in \mathcal{B}(\overline{x}, \eta, \nu).$$

Definition 3.2 (Level-set Bregman proximal error bound) Given a Bregman function $D$ along with $\epsilon > 0$, we say that the function $F$ satisfies the level-set Bregman proximal (BP) error bound condition at $\overline{x}$ with exponent $p > 0$, if there exist $\eta > 0$, $\nu > 0$, and $\theta > 0$ such that the following inequality holds:

$$\text{dist}^p(x, [F \leq \overline{F}]) \leq \theta \text{dist}(x, T_{D,\epsilon}(x)) \quad \forall x \in \mathcal{B}(\overline{x}; \eta, \nu).$$

Property (A) Let $x, \overline{x} \in \mathbb{R}^n$ be given. We say $t_{D,\epsilon}(x) \in T_{D,\epsilon}(x)$ satisfies Property A if we have $F(t_{D,\epsilon}(x)) \geq F(\overline{x}) = \overline{F}$.

Lemma 3.2 Let Bregman function $D$ be given. Suppose that Assumptions 1 and 2 hold with $\epsilon < m / N$. Let $x \in \mathcal{B}(\overline{x}, \frac{\eta}{2}, \frac{\nu}{2})$ where $N \geq \frac{2m}{m - L} / \left(\frac{\eta}{2}\right)^2$ be given. If $t_{D,\epsilon}(x) \in T_{D,\epsilon}(x)$ satisfies Property (A), then we have $\|x - t_{D,\epsilon}(x)\| \leq \frac{\eta}{2}$ and $t_{D,\epsilon}(x) \in \mathcal{B}(\overline{x}; \eta, \nu)$.

Proof. As $t_{D,\epsilon}(x) \in T_{D,\epsilon}(x)$ satisfies Property (A), $F(t_{D,\epsilon}(x)) \geq \overline{F}$. By (iv) of Proposition 2.2, we have that

$$\frac{1}{2} \left(\frac{m}{\epsilon} - L\right) \|x - t_{D,\epsilon}(x)\|^2 \leq F(x) - F(t_{D,\epsilon}(x)) \leq F(x) - \overline{F} \leq \frac{\nu}{N}.$$

Since $N \geq \frac{2m}{m - L} / \left(\frac{\eta}{2}\right)^2$, $\sqrt{\frac{2m}{N(m - L)}} \leq \frac{\eta}{2}$, consequently,

$$\|x - t_{D,\epsilon}(x)\| \leq \frac{\eta}{2}.$$

As $\|x - \overline{x}\| \leq \frac{\eta}{2}$, it follows that $\|t_{D,\epsilon}(x) - \overline{x}\| \leq \|t_{D,\epsilon}(x) - x\| + \|x - \overline{x}\| \leq \eta$. This yields $t_{D,\epsilon}(x) \in \mathcal{B}(\overline{x}; \eta, \nu)$. □

Remark 3.1 A few remarks on Property (A) are in order. If $\overline{F}$ is the minimal value of $F$, then (A) holds trivially. In Sections 4 and 5, when we consider a sequence $\{x^k\}_{k=0}^\infty$ generated by VBPG converging to a critical point $\overline{x}$, (A) holds for $x \in \{x^k\}_{k=1}^\infty$.

Remark 3.2 By Lemma 3.2 and Remark 2.2, Propositions 2.3 and 2.4 are still valid under uniformly proximal regularity of $g$ with $\rho$ and $\eta$ along with Property (A) holding for all $t_{D,\epsilon}(x) \in T_{D,\epsilon}(x)$ and $x \in \mathcal{B}(\overline{x}; \frac{\eta}{2}, \frac{\nu}{2})$ with $N \geq \frac{2m}{m - L} / \left(\frac{\eta}{2}\right)^2$.  
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**Theorem 3.1 (Level-set subdifferential EB implies level-set Bregman proximal EB)** Suppose Assumptions (I) and (III) hold with \( \tau < \frac{m}{2} \). Assume the level-set subdifferential error bound holds at \( \mathbf{F} \) with exponent \( \gamma \in (0, \infty) \) over \( \mathcal{B}(\mathbf{x}; \eta, \nu) \). Then there are \( N > \frac{2 \nu}{m - \nu L} / (\frac{\gamma}{2})^2 \), and \( \theta > 0 \) such that

\[
\text{dist}^\theta(x, [F \leq F]) \leq \theta \text{dist}(x, T_{D,\varepsilon}(x)) \quad \text{with} \quad p = \frac{1}{\min\{\frac{\gamma}{2}, 1\}}, \quad \forall x \in \mathcal{B}(\mathbf{x}, \frac{\nu}{2}, \frac{\nu}{N}).
\]  

(39)

As a consequence, \( p = 1 \) if \( \gamma \in (0, 1] \) and \( p = \gamma \) if \( \gamma \in (1, \infty) \).

**Proof.** Since \( \tau < m/L, T_{D,\varepsilon}(x) \neq \emptyset \). Let \( t_p(x) \in \text{Proj}_{T_{D,\varepsilon}(x)}(x) \). If \( F(t_p(x)) \leq F \), then \( t_p(x) \in [F \leq F] \), then we have

\[
\text{dist}(x, [F \leq F]) \leq \|x - t_p(x)\|.
\]

The non-trivial case is when \( F(t_p(x)) > F \). If \( x \in \mathcal{B}(\mathbf{x}, \frac{\nu}{2}, \frac{\nu}{N}) \subset \mathcal{B}(\mathbf{F}; \eta, \nu) \) with \( N \) satisfying the assumptions in Lemma 3.2, then \( \|x - t_p(x)\| < \frac{\nu}{2} \), and \( t_p(x) \in \mathcal{B}(\mathbf{F}; \eta, \nu) \). Hence for any \( x \in \mathcal{B}(\mathbf{x}, \frac{\nu}{2}, \frac{\nu}{N}) \), we have

\[
\text{dist}(x, [F \leq F]) \leq \begin{cases} 
\|x - t_p(x)\| & \text{if } F(t_p(x)) \leq F \\
\|x - t_p(x)\| + \text{dist}(t_p(x), [F \leq F]) & \text{if } F(t_p(x)) > F 
\end{cases}
\]

\[
= \begin{cases} 
\|x - t_p(x)\| & \text{if } F(t_p(x)) \leq F \\
\|x - t_p(x)\| + \frac{1}{c_3} \text{dist}^\frac{1}{\gamma} (0, \partial_p F(t_p(x))) & \text{if } F(t_p(x)) > F 
\end{cases}
\]

(By the level-set subdifferential error bound condition).

Therefore, for any \( x \in \mathcal{B}(\mathbf{x}, \frac{\nu}{2}, \frac{\nu}{N}) \), by (ii) of Proposition 2.3, we have that

\[
\text{dist}(x, [F \leq F]) \leq \|x - t_p(x)\| + \frac{1}{c_3} (L + \frac{M}{\xi})^\frac{1}{\gamma} \|x - t_p(x)\|^\frac{1}{\gamma}.
\]

Since \( \|x - t_p(x)\| < \frac{\nu}{2} \), by the above inequality, we have the following estimate

\[
\text{dist}(x, [F \leq F]) \leq \begin{cases} 
\theta_1 \|x - t_p(x)\| & \text{if } 0 < \gamma \leq 1, \\
\theta_2 \|x - t_p(x)\|^\frac{1}{\gamma} & \text{if } \gamma > 1 
\end{cases}
\]

\[
= \theta \|x - t_p(x)\|^\frac{1}{\gamma}
\]

\[
= \theta \text{dist}^\frac{1}{\gamma}(x, T_{D,\varepsilon}(x))
\]

where \( p = \frac{1}{\min\{\frac{\gamma}{2}, 1\}} \), \( \theta_1 = 1 + \frac{1}{c_3} (L + \frac{M}{\xi})^\frac{1}{\gamma} (\frac{\nu}{2})^\frac{1}{\gamma} - 1 \), \( \theta_2 = (\frac{\nu}{2})^\frac{1}{\gamma} + \frac{1}{c_3} (L + \frac{M}{\xi})^\frac{1}{\gamma} \) and \( \theta = \max\{\theta_1, \theta_2\} \).

The "consequence" part follows immediately by the formula \( p = \frac{1}{\min\{\frac{\gamma}{2}, 1\}} \). \( \square \)
Now we introduce the notion of the strong level-set error bounds holding on a large set $[F < F < F + \nu]$. These notions along with Proposition 3.2 play an important role in deriving sufficient conditions and necessary conditions for linear convergence relative to level sets.

**Definition 3.3 (Strong Level-set subdifferential error bound)** We say that the function $F$ is said to satisfy the strong level-set subdifferential error bound condition on $[F < F < F + \nu]$ with the values $F$ and $\nu > 0$ if there exists $c'_3 > 0$ such that the following inequality holds:

$$\text{dist}(x, [F \leq F(x)]) \leq c'_3 \text{dist}(0, \partial F(x)), \quad \forall x \in [F < F < F + \nu].$$  \hfill (40)

**Definition 3.4 (Strong level-set Bregman error bound)** Given a Bregman function $D$ along with $\epsilon > 0$, we say that the function $F$ satisfies the strong level-set Bregman proximal (BP) error bound condition on $[F < F < F + \nu]$ with the values $F$ and $\nu > 0$ if there exists $\theta' > 0$ such that the following inequality holds:

$$\text{dist}(x, [F \leq F]) \leq \theta' \text{dist}(x, T_{D,\epsilon}(x)), \quad \forall x \in [F < F < F + \nu].$$  \hfill (41)

**Corollary 3.1 (Strong level-set subdifferential EB $\Rightarrow$ Strong level-set Bregman proximal EB)**

Suppose Assumption [1] and [2] hold with $\epsilon < \frac{m}{L}$. Assume the strong level-set subdifferential error bound holds over $[F < F < F + \nu]$. Then there is $\theta' = 1 + c'_3(L + \frac{M}{2}) > 0$ such that

$$\text{dist}(x, [F \leq F]) \leq \theta' \text{dist}(x, T_{D,\epsilon}(x)), \quad \forall x \in [F < F < F + \nu].$$  \hfill (42)

**Proof.** The claim is proved by same argument in the proof of Theorem 3.1 with $\gamma = 1$. \hfill \square

The following proposition will be used to derive the necessary and sufficient condition for linear convergence respect to level-set (See Theorem 5.2).

**Proposition 3.2** Suppose Assumptions [1] and [2] hold. Then the following statements hold:

(i) If $F$ satisfies the strong level-set subdifferential error bound condition with $c'_3$ and $t_{D,\epsilon}(x)$ satisfies Property (A) for $t_{D,\epsilon}(x) \in T_{D,\epsilon}(x)$, then we have the following operative inequality respect to set $[F \leq F]$

$$\text{dist}(t_{D,\epsilon}(x), [F \leq F]) \leq \beta \text{dist}(x, [F \leq F]), \quad \forall x \in [F < F < F + \nu]$$  \hfill (43)

with $\beta = \sqrt{\frac{b - (\theta')^2}{\theta'^2}}, \quad \theta' = 1 + c'_3(L + \frac{M}{2}), \quad b$ and $\epsilon$ are appeared in Lemma 2.7. Moreover, if $\theta' \in (\sqrt{\frac{b}{b-1}}, \sqrt{\frac{c}{b-1}})$, then $\beta \in (0, 1)$. 23
(ii) Conversely, if \( g \) is semi-convex on \([F < F < F + \nu]\) and \( \tau < \min\{\frac{m}{\nu}, \frac{m}{\rho}\} \), then the operative inequality (43) with \( \beta \) implies the strong level-set subdifferential error bound on \([F < F < F + \nu]\) with \( c_3' = \frac{\tau}{(1-\beta)(m-\epsilon\rho^2)} \).

Proof.

(i) For \( x \in [F < F < F + \nu] \), let \( x_p = \text{Proj}_{[F \leq F]}(x) \) from Lemma 3.1, it follows \( F(x_p) = F \). By assumption and Lemma 2.1, taking \( u = x_p \) in (30), we obtain

\[
0 \leq a[F(t_D, \epsilon(x))-F(x_p)] \leq b\|x_p-x\|^2 - \|x_p-t_D, \epsilon(x)\|^2 - \epsilon \|x-t_D, \epsilon(x)\|^2, \tag{44}
\]

From Corollary 3.1, strong level-set subdifferential error bound implies strong level-set Bregman error bound with \( \theta' = 1 + c_3'(L + \frac{M}{\epsilon}) \). Thanks to the strong level-set Bregman proximal error bound condition on \([F < F < F + \nu]\) (see (41)), we have

\[
\|x_p - t_D, \epsilon(x)\|^2 \leq b\|x_p - x\|^2 - c\|x-t_D, \epsilon(x)\|^2 \leq b\|x_p - x\|^2 - \frac{c}{(\theta')^2}\|x_p - x\|^2. \tag{45}
\]

and

\[
\text{dist} \ (t_D, \epsilon(x), [F \leq F]) \leq \|x_p - t_D, \epsilon(x)\|^2 \leq \left( b - \frac{c}{(\theta')^2} \right) \text{dist} \ (x, [F \leq F]). \tag{46}
\]

(ii) Conversely, by semi-convexity of \( g \) and \( \tau < \min\{\frac{m}{\nu}, \frac{m}{\rho}\} \), we observe that \( T_D, \epsilon(x) \) is single valued. Let \( T_D, \epsilon(x)_p = \text{Proj}_{[F \leq F]}(T_D, \epsilon(x)) \). Then we see that

\[
\text{dist} \ (x, [F \leq F]) \leq \|x - T_D, \epsilon(x)_p\| = \|T_D, \epsilon(x)_p - T_D, \epsilon(x)\| + \|x - T_D, \epsilon(x)\| = \text{dist} \ (T_D, \epsilon(x), [F \leq F]) + \text{dist} \ (x, T_D, \epsilon(x)) \leq \beta \text{dist} \ (x, [F \leq F]) + \text{dist} \ (x, T_D, \epsilon(x)). \tag{47}
\]

By the statement (iv) of Proposition 2.6 we obtain

\[
\text{dist} \ (x, [F \leq F]) \leq \frac{1}{(1-\beta)}\text{dist} \ (x, T_D, \epsilon(x)) \leq \frac{\tau}{(1-\beta)(m-\epsilon\rho^2)}\text{dist} \ (0, \partial F(x)), \tag{48}
\]

which complete the proof. \( \square \)
4 Convergence analysis of VBPG

In this section, we discuss convergence behaviors of sequences generated by the VBPG method in Section 2.1. We assume that variable Bregman functions $D^k$ and parameters $\epsilon^k$ satisfy Assumption 2 uniformly throughout this section.

**Lemma 4.1** Suppose that Assumptions 1 and 2 hold and $\epsilon^k \leq \tau < \frac{m}{L}$ for all $k$. Let $\{x^k\}$ be a sequence generated by the VBPG method. Then the function $F$ satisfies the following decreasing property with positive constant $a$ such that $a = \frac{1}{2} \left( \frac{m}{L} - \tau \right)$:

$$F(x^k) - F(x^{k+1}) \geq a \|x^k - x^{k+1}\|^2, \quad \forall k.$$  \hspace{1cm} (49)

**Proof.** The claim follows directly from (iv) of Proposition 2.2 with $a = \frac{1}{2} \left( \frac{m}{L} - \tau \right)$. \hfill $\square$

A number of basic properties of sequences $\{x^k\}$ and $\{F(x^k)\}$ are summarized in the following proposition.

**Proposition 4.1** Suppose that the assumptions of Lemma 4.1 hold. Let $\{x^k\}$ be a sequence generated by the VBPG method. Then the following assertions hold:

(i) The sequence $\{F(x^k)\}$ is strictly decreasing (unless $x^k \in X_P$ for some $k$);

(ii) $\sum_{k=0}^{\infty} \|x^k - x^{k+1}\|^2 < +\infty$;

(iii) $\{x^k\}$ is bounded, and any cluster point of $\overline{x}$ of $\{x^k\}$ is a limiting critical point of $F$; that is, $0 \in \partial_L F(\overline{x})$;

(iv) $\lim_{k \to \infty} \text{dist}(x^k, \overline{X}_L) = 0$.

(v) If it is further assumed that $D^k = D$ for all $k$ and $\epsilon^k \to \hat{\epsilon} \in (\epsilon, \frac{m}{L})$, then any cluster point $\overline{x}$ of $\{x^k\}$ is actually a proximal critical point of $F$: $0 \in \partial_P F(\overline{x})$; we also have $\lim_{k \to \infty} \text{dist}(x^k, \overline{X}_P) = 0$.

**Proof.**

(i) By Lemma 4.1 we have

$$F(x^{k+1}) \leq F(x^k) - a \|x^k - x^{k+1}\|^2.$$  \hspace{1cm} (50)

If $x^k = x^{k+1}$, then by (iii) of Proposition 2.3 we have $x^k \in \overline{X}_P$. Otherwise $\{F(x^k)\}$ is strictly decreasing and $F(x^k) \to F_{\hat{\epsilon}} \geq F^*$.  


(ii) By summation for (49), we have
\[ a \sum_{k=0}^{N} \|x^k - x^{k+1}\|^2 \leq F(x^0) - F(x^{k+1}) \leq F(x^0) - F^*. \] (51)

Then we obtain
\[ \sum_{k=0}^{N} \|x^k - x^{k+1}\|^2 \leq \frac{1}{a} [F(x^0) - F^*], \] (52)

and it follows that \( \sum_{k=0}^{N} \|x^k - x^{k+1}\|^2 < +\infty, \|x^k - x^{k+1}\| \rightarrow 0, \) when \( k \rightarrow \infty. \)

(iii) The boundedness of \( \{x^k\} \) comes from Assumption \( A \) \( F = (f + g) \) is level bounded along with the fact that \( \{F(x^k)\} \) is strictly decreasing and converges to a finite limit. Since the sequence \( \{x^k\} \) is bounded, it has at least one cluster point. Let \( \bar{x} \) denote such a point and \( x^{k'} \rightarrow \bar{x}, \) \( k' \rightarrow \infty. \)

From statement (ii) of Proposition \( 2.3 \) we have
\[ \text{dist} \left( 0, \partial_L F(x^{k+1}) \right) \leq \text{dist} \left( 0, \partial_P F(x^{k+1}) \right) \leq (L + \frac{M}{\varepsilon}) \|x^k - x^{k+1}\|. \]

Thus from (ii), \( \partial_L F(x^{k+1}) \rightarrow 0 \) as \( k \rightarrow \infty. \) Since the graph of \( \partial_L F(\cdot) \) is a closed set (Proposition 8.7 of \( [41] \)) and \( x^k \rightarrow \bar{x}, \) we have \( 0 \in \partial_L F(\bar{x}). \)

(iv) Suppose this assertion does not hold. Then there exist \( \delta > 0, \) for any \( k > 0, \) we have \( k' \geq k \) and \( \text{dist}(x^{k'}, \bar{x}) > \delta. \) From the boundness of \( \{x^k\}, \) we can assume that \( x^{k'} \rightarrow \bar{x}. \) Then by (iii) of this proposition, \( \bar{x} \) is a limiting critical point. So \( \text{dist}((\bar{x}, \bar{x}), 0) = 0 < \delta, \) a contradiction. This completes the proof.

(v) Let \( \bar{x} \) be a cluster point of \( \{x^k\} \) and \( \{x^{k'}\} \subset \{x^k\} \) with \( x^{k'} \rightarrow \bar{x}. \) Then by (ii), \( x^{k'-1} \rightarrow \bar{x}. \) Set \( \psi(u, \varepsilon, x) = \nabla f(u)^T(x - u) + g(x) + \frac{D(u, x)}{\varepsilon}, \) and \( p(u, \varepsilon) = \inf_{x} \psi(u, \varepsilon, x). \) As \( D \) and \( \varepsilon^k \) satisfy Assumption 2, \( \arg \min_{x} \psi(\bar{x}, \varepsilon, x) \neq \emptyset \) by Proposition 1.2 (i). Let \( \bar{y} \in \arg \min_{x} \psi(\bar{x}, \varepsilon, x). \) Then \( \psi(u, \varepsilon, \bar{y}) \geq p(u, \varepsilon) \) and \( \psi(\bar{x}, \varepsilon, \bar{y}) = p(\bar{x}, \varepsilon). \) Since \( \psi(\cdot, \cdot, \bar{y}) \) is continuous at \( (\bar{x}, \varepsilon), \) it follows that
\[ p(\bar{x}, \varepsilon) = \psi(\bar{x}, \varepsilon, \bar{y}) = \limsup_{k' \rightarrow +\infty} \psi(x^{k'-1}, \varepsilon^{k'-1}, \bar{y}) \geq \limsup_{k' \rightarrow +\infty} p(x^{k'-1}, \varepsilon^{k'-1}) = \limsup_{k' \rightarrow +\infty} \psi(x^{k'-1}, \varepsilon^{k'-1}, x^{k'}) = \psi(\bar{x}, \varepsilon, \bar{x}) \] (by the continuity of \( \psi \) in its domain)
\[ \geq p(\bar{x}, \varepsilon). \]
So $\bar{x} \in \arg\min_x \psi(\bar{x}, \hat{e}, x)$ and $0 \in \partial P \psi(\bar{x}, \hat{e}, \bar{x})$; that is, $0 \in \nabla f(\bar{x}) + \partial P g(\bar{x}) = \partial P f(\bar{x})$. The same argument in the proof of (iv) guarantees that $\lim_{k \to \infty} \text{dist}(x^k, \underline{\text{SP}}) = 0$.

□

Remark 4.1 Note that (v) holds also if $D^k(x, y) = 1/2(y - x)^T Q_k (y - x)$ with $Q_k$ symmetric positive definite matrices and $\|Q_k - \hat{Q}\|_F \to 0$ as $k \to \infty$, where $\| \cdot \|_F$ is the Frobenius norm. As is evident from the proof, the key ingredient of this proof is the continuity assumption on $\psi(\cdot, \cdot, \bar{y})$ at the reference point.

Let $\Omega$ be the set of accumulation points of the sequence $\{x^k\}$ generated by Algorithm. Then $\Omega \neq \emptyset$. We prove in the next proposition that $F$ is actually constant over $\Omega$ if $\epsilon \leq \epsilon^k \leq \tau$.

**Proposition 4.2** Suppose the assumptions of Lemma 4.1 hold, and $\{x^k\}$ is a sequence generated by the VBPG method. Let $\Omega$ be the set of accumulation points of $\{x^k\}$. Then $F_{\zeta} := \lim_{k \to +\infty} F(x^k)$ exists and $F = F_{\zeta}$ on $\Omega$.

**Proof.** In view of Proposition 4.1, $\{x^k\}$ is bounded and $\{F(x^k)\}$ is a strictly decreasing sequence. So $\lim F(x^k)$ exists and let $F_{\zeta}$ be the limit. We now show that $F \equiv F_{\zeta}$ on $\Omega$. Let $\bar{x} \in \Omega$. Then there exists a subsequence $x^{k'}$ of $\{x^k\}$ such that $x^{k'} \to \bar{x}$. By the continuity of $F$ on dom $F$ and the convergence of $\{F(x^k)\}$, we have

$$F(\bar{x}) = \lim_{k' \to \infty} F(x^{k'}) = F_{\zeta}. \quad (53)$$

□

### 5 Convergence rate analysis of $\{F(x^k)\}$ and $\{x^k\}$ under the level-set subdifferential error bound condition

In this section we study the linear rate of convergence for the VBPG method under the level-set subdifferential error bound condition at a point (which depends on $F$ only). Note that the crucial condition really needed is the level-set proximal Bregman error bound at a point uniformly for all mappings $\{T_{D^k, \epsilon^k}\}$, which depends on the VBPG method. Thanks to Theorem 3.1, the former condition implies the latter condition uniformly for all mappings $\{T_{D^k, \epsilon^k}\}$. We highlight a fundamental property associated with the function $F$ rather than a property associated with a particular algorithm. In fact, Lemma 5.1, Proposition 5.1 and Theorem 5.1 still hold under the level-set Bregman error bound condition uniformly for all mappings $\{T_{D^k, \epsilon^k}\}$. 
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The following lemma provides an upper bound for the function-value proximity near a critical point under the level-set subdifferential error bound condition.

**Lemma 5.1 (Uniform estimate of function-value proximity by Bregman proximal mappings)** Suppose that the assumptions of Lemma 4.1 hold. Let \( \overline{\mathbf{x}} \in \mathbf{X}_L \). Suppose that the level-set subdifferential error bound condition holds at \( \overline{\mathbf{x}} \) with exponent \( \gamma \in (0,1] \), for positive numbers \( \eta \in (0,2], \nu \) and \( N > \frac{2\nu}{m-L \nu} / (\frac{\nu}{2})^2 \). If \( x \in \mathcal{B}(\overline{\mathbf{x}}; \frac{\nu}{2}, \frac{\nu}{N}) \), then there is a positive number \( \kappa' = c_0 \theta^2 \) such that

\[
F(t_{D^k,c^k}(x)) - F(\overline{\mathbf{x}}) \leq \kappa' \| t_{D^k,c^k}(x) - x \|^2, \quad \text{for all } t_{D^k,c^k}(x) \in T_{D^k,c^k}(x) \text{ and } k = 1, 2, 3, \ldots \]  

(54)

**Proof.** As \( x \in \mathcal{B}(\overline{\mathbf{x}}; \frac{\nu}{2}, \frac{\nu}{N}) \), by Theorem 3.1 there is a \( \theta \) independent of \( k \), such that

\[
\text{dist}^2(x, \{ F \leq F(\overline{\mathbf{x}}) \}) \leq \theta^2 \text{dist}^2(x, T_{D^k,c^k}(x)) \leq \theta^2 \| t_{D^k,c^k}(x) - x \|^2,
\]

for all \( t_{D^k,c^k}(x) \in T_{D^k,c^k} \) and \( k \). For each \( k \), by Proposition 3.1 we have

\[
F(t_{D^k,c^k}(x)) - F(\overline{\mathbf{x}}) \leq c_0 \text{dist}^2(x, \{ F \leq F(\overline{\mathbf{x}}) \}),
\]

where \( c_0 = \frac{3}{2} L + \frac{M}{N} \) (\( c_0 \) is independent of \( k \)). Combining the above inequalities yields (54) with \( \kappa' = c_0 \theta^2 \). \( \square \)

Under the level-set subdifferential error bound condition, we next show that a sequence generated by the BVPG method is convergent and has a finite length property.

**Proposition 5.1 (Finite length property of sequence \( \{x^k\} \))** Let the sequence \( \{x^k\} \) be generated by the VBPG method and \( \overline{\mathbf{x}} \) be an accumulation point of \( \{x^k\} \), \( \overline{\mathbf{x}} = F(\overline{\mathbf{x}}) \). Suppose that the assumptions of Lemma 4.1 hold. Assume that the level-set subdifferential error bound holds at the point \( \overline{\mathbf{x}} \) with exponent \( \gamma \in (0,1] \), \( \eta \in (0,2] \) and \( \nu > 0 \). Let \( a \) and \( \kappa' \) be constants given in Lemma 4.1 and Lemma 5.1 respectively. Let \( \sigma \in \left(0, \frac{\nu}{2}\right) \) and \( \bar{\nu} \in \left(0, \min\{\frac{\nu}{N}, a(\frac{\nu}{2} - \sigma)^2\}\right) \), \( N > \frac{\nu}{m-L \nu} / \left(\frac{\nu}{2}\right)^2 \). Then the following statements hold.

(i) There is \( k_0 \) such that \( x^k \in \mathcal{B}(\overline{\mathbf{x}}; \sigma, \bar{\nu}) \subset \mathcal{B}(\overline{\mathbf{x}}; \frac{\nu}{N}, \frac{\nu}{N}) \), \( \forall k \geq k_0 \);

(ii) \( \sum_{i=0}^{\infty} \| x^i - x^{i+1} \| < +\infty \) (finite length property);

(iii) the sequence \( \{x^k\} \) actually converges to \( \overline{\mathbf{x}} \) a limiting critical point of \( F \). Moreover \( \overline{\mathbf{x}} \) is a proximal critical point of \( F \) when \( D^k = D \), \( c^k \to c \in (\mathcal{L}, \frac{m}{L}) \).
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Proof. (i): Since \( \{F(x^k)\} \) is strictly decreasing, we have \( F(x^k) > F, \forall k \). From assumptions, there is a \( k_0 \) such that

\[
(1) \quad F < F(x^{k_0}) < F + \bar{\nu} ;
\]

\[
(2) \quad \|x^{k_0} - x\| + \frac{2(\sqrt{a} + \sqrt{r^j})}{a} \sqrt{F(x^{k_0}) - F} < \sigma. \quad (56)
\]

We will use the Principle of Mathematical Introduction to prove that the sequence \( \{x^k\} \subset \mathcal{B}(\overline{x}; \sigma, \bar{\nu}) \). It is clear that \( x^{k_0} \in \mathcal{B}(\overline{x}; \sigma, \bar{\nu}) \) by (55) and (56). The inequalities \( F < F(x^{k_0+1}) \leq F(x^{k_0}) < F + \bar{\nu} \) hold trivially. On the other hand, by (49), we have

\[
\|x^{k_0+1} - x^{k_0}\| \leq \sqrt{\frac{F(x^{k_0}) - F(x^{k_0+1})}{a}} \leq \frac{F(x^{k_0}) - F}{a} \quad (56)
\]

and

\[
\|x^{k_0+1} - x\| \leq \|x^{k_0} - x\| + \|x^{k_0} - x^{k_0+1}\| \leq \|x^{k_0} - x\| + \frac{F(x^{k_0}) - F}{a} < \sigma \quad (by \ (56)).
\]

Thus \( x^{k_0+1} \in \mathcal{B}(\overline{x}; \sigma, \bar{\nu}) \). Now suppose that \( x^i \in \mathcal{B}(\overline{x}; \sigma, \bar{\nu}) \) for \( i = k_0 + 1, \ldots, k_0 + k \) and \( x^{k_0+k} \neq x^{k_0+k+1} \). \( F(x^{k_0+1}) > F(x^{k_0+2}) > \cdots > F(x^{k_0+k}) > F(x^{k_0+k+1}) > F \). We need to show that \( x^{k_0+k+1} \in \mathcal{B}(\overline{x}; \sigma, \bar{\nu}) \). By the concavity of function \( h(y) = y^{1/2} \), we have, for \( i = k_0 + 1, k_0 + 2, \ldots, k_0 + k \), that

\[
(F(x^i) - F)^{1/2} - (F(x^{i+1}) - F)^{1/2} \geq \frac{1}{2} \frac{[F(x^i) - F(x^{i+1})]}{(F(x^i) - F)^{1/2}}.
\]

Recalling that \( x^{i+1} \in T_{D^*, \nu}(x^i) \) and applying (49) and (54) to \( [F(x^i) - F(x^{i+1})] \) and \( (F(x^i) - F)^{1/2} \) respectively yield

\[
\frac{2\sqrt{r^j}}{a} \|x^i - x^{i-1}\| \|F(x^i) - F\|^2 - (F(x^{i+1}) - F)^{1/2} \geq \|x^i - x^{i+1}\|^2.
\]

It follows from \( 2\sqrt{a_1 d_2} \leq d_1 + d_2 \) with nonnegative \( d_1 \) and \( d_2 \) that

\[
2\|x^{i+1} - x^i\| \leq \|x^i - x^{i-1}\| + \frac{2\sqrt{r^j}}{a} \left( (F(x^i) - F)^{1/2} - (F(x^{i+1}) - F)^{1/2} \right) . \quad (57)
\]

Summing (57) for \( i = k_0 + 1, \ldots, k_0 + k \), we obtain

\[
\sum_{i = k_0 + 1}^{k_0+k} \|x^{i+1} - x^i\| + \|x^{k_0+k+1} - x^{k_0+k}\| \leq \|x^1 - x^0\| + \frac{2\sqrt{r^j}}{a} \left( (F(x^1) - F)^{1/2} - (F(x^{k_0+k+1}) - F)^{1/2} \right) . \quad (58)
\]
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Using (58) along with the triangle inequality, we have
\[
\| x^{k_0 + k + 1} - x \| \leq \| x - x^{k_0} \| + \| x^{k_0} - x^{k_0 + 1} \| + \sum_{i=k_0+1}^{k_0+k} \| x^{i+1} - x^i \|
\]
\[
\leq \| x - x^{k_0} \| + 2\| x^{k_0} - x^{k_0+1} \| + \frac{2\sqrt{\kappa'}}{a} \left[ \left( F(x^{k_0+1}) - F \right)^{\frac{1}{2}} \right]
\]
\[
\leq \| x - x^{k_0} \| + 2\sqrt{\frac{F(x^{k_0}) - F}{a}} + \frac{2\sqrt{\kappa'}}{a} \left[ \left( F(x^{k_0}) - F \right)^{\frac{1}{2}} \right]
\]
\[
< \sigma \quad \text{(by (56)).}
\]

This shows that \( x^{k_0 + k + 1} \in B(\mathbf{x}; \sigma, \nu) \), and (i) is proved by the Principle of Mathematical Induction. (ii) and (iii): A direct consequence of (58) is, for all \( k \),
\[
\sum_{i=k_0+1}^{k_0+k} \| x^{i+1} - x^i \| \leq \| x^1 - x^0 \| + \frac{2\sqrt{\kappa'}}{a} \left[ \left( F(x^1) - F \right)^{\frac{1}{2}} \right] < +\infty.
\]

Therefore
\[
\sum_{i=0}^{+\infty} \| x^{i+1} - x^i \| < +\infty.
\]

In particular, this implies that the sequence \( \{x^k\} \) actually converges to the point \( \mathbf{x} \). And \( \mathbf{x} \) is a desired critical point of \( F \) by Proposition 4.1. \( \square \)

**Remark 5.1** Proposition 5.1 is still valid under level-set Bregman error bound condition uniformly for all \( \{T_{D_k, \nu}^k(\cdot)\} \) at point \( \mathbf{x} \) with exponent \( p = 1 \).

The main result of this section follows.

**Theorem 5.1 (Sufficient conditions for local linear convergence)** Let a sequence \( \{x^k\} \) be generated by the VBPG method, and \( x^k \) converges to \( \mathbf{x} \in \mathbf{X}_L \). Assume that the level-set subdifferential error bound holds at the point \( \mathbf{x} \) with \( \gamma \in (0, 1) \), \( \eta > 0 \) and \( \nu > 0 \). We also suppose that Assumptions of Lemma 4.1 hold. Let \( \mathbf{x} \in \mathbf{X}_L \) and \( F = F(\mathbf{x}) \). Let \( a \) and \( \kappa' \) be constants given in Lemma 4.1 and Lemma 5.1 respectively. Let \( \sigma \in (0, \frac{\eta}{2}) \) and \( \bar{\nu} \in (0, \min\{\frac{\eta}{2}, a(\frac{\eta}{2} - \sigma)^2\}) \), \( N > \frac{2\bar{\nu}}{m - \bar{\nu} / \left( \frac{\eta}{2} \right)^2} \). There is \( k_0 \) such that \( x^{k_0} \) satisfies the conditions (55) - (56). Then \( \{F(x^k)\} \) converges to value \( \bar{F} = F(\mathbf{x}) \) at the Q-linear rate of convergence; that is, there are some \( \beta \in (0, 1) \) and \( k_0 \) such that
\[
F(x^{k+1}) - \bar{F} \leq \beta(F(x^k) - \bar{F}), \quad \forall k \geq k_0.
\]
As a consequence,
\[ \sum_{i=1}^{\infty} (F(x^i) - \mathcal{F}) < +\infty. \] (60)

Moreover, the sequence \{x^k\} converges at the R-linear rate to a critical point \( \hat{x} \); that is, either a limiting critical point or proximal critical point of \( F \) (if \( D^k = D, \ v^k \to \hat{v} \in (x, \mathcal{F}) \)).

**Proof.** For a sequence \{x^k\} generated by the VBPG method, by Proposition 5.1, we have that the sequence \{F(x^k)\} is strictly decreasing, and converges to \( F(\pi) = \mathcal{F} \). Moreover, the sequence \{x^k\} converges to \( \pi \), a critical point. In addition, there is \( k_0 \) such that for \( k \geq k_0 \) such that \( \{x^k\} \subset B(\pi; \sigma, \bar{\nu}) \). For \( k \geq k_0 \) such that \( 0 < F(x^{k+1}) - F < 1 \) and \( F(x^k) > \mathcal{F} \) as \{F(x^k)\} is strictly decreasing, and converges to \( F(\pi) = \mathcal{F} \). It follows that

\[
F(x^{k+1}) - \mathcal{F} = \left( F(x^k) - \mathcal{F} \right) + \left( F(x^{k+1}) - F(x^k) \right) \\
\leq \left( F(x^k) - \mathcal{F} \right) - a\|x^{k+1} - x^k\|^2 \quad \text{(by (49) in Lemma 4.1)} \\
\leq \left( F(x^k) - \mathcal{F} \right) - a \left( \frac{1}{\kappa'} \right) \left( F(x^{k+1}) - \mathcal{F} \right) \quad \text{(by (51))} (61)
\]

Therefore

\[
F(x^{k+1}) - \mathcal{F} = \frac{1}{1 + a \left( \frac{1}{\kappa'} \right)} \left( F(x^k) - \mathcal{F} \right) \quad \forall k \geq k_0. \] (62)

The above estimation shows that \{F(x^k)\} converges to \( \mathcal{F} \) at the Q-linear rate; that is,

\[
F(x^{k+1}) - \mathcal{F} \leq \beta \left( F(x^k) - \mathcal{F} \right) \quad \forall k \geq k_0, \] (63)

where \( \beta = \frac{1}{1 + a \left( \frac{1}{\kappa'} \right)} \in (0,1) \). (63) implies, in particular, that \( F(x^k) - \mathcal{F} \leq \beta^{(k-k_0)} (F(x^{k_0}) - \mathcal{F}) \) for all \( k \geq k_0 \). So \( \sum_{i=k_0}^{\infty} (F(x^i) - \mathcal{F}) < +\infty \) and (60) follows. We now derive the R-linear rate of convergence of \{x^k\}. By (49) in Lemma 4.1 again, we have

\[
F(x^k) - F(x^{k+1}) \geq a\|x^k - x^{k+1}\|^2. \] (64)

Thus

\[
\|x^k - x^{k+1}\|^2 \leq \frac{1}{a} \left[ (F(x^k) - \mathcal{F}) - (F(x^{k+1}) - \mathcal{F}) \right] \\
\leq \frac{1}{a} (F(x^k) - \mathcal{F}) \\
\leq \frac{\beta^{(k-k_0)}}{a} (F(x^{k_0}) - \mathcal{F}) \quad \text{(by (63))}.
\]
From the above inequality, we see that
\[ \|x^k - x^{k+1}\| \leq \hat{M}(\sqrt{\beta})^{(k-k_0)} \quad \forall k > k_0, \]
where \( \hat{M} = \sqrt{\frac{F(x^0) - F}{\alpha}} \). By Proposition 5.1, we have \( \{x^k\} \) converges to desired critical point \( \bar{x} \).

Hence,
\[ \|x^k - \bar{x}\| \leq \sum_{i=k_0}^{\infty} \|x^i - x^{i+1}\| \leq \frac{\hat{M}}{1 - \sqrt{\beta}}(\sqrt{\beta})^{(k-k_0)}. \]

This shows that \( \{x^k\} \) converges to desired critical point \( \bar{x} \) at the R-linear rate; that is,
\[ \limsup_{k \to \infty} (k-k_0)^{\sqrt{k^k - \bar{x}}} = \sqrt{\beta} < 1. \]

The following theorem gives necessary and sufficient conditions for linear convergence relative to a level set.

**Theorem 5.2** (Necessary and sufficient conditions for linear convergence relative to \([F \leq \bar{F}]\)) Let a sequence \( \{x^k\} \) be generated by the VBPG method, and \( \bar{x} \in \overline{X}_L \). Set \( \bar{F} = F(\bar{x}) \) and \( \nu > 0 \). Assume the strong level-set subdifferential error bound condition holds on \([\bar{F} < F < \bar{F} + \nu]\) with \( \theta' \). For any arbitrary initial point \( x^0 \in [\bar{F} < F < \bar{F} + \nu] \), assume that \( x^k \in [\bar{F} < F < \bar{F} + \nu], \forall k \), then the following statements hold.

(i) The assertion of Theorem 5.1 are true. Moreover, if \( \theta' = 1 + c_3(L + \frac{M}{\xi}) \in \left( \sqrt{\frac{1}{\xi}}, \sqrt{\frac{1}{\xi-1}} \right) \), then the VBPG method converges linearly respect to level-set \([F \leq \bar{F}]\), i.e.,
\[ \text{dist} \left( x^{k+1}, [F \leq \bar{F}] \right) \leq \beta \text{dist} \left( x^k, [F \leq \bar{F}] \right), \quad k \geq 0, \quad (65) \]
with \( \beta = \sqrt{\frac{b}{b - \frac{c}{(\theta')^2}}} \) and \( \beta \in (0, 1) \), where the values of \( b \) and \( c \) are appeared in Table 1.

(ii) Conversely, if \( g \) is semi-convex on \( \mathbb{R}^n \), \( \bar{c} < \min \{ \frac{m}{\xi}, \frac{m}{\rho} \} \) and the VBPG method converges linearly in the sense of (65), then \( F \) satisfies strong level-set subdifferential error bound condition (11) on \([\bar{F} < F < \bar{F} + \nu]\) with \( c_3' = \frac{\bar{c}}{(1-\beta)(m-\bar{c})} \).

**Proof.** By the strong level-set subdifferential EB condition on \([\bar{F} \leq F \leq \bar{F} + \nu]\) with \( c_3' \), then (54) holds which following the assertions of Theorem 5.1. The claim follows directly from Proposition 5.2. □
Remark 5.2 For problem (P), if every critical point achieves the global minimum $F^*$, then solution set $X^* = \{ F \leq F^* \}$, we have $x^k \in [F^* < F < F^* + \nu]$ and operative inequality respect to $[F \leq F^*]$ become

$$\text{dist} (T_{D,e}(x), X^*) \leq \beta \text{dist} (x, X^*), \quad \forall x \in \mathbb{R}^n. \quad (66)$$

Observe that a convex or an invex function $F$ satisfies (66). Furthermore, conditions such as proximal-PL, a global version of KL and EB [27] also guarantee (66).

6 Connections with known error bounds in literature and applications

In this section we will examine the relationships of level-set error bounds with existing error bounds. The previous necessary and sufficient condition of linear convergence results of VBPG allow us to exploit the novel convergence results for various existing algorithms. Although we only study the "local" version error bounds on $B(x; \eta, \nu)$, but the same analysis can be readily extended to "global" version error bounds on $[F \leq F + \nu]$.

6.1 First type error bounds with target set $\overline{X}_P$

Let $\overline{x} \in \overline{X}_P$, we study conditions under which the distance from any vector $x \in B(\overline{x}; \eta, \nu)$ to the set $\overline{X}_P$ is bounded by a residual function $R_1(x)$, raised to a certain power, evaluated at $x$. Specifically, we study the existence of some $\gamma_1, \delta_1$, such that

$$\text{dist}^{\gamma_1} (x, \overline{X}_P) \leq \delta_1 R_1(x), \quad \forall x \in B(\overline{x}; \eta, \nu).$$

An expression of this kind is called a first type error bound with target set $\overline{X}_P$ for (P).

6.1.1 Important examples with target set $\overline{X}_P$

Definition 6.1 (Weak metric-subregularity) We say that $\partial_P F$ is weakly metrically subregular at $\overline{x} \in \overline{X}_P$ for the zero vector 0 if there exist $\eta, \nu$ and $c_5$ such that

$$c_5 \text{dist} (x, \overline{X}_P) \leq \text{dist} (0, \partial_P F(x)), \forall x \in B(\overline{x}; \eta, \nu). \quad (67)$$

A few remarks about (67) are in order. Metric subregularity of a set-valued mapping is a well-known notion in variational analysis. See the monograph [21] by Dontchev and Rockafellar for
motivations, theory, and applications. In (67) if $B(x; \eta, \nu)$ is replaced by $B(x; \eta)$, then (67) is equivalent to metric subregularity of the set-value mapping $\partial P F$ at $\bar{x}$ for the vector 0 (see Exercise 3H.4 of [21]) for a proof. Another important notion in variational analysis is calmness of a set-valued mapping. By Theorem 3H.3 of [21], metric subregularity of $\partial P F$ at $\bar{x}$ for the vector 0 is equivalent to the inverse set-valued mapping $(\partial P F)^{-1}$ is calm at the zero vector 0 for $\bar{x}$. In this regard, metric subregularity and calmness can be used to examine properties of a set-valued mapping at a point from two distinct perspectives. For the set-valued mapping $\partial P F$, this equivalence can be precisely stated as follows:

**Proposition 6.1 (Equivalence of metric subregularity and calmness : Theorem 3H.3 and Exercise 3H.4 of [21])**

Let $\partial P F : \mathbb{R}^n \to \mathbb{R}^n$ be the subdifferential set-valued mapping. Suppose that $0 \in \partial P(\bar{x})$. Then the following statements are equivalent.

(i) There are $\eta > 0$ and $\kappa$ such that
$$
(\partial P F)^{-1}(x^*) \cap B(\bar{x}; \eta) \subset X_P + \kappa B(0; ||x^*||) \forall x^* \in \mathbb{R}^n \quad \text{(calmness)}.
$$

(ii) There are $\eta > 0$ and $\kappa$ such that
$$
dist(x, X_P) \leq \kappa dist(0, \partial P F(x)), \forall x \in B(\bar{x}; \eta) \quad \text{(metric subregularity).}
$$

Furthermore, if (ii) holds, then (67) holds; that is, $\partial P F$ is weakly metric-subregular at $\bar{x}$ for the zero vector 0.

**Definition 6.2 (Bregman proximal error bound)** Given a Bregman function $D$ along with $\epsilon > 0$, we say that the Bregman proximal error bound holds at $\bar{x} \in X_P$ if there exist $\eta$, $\nu$ and $c_4$ such that
$$
dist(x, X_P) \leq c_4 dist(x, T_{D, \epsilon}(x)), \forall x \in B(\bar{x}; \eta, \nu). \quad (68)
$$

**Assumption 3 ($H_3$)** There is a $\delta > 0$ such that $F(y) \leq F(\bar{x})$ whenever $y \in X_P$ and $\|y - \bar{x}\| \leq \delta$.

Next theorem states that, for $F$, if the Bregman proximal error bound or $\partial P F$ is weakly metric-subregular at $\bar{x} \in X_P$ for the zero vector 0, and ($H_3$) holds at $\bar{x}$, then the level-set subdifferential error bound holds at $\bar{x}$.

**Theorem 6.1 (Level-set subdifferential error bound under the Bregman proximal error bound or weak metric-subregularity )** Suppose Assumption 1 holds, and Assumption ($H_3$) holds at $\bar{x} \in X_P$. If one of the following condition holds
(i) the Bregman proximal error bound uniformly holds at \( \bar{x} \), and \( g \) is semiconvex or \( g \) is uniformly prox-regular around \( \bar{x} \) with \( \rho, \eta, \bar{\tau} < \min\{ \frac{\mu}{T}, \frac{\mu}{p} \} \) and \( t_{D,\epsilon}(x) \) satisfies property (A), for all \( t_{D,\epsilon}(x) \in T_{D,\epsilon}(x) \).

(ii) \( \partial_P F \) is weakly metric-subregular at \( \bar{x} \) for the zero vector 0;

then \( F \) satisfies the level-set subdifferential error bound condition at \( \bar{x} \) with \( \gamma = 1 \).

Proof. First noted that \( \bar{X}_P = \{ \bar{X}_P \cap \mathcal{B}(\bar{\tau}; \eta, \nu) \} \cup \{ \bar{X}_P \setminus \mathcal{B}(\bar{\tau}; \nu, \eta) \} \). For given \( x \in \mathcal{B}(\bar{\tau}; \frac{\eta}{2}, \nu) \), we have \( \text{dist} (x, \bar{X}_P \cap \mathcal{B}(\bar{\tau}; \eta, \nu)) \leq \frac{\eta}{2} \) and \( \text{dist} (x, \bar{X}_P \setminus \mathcal{B}(\bar{\tau}; \eta, \nu)) > \frac{\eta}{2} \). Let \( x_p = \text{Proj}_{\bar{X}_P}(x) \), then we must have \( x_p \in \bar{X}_P \cap \mathcal{B}(\bar{\tau}; \eta, \nu) \) and \( \text{dist} (x, x_p) = \text{dist} (x, \bar{X}_P) \leq c_4 \text{dist} (x, T_{D,\epsilon}(x)) \) (by the definition of Bregman proximal error bound (68)).

If \( g \) is semi-convex, Proposition 2.6 holds. For the case where \( g \) is uniformly prox-regular around \( \bar{x} \) with \( \rho, \eta, \bar{\tau} < \min\{ \frac{\mu}{T}, \frac{\mu}{p} \} \), we have \( \text{dist} (x, T_{D,\epsilon}(x)) \leq \frac{\epsilon}{(m-\epsilon p)} \text{dist} (0, \partial_P F(x)) \) for \( x \in \mathcal{B}(\bar{\tau}; \frac{\eta}{2}, \frac{\nu}{2}) \) with \( N \geq \frac{\bar{\tau} \eta}{m-\epsilon p} / (\frac{\eta}{2})^2 \), from (69) it follows that \( F \) satisfies level-set subdifferential error bound condition at \( \bar{x} \in \bar{X}_P \).

(ii) By Assumption (H3), for \( \eta \leq \delta \), we have that \( \bar{X}_P \cap \mathcal{B}(\bar{\tau}; \eta, \nu) \subset [F \leq F] \). Therefore, for \( x \in \mathcal{B}(\bar{\tau}; \frac{\eta}{2}, \nu) \subset \mathcal{B}(\bar{\tau}; \eta, \nu) \), we conclude

\[
\text{dist} (x, [F \leq F]) \leq \text{dist} (x, \bar{X}_P \cap \mathcal{B}(\bar{\tau}; \eta, \nu)) = \text{dist} (x, \bar{X}_P) \leq c_4 \text{dist} (x, T_{D,\epsilon}(x)) \quad (69)
\]

which yields the desired result.

\[\square\]
6.1.2 Convergence analysis of various algorithms under first type error bounds for linear convergence

Application 6.1: Linear convergence of PG method for fully nonconvex problem (P)

Very recently, Wang et. al. [48] develop the perturbation technique to conducting the linear convergence of the PG method under the calmness condition along with the proper separation of stationary value condition \((H_3)\) for fully nonconvex problem (P). From Theorem 5.1, we see that linear convergence of PG is in fact guaranteed by the level-set subdifferential error bound condition which is weaker than the calmness condition don’t required Assumption \((H_3)\). Moreover, if \(g\) is semi-convex, the strong level-set Bregman error bound on \([F \leq \bar{F} + \nu]\) is necessary and sufficient for linear convergence in sense \((65)\).

Application 6.2: Linear convergence of regularized Jaccobi method

In many big data applications, the regularizer \(g\) in problem (P) may have block separable structures, i.e., \(g(x) = \sum_{i=1}^{N} g_i(x_i), x_i \in \mathbb{R}_n^i\). In this setting, (P) can be specified as

\[
\min_{x \in \mathbb{R}^n} f(x_1, ..., x_n) + \sum_{i=1}^{N} g_i(x_i) \tag{71}
\]

If we take \(K^k(x) = \sum_{i=1}^{N} f(R_i^k(x)) + \frac{1}{2}\|x_i - x_i^k\|_2^2\) and \(D^k(x, y) = K^k(y) - [K^k(x) + \langle \nabla K^k(x), y - x \rangle]\), where \(R_i^k \triangleq (x_1^k, ..., x_{i-1}^k, x_i, x_{i+1}^k, ..., x_n^k)\). Thus VBPG become a regularized Jaccobi algorithm. Recently, G. Bajac [4] provided the linear convergence of regularized Jaccobi algorithm under quadratic growth condition for full convex problem \((71)\). From the results of in the convex setting quadratic growth condition is equivalent to Bregman proximal error bound, metric subregularity and KL property with exponent \(\frac{1}{2}\), see [22] and [50] for more details.

By Theorem 5.1 for full nonconvex problem \((71)\), the VBPG method provides the linear convergence under the level-set subdifferential error bound condition at the point \(\bar{x} \in \mathbb{X}_L\). For the convex case, together with Theorem 5.2 we can show that Bregman proximal error bound and the quadratic growth condition are also necessary for linear convergence in the sense of \((66)\).

6.2 Second type error bounds with target value \(F(\bar{x})\)

Second type error bounds are used to bound the absolute difference of any function value \(F\) at \(x\) from a test set to the value \(F(\bar{x})\) by a residual function \(R_2\). Specifically we study if there exist some \(\gamma_2, \delta_2\) such that

\[
R_2(x) \geq \delta_2 (F(x) - F(\bar{x}))^{\gamma_2}, \quad \forall x \in \mathcal{B}(\bar{x}; \eta, \nu).
\]
An expression of this kind is called a second type error bound of $F$ for problem (P).

### 6.2.1 Connections of important second type error bounds and level-set based error bounds

**Definition 6.3 (Kurdyka-Lojasiewicz property)** The proper lower semicontinuous function $F$ is said to satisfy the Kurdyka-Lojasiewicz (KL) property at $x$ with exponent $\alpha \in (0, 1)$, if there exist $\nu > 0$, $\eta > 0$, and $c_1 > 0$ such that the following inequality holds:

$$\text{dist}(0, \partial L F(x)) \geq c_1|F(x) - F(\overline{x})|^\alpha \quad \forall x \in B(\overline{x}; \eta, \nu). \quad (72)$$

**Definition 6.4 (Level-set sharpness)** A proper lower semicontinuous function $\psi$ is said to satisfy the level-set sharpness at $x$ with exponent $\beta > 0$, if there exist $\nu > 0$, $\eta > 0$, and $c_2 > 0$ such that the following inequality holds:

$$\text{dist}(x, [F \leq F(\overline{x})]) \leq c_2(F(x) - F(\overline{x}))^\beta \quad \forall x \in B(\overline{x}, \eta, \nu).$$

Generally speaking, the KL property is the strongest property that implies all others.

**Theorem 6.2 (Level-set subdifferential EB under KL property)** Let $F$ be a proper lower semicontinuous function on $\mathbb{R}^n$. Suppose that $F$ satisfies the KL property at $\overline{x}$ with exponent $\alpha \in (0, 1)$ over $x \in B(\overline{x}; \eta, \nu)$. Then

(a) The function $F$ is level-set sharpness at $\overline{x}$ with $\beta = 1 - \alpha$ over $x \in B(\overline{x}; \eta, \nu)$.

(b) Moreover, $F$ also satisfies the level-set subdifferential error bound at $\overline{x}$ with $\gamma = \frac{\alpha}{1-\alpha}$ over $x \in B(\overline{x}; \eta, \nu)$. So $\alpha = \frac{\gamma}{1+\gamma}$. As a consequence, $\alpha \in (0, 1/2]$ if and only if $\gamma \in (0, 1]$, and $\alpha \in (1/2, 1)$ if and only if $\gamma > 1$.

**Proof.**

(a) See Theorem 4.1 of Azé and Corvellec with the name nonlinear local error bound for level-set sharpness condition [2].

(b) From (a), there is some $c_2 > 0$ such that for $x \in B(\overline{x}; \frac{\eta}{2}, \nu)$ we have

$$\text{dist}(x, [F \leq F(\overline{x})]) \leq c_2(F(x) - F(\overline{x}))^{1-\alpha}.$$
Then as the KL property holds at $\bar{x}$ with exponent $\alpha \in (0, 1)$, there is some $c_1 > 0$ such that

$$\text{dist}(x, [F \leq F(\bar{x})]) \leq c_2 \frac{1}{c_1^\alpha} \text{dist}(\frac{1-\alpha}{\alpha}) (0, \partial L F(x)) = \frac{c_1 c_2}{c_1^\alpha} \text{dist}(\frac{1-\alpha}{\alpha}) (0, \partial L F(x)).$$

This yields $\gamma = \frac{\alpha}{1-\alpha}$. Since $\partial P F(x) \subseteq \partial L F(x)$, the claim is proved. The last part follows easily with some simple computations.

\[\square\]

**Definition 6.5 (Bregman proximal gap condition.)** Given a Bregman function $D$ along with $\epsilon > 0$, we say that the function $F$ satisfies the Bregman proximal (BP) gap condition relative to $D$ and $\epsilon$ at $\bar{x} \in \text{dom} F$ with exponent $q \in [0, 2)$ if there exist $\nu > 0$, $\eta > 0$, and $\mu > 0$ such that the following inequality holds:

$$G_{D, \epsilon}(\bar{x}) \geq \mu \left( F(\bar{x}) - F \right)^q \forall x \in B(\bar{x}; \eta, \nu),$$

where $G_{D, \epsilon}(x) = -\frac{1}{\epsilon} \min_{y \in \mathbb{R}^n} \left\{ \langle \nabla f(x), y - x \rangle + g(y) - g(x) + \frac{1}{\epsilon} D(x, y) \right\}$.

Under the assumption of uniform prox-regularity of $g$ at $\bar{x}$, we have the following theorem, which gives an answer to the converse of Theorem 6.2.

**Theorem 6.3 (BP gap condition, level-set Bregman EB and KL property)** Suppose that Assumption 1 holds. For a given Bregman function $D$ along with $\epsilon > 0$ satisfying Assumption 2, $g$ is semi-convex or $g$ is uniformly prox-regular around $\bar{x}$ with $\rho$, $\eta$, $\bar{x} < \min\{\frac{m}{\epsilon}, \frac{m}{\epsilon L}\}$ and $t_{D, \epsilon}(x)$ satisfies property (A), $\forall t_{D, \epsilon}(x) \in T_{D, \epsilon}(x)$:

(i) If $F$ satisfies level-set Bregman error bound holds at $\bar{x}$ with exponent $p = 1$ over $B(\bar{x}; \eta, \nu)$, then BP gap condition holds at $\bar{x}$ with exponent $q = 1$ over $B(\bar{x}; \frac{\eta}{2}, \frac{\nu}{N})$ with $N \geq \frac{\epsilon \nu}{m - \epsilon L} \left( \frac{\eta}{2} \right)^2$.

(ii) If $F$ satisfies BP gap condition at $\bar{x}$ with exponent $q$ over $B(\bar{x}; \eta, \nu)$, then function $F$ has the KL property at $\bar{x}$ with exponent of $\frac{q}{2}$ over $B(\bar{x}; \eta, \nu)$.

Proof.

(i) For $x \in B(\bar{x}; \frac{\eta}{2}, \frac{\nu}{N})$, let $x_p \in [F \leq \bar{F}]$ s.t. $\|x - x_p\| = \text{dist}(x, [F \leq \bar{F}])$. By Lemma 3.1, we have $F(x_p) = F(\bar{x}) = \bar{F}$ and the estimate for term $E_{D, \epsilon}(x) - \bar{F}$ can obtained by Proposition 3.1 as following

$$E_{D, \epsilon}(x) - \bar{F} \leq c_0 \text{dist}^2(x, [F \leq \bar{F}]), \quad \text{with} \quad c_0 = \frac{3}{2} L + \frac{M}{2 \epsilon}.$$
Furthermore, we obtain

\[ F(x) - \overline{F} = F(x) - E_{D,\epsilon}(x) + E_{D,\epsilon}(x) - \overline{F} \leq F(x) - E_{D,\epsilon}(x) + c_0 \text{dist}^2(x, [F \leq F(\overline{x})]) \]  
(by (38))

\[ \leq \frac{1}{\epsilon} G_{D,\epsilon}(x) + c_0 \theta^2 \text{dist}^2(x, T_{D,\epsilon}(x)) \]  
(by level-set Bregman EB condition)

\[ \leq \frac{1}{\epsilon} G_{D,\epsilon}(x) + c_0 \theta^2 \left( \frac{2^2}{m - \epsilon\rho} \right) G_{D,\epsilon}(x) \]  
(by (ii) of Proposition 2.6 is valid)

So, there is some \( \mu > 0 \) such that

\[ G_{D,\epsilon}(x) \geq \mu (F(x) - \overline{F}), \quad \forall x \in B(\overline{x}; \frac{\eta}{2}, \frac{\nu}{N}) , \]

The proof is completed.

(ii) By the hypothesis, the BP gap condition holds at \( \overline{x} \) with exponent \( q \) over \( B(\overline{x}; \eta, \nu) \), i.e.,

\[ G_{D,\epsilon}(x) \geq \mu (F(x) - \overline{F})^q, \quad \forall x \in B(\overline{x}; \eta, \nu). \]

By the assumptions for \( g \), then \( \partial_P g(x) = \partial_L g(x) \) and \( \partial_P F(x) = \partial_L F(x) \) for all \( x \in B(\overline{x}; \frac{\eta}{2}, \frac{\nu}{N}) \) the statement (iv) of Proposition 2.6 is valid, we have

\[ G_{D,\epsilon}(x) \leq \frac{\text{dist}^2(0, \partial_L F(x))}{2(m - \epsilon\rho)}. \]  
(73)

It follows that

\[ 2(m - \rho)\mu (F(x) - \overline{F})^q \leq [\text{dist}(0, \partial_L F(x))]^2. \]  
(74)

Thus

\[ \text{dist}(0, \partial_L F(x)) \geq \sqrt{2(m - \rho)\mu (F(x) - \overline{F})^q}, \]  
(75)

and the assertion is justified. \( \square \)

Figure 1 summarizes the main results of this section.
Figure 1: The relationship among the notions of the level-set subdifferential EB, subregularity of subdifferential, Bregman proximal EB, KL property, level-set Bregman error bound and Bregman gap condition (In this Figure, conditions of semiconvexity for $g$ can be replaced by uniformly proximal regular with $\rho$ and $\eta$ and for $x \in \mathcal{B}(\bar{x}, \frac{\eta}{2}, \frac{\eta}{2})$ with $N \geq \frac{m - t_D}{m - t_D} / \left(\frac{\eta}{2}\right)^2$, $t_{D, \varepsilon}(x)$ satisfies property (A), $\forall t_{D, \varepsilon}(x) \in T_{D, \varepsilon}(x)$)
6.2.2 Linear convergence of various algorithms under second type error bounds

Application 6.3: Linear convergence under proximal-PL inequality and Bregman proximal gap

H. Karimi et al. [27] proposed the concept of proximal-PL inequality for solving problem (P) where \( F \) is invex function, \( g \) is convex, i.e., there is \( \mu > 0 \) such that the following inequality holds:

\[
\frac{1}{2} D_g(x, L) \geq \mu (F(x) - F^*).
\]

where \( F^* \) is an optimum and

\[
D_g(x, \alpha) = -2\alpha \min_{y \in \mathbb{R}^n} \left[ \langle \nabla f(x), y - x \rangle + \frac{\alpha}{2} \| y - x \|^2 + g(y) - g(x) \right],
\]

which is a global version of Bregman proximal gap function with \( D^k(x,y) = \| x - y \|^2 \). The authors of [27] proved the sequence \( \{ F(x^k) \} \) generated by PG method with a step size of \( 1/L \) linearly converges to \( F^* \) under proximal-PL inequality. For the fully nonconvex case, Theorem 5.1 shows the Q-linear convergence of \( \{ F(x^k) \} \) and the R-linear convergence of \( \{ x^k \} \) under the Bregman proximal gap condition, which is weaker than the proximal-PL inequality. Observe that the proximal PL inequality implies that every critical point achieves an optimum \( F^* \), and the strong level-set Bregman error bound condition holds. If \( g \) is semi-convex, by Theorem 5.2 the proximal PL inequality is also a necessary condition for linear convergence in the sense (66).

Application 6.4: Linear convergence of variable metric proximal gradient (VMPG) methods under KL property

Various variable metric proximal gradient methods are provided in following algorithms for problem (P)

\[
x^{k+1} \rightarrow \min \langle \nabla f(x^k), x - x^k \rangle + g(x) + \frac{1}{2} \| x - x^k \|^2_{B^k},
\]

where \( B^k \) is positive definite matrix.

The extrapolation and line-search techniques may be combined with the standard VMPG. For full convex problem (P), the converge rate of \( O(1/k^2) \) of \( \{ F(x^k) \} \) is provided. Recently, E. Chonzennx et al. [15] proposed an inexact version of VMPG algorithm for problem (P) where \( g \) is convex. And the authors also provided linear convergence of VMPG under KL property with exponent \( \frac{1}{2} \).

Noted that VMPG is the special case with \( D^k = \| x - y \|^2_{B^k} \). Theorem 5.1 states that VMPG has the linear convergence for \( \{ x^k \} \) and \( \{ F(x^k) \} \) under level-set subdifferential EB condition. Moreover, the strong level-set Bregman error bound condition on \( |F - F| \) is necessary and sufficient for linear convergence in the sense of (65). Mention that if \( g \) is semi-convex, level-set subdifferential EB condition is equivalent to KL exponent \( \frac{1}{2} \) condition, which is satisfied by polynomial, real-analytic and semialgebraic function [22, 25].
7 Sufficient conditions for the level-set subdifferential error bound condition to hold on $\mathcal{B}(\bar{x}; \eta, \nu)$ with $\bar{x} \in \overline{X}_P$

In this section, we examine some sufficient conditions to guarantee level-set subdifferential error bound condition at $\bar{x}$ on $\mathcal{B}(\bar{x}; \eta, \nu)$, where $\bar{x}$ is a proximal critical point of $F = f + g$

First, we present some notions on relaxed strong convexity of function $f$ on $\mathcal{B}(\bar{x}; \eta)$. Given $z \in \mathcal{B}(\bar{x}; \eta)$, for brievity, we denote $\text{Proj}_{\mathcal{B}(\bar{x}; \eta)} \cap \overline{X}_P(z)$ by $\bar{x}_p$. The following notations can be viewed as the local version for that in H. Karimi et al's and I. Necoara et al's paper [27],[33] respectively.

1. Local strong-convexity (LSC) on $\mathcal{B}(\bar{x}; \eta)$:
   \[
f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \| y - x \|^2, \quad \forall x, y \in \mathcal{B}(\bar{x}; \eta).
   \]

2. Local essentially-strong-convexity at $\bar{x}_p$ (LESC) on $\mathcal{B}(\bar{x}; \eta)$:
   \[
f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \| y - x \|^2, \quad \forall x, y \in \mathcal{B}(\bar{x}; \eta) \text{ with } \bar{x}_p = \bar{y}_p. \quad (76)
   \]

3. Local weak- strong-convexity at $\bar{x}_p$ (LWSC) on $\mathcal{B}(\bar{x}; \eta)$:
   \[
f(\bar{x}_p) \geq f(x) + \langle \nabla f(x), \bar{x}_p - x \rangle + \frac{\mu}{2} \| \bar{x}_p - x \|^2, \quad \forall x \in \mathcal{B}(\bar{x}; \eta). \quad (77)
   \]

4. Local quadratic-gradient-growth (LQGG) at $\bar{x}_p$ on $\mathcal{B}(\bar{x}; \eta)$:
   \[
   \langle \nabla f(x) - \nabla f(\bar{x}_p), x - \bar{x}_p \rangle \geq \mu \| x - \bar{x}_p \|^2, \quad \forall x \in \mathcal{B}(\bar{x}; \eta). \quad (78)
   \]

For the case $g = 0$, the following two notions are introduced.

5. Local restricted secant inequality (LSRI):
   \[
   \langle \nabla f(x), x - \bar{x}_p \rangle \geq \mu \| x - \bar{x}_p \|^2, \quad \forall x \in \mathcal{B}(\bar{x}; \eta).
   \]

6. Local Polyak-Lojasiewicz (LPL) inequality:
   \[
   \frac{1}{2} \| \nabla f(x) \|^2 \geq \mu (f(x) - f(\bar{x})), \quad \forall x \in \mathcal{B}(\bar{x}; \eta). \quad (80)
   \]
It’s easy to show that the following implications hold for the function $f$ on $B(x, \eta)$.

$$(LSC) \Rightarrow (LESC) \Rightarrow (LWSC).$$

For the case $g = 0$, the assumptions of $\nabla f(x_p) = 0$ and the LQGG reduce to the local restricted secant inequality (LRSI). So we have:

$$(LWSC) \Rightarrow (LRSI) \Rightarrow (LPL) \quad (\text{if } g = 0).$$

Along with Assumption 3, we can establish the level-set subdifferential error bound for $F$, whenever $g$ is prox-regular.

**Proposition 7.1 (Sufficient conditions for weak metric subregularity)** Suppose $x \in X_P$, $g$ is uniformly prox-regular around $\bar{x} \in \text{dom} g$ with modulus $\rho$. If one of the following conditions holds

(i) $f$ is local weak strongly convex at $x_p$ (LWSC) with modulus $\mu$ and $\mu > \rho$ on $B(x, \eta)$.

(ii) $f$ satisfies local quadratic gradient growth condition at $x_p$ (LQG) with modulus $\mu$ and $\mu > \rho$ on $B(x, \eta)$,

then $F$ satisfies the weak metric subregularity condition at $\bar{x}$; that is,

$$\text{dist}(0, \partial P F(x)) \geq \frac{(\mu - \rho)}{2} \text{dist}(x, X_p), \quad \forall x \in B(\bar{x}, \eta, \nu).$$

**Proof.**

(i) If $f$ is LWSC at $x_p$ on $B(\bar{x}, \eta)$, then we have

$$f(x_p) \geq f(x) + \langle \nabla f(x), x_p - x \rangle + \frac{\mu}{2} \|x_p - x\|^2. \quad (81)$$

Since $g$ is uniformly prox-regular around $\bar{x}$ with $\rho$, then $\partial P g(x) = \partial L g(x)$ and

$$g(x_p) \geq g(x) + \langle \xi, x_p - x \rangle - \frac{\rho}{2} \|x_p - x\|^2, \quad \forall \xi \in \partial P g(x). \quad (82)$$

Adding inequalities (81) and (82), we obtain

$$F(x_p) = F(\bar{x}) = F(x) + \langle \nabla f(x), x_p - x \rangle + \frac{(\mu - \rho)}{2} \|x_p - x\|^2.$$

and

$$\langle \nabla f(x) + \xi, x - x_p \rangle \geq \frac{(\mu - \rho)}{2} \|x_p - x\|^2, \quad \forall \xi \in \partial P g(x), \quad \forall x \in B(\bar{x}, \eta).$$

Using Cauchy-Schwartz on above inequality, we conclude

$$\text{dist}(0, \partial P F(x)) \geq \frac{(\mu - \rho)}{2} \|x_p - x\| \geq \frac{(\mu - \rho)}{2} \text{dist}(x, X_p), \quad \forall x \in B(\bar{x}, \eta),$$

which yields the desired results.
(ii) If \( f \) is LQGG at \( p \) on \( B(x; \eta) \), then we have
\[
\langle \nabla f(x) - \nabla f(p), x - p \rangle \geq \mu \|x - p\|^2, \quad \forall x \in B(p; \eta).
\]
Since \( g \) is semi-convex, we have
\[
\langle u - v, x - p \rangle \geq -\rho \|x - p\|^2, \quad \forall u \in \partial g(x), \quad \forall v \in \partial g(p).
\]
Adding the above two inequalities for \( x \in B(p; \eta) \), we obtain
\[
\langle \nabla f(x) + u - \nabla f(p) + v, x - p \rangle \geq \mu 2 \|x - p\|^2.
\]
Since \( p \) is a proximal critical point, \( 0 = \nabla f(p) + v \) for some \( v \in \partial g(p) \). With this choice of \( v \), the last above inequality yields
\[
\langle \nabla f(x) + u, x - p \rangle \geq \left( \frac{\mu - \rho}{2} \right) \|x - p\|^2 \geq \frac{(\mu - \rho)}{2} \text{dist}(x, p), \quad \forall u \in \partial g(x), \quad \forall x \in B(p; \eta).
\]
This is enough for the proof of proposition.

\[
\square
\]
If we take \( D^k(x, y) = \frac{\|x - y\|^2}{2} \), \( \epsilon^k = \epsilon \), then VPBG is the proximal gradient (PG) method, the subproblem \( (AP^k) \) becomes to
\[
x^{k+1} = \text{Prox}_g^\epsilon \left( x^k - \epsilon \nabla f(x^k) \right).
\]
where \( \text{Prox}_g^\epsilon(y) = \arg \min_{x \in \mathbb{R}^n} \{ g(x) + \frac{1}{2\epsilon} \|x - y\|^2 \} \).
If \( \text{Prox}_g^\epsilon(y) \) is a single-valued map and we define the set of critical points \( \mathcal{X} \) as
\[
\mathcal{X} \ni x \iff 0 \in \nabla f(x) + \partial g(x) \iff \mathcal{X} = \text{Prox}_g^\epsilon(f - \epsilon \nabla f(x)),
\]
where \( \partial g(x) \) is the subdifferential in the sense of convex analysis.
The following proposition present a sufficient conditions for Bregman proximal error bound.

**Definition 7.1 (Luo-Tseng error bound [46])** We say the Luo-Tseng error bound holds if any \( \xi \geq \inf_{x \in \mathbb{R}^n} F(x) \), there exists constant \( c_6 > 0 \) and \( \sigma > 0 \) such that
\[
\text{dist}(x, \mathcal{X}) \leq c_6 \|x - \text{Prox}_g^\epsilon(x - \epsilon \nabla f(x))\| \tag{85}
\]
whenever \( F(x) \leq \xi, \|x - \text{Prox}_g^\epsilon(x - \epsilon \nabla f(x))\| \leq \sigma. \)

**Proposition 7.2** The Luo-Tseng error bound condition implies the Bregman proximal error bound when \( g \) is convex.
Proof. First noted by assumptions, \( T_{D,\epsilon}(x) = \text{Prox}_g^\epsilon(x - \epsilon \nabla f(x)) \) is single-valued and continuous, thus for \( \sigma \) and \( \xi > \inf F(x) \), there are \( \eta > 0 \) and \( \nu \in (0, +\infty) \) such that \( \|x - T_{D,\epsilon}(x)\| < \sigma \) and \( F(x) \leq \xi \), whenever \( \|x - \bar{\tau}\| \leq \eta \) and \( F(x) \leq \bar{F} + \nu \). Since the Luo-Tseng error bound condition holds, therefore, we have

\[
\text{dist}(x, \overline{X}) \leq c_0 \|x - T_{D,\epsilon}(x)\|, \quad \forall x \in \mathcal{B}(\bar{x}, \eta, \nu),
\]
which implies Bregman proximal error bound.

Now we are ready to present the main results on sufficient conditions to guarantee that the level-set subdifferential error bound holds at \( \bar{x} \) on \( \mathcal{B}(\bar{x}, \eta, \nu) \), where \( \bar{x} \) is one accumulation point of the sequence \( \{x^k\} \) generated by VBPG.

**Theorem 7.1 (Sufficient conditions for the existence of a level-set subdifferential EB)**
Consider problem (P). Suppose that Assumption 1 and Assumption 2 hold, and \( x \in X_P \). If one of the following conditions hold, then \( F \) satisfies the level-set subdifferential error bound condition at \( \bar{x} \) on \( \mathcal{B}(\bar{x}; \eta, \nu) \).

(i) \( F = f + g \) satisfies the KL exponent at \( x \) on \( \mathcal{B}(\bar{x}; \eta, \nu) \) at \( \bar{x} \).

(ii) \( F = f + g \) satisfies Bregman proximal error bound condition, \( g \) is semi-convex or \( g \) is uniformly \( \text{prox-regular around } \bar{x}, t_{D,\epsilon}(x) \) satisfies property (A), \( \forall t_{D,\epsilon}(x) \in T_{D,\epsilon}(x) \) and Assumption (H3) holds.

(iii) \( F = f + g \) satisfies weak metric subregularity at \( \bar{x} \) and Assumption (H3) holds.

(iv) Let \( g = 0, f \) satisfies the (LPL) inequality on \( \mathcal{B}(\bar{x}; \eta) \) with \( F = f \).

Proof. (i) See the results of Section 3.2
(ii) & (iii) See Theorem 6.1.
(iv) For this case, PL inequality identifies to KL inequality. The assertion is followed from Theorem 6.2. \(\square\)

**Remark 7.1** If we only consider the global solution \( X^* \) for composite optimization problem (P), rather than \( \overline{X}_P \) then Assumption 2 is automatic satisfied, weak metric subregularity and Bregman proximal error bound imply level-set subdifferential error bounds.

**Remark 7.2** From the definition of a level-set subdifferential error bound, suppose that \( \bar{x} \) is a critical point. If \( x \in \mathcal{B}(\bar{x}; \eta, \nu) \) is also a critical point, then \( 0 \in \partial_P F(x) \) and \( \text{dist}(x, [F \leq \bar{F}]) = 0 \).
Figure 2: Sufficient conditions for the level-set subdifferential error bound (In this Figure, conditions of semiconvexity for $g$ can be replaced by uniformly proximal regular with $\rho$ and $\eta$ and for $x \in \mathfrak{B}(x; \frac{\eta}{2}, \frac{\eta}{N})$ with $N \geq \frac{m \epsilon L}{m \epsilon L + (\frac{\eta}{2})^2}$, $t_{D,\epsilon}(x)$ satisfies property (A), $\forall t_{D,\epsilon}(x) \in T_{D,\epsilon}(x)$)

This fact follows $F(x) \leq F(\overline{x})$, which implies Assumption 3 is a necessary condition for level-set subdifferential error bounds to hold. We mention that Assumption 3 is also necessary for KL property.

Acknowledgments: We are grateful for valuable feedbacks from Lei Zhao and Minghua Li on earlier versions of this manuscript. Figures were computer-drawn by Lei Zhao, who also in numerous other ways generously gave LaTex technical support.
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