Hi-UCD: A Large-scale Dataset for Urban Semantic Change Detection in Remote Sensing Imagery
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Abstract

With the acceleration of the urban expansion, urban change detection (UCD), as a significant and effective approach, can provide the change information with respect to geospatial objects for dynamical urban analysis. However, existing datasets suffer from three bottlenecks: (1) lack of high spatial resolution images; (2) lack of semantic annotation; (3) lack of long-range multi-temporal images. In this paper, we propose a large scale benchmark dataset, termed Hi-UCD. This dataset uses aerial images with a spatial resolution of 0.1 m provided by the Estonia Land Board, including three-time phases, and semantically annotated with nine classes of land cover to obtain the direction of ground objects change. It can be used for detecting and analyzing refined urban changes. We benchmark our dataset using some classic methods in binary and multi-class change detection. Experimental results show that Hi-UCD is challenging yet useful. We hope the Hi-UCD can become a strong benchmark accelerating future research.

1 Introduction

Change detection obtains ground feature change information by comparing images from different periods. Remote sensing images have become common data for detecting changes in the surface due to their high spatial coverage and high time resolution [1]. At the same time, the increased spatial resolution of remote sensing images can provide more details of ground objects. In-depth study of urban change is essential to promote sustainable urbanization [2]. Therefore, UCD has become a research hotspot. Urban areas often have a wide variety of objects and strong regional heterogeneity. Ground objects, even in the same class, may have very different geometric shapes, and local features. In order to better analyze urbanization, different requirements are also put forward for the usage data. (1) **Higher spatial resolution.** Higher spatial resolution images can provide more information to distinguish features between different images to obtain a clear boundary of change. (2) **Richer prior information on land cover.** Knowing the prior information about land cover can detect the direction of change and analyze land cover changes. (3) **Longer time series images.** The changes in ground objects are time-dependent, and a more continuous sequence of images can realize time series analysis to monitor urban changes.

We collected public UCD datasets (Table 1) and found that they have some limitations: (1) **Lack of high spatial resolution images.** The image spatial resolutions of OSCD [3], ZY3 [4], and SZTAKI AirChange [5] are 10 m, 5.8 m, and 1.5 m respectively. Although the resolution is gradually increasing, it still cannot meet the requirements of UCD, especially for buildings. (2) **Lack of semantic annotation.** ABCD [6], LEVIR-CD [7], WHU Building [8] only label building-related
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changes, and Season-varying directly labeled land cover related changes, all of them are lack of semantic changes. It is difficult to perform multi-class change detection to obtain fine change directions. Although HRSCD [10] provided the direction of changes, its labeling accuracy is only 80% to 85%. In addition, the ground objects of the urban area are classified into five categories, which is relatively rough and difficult to reflect the changes of typical objects in urban areas. (3) Lack of long-range multi-temporal images. The above-mentioned public datasets only contain bi-temporal images of the same area. Therefore, it is difficult to obtain satisfactory refined detection results for UCD.

To solve these problems, we introduce a large-scale semantic annotated ultra-high resolution UCD dataset named Hi-UCD. Our dataset uses aerial images with a spatial resolution of 0.1m to clearly show the spatial details of ground objects and capture small changes in them. Hi-UCD obtains fine semantic changes of objects by labeling the land cover classes of images in different periods. We have selected 9 land cover classes including natural and artificial objects to achieve complete coverage of urban ground objects. In addition, Hi-UCD contains images of three time phases in the same area, which is conducive to studying the temporal correlation of changes in ground features. Overall, Hi-UCD is a large-scale, multi-temporal, ultra-high resolution urban semantic change detection dataset, which can realize comprehensive detection and analysis of urban changes. To verify the validity of Hi-UCD, we select the classic method in the binary and multi-class change detection task to conduct the experiments, finally provide a benchmark.

2 Hi-UCD Dataset

Hi-UCD focuses on urban changes and uses ultra-high resolution images to construct multi-temporal semantic changes to achieve refined change detection. The study area of Hi-UCD is a part of Tallinn, the capital of Estonia, with an area of 30 km². The Estonian Land Board provides aerial images taken by Leica ADS100-SH100 in 2017, 2018, and 2019, with topographic database for the area.

Hi-UCD obtained semantic changes by annotating the land cover classes in different periods. We have considered topographic documents and changes in ground objects to select 9 land cover classes to achieve complete coverage of ground objects in Estonia. Finally, we cut each year’s images into patches with a size of 1024 × 1024, and filter out patches with change pixels more than 200 to form the Hi-UCD dataset. There are 359 image pairs in 2017-2018, 386 pairs in 2018-2019, and 548 pairs in 2017-2019, including images, semantic maps and change maps at different times. In Figure 1, examples of the Hi-UCD dataset are given. Compared with other public datasets, its characteristics are as follows:

1. **Ultra-high spatial resolution.** Hi-UCD uses aerial images with a spatial resolution of 0.1m, which is the highest resolution in public data. In these images, the geometric shape of the ground objects is clear, and the boundary is obvious, which provides rich spatial texture information. Therefore, it is conducive to detecting local changes of ground objects and realizing refined change detection.

2. **Multi-temporal images.** Hi-UCD contains the images of the three years from 2017 to 2019, and gives the semantic annotation and change mask every two years (2017-2018, 2018-2019, 2017-2019). Changes are highly time-dependent, and multi-temporal data can
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provide temporal features, which helps researchers to conduct long-term serial studies and improve the temporal precision of UCD. In addition, the images of different years have undergone orthorectification without registration errors. At the same time, they were taken in the same season, which greatly reduced the influence of seasonal changes in vegetation.

3. Semantic annotation. Considering typical urban objects and change-related objects, we developed Hi-UCD semantic annotation categories. There are 9 types of objects, including natural objects (water, grassland, woodland, bare land), artificial objects (building, greenhouse, road, bridge), and others (change-related), basically include all types of urban land cover in Estonia. The above categories are mapped with the shapefile layer in the Estonian Topographic Database (ETD). Due to the inconsistency of the vector boundaries between different years in ETD, the buildings are based on the vector of each year, and the other classes are based on the vector of 2019. Through visual interpretation, we check the topographic shapefiles and modify them. Meanwhile, we compare images of different years to determine the relevant objects of the change and add the category “other”. Finally, the binary and multi-classes change masks generated through the semantic annotation results.

Because of these characteristics, Hi-UCD is full of challenges: (1) the increase in spatial resolution has aggravated the shadows and occlusions in the image. (2) The changes in uninteresting ground objects such as cars will cause serious background noise during change detection. (3) High-rise buildings are tilted and geometrically mismatched due to different shooting angles at different times. (4) The number of category transitions caused by changes is much greater than the number of semantic categories, which increases the difficulty of multi-classes change detection task. In summary, Hi-UCD is far more diverse, comprehensive, and challenging.

3 Benchmark

In order to establish a fair benchmark, we evaluated the classic methods of binary and multi-class change detection under a unified experimental setting and data division conditions.

Methods After decades of development, change detection methods have evolved from pixel-based direct comparison to data-driven deep learning methods [1][2][3]. We chose different methods according to the different detection task. For binary change detection, these methods are the commonly used as comparison methods, including traditional methods (change vector analysis (CVA) [14], multivariate alteration detection (MAD) [15], the regularized iteratively reweighted MAD (IRMAD) [16], and deep learning methods (FC_EF [17], FC_Siam_diff [17], FC_Siam_diff [17], FC_Res_EF [10]). For multi-class change detection, the commonly used method is the post-classification comparison. After classifying images of different time phases through a classifier, like support vector machines [18], random forest [19], convolutional neural network [20] are compared to obtain change information. Considering the complexity of the objects in Hi-UCD, we only chose the classic semantic segmentation deep learning networks in computer vision ( Deeplab v3 [18], Deeplab v3+ [19], PSPNet [20] ) and remote sensing ( FarSeg [21] ) for classification to obtain multi-class changes.
Table 2: The quantitative evaluation of the baseline methods for Hi-UCD

(a) Change detection accuracy

| Method          | #Params (M) | MAdds (B) | OA (%)    | Kappa (%) | IoU (%)  |
|-----------------|-------------|------------|-----------|-----------|----------|
| CV A [14]       | -           | -          | 40.79     | 3.98      | 11.51    |
| IRMAD [16]      | -           | -          | 88.18     | 11.74     | 9.36     |
| FC_Siam_conc [17] | 1.546       | 1.35       | 91.74     | 47.67     | 35.19    |
| FC_Siam_EF      | 1.35        | 1.59       | 91.50     | 42.51     | 37.37    |
| Siam_Res_EF     | 1.104       | 3.54       | 93.05     | 60.67     | 47.62    |

(b) Land cover accuracy

| Method          | #Params (M) | MAdds (B) | Year | OA (%)    | Kappa (%) | mIoU (%) |
|-----------------|-------------|------------|------|-----------|-----------|----------|
| Deeplab v3 [18] | 39.046      | 40.29      | 2018 | 87.59     | 83.94     | 72.39    |
| Deeplab v3+     | 39.897      | 13.17      | 2018 | 86.28     | 82.22     | 71.24    |
| PSPNet [20]     | 46.588      | 44.30      | 2018 | 76.23     | 64.45     | 57.08    |
| FarSeg [21]     | 33.881      | 14.34      | 2018 | 84.78     | 82.88     | 75.08    |

Settings

We used 300 pairs of images in 2017 and 2018 for training, the remaining 59 pairs as the validation set, and 386 pairs of images in 2018 and 2019 for testing. In the traditional method, the clustering method proposed in [22] was used to obtain the change mask. For all deep learning methods, the learning rate was 0.01 and use a polynomial decay with a decay factor of 0.9. The batch size was 4 and trained on a single GPU. The stochastic gradient descent (SGD) was used for optimization with weight decay of 0.0001 and a momentum of 0.9. For data augmentation, horizontal and vertical flip, rotation of 90 degrees and random cut (size = (512, 512)) were adopted during training. In binary change detection, the number of iterations is 10k, and the loss function is the binary cross-entropy and dice loss. While in classification, we used the cross-entropy loss function with 20k iterations. The backbone used for classification methods was ResNet-50, which was pre-trained on ImageNet [23].

Metrics

We used overall accuracy (OA), kappa coefficient to evaluate the overall performance of the change detection results. For binary change detection methods, we used intersection over union (IoU) to only evaluate the ability to detect changes. In addition, we added mean intersection over union (mIoU) to evaluate algorithm performance in classification and multi-class change detection. The parameters and number of operations measured by multiply-adds (MAdd) calculated by a tensor with a size of $1 \times C \times 256 \times 256 (C = 3, 6)$ are given to show deep learning model complexity. The accuracy evaluation results of different methods are shown in Table 2.

Analysis

In Table 2(a), most binary change detection methods can effectively detect unchanged ground objects, the IoU of change does not exceed 50%. IRMAD performed the best with kappa 8% higher than the other traditional methods. Deep learning methods are significantly higher than traditional methods in all metrics, which fully reflects the potential of deep learning in change detection. Traditional methods cannot distinguish false changes caused by shadows, occlusions, and uninteresting objects, while deep learning methods rely on their powerful learning capabilities to effectively remove background noise. Among them, the FC_Siam_diff method is slightly better than FC_Siam_conc in all metrics. FC_EF improves IoU of change by nearly 7%. After adding the residual module, FC_EF_Res increased by nearly 5% and has the smallest parameters. In Table 2(b), the metrics of all methods for land cover classification in 2018 are higher than in 2019. Because the change of the ground objects leads to differences in the distribution of ground features at different times. Through post-classification to get the results of multi-class change detection, there are many false alarms at the boundary of the ground objects in multi-class change results. In Table 2(a), although Deeplab v3 obtains the best accuracy in multi-class change detection, it also has the highest computational complexity. Besides, the accuracy of the change highly depends on the accuracy of the classification. How to obtain reliable multi-class change detection results in urban areas is still a problem that needs research.

4 Conclusion

In this article, we introduce a new multi-temporal ultra-high-resolution aerial image UCD dataset, which has rich semantic annotations to detect more details of urban change. At the same time, we have established a benchmark for UCD in binary and multi-class change detection tasks. In the next work, we will continue to expand the scale of the dataset and provide different large-area test sets to verify the generalization and migration of the algorithm better. We hope the release of Hi-UCD will promote the development of UCD.
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