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Abstract
Acoustic echo cancellation (AEC) is designed to remove echoes, reverberation, and unwanted added sounds from the microphone signal while maintaining quality of the near-end speaker’s speech. This paper proposes adaptive speech quality complex neural networks to focus on specific tasks for real-time acoustic echo cancellation. In specific, we propose a complex modularize neural network with different stages to focus on feature extraction, acoustic separation, and mask optimization receptively. Furthermore, we adopt the contrastive learning framework and novel speech quality aware loss functions to further improve the performance. The model is trained with 72 hours for pre-training and then 72 hours for fine-tuning. The proposed model outperforms the state-of-the-art performance.

Index Terms: acoustic echo cancellation, speech enhancement, time-frequency masking, speech quality aware weight, echo suppression, complex network, contrastive learning

1. Introduction
Acoustic echoes can be very annoying since people can hear the echo of own voices. To increase the user experience, the traditional method models the echo impulse reposes between the speaker and the microphone as a finite impulse response (FIR) filter, and adaptively adjusts it using normalized least mean square (NLMS) algorithm [1]. This method works well when it is a far-end single-only scenario. For the double talk scenario, where the near-end and far-end speech are present at the same time, the adaptive filter may not converge [2], resulting relatively large volume of residual echoes.

Deep learning based solution for acoustic echo cancellation has achieved many promising results [3][4][5]. For example, [2] proposed a DLTN neural network to remove the echo from both the frequency and time domains. However, this architecture lacks the consideration of the phase information. To consider phase information, [2] developed a complex encoder-decoder neural network using complex conv2D and LSTM to build it. The complex neural network is relatively difficult to compute on hardware (e.g. Neural network accelerator). Instead, a pseudo complex neural network such as DPCRNN [5], where it takes the real value and imaginary value as two input channels, is greatly desired.

Contrastive learning is an effective training method to learn robust representations in the supervised or unsupervised setting [6][7]. The main idea is to use different methods to create positive pairs and negative pairs. The target model is forced to increase and decrease the similarity between positive and negative pairs, respectively. Unsupervised contrastive learning benefits from stronger data augmentation but may lead to worse representation due to false negatives [6][5]. It is due to automatically selected negative pairs that could belong to the same semantic category, creating false negatives. However, existing works on contrastive learning for audio are mainly focused on vector representation. For example, [9] proposed a self-supervised pre-training approach for learning a general-purpose representation of audio for classification based sub-stream tasks such as speaker identification and speech commands. Contrastive learning for regression based tasks has not been fully explored. This paper proposes a new self-supervised contrastive learning for audio regression tasks and uses acoustic echo cancellation as a use-case to demonstrate the performance.

In this paper, we propose a complex neural network for real-time acoustic echo cancellation. We design a modulatorize network to perform input feature extraction, speech separation and output predicted speech mask enhancement. Moreover, we propose a supervised contrastive learning loss first time for the regression based tasks. Furthermore, the novel adaptive speech aware loss functions are proposed to compensate for speech distortion and suppress residual echoes in the speech. Finally, we show the effectiveness of our proposed method through plenty of experiments using ICASSP-2022 AEC dataset [10], which shows that the proposed loss achieves better performance. It improves the PESQ by 0.5 and 0.75 comparing to ICASSP-2022 Microsoft competition baseline [10] and DTLN [2].

The broader impact of this work is that the proposed contrastive learning framework can be applied to any regression based audio tasks to improve the robustness. In this paper, we use AEC as an example to show the improvement of robustness. The proposed method can also be used to handle many other problems such as speech enhancement, which will be our future works.

2. Methodology

2.1. Problem Formulation
We illustrate the signal model of acoustic echo cancellation in the time domain below. The microphone signal $y(n)$ can be formulated as:

$$y(n) = s(n) + d(n) + v(n)$$  \hspace{3cm} (1)

where $s(n)$, $d(n)$, $v(n)$ is near-end speech, acoustic echo and near-end background noise, respectively. $n$ refers to time sample indexes. $d(n)$ is obtained by the far-end signal $x(n)$ passing through the transmission path $h(n)$. Nonlinear distortion and system delay will be brought in during this process. The acoustic echo cancellation task is to separate $s(n)$ apart from $y(n)$, on the premise that $x(n)$ is known.

2.2. Architecture
As illustrated in Figure 1, our deep complex AEC network consists of three modules namely feature extraction network, acoustic separation network and mask optimization network. To use the information of both phase and amplitude of the signal,
the input of the network is the stack of the complex form with real and imaginary parts of microphone signal \( y(n) \) and far-end signals \( x(n) \).

### 2.2.1. Feature Extraction Network (FEN)

In the feature extraction network, the module is a CGRU structure, which includes a one-dimensional convolution layer (Conv1D) and one gated recurrent unit (GRU) layer. The motivation of such a structure is to extract shallow and deep feature representations of near-end speech and acoustic echo within the sequence of the microphone signal. We build a residual connection by adding the concatenated input with the output of the CGRU and therefore obtain the extracted feature mask. The extracted feature mask is used as the input to the CGRU again. The second-time CGRU output is the complex estimated microphone and far-end signal mask with the same dimension as their input. For one thing, the residual adding and skip connection enhances the input signal and is beneficial to the network allowing the CGRU to better grasp the characteristic information of the signal. For another, passing the repeatable CGRU structure makes better use of the shared weight through the same structure.

### 2.2.2. Acoustic Separation Network (ASN)

The acoustic separation network is to subtract far-end echo and background noise from the microphone signal. The input is the complex microphone and far-end feature mask from the first network. Two GRU layers are applied to separate the near-end signal information from the input. The output is the estimated near-end speech mask which is half of the input dimension on F (frequency) axis.

### 2.2.3. Mask Optimization Network (MON)

In the mask optimization network, both the complex estimated near-end speech mask and original microphone input signal are used as inputs to complex generate a better near-end speech mask, which is added to the coarse complex the input of estimated near-end speech mask to obtain a refined counterpart. For one thing, the estimated mask from the second stage as an input reuses former information. For another, the step-by-step approach can improve performance in complex acoustic scenarios.

### 2.3. Contrastive Learning Framework for AEC

Contrastive learning gains much attention recently in computer vision. It makes the model learn the difference between data pairs to extract better image representation by maximizing the distance of similar data pairs. There are also some models\(^{[1]}\) that use contrastive learning in a speech to pretrain an encoder to help the down-streaming task obtain a better result. We get inspiration from these algorithms and combine contrastive learning in AEC models to boost the model performance.

Figure 2 is the framework of our AEC framework with a contrastive learning method. This framework consists of three parts, data pair generation, AEC and CL loss function.

In the data generation part, we do data augmentation to enable contrastive learning. There is an anchor audio and its corresponding positive and negative audio pair. For positive audio, we use the same near-end audio as anchor audio and different far-end audio. For negative audio, both near-end and far-end audio are different from anchor audio. By maximizing and minimizing the similarity between the positive pair and negative pair, our model can learn to distinguish the near-end audio and far-end audio in the microphone signal.

The augmented data pairs are sent into AEC & CL part for model training. We use our AEC model with an additional contrastive learning score head to control the training processing of AEC and contrastive learning. The anchor audio and contrastive audio share the same weight as the AEC model. \( h_a \) and \( h_c \) are the features of anchor audio and its contrastive audio pair. The similarity between the anchor feature and contrastive feature is calculated in the scoring head. Only the anchor feature is used in the AEC head. In the loss function part, both AEC loss and contrastive loss are calculated and the total loss of the model is the weighted sum of these two losses as in the equation below.

\[
L_{ALL} = L_{AEC} + \alpha L_{con}.
\]  
We set \( \alpha = 1 \) in the training stage and \( \alpha = 0 \) in the fine-tuning stage.

While most models calculate contrastive learning loss at the audio level, we compute it at the frame level. The feature of anchor audio and contrastive audio is still in the time-frequency domain after the AEC model. Instead of applying IFFT to convert them back to the time domain, we directly calculate the similarity in frame level. We have \( m \) positive audio pair and \( n \) negative audio pair for one anchor audio. To calculate the similarity between every pair and anchor audio, it will have \((m+n)^*T\) scores and \(T\) is the number of frames. In order
to reduce the score size, we down-sample the frame size using convolution. Then bilinear comparison[11] is performed to get the final similarity score. We use binary cross entropy as a loss function

\[
L_{\text{com}} = -\log \frac{\exp(\text{sim}(x, x^+))}{\sum_{x^-} \exp(\text{sim}(x, x^-))}
\] (3)

2.4. Loss Function Design

2.4.1. Mask Mean Square Error (MaskMSE) Loss

Both the acoustic separation network and mask optimization network are the process to obtain estimated near-end speech masks, \( \hat{M}_{\text{complex}} \). Then, the near-end speech can be obtained by multiplying the estimated mask and the microphone signal. We can generate true masks \( M_{\text{complex}} \) by the given true label near-end speech \( S(n) \) and microphone signal input \( Y(n) \).

The complex mask loss \( L_M \) is defined as the mean square error to compare the difference between the estimated complex mask, \( \hat{M}_{\text{complex}} \) and true mask, \( M_{\text{complex}} \).

\[
\hat{M}_{\text{complex}} = M_R + iM_I
\] (4)

\[
M_R = \frac{S_R Y_R + S_I Y_I}{Y_R^2 + Y_I^2}
\] (5)

\[
M_I = \frac{S_I Y_R - S_R Y_I}{Y_R^2 + Y_I^2}
\] (6)

where \( S_R, S_I \) and \( Y_R, Y_I \) are the real and imaginary parts of \( s(n), y(n) \), respectively.

\[
L_M = |M_{\text{complex}} - \hat{M}_{\text{complex}}|^2
\]

\[
= |M_R - \hat{M}_R + i(M_I - \hat{M}_I)|^2
\] (7)

2.4.2. Error Reduction Loss

The error reduction loss function \( L_{\text{error}} \) can be introduced to increase the performance of the model. The error signal is defined as the difference between microphone signal input \( Y(n) \) and true label near-end speech \( S(n) \). Ideally, the same estimated complex mask should absorb all the error signals to zero. Such error is minimized by the multiplication between the modulus of the complex estimated mask and the modulus of the error signal.

\[
E_{\text{complex}} = Y_{\text{complex}} - S_{\text{complex}}
\]

\[
L_{\text{error}} = |M_{\text{complex}}||E_{\text{complex}}| \]

2.4.3. Speech Distortion Compensation Weighted (SDW) Loss

Speech distortion compensation weight is an adaptive speech quality aware weight to introduce the non-linear weight on MaskMSE. At certain frequency bins, when true mask \( M_{\text{complex}} \) is larger than 1, it means that clean speech dominates over clean speech. At such frequency bins, the speech signal should be suppressed. ESW can suppress echoes of estimated speech by applying a weighted power function on MaskMSE.

\[
W_{\text{ESW}} = \min(\min(1, |M_{\text{complex}}|)^n, \text{bound})
\] (13)

where \( n \) is a negative number \(< 1\) and bound is a positive number.

\[
L_{\text{ESW}} = W_{\text{ESW}} \times L_M
\] (14)

3. Experiments

3.1. Dataset

In total, 90h of audio is used, 72h for training, and the remaining 18h for validation. We use clean speech from multilingual data provided by [12] to generate far-end and near-end audio. The dataset contains French, German, Italian, Mandarin, English, Russian and Spanish speech. A detailed description of the original data can be found in [12]. Before generating far-end and near-end audio, we do speech enhancement using DTLN model [13] to further clean out the possible noise in the audio.

With far-end signals and echo signals, random instrumental music noise [14] is firstly added with a signal-to-noise ratio (SNR) taken from a normal distribution with mean 0 and standard deviation 10 to simulate the background noise. To further build a realistic echo signal that reflects the influence of diverse amounts of reverberation, the impulse responses (IR) [15] are used. The IR dataset contains real impulse responses from various scenarios and simulated impulse responses based on the image methods [10]. Each IR audio is multiplied by a gain randomly taken from a normal distribution with mean -10 and standard deviation 0 before it is convolved with far-end audio. A high pass filter and band-pass filter are applied to cut off unnecessary frequency in audio. Additional variance and poor transmission characteristics of loudspeakers can be added in this step. The signal is also applied with random spectral shaping with a lower bound of \(-8/3\) and a higher bound of \(8/3\). To simulate the transmission delay in the device, the signal is delayed by 0-100 ms. We randomly discarded 20% of the far-end signal and echo signal to create a near-end-only scenario in the dataset.

For near-end signals, we directly use clean speech as near-end audio and convolute it with an echo signal with a signal-to-echo-ratio (SER) taken from a normal distribution with a mean of -10 and standard deviation of 10. For test, SER is randomly chosen in \([0.5, 10, 15]\). 20% of near-end audio is also discarded for a near-end-only scenario similar to far-end-only.

All signals are normalized to \((-25, 0)\) dB and segmented to 4 s before passing into the network.

3.2. Experiment Set-up

The input of our architecture \( y(n) \) is sampled at 16KHz and taken 512 points (32 ms) with 8ms overlapping consecutive frames. After the Fast Fourier transform (FFT), this leads to...
Table 1: Performance comparison of different methods at different noise level (SNR) input, in terms of PESQ, ESTOI and ERLE. None stands for the input audio without any processing. Single stands for FEN only. Triple stands for the combination of FEN, ASN, MON. Triple+CL+SQA stands for the triple-contrastive learning framework is trained with adaptive speech quality aware weights including both SDW and ESW.

| Noise     | Model       | 10db | 15db | 20db | 25db | 30db | 10db | 15db | 20db | 25db | 30db | 10db | 15db | 20db | 25db | 30db |
|-----------|-------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Room Noise| Single      | 2.2802 | 2.2803 | 2.3105 | 2.3241 | 2.3346 | 0.8867 | 0.8890 | 0.8890 | 0.8890 | 0.8890 | 23.47 | 23.51 | 23.54 | 23.57 | 23.60 |
| Room Noise| DTLN [2]    | 2.3401 | 2.3403 | 2.3521 | 2.3787 | 2.3942 | 0.9337 | 0.9369 | 0.9369 | 0.9369 | 0.9369 | 23.75 | 23.80 | 23.85 | 23.90 | 23.95 |
| Music Noise| Single      | 3.3081 | 3.3083 | 3.3228 | 3.3424 | 3.3508 | 0.9579 | 0.9596 | 0.9596 | 0.9596 | 0.9596 | 23.78 | 23.82 | 23.87 | 23.91 | 23.96 |
| Music Noise| DTLN [2]    | 3.3665 | 3.3717 | 3.3770 | 3.3912 | 3.4048 | 0.9687 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 24.08 | 24.13 | 24.18 | 24.22 | 24.27 |
| Music Noise| Triple      | 1.5159 | 1.5506 | 1.5721 | 1.5833 | 1.5871 | 0.6729 | 0.6808 | 0.6808 | 0.6808 | 0.6808 | 3.25 | 3.28 | 3.31 | 3.34 | 3.37 |
| Music Noise| Tripel+CL+SQA | 1.5410 | 1.5802 | 1.6030 | 1.6208 | 1.6300 | 0.7419 | 0.7574 | 0.7574 | 0.7574 | 0.7574 | 3.25 | 3.28 | 3.31 | 3.34 | 3.37 |
| Room Noise| Single      | 1.9309 | 1.9685 | 2.0241 | 2.0800 | 2.1034 | 0.9689 | 0.9749 | 0.9749 | 0.9749 | 0.9749 | 3.11 | 3.14 | 3.17 | 3.20 | 3.23 |
| Room Noise| DTLN [2]    | 1.9674 | 2.0027 | 2.0591 | 2.1019 | 2.1159 | 0.7580 | 0.7665 | 0.7665 | 0.7665 | 0.7665 | 3.10 | 3.13 | 3.16 | 3.19 | 3.22 |
| Room Noise| Triple      | 5.5152 | 5.5453 | 5.5582 | 5.5702 | 5.5702 | 0.9149 | 0.9199 | 0.9199 | 0.9199 | 0.9199 | 3.06 | 3.10 | 3.13 | 3.16 | 3.19 |

Figure 3: An example of audio spectrum in frequency-time domain before (a) and and after (b) using SQW weights

4. Results and Discussion

The performance comparison of different methods at different noise levels (SNR) is summarized in Table in terms of PESQ [18], ESTOI [19], and ERLE. Echo return Loss Enhancement (ERLE) measures the amount of echo loss due to the proposed network, under far-end only scenario. Perceptual Evaluation of Speech Quality (PESQ) is the evaluation of the speech quality, based on the echo reduced speech after going through the model and the label (ideally clean speech). Extend Short-Time Objective Intelligibility (ESTOI) is another algorithm to evaluate the intelligibility of speech. We have added two kinds of noise: room noise and music noise.

Our method, single and triple model outperform DTLN [2] and ICASSP-2022 Microsoft competition baseline [10] as our baselines, denoted as baseline in Table 1.

5. Conclusion

In this paper, we introduced an adaptive speech quality aware complex neural network with a supervised contrastive Learning framework for a robust speech enhancement and echo cancellation system. Three neural network blocks, FEN, ASN, and MON has been proposed and targeted for specific tasks of AEC. Contrastive learning loss is applied to perform the pretrain and fine-tune without changing model architecture. The novel loss functions are evaluated under the proposed framework and speech distortion compensation and echo suppression adaptively weighted loss functions benefit the most. Experiments show that contrastive learning with speech quality awareness weights can effectively remove speech echoes and improve the speech quality to an average of 3.84 POLQA values under different noise levels which outperforms the state-of-the-art result (3.22 POLQA).

The benefit of adaptive speech quality aware method can be visualized in Figure 3. It compare the difference of an example of enhanced audio spectrum before and after using SQW method. By applying SQW weights, the model can remove the residual echo while maintaining the speech quality by compensating distortion parts in both low and high frequency band.

5. Conclusion

In this paper, we introduced an adaptive speech quality aware complex neural network with a supervised contrastive Learning framework for a robust speech enhancement and echo cancellation system. Three neural network blocks, FEN, ASN, and MON has been proposed and targeted for specific tasks of AEC. Contrastive learning loss is applied to perform the pretrain and fine-tune without changing model architecture. The novel loss functions are evaluated under the proposed framework and speech distortion compensation and echo suppression adaptively weighted loss functions benefit the most. Experiments show that contrastive learning with speech quality awareness weights can effectively remove speech echoes and improve the speech quality to an average of 3.84 POLQA values under different noise levels which outperforms the state-of-the-art result.
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