I present a review of the theory and basic equations for charge transport in superconducting alloys starting from the Keldysh formulation of the quasiclassical transport equations developed by Eilenberger, Larkin and Ovchinnikov and Eliashberg. This formulation is the natural extension of Landau’s theory of normal Fermi liquids to the superconducting state of strongly correlated metals. For dirty metals the transport equations reduce to equations for charge diffusion, with the current response given by the Drude conductivity at low temperatures. The extension of the diffusion equation for the charge and current response of a strongly disordered normal metal to the superconducting state yields Usadel’s equations for the non-equilibrium quasiclassical Keldysh propagator. The conditions for the applicability of the Usadel equations are discussed, the pair-breaking effect of disorder on the current response, including the nonlinear current response to an EM field in the dirty limit, $\tau \ll \hbar/\Delta$, are reported. The same nonlinearity is shown to lead to source currents for photon generation and nonlinear Kerr rotation driven by the nonlinear response to excitation of the superconductor by a multi-mode EM field. The potential relevance of the nonlinear source currents to SRF cavities as detectors of axion-like dark matter candidates is briefly discussed.

1. Introduction

Strongly interacting Fermions can form a “Fermi-liquid state” in which the physical properties at low temperatures are dominated by low-lying excitations (quasiparticles) which are composite objects but have basic features (e.g. charge, spin, fermion number) in common with non-interacting electrons. At the heart of Landau’s theory is the distribution function $n(p, r; \varepsilon, t)$, describing the dynamics of an ensemble of quasiparticles in phase space $(p, r)$ governed by the Boltzmann-Landau transport equation. Derivations of this transport equation from first principles use many-body Green’s function techniques, and lead to explicit expressions for the various terms of the transport equation in terms of self-energies. The self-energies describe the effects of electron-electron, electron-phonon and electron-impurity scattering. The set of Feynman diagrams for the relevant self-energies are shown in Fig. 1. Note that the hatched circles are block vertices representing renormalized quasiparticle-quasiparticle, quasiparticle-phonon, and quasiparticle-impurity interactions. These interactions, together with the Fermi-surface properties (i.e. Fermi momentum, $p$, Fermi velocity, $v_p$, topology of the Fermi surface), can in principle be calculated from the full many-body theory, but often are treated as parameters of the Fermi-liquid theory, and are obtained by comparison of theory with experiment. Landau’s theory predicts a number of universal results for temperature and magnetic field dependences of thermodynamic and transport properties at low temperature. The universal laws can provide signatures for Fermi-liquid behaviour. A detailed discussion of these normal-state properties can be found in various review articles and textbooks, c.f. Ref. 5.

The classical phase-space structure of Landau’s Fermi-liquid theory for normal metals is absent in the microscopic theory of superconductivity by Bardeen, Cooper and Schrieffer (BCS), and the quantum field theory
formulations by Bogoliubov\textsuperscript{[7]} and Gorkov.\textsuperscript{[8]} It was more than ten years after the BCS breakthrough before Landau’s theory of Fermi-liquids and BCS theory were cast into a common theoretical framework. The quasiclassical theory of superconductivity was formulated in a series of publications starting with Eilenberger’s reduction of Gorkov’s equations to transport-like equations for the normal and anomalous Greens functions for equilibrium states of type II superconductors.\textsuperscript{[9]} Larkin and Ovchinnikov independently derived the quasiclassical transport equations.\textsuperscript{[10]} Eliashberg,\textsuperscript{[11]} and Larkin and Ovchinnikov\textsuperscript{[12]} generalized the quasiclassical theory to nonequilibrium states of superconductors with strong electron-phonon interactions. This theory allows one to calculate essentially all superconducting phenomena of interest, from transition temperatures, excitation spectra, Josephson effects, vortex structures, to the response of superconductors to electromagnetic fields.\textsuperscript{[13]} In quasiclassical theory the dynamics of quasiparticles is described partly by classical statistical mechanics, and partly by quantum mechanics. The classical degrees of freedom are the motion of quasiparticles in $p$-$r$ phase space; i.e. quasiparticle wavepackets move along classical trajectories. Quantum coherence between particle and hole states is the key quantum mechanical degree of freedom encoded in the BCS theory of superconductivity, and is the origin of the non-classical phenomena associated with the superconducting state, e.g. persistent currents, perfect diamagnetism, the Josephson effect and branch-conversion (Andreev) scattering. Particle-hole coherence is described in the quasiclassical theory by grouping particle excitations, occupied one-electron states with energy above the Fermi energy ($\epsilon > 0$), and hole excitations, empty one-electron states with $\epsilon < 0$, into an iso-spin doublet. The particle-hole doublets (Nambu spinors) span a two-dimensional space of quasiparticle excitations (Nambu space). The quantum statistics of the internal state of quasiparticle excitations is described by a $2 \times 2$ density matrix for the particle-hole degree of freedom.\textsuperscript{[1]} Here I focus on the theory of superconductivity in metals with impurity disorder in the “dirty limit” defined by electron-impurity scattering mean free paths short compared to the superconducting coherence length, $\ell \ll \xi$. As an introduction, Sec. 3, I discuss the reduction of the nonequilibrium transport equations for disordered normal metals to a transport equation for the Keldysh propagator, and the corresponding charge response functions. In Sec. 4 I develop the the non-equilibrium Keldysh-Eilenberger equations as an expansion in the parameter, $\delta \equiv \ell / \xi$, and obtain non-equilibrium quasiclassical equations as a generalization of Usadel’s equations for equilibrium states of inhomogeneous superconductors.\textsuperscript{[14]} For a complementary development of the non-equilibrium Usadel equations based on a functional integral formulation see Ref. 15. The sensitivity of conventional “s-wave” superconductors to disorder is discussed in the context of the Usadel equations, highlighting the insensitivity of the transition temperature and excitation gap to disorder (Sec. 4.3) in contrast to the strong suppression of the supercurrent to impurity disorder (Sec. 4.4). In Sec. 5 I derive the nonlinear current response to the gauge-invariant condensate momentum, $p_s = \frac{1}{2}(\nabla_r \vartheta - \frac{2e}{c} A)$, and in Sec. 5.2 obtain the field-dependence of the London penetration depth from the nonlinear screening currents (nonlinear Meissner effect) at a vacuum-superconducting interface with a external field parallel to the interface. In Secs. 5.3-5.4 the nonlinear Meissner response is extended to microwave frequencies. The nonlinear response leads to a number of novel effects including photon generation at the third harmonic, and photons at intermodulation frequencies for multi-mode excitation of the superconductor, as well as nonlinear Kerr rotation. In Sec. 5.5 I discuss the potential relevance of the nonlinear current response to SRF cavities as possible detectors of axion-like dark matter. I begin with a review of the quasiclassical transport theory based on the leading order self energies for disordered superconductors.

\textsuperscript{[1]} I consider spin-singlet superconductors and neglect spin-orbit interactions and paramagnetism, in which case the 4-dimensional density matrices describing the combined spin and particle-hole degrees of freedom reduce to $2 \times 2$ matrices in particle-hole space.
2. Theory

The central objects of the theory are the propagators, $\hat{G}^{R,A,K}(\mathbf{p}, \mathbf{r}; \varepsilon, t)$, where the superscript on the propagator identifies its microscopic significance; $\hat{G}^{K}$ denotes the Keldysh propagator, which is a $4 \times 4$ matrix generalization of the classical Boltzmann-Landau distribution function to the superconducting state. The matrix structure encodes the spin and particle-hole isospin degrees of freedom. The matrix elements of $\hat{G}^{K}$ in particle-hole space are,

$$\hat{G}^{K} = \left( \begin{array}{cc} \hat{G}^{K}_{\sigma} & \hat{G}^{K}_{\bar{\sigma}} \\ \hat{G}^{K}_{\bar{\sigma}} & \hat{G}^{K}_{\sigma} \end{array} \right),$$

where the off-diagonal element, $\hat{G}^{K}_{\bar{\sigma}}(\mathbf{p}, \mathbf{r}; \varepsilon, t)$, is the anomalous (Gorkov) propagator, which encodes the dynamics of Cooper pairs and is the source of particle-hole coherence. For the case of strong disorder only conventional isotropic spin-singlet pairing survives the random potential. In this case the spin structure of the anomalous propagators reduces to $\hat{G}^{K}_{\bar{\sigma}} = i\sigma_{y} \hat{G}^{K}_{\bar{\sigma}}$, where $\sigma_{y}$ is the anti-symmetric Pauli spin matrix. The conjugate anomalous propagator, $\hat{G}^{K}_{\sigma} = i\sigma_{y} \hat{G}^{K}_{\sigma}$, is related to $\hat{G}^{K}_{\bar{\sigma}}$ by particle-hole conjugation symmetry, $\hat{G}^{K}_{\bar{\sigma}}(\mathbf{p}, \mathbf{r}; \varepsilon, t) = -\hat{G}^{K}_{\sigma}(\mathbf{p}, \mathbf{r}; -\varepsilon, t)^{\dagger}$. All of the relevant propagators and the symmetry relations connecting them are summarized in Appendix A.

The diagonal elements, $\hat{G}^{K,\tau}_{R,A,K} = \hat{G}^{R,A,K}_{\tau} \hat{1}$ and $\hat{G}^{K,\tau}_{R,A,K} = \hat{G}^{R,A,K}_{\tau} \hat{1}$, determine the distribution functions, $n_{p}$ and $n_{h}$, for particle and hole excitations, respectively:

$$\frac{1}{4\pi i} \left( \hat{G}^{K}_{\sigma} - (\hat{G}^{K}_{\bar{\sigma}} - \hat{G}^{K}_{\sigma}) \right) = n_{p}N(\mathbf{p}, \mathbf{r}; \varepsilon, t),$$

and

$$\frac{1}{4\pi i} \left( \hat{G}^{K}_{\bar{\sigma}} - (\hat{G}^{K}_{\bar{\sigma}} - \hat{G}^{K}_{\bar{\sigma}}) \right) = n_{h}N(\mathbf{p}, \mathbf{r}; \varepsilon, t).$$

In the “energy representation” the traditional variables of the distribution function, $\{\mathbf{p}, \mathbf{r}, t\}$, are replaced by the equivalent set $\{\mathbf{p}, \varepsilon, \mathbf{r}, t\}$. The three-dimensional momentum variable $\mathbf{p}$ is replaced by the two-dimensional Fermi momentum, $\mathbf{p}_{F}$, which is defined by the direction normal to the Fermi surface for the momentum $\mathbf{p}$ nearest to $\mathbf{p}_{F}$ and the excitation energy, $\varepsilon = E(\mathbf{p}, \mathbf{r}; t) - E_{F}$. For a review of transport theory, including the energy representation, see Refs. (13,16). I use the energy representation throughout this paper, in which case I drop the subscript on the momentum variable, so hereafter $\mathbf{p}$ is understood to be a value of the momentum on the Fermi surface.

$^{3}n_{p(0)}(\mathbf{p}, \mathbf{r}, \varepsilon, t) \text{d} \varepsilon \text{d}^{2} \mathbf{p} \text{d}^{3} R$ is the number of particle excitations (hole excitations) with excitation energy $\varepsilon$, momentum $\mathbf{p}$ on the Fermi surface, and position $\mathbf{r}$ in the phase space element $\text{d} \varepsilon \text{d}^{2} \mathbf{p} \text{d}^{3} R$. 

---

**Fig. 1** Leading order electronic self-energy diagrams of the Fermi-liquid theory of superconductivity. These terms are first order in the expansion parameter $s$. The diagrams describe: (a) the zeroth-order self energy which determines the Fermi surface and Fermi velocity, (b) the coupling of an external field to low-energy quasiparticles, (c) Migdal’s leading-order quasiparticle-phonon self energy, (d) the mean-field interaction energy of quasiparticles and Cooper pairs, and (e) the leading-order quasiparticle-impurity scattering self energy diagrams.
where $g^{R,A}$ and $\bar{g}^{R,A}$ are the corresponding diagonal components of the retarded (R) and advanced (A) quasiclassical propagators, $\hat{g}^{R,A}$, which determine the local space-time-dependent quasiparticle spectral function,

$$N(p, r; \epsilon, t) = N_f \left[ -\frac{1}{2\pi} \text{Im} \ g^K(p, r; \epsilon, t) \right],$$

(4)

where $N_f = m^* p_f / 2\pi^2 \hbar^2$ is the density of states of the normal metal at the Fermi energy, $p_f$ ($v_f$) is the magnitude of the Fermi momentum (velocity), and $m^* = p_f / v_f$ is the quasiparticle effective mass. For equilibrium states at temperature $T$ the Keldysh propagator is given by $g^K = \tanh(\beta \epsilon / 2) [g^R - g^A]$, in which case the particle and hole distribution functions reduce to the corresponding Fermi distributions, $n^b_p = f(\epsilon) = 1/(e^{\beta \epsilon} + 1)$, $n^a_p = f(\epsilon) = 1 - f(\epsilon)$, and $\beta = 1/k_B T$.

Measureable properties such as the charge density, $n(r,t)$, and charge-current density, $j(r,t)$, are obtained from the diagonal components of the quasiclassical Keldysh propagator. If I neglect the Landau mean-field self energy term (diagonal contribution from diagram 1(d)), the charge density is given by

$$n(r,t) = n^c(r,t) + 2eN_f \int d^2 p \int \frac{d\epsilon}{4\pi i} g^K(p, r; \epsilon, t),$$

(5)

where $n^c = n_0 + 2e^2 N_f \Phi(r,t)$ is the local equilibrium charge density of electrons in the presence of an electrochemical potential $\Phi$. The integral over the Keldysh propagator is the charge density from deviations from local equilibrium. The corresponding current density is given by

$$j(r,t) = 2en_f \int d^2 p \int \frac{d\epsilon}{4\pi i} v_p g^K(p, r; \epsilon, t),$$

(6)

where $v_p$ is the Fermi velocity. Equations 2 and 3 can be used to separate the charge density and charge-current density into contributions from the particle- and hole distribution functions, $n_p$ and $n_h$, and the spectral functions, $g^R - g^\Lambda$ and $\bar{g}^R - \bar{g}^\Lambda$. The charge and current densities include contributions from particle and hole excitations, represented by $n_p$ and $n_h$, and contributions from the superconducting condensate, represented by the non-equilibrium spectral functions. Note that for spatially varying superconducting states the local equilibrium supercurrents are encoded in the Keldysh propagator.

The central equations of the nonequilibrium theory of superconductivity are transport-like equations for $\hat{g}^{R,A,K}$, which generalize the Landau-Boltzmann equation to the superconducting state. They are a set of coupled integral-differential equations of first order in the spatial derivatives and, in general, of infinite order in time derivatives. The equation for the Keldysh propagator is,

$$\hat{h}^R \circ \hat{g}^K(p, r; \epsilon, t) - \hat{g}^A \circ \hat{h}^R(p, r; \epsilon, t) + \hat{g}^R \circ \hat{\Sigma}^R(p, r; \epsilon, t) - \hat{\Sigma}^K \circ \hat{g}^A(p, r; \epsilon, t) + i\hbar v_p \cdot \nabla \hat{g}^K(p, r; \epsilon, t) = 0,$$

(7)

where the operators

$$\hat{h}^{R,A}(p, \epsilon; r, t) \equiv \epsilon \hat{\tau}_3 - \hat{\tau}_1 \hat{\tau}_3 - \hat{\Sigma}^{R,A}(p, \epsilon; r, t),$$

(8)

are defined by the excitation energy, $\epsilon$, the coupling to external fields, $\hat{\tau}$, and the retarded and advanced self-energies, $\hat{\Sigma}^{R,A}$. The directional derivative corresponds to propagation along classical trajectories defined by the Fermi velocity, $v_p$, and arises from the quasiclassical approximation to the inhomogeneous Gorkov equations which takes advantage of the separation in scale for spatial variations of the superconducting order parameter, set by the Cooper pair correlation length, $\xi_0 = \hbar v_f / 2\pi k_B T_c$, and the atomic scale set by the Fermi wavelength, $\lambda_f = \hbar / p_f$, i.e. the derivative term is of order $\lambda_f / \xi_0$ with corrections of order $(\lambda_f / \xi_0)^2$ or smaller. For a more detailed discussion of the quasiclassical approximation c.f. Ref. 17.

The $\circ$-product represents $2 \times 2$-matrix multiplication in Nambu space combined with a convolution product in the energy-time variables defined by

$$\hat{a} \circ \hat{b}(\epsilon, t) = \exp \left[ \frac{i}{2} (\partial^a_\epsilon \partial^b_t - \partial^a_t \partial^b_\epsilon) \right] \hat{a}(\epsilon, t) \hat{b}(\epsilon, t),$$

(9)

where the superscripts $a$ (b) on the partial derivatives indicate derivatives with respect to the arguments of $\hat{a}$ ($\hat{b}$). The solution of the Eq. 7 for $\hat{g}^K$ requires the external potentials $\hat{\tau}(p, r; t)$, the advanced, retarded and Keldysh
self-energies, $\Sigma_{R,A,K}(p, r; \epsilon, t)$, and the advanced and retarded quasiclassical propagators, $\hat{G}^{R,A}$. The latter are solutions of the retarded and advanced Eilenberger equations,

$$\hat{G}^{R,A} + i\hbar v_p \cdot \nabla_r \hat{G}^{R,A}(p, r; \epsilon, t) = 0.$$  \hspace{1cm} (10)

In addition, the physical solutions of Eqs. 7-10 satisfy the normalization conditions,

$$\hat{G}^{R} \circ \hat{G}^{R} = -\pi^2 \hat{1},$$  \hspace{1cm} (11)

$$\hat{G}^{R} \circ \hat{G}^{K} + \hat{G}^{K} \circ \hat{G}^{A} = 0.$$  \hspace{1cm} (12)

The normalization condition was derived by Eilenberger for the equilibrium propagators,\cite{9} and is the constraint that enforces the normalization provided by the source term of Gorkov’s equation. The extension of the normalization conditions to nonequilibrium retarded, advanced and Keldysh propagators was done by Larkin and Ovchinnikov.\cite{12} In particular, Eq. (12) provides the starting point for transforming the Keldysh propagator into non-equilibrium distribution functions for Bogoliubov quasiparticles for long-wavelength, low-frequency disturbances from equilibrium.\cite{18}

The quasiclassical transport equations, Eqs. 7-10, require as inputs the self-energies, $\Sigma_{R,A,K}$, which are defined by the re-summed perturbation expansion in terms of renormalized electron-electron, electron-phonon and electron-impurity interactions.\cite{13,19} The leading order self-energies are represented in terms of Feynman diagrams in Fig. 1. Each self energy is defined in terms of renormalized interactions, shown as block vertices which couple to the low-energy quasiclassical propagators. The self energies are functionals of the quasiclassical propagators, and are computed self consistently with the propagators obtained as solutions of Eqs. 7-12. The zeroth-order diagram, Fig.1(a), is independent of the quasiclassical propagators and represents the bandstructure self-energy; it is parametrized by the Fermi momentum, $p$, Fermi velocity $v_p$ and quasiparticle spectral weight, $a(p) \equiv |1 - \partial \text{Re} \Sigma^{(0)}(p, \epsilon)/\partial \epsilon|_{\epsilon = 0}^{-1}$. The latter is absorbed into the definition of the renormalized vertices.\cite{13} The first-order self-energies shown in Fig. 1 represent (b) the coupling of an external field to low-energy quasiparticles, (c) the leading-order electron-phonon self energy, (d) the mean-field electron-electron interaction energy quasiparticles and Cooper pairs, and (e) the electron-impurity scattering processes.

Here I consider the combined electron-electron and electron-phonon self energies, Figs. 1(c)-(d), in the “weak-coupling limit”, $k_B T_c \ll \epsilon_c \ll E_f$, where $\epsilon_c$ is the bandwidth of attraction for Cooper pair formation. For conventional electron-phonon mediated superconductivity, the bandwidth is determined by the maximum phonon energy, or “Debye energy”, $\epsilon_c \gtrsim \hbar \Omega_D$. The corresponding self energies are independent of energy in the low-energy bandwidth, in which case $\Sigma^K = \Sigma^{K*} \equiv \Sigma_{mf}(p, r; t) = \hat{\Sigma}_{mf}(p, r; t) \hat{\tau}_3 + \hat{\Delta}(p, r; t)$. The diagonal term is the Landau molecular field self energy,

$$\hat{\Sigma}_{mf}(p, r; t) = \int d^2p' A(p, p') \int \frac{d\epsilon}{4\pi i} \hat{G}^K(p', r; \epsilon, t),$$  \hspace{1cm} (13)

where $A(p, p')$ is the forward scattering limit of the quasiparticle-quasiparticle scattering amplitude for momenta on the Fermi surface.\cite{13} The off-diagonal self-energy for s-wave, spin-singlet pairing takes the form,

$$\hat{\Delta}(p, r; t) = \left( \begin{array}{cc} 0 & i\sigma_y \Delta_r(p, r; t) \\ i\sigma_y \Delta^*(r, t) & 0 \end{array} \right),$$  \hspace{1cm} (14)

with the mean-field order parameter given by

$$\Delta(r; t) = g \int d^2p \int \frac{d\epsilon}{4\pi i} \hat{G}^K(p', r; \epsilon),$$  \hspace{1cm} (15)

where $g = \lambda - \mu^*$ is the s-wave pairing interaction from the combined electron-phonon-electron ($\lambda$) and electron-electron ($\mu^*$) interactions in the Cooper channel in the weak-coupling limit. Note that $g > 0$ corresponds to a net attractive interaction.

The effects of impurity scattering on the properties of superconductors are determined to leading-order in $s = \hbar/p_f \ell$, where $\ell = v_f \tau$ is the mean-free path due to quasiparticle scattering off a random distribution of
impurities, by the self-energy diagrams in Fig. 1(e). This series defines the quasiparticle-impurity T-matrix, \( \hat{T}^{\text{RAK}}(\mathbf{p}, \mathbf{p}'; \epsilon) \), with the self-energy given by the T-matrix in the forward scattering limit,

\[
\Sigma_{\text{imp}}(\mathbf{p}, \mathbf{r}; \epsilon, t) = n_{\text{imp}} \hat{T}^{\text{RAK}}(\mathbf{p}, \mathbf{p}, \mathbf{r}; \epsilon, t),
\]

where \( n_{\text{imp}} \) is the mean impurity density, and the T-matrices are the solutions of the equations

\[
\hat{T}^{\text{RA}}(\mathbf{p}, \mathbf{p}', \mathbf{r}; \epsilon, t) = \hat{U}(\mathbf{p}, \mathbf{p}') + \int d^2p'' \hat{U}(\mathbf{p}, \mathbf{p}'') \hat{\Sigma}^{\text{RA}}(\mathbf{p}'', \mathbf{r}; \epsilon, t) \circ \hat{T}^{\text{RA}}(\mathbf{p}'', \mathbf{p}', \mathbf{r}; \epsilon, t),
\]

\[
\hat{T}^{\text{K}}(\mathbf{p}, \mathbf{p}', \mathbf{r}; \epsilon, t) = \int d^2p'' \hat{T}^{\text{K}}(\mathbf{p}, \mathbf{p}'', \mathbf{r}; \epsilon, t) \circ \hat{\Sigma}^{\text{K}}(\mathbf{p}'', \mathbf{r}; \epsilon, t) \circ \hat{T}^{\text{K}}(\mathbf{p}'', \mathbf{p}', \mathbf{r}; \epsilon, t).
\]

The impurity T-matrices are determined by the electron-impurity vertex, \( \hat{U}(\mathbf{p}, \mathbf{p}') \), and the quasiclassical propagators. To leading order in \( s \) the corresponding self energies also depend only on the mean impurity density, \( n_{\text{imp}} \). Multiple scattering by more than one impurity, quantum interference and coherent backscattering of conduction electrons are higher order in \( s \).

The non-equilibrium quasiclassical equations, normalization conditions, and self-consistency equations represented by the self energy diagrams in Fig. 1 form a set of nonlinear integro-differential equations that determine the non-equilibrium quasiparticle distribution functions, the dynamics of the order parameter and the non-equilibrium charge and current response. These equations are accurate to leading order in the expansion parameters of Fermi-liquid theory (e.g. \( s = \{ k_nT/E_f, h/p_f \xi_0, h/p_f \xi, h/\tau E_f, h\omega/E_f, \ldots \} \)). In the following I discuss the effects of disorder on charge transport in normal and superconducting alloys.

3. Charge Diffusion

For the normal Fermi-liquid state the quasiclassical equations reduce to the Landau-Boltzmann transport equation, which can be expressed as a transport equation for the Keldysh propagator. For the particle sector this equation is given by

\[
i \left( \frac{\partial g^K}{\partial t} + \mathbf{v}_p \cdot \nabla g^K \right) = \left[ \nu + \epsilon_{\text{adm}}, g^K \right]_o = 2\pi i \epsilon^K + \{ \epsilon^K, g^K \}_o.
\]

The left side of Eq. 19 describes the smooth evolution of the quasiparticle distribution function in phase space under the action of external fields, \( \nu(\mathbf{p}, \mathbf{r}; t) \), and the molecular field self energy in Eq. (13).

The terms contributing to the collision integral are grouped together on the right side of Eq. 19, and are proportional to \( \epsilon^K \) and \( \epsilon_0 \equiv (\epsilon^R - \epsilon^A) \). In the example to follow I evaluate the impurity self energies in the second-order Born approximation, i.e. the first- and second-order diagrams shown in Fig. 1(e),

\[
\hat{\Sigma}^{\text{RAK}}(\mathbf{p}, \mathbf{r}; \epsilon, t) = \int d^2p' w(\mathbf{p}, \mathbf{p}') \hat{g}^{\text{RAK}}(\mathbf{p}', \mathbf{r}; \epsilon, t),
\]

where \( w(\mathbf{p}, \mathbf{p}') = n_{\text{imp}}N_f |u(\mathbf{p}, \mathbf{p}')|^2 \) is the impurity-scattering rate for quasiparticles with momentum \( \mathbf{p} \) scattering to a final state with momentum \( \mathbf{p}' \) on the Fermi surface in the Born approximation.

Quasiparticle transport results from the coupling to electromagnetic field represented by the vector and scalar potentials, \( \nu = e \mathbf{v}_p \cdot \mathbf{A}(\mathbf{r}, t) - e\Phi(\mathbf{r}, t) \). For weak fields I obtain the linearized transport equation,

\[
\frac{\partial g^K}{\partial t} + \mathbf{v}_p \cdot \nabla g^K + \left( \frac{\partial g^K}{\partial \epsilon} \right) \frac{\partial}{\partial t} \left[ \epsilon e/v_p \cdot \mathbf{A} - e\Phi \right] = I[g^K].
\]

where the collision integral on the right side of Eq. 21 reduces to

\[
I[g^K] = \int d^2p' w(\mathbf{p}, \mathbf{p}') \left[ g^K(\mathbf{p}', \mathbf{r}; \epsilon, t) - g^K(\mathbf{p}, \mathbf{r}; \epsilon, t) \right].
\]

The collision integral describes the net change in the distribution function for quasiparticles of momentum \( \mathbf{p} \) resulting from the “scattering out” of and “scattering in” to the state \( \mathbf{p} \). For simplicity I assume

\footnote{Note that the first-order term \( u(\mathbf{p}, \mathbf{p}) \) drops out of the normal-state transport equation.}
the quasiparticle-impurity scattering rate is dominated by scattering in the s-wave channel, in which case $w(p, p') \approx 1/\tau$, independent of the initial and final momenta on the Fermi surface. Solutions to the transport equation for the linear response function $\delta g^k(p, r; \epsilon, t) = \frac{df^k(p, r; \epsilon, t)}{d\epsilon} - \delta g^k(p; \epsilon)$ determine the charge and current density response to electro-magnetic fields. The linearized transport equation can be Fourier transformed to obtain the linear response function $\delta g^k(p, q; \omega, \phi)$. The Fourier amplitudes for the EM field are $E(q, \omega) = \frac{ie}{c} A(q, \omega) - i q \Phi(q, \omega)$. The charge density response is given by

$$\delta n(q, \omega) = eN_f \left[ \langle \delta g^k \rangle(q, \omega) - e \Phi(q, \omega) \right],$$

where $\langle \delta g^k \rangle \equiv \int d^2p \int d\epsilon \delta g^k$ is the Fermi-surface average of the equal-time Keldysh distribution function.

The solution to the linearized transport equation for $\langle \delta g^k \rangle$ is given by

$$\langle \delta g^k \rangle = \frac{-i\omega}{1 - i \omega \tau + i q \cdot \ell_p} \left( -e \Phi(q, \omega) \tau \chi(q, \omega) + \frac{e}{c} A(q, \omega) \cdot \chi \right),$$

where the scalar and vector response functions are defined by

$$\chi = \int d^2p \frac{1}{1 - i \omega \tau + i q \cdot \ell_p},$$

$$\chi = \int d^2p \frac{\ell_p}{1 - i \omega \tau + i q \cdot \ell_p},$$

and $\ell_p = v_p \tau$ is the mean free path for quasiparticles propagating along the classical trajectory defined by the Fermi velocity $v_p$. For long-wavelength ($q \ell \ll 1$), low-frequency ($\omega \tau \ll 1$) EM fields I expand the scalar and vector response functions to leading order in $\omega \tau$ and $q \cdot \ell_p$. In this limit the charge density is governed by a diffusion pole of the charge response function,

$$\delta n(q, \omega) = -N_f e^2 \left[ \frac{q \cdot q}{-i \omega + q \cdot \ell_p} \right] \Phi(q, \omega).$$

Equivalently, the Fermi-surface averaged Keldysh propagator obeys an inhomogeneous diffusion equation,

$$\left( \frac{\partial}{\partial t} - \nabla_i \mathcal{D}_{ij} \nabla_j \right) \langle \delta g^k \rangle(r, t) = \frac{e}{c} \frac{\partial \Phi}{\partial t},$$

where

$$\mathcal{D}_{ij} = \tau \int d^2p \langle v_{pj} \rangle \langle v_{pi} \rangle,$$

is the diffusion tensor, reflecting the anisotropy of the Fermi surface and Fermi velocity. For an isotropic Fermi surface I obtain the standard result, $\mathcal{D}_{ij} = \frac{1}{2} v^2 \tau \delta_{ij}$.

A similar analysis of the charge current response defines the conductivity tensor,

$$\mathbf{j}(q, \omega) = N_f \langle e v_p \delta g^k \rangle(q, \omega) = \mathbf{\sigma}(q, \omega) \cdot \mathbf{E}(q, \omega).$$

For $q \rightarrow 0$ the a.c. conductivity reduces to Drude’s result,

$$\mathbf{\sigma}(\omega) = \frac{N_f e^2 \mathcal{D}}{1 - i \omega \tau},$$

and Einstein’s relation, $\mathbf{\sigma}(0) = e^2 N_f \mathcal{D}$, relating the d.c. conductivity and diffusion tensors.[20]

4. Usadel’s Equations

The timescale for Cooper pair formation in the superconducting state is $t_{coh} = \hbar/2 \pi k_B T_c$. The corresponding spatial scale for the pairing correlations in the clean limit is then given by $z_0 = v_f t_{coh}$ for ballistic electrons moving with the Fermi velocity. In a disordered metal the ballistic estimate for the pair correlation length
breaks down if \( \ell \lesssim \xi_0 \). Thus, for “dirty” superconductors the correlation length is reduced by the diffusive motion of the quasiparticles. The pairing correlation length now becomes, \( \xi^2 = 3 \xi_0 T_{coh} \), or

\[
\xi = \sqrt{\frac{3h}{2\pi k_B T_c}} = \sqrt{\frac{\epsilon_0}{\ell}}. \tag{32}
\]

In the limit \( \ell \ll \xi_0 \) Usadel obtained a simplified set of diffusion-type equations for the quasiclassical propagators averaged over the Fermi surface. \([14]\) Diffusive motion of quasiparticles in disordered metals has dramatic effects on the transport properties of disordered superconductors. \([15,16,21,22]\) Below I derive the Usadel equations for the Keldysh formulation of nonequilibrium quasiclassical theory following the method developed in Ref. 22.

4.1. Expansion in \( \ell/\xi \)

A key feature of the “dirty limit” is that the impurity self-energy is the dominant term compared to all other terms in the transport equations. If I assign \( \delta \equiv \ell/\xi \ll 1 \), then the dominant contribution to the self-energy is of order

\[
[\Sigma_{imp}] = \frac{\xi_0}{\ell} = \delta^{-2}, \tag{33}
\]

relative to the superconducting energy scale, \( 2\pi T_c \). \(^5\) Similarly, other terms in the transport equation are of order,

\[
\begin{align*}
[h v_p \cdot \nabla \bar{\epsilon}] &= \delta^{-1}, \\
[e \hat{\epsilon}_3 - \hat{\Delta}] &= \delta^0. \tag{34, 35}
\end{align*}
\]

The quasiparticle coupling to a magnetic field via the vector potential is of order

\[
\left[ \frac{e}{c} v_p \cdot \hat{A} \right] \approx \frac{v_F}{2\pi T_c} \frac{e}{c} H, \lambda \approx \frac{\xi_0}{\xi} \approx \sqrt{\frac{\xi_0}{\ell}} = \delta^{-1}. \tag{36}
\]

The expansion in powers of \( \delta \) is used to reduce the quasiclassical transport equations to the Usadel diffusion-type equations. The procedure is to formally expand the propagators in powers of \( \delta \),

\[
\hat{G}^{R,A,K} = \hat{G}_0^{R,A,K} + \hat{G}_1^{R,A,K} + \hat{G}_2^{R,A,K} + \ldots \tag{37}
\]

with \( \hat{G}_n^{R,A,K} = \delta^n \). Then separate the transport and normalization equations into terms corresponding to powers in \( \delta \). The leading order terms contributing to the transport equations in powers of \( \delta \) are,

\[
\begin{align*}
\delta^{-2}: \quad [\Sigma_{imp}, \hat{G}_0^{R,A,K}]_\circ &= 0 \tag{38} \\
\delta^{-1}: \quad ihv_p \cdot \partial_v \hat{G}_0^{R,A,K} - [\Sigma_{imp}, \hat{G}_0^{R,A,K}]_\circ &= 0 \tag{39} \\
\delta^0: \quad [e \hat{\epsilon}_3 - \hat{\Delta}, \hat{G}_0^{R,A,K}]_\circ + ihv_p \cdot \partial_v \hat{G}_1^{R,A,K} - [\Sigma_{imp}, \hat{G}_1^{R,A,K}]_\circ &= 0 \tag{40}
\end{align*}
\]

where

\[
\partial_v \hat{X} \equiv \nabla_v \hat{X} - \frac{ie}{c} \left[ A \hat{\epsilon}_3, \hat{X} \right]_\circ, \tag{41}
\]

is the covariant derivative of \( \hat{X} \) with respect to local gauge transformations. These equations are supplemented by the expansion of the normalization condition in powers of \( \delta \):

\[
\begin{align*}
\delta^0: \quad \hat{G}_0^{R,A} \circ \hat{G}_0^{R,A} &= -\pi^2 \hat{1}, \tag{42} \\
\delta^1: \quad \hat{G}_0^{R,A} \circ \hat{G}_1^{R,A} + \hat{G}_1^{R,A} \circ \hat{G}_0^{R,A} &= 0, \tag{43} \\
\delta^2: \quad \hat{G}_0^{R,A} \circ \hat{G}_2^{R,A} + \hat{G}_2^{R,A} \circ \hat{G}_0^{R,A} + \hat{G}_1^{R,A} \circ \hat{G}_1^{R,A} &= 0. \tag{44}
\end{align*}
\]

\(^5\)Central to this estimate is that \( T_c \) is nearly insensitive to non-magnetic disorder for s-wave superconductors. \([23]\)
The impurity self-energy is isotropic in momentum space, and to leading order is proportional to the Fermi-surface average of the propagator,

$$\Sigma_{\text{imp}}^{R,A} = \frac{1}{\pi} \langle \hat{G}_{0}^{R,A}(p,r;\epsilon,t) \rangle_{p}.$$  \hspace{1cm} (45)

Equation 38, combined with the normalization conditions (Eqs. 42-44), imply that \(\hat{G}_{0}^{R,A}(r;\epsilon,t) = \langle \hat{G}_{0}^{R,A}(p,r;\epsilon,t) \rangle_{p}\), and the higher-order angular averages vanish, \(\langle \hat{G}_{n}^{R,A}(p,r;\epsilon,t) \rangle_{p} = 0\), where \(\langle \ldots \rangle_{p} \equiv \int d^{2}p \ldots\) is the angular average over the Fermi surface. Equations 39, 42 and 43 can be used to obtain the first-order correction to the propagator,

$$\hat{G}_{1}^{R,A}(p,r;\epsilon,t) = -\frac{1}{\pi} \tau v_{p} \cdot \left( \hat{G}_{0}^{R,A} \circ \partial_{r} \hat{G}_{0}^{R,A} \right).$$ \hspace{1cm} (46)

Usadel’s equation for \(\hat{G}_{0}^{R,A}\) is then obtained by inserting Eq. 46 for \(\hat{G}_{1}^{R,A}\) into Eq. 40 and integrating all terms in the resulting transport equation over the Fermi surface,

$$\frac{1}{\pi} \partial_{r} \cdot \mathcal{D} \left( \hat{G}_{0}^{R,A} \circ \partial_{r} \hat{G}_{0}^{R,A} \right) + \left[ \hat{\varepsilon} \hat{t}_{3} - \hat{\Delta}, \hat{G}_{0}^{R,A} \right]_{0} = 0,$$ \hspace{1cm} (47)

where \(\mathcal{D}\) is the normal-state diffusion tensor given by Eq. 29. Note that the term involving the commutator of the impurity self-energy with the second-order correction to the propagator, \(\hat{G}_{2}^{R,A}\), drops out of the transport equation upon averaging over the Fermi surface since \(\langle \hat{G}_{n}^{R,A} \rangle_{p} = 0\) for \(n \geq 1\).

A similar analysis carried out for \(\hat{G}_{0}^{K}\) yields,

$$\frac{1}{\pi} \partial_{r} \cdot \mathcal{D} \left( \hat{G}_{0}^{K} \circ \partial_{r} \hat{G}_{0}^{K} \right) + \frac{1}{\pi} \partial_{r} \cdot \mathcal{D} \left( \hat{G}_{0}^{K} \circ \partial_{r} \hat{G}_{0}^{K} \right) + \left[ \hat{\varepsilon} \hat{t}_{3} - \hat{\Delta}, \hat{G}_{0}^{K} \right]_{0} = 0,$$ \hspace{1cm} (48)

and

$$\hat{G}_{0}^{K} \circ \hat{G}_{0}^{K} + \hat{G}_{0}^{K} \circ \hat{G}_{0}^{K} = 0.$$ \hspace{1cm} (49)

The latter condition is satisfied by introducing the Nambu matrix distribution function, \(\hat{\Phi}\),

$$\hat{G}_{0}^{K} = \hat{G}_{0}^{K} \circ \hat{\Phi} - \hat{\Phi} \circ \hat{G}_{0}^{K}.$$ \hspace{1cm} (50)

In the low-frequency, long-wavelength limit, \(\omega \ll \Delta, q v_{f} \ll \Delta\), Shelankov’s projection operators for the local particle and hole sectors can be used to derive transport equations for Bogoliubov quasiparticles in the diffusive limit. \cite{24} See also Ref. 15 for applications of the Keldysh-Usadel theory to collective modes in disordered superconductors. For a detailed derivation of the kinetic equations and interpretation of \(\hat{\Phi}\) in the weak scattering (ballistic) limit see Ref. 18.

### 4.2. Equilibrium Usadel Equations

The first observation on the structure of the equations for \(\hat{G}_{0}^{R,A,K}\) is that, in contrast to Eilenberger’s transport equation, Usadel’s equations are second-order differential equation of the diffusion type. For inhomogeneous equilibrium states the energy-time convolution operator drops out and Eq. 47 can be analytically continued (\(\varepsilon \to i\varepsilon_{n}\)) to obtain Usadel’s equation for the Matsubara propagator,

$$\frac{1}{\pi} \partial_{r} \cdot \mathcal{D} \left( \hat{G}_{0} \circ \partial_{r} \hat{G}_{0} \right) + [i\varepsilon_{n} \hat{t}_{3} - \hat{\Delta}, \hat{G}_{0}] = 0,$$ \hspace{1cm} (51)

which also obeys the Eilenberger normalization condition,

$$\left( \hat{G}_{0}(r;\varepsilon_{n}) \right)^{2} = -\pi^{2} 1.$$ \hspace{1cm} (52)

### 4.3. Anderson’s Theorem

The second observation is that the impurity self energy has dissappeared. Disorder appears in Usadel’s equation only via the normal-state diffusion coefficient multiplying the second-order derivative term. Thus, for a dirty
superconductor with a homogeneous order parameter in the absence of magnetic fields the solution of Eqs. 51 and 52 for the equilibrium propagator is independent of disorder and given by

$$\Theta_0(\varepsilon_n) = -\pi \frac{i\varepsilon_n \hat{T}_3 - \Delta}{\sqrt{\varepsilon_n^2 + |\Delta|^2}},$$

(53)

The implications of this result are that the bulk thermodynamic properties in zero field are insensitive to disorder. In the weak-coupling limit the mean-field pairing self energy is determined by Eq. 15. From Eq. 53, and analytic continuation to Matsubara energies, the gap equation becomes

$$\frac{1}{g} = \pi T \sum_{n} \frac{1}{\sqrt{\varepsilon_n^2 + |\Delta|^2}}.$$  

(54)

The logarithmic dependence on the cutoff is regularized by subtracting the kernel of the linearized gap equation that determines $T_c$ to express the gap equation as a convergent Matsubara sum, as well as to remove the cutoff and pairing interaction in favor of $T_c$,

$$\ln(T/T_c) = \pi T \sum_{n=-\infty}^{+\infty} \left[ \frac{1}{\sqrt{\varepsilon_n^2 + |\Delta|^2}} - \frac{1}{|\varepsilon_n|} \right].$$  

(55)

Similarly, the quasiparticle density of states obtained from analytic continuation of Eq. 53 to the real energy axis, $i\varepsilon_n \to \varepsilon + i0^+$, and the spectral function defined by Eq. 4 reduces to,

$$N(\varepsilon) = N_f \frac{|\varepsilon|}{\sqrt{\varepsilon^2 - |\Delta|^2}} \Theta(\varepsilon^2 - |\Delta|^2).$$  

(56)

Thus, the superconducting transition temperature, $T_c$, gap amplitude, $\Delta(T)$, excitation spectrum and thermodynamic potential are insensitive to disorder for isotropic s-wave pairing, what is often referred to as Anderson’s “theorem”. These results were derived independently by Abrikosov and Gorkov based on a field-theoretical formulation of the pairing theory and the impurity averaging technique of Edwards[27] the latter of which generates the T-matrix theory for the electron-impurity self energy defined by Eqs. 16-18. Note that for pairing that is isotropic on the Fermi surface the insensitivity of the gap and $T_c$ does not depend on the strong disorder limit, i.e. $\hbar/\tau \gg 2\pi T_c$. However, conventional superconductors in the clean limit typically have anisotropic pairing interactions even in the $\Delta_{1g}$ pairing channel, and as a result impurity scattering that samples different gap amplitudes on the Fermi surface leads to Andreev scattering, pair breaking, and for weak impurity scattering rates, $\hbar/2\pi T_{c0} \lesssim 1$, to a weak suppression of $T_c$, [28-30] which persists until the impurity scattering rate is sufficiently fast to average the anisotropic pairing interaction over the bandwidth of attraction, $1/\tau \gg \omega_c$. [19]

### 4.4. Current Response

Significant differences between the clean and dirty limit appear for inhomogeneous superconducting states, even spatially uniform current-carrying states. Persistent currents, i.e. equilibrium supercurrents, are described by a spatially varying phase of the order parameter. The order parameter for spin-singlet, s-wave pairing can be expressed in terms of the amplitude, $|\Delta(\mathbf{r})|$ and phase, $\vartheta(\mathbf{r})$,

$$\hat{\Delta}(\mathbf{r}) = |\Delta(\mathbf{r})| (i\sigma_y) \left[ e^{-i\vartheta(\mathbf{r})} \hat{\tau}_+ + e^{-i\vartheta(\mathbf{r})} \hat{\tau}_- \right],$$

(57)

where $\hat{\tau}_\pm = (\hat{\tau}_1 \pm i\hat{\tau}_2)/2$ combined with $\hat{\tau}_1$ represent the circular basis for the Nambu matrices (see Appendix B). In this basis the matrix propagator can be expressed as

$$\hat{\Theta}_0(\mathbf{r}; \varepsilon_n) = g(\mathbf{r}; \varepsilon_n) \hat{\tau}_1 + i\sigma_y \left[ f(\mathbf{r}; \varepsilon_n) \hat{\tau}_+ + f(\mathbf{r}; \varepsilon_n) \hat{\tau}_- \right].$$

(58)

Given the zeroth-order Matsubara propagator that satisfies Eqs. 51 and 52 for a spatially varying order parameter, or “pair potential”, the leading-order correction to the propagator can be calculated from the analytic

---

6 For an extension of the Anderson theorem to a specific class of anisotropic unconventional superconductors with anisotropic impurities See Ref. 25.
continuation of Eq. 46,
\[ \hat{G}_1(p, r; \varepsilon_n) = \frac{\tau}{i \pi} \left[ \hat{G}_0 v_p \cdot \partial_r \hat{\Phi}_0 \right], \]  
(59)

which yields Usadel’s result for the supercurrent in the dirty limit,\(^{[14]}\)
\[ j(r) = N_f T \sum_{\varepsilon_n} \int d^2 p \langle e v_p \rangle \frac{1}{2} \text{Tr} \left\{ \hat{\gamma} \hat{G}_1(p, r; \varepsilon_n) \right\} = -\frac{e N_f}{\pi} T \sum_{\varepsilon_n} \left[ \frac{\hbar}{i} \partial_r f - \frac{\hbar}{i} \partial_r^* f \right], \]  
(60)

where the covariant derivative reduces to \( \partial_r = \nabla_r - i \frac{\hbar}{2 e A} \).

The dependence on the Matsubara energy encodes both the spectral resolution of the Fermionic states contributing to macroscopically occupied Cooper pair condensate and the reduction of the current due to thermal excitations out of the condensate. These features of the current are revealed by transforming to the real energy axis (c.f. Appendix C),
\[ j(r) = -\frac{e N_f}{\pi} \int_{-\infty}^{+\infty} d \varepsilon f(\varepsilon) \left[ -\frac{1}{\pi} \text{Im} \left\{ \hat{f}^\dagger(r; \varepsilon) \frac{\hbar}{i} \partial_r \hat{f}(r; \varepsilon) - \hat{f}^\dagger(r; \varepsilon) \frac{\hbar}{i} \partial_r^* \hat{f}(r; \varepsilon) \right\} \right], \]  
(61)

where \( f(\varepsilon) \) is the Fermi distribution. This result has the wave-mechanical structure for the current of charge \( 2e \) Cooper pairs, but spectrally resolved in terms of the Fermionic states that contribute to the current carried by the Cooper pair condensate. At \( T = 0 \) the negative energy states which comprise the Cooper pair condensate determine the maximum current density, with thermally excited particles and holes leading to a reduction of the supercurrent governed by the Fermi distribution.

For slow spatial variations of the phase on the scale of the coherence length, \( \xi |\nabla \vartheta| \ll 1 \), the currents are small in magnitude compared to the maximum sustainable supercurrent, i.e. the bulk critical current, and the magnitude of the order parameter is to good approximation constant and given by the bulk equilibrium value. In this London limit the order parameter is given by, \( \Delta(r) = |\Delta| \exp i \vartheta(r) \), and the corresponding anomalous propagator is given by
\[ \hat{f}^\dagger = \frac{\pi |\Delta| e^{\pm i \vartheta(r)} \pm i \vartheta(r)}{\sqrt{|\Delta|^2 - (\varepsilon + i 0^+)^2}}, \]  
(62)

and \( \hat{f}^\dagger(r; \varepsilon) = \hat{f}^\dagger(r; -\varepsilon)^* \). The resulting spectral current density becomes,
\[ -\frac{1}{\pi} \text{Im} \left\{ \hat{f}^\dagger(r; \varepsilon) \frac{\hbar}{i} \partial_r \hat{f}(r; \varepsilon) - \hat{f}^\dagger(r; \varepsilon) \frac{\hbar}{i} \partial_r^* \hat{f}(r; \varepsilon) \right\} = -\frac{1}{\pi} \text{Im} \left[ \frac{4 \pi^2 |\Delta|^2}{(\varepsilon + i 0^+)^2 - |\Delta|^2} \right] p_s \]  
\[ = 2 \pi^2 |\Delta| \left[ \delta(\varepsilon - |\Delta|) - \delta(\varepsilon + |\Delta|) \right] p_s, \]  
(63)

where
\[ p_s = \frac{1}{2} \left( \hbar \nabla_r \vartheta - \frac{2e}{c} A \right), \]  
(64)

is the gauge-invariant momentum per particle of the condensate. Note that the structure of the spectral current density in the dirty limit leads to a cancellation of the contribution from states represented by the branch cuts, leaving only the contributions from isolated poles at \( \varepsilon_{\pm} = \pm |\Delta| \). This result is in sharp contrast to the spectral current density in the clean limit where a branch cut ensures that the entire negative energy spectrum with \( \varepsilon \leq -|\Delta| \) contributes to the \( T = 0 \) supercurrent. My interpretation for only the states at \( \varepsilon = \pm |\Delta| \) contributing to the spectral current density is that for any realization of a random distribution of impurities Tomash oscillations\(^{[31,32]} \) induced in the spectral current density due to impurity-induced Andreev scattering by the spatially varying phase destructively interfere for all energies except \( \varepsilon \to \pm |\Delta| \) where the Tomash wavelength \( \Lambda_T(\varepsilon) = h v_f / \sqrt{\varepsilon^2 - |\Delta|^2} \) diverges.
Fig. 2  The superfluid fraction, $n_s(T)/n$, determines the London penetration depth in the low-field limit.

Thus, in the dirty limit the resulting supercurrent obtained from Eq. 61 becomes,

$$j(r) = 2\pi e N_f \phi |\Delta| \tanh \left( \frac{|\Delta|}{2T} \right) p_f \equiv e n_s(T) v_s,$$

and thus a superfluid fraction given by

$$n_s = n \left( \frac{\ell}{\xi_s} \right) \left( \frac{|\Delta|}{\Delta_0} \right) \tanh \left( \frac{|\Delta|}{2T} \right),$$

where $\Delta_0 = |\Delta(0)|$, $n = \frac{2}{3} N_f v_f p_f$ is the total electron density comprising the Fermi sea, and $\xi_s = \hbar v_f / \pi \Delta_0$ is the zero-temperature coherence length in the clean limit. Note that I have introduced the superfluid velocity field $v_s \equiv p_f / m^*$, where the quasiparticle effective mass is defined by $m^* \equiv p_f / v_f$. Thus, although $T_c$ and the amplitude, $\Delta$, of the condensate order parameter are insensitive to disorder, the current that can be transported by the condensate is dramatically reduced in the dirty limit, $\ell / \xi_s \ll 1$ due to destructive interference for states with $\epsilon < -|\Delta|$.

The superfluid fraction determines the London penetration depth,

$$\frac{1}{\lambda^2_T} - \frac{4\pi n_s e^2}{m^* c^2} = \frac{1}{\lambda^2_{t0}} - \frac{\ell}{\xi_s} \left( \frac{|\Delta|}{\Delta_0} \right) \tanh \left( \frac{|\Delta|}{2T} \right),$$

where $1/\lambda^2_{t0} = 4\pi ne^2 / m^* c^2$ determines the zero-temperature penetration length in the clean-limit. Disorder weakens the Meissner screening current, and thus increases field penetration relative to that in the clean limit. Strong disorder also shortens the coherence length so that the Ginzburg-Landau ratio,

$$\kappa_{\text{dirty}} \equiv \frac{\lambda_c}{\xi_s} \approx \kappa_{\text{clean}} \left( \frac{\xi_0}{\ell} \right),$$

increases with disorder. As a result superconducting alloys in the dirty limit are generally Type II superconductors, even for superconductors that are Type I in the clean limit, i.e. $\kappa_{\text{clean}} = \lambda_{t0} / \xi_0 < 1/\sqrt{2}$. [33]
5. Nonlinear Current Response

The current given by Eq. 65 can be extended beyond the linear response limit. The key step is to first “remove” the spatially varying phase of the order by a local gauge transformation,

$$\Delta'(r) = \hat{\mathcal{W}}[\vartheta(r)] \Delta\hat{\mathcal{W}}^{-1}[\vartheta(r)],$$  \hspace{1cm} (69)

where $\Delta' = |\Delta| e^{i\varphi} \tilde{\tau}$ and $\hat{\mathcal{W}}[\vartheta(r)] = \exp[i\vartheta(r)\tilde{\tau}/2]$ generates a local gauge transformation by phase angle $\vartheta(r)$. This representation is used to transform Eq. 51 to the gauge in which the order parameter is real, hereafter the “real gauge”. The propagator and covariant derivative operator in the new gauge are defined by,

$$\hat{\mathcal{G}}'_0(r; \varepsilon_n) = \hat{\mathcal{W}}^{-1}[\vartheta(r)] \hat{\mathcal{G}}_0(r; \varepsilon_n) \hat{\mathcal{W}}[\vartheta(r)],$$ \hspace{1cm} (70)

$$\partial_r \hat{\mathcal{G}}'_0(r; \varepsilon_n) = \hat{\mathcal{W}}^{-1}[\vartheta(r)] \partial_r \hat{\mathcal{G}}_0(r; \varepsilon_n) \hat{\mathcal{W}}[\vartheta(r)],$$ \hspace{1cm} (71)

where $\partial_r \hat{X} = \mathbf{V}_r \hat{X} - i [\mathbf{p}_r \tilde{\tau}, \hat{X}]$, \hspace{1cm} (72)

and $\mathbf{p}_r$ is the condensate momentum given by Eq. (64). Usadel’s equation in the real gauge is given by Eq. 51, but with $\hat{\mathcal{G}}_0$ replaced by $\hat{\mathcal{G}}'_0$ and with $\partial_r$ replaced by $\partial_r'$. 

For the special case of spatially uniform condensate momentum the Usadel equation in the real gauge reduces to

$$\left[ i \varepsilon_n \tilde{\tau}_3 - 2 \frac{\mathcal{D}}{\pi} p_s^2 \tilde{\tau}_3 - \hat{\Delta}' \right] \hat{\mathcal{G}}'_0 = 0. $$ \hspace{1cm} (73)

The resulting solution to Eqs. 73 and 52 for the Usadel propagator, transformed back to the original gauge, can now be expressed as

$$\hat{\mathcal{G}}_0(r; \varepsilon_n) = -\frac{i \varepsilon_n \tilde{\tau}_3 - \hat{\Delta}(r)}{\sqrt{\varepsilon_n^2 + |\Delta|^2}},$$ \hspace{1cm} (74)

with the renormalized Matsubara energies defined by

$$\varepsilon_n = \mathcal{Z} (\varepsilon_n, p_s)^2 \varepsilon_n,$$ \hspace{1cm} (75)

with $\mathcal{Z} \equiv 1 + 2 \mathcal{D} p_s^2 \sqrt{\mathcal{Z}^2 \varepsilon_n^2 + |\Delta|^2}$. \hspace{1cm} (76)

Note that $\mathcal{Z}$ is real for all $\varepsilon_n$, and scales to the limit $\mathcal{Z} \to 1$ for $|\varepsilon_n| \to \infty$.

Equation 60 for the current response depends on the anomalous propagators,

$$\tilde{j} = \pi \frac{|\Delta| e^{i\varphi(r)}}{\sqrt{\mathcal{Z} (\varepsilon_n, p_s)^2 \varepsilon_n^2 + |\Delta|^2}},$$ \hspace{1cm} (77)

$$\tilde{\mathbf{j}} = \tilde{j}'$$, and their covariant derivatives,

$$\frac{\hbar}{i} \partial_r \tilde{j} = +2 \mathbf{p}_r \tilde{j}, \text{ and } \frac{\hbar}{i} \partial_r' \tilde{\mathbf{j}} = -2 \mathbf{p}_r \tilde{\mathbf{j}}.$$ \hspace{1cm} (78)

The resulting supercurrent is then given by the nonlinear function of the condensate momentum,

$$\mathbf{j}_s = 4 e N_f \mathcal{Z} \left( \pi T \sum_{\varepsilon_n} \frac{|\Delta|^2}{\mathcal{Z} (\varepsilon_n, p_s)^2 \varepsilon_n^2 + |\Delta|^2} \right) \mathbf{p}_s,$$ \hspace{1cm} (79)

where $\mathcal{Z}$ is obtained from the solution of Eq. 76 for each Matsubara energy. In the nonlinear regime, the amplitude of the order parameter, $|\Delta| \equiv \Delta(p_s)$, also depends on the condensate momentum and diffusion constant. The gap equation for the self-consistent, mean-field order parameter becomes,

$$\ln \frac{T}{T_c} = \pi T \sum_{\varepsilon_n} \left[ \frac{1}{\sqrt{\mathcal{Z} (\varepsilon_n, p_s)^2 \varepsilon_n^2 + \Delta(p_s)^2} - 1} \right].$$ \hspace{1cm} (80)
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5.1. Perturbative Nonlinearities

The leading order nonlinear correction to the current-field equation is obtained by expanding Eqs. 79 and 80 to order $p_s^3$ and $p_s^2$, respectively. The expansion parameter is $2D p_s^2 \ll |\Delta|$. Setting $Z = 1$ on the right side of Eq. 76 gives,

$$Z \approx 1 + 2D p_s^2 \frac{1}{\sqrt{\epsilon_n^2 + |\Delta|^2}}.$$  

As a result the condensate flow field suppresses the gap quadratically in $p_s$. Writing $\Delta(T, p_s)^2 = \Delta(T)^2 + \Delta^2(T, p_s)$ and solving the gap equation (Eq. 80) perturbatively determines the leading order correction to the gap amplitude.

$$\frac{\Delta^2}{\Delta^2} = -\left(4D p_s^2 \frac{\Delta}{\Delta}\right) \left[ \frac{\mathcal{Y}_2(T; \Delta) - \mathcal{Y}_4(T; \Delta)}{\mathcal{Y}_3(T; \Delta)} \right],$$  

where I have introduced the generalized Yoshida functions,

$$\mathcal{Y}_m(T; \Delta) \equiv \pi T \sum_{\epsilon_n} \frac{\Delta^{m-1}}{\epsilon_n^2 + \Delta^2} \frac{m}{m}, \quad m \geq 2.$$  

In terms of the dependence of the gap amplitude on $p_s$,

$$\Delta(T; p_s) = \Delta(T) \left[ 1 - \beta(T; \tau) \left( \frac{p_s}{p_c} \right)^2 \right],$$  

$$\beta(T; \tau) = \frac{2}{3\pi} (\pi \tau \Delta_0) \left( \frac{\Delta}{\Delta_0} \right) \left[ \frac{\mathcal{Y}_2(T; \Delta) - \mathcal{Y}_4(T; \Delta)}{\mathcal{Y}_3(T; \Delta)} \right],$$

where $p_c = \Delta/v_f$, $\Delta_0 = \Delta(0)$ is the zero temperature gap for $p_s = 0$, $\pi \tau \Delta_0 = t/\xi_s$, and $\mathcal{Y}_m(T) = \mathcal{Y}_m(T; \Delta(T))$. Several relevant Yoshida functions are plotted in Fig. 3.

Fig. 3 Generalized Yoshida functions, $\mathcal{Y}_m(T)$, that determine gap suppression and the nonlinear Meissner effect.
Similarly, the nonlinear correction to the supercurrent can be expressed as
\[
\mathbf{j}_s = e n_s(T) \left[ 1 - \theta(T; \tau) \left( \frac{p_s}{p_c} \right)^2 \right] \mathbf{v}_s,
\]
and \(n_s(T; \tau)\) is the zero-field superfluid fraction,
\[
n_s(T; \tau) = n \left( \pi \tau \Delta_0 \right) \left( \frac{\Delta(T)}{\Delta_0} \right) \frac{2}{\pi} \mathscr{Y}_2(T),
\]
which is equivalent to Eq. 66, and is plotted in Fig. 2. The coefficient of the nonlinear correction is given by
\[
\theta(T; \tau) = \frac{4}{3 \pi} (\pi \tau \Delta_0) \left( \frac{\Delta(T)}{\Delta_0} \right) \left[ \left( \mathscr{Y}_2(T) - \mathscr{Y}_4(T) \right)^2 / \mathscr{Y}_2(T) \mathscr{Y}_3(T) + \left( \mathscr{Y}_3(T) - \mathscr{Y}_5(T) \right) / \mathscr{Y}_2(T) \right].
\]
Note the scales of \(n_s/n\), \(\theta\) and \(\beta\) are determined by \(\pi \tau \Delta_0\).

The zero-temperature limits for the order parameter suppression and nonlinear correction to the current are obtained by setting \(\Delta(0) = \Delta_0 \approx 1.78 T_c\) and transforming Eq. 83 into an integral representation for the Beta function,
\[
\lim_{T \to 0} \mathscr{Y}_m(T; \Delta) = \frac{1}{2} \int_0^1 dt t^{m-3/2} (1 - t)^{-1/2} = \frac{1}{2} \mathcal{B} \left( \frac{m-1}{2}, \frac{1}{2} \right) = \frac{1}{2} \Gamma \left( \frac{m-1}{2} \right) \Gamma \left( \frac{1}{2} \right).
\]
The resulting zero-temperature limits for the order parameter and current response are given by \(n_s(0) = n(\pi \tau \Delta_0)\), \(\beta(0) = \frac{1}{6} (\pi \tau \Delta_0)\), and \(\theta(0) = \frac{4}{3 \pi} \left[ \frac{5}{8} + \frac{2}{3 \pi} \right] (\pi \tau \Delta_0) \approx 0.257 (\pi \tau \Delta_0)\), which agree with the \(T \to 0\) limits computed numerically and shown in Fig. 4.

**5.2. Nonlinear Meissner Effect**

In the Meissner state supercurrents screen an external magnetic field from penetrating into the bulk of the superconductor. For weak magnetic fields the screening current is linear in condensate momentum (Eq. 65). Increasing external field drives the current response into the nonlinear regime defined by Eq. 79. For weak
nonlinearity the current response is given by Eq. 86, and when combined with Ampère’s equation and charge conservation, I obtain the nonlinear London equation,

$$\nabla^2 \mathbf{p}_s - \frac{1}{\lambda_c^2} \left\{ 1 - \theta(T; \tau) \left( \frac{p_s^2}{p_c^2} \right) \right\} \mathbf{p}_s = 0,$$

(90)

where $\lambda_c$, defined in Eq. 67, is the London penetration depth which defines the field penetration length in the low-field, linear response limit.

For a planar vacuum-superconducting interface, with $z$ being the distance into the superconductor normal to the interface, and external field at the surface given by $\mathbf{H} = H \mathbf{s}$, the screening current and condensate momentum flow parallel to the interface, $\mathbf{p}_s = p_s(z) \mathbf{y}$. The local magnetic field in the superconductor is then given by $\mathbf{B} = B(z) \mathbf{s} = \xi \frac{dp_s}{dz} \mathbf{s}$. Continuity of the field at the vacuum-superconducting interface requires

$$\left. \frac{dp_s}{dz} \right|_{z=0} = \frac{e}{c} H. \quad (91)$$

In addition, the magnetic field, and thus the screening current, also vanish deep inside the superconductor, $\lim_{z \to \infty} B(z) = 0$. It is convenient to introduce the dimensionless condensate momentum, $u = \sqrt{\theta} p_s / p_c$, and scale distance as, $\xi = z / \lambda_c$. The differential equation for $u(\xi)$ becomes,

$$\frac{d^2 u}{d\xi^2} - u(1 - u^2) = 0, \quad (92)$$

with $b \equiv \frac{du}{d\xi} = \sqrt{\theta} B(z) / H_c$, supplemented by the boundary conditions,

$$\left. \frac{du}{d\xi} \right|_{\xi=0} = \frac{\sqrt{\theta} H}{H_c} \equiv \hbar, \quad \xi \to \infty \equiv 0, \quad (93)$$

where $H_c = \frac{\xi \Delta}{\sqrt{\frac{\Phi_0}{\pi}}}$ is the thermodynamic critical field, $\Phi_0 = hc / 2e$ is the flux quantum and $\xi_\Delta = h v_f / \pi \Delta$ is the pair correlation length. The solution for the magnetic field,

$$b = \frac{\hbar e^{2\xi}}{[\hbar^2/4 + (1 - h^2/4)e^{2\xi}]^{3/2}}, \quad (94)$$

is derived and discussed in detail in App. B of Ref. 35. Note that if I drop terms of order $h^2$ I recover the linear response solution to the London equation, $B = H e^{-z/\lambda_c}$. Increasing the field at the interface suppresses the screening current leading increased field penetration as shown in Fig. 5. The penetration depth can be defined in terms of the initial decay rate of the field into the superconductor,

$$\frac{1}{\lambda(H)} \equiv \frac{1}{\lambda_c} \left[ \frac{1}{h} \frac{db}{d\xi} \right]_{\xi=0} = \frac{1}{\lambda_c} \left[ 1 - \frac{3}{4} \theta(T; \tau) \left( \frac{H}{H_c} \right)^2 \right]. \quad (95)$$

Note that $\lambda(H)$ increases with field as expected, and that this definition of $\lambda(H)$ is equivalent to identifying the penetration depth with the surface reactance, i.e. $\lambda(H)^{-1} \propto j_s(0)/H$.

5.3. Microwave Photon Generation

The nonlinear screening current in Eq. (86) is valid for low-frequency EM fields, i.e. $\omega \ll 2\Delta$. For Niobium with $T_c \approx 9.3 \text{K}$, $2\Delta(0)/h \approx 700 \text{GHz}$, in which case for EM fields at GHz frequencies the nonlinear screening current at a vacuum-superconducting interface is to a very good approximation given by Eq. (86) with $n_k$ and $\theta$ given by their d.c. limits. The dissipative current response from unpaired quasiparticles is exponentially small for $T \ll T_c$.

Thus, the dominant contribution to the current response is given by Eq. (86), for any $A(r,t)$ in the limit $\omega \ll \Delta$. The incident EM field can be strong, i.e. the number of photons in any mode, $N_k \gg 1$, but below the threshold
Fig. 5  Enhancement of the magnetic field relative to the linear London field, $H e^{-z/\lambda}$, from the nonlinear correction to the Meissner screening current as a function of depth, $z/\lambda_L$, for a range of scaled external fields, $h = \sqrt{\theta H / H_c}$, from Eq. (94).

for vortex generation. In this limit I can absorb the phase gradient into the vector potential: $A + H_e z e \nabla \vartheta \rightarrow A$ and work in the transverse gauge. The corresponding current response just below the vacuum-superconductor interface can then be expressed as,

$$j_s = -\frac{c}{4\pi\lambda^2} \left\{ 1 - \frac{\theta^2}{A^2} |A|^2 \right\} A,$$  \hspace{1cm} (96)

where $A_c \equiv H_c / \lambda$. 

For a vacuum-superconducting interface with incident photons from the vacuum side in two modes the current response of the superconductor in the linear response limit is to shield the EM field and reflect the radiation back into the vacuum. Thus, for photons in two modes with frequencies $\omega_1$ and $\omega_2$, the superconductor provides nearly total reflection of incident photons. However, the nonlinear term in the current response of Eq. (96), proportional to $|A|^2 A$, leads to current sources at the vacuum-superconductor interface with frequencies,

$$\omega_n \in \{ 3\omega_1, 3\omega_2, 2\omega_1 \pm \omega_2, 2\omega_2 \pm \omega_1 \} ,$$  \hspace{1cm} (97)

that can radiate photons back into the vacuum.

Consider an incident EM field with photons in modes $\omega_{1,2}$ with polarizations $e_{1,2}$ and amplitudes,

$$A_{1,2} = A_{1,2}(z) e_{1,2} \text{Re} e^{i\omega_n z'},$$  \hspace{1cm} (98)

that penetrate into the London penetration depth region of the superconductor. The nonlinear term in the current response then generates current sources that can radiate photons at any of the frequencies $\omega_n$,

$$j_s(\omega_n) = -\frac{c}{4\pi\lambda^2} \frac{\theta}{A^2} G(\omega_n) ,$$  \hspace{1cm} (99)
where \( G(\omega_s) \) are the sources generated by incident EM fields at \( \omega_1 \) and \( \omega_2 \) that radiate photons at the third harmonics and the intermodulation frequencies,

\[
G(3\omega_1) = \frac{1}{4} A_1^3 e_1 \text{Re} e^{i3\omega_1 t}, \\
G(3\omega_2) = \frac{1}{4} A_2^3 e_2 \text{Re} e^{i3\omega_2 t}, \\
G(2\omega_1 \pm \omega_2) = \frac{1}{2} A_1^2 A_2 \left[ (e_1 \cdot e_2)e_1 + \frac{i}{2} e_2 \right] \\
\quad \times \text{Re} e^{i(2\omega_1 \pm \omega_2)t}, \\
G(2\omega_2 \pm \omega_1) = \frac{1}{2} A_2^2 A_1 \left[ (e_1 \cdot e_2)e_2 + \frac{i}{2} e_1 \right] \\
\quad \times \text{Re} e^{i(2\omega_2 \pm \omega_1)t}.
\]

Note that third harmonic generation is guaranteed with a polarization state referenced to that of the relevant incident photon. For radiation at the intermodulation frequencies the polarization states of the emitted photons depends on the polarization states of both incident photons.

5.4. Nonlinear Kerr Rotation

In the linear response limit incident photons are reflected by the superconductor back into the vacuum at the same frequency, and if the superconductor is non-chiral, with the same polarization.\[36\] However, if two modes with non-orthogonal \((e_1 \cdot e_2 \neq 0)\) and non-parallel \((e_1 \cdot e_2 \neq \pm 1)\) polarizations are incident on the superconductor, the nonlinear coupling generates a source current at the incident frequencies that radiates photons in a superposition of the two incident polarization states,

\[
G(\omega_1) = \left[ \left( \frac{3}{4} A_1^3 + \frac{1}{2} A_1 A_2^2 \right) e_1 + A_1 A_2^2 (e_1 \cdot e_2) e_2 \right] \text{Re} e^{i\omega_1 t}, \\
G(\omega_2) = \left[ \left( \frac{3}{4} A_2^3 + \frac{1}{2} A_2 A_1^2 \right) e_2 + A_2 A_1^2 (e_1 \cdot e_2) e_1 \right] \text{Re} e^{i\omega_2 t}.
\]

Thus, the nonlinear Meissner current, driven by a beam of photons in two modes, can induce a polar Kerr effect - i.e. rotation of the polarization state for the reflected photons. Observation of this effect would be a direct signature of the nonlinear Meissner current with the mixing between the two polarization states proportional to the nonlinear coupling \( \theta \).

5.5. SRF Cavities as Axion Detectors

Superconducting RF cavities with state of the art quality factors,\[37\] \( Q \approx 10^{11} \), have been proposed as detectors for light weakly-coupled particles such as low-mass axions.\[38,39\] The idea is based on a symmetry allowed coupling of the dark-sector axion field to the visible-sector EM field, \( \mathcal{L}_{\text{int}} = g_{\gamma \gamma} a \mathbf{E} \cdot \mathbf{B} \), where \( a(\mathbf{r}, t) \) is the amplitude of the axion field and \( g_{\gamma \gamma} \) is the axion-photon coupling. The combination of an axion field in the presence of a radiation field with \( \mathbf{E} \cdot \mathbf{B} \neq 0 \) can provide a current source for radiating photons with frequency \( \omega_s = 2\omega_1 - \omega_2 \) where \( \omega_1,2 \) are the frequencies of the photons in two resonant modes of the SRF cavity and \( \omega_1 \) is the frequency of the signal photon generated by the axion-photon coupling. If the cavity is designed such that \( \omega_1 \) is a resonant frequency of the cavity then there is a large mode density at the signal frequency for the detection of axion conversion.\[38\] Central to this axion detection scheme is that there are no visible-sector sources of photons at the signal frequency, \( \omega_1 \). Thus, it seems essential to suppress the source current from the nonlinear screening current response at the signal frequency, e.g. \( \omega_1 = 2\omega_1 - \omega_2 \). The restrictions on the cavity geometry and mode selection for the spectator photons and signal photons are that \( \omega_{1,2,s} \) are all resonant modes, but \( G(\omega_s) \equiv 0 \) for selected spectator modes of the SRF cavity geometry.\[7\] For a geometry such as that

\[7\] This constraint cannot be satisfied for photons at normal incidence on a plane vacuum-superconducting interface as is evident from Eq.(102).
of the Tesla cavities\cite{note:tesla} even a small region of the cavity surface in which $|G(\omega_s)| \approx A_2^2 A_2$ will lead to radiation into the signal mode that will likely swamp even an optimistic estimate of the number of photons generated by axion-like dark matter if the nonlinear coupling parameter $\theta \sim O(0.1)$. An analysis of the possible modes satisfying these constraints for high-Q Tesla cavities, or possibly other geometries, as well as the level of disorder that can be tolerated in order to suppress surface radiation into the signal mode, is needed. If it is not possible select modes with $G(\omega_s) \equiv 0$ everywhere on the cavity surface then an alternative approach would be fabrication of an ultra-clean SRF cavity, and operation of the cavity detector at ultra-low temperatures under excitation of the two spectator modes. In the ultra-clean limit at ultra-low temperatures the nonlinear coupling is exponentially suppressed, $\theta \sim e^{-\Delta(0)/k_B T}$\cite{note:theta}. Feasibility studies for suppressing visible-sector photons from the nonlinear surface current response at the signal frequency for axion detection are underway.
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**A. Propagators and Symmetries**

The central feature in the theory of superconductivity is quantum mechanical coherence between normal-state particle and hole excitations. *Particle-hole coherence* is responsible for most of the unique properties of be superconductors, including the Josephson effect, the proximity effect of superconducting-normal metal interfaces, and branch conversion scattering between particle- and hole-like excitations, i.e. *Andreev scattering*. The internal space of states for Fermions in systems with pairing correlations is the $4 \times 4$ space of *particle-hole $\otimes$ spin* or Nambu space.

**Nambu Green’s Functions**

Following Nambu\cite{Nambu:1966} and Gorkov\cite{Gorkov:1968} I introduce particle-hole coherence into the Green’s functions for Fermi systems by enlarging the usual two-component spinors for the creation and annihilation of spin-up and spin-down Fermions,

$$
\psi(\mathbf{r}, t) = \begin{pmatrix} \psi^\uparrow(\mathbf{r}) \\ \psi^\downarrow(\mathbf{r}) \end{pmatrix}, \quad \psi^\dagger(\mathbf{r}, t) = \begin{pmatrix} \psi^\uparrow(\mathbf{r}) \\ \psi^\downarrow(\mathbf{r}) \end{pmatrix},
$$

(A1)
into four-component spinors which incorporate the particle-hole ("iso-spin") degree of freedom.\footnote{In constructing Green's functions and propagators I form outer products of the Nambu spinors, and thus in any bilinear product such as \( \Psi^\dagger(1)\Psi(2) \) it is assumed that the spinor on the left is a column spinor while the spinor on the right is a row spinor.}

\[
\Psi(r,t) = \begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \\ \psi_4 \end{pmatrix}, \tag{A2}
\]

\[
\Psi^\dagger(r,t) = \begin{pmatrix} \psi^\dagger_1 \\ \psi^\dagger_2 \\ \psi^\dagger_3 \\ \psi^\dagger_4 \end{pmatrix}. \tag{A3}
\]

Coherent mixing of the 'particle' (\( \psi^\dagger \)) and 'hole' (\( \psi \)) amplitudes is then accomplished by the off-diagonal self-energy ("pairing potential") that fixes the amplitudes for mixing of particle and hole excitations.

It is convenient to introduce a short-hand notation for the space-time labels: \( i = (r_i, t_i) \). Then the outer products of the four-component Nambu spinors can be written in particle-hole space as a \( 2 \times 2 \) matrix of outer products of two-component spinors,

\[
\Psi(1) \Psi^\dagger(2) = \begin{pmatrix} \psi(1) \psi^\dagger(2) \\ \psi^\dagger(1) \psi(2) \end{pmatrix}, \tag{A4}
\]

\[
\Psi^\dagger(2) \Psi(1) = \begin{pmatrix} \psi^\dagger(2) \psi(1) \\ \psi(2) \psi^\dagger(1) \end{pmatrix}. \tag{A5}
\]

The matrix structure of the four types of propagators is as follows: the retarded (R), advanced (A) and Keldysh (K) propagators encode information about the non-equilibrium excitation spectrum and occupation of states. The Matsubara (M) propagators provide information about the equilibrium quasiparticle and pairing correlations. The corresponding propagators are defined as follows,

\[
\hat{G}^R(1,2) = -i \Theta(t_1 - t_2) \langle \{ \Psi(r_1, t_1), \Psi^\dagger(r_2, t_2) \} \rangle, \tag{A6}
\]

\[
\hat{G}^A(1,2) = +i \Theta(t_2 - t_1) \langle \{ \Psi(r_1, t_1), \Psi^\dagger(r_2, t_2) \} \rangle, \tag{A7}
\]

\[
\hat{G}^K(1,2) = -i \langle \{ \Psi(r_1, t_1), \Psi^\dagger(r_2, t_2) \} \rangle, \tag{A8}
\]

\[
\hat{G}^M(1,2) = -\langle T_\tau \Psi(r_1, \tau) \Psi^\dagger(r_2, \tau) \rangle, \tag{A9}
\]

where \( [\hat{A}, \hat{B}] = \hat{A}\hat{B} - \hat{B}\hat{A} \) and \( \{\hat{A}, \hat{B}\} = \hat{A}\hat{B} + \hat{B}\hat{A} \) and the expectation values are taken in a restricted Grand Canonical ensemble that allows for broken symmetry.

The Matsubara propagators depend on the imaginary-time variable, \( t \to -i\tau \), confined to the strip, \( -\beta \leq \tau \leq \beta \). Note that the adjoint is defined for imaginary times by \( \hat{\Psi}(r, \tau) \equiv \Psi^\dagger(-\tau) \). Finally, the imaginary-time ordering operation is defined as

\[
T_\tau (\Psi(1) \Psi(2)) = \begin{cases} +\Psi(1)\Psi(2), & \tau_1 > \tau_2 \\ -\Psi(2)\Psi(1), & \tau_1 < \tau_2. \end{cases} \tag{A10}
\]

The compact Nambu matrix notation can be expanded as a \( 2 \times 2 \) matrix in particle-hole space,

\[
\hat{G}^x(1,2) = \begin{pmatrix} G^x(1,2) & F^x(1,2) \\ F^x(1,2) & \tilde{G}^x(1,2) \end{pmatrix}, \tag{A11}
\]

with \( x = (R,A,K,M) \) and each entry being a \( 2 \times 2 \) spin matrix. In particular, \( G^x \) and \( \tilde{G}^x \) are the 'conventional' diagonal Green's functions and \( F^x \) and \( \tilde{F}^x \) are the anomalous (Gorkov) functions which define the pairing correlations of the superconducting state.
Mixed Representation

The most convenient set of variables in which to express the propagators is the mixed-representation obtained by first transforming to center-of-mass and relative space-time coordinates,

\[
R = \frac{(r_1 + r_2)}{2}, \quad r = r_1 - r_2, \quad t = \frac{(t_1 + t_2)}{2}, \quad s = t_1 - t_2, \quad (A12)
\]

then Fourier transforming with respect to the relative coordinates,

\[
\hat{G}^x(p, \varepsilon; R, t) = \int d^3r \int_{-\infty}^{+\infty} ds e^{-i(p \cdot r - \varepsilon s)} \hat{G}^x(R + r/2, t + s/2; R - r/2, t - s/2), \quad (A14)
\]

for \(x = (R, A, K)\). Similarly, for the Matsubara propagator in the mixed representation I obtain,

\[
\hat{G}^M(p, \varepsilon_n; R) = \int d^3r \int_{-\beta}^{+\beta} d\tau e^{-i(p \cdot r - \varepsilon_n \tau)} \hat{G}^M(R + r/2, \tau; R - r/2, 0), \quad (A15)
\]

where \(\varepsilon_n = (2n + 1)\pi k_B T\) are the Fermion Matsubara frequencies.

Quasiclassical Propagators

Finally I define the Nambu matrix form for the quasiclassical propagators, obtained by integrating the full Green’s functions with respect to the magnitude of the momentum perpendicular to the Fermi surface, or equivalently over the normal-state excitation energy,

\[
\xi_p = v_p (|p| - p_f). \quad (A16)
\]

The quasiclassical propagators depend on the position on the Fermi surface defined by the Fermi momentum, \(p\). It is also conventional to pre-multiply the full propagators by the Nambu matrix

\[
\hat{\tau}_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad (A17)
\]

in particle-hole space,\(^9\) and to renormalize the propagators by dividing by the spectral weight of the normal-state quasiparticle pole. Thus,

\[
\hat{G}^x(p, \varepsilon; R, t) \equiv \frac{1}{a} \int d\xi_p \hat{\tau}_3 \hat{G}^x(p, \varepsilon; R, t), \quad (A18)
\]

\[
\therefore \hat{G}^x = \begin{pmatrix} g^x & f^x \\ f^\dagger & g^\dagger \end{pmatrix} = \frac{1}{a} \int d\xi_p \begin{pmatrix} G^x & F^x \\ -F^\dagger & -G^\dagger \end{pmatrix}, \quad (A19)
\]

are the quasiclassical propagators that satisfy the Eilenberger transport equations and normalization conditions. Note that the momenta are evaluated at the Fermi surface on the left side of Eq. A18 for all quasiclassical propagators.

Particle-Hole and Conjugation Symmetries

By using fundamental symmetries under particle-hole (conjugation) and Fermion exchange I can derive the following matrix identities relating components of the quasiclassical propagators,

\[^9\text{This definition is connected with Eilenberger’s reduction of Gorkov’s equations to transport-type equations.}\]
Fig. A1  Contour integration for analytic continuation to real energies. In the dirty limit the spectral current density is dominated by poles at $\varepsilon_{\pm} = \pm |\Delta|$.

\[
\hat{G}^{RA}(p, \varepsilon; R, t) = +\left[ \hat{\tau}_i \hat{G}^{RA}(p, -\varepsilon; R, t)^{\dagger} \hat{\tau}_i \right],
\]
\[
\hat{G}^{K}(p, \varepsilon; R, t) = -\left[ \hat{\tau}_i \hat{G}^{K}(p, -\varepsilon; R, t)^{\dagger} \hat{\tau}_i \right],
\]
\[
\hat{G}^{M}(p, \varepsilon_n; R) = +\left[ \hat{\tau}_i \hat{G}^{M}(p, +\varepsilon_n; R)^{\dagger} \hat{\tau}_i \right],
\]
\[
\hat{G}^{K}(p, \varepsilon; R, t) = -\left[ \hat{\tau}_i \hat{G}^{K}(p, \varepsilon; R, t)^{\dagger} \hat{\tau}_i \right],
\]
\[
\hat{G}^{M}(p, \varepsilon_n; R) = +\left[ \hat{\tau}_i \hat{G}^{M}(p, -\varepsilon_n; R)^{\dagger} \hat{\tau}_i \right].
\]

**B. Nambu Matrix Algebra**

The Nambu matrices obey the algebra of the generators of $SU(2)$,

\[
\hat{\tau}_i \hat{\tau}_j = \delta_{ij} \hat{1} + i \varepsilon_{ijk} \hat{\tau}_k, \quad i, j \in \{x, y, z\}.
\]
In the “circular” basis,
\[ \hat{\tau}_+ \hat{\tau}_- = \frac{1}{2} (1 - \hat{\tau}_3), \quad \hat{\tau}_- \hat{\tau}_+ = \frac{1}{2} (1 + \hat{\tau}_3), \]  
\[ [\hat{\tau}_+, \hat{\tau}_-] = \hat{\tau}_3, \quad \{\hat{\tau}_+, \hat{\tau}_-\} = \hat{1}, \]  
\[ [\hat{\tau}_3, \hat{\tau}_\pm] = \pm 2 \hat{\tau}_\pm, \quad \{\hat{\tau}_3, \hat{\tau}_\pm\} = 0, \]  
where \( \{a, b\} = \hat{a}\hat{b} - \hat{b}\hat{a} \) and \( \{\hat{a}, \hat{b}\} = \hat{a}\hat{b} + \hat{b}\hat{a} \).

C. Analytic Continuation

Matsubara sums for equilibrium properties such as the current in Eq. 60 can be transformed to an integration over all energies weighted by an appropriate spectral density and the Fermi distribution function. In particular, consider transforming the sum \( T \sum_n G(\epsilon_n) \) to an integration over the real axis. First, Cauchy’s theorem allows us to represent the Matsubara sum as a contour integral enclosing all the poles of the Fermi function as shown in Fig. A1,
\[ T \sum_{\epsilon_n} G(\epsilon_n) = -\frac{1}{2\pi i} \int_{\epsilon_{nL} + i\epsilon_{U}}^{\epsilon_{nL} - i\epsilon_{U}} dz f(z) G(z), \]  
provided \( G(z) \) is analytic in the neighborhood of the imaginary axis. Then, if \( G(z) \) is piecewise analytic function in the upper and lower half plane, and vanishes faster than \( 1/|z| \) as \( |z| \to \infty \), I transform the integration over contours \( \epsilon_{nL} + i\epsilon_{U} \) to the contours \( \epsilon_{nL} +/- \) just above and below the real axis, and thus to a single integration along the real axis,
\[ T \sum_{\epsilon_n} G(\epsilon_n) = -\frac{1}{2\pi i} \int_{-\infty}^{\infty} d\epsilon f(\epsilon) [G^R(\epsilon) - G^A(\epsilon)], \]  
where \( G^{R/A}(\epsilon) = G(\epsilon \to \epsilon \pm 0^+) \).
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