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The ability to manipulate living organisms is at the heart of a range of emerging technologies that serve to address important and current problems in environment, energy, and health. However, with all its complexity and interconnectivity, biology has for many years been recalcitrant to engineering manipulations. The recent advances in synthesis, analysis, and modeling methods have finally provided the tools necessary to manipulate living systems in meaningful ways and have led to the coining of a field named synthetic biology. The scope of synthetic biology is as complicated as life itself—encompassing many branches of science and across many scales of application. New DNA synthesis and assembly techniques have made routine customization of very large DNA molecules. This in turn has allowed the incorporation of multiple genes and pathways. By coupling these with techniques that allow for the modeling and design of protein functions, scientists have now gained the tools to create completely novel biological machineries. Even the ultimate biological machinery—a self-replicating organism—is being pursued at this moment. The aim of this article is to dissect and organize these various components of synthetic biology into a coherent picture.

INTRODUCTION

The field of synthetic biology lies at the interface of many different biological research areas, such as functional genomics, protein engineering, chemical biology, metabolic engineering, systems biology, and bioinformatics. Not surprisingly, synthetic biology means different things to different people, even to leading practitioners in the field.† To avoid possible confusion for the reader, here we would define it as ‘deliberate design of improved or novel biological systems that draws on principles elucidated by biologists, chemists, physicists, and engineers’. It is true that scientists have been attempting to design biological systems for decades. However, synthetic biology has become a field of its own only recently, mostly driven by the advances in systems biology and the development of new powerful tools for DNA synthesis and sequencing. Synthetic biology has broad applications in medical, chemical, food, and agricultural industries. In addition to practical applications, synthetic biology also aims to increase our understanding of basic life sciences.

There are numerous reviews on synthetic biology.2–11 In this article, we will focus on recent advances in the synthetic biology field, mostly from the past 2 years. We will first introduce a number of new synthetic biology methods developed for synthesis, analysis, and modeling of biological systems. We will then illustrate how these new tools have been used to address various applications in synthetic biology at different levels, including the molecular, pathway or network, cell, and multi-cell levels (Figure 1). Finally, we will offer our perspectives on the challenges and possible future development in synthetic biology.
METHODS IN SYNTHETIC BIOLOGY

Synthesis Tools

Tools for synthesizing and modifying a broad range of biological entities such as DNA, proteins, pathways, organelles, viruses, and genomes in an efficient and cost-effective manner are the bedrock of synthetic biology. In recent years, a number of new and powerful tools were developed for low-cost synthesis of ever-increasing sizes of DNA and efficient modification of proteins, pathways, and genomes.

DNA Synthesis

Unlike traditional recombinant DNA technologies such as DNA cloning, chemical synthesis of DNA enables scientists to rationally design any new DNA sequence. Commercial DNA synthesis services capable of synthesizing tens of kb of DNA are now readily available. Almost any gene can be mail-ordered simply by sending its sequence to a DNA synthesis company, such as Blue Heron, Geneart, DNA 2.0, and GenScript. The convenience of this approach allows rapid generation of genes, elimination of restriction sites or undesirable RNA secondary structures, and optimization of codon for gene expression. DNA synthesis tools are used in most synthetic biology applications, and they are essential in the creation of artificial genomes and customization of biosynthetic pathways.

The need for accessing larger DNA molecules has greatly stimulated the development of new DNA synthesis technologies. Between 1970 and 2008, the size of DNA synthesized has increased from 75 to 582,970 bp. The current record was set by the J. Craig Venter Institute (JCVI) in which the 583 kb *Mycoplasma genitalium* genome was constructed from 101 pieces of DNA fragments, each 5–6 kb in length. Initially, synthesis was achieved in two steps: the first step involves multiple *in vitro* enzymatic recombination to create six large pieces of DNA, while the second step takes advantage of the *in vivo* yeast recombination mechanism to produce the final synthetic genome (Figure 2). Later, the entire genome assembly process was simplified by directly assembling 25 overlapping DNA fragments in a single step in yeast. A similar method called DNA assembler was developed by Shao and coworkers to assemble a biochemical pathway. As proof of concept, a biochemical pathway consisting of eight genes (a total of ∼19 kb) was assembled in a single step in yeast, resulting in a recombinant strain that could utilize D-xylose to produce a nutraceutical zeaxanthin. Because it is a bottom-up approach, this method offers unmatched versatility and flexibility in pathway engineering.

Protein Engineering

Although *de novo* protein synthesis remains a challenge, many tools have been developed to modify naturally occurring proteins to create variants with desired properties. Broadly speaking, there are two protein engineering approaches—rational design and
Directed evolution\(^{17}\). Rational design is often difficult because of incomplete knowledge of protein structure, function, and dynamics, whereas directed evolution is more suited for improving preexisting protein functions.

Directed evolution mimics the Darwinian evolution process in the test tube, involving repeated cycles of generating genetic diversity by random mutagenesis or gene recombination, and screening or selecting functionally improved or novel protein variants. Directed evolution has been successfully used to tailor a wide variety of protein properties such as activity, stability, and selectivity\(^{18–22}\). However, directed evolution has its own limitations too. For example, the use of microorganisms in directed evolution to link the protein activity with its genetic code imposes an upper limit on the protein variant library size that can be sieved through. This limit is generally lower than 10\(^{10}\), which is the potential library size that would be generated if a typical protein (300 amino acids) were to be diversified with three randomly introduced point mutations. Thus, much effort has been devoted to combine the advantages of both directed evolution and rational design in the past few years.

One notable approach is the Iterative Saturation Mutagenesis (ISM) method, which comprises iterative cycles of saturation mutagenesis at rationally chosen sites that are individually randomized and screened\(^{23,24}\). There are also other alternative combinatorial methods for multi-site saturation mutagenesis. One is the Incorporating Synthetic Oligonucleotides via Gene Reassembly (ISOR)\(^{25}\), which uses mutagenic primers to partially saturate multiple target positions in a protein sequence. Another is the One-pot Simple methodology for CAssette Randomization and Recombination (OSCARR)\(^{26}\), which allows advantageously randomizing DNA fragments with high GC content that are barely mutated by conventional error-prone PCR due to polymerase biases. Other methods include Overlap-Primer-Walk Polymerase Chain Reaction (OPW-PCR)\(^{27}\) and rapid Site Directed Domain Scanning Mutagenesis (SDDSM)\(^{28}\).

Computational protein design has also been combined with directed evolution to create proteins with novel functions. A fine example of such strategy is the creation of a Kemp elimination enzyme through computational design followed by directed evolution optimization\(^{29}\). Briefly, Röthlisberger and coworkers first decided on the mechanism of catalysis, and then, with the aid of computational tools, placed catalytic residues at their exact positions to maximize transition state stabilization. The resulting rationally designed enzymes showed poor activity, but it was significantly improved by directed evolution.

**Pathway Engineering**

Although de novo synthesis of a biochemical pathway is possible using the above-mentioned DNA synthesis tools, most efforts focus on construction and optimization of an existing biochemical pathway either in a native or in a heterologous host. Pathway engineering can be designed rationally by mixing and matching well-known modular parts and modulating gene expression through various control mechanisms.

However, the design at the pathway level is concerned not only with including the necessary biological parts such as promoters, genes, and proteins, but also with optimizing the expressed functionality of those parts. Failure to balance the flux in the synthetic pathway will result in a bottleneck and the accumulation of intermediates\(^{30}\).
One way to balance the flux is through transcription optimization of the various genes in the pathway. By fusing a library of promoters to the various enzymes in the isoprenoid production pathway, Pitera and coworkers have managed to engineer a flux-balanced pathway with improved yield and reduced metabolic burden. These well-characterized families of transcription regulators have emerged as powerful tools in metabolic engineering as they allow rational coordination and control of multigene expression, thereby decoupling pathway design from construction. Pathway engineering tools are most directly relevant in biochemical production at the pathway level.

Flux balancing can also be achieved through protein co-localization. For example, Dueber and coworkers have recently developed a method where protein scaffolds with modular interaction domains are used to physically link pathway enzymes together. The resulting enzyme co-localization limits the loss of intermediates to competing pathways. At the same time, it enables the direct control of metabolic flux by adjusting the number of interaction domains on the scaffold, thereby adjusting the enzyme complex composition. In addition to transcription and localization control, regulatory parts such as ribosome binding sites (RBSs), riboswitches, and operator–regulator pairs can also be redesigned and engineered to help solve problems involved in synthetic metabolic pathways.

Genome Engineering

The increasing capability to generate and manipulate large DNA molecules has opened a new era for genome engineering. Depending on purpose, editing of genomes can be carried out by a wide variety of approaches, such as constructing a genome de novo, eliminating unstable DNA elements, combining one genome with another genome, reorganizing genome components, and whole genome shuffling. Most recently, a new powerful approach called Multiplex Automated Genome Engineering (MAGE) was developed for large-scale programming and evolution of cells. In this method, a pool of degenerate oligonucleotides is cyclically introduced into various cells within the population, to generate sequence diversity across the chromosome by allelic replacement. The entire process can be automated to facilitate rapid and continuous generation of a diverse set of genetic changes, such as mismatches, insertions, and deletions. Because it can simultaneously target many locations on the chromosome for modification in a single cell or across a population of cells, MAGE can be used to produce combinatorial genomic diversity on a large scale. As its name implies, genome engineering is most valuable in whole-cell level applications.

Analysis Tools

Biological engineering is often a data-driven iterative process. Traditionally, biological engineers have relied on the standard analytical techniques of molecular biology, microbiology, and genetics to provide the necessary data. However, recent advancements in the ‘omic’ profiling have changed the landscape and provided the modern synthetic biologists with powerful tools to enquire the systematic effects of an engineering effort. Here we will highlight a few new technologies for analyzing biological systems at the genomic, proteomic, and metabolomic levels. These ‘omic’ tools are especially valuable in pathway, whole-cell, and multi-cell applications.

Genomics Tools

Microarray is a well-established method to make mRNA level comparison among a large number of genes. By analyzing a collection of genes simultaneously, scientists have the capability to investigate the systematic response of a genetic or environmental change. Microarray techniques have been widely employed for examination of simultaneous changes in the expression of large numbers of genes in response to experimental manipulation or environmental variations. Our ability to make genotype–phenotype correlations has been improved by the developments in genomics technologies including high-throughput sequencing and DNA microarrays.

While knowing the relative abundance of a transcript is a useful piece of information, it says nothing about the mechanism that controls the relative abundance. It is gratifying to know that the need for a genomic level characterization of transcription control has been addressed by a method called Chromatin Immunoprecipitation (ChIP). ChIP is a technique in which a protein of interest is selectively immunoprecipitated from a chromatin preparation to determine the DNA sequences associated with it. ChIP has been widely used to map the localization of posttranslationally modified histones, histone variants, transcription factors, or chromatin modifying enzymes on the genome or on a given locus. Recently, a new method called Chromatin Immunoprecipitation followed by sequencing (ChIP-seq) was developed for genome-wide profiling of DNA-binding proteins, histone modifications or nucleosomes, and genome alignment. The advantages of ChIP-seq lie in
the higher resolution, lower noise, and greater coverage than its array-based predecessor ChIP–chip method. Of note, since ChIP–seq experiments typically generate large amount of data, powerful computational tools are needed to uncover biological mechanisms.\textsuperscript{46}

\textbf{Proteomics Tools}

The field of proteomics is relatively new compared to that of genomics. While it is relatively easy to characterize a genome and its mRNA expression profile, DNA and mRNA are not the actual molecules that perform the function. Protein level expression can be decoupled from mRNA level expression due to translational control, posttranslational modification, and localization. This is the motivation behind the development of the proteomics tools.

Proteomics can be regarded as the identification and quantification of all the expressed gene products of a cell type, tissue, or organism.\textsuperscript{47} The central analytical technique for proteomics research is mass spectrometry.\textsuperscript{48} One of the most important but also most challenging technical tasks in proteomics is the quantification of differences between two or more physiological states of a biological system.\textsuperscript{49} Mass spectrometry-based quantification methods always employ differential stable isotope labeling to create a specific mass tag that can be recognized by a mass spectrometer and at the same time provide the basis for quantification.\textsuperscript{50,51} In contrast, label-free quantification approaches aim to correlate the mass spectrometric signal of intact proteolytic peptides or the number of peptide sequencing events with the relative or absolute protein quantity directly.

An alternative approach ideally suited for the global analysis of protein function is activity-based proteomics. Activity-based protein profiling has emerged as a powerful chemoproteomic strategy to decipher the physiological functions of enzymes through the use of chemical probes that target large groups of enzymes that share active-site features.\textsuperscript{52} The key components of this method are the chemical probes, which are activity-based and contain two main elements: (1) a reactive group to label mechanistically related enzymes in an active site-directed manner, and (2) a reporter tag to visualize, enrich, and identify probe labeled enzymes. This strategy has been successfully applied to many enzyme classes.\textsuperscript{53}

\textbf{Metabolomics Tools}

Metabolomics can be seen as the complementary tool to proteomics. While proteomics can give information on what and how much of proteins are present, metabolomics can investigate what those proteins are doing to a chemical molecule. Using a typical chemical pathway diagram for analogy, proteomics fill in the enzyme names, while metabolomics will fill in the chemical names.

Metabolomics refers to the analysis of the metabolome, i.e., the metabolic profile of a biological system.\textsuperscript{54} Metabolic tools have been used to debug synthetic metabolism for industrial-scale microbial production of a variety of natural and novel chemicals. One recent example is the use of transcriptional and metabolite profiling to determine the biochemical interactions of an engineered pathway and the endogenous metabolic network.\textsuperscript{55}

\textbf{Modeling Tools}

Due to the combinatorial nature of biological systems, the solution space of any potential biological problem can be immense. As mentioned earlier in protein engineering, just three random mutations in a 300 amino acid protein can already result in $10^{10}$ possible combinations. Part of the motivation behind mathematical modeling is to gain the ability to explore those combinations \textit{in silico}. Because many of the synthetic biological systems are relatively small and largely independent of evolutionary contexts, they can be represented with mathematical models. A mathematical model can be used to describe synthetic constructs and explain how biological phenotypic complexity emerges as a result of well-defined biomolecular interactions.\textsuperscript{56} Mathematical modeling can dramatically increase the speed of the design process as well as reduce the cost of development. Cooling and coworkers described the development of an online repository of Standard Virtual Biological Parts (SVBPs)—mathematical model components, which can be any biological building blocks.\textsuperscript{57} These SVBPs can be downloaded, extended, and recombined to aid the \textit{in silico} design of synthetic biological systems.

The scale of biological systems to be modeled can be extended from genes or proteins to pathways. From Metabolite to Metabolite (FMM) is a web-based tool for construction of a variety of possible enzymatic pathways from an input metabolite to an output metabolite, which is useful in pathway engineering.\textsuperscript{58} Zhang and coworkers developed a new method for genome-wide association studies, which employs mixed models to improve the ability to detect phenotype–genotype associations in the presence of population stratification and multiple levels of relatedness.\textsuperscript{59} Once the software for analyzing the models is available, the use of mixed models with increasingly large data sets can be developed.
In addition, computational modeling can be carried out on a genome scale. Lehner and coworkers described methods that can be used to map genetic interactions in yeast and Caenorhabditis elegans, and investigate how these networks can provide information to study human disease.\(^6^0\) The mechanistic interpretation of genetic interaction networks can be used to understand gene functions and methods that have been developed to predict genetic interactions on a genome-wide scale can also be studied using modeling. In addition, genome-scale metabolic models were established for a wide variety of organisms to connect genome-derived biochemical information and metabolic phenotypes.\(^6^1,6^2\) Such genome-scale models can provide a solid interpretative framework for experimental data related to metabolic states, and enable simple \textit{in silico} experiments with whole-cell metabolism.

**APPLICATIONS IN SYNTHETIC BIOLOGY**

In the past few years, synthetic biology has permeated across many scales of application—from proteins, the basic functional unit of life, to life itself. The focus of this section is the utility of the application rather than the experimental details. We will start by looking at synthetic biology at the molecular level, where basic functions are conferred to polymers (proteins and nucleic acids). Then, we will look at the pathway and network level, where basic functional units are integrated into pathways and networks that perform higher level functions. Moving higher, we will reach the cellular level, where an intricate biochemical network gives rise to a self-replicating entity—life. Lastly, we will end with synthetic biology at the multi-cellular level, which may also be called synthetic ecology.

**Molecular Level**

Synthetic biology at the molecular level seeks to alter the fundamental properties of biological macromolecules such as nucleic acids and proteins in the hope that some of these properties will give rise to molecules Nature has not produced.

**Non-Natural Nucleic Acids**

DNA is the informational storage molecule at the foundation of the central dogma and Nature employs a triplet code of A, T, C, G to represent all the complexity of life. There are three fundamental design parameters: (1) the choice of nucleotide, (2) the number of nucleotides, and (3) the triplet code. Engineering efforts in the area of non-natural nucleic acids have focused on the first two areas. When engineering non-natural nucleic acids, three design criteria need to be met, including the need to have some type of base pairing, compatibility with the natural or engineered DNA polymerase, and compatibility with RNA polymerase.\(^6^3\)

One of the objectives of using non-natural nucleic acids is to improve the stability of polynucleotides. The phosphodiester backbone of DNA is the attack site for enzymatic cleavage. By replacing the phosphate group of the nucleotides, the most common degradation site is thus eliminated. Examples include phosphorothioate,\(^6^4\) boranophosphate,\(^6^5\) and phosphonate.\(^6^6\) Another objective of using non-natural nucleic acids is to expand the number of base pairs. Engineered base pairs such as isoC:isoG\(^6^7\) and Z:P\(^6^8\) are compatible with natural DNA polymerase and almost orthogonal to the ATCG system of base pairing.

**Non-Natural Amino Acids**

In nature, a large diversity of protein functions has been achieved through the incorporation of only 20 amino acids. It is thought that by expanding the repertoire of the natural translation machinery, novel protein properties, and functions may be achieved.\(^6^9\) However, in order to maintain orthogonality to the host system, there are not many codons that can be used to incorporate non-natural amino acids. This is an area where the non-natural nucleic acids and non-natural amino acids act synergistically to create a whole meaningfully expanded genetic code.\(^7^0\) Protein engineering is an especially valuable synthesis tool in non-natural amino acids research.

\textit{In vivo} site-specific incorporation\(^7^1\) of non-natural amino acids requires a few components. First, there needs to be an amino-acyl transferase that charges a tRNA with an unnatural amino acid and, at the same time, act orthogonally to the host system. Then, the tRNA would have to recognize a unique codon that normally does not code for any amino acid. The selected codon is most often the UAG (amber) codon, while the tRNA and amino-acyl transferase pair is taken from a heterologous source to maintain orthogonality. All of the components are engineered to work together by protein engineering, mostly via the directed evolution approach.\(^6^9,7^2\)

Over the years, a large number of amino acid analogs have been developed. Many of them have interesting properties such as fluorescence and photo-regulation.\(^7^3,7^4\) In order to maximize the potential of non-natural proteins, we need to be able to specify more than one non-natural amino acid. To this
end, a few strategies have been proposed and are currently being pursued. One of them is to expand the genetic code by introducing non-natural base pairs as mentioned earlier. Another is to use a quadruplet code for non-natural amino acids. In order to create a ribosome that reads such a code, protein engineering is once again employed.

Pathway/Network Level

Synthetic biology at the pathway and network level has two main focuses, including exploring the gene circuitry design, and performing more complex transformations that cannot be accomplished in a single step. Many tools are applied for engineering at this level. For example, pathway engineering methods are used for the optimization of biosynthetic pathways, the genomic and metabolic engineering tools in combination with the 'omic' tools are used in the optimization of strains, and modeling can also be used to predict network behaviors.

Gene Circuits

Gene circuits draw their analogies from electronic circuits. While these biological circuits are unlikely to match the computational power of their silicon counterparts, they nevertheless offer a channel to control biological behavior in a predictable fashion. Through the design of synthetic biological circuits, we can also gain insights into the workings of natural circuits that have been refined by evolution.

The output of a gene circuit can be controlled at any of the three steps—before transcription, before translation, and after translation. Control at different points will result in different dynamic properties, e.g., controlling activity by posttranslational modifications will have a much faster response time than controlling transcription. Due to its ease of manipulation, transcriptional regulation has been the most common mode of control, and it will be the focus for this part of the article.

Transcriptional gene circuits are typically constructed by chemically interconnecting multiple promoters, repressors, and activators. In earlier experiments, basic circuit components such as logic gates and oscillators have been constructed. The current effort is in the development of higher function circuits such as digital-to-analog converters, analog-to-digital converters, timers, adaptive learning networks, and decision-making circuits. The mechanistic description of these advanced networks is not within the scope of this review. Here, we will use an analog-to-digital converter circuit as an example to illustrate the utility of these next generation gene circuits (Figure 3).

The motivation behind an analog-to-digital converter is noise control, and a particularly relevant application is in whole-cell sensors. When we use cells to detect molecules, we may want a ‘yes or no’ answer instead of an ‘x relative to y’ answer. For example, to tell if a neurological toxin is above a dangerous threshold, we would prefer a device that turns red when above threshold and colorless otherwise, as oppose to one that changes from colorless to pink to red as the concentration increases, which will require the user to differentiate between light red (below threshold) and red (above threshold). In a digital system, a variable has only two states and is therefore more tolerant to noise than in an analog system. To interface the two systems, we need an analog-to-digital converter. Such a converter can be constructed using an array of toggle switches with increasing response threshold.

![FIGURE 3](image-url) | Analog-to-digital converter. (a) In this example system, the two toggle switches are initially ‘off’, i.e., repressor 2 and repressor 4 are expressed. Separately in a sensor array, repressor 1 has an input dependent promoter with a low input threshold. When input concentration rises above its threshold, repressor 1 is expressed, switching the state of toggle switch 1 to ‘on’. Using another input dependent promoter that has a higher threshold, switch 2 is toggled ‘on’ at a higher input concentration. (b) The corresponding digital response of the example gene switches.
Other than direct applications, constructing gene circuits also allow scientists to understand the properties of nature’s circuits. In a recent example, Ca˘gatay and coworkers asked why nature picked a certain circuit design when there are others that are functionally equivalent. By constructing the alternative circuit and comparing that to the wild type, they found that the wild type circuit is noisier, i.e., has more fluctuation, than the alternative. Further experiments then revealed that while the alternative circuit is more precise and is able to perform its function better in a specific environment, the noisy wild type circuit is able to perform its function over a wider range of environments. Thus in a changing environment similar to that of nature, a noisy and adaptable circuit is selected over a precise circuit.

**Biochemical Production**

Pathway and metabolic engineering for biochemical production is another major research area at the pathway and network level. This is distinct from the over-production of therapeutic proteins. In the latter case, a protein is the final product, and machineries already exist in cells to produce proteins from a DNA template. In biochemical production however, for example artemisinin (an anti-malarial drug), cells do not typically have the machineries for its production, and multiple enzymes need to be heterologously expressed to form a complete pathway. The unique challenges in such engineering efforts include balancing of promoter strengths, enzyme expression and coordination of expression, and interface with native metabolism.

The motivation behind using cells for biochemical production is different depending on the class of biochemicals produced. For specialty chemicals, the structure is sometimes so complex that chemical synthesis becomes prohibitively expensive, difficult, or both. In this case, the motivation of using the biological production route is to circumvent difficult chemistry. Well known for their specificity, enzymes can perform transformations that may take many more steps to accomplish through chemical synthesis. For bulk chemicals, where chemical synthesis is viable, the motivation of using the biological production route is cost and sustainability. When properly interfaced with native metabolism, chemicals can be produced from cheap and renewable substrates such as glucose and plant biomass.

In the artemisinin production example, genes encoding mevalonate biosynthesis, farnesyl pyrophosphate biosynthesis, as well as artemisinin biosynthesis have been gathered from Saccharomyces cerevisiae, Escherichia coli, and Artemisia annua. The genes are assembled into two operons and transformed into E. coli for the production of artemisinin (Figure 4). The pathway has also been subjected to various optimizations, such as the codon optimization of amorphadiene synthase (ADS), protein engineering, and expression balancing of individual genes. Through this series of engineering efforts, the production of amorphadiene was improved by more than

![Figure 4](https://example.com/figure4.png)
10 million-fold to 25 g/L in a fed-batch reactor. Ethanol is a good example of a bulk chemical that is currently being produced in a biochemical process. Yeast, a natural producer of ethanol, is the logical biological catalyst. However, yeast has its limitations—it is unable to break down cellulose and hemicellulose, major components of biomass, and it is unable to utilize pentoses such as D-xylose and L-arabinose, which come from the breakdown of hemicellulose. Thus, engineering yeast to break down cellulose and hemicellulose and utilize all the sugars from their breakdown is currently a major research effort in the area of bioenergy. In order to endow yeast with the currently a major research effort in the area of and utilize all the sugars from their breakdown is

**Whole-Cell/Organism Level**

Over the course of evolution, cells have developed systems that are robust and efficient for their niche environment and for their survival. This means that they are unlikely to selflessly submit themselves to human manipulation and human benefits. Synthetic biology at the whole-cell level aims to one day develop organisms from the ground up that are designed for the sole purpose of serving people—be it as a microbial factory, as an environmental mediator, or to fight diseases.

To accomplish this higher goal, scientists first need to understand what is life. To address the problem, scientists have taken two main approaches—top down and bottom up. In the top down approach, an organism is stripped to its bare minimum genome in an effort to understand what is required to create a self-replicating organism. In the bottom up approach, genes are synthesized and inserted into a ‘shell’ to create a living organism. Synthetic biology at the whole-cell level and above often employs the full array of tools currently available.

Blattner and coworkers developed a series of reduced-genome *E. coli* strains with up to 15% of its genome deleted. Overall, over 700 non-essential genes, mobile DNA elements, and cryptic virulence genes were deleted. Surprisingly, the resulting strain has comparable growth and protein production characteristics to the wild type strain. Furthermore, the genome reduction had led to beneficial properties such as high electroporation efficiency and high recombinant gene stability.

The genome reduced *E. coli* has over 3600 genes, and is still too complex to understand completely. Scientists at the J. Craig Venter Institute have taken the approach further on *M. genitalium* by reducing its already tiny genome of 482 genes to 382 genes. The number of essential genes is greater than expected, and there are about 100 of these with unknown functions. In addition, as mentioned above, they have also taken a bottom up approach with the *M. genitalium* genome. The whole 583 kb genome of wild type *M. genitalium* has been chemically synthesized and then assembled in yeast. Attempts to reboot the aforementioned *M. genitalium* genome have been, for a while, challenging. However, they have recently succeeded in rebooting a chemically synthesized *M. mycoides* genome transplanted into *M. capricolum*. The rebooted cell is capable of self-replication and exhibits the expected phenotype of *M. mycoides*.

While the chemical synthesis of a self-replicating organism is still underway, the chemical synthesis of a host-dependent organism has already been achieved. DNA and RNA viruses, with their small genomes (8–30 kb) and relatively simple function, are more amenable to chemical synthesis. So far, the whole genome synthesis of poliovirus, 1918 ‘Spanish’ influenza virus, HIVcpz, coronavirus, and ΦX174 have been achieved and proven infectious.

One immediate use of chemically synthesized viruses is in the area of vaccine production. It is now possible to make large-scale changes to a viral genome so as to attenuate its virulence. For example, codon-deoptimization has led to a strain of virus that is phenotypically identical to its wild type cousin but is unable to replicate in the normal host because of multiple rare codon usage.

Szostak and coworkers have led a separate effort to create life in the laboratory. The main motivation behind their work is to understand how a self-replicating organism can be formed from prebiotic chemistry—i.e., without the use of any enzymes, from simple organic molecules such as sugars, amino acids, nucleic acids, and fatty acids. Solving the mystery of life that has been created billions of
years ago is a daunting task, and their work offers a plausible physical and chemical origin of life on earth. The non-enzymatic assembly and replication of lipid vesicles has already been demonstrated, while the non-enzymatic polymerization of nucleic acid is currently being attempted.87

Multi-Cell Level
In higher order organisms, cells have differentiated and are grouped into organs to carry out complex functions that no individual cell can perform. Synthetic biology at the multi-cellular level is based on the same ideas: communication and division of labor. This approach of engineering is also called the consortium approach.

Communication can be achieved either by the exchange of metabolites or dedicated signal molecules. For example, Balagadde and coworkers constructed a predator and prey bacterial ecosystem where the predator causes the prey to kill itself but at the same time requires signals from the prey to survive (Figure 5).88 The result is an expected predator and prey fluctuation in population. Communication has also been demonstrated between different domains of life, e.g., bacterial and mammalian cells.89

Division of labor can make cellular engineering easier by reducing the metabolic load of individual populations.90 Consortia are well utilized in nature, one example being the cellulolytic consortia found in the guts of herbivores, where many different strains of microbes act synergistically and sometimes symbiotically to degrade cellulose.91 The same synergy has been explored in a synthetic consortium of E. coli, demonstrating the co-utilization of sugars with two strains each capable of using just one.92

CONCLUSION
Thirty-six years after the coining of the term ‘synthetic biology’ by Waclaw Szybalski, the field has finally become a blooming and vibrant area of research. The ability to design a biological system that behaves predictably and functions superior to the natural counterpart is the dream of synthetic biologists. Groundwork is now being laid to make the dream into reality. Nevertheless, challenges across all scales abound.

According to one school of thought, to be able to come up with design rules, we first need to understand what we are designing—and we do not. We are not yet able to make a protein perform any physically possible function that we can conceive. Neither can we introduce any pathway into any organism and make it function. These abilities are the epitome of complete understanding of biological systems, and we are not there yet. We do, however, already have the ability to make any protein, form any pathway, and synthesize a modest-sized genome, which are by themselves huge accomplishments.

While some try to understand biological design from first principles, others try to understand it by trial and error. The idea behind this is that even though a process is not completely understood, by trying it out many times across many conditions, a correlation that can predict its behavior should at least be obtained. Both efforts are being fervently pursued by their respective believers.

As mentioned in this article, meaningful applications exist at every scale. However, even more can be achieved when applications are combined across the scales. For example, enzymes can first be improved for better solubility, stability, and functions; they can then be integrated into a pathway that produces a desirable product. To improve the titer and purity, genome scale engineering can be employed to optimize the production strain. And lastly, multiple strains can be developed this way to complement each other in a consortium to perform a full series of chemical transformation that no single strain can independently perform.
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