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This paper proposes an Adaptive Robust Model Predictive Control strategy for lateral control in lane keeping problems, where we continuously learn an unknown, but constant steering angle offset present in the steering system. Longitudinal velocity is assumed constant. The goal is to minimize the outputs, which are distance from lane center line and the steady state heading angle error, while satisfying respective safety constraints. We do not assume perfect knowledge of the vehicle lateral dynamics model and estimate and adapt in real-time the maximum possible bound of the steering angle offset from data using a robust Set Membership Method based on the work of [23]–[26].
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vehicle model used. The task of lane-keeping with operating constraints is formulated in section 3. Section 4 presents the recursive model estimation algorithm and introduces the MPC problem solved. In section 5 we show numerical simulations and comparisons, and section 6 concludes the paper, laying out directions for future work.

2 MODEL DESCRIPTION

We consider a standard lane keeping problem. A longitudinal control is considered given, and we focus only on lateral control design. We use the coordinate system defined about the centerline of the road [28, sec. 2.5], parametrized by the parameter \( s \), which denotes distance along the road center-line. The state space model of the car used for path following application is hence given by,

\[
\dot{x} = A^s x + B^s_1 \delta_i + B^s_2 r(s),
\]

where \( x \in \mathbb{R}^n = [e_{cg} \, \dot{e}_{cg} \, \delta \, \dot{\psi} \, \dot{\psi}]^T \) [28, eq. (2.45)]. Here, \( e_{cg} \) is the lateral position error of the vehicle's center of gravity with respect to the lane center-line, \( \delta \) is the yaw angle difference between the vehicle and the road, \( \delta \in \mathbb{R}^m \) is the front wheel steering angle input, and \( r(s) = C(s) \dot{v}_L \) is the yaw rate, determined by road curvature \( C(s) \) and vehicle longitudinal speed \( V_L \). The matrices \( A^s \in \mathbb{R}^{n \times n}, B^s_1 \in \mathbb{R}^{n \times m} \) and \( B^s_2 \in \mathbb{R}^{n \times m} \) are shown in the Appendix. In this particular case, \( n = 4 \) and \( m = 1 \), but we will maintain symbolic notation throughout the paper to present a general formulation for systems with arbitrary number of states and inputs.

It is well-known that the system (1) is not open loop stable in general. Therefore, a stabilizing closed loop input can be chosen as,

\[
\delta_i = -K x_t + \delta_Q(s),
\]

where the feedback matrix \( K \) is chosen so that the closed loop matrix \( A^s = B^s_1 K \) is stable (i.e. all the eigenvalues have negative real parts). If given a fixed road curvature \( C(s) \), the feed-forward steering command \( \delta_Q(s) \) is chosen as given by [28, eq. (3.12)],

\[
\delta_Q = (l_t + l_c) C(s) + K_c V_L^2 C(s) + K_{[1,3]}(l_c C(s) + \alpha_t(s)),
\]

where \( l_t \) and \( l_c \) are longitudinal distance from vehicle center of gravity to front and rear axles respectively, \( K_c \) is the under-steer gradient, \( V_L \) is the vehicle longitudinal speed, and \( \alpha_t(s) \) is the slip angle at rear tires on the road of curvature \( C(s) \). Here \( K_{[1,3]} \) denotes the element in first row and third column of the feedback matrix \( K \) (as we just have a scalar input, \( \delta_i \)). The resultant steady state trajectory \( x_{ss}(s) \) and input \( \delta = \delta_{ss}(s) \) obtained are given as [28, eq. (3.14)],

\[
x_{ss}(s) = [0, 0, -l_t C(s) + \alpha_t(s), 0]^T,
\]

\[
\delta_{ss}(s) = (l_t + l_c) C(s) + K_c V_L^2 C(s).
\]

3 PROBLEM FORMULATION

In this paper, we consider deviations from the steady state trajectory (3), given a road curvature \( C(s) \), and aim to regulate such deviations (errors) while imposing constraints. Accordingly, we consider the error model from the steady state trajectory (3) as,

\[
\Delta \dot{x}_t = A^s \Delta x_t + B^s_1 \Delta \delta_i + E^s \theta_a + w_t,
\]

where \( \Delta x_t = x_t - x_{ss}(s) \) and \( \Delta \delta_i = \delta_i - \delta_{ss}(s) \). We assume the presence of an offset in the steering system of the vehicle, that is modeled with a parameter vector \( \theta_a \in \mathbb{R}^p \), which enters the dynamics (4) linearly with a matrix \( E^s \in \mathbb{R}^{n \times p} \). We discretize system (4) using forward Euler method with sampling time \( T_s \), and obtain:

\[
\Delta x_{t+1} = A \Delta x_t + B \Delta \delta_i + E \theta_a + w_t,
\]

where \( A = (I + T_s A^s), B = T_s B^s_1, E = T_s E^s \). We consider a bounded uncertainty \( w_t \in W \) introduced by discretization and potential process noise components, where \( W \) is considered convex and polytopic. We impose constraints of the form,

\[
C \Delta x_t + D \Delta \delta_i \leq b,
\]

which must be satisfied for all uncertainty realizations \( w_t \in W \). The matrices \( C \in \mathbb{R}^{n \times n}, D \in \mathbb{R}^{n \times m} \) and \( b \in \mathbb{R}^n \) are assumed known. The control objective is to keep \( \Delta x_t \) small, while satisfying tracking error constraints in input and states given by (6). Our goal is to design a controller that solves the infinite horizon robust optimal control problem:

\[
V^*(\Delta x_S) = \min_{\Delta \delta_t \in \Delta \delta_t(\Delta x_S)} \sum_{t=0}^T f(\Delta x_t, \Delta \delta_t(\Delta x_t))
\]

s.t.

\[
C \Delta x_t + D \Delta \delta_t \leq b, \quad \forall w_t \in W,
\]

\[
\Delta x_0 = \Delta x_S, \quad t = 0, 1, \ldots,
\]

where \( \theta_a \) is the constant steering offset present in the steering system and \( \Delta \delta_t \) denotes the disturbance-free nominal state. The nominal state is propagated in time with (5) excluding the effects of offset and additive uncertainties, i.e. \( \Delta x_{t+1} = A \Delta x_t + B \Delta \delta_t \). It is utilized to obtain the nominal cost, which is minimized in optimization problem (7). We point out that, as system (5) is uncertain, the optimal control problem (7) consists of finding input policies \( [\Delta \delta_0, \Delta \delta_1(\cdot), \Delta \delta_2(\cdot), \ldots] \), where \( \Delta \delta_t : \mathbb{R}^m \rightarrow \Delta x_t \rightarrow \Delta \delta_t(\Delta x_t) \in \mathbb{R}^m \) are state feedback policies.

In this paper, we approximate a solution to problem (7), by solving a finite time constrained optimal control problem. Moreover, we assume that steering offset \( \theta_a \) in (7) is not known exactly. Therefore, we propose a parameter estimation framework to refine our knowledge of \( \theta_a \) and thus, improve lateral controller performance.

Remark 1 Instead of considering the error dynamics (7) for control design, we can also discretize (7) and formulate a control design problem. In that case, road curvature \( C(s) \) appears as an exogenous “disturbance” input through the term \( r(s) \). Hence, we must design robust control algorithms for the worst possible values of \( C(s) \), which results in extremely conservative control. Therefore, in our method, we forgo this conservatism to attain performance (in terms of ability to handle higher \( V_L \)). As shown later in this paper, this results in a switching strategy and potential constraint violations upon sudden high change of \( C(s) \) at high \( V_L \). Therefore, one might choose either formulation, bearing in mind the aforementioned performance vs safety trade-off.

Remark 2 It is worth noting that any uncertainty in the vehicle parameters such as tire friction coefficients and mass etc. appear as parametric uncertainties in the matrices \( A \) and \( B_1 \) in (5). One can also upper bound effect of such uncertainties with an additive uncertain term and propagate the system dynamics (5) with a chosen set of nominal \( A, B_1 \) matrices. However, for the sake of ease of numerical simulations, we have focused on only an additive steering angle offset. This is done without the loss of generality of the proposed approach.

4 ADAPTIVE MPC ALGORITHM

In this section, we present the proposed Adaptive Robust MPC algorithm for lane keeping with constraints. We also formulate the Set Membership Method based steering offset estimation, which yields model adaptation in our framework.
4.1 Steering Offset Estimation

We characterize the knowledge of the steering offset $\theta_s$ by its domain $\Theta_s$, called the Feasible Parameter Set, which we estimate from previous vehicle data. This is initially chosen as a polytope $\Theta_s$. The set is then updated after each time step upon gathering input-output data. The updated Feasible Parameter Set at time $t$, denoted by $\Theta_t$, is given by,

$$\Theta_t = \{ \theta_t \in \mathbb{R}^p : \Delta x_t - A \Delta x_{t-1} - B_1 \Delta \delta_{t-1} - E \theta_t \in \mathbb{W}, \quad \forall t \geq 0 \},$$

where $\Delta x_t, \forall t \geq 0$ denotes the realized trajectory in closed loop. It is clear from (8) that as time goes on, new data is progressively added to improve the knowledge of $\Theta$, without discarding previous information. For any $t$, knowledge from all previous time instants is included in $\Theta_t$. Thus, updated Feasible Parameter Sets are obtained with intersection operations on polytopes, and so $\Theta_{t+1} \subseteq \Theta_t$ for all $t \geq 0$.

4.2 Control Policy Approximation

We consider affine state feedback policies $\pi(\cdot)$ of the form as in (2) and (3)

$$\pi_t(\cdot) : \Delta \delta_t (\Delta x_t) = -K \Delta x_t + v_t,$$

where $K \in \mathbb{R}^{m \times n}$ is the fixed stabilizing state feedback gain introduced in (8) and $v_t$ is an auxiliary control input.

One might also consider affine disturbance feedback policies introduced in [8], that enable optimization over feedback gain matrices, as this is a convex optimization problem. That is not the case for state feedback policies $\pi_t$, where optimizing over $K$ is non-convex. We use $\pi_t$ for the sake of simplicity. Note that the subsequent analysis stays valid when switched to disturbance feedback policies.

4.3 Robust MPC Problem

We need to ensure that constraints (6) are satisfied $\forall u_t \in \mathbb{W}$, in presence of the unknown steering offset $\theta_t$. Therefore, (6) are imposed for all potential steering offsets in the Feasible Parameter Set, i.e. $\forall \theta_t \in \Theta_t$, and for all $t \geq 0$. So we can reformulate (7) as a tractable finite horizon robust MPC problem as,

$$\min_{u_t, \cdots, u_{t+N-1}} \sum_{k=t}^{t+N-1} \ell(\Delta x_{k+1}^t, v_{k+1}^t)$$

s.t. $\Delta x_{k+1}^t = A_3 \Delta x_{k}^t + B_3 v_{k}^t + E \theta_{k}^t + u_{k}^t$, $C \Delta x_{k}^t + D \Delta \delta_{k}^t \leq b$, $\Delta x_{k}^t = \Delta x_t, \Delta x_{t+N-1}^t \in \mathcal{X}_N$, $\forall u_t \in \mathbb{W}, \forall \theta_t \in \Theta_t$, $k = t, \ldots, t+N-1$,

where $A_3 = (A - B_1 K)$ is the stable closed loop matrix for error state $\Delta x$ dynamics after applying the control policy (8). Moreover, $\mathcal{X}_N = \{x : Y_t \leq z_t, Y_t \in \mathbb{R}^{r \times n}, z_t \in \mathbb{R}^r\}$ is the terminal state constraint set for the MPC problem, which is chosen to ensure recursive feasibility [6 sec. 12.3] or (10) in closed loop for a patch of road with curvature $C(s)$. The properties of the set $\mathcal{X}_N$ is elaborated in the following section of this paper.

After solving the optimization problem (10) at time $t$, we apply the closed loop control policy as,

$$\Delta \delta_t^* (\Delta x_t) = -K \Delta x_t + v_t^*.$$  

We then resolve (10) and continue the process of applying only the first input in closed loop. This yields a receding horizon strategy. In Appendix, we present a formulation of (10) so that it can be efficiently solved in real-time with existing solvers.

4.4 Terminal Set and Recursive Feasibility

The terminal set $\mathcal{X}_N^t$ is chosen as the robust positive invariant set [8] for the system (5) with a feedback controller $u = -K x$ and for all $w \in \mathbb{W}, \theta \in \Theta_t$. This set has the properties that,

$$\mathcal{X}_N^t = \{ x : A_3 x + w + E \theta \in \mathcal{X}_N^t, \forall w \in \mathbb{W}, \forall \theta \in \Theta_t, (C - DK)x \leq b \}.$$  

In other words, once any state $x$ lies within the set $\mathcal{X}_N^t$, it continues to do so indefinitely, despite all values of feasible offsets and uncertainties, satisfying all imposed constraints. Algorithms to compute such an invariant set can be found in [6], [29].

Remark 3 It is to be noted that due to the property $\Theta_{t+1} \subseteq \Theta_t$, we have $\mathcal{X}_N^{t+1} \supseteq \mathcal{X}_N^t, \forall t \geq 0$. Therefore, if an invariant terminal set is computed at any time instant $t_0$, it continues to be a valid terminal set for all $t \geq t_0$. We have nonetheless chosen to compute $\mathcal{X}_N^t$ repeatedly for all $t$, ensuring that model adaptation (9) can progressively lower conservatism while solving (10).

Proposition 1 With the terminal set $\mathcal{X}_N^t$ as chosen above, the MPC problem (10) along with controller (11) in closed loop is recursively feasible on a road of fixed curvature $C(s)$, that is, if it is feasible at $t = 0$, it is feasible for all $t \geq 0$ along that road.

Proof: Let us consider problem (10) is solved successfully at time $t$. Now let us denote the optimal steering input policies obtained at time $t$ be given by $[\pi_{t+1}^*, \pi_{t+2}^*, \cdots, \pi_{t+N-1}^*]$. Now, consider a policy sequence at the next time instant as

$$\pi_{t+1}^* = [\pi_{t+1}^*, \pi_{t+2}^*, \cdots, \pi_{t+N-1}^*] - K x.$$  

assuming the road curvature is unaltered during the time span. With this feasible input policy sequence, we know that (10) are going to be satisfied, since from the property of Feasible Parameter Sets, $\Theta_{t+1} \subseteq \Theta_t$. Moreover, this also guarantees terminal state satisfies $x_{t+N-1+1} = x_{t+1}^\ast$. Therefore, the sequence (13) is a feasible input sequence for the $(t + 1)^{th}$ time instant. Hence the MPC algorithm is recursively feasible. This concludes the proof.

Therefore, with our algorithm we can guarantee that once operating constraints are met along a road patch of curvature $C(s)$, they continue to do so as long as the curvature remains the same. This is important to ensure safety, once (11) is applied in closed loop to (5). The algorithm can be summarized as:

Algorithm 1 Adaptive MPC for Lane Keeping

1: while $\theta_0 = \text{constant}$ do
2: Obtain road curvature $C(s)$. Compute corresponding steady state trajectory $x_{ss}(s)$ and steering angle input $\delta_{ss}(s)$. Set $t = 0$; initialize Feasible Parameter Set $\Theta_0$.
3: while $C(s)$ unchanged w.r.t. step 2 do
4: Compute the terminal invariant set $\mathcal{X}_N^t$. Compute $v_{t+1}^\ast$ from (10) and apply steering command $\delta_t = \delta_{ss}(s) - K(x_t - x_{ss}(s)) + v_{t+1}^\ast$.
5: Update $\Theta_{t+1}$ using (8). Set $t = t + 1$.
6: Estimate $C(s)$.
7: end while
8: set $\Theta_0 = \Theta_t$. Return to step 2.
9: end while

The most important caveat of Algorithm 1 is that we can only guarantee recursive feasibility of (10), as long as the road curvature $C(s)$ stays constant. When a curvature change is detected, say at time $t_f$, we reset $\Delta \theta_0$ and $\Delta \delta_0$ at that time, measuring from the new reference trajectory $x_{ss}(s)$ and $\delta_{ss}(s)$. We then start
solving the robust MPC problem (10) again, with the Feasible Parameter Set starting at $\Theta_t$. This results in a switching strategy. During transition between curve switches, constraints (6) are softened for feasibility of (10), and any violation is heavily penalized. As mentioned previously in Remark 1, such constraint violations can be avoided at the cost of very highly restrictive longitudinal velocity $V_c$ limits, by formulating an optimal control problem robust to all possible curvatures $C(s)$, $\forall s$.

**Remark 4** For an appropriately chosen $\Theta_0$, one can also assume that the steering offset parameter $\theta_a \in \Theta_0$ for all times. This is useful for resetting the Feasible Parameter Set to $\Theta_0$, in case any time variation in offset is suspected after prolonged operation. We can then restart the algorithm. This allows immediate adaptability of the proposed algorithm, without having to re-tune a controller from the scratch.

**5 SIMULATION RESULTS**

In this section we present a detailed numerical example with the proposed Adaptive Robust MPC algorithm. The vehicle parameters chosen for the simulation are given in Table 1.

| Parameter | Value |
|-----------|-------|
| $M$       | 1830 kg |
| $J_z$     | 3477 kgm$^2$ |
| $l_t$     | 1.152 m |
| $l_f$     | 1.693 m |
| $c_t$     | 40703 N/rad |
| $c_f$     | 64495 N/rad |

Table 1: Vehicle Model Parameters

We consider the task of following the center-line of a lane at longitudinal speed of $V_c = 30$ m/s. The reference lane is chosen as a circular arc of curvature $C(s) = 1$ meters.

We impose constraints on the deviation from the steady state trajectories’ lane center-line and heading angle error. Moreover, constraints are also imposed on the steering angle deviation from the steady state value $\delta_a(s)$ found for a fixed curvature. All the design parameters are elaborated in Table 2.

| Parameter | Value |
|-----------|-------|
| $p$       | 2 |
| $\Delta c_{cg}$ | $[-4, 4]$ m |
| $\Delta \delta$ | $[-0.7, 0.7]$ rad |
| $\Delta \delta_a$ | $[-\frac{\pi}{7}, \frac{\pi}{7}]$ rad |
| $\theta_a$ | $[-0.17, 0.26]$ $^\top$ |
| $T_s$     | 0.1 |
| $Q$       | diag(2.2, 2.2) |
| $R$       | diag(1) |
| $N$       | 6 |

Table 2: MPC Design Parameters

Due to the above property, the proposed algorithm attains robustness against the unknown steering offset $\theta_a$. We highlight this from Fig. 2 and Fig. 3.

5.1 Robust Constraint Satisfaction

In Algorithm 1, uncertainty is adapted in (8) using known bounds of $W$. So, it is always ensured that the unknown true steering offset $\theta_a$ always lies within the Feasible Parameter Set $\Theta_t$ for all values of time. This can be seen in Fig. 1.

![Feasible Parameter Set Adaptation](image1)

Figure 1: Feasible Parameter Set Adaptation

Here we compare our algorithm with a standard MPC formulated with a “nominal” vehicle model that is robust against the disturbance $w \in W$, but not against model biases. It has a wrong

![Adaptive vs Standard Robust MPC States](image2)

Figure 2: Adaptive vs Standard Robust MPC States

![Adaptive vs Standard Robust MPC Control](image3)

Figure 3: Adaptive vs Standard Robust MPC Control
estimate of steering offset. Due to such model mismatch, the standard “Nominal Robust” MPC yields significant constraint violations. Contrarily, our algorithm is cautious and considers model uncertainty, thus always satisfies the constraints.

5.2 Ease of Reset

Now we demonstrate our algorithm’s ability to avoid rigorous re-tuning, unlike a standard LQR controller. We consider a case when the steering offset value is slightly increased, after prolonged operation of the vehicle. We do not modify the initial Feasible Parameter Set \( \Theta_0 \) and the weights in our algorithm. Comparison shown in Fig. 4 and Fig. 5 highlight that unlike our controller, the LQR controller does not satisfy the constraints, and demands re-tuning as the offset is altered.
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Now we demonstrate our algorithm’s ability to avoid rigorous re-tuning, unlike a standard LQR controller. We consider a case when the steering offset value is slightly increased, after prolonged operation of the vehicle. We do not modify the initial Feasible Parameter Set \( \Theta_0 \) and the weights in our algorithm. Comparison shown in Fig. 4 and Fig. 5 highlight that unlike our controller, the LQR controller does not satisfy the constraints, and demands re-tuning as the offset is altered.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we developed an Adaptive Robust MPC strategy for lane-keeping of vehicles in presence of a steering angle offset. We showed that with every time step, the knowledge of the offset is learned and thus improved. The algorithm is robust against the true steering angle offset and satisfies imposed constraints recursively. Thus, the Adaptive Robust MPC is shown to have improved performance over a standard MPC, which is not cognizant of the model mismatch. We also demonstrated that our algorithm is easy to reset and implement without re-tuning from the scratch, if any variation in the uncertainty is suspected over time. Such aspects can be useful in works such as [7]. In future extensions of this work, we aim to solve a Robust MPC problem with time varying uncertainty.
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where $M$ is the mass, $J_z$ is the moment of inertia about the vertical axis, $l_i, a_i$ are distances from center of gravity to front and rear axes respectively, and $c_{li}, c_{ri}$ are cornering stiffnesses of front and rear tires respectively, of the vehicle considered. $V_x$ is the vehicle longitudinal speed.

### A.2 MPC Reformulation

In this section we show how the robust MPC problem (10) can be reformulated and efficiently solved. The constraints in (10) can be compactly written with similar notations as (8).

$$F_I \mathbf{v}_t + G_I (\mathbf{w}_t + E \theta_t) \leq c_t + H_t \Delta x_t,$$

where we denote, $\mathbf{v}_t = [v_{t+1}^T, \ldots, v_{t+N-1}^T]^T \in \mathbb{R}^{mN}$, $\theta_t = [\theta_{t+1}^T, \ldots, \theta_{t+N-1}^T]^T \in \mathbb{R}^{pN}$ for all $\theta_{k|t} \in \Theta_t$, $\forall k \in [t, \ldots, t+T]$, $E = \text{diag}(E, \ldots, E) \in \mathbb{R}^{N \times pN}$ and $\mathbf{w}_t = [w_{t+1}^T, \ldots, w_{t+N-1}^T]^T \in \mathbb{R}^{pN}$.

The matrices above in (15) $F_I \in \mathbb{R}^{(sN+r_1) \times mN}$, $G_I \in \mathbb{R}^{(sN+r_1) \times pN}$ and $H_I \in \mathbb{R}^{(sN+r_1) \times sN}$ are formed after expressing all states and constraints in terms of the initial condition $\Delta x_t$ before the finite horizon problem (10) is solved. They can be obtained as,

$$c_t = [b^T, \ldots, b^T, z_t^T]$$

$$H_t = -[\bar{C}^T, (\bar{C} A_{cl}^0)^T, \ldots, (\bar{C} A_{cl}^{N-1})^T, (Y_t A_{cl}^N)^T]^T,$$

where $\bar{C} = C - D K$. So, while attempting to solve (15) at time $t$ for robust constraint satisfaction, we must have,

$$F_I \mathbf{v}_t + \max_{\mathbf{w}_t, \theta_t} G_I (\mathbf{w}_t + E \theta_t) \leq c_t + H_t \Delta x_t.$$

Therefore, the above equation (16) indicates that (10) can be solved by imposing constraints (16) on nominal states $(\Delta x_{k|t})$ after tightening them throughout the horizon (of length $N$) by $\max_{\mathbf{w}_t, \theta_t} (\mathbf{w}_t + E \theta_t)$ [29] sec. 3.2. Alternatively, denote the polytope $S_t = \{ \mathbf{w} \in \mathbb{W} : \theta \in \Theta_t : S_t (\mathbf{w} + E \theta) \leq h_t, h_t \in \mathbb{R}^{e_t \times N} \}$, then (16) can be written with auxiliary decision variables $Z_t \in \mathbb{R}^{e_t \times (sN+r_1)}$ using the concept of duality of linear programs as,

$$F_I \mathbf{v}_t + Z_t^T h_t \leq c_t + H_t \Delta x_t, \quad G_t = Z_t^T S_t, \quad Z_t \geq 0,$$

which is a tractable linear programming problem that can be efficiently solved with any existing solver for real time implementation of the algorithm.