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Abstract: The robustness of the timetable is a sensitive issue in the daily realization of railway operations. As shown in the paper, robustness is a function of time reserves that helps to prevent unscheduled stops resulting from traffic disruptions and causing a higher energy consumption. The correct handling of time reserves while scheduling is a multidimensional issue, and it has a significant influence on the energy consumption of railway traffic. Therefore, the paper aims to show a simulation-based method, taking into account failure occurring probabilities and their consequences to get an acceptable level of robustness, that can be quantified by the probability of no delay propagation. This paper presents a method for the addition of time margins to the railway timetable. The iterative time buffer adding method is based on operational data as a knowledge source, to achieve the punctuality target. It was verified on a real railway line. An analysis of energy consumption for unscheduled train stops depending on the added buffer time was conducted after the literature review and the presentation of the evaluation model. The paper ends with discussion of the results and conclusions.
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1. Introduction

Increasing the level of services provided by rail carriers is related to minimizing delays. Robust schedules allow for this. The causes of delays may be, among others, repair works, rolling stock and infrastructure failures, inappropriate fulfilment of duties by the staff, extended detention time at the station, as well as the propagation of secondary delays. Additionally, unplanned train stops result in increased energy consumption [1].

Each disruption can lead to delays and unplanned stops. Thus, a robust timetable preventing delay propagation should cause energy savings.

Increasing time reserves also increases robustness but decreases network capacity. Scheduling should be designed to make the best use of people and equipment time, the capacity of railroads used by different carriers, and the robustness of the rail transportation system to disruptions.

It follows the papers aim to elaborate a new simulation-based method supported by a probabilistic approach for developing robust timetables, obtaining a significant energy saving. The robustness of a timetable depends on time margins; therefore, the subject of the method is to assign time reserves.

2. Literature Review

In recent years, it has been increasingly proposed to attempt to rationalize the energy consumption of a vehicle or group of vehicles by undertaking any initiatives to reduce energy consumption by rail transport. This is mainly related to the higher energy demand of new vehicles [2–4]. The issues related to adverse events and their impact are related to
the analysis of the entire system and not only a single vehicle. The necessity of considering the energy consumption of the entire system, and not only parts of it, is indicated by articles [5–8]. The proposals described so far concern, however, either an isolated, small fragment of the railway system, e.g., the [5,6,8] subway line, a local railway line [9] (with little possibility of modifying the timetable) or consider the case of specific trains [10] or the interaction of a pair of vehicles [1,8,11]. Optimization of the timetable to minimize energy demand while maintaining the capacity of the railway infrastructure has been analyzed in [8]. In work, attention was paid to introducing a correction to the shape of the train’s running curves, recovering energy from braking and storing it in a vehicle or transferring it to another vehicle in the system. The use of unoccupied capacity on the metro line network resulted in an increase in the reduction of energy consumption from 9.13% to 10.66%. In the rationalization of energy demand and simultaneous introduction of construction changes in the timetable, savings of 7.23% to even 24.34% were achieved in [1]. The two-object integer programming model proposed in [12] allows the optimization of schedules in terms of energy consumption and quality of service. The applied genetic algorithm with binary coding allows the control of stop and go times. The paper [13] presents coasting control methods using genetic algorithms. It reduces energy consumption and travel time. In [14], a model using nonlinear programming for trajectory analysis was shown. In [15], the optimization model includes passenger travel time and energy consumption to find the best trajectory under given conditions. In [16,17], algorithms were used to optimize energy consumption. The method proposed in [18] for recovering train traffic after unwanted events consisted of network optimization models for operational sections in the railroad network and it is structured as a series of “what-if” scenarios.

As crucial for future exploitation of available railway infrastructure with the variability of operating conditions, railway timetable planning and its robustness have been challenging research areas for many years. Some studies are dedicated to different kinds of disturbances and consequent delays, their characteristics, effects, and transmission among railway operational flow [19–24]. Others tend to study robustness indicators and measures, evaluate timetable robustness or explore ways of its improvement concerning one or multiple selected robustness measures and types of the timetable at various levels of detail [25–30]. For more prominent disturbances that cannot be mitigated or eliminated by good planning in the design phase, the critical role has predictive and real-time disruption management with effective recovery strategies and integrated decision-making on retiming, reordering or rerouting trains to avoid conflicts, especially in case of lack of infrastructure capacity. Although not directly relevant for this paper, more about disruption management practices in European countries can be seen in [31].

The literature offers various definitions of robustness related to components of the rail transport system, among other things:

- Unexpected problems can be dealt with without significant schedule modifications [32];
- The schedule is robust when delays from one period do not spread to the next [33];
- The ability of a schedule to resist design errors, changes in parameters and operating conditions [34].

Moreover, robustness measures can be related to timetable characteristics (ex-ante) or executed traffic performance (ex-post) [35]. Measures from the first-mentioned category assume sizing and allocation of running time supplement, buffer time or dwell time in the timetable or decrease of traffic heterogeneity via train reorder, unification of average speed or some other beneficial strategies (i.e., skip-stopping, holding trains and reserving rolling stock). On the other side, traffic performance measures are based on punctuality, delays, the number of violated connections or the number of trains being on time to a station. To guarantee punctual train running, in this paper, an analysis is carried out to assign buffer times to the timetable using real disturbance data as an example.

To compute the buffer times under the assumption of unknown and known distribution functions of disturbances, Shafia et al. [36] used a robust mixed-integer approach. Vansteenwegen and Oudheusden [37] used calculated ideal buffer values for linear pro-
gramming improvement of cyclic passenger timetables with respect to minimized generalized waiting costs. Kroon et al. [38] developed a stochastic optimization model for optimal allocation of running time supplements and buffer times.

Conversely, in Andersson et al. [25], buffer time allocation is connected to delay-sensitive critical points, characterized by immediate successive departures and overtaking. Reallocation of existing runtime and headway margins in the timetable to such defined critical points with mixed-integer linear programming reduced delays [39]. Lee et al. [40] performed reallocation of time supplements and buffer times of the original aperiodic passenger timetable with heuristics based on simulation. They pointed out that manipulating with time supplement is more effective for reducing system delay in a busy railway system with a dense timetable than adjusting buffer time. Meng et al. [41] incorporated another heuristic technique known as critical time allocation to minimize the sum of train delays in the event of operational disturbances. Although keeping the same headway value and train order, reallocated headway buffers and running time supplements showed limited improvements after a certain amount of delay, and in case that, all trains have the same speeds and homogeneous characteristics.

Khoshniyat and Peterson tested [42] a concept of travel time-dependent reserved minimum headways with modified buffer times in aperiodic timetables by taking into account uncertainty of train arrival times and stations capacity. Huang et al. [43] incorporated real-world train operation data in buffer time allocation procedure for sections and stations to increase timetable robustness without capacity loss and better recover from delays. Yang et al. [44] suggested buffer time allocation at stations based on the impact of delay on trains by integrating the operational performance data in their model of delay time distribution. Burggraeve and Vansteenwegen [45] focused on the optimal buffer and running time calculation regarding conflict-free routing plans and allocation, which brings the shortest total passenger travel time for cyclic timetables with optimal infrastructure usage. Moreover, while optimizing the station capacity utilization, Yuan and Hansen [46] showed exponential relation between the size of buffer time between train paths at level crossings and the average knock-on delay of all trains. The same authors later [47] improved the optimal allocation of buffer times at railway bottlenecks such as stations and junctions to minimize weighted knock-on delays. Another example of reallocation of existing buffer times with respect to capacity constraints of lines and delay propagation to/from all events on the single- or double-track corridor in the considered time window is presented in [48].

Most models from the literature involve analytical or simulation approaches for buffer time allocation. However, there is a lack of methods focused on robustness, which can be understood as the probability of no delay propagation after an unwanted event. Moreover, the probability distribution is mainly related to a specified process and is dependent on its duration. Thus, for the approaches, it is necessary to get many different distributions.

3. Time Margins Development Method

This section explores the use of time margins to improve robustness and decrease energy consumption. Time margins are understood as time values added to processes to be buffered for unexpected disruptions. More closely to operational robustness, that is, a process quality related to processes implemented by the system. It is the ability of the timetable not to include disruptions of system unavailability to the operation process. Thus, a totally operational robust system will have no disruptions in the implementation. Moreover, the operational robustness does not allow reconfiguration. In practice, full operational robustness is not available. Reaching such a level would cause high time margins that would be unreasonable due to a significant capacity loss.

First, for the method, the real system for which the rail network model will be built is observed. This observation consists of identifying the railroad line and train kilometre points for which event data will be collected and determining the scope of the analysis. Delay models are built in terms of track infrastructure, station layout, kilometers, and track layout and control system data are used. The process randomness of the input for
the simulation is described by the operation time between failures distribution and the distribution of delays resulting from the failures (Figure 1).

![Delay distribution](a) ![TBF distribution](b)

**Figure 1.** (a) Delay distribution and (b) times between failures (TBF) distribution.

The data sample for the times between failures (TBF) based on 163 undesirable events registered for a real railway line in Poland. The TBFs were calculated as the time interval between two failures, expressed not in absolute time but in the time when the train was operated. Six trains launched every day (three regional and three express) have been investigated for a period of 3 months, to get the data. The data sample for the delay times was also gathered for the same railway line and the same time period, but for 24 trains. In total 777 undesirable events were registered.

According to the gathered data sample, the Weibull distribution Wei (0.598; 195.348) was proposed to model the times between failures. Using the Kolmogorov test at a significance level of 0.05, it was proven that the Wei (0.598; 195.348) distribution fits the random variable.

For the delays, the Lognormal distribution LN (1.498; 0.959) was proposed. Using the same statistical test, it was proven that it fits the variable. The presented distributions are true for the boundary conditions of the analyzed railway line. Thus, the installed traffic control device type, the type of trains and passengers, the type of superstructure as well as the environmental influence. Then, the trains are defined within their most important deterministic parameters (weight, length, power supply, installed power) as well as random characteristics (time between failures distribution and delay time distribution).

The next point is to add the desired timetable in basic form without time margins. For the next step, the control points have to be established, where the delays will be analyzed. Thus, sections will be created to which reserves will be allocated for moving trains.

The preparation phase is finished, and the simulation can be run for a certain number of experiments (e.g., \( n = 100 \)). After the simulation, the cumulated distribution functions for the delays on each evaluation section are calculated separately for each direction. The simulation process used for the evaluation process is shown in Figure 2. The diagram starts with the departure of the train from the station and ends with the arrival of the train at the station, including the stopping time. The generation of undesirable events at the station and on the route is considered. In the first instance, an event can be generated while the train is moving. Then the train stops for the duration of the event. If the event is generated on a station, the train stops for the duration of the event. Events are generated from probability density distributions assigned to trains according to the example from Figure 1.
Separate probability distributions are for the times between events and the duration of the event. The output information of the simulation model of railway operation processes is operational robustness. It can be estimated basically for a given pair of processes, as the probability that the first one will end before the second one has to start. The probability will be calculated as the integral of the probability density function of the ending time deviations from zero to the time-space value between the processes. Thus:

$$\text{ORo}_\omega^\alpha = Pr(\Delta T_\alpha \leq T_\omega^\alpha) = F_\alpha(T_\omega^\alpha) = \int_0^{T_\omega^\alpha} f_\alpha(\Delta T_\alpha) \, d(\Delta T_\alpha)$$

where:
- $\text{ORo}_\omega^\alpha$—operational robustness for processes $\alpha$ and $\omega$;
- $Pr(\Delta T_\alpha \leq T_\omega^\alpha)$—probability that the time deviation $\Delta T_\alpha$ of process $\alpha$ from the shortest implementation time $\text{min} T_\alpha^\text{dur}$ will be not higher than the scheduled time-space $T_\omega^\alpha$ to process $\omega$;
- $f_\alpha(\Delta T_\alpha)$—probability distribution of the time deviation $\Delta T_\alpha$ of process $\alpha$ from the shortest implementation time $\text{min} T_\alpha^\text{dur}$;
- $F_\alpha(T_\alpha^\omega)$—cumulated distribution function for $\Delta T_\alpha = T_\alpha^\omega$ for the distribution $f_\alpha(\Delta T_\alpha)$.

After the results are available, each section has to be evaluated in terms of the occurred delays. According to the publication [49], the border value was chosen, that 95% of all delays must be not greater than 2.5 min. Therefore, it will be proven for each section, and if necessary, cumulated distribution functions of delays for each train type on the given section will be elaborated. Using them, time margins will be added, taking the ninth decile of primary delays.

When the time margins are added for all trains on all sections, the simulation will be run again, and time margins will be added again according to the previous steps. It will be done till the condition of 95% delays not greater than 2.5 min will be reached. Figure 3 shows a flowchart of the time margin elaboration model.

Figure 2. Simulation operation.
The section under study uses a relay traffic control system. The line is 82 km long, and there are 7 traffic stations. In our case, there is a homogeneous traffic structure—passenger trains, electric traction. All regional trains are served by the same type of train set. The express trains also have a homogenous structure in terms of the type of locomotives with the same number of cars. A relay traffic control system was used. The line is 82 km long, and there are 7 traffic stations on it. The average distance between the stations is 22 km.

The reliability characteristics in terms of delay distribution and time between failure distribution are the same for both train types. The model of the fragment of a railroad line (Figure 4) was built in OpenTrack that is common used simulation program for railway networks. The model represents a real regional route in Poland with high traffic intensity. The travel time results for the trains and the solution of the equation of motion were verified. They coincide with the mathematical model implemented in the MATLAB environment. The error of calculating the travel time is no more than 1%.

Figure 3. Evaluation model.

This process continues until a satisfactory punctuality level is reached. When this level is satisfied, the timetable is approved, and any further changes are terminated.

4. Case Description

The case study stage presented here replicates conditions from the railroad on which the data were collected. Each route is characterized by different factors affecting incidents. In our case, there is a homogeneous traffic structure—passenger trains, electric traction. All regional trains are served by the same type of train set. The express trains also have a homogenous structure in terms of the type of locomotives with the same number of cars. A relay traffic control system was used. The line is 82 km long, and there are 7 traffic stations on it. The average distance between the stations is 22 km.

The reliability characteristics in terms of delay distribution and time between failure distribution are the same for both train types. The model of the fragment of a railroad line (Figure 4) was built in OpenTrack that is common used simulation program for railway networks. The model represents a real regional route in Poland with high traffic intensity. The travel time results for the trains and the solution of the equation of motion were verified. They coincide with the mathematical model implemented in the MATLAB environment. The error of calculating the travel time is no more than 1%.

Figure 4. Evaluation model.

In the chosen section, there is a uniform traffic structure—passenger transport. Trains run in two directions. The section includes six stations (four on the mainline (A, C, D, E) and two on the sideline (X, Z)). There is one branch station on the route (p.odg. B), from...
which it is possible to access the sideline. The sideline connects to the mainline in the area of station E. The length of the analyzed route is 82 km.

The mainline is double track, electrified, with speed limited to 120 km/h, while the sideline is single track, electrified, with a maximum speed of 120 km/h. Within stations X and Z it is possible for trains coming from opposite directions to pass each other. The characteristics of each station in terms of the number of tracks and platforms are as follows (Table 1).

**Table 1. Route parameters.**

| Station | Number of Platforms | Number of Tracks |
|---------|---------------------|-----------------|
| A       | 5                   | 4               |
| C       | 4                   | 4               |
| D       | 2                   | 2               |
| E       | 5                   | 4               |
| X       | 1                   | 2               |
| Z       | 2                   | 2               |

The section under study uses a relay traffic control system. Therefore, the mainline is divided into four intervals and the sideline into three. The train traffic volume during the considered time interval 04:00 a.m.–04:00 p.m. is 10 pairs of trains on the mainline and 5 pairs of trains on the sideline. A traffic peak is observed between 06:00–9:00 a.m. in the morning and 02:00–04:00 p.m. in the afternoon. The capacity of the mainline is utilized at 85% and the sideline at 94%. The mainline is only used by fast trains (travel time 43 min), while the sideline is used by regional trains (travel time 55 min). The model of the analyzed railroad line in the simulation program is shown in Figure 4. The fast train stops at each station are 1 min long, and the regional train stops are 2 min. Fast trains are composed of one locomotive of the Polish type EU07 and six-passenger coaches. At the same time, the regional trains are operated by electric multiple units of the Polish type 45We, consisting of six coaches.

The primary timetable does not include buffer times. Station breaks are used for passenger exchange, and a train can’t depart earlier than the scheduled stop time. For each train along the entire route, section reservation and section release times (blocking start and end times) are provided. This is important because of the railroad traffic control system used, which affects the line’s capacity. The specificity of its operation requires observing the reservation of successive intervals occupied by the train during the simulation. The interval release time for the next train was assumed as 1 min.

For the analyzed case, two train types have been implemented. The energy consumption for the acceleration process was calculated for both, according to Newton’s second law of dynamics described by the equation [50]:

\[
F(v, x) = m \cdot k \cdot \frac{d^2x}{dt^2}
\]

The results are shown in Table 2. The increased energy consumption resulting from an unplanned stop is obtained by subtracting the energy required to travel the given distance at a constant speed from the acceleration energy.
Table 2. Energy consumption for the analyzed train types.

| Train Type                               | Target velocity | Distance to Reach the Target Velocity from Standstill during Acceleration | Time to Get the Target velocity from Standstill during Acceleration | Resistance force Under Target Velocity | Energy Consumption for One Acceleration from Standstill to the Target Velocity | Energy Consumption for Movement with Constant Velocity (Target Velocity) | Increased Energy Consumption per One Acceleration from Standstill to the Target Velocity |
|------------------------------------------|-----------------|--------------------------------------------------------------------------|------------------------------------------------------------------|---------------------------------------|---------------------------------------------------------------------------------|---------------------------------------------------------------------------------|------------------------------------------------------------------------------------------|
| Electric multiple unit 45We               | 120             | 1.17                                                                     | 0.93                                                             | 14.80                                 | 37.38                                                                            | 4.81                                                                            | 32.57                                                                                   |
| EU07 locomotive with 6 passenger coaches | 2.72            | 2.03                                                                     | 30.50                                                            | 89.68                                 | 23.04                                                                            | 66.64                                                                            |                                                                                           |

Thus, the total energy loss due to delays will be the number of unscheduled stops multiplied by the increased energy consumption for the given train type.

The presented approach was tested using a railway line with homogenous regional traffic and conditions described in the next section. The times between failures (TBF) and the delay values have been analyzed for such conditions represented on a real Polish railway line. The empirical distributions are shown in Figure 1.

5. Discussion of Results

Figure 5 shows the results of the train delay distributions for each section, excluding the punctual trains. The results show the primary delays and the primary and secondary delays for reserve 0 and reserve IV.

In the method used in this paper, at the beginning short buffer were added to the schedule without buffer times. Then a simulation was run. The delay results from this simulation were manually checked. The assumed level of punctuality was not achieved. The buffers were gradually increased for individual trains, and further simulations were run. In total, four iterations of adding buffers were performed to achieve 90% punctuality in train running. The results after adding each buffer level are shown in Table 3 for both directions on each section. Table 4 shows the average number of unscheduled train stops per 12 h of simulation.
Table 3. Results after all iterations for both directions on each section.

| Section | Reserve 0 (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) | Reserve for 95% (min) |
|---------|----------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|
| A–B     | 2.5            | 3                     | 0                     | 12                    | 0.5                   | 7                     | 1.5                   | 5                     | 2.5                   | 3                     | 3                     | 1.5                   |
| B–C     | 3              | 4                     | 0                     | 11                    | 1.5                   | 7                     | 2.5                   | 5                     | 3                     | 4                     | 4                     | 1.5                   |
| C–E     | 5              | 3                     | 0                     | 11                    | 1.5                   | 6                     | 3.5                   | 4                     | 4.5                   | 4                     | 5.5                   | 1.5                   |
| A–Z     | 5              | 2.5                   | 0                     | 9.5                   | 2                     | 6                     | 2.5                   | 5                     | 4.5                   | 3                     | 5.5                   | 2                     |
| Z–E     | 3.5            | 3                     | 0                     | 9.5                   | 2                     | 5                     | 3.5                   | 5                     | 4                     | 4                     | 4.5                   | 2                     |

Figure 5. Distribution of train delays: (a) A–B route, (b) B–C route, (c) C–E route, (d) A–Z route, (e) Z–E route.
Table 4. The average number of unscheduled train stops per 12 h of stimulation combined with the energy loss.

| Reserve          | Express Train | Regio Train |
|------------------|---------------|-------------|
|                  | No. of Unscheduled Stops | Energy Loss (MWh) | No. of Unscheduled Stops | Energy Loss (MWh) |
| current reserve method | 21             | 1.40        | 24             | 0.79        |
| reserve 0        | 117           | 7.80        | 126            | 4.10        |
| reserve I step   | 82            | 5.46        | 93             | 3.03        |
| reserve II step  | 31            | 2.07        | 38             | 1.24        |
| reserve III step | 15            | 1.00        | 18             | 0.59        |
| reserve IV step  | 6             | 0.40        | 8              | 0.26        |

Punctuality results for the A–E and E–A double-track line are better than for the A–E–X and E–X–A single-track line. This is due to the interaction of trains when entering the area of station A and station E on the double-track line. For trains on the A–E and E–A line, maximum delay values of 5 min and 90% on-time trains were obtained, and for the A–E–X and E–X–A line, maximum delay values of 7 min and 90% on-time trains were obtained.

The primary energy losses due to undesirable train stops caused by traffic disruptions are about 11.90 MWh for the analyzed case. The value is valid for no time margins in the schedule. After adding the first time margins, the energy losses were reduced to 8.49 MWh (Figure 6). The following method steps gave more significant savings till its last stage, where 0.66 MWh were reached. While the current time margin adding method results in an increased energy consumption by 2.19 MWh.

Figure 6. Energy losses due to unscheduled stops for the given steps of the margin adding method.

6. Conclusions

The proposed method quickly solves the problem of calculating buffers time adapted to events occurring on the railroad network. Carrying out successive iterations and simulations with undesirable events guarantees the construction of a timetable robust to disturbances. As a consequence, the energy losses in the system are minimized.

Obtained punctuality on the level of 90% and delay not exceeding 2.5 min on the level of 95% is attractive for passengers of railroad transport. Moreover, the energy losses can be limited by using the proposed method to 6% about the fundamental value of 11.90 MWh without time reserves, and 30% in relation to the current method.

The method allows using data collected already in the system to allocate time reserves concerning operational experience where they are needed. Thus, the capacity losses are kept on a low level, and punctuality and connected energy losses are also minimized.

Further research should focus on integrating available databases and the automation of the time margin addition method. As a result, a system should be developed for supporting the designing process of timetables. Not all events can be covered by the method. Therefore the follow-up actions will consider the management of disrupted traffic.
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