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ABSTRACT
The demand for a particular product or service is typically associated with different uncertainties that can make them volatile and challenging to predict. Demand unpredictability is one of the managers' concerns in the supply chain that can cause large forecasting errors, issues in the upstream supply chain and impose unnecessary costs. We investigate 843 real demand time series with different values of coefficient of variations (CoV) where promotion causes volatility over the entire demand series. In such a case, forecasting demand for different CoV require different models to capture the underlying behavior of demand series and pose significant challenges due to very different and diverse demand behavior. We decompose demand into baseline and promotional demand and propose a hybrid model to forecast demand. Our results indicate that our proposed hybrid model generates robust and accurate forecast across series with different levels of volatilities. We stress the necessity of decomposition for volatile demand series. We also model demand series with a number of well known statistical and machine learning (ML) models to investigate their performance empirically. We found that ARIMA with covariate (ARIMAX) works well to forecast volatile demand series, but exponential smoothing with covariate (ETSX) has a poor performance. Support vector regression (SVR) and dynamic linear regression (DLR) models generate robust forecasts across different categories of demands with different CoV values.
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1. Introduction

Demand is one piece of the important information that can be shared and used in supply chain management (SCM). Demand sharing and demand forecasting are extremely helpful for supply chain managers since it provides a great source of information for planning and decision making. Demand forecasting is the basis for a lot of managerial decisions in the supply chain such as demand planning \cite{Narayanan et al.}, order fulfilment \cite{Narayanan et al.}, production planning \cite{26}, and inventory control \cite{64}. It is usually difficult to carry out forecasting with a desired level of precision because of the volatility and varying uncertainties involved \cite{1166}. Demand volatility inherently exists due to the consumers’ behavior that is constantly changing \cite{72}. Various variables such as promotion, weather, market trends, and season may have an impact on consumers behavior and contribute to demand volatility \cite{30}. Promotion, in particular, is a very common practice in the retailing industry that can make demand
Promotions impact on demand dynamics have been investigated extensively in the literature (see, for example, [3, 25, 51, 57, 68, 69]). One natural outcome of the promotion is demand volatility. Demand volatility and variability can occur before, after or during promotional periods [12].

Demand volatility is a challenging risk to supply chain and it is becoming a concern for managers and practitioners [19]. Researchers and practitioners have repeatedly raised their concerns about increasing demand volatility as a threatening risk to the supply chain [21].

Demand volatility renders demand forecasting a difficult task and poses excess costs for stock-outs, inventory, and capacity utilization [20]. However, demand volatility has been under-considered in supply chain demand forecasting literature. Forecasting to capture the underlying behavior of the volatile demand is crucial to diminish the uncertainty in different levels of the supply chain.

There is no single model that performs well for all different types of demand series. Often a combination of judgment and statistical model is used to forecast the volatile demand series that are impacted by promotion. For example, rule-based forecasting is one of the methods that combines experts knowledge and forecasting techniques based on 99 rules to generate forecasts that are suitable for the feature of data [22]. We can identify the appropriate forecasting model based on time series characteristics [74, 73, 28]. To the best of our knowledge, there is a lack of empirical studies that investigate the volatility of demand caused with promotion as a criterion to develop a forecasting model.

We use CoV to measure the volatility of demand and propose appropriate forecasting models when demand series exhibit different values of CoV. CoV by definition is the sample standard deviation divided by the sample mean. CoV is a scale-independent metric and can be used to compare the relative variation across multiple series. CoV represents the uncertainties in data and it is considered as the demand variability criteria in supply chain [52, 14]. We use this metric to measure the promotional variations in demand as well as the natural variations of demand. This is because promotion does not only impact demand over the promotion periods, but changes demand over a number of periods. In general, demands with large CoV values are associated with more uncertainties and are difficult to forecast [34]. These demands, if not forecasted accurately, can cause many problems in the upstream supply chain operations; and pose a shock to supply chain activities as they can take diverse forms. We aim to find the most suitable model for different values of volatilities.

The main contributions of this study are two-fold: methodological and practical. The methodological contribution is firstly to introduce CoV as a criterion that should be considered in developing appropriate forecasting models and, consequently, generating robust forecasts. We argue that demands with different CoV require different types of a forecasting model that suits their characteristics. Secondly, we show that a decomposition-based model works well to forecast the volatile demand. We decompose demand to the non-promotional (baseline) and promotional demand where each of them has a smaller CoV. Then, we propose a hybrid model that uses a piecewise regression model and a time series model to forecast the promotional and baseline demand, respectively. We compare this model with other well-known models in the literature and show that our model has several advantages to the other existing models in the literature in terms of accuracy, simplicity, robustness to volatility, and ability to have a prediction interval. Finally, we develop and implement a number of well-known forecasting methods to evaluate their performance when demand series exhibit volatility.

We also make a number of practical contributions to the field. First, considering the CoV of demand series, managers will be able to use an appropriate model to capture the volatility of demand automatically with a high level of accuracy as opposed to judgmentally overriding the output of statistical models. Second, by using our proposed models, experts will save a substantial amount of time as it mitigates the need for labor-intensive judgmental forecasts. Third, we develop forecasting models that only use price as the independent variable. These models are simple, intuitive, and easy to use in practice that make them desirable for practitioners [5]. Finally, the accuracy of the forecasts lead to more efficient source utilization.
of costs, reduces the inventory level, and improves the performance of the upstream supply chain substantially.

The remainder of the paper is organized as follows. Section 2 reviews the literature. Section 3 discusses the methodology and forecasting techniques that are used to forecast demand. Section 4 describes our data set and Section 5 provides the results and discussion. Conclusions are drawn in section 6.

2. Literature review

Supply chains are associated with many uncertainties and complexities in the modern world. These uncertainties arise for many reasons such as supply chain network, the activities of partners, customers behavior, competitors behavior, emerging technologies, and new product development all of which contribute to a volatile supply chain [20, 61]. A volatile market causes a volatile demand. In order to avoid the negative consequences of volatile demand, it is important to consider and predict the uncertainties.

Demand forecasting is one of the factors that can contribute to the volatility of demand [30]. Demand forecasting is not an easy task and many companies and forecasters fail to do a scientific forecast [6]. The biggest problem with demand forecasting is the uncertainty in demand that renders demand forecasting a challenging problem [66]. Demand accuracy is a critical factor in determining the quality of decision making [40]. Inaccurate forecasts may cause unnecessary costs in procurement and transportation, manpower, service level, and inventory [17, 68]. Although demand volatility can be reduced and controlled, it is inevitable [49]. Thus, it is crucial to have a proper strategy to control volatility.

Researchers and practitioners have proposed and developed techniques and approaches to deal with demand volatility. For example, one way to avoid the negative impact of demand volatility is to increase the inventory level. This will help to counter the demand volatility but imposes a lot of costs to the companies [47]. Another strategy to control demand volatility is to increase the capacity, but this is not an attractive proposition as it costs a lot for the supply chain. These methods can be useful to control the volatility of demand. However, they may not be cost-effective.

Demand forecasting is the prerequisite for strategies that aim to control the volatility of demand [33]. It is the first step towards dealing with uncertainty and volatility in the supply chain. Over the past few decades, many different models have been used for retail sales forecasting [9, 53, 27, 38, 66, 43]. There is no unique solution that can address all types of forecasting problems and performs better than all other forecasting models in all possible situations and under all possible conditions. However, some models might outperform others under particular conditions. For instance, [4] compared the forecasts generated by an artificial neural network (ANN), triple exponential smoothing, ARIMA, and multiple aggregation methods. They concluded that ARIMA and triple exponential smoothing outperform the other models when the macroeconomic conditions are stable, whereas ANN and multiple aggregations might work better in volatile markets. In other studies, [46] and [62] considered CoV as the statistics in analyzing different time series models. However, they did not investigate different models performance with respect to their CoV as an important feature of demand series in SC context that can impact the forecasting performance. These methods underestimate or neglect volatility as a factor that can impact the performance of the forecasting models. We shall construct or choose an appropriate model based on the characteristics of the demand.

Extrapolative methods are popular forecasting methods that assume the past pattern of a series is representative of its future. Therefore, we can estimate the future of the series based on its relationship with other variables. They have been applied to various forecasting problems [15, 63], and can be used as benchmark models [45]. We use ARIMA and exponential smoothing as two of popular and powerful extrapolative models [14, 58, 38]. These methods rely on auto-correlations with past data and base their forecasts on
extrapolations from past patterns. Hence, they work well only when the future is similar to the past; indeed, the pattern changes severely compromise their efficacy. Conventional time series models lack the ability to adequately capture random variation in series and ignore the impact of influencing variables on demand [34]. Therefore, a univariate ARIMA or exponential smoothing model might fail to forecast well if demand time series is subject to volatility. To overcome this problem, one can add influential variables to time series and construct ARIMAX and ETSX models. These models consider both autocorrelations and influential factors and are promising approaches to the time series literature. [8]. We implement these models to evaluate their performance for the volatile demand series. Econometric forecasting models have been developed to address the pitfalls of conventional extrapolative forecasting models. Causal and regression models are a very popular form of econometric models. Various forms of causal models have been developed for retail sales forecasting [59, 3, 18, 18]. More recently, other sophisticated regression models such as SCAN*PRO [70] and CHAN4CAST [25] have been proposed to capture promotion impact. These models are static and designed to work at the brand level. The downside of these models is that they are expensive to use as they need many inputs variables. Moreover, it is not clear if these models have a robust performance to forecast volatile demand across the entire demand series and not only during the promotion as a special event. The retail market is a dynamic environment in which the demand time series is changing continuously due to many different factors of major and minor influence. Therefore, a dynamic approach may fit and forecast the volatile demand better.

Demand series with high volatility may take different values over the horizon. One can use different models to forecast similar parts of demand series more accurately, and then combine them to forecast the entire demand series [9, 53]. Hybrid models that use combination approach have been successfully implemented in retail sales forecasting [9, 53, 92]. An empirical study on the retail industry has shown that a hybrid ARIMA and ANN model improves the accuracy of demand forecasts [11]. In other research, a hybrid SVR and ARIMA model outperformed the standard statistical models [53]. We develop a hybrid model that first decomposes demand into main parts and forecast them separately, and then combines them to forecast the demand.

During the last decades, ML algorithms have gained a lot of attention in demand forecasting [56, 29]. However, they have not been fully explored in SCM context and require more attention [48]. ML algorithms are computationally more expensive but provide a range of different and flexible models for forecasting demand. This may help them to forecast the volatile demand series easier. Much debate surrounds the relative performance of statistical and ML methods, and it is difficult to draw general conclusions about their efficacy [9, 45]. Each class of models might outperform others under certain conditions [2]. We utilize ANN and SVR as two of the most common and successful ML techniques for retail sales forecasting [45, 48]. The performance of these models has not been fully explored when they face volatile demand time series. We implement these models on our data set and compare the results obtained using these techniques with those obtained using a number of statistical models. We empirically investigate a large data-set of demand time series that have demands with different levels of volatilities to develop a forecasting model. On one side, we aim to improve the forecasting practice for volatile demand series and on the other side give insight to managers in similar firms to cope with demand volatility in the supply chain. Furthermore, the empirical results drain in this paper can be used to develop theories around demand volatility in supply chain forecasting model.

3. Methodology

We aim to understand how promotion and demand volatility changes the efficacy of forecasting models, and how it can be modeled in the supply chain. We underpin our arguments with evidence from hundreds of demand time series of a major fast moving
consumers good (FMCG) company. We strive to gather as many data as possible to make sure the results are valid, robust and generalisable to the other similar firms. Many different variables can affect the dynamics of demand and it is difficult to distinguish their relative impact on demand. It may be expensive and sometimes not practical to gather all information that play role in demand. Upon availability of all information, we can build multivariate models to forecast volatile demand. Although this is a natural approach to forecast volatile demand, it is not possible to use this method as data may not be available due to different reasons. As such, it is of particular importance to choose the most influential variables that are available and are believed to drive the outcome of demand [3]. In the current study, we do not have access to tidy data of all variables that may contribute to the volatility of demand. We only have access to the price of all products. The average of Pearson’s correlation between price and demand is -0.83 indicating a very strong relationship which can potentially explain a high portion of demand variation. Thus, we rely on price as an influential factor to construct and evaluate different techniques for demand modeling. We develop a hybrid regression time series model, called HR-ARIMA. We also build different models from existing methods in the literature including ARIMAX, ETSX, DLR, ANN, and SVR. ARIMA, ETS, and ‘Theta’ models are used as benchmarks. ‘Theta’ is one of the hybrid models based on the decomposition of time series that draw a lot of attention after it had been successfully implemented on M3-competition data [44]. This model decomposes the data into two ‘Theta’ lines. The first ‘Theta’ line removes the curvature of data and the second line doubles the curvature of data. The mean of these two models generates the final forecast [7]. We discuss these models in detail in the following subsections.

3.1. Hybrid Model

The hybrid model was formulated, considering the fact that the behavior of demand during promotional periods is completely different from that during non-promotional periods and they require different models as their nature is different. Therefore, we decomposed demand into two main factors that cause volatility which are baseline demands and promotional demands. One can decompose promotional demand more in detail; however, in this paper, we are interested only in the size of promotional demand and not the impact of different promotional factors on demand. Understanding and estimating baseline demand is fundamental of many analysis in marketing and the basis for estimating the promotion behavior. We used an ARIMA model to estimate baseline demand. The models are implemented in R and the ‘forecast’ package is used to fit and estimate the parameters of the ARIMA model [38]. Baseline demand is an estimate and not an actual number. It is difficult to measure whether it is accurate or not because there is no actual number to compare it with [30]. Other simple and sophisticated methods can be used to estimate the baseline demand [59, 89]. However, implementing them will not significantly influence forecasting accuracy as demand in the absence of promotions is fairly stable and small compared to promotional demand. They are neither the forecasting concern of managers in our investigated supply chain nor the focus of this paper.

After estimating baseline, demand uplifts are found simply by subtracting baselines demand from total demand at each period. Surprisingly, we found that there is a stronger correlation between price and demand uplift only because of promotions than between total demand and price. Pearson’s correlation between demand uplift only due to promotions and price is -0.89, indicating that a linear regression model is capable of forecasting demand uplifts very well. We developed a piecewise regression model to capture promotional uplifts. Piecewise regression is a type of polynomial regression where a number of regression models join together at knots. Knots are the points where the model parameter changes. Since promotions’ prices are fixed, we set the knots at different promotional prices. In Algorithm [1] a stepwise procedure is proposed for the construction of such a hybrid model: We not only separated demand during promotions from demand during non-promotional
Algorithm 1 Hybrid model algorithm

1: for $t = 0$ to $N$ do
2: Decompose demand into main components that have lower volatility. This includes baseline demand and uplift in demand only due to the promotion.
3: Estimate the baseline demand for promotional periods.
4: Subtract baseline demand from total demand to find the uplift size due to promotion.
5: Set the promotional prices for each of the series to construct a piecewise regression model.
6: Construct a piecewise regression model for demand uplifts for different promotions.
7: end for
8: Forecast each of decomposed parts separately.
9: Sum them up where appropriate.

periods but also decomposed the demand during promotional periods into baseline demand and demand occurring only due to the promotion. Then, we identified the different range of promotional prices for each product and fitted a regression model for each range. Each piece of the hybrid model is shown in Equation 1

$$s_t = \log(y_t) + \lambda_k(\alpha + \beta \log(r_t))$$

where $\lambda_k$ takes one if promotion type $k$ is offered, and zero otherwise. $s_t$ and $r_t$ denote total demand and price, respectively.

This hybrid model has two components, an ARIMA, and a piecewise regression. The first component, $y_t$, is a time series model and could be any other model capable of forecasting baseline demands. The second component is a piecewise regression model which is used for forecasting demand uplifts for different prices [70].

One advantage of this hybrid model is that we can construct a prediction interval for it. Prediction intervals will provide managers with insight into the most appropriate choice of forecasting methods when the degree of uncertainty is taken into account. This is very helpful for them to plan for promotions and control the level of inventory when they are dealing with large variations and tremendous uncertainties during promotions. Prediction intervals consist of an interval with an upper and lower limit between which a forecast is expected to lie with a certain probability. The endpoints of prediction intervals are found using the formula $y_t = \hat{y}_t \pm k\hat{\sigma}$, where $k$ is the multiplier that determines the percentage of the prediction interval and $\hat{\sigma}$ is the standard deviation of the forecasting error. This model assumes that residuals are normally distributed and that $\hat{\sigma}$ is the standard deviation of the forecast distribution [38]. The prediction interval for HR-ARIMA is constructed in the same way as the errors of regression and time series components are independent and follow a normal distribution. If $N(0, \sigma^2_{2k})$ denotes the distribution of the forecasting error for the $k^{th}$ piece of the regression component, then the forecasting error of the piecewise regression model follows the $N(0, \sigma^2_{1} + ... + \sigma^2_{2k})$ distribution since the error terms are independent. Suppose $N(0, \sigma^2_{1})$ denotes the distribution of the forecasting error for the ARIMA component, then the forecasting error of the hybrid model follows the $N(0, \sigma^2_{1} + ... + \sigma^2_{2k} + \sigma^2_{1})$ distribution since the error terms are independent.

3.2. ARIMAX

The ARIMAX model is a generalization of the ARIMA model that can be constructed by adding an explanatory variable to the ARIMA model. The parameters $p$, $d$, and $q$ in an
ARIMA\((p, d, q)\) model represents the autoregressive (AR) order component, the order of differencing and the order of the moving average (MA) component, respectively. Equation 2 demonstrates an ARMA\((p, q)\) model where \(e_t\) is a white noise process with mean zero and variance \(\sigma^2\):

\[
y_t = \phi_1 y_{t-1} + \ldots + \phi_p y_{t-p} + e_t + \theta_1 e_{t-1} + \ldots + \theta_q e_{t-q}.
\]

(2)

When additional information is available, it is often beneficial to add the covariate to the forecasting model. ARIMAX can be constructed by adding price \(r_t\) as the covariate to the right hand side of Equation (2):

\[
z_t = \beta r_t + \phi_1 z_{t-1} + \ldots + \phi_p z_{t-p} + e_t + \theta_1 e_{t-1} + \ldots + \theta_q e_{t-q},
\]

(3)

where \(z_t = \Delta^d y_t\).

The models are implemented in R and the ‘TSA’ package is used to fit the ARIMAX model and estimate the parameters [17]. The models with the lowest AICc are chosen as the best fitted models.

3.3. **ETSX**

Exponential smoothing has frequently been applied in both research and practice since its introduction by Brown in 1959 [13]. Exponential smoothing provides a weighted moving average in which the most recent observations are given more weight. Different types of exponential smoothing models employ different parameters, which enable them to capture irregular patterns. A statistical framework for exponential smoothing called ETS has recently been developed in the state space framework. ETS methods are classified based on their components: errors, trends, and seasonality. The trend component includes a level \((l)\) and a slope \((b)\), which can be combined in different ways. In general, five types of trends, three types of seasonality, and two types of errors (additive and multiplicative) exist for ETS models, yielding a total of 30 different methods. The point forecasts for single and multiple sources of error are the same, but the prediction intervals are different [36].

The following equations describe the ETS model:

\[
Y_t = l_{t-1} + \phi b_{t-1} + \varepsilon_t
\]

(4)

\[
l_t = l_{t-1} + \phi b_{t-1} + \alpha \varepsilon_t
\]

(5)

\[
b_t = \phi b_{t-1} + \beta \varepsilon_t
\]

(6)

Equation (4) shows the observation, while Equations (5) and (6) show the state equations of the ETS model. Here, \(\varepsilon_t\) is a white noise process with mean zero and variance \(\sigma^2\).

When additional information is available, it can be embedded as a regressor into the ETS model. The ETSX model can be constructed by adding a covariate to the ETS to improve the forecasting accuracy. The regressor variable is added to the observation equation. In the following model, we have considered the price \(r_t\) as the covariate, and given it a time-invariant coefficient of \(c\):
\[ y_t = l_{t-1} + \phi b_{t-1} + \epsilon_t \]  \hspace{1cm} (7)
\[ l_t = l_{t-1} + \phi b_{t-1} + \alpha \epsilon_t \]  \hspace{1cm} (8)
\[ b_t = \phi b_{t-1} + \beta \epsilon_t \]  \hspace{1cm} (9)

Equation (7) shows the observation equation and Equations (8) and (9) show the state equations of our ETSX model. Again, \( \epsilon_t \) is a white noise process with mean zero and variance \( \sigma^2 \). The model and parameters are set and estimated in R using the ‘smooth’ package [63].

### 3.4. Dynamic Linear Regression

DLR is considered to be a generalization of the standard linear regression models and can be expressed in a state space form. Although univariate models such as stochastic volatility models might provide quite good descriptions of the series behavior with irregularities or jumps; they will rarely be capable of predicting sudden changes without further information. DLR does not assume a regular pattern and stability of the underlying system but accommodates sudden and massive changes [55]. Equation (10) provides an observation equation for a DLR model which is initiated from the price-sale relationship. The state equations (11) and (12) are the coefficients of a linear regression model which follows independent random walks [70].

\[ \log(y_t) = \alpha_t + \beta_t \log(r_t) + \epsilon_t \]  \hspace{1cm} (10)
\[ \alpha_t = \alpha_{t-1} + \nu_t \]  \hspace{1cm} (11)
\[ \beta_t = \beta_{t-1} + \omega_t \]  \hspace{1cm} (12)

In above equations, \( r_t \) denotes the price at at time \( t \), \( y_t \) represents the demand at time \( t \), and \( \epsilon_t, \omega_t \) and \( \nu_t \) are white noise processes with mean zero and variances \( \sigma^2_x, \sigma^2_\omega \) and \( \sigma^2_\nu \), respectively.

Similar models with more variables can be used to forecast demand based on different variables, but, in our case, price plays a significant role and we can simplify the model to Equation (10). It is notable that \( r_t \) is not stochastic. The models was implemented in R using the ‘dlm’ package and and parameters are estimated with maximum likelihood [54].

### 3.5. Artificial Neural Network

An ANN is a supervised ML algorithm which is inspired by the human brain and learns from experience. An ANN consists of neurons and layers that are connected with arcs and input that is translated to output through an activation function. ANNs are powerful algorithms that are able to model any continuous, non-linear system, and can then make generalizations and predict the unseen values [75]. ANNs are used extensively in various fields of forecasting such as demand forecasting in SC [1] and information sharing in SC [16].

In this paper, we employed the commonly used ‘feed-forward error back-propagation’ type of ANN with one hidden layer [16]. In this type of ANN, the prices as inputs are entered to the neurons in each layer. Each neuron is connected to all of the neurons in the next layer. The aim is to minimize the error between the predicted and actual values of demand. It is vital to transfer the ANN data set before training the neural net. We transfered the data using the min-max method and considered price and demand time series as the inputs to forecast
demand. A logistic function was used as the activation function. The model was fitted using the ‘neuralnet’ package in R \[31\].

3.6. Support Vector Regression

SVR is a powerful supervised learning algorithm in which the output is a numerical variable. It is the most common application of support vector machines (SVM) \[10\]. SVM implements intelligent algorithms to discover the patterns in complex data sets. SVR has been used in many different applications including demand forecasting \[71\].

The difference between SVR and ordinary least square regression models is that SVR attempts to minimize the generalized error, whereas statistical regression models try to minimize the deviation of forecasted values from the actual ones. SVR finds a linear function in the space within a distance of $\epsilon$ from its predicted values. Any violation of this distance is penalized by a constant (C) \[3\]. SVR employs a kernel function to transfer low dimensional data to high dimensional data. The kernel function can take on a number of different forms. We have used a non-linear function. We fitted the model using the ‘e1071’ package in R \[24\]. Finally, cross-validation is done in order to choose the best combination of the kernel function, kernel coefficient and C. We ran $\gamma$ on a sequence of intervals of width 0.1 ranging from 0 to 1, and C on a sequence of intervals of width 1 ranging from 0 to 100. This generated a total of 1100 samples.

4. Data

We gathered data from a food manufacturing company producing hundreds of FMCG sin Australia. Consumers demand data are available from the point of sales and price are gathered by the company. Demand data are aggregated across the retailers and span 112 weeks. There is 843 stock keeping unit location (SKUL). Demand levels differ greatly between promotional and non-promotional periods. This difference is mainly due to the promotion impact and promotion contributes significantly to the CoV. Demand during promotions can be up to 60 times greater than those during non-promotional periods for highly volatile demand series. Depending on the demand size and promotional package, demand may be impacted over a number of periods before and after promotion. The natural logarithm has been employed to reduce the displayed variability of demand (throughout this paper, the natural logarithm of demand is used for modeling). Demands are heavily impacted with promotion and they are not of a seasonally demanded nature.

Since demand series are highly volatile, we have categorized them based on their CoV into three different groups. There are different categories to measure relative volatility of time series \[52, 60\]. There is no consensus on a cut-off value for CoV, rather it depends on the type of time series, related industry, and volume \[67\]. We use \[60\] classification approach to categorize the SKUL demands based on their CoV as follows:

- Low volatility demand where CoV is smaller than 0.5. There are 311 SKULs in this category. The average CoV of these demands is 0.32.
- Moderate volatility where CoV is greater than 0.5 and smaller than one. There are 255 SKULs in this category. The average CoV of these demands series is 0.75.
- High volatility where CoV is greater than one. There are 277 SKULs in this category. The average CoV of these demands series is 1.71.

Table 1 provides a summary of the descriptive statistics. As it can be seen in Table 1, products have a large range of demands and are highly impacted by promotion. For example, while the average demand for the products with moderate volatility is 1763 units, the minimum demand is 31 units, and the maximum is 37,911. The 90% quantile is 3273 units, meaning that 90% of products have less than 3273 units of demand. Note that, this statistics
Table 1. Descriptive statistics of sales

|                   | Mean | Min | Max   | Median | 75% percentile | 90% percentile |
|-------------------|------|-----|-------|--------|----------------|----------------|
| Low volatility    | 1915 | 22  | 25659 | 817    | 1020           | 4314           |
| Moderate volatility | 1763 | 31  | 37911 | 752    | 1397           | 3273           |
| High volatility   | 1552 | 30  | 16162 | 860    | 3451           | 3844           |

is across all the SKULs in this category, but it can show the diversity of demand. Figure 1 shows the loglog sales-price relationship for a particular SKUL. Price is fixed over a number of prices, but sales vary over the time. Other SKULs have similar type of demand.

5. Empirical results and discussion

This section presents the empirical results found using the methods presented in this paper. The data were split into a training-set and a test-set. The first 104 weeks were used as the training-set and estimate the model parameters. The last eight weeks are considered as the test-set and used to measure the performance and accuracy of the forecasting models. Since price is known in advance for the next eight weeks, we use it as an explanatory variable and generate forecast based on rolling origin for the next eight weeks. The ARIMA and ETS models are used as simple benchmarks. We also used the Theta model as another benchmark which is a hybrid model that benefits from decomposition and has been implemented successfully on M3 competition [44].

Since the scale of the demand varies across series, we need to use scale-independent criteria to validate the accuracy of models [42]. Mean absolute scaled error (MASE) is used to evaluate the validity of each of the presented models [37]. MASE is defined as follows:
\[ MASE = \frac{1}{n} \sum_{t=1}^{n} \frac{|Y_t - \hat{Y}_t|}{\sum_{t=1}^{n} |Y_t - Y_{t-1}|} \]  \hspace{1cm} (13)

Tables 2 and 3 show the forecasting accuracy for the different models for eight-step ahead and p-values corresponding to each model performance across different values of CoV, respectively.

**Table 2. Eight-step ahead forecasting accuracy**

| Forecasting Models | CoV \( \leq 0.5 \) | CoV \( 0.5 < \text{CoV} \leq 1 \) | CoV > 1 | Total |
|--------------------|-------------------|-----------------|--------|-------|
| HR-ARIMA           | 0.16              | 0.16            | 0.17   | 0.18  |
| ARIMAX             | **0.14**          | **0.12**        | 0.39   | 0.21  |
| ETSX               | 0.30              | 0.51            | 1.40   | 0.69  |
| DLR                | 0.19              | 0.19            | 0.40   | 0.25  |
| SVR                | 0.17              | 0.19            | 0.41   | 0.25  |
| ANN                | 0.19              | 0.25            | 1.10   | 1.00  |
| ARIMA              | 0.22              | 0.30            | 0.81   | 0.42  |
| ETS                | 0.28              | 0.45            | 1.07   | 0.57  |
| Theta              | 0.22              | 0.30            | 0.81   | 0.42  |
| Forecasting Models | SKULs category based on CoV | CoV ≤ 0.5 | 0.5 < CoV ≤ 1 | CoV > 1 |
|-------------------|----------------------------|-----------|--------------|--------|
| HR-ARIMA          | CoV ≤ 0.5                  | -         | 0.16         | 0.27   |
|                   | 0.5 < CoV ≤ 1              | 0.16      | -            | 0.14   |
|                   | CoV > 1                    | 0.27      | 0.14         | -      |
| ARIMAX            | CoV ≤ 0.5                  | -         | 0.15         | 0.05   |
|                   | 0.5 < CoV ≤ 1              | 0.15      | -            | 0.01   |
|                   | CoV > 1                    | 0.05      | 0.01         | -      |
| ETSX              | CoV ≤ 0.5                  | -         | 0.00         | 0.00   |
|                   | 0.5 < CoV ≤ 1              | 0.00      | -            | 0.00   |
|                   | CoV > 1                    | 0.00      | 0.00         | -      |
| DLR               | CoV ≤ 0.5                  | -         | 0.18         | 0.02   |
|                   | 0.5 < CoV ≤ 1              | 0.18      | -            | 0.00   |
|                   | CoV > 1                    | 0.02      | 0.00         | -      |
| SVR               | CoV ≤ 0.5                  | -         | 0.07         | 0.00   |
|                   | 0.5 < CoV ≤ 1              | 0.07      | -            | 0.04   |
|                   | CoV > 1                    | 0.00      | 0.04         | -      |
| ANN               | CoV ≤ 0.5                  | -         | 0.02         | 0.00   |
|                   | 0.5 < CoV ≤ 1              | 0.02      | -            | 0.00   |
|                   | CoV > 1                    | 0.00      | 0.00         | -      |
| ARIMA             | CoV ≤ 0.5                  | -         | 0.01         | 0.00   |
|                   | 0.5 < CoV ≤ 1              | 0.01      | -            | 0.00   |
|                   | CoV > 1                    | 0.00      | 0.00         | -      |
| ETS               | CoV ≤ 0.5                  | -         | 0.00         | 0.00   |
|                   | 0.5 < CoV ≤ 1              | 0.00      | -            | 0.00   |
|                   | CoV > 1                    | 0.00      | 0.00         | -      |
| Theta             | CoV ≤ 0.5                  | -         | 0.01         | 0.00   |
|                   | 0.5 < CoV ≤ 1              | 0.01      | -            | 0.00   |
|                   | CoV > 1                    | 0.00      | 0.00         | -      |

The results for the eight-step ahead forecasts slightly differs across different categories and can be described as follows. For the series with low volatility, ARIMAX has the lowest MASE followed by HR-ARIMA. While adding covariates to ETS did not improve its accuracy, it improved the accuracy of the ARIMA model significantly. All models except ETSX outperform the benchmarks. DLR and SVR showed robust performance and higher accuracy comparing to other statistical and ML models across different categories. While ANN works well for series with low volatility, its accuracy decreases dramatically when series have higher volatilities. These results show that this method requires further investigation since it contradicts other results found in the literature [3, 4]. Defining new architecture for the ANN, identifying the input and most relevant type of data are some variables that may be considered to improve ANN results [23].

The results of Table 2 shows that HR-ARIMA model is the only robust model that performs well for different time series across all different volatilities. There is no significant difference in the accuracy of models when CoV is increasing. This shows that decomposition is helpful to deal with volatile time series. The models ARIMAX, DLR and SVR have shown robust performance between the low volatility and moderate volatility categories. However, there is a significant difference in their performance when CoV is high. The rest of the models are not robust when faced with volatile demand series.

Figures 2 shows the scatter plot of eight-step ahead MASE with respect to their CoV for all.
SKULs for the different models studied. The magnitude of MASE varies for different models and increases as CoV increases. However, HR-ARIMA is more robust to CoV changes. This shows that decomposition is useful when the series show volatilities and hybrid models perform better for highly volatile demand series. Among the other models, DLR and SVR are more robust to CoV changes, whereas ETSX and ETS accuracy decrease when CoV is increasing.

![Figure 2](image-url) Models accuracy in eight-step ahead (MASE)- Each point represents one SKUL

In general, of the statistical models considered in this section, the constructed hybrid regression time series model has the highest accuracy across moderate and highly volatile demands. This model uses Algorithm 1 and benefits from a piecewise regression and an ARIMA model to estimate promotional and non-promotional demands, respectively. The superior performance of the hybrid model is the result of decomposing sales into different components and using the appropriate model to forecast each of them. This is consistent with the other results found in the literature [53]. Among statistical models, the ETSX model has a poor performance and is not recommended to use for forecasting volatile time series. On the other hand, DLR seems to be promising and SVR generates robust forecasts across different values of CoV. Our results are consistent with the results described by [74]. Surprisingly, the Theta model did not generate robust and accurate forecasts across different categories and its accuracy decreases as CoV increases. This might be because we use an explanatory variable for other presented models in this thesis, however, there was no explanatory variable used by Theta model.
6. Conclusion

Forecasting retail sales are of importance for many managerial decisions at different levels of supply chain. In the modern competitive market, many internal and external factors impact demand in different ways and make them volatile and unpredictable. Promotion is one of the factors that can have differing effects on demand dynamics and can make demand volatile not only over the promotional periods but also over the entire demand series.

We used CoV as an important, simple, and yet informative statistics to measure the relative volatility of demand time series that are impacted by promotion. We investigated the behavior of 843 SKULs that are impacted by promotions and have different levels of volatilities. We categorized demand series into three groups based on their CoV as low volatile, moderately volatile, and highly volatile. We showed that volatility of demands may significantly change the forecasting accuracy. Then, we empirically found the most suitable model for demand time series with different values of CoV.

We decomposed demand time series into baseline demand and promotional demand (uplifts because of promotion). Then, we constructed a piecewise regression model which is able to model demand uplifts during promotional periods effectively, and an ARIMA model to forecast baseline demand. This model has a closed-form prediction interval and generates reliable forecasts when demand series are volatile. We also evaluated the different type of well-established models in the literature including ARIMA, ARIMAX, ETS, ETSX, DLR, Theta and common ML algorithms, ANN and SVR to empirically evaluate their performance and robustness when demand series exhibit different levels of volatility.

We showed that among the other presented models, ARIMAX has a superior performance for low and moderately volatile products. Surprisingly, adding covariate to ETS brings about no improvement in accuracy. DLR and SVR showed similar and robust performance across different values of CoV. ANN generates better results for low volatile demand series but works poor for highly volatile demand series. We also, showed that simple statistical models can outperform some of the sophisticated ML and statistical models. Our models can be used to forecast and optimize the required inventory level when demand series are highly volatile.

For future research, there is a lot that needs both researchers and practitioners attention. As we have shown in this paper, different methods have different levels of performance under different levels of volatilities. One can analytically or empirically analyze why some models work better than others in certain conditions. An integrated approach which combines different techniques for promotional and non-promotional periods and encompasses all aspects of the relevant demand characteristics is a desirable direction for future research. The study focuses on a FMCG company in Australia’s market, this may limit the implications of findings in different industries. The research models may be examined and validated in a different context with different data set. It would be beneficial to test different ML and heuristic forecasting methods which are able to estimate the model parameters precisely against the limited amount of available historical data for promotions.

There are many different variables that govern the dynamics of demand, but it could be expensive and complicated to consider all of them. Moreover, data may not be available to use. In this paper, the price is used as there is a strong correlation between price and demand and price explains the majority of variation in demand. Considering other influential factors such as other promotional information, special events, holidays and display types and using a multivariate model would be a worthwhile avenue of investigation.
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