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Abstract

This document serves to complement our website which was developed with the aim of exposing the students to Gaussian Processes (GPs). GPs are non-parametric bayesian regression models that are largely used by statisticians and geospatial data scientists for modeling spatial data. Several open source libraries spanning from Matlab [1], Python [2], R [3] etc. are already available for simple plug-and-use. The objective of this handout and in turn the website was to allow the users to develop stand-alone GPs in Python by relying on minimal external dependencies. To this end, we only use the default python modules and assist the users in developing their own GPs from scratch giving them an in-depth knowledge of what goes on under the hood. The module covers GP inference using maximum likelihood estimation (MLE) and gives examples for 1D (dummy) spatial data.

Keywords: Gaussian Process, Applied Machine Learning, Hands-on tutorial, Spatial Modeling, MLE

\textsuperscript{*}Corresponding author

\textit{Email address: kshitij.tiwari@aalto.fi} (Kshitij Tiwari)

\textit{URL: https://sites.google.com/view/kshitijtiwari/} (Kshitij Tiwari)
## Contents

1 Gaussian Processes (GPs) .............................................. 4  
1.1 Comparison to Parametric Linear Regression ............... 4  
1.2 Notational Conventions ............................... 5  
1.3 Prior Mean and Covariance Functions ................. 5  
1.4 Posterior Mean and Covariance Functions ............ 6  
1.4.1 Noise Free Case ........................................ 6  
1.4.2 Noisy observation case ................................. 7  
1.5 Entropy ....................................................... 7  
1.6 Hyperparameters ........................................... 8  
1.7 Likelihood .................................................... 8  

2 Mathematical Tools .................................................. 9  
2.1 Need for Jitter ................................................. 9  
2.2 Avoiding Kernel Inversion .................................. 10  
2.3 Implementing Gradients ..................................... 12  

3 Hands-on Exercises with 1D GPs ...................................... 12  
3.1 Task 1: Generating the inputs and targets ................. 12  
3.2 Task 2: Now implement a function that returns the squared euclidean distance amongst all possible input pairs. The output should be a square matrix. ......................... 13  
3.3 Task 3: Now make draws from a multivariate Gaussian pdf with Mean as 0 and covariance given by the RBF Kernel from above. Start off with 1 draw and then draw 5 priors. .......... 14  
3.4 Task 4: Now, let us make a posterior for 100 samples that were not used previously for training the GP ............... 14  
3.5 Task 5: Now the confidence bounds look acceptable and we are satisfied with the data fit of the posterior GP. However, what is likely to happen should we simply decide to scale the data by a constant factor? For this task, replace \( f(x) = \sin(x) \) with \( f(x) = 5 \times \sin(x) \) to see how the GP behaves. ............ 17  
3.6 Task 6: In real world, the data available is usually noisy. What happens if we try to fit a GP to a noisy data? Add a white noise to the previously generated data and fit the original GP to the data. .......................... 18
3.7 Task 7: We have already introduced amplitude and noise parameters before or more precisely hyper-parameters. Now, using the Maximum Likelihood Estimation (MLE), try to infer the data scale $\hat{\tau} = 2\hat{\sigma}_{\text{sig}}$ that best fit the data. As a sanity check, remember that the original data was scaled by a factor of 5.

3.8 Task 8: Now, using the Maximum Likelihood Estimation (MLE), try to infer the noise variance $\hat{\sigma}_n$. Sometimes in literature these may also be referred to as nuggets which we see as the grey blobs in our figures here that represent confidence bounds.

3.9 Task 9: In order to estimate the smoothness of the variation in correlations across space, we usually utilize a parameter called spatial length scale $l$. Now, using the Maximum Likelihood Estimation (MLE), try to infer the spatial length scale $l$ and noise variance $\sigma_n$.

4 Discussion

5 Conclusions

6 Future Works

7 Acknowledgement

8 Appendix

   1 Inference using stationary GPs with RBF Kernels
   2 Entropy of GP

Listings

1 Generate input data
2 Squared Distance Function
3 Squared Exponential Kernel
4 Drawing priors from GPs
5 Scaling the Input data
6 Fitting GP to noisy observations
7 Maximum Likelihood Estimation (MLE) for $\sigma_{\text{sig}}$
8 Maximum Likelihood Estimation (MLE) for $\sigma_n$
9 Maximum Likelihood Estimation (MLE) for $l$ and $\sigma_n$
1. Gaussian Processes (GPs)

Gaussian Processes (GPs) were introduced by Carl E. Rasmussen in [4] and since then have undergone significant development. Formally speaking, GPs are a collection of random variables, a finite collection of which is a multivariate normal distribution. Although it seems like GPs are infinite dimensional entities, but, we almost never have to deal with infinite dimensions at any time. The reason being that we observe a finite-dimensional subset of infinite-dimensional data, and this finite subset follows a multivariate normal distribution.

1.1. Comparison to Parametric Linear Regression

In a linear regression problem, we try to fit a linear model to explain the relationship between the output variable $y$ and the input variable $x$. In generic terms, it can be modeled as $y = f(x) + \epsilon$ where $\epsilon$ is the irreducible reconstruction error. Since it is known a priori that the relationship is linear, the model $f(x)$ can simply be replaced by a straight line modeled by the intercept parameter $\theta_0$ and slope parameter $\theta_1$ such that $y = \theta_0 + \theta_1 x + \epsilon$. Then, the problem simply remains to fit this model to the data to infer the values of $\theta_0, \theta_1$. This model then becomes parametric.

As opposed to this, in GPs, there is no assumption about the functional form of the model that fits the data. As such, a probabilistic prior is placed over all possible models like linear, exponential etc., and a posterior is obtained to best fit the data. This approach then is non-parametric.
1.2. Notational Conventions

Let $X$ represent the set of inputs and $Y$ represent the corresponding targets. Then, $X^*$ would represent the unobserved inputs. The corresponding targets would then be represented by $Y^*$ and have to be predicted using the GP posterior. The covariance kernel is represented by $K(\cdot, \cdot)$ while $[K]_{i,j} \triangleq k(x_i, x_j)$. Let $\mu_{f|D}$ represent the posterior mean vector over $X^*$ and $K_{f|D}$ represent the corresponding posterior covariance matrix. The hyper-parameters are denoted by $\theta$. Just like the linear regression case, here it is assumed that $y = f(x) + \epsilon$ where $f(x) \sim \mathcal{GP}(\mu(\cdot), K(\cdot, \cdot))$ and $\epsilon \sim \mathcal{N}(0, \sigma_n)$.

1.3. Prior Mean and Covariance Functions

Without loss of generality, it is often assumed that the GPs have a prior mean of zero \[4\]. However, if for some situations this is not applicable, then the problem can simply be addressed by a meager change of variables\(^1\). Formally speaking, the prior mean for an input $x \in \mathcal{R}^1$ would be defined as:

$$
\mu(x) \triangleq \mathbb{E}(f(x)) \quad (1)
$$

As for the covariance, often times people know some information about how the correlations in the spatial data of interest vary. One of the most popular tools is the squared exponential kernel or the RBF kernel which explains the similarity between the targets (outputs) in terms of inverse squared law of spatial separation between the inputs. Mathematically, the squared exponential correlation between inputs $x, x'$ is given by:

$$
k(x, x') \triangleq \text{Cov}(f(x), f(x')) ,
= \mathbb{E}\{(f(x) - \mathbb{E}(f(x)))\{f(x') - \mathbb{E}(f(x'))\}\},
= \exp(-||x - x'||^2) \quad (2)
$$

It must be pointed out here that the kernel is defined only in terms of the spatial separation like that in Eq. (2) is called stationary kernel. Such kernels only depend on separation and not the absolute values of $x, x'$ which means that where ever in the domain, the spatial separation is identical, the covariance will be identical. Additionally, the correlation between inputs decays inversely as a function of distance, i.e., closer inputs are highly correlated as compared to farther inputs.

\(^1\)Since this is beyond the scope of the current handout, further details have been omitted.
1.4. Posterior Mean and Covariance Functions

Below we begin by considering a simple case of noise free observations and then extend it to noisy observation case.

1.4.1. Noise Free Case

The joint distribution of the observed and unobserved inputs $X, X^*$ respectively, is given by:

$$
\begin{bmatrix}
    f \\
    f^*
\end{bmatrix} 
\sim \mathcal{N}
\begin{bmatrix}
    0, \\
    K(X,X) & K(X,X^*) \\
    K(X^*,X) & K(X^*,X^*)
\end{bmatrix}
$$

where $K(X,X)$ represents the auto-correlation between the inputs $X$ and $K(X,X^*)$ represents the cross-correlations between the observed and unobserved inputs. Similarly, $K(X^*,X^*)$ represents auto-correlation amongst the unobserved inputs $X^*$. Shorthand for all the aforementioned kernels are $K, K^*, K^{**}$ in the respective order. These notations confirm with the coding exercise which are presented later on.

Now, in order to restrain the posterior distribution to only the functions which agree with the data, we can restrain the posterior possibilities by conditioning on the observations. This gives the posterior distribution as $p(f^*|X^*, X, f) \sim \mathcal{N}(\mu_{f|D}, K_{f|D})$ where $D = [X,Y]$ represents the training dataset and the posterior mean and covariance are explained in Eq. (4), Eq. (5) respectively.

$$
\mu_{f|D} \triangleq \begin{bmatrix}
    \mu^0 \\
    K^* T K^{-1} (f - \mu)
\end{bmatrix}
$$

Here, $\mu^*$ represents the prior mean while $\mu$ represents the mean of the noise free observations $f$. This equation can be intuitively interpreted as a correction to the prior mean by a corrector term which represents the weighted combination of kernel functions summed over each training sample $x \in X$. Eq. (4) can be seen a linear estimator with $\mu_{f|D} = K^* T \alpha_{f|D}$ for $\alpha = K^{-1}(f - \mu)$ and this infact, is the best linear unbiased estimator (BLUP).

$$
K_{f|D} \triangleq \begin{bmatrix}
    K^{**} - K^* T K^{-1} K^*
\end{bmatrix}
$$

This equation clearly shows the reduction in variance as more evidence is acquired from observations. From Eq. (5), it is evident that the posterior
covariance does not depend on the observations which is the case of Eq. (4). However, it must be noted that there is an indirect dependence on the observations since the hyper-parameters of the kernel encode the relationships from observations. For a proof-sketch, refer to Theorem 2 in the Appendix.

1.4.2. Noisy observation case

When the observations are noisy, which is usually the case in real-world, the joint posterior must consider the noisy observations. Then, the revised joint posterior is given by:

$$ Y^* \sim N \left( 0, \begin{bmatrix} K + \sigma_n^2 I & K^* \\ K^*^T & K^{**} \end{bmatrix} \right) $$

The predictive equations are now given by:

$$ \mu_{Y|D} \triangleq \begin{bmatrix} \mu^* \\
0 
\end{bmatrix} + \begin{bmatrix} K^*^T \end{bmatrix} \left( [K + \sigma_n^2 I]^{-1} (Y - \mu) \right) $$

$$ K_{Y|D} \triangleq \begin{bmatrix} K^{**} - K^{*} \begin{bmatrix} K + \sigma_n^2 I \end{bmatrix}^{-1} K^* \\
\begin{bmatrix} \mu \\
0 
\end{bmatrix}
\end{bmatrix} \quad (7) $$

In Eq. (7) $\mu^*$ represents the prior mean of the test inputs $X^*$ while $\mu$ represents the mean of the noisy observations $Y$.

1.5. Entropy

The strength of GPs not only lies in the fact that they can be easily generalized to variety of spatial data by adjusting the nature of covariance kernel but also the fact that they give a measure of uncertainty. For model like Neural Networks, external methods need to be additionally deployed to measure the confidence of the model over its predictions but GPs already provide a measure of uncertainty i.e., Entropy. Mathematically, it is given by:

$$ \mathcal{H} \triangleq \frac{1}{2} \left( 2\pi \log e \sigma^2(\cdot) \right) $$

$$ = 0.5 \times (2\pi e) + \log(\sigma(\cdot)) $$

(8)

For a proof sketch, the readers are referred to Section 2.
1.6. Hyperparameters

So far, we assumed that the distribution of the GP prior was a priori given as given in Eq. (2). However, the prior distribution itself has free parameters called the hyperparameters (HPs). These include $\sigma_{\text{sig}}$ which represents the amplitude of the signal, $\sigma_n^2$ which represents the noise variance. Besides these, there is an additional parameter called length-scale ($l$) which represents the degree of smoothness of the covariance across the input space but has not been considered here. Thus, for the scope of this course, $\theta \triangleq \{\sigma_{\text{sig}}, \sigma_n\}$ and the noisy observations $Y \sim \mathcal{N}(0, \Sigma)$, where

$$
\Sigma \triangleq \sigma_{\text{sig}}^2 \begin{bmatrix} K & \ast \\ \ast & I \end{bmatrix} + \sigma_n^2 I
$$

(9)

In order to accommodate the rate of decay of correlations across space, sometimes an additional hyper-parameter called the length scale ($l$) is incorporated as follows:

$$
\Sigma(x, x') \triangleq \sigma_{\text{sig}}^2 \exp \left( \frac{-||x - x'||^2}{l} \right) + \sigma_n^2 I
$$

(10)

1.7. Likelihood

We started off with a 1-D prior and directly landed up with a posterior. However, as per Bayes rule, for carrying out Bayesian inference we have $\text{Posterior} \propto \text{likelihood} \times \text{prior}$.

So, what happened to the likelihood?

Likelihood, by definition, explains how likely it is to see the data points given the model that generated the data. First, let us consider a noise free case. Thus, we know that the data generating process is given by: $Y \sim \mathcal{N}(0, \sigma_{\text{sig}}^2 K(\cdot, \cdot))$. The likelihood of this data generating MVN-pdf is then given by,

$$
\mathcal{L} = \frac{1}{(2\pi \sigma_{\text{sig}}^2)^{\frac{n}{2}} |K|^{\frac{1}{2}}} \exp \left\{ \frac{-1}{2\sigma_{\text{sig}}^2} Y^T K^{-1} Y \right\}
$$

(11)

where $n = \#(X)$ represents the cardinality i.e., the number of observed inputs. Taking the log of this, we get the log-likelihood which is given by:
\[
\mathcal{LL} = -\frac{n}{2} \log(2\pi) - \frac{n}{2} \log(\sigma_{\text{sig}}^2) - \frac{1}{2} \log |\mathcal{K}| - \frac{1}{2\sigma_{\text{sig}}^2} Y^T \mathcal{K}^{-1} Y \tag{12}
\]

In Eq. (18), the *complexity* term penalizes the unnecessarily complicated models from being fit to the data i.e., Occam’s razor principle while the *data fit* terms penalizes the volume of the prior covariance. Now that the log-likelihood is defined, we can use this to learn \( \theta \) by maximizing the log-likelihood using the type-II maximum likelihood estimation (MLE).

2. Mathematical Tools

In this section, we explain the key mathematical tools that are required to understand and efficiently implement the GP inference.

2.1. Need for Jitter

When the entries of the rows of a covariance matrix are very similar, matrix becomes ill-conditioned and inversion is also unstable (although we strictly advise not to attempt inversion). We first define the *condition number* (\( \text{cond} \)) which can be used to evaluate how poorly conditioned is the matrix.

**Definition 2.1 (Condition Number (con)).** Consider the covariance matrix where the entries of the first 2 rows are too similar as shown:

\[
\begin{bmatrix}
1 & 0.9999 & 0 & 0 \\
0.9999 & 1 & 0 & 0 \\
0 & 0 & 1 & 0.1 \\
0 & 0 & 0.1 & 1 \\
\end{bmatrix}
\]

Then, \( \text{con} = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \) where \( \lambda \) represents the eigen values. In this case \( \text{con} = 19999 \) and higher the value, the more ill-conditioned the matrix becomes.

Now the conditioning problem can be addressed by adding a small positive quantity to the diagonal entries as shown:

\[
\begin{bmatrix}
1.01 & 0.9999 & 0 & 0 \\
0.9999 & 1.01 & 0 & 0 \\
0 & 0 & 1.01 & 0.1 \\
0 & 0 & 0.1 & 1.01 \\
\end{bmatrix}
\]

The revised \( \text{con} = 199 \) since the entries are now sufficiently dissimilar.

**N.B.:** Jitter essentially is adding noise to the data and hence adding unnecessarily large noise to data can dilute the informativeness of the data. Thus, the jitter must always be kept sufficiently small to avoid numerical instabilities whilst retaining the information to be processed.
2.2. Avoiding Kernel Inversion

In Eq. (5), we can see that the kernel $K$ needs to be inverted. Actually, inverting the kernel incurs the computational complexity of $O(n^3)$ for a kernel of size $n \times n$. This grows exponentially as the size of kernel increases and this can be easily avoided by using Cholesky decomposition [5] instead which has the computational complexity of $O(n^3)$ but inverting the Cholesky factor only incurs $O(n^2)$.

**Example 2.1** (Cholesky Decomposition). In this example, we will use Cholesky decomposition to solve a system of equations as opposed to direct matrix inversion which is computationally costlier as the size of matrix grows. Consider the following system of linear equations:

$$
\begin{align*}
  x_1 - x_2 + 2x_3 &= 17, \\
  -x_1 + 5x_2 - 4x_3 &= 31, \\
  2x_1 - 4x_2 + 6x_3 &= -5
\end{align*}
$$

(13)

In the matrix-vector notation, this can be written down as:

$$
\begin{bmatrix}
  1 & -1 & 2 \\
  -1 & 5 & -4 \\
  2 & -4 & 6
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{bmatrix}
=
\begin{bmatrix}
  17 \\
  31 \\
  -5
\end{bmatrix}

(14)

Now, a shorthand representation would be $A \mathbf{x} = \mathbf{b}$ where $A$ represents the coefficient matrix, $\mathbf{x}$ represents the vector of variables and $\mathbf{b}$ represents the vector of constants as also marked in Eq. (14). Notice that the matrix $A$ is symmetric positive definite and hence the Cholesky decomposition can be utilized. If this was not the case, then a more generic variant called LU decomposition can be used herewith.

Mathematically,

$$
A \mathbf{x} = \mathbf{b} \equiv LU \mathbf{x} = \mathbf{b}

(15)
$$

Here $LU$ refers to the L and U factor matrices of $A$. For this example,

$$
L = \begin{bmatrix}
  1 & 0 & 0 \\
  -1 & 2 & 0 \\
  2 & -1 & 1
\end{bmatrix}

(16)
and

\[ U = \begin{bmatrix} 1 & -1 & 2 \\ 0 & 2 & -1 \\ 0 & 0 & 1 \end{bmatrix} \] (17)

Then, the system of equations can be written as:

\[
\begin{bmatrix}
  1 & 0 & 0 \\
  -1 & 2 & 0 \\
  2 & -1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
  y_1 \\
  y_2 \\
  y_3 \\
\end{bmatrix}
= \begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
\end{bmatrix}
= \begin{bmatrix}
  17 \\
  31 \\
  -5 \\
\end{bmatrix} \] (18)

Now, to solve the original system of equations, we first solve the intermediate step of \( LU\vec{x} = \vec{b} \). For this, let \( U\vec{x} = \vec{y} \) and solve \( L\vec{y} = \vec{b} \). Once, the solution \( \vec{y} \) is obtained, substitute that back to get the values of \( \vec{x} \). For this example, we have

\[
\begin{bmatrix}
  1 & 0 & 0 \\
  -1 & 2 & 0 \\
  2 & -1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
  y_1 \\
  y_2 \\
  y_3 \\
\end{bmatrix}
= \begin{bmatrix}
  17 \\
  31 \\
  -5 \\
\end{bmatrix} \] (19)

Solving which gives us

\[
\begin{bmatrix}
  y_1 \\
  y_2 \\
  y_3 \\
\end{bmatrix}
= \begin{bmatrix}
  17 \\
  24 \\
  -15 \\
\end{bmatrix} \] (20)

This implies that,

\[
\begin{bmatrix}
  1 & -1 & 2 \\
  0 & 2 & -1 \\
  0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
\end{bmatrix}
= \begin{bmatrix}
  17 \\
  24 \\
  -15 \\
\end{bmatrix} \] (21)

Solving this, finally returns the original unknown as:

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
\end{bmatrix}
= \begin{bmatrix}
  51.5 \\
  4.5 \\
  -15.0 \\
\end{bmatrix} \] (22)
Owing to the sparsity of the upper and lower triangular factors, matrix manipulations are much more memory efficient. Also, note that \( U = L^T \) and thus, computationally only one factor needs to be computed and stored in memory. For the other factor, the previous one simply needs to be transposed. Like this, the need for actual matrix inversion can be by-passed in a computationally efficient and stable way.

2.3. Implementing Gradients

We need to differentiate the kernel with respect to each of its hyperparameters to deduce the optimal values using the *Maximum Likelihood Estimation*. The derivations are given in Eq. (.16)-Eq. (.17) in the Appendix.

3. Hands-on Exercises with 1D GPs

In this section, we present the detailed discussions of the hands-on programming exercises. For the ease of understanding, we begin with the simplest case of 1 dimensional analysis. Thus, our inputs \( x \in \mathbb{R}^1 \) and targets \( y \in \mathbb{R}^1 \).

3.1. Task 1: Generating the inputs and targets

```python
# Import all necessary modules here
import numpy as np
import math
import matplotlib.pyplot as pl
from scipy.optimize import fmin_l_bfgs_b as bfgs
from scipy.optimize import minimize

# Number of data samples
numObs = 8  # Number of Observations
numTest = 100  # Number of testing inputs

# Jitter Quantities
eps = 1.49e-08  ## really small jitter for numerical stability

# Noiseless training data
Xtrain = np.linspace(start=0, stop=2*math.pi, num=numObs)[:, np.newaxis]  # Training Inputs
ytrain = np.sin(Xtrain)  # Training Targets

fig, ax = pl.subplots()
```
Listing 1: Generate input data

3.2. Task 2: Now implement a function that returns the squared euclidean
distance amongst all possible input pairs. The output should be a square
matrix.

Listing 2: Squared Distance Function
3.3. Task 3: Now make draws from a multivariate Gaussian pdf with Mean as 0 and covariance given by the RBF Kernel from above. Start off with 1 draw and then draw 5 priors.

```python
np.random.seed(1)  # set seed for consistency

DXtest = Sq_Euclid_DistMat(Xtest, Xtest)
K_ss = np.exp(-DXtest)  # Auto-correlation between test points K(X*,X*)

# Get the lower cholesky factor of the covariance matrix
L = np.linalg.cholesky(K_ss + eps * np.eye(numTest))

## Make 1 draw
f_prior1 = np.dot(L, np.random.normal(size=(numTest, 1)))

# Plotting the drawn prior.
fig, ax = plt.subplots()
plt.plot(Xtest, f_prior1)
plt.title('One sample from the GP prior')
plt.show()
fig.savefig('..//Figures/1Draw.png', bbox_inches='tight')

## Make 5 draws
f_prior5 = np.dot(L, np.random.normal(size=(numTest, 5)))

# Plotting all 5 priors.
fig, ax = plt.subplots()
plt.plot(Xtest, f_prior5)
plt.title('Five samples from the GP prior')
plt.show()
```

Listing 3: Squared Exponential Kernel

3.4. Task 4: Now, let us make a posterior for 100 samples that were not used previously for training the GP.

```python
# Generate all necessary kernels for predictions
D = Sq_Euclid_DistMat(Xtrain, Xtrain)  # Squared Euclidean Distance
K = np.exp(-D + np.diag(eps * np.ones(numObs)))  # K(X,X)
fig, ax = plt.subplots()
plt.imshow(K)
ax.set_ymlim(ax.get_ymlim()[::-1])
plt.colorbar()
plt.title(u'\$K(X,X)\$')
```

Listing 3: Squared Exponential Kernel
Figure 2: Drawing 1 sample from the GP Prior.

Figure 3: Drawing 5 samples from the GP Prior.
fig, ax = plt.subplots()
plt.imshow(Kss)
ax.set_ymlim(ax.get_ymlim()[::−1])
plt.colorbar()
plt.title(u'$K(X^*,X^*)$')

# Apply the kernel function to our training points
L = np.linalg.cholesky(K) # lower cholesky factor

# Compute the mean at our test points.
DX = Sq_Euclid_DistMat(Xtrain, Xtest)
Ks = np.exp(−DX) # Cross Correlation between test and train inputs
fig, ax = plt.subplots()
plt.imshow(Ks)
ax.set_ymlim(ax.get_ymlim()[::−1])
plt.colorbar()
plt.title(u'$K(X,X^*)$')

Lk = np.linalg.solve(L, Ks)
mu = np.dot(Lk.T, np.linalg.solve(L, ytrain)).reshape((numTest,))

# Compute the standard deviation to find the upper and lower Quantiles
s2 = np.diag(Kss) − np.sum(Lk**2, axis=0) # variance
stdv = np.sqrt(s2) # std deviation

# Draw samples from the posterior at the test points.
L = np.linalg.cholesky(Kss+eps*np.eye(numTest) − np.dot(Lk.T, Lk)) # add small jitter to keep the kernel psd
f_post = mu.reshape(−1,1) + np.dot(L, np.random.normal(size=(numTest,3)))

# Generate Plots
fig, ax = plt.subplots()
plt.plot(Xtrain, ytrain, 'bs', ms=8, label=u'$f(x) = \sin(x)$') # Original Data
plt.plot(Xtest, f_post) # Posterior Samples
plt.gca().fill_between(Xtest.flat, mu−2*stdv, mu+2*stdv, color='#dddddd', label='95% CI') # 95% CI
plt.plot(Xtest, mu, 'r−−', lw=2, label=u'$\mu$') # Posterior Mean
3.5. Task 5: Now the confidence bounds look acceptable and we are satisfied with the data fit of the posterior GP. However, what is likely to happen should we simply decide to scale the data by a constant factor? For this task, replace \( f(x) = \sin(x) \) with \( f(x) = 5 \times \sin(x) \) to see how the GP behaves.

```python
yScaled = 5*np.sin(Xtrain) # Scaled Targets

# Apply the kernel function to our training points
D = Sq_Euclid_DistMat(Xtrain, Xtrain) # Squared Euclidian Distance
K = np.exp(-D + np.diag(eps*np.ones(numObs))) # K(X,X)
L = np.linalg.cholesky(K) # lower cholesky factor
muScaled = np.dot(Lk.T, np.linalg.solve(L, yScaled)).reshape((numTest,))
```

Figure 4: 1D Posterior.
# Compute the standard deviation to find the upper and lower Quantiles
s2 = np.diag(Kss) - np.sum(Lk**2, axis=0)
stdv = np.sqrt(s2)

# Draw samples from the posterior at the test points.
L = np.linalg.cholesky(Kss + 1e-6*np.eye(numTest) - np.dot(Lk.T, Lk))
f_post = muScaled.reshape(-1,1) + np.dot(L, np.random.normal(size=(numTest,3)))

# Generate Plots
fig, ax = pl.subplots()
pl.plot(Xtrain, yScaled, 'bs', ms=8, label=u'$f(x) = 5*\sin(x)$')
pl.plot(Xtest, f_post) # Posterior Samples
pl.gca().fill_between(Xtest.flat, muScaled-2*stdv, muScaled+2*stdv, color="#dddddd", label='95% CI') # 95% CI
pl.plot(Xtest, muScaled, 'r--', lw=2, label=u'$\mu$') # Posterior Mean
ax.legend(loc='best', fancybox=True, framealpha=0.5)
pl.title('Fitting original GP to scaled data')
pl.show()

---

3.6. Task 6: In real world, the data available is usually noisy. What happens if we try to fit a GP to a noisy data? Add a white noise to the previously generated data and fit the original GP to the data.

```python
# Generate noisy targets
noise_scale = 0.4
noise_mean = 0 # zero mean gaussian noise
noise_var = 1 # true variance of noise being added
noise = noise_scale * np.random.normal(noise_mean, noise_var, numObs)[:, np.newaxis]
Y_noisy = ytrain + noise # Noisy targets

# Fitting the original GP here.
D = Sq_Euclid_DistMat(Xtrain, Xtrain) # Squared Euclidean Distance
K = np.exp(-D + np.diag(eps*np.ones(numObs))) # K(X,X)
L = np.linalg.cholesky(K) # lower cholesky factor
muNoisy = np.dot(Lk.T, np.linalg.solve(L, Y_noisy)).reshape((numTest,))
```

Listing 5: Scaling the Input data
# Compute the standard deviation to find the upper and lower Quantiles
s2 = np.diag(K_ss) - np.sum(Lk**2, axis=0)
stdv = np.sqrt(s2)

# Draw samples from the posterior at the test points.
L = np.linalg.cholesky(K_ss + 1e-6*np.eye(numTest) - np.dot(Lk.T, Lk))
f_post = muNoisy.reshape(-1,1) + np.dot(L, np.random.normal(size=(numTest,3)))

# Generate Plots
fig, ax = pl.subplots()
pl.plot(Xtrain, Y_noisy, 'bs', ms=8, label=u'$f(x) = \sin(x) + \epsilon$') # Original Data
pl.plot(Xtest, f_post) # Posterior Samples
pl.gca().fill_between(Xtest.flat, muNoisy-2*stdv, muNoisy+2*stdv, color="#dddddd", label='95% CI') # 95% CI
pl.plot(Xtest, muNoisy, 'r--', lw=2, label=u'$\mu$') # Posterior Mean
ax.legend(loc='best', fancybox=True, framealpha=0.5)
pl.title('Fitting original GP to noisy data')
3.7. Task 7: We have already introduced amplitude and noise parameters before or more precisely hyper-parameters. Now, using the Maximum Likelihood Estimation (MLE), try to infer the data scale $\hat{\tau} = 2\hat{\sigma}_{\text{sig}}$ that best fit the data. As a sanity check, remember that the original data was scaled by a factor of 5.

```python
c = np.linalg.inv(np.linalg.cholesky(K))
Ci = np.dot(c.T, c)

sigma_sigSq = np.dot(np.dot((yScaled).T,Ci),yScaled) / numObs
EstDataScale = 2*np.sqrt(sigma_sigSq)
print("Data Scale Estimated as: ",EstDataScale[0][0])
```

# Now fit the scaled GP to scaled data
# Apply the kernel function to our training points
D = Sq_Euclid_DistMat(Xtrain,Xtrain) # Squared Euclidean Distance
K = np.exp(-D + np.diag(eps*np.ones(numObs)))  # K(X,X)
L = np.linalg.cholesky(K)  # lower cholesky factor
muScaled = np.dot(Lk.T, np.linalg.solve(L, yScaled)).reshape((numTest,))

# Compute the standard deviation to find the upper and lower Quantiles
s2 = sigma_sigSq[0]*(np.diag(K_ss) - np.sum(Lk**2, axis=0))
stdv = np.sqrt(s2)

# Draw samples from the posterior at the test points.
L = np.linalg.cholesky(K_ss + 1e-6*np.eye(numTest) - np.dot(Lk.T, Lk))
f_post = muScaled.reshape(-1,1) + np.dot(L, np.random.normal(size=(numTest,3)))

# Generate Plots
fig, ax = plt.subplots()
pl.plot(Xtrain, yScaled, 'bs', ms=8, label=u'$f(x) = 5*\sin(x)$')  # Original Data
pl.plot(Xtest, f_post)  # Posterior Samples
pl.gca().fill_between(Xtest.flat, muScaled-2*stdv, muScaled+2*stdv, color='#dddddd', label='95% CI')  # 95% CI
pl.plot(Xtest, muScaled, 'r--', lw=2, label=u'$\mu$')  # Posterior Mean
ax.legend(loc='best', fancybox=True, framealpha=0.5)
pl.title('Fitting scaled GP to scaled data')
pl.show()

Listing 7: Maximum Likelihood Estimation (MLE) for $\sigma_{\text{sig}}$

3.8. Task 8: Now, using the Maximum Likelihood Estimation (MLE), try to infer the noise variance $\hat{\sigma}_n$. Sometimes in literature these may also be referred to as nuggets which we see as the grey blobs in our figures here that represent confidence bounds.

def nll_n(sig_n, DistMat, Y):
    
    Function to obtain the negative log likelihood for the noise
    HP
    sig_n: noise std. dev
    DistMat: Pairwise Euclidean Distance Matrix
    Y: List of targets/ Observations
Figure 7: Fitting scaled GP to scaled noise-free targets.

```python
return -ll
'
K = np.exp(-DistMat) + np.diag(sig_n**2*np.ones(numObs))
c = np.linalg.inv(np.linalg.cholesky(K))
 Ki = np.dot(c.T,c)
(sign, logdetK) = np.linalg.slogdet(K)
ll = -numObs/2 * np.log(np.dot(Y.T,(np.dot(Ki,Y)))) - 1/2 * logdetK
return -ll
def gnl1_n (sig_n ,DistMat ,Y):
  
  Function to obtain gradient of negative log-likelihood for the noise HP
  sig_n: noise std. dev
  DistMat: Pairwise Euclidean Distance Matrix
  Y: List of targets/ Observations

  :return: negative gradients of negative log likelihood -dll
  
  K = np.exp(-DistMat) + np.diag(sig_n**2*np.ones(numObs))
c = np.linalg.inv(np.linalg.cholesky(K))
Ki = np.dot(c.T,c)
KiY = np.dot(Ki,Y)
```
30 \[ dll = \frac{(\text{numObs})}{2} \ast \text{np.dot}(\text{KiY}.T, \text{KiY})/(\text{np.dot}(\text{Y}.T, \text{KiY})) - \frac{1}{2} \ast (\text{np.sum}(\text{np.diag} \text{(Ki)))) \]

\[ \text{return} \ -dl \]

33 \[ \text{YScaled} \_\text{noisy} = \text{yscaled} + \text{noise} \quad \# \text{Noisy scaled targets} \]

\[ \text{noise} \_\text{bounds} = [(\text{eps}, \text{np.var}(\text{YScaled} \_\text{noisy}))] \quad \# \text{lower and upper-bounds for noise variance} \]

\[ \text{initial} \_\text{guess} = 0.1 \ast \text{np.var}(\text{YScaled} \_\text{noisy}) \]

\[ \text{DistMat} = \text{Sq.Euclid} \_\text{DistMat}(\text{Xtrain}, \text{Xtrain}) \]

\[ \text{res} = \text{minimize}(\text{nll} \_\text{n}, \text{initial} \_\text{guess}, \text{args}=(\text{DistMat}, \text{YScaled} \_\text{noisy}) \]

\[ \quad \text{method}="\text{L-BFGS-B}" , \]

\[ \quad \text{jac} = \text{gnll} \_\text{n}, \text{bounds} = \text{noise} \_\text{bounds}, \text{options}={', 'maxiter':1000, 'gtol':1e\text{-}6, 'disp':True}) \]

\[ \text{sig} \_\text{n} = \text{np.sqrt}(\text{res} \_\text{x}[0]) \quad \# \text{Noise std. dev} \]

\[ \text{print}("\text{Optimal Noise Hyper-parameter: ", \text{sig} \_\text{n}) \quad \# \text{best theta} \]

\[ \text{print}("\text{Optimal Negative Log-Likelihood: ", \text{res} \_\text{fun}[0][0]) \quad \# \text{log marginal likelihood} . \]

\[ \text{print}("\text{Convergence Status: ", \text{res} \_\text{message}) \]

\[ \text{print}("\text{No. of Evaluations: ", \text{res} \_\text{nfew}) \]

\# Plug back to find \( \tau_{\hat{}}^2 \)

\[ \text{K} = \text{np.exp}(-\text{DistMat}) + \text{np.diag}(\text{sig} \_\text{n}^\ast2 \ast \text{np.ones}(\text{numObs})) \]

\[ \text{c} = \text{np.linalg.inv}(\text{np.linalg.cholesky}(\text{K})) \]

\[ \text{Ki} = \text{np.dot}(\text{c}.T, \text{c}) \]

\[ \text{sigma} \_\text{sigSq} = \text{np.dot}(\text{np.dot}((\text{YScaled} \_\text{noisy}).T, \text{Ci}), \text{YScaled} \_\text{noisy}) \]

\[ / \text{numObs} \]

\[ \text{EstDataScale} = 2 \ast \text{np.sqrt}(\text{sigma} \_\text{sigSq}) \]

\[ \text{print}("\text{Data Scale Estimated as: ", \text{EstDataScale}[0][0]) \]

Listing 8: Maximum Likelihood Estimation (MLE) for \( \sigma_n \)

3.9. Task 9: In order to estimate the smoothness of the variation in correlations across space, we usually utilize a parameter called spatial length scale \( l \). Now, using the Maximum Likelihood Estimation (MLE), try to infer the spatial length scale \( l \) and noise variance \( \sigma_n \).

```python
def nll(params, DistMat, Y):
    
    # Function to obtain the negative log likelihood for the length scale and noise
    # params: length scale and noise std.dev as a list
    # DistMat: Pairwise Euclidean Distance Matrix
    # Y: List of targets/ Observations

    :return: negative log likelihood -ll
```
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length_scale = params[0]  ## Account for length scale here
sig_n = params[1]  ## Noise std. deviation
K = np.exp(-DistMat/length_scale) + np.diag(sig_n**2*np.ones(numObs))  ## Note the change here
c = np.linalg.inv(np.linalg.cholesky(K+eps*(np.eye(numObs))) )
Ki = np.dot(c.T,c)
(sign, logdetK) = np.linalg.slogdet(K)
l1 = -numObs/2 * np.log(np.dot(Y.T,(np.dot(Ki,Y)))) - 1/2 * logdetK
return -l1

def gnll(params,DistMat,Y):
    #
    length_scale = params[0]  ## Account for length scale here
    sig_n = params[1]
    K = np.exp(-DistMat/length_scale) + np.diag(sig_n**2*np.ones(numObs))  ## Note the change here
    c = np.linalg.inv(np.linalg.cholesky(K+eps*(np.eye(numObs))) )
    Ki = np.dot(c.T,c)
    KiY = np.dot(Ki,Y)
dotK = np.dot(K,DistMat)/(length_scale**2)

    # Compute derivatives for both components separately
    dll_ls = (numObs)/2 * np.dot(KiY.T,np.dot(dotK,KiY))/(np.dot(Y.T,KiY)) -
             (1/2)*(np.sum(np.diag(np.dot(Ki,dotK)))))  # for length scale
    dll_n = (numObs)/2 * np.dot(KiY.T,KiY)/(np.dot(Y.T,KiY)) -
             1/2*(np.sum(np.diag(Ki)))  # for noise
    return np.concatenate((dll_ls, dll_n), axis=0)

initial_guess = [(0.1,0.1*np.var(YScaled_noisy))]
HP_bounds = ((eps, 10),(eps, np.var(YScaled_noisy)))]
Listing 9: Maximum Likelihood Estimation (MLE) for \( l \) and \( \sigma_n \)

4. Discussion

Here, we discuss the results obtained above after performing the programming exercises. We obtained posterior (predictive distribution) for the dummy 1D data and this is shown in Fig. 3.4. Here, the predictor is interpolating over the data and the “football” like shapes represent the error bars. There is almost no error in prediction at the observations (blue squares) but the errors get bigger as the predictor tries to make a prediction farther away from the observations. This can be attributed to the fact that the correlation decays as the spatial separation increases between the observations and the test point. Thus, if the prediction is to be made at test points that are sufficiently far away, the predictor gets more uncertain about the predictions. However, the predictive mean is always mean-reverting (converges back to zero). In Fig. 3.5, we tried to fit the original GP with an amplitude of 1 to a data with a larger amplitude. Although, the posterior seems to follow the trend appropriately but the truth is revealed when the confidence quantiles are analyzed. Despite being able to fit the posterior mean perfectly, the choice of the wrong prior took its toll. The GP here, is underestimating its variance (over confident) which is not good for practical applications. This, was easily rectified by either scaling the GP by eye-ball ing or performing MLE.

5. Conclusions

The aim of this document was to give a crash-course to its users pertaining to the domain of Gaussian Processes (GPs). We sincerely hope that by
the end of this crash course, the users will be able to understand how the GPs work instead of simply deploying them as black boxes. All the code provided herewith is available in an interactive environment on our website. The users are encouraged to try and tinker with the code to enhance their understanding and customize the implementation to their liking.

6. Future Works

In the further courses in this series, we will focus on extending the input dimension to $2D$ data with $1D$ targets and provide with hands-on exercises yet again. We will also improve upon our existing course based on the user feedback we accrue with the passage of time. If you wish to contribute, please fill out the contribution request form on our website to let us know what and how you would like to contribute.
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8. Appendix

.1. Inference using stationary GPs with RBF Kernels

Lemma .1 (Inverse of Partitioned Matrix). If \( A \) is non-singular \( n \times n \) matrix partitioned as \( A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \). Then, the inverse of this partitioned matrix is given by:

\[
A^{-1} = \begin{bmatrix} (A_{11} - A_{12}A^{-1}_{22}A_{21})^{-1} & - (A_{11} - A_{12}A^{-1}_{22}A_{21})^{-1}A_{12}A^{-1}_{22} \\ -(A_{22} - A_{21}A^{-1}_{11}A_{12})^{-1}A_{21}A^{-1}_{11} & (A_{22} - A_{21}A^{-1}_{11}A_{12})^{-1} \end{bmatrix}
\]  

(.1)

Proof. For proof sketch, please refer to [6].

Theorem .2 (Posterior over Exponential Kernels). Given a training dataset \( D = [X,Y] \) where \( X \) represents the inputs in \( \mathbb{R}^n \) and \( Y \in \mathbb{R}^m \) \((m \ll n)\) represent the corresponding targets, a GP model can predict the measurements for any previously unobserved set of inputs \((X^*)\) using the predictive distribution \( p(y^*|X^*, D) \sim \mathcal{N}(\mu_{Y^*|D}, K_{Y^*|D}) \). Here,

\[
\mu_{Y^*|D} = \mu^0 + K^{*T}K^{-1}(Y - \mu) \\
K_{Y^*|D} = K^{**} - K^{*T}K^{-1}K^*
\]  

(.2)

Proof. Our noisy observations \( \{(x_i, y_i)\}_{i=1}^N \) for \( x \in \mathbb{R}^D \) and \( y \in \mathbb{R}^1 \) can be represented using some latent function \( f \) as:

\[
y_i = f(x_i) + \epsilon_i
\]  

(.3)

where \( f \sim GP(\mu(\cdot), k_f(\cdot, \cdot)) \)\(^2\) and \( \epsilon_i \sim \mathcal{N}(0, \sigma^2) \). Consider a set of observed inputs \( x \in X \) and unobserved inputs \( x^* \in X^* \). Since the sum of independent

\[\text{Here } k_f \text{ represents the kernel such that } \text{cov}(f(x), f(x')) = k_f(x, x')\]
Gaussian random variables is also Gaussian, we have:

\[
\begin{bmatrix}
    y \\
    y^*
\end{bmatrix} = \begin{bmatrix}
    f(x) \\
    f(x^*)
\end{bmatrix} + \begin{bmatrix}
    \varepsilon \\
    \varepsilon^*
\end{bmatrix}
\]

\[
= \mathcal{N}\left(\begin{bmatrix}
    \mu \\
    \mu^*
\end{bmatrix}, \begin{bmatrix}
    \mathcal{K}(X, X) & \mathcal{K}(X, X^*) \\
    \mathcal{K}(X^*, X) & \mathcal{K}(X^*, X^*)
\end{bmatrix}\right) + \mathcal{N}\left(\begin{bmatrix}
    0 \\
    0
\end{bmatrix}, \begin{bmatrix}
    \sigma^2 I & 0 \\
    0 & \sigma^2 I
\end{bmatrix}\right)
\]

\[
= \mathcal{N}\left(\begin{bmatrix}
    \mu \\
    \mu^*
\end{bmatrix}, \begin{bmatrix}
    \mathcal{K}(X, X) + \sigma^2 I & \mathcal{K}(X, X^*) \\
    \mathcal{K}(X^*, X) & \mathcal{K}(X^*, X^*) + \sigma^2 I
\end{bmatrix}\right)
\]

(4)

Let \( A = \begin{bmatrix}
    \mathcal{K} + \sigma^2_n I & \mathcal{K}(X, X^*) \\
    \mathcal{K}(X, X^*)^T & \mathcal{K}(X^*, X^*)
\end{bmatrix} \) represent the partitioned matrix used above and \( V = A^{-1} \) represent the inverse of such matrix. Then, from Lemma .1, we can obtain the inverse of this partitioned matrix such that:

\[
V = A^{-1} = \begin{bmatrix}
    V & V^* \\
    V^*^T & V^{**}
\end{bmatrix}
\]

(5)

which yields the following quantities,

\[
V = (\mathcal{K} + \sigma^2_n I - \mathcal{K}^* \mathcal{K}^{**-1} \mathcal{K}^*)^{-1},
\]

\[
V^* = -(\mathcal{K} + \sigma^2_n I - \mathcal{K}^* \mathcal{K}^{**-1} \mathcal{K}^*)^{-1} \mathcal{K}^* \mathcal{K}^{**-1},
\]

\[
V^{*^T} = -(\mathcal{K}^{**} - \mathcal{K}^* \mathcal{K}^* \mathcal{K}^* [\mathcal{K} + \sigma^2_n I]^{-1} \mathcal{K}^* \mathcal{K}^{-1},
\]

\[
V^{**} = (\mathcal{K}^{**} - \mathcal{K}^* \mathcal{K}^* \mathcal{K}^* [\mathcal{K} + \sigma^2_n I]^{-1} \mathcal{K}^*)^{-1}.
\]

(6)

So, the posterior on \( Y^* \) is now given by the conditional probability \( p[y^* \in Y^*|X^*, D] \) which can be expanded as:

\[
p[y^* \in Y^*|X^*, D] = \frac{1}{\zeta_1} \cdot \exp\left\{ -\frac{1}{2} \left( \begin{bmatrix}
    Y^* \\
    Y
\end{bmatrix} - \begin{bmatrix}
    \mu^* \\
    \mu
\end{bmatrix}\right)^T \begin{bmatrix}
    V & V^* \\
    V^*^T & V^{**}
\end{bmatrix} \left( \begin{bmatrix}
    Y^* \\
    Y
\end{bmatrix} - \begin{bmatrix}
    \mu^* \\
    \mu
\end{bmatrix}\right)\right\}
\]

(7)

where, \( \zeta_1 \) is the normalization constant independent of \( Y^* \).
We will now expand the expression within the \( \exp \{ \cdot \} \) in an attempt to simplify it. Thus far, we have:

\[
\begin{align*}
(Y^* - \mu^*)^T V^{**} (Y^* - \mu^*) + (Y^* - \mu^*)^T V^*^T (Y - \mu) \\
+ (Y - \mu)^T V^* (Y^* - \mu^*) + (Y - \mu)^T V (Y - \mu)^T
\end{align*}
\] (8)

We will retain only the terms dependent on \( Y^* \) to get:

\[
p[y^* \in Y^*|X^*, D] = \frac{1}{\zeta_2} \exp \left( -\frac{1}{2} \left[ Y^*^T V^{**} Y^* - 2 Y^*^T V^* \mu^* + 2 Y^*^T V^* (Y - \mu) \right] \right)
\] (9)

By completing the square, we can further simplify the expression to:

\[
p[y^* \in Y^*|X^*, D] = \frac{1}{\zeta_3} \exp \left( -\frac{1}{2} (Y^* - \mu_{Y^*|D})^T V^{**} (Y^* - \mu_{Y^*|D}) \right)
\] (10)

where \( \mu_{Y^*|D} = \mu^* - V^{**-1} V^*^T (Y - \mu) \).

Thus,

\[
p[y^* \in Y^*|X^*, D] \sim N(\mu_{Y^*|D}, V^{**-1})
\] (11)

Now, plugging Eq. (6) above, we get:

\[
\mu_{Y^*|D} = \mu^* - V^{**-1} V^*^T (Y - \mu)
\]
\[
= \mu^* + (\mathcal{K}^{**} - \mathcal{K}^*^T [\mathcal{K} + \sigma_n^2 I]^{-1} \mathcal{K}^*)^{-1} (Y - \mu)
\]
\[
= \mu^* + \mathcal{K}^*^T [\mathcal{K} + \sigma_n^2 I]^{-1} (Y - \mu)
\] (12)

and

\[
V^{**-1} = \mathcal{K}^{**} - \mathcal{K}^*^T [\mathcal{K} + \sigma_n^2 I]^{-1} \mathcal{K}^*
\] (13)
Lemma .3 (MLE using RBF Kernel). The likelihood of seeing a noisy observation \( y = f(x) + \epsilon \) is defined as \( p(Y|D, \theta) \) where \( X \) represents the observed inputs and \( \theta \) represents the hyper-parameters of the RBF kernel defined by Eq. (9). Then, the log likelihood is given by:

\[
\mathcal{L} = \log(p(y|X, \theta)) = -\frac{1}{2} \log |\mathcal{K}| - \frac{1}{2} y^T \mathcal{K}^{-1} y - \frac{1}{2} \log(2\pi) \tag{.14}
\]

The optimal hyper-parameters for the RBF kernel are those which maximize the marginal log-likelihood given in Eq. (.3). Thus, we define the partial derivatives of \( \mathcal{L} \) with respect to the hyper-parameters \( \theta \) as:

\[
\frac{\partial \mathcal{L}}{\partial \theta_i} = -\frac{1}{2} \frac{\partial \log |\mathcal{K}|}{\partial \theta_i} - \frac{1}{2} \frac{\partial y^T \mathcal{K}^{-1} y}{\partial \theta_i} - \frac{1}{2} \frac{\partial \log(2\pi)}{\partial \theta_i} \\
= -\frac{1}{2} \text{tr} \left( \mathcal{K}^{-1} \frac{\partial \mathcal{K}}{\partial \theta_i} \right) - \frac{1}{2} \left( y^T \mathcal{K}^{-1} \frac{\partial \mathcal{K}}{\partial \theta_i} \mathcal{K}^{-1} y \right) \\
= -\frac{1}{2} \text{tr} \left( \mathcal{K}^{-1} \frac{\partial \mathcal{K}}{\partial \theta_i} \right) - \frac{1}{2} \text{tr} \left( \mathcal{K}^{-1} y y^T \mathcal{K}^{-1} \frac{\partial \mathcal{K}}{\partial \theta_i} \right) \\
= \frac{1}{2} \text{tr} \left( \left( \mathcal{K}^{-1} y y^T \mathcal{K}^{-1} - \mathcal{K}^{-1} \right) \frac{\partial \mathcal{K}}{\partial \theta_i} \right) \tag{.15}
\]

Lemma .4 (Derivatives of noisy RBF Kernel w.r.t. \( \theta \equiv [\sigma_{\text{sig}}, \sigma_{n}] \)). The derivatives of the RBF kernel with respect to its parameters are given by:

\[
\frac{\partial \Sigma}{\partial \sigma^2_{\text{sig}}} = \exp \left( -\frac{||x - x'||}{2} \right) = \mathcal{K} \tag{.16}
\]

\[
\frac{\partial \Sigma}{\partial \sigma^2_{n}} = I \tag{.17}
\]

Theorem .5 (Maximum Likelihood Estimation). From Eq. (.18), we already know the expression for log-likelihood. We will just update that for the covariance kernel \( \Sigma \) from Eq. (9), such that:

\[
\mathcal{L} = -\frac{n}{2} \log(2\pi) - \frac{n}{2} \log(\sigma_{\text{sig}}^2) - \frac{1}{2} \log |\Sigma| - \frac{1}{2} \frac{\sigma_{\text{sig}}^2}{\Sigma} y^T \Sigma^{-1} y \tag{.18}
\]
Let $\hat{\tau}^2$ represent the scale of the data which is associated with the signal variance $\sigma_{\text{sig}}^2$ such that $\hat{\tau}^2 = 2\sigma_{\text{sig}}$. Then, for the covariance kernel $\Sigma$ from Eq. (9), we have the following relationships:

$$\hat{\sigma}_{\text{sig}} = \frac{Y^T \Sigma^{-1} Y}{n},$$

$$\hat{\sigma}_n = \frac{n}{2} \frac{Y^T (\Sigma^{-1})^2 Y}{Y^T \Sigma^{-1} Y} - \frac{1}{2} \text{tr}(\Sigma^{-1}).$$

**Proof.** First, we will find the derivative of the log likelihood with respect to the signal standard deviation $\sigma_{\text{sig}}$ to get the optimal estimate $\hat{\sigma}_{\text{sig}}$. Thus,

$$\frac{\partial \mathcal{L}}{\partial \sigma_{\text{sig}}} = -\frac{n}{\sigma_{\text{sig}}} + \frac{Y^T \Sigma^{-1} Y}{\sigma_{\text{sig}}^3}.$$  

Setting this gradient to zero to get the optimal estimate, we get:

$$-\frac{n}{\sigma_{\text{sig}}} + \frac{Y^T \Sigma^{-1} Y}{\sigma_{\text{sig}}^3} = 0$$

$$\Rightarrow \hat{\sigma}_{\text{sig}}^2 = \frac{Y^T \Sigma^{-1} Y}{n}.$$  

(.19)

Now, we can plug back this optimal signal variance into the equation of log-likelihood to get

$$\mathcal{L}\mathcal{L}(\sigma_n) = -\frac{n}{2} \log(2\pi) - \frac{n}{2} \log\left(\frac{Y^T \Sigma^{-1} Y}{n}\right) - \frac{1}{2} \log|\Sigma| - \frac{1}{2} \frac{Y^T \Sigma^{-1} Y}{n} \frac{1}{Y^T \Sigma^{-1} Y}$$

Const. Complexity Data fit

(.21)

Now, in order to get the optimal noise variance, we simply need to set

$$\frac{\partial \mathcal{L}\mathcal{L}(\sigma_n)}{\sigma_n} = 0$$

which is purely a function of $\sigma_n$. Then, by utilizing the Lemma (.3) and Lemma (.4) we can obtain the optimal estimate of $\hat{\sigma}_n$.  

.2. Entropy of GP

**Lemma.** Suppose $P \in \mathcal{R}^{m \times n}$ and $Q \in \mathcal{R}^{n \times m}$, then $\text{tr}(PQ) = \text{tr}(QP)$.

**Proof.** By the definition of $\text{tr}(\cdot)$, we know that

$$\text{tr}(PQ) = \sum_{i=1}^m (PQ)_{ii} = \sum_{i=1}^m \sum_{j=1}^n P_{ij}Q_{ji} = \sum_{i=1}^m \sum_{j=1}^m Q_{ji}P_{ij} = \sum_{j=1}^n (QP)_{jj} = \text{tr}(QP).$$
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**Corollary .6.1** (Symmetry of trace for 3 matrices). Suppose $P \in \mathbb{R}^{m \times n}$, $Q \in \mathbb{R}^{n \times o}$ and $R \in \mathbb{R}^{o \times m}$ then $\text{tr}(PQR) = \text{tr}(RQP)$.

**Proof.** Let $S = PQ$ and $T = R$. Then from Lemma (.6), we already know that:

\[
\text{tr}(ST) = \text{tr}(TS) \implies \text{tr}(PQR) = \text{tr}(RQP)
\]  

(22)

**Theorem .7** (Entropy of GP). Let $K_{f|D}$ represent the posterior covariance of a GP for set $X$ representing the observed inputs and set $X^*$ standing for unobserved inputs. Let $Y^*$ represent the measurements for $X^*$ and the training data $D = [X,Y]$. Also, say $\#(X^*)$ defines the cardinality of the $X^*$. Then, the conditional entropy $\mathcal{H}[Y^*|D]$ is denoted by:

\[
\mathcal{H}[Y^*|D] = \frac{1}{2} \log((2\pi e)^{\#(X^*)}|K_{f|D}|)
\]  

(23)

**Proof.** Consider a column vector of random measurements $Y^*$ for inputs belonging to set $X^*$. We know that $Y^* \sim \mathcal{N}(\mu_{f|D}, K_{f|D})$ with a pdf given by:

\[
\psi(Y^*) = \frac{1}{\sqrt{(2\pi)^{\#(X^*)}|K_{f|D}|}} \exp \left( -\frac{1}{2}(Y^* - \mu_{f|D})^T K_{f|D}^{-1}(Y^* - \mu_{f|D}) \right)
\]  

(24)

Then, by the definition of Shannon entropy over the continuous domain, we
have

\[ H[Y^*|D] \]

\[ = - \int \{ \psi(Y^*) \log(\psi(Y^*)) \} dY^* \]

\[ = - \int \left\{ \psi(Y^*) \left[ -\frac{1}{2}(Y^* - \mu_{f|D})^T \mathcal{K}^{-1}_{f|D}(Y^* - \mu_{f|D}) - \log(\sqrt{(2\pi)^{\#(U)} |\mathcal{K}_{f|D}|}) \right] \right\} dY^* \]

\[ = \frac{1}{2} \mathbb{E}_{\psi} [\text{tr} \left\{ (Y^* - \mu_{f|D})^T \mathcal{K}^{-1}_{f|D}(Y^* - \mu_{f|D}) \right\}] + \frac{1}{2} \log [(2\pi)^{\#(X^*)} |\mathcal{K}_{f|D}|] \]

using Corollary (.6.1), we get:

\[ = \frac{1}{2} \mathbb{E}_{\psi} [\text{tr} \left\{ (Y^* - \mu_{f|D})(Y^* - \mu_{f|D})^T \mathcal{K}^{-1}_{f|D} \right\}] + \frac{1}{2} \log [(2\pi)^{\#(X^*)} |\mathcal{K}_{f|D}|] \]

\[ = \frac{1}{2} \mathbb{E}_{\psi} [\text{tr} \left\{ (Y^* - \mu_{f|D})(Y^* - \mu_{f|D})^T \mathcal{K}^{-1}_{f|D} \right\}] + \frac{1}{2} \log [(2\pi)^{\#(X^*)} |\mathcal{K}_{f|D}|] \]

\[ = \frac{1}{2} \text{tr} \left\{ \mathcal{K}_{f|D} \mathcal{K}^{-1}_{f|D} \right\} + \frac{1}{2} \log [(2\pi)^{\#(X^*)} |\mathcal{K}_{f|D}|] \]

\[ = \frac{1}{2} \text{tr} \{ I \} + \frac{1}{2} \log [(2\pi)^{\#(X^*)} |\mathcal{K}_{f|D}|] \]

\[ = \frac{1}{2} \#(X^*) + \frac{1}{2} \log [(2\pi)^{\#(U)} |\mathcal{K}_{f|D}|] \]

\[ = \frac{1}{2} \log [(2\pi)^{\#(U)} |\mathcal{K}_{f|D}|] \]

(25)
Bibliography
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