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Abstract

Previous works mostly focus on either multilingual or multi-domain aspects of neural machine translation (NMT). This paper investigates whether the domain information can be transferred across languages on the composition of multi-domain and multilingual NMT, particularly for the incomplete data condition where in-domain bitext is missing for some language pairs. Our results in the curated leave-one-domain-out experiments show that multi-domain multilingual (MDML) NMT can boost zero-shot translation performance up to +10 gains on BLEU, as well as aid the generalisation of multi-domain NMT to the missing domain. We also explore strategies for effective integration of multilingual and multi-domain NMT, including language and domain tag combination and auxiliary task training. We find that learning domain-aware representations and adding target-language tags to the encoder leads to effective MDML-NMT.

1 Introduction

Multilingual NMT (MNMT), which enables a single model to support translation across multiple directions, has attracted a lot of interest both in the research community and industry. The gap between MNMT and bilingual counterparts has been reduced significantly, and even for some settings, it has been shown to surpass bilingual NMT (Tran et al., 2021). MNMT enables knowledge sharing among languages, and reduces model training, deployment, and maintenance costs. On the other hand, multi-domain NMT aims to build robust NMT models, providing high-quality translation on diverse domains. While multilingual and multi-domain NMT are highly appealing in practice, they are often studied separately.

To accommodate the domain aspect, previous MNMT works focus on learning a domain-specific
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many real-life settings. Depending on the availability of parallel data, we categorise a translation task from a source to a target language into four categories based on the following dimensions:

- **in-domain/out-of-domain**, wrt to the domain of interest, and
- **seen/unseen**, wrt to the translation direction during training.

Please note the domain and language-pair matrix in Figure 1(b). In this figure, parallel data available in the training set specifies the group A, the in-domain seen tasks. Given this training dataset, most MNMT research focuses on cross-lingual transfer to in-domain unseen translation tasks (A→C), while the studies on multi-domain NMT and domain adaptation seek to generalise to out-of-domain seen translation tasks (A→B). Integrating domain and language aspects in the incomplete data condition gives rise to an interesting and more challenging setting that transfers to out-of-domain unseen translation tasks (A→D). We hypothesise that the out-of-domain “seen and unseen” translation tasks (A→B+D) can benefit from the in-domain translation tasks if there exists the domain transfer across languages in MDML-NMT.

Specifically, we ask the following research questions: (1) Do out-of-domain translation tasks benefit from the out-of-domain and in-domain bitext in other seen translation pairs? and (2) What is effective method to handle the composition of domains and languages? Furthermore, beyond the cross-lingual transfer (A→C) and the out-of-domain generalisation (A→B), we also consider the challenging setting where the translation direction of interest may not have any bitext in any domain, i.e. the zero-shot setting (A→D).

In general, we can vary the degree of domain transfer based on the number of domains in which parallel data for a translation task is available. Combining with the number of language pairs of interest, there are large numbers of incomplete data conditions, even for our toy examples in Figure 1. In this study, we assume the highest degree of domain transfer and carefully design controlled experiments where one domain is left out for some language pairs (Table 1). We then examine the potential of MDML-NMT on this incomplete data condition. We also explore training strategies for effective integration of multi-domain and multilingual NMT, mainly on (i) how to combine the language and domain tags, and (ii) using auxiliary task training to learn effective representations. Our contributions are as follows:

- We investigate effective strategies to jointly learn multi-domain and multilingual NMT models under the incomplete data condition.
- Our empirical results show that MDML-NMT model can improve translation quality in the zero-shot directions by mitigating the off-target translation issue that an MNMT model translates the input sentence to a wrong target language. Additionally, MDML-NMT exhibits domain transfer ability by achieving up to +4 BLEU improvement over the multi-domain NMT on the translation direction where in-domain training data is absent. Thanks to the effective cross-domain and cross-lingual knowledge sharing, MDML-NMT outperforms the adapter-based method (Cooper Stickland et al., 2021) by a large margin in the language-domain zero-shot setting.
- Our study sheds light on effective MDML-NMT training. Our experimental results reveal that: (i) for the domain, it is important to make the encoder domain-aware by either providing the domain tags or training with the auxiliary task; and (ii) for the language, the best practice is to prepend the target language tag to the encoder.

### Table 1: Illustration of leave-one-out LAW experiment setting. X, ✔ describes whether there is bitext in the corresponding domain for the given language pairs.

| Language Pair | LAW | IT | Koran | Med | Sub |
|---------------|-----|----|-------|-----|-----|
| En-Fr         | ✔   | ✔  | ✔     | ✔   | ✔   |
| En-De         | ✔   | ✔  | ✔     | ✔   | ✔   |
| De-Fr         | ✔   | ✔  | ✔     | ✔   | ✔   |
| En-Cs         | ✗   | ✔  | ✔     | ✔   | ✔   |
| En-Pl         | ✗   | ✔  | ✔     | ✔   | ✔   |

2 Multi-domain Multilingual NMT

In this section, we first provide the necessary background on multilingual NMT (MNMT) and multi-domain NMT individually. We then describe effective modelling approaches for the integration of multi-domain and multilingual NMT (MDML-NMT).
2.1 Multilingual NMT

Given a set of languages $L$, the primary goal of MNMT is to learn a single NMT model that can handle all translation directions of interest in this set of languages (Dabre et al., 2020). According to the parameter sharing strategy, MNMT can be categorised into: 1) partial parameter sharing (Dong et al., 2015; Firat et al., 2016; Zhang et al., 2021), and 2) full parameter sharing (Ha et al., 2016; Johnson et al., 2017). The latter has been widely adopted because of its simplicity, lightweight, and its zero-shot capability. Thus, we adopt the full parameter sharing strategy in our work.

In the fully parameter-shared MNMT, all parameters of encoders, decoders and attentions are shared across tasks. Special language tags are introduced to indicate the target languages. One can prepend the target language tags to either the source or target sentences. The model is then trained jointly to minimise the negative log-likelihood across all training instances:

$$\mathcal{L}_{\text{ML}}(\theta) := -\sum_{(s, t) \in T} \sum_{(x, y) \in C_{s, t}} \log \Pr(y|x; \theta)$$ (1)

where $\theta$ is model parameters, $C_{s, t}$ denotes a bilingual corpus for the source language $s$ and the target language $t$, $(x, y)$ is a pair of parallel sentences in the source and target language, and $T$ denotes the translation tasks for which we have bitext available. Among all possible language pairs $(s, t) \in L \times L$, we often only have access to bilingual data for a subset of them. We denote these pairs as seen (observed) translation tasks, and the rest as unseen tasks corresponding to the zero-shot setting.

2.2 Multi-domain NMT

Multi-domain NMT aims to handle translation tasks across multiple domains for a given language pair. Similar to MNMT, tagging the training corpus is the most popular approach, where a tag indicates the domain of a sentence pair. We also minimise the negative log-likelihood across all domains to train the model:

$$\mathcal{L}_{\text{MD}}(\theta) := -\sum_{d \in D} \sum_{(x, y) \in C_{s, t}^d} \log \Pr(y|x; \theta)$$ (2)

where $D$ is the set of domains, and $C_{s, t}^d$ denotes the parallel bitext in the source language $s$, target language $t$, and the domain $d$.

Apart from tagging, some auxiliary tasks have also been incorporated into the training process. A common practice is the use of domain discrimination, which aims to force the encoder to capture domain-aware characteristics (Britz et al., 2017). For this purpose, a domain discriminator is added to the NMT model at training time. The input to the discriminator is the encoder output, and its output predicts the probability of the domain of the source sentence. The discriminator is jointly trained with the NMT model, and is discarded at inference time.

Let $h = \text{enc}(x)$ be the representation of sentence $x$ computed by the mean-pooling over the hidden states of the top layer of the encoder. The training objective for the domain-aware encoder is as follows:

$$\mathcal{L}_{\text{disc}}(\theta, \psi) := -\sum_{d \in D} \sum_{(x, y) \in C_{s, t}^d} \log \Pr(d|h; \psi)$$ (3)

$$\mathcal{L}_{\text{MD-aware}}(\theta, \psi) := \mathcal{L}_{\text{MD}}(\theta) + \lambda \mathcal{L}_{\text{disc}}(\theta, \psi)$$ (4)

where $\psi$ is the parameter of the domain discriminator classifier, and $\lambda$ controls the contribution of the domain discriminator into the training objective of the multi-domain NMT model.

Alternatively, one can design an adversarial training objective in order to learn domain-agnostic representations by the encoder. This is achieved by inserting a gradient reversal layer (Ganin and Lempitsky, 2015) between the encoder and the domain discriminator. The gradient reversal layer behaves as an identity layer in the forward pass but reverses the gradient sign during back-propagation. It has the opposite effect on the encoder, forcing it to learn domain-agnostic representations. This encourages the domain specific characteristic to be learned mainly by the decoder of the NMT model.

2.3 Composition of Domains and Languages

In this paper, we explore strategies for composing multi-domain and multilingual NMT. We consider the incomplete multi-domain multilingual data condition where in-domain data may be only available in a subset of language pairs. For example, Table 1 shows one of the data conditions explored in our experiments in Section 3. Given five language pairs and five domains, we assume that the domain data in some language pairs are missing. Our goal is to investigate effective techniques to train a high-quality MMDML-NMT model covering all combinations of domains and language pairs.

Given a specific domain, we define in-domain languages as those having data available in the domain as part of some bilingual corpora; the rest
Figure 2: Illustration of domain and languages composition strategies: (a) prepending domain (D) and target language (T) tag to encoder (ENC) or decoder (DEC). This example shows a T-ENC D-DEC model where the target language tag and domain tag are added to encoder and decoder respectively; (b) combining the tagging method with the domain aware auxiliary task (MDML + aware) to learn domain-aware representation; and (c) combining the tagging method with the domain adversarial auxiliary task (MDML + adv) to learn domain-agnostic representation.

| Trans. direction | Eval. domain | MDML task type     |
|------------------|--------------|--------------------|
| En→De            | LAW          | seen in→in        |
| En→Cs            | LAW          | seen in→out       |
| Pl→En            | LAW          | seen out→in       |
| De→Cs            | LAW          | unseen (zero-shot) in→out |
| Cs→De            | LAW          | unseen (zero-shot) out→in |
| Pl→Cs            | LAW          | unseen (zero-shot) out→out |

Table 2: Examples of MDML task types in the leave-one-domain-out LAW training scenario of Table 1. Please refer to Table 1 for the in/out and seen/unseen settings.

of the languages are referred to as **out-of-domain languages**. We consider all combinations of in-domain/out-of-domain source/target languages for both seen and unseen translation directions (see examples in Table 2) in Section 3.

We investigate different combinations of the tagging strategy and auxiliary task training to effectively train MDML-NMT models, as shown in Figure 2.

**Language and Domain Tags.** We explore different ways of injecting the target language tags and domain tags into the translation process. Following the standard convention, we explore inserting the target language tag at the beginning of either the source sentence or the translation. Furthermore, the domain tag can also be added to either the source or the target side.

**Auxiliary Task Training.** We investigate the effect of encoder-based auxiliary tasks on MDML-NMT. As described in Section 2.2, we consider two types of auxiliary objectives to train encoder which are domain-aware or domain-agnostic. The former aims to amplify the domain-related features, while the latter focuses on the domain invariant representation in the encoder.

3 Experiments

In this section, we evaluate the MDML-NMT approaches and seek to answer the following research questions (RQs):

- **RQ1:** Do out-of-domain translation tasks benefit from the out-of-domain and in-domain bi-text in other translation pairs?

We explore the benefits of having a single MDML model trained on all available training data from multiple languages and domains over the multi-domain bilingual (MDBL) and the single domain multilingual (SDML) models learned on a subset of training data from a
single language pair or domain. We carefully design controlled experiments to build incomplete data conditions and study the translation quality of the unified MDML-NMT model on both seen and unseen (zero-shot) translation directions. We hypothesise that the translation involving the out-of-domain languages can be beneficial from the in-domain languages thanks to the knowledge sharing across domain and languages.

- RQ2: What is effective method to handle composition of domains and languages?

We investigate strategies for effective integration of existing multi-domain and multilingual NMT methods, including the use of language and domain tags and auxiliary task training.

### 3.1 Setup

We describe the experimental setup in this section, and then present our results.

**Dataset.** We conduct experiments with translation directions among five languages English (En), Czech (Cs), German (De), French (Fr) and Polish (Pl). Following the recipe in Koehn and Knowles (2017), we create five domains: Law (LAW), IT (IT), Koran (KOR), Medical (MED), and Subtitles (SUB) from OPUS (Tiedemann, 2012). These corpora are deduplicated and randomly selected, from each corpus 2K sentences extracted as the development and test sets in all possible translation pairs. The statistics of the training dataset are reported in Appendix A.

**Seen vs Unseen Language Pairs.** We categorise the evaluated languages into two groups, high-resource languages including En, De, and Fr, for which bilingual data among these languages is easy to obtain. We also consider low-resource languages, including Cs and Pl, for which only English-centric data is available, resulting in two language pairs. As a result, there are five seen language pairs, consisting of ten seen translation directions.\(^1\) There are also five unseen language pairs, resulting in ten unseen translation directions; they are the ones for which we do not have any bitext in the dataset.\(^2\)

**Leave-one-domain-out (LODO).** We curate the incomplete MDML data condition by removing the data of one domain for the translations tasks involving low-resource languages. An example of the leave-one-domain-out data condition is shown in Table 1. In total, there are five LODO conditions, each of which corresponding to removing the bitext of one domain for both En-Cs and En-Pl (i.e., our low-resource language pairs). For each of these LODO conditions, we have five seen language-pairs and five unseen language-pairs, hence a total of 20 translation tasks in both directions.

In the multi-domain NMT literature, this setting is related to domain generalisation which evaluates the NMT model on out-of-domain data in a zero-shot manner. By carefully removing only a specific domain, we would like to examine whether extra data (i.e., the in-domain and out-of-domain data for high-resource languages, and out-of-domain data for low-resource languages) can boost the generalisation of MDML-NMT to the domain of interest.

**Models.** We use Transformer (Vaswani et al., 2017) as the NMT model architecture and Fairseq implementation (Ott et al., 2019). For all MDML-NMT models, we initialise them with mBART_large (Liu et al., 2020). We describe the model training details in Appendix B.

As described in Section 2.3, our approaches to MDML problem include combining language and domain tags, and adding domain auxiliary task to the standard multilingual NMT objective. In the first approach, the target language tags can be inserted to the source sentence (T-ENC) or the target sentence (T-DEC). The domain tags can also be handled in similar manners denoted as D-ENC and D-DEC respectively. On combining these tags, the language tag always appears first in the sentence. In addition to the domain and language tag combination, we also explore whether learning domain-aware or domain-agnostic representation in the encoder with auxiliary task can aid MDML-NMT performance. Figure 2 summarises the MDML-NMT approaches evaluated in this paper.

We also report the results of the adapter-based domain-specific MNMT, proposed by Cooper Stickland et al. (2021). Language adapters (Bapna and Firat, 2019) are firstly injected to each layer of a pre-trained MNMT model and then trained while freezing the backbone. Then, domain adapters are stacked on top of the language adapters and trained without backpropagating to the MNMT backbone and the language adapters. Since we do not consider any additional parallel
Table 3: Average BLEU score of En→Cs translation across all leave-out domains for multi-domain multilingual (MDML) models and multi-domain bilingual (MDBL) models. The best score on overall and within each tagging group are marked in \textbf{bold} and underline respectively.

|               | MDML    | +adv    | +aware  |
|---------------|---------|---------|---------|
| \textbf{D-Enc} | 12.43   | 12.91   | 13.13   |
| \textbf{T-Enc} | 14.48   | 14.91   | 15.00   |

|               | MDBL    | +adv    | +aware  |
|---------------|---------|---------|---------|
| \textbf{D-Enc} | 10.21   | 9.90    | 10.13   |
| \textbf{T-Enc} | 13.21   | 14.30   | 14.59   |

Table 4: Average BLEU scores of single-domain multilingual (SDML) and multi-domain multilingual (MDML) on the leave-out domains for three groups: (i) \textit{seen-both} - the three seen high-resource language pairs (En-De, En-Fr, De-Fr); (ii) \textit{unseen-SDML} - the two low-resource language pairs which are seen by MDML but unseen to SDML (En-Cs, En-Pl); and (iii) \textit{unseen-both} - the other five unseen language pairs.

|               | SDML    | MDML    |
|---------------|---------|---------|
| \textbf{T-Enc} | 37.25   | 21.72   |
| \textbf{T-Dec} | 35.44   | 21.43   |

Can multi-domain data help multilingual NMT? (SDML vs. MDML) SDML models are domain-specific multilingual NMT models trained on the multilingual dataset in a given domain. As in-domain parallel data is absent for several language pairs, the MDML models are exposed to more seen translation tasks than SDML models thanks to the availability of out-of-domain data. Hence, for a given domain, we divide the evaluation translation tasks into three groups: seen-both, unseen-SDML and unseen-both. The seen-both and unseen-both groups consist of translation directions which are observed and unobserved respectively by both models in training. The unseen-SDML group corresponds to those unseen by SDML, but seen by MDML models. We report the average performance of the MDML and SDML model on the

Table 5: Average BLEU score of MDML-NMT models across all five leave-one-out scenarios. The best score overall and within each tagging group are marked in \textbf{bold} and underline respectively.

|               | MDML    | +adv    | +aware  |
|---------------|---------|---------|---------|
| \textbf{T-Enc} | 25.17   | 28.91   | 30.14   |
| \textbf{T-Dec} | 24.82   | 29.14   | 29.52   |

-can multi-domain help the multi-domain learning? (MDBL vs. MDML) We first examine the potential of MDML over the counter-part multi-domain NMT model. Table 3 shows the BLEU scores of MDBL and MDML for En→Cs translation on various LODO settings. A breakdown of BLEU scores on leave-out domains is shown in Table 11 in the Appendix C. The MDML models are trained on all En→Cs bilingual data except of the domain of interest. Within the same tagging method, augmenting the NMT training with the domain auxiliary objectives (i.e., domain-aware and domain-agnostic encoders) enhances the translation performance. The MDML models consistently surpass the corresponding MDBL settings, with an exceptional case, where both domain and language tags are applied to the decoder (i.e., \textbf{T-D-EC D-D-EC}). This observation suggests there is knowledge sharing from in-domain languages to out-of-domain languages.
Table 6: Average BLEU score on leave-out domain for different translation tasks. We categorise 20 translation directions into seen where the training data for the translation direction is available, otherwise unseen. In and out show whether the corresponding domain is observed during training or not (see Table 2 for a concrete example). The number in parentheses shows how many translation directions are in the corresponding category. The best score of each column overall and within each tagging group are marked in bold and underline respectively.

| Method          | seen (10) | unseen (zero-shot) (10) | AVG  |
|-----------------|-----------|-------------------------|------|
|                 | in→in (6) | in→out (2)              |      |
| Adapter-based   | 34.32     | 11.76                   | 33.34|
| T-ENC MDML      | 37.25     | 14.63                   | 33.34|
| +adv            | 36.81     | 13.88                   | 28.33|
| +aware          | 37.50     | 14.31                   | 29.09|
| T-ENC D-ENC MDML| 32.32     | 11.52                   | 24.23|
| +adv            | 37.24     | 13.66                   | 31.17|
| +aware          | 37.57     | 13.15                   | 31.15|
| T-ENC D-DEC MDML| 31.94     | 10.55                   | 22.14|
| +adv            | 36.70     | 12.85                   | 25.38|
| +aware          | 37.47     | 12.08                   | 25.59|
| T-DEC MDML      | 31.44     | 11.25                   | 23.62|
| +adv            | 36.92     | 13.94                   | 28.83|
| +aware          | 37.20     | 14.00                   | 28.62|
| T-DEC D-ENC MDML| 31.80     | 10.40                   | 22.13|
| +adv            | 36.35     | 13.22                   | 27.96|
| +aware          | 37.00     | 13.32                   | 29.34|
| T-DEC D-DEC MDML| 30.17     | 4.77                    | 24.72|
| +adv            | 25.18     | 6.04                    | 25.94|
| +aware          | 20.61     | 5.50                    | 23.27|

leave-out domains in Table 4. The detailed results on each leave-out domain can be found in Table 12 in the Appendix C. As expected, SDML works well on the seen directions (seen-both) but behaves badly on the zero-shot settings (unseen-SDML and unseen-both). We speculate it is due to the negative inference among domains. On the other hand, MDML outperforms SDML in unseen-SDML by a large margin thanks to the out-of-domain parallel data. Additionally, leveraging multi-domain data also helps to improve multilingual NMT on unseen-both tasks up to +6 BLEU score on average.

What is an effective method to MDML? We have previously shown the benefits of MDML over multi-domain and multilingual NMT models. The remaining question is how to integrate the multi-domain and multilingual approaches effectively. We report the average BLEU scores of different MDML methods across all five LODO scenarios and 20 translation tasks in Table 5. Similar to the previous observation on En→Cs translation, models with domain discriminator outperform the vanilla MNMT model in all tagging methods. More specifically, the domain-aware MNMT models (+aware) are the winning method in most scenarios. These results emphasise the importance of having domain-aware representation in the encoder. Furthermore, it shows MDML is more effective than the adapter-based approach.

As illustrated in Table 2, translation tasks in MDML setting can be categorised into seen and unseen (zero-shot) tasks involving the in-domain or out-of-domain languages. Table 6 reports the performance of MDML-NMT models in the leave-out domains on different task categories, e.g. LAW in the example in Table 1. The results for other domains, i.e. excluding the leave-out domains, can be found in Appendix C. Consistent with previous findings, the domain discriminative mixing methods outperform the other models. While the best multilingual NMT model (MDML T-ENC) performs comparably with other MDML-NMT models on seen translation tasks, the main benefit of MDML-NMT models comes from unseen translation tasks. As expected, for both seen and unseen tasks, the quality of translation when translating into in-domain languages is consistently higher than into out-of-domain languages. Stacking the
language and domain adapters works particularly well in seen translation direction to in-domain target languages. Aligned with previous findings, the adapter-based method struggles to translate to out-of-domain languages due to the unobserved combination of language and domain adapters during training (Cooper Stickland et al., 2021).

### 4 Analysis

#### 4.1 Domain-specific token generation

In this section, we will look at how well MDML models are in generating domain-specific tokens. We concatenate all training data in a given domain in each language, remove stopwords, and extract the top 1000 domain-specific tokens with TF-IDF. The stopwords for each language are obtained from stopwords-iso⁴. Table 8 reports the F1 score of MDML models in generating leave-out domain-specific tokens. As expected, translation to in-domain languages (in→in, out→in) has a higher F1 score than translation to out-of-domain languages (in→out, out→out). Compared to MDML, both MDML-aware and MDML-adv models are able to generate more domain-specific tokens.

#### 4.2 On-target translation ratio

One challenge of multilingual NMT (MNMT) is the off-target translation in zero-shot direction. Off-target translation is an issue that the MNMT model translates the input sentence to the wrong language, causing low BLEU scores. In this section, we assess the ability to alleviate the off-target issue in MDML models. Table 7 reports the on-target translation ratio of MDML models on seen and unseen translation tasks.

|        | seen          |                      | unseen (zeroshot) |
|--------|---------------|----------------------|-------------------|
|        | En | De | Fr | Cs | Pl |                     |                      |
| MDML   | 94.72 | 95.99 | 95.54 | 92.10 | 94.50 | 48.66 | 49.38 | 32.73 | 40.78 |
| +adv   | 94.81 | 96.01 | 95.33 | 91.62 | 95.06 | 75.56 | 85.93 | 59.18 | 66.57 |
| +aware | 94.85 | 96.09 | 95.56 | 91.60 | 94.69 | 80.92 | 90.86 | 64.77 | 74.67 |
| MDML-D | 92.55 | 95.54 | 95.06 | 91.21 | 94.12 | 73.99 | 72.85 | 44.69 | 58.83 |
| +adv   | 92.65 | 96.11 | 95.42 | 90.51 | 93.60 | 80.30 | 81.16 | 59.13 | 67.17 |
| +aware | 92.67 | 96.18 | 95.44 | 90.35 | 92.69 | 81.21 | 84.05 | 61.10 | 66.92 |
| MDML-D | 94.33 | 95.22 | 95.10 | 91.26 | 94.98 | 43.53 | 46.94 | 36.10 | 44.04 |
| +adv   | 94.86 | 95.81 | 95.44 | 91.55 | 94.64 | 87.23 | 90.67 | 69.01 | 74.42 |
| +aware | 95.01 | 96.01 | 95.49 | 91.34 | 94.46 | 82.00 | 91.38 | 68.75 | 75.69 |
| MDML-D | 94.03 | 95.32 | 95.04 | 90.70 | 93.83 | 90.44 | 92.74 | 60.44 | 70.93 |
| +adv   | 94.68 | 96.05 | 95.44 | 91.72 | 94.84 | 86.03 | 88.64 | 52.45 | 64.01 |
| +aware | 94.72 | 96.21 | 95.50 | 92.22 | 95.13 | 77.20 | 87.61 | 58.17 | 70.86 |
| MDML-D | 92.72 | 95.51 | 95.06 | 89.72 | 92.23 | 85.75 | 89.82 | 56.74 | 68.56 |
| +adv   | 93.82 | 96.14 | 95.53 | 91.41 | 94.27 | 84.70 | 87.99 | 51.59 | 63.66 |
| +aware | 94.19 | 96.12 | 95.54 | 91.54 | 93.80 | 79.93 | 87.00 | 60.22 | 72.77 |
| MDML-D | 93.44 | 90.30 | 93.44 | 74.49 | 83.06 | 64.33 | 58.96 | 21.42 | 25.74 |
| +adv   | 80.29 | 17.71 | 94.36 | 49.29 | 16.07 | 3.37  | 47.72 | 1.04  | 0.62  |
| +aware | 69.89 | 14.25 | 85.62 | 52.34 | 10.10 | 2.89  | 9.52  | 2.07  | 0.28  |

Table 7: On-target translation ratio of MDML-NMT models on the seen and unseen translation tasks.

|        | in→in | in→out | out→in | out→out |
|--------|-------|--------|--------|---------|
| MDML   | 63.22 | 21.45  | 35.58  | 16.42   |
| +adv   | 62.71 | 26.73  | 44.48  | 22.06   |
| +aware | 63.45 | 25.85  | 47.53  | 23.96   |
| MDML-D | 58.93 | 20.58  | 35.17  | 16.10   |
| +adv   | 63.14 | 24.24  | 46.75  | 23.55   |
| +aware | 63.48 | 20.80  | 47.82  | 23.17   |
| MDML-D | 58.82 | 20.32  | 30.34  | 13.37   |
| +adv   | 62.83 | 27.68  | 47.02  | 26.21   |
| +aware | 63.59 | 27.64  | 47.21  | 25.73   |
| MDML-D | 58.35 | 21.70  | 43.69  | 19.98   |
| +adv   | 62.83 | 23.72  | 47.55  | 25.56   |
| +aware | 63.08 | 25.90  | 47.31  | 25.49   |
| MDML-D | 58.94 | 18.34  | 38.85  | 17.56   |
| +adv   | 62.37 | 21.86  | 45.67  | 20.31   |
| +aware | 62.98 | 24.23  | 47.87  | 24.17   |
| MDML-D | 56.74 | 12.52  | 40.01  | 10.98   |
| +adv   | 46.71 | 9.18   | 34.73  | 8.34    |
| +aware | 39.20 | 8.93   | 26.32  | 8.06    |

Table 8: In-domain token generation F1 score.

⁴https://github.com/stopwords-iso/stopwords-iso

⁵https://github.com/Mimino666/langdetect
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the seen translation tasks have more than 90% sentences in the correct target language, except T-DEC D-DEC models. On the other hand, the unseen tasks suffer from a low ratio, especially for Cs and Pl. We also observe significant improvement from MDML-aware and MDML-adv over the MDML models on unseen translation tasks to Cs and Pl.

Generally, T-DEC D-DEC model always underperforms other models and have a much lower on-target ratio on unseen tasks. Table 9 further confirms this phenomenon on the leave-out domains. While heavily suffering from the off-target issue in the leave-out domains, it has comparable ratios to other methods in other domains on seen tasks En-Pl and En-Cs. One possible explanation is that the combination of the target language and domain tags has never been observed during training for the unseen tasks with out-of-domain languages.

4.3 Language and domain tag contribution

To understand the role of the target and language tags to the generated prediction, we estimate the total contribution of source tokens at each position to the whole target sentence using Layerwise Relevance Propagation (Voita et al., 2021). We filter out the pairs having too short or too long target sentences and compute the contribution to target sentences of length between 10 and 100.

Results of T-ENC D-ENC MDML models on Pl→Cs translation in the leave-out medical domain are shown in Figure 3. The language and domain tag are the first two source tokens in respective order. It can be seen that all models have a similar trend in which the contribution of source tokens decreases toward later positions and suddenly increases at a few last positions. Additionally, the target language tags play an important role in the final prediction of all MDML models. Interestingly, while still having a fairly high contribution compared to other tokens, the domain tag seems less important for the domain adversarial models. It can be explained that the encoder learns to produce domain agnostic representation; hence less depends on the domain tags.

5 Related works

Multilingual NMT. As a remarkable branch of NMT, multilingual NMT (MNMT) has been appealing for its capability of supporting translations among different language pairs. Dong et al. (2015) opened the door to the MNMT by conducting a one-to-many translation. Firat et al. (2016) effectively extend this approach to a many-to-many setting. Since these approaches consider each translation as an independent system, they suffer from two major drawbacks. First, as the parameter size is proportional to the language size, it is not parameter-efficient when scaling to tens or hundreds of languages. In addition, the separate architectures cannot fully benefit from cross-lingual knowledge transfer. Johnson et al. (2017); Ha et al.
devise a universal MNMT system to alleviate these issues by prepending a target language tag to the inputs and training a shared S2SEQ model on the concatenation of all bitext. However, owing to the negative interference, high-resource languages suffer from translation inferiority, compared to the corresponding bilingual NMT models. As a remedy, Zhang et al. (2021); Kudugunta et al. (2021) leverage a mixture-of-experts design to separate language-specific features from the generic features by incorporating language-specific components into the universal MNMT model. Besides, Bapna and Firat (2019); Zhu et al. (2021) propose to fine-tune a lightweight adapter as a means of compensation for the quality loss caused by the adverse effect.

Multidomain NMT. While both involving training on dataset coming from multiple domains, NMT domain adaption is different from multidomain NMT. The former aims to transfer the knowledge of out-of-domain data into the in-domain data (Luong and Manning, 2015; Zoph et al., 2016; Freitag and Al-Onaizan, 2016), while the latter focuses on building a system, performing well on multiple domains (Pham et al., 2021). Since lexical and topic variations have been observed in different domains, it is challenging to handle the mixed-domain data with a generic NMT model (Farajian et al., 2017). To operate translation in multiple domains, recent research focuses on exploiting domain-shared and domain-specific knowledge by introducing a domain tag to the source sentence (Kobus et al., 2017), using auxiliary objectives such as domain discrimination loss (Britz et al., 2017; Gu et al., 2019), domain knowledge distillation (Currey et al., 2020), and modifying the architecture to capture this information explicitly (Zeng et al., 2018). Rather than using a heavy domain-specific encoder-decoder architecture, Wang et al. (2020) introduce lightweight domain transformation layers between the shared encoder and decoder.

Multilingual & multi-domain NMT. Previous works have mainly considered multilingual and multi-domain NMT models as two disjoint systems. Until recently, Cooper Stickland et al. (2021) propose to unify these two settings into a holistic system, but focus more on the domain adaptation angle. They investigate the combination of language and domain adapters by superimposing domain adapters on language adapters. They noticed that domain adapters and back-translation could boost the translation quality on the out-of-domain languages. In contrast, our work creatively stitches multilingual and multi-domain NMT together and explores the capability of a cross-lingual domain transfer within a unified model without adaption.

6 Conclusion

We study the problem of MDML-NMT for which a single NMT can support multiple translation directions and domains. We investigate whether the tagging and auxiliary task learning method can be combined for MDML-NMT. Our empirical results reveal a positive transfer from in-domain to out-of-domain languages, especially in the zero-shot scenario. This study provides insights into the synergy of the domain and language aspects of training an MDML-NMT model. The main findings include: (i) it is crucial to make the encoder domain-aware; and (ii) it is best to prepend the target language tag to the encoder in MDML. These findings lay the groundwork for future research in this direction.
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Table 10 shows the statistics of dataset used in the experiments.

**A Data statistics**

Table 10 shows the statistics of dataset used in the experiments.

**B Training Details**

For all MDML-NMT models, we initialise them with mBART_large (Liu et al., 2020) and train with mixed-precision training up to 200K update steps (around 13 epochs) using a batch size of 8192 tokens and early stopping on 8 V100 GPUs. The multi-domain NMT (MDBL) is trained in a similar manner, except with the total update steps of 60K which is equivalent to around 30 epochs. We apply Adam with an inverse square root schedule, a linear warmup of 5000 steps and a learning rate of 3e-5. We set dropout and label smoothing with a rate of 0.3 and 0.2. We use temperature-based sampling with $T = 5$ to balance training size between domains and languages (Arivazhagan et al., 2019).

For the NMT model with auxiliary task, the domain discriminator is a 2-layer feed-forward network with hidden size of 1024. We set the mixing hyperparameters $\lambda$ in Equation 4 to 1, i.e., the domain discriminative loss and NMT loss contributes equally to the training signal.

Followed (Cooper Stickland et al., 2021), we use adapter bottle-neck of 1024 for the adapter-based models. The monolingual language adapters are trained all together on the multi-domain dataset while the NMT backbone are frozen. In contrast, we train domain adapters separately for each domain and build homogeneous batches containing sentences from the same language direction and domain. We also apply domain-adapter dropout (DADrop) where the domain adapters are skipped 20% of time.

**C Additional Results**

**MDBL vs. MDML.** Table 11 shows the BLEU scores of different models for En→Cs translation on various LODO settings. Each domain column reports the results corresponding to the LODO setting in which the bitext of that domain is removed.

**SDML vs. MDML.** We report the performance of the MDML and SDML model on each leave-out domains in Table 12.

**MDML Result.** The average BLEU scores on each domain across all five LODO scenarios and 20 translation tasks are reported in Table 13. Table 14 reports the performance of MDML-NMT models on other domains (excluding the leave-out domains) on different task categories.
Table 11: BLEU score of En→Cs translation on leave-out domains for multi-domain multilingual (MDML) models and multi-domain bilingual (MDBL) models. +adv and +aware denote MDML models trained with domain-agnostic or domain-aware auxiliary tasks, respectively. The best score on each domain overall and within each tagging group are marked in bold and underline respectively.

|          | LAW  | IT   | KOR  | MED  | SUB  | AVG  |
|----------|------|------|------|------|------|------|
| D-ENC    | MDML | 10.52| 20.37| 7.63 | 19.46| 4.16 | 12.43|
|          | +adv | 10.62| 19.43| 8.16 | 20.79| 5.57 | 12.91|
|          | +aware| 10.37| 21.70| 8.25 | 20.07| 5.26 | 13.13|
| D-DEC    | MDBL | 9.21 | 12.39| 6.64 | 19.56| 3.27 | 10.21|
|          | +adv | 9.78 | 11.01| 6.76 | 18.03| 3.94 | 9.90 |
|          | +aware| 9.51 | 12.25| 7.00 | 18.46| 3.41 | 10.13|
| T-ENC    | MDML | 11.98| 22.64| 8.08 | 21.05| 8.63 | 14.48|
|          | +adv | 12.11| 23.43| 9.27 | 21.59| 8.16 | 14.91|
|          | +aware| 11.82| 23.07| 9.08 | 21.54| 9.51 | 15.00|
| T-DEC    | MDML | 10.57| 18.32| 6.87 | 20.04| 10.25| 13.21|
|          | +adv | 11.36| 22.69| 7.13 | 20.88| 9.44 | 14.30|
|          | +aware| 11.25| 21.94| 8.73 | 20.69| 10.34| 14.59|
| T-DEC    | MDML | 5.21 | 17.56| 4.53 | 9.12 | 4.36 | 8.16 |
|          | +adv | 2.25 | 17.47| 4.89 | 12.41| 5.18 | 8.44 |
|          | +aware| 3.37 | 18.85| 4.23 | 9.35 | 4.14 | 7.99 |
| T-ENC    | MDML | 9.39 | 21.29| 8.28 | 22.06| 9.54 | 14.11|
|          | +adv | 10.84| 22.92| 8.45 | 22.27| 9.10 | 14.72|
|          | +aware| 12.29| 22.70| 8.39 | 22.62| 10.75| 15.35|

Table 12: Average BLEU scores of single-domain multilingual (SDML) and multi-domain multilingual (MDML) on the leave-out domains for three groups: (I) the three seen high-resource language pairs (En-De, En-Fr, De-Fr); (II) the two low-resource language pairs which are seen by MDML but unseen to SDML (En-Cs, En-Pl); and (III) the other five unseen language pairs.

|          | LAW  | IT   | KOR  | MED  | SUB  | AVG  |
|----------|------|------|------|------|------|------|
| T-ENC    | SDML | 49.21| 41.63| 32.33| 51.84| 32.01| 41.40|
|          | MDMML| 45.87| 35.76| 29.01| 47.30| 28.30| 37.25|
|          | (I)  |      |      |      |      |      |      |
|          | SDML | 1.98 | 13.29| 3.03 | 12.57| 3.11 | 6.80 |
|          | MDMML| 23.40| 27.27| 13.29| 31.19| 13.44| 21.72|
|          | (II) |      |      |      |      |      |      |
|          | SDML | 2.68 | 14.89| 4.26 | 11.70| 5.10 | 7.73 |
|          | MDMML| 5.07 | 15.32| 6.26 | 12.87| 6.85 | 9.27 |
|          | (III)|      |      |      |      |      |      |
| T-DEC    | SDML | 48.42| 41.36| 29.50| 54.00| 31.88| 41.03|
|          | MDMML| 44.48| 30.43| 28.53| 45.75| 27.99| 35.44|
|          | (I)  |      |      |      |      |      |      |
|          | SDML | 2.07 | 14.01| 3.95 | 14.54| 4.36 | 7.79 |
|          | MDMML| 21.73| 28.84| 13.77| 29.18| 13.65| 21.43|
|          | (II) |      |      |      |      |      |      |
|          | SDML | 2.66 | 15.37| 4.38 | 12.94| 5.44 | 8.16 |
|          | MDMML| 14.57| 15.57| 14.39| 20.52| 8.61 | 14.73|
|          | (III)|      |      |      |      |      |      |
| Model          | LAW | IT  | KOR | MED  | SUB  | AVG  |
|---------------|-----|-----|-----|------|------|------|
| Adapter-based | 23.02 | 29.37 | 19.52 | 28.87 | 15.51 | 23.26 |
| T-Enc MDML    | 23.09 | 27.86 | 22.83 | 34.19 | 17.88 | 25.17 |
| +adv          | 28.74 | 31.14 | 25.68 | 40.08 | 18.89 | 28.91 |
| +aware        | 31.56 | **32.00** | **26.63** | **40.88** | **19.62** | **30.14** |
| T-Enc MDML    | 21.14 | 26.92 | 21.84 | 34.61 | 17.31 | 24.36 |
| +adv          | 26.09 | 31.91 | 26.09 | 40.72 | 19.67 | 28.90 |
| +aware        | 27.10 | 31.85 | 26.40 | 40.77 | **20.03** | **29.23** |
| T-Dec MDML    | 20.04 | 24.71 | 19.57 | 30.77 | 16.56 | 22.10 |
| +adv          | 30.14 | 31.26 | 26.03 | 41.04 | 18.68 | 29.43 |
| +aware        | **31.61** | 31.49 | 26.56 | 40.84 | 19.20 | 29.94 |
| T-Dec MDML    | 25.92 | 26.81 | 20.49 | 34.34 | 16.56 | 24.82 |
| +adv          | 29.64 | 30.91 | 26.22 | 40.31 | 18.62 | 29.14 |
| +aware        | **31.54** | **26.81** | **26.56** | **40.82** | **19.01** | **29.52** |
| T-Dec MDML    | 21.24 | 19.24 | 16.06 | 27.42 | 12.01 | 19.19 |
| +adv          | 20.58 | 20.60 | 11.75 | 24.09 | 11.40 | 17.68 |
| +aware        | 13.91 | 17.75 | 9.49  | 20.97 | 9.74  | 14.37 |

Table 13: Average BLEU score of MDML-NMT models on each domain across all five leave-one-out scenarios and 20 (seen and unseen) translation tasks. The best score on each domain overall and within each tagging group are marked in **bold** and *underline* respectively.
Table 14: Average BLEU score on other domains, i.e. excluding the leave-out domains, for different translation tasks. We categorise 20 translation direction into seen where the translation direction in which training data are available, otherwise unseen. The number in parentheses shows how many translation directions in the corresponding category.