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Abstract

The distributed matrix multiplication problem with an unknown number of stragglers is considered, where the goal is to efficiently and flexibly obtain the product of two massive matrices by distributing the computation across $N$ servers. There are up to $N - R$ stragglers but the exact number is not known a priori. Motivated by reducing the computation load of each server, a flexible solution is proposed to fully utilize the computation capability of available servers. The computing task for each server is separated into several subtasks, constructed based on Entangled Polynomial codes by Yu et al. The final results can be obtained from either a larger number of servers with a smaller amount of computation completed per server or a smaller number of servers with a larger amount of computation completed per server. The required finite field size of the proposed solution is less than $2N$. Moreover, the optimal design parameters such as the partitioning of the input matrices is discussed. Our constructions can also be generalized to other settings such as batch distributed matrix multiplication and secure distributed matrix multiplication.

I. Introduction

Distributed matrix multiplication has received wide interest because of the huge amount of data computation required by many popular applications like federated learning, cloud computing, and the Internet of things. In particular, the multiplication of two massive input matrices $A \in \mathbb{F}^{\lambda \times \kappa}$ and $B \in \mathbb{F}^{\kappa \times \mu}$, where $\mathbb{F}$ is some finite field is considered. Each matrix is encoded into $N$ shares and distributed to $N$ servers. Each server performs computation on its own shares and sends the results to the central computational node, e.g., the cloud. After collecting enough results, the desired product $AB$ can be calculated. However, stragglers (servers that fail to respond or respond after the
the reconstruction is executed) are inevitable in distributed systems, due to various reasons [2], [3] including network latency, resource contention, workload imbalance, failures of hardware or software, etc. To reduce the overall system latency caused by stragglers, distributed matrix computing schemes with straggler tolerance are provided in [4]–[34] with a predetermined recovery threshold $R$ such that the final product can be obtained using computation results from any $R$ out of $N$ servers. Among the state-of-the-art schemes, some are based on matrix partitioning such as Polynomial codes [5], MatDot codes and PolyDot codes [6], Generalized PolyDot codes [7] and Entangled Polynomial (EP) codes [8], and others are based on batch processing such as Lagrange Coded Computing [9], Cross Subspace Alignment (CSA) codes and Generalized Cross Subspace Alignment (GCSA) codes [33].

The above literature assumes there are a fixed number $N - R$ of stragglers. However, the number of stragglers is unpredictable in practical systems. When the number of stragglers is smaller than $N - R$, each non-straggler server still needs to do the same amount of computation as if there are $N - R$ stragglers and the central node still only uses the results from $R$ servers. A significant amount of computation power is wasted. To handle this situation, a setting in which the number of stragglers is not known a priori has been considered in [35]–[47] and schemes that can cope with such a setting have been designed. The underlying idea is to assign a sequence of small tasks to each server instead of assigning a single large task. Therefore, besides the scenario that the fastest $R$ servers finish all their tasks, there are other scenarios that make the computation complete. References [35], [36] focus on the task scheduling for general distributed computing. The matrix-vector multiplication setting is considered in [37]–[40]. In these works, only the input matrix is partitioned. References [41]–[46] consider matrix-matrix multiplication, but they can only handle a special partitioning, i.e., $A$ and $B$ are row-wisely and column-wisely split, respectively, or only $A$ is row-wisely split. In [47], the authors propose 3 hierarchical schemes for matrix multiplication to leverage partial stragglers. The main idea is that the task is first divided into several small subtasks, i.e., the multiplication of several pairs of small matrices, and each subtask is coded separately with existing schemes.

Arbitrary partitioning of input matrices is important in massive matrix multiplication since it enables different utilization of system resources, e.g., the required amount of storage at each server and the amount of communication from servers to the central node. When the number of stragglers is fixed, many codes such as PolyDot codes [6], EP codes [8] and GCSA codes [33] provide elegant solutions for arbitrary partitioning by encoding the input matrix blocks into a carefully designed polynomial. In particular, EP codes effectively align the servers’ computation with the terms that the central node
needs and achieve the optimal recovery threshold among all linear coding strategies in some cases.

A naive solution to achieve flexibility for distributed matrix multiplication with arbitrary partitioning is simply applying a fixed EP code with a recovery threshold of $PR$, where each server gets $P$ pairs of shares instead of one pair of shares. The central node can calculate the final results with any $PR$ out of the $PN$ computing results. Thus, each server only needs to compute $RP/N$ results when there is no straggler, and in general, the number of results computed in each server can be adjusted based on the number of stragglers. However, by doing so, the computation needs to be done in a field with a minimum size of $PN$ and operations over a larger field result in a much bigger delay [48].

In this paper, we present a flexible coding scheme for distributed matrix multiplication that allows a flexible number of stragglers and arbitrary matrix partitioning while only requiring a much smaller field size. The main idea is that non-straggler servers can finish more tasks to compensate for the effect of the stragglers without knowing the stragglers a priori. Specifically, the computation is encoded into several tasks for each server, and each server keeps calculating and sending results to the central node until enough results are obtained. Enough results can be either a larger number of servers with a smaller amount of completed computation by each server or a smaller number of servers with a larger amount of completed computation by each server. Therefore, the number of available servers is flexible and the number of required tasks is adjusted to the number of available servers. Our scheme is different from those that leverage partial stragglers [39], [40], [42], [45]–[47]. In our construction, the computation load (the number of multiplication operations) of each non-straggler server is the same and the computation by stragglers is neglected, while in schemes with partial stragglers, the computation load varies in different servers including stragglers.

The main contributions of the paper are as follows. We present a coding framework of flexible distributed matrix multiplication schemes, and one-round and multi-round communication models. A construction with multiple layers of computation tasks is proposed, which only requires a field size of less than $2N$ and the computation load of each server is reduced significantly when there are fewer stragglers than $N - R$. We also demonstrate the optimization of the parameters to obtain the lowest computation load. We show that the two-layer construction outperforms the fixed scheme under the one-round model as long as the server storage is above a threshold, and the maximum number of layers is preferred under the multi-round model.

The rest of the paper is organized as follows. Section II presents the problem statement. In Section III, we present our construction and its performance. The choice of parameters to optimize the computation
II. PROBLEM STATEMENT

We consider a problem of matrix multiplication (see Fig. 1) with two input matrices \( A \in \mathbb{F}^{\lambda \times \kappa} \) and \( B \in \mathbb{F}^{\kappa \times \mu} \), for some integers \( \lambda, \kappa, \mu \) and a field \( \mathbb{F} \). We are interested in computing the product \( \Gamma = AB \) in a distributed computing environment with 2 sources, a central node, and \( N \) servers. Sources 1 and 2 hold matrices \( A \) and \( B \), respectively. It is assumed that there are up to \( N - R \) stragglers among the servers. In non-flexible distributed matrix multiplication, \( R \) is called the recovery threshold. The shares (coded matrix sets) \( \tilde{A}_i \) and \( \tilde{B}_i \) are generated by sources for Server \( i, i \in [N] \). Each share consists of some coded matrices, denoted by \( \{ \tilde{A}_{i,1}, \cdots, \tilde{A}_{i,\tilde{\gamma}} \} \), or \( \{ \tilde{B}_{i,1}, \cdots, \tilde{B}_{i,\tilde{\gamma}} \} \), where \( \tilde{\gamma} \) is a function of \( N \) and \( R \). For \( i \in [N] \), the shares and the encoding functions are

\[
\begin{align*}
\tilde{A}_i &= \{ \tilde{A}_{i,j} \mid j \in [\tilde{\gamma}] \} = u_i(A), \\
\tilde{B}_i &= \{ \tilde{B}_{i,j} \mid j \in [\tilde{\gamma}] \} = v_i(B).
\end{align*}
\]
Then, $\tilde{A}_i$ and $\tilde{B}_i$ are sent to Server $i$ from the sources. Server $i$ sequentially computes $\tilde{\gamma}$ tasks in order:

$$\tilde{\Gamma}_{i,j} = \tilde{A}_{i,j} \cdot \tilde{B}_{i,j}, \ j \in [\tilde{\gamma}],$$

and sends $\tilde{\Gamma}_{i,j}$ to the central node once its computation is finished. Due to the sequential processing nature of the servers, the central node receives $\tilde{\Gamma}_{i,j}$ before $\tilde{\Gamma}_{i,j_2}$ for $\forall i \in [N], j_1 < j_2$. Denote $\tilde{\Gamma}_{i,[j]} = \{\tilde{\Gamma}_{i,t} | t \in [j]\}$ and $\tilde{\Gamma}_{K,[j]} = \{\tilde{\Gamma}_{i,[j]} | i \in K\}, \forall K \subset [N]$.

We require that the central node be able to decode the desired product $\Gamma$ from arbitrary $\hat{R} \geq R$ servers, where each server calculates $\gamma^*$ (a function of $\hat{R}$) tasks. Equivalently, the decoding function $d_{K,[j]}$ of the central node for recovering $\Gamma$ satisfies

$$\Gamma = d_{K,[j]} \left( \tilde{\Gamma}_{K,[j]} \right), \forall K, R \leq |K| = \hat{R} \leq N, j = \gamma^*.$$

The function set $\{u_i, v_i, d_{K,[j]} | 1 \leq i \leq N, R \leq |K| = \hat{R} \leq N, j = \gamma^*\}$ is called the flexible constructions for distributed matrix multiplication.

In other words, the sources send coded matrices to each server. Each server keeps calculating and sending results to the central node until it obtains enough results – when the quickest $\hat{R}$ servers complete the first $\gamma^*$ tasks. The remaining servers are viewed as stragglers and the computation results from stragglers are ignored.

In this work, we consider two communication models: the one-round communication model and the multi-round communication model. For the one-round communication model, the sources send all $\tilde{\gamma}$ coded matrices to the server at one time. After that there are no communications between sources and servers. For the multi-round communication model, first, the sources send one pair of coded matrices to the servers. Once a server finishes its tasks, it will ask the sources to send another pair of coded matrices. It is not necessary for the sources to know which servers are the stragglers. This procedure lasts until the central node obtains enough results. Note that there are no communications among servers in either models.

The computation load $L$ is defined as the number of multiplication operations per server. Moreover, each server has a storage capacity $C$. At any time, any server cannot store more than $C$. Specifically, for the one-round communication model, $\max_{i \in [N]} \left( |\tilde{A}_i| + |\tilde{B}_i| \right) \leq C$. For the multi-round communication model, $\max_{i \in [N], j \in [\tilde{\gamma}]} \left( |\tilde{A}_{i,j}| + |\tilde{B}_{i,j}| \right) \leq C$. This is because once a server finishes a task and sends the result to the central node, it can refresh the storage and delete the coded matrices related

---

The maximum storage size $C$ is usually smaller than $|A| + |B|$, otherwise the sources can send $A$ and $B$ to the servers.
to this task. In general, the storage constraint is stricter in the one-round communication model. We want to find flexible constructions with the storage capacity $C$ and the computation load $L$ at each server as small as possible.

III. Construction

In this section, we present our flexible constructions. The scheme is based on EP code [8] and the computation tasks are divided into several layers to provide flexibility. We start with a motivating example. The general construction and its storage and computation load are presented afterwards.

Example 1. Consider the matrix multiplication of $A$ and $B$, for $A \in \mathbb{F}^{\lambda \times \kappa}, B \in \mathbb{F}^{\kappa \times \mu}$, using $N = 5$ servers with at most $N - R = 2$ stragglers. Suppose $A$ is column-wisely partitioned as $A = [A_1, A_2]$, each submatrix is of size $\lambda \times \frac{\kappa}{2}$, and $B$ is row-wisely partitioned as $B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}$, each submatrix is of size $\frac{\kappa}{2} \times \mu$. The central node requires $AB = A_1B_1 + A_2B_2$. Applying the EP code, Server $i, i \in [5]$ receives coded matrices $A_1 + \alpha_i A_2$ and $\alpha_i B_1 + B_2$, for $\alpha_i \in \mathbb{F}$, and calculates

$$\begin{align*}
(A_1 + \alpha_i A_2) \cdot (\alpha_i B_1 + B_2) \\
= A_1B_2 + \alpha_i(A_1B_1 + A_2B_2) + \alpha_i^2 A_2B_1,
\end{align*}$$

which is a degree 2 polynomial with respect to $\alpha_i$. Thus, $A_1B_1 + A_2B_2$ can be calculated by 3 distinct evaluations from $\{\alpha_i | i \in [5]\}$ using Lagrange interpolation. The total computation load of directly multiplying $A$ and $B$ is $L = \lambda \kappa \mu$, while using the EP code the computation load of each server is $L/2$. However, when there is no straggler, the computation of 2 servers are wasted.

Alternatively, we can use a flexible scheme to calculate $AB$, such that any $\hat{R}$ available servers can complete the computation, $3 = R \leq \hat{R} \leq N = 5$. First, we partition the matrices and get $A = [A_1, A_2, A_3]$, each submatrix is of size $\lambda \times \frac{\kappa}{3}$, and $B = [B_1^T, B_2^T, B_3^T]^T$, each submatrix is of size $\frac{\kappa}{3} \times \mu$. The central node requires $AB = A_1B_1 + A_2B_2 + A_3B_3$. Let $\{\alpha_i | i \in [7]\}$ be distinct elements in $\mathbb{F}$. The calculation will be divided into 2 layers.

Layer 1: Server $i, i \in [5]$, calculates $\gamma_1 = 1$ task

$$\begin{align*}
\Gamma_{i,1} &= (A_1 + \alpha_i A_2 + \alpha_i^2 A_3) \cdot (\alpha_i^2 B_1 + \alpha_i B_2 + B_3) \\
= A_1B_3 + \alpha_i(A_2B_3 + A_1B_2) + \alpha_i^2(A_1B_1 + A_2B_2 + A_3B_3) \\
&\quad + \alpha_i^3(A_2B_1 + A_3B_2) + \alpha_i^4 A_3 B_1.
\end{align*}$$

(6)
It is a degree 4 polynomial with respect to $\alpha_i$ and the final product can be obtained from all 5 servers. If there is no straggler, we stop here. In this layer, matrices $A$ and $B$ are divided into smaller pieces compared to the fixed EP code and the computation load of each server is $L/3$. If there are stragglers, the servers continue the calculation in Layer 2.

Layer 2: We set $A_{\alpha_i} = A_1 + \alpha_iA_2 + \alpha_i^2A_3$, $B_{\alpha_i} = \alpha_i^2B_1 + \alpha_iB_2 + B_3$, $i \in \{6, 7\}$ and partition them into 2 parts,

$$A_{\alpha_i} = [A_{\alpha_i,1}, A_{\alpha_i,2}], B_{\alpha_i} = \begin{bmatrix} B_{\alpha_i,1} \\ B_{\alpha_i,2} \end{bmatrix}. \quad (7)$$

Server $i$ has $\gamma_2 = 2$ computation tasks:

$$\Gamma_{i,2} = (A_{\alpha_6,1} + \alpha_iA_{\alpha_6,2}) \cdot (\alpha_iB_{\alpha_6,1} + B_{\alpha_6,2}), \quad (8)$$
$$\Gamma_{i,3} = (A_{\alpha_7,1} + \alpha_iA_{\alpha_7,2}) \cdot (\alpha_iB_{\alpha_7,1} + B_{\alpha_7,2}). \quad (9)$$

The detailed calculation of each server is shown in Table I.

Since Layer 2 has a similar structure as (5), from any 3 of the servers, we can get $A_{\alpha_6} \cdot B_{\alpha_6}$ and/or $A_{\alpha_7} \cdot B_{\alpha_7}$. If there is one straggler, the central node obtains $A_{\alpha_6} \cdot B_{\alpha_6}$ from Layer 2, which causes the additional computation load of $L/6$ in a server. If there are 2 stragglers, the central node obtains both $A_{\alpha_6} \cdot B_{\alpha_6}$ and $A_{\alpha_7} \cdot B_{\alpha_7}$, which causes the computation load of $L/3$ in Layer 2 for each server.

In this example, there are two recovery thresholds $R_1 = 5$ and $R_2 = 3$, corresponding to two layers, respectively. We term the choice of per-layer recovery thresholds as recovery profile. There are totally $\tilde{\gamma} = \gamma_1 + \gamma_2 = 3$ coded matrices in a share where $\gamma_1$ coded matrices correspond to Layer 1 and $\gamma_2$ coded matrices correspond to Layer 2. Specifically, $\forall i \in [N]$, the shares $\tilde{A}_i$ and $\tilde{B}_i$ contain

$$\tilde{A}_{i,1} = A_{\alpha_i}, \quad \tilde{A}_{i,2} = A_{\alpha_6,1} + \alpha_iA_{\alpha_6,2}, \quad \tilde{A}_{i,3} = A_{\alpha_7,1} + \alpha_iA_{\alpha_7,2};$$
$$\tilde{B}_{i,1} = B_{\alpha_i}, \quad \tilde{B}_{i,2} = B_{\alpha_6,1} + \alpha_iB_{\alpha_6,2}, \quad \tilde{B}_{i,3} = B_{\alpha_7,1} + \alpha_iB_{\alpha_7,2};$$

respectively. Each server needs to store all the above 6 coded matrices under the one-round communication model, but only 2 coded matrices at a time under the multi-round communication. Each server computes up to $\tilde{\gamma} = 3$ tasks in order, independent of the progress of the other servers.

For Example 1, the computation load of each server is $L/3, L/2, 2L/3$ for the cases of no stragglers, 1 straggler and 2 stragglers, respectively. When there is no straggler (which is more likely in most practical systems), the computation load of each server is reduced 33%, from $L/2$ to $L/3$. The resulting computation latency under an exponential model is plotted in Fig. 2.
TABLE I
Calculation tasks in each server for Example 1.

| Layer 1 | Server 1 | Server 2 | Server 3 | Server 4 | Server 5 |
|---------|----------|----------|----------|----------|----------|
|         | $A_{\alpha_1} \cdot B_{\alpha_1}$ | $A_{\alpha_2} \cdot B_{\alpha_2}$ | $A_{\alpha_3} \cdot B_{\alpha_3}$ | $A_{\alpha_4} \cdot B_{\alpha_4}$ | $A_{\alpha_5} \cdot B_{\alpha_5}$ |
| Layer 2 | $(\alpha_1B_{\alpha_1} + \alpha_2A_{\alpha_2})$ | $(\alpha_2B_{\alpha_2} + \alpha_3A_{\alpha_3})$ | $(\alpha_3B_{\alpha_3} + \alpha_4A_{\alpha_4})$ | $(\alpha_4B_{\alpha_4} + \alpha_5A_{\alpha_5})$ | $(\alpha_5B_{\alpha_5})$

![CDF of computation latency for flexible construction and EP code in Example 1 of Section III.](image)

Fig. 2. CDF of computation latency for flexible construction and EP code in Example 1 of Section III. $N = R_1 = 5, R_2 = R = 3$. We assume $\lambda = \kappa = \mu = 6U$, for some integer $U$, and the computation delay for multiplication of two $U \times U$ matrices in each server satisfy the exponential distribution with parameter 0.1. The latency of the EP code is the delay of the $3$rd quickest server, and the slowest 2 servers are viewed as stragglers. For the flexible construction, the computation is completed in the cases of 5 servers complete 1 task (no straggler), or 4 servers complete 2 tasks (1 straggler), or 3 servers complete 3 tasks (2 stragglers). The overall latency is the smallest latency of these 3 cases. The expected latency is 10.79 for EP code, and 8.20 for the flexible construction. Hence we save 24%.

In this example, if there is only one communication round from the sources to the servers, the storage size required for each server is $\frac{2\lambda \kappa}{3} + \frac{2\kappa \mu}{3}$ for our flexible construction and $\frac{\lambda \kappa}{2} + \frac{\kappa \mu}{2}$ for the EP code. We will discuss how to partition the matrices to obtain an advantageous computation load while maintaining the same storage size in Section IV.

Next, we present the general definitions and constructions of our flexible schemes. The key component is to generate extra parities during the encoding in each layer that will correspond to extra tasks to be completed by higher layers to compensate for more stragglers.

Define the recovery profile as a tuple of integers $(R_1, R_2, \cdots, R_n)$, where $N \geq R_1 > R_2 > \cdots >$
\( R_a = R \) and \( a \) is some integer termed the number of layers. Denote

\[
\gamma_j = \begin{cases} 
1, & j = 1, \\
(R_j - 1 - R_j) \sum_{j=1}^{j-1} \gamma_j, & 2 \leq j \leq a,
\end{cases}
\] (12)

which will be shown to be the number of tasks in each layer. For two matrices \( \Phi, \Psi \) and partition parameters \( p_j, m_j, n_j \), define functions \( f_j, g_j, j \in [a] \), as

\[
f_j(\alpha_i; \Phi) = \sum_{u=1}^{m_j} \sum_{v=1}^{p_j} \Phi_{(u,v)} \alpha_i^{v-1+p_j(u-1)},
\] (13)

\[
g_j(\alpha_i; \Psi) = \sum_{u=1}^{m_j} \sum_{v=1}^{n_j} \Psi_{(u,v)} \alpha_i^{p_j-u+p_jm_j(v-1)},
\] (14)

where

\[
\Phi = \begin{bmatrix} 
\Phi_{(1,1)} & \cdots & \Phi_{(1,p_j)} \\
\Phi_{(2,1)} & \cdots & \Phi_{(2,p_j)} \\
\vdots & \ddots & \vdots \\
\Phi_{(m_j,1)} & \cdots & \Phi_{(m_j,p_j)} 
\end{bmatrix}, \quad \Psi = \begin{bmatrix} 
\Psi_{(1,1)} & \cdots & \Psi_{(1,n_j)} \\
\Psi_{(2,1)} & \cdots & \Psi_{(2,n_j)} \\
\vdots & \ddots & \vdots \\
\Psi_{(p_j,1)} & \cdots & \Psi_{(p_j,n_j)} 
\end{bmatrix}.
\] (15)

Note that (13) and (14) are the encoding functions of the EP codes [8] used in Layer \( j \).

**Construction 1.** Given recovery profile \( (R_1, R_2, \ldots, R_a) \) and partitioning parameters \( p_j, m_j, n_j \) such that \( R_j = p_j m_j n_j + p_j - 1, j \in [a] \), the construction consists of \( a \) layers. Fix \( N + R_1 - R_a \) distinct elements \( \alpha_i, i \in [N + R_1 - R_a] \), in a finite field \( \mathbb{F} \).

In Layer 1, set \( A^{(1,1)} = A \) and \( B^{(1,1)} = B \). A pair of coded matrices \( f_1(\alpha_t; A^{(1,1)}) \) and \( g_1(\alpha_t; B^{(1,1)}) \) are generated for Server \( t, t \in [N] \). Moreover, extra \( R_1 - R_a \) pairs of parities will be generated, i.e., \( f_1(\alpha_{N+t}; A^{(1,1)}) \) and \( g_1(\alpha_{N+t}; B^{(1,1)}), t \in [R_1 - R_a] \). They will be used in higher layers.

In Layer \( j, 2 \leq j \leq a \), the number of pairs of coded matrices is \( \gamma_j \) given by (12). For each \( \delta_j \in [\gamma_j] \), a pair of coded matrices \( f_j(\alpha_i; A^{(j,\delta_j)}) \) and \( g_j(\alpha_i; B^{(j,\delta_j)}) \) are generated for Server \( t, t \in [N] \). Besides, extra parities \( f_j(\alpha_{N+t}; A^{(j,\delta_j)}) \) and \( f_j(\alpha_{N+t}; B^{(j,\delta_j)}), t \in [R_j - R_a] \), are produced for higher layers. Here, \( A^{(j,\delta_j)} \) and \( B^{(j,\delta_j)} \), \( \delta_j \in [\gamma_j] \), are from the extra parities \( f_J(\alpha_{N+t}; A^{(J,\delta_J)}), g_J(\alpha_{N+t}; B^{(J,\delta_J)}) \) in Layer \( J \) for all \( J \in [j-1] \) and

\[
R_j - R_a + 1 \leq t \leq R_{j-1} - R_a, \delta_j \in [\gamma_j].
\] (16)
Specifically, given $j$ and $\delta_j$, $A^{(j,\delta_j)}$ and $B^{(j,\delta_j)}$ are set as

$$A^{(j,\delta_j)} = f_J\left(\alpha_{N+t} : A^{(J,\delta_J)}\right),$$

$$B^{(j,\delta_j)} = g_J\left(\alpha_{N+t} : B^{(J,\delta_J)}\right),$$

where

$$t = \left\lfloor \frac{\delta_j R_j - R_a - 1}{\gamma_j} \right\rfloor + R_j - R_a + 1,$$

and $J$ is the integer satisfying

$$\sum_{x=1}^{J-1} \gamma_x < \delta_j \mod \frac{\gamma_j}{R_j - R_a} \leq \sum_{x=1}^J \gamma_x$$

and

$$\delta_J = \delta_j \mod \frac{\gamma_J}{R_J - R_a} - \sum_{x=1}^{J-1} \gamma_x.$$

Intuitively, the $t$-th extra parities in all previous layers are encoded in Layer $j$, for all $t$ satisfying (16). Equations (19), (20), and (21) simply mean that these extra parities are ordered from left to right and from top to bottom (see Fig. 3 for an example).

Denote $\Gamma_{j,\delta_j}(\alpha_i)$ as the $\delta_j$-th task in Layer $j$ calculated in Server $i$, for $i \in [N], j \in [a], \delta_j \in [\gamma_j]$, where

$$\Gamma_{j,\delta_j}(\alpha_i) = f_J\left(\alpha_i; A^{(j,\delta_j)}\right) \cdot g_J\left(\alpha_i; B^{(j,\delta_j)}\right),$$

The calculation tasks of the construction are shown in Table II.

Note that there are in total $\gamma = \sum_{j=1}^a \gamma_j$ tasks. The shares and the tasks are

$$\bar{A}_i = \{A^{(j,\delta_j)} \mid j \in [a], \delta_j \in [\gamma_j]\},$$

$$\bar{B}_i = \{B^{(j,\delta_j)} \mid j \in [a], \delta_j \in [\gamma_j]\},$$

$$\bar{\Gamma}_{i, \sum_{x=1}^{j-1} \gamma_x + \delta_j} = \Gamma_{j,\delta_j}(\alpha_i).$$

**Example 2.** An example of a 3-layer construction is shown in Fig. 3. We set $N = 5, R = 2, (R_1, R_2, R_3) = (5, 3, 2)$. In Fig. 3, we show that the coded matrices transmitted from Source 1 and Source 2 are similar.

In Layer 1 ($A^{(1,1)} = A$), the coded matrices $f_1(\alpha_i; A^{(1,1)})$ are transmitted to Server $i$, $i \in [5]$, and $f_1(\alpha_{5+t}; A^{(1,1)}), t \in [3]$ are the extra parities. These parities are used in Layers 2 and 3. Specifically, $A^{(2,1)} = f_1(\alpha_7; A^{(1,1)})$ and $A^{(2,2)} = f_1(\alpha_8; A^{(1,1)})$ are used in Layer 2 and $A^{(3,1)} = f_1(\alpha_6; A^{(1,1)})$ is
TABLE II
Calculation tasks in each server for the multiple-layer construction, where δ_j ranges between 1 and γ_j as defined in (12), j ∈ [a].

| Layer  | Server 1 | ... | Server N | Extra parity 1 | ... | Extra parity R_1 - R_a |
|--------|----------|-----|----------|----------------|-----|------------------------|
| Layer 1 | Γ_{1,1}(α_1) | ... | Γ_{1,1}(α_N) | Γ_{1,1}(α_{N+1}) | ... | Γ_{1,1}(α_{N+R_1-R_a}) |
| Layer 2 | Γ_{2,δ_2}(α_1) | ... | Γ_{2,δ_2}(α_N) | Γ_{2,δ_2}(α_{N+1}) | ... | Γ_{2,δ_2}(α_{N+R_2-R_a}) |
| ... | ... | ... | ... | ... | ... | ... |
| Layer a | Γ_{a,δ_a}(α_1) | ... | Γ_{a,δ_a}(α_N) | ... | ... | ... |

used in Layer 3. In Layer 2, f_2(α_i; A^{(2,δ_2)}), δ_2 ∈ [2], i ∈ [5] are encoded using the above extra parities from Layer 1. The generated extra parities A^{(3,2)} = f_2(α_6; A^{(2,1)}) and A^{(3,3)} = f_2(α_6; A^{(2,2)}) are used in Layer 3.

Fig. 3. Example of coded matrices for 3-layer construction, N = R_1 = 5, R_2 = 3, R_3 = R = 2.

Theorem 1, below, states the performance of the flexible construction in terms of storage and computation. This result is based on the following decoding strategy: in the presence of R available servers, R_j ≤ R < R_{j-1}, all tasks in Layers 1, 2, ..., j - 1 and some tasks in Layer j are executed. It should be noted that the sum of storage sizes in all layers corresponds to the one-round communication model. However, under the multi-round communication model, the server storage size is only the maximum over the pairs of coded matrices. Since the coded matrix in a layer is encoded from submatrices in the previous layer, the higher the layer is, the smaller the size becomes. Hence, the storage size is just that of the first pair of coded matrices.
Theorem 1. In Construction 1, assume we have \( \hat{R} \) available servers and \( R \leq \hat{R} \leq N \), we need

\[
L_{\text{flex}} = \begin{cases} 
L_1, & \hat{R} \geq R_1, \\
\left(1 + \frac{R_j - \hat{R}}{p_j m_j n_j}\right) \sum_{j=1}^{j-1} L_J, & R_j \leq \hat{R} < R_{j-1}, j \geq 2, 
\end{cases}
\] (26)

computation load at each server to obtain the final result, where

\[
L_j = \begin{cases} 
\frac{\lambda \kappa}{m_1 p_1 n_1}, & j = 1, \\
\frac{R_{j-1} - R_j}{p_j m_j n_j} \sum_{j=1}^{j-1} L_J, & j \geq 2, 
\end{cases}
\] (27)

is the total computation load at each server in Layer \( j \). The server storage size required in Layer \( j \) is

\[
C_j = C_{j,A} + C_{j,B},
\] (28)

where

\[
C_{j,A} = \begin{cases} 
\frac{\lambda \kappa}{m_1 p_1 n_1}, & j = 1, \\
\frac{R_{j-1} - R_j}{p_j m_j n_j} \sum_{j=1}^{j-1} C_{j,A}, & j \geq 2, 
\end{cases}
\] (29)

\[
C_{j,B} = \begin{cases} 
\frac{\kappa \mu}{p_1 n_1}, & j = 1, \\
\frac{R_{j-1} - R_j}{p_j m_j n_j} \sum_{j=1}^{j-1} C_{j,B}, & j \geq 2. 
\end{cases}
\] (30)

**Proof:** In the following, we first prove (27). Then, we show that with the computation load in (26), the central node is able to obtain the matrix product. At last, we prove the storage size required in each layer.

In Layer \( j = 1 \), from (15), we know that \( f_1(\alpha_i; A^{(1,1)}) \) and \( f_1(\alpha_i; B^{(1,1)}) \) have sizes \( \frac{\lambda}{m_1} \times \frac{\kappa}{p_1} \) and \( \frac{\kappa}{p_1} \times \frac{\mu}{n_1} \), respectively. Thus, the computation load in Layer 1 is

\[
L_1 = \frac{\lambda \kappa \mu}{m_1 p_1 n_1}. 
\] (31)

In Layer \( j \), according to (15), (13), (14), and (22), the computation load of \( \{ \Gamma_{j,\delta_j}(\alpha_i) = f_j(\alpha_i; A^{(j,\delta_j)}) \cdot g_j(\alpha_i; B^{(j,\delta_j)}) : \delta_j \in [\gamma_j] \} \) is \( 1/(p_j m_j n_j) \) fraction of that of \( \mathcal{X} \triangleq \{ A^{(j,\delta_j)} \cdot B^{(j,\delta_j)} : \delta_j \in [\gamma_j] \} \). Moreover, the computation load of \( \mathcal{Y}(J,t) \triangleq \{ f_J(\alpha_{N+t} : A^{(J,\delta_J)}) \cdot f_J(\alpha_{N+t} : B^{(J,\delta_J)}) : \delta_J \in [\gamma_J] \} \) is equal to the load (per server) at the \( J \)-th layer, which is \( L_J \). Based on (16), (17) and (18), the computation load of \( \mathcal{X} \) is equal to the load of \( \mathcal{Y}(J,t) \) for all \( J \in [j-1], R_j - R_a + 1 \leq t \leq R_{j-1} - R_a \), which is \( (R_{j-1} - R_j) \sum_{J=1}^{j-1} L_J \). Therefore, (27) is satisfied.
In the case that the number of available servers \( \hat{R} \geq R_1 \), according to the correctness of EP codes [8], the required results can be obtained by collecting \( R_1 \) evaluation points of \( \Gamma_{1,1}(\alpha_i) \). Thus, we only need the computation in Layer 1.

In the case that \( R_j \leq \hat{R} < R_{j-1} \), we first calculate all the tasks in Layers 1 to \( j-1 \), whose computation load is \( \sum_{j=1}^{j-1} L_j \). Then, in Layer \( j \), Server \( i \) calculates \( \frac{R_{j-1} - \hat{R}}{R_{j-1} - R_j} \)\( \gamma_j \) tasks, i.e., \( \Gamma_{j,\delta_j}(\alpha_i), \delta_j = 1, 2, \ldots, \frac{R_{j-1} - \hat{R}}{R_{j-1} - R_j} \gamma_j, i \in [N] \). Thus, the total computation is \( \left(1 + \frac{R_{j-1} - \hat{R}}{p_j m_j n_j}\right)\sum_{j=1}^{j-1} L_j \).

**Claim:** \( R_J \) evaluations from \( \{\Gamma_{J,\delta_j}(\alpha_i), i \in [N]\} \) can be obtained by the above calculations for \( J = j, j-1, \ldots, 2, 1 \).

We prove it by induction on \( J \). As a consequence, the polynomial \( \Gamma_{J,\delta_j}(\cdot) \) is decoded due to the correctness of EP codes [8]. Hence, the final result can be decoded with \( J = 1 \) and (26) is proved.

**Base case:** In Layer \( j \), since \( \hat{R} \geq R_j \), the claim holds trivially.

**Induction step:** Suppose the claim holds for Layers \( j, j-1, \ldots, J+1 \). We show that it will hold for Layer \( J \). Note that \( J < j \). The associated polynomials are decoded in Layers \( j, j-1, \ldots, J+1 \). Then, from Eqs. (16), (17) and (18), one can calculate \( \Gamma_{J,\delta_j}(\alpha_{N+i}) \), for \( R_j - R_a + 1 \leq t \leq R_{j-1} - R_a - (\hat{R} - R_j) \) from Layer \( j \) and \( R_{J'} - R_a + 1 \leq t \leq R_{J'-1} - R_a \) from Layers \( J' = j-1, \ldots, J+1 \). In total, \( R_J - \hat{R} \) extra parities are obtained for the polynomial \( \Gamma_{J,\delta_j}(\cdot) \). Thus, together with \( \hat{R} \) available nodes, \( R_J \) evaluation points of \( \Gamma_{J,\delta_j}(\cdot) \) are obtained, for all \( \delta_j \in [\gamma_J] \).

The proof of the storage size is similar to the proof of (27). The proof sketch is as follows.

In Layer 1, the server needs to store \( f_1(\alpha_i; A^{(1,1)}), f_1(\alpha_i; B^{(1,1)}), i \in [N] \), then

\[
C_1 = \frac{1}{p_1} \left( \frac{\lambda K}{m_1} + \frac{\kappa \mu}{n_1} \right).
\]

(32)

In Layer \( j \geq 2 \), from (12), (17) and (18), the \( \gamma_j \) tasks in Layer \( j \) are encoded from the extra parities in Layers 1 to \( j-1 \). Based on (15), (13), (14), and (22), the size of \( f_j(\alpha_i; A^{(j,\delta_j)}), i \in [N] \) is \( p_j m_j \) fractions of \( A^{(j,\delta_j)} \), and the size of \( f_j(\alpha_i; B^{(j,\delta_j)}), i \in [N] \) is \( p_j n_j \) fractions of \( B^{(j,\delta_j)} \). Thus, (29) and (30) are obtained.

**Remark 1.** In Fig. 3, partial computation results can be also utilized to accelerate the computation in several cases such that the nodes contribute different number of results depending on their speed. For example, when Servers 1 and 2 complete their first 4 tasks and Server 3 completes its first 2 tasks, we are able to obtain \( f_1(\alpha_i, A^{(1,1)}) \) for \( i = 1, 2, 3, 6, 7 \), thus obtain the final results. Similar partial results utilization can be found in our general constructions, but in this paper we assume a server is either available or not able to provide any results.
Remark 2. CSA codes and GCSA codes [33] are designed to handle batch processing of matrix multiplication, namely, the multiplication of two sequences of matrices. They also provide solutions for secure distributed computation. Combined with these codes, our construction can be easily modified to handle batch processing and secure distributed computation.

The following corollary states a special case of the computation load that will be useful in the optimization discussed in Section IV under the multi-round communication model.

Corollary 2. In the case of $p_j = 1, j \geq 2$, we have $m_j n_j = R_j$ in Construction 1. The $j$-th layer’s computation load of each server is

$$L_j = \begin{cases} \frac{\lambda \rho \mu}{m_1 p_1 n_1}, & j = 1, \\ \frac{R_1 (R_{j-1} - R_j)}{R_{j-1} R_j} L_{j-1}, & j \geq 2, \end{cases} \quad (33)$$

and the total computation of each server is

$$L_{\text{flex}} = \begin{cases} L_1, & R_1 \leq \hat{R}, \\ \frac{R_1 (R_j + R_i - \hat{R})}{R_{j-1} R_j} L_{j-1} - R_j \leq \hat{R} < R_{j-1}, j \geq 2, \end{cases} \quad (34)$$

where $\hat{R}$ is the number of non-straggler servers. Specifically, when $\hat{R} = R_j$,

$$L_{\text{flex}} = \frac{R_1}{R_j} L_1. \quad (35)$$

Proof: We first prove (33) by induction.

Base case: When $j = 2$, we get $L_2 = \frac{R_1 - R_2}{R_2} L_1$ from (27) and it satisfies (33).

Induction step: Suppose $L_2, \ldots, L_j$ satisfy (33). From (27) and $p_j m_j n_j = R_j$ we know that

$$L_j = \frac{R_{j-1} - R_j}{R_j} \sum_{J=1}^{j-1} L_J. \quad (36)$$

Then, we have

$$L_{j+1} = \frac{R_j - R_{j+1}}{R_{j+1}} \sum_{J=1}^{j-1} L_J + \frac{R_j - R_{j+1}}{R_{j+1}} L_j \quad (37)$$

$$= \frac{R_j - R_{j+1}}{R_{j+1}} \frac{R_j}{R_{j-1} - R_j} L_j + \frac{R_j - R_{j+1}}{R_{j+1}} L_j$$

$$= \frac{R_{j-1} (R_j - R_{j+1})}{R_{j+1} (R_{j-1} - R_j)} L_j$$

$$= \frac{R_1 (R_j - R_{j+1})}{R_j R_{j+1}} L_1,$$
which satisfies (33).

Then, for the total computation, from (26) we can easily check that for \( R_j \leq \hat{R} < R_{j-1}, j \in [a] \), we have

\[
L_{\text{flex}} = \left(1 + \frac{R_{j-1} - \hat{R}}{R_j}\right) \sum_{j=1}^{j-1} L_j
\]

\[
= \left(1 + \frac{R_{j-1} - \hat{R}}{R_j}\right) \frac{R_j}{R_{j-1} - R_j} L_j
\]

\[
= \frac{R_1 (R_j + R_{j-1} - \hat{R})}{R_{j-1} R_j} L_1.
\]

The proof is completed.

IV. COMPUTATION LOAD OPTIMIZATION

In this section, we discuss how to pick the matrix partition parameters and the recovery profile to optimize the computation load given the storage capacity. Under the one-round communication model, we find the optimal parameters for the 2-layer flexible construction and show that when the storage capacity is above a threshold, the flexible construction outperforms the fixed EP code. For the multi-round communication model, we show that all layers except the first layer reduce to block-wise matrix-vector multiplication, and when the straggler probability is small, the most number of layers is optimal.

Recall \( \hat{R} \) is the number of non-straggler servers, \( R \leq \hat{R} \leq N \). We consider the expected computation load over the realizations of \( \hat{R} \). Assume for each instance of computing, \( \hat{R} \) is independent and identically distributed. Denote \( q_j \) as the probability of \( j \) stragglers in the system. Formally,

\[
q_j = P(\hat{R} = N - j), \quad \forall j \in \{0, 1, \cdots, N - R\}.
\]

Here, \( R \) is chosen such that the probability of having more than \( N - R \) stragglers is negligible. Therefore, \( j \) is assumed to be in the range between 0 and \( N - R \), and

\[
\sum_{j=0}^{N-R} q_j = 1.
\]

The expectation of the computation load is

\[
E[L_{\text{flex}}] = \sum_{j=0}^{N-R} q_j L_{\text{flex}}(\hat{R} = N - j),
\]
where \( L_{\text{flex}}(\hat{R}) \) is the computation load for \( \hat{R} \) non-straggler servers. The goal is to minimize \( E[L_{\text{flex}}] \) over the partitioning parameters \( p_j, m_j, n_j, j \in [a] \) and the recovery profile \( \{R_1, \cdots, R_a\} \), given the recovery threshold \( R_a = R \) and the storage constraint \( C \) in each server. Although in practical systems \( p_j, m_j, n_j, R_j, j \in [a] \) are required to be integers, in this section, we only assume them as real numbers to simplify the optimization analysis. To find an integer solution (not necessarily optimal), we pick the parameters close to the optimal real values that satisfy the recovery threshold and the storage constraint.

A. Optimization on Entangled Polynomial codes

As a warm-up, let us start with an EP code with a fixed recovery threshold \( R \), which satisfies \( R = m_0p_0n_0 + p_0 - 1 \) according to [8], for some undetermined partition parameters \( p_0, m_0, n_0 \). The computation load of EP codes remains the same if the number of stragglers is no greater than \( N - R \). According to [8], the computation load and the required storage size are

\[
L_{\text{EP}}(\hat{R}) = \frac{\lambda \kappa \mu}{m_0 p_0 n_0}, \quad \hat{R} \geq R, \tag{42}
\]

\[
C_{\text{EP}} = \frac{1}{p_0} \left( \frac{\lambda \kappa}{m_0} + \frac{\kappa \mu}{n_0} \right). \tag{43}
\]

Thus, the optimization problem can be formulated as

\[
\min_{p_0, m_0, n_0} L_{\text{EP}} = \frac{\lambda \kappa \mu}{m_0 p_0 n_0}, \quad \text{s.t.} \quad R = m_0p_0n_0 + p_0 - 1, \tag{44}
\]

\[
\frac{\lambda \kappa}{p_0 m_0} + \frac{\kappa \mu}{p_0 n_0} \leq C.
\]

**Theorem 2.** The solution of the EP code optimization problem in (44) is

\[
L_{\text{EP}}^* = \frac{2C \lambda \kappa \mu}{C(R + 1) + \sqrt{C^2(R + 1)^2 - 16\lambda \kappa^2 \mu}} \tag{45}
\]

with

\[
p_0^* = \frac{1}{2} (R + 1) - \frac{1}{2} \sqrt{(R + 1)^2 - 16 \frac{\lambda \kappa^2 \mu}{C^2}}, \tag{46}
\]

and \( m_0^*, n_0^* \) are given by \( m_0^* n_0^* = \frac{R + 1}{p_0^*} - 1 \) and \( \lambda \kappa n_0^* = \kappa \mu m_0^* \).

**Proof:** Using the threshold constraint

\[
m_0n_0 = \frac{R + 1}{p_0} - 1, \tag{47}
\]
we have $L_{EP} = \frac{\lambda \kappa n_0 + \kappa \mu m_0}{R + 1 - p_0}$, which is an increasing function of $p_0$. So, we minimize $p_0$ under the constraint that

$$\frac{\lambda \kappa n_0 + \kappa \mu m_0}{R + 1 - p_0} \leq C. \quad (48)$$

Note that

$$\lambda \kappa n_0 + \kappa \mu m_0 \geq 2\sqrt{\lambda \kappa^2 \mu m_0 n_0} = 2\sqrt{\lambda \kappa^2 \mu \frac{R + 1 - p_0}{p_0}} \quad (49)$$

and it holds with equality if and only if $\lambda \kappa n_0 = \kappa \mu m_0$. Combining (48) with (49) results in

$$2\sqrt{\frac{\lambda \kappa^2 \mu}{(R + 1 - p_0)p_0}} \leq C. \quad (50)$$

Note that $2\sqrt{\frac{\lambda \kappa^2 \mu}{(R + 1 - p_0)p_0}}$ decreases with $p_0$ because the derivative

$$\frac{d(R + 1 - p_0)p_0}{dp_0} = R + 1 - 2p_0 = p_0m_0n_0 - p_0 \geq 0. \quad (51)$$

Therefore, $L_{EP}$ reaches its optimal value when $\lambda \kappa n_0 = \kappa \mu m_0$ and (50) holds with equality, i.e., $p_0^* = \frac{1}{2}(R + 1) - \frac{1}{2}\sqrt{(R + 1)^2 - 16\lambda \kappa^2 \mu C^2}$. As a result, $m_0^*, n_0^*$ can be obtained by $m_0^*n_0^* = \frac{R + 1}{p_0} - 1$ and $\lambda \kappa n_0^* = \kappa \mu m_0^*$. The optimal computation load is

$$L_{EP}^* = \frac{2C\lambda \kappa \mu}{C(R + 1) + \sqrt{C^2(R + 1)^2 - 16\lambda \kappa^2 \mu}}. \quad (52)$$

The theorem is proved.

**Remark 3.** In Theorem 2, the storage capacity is required to satisfy

$$C \geq \frac{4\kappa \sqrt{\lambda \mu}}{1 + R}. \quad (53)$$

to have a valid $L_{EP}^*$ in (45). In addition, by combining (48) and (49), we obtain the minimum storage required as $2\sqrt{\frac{\lambda \kappa^2 \mu}{(R + 1 - p_0)p_0}}$ in (50). Since $p_0 = \frac{R + 1}{m_0n_0 + 1}$ and $m_0, n_0$ are at least 1, we conclude that (53) is the minimum storage constraint requirement to use EP codes for distributed matrix multiplication.

**B. Optimization for the one-round communication model**

Next, we consider the flexible constructions with the one-round communication model. In this model, all the tasks are sent to the server in one communication round. Thus, the sum of the task sizes should not exceed the storage constraint. Since the more layers, the larger the total size of the tasks is, only the 2-layer construction is considered. We first optimize the partition parameters with predetermined $R_1, R_2 = R$. After that, $R_1$ is optimized.
By the expression of the computation load in Theorem 1, the expectation of the computation load in (41) becomes

$$E[L_{\text{flex}}] = \sum_{j=0}^{N-R_2} q_j \frac{\lambda \kappa \mu}{p_1 m_1 n_1} + \sum_{j=N-R_1+1}^{N-R_2} q_j \frac{\lambda \kappa \mu (R_1 + j - N)}{m_1 m_2 p_1 p_2 n_1 n_2}.$$  \hfill (54)

In practical systems, the probability of having many stragglers is usually small. For instance, less than 110 failures occur over a 3000-node production cluster of Facebook per day [49]. So, we ignore the second term in (54) and use the approximation $L_{\text{flex}} = \frac{\lambda \kappa \mu}{p_1 m_1 n_1}$ in our optimization problem. Combined with (28), the optimization problem can be formulated as

$$\min_{p_1, m_1, n_1, p_2, m_2, n_2} L_{\text{flex}} = \frac{\lambda \kappa \mu}{p_1 m_1 n_1},$$  \hfill (55)

s.t. $R_1 = p_1 m_1 n_1 + p_1 - 1,$

$$R_2 = p_2 m_2 n_2 + p_2 - 1,$$

$$\frac{1}{p_1} \left( \frac{\lambda \kappa}{m_1} + \frac{\kappa \mu}{n_1} \right) + \frac{(R_1 - R_2)}{p_1 p_2} \left( \frac{\lambda \kappa}{m_1 m_2} + \frac{\kappa \mu}{n_1 n_2} \right) \leq C.$$

It should be noted that when $R_1 = R_2 = R$, the 2-layer flexible construction reduces to the fixed EP code and the optimal partition parameters remain the same.

**Theorem 3.** Fix $R_1, R_2 = R$. The solution of the 2-layer flexible construction optimization (55) is

$$L_{\text{flex}}^* = \frac{2C(R_2 + 1)\lambda \kappa \mu}{C(R_1 + 1)(R_2 + 1) + \sqrt{C^2(R_1 + 1)^2(R_2 + 1)^2 - 16\lambda \kappa^2 \mu^2(2R_1 - R_2 + 1)^2}},$$  \hfill (56)

with

$$p_1^* = \frac{1}{2} (R_1 + 1) - \frac{1}{2} \sqrt{(R_1 + 1)^2 - \frac{16\lambda \kappa^2 \mu^2(2R_1 - R_2 + 1)^2}{C^2(R_2 + 1)^2}},$$  \hfill (57)

and $m_1^*, n_1^*$ are given by $m_1^* n_1^* = \frac{R_1 + 1}{p_1^*} - 1$ and $\lambda \kappa n_1^* = \kappa \mu m_1^*$, and $p_2^* = \frac{R_2 + 1}{2}, m_2^* = 1, n_2^* = 1$.

**Proof:** Using $m_1 n_1 = \frac{R_1 + 1}{p_1} - 1$, we have $L_{\text{flex}} = \frac{\lambda \kappa \mu}{R_1 + 1 - p_1}$, which is an increasing function of $p_1$. Therefore, to maximize $L_{\text{flex}}$ we need to minimize $p_1$.

Using $m_1 n_1 = \frac{R_1 + 1}{p_1} - 1$ and $m_2 n_2 = \frac{R_2 + 1}{p_2} - 1$, similar to (48) and (49), we have:

$$C \geq \frac{1}{p_1} \left( \frac{\lambda \kappa}{m_1} + \frac{\kappa \mu}{n_1} \right) + \frac{(R_1 - R_2)}{p_1 p_2} \left( \frac{\lambda \kappa}{m_1 m_2} + \frac{\kappa \mu}{n_1 n_2} \right),$$  \hfill (58)

$$\geq 2 \sqrt{\frac{\lambda \kappa^2 \mu}{(R_1 + 1 - p_1)p_1}} + 2(R_1 - R_2) \sqrt{\frac{\lambda \kappa^2 \mu}{(R_1 + 1 - p_1)(R_2 + 1 - p_2)p_1 p_2}}.$$  \hfill (59)
Here (58) holds with equality when $\lambda\kappa n_1 = \kappa\mu m_1$ and $\lambda\kappa n_2 = \kappa\mu m_1 m_2$ or $n_2 = m_2$. Similar to (51), it is easy to show that (59) is a decreasing function of $p_1$ and $p_2$. For any fixed $p_2$, to obtain the minimum $p_1$, we should set (59) equal to $C$. When (59) is fixed, $p_1$ is minimized when $p_2$ reaches its maximum because a bigger $p_2$ results in a smaller $p_1$ when (59) is equal to $C$. Noticing that $p_2 = \frac{R_2}{m_2 n_2 + 1}$ and $m_2, n_2$ are at least 1, we set $p_2^* = \frac{R_2 + 1}{2}, m_2^* = 1, n_2^* = 1$. The optimal $p_1^*$ and $L_{\text{flex}}^*$ are obtained accordingly.

If $R_2$ is odd, then the choices of $p_2, m_2, n_2$ in the above theorem are the exact optimal integer parameters.

**Remark 4.** In Theorem 3, the storage capacity is required to satisfy

$$C \geq \frac{4\kappa \sqrt{\lambda\mu} (2R_1 - R_2 + 1)}{(1 + R_2)(1 + R_1)}$$

(60)

to have a valid $L_{\text{flex}}^*$ in (56). In addition, we obtain the minimum storage required in (59). Since $p_1 = \frac{R_1 + 1}{m_1 n_1 + 1}, p_2 = \frac{R_2 + 1}{m_2 n_2 + 1}$, and $m_1, n_1, m_2, n_2$ are at least 1, we conclude that (60) is the minimum storage constraint requirement to use our 2-layer flexible codes for the distributed matrix multiplication. When $R_1 = R_2$, (60) is the same as (53).

Next, we provide an example for the optimal integer solutions of the partition parameters.

**Example 3.** Assume there are $N = 8$ servers and we need to tolerate $N - R = 1$ straggler. $\lambda = \kappa = \mu$ and the storage size of each server is limited by $C = \frac{8}{7}\lambda\kappa$. Using the EP code, the optimal choice of $\{p_0, m_0, n_0\}$ is $\{1, 1, 7\}$, which results in a storage size of $\frac{8}{7}\lambda\kappa$ and a computation load per server of $\frac{1}{7}\lambda\kappa\mu = 0.143\lambda\kappa\mu$. Using the 2-layer flexible construction with $R_1 = 8$ and $R_2 = 7$, the optimal parameters are chosen as $p_1 = 1, m_1 = 2, n_1 = 4, p_2 = 4, m_2 = 1, n_2 = 1$, which cost a storage size of $\frac{15}{16}\lambda\kappa$ and a computation load of $\frac{1}{8}\lambda\kappa\mu$ when there is no straggler, with an additional computation load of $\frac{1}{32}\lambda\kappa\mu$ when there is one straggler. Assuming the probability of one straggler to be 10%, the average computation load is $0.128\lambda\kappa\mu$. In this example, we save both storage size and average computation load while maintaining one straggler tolerance.

Having found the best computation load for a fixed recovery profile as in Theorem 2, next, we discuss the optimization of the recovery profile. Given the straggler tolerance level $N - R_2$, we just need to optimize $R_1$, such that $R_2 \leq R_1 \leq N$. 
**Theorem 4.** To minimize the 2-layer computation load $L^*_{\text{flex}}$ in (56), the optimal $R_1^*$ is

$$
R_1^* = \begin{cases} 
N, & C \geq \frac{8\kappa \sqrt{\mu}}{R_2 + 1}, \\
\min \left( N, \frac{C^2(R_2+1)^2(R_2+3)+64\kappa^2\mu(R_2-1)}{2(64\kappa^2\mu-C^2(R_2+1)^2)} \right), & 8\kappa \sqrt{\frac{\lambda \mu}{3}} < C < \frac{8\kappa \sqrt{\mu}}{R_2 + 1}, \\
R_2, & C \leq \frac{8\kappa \sqrt{\lambda \mu}}{R_2 + 1}. 
\end{cases}
$$

**(Proof:** The optimal computation given $R_1$ is shown in (56). Since the numerator is a constant not related to $R_1$, we set $Y$ as the denominator and $L^*_{\text{flex}}$ has the minimum value when $Y$ reaches its maximum.

$$
\frac{dY}{dR_1} = C(R_2 + 1) + \frac{C^2(R_2 + 1)^2(R_1 + 1) - 32\kappa^2\mu(2R_1 - R_2 + 1)}{\sqrt{C^2(R_1 + 1)^2(R_2 + 1)^2 - 16\kappa^2\mu(2R_1 - R_2 + 1)^2}}.
$$

Setting $\frac{dY}{dR_1} = 0$, we have

$$
\left( \frac{32\kappa^2\mu(2R_1 - R_2 + 1)}{C(R_2 + 1)} \right)^2 = 64\kappa^2\mu(2R_1 - R_2 + 1)(R_1 + 1) - 16\kappa^2\mu(2R_1 - R_2 + 1)^2. \tag{63}
$$

Since $R_1 \geq R_2$, the term $\kappa^2\mu(2R_1 - R_2 + 1) \neq 0$ can be cancelled and the solution to the above equation is

$$
\hat{R}_1 = \frac{C^2(R_2 + 1)^2(R_2 + 3) + 64\kappa^2\mu(R_2 - 1)}{2(64\kappa^2\mu - C^2(R_2 + 1)^2)}. \tag{64}
$$

Let $X = C^2(R_1 + 1)^2(R_2 + 1)^2 - 16\kappa^2\mu(2R_1 - R_2 + 1)^2$. We have $X \geq 0$ due to the minimum storage constraint in Remark 4. We simplify (62) as

$$
\frac{dY}{dR_1} = C(R_2 + 1) + \frac{dX}{2\sqrt{X}}, \tag{65}
$$

where

$$
\frac{dX}{dR_1} = 2(C^2(R_2 + 1)^2 - 64\kappa^2\mu)R_1 + 2C^2(R_2 + 1)^2 + 64\kappa^2\mu(R_2 - 1) \geq 0. \tag{66}
$$

is a linear function of $R_1$ and the constant term $2C^2(R_2 + 1)^2 + 64\kappa^2\mu(R_2 - 1) > 0$ since $R_2$ is at least 1.

In the case of $C \geq \frac{8\kappa \sqrt{\mu}}{R_2 + 1}$, we have

$$
C^2(R_2 + 1)^2 - 64\kappa^2\mu \geq 0 \Rightarrow \frac{dX}{dR_1} > 0 \Rightarrow \frac{dY}{dR_1} > 0. \tag{67}
$$

Thus, we should pick $R_1^* = N$.

In the case of $C < \frac{8\kappa \sqrt{\mu}}{R_2 + 1}$, we get

$$
C^2(R_2 + 1)^2 - 64\kappa^2\mu < 0 \Rightarrow \frac{dX}{dR_1} \text{ is a decreasing linear function.} \tag{68}
$$
We discuss $\frac{dY}{dR_1}$ when $R_1$ varies between $(0, \frac{C^2(R_2+1)^2+32\lambda\kappa^2\mu}{64\lambda\kappa^2\mu-C^2(R_2+1)^2})$ and $(\frac{C^2(R_2+1)^2+32\lambda\kappa^2\mu}{64\lambda\kappa^2\mu-C^2(R_2+1)^2}, +\infty)$ separately. In the first region, we have

$$R_1 \leq \frac{C^2(R_2+1)^2+32\lambda\kappa^2\mu}{64\lambda\kappa^2\mu-C^2(R_2+1)^2} \Rightarrow \frac{dX}{dR_1} \geq 0 \Rightarrow \frac{dY}{dR_1} > 0,$$

(69)

$Y$ reach its maximum when $R_1 = \frac{C^2(R_2+1)^2+32\lambda\kappa^2\mu}{64\lambda\kappa^2\mu-C^2(R_2+1)^2}$. In the second region, we have

$$R_1 > \frac{C^2(R_2+1)^2+32\lambda\kappa^2\mu}{64\lambda\kappa^2\mu-C^2(R_2+1)^2} \Rightarrow \frac{dX}{dR_1} < 0.$$

(70)

Clearly, $\frac{dX}{dR_1}$ is a decreasing function of $R_1$, because $\frac{dX}{dR_1}$ is a negative decreasing function of $R_1$ by (68) and (70), and $\sqrt{X}$ is a positive decreasing function of $R_1$ by (70). Then, with (65) we can conclude that

$$\frac{d^2Y}{dR_1^2} = \frac{\frac{dX}{dR_1}}{2\sqrt{X}} < 0.$$

(71)

In addition, we know from (64) that $\tilde{R}_1$ is located in $(\frac{C^2(R_2+1)^2+32\lambda\kappa^2\mu}{64\lambda\kappa^2\mu-C^2(R_2+1)^2}, +\infty)$ when $R_2 \geq 2$, and hence is a local maximum. Therefore, combining the 2 ranges of $R_1$, we conclude that $Y$ reaches its maximum in (64). Finally, the proof is completed considering the requirement that $R_2 \leq R_1 \leq N$, and the fact that $\tilde{R}_1 \geq R_2$ is satisfied when $C \geq \frac{8\kappa}{R_2+1}\sqrt{\frac{3}{\mu}}$.

**Corollary 3.** The flexible construction with 2 layers is better than a fixed EP code in terms of the computation load when the storage constraint $C$ satisfy:

$$C > \frac{8\kappa}{R_2+1}\sqrt{\frac{3}{\mu}}.$$

(72)

**Proof:** From Theorems 2 and 3 we have

$$L^{*}_{\text{flex}}|_{R_1=R_2} = L^{*}_{\text{EP}}.$$

(73)

Also, it is easy to check that $R^{*}_1 > R_2$ in (61) when (72) is satisfied. Then, combining Theorem 4 we conclude that

$$L^{*}_{\text{flex}}|_{R_1=R^{*}_1} < L^{*}_{\text{flex}}|_{R_1=R_2} = L^{*}_{\text{EP}}.$$

(74)

The proof is completed.

We summarize how to choose the optimal constructions in different situations in Table III.
### TABLE III

**Optimal choices of the flexible constructions given the number of servers \( N \), the failure tolerance \( N - R \) and the storage constraint \( C \).**

| Storage constraint \( C \) | Optimal constructions | Optimal matrix partition |
|-----------------------------|-----------------------|-------------------------|
| \( C < \frac{4\sqrt{\lambda \mu}}{1 + R} \) | Not available | Not available |
| \( \frac{4\sqrt{\lambda \mu}}{1 + R} \leq C \leq \frac{8\sqrt{\lambda \mu}}{R_2 + 1} \sqrt{\frac{\lambda \mu}{3}} \) | Fixed EP codes | \( p_0, m_0, n_0 \) chosen in Theorem 2 |
| \( C > \frac{8\sqrt{\lambda \mu}}{R_2 + 1} \sqrt{\frac{\lambda \mu}{3}} \) | Flexible codes with \( R_1 \) chosen in Theorem 4 | \( p_j, m_j, n_j, j \in [2] \) chosen in Theorem 3 |

Fig. 4 shows a comparison of our 2-layer flexible codes and the fixed EP codes. For the approximate computation load, only the computation load in the first layer is considered as in (55). The expected computation load is computed based on (54) with a truncated binomial distribution

\[
q_j = \frac{1}{\theta} \binom{N}{j} (1 - \epsilon)^{N-j} \epsilon^j, 0 \leq j \leq N - R, \tag{75}
\]

where \( \epsilon = 0.05 \) is the probability that each server is a straggler. To limit the number of stragglers below \( N - R \), we truncate the binomial distribution below \( N - R \) and \( \theta = \sum_{i=0}^{N-R} \binom{N}{i} \epsilon^i (1 - \epsilon)^{N-i} \) is the probability that there are at least \( N - R \) available nodes.\(^2\) In Fig. 4, we have \( 1 - \theta < 10^{-4} \).

\(^2\)In practice, \( R \) is chosen such that the probability of having more than \( N - R \) stragglers is negligible.
The minimum required storage constraint is $C = 0.33$. When $C < 0.45$, our 2-layer construction reduces to the EP code. When the storage constraint $C \geq 0.45$, our 2-layer constructions have better performance. For example, when $C = 0.9$, the optimal EP code has $p_0 = 2, m_0 = 1, n_0 = 5$ and its expected computation is $L_{EP} = 0.1$. However, our 2-layer optimal flexible code has $p_1 = 1, m_1 = 3, n_1 = 5, p_2 = 6, m_2 = 1, n_2 = 1, R_1 = 15$, and its expected computation load is $L_{flex} = 0.069$, i.e., we save more than 30% in terms of computation load. In addition, the approximate computation load of the 2-layer flexible code in this case is $0.067$, which is very close to the expected computation load when the computation in both layers are considered.

C. Optimization for the multi-round communication model

Now let us consider the multi-round communication model where coded matrices are sent sequentially from the source to the server. In this case, it is only required that the maximum size of the coded matrices does not exceed the storage size. As mentioned before Theorem 1, the storage capacity just needs to exceed the size of the first pair of coded matrices. We first optimize the partitioning parameters for a fixed recovery profile and then optimize the number of layers and the recovery profile.

Let us consider the construction with $a$ layers and predetermined $R_j, j \in [a]$ such that $N \geq R_1 > R_2 > ... > R_a = R$. Assuming $R_j, j \in [a]$, and the storage constraint $C$ are given, we first minimize the computation load in each layer:

$$
\min_{p_j, m_j, n_j} L_j \\
\text{s.t. } R_j = p_j m_j n_j + p_j - 1 \\
\frac{\lambda \kappa}{p_1 m_1} + \frac{\kappa \mu}{p_1 n_1} \leq C,
$$

where $L_j$ is shown in (27). Note that once $L_j, j \in [a]$, are minimized, by Theorem 1 the computation load $L_{\text{flex}}(\hat{R})$ for any number of non-stragglers $\hat{R}$ is also minimized. Hence the optimization in (76) is stronger than optimizing the expected computation load defined in (41).

**Theorem 5.** The optimal solution of (76) for the flexible construction under the multi-round communication model is

$$
L^*_j = \begin{cases} 
\frac{2C\lambda \mu}{C(R_1+1) + \sqrt{C^2(R_1+1)^2 - 16\lambda \mu^2}}, & j = 1, \\
\frac{R_1(R_j - R_1)}{R_j - 1} L_1, & j \geq 2,
\end{cases}
$$

(77)
with
\[ p_1^* = \frac{1}{2}(R + 1) - \frac{1}{2}\sqrt{(R + 1)^2 - \frac{16\lambda \kappa^2 \mu}{C^2}}, \]  
(78)
m_1^*, n_1^* are given by \( m_1^* n_1^* = \frac{R + 1}{p_1^*} - 1 \) and \( \lambda \kappa n_1^* = \kappa \mu m_1^* \) and \( p_j^* = 1, m_j^* n_j^* = R_j \) for \( j \geq 2 \).

**Proof:** When \( j = 1 \), it is the same optimization problem in Theorem 2.

For \( j \geq 2 \), We prove by induction.

**Base case:** For \( j = 2 \), since there is no constraint on storage size of Layer 2, by Theorem 1 we have
\[ L_2 = \frac{R_1 - R_2}{p_2 m_2 n_2} L_1 = \frac{R_1 - R_2}{R_2 - p_2 + 1} L_1, \]  
(79)
which is an increasing function of \( p_2 \). Thus, we have \( p_2^* = 1, m_2^* n_2^* = R_2 \).

**Induction step:** Assume the minimum \( L_j^* \) is achieved when \( p_j^* = 1, m_j^* n_j^* = R_j \) for \( j = 2, 3, ..., j - 1 \). For \( J = j \), we have
\[ L_j = \frac{R_{j-1} - R_j}{p_j m_j n_j} \sum_{j=1}^{j-1} L_j = \frac{R_{j-1} - R_j}{R_j - p_j + 1} \sum_{j=1}^{j-1} L_j, \]  
(80)
which is an increasing function of \( p_j \) and \( L_j, J \in [j - 1] \), respectively. Hence, we should pick the minimum \( p_j^* = 1 \) and the minimum \( L_j^*, 1 \leq J \leq j - 1 \) to optimize \( L_j \). Therefore, \( p_j^* = 1, m_j^* n_j^* = R_j \) for all \( 2 \leq J \leq j \).

Notice that in the case of \( j \geq 2 \), we have \( R_j = m_j n_j \), there is at least one integer solution with \( m_j = R_j, n_j = 1 \), which simplifies the problem to be matrix-vector multiplication.

Next, we discuss how to set the number of layers and the recovery profile to minimize the computation load. First, we state a lemma to show that adding more layers does not increase the computation load. Then, a theorem is proposed to show how to set \( R_1 \).

**Lemma 1.** Given \( R, R_1, \) and \( p_j = 1, j \geq 2 \), adding another layer does not increase the computation load of each server.

**Proof:** Let us add a layer between Layers \( j - 1 \) and \( j \). When \( R_{j-1} = R_j + 1 \), no layers can be added. When \( R_{j-1} > R_j + 1 \), consider adding one extra layer with \( R_{\text{add}} = R_j + 1 \) between Layer \( j - 1 \) and \( j \) so that \( R_j < R_{\text{add}} < R_{j-1} \). Denote the computation load of the new construction by \( L_{\text{add}} \), which is a function of the number of non-stragglers, \( \hat{R} \).

When \( \hat{R} \leq R_j \) or \( \hat{R} \geq R_{j-1} \), based on (34), the computation load of each server does not change, i.e., \( L_{\text{add}} = L_{\text{flex}} \).
When \( R_{\text{add}} \leq \hat{R} < R_{j-1} \), by Corollary 2, the new computation load is

\[
L_{\text{add}} = \frac{R_1(R_{\text{add}} + R_{j-1} - \hat{R})}{R_{j-1}R_{\text{add}}} L_1
\]

\[
= \frac{R_1}{R_{j-1}} L_1 + \frac{R_1(R_{j-1} - \hat{R})}{R_{j-1}R_{\text{add}}} L_1,
\]

\[
< \frac{R_1}{R_{j-1}} L_1 + \frac{R_1(R_{j-1} - \hat{R})}{R_{j-1}R_j} L_1
\]

\[= L_{\text{flex}}, \tag{81}\]

where the inequality results from the fact that \( R_{\text{add}} > R_j \). Thus, by adding one layer with \( R_{\text{add}} = R_j + 1 \), computation load does not increase. Similarly, more layers can be added between Layer \( j - 1 \) and \( j \). Therefore, adding more layers between \( R_1 \) and \( R \) does not increase the computation load of each server.

Based on Lemma 1, given \( R_1 \) and \( R \), the optimal scheme is to add one layer for each value between \( R_1 \) and \( R \). Thus, the recovery profile should be chosen to be \((R_1, R_1 - 1, R_1 - 2, \ldots, R)\). The only problem left is how to set \( R_1 \). According to Corollary 2 and Theorem 5,

\[
L_{\text{flex}} = \begin{cases} 
L_1 = \frac{2\lambda \kappa \mu}{(R+1) + \sqrt{(R+1)^2 - \frac{16\lambda \kappa^2 \mu}{C^2}}} & \text{if } \hat{R} > R_1, \\
\frac{R_1}{N-j} L_1 & \text{if } \hat{R} = N - j, N - R - 1 \leq j \leq N - R. 
\end{cases} \tag{82}
\]

Based on (82), we see \( \frac{\lambda \kappa \mu}{R_1+1} < L_1 < \frac{2\lambda \kappa \mu}{R_1+1} \). Denote \( L_1 = \eta \frac{\lambda \kappa \mu}{R_1+1} \), where

\[
\eta = \frac{2}{1 + \sqrt{1 - \frac{16\lambda \kappa^2 \mu}{C^2(1+R_1)^2}}} \tag{83}
\]

Note that given \( \lambda, \kappa, \mu, C \), the value of \( \eta \) decreases as \( R_1 \) increases. Then, for fixed \( R_1 \), the expectation of the computation load is

\[
E \left[ L_{\text{flex}}^{(R_1)} \right] = L_1 \sum_{j=0}^{N-R_1-1} q_j + \sum_{j=N-R_1}^{N-R} q_j \frac{R_1}{N-j} L_1 
\]

\[= \lambda \kappa \mu \eta \left( \sum_{j=0}^{N-R_1-1} \frac{q_j}{1+R_1} + \sum_{j=N-R_1}^{N-R} \frac{q_j R_1}{(N-j)(1+R_1)} \right). \tag{85}\]

Here, the superscript \( R_1 \) indicates that the computation load depends on \( R_1 \). The goal is to minimize \( E \left[ L_{\text{flex}}^{(R_1)} \right] \) over \( R_1 \) where \( R \leq R_1 \leq N \).

The theorem below states a sufficient condition for which we should set \( R_1 = N \) and use the maximum number of layers. In particular, the recovery profile should be \((N, N-1, N-2, \ldots, R)\).
Theorem 6. When $q_0 > \sum_{j=1}^{N-R} \frac{q_j}{N-j}$, the optimal $R_1$ to minimize (85) is achieved when $R_1^* = N$.

Proof: Denote the term in the parentheses of (85) as

$$h(R_1) = \frac{1}{1+R_1} \sum_{j=0}^{N-R-1} q_j + \frac{R_1}{1+R_1} \sum_{j=N-R}^{N-R-1} \frac{q_j}{N-j}.$$  (86)

When $R_1 = N$,

$$h(N) = \frac{N}{1+N} \sum_{j=0}^{N-R} \frac{q_j}{N-j}.$$  (87)

When $R_1 = N-k, k \in [1, N-R]$,

$$h(N-k) = \frac{1}{N-k+1} \sum_{j=0}^{k-1} q_j + \frac{N-k}{N-k+1} \sum_{j=k}^{N-R} \frac{q_j}{N-j}.$$  (88)

Then, their difference is

$$h(N-k) - h(N) = \frac{1}{N-k+1} \sum_{j=0}^{k-1} q_j + \frac{N-k}{N-k+1} \sum_{j=k}^{N-R} \frac{q_j}{N-j} - \frac{N}{1+N} \sum_{j=0}^{N-R} \frac{q_j}{N-j}\]$$  (89)

$$= \frac{1}{(N+1)(N-k+1)} \left( \sum_{j=0}^{k-1} \frac{(k-j)N-j}{N-j} q_j - k \sum_{j=k}^{N-R} \frac{q_j}{N-j} \right).$$  (90)

When $q_0 > \sum_{j=1}^{N-R} \frac{q_j}{N-j}$, the first term in the parentheses of (91) is

$$\sum_{j=0}^{k-1} \frac{(k-j)N-j}{N-j} q_j \geq kq_0 > k \sum_{j=1}^{N-R} \frac{q_j}{N-j} \geq k \sum_{j=k}^{N-R} \frac{q_j}{N-j}.$$  (92)

Thus, $h(N-k) > h(N)$. Since $\eta$ increases as $R_1$ decreases, by (85) we conclude that $E\left[ L_{\text{flex}}^{(N)} \right] < E\left[ L_{\text{flex}}^{(N-k)} \right]$. Therefore, $R_1^*$ should be set as $N$.

Example 4. Suppose $N = 50, R = 40$ and assume the number of stragglers follows a truncated binomial distribution similar to (75), i.e., $q_j = \theta \binom{N}{j} e^j (1-e)^{N-j}$, for the constant factor $\theta = \frac{1}{\sum_{i=0}^{N-R} \binom{N}{i} e^i (1-e)^{N-i}}$. According to Theorem 6, $R_1$ can be set as $N$ as long as $e < 7.4\%$.

V. CONCLUSION

In this paper, we consider coded distributed matrix multiplication. A flexible construction for distributed matrix multiplication is proposed and the optimal parameters are discussed. The construction can also be generalized to batch processing of matrix multiplication and secure distributed computation.
Flexible constructions are also found in other problems such as communication-efficient secret sharing [50], adaptive gradient codes [51], coded elastic computing [52] and flexible storage [53], [54]. It is worthwhile to explore more applications of flexible constructions, such as distributed machine learning and secure multi-party computation.
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