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Abstract

Let $S \subseteq \mathbb{N}$ have the property that for each $k \in S$ the set $(S - k) \cap \mathbb{N} \setminus S$ has asymptotic density 0. We prove that there exists a basic sequence $Q$ where the set of numbers $Q$-normal of all orders in $S$ but not $Q$-normal of all orders not in $S$ has full Hausdorff dimension. If the function $k \mapsto \mathbb{I}_S(k)$ is computable, then there exist computable examples. For example, there exists a computable basic sequence $Q$ where the set of numbers normal of all even orders and not normal of all odd orders has full Hausdorff dimension. This is in strong contrast to the $b$-ary expansions where any real number that is normal of order $k$ must also be normal of all orders between 1 and $k - 1$. Additionally, all numbers we construct satisfy the unusual condition that block frequencies sampled along non-trivial arithmetic progressions do not converge to the expected value. This is also in strong contrast to the case of the $b$-ary expansions, but more similar to the case of the continued fraction expansion. As a corollary, the set of $Q$-normal numbers that are not normal when sampled along any non-trivial arithmetic progression has full Hausdorff dimension.
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1. Introduction

1.1. Normal numbers

We recall the modern definition of a normal number.

**Definition 1.1.** A real number $x$ is normal of order $k$ in base $b$ if all blocks of digits of length $k$ in base $b$ occur with relative frequency $\frac{1}{b^k}$ in the $b$-ary expansion of $x$. We denote this set by $\mathcal{N}_k(b)$. Moreover, $x$ is simply normal in base $b$ if it is a member of $\mathcal{N}_1(b)$ and $x$ is normal in base $b$ if it is normal of order $k$ in base $b$ for all natural numbers $k$. We denote the set of normal numbers in base $b$ by

$$\mathcal{N}(b) := \bigcap_{k \in \mathbb{N}} \mathcal{N}_k(b).$$

We also wish to mention one of the most fundamental and important results relating to normal numbers in base $b$. The following is due to Wall in his Ph.D. dissertation [42].

**Theorem 1.2 (Wall).** A real number $x$ is normal in base $b$ if and only if the sequence $(b^nx)$ is uniformly distributed mod 1.

It is well known that Borel [9] was the first mathematician to study normal numbers. In 1909 he gave the following definition.

**Definition 1.3 (Borel).** A real number $x$ is normal in base $b$ if each of the numbers $x, bx, b^2x, \ldots$ is simply normal (in the sense of definition 1.1), in each of the bases $b, b^2, b^3, \ldots$.

Borel proved that Lebesgue almost every real number is normal, in the sense of definition 1.3, in all bases. In 1940, Pillai [31] simplified definition 1.3 by proving that

**Theorem 1.4 (Pillai).** For $b \geq 2$, a real number $x$ is normal in base $b$ if and only if it is simply normal in each of the bases $b, b^2, b^3, \ldots$.

Theorem 1.4 was improved in 1951 by Niven and Zuckerman [30] who proved

**Theorem 1.5 (Niven and Zuckerman).** Definitions 1.1 and 1.3 are equivalent.

A simpler proof of theorem 1.4 was given by Maxfield in [29], Cassels gave a shorter proof of theorem 1.5 in [13]. It should be noted that both of these results require some work to establish, but were assumed without proof by several authors. For example, W. Sierpinski assumed theorem 1.4 in [37] without proof. Moreover, Champernowne [14], Copeland and Erdős [16], and other authors took definition 1.1 as the definition of a normal number before it was proven that definitions 1.1 and 1.3 are equivalent. More information can be found in Chapter 4 of the book of Bugeaud [10].

The following theorem was proven by Furstenberg in his seminal paper ‘disjointness in ergodic theory, minimal sets, and a problem in diophantine approximation’ [20] on page 23 as an application of disjointness to stochastic sequences.

**Theorem 1.6 (Furstenberg).** Suppose that $x = d_0.d_1d_2 \cdots$ is the $b$-ary expansion of $x$. Then $x$ is normal in base $b$ if and only if for all natural numbers $m$ and $r$ the real number $0.d_md_{m+1}d_{2m+1}d_{3m+1}\cdots$ is normal in base $b$.

It is interesting to note that although Furstenberg did not provide an alternate proof of theorem 1.5, he showed that an entirely different definition of normality is equivalent to definition 1.1. We will say that $x$ is AP normal of type I in base $b$ if $x$ satisfies definition 1.3 and AP normal of type II in base $b$ if $x$ satisfies the notion introduced in theorem 1.6. Thus, for numbers expressed in base $b$.
normality ⇔ AP normality of type I ⇔ AP normality of type II. \hfill (1.1)

The core of Borel’s definition is that a number is normal in base \( b \) if blocks of digits occur with the desired relative frequency along all infinite arithmetic progressions. Similarly, the core of Furstenberg’s definition deals with testing for blocks in a different way along arithmetic progressions.

The authors feel that the equivalence of definitions 1.1 and 1.3 and other similar ones is a far more delicate topic than is typically assumed. Recent papers [26, 1] establish that the connection between analogous notions is weaker and more subtle for Cantor series expansions. Furthermore, the situation is far worse for the continued fraction expansion.

Let \([a_1, a_2, a_3, \ldots]\) be normal with respect to the continued fraction expansion. Heersink and Vandehey [22] recently proved that for any integers \( m \geq 2, k \geq 1 \), the continued fraction \([a_k, a_{m+k}, a_{2m+k}, a_{3m+k}, \ldots]\) is never normal with respect to the continued fraction expansion. One of the main goals of this paper will be to greatly strengthen the results in [26].

The relationship between numbers normal of order \( r \) and \( s \) is straightforward. It is easy to show that if a real number \( x \) is normal of order \( r > s \) in base \( b \), then it must also be normal of order \( s \) in base \( b \). Thus, for all \( k \)

\[
\mathcal{N}_k(b) \subseteq \bigcap_{j \in \{1, \ldots, k-1\}} \mathcal{N}_j(b).
\]

We remark that the related concept of simple normality in base \( b^k \) has been studied, but is different than normality of order \( k \). Bugeaud proved the following theorem in [11].

**Theorem 1.7.** Let \( a \) and \( c \) be integers \( \geq 2 \) such that \( a \) is not an integer power of \( c \). Then the set of real numbers which are simply normal in base \( a \) but not base \( c \) has full Hausdorff dimension.

Taking \( a = b^k \) and \( c = b^{k+1} \) shows \( \dim_H(\mathcal{N}_k(b^k) \setminus \mathcal{N}_{k+1}(b^{k+1})) = 1 \). We will be interested in difference sets of numbers normal of different orders for the Cantor series expansions. Thus, we record what is known for \( b \)-ary expansions. The notes in section 1.8 of [24] describes the results of many papers on this subject. However, the authors are unaware of a version of theorem 1.7 for normality of order \( k \). Thus, we will later prove as a consequence of a theorem of Colebrook [15] that

**Theorem 1.8.** The set of real numbers which are normal of order \( k \) but not order \( k + 1 \) in base \( b \) has full Hausdorff dimension. That is

\[
\dim_H(\mathcal{N}_k(b) \setminus \mathcal{N}_{k+1}(b)) = 1.
\]

We also mention that the complexity\(^4\) of such difference sets has recently been studied. Beros considered sets involving normal numbers in the difference hierarchy in [8]. He proved that for \( b \geq 2 \) and \( s > r \geq 1 \), the set \( \mathcal{N}_r(b) \setminus \mathcal{N}_s(b) \) is \( D_2(\Pi^0_3) \)-complete. Additionally, the set \( \bigcup_{k} \mathcal{N}_{2k+2}(2) \setminus \mathcal{N}_{2k+1}(2) \) is shown to be \( D_\omega(\Pi^0_3) \)-complete.

1.2. Normality with respect to the Cantor series expansions

The study of normal numbers and other statistical properties of real numbers with respect to large classes of Cantor series expansions was first done by Erdős and Rényi in [17, 18] and by Rényi in [32, 33, 34] and by Turán in [39].

\(^4\) An introduction to descriptive set theory is beyond the scope of this paper. Thus, the interested reader is referred to the book ‘Classical Descriptive Set Theory’ by Kechris [23].
The $Q$-Cantor series expansions, first studied by Cantor in [12], are a natural generalization of the $b$-ary expansions. Cantor’s motivation to study the Cantor series expansions was to extend the well known proof of the irrationality of the number $e = \sum 1/n!$ to a larger class of numbers. Results along these lines may be found in the monograph of Galambos [21]. Let $N_k := \mathbb{Z} \cap [k, \infty)$. If $Q \in N_k^\infty$, then we say that $Q$ is a basic sequence. Given a basic sequence $Q = (q_n)_{n=1}^\infty$, the $Q$-Cantor series expansion of a real number $x$ is the (unique)$^5$ expansion of the form

$$x = E_0 + \sum_{n=1}^{\infty} \frac{E_n}{q_1q_2\cdots q_n} \quad (1.2)$$

where $E_0 = \lfloor x \rfloor$ and $E_n$ is in $\{0, 1, \ldots, q_n - 1\}$ for $n \geq 1$ with $E_n \neq q_n - 1$ infinitely often. We abbreviate (1.2) with the notation $x = E_0E_1E_2E_3\ldots$ w.r.t. $Q$.

Rényi [33] defined a real number $x$ to be normal with respect to $Q$ if for all blocks $B$ of length 1,

$$\lim_{n \to \infty} \frac{N^Q_n(B, x)}{Q_n^{(1)}} = 1. \quad (1.3)$$

If $q_n = b$ for all $n$ and we restrict $B$ to consist of only digits less than $b$, then (1.3) is equivalent to simple normality in base $b$, but not equivalent to normality in base $b$. A basic sequence $Q$ is $k$-divergent if $\lim_{n \to \infty} Q_n^{(k)} = \infty$, fully divergent if $Q$ is $k$-divergent for all $k$, and $k$-convergent if it is not $k$-divergent. A basic sequence $Q$ is infinite in limit if $q_n \to \infty$.

Motivated by theorem 1.2, we make the following definitions of normality for Cantor series expansions.

**Definition 1.9.** A real number $x$ is $Q$-normal of order $k$ if for all blocks $B$ of length $k$,

$$\lim_{n \to \infty} \frac{N^Q_n(B, x)}{Q_n^{(k)}} = 1.$$  

We let $\mathcal{N}_k(Q)$ be the set of numbers that are $Q$-normal of order $k$. The real number $x$ is $Q$-normal if $x \in \mathcal{N}(Q) := \bigcap_{k=1}^{\infty} \mathcal{N}_k(Q)$.

**Definition 1.10.** A real number $x$ is $Q$-ratio normal of order $k$ (here we write $x \in \mathcal{R}\mathcal{N}_k(Q)$) if for all blocks $B_1$ and $B_2$ of length $k$

$$\lim_{n \to \infty} \frac{N^Q_n(B_1, x)}{N^Q_n(B_2, x)} = 1.$$  

We say that $x$ is $Q$-ratio normal if $x \in \mathcal{R}\mathcal{N}(Q) := \bigcap_{k=1}^{\infty} \mathcal{R}\mathcal{N}_k(Q)$.

**Definition 1.11.** A real number $x$ is $Q$-distribution normal if the sequence $(T_{Q,n}(x))_{n=0}^{\infty}$ is uniformly distributed mod 1. Let $\mathcal{D}\mathcal{N}(Q)$ be the set of $Q$-distribution normal numbers.

---

$^5$ Uniqueness can be proven in the same way as for the $b$-ary expansions.
We note that by theorem 1.2, the analogous versions of the above definitions are equivalent for the $b$-ary expansions. It was proven in [28] that the directed graph in figure 1 gives the complete containment relationships between these notions when $Q$ is infinite in limit and fully divergent. The vertices are labeled with all possible intersections of one, two, or three choices of the sets $N(Q)$, $RN(Q)$, and $DN(Q)$, where we know that $N(Q) = N(Q) \cap RN(Q)$ and $N(Q) \cap DN(Q) = N(Q) \cap RN(Q) \cap RN(Q)$. The set labeled on vertex $A$ is a subset of the set labeled on vertex $B$ if and only if there is a directed path from $A$ to $B$. For example, $N(Q) \cap DN(Q) \subseteq RN(Q)$, so all numbers that are $Q$-normal and $Q$-distribution normal are also $Q$-ratio normal.

We remark that all inclusions suggested from figure 1 are either easily proven ($N(Q) \subseteq RN(Q)$) or are trivial. The difficulty comes in showing a lack of inclusion. The most challenging of these is to prove that there is a basic sequence $Q$ where $RN(Q) \cap DN(Q) \cap N(Q) \neq \emptyset$.

It follows from a well known result of Weyl [43, 44] that $DN(Q)$ is a set of full Lebesgue measure for every basic sequence $Q$. We will need the following result of the second author [27] later in this paper.

**Theorem 1.12.** Suppose that $Q$ is infinite in limit. Then $N_i(Q)$ and $RN_i(Q)$ are of full measure if and only if $Q$ is $k$-divergent. The sets $N(Q)$ and $RN(Q)$ are of full measure if and only if $Q$ is fully divergent.

A surprising property of $Q$-normality of order $k$ is that we may not conclude that $N_i(Q) \subseteq N_j(Q)$ for all $j < k$ like we may for the $b$-ary expansions. In fact, it was shown in [26] that for every $k$ there exists a basic sequence $Q$ such that $N_i(Q) \setminus \bigcup_{j=1}^{k-1} N_j(Q)$ is non-empty. Thus, we will have to be more careful in stating exactly what our theorems prove since lack of $Q$-normality of order 2 does not imply lack of $Q$-normality of order 338, for example.

---

*Figure 1. Relationship between different sets of normal numbers.*

---

6 Early work in this direction has been done by Rényi [33], Šalát [41], and Schweiger [36].
In [2] for each natural number \( \ell \) a class of basic sequences were constructed with the property that
\[
\dim_H \left( \bigcap_{j=\ell}^{\infty} \mathcal{A}_j(Q) \setminus \bigcup_{j=1}^{\ell-1} \mathcal{A}_j(Q) \right) = 1.
\]

These results will be strongly improved in this paper and we will consider more general sets of the form
\[
\bigcap_{k \in S} \mathcal{A}_k(Q) \setminus \bigcup_{k \notin S} \mathcal{A}_k(Q).
\]

1.3. \( Q \)-normality along arithmetic progressions

In this section we will extend the definitions of AP normality of types I and II to certain classes of Cantor series expansions. The statements are at heart very simple, but necessarily get somewhat technical. Thus it may be helpful to keep in mind the definitions in the case of the \( b \)-ary expansion.

Suppose that \( M = (m_t) \) is an increasing sequence of positive integers. Let \( N_{Q,M,n}(B,x) \) be the number of occurrences of the block \( B \) at positions \( m_t \) for \( m_t \leq n \) in the \( Q \)-Cantor series expansion of \( x \). If \( x = E_0.E_1E_2 \cdots \) w.r.t \( P \), then put
\[
\psi_{P,Q}(x) := \sum_{n=1}^{\infty} \min(E_n,q_n-1) q_1 \cdots q_n.
\]

The functions \( \psi_{P,Q} \) and their properties\(^7\) will be of critical importance to our constructions and were the topic of a predecessor to this paper by the second author [28]. The key property of these functions is the following theorem that was proven in [28].

**Theorem 1.13.** Suppose that \( M = (m_t) \) is an increasing sequence of positive integers and \( P \) and \( Q \) are basic sequences which are infinite in limit. If \( x = E_0.E_1E_2 \cdots \) w.r.t \( P \) satisfies \( E_n < q_n - 1 \) for infinitely many \( n \), then for every block \( B \)
\[
N_{Q,M,n}(B,\psi_{P,Q}(x)) = N_{Q,M,n}(B,x) + O(1).
\]

Given a basic sequence \( M \), we define the basic sequence \( \Lambda_M(Q) := (q_{m_t})_{t=1}^{\infty} \). If \( x = E_0.E_1E_2 \cdots \) w.r.t \( Q \), then let
\[
\Upsilon_{Q,M}(x) := 0.E_{m_1}E_{m_2}E_{m_3} \cdots \text{ w.r.t. } \Lambda_M(Q).
\]

For \( m \in \mathbb{N} \) and \( 0 \leq r \leq m-1 \) let \( \omega_{m,r} := (mt+r)^{\infty}_{t=0} \). Set
\[
N_{Q,M,r}(B,x) := N_{Q,M,n}(B,x);
\]
\[
N_{Q,M,r'}(B,x) := N_{Q,M,n}(B,\Upsilon_{Q,M}(x));
\]
\[
Q_n^{(m,r)} := \sum_{j=0}^{\lfloor \frac{n}{m+r} \rfloor} q_{mj+r}q_{mj+r+1} \cdots q_{mj+r+m-1}.
\]

The following definition is motivated by definition 1.3 and theorem 1.6.

\(^7\) See [28] for an overview of properties such as continuity and multifractal analysis of \( \psi_{P,Q} \). There are many fractals associated with the functions \( \psi_{P,Q} \), but they will not affect the results discussed in this paper.
Definition 1.14. Let \(A_{m,r}^I(Q)\) be the set of real numbers \(x\) such that
\[
\lim_{n \to \infty} \frac{Q_{k,m,r}^n(B,x)}{Q_{k,m,r}^n} = 1
\]
for all blocks \(B\) of length \(m\). A real number \(x\) is AP \(Q\)-normal of type I if
\[
x \in A^I(Q) := \bigcap_{m=1}^{\infty} \bigcap_{r=0}^{m-1} A_{m,r}^I(Q).
\]
Let
\[
A_{k,m,r}^I(Q) := \Upsilon_{Q,A_m}^{-1}(\Lambda_k(\Lambda_{A_m}(Q))).
\]
We say \(x\) is AP \(Q\)-normal of type II if
\[
x \in A^II(Q) := \bigcap_{m=1}^{\infty} \bigcap_{r=0}^{m-1} \bigcap_{k=1}^{\infty} A_{k,m,r}^II(Q).
\]
We also say a real number \(x\) is AP \(Q\)-abnormal of type I if \(x\) is an element of
\[
A_{m,r}^I(Q) := \mathbb{R} \setminus \bigcup_{m=2}^{\infty} \bigcup_{r=0}^{m-1} A_{m,r}^I(Q)
\]
and AP \(Q\)-abnormal of type II if \(x\) is an element of
\[
A_{k,m,r}^II(Q) := \mathbb{R} \setminus \bigcup_{m=2}^{\infty} \bigcup_{r=0}^{m-1} \bigcup_{k=1}^{\infty} A_{k,m,r}^II(Q).
\]
The sets \(\mathcal{N}^I(Q)\) and \(\mathcal{N}^II(Q)\) are defined similarly to \(A^I(Q)\) and \(A^II(Q)\). Note that
\(A^I(Q) \subseteq \mathcal{N}^I(Q)\) and \(A^II(Q) \subseteq \mathcal{N}^II(Q)\).

The sets \(A^I(Q)\) and \(A^II(Q)\) introduced in definition 1.14 give a natural extension of the
notions of AP normality of type I and II given in definition 1.3 and theorem 1.6.

A basic sequence \(Q\) is \((m,r)\)-divergent of type I (resp. \((k,m,r)\)-divergent of type II) if \(\lim_{n \to \infty} Q_{m,r}^n = \infty\) (resp. \(\lim_{n \to \infty} (\Lambda_{A_m}(Q))^n_k = \infty\)). \(Q\) is fully divergent of type I if \(Q\)
is \((m,r)\)-divergent of type I for all \(m \geq 1\), and \(0 \leq r \leq m - 1\). \(Q\) is fully divergent of type II
if \(Q\) is \((k,m,r)\)-divergent of type II for all \(k \geq 1\), \(m \geq 1\), and \(0 \leq r \leq m - 1\). Suppose that \(Q\)
is infinite in limit. It follows by theorems 4.6 and 4.11 and their proofs in [27] that \(A_{m,r}^I(Q)\)
(resp. \(A_{k,m,r}^II(Q)\)) is a set of full Lebesgue measure if and only if \(Q\) is \((m,r)\)-divergent of type I
(resp. \((k,m,r)\)-divergent of type II).

Definition 1.15. A real number \(x\) is AP \(Q\)-distribution normal if for all \(m \in \mathbb{N}\) and
\(0 \leq r < m\) we have that \((T_{Q,mn+r}(x))_n\) is u.d. mod 1. We say that \(x\) is AP \(Q\)-distribution abnormal
if \((T_{Q,mn+r}(x))_n\) is not u.d. mod 1 for any \(m > 1\). We denote the set of AP \(Q\)-distribution
abnormal numbers \(\mathcal{N}_{Ab}(Q)\).

It was shown by the authors in [1] that \(\dim_H(\mathcal{N}(Q) \cap \mathcal{N}_{Ab}(Q)) = 1\) whenever \(Q\) is
infinite in limit. We will later study the set \(\mathcal{N}(Q) \cap A_{m,r}^I(Q) \setminus A^II(Q)\).

It is unknown how the sets \(\mathcal{N}(Q), \mathcal{N}^I(Q),\) and \(\mathcal{N}^II(Q)\) are related except that \(\mathcal{N}^I(Q) \subseteq \mathcal{N}(Q)\).
1.4. Computability

**Definition 1.16.** A sequence of integers \((a_n)\) is *computable* if there is a total recursive function \(f : \mathbb{N} \rightarrow \mathbb{N}\) such that \(f(n) = a_n\). A real number \(x\) is *computable* if there is a total recursive function \(f : \mathbb{N} \rightarrow \mathbb{N}\) such that
\[
\frac{f(n)}{n} \leq x \leq \frac{f(n) + 1}{n}.
\]

Informally, we may think of a computable real number as one that we may write a computer program to approximate to arbitrary precision.

A real number is *absolutely normal* if it is normal in base \(b\) for all \(b \geq 2\). W. Sierpiński gave an example of an absolutely normal number that is not computable in [37]. The authors feel that examples such as Sierpiński’s are not fully explicit since they are not computable real numbers, unlike Champernowne’s number. Turing gave the first example of a computable absolutely normal number in an unpublished manuscript. This paper may be found in his collected works [40]. The \(n\)th digit of Turing’s number may be computed with an algorithm that is doubly exponential in \(n\). Becher, Heiber, and Slaman constructed an absolutely normal number in [5] whose digits may be computed in polynomial time. See [4] by Becher, Figueira, and Picchi for further discussion. We also wish to mention recent constructions of computable absolutely normal numbers that are also normal with respect to the continued fraction expansion. The first was due to Scheerer [35] whose algorithm runs in doubly exponential time. Becher and Yuhtman [6] later gave another construction of a such a number. Their algorithm runs on the order of \(n^4\) operations to compute \(n\) partial quotients of their number’s regular continued fraction expansion.

Lafer [25] asked for a construction of a \(Q\)-distribution normal number for an arbitrary basic sequence \(Q\). We remark that there are basic sequences \(Q\) such that no \(Q\)-distribution normal number is computable. Beros and Beros showed in [7] that there exists a limit computable basic sequence \(Q\) such that no computable real number is \(Q\)-distribution normal. Thus, it is impossible to answer Laffer’s question for an arbitrary basic sequence. It remains open how much one needs to assume about a basic sequence \(Q\) in order to guarantee existence of computable \(Q\)-distribution normal numbers and how to construct one of these numbers.

Note in particular that if \(Q = (q_0)\) and \((E_n)\) are computable sequences then \(\sum_{n=1}^{\infty} \frac{E_n}{q_1 \cdots q_n}\) is a computable real number.

1.5. Statement of results

**Definition 1.17.** We say a subset \(S \subseteq \mathbb{N}\) is *almost closed under addition* if for each \(k \in S\) the set \((S - k) \cap \mathbb{N} \setminus S\) has asymptotic density 0.

Examples of such sets include the following

- Sets of density 0 or 1 such as \(\mathbb{N}\), any finite set, or the primes
- Sets for which there exists a set \(C\) closed under addition such that \(S \subseteq C\) and \(d^*(S) = d^*(C)\).
- \(\bigcup_{k \in \mathbb{N}} \{k^2, k^2 + 1, \ldots, k^2 + k\}\)

For the remainder of this paper, we will assume that all \(S \subseteq \mathbb{N}\) are almost closed under addition.

We first state weaker, but less technical, versions of theorems that we will prove. These theorems will at least say some of what we can do with comparing normality of different orders as well as considering sets of numbers that are normal but not AP normal.
Theorem 1.18. There exists a fully divergent, infinite in limit basic sequence \( Q \) such that

\[
\dim_H \left( \bigcap_{k \in S} \mathcal{N}_k(Q) \setminus \bigcup_{k \in S} \mathcal{N}_k(Q) \right) = 1.
\]

If the function \( k \mapsto \mathbb{I}_k(k) \) is computable, then the basic sequence \( Q \) can be chosen to be computable.

Thus, there exists a computable basic sequence \( Q \) where the set of numbers that are \( Q \)-normal of all prime orders and not \( Q \)-normal of all composite orders has full Hausdorff dimension. Similarly, we may choose a computable \( Q \) where the set of numbers that are \( Q \)-normal of all even orders, but not \( Q \)-normal of all odd orders has full Hausdorff dimension. However, theorem 1.18 does not guarantee that there exists a basic sequence \( Q \) where there is even one real number that is \( Q \)-normal of all odd orders and not \( Q \)-normal of any even orders\(^9\).

Theorem 1.19. There exists a fully divergent, infinite in limit basic sequence \( Q \) such that

\[
\dim_H \left( \mathcal{N}(Q) \cap \mathcal{N}_I^I(Q) \setminus \mathcal{N}(Q) \right) = 1.
\]

Theorems 1.18 and 1.19 will follow as corollaries of the following much more powerful theorems that we will prove.

Theorem 1.20. If \( Q \) is a basic sequence which is fully divergent, non-decreasing, and infinite in limit, and \( S \) is almost closed under addition then

\[
\mathcal{R}(\mathcal{N}(Q) \cap \mathcal{N}_I^I(Q) \cap \mathcal{N}_I^I(Q) \cap \bigcap_{k \in S} \mathcal{N}(Q) \setminus \mathcal{N}(Q) \cup \bigcup_{k \in S} \mathcal{N}(Q)) \neq \emptyset.
\]

The following follows by a slight modification of the proof of theorem 1.20.

Corollary 1.21. If \( Q \) is a basic sequence which is non-decreasing and infinite in limit then

\[
\mathcal{R}(\mathcal{N}(Q) \cap \mathcal{N}_I^I(Q) \cap \mathcal{N}_I^I(Q) \cap \bigcap_{k \in S} \mathcal{N}(Q) \setminus \mathcal{N}(Q) \neq \emptyset.
\]

We recall the following definition from [38].

Definition 1.22. For a sequence \((x_n)\) of real numbers in \([0, 1)\) a non-decreasing function \( f : [0, 1) \to [0, 1] \) with \( f(0) = 0 \), \( f(1) = 1 \) is a distribution function of \((x_n)\) if there is an increasing sequence of natural numbers \( N_1 < N_2 < N_3 < \cdots \) such that for any \( \xi \in [0, 1) \) we have

\[
\lim_{k \to \infty} \frac{\# \left\{ n \leq N_k : x_n \in [0, \xi) \right\}}{N_k} = f(\xi).
\]

We define \( G((x_n)_n) \) to be the set of distribution functions of the sequence \((x_n)\).

In other terms \( G((x_n)_n) \) can be identified with the set of weak-* limit points of the sequence of probability measures \( \frac{1}{N} \sum_{n=1}^{N} \delta_{x_n} \).

Definition 1.23. Given a sequence \((x_n)\) in \([0, 1)\) define

\[
\mathcal{D}_{(x_n)}(Q) = \left\{ y \in \mathbb{R} : G(T_{(x_n)}(y) - x_n) = \{1 - \mathbb{I}_{\{0\}}\} \right\}.
\]

\(^9\)The authors strongly believe that such \( Q \) exist. See the discussion in section 2.
This is the set of real numbers with the property that the difference between $T_{Q,n}(y)$ and $x_n$ tends to 0 except perhaps along a set of density 0. Note this is a stronger condition than $G(x_n) = G(T_{Q,n}(y))$ but weaker than the condition that $\lim_{n \to \infty} T_{Q,n}(y) - x_n = 0$.

Theorem 1.24. If $S$ is almost closed under addition, then there exists a fully divergent, infinite in limit basic sequence $Q$ such that for any sequence $(x_n)$ in $[0,1)$

$$\dim_H \left( \mathcal{D}_{(x_n)}(Q) \cap \mathcal{R} \mathcal{M}^I(Q) \cap \mathcal{R} \mathcal{M}^H(Q) \cap \mathcal{M}_{\mathcal{A}b}(Q) \cap \bigcap_{k \in S} \mathcal{M}_{\mathcal{A}}(Q) \right) = 1. $$

We remark that theorem 1.24 provides a much stronger version of the main result of [3]. That is, it shows that there exists a basic sequence $Q$ and a real number $x$ where $x \in \mathcal{N}(Q) \setminus \mathcal{D} \mathcal{N}(Q)$ by setting $S = \mathbb{N}$ and letting $x_n \to 0$.

Let $(x_n)$ be a uniformly distributed sequence which is not uniformly distributed along any non-trivial arithmetic subsequence. Such sequences were constructed in [1]. Then we have the following corollary.

Corollary 1.25. There exists a fully divergent infinite in limit basic sequence $Q$ such that

$$\dim_H \left( \mathcal{D} \mathcal{N}(Q) \cap \mathcal{R} \mathcal{N}_{\mathcal{A}b}(Q) \cap \mathcal{R} \mathcal{M}^I(Q) \cap \mathcal{R} \mathcal{M}^H(Q) \cap \mathcal{M}_{\mathcal{A}b}(Q) \cap \bigcap_{k \in S} \mathcal{M}_{\mathcal{A}}(Q) \right) = 1. $$

Theorem 1.26. If $S$ is almost closed under addition, then there exists a computable basic sequence $Q$ which is infinite in limit such that if $k \mapsto 1_S(k)$ is computable then there is a computable real number in

$$\mathcal{R} \mathcal{M}^I(Q) \cap \mathcal{R} \mathcal{M}^H(Q) \cap \mathcal{M}_{\mathcal{A}b}(Q) \cap \bigcap_{k \in S} \mathcal{M}_{\mathcal{A}}(Q) \setminus \left( \mathcal{M}^H(Q) \cup \bigcup_{k \in S} \mathcal{M}_{\mathcal{A}}(Q) \right).$$

2. Sketch of proof and general discussion

In this section, we wish to sketch an outline of the basic construction. We feel that many of the ideas used in the proofs will be easily obscured in computations and feel that a section informally outlining some of the ideas would be helpful. Moreover, we feel that the techniques used here might prove to be helpful when examining problems relating to other non-autonomous dynamical systems. Thus, we start with a basic problem to illustrate some of the ideas. We remark that we do not sketch how the results on Hausdorff dimension are proven. The techniques used are a combination of the ideas outlined here and those used in [2].

We want a basic sequence $Q$ and a real number $y$ which is $Q$-normal of orders 1 and 3 but not $Q$-normal of order 2. Additionally we wish for $y$ to not be $Q$-AP-normal of types I or II. We start with a basic sequence $P = (p_n)$ which is infinite in limit, monotone, and slowly growing. By [27] there exists a real number $x \in \mathcal{N}(P) \cap \mathcal{M}^I(P) \cap \mathcal{M}^H(P)$. Consider $n \equiv 1 \mod 6$ sufficiently large so that $p_n = p_m = \alpha$ for $m$ close to $n$. The expected number of occurrences of a block of small digits $B$ of length 1 between positions $n$ and $n+5$ in $x$ is

$$\frac{1}{p_n} + \frac{1}{p_{n+1}} + \cdots + \frac{1}{p_{n+5}} = \frac{6}{\alpha}. $$
Similarly if \( B \) is a block of small digits of length 2 the expected number of occurrences between \( n \) and \( n + 5 \) in \( x \) is
\[
\frac{1}{p_n p_{n+1}} + \frac{1}{p_{n+1} p_{n+2}} + \cdots + \frac{1}{p_{n+5} p_{n+6}} = \frac{6}{\alpha^2}
\]
and for blocks of length 3 the expected number is \( \frac{6}{\alpha^2} \). We define a new basic sequence \( Q = (q_n) \) from \( P \) by
\[
q_n = \begin{cases} 
\max\{[c_r^{-1} p_n], 2\} & \text{if } n \equiv r \mod 6 \text{ for } 1 \leq r \leq 3 \\
2^n p_n & \text{otherwise}
\end{cases}
\]
for \( c_1, c_2, c_3 \) we will define soon.

Now the expected number of occurrences of a block \( B \) of length 1 in a \( Q \)-normal number between positions \( n \) and \( n + 5 \) is
\[
\frac{1}{q_n} + \frac{1}{q_{n+1}} + \cdots + \frac{1}{q_{n+5}} \approx \frac{c_1}{p_n} + \frac{c_2}{p_{n+1}} + \frac{c_3}{p_{n+2}} + \text{ lower order terms} \\
\approx \frac{c_1 + c_2 + c_3}{\alpha^2}.
\]

For blocks of length 2 the expected number of occurrences is
\[
\frac{1}{q_n q_{n+1}} + \frac{1}{q_{n+1} q_{n+2}} + \cdots + \frac{1}{q_{n+5} q_{n+6}} \approx \frac{c_1 c_2}{p_n p_{n+1}} + \frac{c_2 c_3}{p_{n+1} p_{n+2}} + \text{ lower order terms} \\
\approx \frac{c_1 c_2 + c_2 c_3}{\alpha^2}.
\]

For blocks of length 3 the expected number is approximately
\[
\frac{c_1 c_2 c_3}{\alpha^3}.
\]

Consider \( y = \Psi_{P,Q}(x) \). Then by theorem 1.13 \( N^Q_n(B,y) = N^P_n(B,x) + O(1) \). Since \( x \) is \( P \)-normal of all orders and both \( P \) and \( Q \) are fully divergent we have \( y \) is \( Q \)-normal of order \( k \) if and only if \( \lim_{n \to \infty} \rho_{Q^n}(B,y) = 1 \). The basic sequence \( P \) is slowly growing so
\[
\lim_{n \to \infty} \frac{P_{n}^{(1)}}{Q_{n}^{(1)}} = \lim_{n \to \infty} \frac{1}{q_n} + \frac{1}{q_{n+1}} + \cdots + \frac{1}{q_{n+5}} = \frac{6}{c_1 + c_2 + c_3}.
\]

Similarly
\[
\lim_{n \to \infty} \frac{P_{n}^{(2)}}{Q_{n}^{(2)}} = \frac{6}{c_1 c_2 + c_2 c_3}
\]
\[
\lim_{n \to \infty} \frac{P_{n}^{(3)}}{Q_{n}^{(3)}} = \frac{6}{c_1 c_2 c_3}.
\]

We thus want to solve
\[
c_1 + c_2 + c_3 = 6 \\
c_1 c_2 + c_2 c_3 \neq 6 \\
c_1 c_2 c_3 = 6
\]

An example of a particularly simple solution is \( c_1 = 3, c_2 = 2, c_3 = 1 \) which gives
\[ c_1 + c_2 + c_3 = 6 \]
\[ c_1c_2 + c_2c_3 = 8 \]
\[ c_1c_2c_3 = 6. \]

The expected number of occurrences of a block of length 2 on odd positions in \( x \) between positions \( n \) and \( n + 5 \) is

\[
\frac{1}{pn_pn+1} + \frac{1}{pn+2pn+3} + \frac{1}{pn+4pn+5} = \frac{3}{a^2}.
\]

On the other hand the expected number of occurrences in \( y \) is

\[
\frac{1}{qn_qn+1} + \frac{1}{qn+2qn+3} + \frac{1}{qn+4qn+5} \approx \frac{c_1c_2}{a^2} + \text{lower order terms} \approx \frac{6}{a^2}.
\]

By the same reasoning as above \( y \) is not \( Q \)-AP normal of type I. A similar computation shows that \( y \) is not \( Q \)-AP normal of type II.

Let \( S \subset \mathbb{N} \) be arbitrary. In general we want to construct \( y \in \bigcap_{k \in S} \mathcal{M}_k(Q) \setminus \bigcup_{k \notin S} \mathcal{M}_k(Q) \).

To do this the window from \( n \) to \( n + 5 \) will be replaced with a window from \( n \) to \( n + 2t - 1 \) with \( t \) slowly increasing in \( n \) so the general system we would like to solve is

\[
c_1 + c_2 + \ldots + c_{t-1} + c_t = (2 + \epsilon_1)t \\
c_1c_2 + c_2c_3 + \ldots + c_{t-2}c_{t-1} + c_{t-1}c_t = (2 + \epsilon_2)t \\
c_1c_2c_3 + c_2c_3c_4 + \ldots + c_{t-2}c_{t-1}c_t = (2 + \epsilon_3)t \\
\vdots \\
c_1c_2 \cdots c_{t-1} + c_2c_3 \cdots c_t = (2 + \epsilon_{t-1})t \\
c_1c_2 \cdots c_{t-1}c_t = (2 + \epsilon_t)t.
\]

where the \( \epsilon_k \)'s are chosen to be small and non-zero if and only if \( k \notin S \). By the same reasoning as before

\[
\lim_{n \to \infty} \frac{p_n^{(k)}}{p_n^{(Q)}} = \frac{2t}{c_1c_2 \cdots c_k + c_2c_3 \cdots c_{k+1} + \ldots + c_{t-k+1}c_{t-k+2} + \ldots + c_t},
\]

which is 1 if and only if \( k \in S \). This system is a perturbation of the system when \( \epsilon_k = 0 \) for all \( k \) so we would like to understand the unperturbed system. Set

\[ \mathcal{R}_t := [t, t+1] \times \left[ 1, 1 + \frac{1}{t-1} \right]^{t-1}. \]

We conjecture that for all \( t \in \mathbb{N} \) there is a solution \((c_1, c_2, \ldots, c_t) \in \mathcal{R}_t\). An implementation of Newton’s method written in Java by the authors suggests that this holds for all \( t < 110 \).

The following may be solved by hand.

\[ c_1 + c_2 + c_3 = 6 \]
\[ c_1c_2 + c_2c_3 = 6 \]
\[ c_1c_2c_3 = 6. \]

Let \( D = 3 - \sqrt{3} \) be a root of \( p_3(x) := 6 - 6x + x^2 \). Then we find the following solution
\[ c_1 = \sqrt{3} + \frac{1}{2} D + \frac{1}{2} \sqrt{D^2 - 8D + 12} \approx 3.29663; \]
\[ c_2 = D \approx 1.26795; \]
\[ c_3 = \sqrt{3} + \frac{1}{2} D - \frac{1}{2} \sqrt{D^2 - 8D + 12} \approx 1.43542. \]

Clearly, \((c_1, c_2, c_3) \in \mathbb{R}_3.

However, the situation is more complicated already when \(t = 4\). We solved the following system with Mathematica.

\[ c_1 + c_2 + c_3 + c_4 = 8 \]
\[ c_1c_2 + c_2c_3 + c_3c_4 = 8 \]
\[ c_1c_2c_3 + c_2c_3c_4 = 8 \]
\[ c_1c_2c_3c_4 = 8. \]

Let \(D\) be the root of

\[ p_4(x) := -512 + 7680x^2 - 21\,248x^3 + 27\,456x^4 - 20\,544x^5 + 93\,760x^6 - 256\,800x^7 + 400x^8 - 32x^9 + x^{10} \]

close to 1.15177.

Then we arrive at the following solution

\[ c_1 = \frac{-36284}{837} - \frac{18017}{837} D - \frac{494839}{837} D^2 - \frac{1047643}{837} D^3 + \frac{8278837}{6696} D^4 \]
\[ c_2 = D \approx 1.15177; \]
\[ c_3 = \frac{9352}{837} - \frac{10469}{837} D - \frac{25058}{837} D^2 - \frac{71483}{837} D^3 - \frac{147347}{1674} D^4 \]
\[ + \frac{39620}{837} D^5 - \frac{31525}{2232} D^6 + \frac{214}{93} D^7 - \frac{10103}{53568} D^8 + \frac{5}{837} D^9 \approx 1.23808; \]
\[ c_4 = \frac{33628}{837} + \frac{27649}{837} D - \frac{469781}{837} D^2 + \frac{976160}{837} D^3 - \frac{7689431}{6696} D^4 \]
\[ + \frac{4262815}{6696} D^5 - \frac{446473}{2232} D^6 + \frac{101681}{2976} D^7 - \frac{155621}{53568} D^8 + \frac{1265}{13392} D^9 \approx 1.30231. \]

Thus, \((c_1, c_2, c_3, c_4) \in \mathbb{R}_4.

Let \(K\) be the splitting field of the polynomial \(p_4(x)\) over \(F = \mathbb{Q}\). We used the online implementation of MAGMA [45] to compute the Galois group of \(K/F\). Thus,

\[ \text{Gal}(K/F) \simeq G, \]

where \(G\) is the subgroup of order 1920 of the symmetric group \(S_{10}\) generated by the set of four permutations

\[ \{ (1, 4, 3, 6, 7)(2, 10, 5, 8, 9), (1, 10, 5, 8, 9)(2, 4, 3, 6, 7), (1, 4)(2, 10), (1, 10)(2, 4) \}. \]

It is interesting that this group is a proper subgroup of \(S_{10}\), but it is still not a solvable group. Thus, the roots of \(p_4(x)\) may not be expressed in radicals. Since \(c_2 = D\) is a root of \(p_4(x)\), the point \((c_1, c_2, c_3, c_4)\) may not be expressed in terms of radicals.
We remark that we can solve the system by iteratively solving each line for one of the variables and replacing every occurrence of this variable in the next lines with the expression obtained from the current line. This terminates with a polynomial in one of the variables. A solution of the system then corresponds to a root of this final polynomial with the other variables given by polynomials evaluated at this root. However these polynomials grow rapidly as $t$ increases and give little insight about the regions where these solutions lie. Thus, we feel that a purely algebraic approach is unlikely to give any useful information.

We may prove weaker versions of the theorems we desire to prove without having bounds on the solutions of these systems of equations. For example taking $(c_1, c_2, \ldots, c_t) = (t, 1, \ldots, 1)$ yields

$$\lim_{t \to \infty} \frac{c_1 c_2 \cdots c_k + c_2 c_3 \cdots c_{k+1} + \cdots + c_{t-k+1} c_{t-k+2} \cdots c_t}{2t} = 1.$$ 

We perturb this approximate solution by multiplying $c_i$ by a factor of $1 + \epsilon$ or $\frac{1}{1 + \epsilon}$ so that the first term $c_1 \cdots c_k$ is approximately $t$ or $(1 + \epsilon)t$. The contribution from the rest of the terms is approximately $t$ but for general $S \subseteq \mathbb{N}$ there is an unavoidable error. However if we restrict to subsets $S$ which are almost closed under addition this error becomes negligible. While we do not achieve the desired result for every subset of $\mathbb{N}$ our results do hold for this restricted class of subsets. We believe that theorem 1.20 should hold for every subset of $\mathbb{N}$ and the restriction we have is an artefact of the approximation we use. One additional loss of our current approximation is that we are unable to obtain numbers that are in $\mathbb{N} \cap \mathbb{Q}$, but only in $\mathbb{N} \setminus \mathbb{Q}$. This will no longer be a problem if we no longer have to use this approximation. The error introduced by our approximation will appear in the proof of lemma 3.1.

We also wish to remark that it is still possible to prove stronger versions of our theorems by only considering underdetermined versions of our system. And some solutions outside of the region $\mathcal{R}_t$ may also be useful.

3. Proof of results

To prove theorem 1.8 we will construct a sequence of $k$-step Markov measures on $b^\mathbb{N}$ with stationary distribution uniform over $b^k$ and with entropy converging to $\log b$. The set of generic points for these measures will be contained in $\mathcal{M}_k(b) \setminus \mathcal{M}_{k+1}(b)$ and the Hausdorff dimension of the set of generic points is equal to the entropy of the measure divided by $\log b$ by [15]. Convergence of the entropy to $\log b$ then completes the proof.

**Proof of theorem 1.8.** Define the matrix $P_n : b^k \times b^k \to [0, 1]$ such that

$$P_n([0^k], [0^k]) = \frac{1 + \frac{1}{b}}{b} \quad P_n([0^k], [0^k-1]) = \frac{1 - \frac{1}{b}}{b}$$

$$P_n([10^{k-1}], [0^k]) = \frac{\frac{1}{b}}{b} \quad P_n([10^{k-1}], [0^k-1]) = \frac{1 + \frac{1}{b}}{b}$$

$$P_n(B, B') = \begin{cases} \frac{1}{b} & \text{if } b_2 = b'_2, \ldots, b_k = b'_{k-1} \\ 0 & \text{otherwise} \end{cases}$$

Then

$$\left(\frac{1}{b^k}, \ldots, \frac{1}{b^k}\right) \times P_n = \left(\frac{1}{b^k}, \ldots, \frac{1}{b^k}\right)$$
and for each $B \in b^k$
\[\sum_{B' \in b^k} P_n(B, B') = 1.\]

Thus the measure on $(b^k)^N$ defined by
\[\mu_n[B_1, \ldots, B_m] = \frac{1}{b^k} \prod_{i=1}^{m-1} P_n(B_i, B_{i+1})\]
is shift invariant. Now by the specific form of $P_n$ the system $((b^k)^N, \mu_n)$ is isomorphic to the system $(b^N, \nu_n)$ under the map $\Phi(x)(m) = x(m)$.  

Let $S_n \subseteq b^N$ be the set of generic points for the measure $\nu_n$. Then $\nu_n[B] = b^{-k}$ for every block $B$ of length $k$ but $\nu_n[0^{k+1}] = \frac{1}{b^{k+1}}$. Thus $S_n \subseteq \mathcal{A}_k(b) \setminus \mathcal{A}_{k+1}(b)$. Furthermore by theorem 7.2 in [15]
\[\dim_H(S_n) \geq \frac{h(\nu_n)}{\log b} = \frac{h(\mu_n)}{\log b} \geq \frac{-\sum_B \mu_n(B) \sum_{B'} P_n(B, B') \log P_n(B, B')}{\log b}.\]

By the continuity of the map $x \mapsto x \log x$
\[\lim_{n \to \infty} h(\mu_n) = \log b.\]

Thus
\[\dim_H(\mathcal{A}_k(b) \setminus \mathcal{A}_{k+1}(b)) \geq \lim_{n \to \infty} \dim_H(S_n) = 1.\]

Fix a set $S$ which is almost closed under addition and $\epsilon > 0$. Define
\[c_{iJ} := \begin{cases} t \cdot (1 + \epsilon)^{1 - l_2(1)} & \text{if } i = 1 \\ (1 + \epsilon)^{l_2(i-1) - l_2(i)} & \text{if } i > 1. \end{cases} \]

**Lemma 3.1.** If $S$ is almost closed under addition then
\[\lim_{t \to \infty} \sum_{i=1}^{t-k+1} c_{iJ} c_{iJ+1} \cdots c_{iJ+k-1} = 1 \]

if and only if $k \in S$.

Furthermore, for any $m \geq 2, 1 \leq r \leq m$
\[\lim_{t \to \infty} \frac{m}{2} \sum_{1 \leq \ell \leq t-k+1} c_{iJ, c_{iJ+1} \cdots c_{iJ+m-1} \neq 1 \text{ and there is an integer } k \text{ such that}} \]
\[ \lim_{t \to \infty} \frac{m^{r+1}}{2^r} \sum_{r \in S} c_{i_1} c_{i_2 + m} \cdots c_{i_r m + i} \neq 1. \]

**Proof.** Write

\[ a_{t,k} = \sum_{i=2}^{r-k+1} \mathbb{I}_S(i-1) - \mathbb{I}_S(i+k-1); \]

\[ b_{t,k} = \# \{ 2 \leq i \leq t-k+1 : \mathbb{I}_S(i) - \mathbb{I}_S(i+k-1) = -1 \}. \]

Note that \(|a_{t,k}| \leq 2k\) since it is a telescoping sum and \(\lim_{t \to \infty} \frac{b_{t,k}}{k} = 0\) for \(k \in S\) by the assumptions on \(S\). Then we have for any \(k \in \mathbb{N}\)

\[
\begin{align*}
\sum_{i=1}^{r-k+1} c_{i_1} c_{i_2 + 1} \cdots c_{i_r m + k-1} \\
&= (1 + \epsilon)^{1 - \mathbb{I}_S(k)} \cdot \sum_{i=2}^{r-k+1} (1 + \epsilon)^{1 - \mathbb{I}_S(i-1) - \mathbb{I}_S(i+k-1)} \\
&= (1 + \mathbb{I}_S(k)) + \sum_{i=2}^{r-k+1} (1 + \epsilon)^{1 - \mathbb{I}_S(i) - \mathbb{I}_S(i+k-1)} \\
&= (1 + \mathbb{I}_S(k)) + \sum_{i=2}^{r-k+1} \left[ 1 + (1 + \epsilon)^{1 - \mathbb{I}_S(i-1) - \mathbb{I}_S(i+k-1)} \right] \\
&= (1 + \mathbb{I}_S(k)) + t - k + a_{t,k} \epsilon + b_{t,k} \frac{\epsilon^2}{1 + \epsilon},
\end{align*}
\]

where we have used that \(\frac{1}{1 + \epsilon} = 1 - \epsilon + \frac{\epsilon^2}{1 + \epsilon} \cdot \). Now if \(k \in S\) this is simply

\[ 2t + o(t) \]

and if \(k \notin S\) this is bounded below by

\[ (2 + \epsilon)t + o(t) \]

since \(b_{t,k} \geq 0\). Thus the first claim holds.

For the next two claims consider first \(r = 1\). We find by the same estimates

\[
\sum_{1 \not\equiv 0 \mod m} c_{i_1} c_{i_2 + 1} \cdots c_{i_r m - 1} = t \cdot (1 + \epsilon)^{1 - \mathbb{I}_S(m)} + \sum_{m+1 \not\equiv 0 \mod m} (1 + \epsilon)^{1 - \mathbb{I}_S(i) - \mathbb{I}_S(i+m-1)} \]

\[ \geq t \cdot (1 + \frac{1}{(1 + \epsilon)m} + \mathbb{I}_{n \not\equiv 0}(m) \epsilon) + o(t). \]

For \(r \neq 1\) the same estimates give
\[
\sum_{1 \leq i \leq t-m+1} c_i c_{i+1} \cdots c_{i+m-1} = \sum_{1 \leq i \leq t-m+1} (1 + \epsilon)^{\beta_i(i-1)} - \beta_i(i+m-1)
\leq (1 + \epsilon) \frac{t}{m} + o(t).
\]

Similarly
\[
\sum_{i=1}^{t-k+1} c_{i+r} c_{i+m+i} \cdots c_{i+m+i+k-1} \geq (1 + \epsilon)^{-k} t \left( 1 + \frac{1}{m} \right) + o(t)
\]

and for \( r \neq 1 \)
\[
\sum_{i=r}^{t-k+1} c_{i+r} c_{i+m+i} \cdots c_{i+m+i+k-1} \leq (1 + \epsilon)^{-k} t \frac{r}{m} + o(t).
\]

We can take \( \epsilon \) sufficiently small and \( k = 2 \) to complete the proof. \( \square \)

We need the following lemma.

**Lemma 3.2.** If \( Q \) is fully divergent and non-decreasing then \( Q \) is \((m, r)\)-divergent of type I and \((k, m, r)\)-divergent of type II for every \( k, m, r \).

**Proof.** If \( Q \) is fully divergent and non-decreasing then \( q_n = o(n^a) \) for every \( a > 0 \). Then
\[
\lim_{n \to \infty} \frac{\sum_{i=r \mod m}^{n} \frac{1}{q_i q_{i+1} \cdots q_{i+r-1}}}{\sum_{i=r \mod m}^{n} \frac{1}{q_i (q_i + 1) \cdots (q_i + k-1)^m}} \geq 1.
\]

Taking \( a < \frac{1}{k} \) causes the denominator to grow to \( \infty \) which implies the numerator does as well. Thus \( Q \) is \((m, r)\)-divergent of type I for all \( m, r \). The same argument applies to sums of the form
\[
\sum_{i=r \mod m}^{n} \frac{1}{q_i q_{i+m} \cdots q_i + (k-1)m}
\]

which implies \( Q \) is also \((k, m, r)\)-divergent of type II. \( \square \)

**Proof of theorem 1.20.** Write \( Q = [2]^{\ell_2} [3]^{\ell_3} [4]^{\ell_4} \cdots \). We may write \( Q \) in this form as it is monotone. For \( i \in \mathbb{N} \) define
\[
L_i = \sum_{j=2}^{i} \ell_j;
\]
\[
\alpha(n) = \min \{ j : L_j \geq n \}.
\]

Since \( Q \) is fully divergent, we have \( q_n = o(n^a) \) for all \( a > 0 \). Now \( n \leq L_{\alpha(n)} \) so \( q_n = o(L_{\alpha(n)}^a) \) which implies \( \lim_{n \to \infty} \frac{L_n}{L_{\alpha(n)}^a} = \infty \) for all \( a > 0 \). Define the sequence \( t_i = i! \). We will now define the sequences \((\kappa_i)\) and \((K_i)\). Set \( K_0 = 0 \). For \( i \in \mathbb{N} \) let \( \kappa_i \) be defined to be the smallest integer \( j \) satisfying the conditions
Finally, put
\[ K_i = \max\{K_{i-1} + 2\kappa_i t_i, t_i^2 + 1\} \]
for positive integers \( i \). Define \( i(n) \) to be the unique integer such that \( K_{i(n)} < n \leq K_{i(n)+1} \) and \( j(n) \) the unique integer such that
\[ K_{i(n)} + 2t_i j(n) < n \leq K_{i(n)+1} (j(n) + 1). \]

Note that \( n > K_{i(n)} \geq t_i^2 \).

Define the basic sequence \( P = (p_n) \) as follows
\[ p_n = \Xi(Q, t_i(n)) \]
where
\[ \Xi(Q, t) = \begin{cases} \max\{\lfloor c_{r-1} q_n \rfloor, 2\} & \text{if } n \equiv r \mod 2 \text{ for } 1 \leq r \leq t \\ 2^n q_n & \text{if } n \mod 2 > t. \end{cases} \]

Since \( q_n > t_i^2 \) for all \( i \) by 1, we have
\[ 1 - 1/t_i < \frac{c_{r-1} q_n}{c_{r-1} q_n} < 1 \]
for each \( K_{i-1} < n \leq K_i \) and \( 1 \leq r \leq t_i \). For \( i, j \in \mathbb{N} \) define the sums
\[ P_{i,j}^{(k)} = \sum_{v=1}^{2\iota} P_{K_{i+2\iota+2v+1}K_{i+2\iota+2v+1} + \cdots + K_{i+2\iota+2v+1}} = 1; \]
\[ Q_{i,j}^{(k)} = \sum_{v=1}^{2\iota} Q_{K_{i+2\iota+2v+1}K_{i+2\iota+2v+1} + \cdots + K_{i+2\iota+2v+1}} = 1; \]
where \( 0 \leq j < \kappa_i \). Note that
\[ \lim_{n \to \infty} \frac{P_{i,j}^{(k)}}{\sum_{\alpha=1}^{j(i(n))} \sum_{\beta=0}^{\kappa_{\alpha}} P_{a\beta}} + \sum_{\beta=0}^{j(i(n))-1} P_{i(n),\beta} = 1; \]
\[ \lim_{n \to \infty} \frac{Q_{i,j}^{(k)}}{\sum_{\alpha=1}^{j(i(n))} \sum_{\beta=0}^{\kappa_{\alpha}} Q_{a\beta}} + \sum_{\beta=0}^{j(i(n))-1} Q_{i(n),\beta} = 1; \]

since
Define the sets 

\[ \sum_{i=n}^{2U} : 0 \leq i(n) \leq U \]

with a similar inequality holding for \( P_n^{(k)} \). Define the sets 

\[ U_n = \{ (a, b) \in \mathbb{N}^2 : 0 \leq b < \kappa_n, 0 \leq a < i(n) \} \]

and \( q_k = q \) for all \( K_n + 2bt_n + 1 \leq k < \ell \leq K_n + 2(b + 1)t_n \).

Note that 

\[ K_{i(n)} - 1 + 2j(n)t_{i(n)} = \# U_n \leq qK_{i(n)} + 2q_{i(n)} \]

since there are at most \( q_n \leq qK_{i(n)} + 2q_{i(n)} \) positions where the basic sequence increases up to position \( n \) by monotonicity. Thus we have 

\[
\lim_{n \to \infty} \frac{K_{i(n)} - 1 + 2j(n)t_{i(n)} - \# U_n}{K_{i(n)} - 1 + 2(j(n) - 1)t_{i(n)}} \leq \lim_{i \to \infty} \max_{1 \leq m \leq n_i} \frac{qK_{i(n)} + 2mt}{K_i - 1 + 2(m - 1)t_i}
\]

In particular this estimate implies 

\[
\lim_{n \to \infty} \frac{\sum_{(a, b) \in U_n} p^{(k)}_{a, b} + \sum_{(a, b) \notin U_n} p^{(k)}_{a, b}}{\sum_{(a, b) \in U_n} p^{(k)}_{a, b}} = 1
\]

and 

\[
\lim_{n \to \infty} \frac{\sum_{(a, b) \in U_n} Q^{(k)}_{a, b} + \sum_{(a, b) \notin U_n} Q^{(k)}_{a, b}}{\sum_{(a, b) \in U_n} Q^{(k)}_{a, b}} = 1.
\]

Thus
Then by similar calculations and lemma 3.1 we have

\[ II \text{ convergent of type } \quad Q \]

Similarly by lemma 3.1 we have

\[ \text{for all } \quad k \in S. \]

It follows that for sufficiently large \( t \) we have for all \( a, a' \) large enough and \( 0 \leq b < \kappa_a \), \( 0 \leq b' < \kappa_{a'} \) that

\[ K-a-1 + 2b_t \equiv K-a'-1 + 2b't_{a'} \text{ mod. } m. \]

Then by similar calculations and lemma 3.1 we have

\[ \lim_{n \to \infty} \frac{p_n^{(k)}}{Q_n^{(k)}} = 1 \]

for \( k \in S \).

Now fix \( m \in \mathbb{N} \) and \( 0 \leq r \leq m - 1 \). Since \( m|K_a \) and \( m|t_i \) for sufficiently large \( i \) we have for all \( a, a' \) large enough and \( 0 \leq b < \kappa_a \), \( 0 \leq b' < \kappa_{a'} \) that

\[ K-a-1 + 2b_t \equiv K-a'-1 + 2b't_{a'} \text{ mod. } m. \]

Then by similar calculations and lemma 3.1 we have

\[ \lim_{n \to \infty} \frac{p_n^{(m,r)}}{Q_n^{(m,r)}} \neq 1 \]

for all \( k \). Similarly by lemma 3.1 we have

\[ \lim_{n \to \infty} \frac{\sum_{i \equiv r \text{ mod. } m} 1}{\sum_{i \equiv r \text{ mod. } m}} \neq 1 \]

for some \( k \geq 2 \). Note that this sequence is bounded and bounded away from 0. Now \( Q \) is monotone and fully divergent so by lemma 3.2 it is also \( (m, r) \)-divergent of type I and \((k, m, r)\)-divergent of type II for all \( k, m, r \), thus \( P \) is as well. Therefore \( N(P) \cap N(P) \cap N(P) \) is non-empty. Since

\[ N_n^{Q}(B, \Psi_{P,Q}(x)) = N_n^{p}(B, x) + O(1), \]

\[ N_n^{Q}(B, \Psi_{P,Q}(x)) = N_n^{p}(B, x) + O(1), \]

and

\[ N_n^{Q}(B, \Psi_{P,Q}(x)) = N_n^{p}(B, x) + O(1). \]
for all \( x \in \mathcal{N}(P) \cap \mathcal{N}^l(P) \cap \mathcal{N}^H(P) \) then

\[
\Psi_{P,Q}(x) \in \mathcal{R}\mathcal{N}^l(Q) \cap \mathcal{R}\mathcal{N}^H(Q) \cap \mathcal{N}^l_{ab}(Q) \cap \left( \mathcal{N}^H(Q) \cup \bigcup_{k \in S} \mathcal{N}_k(Q) \right).
\]

We will need the following theorem of Feng, Wen, and Wu from [19] to prove theorem 1.24.

Let \( (n_k) \) be a sequence of positive integers and \( (c_k) \) be a sequence of positive numbers such that \( n_k \geq 2, 0 < c_k < 1, n_1 c_1 \leq \delta, \) and \( n_k c_k \leq 1, \) where \( \delta \) is a positive real number. For any \( k, \) let \( D_k = \{ (i_1, \ldots, i_k) : 1 \leq i_j \leq n_j, 1 \leq j \leq k \}, \) and \( D = \bigcup D_k, \) where \( D_0 = \emptyset. \) If \( \sigma = (\sigma_1, \ldots, \sigma_k) \in \bigcup D_k, \) \( \tau = (\tau_1, \ldots, \tau_m) \in D_m, \) put \( \sigma \ast \tau = (\sigma_1, \ldots, \sigma_k, \tau_1, \ldots, \tau_m). \)

**Definition 3.3.** Suppose \( J \) is a closed interval of length \( \delta. \) The collection of closed subintervals \( \mathcal{F} = \{ J_\sigma : \sigma \in D \} \) of \( J \) has homogeneous Moran structure if:

1. \( J_\emptyset = J; \)
2. \( \forall k \geq 0, \sigma \in D_k, J_{\sigma \ast n_k}, \) are subintervals of \( J_\sigma \) and \( J_{\sigma \ast n_k} \cap J_{\sigma \ast j} = \emptyset \) for \( i \neq j; \)
3. \( \forall k \geq 1, \forall \sigma \in D_{k-1}, 1 \leq j \leq n_k, c_k = \lambda_{J_{\sigma \ast j}}. \)

Suppose that \( \mathcal{F} \) is a collection of closed subintervals of \( J \) having homogeneous Moran structure. Let \( E(\mathcal{F}) = \bigcap_{k \geq 1} \bigcup_{\sigma \in D_k} J_\sigma. \) We say \( E(\mathcal{F}) \) is a homogeneous Moran set determined by \( \mathcal{F}, \) or it is a homogeneous Moran set determined by \( J, (n_k), (c_k). \)

**Theorem 3.4 (Feng, Wen and Wu).** If \( S \) is a homogeneous Moran set determined by \( J, (n_k), (c_k), \) then

\[
\lim_{k \to \infty} \frac{\log n_1 n_2 \cdots n_k}{-\log c_1 c_2 \cdots c_{k+1}} \leq \dimu(S) \leq \lim_{k \to \infty} \frac{\log n_1 n_2 \cdots n_k}{-\log c_1 c_2 \cdots c_k}.
\]

**Proof of theorem 1.24.** Let \( P = (p_n) = [2]^{\kappa_1} [3]^{\kappa_2} \cdots \) be infinite in limit, fully divergent, and monotone. By theorem 1.20 there is an

\[
\xi \in \mathcal{R}\mathcal{N}^l(Q) \cap \mathcal{R}\mathcal{N}^H(Q) \cap \mathcal{N}^l_{ab}(Q) \cap \left( \mathcal{N}^H(Q) \cup \bigcup_{k \in S} \mathcal{N}_k(Q) \right).
\]

Write \( \xi = F_0 F_1 F_2 \cdots \) w.r.t. \( P. \) Now define

\[
Q = [2]^{\kappa_1} [2^{2^1} \cdot 2]^{\kappa_2} [3]^{\kappa_3} [2^{2^3} \cdot 3]^{\kappa_4} [4]^{\kappa_4} [2^{2^{2^4}} \cdot 4]^{\kappa_6} \cdots [n]^{\kappa_n} [2^{2^n} \cdot n]^{\kappa_n} \cdots;
\]

\[
L_\epsilon = \sum_{j=2}^{i+1} \epsilon_j;
\]

\[
M_\epsilon = \sum_{j=2}^{i+1} (2^j + 1) \epsilon_j;
\]

\[
\alpha(n) = \min\{ j : M_j < n \};
\]

\[
\epsilon_n = \min\{ \log q_1 \cdots q_{n-1}, \log q_n \}^{1/2};
\]

\[
\omega_n = q_n^{1-\epsilon_n}.
\]
Now define the sets

\[ V_n = \begin{cases} 
F_{\alpha(n)+n-M_{\alpha(n)}} 
& \text{if } n - M_{\alpha(n)} \leq \ell_{\alpha(n)}, \\
\max \{ |q_n x_n|, \log \alpha(n) \} - \omega_n, \max \{ |q_n x_n|, \log \alpha(n) \} + \omega_n 
& \text{otherwise}
\end{cases} \]

\[ \Omega = \{ y \in E_1 E_2 \cdots \text{w.r.t. } Q : E_n \in V_n \text{ for all } n \} \]

and let \( y = E_1 E_2 \cdots \text{w.r.t. } Q \in \Omega \). Note that \( \lim_{n \to \infty} \frac{E_n}{q_n} = \frac{|q_n x_n|}{q_n} = 0 \) since \( \frac{\log \alpha(n)}{q_n} \to 0 \) and \( \frac{\omega_n}{q_n} \to 0 \). This implies \( G(\{T_{Q,n}(x) - x_n\}_{n}) \) consists of the single function \( 1 - 1_{\{0\}} \) since the difference between the two sequences tends to 0 except along a set of density 0. Fix a block \( B \) of length \( k \) and let \( m \) be the maximum digit in \( B \). Because \( \alpha(n) \to \infty \) we must have that \( m < \alpha(n) \) for \( n \) sufficiently large, so if we define

\[ g(n) = L_{\alpha(n)} + \min \{ n - M_{\alpha(n)}, \ell_{\alpha(n)} \} \]

we have

\[ N_n^Q(B, y) = N_n^{g(n)}(B, x) + O(1). \]

On the other hand, we have

\[ \lim_{n \to \infty} \frac{P_n^{(k)}}{Q_n^{(k)}} = \lim_{n \to \infty} \frac{\sum_{i=1}^{g(n)} \frac{1}{n - P_{x_{i+1}}}}{\sum_{i=1}^{n} \frac{1}{n - P_{x_{i+1}}}} = \lim_{m \to \infty} \frac{\sum_{i=1}^{m} \frac{\ell_i}{\ell}}{\sum_{i=1}^{m} \left( \frac{\ell_i}{\ell} + \frac{(2i+1)\ell}{2\ell} \right)} = 1. \]

Similar estimates hold for the corresponding quantities for \( Q \) AP-normality of types \( I \) and \( II \).

Thus \( y \in \mathcal{M}_k(Q) \) if and only if \( \xi \in \mathcal{M}_k(P) \). Furthermore \( y \in \mathcal{M}_k^{I}(Q) \setminus \mathcal{M}_k^{II}(Q) \). This implies

\[ \Omega \subset \mathcal{D}(\omega)(Q) \cap \mathcal{R} A^I(Q) \cap \mathcal{R} A^{II}(Q) \cap \mathcal{M}^{I}(Q) \cap \mathcal{M}^{II}(Q) \cap \bigcap_{k \in S} \mathcal{M}_k(Q) \setminus \left( \bigcup_{k \in S} \mathcal{M}_k(Q) \cup \mathcal{M}^{II}(Q) \right). \]

Furthermore, by theorem 3.4

\[ \dim_H(\Omega) \geq \lim_{n \to \infty} \frac{\log \omega_1 \cdots \omega_n}{\log \frac{1}{q_1} \cdots \frac{1}{q_{n+1}}} = \lim_{n \to \infty} \frac{n \epsilon_i \log q_i}{\sum_{i=1}^{n} (1 - \epsilon_i) \log q_i} = \lim_{n \to \infty} \frac{1}{1 + \epsilon_{n+1} \log \frac{q_{n+1}}{q_n}} = 1. \]

Thus

\[ \dim_H \left( \mathcal{D}(\omega)(Q) \cap \mathcal{R} A^I(Q) \cap \mathcal{R} A^{II}(Q) \cap \mathcal{M}^{I}(Q) \cap \mathcal{M}^{II}(Q) \cap \bigcap_{k \in S} \mathcal{M}_k(Q) \setminus \left( \bigcup_{k \in S} \mathcal{M}_k(Q) \cup \mathcal{M}^{II}(Q) \right) \right) = 1. \]

\[ \square \]
Proof of theorem 1.26. Let $\varepsilon$ be a sufficiently small rational. For $i < 6$ put $\ell_i = 0$ and for $i \geq 6$ put $\ell_i = 3! \cdot (i+1)^i$. Then $P$ is a computable basic sequence. Following the proof of theorem 1.20, note that the sequences $(L_n)_n$, $(\alpha(n))_n$, $(t_i)_n$, $(\kappa_i)_n$, $(i(n))_n$, $(j(n))_n$, and $(\Xi(P, t_i(n))_n)$ are computable. Thus $Q = (q_n) = (\Xi(P, t_i(n)))_n$ is a computable basic sequence. By theorem 1.8 in [26] there is a real number $x = 0.E_1E_2w.r.t.P$ in $\mathcal{N}(P) \cap \mathcal{N}^I(P) \cap \mathcal{N}^H(P)$ with $(E_n)$ a computable sequence. Thus $\Psi_{P,Q}(x)$ is a computable real number since its sequence of digits is $\min\{E_n, q_n - 1\}$ which is computable. Therefore we have a computable real number in

$$\mathcal{R}\mathcal{N}^I(Q) \cap \mathcal{R}\mathcal{N}^H(Q) \cap \mathcal{N}_{ab}(Q) \cap \left( \mathcal{N}^I(Q) \cup \bigcup_{k \in S} \mathcal{N}^I(Q) \right) \setminus \left( \mathcal{N}^H(Q) \cup \bigcup_{k \in S} \mathcal{N}^H(Q) \right).$$  

\[ \Box \]
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