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Abstract—Cross-domain crowd counting (CDCC) is a hot topic due to its importance in public safety. The purpose of CDCC is to reduce the domain shift between the source and target domain. Recently, typical methods attempt to extract domain-invariant features via image translation and adversarial learning. When it comes to specific tasks, we find that the final manifestation of the task gap is in the parameters of the model, and the domain shift can be represented apparently by the differences in model weights. To describe the domain gap directly at the parameter-level, we propose a Neuron Linear Transformation (NLT) method, where NLT exploits few labeled target data to learn a group of parameters, which updates the target neuron via a linear transformation. Extensive experiments and analysis on six real-world datasets validate that NLT achieves top performance compared with other domain adaptation methods. An ablation study also shows that the NLT is robust and more effective compare with supervised and fine-tune training. Furthermore, we will release the code after the paper is accepted.
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I. INTRODUCTION

Currently, accelerating the understanding of the crowd is playing an increasingly important role in building an intelligent society. As a huge research field, it involves many hotspots. In some scenes with sparse crowd distribution, crowd understanding mainly includes crowd detection [1], [2], crowd behavior analysis [3], [4], crowd segmentation [5], [6], and crowd tracking [7], [8]. In some scenes with high-level density, such as an image containing thousands of people, crowd understanding mainly focuses on counting and density estimation [9], [10], [11], [12], [13]. In this paper, we strive to work on the existing crowd counting problem.

Crowd counting, a system that generates a pixel-level density estimation map and sums all of the pixels to predict how many people are in an image, has become a popular task due to its widespread piratical application: public management, traffic flow prediction, scene understanding [4], [14], video analysis [15], [16], etc. Specifically, it can be used for public safety in many situations, such as political rallies and sports events [17]. Besides, density estimation can also be used to help detect the location of people in some sparse scenes [18]. In the traditional supervised learning, many excellent algorithms [19], [10], [20], [21], [22], [23] constantly refresh the counting metrics from different angles for the existing datasets.

However, traditional supervised learning requires a lot of labeled data to drive it, and unfortunately, pixel-level annotating is often costly. According to statistics, the entire procedure involved 2, 000 human-hours spent through the completion of the QNRF dataset [18]. On the recently established NWPU dataset [24], the time cost is even as high as 3,000 human-hours. Even if researchers invest a lot of time and money to build the datasets, the existing datasets are still limited in scale.

Because of the small-scale data in some existing datasets, the above models may suffer from overfitting at different extents, and there is a significant performance reduction when applying them in real life. Thus, the Cross-Domain Crowd Counting (CDCC) attracts the researcher’s attention, which focuses on improving the performance in the target domain by using the data from the source domain. Wang et al. [25] propose a crowd counting via domain adaptation method, SE CycleGAN, which translates synthetic data to photo-realistic scenes, and then apply the trained model in the wild. Gao et al. [26] present a high-quality image translation method feature
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The entire process is shown in Fig. 2. In summary, the main results are treated as target neurons and applied to the target data. Finally, update these neurons by a linear transformation, which results in two matrices (product factor and bias) for each source neuron.

Thus, this paper proposes a Neuron Linear Transformation (NLT) method to handle cross-domain crowd counting. To be more specific, firstly, train a source model using traditional supervised learning. Then exploit few labeled target data to learn two matrices (product factor and bias) for each source neuron. Finally, update these neurons by a linear transformation, which are treated as target neurons and applied to the target data. The entire process is shown in Fig. 2. In summary, the main contributions of this paper are:

- Propose a novel Neuron Linear Transformation (NLT) method to model the domain shift. It is the first time that the domain shifts can be measured at the parameter level.
- Exploit a few-shot target data to approach the real domain shifts, which significantly reduces the annotation costs.
- Outperform the traditional methods on six real-world crowd counting datasets when facing the same problem. The experiments also evidence that NLT has higher practical value than UDA methods.

### II. Related Work

In this section, we briefly review the relevant works from the three tasks: supervised crowd counting, learn cross-domain crowd counting with synthetic data, and few-shot learning.

#### Supervised Crowd Counting

In recent years, the supervised crowd counting algorithms are mostly focusing on scale variability. From the perspective of scale-aware, Zhang et al. [31] propose a three-columns network with different kernels for scale perception in 2016. López-Sastre et al. [32] introduce a HydraCN with three-columns, where each column is fed by a patch from the same image with a different scale. Two years later, Wu et al. [33] developed a powerful multi-column scale-aware CNN with an adaptation module to fuse the sparse and congested column. In the same year, AFP [34] generates a density map by fusing the attention map and intermediary density map in each column. ic-CNN [35] generates a high-resolution density map via passing the feature and predict map from the low-resolution CNN to the high-resolution CNN. Last year, Hossain et al. [36] employ a scale-aware attention network, where each column is weighted with the output of a global scale attention network and local scale attention network. Except for multi-column scale-aware architecture, the single-column scale-aware CNN generally better in performance in recent research, such as SAnet [37], SaCNN [38]. To combine the multi-column and single-column scale-aware CNN, CSRNet [39], CAN [40] and FPNCC [41] developed a model containing multiple paths only in several part of the networks.

From the respective of context-aware, CP-CNN [42] designs a global context estimator and local context estimator to classify the density level of the full image and its patches respectively. Switching-CNN [43] employs an extra column CNN to deliver the best performance given a certain patch. DRSAN [44] designs a module named Recurrent Spatial-Aware Refinement (RSAR) to refine the density map. In 2019, RAZ-Net [45] divides the training phase into two steps, first, a main CNN is trained as a typical density map regressor with an extra column to propose a region to zoom, and then another CNN is trained to recurrently refine the proposed zooming regions. Meanwhile, SAAN [36] designs three type of CNN: Multi-scale Feature Extractor (MFE), Global Scale Attention (GSA) and Local Scale Attention (LSA), which explores the local context to improve the counting performance.

#### Cross-domain Crowd Counting

In addition to the exploration mentioned above, a new research hotspot is beginning to interest researchers called cross-domain crowd counting. In this task, it is supposed to transfer what the model learns from one dataset to another unseen dataset. One of the earliest studies is launched by Wang et al. [25], who establish a large-scale synthetic dataset to pre-train a model that improves the robust over real-world datasets by a fine-tune operation. Except fine-tuning, they train a counter without using any real-world labeled data. It is completed by using the Cycle GAN [46] and SE Cycle GAN [25] to generate a realistic image. Recently, several efforts have been made to follow it, DACC [26], a method for domain adaptation based on image translation and Gaussian-prior reconstruction, achieves new state-of-the-art results on several mainstream datasets. At the same time, some works [28], [27] extract domain invariant features based on adversarial learning. Experimental results show that those methods can narrow the domain shift to some extent.

Overall, the current research about learning from synthetic data for crowd counting is still in its infancy. However, the intersection of synthetic data and real-world data proves to be...
Fig. 2: The flowchart of our proposed Neuron Linear Transformation (NLT), which consists of three components: 1) Source model is trained with the synthetic data; 2) The parameters \( \theta_f \) and \( \theta_b \) in NLT are denoted to model the domain shift. 3) After loading the transferred parameters \( \theta^T \) to the target model, the few-shot data are feed into the target model to update the domain shift parameters.

particularly fertile ground for groundbreaking new ideas, and we firmly believe that this field to become more significant over time.

**Few-shot Learning.** Since it involves a small number of target domain samples in our cross-domain crowd counting method, we hereby introduce some studies related to few-shot learning. The few-shot learning is based on given prior experience with very similar tasks where we have access to large-scale training sets, and then to train a deep learning model using only a few training examples. Early few-shot learning methods [47], [48], [49] are based on hand-crafted features. Vinyals et al. [50] use a memory component in a neural net to learn common representation from very little data. Snell et al. [51] propose Prototypical Networks, which map examples to a dimensional vector space. Ravi and Larochelle [52] use an LSTM-based meta-learner to learn an update rule for training a neural network learner. Model-Agnostic Meta-Learning (MAML) [53] learns a model parameter initialization that generalizes better to similar tasks. Similar to MAML, AREPTILE [54] executes stochastic gradient descent for \( K \) iterations on a given task, and then gradually moves the initialization weights in the direction of the weights obtained after the \( K \) iterations. Santoro et al. [55] propose Memory-Augmented Neural Networks (MANNs) to memorize information about previous tasks and leverage that to learn a learner for new tasks. SNAIL [56] is a generic meta-learner architecture to learn a common feature vector for the training images to aggregate information from past experiences. Most of the above few-shot learning methods are based on classification tasks. For crowd counting tasks, [57] proposes a one-shot learning approach for learning how to adapt to a target scene using one labeled example. [58] applies the MAML [53] to learn scene adaptive crowd counting with few-shot learning.

III. Approach

This section describes the detailed methodology for cross-domain crowd counting. Firstly, we define the problem that we want to solve. Then, the NLT, a linear operation at the neuron-level, are designed to model the domain shift. Finally, we introduce how to integrate NLT into the transformation process of the source model and the target model. Fig. 2 illustrates the entire framework.
A. Problem Setup

In this paper, we strive to tackle the existing problems for domain adaptive crowd counting from the parameter-level with a transformation. The setting assumes access to a source domain (synthetic data) with $N_s$ labeled crowd images $D^S = \{I^S_i, Y^S_i\}_{i=1}^{N_s}$. Besides, a target domain (real scene data) provides $N_t$ few-shot images with the labeled density maps $D^T = \{I^T_i, Y^T_i\}_{i=1}^{N_t}$. The purpose is to train a source domain model $S$ with the parameters $\theta^S$ exploiting the $D^S$, and learn a representable domain shift according to $D^T$ with few-shot learning, which are parameterized by the domain factors $\theta^f$ and domain biases $\theta^b$. Finally, generating a well performed target model $T$ with the parameters $\theta^T$ by combining the source model with the domain shift parameters.

B. Neuron Linear Transformation

Inspired by the neuron-level scale and shift operation [59], we propose a Neuron Linear Transformation (NLT) method to describe the domain gap, which makes the domain gap clearly visible. In order to model the domain shift, we assume that the source model and the target model belong to the same linear space $V^n$. Each neuron in the target model can be transferred from the corresponding neuron in the source model by a linear transformation. The domain adaptation method has two advantages: 1) The target model inherits the good feature extraction ability and preserves the generalization. 2) Compared with fine-tuning all parameters of the target model, only a few parameters need to be optimized in the target model with NLT. So it reduces the probability of overfitting for few-shot learning in the target domain. For each source domain neuron parameter $A^S \in \mathbb{R}^{c\times h\times w}$, we define the corresponding domain factor $F \in \mathbb{R}^{c\times 1\times 1}$ and domain bias $B \in \mathbb{R}^{c\times 1\times 1}$. Then the neuron-level linear transformation can be expressed as $A^T = A^S \odot F + B$, namely,

$$
A^T = \left[ \begin{array}{l}
A^{11} \cdots A^{1w} \\
\vdots \cdots \vdots \\
A^{1h} \cdots A^{hw} \\
\end{array} \right] + \left[ \begin{array}{l}
b^1 \\
\vdots \\
b^h \\
\end{array} \right] + b^F,
$$

(1)

C. Modeling the Domain Shift

In this section, we introduce how to use Neuron Linear Transformation (NLT) to model domain shift from the source domain to the target domain.

First, we introduce the architecture of the model. The source domain model $\theta^S$ can take any crowd counting model. However, for a fair comparison, a simple encoder-decoder structure is designed following the previous work [25], [27], [26], [28]. As shown in Fig.2, the first four layers of VGG-16 are adopted as the backbone in the encoder stage. That is, the output feature is 1/8 of the input image. In the decoder stage, a 3x3 convolutional layer is used to reduce the feature channels to a half, and then an up-sampling layer is followed by a 3x3 convolutional layer to reduce channels. After three repetitions, a 1x1 convolutional layer outputs the prediction density map. The training of the source domain model is similar to that of the traditional supervised crowd counting network, except that the training data adopts the synthetic dataset GCC. The $\theta^S$ are optimized by gradient descent as follows,

$$
\hat{\theta}^S = \theta^S - \alpha \nabla \mathcal{L}_{D^S} (\theta^S),
$$

(2)

where $\mathcal{L}_{D^S} (\theta^S) = \frac{1}{2n} \sum_i \|S(I^S_i; \theta^S) - Y^S_i\|_2^2$ is a standard MSE loss. $n$ is the batch size of source model. $S(I^S_i; \theta^S)$ is the source model prediction of the $i$th training data. $\alpha$ denotes the learning rate.

Second, we introduce how to embed NLT into our target model training. As shown in Fig. 2, the target model remains the same architecture with the source model, but the number of parameters involved in training is different. The parameters $\theta^T$ in the target model are transferred from the source model. Moreover, the goal of transformation is to make up for the task gap. To achieve the transformation, we have to express it mathematically. This process is regarded as to model domain shift. Specifically, we model the domain shift by transfer all neurons in the source model to the target model with the proposed NLT. As a result, in the target model, we define two groups of additional parameters $\theta^f$ and $\theta^b$ to achieve the model-level linear transformation. Assuming that the parameters in the source model contain $k$ neurons in total, then the number of $\theta^f$ and $\theta^b$ is $2 \times k$. According to Equ. (1), the mapping can be expressed as follows,

$$
\theta^T_i = \theta^S_i \odot \theta^f_i + \theta^b_i, (i = [1, k] \in N),
$$

(3)

where $\theta^f_i$ represents the domain shift factor, initialized by 1. $\theta^b_i$ represents the domain shift bias, which is initialized to 0.

Since we introduce the learnable parameters to describe the task gap in the target model, some target domain labeled images are needed to learn the parameters. However, within the requirement of domain adaptation, we only use a few data to support the training. In the update phase of the source model, $\theta^S$ is learned. But it will be frozen when the target model is updated. After the calculation of Equ. 3, $\theta^T_i$ participate in the feedforward of the target model. Therefore, only the gradients of $\theta^f_i$ and $\theta^b_i$ need to be calculated in the feedback process, that is, $\theta^f_i$ and $\theta^b_i$ are learned in the target model. Since the convolution kernel of VGG-16 is $3 \times 3$, the updated parameters in the target model are nearly $1/9$ of $\theta^S_i$. The loss for optimizing the parameters is defined as follows,

$$
\mathcal{L}_{D^T} (\theta^T) = \frac{1}{2n} \sum_i \|T(I^T_i; \theta^T) - Y^T_i\|_2^2 \quad + \lambda \sum_{i=1}^{k} (\theta^f_i - 1)^2 + (\theta^b_i)^2,
$$

(4)

where the former term is the density estimated loss corresponding to the few-shot data. It is the same as the loss of the source model. $(I^T_i, Y^T_i) \in D^T$ is the $i$th input image and density map. $T(I^T_i; \theta^T)$ is the prediction density map. The latter term is the L2 regularization loss of parameters $\theta^f_i$ and $\theta^b_i$, with the purpose of preventing overfitting $D^T$ in the target domain. $\lambda$ is the weighted parameter. Finally, the target model
is optimized as follows,
\[
\hat{\theta}^T = \theta^T - \beta \nabla L_{D,T}(\theta^T),
\]  
where \( \beta \) denotes the learning rate of target model.

IV. IMPLEMENTATION DETAILS

Executive Stream. In the training phase, the workflow is shown in Fig. 2 1 2 3 4 5 , once iteration requires updating parameters for two models. First, \( \theta^S \) are updated according a batch sampling from the GCC data by 1 2 3. Second, the domain shift parameters are updated with the few-shot data provided in the target domain by 4 5. Finally, the parameters of the target model are obtained by NLT, as shown in Equ. 3. In the validation phase, we divide the validation set for each target domain from its training data. In the testing phase, we use the best-performing model on the validation set to make an inference.

Parameter Setting. In each iteration, we input 12 synthetic images and 4 target few-shot images. Adam algorithm [60] is performed to optimize the networks. The learning rate for the source model in Equ. 2 is set as \( 10^{-5} \), and the learning rate for target model in Equ. 4 is initialized as \( 10^{-5} \). The parameter \( \lambda \) for target model loss function in Eq. 4 is fixed to \( 10^{-4} \). Our code is developed based on the C3 Framework [61] on NVIDIA GTX 1080Ti GPU.

Scene Regularization. In other fields of domain adaptation, such as semantic segmentation, the object distribution in street scenes is highly consistent. Unlike this, current crowd real-world datasets are very different in terms of density range, such as the MALL [30] dataset with the count ranging from 13 to 53, but the GCC [25] dataset is ranging from 0 to 3,995. For avoiding negative adaptation by the different density ranges, we adopt a scene regularization strategy proposed by [25] and [28]. In other word, we add some filter conditions to select proper synthetic images from GCC as the source domain data for different real-world datasets.

V. EXPERIMENTS

In this section, we first report the experimental evaluation metrics and the selected datasets, and then a comprehensive ablation study is performed to illustrate the effectiveness of our proposed method. Next, we analyze the shifting phenomenon of different real-world datasets and synthetic dataset from the perspective of statistics. In addition, we also discuss the effect of selected few-shot data on performance improvement. Finally, we present the testing results and visualization results of our method in six real-world datasets.

A. Evaluation Criteria

Counting Error. According to the evaluation criteria widely used in crowd counting, the counting error is usually reflected in two metrics, namely Mean Absolute Error(MAE) and Mean Square Error(MSE). MAE measures the mean length of the predicted Error, while MSE measures the robustness of the model to outliers. Both are the lower, the better. They are defined as follows:
\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|, \quad MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2,
\]
where \( N \) is the number of images to be tested, and \( y_i \) and \( \hat{y}_i \) are the ground truth and estimated number of people corresponding to the \( i^{th} \) sample, which is obtained by summing all the pixel values in the density map.

Density Map Quality. To further evaluate the predictive quality of the model, we also calculate PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity in Image) [62]. For those two metrics, the larger the value, the higher the quality of the predict density map.

B. Datasets

The synthetic dataset GCC [25] is the only source domain. As for the target domain, to ensure the sufficiency of our experiments, we respectively select two datasets from high-level density, medium-level density and low-level density datasets, a total of six datasets, namely UCF-QNRF [18], Shanghai Tech Part A [31], Shanghai Tech Part B [31], WorldExpo’10 [63], Mall [29] and UCSD [30].

Source Domain Dataset. GCC is a large-scale synthetic dataset, which is sampled from 400 virtual scenes by a computer mod. It contains 15,212 of accurately annotated images with a total of 7,625,843 instances. There is an average of 501 people in each image.

Congested Crowd Dataset. UCF-QNRF is collected from a shared image website. Therefore, the dataset contains a variety of scenes. It consists of 1,535 images (1201 training and 334 testing images), with 1,251,642 annotated instances. The average number of people is 815 per image. Shanghai Tech Part A is also randomly collected from the Internet with different scenarios. It consists of 482 images (300 training and 182 testing images) with different resolutions. The average number of people in an image is 501.

Moderate Crowd Dataset. Shanghai Tech Part B is captured from the surveillance camera on the Nanjing Road in Shanghai, China. It contains 716 samples (400 training and 316 testing images). The scenes are relatively uniform, with an average of 123 people per picture. WorldExpo’10 consists of 3,980 labeled images, which are collected from 108 surveillance scenes (103 scenes for training and the remaining 5 scenes for testing) in Shanghai 2010 WorldExpo. The average number of people is 50 per image.

Sparse Crowd Dataset. Mall is captured from a surveillance camera installed in a shopping mall, which records the 2,000 (800 for training and 1,200 for testing) sequential frames. The average people of each image is 31. UCSD consists of 2,000 frames (frames 641 – 1,400 for training and the others for testing) collected from a single-scene surveillance video. The average number of the pedestrian in each image is 25.
Fig. 3: The effects of our NLT and other training methods on learning process and performance. (a)(b)(c) and (d)(e)(f) show the validation loss and performance on Shanghai Tech Part A and B dataset, respectively.

TABLE I: The performance of different training methods on Shanghai Tech Part A and Shanghai Tech Part B.

| Method            | DA | FS | Shanghai Tech Part A | Shanghai Tech Part B |
|-------------------|----|----|----------------------|----------------------|
|                   |    |    | MAE   | MSE   | PSNR  | SSIM  | MAE   | MSE   | PSNR  | SSIM  |
| NoAdpt            | ✗  | ✗  | 188.0 | 279.6 | 20.91 | 0.670 | 20.1  | 29.2  | 26.62 | 0.895 |
| Supervised        | ✗  | ✓  | 107.2 | 165.9 | 21.53 | 0.623 | 16.0  | 26.7  | 26.8  | 0.932 |
| Fine-tuning        | ✓  | ✓  | 105.7 | 167.6 | 21.72 | 0.702 | 13.8  | 22.3  | 27.0  | 0.931 |
| NLT (ours)        | ✓  | ✓  | 93.8  | 157.2 | 21.89 | 0.729 | 11.8  | 19.2  | 27.58 | 0.937 |
| IFS [26]+NLT (ours) | ✓  | ✓  | 90.1  | 151.6 | 22.01 | 0.741 | 10.8  | 18.3  | 27.69 | 0.932 |

Fig. 4: The effects of the domain shift parameters $\theta^f$ and $\theta^b$. (a)(b)(c) and (d)(e)(f) show the validation loss and performance on Shanghai Tech Part A and B dataset, respectively.
TABLE II: The effectiveness of the domain shift parameters $\theta^f$ and $\theta^b$ on the testing set of Shanghai Tech Part A and B.

| Method            | DA | FS | Shanghai Tech Part A | Shanghai Tech Part B | UCF-QNRF |
|-------------------|----|----|-----------------------|----------------------|----------|
|                   |    |    | MAE | MSE | PSNR | SSIM | MAE | MSE | PSNR | SSIM |
| NoAdpt            | ×  | ×  | 188.0 | 279.6 | 20.91 | 0.670 | 20.1 | 29.2 | 26.62 | 0.895 |
| Fine-tuning       | ✓  | ✓  | 105.7 | 167.6 | 21.72 | 0.702 | 13.8 | 22.3 | 27.0 | 0.931 |
| Factor ($\theta^f$) | ✓  | ✓  | 109.2 | 161.3 | 21.49 | 0.758 | 13.5 | 23.5 | 27.26 | 0.921 |
| bias ($\theta^b$)  | ✓  | ✓  | 107.8 | 169.9 | 21.14 | 0.796 | 12.8 | 20.6 | 27.17 | 0.916 |
| NLT ($\theta^f + \theta^b$) | ✓  | ✓  | 93.8 | 157.2 | 21.89 | 0.729 | 11.8 | 19.2 | 27.58 | 0.937 |

C. Ablation Study

We present our ablation experiments from two perspectives. First, regarding the few-shot data, we demonstrate the impact by using different training methods. Second, for the proposed NLT, we discuss the effects of $\theta^f$ and $\theta^b$ on modeling the domain shift. The following experiments are conducted on the Shanghai Tech Part A and B datasets, and the selected few-shot data both are the 10% of the training set.

Compared with Other Training Methods. Five training methods are used to demonstrate the role of few-shot data in narrowing the domain gap. The specific settings are as follows:

- **NoAdpt.** Train the model on the GCC dataset.
- **Supervised.** Train the model on few-shot data.
- **Fine-tuning.** Train the model on the GCC dataset and fine-tune it with few-shot data.
- **NLT (ours).** Train the model from GCC to the real-world dataset with our NLT and training strategy.
- **IFS+ NLT (ours).** Replace the original GCC data with IFS [26] translated GCC [25] in the last settings.

As shown in Fig. 3, we draw the loss and performance curves on the validation set during training. Taking Shanghai Tech Part A dataset as an example, it is difficult to reduce the loss of the validation set without domain adaptation. The supervised training and fine-tuning with few-shot data can significantly reduce the loss, but it is easy to suffer from overfitting. Compared to supervised training and fine-tuning, our NLT can reach lower validation loss and inhibit overfitting. In Fig. 3 (b) and (c), MAE and MSE curves also illustrate the effectiveness of NLT. Similarly, in Fig. 3 (d) (e) and (f), Shanghai Part B have the same trend with Shanghai part A, which proves that our method is suitable for both dense and sparse scenes.

Table I shows the results on the testing set, the results of no adaptation are usually unfulfilling, which validates the vast distance between the real scene and the synthetic data mentioned in our introduction. As shown in lines 4 and 5, both fully supervised training and fine-tuning on a pre-trained GCC model with few-shot data yield better results than no domain adaptation. It shows that few-shot data has a significant effect on narrowing the domain gap. Compare with lines 4 and 5, and it can be found that fine-tuning the pre-trained GCC model can achieve better results than full supervision. It indicates that the synthetic data plays a vital role in improving the generalization of the model. Compare with the results of lines 5 and 6, the proposed NLT and training strategy is a better method than the fine-tuning operation. Taking MAE as an example,
In Shanghai Tech part A, NLT reduces the counting error by 13.1% compared with fine-tuning. In Shanghai Tech part B, it reduces by 16.1%. In addition, we also test NLT on the stylized images by IFS [26], and the results show that our method was further improved. It is just a simple validation, and our later experiments are still based on the original GCC. In conclusion, our method is a win-win approach. The few shot data drive the training of NLT to narrow the domain gap while NLT is maximizing the potential of few-shot data.

The Influence of Domain Shift Parameters. In our NLT, two groups of parameters are set to learn the transformation of neurons, namely $\theta^f$ and $\theta^b$. To verify the validity and compatibility of the parameters, we conduct three experiments to show the effects on modeling domain shift. There are using factor $\theta^f$, bias $\theta^b$, and both of them to learn the model shift, respectively. In this section, the details of the experiments are shown in Fig. 4.

The red curves represent that there is no domain adaptation. At the beginning of the training, the loss curve is verified to be reduced. But as time goes on, it keeps rising. The reason is that the model trained with synthetic data has a limited ability to fit the real data. Once the limit value is passed, the model will continuously deviate from the target domain. The blue and green curves show the effectiveness of domain factor $\theta^f$ and domain bias $\theta^b$ respectively, both of them can greatly reduce losses and improve performance. It is worth noting that factor is not easy to overfit, but the convergence is slow, while bias converges faster but is easy to overfit. When the two are together, they complement each other and perform best.

The results of the test set are shown in Table II. The learnable parameters for factors $\theta^f$ and bias $\theta^b$ both are $1/9$ of the source model. Fine-tuning operation is to update all parameters of the source model. In Shanghai Tech Part A, for example, 10% of the training set are treated as few-shot data, but factor $\theta^f$ and bias $\theta^b$ achieve the similar results compare with fine-tuning. It appearances that it is effective to use factor and bias to represent domain shift. The best results are achieved when combining the two to form the Neuron Linear Transformation (NLT) for modeling domain shift.

D. Adaptation Results on Real-world Datasets

In this section, we test the performance of the NLT by using it to learn the domain shift from GCC to six real-world datasets and compare it with the other domain adaptation methods.
Fig. 6: More visual samples of adaptation from GCC to other four real-world datasets with our proposed NLT.

**Metrics Report.** Table III lists the statistical results of the four metrics (MAE↓/MSE↓/PSNR↑/SSIM↑). From the table, comparing with the image translation (CycleGAN [46], SE CycleGAN [25] and IFS [26]) and feature adversarial learning (FA [28] and FSC [27]) methods, our method performs better with the use of 10% annotated data in the target domain. Taking MAE as an example, as the lavender row shows, NLT reduced counting errors by 16.5%, 10.0%, 18.6%, 29.9%, 10.0%, and 15.2% comparing with the above methods, respectively, on the six real-world datasets. On the PSNR and SSIM, which represent the quality of the generated density map, we have also achieved a significant improvement, indicating that introducing few-shot data from the target domain is important for noise cancellation in the background region. Experiments with different density datasets also demonstrate the universality of NLT for cross-domain counting tasks.

Furthermore, we also discuss the combination of NLT and other domain adaptation methods. In this article, we implement stylistic realism for the GCC [25] dataset by using IFS [26], the currently known best image translation method for cross-domain crowd counting. These images are then treated as source domain data, and the proposed NLT is applied to achieve the domain adaptation. The final test results in the six real-world datasets are shown in table III, light cyan row. Compared with the original IFS [26], the NLT decreases the MAE by 19.8%, 17.6%, 25.7%, 37.9%, 16.0%, and 19.5% on the six real data sets, respectively.

**Visualization results** Fig. 5 shows the visualization results of no adaptation and the proposed NLT. Column 3 shows the results without domain adaptation. The regression results are not acceptable in a congested scene like Shanghai Tech Part A, especially the gray-scale image in Row 2. On Shanghai Tech Part B, the counting results of no domain adaptation is a little close to the ground truth, but the problems remain
in details and background. Such as the red box in Row 3 shows that the regression value is still weak despite the trend. Besides, the estimation errors in the background region also prevented the performance, such as the red box shown on Raw 4. After the domain adaptation, the above questions are alleviated. In general, the NLT improves the density map in counting values and details. This reflects the effectiveness of using NLT to learn the domain shift.

In order to more intuitively demonstrate our domain adaptation effect, we show more results in Fig. 6. For saving space, we only report the ground truths and the prediction results. From the performance on different datasets, NLT is effective for cross-domain counting tasks with different crowding levels.

E. Statistical Analysis of Domain Shift

Domain factor $\theta^f$ and domain bias $\theta^b$ are defined as the parameters to model the shift from the source domain to target domain, which are initialized to 1 and 0, respectively. Driven by few-shot data, they are updated for narrowing the domain gap. In section V-C, we verify its effectiveness by specific task performance. In this section, we will further analyze the significance of these parameters from the perspective of mathematical statistics.

There are 15 convolutional layers in the network we use, and each convolution kernel contains a domain factor and domain bias parameter. For the well trained model, we calculate the mean values of factor and bias at each layer. The statistical results are shown in Fig. 7, where the mean value for factor is subtracted from the initial value 1. As Fig. 7 (a) shown, at most layers, the mean value of factor and bias are less than 1 and 0, respectively. Therefore, the effect of factor $\theta^f$ and bias $\theta^b$ is to reduce the parameters of the GCC model. We call this shift as “down domain shift”. The distribution of UCF-QNRF shown in Fig. 7 (b) is similar to that of Shanghai Tech Part A. Both of them are collected from the Internet, so it has a similar distribution. In Fig. 7 (c), the averages of factor and bias are greater than 1 and 0 in most layers, respectively. We define the shift as “up domain shift.” In Fig. 7 (d), factor and bias are distributed on both sides. We define this shift as “up-down domain shift”. In addition, by comparing Fig. 7 (d)(e)(f), where 10%, 30% and 50% of the training set are treated as few-shot data to learn domain shift, and the distribution is basically the same eventually. This reveals that only a few target domain labeled images are needed to learn the representation of domain shift.

F. Analysis in Selecting Few-shot Data

Since our domain adaptation method requires a few target domain labeled images, in this section, we will discuss the effects of selecting different proportions few-shot data on NLT. As shown in Fig. 8, we carry out the experiments on the Shanghai Part B dataset. The horizontal axis represents the images with corresponding proportions regard as the few-shot data, while the vertical axis illustrates MAE and MSE on the Shanghai Tech Part B test set. The curves in blue and green illustrate that NLT performance gets better with increasing few-shot learning data. In addition, compared with the traditional supervised training methods, the proposed NLT is better in every data setting. Therefore, it can be concluded that NLT is very robust for the selection of target domain data. However, the original intention of this paper is to use a few of target domain data to narrow the gap between the synthetic data and real-world data, and we only adopt 10% of the training set for each dataset as few-shot data in the reporting results.

VI. Conclusions

In this paper, we summarize the existing problems of cross-domain crowd counting methods in expressing domain shift and define the domain adaptation problem as the transformation of parameters from the perspective of model-level. In order to convert the source model to the target model, we propose a Neuron Linear Transformation (NLT) method to model the domain shift. Moreover, the introduced domain shift parameters are optimized by few-shot learning. Extensive experiments show that our method is better than other domain adaptation methods by using 10% target domain data. Besides, it also has a better expression ability for domain shift. Considering the versatility of NLT, we will explore applications of NLT in other domain adaptation tasks in future work, such as semantic segmentation and pedestrian Re-ID.
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