Thermal spin dynamics of Kitaev magnets — scattering continua and magnetic field induced phases within a stochastic semiclassical approach
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The dynamical spin structure factor, as measured in inelastic neutron scattering (INS), is an ideal tool for gaining a comprehensive understanding of quantum magnets. However, in sought-after quantum spin liquids (QSL) [1–4], it only yields a broad continuum response [4], as local spin flip excitations decay into multiple fractionalized excitations. This has complicated the unambiguous identification of a genuine QSL in a material.

In recent years, a number of Mott insulating systems with strong spin orbit coupling [5] have been put forward as candidates for realising the Kitaev honeycomb QSL [6] (see Refs. [7,11] for reviews on the subject). The layered honeycomb magnet α–RuCl3 [12] appears to be one of the most promising, as its INS [13,15] and Raman spectroscopic response [16,18] display broad scattering continua at elevated frequency similar to the predictions for the ideal Kitaev model [19,21]. Despite the presence of long-range zigzag magnetic order at low temperature [25,26], these have been interpreted as signatures of fractionalized excitations of a ‘proximate QSL’ nearby in the phase diagram [7]. Indeed, via the application of a moderate in-plane magnetic field of about 8 T [25,27–29], the zigzag order is suppressed, giving rise to unusual intermediate field phases with a whole range of atypical properties [30]. For example, a thermal Hall response reminiscent of the one predicted for the non-Abelian Kitaev QSL [6] has been reported in Refs. [31,32], which is currently under debate [33,36].

INS measurements in a field have shown how the low frequency spin wave excitations of α–RuCl3 melt as the zigzag order disappears for increasing magnetic fields giving rise to a broad scattering continuum centred around the Γ-point of the Brillouin zone [37]. Whether the broad scattering response is best understood as a signature of (weakly confined) fractional spin excitations or arises due to nonlinearities beyond harmonic magnon dynamics, for example from magnon-magnon interactions, is again currently under debate [38,41].

A further complication arises because the microscopic Hamiltonian describing the low-energy magnetic degrees of freedom of α–RuCl3 is, as of yet, not known. A consensus has been reached that a strong bond-dependent Kitaev exchange is present, but the value of the perturbing Heisenberg and spin-off-diagonal Γ and Γ′ interactions (and further neighbor interactions) remains under discussion [35,38]. In that context, the observation of a sub-leading yet sizeable out-of-plane modulation of excitations in INS [19] points to the importance of interlayer couplings. Nevertheless, an extended K = Γ − Γ′-model can capture a number of qualitative features of α–RuCl3 including magnetic-field induced intermediate phases [30,51]. For example, Ref. [52] showed that, within a classical Monte Carlo sampling scheme, a whole zoo of intermediate phases appears between the low-field zigzag phase and the high-field po-
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labeled state [53, 55]. Classically, these are characterized as non-collinear/coplanar states with large magnetic unit cells and their weak long-range order is expected to be unstable upon the inclusion of quantum and/or thermal fluctuations [56].

Here, we study the temperature dependent spin excitations of the $K - \Gamma - \Gamma'$-model as a function of magnetic field. We employ a stochastic semiclassical method [57] which we show can reproduce the intermediate field phases found via classical Monte Carlo sampling [52]. In addition, our method incorporates the effect of thermal fluctuations on the dynamical response [58], relevant for interpreting INS experiments. So far, these have been carried out for temperatures considerably lower, yet as we argue not low enough, than the bare exchange scales (Ref. [37] reports e.g. results down to approx. 2K with an estimate of the Kitaev exchange of approx. 100K). Moreover, most theoretical modeling has been restricted to zero temperature quantum calculations except for a few recent exceptions [17, 22, 59].

Our choice of method is motivated by the remarkable finding of Ref. [60] that the semiclassical Landau-Lifshitz dynamics (starting from initial states which are sampled via a low-temperature classical Monte Carlo approach) can capture the salient features of the pure Kitaev model. Concretely, the broad frequency continua and weak modulations of the classical Kitaev spin liquid is remarkably similar to the one of the exact QSL at zero temperature. Only the low frequency response differs as it is governed by quantum selection rules associated with fractionalized flux excitations [19, 61]. Moreover, semiclassical dynamics of thermally disordered frustrated magnets have recently been shown to capture the INS response of other QSL candidates like NaCaNi$_2$F$_7$ [62], MgCr$_2$O$_4$ [63], Ce$_2$Zr$_2$O$_7$ [64, 65] or the $\Gamma$-model [66]. Thus, our work similarly addresses more general questions beyond the concrete example of $\alpha$-RuCl$_3$, namely understanding the broad INS scattering continua of frustrated magnets, and diagnosing genuine quantum fractionalization signatures.

II. MODEL, METHOD AND PHASE DIAGRAM

We describe the honeycomb magnet $\alpha$-RuCl$_3$ within a $K - \Gamma - \Gamma'$-model and focus on the Hamiltonian studied in Ref. [52, 67]

$$\mathcal{H} = \sum_{\lambda=x,y,z} \sum_{(ij) \in \lambda} \left[ KS_i^\lambda S_j^\lambda + \Gamma (S_i^\mu S_j^\nu + S_j^\nu S_i^\mu) + \Gamma' (S_i^\mu S_j^\lambda + S_i^\lambda S_j^\mu + S_j^\nu S_i^\lambda + S_i^\lambda S_j^\nu) \right] - \mathbf{h} \cdot \sum_i S_i,$$

(1)

which includes the bond-dependent ferromagnetic Kitaev interaction, $K < 0$, and the off-diagonal $\Gamma$ and $\Gamma'$ interactions. In Eq. (1), $(ij) \in \lambda$ denotes the nearest-neighbor pair formed by the spins $S_i$ and $S_j$ with bond orientation $\lambda \in \{x, y, z\}$, as shown in the inset of Fig. [1]. The off-diagonal interactions are given by cyclic permutations of the spin components $(\lambda, \mu, \nu)$. In the following, we will set $K = -1$ and use dimensionless parameters in units of $|K|$ and fundamental physical constants, e.g. frequency $\omega$ is implicitly expressed in units of $|K|/\hbar$ and the temperature $T$ in units of $|K|/k_B$.

The classical Kitaev spin liquid quickly reaches a polarized state in a $[111]$-oriented magnetic field $\mathbf{h} \neq 0$, but a finite $\Gamma$ interaction leads to a multitude of intermediate magnetic field induced ordered phases, which posses large unit cells and persist to greater values of $h = |\mathbf{h}|$ for increasing $\Gamma$. Even more fragile magnetic orders are realised when adding a small $\Gamma' = -0.02$ interaction, which also stabilises the zigzag phase around $h \approx 0$. The phase diagram as a function of $\Gamma$ and $[111]$-oriented magnetic field is depicted in Fig. [1] with the different orders named according to the number of spins in their respective unit cells (adapted from Ref. [52]).

We study the spin dynamics based on the atomistic Landau-Lifshitz-Gilbert (LLG) equation

$$\frac{\partial S_i}{\partial t} = \frac{-1}{(1 + \alpha^2)} \left[ S_i \times H_i(t) + \alpha S_i \times (S_i \times H_i(t)) \right],$$

(2)

which describes the damped precession of the classical spins around a local effective (exchange) field

$$H_i(t) = -\frac{\partial \mathcal{H}_i(S_i(t))}{\partial S_i} + b_i(t).$$

(3)

Here, the spins are represented by their normalized magnetic moments $S_i$ at site $i$ (with $|S_i| = 1$). An effective
damping of the dynamics from coupling to lattice and other degrees of freedom is included via the dimensionless parameter $\alpha$ [55]. For concreteness, we fix it to a small nonzero value $\alpha = 0.0075$ to incorporate both fluctuations and dissipation whilst allowing for the propagation of long-lived spin waves [57].

We include the effects of finite temperature via a stochastic magnetic field $b_i(t)$. This thermal noise, which describes the interaction of the system with a thermostat (e.g. of a phonon subsystem) obeys

\begin{align}
\langle b_i(t) \rangle &= 0 \\
\langle b_i^\prime(t) b_j^\prime(t') \rangle &= 2\alpha T \delta_{ij} \delta_{\nu\kappa} \delta(t - t')
\end{align}

for the three components of the spins $\nu, \kappa = x, y, z$. The definition of the stochastic field ensures thermodynamic consistency as it reproduces a stationary Boltzmann probability distribution of the magnetic moments in statistical equilibrium [58]. The approximation of uncorrelated “white noise” is justified when the autocorrelation time of the stochastic field is much shorter than the response of the system. Although this assumption breaks down at very low temperatures [58], it is an efficient way of including the general qualitative effects of thermal fluctuations on the dynamical magnetic response [58].

We solve the system of nonlinear coupled stochastic differential equations, Eq. (2), with an adaptive Runge-Kutta (RK) method of 4th order [69] on Graphics Processing Units (GPUs) using the parallel computing platform CUDA. The parallel architecture allows us to significantly improve performance at two major steps, namely the calculation of the effective magnetic field $H_i(t)$ using sparse matrix-vector multiplications and the local spin updates according to Eq. (2), whereby each spin component is mapped to a GPU thread. This enables us to explore systems of up to 14 112 spins ($84 \times 84$ unit cells). More details about the adaptive RK method employed in this work are provided in Appendix [A].

We determine the classical ground state of the system using a simulated annealing prescription (see Appendix [B]). In short, we start with a ferromagnetic initial state at high temperature (in which the spins are pointed along the [111] direction) and then repeatedly cool and reheat the system until the final temperature is reached. The annealing process takes about $t = 10^7 - 10^8$ time units.

Our stochastic LLG method is in agreement with the phase diagram of Ref. [52], which was obtained previously via a standard classical Monte Carlo sampling. We identify the competing intermediate orders along the $\Gamma = 0.2$ line via the real space spin configurations and by their static structure factors shown in Fig. 2.

The main objective of our work is to study the dynamical spin structure factors $S(\omega, k)$ as probed by INS experiments. The latter is defined as the Fourier transform of the dynamic spin-spin correlation function

\begin{equation}
S(\omega, k) = \sum_{i,j,\nu} \int dt \, e^{i\sigma(\mathbf{r}_i - \mathbf{r}_j) + i\omega t} \langle S_i^\nu(t) S_j^\nu(0) \rangle.
\end{equation}

In Eq. (6), $\langle \ldots \rangle$ denotes averaging over different thermodynamic ensembles. In practice however, we compute this average in a single simulation run by using the ergodic theorem

\begin{equation}
\langle S_i^\nu(t) S_j^\nu(0) \rangle = \frac{1}{T_0} \int_0^{T_0} dt' S_i^\nu(t + t') S_j^\nu(t')
\end{equation}

for a sufficiently large time window $T_0$. The static spin structure factor $S(k)$ is related to the dynamic one via

\begin{equation}
S(k) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega S(\omega, k).
\end{equation}

We solve the stochastic LLG equation starting from an equilibrated spin configuration and employ a time window of $T_0 = 25 000$ divided into 50 000 time steps (for $T = 0.0001$ we extend the time window to $T_0 = 70 000$.

FIG. 2. Static structure factors along the $\Gamma = 0.2$ line of the phase diagram in Fig. 1 at low temperature $T = 0.0001$. The sharp peaks are broadened by a Gaussian filter ($\sigma = 0.12$) for visibility and the first Brillouin zone is indicated by a dashed line. For concreteness, we show results for the points $| \mathbf{h} | \in \{0.1, 0.225, 0.35, 0.386, 0.6\}$ denoted by (a) to (e) in Fig. 1 with $\Gamma' = -0.02$. The structure factors correspond to single spin configurations, of which the ZZ and 32-site order are not $C_3$-symmetric. Note that we normalized the structure factors individually to a maximum of one and scaled the intensity of (c) to (e) as $\sqrt{S(k)}$ to enhance the visibility of the peaks.
FIG. 3. The dynamical structure factor obtained from LLG simulations is shown for different points of the phase diagram from Fig. 1, along the $\Gamma = 0.2$ line. The three different columns depict results for three different temperatures (measured in units of the Kitaev exchange $|K|$). For the highest temperature (right column) the zigzag phase (panel (a)) is still ordered but the intermediate field phases' long-range order has disappeared. While the intermediate field phases (panels (b), (c) and (d)) have distinct spin wave excitations at low temperature in their long-range order, at higher temperatures they show a very similar broad scattering continuum up to the magnetic bandwidth $\omega \approx 2.2$. Features at zero frequency may be numerical artifacts, i.e., singularities broadened by a Gaussian frequency filter. The intensities of the different subplots were each individually normalized.

A well-known problem of classical spin dynamics calculations is that both Monte Carlo sampling, as well as our stochastic method with a white noise field lead to a classical Boltzmann distribution of excitations. As a result, the weight of the dynamical structure factor over different frequency components differs compared to the correct quantum calculation (in which harmonic spin excitations obey the Bose-Einstein distribution). There are two ways to overcome – at least partially – this problem. Within the stochastic LLG approach, one can implement a quantum thermostat via a coloured noise field which fulfills the quantum fluctuation-dissipation theorem leading to the correct Bose-Einstein thermal distribution of the harmonic excitations [68]. A numerically much cheaper, al-
beit more phenomenological, alternative for the dynamic structure factor is to simply rescale the intensity \[ S_\omega \] The key idea is to match the definition of the classical and quantum fluctuation-dissipation relations of the spin structure factor (see Appendix H of Ref. \[ 74 \] for a recent discussion). In this work we use white noise and rescale the numerically calculated dynamic structure factor \( \mathcal{S}(\omega, \mathbf{k}) \) by a factor of \( \beta \omega / (1 - e^{-\beta \omega}) \) reducing the spectral weight at small frequencies for low temperatures. This way of correcting shortcomings of a purely classical calculation has recently been shown to give quantitatively similar results as the 1/S Holstein-Primakoff expansion, with qualitative agreement to INS experiments on frustrated three-dimensional magnets \[ 62, 64 \].

**III. RESULTS**

In Fig. 3 we show the dynamical spin structure factor for five representative points along the \( \Gamma = 0.2 \) line of the phase diagram Fig. 1 for three different temperatures (see Appendix C for results along the \( \Gamma = 0.5 \) line).

The low and the high field regimes from Figs. 3(a) and 3(c) show sharp spin wave excitations in the ordered phases at lowest temperature (left column). In the zigzag phase shown in Fig. 3(a) the main intensity is centered around the \( \Gamma \) point being contributed by the two lowest-frequency modes. The latter are broadened and only weakly dispersing (as opposed to the two higher frequency branches). As soon as the system enters the field polarized state from Fig. 3(c) sharp spin waves appear, which are robust to thermal fluctuations. In contrast, for increasing temperatures the excitations of the zigzag phase broaden significantly. For our choice of highest temperature \( T = 0.035 \) the order parameter of the zigzag phase is significantly reduced by thermal fluctuations, but still nonzero. Nevertheless, spin excitations are very diffusive and the two low frequency modes quickly merge into one broad mode for increasing temperature which is reminiscent of the weakly-dispersive broad mode measured in \( \alpha - \text{RuCl}_3 \) \[ 13, 15 \].

We find that above the ordering temperature \( T_N \approx 0.04 \) the response turns into a scattering continuum over the whole magnetic bandwidth (not shown).

To investigate the thermal broadening of the excitations in the zigzag phase in more detail, we show the response at the \( \Gamma \)-point for four different temperatures in Fig. 4. Indeed, the two-peak structure of the two spin wave modes quickly merges into one mode even in the ordered regime before disappearing into a broad continuum in the disordered phase.

Next, we turn to the three different intermediate-field-induced phases from Figs. 3(b)–(d) which show distinct spin-wave excitations in their low-temperature ordered phases. Again, the low-frequency dispersive modes carry most of the intensity. Due to the large unit cells, the intermediate-field phases have a large number of spin-wave branches at high frequency. For increasing temperature, the fragile orders melt well below \( T_N \), giving rise to a broad scattering continuum over the entire magnetic bandwidth. Remarkably, the three different fields corresponding to the different intermediate phases display a very similar higher frequency continuum response for temperatures when the order has disappeared. In Figs. 3(c) and 3(d) the main intensity is centered around the \( \Gamma \)-point which, in conjunction with the broad scattering continuum, is again reminiscent of the INS results for \( \alpha - \text{RuCl}_3 \) \[ 37 \].

Finally, we show the dynamical structure for a fixed frequency \( \omega = 0.4 \) at elevated temperature \( T = 0.035 \) in Fig. 5. In the zigzag phase from Fig. 5(a) the broad scattering takes the form of a star-like pattern akin to the one found in INS experiments on \( \alpha - \text{RuCl}_3 \) \[ 14 \]. For increasing magnetic field, the region of maximum intensity changes from the \( \Gamma \) point to a ring-like shape, which again is very broad in momentum space because of the short real space correlations resulting from the magnetic frustration and thermal disordering. Only in the field polarised state from Fig. 5(c) does the normal sharp ring expected from spin wave excitations reappear.

**IV. DISCUSSION AND CONCLUSION**

We have shown that thermal fluctuations drastically affect the dynamical spin response in frustrated spin models relevant for Kitaev materials like \( \alpha - \text{RuCl}_3 \). Already in the absence of any applied magnetic field, the spin-wave excitations of the zigzag state quickly broaden for increasing temperature, even in the ordered low-temperature phase. In contrast, in the high-field spin-polarized phase the spin-wave excitations remain sharp up to high temperature. Within our semiclassical description, finite temperature fluctuations appear as a
stochastic field in the LLG dynamics. Thus, the increased sensitivity of the zigzag phase can be directly traced back to the frustrated interactions of the extended Kitaev model, which allow the stochastic thermal fluctuations to transition between a large number of approximately degenerate spin configurations.

Most interestingly, we find that the different field-induced intermediate phases from Fig. 1 are even more fragile with respect to thermal fluctuations: their ordering quickly disappears for experimentally relevant temperatures. The corresponding INS response shows only a broad scattering continuum which only weakly depends on the magnetic field. In connection to $\alpha$–RuCl$_3$, a broad continuum response has been observed at temperatures down to 2 K. For realistic values of $K \approx 100$ K we find that this is about the same scale as the ordering temperatures of the fragile large-unit-cell intermediate-field phases and thermal broadening effects remain significant. Hence, in order to understand the origin of the INS response, more measurements at lower temperature are highly desirable.

Our work highlights the importance of thermal fluctuations for accurately describing the INS response of QSL-candidate materials. To distinguish different scenarios of broad scattering – i.e. fractionalized excitations of a genuine QSL [19, 70], nonlinearities of magnon-magnon interactions [39, 71], or thermal fluctuations between approximately degenerate spin configurations – requires a careful comparison between different theoretical predictions and experiments at the lowest possible temperatures. Of course, the scenarios are not mutually exclusive, but might be at play simultaneously, which could further complicate the picture.

The general lesson of the present as well as previous [30, 62, 65] works is that the finite temperature response of a frustrated classical magnet can look surprisingly similar to the one expected from fractionalized excitations in a QSL at zero temperature. This makes the unambiguous observation of quantum fractionalization a challenging task for scattering experiments (at least if they are not performed at temperatures several orders of magnitude below the magnetic exchange scales). On the positive side, the stochastic LLG equation employed here should be a powerful method for comparing different models to INS data at different temperatures in order to extract the microscopic Hamiltonian parameters [72].

In the future, it would be worthwhile to study spin and thermal transport of frustrated (Kitaev) magnets within the stochastic LLG approach, to investigate other dynamical probes like inelastic light scattering, and to explore the effect of quenched disorder. In general, we expect that a clear diagnostic of genuine quantum spin fractionalization will require complementary experimental measurements at lowest temperatures and comprehensive comparison to different quantum as well as semiclassical methods.
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Appendix A: Adaptive Runge-Kutta method

In this appendix, we provide details on the RK method used to numerically simulate the finite-temperature spin dynamics. The stochastic LLG equation from Eq. (2) can be rewritten as a generic first-order stochastic differential equation
\[ dS = f(S, t) \, dt + g(S, t) \, d\mathcal{W}, \quad (A1) \]
where \( S \) denotes the vector containing all the components of the spins in the lattice, and \( d\mathcal{W} \) represents a corresponding vector of Wiener processes. The explicit forms of vector functions \( f(S, t) \) and \( g(S, t) \) can be determined directly from Eq. (2). For the purpose of explaining the RK numerical integration method, we leave their forms unspecified. The spin values at a given time-step \( t_{n+1} \) can be obtained from the ones from the previous time-step \( t_n \) by employing a RK approximation of order \( p = 4 \)
\[ \begin{align*}
S_{n+1} = S_n + \sum_{i=1}^{p} b_i \eta_i + \frac{1}{2} (\eta_1 + \eta_2),
\end{align*} \]
where we have defined
\[ \begin{align*}
\eta_1 &= g(S, t_n) \sqrt{\Delta t_n}, \\
\eta_2 &= g(S + \Delta t_n \eta_1, t_n + \Delta t_n) \sqrt{\Delta t_n}, \\
\eta &= g(S + \sum_{j=1}^{i-1} a_{ij} \eta_j, t_n + c_i \Delta t_n) \Delta t_n, \quad i > 1,
\end{align*} \]
and \( \Delta t_n = t_{n+1} - t_n \). The coefficients \( a_{ij}, b_i \) and \( c_i \) are tabulated and depend on the specific RK method used. Eq. (A3) represents a generalization of the RK4-Heun method, where the deterministic part of the differential equation is computed by a \( p \)-th order RK method. Because the stochastic term of the equation is evaluated at both ends of the interval, the result will converge to the Stratonovich solution [73].

In order to obtain an estimate for the error after each time-step, the \( p \)-th order RK method is complemented by another one of order \( p + 1 \). The coefficients \( a_{ij}, b_i \) and \( c_i \) corresponding to each method are chosen in such a way as to ensure a minimal number of evaluations of the function \( f \). This is achieved by using the same set of intermediate values \( \{\eta_i\} \). Once an estimate of the error \((E_{n+1})\) is found, the next time interval, \( \Delta t_{n+1} \), can be adjusted according to [69]
\[ \Delta t_{n+1} = 0.9 \left( \frac{\delta}{E_{n+1}} \right)^{\frac{1}{2} + 1}. \]
This ensures that the algorithm uses the largest time interval that keeps the truncation error below a given tolerance, \( \delta \). For the specific case of the sLLG equation, we employ the method RK5(4)7S [69], that was adapted according to Eq. (A3) to account for the stochastic magnetic field.

Appendix B: Simulated annealing procedure

In this appendix, we outline the procedure used to determine the classical ground states of the system used as initial conditions for computing the static and dynamic structure factors. It should be noted that the simulated annealing procedure is necessary precisely because using a random spin configuration as an initial condition at low temperatures will trap the system into a meta-stable state.

To prevent the formation of such meta-stable states, we start from a temperature much higher than the ordering temperatures and then progressively cool the system until the target temperature (i.e. the temperature at which we simulate the spin structure factors) is reached. There are multiple options one can employ for the cooling protocols. In this work, we repeatedly linearly cool and slightly reheat the system until we reach the target temperature. At each cooling step we encourage the system to settle in the lowest-energy state. The reheating steps destroy any meta-stable states that could form during the cooling stage.

Our annealing procedure starts from an initial temperature \( T_{\text{init}} \) and consists of \( N_a \) cycles each lasting a time \( \Delta t_a \). During one cycle, the temperature is first linearly decreased by a factor \( f_c \) during a time \( \Delta t_h \) (we use the convention in which \( f_c < 1 \) denotes a net cooling). The cooling stage is immediately followed by a reheating step in which the temperature is raised by a factor \( f_h > 1 \) (with \( f_h, f_c < 1 \)) in a time \( \Delta t_h \) (such that \( \Delta t = \Delta t_c + \Delta t_h \)). As such, the temperature evolution is given by
\[ \frac{T(n\Delta t_a + t)}{T_{\text{init}}} = (f_h f_c)^n \left[ t \left( f_c - 1 \right) \Delta t_c + 1 \right], \quad (B1) \]
for \( 0 \leq t \leq \Delta t_c \), and \( 0 \leq n < N_a \) (\( n \in \mathbb{Z} \)), during the cooling stage. Similarly, during the heating stage
\[ \frac{T(n\Delta t_a + \Delta t_c + t)}{T_{\text{init}}} = (f_h f_c)^n \left[ t \left( f_h - 1 \right) \Delta t_h + 1 \right], \quad (B2) \]
for \( 0 \leq t \leq \Delta t_h \). For the simulations, we use \( N_a = 45 \) cycles with \( f_c \approx 0.1 \), \( f_h \approx 8 \), \( \Delta t_c \approx 200,000 \), and \( \Delta t_h \approx 20,000 \). The temperature effectively decreases by a factor \( f_h f_c < 1 \) during each cycle.

Appendix C: Results for \( \Gamma = 0.5 \)

Analogous to the results of the main text, in this appendix, we show the static and dynamic structure factors at different temperatures along the \( \Gamma = 0.5 \) line of the phase diagram from Fig. 1, shown in more detail in
FIG. 6. Static structure factors along the $\Gamma = 0.5$ line of the phase diagram in Fig. 1 at low temperature $T = 0.0001$. The sharp peaks are broadened by a Gaussian filter for visibility and the first Brillouin zone is indicated by a dashed line. We show results for the points $|h| \in \{0.01, 0.3, 0.682, 0.86, 1.108\}$ with $\Gamma' = -0.02$. For higher magnetic fields $|h| > 1.29$ we obtain the polarized ferromagnetic state.

For the latter, we employ the high-field zigzag phase ($h = 1.108$) as the initial configuration and do not use an annealing procedure. For the low-field zigzag phase, we find that the spin configuration obtained through simulated annealing is modulated and features additional low-intensity spin waves. As for the $\Gamma = 0.2$ line, we identify the different orders via their real space spin configurations and by their static structure factors, which are shown in Fig. 6.

We obtain all structure factors except the first zigzag phase ($h = 0.01$), as described in Appendix [3].

For the intermediate phases in Fig. 3 at temperature $T = 0.035$ show a similarly broad (almost) continuum response, the different phases for $\Gamma = 0.5$ are clearly distinguishable at least up to $T = 0.05$ (not shown here). For even higher temperatures, however, the dynamic response of all phases again looks very similar as is shown in the right panel of Fig. 8. We further note that the magnetic bandwidth increases with stronger magnetic field from $h \approx 2.3$ to $h \approx 2.5$ for the 32-site order.

Thermal fluctuations have a particularly interesting effect on both the 50-site and 98-site order. With increasing temperature, the modes around the K-points become symmetric, which might be attributed to different magnetic domain realizations, and the temperature causes a split of the low frequency mode at the M-points on a path between K-points. The similarity between these two orders is not surprising because the 98-site order appears like an augmented 50-site order, as already observed in Ref. [52].

The dynamic response at fixed $\omega = 0.9$ seen in Fig. 9 again resembles the star-shaped scattering feature expected from INS experiments of $\alpha$-RuCl$_3$ [14] and we observe the ring-like feature around the $\Gamma$-point for increasing fields.
FIG. 8. The dynamical structure factor obtained from LLG simulations is shown for different points of the phase diagram, see Fig. 7 and Fig. 1 along the $\Gamma = 0.5$ line. The three different columns depict results for three different temperatures (measured in units of the Kitaev exchange $|K|$). The intermediate orders host a multitude of distinct spin wave excitations and are distinguishable up to higher temperatures than the orders along the $\Gamma = 0.2$ line. Since the low-field ZZ phase is less stabilized by an external field, some additional low-intensity modes from domain walls appear in the simulation that are not inherent features of the ZZ order.

FIG. 9. The dynamical response for fixed $\omega = 0.9$ is shown at temperature $T = 0.035$ for an ensemble average over different configuration orientations of the field induced phases. As in Fig. 5 we reproduce a star-like scattering feature for the ZZ phases.