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Abstract

The degree-Rips bifiltration is the most computable of the parameter-free, density-sensitive bifiltrations in topological data analysis. It is known that this construction is stable to small perturbations of the input data, but its robustness to outliers is not well understood. In recent work, Blumberg–Lesnick prove a result in this direction using the Prokhorov distance and homotopy interleavings. Based on experimental evaluation, they argue that a more refined approach is desirable, and suggest the framework of homology inference. Motivated by these experiments, we consider a probability measure that is uniform with high density on an annulus, and uniform with low density on the disc inside the annulus. We compute the degree-Rips complexes of this probability space up to homotopy type, using the Adamszek–Adams computation of the Vietoris–Rips complexes of the circle. These degree-Rips complexes are the limit objects for the Blumberg–Lesnick experiments. We argue that the homology inference approach has strong explanatory power in this case, and suggest studying the limit objects directly as a strategy for further work.
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1 Introduction

1.1 Background

The degree-Rips bifiltration [15] is a density-sensitive construction based on the Vietoris–Rips filtration. The sensitivity to density has two consequences: degree-Rips can distinguish metric spaces that are close in the Gromov–Hausdorff distance but have different patterns of density, and degree-Rips is more robust to noise and outliers. There are other bifiltrations that share these goals, but degree-Rips is of particular interest because, using available algorithms and software, it is the most computable of these bifiltrations that requires only a metric on the data as input.

If $X$ is a finite metric space, the degree-Rips complex $\text{DR}(X)$, at parameter $(s,k)$, is the full subcomplex of the Vietoris–Rips complex $\text{VR}(X)(s)$ on those vertices having degree at least $k - 1$ in the one-skeleton. Equivalently, we take the Vietoris–Rips complex of the subset $X_{(s,k)} = \{x \in X : |B(x,s)| \geq k\}$, where $B(x,s)$ is the open ball in $X$ about $x$ of radius $s$.

There has now been work on the stability of degree-Rips by several authors. Recent results of Blumberg–Lesnick [4] are notable in that they allows for true outliers: one can add an arbitrary point to a finite metric space, and their results guarantee some relationship between the respective degree-Rips bifiltrations. The main result of Blumberg–Lesnick for degree-Rips says that if the Gromov–Prokhorov distance between the uniform probability measures of two finite metric spaces is less than $\delta$, then one has a homotopy interleaving between their degree-Rips bifiltrations, with additive term $\delta$, and with a multiplicative factor in the Rips parameter $s$. They show moreover that the multiplicative factor is tight.

This framework for studying the robustness of degree-Rips is very natural, but in the
same paper, Blumberg–Lesnick observe that the result does not fully capture the robustness of degree-Rips observed in practice. They report on the following experiment. They consider two pointclouds: a uniform sample of 475 points from an annulus, and another pointcloud obtained by adding 25 points sampled uniformly from the disc inside the annulus. Then they use the RIVET software [22] to visualize $H_1 \text{DR}$ of both pointclouds. Given the output on the sample with no outliers, their results guarantee that a certain region of the degree-Rips parameter space for the sample with outliers must have non-zero Hilbert function (i.e., the degree-Rips complexes in this region must have non-zero $H_1$); however this region is small compared to the observed region where the Hilbert function is non-zero. It appears that there is a trade-off between the generality of this result, and the ability to provide explanatory power in concrete cases such as this one.

We make one more remark before explaining the contribution of this paper. The degree-Rips bifiltration is closely related to existing methods for clustering. Several widely-used algorithms that arose independently of topological data analysis, such as the hierarchical clustering algorithm robust single-linkage [8] and the clustering algorithms DBSCAN [11] and HDBSCAN [7], can be computed directly from degree-Rips by taking the connected components of the 1-skeleton. These algorithms are used in part because of their observed robustness to noise and outliers. A satisfactory understanding of the robustness of degree-Rips would also add to our understanding of the robustness of these algorithms.

1.2 Homology inference for degree-Rips

Motivated by their experiments, Blumberg–Lesnick suggest the framework of homology inference for obtaining more refined results about the robustness of degree-Rips. We now explain one approach to homology inference for degree-Rips.

There is a natural generalization of the degree-Rips complexes to metric probability spaces (Definition 3). Given such a space $(X, \mu)$, the degree-Rips complex $\text{DR}(X, \mu)$ at parameter $(s, k)$ is the Vietoris–Rips complex of the subset $X(s, k) = \{x \in X : \mu(B(x, s)) \geq k\}$ (Definition 5). If one gives a finite metric space its uniform probability measure, then this definition agrees with the previous one up to normalization. Furthermore, on compact metric probability spaces, degree-Rips is $2$-Lipschitz, comparing the input using the Gromov–Hausdorff–Prokhorov distance, and comparing the output using the homotopy-interleaving distance [21, Theorem 6.5.1]. For the sake of this paper, it is not necessary to know the definition of the Gromov–Hausdorff–Prokhorov distance, but just the following consequence. Say that $\mu$ is a compactly-supported probability measure on Euclidean space with support $C$, let $X$ be a finite sample from $\mu$, let $\mu_X$ be the uniform measure on $X$, and let $\bar{\mu}_X$ be the empirical measure on Euclidean space determined by $X$. If the Hausdorff distance $d_H(X, C)$ and the Prokhorov distance $d_P(\bar{\mu}_X, \mu)$ are less than $\epsilon$, then the homotopy interleaving distance between $\text{DR}(X, \mu_X)$ and $\text{DR}(C, \mu)$ is less than $2\epsilon$. Here, the hypothesis is stronger than in the result of Blumberg–Lesnick, because it includes the Hausdorff hypothesis, and the conclusion is also stronger, since one obtains additive interleavings. So, we know the limit objects for degree-Rips: in probability, $\text{DR}(X, \mu_X)$ converges to $\text{DR}(C, \mu)$ in the homotopy-interleaving distance as the size of $X$ goes to infinity.

What consequence does this have for the robustness of degree-Rips? One way to pose the question of the robustness of degree-Rips is the following. If we have a finite metric space $X$, and $X'$ has been obtained from $X$ by adding a small number of outliers, how do we expect that $\text{DR}(X)$ and $\text{DR}(X')$ are related? Roughly speaking, this is how Blumberg–Lesnick ask the question. On the level of metric probability spaces, there is an analogous question: if we have $\mu$ and $C$ as before, and $\mu'$ has been obtained from $\mu$ by mixing with the uniform
measure on some $C'$ with $C \subset C'$, how are $\text{DR}(C, \mu)$ and $\text{DR}(C', \mu')$ related?

Consider the metric probability spaces from which the finite input in the Blumberg–Lesnick experiments are sampled. Let $\mathcal{A}(R, Q, w)$ be the metric probability space that consists of the union of the annulus $\{p \in \mathbb{R}^2 : R \leq ||p|| < Q\}$ and the disc $\{p \in \mathbb{R}^2 : ||p|| < R\}$, with a uniform measure on each piece, such that the measure of the disc is equal to $w$. If $w = 0$, take the underlying metric space to be just the annulus. See Section 2 for a detailed definition. In this paper, we compute the degree-Rips bifiltrations of $\mathcal{A}(R, Q, w)$ up to homotopy type, using the Adamaszek–Adams computation of the Vietoris–Rips complexes of the circle $\mathbb{S}^1$. We now state the result in the case $w > 0$. See Figure 1 for an illustration.\footnote{Scripts to reproduce the figures are available at https://github.com/alexanderrolle/degreeRips_annulus}

**Theorem 1.** Let $\mathcal{A}(R, Q, w)$ be a weighted annulus with $w > 0$. There are continuous maps $\varphi_\ell : (0, \infty) \to [0, 1]$ for $\ell = 0, 1, 2, \ldots, \infty$ such that, for any $s > 0$ and any $k \in [0, 1]$, 

$$
\text{DR}(\mathcal{A}(R, Q, w))(s, k) \simeq \begin{cases} 
\emptyset & \text{if } k > \varphi_0(s) \\
S^{2\ell+1} & \text{if } \varphi_\ell(s) > k > \varphi_{\ell+1}(s) \text{ for } \ell \neq \infty \\
* & \text{if } \varphi_{\infty}(s) > k 
\end{cases}
$$

Moreover, if $0 < \ell < \infty$ and $0 < s \leq s'$ and $0 \leq k' \leq k \leq 1$ are such that 

$$
\varphi_\ell(s) > k > \varphi_{\ell+1}(s) \quad \text{and} \quad \varphi_\ell(s') > k' > \varphi_{\ell+1}(s'),
$$

then the inclusion $\text{DR}(\mathcal{A}(R, Q, w))(s, k) \hookrightarrow \text{DR}(\mathcal{A}(R, Q, w))(s', k')$ is a homotopy equivalence.

The result for the case $w = 0$ is similar, but the curves that bound the regions are no longer continuous; we state the result in this case in Section 2. Varying $w$ does not have much effect on $\text{DR}(\mathcal{A}(R, Q, w))$ while $w$ remains small and non-zero. Setting $w = 0$ has a large effect, as we see in Figure 1 because in this case only points on the annulus are allowed to appear as vertices of degree-Rips.

Comparing these calculations with the results obtained from finite samples, we see that the homology inference approach indeed provides strong explanatory power. See Figure 2. The region of the parameter space where $\text{DR}(\mathcal{A}(R, Q, w))$ has the homotopy type of $S^1$, and thus has rank 1 homology in dimension 1, is similar to the region where the Hilbert function of the degree-Rips complexes of the sample is equal to 1. Note that when we set $w > 0$ and allow for outliers, the region where we see non-zero Hilbert function in the sample extends a little further in the direction of increasing Rips parameter value. For larger values of the Rips parameter, outliers begin to appear as vertices in degree-Rips, and they create connections between dense regions that would not otherwise appear. In $\mathcal{A}(R, Q, w)$, all points in the inner disc are allowed to appear as vertices, and so these connections appear as soon as possible.

### 1.3 Related work

Along with the results mentioned in the introduction, Jardine has proved a stability result for degree-Rips\cite{14}, using a hypothesis involving configuration spaces, rather than a distance between pointclouds. Much work has been done on homology inference, using a variety of approaches. See for example\cite{3, 17, 2, 18, 5, 6}. The connection between degree-Rips and existing clustering methods was observed by McInnes–Healy\cite{16}, and studied further in\cite{13, 20}. There is a large literature on consistency of density-based clustering methods. See for example\cite{10, 8, 13, 9}. 

\footnote{Scripts to reproduce the figures are available at https://github.com/alexanderrolle/degreeRips_annulus}
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Figure 1 On the left, we consider $\mathcal{A}(R, Q, w)$ with inner radius $R = 0.4$, outer radius $Q = 0.5$, and $w = 0.05$, so one expects 25 outliers in a sample of 500, as in the Blumberg–Lesnick experiments. We plot $\varphi_0$ (red), $\varphi_1$ (blue), $\varphi_2$ (yellow), and $\varphi_\infty$ (black). The blue region is where the homotopy type of $\text{DR}(\mathcal{A}(R, Q, w))$ is $S^1$, and the yellow region is where the homotopy type is $S^3$. On the right, we consider $\mathcal{A}(R, Q, 0)$. The meaning of the colors is the same. In this case the boundary curves are not continuous. Note that the two figures are plotted at different scales.

Figure 2 We reproduce the Blumberg–Lesnick experiment. On the left we consider a sample with outliers: we sample 500 points from $\mathcal{A}(R, Q, w)$, where $R$, $Q$, and $w$ are as in Figure 1. We use RIVET to compute the Hilbert function of $H_1\text{DR}$ of this sample; the light grey region is where the Hilbert function is equal to 1, and darker grey corresponds to higher values of the Hilbert function. The border of the $S^1$ region of $\text{DR}(\mathcal{A}(R, Q, w))$ is overlayed in black. On the right we consider a sample without outliers: we sample 500 points from $\mathcal{A}(R, Q, 0)$. We compare the Hilbert function of $H_1\text{DR}$ of the sample with the $S^1$ region of $\text{DR}(\mathcal{A}(R, Q, 0))$ in the same way. Note that the two figures are plotted at different scales.

2 Preliminaries

We now give definitions and conventions that are used throughout the paper. For real numbers $a$ and $b$, the statement $a < b$ implies $a \neq b$.
Definition 2. Let $X$ be a metric space and $s > 0$. The Vietoris–Rips complex $VR(X)(s)$ is the simplicial complex:

$$VR(X)(s) = \{ \{x_0, \ldots, x_n\} \mid d_X(x_i, x_j) < s \text{ for all } 0 \leq i, j \leq n \}.$$ 

We use $d_X(x_i, x_j) < s$ in this definition because the argument for Proposition 7 does not work for the version of Vietoris–Rips defined with $d_X(x_i, x_j) \leq s$.

Definition 3. A metric probability space consists of a metric space $X$ together with a Borel probability measure $\mu$ on $X$.

For a metric space $X$ and $x \in X$, we write $B(x, s)$ for the open ball about $x$ of radius $s$.

Definition 4. Let $(X, \mu)$ be a metric probability space. The uniform filtration of $(X, \mu)$ is the two-parameter filtration of $X$ where, for $s > 0$ and $k \in [0, 1]$, $X(s, k) \subseteq X$ is the sub-metric space $X(s, k) = \{ x \in X : \mu(B(x, s)) \geq k \}$.

The uniform filtration is the special case of the kernel filtration [20 Def. 2.24], where the kernel is chosen to be the uniform kernel [20 Ex. 2.21]. Given a metric probability space, one can take the kernel filtration and then apply any functorial construction on metric spaces. For clustering, a natural choice is single-linkage [20, Def. 2.25]. Applying Vietoris–Rips to the uniform filtration, we get an extension of the usual definition of degree-Rips. This is also considered in Scoccola’s thesis [21] Sec. 6.5]: the stability result mentioned in the introduction is a corollary of a stability result for the kernel filtration.

Definition 5. Let $(X, \mu)$ be a metric probability space. The degree-Rips complex $DR(X, \mu)(s, k)$ is the simplicial complex $VR(X(s, k))(s)$.

We now explain our conventions regarding the circle and annulus. For $R \geq 0$ we write $S_R^1 = \{ p \in \mathbb{R}^2 : ||p|| = R \}$, though we sometimes exclude the degenerate case $R = 0$. For $0 \leq R \leq Q$ we write $A_{R,Q} = \{ p \in \mathbb{R}^2 : R \leq ||p|| \leq Q \}$. Unless otherwise stated, we view these as metric spaces with the Euclidean metric.

Let $0 < R < Q$, and let $w > 0$. We will consider a metric probability space $A(R, Q, w)$ that consists of the union of the annulus $A_{R,Q}$ and the inner disc $\{ p \in \mathbb{R}^2 : ||p|| < R \}$, with a uniform measure on each piece, such that the measure of the inner disc is equal to $w$. In more detail, let $A(R, Q, w)$ be the metric probability space with underlying metric space $\{ p \in \mathbb{R}^2 : ||p|| \leq Q \}$, and with probability measure $\mu$ given by integrating a density $f$, where $f(p) = a = w/\pi R^2$ if $||p|| < R$ and $f(p) = b = (1 - w)/(\pi Q^2 - \pi R^2)$ otherwise. We say that $A(R, Q, w)$ is a weighted annulus if $a < b$. Similarly, let $A(R, Q, 0)$ be the metric probability space with underlying metric space $A_{R,Q}$, and with probability measure $\mu$ given by integrating $f$, where $f(p) = b = 1/(\pi Q^2 - \pi R^2)$.

3 The Vietoris–Rips complexes of an annulus

In this section we prove that the Vietoris–Rips complexes of an annulus $A_{R,Q}$ are homotopy equivalent to the Vietoris–Rips complexes of the inner circle $S_R^1$. This was observed by Adamszek–Adams [1] Prop. 10.1, who show that it follows from a result of Hausmann [12] Prop. 2.2. The author overlooked this when writing the first draft of this paper, and it was pointed out by the reviewers.

Proposition 7 below is very similar to Hausmann’s result. If $B$ is a deformation retract of a metric space $A$, then both results say that the Vietoris–Rips complexes of $A$ and $B$ are homotopy equivalent, provided the deformation retraction is sufficiently compatible.
with the metric. Proposition[7] assumes slightly less about the deformation retraction than Hausmann’s result, though this is a mild generalization, and may be known to experts. The exposition of the proof here is perhaps more detailed than Hausmann’s, so it remains in the paper, in case it is of interest to some readers.

\section*{Definition 6.} Let $A$ be a metric space and $B \subseteq A$. We say that $B$ is a Lipschitz deformation retract of $A$ if there is a continuous map $r: A \to B$ such that $r \circ i = \text{id}_B$ where $i: B \to A$ is the inclusion, and there is a homotopy $H: A \times I \to A$ (rel $B$) from $\text{id}_A$ to $r$ such that for all $t \in I$, the map $H(-, t): A \to A$ is 1-Lipschitz.

\section*{Proposition 7.} If $A$ is a metric space and $B$ is a Lipschitz deformation retract of $A$, then the inclusion $B \hookrightarrow A$ induces a homotopy equivalence $\text{VR}(B)(s) \simeq \text{VR}(A)(s)$ for all $s > 0$.

\section*{Remark 8.} Say $B$ is a Lipschitz deformation retract of $A$, and let $H: A \times I \to A$ be a homotopy as in the definition. Then for any $t \in I$ and any $s > 0$, there is a simplicial map $H_t: [\text{VR}(A)(s)] \to [\text{VR}(A)(s)]$ defined by the vertex map $x \mapsto H(x, t)$. These maps appear in the proof of Proposition[7] but note that the function $[\text{VR}(A)(s)] \times I \to [\text{VR}(A)(s)]$ defined by $(p, t) \mapsto H_t^{-1}(p)$ is not continuous in general.

\section*{Lemma 9.} Let $K$ be a simplicial complex, let $X$ be compact, let $f, g: X \to |K|$ be continuous maps, and let $Z = \{x \in X : f(x) = g(x)\}$. If for all $x \in X$, there is a simplex $\sigma \in K$ with $f(x), g(x) \in |\sigma|$, then $f$ and $g$ are homotopic (rel $Z$).

\textbf{Proof.} We begin by proving the statement assuming that $K$ is finite. Define the homotopy $H: X \times I \to |K|$ as follows. For $x \in X$, write $f(x)$ and $g(x)$ in barycentric coordinates, $f(x) = \sum \alpha_i v_i$ and $g(x) = \sum \beta_j w_j$. For $t \in I$, let $H(x, t) = (1 - t) \sum \alpha_i v_i + t \sum \beta_j w_j$. We have $H(x, t) \in K$ since there is $\sigma \in K$ with $f(x), g(x) \in |\sigma|$. We now show that $H$ is continuous. For $\sigma \in K$, let $V_\sigma = f^{-1}(|\sigma|) \cap g^{-1}(|\sigma|)$. As $f$ and $g$ are continuous, $V_\sigma$ is closed in $X$, and $\mathcal{V} = \{V_\sigma \times I : \sigma \in K\}$ is a finite, closed cover of $X \times I$. Now $H|_{\mathcal{V} \times I}: V_\sigma \times I \to |\sigma|$ is continuous for all $\sigma$, and therefore $H$ is continuous.

Now we prove the general statement. As $X$ is compact, there are finite subcomplexes $K_f, K_g \subseteq K$ such that $f(X) \subseteq |K_f|$ and $g(X) \subseteq |K_g|$. Define $L = K_f \cup K_g \cup \{\sigma \cup \tau : \sigma \in K_f, \tau \in K_g, \sigma \cup \tau \in K\}$. Then $L$ is a finite subcomplex of $K$ such that $f(X), g(X) \subseteq |L|$. For $x \in X$, let $\sigma \in K_f$ be the minimal simplex with $f(x) \in |\sigma|$ and let $\sigma \cup \tau \in K_g$ be the minimal simplex with $g(x) \in |\tau|$. As $f(x), g(x)$ lie in a common simplex of $K$, we must have $\sigma \cup \tau \in K$, and thus $f(x), g(x)$ lie in a common simplex of $L$. Now the statement follows from the finite case.

\textbf{Proof of Proposition[7]} By assumption, there is $r: A \to B$ such that $r \circ i = \text{id}_B$ where $i: B \hookrightarrow A$ is the inclusion, and there is a homotopy $H: A \times I \to A$ (rel $B$) from $\text{id}_A$ to $r$ such that for all $t \in I$, the map $H(-, t): A \to A$ is 1-Lipschitz. We show that $r_*: [\text{VR}(A)(s)] \to [\text{VR}(B)(s)]$ induces isomorphisms in $\pi_n$ for all $n \geq 0$, and the statement follows by Whitehead’s theorem. Since $r \circ i = \text{id}_B$ it follows from functoriality that the induced maps on $\pi_n$ are surjective for all $n \geq 0$, and it remains to show they are injective.

We begin with $\pi_0$. For $x \in X$, observe that $[x] = [r(x)]$ in $\pi_0 \text{VR}(A)(s)$, as $H(x, -) : I \to A$ is a path from $x$ to $r(x)$. Now, let $x, y \in A$, and say $r_*(|[x]|) = r_*(|[y]|)$ in $\pi_0 \text{VR}(B)(s)$. Then in $\pi_0 \text{VR}(A)(s)$, $[x] = ([i \circ r](|x|)) = i_* (r_*(|[x]|)) = i_* (r_*(|[y]|)) = ([i \circ r](|y|)) = [y]$.

Now, let $b \in B$ be a choice of basepoint. Since we know $r$ induces an isomorphism on $\pi_0$, it suffices to consider basepoints in $B$. Say $f: I^n \to [\text{VR}(A)(s)]$ is a continuous map representing an element of $\pi_n([\text{VR}(A)(s)], b)$. As $I^n$ is compact, there is a finite subcomplex $K \subseteq \text{VR}(A)(s)$ such that $f(I^n) \subseteq |K|$. Let $D = \max \{\text{diameter}(\sigma) : \sigma \in K\}$. As $K$ is finite,
we have $D < s$. Write $\epsilon = s - D$. For $x \in A$, let $P_x = H(x, -) : I \to A$. As $I$ is compact, $P_x$ is uniformly continuous, and thus there is $\delta_x > 0$ such that $d_A(P_x(t), P_x(t')) < \epsilon$ when $|t - t'| < \delta_x$. Let $\delta = \min \{ \delta_x : x \text{ is a vertex of } K \}$, and choose $N$ such that $1/N < \delta$. For $0 \leq m \leq N$, we write $H^m \equiv H^m_N$ for the map induced by $H$, defined in Remark 8.

We now show that, for any $0 \leq m < N$, $H^m \circ f \simeq H^m_{m+1} \circ f (\text{rel } \partial I^m)$. By Lemma 9 it suffices to show that, for all $p \in I^n$, $(H^m \circ f)(p)$ and $(H^m_{m+1} \circ f)(p)$ lie in a common simplex of $\text{VR}(A)(s)$. For this, choose $\sigma = \{x_0, \ldots, x_l\} \in K$ with $f(p) \in [\sigma]$; then $\{H_m(x_0), \ldots, H_m(x_l), H^m_{m+1}(x_0), \ldots, H^m_{m+1}(x_l)\}$ is the desired simplex. To see that it is indeed a simplex of $\text{VR}(A)(s)$, observe that

$$d_A(H^m_m(x_i), H^m_{m+1}(x_j)) = d_A(H(x_i, \frac{m}{N}), H(x_j, \frac{m+1}{N})) \leq d_A(H(x_i, \frac{m}{N}), H(x_i, \frac{m+1}{N})) + d_A(H(x_i, \frac{m+1}{N}), H(x_j, \frac{m+1}{N})) < \epsilon + d_A(x_i, x_j) \leq s.$$ 

It follows that $f \simeq H^m \circ f (\text{rel } \partial I^n)$. Note that $H^m_N = i_* \circ r_*$, where $r_* : |\text{VR}(A)(s)| \to |\text{VR}(B)(s)|$ is as above, and $i_* : |\text{VR}(B)(s)| \to |\text{VR}(A)(s)|$ is induced by the inclusion $i : B \hookrightarrow A$. Now say that $r_*([f]) = 0$ in $\pi_n(|\text{VR}(B)(s)|, b)$. Then in $\pi_n(|\text{VR}(A)(s)|, b)$, $[f] = [i_* \circ r_* \circ f] = i_*([r_*([f])]) = 0$. ▶

**Corollary 10.** For any $0 \leq R \leq Q$, the inclusion $S^1_R \hookrightarrow A_{R,Q}$ induces a homotopy equivalence $\text{VR}(S^1_R)(s) \simeq \text{VR}(A_{R,Q})(s)$ for all $s > 0$.

**Proof.** The homotopy $H : A_{R,Q} \times I \to A_{R,Q}$ defined by $((r, \theta), t) \mapsto ((1-t) \cdot r + t \cdot R, \theta)$ shows that $S^1_R$ is a Lipschitz deformation retract of $A_{R,Q}$. ▶

## 4 Boundary curves in the degree-Rips parameter space

In this section we prove Theorems 1. To motivate the approach, we first explain the basic idea for how to compute the homotopy type of $\text{DR}(A(R, Q, w))(s, k)$ for a particular choice of $s$ and $k$. We will show in this section that the subspace $A(R, Q, w)_{s,k}$ is an annulus; write $P$ for its inner radius. By Corollary 10 $\text{DR}(A(R, Q, w))(s, k) \simeq \text{VR}(S^1_R)(s)$, and then one concludes by the Adamaszek–Adams calculation of the Vietoris–Rips complexes of the circle.

To begin, we need to compute the measure of an $s$-ball in $A(R, Q, w)$, and for this we need to know the area of the intersection of the $s$-ball with the annulus, and with the inner disc. We now briefly explain how to do this, though we omit most formulas for brevity.

Let $R > 0$ and $s > 0$. We write $O$ for the origin in $\mathbb{R}^2$ and $C(p, r)$ for the circle centred at $p$ of radius $r$. Define a function $\alpha : [0, \infty) \to \mathbb{R}$ by letting $\alpha(c)$ be the area of the intersection $B(O, R) \cap B((c, 0), s)$. We calculate $\alpha(c)$ using the usual formulas for the area of circular segments, but there are several cases. In Figure 3 on the left we show the $(c, s)$-space, with the curves that delimit the cases:

$$\begin{align*}
c + s &= R \\
2c - s &= R \\
c^2 + s^2 &= R^2 \\
s^2 - c^2 &= R^2
\end{align*}$$

If $(c, s)$ is outside the region bounded by the lines 1, 2, 3, then the circles $C(O, R)$ and $C((c, 0), s)$ do not intersect, and $\alpha$ is constant. If $(c, s)$ is inside this region, then the circles
intersect in two points: if \((c, s)\) is to the left of the circle 4, then the centre \((c, 0)\) is to the left of the chord connecting these points of intersection, otherwise it is to the right; if \((c, s)\) is to the left of the hyperbola 5, then the origin is to the right of this chord, otherwise it is to the left. In each region, we calculate \(\alpha(c)\) as a sum of areas of circular segments, or their complements.

\[
\begin{align*}
\text{Figure 3} & \quad \text{Let } R > 0. \text{ We can think of } \alpha_R \text{ as a function of two variables } c \text{ and } s. \text{ On the left, we show the domain of } \alpha_R, \text{ with } c \text{ on the horizontal axis and } s \text{ on the vertical axis. In each region we compute } \alpha_R \text{ using a sum of areas of circular segments, or their complements. To compute } \gamma, \text{ we need to compute } \alpha_R \text{ and } \alpha_Q. \text{ On the right we plot the domain of } \gamma \text{ as a function of } c \text{ and } s, \text{ with } R = 0.4 \text{ and } Q = 0.5. \text{ In green, we plot } \omega(s) \text{ with } w = 0. \text{ In this case } \omega(s) \text{ is the value of } c \text{ that maximizes the area of the intersection between the annulus } A_{R,Q} \text{ and the } s\text{-ball centred at } (c, 0). \end{align*}
\]

In order to prove the main theorem, we need to understand how the area of a ball in \(A(R, Q, w)\) changes as its centre varies. For this it will be helpful to understand the derivative of \(\alpha\). This seems complicated to compute directly from the formula for the area of a circular segment, but instead we can compute the derivative using a geometric argument. Define \(y: [0, \infty) \to \mathbb{R}\) by

\[
y(c) = \begin{cases} 
0 & \text{if } C(O, R) \cap C((c, 0), s) = \emptyset \\
\max\{x_2 : (x_1, x_2) \in C(O, R) \cap C((c, 0), s)\} & \text{else}
\end{cases}
\]

If the circles intersect in exactly two points, then \(y(c)\) is simply the \(y\)-coordinate of these points, with positive sign, and then \(2y(c)\) is the length of the chord connecting these points of intersection.
Lemma 11. The map $\alpha$ is continuously differentiable and $\alpha'(c) = -2y(c)$.

Proof. Since $\alpha$ can be computed by summing the areas of circular segments, the formula for this area shows that $\alpha$ is differentiable. By definition,

$$\alpha'(c) = \lim_{\delta \to 0} \frac{\alpha(c + \delta) - \alpha(c)}{\delta}.$$ 

Now, $\alpha(c + \delta) - \alpha(c)$ is the (signed) area of the subset of $B(O, R)$ between the circles $C((c, 0), s)$ and $C((c + \delta, 0), s)$. And, $-2y(c) \cdot \delta$ approximates this area, in the sense that we have the following inequality for all $s, c$ and small enough $\delta$:

$$|(\alpha(c + \delta) - \alpha(c)) + 2y(c) \cdot \delta| \leq 2 \cdot |\delta| \cdot |y(c) - y(c + \delta)|.$$ 

So,

$$|\alpha'(c) + 2y(c)| \leq \lim_{\delta \to 0} \frac{2 \cdot |\delta| \cdot |y(c) - y(c + \delta)|}{|\delta|} = \lim_{\delta \to 0} 2 \cdot |y(c) - y(c + \delta)| = 0.$$ 

Let $0 < R < Q$. We now consider the area of the intersection of the ball $B((c, 0), s)$ with the annulus $A_{R,Q} = \{ p \in \mathbb{R}^2 : R \leq |p| \leq Q \}$. Define a function $\gamma : [0, Q] \to \mathbb{R}$ by letting $\gamma(c)$ be the area of the intersection $A_{R,Q} \cap B((c, 0), s)$. We change notation in order to relate $\gamma$ with $\alpha$: instead of $\alpha$ we write $\alpha_R$, where $R$ is the radius of the circle centred at the origin. With this notation, $\gamma = \alpha_Q - \alpha_R$. We calculate $\gamma$ using this formula, though now there are more cases; see Figure 3 on the right for the curves delimiting the cases.

Again we want to understand $\gamma'$. The interesting case is when the ball $B((c, 0), s)$ intersects both circles $C(O, R)$ and $C(O, Q)$. This happens when $(c, s)$ is in the region bounded by the lines:

1. $c + s = Q$  
2. $s - c = R$  
3. $c - s = R$

We now collect together the facts we will need about $\gamma$:

Lemma 12. Say $c + s > Q$ and $s - c < R$ and $c - s < R$. Then,

- $\gamma'(c) = 0$ if and only if $c^2 + s^2 = \frac{1}{2}(R^2 + Q^2)$
- $\gamma'(c) > 0$ if and only if $c^2 + s^2 < \frac{1}{2}(R^2 + Q^2)$
- $\gamma'(c) < 0$ if and only if $c^2 + s^2 > \frac{1}{2}(R^2 + Q^2)$.

Moreover, if we have $c \leq c'$ with $c' + s > Q$ and $s - c' < R$ and $c' - s < R$ and $\gamma'(c), \gamma'(c') > 0$, then $\gamma'(c) \geq \gamma'(c')$.

Proof. As $\gamma'(c) = \alpha_Q(c) - \alpha_R(c)$, we have $\gamma'(c) = -2y_Q(c) + 2y_R(c)$ by Lemma 11. So, $\gamma'(c) = 0$ if and only if $y_Q(c) = y_R(c)$; and $\gamma'(c) > 0$ if and only if $y_Q(c) < y_R(c)$; and $\gamma'(c) < 0$ if and only if $y_Q(c) > y_R(c)$.

Now, $C(O, R)$ and $C((c, 0), s)$ intersect in two points, and the $x$-coordinate of both points is given by $x_R(c) = (c^2 + R^2 - s^2)/2c$, and then $y_R(c) = \sqrt{R^2 - x_R(c)^2}$. Similarly we compute $y_Q(c)$. Now, a little algebra shows that $y_Q(c) = y_R(c)$ if and only if $c^2 + s^2 = \frac{1}{2}(R^2 + Q^2)$;
and \( y_Q(c) < y_R(c) \) if and only if \( c^2 + s^2 < \frac{1}{2}(R^2 + Q^2) \); and \( y_Q(c) > y_R(c) \) if and only if \( c^2 + s^2 > \frac{1}{2}(R^2 + Q^2) \).

To prove the last statement of the lemma, we must show that \( y_R(c) - y_Q(c) \geq y_R(c') - y_Q(c') \). Towards a contradiction, assume \( y_R(c) - y_Q(c) < y_R(c') - y_Q(c') \). Then a little more algebra shows that \( c'^2(R^2 + Q^2 - 2s^2) < c^2(R^2 + Q^2 - 2s^2) \). As we assume \( \gamma'(c) > 0 \), we have \( c^2 + s^2 < \frac{1}{2}(R^2 + Q^2) \), and therefore \( s^2 < \frac{1}{2}(R^2 + Q^2) \). So, we conclude \( c' < c \), a contradiction.

We are ready to show that the subspace \( A(R, Q, w)_{(s,k)} \) is an annulus, for any choice of \( s \) and \( k \). This will follow from the next lemma.

Now, for \( s > 0 \), let \( \nu: [0, Q] \to [0, 1] \) be the function \( \nu(c) = \mu(B((c, 0), s)) \), where \( \mu \) is the measure on \( A(R, Q, w) \). We write \( \nu_s \) if it is necessary to specify \( s \). Since \( \nu \) is a linear combination of \( \gamma \) and \( \alpha_R \), we have already seen how to calculate \( \nu \). Define \( \omega: (0, \infty) \to [0, Q] \) as follows. For any \( s > 0 \), let \( M_s = \max_{c \in [0, Q]} \nu_s(c) \). As \( \nu_s \) is continuous, \( \nu_s^{-1}(M_s) \subseteq [0, Q] \) is non-empty and closed, and we let \( \omega(s) = \min(\nu_s^{-1}(M_s)) \).

\[ \textbf{Lemma 13.} \text{ For any } s > 0, \text{ } \nu_s \text{ is non-decreasing on } [0, \omega(s)] \text{ and non-increasing on } [\omega(s), Q]. \]

\[ \textbf{Proof.} \text{ There are three cases: (1) } 0 < s \leq \frac{1}{2}(Q - R); \text{ (2) } \frac{1}{2}(Q - R) < s < \frac{1}{2}(Q + R); \text{ and (3) } \frac{1}{2}(Q + R) \leq s. \text{ See Figure 3 for an idea of how } \omega \text{ behaves in the three cases.} \]

Case (1) is straightforward. On \([0, R - s] \) \( \nu \) is constant, it is strictly increasing on \([R - s, R + s] \), and we have \( \nu(c) = M_s \) for any \( c \in [R + s, Q - s] \); so \( \omega(s) = R + s \). On \([Q - s, Q] \) \( \nu \) is strictly decreasing.

We now consider Case (2). On \([0, R - s] \) \( \nu \) is constant. In the region bounded by lines \( 1R \), \( 1Q \), \( 2R \), \( \nu \) is strictly increasing. If \( c \) is to the left of line \( 2R \), then \( \nu \) is constant. The interesting case is that \( c \) is to the right of line \( 1Q \): \( c \geq Q - s \). We will show that \( \omega(s) \) is in this region, and that \( \nu' > 0 \) on \([Q - s, \omega(s)] \), \( \nu'(\omega(s)) = 0 \), and \( \nu' < 0 \) on \([\omega(s), Q] \).

Let \( z = \sqrt{T(R^2 + Q^2) - s^2} \). Then by Lemma 12 \( \gamma'(c) < 0 \) for all \( c \in (z, Q) \), and \( \alpha'_R(c) \geq 0 \), so \( \nu'(c) < 0 \). When \( c = Q - s \), so that \( c \) is on line \( 1Q \), we have already seen that \( \nu'(c) \geq 0 \). So, as \( \nu' \) is continuous, it must have a zero on \([Q - s, z] \). We now show that \( \nu' \) has at most one zero on this interval, and it follows that \( \omega(s) \) is this zero.

Let \( c \leq c' \) in \([Q - s, z] \) such that \( \nu'(c') = \nu'(c') = 0 \). As \( \nu = a \cdot \alpha_R + b \cdot \gamma \), \( \nu'(c) = 0 \) implies that \( \gamma'(c) = -\frac{b}{a} \cdot \alpha'_R(c) \). We have \( \gamma = \alpha_Q - \alpha_R \), so \( \nu'(c) = 0 \) implies that \( (1 - \frac{b}{a}) \cdot \alpha'_R(c) = \alpha'_Q(c) \). By Lemma 12 since \( c \leq c' \) in \([Q - s, z] \), we have \( \gamma'(c) \geq \gamma'(c') \).

\[ \frac{1}{a} \cdot \alpha'_R(c) \geq \frac{1}{a} \cdot \alpha'_R(c') \]
\[ (1 - \frac{b}{a}) \cdot \alpha'_R(c) \leq (1 - \frac{b}{a}) \cdot \alpha'_R(c') \]
\[ \alpha'_R(c) \leq \alpha'_R(c') \]
\[ y_Q(c) \geq y_Q(c'). \]

As \( y_Q \) is strictly increasing on \([Q - s, \sqrt{TQ^2 - s^2}] \) we have \( c = c' \). This finishes Case (2).

Case (3) is straightforward; \( \omega(s) = 0 \). If \( c \) is to the left of line \( 2Q \), or \( c \) is in the region bounded by lines \( 1Q \) and \( 2R \), then \( \nu \) is constant. If \( c \) is in the region bounded by lines \( 1Q \), \( 2R \) and \( 2Q \), then \( \nu \) is strictly decreasing. If \( c \) is to the right of line \( 2R \) then \( \nu'(c) < 0 \) by Lemma 12.

Note that this proof also shows how to compute \( \omega(s) \). If \( 0 < s \leq \frac{1}{2}(Q - R) \), then \( \omega(s) = R + s \). If \( \frac{1}{2}(Q - R) < s < \frac{1}{2}(Q + R) \), then \( \omega(s) \) is determined implicitly by the equation
(b - a) \cdot y_R(c) = b \cdot y_Q(c). \text{ In this case, if } w = 0, \text{ then this last equation simplifies to } c^2 + s^2 = \frac{1}{2}(R^2 + Q^2). \text{ If } \frac{1}{2}(Q + R) \leq s, \omega(s) = 0.

We are almost ready to define the maps \( \varphi_E \) and prove Theorem 1. In order to make use of the Adamaszek–Adams calculation of the Vietoris–Rips complexes of the circle, we need to relate the Vietoris–Rips complexes of a circle with the Euclidean distance to the Vietoris–Rips complexes of the circle with geodesic distance. For this we use the following lemma, whose proof is straightforward.

**Lemma 14.** Let \((X_1, d_1)\) and \((X_2, d_2)\) be metric spaces, let \(D_1 = \text{Im}(d_1) \subseteq \mathbb{R}_{\geq 0}\) and \(D_2 = \text{Im}(d_2) \subseteq \mathbb{R}_{\geq 0}\), and say there is a bijection \(f : X_1 \to X_2\) and an order-preserving bijection \(f_d : D_1 \to D_2\) such that \(f_d \circ d_1 = d_2 \circ (f \times f)\). Then \(f\) induces an isomorphism \(\text{VR}(X_1, d_1)(s) \cong \text{VR}(X_2, d_2)(f_d(s))\) for any \(s \in D_1\).

For \(r > 0\), we write \((S^1_r, d_g)\) for the circle of radius \(r\) equipped with the geodesic metric, and \((S^1_r, d_E)\) for the circle of radius \(r\) equipped with the Euclidean metric. Define \(\sigma_r : [0, 2r] \to [0, \pi r]\) by \(\sigma_r(\ell) = 2r \arcsin \left(\frac{\ell}{2r}\right)\). If \(p, q \in S^1_r\), then \(\sigma_r(d_E(p, q)) = d_g(p, q)\).

By Adamaszek–Adams [1, Theorem 7.4],

\[
\text{VR}(S^1_{\pi r}, d_E)(s) \cong S^{2\ell + 1} \quad \text{for} \quad \frac{\ell}{2\ell + 1} < s \leq \frac{\ell + 1}{2\ell + 3}, \quad \ell = 0, 1, \ldots
\]

And, if \(\frac{\ell}{2\ell + 1} < s \leq \frac{\ell + 1}{2\ell + 3}\), then the inclusion \(\text{VR}(S^1_{\pi r}, d_E)(s) \hookrightarrow \text{VR}(S^1_{\pi r}, d_g)(s')\) is a homotopy equivalence.

In order to define the maps \(\varphi_E\), we need to find, for any Vietoris–Rips parameter value \(s > 0\), the radius \(r\) such that \(\text{VR}(S^1_{\pi r}, d_E)(s)\) is isomorphic to \(\text{VR}(S^1_{\pi r}, d_g)(\frac{\ell}{2\ell + 1})\). So, for any integer \(\ell > 0\), let \(\rho_\ell : (0, \infty) \to (0, \infty)\) be defined by

\[
\rho_\ell(s) = \frac{s}{2\sin\left(\frac{\pi r}{2\ell + 1}\right)}.
\]

Then, for any \(s > 0\) we have

\[
\frac{\ell}{2\ell + 1} = \frac{\sigma_{\rho_\ell(s)}(s)}{2\pi \rho_\ell(s)},
\]

and therefore by Lemma 14 we have

\[
\text{VR}(S^1_{\rho_\ell(s)}, d_E)(s) \cong \text{VR}(S^1_{\pi r}, d_g)(\frac{\ell}{2\ell + 1})\).
\]

Similarly, define \(\rho_\infty : (0, \infty) \to (0, \infty)\) by \(\rho_\infty(s) = s/2\).

We can now define the maps \(\varphi_\ell : (0, \infty) \to [0, 1]\) for \(\ell = 0, 1, 2, \ldots, \infty\). For the case \(\ell = 0\), we let \(\varphi_0(s) = \nu_s(\omega(s)) = M_s\). For \(\ell > 0\), let

\[
\varphi_\ell(s) = \nu_s(\min(\rho_\ell(s), \omega(s)))\).
\]

Note that, by Lemma 13, for any \(s > 0\) and \(0 \leq \ell < \ell' \leq \infty\), we have \(\varphi_\ell(s) \geq \varphi_{\ell'}(s)\).

**Proof of Theorem 1** Write \(A = \mathcal{A}(R, Q, w)\). If \(k > \varphi_0(s) = M_s\), then \(\mathcal{A}(s, k) = \emptyset\), so that \(\text{DR}(A)(s, k) = \emptyset\). Next, we show that if \(\mathcal{A}(s, k)\) is non-empty, then it is an annulus. Now,

\[
\mathcal{A}(s, k) = \{p \in A \mid \mu(B(p, s)) \geq k\} = (\nu_s \circ || - ||)^{-1}([k, 1])
\]

which is closed as \(\nu_s\) and \(| - ||\) are continuous. It suffices to show that \(\nu_s^{-1}([k, 1]) \subseteq [0, Q]\) is an interval, and this follows from Lemma 13.
Now, say that $0 < \ell < \infty$ and $s > 0$ and $k \in [0, 1]$ are such that $\varphi_\ell(s) > k > \varphi_{\ell+1}(s)$. Let $P$ be the left endpoint of the interval $\nu_\ell^{-1}(\{k, 1\})$, so that $A_{(s,k)}$ is an annulus with inner radius $P$. We show now that $\nu_{\ell+1}(s) < P < \rho_{\ell}(s)$.

As $\varphi(s) \neq \varphi_{\ell+1}(s)$ and $\rho_{\ell}(s) > \rho_{\ell+1}(s)$, we have $\rho_{\ell+1}(s) < \omega(s)$ and $\varphi_{\ell+1}(s) = \nu_\ell(\rho_{\ell+1}(s))$. As $k > \varphi_{\ell+1}(s) = \nu_\ell(\rho_{\ell+1}(s))$, we have $\rho_{\ell+1}(s) \notin \nu_\ell^{-1}(\{k, 1\})$ as $\omega(s) \in \nu_\ell^{-1}(\{k, 1\})$ and $\rho_{\ell+1}(s) < \omega(s)$, we have $\rho_{\ell+1}(s) < P$, as desired. By continuity of $\nu_\ell$, there is $r \in (\rho_{\ell+1}(s), P]$ with $\nu_\ell(r) = k$. By definition of $P$, we have $P \leq r$, and thus $P = r$ and $\nu_\ell(P) = k$. Since $\varphi(s) > k$, we have $P < \rho_{\ell}(s)$.

Now, by Corollary 10 the inclusion $S^1_P \hookrightarrow A_{(s,k)}$ induces a homotopy equivalence $VR(S^1_P)(s) \cong VR(A_{(s,k)})(s)$. By Lemma 14, $VR(S^1_P)(s) \cong VR(S^1_{\pi}, d_\rho)((\sigma_{\rho_{\ell}(s)})_{\rho_{\ell}(s)})$.

As $\rho_{\ell+1}(s) < P < \rho_{\ell}(s)$, we have

$$\frac{\ell + 1}{2\ell + 1} \leq \frac{\sigma_{\rho_{\ell+1}(s)}(s)}{2\pi \rho_{\ell+1}(s)} > \frac{\sigma_{\rho_{\ell}(s)}(s)}{2\pi \rho_{\ell}(s)} = \frac{\ell}{2\ell + 1}$$

So that $DR(A)(s, k) = VR(A_{(s,k)})(s) \cong VR(S^1_P)(s) \cong S^{2\ell+1}$ by [1] Theorem 7.4.

If $s$ and $k$ are such that $\omega(s) > k$, then we have seen that $A_{(s,k)}$ is an annulus, and again we write $P$ for the inner radius. Then one checks that $P < \rho_\infty(s) = s/2$, and so $VR(S^1_P)(s)$ is contractible.

The claim that inclusions $DR(A)(s, k) \hookrightarrow DR(A)(s', k')$ are homotopy equivalences whenever $(s, k)$ and $(s', k')$ both lie between $\varphi_\ell$ and $\varphi_{\ell+1}$ follows from Corollary 10 and the statement in [1] Theorem 7.4 about inclusions of Vietoris–Rips complexes. ▶

5 The annulus without outliers

We now consider the case $w = 0$, when the measure of the inner disc $\{p \in \mathbb{R}^2 : |p| < R\}$ is zero. The measure of an $s$-ball $B(p, s)$ is not much changed from the case where $w$ is small but non-zero. However, the degree-Rips complexes of $A(R, Q, 0)$ exhibit different behavior from the case $w > 0$, because now the vertices of the degree-Rips complexes must lie in the annulus $A_{R,Q}$. In this section, we modify the constructions of Section 4 accordingly, and then prove the analogue of Theorem 1 in this case.

For $s > 0$, let $\nu_s : [R, Q] \rightarrow [0, 1]$ be defined by $\nu_s(c) = \mu(B((c, 0), s))$. Define $\tilde{\omega} : (0, \infty) \rightarrow [R, Q]$ as follows. For any $s > 0$, let $M_s = \max_{c \in [R, Q]} \nu_s(c)$. As $\tilde{\nu}_s$ is continuous, $\tilde{\nu}_s^{-1}(M_s) \subseteq [R, Q]$ is non-empty and closed, and we let $\omega(s) = \min(\tilde{\nu}_s^{-1}(M_s))$.

As before, $\varphi_0 : (0, \infty) \rightarrow [0, 1]$ is defined as $\varphi_0(s) = M_s = \nu_s(\omega(s))$. But now, for $0 < \ell \leq \infty$, we define $\tilde{\varphi}_\ell : (0, \infty) \rightarrow [0, 1]$ by

$$\tilde{\varphi}_\ell(s) = \begin{cases} 0 & \text{if } \rho_{\ell}(s) \leq R \\ \nu_s \left( \min \left( \rho_{\ell}(s), \omega(s) \right) \right) & \text{else} \end{cases}$$

Note that the $\tilde{\varphi}_\ell$ need not be continuous.

▶ Theorem 15. For any $s > 0$ and any $k \in [0, 1]$,

$$DR(A(R, Q, 0))(s, k) \cong \left\{ \begin{array}{ll} \emptyset & \text{if } k > \varphi_0(s) \\ S^{2\ell+1} & \text{if } \tilde{\varphi}_\ell(s) > k > \varphi_{\ell+1}(s) \text{ for } \ell \neq \infty \\ * & \text{if } \varphi_{\infty}(s) > k \end{array} \right.$$
then the inclusion $\text{DR}(\mathcal{A}(R, Q, 0))(s, k) \hookrightarrow \text{DR}(\mathcal{A}(R, Q, 0))(s', k')$ is a homotopy equivalence.

**Proof.** The proof is quite similar to the proof of Theorem 1. If $s > 0$ and $k \in [0, 1]$ are such that $\varphi_{\ell}(s) > k > \varphi_{\ell+1}(s)$, then, arguing as before, $\mathcal{A}(R, Q, 0)(s, k)$ is an annulus with inner radius $P$ such that $\rho_{\ell+1}(s) \leq P < \rho_{\ell}(s)$. Therefore,

$$\frac{\ell+1}{2\ell+3} = \frac{\sigma_{\rho_{\ell+1}}(s)}{2\pi \rho_{\ell+1}(s)} \geq \frac{\sigma_{\rho_{\ell}}(s)}{2\pi P} > \frac{\sigma_{\rho_{\ell}}(s)}{2\pi \rho_{\ell}(s)} = \frac{\ell}{2\ell+1}$$

So that

$$\text{DR}(\mathcal{A}(R, Q, 0))(s, k) = \text{VR}(\mathcal{A}(R, Q, 0)(s, k)) \simeq \text{VR}(S^2_{\frac{1}{2}})(s) \simeq S^{2\ell+1}$$

again by [1, Theorem 7.4]. The claim about inclusions of degree-Rips complexes is proved in the same way as before. 

6 Conclusions

In various experiments, and in this paper, we have observed the following behavior. If there is a strong topological signal in data, and this appears somewhere in the parameter space of degree-Rips, then if one adds outliers, the topological signal is still visible (i.e., prominent) in degree-Rips, but at a different location in the parameter space, where the values of the Rips parameter are smaller.

The main interest of the calculation in this paper is that, in this case, it is possible to say precisely how the location of the signal changes in the degree-Rips parameter space. We now briefly mention one reason why we would like to understand this in more general settings. If one is interested in taking one-parameter slices of degree-Rips (e.g., for computing a barcode, or for clustering as in robust single-linkage [3] or $\gamma$-linkage [20]), then choosing the slice is tricky in practice. But it seems that, both for computational reasons and to maximize robustness, one wants to choose a slice through “small” values of the Rips parameter. A satisfactory understanding of the robustness of degree-Rips may shed light on this.

There are several directions in which one could try to extend the results of this paper. Of course it would be interesting to consider measures supported on more complicated spaces, perhaps seeking only partial calculations or approximations. One could also consider other models for outliers. For example, one could take a convolution with a kernel (as in [19, Section 2.1]), rather than mixing with a uniform measure. Finally, a reviewer posed the following question: is there a density on the disc that is rotationally invariant and monotone in the radius such that the uniform filtration at some parameter $(s, k)$ is not an annulus?
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