Observation of Spin Superfluidity in a Bose Gas Mixture
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The spin dynamics of a harmonically trapped Bose–Einstein condensed binary mixture of sodium atoms is experimentally investigated at finite temperature. In the collisional regime the motion of the thermal component is shown to be damped because of spin drag, while the two condensates exhibit a counterflow oscillation without friction, thereby providing direct evidence for spin superfluidity. Results are also reported in the collisionless regime where the spin components of both the condensate and thermal part oscillate without damping, their relative motion being driven by a mean-field effect. We also measure the static polarizability of the condensed and thermal parts and we find a large increase of the condensate polarizability with respect to the T=0 value, in agreement with the predictions of theory.

In the last years, spin-superfluidity and spin-transport phenomena have attracted a great interest in the community of condensed matter physics from both the experimental and theoretical point of view [1]. Even in systems where spin is conserved, the behavior of spin transport is highly nontrivial since, at finite temperature, collisions between different spin species yield relaxation of the spin current, a phenomenon known as spin drag. So far the study of superfluidity at finite temperature has mainly concerned the density channel, where both the number of particles and total current are conserved. A major consequence is that, in the collisional regime, sound can propagate both in the superfluid phase, where it takes the form of first and second sound, as well as in the normal phase (ordinary sound). In the presence of collisions, spin sound can instead propagate only in the superfluid phase, so that its observation, in this case, can be considered as an ultimate proof of spin superfluidity. In fact, the propagation of spin sound in the collisionless regime is consistent with superfluidity, but can be predicted also in the normal phase as a consequence of mean-field interactions (see, for instance, the propagation of sound in a normal Fermi liquid [2]). Actually the equations of hydrodynamics applied to a superfluid quantum mixture predict the propagation of three sounds [3]: pressure, temperature and spin sound (see [5] for a recent application of three-velocity hydrodynamic theory to Bose–Bose mixtures).

The dynamic behavior of multicomponent quantum gases has been extensively investigated in the last years (see, for example, [6] for a review on spinor Bose gases). Experiments on spin dynamics have been carried out in gases occupying two different hyperfine states, [7,11], in larger spinor systems [16,21], as well as in mixtures of different isotopes or atomic species [22,24]. Theoretical activity in these systems has also become very popular (see, for example, [5,20,47]). Spin-drage phenomena have been experimentally investigated in the unitary Fermi gas [38,40, in Bose gases [41, in Bose–Fermi mixtures [42, as well as in two-dimensional Fermi gases [43,44]. The role of spin polarization on the stability of supercurrents [45] and the counterflow instability in Bose–Fermi [25] and in Bose–Bose [21,36] mixtures have also been experimentally investigated.

In this Letter, we experimentally study the spin-dipole oscillation and the role of collisions at finite temperature. The main result of our work is the observation of undamped spin oscillations in the collisionless regime. This observation actually provides direct evidence of spin superfluidity.

We consider a symmetric BEC mixture of the \( |m_F = +1\rangle \equiv |\uparrow\rangle \) and \( |m_F = -1\rangle \equiv |\downarrow\rangle \) components of the \( F = 1 \) hyperfine ground state of sodium atoms, confined in a harmonic trap. Differently from most of the quantum mixtures so far investigated in the literature, our sodium mixture is characterized by an almost perfect symmetry between the two components, both in terms of the number of atoms occupying the two hyperfine states, the confining potential and the intraspecies interaction. Furthermore the mixture is fully-miscible, not subject to buoyancy and is close to the miscible-immiscible phase transition since \((a - a_{\uparrow\downarrow}) / a = 0.07 < 1\), with \( a \equiv a_{\uparrow\uparrow} = a_{\downarrow\downarrow} = 54.54(20) a_0\) and \( a_{\uparrow\downarrow} = 50.78(40) a_0\) [17], \( a_0\) being the Bohr radius. This mixture, then, represents an ideal system to investigate the effects of spin superfluidity. The zero temperature behavior of the spin-dipole oscillation was investigated in [14]. Here, we report results at finite temperature, both in the collisional and in the collisionless regimes, which are experimentally realized by varying the frequencies of the trapping potential. We prove that in both regimes the mixture is able to support undamped spin oscillations. Furthermore, the vicinity to the miscible-immiscible phase transition is associated with a strong coupling between the two spin clouds. In addition to the softening of the spin-dipole oscillation frequency and the sizable increase of the static spin polarizability, that were already observed at zero temperature [14], the vicinity to the phase tran-
generates a small force. The use leaves the total center of mass at rest and gives rise to significant changes in the density, but rather in the value of $x$. We can estimate employing the classical expression for the heating, we can adjust the condensed fraction of the condensate is polarized in the opposite direction. The thermal part lying outside the BEC region has a small positive polarization.

Spin dynamics. The spin oscillation is excited by applying a magnetic field gradient $B_z$ for a few ms. This generates a small force $F_{\uparrow,\downarrow} = \pm g_F\mu_B B_z$ ($g_F$ is the Landé factor, $\mu_B$ the Bohr magneton) that tends to separate the two components, as illustrated in Fig. 1. Such a procedure leaves the total center of mass at rest and gives rise to time-varying spin displacements $$S_0 \equiv x_0^\uparrow - x_0^\downarrow, \quad S_T \equiv x_T^\uparrow - x_T^\downarrow,$$ of both the condensed $S_0$ and the thermal part $S_T$, where $x_0^\uparrow$ and $x_T^\uparrow$ are the centers of the atomic distribution of the condensed and thermal components of the $\uparrow, \downarrow$ density distributions. In the experiment, we are able to study the dynamics of such four-fluid system by monitoring each of the four components to reconstruct $S_0$ and $S_T$ as a function of time. The amplitude of oscillation of $\{S_0, S_T\}$ is smaller than the Thomas–Fermi radius $R_T$ of the cloud for a fully Bose–Einstein condensed mixture at $T = 0$, $R_T = 25 \mu$m for configuration (A) and $R_T = 230 \mu$m for (B). The two spin states are separately imaged after a Stern–Gerlach expansion in a magnetic field gradient along $z$, which allows us to extract the centers of mass of the four components of the fluid $\{x_0^\uparrow, x_0^\downarrow, x_T^\uparrow, x_T^\downarrow\}$.

The spin dynamics of the condensate is shown in Fig. 2a and 2b, at relatively high values of $T/T_c$, corresponding to $N_0/N \sim 0.3$ and $N_0/N \sim 0.4$, respectively. The figure shows that the condensate, in the presence of a large thermal component, exhibits spin oscillations without visible damping in both collisionless (A) and collisional (B) regimes. The absence of friction near the BEC border, where the Landau critical velocity is vanishingly small, is due to the fact that the spin velocity, during the spin-dipole oscillation, is strongly suppressed near the surface of the condensate (see Fig. 1), differently from what happens in the rigid motion of the center-of-mass oscillation, and in agreement with the Steinwedel–Jensen model for the isospin oscillations of nuclear physics.

The measured frequencies $\omega_{SD} = 0.205(2) \omega_x$ in (A) and $\omega_{SB} = 0.233(5) \omega_x$ in (B) differ by about 6% from the value reported in Ref. 14 at very low temperatures $\omega_x = 0.218(2) \omega_x$ and by 7% (A) and 20% (B) from the value $\omega_{SD} = \sqrt{(a-a_\uparrow)/(a+a_\uparrow)} \omega_x = 0.192(2) \omega_x$ predicted by hydrodynamic theory of superfluids at $T = 0$.

The thermal component, instead, behaves very differently in the two regimes. In the collisionless regime (A), after a transient of damped oscillations, it oscillates at the same spin-dipole frequency of the condensate, but with opposite phase and a smaller amplitude (see Fig. 2b), the ratio between the thermal and the condensed amplitudes being 0.18(2). In the collisional regime (B), the thermal part is instead strongly damped and quickly reaches an equilibrium position, where both spin thermal components are at rest in the center of the trap (see Fig. 2c).

In Fig. 2 we report the results for spin dynamics above $T_c$, as well. In configuration (A) the cloud exhibits several oscillations before relaxing, thus revealing that collisions are not very strong (Fig. 2c). Viceversa, in the collisional regime (B), the behavior is diffusive, suggesting an overdamped spin oscillation (Fig. 2d). A similar spin-drag effect was observed in the Bose-Fermi mixture of $^4$He, as well as in a Bose gas above $T_c$ in $^{87}$Rb. From our experimental data, we extract $\omega_x = 11(2)$ for (A) and $\omega_x = 1.2(4)$ for (B). These measurements are in agreement with the theoretical estimates of $\omega_x = 11(2)$ given...
the frequency and thermal parts oscillate in phase without damping at the center-of-mass motion, where both the condensed the spin-dipole oscillations is very different with respect earlier in the Letter.

For the spin density \( s_z^T = n^T - n_z^T \) of the thermal component one instead finds the results

\[
s_z^T = -x_0 \frac{a + a_\uparrow \downarrow}{a - a_\uparrow \downarrow} \frac{\partial n^T}{\partial x}
\]  

inside the spatial region occupied by the condensate, where the thermal part feels interaction effects, and

\[
s_z^T = -x_0 \frac{\partial n^T}{\partial x}
\]  

outside. In the above equations, \( n^0 \) and \( n^T \) are the equilibrium condensate and thermal total densities, respectively. The corresponding contribution to the spin-dipole polarizability is then obtained by integrating the quantities \( x s_z^0 \) and \( x s_z^T \). These results show that the spin polarization of the inner thermal atoms (see Eq. (2)) is amplified by the same large factor \( (a + a_\uparrow \downarrow)/(a - a_\uparrow \downarrow) \) as for the condensate. The corresponding polarization effects have however opposite signs, the density derivative of the condensate, at equilibrium, being opposite to the one of the inside thermal component (see Fig. 1).

For higher temperatures, interaction effects of the thermal component on the condensate can no longer be neglected. The behavior of the spin polarization can be explored more accurately, by solving in a consistent way the Spin-dipole polarizability. The counter-phase oscillation of the thermal component observed in the collisionless regime (see Fig. 2a) can be physically understood by investigating the behavior of the spin-dipole polarizability of the gas at finite temperature, employing the mean field Hartree–Fock theory 63 in the presence of a static spin-dipole constraint of the form \( -m\omega_x^2 x_0 \sigma_z \) (\( \sigma_z \) is the third Pauli matrix). This additional potential generates a force acting on the two spin components in opposite directions \( (F\uparrow \downarrow = \pm m\omega_x^2 x_0) \), \( x_0 \) being the displacement of the trap minimum for each component. By neglecting interaction effects induced by the thermal component on the condensate, as well as thermal-thermal interactions, and using the Thomas–Fermi approximation for the condensate, one obtains the following result for the spin density \( s_z^0 = n^0_\uparrow - n^0_\downarrow \) of the condensate [50]:

\[
s_z^0 = -x_0 \frac{a + a_\uparrow \downarrow}{a - a_\uparrow \downarrow} \frac{\partial n^0}{\partial x}.
\]  

The counter-phase oscillations are shown for configuration (A) than for (B). This explains why, due to the different trapping frequency \( \omega \) below \( T/T_c \), the oscillation amplitude of \( S_T \) is 0 for configuration (A) after a small transient period, while the thermal relative motion is quickly damped. We measure an exponential decay of \( S_T \) corresponding to \( \omega_x \tau = 1.5(6) \), compatible with the measurement of \( \tau \) below \( T_c \). To maintain a roughly constant condensate fraction during the measurement, we limit the observation time to the first 500 ms after excitation. This explains why, for the different trapping frequency \( \omega_x \), more oscillations are shown for configuration (A) than for (B).

Finally, it is worth pointing out that the behavior of the spin-dipole oscillations is very different with respect to the center-of-mass motion, where both the condensed and thermal parts oscillate in phase without damping at the frequency \( \omega_x \) 2π [18], independent of the presence of collisions.
coupled Hartree–Fock equations for the condensate and for the thermal part [48]. Figure 3 shows the resulting predictions for the condensate and thermal contributions to the spin polarizability, which are respectively defined as \( \mathcal{P}_0 = \frac{\int x s_0^\mu dx}{N_0} \) and \( \mathcal{P}_T = \frac{\int x s_T^\mu dx}{N_T} \). The figure reveals the occurrence of a large enhancement of the superfluid has a negative polarization where the outer part has a small positive polarization. The calculation has been performed for the two different configurations (A) (solid) and (B) (dashed). The static polarizabilities measured for \( N_0/N = 0.4 \) are also shown and well agrees with the predictions of theory.

FIG. 3. (a) Static spin-dipole polarizability as a function of temperature showing, respectively, the different contributions from the superfluid (blue), the thermal component (red) and the total one (black). (b) The thermal part lying in the region occupied by the superfluid has a negative polarization whereas the outer part has a small positive polarization. The calculation has been performed for the two different configurations (A) (solid) and (B) (dashed). The static polarizabilities measured for \( N_0/N = 0.4 \) are also shown and well agrees with the predictions of theory.

From such data, we extract \( \{P_0, P_T\} \) using a linear fit to the data in the linear region around the origin. We obtain \( \{P_0 = 56(8), P_T = -3(3)\} \).

FIG. 4. Measured spin displacements \( \{S_0, S_T\} \) for the thermal (red) and condensed components (blue) of the mixture as a function of \( x_0 \) for \( N_0/N = 0.4 \) for configuration (B). From such data, we extract \( \{P_0, P_T\} \) using a linear fit to the data in the linear region around the origin. We obtain \( \{P_0 = 56(8), P_T = -3(3)\} \).

\( \{S_0, S_T\} \) much smaller than the Thomas–Fermi radius of the condensed component [14] [50]. Figure 4 shows the spin displacements \( \{S_0, S_T\} \) of the thermal and condensed components of the mixture as a function of \( x_0 \) for \( N_0/N = 0.4 \). From this data, we extract the polarizability by performing a linear fit around the origin. The region where we fit the data to extract the value of the polarizabilities corresponds to the small \( x_0 \) linear regime (\( R_x = 230 \mu m \) is the Thomas–Fermi radius along \( x \)). The analysis of the data points out the occurrence of a large polarization of the condensate, in accordance with the predictions of theory (see Fig. 3).

In conclusion, we have investigated the spin dynamics and the spin polarizability of a superfluid Bose–Bose mixture at finite temperature. Our results reveal the occurrence of undamped spin oscillations, which are observed not only in the collisionless regime, where the mean field drives a counter-phase oscillation of the thermal part, but also in the presence of strong collisions, which are responsible for the relaxation of the thermal component, because of spin drag. The absence of friction of the spin motion in the collisional regime provides a direct proof of the spin superfluid nature of the system. We have also shown that, thanks to the vicinity to the miscible-immiscible phase transition, the interaction between the two spin clouds causes, at finite temperature, a large increase of the polarizability of the condensate with respect to the \( T = 0 \) value. Natural generalizations of the present work concern the study of persistent spin currents in ring geometries and the propagation of spin sound waves and magnetic solitons [14].
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**SUPPLEMENTAL MATERIAL**

**Experimental procedure**

In the experiment, we use a symmetric mixture of the $|F, m_F⟩ = |1, +1⟩ ≡ |↑⟩$ and $|1, −1⟩ ≡ |↓⟩$ states of ultra-cold $^{23}$Na atoms that are confined either in (A) a crossed optical dipole trap with frequencies $[ω_x, ω_y, ω_z]/2π = [87, 330, 250]$ Hz or in (B) a single-beam optical trap with frequencies $[ω_x, ω_y, ω_z]/2π = [12, 1350, 1350]$ Hz. The magnetic fields along the three spatial directions are calibrated with a precision of 1 mG using RF spectroscopy techniques. We start with a fully polarized Bose–Einstein condensate in $|↓⟩$. The first step towards the creation of the spin mixture is to perform a Landau–Zener transition to the $|1, 0⟩$ state with nearly 100% transfer efficiency. This is realized at a magnetic field of 100 G to isolate a two-level system exploiting the quadratic Zeeman shifts. The second step consists in inducing a Rabi oscillation among the three Zeeman sublevels to obtain a 50/50 spin mixture of $|↑⟩$ and $|↓⟩$. The bias field along $x$ is taken small enough to allow us to neglect the quadratic Zeeman shifts compared to the Rabi frequency and is kept on during the whole experimental sequence following the Rabi pulse. The number of atoms in each spin component is $N_1 = N_0 ≈ 4 \times 10^5$. In order to prevent the decay of the mixture to $|1, 0⟩$ by spin changing collisions, we lift this level by $\sim \hbar \times 1 \text{kHz}$ using blue detuned microwave dressing on the transition to $|2, 0⟩$. In this way, we deal with a stable two-component system $|↑⟩$ and $|↓⟩$.

The sample is heated using parametric excitation at twice the trapping frequency along the radial direction. We adjust the number of cycles of the warm-up procedure (at fixed amplitude) to control the temperature between 650 nK and 1 µK, while the condensed fraction varies from 40% to 0% (fully thermal sample). An important experimental aspect is that the dipole trap should be deep enough to prevent any evaporation during the heating process. We check this point by monitoring the total atom number after the heating procedure and verify that it is conserved. To distinguish between the center of the atomic distribution of the condensed ($x^0_{↓↑}$) and thermal ($x^1_{↓↑}$) part we use a bimodal fitting function with independent centers for the two distributions. Taking into account the integration along the imaging probe direction and the time of flight, the resulting distributions are well described by a Gaussian and a Thomas–Fermi function for the thermal and condensed density profiles respectively. All the images are taken performing a Stern–Gerlach expansion for a few ms (3 ms for configuration (A) and 7.5 ms for (B)) which does not affect the correct estimation of $x^0_{↓↑}$ and $x^1_{↓↑}$.

In a complementary experiment, we excite and monitor as a function of time the center of mass of the condensed and thermal part

$$D_0 \equiv x^0_↑ + x^0_↓, \quad D_T \equiv x^1_↑ + x^1_↓,$$

which are related to the density current. The data of this experiment carried out in configuration (B), are shown in Fig. 5 where we also report for comparison the oscillation of the spin-dipole mode already reported in Fig. 2 of the Letter. The density current presents a completely different behavior with respect to the spin dynamics, being undamped for both the condensed and thermal fraction in the most collisional regime (B) as reported in Fig. 5.

The collisional time $τ_{↓↑}$ between the thermal $↑$ and $↓$ components is evaluated using the following expression:

$$1/τ_{↓↑} = n^T_{↓↑} σ_{↓↑} v_{rel},$$

where $n^T_{↓↑} = [m\bar{ω}^2/(2πk_B)]^{3/2} N_{↑↓} T^{-3/2}$ is the peak density of the thermal distribution, $σ_{↓↑} = 4πa^2_{↓↑}$ is the cross section of two distinguishable particles and $v_{rel} = \sqrt{8k_BT/(πm_r)}$ is their average relative velocity ($N_{↑↓} = N/2$, $m_r = m/2$ is the reduced mass and $\bar{ω} = (ω_x, ω_y, ω_z)^{1/3}$).

**Sum rules and spin-dipole oscillation frequency**

A useful estimate of the spin-dipole frequency is provided by the ratio

$$\hbar \omega_{SD} = \sqrt{\frac{m_1(S_D)}{m_{-1}(S_D)}},$$

FIG. 5. Dynamics of (a) the center of mass and of (b) the spin dipole current for the thermal and condensed components in configuration (B) with $N_0/N = 0.4$. 

\[ \text{FIG. 5. Dynamics of (a) the center of mass and of (b) the spin dipole current for the thermal and condensed components in configuration (B) with } N_0/N = 0.4. \]
between the energy weighted and inverse energy weighted moment of the spin-dipole dynamical structure factor

\[ S_{SD}(\omega) = Q^{-1} \sum_{m,n} e^{-E_n/k_BT} |\langle n|S_D|m\rangle|^2 \delta(\hbar\omega - \hbar\omega_{nm}) \]

(5)

where \( S_D = \sum_k x_k \sigma_k^z \) is the spin dipole operator, \( \omega_{nm} = (E_n - E_m)/\hbar \) are the Bohr frequencies and \( Q = \sum_m e^{-E_m/k_BT} \) is the usual partition function. The energy weighted moment is model independent and given by the Thomas-Reich-Kuhn sum rule \( m_1 = Nh^2/(2m) \) [33]. The inverse energy weighted moment is instead related to the dimensionless static spin-dipole polarizability \( P_{tot} \), fixed by the ratio between the induced spin displacement of the atomic cloud and the separation \( 2\pi \alpha_0 \) of the two harmonic traps, through the equation [50]

\[ m_{-1}(S_D) = \frac{NP_{tot}}{2m\omega_x^2}. \]

(6)

In the absence of interaction between opposite spins, one has \( P_{tot} = 1 \). As discussed in the main text, the linear polarizability can be calculated carrying out a static Hartree–Fock calculation in the presence of a small external static constraint, proportional to the spin-dipole operator. The calculation can be done both at \( T = 0 \) where it corresponds to the solution of the Gross-Pitaevskii equation, and at finite temperature (see next section) At zero temperature the resulting estimate

\[ \omega_{SD} = \omega_x/\sqrt{P_{tot}} \]

(7)

for the spin-dipole frequency turns out to be very accurate because the collective state practically exhausts the sum rules \( m_1 \) and \( m_{-1} \), the dynamic structure factor being characterized by a single peak. This was well confirmed by the experiment of [14]. The experimental results of Fig. 2 suggest that also at finite temperature the excitation spectrum is basically characterized by a single collective frequency. So it is not a surprise that the ratio [7] provides a reasonable estimate of the observed collective frequency also at finite temperature.

**Static spin-dipole polarizability**

The condensed order parameters \( \Psi_j (j = \uparrow, \downarrow) \), in the presence of the spin displacement of the external potentials \( V_{\uparrow} = V_{h0}(x-x_0, y, z) \) and \( V_{\downarrow} = V_{h0}(x+x_0, y, z) \), satisfy, at equilibrium, the following Gross-Pitaevskii equations:

\[ \mu \Psi_j = \left[ -\frac{\hbar^2}{2m} \nabla^2 + U_j^0 \right] \Psi_j \]

(8)

where \( U_j^0 \) is the effective potential felt by the condensate of the \( j \)-th component

\[ U_j^0 = V_j + g(n_j^0 + 2n_{\uparrow}^T) + g_{\uparrow\downarrow}(n_j^0 + n_{\downarrow}^T) \]

(9)

\[ U_{\uparrow}^0 = V_{\uparrow} + g(n_{\uparrow}^0 + 2n_{\uparrow}^T) + g_{\uparrow\downarrow}(n_{\uparrow}^0 + n_{\downarrow}^T) \]

(10)

with \( g = 4\pi \hbar^2 a/m \) and \( g_{\uparrow\downarrow} = 4\pi \hbar^2 a_{\uparrow\downarrow}/m \). The condensate densities are given by \( n_j^0 = |\Psi_j|^2 \) and we have assumed \( N_\uparrow = N_\downarrow \). The thermal atom densities are determined by the semi-classical equation

\[ n_j^T(r) = \frac{1}{(2\pi\hbar)^3} \int dp f_j(p, r, t), \]

(11)

where the Wigner distribution function of the thermal atoms is given by

\[ f_j(p, r, t) = \{e^{\beta[p^2/2mU_j^T - \mu]} - 1\}^{-1}, \]

(12)

the potentials for the thermal normal fluid are

\[ U_{\uparrow}^T = V_\uparrow + 2g(n_\uparrow^T + n_{\downarrow}^T) + g_{\uparrow\downarrow}(n_\uparrow^0 + n_{\downarrow}^T) \]

(13)

\[ U_{\downarrow}^T = V_\downarrow + 2g(n_\downarrow^T + n_{\uparrow}^T) + g_{\uparrow\downarrow}(n_\uparrow^0 + n_{\downarrow}^T) \]

(14)

In terms of the Bose function

\[ g_{3/2}(z) = \frac{2}{\sqrt{\pi}} \int_0^\infty dx x^{-1/2} e^{-x} \]

(15)

Eq. (11) then reduces to

\[ n_j^T = g_{3/2}(z_j)/\lambda_T^3 \]

(16)

where \( \lambda_T = \sqrt{2\pi \hbar^2/(mk_BT)} \) is the thermal De Broglie wavelength and

\[ z_j = \exp[(\mu - U_j^T)/k_BT] \]

(17)

is the local fugacity of each spin component. We solve the above coupled equations to find the ground state density distributions for the condensate and thermal atoms in the presence of the displacement \( 2\pi \alpha_0 \) of the two harmonic traps and thus obtain the polarizability of the system as a function of \( x_0 \) and temperature \( T \). The results for the linear polarizabilities of the condensate and of the thermal part are reported in Fig. 3 of the main text.

From the above equations it is straightforward to derive the results (1-3) reported in the main text of this Letter and holding at low temperature. To this purpose we apply the Thomas-Fermi approximation for the condensate wavefunction and neglect the interaction between the condensate and the thermal component in the Gross-Pitaevskii equations [9,10] for the condensate. This straightforwardly yields result (1) for the spin density of the condensate \( s_j^0 = n_j^0 - n_{\uparrow}^T \). For the thermal part one instead finds the result

\[ s_j^T = n_j^T - n_{\uparrow}^T = -\frac{1}{k_BT\lambda_T^3} z \frac{\partial g_{3/2}(z)}{\partial z} \frac{2g}{g - g_{\uparrow\downarrow}} m\omega^2 x_0 \]

in the inside region where the thermal part interacts with the condensate. On the other hand, in the absence of the spin-dipole external perturbation, one finds

\[ \frac{\partial n_j^T}{\partial x} = \frac{1}{k_BT\lambda_T^3} z \frac{\partial g_{3/2}(z)}{\partial z} \frac{2g}{g + g_{\uparrow\downarrow}} m\omega^2 x_0, \]

so that Eq. (2) is immediately recovered. In analogous way one derives result (3) for the spin polarization of the outermost thermal component.