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ABSTRACT
Computing systems form the backbone of many aspects of our life, hence they are becoming as vital as water, electricity, and road infrastructures for our society. Yet, engineering long running computing systems that achieve their goals in ever-changing environments pose significant challenges. Currently, we can build computing systems that adjust or learn over time to match changes that were anticipated. However, dealing with unanticipated changes, such as anomalies, novelties, new goals or constraints, requires system evolution, which remains in essence a human-driven activity. Given the growing complexity of computing systems and the vast amount of highly complex data to process, this approach will eventually become unmanageable. To break through the status quo, we put forward a new paradigm for the design and operation of computing systems that we coin lifelong computing. The paradigm starts from computing-learning systems that integrate computing/service modules and learning modules. Computing warehouses offer such computing elements together with data sheets and usage guides. When detecting anomalies, novelties, new goals or constraints, a lifelong computing system activates an evolutionary self-learning engine that runs online experiments to determine how the computing-learning system needs to evolve to deal with the changes, thereby changing its architecture and integrating new computing elements from computing warehouses as needed. Depending on the domain at hand, some activities of lifelong computing systems can be supported by humans. We motivate the need for lifelong computing with a future fish farming scenario, outline a blueprint architecture for lifelong computing systems, and highlight key research challenges to realise the vision of lifelong computing.
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1 INTRODUCTION
In the emerging hyper-connected digital world, computing systems will need to work radically different than today, ubiquitously connected to a tremendous amount of diverse data and facing a priori unknown conditions during operation. This digitisation penetrates every aspect of our life, from healthcare and industries, to traffic, telecommunication, finance, and environment security. As such, computing systems are becoming as vital as water, electricity, and road infrastructures for our society. Consequently, we increasingly depend on the trustworthiness and sustainability of computing systems [7, 10]. Yet, engineering these systems is extremely challenging due to complexity that arises from the ever changing conditions they face, such as dynamics in the environment, new emerging technologies, and the need to deal with new goals or constraints.

Our current knowledge allows building computing systems that can deal with changes that were anticipated. To that end, some of the tasks can be automated, for instance, systems can adjust themselves or learn over time to match changes in their environment, or tools can be used to automate system updates. Other tasks can be managed by system operators, e.g., start/stop tasks, or perform maintenance. However, we lack knowledge about how to build computing systems that can deal with unanticipated changes autonomously.

Dealing with anomalies, novel conditions, new goals or constraints typically requires system evolution, which remains in essence a human-driven activity. With the ever increasing complexity of computing systems and the vast amount of highly complex data these systems need to process, human-driven approaches will eventually become unmanageable. The availability of sensors, the capacity to handle huge amounts of data, and the processing capacity and methods to run the necessary decision algorithms opens perspectives to major breakthroughs towards fully autonomous systems that operate in complex environments [39]. However, we currently lack fundamental knowledge to turn these long-standing and emerging challenges into reality. To break through the status quo, we put forward a new paradigm for designing and operating computing systems that we coin lifelong computing. As illustrated in Figure 1, lifelong computing systems differ fundamentally from traditional computing systems and learning algorithms by using lifelong computing algorithms in lieu of humans to adapt and evolve.
A traditional computing system takes inputs from the environment and produces outputs realising users’ goals. To deal with changing conditions, such a system can be equipped with artificial intelligence (AI) techniques enabling it to operate autonomously when facing changes, or alternatively by enhancing it with a feedback loop, enabling the system to self-adapt its configuration autonomously to deal with changes. However, traditional computing systems are designed to work in an operational domain; dealing with unanticipated changes requires in general an evolution of the system. Software evolution typically relies on humans that produce new computing elements. These elements are then integrated in the system, a process that is more and more automated. To find near-optimal solutions, software engineers increasingly make use of search-based techniques that rely on meta-heuristic search methods, such as genetic algorithms. These techniques enable modifying a software component to make it more efficient in terms of performance and resource use.

A traditional learning algorithm on the other hand is trained to perform a set of pre-defined tasks using data that are often labelled by humans. When such a system is deployed, the distribution of the data might be different, and additional training data might be required to fine-tune the learning algorithm to new conditions. This evolution step typically relies on human intervention. Anomaly and novelty detection mechanisms can be used to identify data points that deviate from a data set’s normal behaviour. Lifelong learning aims at automating the evolution of a learning algorithm by adding a meta-learner on top of the algorithm enabling it to deal with new tasks. However, lifelong learning algorithms are still in early stages of development and far from being deployed in real-life settings.

In contrast, a lifelong computing system maintains knowledge about itself and its goals (self-awareness), and its environment (context-awareness). The lifelong computing algorithms use this knowledge to autonomously self-adapt and self-evolve the architecture of the system, dealing with anticipated and unanticipated changes respectively, throughout the system’s lifetime. To provide broad functionalities and handle vast amounts of complex data,
these systems are becoming increasingly heterogeneous, integrating computing elements with learning algorithms. For their evolution lifelong computing systems can autonomously integrate new computing elements or learning algorithms produced by humans. Lifelong computing resembles the idea of “self-growing software” proposed by Tamai [34] as the next paradigm shift in software engineering.

The remainder of this paper starts with highlighting current approaches to deal with change and arguing why a novel foundation is required. Then we outline a blueprint architecture for lifelong computing systems. We use a future offshore fish farming scenario as an illustrative example. To conclude, we summarise the novelty of lifelong learning, and from that, we outline key research challenges associated with realising the vision of lifelong computing.

2 STATE OF AFFAIRS

Dealing with change has been a major aspect of computing systems since their inception. We discuss six main lines of work that have been studying how to deal with changes as highlighted above: autonomous systems, self-adaptation, software evolution, search-based software engineering, anomaly and novelty detection, and lifelong learning. We then argue why a novel holistic approach is required to deal with the challenges of future computing systems.

Autonomous Systems. Autonomous systems (or intelligent autonomous systems) are computing systems that act independently of direct human supervision [36]. A central idea of autonomous systems is to mimic human (or animal) intelligence, which has been a source of inspiration for a very long time. Wiener, who invented cybernetics at MIT in the 1950s, laid the foundations of fields such as feedback control, automation, and robotics. Autonomous systems exploit AI techniques for instance for sensing and perception, data processing and information fusion, intelligent decision making, and interaction and cooperation. Important sub-fields of autonomous systems are multi-agent systems [41] that studies the coordination of autonomous agents to solve problems that go beyond the capabilities of single agents, and human-robot teams [28] that studies collaboration of humans and robots exploiting their complementary skill sets. The interest in autonomous systems expanded significantly in recent years, with high-profile applications such as self-driving cars, smart manufacturing robots (Industry 4.0 driven by the Internet of Things), and care robots for the elderly. While having extreme potential, the real technical difficulties associated with realising truly autonomous systems remain a key challenge as illustrated by examples of accidents caused by first generation autonomous cars [23].

Self-Adaptation. Back in 2000, IBM released a manifesto that referred to a “looming software crisis” caused by the increasing complexity of installing, configuring, tuning, and maintaining computing systems [18]. A consensus grew that self-adaptation² was the only viable option to tackle the problems that caused this complexity crisis. Since then, extensive efforts have been put in devising fundamental principles of self-adaptation as well as techniques and methods to engineer self-adaptive systems [40]. Over time, the focus shifted from automating operator tasks based on high-level goals [11, 18] to taming uncertainties that computing systems face during operation and that are difficult to anticipate before deployment [4, 27]. At the heart of self-adaptive systems are runtime models [2] that provide the system with self-awareness (self-representation and representation of goals) and context-awareness (representation of the environment) [9, 40]. These models are updated at runtime and used to analyse the situation and decide when and how to adapt the system to maintain its goals. Open challenges include principled solutions to self-adaptation of large-scale systems, dealing with unanticipated changes, the exploitation of AI techniques in the realisation of self-adaptation, and establishing trust in self-adaptive systems [6, 40].

Software Evolution. During the past decades, the traditional view of software that evolves through periodic releases has been replaced by continuous evolution of software [33]. Software organisations today develop, release and learn from software in rapid parallel cycles (from hours to a few weeks). This approach is commonly referred as continuous deployment (CD) [17]. CD is based on the principles of agile development [8] and DevOps [26] that aim at increasing the deployment speed and quality. CD leverages on continuous integration (CI) [24] that automates tasks such as compiling code, running tests, and building deployment packages. Among the benefits of CI/CD are rapid innovation, shorter time-to-market, increased customer satisfaction, continuous feedback, and improved developer productivity. Yet, an important concern of current practice in software maintenance is (intentional or unintentional) technical debt, i.e., longer-term negative effects on systems that result from sub-optimal decisions [22] in agile development. Key research challenges in software evolution include mechanisms to (automatically) add/exchange functionality, continuous experimentation, continuous quality assessment, and effective exploitation of user feedback [33].

Search Based Software Engineering (SBSE). The idea of SBSE is to formulate a software engineering problem as an optimisation problem and then apply a meta-heuristic search method to solve that problem [15]. Compared to traditional exact techniques, such as linear and dynamic programming, meta-heuristic search methods can handle complex representations of search domains and scale much better. Such search methods have been used to find the best subset of requirements that balance cost, risk, and user satisfaction [21], automatic generation of test cases [14], to apply genetic techniques for repairing programs by altering a few lines of source code [20], and to embed optimisation into the deployed software to create self-optimising systems [13]. Besides challenges related to its practical applicability (e.g., non-determinism of results), meta-heuristic search methods are subject to other challenges related to its automation, such as dividing the line between adaptive automation for small changes and human intervention to invoke more fundamental adaptation, and efficient (runtime) computation of large numbers of fitness evaluations between adaptations [29].

Anomaly and Novelty Detection. Anomaly and novelty detection (or outlier detection) aims at recognising data instances that significantly deviate from the majority of data instances [12]. It has been used in a variety of domains, e.g., intrusion detection, fault prevention, defect detection, and unexpected flow detection. A plethora of methods have been developed [3], including proximity-based approaches that rely on relations between nearby data points, projection

²The term self-adaptation is also used in evolutionary computation, where it denotes approaches for continuously adapting the sampling distribution during the search process, based on the history of evaluated solution candidates [1, 25].
Why Lifelong Computing?

Lifelong computing aims at offering a solution to the growing demands on computing systems and the ever-changing conditions they face. The key underlying problem is that existing approaches lack an integrated perspective on handling change (anticipated and unanticipated) in an autonomous manner. While software evolution has been automated considerably in the past decades, it remains in essence a human-driven activity. Autonomous and self-adaptive systems have expanded the operational domain of computing systems substantially, enabling them to deal with changes during operation, but the scope is in essence bounded to anticipated changes. Anomaly and novelty discovery mechanisms allow identifying deviations from expected behaviours, yet, these techniques are not ready to deal with high-dimensional multi-modal data, continuous data streams with concept drift, and complex anomalies.

Lifelong learning enables learning algorithms dealing with new tasks that were not known at deployment time. Essentially, lifelong learning realises the evolution of a learning algorithm that learns from a continuous stream of data, without a predefined number of tasks to be learned. Yet, besides the challenge of catastrophic forgetting, lifelong learning is tailored to learning new tasks only, which accounts just for one part of the overall problem of computing systems dealing with change autonomously. Emerging and future computing systems require the capabilities to self-adapt and self-evolve their own heterogeneous architecture that comprises computing and service elements, learning elements, and other resources. These capabilities will enable lifelong computing systems to change their architecture, including autonomous integration of new elements as needed, in response to the detection of anomalies, novelties, new goals or new constraints. This goes clearly far beyond the ability to deal with new learning tasks of lifelong learning. The integration and synergy between adaptation, evolution, and learning, three principle approaches to deal with change, is the underlying foundation of lifelong computing but also one of its most demanding challenges.

To tackle the challenges future computing systems face under the circumstances outlined here, a new holistic solution is required. Lifelong computing aims at offering such a solution.

3 FUTURE OFFSHORE AQUACULTURE SCENARIO: FISH FARMING

We illustrate the need for lifelong computing systems with an example of a future offshore fish farm. The oceans, covering 71% of the Earth’s surface, are generally considered as an important future source of food, minerals, and energy [39]. Yet, massive development of offshore infrastructures, such as wind farms and aquaculture farms, will put increasing pressure on the oceans. It is therefore important to implement these infrastructures in a trustworthy and sustainable way to not threaten the marine ecosystems. We focus here on fish farming, which is traditionally done in coastal areas requiring human-intensive work with decisions based on farmers’ experience. For a future growth of fish production, there is a need to establish offshore farms and moving operations further away from the coast. This will make both logistics and operations become more complex and challenging. Future offshore farms will consist of enclosed ocean areas, equipped with infrastructure for monitoring, feeding, cleaning, etc. that need to be autonomously operated with a minimum or no human intervention. The realisation of offshore fish farms poses difficult conflicting challenges, including ensuring fish health and welfare, safety for people, fish, and structures, protecting the marine ecosystem, keeping aligned with new scientific insights as well as new technologies, economic viability with a sustainable and transparent supply chain, and climate-change resilience [37]. Tackling these challenges and balancing the trade-offs between the various system objectives will require an integrated computing system that is capable to operate, adapt and evolve autonomously throughout its lifetime in harsh and continuously changing environments. We illustrate how lifelong computing could offer such a unique solution.

4 BLUEPRINT ARCHITECTURE FOR LIFELONG COMPUTING SYSTEMS

To deal with the challenges in managing their own adaptation and evolution throughout their lifetime, we put forward the following technical requirements for lifelong computing systems:

1. To realise the goals of its users and handle a vast amount of data, lifelong computing systems should integrate different types of computing elements and learning algorithms;
2. A lifelong computing system should be able to adapt autonomously satisfying and/or optimising multiple, potentially conflicting and dynamically changing objectives within ensured bounds, throughout its lifetime;
3. A lifelong computing system should be able to discover and integrate new computing elements autonomously;
4. To support its decision-making, a lifelong computing system should be able to exploit historical knowledge, compliant with privacy and knowledge protection concerns;
5. A lifelong computing system should be self-aware and context-aware enabling it to self-learn, that is, autonomously evolving its architecture to realise its goals within ensured
bounds when anomalies, novelties, new goals or constraints are discovered, throughout its lifetime;
(6) Depending on the domain at hand, some activities of a lifelong computing system may be supported by humans.

To achieve these requirements, we propose a blueprint architecture for lifelong computing systems, shown in Figure 2. We explain the different building blocks and illustrate each of them with examples of the offshore fish farming scenario.

Figure 2: Blueprint architecture for lifelong computing systems with the different building blocks.

Computing-Learning System. Central to lifelong computing is a computing-learning system that operates autonomously in a dynamic environment, realising requirements (1) and (2). To realise the user goals and process vast amounts of complex data, a computing-learning system comprises a heterogeneous composition of computing/service modules, learning modules, data stores, and other computing resources. To account for anticipated changes and balance the trade-offs between the various system goals, a computing-learning system is equipped with a continuous and transparent multi-objective optimisation mechanism. This self-adaptation mechanism accounts for uncertainties and changing operation conditions that can be managed by parametric and structural changes of the running architectural configuration of the computing-learning system, without the need for updates of computing elements or the integration of new computing elements. To account for unanticipated changes (see evolutionary learning engine below), the computing-learning system should support automatic updates of its running architecture.

Figure 3 illustrates a lifelong computing system for an offshore fish farm. We focus here on the computing-learning system (lower middle box) that comprises the fish area that is equipped with a variety of sensors (vision, hydro-acoustic sensors, etc.) that measure motion and behaviour of fish, health conditions of fish (e.g., wounds), food waste, temperature and oxygen level of the water, etc. The data is collected by a monitoring module and stored in a data repository. A learning module takes the data and learns and predicts relevant system healthiness indicators, such as fish health and well-being, biomass (size/age distributions), environmental footprint, etc. These parameters together with other data obtained from local energy installations and the Cloud (e.g., weather forecasts) are then used by the adaptation module that continuously manages and optimises the multiple objectives of the fish farm and their trade-offs, using the feeding and actuator modules. For instance, when the oxygen level or PH-value of the water changes and more fish with wounds are detected, the frequency of measurements of particular sensors may be increased to provide higher temporal resolution to understand the problem and take action to resolve it.

Computing Warehouses. Lifelong computing systems are supported by computing warehouses that offer new computing elements realising requirement (3). These warehouses leverage the principles of off-the-shelf components and services, and open source software. Computing warehouses can be operated by software companies or by a broker. Example elements are software of a new camera (computing module), a connector to a new weather forecast service (service module), a template of new learning algorithm (learning module), etc. Crucial is that running lifelong computing systems can incorporate these computing elements autonomously. To that end, each computing element is equipped with a data sheet that specifies its functions, properties, usage requirements, etc., and a usage guide that specifies procedures for using the element. All interactions with the computing warehouse happen via a warehouse manager. Providers can offer new computing elements, possibly after certification. Clients can explore the available elements via a catalog that lists the elements with links to the data sheets and usage guides. Using an element may be regulated by a contract.

Figure 3 shows a few examples of new elements for the fish farm (box left). The camera zoom module provides the software that is required to activate and use a zoom lens on cameras. The fish behaviour module may offer new biological models of fish. The waste sensor module offers the software to start using sensors that measure the waste of food at the ocean floor in the fish area.

Knowledge Governance Centres. Lifelong computing systems are supported by knowledge governance centres that collect large amounts of data over time, process the data into reusable knowledge, and manage the knowledge compliant with privacy and knowledge protection concerns, realising requirement (4).

Such knowledge enables lifelong computing systems to transfer knowledge over time, different settings, and possibly different lifelong computing systems. The knowledge can be used in future decision-making, e.g., results of online experiments (see evolutionary self-learning engine below), for transfer learning, to deal with the problem of catastrophic forgetting, etc. Central to a knowledge governance centre is a repository that stores historical knowledge. The responsibilities of add and exploit knowledge is divided in several tasks. New data generated by lifelong computing systems is collected, processed (filter/merge/...), and stored in the repository by data management. Knowledge sharing provides lifelong computing systems access to use the knowledge. Access to the knowledge repository is regulated by privacy and knowledge protection management that is responsible for ensuring that the knowledge is used compliant with the access policies, regulations and user’s privacy requests [38]. Knowledge governance centres can be operated by private software companies that run lifelong computing systems or by third parties that offer access to knowledge that is shared among lifelong computing systems.

Knowledge identifies information about general concepts, data is information about specific instances; https://link.springer.com/chapter/10.1007/978-1-4612-4090-1_8
Figure 3: Illustration of blueprint architecture for offshore fish farm

Figure 3 illustrates a knowledge governance centre for a fish farm (box right). The historical knowledge repository may be located on the farm (with fast but possibly limited storage capacity), remotely (slow and expensive access to huge storage capacity), or a mix of both. Example knowledge maintained by the repository are classes of configurations of the computing-learning system used under different environmental conditions along with typical sensor values, actuator settings, and health indicator values. Other examples are summaries of relevant configurations with experiment results derived by lifelong computing algorithms. Such knowledge can be used by the evolutionary self-learning engine to support evolution of the computing-learning system (see below). Access to the knowledge repository should be controlled such that only the entities that need access (systems and humans) have access. Authentication and authorisation mechanisms can be used for this purpose. Furthermore, a protection strategy should ensure that knowledge can be restored quickly after corruption or loss, e.g., using Cloud backup.

**Evolutionary Self-learning Engine.** At the heart of a lifelong computing system there is an *evolutionary self-learning engine* that autonomously evolves the computing-learning system to handle any changes that cannot be handled by the built-in learning and adaptation mechanisms, realising requirement (5). Such unanticipated changes can be triggered either by the adaptation mechanism of the computing-learning system, by more disruptive anomaly or novelty detection events the system has to deal with, or by new goals or constraints added to the system. Upon encountering such a trigger, the evolutionary self-learning engine will start to evolve its internal model of the computing-learning system. This runtime model contains a representation of the architecture of the system along with its goals (self-awareness) and relevant parts of the environment (context-awareness). The evolution of the model is conducted by the *evolutionary learning pipeline*, which can be thought of as an evolutionary multi-objective learner that evolves the architecture of the computing-learning system, thereby exploiting new elements of computing warehouses and knowledge sources of knowledge governance centres. Using suitable methods and metrics for performance assessment of the evolving architectural model of the computing-learning system, the engine will evolve and optimise the
computing-learning system model, thereby resulting in a novel architecture. Change enactment will then replace the running architecture of the computing-learning system with the novel architecture.

As an example, assume that anomaly detection in Figure 3 (middle box) discovers that the lenses of cameras are dirty resulting in poor quality images. To deal with this problem, a noise removal learning module is added to the computing warehouse that offers a new learning algorithm, for instance a convolutional neural network to handle noisy images. To that end, the evolutionary self-learning engine runs online experiments evolving the model of the current architecture of the computing-learning system configuring and integrating the new noise removal learning module. The engine will use the resolution of images and improvements of healthiness indicators as performance metrics. In this process, the engine may exploit historical knowledge from the knowledge governance centre to accelerate the evolution process. Afterwards, the engine may store experimental results for later usage. Once the novel architecture is identified that satisfies the system goals, the current configuration will be evolved through change enactment.

As another example, consider the need to reduce food waste at the ocean floor in the fish area. To deal with this new goal, an operator adds a new waste reduction goal to the evolutionary self-learning engine via the dashboard. The engine will then search in the catalog of the computing warehouse and find the waste sensor module. Based on the usage guidance provided by this module a set of new waste sensors will be installed in the fish area by a field worker. The evolutionary self-learning pipeline will then evolve the architecture of the computing-learning system by extending the monitoring module with functionality to track waste and functionality to enable the actuator module to set and reconfigure the sensors (both derived from the waste sensor module). Furthermore, the new goal will be added to the multi-objective optimisation algorithm of the adaptation module. Finally, the learning module will be enhanced to take into account the data of the data module produced by the waste sensors. Once the new architecture is configured, it can be deployed via change enactment enabling the fish farm to reduce food waste by adjusting its settings, e.g. control the feeding, based on observed conditions.

Evolution Guidance. Depending on the characteristics and requirements of the domain, a lifelong computing system may involve human experts to guide the evolution of a lifelong computing system, realising requirement (6). Evolution guidance can range from a basic dashboard that visualises key performance indicators of a lifelong computing system and provides “knobs” allowing operators to upload new computing elements and add new goals or constraints, up to full-fledged embodied AI that exploits intelligent user interface frameworks to facilitate the evolution process of lifelong computing systems with the help of human interaction. Evolution guidance can support any of the functions of a lifelong computing system, for instance providing developers means to offer new computing elements (at computing warehouses), enabling operators to give feedback about discovered anomalies or novelties, adding a new goal or a new constraint (e.g., safety, privacy, energy consumption, environmental protection, or ethics), or give advice on architecture evolution (at the evolutionary self-learning engine), managing (access to) historical knowledge (at knowledge governance centres), among others.

As an example for the fish farm, see Figure 3 (box at the top), evolution guidance enables software developers to add a new learning module for noise removal to the computing warehouse. Furthermore, evolution guidance provides an interactive dashboard enabling an operator to support the evolutionary self-learning engine with identifying new software architectures of the computing-learning system. For instance, the operator may suggest (possibly new) quantitative and qualitative criteria (goals) to guide a multi-objective evolutionary pipeline in identifying new architectural configurations. The feedback of the operator may be incorporated into the fitness function allowing the learning pipeline to distinguish between promising and poor architectural configurations when evolving the model of the computing-learning system. A first approach towards involving a human expert in some evolution tasks was proposed in [32].

5 SUMMARY AND CHALLENGES AHEAD

To conclude, we summarise the novelty of lifelong computing and we highlight key challenges to realise the newly proposed paradigm. Table 1 summarises the novelty of lifelong computing in light of the state of affairs. For each state of the art approach, we list the primary type of system targeted, the approach (if any) to deal with anticipated change, the approach (if any) for integrating new computing elements, the approach (if any) for exploiting historical data, the approach (if any) to deal with unanticipated change, and finally the role of humans (if any).

The table shows why lifelong computing is fundamentally different from any existing approach, and why it is more than the sum of its parts. While the primary target of existing approaches is either computing systems or learning algorithms, lifelong computing targets the integration of the two, matching the nature of emerging and future computing-learning systems.

Several existing approaches are capable to deal with anticipated change within the operational domain of the type of target system. Lifelong computing extends this to the operational domain of computing-learning systems.

Software evolution is the only existing approach that supports the integration of new computing elements in running systems using tool-supported CI/CD. Lifelong computing systems on the other hand exploit computing warehouses, which allow them to autonomously select and integrate new computing elements during operation based on the needs at hand.

Existing approaches exploit historical data, yet, the data usage is limited to support the realisation of system functionality. Lifelong computing systems on the other hand exploit knowledge governance centres that provide the means to transfer knowledge over time and different settings.

Software evolution handles unanticipated change through a stakeholder-driven engineering process that updates or incorporates new software modules, while lifelong learning enables a learning algorithm to deal with new tasks during operation. Lifelong computing systems on the other hand are capable to handle unanticipated change autonomously through evolutionary self-learning, incorporating new computing elements autonomously as needed.

The role of humans in existing approaches differ, ranging from being core entities that realise functionality as in software evolution and supervised lifelong learning to collaborators in autonomous
systems. SBSE typically rely on humans to determine or adjust the fitness function and constraints, yet, the scope is limited to solving a particular problem using a heuristic search method. In contrast, lifelong computing systems act in essence completely autonomously to realise adaptation and evolution, throughout the system lifetime, supported by the provision of new computing elements. Optionally, humans can offer support in lifelong computing systems, for instance, for setting objectives or constraints on safety, privacy, etc., and providing guidance to support the evolutionary self-learning process.

We have described how lifelong computing provides an answer to the lasting problem of how to engineer long running computing systems that can deal with a vast amount of highly complex data and autonomously adapt and evolve to deal with ever changing conditions, anticipated and unanticipated. Yet, realising the vision of lifelong computing, raises fundamental challenges. We list eight key achievements that are required to tackle these challenges:

1. A novel modelling approach for representing computing-learning systems that supports enacting safe online updates for self-adaptation and system evolution;
2. Novel continuous multi-objective optimisation mechanisms for runtime adaptation of computing-learning systems that operate under uncertain but anticipated changes;
3. The definition of standardised representations and interfaces of warehouse computing elements to facilitate their seamless integration into a computing-learning system’s architecture;
4. A novel approach to manage large amounts of historical data and turn this data into fruitful knowledge to support the autonomous evolution of computing-learning systems throughout their lifetime;
5. A novel family of unsupervised learning methods for discovering structure in complex, nonlinear, and high-dimensional data, such as images, videos, acoustic and other data (e.g. physiological data), which may be corrupted by noise, outliers and missing entries;
6. A novel evolutionary self-learning pipeline for evolving computing-learning systems to deal with unanticipated changes; including multi-objective performance indicators for the estimation of variations of the computing-learning system by running them in an experimental sandbox;
7. Novel mechanisms for guiding computing-learning systems’ evolution, including notations and mechanisms for adding new goals or constraints, mechanisms for efficient information extraction, for context-based interpretation, and for explainability of decisions;
8. Novel mechanisms for providing guarantees (bounds) for multi-objective optimisation of computing-learning systems, for anomaly and novelty detection, and for evolutionary self-learning.

Addressing these challenges requires a concerted research effort of experts from different specialisations within computer science: dynamic software architectures and dynamic learning architectures (to deal with the challenges of hybrid computing-learning systems), scalable multi-objective optimisation and self-adaptation (to deal with the challenges of adaptation of computing-learning systems), unsupervised learning for anomaly and novelty discovery, runtime models and self-awareness, and evolutionary learning (to deal with the challenges of evolutionary self-learning), and software engineering, data analysis/management (to deal with the challenges of computing warehouses, knowledge governance centres, and evolution guidance). Only the synergy between these specialisations, achieved through tight cooperation, can adequately yield solutions towards making the vision of lifelong computing come true.

Table 1: Summary overview of the novelty of lifelong computing compared to the state of affairs

| Approach               | Primary target        | Handling anticipated change | Integrating new elements | Exploiting historical data | Handling unanticipated change | Role of humans       |
|------------------------|-----------------------|-----------------------------|--------------------------|---------------------------|-------------------------------|----------------------|
| Autonomous systems     | computing systems     | AI techniques to achieve goals under uncertainty (runtime) | —— | runtime knowledge representation (autonomously) | —— | collaborator (optional) |
| Self-adaptation        | computing systems     | feedback loop to achieve goals under uncertainty (runtime) | —— | runtime models (autonomously) | —— | adaptation guidance (optional) |
| Software evolution     | computing systems     | —— | CI/CD (tool-supported) | analysis data (offline) | stakeholder-driven engineering (offline) | human-centred process |
| SBSE                   | computing systems     | meta-heuristic search method to solve problem (offline/runtime) | —— | data sets/streams (offline/runtime) | —— | determining fitness functions and constraints |
| Anomaly/novelty detection | computing systems | detect outliers of operational domain (offline/runtime) | —— | data sets/streams (offline/runtime) | —— | labelling data (optional) |
| Lifelong learning      | learning algorithms   | —— | —— | training data (semi-autonomous) | accommodate new knowledge to learn new tasks (runtime) | labelling data (optional) |
| Lifelong computing     | computing-learning systems | multi-objective optimisation under uncertainty (runtime) | computing warehouses (autonomous) | knowledge governance centres (autonomous) | evolutionary self-learning (runtime) | adaptation and evolution guidance (optional) |
