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Abstract—PSNR-oriented models are a critical class of super-resolution models with applications across various fields. However, these models tend to generate over-smoothed images, a problem that has been analyzed previously from the perspectives of models or loss functions, but without taking into account the impact of data properties. In this paper, we present a novel phenomenon that we term the center-oriented optimization (COO) problem, where a model’s output converges towards the center point of similar high-resolution images, rather than towards the ground truth. We demonstrate that the strength of this problem is related to the uncertainty of data, which we quantify using entropy. We prove that as the entropy of high-resolution images increases, their center point will move further away from the clean image distribution, and the model will generate over-smoothed images. Implicitly optimizing the COO problem, perceptual-driven approaches such as perceptual loss, model structure optimization, or GAN-based methods can be viewed. We propose an explicit solution to the COO problem, called Detail Enhanced Contrastive Loss (DECLoss). DECLoss utilizes the clustering property of contrastive learning to directly reduce the variance of the potential high-resolution distribution and thereby decrease the entropy. We evaluate DECLoss on multiple super-resolution benchmarks and demonstrate that it improves the perceptual quality of PSNR-oriented models. Moreover, when applied to GAN-based methods, such as RaGAN, DECLoss helps to achieve state-of-the-art performance, such as 0.093 LPIPS with 24.51 PSNR on 4× downscaled Urban100, validating the effectiveness and generalization of our approach.

Index Terms—Contrastive learning, image super-resolution, information entropy.

I. INTRODUCTION

Image super-resolution (SR) is a crucial task in image processing, which involves constructing a high-resolution (HR) image from its corresponding low-resolution (LR) version. It has found wide-ranging applications in real-world scenarios, such as medical imaging [1], [2], surveillance [3], and face recognition [4]. In recent years, deep learning models have driven rapid progress in SR, including SRCNN [5], VDSR [6], SRResNet [7], EDSR [8], and ESRGAN [9]. These models typically rely on a pixel-level mapping from lower resolutions to higher resolutions and use loss functions such as mean average error (MAE) or mean square error (MSE) to optimize for high Peak Signal to Noise Ratio (PSNR), thus dubbed PSNR-oriented models.

However, PSNR-oriented models often encounter the problem of generating over-smoothed images that lack fine details and textures [7], [9], [10]. Despite many efforts to enhance the perceptual quality of SR images or analyze the model and loss function level [11], [12], the over-smoothed problem still requires a rigorous theoretical analysis and formulation based on the property of data, e.g., the variation of the data distribution and the amount of data. In this paper, we present the first attempt to characterize this problem from the perspective of analytic geometry and linear algebra. We propose two theorems revealing that under the constraints of existing euclidean distance-based loss functions, PSNR-oriented models tend to generate pixels
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To further investigate the COO problem, in this paper, we consider two different HR images (or patches) that are downsampled to two very similar LR images (or patches). The model cannot distinguish them and treats them as one LR image. In this case, the generated image under the constraint of the euclidean distance loss function will tend to be closer to the midpoint of the two HR images and away from both HR images. SRGAN [7] was the pioneering work, pointed out that MSE-based methods have obvious drawbacks. Generally, enhancing learning ability improves, the model can better fit the joint distributions of LRs and HRs, thereby reducing the entropy of potential HRs. The second perspective is to model HR distributions, instead of minimizing the euclidean distance between generated images and ground truth HRs, that is, transforming SR from a regression problem into a conditional generation problem. In practice, some models add GAN-based losses to optimize the PSNR-oriented models [7, 9, 15, 16] or directly build a generative framework for SR, for example, flow-based model [17] or diffusion-based model [18, 19]. However, both perspectives have obvious drawbacks. Generally, enhancing learning ability requires numerous experimental trials, which are often costly. Meanwhile, applying a generative network to SR will make the generated results more different from the original LR [20].

In this paper, we present a more explicit solution to the COO problem, which is to directly reduce the variance of the potential HR distribution. To this end, we devise the Detail Enhanced Contrastive Loss (DECLoss), which exploits the clustering property of contrastive learning to address this problem, shown in Fig. 1(c). Specifically, we represent the potential HR patch distribution (of a given LR patch) as a Gaussian distribution, with the ground truth HR patch as the mean value. Then, we identify the HR patches within a finite range of distances from the mean value as positive samples and the others as negative samples, and optimize them with a contrastive learning approach [21] to minimize the distance between positive samples and maximize the distance between negative samples. Furthermore, by utilizing the clustering property of contrastive learning, we can reduce the variance of this distribution by increasing the probabilities of a few HR pixels near the mean value and decreasing the probabilities of others, thus reducing the information entropy and enabling the model to generate more visually pleasing results.

To evaluate the effectiveness of the proposed DECLoss, we perform comprehensive experiments on multiple SR benchmarks. The experimental results demonstrate that our DECLoss can improve the perceptual quality of the PSNR-oriented models, such as RRDB [9], and it is also compatible with GAN-based methods like RaGAN [9]. More importantly, with the assistance of DECLoss, these methods can surpass a variety of state-of-the-art methods on perceptual metric LPIPS [22], while preserving a high PSNR score. For example, from 4x bicubic downsampling, DECLoss achieves 0.093 LPIPS with 24.51 PSNR on Urban100 [23] and 0.080 LPIPS with 28.19 PSNR on the DIV2K validation set [24].

In summary, our main contributions are three-fold:

- We identify and define the center-oriented optimization (COO) problem, which is a critical issue that causes PSNR-oriented methods to generate over-smoothed images. Our
novel approach examined this problem from the perspective of analytic geometry, revealing it for the first time in this context.

- We established two theorems that explain how data entropy affects the COO problem and the perceptual quality of generated images. These theorems provide a new framework for optimizing over-smoothed problems, and reveal that many existing methods implicitly alleviate the COO problem from different perspectives.

- We devise an explicit solution called Detail Enhanced Contrastive Loss (DECLoss) that uses contrastive learning to reduce the entropy of the potential HR distribution. Extensive experiments demonstrate that DECLoss enhances both PSNR-oriented and GAN-based models in terms of perceptual quality and achieves state-of-the-art performance.

The remainder of this paper is organized as follows. In Section II, we review the related work on image super-resolution, contrastive learning, and the range-null space decomposition. In Section III, we reveal the center-oriented optimization (COO) problem in detail and provide the corresponding theory and proof. We present our proposed method in Section IV, including the loss function and the training procedure. In Section V, we report the experimental results on several benchmark datasets and compare our method with state-of-the-art algorithms. Finally, we conclude the paper and discuss future work in Section VI.

II. RELATED WORK

A. Image Super-Resolution

Image super-resolution is a significant image restoration task in computer vision, with a rich history of research that has led to notable advancements in the field. Early works such as SRCNN [5] utilized early convolutional neural networks to tackle SR tasks. VDSR [6] followed this trend by using a very deep network to improve the results. ResNet, introduced by He et al. [25] for learning residuals, inspired the development of SRResNet [7] that integrated ResBlock [25] to enhance network depth. Building on this foundation, EDSR [8] further improved residual methods for more efficient super-resolution results. Other methods, such as DRCN [26], DRRN [27], and CARN [28], also incorporated ResBlock [25] for recursive learning. Later advancements, such as RRDB [9] and RDN [29], leveraged dense connections to facilitate the transfer of information from previous layers. Attention mechanisms were also introduced to deep super-resolution models, such as RCAN [30] and RFA [31], to focus the network’s attention on relevant features. These advances have helped to create a diverse range of methods and models that have made significant contributions to the field of image super-resolution.

To enhance the perceptual quality and capture missing details, several approaches have been proposed in the literature. One such approach is perceptual loss, which was introduced by Johnson et al. [10]. Another method, called LPIPS, was proposed by Zhang et al. [22] to measure the perceptual distances between images. The ESRGAN [9] model, on the other hand, incorporated a GAN-based method into an SR model, leveraging an adversarial loss during training. This paved the way for the SRGAN [9] model, which enhanced the adversarial loss function and backbone structure beyond the SRFGAN framework. These modifications collectively contributed to the generation of more realistic images.

Another line of research involves transforming SR into a generative framework. For instance, the SRFlow [17] and SR3 [18] models utilized flow-based and DDPG-based frameworks, respectively. Although perceptual-oriented methods have proven to be effective in generating fake details, the resulting images often differ significantly from the ground truth. Therefore, there is still much research to be done in this area to achieve more accurate and realistic super-resolution.

B. Correlation Analysis Between Perceptual Quality Metrics and PSNR-Oriented Methods

Yochai et al. [11] proposed that there exists a trade-off between perceptual quality and distortion measures for all image restoration tasks. The distortion measures refer to the dissimilarity between the reconstructed image and the ground truth, such as peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [33]. The perceptual quality of a reconstructed image is the degree to which it looks like a natural image. The perceptual-distortion trade-off demonstrates that there exists a region in the perception-distortion plane that cannot be attained, i.e., an image restoration algorithm can only improve either distortion or perceptual quality, but not both. Many studies focus on improving the image restoration algorithm to approach the boundary of the perception-distortion plane [11], [12]. For example, ref. [11] proposed to utilize GANs to achieve a better trade-off between distortion and perceptual quality. The theory about perceptual-distortion trade-off explains why optimizing PSNR (i.e., low distortion) leads to blurry (i.e., low perceptual quality) images from an algorithmic perspective, while we explain the reason from a data perspective in this paper. Specifically, we prove that the entropy of data is directly connected to the perceptual quality of images generated by PSNR-oriented algorithms. Given a fixed image restoration algorithm, the algorithm tends to generate blurrier images as the entropy increases. We believe that this conclusion has guiding significance for the model and loss function design in future research.

C. Contrastive Learning

Contrastive Learning has demonstrated its effectiveness in unsupervised representation learning tasks [34], [35], [36]. The objective of a contrastive learning method is to learn representations that maintain the proximity between similar samples while keeping dissimilar samples far apart [21], [37], [38]. Despite achieving remarkable success on various high-level tasks, there are fewer contrastive learning methods proposed for low-level tasks such as super-resolution [39], [40], [41]. Vanilla contrastive learning technologies developed for high-level visual tasks are not directly applicable to low-level visual tasks, as they generate global visual representations that are insufficient for tasks requiring rich texture and context information. Recent works have explored various ways of applying contrastive learning...
to super-resolution problems. For instance, Zhang et al. [41] proposed a contrastive representation learning network that focuses on the blind super-resolution of images with multi-modal and spatially variant distributions. They introduced contrastive learning to extract resolution-invariant embedding and discard resolution-variant embedding under the guidance of a bidirectional contrastive loss. Wu et al. [39] developed a practical contrastive learning framework for single image super-resolution by generating numerous informative positive and hard negative samples in the frequency space. DASR [40] applied contrastive learning in the degradation representations, and they also designed a simple but effective embedding network inherited from the discriminator network. However, these studies primarily focused on the comparison learning algorithm itself. In this paper, inspired by our proposed theorems, we utilize contrastive learning to constrain the information entropy, thereby improving the perceptual quality of the super-resolved images.

D. Range-Null Space Decomposition

The Range-Null decomposition (RND) is a fundamental concept in linear algebra that relates to any linear operator or matrix A. It states that the domain of A can be partitioned into two orthogonal subspaces: the null space $\mathcal{N}(A)$ and the range space $\mathcal{R}(A)$. The null space $\mathcal{N}(A)$ consists of all vectors $x$ that satisfy $Ax = 0$, which is also called the kernel of the operator or matrix. Conversely, the range space $\mathcal{R}(A)$ is the set of all vectors that can be mapped by the operator or matrix and is also termed the image of the operator or matrix. The Range-Null decomposition is a powerful mathematical tool that has numerous applications, such as solving image inverse problems like image restoration, super-resolution, and deblurring. Wang et al. [42] recently applied null-space analysis in Generative Adversarial Networks (GANs) and modeled the zero-domain using GAN prior. DDNM [43], a zero-shot image restoration method, leverages a diffusion model to generate realistic null-space contents that satisfy data consistency. Our proposed theorems are relevant to the Range-Null analysis, which we will discuss in detail in Section III-E.

III. CENTER-ORIENTED OPTIMIZATION PROBLEM

The basic concept of the Center-oriented Optimization Problem (COO) is: if two very similar LRs as input, an SR model will regard the two similar LRs as one image, but their corresponding HRs are different from each other. Under the constraint of euclidean distance, the output of the model is forced to converge to the mean value between HRs’ pixels, i.e., the output will be far from the HR distribution and thus appear over-smoothed. Similar issues have been analyzed in several studies [11], [12].

We not only provide a detailed explanation of the cause of the COO problem from the perspectives of geometry and probability but also propose a framework based on entropy and the midpoint of euclidean distance. We mathematically prove that, under the condition of model invariance, as data entropy increases, the midpoint of euclidean distance tends to approach the most ambiguous point. Additionally, many existing methods for improving model perceptual quality can also be explained using our framework.

A. Preliminaries

Following the symbol system theory [44], we first define the degradation function, which obtains an LR image $I_x$ by downsampling from a corresponding HR image $I_y$,

$$I_x = D(I_y; s),$$

where $D$ denotes the degradation function and $s$ indicates a scaling factor. Image super-resolution aims at learning a function $F$ to recover HR $\hat{I}_y$ from a given LR $I_x$,

$$\hat{I}_y = F(I_x; \theta),$$

where $\theta$ is the learnable parameter of $F$. The optimization object of super-resolution is then defined as

$$\hat{\theta} = \arg\min_{\theta} L(\hat{I}_y, I_y),$$

where $L(\hat{I}_y, I_y)$ is the loss function between the generated image $\hat{I}_y$ and the ground truth image $I_y$. In most PSNR-oriented methods, $L$ is a euclidean distance-based loss function, e.g., mean square error.

In general, the degradation process $D$ or scaling factor $s$ is unknown. To better explain, we draw on the completeness of linear space and assume degradation $D$ is a linear matrix, then we have

$$I_x = DI_y.$$  

B. Problem Definition and Description

First, we focus on two concepts relevant to HR $I_y$, the HR space and the conditional HR data distribution. From the perspective of geometry, HR space is a hyperplane $I_y$, satisfying $DI_y - I_x = 0$, where $I_y \in \mathbb{R}^n, I_x \in \mathbb{R}^m, D \in \mathbb{R}^{m \times n}$. Notably, $m < n$ is permanent. Conditional HR data distribution $P(I_y|I_x)$ is the intersecting points between the real data distribution $P(I_y)$ and the hyperplane corresponds to the given $I_x$. For simplicity, we assume that $P(I_y|I_x)$ is a Gaussian distribution in the hyperplane, although the data are sampled from the real dataset,

$$\mathcal{N}(I_y|\mu, \Sigma) = \frac{1}{Z} \exp \left( -\frac{1}{2}(I_y - \mu)^T \Sigma^{-1}(I_y - \mu) \right),$$

where $Z = (2\pi)^{n/2} |\Sigma|^{1/2}, \Sigma$ is the co-variance matrix. Notably, our method’s choice to model HR patch distribution as an unimodal Gaussian distribution is rooted in the large amount of data and the statistical principles of large numbers. Using a multimodal distribution is theoretically complex and hard to implement in our proposed theory, we give details in Appendix C, available online. Additionally, $\mu$ is the mean of $P(I_y|I_x)$ and equals the projection point $D^\dagger I_x$ of $I_x$ onto hyperplane $DI_y - I_x = 0$,

$$\mu = D^\dagger I_x.$$
In this case, \( D^\dagger \) is the pseudo-inverse matrix of \( D \), which can be obtained from Singular Value Decomposition (SVD). Intuitively, since \( D^\dagger I_x \) is the closed point to \( I_x \), \( D^\dagger I_x \) is the bluriest point in the hyperplane. Then every \( I_y \) in this hyperplane can be written as

\[
I_y = D^\dagger I_x + \vec{v}, \quad D\vec{v} = 0. \tag{7}
\]

Note that, due to the assumption that \( P(I_y|I_x) \) is a Gaussian distribution with \( \mu \) as the mean, \( I_y \sim N(D^\dagger I_x, \Sigma) \), vector \( \vec{v} \sim N(0, \Sigma) \).

### C. Derivations of Information Entropy

Intuitively, The divergence of the distribution and the number of points should be the two main factors affecting the euclidean distance. We thus introduce the Information entropy to measure the uncertainty or randomness of the data distribution, the entropy of \( P(I_y|I_x) \) can be defined as

\[
H(P(I_y|I_x)) = -\sum_{I_y} P(I_y|I_x) \log P(I_y|I_x). \tag{8}
\]

We then discuss in detail the effect of the values of \( P \) and \( N \) on entropy. In information entropy, assuming the amount of data \( (N) \) is constant, when \( P = P(I_1^y) = P(I_2^y) = \cdots = P(I_N^y) = \frac{1}{N} \), \( H(P(I_y|I_x)) \) is taken to the point of maximum value, proven:

Let \( P(I_1^y) = p, P(I_2^y) = 1-p-c_i, \) where \( c_i = P(I_1^y) + P(I_2^y) + \cdots + P(I_{i-1}^y) + P(I_{i+1}^y) + \cdots + P(I_N^y) \). Then,

\[
f(p) = -[P(I_1^y) \log P(I_1^y) + P(I_2^y) \log P(I_2^y)]
= -[p \log p + (1-p-c_i) \log(1-p-c_i)]. \tag{9}
\]

Taking partial derivatives of \( f \)

\[
\frac{\partial f}{\partial p} = \log(1-p-c_i) - \log p. \tag{10}
\]

When

\[
\frac{\partial f}{\partial p} = 0,
\]

\[
p = 1 - p - c_i. \tag{11}
\]

Also when \( p < 1 - p - c_i, \frac{\partial f}{\partial p} > 0 \), and \( p > 1 - p - c_i, \frac{\partial f}{\partial p} < 0 \), therefore, when \( p = 1 - p - c_i \), i.e., when \( P(I_2^y) = P(I_1^y), \) \( f(p) \) is taken to the point of maximum value. Thus, when \( P = P(I_1^y) = P(I_2^y) = \cdots = P(I_N^y) = \frac{1}{N} \), \( H(P(I_y|I_x)) \) is taken to the point of maximum value. End of the proof.

As for \( N \), when \( H(P(I_y|I_x)) \) is taken to the point of maximum value, \( P = 1/N \), the formulation of \( H(P(I_y|I_x)) \) can be simplified as

\[
H(P) = -\sum_{I_y} P(I_y|I_x) \log P(I_y|I_x)
= -\sum_{i=1}^{N} \frac{1}{N} \log \frac{1}{N}
= -\log \frac{1}{N}
= \log N. \tag{13}
\]

Obviously, entropy \( H(P(I_y|I_x)) \) is a monotonic function that increases with the amount of data \( N \).

To summarize, the information entropy \( H(P(I_y|I_x)) \) quantifies the uncertainty or unpredictability of the information content, which is a function of two key factors: the quantity of data and the variation of the probability distribution. The entropy is positively correlated with these factors, meaning that more data or more diverse probabilities lead to higher entropy.

### D. Theorems for COO Problem Description

In this subsection, we present a detailed derivation and analysis of the relationship between information entropy and the midpoint of euclidean distance of the HR distribution (this concept can also be viewed as the model’s output, proved in (3)). We propose two fundamental theorems to characterize the COO problem. The first theorem shows that the model’s output approaches the blurriest points in the HR hyperplane as entropy increases. The second theorem demonstrates that the model’s output deviates further from the mean of the real HR distribution as entropy increases.

**Theorem 1:** (The Entropy-Midpoint Convergence) Let \( \hat{I}_y \) denote the midpoint of the euclidean distance of the high-resolution distribution, which has the shortest euclidean distance to all points \( I_y^\dagger \) in the high-resolution distribution \( P(I_y^\dagger|I_x) \), and can be obtained from Singular Value Decomposition (SVD). Intuitively, since \( D^\dagger \hat{I}_y \) is the closed point to \( \hat{I}_y \), \( D^\dagger \hat{I}_y \) is the bluriest point in the hyperplane. When \( p \) is the amount of data, \( H(P(I_y|I_x)) \) is taken to the point of maximum value, \( P = 1/N \), the formulation of \( H(P(I_y|I_x)) \) can be simplified as

\[
H(P(I_y|I_x)) = -\sum_{I_y} P(I_y|I_x) \log P(I_y|I_x)
= -\sum_{i=1}^{N} \frac{1}{N} \log \frac{1}{N}
= -\log \frac{1}{N}
= \log N. \tag{13}
\]

Obviously, entropy \( H(P(I_y|I_x)) \) is a monotonic function that increases with the amount of data \( N \).

To summarize, the information entropy \( H(P(I_y|I_x)) \) quantifies the uncertainty or unpredictability of the information content, which is a function of two key factors: the quantity of data and the variation of the probability distribution. The entropy is positively correlated with these factors, meaning that more data or more diverse probabilities lead to higher entropy.

**Theorem 2:** (The Entropy-Blurriness Convergence) Let \( \hat{I}_y \) denote the midpoint of the euclidean distance of the high-resolution distribution, which has the shortest euclidean distance to all points \( I_y^\dagger \) in the high-resolution distribution \( P(I_y^\dagger|I_x) \), and can be obtained from Singular Value Decomposition (SVD). Intuitively, since \( D^\dagger \hat{I}_y \) is the closed point to \( \hat{I}_y \), \( D^\dagger \hat{I}_y \) is the bluriest point in the hyperplane. When \( p \) is the amount of data, \( H(P(I_y|I_x)) \) is taken to the point of maximum value, \( P = 1/N \), the formulation of \( H(P(I_y|I_x)) \) can be simplified as

\[
H(P(I_y|I_x)) = -\sum_{I_y} P(I_y|I_x) \log P(I_y|I_x)
= -\sum_{i=1}^{N} \frac{1}{N} \log \frac{1}{N}
= -\log \frac{1}{N}
= \log N. \tag{13}
\]

Obviously, entropy \( H(P(I_y|I_x)) \) is a monotonic function that increases with the amount of data \( N \).

To summarize, the information entropy \( H(P(I_y|I_x)) \) quantifies the uncertainty or unpredictability of the information content, which is a function of two key factors: the quantity of data and the variation of the probability distribution. The entropy is positively correlated with these factors, meaning that more data or more diverse probabilities lead to higher entropy.
also be regarded as the model’s output (3),

\[
\hat{I}_y = \arg \min_{I'_y} \sum_{i=1}^N d(I^i_y, I'_y).
\]

As the entropy of a dataset increases, \( \hat{I}_y \) tends to approach the point of maximum ambiguity within the hyperplane. This convergence occurs at the upper bound of the space when the entropy reaches its maximum value.

**Proof:** Let \( d(\cdot) \) denote the euclidean distance, since the mid-point of the euclidean distance of a distribution can be regarded as the distribution’s expectation, we have

\[
\hat{I}_y = \arg \min_{I'_y} \sum_{i=1}^N d(I^i_y, I'_y)
= E(P(I_y|I_x))
= \sum_{i=1}^N p(I^i_y|I_x)I'_y \quad \text{(where } \sum_{i=1}^N p(I^i_y|I_x) = 1)\\
= \sum_{i=1}^N p(I^i_y|I_x)(D^i I_x + \bar{v}_i)
= D^i I_x + \sum_{i=1}^N p(\bar{v}_i)\bar{v}_i.
\]

(because \( p(I^i_y|I_x) = p(\bar{v}_i) \))

\[
= D^i I_x + \sum_{i=1}^N p(\bar{v}_i)\bar{v}_i.
\]  

We then calculate the distance between \( \hat{I}_y \) and \( D^i I_x \).

\[
L = |\hat{I}_y - D^i I_x|
= |D^i I_x + \sum_{i=1}^N p(\bar{v}_i)\bar{v}_i - D^i I_x|
= \sum_{i=1}^N p(\bar{v}_i)\bar{v}_i.
\]

After deduction, we can find that the distance between \( \hat{I}_y \) and \( D^i I_x \) is only related to the mean value of the vector \( \bar{v} \).

Subsequently, we further derive the entropy of \( P(I_y|I_x) \).

From the definition of entropy (Section III-C), entropy is related to the probability of each point and the number of points.

In practice, Gaussian distribution is mainly studying the case where there are a large number of points [45]. However, when the sample size is small, relying solely on the Gaussian distribution to estimate entropy can lead to significant errors [46]. Therefore, we propose a rigorous method, constructing a segment function to describe the situation under different data volumes. We use a constant \( \Theta > 0 \) as a threshold value to determine the type of distribution. If the number of data exceeds the threshold, we assume that the data follows a Gaussian distribution. Otherwise, we adopt a uniform distribution to describe the data distribution.

Specifically, if the number of data points \( N < \Theta \), each point can be considered with equal probability \( (p(\bar{v}_1) = p(\bar{v}_2) = \cdots = p(\bar{v}_N) = \frac{1}{N}) \), then

\[
L = \frac{1}{N} \sum_{i=1}^N |\bar{v}_i| = \frac{1}{N} \sum_{i=1}^N |\bar{v}_i|.
\]

Under this consideration, the expression for entropy can be simplified as

\[
H(P) = \log N \quad \text{(proved in (13))}.
\]

On the other hand, when the number of data points exceeds the threshold value (i.e., \( N > \Theta \)),

\[
L = \sum_{i=1}^N p(\bar{v}_i)\bar{v}_i \rightarrow E(\bar{v}).
\]

The expression for entropy can be computed by using the Gaussian distribution as

\[
H(P) = - \sum_{I_y} P(I_y|I_x) \log P(I_y|I_x)
= - \sum_{I_y} P(I_y|I_x) \left( -\frac{1}{2} (I_y - \mu)^T \Sigma^{-1} (I_y - \mu) - \log Z \right)
= - \sum_{I_y} P(I_y|I_x) \left( -\frac{1}{2} (I_y - \mu)^T \Sigma^{-1} (I_y - \mu) \right) + \log Z
+ \log Z \left( \sum_{I_y} P(I_y|I_x) \right)
= \sum_{I_y} P(I_y|I_x) \left( \frac{1}{2} (I_y - \mu)^T \Sigma^{-\frac{1}{2}} \cdot \Sigma^{-\frac{1}{2}} (I_y - \mu) \right) + \log Z
+ \log Z
\]

(let \( t = \Sigma^{-\frac{1}{2}} (I_y - \mu) \))

\[
= \frac{1}{2} \sum_{I_y} P(I_y|I_x) t^T t + \log Z
= \frac{1}{2} E [t^T t] + \log Z
= \frac{1}{2} E [\text{tr}(tt^T)] + \log Z
= \frac{1}{2} \text{tr}(E(tt^T)) + \log Z
= \frac{1}{2} \text{tr}(I) + \log Z \quad \text{(where } I \text{ is an unit matrix)}
= \frac{1}{2} \log Z
+ \log \left( (2\pi)^{\frac{D}{2}} \cdot |\Sigma|^\frac{1}{2} \right)
= \frac{1}{2} (\log 2\pi + 1) + \frac{1}{2} |\Sigma|
\]  

(20)
where $|\Sigma|$ is the determinant of the matrix $\Sigma$, and we achieve the final expression of entropy,

$$H(P) = \frac{n}{2} \log 2\pi + \frac{1}{2}|\Sigma|$$  \hspace{1cm} (21)

Therefore, the form of the segmentation function can be written as

$$\begin{cases} 
    L = \frac{1}{N} \sum_{i=1}^{N} \bar{v}_i \\
    H(P) = \log N 
\end{cases} \hspace{1cm} (N < \Theta),$$  \hspace{1cm} (22)

$$\begin{cases} 
    L = E(\bar{v}) \\
    H(P) = \frac{n}{2} \log 2\pi + \frac{1}{2}|\Sigma| 
\end{cases} \hspace{1cm} (N \geq \Theta).$$  \hspace{1cm} (23)

Notably, this segmentation function is one of the key contributions of this paper.

Clearly (as illustrated in Fig. 3), when $N < \Theta$, entropy $H(P(\hat{I}_y|I_x))$ is a monotonic increasing function of $N$. Based on the law of large numbers, as entropy increases, $N$ also increases. As a result, the mean of vector $\bar{v}$ gradually approaches the expected value, causing the distance between $\hat{I}_y$ and $D^1 I_x$ to decrease gradually. Notably, since the vector $\bar{v}$ is a stochastic variable, the convergence process of $\hat{I}_y$ to $D^1 I_x$ as $N$ increases is not strictly a Cauchy sequence.  \hspace{1cm} (24)

Notably, when $N > \Theta$, it can be observed that the entropy of a Gaussian distribution is related to the determinant of the covariance matrix $\Sigma$. While an increase in entropy may lead to an increase in the covariance matrix, as $N$ approaches a sufficiently large value,

$$L = \frac{1}{N} \sum_{i=1}^{N} p(\bar{v}_i) \bar{v}_i = E(\bar{v}) = 0,$$  \hspace{1cm} (24)

thus, the entropy is taken independent of $L$ and $\hat{I}_y$ will coincide with $D^1 I_x$. The proof is complete.

**Theorem 2: (The Entropy-Distance Correlation)** Let $\hat{I}_y$ denotes the midpoint of euclidean distance in high-resolution distribution, $\hat{I}_y$ also can be regarded as the output of the model.

\[
\hat{I}_y = \arg \min_{I'_y} \sum_{i=1}^{N} d(I'_y, I'_y). 
\]

As entropy increases, the average distance between the $\hat{I}_y$ to the high-resolution distribution will increase.

**Proof:** As we proved in (20)

$$H(P(\hat{I}_y|I_x)) = \frac{n}{2} \log 2\pi + \frac{1}{2}|\Sigma|,$$  \hspace{1cm} (26)

entropy is proportional to the covariance of the Gaussian distribution, and the uncertainty of the Gaussian distribution increases as entropy increases.

When the number of points is large ($N > \Theta$), the midpoint of the euclidean distance of the Gaussian distribution can be approximated by its mean,

$$\mu = \hat{I}_y = \arg \min_{I'_y} \sum_{i=1}^{N} d(I'_y, I'_y),$$  \hspace{1cm} (27)

where $d(\cdot)$ is euclidean distance. Therefore, we can calculate the mean square distance $L$ between the mean in distribution to the other points,

$$L = \frac{1}{n} \sum_{i=1}^{N} (I'_y - \mu)^2.$$  \hspace{1cm} (28)

The mean distance between the two groups can be calculated by using the expected value formula

$$E[L] = E[(I'_y - \mu)^2] = \text{tr}(\Sigma) \hspace{0.5cm} \text{proved in (31)}$$  \hspace{1cm} (29)

Since the expectation of $P(I'_y|I_x)$ is $\mu$, we have

$$E_P[(I'_y - \mu)^2] = E_P[(I'_y - \mu)^T (I'_y - \mu)]$$

$$= E_P[I'_y^T I'_y - \mu^T I'_y + \mu^T \mu]$$

$$= E_P[I'_y^T I'_y] - \mu^T I'_y + \mu^T \mu$$

$$= E_P[I'_y^T I'_y] - \mu^T \mu$$

$$= \mu^T \mu$$

$$= \text{tr}(\Sigma) \hspace{0.5cm} \text{proved in (30)}$$

(30)

where $\text{tr}(\cdot)$ is the trace of the matrix and (30) using the second moment of Gaussian distribution.

As entropy increases, so does the covariance matrix. Thus, the average distance between the midpoint of euclidean distance in the HR distribution to the HR distribution will increase. The proof is complete.

\[\boxed{}\]
These theorems provide a comprehensive explanation for how the information entropy impacts the performance of PSNR-oriented models in generating high perceptual quality images. Specifically, we demonstrate that as the entropy of the HR distribution increases, the midpoint of the Euclidean distance gradually approaches the projection point of the LR onto the HR hyperplane, eventually resulting in an overlap with the bluriest point in the HR hyperplane. Furthermore, with the increase in entropy, the mean distance between the midpoint of the Euclidean distance and the HR distribution points also increases, indicating that the generated images become further away from the true data distribution. These findings highlight the significance of entropy management in developing high-quality super-resolution models.

E. Relevance With Range-Null Space Decomposition

Furthermore, we can choose a specific form of \( \bar{v} \) in (7) as \( \bar{v} = (I - D^1D)y_q \), where \( y_q \) follows the distribution \( P(I_y|I_x) \). Then we can reformulate (7) as

\[
I_y = D^1I_x + \bar{v} = D^1I_x + (I - D^1D)y_q.
\]

(32)

This equation exhibits an interesting property when we multiply both sides by \( D \), yielding

\[
DI_y = D^2I_x + D(I - D^1D)y_q = I_x + 0,
\]

(33)

where 0 denotes the zero vector. Notice that the term \( D^1I_x \) on the left-hand side becomes \( I_x \) when we multiply it by \( D \) on the left, whereas the term \( (I - D^1D)y_q \) on the right-hand side disappears, resulting in 0. Therefore, the term on the left-hand side can be referred to as the range-space, which contains all possible linear combinations of \( DI_y \), while the term on the right-hand side is called the null-space, which contains all possible linear combinations that lead to zero. Here, \( y_q \) represents the projection of the null-space. The decomposition above is also known as the Range-Null Space Decomposition (RND).

Theorem 1 can be reformulated in terms of the null-space. The midpoint \( \hat{I}_y \) of the Euclidean distance distribution \( P(I_y|I_x) \) can be expressed as

\[
\hat{I}_y = \arg \min_{I_y} \sum_{i=1}^{N} d(I_i^y, I_y) = E(P(I_y|I_x))
\]

\[
= \sum_{i=1}^{N} p(I_i^y|I_x)I_i^y \quad \left( \text{where} \sum_{i=1}^{N} p(I_i^y|I_x) = 1 \right)
\]

\[
= \sum_{i=1}^{N} [p(I_i^y|I_x)(D^1I_x + (I - D^1D)y_q)]
\]

\[
= D^1I_x + p(I_i^y|I_x)(I - D^1D)E(y_q)
\]

\[
= D^1I_x + p(I_i^y|I_x)(I - D^1D)E(P(I_y|I_x)).
\]

(34)

Therefore, the distance between the midpoint of the distribution \( \hat{I}_y \) and the projection point on the hyperplane \( D^1I_x \) can be rewritten as

\[
L = |\hat{I}_y - D^1I_x|
\]

\[
= |D^1I_x + p(I_i^y|I_x)(I - D^1D)E(P(I_y|I_x)) - D^1I_x|
\]

\[
= |p(I_i^y|I_x)(I - D^1D)E(P(I_y|I_x))|.
\]

(35)

Since \( (I - D^1D) \) and \( E(P(I_y|I_x)) \) are constant, let \( c = (I - D^1D)E(P(I_y|I_x)) \) denote a constant, the distance thus becomes

\[
L = |c|p(I_i^y|I_x).
\]

(36)

As demonstrated in Section III-C, the information entropy is positively influenced by two main factors: the variation of the distribution and the number of data. Using RND, we can directly examine the relationship between distance \( L \) and the entropy of the distribution \( H(P(I_y|I_x)) \). This provides a more abstract interpretation that does not rely on the assumption that the distribution \( P(I_y|I_x) \) conforms to a Gaussian distribution.

F. Discussion

Numerous recent studies have endeavored to tackle the issue of over-smoothing and proposed a diverse range of techniques to produce high-quality images with enhanced perceptual features. These approaches can be broadly classified as attempting to implicitly optimize the COO problem from two different viewpoints.

Approaches of the first perspective aim to enhance the model’s ability to learn the conditional distribution by optimizing network blocks or increasing the model’s number of parameters, such as SwinIR [14] and RCAN [30]. By improving model capacity, the discriminative ability towards similar low-resolution inputs also increases, leading to a reduction in the potential range of values for the high-resolution conditional distribution given a specific low-resolution input. As a result, the entropy \( H(I_y|I_x) \) is decreased, and the output can be closer to the HR distribution (Theorem 2). However, such methods typically require numerous experiments and consume significant computational resources, making them computationally inefficient.

Note that, ideally, the model does not alter the entropy of the data, but in practice, the entropy of the data is related to the discriminative power of a model. This is because it is unlikely to encounter situations where different high-resolution images have exactly the same low-resolution counterparts. Generally,
the more capable the model is of distinguishing similar low-resolution images, the fewer possible high-resolution images there will be, and consequently, the lower the entropy. To illustrate this point more clearly, we present a toy example as shown in Fig. 4. We train 3 Multi-layer Perceptrons (MLP) with different units, each MLP has an input layer, a hidden layer, and an output layer. We provide more details of this toy example in Appendix D, available online.

In the second perspective of SR approaches, researchers have explored an alternative approach by optimizing the distance between distributions instead of relying solely on the euclidean distance. These approaches involve transforming SR into a conditional generation problem and utilizing various generative frameworks, such as GAN-based loss [9], [15], flow-based models [17], and diffusion-based models [18], to achieve higher perceptual quality. In addition, the Perceptual Loss [10] approach employs pre-trained neural network to constrain the feature distance between generated images and real images. The feature distance represents the perceptual quality distance, and the neural network loss is a relaxed version of the euclidean distance loss. Despite these advantages, the results generated by these models often exhibit a high degree of randomness, leading to poor consistency with the input.

To address this issue, we have proposed an explicit solution approach that involves reducing the variance of the potential HR distribution. Specifically, we propose the detail enhanced contrastive loss (DECLoss), which utilizes the clustering property of contrastive loss to alleviate the problem of high entropy in SR generation. By reducing the variance of the HR distribution, DECLoss aims to produce higher-quality SR images with improved consistency.

IV. METHOD

A. Motivation

In Fig. 2(d), we present an approach for estimating the distribution of the high-resolution (HR) image conditioned on a low-resolution (LR) image \( P(I_y|I_x) \), where we assume that this distribution follows a Gaussian distribution. In essence, we aim to reduce the variance of this distribution by increasing the probabilities of a few HR pixels close to the mean and decreasing the probabilities of the remaining HR pixels. Note that, we are not referring to the property of the distribution of generated high-resolution images given a low-resolution image, but that of the potential high-resolution images given a low-resolution image. To this end, we propose utilizing a contrastive learning method [21]. However, applying contrastive learning at the pixel-level is a challenging task due to its exponential computational requirements and difficulty in setting positive and negative samples. Therefore, we propose to relax the constraints to the patch-level.

It is important to note that in our proposed approach, we assume that small patches possess the same properties as individual pixels and remain consistent with the characteristics of the COO problem. Specifically, we interpret the center of the circle in Fig. 4 as a set of LR patches with differences smaller than the threshold \( \Delta \), which is essential to our method.

Regarding the selection of positive and negative samples, we adopt the PSNR similarity metric to separate them. Specifically, we define positive samples as those with a PSNR similarity measure greater than \( \Delta \) and negative samples as those with a PSNR similarity measure less than \( \Delta \).
greater than or equal to a specified threshold \( \eta \), while negative samples correspond to those with a PSNR similarity measure less than \( \eta \). The PSNR similarity measure \( M_{i,j} \) for a pair of patches \( P_y^i \) and \( P_y^j \) is defined as

\[
M_{i,j} = -20 \times \log_{10} \left( \frac{||P_y^i - P_y^j||_2}{\text{MAX}} \right), \quad M \in \mathbb{R}^{B_p \times B_p}, \tag{37}
\]

where \( ||\cdot||_2 \) denotes the \( L_2 \)-norm, \( B_p = B \times N \), and \( \text{MAX} \) represents the upper bound of the color space. Furthermore, when the PSNR similarities of corresponding HR patches are greater than the threshold \( \eta \), we treat the corresponding LR patches as one patch. This approach is preferred because PSNR is an easy-to-set threshold metric that effectively discriminates between positive and negative samples.

3) Contrastive Learning: Taking inspiration from \cite{47}, we employ the cosine similarity as the constraint term. To ensure the stability of the constraint, we measure the cosine similarities not only from the predicted high-resolution patches \( \hat{P}_y \) to the ground truth high-resolution patches \( P_y \) (referred to as \( S_{\text{sr} \rightarrow \text{hr}} \)), but also from \( \hat{P}_y \) to \( \hat{P}_y \) (referred to as \( S_{\text{sr} \rightarrow \text{sr}} \)). Mathematically, the cosine similarities are computed as follows,

\[
S_{\text{sr} \rightarrow \text{hr}}^{i,j} = \frac{P_y^i \cdot \hat{P}_y^j}{||P_y^i||_2 ||\hat{P}_y^j||_2}, \quad S_{\text{sr} \rightarrow \text{hr}} \in \mathbb{R}^{B_p \times B_p}, \tag{38}
\]

\[
S_{\text{sr} \rightarrow \text{sr}}^{i,j} = \frac{\hat{P}_y^i \cdot \hat{P}_y^j}{||\hat{P}_y^i||_2 ||\hat{P}_y^j||_2}, \quad S_{\text{sr} \rightarrow \text{sr}} \in \mathbb{R}^{B_p \times B_p}. \tag{39}
\]

where \( P_y^i \) and \( \hat{P}_y^j \) represent the \( i \)th and \( j \)th patches of \( P_y \) and \( \hat{P}_y \), respectively, and we measure the similarities of samples across the current batch \( B_p = B \times N \).

A desirable property of the contrastive samples is that they should originate from similar/dissimilar patches with comparable textures across the entire dataset. However, this is computationally prohibitive, as it would entail loading the entire dataset and calculating the similarity/dissimilarity of patches for each training iteration. Hence, we adopt the batch-wise strategy, which is a prevalent practice in many machine-learning methods. When the batch size is sufficiently large, it can be regarded as a reasonable compromise between the computational cost and the approximation of the entire dataset.

Next, we compute the scores for the positive and negative samples, represented as \( Q_{\text{pos}} \) and \( Q_{\text{neg}} \), respectively. Specifically, for the positive samples, we sum over all \( j \) such that the PSNR similarity \( M_{i,j} \) of the \( i \)th and \( j \)th patches of \( P_y \) is greater than or equal to the threshold \( \eta \). The score is computed as a function of the cosine similarities as

\[
Q_{\text{pos}}^{i} = \sum_{j=1}^{B_p} \mathbb{1}_{[M_{i,j} \geq \eta]} \left[ \exp(S_{\text{sr} \rightarrow \text{sr}}^{i,j}) + 2 \exp(S_{\text{sr} \rightarrow \text{hr}}^{i,j}) \right] / t_{\text{pos}}, \tag{40}
\]

where \( t_{\text{pos}} \) is a temperature parameter. Similarly, for the negative samples, we sum over all \( j \) such that \( M_{i,j} \) is less than \( \eta \), and compute the score

\[
Q_{\text{neg}}^{i} = \sum_{j=1}^{B_p} \mathbb{1}_{[M_{i,j} < \eta]} \left[ \exp(S_{\text{sr} \rightarrow \text{sr}}^{i,j}) + 2 \exp(S_{\text{sr} \rightarrow \text{hr}}^{i,j}) \right] / t_{\text{neg}}, \tag{41}
\]

Finally, we define the Detail Enhanced Contrastive Loss (DECLoss), denoted as \( L_d \),

\[
L_d = -\frac{1}{B_p} \sum_{i=1}^{B_p} \log \left( \frac{Q_{\text{pos}}^{i}}{Q_{\text{neg}}^{i}} \right), \tag{42}
\]

C. Applying DECLoss

We propose an algorithm shown in Algorithm 1 for training a super-resolution model \( F \) with DECLoss. In Algorithm 1, we combine DECLoss with \( L_1 \) loss and perceptual loss to enhance the image reconstruction quality as used in ESRGAN \cite{9}. The \( L_1 \) loss is defined as the 1-norm distance between the generated image and its ground truth, which ensures that the reconstructed image has high fidelity to the original. The \( L_1 \) loss is computed as

\[
L_1 = ||\hat{y} - y||_1. \tag{43}
\]

where \( \hat{y} \) and \( y \) are the generated and ground truth images, respectively. In addition to the \( L_1 \) loss, the perceptual loss is used to measure the distance between the feature representations of the generated and ground truth images. A pre-trained VGG-19 network \cite{47} is used to generate a feature map \( \phi \), which is used to compute the perceptual loss. Specifically, the perceptual loss is defined as

\[
L_p = ||\phi(\hat{y}) - \phi(y)||_2. \tag{44}
\]

The final loss function \( L \) is a weighted sum of the \( L_1 \), perceptual, and the Detail Enhanced Contrastive loss (DECLoss), which is defined as

\[
L = \omega_1 \times L_1 + \omega_2 \times L_p + \omega_3 \times L_d. \tag{45}
\]

The weights \( \omega_1, \omega_2, \) and \( \omega_3 \) are used to balance the contributions of each loss term and are determined empirically. The DECLoss loss \( L_d \) is defined in (42), where the distance between \( Q_{\text{pos}}^{i} \) and \( Q_{\text{neg}}^{i} \) is constrained such that the distance of \( Q_{\text{pos}}^{i} \) is reduced if the distance of \( Q_{\text{neg}}^{i} \) is increased. This encourages the clustering of positive samples, which aids in the enhancement of image features.

Notably, the COO problem is a fundamental challenge in image super-resolution, which arises from the ill-posed nature, and is a consequence of employing MSE Loss \cite{7, 11}, which inherently struggles to capture the full complexity of real-world image degradation and restoration processes \cite{48}. As a result, achieving a complete resolution of the COO problem becomes an intricate endeavor \cite{11}. Our approach offers a noteworthy step forward by providing a partial resolution to the COO problem. Through extensive experimentation and careful consideration, we’ve endeavored to navigate the delicate balance between preserving the truthfulness of the restored images and enhancing their perceptual consistency. Our method strives to achieve the best attainable trade-off within the constraints of
Applying DECLoss to Train a Super-Resolution Model.

**Algorithm 1:** Applying DECLoss to Train a Super-Resolution Model.

**Input:** LR image dataset $\mathcal{X}$ and corresponding HR image dataset $\mathcal{Y}$, number of training iteration $T$.

**Output:** Super-resolution model $F_\theta$.

1: for $t = 1, 2, \ldots, T$ do
2: Sample a batch of LR images $I_x$ and corresponding HR images $I_y$ from $\mathcal{X}$ and $\mathcal{Y}$, respectively.
3: Obtain SR images: $\hat{I}_y = F_\theta(I_x)$.
4: Reshape $I_y$ and $\hat{I}_y$ into patches $P_y$ and $\hat{P}_y$, respectively.
5: Obtain positive samples $Q_{pos}$ and negative samples $Q_{neg}$ using $P_y$ and $\hat{P}_y$ as (38) to (41).
6: Calculate the DECLoss using positive samples $Q_{pos}$ and negative samples $Q_{neg}$ as (42).
7: Calculate the $L_1$ loss and perceptual loss using (43) to (44).
8: Calculate the final loss $L$ using DECLoss, $L_1$ loss and perceptual loss as (45).
9: Update the parameter of $F_\theta$ by taking a stochastic gradient descent step on $L$.
10: end for

V. EXPERIMENTATION

A. Settings

The models are trained on two large-scale datasets, DIV2K [24] and Flickr2K [8], using bicubic interpolation to down-sample the high-resolution (HR) images and obtain corresponding low-resolution (LR) training data. The trained models are evaluated using standard super-resolution (SR) benchmarks, including DIV2K(test) [24], BSD100 [49], and Urban100 [23]. Specifically, we focus on evaluating the performance of the RRDB [9] trained with $L_1$ loss, while Config. 2 shows the results of RRDB trained with both $L_1$ loss and our DECLoss. Config. 3 is the results trained by $L_1$ loss and Perceptual Loss [10]. Config. 4 corresponds to RRDB trained with our proposed DECLoss (42). Config. 5 represents the official results of ESRGAN, where RaGAN is combined with RRDB. Finally, Config. 6 demonstrates the results of our proposed DECLoss combined with RaGAN.

B. Ablation Studies

1) Comparisons of Different Loss Configurations: To demonstrate the effectiveness of our proposed DECLoss, we conducted an ablation study with different loss configurations. Table I and Fig. 6 summarize the results of the study. Config. 1 represents the baseline RRDB [9] trained with $L_1$ loss, while Config. 2 shows the results of RRDB trained with both $L_1$ loss and our DECLoss. Config. 3 is the results trained by $L_1$ loss and Perceptual Loss [10]. Config. 4 corresponds to RRDB trained with our proposed DECLoss (42). Config. 5 represents the official results of ESRGAN, where RaGAN is combined with RRDB. Finally, Config. 6 demonstrates the results of our proposed DECLoss combined with RaGAN.

Our experimental results indicate that Config. 6 achieves higher subjective and objective quality compared to the ESRGAN (Config. 5). Specifically, the incorporation of DECLoss (Config. 4) and the combination of DECLoss with RaGAN (Config. 6) show notable improvements in both subjective and objective evaluations compared to Config. 1, Config. 3 and Config. 5. Furthermore, adding DECLoss to L1 loss alone (Config. 2) also leads to a significant improvement in the LPIPS score. Based on these observations, we conclude that our method is a simple yet effective way to enhance the perceptual quality of the super-resolved images. These findings demonstrate the efficacy and robustness of our proposed DECLoss.

In order to investigate the perception-distortion tradeoff of our proposed method, we conduct ablation studies with different settings of ESRGAN with or without DECLoss, and plot the tradeoff curve on the DIV2K [24] dataset. Specifically, we use two extreme cases as the baseline: using only $L_1$ loss as the reconstruction loss and using all losses as the full objective function, respectively, and we interpolate between them by varying the weights of the losses to obtain different tradeoff points. We use the same metrics as before to evaluate the performance of the methods: PSNR and LPIPS. The results are shown in Fig. 7. As can be seen, our method with DECLoss achieves a new Pareto front of the tradeoff curve, meaning that it outperforms ESRGAN without DECLoss on both metrics for any given tradeoff point. We acknowledge that the trade-off between perception and distortion remains a complex matter, and we firmly believe that each model possesses its own ideal perception-distortion curve. Our method endeavors to approach this ideal by optimizing the trade-off to create images with enhanced perceptual quality while minimizing distortion.
TABLE I

| Config | Model | $L_1$ (Eq. 44) | $L_p$ (Eq. 42) | $L_d$ (Eq. 42) | RaGAN | $\triangle$PSNR | $\downarrow$LPiPS |
|--------|-------|----------------|----------------|----------------|-------|-----------------|----------------|
| 1      | RRDB  | ✓              | ✓              | ✓              | ✓     | 29.47           | 0.130          |
| 2      | RRDB  | ✓              | ✓              | ✓              | ✓     | 29.17           | 0.121          |
| 3      | RRDB  | ✓              | ✓              | ✓              | ✓     | 29.10           | 0.117          |
| 4      | RRDB  | ✓              | ✓              | ✓              | ✓     | 28.87           | 0.108          |
| 5      | RRDB  | ✓              | ✓              | ✓              | ✓     | 26.63           | 0.092          |
| 6      | RRDB  | ✓              | ✓              | ✓              | ✓     | 28.19           | 0.080          |

We compare different configurations of loss functions. We calculate restoration metrics PSNR and perceptual metric LPiPS [22]. Config. denotes different loss configurations. $L_p$ denotes the perceptual loss [10] and RaGAN is the GAN metric of ESRGAN [9]. All metrics are calculated on the DIV2K [24] validation set.

Fig. 6. Comparison of different configurations of losses.

TABLE II

| Threshold | $\uparrow$PSNR | $\downarrow$LPiPS |
|-----------|----------------|-----------------|
| 30        | 27.854         | 0.1634          |
| 32        | 27.859         | 0.1630          |
| 34        | 27.860         | 0.1626          |
| 36        | 27.843         | 0.1701          |
| 38        | 28.046         | 0.1754          |
| 40        | 28.449         | 0.1830          |

TABLE III

| Batch/patch | $\uparrow$PSNR | $\downarrow$LPiPS |
|-------------|----------------|-----------------|
| 32/4        | 27.648         | 0.1645          |
| 28/6        | 27.895         | 0.1648          |
| 24/8        | 27.860         | 0.1602          |
| 16/12       | 28.021         | 0.1713          |
| 12/16       | 28.230         | 0.1809          |

2) Influence of Clustering Thresholds: The present study aims to investigate the impact of the clustering threshold ($\eta$) on the performance of our proposed method. In particular, we focused on comparing the performance of six different values of $\eta$ ranging from 30 to 40 to determine the optimal threshold for differentiating between positive and negative samples as defined in (37). Our research findings, as presented in Table II, demonstrate that the best performance is achieved with a threshold of 34. In other words, patches with similarities greater than this threshold value are considered positive while the remaining ones are negative. However, our results also show that the performance remains stable within a certain range of values (i.e., 30-36), indicating the robustness of our DECLoss. Nevertheless, as the threshold value increases beyond this range, the DECLoss will gradually converge to the euclidean distance loss, resulting in a reduction in perceptual quality.
TABLE IV

| Benchmark | Metric | RankSRGAN [15] | ESRGAN [9] | SwinIR-Real [14] | SPSR [51] | LDL [52] | FeMaSR [53] | DECloss |
|-----------|--------|----------------|------------|------------------|---------|---------|-------------|--------|
| DIV2K     | PSNR   | 26.55          | 26.64      | 27.80            | 26.70   | 27.32   | 22.96       | 28.19  |
|           | LPIPS  | 0.999          | 0.992      | 1.105            | 0.911   | 0.882   | 0.158       | 0.080  |
| Urban100  | PSNR   | 22.98          | 22.78      | 23.08            | 23.24   | 23.90   | 20.21       | 24.51  |
|           | LPIPS  | 0.122          | 0.108      | 0.103            | 0.104   | 0.094   | 0.165       | 0.093  |
| BSD100    | PSNR   | 24.13          | 25.97      | 24.57            | 24.12   | 24.39   | 21.77       | 24.61  |
|           | LPIPS  | 0.114          | 0.108      | 0.110            | 0.109   | 0.102   | 0.157       | 0.105  |

Specifically, DECloss is combined with RaGAN and trained on RRDB [9].

3) Influence of Contrastive Temperatures: Regarding the contrastive temperatures, we conducted two sets of experiments using fixed $t_{neg} = 1.5$ and varying $t_{pos} = \{0.5, 1.0, 1.5, 2.0, 4.0, 8.0\}$, we also fixed $t_{pos} = 0.5$ and varying $t_{neg} = \{0.5, 1.0, 1.5, 2.0, 4.0, 8.0\}$, to evaluate the impact of different temperature values on the learning efficiency. As depicted in Fig. 8, our results indicate that the choice of $t_{pos}$ and $t_{neg}$ within a certain range does not have a significant effect on the performance. However, the optimal value for $t_{pos}$ was found to be 0.5, suggesting that larger temperatures could increase the learning efficiency in the context of SR’s contrastive learning.

4) Influence of Different Batch and Patch Sizes: In terms of model performance and computation consumption, the batch size and patch size are two key hyper-parameters that need to be carefully selected. While increasing these parameters may enhance model performance, it also comes at the cost of increased computational resources. Thus, finding the optimal trade-off between these parameters is crucial. In this study, we explored different combinations of batch/patch sizes, namely [32/4, 28/6, 24/8, 16/12, 12/16], each occupying a similar amount of GPU memory. The results presented in Table III indicate that the optimal combination for PSNR is 28/6, while for LPIPS it is 24/8. It is important to note that increasing the batch and patch sizes beyond a certain range may not have a significant effect on the experimental results. Our findings demonstrate the stability of our method under different conditions, which can guide the selection of hyper-parameters for similar tasks in the future.
TABLE V
COMPARISONS WITH STATE-OF-THE-ART REAL-WORLD SR METHODS

| Methods            | RealSR Nikon | RealSR Canon | DRerealSR |
|--------------------|--------------|--------------|-----------|
|                    | PSNR  | LPIPS | PSNR  | LPIPS | PSNR  | LPIPS |
| Real-ESRGAN [54]   | 24.15 | 0.1671 | 24.46 | 0.1630 | 25.82 | 0.1473 |
| Real-ESRGAN+LDL [52] | 23.84 | 0.1679 | 24.16 | 0.1477 | 25.67 | 0.1493 |
| Real-ESRGAN+DECLoss| 24.19 | 0.1645 | 24.51 | 0.1432 | 26.09 | 0.1451 |
| BSRGAN [55]        | 24.38 | 0.1597 | 25.18 | 0.1403 | 26.19 | 0.1493 |
| BSRGAN+DECLoss     | 24.73 | 0.1589 | 25.32 | 0.1363 | 26.38 | 0.1495 |

C. Comparisons With State-of-The-Art Methods

We compare our proposed method, DECLoss, with several state-of-the-art perceptual-driven SR methods on three benchmark datasets: DIV2K [24], Urban100 [23], and BSD100 [49] in the case of 4× bicubic downsampling. We use two metrics to evaluate the performance of the methods: PSNR and LPIPS. PSNR measures the peak signal-to-noise ratio between the SR image and the ground truth image, while LPIPS measures the perceptual similarity between them. Higher PSNR and lower LPIPS indicate better quality of the SR image. The results are shown in Table IV. As can be seen, DECLoss achieves the best performance on both metrics on the DIV2K and Urban100 datasets and the best PSNR on the BSD100 dataset. This demonstrates that DECLoss can effectively enhance the details and textures of the SR images while preserving their naturalness and realism (illustrated in Fig. 9). In particular, DECLoss achieves 28.19 PSNR with 0.080 LPIPS in the DIV2K validation set, which has a 1.55 dB improvement in PSNR and 13% reduction in LPIPS than ESRGAN [9]. The only exception is that LDL [52] has a slightly lower LPIPS than DECLoss on the BSD100 dataset, but it also has a lower PSNR than DECLoss, indicating a trade-off between fidelity and perceptual quality. However, the resolution of the BSD100 dataset is the smallest one among these three datasets, and our proposed method is more focused on large resolution. This means that DECLoss can handle more challenging SR scenarios and produce more realistic and detailed SR images.

We further compare our proposed method, DECLoss, with state-of-the-art real SR methods on three real-world SR datasets: RealSR Nikon [56], RealSR Canon [56], and DRealSR [57]. These datasets contain real low-resolution images captured by different cameras and corresponding high-resolution images obtained by different methods. We use the same metrics as before to evaluate the performance of the methods: PSNR and LPIPS. The
results are shown in Table V. As can be seen, DECLoss improves the performance of both Real-ESRGAN [54] and BSRGAN [55] on all three datasets on both metrics. This shows that DECLoss can handle real-world SR problems and generate more realistic and detailed SR images. We also show some visual examples of the SR images generated by DECLoss and other methods on real-world SR datasets in Fig. 10 to illustrate the difference in quality, demonstrating our effectiveness and robustness.

D. User Study

We conducted a user study to evaluate the perceptual quality of our method with four state-of-the-art methods: FeMaSR [53], LDL [52], SPSR [51], and ESRGAN [9]. We invited 46 participants, ranking the results of each method on a scale from 1 (worst) to 5 (best) for 25 groups of images generated by the methods above. We collected a total of 1140 votes from the participants and analyzed the preferences of each method based on the percentage and number of votes for being in the Top 3 and Top 1 positions, and the average rank of each method. As illustrated in Fig. 11, the results demonstrate that our method outperforms the existing state-of-the-art methods, receiving more than half of the votes for being the best method and one-third of the votes for being in the top three methods. Our method also achieves superior perceptual quality and visual fidelity, as shown by qualitative and quantitative comparisons.

VI. CONCLUSION

In this study, we have identified and defined the Center-oriented Optimization (COO) problem, which is a critical obstacle in enhancing the perceptual quality of PSNR-oriented models. This discovery constitutes an important contribution to the theory of perceptual-driven super-resolution and opens up new avenues for the interpretation of existing methods. Our analysis suggests that many commonly used techniques, including perceptual loss, model optimization, and GAN-based methods, implicitly mitigate the COO problem by reducing the data entropy. To address this problem, we have proposed a novel technique called Detail Enhanced Contrastive Loss (DECLoss). DECLoss utilizes the clustering property of contrastive learning to directly minimize the entropy of the potential HR distribution, thereby optimizing the COO problem. Our experimental results demonstrate the effectiveness and superiority of DECLoss on a range of SR benchmarks when combined with RaGAN. Specifically, DECLoss outperforms the state-of-the-art methods in both subjective metric LPIPS and objective metric PSNR. Notably, PSNR-oriented models can also enhance their perceptual quality by simply adding DECLoss. We plan to continue our research on this problem and refine our theory. Our future work will focus on exploring new methods to alleviate the COO problem and further improve the performance of perceptual-driven super-resolution models. Overall, our findings provide a deeper understanding of the COO problem and offer a promising approach for enhancing the perceptual quality of SR models.
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