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ABSTRACT Due to the large number of typical applications, it is very important and urgent to study the fast classification learning of accumulated big data in nonstationary environments. The newly proposed algorithm, named Learn++.NSE, is one of the important research results in this research field. And a pruning version, named Learn++.NSE-Error-based, was given for accumulated big data to improve the learning efficiency. However, the studies have found that the Learn++.NSE-Error-based algorithm often encounters a situation that the newly generated base classifier is pruned in the next integration, which reduces the accuracy of the ensemble classifier. The newly generated base classifier is very important in the next ensemble learning and should be retained. Therefore, the two latest base classifiers are retained without being pruned, and a new pruning algorithm named NewLearn++.NSE-Error-based was proposed. The experimental results on the generated dataset and the real-world dataset show that NewLearn++.NSE-Error-based can further improve the accuracy of the ensemble classifier under the premise of obtaining the same time complexity as Learn++.NSE algorithm. It is suitable for fast classification learning of long-term accumulated big data.

INDEX TERMS Ensemble learning, nonstationary environment, classification algorithm, big data mining

I. INTRODUCTION

With the popularity of mobile network, smart devices, Internet of Things and the development of cross-platform technology, various application systems built on many different platforms have accumulated large-scale data sets in the form of data streams. The big data is gradually accumulated in the form of time-efficient data streams, which is characterized by the fact that the probability distribution of data generation is generally changing and unstable. This produces lots of important research problems...
about efficient classification learning of big data that is gradually accumulated in the nonstationary environments.

Due to the urgent needs of many typical applications, the method of efficient classification learning of big data, which is continuously accumulated in nonstationary environments, has become one of the focuses and hotspots in the research field of data mining [1-7]. For example, in the user comment analysis system of the e-commerce platform, the classification model can be established according to the positive and negative comment texts, so as to understand the advantages and disadvantages of the enterprise’s products, and then continuously improve the products and maintain the competitiveness of the enterprise. User comments are affected by the product's life cycle, trend direction and the maturity, which is a typical big data classification learning problem in nonstationary environments. And for example, in the smart grid control system, smart meters distributed around the site gradually collect users’ electricity consumption information and return them to the data processing center to further mine the classification model, which can be used to predict the electricity consumption in advance, formulate energy-saving electricity generation and transmission plans, and smooth the electricity load. Obviously, users’ electricity consumption data is affected by different seasons, weather and the time, and the smart meter itself also would have aging, failure and attenuation. Therefore, the smart control system of the smart grid also includes the demand for classification learning of electricity consumption big data accumulated in nonstationary environments. Similar application scenarios are very typical in real life and production practice, and the researches in this field have important practical background and theoretical significance.

Because there are many typical applications of classification learning in nonstationary environments and they have close relationship with social practice, a lot of new and effective classification learning algorithms have emerged in this research area. According to the amount of data processed at one time, it can be divided into online classification algorithms and batch processing classification algorithms. Many algorithms can also be divided into single-classifier algorithms and multi-classifier ensemble algorithms based on the construction of the classification model. According to the detection mechanism to decide whether the generation environment of accumulated big data has changed, they can be divided into active detection algorithms and passive detection algorithms [8-10].

Among the numerous algorithms, it is worth paying attention to the recently proposed Learn++.NSE algorithm [7][11][12]. Learn++.NSE is a passive, multi-classifier integrated batch classification algorithm. The experimental results on the real-world dataset and the generated dataset show that in the process of classification learning for the accumulated big data in nonstationary environments, the Learn++.NSE algorithm has achieved more accurate and stable classification results than the single-classifier algorithm. The Literature [11] also points out that if not pruning, Learn++.NSE will achieve higher classification accuracy. Especially in the environment of periodic recurrence, Learn++.NSE will better show the advantage of retaining all the base classifiers. However, if all base classifiers are retained, as the number of base classifiers increases, the ensemble time of Learn++.NSE will increase exponentially. Therefore, Learn++.NSE also offers a pruning version when considering execution efficiency, which includes two different pruning strategies: pruning according to the accuracy of the base classifier and pruning according to the generation time of the base classifier.

In our previous research, it can be found that there is a way to further optimize the pruning mechanism of the Learn++.NSE-Error-based algorithm, which perform pruning based on the accuracy of the base classifier. Therefore, a pruning optimized fast Learn++.NSE algorithm was proposed, referred to as NewLearn++NSE-Error-based. Theoretical analysis and experiments show that the NewLearn++.NSE-Error-based algorithm can further improve the classification accuracy of the ensemble classification model, which is suitable for efficient classification learning of accumulated big data in nonstationary environments.
The main contributions of this paper include the following three aspects:

1) The shortcomings of the pruning mechanism of the original Learn++.NSE-Error-based algorithm were found, and a new pruning mechanism was designed to retain the latest two base classifiers without pruning, which built a foundation for the NewLearn++.NSE-Error-based algorithm.

2) Based on the new pruning mechanism, a new pruning algorithm for Learn++.NSE is proposed. The pruning algorithm further improves the accuracy of the integrated classification model for accumulated big data.

3) Comparison and analysis were made between the proposed NewLearn++.NSE-error-based algorithm and the original Learn++.NSE-Error-based algorithm on the data set generated by the program and the data set in the real world. The experimental results verify that under the same learning scenario, the NewLearn++.NSE-error-based algorithm can further improve the accuracy of the integrated classification model compared with the Learn++.NSE-error-based algorithm, which is suitable for the rapid classification learning for the accumulated big data.

II. The Related Research Work and Algorithms

The algorithms as far as we know for leaning in nonstationary environments can be summarized as a mind map in Figure 1. In the algorithms of classification learning for big data accumulated in nonstationary environments, the online classification algorithm processes one instance data at a time, which can adapt to changes of data generation environment more quickly, but with poor stability. In addition, the online classification algorithm is susceptible to interference from the order of learning data and noise data[12].

The typical online classification algorithms include TSVDD[13], eAdaBoost[14], KB-IELM[15], OS-ELM[16], etc. The batch processing classification algorithm processes a batch of data at a time, which can rely on the more data to overcome the interference of noise data, and the classification result is relatively stable. However, if the batch data is multi-source and the distribution probability is different, the algorithm is more difficult to process. The typical batch processing classification algorithms include IGMM-CD[17], EDTU[18], Learn++.NSE[11], etc. In order to improve the execution efficiency, the batch processing algorithm could make use of the parallel computation mechanism. Under this mechanism, different data batches are analyzed by different computers or different CPU cores. The parallel computer mechanism accelerates the data processing process, which is very suitable for big data. Take the PRLearn++.NSE [19] for example, which is proposed in our previous research to improve classification learning efficiency for big data, it uses the old base-classifiers as a supplement to the new base-classifier. It constructs a fast and parallel ensemble mechanism to accelerate the execution of original Learn++.NSE.

The single classifier algorithm generally has a low amount of calculation, but the classification accuracy is also low. And in order to take into account the retention of the original classification information, the adjustment is slow when processing new data. Typical algorithms include VFDT[20], ODTC[21], iCaRL[22], and the online limit learning algorithm WOS-ELM[23], which using neural networks for learning, etc. The multi-classifier ensemble algorithm is more popular for the classification learning of accumulated big data where the data generation environment may change. Because the multi-classifier ensemble algorithm generally has a lower classification error rate than the single-classifier algorithm, it is easier to adjust to the new data generation environment by adding and removing the base classifier, and the outdated classification information can be eliminated by deleting the base classifier. By flexibly adding and removing base classifiers and adjusting the weight of each base classifier, the multi-classifier ensemble algorithm can generally obtain a lower classification error rate and a more stable classification result than the single-classifier algorithm. Typical multi-classifier ensemble algorithms include SEA[24], ONSBoost[25], DWM[26], Learn++.NSE, etc.

The passive detection algorithm assumes that the probability distribution of data generation may change over time. Therefore, regardless of the change, the classification model must be updated whenever a new dataset arrives.
However, with the increase of base classifiers, the update efficiency decreases rapidly. Pruning the base classifier can improve the update efficiency, but useful classification information may be lost, which needs to be comprehensively considered according to the actual situation. Typical passive detection algorithms include OLIN\cite{27}, Learn++.NSE, etc. The active detection algorithms attempt to determine whether the probability distribution of data generation has changed, and updates the classification model only when the probability distribution has changed, so as to avoid invalid update and can improve the execution efficiency. However, there are risks of false positive and false negative in the judgment of the active detection algorithm, especially when disturbed by noise data. Typical active detection algorithms include CUSUM\cite{28}, JIT\cite{29}, ICI\cite{30}, etc.

![FIGURE 1. The mind map of learning in nonstationary environments](image)

It is worth noting that many algorithms provide the pruning strategies in consideration of the classification learning efficiency of accumulated big data. For example, the SEA algorithm fixes the capacity of the ensemble classifier. When the ensemble capacity is exceeded, it would be pruned according to the generation time or accuracy of the base classifier. In addition, the ensemble capacity of the DWM algorithm is not fixed but dynamically adjusted, but once the set capacity is exceeded, the base classifier will also be pruned according to the preset criteria. Learn++.NSE also provides two versions: Learn++.NSE-Error-based that preforms pruning based on the accuracy of the base classifier and Learn++.NSE-Age-based that preforms pruning based on the generation time of the base classifier. There is no definite advantage or disadvantage between the two methods, which needs to be selected according to the data generation situation in actual applications. Considering the research results in the literature \cite{11}, under the same test conditions, Learn++.NSE can achieve a lower classification error rate compared to SEA algorithm and DWM algorithm. In addition, the Learn++.NSE algorithm can also deal with the case of variable rates and periodic data generation that the above algorithms cannot handle well. Therefore, taking Learn++.NSE-Error-based as an optimization research object, the classification accuracy of the classification model is further improved.

III. Learn++.NSE-Error-based Algorithm

Learn++.NSE algorithm is a passive, batch-type multi-classifier ensemble learning algorithm. The Learn++.NSE algorithm uses the time-adjusted loss function named sigmoid to calculate the weighted average error rate of base classifiers generated in different periods. Each base classifier calculates the voting weight according to its own weighted average error rate, so that the recent base classifier with a lower weighted average classification error rate can obtain a higher voting weight. It is found that the Learn++.NSE algorithm without pruning can achieve more stable and accurate classification results. However, if the base classifier is not pruned, the time for the Learn++.NSE algorithm to construct the ensemble classifier will increase exponentially, which will greatly affect the efficiency of the algorithm in processing accumulated big data. Therefore, the Learn++.NSE algorithm also provides a pruning version. When considering the efficiency of processing big data, the pruning version of Learn++.NSE can be selected. The Learn++.NSE algorithm can remove the oldest base classifier based on the generation time of the base classifier (Learn++.NSE-Age-based).

The implementation details of Learn++.NSE-Error-based are given below. Define the meaning of operator \([\ ]\) as\([A] = \{1, A = True\}
\(0, A = False\).

**Input:**
- Training dataset \(d^t\), \(t=1,2,3,\ldots\), \(d^t\) is \(\{x^t(i) \in X; y^t(i) \in Y = \{1,\ldots,c\}\}, i = 1,\ldots,m^t\), \(x^t(i)\) represents the data point at time \(t\), \(y^t(i)\) represents the category in
\( \{1, \ldots, c\} \) which the data point belongs to at time \( t \), \( n^t \) represents the number of data points, \( d^t \) represents batch data gradually accumulating to form big data.

\( \circ \) A classification algorithm for forming base classifiers, strong classification algorithm is recommended.

\( \circ \) The falling morphological parameter \( a \) of the Sigmoid function, the half value intersection parameter \( b \).

\( \circ \) The capacity of the base classifier \( \text{ensembleSize} \).

**Output:** The Ensemble classification model \( H^t \).

Perform the following steps for each batch of dataset \( d^t \) as Fig. 2.

**FIGURE 2.** The flow diagram of Learn++-NSE-Error-based algorithm

In the step 5 of Learn++-NSE-Error-based algorithm, when calculating the error rate of the base classifier, the \( D^t \) obtained by the steps 2) and 3) were used for weighting. The purpose of doing this is that when calculating the error rate of the base classifier, if the base classifier cannot correctly classify the data that the current ensemble classifier misclassified, the base classifier will get a higher penalty and get a lower voting weight. In other words, the base classifier that can correctly classify data that the current ensemble classifier cannot correctly classify will get a higher voting weight. In this way, the overall ensemble classifier tends to be positively optimized and strives to identify data that is not
easy to classify, which can reduce the classification error rate of the ensemble classifier.

Additionally, when the ensemble classifier gets a lower error rate, $E^t$ is smaller, and the base classifier of the misclassified instance is punished more heavily. This is because the low classification error rate obtained by the ensemble classifier means that the environment has not changed significantly, and these instances should have been learned before and should be correctly classified. If this data is misclassified by a base classifier at this time, the voting weight should be greatly reduced and heavy penalty should be given. On the contrary, $E^t$ is larger, it means that the environment has greatly changed. These instances have not been analyzed before, and the penalty for misclassification should be lighter, and more base classifiers should be encouraged to cooperate to perform ensemble classification and reduce the classification error rate.

The research results show that the Learn++.NSE algorithm significantly improves the classification accuracy compared to the single-classifier algorithm, SEA algorithm and DWM algorithm\[11\]. In addition, its pruning version Learn++.NSE-Error-based algorithm was given a Java implementation in the latest version of the massive online learning platform Massive online analysis (MOA).

IV. NewLearn++.NSE-Error-based Algorithm

A careful analysis about the implementation details of the Learn++.NSE-Error-based algorithm shows that in order to realize efficient classification learning of accumulated big data, the Learn++.NSE-Error-based algorithm sets an upper limit, that is \textit{ensembleSize}, on the number of base classifiers. When the number of base classifiers exceeds the limit value, according to the classification error rate of each base classifier on the current dataset, the base classifier with the highest classification error rate is deleted, and the final ensemble classifier is generated from remaining base classifiers.

Because the pruning algorithms focus on the execution efficiency, they would set an upper limit on the base-classifiers. When the number of base-classifiers exceeds the upper limit, some pruning strategy would remove the base-classifier that is unsuitable. The pruning strategy could be that removing the oldest base-classifier based on generation time. The rationale for this is that the generation of data could change, the oldest base-classifier should be the one that is most unsuitable and should be removed. The pruning strategy also could be that removing the one of highest error rate after evaluating all the base-classifiers. The rationale for this is that since the one has the highest error rate, it should be most unsuitable for current data set and should be removed.

There is no fixed good or bad among the two different pruning strategies when dealing with data set. The final learning result is relative to the distribution of data and the change of the distribution. The choose of the pruning strategy should accord to the actual application scenarios. Without losing generality, the Learn++.NSE-Error-based algorithm based on error rate is chosen for comparative study.

The research shows that under the premise of considering the efficiency of ensemble classification learning for accumulated big data, Learn++.NSE-Error-based is an efficient ensemble learning algorithm.

However, during the research process, it can be found that during the integration process of Learn++.NSE-Error-based, the base classifier $h_{t-1}$ that was just generated last time tends to encounter $e_{t-1}^t > 1/2$ in the current classification error rate evaluation process and will be removed. It is considered that the newly generated base classifier should be the most suitable for the current classification learning environment and should not be pruned. In addition, since the currently generated base classifier $h_t$ has the lowest weighted classification error rate and the highest voting weight, the base classifier $h_{t-1}$ will be corrected by $h_t$ and the subsequent base classifier ensemble, even if the data generation environment abruptly changes, and it does not have to be pruned. Therefore, when pruning the base classifier, the proposed NewLearn++.NSE-Error-based algorithm retains the current base classifier $h_t$ and the previous base classifier of the current base classifier $h_{t-1}$ without being pruned, which can further improve the
accuracy of classification learning for accumulated big data. That is the main differences of the two algorithms. The implementation details of the NewLearn++.NSE-Error-based algorithm are described below.

**Input:**

1. Training dataset $d^t$, $t=1,2,3,...$, $d^t$ is $\{x^t(i) \in X; y^t(i) \in Y = \{1,...,c\}\}$, $i = 1,...,m^t$, $x^t(i)$ represents the data point at time $t$, $y^t(i)$ represents the category in $\{1,...,c\}$ which the data point belongs to at time $t$, $m^t$ represents the number of data points, $d^t$ represents batch data gradually accumulating to form big data.

2. A classification algorithm for forming base classifiers, strong classification algorithm is recommended.

3. The falling morphological parameter $a$ of the Sigmoid function, the half value intersection parameter $b$.

4. The capacity of the base classifier $ensembleSize$.

**Output:** Ensemble classification model $H'$.

Perform the following steps for each batch of dataset $d^t$ as Fig. 3

The proposed NewLearn++.NSE-Error-based algorithm analyzes the integration process of base classifiers, proposes to retain the two current base classifiers that are very important for the current classification learning, and selects the base classifier with the highest classification error rate from earlier base classifiers to delete. In the classification learning experiments of generated and accumulated big data, it is proved that this method can further significantly improve the accuracy of the Learn++.NSE-Error-based ensemble classification algorithm.

**V. The Experimental Results and Analysis**

Using the dataset described in the literature [11] (http://users.rowan.edu/~polikar/research/nse/) to analyze the classification learning effect of the proposed NewLearn++.NSE-Error-based algorithm.

Analyzing the time complexity, the time consumption of the two algorithms is mainly concentrated in the evaluation phrase of the base-classifiers when learning the new data set. Assuming the number of the base-classifiers is $N$, the Learn++.NSE-Error-based should evaluate $N$ base-classifiers and the NewLearn++.NSE-Error-based should evaluate $N-2$ base-classifiers. It can be considered that the time complexity of the two algorithms in this stage are both $T(N)$.

In the case that the time complexity of classification learning is almost the same, the classification error rate is compared with the Learn++.NSE-Error-based algorithm.

The experiment environment is ThinkPad T460P, CPU is Core i7-6700, dominant frequency is 2.6GHz, memory is 24GB, Win10 64-bit operating system, the experimental development environment is MATLAB R2016a.

For the fair comparative analysis, the experiments follow these settings: (1) In the process of experiment, the accumulated big data is decomposed to multiple batches of dataset for training of the ensemble classifier. The accumulated big data is generated by nonstationary environments. The data generation distribution, generation rules are not known by the two classification learning algorithms in advance. (2) During the experiment, both classification algorithms use the same base classifier. That is the CART decision tree. The parameters of CART are both mergeleaves=on, minleaf=1, prune=on, surrogate=off. The NewLearn++.NSE-Error-based and Learn++.NSE-Error-based algorithm use the same sigmoid parameters, $a=0.5$, $b=10$, and the pruning threshold $ensembleSize$ is set to 15. (3) Each algorithm ran 20 times, and the values of classification error rate and g-mean were recorded each time.

The experimental results and analysis of the NewLearn++.NSE-Error-based and Learn++.NSE-Error-based algorithm on the artificially generated SEA dataset, the rotating spiral dataset and the real weather prediction dataset NOAA are given below.

**A. The SEA dataset**

The SEA dataset is a data set introduced when the SEA algorithm was proposed, and it is currently a benchmark dataset for testing a classification learning algorithm for accumulated big data in nonstationary environments. The dataset consists of three numeric fields and a class label. To increase the difficulty of classification learning, only two of the three numeric fields are related to classification labels,
and another one is interference data. The classification label is a two-valued attribute. When the sum of the two relevant numeric fields is less than the preset threshold $\sigma^t$, the class label is 2, otherwise 1. In addition, in order to increase the complexity of ensemble classification learning, 10% noise data was added to the training dataset during the experiment. At a given moment, the preset threshold $\sigma^t$ will change to simulate the sudden change in the data generation environment.

The experiment was divided into 200 batches of data, and each batch contains 2000 records, that were 400,000 records. The threshold $\sigma^t$ changed three times at time $t = 50$, $t = 100$, and $t = 150$, that is $4 \to 7 \to 4 \to 7$. While simulating the abrupt change of environment, it also simulates the situation where the data generation environment periodically recurs. Independent test dataset was used to evaluate the classification accuracy of different classification algorithms. In each batch of data, 2,000 test

![Flow Diagram](image-url)

**FIGURE 3. The flow diagram of NewLearn++.NSE-Error-based algorithm**

The experiment was divided into 200 batches of data, and each batch contains 2000 records, that were 400,000 records. The threshold $\sigma^t$ changed three times at time $t = 50$, $t = 100$, and $t = 150$, that is $4 \to 7 \to 4 \to 7$. While simulating the abrupt change of environment, it also simulates the situation where the data generation environment periodically recurs. Independent test dataset was used to evaluate the classification accuracy of different classification algorithms. In each batch of data, 2,000 test
data sets were extracted independently from the same data
generation environment, a total of 200 test data sets were
extracted, and the error rates of different classification
algorithms were calculated.

The experiment recorded the classification error rate of
NewLearn++.NSE-Error-based and Learn++.NSE-Error-
based algorithm for 200 batches of data sets, as shown in
Figure 4. The categories of this dataset are uneven, and the
classification accuracy evaluation index has poor ability to
evaluate the classification model when the categories are
uneven. It is better to use g-mean for evaluation, $g - \text{mean} = \sqrt{\frac{TP}{TP+FN} \times \frac{TN}{TN+FP}}$, as shown in Figure 5.

![FIGURE 4. Classification error rate of two algorithms on SEA](image)

![FIGURE 5. G-mean value of two algorithms on SEA](image)

It can be seen from the Figure 4 that, when the data
generation environment is relatively stable, the
NewLearn++.NSE-Error-based algorithm achieves a lower
classification error rate than the Learn++.NSE-Error-based
algorithm. When the data generation environment changes
suddenly, the NewLearn++.NSE-Error-based algorithm has
a slightly higher classification error rate than the
Learn++.NSE-Error-based algorithm, which is due to the not
pruning strategy of $h^L$ and $h^L_1$. However, the
NewLearn++.NSE-Error-based algorithm would quickly
achieve a lower classification error rate than the
Learn++.NSE-Error-based algorithm. In addition, it can be
seen from Figure 5 that if the data imbalance is considered,
the g-mean value of the NewLearn++.NSE-Error-based
algorithm is always better than the Learn++.NSE-Error-
based algorithm.

Because the classification evaluation index in the
experiment is not the normal distribution, the rank sum test
was used to determine whether the classification learning
effect of the two different classification algorithms is
significantly different. The rank sum test was performed for
the average classification accuracy and average g-mean of
each batch data of NewLearn++.NSE-Error-based and
Learn++.NSE-Error-based algorithm, and the results are
shown in the Table 1. The experimental results in the Table
1 show that the classification learning effect of
NewLearn++.NSE-Error-based and Learn++.NSE-Error-
based algorithm is significantly different, and
NewLearn++.NSE-Error-based is better than Learn++.NSE-
Error-based, which reflects the effectiveness of the
optimized pruning strategy.

B. The Rotating Spiral Dataset

The rotating spiral dataset consists of 4 data point sets
representing four different spirals, of which 2 spirals
represent the majority class and the other 2 spirals represent
the minority class, as shown in Figure 6. In the experiment,
each spiral rotates $2\pi$ radians in 300 time points along the
spiral center at a constant speed, and each time point
produces 500 data points, which constitute the accumulated
big data. In the dataset generated at each time point, the
minority class accounted for 5%. Since the distribution scene
of data points will reappear once every $\pi$ radians, there will
be two repeating scenes of classification training in the
experiment to simulate the periodic imbalanced
classification training scenarios in nonstationary
environments. Because this classification scene is very
difficult to learn, no noise data was added. At each time point,
an independent test dataset was generated according to the
same method to evaluate the classification learning effect of
different classification algorithms.
The experiment recorded the classification error rate of NewLearn++.NSE-Error-based and Learn++.NSE-Error-based algorithm for 300 batches of dataset, as shown in Figure 7. The rotating spiral dataset is a dataset of imbalanced categories. In order to better evaluate the classification learning effect of different algorithms, the g-mean evaluation value of each classification result was recorded, as shown in Figure 8.

C. The NOAA Weather Dataset

The NOAA dataset is weather big data collected by the U.S. National Oceanic and Atmospheric Administration relying on sensors from hundreds of regions around the world. The dataset contains long-term weather information since 1930 and characterizes the changing trends of weather, including wind speed, visibility, temperature, air pressure and other characteristic attributes. In addition, it contains a classification label that indicates whether it is raining. Different from the previous SEA and rotating spiral dataset, which are artificially generated dataset, this dataset is a real-world dataset that can be used to verify the classification learning effect of new classification algorithm in real scenarios. This experiment selected a subset of the dataset, a 50-year weather data of the Offutt Air Base in Nebraska from 1949 to 1999, for classification learning, which is a long-term and periodic accumulated big data set. According to the availability of data, the characteristic attributes with a miss rate of more than 15% were removed, and the remaining 8 attributes were selected as the features of the training set. The dataset contains a total of 18159 records, and 69% of the data were labeled rain=no, 31% were labeled rain=yes. During the experiment, 10% of noise data was randomly generated. The accumulated big data was divided according to the year, and every 365 records constitute a batch of data for classifier training, which was divided into different pruning strategies of the two algorithms. It can be seen from the Figure 7 that in terms of classification error rate, the NewLearn++.NSE-Error-based algorithm is always lower than Learn++.NSE-Error-based. Considering the category imbalance of training dataset, it can be found that the NewLearn++.NSE-Error-based algorithm is always better than Learn++.NSE-Error-based by analyzing the g-mean value, which is shown in Figure 8. It can be seen from the rank sum test of classification learning result indicators shown in Table 1, the classification learning effect of NewLearn++.NSE-Error-based and Learn++.NSE-Error-based algorithm is significantly different, and the NewLearn++.NSE-Error-based algorithm is better than Learn++.NSE-Error-based.
50 batches of dataset. The experiment was performed in the form of training then testing, that is, the first batch of dataset was used for training, the second batch of dataset was used for testing, then the second batch of dataset was trained, and so on. A total of 49 classification prediction results were obtained. The average classification error rate and average g-mean of each prediction were recorded, as shown in Figure 9 and Figure 10.

It can be seen from the Figure 9 that, the classification learning effect of NewLearn++.NSE-Error-based and Learn++.NSE-Error-based algorithm is equivalent at the initial stage. Subsequently, when the size of the ensemble classifier exceeds the preset value, both algorithms started to prune the base classifier. Since the two algorithms adopt different pruning strategies, there is difference in the classification learning effect. As Figure 9, in terms of classification accuracy, the NewLearn++.NSE-Error-based algorithm is generally superior to Learn++.NSE-Error-based. Similarly, considering the g-mean evaluation value in the case of imbalanced training data categories, as shown in Figure 10, it can be concluded that the NewLearn++.NSE-Error-based algorithm is better than Learn++.NSE-Error-based. It can also be seen from the rank sum test of the classification learning result evaluation in Table 1 that there is a significant difference in the classification learning effect of these two algorithms. And the classification learning effect of the newly proposed NewLearn++.NSE-Error-based algorithm is better than that of Learn++.NSE-Error-based algorithm, which reflects the effectiveness of the optimized pruning strategy.

The execution process of the proposed NewLearn++.NSE-Error-based algorithm was carefully analyzed and the reason why the algorithm works was explored. It can be found that during the execution of the Learn++.NSE-Error-based algorithm, the weighted error rate of the newly generated base classifier $h_k$ on the latest data set often appears that $e_k > 1/2$, which makes the final voting weight $W_k$ of the base classifier is very close to 0 and
is very likely to be pruned. This is inconsistent with daily experience. The base classifier that just produced should be very suitable for the current data set and should be used seriously. After analysis, it is found that this is caused by the weighting mechanism of the Learn++ .NSE-Error-based algorithm. This weighting mechanism pays more attention to the data that cannot be recognized by the current ensemble classifier, and the data that cannot be recognized by the current ensemble classifier often cannot be recognized by the recent base classifier, which makes the weighted error rate $\epsilon^*_k$ easily greater than 1/2. The algorithm is optimized by keeping the latest two base classifiers without pruning. The experimental results verified our expected hypothesis and the optimization does help to improve the accuracy of the ensemble classifier.

VI. CONCLUSION

The classic classification learning algorithm Learn++ .NSE in nonstationary environments was optimized, and the new version Learn++ .NSE-Error-based of the algorithm was redesigned to prune according to the accuracy of the base classifier, and a new optimized pruning algorithm NewLearn++ .NSE-Error-based was proposed. The NewLearn++ .NSE-Error-based algorithm retains the latest two base classifiers, which are very important for the current ensemble classification, to avoid the problem of the classification accuracy of the ensemble classifier being reduced due to the wrong pruning of the two base classifiers. Experimental results on real dataset and artificially generated standard test dataset showed that under the premise of the same time complexity, the NewLearn++ .NSE-Error-based algorithm can achieve higher classification accuracy than Learn++ .NSE-Error-based, which is an effective fast classification learning algorithm for accumulated big data. The proposed algorithm can be used in application scenarios such as e-commerce recommendation systems, social public opinion analysis, and intelligent internet of things to improve the accuracy of prediction.

Although this research has made some progress, there are still some shortcomings. For example, it is still dissatisfied that the pruning strategy of the algorithm proposed so far. The base classifier of current algorithms will no longer be selected to use after it is deleted, which may make the ensemble classifiers cannot well track the changes of data set and reduce the accuracy of it. The reuse of base-classifiers will be the key breakthrough in the future research.
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