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ABSTRACT

Quasar redshifts require the best possible precision and accuracy for a number of applications, such as setting the velocity scale for outflows as well as measuring small-scale quasar-quasar clustering. The most reliable redshift standard in luminous quasars is arguably the narrow [O\textsc{iii}] $\lambda\lambda$4959,5007 emission line doublet in the rest-frame optical. We use previously published [O\textsc{iii}] redshifts obtained using near-infrared spectra in a sample of 45 high-redshift ($z > 2.2$) quasars to evaluate redshift measurement techniques based on rest-frame ultraviolet spectra. At redshifts above $z = 2.2$ the Mg\textsc{ii} $\lambda2798$ emission line is not available in observed-frame optical spectra, and the most prominent unblended and unabsorbed spectral feature available is usually C\textsc{iv} $\lambda1549$. Peak and centroid measurements of the C\textsc{iv} profile are often blueshifted relative to the rest-frame of the quasar, which can significantly bias redshift determinations. We show that redshift determinations for these high-redshift quasars are significantly correlated with the emission-line properties of C\textsc{iv} (i.e., the equivalent width, or EW, and the full width at half maximum, or FWHM) as well as the luminosity, which we take from the Sloan Digital Sky Survey Data Release 7. We demonstrate that empirical corrections based on multiple regression analyses yield significant improvements in both the precision and accuracy of the redshifts of the most distant quasars and are required to establish consistency with redshifts determined in more local quasars.
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1 INTRODUCTION

The first recognized quasar, 3C 273, had at the time a dramatically high redshift of 0.158, which first revealed the extreme luminosity of the class (Schmidt 1963). Today there are quasars known to have redshift as great as 7 (Mortlock et al. 2011). Measuring quasar redshifts with high accuracy and precision is challenging, especially when using rest-frame ultraviolet (UV).

Ideally, host galaxy absorption lines could be used to provide good redshifts; however, in luminous quasars, especially in the ultraviolet, these lines are overpowered by the light from the quasar and therefore much too diluted to be useful. Furthermore, quasar emission lines are shifted relative to each other, with high-ionization lines often showing large blueshifts (Gaskell 1982). This is especially problematic not just in determining distance, but because accurate redshifts are required to set the velocity zero-point for kinematic studies, which are essential for determining the properties of the outflows believed to play a role in feedback (e.g., Hopkins & Elvis 2010).

The narrow [O\textsc{iii}] $\lambda5007$ line has been identified as a reliable, albeit not perfect, redshift reference for quasars (e.g. Heckman et al. 1981; Boroson 2005). In more distant quasars ($z > 0.8$) [O\textsc{iii}] becomes shifted out of the readily available optical part of the spectrum and into the near-infrared (NIR) region, for which there is a factor of about a thousand times less spectra available than in the optical. The most dependable strong UV emission feature that has a peak redshift close to systemic is Mg\textsc{ii} $\lambda2798$ (e.g., Tytler & Fan 1992). For $z > 2.2$ the observed-frame wavelength of Mg\textsc{ii} moves beyond 9000 Å. This makes it challenging to observe against atmospheric lines, and also pushes it outside of the main sensitivity range of many large spectroscopic surveys. At these high redshifts there are not many good spectral lines to use as redshift indicators. The strongest, least-blended, least-absorbed emission feature seen in the observed-frame optical is the C\textsc{iv} $\lambda1549$ doublet. However, using C\textsc{iv} presents challenges, and most recent approaches have avoided using C\textsc{iv} by itself in favor of other techniques.

The Sloan Digital Sky Survey (SDSS), with a series of data releases, has now cataloged several hundred thousand quasars (e.g., Schneider et al. 2010; Pâris et al. 2014, 2016). The SDSS-I/II spectra only have coverage out to about 9000 Å, while the SDSS-III/IV go out to about 10000 Å. In this paper we use SDSS-I/II data, specifically from the
Seventh Data Release (DR7), which has well tested spectral measurements available (Shen et al. 2011). The SDSS-I/II assigns redshifts using an automated pipeline process of cross-correlation against mean spectra, which gives weight to the entire spectrum rather than just one or a few spectral lines where the majority of the redshift information is contained. Cross-correlation techniques are influenced by blueshifted lines and also produce abrupt redshift discontinuities as different lines shift into and out of the spectral window. Hewett & Wild (2010, hereafter HW10) tackled this problem statistically and applied a number of corrections to the quasar redshifts for SDSS DR7, including a luminosity term. With a sample of several thousand quasars their results are statistically robust, however their approach did not take into account any information about the emission-line profiles, and they acknowledge that their redshifts are less reliable when Mg ii is not present, as in the case of high-redshift (z > 2.2) spectra from SDSS-I/II.

Brotherton et al. (1994a) first showed that the blueshifts of the C iv-emission peak and the peak of the [O iii] λ1909+Si iii λ1892 blend relative to Mg ii appear to be correlated with properties of the line profiles themselves: their peaks are systematically more blueshifted when the lines have larger FWHM and smaller EW (see also Wills et al. 1993). These trends are related to the optical “Eigen-vector 1” trends (e.g., Boroson & Green 1992; Brotherton & Francis 1999; Wills et al. 1999) and are most likely associated with the accretion rate characterized by the Eddington fraction (Boroson 2002; Shen & Ho 2014; Sun & Shen 2015) and the modified Baldwin effect (Shemmer & Lieber 2015). Physically, they appear to result from the systematic variation of a non-reverberating intermediate-line region (ILR) component (Brotherton et al. 1994b; Denney 2012) relative to a broader, blueshifted component that varies in velocity width with orientation (Runnoe et al. 2014). The correlations among the FWHM, EW, and blueshift of C iv are present in SDSS quasar samples (e.g., Richards et al. 2011; Coatman et al. 2017).

Here we use measurements based on NIR spectra of high-redshift quasars to not only evaluate several redshift formulas used in practice, but to also develop improvements using C iv profile measurements to obtain the most accurate redshifts. We have compiled a small catalog of NIR spectra with [O iii] measurements, which we use as our baseline. We use multiple regression analysis with C iv line profiles in order to predict [O iii] redshifts. We also show how other redshift determination methods can be improved by implementing a similar strategy.

In § 2 we describe our 45-object sample chosen from the literature, including the original target selection and the cuts we made to the data. In § 3 we discuss the various methods of determining quasar redshifts and how they can be improved using regression analyses to better predict the redshift. In § 4 we discuss our results and justify their importance to quasar astronomy. Lastly in § 5 we summarize our conclusions. Throughout this paper, in order to be consistent with Shen et al. (2011, hereafter S11) we use cosmological parameters $\Omega_{m} = 0.3$ and $\Omega_{\Lambda} = 0.7$, and $H_{0} = 70$ km s$^{-1}$ Mpc$^{-1}$.

2 SAMPLE

For our analyses we compiled a sample drawn from the literature (Netzer et al. 2007; Zuo et al. 2015; Shen 2016) that includes high-quality measurements of the rest-frame optical spectra of quasars without Mg ii in observed-frame optical spectra (generally with $z > 2.2$). We used these literature references to provide peak [O iii] redshifts as the most reliable redshift baseline to test UV redshift determinations. All objects in our sample are included in the SDSS DR7 quasar catalog and have C iv measurements (Shen et al. 2011), so we were able to extract C iv FWHM and EW along with luminosity ($\log L_{1550}$) measurements for each object.

A detailed description of target selection can be found in each literature source. We will give a brief description here. Netzer et al. (2007) observed bright 15 high-redshift, high-luminosity quasars whose spectra included both the Hβ and 5100 Å continuum features. To obtain redshift from [O iii], they assumed that the continuum-subtracted λ5007 and λ4959 had equal FWHM and an intensity ratio of 3:1. They then fit both lines with a Gaussian profile and determined the line peak redshift for λ5007 by taking the position of the maximum of the fit. Zuo et al. (2015) selected their targets from SDSS DR7 my constraining the redshift (3.2 < z < 3.8) and magnitude ($m < 17$ and $m_{r} < 16$) where both Hβ and Mg ii were available. With 32 objects they also fit Gaussians to the [O iii] doublet and determined the redshift from the line center offset. Shen (2016) determined the shift of the λ5007 line peak of 14 z $\sim$ 3.3 quasars. Their process involved fitting the line with two Gaussians: one for the “core” and one for the blue “wing.” The redshift was determined from the model’s peak. Together, these sources provided 61 data points. However, 4 objects (SDSSJ025021-075750, SDSSJ025050+010121, SDSSJ030419-000813, and SDSSJ094202+042244) overlapped between the Zuo et al. (2015) and Shen (2016) samples; we elected to take our data from the Shen (2016) sample because they reported greater precision. There was 1 outlying object (SDSSJ1238-0921) from Shen (2016) where an iron feature was misidentified as [O iii] and provided an unreliable redshift and therefore removed. This brought our sample down to 56 objects.

One object from Zuo et al. (2015) was not in SDSS DR7 and was removed from our sample since C iv measurements were not available. We eliminated 9 objects with broad absorption lines (BALs) because their measurements of FWHM and EW are not reliable. We also removed one weak line quasar (WLQ, typically EW $< 10$ Å) since WLQs typically behave differently, or are more challenging to measure, than other quasars (Shemmer & Lieber 2015). Our final NIR sample consisted of 45 quasars. Figure 1 shows that these objects span the entire FWHM-EW space occupied by the DR7 catalog, thus indicating that our sample is not strongly biased in any obvious way, although we do have a few outliers. Table 1 shows the data for our sample.

3 ANALYSIS & RESULTS

3.1 Methods to Determine UV Redshifts

We first evaluate several methods proposed or regularly used to determine the redshift from an ultraviolet spectrum that includes C iv but not Mg ii. The most straightforward way
to get a redshift would be to simply use the peak of the \( \text{C IV} \) emission line, which unfortunately is often known to suffer from large blueshifts. The SDSS-I/II uses, as part of its pipeline, a cross-correlation technique. \( \text{HW10} \) modified the SDSS-I/II cross-correlation technique to correct for luminosity trends. And finally, \( \text{Shen et al. (2016), hereafter S16} \) provide a correction for the \( \text{C IV} \) blueshift based on luminosity that can be applied to the SDSS redshift to obtain an improved redshift. Before expanding on these methods with our own approach, we make note of some sign conventions and the conversion between redshift and velocity shifts:

\[
\frac{\Delta v}{c} = \frac{\Delta z}{1 + z} \tag{1}
\]

and \( z_{\text{sys}} = z_{\text{meas}} - \Delta z \), where positive values of \( \Delta v \), and therefore \( \Delta z \), indicate redshift, while negative values indicate blueshift.

- **C IV LINE PEAK**

  When there are no other prominent spectral lines visible in the observing window it could be necessary to determine the quasar redshift using only the \( \text{C IV} \) line peak. \( \text{S11} \) reports velocity shifts of several spectral lines relative to the systemic redshifts (which are pipeline redshifts, as we will discuss next) reported in SDSS DR7 by \( \text{Schneider et al. (2010)} \). These velocity shifts are determined from the peak of a multiple-Gaussian model. For evaluation purposes we use the \( \text{C IV} \) velocity shift and Equation 1, in conjunction with Table 1.

| Object ID (SDSS J) | Reference | \( z_{\text{meas}} \) | \( z_{\text{p}26} \) | \( \Delta z_{\text{C IV}} \) | \( \log(L_{\text{CIV}}) \) |
|--------------------|-----------|----------------------|-----------------------|------------------------|------------------------|
| Z110620.63-003203.2 | N07       | 3.290                 | 2.990                 | 3.290                  | 3.790                  |
| Z110620.63-003203.2 | N07       | 3.290                 | 2.990                 | 3.290                  | 3.790                  |
| Z110620.63-003203.2 | N07       | 3.290                 | 2.990                 | 3.290                  | 3.790                  |
| Z110620.63-003203.2 | N07       | 3.290                 | 2.990                 | 3.290                  | 3.790                  |
| Z110620.63-003203.2 | N07       | 3.290                 | 2.990                 | 3.290                  | 3.790                  |

\( \Delta z_{\text{C IV}} \) is the correction to \( \Delta z_{\text{C IV}} \), which is the difference between the measured and the corrected redshift

\( \log(L_{\text{CIV}}) \) is the luminosity in \( \text{L}_\odot \), calculated using the luminosity function

\( \Delta z_{\text{C IV}} \) and \( \Delta z_{\text{C IV}} \) are the velocity shifts in \( \text{km s}^{-1} \), calculated using the velocity function

\( \Delta z_{\text{C IV}} \) and \( \Delta z_{\text{C IV}} \) are the velocity shifts in \( \text{km s}^{-1} \), calculated using the velocity function

\( \Delta z_{\text{C IV}} \) and \( \Delta z_{\text{C IV}} \) are the velocity shifts in \( \text{km s}^{-1} \), calculated using the velocity function

\( \Delta z_{\text{C IV}} \) and \( \Delta z_{\text{C IV}} \) are the velocity shifts in \( \text{km s}^{-1} \), calculated using the velocity function

\( \Delta z_{\text{C IV}} \) and \( \Delta z_{\text{C IV}} \) are the velocity shifts in \( \text{km s}^{-1} \), calculated using the velocity function

\( \Delta z_{\text{C IV}} \) and \( \Delta z_{\text{C IV}} \) are the velocity shifts in \( \text{km s}^{-1} \), calculated using the velocity function
with the SDSS-I/II pipeline redshift, to recover the C IV redshift.

- **SDSS-I/II Pipeline Cross-Correlation**
  The SDSS-I/II pipeline uses a cross-correlation method, following the *Tonry & Davis* (1979) technique and using the composite quasar templates from *Vanden Berk et al.* (2001). Each quasar spectrum is continuum-subtracted before being Fourier-transformed and then compared to the transform of each template spectra. The cross-correlation redshift is determined by which cross-correlation function has the highest confidence limit amid all template comparisons. While most quasars exhibit a rather featureless continuum with a few broad lines in the optical through UV, there are still spectral variations that this method of template-fitting does not always match, and which affect the resulting redshift value. *Schneider et al.* (2010) reports the pipeline redshifts for DR7 quasars.

- **Hewett & Wild (2010) Redshifts**
  HW10 devised a new cross-correlation method in order to improve on the SDSS-I/II pipeline values by correcting the zero-points over a large range in redshift. This new method includes both systematic and luminosity-dependent corrections to account for the slight blueshift of [O III] as well as the relative shift between emission lines. HW10 claims that the so-called Princeton algorithm is more accurate for $z > 2.0$ (about where Mg II becomes shifted out of the SDSS-I/II spectral window), but these redshifts are not generally readily available, and not verified against [O III] or other more reliable redshift indicators.

- **Shen et al. (2016) Velocity Shift Correlations**
  S16 looks at the velocity shifts between multiple pairs of line peaks and presents a simple method to correct the mean redshift offset as a function of quasar luminosity. For each spectrum they subtract the continuum and then fit multiple-Gaussian models to the resulting line spectrum. Their results indicate that the average shift between lines goes as $\Delta v = a + b(\log L - \log L_0)$ where $a$ is the mean velocity shift at the reference luminosity ($\log L_0$), $b$ is the luminosity dependence, and $\log L$ is the specific monochromatic continuum luminosity for the emission-line pair. Statistical tests show that the luminosity correlation is only significant for He II, Si IV, and C IV. To determine the velocity offset of C IV relative to [O III] following this technique, one must employ a bootstrapping method and step through several line pairs provided:

$$\Delta v_{C IV - [O III]} = \Delta v_{C IV - Mg II} + \Delta v_{Mg II - [O III]} - \Delta v_{[O III] - Ca II}.$$  

Here, only $\Delta v_{C IV - Mg II}$ requires the luminosity term $b$ because it is the only line pair that has a significant luminosity effect. Once the final $\Delta v$ is calculated it can be evaluated directly by comparison to the measured shift of C IV relative to [O III].

We have calculated the velocity offset $\Delta v_{C IV - [O III]}$ using each of these four methods and refer to them as the “Original” predictions. The redshifts reported by S11 and HW10 are not $z_{[O III]}$ but rather $z_{Systematic}$; to recover $z_{[O III]}$ we incorporate a recommended blueshift of 45 km s$^{-1}$ (*Hewett & Wild* 2010). The mean, median, spread, and skew of each Original prediction were calculated using basic Python packages (numpy and scipy) and are shown in Table 2. The distribution of velocity offsets are shown in the top panels in Figure 2.

### 3.2 Correlations with FWHM & EW

Upon inspection, each Original velocity offset shows a trend in velocity offset relative to [O III] with respect to both FWHM and EW of C IV. These trends are displayed in the left-most columns of Figure 3. Correlation coefficients and significances for these trends are shown in Table 3. Predictions that incorporated luminosity show a lower correlation coefficient for EW since luminosity correlates with EW through the Baldwin effect and is therefore already slightly accounted for (*Baldwin* 1977).
3.3 Multiple Regression

It has long been known that the C\textsc{iv} peak is blueshifted relative to the systemic redshift of a quasar and that this blueshift correlates with the FWHM and EW of C\textsc{iv}. To correct for this, we performed a straightforward multiple regression analysis (Python’s statsmodels.api.OLS) on our NIR sample in order to accurately predict the blueshift of the C\textsc{iv} line using its FWHM and EW as the predictors.

The formula to predict $\Delta v_{\text{Civ}}$ is

$$\Delta v_{\text{Civ}} = a \log_{10}(\text{FWHM}_{\text{Civ}}) + b \log_{10}(\text{EW}_{\text{Civ}}).$$

In order to calculate the true redshift of a quasar given only the C\textsc{iv} line we use $z_{\text{actual}} = z_{\text{Civ,meas}} - \Delta z_{\text{Civ}}$ where $\Delta z$ is given by Equation 1 and the coefficients to calculate $\Delta v_{\text{Civ}}$ are given in Table 4. We refer to our multiple regression analysis using only FWHM and EW of C\textsc{iv} as “Correction 1.” We also performed our analysis incorporating luminosity ($\log(L_{1350})$) as a factor in addition to FWHM and EW, which we call “Correction 2.” To predict $\Delta v_{\text{Civ}}$ using luminosity use

$$\Delta v_{\text{Civ}} = a \log_{10}(\text{FWHM}_{\text{Civ}}) + b \log_{10}(\text{EW}_{\text{Civ}}) + \gamma \log_{10}(L_{1350}).$$

The differences in velocity offsets given by Corrections 1 and 2 are not generally large, indicating that the luminosity effect can be mostly accounted for using only FWHM and EW, if necessary.

Since each of the three previously-mentioned redshift prediction methods show trends with FWHM and EW, and to some extent luminosity, we performed this multiple regression analysis on their corrected redshift values in order to eliminate these trends. Figure 2 shows the improved velocity offset distributions and Table 2 shows the statistics for these corrections. Our multiple regression routine improves the straight C\textsc{iv} velocity shift by $\sim 1000$ km s$^{-1}$ for both Corrections 1 and 2, and the SDSS-I/II pipeline can be improved by over 400 km s$^{-1}$ using this method. The HW10 and S16 methods already do an excellent job at eliminating the average velocity offset. While their statistics are slightly improved with this method, the more important result is the removal of FWHM and EW trends, as shown in Figure 3. Table 3 shows the reduced correlation coefficients for these parameters. It is clear that using a luminosity correction alone is not sufficient and that more information about the line profile itself can be used in order to determine a better velocity offset.

We acknowledge that this is a small, incomplete sample and that further work done with a larger sample may yield even better results. For instance, HW10 determined a luminosity correction based on the very large and largely complete SDSS quasar sample. Table 2 shows that the HW10 Correction 2 to be slightly better in terms of the spread than Correction 1, but that is primarily an artifact of having an extra free parameter and is not very significant. Moreover, small differences in the luminosity correction using our much smaller sample compared to HW10 are not unexpected statistically. We therefore recommend using only Correction 1 in the case of HW10 redshifts.

We nd that implementing a luminosity correction for S16 does more significantly improve the velocity offset prediction, despite the fact that they already include a luminosity factor. Table 2 shows a significant reduction in the uncertainty for Correction 2 as compared to Correction 1. Furthermore, Table 4 shows a very significant luminosity term, however it is at the expense of the EW term, likely due to a degree of degeneracy of these parameters resulting from the the Baldwin effect. S16 had a sample of $\sim 500$ objects, and while this sample is larger than our own, empirically Correction 2 including a luminosity term appears preferred.

### 4 DISCUSSION

#### 4.1 Origin of C IV Blueshifts

This paper is an empirical approach to obtain the best redshift estimates; at this point we do not offer a physical explanation for the C\textsc{iv} profile or blueshift. The C\textsc{iv} profile generally shows a blue asymmetry even when the line peak is consistent with Mg\textsc{ii} or [O\textsc{iii}] redshifts (e.g., Wills et al. 1993; Brotherton et al. 1994a). The variation of the contribution of the low-velocity gas, that is, the line core called the ILR component, is the primary driver that determines how much of an effect the blueshift of the higher velocity gas has on the line peak velocity shift. Other mechanisms create and determine the magnitude of the blueshift of the high-velocity gas.
Figure 2. $\Delta v_{\text{CIV}}$ for each redshift prediction method are displayed. Unbiased predictions should be symmetric about the dashed vertical line ($\Delta v = 0$), and more reliable predictions have a narrower distribution. Table 2 shows statistics for each histogram.

| Correction | Coeff | Value | Error | t-value |
|-----------|-------|-------|-------|---------|
| CIV 1     | $\alpha$ | $-1292$ | $204$ | $-6.3$ |
|           | $\beta$  | $2451$ | $486$ | $5.0$   |
| CIV 2     | $\alpha$ | $-3031$ | $537$ | $-5.6$ |
|           | $\beta$  | $1541$ | $508$ | $3.0$   |
|           | $\gamma$ | $168$ | $48$  | $3.4$   |
| Pipeline 1| $\alpha$ | $-705$ | $216$ | $-3.3$ |
|           | $\beta$  | $1412$ | $516$ | $2.7$   |
| Pipeline 2| $\alpha$ | $-2539$ | $571$ | $-4.4$ |
|           | $\beta$  | $452$ | $541$ | $0.8$   |
|           | $\gamma$ | $177$ | $52$  | $3.4$   |
| HW10 1    | $\alpha$ | $-600$ | $154$ | $-3.9$ |
|           | $\beta$  | $1439$ | $368$ | $3.9$   |
| HW10 2    | $\alpha$ | $-1576$ | $431$ | $-3.7$ |
|           | $\beta$  | $928$ | $408$ | $2.3$   |
|           | $\gamma$ | $94$ | $39$  | $2.4$   |
| S16 1     | $\alpha$ | $-893$ | $218$ | $-4.1$ |
|           | $\beta$  | $2140$ | $520$ | $4.1$   |
| S16 2     | $\alpha$ | $-3121$ | $538$ | $-5.8$ |
|           | $\beta$  | $973$ | $509$ | $1.9$   |
|           | $\gamma$ | $215$ | $49$  | $4.4$   |

Table 4. Coefficients, uncertainties, and significances for multiple regression predictors. FWHM ($\alpha$) and EW ($\beta$) are used in Correction 1, while $L_{\text{H}\alpha}$ ($\gamma$) is also included in Correction 2. We recommend using these values in Equations 3 and 4 in addition to the listed redshift-correction methods in order to obtain the most accurate and precise velocity shift estimates.

There are a few existing candidates for the origin of the blueshift in general. What is required, fundamentally, is some gas with radial motions plus a source of opacity. Outflows can produce blueshifts, for instance, if the gas on the far side of the system is obscured by a central structure. Inflows can produce blueshifts as well, for instance, if the infalling material is optically thick and the line emission arises preferentially from the side facing the central ionizing continuum.

Disk-wind models (e.g., Murray & Chiang 1995) as the origin of the broad line region (BLR) in general have become popular as they solve a number of long-standing problems (e.g., the smoothness of broad lines). They also provide a natural explanation for the commonality of blueshifts as material in the disk midplane may be expected to obscure the far side (e.g., Richards et al. 2011). A competing idea comes from Gaskell (2009), who proposes that scattering off of infalling material produces the CIV blueshift. In either case, the high-velocity gas must also behave like a disk, in the sense that velocities are highest in more edge-on systems as seen for CIV in radio-loud quasars (Vestergaard et al. 2000; Runnoe et al. 2014).

The exact mechanism causing the CIV blueshift may be currently unresolved, however we are still able to empirically provide a better way to obtain the magnitude of the blueshift. All of the commonly-used prescriptions for determining redshifts of distant ($z > 2.2$) quasars can be improved in precision and accuracy by exploiting known bi-
Figure 3. Our regression parameters, C\textsc{iv} FWHM, C\textsc{iv} EW, and luminosity, plotted against $\Delta v_{\text{C}\textsc{iv} - [\text{O}\textsc{iii}]}$ for several redshift determinations and modified versions using Equations 3 and 4 using the coefficients of Table 4. From top to bottom, we plot the velocity differences between [O\textsc{iii}] and UV redshifts determined from the peak of C\textsc{iv}, the SDSS-I/II pipeline, HW10, and S16. The left-most “Original” columns refer to velocity shifts that have not had our regression routine applied, “Correction 1” are velocity shifts that have been corrected for FWHM and EW of C\textsc{iv}, and “Correction 2” refers to velocity shifts that have also been corrected for luminosity. The “Original” columns show some very significant collations, which are largely eliminated in the corrected columns.

MNRAS 000, 1–9 (2017)
ases with the CIV profile; luminosity corrections alone are found wanting. By adding the predictors CIV FWHM, CIV EW, and to a lesser extent luminosity, our simple multiple regression approach allows for better determination of the velocity offsets relative to [O III] (by up to several hundred km s$^{-1}$) for the three aforementioned methods. If lines like [O III], Hβ, or Mg II are not available, one of our formulations should be used in conjunction with one of the common UV redshift methods.

4.2 Primary Applications Requiring Better Redshifts

There exist a few specific needs for better UV redshifts. At \( z = 2.5 \), for example, a shift of 500 km s$^{-1}$ corresponds to a comoving distance of \( \sim 5h^{-1} \text{Mpc} \) (Font-Ribera et al. 2013; Prochaska et al. 2013), large enough to be problematic for measurements of small-scale quasar clustering and the transverse proximity effect that require precise conversions from redshift to distance. As the scale length of the clustering of quasars at \( z = 2.5 \) is on order \( 7h^{-1} \text{Mpc} \) and the imprecision of quasar redshifts is similar, precise measurements of quasar clustering at \( z > 2.5 \) cannot be done in the redshift-space direction (e.g., White et al. 2012). When measuring the clustering of high-redshift quasars, data is usually projected across the line of sight to ameliorate this effect. This discards information and inhibits critical cosmological constraints such as those based on redshift-space distortions and the pairwise velocity distribution (e.g., Wang et al. 2014).

There is also great interest in determining the properties of quasar outflows identified through UV absorption lines, especially given models for AGN feedback affecting star formation in host galaxies (i.e., Higginbottom et al. 2013). Accurate redshifts are necessary to determine the velocity of the outflowing material, without which accurate momentum and energy transfer cannot be calculated. Even if not perfect, the best possible redshifts are needed to analyze individual systems. These are the ones we provide if only a far-UV spectrum including CIV is available.

4.3 Future Work

We acknowledge that the \( z > 2.2 \) [O III] sample we have employed is heterogeneous and includes some outliers. A larger, more representative sample with more uniform measurements would likely yield some additional quantitative improvement, and we recommend more near-infrared spectroscopy of high-redshift quasars for this purpose. A parallel approach, with its own pros and cons, would be to perform a similar analysis of the C IV shift relative to Mg II, which is available in SDSS catalogs in large numbers (e.g., Shen et al. 2011), but with the additional issue of applying an average shift between the Mg II and [O III] redshifts, which may have systematics not yet fully understood.

5 CONCLUSION

We have analyzed the precision and accuracy of three common redshift prediction methods for high-redshift quasars and found significant room for improvement for quasars at \( z > 2.2 \). We show that implementing a simple multiple regression routine using C IV FWHM, C IV EW, and sometimes luminosity can produce more reliable predictions of the C IV blueshift. To obtain the most accurate prediction of the \( \Delta v_{\text{CIV}}([\text{O III}]) \) blueshift, we recommend using Correction 2 (using FWHM, EW, and luminosity) when dealing with the C IV profile, SDSS DR7 pipeline redshifts, and S16 velocity shifts. When using HW10 redshifts we recommend Correction 1 (only FWHM and EW) because the luminosity factor has already been sufficiently removed. The equations below provide numerical estimates. Recall that to correct [O III] redshifts to systemic requires an additional 45 km s$^{-1}$ blueshift.

- Using C IV alone:
  \[
  \Delta v_{\text{CIV}} = -3031 \log_{10}(FWHM_{\text{CIV}}) + 1541 \log_{10}(EW_{\text{CIV}}) + 168 \log_{10}(L_{1350})
  \]  
  (5)

- Using SDSS DR7 Pipeline redshifts:
  \[
  \Delta v_{\text{CIV}} = -2539 \log_{10}(FWHM_{\text{CIV}}) + 452 \log_{10}(EW_{\text{CIV}}) + 177 \log_{10}(L_{1350})
  \]  
  (6)

- Using HW10 corrected redshifts:
  \[
  \Delta v_{\text{CIV}} = -600 \log_{10}(FWHM_{\text{CIV}}) + 1439 \log_{10}(EW_{\text{CIV}})
  \]  
  (7)

- Using S16 predicted velocity offsets:
  \[
  \Delta v_{\text{CIV}} = -893 \log_{10}(FWHM_{\text{CIV}}) + 2140 \log_{10}(EW_{\text{CIV}}) + 215 \log_{10}(L_{1350})
  \]  
  (8)

We not only are able to improve this prediction by up to several hundred km s$^{-1}$, but we also manage to remove trends of this blueshift with respect to both FWHM and EW of C IV in all four redshift prescriptions. Having the most dependable way to predict the redshift of high-redshift quasars using traditionally problematic spectral lines can lead to better understandings of both quasar dynamics and small-scale quasar clustering.
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