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Abstract

To be truly understandable and accepted by Deaf communities, an automatic Sign Language Production (SLP) system must generate a photo-realistic signer. Prior approaches based on graphical avatars have proven unpopular, whereas recent neural SLP works that produce skeleton pose sequences have been shown to be not understandable to Deaf viewers.

In this paper, we propose SIGNGAN, the first SLP model to produce photo-realistic continuous sign language videos directly from spoken language. We employ a transformer architecture with a Mixture Density Network (MDN) formulation to handle the translation from spoken language to skeletal pose. A pose-conditioned human synthesis model is then introduced to generate a photo-realistic sign language video from the skeletal pose sequence. This allows the photo-realistic production of sign videos directly translated from written text.

We further propose a novel keypoint-based loss function, which significantly improves the quality of synthesized hand images, operating in the keypoint space to avoid issues caused by motion blur. In addition, we introduce a method for controllable video generation, enabling training on large, diverse sign language datasets and providing the ability to control the signer appearance at inference.

Using a dataset of eight different sign language interpreters extracted from broadcast footage, we show that SIGNGAN significantly outperforms all baseline methods for quantitative metrics and human perceptual studies.

1. Introduction

Sign languages are rich visual languages requiring intricate movements of both manual (hands and body) and non-manual (facial) features [42]. Sign Language Produc-
tion (SLP), the translation from spoken language sentences to sign language sequences, must replicate these intricate movements to be truly understandable by Deaf communities. Prior deep-learning approaches to SLP have mainly produced skeleton pose sequences [37, 38, 64], whereas Deaf viewers have been shown to prefer synthesized sign language videos [50].

Even though the field of pose-conditioned human synthesis has progressed significantly [2, 9, 53, 60], the application of techniques such as Everybody Dance Now [9] perform poorly in the SLP task [50]. Specifically, generated hands are of low quality, leading to a sign language production that is not understandable by the Deaf.

In this paper, we propose SINGGAN, the first SLP model to produce photo-realistic continuous sign language videos directly from spoken language. Firstly, we translate from spoken language sentences to continuous skeleton pose sequences using a transformer architecture. Due to the multi-modal nature of sign languages, we use a Mixture Density Network (MDN) formulation that produces realistic and expressive sign sequences (Left of Figure 2).

The skeleton pose sequences are subsequently used to condition a video-to-video synthesis model capable of generating photo-realistic sign language videos (Right of Figure 2). Our network is the first to jointly solve the challenging tasks of continuous sign language translation and photo-realistic generation in a single neural pipeline.

Due to the high presence of motion blur in sign language datasets [15], a classical application of a discriminator over the hands could potentially lead to an increase in blurred hand generation. To avoid this, we propose a novel keypoint-based loss that uses a set of good hand samples to significantly improve the quality of hand image synthesis in our photo-realistic signer generation module.

To enable training on diverse sign language datasets and to make full use of the variability in appearance across signers, we propose a method for controllable video generation. This allows SINGGAN to model a multi-modal distribution of sign language videos in different styles, as shown in Figure 1, which has been highlighted as important by Deaf focus groups [23]. In addition to providing a choice to the user about the signer’s appearance, this approach provides improved definition of the hands and face (as discussed later).

We evaluate on the challenging RWTH-PHOENIX-Weather-2014T (PHOENIX14T) corpus for continuous SLP, achieving state-of-the-art back translation results. Furthermore, we collect a dataset of sign language interpreters from broadcast footage, for photo-realistic generation. We compare against state-of-the-art pose-conditioned synthesis methods [9, 44, 54, 55] and show that SINGGAN outperforms these approaches in the signer generation task, for quantitative evaluation and human perception studies.

The rest of this paper is organised as follows: In Section 2, we review the previous literature in SLP and human synthesis. In Section 3, we outline the proposed SINGGAN network. Section 4 presents quantitative and qualitative model comparison, whilst Section 5 concludes.

2. Related Work

Sign Language Production Sign language has been a focus of computer vision researchers for over 30 years [3, 41, 45]. However, research has primarily focused on initially isolated sign recognition [1, 18, 33], increasingly Continuous Sign Language Recognition (CSLR) [5, 12, 26, 25] and, only recently, the task of Sign Language Translation (SLT) [6, 7, 10, 24, 32, 61].

Sign Language Production (SLP), the translation from spoken to sign language, has been historically tackled using animated avatars [11, 22, 31]. However, there has been an increase in deep learning approaches to SLP [37, 38, 43, 59, 64]. Initial attempts have focused on the production of concatenated isolated signs that disregard the grammatical syntax of sign language [44, 64]. Saunders et al. proposed the first SLP model to produce continuous sign language sequences direct from source spoken language [38]. A Progressive Transformer model was introduced that uses a counter decoding technique to predict continuous sequences of varying length. We expand this model with a MDN formulation for more expressive sign production.

However, these works represent sign language as skeleton pose sequences, which have been shown to reduce the Deaf comprehension compared to a photo-realistic production [50]. Stoll et al. produced photo-realistic signers, but using low-resolution, isolated signs that do not generalise to the continuous domain [44]. In this work, we produce high-resolution photo-realistic continuous sign language videos directly from spoken language input. To improve the quality of production, we further enhance hand synthesis and introduce the ability to generate multiple signer appearances.

Pose-Conditioned Human Synthesis Generative Adversarial Networks (GANs) [17] have achieved impressive results in image [20, 34, 55, 66] and, more recently, video generation tasks [30, 49, 51, 53, 54]. Specific to pose-conditioned human synthesis, there has been concurrent research focusing on the generation of whole body [2, 29, 39, 47, 67], face [13, 27, 62, 63] and hand [28, 48, 58] images.

However, there has been no research into accurate hand generation in the context of full body synthesis, with current methods failing to generate high-quality hand images [50]. Due to the hands being high fidelity items, they are often overlooked in model optimisation. In addition, most prior work has been conditioned on poses that do not contain detailed hand poses, leading to the generation of blurry hand images [2, 54]. Chan et al. introduced FaceGAN for high resolution face generation [9], but no similar work has
been proposed for the more challenging task of hand synthesis. However, simply adding a GAN loss on the hands serves no purpose if the original data is also blurred. In this work, we propose a keypoint-based loss using a set of good hand samples to enhance hand synthesis.

The task of human motion transfer, transferring motion from source to target videos via keypoint extraction, is relevant to our task [9, 57, 65]. However, there has been limited prior research into the generation of novel poses not seen in source videos or conditioned on a given input. Previous work has been restricted to conditioning pose generation on a given action [60] or audio [14, 35]. Our model first generates a sequence of unseen sign language poses given a spoken language sentence, which are subsequently used to condition our human synthesis module.

The ability to generate multiple styles at inference by separately controlling appearance and content is an important aspect of realistic human synthesis. Recent works have used dynamic weights to produce unseen appearances in a few-shot manner [53, 63], but continue to produce only a single style at inference. A semantic consistency loss for example-driven generation [52] has also been proposed, but this approach requires a manual labelling of style-consistency in the dataset and increases network computation. In this work, we introduce a novel method for controllable video generation, to enable training on large, diverse sign language datasets and support the synthesis of multiple styles from a single model.

3. Methodology

Given a source spoken language sentence, \( X = (x_1, ..., x_U) \) with \( U \) words, and a style image, \( I^S \), our goal is to produce a photo-realistic sign language translation video in the same style; \( Z^S = (z_1^S, ..., z_T^S) \) with \( T \) time steps. We approach this problem as a multi-stage sequence-to-sequence task and propose the\( \text{SIGNGAN} \) network. Firstly, the spoken language sentence is translated to a sequence of sign language poses, \( Y = (y_1, ..., y_T) \), as an intermediate representation. Next, given \( Y \) and \( I^S \), our video-to-video signer generation module generates a photo-realistic sign language video, \( Z^S \). Figure 2 provides an overview of our network. In the remainder of this section we describe each component of \( \text{SIGNGAN} \) in detail.

3.1. Continuous Sign Language Production

To produce continuous sign language sequences from spoken language sentences, we expand the \textit{Progressive Transformer} model proposed by Saunders et al. [38]. To overcome the issues of under-articulation seen in previous works [37, 38], we use a Mixture Density Network (MDN) [4] to model the variation found in sign language, as seen on the left of Figure 2. Multiple distributions are used to parameterise the entire prediction subspace, with each mixture component modelling a separate valid movement into the future. Formally, given a source sequence, \( x_1:U \), we can model the conditional probability of producing a sign pose, \( y_1 \), as:

\[
p(y_1|x_1:U) = \sum_{i=1}^{M} \alpha_i(x_1:U) \phi_i(y_1|x_1:U)
\]  

where \( M \) is the number of mixture components in the MDN. \( \alpha_i(x_1:U) \) is the mixture weight of the \( i^{th} \) distribution, regarded as a prior probability of the sign pose being generated from this mixture component. \( \phi_i(y_1|x_1:U) \) is...
the conditional density of the sign pose for the $i^{th}$ mixture, which can be expressed as a Gaussian distribution:

$$
\phi_i(y_t|x_{1:U}) = \frac{1}{\sigma_i(x_{1:U})\sqrt{2\pi}} \exp \left( -\frac{\|y_t - \mu_i(x_{1:U})\|^2}{2\sigma_i(x_{1:U})^2} \right)
$$

where $\mu_i(x_{1:U})$ and $\sigma_i(x_{1:U})$ denote the mean and variance of the $i^{th}$ distribution. During training, we minimise the negative log likelihood of the ground truth data coming from our predicted mixture distribution. At inference, the full sign pose sequence, $Y = y_{1:T}$, can be sampled from the mixture distribution in an auto-regressive manner.

To condition our signer generation model, we convert the sign pose sequence into a heat-map representation using a pose-conditioning layer. Specifically, each limb is plotted on a separate feature channel, where a limb is defined as the connecting line between two corresponding joints. This results in a sequence of pose-conditioned features that each represents a video frame.

### 3.2. Photo-Realistic Sign Language Generation

To generate a photo-realistic sign language video, $Z$, conditioned on the produced sign language pose sequence, $Y$, we propose a method for video-to-video signer generation. Taking inspiration from [9], in the conditional GAN setup, a generator network, $G$, competes in a min-max game against a multi-scale discriminator, $D = (D_1, D_2, D_3)$. The goal of $G$ is to synthesise images of similar quality to ground-truth images, in order to fool $D$. Conversely, the aim of $D$ is to discern the “fake” images from the “real” images. For our purposes, $G$ synthesises images of a signer given a human pose, $y_t$, and a style image, $I^S$, as shown on the right of Figure 2.

Following [20], we introduce skip connections to the architecture of $G$ in a U-Net structure [36]. Skip connections propagate pose information across the networks, enabling the generation of fine-grained details. Specifically, we add skip connections between each down-sampling layer $i$ and up-sampling layer $n - i$, where $n$ is the total number of up-sampling layers.

#### 3.2.1 Controllable Video Generation

To enable training on diverse sign language datasets, we propose a style-controllable video generation approach. A style image, $I^S$, is provided to condition synthesis alongside the pose sequence, $(y_0, \ldots, y_t)$, as seen in Figure 2. During training, the model learns to associate the given style, $S$, with the person-specific aspects of the corresponding target image, $z^S_t$, such as the clothing or face. The hand pose information is signer invariant and is thus learnt independently from the style, enhancing the quality of the hand synthesis. In Section 4.2 we show the effect of training on a larger, multi-signer dataset compared to a smaller single signer corpus.

Controllable generation enables SIGNGAN to make use of the variability in signer appearance in the data. A multi-modal distribution of sign language videos in different styles, $Z^S$, can be produced, where $S \in \{0, N_S\}$ represents the styles seen during training. Furthermore, given a few examples of an unseen signer appearance, our model can be fine-tuned to generate a new style not seen at training, with a consistent synthesis of appearance-invariant aspects such as hands. The proposed controllable generation enables diversity in signer generation, which has been highlighted as important by Deaf focus groups [23]. Figure 4 provides examples of varying signer appearance generation.

#### 3.2.2 Hand Keypoint Loss

Previous pose-conditioned human synthesis methods have failed to generate realistic and accurate hand images. To enhance the quality of hand synthesis, we introduce a novel loss that operates in the keypoint space, as shown in Figure 3. A pre-trained 2D hand pose estimator [16], $H$, is used to extract hand keypoints, $k_H$, from cropped hand regions (i.e. a 60x60 patch centered around the middle knuckle), $z_H$, as $k_H = H(z_H)$. We avoid operating in the image space due to the existence of blurry hand images in the dataset, whereas the extracted keypoints are invariant to motion-blur. A hand keypoint discriminator, $D_H$, then attempts to discern between the “real” keypoints, $k_H^* = H(z_H)$, and the “fake” keypoints, $\hat{k}_H = H(G(y_H))$, leading to the objective:

$$
\mathcal{L}_{KEV}(G, D_H) = \mathbb{E}_{y_H, z_H} [\log D_H(k_H^*)] + \mathbb{E}_{y_H} [\log(1 - D_H(\hat{k}_H))]
$$

Figure 3: Hand keypoint loss overview. A keypoint discriminator, $D_H$, compares keypoints extracted from generated hands, $k_H$, and sampled good hands, $k_H^*$. Figure 4 provides examples of varying signer appearance generation.
Furthermore, we collect a set of good hands, $z'_H$, where the extracted keypoints, $k'_H = H(z'_H)$, are used to train the hand keypoint discriminator described above. This amends the objective in Equation 3 by replacing $\hat{k}_H$ with $k'_H$, further enhancing the synthesis of hand images. The proposed hand keypoint loss allows the use of training samples from multiple datasets, as it is appearance invariant and removes background artifacts. Figure 4 showcases qualitative examples of our high-quality hand synthesis.

3.2.3 Full Objective

In standard image-to-image translation frameworks [20, 55], $G$ is trained using a combination of adversarial and perceptual losses. We update the multi-scale adversarial loss, $L_{GAN}(G, D)$, to reflect our controllable generation with a joint conditioning on sign pose, $y_t$, and style image, $I^S$:

$$L_{GAN}(G, D) = \sum_{i=1}^{k} \mathbb{E}_{y_t, z_t} [\log D_i(z_t \mid y_t, I^S)]$$
$$+ \mathbb{E}_{y_t} [\log (1 - D_i(G(y_t, I^S) \mid y_t, I^S))]$$

(4)

where $k = 3$ reflects the multi-scale discriminator. The adversarial loss is supplemented with two feature-matching losses; $L_{FM}(G, D)$, the discriminator feature-matching loss presented in pix2pixHD [55], and $L_{VGG}(G, D)$, the perceptual reconstruction loss [21] which compares pre-trained VGGNet [40] features at multiple layers of the network. We adapt our model to the video domain with the inclusion of a temporal consistency loss, $L_T(G) = (\hat{\delta} - \delta^*)^2$, where $\hat{\delta}$ and $\delta^*$ are the pixel-wise frame differences for produced and ground truth data respectively. Our full objective, $L_{Total}$, is a weighted sum of these, alongside our proposed hand keypoint loss (Eq. 3), as:

$$L_{Total} = \min_{G} (\max_{D_i} \sum_{i=1}^{k} L_{GAN}(G, D_i))$$
$$+ \lambda_{FM} \sum_{i=1}^{k} L_{FM}(G, D_i) + \lambda_{VGG} L_{VGG}(G(y_t, I^S), z_t)$$
$$+ \lambda_{KEY} L_{KEY}(G, D_H) + \lambda_T L_T(G)$$

(5)

where $k = 3$ and $\lambda_{FM}, \lambda_{VGG}, \lambda_{KEY}, \lambda_T$ weight the contributions of each loss.

4. Experiments

In this section, we evaluate the performance of SIGN-GAN. We first outline our experimental setup then perform quantitative, qualitative and user evaluation.

4.1. Experimental Setup

Datasets We use the challenging PHOENIX14T dataset released by Camgoz et al. [6] to train our continuous SLP model, with setup as proposed in Saunders et al. [38]. We train our human synthesis model with a collected corpus of high-quality sign language interpreter broadcast data. We use separate datasets for the two network components to overcome the limitations of each dataset. The video quality of PHOENIX14T is very low, whereas our collected interpreter data does not have aligned spoken language translations available. We apply the pose normalisation techniques of [9] to transfer between the relevant datasets.

2D upper body joints and facial landmarks are extracted using OpenPose [8]. We use a heat-map representation as pose condition, as described in Section 3.1. For the target image, we segment the sign interpreter and replace the
background with a consistent colour. We evaluate using an unseen sequence of a signer appearance seen during testing.

**Baseline Methods** We compare the performance of SIGGAN against state-of-the-art image-to-image and video-to-video translation methods, conditioned on skeletal pose images. 1) **Everybody Dance Now (EDN)** [9] presents a method for “do as I do” motion transfer using pose as an intermediate representation. 2) **Video-to-Video Synthesis (vid2vid)** [54] uses a spatio-temporal adversarial objective to produce temporally coherent videos. 3) **Pix2PixHD** [55] is a high-definition image-to-image translation model, used to generate a video in a frame-by-frame manner. 4) **Stoll et al.** [44] apply pix2pixHD without the VGG loss to produce photo-realistic sign language videos.

**Ablation Conditions** We ablate our proposed model architecture with the following conditions. 1) **Skip Connections**: We start with the base condition of skip connections added to the SIGGAN architecture. 2) **Controllable Generation**: In this condition, we include our proposed controllable video generation module. 3) **Hand Discriminator**: Here we apply a naive discriminator over the generated hand patch. 4) **Hand Keypoint Loss**: We replace the hand discriminator with our proposed hand keypoint loss. 5) **SIGGAN (Full)**: Our final condition is the full SIGGAN model with the addition of a hand keypoint loss compared to a set of **good hands**. Each condition is inclusive of all previous additions excluding the hand discriminator.

**Evaluation Metrics** We measure the quality of synthesized images using the following metrics. 1) **SSIM**: Structural Similarity [56] over the full image. 2) **Hand SSIM**: SSIM metric over a 60x60 crop of each hand. 3) **Hand Pose**: Absolute distance between 2D hand keypoints of the produced and ground truth hand images, using a pre-trained hand pose estimation model [16]. We note similar metrics were used in prior works [20, 50, 53, 54]. 4) **FID**: Fréchet Inception Distance [19] over the full image.

### 4.2. Quantitative Evaluation

**Back Translation** Our first evaluation is of our continuous SLP model. The benchmark SLP evaluation metric is back translation, which uses a pre-trained SLT model to translate back to spoken language [38]. We use the state-of-the-art SLT [10] as our back translation model, utilizing EfficientNet-B7 [46] features as frame representations. Our models are evaluated on the *Text to Pose* task, translating directly from spoken language to sign language video.

We first evaluate our MDN formulation for the production of skeleton pose sequences, as an intermediary before photo-realistic video generation. Table 1 shows a performance increase on the test set compared to baseline methods [37, 38]. The multimodal modelling of the MDN reduces the regression to the mean found in previous deterministic models, leading to a more expressive production.

We next evaluate our full SIGGAN model for photo-realistic sign language video generation. SIGGAN achieves state-of-the-art back translation BLEU-4 performance on the test set, of 12.18. This highlights the increased information content available in photo-realistic videos, *i.e.* learnt human appearance prior. In addition, this shows the importance of photo-realistic SLP for sign comprehension.

**Baseline Comparisons** We next evaluate our pose-conditioned signer generation by comparing performance to baselines on the same task, given a sequence of poses as input. For a fair evaluation, we first evaluate using a subset of data containing a single signer appearance. As seen in Table 2, SIGGAN outperforms all baseline methods for all metrics, particularly for the Hand SSIM score. We believe this is due to the improved quality of synthesized hand images by using the proposed hand keypoint loss.

We next evaluate using a larger, multiple signer dataset in Table 3, to show the effect of our controllable generation module. SIGGAN again outperforms all baseline methods and achieves a significant performance increase compared to training on a single signer corpus. We believe this is due to the larger variety of hand and body pose present

| Approach                          | DEV SET BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | ROUGE | TEST SET BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | ROUGE |
|----------------------------------|----------------|--------|--------|--------|-------|----------------|--------|--------|--------|-------|
| Progressive Transformers [38]    | 11.82          | 14.80  | 19.97  | 31.41  | 33.18 | 10.81          | 13.54  | 19.04  | 31.36  | 32.46 |
| Adversarial Training [37]        | 12.65          | 15.61  | 20.58  | 31.84  | 33.68 | 10.81          | 13.72  | 18.99  | 30.93  | 32.74 |
| Mixture Density Networks (Ours)  | 11.54          | 14.48  | 19.63  | 30.94  | 33.40 | 11.68          | 14.55  | 19.70  | 31.56  | 33.19 |
| SIGGAN (Ours)                    | 11.74          | 14.38  | 18.81  | 27.07  | 27.83 | **12.18**      | **14.84**| 19.26  | 27.63  | 29.05 |

Table 1: Back translation results on the PHOENIX14T dataset for the *Text to Pose* task.

| Approach                  | SSIM | Hand SSIM | Hand Pose | FID |
|---------------------------|------|-----------|-----------|-----|
| EDN [9]                   | 0.726| 0.545     | 22.88     | 29.62 |
| vid2vid [54]              | 0.726| 0.551     | 22.76     | 27.51 |
| Pix2PixHD [55]            | 0.726| 0.541     | 22.95     | 32.88 |
| Stoll et al. [44]         | 0.733| 0.547     | 22.81     | 73.38 |
| SIGGAN (Ours)             | **0.742**| **0.588** | **22.68** | **24.10** |

Table 2: Baseline model comparison results, on a single signer subset of the data.
Figure 5: Baseline comparisons trained on a single signer (top) or multiple signer (bottom) dataset. Best viewed in colour.

Table 3: Baseline model comparison results, on the full dataset containing multiple signers.

| Model                  | SSIM ↑ | Hand SSIM ↑ | Hand Pose ↓ | FID ↓ |
|------------------------|--------|-------------|-------------|-------|
| EDN [9]                | 0.737  | 0.553       | 23.09       | 41.54 |
| vid2vid [54]           | 0.750  | 0.570       | 22.51       | 56.17 |
| Pix2PixHD [55]         | 0.737  | 0.553       | 23.06       | 42.57 |
| Stoll et al. [44]      | 0.727  | 0.533       | 23.17       | 64.01 |
| SIGNGAN (Ours)         | 0.759  | 0.605       | 22.05       | 27.75 |

Table 4: Ablation study results, on a multiple signer dataset.

| Ablation                    | SSIM ↑ | Hand SSIM ↑ | Hand Pose ↓ | FID ↓ |
|-----------------------------|--------|-------------|-------------|-------|
| Skip Connections            | 0.743  | 0.582       | 22.87       | 39.33 |
| Controllable Gen.           | 0.752  | 0.587       | 22.09       | 32.22 |
| Hand Discriminator          | 0.738  | 0.565       | 22.81       | 39.22 |
| Hand Keypoint Loss          | 0.758  | 0.598       | 21.89       | 29.02 |
| SIGNGAN (Full)              | 0.759  | 0.605       | 22.05       | 27.75 |

Table 5: Perceptual study results, showing the percentage of participants who preferred our method to the baseline trained on a single or multiple signer dataset.

| Model                  | Single Signer Body | Single Signer Hand | Multiple Signer Body | Multiple Signer Hand |
|------------------------|--------------------|--------------------|----------------------|----------------------|
| EDN [9]                | 97.8%              | 97.8%              | 100%                 | 97.8%                |
| vid2vid [54]           | 97.8%              | 95.6%              | 85.9%                | 84.8%                |
| Pix2PixHD [55]         | 96.7%              | 96.7%              | 98.9%                | 100%                 |
| Stoll et al. [44]      | 98.9%              | 100%               | 100%                 | 100%                 |
4.3. Qualitative Evaluation

Baseline Comparison  As seen in the baseline comparisons of Figure 5, SIGNGAN clearly generates the most natural-looking hands. Other approaches generate hands that are blurred, due to the existence of motion blur in the training data and the lack of a hand-specific loss. When trained on the larger, multiple signer dataset (bottom), baselines struggle to generate a consistent signer appearance. In contrast, SIGNGAN generates an identical style to the original image, due to the proposed controllable video generation. Although superior results can be seen in image synthesis, we believe more significant differences can be seen in the video outputs. We recommend the reader to view the comparison videos provided in supplementary material.

Ablation Study  Figure 6 shows qualitative results when ablating our model. The effect of the proposed controllable video generation is highlighted, as without it the signer appearance is inconsistent. The classic hand discriminator can be seen to produce blurry hands due to the existence of motion blur in the training dataset. Our proposed hand keypoint loss generates higher quality hands with considerable detail and sharper synthesis, particularly when trained using a set of good hands in the SIGNGAN (full) setup. Although the effect is subtle, this is an important addition for the understanding of sign language videos, where the focus is often on the manual features. Figure 7 showcases the full repertoire of interpreters generated from a single model, showing the control available to the viewer.

5. Conclusion

Sign Language Production (SLP) requires the generation of photo-realistic sign language videos to be understandable by the Deaf [50], whereas prior work has produced skeleton pose sequences. In this paper, we proposed SIGNGAN, the first SLP model to produce photo-realistic continuous sign language videos directly from spoken language. We employed a transformer architecture with a Mixture Density Network (MDN) formulation to translate from spoken language to skeletal pose. Pose sequences are subsequently used to condition the generation of a photo-realistic sign language video using a human synthesis module.

We proposed a novel keypoint-based loss function to significantly improve the quality of hand synthesis, operating in the keypoint space to avoid issues caused by motion blur. Additionally, we proposed a method for controllable video generation, enabling training on large, diverse sign language datasets and providing the ability to control the signer appearance at inference. Finally, we collected a varied dataset of sign language interpreters and showed that SIGNGAN outperforms all baseline methods for quantitative evaluation and human perceptual studies.
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