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Abstract

In Statistical Machine Translation we often have to combine different sources of parallel training data to build a good system. One way of doing this is to build separate translation models from each data set and linearly interpolate them, and to date the main method for optimising the interpolation weights is to minimise the model perplexity on a heldout set. In this work, rather than optimising for this indirect measure, we directly optimise for BLEU on the tuning set and show improvements in average performance over two data sets and 8 language pairs.

1 Introduction

Statistical Machine Translation (SMT) requires large quantities of parallel training data in order to produce high quality translation systems. This training data, however, is often scarce and must be drawn from whatever sources are available. If these data sources differ systematically from each other, and/or from the test data, then the problem of combining these disparate data sets to create the best possible translation system is known as domain adaptation.

One approach to domain adaptation is to build separate models for each training domain, then weight them to create a system tuned to the test domain. In SMT, a successful approach to building domain specific language models is to build one from each corpus, then linearly interpolate them, choosing weights that minimise the perplexity on a suitable heldout set of in-domain data. This method has been applied by many authors (e.g. (Koehn and Schroeder, 2007)), and is implemented in popular language modelling tools like IRSTLM (Federico et al., 2008) and SRILM (Stolcke, 2002).

Similar interpolation techniques have been developed for translation model interpolation (Foster et al., 2010; Sennrich, 2012) for phrase-based systems but have not been as widely adopted, perhaps because the efficacy of the methods is not as clear-cut. In this previous work, the authors used standard phrase extraction heuristics to extract phrases from a heldout set of parallel sentences, then tuned the translation model (i.e. the phrase table) interpolation weights to minimise the perplexity of the interpolated model on this set of extracted phrases.

In this paper, we try to improve on this perplexity optimisation of phrase table interpolation weights by addressing two of its shortcomings. The first problem is that the perplexity is not well defined because of the differing coverage of the phrase tables, and their partial coverage of the phrases extracted from the heldout set. Secondly, perplexity may not correlate with the performance of the final SMT system.

So, instead of optimising the interpolation weights for the indirect goal of translation model perplexity, we optimise them directly for translation performance. We do this by incorporating these weights into SMT tuning using a modified version of Pairwise Ranked Optimisation (PRO) (Hopkins and May, 2011).

In experiments on two different domain adaptation problems and 8 language pairs, we show that our method achieves comparable or improved performance, when compared to the perplexity minimisation method. This is an encouraging result as it
shows that PRO can be adapted to optimise translation parameters other than those in the standard linear model.

2 Optimising Phrase Table Interpolation Weights

2.1 Previous Approaches
In the work of Foster and Kuhn (2007), linear interpolation weights were derived from different measures of distance between the training corpora, but this was not found to be successful. Optimising the weights to minimise perplexity, as described in the introduction, was found by later authors to be more useful (Foster et al., 2010; Sennrich, 2012), generally showing small improvements over the default approach of concatenating all training data.

An alternative approach is to use log-linear interpolation, so that the interpolation weights can be easily optimised in tuning (Koehn and Schroeder, 2007; Bertoldi and Federico, 2009; Banerjee et al., 2011). However, this effectively multiplies the probabilities across phrase tables, which does not seem appropriate, especially for phrases absent from 1 table.

2.2 Tuning SMT Systems
The standard SMT model scores translation hypotheses as a linear combination of features. The model score of a hypothesis is defined to be \( w \cdot \mathbf{h}(e, f, a) \) where \( w \) is a weight vector, and \( \mathbf{h}(e, f, a) \) a vector of feature functions defined over source sentences (f), hypotheses, and their alignments (a). The weights are normally optimised (tuned) to maximise BLEU on a heldout set (the tuning set).

The most popular algorithm for this weight optimisation is the line-search based MERT (Och, 2003), but recently other algorithms that support more features, such as PRO (Hopkins and May, 2011) or MIRA-based algorithms (Watanabe et al., 2007; Chiang et al., 2008; Cherry and Foster, 2012), have been introduced. All these algorithms assume that the model score is a linear function of the parameters \( w \). However since the phrase table probabilities enter the score function in log form, if these probabilities are a linear interpolation, then the model score is not a linear function of the interpolation weights. We will show that PRO can be used to simultaneously optimise such non-linear parameters.

2.3 Pairwise Ranked Optimisation
PRO is a batch tuning algorithm in the sense that there is an outer loop which repeatedly decodes a small (1000-2000 sentence) tuning set and passes the \( n \)-best lists from this tuning set to the core algorithm (also known as the inner loop). The core algorithm samples pairs of hypotheses from the \( n \)-best lists (according to a specific procedure), and uses these samples to optimise the weight vector \( w \).

The core algorithm in PRO will now be explained in more detail. Suppose that the \( N \) sampled hypothesis pairs \( (x_i^\alpha, x_i^\beta) \) are indexed by \( i \) and have corresponding feature vectors pairs \( (\mathbf{h}_i^\alpha, \mathbf{h}_i^\beta) \). If the gain of a given hypothesis (we use smoothed sentence BLEU) is given by the function \( g(x) \), then we define \( y_i \) by

\[
y_i \equiv \text{sgn}(g(x_i^\alpha) - g(x_i^\beta))
\]

For weights \( w \), and hypothesis pair \( (x_i^\alpha, x_i^\beta) \), the (model) score difference \( \Delta s_i^w \) is given by:

\[
\Delta s_i^w \equiv s^w(x_i^\alpha) - s^w(x_i^\beta) \equiv w \cdot (\mathbf{h}_i^\alpha - \mathbf{h}_i^\beta)
\]

Then the core PRO algorithm updates the weight vector to \( w^* \) by solving the following optimisation problem:

\[
w^* = \arg \max_w \sum_{i=1}^N \log (\sigma(y_i \Delta s_i^w))
\]

where \( \sigma(x) \) is the standard sigmoid function. The derivative of the function can be computed easily, and the optimisation problem can be solved with standard numerical optimisation algorithms such as L-BFGS (Byrd et al., 1995). PRO is normally implemented by converting each sample to a training example for a 2 class maximum entropy classifier, with the feature values set to \( \Delta \mathbf{h}_i \) and the responses set to the \( y_i \), whereupon the log-likelihood is the objective given in Equation (3). As in maximum entropy modeling, it is usual to add a Gaussian prior to the objective (3) in PRO training.

2.4 Extending PRO for Mixture Models
We now show how to apply the PRO tuning algorithm of the previous subsection to simultaneously
The optimisation problem is then:

\[
0 \leq p_{\beta} \leq 1
\]

where each phrase vector consists of weights and interpolation weights. The objective in Equation (3) for translation model via the phrase features, and we can jointly optimise the weights of the translation system, and we can jointly optimise the objective in Equation (3) for translation model weights and interpolation weights.

To make this more concrete, suppose that the feature vector consists of \( m \) phrase table features and \( n - m \) other features\(^1\)

\[
h \equiv (\log(p^1), \ldots, \log(p^n), h^{m+1}, \ldots, h^n)
\]

where each \( p^j \) is an interpolation of two probability distributions \( p^j_A \) and \( p^j_B \). So, \( p^j \equiv \alpha^j p^j_A + (1-\alpha^j)p^j_B \) with \( 0 \leq \alpha^j \leq 1 \). Defining \( \lambda \equiv (\lambda^1 \ldots \lambda^m) \), the optimisation problem is then:

\[
(w^*, \lambda^*) = \arg \max_{(w, \lambda)} \sum_{i=1}^{N} \log \left( \sigma \left( y_i \Delta s_i^{(w, \lambda)} \right) \right)
\]

where the sum is over the sampled hypothesis pairs and the \( \Delta \) indicates the difference between the model scores of the two hypotheses in the pair, as before. The model score \( s_i^{(w, \lambda)} \) is given by

\[
\sum_{j=1}^{m} \left( w^i \cdot \log \left( \lambda^j p^j_{Ai} + (1-\lambda^j)p^j_{Bi} \right) \right) + \sum_{j=m+1}^{n} w^j h^j
\]

where \( w \equiv (w^1 \ldots w^n) \). A Gaussian regularisation term is added to the objective, as it was for PRO. By replacing the core algorithm of PRO with the optimisation above, the interpolation weights can be trained simultaneously with the other model weights.

Actually, the above explanation contains a simplification, in that it shows the phrase features interpolated at sentence level. In reality the phrase features are interpolated at the phrase level, then combined to give the sentence level feature value. This makes the definition of the objective more complex than that shown above, but still optimisable using bounded L-BFGS.

\[3\] Experiments

\[3.1\] Corpus and Baselines

We ran experiments with data from the WMT shared tasks (Callison-Burch et al., 2007; Callison-Burch et al., 2012), as well as OpenSubtitles data\(^2\) released by the OPUS project (Tiedemann, 2009).

The experiments targeted both the news-commentary (nc) and OpenSubtitles (st) domains, with nc-devtest2007 and nc-test2007 for tuning and testing in the nc domain, respectively, and corresponding 2000 sentence tuning and test sets selected from the st data. The news-commentary v7 corpus and a 200k sentence corpus selected from the remaining nc data were used as in-domain training data for the respective domains, with europarl v7 (ep) used as out-of-domain training data in both cases. The language pairs we tested were the WMT language pairs for nc (English (en) to and from Spanish (es), German (de), French (fr) and Czech (cs)), with Dutch (nl) substituted for de in the st experiments.

To build phrase-based translation systems, we used the standard Moses (Koehn et al., 2007) training pipeline, in particular employing the usual 5 phrase features – forward and backward phrase probabilities, forward and backward lexical scores and a phrase penalty. The 5-gram Kneser-Ney smoothed language models were trained by SRILM (Stolcke, 2002), with KenLM (Heafield, 2011) used at runtime. The language model is always a linear interpolation of models estimated on the in- and out-of-domain corpora, with weights tuned by SRILM’s perplexity minimisation\(^3\). All experiments were run three times with BLEU scores averaged, as recommended by Clark et al. (2011). Performance was evaluated using case-insensitive BLEU (Papineni et al., 2002), as implemented in Moses.

The baseline systems were tuned using the Moses version of PRO, a reimplementation of the original

\[1\] Since the phrase penalty feature is a constant across phrase pairs it is not interpolated, and so is classed with the “other” features. The lexical scores, although not actually probabilities, are interpolated.

\[2\] www.opensubtitles.org

\[3\] Our method could also be applied to language model interpolation but we chose to focus on phrase tables in this paper.
algorithm using the sampling scheme recommended by Hopkins and May. We ran 15 iterations of PRO, choosing the weights that maximised BLEU on the tuning set. For the PRO training of the interpolated models, we used the same sampling scheme, with optimisation of the model weights and interpolation weights implemented in Python using scipy\(^4\). The implementation is available in Moses, in the contrib/promix directory.

The phrase table interpolation and perplexity-based minimisation of interpolation weights used the code accompanying Sennrich (2012), also available in Moses.

### 3.2 Results

For each of the two test sets (\textit{nc} and \textit{st}), we compare four different translation systems (three baseline systems, and our new interpolation method):

- \textbf{in} Phrase and reordering tables were built from just the in-domain data.
- \textbf{joint} Phrase and reordering tables were built from the in- and out-of-domain data, concatenated.
- \textbf{perp} Separate phrase tables built on in- and out-of-domain data, interpolated using perplexity minimisation. The reordering table is as for \textbf{joint}.
- \textbf{pro-mix} As \textbf{perp}, but interpolation weights optimised using our modified PRO algorithm.

So the two interpolated models (\textbf{perp} and \textbf{pro-mix}) are the same as \textbf{joint} except that their 4 non-constant phrase features are interpolated across the two separate phrase tables. Note that the language models are the same across all four systems.

The results of this comparison over the 8 language pairs are shown in Figure 1, and summarised in Table 1, which shows the mean BLEU change relative to the \textbf{in} system. It can be seen that the \textbf{pro-mix} method presented here is out-performing the perplexity optimisation on the \textbf{nc} data set, and performing similarly on the \textbf{st} data set.

|        | \textbf{joint} | \textbf{perp} | \textbf{pro-mix} |
|--------|----------------|---------------|------------------|
| \textbf{nc} | +0.18          | +0.44         | +0.91            |
| \textbf{st}  | -0.04          | +0.55         | +0.48            |

Table 1: Mean BLEU relative to \textbf{in} system for each data set. System names as in Figure 1.

### 4 Discussion and Conclusions

The results show that the \textbf{pro-mix} method is a viable way of tuning systems built with interpolated phrase tables, and performs better than the current perplexity minimisation method on one of two data sets used in experiments. On the other data set (\textit{st}), the out-of-domain data makes much less difference to the system performance in general, most probably because the difference between the in and out-of-domain data sets is much larger (Haddow and Koehn, 2012). Whilst the differences between \textbf{pro-mix} and perplexity minimisation are not large on the \textbf{nc} test set (about +0.5 BLEU) the results have been demonstrated to apply across many language pairs.

The advantage of the \textbf{pro-mix} method over other approaches is that it directly optimises the measure that we are interested in, rather than optimising an intermediate measure and hoping that translation performance improves. In this work we optimise for BLEU, but the same method could easily be used to optimise for any sentence-level translation metric.
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Figure 1: Comparison of the performance (BLEU) on in-domain data, of our pro-mix interpolation weight tuning method with three baselines: in using just in-domain parallel training data training; joint also using europarl data; and perp using perplexity minimisation to interpolate in-domain and europarl data.