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Abstract—Continuous remote monitoring of a patient’s health condition in dynamic environment imposes many challenges. Challenges further get multiplied based on the size of body area sensor network. One such challenge is energy efficiency of sensors. Maintaining longer life of all nodes, especially who participate in communicating vital signals from one network to another towards the base station is very important. In this work, an energy efficient communication protocol for the wireless body area network (WBAN) is proposed. The essential characteristics of the protocol are: random deployment of nodes, formation of clusters, node with high signal to noise ratio (SNR) as cluster head (CH), random rotation of CHs within each cluster, and so on. The developed algorithm is simulated in MATLAB by varying the number of nodes and networks. Obtained results are compared with some of the recent and most relevant existing works. It is found that there is an enhancement in the network lifetime by 19.5%, throughput by 12.61% and average remaining energy by 57.21%.
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I. INTRODUCTION

The usage of information and communication technology (ICT) in healthcare sector is not so widely visible even in the pandemic. Enormous challenges in demand of healthcare centre were encountered [1]. People even in urban areas require doctor appointment and physically visit them if they have any health problem. This has been in practice for a long time and continues even now. Significant research, what we call IOTization, has been around in almost every industry such as smart city, smart home, smart agriculture, smart class room, smart governance, smart and intelligent transport, smart eHealth [2-4]. However, to some extent, smartness is observed in the case of home, in the case of manufacturing but smartness in the case of eHealth is still a miles away. It is limited to a very few individuals who can somehow monitors some of his/her body parameters using smart watch, band, and so on. During this pandemic situation, when social distancing has become very important, health industry should have seen significant growth in terms of usage of monitoring devices and techniques. Unfortunately, we are far behind.

Though, there are many tiny, cheap and smart sensors modules available which can be kept on the body of human within or outside or vicinity of body of human. This type of network is well known as body area network (BAN). Furthermore, this BAN is expected to be dynamic and mobile, such system is known as wireless BAN (WBAN). WBAN allows monitoring of health data of a patient or person from remote. The usage of such networks at this time period could have been significantly increased. Despite that a large number of papers, investigations are available on the subject [5], but practical implementation and usage is not promising due to requirements of bandwidth, high storage capabilities and high-power usage. Additionally, huge information transformation and estimation is required at the edge or cloud. Could computing [6] can be used with regular transformation and data analysis. This inquiry can then be used by the clinicians for providing better treatment of patient in healthcare as well as research. In addition, remote monitoring, consultation, counselling can be easily done. Furthermore, when patient is mobile and dynamic, the system complexity and requirement would be different. One of the important problems would be communicating information from one network to other networks towards the patient’s parent cloud, that is, routing of information from the source to destination.

WBAN routing protocols are classified into energy aware routing, cross-layer routing, temperature-based routing, cluster-based routing, posture-based routing and quality of service (QoS)-based routing [7]. An opportunistic power-efficient routing with load balancing (OE2-LB) by eliminating the delay caused during the aggregation process algorithm has been proposed in [8]. It helps in avoiding the loops that occur in routing in a more effective way. Authors claimed to have developed a better algorithm with respect to throughput delay, aggregation time, energy, and live nodes count. A power efficient communication protocol for transmitting the data more reliably is proposed by selecting appropriate next hop node [9]. In this, to select next hop node, a maximum benefit function has been defined. It uses parameters like residual power, bandwidth, efficiency in transmission and number of hops to sink. The performance of the proposed protocol is simulated in MATLAB and evaluated with PERA and NEW-ATTEMPT protocols. In [10], a clustering routing protocol for WBANs (CRPBA) is developed for maximizing the network lifetime and minimization of power dissipation for the nodes. The performance of the developed algorithm is evaluated with specifications such as total number of nodes 24; initial energy of each node is 0. 5J and total number of 7000 rounds. The reported results showed the first node death at 3375 rounds. In [11], authors developed IMSIMPLE: improved stable increased-throughput multi-hop link adep communication protocol. A cost function is defined by considering various parameters such as distance to sink and residual power has been used for selecting a new forwarding node. Simulations
were performed with eight nodes having 0.5 J of initial energy and radio parameters like DC current for transmitter and receiver, supply voltage. Results showed that the first node death occurred at 5200 rounds with no mobility. Also, it is learnt that when a patient is static i.e., fixed in location, receive signal strength indicator (RSSI) is normally considered [12]. But when the patient is moving, there will be considerable number of noises as channel keeps changing. Hence, signal to noise ratio (SNR) is more appropriate than the RSSI for variable radio conditions.

Hence in this work, we investigated SNR based power adept communication protocol for not only maximizing the network period by reducing the power dissipation, but also increasing the network throughput and reducing delay in the network. For this, we introduced a weightage function for selecting the cluster head. The weightage function is based on two parameters; high SNR among the nodes and lowest distance from the nodes to cluster head. Also, we compared the performance of our developed algorithm with energy efficient low power robust clustering hierarchy (EELCHE), distributed power efficient clustering (DEEC), threshold sensitive power efficient sensor network protocol (TEEN) and clustering based routing protocol for WBAN (CRPBA).

The contents of this paper have the following details. Section II discusses about related works of various routing protocols with respect to performance metrics, goals, and the cost function that has been developed. Simulation parameters with the radio model and energy model of two modes of communication are discussed in Section III. Section IV deals with proposed algorithm with defined cost function. Finally, results and conclusion were discussed in Sections V and VI, respectively.

II. RELATED WORK

Optimized cost effective and energy efficient routing processes (OCER) and Extended-OCER are suggested in [13]. So, as to maximize the network period with the lowest power usage, authors projected a price function with the node’s residual energy, path loss, and reliability of link. Nodes owning a less values of price function hold the risks of getting subsequent hop nodes. The functionality of the projected protocol is evaluated using simulations with metrics such as power consumption, throughput and number of packets forwarded. Furthermore, comparison has been made with EPR for indoor medical centres and DMQoS protocols. The outcomes indicate OCER achieves excellent power savings.

When it comes to RK efficient routing protocol [14] has been recommended by the researchers with eight nodes deploying on the human body to keep track of physiological parameters. Nodes are actually split into normal and critical nodes, and that makes use of one hop mechanism and multi hopping respectively. A cost function is identified to pick a forwarder node for multihopping, mostly, based on the least distance to sink and the node’s residual power. The functionality of the protocol is then compared and contrasted to ATTEMPT and results suggested that the recommended one outperforms ATTEMPT.

Anwar et. al. developed power aware link effective routing for WBANs (ELR-W) in [15]. Link efficient network model was built to select next hop node with minimum distance to base station and quality link (having very good packet reception ratio). To analyze the efficiency of protocol, parameters such as usage of power, life time of the network, and throughput had been considered for simulations. Very low energy usage, low packet loss i.e., high throughput, and substantial network lifetime were achieved with the ELR-W when in contrast with M-ATTEMPT and iM-SIMPLE.

To have efficient routing approach in WBANs, achieving QoS (throughput, power effectiveness, end-to-end hold off, as well as packet transmission rates) is really very important. As a result, a SDN-enabled and energy-efficient routing algorithm (ESR-W) developed with the usage of the Fuzzy-based Dijkstra method [16] for achieving QoS. So, riverbed modeler simulation software with IEEE 802.15.6 for intra-WBAN, and hubs flow interface protocol for inter-WBAN (SD-WBAN) are used to evaluate the performance of the proposed approach. Simulation results of ESR-W found to be more efficient when compared with AODV, and SDN routing developed for SD-WBAN architecture.

Link-aware and energy efficient pattern for body region networks (LAEeba) [17] is suggested by the authors to achieve reliable, pathless efficient and high throughput for WBANs. Besides, on the foundation of higher residual vitality as well as bare minimum distance coming from nodes to BS, a price feature continues to be recommended for choosing the forwarder nodes within the community. The simulations were carried using MATLAB and performance of the LAEEBA is compared with SIMPLE and M-ATTEMPT. A total of 8 nodes with fixed locations, initial energy of 0.5 J with a range of 10 meters is deployed on the body. The results show that LAEEBA protocol improves the stability of network and network life time with first node dying at 5130 rounds when compared with 2147 and 4436 rounds for M-ATTEMPT and SIMPLE protocols, respectively.

A new routing protocol for heterogenous WBANs named Mobility-supporting adaptive threshold-based thermal-aware energy-efficient multi-hop protocol (M-ATTEMPT) [18] has been proposed by the researchers. Apart from this, a system model is built for placing the nodes on human body. To study this protocol, simulations were carried in MATLAB with 10 nodes as randomly placed, initial energy of these nodes 0.5 joules and their transmission range is 10 meters. Results indicate that first node death occurred at 2700 round and total energy of the network lasted till 3500 rounds. Conclusion: proposed algorithm has consumed very less energy and also achieved very good throughput. The same authors in [12] presented reliability enhanced-adaptive threshold based thermal unaware energy-efficient multi-hop protocol (RE-ATTEMPT) for WBANs. The network life time of ATTEMPT and RE-ATTEMPT lasted for 1450 and 1577 rounds, respectively.

Distance aware relaying energy-efficient protocol (DARE) [19] for enhancing the network life time by reducing the energy consumption has been developed. Simulations performed in MATLAB with 56 sensor nodes, initialized with
0.3 joule of energy, 8 body relays with 1 joule. The algorithm is compared with M-ATTEMPT and results indicate that in M-ATTEMPT all the 56 nodes are dead after 714 rounds. While, in the case of DARE, for about 1500 rounds all the nodes are dead.

In [20] stable increased-throughput multihop protocol for link efficiency (SIMPLE) is proposed. Similar simulation parameters discussed in [19] were considered and the performance is evaluated based on the metrics like network period, stability lifetime, residual power, throughput, and pathloss [19]. The first node death occurred at 2010 round with ATTEMPT, while, in case of SIMPLE first node death occurred at 4400 rounds. Also, in other performance metrics SIMPLE algorithm outperformed the state of the art.

As we all know, in line of sight (LOS) and non-line of sight (NLOS) conditions, paths between the nodes are experienced with path loss, multipath fading, shadowing effects and noise effects in both. A cooperative LAEEBA (Co-LAEEBA) [21] routing scheme has been proposed, considering path loss and collaborative learning. A total of 8 nodes have been considered with three as advanced nodes and remaining five as normal nodes. These normal nodes send the information to advanced nodes. The operation of this protocol is divided into many phases like initialization, co-operation and routing, power consumption, relay selection, and path loss phases. Initial energy of each node is given with 0.3 J and 0.1 J for advanced and normal nodes respectively. As we all know that, the performance of the WBANs can better be understood during simulation studies.

Modified LEACH [22] has been proposed to reduce the energy consumption required for communication. For this, energy and location factors have been considered for electing the CH. The performance evaluation of proposed algorithm, is simulated in MATLAB and then compared with basic LEACH, and LEACH -C. All nodes in LEACH died at 2243, LEACH -C at 2606 and proposed EE-LEACH at 4958 rounds. Moreover, the proposed protocol i.e., EE-LEACH has balanced the network, with less power consumption, improved data throughput, and prolonged network lifetime.

A single protocol cannot meet the multiple quality of service requirements in WBANs. Moreover, the above protocols are based on cost functions considering single parameters such as calculation of residual energy, minimum distance to local base station, RSSI, load balancing, spatial information, links reliability and path loss. Furthermore, it is observed that few of the above works are carried under ideal conditions and didn’t consider any radio models. Thus, in this paper we construct a cost function in selecting optimal cluster head by taking number of parameters such as high SNR, average energy and least distance to CH. With this approach, we not only achieve efficient and reliable communication of data, but also improve network lifetime, and energy efficiency of network.

The developed protocol finds usage in sensor networks. Since, the protocol is energy efficient, it can be used in any sensor networks. Other application supported would be Internet of things (IoT). Some of the applications include minimum energy routine protocol and cluster formation of the networks. There are various power-aware routing protocols including nodes route data destined for the base station particularly through the intermediate nodes. To minimize energy usage, the intermediate nodes are chosen in a way that the transmit amplifier energy is greatly minimized. For example, in clustering, the nodes are organized into clusters that enable communication with a local base station. In turn, the local base stations transmit data to the cellular base stations where accessibility by the end user is made possible. This significantly minimizes the distance nodes that are required to transmit their data since the local base station is closer to other nodes in the cluster.

III. RADIO SYSTEM MODEL AND ASSUMPTIONS

A. Radio Model

A first order radio model defined in [23] is shown in Fig. 1. In this model, the radio will dissipate: total electronic (\(T_{elec} = E_{tx} + E_{rx} = 50nJ/bit\) to make the transceiver circuitry up and 100pJ/bit/m² for operating transmit power amplifier to achieve desired SNR. Also, we assume that some amount of energy is consumed due to the transmission over channel.

To communicate ‘n’ bit message to a distance ‘d’ using the assumed model, radio spends:

\[
E_{tx}(n, d) = E_{tx}(n) + E_{tx-amp}(n, d)
\]

\[
E_{rx}(n, d) = (E_{tx} + E_{rx}) \ast n + E_{tx-amp} \ast n \ast d^2
\]

And, while receiving the same message, the radio dissipates

\[
E_{rx}(n) = t_{power} \ast n
\]

where total power is given as \(t_{power} = E_{tx}\) (transmitter power) + \(E_{rx}\) (receiver power), and \(E_{tx-amp}\) is power consumed by the transmitter amplifier electronics. Moreover, we also assumed the amount of energy required for sending a packet from wearable sensor 1 to 2 will be same as that of energy required to for transmitting from node 2 to node 1 at a given SNR.

Fig. 1. First Order Radio Model.
B. Energy for Two Modes of Operation

Sensor nodes transmit information to local BS in two modes: direct (single hop) and multi hop. In direct mode, nodes send data straight to BS. If BS is too far from them, nodes transmitter will have to spend more energy to transmit to, as ‘d’ is greater in eq. 2. With this, nodes batteries drain faster and network lifetime decreases. To demonstrate the above point, Fig. 2 is considered as a simple linear network, where ‘s’ is number of nodes and ‘d’ is distance between the nodes.

In direct mode, energy spent for transmitting ‘n’ bit message of a node located at a distance ‘sd’ from BS is given by:

\[ E_{\text{direct}} = E_{\text{tx}}(n, d = s \cdot d) \]  
(4)

Equation 1 and 2 can be expressed as:

\[ E_{\text{direct}} = E_{\text{tx}}(n, d = s \cdot d) \]  
(5)

\[ = T_{\text{elec}} \cdot n + E_{\text{tx-amp}} \cdot n \cdot (sd)^2 \]  
(6)

In multihop mode, nodes transmit data to BS through intermediate nodes, acting as routers. These intermediate nodes are selected in such way that their transmitter energy is minimized while sending the data. Consider a linear network shown in Fig. 2 with 3 nodes, if a node 1 wants to transmit to node 3, node 1 should transmit through node 2 only if it satisfies the following condition:

\[ E_{\text{tx-amp}}(n, d = d_{12}) + E_{\text{tx-amp}}(n, d = d_{23}) < E_{\text{tx-amp}}(n, d = d_{13}) \]  
(7)

where \( d_{12} \) is distance from node 1 to node 2, \( d_{23} \) distance from node 2 to node 3 and \( d_{13} \) is distance from node 1 to node 3.

In a multihop mode, nodes near to BS will receive large amount of data, thus these nodes will die soon. Furthermore, nodes far from BS will have to transmit data with more energy causing these nodes to die and eventually the network goes down. Hence, all the nodes can be arranged into clusters, and communicate with local BSs. Moreover, these local BS transmits data to global BS, comprises of personal computer, phones and other smart electronic items [21], whereas, sensor nodes are all kind of biosensors powered by tiny batteries. Thus, clustering seems to be a solution in providing energy efficient communication between the local BS and global BS. However, the local BS should be given with high energy, otherwise this would die soon.

C. Simulation Parameters

The protocol is based on a model with a person or patient equipped with mMaxBANSize sensor nodes placed outside the body. These nodes will help in monitoring the patient vital signals such as heart rate, body temperature, oxygen levels, blood pressure, blood sugar levels, and respiratory rate, and so on from a remote location. The topology in this network is star with one node acting as a local BS for collecting the data, situated in the centre of the body and others being normal nodes, senses the data and send to local BS in a Multihop or single hop fashion. The reason behind choosing limited number of nodes is due to patient movement in the external environments. All the nodes in the given model are homogeneous and are provided with initial energy \( E_0 = 0.5J \) and considered to have equal computational capabilities. In this work, we assumed a simple first order radio model to run the transmitter and receiver circuitry.

The simulation specifications and radio parameters are shown in Table I.

| Parameters                         | Value         |
|------------------------------------|---------------|
| Size of BAN (mMaxBANSize)          | 6 - 30        |
| Network size                       | 3mx3m         |
| Sink location                      | Centre        |
| Initial energy (\( E_0 \))         | 0.5 Joules    |
| Number of rounds                   | 6000          |
| Size of each packet                | 4000 bits     |
| \( E_{\text{rx}} \) (Transmitter electronics) | 50 nJ       |
| \( E_{\text{rx}} \) (Receiver electronics) | 50 nJ       |
| \( E_{\text{tx-amp}} \) transmitter amplifier | 100 pJ/bit/m² |

IV. PROPOSED METHOD

The protocol is based on communicating the information to BS by avoiding the battery drainage caused due to direct communication i.e., single hop. Disseminating the data to base station, and achieving the easier convergence of network, sensor nodes themselves organize into clusters with one node being cluster head (CH) or local BS. If we chose CH before and fixed for the entire system’s lifetime, the CH would die quickly. Thus, there is a necessity to provide random rotation of CHs among all the nodes within the cluster. Moreover, all the remaining wearable sensors within a cluster will transmit data to CH to save energy and further CHs will direct the data to access point by performing data aggregation and segregation. However, the energy consumed by the cluster heads is more when compared with nodes. If it happens continuously, soon the CHs end up with low energy and thus making network down. Thus, CH selection is based on the cost criteria given as: 1) by allocating random signal to noise ratio (SNR) among the nodes, and 2) computing the distance between from nodes to CH. If the node is having high SNR and distance between node and CH is less, then that particular node will become CH in next iteration.
In WBAN scenario, the wearable sensors deployed on a body are fixed with respect to their position after the deployment. All these wearables are given initially an equal amount of power except for the local BSs. Initially all the nodes will be in sleep mode, and gets activated only when its allocated time slot is arrived. Once, the nodes get activated, nodes first check its $E_{\text{total}}$, i.e., total energy. Sensor nodes appoint themselves to be CH with certain probability. CH will communicate its status to all wearable sensors in the network. Later nodes in the network identify their neighbors’ nodes and forwarder nodes to build a table using eq. (8) and (9).

- Neighbor nodes are identified using:
  $$N(n) = \{j \mid j \in S, d((i, j)) < r\}$$
  (8)
  where ‘S’ is set of all the sensor nodes, r is the communication radius, $d((i, j))$ is distance from $i$th node to $j$th node.

- Forward nodes are identified using:
  $$FN(i) = \{j \mid j \in N(i), d(j, BS) < d((i, BS))\}$$
  (9)
  where $d(j, BS)$ is given as distance from $j$th node to local BS.

Later, each node will decide to which cluster should belong to by choosing CH with minimum energy for communication. Finally, CH will allocate certain schedules to nodes for the transmission of data. With this, node allocated for that particular slot will turn on its radio and transmits the information. Rest all other nodes will be in inactive state.

A. Cluster Head Selection

- Initially when the clusters formation starts, all the nodes within the cluster can participate in CH election. CH election is based on SNR, energy and distance factor of all the nodes.

- Firstly, CH is elected based on evaluation of SNR randomly for all the nodes using temporary variables and rand function. SNR is generally expressed as:

  $$\text{SNR} = \frac{P_{\text{signal}}}{P_{\text{noise}}}$$
  (10)

  - If $\text{SNR} \geq \text{threshold}$; only then node will be having higher priority in becoming cluster head. Using this, all the nodes will get an equal opportunity to become CH.

  - Each node will have to spend certain amount of energy for data transfer, which is different for every node. Later nodes with maximum energy will be participating in CH election process using eq. (11), where $E_{\text{node}}$ is node’s energy and $E_{\text{residual}}$ is remaining energy at current round.

  $$E_{\text{node}} = \frac{E_{\text{residual}}}{E_{\text{total}}}$$
  (11)

  - The amount of power dissipated will depend on the distance between source and CH. If distance $\leq$ do (average distance); nodes estimate their distance with respect to CH and node with minimum distance gets higher probability of becoming next CH. Hence, for the next round, CH is elected using modified equation given in (12):

  $$Th = \left[\frac{P}{1 - P\left(\frac{\text{SNR}_{\text{current}}}{\text{SNR}_{\text{total}}}\right)} \times \left(\frac{\text{distance}_{\text{current}}}{\text{distance}_{\text{total}}}\right) \times \left(\frac{E_{\text{current}}}{E_{\text{total}}}\right)\right]$$
  (12)

  where ‘$p$’ represents probability that the node has to become cluster head and ‘$c_{\text{mod}}$’ is the current round as shown in algorithm 1.

Algorithm1: Energy efficient communication protocol for WBAN applications

Step-1: Deployment of ‘n’ sensor nodes, base station (BS)
Step-2: Nodes are initialized with $E_{\text{node}} = 0.5$ Joules
Step-3: Set-up phase: cluster formation
  a) Cluster head selection process begins
     - Nodes uses LEACH based stochastic algorithm for determining CH for initial round
     - CH announces CH status to all nodes
     - Neighbor nodes are identified
       $$N(n) = \{j \mid j \in S, d((i, j)) < r\}$$
     - Forward nodes are identified
       $$FN(i) = \{j \mid j \in N(i), d(j, BS) < d((i, BS))\}$$
     - Wait for Join-request messages
     - CH creates TDMA schedule and send to all cluster members
  b) Steady phase
     - Nodes transmits the data to CH, based on the slots allocated
     - Nodes that have been cluster heads cannot become cluster heads again for $P$ rounds
     - Each node has a 1/$P$ probability of becoming a cluster head again.

Step-4: Calculation of SNR/ Energy
  - CH formation is rotated based on high signal to noise ratio ($\text{SNR} = \frac{P_{\text{signal}}}{P_{\text{noise}}}$), high energy ($E_{\text{node}} = \frac{E_{\text{residual}}}{E_{\text{total}}}$) and lower distance to base station

  $$Th = \left[\frac{P}{1 - P\left(\frac{\text{SNR}_{\text{current}}}{\text{SNR}_{\text{total}}}\right)} \times \left(\frac{\text{distance}_{\text{current}}}{\text{distance}_{\text{total}}}\right) \times \left(\frac{E_{\text{current}}}{E_{\text{total}}}\right)\right]$$

  Step-5: end

V. RESULTS AND DISCUSSION

Simulations were carried in MATLAB R2019b and performance analysis is compared with various algorithms such as EEEACH, DEEC, TEEN and CRPBA. The following parameters have been considered for performance evaluation: average network life time, throughput, average energy dissipation with varying number of nodes. To have realistic view, we have varied number of nodes between 8 and 30.

Assuming that in a WBANs patient or person, it can be equipped with 8 or 12 or 20 or 30 nodes. For the given number of nodes each protocol is simulated for five times to find exact accuracy of the algorithm and also average number of rounds with 85% of the nodes died.
A. Network Lifetime

In the first iteration, for 8 nodes, after the simulation starts, 85% of all the nodes died after 3100 rounds for EELEACH, 3300 for DEEC, 3900 for TEEN, 4170 for CRPBA and proposed algorithm lasts for 5850 rounds. Similarly, iteration 2, 3, 4, and 5 are carried and their values are shown in Table II. Again, an average has been taken among the results obtained, to get more accurate results (total values of each protocol divided by 5). Finally, for 8 nodes we found that our algorithm has performed 23.58% better than other algorithms.

Similarly, for 12 nodes, the average lifetime values are 2159, 2551, 3526, 4060 and 5059 for EELEACH, DEEC, TEEN, CRPBA and Proposed protocol respectively. Later for 12 nodes we found that our algorithm has performed 19.75% better than other algorithms.

Similarly, for 20 nodes, the average lifetime values are 1669, 2055, 2623, 3431 and 4065 for EELEACH, DEEC, TEEN, CRPBA and Proposed protocol respectively. Later for 20 nodes we found that our algorithm has performed 16.05% better than other algorithms.

For 30 nodes, the average lifetime values are 1707, 1880, 2068, 2812 and 3377 for EELEACH, DEEC, TEEN, CRPBA and Proposed protocol respectively. Later for 30 nodes we found that our algorithm has performed 16.7% better than other algorithms.

From Fig. 3 it is can be observed that; the network period is decreasing as the number of nodes are increasing. Hence, an optimal number of nodes that can be placed on body are 8 to have very good network lifetime.

Reasons: Due to the interference caused by nodes, packet loss, delay, retransmissions increase. With these factors, power of the nodes disseminates faster.

| Nodes | Network Life Values for five simulations | Analysis |
|-------|----------------------------------------|----------|
| 8     | EELEACH 3100 | DEEC 3300 | TEEN 3900 | CRPBA 4170 | Proposed 5850 | Proposed vs Best 1-(4307/5636) = 23.58% Better |
|       | 3355       | 3775     | 3875     | 4335       | 5620         |
|       | 3200       | 3500     | 3572     | 4224       | 5575         |
|       | 3757       | 3558     | 3550     | 4550       | 5380         |
|       | 3250       | 3575     | 3680     | 4255       | 5755         |
|       | Avg Net Life 3332 | 3542 | 3715 | 4307 | 5636 |

| 12    | EELEACH 2112 | DEEC 2673 | TEEN 3500 | CRPBA 3878 | Proposed 5200 | Proposed vs Best 1-(4060/5059) = 19.75% Better |
|       | 2220       | 2527     | 3425     | 4258       | 5075         |
|       | 2001       | 2580     | 3444     | 3955       | 4836         |
|       | 2110       | 2422     | 3705     | 4220       | 5160         |
|       | 2350       | 2555     | 3565     | 3988       | 5025         |
|       | Avg Net Life 2159 | 2551 | 3526 | 4060 | 5059 |

| 20    | EELEACH 1544 | DEEC 1919 | TEEN 2545 | CRPBA 3096 | Proposed 4115 | Proposed vs Best 1-(3431/4065) = 16.05% Better |
|       | 1725       | 2215     | 2617     | 3211       | 4256         |
|       | 1780       | 2007     | 2528     | 3857       | 3900         |
|       | 1698       | 2058     | 2770     | 3990       | 4077         |
|       | 1599       | 2075     | 2657     | 3004       | 3975         |
|       | Avg Net Life 1669 | 2055 | 2623 | 3431 | 4065 |

| 30    | EELEACH 1705 | DEEC 1902 | TEEN 2002 | CRPBA 2770 | Proposed 3452 | Proposed vs Best 1-(2812/3377) = 16.7% Better |
|       | 1778       | 1885     | 2089     | 2688       | 3351         |
|       | 1658       | 1850     | 2180     | 2910       | 3317         |
|       | 1595       | 1897     | 1998     | 2805       | 3477         |
|       | 1801       | 1867     | 2070     | 2888       | 3288         |
|       | Avg Net Life 1707 | 1880 | 2068 | 2812 | 3377 |

Average Network Lifetime efficiency= (23.58++23.11++16.05+16.7)/4=19.5%
B. Average Remaining Energy Per Node after 85% of Nodes Died

From Fig. 4 and Table III, it is seen that the amount of power dissipated in the network is decreasing as the number of nodes are increasing. For ELEACH, DEEC and TEEN protocols, the even after 85% of the node’s death, the amount of energy is decreasing gradually which will lead to network down, whereas in the case of CRPBA and proposed protocol, the curve is flat and leading to efficient network. Hence, an optimal number of nodes that can be placed on body are 8 to have very good network lifetime. Reasons: Due to the interference caused by nodes, packet loss, delay, retransmissions increase. With these factors, power of the nodes disseminates faster.

C. Throughput

From Fig. 5 and Table IV, BS total numbers of packets reception will depend on how many rounds do the nodes are alive. The more time the alive nodes send more packets to base station and thus increasing the throughput.

Also, it is seen that; the proposed protocol throughput is better than ELEACH, DEEC, TEEN and ERPBA protocols.
selected with respect to location of node and channel conditions. Finally, time slots were allocated for the nodes based on data priority of nodes. From the results, it is observed that developed protocol increases the network lifetime by 19.5%, throughput is increased by 12.61% and average remaining energy by 57.21% for various nodes. The results show that the developed protocol is well suited for time critical applications by reducing the energy consumption while electing the cluster heads and data transmission. It would be appropriate and interesting to implement a prototype and evaluate the performance. Also, it might be challenging to see how it will work in small size of the network.
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