Climate and monetary policy: do temperature shocks lead to inflationary pressures?
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Abstract
In the race towards economic growth, increased pollutant emissions have spurred the rise in global surface temperatures, intensifying the process of climate change. While the existing literature on the economic impact of climate-related variables has looked at outcomes such as growth, income, fiscal response, and poverty, the effect of temperature shocks on inflation has largely been neglected. This paper is an attempt to fill this lacuna. Indeed, we analyze the dynamic impact of temperature shocks on inflation, a key policy variable of most central banks. We use a panel-VAR method with fixed-effects and a sample of developed and developing countries over the period 1961–2014. Our results suggest that temperature shocks lead to inflationary pressures. Worryingly, and for developing countries in particular, we find that these effects persist several years after the initial shock. Our finding remained unaltered by various robustness checks. We show that these effects pose a threat to monetary policy making. We argue that central banks should pay more attention to temperature shocks.
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1 Introduction
The vagaries of climate have spread a shriek of concern around the world. Increased losses in life and property due to floods, droughts, and other catastrophic events have been taking a heavy toll on the existence of mankind. The race towards higher economic growth has increased emissions of greenhouse gases into the atmosphere. This has led to the accumulation
of atmospheric concentrations of carbon dioxide, methane, and nitrous oxide, to the extent of degrading the environmental quality poorly. Their effects are “extremely likely” to have been the major cause of the observed global warming since the mid-twentieth century (IPCC 2014). Indeed, these concerns over the negative impact of climate change are shared among scientists as well as policy makers and civil societies globally. In fact, with global warming expected to worsen in coming years, unless control policies are implemented, the future of our planet will be at stake. While the scientific impact of climate is undoubtedly well understood, its economic, social, and political impacts remain skeptically viewed. In relation to the latter, several studies have documented the detrimental effect of climate-related variables and natural disasters on growth and economic development (Bansal and Ochoa 2011; Dell et al. 2009, 2012; Hsiang and Jina 2014), on human wellbeing (Compeán 2013; Deschenes 2014; Banerjee 2015; Pugatch 2019), on peace and security (Burke et al. 2009; Homer-Dixon 1999; Devlin and Hendrix 2014; Fetzek and Mazo 2014; Milman and Arsano 2014; Reiling and Brady 2015; Feitelson and Tubi 2017; Dunlap and Fairhead 2014), and on migration (Perch-Nielsen et al. 2008; Marchiori et al. 2012; Beine and Parsons 2015; Rigaud et al. 2018).

Additionally, the unprecedented heatwaves caused by the extreme temperature increases in Europe and North America in the summer of 2019, which experts have attributed to climate change, have led to more concerns about the impact of global warming.

While the existing literature on the economic impact of climate-related variables has looked at outcomes such as growth, income, fiscal response, and poverty, its effect on prices/inflation has generally been scarce. To be sure, a handful of studies have explored the link between natural disasters and prices. One of these studies is the work by Heinen et al. (2019) who find that floods and hurricane shocks lead to inflation in the context of 15 Caribbean countries. Parker (2018), on the other hand, shows that the impact of natural disasters on inflation depends on the type of disaster and the composition of inflation measure. Two other studies that have touched on the issue of natural disasters and prices are two case studies by Laframboise and Loko (2012) and Abe et al. (2014). Laframboise and Loko (2012), in a case study of seven countries, indicate that disasters appear to be associated with an increase in inflation in some countries. In contrast, Abe et al. (2014) find little increase in inflation following the Great East Japan Earthquake in 2011.

This paper is an attempt to contribute to the scant literature on the effect of climate-related variables on inflation. The paper makes the following two key contributions. First, unlike most of these studies that have generally focused on the effect of natural disasters, we investigate the specific effects of temperature shocks, and to our knowledge this is the first attempt to explore this link. In fact, while the effects of natural disasters are sudden and very often short-termed, temperature shocks tend to be silent in nature and persistent. Put differently, climate-related variables such as temperature are trend rather than cyclical phenomenon—which render difficult decisions about optimal monetary response (Breitenfellner et al. 2019). Bearing this in mind, studying the effect of temperature separately from that of natural disasters is sensible. The second contribution of the paper consists of linking its findings to monetary policy. Indeed, much of the debate today centers around the potential impact of climate change on financial stability, but very little is said about its implications for monetary policy.

Undoubtedly, investigating the effect of temperature shocks on inflation has important policy relevance. Central banks can “easily” manage demand-side shocks—because they are
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1 The report of the Intergovernmental Panel on Climate Change (IPCC) projects that global temperatures will increase by 2.8°C on average over the next century if no action is taken globally to address the issue.
benevolent in nature. For example, expansionary demand shocks tend to push prices up as well as output. Because the price level and output are moving in the same direction, it is easier for monetary authorities to stabilize one without compromising the other. For example, the central bank can reduce inflation and at the same time insulate output from these demand shocks (Mankiw 2005). This situation is often referred to as “divine coincidence” because these shocks pull inflation, output, and employment in the same direction. In contrast, central banks tend to struggle vis-à-vis supply-side shocks such as temperature shocks.\(^2\) Indeed, unlike demand-side shocks, supply-side shocks tend to pull prices, output, and employment in opposite directions thereby requiring from monetary authorities—a trade-off between price stability and output stability. This is exacerbated in the context of climate-related variables (e.g., temperature shocks) where inflation is expected to increase and output reduced.\(^3\) Consequently, for a central bank following a pure inflation targeting, this would mean any attempt to forcefully bring down inflation will further reduce output because of the trade-off. Even considering a central bank that is not involved in an inflation targeting, attempts to reduce inflation induced by supply shocks, such as climate-related shocks, could be done at the cost of increasing the output gap.

To investigate the effect of temperature, we trace the dynamic response of inflation to temperature shocks for a sample of developed and developing countries over the period 1961–2014. Our results, based on a panel-VAR framework—which accounts for country fixed-effects—reveal that temperature shocks leads to inflationary pressures. Further, the results show that, in some cases, these effects—persistently—last over several years. Our finding remains robust to various robustness checks. We discuss the implications of the results for monetary policy making and argue that temperature shocks pose a serious threat to monetary policy making.

The remainder of the paper proceeds as follows. Section 2 discusses how temperature changes transmit to inflation. Section 3 presents the methodology and discusses the data. Section 4 presents the main results. Section 5 discusses the implications of our main finding for monetary policy making. Finally, Section 6 offers concluding remarks.

### 2 How do temperature changes transmit to inflation?

The question that begs to answer is, perhaps, how temperature shocks transmit to the conduct of monetary policy. To be sure, while the link between climate-related variables and fiscal policy, for example, is straightforward, its link with monetary policy is not clear cut. Temperature shocks could potentially affect prices and inflation in several ways, including a fall in agricultural output and changes in energy demand. Agriculture is highly sensitive to climate in terms of the average conditions of rainfall and temperature that determine the global distribution of food crops. A number of studies (see Rosenzweig and Parry 1994; Barrios et al. 2008; Mall et al. 2017) report quantitative evidence showing the damaging effect of climate change on agriculture. This cumulates into threats for food safety, harvest losses, and increase in the numbers of invasive species, pests, and diseases.

\(^2\) The importance of such shocks in the choice of a monetary regime has long been emphasized in the monetary policy literature.

\(^3\) Several empirical studies suggest that climate shocks contract output.
Extreme weather events and climate change are also exacerbating the fragility of food production systems and the natural resource base. Related to this, temperature changes also impact on agricultural productivity which further contributes to food shortages. Consequently, food prices rise when there is an excess of demand over supply. The transfer of a shock (supply impacts of climate) translates into higher global food prices. Another channel through which temperature shocks can affect price stability is trade. For example, evidence suggests that higher temperatures lead to a reduction in productivity (see Deryugina and Hsiang 2014) and consequently the quantity of good exported, particularly, by poor countries (see for example, Gassebner et al. 2010 and Jones and Olken 2010) which could potentially affect market prices. Temperature shocks may also lead to higher prices when there is an increased demand for energy. In fact, simulations based on the International Model for Policy Analysis of Agricultural Commodities and Trade model suggest that inflation-adjusted prices of the world’s three most important staple grains (maize, rice, and wheat) will increase 31–106% by 2050 due to climate (Nelson et al. 2010). Turning to energy, as climate becomes extreme (hotter or cooler), there will potentially be an increased demand for energy. Temperature shocks can also affect energy supply by reducing the productive efficiency of the infrastructure that produces the energy. Thus, an increased demand and a reduced supply of energy would lead to higher prices and increased inflation. What is more, climate also impacts negatively on fish stocks (Food and Agricultural Organization (2018a)) and livestock (Rojas-Downing et al. 2017), thereby leading to their shortage. This may again result in higher prices.

3 Methodology and data discussion

3.1 Methodology

To analyze the response of inflation to temperature shocks, we use the following reduced-form panel vector-auto-regression.

\[
y_{it} = \phi_0 + B(L)y_{i,t-j} + \eta_i + \zeta_t + \epsilon_{it} \tag{1}
\]

where \(y_{it}\), a \(k\)-dimensional vector, represents a vector of endogenous variables, \(B(L)\) is the lag polynomial, \(\phi_0\) a vector of constant, \(\eta_i\) captures country-specific fixed-effects, \(\zeta_t\) are time specific trends, and \(\epsilon_{it}\) is a \(k\)-dimensional vector of reduced-form disturbances with \(E[\epsilon_{i,t}] = 0\), \(E[\epsilon_{i,t}, \epsilon_{i,t}'] = 0\) for \(s \neq t\), and \(E[\epsilon_{i,t}, \epsilon_{i,t}'] = \Sigma_{\epsilon}\). Finally, \(i\) and \(t\) represent, respectively, country and time subscripts.

To overcome the fact that the reduced-form disturbances will be generally correlated, one must transform model (1) into a structural model. This can be achieved by pre-multiplying Eq. (1) by \((k \times k)\) matrix \(B_0\) as follows:

\[
B_0y_{it} = B_0\phi_0 + B_0B(L)y_{i,t-j} + B_0\eta_i + B_0\zeta_t + A_0\mu_{i,t} \tag{2}
\]

where \(A_0\mu_{i,t} = B_0\epsilon_{i,t}\) describes the relationship between the structural disturbance \(\mu_{i,t}\) and the reduced-form disturbances \(\epsilon_{i,t}\). The structural disturbances are assumed to be uncorrelated with each other, thus implying that the variance-covariance matrix of the structural disturbances \(\Sigma_{\mu}\) is diagonal. The contemporaneous relation among the variables in the vector of endogenous variables is captured by matrix \(B_0\).
The identification strategy adopted in this paper is based on the lower-triangular Choleski decomposition. Indeed, in this recursive approach, $A$ is restricted to a $k$–dimensional identity matrix and $B_0$ to a lower triangular matrix with unit diagonal. Consequently, the variance-covariance matrix of the structural disturbances, $\sum\mu$, can be decomposed as $B_0^{-1}\sum\epsilon (B_0^{-1})'$ based on the Choleski decomposition $\sum\epsilon = VV'$ by setting $B_0^{-1} = VD^{-1}$, with $D$ being a diagonal matrix (with identical diagonal to $V$), and $\sum\mu = DD'$.

To trace out the effects of temperature shocks impulses on inflation, we implement a five-variable specification. In choosing the endogenous variables for the VAR, we draw from the literature on monetary/government policy shocks and other studies that have employed the VAR method to explore the response of inflation (see for example, Christiano et al. 2005; Mallick and Sousa 2013). The set of endogenous variables consist of our proxy for climate (temperature), inflation (CPI), GDP, government spending (G), and monetary aggregate (M2). The variables are entered into the vector $[\text{Climate, } G, \text{GDP, } CPI, M2]$ and identification is based on a lower-triangular Choleski decomposition in line with this specific order. The main implication of this particular ordering or identification strategy is that we are allowing the variables in our model to have feedback effects. Furthermore, in this setting, temperature is not contemporaneously affected by all the other variables in the model, but responds to shocks to these variables with a lag effect which is a reasonable assumption. To be sure, economic activities will generally impact on greenhouse gas emissions which in turn will lead to a rise in temperature. It is also worth stressing that several studies (see Pindyck 2013; Kahn et al. 2019; Schultz and Mankin 2019; Castle and Hendry 2020; Petris 2021; among others) have coined that climate-related variables, such as temperature, might not be, strictly, exogenous, as previous studies have assumed. Thus, modelling temperature shocks as endogenous, as it has been done here, is reasonable. Our ordering of the remaining variables follows existing works in the VAR/panel VAR literature (see for example Beetsma and Giuliodory 2011; Christiano et al. 2005; Mallick and Sousa 2013). However, it is worth stressing that—given our focus is only on temperature shocks—the impulse responses are not affected by this relative ordering of the other variables, as they all come after our climate variable (Christiano et al. 1999).

### 3.2 Data

We use annual data for a panel of 107 countries, which include 80 developing and 27 developed nations over the period 1961–2014. Our panel data is unbalanced. The data is drawn from various sources. The variables on inflation (CPI), real GDP (GDP), government spending (G), and money supply (M2) are taken from the World Bank, World Development Indicators Database (World Bank 2019). In terms of the measure for temperature, we use temperature change (TEMP). Data on temperature change has been obtained from the Climate database of the Food and Agricultural Organization of the United Nations (2018b). As an additional robustness check, we also use the population-weighted temperature (degrees-day) index proposed by Atalla et al. (2018). Table 7 and 8 (Appendix 2) provides a range of summary statistics. For the estimations, we use the log values of the variables to the variance characteristics of the variables in the model. Moreover, as noted by Fomby et al. (2011), using
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4 It is perhaps worth highlighting that GDP is composed of the main sectors of the economy including the agricultural sector.

5 To avoid dropping negative values, some variables were rescaled without loss of generality.
a log transformation also makes the interpretation of the unit root in the level variables straightforward.

4 Results

4.1 Unit root and Lag selection results

We start by presenting the unit root results in Table 1. Given the unbalanced nature of our panel dataset, we must adopt unit root tests that are designed for such data structure. For this reason, we use widely adopted panel unit root tests, namely the Levin et al. (2002) test (LLC), Im et al. (2003) (IPS) and the Fisher-type test (ADF-Fisher) proposed by Maddala and Wu (1999), and Choi (2001). The results suggest that for the variables, LCPI, LG, and LM2, the null hypothesis of a “unit root” is rejected by all the various tests, thus implying that these variables are stationary in levels. Turning to the variables LGDP and LTEMP, we observe some conflicting results. The LLC test shows that for LTEMP the null hypothesis of a “unit root” cannot be rejected while the IPS test reveals similar conclusion for LGDP. However, given that on balance the tests, overwhelmingly, reject the null, we conclude that these variables are stationary in level. In other words, the variables enter our VAR specifications in their level form.

Next, we choose the lag structure of the VAR. Given the annual frequency of the dataset, we follow existing empirical studies by setting the maximum lag to 2. Then, we use the widely adopted Bayesian information criteria (BIC) and Akaike information criteria (AIC) to determine the optimal lag of the VAR. As can be seen in Table 2, the results for the lag selection appear to be mixed. Indeed, with the exception of the developed countries sample, the AIC and BIC suggest different optimal lag. In the face of this, we decided to choose a VAR (2) for our estimation. Nonetheless, we also replicate the exercise using a VAR (1) for robustness purpose.

4.2 Main results

For the results, we present the mean response of inflation to temperature shocks on the tables up to a 6-year time horizon. With respect to the impulse response graphs, we extend the time period to a 12-year time horizon. The Y-axis represents the mean responses, which are captured by the dark line on the figures. The pink lines represent the 95% confidence band intervals, obtained via Monte Carlo simulations (1000 replications). Results are obtained using the RATS Estima Software version 9.2. We start by exploring the effect of temperature shocks on inflation using the whole sample which comprises both developed and developing countries. The results are summarized in Table 3 while Figure 1 shows the ensuing impulse response functions. The results (in Table 3) show that on impact inflation increases significantly (in statistical terms) by 2.632% with a 1% change in temperature. Although this effect dies down slowly, it remains significant up to 4 years after the initial shock before becoming
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6 Unit root tests that deal with cross-sectional dependence, e.g., Pesaran (2007); Pesaran and Co 2019, require a strongly balanced panel.

7 For the sake of space, we only report the results related to inflation, our variable of interest. Full set of results related to the other variables in our model are available upon request.
insignificant. The graphical representations of the mean estimates are shown in Figure 1 which captures the impulse response functions over a 12-year time horizon.

The above analysis assumes some homogeneity across the countries in our sample. However, this assumption is more likely to be unrealistic as the sample includes both developed and developing countries. In the next step, we relax this assumption and split our sample into developed and developing countries. A priori, it is expected that countries with stronger economic backgrounds may experience a milder impact owing to their advanced financial and technological settings.

Starting with the results of developed countries, which are summarized by Table 4 and the corresponding IFRs represented by Figure 2, it can be seen that the instantaneous response of inflation is positive (an increase 2.439%) and statistically significant. However, this effect dies out quickly and becomes insignificant after 1 year. In contrast, developing countries depict a different picture. Figure 3 portrays the impulse responses to a 1% shock in temperature, while Table 5 provides the outcomes for specific moments after the shock. Indeed, on impact inflation rises significantly by 2.703%. However, unlike in the context of developed countries, this effect remains significant up to 6 years after the initial impact.

### 4.2.1 Robustness checks

In addition to splitting our sample, as above, we also perform various robustness checks. We only report the IFRs due to space limitations. First, we re-run the above specifications this time using an optimal lag 1. As can be seen from Appendix Figs. 4, 5, and 6, which portray, respectively, the IFRs the whole, developed countries, and developing countries samples, the results are quantitatively and statistically similar to our previous results. Second, we drop outliers from our samples. More specifically we exclude countries with hyperinflation over the sample period. Indeed, looking at the experience of countries with hyperinflation, existing information suggests that around 28 countries have experienced this phenomenon. Among
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### Table 1: Panel unit root tests

| Variables | LLC T-Stat | IPS W-Stat | ADF-Fisher Chi-square |
|-----------|-----------|------------|-----------------------|
| LCPI      | −12.533*** | −2.703***  | 279.072***            |
| LG        | −6.933***  | −7.543***  | 380.587***            |
| LGDP      | −11.144*** | 4.081      | 351.002***            |
| LM2       | −2.123**   | −3.238***  | 213.252*              |
| LTEMP     | 5.143      | −6.716***  | 383.860***            |

Note: (a) Null hypothesis: unit root. (b) *, **, and *** denote, respectively, 10; 5; and 1% significance level. (c) Constant included (inclusion of linear trends shows similar outcome).
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### Table 2: VAR lag selection

| Sample   | AIC-lag selection | BIC-lag selection |
|----------|-------------------|-------------------|
| Whole    | 1                 | 2                 |
| Developed| 2                 | 2                 |
| Developing| 1               | 2                 |
these 28 countries, five turned out to be in our sample.\textsuperscript{8} We drop these countries from the whole sample and in the sample of developing countries, and replicate the same exercise as in our main results.\textsuperscript{9} The IFRs are shown in Appendix Figs. 7 and 8 (Appendix 1), respectively, for the whole sample and the developing countries sample. As it is clear from the IFRs, the results are roughly unchanged. In the third additional robustness check, we drop periods that are considered as unusual due to various shocks. These shocks include the two oil shocks and the relatively recent global financial crisis.\textsuperscript{10} To be more specific, we focus on the 1980–2005 period. The IFRs are depicted in Appendix Figs. 9, 10, and 11, respectively, for the whole, developed, and developing countries sample. Again, the main finding that temperature shocks lead to inflation is confirmed.

In the above exercises, in line with standard practice in panel data analysis, fixed-effects were included to control for all time-invariant differences between the countries in our samples. However, it has recently been argued (see Schlenker 2010; Kolstad and Moore 2019) that in the context of climate-related variables this may be problematic, particularly when using annual data—as in our case. This is because, under this setting, one would be capturing temporary and unexpected shocks (Schlenker 2010). This implies that any quantification of the impact of climate (related variables) will only be capturing its short-run effects (Kolstad and Moore 2019). For this purpose, we replicate our main results without the fixed-effects. Figures S1A to S1C (see Supplementary Material) show the impulse response functions. Overall, the results confirm our main finding that temperature shocks result to increases in inflation. However, it is worth stressing that, while removing the fixed-effects does not alter the main finding, there are some clear patterns emerging in terms of the persistence of the initial shock. To be more precise, in the context of the developed country sample, the results are almost similar to the previously reported results; however, for the whole and the

\begin{table}[h]
\centering
\caption{Dynamic response of inflation to temperature shocks (whole sample)}
\begin{tabular}{|l|c|}
\hline
Timing of shock & Inflation \\
\hline
Instantaneous response & 2.632** \\
 & [2.574 2.696] \\
1 year after shock & 0.233** \\
 & [0.149 0.320] \\
2 years after shock & 0.123** \\
 & [0.043 0.205] \\
3 years after shock & 0.024** \\
 & [0.007 0.043] \\
4 years after shock & 0.009** \\
 & [0.001 0.021] \\
5 years after shock & 0.003 \\
 & [−0.002 0.009] \\
6 years after shock & 0.002 \\
 & [−0.002 0.007] \\
\hline
\multicolumn{2}{l}{Notes: (a) ** indicate statistical significance at 5% levels; (b) [] represent 95% confidence band; (c) Monte Carlo simulations.}
\end{tabular}
\end{table}

\textsuperscript{8} These countries are Bolivia, Brazil, Congo, Democratic Republic Congo, and Peru.
\textsuperscript{9} Given that these countries are in the developing world, we do not replicate this robustness check for the developed countries sample.
\textsuperscript{10} It is worth noting that in our various specifications we did include time dummies to capture such shocks.
developing country samples, it can be observed that it now takes up to 8 years for the initial shock to die.

Next, we consider an alternative measure of temperature, derived from the Degree-days methodology. Indeed, we replicate our main results using a population-weighted temperature data proposed by Atalla et al. (2018) who constructed several thermal indicators for a large sample of countries. For our purpose, the temperature Degree-days appears to be the most relevant. We employ both the Heated Degree-days (HDD) and the Cooling Degree-days (CDD). The authors calculated these measures as follows:

\[ DD_i = \sum_{0 \text{ days}}^{i \text{ days}} \left( T_{\text{ref}} - T_{\text{daily mean}} \right) \]

(3)

where \( DD \) stands for Degree-days, \( T_{\text{ref}} \) is a reference temperature, and \( T_{\text{daily mean}} \) is the average between the minimum and maximum temperature. If \( DD_i > 0 \) then it is counted as HDD and if \( DD_i < 0 \) then it represents CDD. The reference temperature was set at 65 °F (18 °C). The HDD and CDD, which are related to outside air temperature, are generally used to proxy for the intensity and duration.

Figure 1 Dynamic response of inflation to temperature shocks (whole sample)

Table 4 Dynamic response of inflation to temperature shocks (developed countries)

| Timing of shock          | Inflation     |
|--------------------------|---------------|
| Instantaneous response   | 2.439**       |
|                          | [2.318 2.583] |
| 1 year after shock       | 0.081         |
|                          | [-0.113 0.275]|
| 2 years after shock      | 0.148         |
|                          | [-0.038 0.337]|
| 3 years after shock      | 0.012         |
|                          | [-0.031 0.062]|
| 4 years after shock      | 0.017         |
|                          | [-0.010 0.056]|
| 5 years after shock      | 0.003         |
|                          | [-0.014 0.024]|
| 6 years after shock      | 0.003         |
|                          | [-0.013 0.021]|

Notes: (a) ** indicate statistical significance at 5% levels; (b) [] represent 95% confidence band; (c) Monte Carlo simulations.
of cold and hot climates (Atalla et al., 2018). The HDD and CDD were “created through a combination of gridded atmospheric dataset developed by the National Oceanographic Atmospheric Agency” (Atalla et al. 2018, p. 1049). The Degree-days have then been convoluted with the Columbia University’s gridded population of the world dataset (GPW v.3) and the UNEP/GRID-Sioux Falls regional datasets to create the population-weighted temperature indices, using an enhanced spatial resolution of $1.6^\circ \times 1.6^\circ$. The summary statistics in Table 7 and 8 (Appendix 2) suggest that the average CDD is 6316.907 and the average HDD is 4896.223, thus, implying that the annual variation in HDD is lower than that of CDD. A unit increase in the HDD or the CDD corresponds to an increase of 1 °C, 1 day. Due to space limitation, we only report the results related to the HDD. The corresponding impulse response functions, for the HDD, are captured by Figures S2A to S2C (Supplementary Material). Overall, the results confirm our finding that temperature shocks lead to inflationary pressures. Nonetheless, it is worth noting that with the use of the HDD (population-weighted temperature), the effect of temperature shocks on inflation remains worryingly persistent several years after the initial shock for all three samples. These results are in clear contrast with existing studies on the effect of natural disasters on inflation. These studies, generally, find a short-term effect of natural disasters on inflation.

Finally, we replicate our main results, but this time including rainfall as an additional variable in our model. The ensuing impulse response functions for the whole sample and developed and developing countries are portrayed in Figures S3A to S3C (Supplementary Material), respectively. Overall, the results remain in line with our main findings.

5 Implications for monetary policy

On the one hand, the evidence provided in this study robustly shows that temperature shocks generate inflationary pressures whether in developed or developing countries, and these effects can be persistent over several years depending on the sample and measure of temperature used. On the other hand, one key objective of central banks around the world is to ensure price stability and, relatively, low inflation. This conviction has its root in the theoretical and
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11 Atalla et al. (2018) provide detail on the calculation of the HDD and CDD.
12 The results based on the CDD exhibit similar patterns so we do not report them here but are available upon request.
empirical view that price stability is a *sine qua non* for achieving high growth. The question is whether climate-related variables such as temperature shocks could undermine central banks’ ability in achieving this objective. To explore this, let us consider the Taylor rule which has generally been used to depict central banks’ reaction function. The optimal policy rule can be formulated as:

\[ i_t = r + \pi_t^* + \phi_\pi \left( \pi_t - \pi_t^* \right) + \phi_y \left( y_t - y_t^* \right) / C_0 / C_1 \]  \hspace{1cm} (4)

\( i_t \) denotes the nominal interest rate; \( r \) is the real interest rate, \( \pi_t \) is the actual inflation, and \( \pi_t^* \) its target rate—thus, \( (\pi_t - \pi_t^*) \) can be described as the inflation-gap; the term \( (y_t - y_t^*) \) represents the output gap; the \( \phi_\text{s} \) determine how forcefully central banks respond to deviations. As a matter of fact, it is worth noting that the Taylor rule has been derived traditionally from empirical examination of the central banks successful behavior in achieving and maintaining macroeconomic stability (Piergallini and Rodano 2017). The “Taylor principle,” which follows from this rule, suggests that response of the nominal interest rate to changes in inflation is more than one-to-one. Several empirical studies have offered support for the “Taylor principle” (see for example, Woodward 2001; Bullard and Mitra 2002; Gali 2008).

**Table 5** Dynamic response of inflation to temperature change shocks (developing countries)

| Timing of shock       | Inflation                  |
|-----------------------|----------------------------|
| Instantaneous response| 2.702**                    |
|                       | [2.584 2.830]              |
| 1 year after shock    | 0.584**                    |
|                       | [0.410 0.758]              |
| 2 years after shock   | 0.305**                    |
|                       | [0.133 0.485]              |
| 3 years after shock   | 0.112**                    |
|                       | [0.036 0.204]              |
| 4 years after shock   | 0.059**                    |
|                       | [0.015 0.121]              |
| 5 years after shock   | 0.033**                    |
|                       | [0.004 0.071]              |
| 6 years after shock   | 0.022**                    |
|                       | [0.000 0.051]              |

Notes: (a) ** indicate statistical significance at 5% levels; (b) [] represent 95% confidence band; (c) Monte Carlo simulations.
Let us start by focusing on the inflation gap. According to Eq. (4), the central bank will adjust the interest rate to ensure that price stability and inflation remain under control. Consequently, given that the findings in this paper suggest that temperature shocks lead to increases in inflation rates, this implies that one may observe high deviations between the actual and the targeted rate of inflation. As a result, one would expect the central bank to react in such a scenario by altering considerably (increasing in the present context) the interest rate to maintain its goal. Considering the case of a central bank that is operating under a strict inflation targeting, for example, any deviations from the target inflation rate would trigger changes in interest rate. However, if the effect of temperature shocks on inflation remains persistent—over several years—as some of the results show, an inflation targeting central bank may be faced with a longer term challenge, in trying to achieve its inflation target. To complicate things further, as the “Taylor principle” suggests, the increase in inflation will be met with more than a one-to-one increase in the interest rate. Even for central banks engaged in flexible inflation targeting, whereby interest rates are temporary adjusted to stabilize the economy, these persistent climate-induced inflationary pressures could be challenging. In fact, persistently increasing the nominal interest rate, to control inflation, can generate further inflation because it corresponds to an increase in the inflation target (Reis 2018). Also, it is worth noting that big changes in interest rates may have ramifications for the wider economy. If the central bank responds to deviations by increasing the interest rate, this could increase borrowing costs and thus affect firms and households in two ways. First, the existing borrower will see their debt burden increased and firms that planned to invest will potentially postpone their investment plans. Second, the increase in inflation may also trigger increases in other prices and wages. Third, textbook macroeconomics tells us that increases in the interest rate will lead to capital inflows which in turn might put pressures on the exchange rate to appreciate. All these effects would not only have ramifications for monetary authorities’ ability in diagnosing malfunctions in the economy but also for their forecasting ability.

Another challenge for central banks is that the shocks generated by climate-related variables are categorized as supply shocks, which are challenging for central banks. Indeed, as aforementioned, these shocks would require the central bank to make a trade-off between increasing output and reducing inflation. To explore this, we look at how output responds to temperature shocks in the current context. Table 6 summarizes the main results. As can be seen from the results, in all three cases, temperature shocks lead to a contraction in output. However, only in the context of developing countries that these effects are statistically significant.13 These results suggest that in the case of developed countries there are less concerns about the trade-off between increasing output and reducing inflation. These countries will only have to be concerned with the inflationary pressures generated by temperature shocks. In contrast, developing countries face a different scenario. Indeed, in addition to their inflationary effects, temperature shocks also lead to output contraction. As discussed earlier, a central bank—with dual mandate—will face the challenge of stimulating economic activities or reduce inflation. If increasing output is the primary objective, then it would have to endure some inflation. On the other hand, if reducing inflation is fundamental, then it would have to accept the decline in output. Striking the right balance between these two policy objectives has been a challenge for central bankers. Even if output growth is not an explicit objective of a central bank, the state of the economy (a recession or a widening output gap example) has ramifications for inflation and thus requires a monetary policy response.

13 The IFRs, not presented here due to space limitation, show that these effects remain statistically significant over the 12-year time horizon.
All in all, it is clear that temperature shocks, by inducing inflationary pressures, pose a threat to monetary policy making and specifically affects central bank’s ability to achieve their key objectives of low inflation/price stability and stimulate economic activity (output). Additionally, given that climate-related variables are not accommodated in most central banks’ objective functions, attempts to diagnose sources of malfunction of the economy could prove fruitless. For example, it is important to understand the sources of inflation pressures so that monetary policy can respond accordingly. Put differently, unless the central bank knows the root cause of inflation, they will be trying to catch up with headline inflation and therefore, implement the wrong type of policy response. Related to this, there is also the potential that their forecasting ability would be undermined. And, if forecast errors are large enough, they could result in the wrong policy decisions with irreversible consequences (Buddhari and ChensavasdiJai 2003). Further, climate-related variables such as temperature shocks are trend rather than cyclical, which complicates matters for central banks in terms of achieving an optimal monetary policy response (Breitenfellner et al. 2019). Moreover, unlike other climate-related events such as natural disasters that occur at a point in time and generally generate short-term effects, the inflationary effects of temperature shocks are generally continuous and persistent and can last over several years. This could prove challenging for policy makers for reasons discussed earlier. Also, given that one would expect lags in monetary policy reaction, the presence of persistent inflation effects can undermine central bankers’ credibility in terms of implementing the right policy response.

In light of this threat of temperature shocks to the ability of central banks to conduct efficient monetary policy, the question is what policy tools can be used to mitigate these effects? Ideally, temperature shocks are supply shocks, and monetary authorities can use any of the traditional methods used for these types of shocks. However, unlike other supply shocks that are easily identifiable, temperature shocks behave like a “silent disease.” And the fact that central banks for long have remained unconcerned about climate-related issues makes the effects of temperature shocks even more worrying. Nevertheless, central banks could implement policies to mitigate their effects. First, it is crucial that central banks pay more attention to temperature shocks. Indeed, in order to implement the right policy response, it is important to understand the sources of inflationary pressures. This is even imperative in the current context where these shocks contract output.

### Table 6: Effect of temperature shocks on output

| Timing of shock       | Whole sample | Developed countries | Developing countries |
|-----------------------|--------------|---------------------|----------------------|
| Instantaneous response| -0.002       | -0.001              | -0.004               |
|                       | [-0.017 0.015]| [-0.003 0.001]     | [-0.027 0.020]       |
| 1 year after shock    | -0.015       | -0.001              | -0.022               |
|                       | [-0.036 0.007]| [-0.004 0.003]     | [-0.052 0.007]       |
| 2 years after shock   | -0.0168      | -0.003              | -0.027               |
|                       | [-0.037 0.004]| [-0.009 0.003]     | [-0.056 0.001]       |
| 3 years after shock   | -0.0172      | -0.003              | -0.028***            |
|                       | [-0.036 0.002]| [-0.004 0.008]     | [-0.056 –0.002]      |
| 4 years after shock   | -0.0167      | -0.004              | -0.028**             |
|                       | [-0.035 0.001]| [-0.014 0.004]     | [-0.054 –0.003]      |
| 5 years after shock   | -0.016       | -0.005              | -0.027**             |
|                       | [-0.033 0.001]| [-0.033 0.001]     | [-0.052 –0.003]      |
| 6 years after shock   | -0.015       | -0.005              | -0.026**             |
|                       | [-0.031 0.001]| [-0.016 0.005]     | [-0.050 –0.003]      |

Notes: (a) ** indicate statistical significance at 5% levels; (b) [] represent 95% confidence band; (c) Monte Carlo simulations.
p persistently increase inflation. In practical terms, this would require central banks to accommodate temperature-related shocks into their decision-making process, objective function, and particularly when forecasting inflation and other macroeconomic variables. Second, given that the evidence suggests that temperature changes are a threat to monetary policy making, central banks could implement green monetary policies or green financing towards slowing or reversing the trends in temperature changes. Broadly, these policies could center around traditional tools such as differentiated rediscount rates and reserve requirement to encourage green lending from financial institutions. Another policy instrument could be through green quantitative easing where central banks would engage in large-scale purchase of green financial assets from financial institutions via open markets operations.

6 Conclusion

This study investigated the impact of climate change on inflation for a panel of developed and developing countries over the period 1961–2014. Using panel VAR analysis, our results suggest that climate change leads to inflationary pressures in both developed and developing countries. Worryingly, some of our results show that the dynamic response of inflation to climate change is persistent even several years after the initial shock. We argued that climate change poses a serious threat to central banks in their attempt to achieve their key objective of maintaining low inflation and price stability. A key policy lesson coming out of this work is that central banks should pay attention to the effects of temperature changes. Indeed, they should take into account these effects in their objective function and their forecasting exercises. They may also seek to implement further policies to reverse the trends observed in temperature changes.

A useful extension of this work would be to look at how climate affects financial stability. At the conceptual or theoretical level, at least, there seems to be some agreement that climate and related mitigation policies have severe implications for global financial stability. Another extension of this work would be to explore whether financial institutions’ activities contribute to climate anomalies. For example, it might be interesting to know the impact of private credit on climate-related variables.
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**Figure 4** Dynamic response to climate shocks (whole sample)—lag 1
Figure 5  Dynamic response to climate shocks (developed countries sample)—lag 1

Figure 6  Dynamic response to climate shocks (developing countries sample)—lag 1

Figure 7  Dynamic response to climate shocks (whole sample)—outliers dropped
Figure 8 Dynamic response to climate shocks (developing countries sample)—outliers dropped

Figure 9 Dynamic response to climate shocks (whole sample)—subperiod

Figure 10 Dynamic response to climate shocks (developed countries sample)—subperiod
Appendix 2

Table 7  Summary statistics

| Variable                                            | Mean   | SD      | Min       | Max       |
|-----------------------------------------------------|--------|---------|-----------|-----------|
| CPI                                                 | 47.383 | 38.411  | 1×10⁻¹⁰  | 250.829   |
| Temp                                                | 0.382  | 0.546   | -1.777    | 2.985     |
| Rainfall                                            | 1226.93| 869.98  | 10.92     | 4999.69   |
| Population-weighted temperature index (HDD)         | 4896.223 | 5998.599 | 0         | 25692     |
| Population-weighted temperature index (CDD)         | 6316.907 | 4220.963 | 3         | 16473     |
| GDP (billions of USD 2011 prices)                   | 347    | 1210    | 0.1       | 17000     |
| G (% GDP)                                           | 16.290 | 8.661   | 2.332     | 163579    |
| M2 (% GDP)                                          | 45.745 | 36.267  | 2.857     | 361.641   |

Figure 11  Dynamic response to climate shocks (developing countries sample)—subperiod
Table 8  List of countries

| Developing countries   | Haiti   | Papua New Guinea |
|------------------------|---------|------------------|
| Algeria                | Honduras| Paraguay         |
| Bahrain                | India   | Peru             |
| Bangladesh             | Indonesia| Philippines   |
| Barbados               | Iran    | Qatar            |
| Bhutan                 | Iraq    | Samoa            |
| Bolivia                | Jordan  | Saudi Arabia     |
| Botswana               | Kenya   | Senegal          |
| Brazil                 | Kuwait  | Seychelles       |
| Burkina Faso           | Lao PDR | Solomon Islands  |
| Cameroon               | Lesotho | South Africa     |
| Chad                   | Libya   | Sri Lanka        |
| China                  | Madagascar| Suriname     |
| Colombia               | Malawi  | Swaziland        |
| Congo                  | Malaysia| Syrian Arab Republic |
| Costa Rica             | Mali    | Tanzania         |
| Cote d'Ivoire          | Mauritania| Thailand       |
| Democratic Republic of the Congo | Mauritius| The Bahamas |
| Ecuador                | Mexico  | The Gambia       |
| Egypt                  | Morocco | Togo             |
| El Salvador            | Mozambique| Tonga         |
| Equatorial Guinea      | Myanmar | Tunisia          |
| Fiji                   | Nepal   | Turkey           |
| Gabon                  | Niger   | Uruguay          |
| Ghana                  | Nigeria | Vanuatu          |
| Guatemala              | Pakistan| Zambia           |
| Guinea-Bissau          | Panama  |                  |
| Developed countries    | Italy   |                  |
| Australia              | Japan   |                  |
| Austria                | Malta   |                  |
| Cyprus                 | Netherlands|                  |
| Denmark                | New Zealand|              |
| Finland                | Norway  |                  |
| France                 | Portugal|                  |
| Germany                | Spain   |                  |
| Greece                 | Sweden  |                  |
| Iceland                | Switzerland|              |
| Ireland                | UK      |                  |
| Israel                 | USA     |                  |
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