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Abstract. In this paper, we propose “Confident AI” as a means to designing Artificial Intelligence (AI) and Machine Learning (ML) systems with both algorithm and user confidence in model predictions and reported results. The 4 basic tenets of Confident AI are Repeatability, Believability, Sufficiency, and Adaptability. Each of the tenets is used to explore fundamental issues in current AI/ML systems and together provide an overall approach to Confident AI.

1 Introduction

Artificial Intelligence (AI) has many definitions, types, and themes that have appeared to describe and promote various aspects. Two broad definitions of AI include “the scientific understanding of the mechanisms underlying thought and intelligent behavior and their embodiment in machines” [1] and “AI strives to build intelligent entities as well as understand them” [21]. Three primary types of AI include Narrow, General, and Artificial Superintelligence. Narrow (or Weak) AI includes approaches that are task oriented and limited in scope (where we mostly are today). General (or Strong) AI seeks to achieve a human-level ability to solve broad problems (how we would like it). Lastly, Artificial Superintelligence has the goal of surpassing human intelligence (do we even want this?). Furthermore, multiple AI themes have recently appeared, such as Explainable AI, Trustworthy AI, and Ethical/Beneficial/Responsible AI. These themes seek to develop AI with transparency and respect of privacy (Explainable AI, Trustworthy AI) along with adherence to ethical guidelines and values to build systems beneficial to humans (Ethical/Beneficial/Responsible AI). Machine Learning (ML), which includes those techniques for analyzing and drawing inferences based on patterns automatically learned from data, is also considered part of the overall scope of AI.

In this paper, we introduce a new complimentary theme which we call “Confident AI”. To provide an initial motivation, we refer to a recent article [22] that describes an evaluation of a specific US Air Force target classification model:

...the low accuracy rate of the algorithm wasn’t the most worrying part of the exercise. While the algorithm was only right 25 percent of the time, he said, “It was confident that it was right 90 percent of the time, so it was confidently wrong.”
Of primary concern here is that the deployed algorithm reported very high confidence in its decisions (90% success rate) even though it was wrong most of the time (correct only 25% of the time). Clearly such overconfidence is undesirable. This example provides a clear case when the algorithm’s confidence scores did not reflect actual performance, and thus resulted in a total lack of confidence in the system by the user.

To combat such issues, we present Confident AI as a means to develop AI systems that have both internal (algorithm) and external (user) confidence on the output decisions and predictions. The internal confidence provides reliability in the results that can be used in further automated downstream tasks, while the resulting external confidence helps the end-user build trust in the system. In the next section, we will explore various confidence related issues that may occur and approaches on how to avoid them.

2 Tenets of Confident AI

We propose 4 basic tenets of Confident AI: Repeatability, Believability, Sufficiency, and Adaptability. These principles can be used to enable various AI/ML systems to operate with confidence. We employ multiple classification examples throughout to illustrate the concepts, though the ideas are transferable to other decision-making paradigms. The proposed tenets can be applied separately to provide useful benefits, and together they unify to yield a general approach to Confident AI.

2.1 Repeatability

The typical experimental pipeline when proposing a new model/approach is to train the model, test the model, report the results, and compare the results against other methods. Often times very slight differences in results between methods are reported (e.g., ±1% difference in accuracy) and are used to claim success of one approach over another. However, results using only a single training run of a model are not sufficient to capture the underlying variation in performance that is possible.

For a given/fixed model architecture and training regimen, performance variability arises from simply applying a different random seed initialization (affecting initial model parameter values and ordering of training data) or from using different computing hardware (different GPUs). For example, multiple training runs of a hypothetical classifier producing an average test accuracy of μ=85% with a standard deviation of σ=1% could therefore have an observable accuracy range from 82-88% (for ±3σ) based solely on the effects due to randomized training initializations. Thus results presented or compared from just a single (perhaps even best) training run are not strictly repeatable. Instead, a statistical measurement across multiple training runs is required to properly evaluate and compare different methods.
Though the field is beginning to see more papers reporting the mean, and sometimes standard deviation, of scores from a small number (e.g., 3) of random initialization training runs, this unfortunately still leaves it to the reader of the paper to subjectively assess any meaningful difference in the compared methods. In our work of [5], we collected test results from 15 randomly trained networks of each model for each experiment. Then a one-sided paired T-Test [9] (using a p-value of .05) was employed to statistically prove if an improvement with the proposed model exists over other methods. We assert that such a statistical approach, common to other scientific fields, is required in AI/ML to properly evaluate and compare results.

Of particular note is that there is a distinction between “statistical” significance and “practical” significance. It may be the case that results of one method are statistically better than another, however the amount of difference may be slight (e.g., <1% in accuracy) and have no real practical benefit in deployment. In such cases, other aspects such as computational cost will likely be the dominate factor in choosing which model is “better”.

So far, a procedure for repeatability using statistical evaluations has been proposed to summarize and compare results, but how to deploy the chosen method still remains. Various options include selecting the single best performing model from the multiple training runs, keeping the entire collection of models for use as an ensemble [3], or distilling the ensemble back to a single model [14]. The particular deployment scenario will likely dictate which option is most appropriate.

Multi-run training and statistical evaluation will certainly take additional time and resources. However, we argue that such a cost is important for Confident AI to account for the underlying variabilities in training and the overall repeatability of model evaluation and comparison.

2.2 Believability

To make a prediction/decision based on the input data, the standard maximum a posteriori (MAP) approach is to select the hypothesis having the largest posterior probability among competing hypotheses. For a Neural Network, this corresponds to (argmax) selecting the class having the highest output softmax or logit value. But what if that top prediction is uncertain? How can we ascertain its actual confidence?

One needs to be able to assign a reliable confidence score as a measure-of-belief to any output prediction. Such scores are deemed to be “perfectly calibrated” if they correspond to the “probability of being correct” [15]. For example, a calibrated decision-making system giving a confidence score of .9 for a classification on a particular input would accurately reflect that the decision has a 90% chance of being correct. An uncalibrated score of .9 could therefore be over-confident (in reality is <90% of being correct) or under-confident (actually is >90%). Given a collection of prediction confidence scores, the decision approach could be categorized overall as being well-calibrated, over-confident,
under-confident, or simultaneously both over- and under-confident (across different classes or ranges of scores). In modern Neural Networks, the output softmax values themselves are typically not expected to be well calibrated. However there exist multiple methods to measure the calibration quality and to re-calibrate the system [13].

Reliability diagrams offer a useful qualitative assessment of the calibration by binning/quantizing the argmax-selected softmax values for a set of validation examples and computing the precision of the classifications in each bin (proportion of correct classifications in the bin). A plot of the per-bin average softmax and precision can be used to provide visual assessment of the calibration quality across the range of argmax-selected softmax values. Example reliability diagrams showing well-calibrated, over-confident, and under-confident classifiers are shown in Fig. 1. An ideally calibrated classifier would have precision bin heights closely following the corresponding average softmax in each bin (dashed line). Measured precision values in bins that are below the dashed line signify over-confidence, as the softmax values are higher than the corresponding precision. Conversely, bins with precision values above the dashed line demonstrate under-confidence.

A quantitative measure of the calibration based on the reliability diagram is Expected Calibration Error (ECE),

$$ECE = \frac{1}{M} \sum_{m=1}^{M} \frac{|B_m|}{N} |avg\text{-softmax}(B_m) - precision(B_m)|$$  (1)

which is the weighted average (using the proportional number of examples in each bin) of the absolute difference between the average softmax and precision in each bin $B_m$. This measurement attempts to summarize the reliability diagram into a single score. A small ECE value is desired, otherwise the prediction confidence (softmax) cannot be trusted.

Ideally, measuring calibration should extend to all of the output softmax values (for each possible class) for a given input, rather than just for the top, highest softmax value of each example. A form of total calibration error could be formulated similar to ECE, where the bins are populated with all of the output values.
softmax values, not just the argmax-selected class. Then, instead of using the precision per bin, the proportion of ground-truth classifications existing in each bin could be employed.

Beyond visualizing and measuring the calibration quality, post-processing methods are available to improve the calibration of a given classifier without changing the final classification results [13]. Most popular is the technique of temperature scaling, where the pre-softmax logits are divided by a constant value (temperature) $T$ which has a value chosen to either flatten ($T > 1$) or sharpen ($T < 1$) the resulting softmax distribution. Adjusting the softmax distribution in such a way can considerably improve the calibration while maintaining the relative ordering of the softmax values in the distribution (thus the top class remains unchanged). A proper value of $T$ for optimizing calibration on validation data can be learned or found via grid-search [13].

Calibration techniques can also operate in a global or per-class manner. In per-class calibration, all of the argmax-selected predictions of a given class are calibrated independently of all other class predictions. During inference, a specific per-class calibration setting ($T_{class}$) is recalled and applied to the logits based on the corresponding classification of the prediction. The main advantage of per-class over global calibration is that per-class is better able to handle separate under- or over-confidence for different classes [24].

The result of employing calibration is an increased believability in the decision architecture’s output confidence. Further downstream tasks and user/analyst acceptance (trust) are therefore improved when receiving well-calibrated posterior confidence scores. We further desire not to give highly confident predictions at test/inference time to “unwanted” examples, such as out-of-domain/out-of-class or adversarial examples, and thus extensions with Open Set Recognition [12,17] and adversarial detection techniques [2] are also of importance to include in real-world scenarios.

### 2.3 Sufficiency

Given a well-calibrated decision mechanism, it may be necessary in specific tasks or mission-critical applications for predictions to meet some sufficiently high level of confidence before any resulting action can be taken. With such a condition, what is the appropriate means to handle those predictions that fall below the required confidence level? We propose two approaches to address below-confidence predictions: rejection and generalization. In a rejection scheme, a method is used to detect and reject unconfident predictions. The rejected examples are then either discarded or re-assessed by a different means, perhaps with a more complex model using additional data/sensors or sent to a human analyst to resolve. Rather than rejecting a problematic example, an alternative strategy is to repeatedly generalize or “soften” the prediction’s semantics to increase the confidence until reaching the required confidence threshold. Such an approach is possible when the decision space can be hierarchically composed.
**Rejection.** Standard Neural Network classifiers typically “force” classification by choosing the argmax class (the class having the largest softmax/logit) as the final output decision. However, we argue that for Confident AI, a model should know/learn when to say “I don’t know” when given a confusing or corrupted input. One simple approach is to just threshold the softmax value of the argmax class. For a perfectly calibrated model, one could choose a confidence threshold of 50% (undecided) and remove any argmax classification having a softmax value ≤50%. However, even in well-calibrated models, a 50% threshold may not be the optimal choice, as optimality can be specified in a variety of ways. A better approach to determine the threshold can be formulated using the techniques of “reject option classification” [10]. Reject option classifiers are a form of constraint-based decision making techniques where an alternative reject class is added to the list of possible output classes. Underlying the accept/reject threshold mechanism is a constrained optimization task typically based on the final “coverage” (proportion of examples accepted) and “risk” (error rate of accepted examples) after employing the threshold on a validation set.

In a coverage-constrained approach, a threshold function is sought that minimizes the risk of accepted examples while constraining the coverage of accepted examples to meet a given percentage of the data. For example, at least 80% of the examples may be required to be accepted while trying to minimize the classification error of the accepted examples. This approach can be applicable when a limited number of human analysts (or other costly processing methods) are employed to examine rejected (problematic) examples and thus the coverage constraint ensures that the analysts are not overloaded. However, many accepted examples could still be unconfident and produce errors.

Another approach is to swap the coverage and risk in the optimization to instead maximize the coverage of accepted examples while constraining their risk. This method is based on the need for a given error rate of the classifier on the accepted examples. Use of this approach relates to mission-critical decision making where only a certain percentage of mistakes on accepted examples can be tolerated. One issue with this approach is that it may not be possible with a given model and dataset to reach the specified error rate (risk) without having to remove a large portion (or most) of the data.

Depending on any task applicable constraints for risk or coverage, these reject option approaches can be used to find a threshold to identify and filter out confusing regions in the decision space. Then any rejected examples could be discarded or re-assessed by other means.

**Generalization.** In a situation where it is not desirable to reject a decision due to its low confidence, one possibility is to instead generalize or soften the decision to a semantically broader category which inherently would have more confidence. This type of re-classification is possible when the decision space has a natural (semantic) or user-specified hierarchical structure (e.g., a biological taxonomy used in a medical diagnosis). There exists a rich computational history in hierarchical analysis and processing, including top-down (e.g., [23][15][16])
and bottom-up (e.g., \texttt{[8,6,7]}) classification approaches for different scenarios. A bottom-up framework can be used to repeatedly generalize and re-classify a terminal-level prediction (from the classifier) upward through the hierarchy until a particular confidence threshold is met. Thus the deepest (most specific) label having the required confidence is chosen. The overall goal is to aggregate sufficient confidence from relevant terminal-level classes into a super-class that still retains relevant semantic information about the original prediction, but with higher confidence.

For example, given a hierarchy of various vehicles (including types of cars, motorcycles, buses, trucks, etc.), a base prediction of “\texttt{Toyota sedan}” having a confidence of 61\%, and a confidence requirement of at least 90\%, the original prediction could hypothetically be generalized to \texttt{car} along the upward path as

\begin{itemize}
  \item \texttt{Toyota sedan (61\%) \rightarrow sedan (84\%) \rightarrow car (98\%) ✓}
\end{itemize}

where the super-class \texttt{sedan} may include many specific sedans (e.g., \texttt{Toyota sedan, Honda sedan, Lexis sedan, etc.}) and \texttt{car} may broadly contain different body styles (e.g., \texttt{sedan, coupe, hatchback, etc.}). Rather than discarding the original prediction of \texttt{Toyota sedan} due to insufficient confidence, the bottom-up generalization process still provides a meaningful, yet softened, confident prediction of \texttt{car} while ruling out other possibilities from \texttt{motorcycle, bus, truck, etc.} In some cases, the generalization process may need to continue all the way up to the root of the hierarchy to meet a particularly high confidence threshold or to deal with a truly problematic input (e.g., corrupted data) and thus return “\texttt{UNKNOWN}”. This ability to determine that an input is unclassifiable is important.

With a classifier having perfect “total” calibration, where all of the output softmax values are calibrated (not just the argmax softmax), evaluating any super-class in the hierarchy would simply require summing of the individual softmax values of its terminal class descendants and comparing the sum to the confidence threshold. However, it can be difficult to totally calibrate a classifier. Instead, our generalization approach described in \texttt{[6]} employs a Bayesian posterior probability for each class in the hierarchy using known priors and likelihoods estimated from normalized histograms of the softmax value for the ground-truth class in positive/negative examples. An estimated softmax value for a non-terminal class is computed from the sum of softmax values (probability mass) of its terminal descendants. At inference time, the argmax-selected class from the base classifier is repeatedly generalized upward until a posterior meets the confidence threshold. Thus any originally correct terminal-level (initial) prediction remains on the correct upward path and any incorrect base prediction has the potential to be corrected at a valid super-class (an ancestor of the ground-truth terminal class). This approach was applied to the task of hierarchical classification of cultivated plant stresses for quick and effective treatment \texttt{[11]}. In our latter approach of \texttt{[7]}, a formulation is derived using “generalized logits” instead of aggregated softmax values and employs an efficient logistic regression posterior model using generalized logits that span relevant
hypotheses. This method is applicable to any logit/softmax-based classifier and provides a monotonic, non-decreasing hierarchical inference guarantee.

In a situation when a pre-defined class hierarchy is unavailable, a similar process using subsets of terminal classes can be beneficial. A subset generalization approach is conducted by repeatedly adding terminal classes in descending order of their prediction confidence (from a totally calibrated classifier) until their combined probability exceeds the confidence threshold. In relation to the previous example where Toyota sedan was generalized to car due to a 90% confidence threshold, a subset of the most confident terminal-level classes could be grown until reaching the required confidence (e.g., \{Toyota sedan (61%), Honda sedan (23%), Toyota coupe (9%)\} = 93%). This form of subset prediction can still offer utility in further processing or analyst tasks, and there would exist a high probability that the actual terminal-level answer is contained within the subset.

Overall, the notion of sufficiency and the ability to say “I don’t know” or “I’m not sure” for confusing or corrupted data is important for critical applications in which high confidence is required to act on any given prediction. A rejection-based approach can be used to initially identify and filter out unconfident regions of the decision space, while a generalization-based method could be applied to soften an initial prediction until reaching a desired confidence level.

2.4 Adaptability

Once a trained prediction model is deployed, it must be resilient to changes in the data landscape over time. It may be common to observe a transition in the data features (Domain/Distributional Shift), a change in the occurrence of certain classes (Prior Shift), and/or a modification of the input-output predictive relationship (Concept Drift). Therefore, a static prediction mechanism can quickly degrade in performance within a dynamic environment. A model must be able to properly adapt over time to ensure that it remains relevant in new situations. In general, various Continuous Learning/Training frameworks may be used to address the aforementioned issues by repeatedly updating the model over time using new data. One key component to such model updating is monitoring, where a verification process of the current model is used to signal whether an update of the model is needed. Such “lifelong learning” helps to adapt models as situations change, but special care must be taken as not to completely undo what has already been learned.

Consider a case of Prior Shift for a mobile robot that can repeatedly move between indoor and outdoor environments. Given a large set of objects for the robot to visually identify (classify) in each environment, the class priors of the objects will necessarily be different depending on which environment the robot is currently located. Therefore the robot’s object classification model will need to be properly adjusted whenever a change between indoor and outdoor occurs, as detected by its monitoring procedure. With posterior probability assessments given by the visual classification system, a way to adapt to the change in priors is specifically needed.
Neural Network (and other classification) models are typically trained on well-balanced datasets when available (i.e., with equal class priors) to produce posterior probabilities on the decision space. Similarly, approaches such as K-Nearest Neighbors can be used to compute local density estimates of the training examples/features to provide a posterior probability estimate of each class. Consequently, the initial class priors in these approaches are inherently part of the training process and thus affect the final classification. Rather than perform a costly retraining process when Prior Shift appears, a means to decouple the original priors from the existing output posteriors would enable estimation of new context-dependent posteriors using the new priors.

In [4], we showed that given Bayes’ Rule of the posterior \( p(c_i|x) \) trained using priors \( p_{\text{train}}(c_i) > 0 \) with \( N \) classes,

\[
p(c_i|x) = \frac{p(x|c_i)p_{\text{train}}(c_i)}{\sum_{j=1}^{N} p(x|c_j)p_{\text{train}}(c_j)}
\]

(2)
a unique (up to scale) likelihood probability \( \hat{p}(x|c_i) \) solution for each class \( c_i \) exists when the original priors \( p_{\text{train}}(c_i) \) are known. By cross-multiplying and moving all terms to one side in Eqn. 2 for the \( N \) posterior equations

\[
\begin{align*}
p(x|c_1)p_{\text{train}}(c_1) - p(c_1|x) \sum_{j=1}^{N} p(x|c_j)p_{\text{train}}(c_j) &= 0 \\
\vdots \\
p(x|c_N)p_{\text{train}}(c_N) - p(c_N|x) \sum_{j=1}^{N} p(x|c_j)p_{\text{train}}(c_j) &= 0
\end{align*}
\]

(3)
a homogeneous linear system of equations can be formulated

\[
M \begin{bmatrix} p(x|c_1) \\ \vdots \\ p(x|c_N) \end{bmatrix} = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}
\]

(4)
The Perron-Frobenious Theory [18] on matrix \( A = M + I \) can be used to prove that the unique (up to scale) solution of the likelihoods \( \hat{p}(x|c_i) \) is the Eigenvector corresponding to the maximum Eigenvalue \( \lambda_{\text{max}} = 1 \) of the \( N \times N \) matrix \( A \) (derived in [4]). Though the likelihoods \( \hat{p}(x|c_i) \) are recovered up to scale, their application in Eqn. 2 is sufficient, as the ratio cancels any constant scale factor across the likelihoods.

Given the classifier posteriors \( p(c_i|x) \) for a test example \( x \) and the original priors \( p_{\text{train}}(c_i) \), the recovered likelihoods \( \hat{p}(x|c_i) \) and new priors \( p_{\text{new}}(c_i) \) (provided by the monitoring procedure) can be employed in Eqn. 2 to yield an updated posterior appropriate for the current Prior Shift context. Thus, though the expected presence of certain classes can change, a trained model can be quickly and efficiently adapted to reflect the new class priors without retraining the original model.

Overall, the ability to be adaptable to changes in the deployment landscape is paramount for continued efficacy of the model. Multiple methods to continually
re-align an existing model can be employed to ensure ongoing success. In the specific case of Prior Shift, we presented a robust and provable technique to re-estimate posteriors using the priors of the current situation. Without such adaptability over time, a model may not be flexible enough to new situations and have significantly degraded performance, thus affecting confidence in the model.

3 Summary

In this paper, we proposed 4 tenets of Confident AI: Repeatability, Believability, Sufficiency, and Adaptability. Repeatability employs a statistical summarization and comparison of model performance. Believability uses calibration to best align model confidence to the certainty of prediction. Sufficiency ensures predictions meet a desired level of confidence for critical applications. Adaptability increases the agility of the system to changing situations/environments. Each of the tenets addresses a fundamental issue associated with attributing confidence to AI predictions. Together, they form a principled means for designing and demonstrating system capability with internal (algorithm) and external (user) confidence. The policies presented can be naturally integrated with other complementary AI themes, such as Trustworthy AI, and are also important for AI assurances and verification/auditing. We expect Confident AI to naturally evolve and expand over time, and we encourage AI practitioners to utilize these concepts in developing AI systems.
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