GAN-generated Faces Detection: A Survey and New Perspectives
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Abstract. Generative Adversarial Networks (GAN) have led to the generation of very realistic face images, which have been used in fake social media accounts and other disinformation matters that can generate profound impacts. Therefore, the corresponding GAN-face detection techniques are under active development that can examine and expose such fake faces. In this work, we aim to provide a comprehensive review of recent progress in GAN-face detection. We focus on methods that can detect face images that are generated or synthesized from GAN models. We classify the existing detection works into four categories: (1) deep learning-based, (2) physical-based, (3) physiological-based methods, and (4) evaluation and comparison against human visual performance. For each category, we summarize the key ideas and connect them with method implementations. We also discuss open problems and suggest future research directions.

1 Introduction

The development of Generative Adversarial Networks (GANs) [32] enables generating high-realistic human faces images that are visually difficult to discern from real ones [53, 54, 55], some examples are shown in Figure 1. GAN-generated faces (GAN-faces) can be easily used in creating fake social media accounts [89, 90, 40, 107] for malicious purposes that cause significant social concerns. For example, a high school student created a fake candidate by using a GAN-generated face in a voting event that tricked Twitter into obtaining a coveted blue checkmark, thereby verifying the authenticity of the fake candidacy [89]. This fake candidate passing verification could set up donation channels to absorb public funds, which not only damages property-related laws but also diminishes election integrity. Furthermore, the fake social media accounts used GAN-faces as profile images which also generate serious negative social impacts [90, 79]. For example, these fake accounts can be associated with numerous high-level executives within a company, and if they were to post comments about the company’s financial situation, it could cause significant disruption in the stock market. This is because the false information they spread can mislead investors and cause them to make incorrect financial decisions, leading to significant losses.

Automatic detection of GAN-faces is of emerging need [85], so numerous detection approaches have been developed to combat the malicious use of GAN-faces. However, effective GAN-face detection is still a complex and difficult problem, which typically suffers from two major challenges. First, an accurate and flexible GAN-face detection method should be able to expose the large variation of GAN-face images synthesized or generated from numerous GAN models, while remaining robust to adversarial attacks. Secondly, the decision process and the detection result should be explainable to human users, especially for non-AI experts, instead of only fitting to specific datasets via complex deep networks.

In this paper, we focus the scope of the survey on the detection of GAN-based entire face synthesis, which was a significant milestone of the Artificial Intelligence Generated Content (AIGC) [11]. And this is the right time to deal with the massive use of generative AI [24]. We start our survey by chronologically summarizing major GAN-face generation milestones (§2) as well as GAN-face detection methods with highlights of important breakthroughs along with in Figure 2. Early GAN-face detection methods are mainly Deep Learning (DL)-based methods [22, 72], etc.; see §3.1. Although they achieve promising performance in practice, it is difficult to explain the under-taking mechanism or decisions being made.

The above limitations are overcome by approaches reasoning upon physical cues (§3.2) or physiological cues (§3.3) that are explainable in nature. Recent works in this category distinguish GAN-faces by exploring the inadequacy of the GAN synthesis models in repre-

1 https://thispersondoesnotexist.com

2 It is different from face manipulation, which only manipulates the existing face images, instead of generation from scratch.
senting human faces and their corresponding relations in the physical world [112, 61, 75]. For example, [42] inspect the inconsistency of the corneal specular highlights between the two eyes. However, these methods work under strict assumptions such as frontal portrait faces or a clearly visible reflector in the eyes. To eliminate these limitations and explore more robust models, [36] introduce a physiological-based method by examining pupil shape inconsistencies. As the human eye provides the optics and photoreception for the visual system, the pupil should generally be circular on the eye surface or appear to be elliptical in the image when viewed with an orientation. The key idea is that physiological inconsistency artifacts between the eyes (e.g. difference from comparing the boundary of pupil shapes) can be identified to distinguish GAN-faces from real faces.

An important aspect of the GAN-face detection in contrast to other AI problems (such as image classification) is that human performance for GAN-face detection is much worse than AI algorithmic methods. As shown in [84], human accuracy for GAN-face detection is around 50%~60%, which shows that topics on improving or accommodating human performance are essential. We provide a comprehensive discussion in §3.4 on the topic of human visual performance for GAN-face detection.

The datasets are the driving force behind the rapid development of GAN models and GAN-face detection methods. We survey popular datasets and major evaluation metrics in §4. For completeness, we also list other related surveys in §5. In the foreseeable future, there are a number of critical problems that are yet to be resolved for existing GAN-face detection methods. With the development of the GAN models, it is thus important to anticipate such new developments and improve the detection methods accordingly. We discuss future research opportunities in §6.

The contribution of this paper is summarized in the following:

- To the best of our knowledge, this work is the first comprehensive review that discusses different types of GAN-face detection methods. We particularly include the explainable methods that provide interpretability of the decision process and results that ease human understanding.
- We organize and summarize the vast literature on GAN-face detection into four categories: (1) deep learning-based methods, (2) physical-based methods, (3) physiological-based methods, and (4) human visual performance.
- Human visual performance of recognizing GAN-faces is important, especially for people to check for their social networking and possible security or privacy violations. We provide a comprehensive discussion on human visual performance and strategies for checking against fake GAN-generated faces.
- We propose several issues associated with existing state-of-the-art methods and discuss future research directions.

2 GAN Generation of Highly Realistic Faces

We next provide a brief summary of mainstream methods for generating high-quality faces that most GAN-face detection works are targeting. Further details on the various kinds of GANs can be found in the surveys of [44, 111].

In the past five years, numerous GAN models (e.g., PG-GAN [53], BigGAN [8], StyleGAN [54], StyleGAN2 [55], etc.) have been developed to synthesis and create realistic-looking face images with diversity from random noise input. These GANs can effectively encode rich semantic information in the intermediate features [4] and latent space [31, 45, 102] for high-quality face image generation. Moreover, these GANs can generate fake face images with various attributes, including various ages, expressions, backgrounds, and viewing angles. However, due to the lack of inference functions or encoders in GANs, such manipulations in latent space are only applicable to images generated from GANs, not to any given real images.

To address the above issue, GAN inversion methods can invert a given image back into its latent space of a pre-trained GAN model [111]. The GAN generator can then reconstruct the image accurately from the inverted code in approximation. This inversion method plays a key role in bridging real and fake face image domains. Therefore, it can significantly improve the quality of the generated face images and be applied widely in state-of-the-art GAN models including StyleGAN2 [55], StyleGAN3 [52], InterFaceGAN [102], and Image2StyleGAN++ [1].

3 GAN-face Detection Methods

We organize existing GAN-face detection literature into four categories. Although there exist similarities of various methods e.g. across categories, we organize them primarily by their motivations and key ideas. Table 1 summarizes mainstream GAN-face detection methods with the datasets used and performance comparison.

3.1 Deep Learning-based Methods

Deep learning-based GAN-face detection methods extract signal-level features to train Deep Neural Network (DNN) classifiers to dis-
the CNN-generated images share some common systematic flaws, analyzed in these works (See Figure 4). For example, [110] find that gated in [34, 109, 110, 46, 23], both visible and invisible artifacts are detections using state-of-the-art DNNs for GAN-face detection are investigated. GAN-generated faces without decreasing the performance on existing image detection, where the key idea is to detect and classify new ones. The work [73] applied incremental learning for GAN-faces appeared in the GAN-faces to distinguish GAN-faces from the real ones. The GAN-face detection method was studied recently in [71]. Scene understanding is applied to determine out-of-context objects that appear in the GAN-faces to distinguish GAN-faces from the real ones. The work [73] applied incremental learning for GAN-faces image detection, where the key idea is to detect and classify new GAN-generated faces without decreasing the performance on existing ones.

**Difficulty Analysis.** More difficulty analysis and systemic evaluations using state-of-the-art DNNs for GAN-face detection are investigated in [34, 109, 110, 46, 23], both visible and invisible artifacts are analyzed in these works (See Figure 4). For example, [110] find that the CNN-generated images share some common systematic flaws, resulting in them being surprisingly easy to spot for now. To investigate Are GAN-generated images easy to detect? [34] conducted the study to analyze the performance of the existing GAN-faces detection methods on different datasets and using different metrics. On the country, they concluded that we are still very far from having reliable tools for GAN image detection.

Unfortunately, all aforementioned methods in this subsection can not provide explainable results. To overcome this shortcoming, an attention-based method was proposed in [38] to spot GAN-generated faces by analyzing eye inconsistencies. Specifically, this model learned to identify inconsistent eye components by localizing and comparing the iris artifacts. Visual results from [38] showed a clear difference between the attention maps of the irises from the GAN-faces and real ones. For GAN-faces the attention map highlighted the artifact regions on the irises, and for real faces, there is no significant concentration of the attention map. However, the attention map still cannot provide enough explainability to understand the behavior of the learned model.

In summary, Deep Learning-based methods achieved impressive performance on GAN-face detection [33]. However, it is difficult to explain or interpret the decision process of the learned model as a black box. Nonetheless, fake face detection in the real-world favors explainability, alongside from the overall accuracy. Particularly, people do care more for use cases such as “This picture looks like someone I know, and if the AI algorithm tells it is fake or real, then what is the reasoning and should I trust?”

### 3.2 Physical-based Methods

Physical-based methods identify GAN-faces by looking for artifacts or inconsistencies among the face and the physical world, such as the illumination and reflections in perspective.

The early work of [49] analyzed the internal camera parameters and light source directions from the perspective distortion of the specular highlights of the eyes to reveal traces of image tampering. Recently, [75] identified early versions of GAN-faces [53] based on an observation that the specular reflection in the eyes of GAN-faces is either missing or appearing as a simple white blob. However, such artifacts have been largely corrected in recent GAN-faces such as StyleGAN2. The method of [42] looked for inconsistency between the two eyes to identify GAN-generated faces. Specifically, the corneal specular highlights of the eyes are detected and aligned for
pixel-wise Intersection of Union (IoU) comparison. As shown in Figure 5, the assumption is that real human eyes captured by a camera under a portrait setting should exhibit a strong resemblance between the corneal specular highlights between the two eyes. In contrast, this assumption is not true for GAN synthesized eyes, where inconsistencies include different numbers, different geometric shapes, or different relative locations of the specular highlights. However, this method operates on strong assumptions of the frontal portrait pose, far away lighting source(s), and the existence of the eye specular highlights. When these assumptions are violated, false positives may increase significantly.

In summary, the physical-based detection methods are more robust to adversarial attacks, and the predicted results afford intuitive interpretations to human users [42].

### 3.3 Physiological-based Methods

Physiologically-based methods investigate the semantic aspect of the human faces [18], including cues such as symmetry, iris color, pupil shapes, etc., where the identified artifacts are used for exposing GAN-faces.

Early works of [72, 113, 76] indicated that StyleGAN [53] generated faces contain obvious artifacts including asymmetric faces and inconsistent iris colors [75]. [112] found that GAN can generate facial parts (e.g., eyes, nose, skin, mouth) with a great level of realistic details, yet there is no explicit constraint over the locations of these parts on the face. In other words, the facial parts of GAN-faces may not appear to be coherent or natural-looking, when compared to real faces. They indicated that these abnormalities in the configuration of facial parts in GAN-faces could be revealed using the locations of the facial landmark points (e.g., tips of the eyes, nose, and mouth), which can be effectively detected using automatic algorithms. The normalized locations of these facial landmarks can be used features to train a classifier to identify GAN-faces. However, GAN-face generation has also improved on the other hand. Face images generated by StyleGAN2 have improved greatly in quality and are free of obvious physiological artifacts [53, 54, 55]. And the synthesis process of GAN-faces is further optimized in StyleGAN3. It exhibits a more natural transformation hierarchy of different scales of features. They are fully equivariant to translation and rotation, which further improved the physiological consistency of the generated faces.

A relatively new physiological-based GAN-face detection method is proposed in [36], motivated by a simple observation that GAN-faces exhibit a common artifact of irregular pupil shapes. Specifically, pupils from real human faces should appear to be a smooth circle or ellipse; in contrast, pupils from GAN-faces can appear with irregular shapes or boundaries (See Figure 6). This artifact is universal for all known GAN models up to date (including PG-GAN [53], StyleGAN3 [52], and SofGAN [13]), and this artifact occurs in eyes from the synthesized humans and animals. One fundamental reason for the existence of such artifacts in GAN-generated faces is due to their lack of understanding of human eye anatomy, particularly the geometry and shape of the pupils. The method of [36] first localize the eyes and segment out the pupil region. Next, an ellipse model is parametrically fit to the pupil boundary. Boundary IoU [17] is then calculated between the extracted pupil mask and the fitted ellipse to estimate the “circularness” of the pupils. However, false positive can arise in rare cases of non-elliptical pupils in real faces due to diseased or infected eyes.

In summary, physiological-based method comes with stronger interpretability. However, like other forensic approaches, environmental constraints such as occlusion and visibility of the eye from the face image is still a major limitation.

### 3.4 Human Visual Performance

Although many automatic GAN-face detection algorithms have been developed, human visual performance in identifying and exposing GAN-faces has not been investigated sufficiently. Compared with other AI problems such as image recognition, GAN-face detection is a much more challenging problem for human eyes. Thus, it is important to study how well human eyes can identify GAN-faces and the related social impacts and ethical issues [3].

Standard metrics for evaluating the effectiveness of automatic algorithms in detecting GAN-faces include ROC analysis and Precision-Recall. While these metrics can be applied to study human perceptual performance, they are not directly suitable in reflecting the true deceptiveness of the highly realistic GAN-faces for the general public. Human performance is largely biased, and with weak but proper hints (such as looking for the correct physiological cues), human performance in identifying fake faces can boost greatly [57].

An early work [58] conducted a study to measure the human abil-
| Paper | Category | Method | Real Face (#/test) | GAN Face (#/test) | Performance |
|-------|----------|--------|-------------------|------------------|-------------|
| [84]  | Human    | Visual | FFHQ (400)        | StyleGAN2 (400)  | Acc: 0.5~0.6 |
| [38]  | Human    | Visual | FFHQ (150)        | StyleGAN2, etc. (150) | Acc: 0.26~0.8 |
| [22]  | DL       | CNN    | CelebA (200)      | PGGAN, DCGAN (200) | Acc: 0.80 |
| [19]  | DL       | CNN    | CelebA (1250)     | PGGAN (1250)     | Acc: 0.98 |
| [28]  | DL       | CNN    | CelebA-HQ (15K)   | PGGAN (15K)      | Acc: 0.99 |
| [38]  | DL       | CNN    | CelebA (500)      | StarGAN (1250)   | Acc: 0.99 |
| [27]  | DL       | CNN    | CelebA-HQ (7K)    | PGGAN (7K)       | Acc: 0.98 |
| [73]  | DL       | Incremental Classifier | - | StarGAN (2.3K), etc. | Acc: 0.815~1 |
| [71]  | DL       | Out of context object detection | - | StyleGAN (100), | Acc: 0.80 |
| [109] | DL       | DNN    | FFHQ (1K)         | StyleGAN2 (1K), etc. | Acc: 0.88~0.991 |
| [82]  | DL       | Disparities in Color Components | CelebA-HQ, FFHQ (150k) | StyleGAN, ProGAN (30K) | Acc: 0.997 |
| [110] | DL       | CNN    | FFHQ (1K)         | StyleGAN (1K)    | Acc: 0.84 |
| [13]  | DL       | ForenseTransfer | FFHQ (1K), etc. | StyleGAN (3K), ProGAN (3K), etc. | Acc: 0.01~1 |
| [36]  | DL       | CNN    | CelebA (164), CelebA-HQ (1.5K) | StarGAN (1476), ProGAN (3.7K) | Acc: 0.6786~0.849 |
| [68]  | DL       | CNN    | FFHQ (10K), CelebA-HQ (10K) | StyleGAN (10K), PGGAN (10K), etc. | Acc: 0.9854~0.991 |
| [14]  | DL       | Xception | FFHQ (7K) | LGGF (14K) | Acc: 0.99 |
| [15]  | DL       | Improved Xception | CelebA (202,60) | PGGAN (202,60) | Acc: 0.713~0.977 |
| [16]  | DL       | CNN    | RAISE (17.3K)     | StyleGAN2 (1K), ProGAN (3K), etc. | Acc: 0.928~0.999 |
| [38]  | DL       | CNN    | FFHQ (20K)        | StyleGAN (20K), etc. | Acc: 0.9895~1 |
| [38]  | DL       | Residual Attention | FFHQ (748) | StyleGAN2 (750) | AUC: 1 |
| [38]  | DL       | Cross-Co-Net | FFHQ (4K) | StyleGAN (4K) | Acc: 0.998 |
| [23]  | DL       | Enhanced spectrum based CNN | FFHQ (3.2K) | StyleGAN, StyleGAN2 (3.2K) | Acc: 0.95 ~ 0.96 |
| [108] | DL       | Siamese Network | FFHQ, CelebA-HQ (10K) | ProGAN, StyleGAN (20K) | AUC: 0.996 ~ 1 |
| [82]  | Physic  | Cornal specular highlight | FFHQ (500) | StyleGAN2 (50) | AUC: 0.94 |
| [75]  | Physiology | Eye color | CelebA (1K) | ProGAN (1K), Glow (1K) | AUC: 0.70~0.85 |
| [72]  | Physiology | Landmark locations | CelebA (>50K) | PGGAN (25K) | AUC: 0.9121~0.9413 |
| [35]  | Physiology | Irregular pupil shape | FFHQ (1.6K) | StyleGAN2 (1.6K) | AUC: 0.91 |

Table 1. Summary of GAN-face detection methods with the corresponding datasets, statistics and performance scores. The gray rows highlight those where individual predicted results of the method are explainable to humans. Note that datasets used in the works are self-collected and can contain different subsets across papers. So the performance scores do not represent fair comparisons.

Figure 7. Human visual performance [87]. Top: Average performance of experiments 1 and 2; the accuracy is around 50%. In experiment 2, the training and feedback improves average performance a little bit. Bottom: Trustworthy ratings for experiment 3; a rating of 1 corresponds to the lowest trust.

A recent work [84] examined people’s ability to discriminate GAN-faces from real faces. Specifically, 400 StyleGAN2 faces and 400 real faces from the FFHQ dataset are selected with large diversity across the genders, ages, races, etc., and two sets of experiments are conducted. In the first set of experiments, 315 participants were shown a few examples of GAN-faces and real faces, and around 50% of accuracy is obtained. In the second set of experiments, 170 new participants were given a tutorial consisting of examples of specific artifacts in the GAN-faces. Participants were also given feedback afterward. However, it was found that such training and feedback only improve a little bit of average accuracy. Therefore, this work concluded that the StyleGAN2 faces are realistic enough to fool both naive and trained human observers, more extended studies are summarized in [87], the experiment 3 is conducted to further investigate whether synthetic faces activate the same judgements of trustworthiness. A perception of trustworthiness could also help distinguish real from GAN-faces. Their experimental results are shown in Figure 7. However, no information on what synthesis artifacts are provided for participant training in this study. We believe there is still space to improve human capability in discerning GAN-faces if sufficient hints are provided, including physiological cues (e.g. pupil shapes [36]) and dataset statistics (e.g. GAN-faces are usually trained with FFHQ samples that are biased toward portrait faces and celebrity styles).

GANs are under active development, so it is expected that the difficulty of discerning GAN-faces will continue to increase. It is important to find generic and consistent cues for human eyes to effectively distinguish GAN-faces. Typically, useful cues are generally universal for exposing other types of AI tampered faces, including morphed faces, swapped faces, painting faces. Recently, an open platform to
study whether a human can distinguish AI-synthesized faces from real faces visually by using the cues is developed in [37]. The discovery of such cues can also be leveraged for improving the GAN face synthesis algorithm to produce faces that are even harder to distinguish for human eyes.

In summary, there is no doubt that the studies of human visual performance are invaluable to research detection techniques as well as a better understanding of the insufficiency of the GAN-faces.

4 Datasets and Performance Evaluation

With the rapid development of AI discriminative and generative models, many human facial datasets have been constructed. Among these datasets, real face images are mainly collected from the FFHQ dataset [54], CelebA [69], CelebA-HQ [53], RAISE [20] etc. Synthesized face images are collected using state-of-the-art GAN models and LGGF [14].

Early GAN-faces datasets are mainly comprised of PGGAN, and recent datasets are typically based on StyleGAN2. NVIDIA has recently curated a StyleGAN3 generated set at https://github.com/NVlabs/stylegan3-detector that can be used to evaluate GAN-face detection performance. Table 1 list mainstream datasets for GAN-face detection. Note that datasets used for each work are self-collected and can contain different subsets across papers. This is due to that only specific subsets are relevant to individual methods. For example, in [36], only face images with visible eye pupils are used for training and evaluation.

As GAN-face detection is a binary classification problem, evaluation metrics are typically based on Accuracy, Precision-Recall, ROC analysis, and AUC. To the best of our knowledge, a sufficiently large-scale benchmark dataset for empirical evaluation of GAN-face detection is still lacking.

5 Related Surveys

Although the scope of this survey is on the detection of GAN-based entire face synthesis, the GAN-face detection task is closely related to other fake face detection tasks [82, 25]. For completeness, we also discuss other surveys in the related fields.

GAN-face Detection. A related survey in [66] only discussed DL-based GAN-face detection works and ignored other significant non-DL-based works. Their survey neglects the interpretability issues, which is crucial for applying DL-based methods for detecting GAN-faces in practice.

Morphed-face Detection. Morphed-face detection aims to detect images that have been merged by two or more face images [95]. Morphed-face detection is a challenging problem due to the complex nature of the morphing techniques used to create these images. Therefore, the development of effective and accurate morphed-face detection methods is of utmost importance to prevent potential harm caused by these fraudulent activities [101]. The current surveys provide an overview of the recent advances towards both the generation and the detection of morphing face [100, 98]. However, the motivation for generating morphed faces is usually different from GAN-face; these morphed faces are often created for identity theft and profile impersonation.

Manipulated-face Detection. Manipulated-face detection involves the identification of images that have been manipulated or tampered with by AI algorithms [91]. The increasing availability of AI algorithms has made it easier to create manipulated images for fraudulent purposes, such as face swapping [48], and facial manipulation [67].

The current surveys [83, 106] indicate that the development of reliable and robust manipulated-face detection methods is essential to safeguard the authenticity and integrity of digital media and prevent harm caused by the misuse of manipulated images.

As previously mentioned, it’s important to note that face manipulation and GAN-based face generation are distinct techniques. While GANs generate faces from scratch, face manipulation involves altering or modifying existing face images using various techniques.

DeepFakes Detection. DeepFakes detection involves detecting and identifying images, videos, audio, and text that have been generated or manipulated using artificial intelligence techniques [81, 114, 103]. DeepFakes are often created to deceive and manipulate viewers by inserting fake information into real events or spreading misinformation or creating fake news [105, 92, 5]. The use of DeepFakes poses a significant threat to the authenticity and credibility of social media [6], making it essential to develop reliable and effective DeepFakes detection methods [77, 21, 51].

The DeepFakes detection is primarily focused on identifying and combating the spread of fake news and misinformation [115, 70, 116, 59]. The current surveys can help prevent the potential harm caused by the misuse of DeepFakes and ensure that the information presented is accurate and trustworthy [106, 50]. Furthermore, other surveys have been conducted with a different perspective compared to existing survey papers, for example, the survey [56] mostly focuses on the audio deepfakes that are overlooked in most of the previous surveys, [74] focus on the audio-visual DeepFakes generation and detection, and the benchmarks [2, 65, 94, 60].

Moreover, the COVID pandemic [63] has led to the wide adoption of online video calls. The increasing reliance on video calls provides opportunities for new impersonation attacks by fraudsters using the advanced real-time DeepFakes [39]. Video conferencing DeepFakes poses new challenges to detection methods, which have to run in real-time as a video call is ongoing. More recently, the video conferencing DeepFakes detection methods (Figure 8) are also developed [39], the topic of video conferencing DeepFakes detection has not been covered in the previous surveys.

In summary, DeepFakes detection is a broad topic. Although GAN-face detection is often included in related surveys, it may lack a detailed analysis of the methods used to detect GAN-generated faces. The in-depth analysis and discussion of the GAN-face detection methods in our survey, such as analyzing the explainable features that differentiate real and fake faces, can help researchers develop more effective detection techniques. By further investigating the GAN-face detection methods, we can better understand the challenges and limitations of DeepFakes detection and develop more accurate and reliable methods for detecting GAN-based DeepFakes.

Figure 8. Video conferencing DeepFakes detection [39]. Left: A video call attendant is being actively authenticated with the live patterns shown on the screen. Right: A real person’s corneal will produce an image of the pattern shown on the screen while a real-time DeepFake cannot.
6 Future Directions

After reviewing existing methods of GAN-face detection with identified advantages and limitations, we next discuss future research directions that are promising for developing forensic algorithms that will be more effective, interpretable, robust, and extensible.

6.1 Against the Evolution of GAN models

Although the existing GAN models cannot generate perfect fake faces due to known vulnerabilities, more powerful GAN models are under active development and certainly will come out in the near future. We anticipate that the known artifacts of GAN-faces (e.g., inconsistent corneal specular highlights [42], irregular pupil shapes [36], symmetry inconsistencies such as different earrings, etc.) can be fixed by incorporating relevant constraints to existing GAN models; however, how best to effectively enforce such constraints are still open questions. More powerful deep neural network architectures, training tricks, and larger training data will continue to push the state-of-the-art GAN models. For example, StyleGAN3 [52] presents a comprehensive overhaul of all signal processing aspects of StyleGAN2 to improve the texture and 3D modeling of the GAN-generated faces. The demands for searching for effective cues for exposing new GAN-faces and developing more powerful GAN-face detection methods continue to rise.

Low-power demands. In addition, computationally effective GAN-face detectors that can run on edge devices are of practical importance. Since GAN-faces can directly cause concerns and impacts regarding identities and social networks, forensic analytics should ideally be able to run on smartphones. Research on how best to migrate high FLOPS GPU models toward mobile applications has practical needs.

6.2 How to Develop Good Interpretation Methods

One critical disadvantage of many GAN-face detection methods is that they do not afford interpretability for the predicted results. Methods based on the widely-used attention mechanism [38] can not provide an interpretable explanation of the prediction results. Although the attention heat map highlights pixels that the network predicts, the mechanism can not tell why these pixels are selected that improves performance. Furthermore, although the current physical [42] and physiological-based methods [36] can provide interpretability of their predicted results, their assumptions are per-cue based (such as the iris or pupil inconsistencies) that might not be extensible to future GAN models that are specifically designed. How best to develop an end-to-end mechanism that can effectively leverage physical and physiological cues for GAN-face detection is still an open research question.

Learning multiple cues. From the numerous GAN-detection methods being surveyed, we observe that methods depending on a single cue or a few cues cannot retain performance, extensibility, and explainability at a time when dealing with complex real-world challenges such as occlusions and noisy data. It is difficult for features drawn from a single cue to cover multiple characteristics or artifacts. So how best to improve the generalization of the learning system, and how best to integrate or fuse the learning of multiple cues into a unified framework will be the key. Ensemble learning [99], multi-model/task learning and knowledge distillation [33] are directions that future GAN-face detection models can benefit.

6.3 Robust to Adversarial Attack

As DNNs are widely used in GAN-face detection (either as a component or as the main model), DNNs are known to be vulnerable against adversarial attacks, which are based on intentionally designed perturbations or noises that are particularly effective and harmful to the DNNs. With the increasing effectiveness of adversary attack technologies [41], research efforts start to focus on attacking fake face detectors particularly instead of focusing on general classifiers. Anti-forensics methods for evading fake detection via adversarial perturbations have been studied including [12, 28]. These methods of attacking fake image detectors usually generate adversarial perturbations to perturb almost the entire image, which is redundant and can increase the perceptibility of perturbations. [64] introduced a sparse attacking method called Key Region Attack to disrupt the fake image detection by determining key pixels to make the fake image detector only focus on these pixels. Their adversarial perturbation appears only on key regions and is hard for humans to distinguish. In general, future GAN-face detection methods need to be cautious in dealing with adversary attacks.

6.4 Imbalanced Distribution of Data

In the real world, real faces usually significantly outnumber GAN-generated faces in online applications. The data distribution for GAN-face detection is very imbalanced. Thus, the performance of GAN-face detection methods trained on balanced datasets may degrade when used for real-world applications, e.g., high accuracy but low sensitivity for spotting GAN-faces in practice.

As an initial effort, the method of [38, 96] addresses the imbalance learning issues by maximizing the ROC-AUC via approximation and relaxation of the AUC using Wilcoxon-Mann-Whitney (WMW) statistics. Experimental results showed the robustness of the model learned from imbalanced data. Looking forward, how best to deal with learning from extremely imbalanced data in real-world settings is an open question.

6.5 Handling Mixtures with Other Fake Faces

As face image tampering technologies continue to develop, including Face Morphing [86], Face swapping [93], Diffusion synthesized faces [7], etc., GAN-face detection forensics should be robust enough to deal with the mixture of face faking or synthesis methods. In addition to the detection of GAN-faces, the attribution (find out what tools were used in the generation and the source where the faces come from) and characterization (find out the purpose of the generation and if the intention is malicious) are with growing importance. The DARPA Semantic Forensic (SemaFor) program https://www.darpa.mil/program/semantic-forensics of the U.S. is an ongoing effort that addresses these issues.

7 Conclusion

This paper presents a comprehensive, up-to-date review of GAN-face detection methods. We have reviewed the state-of-the-art models from multiple perspectives as well as provided details of major approaches. Although GAN-face detection has made notable progress recently, there is still significant room for improvement. Detecting GAN-faces in real-world settings remains challenging and with high demand, and we have discussed future research directions. The surveyed techniques and cues can also benefit the detection of other fake face-generation tools such as face morphing and swapping.
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