Phase coherence among the Fourier modes and non-Gaussian characteristics in the Alfvén chaos system
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Non-Gaussian characteristics in time series of the Alfvén chaos system are discussed. The phase coherence index, a measure defined by using the surrogate data method and the structure function, is used to evaluate the phase coherence among the Fourier modes. Through Monte Carlo significance testing, it is found that the phase coherence decays monotonically with increasing dissipative parameter and time scale. By applying the Mori projection operator method assuming the Markov process, a model equation for the time correlation function is derived from the generalized Langevin equation. As opposed to the result of the phase coherence analysis, it is concluded that the difference between the direct numerical simulation and the model equation becomes pronounced as the dissipative parameters are increased. This suggests that, even when the phase coherence index is not significant, the underlying physical system may be a non-Gaussian process.
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1. Introduction

It is well known that finite amplitude Alfvénic fluctuations are frequently observed in the solar wind plasma (Refs. [1–4]). Since these fluctuations disappear with increasing heliocentric distances (Refs. [5,6]), their damping processes possibly play important roles in the generation of magnetic turbulence and/or in plasma heating. Damping of such finite amplitude Alfvén waves has been intensively discussed in terms of parametric decay (Refs. [7,8]) and modulational instabilities (Refs. [9,10]). When the system concerned contains the source of Alfvén waves and dissipation terms (sinks of energy), the statistical stationary Alfvénic states can be achieved approximately (Refs. [11,12]). Such a situation can be realized in space plasma, e.g., in the earth-foreshock region (Refs. [13,14]) and in the solar atmosphere (Ref. [15]), in which some sources of Alfvén waves may exist. It should also be noted that the magnetic fluctuations observed in the earth’s foreshock region exhibit finite phase coherence among the Fourier modes (Refs. [16,17]). The result is in contrast to the often used ansatz of the “phase random approximation”, which is assumed to be held in weak turbulence theories.

In the present study, we discuss the generation of non-Gaussian characteristics in nonlinear evolution of Alfvén waves by using the Alfvén chaos system proposed by Hada et al. (Ref. [11]).
Alfvén chaos system is derived from the driven-damped derivative nonlinear Schrödinger equation (DNLS) (Ref. [18]) with traveling wave solution. In Sect. 2, the phase coherence among the Fourier modes in the chaotic time series of the Alfvén chaos system is discussed. In Sect. 3, we discuss a linear Markovian equation by using the Mori projection operator method (Refs. [19,20]). The results are summarized and future issues are discussed in Sect. 4.

2. Phase coherence of Alfvén chaos

Let us first define the Alfvén chaos system (Refs. [11,21,22]). By incorporating the monochromatic growth term and the dissipation term into the DNLS with traveling wave ansatz, Hada et al. (Ref. [11]) obtained the ordinary differential equation set

\begin{align*}
\dot{b}_y - \nu \dot{b}_z &= b_z (b_y^2 + b_z^2 - 1) - \lambda b_z + a \cos \theta, \\
\dot{b}_z - \nu \dot{b}_y &= -b_y (b_y^2 + b_z^2 - 1) - \lambda (b_y - 1) + a \sin \theta, \\
\dot{\theta} &= \Omega.
\end{align*}

The ordinary differential equation set (1), (2) is derived by using the coordinate transformation $\xi = X - VT$, where $X$ and $T$ are spatial coordinate and time respectively, and $V$ is a constant. If there is no driving force, Eqs. (1), (2) describe the stationary solutions of the DNLS system (Ref. [11]). In accordance with the past study in Ref. [21], here we use the variable $t = \xi$ as the conventional time variable. The terms $b_y$ and $b_z$ are the transverse magnetic field, $\nu$ corresponds to the coefficient of the Burgers-type dissipation term, $\lambda$ indicates the velocity $V$ normalized to the ambient magnetic field, and $a$ and $\Omega$ are the intensity and frequency of the driving term, respectively. The ambient magnetic field is assumed to be in the $x$–$y$ plane.

Past studies (Refs. [11,21]) carried out direct numerical simulations of the system (1)–(3) and discussed the bifurcation diagram of the Alfvén chaos. In the present study, we also carry out direct numerical simulation of the Alfvén chaos system (1)–(3) with the parameters that lead to the chaotic time series observed by Chian et al. (Ref. [21]). The runs are presented in Table 1. In a similar way to Chian et al. (Ref. [21]), we vary only the dissipative parameter $\nu$ and fix the other parameters as $\lambda = 0.25$, $\Omega = -1$, and $a = 0.3$. The hodogram ($b_y - b_z$) is shown in Fig. 1. The reason for the gap between runs 1–6 and runs 7–10 is a window in the bifurcation diagram (Ref. [21]), in which period-doubling bifurcation of the stable periodic orbit with decreasing $\nu$ is observed. At the end of the bifurcation ($\nu = 0.06212$), an interior crisis is observed, which occurs due to the collision between the unstable orbit from the saddle-node bifurcation and the bounded chaotic attractor (Ref. [21]). Detailed discussion on the bifurcation was given in the past study in Ref. [21]. As for numerical integration, a fourth-order Runge–Kutta scheme is used for the time integration, with $\Delta t = 5 \times 10^{-4}$.

To check the statistical stability, runs are repeated fifty times using different initial conditions each time, i.e., by giving $b_y(t = 0) = b_z(t = 0) = c_0$, where $c_0$ is a uniform random number within the

| Table 1. The parameter ($\nu$) used in simulation runs. The other parameters are fixed as $\lambda = 0.25$, $\Omega = -1$, and $a = 0.3$ so that the system shows the chaotic behavior (Ref. [21]). |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Run  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
| $\nu$ | 0.02 | 0.05 | 0.0616 | 0.06212 | 0.078 | 0.08 | 0.175 | 0.1775 | 0.1995 | 0.2 |
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Fig. 1. The hodogram of $b_z$ and $b_y$ for $3000 \leq t \leq 5000$, with (a) $\nu = 0.02$ (run 1), (b) $\nu = 0.0616$ (run 3), (c) $\nu = 0.06212$ (run 4), (d) $\nu = 0.08$ (run 6), (e) $\nu = 0.1775$ (run 8), and (f) $\nu = 0.2$ (run 10).

range $[0, 1]$. The mean values (indicated by $\langle \cdot \rangle$) shown in Figs. 2(a),(b) are calculated by using the time average from $t = 1$ to $t = 10^6$ for each initial condition. As shown in Figs. 2(a),(b), except for the case where the averaged values themselves are small (absolute values less than 0.01), the standard error during the runs using different initial conditions is less than 1 percent of the averaged value.

To examine the non-Gaussian characteristics in Alfvén chaos, we use the phase coherence index (Refs. [16,26]) as a measure for evaluating the phase coherence among the Fourier modes contained in a given time series (Ref. [23]). Here we use the modified version of the phase coherence index (Ref. [26])

$$C_\phi = \frac{|L_{rs} - L_{or}|}{|L_{rs} - L_{or}| + |L_{or} - L_{cs}|}, \quad (4)$$

where $L_i(\alpha, \tau) = \Sigma_i[f(t+\tau) - f(t)]^{\alpha}$ is the structure function, $f = b_y, b_z, i = or$ (original data), $rs$ (randomized surrogate data), and $cs$ (coherent surrogate data). The value $\alpha = 1$ is used in the present study. Figure 3 shows the time series of (a) the original data of $b_y$, (b) the randomized surrogate
Fig. 2. The dependence of the time-averaged values on $\nu$ (simulation runs tabulated in Table 1): (a) $\langle b_y \rangle$, $\bullet (\hat{b}_y)$, $\triangle (\hat{b}_z^2)$, $\blacklozenge (\hat{b}_y \hat{b}_z)$, and $\blacksquare (\hat{b}_y^2 \hat{b}_z)$; (b) $\langle \hat{b}_y^3 \rangle$, $\bullet (\hat{b}_z^3)$, $\triangle (\hat{b}_y^4)$, $\blacklozenge (\hat{b}_y^3 \hat{b}_z)$, $\blacksquare (\hat{b}_y^2 \hat{b}_z)$, and $\blacksquare (\hat{b}_y^2 \hat{b}_z^2)$. The hat symbol is defined in Eq. (6).

data, and (c) the coherent surrogate data in run 3. As seen in Fig. 3(c), the wave form of the coherent surrogate (randomized surrogate) becomes localized and the variance measured by the structure function becomes smaller (larger) than the one for the original data. Here we use one time series for each run, since the dependence of the statistical properties of the runs on the initial conditions is almost negligible, as mentioned above.

In the present study, the phase shuffle surrogate data (Refs. [16,17,23,25,26]), in which the correlation function (power spectrum) of the original data is conserved, is used as the randomized surrogate data. This can be done by first discrete Fourier transforming (DFT) the target time series to obtain the complex DFT spectra, and then by rewriting its phase part by random numbers within the range $[0, 2\pi]$. To evaluate the significance, multiple surrogate data are generated by using different sets of random numbers. In the present study, the number of random surrogate data for each window (one DFT window) is 100. The number of windows is 5, so we have 5 windows to check the variance of $C_\phi$. As shown in Fig. 5, the error bar is negligibly small. The coherent surrogate data are obtained by substituting a uniform number for the original phase.

When we apply the phase shuffle surrogate to the Monte Carlo significance testing, the null hypothesis is the linear Gaussian process (color noise) (Refs. [23,25]). While the histogram of the original data of $b_y$ (Fig. 4(a)) is far from the Gaussian distribution, one of the surrogate data sets (Fig. 4(b)) becomes close to the Gaussian distribution (Ref. [25]). Here we use 16,384 data points (data from $t = 100.1$ to $\sim 1738.4$ with interval of 0.1) for the DFT with box windows similar to the past studies in Refs. [17,27]. The histograms are also calculated by using the same time series (16,834 data points). As mentioned above, the number of random surrogate data for each window is 100 and the number of windows is 5. The level of significance for the one-sided rank-order test is defined as (Ref. [23]) $(1 - \beta) \times 100$ percent, where $\beta = 1/(1 + N)$, and $N (=100)$ is the number of
Fig. 3. The time series of (a) the original data of $b_y$, (b) the randomized surrogate data, and (c) the coherent surrogate data derived from run 3.

Fig. 4. The histogram of (a) the original data of $b_y$ and (b) its random surrogate data for the data shown in Figs. 3(a),(b).
Fig. 5. The dependence of $C_\phi$ on $\tau$ in (a) run 1, (b) run 2, (c) run 3, (d) run 4, (e) run 5, (f) run 6.

surrogate data. In the present study, the significance of $C_\phi$ is defined by the structure function $L_i$. If $L_{rs} > L_{or}$ for all the random surrogate data, the level of the significance is larger than about 99 percent ($= (1 - \beta) \times 100$). If $L_{rs} < L_{or}$ is observed, we treat $C_\phi(\tau)$ as insignificant. The time difference between neighboring windows is 5. The validity of the present calculation is checked by using the relative error of the energy between the original data ($\langle b_y^2 + b_z^2 \rangle$) and the surrogate data. In runs except for run 7, the maximum energy difference in the surrogate data is 6.6 percent of that of the original data, except for run 7, where a value of 16.6 percent is obtained. The effect of the windows is also discussed at the end of this section.

Figures 5(a)–(f) shows the dependence of $C_\phi$ on $\tau$ in runs 1–6. Error bars are added to the plot but are not visible due to small standard deviation. We find that $C_\phi$ decreases monotonically with increasing $\tau$, and also with increasing $\nu$ except for runs 3 and 4. In run 4 ($\nu = 0.06212$), an interior crisis occurs (Ref. [21]). The weakly chaotic time series is observed at the parameter (Ref. [21]). On the other hand, the chaotic time series is observed in run 3 ($\nu = 0.0616$) (Ref. [21]).

Except for run 1 (Fig. 5(a)), $C_\phi(\tau)$ at the maximum $\tau$ values is insignificant, i.e., $L_{rs} > L_{or}$. For instance, in Fig. 5(e), $C_\phi$ at $\tau = 0.1$ is significant but $C_\phi$ at $\tau = 1.0$ is insignificant. In runs 7–10, $C_\phi$ is insignificant for all $\tau$. The dependence on $\nu$ and $\tau$ indicates that the non-Gaussian characteristics measured by $C_\phi$ are made by the fluctuations within the short period that is damped with increasing $\nu$. Figure 6 shows the amplitude of the DFT spectra in (a) run 3 and (b) run 8. Although the side-band mode with a higher frequency than the driven mode ($\omega = 1$) can clearly be observed in run 3, the spectrum in run 8 does not show the side-band mode at higher frequencies. It is noteworthy that as shown in Fig. 7, the time series in the runs with insignificant $C_\phi$ is also intermittent and the histogram...
Fig. 6. The amplitude of the DFT spectra in (a) run 3 and (b) run 8.

Fig. 7. (a) The time series and (b) the histogram of the original data in run 8.

is not Gaussian. This clearly indicates that there are some non-Gaussian characteristics that are not evaluated by the procedure using the structure function. In other words, the type II error (Ref. [24]), which is the error that the null hypothesis is adopted although not valid, occurs in the present Monte Carlo significant testing. Improvement of the present method is a future subject. Instead, here we discuss a different aspect of the non-Gaussian characteristics in the next section.
At the end of this section, we comment on the effect of the window used in the DFT. A simple box window, in which a rectangular shape is multiplied by the time series without a change of the energy, is used in the present study. As demonstrated by Suzuki et al. (Ref. [37]), when the number of data points is sufficiently large (larger than about 2000), the false rejection rate of the box window becomes smaller than those of the data windows such as the Welch window. On the other hand, when we apply the cosine cube-tapered rectangle function used in the past study in Ref. [26], a significant finite phase coherence appears even in runs 7–10. However, in our calculation using the cosine cube-tapered rectangle function, the normalized maximum energy difference of the surrogate data is more than 10 percent of that of the original data in all the runs except for run 3 (9.6 percent). When we limit our discussion to runs 7–10, the difference is more than 14 percent. We chose the box window for the better performance in energy conservation. Since such a characteristic can depend on other factors such as the choice of the structure function and the original time series, further experiments are needed to evaluate detailed characteristics of the phase coherence index.

3. Evaluation of the chaos-induced friction and the model of time correlation

In the previous section, we find that the runs with large \( \nu \) have insignificant phase coherence (i.e., \( L_{rs} > L_{or} \)). Although statistical testing provides us with an evaluation criteria to regard the fluctuation as weak turbulence, the consequences do not ensure that the fluctuation is produced by a linear Gauss process. This point is mentioned as a type II error in the previous section. In this section, we discuss the physics-based modeling of the stochastic process in the Alfvén chaos system by using the Mori projection operator method (Refs. [19,20,28–32]), which enables us to decompose the macro behavior from the chaotic system. The effects of the random motion appear as the difference between the nonlinear terms and the projected term.

In a way similar to the past studies in Refs. [20,28–30], we first rewrite Eqs. (1)–(3) as

\[
\dot{\mathbf{b}}(t) = \mathbf{K} + \mathbf{L} \dot{\mathbf{b}}(t) + \mathbf{V}(\dot{\mathbf{b}}(t)) + \mathbf{F}(t),
\]

where

\[
\dot{\mathbf{b}}(t) = \dot{\mathbf{b}}(t) + \langle \mathbf{b} \rangle,
\]

\[
\dot{\mathbf{b}} = \begin{pmatrix}
\dot{b}_y \\
\dot{b}_z
\end{pmatrix},
\]

\[
\mathbf{N} = \begin{pmatrix}
1 & -\nu \\
-\nu & 1
\end{pmatrix},
\]

\[
\mathbf{K} = \begin{pmatrix}
-(1 + \lambda)\langle b_z \rangle + \langle b_z \rangle b_y^2 \\
-\lambda + (1 + \lambda)\langle b_y \rangle - \langle b_y \rangle b_z^2
\end{pmatrix},
\]

\[
\mathbf{L} = \begin{pmatrix}
2\langle b_y \rangle b_z - (1 + \lambda) + b_y^2 + 2b_z^2 \\
(1 + \lambda) - b_y^2 - 2b_y^2
\end{pmatrix},
\]

\[
\mathbf{V}(\dot{\mathbf{b}}(t)) = \begin{pmatrix}
V_y \\
V_z
\end{pmatrix} = \begin{pmatrix}
\dot{b}_z(t)\langle b_z(t) + \langle b_z \rangle \rangle + 2\dot{b}_z(t)(\dot{b}_z(t)\langle b_y \rangle + \dot{b}_z(t)\langle b_z \rangle) \\
-\dot{b}_z(t)(\dot{b}_y(t) + \langle b_y \rangle) - 2\dot{b}_y(t)(\dot{b}_y(t)\langle b_y \rangle + \dot{b}_z(t)\langle b_z \rangle)
\end{pmatrix},
\]

\[
\mathbf{F}(t) = \begin{pmatrix}
a \cos(\Omega t + \theta_0) \\
a \sin(\Omega t + \theta_0)
\end{pmatrix},
\]
and $\theta_0 = 0$. Then, the projection of the nonlinear term $V(b(t))$ is discussed by using the Mori projection operator method (Refs. [20,28–30]). The projection of a variable $H(X(t))$ on the macro variable $A \equiv A(t = 0)$ is defined as (Ref. [28])

$$P(H(A(t))) = \langle H(A(t))A^\dagger \rangle (AA^\dagger)^{-1}A,$$

where $\langle \cdot \rangle$ is the long-time average, and the symbol $\dagger$ denotes the Hermitian conjugate. In the same manner as the past studies in Refs. [20,28,30],

$$V(\hat{b}(t)) = e^{\Lambda t}(P + Q)V(\hat{b}),$$

where $\Lambda$ is the evolution operator (Refs. [20,28,30]), $Q = 1 - P$, and

$$e^{\Lambda t}PV(\hat{b}) = L_P\hat{b}(t),$$

$$e^{\Lambda t}QV(\hat{b}) = - \int_0^t \Gamma(s)\hat{b}(t - s) \, ds + r,$$

where

$$r = e^{Q\Lambda}QV(\hat{b})$$

is the fluctuating force, and $\Gamma(t) = \langle r(t)r^\dagger \rangle(\hat{b}\hat{b}^\dagger)^{-1}$ is the memory function that is assumed to be a diagonal matrix in the present study. Equation (5) can be rewritten as

$$\dot{N}\hat{b}(t) = K + (L + L_P)\hat{b}(t) - \int_0^t \Gamma(\tau)\hat{b}(t - \tau) \, d\tau + r(t) + F(t).$$

From Eq. (11), we can obtain an evolution equation for the time correlation function

$$C = \langle \hat{b}(t)\hat{b}^\dagger \rangle = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau ds \hat{b}(t + s)\hat{b}^\dagger(s)$$

as (Refs. [20,28,30])

$$C_{yy}(t) - v C_{yy}(t) = L_{yy}C_{yy} + L_{y2}C_{y2} - \int_0^t \Gamma_{yy}(\tau)C_{yy}(t - \tau) \, d\tau + C_{Fyy},$$

$$C_{y2}(t) - v C_{y2}(t) = L_{y2}C_{yy} + L_{yy}C_{y2} + C_{Fy2},$$

where $C_F = \langle F(t)\hat{b}^\dagger \rangle$, $L = L + L_P$. By performing the Laplace transformation, the relation between the time correlation spectrum and the memory spectrum can be obtained (Refs. [29,30]). Here we consider the linear Markovian stochastic equation as (Refs. [20,28,29])

$$\int_0^t \Gamma(s)C(t - s) \, ds \approx \gamma C(t),$$

where $\gamma = \text{diag}(\gamma_{yy}, \gamma_{y2})$ is the chaos-induced friction coefficient (Refs. [20,29]).

From Eqs. (12) and (13), we obtain

$$C_{yy}(t) + \kappa C_{yy}(t) + \Omega_0^2 C_{yy}(t) = F_{yy}(t),$$

where

$$\kappa = (\gamma_{yy} - v(L_{yy} + L_{y2}) - (L_{yy} + L_{yy}))/(1 - v^2), \quad \Omega_0^2 = (\|L\| - \gamma_{yy}L_{yy})/(1 - v^2),$$

and

$$F_{yy} = C_{Fyy}(t) + vC_{Fy2}(t) + L_{yy}C_{Fy2}(t) - L_{y2}C_{Fyy}(t).$$

Direct numerical simulations indicate that $F_{yy}$ becomes the sinusoidal function

$$F_{yy} = f_0 \sin(t + \psi).$$
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Table 2. The coefficients in Eqs. (14), (16).

| Run | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| ν   | 0.02| 0.05| 0.0616| 0.06212| 0.078| 0.08| 0.175| 0.1775| 0.1995| 0.2  |
| γyy| −0.3085| −0.0242| 1.321| 1.960| 0.9091| 0.3685| −0.8284| −1.519| −1.508| −1.508|
| κ  | −0.2741| 0.0311| 1.381| 2.022| 0.9735| 0.4308| −0.9328| −1.585| −1.547| −1.547|
| Ω₀²| 22.77| 24.04| 27.34| 30.02| 28.89| 28.60| 9.941| 12.62| 7.968| 7.967|
| f₀  | 0.4230| 0.5921| 0.6421| 0.8694| 0.8572| 0.8405| 0.3978| 0.3702| 0.2531| 0.2505|
| Ψ  | 2.130| 2.612| 2.606| 2.678| 2.879| 2.933| −2.636| −2.563| −2.575| −2.562|

Numerically evaluated coefficients are presented in Table 2. Thus, Eq. (14) models a simple force-damped oscillator with a special solution

\[ C_{yy,e} = I_1 \cos(t + \Psi) + I_2 \sin(t + \Psi), \quad (17) \]

where

\[ I_1 = -\frac{\kappa f_0}{(\Omega_0^2 - 1)^2 + \kappa^2} \],

\[ I_2 = \frac{(\Omega_0^2 - 1)f_0}{(\Omega_0^2 - 1)^2 + \kappa^2} \] \( (19) \)

or

\[ C_{yy,e} = E_0 \sin(t + \Psi + \Psi_0), \quad (20) \]

where

\[ E_0 = \frac{f_0}{((\Omega_0^2 - 1)^2 + \kappa^2)^{1/2}}, \quad (21) \]

\[ \tan \Psi_0 = \frac{\kappa}{\Omega_0^2 - 1} \].

From Eq. (21), we can have the quadratic equation for \( \gamma_{yy} \),

\[ k_2 \gamma_{yy}^2 + k_1 \gamma_{yy} + k_0 = 0, \quad (23) \]

where

\[ k_0 = G_2^2 + (|L_t| - G_1)^2 - \left( \frac{G_1 f_0}{E_0} \right)^2, \quad (24) \]

\[ k_1 = 2 G_2 - 2 G_3 (|L_t| - G_1), \quad (25) \]

\[ k_2 = 1 + G_3^2, \quad (26) \]

\[ G_1 = 1 - \nu^2, \quad (27) \]

\[ G_2 = -\nu (L_{zy} + L_{yz}) - (L_{yy} + L_{zz}), \quad (28) \]

\[ G_3 = L_{zz}. \quad (29) \]
Past studies evaluated $\gamma$ by using mode-coupling theory (Ref. [20]) and the numerical results of the nonlinear force (Ref. [29]). Here we evaluate the unique $\gamma_{yy}$ using the multiple root of Eq. (23). From the condition that the discriminant of Eq. (23) is zero, we obtain the equation

$$\gamma_{yy} = -\frac{k_1}{2k_2}.$$  

(30)

In Table 2, $\gamma_{yy}$ and the coefficients of Eq. (14) for each run are tabulated. Figure 8 shows the dependence of $C_{yy}$ on $\tau$. Due to the existence of the side-band mode as shown in Fig. 6, the modulation is observed in $C_{yy}$ calculated by direct numerical simulation. We remark that the chaos-induced friction $\gamma_{yy}$ does not exist in the original system (1)–(3) and appears as a consequence of the Markov approximation. The chaos-induced friction is derived by using the Markovian approximation, which corresponds to the null hypothesis of the Monte Carlo testing in the previous section. As shown in Fig. 9, the phases of $C_{yy,s}$ are decorrelated to $C_{yy}$ with increasing $\nu$. It is noteworthy that even if Eq. (14) assumes a linear Markovian process, $C_{yy,s}$ in runs 7–10, which has no significant phase coherence, does not agree with direct numerical simulation. This suggests that the surrogate data method can overlook non-Gaussian characteristics, as shown in the previous section. In contrast, even if finite phase coherence is observed, $C_{yy,s}$ in the runs with smaller $\nu$ agrees well with direct numerical simulation. In contrast to the phase, the amplitude of $C_{yy,s}$ is not consistent with that of direct numerical simulation. We also note that the cases with $\kappa < 0$ are not realistic, since their general solutions diverge in time.

4. Summary and Discussion

In the present paper, we discuss the non-Gaussian characteristics of the time series data produced by the reduced nonlinear Alfvén system (1)–(3) by using the phase coherence index (Sect. 2) and the Mori projection operator method (Sect. 3). Through Monte Carlo significance testing, phase coherence among Fourier modes appears when the dissipative coefficient $\nu$ is small, while it is not significant when the dissipative coefficient is large. On the other hand, the probability distributions (histogram) of the time series are not similar to a Gaussian distribution even if there is no significant phase coherence. This indicates that evaluation using the phase coherence index can overlook evidence of non-Gaussian characteristics, which are also suggested through the evaluation of chaos-induced friction. As shown in Fig. 5, $C_{\phi}$ decays within a shorter time scale than the wave period of the drive mode ($= 2\pi$). This is in contrast to the past observational study in Ref. [17], which suggested that the peak of $C_{\phi}$ corresponds to the frequency of the waves excited by the ion beam instability. To resolve the contradiction, more detailed observational study of the turbulence in the earth-foreshock region is necessary.

To discuss non-Gaussian characteristics from the aspect of a physics-based stochastic model, we apply the Mori projection operator method to the Alfvén chaos system to derive the force-damped oscillator model, and by using this, we determine the chaos-induced friction coefficient. When the dissipation is relatively small, the model equation of the time correlation function (the special solution of the force-damped oscillator) indicates that the phase evolution of the model equation agrees well with the phase evolution computed by direct numerical simulations. This means that the derived Markovian equation is not consistent with consequences of the present Monte Carlo significance testing (linear Gauss processes), although the Markovian approximation applied to the model agrees with the null hypothesis of the Monte Carlo testing. Notice that even if the histogram is clearly non-Gaussian as shown in Fig. 7, it is not trivial whether the processes concerned can be regarded
Fig. 8. The dependence of $C_{yy}$ on $\tau$ in (a) run 1: $I_1 = 2.446 \times 10^{-4}, I_2 = 1.943 \times 10^{-2}$; (b) run 2: $I_1 = -3.473 \times 10^{-5}, I_2 = 2.570 \times 10^{-2}$; (c) run 3: $I_1 = -1.275 \times 10^{-3}, I_2 = 2.431 \times 10^{-2}$; (d) run 4: $I_1 = -2.077 \times 10^{-3}, I_2 = 2.981 \times 10^{-2}$; (e) run 5: $I_1 = -1.072 \times 10^{-3}, I_2 = 3.070 \times 10^{-2}$; (f) run 6: $I_1 = -4.752 \times 10^{-4}, I_2 = 3.045 \times 10^{-2}$; (g) run 7: $I_1 = 4.592 \times 10^{-3}, I_2 = 4.401 \times 10^{-2}$; (h) run 8: $I_1 = 4.270 \times 10^{-3}, I_2 = 3.130 \times 10^{-2}$; (i) run 9: $I_1 = 7.685 \times 10^{-3}, I_2 = 3.462 \times 10^{-2}$; (j) run 10: $I_1 = 7.685 \times 10^{-3}, I_2 = 3.462 \times 10^{-2}$; and (j) run 10: $I_1 = 7.685 \times 10^{-3}, I_2 = 3.462 \times 10^{-2}$; where the black and gray lines indicate the model equation ($C_{yy} = I_1 \cos(\tau + \Psi) + I_2 \sin(\tau + \Psi)$) and the numerical results of $C_{yy}$ respectively.

as a linear Gaussian process. The phase coherence index and the chaos-induced friction react to the different aspects of non-Gaussian characteristics. On the other hand, the theoretical model of the anisotropic spectra of magnetohydrodynamic (MHD) turbulence (Ref. [33]) is based on the closure derived by using a small deviation from the Gaussian distribution (quasi-normal approximation).
Practically, the applicability condition of the Gaussian distribution is significant in understanding MHD turbulence in the solar wind. Such an applicability condition should be justified from a plurality of viewpoints. As a result, the present result suggests that even if the phase coherence is significantly low, the physics-based model derived by using the Mori-projection operator method declines to apply the Gaussian distribution to the Alfvén chaos system. When we discuss turbulence observed by the spacecraft, a lesson from the present analysis should be absorbed.

Some recent studies also discussed random (thermal) fluctuations in the solar wind plasma by using the fluctuation–dissipation theorem (Refs. [34–36]), while the physical origin of the fluctuations is unclear at the present time, since the collisional effects of the solar wind plasma are usually believed to be negligible. As discussed in the present study, even if the time series is non-Gaussian, the Markov approximation can partially come into effect in one aspect. From this point of view, the randomization due to non-Gaussian processes can become one origin of the random fluctuation in the solar wind plasma.
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