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Abstract

Representation learning in dynamic graphs is a challenging problem because the topology of graph and node features vary at different time. This requires the model to be able to effectively capture both graph topology information and temporal information. Most existing works are built on recurrent neural networks (RNNs), which are used to extract temporal information of dynamic graphs, and thus they inherit the same drawbacks of RNNs. In this paper, we propose Learning to Evolve on Dynamic Graphs (LEDG) - a novel algorithm that jointly learns graph information and time information. Specifically, our approach utilizes gradient-based meta-learning to learn updating strategies that have better generalization ability than RNN on snapshots. It is model-agnostic and thus can train any message passing based graph neural network (GNN) on dynamic graphs. To enhance the representation power, we disentangle the embeddings into time embeddings and graph intrinsic embeddings. We conduct experiments on various datasets and downstream tasks, and the experimental results validate the effectiveness of our method.

1 Introduction

Representation learning on graph data (Perozzi, Al-Rfou, and Skiena 2014; Grover and Leskovec 2016; Kipf and Welling 2017; Velickovic et al. 2018; Xu et al. 2018) has received increasing attention owing to its power in wide applications including finance, social networks and bioinformatics. However, most works focus on the static graph and ignore the fact that many real-world graphs are time-dependent. For example, in citation network, the graph is growing with time as more papers are published over time. In social network, the edges may even appear or disappear with time. In fact, learning representation among dynamic graphs is more challenging since 1) the features of graphs at different time may vary a lot even when the structures of graphs are similar so that the learned graph neural network (GNN) cannot generalize over time axis; 2) the topology of graph may change rapidly with time, which makes the model scalability becoming more crucial.

Recently, researches start to tackle the problems of representation learning on dynamic graphs (Goyal et al. 2018; Skarding, Gabrys, and Musial 2020). Generally, the dynamic networks can be divided into two categories: discrete representations which are a sequence of snapshots at different time intervals and continuous representations which can be represented by graph streams, contact sequence or temporal events (Skarding, Gabrys, and Musial 2020). Our work falls into the category of representation learning on discrete representations of dynamic graphs. A main line of work in this category is based on recurrent neural networks (RNNs) such as GC-LSTM (Chen et al. 2018) and EvolveGCN (Pareja et al. 2020). Typically, RNN-based methods learn to adjust the states (e.g. the weights of GCN (Kipf and Welling 2017) in EvolveGCN (Pareja et al. 2020)) by the snapshots. Though the line of works achieves success, they have issues: 1) they suffer from same issues of RNNs that they cannot compress long-range dependencies into hidden states and they cannot be paralleled (Bahdanau, Cho, and Bengio 2015); 2) Methods like EvolveGCN (Pareja et al. 2020) is similar to model-based meta-learning methods which use RNN to update the model parameters but recent research have found that such methods are more likely to overfit and have limited generalization ability compared to gradient-based meta-learning methods (Finn and Levine 2018).

Aiming to address the issues mentioned above, we propose to use gradient-based meta-learning (Finn, Abbeel, and Levine 2017) for dynamic graphs. Besides, to enhance the representation power of the model, we propose to disentangle the embedding to capture time information and graph information. A key intuition of this approach is that time affects significantly on both the physical meaning of nodes (e.g. a researcher worked on statistics 10 years ago but now works on deep learning) and the task target such as link prediction (e.g. customers in year 2021 are more likely to buy electrical-powered cars than year 2011). As a result, the time biases our training objective significantly. We thus argue that: a) the embeddings of dynamic graphs are formed by time information and graph intrinsic information (graph structure and attributes of nodes), where b) time information continuously changes with time and gives a prior on prediction targets, and graph intrinsic information directly contributes to the prediction targets.

Based on the discussions above, we propose a novel algorithm Learning to Evolve on Dynamic Graphs (LEDG). First, we formulize our argument above by explicitly disen-
tangling the embedding into *time embedding* and *graph intrinsic embedding*. The final prediction is performed by the combination of predictions on time embedding and graph intrinsic embedding. As the relative time between snapshots can be observed, we use a time predictor to predict the time by time embeddings to make sure that the embeddings capture the time information. Second, we borrow the idea of gradient-based meta-learning (Finn, Abbeel, and Levine 2017) and use episodic training to learn a model with the best initialization parameters that can quickly adapt to future graphs with only a small number of historical graphs. Our algorithm is model-agnostic and can be used for any message passing based GNN even if it is designed for static graphs in nature. Our main contributions are as follows:

(1) We propose a simple but effective attention-based method to disentangle the embeddings of dynamic graphs into time embeddings and graph intrinsic embeddings.

(2) We propose a novel algorithm LEDG based on gradient-based meta-learning and can train any message passing based GNN on dynamic graphs.

(3) We perform detailed experiments of our algorithm on various datasets and the results indicate that our algorithm help base model get higher performance.

## 2 Related Work

In this section, we summarily introduce some related work about static graph representation learning, and dynamic graph representation learning.

### Static Graph Representation Learning

Over the years, various deep learning based methods have been proposed to learn representations on static graphs. Early attempts of embedding learning on graphs are inspired by Skip-gram (Mikolov et al. 2013) and are based on random walks such as DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) and Node2Vec (Grover and Leskovec 2016). Another class of graph representation learning is based on message passing (i.e. neighborhood aggregation) such as methods proposed in (Kipf and Welling 2017; Velickovic et al. 2018; Hamilton, Ying, and Leskovec 2017). Though the two classes of methods have achieved great success in representing graph-structured data, most of them are designed for static graphs in nature and cannot be directly applied on evolving graphs with temporal information. In this paper, with our proposed framework, static methods based on message passing can be applied in the dynamic setting to capture both graph topology and temporal information.

### Dynamic Graph Representation Learning

Dynamic graph representation learning aims to deal with a more challenging problem that the graph is changing over time. (Skarding, Gabrys, and Musial 2020; Kazemi et al. 2020) are two surveys about researches on dynamic graphs. Discrete representation of dynamic graphs is widely used to represent a dynamic network by a sequence of snapshots where each snapshot represents the network in a specific time interval. Various algorithms have been proposed to tackle representation learning on such discrete dynamic graphs (Li et al. 2019; Sankar et al. 2020). Combining RNN and GNN is an intuitive idea and a branch of researches have made attempts based on this idea (Chen et al. 2018; Jin et al. 2019; Manessi, Rozza, and Manzo 2020). For example, EvolveGCN (Pareja et al. 2020) integrates RNN into graph convolutional network (GCN), where for each snapshot, the weight of GCN is encoded by RNN according to the historical information. In this paper, we focus on discrete dynamic networks. Different from the stated previous works which design models specific for dynamic graphs, we propose a generic algorithm that can adapt GNNs on dynamic setting even if they are typically designed for static graphs.

## 3 Preliminaries

### Notations

$G^t = (V^t, E^t)$ denotes a graph with nodes $V^t$ of features $X^t$, and undirected edges $E^t$ with adjacency matrix $A^t$ at time $t$. The dynamic graph can be represented by a time-ordered sequence of graphs $G = \{G^1, G^2, ..., G^T\}$, where $G^1$ is the initial snapshot and $G^T$ is the last snapshot at time $T$. With the graph evolving, the number of nodes and the number of edges may increase or decrease. Let $H^t$ represent the embeddings at time $t$, where the initial embeddings come from $X^t$ (to simplify the notations, otherwise denoted, $X$ and $H$ represent embeddings at time $t$).

### Recall Static GNNs

Recent years have witnessed the success of GNNs for relational data (Kipf and Welling 2017; Velickovic et al. 2018). Our proposed methods lay on utilizing GNNs which are built on message passing, where the local neighborhood information is aggregated iteratively to get more contextual representation, to be fit in a dynamic setting. Generally, a message passing based graph neural network (MPGNN) can be represented as

$$h_v^{(l)} = \sigma \left( \underset{u \in N(v)}{\text{Aggregate}}^{(l)} \left( f \left( h_u^{(l-1)}, A_{vu} \right) \right) \right),$$

(1)

where $h_v^{(l)}$ represents the representation of node $v$ at layer $l$, $\sigma$ is the (non-linear) activation function and $N(v)$ denotes the neighborhood of node $v$ (with or without self-loop). $\text{Aggregate}$ including sum, max or mean gathers the information from neighborhood. $f(\cdot)$ denotes a function that can extract the information of nodes.

Various GNNs can be represented in this form. An example of this neural network is GCN (Kipf and Welling 2017), in which the message passing function can be represented as

$$h_v^{(l)} = \text{ReLU} \left( \sum_{u \in N(v)} (\hat{A}_{vu} h_u^{(l-1)} W^{(l)}) \right)$$

(2)

where

$$\hat{A} = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}}, \quad \hat{A} = A + I, \quad \tilde{D} = \text{diag} \left\{ \sum_{j} \hat{A}_{ij} \right\}.$$  \hspace{1cm} (3)

These methods have a basic assumption (homophily (Pei et al. 2019)) that nearby nodes are similar so that aggregating the information from neighbors can enrich the information of nodes. By utilizing this framework, nodes aggregate useful information from neighbors and the final representations can be directly used for the down-stream tasks.

### Gradient-based Meta-Learning

Our algorithm is model-agnostic and can be used for any message passing based GNN even if it is designed for static graphs.
Problem Definition

Given a dynamic graph \( G = \{ G^1, G^2, ..., G^T \} \), representation learning on this graph with \( T \) snapshots aims to learn representations \( H^t \) of nodes at time \( t = t_0, t_1, ..., T \), such that \( H^t \) can preserve both time information and graph intrinsic information, and thus can be used for down-stream tasks such as link prediction, edge classification, and node classification in future time.

4 Proposed Method

In this section, we formally introduce how we disentangle the graph embeddings into time embeddings and graph intrinsic embeddings respectively, and how we train the model in a gradient-based meta-learning way. An overview of the method can be seen in Fig. 1.

Feature Disentanglement

In this subsection, we introduce how we disentangle the embeddings and how we calculate the losses in one snapshot. We regard each snapshot as a static graph. Then the initial embeddings of the current snapshot are encoded by a message passing based GNN denoted by \( f_\phi \). Mathematically, for a snapshot with node features \( X \) and adjacency matrix \( A \), the embeddings are encoded as:

\[
H = f_\phi(X, A),
\]

where \( H \in \mathbb{R}^{N \times D} \), \( N \) is the number of nodes and \( D \) denotes the hidden dimension. As mentioned in Section 1, \( H \) is a mixture of graph information and time information, which we aim to disentangle.

Feature disentanglement on dynamic graph. We assume \( H = H_{\text{graph}} + H_{\text{time}}, \) where \( H_{\text{graph}} \in \mathbb{R}^{N \times D} \) denotes the graph intrinsic embeddings and \( H_{\text{time}} \in \mathbb{R}^{N \times D} \) denotes the time embeddings. This assumption is reasonable as the original embeddings come from both the time and the graph. Given embeddings \( H \), we employ feature-wise attention to disentangle them into \( H_{\text{graph}} \) and \( H_{\text{time}} \). A time adapter \( f_\phi \) which is a multilayer perceptron (MLP) is used to get the attention map \( S \in \mathbb{R}^{N \times D} \) by:

\[
S = \sigma(f_\phi(H)),
\]

where \( \sigma \) represents Sigmoid function. The time embeddings \( H_{\text{time}} \) and graph intrinsic embeddings \( H_{\text{graph}} \) are then calculated by:

\[
H_{\text{graph}} = S \odot H,
\]

\[
H_{\text{time}} = (1 - S) \odot H,
\]

where \( \odot \) denotes Hadamard Product. By taking this attention based operation, we divide the original embedding \( H \) to time embedding and graph intrinsic embeddings at every dimension of embedding.

Time regression. Recall that we expect the model to be able to recognize what time position the current snapshot is in. To restrict \( H_{\text{time}} \) to best represent the temporal information, we use a time predictor denoted by \( f_\psi \) which is an MLP to predict the current time \( t \) by \( H_{\text{time}} \) in this snapshot. We formulate the loss as:

\[
L_{\text{time}}(H_{\text{time}}; f_\psi, f_\phi, f_\varphi) = \text{smooth}_{L_1}(f_\varphi(Pool(H_{\text{time}}^t)) - t),
\]

in which \( \text{smooth}_{L_1}(x) = \begin{cases} 0.5x^2 & \text{if } |x| < 1 \\ |x| - 0.5 & \text{otherwise} \end{cases} \)

(8)

is a robust \( L_1 \) loss that is less sensitive to outliers than \( L_2 \) loss. \( Pool \) denotes graph pooling. In this paper for simplicity, we use mean-pooling and so the mean of \( H_{\text{time}} \) is used in the calculation.

Down-stream tasks. As the final prediction is related to both the time and the graph, we use two classifiers \( f_\psi^{(1)} \) and \( f_\psi^{(2)} \) which are two MLPs to calculate the predictions for down-stream tasks by:

\[
\hat{Y} = \text{Softmax}(f_\psi^{(1)}(H_{\text{time}}) + f_\psi^{(2)}(H_{\text{graph}})).
\]

(9)

Note that following the setting in (Pareja et al. 2020), for link prediction and edge classification, \( H_{\text{time}} \) and \( H_{\text{graph}} \) will be reformulated by the concatenation of source and target node embeddings. Then the final loss can be simply calculated by cross-entropy loss in the form by:

\[
L_{\text{task}}(H_{\text{time}}, H_{\text{graph}}; f_\psi, f_\phi, f_\varphi) = \text{CrossEntropy}(\hat{Y}, Y).
\]

(10)

where \( Y \) represents the ground truths of tasks (i.e. edge existence in link prediction task, and node labels in node classification task).

Meta Framework

In this subsection, we describe how we adopt the meta-learning training strategy (Finn and Levine 2018) on the dynamic graphs. (Finn and Levine 2018) formulates tasks in few-shot learning setting, where the training objective is to learn a best initialization of model with a best updating rules that can quickly adapt to few samples with good generalization ability while in dynamic graph setting, the objective is to learn updating strategies that can quickly adapt to a sequence of historical snapshots. The time range of the sequence is denoted by a time window of size \( w \). An overview of the algorithm can be seen in Algorithm 1.
Algorithm 1: Learning to Adapt to Evolving Graphs

Input: Graph: $\mathbb{G} = \{G^1, ..., G^T\}$; Inner loop learning rate: $\eta_{in}$; Outer loop learning rate: $\eta_{out}$; GNN model: $f_\theta$; Time Adapter: $f_\phi$; Time predictor: $f_\psi$; \[\text{while not done do}\]
\[\quad\text{for } t \text{ in } [w : T] \text{ do}\]
\[\quad\quad\text{Initialize } (\theta_0, \phi_0) \leftarrow (\theta, \phi)\]
\[\quad\quad\text{for } i \text{ in } [1 : w] \text{ do}\]
\[\quad\quad\quad\text{In inner loop, evolve the parameters of GNN } f_\theta \text{ and adapter } f_\phi \text{ by Equation 11 where}\]
\[\quad\quad\quad\quad(\theta_i, \phi_i) = (\theta_{i-1}, \phi_{i-1}) - \eta_{in} \nabla_{(\theta, \phi)} \left( L_{time}(H_{time}^t; \theta_i, \phi_i, f_\psi) \right)\]
\[\quad\quad\text{end}\]
\[\quad\quad\text{In outer loop, update all the parameters by Equation 12 where}\]
\[\quad\quad(\theta, \phi, \psi, \varphi) \leftarrow (\theta, \phi, \psi, \varphi) - \eta_{out} \nabla_{(\theta, \phi, \psi, \varphi)} \left[ \sum_{i=1}^{w} L_{task}(H_{time}^i, H_{graph}^i; \theta_i, \phi_i, f_\psi) + \lambda L_{time}(H_{time}^t; \theta_i, \phi_i, f_\psi) \right]\]
\[\quad\text{end}\]
\[\text{end}\]

Adapt feature extractor in inner loop. The objective of inner loop is to evolve the parameters of feature extractor (i.e. GNN and time adapter) according to a sequence of historical snapshots (see Fig. 1 left). We adapt the feature extractor by time regression. Specifically, for predicting snapshot at time $t$, we first initialize parameters $(\theta_0, \phi_0) \leftarrow (\theta, \phi)$ by the current model. Then we use SGD to update the parameters through $w$ closest snapshots by Equation 8. Denote index of snapshot in a time window as $i = 1, ..., w$, the exact time of the snapshot is then $t - w + i$. Formally,
\[ (\theta_i, \phi_i) \leftarrow (\theta_{i-1}, \phi_{i-1}) - \eta_{in} \nabla_{(\theta, \phi)} \left( L_{time}(H_{time}^{t-w+i}; \theta_i, \phi_i, f_\psi) \right), \quad (11) \]
where $\eta_{in}$ is the inner loop learning rate. Note that as we re-index graphs in the time window thus in calculating $L_{time}$, the prediction is from $i$ to $w$ rather than $t - w + i$ to $t$.

Update all parameters in outer loop. The objective of outer loop is to make the adaptation in inner loop more effective where each update should bring better performances on target snapshot $G^T$. In each update step $i$ of inner loop, we evaluate its performance on our target snapshot by Equation 8 and Equation 10, and formally,
\[ (\theta, \phi, \psi, \varphi) \leftarrow (\theta, \phi, \psi, \varphi) - \eta_{out} \nabla_{(\theta, \phi, \psi, \varphi)} \left[ \sum_{i=1}^{w} L_{task}(H_{time}^i, H_{graph}^i; \theta_i, \phi_i, f_\psi) + \lambda L_{time}(H_{time}^t; \theta_i, \phi_i, f_\psi) \right], \quad (12) \]
where $\eta_{out}$ denotes the outer loop learning rate and $\lambda$ is a hyperparameter that is used to balance the two losses. The optimized model parameters will be the initial parameters of next inner loop.

5 Experiment

In the following sections, we provide the dataset description, compared methods, and evaluation metric.

Datasets

We verify our method on seven publicly available datasets. Each dataset contains a sequence of time-ordered graphs. We follow the dataset preprocessing and splitting setting of the datasets that are used in [Pareja et al. 2020]. The brief descriptions of the datasets are as follows:

- **Stochastic Block Model (SBM):** SBM is a random graph model for simulating community structures and evolutions. The SBM we used in the experiment is the one which is generated by [Pareja et al. 2020].
- **Bitcoin OTC (BC-OTC):** This is a network of a platform where people trade Bitcoin. The edges are the rates that members give other members in a scale of -10 (total distrust) to +10 (total trust).
- **Bitcoin Alpha (BC-Alpa):** The network is similar to BC-OTC but people in this network trade Bitcoin on a different platform.
- **UC Irvine Messages (UCI):** This network is a social network where the nodes represent online community of students in the University of California and edges represent sent messages.
- **Autonomous Systems (AS):** This is a communication network where each router exchanges traffic flows with some neighbors.
- **Reddit Hyperlink Network (Reddit):** The network represents the links from one post in the source community to another post in the target community. The dataset contains computed embeddings.
- **Brain:** The nodes in this network represent tiny cubes of brain issues and the edges indicate the cubes’ connectivity. Different from [Xu et al. 2019] that uses all snapshots to train, our task is more challenging as we have no access to val/test snapshots during training.

For a fair comparison, we follow the dataset preprocessing and splitting setting of datasets that are used in [Pareja et al. 2020]. The summarized datasets are displayed in Table 1.

**Compared Methods**

**Baselines.** To validate the effectiveness of our method, we compare two pairs of baselines: (1) Static graph representation learning methods, including the most commonly used

https://github.com/IBM/EvolveGCN/tree/master/data
http://snap.stanford.edu/data/as-733.html
http://snap.stanford.edu/data/soc-sign-bitcoin-otc.html
http://snap.stanford.edu/data/soc-sign-bitcoin-alpha.html
http://networkrepository.com/opsahl_uctsocial.php
http://snap.stanford.edu/data/as-733.html
http://snap.stanford.edu/data/soc-RedditHyperlinks.html
https://tinyurl.com/y6d74mmv
Evaluation Metric

In this paper, we consider three downstream tasks such as link prediction, edge classification, and node classification on dynamic graphs. For link prediction, we use Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR), which are two widely adopted metrics and can be used in dynamic link prediction tasks (Pareja et al. 2020; Skarding, Gabrys, and Musial 2020). For edge classification and node classification, we both use Micro-$F_1$ as evaluation metrics.

Results I: Link Prediction

The results of link prediction task are displayed in Table 2. Note that as our experiment setting in link prediction is the same as (Pareja et al. 2020), for some of the baselines, we use the results reported in (Pareja et al. 2020). Generally, GCN and GAT with our method significantly outperform their vanilla versions in all datasets. Huge improvements are observed in datasets AS and UCI and our methods with GCN performs better than all the baselines significantly, which proves the effectiveness of our method in improving the performances of base models on dynamic graphs. The MAP of SBM are similar for all the supervised methods while our method towards better results in edge classification task. In this task, our method with GCN outperforms that with GAT. We argue that the reason is that GAT is more likely to overfit under such setting as generalizing to future time requires high generalization ability.

Results II: Edge Classification

The results of edge classification are shown in Figure 2 (left). In this task, we follow the labeling process of (Pareja et al. 2020). A significant improvement of our method can be seen in comparison to the vanilla version of GCN and GAT. For all the three datasets, our method outperforms the baselines. The appealing results validate the effectiveness of our method towards better results in edge classification task.

Results III: Node Classification

The results of node classification can be seen in Figure 2 (right). This is a 10-class classification task. The result is relatively poor as our task has no access to validation and test time. From the figure, we see that our algorithm using GCN as base model achieves the best performance. The result proves that our method can effectively work in node classification task.

Table 2: Link prediction results where mean average precision (MAP) and mean reciprocal rank (MRR) are displayed.

| Datasets | SBM | AS |
|----------|-----|----|
|          | MAP | MRR | MAP | MRR | MAP | MRR |
| GCN      | 0.1894 | 0.0136 | 0.0001 | 0.0468 | 0.0019 | 0.1814 |
| GAT      | 0.1751 | 0.0238 | 0.0001 | 0.0468 | 0.0200 | 0.1390 |
| GCN-GRU  | 0.1898 | 0.0119 | 0.0114 | 0.0985 | 0.0713 | 0.3388 |
| EvolveGCN-H | 0.1947 | 0.0141 | 0.0126 | 0.0899 | 0.1534 | 0.3632 |
| EvolveGCN-O | 0.1989 | 0.0138 | 0.0270 | 0.1379 | 0.1139 | 0.2746 |
| DynGEM   | 0.1680 | 0.0139 | 0.0209 | 0.1055 | 0.0529 | 0.1028 |
| dyngraph2vecV1 | 0.0985 | 0.0079 | 0.0044 | 0.0540 | 0.0331 | 0.0698 |
| dyngraph2vecV2 | 0.1390 | 0.0120 | 0.0205 | 0.0713 | 0.0711 | 0.0483 |
| LEDG-GCN(ours) | 0.1901 | 0.0147 | 0.0324 | 0.1626 | 0.1932 | 0.4694 |
| LEDG-GAT(ours) | 0.1822 | 0.0123 | 0.0261 | 0.1492 | 0.2329 | 0.3835 |
Parameter Analysis

We evaluate the effect of time window size \( w \) in link prediction task on datasets AS and UCI. The curves of performances are displayed in Fig. 3 (results of size 1 are not displayed because their performances are as bad as vanilla GCN and GAT in Table 2). From the figure, we observe that though the time window sizes affect the performances significantly, our methods outperform the best baseline in most of the time. To highlight, our methods outperform the baseline with all the window sizes for link prediction task.

6 Conclusion

We introduce a novel algorithm LEDG which is built on gradient-based meta-learning algorithm, for training GNNs on dynamic graphs. The algorithm learns updating strategies that have better generalization ability than RNNs. The core principle of our method is to disentangle the embeddings into time embeddings and graph intrinsic embeddings, and adapt the model parameters by time regression and downstream tasks in a gradient-based meta-learning manner. The experiments demonstrate the effectiveness of our algorithm in training GNNs on dynamic graphs.
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