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Abstract

In this technical report, we improve the DVGO [9] framework (called DVGOv2), which is based on Pytorch and uses the simplest dense grid representation. First, we re-implement part of the Pytorch operations with cuda, achieving 2–3× speedup. The cuda extension is automatically compiled just in time. Second, we extend DVGO to support Forward-facing and Unbounded Inward-facing capturing. Third, we improve the space time complexity of the distortion loss proposed by mip-NeRF 360 [1] from $O(N^2)$ to $O(N)$. The distortion loss improves our quality and training speed. Our efficient implementation could allow more future works to benefit from the loss.

Project page: https://sunset1995.github.io/dvgo/.
Code: https://github.com/sunset1995/DirectVoxGO.

1. Introduction

Neural radiance fields [6] (NeRF) have provided an appealing approach to novel view synthesis for the high quality and flexibility to reconstruct the volume densities and view-dependent colors from multi-view calibrated images. However, NeRF runs very slow due to the processing time of multilayer perceptron (MLP) networks. Consider an MLP consisting of 8 layers with 256 hidden channels: To query a single point would require more than $520k \approx 256^2 \cdot 8$ FLOPs. In each training iteration, there are typically 8,192 rays, each with 256 sampled points, which results in more than 1T FLOPs in total.

Using an occupancy mask is one of the easiest ways to speed up. As the training progresses for a scene, we can gradually update an occupancy mask to deactivate some of the space with low density. Thanks to the occupancy mask, we can then skip most of the point queries in each iteration after training for a while. VaxNeRF [4] reports that a vanilla NeRF with the occupancy mask can achieve 2–8× speedups for bounded inward-facing scenes [4]. Most of the recent works [2,4,7,9,10] on training time speedup use the occupancy mask trick.

Recently, many works (Tab. 1) have emerged using explicit representations to reduce training time from hours to minutes per scene. Querying an explicit representation requires only constant time computation, which is much more efficient than the few hundred thousand FLOPs per query. Even hybrid representations may benefit from the reduced computation for the speedup in training since the MLP network in a hybrid representation is typically much shallower than that in a fully implicit representation. DVGO [9] uses the simplest dense grid data structure in fully Pytorch implementation. Plenoxels [10] model the coefficients of spherical harmonic for view-dependent colors and realize a fully explicit (without MLP) representation. Plenoxels interpolation and rendering pipeline are fused in CUDA code. Instant-NGP [7] uses hash-table and hybrid representations for both densities and colors. Instant-NGP further improves the training time using C/C++ and fully-fused CUDA implementation. TensoRF [2] improves the memory footprint and scalability of the dense grid via tensor decomposition and directly modeling the low-rank components.

| Method       | Data structure | Density | Color      |
|--------------|----------------|---------|------------|
| DVGO [9]     | dense grid     | explicit| hybrid     |
| Plenoxels [10]| sparse grid    | explicit| explicit   |
| Instant-NGP [7]| hash table    | hybrid  | hybrid     |
| TensoRF [2]  | decomposed grid| explicit| hybrid     |

Table 1. Overview of explicit radiance field representations.

Various data structures have been realized to model the volume densities and view-dependent colors explicitly. The ‘hybrid’ indicates that the explicit representation is followed by an implicit representation (the MLP network).

This technical report presents DVGOv2. Compared to DVGO, DVGOv2 achieves another 2–3× speedup and extends to forward-facing and unbounded inward-facing capturing. We also present an efficient realization of the distortion loss (reduced from $O(N^2)$ to $O(N)$), which improves our quality and training time. DVGOv2 uses the simplest data structure and most of our intermediate steps are in Python interface. Meanwhile, DVGOv2 still demonstrates the good quality and convergence speed.
2. Efficient regularization

Unlike the implicit MLP representation, the explicit representation is found to be more prone to producing artifacts of holes or floaters [10]. Thus, regularization losses are especially important for achieving reasonable results on the unbounded real-world captured scenes.

**Efficient total variation (TV) loss.** TV loss [8] is commonly adapted to prevent unnecessary sharpness in explicit modeling [2, 10]. For each grid point, we compute the Huber loss to its six nearest-neighbor grid points; we find that the Huber loss is better than L1 and L2 loss in our case.

However, computing the TV loss is time-consuming for a large dense grid and requires many Pytorch API calls to compute total_loss.backward()# compute total_loss
dvgo_model.total_variation_add_grad(1
where overweighting the far query. The weight points, the loss is defined as

$$L_{\text{dist}}(s_{i}, w) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} w_{i} w_{j} \left| \frac{s_{i} + s_{i+1}}{2} - \frac{s_{i} + s_{i+1}}{2} \right|$$

$$+ \frac{1}{3} \sum_{i=0}^{N-1} w_{i}^{2} (s_{i+1} - s_{i})$$

where $s_{i+1} - s_{i}$ is the length of the $i$-th query interval. The $s$ is non-linearly normalized (from the near-far clipping distance to $[0,1]$) to prevent overweighting the far query. The weight $w_{i}$ is for the $i$-th sample points. Despite we are using the point-based instead of the interval-based query (which is an interesting problem), we find it still beneficial to adapt the distortion loss.

However, the straightforward implementation for the first term in Eq. (1) results in $O(N^2)$ computation for a single ray. This is not a problem for mip-NeRF 360 as there are only 32 query intervals in the finest sampling. For the point-based query, there are typically more than 256 sampled points on each ray, which makes the computation non-trivial and consumes many GPU memory (more than 3G for a batch with 4,096 rays).

Thus, we re-implement the first term to achieve $O(N)$ computation. Let the mid-point distance $m_{i} = (s_{i} + s_{i+1})/2$ and $m_{i} < m_{i+1}$. We can eliminate the diagonal term ($i = k , j = k$) and rewrite it into:

$$L_{\text{dist}}^{1\text{st}} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} w_{i} w_{j} |m_{i} - m_{j}|$$

$$= 2 \sum_{i=1}^{N-1} \sum_{j=0}^{N-1} w_{i} w_{j} (m_{i} - m_{j})$$

$$= \left(2 \sum_{i=1}^{N-1} w_{i} m_{i} \sum_{j=0}^{N-1} w_{j}\right) - \left(2 \sum_{i=1}^{N-1} w_{i} \sum_{j=0}^{N-1} w_{j} m_{j}\right)$$

where we can compute and store the prefix sum of $(w)$ and $(w \odot m)$ first so we can directly lookup the results of the inner summation when computing the outer summation. The overall computation can thus be realized in $O(N)$.

The derivative for $w_{k}$ is

$$\frac{\partial}{\partial w_{k}} L_{\text{dist}}^{1\text{st}} = 2 \frac{\partial}{\partial w_{k}} \sum_{j=0}^{N-1} w_{k} w_{j} (m_{k} - m_{j}) + 2 \frac{\partial}{\partial w_{k}} \sum_{i=k+1}^{N-1} w_{i} w_{k} (m_{i} - m_{k})$$

$$= 2 \sum_{j=0}^{N-1} w_{j} (m_{k} - m_{j}) + 2 \sum_{i=k+1}^{N-1} w_{i} (m_{i} - m_{k})$$

$$= 2 \sum_{j=0}^{N-1} w_{j} - 2 \sum_{j=0}^{N-1} w_{j} m_{j} + 2 \sum_{i=k+1}^{N-1} w_{i} m_{j} - 2 m_{k} \sum_{i=k+1}^{N-1} w_{i}$$

where we can also compute and store the prefix and suffix sum of $(w)$ and $(w \odot m)$ so we can directly lookup the result when computing the derivative of every $w_{k}$. The overall computation is also $O(N)$.

We implement the efficient distortion loss as Pytorch CUDA extension and support uneven number of sampled points on each ray. We provide a self-contained package at https://github.com/sunset1995/torch_efficient_distloss. We will see that the distortion loss improves our rendering quality and speed up our training, thanks to the compactness encouraged by the loss. We believe the efficient distortion loss and our implementation can let more works benefit from mip-NeRF 360’s regularization technique as most NeRF-based methods have hundreds of sampled points on a ray.

3. CUDA speedup

There are lots of sequential point-wise operations in DVGO, each of which has an overhead for launching the CUDA kernel. So we re-implement these sequential point-wise operations into a single CUDA kernel to reduce launching overhead. We refer interested reader to...
We use Pytorch’s just-in-time compilation mechanism, which automatically compiles the newly implemented C/C++ and CUDA code by the first time it is required.

Re-implement Adam optimizer. There are about ten point-wise operations in an Adam optimization step. We fuse them into a single kernel and skip updating the grid points with zero gradients.

Re-implement rendering utils. Originally, we sample an equal number of points on each ray for vectorized Pytorch implementation, where a large number of query points are outside the scene BBox. We now infer the ray BBox intersection to sample query points parsimoniously for each ray (which is only applicable to bounded scene). Besides, we fuse about ten point-wise operations for the forward and the backward pass of the density to alpha function. In the volume rendering accumulation procedure, we halt tracking a ray once the accumulated transmittance is less than 10⁻³.

4. Mix of factors affecting speed and quality

Please note that the comparisons on the training speed and the result quality in this report are affected by many factors, not just the different scene representations as presented in Tab. 1.

First, the computation devices are different. As shown in Tab. 2, the computing power across different works is not aligned, where we use the lowest spec GPU to measure our training times. Second, Instant-NGP’s training pipeline is implemented in C++, while the other methods use Python/Pytorch. Instant-NGP and Plenoxels implement most of their computations (e.g., grid interpolation, ray-casting, volume rendering) in CUDA; DVGOv2 customizes part of the computation as CUDA extension, and most of the intermediate steps are still in Python interface; DVGO and TensoRF only use the built-in Pytorch API. Third, some implementation details such as regularization terms, policy of occupancy grid, and other tricks can affect the quality and convergence speed as well.

5. Experiments

5.1. Ablation study for the CUDA speedup

We test the re-implementation with 160³ voxels on the lego, mic, and ship scenes. The PSNRs of different versions are roughly the same. We present the results in Tab. 3, where the training time is measured on an RTX 2080Ti GPU and is 2–3× faster than the original implementation. We use the improved implementation in the rest of this technical report.

| Method     | Tr. time (s) | PSNR (dB) | SSIM† | LPIPS (VGG) |
|------------|--------------|-----------|-------|-------------|
| DVGO [9]   | 14.2m        | 31.95     | 0.957 | 0.053       |
| Plenoxels [10] | 11.1m       | 31.71     | 0.958 | 0.049       |
| Instant-NGP [7] | 5m          | 33.18     | -     | -           |
| TensoRF (S) [2] | 13.9m       | 32.39     | 0.957 | 0.057       |
| TensoRF (L) [2] | 8.1m        | 32.52     | 0.959 | 0.053       |
| TensoRFv2 (S) [2] | 17.6m      | 33.14     | 0.963 | 0.047       |
| DVGOv2 (L) | 6.8m         | 32.76     | 0.962 | 0.046       |

(a) Results on Synthetic-NeRF [6] dataset. The results are averaged over 8 scenes.

5.2. Bounded inward-facing scenes

We evaluate DVGOv2 on two bounded inward-facing datasets—Synthetic-NeRF [6] and Tanks&Temples [3] dataset (bounded ver.). The results are summarized in Tab. 4. DVGOv2’s training time is two more times faster than DVGO. DVGOv2 also uses less training time than most of the recent methods despite using the lowest spec GPU. The result qualities are also comparable to the recent methods. The improvement by scaling to a higher grid resolution is limited on the Tanks&Temples [3] dataset, perhaps because of the photometric variation between training views.

| Method     | Tr. time (s) | PSNR† (dB) | SSIM† (VGG) | LPIPS (VGG) |
|------------|--------------|------------|-------------|-------------|
| DVGO [9]   | 17.7m        | 28.41      | 0.911       | 0.155       |
| TensoRF (S) [2] | -           | 28.06      | 0.909       | 0.155       |
| TensoRF (L) [2] | -           | 28.56      | 0.920       | 0.140       |
| DVGOv2 (S) | 7.3m         | 28.29      | 0.910       | 0.157       |
| DVGOv2 (L) | 9.1m         | 28.69      | 0.918       | 0.143       |

(b) Results on Tanks&Temples [3] dataset (bounded ver.). The results are averaged over 5 scenes.

Table 2. GPU specs. FLOPs are theoretical for float32.
5.3. Forward-facing scenes

Points parameterization and sampling. We use NeRF’s parameterization to warp the unbounded forward-facing frustum to a bounded volume. In this case, the dense voxel grid allocation is similar to the multiplane images (MPIs) [12], where we place $D$ RGB-density images at fixed depths, each with $X \times Z$ resolution. Every ray is traced from the first to the $D$-th images with a step size of $s$ image, i.e., there are $2D - 1$ sampled points if $s = 0.5$.

Implementation details. The number of depth layers is $D = 256$ each with $X Z = 384^2$ number of voxels. Sampling step size is $s = 1.0$ layer. The TV loss weights are $10^{-5}$ for the density grid and $10^{-6}$ for the feature grid; the distortion loss weight is $10^{-2}$.

Results. We compare DVG0v2 with the recent fast convergence approaches in Tab. 5. DVG0v2 shows comparable quality using less training time on the lowest spec GPU. We also see that the efficient distortion loss makes our training faster and achieves better quality, thanks to the compactness encouraged by the loss. We also note that we achieve similar performance using a much lower grid resolution. This is perhaps due to the other challenges in the LLFF dataset (e.g., fewer training views with some multi-view inconsistency due to real-world capturing), which hinders the gain by using higher grid resolution.

| Method            | Tr. time | PSNR↑ | SSIM↑ | LPIPS (VGG↑) |
|-------------------|----------|-------|-------|--------------|
| Plenoxels [10]    | 24.2m    | 26.29 | 0.839 | 0.210        |
| TensoRF (S) [2]   | 19.7m    | 26.51 | 0.832 | 0.217        |
| TensoRF (L) [2]   | 25.7m    | 26.73 | 0.839 | 0.204        |
| DVG0v2 w/o $L_{dis}$ | 13.9m    | 26.24 | 0.833 | 0.204        |
| DVG0v2            | 10.9m    | 26.34 | 0.838 | 0.197        |

Table 5. Results on LLFF [5] dataset. The results are averaged over 8 scenes. The effective grid resolution is $1408 \times 1156 \times 128$ for Plenoxels and $640^3$ for TensoRF, while ours is about $384^2 \times 256$.

5.4. Unbounded inward-facing scenes

Points parameterization and sampling. We adapt mip-NeRF 360 [1] parameterization for the unbounded 360 scenes, which is

$$x' = \begin{cases} x, & ||x||_p \leq 1; \\ \left(1 + b - \frac{b}{||x||_p}\right) \left(\frac{x}{||x||_p}\right), & ||x||_p > 1. \end{cases}$$

(4)

We first rotate the world coordinate to align the first two PCA directions of camera positions with grid’s XY axis, which slightly improves our results. The world coordinate is then shifted to align with cameras’ centroid and scaled to cover all cameras near planes in a unit sphere. We allocate a cuboid voxel grid centered at the origin with length $2 + 2b$. The hyperparameter $b > 0$ controls the proportion of voxel grid points allocated to the background. The sampling step size is measured on the contracted space. The original $p = 2$ wastes around 50% of the grid points (a sphere in a cube), so we also try $p = \infty$ to make a cuboid contracted space.

Implementation details. The grid resolution is $320^3$. We set $\alpha^{(init)} = 10^{-4}$ [9] with 0.5 voxel step size. The TV loss weights are $10^{-6}$ for the density grid and $10^{-7}$ for the feature grid; the distortion loss weight is $10^{-2}$.

Results. We show our results on the unbounded inward-facing scenes in Tab. 6 and Tab. 7. On the Tanks&Temple [3] dataset (Tab. 6), we achieve comparable SSIM and LPIPS to NeRF++, while our quality is behind the Plenoxels due to the grid resolution limited by the dense grid. On the newly released mip-NeRF 360 dataset (Tab. 7), we achieve NeRF comparable PSNR and SSIM, while our LPIPS is still far behind. One improvement is scaling the grid resolution as we only use $320^3$ voxels, while advanced data structures [2, 7, 10] are necessary in this case. However, DVG0v2 could still be a good starting point for its simplicity (Pytorch, dense grid) with reasonable quality. Using a cuboid contracted space significantly improves our results on mip-nerf 360 dataset, while it degrades the results on Tanks&Temple dataset perhaps due to the photometric inconsistency problem in the dataset. Again, the distortion loss [1] with our efficient realization improves our quality and training speed.

| Method            | Tr. time | PSNR↑ | SSIM↑ | LPIPS (VGG↑) |
|-------------------|----------|-------|-------|--------------|
| NeRF++ [11]       | hours    | 20.49 | 0.648 | 0.478        |
| Plenoxels [10]    | 27.3m    | 20.40 | 0.696 | 0.420        |
| DVG0v2 w/o $L_{dis}$ | 22.1m    | 20.08 | 0.649 | 0.495        |
| DVG0v2            | 16.0m    | 20.10 | 0.653 | 0.477        |

Table 6. Results on Tanks&Temple [3] dataset. The results are averaged over the 4 scenes organized by NeRF++ [11]. The grid resolution of Plenoxels is $640^3$ for foreground and $2048 \times 1024 \times 64$ for background, while ours is a single $320^3$ grid shared by foreground and background.

| Method            | Tr. time | PSNR↑ | SSIM↑ | LPIPS (VGG↑) |
|-------------------|----------|-------|-------|--------------|
| NeRF [6]          | hours    | 24.85 | 0.659 | 0.426        |
| NeRF++ [11]       | hours    | 26.21 | 0.729 | 0.348        |
| mip-NeRF 360 [1]  | hours    | 28.94 | 0.837 | 0.208        |
| DVG0v2 w/o $L_{dis}$ | 16.4m    | 24.73 | 0.663 | 0.465        |
| DVG0v2 $p = 2$    | 13.2m    | 24.80 | 0.659 | 0.468        |
| DVG0v2 $p = \infty$ | 14.0m    | 25.24 | 0.680 | 0.446        |
| DVG0v2 $p = \infty$ (*) | 15.6m    | 25.42 | 0.695 | 0.429        |

(*) Longer grid scaling and decaying schedule.

Table 7. Results on mip-NeRF-360 [1] dataset. The results are averaged over only the publicly available 7 scenes.

Find out results breakdown and rendered video at: https://sunset1995.github.io/dvgo/results.html
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