Model independent bounds on Type Ia supernova absolute peak magnitude
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We put constraints on the peak absolute magnitude, $M_B$ of type Ia supernova using the Pantheon sample for type Ia supernova observations and the cosmic chronometers data for the Hubble parameter by a model independent and non-parametric approach. Our analysis is based on Gaussian process regression. We find percent level bounds on the peak absolute magnitude given as $M_B = -19.384 \pm 0.052$. For completeness and to check the consistency of the results, we also include the Baryon acoustic oscillation data and the prior of the comoving sound horizon from Planck 2018 cosmic microwave background observations. The inclusion of these two data gives tighter constraints on $M_B$ at the sub-percent level. We obtain constraints on $M_B$ from the combination of pantheon compilation of type Ia supernova observations and baryon acoustic oscillation observations given as $M_B = -19.396 \pm 0.016$. When adding the cosmic chronometer observations with these observations, we find $M_B = -19.395 \pm 0.015$. The mean values of peak absolute magnitude from all these data are consistent with each other and the values are approximately equal to $-19.4$.

PACS numbers:

I. INTRODUCTION

The late time cosmic acceleration was first discovered by the type Ia supernovae observations [1–3]. These observations are based on the fact that the type Ia supernovae are standard candles and the peak absolute magnitude, $M_B$ of a type Ia supernova is uniform. The discovery of the late time cosmic acceleration led to the concept of dark energy (for details see [4, 5]), where the dark energy is considered to be an exotic matter component in the Universe that has an effective large negative pressure.

The peak absolute magnitude, $M_B$ of type Ia supernova plays an important role in the determination of the expansion history of the Universe since the cosmic distances like the luminosity distance of an astronomical object are related to the distance modulus of the Type Ia supernovae. This distance modulus depends both on the observed magnitude, $m$, and the absolute magnitude, $M_B$ [6–9]. That is why the observational constraints on the cosmological parameters like the deceleration parameter, the matter-energy density parameter, the dark energy density parameter, etc. are estimated based on the value of the absolute peak magnitude, $M_B$ [10, 11]. Thus it is important to know the exact value of $M_B$.

In most of the recent type Ia supernova-based cosmological studies, the parameter $M_B$ is considered to be a nuisance parameter and fitted with the other parameters of the stretch color relation [12]. This is because the constraints on the cosmological parameters from the type Ia supernova observations are degenerate to $M_B$ and this degeneracy stems from the degeneracy between $M_B$ and $H_0$ (present value of the Hubble parameter). This is the reason, alternatively, we need to calibrate $M_B$ by combining type Ia supernova data with other astrophysics and cosmological data [7]. We also note that, in recent investigations, the determination of the distance modulus from the type Ia supernova observations is dependent on the distance bias corrections, mass step corrections, etc [8]. Indeed, this steals the importance of $M_B$ a bit, but the value of $M_B$ still finds use in the determination of the Hubble constant, $H_0$ whenever type Ia supernova observations are considered [13, 14].

In literature, we find the inconsistency in the values of $H_0$ from low redshift observations like SHOES [15] and the high redshift observations like cosmic microwave background (CMB) [16]. This is the so-called Hubble tension [17–19]. However, recently, some authors have argued that the Hubble tension is not the fundamental tension, rather $M_B$ tension is the more fundamental one when we compare the low redshift observations with the high redshift observations (with the presence of the type Ia supernova observations). For details see [20–22]. Thus, in this regard, the determination of $M_B$ from different combinations of data is also important.

We also find the relevance of the knowledge of $M_B$ in some other cases. For example, for some non-standard cosmological studies like the measurement of Newtonian gravitational constant and its time variation [23], the determination of the speed of light and its time variation [24], and the determination of the fine structure constant and also its time variation [24, 25] from the combination

---

①Electronic address: bikashdinda.pdf@iiserkol.ac.in
①Electronic address: narayan@iiserkol.ac.in
of supernova and other observations depend on the value of the type Ia supernova peak absolute magnitude. So, in these cases, the value of $M_B$ plays a key role. Note that these studies are independent of the degeneracy between $M_B$ and $H_0$. This is because these studies are directly dependent on the cosmological distance like luminosity distance. These are not directly dependent on the Hubble parameter or the relevant quantities. That is why $H_0$ is not involved. So, in these cases, the $M_B$ parameter is the main parameter and the results depend on its value.

Thus it is found that $M_B$ still plays a crucial role in some measurements and a secondary role in some others, and is still quite a relevant quantity. This motivates the present work, which deals with the estimation of $M_B$.

The determination of $M_B$ is based on the anchors like stellar parallax [26–28], detached eclipsing binary stars [29], and maser emission from supermassive black holes [30–32]. These methods are mainly astrophysical and restricted to lower redshift observations only. For example, in SHOES observations, the determination of $M_B$ is based on type Ia supernova data for redshift, $z < 0.15$ with the anchors mentioned above [15, 33]. It is also important to include the higher redshift type Ia supernova observations to determine the value of $M_B$. For this purpose, the Pantheon sample for type Ia supernova observations is useful, where the data have the redshift range up to nearly 2.2 [8].

In the literature, there are some attempts to compute $M_B$ from the cosmological point of view [7, 20, 34–37]. These studies are mainly based on the type Ia supernovae data like Pantheon [8] with other combinations of data sets like CMB observations [16, 38], baryon acoustic oscillations (BAO) observations [39] etc. Some of these methods like in Refs. [7, 20] are not completely independent of astrophysical anchors like stellar parallax [26–28] and masers [30–32]. However, a few other methods like in references [34–37] depend completely on the cosmological data. These methods are either cosmological model dependent or based on the parametrization of $M_B$. Thus it is worthwhile to consider a model independent and non-parametric approach to estimate $M_B$ from the cosmological data and this estimation should be independent of any astrophysical data or any other data.

The motivation of this work is to compute the bounds on $M_B$ with a complete model independent and parameter-free approach from the cosmological data only. For this purpose, we mainly consider the Pantheon sample for the supernova type Ia observations [8] and the cosmic chronometer data for the Hubble parameter [40, 41], because these data are independent of any fiducial cosmological model. For the methodology, we consider the Gaussian process regression (GPR) analysis [42–46].

In recent years, GPR is quite frequently used in cosmology [47–73]. For example, in [47–51], the cosmographic parameters like Hubble parameter, deceleration parameter, jerk parameter, etc have been constrained from the cosmic chronometers, type Ia supernova, and BAO data using GPR. In [52–54], constraining cosmic curvature density parameter has been discussed using the gravitational wave(GW) observations from binary neutron star mergers with the future generation of space-based DECi-hertz Interferometer Gravitational-wave Observatory (DECIGO) and other cosmological observations. In [55–59], the dark energy equation of state and other dark energy properties have been studied from different cosmological observations. In [60], the interaction of dark energy and dark matter has been constrained by different cosmological observations using GPR.

The CMB [16] and the BAO [39] data, on the other hand, are dependent on a fiducial cosmological model. As the primary motivation of the present work is a model-independent estimation of $M_B$, we do not include these data sets to start with. However, we will see that as BAO and CMB data sets have significantly smaller error margins (standard deviation), their inclusion in the analysis helps obtain tighter constraints on $M_B$. It is important to note that this difference in the error margins is the only effect of the inclusion of the model dependent data sets, as we will see, the mean value of $M_B$ is hardly affected by the addition of the model-dependent data in the analysis.

This paper is organized as follows. In Sec. II, we mention basic equations related to the cosmological background dynamics. In Sec. III, we mention some details of the observational data used in our analysis. In Sec. IV, we present our model independent and non-parametric methodology to obtain bounds on the $M_B$ parameter from these observational data. In Sec. V, we present our results and discuss the significance of these results. Finally, in Sec. VI, we summarize the work.

II. BASICS

A. Basic cosmological relations

In our entire analysis, we consider that the Universe is spatially homogeneous and isotropic. We further assume that the Universe is spatially flat too. With these two assumptions, the background geometry can be described by the flat Friedmann-Lemaître-Robertson-Walker (FLRW) metric given by $dS^2 = -dt^2 + a^2(t)dR^2$, where $dS$ is the line element of the space-time, $dR$ is the
three-dimensional Euclidean line element, \( t \) is the cosmic time and \( a \) is the cosmic scale factor. In this scenario, the luminosity distance, \( d_L \), is related to the Hubble parameter, \( H \) with an integration equation given as

\[
d_L(z) = c(1 + z) \int_0^z \frac{d\tilde{z}}{H(\tilde{z})},
\]

where \( z \) (also, \( \tilde{z} \)) is the cosmological redshift given as \( 1 + z = \frac{a_0}{a} \), where \( a_0 \) is the present value of \( a \); \( c \) is the speed of light in vacuum.

The observed luminosity distance of a type Ia supernova, located at a particular redshift, is related to the observed apparent peak magnitude \((m)\) of the supernovae with a simple equation given as

\[
m(z) - M_B = 5 \log_{10} \left[ \frac{d_L(z)}{\text{Mpc}} \right] + 25,
\]

where \( M_B \) is the peak absolute magnitude of the same supernova. The above equation is independent of any cosmological model and valid for the only assumption that the Universe is spatially homogeneous and isotropic.

Note that, the above equation has a more generalized version with other parameters involved through the stretch color relation (for details see [12]). In the Pantheon compilation of type Ia supernova data, the other parameters are marginalized with the zero centralized value [8]. Since we are considering the Pantheon compilation data, we are using the above equation only.

B. \( H(z) \) from \( m(z) \)

We use Eq. (2), to get luminosity distance from \( m \) and the solution is given as

\[
d_L(z) = 10^{\frac{1}{5}[m(z)-25-M_B]} \text{ Mpc}
\]

The above equation can be rewritten as a combination of a redshift independent part and a redshift dependent part. For the redshift independent part, we define a parameter, \( \beta \) given as

\[
\beta = 10^{-M_B} \text{ Mpc.}
\]

For the redshift dependent part, we define a quantity, \( d_N \) given as

\[
d_N(z) = 10^{\frac{1}{5}[m(z)-25]}.
\]

With the definitions of \( \beta \) and \( d_N \), the luminosity distance, \( d_L \) can be rewritten as

\[
d_L(z) = \beta d_N(z).
\]

In the above equation, we can see that \( d_L \) is linear in \( d_N \) and \( d_N \) is independent of the \( M_B \) parameter because the \( M_B \) parameter is absorbed in the constant parameter, \( \beta \).

Not only \( d_L \), we also need \( d'_L = \frac{dd_L}{dz} \) to find \( H \). Throughout this paper, the prime denotes the derivative with respect to the redshift, \( z \). To compute \( d'_L \), we do the differentiation of Eq. (6) with respect to \( z \) and we get

\[
d'_L(z) = \beta d'_N(z),
\]

where \( d'_N \) is given as (by doing differentiation of Eq. (5) with respect to \( z \))

\[
d'_N(z) = \alpha m'(z)10^{\frac{1}{5}[m(z)-25]} = \alpha m'(z)d_N(z),
\]

with

\[
\alpha = \frac{\log_{10} 10}{5}.
\]

To get the Hubble parameter, we have to differentiate Eq. (1). By doing this, we get

\[
d'_L(z) = c \left[ \frac{1 + z}{H(z)} \right] \left[ \int_0^z \frac{d\tilde{z}}{H(\tilde{z})} \right]
= c(1 + z) \left[ \frac{d_L(z)}{H(z)} + \frac{d_L(z)}{1 + z} \right].
\]

From this equation, we get the Hubble parameter given as

\[
H(z) = \frac{c(1 + z)^2}{(1 + z)d'_L(z) - d_L(z)}
= \frac{c(1 + z)^2}{\beta [(1 + z)d'_N(z) - d_N(z)]},
\]

where in the second equality, we have used Eqs. (6) and (7).
Similar to the case for the luminosity distance, here also, we can separate the parameter independent part (which is redshift dependent) and the parameter dependent part (which is redshift independent). For the parameter independent part, we define a quantity, $G$ given as

$$G(z) = \frac{(1+z)^2}{(1+z)d_N^*(z) - d_N(z)}.$$  \hspace{1cm} (13)

For the parameter dependent part, we define a parameter, $F$ given as

$$F = \frac{c}{\beta} = c \times 10^{\frac{M_b}{4\pi}} \text{ Mpc}^{-1},$$ \hspace{1cm} (14)

where in the second equality we have used the definition of $\beta$ from Eq. (4). Using the above two definitions, the Hubble parameter can be rewritten as

$$H(z) = FG(z).$$ \hspace{1cm} (15)

We can see that $H$ is linear in $G$.

C. Propagation of uncertainty

Using propagation of uncertainty through Eq. (5), we compute the uncertainty in $d_N$ (denoted by $\Delta d_N$) given as

$$\Delta d_N = \sqrt{\text{Var}(d_N)},$$ \hspace{1cm} (16)

$$\text{Var}(d_N) = \left( \frac{\partial d_N}{\partial m} \right)^2 \text{Var}(m)$$

$$\hspace{2cm} = \alpha^2 d_N^2 \text{Var}(m).$$ \hspace{1cm} (17)

Throughout this paper, we denote the 1σ uncertainty (or equivalently the standard deviation) of a quantity, $Q$ as $\Delta Q$ and the corresponding variance as $\text{Var}(Q)$, where $\text{Var}(Q) = (\Delta Q)^2$. We also denote the covariance between two quantities, $Q_i$ and $Q_j$ as $\text{Cov}[Q_i, Q_j]$. Note that if the two quantities are the same, the covariance is the same as the variance i.e. $\text{Cov}[Q, Q] = \text{Var}(Q)$.

Similarly, using propagation of uncertainty through Eq. (8), we compute the uncertainty in $d_N'$ given as

$$\Delta d_N' = \sqrt{\text{Var}(d_N')},$$ \hspace{1cm} (18)

$$\text{Var}(d_N') = \left( \frac{\partial d_N'}{\partial m} \right)^2 \text{Var}(m) + \left( \frac{\partial d_N'}{\partial m'} \right)^2 \text{Var}(m')$$

$$\hspace{2cm} + 2 \frac{\partial d_N'}{\partial m} \frac{\partial d_N'}{\partial m'} \text{Cov}[m, m']$$

$$\hspace{2cm} = \alpha^2 d_N^2 m^2 \text{Var}(m) + \alpha^2 d_N' \text{Var}(m')$$

$$\hspace{2cm} + 2 \alpha^2 d_N' m' \text{Cov}[m, m'].$$ \hspace{1cm} (19)

Similarly, using propagation of uncertainty through Eqs. (5) and (8), we also compute the covariance between $d_N$ and $d_N'$ given as

$$\text{Cov}[d_N, d_N'] = \left( \frac{\partial d_N}{\partial m} \right) \text{Var}(m) + \left( \frac{\partial d_N}{\partial m'} \right) \text{Var}(m')$$

$$\hspace{2cm} + \left( \frac{\partial d_N}{\partial m} \right) \frac{\partial d_N'}{\partial m'} \text{Cov}[m, m']$$

$$\hspace{2cm} = \alpha^3 d_N^3 m^3 \text{Var}(m) + \alpha^2 d_N' \text{Var}(m').$$ \hspace{1cm} (20)

Next, using propagation of uncertainty through Eq. (13), we compute the uncertainty in $G$ given as

$$\Delta G = \sqrt{\text{Var}(G)}.$$

$$\text{Var}(G) = \left( \frac{\partial G}{\partial d_N} \right)^2 \text{Var}(d_N) + \left( \frac{\partial G}{\partial d_N'} \right)^2 \text{Var}(d_N')$$

$$\hspace{2cm} + 2 \frac{\partial G}{\partial d_N} \frac{\partial G}{\partial d_N'} \text{Cov}[d_N, d_N']$$

$$\hspace{2cm} = \frac{G^4}{(1+z)^4} \text{Var}(d_N) + \frac{G^4}{(1+z)^2} \text{Var}(d_N')$$

$$\hspace{2cm} - 2 \frac{G^4}{(1+z)^3} \text{Cov}[d_N, d_N'].$$ \hspace{1cm} (22)

Next, using propagation of uncertainty through Eq. (15), we compute the uncertainty in $H$ given as

$$\Delta H = \left| \frac{\partial H}{\partial G} \right| \Delta G = |F| \Delta G.$$ \hspace{1cm} (23)

Similarly, using propagation of uncertainty through Eq. (6), the uncertainty in $d_L$ can be computed from $\Delta d_N$ given as

$$\Delta d_L = \left| \frac{\partial d_L}{\partial d_N} \right| \Delta d_N = |\beta| \Delta d_N.$$ \hspace{1cm} (24)

Note that, in this subsection, we have omitted the argument, $z$ in each quantity for the sake of simplicity to write down the equations. So, we should keep in mind that all the equations in this subsection are valid for each redshift point.
III. OBSERVATIONAL DATA

As mentioned in the introduction, in our analysis, we mainly consider two types of observational data. The first one is the Pantheon compilation for the type Ia supernova observations. This compilation consists of data for \( m(z) \) at 1048 redshift data points [8]. Also, these data are binned over 40 redshift bins. We use these binned data in our analysis and denote this as 'SN' data. We are not explicitly writing down all the data for \( m(z) \) values of these data in this paper, because these data are publicly available. To get an idea of the mean values of \( m(z) \) and the corresponding uncertainties, see the black error bars in Figure 1.

The second one is the cosmic chronometer data for the Hubble parameter as a function of redshift [40, 41]. We denote this as 'CC' data and any quantity with subscript 'C' corresponds to the values of that quantity at CC redshift points. These data contain 31 redshift points, the corresponding values of the Hubble parameter, and the corresponding uncertainties. These are plotted in Figure 2 with black colored bars. The CC data has a redshift range from 0.07 to 1.965.

For the sake of completeness, we have also included the BAO data in our analysis. BAO data is not completely model independent because the results have been obtained by considering a fiducial cosmological model. But, it is useful since the error bars in BAO data are smaller compared to the CC data.

The BAO observations consist of measurements for both the line-of-sight direction and the transverse direction [39]. The line of sight direction data is closely related to the Hubble parameter through the quantity \( \Delta D_H(z) = D_H(z)/r_d \), where \( r_d \) is the comoving sound horizon at the baryon-drag epoch and \( D_H(z) = c/H(z) \). The transverse direction data is closely related to the luminosity distance (the comoving angular diameter distance, \( D_M(z) \)) to be more precise) through the quantity \( \Delta D_M(z) = D_M(z)/r_d \), where \( D_M(z) = d_L(z)/(1+z) \).

So, we need the value of \( r_d \), to include BAO data in our analysis. We consider the \( r_d \) value obtained from the Planck 2018 result given by \( r_d = 147.09 \pm 0.26 \) Mpc from Planck 2018: TT,TE,EE+lowlE+lensing [16], where 'T' stands for temperature in CMB map and 'E' stands for E-modes from CMB polarisation map [74, 75]. The combination of any two quantities corresponds to the power spectrum, for example, 'TE' means the two-point correlation between temperature anisotropy and E-mode polarisation anisotropy [16, 74, 75]. In this way, we include the CMB data too and we have

\[
\begin{align*}
    r_d & = 147.09 \text{ Mpc}, \\
    \Delta r_d & = 0.26 \text{ Mpc},
\end{align*}
\]

From the above equation, we get \( H(z) \) and \( \Delta H(z) \) corresponding to the BAO data given as

\[
\begin{align*}
    H_B(z_B) & = \frac{c}{r_d D_H(z_B)}, \\
    \frac{\Delta H_B(z_B)}{H_B(z_B)} & = \sqrt{\left(\frac{\Delta D_H(z_B)}{D_H(z_B)}\right)^2 + \left(\frac{\Delta r_d}{r_d}\right)^2},
\end{align*}
\]
respectively. These $H_B(z_B)$ values and the corresponding uncertainties are plotted in Figure 2 with blue colored bars.

Throughout this paper, subscript ‘B’ and superscript ‘B’ to a quantity corresponding to the quantity at the BAO redshift points.

Similarly, we get $d_L(z)$ and $\Delta d_L(z)$ corresponding to the BAO observations given by

$$d^B_L(z_B) = (1 + z)r_d\bar{D}_M(z_B),$$
$$\frac{\Delta d^B_L(z_B)}{d^B_L(z_B)} = \sqrt{\left[\frac{\Delta \bar{D}_M(z_B)}{\bar{D}_M(z_B)}\right]^2 + \left[\frac{\Delta r_d}{r_d}\right]^2}, \quad (27)$$

respectively. The obtained values of $d^B_L(z_B)$ and the corresponding uncertainties are plotted in Figure 3 with black colored bars.

Throughout this paper, the BAO data is denoted by the notation 'BAO'. By the 'BAO' notation, we also mean that the value of $r_d$ from Planck 2018 data has been used.

IV. METHODOLOGY

If we know the observed $m$ and $d_L$, corresponding to a type Ia supernova, we can in principle find its peak absolute magnitude $M_B$ with the help of Eq. (2). For this purpose, we have type Ia supernova observations like Pantheon compilation [8] which provides us the data for $m(z)$. If we consider any theoretical model or any parametrization, we can get a functional form of $d_L(z)$ either directly or via the functional form of $H(z)$ through Eq. (1). Once we have the functional form of $d_L(z)$, we can put constraints on the parameter $M_B$ (along with other parameters of that model or parametrization). For this case, in principle, it is possible that we can get a constraint on the parameter $M_B$ from only the type Ia supernova observations and this constraint should degenerate to the constraints on other parameters, for example, the Hubble constant, $H_0$ (the Hubble parameter at present i.e. $H_0 = H(z = 0)$). For better constraints on $M_B$, one can add other data sets.

But, in this analysis, we are not considering any model or any parametrization, rather we want constraints on $M_B$ in a model independent way. Without considering any model or any parametrization, we can not compute $M_B$ with only the type Ia supernova observations. We have to add at least one another type of observation either related to the luminosity distance (or any other quantity closely related to it like the angular diameter distance) or related to the Hubble parameter. For the first case, cosmological observations like BAO [39] are useful. For the second case, observations like the cosmic chronometers [40, 41] are useful. Or one can also combine all of these three data.

In general, $d_L(z)$ data (here BAO data) and the $m(z)$ data (here Pantheon compilation) are not at the same redshift points. For this reason, we can not use Eq. (2) to compute $M_B$ from the combination of these two data sets in a straightforward way. For similar reasons, we can not use the Hubble parameter data (here CC data) and the $m(z)$ data together to put a constraint on $M_B$ in a straightforward way.

One possible way to overcome these problems is to use the Gaussian process regression (GPR) technique [42–46]. This technique is useful to predict the values of any relevant quantity at some target points and the corresponding uncertainties from an observation that consists of data of that quantity at some other points, in general. For example, from $z$, $m$, and $\Delta m$ data points (obtained from the SN data), we can construct values of $m(z)$ and the corresponding uncertainties at CC redshift points.

A. Brief overview of basic GPR analysis

In GPR, we assume that the observed data, $Y$ (for example, in this case, it is $m$ from SN data) is a multivariate normal distribution, described by only a mean vector and a covariance matrix. The data $Y$ can be expressed by a vector as $Y = [y_1, y_2, ..., y_n]^T$, where $y_1, y_2, ..., y_n$ are all the observed values at given data points $x_1, x_2, ..., x_n$.
respectively; $n$ is the number of observed data points. The superscript $'T$ represents the transpose of a vector or a matrix. The data points can also be expressed by a vector $X$ given as $X = [x_1, x_2, ..., x_n]^T$ (for example, in this case, it is the redshift points of the SN data).

Throughout the discussion, we follow the notation that capital letters correspond to vectors or matrices and the small letters correspond to a single value.

Another important assumption in GPR is that the predicted values of the quantity at some target points also follow a joint multivariate distribution with the data. If the total number of target points is $n^*$, then the joint distribution of data and predicted values has the dimension $n + n^*$.

Let us denote the predicted mean vector as $F^* = [f_1^*, f_2^*, ..., f_n^*]^T$ and a covariance matrix as $\text{Cov}[F^*, F^*]$, which has $n^* \times n^*$ number of elements. To find these values using GPR, we need an important function, called the kernel covariance function. In literature, there are some forms of this kernel covariance function. Among those, the squared exponential kernel covariance function is the most used. One of the main reasons is that it is infinitely differentiable. In this kernel covariance function, the covariance element corresponding to two points $x_i$ and $x_j$ is expressed as

$$k(x_i, x_j) = \sigma_f^2 \exp \left( -\frac{|x_i - x_j|^2}{2l^2} \right),$$

where $\sigma_f^2$ is the signal variance that determines the average deviation of a function from its mean along the region of target points and $l$ is the length scale in which the function changes significantly. These parameters are called hyperparameters. In Appendix A, we consider other kernel covariance functions and discuss the dependence of the results on these kernels in Appendix E.

We also need prior information for the predictions of GPR through the mean function. In practice, many authors use the zero mean function, but we use the corresponding mean function from the flat $\Lambda$CDM model. In Appendix B, we discuss the form of the mean function for the $\Lambda$CDM model. We also consider other mean functions in Appendix B and show how the results depend on these mean functions in Appendix F.

Let us denote the values of the mean function at data points and the target points by vectors $M(X)$ (with $n$ number of elements) and $M(X^*)$ (with $n^*$ number of elements) respectively, where $X^* = [x_1^*, x_2^*, ..., x_n^*]^T$ is the vector that corresponds to the target points. The predicted mean vector, $F^*$ and the covariance matrix, $\text{Cov}[F^*, F^*]$ are given as [44–46]

$$F^* = M(X^*) + K(X^*, X)[K(X, X) + C]^{-1}(Y - M(X)),$$
$$\text{Cov}[F^*, F^*] = K(X^*, X^*) - K(X^*, X)[K(X, X) + C]^{-1}K(X, X^*),$$

respectively. $C$ is the noise covariance matrix of the observed data. Note that the matrix $\text{Cov}[F^*, F^*]$ has the elements corresponding to the covariances of all pairs of the elements of $F^*$.

The above equations depend on the values of the hyperparameters of the kernel covariance function and also the parameters of the mean function. We marginalize over all these parameters using the emcee package [76] with the log marginal likelihood (denoted by $\log P(Y|X)$) given as [44]

$$\log P(Y|X) = -\frac{1}{2}(Y - M(X))^T[K(X, X) + C]^{-1}(Y - M(X))$$
$$-\frac{1}{2}\log |K(X, X) + C| - \frac{n}{2}\log(2\pi),$$

where $|K(X, X) + C|$ is the determinant of the $K(X, X) + C$ matrix. The details of the marginalization procedure have been discussed in Appendix D.

In GPR, the derivatives of the quantity can also be computed by assuming derivatives also follows a joint multivariate normal distribution with the observed data. The mean vector and the covariance matrix corresponding to the first derivative are given as $[44]$

$$F'^* = M'(X^*) + [K'(X^*, X)]^T[K(X, X) + C]^{-1}(Y - M(X)),$$
$$\text{Cov}[F'^*, F'^*] = K''(X^*, X^*) - [K'(X^*, X)]^T[K(X, X) + C]^{-1}K'(X, X^*),$$

where prime and double prime are first and second-order derivatives of the corresponding function respectively with respect to the argument $x$, for example, in our case the redshift. Related to this, $k'(x, x^*)$ and $k''(x^*, x^*)$ are given as

$$k'(x, x^*) = \frac{\partial k(x, x^*)}{\partial x^*}, k''(x^*, x^*) = \frac{\partial^2 k(x^*, x^*)}{\partial x^* \partial x^*},$$

respectively. In GPR, we can also get the covariances between the quantity and its derivatives. For example,
the covariance matrix between the quantity and its first derivative is given as [44]

\[
\text{Cov}[F^*, F'^*] = K'(X^*, X^*) \\
- [K(X, X')]^T [K(X, X) + C]^{-1} K'(X, X^*). \quad (33)
\]

We have \(\text{Cov}[F^*, F'^*] = [\text{Cov}[F'^*, F^*]]^T = \text{Cov}[F'^*, F^*]\), since the covariance matrices are symmetric. More details of the GPR analysis are discussed in Appendix C.

**B. Obtaining constraints on \(M_B\) from SN and CC data**

We can use GPR to reconstruct \(H\) and \(\Delta H\) at SN redshift points from the CC data. With the reconstructed \(H\) we can reconstruct \(m\) as a function of \(M_B\) using Eqs. (1) and (2), but the reconstruction of \(\Delta m\) is difficult because an integration in Eq. (1) is not straightforward and there is no standard procedure for ascertaining the propagation of uncertainty through an integration. On the other hand, we can reconstruct \(m\) and \(\Delta m\) at CC redshift points from SN data using GPR. We can also reconstruct the derivative of \(m\) and the corresponding uncertainty using the GPR itself. So we shall choose this method. The details of this method are given below.

1. **First step: Obtaining \(m\) and \(m'\) and the corresponding uncertainties at CC redshift points from SN data using GPR**

   The SN observations have data of \(m\). We denote this as \(m(z_S)\) and the corresponding uncertainty as \(\Delta m(z_S)\). From here onwards by \(z_S\) and \(z_C\) we mean the redshift points at SN and CC data points respectively. In the first step, we use GPR to reconstruct \(m(z_C)\), \(\Delta m(z_C)\), \(m'(z_C)\), \(\Delta m'(z_C)\) and \(\text{Cov}[m(z_C), m'(z_C)]\).

   In Figure 4, we have shown the reconstructed mean and uncertainty of \(m(z)\) obtained by GPR from the observed SN data. The black colored bars correspond to the SN data from the Pantheon compilation. We have plotted the mean and the uncertainties of \(m\) at target CC redshift points with the blue-colored bars.

   In Figure 5, we have plotted the reconstructed \(m' = \frac{dm}{dz}\) and the associated uncertainties at CC redshift points obtained using GPR.

2. **Second step: Obtaining \(d_N\) and \(d'_N\) and the corresponding uncertainties at CC redshift points**

   Here, we compute \(d_N\) and \(d'_N\) from the reconstructed \(m\) and \(m'\) (obtained from the previous step) at each CC redshift point using Eqs. (5) and (8) respectively. Then, we compute the corresponding uncertainties \(\Delta d_N\) and \(\Delta d'_N\) at each CC redshift point. These are computed from \(\Delta m\), \(\Delta m'\) and \(\text{Cov}[m, m']\) (obtained from the previous step) by the propagation of uncertainty using Eqs. (16) and (18) respectively. We also compute \(\text{Cov}[d_N, d'_N]\) from \(\Delta m\), \(\Delta m'\) and \(\text{Cov}[m, m']\) (obtained from the previous step) by the propagation of uncertainty using Eq. (20).

   In Figure 6, we have plotted the reconstructed \(d_N\)
3. Third step: Obtaining $G$ and the corresponding uncertainties at CC redshift points

Here, we get $G$ from reconstructed $d_N$ and $d'_N$ (obtained from the previous step) at each CC redshift point using Eq. (13). Next, we compute the corresponding uncertainty, $\Delta G$ from $\Delta d_N$, $\Delta d'_N$, and $\text{Cov}[d_N, d'_N]$ (obtained from the previous step) at each CC redshift point by the propagation of uncertainty using Eq. (21).

In Figure 8, we have plotted the reconstructed values of $G(z)$ and the corresponding uncertainties at CC redshift points using GPR with the blue colored bars.

4. Fourth step: Obtaining constraints on $M_B$ by comparing CC data and the reconstructed $H$ from SN data by GPR

From the reconstructed $G$ (obtained from the previous step), we get the reconstructed Hubble parameter as a function of $M_B$ parameter (through $F$ parameter) using Eq. (15) given as

$$H(z_C, M_B) = F(M_B) G(z_C).$$

We also get the corresponding uncertainty, $\Delta H$ as a function of $M_B$ from the propagation of uncertainty using Eq. (23) given as

$$\Delta H(z_C, M_B) = |F(M_B)| \Delta G(z_C).$$

Now we compare the reconstructed Hubble parameter to the observed CC data to get constraints on $M_B$. For this purpose, we define a chi-square given as

$$\chi^2_{SN+CC}(M_B) = \sum_{z_C} \frac{[H(z_C, M_B) - H_C(z_C)]^2}{\Delta H^2(z_C, M_B) + \Delta H_C^2(z_C)},$$

where $H_C(z_C)$ is the Hubble parameter from the CC data and $\Delta H_C(z_C)$ is the corresponding uncertainty at each CC redshift point. In the above equation, the total term in the denominator corresponds to the total variance in the Hubble parameter. Since the total variance is itself parameter dependent, the better way to get constraints on the parameter is a maximum likelihood analysis rather
than the chi-square minimization. The corresponding log-likelihood is given as

\[
\log L_{SN+CC}(M_B) = -\frac{x_{SN+CC}(M_B)}{2} - \frac{1}{2} \sum_{z_C} \log \left(2\pi \left[ \Delta H^2(z_C, M_B) + \Delta H^2_C(z_C) \right] \right).
\]

We maximize the likelihood by minimizing the negative log-likelihood to get constraints on \(M_B\). In this way, we get constraints on \(M_B\) from the combination of SN+CC data.

C. Obtaining constraints on \(M_B\) from SN and BAO data

In this subsection, we discuss how to include BAO data in our analysis using a similar methodology discussed so far in the previous subsection. As mentioned previously, the BAO observations have two types of data: one is related to the Hubble parameter and the other is related to the luminosity distance. Since we have \(H(z)\) data for BAO, we do the same analysis as mentioned in the previous subsection (all the steps from the first step to the fourth step).

First, we get \(m(z_B), \Delta m(z_B), \Delta m'(z_B),\) and \(\text{Cov}[m(z_B), m'(z_B)]\) at each BAO redshift point from SN data using GPR using Eqs. (29), (31), and (33).

Next, we get \(d_N(z_B), \Delta d_N(z_B), d'_N(z_B),\) and \(\text{Cov}[d_N(z_B), d'_N(z_B)]\) using Eqs. (5), (8), (16), (18), and (20).

Then we get \(G(z_B)\) and \(\Delta G(z_B)\) at each BAO redshift point using Eqs. (13) and (21).

From these \(G(z_B)\) and \(\Delta G(z_B)\), we get the Hubble parameter and the corresponding uncertainty as a function of \(M_B\) at each BAO redshift point given as (using Eqs. (15) and (23) respectively)

\[
H(z_B, M_B) = F(M_B)G(z_B),
\]

\[
\Delta H(z_B, M_B) = |F(M_B)|\Delta G(z_B),
\]

respectively. Comparing above equations with Eq. (26), we define a corresponding log-likelihood for BAO for \(H(z)\) given as

\[
\log L_{SN+BAO(H \text{ only})}(M_B) = -\frac{1}{2} \sum_C \frac{|H(z_B, M_B) - H_B(z_B)|^2}{\Delta H^2(z_B, M_B) + \Delta H^2_B(z_B)} - \frac{1}{2} \sum_{z_B} \log \left(2\pi \left[ \Delta H^2(z_B, M_B) + \Delta H^2_B(z_B) \right] \right).
\]

Next, from the reconstructed \(d_N(z_B)\) and \(\Delta d_N(z_B)\), we get the luminosity distance and the corresponding uncertainty at each BAO redshift using Eqs. (6) and (24) given as

\[
d_L(z_B, M_B) = \beta(M_B)d_N(z_B),
\]

\[
\Delta d_L(z_B, M_B) = |\beta(M_B)|\Delta d_N(z_B),
\]

respectively. Comparing above equations with Eq. (27), we can define a corresponding log-likelihood for BAO \(d_L(z)\) given as

\[
\log L_{SN+BAO(d_L \text{ only})}(M_B) = -\frac{1}{2} \sum_{z_B} \frac{[d_L(z_B, M_B) - d_L^0(z_B)]^2}{\Delta d_L^2(z_B, M_B) + (\Delta d_L^0(z_B))^2} - \frac{1}{2} \sum_{z_B} \log \left(2\pi \left[ \Delta d_L^2(z_B, M_B) + (\Delta d_L^0(z_B))^2 \right] \right).
\]

Now adding the above two log-likelihoods, we get the total log-likelihood for SN+BAO data as

\[
\log L_{SN+BAO(M_B)} = \log L_{SN+BAO(H \text{ only})}(M_B) + \log L_{SN+BAO(d_L \text{ only})}(M_B).
\]

We minimize the negative of the above log-likelihood to get the constraints on \(M_B\) from SN+BAO data.

D. Obtaining constraints on \(M_B\) from SN, CC and BAO data

The constraints on \(M_B\) from all the data combined i.e. from SN+CC+BAO can be obtained by doing the maximum likelihood analysis for the total log-likelihood given as

\[
\log L_{SN+CC+BAO(M_B)} = \log L_{SN+CC}(M_B) + \log L_{SN+BAO}(M_B).
\]

In Figure 9, we have shown a flowchart to see all the steps and methods at a glance to obtain constraints on \(M_B\) from SN+CC, SN+BAO, and SN+CC+BAO combinations of data.
V. RESULTS AND DISCUSSION

For SN+CC data, we minimize the negative of log-likelihood mentioned in Eq. (37) and get constraints on $M_B$ given as

$$M_B = -19.384 \pm 0.052 \text{ mag (SN + CC)}. \quad (46)$$
Similarly for SN+BAO data, we minimize the negative log-likelihood mentioned in Eq. (44) to get constraints on $M_B$ given as

$$M_B = -19.396 \pm 0.016 \text{ mag (SN + BAO).} \quad (47)$$

Finally, we get constraints on $M_B$ from all these data combined i.e. from SN+CC+BAO data by minimizing the negative log-likelihood mentioned in Eq. (45) given as

$$M_B = -19.395 \pm 0.015 \text{ mag (SN + CC + BAO).} \quad (48)$$

In Figure 10, we plot the probability of $M_B$ obtained from MCMC analysis from log-likelihood accordingly as mentioned above. The solid-black, dotted-blue, and dashed-red lines correspond to the SN+CC, SN+BAO, and SN+CC+BAO combinations of data sets respectively. The vertical green line corresponds to the value $M_B = -19.395$ mag.

![Probability of $M_B$](image)

**FIG. 10:** Probability of $M_B$, obtained from MCMC analysis from log-likelihood accordingly. The solid-black, dotted-blue, and dashed-red lines correspond to the probabilities obtained from SN+CC, SN+BAO, and SN+CC+BAO combinations of data sets respectively. The vertical green line corresponds to the value $M_B = -19.395$ mag.

TABLE I: Constraints on $M_B$ for different combinations of data.

| Data combinations | Constraints on $M_B$ |
|-------------------|---------------------|
| SN+CC             | $-19.384 \pm 0.052$ |
| SN+BAO            | $-19.396 \pm 0.016$ |
| SN+CC+BAO         | $-19.395 \pm 0.015$ |

of constraints on $M_B$, if we consider SN and BAO data together, we do not need to add the CC data. But the result from the SN and CC data is important to consider because these data are independent of any fiducial cosmological model whereas the BAO data are dependent on a fiducial model.

There were some efforts to compute $M_B$ from different combinations of different cosmological observations [7, 28, 36, 37]. We mention some important previous results below:

In [7], authors have used a model independent binning technique to combine supernova type Ia observations with the anisotropic BAO observations and find $M_B = -19.401 \pm 0.027$ (for details see equation 25 and figure C2 in [7]).

In [37], authors have combined supernova type Ia observations, BAO observations, and cosmic chronometer observations to obtain $M_B$. They have used ΛCDM and PAge [77] models in their analysis and obtained $M_B = -19.374 \pm 0.047$ and $M_B = -19.379^{+0.051}_{-0.053}$ respectively (for details see table I and figure 2 in [37]).

In [36], the authors have considered a model independent method to obtain $M_B$ by minimization of a loss function [78]. They have combined supernova type Ia observations, BAO observations, and cosmic chronometer observations and obtained $M_B = -19.362^{+0.078}_{-0.067}$ (for details see table I and figure 2 in [36]).

In [28], the authors have calibrated type Ia supernova observations with Planck CMB data using ΛCDM model and obtained $M_B = -19.420 \pm 0.014$ (for details see figure 7 in [28]).

We can see the mean values of $M_B$ obtained from all these results are consistent with our results.

VI. SUMMARY

The luminosity of the supernova type Ia is taken as a standard candle in the estimation of cosmic distances in terms of the integrals of the scale factor $a$ and its
derivatives. This is crucial in the context of the present state of evolution, particularly the inference regarding the accelerated state of expansion of the universe. This work aims to check the consistency of this assumption by a reconstruction of the peak absolute magnitude, $M_B$, of the type Ia supernova, by a model independent approach from the observational data. Also, the reconstruction is aimed to be independent of any parametrization of cosmological quantities.

We first reconstruct the Hubble parameter at CC redshift points as a function of $M_B$ with the help of the Gaussian process regression (GPR). We also reconstruct the corresponding uncertainties in the Hubble parameter, $\Delta H$ at CC redshift points as another function of $M_B$ using GPR. Note that, in these reconstructions, actual CC data is not involved.

Once we have reconstructed $H$ and $\Delta H(z)$ at CC redshift points, we compare these values with the actual CC data to obtain constraint on $M_B$. We define a corresponding likelihood with the help of Eq. (37). We obtain constraints on $M_B$ by maximizing this likelihood and the result is $M_B = -19.384 \pm 0.052$ mag.

After this, we deviate from the principal motivation of a model independent work and also include the baryon acoustic oscillation (BAO) data in our analysis. The inclusion of the BAO data makes our analysis model dependent unlike in the case of SN and CC data. Although the mean value of $M_B$ remains quite consistent with the model-independent approach, this inclusion results in tighter constraints on $M_B$.

For the SN+BAO data, we do a similar analysis as in the case of the SN+CC data and we obtain the constraint on $M_B$ as $M_B = -19.396 \pm 0.016$. Finally, we combine all these three data and get a constraint on $M_B$ as $M_B = -19.395 \pm 0.015$. Since SN+BAO data give significantly a tighter constraint compared to the SN+CC data, the result of SN+CC+BAO follows the result of SN+BAO.

We list all these results in Table I for these combinations of data. All the results obtained from different combinations of data mentioned in Eqs. (46), (47), and (48) indicate the mean value of $M_B$ to be approximately $-19.4$ (also see Figure 10). These results are similar to the results obtained from previous studies like in [7, 36, 37] in the context of similar cosmological data. Note that these results have discrepancies with the results obtained from the astrophysical data like stellar parallax and masers observations like in [20, 22, 28, 79], in which the results are close to $M_B \approx -19.2$. This discrepancy is already discussed in the literature and it is sometimes referred to as the $M_B$ tension (see [20] for details).

We conclude that the mean value of $M_B$ that is used in the literature is quite consistent with that obtained by the model independent reconstruction. But to obtain tighter constraints, the model dependent tailored data does better. To match that accuracy, we require more data points in the SN and CC data sets.

### Appendix A: Kernel covariance functions

We will repeat some texts and some equations in the appendix for better flow.

In literature, different kernel covariance functions are used in the GPR analysis. Among those, the squared exponential kernel covariance function is the most used. One of the main reasons is that it is infinitely differentiable. In this kernel covariance function, the covariance between two elements $x_i$ and $x_j$ is expressed as

\[
k(x_i, x_j) = \sigma_f^2 \exp \left( -\frac{|x_i - x_j|^2}{2l^2} \right), \quad (A1)
\]

where $\sigma_f^2$ is the signal variance that determines the average deviation of a function from its mean along the region of target points and $l$ is the length scale in which the function changes significantly. These parameters are called hyper-parameters. We denote this kernel covariance function as ‘SE’.

In the main text, we have considered only the squared exponential kernel covariance function. Here, we include some other kernel covariance functions to show how our results depend on different kernel covariance functions. One is the Matérn kernel covariance function with order 5/2, in which the covariance between two elements $x_i$ and $x_j$ is given as

\[
k(x_i, x_j) = \sigma_f^2 \left( 1 + \frac{\sqrt{5d}}{l} + \frac{5d^2}{3l^2} \right) \exp \left( -\frac{\sqrt{5d}}{l} \right), \quad (A2)
\]

where $d = |x_i - x_j|$, $\sigma_f$, and $l$ are two hyper-parameters, similar to the ones for the squared exponential kernel covariance function. We denote this kernel covariance function as ‘M5/2’.

Another kernel covariance function is the rational quadratic in which the covariance between two elements $x_i$ and $x_j$ is given as

\[
k(x_i, x_j) = \sigma_f^2 \left( 1 + \frac{\sqrt{d}}{l} + \frac{d^2}{3l^2} \right) \exp \left( -\frac{\sqrt{d}}{l} \right), \quad (A3)
\]
given as parameters. 

where Ω is the equation of state of the dark energy is given as (BA) parametrization \[ w = w_0 + w_a \frac{z}{1 + z} \] (B1), we get the luminosity distance, \( d_L \) through Eq. (1) and consequently the apparent magnitude, \( m \) of the type Ia supernova through Eq. (2). The apparent magnitude, \( m \) can be rewritten as

\[ m(z) = h_P + 5 \log_{10} \left[ d_L^{\text{main}}(z) \right], \tag{B7} \]

where \( d_L^{\text{main}} \) is given as

\[ d_L^{\text{main}}(z) = (1 + z) \int_0^z \frac{d\tilde{z}}{H(\tilde{z})}, \tag{B8} \]

and \( h_P \) is given as

\[ h_P = 5 \log_{10} \left[ \frac{c}{H_0 \text{Mpc}} \right] + 25 + M_B. \tag{B9} \]

The reason to rewrite \( m \) is to show there is degeneracy in \( H_0 \) and \( M_B \) in the expression of \( m \) in these parametrizations. So, we have defined a combined parameter, \( h_P \) in the above equation.

### Appendix C: Gaussian process regression analysis

#### 1. Basic GPR predictions

Let us briefly discuss the Gaussian process regression (GPR) analysis. In GPR, we assume that the observed data of a particular function, \( f \) (for example, it is \( m \) from SN data) is a multivariate normal distribution, described by only a mean vector and a covariance matrix. The mean values of the data are expressed by a vector \( Y \) given as \( Y = [y_1, y_2, \ldots, y_n]^T \), where \( y_1, y_2, \ldots, y_n \) are all the observed values at given data points \( x_1, x_2, \ldots, x_n \) respectively (for example, it is the redshift points of the SN data); \( n \) is the number of observed data points. The superscript ‘\( T \)’ represents the transpose of a vector or a matrix. The data points are expressed by a vector \( X \) given as \( X = [x_1, x_2, \ldots, x_n]^T \). So, given the observational data points, the data is assumed to follow the multivariate normal distribution (denoted by \( \mathcal{N} \)) given as

\[ P(Y|X) \sim \mathcal{N} \left( Y \bigg| M(X), K(X, X) \right). \tag{C1} \]
where $M(X)$ is the mean vector at observational data points corresponding to a chosen mean function, $\mu(x)$ given as

$$M(X) = [\mu(x_1), \mu(x_2), ..., \mu(x_n)]^T,$$  \hspace{1cm} (C2)

and $K(X, X)$ is the covariance matrix at observational data points corresponding to a chosen kernel covariance function, $k(x_i, x_j)$ given as

$$K(X, X) = \begin{bmatrix} k(x_1, x_1) & k(x_1, x_2) & \cdots & k(x_1, x_n) \\ k(x_2, x_1) & k(x_2, x_2) & \cdots & k(x_2, x_n) \\ \vdots & \vdots & \ddots & \vdots \\ k(x_n, x_1) & k(x_n, x_2) & \cdots & k(x_n, x_n) \end{bmatrix}.$$  \hspace{1cm} (C3)

If observational uncertainty is present, that can be added to the covariance matrix in the distribution of $Y$. GPR can predict the mean values of the quantity, $f$ at some target points (which are, in general, different from the observational data points), and the values of the associated uncertainty, $\Delta f$. For example, we need predicted mean values of $m$ and the values of associated uncertainty, $\Delta m$ at CC redshift points. Let us consider the target points $x_1^*, x_2^*, ..., x_n^*$ are described by a vector $X^*$ given as $X^* = [x_1^*, x_2^*, ..., x_n^*]^T$, where $n^*$ being the total number of target points. Let us consider the predicted mean vector to be $F^*$ given as $F^*(X^*) = [f_1^*, f_2^*, ..., f_{n^*}]^T$ and the associated uncertainties by a matrix, $U^*$ given as

$$U^*(X^*, X^*) = \begin{bmatrix} u_{11}^* & u_{12}^* & \cdots & u_{1n^*}^* \\ u_{21}^* & u_{22}^* & \cdots & u_{2n^*}^* \\ \vdots & \vdots & \ddots & \vdots \\ u_{n^*1}^* & u_{n^*2}^* & \cdots & u_{n^*n^*}^* \end{bmatrix},$$  \hspace{1cm} (C4)

where, $u_{ij}^* = \text{Cov}[f_i^*, f_j^*]$ is the covariance between $f_i^*$ and $f_j^*$ ($\forall i, j \in [1, 2, ..., n^*]$).

GPR predicts $F^*$ and $U^*$ by the assumption that the predicted values also follow a joint multivariate normal distribution with the observed data given as

$$\begin{bmatrix} Y \\ F^* \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} M(X) \\ M(X^*) \end{bmatrix}, \begin{bmatrix} K(X, X) + C & K(X, X^*) \\ K(X^*, X) & K(X^*, X^*) \end{bmatrix} \right),$$  \hspace{1cm} (C5)

with the number of dimensions to be $n + n^*$. $M(X^*)$ is the vector consisting of the values of the chosen mean function at the target points given as

$$M(X^*) = [\mu(x_1^*), \mu(x_2^*), ..., \mu(x_n^*)]^T.$$  \hspace{1cm} (C6)

$C$ is the uncertainty matrix that corresponds to the observational uncertainties given as

$$C = \begin{bmatrix} c_{11} & c_{12} & \cdots & c_{1n} \\ c_{21} & c_{22} & \cdots & c_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ c_{n1} & c_{n2} & \cdots & c_{nn} \end{bmatrix},$$  \hspace{1cm} (C7)

where $c_{ij} = \text{Cov}[y_i, y_j]$ ($\forall i, j \in [1, 2, ..., n]$). If the uncertainties in the data do not have any correlation between two different data points, the off-diagonal elements in $C$ would be zero. And if there is no uncertainty in the data, all the elements in $C$ would be zero.

Once we choose the mean function and the kernel covariance function, the predicted mean vector, $F^*$, and the uncertainty matrix, $U^*$ are computed as [44–46]

$$F^* = M(X^*) + K(X^*, X) [K(X, X) + C]^{-1} (Y - M(X)), \hspace{1cm} (C8)$$

$$U^* = K(X^*, X^*) - K(X^*, X) [K(X, X) + C]^{-1} K(X, X^*), \hspace{1cm} (C9)$$

respectively. $U^*$ is the same as the $\text{Cov}[F^*, F^*]$ in the main text in Eq. (29). In the above equations, the $K(X, X^*)$ matrix is given as
The \( K(X, X^*) \) matrix is given as

\[
K(X, X^*) = 
\begin{bmatrix}
k(x_1, x_1^*) & k(x_1, x_2^*) & \ldots & k(x_1, x_{n^*}) \\
k(x_2, x_1^*) & k(x_2, x_2^*) & \ldots & k(x_2, x_{n^*}) \\
\vdots & \vdots & \ddots & \vdots \\
k(x_n, x_1^*) & k(x_n, x_2^*) & \ldots & k(x_n, x_{n^*})
\end{bmatrix}.
\] (C10)

The \( K(X^*, X) \) matrix is given as

\[
K(X^*, X) = [K(X, X^*)]^T.
\] (C11)

Note that the above equation is valid when the chosen kernel covariance function is symmetric over its two arguments i.e. \( k(x_i, x_j) = k(x_j, x_i) \). Similarly, \( K(X^*, X^*) \) matrix is given as

\[
K(X^*, X^*) = 
\begin{bmatrix}
k(x_1^*, x_1^*) & k(x_1^*, x_2^*) & \ldots & k(x_1^*, x_{n^*}) \\
k(x_2^*, x_1^*) & k(x_2^*, x_2^*) & \ldots & k(x_2^*, x_{n^*}) \\
\vdots & \vdots & \ddots & \vdots \\
k(x_{n^*}, x_1^*) & k(x_{n^*}, x_2^*) & \ldots & k(x_{n^*}, x_{n^*})
\end{bmatrix}.
\] (C12)

2. Derivative predictions

In GPR, the derivatives of the function can also be computed by assuming derivatives also follows a joint multivariate normal distribution with the observed data. For example, for the first derivative of the function, \( f \), we assume predicted first derivative values follow a joint multivariate normal distribution with the predicted values of the function and with the observed data jointly given as

\[
\begin{bmatrix} Y \\ F^* \end{bmatrix} \sim N \left( \begin{bmatrix} M(X) \\ M'(X^*) \end{bmatrix}, 
\begin{bmatrix} K(X, X) + C & K(X, X^*) \\ K(X, X^*)^T & K(X^*, X^*) \end{bmatrix} \right),
\] (C13)

where primed and double-primed entities are first and second-order derivatives of the corresponding function respectively with respect to any argument, for example, in our case the redshift. In the above equation, the predicted values of the first derivative of the function, \( f \) at target points are denoted by a vector \( F^{*'}(X^*) \) given as

\[
F^{*'}(X^*) = [f_{1^*}^*, f_{2^*}^*, \ldots, f_{n^*}^*]^T,
\] (C14)

and the values of the derivative of the chosen mean function at target points are denoted by a vector, \( M'(X^*) \) given as

\[
M'(X^*) = [\mu'(x_1^*), \mu'(x_2^*), \ldots, \mu'(x_{n^*})]^T,
\] (C15)

The predicted mean vector and the covariance matrix corresponding to the first derivative are given as [44]

\[
\begin{aligned}
F^{*'} &= M'(X^*) \\
&+ [K'(X, X^*)]^T [K(X, X) + C]^{-1} (Y - M(X)),
\end{aligned}
\] (C16)

\[
V^* = K''(X^*, X^*) \\
- [K'(X, X^*)]^T [K(X, X) + C]^{-1} K'(X, X^*),
\] (C17)

where the covariance matrix, \( V^* \) has the structure given as

\[
V^*(X^*, X^*) = 
\begin{bmatrix}
v_{11}^* & v_{12}^* & \ldots & v_{1n^*}^* \\
v_{21}^* & v_{22}^* & \ldots & v_{2n^*}^* \\
\vdots & \vdots & \ddots & \vdots \\
v_{n^*1}^* & v_{n^*2}^* & \ldots & v_{n^*n^*}^*
\end{bmatrix},
\] (C18)
The elements of the $V^*$ matrix represent the covariance of the derivative of the function between two different target points. For example, $v_{ij}^* = \text{Cov}[f_i^*, f_j^*]$ corresponds to the covariance of the derivative of $f$ between $x_i^*$ and $x_j^*$ target points. $V^*$ is the same as the Cov[$F^*, F^*$] in the main text in Eq. (31). $K'(X, X^*)$ matrix has the structure given as

$$K'(X, X^*) =
\begin{bmatrix}
k'(x_1, x_1^*) & k'(x_1, x_2^*) & \cdots & k'(x_1, x_n^*) \\
k'(x_2, x_1^*) & k'(x_2, x_2^*) & \cdots & k'(x_2, x_n^*) \\
\vdots & \vdots & \ddots & \vdots \\
k'(x_n, x_1^*) & k'(x_n, x_2^*) & \cdots & k'(x_n, x_n^*)
\end{bmatrix}, \quad (C19)$$

$K'(X^*, X^*)$ matrix has the structure given as

$$K'(X^*, X^*) =
\begin{bmatrix}
k'(x_1^*, x_1^*) & k'(x_1^*, x_2^*) & \cdots & k'(x_1^*, x_n^*) \\
k'(x_2^*, x_1^*) & k'(x_2^*, x_2^*) & \cdots & k'(x_2^*, x_n^*) \\
\vdots & \vdots & \ddots & \vdots \\
k'(x_n^*, x_1^*) & k'(x_n^*, x_2^*) & \cdots & k'(x_n^*, x_n^*)
\end{bmatrix}, \quad (C20)$$

and $K''(X^*, X^*)$ matrix has the structure given as

$$K''(X^*, X^*) =
\begin{bmatrix}
k''(x_1^*, x_1^*) & k''(x_1^*, x_2^*) & \cdots & k''(x_1^*, x_n^*) \\
k''(x_2^*, x_1^*) & k''(x_2^*, x_2^*) & \cdots & k''(x_2^*, x_n^*) \\
\vdots & \vdots & \ddots & \vdots \\
k''(x_n^*, x_1^*) & k''(x_n^*, x_2^*) & \cdots & k''(x_n^*, x_n^*)
\end{bmatrix}, \quad (C21)$$

In all the above equations, $k'(x_i, x_j^*)$, $k'(x_i^*, x_j^*)$, and $k''(x_i^*, x_j^*)$ are given as

TABLE II: Priors on kernel covariance function hyperparameters and mean function parameters.

| Parameter | Prior Range |
|-----------|-------------|
| $\sigma_f$ | $10^{-10} \leq \sigma_f \leq 0.9999$ |
| $l$ | $10^{-10} \leq l \leq 0.9999$ |
| $r$ | $10^{-10} \leq r \leq 0.9999$ |
| $\Omega_{\omega 0}$ | $0.001 \leq \Omega_{\omega 0} \leq 0.999$ |
| $H_0$ and $M_B$ | $20 \leq H_P \leq 28$ |
| $w_0$ | $-5 \leq w_0 \leq 3$ |
| $w_a$ | $-20 \leq w_a \leq 20$ |

respectively. In GPR, we can also get the covariances between the function and its derivatives. The covariance matrix between the function and its first derivative is given as [44]

$$W^* = K'(X^*, X^*) - [K(X, X^*)]^T [K(X, X) + C]^{-1} K'(X, X^*), \quad (C25)$$

where $W^*$ matrix has the structure given as

$$W^*(X^*, X^*) =
\begin{bmatrix}
w_{11}^* & w_{12}^* & \cdots & w_{1n}^* \\
w_{21}^* & w_{22}^* & \cdots & w_{2n}^* \\
\vdots & \vdots & \ddots & \vdots \\
w_{n1}^* & w_{n2}^* & \cdots & w_{nn}^*
\end{bmatrix}, \quad (C26)$$

with $w_{ij}^*$ is the covariance between the function at $i$th target point and the first derivative of the function at $j$th target point given as $w_{ij}^* = \text{Cov}[f_i^*, f_j^*]$. $W^*$ is the same as the Cov[$F^*, F^*$] in the main text in Eq. (33).
FIG. 11: Triangle plot to show the marginalized probability of each parameter and the confidence contours of each pair of parameters for different kernel covariance functions with the ΛCDM mean function.

Appendix D: Determination of kernel covariance function hyperparameter and mean function parameter values

The GPR predictions through Eqs. (C8), (C9), (C16), (C17), and (C25) depend on the values of the hyper-parameters of the chosen kernel covariance function and also the parameters of the chosen mean function. So, we have to put the particular values of these parameters in the above equations to get the predictions of GPR for the mean values and covariances. We can not put the arbitrary values of these parameters. To find these parameter values, we use the knowledge of the observed data which means the parameter values should be chosen such that the values of the chosen mean function at the observed data points closely follow the mean values of the observed data and any differences should be minimum. In practice, this is done by defining a corresponding log marginal likelihood (denoted by log $P(Y|X)$) given as [44]
The Bayesian Markov chain Monte Carlo (MCMC) analysis using the emcee package [76], corresponding to the log marginal likelihood, mentioned in Eq. (D1). For this purpose, we chose the flat priors on all the parameters according to a chosen kernel covariance function and mean function. We list all the priors in Table II.

The Bayesian MCMC analysis not only gives the best-fit values of the parameters but also the uncertainties around the mean values and the correlation among all the parameters. Let us see these best-fit values and correlations of the parameters through the triangle plots in Figures 11 and 12.
TABLE III: List of best-fit values and the 1σ marginalized confidence intervals of each parameter for squared exponential (SE), Matérn with order 5/2 (M5/2), rational quadratic (RQ), and periodic kernel covariance functions with ΛCDM mean function.

| Parameter | SE       | M5/2     | RQ       | periodic |
|-----------|----------|----------|----------|----------|
| \( S_P \) | 0.62^{+0.37}_{-0.16} | 0.64^{+0.35}_{-0.14} | 0.68^{+0.31}_{-0.14} | 0.67^{+0.32}_{-0.19} |
| \( l_P \) | 0.168^{+0.054}_{-0.16} | 0.131^{+0.031}_{-0.13} | 0.147^{+0.047}_{-0.14} | 0.161^{+0.053}_{-0.16} |
| \( r_P \) | –        | –        | 0.49 \pm 0.29 | 0.139^{+0.040}_{-0.14} |
| \( \Omega_{m0} \) | 0.295 \pm 0.095 | 0.296 \pm 0.086 | 0.298^{+0.054}_{-0.065} | 0.305^{+0.038}_{-0.053} |
| \( h_P \) | 23.76 \pm 0.99 | 23.77 \pm 0.96 | 23.76 \pm 0.70 | 23.79 \pm 0.72 |

TABLE IV: List of best-fit values and the 1σ marginalized confidence intervals of each parameter for ΛCDM, wCDM, CPL, and BA mean functions with squared exponential (SE) kernel covariance function.

| Parameter | SE       | wCDM     | CPL      | BA       |
|-----------|----------|----------|----------|----------|
| \( S_P \) | 0.62^{+0.37}_{-0.16} | 0.63^{+0.37}_{-0.15} | 0.57^{+0.36}_{-0.20} | 0.57^{+0.36}_{-0.20} |
| \( l_P \) | 0.168^{+0.054}_{-0.16} | 0.200^{+0.069}_{-0.19} | 0.29 \pm 0.15 | 0.28^{+0.16}_{-0.18} |
| \( \Omega_{m0} \) | 0.295 \pm 0.095 | 0.33 \pm 0.13 | 0.59^{+0.30}_{-0.22} | 0.59^{+0.31}_{-0.25} |
| \( h_P \) | 23.76 \pm 0.99 | 23.70 \pm 0.91 | 23.74^{+0.80}_{-0.67} | 23.8 \pm 1.1 |
| \( w_0 \) | –        | –        | -1.08^{+0.34}_{-0.24} | -1.96^{+1.4}_{-0.74} |
| \( w_a \) | –        | –        | -0.1 \pm 0.1 | -2.3^{+6.9}_{-3.2} |

In Figure 11, we have plotted the triangle plot to show the marginalized probability of each parameter and the confidence contours for each pair of the parameters. For a particular color or a particular type of lines, the inner and the outer lines correspond to the 1σ and 2σ confidence contours respectively. In this figure, we have fixed the mean function to be the ΛCDM and chosen four different types of kernel covariance functions. The dashed-dotted green, dashed red, dotted blue, and solid black lines correspond to the squared exponential (SE), Matérn with order 5/2 (M5/2), rational quadratic (RQ), and periodic kernel covariance functions respectively. Corresponding to this, in Table III, we list the best-fit values and the 1σ marginalized confidence intervals of each parameter.

In Figure 12, we have plotted the triangle plot to show the marginalized probability of each parameter and the confidence contours for each pair of the parameters. For a particular color or a particular type of lines, the inner and the outer lines correspond to the 1σ and 2σ confidence contours respectively. In this figure, we have fixed the kernel covariance function to be the squared exponential (SE) and have chosen four different types of mean functions. The dashed-dotted green, dashed red, dotted blue, and solid black lines correspond to the ΛCDM, wCDM, CPL, and BA mean functions respectively. Corresponding to this, in Table IV, we list the best-fit values and the 1σ marginalized confidence intervals of each parameter.

In some cases, the predicted variances from the GPR analysis through Eqs. (C9) and (C17) are underestimating. Because of this reason, it is the best practice to include the uncertainties (obtained from the MCMC analysis) in the hyperparameters of the kernel covariance functions and the parameters of the mean functions instead of only considering their best-fit values. So, we compute the propagation of uncertainties in the mean values predictions of GPR through Eqs. (C8) and (C16) from the uncertainties of all the parameters, involved in these equations [46]. We do this propagation of uncertainties using the getdist package [83]. We add these propagated uncertainties with the GPR predicted uncertainties in Eqs. (C9), (C17), and (C25) to find the total covariances and correspondingly the total variances.

Appendix E: Dependence of GPR predictions on kernel covariance functions

Here we show how much the results change if we choose different kernel covariance functions. For this purpose, we list the mean values of \( M_B \) and the corresponding uncertainties in Table V obtained from SN+CC, SN+BAO, and SN+CC+BAO combinations of data for different kernel covariance functions with ΛCDM mean function. We see the results are very similar. We have also shown the percentage deviations. The notation, \( \% M_B \) corresponds to

\[
\% M_B = \left[ \frac{M_B}{M_B(\text{SE: ΛCDM})} - 1 \right] \times 100.
\]

The notation, \( \% \Delta M_B \) corresponds to

\[
\% \Delta M_B = \left[ \frac{\Delta M_B}{\Delta M_B(\text{SE: ΛCDM})} - 1 \right] \times 100.
\]

From Table V, we can see that mean values of \( M_B \) differ at sub-percentage levels for different kernel covariance functions. The uncertainties in \( M_B \) differ within 10% for different kernel covariance functions.
for SN+CC, SN+BAO, and SN+CC+BAO combinations of data for four different mean functions. For this purpose, we list the percentage deviations in the mean functions, mentioned in these tables. Here we have fixed the kernel covariance function to be the squared exponential (SE). We see that the deviations in the mean values of $M_B$ are within 0.1% and the deviations in the uncertainties are within 10%.

Appendix F: Dependence of GPR predictions on mean functions

Here, we show how much the results change if we choose different mean functions. For this purpose, we list the percentage deviations in $M_B$ and $\Delta M_B$, as in the previous subsection, in Table VI for SN+CC, SN+BAO, and SN+CC+BAO combinations of data for four different mean functions, mentioned in these tables. Here we have fixed the kernel covariance function to be the squared exponential (SE). We see that the deviations in the mean values of $M_B$ are within 0.1% and the deviations in the uncertainties are within 10%.

Appendix G: Full Pantheon data versus the binned data

So far, we have used the binned version of the Pantheon compilation for the type Ia supernova observations in our entire analysis. The results would be similar if we consider the full pantheon sample. Because, in the construction of the binned version of the data from the full pantheon sample, the errors are considered accordingly for the redshift points binning. To show this fact, now, we have considered the full pantheon sample and followed the same analysis as in the main text to find constraints

| SN+CC | SN+BAO | SN+CC+BAO |
|-------|--------|-----------|
| mean  | $M_B$  | $\%M_B$  | $\%\Delta M_B$ | $M_B$  | $\%M_B$  | $\%\Delta M_B$ | $M_B$  | $\%M_B$  | $\%\Delta M_B$ |
| LCDM  | $-19.384 \pm 0.052$ | 0.0 | 0.0 | $-19.396 \pm 0.016$ | 0.0 | 0.0 | $-19.395 \pm 0.015$ | 0.0 | 0.0 |
| wCDM  | $-19.390 \pm 0.053$ | 0.03 | 1.9 | $-19.400 \pm 0.016$ | 0.02 | 0.0 | $-19.398 \pm 0.016$ | 0.02 | 6.7 |
| CPL   | $-19.395 \pm 0.054$ | 0.06 | 3.8 | $-19.406 \pm 0.017$ | 0.05 | 6.3 | $-19.405 \pm 0.016$ | 0.05 | 6.7 |
| BA    | $-19.395 \pm 0.055$ | 0.06 | 5.8 | $-19.405 \pm 0.016$ | 0.05 | 0.0 | $-19.404 \pm 0.016$ | 0.05 | 6.7 |

TABLE VI: Values of $M_B$ and $\Delta M_B$ and their percentage deviations for different mean functions from the corresponding ones for the LCDM mean function. Here, the kernel covariance function is the squared exponential (SE).

| $M_B$ (full) | $\%M_B$ | $\%\Delta M_B$ |
|--------------|---------|-----------------|
| SN+CC        | $-19.379 \pm 0.052$ | -0.03 | 0.0 |
| SN+BAO       | $-19.391 \pm 0.016$ | -0.03 | 0.0 |
| SN+CC+BAO    | $-19.390 \pm 0.015$ | -0.03 | 0.0 |

TABLE VII: Values of $M_B$ and $\Delta M_B$ and their percentage deviations for full pantheon data from the corresponding ones for the binned data. Here, the kernel covariance function is the squared exponential (SE) and the mean function is the LCDM.
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