Understanding the intricate interplay of defects and electron–electron interactions is crucial to exploiting the full potential of materials for practical applications. At the nanoscale, the combined effects are more pronounced due to quantum confinement and can have both positive and negative subtle effects on device performance. Herein, we report optoelectronic properties of pristine and disordered monolayer PbTe. We obtain the pristine electronic structure from first-principles calculations with the modified Becke–Johnson potential. We study the combined impact of random defects due to Te and Pb vacancies and material-specific electron–electron interactions on the electronic and optical properties of monolayer PbTe. We use a generalized energy-dependent Anderson–Hubbard Hamiltonian within a first-principles-based many-body typical medium method to self-consistently calculate the single-particle electronic structure. The absorption spectra, which also accounted for the effects of electron–hole interactions, are studied using valence electron energy-loss spectroscopy (VEELS) and they are obtained by solving the Bethe–Salpeter equation. Our results show an anomalous dependence on spin–orbit coupling for the pristine nanostructure and demonstrate that increased vacancy concentrations lead to, among other things, enhancement of the band gap, resonant shallow impurities, strong renormalization of the VEELS, and a systematic increase of the effective plasmon energy.

PbTe is a prototype lead salt semiconductor that has been actively studied for use in thermoelectric energy conversion devices and other optoelectronic applications.\textsuperscript{1–16} PbTe is one of the most studied and efficient thermoelectric materials for mid-temperature power generation. The thermoelectric performance, characterized by the figure of merit $zT = \alpha S^2 T / k$ ($\alpha$ is electrical conductivity, $S$ is the Seebeck coefficient, and $k$ is thermal conductivity), depends on the carrier density (doping) and temperature $T$.\textsuperscript{4} In order to maximize the thermoelectric performance, the carrier density could be tuned by adjusting the dopant/defect concentrations, which also determines where the maximum of $zT$ will be located in the temperature space.\textsuperscript{7} Therefore, obtaining high $zT$ requires optimization of the doping level.\textsuperscript{4,7}

Many techniques, both experimental and computational, have been developed to probe the electronic structure of materials. One of the emerging techniques for characterizing changes in the electronic structure of materials is electron energy-loss spectroscopy (EELS) $L(\omega)$.\textsuperscript{17–22} EELS provides a non-optical approach for probing the electronic structure of materials. Recently, EELS has been used to study valence electron excitations in low-dimensional materials.\textsuperscript{21–27} Most EELS studies have focused mainly on ionization edges, which are edge loss energies corresponding to the excitation of core electrons generally above 100 eV.\textsuperscript{22,28–31} The features of the spectra in this regime are mainly due to the variations in the density of unoccupied states above the Fermi level.

In contrast, the low-loss spectra (valence EELS), which appear at lower energies below \~50 eV, are less studied. Valence EELS (VEELS) reflects (i) the collective excitation of the valence states (plasmons) due to a singly excited valence electron in the unoccupied state in the conduction band, (ii) the low-energy interband transition of a single electron, and (iii) possible metastable excitons. VEELS could be most useful for characterizing disordered materials since the collective oscillation of the valence electrons and their energies (plasmon losses) is related to the density of the valence electrons. In particular, the electronic response of the material due to plasmon loss is a signature of the complex dielectric function, which is related to the experimental single scattering distribution through $L(\omega)$.\textsuperscript{32,25} As such, it is a natural quantity for characterizing the electronic properties of a material.\textsuperscript{32,28,29}

Defects have been shown to be ubiquitous in materials, and at the nanoscale the impact is more pronounced due to quantum effects (see, e.g., ref. 32–34). This could have a significant impact on device performance. Herein, we have chosen PbTe, a well-known group IV–VI semiconductor used in thermoelectric energy conversion devices, and its alloy, a major...
component in the synthesis of optoelectronic systems for this study. Generally, defects can be in different forms. Depending on the growth conditions, both hole and electron conductivity have been observed in the bulk crystal of PbTe. Motivated in part by the recent experiments on lead salt nanocrystals confirming this observation, we explore the role of native defects due to Te and Pb vacancies in monolayer PbTe. While theoretical studies of Pb and Te vacancies have been reported at the DFT-level in the bulk crystal (see, e.g., ref. 8, 15 and 36) we are not aware of such a study for the monolayer crystal. This is not to say that the understanding of the pristine structure is not important as well. In our monolayer PbTe example (the crystal structure is shown in Fig. 1(a)), a rigorous study of the optoelectronic properties of the pristine structure is still lacking. As a result of this study, we will understand the main features of the electronic structure. However, to support the development of any practical applications, we also need to develop a better understanding of the properties of disordered PbTe. Herein, we use first-principles-based calculations to study the pristine structure and the defect morphology of disordered monolayer PbTe.

A significant challenge is that defects and electron–electron interactions are of central importance to understanding many physical and chemical processes in nanomaterials including photoemission, cation exchange, and accommodation of off-stoichiometry. Modeling the interplay of defects and electron–electron interactions is very challenging and computational approaches are still not yet well-developed. The lack of first-principles-based many-body calculations of the effects of defects on the properties of monolayer PbTe is one of the motivations of this study.

The basic features of the electronic structure of the bulk crystal are known both experimentally and theoretically (see above, and also, e.g., ref. 37–41). However, there are few computational results on the properties of monolayer PbTe (see, e.g., ref. 13 and 42) and none to the best of our knowledge on the role of defects or impurities. Experimentally, we are not aware of any reported results on the properties of disordered monolayer PbTe. Hence, our first-principles data could aid in the experimental design and fabrication of single-crystals of the lead salt family for optoelectronic applications that could benefit from the flexibility that abounds in nanostructures.

The purpose of this paper is threefold. First, we investigate the electronic properties of pristine PbTe as obtained from modern electronic structure calculations based on the modified Becke-Johnson (mBJ) potential. The mBJ potential yields the band gap and related properties of materials in better agreement with the experiment. Second, we study the role of native defects due to randomly distributed Te and Pb vacancies and material-specific electron–electron interactions in the electronic and absorption spectra of monolayer PbTe. Instead of the supercell approach of the density functional theory, which could be prohibitively expensive to simulate low vacancy concentrations ~1% and only describes ordered defect structures, we used the recently developed first-principles-based typical medium dynamical cluster approximation (TMDCA). The TMDCA systematically takes into account the intrinsic random nature of the defect states in crystals. As noted

Fig. 1  (a) Top and perspective view of the atomic structure of monolayer PbTe. The lattice exhibits a \( D_{4h} \) (space group no. 123) tetragonal crystal structure. (b) The electron localization function of monolayer PbTe. (c) The density functional theory band structure (black dashed bands) reproduced by the downfolded Hamiltonian \( H_0 \) (solid red bands) within the energy window \([-10.0, 12.0]\) eV obtained using the mBJ functional. A direct band gap \( E_g = 0.28 \) eV around the X-point of the \( k \)-space is predicted.
above, electron–electron interactions could be important to understanding the electronic and absorption features of monolayer PbTe. To adequately account for these many-body fine structures, we used the recently formulated energy-dependent Anderson–Hubbard Hamiltonian. This energy-dependent Hamiltonian uses a dynamical material-specific screened Coulomb interaction \( W(E) \) obtained by solving a separate self-consistent, quasiparticle Green’s function and screened Coulomb (sqGW) calculations instead of the usual onsite Hubbard interactions parameter. We characterize the electronic structure using the quasiparticle self-energy \( \Sigma(E) \) obtained from our self-consistent TMDCA calculations. Third, we explore and provide the absorption spectra of disordered monolayer PbTe via valence electron energy-loss spectroscopy. The absorption spectra accounted for the effects of electron–hole interactions by solving the Bethe–Salpeter equation (BSE) in the particle–hole channel as described in ref. 45 and 47. The BSE calculation used the single-particle Green’s function from our self-consistent TMDCA results, which accounts for the effects of both native defects due to vacancies and electron–electron interactions. We hope that the presented approach and results will motivate its use in characterizing the properties of PbTe and materials in general. Also, it is our hope that it stimulates future experiments to investigate the pristine crystals of monolayer PbTe and the role of defects on both the electronic properties and absorption spectra, especially the VEELS. Understanding the VEELS could be crucial since the states around the Fermi level are the most important in determining the electronic, optical, and transport properties of materials.

The main findings of our work are the following: (1) pristine monolayer PbTe is a semiconductor with a direct narrow band gap of \( \sim 0.28 \) eV occurring around the \( X \)-point of the \( k \)-space. The band extrema around the Fermi level are slightly shifted away from the \( X \)-point due to band inversion. The electronic structure exhibits anomalous behavior due to spin–orbit coupling (SOC), which increases rather than decreases the band gap. (2) Te and Pb vacancies in monolayer PbTe are found to have significantly different effects. Specifically, while Pb vacancies lead to more scattering and the generation of impurity levels close to the band edge, Te vacancies lead to increased band gap renormalization. In both cases, the defect-induced levels are mainly shallow impurity states. That is, the impurity states are located outside the band gap, and can be characterized as virtual bound states residing within the bands as resonant states. From this characterization, disordered PbTe single-crystals could be observed to be defect-tolerant. The ability of monolayer PbTe to host impurity states as shallow levels without the formation of localized deep-levels could be central to unraveling the unusual properties of the family of lead salts for diverse applications, e.g., as thermoelectric materials. (3) The intricate interplay of defects and electron–electron interactions affect the absorption spectra in a subtle way. In particular, we find that many-body effects are essential for the proper description of the VEELS, e.g., the plasmon energy is \( \sim 40\% \) higher when electron–electron interactions are neglected.

To study the interplay of random native defects and material-specific screened Coulomb interactions, we use the energy-dependent Anderson–Hubbard Hamiltonian

\[
\hat{H}(E) = \hat{H}_o + \sum_{i\alpha} v_{i\alpha} \hat{n}_{i\alpha} + W(E) \sum_{i\alpha} \hat{n}_{i\alpha}^\dagger \hat{n}_{i\alpha}^\dagger, \tag{1}
\]

where \( \hat{H}_o \) is the Hamiltonian of the pristine crystal, \( v_{i\alpha} \) is the disorder potential, and \( \hat{n}_{i\alpha} \) is the number operator, where \( i, \alpha \), and \( \sigma \) are site, orbital, and spin indices, respectively, and \( W(E) \) is the crystal-specific dynamical screened Coulomb interaction. The Hamiltonian for the pristine crystal \( \hat{H}_o \) and \( W(E) \) are obtained from self-consistent calculations based on the density functional theory (DFT)\(^4\) and the GW method,\(^5\) respectively. For the monolayer PbTe, we initially carried out full structural (ionic positions and cell volume) relaxation using the linearized augmented planewave (LAPW) method with the Perdew–Burke–Ernzerhof (PBE)\(^6\) exchange-correlation functional. The calculated lattice parameters are \( a_0 = 4.49 \) Å and \( c = 23.30 \) Å. The out of plane lattice constant \( c \) separates periodic images of monolayer PbTe to avoid the artifacts of the periodic boundary condition. Using the optimized crystal lattice, we carried out self-consistent electronic structure calculations with the modified Becke–Johnson potential\(^7\) as implemented in WIEN2K.\(^8\) This latter calculation yields the Kohn–Sham eigenvalues and eigenfunctions. All the DFT calculations were performed relativistically including spin–orbit coupling using a well-converged basis set with a dense Brillouin zone sampling grid of \( 20 \times 20 \times 1 \), a LAPW sphere radius of 2.50 Bohr for Pb and Te, and an \( R_{\text{min}} K_{\text{max}} = 9 \), where \( R_{\text{min}} \) is the smallest sphere radius in the system and \( K_{\text{max}} \) is the plane wave momentum cutoff. We obtained \( \hat{H}_o \) from the Kohn–Sham eigenvalues and eigenfunctions using a downfolding method that transforms the basis to a set of maximally localized Wannier functions as implemented in WANNIER90.\(^9\) For the monolayer PbTe considered herein, \( \hat{H}_o \) includes Pb (s, p, and d orbitals) and Te (s, p, and d orbitals) within the energy window \([-10.0, 12.0]\) eV. In essence, only the f-electrons, which are deep in energy are neglected in \( \hat{H}_o \). The 36-bands that make up \( \hat{H}_o \) reproduce the DFT band structure, with a direct single-particle energy band gap \( E_g \approx 0.28 \) eV around the \( X \)-point of the \( k \)-space [Fig. 1(c)]. To obtain \( W(E) \), we performed sqGW calculations using an energy cutoff of 450 (160) eV for the DFT (sqGW) with a \( 9 \times 9 \times 1 \) \( \Gamma \)-centered grid to represent the reciprocal space as implemented in the Vienna Ab Initio Simulation Package.\(^{10}\)

The single-particle Green’s function is a vital quantity that could be used to obtain the electronic and related properties of materials. For an infinite disordered crystal, only an approximate single-particle Green’s function could be obtained in our case, based on the typical medium dynamical cluster approximation. The TMDCA self-consistency is based on an approach consistent with the dynamical cluster theory approaches to correlated electron systems.\(^{11,12}\) The TMDCA maps the lattice problem (1) onto a periodically repeated system of size \( N \) primitive cells embedded in a typical medium.\(^{13,14}\) We solve iteratively the TMDCA equations in the presence of both random Te and Pb vacancies and \( W(E) \) to obtain the typical
single-particle Green’s function. Details of the implementation of the first-principles TMDCA are presented in ref. 44.

In order to calculate the valence-loss spectra, we need to obtain the two-particle Green’s function. To achieve this, the single-particle Green’s functions obtained from the TMDCA self-consistent calculations are used to solve the Bethe–Salpeter equation (BSE). Details of the implementation of the BSE for disordered materials are presented in refs. 45 and 47. For brevity, we will present only the essential steps to calculate the valence-loss spectra from the BSE. After obtaining the disorder and electron–electron interaction dressed single-particle Green’s function from the TMDCA self-consistent calculations, we calculate the dynamical charge susceptibility, which accounted for the screening within the typical medium as \( \chi(\mathbf{q}, \omega) = \chi_0(\mathbf{q}, \omega) [\mathbb{1} - W(\omega)\chi_0(\mathbf{q}, \omega)]^{-1} \), where \( \chi_0 \) is the bare charge susceptibility obtained as the convolution of two single-particle Green’s functions, \( W(\omega) \) is the material-specific dynamical screened Coulomb interaction, \( \omega \) is the excitation energy, and \( \mathbb{1} \) is the identity matrix.\(^{44,47} \) Recall that the dynamical dielectric function \( \varepsilon(\mathbf{q}, \omega) \propto \chi(\mathbf{q}, \omega) \). Then, we obtain the valence-loss function (for \( \mathbf{q} \to 0 \)) \( \varepsilon(\omega) = \Im [\varepsilon(\mathbf{q}, \omega)] \).

Imperfections in materials could take many forms not limited to antisites, adatoms, and vacancies. In the present study, we focus on material imperfections due to Te and Pb vacancies, respectively. We model the vacancies with a bimodal site potential \( V_{\text{site}} = V_{\text{W}} \) randomly generated using the probability mass functions \( P(V_{\text{W}} = W) = \delta \) and \( P(V_{\text{W}} = 0) = 1 - \delta \), where \( 0 \) (\( W \)) is for the ordered (disordered) site. The vacancy potential is set to an energy far greater than the pristine bandgap of monolayer PbTe. All the TMDCA calculations used a tetragonal crystal structure on a dense Brillouin zone sampling grid of \( 20 \times 20 \times 1 \) \( \mathbf{k} \) points.

We start the discussion of our results with the electronic properties of the pristine structure. We show in Fig. 1(a) the optimized atomic structure of monolayer PbTe, which contains 1-Pb and 1-Te in the unit cell forming a square lattice positioned in the mirror plane \( z = 0 \). We predict a lattice constant \( a_0 \approx 4.48 \) Å. In Fig. 1(b), we present the electron localization function, which shows mixed ionic-covalent bonding further confirmed by the bond order \( \sim 2.22 \) (2.34) for Pb (Te) as obtained from the net atomic charges.\(^{28} \) We present in Fig. 1(c) the calculated band structure of monolayer PbTe. The calculated spectra share some qualitative similarities with those previously reported, but important quantitative differences exist, which are due to our use of the mBJ functional. For instance, we predict a direct band gap \( E_g \approx 0.28 \) eV around the \( \Gamma \)-point of the high symmetry zone. We are not aware of any reported experimental band gap of monolayer PbTe and hence we cannot compare our predicted band gap with experimental ones. We note that the PBE-DFT band gaps with and without SOC are 0.19 and 0.24 eV, respectively. Recent DFT calculations indicated a near metallic solution with a band gap of \( \sim 0.09 \) eV.\(^{37} \) The data of Liu et al.\(^{36} \) and Kobayashi\(^{42} \) led to band gaps of 0.26 and 0.16 eV, respectively. We checked the dependence of the band gap on both lattice and computational parameters such as energy cutoff, Brillouin zone sampling, and radii of the LAPW spheres. In both cases, we noticed a band gap change of \( \sim 0.40 \) meV. Specifically, we found that a compression or expansion (\( \pm 2\% \)) of the lattice parameters could induce a band gap change of up to \( \pm 5.0 \) meV. This observation mirrors the anomalous dependence of the energy band gap on pressure observed in bulk lead salts.\(^{4} \) The pressure-induced effect in the energy band gap was attributed to the band ordering of the states around the Fermi level, which depends on the spin–orbit coupling.\(^{39,41} \) The predicted band gap is smaller than its bulk counterpart \( E_g \approx 0.36 \) eV by more than 20%. The smaller band gap of the monolayer could be understood from the above-described scenario since the predicted lattice constant of the monolayer crystal (\( \sim 4.48 \) Å) is smaller than the bulk lattice constant of \( \sim 6.46 \) Å. We also note recent first-principles calculations of IV–VI nanostructures, which attributed this anomalous behavior to pressure and crystal field effects.\(^{58,59} \) As a function of the input parameters, we noticed that using a smaller \( \mathbf{k} \)-point grid, e.g., \( 8 \times 8 \times 1 \) to sample the Brillouin zone increases the band gap by as much as 40 meV. In a conventional semiconductor, SOC generally leads to the decrease of the band gap. Surprisingly, our data show that SOC has anomalous effects on the electronic structure as it increased the band gap by as much as \( \sim 95 \) meV. We ascribe this behavior to the pressure-induced topological insulator (TI) in monolayer PbTe.\(^{49} \) The significance of this is that since the TI phase is intrinsic and has such a large band gap, it could be stable at room temperature with significantly smaller finite size effects.\(^{41} \)

Remarkably, the band structure of the monolayer shares many commonalities with the bulk counterpart, especially around the Fermi level. From Fig. 1(c), the Fermi level is located around the \( \Gamma \)-point, which also hosts the valence band maximum and the conduction band minimum. The bands are derived from a strong hybridization between Pb 6p (mainly in the conduction bands) and Te 5p (mainly in the valence bands) states with some contribution from the s and d states at higher energies of Pb and Te, respectively. In the conduction band, the spin–orbit splitting (SOS) of the two low-lying states at the \( \Gamma \)-point is \( \sim 1.54 \) eV and \( \sim 0.22 \) eV at the \( X \)-point. The conduction band SOS defined by the splitting of the second and third low-lying conduction bands at the \( \Gamma \)-point is \( \sim 0.60 \) eV. In the valence states, the SOS of the low-lying states is \( \sim 0.30 \) eV and \( \sim 1.0 \) eV at the \( X \)- and \( \Gamma \)-points, respectively. The calculated SOS values compare rather well with the bulk ones from both first-principles calculations and experiments.\(^{44,46,63} \)

In order to study the effects of electron–electron interactions and native defects on the electronic properties of monolayer PbTe, we computed the quasiparticle self-energy \( \Sigma(E) \). The self-energy could be said to be the “memory function” of a material as it is a measure of the energy acquired by carriers due to changes in their local environment. It is an important fingerprint of the electronic and related properties of materials. For example, \( \Sigma(E) \) is directly related to the scattering rate and the mass enhancement factor.\(^{44} \) The self-energy is obtained from the single-particle Green’s function as \( \Sigma(E) = G^{-1}(E) - G(E) \), where \( G \) and \( G \) are the site-excluded and fully (disorder and electron–electron interactions) dressed Green’s functions, respectively.
We show in Fig. 2 and 3 the imaginary part of the quasiparticle self-energy calculated at various Te and Pb vacancy concentrations. For small $\delta$, strong resonance states are observed around the Fermi level, especially at the conduction band minimum, which is mainly due to Pb-p$_z$ states. As $\delta$ increases, we observed resonant state broadening and significant spectra weight redistribution and transfer to higher energies. It can be observed from Fig. 2 and 3 that the band gap is systematically enhanced as it increases with increasing $\delta$. This effect is more pronounced in the data for disorder due to Te vacancies (Fig. 2). Also, Pb vacancies seem to induce more scattering in the spectra as could be seen from the higher spikiness (Fig. 3). Surprisingly, for all the vacancy concentrations considered herein, the defect-induced states are all shallow impurity levels residing in the bands as resonant states. This observation suggests that monolayer PbTe could be a potential defect-tolerant material. A similar observation was recently reported for monolayer PbSe. Hence, the ability of PbTe to host defect states as shallow levels outside the band gap could be a generic property of the family of lead salts, which warrants further investigation.

One significant implication of the TMDCA approach is that it uses the same primitive crystals of the pristine material to study the disordered crystals. This has advantages as well as disadvantages. While it allows for the study of very low concentrations since the computational cost does not scale with the system size as in the DFT supercell method, it, however, neglects any structural relaxation around the vacant sites. To ascertain the latter effect, we performed relaxed supercell calculations of size $5 \times 5 \times 1$ corresponding to a 4.0% Te and Pb vacancy concentration, respectively, using PBE-DFT. As can be seen from Fig. 4, both the DFT and the TMDCA data are qualitatively similar, especially at low energy. Subtle differences could be attributed to the different sampling techniques used in the two approaches: random disorder sampling used in the TMDCA and no sampling since defects are ordered in DFT. Hence, the neglect of lattice relaxation has insignificant effects on the conclusions reached in our analysis. These data also support the observed defect tolerance since no deep levels are induced within the band gap.

To gain some insight into the absorption spectra of disordered monolayer PbTe, we show in Fig. 5 and 6 the VEELS calculated at various Te and Pb vacancy concentrations, respectively. We note that the computed spectra show more features than traditional absorption spectra due to the smaller broadening $\sim 10^{-3}$ eV used in our calculations. As could be seen, there are several features of the spectra. The pristine VEELS show rather sharp plasmon peaks. Noticeable additional peaks and features are also observed, which we attribute to multiple plasmon losses. This behavior is reminiscent of what is observed in simple metals and most semiconductors but not in transition metal oxides that show single broad plasmon spectra. The prominent feature of the spectra is the main plasmon peak at $\sim 3.66$ eV. The pristine spectra show two sharp peaks at $\sim 1.10$ and $1.85$ eV. These lower fine structures are followed by a shoulder at $2.58$ eV, two other peaks at 3.13 and 4.30 eV, another shoulder at $\sim 5.0$ eV, and several other fine structures at higher energies. We could attribute the characteristic of the prominent low energy excitations to the dipole allowed transition from Te-p states located below the Fermi level to available unoccupied states above the Fermi level.

---

Fig. 2 The TMDCA@DFT results for the imaginary part of the quasiparticle self-energy of monolayer PbTe at various Te vacancy concentrations $\delta$. The Fermi level is set at zero of the energy scale.

Fig. 3 The TMDCA@DFT results for the imaginary part of the quasiparticle self-energy of monolayer PbTe at various Pb vacancy concentrations $\delta$. The Fermi level is set at zero of the energy scale.
The impact of the Te and Pb vacancies on the overall magnitude of \( L(\omega) \) varies at different parts of the spectra. While the obtained disordered spectra due to Te and Pb vacancies share some commonalities, some subtle differences could be seen as highlighted below. In both cases, the \( L(\omega) \) appears to be slightly blue shifted. At higher energies above \( \sim 2.12 \text{ eV} \), we observed an increase in the magnitude of \( L(\omega) \) as the vacancy concentration increases. This could be attributed to the reduction in the generation of free excitons as disorder induced by the vacancies enhances the localization of carriers in the proximity of the Fermi level. However, below \( \sim 2.12 \text{ eV} \), the magnitude of \( L(\omega) \) initially increased, then decreased at \( \delta \sim 4\% \) before increasing monotonically as \( \delta \) is increased. The decreased valence-loss at \( \delta \sim 4\% \) signifies increased absorption, which could be within the optimal doping concentration in monolayer PbTe. This could be further explored to harness its optoelectronic properties. Also, as \( \delta \) is increased, some of the fine structures observed in the pristine spectra get broadened and then disappear. For example, the sharp features at \( \sim (1.10 \text{ and } 1.85) \text{ eV} \) are systematically broadened as \( \delta \) increases and could be seen to merged into a shoulder at \( \sim 1.88 \text{ eV} \) for \( \delta \sim 5\% \).

As observed further from Fig. 6, that as the Pb vacancy

![Fig. 4](image_url) Comparison of the density of states obtained using the DFT supercell approach with the TMDCA@DFT for Te (a) and Pb (b) vacancy concentrations \( \delta = 4.0\% \). The DFT calculations used a \( 5 \times 5 \times 1 \) supercell with the PBE functional and the TMDCA@DFT used a normal averaging procedure. Observe that in both cases studied herein, the defect-induced states are all resonant levels with no localized deep-level states within the band gap.

![Fig. 5](image_url) The low-energy loss spectra of monolayer PbTe at various Te vacancy concentrations \( \delta \) as a function of the excitation energy \( h\omega \). The spectra included the effects of electron–hole interactions through the Bethe–Salpeter equation. For reference, we also include the spectra of pristine monolayer PbTe depicted with a turquoise background.

![Fig. 6](image_url) The low-energy loss spectra of monolayer PbTe at various Pb vacancy concentrations \( \delta \) as a function of the excitation energy \( h\omega \). The spectra included the effects of electron–hole interactions through the Bethe–Salpeter equation. For reference, we also include the spectra of pristine monolayer PbTe depicted with a turquoise background.
concentration is increased, impurity states appear at the band edge, which are blue-shifted as \( \delta \) is increased and a shoulder could be observed at \( \sim 2.0 \) eV. These two spectral features are absent in the data obtained for the disorder due to Te vacancies (Fig. 5). The former feature is predominantly due to Pb-p and Pb-c states while the latter emanated mainly from a hybridization between the Pb-p\(_z\) and Pb-p\(_y\) states.

The subtle additional fine structures below and above the prominent peak of the spectra observed both in the pristine and disordered crystal could be due to additional energy loss from nondipole transitions and collective excitation. This could occur since we obtained the valence-loss spectra using the BSE, which takes into account higher order diagrams beyond the random-phase approximation. We note that the RPA data (not shown) show fewer or no structures within this photon-energy range. Consider the electron energy loss associated with a single electron transition \( I \propto \rho^u(\mathbf{r} - \mathbf{r}'|\mathbf{r}|\mathbf{r}'|\mathbf{r}) \), \(^{47}\) where \( \rho^u \) is the unoccupied density of states, \( \psi_i(\mathbf{r}) \) is the occupied initial (unoccupied final) state, \( \Delta_E \) is the momentum transfer from the incident electron to the excited electron, and \( \mathbf{r} \) is the relative position of the electron. Within the RPA, the dipole approximation \( I \approx \left| \langle \psi_i|\Delta_E \mathbf{r} - \mathbf{r}'|\psi_f \rangle \right|^2 \) is used, which guarantees that all the observed transitions obey the dipole selection rule change of the angular momentum quantum number \( \Delta l = \pm 1 \). However, due to the proximity of the outer shell electrons to the Fermi level, \( \Delta_E \mathbf{r} \) could approach or even exceed unity rendering the dipole approximation inapplicable. Even more importantly, our calculated spectra also included the effects of both electron-electron and electron-hole interactions. The latter two effects and the higher order diagrams accounted for in the BSE account for crystal local-field effects due to inhomogeneities of the electronic density that could be missed in dipole approximations. The crystal local-field effects have been shown to have significant effects on the absorption spectra and hence the plasmon features in some materials.\(^{48,49}\) Our recent sqGW calculations show that crystal local-field effects significantly affect the optical properties of monolayer MoS\(_2\), e.g., the quasiparticle band gap is reduced by \( \sim 8.0\% \).\(^{45}\)

To further quantify the VEELS, we calculate the effective plasmon energy \( E_{p_e}^e \) of monolayer PbTe at various Te and Pb vacancy concentrations, respectively. This could be obtained as the maximum of the VEELS\(^{60,71}\) from Fig. 5 and 6. The Drude model could also be used to approximate the effective plasmon energy as \( E_{p_D}^0 = \hbar \omega_p \),\(^{72}\) where \( \hbar \) is the reduced Planck constant and \( \omega_p \) is the plasmon frequency, which we approximate as \( \omega_p = \int_{\omega_2(\omega)} \omega d\omega \) for a given \( \delta \). We show in Table 1 the \( E_{p} \) from the two approaches at various \( \delta \). As expected, the effective plasmon energy estimated from the Drude model decreases as the vacancy concentration is increased due to a decrease in valence electron density. However, the effective plasmon energy obtained using the peaks of the VEELS increases with increasing vacancy concentrations due to many-body effects, which renormalized the spectra, especially the valence electron density.

We also observe that the Drude model significantly overestimates (at low \( \delta \)) and underestimates (at high \( \delta \)) the effective plasmon energy. This is not surprising since it assumes material homogeneity and independent particle approximation. The \( E_{p}^e \) obtained from the pristine crystal within the RPA without the effects of electron–electron interactions is \( \sim 6.27 \) eV. This is more than 40% the value obtained using the BSE, which accounted for the effects of electron–electron interactions. This latter observation shows the importance of going beyond the dipole approximations and taking into account electron inhomogeneities (crystal local-field effects) beyond the RPA to properly describe the VEELS of monolayer PbTe. We note that the plasmon energy obtained in the case of disorder due to Te vacancies is slightly higher than that resulting from disorder due to Pb vacancies. We attribute this to the difference in the local symmetry of the orbitals around the Fermi level: Te-p states dominate valence bands whereas Pb-p states dominate conduction bands. There is still no available experimental plasmon energy for monolayer PbTe. We, however, note the value of \( \sim 10 \) eV reported for bulk PbTe.\(^{72,73}\) Aside from the fact that this is for the bulk crystal, this experimental value has not taken into account many-body effects which, as is obvious from our discussion above, significantly affect the plasmon energy.

We have studied the electronic structure of pristine and disordered monolayer PbTe. The pristine structure is a narrow band gap semiconductor with rather anomalous spin–orbit coupling effects. We explore the roles of randomly distributed (Te and Pb) vacancies and material-specific Coulomb interactions on the electronic and valence-energy-loss properties of monolayer PbTe using a first-principles-based many-body typical medium approach. Our results show that both electron–electron interactions and vacancies affect the optical and electronic properties in a subtle way. Our results reveal that aside from the well-known n- (p-) doping due to Te (Pb) vacancies, they show markedly different behavior, e.g., significantly higher scattering as observed in the quasiparticle self-energy and the appearance of impurity states at the band edge compared to the optical absorption at high Pb vacancy concentrations. Our calculations also show that many-body effects significantly affect the absorption spectra even for the pristine crystal. The computed data reveal that disorder due to both Te and Pb vacancies induced mainly shallow impurity states residing as resonant levels within the bands with no localized deep-levels within the band gap. This observation suggests that monolayer PbTe could be a potential defect-tolerant material and that defect-engineering is a useful tool that could be used to harness its optoelectronic properties.

| \( \delta \) | \( E_{p}^e[\text{Te}] \) | \( E_{p}^e[\text{Pb}] \) | \( E_{p_D}^0[\text{Te}] \) | \( E_{p_D}^0[\text{Pb}] \) |
|---|---|---|---|---|
| 0.0 | 3.67 (6.27) | 3.67 (6.27) | 4.96 | 4.96 |
| 1.0 | 3.59 | 3.55 | 5.09 | 4.74 |
| 2.0 | 3.60 | 3.56 | 4.59 | 4.30 |
| 4.0 | 3.78 | 3.60 | 4.41 | 3.89 |
| 5.0 | 3.87 | 3.69 | 4.20 | 3.81 |
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