ABSTRACT

Barrett’s oesophagus (BE) is one of the early indicators of esophageal cancer. Patients with BE are monitored and undergo ablation therapies to minimise the risk, thereby making it eminent to identify the BE area precisely. Automated segmentation can help clinical endoscopists to assess and treat BE area more accurately. Endoscopy imaging of BE can include multiple modalities in addition to the conventional white light (WL) modality. Supervised models require large amount of manual annotations incorporating all data variability in the training data. However, it becomes cumbersome, tedious and labour intensive work to generate manual annotations, and additionally modality specific expertise is required. In this work, we aim to alleviate this problem by applying an unsupervised domain adaptation technique (UDA). Here, UDA is trained on white light endoscopy images as source domain and are well-adapted to generalise to produce segmentation on different imaging modalities as target domain, namely narrow band imaging and post acetic-acid WL imaging. Our dataset consists of a total of 871 images consisting of both source and target domains. Our results show that the UDA-based approach outperforms traditional supervised U-Net segmentation by nearly 10% on both Dice similarity coefficient and intersection-over-union.
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1. INTRODUCTION

Oesophageal adenocarcinoma (OAC) is the 7th most common cause of cancer deaths with a 5-years survival rate of only 14%. One common precursor of OAC is Barrett’s oesophagus (BE), which develops in about 10–20% of patients with chronic gastroesophageal reflux disease or inflammation of the oesophagus [1]. If detected early, OAC can be treated, which is why early detection of OAC is critical to improve patient survival. Endoscopy is therefore recommended for surveillance of patients with BE. Expert endoscopists can identify areas at risk of developing cancer, but this is challenging. Changes in the surface structure of the tissue and other irregularities indicate precancerous and cancer development. Identifying the extent of inflammation is an important measure of risk stratification. Here, automated segmentation can be a crucial step to delineate the region of interest (BE in this case) more robustly and reliably. Convolutional Neural Network (CNN) based approaches such as Fully Convolutional Network (FCN) [2], U-Net [3], DeepLab [4] are known to perform well in the biomedical image segmentation domain, including segmentation tasks on gastrointestinal (GI) endoscopy [5] [6] [7] [8]. Here, the majority of teams also used U-Net-based models for multi-class GI disease segmentation challenge [6]. Gupta et al. [9] proposed a motion induced U-Net based segmentation strategy for kidney stone segmentation in the ureteroscopy data. Guo et al. [7] utilised a fully convolutional network based on atrous kernels to segment polyps. Similarly, DeepLabv3+ with ResNet50 backbone was used to segment BE from esophageal endoscopy data [8]. However, these fully supervised models often do not generalise to different imaging modalities due to domain shift, and often obtaining reliable annotations for all these modalities require domain expertise and tremendous manual labeling time. Thus, to address this issue, domain adaptation [10] and knowledge distillation [11] approaches have been proposed for unsupervised or semi-supervised domain learning where annotations are not required in the target (test) dataset.

Tsai et al. [12] developed a domain adaptation model for semantic segmentation based on a multi-level adversarial network which shares the segmentation loss for both source
Fig. 2: Complete architecture of adversarial unsupervised domain adaptation. a) Training of source domain where latent embedding is learnt with a reconstruction loss, KL-divergence loss and perceptual loss. In addition, the edge maps are added to the feature map of the decoder. U-Net is trained to segment the reconstructed image. b) Target domain images are mapped to the latent vector space and iterated to minimise structure similarity loss before input to the U-Net.

2. METHOD

The proposed Barrett’s oesophagus (BE) segmentation approach is based on the UDA framework which consists of three main modules: (i) a VAE based generative model trained only on source domain (Fig. 2a), ii) a U-Net architecture for segmentation, and (iii) inference on target domain using VAE latent optimizing by optimising $L_{ssim}$ (Fig. 2b). Below we will detail each component in detail.

2.1. VAE training on source domain

VAEs are the latent space derived generative models that are based on variational inference distributions where $Q_\phi(z|x)$ approximates the true posterior $P_\theta(z|x)$. The Evidence Lower Bound term $\mathcal{L}(\theta, \phi)$ in Eq. (1) eliminates the non-negative KL-term making a lower bound on the data log-likelihood only which is maximized in VAE by parameterising $Q_\phi(z|x)$ and $P_\theta(x|z)$.

$$\ln (P_\theta(x)) = \mathcal{L}(\theta, \phi) + D_{KL}[Q_\phi(z|x)||P_\theta(z)]$$  

$$\mathcal{L}(\theta, \phi) = \mathbb{E}_{Q_\phi} [\ln (P_\theta(x|z))] - D_{KL}[Q_\phi(z|x)||P_\theta(z)]$$  

where,

Following the VAE framework [15], we use two neural networks: an encoder network $g_\phi$ to compute the approximate posterior; and a decoder network $h_\theta$ to compute the image likelihood of the observed data $P_\theta(x|z)$. During training, the “reconstructed” $x$ image is sampled in a two-step process: (i) sample $z \sim N(0, I)$ and (ii) sample $x$ from $P_\theta(x|z)$ at the outer layer of the decoder network.
Together with the reconstruction loss $\mathcal{L}_r$, a perceptual loss $\mathcal{L}_p$ is also computed. While $\mathcal{L}_r$ is computed as an $l_2$–norm between the source sample and the reconstructed sample, perceptual loss is computed as an $l_2$–norm between their feature embedding. Such a combined loss helps to obtain more sharper images compared to classical standard reconstruction loss alone. In addition, as shown in Fig. 2 (a), the edges of the input images are extracted and concatenated into the decoder network in VAE through a skip connection to better generalise the source and target domains. Fig. 2 (b) shows a schematic diagram of a complete VAE architecture used for training on the source domain.

2.2. Segmentation network

The segmentation network consists of a U-Net where an EfficientNet-B4 is used as a backbone, wherein its input is the reconstructed image obtained from the decoder. A combined loss function consisting of dice loss $L_{DSC}$ and binary cross entropy loss $L_{BCE}$ is minimised between the predicted masks and the source ground truth masks.

2.3. Inference on target domain via VAE latent search

The trained VAE encoding aims to find the nearest point from the source domain, given a sample from the target domain, through an optimisation over the latent space representation $z$, as can be seen in Fig. 2 (b). Once the decoder $h_0$ of the VAE is trained on the source distribution $p_s(x)$, given an image $\hat{x}_t$ from the target distribution, the latent search algorithm finds the nearest point by optimizing latent vector over the iterative process. As shown in the Fig. 1 the WL images are used in the source domain while the PAA and NBI are used in the target domain. The optimization procedure is performed by minimizing the structural similarity index (SSIM) based loss $\mathcal{L}_{ssim}$ between the image $\hat{x}_t$ from target domain and reconstructed target image $\tilde{x}_t$ from the VAE. The SSIM for a pair of images $(x, \tilde{x})$ is defined as:

$$SSIM(x, \tilde{x}) = \left(\frac{\mathbb{E}(x \cdot \tilde{x})}{\sqrt{\mathbb{E}(x^2) \cdot \mathbb{E}(\tilde{x}^2)}}\right)^\alpha \cdot \left(\frac{\mathbb{V}ariance(x)}{\mathbb{V}ariance(\tilde{x})}\right)^\beta \cdot \left(\frac{\mathbb{V}ariance(x)}{\mathbb{V}ariance(\tilde{x})}\right)^\gamma$$

(3)

Here $l$, $c$ and $s$ denote luminance, contrast and structure similarities of the given pair of images, respectively. The parameters $\alpha$, $\beta$ and $\gamma > 0$; and the similarity loss function $L_{ssim}$ is given by:

$$\mathcal{L}_{ssim}(x, \tilde{x}) = 1 - SSIM(x, \tilde{x})$$

(4)

After the convergence of $\mathcal{L}_{ssim}$ the optimal latent space is used to generate the closest clone of source domain which is then used as an input to the segmentation network to predict the target mask.

3. EXPERIMENTS AND RESULTS

3.1. Dataset

We have curated a new dataset that consists of a total of 970 still image frames acquired from nearly 100 multi-patient videos. All images represent the oesophageal area of patients with Barrett’s oesophagus, a well-known precursor for oesophageal cancer. The videos were acquired during gastroesophageal endoscopy at the John Radcliffe Hospital, Oxford. All annotations were performed by two experienced post-doctoral researchers, one PhD student, and reviewed by two senior gastroenterologists.

We evaluated the approach on the presented BE dataset by splitting it into three sub-datasets: WLI (source domain), NBI (target domain) and PAA (target domain) with 589 (80–20 train and validation split), 282 and 99 images, respectively.

3.2. Implementation Details

The VAE architecture is shown in Fig. 2 for both training and inference stage. In all experiments, the images were resized to $128 \times 128$ pixels. For VAE training process, the following loss functions are utilized: reconstruction loss $L_r$ as the mean squared error, and the perceptual loss is computed from the features extracted from the 6th layer of the segmentation network [16] and is trained on the source domain, WLI. An RMSProp with learning rate of 0.001 is used as an optimiser for segmentation network. The VAE network is trained for 100 epochs with a batch size of 32 with the same optimiser RMSprop but with a learning rate of 0.0001.

3.3. Results

We have evaluated our methods on NBI and post-acetic acid WL modalities (target domains) using two standard metrics: intersection-over union (IoU) and dice coefficient (DSC). Training for both these cases was done only on the WLI modality. However, for measuring the efficacy of the method, we also trained on mixed source image samples and tested on the mixed target samples with the shared 25% data in each.

Table 1: Comparison of the UDA framework for Barrett’s segmentation (BarrettsSegUDA) with U-Net architecture.

| Method          | WLI → NBI | WLI → post acetic acid |
|-----------------|-----------|------------------------|
|                 | Mixed     | Separated              | Mixed       | Separated               |
| IoU DSC         | 0.765     | 0.885                  | 0.791       | 0.803                   |
| IoU DSC         | 0.762     | 0.879                  | 0.717       | 0.717                   |

| Method          | WLI → NBI | WLI → post acetic acid |
|-----------------|-----------|------------------------|
|                 | Mixed     | Separated              | Mixed       | Separated               |
| IoU DSC         | 0.767     | 0.881                  | 0.762       | 0.879                   |
| IoU DSC         | 0.798     | 0.901                  | 0.774       | 0.893                   |
Fig. 3: Visualization of segmentation of Barrett’s oesophagus (BE) for both experiments. (a) and (b) indicate sample image and corresponding ground truth mask of the target domain. Segmentation of the given sample image by U-Net is shown in (c) and by the proposed UDA network in (d). The reconstructed image from VAE network is shown in (e).

**WLI → NBI:** In this case, we choose WLI as the source domain and NBI as the target domain (WLI → NBI). Table 1 shows the empirical analysis of the applied UDA structure for BE segmentation against the standard U-Net model. We initially assessed the performance of the UDA model trained only on the source domain and tested on the target domain (referred as “separated”). We further investigated the effect of adding some images from training domain into the target domain (referred as “mixed”) on the segmentation. For the mixed, 25% of WLI images were merged into the target domain test. Table 1 shows that, the BarrettsSegUDA gives 10.5% higher IoU and 8.8% better DSC compared to the traditional U-Net model in the target separated dataset. For the mixed target-source dataset, the proposed model output is comparable to the standard U-Net model. Fig. 3 (I) shows that BarrettsSegUDA is more close to the ground truth mask compared to that of the standard U-Net model in segmentation, thereby indicating the effectiveness of the latent space optimisation algorithm in the inference module.

**WLI → PAA images:** In the second case, we conduct further domain generalisation experiment with the UDA approach using WLI as the source and post-acetic acid WL images as the target domain. Table 1 compares the performance of the UDA model with the classical U-Net model along with the target “separated” (trained only on source domain) and “mixed” target (25% merged from source domain). It can be seen that the BarrettsSegUDA model offers better performance in IoU and DSC than U-Net model by 5.7% and 6.5%, respectively. It can also be seen in Fig. 3 (II) that the predicted masks using proposed UDA model for the post-acetic acid WL image is more similar to the ground truth images in comparison to those predicted by the U-Net model.

**4. CONCLUSION**

We have applied an unsupervised domain adaptation framework for segmentation of Barrett’s oesophagus area, an early cancer precursor. The proposed approach provided a generalised prediction of segmentation masks of unlabelled endoscopy images in cross modalities. The method does not depend on the existence of target labels and hence provided accurate and robust results in different imaging conditions. The experimental results demonstrated the effectiveness of the UDA model. In the future work, we will assess how the UDA framework can be extended to the semi-supervised domain adaptation setting.
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