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Abstract. We develop an inexact primal-dual first-order smoothing framework to solve a class of non-bilinear saddle point problems with primal strong convexity. Compared with existing methods, our framework yields a significant improvement over the primal oracle complexity, while it has competitive dual oracle complexity. In addition, we consider the situation where the primal-dual coupling term has a large number of component functions. To efficiently handle this situation, we develop a randomized version of our smoothing framework, which allows the primal and dual sub-problems in each iteration to be inexactly solved by randomized algorithms in expectation. The convergence of this framework is analyzed both in expectation and with high probability. In terms of the primal and dual oracle complexities, this framework significantly improves over its deterministic counterpart. As an important application, we adapt both frameworks for solving convex optimization problems with many functional constraints. To obtain an ε-optimal and ε-feasible solution, both frameworks achieve the best-known oracle complexities.
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1. Introduction. We consider a class of convex-concave saddle point problems (SPPs) in which the primal-dual coupling function is not bilinear and has finite-sum structure, and the primal problem is strongly convex (see Section 2 for details). This class of SPP has applications in numerous fields, including game theory, machine learning, and statistics (see Section 2.2 for two specific examples). In Section 5, we focus on one of the most important examples, convex optimization problems with functional constraints. For more applications, we refer readers to [6, 11, 13] and the references therein.

Over the past few years, bilinear SPPs have been studied extensively, with many efficient algorithms proposed, e.g., Nesterov smoothing [22] and the primal-dual hybrid gradient method (PDHG) [5]. For non-bilinear non-smooth SPPs without composite structure, the existing algorithms are mainly based on the primal-dual subgradient method (e.g., [19, 23]). For non-smooth SPPs with composite structure (e.g., the problem in (1), see Section 2), the algorithms for smooth SPPs can be extended and their oracle complexities can be improved. For example, the Mirror-Prox method [20] was extended in [13] to solve (1), Nesterov smoothing was extended in [15] to solve a class of convex-linear SPPs. Recently, the PDHG method, originally developed for bilinear SPPs, was extended in [11, 33] to solve (1). In addition, the stochastic and randomized versions of the aforementioned methods have also been developed in [10, 14, 33] to tackle the situation where only stochastic first-order oracles are available. However, most of these methods focus on the case where the primal problem is non-strongly convex, so the favorable strong convexity condition may not be exploited to further improve the oracle complexity. Two works that have utilized this condition are [11, 13], which are based on the Mirror-Prox and PDHG methods, respectively. However, both works only consider the special case of a strongly convex - linear SPP.
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Therefore, in this work, we aim to answer the following question: *Can we develop an algorithmic framework that works for strongly convex - generally concave SPP, yet with improved oracle complexity over the existing methods?*

We make three main contributions. First, we develop a (deterministic) inexact primal-dual smoothing (IPDS) framework (i.e., Algorithm 1) for solving the non-bilinear SPP in (1) with primal strong convexity. Compared with existing works for the case where the dual problem is generally concave, the primal oracle complexity of our framework is significantly better, while the dual oracle complexity is competitive. In addition, in contrast to the methods in [11, 13], which can *only* improve the primal oracle complexity for strongly convex-linear SPP, our framework applies to strongly convex-generally concave SPP. Second, we develop a randomized version of our IPDS framework (i.e., Algorithm 2), by allowing each sub-problem to be solved inexactly in expectation. This framework is particularly useful in the regime where $n$ is large in (4). In addition, we show that Algorithm 2 converges with high probability. See the discussion at the end of Section 4 for a summary of the complexity results and see Table 1 for a comparison of the complexities of our proposed method with existing methods. Finally, we apply both of our aforementioned frameworks (i.e., Algorithms 1 and 2) to convex optimization problems with (potentially many) functional constraints (more precisely, to their associated Lagrangian problems; see Section 5.1 for details). To do so, we manage to overcome two challenges: the unboundedness of the dual feasible region and the dependence of the smoothness parameter on the dual variable (see Section 5.3). To obtain an $\varepsilon$-optimal and $\varepsilon$-feasible solution (cf. (88)), both Algorithms 1 and 2 achieve the state-of-the-art (primal) oracle complexities.

Compared to other first-order methods with similar oracle complexities but specifically designed for constrained convex optimization problems, our frameworks enjoy much wider applicability.

The rest of the paper is organized as follows. In the next section, we provide the problem setting and some preliminaries that are used in the sequel. In Section 3, we develop the deterministic IPDS framework and present its convergence analysis and oracle complexity. In Section 4, we develop a randomized version of the IPDS framework, we establish its oracle complexity, and then we present its convergence with high probability. Finally, we apply our IPDS frameworks to solve the saddle point problems associated with the constrained convex optimization problems in Section 5.

### 2. Problem setting and preliminaries.

**Notations.** We denote $\mathbb{R} \triangleq \mathbb{R} \cup \{+\infty\}$, $\mathbb{R}_+ \triangleq [0, +\infty)$, $\mathbb{Z}_+ \triangleq \mathbb{N} \cup \{0\}$, and $[n] \triangleq \{1, \ldots, n\}$. For a function $g : \mathbb{E} \rightarrow \mathbb{R}$, we denote its domain by $\text{dom} \ g \triangleq \{x \in \mathbb{E} : g(x) < +\infty\}$. For any set $\mathcal{K}$, $\text{int} \mathcal{K}$ and $\text{bd} \mathcal{K}$ denote the interior and boundary of $\mathcal{K}$, respectively.

In the following, we formally define the class of convex-concave saddle point problems that are studied in this paper. Two specific SPP applications are given in Section 2.2. In Section 2.3 and Section 2.4, we define the primal and dual first-order oracles, the primal and dual functions, the duality gap associated with the saddle function, their smoothed versions, and the inexact solutions of the optimization problems appearing in these definitions. We then prove some smoothness properties of the formerly defined quantities in Section 2.5. These smoothness properties are involved...
in the convergence analysis and the oracle complexity of our upcoming algorithms. More specifically, Proposition 2.2 is used to establish the reduction of the smoothed duality gap in Lemma 3.3. It is also used to establish that the oracle complexities in Section 3.4 and Section 4.3 depend on the constant $L_D$ given in Proposition 2.1.

2.1. Problem setting. Let $(E_1, \| \cdot \|_{E_1})$ and $(E_2, \| \cdot \|_{E_2})$ be finite-dimensional real normed spaces, with dual spaces $(E_1^*, \| \cdot \|_{E_1^*})$ and $(E_2^*, \| \cdot \|_{E_2^*})$, respectively. We consider the following SPP

\[ \min_{x \in \mathcal{X}} \max_{\lambda \in \Lambda} \{ S(x,\lambda) \triangleq f(x) + g(x) + \Phi(x,\lambda) - h(\lambda) \}, \]

where $\mathcal{X} \subseteq E_1$ and $\Lambda \subseteq E_2$ are nonempty, convex, and closed sets, $\mathcal{X}$ is bounded and the functions $f, g : E_1 \to \mathbb{R}$ and $h : E_2 \to \mathbb{R}$ are convex, closed, and proper (CCP) functions. We assume that $\mathcal{X} \subseteq \text{dom } g$, $\Lambda \subseteq \text{dom } h$, and both $g$ and $h$ admit tractable Bregman proximal projections (BPP) on $\mathcal{X}$ and $\Lambda$, respectively (see Section 2.4 for its precise definition). In addition, we assume that $f$ is differentiable on an open set $\mathcal{X}' \supseteq \mathcal{X}$, and $\mu$-strongly convex (s.c.) and $L$-smooth on $\mathcal{X}$ (where $L \geq \mu > 0$),

\[ \frac{\mu}{2} \| x - x' \|_{E_1}^2 \leq f(x) - f(x') - \langle \nabla f(x'), x - x' \rangle \leq \frac{L}{2} \| x - x' \|_{E_1}^2, \quad \forall x, x' \in \mathcal{X}, \]

where $\langle \cdot, \cdot \rangle$ denotes the duality pairing between $E_1^*$ (resp. $E_2^*$) and $E_1$ (resp. $E_2$). It is worth noting that if $f$ is twice continuously differentiable then the $L$-smoothness condition over the closed and bounded set $\mathcal{X}$ is automatically satisfied.

We next state our assumptions on the function $\Phi : E_1 \times E_2 \to \mathbb{R}$. First, it is convex-concave, i.e., for any $(x, \lambda) \in E_1 \times E_2$, $\Phi(\cdot, \lambda)$ is convex on $E_1$ and $\Phi(x, \cdot)$ is concave on $E_2$. In addition, $\Phi$ satisfies the $(L_{xx}, L_{\lambda x}, L_{\lambda \lambda})$-smoothness condition (where $L_{xx}, L_{\lambda x}, L_{\lambda \lambda} \geq 0$) on $\mathcal{X} \times \Lambda$, i.e., for any $x, x' \in \mathcal{X}$ and $\lambda, \lambda' \in \Lambda$,

\[ \begin{align*}
(3a) & \quad \| \nabla_x \Phi(x, \lambda) - \nabla_x \Phi(x', \lambda) \|_{E_1^*} \leq L_{xx} \| x - x' \|_{E_1}, \\
(3b) & \quad \| \nabla_x \Phi(x, \lambda) - \nabla_x \Phi(x, \lambda') \|_{E_1^*} \leq L_{\lambda x} \| \lambda - \lambda' \|_{E_2}, \\
(3c) & \quad \| \nabla_\lambda \Phi(x, \lambda) - \nabla_\lambda \Phi(x', \lambda) \|_{E_2^*} \leq L_{\lambda \lambda} \| x - x' \|_{E_1}, \\
(3d) & \quad \| \nabla_\lambda \Phi(x, \lambda) - \nabla_\lambda \Phi(x, \lambda') \|_{E_2^*} \leq L_{\lambda \lambda} \| \lambda - \lambda' \|_{E_2},
\end{align*} \]

where $x \mapsto \nabla_x \Phi(x, \lambda)$ and $\lambda \mapsto \nabla_\lambda \Phi(x, \lambda)$ denote the gradients of $\Phi(\cdot, \lambda)$ and $\Phi(x, \cdot)$, respectively. For later use, let us define the (primal) condition number

\[ \kappa_{\mathcal{X}} \triangleq \frac{(L + L_{xx})}{\mu}. \]

We assume that the saddle function $\Phi(\cdot, \cdot)$ has the following finite-sum structure

\[ \Phi(x, \lambda) \triangleq \frac{1}{n} \sum_{i=1}^{n} \Phi_i(x, \lambda), \]

where for each $i \in [n]$ and any $(x, y) \in E_1 \times E_2$, $\Phi_i : E_1 \times E_2 \to [-\infty, +\infty]$ is convex-concave and satisfies the $(L_{xx}^i, L_{\lambda x}^i, L_{\lambda \lambda}^i)$-smoothness condition on $\mathcal{X} \times \Lambda$. As a result, the smoothness parameters of $\Phi$ can be bounded by $L_{xx} \leq (1/n) \sum_{i=1}^{n} L_{xx}^i$, $L_{\lambda x} \leq (1/n) \sum_{i=1}^{n} L_{\lambda x}^i$ and $L_{\lambda \lambda} \leq (1/n) \sum_{i=1}^{n} L_{\lambda \lambda}^i$. In addition, we are particularly interested in the setting where the number of component functions (i.e., $n$) is large.

For well-posedness, we assume that for the SPP in (1), at least one saddle point $(x^*, \lambda^*)$ exists, i.e., there exists $(x^*, \lambda^*) \in \mathcal{X} \times \Lambda$ such that
\[ S(x^*, \lambda) \leq S(x^*, \lambda^*) \leq S(x, \lambda), \quad \forall (x, \lambda) \in \mathcal{X} \times \Lambda. \]

2.2. Applications. In the following, we illustrate two specific applications of the SPP in (1). In Section 5, we introduce another important application, namely convex optimization with functional constraints. More applications can be found in [6,11,13] and the references therein.

Application I: Two-player zero-sum game with non-linear payoff [6]. Define the following sets:
\[ \mathcal{X} \triangleq \{ x \geq 0 : \sum_{i=1}^{n} x_i = N \} \quad \text{and} \quad \mathcal{Y} \triangleq \{ y \geq 0 : \sum_{i=1}^{n} y_i = P \}, \]
where \( N, P > 0 \) are problem constants. Let us consider the following problem:
\[ \min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \frac{\alpha}{2} \|x\|_2^2 + \sum_{i=1}^{n} \log \left( 1 + \frac{\beta_i y_i}{\sigma_i + x_i} \right) - \frac{\gamma}{2} \langle Qy, y \rangle, \]
where \( \beta_i, \sigma_i > 0 \), for all \( i \in [n] \), \( Q \succeq 0 \) (i.e., \( Q \) is a symmetric and positive semidefinite matrix), and \( \alpha, \gamma \geq 0 \). Indeed, Problem (7) is motivated by the classical water-filling problem in information theory (see, e.g., [7]). Specifically, \( n \) denotes the number of Gaussian communication channels, and each channel \( i \) has noise power \( \sigma_i \), for all \( i \in [n] \). Let Alice and Bob be two players, with noise power \( N \) and transmission power \( P \), respectively. Alice wishes to allocate her noise power to these \( n \) channels to minimize the total channel capacity, whereas Bob aims to allocate his transmission power to these \( n \) channels to maximize the total channel capacity. Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) denote the allocation plans of Alice and Bob, respectively. The total channel capacity is given by \( \sum_{i=1}^{n} \log \left( 1 + \frac{\beta_i y_i}{\sigma_i + x_i} \right) \), where \( \{\beta_i\}_{i \in [n]} \) are normalization constants. Apart from this, the allocation plans \( x \) and \( y \) incur costs \( (\alpha/2)\|x\|_2^2 \) for Alice and \( (\gamma/2)\langle Qy, y \rangle \) for Bob, respectively. Therefore, Problem (7) reflects the zero-sum game where Alice (resp. Bob) wishes to minimize (resp. maximize) the total channel capacity, while accounting for her (resp. his) allocation cost. The saddle points of Problem (7) are precisely the Nash equilibria of this game.

Application II: Proximal sub-problem of nonconvex-concave optimization [29,34]. Let \( E_1 \) be a finite-dimensional real Hilbert space. Consider the SPP in (1), where \( f \equiv 0 \), \( \Phi(\cdot, \lambda) \) is \( \gamma \)-weakly convex for any \( \lambda \in \Lambda \) (\( \gamma \geq 0 \)), i.e.,
\[ - (\gamma/2) \|x' - x\|_{E_1}^2 \leq \Phi(x', \lambda) - \Phi(x, \lambda) - \langle \nabla x \Phi(x, \lambda), x' - x \rangle, \]
and all other assumptions are unchanged. In this setting, we wish to find a near-stationary point of the primal function \( x \mapsto \max_{\lambda \in \Lambda} S(x, \lambda) \) on \( \mathcal{X} \) (see [29] for its definition). To do so, a natural strategy is to apply the proximal point method to the primal function. Consequently, at each iteration of this method, given the current iterate \( x \in \mathcal{X} \), one needs to solve the following sub-problem:
\[ \min_{x' \in \mathcal{X}} \max_{\lambda \in \Lambda} \{ \widetilde{S}(x', \lambda) \triangleq g(x') + \gamma \|x' - x\|_{E_1}^2 + \Phi(x', \lambda) - h(\lambda) \}. \]
It is clear that \( \widetilde{S}(\cdot, \lambda) \) is \( (\gamma/2) \)-strongly convex on \( \mathcal{X} \) for any \( \lambda \in \Lambda \). Therefore, Problem (9) is indeed an instance of Problem (1).

2.3. Primal and Dual First-order Oracles. Since we are interested in developing primal-dual first-order methods to solve the SPP in (1), where \( \Phi(\cdot, \cdot) \) has the
finite-sum structure as in (4), we set up the primal and dual first-order oracles as follows: Upon receiving \((x, \lambda, i) \in \mathcal{X} \times \Lambda \times [n]\), the primal oracle \(\mathcal{O}^P\) returns \(\nabla_x \Phi_i(x, \lambda)\) and the dual oracle \(\mathcal{O}^D\) returns \(\nabla_{\lambda_i} \Phi_i(x, \lambda)\). In addition, \(\mathcal{O}^P\) returns \(\nabla f(x)\) upon receiving \((x, 0)\). Accordingly, we define the primal oracle complexity and dual oracle complexity to be the number of oracle calls of \(\mathcal{O}^P\) and \(\mathcal{O}^D\), respectively.

2.4. Definitions. First, we define the primal function \(\psi^P : \mathbb{E}_1 \to \mathbb{R}\) and the dual function \(\psi^D : \mathbb{E}_2 \to \mathbb{R}\) associated with \(S(\cdot, \cdot)\) as

\[
\psi^P(x) \triangleq \sup_{\lambda \in \Lambda} S(x, \lambda) = f(x) + g(x) + \hat{\psi}^P(x), \quad \forall x \in \mathbb{E}_1, \\
\psi^D(\lambda) \triangleq \inf_{x \in \mathcal{X}} S(x, \lambda) = \hat{\psi}^D(\lambda) - h(\lambda), \quad \forall \lambda \in \mathbb{E}_2,
\]

where

\[
\hat{\psi}^P(x) \triangleq \sup_{\lambda \in \Lambda} \{\hat{S}^D(x, \lambda) \triangleq \Phi(x, \lambda) - h(\lambda)\}, \quad \forall x \in \mathbb{E}_1, \\
\hat{\psi}^D(\lambda) \triangleq \inf_{x \in \mathcal{X}} \{\hat{S}^P(x, \lambda) \triangleq f(x) + g(x) + \Phi(x, \lambda)\}, \quad \forall \lambda \in \mathbb{E}_2.
\]

Let \(\omega : \mathbb{E}_2 \to \mathbb{R}\) be a CCP function that is 1-s.c. and continuous on \(\Lambda\) and essentially smooth, i.e., \(\omega\) is continuously differentiable on \(\text{int dom} \omega \neq \emptyset\), and \(\|\nabla w(\lambda_k)\|_* \to +\infty\) as \(\lambda_k \to \lambda \in \text{bd dom} \omega\) [1]. In addition, for any \(\alpha > 0\) and \(v \in \mathbb{E}_2^*\), the following problem (which is defined by the triple \((\omega, h, \Lambda)\))

\[
\min_{\lambda \in \Lambda} h(\lambda) + \langle v, \lambda \rangle + \alpha^{-1} \omega(\lambda)
\]

has a (unique) easily computable solution in \(\Lambda^* \triangleq \Lambda \cap \text{int dom} \omega\). We call \(\omega\) a distance generating function (DGF) w.r.t. \((h, \Lambda)\). Additionally, we say that \(h\) has a tractable BPP on \(\Lambda\) if and only if such an \(\omega\) exists. Since we also assume that \(g\) has a tractable BPP on \(\mathcal{X}\) (cf. Section 1), there exists a DGF \(\varpi : \mathbb{E}_1 \to \mathbb{R}\) w.r.t. \((g, \mathcal{X})\). Similar to \(\Lambda^*\), we also define \(\mathcal{X}^* \triangleq \mathcal{X} \cap \text{int dom} \varpi\). The assumption that (14) can be solved easily is typical in the literature on first-order methods for composite optimization on normed spaces (see e.g., [28]). Since we employ such methods to solve the sub-problems in our framework (cf. Sections 3.2 and 4.1), we also make this assumption throughout the whole work.

Based on \(\omega\), we define the dual-regularized saddle function

\[
S_\rho(x, \lambda) \triangleq S(x, \lambda) - \rho \omega(\lambda),
\]

where \(\rho > 0\) is the smoothing parameter. By introducing the regularization for the dual saddle function, we are able to define the \(\rho\)-smoothed duality gap later in (23). The \(\rho\)-smoothed duality gap plays an important role in our upcoming convergence analysis. The primal function \(\psi^P_\rho : \mathbb{E}_1 \to \mathbb{R}\) associated with \(S_\rho(\cdot, \cdot)\) is

\[
\psi^P_\rho(x) \triangleq \sup_{\lambda \in \Lambda} S_\rho(x, \lambda) = f(x) + g(x) + \hat{\psi}^P_\rho(x), \quad \forall x \in \mathbb{E}_1,
\]

where

\[
\hat{\psi}^P_\rho(x) \triangleq \sup_{\lambda \in \Lambda} \{\hat{S}^D_\rho(x, \lambda) \triangleq \Phi(x, \lambda) - h(\lambda) - \rho \omega(\lambda)\}, \quad \forall x \in \mathbb{E}_1.
\]

Next, we introduce the optimal solutions of the optimization problems in (13) and (17).
Since $f$ is $\mu$-s.c. on $\mathcal{X}$, the minimization problem in (11) has the unique solution

$$ x^*(\lambda) \triangleq \arg \min_{x \in \mathcal{X}} \hat{S}^P(x, \lambda), \quad \forall \lambda \in \mathbb{E}_2. $$

In addition, for any $\lambda \in \mathbb{E}_2$ and $\gamma \geq 0$, we call $\bar{x}_\gamma(\lambda) \in \mathcal{X}$ an $\gamma$-inexact solution if

$$ \hat{S}^P(\bar{x}_\gamma(\lambda), \lambda) - \psi^D(\lambda) = \hat{S}^P(x^*(\lambda), \lambda) - \hat{S}^P(x^*(\lambda), \lambda) \leq \gamma. $$

Similar to (13), since $\hat{S}^D(x, \cdot)$ is $\rho$-strongly concave on $\Lambda$, the maximization problem in (17) has the unique solution

$$ \lambda^*_\rho(x) \triangleq \arg \max_{\lambda \in \Lambda} \hat{S}^D(x, \lambda), \quad \forall x \in \mathbb{E}_1. $$

For any $x \in \mathbb{E}_1$ and $\eta \geq 0$, we call $\bar{\lambda}_{\rho, \eta}(x) \in \Lambda$ an $\eta$-inexact solution if

$$ \hat{S}^D(x, \bar{\lambda}_{\rho, \eta}(x)) \leq \hat{S}^D(x, \lambda^*_\rho(x)) - \hat{S}^D(x, \bar{\lambda}_{\rho, \eta}(x)) \leq \eta. $$

We assume that inexact solutions of (13) and (17) can be found efficiently. Note that optimization algorithms admitting inexactness in solving the auxiliary subproblems have been studied extensively, see, e.g., [8,9,12,25,26] and the references therein.

Finally, we define the duality gap $\Delta : \mathbb{E}_1 \times \mathbb{E}_2 \rightarrow \mathbb{R}$ associated with $S(\cdot, \cdot)$ as

$$ \Delta(x, \lambda) \triangleq \psi^P(x) - \psi^D(\lambda), \quad \forall (x, \lambda) \in \mathbb{E}_1 \times \mathbb{E}_2. $$

Clearly, $(x^*, \lambda^*) \in \mathcal{X} \times \Lambda$ is a saddle point of (1) if and only if $\Delta(x^*, \lambda^*) = 0$. Then, for any $\varepsilon > 0$, we call $(\bar{x}, \bar{\lambda}) \in \mathcal{X} \times \Lambda$ an $\varepsilon$-saddle point of (1) if $\Delta(\bar{x}, \bar{\lambda}) \leq \varepsilon$. Additionally, we define the ($\rho$-)smoothed duality gap $\Delta_\rho : \mathbb{E}_1 \times \mathbb{E}_2 \rightarrow \mathbb{R}$ as

$$ \Delta_\rho(x, \lambda) \triangleq \psi^P(x) - \psi^D(\lambda), \quad \forall (x, \lambda) \in \mathbb{E}_1 \times \mathbb{E}_2. $$

2.5. Smoothness Properties. We first show that the optimal solution $x^*(\cdot)$ in (18) is Lipschitz on $\mathbb{E}_2$ and that the function $\hat{S}^D$ in (13) is smooth on $\mathbb{E}_2$.

**Proposition 2.1.** The function $\hat{S}^D$ is differentiable on $\mathbb{E}_2$ and for any $\lambda \in \mathbb{E}_2$, $\nabla \hat{S}^D(\lambda) = \nabla_\lambda \hat{S}^P(x^*(\lambda), \lambda) = \nabla_\lambda \Phi(x^*(\lambda), \lambda)$. In addition, $x^*(\cdot)$ is $(L_{\lambda x}/\mu)$-Lipschitz on $\mathbb{E}_2$ and $\nabla \hat{S}^D$ is $L_D$-Lipschitz on $\mathbb{E}_2$, where

$$ L_D \triangleq L_{\lambda \lambda} + L_{\lambda x}^2/\mu. $$

**Proof.** Since for any $(x, \lambda) \in \mathbb{E}_1 \times \mathbb{E}_2$, $\mathcal{X}$ is compact, $\hat{S}^P(\cdot, \lambda)$ is $\mu$-s.c. on $\mathcal{X}$, and $\hat{S}^P(x, \cdot)$ is differentiable on $\mathbb{E}_2$, we use Danskin’s Theorem [3, Proposition B.25] to conclude that $\hat{S}^D$ is differentiable on $\mathbb{E}_2$ and $\nabla \hat{S}^D(\lambda) = \nabla_\lambda \hat{S}^P(x^*(\lambda), \lambda)$. To show Lipschitz continuity of $x^*(\cdot)$, note that for any $\lambda_1, \lambda_2 \in \mathbb{E}_2$, since $\hat{S}^D(\cdot, \lambda_1)$ is $\mu$-s.c.,

$$ \|x^*(\lambda_2) - x^*(\lambda_1)\|^2 \leq \frac{4}{\mu} (\hat{S}^P(x^*(\lambda_2), \lambda_1) - \hat{S}^P(x^*(\lambda_1), \lambda_1)) $$

$$ \|x^*(\lambda_2) - x^*(\lambda_1)\|^2 \leq \frac{4}{\mu} (\hat{S}^P(x^*(\lambda_1), \lambda_2) - \hat{S}^P(x^*(\lambda_2), \lambda_2)). $$

On the other hand,
Therefore, by combining (25) and (26), we have

\[
\| \cdot \|_\psi \leq \| \cdot \|_\Lambda \leq L_{\lambda_\ast} \| \lambda_1 - \lambda_2 \|,
\]

where in (a) we use the definition of \( \hat{S}^p(\cdot, \cdot) \) in (18), in (b) we use the definition of the dual norm \( \| \cdot \| \), and in (c) we use the Lipschitz continuity of \( \nabla_\lambda \Phi(\cdot, \lambda) \) in (3c). Therefore, by combining (25) and (26), we have

\[
\| x^*(\lambda_1) - x^*(\lambda_2) \| \leq \frac{L_{\lambda_\ast}}{\mu} \| \lambda_1 - \lambda_2 \|.
\]

As a result,

\[
\| \nabla \hat{\psi}^D(\lambda_1) - \nabla \hat{\psi}^D(\lambda_2) \|_* = \| \nabla_\lambda \Phi(x^*(\lambda_1), \lambda_1) - \nabla_\lambda \Phi(x^*(\lambda_2), \lambda_2) \|_* \\
\leq \| \nabla_\lambda \Phi(x^*(\lambda_1), \lambda_1) - \nabla_\lambda \Phi(x^*(\lambda_2), \lambda_1) \|_* + \| \nabla_\lambda \Phi(x^*(\lambda_2), \lambda_1) - \nabla_\lambda \Phi(x^*(\lambda_2), \lambda_2) \|_* \\
\leq L_{\lambda_\ast} \| x^*(\lambda_1) - x^*(\lambda_2) \| + L_{\lambda_\lambda} \| \lambda_1 - \lambda_2 \| \leq (L_{\lambda_\ast}^2/\mu + L_{\lambda_\lambda}) \| \lambda_1 - \lambda_2 \|,
\]

where in the last inequality we use (27).

By a symmetric argument, we can also conclude that \( \hat{\psi}^D_\rho \) is differentiable on \( \mathbb{E}_1 \) and \( \nabla \hat{\psi}^D_\rho = (L_{xx} + L_{\lambda_\cdot}/\rho) \)-Lipschitz on \( \mathbb{E}_2 \). For this reason, we call \( \hat{\psi}^D_\rho \) the \( (\rho) \)-smoothed primal function and consequently, \( \Delta_\rho \) the \( (\rho) \)-smoothed duality gap.

Based on Proposition 2.1, we can establish the following results involving \( \bar{x}_\gamma(\lambda) \), i.e., the \( \gamma \)-inexact solution of (11).

**Proposition 2.2.** For any \( \gamma \geq 0 \) and \( \lambda, \lambda' \in \mathbb{E}_2 \), we have

\[
\| \nabla_\lambda \hat{S}^p(\bar{x}_\gamma(\lambda), \lambda) - \nabla \hat{\psi}^D(\lambda) \|_* \leq L_{\lambda_\ast} \sqrt{2\gamma/\mu},
\]

\[
0 \leq \hat{S}^p(\bar{x}_\gamma(\lambda), \lambda) - \hat{\psi}^D(\lambda') + \langle \nabla_\lambda \hat{S}^p(\bar{x}_\gamma(\lambda), \lambda), \lambda' - \lambda \rangle \leq L_D \| \lambda - \lambda' \|^2 + 2\gamma.
\]

**Proof.** See Appendix.

### 3. Deterministic IPDS Framework

We develop the IPDS framework based on the idea of the smoothed duality gap reduction.

**Assumption 3.1.** The set \( \Lambda \) is bounded.

To see the implication of this assumption, for any \( (x, \lambda) \in \mathcal{X} \times \Lambda \), we may bound

\[
| \Delta(x, \lambda) - \Delta_\rho(x, \lambda) | = | \sup_{\lambda \in \Lambda} S(x, \lambda) - \sup_{\lambda \in \Lambda} S_\rho(x, \lambda) | \\
\leq \sup_{\lambda \in \Lambda} | S(x, \lambda) - S_\rho(x, \lambda) | = \rho \sup_{\lambda \in \Lambda} | \omega(\lambda) | < +\infty,
\]

where the last inequality follows from Assumption 3.1, the closedness of \( \Lambda \) and the continuity of \( \omega \) on \( \Lambda \). For later use, define
Algorithm 1 Deterministic IPDS framework

Input: Initial smoothing parameter $\rho_0 > 0$, nonnegative error sequences $\{\eta_k\}_{k \in \mathbb{Z}_+}$ and $\{\gamma_k\}_{k \in \mathbb{Z}_+}$, interpolation sequence $\{\tau_k\}_{k \in \mathbb{Z}_+} \subseteq (0, 1)$ and deterministic first-order algorithms $N_1$ and $N_2$.

Initialize: $x^0 \in \mathcal{X}$, $\lambda^0 \in \Lambda$ and $k = 0$.

Repeat (until some convergence criterion is met)
1. Use $N_1$ to find $\tilde{\lambda}_{\rho_k, \eta_k}(x^k) \in \Lambda$ such that
   \[ \hat{\psi}^P_{\rho_k}(x^k) - \hat{\psi}^D_{\rho_k}(x^k, \tilde{\lambda}_{\rho_k, \eta_k}(x^k)) \leq \eta_k. \]  
2. Set $\hat{\lambda}^k = \tau_k \lambda^k + (1 - \tau_k) \tilde{\lambda}_{\rho_k, \eta_k}(x^k)$.
3. Use $N_2$ to find $\tilde{x}_{\gamma_k}(\hat{\lambda}^k) \in \mathcal{X}$ such that
   \[ \hat{\psi}^P(\tilde{x}_{\gamma_k}(\hat{\lambda}^k), \hat{\lambda}^k) - \hat{\psi}^D(\hat{\lambda}^k) \leq \gamma_k. \]  
4. Set $x^{k+1} = \tau_k x^k + (1 - \tau_k) \tilde{x}_{\gamma_k}(\hat{\lambda}^k)$.
5. Set $\rho_{k+1} = \tau_k \rho_k$.
6. Use $N_1$ to find $\tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1}) \in \Lambda$ such that
   \[ \hat{\psi}^P_{\rho_{k+1}}(x^{k+1}) - \hat{\psi}^D_{\rho_{k+1}}(x^{k+1}, \tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1})) \leq \eta_k. \]  
7. Set $\lambda^{k+1} = \tau_k \lambda^k + (1 - \tau_k) \tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1})$.
8. Set $k = k + 1$.

Output: $(x^{\text{out}}, \lambda^{\text{out}}) \triangleq (x^k, \lambda^k)$.

(31) \[ B_{\omega, \Lambda} \triangleq \sup_{\lambda \in \Lambda} |\omega(\lambda)|. \]

Since $\omega$ is also 1-s.c. on $\Lambda$, we conclude that $B_{\omega, \Lambda} < +\infty$ if and only if $\Lambda$ is bounded.

Remark 3.2. We provide a few remarks about Assumption 3.1 (which is equivalent to $B_{\omega, \Lambda} < +\infty$). First, it helps to connect the smoothed duality gap $\Delta_{\rho}$ to the duality gap $\Delta$. Indeed, in our analysis, we first analyze the convergence rate of the smoothed duality gap, and then show that the same rate holds for the (original) duality gap if $B_{\omega, \Lambda} < +\infty$. Note that we do not need this assumption to derive any convergence results regarding the smoothed duality gap. Finally, we note that Assumption 3.1 is required by many other algorithms for solving SPPs, e.g., Mirror-Prox [20], HPE-type [15] and PDHG [33], although for different reasons. Indeed, it is typical in works where the duality gap is used as the convergence criterion, and is not specific to our work.

3.1. Framework Description.. The framework is presented in Algorithm 1. We choose both $N_1$ and $N_2$ to be first-order methods. Let us describe the main ideas behind this framework. From (30), we observe that $\Delta(x, \lambda) \leq \Delta_{\rho}(x, \lambda) + \rho B_{\omega, \Lambda}$. Therefore, if there exists a primal-dual pair $(x, \lambda) \in \mathcal{X} \times \Lambda$ such that the smoothed duality gap $\Delta_{\rho}(x, \lambda)$ is small, then with a small smoothing parameter $\rho$, the duality gap $\Delta(x, \lambda)$ will also be small. This leads us to develop a framework that “sufficiently” reduces both the smoothed duality gap and smoothing parameter in each iteration.
Indeed, in step 5 of Algorithm 1, the smoothing parameter $\rho_k$ is reduced by a factor of $\tau_k \in (0, 1)$. The same factor is also used to do interpolation of the primal and dual iterates (cf. steps 2, 4 and 7). In contrast to the smoothing frameworks for bilinear SPPs (e.g., [21, 22]), our framework does not require the sub-problems (13) and (17) to be solved exactly. Instead, we only need inexact solutions satisfying certain accuracy criteria (involving the parameters $\gamma_k$ and $\eta_k$; cf. (32), (33) and (34)). In principle, such solutions can be computed via any first-order method. (For the implementation details, we refer to Section 3.2.) The success of our framework hinges upon the proper choices of $\tau_k$, $\gamma_k$ and $\eta_k$, which ensure the reduction of the smoothed duality gap $\Delta_{\rho_k}(x^k, \lambda^k)$ in each iteration, and simultaneously decrease $\rho_k$ (cf. Section 3.3).

3.2. Solving Sub-problems. In Algorithm 1, it is important to solve the sub-problems in steps 1, 3 and 6 inexactly in an efficient manner. As mentioned in Section 2.4, these optimization problems have composite forms, hence it is natural for us to employ optimal first-order algorithms to solve them. Examples of such algorithms include the accelerated proximal gradient method (APG) in [24, Equation (4.9)], the primal dual gradient method (PDG) in [16, Algorithm 2] and a variant of the fast iterative shrinkage-thresholding algorithm (V-FISTA) in [2, Chapter 10]. V-FISTA and APG are developed for optimization problems in finite-dimensional real Hilbert spaces. As mentioned in [24], the analysis of APG can be extended to finite-dimensional real normed spaces in a standard way as in [22]. In the sequel, for the purpose of theoretical analysis, we use APG as the sub-problem solver in steps 1, 3 and 6.

Next, we briefly review the convergence rate of APG. Consider the following composite optimization problem:

\begin{equation}
\min_{u \in \mathcal{U}} \{ \Psi(u) \triangleq \phi_1(u) + \phi_2(u) \},
\end{equation}

where $\mathcal{U}$ is a convex and compact set in a finite-dimensional real normed space $\mathbb{U}$, $\phi_1$ and $\phi_2$ are CCP functions, $\phi_1$ is $L'$-smooth on $\mathcal{U}$, $\Psi$ is $\mu'$-s.c. on $\mathcal{U}$ ($\mu' > 0$) and $\phi_2$ admits an easily computable BPP on $\mathcal{U}$ with DGF $\pi$ (cf. Section 2.4). Denote the unique solution of (35) by $u^* \in \mathcal{U}$ and define $\kappa' \triangleq L'/\mu'$. For any starting point $u^0 \in \mathcal{U}^o \triangleq \mathcal{U} \cap \text{int dom } \pi$, from [24, Theorem 6] (see also [24, Section 5.1]), we have

\begin{equation}
\Psi(u^N) - \Psi(u^*) \leq (L'/4)(1 + 1/\sqrt{2\kappa'})^{-2(N-1)} D_{\mathcal{U},\pi}(u^0) \quad \forall N \in \mathbb{N},
\end{equation}

where $u^N$ denotes the $N$-th iterate and $D_{\mathcal{U},\pi}(u^0)$ denotes the Bregman radius of $\mathcal{U}$ measured at $u^0$. Precisely, it is defined as

\begin{equation}
D_{\mathcal{U},\pi}(u^0) \triangleq \max_{u \in \mathcal{U}} D_\pi(u, u^0) < +\infty,
\end{equation}

where

\begin{equation}
D_\pi(u, u^0) \triangleq \pi(u) - \pi(u^0) - \langle \nabla \pi(u^0), u - u^0 \rangle
\end{equation}

denotes the Bregman divergence between $u$ and $u^0$. (Note that the finiteness of $D_{\mathcal{U},\pi}(u^0)$ follows from the compactness of $\mathcal{U}$ and the continuity of $\pi$ on $\mathcal{U}$.) In other words, to find an $\varepsilon$-inexact solution of (35), the number of iterations of APG (or equivalently, the number of first-order oracle calls made by APG) does not exceed
Therefore, based on (39), to find an \( \eta \)-inexact solution of (17) (cf. (21)), the number of dual oracle calls (cf. Section 2.3) made by \( N \) does not exceed

\[
C_{N_1} \triangleq n \left\{ \left\lfloor \frac{L_{\lambda \lambda} D_{\lambda \omega}(\lambda^0)}{2 \rho} + 1 \right\rfloor \right\} = O \left( n \sqrt{\frac{L_{\lambda \lambda}}{\rho}} \log \left( \frac{L_{\lambda \lambda}}{\eta} \right) \right),
\]

where \( \lambda^0 \in \Lambda^o \) denotes the starting point of \( N_1 \) and \( D_{\lambda \omega}(\lambda^0) \triangleq \max_{\lambda \in \Lambda} D_{\omega}(\lambda, \lambda^0) \). In addition, to find a \( \gamma \)-inexact solution of (13) (cf. (19)), the number of primal oracle calls made by \( N_2 \) does not exceed

\[
C_{N_2} \triangleq (n + 1) \left\{ \left\lfloor \frac{L + L_{xx}}{2 \mu} \log \left( \frac{(L + L_{xx}) D_{\lambda \omega}(x^0)}{4 \gamma} \right) \right\rfloor + 1 \right\} = O \left( n \sqrt{L \kappa} \log \left( \frac{(L + L_{xx})}{\gamma} \right) \right),
\]

where \( x^0 \in \mathcal{X}^o \) denotes the starting point of \( N_2 \) and \( D_{\lambda \omega}(x^0) \triangleq \max_{x \in \mathcal{X}} D_{\omega}(x, x^0) \). Note that by Assumption 3.1, \( D_{\lambda \omega}(\lambda^0) \) and \( D_{\lambda \omega}(x^0) \) are both finite, for any \( \lambda^0 \in \Lambda^o \) and \( x^0 \in \mathcal{X}^o \). Therefore, we do not need to know the optimal solution or the optimal objective value of the problem in (17) (resp. (13)) in order to find \( \lambda_{\rho, \eta}(x) \) (resp. \( \bar{\lambda}_\gamma(\lambda) \)). Instead, we can simply run APG for a pre-determined number of iterations according to the iteration upper bounds in (40) and (41).

Finally, note that in Algorithm 1, if we fix \( \bar{\pi} \in \mathcal{X}^o \) and \( \bar{\lambda} \in \Lambda^o \) and use them as the starting points to solve (33), (32) and (34) in iteration \( k \), then both \( D_{\mathcal{X}, \bar{\pi}}(\bar{\pi}) \) and \( R_{\lambda \omega}(\bar{\lambda}) \) are finite constants independent of \( k \). When the diameter of \( \mathcal{U} \) can be estimated easily (as in Application I in Section 1 or the examples in [22, Section 4]), it may be preferable in the practical sense to use the iterates from the current iteration as the starting point for solving the subproblems in the next iteration.

### 3.2.1. An adaptive stopping criterion.

Note that the aforementioned strategy to find \( \lambda_{\rho, \eta}(x) \) and \( \bar{\lambda}_\gamma(\lambda) \), i.e., by running APG for a pre-determined number of iterations, has two potential drawbacks. First, in some cases, it is hard to find upper bounds for the Bregman radii \( D_{\lambda \omega}(\lambda^0) \) and \( D_{\lambda \omega}(x^0) \). Second, even if we can find these upper bounds, for certain cases, the strategy can be overly conservative in practice, as the number of iterations given in (40) and (41) are obtained for the worst cases. Therefore, in the following, we provide an adaptive stopping criterion for \( N_1 \) and \( N_2 \) that possibly serves as a remedy for the drawbacks described above.

Note that for almost all proximal-gradient-type methods (including APG, PDG and V-FISTA) applied to (35), each iteration \( k \) involves solving the following subproblem:

\[
u_k^{k+1} = \arg \min_{u \in \mathcal{U}} \left\{ \phi_2(u) + \langle \nabla \phi_1(\tilde{u}^k), u \rangle + L' D_{\pi}(u, \tilde{u}^k) \right\} \in \mathcal{U}^o,
\]

where \( \tilde{u}^k \) may or may not be the same as \( u^k \), depending on whether acceleration is involved. Let us compute an additional point \( \tilde{u}^{k+1} \) as follows:

\[
\tilde{u}^{k+1} = \arg \min_{u \in \mathcal{U}} \left\{ \phi_2(u) + \langle \nabla \phi_1(u^{k+1}), u \rangle + L' D_{\pi}(u, u^{k+1}) \right\} \in \mathcal{U}^o.
\]
From (39), we see that if an optimal first-order method is used to solve Problem (35),
\[
\| \mathcal{T} \| \leq \frac{1}{L} \left( \frac{s}{2} \right) \| u \| + \| b \| ^2 / (2s),
\]
for any \( s > 0, a \in \mathbb{U} ^ * \) and \( b \in \mathbb{U} \). Therefore, we obtain
\[
\Psi(\bar{u} ^ {k+1}) - \Psi(u ^ *) \leq \| G ^ {k+1} \| ^ 2 / (2\mu ^ *).
\]
From (47), we see that to find an \( \varepsilon \)-inexact solution of (35) using any proximal-gradient-type method, it suffices to stop at iteration \( k \) where \( \| G ^ k \| ^ * \leq \sqrt{2\mu ^ * \varepsilon} \).

Next, let us suppose that the DGF \( \pi \) has \( L_\pi \)-Lipschitz gradient on \( \mathbb{U} \), i.e.,
\[
\| \nabla \pi(u_1) - \nabla \pi(u_2) \| _s \leq L_\pi \| u_1 - u_2 \|, \quad \forall u_1, u_2 \in \mathbb{U}.
\]
(Note that this happens if \( \mathbb{U} \subseteq \text{int dom } \pi \) or if the normed space \( \mathbb{U} \) is Hilbertian with inner product \( \langle \cdot , \cdot \rangle \) and its induced norm \( \| \cdot \| \), and \( \pi(\cdot) = (1/2) \| \cdot \| ^ 2 \).) Based on this assumption, we show that if an optimal first-order algorithm is used to solve Problem (35), then the condition \( \| G ^ k \| ^ * \leq \sqrt{2\mu ^ * \varepsilon} \) will be satisfied after \( O(\sqrt{\mu ^ * \log(1/\varepsilon)}) \) iterations. It follows from (43) and [30, Property 1] that
\[
\phi_2(u ^ {k+1}) + \langle \nabla \phi_1(u ^ {k+1}), u ^ {k+1} \rangle \geq \phi_2(\bar{u} ^ {k+1}) + \langle \nabla \phi_1(u ^ {k+1}), \bar{u} ^ {k+1} \rangle + L_\pi ^ * \| u ^ {k+1} - \bar{u} ^ {k+1} \| ^ 2.
\]
Furthermore, since \( \phi_1 \) is \( L_\pi ^ * \)-smooth and \( \pi \) is 1-s.c. on \( \mathbb{U} \), we have
\[
\phi_1(\bar{u} ^ {k+1}) \leq \phi_1(u ^ {k+1}) + \langle \nabla \phi_1(u ^ {k+1}), \bar{u} ^ {k+1} - u ^ {k+1} \rangle + (L_\pi / 2) \| u ^ {k+1} - \bar{u} ^ {k+1} \| ^ 2,
\]
\[
\min \{ D_\pi(\bar{u} ^ {k+1}, u ^ {k+1}), D_\pi(\bar{u} ^ {k+1}, \bar{u} ^ {k+1}) \} \geq (1/2) \| u ^ {k+1} - \bar{u} ^ {k+1} \| ^ 2.
\]
From (49), (50) and (51), we obtain
\[
\Psi(u ^ {k+1}) - \Psi(u ^ *) \geq \Psi(\bar{u} ^ {k+1}) - \Psi(u ^ *) + (L_\pi / 2) \| u ^ {k+1} - \bar{u} ^ {k+1} \| ^ 2.
\]
Hence, we have
\[
\| u ^ {k+1} - \bar{u} ^ {k+1} \| ^ 2 \leq (2/L')(\Psi(u ^ {k+1}) - \Psi(u ^ *)).
\]
Furthermore, from (44) and (48), we have \( \| G ^ {k+1} \| ^ * \leq L'(1 + L_\pi) \| u ^ {k+1} - \bar{u} ^ {k+1} \| \).
Together with (52), this implies
\[
\| G ^ {k+1} \| ^ 2 \leq 2L'(1 + L_\pi) ^ 2 (\Psi(u ^ {k+1}) - \Psi(u ^ *)) \leq 2L'(1 + L_\pi) ^ 2 \Psi(u ^ {k+1}) - \Psi(u ^ *) \leq \frac{2\mu ^ * \varepsilon}{(1 + L_\pi)^2}.
\]
From (39), we see that if an optimal first-order method is used to solve Problem (35), then \( O(\sqrt{\mu ^ * \log(L'/\varepsilon')}) \) iterations are needed to guarantee \( \Psi(u ^ k) - \Psi(u ^ *) \leq \varepsilon' \), where \( \varepsilon' = \frac{2\mu ^ * \varepsilon}{(1 + L_\pi)^2} \). Therefore, (53) implies that the inequality \( \| G ^ k \| ^ * \leq \sqrt{2\mu ^ * \varepsilon} \) will be
satisfied after $O\left(\sqrt{\kappa} \log \left(\frac{\kappa(1+L_{\varepsilon})^2L_{\varepsilon}'}{2\varepsilon}\right)\right)$ iterations, which has the same order of dependence on $\varepsilon$ as the complexity $O\left(\sqrt{\kappa} \log \left(\frac{L_{\varepsilon}'}{\varepsilon}\right)\right)$ obtained by the strategy of running APG a pre-determined number of iterations (in fact, $O\left(\sqrt{\kappa} \log \left(\frac{\kappa(1+L_{\varepsilon})^2L_{\varepsilon}'}{2\varepsilon}\right)\right) \approx O\left(\sqrt{\kappa} \log \left(\frac{L_{\varepsilon}'}{\varepsilon}\right)\right)$). In other words, if we use the adaptive stopping criterion, we will obtain the oracle complexities that have the same order of $\varepsilon$ with the oracle complexities established in Section 3.4.

Before concluding this section, we remark that the $L_{\varepsilon}$-smoothness condition of the DGF $\pi$ on $\mathcal{U}$ (cf. (48)) is important in the above derivation, and extension to DGFs without such a smoothness property is left to future work.

3.3. Convergence Analysis.. As the first step, we prove that in each iteration $k$, if the smoothing parameter $\rho_k$ is chosen to be sufficiently large, then the smoothed duality gap is reduced.

**Lemma 3.3.** In Algorithm 1, for any $k \in \mathbb{Z}_+$, if $\rho_{k+1} \geq 4(1 - \tau_k)^2 L_D$, then

$$\Delta_{\rho_{k+1}}(x^{k+1}, \lambda^{k+1}) \leq \tau_k \Delta_{\rho_k}(x^k, \lambda^k) + 2\gamma_k + 2\eta_k.$$  

**Proof.** See Appendix.

In Lemma 3.3, we notice that if $\Delta_{\rho_k}(x^k, \lambda^k) > 2(\gamma_k + \eta_k)/(1 - \tau_k)$, then the smoothed duality gap will be reduced, i.e., $\Delta_{\rho_{k+1}}(x^{k+1}, \lambda^{k+1}) < \Delta_{\rho_k}(x^k, \lambda^k)$. Indeed, from our choices of $\tau_k$, $\gamma_k$ and $\eta_k$ in Theorem 3.5 (see below), the reduction holds as long as $\Delta_{\rho_k}(x^k, \lambda^k) > \varepsilon/2$. This corroborates our description in Section 3.1.

Before proving our main convergence results, let us state a result about linear recursion, whose proof simply follows from induction.

**Lemma 3.4.** Let $\{\alpha_k\}_{k \in \mathbb{Z}_+}$, $\{\beta_k\}_{k \in \mathbb{Z}_+}$ and $\{\alpha_k\}_{k \in \mathbb{Z}_+}$ be real sequences. If for all $k \in \mathbb{Z}_+$, $\alpha_k \geq 0$,

$$a_{k+1} \leq \alpha_k a_k + \beta_k,$$

then for all $K \in \mathbb{N}$,

$$a_K \leq \left(\prod_{k=0}^{K-1} \alpha_k\right) a_0 + \sum_{k=1}^{K} \left(\prod_{j=k}^{K-1} \alpha_j\right) \beta_{k-1},$$

where we define the empty product $\prod_{j=K}^{K-1} \alpha_j \triangleq 1$.

Based on Lemmas 3.3 and 3.4, our main results follow immediately.

**Theorem 3.5.** In Algorithm 1, if we choose $\rho_0 = 8L_D$ and for any $k \in \mathbb{Z}_+$,

$$\tau_k = \frac{k+1}{k+3}, \quad \gamma_k = \frac{\varepsilon}{4(k+3)} \quad \text{and} \quad \eta_k = \frac{\varepsilon}{4(k+3)},$$

then for any starting point $(x^0, \lambda^0) \in \mathcal{X} \times \Delta$ and $K \in \mathbb{N}$,

$$\Delta_{\rho_K}(x^K, \lambda^K) \leq B^*_\Delta(K, \varepsilon) \equiv \frac{2\Delta_{\rho_0}(x^0, \lambda^0)}{(K+1)(K+2)} + \frac{\varepsilon}{2}.$$  

Furthermore, if Assumption 3.1 holds, then

$$\Delta(x^K, \lambda^K) \leq B_\Delta(K, \varepsilon) \equiv \frac{32L_D B_{\varepsilon, \Delta} + 2\Delta(x^0, \lambda^0)}{(K+1)(K+2)} + \frac{\varepsilon}{2}.$$  

**Proof.** Based on the choice of $\rho_0$ and $\{\tau_k\}_{k \in \mathbb{Z}_+}$, for any $K \in \mathbb{N}$, we have

$$\prod_{k=0}^{K-1} \tau_k = \frac{2}{(K+1)(K+2)} \quad \Rightarrow \quad \rho_K = \rho_0 \prod_{k=0}^{K-1} \tau_k = \frac{16L_D}{(K+1)(K+2)}.$$
Therefore, we can easily verify that the condition \( \rho_K \geq 4(1 - \tau_{K-1})^2L_D \) in Lemma 3.3 is satisfied. Consequently, by the recursion in (54) and Lemma 3.4, we have

\[
\Delta_{\rho_K}(x^K, \lambda^K) \leq \Delta_{\rho_0}(x^0, \lambda^0)\prod_{k=0}^{K-1} \tau_k + \sum_{k=1}^{K} \frac{2(\gamma_k + 1) + \eta_{k-1}}{K(k+1)(K+2)} \prod_{j=k}^{K-1} \tau_j
\]

\[
= \frac{2\Delta_{\rho_0}(x^0, \lambda^0)}{(K+1)(K+2)} + \sum_{k=1}^{K} \frac{\varepsilon}{k+2} \cdot \frac{(k+1)(k+2)}{(K+1)(K+2)}\]

\[
= \frac{2\Delta_{\rho_0}(x^0, \lambda^0)}{(K+1)(K+2)} + \frac{\varepsilon}{2} \cdot \frac{K(K+3)}{(K+1)(K+2)}.
\]

We then obtain (58) by noticing that \( K(K+3) \leq (K+1)(K+2) \). Based on (58), to obtain (59), we simply use (30) and (60).

**Remark 3.6.** From (59), since \( L_D \) only depends on \( L_{\lambda x} \) and \( L_{\lambda \lambda} \) (cf. (24)), we note that the convergence of the duality gap in Algorithm 1 only requires the Lipschitz continuity of \( \nabla \Phi(x, \cdot) \) and \( \nabla \Phi(x, \cdot) \) (cf. (3c) and (3d)), but not the Lipschitz continuity of \( \nabla f, \nabla x \Phi(x, \cdot) \) and \( \nabla \Phi(x, \cdot) \) (cf. (2), (3a) and (3b)). However, the latter smoothness conditions are needed in order to use an optimal first-order algorithm, as introduced in Section 3.2, to solve the sub-problems in (33). By doing so, in Algorithm 1, we can achieve the overall primal oracle complexity \( O(1/\sqrt{\varepsilon}) \). For details, we refer readers to Section 3.4.

Note that Theorem 3.5 indicates that in Algorithm 1, to achieve an \( \varepsilon \)-duality gap, the number of iterations we need is

\[
K_{\text{det}} = \left[ \frac{2\sqrt{16L_DB_{\lambda \lambda} + \Delta(x^0, \lambda^0)}}{\sqrt{\varepsilon}} \right] + 1 = O \left( \sqrt{\frac{L_D}{\varepsilon}} \right).
\]

By the definition of \( L_D \) in (24), we have \( K_{\text{det}} = O(\sqrt{L_{\lambda \lambda}/\varepsilon} + L_{\lambda x}/\sqrt{\mu \varepsilon}) \).

**3.4. Oracle Complexity.** Based on the results in Sections 3.2 and 3.3 (specifically, (40), (41) and (62)), we may analyze the primal and dual oracle complexities needed in Algorithm 1 to achieve an \( \varepsilon \)-duality gap (i.e., \( \Delta(x^{\text{out}},\lambda^{\text{out}}) \leq \varepsilon \)).

**Theorem 3.7.** Let Assumption 3.1 hold. In Algorithm 1, for any starting point \((x^0, \lambda^0) \in X \times \Lambda\), let \( C_{\text{det}}^p \) and \( C_{\text{det}}^d \) denote the primal and dual oracle complexities (cf. Section 2.3) to achieve an \( \varepsilon \)-duality gap, respectively. Then, we have

\[
C_{\text{det}}^p = O \left( n\sqrt{L_{\lambda \lambda}L_D/\varepsilon} \log \left( \frac{(L + L_{\lambda x})L_D}{\varepsilon} \right) \right),
\]

\[
C_{\text{det}}^d = O \left( n\sqrt{L_{\lambda \lambda}L_D/\varepsilon} \log \left( L_{\lambda \lambda}L_D/\varepsilon \right) \right).
\]

**Proof.** See Appendix.

**Remark 3.8.** If \( \Phi(x, \cdot) \) is an affine function for any \( x \in X \), Problem (17) has the same form as the BPP in (14). By our assumption that \( h \) has a tractable BPP on \( \Lambda \), the problem in (17) therefore admits an easily computable solution (and can be solved exactly). In this case, the number of oracle calls made by \( N_1 \) in steps 1 and 6 of Algorithm 1 clearly has order \( O(1) \) with respect to \( \varepsilon \). As a result, in terms of dependence on \( \varepsilon \), the dual oracle complexity \( C_{\text{det}}^d \) has the same order as \( K_{\text{det}} \) in (62), which is \( O(1/\sqrt{\varepsilon}) \). The same comments also apply to the dual oracle complexity of Algorithm 2 in Section 4 (see below).

**4. Randomized IPDS Framework.** When \( \Phi(\cdot, \cdot) \) has a large number of components (that is, when \( n \) in (4) is large), we propose to find the inexact solutions
Algorithm 2 Randomized primal-dual smoothed gap reduction framework

**Input:** Initial smoothing parameter $\rho_0 > 0$, nonnegative error sequences $\{\eta_k\}_{k \in \mathbb{Z}_+}$ and $\{\gamma_k\}_{k \in \mathbb{Z}_+}$, interpolation sequence $\{\tau_k\}_{k \in \mathbb{Z}_+} \subseteq (0, 1)$ and randomized first-order algorithms $M_1$ and $M_2$.

**Initialize:** $x^0 \in \mathcal{X}$, $\lambda^0 \in \Lambda$ and $k = 0$.

**Repeat** (until some convergence criterion is met)
1. Use $M_1$ to find $\tilde{\lambda}_{\rho_k, \eta_k}(x^k) \in \Lambda$ such that
   \begin{equation}
   \mathbb{E}[\psi^P_{\rho_k}(x^k) - S_{\rho_k}(x^k, \tilde{\lambda}_{\rho_k, \eta_k}(x^k)) \mid \mathcal{F}_{k, 0}] \leq \eta_k \quad \text{a.s.}
   \end{equation}
2. Set $\hat{\lambda}^k = \tau_k \lambda^k + (1 - \tau_k) \tilde{\lambda}_{\rho_k, \eta_k}(x^k)$.
3. Use $M_2$ to find $\tilde{x}_{\tau_k}(\hat{\lambda}^k) \in \mathcal{X}$ such that
   \begin{equation}
   \mathbb{E}[S(\tilde{x}_{\tau_k}(\hat{\lambda}^k), \hat{\lambda}^k) - \psi^D(\hat{\lambda}^k) \mid \mathcal{F}_{k, 1}] \leq \gamma_k \quad \text{a.s.}
   \end{equation}
4. Set $x^{k+1} = \tau_k x^k + (1 - \tau_k) \tilde{x}_{\tau_k}(\hat{\lambda}^k)$.
5. Set $\rho_{k+1} = \tau_k \rho_k$.
6. Use $M_1$ to find $\tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1}) \in \Lambda$ such that
   \begin{equation}
   \mathbb{E}[\psi^P_{\rho_{k+1}}(x^{k+1}) - S_{\rho_{k+1}}(x^{k+1}, \tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1})) \mid \mathcal{F}_{k, 2}] \leq \eta_k \quad \text{a.s.}
   \end{equation}
7. Set $\lambda^{k+1} = \tau_k \lambda^k + (1 - \tau_k) \tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1})$.
8. Set $k = k + 1$.

**Output:** $(x^k, \lambda^k)$.

in steps 1, 3 and 6 of Algorithm 1 using randomized first-order methods. This is because randomized first-order methods, especially those incorporating the variance-reduction techniques (e.g., [16, 27]), enjoy superior oracle complexities compared to their deterministic counterparts, for solving finite-sum convex composite problems. Based on this idea, we develop our randomized IPDS framework, which is shown in Algorithm 2.

Note that at each iteration $k$, in steps 1, 3 and 6 of Algorithm 2, the inexact solutions that we aim to find are functions of some stochastic iterates, i.e., $x^k, \hat{\lambda}^k$ and $x^{k+1}$. Therefore, to analyze such inexact solutions, we need to properly condition on the past information. To this end, let us denote the probability space for all the stochastic processes in Algorithm 2 by $(\Omega, \mathcal{B}, \mathbb{P})$ (where $\mathcal{B}$ denotes the Borel $\sigma$-field on $\Omega$) and define a filtration $\bigcup_{k \in \mathbb{Z}_+} \mathcal{F}_{k, i}$, where $\mathcal{F}_{0, 0} \triangleq \{\emptyset, \Omega\}$ and for any $k \in \mathbb{Z}_+$,

\[
\mathcal{F}_{k, 1} \triangleq \sigma\{\mathcal{F}_{k, 0} \cup \sigma\{\tilde{\lambda}_{\rho_k, \eta_k}(x^k)\}\}, \\
\mathcal{F}_{k, 2} \triangleq \sigma\{\mathcal{F}_{k, 1} \cup \sigma\{\tilde{x}_{\tau_k}(\hat{\lambda}^k)\}\}, \\
\mathcal{F}_{k+1, 0} \triangleq \sigma\{\mathcal{F}_{k, 2} \cup \sigma\{\tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1})\}\}.
\]

Here we overload the notation $\sigma\{\cdot\}$ to represent the $\sigma$-field generated by either a family of (Borel-measurable) sets or a random variable. From this definition, we clearly have

\begin{equation}
\mathcal{F}_{k, 0} \subseteq \mathcal{F}_{k, 1} \subseteq \mathcal{F}_{k, 2} \subseteq \mathcal{F}_{k+1, 0}, \quad \forall k \in \mathbb{Z}_+.
\end{equation}

For any random variable $\xi$ and $\sigma$-field $\mathcal{F}$, let $\xi \in \mathcal{F}$ indicate that $\xi$ is measurable.
w.r.t. \( F \). Then, we have \( x^0, \lambda^0 \in F_{0,0} \) and for any \( k \in \mathbb{Z}_+ \),

\[
\tilde{\lambda}_{\rho_k, \eta_k}(x^k), \tilde{\lambda}^k \in F_{k,1}, \quad \tilde{x}_{\rho_k}(\tilde{\lambda}^k), x^{k+1} \in F_{k,2}, \quad \tilde{\lambda}_{\rho_{k+1}, \eta_k}(x^{k+1}), \lambda^{k+1} \in F_{k+1,0}.
\]

4.1. Solving Sub-problems. Similar to the deterministic case (cf. Section 3.2), we choose both \( M_1 \) and \( M_2 \) to be first-order randomized methods. Examples of such methods include the stochastic variance-reduced gradient method (SVRG) [31] and the randomized primal-dual gradient method (RPD) in [16, Algorithm 3]. For our purpose, we choose both \( M_1 \) and \( M_2 \) to be RPD. Consider the optimization problem (35), where \( \phi_1 \) has a finite-sum structure, i.e.,

\[
\phi_1(u) = \frac{1}{m} \sum_{i=1}^{m} \varphi_i(u)
\]

and each \( \varphi_i \) is convex and \( L'_i \)-smooth on \( U \) (so that \( L' = (1/m) \sum_{i=1}^{n} L'_i \)). From the convergence results in [16, Corollary 1], for any starting point \( u^0 \in U^o \), to have \( \mathbb{E}[\Psi(\tilde{u}^N) - \Psi(u^*)] \leq \varepsilon \), where \( \tilde{u}^N \) denotes the \( N \)-th iterate of RPD, it suffices to let

\[
N = 2(m + \sqrt{8m\kappa}) \log \left( \frac{2(L'/\sqrt{\mu'} + \sqrt{\mu'})^2(m + \sqrt{8m\kappa})D_\pi(u^*, u^0)/\varepsilon} \right)
\]

\[
\leq 2(m + \sqrt{8m\kappa}) \log \left( \frac{2(L'/\sqrt{\mu'} + \sqrt{\mu'})^2(m + \sqrt{8m\kappa})D_{\tau, \pi}(u^0)/\varepsilon} \right)
\]

\[
= O(m + \sqrt{m\kappa}) \log \left( L'_i(m + \sqrt{m\kappa})D_{\tau, \pi}(u^0)/\varepsilon \right),
\]

where \( D_{\tau, \pi}(u^0) < +\infty \) is defined in (37). Thus, similar to the APG algorithm, to find an \( \varepsilon \)-inexact solution of (35) in expectation using RPD, we do not need to know \( u^* \) or \( \Psi(u^*) \). Instead, we simply run RPD for a pre-determined number of iterations according to (71).

Based on (71), for any \( x \in \mathcal{X} \), if \( C_{M_1} \) denotes the number of dual oracle calls of \( M_1 \) to find an \( \eta \)-inexact solution of (17) in expectation, i.e., \( \tilde{\lambda}_{\rho, \eta}(x) \) such that \( \mathbb{E}[\tilde{\psi}_\rho'(\lambda) - \tilde{S}_\rho'(x, \tilde{\lambda}_{\rho, \eta}(x))] \leq \eta \), then

\[
C_{M_1} = O \left( \left( n + \sqrt{nL_{x, \lambda}}/\rho \right) \log \left( L_{x, \lambda} (n + \sqrt{nL_{x, \lambda}}/\rho) / (\rho \eta) \right) \right).
\]

Similarly, for any \( \lambda \in \Lambda \), if \( C_{M_2} \) denotes the number of primal oracle calls to \( M_2 \) to find a \( \gamma \)-inexact solution of (13), i.e., \( \tilde{x}_\gamma(\lambda) \) such that \( \mathbb{E}[\tilde{S}_\gamma'(\tilde{x}_\gamma(\lambda), \lambda) - \tilde{\psi}_\gamma'(\lambda)] \leq \gamma \), then

\[
C_{M_2} = O \left( \left( n + \sqrt{m\kappa} \right) \log \left( (L + L_{x, \lambda}) (n + \sqrt{m\kappa}) / (\mu \gamma) \right) \right).
\]

4.2. Convergence Analysis. We analyze the convergence rate of Algorithm 2 in expectation. For convergence results w.h.p., we refer readers to Section 4.4.

**Lemma 4.1.** In Algorithm 2, for any \( k \in \mathbb{Z}_+ \), if \( \rho_{k+1} \geq 4(1 - \tau_k)^2 L_D \), then

\[
\mathbb{E}[\Delta_{\rho_{k+1}}(x^{k+1}, \lambda^{k+1}) | F_{k,0}] \leq \tau_k \Delta_{\rho_k}(x^k, \lambda^k) + 2\gamma_k + 2\eta_k \quad \text{a.s.}
\]

**Proof.** See Appendix.

Based on Lemma 4.1, we can derive the convergence rate of Algorithm 2 in expectation. The proof directly follows that of Theorem 3.5 and the tower property of conditional expectation, hence it is omitted.

**Theorem 4.2.** In Algorithm 2, if we choose the input parameters \( \rho_0, \{\tau_k\}_{k \in \mathbb{Z}_+}, \{\gamma_k\}_{k \in \mathbb{Z}_+}, \{\eta_k\}_{k \in \mathbb{Z}_+} \) in the same way as in Theorem 3.5, then for any starting point \( (x^0, \lambda^0) \in \mathcal{X} \times \Lambda \) and \( K \in \mathbb{N} \), \( \mathbb{E}[\Delta_{\rho_K}(x^K, \lambda^K)] \leq B_{\Delta}(K, \varepsilon) \) (defined in (58)). Moreover, if Assumption 3.1 holds, then \( \mathbb{E}[\Delta(x^K, \lambda^K)] \leq B_{\Delta}(K, \varepsilon) \) (defined in (59)).
Denote $K_{\text{stoc}}$ as the number of iterations needed to achieve an $\varepsilon$-expected duality gap in Algorithm 2. Based on Theorem 4.2, we have that $K_{\text{stoc}} = K_{\text{det}} = O(\sqrt{L_D}/\varepsilon)$.

4.3. Oracle Complexity. We analyze the primal and dual oracle complexities of Algorithm 2 to achieve an $\varepsilon$-expected duality gap, i.e., $\mathbb{E}[\Delta(x^{\text{out}}, \lambda^{\text{out}})] \leq \varepsilon$.

**Theorem 4.3.** Let Assumption 3.1 hold. In Algorithm 2, for any starting point $(x^0, \lambda^0) \in \mathcal{X} \times \Lambda$, denote $C_p^{\text{stoc}}$ and $C_d^{\text{stoc}}$ as the primal and dual oracle complexities to achieve an $\varepsilon$-expected duality gap, respectively. Then we have

\begin{align*}
C_p^{\text{stoc}} &= O \left( (n + \sqrt{n\kappa_X}) \frac{L_D}{\varepsilon} \log \left( \frac{\kappa_X L_D (n + \sqrt{n\kappa_X})}{\varepsilon} \right) \right), \\
C_d^{\text{stoc}} &= O \left( (n \sqrt{L_D} + \frac{\sqrt{nL\lambda\lambda L_D}}{\varepsilon}) \log \left( \frac{L\lambda\lambda (n + \sqrt{nL\lambda\lambda L_D})}{\varepsilon} \right) \right).
\end{align*}

**Proof.** See Appendix.

If we compare the results in Theorem 4.3 with those in Theorem 3.7, in terms of the dependence of the primal oracle complexity on $n$, $\kappa_X$ and $\varepsilon$, the randomized framework (i.e., Algorithm 2) indeed yields an improvement over the deterministic one, from $O(n\sqrt{\kappa_X}/\varepsilon)$ to $\tilde{O}(n + \sqrt{n\kappa_X})/\sqrt{\varepsilon}$ (recall that $\tilde{O}(\cdot)$ omits the log-factors in $n$, $\kappa_X$ and $\varepsilon$). Similarly, the dual oracle complexity has also been improved from $\tilde{O}(n/\sqrt{\varepsilon})$ to $O(n/\sqrt{\varepsilon} + \sqrt{n}/\varepsilon)$.

4.4. Convergence with High Probability. Apart from convergence in expectation, given an error probability $\delta \in (0, 1)$, we can modify the inexact solution criteria in Algorithm 2 (i.e., (65), (66) and (67)) to obtain an $\varepsilon$-duality gap w.p. at least $1 - \delta$, i.e., $\Pr\{\Delta(x^{\text{out}}, \lambda^{\text{out}}) \leq \varepsilon\} \geq 1 - \delta$.

**Theorem 4.4.** Let Assumption 3.1 hold, $\varepsilon > 0$ and $\delta \in (0, 1)$ be given. In Algorithm 2, choose the input parameters $\rho_0$, $\{\tau_k\}_{k \in \mathbb{Z}_+}$, $\{\gamma_k\}_{k \in \mathbb{Z}_+}$ and $\{\eta_k\}_{k \in \mathbb{Z}_+}$ in the same way as in Theorem 3.5, fix the total number of iterations $K \in \mathbb{N}$ and modify the inexact criteria (65), (66) and (67) to

\begin{align*}
\mathbb{E}[\psi^p_{\rho_k}(x^k) - S_{\rho_k}(x^k, \tilde{x}_{\rho_k, \eta_k}(x^k)) \mid \mathcal{F}_{k,0}] &\leq \eta_k \delta/(3K) \quad \text{a.s.,} \\
\mathbb{E}[S(\tilde{x}_{\rho_k}(\tilde{\lambda}^k), \tilde{\lambda}^k) - \psi^p(\tilde{\lambda}^k) \mid \mathcal{F}_{k,1}] &\leq \gamma_k \delta/(3K) \quad \text{a.s.,} \\
\mathbb{E}[\psi^p_{\rho_{k+1}}(x^{k+1}) - S_{\rho_{k+1}}(x^{k+1}, \tilde{x}_{\rho_{k+1}, \eta_k}(x^{k+1})) \mid \mathcal{F}_{k,2}] &\leq \eta_k \delta/(3K) \quad \text{a.s.,}
\end{align*}

respectively. If we set $K = K_{\text{det}}' = 2 \left[ \sqrt{\max\{\Delta_{\rho_0}(x^0, \lambda^0), 0\}/\varepsilon} \right] + 1$, then

$$\Pr\{\Delta_{\rho_k}(x^K, \lambda^K) \leq \varepsilon\} \geq 1 - \delta.$$ 

Furthermore, if we set $K = K_{\text{det}}$ as in (62), then

$$\Pr\{\Delta(x^K, \lambda^K) \leq \varepsilon\} \geq 1 - \delta.$$ 

**Proof.** See Appendix.

Based on the inexact criteria in Theorem 4.4, we can also derive the primal and dual oracle complexities of obtaining an $\varepsilon$-duality gap w.p. at least $1 - \delta$. The derivation is essentially the same as that of Theorem 4.3, hence it is omitted.

**Theorem 4.5.** Let Assumption 3.1 hold and $\varepsilon > 0$ and $\delta \in (0, 1)$ be given. In Algorithm 2, modify the inexact solution criteria (65), (66) and (67) in the same way as in Theorem 4.4. For any starting point $(x^0, \lambda^0) \in \mathcal{X} \times \Lambda$, denote $C^p_{\text{hp}}$ and $C^d_{\text{hp}}$ as
the primal and dual oracle complexities to achieve an \( \varepsilon \)-duality gap w.p. at least \( 1 - \delta \). Then

\[
\begin{align*}
C_{hp}^p &= O \left( \left( n + \sqrt{n\kappa_{X}} \right) \sqrt{L_D/\varepsilon} \log \left( \kappa_{X} L_D (n + \sqrt{n\kappa_{X}})/(\varepsilon\delta) \right) \right), \\
C_{hp}^D &= O \left( \left( n\sqrt{L_D/\varepsilon} + \sqrt{n L_{\Lambda} L_D/\varepsilon} \right) \log \left( L_{\Lambda} L_D (n + \sqrt{n L_{\Lambda} L_D})/(\varepsilon\delta) \right) \right).
\end{align*}
\]

We end this section by summarizing the complexity results and providing a table that compares the complexities of our proposed method with existing methods, see Table 1. In summary, by assuming that \( \Lambda \) is bounded (cf. Assumption 3.1), to reach an \( \varepsilon \)-duality gap (defined in (22)), the primal and dual oracle complexities are \( \widetilde{O}(n \sqrt{\kappa_{X}/\varepsilon}) \) and \( \widetilde{O}(n/\varepsilon) \), respectively (where \( \widetilde{O}(\cdot) \) hides the \( \log n \) and \( \log(1/\varepsilon) \) factors). Compared with existing works for the case \( L_{\Lambda} > 0 \) (cf. Table 1), the primal oracle complexity of our framework is significantly better, while the dual oracle complexity is competitive. Regarding Algorithm 2, by assuming the boundedness of \( \Lambda \), to reach an \( \varepsilon \)-expected duality gap, the primal and dual oracle complexities are \( \widetilde{O}(n + \sqrt{n\kappa_{X}})/\sqrt{\varepsilon} \) and \( \widetilde{O}(n/\sqrt{\varepsilon} + \sqrt{n}/\varepsilon) \), respectively, which significantly improve over those of Algorithm 1. In addition, we show that Algorithm 2 also converges with high probability.

5. Convex Optimization with Functional Constraints.. In this section, we apply our IPDS frameworks (i.e., Algorithms 1 and 2) to the Lagrangian (saddle point) problems associated with the constrained convex problems.

5.1. Problem Setting.. We consider

\[
\min_{x \in \mathcal{X}} f(x) + r(x) \quad \text{s.t.} \quad g_i(x) \leq 0, \forall i \in [n],
\]

where \( \mathcal{X} \subseteq \mathbb{R}^d \) is nonempty, convex and compact, \( f \) is \( \mu \)-s.c. and \( L \)-smooth on \( \mathcal{X} \), \( r \) is CCP and admits a tractable BPP on \( \mathcal{X} \) (with DGF \( \varphi \); cf. Section 2.4), and for each \( i \in [n] \), \( g_i \) is convex and \( \alpha_i \)-smooth on \( \mathcal{X} \) (where \( \alpha_i \geq 0 \)). We assume that there exists a Slater point \( \bar{x} \in \mathcal{X}^o \) (recall that \( \mathcal{X}^o = \mathcal{X} \cap \text{int dom } \varphi \)) such that \( g_i(\bar{x}) < 0 \), for any \( i \in [n] \). Under these conditions, (83) has the unique primal optimal solution \( x^* \in \mathcal{X} \), a dual optimal solution \( \lambda^* \in \mathbb{R}^n \) and zero duality gap. Moreover, any such \( (x^*, \lambda^*) \) is a saddle point of the Lagrangian problem associated with (83):

\[
\min_{x \in \mathcal{X}} \max_{x \in \mathbb{R}^d} \left\{ S(x, \lambda) \triangleq f(x) + r(x) + (1/n) \sum_{i=1}^n n \lambda_i g_i(x) \right\},
\]

where \( \lambda_i \) denotes the \( i \)-th entry of \( \lambda \). In addition, any saddle point \( (x^*, \lambda^*) \) of (84) is a primal-dual optimal solution pair for (83) with zero duality gap [4, Section 5.4].
This establishes the equivalence of solving (83) and (84).

Indeed, we observe that (84) has the same form as the SPP in (1). Specifically, if we set $g = r$, $h \equiv 0$, $\Lambda = \mathbb{R}^n_+$ and $\Phi_i(x, \lambda) = n\lambda_i g_i(x)$ in (1), then we recover (84).

As a result, $L^i_{xx}(\lambda) = n\lambda_i \alpha_i$, $L^i_{\lambda\lambda} = 0$ and

$$
L^i_{\lambda x} = nM_i, \quad \text{where } M_i \triangleq \alpha_i D_X + \inf_{x \in \mathcal{X}} \|\nabla g_i(x)\|_*.
$$

In (85), we recall that $D_X < +\infty$ denotes the diameter of the set $\mathcal{X}$. (To obtain (85), we note that $M_i \leq \sup_{x \in \mathcal{X}} \|\nabla g_i(x)\|_*$. Then, by the $\alpha_i$-smoothness of $g_i$, we have $\|\nabla g_i(x)\|_* \leq \alpha_i \|x - x'\| + \|\nabla g_i(x')\|_*$, for any $x, x' \in \mathcal{X}$.) Thus,

$$
L_{xx}(\lambda) = \sum_{i=1}^n \lambda_i \alpha_i, \quad L_{\lambda\lambda} = M \triangleq \sum_{i=1}^n M_i, \quad L_D = M^2/\mu.
$$

We also observe that depending on the specific forms of the functions $f, r$ and $\{g_i\}_{i=1}^n$, and the relation between $d$ and $n$, given any $(x, \lambda) \in \mathcal{X} \times \Lambda$, the cost of computing the primal gradient $\nabla_x S(x, \lambda)$ may be higher than that of computing the dual gradient $\nabla_\lambda S(x, \lambda)$. For simplicity, let $r \equiv 0$, then we have $\nabla_x S(x, \lambda) = \nabla f(x) + \sum_{i=1}^n \lambda_i \nabla g_i(x)$, and $\nabla_\lambda S(x, \lambda) = (g_1(x), \ldots, g_n(x))$. Indeed, computing $\nabla_\lambda S(x, \lambda)$ simply involves evaluating the function values of $\{g_i\}_{i=1}^n$ at $x$. In contrast, computing $\nabla_x S(x, \lambda)$ involves evaluating the gradients of the functions $\{f\} \cup \{g_i\}_{i=1}^n$ at $x$. As a simple example, if $f(x) = (1/2)x^\top A x$ (where $A > 0$ and has no sparse structure), and $g_i(x) = \ln(1 + \exp(-a_i^\top x))$, for each $i \in [n]$, then computing $\nabla_\lambda S(x, \lambda)$ involves $O(nd)$ (elementary) operations, whereas computing $\nabla_x S(x, \lambda)$ involves $O(d^2 + nd)$ operations. Therefore, if $d \gg n$, then computing $\nabla_x S(x, \lambda)$ is much more expensive than computing $\nabla_\lambda S(x, \lambda)$.

In addition, since $\Phi(x, \cdot)$ is linear, we can choose $E_2 = (\mathbb{R}^n, \|\cdot\|_2)$, where $\|\cdot\|_2$ denotes the Euclidean norm. Subsequently, the problem in (17) now has closed-form solution, i.e.,

$$
([g_i(x)] + \rho)^n_i = \arg \max_{\lambda \in \mathbb{R}^n_+} \sum_{i=1}^n \lambda_i g_i(x) - (\rho/2)\|\lambda\|_2^2,
$$

where $[\cdot]_+ \triangleq \max\{0, \cdot\}$ and we choose the DGF w.r.t. $(0, \mathbb{R}^n_+)$ to be $\omega(\cdot) = (1/2)\|\cdot\|_2^2$. However, note that two of the assumptions that we made for (1) fail to hold for (84). First, in Assumption 3.1, we assume that $\Lambda$ is bounded in (1), but it is unbounded in (84). Second, we assume that $L_{xx}$ is a constant (w.r.t. $\lambda$) in (1), but it depends (linearly) on $\lambda$ in (84). That said, both of these challenges can be overcome. For the first challenge, recall from Remark 3.2 that the boundedness of $\Lambda$ is needed for two purposes, i.e., solving the problem in (17) inexactly and bounding the duality gap $\Delta$ via its smoothed counterpart $\Delta_{\mu}$. In the case of (84), from (87), we see that the problem in (17) can be solved exactly. In addition, in Section 5.2, we use a convergence criterion different from the duality gap $\Delta$. For these reasons, $\Lambda$ need not be bounded for (84). For the second challenge, we propose to properly bound the growth of $L_{xx}(\lambda)$ in each iteration of our frameworks via bounding $\|\lambda\|_\infty$, i.e., the $\ell_\infty$-norm of $\lambda$.

### 5.2. Convergence Analysis

For the constrained problem (83), instead of the duality gap, it is more common to use the optimality gap and constraint violation as the convergence criterion (e.g., [32]). Specifically, for any $\varepsilon > 0$, $\pi \in \mathcal{X}$ is an $\varepsilon$-optimal and $\varepsilon$-feasible solution of (83) if

$$
f(\pi) - f(x^*) \leq \varepsilon, \quad \text{and } [g_i(\pi)]_+ \leq \varepsilon, \forall i \in [n].
$$
Note that this is a primal convergence criterion. However, if we apply Algorithm 1 or 2 to (84), the established convergence results (in Theorems 3.5, 4.2 and 4.4) are all in terms of the smoothed duality gap \( \Delta_\rho \). Thus, we need to relate \( \Delta_\rho \) to the criteria in (88). Indeed, in the following lemma (see its proof in the Appendix), we show that if there exists \( \bar{\lambda} \in \mathbb{R}_+^n \) such that both \( \Delta_\rho(\bar{x}, \bar{\lambda}) \) and \( \rho \) are sufficiently small, then \( \bar{x} \in X \) satisfies (88).

**Lemma 5.1.** Let \( (x^*, \lambda^*) \in X \times \mathbb{R}_+^n \) be a saddle point of (84), so in particular \( x^* \) is an optimal solution of (83). For any \( \rho > 0 \) and \( \epsilon \geq 0 \), if there exist \( \bar{x} \in X \) and \( \lambda \in \mathbb{R}_+^n \) that satisfy \( \Delta_\rho(\bar{x}, \lambda) \leq \epsilon \), then

\[
(89) \quad f(\bar{x}) - f(x^*) \leq \epsilon, \quad \|g_i(\bar{x})\| \leq V_i(\epsilon, \rho) \triangleq (\lambda^* + \|\lambda^*\|_2)\rho + \sqrt{2\epsilon \rho}, \quad \forall i \in [n].
\]

Using similar arguments, we can derive a stochastic version of Lemma 5.1.

**Lemma 5.2.** Let \( (x^*, \lambda^*) \in X \times \mathbb{R}_+^n \) be a saddle point of (84) and \( (\bar{x}, \lambda) \) be a primal-dual pair such that \( (\bar{x}, \lambda) \in X \times \mathbb{R}_+^n \) a.s. For any \( \rho > 0 \) and \( \epsilon \geq 0 \), if \( (\bar{x}, \lambda) \) satisfies \( \mathbb{E}[\Delta_\rho(\bar{x}, \lambda)] \leq \epsilon \), then

\[
\mathbb{E}[f(\bar{x}) - f(x^*)] \leq \epsilon, \quad \mathbb{E}[\|g_i(\bar{x})\|] \leq V_i(\epsilon, \rho), \quad \forall i \in [n],
\]

where \( V_i(\epsilon, \rho) \) is defined in (89). For any \( \delta \in (0, 1) \), if we have \( \Pr[\Delta_\rho(\bar{x}, \lambda) \leq \epsilon] \geq 1 - \delta \) (rather than \( \mathbb{E}[\Delta_\rho(\bar{x}, \lambda)] \leq \epsilon \)), then

\[
\Pr[f(\bar{x}) - f(x^*) \leq \epsilon] \geq 1 - \delta, \quad \Pr[\|g_i(\bar{x})\| \leq V_i(\epsilon, \rho)] \geq 1 - \delta, \forall i \in [n].
\]

Based on Lemma 5.1 and the convergence results of Algorithm 1 in terms of the smoothed duality gap (cf. Theorem 3.5), we can easily derive the following results.

**Theorem 5.3.** Let \( (x^*, \lambda^*) \in X \times \mathbb{R}_+^n \) be a saddle point of (84) and \( \epsilon > 0 \) be given. If we apply Algorithm 1 to solve (84), with the parameters \( \rho_0 \), \( \{\tau_k\}_{k \in \mathbb{Z}_+} \), \( \{\gamma_k\}_{k \in \mathbb{Z}_+} \) chosen in the same way as in Theorem 3.5 and \( \eta_k = 0 \) for any \( k \in \mathbb{Z}_+ \), then for any starting point \( (x^0, \lambda^0) \in X \times \Lambda \) and \( K \in \mathbb{N} \),

\[
(90) \quad f(x^K) - f(x^*) \leq W_f(K, \epsilon) \triangleq \frac{2[\Delta_\rho_0(x^0, \lambda^0)]}{(K + 1)(K + 2)} + \epsilon,
\]

\[
(91) \quad \|g_i(x^K)\| \leq W_{g_i}(K, \epsilon)
\]

\[
\triangleq \frac{16 (\lambda^* + \|\lambda^*\|_2) L_D + 8 \sqrt{L_D[\Delta_\rho_0(x^0, \lambda^0)]}}{K + 1}, \quad \forall i \in [m].
\]

**Proof.** In Lemma 5.1, let us take \( \tau = x^K = \bar{x}, \lambda = \lambda^K = \rho_K \) and \( \epsilon = [B'_{\lambda}(K, \epsilon)]_{+} \) (where \( B'_{\lambda}(K, \epsilon) \) is defined in (58)). Using that \( [a + b]_{+} \leq [a]_{+} + [b]_{+} \) (for any \( a, b \in \mathbb{R} \)), we have \( [B'_{\lambda}(K, \epsilon)]_{+} \leq W_f(K, \epsilon) \). Thus we obtain (90). Using the analytic expression of \( \rho_K \) in (60), and \( \epsilon \leq W_f(K, \epsilon) \), we also obtain (91).

Similarly, based on Lemma 5.2, Theorems 4.2 and 4.4, we can show the following results using the same reasoning that leads to Theorem 5.3.

**Theorem 5.4.** Let \( (x^*, \lambda^*) \in X \times \mathbb{R}_+^n \) be a saddle point of (84) and \( \epsilon > 0 \) be given. Let us apply Algorithm 2 to solve (84), with the input parameters \( \rho_0 \), \( \{\tau_k\}_{k \in \mathbb{Z}_+} \), \( \{\gamma_k\}_{k \in \mathbb{Z}_+} \) and \( \{\eta_k\}_{k \in \mathbb{Z}_+} \) chosen in the same way as in Theorem 5.3, and the starting point chosen to be any \( (x^0, \lambda^0) \in X \times \Lambda \). Then for any \( K \in \mathbb{N} \),
\[ E[f(x^K)] - f(x^*) \leq W_f(K, \varepsilon), \]
\[ E[[g_i(x^K)]_+] \leq W_{g_i}(K, \varepsilon), \quad \forall i \in [m]. \]

In addition, for any \( \delta \in (0, 1) \), if we choose \( K = K_{\text{det}}^{\ast} \) and modify the inexact solution criteria (65), (66) and (67) in the same way as in Theorem 4.4, then

\[ \Pr\{f(x^K) - f(x^*) \leq W_f(K, \varepsilon)\} \geq 1 - \delta, \]
\[ \Pr\{[g_i(x^K)]_+ \leq W_{g_i}(K, \varepsilon)\} \geq 1 - \delta, \quad \forall i \in [m]. \]

From Theorems 5.3 and 5.4, we see that for Algorithm 1 to find an \( \varepsilon \)-optimal and \( \varepsilon \)-feasible solution of (83), or for Algorithm 2 to find such a solution in expectation (i.e., a solution that satisfies both (92) and (93)), the number of iterations needed is the same, which is denoted by \( K_{\text{cons}} \). Furthermore, we have

\[ K_{\text{cons}} = O(\sqrt{L_D/\varepsilon}) = O(M/\sqrt{\mu}). \]

### 5.3. Oracle Complexity.

From Section 5.1, we notice that in Algorithms 1 and 2, the dual sub-problems can be solved exactly. Therefore, we focus on analyzing their primal oracle complexities, where the sub-routines \( N_2 \) and \( M_2 \) remain the same as the ones in Sections 3.2 and 4.1, respectively. Note that based on our oracle model in Section 2.3, in the case of (84), the primal oracle \( \mathcal{O}_P \) returns \( \nabla f(x) \) with input \((x, 0)\) and \( \lambda_i \nabla g_i(x) \) with input \((x, \lambda, i)\).

Compared to the complexity analyses in Sections 3.4, 4.3 and 4.4, the challenge here is that \( L_{xx}(\lambda) \) now depends on \( \lambda \). This implies that in Algorithm 1 or 2, as \( \hat{\lambda}_k \) changes over iterations, \( L_{xx}(\hat{\lambda}_k) \) also changes. Although this does not affect the iteration complexity of Algorithm 1 or 2 (since \( L_D \) depends only on \( L_{xx} \)), it does affect the oracle complexity of solving the primal sub-problem at each iteration \( k \). To overcome this challenge, we propose to bound \( \|\hat{\lambda}_k\|_\infty \) for each \( k \in \mathbb{N} \) (in either the deterministic or stochastic sense).

**Lemma 5.5.** In Algorithm 1, if we choose the input parameters \( \rho_0, \{\tau_k\}_{k \in \mathbb{Z}_+}, \{\gamma_k\}_{k \in \mathbb{Z}_+} \) and \( \{\eta_k\}_{k \in \mathbb{Z}_+} \) in the same way as in Theorem 5.3, then for any \( k \in \mathbb{N} \),

\[ \|\hat{\lambda}_k\|_\infty = O(1 + k \sqrt{\varepsilon \mu}/M). \]

**Proof.** From (87), we have that \( \tilde{\lambda}_{p_k,0}(x^k) = (g_i(x^k)]_+/\rho_k)^n \). By the bound on \( [g_i(x^k)]_+ \) in (91) and the expression of \( \rho_k \) in (60), we have

\[ \|\tilde{\lambda}_{p_k,0}(x^k)\|_\infty = O(1 + k \sqrt{\varepsilon \mu}/M). \]

By step 7 and the choice of \( \{\tau_k\}_{k \in \mathbb{Z}_+} \) in Theorem 5.3, we have

\[ \|\lambda^k\|_\infty \leq \frac{k}{k+2} \|\lambda^{k-1}\|_\infty + \frac{2}{k+2} \|\tilde{\lambda}_{p_k,0}(x^k)\|_\infty. \]

Based on (99), we use Lemma 3.4 to conclude that
\[ \|\lambda^K\|_\infty \leq \frac{2}{(K+1)(K+2)} \left( \|\lambda^0\|_\infty + \sum_{k=0}^{K} (k+1)\|\tilde{\lambda}_{\rho_k,0}(x^k)\|_\infty \right) \]

\[ \overset{(a)}{=} O(1 + K\sqrt{\varepsilon\mu}/M) , \]

where in (a) we use (98). Finally, by step 2, we have

\[ \|\hat{\lambda}^k\|_\infty \leq \tau_k \|\lambda^k\|_\infty + (1 - \tau_k)\|\tilde{\lambda}_{\rho_k,0}(x^k)\|_\infty . \]

We then substitute (98) and (100) into (101), and obtain (97).

Based on Lemma 5.5, we can bound \( L_{xx}(\hat{\lambda}^k) \) via

\[ L_{xx}(\hat{\lambda}^k) \leq \alpha \|\hat{\lambda}^k\|_\infty = O(\alpha + k\alpha \sqrt{\varepsilon\mu}/M) , \]

where \( \alpha = \sum_{i=1}^{n} \alpha_i \).

Based on this bound, the oracle complexity of \( N_2 \) for (approximately) solving the sub-problem in (13) (cf. (41)), and the iteration complexity of Algorithm 1, i.e., \( K_{\text{cons}} \) in (96), we can derive the following result (see its proof in the Appendix).

**Theorem 5.6.** In Algorithm 1, for any starting point \((x^0,\lambda^0) \in \mathcal{X} \times \mathbb{R}_+^+\), denote \( C_{\text{det}} \) as the oracle complexity to obtain an \( \varepsilon \)-optimal and \( \varepsilon \)-feasible solution. Then

\[ C_{\text{det}} = O\left( \frac{nM}{\sqrt{\mu\varepsilon}} \sqrt{(L + \alpha)/\mu \log \left( \frac{L + \alpha}{\varepsilon} \right)} \right) . \]

Based on the oracle complexity of \( M_2 \) for (approximately) solving the sub-problem in (13) (cf. (73)), by using the same arguments as in Theorem 5.6, we can also derive the following oracle complexity for Algorithm 2.

**Theorem 5.7.** In Algorithm 2, for any starting point \((x^0,\lambda^0) \in \mathcal{X} \times \mathbb{R}_+^+\), denote \( C_{\text{stoc}} \) as the oracle complexity to obtain an \( \varepsilon \)-optimal and \( \varepsilon \)-feasible solution in expectation. Then

\[ C_{\text{stoc}} = O\left( \frac{\sqrt{n}M}{\sqrt{\mu\varepsilon}} \sqrt{n + (L + \alpha)/\mu \log \left( \frac{nM(L + \alpha)}{\mu\varepsilon} \right)} \right) . \]

Let us compare the complexity results in Theorems 5.6 and 5.7. If we interpret the factor \( K_{\text{cons}} \overset{\Delta}{=} (L + \alpha)/\mu \) as the “condition number” of the constrained problem in (83), and recall that \( K_{\text{cons}} = O(M/\sqrt{\mu\varepsilon}) \) (cf. (96)), then the oracle complexity of Algorithm 1, i.e., \( \tilde{O}(nK_{\text{cons}}\sqrt{K_{\text{cons}}}) \), has been reduced to \( \tilde{O}\left( \sqrt{n}K_{\text{cons}}\left( \sqrt{n + \sqrt{n}} \right) \right) \) in Algorithm 2. This is indeed consistent with our observation in Section 4.3, which concerns the oracle complexities of Algorithms 1 and 2 for the SPP in (1).

**5.4. Related Works.** Although numerous first-order methods have been proposed for solving the constrained problem in (83) when \( f \) is non-strongly convex, it appears that there exist few methods that tackle the case where \( f \) is strongly convex (i.e., \( \mu > 0 \)). Among these, the best-known oracle complexity is \( \tilde{O}(\varepsilon^{-1/2}) \), which has been achieved by the inexact ALM method [32], the inexact dual gradient method [18] and the level-set method [17]. From Theorems 5.6 and 5.7, we observe that this complexity is also achieved by Algorithms 1 and 2. Although all of these methods achieve the same complexity, there are two important features that distinguish our methods
from the rest. First, our randomized framework (i.e., Algorithm 2) can effectively handle the case where the number of constraints \( n \) is extremely large (cf. Theorem 5.7). Second, both of our frameworks (i.e., Algorithms 1 and 2) are developed for solving the general SPP in (1), not only the Lagrangian problem in (84). Therefore, they have much wider applicability compared to the other methods.

**Appendix A. Appendix: Technical Proofs.**

**A.1. Proof of Proposition 2.2.** First, for any \( \lambda \in \mathbb{E}_2 \), we note that \( \nabla_{\lambda} \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) = \nabla_{\lambda} \Phi(\bar{x}_\gamma(\lambda), \lambda) \) and \( \nabla_{\lambda} \psi^D(\lambda) = \nabla_{\lambda} \Phi(x^*(\lambda), \lambda) \) (cf. Proposition 2.1). Therefore,

\[
(105) \quad \| \nabla_{\lambda} \Phi(\bar{x}_\gamma(\lambda), \lambda) - \nabla \psi^D(\lambda) \|^2 = \| \nabla_{\lambda} \Phi(\bar{x}_\gamma(\lambda), \lambda) - \nabla_{\lambda} \Phi(x^*(\lambda), \lambda) \|^2 \\
\leq L_{\lambda x}^2 \| \bar{x}_\gamma(\lambda) - x^*(\lambda) \|^2 + (b) (2L_{\lambda x}^2 / \mu) \left( \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) - \tilde{S}^P(x^*(\lambda), \lambda) \right) \leq 2L_{\lambda x}^2 \gamma / \mu,
\]

where in (a) we use (3c), in (b) we use the \( \mu \)-strong convexity of \( \tilde{S}^P(\cdot, \lambda) \) on \( \mathcal{X} \) and in (c) we use the definition of \( \bar{x}_\gamma(\lambda) \) in (19). This proves (28).

We next prove (29). First, for any \( \lambda, \lambda' \in \mathbb{E}_2 \),

\[
(106) \quad \tilde{S}^P(\lambda') \leq \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda') \leq \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) + \langle \nabla_{\lambda} \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda), \lambda' - \lambda \rangle
\]

where (a) follows from (13) and (b) follows from the concavity of \( \tilde{S}^P(\bar{x}_\gamma(\lambda), \cdot) \) on \( \mathbb{E}_2 \). This proves the left-hand side (LHS) of (29). To show the right-hand side (RHS), we note that \( \tilde{S}^P \) is concave and \( L_D \)-smooth on \( \mathbb{E}_2 \) (cf. Proposition 2.1). Thus we can invoke the descent lemma [3], such that for all \( \lambda, \lambda' \in \mathbb{E}_2 \),

\[
(107) \quad \tilde{S}^P(\lambda') \geq \tilde{S}^P(\lambda) + \langle \nabla \tilde{S}^P(\lambda), \lambda' - \lambda \rangle - (L_D/2) \| \lambda - \lambda' \|^2 \\
\geq \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) - \gamma + \langle \nabla_{\lambda} \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda), \lambda' - \lambda \rangle \\
+ \langle \nabla \tilde{S}^P(\lambda), \lambda' - \lambda \rangle - (L_D/2) \| \lambda - \lambda' \|^2 \\
\geq \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) - \gamma + \langle \nabla_{\lambda} \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda), \lambda' - \lambda \rangle \\
- \| \nabla \tilde{S}^P(\lambda) - \nabla_{\lambda} \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) \| \| \lambda - \lambda' \| - (L_D/2) \| \lambda - \lambda' \|^2 \\
\geq \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) - \gamma + \langle \nabla_{\lambda} \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda), \lambda' - \lambda \rangle - L_{\lambda x} \sqrt{2\gamma/\mu} \| \lambda - \lambda' \| - (L_D/2) \| \lambda - \lambda' \|^2 \\
\geq \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda) - 2\gamma + \langle \nabla_{\lambda} \tilde{S}^P(\bar{x}_\gamma(\lambda), \lambda), \lambda' - \lambda \rangle - L_D \| \lambda - \lambda' \|^2,
\]

where (a) follows from (28) and (b) follows from the AM-GM inequality, i.e.,

\[
(108) \quad L_{\lambda x} \sqrt{2\gamma/\mu} \| \lambda - \lambda' \| \leq (L_{\lambda x}^2 / \mu) \| \lambda - \lambda' \|^2 + \gamma \leq (L_D/2) \| \lambda - \lambda' \|^2 + \gamma.
\]

We then rearrange (107) to obtain the RHS of (29).

**A.2. Proof of Lemma 3.3.** Fix any \( k \in \mathbb{Z}_+ \). Since \( \tilde{S}^D_{\rho_k}(x^k, \cdot) \) is \( \rho_k \)-strongly concave on \( \Lambda \),

\[
(109) \quad \tilde{S}^P_{\rho_k}(x^k) - \tilde{S}^P_{\rho_k}(x^k, \lambda) = \tilde{S}^P_{\rho_k}(x^k, \lambda_{\rho_k}(x^k)) - \tilde{S}^P_{\rho_k}(x^k, \lambda) \geq \frac{\rho_k}{2} \| \lambda - \lambda_{\rho_k}(x^k) \|^2.
\]
As a result, for all \( \lambda \in \Lambda \), we have

\[
\tau_k \Delta_{\rho_k} (x^k, \lambda^k) \overset{(a)}{=} \tau_k \tilde{S}^P (x^k, \lambda) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2 - \tau_k \tilde{D}(\lambda^k) + \tau_k h(\lambda^k)
\]

\[
\overset{(b)}{=} \tilde{S}^P (x^{k+1}, \lambda) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2 - \tau_k \tilde{D}(\lambda^k) - (1 - \tau_k) \tilde{S}^P (x^k, \lambda^k) + \tau_k h(\lambda^k)
\]

\[
\overset{(c)}{=} S_{\rho_{k+1}} (x^{k+1}, \lambda) + (1 - \tau_k) h(\lambda) - \tilde{S}^P (x^k, \lambda^k) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2
\]

\[
\overset{(d)}{=} S_{\rho_{k+1}} (x^{k+1}, \lambda) + (1 - \tau_k) h(\lambda) - \tilde{S}^P (x^k, \lambda^k) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2 - (\tilde{D}(\lambda^k)) + L_D \| \tilde{\lambda}^k - z_k(\lambda) \|^2 + 2 \gamma_k
\]

where in (a) we use (109). Define \( z_k(\lambda) \triangleq \tau_k \lambda^k + (1 - \tau_k) \lambda \). We then multiply both sides of (110) by \( \tau_k > 0 \), and obtain

\[
\tau_k \Delta_{\rho_k} (x^k, \lambda^k) \overset{(a)}{=} \tau_k \tilde{S}^P (x^k, \lambda) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2 - \tau_k \tilde{D}(\lambda^k) + \tau_k h(\lambda^k)
\]

\[
\overset{(b)}{=} \tilde{S}^P (x^{k+1}, \lambda) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2
\]

\[
\overset{(c)}{=} S_{\rho_{k+1}} (x^{k+1}, \lambda) + (1 - \tau_k) h(\lambda) - \tilde{S}^P (x^k, \lambda^k) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2
\]

\[
\overset{(d)}{=} S_{\rho_{k+1}} (x^{k+1}, \lambda) + (1 - \tau_k) h(\lambda) - \tilde{S}^P (x^k, \lambda^k) - \tau_k h(\lambda) - \rho_{k+1} \omega(\lambda) + \frac{\rho_{k+1}}{2} \| \lambda - \lambda^*_\rho_k (x^k) \|^2 - (\tilde{D}(\lambda^k)) + L_D \| \tilde{\lambda}^k - z_k(\lambda) \|^2 + 2 \gamma_k
\]

where we use \( \tau_k \rho_k = \rho_{k+1} \) in (a), the convexity of \( \tilde{S}^P (\cdot, \lambda) \), the LHS of (29) and the concavity of \( \tilde{S}^P (x^k, \lambda^k) \) in (b), the definition of \( \tilde{S}^P \) and \( S_{\rho_{k+1}} \) (in (13) and (15), respectively) in (c), and the RHS of (29) and the convexity of \( h(\lambda) \) in (d). Note that if we take \( \lambda = \tilde{\lambda}_{\rho_{k+1}, \eta_k} (x^{k+1}) \), then \( z_k(\lambda) = \lambda^{k+1} \) by step 7. In addition, from steps 2 and 7, we have

\[
\tilde{\lambda}^k - \lambda^{k+1} = (1 - \tau_k) (\tilde{\lambda}_{\rho_k, \eta_k} (x^k) - \tilde{\lambda}_{\rho_{k+1}, \eta_k} (x^{k+1}))
\]

and from (32) and (109), we have

\[
\frac{\rho_k}{2} \| \tilde{\lambda}_{\rho_k, \eta_k} (x^k) - \lambda^*_\rho_k (x^k) \|^2 \leq \tilde{S}^P_{\rho_k} (x^k) - \tilde{S}^D_{\rho_k} (x^k, \tilde{\lambda}_{\rho_k, \eta_k} (x^k)) \leq \eta_k.
\]

This observation leads us to bound \( \| \tilde{\lambda}_{\rho_{k+1}, \eta_k} (x^{k+1}) - \lambda^*_\rho_k (x^k) \|^2 \) as

\[
\| \tilde{\lambda}_{\rho_{k+1}, \eta_k} (x^{k+1}) - \lambda^*_\rho_k (x^k) \|^2 \overset{(a)}{=} \frac{1}{2} \| \tilde{\lambda}_{\rho_{k+1}, \eta_k} (x^{k+1}) - \tilde{\lambda}_{\rho_k, \eta_k} (x^k) \|^2 - \| \tilde{\lambda}_{\rho_k, \eta_k} (x^k) - \lambda^*_\rho_k (x^k) \|^2
\]
where in (a) we use $\|a + b\|^2 \leq 2(\|a\|^2 + \|b\|^2)$, in (b) we use (113) and in (c) we use (112). We then substitute $\lambda = \bar{\lambda}_{p,k+1}, n_k(x^{k+1})$ and (114) into (111), and obtain

$$\tau_k \Delta_{p,k}(x^k, \lambda^k) \geq S_{p,k+1}(x^{k+1}, \bar{\lambda}_{p,k+1}, n_k(x^{k+1})) + \frac{\rho_{k+1}}{2} \left( \frac{\|\lambda^{k+1} - \hat{\lambda}^k\|^2}{2(1 - \tau_k)^2} - \frac{2\eta_k}{\rho_k} \right) \tau_k + (1 + \tau_k) \eta_k + \left( \frac{\rho_{k+1}}{4(1 - \tau_k)^2} - L_D \right) \|\lambda^{k+1} - \hat{\lambda}^k\|^2 - \psi^D(\lambda^{k+1}) - 2\eta_k^k \geq \Delta_{p,k+1}(x^{k+1}, \lambda^{k+1}) - 2\eta_k - 2\gamma_k,$$

where we use (34) in (a) and $\tau_k \in (0, 1)$ and $\rho_{k+1} \geq 4(1 - \tau_k)^2 L_D$ in (b).

**A.3. Proof of Theorem 3.7.** Since $\gamma_k = \varepsilon/(4(k + 3)) = O(\varepsilon/k)$ (cf. (57)), based on (41), we have

$$C_{\text{det}}^p = \sum_{K=1}^{K_{\text{det}}} O \left( n\sqrt{K_X} \log \left( (L + L_{xx})/\varepsilon \right) \right)$$

$$= O \left( n\sqrt{K_X} \left( K_{\text{det}} \log (K_X) + \log (K_{\text{det}}) \right) \right)$$

$$\geq O \left( n\sqrt{K_X} \sqrt{L_D}/\varepsilon \left( \log \left( (L + L_{xx})/\varepsilon \right) + \log (L_D/\varepsilon) \right) \right) = O \left( n\sqrt{K_X} L_D/\varepsilon \log (L_{xx} L_D/\varepsilon) \right),$$

where in (a) we use the fact that $\log(K!) = \Theta(K \log K)$ for any $K \in \mathbb{N}$ and (62).

Similarly, we can analyze the dual oracle complexity for solving (32). Since $\rho_k = O(L_D/k^2)$ (cf. (60)) and $\eta_k = O(\varepsilon/k)$ (cf. (57)), based on (40), we have

$$C_{\text{det}}^D = \sum_{K=1}^{K_{\text{det}}} O \left( n\sqrt{L_{xx} k^2}/L_D \log (L_{xx} k/\varepsilon) \right)$$

$$= O \left( n\sqrt{L_{xx} L_D} \left( \log (L_{xx}/\varepsilon) \sum_{k=1}^{K_{\text{det}}} k \log k \right) \right)$$

$$\geq O \left( n\sqrt{L_{xx} L_D} \left( \log (L_{xx}/\varepsilon) + \log (L_D/\varepsilon) \right) \right) = O \left( n\sqrt{L_{xx} L_D}/\varepsilon \log (L_{xx} L_D/\varepsilon) \right),$$

where in (a) we use $\sum_{k=1}^{K} k = \Theta(K^2)$, $\sum_{k=1}^{K} k \log k = \Theta(K^2 \log K)$ and (62). We can repeat this analysis to conclude that the dual oracle complexity for solving (34), i.e., $C_{\text{det},2}^D$ has the same order as $C_{\text{det}}^D$. Since $C_{\text{det}}^D = C_{\text{det},1}^D + C_{\text{det},2}^D$, the proof is complete.

**A.4. Proof of Lemma 4.1.** To prove this lemma, one needs to properly incorporate the inexact criteria in (65), (66) and (67) (which involve conditional expectations) into the proof of Lemma 3.3. The key steps are: i) taking conditional expectation over the steps in the proof of Lemma 3.3 by using the measurability results in (69) and ii) applying the tower property of conditional expectation by using the nested relation in (68). Specifically, at the $k$-th iteration, we first modify the proof of Proposition 2.1 and show that

$$E[\tilde{S}_p(\tilde{x}_\gamma(\tilde{\lambda}^k), \tilde{\lambda}^k) - \tilde{\psi}^D(\lambda^{k+1}) + \langle \nabla_{\lambda} \tilde{S}_p(\tilde{x}_\gamma(\tilde{\lambda}^k), \tilde{\lambda}^k), \lambda^{k+1} - \tilde{\lambda}^k \rangle | F_{k,1}]$$
\[ L_D \mathbb{E}[\|\hat{\lambda}^k - \lambda^{k+1}\|^2 | \mathcal{F}_{k,1}] + 2\gamma_k. \]

(For notational brevity, we omit ‘a.s.’ here and for all the inequalities below.) Furthermore, since \( \mathcal{F}_{k,0} \subseteq \mathcal{F}_{k,1} \), if we take \( \mathbb{E}[|\mathcal{F}_{k,0}] \) over (117), then we have

\[ \mathbb{E}[\hat{S}^p(x_{\gamma}(\hat{\lambda}^k), \hat{\lambda}^k) - \psi^D(\lambda^{k+1}) + \langle \nabla_x \hat{S}^p(x_{\gamma}(\hat{\lambda}^k), \lambda^{k+1} - \hat{\lambda}^k) \rangle | \mathcal{F}_{k,0} \]

\[ \leq L_D \mathbb{E}[\|\hat{\lambda}^k - \lambda^{k+1}\|^2 | \mathcal{F}_{k,0}] + 2\gamma_k. \]

In addition, from (114), we have

\[ \mathbb{E}[\|\hat{\lambda}_{p_{k+1},\eta_k}(x^{k+1}) - \lambda^{*,p}(x^k)\|^2 | \mathcal{F}_{k,0}] \geq \frac{\mathbb{E}[\|\lambda^{k+1} - \hat{\lambda}^k\|^2 | \mathcal{F}_{k,0}]}{2(1 - \tau_k)^2} - \frac{2\eta_k}{\rho_k}. \]

Now, we can take \( \mathbb{E}[|\mathcal{F}_{k,0}] \) over Equation (c) in (111), and use (118), (119) and the fact that \( x^k, \lambda^k \in \mathcal{F}_{k,0} \) to obtain

\[ \tau_k \Delta_{p_k}(x^k, \lambda^k) \geq \mathbb{E}[S_{p_{k+1}}(x^{k+1}, \hat{\lambda}_{p_{k+1},\eta_k}(x^{k+1})) + \rho_k \|\lambda^{k+1} - \hat{\lambda}^k\|^2 - \tau_k \epsilon_k] \]

\[ - (\psi^D(\lambda^{k+1}) + L_D \|\hat{\lambda}^k - \lambda^{k+1}\|^2 + 2\gamma_k) | \mathcal{F}_{k,0}]. \]

Again, since \( \mathcal{F}_{k,0} \subseteq \mathcal{F}_{k,2} \), if we take \( \mathbb{E}[|\mathcal{F}_{k,0}] \) over (67), then we have

\[ \mathbb{E}[\psi^D_{p_{k+1}}(x^{k+1}) - S_{p_{k+1}}(x^{k+1}, \hat{\lambda}_{p_{k+1},\eta_k}(x^{k+1})) | \mathcal{F}_{k,0}] \leq \eta_k. \]

We then substitute (121) into (120), and use the condition \( \rho_{k+1} \geq 4(1 - \tau_k)^2 L_D \) to get

\[ \tau_k \Delta_{p_k}(x^k, \lambda^k) \geq \mathbb{E}[\Delta_{p_{k+1}}(x^{k+1}, \lambda^{k+1}) | \mathcal{F}_{k,0}] - 2\eta_k - 2\gamma_k. \]

**A.5. Proof of Theorem 4.3.** The proof follows the same argument as that of Theorem 3.7, hence we only outline the important steps. Based on the choice of \( \gamma_k \) in (57) and the complexity of \( M_2 \) in (73),

\[ C_{\text{stoc}}^P = \sum_{k=1}^{K_{\text{stoc}}} O((n + \sqrt{n\kappa_\lambda}) \log ((L + L_{xx})(n + \sqrt{n\kappa_\lambda} + k)/(\mu \varepsilon))) \]

\[ = O \left((n + \sqrt{n\kappa_\lambda})(K_{\text{stoc}} \log ((L + L_{xx})(n + \sqrt{n\kappa_\lambda})/(\mu \varepsilon)) + \log (K_{\text{stoc}}!))\right) \]

\[ = O \left((n + \sqrt{n\kappa_\lambda})\sqrt{L_D/\varepsilon} \left(\log ((L + L_{xx})(n + \sqrt{n\kappa_\lambda})/(\mu \varepsilon)) + \log (L_D/\varepsilon)\right)\right) \]

\[ = O((n + \sqrt{n\kappa_\lambda})\sqrt{L_D/\varepsilon} \log ((L + L_{xx})L_D(n + \sqrt{n\kappa_\lambda})/(\mu \varepsilon))). \]

Using the same reasoning as in the proof of Theorem 3.7, the dual oracle complexities for solving both (65) and (67) have the same order, so it suffices to only analyze the complexity for solving (65). Specifically, based on (72), we have

\[ C_{\text{stoc},1}^D = \sum_{k=1}^{K_{\text{stoc}}} O((n + k\sqrt{nL_{xx}}/L_D) \log (L_{xx}(n + \sqrt{nL_{xx}}k)/(L_D \varepsilon))) \]

\[ \overset{(a)}{=} \sum_{k=1}^{K_{\text{stoc}}} O((n + k\sqrt{nL_{xx}}/L_D) \log (L_{xx}(n + \sqrt{nL_{xx}}L_D)/(L_D \varepsilon)) + \log k) \]
\[
O\left((K_{\text{stoc}} n + \sqrt{\frac{n L_{\lambda \lambda} / L_D}{L_D}} \sum_{k=1}^{K_{\text{stoc}}} k) \log \left(\frac{L_{\lambda \lambda} (n + \sqrt{\frac{n L_{\lambda \lambda} / L_D}{L_D} \varepsilon})}{(L_D \varepsilon)} + \left(n \sum_{k=1}^{K_{\text{stoc}}} k \log k + \sqrt{\frac{n L_{\lambda \lambda} / L_D}{L_D}} \sum_{k=1}^{K_{\text{stoc}}} k \log k\right)\right) + O\left((n \sqrt{L_D / \varepsilon} + \sqrt{n L_{\lambda \lambda} L_D / \varepsilon}) \log \left(\frac{L_{\lambda \lambda} (n + \sqrt{\frac{n L_{\lambda \lambda} / L_D}{L_D} \varepsilon})}{(L_D \varepsilon)} + \sqrt{L_D / \varepsilon} \log(L_D / \varepsilon)(n + \sqrt{n L_{\lambda \lambda} / L_D} / \varepsilon)\right)\right)
\]

where (a) holds since \( n \leq kn \). We obtain (76) by noting that \( C_{\text{stoc}}^{D} = \Theta(C_{\text{stoc},1}^{D}) \).

**A.6. Proof of Theorem 4.4.** First, let us define the events \( A_{0,0} \triangleq \Omega \), and for any \( k \in \mathbb{Z}_+ \),

\[
A_{k,1} \triangleq \{ \psi_{\rho_k}^1(x^{k}) - S_{\rho_k}(x^{k}, \hat{\lambda}_{\rho_k,m_k}(x^{k})) \leq \eta_k \}, \quad A_{k,2} \triangleq \{ S(\tilde{x}_k, \hat{\lambda}^{k}) - \psi_{D}^{k}(\hat{\lambda}^{k}) \leq \gamma_k \},
\]

\[
A_{k+1,0} \triangleq \{ \psi_{\rho_{k+1}}^1(x_{k+1}^{k+1}) - S_{\rho_{k+1}}(x_{k+1}^{k+1}, \hat{\lambda}_{\rho_{k+1},m_{k+1}}(x_{k+1}^{k+1})) \leq \eta_k \}.
\]

Also, for any measurable event \( A \), denote its complement as \( A^c \) and its indicator function as \( \mathbb{I}_A \), i.e., \( \mathbb{I}_A(z) = 1 \) if \( z \in A \) and 0 otherwise.

Fix any \( k \in \{0, \ldots, K-1\} \). From Markov’s inequality and (77), we have

\[
\Pr\{\mathcal{A}_{k,1} | \mathcal{F}_{k,0}\} \leq \mathbb{E}[\psi_{\rho_k}^1(x^k) - S_{\rho_k}(x^k, \hat{\lambda}_{\rho_k,m_k}(x^k)) | \mathcal{F}_{k,0}] / \eta_k \leq \delta / (3K) \text{ a.s.}
\]

Since \( \bigcup_{i=0}^{K-1} \{A_{i,1}, A_{i,2}, A_{i+1,0}\} \subseteq \mathcal{F}_{k,0} \), we have that

\[
C_{k,0} \in \mathcal{F}_{k,0}, \quad \text{where} \quad C_{k,0} \triangleq \bigcap_{i=0}^{K-1} (A_{i,1} \cap A_{i,2} \cap A_{i+1,0}).
\]

(When \( k = 0 \), define \( C_{0,0} \triangleq A_{0,0} \).) In addition, note that \( \Pr\{C_{k,0}\} > 0 \), since

\[
\Pr\{C_{k,0}^c\} = \Pr\{\bigcup_{i=0}^{K-1} (A_{k-1,1}^c \cup A_{k-1,2}^c \cup A_{k,0}^c)\} \leq (3k)\delta/(3K) \leq \delta < 1.
\]

We then take conditional expectation \( \mathbb{E}[-|C_{k,0}\} \text{ in (123) to obtain}

\[
\mathbb{E}[\Pr\{A_{k,1} | \mathcal{F}_{k,0}\} | \mathcal{C}_{k,0}] \geq 1 - \delta / (3K).
\]

On the other hand,

\[
\mathbb{E}[\Pr\{A_{k,1} | \mathcal{F}_{k,0}\} | \mathcal{C}_{k,0}] = \mathbb{E}[\Pr\{A_{k,1} | \mathcal{F}_{k,0}\} \mathbb{I}_{C_{k,0}}] / \mathbb{P}(C_{k,0}) \overset{(a)}{=} \mathbb{E}[\mathbb{I}_{A_{k,1}} \mathbb{I}_{C_{k,0}}] / \mathbb{P}(C_{k,0}) = \Pr\{A_{k,1} | C_{k,0}\},
\]

where (a) follows since \( C_{k,0} \subseteq \mathcal{F}_{k,0} \). Therefore, we have

\[
\Pr\{A_{k,1} | C_{k,0}\} \geq 1 - \delta / (3K).
\]

Similarly, if we define \( C_{k,1} \triangleq C_{k,0} \cap A_{k,1} \) and \( C_{k,2} \triangleq C_{k,1} \cap A_{k,2} \), then we also have

\[
\Pr\{A_{k,2} | C_{k,1}\} \geq 1 - \delta / (3K), \quad \Pr\{A_{k+1,0} | C_{k,2}\} \geq 1 - \delta / (3K).
\]

From Theorem 3.5, we know that if \( K = K_{\text{det}}^{'} \) and the event \( \bigcap_{k=0}^{K-1} (A_{k,1} \cap A_{k,2} \cap A_{k+1,0} \cap A_{k+1,0}) \) occurs, then \( \Delta_{\rho_k}(x^k, \lambda^k) \leq \varepsilon \). Therefore,
\[ \Pr \{ \Delta_{\rho K}(x^K, \lambda^K) \leq \varepsilon \} \geq \Pr \{ \bigcap_{k=0}^{K-1} (A_{k,1} \cap A_{k,2} \cap A_{k+1,0}) \} \]
\[ = \prod_{k=0}^{K-1} \Pr \{ A_{k+1,0} \cap C_{k,1} \} \Pr \{ A_{k,2} \cap C_{k,1} \} \Pr \{ A_{k,1} \cap C_{k,0} \} \]
\[ \overset{(a)}{=} \left( 1 - \delta/(3K) \right)^{3K} \overset{(b)}{\geq} 1 - \delta, \]

where (a) follows from (127) and (128) and (b) follows from Bernoulli’s inequality. By the same reasoning, we can also show that if \( K = K_{\text{det}} \), then (80) holds.

### A.7. Proof of Lemma 5.1.

Since \( \lambda^* \in \mathbb{R}_+^n \) is an optimal solution of \( \max_{\lambda \in \mathbb{R}_+^n} \psi^D(\lambda) \), we have that \( \psi^D(\bar{x}) \leq \psi^D(\lambda^*) \). This implies \( \Delta_\rho(\bar{x}, \lambda^*) \leq \Delta_\rho(\bar{x}, \lambda) \leq \epsilon \). From the definition of \( \Delta_\rho \) in (23), we have

\[ \epsilon \geq \Delta_\rho(\bar{x}, \lambda^*) \geq S(x, \lambda) - (\rho/2)\|\lambda\|_2^2 - S(x, \lambda^*) \quad \forall x \in K \quad \forall \lambda \in \mathbb{R}_+^n. \]

We then choose \( x = x^* \) and \( \lambda = 0 \) in (129) to obtain

\[ \epsilon \geq S(\bar{x}, 0) - S(x^*, \lambda^*) = f(\bar{x}) - (f(x^*) + \sum_{i=1}^n \lambda_i^* g_i(x^*)) \geq f(\bar{x}) - f(x^*), \]

where the last step follows from \( \lambda_i^* \geq 0 \) and \( g_i(x^*) \leq 0 \), for any \( i \in [n] \).

Now fix any \( \theta > 0 \) and \( i \in [n] \). Let \( e_i \in \mathbb{R}^n \) denote the \( i \)-th standard basis vector, i.e., \( (e_i)_j = 1 \) and \( (e_i)_j = 0 \) for any \( j \in [n] \setminus \{i\} \). In (129), if we choose \( x = x^* \) and \( \lambda = \lambda^* + \theta e_i \), where \( \theta_i = \theta \) if \( g_i(\bar{x}) > 0 \) and \( 0 \) otherwise, then

\[ \epsilon \geq S(\bar{x}, \lambda^*) + \theta_i g_i(\bar{x}) - (\rho/2)\|\lambda^* + \theta_i e_i\|_2^2 - S(x^*, \lambda^*) \]
\[ \geq \theta_i g_i(\bar{x}) - (\rho/2)\|\lambda^* + \theta_i e_i\|_2^2 \geq \theta g_i(\bar{x}) \geq - (\rho/2)\|\lambda^* + \theta e_i\|_2^2, \]

where in the last step we use \( \lambda_i^* \geq 0 \) and \( \theta \geq \theta_i \geq 0 \). After rearranging, we have

\[ [g_i(\bar{x})]_+ \leq \rho \lambda_i^* + \rho \theta/2 + (\rho\|\lambda^*\|_2^2 + 2\epsilon)/(2\theta) \overset{(a)}{\leq} \rho \lambda_i^* + \sqrt{\rho(\rho\|\lambda^*\|_2^2 + 2\epsilon)} \]
\[ \overset{(b)}{\leq} (\lambda^*_i + \|\lambda^*\|_2) \rho + \sqrt{2\rho}, \]

where we take the infimum over \( \theta > 0 \) in (a) and use \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \), \( \forall a, b \geq 0 \) in (b).

### A.8. Proof of Theorem 5.6.

Similar to the analysis in Section 3.4, we have

\[ \overline{C}_{\text{det}} \overset{(a)}{=} O \left( n \sum_{k=1}^{K_{\text{con}}} \sqrt{(L + \alpha)/\mu + k \alpha \sqrt{\varepsilon} / (M \sqrt{\pi})} \log (k((L + \alpha) / \varepsilon + k \alpha \sqrt{\pi} / (M \sqrt{\varepsilon}))) \right) \]
\[ \overset{(b)}{=} O \left( n \sum_{k=1}^{K_{\text{con}}} \sqrt{(L + \alpha)/\mu + \sqrt{k \alpha \mu / (M \varepsilon)}} \log k + \log ((L + \alpha) \mu / (M \varepsilon)) \right) \]
\[ \overset{(c)}{=} O \left( n \sqrt{(L + \alpha)/\mu \epsilon K_{\text{cons}} \log K_{\text{cons}} + \log ((L + \alpha) \mu / (M \varepsilon))} \right. \]
\[ + \sqrt{\alpha / M} \left( \varepsilon / \mu \right)^{1/4} K_{\text{cons}}^2 \log K_{\text{cons}} + \log ((L + \alpha) \mu / (M \varepsilon)) \right) \]
\[ = O \left( n \sqrt{M} \sqrt{(L + \alpha)/\mu \sqrt{\varepsilon} + M \sqrt{\alpha} / (M \sqrt{\varepsilon})} \log ((L + \alpha) / \varepsilon) \right), \]

where in (a) we use \( \gamma_k = \Theta(\varepsilon / k) \), in (b) we use \( \alpha / \sqrt{\varepsilon} = O((L + \alpha) / \varepsilon) \) and in (c) we use \( \sum_{k=1}^{K} k^n \log k = \Theta(K^{n+1} \log K) \), for any \( n \geq 0 \). By noting that \( \alpha \leq L + \alpha \), we
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