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Abstract—Machine learning is becoming ubiquitous. From financial to medicine, machine learning models are boosting decision-making processes and even outperforming humans in some tasks. This huge progress in terms of prediction quality does not however find a counterpart in the security of such models and corresponding predictions, where perturbations of fractions of the training set (poisoning) can seriously undermine the model accuracy. Research on poisoning attacks and defenses even predates the introduction of deep neural networks, leading to several promising solutions. Among them, ensemble-based defenses, where different models are trained on portions of the training set and their predictions are then aggregated, are getting significant attention, due to their relative simplicity and theoretical and practical guarantees. The work in this paper designs and implements a hash-based ensemble approach for ML robustness and evaluates its applicability and performance on random forests, a machine learning model proved to be more resistant to poisoning attempts on tabular datasets. An extensive experimental evaluation is carried out to evaluate the robustness of our approach against a variety of attacks, and compare it with a traditional monolithic model based on random forests.
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1 INTRODUCTION

With the introduction of deep neural networks in the last decade, machine learning (ML) is now leaving academia and powering an increasing number of applications, from finance [1], to smart grid [2], weather forecast [3], and medicine [4]. This diffusion is also due to the fact that machine learning models are reportedly performing better than humans in some specific tasks [5].

Given their increasingly-widespread diffusion, even in critical application scenarios, it is of paramount importance to properly evaluate the security of ML models. As such, one of the most relevant threat vectors are data, being ML models trained on (very) large datasets. In particular, poisoning attacks include attacks carried out during training time by maliciously altering the dataset used for training, with the aim of decreasing the overall classification accuracy, or misclassifying some specific inputs when the model is deployed. Poisoning attacks have been reported in several application scenarios, from malware detection [6], to biometrics [7], healthcare [8], and source code completion [9] and against several types of machine learning models, from support vector machines [10], to decision trees [8], random forests [6], and neural networks [11], to name but a few. Solutions counteracting poisoning are vary, and range from improving the poisoned dataset by removing or repairing (suspicious) data points [12]–[16], to strengthening the ML model itself, to make it less subject to poisoning [17]–[19]. Among the latter, the usage of ensemble is becoming one of the preferred and most studied approaches [17]–[19]. It consists of training several ML models on different (possibly partially overlapped) partitions of the training set, and then aggregating their predictions. These solutions can also provide a theoretical bound on the correctness of the prediction according to the extent of poisoning.

However, ensembles are mostly studied in image recognition scenarios with deep neural networks [17]–[19], leaving open questions on their effectiveness in different scenarios such as their application to tabular datasets and ensemble-based ML algorithms (e.g., random forest).

Our paper aims to fill in these research gaps, by evaluating the robustness of a hash-based ensemble approach against data poisoning. A hash-based ensemble is based on hash functions to route data points in the original training set in different partitions used to train different models in the ensemble. We consider a random forest algorithm as our worst case, being an ensemble algorithm by itself, and a variety of untargeted poisoning attacks. We implement the hash-based ensemble-based approach in [18], where i) each model of the ensemble is trained on a disjoint partition of the training set to which data points are assigned according to hashing, and ii) the final prediction is retrieved according to majority voting.

Contrary to state of the art, our paper evaluates ensembles of small to moderate size (i.e., up to 21 random forests). Throughout finer-grained experiments, we show that the usage of even the smallest ensemble does protect from poisoning. In addition, we show that plain random forests are highly-sensitive to perturbations based on label flipping, while almost insensitive to others, a result consistent with
other work in literature [11].

Our contribution is twofold. We first evaluate the robustness of a hash-based ensemble approach [18] to increase the robustness of random forests against poisoning attacks in a tabular dataset. We then evaluate such robustness by varying the poisoning perturbation and comparing the performance of our approach and a plain vanilla random forest.

The remainder of this paper is organized as follows. Section 2 discusses the state of the art in the context of poisoning attacks and defenses. Section 3 presents the poisoning protection based on ensemble of random forests, whose robustness evaluation against the perturbations in Section 4 is the goal of this paper. Section 5 describes the evaluation process, while Section 6 details the result of such a process. We conclude our paper with a discussion on the obtained insights in Section 7, and we finally draw our conclusions in Section 8.

2 BACKGROUND AND RELATED WORK

The research community has worked hard to strengthen the security of machine learning (ML) models. Sophisticated attacks are continuously proposed and novel defenses defined to counteract them.

Attacks can be classified according to the stage where the attack occurs. On one side, adversarial attacks occur at inference time and consist of specially-crafted data points that are routed to the ML model to cause a faulty or wrong inference. Their goal is in fact the misclassification of such data points. On the other side, poisoning attacks, the focus of this paper, occur at training time and inject poisoned data points in the dataset. They aim to reduce the accuracy of the model or cause the misclassification of specific data points at inference time.

Poisoning attacks alter the dataset with malicious data points. They are created by perturbing existing data points in terms of i) samples or values of the features [20]; ii) labels, having the advantage of not creating strangely-looking data points [10], [21], [22]. Perturbations can be crafted according to i) a specific goal such as misclassification of positive data points, for instance in spam detection (targeted poisoning), requiring sophisticated perturbations such as feature collision [23]; ii) or accuracy reduction only (untargeted poisoning). The latter often corresponds to random perturbations [10], and is the focus of this paper.

Defenses against poisoning attacks can be performed in two main ways: dataset strengthening or model strengthening.\(^1\) Dataset strengthening aims to increase the quality of the dataset by removing or repairing poisoned data points, detected with some heuristics. Detection heuristics include clustering [15], [16], [22], influence of data points based on their gradients [12], [24], and outlier detection [15], to name but a few. Healing techniques include randomized smoothing and differential privacy. In the former, each data point is smoothed (i.e., its label is replaced) according to its neighbour data points. Smoothing has been initially proposed to counteract inference-time attacks [25], and then adapted to poisoning [14]. Similarly, in the latter, noise is added during training such that predictions of a model trained on the original dataset are indistinguishable from those of a model trained on the corresponding poisoned dataset, up to a certain \(\epsilon\) [13], [26].

Model strengthening aims to increase the robustness of the ML model by altering the model itself, such that the effect of poisoning is reduced. The main technique for healing is ensemble, when the ML model is replaced with an ensemble of the same ML model [17]–[19]. This technique splits the training set in different partitions according to some strategies, and each partition is the training set of a model of the ensemble. Intuitively, this reduces the influence of poisoned data points, since each model is trained on a smaller fraction of poisoned data points. Some of the above techniques, including ensemble [17]–[19], randomized smoothing [14], and differential privacy [13], can provide a certifiable guarantee such that the model prediction is correct up to a certain amount of poisoning on the dataset.

3 OUR APPROACH

Our hash-based ensemble approach focused on increasing the robustness of ML models is built on the following pillars.

- **Strong base models (no neural networks):** traditional ensemble models rely on weak base models such as decision trees, whose predictions are strengthened by aggregation [27]. On the other hand, ensemble-based poisoning protections are based on neural networks (e.g., [17], [18]). We rather consider random forests as base models. Being random forest an algorithm natively built on an ensemble of models, we consider a worst case scenario of an ensemble of forests. As we will discuss in Section 6, this poses our evaluation in a scenario that is already resilient to a range of poisoning attacks and generally outperforms other classes of machine learning algorithms [28], [29].

- **Small number of base models:** ensemble-based protections (e.g., [18]) utilize a large number of partitions and base models (>1000 in some cases). We instead consider smaller numbers (up to 21) to increase usability and evaluate the degree of protection.

- **Tabular datasets for binary classification:** most of attacks and defenses are benchmarked in scenarios where images are the inputs of the models (i.e., feature extraction is performed directly within the model) [18]. We instead consider tabular datasets for binary classification, which are still a significant portion of ML.

- **Untargeted poisoning:** most of defenses are benchmarked against targeted poisoning (e.g., [15]), where few specially-crafted data points are injected in the training set. Our evaluation departs from the assumption of a generic attacker model where the attacker is free to alter the dataset with targeted manipulations, and focuses instead on untargeted poisoning, where the attacker alters existing data points according to default perturbations with the aim of reducing the accuracy of the model.

Figure 1 shows an overview of our approach based on ensemble of random forests. Given a tabular dataset, it
extracts a portion forming the training set (e.g., 80%). The training set can be then poisoned according to our generic attack model and using the perturbations in Section 4. Following the work in [18], our approach retrieves the hash value of each data point of the training set according to a given hash function. It then partitions such set in \( N \) subsets, with \( N \) being the number of random forests of the ensemble. Each data point is assigned to a partition according to the modulo operator (modulo \( N \)) applied on the corresponding hash value (e.g., data points whose hash value modulo \( N \) is 0 are assigned to partition 0, and so on). Each \( n \)-th partition corresponds to the training set of the \( n \)-th random forest of the ensemble. In other words, each random forest is trained on a disjoint partition of the training set. The final prediction is then retrieved according to majority voting.

Following the implementation of the ensemble approach in Figure 1, we comparatively evaluate the robustness of plain random forests and ensemble of random forests against different poisoning attacks in Section 4. This is, to the best of our knowledge, a first tentative in this direction.

### 4 Poisoning Attacks

The poisoning attack strategy adopted in our ensemble in Section 3 is built on different perturbations (zeroing, noising, out-of-ranging, label flipping) each implementing a specific poisoning attack that is tested independently. Each perturbation takes as input a training set, denoted as \( D \), and returns as output the poisoned training set, denoted as \( \tilde{D} \). Other inputs include the percentage of data points and features to alter (denoted as \( \epsilon_p \) and \( \epsilon_f \), respectively), according to the specific perturbation. Poisoned training sets are then partitioned in disjoint training sets, each used to train a model of the ensemble, according to the evaluation process in Section 5.1. We note that each perturbation selects the data points and the corresponding features to poison at random according to \( \epsilon_p \) and \( \epsilon_f \). In particular, the selected features are the same for every perturbation, to ensure proper comparison.

Throughout the description of the perturbations, we consider as example a binary classification task (classes \( A \) and \( B \)), and a 5-feature data point \( p \) with value \( (0, 10, 15, 0, 1) \) belonging to class \( A \). We consider the second feature to be selected for poisoning.

Perturbation zeroing produces a poisoned training set \( \tilde{D} \), where the selected data points are perturbed by changing the values of the selected features to 0. For instance, the corresponding poisoned data point of \( p \) has value \( (0, 0, 15, 0, 1) \).

Perturbation noising produces a poisoned training set \( \tilde{D} \), where the selected data points are perturbed by replacing the values of the selected features with a value within the distribution of the same feature in the opposite class. For instance, let us consider the second feature of data point \( p \). It takes value in \([0, 10]\) for class \( A \), and \([20, 40]\) for class \( B \). The corresponding poisoned data point has value \((0, 37, 15, 0, 1)\).

Perturbation out-of-ranging produces a poisoned training set \( \tilde{D} \), where the selected data points are perturbed by changing the value of the selected features with values outside their valid range. For instance, let us consider the second feature of data point \( p \). The corresponding poisoned data point has value \((0, -1, 15, 0, 1)\).

Finally, perturbation label flipping produces a poisoned training set \( \tilde{D} \), where the selected data points are perturbed by flipping their labels. For instance, the corresponding poisoned data point of \( p \) (belonging to class \( A \)) has the same values of \( p \) with label changed to \( B \).

We note that the effectiveness of these perturbations strongly depend on the number and value of data points actually perturbed. For instance, let us consider perturbation zeroing. Assuming that the first feature of data point \( p \) (with value 0) is selected for poisoning, the corresponding poisoned data point is not altered.

### 5 Evaluation Process

We present the evaluation process and experimental settings at the basis of the experimental results in Section 6.

#### 5.1 Evaluation Process in a Nutshell

We implemented the evaluation process in Figure 2 to validate the robustness of our ensemble approach in Section 3 against poisoning attacks in Section 4. To this aim, for each attack, we calculate the accuracy loss between the plain (monolithic) model and the ensemble approach with majority voting trained on both original and poisoned datasets. Figure 2 shows two different paths with and without poisoning, generating poisoned data or forwarding the original data respectively. It also shows the path used to generate the monolithic model.

Our process takes as input: (i) the original dataset; (ii) the number of random forests \( N \) composing the ensemble; (iii) the perturbation type; (iv) the percentage of data points \( \epsilon_p \) and \( v \) features \( \epsilon_f \) to poison.

The evaluation process consists of four steps as follows.

**Step 1: Preparation.** It splits the dataset into training (denoted as \( D \)) and test sets, that is, held out. Test set is left untouched for the rest of the process.

**Step 2: Poisoning.** It applies the selected perturbation to the training set \( D \) producing a poisoned training set \( \tilde{D} \), according to the percentages of poisoning received as input.

**Step 3: Creation of training sets.** It builds the training sets for the monolithic and ensemble models. It first creates \( N \) empty sets (partitions). Second, given a (original or poisoned) training set, each data point is converted
to a string by concatenating the value of each feature. For instance, data point \( p \) with value \( (0,10,15,0,1) \) becomes \( 0101501 \). Third, the hash of such string is retrieved according to a specific hash algorithm. For instance, the hash value of \( 0101501 \) according to MD5 is \( \text{adf5c364bc3a61133eb2360f7dd0b8f2} \) (in hexadecimal). Fourth, the modulo operator (modulo \( N \)) is applied to the hash value converted back to a number. The result of this operation indicates to which partition the data point belongs, that is, the result \( n \) of modulo corresponds to the \( n+1 \) partition. This step produces the \( N \) partitions of the input training set: each partition is then used to train one of the \( N \) random forests of the ensemble. For instance, assuming \( N=17 \), the modulo of the hash of \( p \) is 1, hence, it is assigned to partition 1. Finally, the training set of the monolithic model is the input training set. We note that this step is repeated both on the original and poisoned dataset.

**Step 4: Training and evaluation.** It first trains both the ensemble and monolithic models separately on the original and poisoned training sets created at Step 3. Once the monolithic and ensemble models are created, their accuracy is calculated using the test set isolated at Step 1 and compared using evaluation metric delta, denoted as \( \Delta \), as follows.

\[
\Delta = \text{ACC}(\tilde{D}) - \text{ACC}(D),
\]

where \( \text{ACC}(D) \) is the accuracy retrieved on the original training set and \( \text{ACC}(\tilde{D}) \) is the accuracy retrieved on the poisoned training set.

We note that \( \Delta \) measures the accuracy variation in a model trained on a poisoned training set with regards to the same model trained on the original training set. A negative value of \( \Delta \) indicates that the model trained on a poisoned dataset decreases in accuracy, a positive value indicates that the model trained on a poisoned dataset increases in accuracy, a value equals to 0 indicates same result.

Finally, we note that we executed the entire process three times averaging accuracy and \( \Delta \).

### 5.2 Experimental Settings

We experimentally evaluated the approach in this paper using two datasets that significantly differ in cardinality, number of features, and sparsity.

**Musk2** is an open dataset for the identification of musk molecules [30]. It consists of 2,034 data points organized in 166 features and divided in two classes: 1,017 data points of class musk and 1,017 data points of class non-musk. The dataset is collected by including different conformations (shapes) of musk and non-musk molecules. In particular, all the low-energy conformations of 141 initial molecules have been generated and manually annotated. The dataset has a low degree of sparsity (\( \approx 0.273\% \)), and, together with the number of data points and features, puts our evaluation in a best case of a dataset perfectly-suited for random forest classification.

**Android malware** is a closed dataset for the detection of malware on Android devices. It consists of 14,508 data points organized in 25,802 features and divided in two classes: 7,254 data points of class malware and 7,254 data points of class non-malware. The dataset is collected on Android devices with benign and malign apps installed, by capturing the system calls performed by the apps. Any sequence of three consecutive system calls is a feature, whose value is the number of times such sequence has been called. The dataset has a large number of features with regards to the number of data points, making it suboptimal for training. To improve it, we reduced the number of features according to \( \text{InfoGain} \) [31], a feature ranking method selecting those features that reduce the entropy in the dataset (i.e., the most informative features with regards to the dataset). With this method, we reduced the number of features to

---

**Figure 2:** Evaluation process based on the ensemble approach in Figure 1.
1,000. This dataset has a high degree of sparsity (≈92.37%), and, together with the number of data points and features, puts our evaluation in a challenging case of a dataset not particularly suited for random forest classification.

The settings of our experiments varied i) the number of random forests $N$ of our ensemble approach in $\{3, 5, 7, 9, 11, 13, 15, 17, 19, 21\}$; ii) the perturbations in zeroing, noising, out-of-ranging and label flipping (Section 4); iii) the percentage of poisoned data points $\epsilon_p$ in $[10\%, 35\%]$, step 5%; iv) the percentage of poisoned features on each data point $\epsilon_i$ in $[10\%, 35\%]$, step 5%. We note that $\epsilon_i$ is not applicable to perturbation label flipping. Each combination of these parameters represented an instance of the evaluation process in Section 5.1. In addition, we used hash algorithm MDS, putting ourselves in a worst-case scenario of an outdated hash function (supposedly) poorly assigning data points to partitions, to determine whether our ensemble approach can still provide some protection against poisoning. Finally, we configured random forests according to the well-known practices in the state of the art.

To conclude, our experiments have been built on the ML library Weka [32] version 3.8 running on Java version 8. We executed our process on a VM equipped with 16 vCPUs Intel Core Processor (Broadwell, no TSX) 2.00 GHz and 48 GBs of RAM.

## 6 Experimental Results

We present the results of our evaluation first discussing label flipping (Section 6.1) and then zeroing, noising, out-of-ranging (Section 6.2) for datasets Musk2 and Android malware. Label flipping is the most effective perturbation substantially affecting the behavior of monolithic model, while zeroing, noising, out-of-ranging do not produce substantial accuracy degradation on it. We note that we omit the percentage symbol when discussing values of $\Delta$, accuracy, as well as percentage of data points $\epsilon_p$ and features $\epsilon_i$ to poison. We also note that, according to our evaluation process in Section 5.1, all the results are averaged on three executions.

### 6.1 Label Flipping

Tables 1(a)-(b) show the average results retrieved by executing perturbation label flipping against datasets Musk2 (Table 1(a)) and Android malware (Table 1(b)), varying the percentage of poisoned data points $\epsilon_p$ and the number of random forests $N$ of the ensemble. The column with $N=1$ indicates the monolithic model, while the row with $\epsilon_p=0$ (rows with gray background in Tables 1(a)-(b)) indicates the accuracy $ACC(D)$ retrieved from the model trained on the original dataset, that is, the dataset with 0% of poisoned data points. Each cell is divided in two parts. The top-most part reports the $\Delta$ in Equation (1), retrieved according to the accuracy of the model trained on the poisoned training set and the one on the original training set. The bottom-most part reports the accuracy $ACC(D)$ retrieved by the model trained on the poisoned training set.

Our results first show that the accuracy retrieved on the two datasets vary significantly. The monolithic model shows $ACC(D)=91.872$ on dataset Musk2 and $ACC(D)=98.828$ on dataset Android malware. This difference of ≈7 points is repeated also for all configurations, reaching the peak with $\epsilon_p=35$. On the contrary, variations in $\Delta$ are comparable especially for low values of $\epsilon_p$ and $N$.

Our results additionally show two clear trends. First, as the percentage of poisoned data points increases, the corresponding $\Delta$ worsens (i.e., decreases), that is, the more label flips, the higher the accuracy decrease. This trend can be observed downward column by column. For instance, consider the smallest ensemble $N=3$. $\Delta$ worsens from $-1.560$ with $\epsilon_p=10$ to $-15.435$ with $\epsilon_p=35$ on dataset Musk2, and from $-0.402$ to $-14.536$ on dataset Android malware. Second, as the number of random forests in the ensemble increases, the corresponding $\Delta$ improves (i.e., increases), that is, the larger the ensemble, the lesser the accuracy decrease. This trend can be observed rightward row by row. For instance, consider the worst perturbation $\epsilon_p=35$. $\Delta$ improves from $-22.414$ of the monolithic model to $-6.814$ with $N=21$ on dataset Musk2 (improvement of ≈70%). This improvement is even better on dataset Android malware, moving from $-22.578$ to $-0.942$ (improvement of ≈96%).

Figure 3 shows variation of $\Delta$ for the monolithic ($N=1$) and the smallest ($N=3$) and largest ensembles ($N=21$) for the two datasets Musk2 (denoted as M2) and Android malware (denoted as AM), varying the number of $\epsilon_p$. We note that the monolithic model experiences the largest accuracy decrease as expected, ranging from $-3.448$ with $\epsilon_p=10$ to $-22.414$ with $\epsilon_p=35$ on dataset Musk2, and from $-2.344$ to $-22.578$ on dataset Android malware, that is, accuracy drops to 69.458 and 76.520, respectively, in the worst case. Instead, our ensemble approach shows higher robustness and keeps the accuracy drop well under control. This can be noticed even with the smallest ensemble $N=3$, with $\Delta$ at least doubling with regards to the monolithic model in most of the cases (from $-10.887$ to $-5.513$ on average on the two datasets). When considering dataset Musk2, it increases from $-3.448$ to $-1.560$ with $\epsilon_p=10$, and from $-22.414$ to $-15.435$ with $\epsilon_p=35$ ($-6.158$ on average with $N=3$). When considering dataset Android malware, it increases from $-2.344$ to $-0.402$ with $\epsilon_p=10$ and from $-22.578$ to $-14.535$ with $\epsilon_p=35$ ($-4.868$ on average with $N=3$). In other words, when the number of random forests $N$ increases, $\Delta$ increases too, as Figure 3 shows.

Finally, when the number of random forests $N$ is greater then 9, we note that $\Delta$ improves significantly on both the datasets. This is more evident with dataset Android malware, where $\Delta$ is 77.5% of the cases higher than $-1$, for $N \geq 9$, compared to only 46.667% of the cases for $N<9$. The same trend can be observed in dataset Musk2, but the impact of the $\epsilon_p$ is still noticeable. In fact, its worse value is $-3.202$ with $\epsilon_p \leq 20$ and $N \geq 9$, compared to $-11.330$ with $\epsilon_p > 20$ and $N \geq 9$, that is, $\Delta$ worsens with larger values of $\epsilon_p$. This means that $ACC(D) \leq ACC(D) \pm 2.492$ on average globally with our ensemble approach, compared to $ACC(D) \leq ACC(D) \pm 10.887$ with the monolithic model.

Overall, our results show that plain random forests are sensitive to label flipping, but its effect can be easily counteracted using our ensemble approach.

2. https://weka.sourceforge.io/doc.dev/weka/classifiers/trees/RandomForest.html
6 Other Attacks

Figure 4 shows the results for perturbations zeroing, poisoning, and out-of-ranging in Section 4 in terms of accuracy on datasets Musk2 and Android malware. $\Delta$ is not presented in Figure 4 since it does not show any major trends, being $-0.316$ on average, oscillating between $-3.531$ and $0.985$.

Our results with these perturbations show two clear trends opposed to label flipping. First, they marginally affect the monolithic model, with $\Delta = 0.023$ on average ($\Delta = 0.013$ in zeroing, $\Delta = 0.074$ in poisoning, and $\Delta = -0.129$ in out-of-ranging). Only in the case of dataset Android malware, $\Delta$ is always $< 0$ in poisoning and out-of-ranging. As a consequence, there are no major improvements in $\Delta$ when using our ensemble approach, with $\Delta = -0.346$ on average, ($\Delta = -0.157$ in zeroing, $\Delta = -0.257$ in poisoning, and $\Delta = -0.623$ in out-of-ranging).

Second, as depicted in Figure 4, the accuracy decreases as the number of random forests $N$ increases, but with a relatively small average difference of 2.660 between $N = 3$ and $N = 21$. In all the perturbations, this decrease is more pronounced in dataset Musk2 (decrease of 3.818, from 90.941 with $N = 3$ to 87.124 with $N = 21$, on average) than in dataset Android malware (decrease of 1.501, from 98.467 with $N = 3$ to 96.968 with $N = 21$, on average).

In summary, these results show that monolithic models are significantly less sensitive to these perturbations compared to label flipping, with $\Delta$ always larger than $-0.492$, meaning that $\text{ACC}(D) \leq \text{ACC}(D) \pm 0.316$ on average.

7 Discussion

Our main research question focused on investigating the behavior of random forests against poisoning attacks. We...
F3: Ensemble of random forests is an adequate protection from untargeted label flipping. This result emerges by comparing the increases of N when considering our ensemble approach with regards to the monolithic model in Tables 1(a)–(b). For instance, considering dataset Android malware, accuracy becomes >95 with at least N = 9 random forests in our ensemble approach for ε_p ≤ 30 of poisoned data points, and keeps increasing slightly with N. Instead, for ε_p > 30 of poisoned data points, the ensemble approach starts suffering of negligible accuracy decreases, being <95 in most of the cases. We note that, for at least N = 15, this decrease can be still considered negligible, being accuracy ≥ 95. In general, the improvement provided by our ensemble approach is significant, as summarized in Figure 3, where the highest lines corresponding to the monolithic model are always significantly worse than those of the ensemble models.

F4: Ensemble of decision trees is an adequate protection from untargeted perturbations other than label flipping. This is noticeable by comparing the accuracy of monolithic and ensemble models in Figures 4, and is a direct consequence of F1. Perturbations zeroing, noising, and out-of-ranging obtain an accuracy decrease, but this decrease largely fails to make the monolithic model unusable in practice, as its accuracy is always ±0.9 with regards to the original accuracy. This implies that our ensemble approach is redundant in this scenario, and explains the accuracy decrease we observed as N increases. In practice, our approach only reduces the cardinality of the training set of each base model from |D| to |D|/N, hence affecting classification accuracy. This tradeoff is advantageous in label flipping, when the accuracy decrease caused by the smaller training set is balanced by containing the accuracy decrease caused by poisoning. It is detrimental for other perturbations where the accuracy decrease caused by poisoning is negligible.

From the above findings, we can finally conclude that random forest (a native ensemble algorithm) or an ensemble of random forests trained on disjoint partitions, provide an empirically-strong robustness against untargeted poisoning attacks of reasonable degree. When the perturbation is trivial (zeroing, noising, out-of-ranging) a random forest is sufficient, while when it involves label flipping, an ensemble of random forests is needed. The size of the ensemble must however be carefully balanced to avoid accuracy decrease due to an oversized ensemble approach.

Finally, we note that the results in this paper are in line with other work on ML robustness, for instance [11], [17], claiming that i) if the amount of poisoning is reasonable, an ensemble strategy can reduce the influence of poisoned data points to the resulting model, and ii) random forests are, in some cases, more robust than other models (e.g., naive bayes, neural networks) [11], [28], [29].

8 CONCLUSIONS

Machine learning models play an increasingly vital role in the digital services we interact with. As a consequence, the need for properly securing such models from attacks is a key issue being investigated by the research community. The evaluation in this paper aims to shed new light on the usage of ensembles as a means of protection from poisoning attacks. While ensembles have been already proposed in the context of certified protection in the domain of image recognition, little has been done in the context of random forests (an ensemble algorithm) and ensemble of random forests (our approach). Throughout finer-grained experiments, our results show that untargeted label flipping, even if performed randomly as in our case, is a very
dangerous type of perturbation, significantly degrading the performance of plain models. A simple yet effective countermeasure consists in training models on disjoint training sets, then aggregating their predictions with majority voting. Other perturbations are less effective, and the aggregation of decision trees is an effective countermeasure. The paper leaves space for future work. First, we plan to enrich our set of perturbations with targeted attacks. Second, we plan to develop a complete benchmark considering the new perturbations, several datasets with diverse peculiarities (e.g., sparsity levels), and different hash function.
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