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Abstract

Recent advances in vision transformers (ViTs) have achieved great performance in visual recognition tasks. Convolutional neural networks (CNNs) exploit spatial inductive bias to learn visual representations, but these networks are spatially local. ViTs can learn global representations with their self-attention mechanism, but they are usually heavy-weight and unsuitable for mobile devices. In this paper, we propose cross feature attention (XFA) to bring down computation cost for transformers, and combine efficient mobile CNNs to form a novel efficient light-weight CNN-ViT hybrid model, XFormer, which can serve as a general-purpose backbone to learn both global and local representation. Experimental results show that XFormer outperforms numerous CNN and ViT-based models across different tasks and datasets. On ImageNet-1K dataset, XFormer achieves top-1 accuracy of 78.5% with 5.5 million parameters, which is 2.2% and 6.3% more accurate than EfficientNet-B0 (CNN-based) and DeiT (ViT-based) for similar number of parameters. Our model also performs well when transferring to object detection and semantic segmentation tasks. On MS COCO dataset, XFormer exceeds MobileNetV2 by 10.5 AP (22.7 → 33.2 AP) in YOLOv3 framework with only 6.3M parameters and 3.8G FLOPs. On Cityscapes dataset, with only a simple all-MLP decoder, XFormer achieves mIoU of 78.5 and FPS of 15.3, surpassing state-of-the-art lightweight segmentation networks.

1 Introduction

Modern computer vision has witnessed great success from deep learning thanks to the emergence of convolutions neural networks (CNNs) [34, 33, 47, 24] and large-scale GPU computing [43, 10]. CNNs focus on processing spatially local information to learn the visual representation and have become the standard approach towards many vision tasks. Vision transformers (ViTs) recently emerged as an alternative towards representation learning and have demonstrated its ubiquitous performance for a wide variety of visual recognition tasks, such as image classification [17, 51, 38], semantic segmentation [64, 48, 58, 59] and object detection [21, 35]. ViTs treat images as sequences of patches, and split them into image tokens to model their long range interaction using self-attention [52]. Compared to CNNs, ViTs have the advantages of global processing ability and exhibit excellent scalability with the further growing dataset size, e.g., JFT-300M [49].

However, in the regime of lightweight and mobile networks, MobileNets [28, 46, 27] and EfficientNets [50] still dominate over ViTs. For instance, under a parameter budget of 6 million, DeiT [51] is 3% less accurate than MobileNetV3 [27] on ImageNet classification task and has 6× more FLOPs. Light-weight CNNs have served as a general-purpose backbone for many mobile vision tasks, while most current ViT-based models are heavy-weight, hard to optimize and scale down, requiring expensive decoders for downstream tasks. Recent works [58, 59] have demonstrated the possibility of designing lightweight ViT models for specific tasks like semantic segmentation, but ViT-based models are far from being considered a practical option for mobile devices. Therefore, it is of crucial importance to design an efficient and lightweight ViT model that can generalize well for different tasks.

Several methods [8, 42, 54, 9, 32] have been proposed to improve ViTs. A straightforward idea is to combine convolutional layers and transformers by using convolution at earlier stages or interwining convolution into each transformer block. These methods [8, 42] aim to bring down computation cost and make the optimization easier by introducing spatially local bias. Another approach is to optimize the self-attention operation in transformers. The orig-
inal self-attention has \textbf{quadratic} computation complexity with respect to token number, which causes huge bottleneck for transferring to downstream tasks. Previous works adopt methods such as factorization \cite{9}, low-rank approximation \cite{54} or hashing \cite{32} to reduce complexity, but the general trade-off is a notable performance drop.

In this paper, we first address the efficiency bottleneck in transformers by proposing a novel \textit{cross feature attention} (XFA) module. Instead of performing matrix multiplication via token dimension, XFA handles attention through feature dimension by constructing intermediate context and feature scores, which produces only \textit{linear} complexity. Within XFA, we also eliminate the softmax operation and replace it with a learnable parameter to dynamically adjust scaling factor for different transformer layers. Based on XFA, we then propose a new light-weight CNN-ViT hybrid model, XFormer, consisting of XFA transformer blocks and efficient CNN blocks, which leverages both the spatial local inductive bias from CNNs and global information from transformers.

Our method achieves solid performance on three standard visual recognition tasks. On ImageNet-1K dataset, XFormer yields 78.5\% top-1 classification accuracy at 1.7G FLOPs, outperforming MobileNetV3 \cite{27} and MobileFormer \cite{8} by a clear margin. We further demonstrate the generalizability of our model as a reliable backbone network. On MS COCO dataset, YOLOv3 \cite{44} with XFormer improves detection results of state-of-the-art CenterNet \cite{18} by 7.9 AP (25.3 → 33.2 AP), with 56\% less parameters and 22\% less FLOPs. On Cityscapes dataset, XFormer exceeds the performance of MobileViT \cite{42} in SegFormer \cite{58} framework, by 2.9 mIoU (75.6 → 78.5 mIoU) with reduced computation cost.

The main contributions of our paper are as follows: (1) we propose a new self-attention method, \textit{cross feature attention} (XFA), which operates on feature dimension and produces \textit{linear} complexity with respect to token number; (2) we propose a novel light-weight CNN-ViT hybrid model, called XFormer, based on our proposed XFA module, and validate its superiority on various vision datasets.

\section{Related Work}

\textbf{Lightweight CNNs}. CNNs \cite{34, 33, 47, 24} are considered standard network model for modern computer vision tasks. General trend to achieve higher accuracy is to design deeper and more complicated networks. To make CNNs suitable for computationally limited platforms such as mobile devices, methods such as pruning, neural architecture search (NAS), knowledge distillation and efficient design of convolutional layer have been proposed. Pruning-based methods \cite{16, 23, 29} aim to remove redundant weights to compress and accelerate the original network. NAS \cite{37, 2, 11} focuses on efficient strategies to find the optimal architecture under restrictions like FLOPS and inference speed. Knowledge distillation \cite{26, 45, 60} transfers useful information from a heavy teacher network to a lightweight student network by minimizing the Kullback-Leibler divergence. Other works have focused on improving convolutional layers to make CNNs lightweight and mobile-friendly. MobileNets \cite{28, 40, 27} adopt depthwise and pointwise convolutions to efficiently encode local features. EfficientNets \cite{50} use compound efficient to scale down network depth/width/resolution. ShuffleNets \cite{62, 41} utilize group convolution and channel shuffling techniques to further simplify pointwise convolution. AdderNets \cite{4, 55} employ additions instead of multiplications to bring down computation cost.

\textbf{Vision Transformers (ViTs)}. Vision Transformer \cite{17} is the first work to apply NLP transformer \cite{52} for image recognition tasks and achieves CNN-level accuracy when trained with extremely large scale dataset, e.g., JFT-300M \cite{49}. DeiT \cite{51} subsequently explores training strategies on smaller ImageNet-1K dataset. Swin-T \cite{38} presents a hierarchical ViT structure with shifted local windows for high resolution images. Dynamic ViTs \cite{56} cascades multiple transformers to dynamically adjust token number for different input images to improve inference speed. Despite their excellent performances, ViTs have shown substandard optimizability and are difficult to train. One of the underlying causes is lack of spatial inductive bias \cite{8}. Afterwards, a series of methods incorporating such biases using convolutions have been proposed. ConvViT \cite{14} uses a gated positional self-attention to produce soft convolutional inductive bias. \textit{ViTc} \cite{57} replaces patchified stem with convolutional stem to produce soft convolutional inductive bias. MobileViT \cite{42} adopts MobileNets-like design to construct lightweight ViTs, while Mobile-Former \cite{8} explores a bidirectional parallel structure of MobileNets and transformer.

\textbf{Self-Attention}. Multi-head self-attention (MHSA) \cite{52} is first introduced to address parallelization issues in training recurrent neural networks (RNNs) for large NLP datasets. Previous works \cite{52, 54, 9, 19} have tried to address the computational bottleneck by reducing complexity of self-attention in transformer blocks from \(O(N^2)\) to \(O(N \sqrt{N})\) or \(O(N \log N)\), but they suffer from large performance degradation. Sparse transformers \cite{9} adopt a factorized operation for self-attention to reduce the complexity to \(O(N \sqrt{N})\), but its effectiveness is only shown on low-resolution dataset. Linformer \cite{54} replaces self-attention with low-rank approximation operation, but large batch matrix decomposition is still computationally expensive and the efficiency gain is only noticeable for large token num-
Figure 1: Cross feature transformer (XFormer). The top row is overall hierarchical architecture. The bottom row is XF block and the visual comparison of between our proposed cross feature attention (XFA) and self-attention in ViT \cite{17}.

3 Method

A standard ViT model first reshapes the input $X \in \mathbb{R}^{H \times W \times C}$ into a sequence of flattened patches $X_f \in \mathbb{R}^{N \times PC}$ using patch size $h \times w$, where $P = hw$ and $N = \frac{HW}{P}$ denotes token number. $X_f$ is then projected to a fixed $D$-dimensional space $X_D \in \mathbb{R}^{N \times D}$ and using a stack of transformer blocks to learn inter-patch representations. ViTMs usually require more parameters to learn visual information, due to their ignoring of spatial inductive bias. Moreover, the expensive computation of self-attention in transformers causes bottleneck in optimizing such models.

In this section, we propose XFormer, our efficient, lightweight CNN-ViT framework to combat the above problems in ViTMs. We first introduce a new method to improve the efficiency of self-attention, and then we illustrate the architecture design of our new CNN-ViT hybrid model.

3.1 Cross Feature Attention (XFA)

Attention Overview. One of the main computation bottlenecks in transformer lies in the self-attention layer. In the original self-attention process, $X_D$ is first used to produce queries $Q$, keys $K$ and values $V$ via linear projections. They all have the same dimension of $N \times D$, where $N$ is the image token number, each of dimensionality of $D$. Attention score is then calculated as:

$$\text{Attention}(Q, K, V) = \sigma (QK^T \sqrt{d_{\text{head}}}) V$$

(1)

where $\sigma$ is softmax operation and $d_{\text{head}}$ is the head dimension. The computation complexity is for calculating attention score is $O(N^2D)$. The quadratic complexity nature of self-attention induces huge computation bottleneck, which makes it difficult for ViT models to scale down on mobile devices.

Efficient Attention. To address the quadratic complexity problem in self-attention, we propose a new structure of attention module, called cross feature attention (XFA). Following previous work \cite{19}, we first apply $L_2$ normalization on queries $Q$ and keys $K$ along feature dimension $D$:

$$\hat{Q} = \frac{Q}{||Q||_2}, \hat{K} = \frac{K}{||K||_2}$$

(2)

The intuition of $QK^T$ in original self-attention is to localize important image patches that should be attended to.
But direct computation causes unnecessary redundancy and computation overhead. Instead, we construct two intermediate scores for \(K\): query context scores \(\hat{K}_c\) and query features scores \(\hat{K}_f\). We use two convolutional kernel matrices \(W_c \in \mathbb{R}^{1 \times N}\) and \(W_f \in \mathbb{R}^{1 \times D}\) to compute \(\hat{K}_c \in \mathbb{R}^{1 \times D}\) along the token dimension \(N\) and \(\hat{K}_f \in \mathbb{R}^{N \times 1}\) along the feature dimension \(D\). With the help of convolutional filters, our intermediate score vectors can represent a more compact representation for calculating attention maps, while also reducing computation cost. \(\hat{K}_c\) and \(\hat{K}_f\) are formulated as:

\[
\hat{K}_c = W_c \hat{K} \tag{3}
\]
\[
\hat{K}_f = (W_f \hat{K}^T)^T \tag{4}
\]

Finally, we define our cross feature attention (XFA) as:

\[
XFA(Q, K, V) = V \lambda \hat{Q}^T \hat{K}_f \hat{K}_c \tag{5}
\]

where \(\lambda\) is a temperature parameter to dynamically adjust scaling factor in different transformer layers, allowing for more training stability. Noted that normalization bounds the attention values within certain range, so we drop the redundant and expensive softmax operation. Unlike original self-attention, which has quadratic complexity, our module reduce the computation cost from \(O(N^2D)\) to \(O(ND^2)\), which only scales linearly with \(N\).

**Comparison with Self-attention.** The main differences between our proposed XFA module and original attention are: (1) XFA calculates attention maps along the feature dimension \(D\), by constructing intermediate query contextual and feature scores, which largely reduces the computation cost; (2) XFA uses a learnable temperature scaling parameter to adjust for normalization and is free from softmax operation. Our method provides a fix for the quadratic complexity problem and is more efficient and mobile-friendly for resource-constraint devices. Visual comparison can be seen in Fig. 1.

### 3.2 Building XFormer

**MobileNetV3 Block.** MobileNetV2 [46] first introduced inverted residual and linear bottleneck to make more efficient layer structures. MobileNetV3 [27] subsequently adds squeeze excitation (SE) [30] module to attend larger representation features. Recent works [14, 57, 8, 42] have demonstrated the legitimacy of boosting ViT performance by incorporating convolutional layers in the early stages of ViTs. Inspired by this intuition, we continue to explore this CNN-ViT hybrid design for our light-weight model. Operations within MobileNetV3 (MV3) block can be formulated as:

\[
x_{out} = x_{in} + \text{Conv}_{pw}(\text{SE}(\text{Conv}_{dw}(x_{in}))) \tag{6}
\]

where \(x_{in}\) is input feature from previous layer, \(x_{out}\) is output feature of MV3 Block and SE is the squeeze excitation module. \(\text{Conv}_{dw}\) denotes depth-wise convolution operation and \(\text{Conv}_{pw}\) denotes piece-wise convolution operation.

**XF Block.** Taking advantages of the proposed cross feature attention module, we introduce XF Block, a carefully designed light-weight transformer module. Operations within XF block can be formulated as:

\[
x_{mid} = x_{in} + \text{XFA} (\text{LN}(x_{in})) \tag{7}
\]
\[
x_{out} = x_{mid} + (\text{MLP} (\text{LN}(x_{mid}))) \tag{8}
\]

where \(x_{in}\) is input feature from previous layer, \(x_{mid}\) is feature from XFA module and \(x_{out}\) is output feature of XF Block. LN denotes layer normalization [7] operation and MLP denotes fully-connected layer.

**Patch Size Choice.** ViT-based models normally employ patch size \(8 \times 8, 16 \times 16\) or even \(32 \times 32\) for larger models (ViT-Large [17]). One of the advantages of having larger patch size lies in that for image-level tasks such as classification, ViT can efficiently extract image patch information without adding too much computation overhead. Recent works [58, 42] have shown that when transferring to downstream tasks such as semantic and instance segmentation, smaller patch size should be favored, since it can enhance transformer’s ability to learn better pixel level information, which generally leads to better performance. Moreover, with smaller patch size, token number \(N\) is much larger. Our linear-complexity XFA module can avoid the potential computation bottleneck. In our network design, patch size is set to \(2 \times 2\) for each XF block.

**XFormer.** Building on MobileNetV3 and XF blocks, we propose XFormer, a CNN-ViT hybrid light-weight model, consisting of stacked MobileNetV3 blocks and XF blocks to learn both global and local context information. Like previous works on designing efficient CNNs, our network consists of convolutional stem \(\text{Stem}_{in}\) block to extract primitive image features, and after features are processed by CNN and transformer blocks, we use \(\text{Stem}_{out}\), global pooling and fully-connected layers to produce final logit predictions.

In our main processing blocks, XFormer has five stages. The first two stages contains only MobileNetV3 (MV3) blocks, since convolutional blocks are more capable to extract important image-level feature representation than all-ViT models and subsequently help transformer blocks see better [57]. Each of the last three stages includes one MV3 block and a few XF blocks. Combining the local inductive bias from MV3 blocks and global information from transformer blocks, our network can learn a more comprehensive feature representation, which can be easily transferred to different downstream tasks.
### Table 1: Model specification of XFormer. MV3 denotes MobileNetV3 block.

| Model   | Attention Module | Image Resolution |
|---------|------------------|------------------|
|         |                  | 256^2 | 512^2 | 768^2 | 1024^2 | 1280^2 |
|         | Time | Mem   | Time | Mem   | Time | Mem   | Time | Mem   | Time | Mem   |
| DeiT    | MHSA | 5.02  | 160  | 10.33 | 789  | 37.02 | 2554 | 90.81 | 6546 | N/A   |
| MobileViT | MHSA | 7.67  | 426  | 13.38 | 1856 | 42.96 | 4965 | 98.06 | 10837 | 236.9 |
| XFormer | MHSA | 9.34  | 520  | 16.92 | 2434 | 35.12 | 7031 | 109.77 | 16426 | N/A   |
|         | XFA   | 10.82 | 485  | 10.92 | 1870 | 28.88 | 4176 | 49.89 | 7403  | 76.56 |

### Table 2: Inference time (ms) and GPU memory usage (MB) of various ViT-based models. OOM denotes GPU device out-of-memory. All measurements are performed with a batch size of 2 on a single Titan RTX 24GB GPU.

| Model   | Attention Module | Image Resolution |
|---------|------------------|------------------|
|         |                  | 256^2 | 512^2 | 768^2 | 1024^2 | 1280^2 |
|         | Time | Mem | Time | Mem | Time | Mem | Time | Mem | Time | Mem |
| DeiT    | MHSA | 5.02 | 160 | 10.33 | 789 | 37.02 | 2554 | 90.81 | 6546 | N/A   |
| MobileViT | MHSA | 7.67 | 426 | 13.38 | 1856 | 42.96 | 4965 | 98.06 | 10837 | 236.9 |
| XFormer | MHSA | 9.34 | 520 | 16.92 | 2434 | 35.12 | 7031 | 109.77 | 16426 | N/A   |
|         | XFA   | 10.82 | 485 | 10.92 | 1870 | 28.88 | 4176 | 49.89 | 7403  | 76.56 |

Previous work [7] on ViTs suggests larger MLP ratio should be used in deeper transformer layers and Q-K-V dimension should be relatively smaller than embedding dimension to allow for better trade-off between performance and model size. We follow these suggestions and design our light-weight model accordingly. For XF blocks in three different stages, their MLP ratios, embedding dimensions and Q-K-V dimensions are set to be (2, 2, 3), (144, 192, 240) and (96, 96, 96) respectively. In fully-connected layers, we replace ReLU with GELU [25] activations; we use SiLU [20] in all other layers. For MV3 blocks, expansion ratio is all set to 4. The model specification is shown in Table 1.

**Model efficiency.** The total parameter size of our model is only 5.5 million. When compared to ViT-based models of similar size, our model can process high resolution images more efficiently and avoids potential memory bottleneck (see Table 2). For instance, when input resolution is 1024 \times 1024, XFormer demonstrate almost 2× improvement in inference speed and 32% reduction in GPU memory usage compared to MobileViT, which uses original self-attention. Our model can easily handle high resolution throughput without memory bottleneck. Above all, XFormer delivers better accuracy than compared models (see Table 3), achieving great balance between model size and performance.

### 4 Experiments

In this section, we evaluate our proposed XFormer on three common vision tasks: image classification, object detection and semantic segmentation.

#### 4.1 Image Classification

**Dataset.** We use ImageNet-1K, a subset of ILSVRC 2012 [15] dataset, to train and evaluate our method for image classification. The training and validation set contains 1.28 million and 50K images respectively, with 1000 object classes in total.

**Implementation details.** Our model is trained for 300 epochs with batch size of 1024 using AdamW [40] optimizer, and label smoothing cross-entropy loss. Smoothing
| Model          | Type     | Params (M) | Top-1 (%) | FLOPs (G) |
|----------------|----------|------------|-----------|-----------|
| MobileNetV2 [46] | CNN      | 3.5        | 73.3      | 0.3       |
| MobileNetV3 [27] | CNN      | 5.4        | 75.2      | 0.2       |
| ResNet-50 [24]  | CNN      | 25.6       | 76.0      | 4.1       |
| DenseNet [31]    | CNN      | 14.0       | 76.2      | 0.6       |
| EfficientNet-B0 [50] | CNN      | 5.3        | 76.3      | 0.5       |
| DeiT [51]       | ViT      | 5.7        | 72.2      | 1.3       |
| XCiT [19]       | ViT      | 6.7        | 77.1      | 1.6       |
| CrossViT [3]    | ViT      | 8.8        | 77.1      | 2.0       |
| Swin-T [38]     | ViT      | 7.3        | 77.3      | 1.0       |
| ConvViT [14]    | CNN+ViT  | 6.0        | 73.1      | 1.0       |
| Mobile-Former [8] | CNN+ViT  | 9.4        | 76.7      | 2.1       |
| MobileViT [42]  | CNN+ViT  | 5.6        | 78.4      | 1.9       |
| XFormer         | CNN+ViT  | 5.5        | 78.5      | 1.7       |

Table 3: Comparison to state of the art methods on ImageNet classification dataset.

factor is set to 0.1. We adopt linear learning rate warmup from 0.0002 to 0.002 for 3K iterations, followed by cosine learning rate decay back to 0.0002. Weight decay is set to 0.05 and gradient clipping threshold is set to 10. Random resized cropping, horizontal flipping, random erasing [65], RandAug [13], Mixup [61] and CutMix [61] are applied for data augmentation. During inference, we use exponential moving average (EMA) of model weights. We report classification performance using top-1 (%) accuracy metrics.

**Comparison with CNNs.** Table 3 shows that XFormer outperforms other light-weight CNN-based models across different model sizes. XFormer improves MobileNetV2 by 5.2%, MobileNetV3 by 3.3% and EfficientNet-B0 by 2.2%. When compared to heavy-weight CNN models, our model produces better top-1 accuracy than ResNet-50 [24] and DenseNet [31] with much less parameters.

**Comparison with ViTs.** When compared to ViT variants that are trained from scratch on ImageNet-1K dataset, XFormer delivers better performance than DeiT (+6.3%), ConvViT (+5.4%) and CrossViT (+1.4%) for similar or less parameters. Our model also outperforms two state-of-the-art light-weight CNN-ViT hybrid models, MobileFormer and MobileViT with fewer FLOPS and parameters. This demonstrates that our proposed XFormer is capable of learning representation efficiently.

### 4.2 Object Detection

**Dataset.** For object detection task, we use MS COCO [36] dataset, a large-scale object detection, segmentation, and captioning dataset, which contains 118K training and 5K validation images with 80 classes of objects.

**Implementation details.** We pretrain the encoder on the ImageNet-1K dataset and randomly initialize the detector. We choose YOLOv3 [44] as our detector network, which is widely used for mobile devices. We use random cropping, resizing, random flipping and photo-metric distortion for data augmentation. We use SGD optimizer to train mod-
| Model   | Backbone | Params (M) | mAP @320 | Image Resolution |
|---------|----------|------------|-----------|-----------------|
|         |          |            |           | 320² | 640² | 1024² |
|         |          | FPS | FLOPs | FPS | FLOPs | FPS | FLOPs |
| YOLOS   | DeiT     | 6.5 | 25.0 | 65   | 2.7 | 44   | 9.3 | 10   | 22.9 |
| CenterNet | ResNet-18 | 14.4 | 25.3 | 73   | 4.9 | 49   | 18.2 | 28   | 46.7 |
| YOLOX   | Darknet  | 5.1 | 28.5 | 48   | 1.9 | 41   | 7.6 | 37   | 19.5 |
| YOLOv3  | MobileNetV2 | 3.7 | 22.7 | 60   | 1.7 | 55   | 6.8 | 51   | 17.3 |
| MobileViT | 6.4 | 28.2 | 42   | 3.9 | 39   | 15.7 | 24   | 40.2 |
| XFormer | 6.3 | **33.2** | 36   | 3.8 | 33   | 15.0 | 27   | 38.4 |

Table 4: Object detection results on MS COCO val set. Models are implemented in mmDetection [5] for fair comparison. FPS is tested on a single Titan RTX 24GB GPU.

| Method  | Backbone | Params (M) | FLOPs (G) | mIoU (%) | FPS |
|---------|----------|------------|-----------|----------|-----|
| FCN     | HRNet [53] | 3.9 | 38.6 | 76.3 | 23.7 |
|         | MobileNetV2 | 9.7 | 158 | 64.6 | 14.2 |
| PSPNet  | MobileNetV2 | 13.6 | 211 | 70.2 | 11.2 |
| DeepLabV3+ | MobileNetV2 | 15.2 | 273 | 75.2 | 8.4 |
| SegFormer | LVT [59] | 3.9 | 39.3 | 74.9 | 9.7 |
|          | MobileViT | 5.4 | 50.5 | 75.6 | 7.2 |
|          | MiT-B0 | 3.8 | 25.7 | 76.5 | 12.8 |
|          | XFormer | 5.3 | 48.7 | **78.5** | **15.3** |

Table 5: Semantic segmentation results on Cityscapes val set. Models are implemented in mmSegmentation [11] for fair comparison. FPS is tested on a single Titan RTX 24GB GPU with input of 2048 × 1024.

Results. Table 4 shows that within YOLOv3 framework, XFormer consistently outperforms previous mobile methods for object detection. The performance of YOLOv3 is vastly improved by 46% (22.7 → 33.2 AP) from MobileNetV2 baseline, and is more accurate than state-of-art detection models, e.g., CenterNet [18] (+7.9 AP), YOLOX [22] (+4.7 AP), while maintaining relatively light-weight (6.4M parameter, 3.8G FLOPs). In terms of inference speed, especially for high resolution input, XFormer computes faster than ViT-based detection networks, such as YOLOS [21] (+17 FPS) and MobileViT [42] (+3 FPS), which shows our method is indeed more computationally efficient thanks to our XFA module. This demonstrates that our proposed XFormer model can learn efficient representation for object detection task. Qualitative results can be seen in Fig. 2.

4.3 Semantic Segmentation

Dataset. We use Cityscapes [12] dataset to train and evaluate our method for semantic segmentation task. Cityscapes is a challenging semantic segmentation dataset with 5,000 finely annotated high resolution driving images and 19 categories in total.

Implementation details. We pretrain encoder on the ImageNet-1K dataset and choose the simple all-MLP decoder from SegFormer [58], which consists only linear projection and upsampling operations. We use random resizing (0.5-2.0), random horizontal flipping and random cropping to size 1024 × 1024. We use AdamW optimizer to train models for 160k iterations, with initial learning rate of 0.00005 and polynomial scheduler with factor of 1 by default. During inference, we use a sliding window test by cropping 1024 × 1024 windows with strides of 768 × 768. We report semantic segmentation performance using mean Intersection over Union (mIoU) metrics inference speed (FPS).

Results. Table 5 shows that XFormer achieves competitive results on Cityscapes dataset against state-of-art mobile methods for semantic segmentation. Compared with CNN-based models, our method delivers better performance than...
MobileNetV2, without the need for heavy decoders. Furthermore, XFormer improves SegFormer with MobileViT by 3.8% (75.6 $\rightarrow$ 78.5 mIoU), and also outperforms state-of-the-art light-weight LVT [59] (+3.6 mIoU) and SegFormer [58] (+2.0 mIoU). Above all, XFormer achieves faster inference speed against previous ViT backbones, validating our model’s efficiency in processing high resolution inputs. This suggests that our proposed XFormer model can serve as an effective backbone for semantic segmentation task. Qualitative results can be seen in Fig. 3.
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