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Inspired by many examples in nature, stochastic resetting of random processes has been studied extensively in the past decade. In particular, various models of stochastic particle motion were considered where upon resetting the particle is returned to its initial position. Here we generalize the model of diffusion with resetting to account for situations where a particle is returned only a fraction of its distance to the origin, e.g., half way. We show that this model always attains a steady-state distribution which can be written as an infinite sum of independent, but not identical, Laplace random variables. As a result, we find that the steady-state transitions from the known Laplace form which is obtained in the limit of full resetting to a Gaussian form which is obtained close to the limit of no resetting. A similar transition is shown to be displayed by drift-diffusion whose steady-state can also be expressed as an infinite sum of independent random variables. Finally, we extend our analysis to capture the temporal evolution of drift-diffusion with partial resetting, providing a bottom-up probabilistic construction that yields a closed form solution for the time dependent distribution of this process in Fourier-Laplace space. Possible extensions and applications of diffusion with partial resetting are discussed.

I. INTRODUCTION

Random motion under resetting has been studied extensively in the past decade both theoretically [1–33] and recently, also experimentally [34–36]. It has been established that an unbound random motion becomes asymptotically bound once resetting to the origin is initiated, thus leading to a new type of non-equilibrium steady-state [37–54]. For example, the probability to find a colloidal particle diffusing in a suspending fluid at position $x$ at time $t$ is given by the known Gaussian form, $P(x,t) = \frac{1}{\sqrt{4\pi D t}} e^{-x^2/4Dt}$, where $D$ is the diffusion constant. In this case, we have normal diffusion and the mean squared displacement of the particle diverges linearly with time. In contrast, if the particle is returned to the origin stochastically with rate $r$ (Fig. 1, left panel), it will become confined to the vicinity of the origin such that at long times its position distribution will converge to a steady-state that is given by the Laplace distribution: $P(x) = \frac{\alpha_0}{\alpha_0} e^{-\alpha_0|\sqrt{a}|}$, where $\alpha_0 = \sqrt{\pi/D}$ is an inverse length scale corresponding to the typical distance diffused by the particle in the time between two consecutive resetting events [37].

Full resetting amounts to a situation where the value of a given observable is initialized to zero (or any other value), thus erasing all memory of past events. While this extreme form of resetting is the one most widely studied to date, one can easily imagine situations where resetting acts in a partial manner, e.g., when a catastrophic event leads to partial extinction of a growing population [55, 56]. As another example, consider a case where

resetting acts to backtrack a diffusing particle to one of its previously visited locations according to some law, as was e.g. done in [57–61]. It is then natural to ask if any type of ‘backtrack resetting’ will result in a stationary position distribution. For example, will a drift-diffusion process that has a directed motion component arrive at a steady-state even for infinitesimally weak backtracking?

Here, we study this and related questions via diffusion with partial resetting which acts to return the particle part of its way back to the origin. An example is given in the middle and left panels of Fig. 1, where a diffusing particle is partially reset at stochastic times from its position $x$ to a new position $x’ = ax$, with $0 \leq a < 1$. We note that a similar model in which $a$ was
II. DIFFUSION WITH PARTIAL RESETTING

Consider diffusion in the presence of partial stochastic resetting. A particle starts its motion at the origin and diffuses until resetting occurs. The resetting process is stochastic: times between consecutive resetting events are taken from an exponential distribution with rate \( r \). When resetting occurs the particle’s position undergoes an instantaneous transformation

\[
X \xrightarrow{\text{partial resetting}} \delta x ,
\]

with \( 0 \leq a \leq 1 \). Thus, when \( a = 0 \), the particle is brought back to its initial position, and in the other extreme limit, when \( a = 1 \), no resetting occurs and the particle continues diffusing unaffected. For intermediate values of \( a \), partial resetting occurs: the particle is taken to an intermediate position in between its final position and the origin.

The master equation describing diffusion with partial resetting is given by

\[
\frac{\partial P(x,t)}{\partial t} = D \frac{\partial^2 P(x,t)}{\partial x^2} - rP(x,t) + \frac{r}{a} P(x/a,t) ,
\]

where \( P(x,t) \) is the probability to find the particle at position \( x \) at time \( t \), \( D \) is the diffusion constant, and \( r \) is the resetting rate. The change of probability density, at position \( x \) and time \( t \), has three contributions. The first term on the right hand side accounts for diffusion, the second term accounts for probability loss at \( x \) due to resetting with rate \( r \), and the third term accounts for probability gain at \( x \) due to resetting at \( x/a \) with rate \( r \). Note that in this latter case the probability flow into the small interval \( [x, x + \delta] \) comes from partial resetting occurring at the small interval \( [x/a, x/a + \delta/a] \). This interval is larger by a factor of \( 1/a \), which explains why the resetting rate in the third term is scaled by the same amount.

At the steady state Eq. (2) reduces to

\[
D \frac{d^2 P(x)}{dx^2} - rP(x) + \frac{r}{a} P(x/a) = 0 ,
\]

which we Fourier transform to obtain

\[
- (r + Dk^2) \hat{P}(k) + r \hat{P}(ak) = 0 .
\]

The solution to Eq. (4) can be shown to be given by

\[
\hat{P}_{ss}(k) = \prod_{j=0}^{\infty} \frac{r}{r + Dk^2a^2j} ,
\]

which is verified in Appendix A.

The result in Eq. (5) extends the result derived by Evans and Majumdar for diffusion with (full) stochastic resetting. Indeed, taking \( a = 0 \), we have \( \hat{P}_{ss}(k) = r/(r + Dk^2) \) which can be inverted to give \( P_{ss}(x) = \frac{2}{\pi} x \exp(-\alpha_0 |x|) \) with \( \alpha_0 = \sqrt{r/D} \) as found in [37]. More generally, for \( 0 < a < 1 \), the product form of Eq. (5) implies that the steady state position of the particle \( X_{ss} \), admits the following stochastic representation

\[
X_{ss} = \sum_{j=0}^{\infty} X_j ,
\]

where \( \{X_0, X_1, X_2, \ldots\} \) are independent Laplace random variables.
To see this, we recall that the Fourier transform of a Laplace distribution with variance \( \sigma^2 \) and density \( f(x) = \frac{1}{\sqrt{2\sigma}} \exp(-\sqrt{2}|x|/\sigma) \) is given by

\[
\hat{f}(k) = \frac{1}{1 + \sigma^2 k^2/2}.
\]

Comparing with Eq. (5), and due to the fact that the Fourier transform of a sum of independent random variables is the product of their Fourier transforms, we see that each \( X_j \) in Eq. (6) is a Laplace random variable with variance

\[
\sigma_j^2 = 2D a^{2j}/r.
\]

We thus conclude that the steady-state position distribution of diffusion with partial stochastic resetting can be expressed as an infinite sum of independent, but not identical, Laplace random variables. Note, that all these random variables have zero mean and that their variance drops exponentially with the running index \( j \), thus making their contribution to the sum in Eq. (6) smaller and smaller.

In Fig. 2a, we plot the solution for different values of the partial resetting parameter \( 0 \leq a < 1 \). We do this by sampling directly from the infinite sum of Laplace distributions that is presented in Eq. (6), where here and in what follows we approximate this sum by its first 100 terms. This result is compared with direct numerical simulations of diffusion with partial stochastic resetting. It can be seen that the steady-state position distribution is centered around the origin. This is clear by symmetry, and also by the fact that all the random variables on the right hand side of Eq. (6) have zero mean. Thus, the first moment of the steady-state distribution vanishes identically.

We also observe that the steady-state distribution becomes wider as \( a \to 1 \), i.e., in the limit of weak partial resetting. Indeed, utilizing the independence of the random variables in Eq. (6), we find that the variance of the steady-state position distribution is given by

\[
\sigma^2(X_{ss}) = \sum_{j=0}^{\infty} \sigma_j^2 = \frac{2D}{r} \frac{1}{1-a^2},
\]

which diverges at \( a = 1 \) as expected for free diffusion without resetting (Fig. 2a). Yet, note that a steady-state of finite variance is attained whenever \( a < 1 \).

While the third moment of the steady-state position distribution also vanishes by symmetry, the fourth moment does not. To compute it, we observe that higher moments of the random variables appearing on the right hand side of Eq. (6) can be computed directly from their distribution, which combined with their independence gives

\[
\langle X_{ss}^4 \rangle = \frac{12D^2}{r^2} \frac{1}{1-a^2} + 3 \left( \frac{2D}{r} \frac{1}{1-a^2} \right)^2,
\]

as we show in Appendix B. Combining Eqs. (9) and (10), we obtain the kurtosis

\[
\text{Kurt}(X_{ss}) = \frac{\langle X_{ss}^4 \rangle}{\text{Var}(X_{ss})^2} = \frac{6}{1 + a^2},
\]

which transitions from the value of six to the value of three as the partial resetting parameter \( a \) is tuned in the range \([0, 1]\) (Fig. 3).

The kurtosis and its dependence on the partial resetting parameter implies that the steady-state distribution transitions from the Laplace distribution which is obtained in the limit of full resetting \((a = 0)\) to a nearly Gaussian distribution that is obtained close to the limit of no resetting \((a = 1)\). This means that the shape of the steady-state distribution can be controlled by tuning the value of \( a \). The transition between the Laplace and Gaussian forms is illustrated by scaling the steady-state distributions from Fig. 2 by their standard
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This proves the result as the right hand side is nothing
but the Fourier transform of a Gaussian random variable
with zero mean and unit variance.

III. DRIFT-DIFFUSION WITH PARTIAL
RESETTING

We now turn our attention to the case of drift-diffusion
with partial resetting. Under full resetting, it is well
established that drift-diffusion attains a steady-state
reaches 1. However, here partial resetting can be made
arbitrarily weak by taking the limit \( a \to 1 \). As drift and
partial resetting compete, one may have expected that
in this limit resetting would be too weak to confine the
particle. Yet, we will now show that a confined steady-
state always emerges.

We start with the master equation, which for drift-
diffusion with partial resetting reads
\[
\frac{\partial P(x,t)}{\partial t} = D \frac{\partial^2 P(x,t)}{\partial x^2} - V \frac{\partial P(x,t)}{\partial x} - r P(x,t) + \frac{r}{a} P(x/a,t) ,
\]
where \( V \) is the drift velocity. At the steady state this
equation reduces to
\[
D \frac{d^2 P(x)}{dx^2} - V \frac{dP(x)}{dx} - r P(x) + \frac{r}{a} P(x/a) = 0 ,
\]
which we Fourier transform to obtain
\[
-(r + Dk^2 - ikv) \hat{P}(k) + r \hat{P}(ak) = 0 .
\]
The solution to Eq. (16) is given by
\[
\hat{P}_{ss}(k) = \prod_{j=0}^{\infty} \frac{r}{r - iVka_j + Dk^2a_j^2} ,
\]
which is verified in Appendix C.

The result in Eq. (17) extends the known result
for drift-diffusion with [full] stochastic resetting
\[39, 44\]. Indeed, taking the limit \( a \to 0 \), we have
\( \hat{P}_{ss}(k) = r/(r - iVk + Dk^2) \) which can be inverted
to give
\[
P_{ss}(x) = \frac{\alpha_0}{2\sqrt{1 + x_0}} e^{-(\sqrt{1 + x_0} - \text{sgn}(x)\lambda_0)\alpha_0|x|} ,
\]
with \( \alpha_0 = \sqrt{r/D} \) and \( \lambda_0 = V/(2\sqrt{Dr}) \) (Appendix D). More
generally, for \( 0 < a < 1 \), the product form of Eq. (17)
implies that the steady state position of the particle \( X_{ss} \),

\[
X_{ss} = \sum_{j=0}^{\infty} X_j ,
\]
where \( \{X_0, X_1, X_2, \ldots\} \) are independent random variables
coming from the same family.

To see this, observe that Eq. (17) asserts that the
Fourier transform of \( X_j \) in Eq. (18) is given by
\[
\hat{P}_j(k) = \langle e^{-ikX_j} \rangle = r/(r - iV_jk + D_jk^2) ,
\]
\[
\langle e^{-ikX_{ss}} \rangle = \prod_{j=0}^{\infty} e^{-\frac{Dk^2a_j^2}{\sigma^2(X_{ss})}} = e^{-k^2/2} .
\]
where \( V_j = V a_j \) and \( D_j = Da_j^2 \). We thus conclude that the steady-state position distribution of drift-diffusion with partial stochastic resetting can be expressed as an infinite sum of independent, but not identical, random variables whose densities are given by

\[
P_j(x) = \frac{\alpha_j}{2\sqrt{1 + \lambda_j^2}} e^{-(\sqrt{1 + \lambda_j^2} \cdot \text{sgn}(x) \lambda_j) \alpha_j |x|},
\]  

(20)

where \( \alpha_j = \sqrt{r/D_j} \) and \( \lambda_j = V_j / (2 \sqrt{D_j r}) \).

In Fig. 4 we plot the solution for different values of the partial resetting parameter \( 0 \leq a < 1 \). We do this by sampling directly from the infinite sum presented in Eq. 18, which is compared with direct numerical simulations of drift-diffusion with partial stochastic resetting. It can be seen that both the mean and variance of the steady-state position distribution grow as \( a \to 1 \). Indeed, taking expectations in Eq. 18, we find that the mean of the steady-state distribution is given by

\[
\langle X_{ss} \rangle = \sum_{j=0}^{\infty} \langle X_j \rangle = \sum_{j=0}^{\infty} V_j / r = \frac{V}{r} \frac{1}{1 - a}.
\]

(21)

Similarly, utilizing the independence of the random variables in Eq. 18, we find

\[
\sigma^2(X_{ss}) = \sum_{j=0}^{\infty} \sigma_j^2 = \sum_{j=0}^{\infty} \left( \frac{2D_j}{r} + \frac{V_j^2}{r^2} \right) = \left( \frac{2D}{r} + \frac{V^2}{r^2} \right) \frac{1}{1 - a^2}.
\]

(22)

Thus, we see that while the mean and variance both diverge in the limit \( a \to 1 \), they remain finite even when partial resetting is very weak, and as long as \( a < 1 \). We also note that by taking the special case of pure drift \( D = 0 \), we obtain the same expressions for the steady-state mean and variance as those that are predicted by Eqs. (68) and (69) of ref. [62], when the limit of a fixed (deterministic) resetting amplitude is taken there.

We now show that in the limit \( a \to 1 \) the steady-state distribution is approximately Gaussian. To see this, consider the distribution of \( (X_{ss} - \langle X_{ss} \rangle) / \sigma(X_{ss}) \), i.e., the standardized position. The Fourier transform of this random variable is given by

\[
\langle e^{-ik(X_{ss} - \langle X_{ss} \rangle) / \sigma(X_{ss})} \rangle = \prod_{j=0}^{\infty} \langle e^{-ik(X_j - \langle X_j \rangle) / \sigma(X_{ss})} \rangle,
\]

(23)

where we have used the stochastic representation of Eq. 18 and the independence of the random variables there. Fixing \( k \) and taking the limit \( a \to 1 \), we have \( k / \sigma(X_{ss}) \ll 1 \). Expanding the exponents on the right hand side of Eq. 23 to second order and taking expectations yields the following approximation

\[
\langle e^{-ik(X_j - \langle X_j \rangle) / \sigma(X_{ss})} \rangle \simeq 1 - \frac{k^2 \sigma_j}{2 \sigma^2(X_{ss})} \simeq e^{-k^2 \sigma_j^2 / 2 \sigma^2(X_{ss})}.
\]

(24)

It follows that in this limit

\[
\langle e^{-ik(X_{ss} - \langle X_{ss} \rangle) / \sigma(X_{ss})} \rangle \simeq e^{-k^2/2},
\]

(25)

which once again proves the result since the right hand side of Eq. 25 is nothing but the Fourier transform of a Gaussian random variable with zero mean and unit variance.

**IV. SHARP PARTIAL resetting**

So far, we have assumed that resetting is conducted stochastically with rate \( r \). Another interesting case to consider is that of resetting at constant time intervals of duration \( \tau \). To tackle this common form of resetting [7, 40, 65–67], also known as sharp resetting, we will present a probabilistic argument that circumvents the need to solve the corresponding (generalized) master equation. The insight gained from this approach to the solution will also prove useful in the next section where we will present a bottom-up construction of the time-dependent probability distribution of drift-diffusion with partial resetting at a constant rate \( r \).

To this end, we once again start by writing the spatial distribution of a particle which diffused freely for a time \( t \) that is smaller than the sharp resetting time \( \tau \), i.e., \( t < \tau \). This is simply given by the known Gaussian form

\[
P(x, t) = \frac{1}{\sqrt{4\pi Dt}} e^{-x^2 / 4\pi Dt}.
\]

(26)

At \( t = \tau \) partial resetting occurs, taking the particle from its random position \( x \) to \( ax \). Since the particle's
position at the resetting moment comes from a Gaussian distribution with density given by Eq. (26). The particle’s position immediately after resetting, i.e., at time $t \to \tau^+$, is also Gaussian with density

$$P(x, \tau^+) = \frac{1}{\sqrt{4\pi D a^2 \tau}} e^{-\frac{x^2}{4Da^2\tau}}, \quad (27)$$

which is obtained by scaling a Gaussian random variable by the partial resetting parameter $a$. Note, that this is also the probability distribution that describes a particle that diffused freely for time $a^2\tau$. Thus, the combined effect of free diffusion for time $\tau$ and consecutive partial resetting with parameter $a$ is equivalent to the effect of free diffusion for an effective time $\tau_{\text{eff}} = a^2\tau$.

As sharp resetting is conducted at fixed time intervals, this process now repeats itself periodically. Namely, free diffusion for an effective time $\tau_{\text{eff}}$ that diffused freely for time $a^2\tau$. Thus, for the effective diffusion time we have

$$0 \xrightarrow{D} \tau \xrightarrow{R} a^2\tau \xrightarrow{D} a^2\tau + \tau \xrightarrow{R} a^2(a^2\tau + \tau) \ldots, \quad (28)$$

where $D$ stands for a diffusion period and $R$ stands for a partial resetting event. Asymptotically this process converges to a Gaussian cyclic steady state whose probability density is given by

$$P(x, \tau_{\text{eff}}) = \frac{1}{\sqrt{4\pi D \tau_{\text{eff}}}} e^{-\frac{x^2}{4D\tau_{\text{eff}}}}, \quad (29)$$

where the effective diffusion time oscillates between a high value $\tau_{\text{eff}} = \sum_{n=0}^{\infty} a^{2n}\tau = \frac{\tau}{1-a^2}$ which is attained at the end of every diffusion period and a low value $\tau_{\text{eff}} = \sum_{n=1}^{\infty} a^{2n}\tau = \frac{a^2\tau}{1-a^2}$ which is attained immediately after a resetting event occurred. This cycle and the corresponding Gaussian distributions at both its ends, are illustrated in Fig. 5.

\section*{V. TIME DEPENDENT SOLUTION}

In Secs. II and III we have dealt with the steady-state of diffusion with partial stochastic resetting. We will now go on to consider the temporal evolution of this process. Instead of going for a brute-force solution of Eqs. (2) and (14), we will offer a probabilistic analysis from which insight can be drawn. This analysis will be based on the results established in the previous section.

We start with a diffusing particle which is also subject to partial stochastic resetting that is conducted at a constant rate $r$. Assuming that there were exactly $m$ resetting events in the time interval $[0, t]$, we denote their occurrence times by $\{t_1, \ldots, t_m\}$. Using the same arguments presented in Sec. IV we obtain an effective diffusion time of

$$\tau_{\text{eff}}(m) = t - a^{2m}[1 - a^2]\sum_{n=1}^{m} t_n a^{-2n}, \quad (30)$$

which is obtained by applying the process in Eq. (28) with $t_1$ as the diffusion time till the first resetting event, $t_2 - t_1$ as the diffusion time between the first and second resetting events, and so on in a similar manner until the observation time $t$ is reached. A detailed derivation of Eq. (30) is given in Appendix E.

It follows that the probability distribution to find the particle at position $x$ at time $t$—given that exactly $m$ resetting events occurred at times $\{t_1, \ldots, t_m\}$—can be written as

$$P(x, t, \tau_{\text{eff}}(m)) = \frac{1}{\sqrt{4\pi D \tau_{\text{eff}}(m)}} e^{-\frac{x^2}{4D\tau_{\text{eff}}(m)}}, \quad (31)$$

To obtain the unconditional probability distribution of the position at time $t$, the above result must be averaged with proper weights over all possible resetting time epochs $\{t_1, \ldots, t_m\}$ and over all the possible numbers of resetting events.

Since resetting is conducted at a constant rate $r$, the probability to have $m$ resetting events in the time interval $[0, t]$ is given by the Poisson distribution

$$Pr(m, t) = \frac{(rt)^m e^{-rt}}{m!}. \quad (32)$$

Averaging Eq. (31) over $m$ using Eq. (32) gives

$$\sum_{m=0}^{\infty} \frac{(rt)^m e^{-rt}}{m!} \frac{1}{\sqrt{4\pi D \tau_{\text{eff}}(m)}} e^{-\frac{x^2}{4D\tau_{\text{eff}}(m)}}, \quad (33)$$

FIG. 5. The temporal behaviour of diffusion with sharp partial resetting is governed by an effective diffusion time $\tau_{\text{eff}}$ whose own time evolution is in turn governed by the process described by Eq. (28). At long times, the effective diffusion time cycles between a low value and high value as shown in the figure. Immediately after resetting occurs, the position distribution is Gaussian with an effective diffusion time of $\tau_{\text{eff}} = \frac{a^2\tau}{1-a^2}$. Resetting then takes exactly $\tau$ units of time to occur. Thus, right before resetting occurs, the position distribution is Gaussian with an effective diffusion time of $\tau_{\text{eff}} = \frac{\tau}{1-a^2}$. In this figure, the diffusion constant and the partial resetting parameter were set to $D = 1$ and $a = 0.8$ respectively.
which can be Fourier transformed to give
\[
\sum_{m=0}^{\infty} \hat{P}_m(k,t,\tau_{\text{eff}}(m)) \equiv \sum_{m=0}^{\infty} \frac{(rt)^m}{m!} e^{-rt-Dk^2\tau_{\text{eff}}(m)}. \tag{34}
\]

The effective time \(\tau_{\text{eff}}(m)\) is defined in Eq. \(\text{(30)}\) as a function of the observation time \(t\) and the resetting time epochs \(\{t_1, \ldots, t_m\}\). We now recall that the basic properties of the Poisson process assert that if \(m\) resetting events occurred their statistics is uniform in the range \([0,t]\). We thus have
\[
\hat{P}_m(k,t) = \int_0^t dt_m \int_0^{t_m} dt_{m-1} \cdots \int_0^{t_2} dt_1 \hat{P}_m(k,t,\tau_{\text{eff}}(m))dt_1,
\tag{35}
\]
and note that the \(m!\) accounts for equally likely permutations which were lost by assuming \(t_1 < t_2 < \cdots < t_m < t\) in the integrals above.

Calculating the integrals in Eq. \(\text{(35)}\), and Laplace transforming \(\hat{P}_m(k,s) = \int_0^{\infty} \hat{P}_m(k,t)e^{-st}dt\), we find (Appendix F)
\[
\hat{P}_0(k,s) = \frac{1}{r + Dk^2 + s},
\]
\[
\hat{P}_1(k,s) = \frac{r}{(r + Dk^2a^2 + s)} \hat{P}_0(k,s),
\]
\[
\hat{P}_2(k,s) = \frac{r}{(r + Dk^2a^4 + s)} \hat{P}_1(k,s),
\tag{36}
\]
from which we deduce the time dependent probability distribution in Fourier-Laplace space
\[
\hat{P}(k,s) = \sum_{m=0}^{\infty} \hat{P}_m(k,s) = \sum_{m=0}^{\infty} \frac{1}{r} \prod_{j=0}^{m} \frac{r}{r + Dk^2a^{2j} + s}.
\tag{37}
\]
The steady-state solution of Eq. \(\text{(3)}\) can be obtained by taking the long time limit of the above results. Formally, this is done by using the Final Value Theorem, \(\lim_{t \to \infty} f(t) = \lim_{s \to 0} s \hat{f}(s)\), see Appendix G for details.

While the mean of the time dependent distribution vanishes, Eq. \(\text{(37)}\) can be used to obtain the time dependent variance (Appendix H)
\[
\sigma^2(X(t)) = \frac{2D}{r(1-a^2)} \left(1 - e^{-r(1-a^2)t}\right), \tag{38}
\]
which is plotted in Fig. 6. This variance converges exponentially to the steady-state variance of Eq. \(\text{(9)}\). Interestingly, the rate of convergence is proportional to \(1-a^2\), which asserts that convergence times will be long in the limit \(a \to 1\).

We note that the products appearing in Eq. \(\text{(37)}\) are similar to the product that appears in Eq. \(\text{(3)}\) for the steady-state. There are, however, two differences: (i) an additional \(s\) in the denominator of each term that appears in the products of Eq. \(\text{(37)}\), and (ii) the products of Eq. \(\text{(37)}\) being finite rather than infinite. Following this observation, one can guess the time dependent solution of drift-diffusion with partial resetting from its steady-state that was found in Eq. \(\text{(17)}\). This reads
\[
\hat{P}(k,s) = \sum_{m=0}^{\infty} \frac{1}{r} \prod_{j=0}^{m} \frac{r}{r - iVk^2a^{2j} + Dk^2a^{2j} + s}.
\tag{39}
\]
and it can be readily verified that this probability distribution solves
\[
\hat{P}(k,s) = \frac{r \hat{P}(ak,s) + 1}{r - iVk + Dk^2 + s}, \tag{40}
\]
which is the rearranged Fourier-Laplace transform of Eq. \(\text{(14)}\). This is shown in Appendix I.

\section*{VI. CONCLUSIONS}

In this paper, we extended the Evans-Majumdar model of diffusion with stochastic resetting \(\text{(37)}\). Rather than full resetting, we considered a case where the particle is returned only part way back to the origin, such that upon resetting \(x \rightarrow ax\) with \(0 \leq a < 1\). We found that this resetting protocol always results in a steady-state whose Fourier transform we gave in closed form. This, in turn, allowed us to show that the steady-state distribution can be understood as an infinite sum of independent Laplace random variables with increasingly smaller variance. Moreover, we showed that the steady-state distribution interpolates smoothly between the Laplace steady-state distribution, which is found for full resetting \((a = 0)\), and a Gaussian distribution which is obtained in the limit \(a \to 1\).
We then extended our analysis to drift-diffusion with partial resetting where we have shown that a steady-state emerges even when partial resetting is very weak. The latter can once again be expressed as a sum of independent random variables with increasingly smaller variance. Similar to the no-drift case, the steady-state of drift-diffusion with partial resetting also undergoes a transition between a non-Gaussian steady-state with exponential tails and a Gaussian steady-state, as the partial resetting parameter $a$ is tuned from zero to unity. An interesting application of this result is the possibility to mimic the effect of different confining potentials with partial resetting, for example in an optical tweezers setup as was used in [32]. Here we obtained probability densities which are equivalent to those of a particle diffusing in an harmonic and linear potentials, as well as a non-trivial interpolation between these densities. Other effective potentials may be obtained by considering more sophisticated versions of partial resetting, e.g., via resetting kernels which are discussed below.

Having established the steady-state properties of diffusion with partial resetting, we turned to investigate its time evolution. To do so, we first considered a sister problem: diffusion with sharp partial resetting, i.e., partial resetting that is conducted periodically at constant time intervals. We analyzed the time evolution of this process and showed that it leads to a cyclo-stationary steady-state. The insight gained from this analysis was then carried over to the original problem where resetting is conducted stochastically at a constant rate. In particular, rather than solving the time-dependent master equation directly, we presented a probabilistic analysis which allowed us to construct the solution step-by-step from the bottom up. In this way, we were able to obtain an analytical closed-form expression for the Fourier-Laplace transform of the time dependent probability distribution describing diffusion with partial resetting with, and without, drift.

The model considered in this paper falls into a broader class of models which can be described by the following master equation

$$\frac{\partial P(x,t)}{\partial t} = D \frac{\partial^2 P(x,t)}{\partial x^2} - V \frac{\partial P(x,t)}{\partial x} - rP(x,t) + r \int_{-\infty}^{\infty} K(x',x)P(x',t)dx'. \tag{41}$$

Here, the top row describes diffusion with drift, and the second row the effect of resetting at a constant rate $r$. Specifically, the first term in the second row accounts for the probability loss due to resetting at $x$, and the second term the probability gain due to resetting transition that take the particle back to $x$ from other locations. The kernel $K(x',x)$ describes the rules of the game by defining a probability distribution over all possible positions $x$ given the position $x'$. In this paper we focused on a specific resetting kernel, $K(x',x) = \delta(x' - \frac{x}{a})$. A different choice of resetting kernel may lead to fundamentally different results e.g., the absence of a steady-state distribution. Questions such as this have been studied in a similar system, where the resetting kernel was taken to be time-dependent rather than space-dependent [57-61]. It was shown that motion under these conditions is bound only if the memory kernel decays fast enough with time, else the MSD of the particle diverges. In the future, it would be interesting to consider the general case where the resetting kernel depends both on time and space.
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Appendix A: Corroboration of Eq. \[5\]

At the steady-state, the master equation boils down to

\[
D \frac{d^2 P(x)}{dx^2} - r P(x) + \frac{r}{a} P(x/a) = 0. 
\]

(A1)

Recalling some Fourier transform identities

\[
\mathcal{F} \left( \frac{df(x)}{dx} \right) = i k \hat{f}(k) ; \quad \mathcal{F} \left( f \left( \frac{x}{a} \right) \right) = a \hat{f}(ak),
\]

we obtain

\[
-(r + Dk^2) \hat{P}(k) + r \hat{P}(ak) = 0.
\]

(A2)

Substituting Eq. \[5\] into the left hand side of Eq. \[A2\], we find

\[
\text{L.H.S.} = -(r + Dk^2) \prod_{j=0}^{\infty} \frac{r}{r + Dk^2 a^{2j}} + r \prod_{j=0}^{\infty} \frac{r}{r + Dk^2 a^{2j}}
\]

\[
= \prod_{j=1}^{\infty} \frac{r}{r + Dk^2 a^{2j}} \left( \frac{-(r + Dk^2)}{r + Dk^2} + r \right) = 0,
\]

(A3)

which proves that Eq. \[5\] is indeed a steady-state solution of diffusion with partial resetting.

Appendix B: Moments of the steady-state distribution, variance, and kurtosis

The moments of the steady-state distribution of diffusion with partial resetting can be found by using the following relation

\[
\langle X_{ss}^m \rangle = \left. (-i)^m \frac{d^m \hat{P}_{ss}(k)}{dk^m} \right|_{k=0},
\]

(B1)

where \( \hat{P}_{ss}(k) \) is given by Eq. \[5\]. In Eq. \[5\] we have shown that \( X_{ss} \) can be written as an infinite sum of independent Laplace random variables \( \{X_0, X_1, X_2, \ldots\} \), such that

\[
\langle e^{-ikX_j} \rangle \equiv \hat{P}_j(k) = \frac{r}{r + Dk^2 a^{2j}}.
\]

(B2)

Taking derivatives, we find

\[
\frac{d\hat{P}_j(k)}{dk} = -\frac{2a^{2j}Drk}{(a^{2j}Dk^2+r)^2},
\]

(B3)

\[
\frac{d^2\hat{P}_j(k)}{dk^2} = \frac{2a^{2j}Dr(3a^{2j}Dk^2-r)}{(a^{2j}Dk^2+r)^4},
\]

(B4)

\[
\frac{d^3\hat{P}_j(k)}{dk^3} = -\frac{24a^{4j}D^2r(2a^{2j}Dk^2-r)}{(a^{2j}Dk^2+r)^4},
\]

(B5)

\[
\frac{d^4\hat{P}_j(k)}{dk^4} = \frac{24a^{4j}D^2r(5a^{4j}D^4k^4-10a^{2j}D^2rk^2+r^2)}{(a^{2j}Dk^2+r)^5},
\]

(B6)
resulting in the following moments:

\[ \langle X_j \rangle = 0 \quad \text{,} \tag{B7} \]
\[ \langle X_j^2 \rangle = \frac{2Da^2}{r} = \sigma^2 (X_j) \quad \text{,} \tag{B8} \]
\[ \langle X_j^3 \rangle = 0 \quad \text{,} \tag{B9} \]
\[ \langle X_j^4 \rangle = \frac{24D^2a^4}{r^2} \quad \text{.} \tag{B10} \]

Using the fact that the variance of the sum of independent random variables is equal to the sum of their variances, we can immediately find the variance of the steady-state position. This is given by

\[ \sigma^2 (X_{ss}) = \sum_{j=0}^{\infty} \frac{2D}{r} a^2 r^2 = \frac{2D}{r} \frac{1}{1-a^2} \quad \text{.} \tag{B11} \]

To find the fourth moment, we observe that

\[ \langle X_{ss}^4 \rangle = \langle (X_0 + X_1 + \ldots)^4 \rangle = \sum_{i=0}^{\infty} \langle X_i^4 \rangle + 3 \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \langle X_i^2 \rangle \langle X_j^2 \rangle - 3 \sum_{i=0}^{\infty} \langle X_i^2 \rangle^2 \]
\[ = \frac{24D^2}{r^2} \frac{1}{1-a^4} + 3 \sum_{i=0}^{\infty} \langle X_i^2 \rangle \sum_{j=0}^{\infty} \langle X_j^2 \rangle - \frac{12D^2}{r^2} \frac{1}{1-a^4} \]
\[ = \frac{12D^2}{r^2} \frac{1}{1-a^4} + 3 \left( \frac{2D}{r} \frac{1}{1-a^2} \right)^2 \]

where we have once again used independence and the fact that moments of odd order vanish to either simplify or kill mixed terms. Given the fourth moment, the kurtosis follows from its definition

\[ \text{Kurt}(X_{ss}) = \frac{\langle X_{ss}^4 \rangle}{\sigma^4 (X_{ss})} = \frac{\frac{12D^2}{r^2} \frac{1}{1-a^4} + 3 \left( \frac{2D}{r} \frac{1}{1-a^2} \right)^2}{ \left( \frac{2D}{r} \frac{1}{1-a^2} \right)^2} = \frac{6}{1+a^2} \quad \text{.} \]

**Appendix C: Corroboration of Eq. (17)**

At the steady-state, the master equation boils down to

\[ D \frac{d^2 P(x)}{dx^2} - V \frac{dP(x)}{dx} - rP(x) + \frac{r}{a} P(x/a) = 0 \quad \text{.} \tag{C1} \]

Similarly to Appendix A, we Fourier transform and obtain

\[- (r + Dk^2 - iVK) \hat{P}(k) + r \hat{P}(ak) = 0 \quad \text{.} \tag{C2} \]

Substituting Eq. (17) into the left hand side of Eq. (C2), we find

\[ \text{L.H.S.} = -(r - iV) \prod_{j=0}^{\infty} \frac{r}{r - iV ka^2 + Dk^2a^2} + r \cdot \prod_{j=0}^{\infty} \frac{r}{r - iV ka^2 + Dk^2a^2} \]
\[ = \prod_{j=1}^{\infty} \frac{r}{r + Dk^2a^2 - iV ka^2} (-r + r) = 0 \quad \text{,} \tag{C3} \]

which proves that Eq. (17) is indeed a steady-state solution of drift-diffusion with partial resetting.
Appendix D: Steady-State of drift-diffusion under (full) stochastic resetting

Here we simply recall the result for drift-diffusion under (full) stochastic resetting which can e.g. be found in ref. [14]. The probability density reads

\[ P_{ss}(x) = \frac{1}{2\sqrt{\pi}} \frac{\exp \left[ -\sqrt{\frac{r}{D}} |x| \left( \sqrt{1 + \frac{V^2}{4Dr}} - \frac{V \cdot \text{sgn}(x)}{2\sqrt{Dr}} \right) \right]}{\sqrt{\frac{1}{4D} + \frac{V^2}{4Dr}}} , \tag{D1} \]

which simplifies to

\[ P_{ss}(x) = \frac{1}{\sqrt{\frac{1}{4D} + \frac{V^2}{4Dr}}} e^{-\sqrt{\frac{r}{D}} \sqrt{\frac{1}{4D} + \frac{V^2}{4Dr}} |x| + \frac{V}{2Dr} x} . \tag{D2} \]

This expression is of the shape of \( c \cdot \exp(-a|x| + bx) \), which has a known Fourier transform \[68\]

\[ \mathcal{F}(c \cdot \exp(-a|x| + bx)) = \frac{2ac}{a^2 - (b + ik)^2} . \tag{D3} \]

Substituting \( a = \sqrt{\frac{r}{D} + \frac{V^2}{4Dr}} \), \( b = \frac{V}{2Dr} \), and \( c = \frac{1}{\sqrt{\frac{1}{4D} + \frac{V^2}{4Dr}}} \) we obtain

\[ P_{ss}(x) = 2\sqrt{\frac{r}{D} + \frac{V^2}{4Dr}} \frac{1}{\sqrt{\frac{1}{4D} + \frac{V^2}{4Dr}} - \frac{V}{2Dr} |x|} \left( \frac{1}{r} - r + ikV + Dk^2 \right) , \tag{D4} \]

which is the same as Eq. [17] for \( a = 0 \).

Appendix E: Derivation of Eq. [30]

Similarly to Sec. [IV] we will describe the process as diffusion with an effective diffusion time \( \tau_{eff} \). However, note that the time intervals between partial resetting events are no longer constant. To obtain the effective diffusion time at time \( t \), we recall that resetting occurred at times \( \{t_1, t_2 - t_1, ..., t_m - t_{m-1}\} \), which are all smaller than \( t \). The time intervals between resetting events are thus of lengths \( \{t_1, t_2 - t_1, ..., t_m - t_{m-1}\} \), and one must not forget that free diffusion also occurs at the last time interval \( (t_m, t] \) which comes after the final resetting event. It follows that the effective diffusion time evolves according to

\[ 0 \overset{D}{\to} t_1 \overset{R}{\to} a^2 t_1 \overset{D}{\to} a^2 t_1 + t_2 - t_1 \]
\[ \overset{R}{\to} a^2(a^2 t_1 + t_2 - t_1) \]
\[ \overset{D}{\to} a^2(a^2 t_1 + t_2 - t_1) + t_3 - t_2 , ... \] \tag{E1} \]

These terms can be rearranged to give

\[ 0 \overset{D}{\to} t_1 \overset{R}{\to} a^2 t_1 \overset{D}{\to} (a^2 - 1)t_1 + t_2 \]
\[ \overset{R}{\to} (a^4 - a^2)t_1 + a^2 t_2 \overset{D}{\to} (a^4 - a^2)t_1 + (a^2 - 1)t_2 + t_3 \]
\[ ... , \overset{D}{\to} t + \sum_{n=1}^{m} (a^{2n+2-2n} - a^{2m-2n})t_n , \tag{E2} \]

which in turn yields the following effective diffusion time

\[ \tau_{eff}(m) = t + \sum_{n=1}^{m} (a^{2n+2-2n} - a^{2m-2n})t_n = t - a^{2m} \sum_{n=1}^{m} t_n a^{-2n} , \tag{E3} \]

that appears in Eq. [30].
Appendix F: Derivation of Eq. \([36]\)

We start by calculating \(\hat{P}_m(k,t)\) which we will Laplace transform in the second stage. For \(m = 0\), the effective diffusion time is equal to the observation time. Thus, \(\tau_{\text{eff}}(m) = t\), which gives

\[
\hat{P}_0(k,t) = e^{-(r+Dk^2)t}.
\]  

(\text{F1})

For \(m \geq 1\) we follow Eq. \([35]\). For example, for \(m = 1\) we obtain

\[
\hat{P}_1(k,t) = \int_0^t \frac{1}{t} re^{-rt} e^{-Dk^2(t+(a^2-1)t_1)} dt_1 \\
= r \int_0^t e^{-rt} e^{-Dk^2(t+(a^2-1)t_1)} dt_1 \\
= re^{-(r+Dk^2)t} \int_0^t e^{-Dk^2(a^2-1)t_1} dt_1 \\
= \frac{-re^{-(r+Dk^2)t}}{Dk^2(a^2-1)} \left( e^{-Dk^2(a^2-1)t} - 1 \right).
\]

(\text{F2})

Similarly, for \(m = 2\) we obtain

\[
\hat{P}_2(k,t) = \int_0^t dt_2 \int_0^{t_2} \frac{(rt)^2 e^{-rt}}{t^2} e^{-Dk^2(t+(a^2-1)(t_1 a^2+t_2))} dt_1 \\
= r^2 e^{-(r+Dk^2)t} \int_0^t dt_2 \int_0^{t_2} e^{-Dk^2(a^2-1)(t_1 a^2+t_2)} dt_1 \\
= r^2 e^{-(r+Dk^2)t} \int_0^t dt_2 \left[ e^{-Dk^2(a^2-1)t_1 a^2} \int_0^{t_2} e^{-Dk^2(a^2-1)t_1 a^2+t_2} dt_1 \right] \\
= \frac{-r^2 e^{-(r+Dk^2)t}}{Dk^2(a^4-a^2)} \int_0^t dt_2 \left[ e^{-Dk^2(a^4-1)t_2} - e^{-Dk^2(a^2-1)t_2} \right] \\
= \frac{r^2 e^{-(r+Dk^2)t}}{(Dk^2)^2(a^4-a^2)} \left[ e^{-Dk^2(a^4-1)t} - 1 - e^{-Dk^2(a^2-1)t} - 1 \right].
\]

(\text{F3})

Next, we Laplace transform the above expressions to find

\[
\hat{P}_0(k,s) = \frac{1}{r + Dk^2 + s},
\]

(\text{F4})

and

\[
\hat{P}_1(k,s) = \frac{-r}{Dk^2[a^2-1]} \left[ \frac{1}{r + Dk^2 + (a^2-1)Dk^2 + s} - \frac{1}{r + Dk^2 + s} \right] \\
= \frac{-r}{Dk^2[a^2-1]} \left[ \frac{1}{r + a^2 Dk^2 + s} - \frac{1}{r + Dk^2 + s} \right] \\
= \frac{-r}{Dk^2[a^2-1]} \frac{(1-a^2)Dk^2}{(r + a^2 Dk^2 + s)(r + Dk^2 + s)} \\
= \frac{-r}{(r + a^2 Dk^2 + s)(r + Dk^2 + s)}.
\]

(\text{F5})
Similarly, for \( m = 2 \) we find
\[
\tilde{P}_2(k, s) = \frac{r^2}{(Dk^2)^2(a^2 - 1)a^2} \left[ \frac{1}{a^2 - 1} \left( \frac{1}{r + Dk^2a^2} + s - \frac{1}{r + Dk^2} \right) \right] 
- \frac{1}{a^2 - 1} \left( \frac{1}{r + Dk^2a^2} + \frac{1}{r + Dk^2} \right)
\]
\[
= \frac{r^2}{(Dk^2)^2(a^2 - 1)a^2} \frac{1}{a^2 - 1} \left( \frac{1}{r + Dk^2a^2} + \frac{1}{r + Dk^2} \right)
- \frac{1}{a^2 - 1} \left( \frac{1}{r + Dk^2a^2} + \frac{1}{r + Dk^2} \right)
\]
\[
= \frac{Dk^2(a^2 - 1)a^2}{(r + Dk^2a^2)(r + Dk^2a^2 + s)(r + Dk^2a^2 + s)} 
- \frac{Dk^2(a^2 - 1)a^2}{(r + Dk^2)^2} 
\]
\[
= \frac{Dk^2(a^2 - 1)a^2}{(r + Dk^2)(r + Dk^2a^2 + s)} 
\]
\[
= \frac{Dk^2(a^2 - 1)a^2}{(r + Dk^2a^2 + s)(r + Dk^2a^2 + s)} 
\]  
\( (\text{F6}) \)

Appendix G: Recovering the steady-state distribution from the time-dependent solution

We use the Final Value Theorem,
\[
\lim_{t \to \infty} f(t) = \lim_{s \to 0} s \hat{f}(s), 
\]
where \( \hat{f}(s) \) is the Laplace transform of \( f(t) \). In our case, we have
\[
\hat{P}_{ss}(k) = \lim_{s \to 0} s \hat{P}(k, s). 
\]

Plugging in the time dependent distribution of diffusion with partial resetting from Eq. (37), we obtain
\[
\lim_{s \to 0} s \hat{P}(k, s) = \lim_{s \to 0} \sum_{m=0}^{\infty} \frac{r}{Dk^2a^{2m} + s} + \sum_{j=0}^{m} \frac{r}{Dk^2a^{2j} + s}.
\]

Defining \( N = r/s \), we rewrite the above expression as
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N} \prod_{j=0}^{m} \frac{r}{Dk^2a^{2j} + s} \equiv \lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N} F(N, m),
\]
where
\[
F(N, m) = \prod_{j=0}^{m} \frac{r}{Dk^2a^{2j} + r/N}.
\]

We now observe that
\[
\lim_{N \to \infty} F(N, m) = \prod_{j=0}^{m} \frac{r}{r + Dk^2a^{2j}} \equiv F(m),
\]
and that
\[
\lim_{m \to \infty} F(m) = \prod_{j=0}^{\infty} \frac{r}{r + Dk^2a^{2j}} = \hat{P}_{ss}(k),
\]
where in the last step we simply recalled the definition of the steady-state distribution in Eq. (33). Now, since the average of the first \( n \) elements in an infinite series that converges to a limit also converges to the same limit, we have
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N} \prod_{j=0}^{m} \frac{r}{Dk^2a^{2j} + s} \equiv \lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N} F(N, m) = \hat{P}_{ss}(k).
\]
This proves that the steady-state solution of Eq. (37) can be obtained by taking the long time limit of Eq. (37).
Appendix H: Time dependent variance

In Laplace space, the second moment of the time-dependent probability distribution is given by:

$$\langle X^2(s) \rangle = - \frac{d^2 \hat{P}(k, s)}{dk^2} \bigg|_{k=0}. \quad (H1)$$

We define

$$f(j) = \frac{r}{r + Dk^2 a^2 j + s}, \quad (H2)$$

and write the time dependent solution for diffusion with partial resetting as

$$\hat{P}(k, s) = \sum_{m=0}^{\infty} \hat{P}_m(k, s) = \frac{1}{r} \sum_{m=0}^{\infty} \prod_{j=0}^{m} f(j). \quad (H3)$$

The first derivative of $\hat{P}(k, s)$ can be written as

$$\frac{d \hat{P}(k, s)}{dk} = \frac{1}{r} \sum_{m=0}^{\infty} \left( \prod_{j=0}^{m} f(j) \right) \left( \sum_{j=0}^{m} f'(j) \right), \quad (H4)$$

where $f'(j) \equiv df(j)/dk$. The second derivative of $\hat{P}(k, s)$ can be written as

$$\frac{d^2 \hat{P}(k, s)}{dk^2} = \frac{1}{r} \sum_{m=0}^{\infty} \left( \prod_{j=0}^{m} f(j) \right) \left( \sum_{j=0}^{m} (f''(j) \cdot f(j) - f'(j)^2) \right). \quad (H5)$$

The first and second derivative of each $f(j)$ is given by

$$f'(j) = -\frac{2rDka^2 j}{(r + Dk^2 a^2 j + s)^2},$$

$$f''(j) = -\frac{2rDa^2 j}{(r + Dk^2 a^2 j + s)^2} + \frac{2rDa^2 j k (4(r + s)Da^2 j k + 4D^2 a^4 k^3)}{(r + Dk^2 a^2 j + s)^4}, \quad (H6)$$

and after substituting $k = 0$,

$$f'(j) \bigg|_{k=0} = 0, \quad f''(j) \bigg|_{k=0} = -\frac{2rDa^2 j}{(r + s)^2}. \quad (H7)$$

Substituting these derivatives into Eq. (H5) results in

$$\frac{d^2 \hat{P}(k, s)}{dk^2} \bigg|_{k=0} = \frac{1}{r} \sum_{m=0}^{\infty} \left( \prod_{j=0}^{m} \left( \frac{r}{r + s} \right) \right) \left( \sum_{j=0}^{m} \frac{2rDa^2 j}{(r + s)^2} \cdot \frac{r + s}{r} \right)$$

$$= -2D \sum_{m=0}^{\infty} \left( \frac{r}{r + s} \right)^{m+1} \sum_{j=0}^{m} a^2 j \cdot \frac{a^2}{1 - a^2} \cdot \frac{r + s}{r}$$

$$= -2D \frac{1}{(r + s)^2} \sum_{m=0}^{\infty} \left( \frac{r}{r + s} \right)^{m} - a^2 \left( \frac{ra^2}{r + s} \right)^{m}$$

$$= -2D \frac{1}{(r + s)^2} \frac{1}{1 - a^2} \sum_{m=0}^{\infty} \left( \frac{r}{r + s} \right)^{m} - a^2 \left( \frac{ra^2}{r + s} \right)^{m}$$

$$= -2D \frac{1}{(r + s)^2} \frac{1}{1 - a^2} \left( \frac{1}{1 - \frac{r}{r + s}} - \frac{a^2}{1 - \frac{ra^2}{r + s}} \right)$$

$$= -2D \frac{1}{(r + s)^2} \frac{1}{1 - a^2} \left( \frac{r + s}{s} - \frac{a^2(r + s)}{(1 - a^2)(r + s)} \right)$$

$$= -2D \frac{1}{1 - a^2} \left( \frac{s(r + s)}{r + s} - a^2 \frac{1}{(r + s)(r(1 - a^2) + s)} \right). \quad (H8)$$
which we invert to find the time-dependent variance of diffusion with partial resetting

\[ \sigma^2(X) = \langle X^2(t) \rangle = \mathcal{L}^{-1} \left( -\frac{d^2 \tilde{P}(k, s)}{dk^2} \bigg|_{k=0} \right) = \frac{2D}{r(1 - a^2)} \left( 1 - e^{-r(1-a^2)t} \right), \]  

(H9)

which is Eq. (38) in the main text. Note that for \( t \to \infty \) this expression reduces to the variance found for the steady-state of diffusion with partial resetting (Eq. (9) in the main text).

Appendix I: Corroboration of Eq. (39)

Substituting Eq. (39) into the right hand side of Eq. (40), we find

\[
\text{R.H.S.} = \frac{1 + r \sum_{m=0}^{\infty} \frac{1}{r} \prod_{j=0}^{m} \frac{r}{r - iV_k a^j + Dk^2 + s}}{r - iV_k + Dk^2 + s} \\
= \frac{1 + r \sum_{m=1}^{\infty} \frac{1}{r} \prod_{j=1}^{m} \frac{r}{r - iV_k a^j + Dk^2 + s}}{r - iV_k + Dk^2 + s} + \sum_{m=1}^{\infty} \frac{1}{r} \prod_{j=0}^{m-1} \frac{r}{r - iV_k a^j + Dk^2 a^{2j} + s} \\
= \sum_{m=0}^{\infty} \frac{1}{r} \prod_{j=0}^{m} \frac{r}{r - iV_k a^j + Dk^2 a^{2j} + s},
\]

(I1)

which is exactly \( \tilde{P}(k, s) \) in Eq. (39).