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Abstract—The increasing penetration of highly intermittent wind generation could seriously jeopardize the operation reliability of power systems and increase the risk of electricity outages. To this end, this paper proposes a novel data-driven method for operation risk assessment of wind-integrated power systems. Firstly, a new approach is presented to model the uncertainty of wind power in lead time. The proposed approach employs k-means clustering and mixture models (MMs) to construct time-dependent probability distributions of wind power. The proposed approach can also capture the complicated statistical features of wind power such as multimodality. Then, a nonsequential Monte Carlo simulation (NSMCS) technique is adopted to evaluate the operation risk indices. To improve the computation performance of NSMCS, a cross-entropy based importance sampling (CE-IS) technique is applied. The CE-IS technique is modified to include the proposed model of wind power. The method is validated on a modified IEEE 24-bus reliability test system (RTS) and a modified IEEE 3-area RTS while employing the historical data of wind generation. The simulation results verify the importance of accurate modeling of short-term uncertainty of wind power for operation risk assessment. Further case studies have been performed to analyze the impact of transmission systems on operation risk indices. The computational performance of the framework is also examined.
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I. INTRODUCTION

The penetration of wind generation in modern power systems is on the rise. According to a recent forecast by Global Wind Energy Council, the total global installed capacity of wind generation will reach 840 GW, i.e., a 42% increase from the current level by 2022 [1]. This ever-growing utilization of wind generation inevitably brings several challenges to power systems. One of the critical challenges is to maintain and improve the reliability of power systems and reduce the risk of electricity outages. In particular, during power system operation, the short-term reliability would be significantly impacted due to constrained availability or lack thereof of remedial resources amid unexpected variability of wind generation [2]-[4]. Thus, there is a pressing need to develop frameworks that can accurately assess the short-term or operation risk of wind-integrated power systems. These frameworks could enable power system operators to make risk-informed decisions ahead of time for mitigating the adverse impacts of wind generation on power system reliability.

The consideration of wind generation in long-term risk assessment of power systems is studied in [5]-[7]. For instance, different autoregressive moving average (ARMA) series for wind speed are developed for long-term reliability in [5] and [6]. Reference [7] formulates tables on capacity outage probability considering both the variability of wind speed and the outages of wind turbines. Nonetheless, these techniques are not applicable to operation risk assessment. The main reason is that the long-term reliability models of wind speed and wind power are not appropriate to represent the time-dependent short-term uncertainty of wind power during power system operation [2].

For operation risk assessment of wind-integrated power systems, the existing methods can be broadly classified into two main categories: analytical methods and simulation techniques. Reference [8] formulates a discrete probability distribution function (PDF) of wind power using wind speed time series, which is then employed in an analytical technique known as the PJM method [3]. In [2] and [9], the ARMA series of wind speed is adapted to construct discrete PDFs, which are conditioned on initial wind speed. These PDFs of wind speed are then utilized in the area-risk method which is an extension of the PJM method. In [10], the series of wind speed ARMA is directly adopted in a contingency-list based analytical method for operation risk assessment.

Analytical methods have limited applications and are not suitable for operation risk assessment of composite generation-transmission systems [4]. In this case, simulation techniques such as Monte Carlo simulation (MCS) provide an attractive alternative approach for operation risk assessment. In [11], the continuous-time Markov chain is employed to model the wind speed. Then, the Markov chain is used in conjunction with sequential MCS for operation risk evaluation. Reference [12] employs quasi-sequential MCS, where
wind power is modeled using a fixed number of scenarios. The computational efficiency of MCS is enhanced by adopting the cross-entropy (CE) based importance sampling (IS) technique. Different from pure analytical and simulation methods, a hybrid framework is proposed [13]. The wind speed uncertainty is modeled using multiple conditional Weibull PDFs. Then, the area-risk method is combined with non-sequential MCS (NSMCS) based on CE-IS to evaluate the short-term risk indices.

A common determinant of the existing techniques in [8]-[11], [13] is that either discrete or parametric continuous PDFs are employed to model the short-term uncertainty of wind speed. There are two critical issues with this approach. Firstly, the process of modeling the wind speed and converting it to wind power unavoidably includes the inaccuracy of wind power curve [14]. Secondly, the unimodal PDFs employed in these studies, e.g., Weibull and Gaussian, are not well-suited to model the complicated statistical features of wind speed and wind power [15]. The features including the multimodality of PDF and temporal correlation might lead to inaccurate short-term risk indices.

To address the problems envisaged previously, a new approach is proposed to model the short-term uncertainty of wind power for operation risk assessment. Firstly, k-means clustering is used to obtain sufficient historical data of wind power for fitting time-dependent PDFs. Then for each cluster, mixture models (MMs) are utilized to develop multivariate PDFs, which can capture the complicated statistical features of wind power. MMs are semi-parametric probabilistic models that can represent arbitrarily complex PDFs with great flexibility. Gaussian MMs (GMMs) have been used to model spatial correlation of wind speed in long-term reliability evaluation [16], [17]. Researchers have also employed GMMs to model the forecast error of wind power [18] and represent the uncertainty of wind power in probabilistic optimal power flow (OPF) [19]. In contrast to [16] and [17], this paper adopts GMMs to construct time-dependent PDFs of wind power for specific hours in order to render them suitable for short-term reliability evaluation. The drawback of using wind speed data is thus avoided. Compared to [18] and [19], as the data available for fitting GMMs for specific hours are scarce, this paper adopts maximum a posteriori (MAP) estimation for GMMs as opposed to maximum likelihood estimation (MLE). This is because MLE is susceptible for overfitting and is also prone to singularities in the case of GMMs [20].

Afterward, using the law of total expectation, an analytical expression for integrating the proposed wind power modeling in operation risk assessment is obtained. An NSMCS technique is then adopted to evaluate the analytical expression for operation risk assessment. The computation speed of the NSMCS is greatly enhanced by employing the CE-IS technique [21], [22]. The CE-IS technique is also modified to include the proposed short-term uncertainty model of wind power. In particular, a proxy distribution is used to obtain the distorted parameters of GMMs. This ensures that the operational indices are evaluated with an acceptable computation burden. The proposed data-driven framework is tested on a modified IEEE 24-bus reliability test system (RTS) and a modified IEEE 73-bus 3-area RTS. The actual wind power data from a wind farm in Spain is adopted for the short-term uncertainty modeling of wind power.

In summary, the main contributions of this paper are:

1) This paper presents a novel approach based on k-means clustering and GMMs to represent the uncertainty of wind power for operation risk assessment. The proposed approach also adopts MAP estimation to obtain GMM parameters instead of the widely-used MLE technique to avoid overfitting and singularities.

2) Based on the proposed probabilistic modeling of wind power, the paper presents a new framework for operation risk assessment. The clustering-based GMM modeling of wind power is integrated into the operation risk assessment using the law of total expectation.

3) An NSMCS technique is adopted to estimate the risk indices. To improve the computation performance, CE-IS is adapted which is also applied to GMMs of wind power. Simulation studies are also performed on two test systems to depict the efficacy of the proposed modeling approach and the operation risk assessment framework.

The rest of the paper is organized as follows. In Section II, the fundamental concepts of operation risk assessment in composite power systems are introduced. Section III describes the proposed probabilistic modeling approach for wind power. In Section IV, the proposed operation risk assessment is put forward. Simulation results are presented in Section V. Finally, Section VI concludes the paper.

II. PREAMBLE OF OPERATION RISK ASSESSMENT

Consider a power system with \( N_G \) conventional generation stations, \( N_t \) transmission lines, \( N_w \) wind generation units, and \( N_b \) buses. To represent the uncertainties arising from the unplanned outages of conventional generation units, transmission lines, and wind power at time \( t \), a random vector \( X_t = [X_{g_1} t, X_{w} t] \) is defined. \( X_{g_1} t = [n_1, .., n_{s_1}, .., n_{s_n}] \), where \( n_{s} \) is the number of available generation units in generation station \( s \); \( X_{w} t = [\xi_{l_1}, .., \xi_{l_l}, .., \xi_{l_m}] \), where \( \xi_{l} \) is the status of transmission line \( l \) and \( \xi_{l} \) is 1 if the transmission line is available and 0 if it is on outage; \( X_{w} t = [\xi_{l_1}, .., \xi_{l_l}, .., \xi_{l_m}] \), where \( \xi_{l} \) is the wind power of wind farm \( w \). Using the above notation, the risk can be mathematically expressed as:

\[
R_t = E(H(X)) = \int_{\Omega} H(x) f(x) dx
\]

where \( R_t \) is the risk index; \( H(\cdot) \) is the limit-state function (LSF) or test function; \( f(\cdot) \) is the joint multivariate PDF of random vector \( X \); \( \Omega \) is the state space; \( E(\cdot) \) is the expectation operator; and \( x \) is a particular realization of \( X \). As can be deduced from (1), the choice of \( f(\cdot) \) significantly impacts the risk indices. A more accurate estimation of \( f(\cdot) \) would invariably lead to a more accurate evaluation of the risk indices [13].

Assuming that the outages of conventional generation units and transmission lines, and variability of wind power are mutually independent of each other, \( f(\cdot) \) can be ex-
pressed as:
\[
f_i(x) = f_{g_i}(x_{1i}) f_{l_i}(x_{2i}) f_{w_i}(x_{3i})
\]
(2)

For the conventional generation units, it is assumed that each generation station \( s \) further comprises \( N_i \) identical generating units. The failure events of these generation units are also assumed to be independent of each other [3]. Therefore, \( f_{g_i}() \) can be modeled as a product of binomial distributions.
\[
f_{g_i}(x_{1i}) = \prod_{s=1}^{N_i} \text{Bin}(N_i, p_i(\Delta t))
\]
(3)

where
\[
\text{Bin}(N_i, p_i(\Delta t)) = \binom{N_i}{X_{1i}} (1-p_i(\Delta t))^{N_i-X_{1i}} (p_i(\Delta t))^{X_{1i}}
\]
(4)

\[
p_i(\Delta t) = 1 - e^{-\lambda_i \Delta t} \approx \lambda_i \Delta t
\]
(5)

where \( \lambda_i \) is the failure rate of a generation unit in generation station \( s \); \( \Delta t \) is the lead time (typically 1 hour); and \( p_i(\Delta t) \) is also referred to as outage replacement rate [2].

Similar to the conventional generation units, it is assumed that the line outages are independent of each other. \( f_{l_i}() \) is represented by a product of Bernoulli distributions:
\[
f_{l_i}(x_{2i}) = \prod_{s=1}^{N_l} \text{Ber}(p_i(\Delta t))
\]
(6)

where
\[
\text{Ber}(p_i(\Delta t)) = \left(1 - p_i(\Delta t)\right)^{1-Z_{i}} p_i(\Delta t)^{Z_{i}}
\]
(7)

\[
p_i(\Delta t) = 1 - e^{-\lambda_i \Delta t} \approx \lambda_i \Delta t
\]
(8)

where \( \lambda_i \) is the failure rate of transmission line \( l \).

Finally, for wind power, it is assumed that the spatial correlation among the wind farms is negligible, which implies that \( f_{w_i}() \) can be expressed as:
\[
f_{w_i}(x_{3i}) = \prod_{s=1}^{N_w} f_{w_i}(g_{w,s})
\]
(9)

where \( f_{w_i}(g_{w,s}) \) is the PDF for wind farm \( w \) at time \( t \).

### III. PROPOSED PROBABILISTIC MODELING OF WIND POWER

In this section, a novel approach founded on \( k \)-means clustering and GMMs is presented to model the PDF of wind power for operation risk assessment. Before delving any further, the motivation behind the proposed approach is presented. As mentioned in Section I, the existing approaches in operation risk assessment are primarily based on modeling wind speed PDF. Wind power PDF is then obtained through a wind power curve [2], [13]. Figure 1 portrays a typical wind power curve along with box plots representing measured wind power and wind speed data for a real wind farm near Swift Current, Canada. Two observations can be made from Fig. 1. Firstly, there is a high degree of discrepancy between the wind power estimated by the wind power curve and the actual wind power. On the one hand, the underestimation of wind power would correspond to indices higher than actual risk. On the other hand, the overestimation of wind power would result in indices lower than actual risk. This observation implies that operation risk indices would be inaccurate if there is only wind speed. The uncertainty of wind power is substantial in the region between the cut-in and rated wind speeds. Accurate modeling of this uncertainty is essential in order to calculate precise risk indices.

![Wind power curve with box plots of actual wind power data.](image)

The wind power also possesses certain sophisticated statistical features that cannot be captured by simple parametric PDFs, e.g., Weibull, Beta, and Gaussian, which are used in the existing literature on power system reliability. One such feature is the multimodality. Figure 2 plots the histogram of actual wind power measured for an entire month for the same wind farm of Fig. 1. From Fig. 2, at least two modes can be easily identified. Apart from multimodality, the temporal correlation between wind power values at different hours is also essential for operation risk analysis [2], [13]. Consequently, a univariate PDF could not be adopted to capture this correlation. These statistical features of wind power necessitate the use of non-parametric or semi-parametric multivariate PDF estimation techniques for wind power.

![Histogram of historical wind power data for a month.](image)

In the light of the above discussion, GMMs are used to model the short-term uncertainty of wind power for specific hours of a specific day. To employ GMMs, additional random variables are defined. The random vector \( X_{w,t} \), delineated in the previous section represents the wind power of wind farms during time \( t \). To study the temporal dependence, another random vector \( X_{w,t-1} \) is considered. It should be noted that both \( t \) and \( t-1 \) are defined for specific instances of the time at a specific day. As highlighted in [13], there is a strong correlation between \( g_{w,t} \) and \( g_{w,t-1} \), where \( g_{w,t-1} \) is the wind power of wind farm \( w \) in the current hour. Hence, the uncertainty of \( g_{w,t} \) is best represented by the conditional PDF...
Using the concept of conditional probabilities, 
\( f_{W/(g_{m-1}, g_m)} \) can be obtained from \( f_{W/(g_{m-1}, g_m)} \), which represents the joint density over \( g_{m-1} \) and \( g_m \). If \( g_{m-1} \) is determinedistically known, which is generally the case during power system operation [2], \( f_{W/(g_{m-1}, g_m)} \) can be directly used to evaluate risk indices. Otherwise, \( f_{W/(g_m)} \) can be obtained by marginalizing \( g_{m-1} \) as:

\[
 f_{W/(g_m)} = \int f_{W/(g_{m-1}, g_m)} dg_{m-1} \tag{10}
\]

As \( f_{W/(g_{m-1}, g_m)} \) is defined for two specific hours, this PDF should be constructed using the appropriate wind power data of those specific hours. For instance, if \( t-1 \) and \( t \) are 14:00 and 15:00 on January 3, respectively, all the historical data for the two hours on this day would be employed to estimate the PDF.

In order to estimate \( f_{W/(g_{m-1}, g_m)} \) for specific time periods, a substantial amount of historical data for those time periods are required. However, as only limited amount of historical data is available, a clustering approach is proposed. In particular, by using k-means clustering, the historical data for a specific month, i.e., January, is grouped into clusters. Then, for each cluster, the historical data for the two particular hours, i.e., 14:00 and 15:00, are used to estimate the required joint PDF. The joint PDF for each cluster is associated with a probability \( \lambda \), which is obtained through k-means clustering. This approach ensures sufficient data available for fitting the PDFs. The approach is pictorially depicted in Fig. 3, where \( T^* \) is the current time instant; and \( T_t^* - T_{t-1}^* \) is the time interval for risk assessment.

![Figure 3. Clustering of historical data.](image-url)

After obtaining sufficient data for specific hours of each cluster, different approaches can be utilized to estimate \( f_{W/(i,g_m)} \) for each cluster. One approach is the kernel density estimation (KDE) which is non-parametric [23]. In this paper, GMMs are adopted to model the PDF for the following reasons. Compared to KDE, GMM requires less data [24]. As the limited wind power data is only available in practice, GMM is obviously a choice. Also, as GMMs involve parametric PDFs, they can be interpreted more easily and included in the existing risk assessment frameworks. A minor drawback of GMMs is the assumption about the distribution which is absent in KDE [23].

Using MMs, the PDF for wind power in two particular hours is estimated as:

\[
 \hat{f}_{W/(t, g_m)} = \sum_{i=1}^{K} \pi_i \phi(g_{m-1}, g_m) | \mu_i, \Sigma_i \tag{11}
\]

where \( \phi(\cdot) \) is a parametric bivariate PDF with parameter \( \theta_i \); \( K \) is the number of mixtures; and \( \pi_i \) is the \( k \)th mixing proportion satisfying the following conditions.

\[
 \sum_{i=1}^{K} \pi_i = 1 \tag{12}
\]

\[ 0 \leq \pi_i \leq 1 \tag{13} \]

There are three evident advantages of using the MM approach of (11). Firstly, by employing a mixture of parametric distributions, the multimodality of wind power PDF could be captured. Secondly, through the inclusion of \( g_{m-1} \), the temporal correlation could be included in the model. Thirdly, by employing a mixture of bivariate PDFs essentially, the existing risk assessment frameworks could be easily modified to include (11) in the risk assessment framework.

In this paper, the Gaussian PDF is used to model \( \phi(\cdot) \). Consequently, (11) can also be expressed as:

\[
 \hat{f}_{W/(t, g_m)} = \sum_{i=1}^{K} \pi_i \phi(g_{m-1}, g_m) | \mu_i, \Sigma_i \tag{14}
\]

where \( \phi(g_{m-1}, g_m) | \mu_i, \Sigma_i \) is the Gaussian PDF with the mean \( \mu_i \) and the covariance \( \Sigma_i \). For brevity, the GMM parameters are grouped as \( \pi = [\pi_1, \pi_2, ..., \pi_K]^T \), \( \mu = [\mu_1^T, \mu_2^T, ..., \mu_K^T] \) and \( \Sigma \), which is a three-dimensional matrix of covariance matrices \( \Sigma_i \).

The main task is to determine the GMM parameters using the historical wind power data. In addition, \( K \) needs to be set. Popular techniques for determining \( K \) include the split-and-merge method [16], cross-validation, and Akaike information criterion (AIC) [17]. For a given \( K \), the remaining GMM parameters can then be estimated by maximizing the log-likelihood of (14) [25]. For a given set of \( N \) samples of bivariate wind power data \( \{g_{m-1}, g_m\} \) where \( i = 1, 2, ..., N \), GMM parameters can be estimated using the MLE approach as:

\[
 \pi, \mu, \Sigma = \arg \max \sum_{i=1}^{N} \log \hat{f}_{W/(t, g_m)}(g_{m-1}, g_m) \tag{15}
\]

The MLE approach for estimating GMM parameters suffers from two major shortcomings. Firstly, given the limited amount of data, it is prone to overfitting. Secondly, due to the collapsing variance problem, singularities could occur [26]. Therefore, to avoid these drawbacks, the MAP approach is employed. Using the MAP approach, (15) is modified to:
\[ \pi, \mu, \Sigma = \]
\[ \arg \max \left( \log \prod_{i=1}^{K} f_{W,i}(g_{n_i-1}, g_{n_i}) + \log \phi_{D} (\pi) + \log \phi_{SW} (\mu, \Sigma) \right) \] (16)
where \( f_D (\pi) \) and \( f_{SW} (\mu, \Sigma) \) are the prior distributions on GMM parameters. In particular, \( f_D (\pi) \) is a Dirichlet distribution and \( f_{SW} (\mu, \Sigma) \) is a Normal-Inverse-Wishart distribution. These prior distributions act to regularize the parameter fitting and thus avoid overfitting and singularities. Using the expectation maximization (EM) method, the MAP estimates in (16) are obtained as [26]:
\[ r_{i,k} = \frac{\pi_i \phi(g_{n_i-1, r_i} g_{n_i} | \mu_i, \Sigma_i)}{\sum_i \pi_i \phi(g_{n_i-1, r_i} g_{n_i} | \mu_i, \Sigma_i)} \] (17)
\[ \pi_i = \frac{r_i + \alpha_i - 1}{N + \sum \alpha_i - K} \] (18)
\[ \mu_i = \frac{r_i \bar{g}_i + \kappa \bar{m}_i}{r_i + \kappa} \] (19)
\[ \bar{g}_i = \frac{\sum r_{i,k} g_i}{r_i} \] (20)
\[ \Sigma_i = \frac{S_i + S_k + \frac{\kappa r_i}{r_i + \kappa}(\bar{g}_i - \bar{m}_i)(\bar{g}_i - \bar{m}_i)^T}{r_i + \nu_i + D + 2} \] (21)
\[ S_i = \sum r_{i,k} (g_i - \bar{g}_i)(g_i - \bar{g}_i)^T \] (22)

where \( r_i = \sum r_{i,k}, g_i = [g_{n_i-1, r_i} g_{n_i}]^T \); \( \alpha_i \) is the scalar parameter of Dirichlet distribution; \( m_o, v_o, k_o, S_o \) are the parameters of the Normal-Inverse-Wishart distribution, \( m_o \) is a \( D \times 1 \) vector parameter, \( v_o \) and \( k_o \) are scalar parameters, and \( S_o \) is a \( D \times D \) matrix parameter, \( D \) is the number of dimensions in the data. Equation (17) represents the E-step, and (18)-(22) correspond to the M-step. These two steps are conducted iteratively.

After obtaining the joint PDF, the conditional PDF for each cluster \( f_{W,c,i}(g_{n_i} | g_{n_i-1}) \) can be obtained. Due to the characteristic of Gaussian PDFs, this conditional PDF is also a univariate GMM. Subsequently, it is employed in operation reliability assessment.

IV. PROPOSED METHOD OF SHORT-TERM RISK ASSESSMENT

In this section, the proposed method of operation risk assessment is presented, which integrates the previously developed GMM model of wind power. As an example, the method is explained using the loss of load probability (LOLP) index. However, the method could be easily extended to estimate other reliability indices.

The risk in (1) is defined for a specific PDF \( f_c (\cdot) \). As there are multiple PDFs for multiple clusters, (1) needs to be modified. The law of total expectation can be used to obtain the total risk considering different PDFs for different clusters as:
\[ R = \sum_c \beta_c \left( \int_{\Omega} H(x) f_{c,i}(x) dx \right) \] (23)
where \( f_{c,i}(\cdot) \) is similar to \( f_c (\cdot) \) in (2) with the exception that \( f_{w,i}(\cdot) \) is replaced by PDF of each cluster \( f_{w,c,i}(\cdot) \).

Due to a large number of states in the state space \( \Omega \) and high dimensionality of the integral, it is difficult to evaluate (23) analytically [21]. Crude NSMCS could be used to estimate (23) as:
\[ \bar{R} = \sum_c \beta_c \left( \frac{1}{N_c} \sum_{i=1}^{N_c} H(x_{c,i}) \right) \] (24)
where \( \{ x_{c,1}, x_{c,2}, ..., x_{c,N_c} \} \) are independent and identically distributed (IID) samples drawn from \( f_{c,i}(\cdot) \); and \( N_c \) is the total number of samples. The LSF \( H(\cdot) \) is defined as:
\[ H(x) = \begin{cases} 0 & S(x) \geq L \\ 1 & S(x) < L \end{cases} \] (25)
\[ S(x) = \sum_{c=1}^{M} \sum_{i=1}^{N} \sum_{j=1}^{N} P_{c,j} \] (26)

where \( L \) is the load demand during lead time; \( P_b \) is the cumulative available generation at bus \( b \); and \( l_i \) is the load supplied to bus \( b \). The DC OPF is used to evaluate \( P_b \) and \( l_i \).

Because of low failure probabilities during power system operation, most of the samples correspond to \( H(\cdot) = 0 \). Thus, a larger number of samples is required to correctly estimate the risk indices. This would significantly increase the computation burden [13], [21]. To circumvent this issue, the IS technique is adopted. The IS technique proposes another joint PDF \( f^*_c(\cdot) \) that is biased to obtain samples for which \( H(\cdot) \) is non-zero. The risk index is then calculated using:
\[ \bar{R} = \sum_c \beta_c \left( \frac{1}{N_c} \sum_{i=1}^{N_c} \int_{\Omega} H(x) f^*_c(x) dx \right) \] (27)
\[ f^*_c(x) = \frac{f_{c,i}(x)}{f^*_{c,i}(x)} \] (28)

In (27), the IID samples are now drawn from \( f^*_c(\cdot) \). Similar to (2), \( f^*_c(\cdot) \) can be written as:
\[ f^*_c(x) = f_{c,i}(x_0) f^*_{c,i}(x_1) f_{w,c,i}(x_w) \] (29)

The PDF \( f^*_c(\cdot) \) which is also known as importance sampling density, can be obtained using the widely-used CE optimization [22], [27]. For CE optimization, closed-form analytical updating rules are available for the PDFs of \( f^*_c(\cdot) \) and \( f^*_{c,i}(\cdot) \) as these PDFs belong to the exponential family of distributions [22]. However, for the GMMs of wind power, such closed-form analytical solution is not available. To mitigate this problem, a transformation strategy is adopted.

Considering the GMM PDF of wind farm \( w \) for cluster \( c \), \( f_{w,c,i}(\cdot) \), the following transformation is used to obtain a new random variable \( \chi_w \) as:
\[ \chi_w = \Phi^{-1}(F_{w,c,i}(g_{n_i} | g_{n_i-1})) \] (30)
where \( \Phi \) is the cumulative distribution function (CDF) of
\( \phi(x_n|\mu_n, \sigma_n^2) \) and \( F_{w,c}(\cdot) \) is the CDF of \( f_{w,c}(\cdot) \). After transformation, the PDF for \( \theta_w \) is distorted using the CE optimization. As the PDF of \( \theta_w \) belongs to the exponential family of distributions, analytical rules can be applied to obtain the CE parameters. In the calculation of (25) and (26) through DC-OPF, the random variable \( \chi_w \) is transformed back to actual wind power random variable using the distorted \( \phi(\cdot) \) via the inverse of (30). Thus, \( \chi_w \) acts as a proxy random variable to distort the GMM. The complete CE algorithm is depicted as Algorithm 1. After obtaining \( f_{w,c}(\cdot) \) through Algorithm 1, NSMCS is employed to estimate (27).

Algorithm 1: CE optimization for GMM-integrated NSCMS

**Input:** \( p_s, \forall s, p_w, \forall w, f_{w,c}(\cdot) \), \( \phi(\mu_n, \sigma_n^2), \forall w \)

**Output:** \( p_s', \forall s, p_w', \forall w, \phi'(\mu_w', \sigma_w'^2), \forall w \)

1. Set CE parameters \( N_{CE}, \rho, \alpha \) and \( \epsilon^{\text{max}} \)
2. Set \( p_s' = p_s, p_w' = p_w, \phi'(\mu_w', \sigma_w'^2) = \phi(\mu_n, \sigma_n^2) \)
3. For \( c = 1 \) to \( c = \epsilon^{\text{max}} \)
4. Sample \( \{x_1, x_2, \ldots, x_{n_c}\} \) from (2) using \( p_s' \) in (3), \( p_w' \) in (6), and \( \mu_w' \) and \( \sigma_w'^2 \) in inverse of (30)
5. For each sample, evaluate \( S(x) \) using (26) and sort \( S(x) \) samples in ascending order to obtain order statistics, \( S[1] \leq S[2] \leq \ldots \leq S[N_{CE}] \)
6. If \( \left| S[p_{CE}] \right| \geq L' \) set \( L = S[p_{CE}] \), otherwise set \( L' = L \)
7. For each sample, evaluate \( H(x) \) using (25) and \( L' \) instead of \( L \), also evaluate \( W(x) \) using (28)
8. Calculate the updated parameters of PDFs as:
   \[
   \begin{align*}
   p_s'^{-1} &= a \frac{\sum H(x)W(x)|x|^p}{\sum H(x)W(x)} + (1-a) p_s' \\
   p_w'^{-1} &= a \frac{\sum H(x)W(x)|x|^{p_w}}{\sum H(x)W(x)} + (1-a) p_w' \\
   \mu_{w}', \sigma_{w}' &= \frac{\sum H(x)W(x)x|\chi_w'|}{\sum H(x)W(x)} \\
   \end{align*}
   \]
9. If \( L' = L \), break the “For” loop
10. The final parameters of PDFs are \( p_s' = p_s'^{-1}, p_w' = p_w'^{-1}, \mu_w' = \mu_{w}', \sigma_w' = \sigma_{w}' \)

**V. RESULTS**

In this section, case studies are performed to depict the effectiveness of the proposed probabilistic modeling of wind power and the proposed operation risk assessment method. The simulations are performed on a modified IEEE 24-bus RTS as shown in Fig. 4 [28], and a modified IEEE 73-bus 3-area RTS. In the original IEEE 24-bus RTS, a wind farm with a total capacity of 1000 MW is integrated at bus 19. A 155 MW conventional generation station at bus 16 is removed. The total wind power penetration is therefore equal to 23.5%. Ten years of real wind power data from the Sotavento wind farm in Spain is used [29]. All simulations are performed for January. The operation risk is evaluated for a lead time of one hour. The particular time interval for the lead time is set from 03:00 to 04:00. The load is set to the peak value. For CE-optimization, the parameters are set according to [13], and the stopping criteria for NSMCS is set to 5%. For k-means clustering, the number of clusters is set to 3.

**A. GMM Model**

The efficacy of the GMM model is explained in this subsection. Figure 5 portrays the bivariate histogram of the dataset for a specific cluster. Figure 6 depicts the GMM obtained for this cluster, when parameters are obtained using the MAP approach. By comparing Fig. 5 with Fig. 6, it can be concluded that the GMM accurately captures the variability of wind power in the lead time. From close observation of Fig. 6, two conclusions can be made. Firstly, the PDFs for wind power during the lead time are markedly different for different initial wind power. Secondly, the multimodality of PDF is evident. For instance, when the initial wind power lies in the interval [0.2,0.4], the wind power PDF in the lead time has three distinct modes. The effect of multimodality on operation risk indices will be discussed in the next subsection. Figure 7 represents the GMM model for the same dataset. However, the MLE approach is used to obtain the parameters. Certain Gaussian components in Fig. 7 have low variance and sharp peaks, which indicates overfitting. Finally, a bivariate Gaussian PDF is estimated in Fig. 8. It is seen from this figure that such a PDF cannot truly represent the distribution of wind power in the lead time.
investigating Fig. 6 and Fig. 8. As noted earlier, Method B is unable to capture the multiple modes of wind power PDF. Some of these modes occur at lower values of wind power. For instance, as visible from Fig. 6, there is a mode when next-hour wind generation is around 0.2 p.u. With these modes missing, Method B assumes higher wind generation than actual values, and therefore overestimates the reliability of the power system. In the proposed approach, as these modes are captured, higher number of samples from low wind power states are drawn during NSMCS, which contributes to higher risk indices.

B. Operation Risk Indices for IEEE RTS

In this section, the operation risk indices are evaluated. The proposed method is compared with another method (Method B) in which the PDF of wind power is modeled using a bivariate Gaussian distribution as shown in Fig. 8. The results are depicted in Table I.

The results indicate that there is a stark difference between the risks obtained from the two methods. For all values of initial wind power, the risk indices obtained by the proposed approach are higher than those obtained by Method B. A reason behind this observation can be deduced by investigating Fig. 6 and Fig. 8. As noted earlier, Method B is unable to capture the multiple modes of wind power PDF. Some of these modes occur at lower values of wind power. For instance, as visible from Fig. 6, there is a mode when next-hour wind generation is around 0.2 p.u. With these modes missing, Method B assumes higher wind generation than actual values, and therefore overestimates the reliability of the power system. In the proposed approach, as these modes are captured, higher number of samples from low wind power states are drawn during NSMCS, which contributes to higher risk indices.

C. Computation Performance

This subsection examines the computation performance of the proposed method. Figure 9 pictorially describes the computation burden of the proposed method when the initial wind generation is 0.8 p.u.. From Fig. 8, it can be observed that in this case, the operation risk indices are evaluated within 2500 samples of NSMCS. On the contrary, for crude NSMCS, to evaluate the risk index which is in the order of $10^{-6}$, the total number of samples required is $4 \times 10^8$ [21]. The improved computation performance has been achieved by adopting the CE-IS technique and modifying it for GMM-based modeling of wind power.

D. Impact of Wind Farm Location

In this section, the effect of the location of the wind farm on the operation risk indices is investigated to understand the impact of transmission system constraints. As can be observed from Table II, the operation risk indices are markedly different for different buses. This variation stems from the difference in the total capacities of transmission lines con-
nected to these buses. The operation risk indices for bus 4 are the highest as it has the lowest total capacity of transmission lines connected to it, i.e., 350 MW.
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Fig. 9. Convergence behavior of proposed method for three clusters.

| Initial wind power (p.u.) | Operation risk index |
|---------------------------|----------------------|
|                           | Bus 4    | Bus 10   | Bus 19   |
| 0.1                       | $5.2098 \times 10^{-6}$ | $5.1127 \times 10^{-6}$ | $5.1417 \times 10^{-6}$ |
| 0.3                       | $5.0623 \times 10^{-5}$ | $5.3847 \times 10^{-11}$ | $5.2571 \times 10^{-6}$ |
| 0.5                       | $1.8012 \times 10^{-6}$ | $1.5909 \times 10^{-6}$ | $2.7805 \times 10^{-5}$ |
| 0.8                       | $2.5407 \times 10^{-6}$ | $1.5908 \times 10^{-6}$ | $1.6245 \times 10^{-6}$ |
| 1.0                       | $1.4133 \times 10^{-6}$ | $8.9567 \times 10^{-7}$ | $9.1727 \times 10^{-7}$ |

Therefore, the output of the wind farm is highly constrained in this case. For bus 10, the total capacity of transmission lines is 1545 MW. Therefore, the operation risk indices for this bus are lower than that of bus 4. Finally, for bus 19, the transmission capacity available to wind farm is 1000 MW. Hence, the operation risk indices for this bus lie between those of bus 4 and bus 10. This effect is more pronounced for cases when the wind power PDF for the lead time is more skewed toward the maximum capacity, e.g., when the initial wind power is 1.0. These results highlight the effects of transmission system on operation risk indices. These effects could only be considered through the risk assessment of composite power systems.

E. Operation Risk Indices for IEEE 3-area RTS

This subsection performs studies on the IEEE 3-area RTS. Similar to the previous case studies, a 155 MW conventional generator on bus 16 of each area is removed. A 500 MW wind farm is installed on bus 19 of each area. The load is set to the peak value of 8550 MW. The probabilistic model for wind power is similar to that in the previous studies. Table III presents the risk indices obtained for this test system. Compared to the IEEE 24-bus RTS, the risk indices are expectedly lower. This is because the interconnection of the three areas improves the overall reliability of the system. Figure 10 depicts the computation performance of the method for this test system when initial wind generation is set to 0.5 p.u.. The maximum number of samples for NSMCS in this case is 10000. Thus, the computation burden is expectedly higher than that for IEEE 24-bus RTS. However, it is still not as high as crude NSMCS.

![Graph](image)

**TABLE III**

| Initial wind power (p.u.) | Index of proposed method |
|---------------------------|--------------------------|
| 0.1                       | $8.7893 \times 10^{-11}$ |
| 0.3                       | $3.7503 \times 10^{-11}$ |
| 0.5                       | $2.1835 \times 10^{-11}$ |
| 0.8                       | $1.2957 \times 10^{-11}$ |
| 1.0                       | $7.3894 \times 10^{-12}$ |

![Graph](image)

Fig. 10. Convergence behavior of proposed method for three clusters when IEEE 3-area RTS is employed.

VI. CONCLUSION

In this paper, a new data-driven method for operation risk assessment of composite power systems considering wind power is proposed. The short-term uncertainty of wind power is directly modeled using GMMs. k-means clustering and MAP estimation are adopted to address the issue of limited availability of wind power data. The proposed GMM is then incorporated in the operation risk assessment framework using the total law of expectation. NSMCS is then applied to obtain the risk indices. The computation performance of NSMCS is improved by adapting the CE-IS.

Case studies have shown that the complicated statistical features of wind power, which are modeled by GMM, are necessary to obtain accurate operation risk indices. In partic-
ular, the multimodality of wind power PDF affects the calculated operation risk indices. The computation performance of the proposed data-driven method is suitable for application in power systems operation. The transmission system constraints significantly affect the operation risk indices. Therefore, it is crucial to include the transmission system in any operation risk studies. Compared to the existing approaches, the proposed data-driven approach avoids the pitfalls of using wind speed data. Moreover, the extensive modeling of uncertainty of wind generation leads to more accurate estimation of risk indices.
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