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Abstract

Comprehensive global cooperation is essential to limit global temperature increases while continuing economic development, e.g., reducing severe inequality or achieving long-term economic growth. Achieving long-term cooperation on climate change mitigation with \( n \) strategic agents poses a complex game-theoretic problem. For example, agents may negotiate and reach climate agreements, but there is no central authority to enforce adherence to those agreements. Hence, it is critical to design negotiation and agreement frameworks that foster cooperation, allow all agents to meet their individual policy objectives, and incentivize long-term adherence. This is an interdisciplinary challenge that calls for collaboration between researchers in machine learning, economics, climate science, law, policy, ethics, and other fields. In particular, we argue that machine learning is a critical tool to address the complexity of this domain. To facilitate this research, here we introduce RICE-N, a multi-region integrated assessment model that simulates the global climate and economy, and which can be used to design and evaluate the strategic outcomes for different negotiation and agreement frameworks. We also describe how to use multi-agent reinforcement learning to train rational agents using RICE-N. This framework underpins AI for Global Climate Cooperation, a working group collaboration and competition on climate negotiation and agreement design. Here, we invite the scientific community to design and evaluate their solutions using RICE-N, machine learning, economic intuition, and other domain knowledge. More information can be found on [www.ai4climatecoop.org](http://www.ai4climatecoop.org).

1 Introduction

The latest IPCC report [Pörtner et al. 2022] warns that it is “now or never” to stave off a climate disaster. Ecosystems are drastically changing: the Amazon rainforest is receding [Lovejoy and Nobre 2018] and polar ice sheets are melting [Boers and Rypdal 2021, DeConto et al. 2021]. Extreme weather events are clear warning signs too, such as the recent upтик in coastal flooding and forest fires. These developments are increasingly being attributed to climate change and driving towards a system-wide tipping point. Climate change is a global phenomenon, and it affects all. In response, private and public financing have driven technological innovation (e.g., in renewable energy) and community campaigns to drive systemic change. However, climate change mitigation investments vary in size and type across nations and global regions, due to various social and economic factors. For example, developing nations may need to focus first on the basic needs of their citizens, while developed nations have more funding and opportunities to prepare for the adverse impacts of climate change. Hence, climate change presents a classic case of “tragedy of the commons”, where individual agents who pursue their own self-interest may lead to a destructive outcome for everyone.

As such, achieving and maintaining global cooperation is essential to achieve the Paris Agreement’s long-term goal of limiting global temperature rise to well below \( 2^\circ \text{C} \) above pre-industrial levels [DeConto et al. 2021]. At the same time, it is important to maintain economic development, e.g., achieving growth and reducing inequality. For example, international trade treaties, foreign investment, and technology transfer may enable developing countries to meet net-zero commitments, while contributing to global economic growth. Such cooperation may be implemented through climate clubs [Nordhaus 2015], which may overcome barriers to taking action on climate change.

From a modeling point of view, achieving and maintaining global cooperation poses a complex game-theoretic problem involving cooperation, communication, and competition. This game can be modeled with \( n \) strategic agents, each agent representing a region or nation. Each agent is (boundedly) rational and implements policies to achieve its own socioeconomic and climate objectives, which may be at odds with the objectives of the other agents. Agents interact through trade, diplomacy, or foreign aid and investments. Cooperation may happen through mutual negotiation and agreements.

However, a crucial issue is that there is no central entity
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to enforce cooperation or adherence to signed agreements in the real world. For these reasons, it is critical to design multilateral negotiations and agreements that best foster continuing cooperation towards mitigating climate change while allowing all parties to meet their individual policy objectives.

Such game-theoretic problems pose unsolved technical challenges. For instance, a key analysis in the 2022 IPCC report (Portner et al. 2022) predicts climate change under five different so-called Shared Socio-Economic Pathways (SSP). Each SSP uses a manually defined set of climate policies for each global region. However, a key limitation is that it is unclear whether these policies would be executed by rational actors, and thus how likely these scenarios are to materialize or how robust these scenarios are to agents who may change their behavior over time.

Contributions. In this paper, we propose a conceptual and practical framework to overcome these limitations and provide a strategic analysis of rational agent behaviors and their impact on climate change. We also introduce AI for Global Climate Cooperation, a community initiative to foster interdisciplinary research and real-world impact in this area. Specifically, we present the following:

- we argue that machine learning (ML) offers an attractive framework to analyze the strategic aspects of real world climate negotiations and agreements;
- we argue this research requires combining both existing and new tools: calibrated agent-based climate-economic simulations, multi-agent machine learning, deep reinforcement learning (RL), game theory, and integrating data;
- we urge the community to pursue interdisciplinary research, e.g., between economics, climate science, machine learning and other fields to understand the impact of strategic behavior on climate change;
- we introduce RICE-N, a calibrated climate-economic simulation that can model negotiations, agreements, and strategic behaviors between multiple regions;
- we describe how to use multi-agent reinforcement learning (MARL) to train rational agents in RICE-N;
- we introduce a working group collaboration to build momentum and to have actual policy impact through peer-reviewed publications authored by groups and policy briefs and communication with policymakers; and
- as a first step, we are organizing a competition to evaluate solutions, both through quantitative results and scientific assessment by a diverse, interdisciplinary expert jury. The objective of this competition is to design contracts and protocols that foster global climate cooperation, using a mix of machine learning tools, economic intuition, and domain knowledge. Participants will evaluate their solutions using RICE-N and a web platform run by the group.

For up-to-date information, see www.ai4climatecoop.org.

2 Related Work

Integrated assessment models. Climate-economic simulations, such as RICE-N, are known as Integrated Assessment Models (IAM). IAMs are commonly used in climate change policy analysis to simulate future scenarios, based on a joint climate-economic dynamics model that quantifies the effect of economic activity and CO₂ emissions on global temperatures and long-term economic development. A pioneering example is the Dynamic Integrated model of Climate and Economy (DICE) (Nordhaus 2007), which models the links among climate and economic factors, e.g., population growth, technological change, CO₂ emissions and concentrations, global temperatures, and economic damages. Notably, DICE models a single global region. The Regional Integrated Climate-Economy (RICE) model generalizes this to multiple heterogeneous regions, modeling heterogeneous population growth, climate change mitigation investments, and other factors. The RICE model was further extended to include trade and tariffs (Lessmann, Marschinski, and Edenhofer 2009).

Key limitations of IAMs include a lack of modeling decision-making under uncertainty, distributional analysis, technological change, and realistic economic damage functions (Farmer et al. 2015). Moreover, cooperation, communication, and competition between regions can significantly influence regional policies and their (long-term) effects, but are under-explored in IAMs. Our proposed framework, based on RICE-N, machine learning, and other domains, addresses the latter shortcoming and is inspired by agent-based modeling (Bonabeau 2002) as a bottom-up modeling framework and advances in MARL to find well-performing policies (Zheng et al. 2022) and to train human-level strategic agents (Silver et al. 2016; Vinyals et al. 2019).

Multi-agent aspects of climate change. Previous work has studied the connection between political economy, negotiations, and climate change. Empirical work has found that previous climate summits have had inconsistent or too little impact (Chan et al. 2022; Bakaki 2022). The impact of social dynamics has been studied in a stylized climate-social model, finding that public perception and institutional responsiveness are important to explain variations in emissions (Moore et al. 2022). Coalition-forming under climate negotiations and agreements have also been studied from a game-theory perspective (Zenker 2019). IAMs have also been used to study the impact of political bargaining on the economic burden required to meet climate targets (Rochedo et al. 2018). However, to the best of our knowledge, no work has analyzed the game-theoretic aspects of climate cooperation using machine learning and calibrated IAMs.

Strategic behavior and climate change. Game theory has long studied the collective behavior of self-interested agents, e.g., the tragedy of the commons (Hardin 1968), negotiation and agreements of agents with conflicting and common goals (Schelling 1980). Certain works have analyzed international negotiations on climate collaboration and agreements regarding economic activity and climate efforts, e.g., imposing tariffs on countries that do not mitigate sufficiently. Climate negotiations have been studied using mathematical games, e.g., coordination games or prisoner’s dilemmas (De Canio and Fremstad 2013). However, the reliability of such simplified models for real-world policy has been called into question. In particular, these games lack (i) a multilateral, rather than bilateral, setting, (ii) strategic behavior from
agents with multiple, possibly conflicting, goals, (iii) evolving climate dynamics and changing agent behavior that lead to non-equilibrium outcomes, and (iv) heterogeneity among agents (Madani 2013).

Subsequent work has gone beyond equilibrium analysis by modeling climate negotiations as a bargaining game in which agents learn, albeit in a highly simplified manner (Smead et al. 2014). Climate scenarios could be studied through the emergence of climate mitigation from these games with learning, in which regions can cooperate or compete (Greeven et al. 2016). Furthermore, other work has studied the difficulty of long term climate collaboration (Carney 2015), as well as potential mechanisms for overcoming associated issues (Nordhaus 2013).

Multi-agent reinforcement learning. MARL has emerged in recent years as an attractive framework that studies how to train rational agents that may communicate, cooperate, or compete. This is a rich area of research that intersects machine learning with game theory, economics, and other domains (Shoham and Leyton-Brown 2008).

Games can be classified as cooperative, competitive, or a mixture of both. For instance, in fully cooperative games, agents learn to work together, e.g., to lower the carbon power consumption of heating, ventilation and air conditioning (HVAC) systems (Mai, Zhang, and Lesage-Landry 2021; Hanumaiah and Genc [2021]; Yu et al. [2020]), or in the game of Hanabi (Yu et al. 2021). On the other hand, in a competitive game agents may need to find strategies to defeat opponents, e.g., in Diplomacy (Paquette et al. 2019) and Go (Schrötter et al. 2020). However, many games are neither purely competitive nor purely cooperative. Hence, multi-agent games can be simple to define, yet hard to find optimal agent strategies using learning-based methods, e.g., in the iterative prisoner’s dilemma and coin games (Lerer and Peysakhovich 2017; Foerster et al. 2017).

Recent work has explored the link between MARL and negotiation (Cao et al. 2018), as well as cooperation in social dilemmas and collaboration on climate change (Jacques et al. 2019; Chelarescu 2021; Le Gléau et al. 2022). As such, MARL is an attractive framework to analyze climate outcomes taking strategic behavior into account. However, previous work has largely considered highly stylized environments and has not yet been applied to rich calibrated climate-economic simulations; our work fills this gap.

3 The RICE-N Integrated Assessment Model

We introduce RICE-N, an IAM that further augments RICE with a framework for negotiation protocols, and also includes international trade and tariffs, following Lessmann, Marschinski, and Edenhofer (2009). As such, RICE-N shares climate, economic and social characteristics with the real world.

In RICE-N, there are \( n \) regions, each modeled as an independent decision-making agent. Regions interact with each other and the environment through their actions: setting a savings rate, mitigation rate, trades and tariffs, and negotiation actions, for each time step (e.g., every 5 years).

RICE-N has two main components: negotiation and climate-economic activity, see Figure[1]. The activity component simulates the physical actions of the agents and the resulting evolution of the environment. The negotiation component simulates communication between regions, allowing them to influence each other’s behaviors and form agreements. Agreements may in turn adjust the available actions for each region during the activity stage.

Each simulation episode consists of \( H \) steps, each step representing \( \Delta \) years (e.g., \( \Delta = 5 \)). Thus, the simulation spans a period of \( H \times \Delta \) simulation-years. At every step, the simulation goes through the negotiation stages, and agreements are formed within the regions. The simulation then enters the activity stage where each region takes actions that are affected by the agreements formed during the negotiation stages.

For the public version of the simulation, we have fitted the structural parameters of the simulation to real data. However, the regions and their characteristics in the public version are not an identical one-to-one representation of the real world. Moreover, the regions are fictitious and do not represent real-world nations.

3.1 Base Dynamics

We now describe the climate-economic and trade dynamics of the simulation that are based on existing work.

Climate-economic dynamics overview. The state of the world is characterized by global variables such as the concentration of CO\(_2\) levels in the Earth’s atmosphere, and the average global temperature, as well as region-specific variables such as population, capital, technology level, carbon intensity of economic activity, and balance of trade (see Table[2] in Appendix J).

The climate dynamics model how CO\(_2\) levels in the atmosphere impacts global temperatures. The economic dynamics model how technology levels, capital, population, and gross domestic production evolve. Notably, the climate dynamics impact the economic dynamics through a damage function which describes how higher temperatures lead to losses in capital.

These dynamics depend on savings and mitigation rates set by each agent, e.g., agents may choose to invest more in climate change mitigation, but this may lower economic productivity in the short-term.\(^3\) As global CO\(_2\) levels and temperatures affect all agents, these dynamics mean the decisions of each agent affect the climate-economic outcomes for other agents too.

The activity component encapsulates these dynamics. At every step, it does the following: The gross output production for each region is computed based on the state of the region, in particular, its capital investment, labor (or population), and technology factor. The net economic output is the gross output production reduced by climate damages from rising
Each region (agent) uses a policy model to negotiate and make climate, economic, and trade decisions. For clarity, we show the flow of information and actions for a single agent only. The details of the negotiation protocol are up to competitors to implement. At a high-level, at each timestep, each policy first receives an observation of the negotiation and world state and decides how to negotiate. Negotiation may proceed for several iterations (at the same timestep). The outcome of all negotiations are agreements (or lack thereof), which may be between two or more agents. In particular, an agreement may influence the remaining actions that an agent can take in the climate and economic domains. For the same timestep, each agent then makes decisions with respect to the climate, economy, and trade.

Global temperature, and the cost of efforts towards mitigation by this region. The region consumes domestic goods equal to the quantity of the net economic output that is left after capital investment and export. It also consumes foreign goods from imports. The consumption utility for each region from consuming domestic and foreign goods is computed using the Armington elasticity assumption that has become standard in international computable general equilibrium models (Armington 1969). This gives the reward corresponding to each region in every step. Please refer to Appendix A.1 and Table 3 in Appendix J for more details.

International trade and tariffs. RICE-N features international trade to exchange and transfer goods between agents, following (Lessmann, Marschinski, and Edenhofer 2009). Here, agents are modelled to seek diversity in their consumption according to the Armington elasticity assumption (Armington 1969), so they want to consume goods produced by other agents and are willing to export some of their own goods in exchange. Each agent specifies how many goods they would like to import and sees its orders (partially) filled, depending on the other agents’ willingness to export.

In addition, agents can choose to impose import tariffs to restrict trading. Import tariffs restrict the consumption of the imported goods that they are applied to, which implicitly increases their prices. These price increases make imported goods without import tariffs more attractive. Therefore, trade and tariffs force agents to engage with other regions and be strategic, and hence may incentivize negotiations and signing agreements. Please refer to Appendix A.2 for more details.

4 The Negotiation Component

A key objective of our working group collaboration and competition is to test different negotiation protocols that affect the actions during the activity stage and lead to socially better outcomes. As such, the negotiation component can include different stages of communication and the rules to form agreements between the regions. Note that RICE-N can work with an empty negotiation component, and indeed these provide important baselines for performance evaluation.

For a detailed exposition and formal details on negotiation protocols and agreements, see Section K in the Appendix.

Binding agreements via action masks. In the base implementation of RICE-N, we allow the negotiated agreements to control the range of actions allowed for the regions. The effect of an agreement can then be encoded in the form of
We now discuss several example negotiation protocols.

Hence, it is important to ensure that the negotiation protocol provides each region with a way to reject any agreement that restricts its actions. For example, it shouldn’t happen that a certain region is forced to implement a mitigation rate that it did not agree to (Mitchell 2003). Even if the agents are provided a choice to accept or reject an agreement, action masks could be implemented by the simulation designer to artificially restrict actions to make an agreed-upon agreement fully-binding. However, this is less realistic.

Non-binding agreements. Alternatively, an implementation can include agent observations that allow regions to check if the agreements were followed or not and learn to punish the regions that did not comply with them. Alternatively, a reputation system could be built based on the observations corresponding to agents complying with their agreements, with agents using these reputation scores to engage with each other for future agreements. Such implementations would be more realistic as compared to an implementation based on action masks because they do not assume any agreement enforcing entity.

Properties of negotiation protocols. A wide range of protocols can be implemented as part of the negotiation component. A key goal is to design a negotiation protocol so that agents may not only maximize their own utility but also care about the collective goal: mitigating global temperature rise. From a theoretical point of view, attractive properties of negotiation protocols could be:

- incentive-compatible: every agent can achieve the best outcome for themselves by acting according to their true preferences (Pavan, Segal, and Toikka 2014).
- self-enforcing: no external body or agent is required to enforce other agents to participate in negotiations and adhere to agreements (Telser 1980).
- strategy-proof: without information about other agents’ actions, agents do at least as well by being truthful (Li 2017).

Non-blocking agreements. Alternatively, an implementation can include agent observations that allow regions to check if the agreements were followed or not and learn to punish the regions that did not comply with them. Alternatively, a reputation system could be built based on the observations corresponding to agents complying with their agreements, with agents using these reputation scores to engage with each other for future agreements. Such implementations would be more realistic as compared to an implementation based on action masks because they do not assume any agreement enforcing entity.

Properties of negotiation protocols. A wide range of protocols can be implemented as part of the negotiation component. A key goal is to design a negotiation protocol so that agents may not only maximize their own utility but also care about the collective goal: mitigating global temperature rise. From a theoretical point of view, attractive properties of negotiation protocols could be:

- incentive-compatible: every agent can achieve the best outcome for themselves by acting according to their true preferences (Pavan, Segal, and Toikka 2014).
- self-enforcing: no external body or agent is required to enforce other agents to participate in negotiations and adhere to agreements (Telser 1980).
- strategy-proof: without information about other agents’ actions, agents do at least as well by being truthful (Li 2017).

We now discuss several example negotiation protocols.

4.1 No Negotiations

Let us begin with the most simple negotiation protocol, the one with no negotiation. In this case, the simulation runs through the activity component at each step. Each region chooses its actions from the entire feasible range of actions without any restriction, since no agreements are formed. Each region aims to optimize for its individual rewards and thus this is the classic case of tragedy of the commons.

4.2 Unilateral Contracts

The negotiation component could include various constraints that do not require negotiation. For example, if two regions a and b enact mitigation rates $\mu_a$ and $\mu_b$, such that $\mu_a > \mu_b$, then an agreement could entail that region $a$ imposes a tariff $\tau_a = \alpha(\mu_a - \mu_b)$ on region b where $\alpha$ is a “mitigation correction” coefficient. This is a simple mechanism through which a region $a$ could incentivize regions $b$ to mitigate more.

4.3 Bilateral Negotiations on Mitigation Rates

The negotiation component can be composed of multiple stages of observations and actions that ultimately lead to agreements within the regions. Consider the following protocol: For each ordered pair of regions $(i, j)$, region $i$ makes a proposal $(\hat{\mu}_i, \hat{\mu}_j)$ and region $j$ decides whether to accept the proposal or not. The above proposal means that, if accepted by region $j$, then an agreement is formed between region $i$ and region $j$ that says, region $i$ will choose a mitigation rate $\mu_i$ at least as large as $\hat{\mu}_i$ and region $j$ will choose a mitigation rate $\mu_j$ at least as large as $\hat{\mu}_j$ as their inputs to the activity component.

Thus, during negotiation, there will be $n(n-1)$ total proposals and decisions regarding their acceptance. After negotiation, each region $i$ will select its mitigation rate $\mu_i$ that is greater than or equal to all of the mitigation rates $\hat{\mu}_i$ in the accepted proposals that region $i$ was a part of.

This negotiation protocol can be implemented in two stages:

- **Proposal stage:** At this stage, each region $i$ makes a proposal to every other region $j$.
  Observations: state observations for agent $i$.
  Actions: Proposals $(\hat{\mu}_i, \hat{\mu}_j)$ for every other region $j$.

- **Evaluation stage:** At this stage, each region observes the proposals made to it in the preceding stage and takes an action of accepting or rejecting each of the proposals.
  Observations: state observations for agent $i$, incoming and outgoing proposals for agent $i$.
  Actions: Accept or reject each received proposal.

At the end of the evaluation stage, the minimum required mitigation rate is computed for each region and the corresponding action mask is set. This ensures that the regions choose actions for the activity component that comply with the agreements formed in the negotiation component. Instead of using action masks, the implementation can allow agents to take any action, but include these actions as observations for the other agents so that they can learn to punish any agreement violations. For example, regions can increase the tariff rates on regions that violate agreements.

Visualizing outcomes. Figure 2 visualizes the effect of a baseline implementation of the bilateral negotiation protocol, with the agents trained independently using PPO (Schulman et al. 2017), an RL algorithm (see Section 5 for details). You can tell that the negotiations and agreements have a beneficial effect: global temperatures rise less than without negotiation. However, note that this baseline protocol may not achieve the best trade-off in climate-economic outcomes possible. Also note that this protocol is not necessarily robust against sim-to-real gaps, e.g., if the agent reward function is mis-specified or the dynamics are not calibrated well. A key objective of this initiative is to investigate such protocols in more detail and elucidate their properties.
**Figure 2:** Comparing outcomes with RL agents trained with and without a simple bilateral negotiation protocol. Here we show the simulated outcomes under the simple bilateral protocol from Section 4.3, and agents that were independently trained using PPO. (a) The predicted increase in global temperature, with predictions starting in 2024 and initialization in 2019. (b) The predicted global carbon emission accumulation, with predictions starting in 2024 and initialization in 2019. (c) The predicted global output production (aggregated over regions) starting from 2024. (d) The predicted global consumption (aggregated over regions) starting from 2024. The solid blue and red lines represent the mean across 100 repetitions with random seeds without negotiation and with negotiation respectively; the shading represents 1.96 times the standard error. In each simulation episode, agents action are decided on and executed every 5 years.

### 4.4 Multilateral Negotiations

Multilateral negotiations imply communication amongst several regions simultaneously. Although more technically challenging to implement, such negotiation protocols offer more possibilities and added realism. A key goal of this competition is to explore and implement effective negotiation protocols. We now discuss a recent proposal as an example.

**Climate clubs.** Climate clubs [Nordhaus 2015] are one example of a multi-region agreement. Each region that is a part of a club agrees to 1) enact a minimum mitigation rate and 2) enforce a minimum import tariff on regions that are not part of the club. A high minimum import tariff acts as an incentive to join the climate club by applying a mitigation rate at least as high as the club’s minimum.

The negotiation protocol would specify how clubs are formed, e.g., by randomly selecting one region to make a proposal \((\mu_{\text{min}}, \tau_{\text{min}})\) to which all other regions can agree (thereby joining the climate club) or refuse. This could be augmented in many ways, e.g., by repeating it with the standalone regions until all regions form a climate club, by implementing an iterative proposal-evaluation framework, or by specifying a more sophisticated mechanism for climate club proposals than random selection.

**Asymmetric negotiation protocols.** Certain negotiation protocols, e.g., climate clubs, rely on the uniform treatment of trading partners to simplify their theoretical analysis [Nordhaus 2015]. However, such limits do not apply to agent-based simulations [Farmer et al. 2015], and therefore the negotiation actions of regions in the simulator are not required to be applied uniformly across trading partners.
In fact, effective international cooperation is based on climate justice (Klimsky et al. 2017), which often requires that countries be treated differently based on their characteristics, e.g., historical cumulative emissions or exposure to potential climate damages (Assembly et al. 1992). For example, article 4.4 of the Paris Agreement states that developed regions, which have historically contributed emissions in a disproportionate manner relative to developing countries, should continue taking the lead when it comes to mitigation efforts (Schleussner et al. 2016). However, there is no agreed-on way to label regions as “developed” and “developing” in simulations such as RICE-N, nor is there unanimous agreement on the validity of that particular denomination. Rather, we invite the community to consider how the characteristics of the fictitious regions in RICE-N relate to the climate debate in the real world.

Moreover, the “fairness” of climate change legislation can be established through many different methodologies which treat regions differently (Dooley et al. 2021). We encourage the community to explore important opportunities for the innovation and study of negotiation protocols that implement forms of climate justice.

Although building any simulation requires making design choices, we emphasize that we do not seek to make normative statements about “fairness” and “justice” in this work.

5 Modeling Agent Behavior using ML

The negotiation protocols and the climate-economic dynamics of RICE-N define a game-theoretic setup between the different regions. We model the behavior of an agent \( i \) using its policy \( \pi_i (a_i | o_i) \) that maps the agent’s observations to a probability distribution over its actions.

**Why use ML?** Existing IAMs often use a predetermined policy for each agent that is fixed exogenously. Such an approach would require handcrafted agent policies for each different negotiation protocol and the reliability of the outcomes from the simulation will depend on the modeled policies. In contrast, we assume each region to be a strategic agent that is interacting with the environment and other strategic agents in it. Here, we do not manually set the behavioral policy \( \pi_i \), rather we use machine learning techniques to find the policy that optimizes the agent’s objective, and hence derive the agent policies endogenously.

Specifically, the agents are assumed to be rational such that each agent \( i \) optimizes its policy \( \pi_i (a_i | o_i) \) to maximize its long-term aggregate \( \gamma \)-discounted utility:

\[
\max_{\pi_i} \mathbb{E}_{\pi_1, \ldots, \pi_n} \left[ \sum_{t=0}^{\infty} \gamma^t r_{i,t} \right].
\]  

(1)

Here, \( r_{i,t} \) is the utility of the region \( i \) at step \( t \) determined by its aggregate consumption \( C_{i,t} \) as follows:

\[
r_{i,t} = U_{i,t} = \frac{1}{1-\alpha} L_{i,t} \left( C_{i,t} \right)^{1-\alpha},
\]

(2)

where \( L_{i,t} \) is the population of the region \( i \) at step \( t \). The discount factor \( \gamma \) models the long term value of rewards for the agents and as such they could differ across different agents. The discount factor for each region is often updated with the changing administration and in the absence of any consensus we fix \( \gamma \) to be homogeneous across agents as assumed in (Nordhaus 2015). The aggregate consumption \( C_{i,t} \) in the above equation is obtained by combining the domestic and foreign goods consumption using the Armington model (Armington 1969):

\[
C_{i,t} = \left( \psi_{\text{dom}} (C_{i,t})^\lambda + \sum_{j \neq i} \psi_{\text{for}} (C_{j,t})^\lambda \right)^\frac{1}{\lambda},
\]

(3)

\[
C_{i,j,t} = x_{i,j,t} (1 - \tau_{i,j,t}) \quad \forall j \neq i,
\]

(4)

where \( C_{i,j,t} \) are the foreign goods consumed after imposing tariffs \( \tau_{i,j,t} \) on the imported goods \( x_{i,j,t} \) by region \( i \) from region \( j \) at step \( t \). Furthermore, \( \psi_{\text{dom}}, \psi_{\text{for}} \) are shared parameters and \( \lambda \) is the Armington elasticity parameter.

**Multi-agent reinforcement learning.** Simulating a rational agent requires computing the optimal policy for each agent. Finding the optimal rational policy for each agent in response to complex environment dynamics and other agent policies naturally leads to MARL; Busoniu, Babuska, and De Schutter (2008) give a comprehensive overview of the topic. In short, MARL extends single-agent RL to find an optimal policy for each agent interacting in a dynamic environment to solve Equation 1.

The RL framework models how an agent’s actions affect the state of the environment and its rewards (utilities). Thus an RL agent has to learn to anticipate the long-term effects of its actions. This is especially true and challenging in multi-agent environments, e.g., in RICE-N, where agent actions affect key climate-economic metrics, e.g., global temperatures, capital investments, etc. In addition, MARL solution algorithms have to deal with additional challenges since each agent has to respond to the policies of other agents. This makes the task of finding the optimal policy a moving target (until a form of equilibrium is reached in the agent policies). Developing effective MARL is an ongoing research topic, and we encourage the community to explore MARL as a solution framework to analyze the short and long-term effects of (sub-)optimal behavior on the climate and economy.

**Implementing RL agents.** Our public code (Zhang et al. 2022) includes both CPU and GPU implementations of the full RL pipeline using two popular RL algorithms: A2C and PPO (Schulman et al. 2017). RICE-N can also be used with other RL implementations.

Our base implementation models each RL agent using a neural network policy that shares weights across agents, but uses region-specific inputs. The architecture of the network can be adjusted, e.g., the number of layers and the dimension of each layer. Agent policies use separate heads for each action. To distinguish between agents, the policy model’s input contains agent-specific features, e.g., their population, capital, technology factor, damage function, and a one-hot representation of the region’s index, as well as the public state of the world (e.g., climate conditions).
In addition, each agent gets information about negotiations, e.g., the latest proposals made to and by this region, or the minimum mitigation rate agreed upon by this region. How negotiations evolve depends on the specifics of the protocol and the different actions executed by the agent, e.g., proposals for other regions, decisions on proposals made by other regions, and setting mitigation and savings rates that may or may not be in line with what was agreed on. Depending on the negotiation protocol, not all observations and actions are relevant to each agent. Hence, it is recommended to use efficient implementations that only feed the information to agents that are relevant at a given time.

6 Evaluating Negotiations and Agreements

Evaluating solutions. A complete solution consists of a variation of RICE-N with a negotiation protocol, agreements, and agents (trained using RL or whose behavior is learned or defined through other means). We can then measure the performance of a solution via global economic and climate metrics. In particular, because there may be intrinsic trade-offs between these objectives, we are interested in the set of best trade-offs, i.e., the Pareto frontier that are achievable under a solution framework. Hence, we focus on estimating the area-under-curve of the Pareto frontier that is achievable for a given solution.

We define performance in this way, because the framework itself should not encode a preference for a certain set of climate and economic outcomes. Which specific set of outcomes is desired represents a social choice; in this work, we do not intend to make any normative statements about which specific outcome is preferred.

Objectives. The climate index $C$ measures the temperature change over the course of 100 years, compared to two extremal policies that do not mitigate at all or use a 100% mitigation rate. The economic index $E$ measures the increase in global productivity (i.e., total GDP), similarly compared to two extremal policies. Each index is computed as a relative gain compared to extremal agent policies to get normalized, dimensionless metrics along both climate and economic dimensions. This allows for fair comparison and computation of an area-under-curve metric in the $(C,E)$-space. A basic intuition is that these two extremal policies represent two extremal points (very high $C$, very low $E$, and vice versa). However, these extremal policies may not be Pareto-optimal, may not be optimal under every negotiation protocol, and may not be individual best-response strategies.

Empirical Pareto frontier. Each solution framework may generate a set of different outcomes $(C,E)$, e.g., if the negotiation protocol has a free parameter that may change how agents behave (optimally). In addition, each specific outcome needs to account for randomness by averaging over Monte-Carlo roll-outs performed under different random seeds.

Each solution thus yields a set of points in the $(C,E)$-space, from which we can infer an empirical Pareto frontier: the set of points for which neither index can be increased without decreasing the other index. Specifically, a point $a$ Pareto-dominates another point $b$ if at least one index is strictly higher and the other index is at least as high, i.e., $1) C_a > C_b$ and $E_a \geq E_b$, or $2) C_a \geq C_b$ and $E_a > E_b$.

The empirical area-under-curve is defined using a hypervolume indicator: the area of a set of non-dominated policies in the objective space with respect to a predetermined reference point \cite{VanMoffaert2014}. In our case, the reference point is set by the extremal policies.

Besides giving a numerical value to compare different solutions in a multi-objective setting, this score definition has several attractive properties in a competition setting: 1) The hypervolume indicator encourages competitors to lie as close as possible to the true Pareto frontier, 2) it is strictly monotonic with respect to Pareto dominance such that a set of points that Pareto-dominates dominates another set must have a bigger hypervolume, and 3) it incentivizes diversification (along the Pareto frontier), i.e., competitors are incentivized to submit solutions that make different climate-economic trade-offs to increase the hypervolume of their set.

See Appendix \[\text{A}\] and Figure \[\text{A}\] for more details.

7 Engineering aspects and customization

The RICE-N simulation builds on the RICE model \cite{Nordhaus2015}, a multi-region climate-economic simulation, by adding negotiation protocols, international trade, and support for strategic agents. RICE-N has $n$ agents, each representing a region in the world or a group of (fictitious) countries that are assumed to make decisions as a single entity. To maintain realism, we calibrate the structural parameters and establish a reasonable range of agent-specific parameters using data from the World Bank API \cite{WorldBank2022b}. Algorithm \[\text{A}\] in Appendix \[\text{A}\] shows the full flow of the activity component.

Code modularity. RICE-N is designed to be easily extendable and modular. In particular, RICE-N provides a framework to implement negotiation protocols as well as learning algorithms (e.g., RL agents) to enable designing negotiation protocols and study their effects on global cooperation.

The simulation code is structured so that custom negotiation protocols can be implemented as part of the negotiation component. An implementation may add agent observations and actions corresponding to the proposed negotiation protocol, and rules to generate the corresponding agreements. Notice that the agents can have access to these additional observations even during the activity stage. These observations are useful in letting agents adopt policies in response to the negotiations and agreements. For example, they can learn to punish agents that do not comply with the agreements. Besides, by using action masking, the simulation can ensure that the agreements are followed (we can also have mix where some agreements are enforced using action masking and some others are non-enforceable). Thus, the simulation code needs \[\text{A}\] and \[\text{A}\] random seeds, and determine the mean and standard deviation of the outcomes for evaluation purposes.
provides complete freedom in implementing any negotiation protocol of choice provided the corresponding agreements are appropriately connected to the activity stage action through additional observations or action masks.

**Consistency checks.** On the other hand, for the purpose of the competition, we fix the actions in the activity stage and the corresponding climate and economic dynamics. Thus, certain parts of the simulation should not be modified by competitors, e.g., the core climate and economic parameters and equation, such as the ones which affect carbon emissions and productivity. Changing these components may change the problem and prevent fair comparisons across submitted solutions. As such, our evaluation protocol and implementation of RICE-N include consistency checks that test submitted solutions; each submission requiring submitting the full code of the (modified) simulation and agent models. The activity stage is designed to follow the well-established climate-economic dynamics in the RICE model augmented with trades and tariffs to include an essential influence in international negotiations. This way the simulation follows a simple model but is rich enough to implement interesting negotiation protocols.

Further, our implementation is set up to model each region as an RL agent that optimizes its discounted long-term rewards. Although other agent policy models are possible, we require that the competitors clarify how their proposed agent policy models also aim to optimize for the same goal, namely, the personal discounted long-term reward for each agent. This ensures that the agents behave greedily and any improvements in global metrics are strictly a result of the implemented negotiation protocols. See section 5 for details.

**8 Working Group and Competition**

To build momentum for this research direction, we invite the community to join our working group collaboration and competition. The goal of this initiative is to help discover innovative, AI-based approaches to international climate negotiations that (i) go beyond traditional climate-economic trade-offs, (ii) are sufficiently sophisticated to have real-world relevance, and (iii) are useful and relevant to policymakers. Specifically, to motivate rapid development and comparison of different solutions, we are organizing a competition in which participants use RICE-N as a test bed to develop and evaluate negotiation protocols.

The working group consists of: 1) organizers of the competition, 2) competition participants, 3) an expert jury, and 4) advisors. A concrete outcome and goal of this working group is to report the findings of the competition (vetted by an expert jury and internal review) in a peer-reviewed publication, co-authored by the competition participants and other working group members. The findings would then be used to make policy and protocol recommendations to policymakers. This represents a first step toward the development of effective international climate agreements in the real world.

The competition has three tracks. The first track quantitatively evaluates the performance of a negotiation protocol on climate and economic performance. The second track, in addition to the quantitative evaluation, involves a scientific assessment of feasibility by a diverse, interdisciplinary jury with expertise on machine learning, economics, climate science, computational social science, policy writing, international relations, law, and ethics. Negotiation protocols championed by such a diverse jury are likely to be more viable for real-world application and suitable for policymaking. The third track invites critical analysis and suggestions for improvements.

**9 Discussion**

We presented the our working group collaboration, competition, the RICE-N simulation, and a conceptual framework to include strategic negotiation into climate-economic modeling. To our knowledge, this is the first simulation and learning-based framework to study negotiation in climate-economic systems of this complexity. Given the modular structure of our implementation, RICE-N can be easily extended to include more climate, economic, or strategic features. As such, we believe this is a compelling step to develop AI for climate change and invite the community to build on this work.

The RICE climate and economic dynamics are relatively simple, but are a minimal implementation of an IAM that supports studying the strategic aspects of decentralized decision-making, negotiation, and their impact on the climate. Both the climate and economic components might be more sophisticated, as implemented by a large number of existing IAMs. For example, one might add rich spatial climate dynamics, or model more parts of the real economy, e.g., international companies or markets with price discovery. The game-theoretic features could also be enhanced, e.g., by allowing for forms of communication, more policy levers, more possible interactions (e.g., technology transfer), and others. The behavior models for the agents could also be modified, for example, by considering heterogeneous discounting coefficients, alternative utility functions with different shapes, etc. Besides, instead of considering a time span of 100 years for each agent’s optimization, we can consider an election cycle, thus making the agent incentives more relevant from a practical point of view. However, simulating more complex dynamics also incurs significant computational cost. As such, we hope that future work will extend the RICE-N model towards using AI for climate change mitigation and social good.

**10 Ethical Considerations**

While the intention of this paper and the corresponding challenge is to stimulate innovative solutions to climate change, there are some unintended consequences that we would like to acknowledge and address here. These include the carbon footprint of running the simulation itself, the economic disparities that can exist with climate negotiations, and the potential extensibility of this simulation to the real world.

**Carbon emissions from simulations.** First, it is important to acknowledge that running climate change simulations in RICE-N will inevitably release carbon emissions into our atmosphere. While the computational requirements of these simulations are much smaller than training large language models, they still exist. To mitigate this harm, we encourage participating teams to consider their energy use during experiment, offsetting their carbon emissions if possible. For
reference emission estimates of our code and suggestions for measurement tools, please see Appendix E.

**Economic and climate disparities.** Second, as the World Bank states “Climate change is deeply intertwined with global patterns of inequality” and yet “the most vulnerable are often also disproportionately impacted by measures to address climate change” ([WorldBank](https://doi.org/10.1017/CBO9780511532278)) . While it is important to determine ways that to mitigate climate change, it is equally important to ensure that vulnerable populations are not negatively impacted by climate change measures.

**Technical aspects and limitations.** Last but not least, it is important to note that the predicted climate and economic predictions made in RICE-N may differ in a real-world setting due to externalities beyond the boundaries of the simulation. A fictional world is utilized in this competition to further illustrate the potential gap between simulation and reality, but the uncertainty of the results should be fully understood, especially before implementing any policies recommended by RICE-N.
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A.1 Climate and Economic Dynamics

We now describe the RICE-N dynamics developed from DICE and RICE models by Nordhaus et al. (2018; Kellett et al., 2019) that govern the evolution of the world state from time $t$ to $t+1$ for the different regions. Note that variables without an agent index are global quantities.

**Carbon mass.** The total carbon mass in the climate system is given by:

$$ M_{t+1} = \Phi_M M_t + B_M \sum_i E_{i,t} $$

$$ E_{i,t} = E_{i,t}^{\text{Land}} + \sigma_{i,t} A_{i,t} (1 - \mu_{i,t}) Y_{i,t}, $$

$$ M_t = \begin{bmatrix} M_{\text{AT}}^t & M_{\text{UP}}^t & M_{\text{LO}}^t \end{bmatrix}^T \in \mathbb{R}^3, $$

$$ \Phi_M = \begin{bmatrix} \zeta_{11} & \zeta_{12} & 0 \\ \zeta_{21} & \zeta_{22} & \zeta_{23} \\ 0 & \zeta_{32} & \zeta_{33} \end{bmatrix}, $$

$$ B_M = \begin{bmatrix} \xi_2 \\ 0 \\ 0 \end{bmatrix}. $$

This describes a three-reservoir model of the global carbon cycle, in which $M_{\text{AT}}$ describes the average mass of carbon in the atmosphere, $M_{\text{UP}}$ is the average mass of carbon in
the upper ocean, and $M_{LO}$ the average mass of carbon in the deep or lower ocean, see Figure 2. $\Phi_M$ is the Markov transition matrix describing how carbon transfer between different reservoirs. $B_M$ describes how the weight of carbon emission affects the carbon accumulation in the reservoirs.

**Global temperature.** Ultimately, increasing carbon mass leads to rising temperatures:

$$T_{i,t+1} = \Phi_T T_i + B_T F_i,$$

$$T_i = \begin{bmatrix} T^A_i \\ M_{LO} \\ \end{bmatrix},$$

$$F_i = F_{2,2} \log_{2} \left( \frac{M_{AT}}{M_{AT,1750}} \right),$$

$$\Phi_T = \begin{bmatrix} \phi_{11} & \phi_{12} \\ \phi_{21} & \phi_{22} \end{bmatrix},$$

$$B_T = \begin{bmatrix} \xi_1 \\ 0 \end{bmatrix}.$$

Similar to the carbon mass dynamic, there are two layers in the energy balance model, see Figure 2. $T_{AT}$ is the combined average temperature in atmosphere, land surface, and upper ocean (simply referred to as the “atmospheric layer” hereafter). $T_{LO}$ is the temperature in the lower ocean. $\Phi_T$ is the Markov transition matrix describing how heat transfers between different layers. $B_T$ describes how carbon mass contributes to the temperature increases.

**Output production.** The production in a region is given by the total factor productivity (TFP) (Comin 2010) formula:

$$Y_{i,t} = A_{i,t} K_{i,t}^{\eta} L_{i,t}^{1-\gamma}.$$

Production depends on three factors: total factor productivity (“technology”) $A_t$, capital $K_t$, and labor $L_t$. This production function is common in the economic literature and used in the DICE/RICE models. The capital elasticity $\gamma \in [0, 1]$ explains the different levels of contribution of capital and labor.

**Population.** The number of people in a region, denoted $L_t$ grows as:

$$L_{i,t+1} = L_{i,t} \left( 1 + \frac{L_{0;i}}{1 + L_{i,t}} \right)^{L_{g;i}}.$$

There are two parameters $L_{0;i}$ and $L_{g;i}$. $L_{0;i}$ represents the convergence population of region $i$ and $L_{g;i}$ shows how fast the population $L_{i,t}$ converge to $L_{0;i}$ Please refer to the Appendix for a more detailed analysis and the calibration procedure.

**Level of technology.** The technology factor $A_t$ describes how efficient production is, i.e., how many units of output a region achieves given fixed capital and labor:

$$A_{i,t+1} = (\eta + B_{A,i} e^{-\delta_{A,i}} \Delta(t-1)) A_{i,t}.$$

Here, $\eta$ represents the long-term growth of economics which is usually larger than 0. $g_A$ represents the short-term part of economics growth, and $\delta_A$ represents the speed of decay of short-term growth factor. $\Delta$ is the time difference between steps. We use $\eta = 0.33\%$ as in Nordhaus (2018).

**Capital.** The amount of capital evolves as:

$$\Phi_K = (1 - \delta_K) \Delta,$$

$$K_{i,t+1} = \Phi_K K_{i,t} + \Delta \left( 1 - a_1 T_{i,t}^{NT} - a_2 T_{i,t}^{NT} \right)^2 \times \left( 1 - \theta_{1;i,t} \mu_{t} \right) \gamma_{i,t} \delta_{i,t},$$

The evolution of the capital comes from two parts. The first part is capital inherited from the previous period with depreciation. In the second part, $s_i$ is a control variable which represents the investment/savings rate (as a fraction of production). That is, as a base amount, the economy invests/saves a total of $Y_i s_i t$ which yields new capital. This base amount is further modified by 2 multipliers: the damage function and mitigation/abatement costs, which are discussed below.

**Damage function.** The climate damage function represents the economic damage due to climate change, e.g., increases in the atmosphere temperature $T_{AT}$. That is, in Equation 36, the fraction of new capital is modified by the damage function

$$1 - a_1 T_{i,t}^{NT} - a_2 T_{i,t}^{NT} \times \left( 1 - \theta_{1;i,t} \mu_{t} \right) \gamma_{i,t} \delta_{i,t},$$

following Nordhaus (2015). That is, higher temperatures lead to less new capital. Similarly, $1 - \theta_{1;i,t} \mu_{t}$ is the fraction of new capital after taking into account carbon emission mitigation. Mitigating carbon emissions more (higher $\mu_{t}$) means (dirty) production needs to be lowered, hence yields less new capital.

**Mitigation (abatement) cost.** Following Kellett et al. (2019), for a mitigation rate $\mu_{t}$, the mitigation cost is

$$\theta_{1;i,t} \mu_{t} \gamma_{i,t} \delta_{i,t},$$

where $\theta_{1;i,t}$ is given by Equation 37. This represents the loss in capital growth due to a fraction of production being used for mitigation.

**Carbon intensity of economic activity.** A critical part of the model is the interaction between the climate and economic parts. Specifically, the RICE model describes how production leads to carbon emissions:

$$E_{i,t}^{land} = E_{LO} \cdot (1 - \delta_{EL})^{t-1},$$

$$E_{i,t} = E_{i,t}^{land} + \sigma_{i,t} A_{i,t} (1 - \mu_{t}) Y_{i,t},$$

$$\sigma_{i,t+1} = \sigma_{i,t} e^{-\gamma_{i,t}(1 - \delta_{EL})^{t-1} \Delta}.$$

Here $E_{i,t}^{land}$ is the carbon emission due to (changes in) land use, $E_{LO}$ is the carbon emission in the base year, and $\delta_{EL}$
We now describe the international trade dynamics and the implementation does not support this.

Each region agent actions. is given by the Armington elasticity model (Lessmann, 2009) as follows:

\[ C_{i,t} = \left( \psi^{\text{dom}}(C_{i,i,t})^\lambda + \sum_{j \neq i} \psi^{\text{for}}(C_{i,j,t})^\lambda \right)^{\frac{1}{\lambda}}. \]  

### B RICE-N dynamics

At a high-level, Equations 34 and 35 capture climate dynamics (temperature and carbon mass), while Equations 36, 38, 39 and 40 capture economic dynamics. Finally, Equation 41 captures the carbon-intensity of production, providing a key link between the climate and economic sectors.

### C Creating a 27-Region Simulation

We feature \( n = 27 \) fictitious regions in our public simulation. These are inspired by merging and splitting real-world regions.

We used real data from the World Bank API (World Bank, 2022b), e.g., GDP, capital stock, population, and CO₂-equivalent (CO₂eq) emissions. Furthermore, the World Bank groups countries into regions, including Sub-Saharan Africa, South Asia, North America, the Middle East and North Africa, Latin America and the Caribbean, Europe and Central Asia, East Asia and Pacific. In each region, the different countries (or sub-regions) are classified into 4 income groups: high income, upper middle income, lower middle income, and low income.

**Merging regions.** We assume the GDP, capital stock, and population for the regions are additive. We also assume the gross CO₂eq emissions across the regions are additive. Thus, we have

\[ K_m = \sum_i K_i, \]
\[ L_m = \sum_i L_i, \]
\[ Y_m = \sum_i Y_i, \quad \text{where} \quad Y_i := A_i K_i^\gamma L_i^{1-\gamma}, \]
\[ A_m = \frac{Y_m}{K_m L_m^{1-\gamma}}, \]
\[ \sigma_m = \sum_i \sigma_i Y_i. \]

Note that the production function is not scale-invariant:

\[ Y_i = (A_i K_i)^\gamma (A_i L_i)^{1-\gamma} \]
\[ c \cdot Y_i = (c \cdot A_i K_i)^\gamma (c \cdot A_i L_i)^{1-\gamma} \neq (c \cdot A_i)(c \cdot K_i)^\gamma (c \cdot L_i)^{1-\gamma}, \quad \forall c > 0. \]

Hence, one cannot get the technology after merging multiple regions by simply adding the individual technology levels. Rather, the combined technology factor is imputed from the combined productions, labor, and capital.

**Splitting large regions.** To avoid huge economies that dominate the fictitious world, we split large economies into

---

Note: More generally, prices should be dynamic, but the current implementation does not support this.
Algorithm 1: Activity Component (implemented by \texttt{Climate_and_economy_simulation_step()}) Note that we only list input state variables and omit model parameters.

\textbf{Require:} exogenous emissions, land emissions, intensity, production factor, labor, capital, previous global temperature, previous government balance

\textbf{Require:} actions: mitigation rates, saving rates, tariffs, export rate limit, desired imports

\begin{algorithm}
\begin{algorithmic}
\For {each region}
  \State mitigation cost $\leftarrow f(\text{intensity})$
  \State damages $\leftarrow f(\text{previous global temperature})$
  \State abatement cost $\leftarrow f(\text{mitigation rate, mitigation cost})$
  \State production $\leftarrow f(\text{production factor, capital, labor})$
  \State gross output $\leftarrow f(\text{damages, abatement cost, production})$
  \State government balance $\leftarrow f(\text{interest rate, previous government balance})$
  \State investment $\leftarrow f(\text{saving rate, gross output})$
  \State scaled imports $\leftarrow f(\text{gross output, desired imports})$
  \State debt ratio $\leftarrow f(\text{previous government balance})$
  \State scaled imports $\leftarrow f(\text{scaled imports, debt ratio})$
\EndFor
\For {each region}
  \State max potential exports $\leftarrow f(\text{gross output, investment, export rate limit})$
  \State scaled imports $\leftarrow f(\text{scaled imports, max potential exports})$
\EndFor
\For {each region}
  \State tariff-ed imports, tariff revenue $\leftarrow f(\text{scaled imports, tariffs})$
  \State domestic consumption $\leftarrow f(\text{savings, gross output, scaled imports})$
  \State aggregate consumption $\leftarrow f(\text{domestic consumption, tariff-ed imports})$
  \State utility $\leftarrow f(\text{labor, aggregate consumption})$
  \State government balance $\leftarrow f(\text{imports, exports})$
\EndFor
\State temperature $\leftarrow f(\text{previous temperature, previous carbon mass, exogenous emissions})$
\State carbon mass $\leftarrow f(\text{previous carbon mass, intensity, mitigation rate, production, land emissions})$
\For {each region}
  \State capital $\leftarrow f(\text{capital, investment})$
  \State labor $\leftarrow f(\text{labor})$
  \State production factor $\leftarrow f(\text{capital})$
  \State carbon intensity $\leftarrow f(\text{carbon intensity})$
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{align}
T_{t+1} &= \Phi_T T_t + B_T \left( F_2 \times \log_2 \left( \frac{M^A_{\text{AT}}}{M^A_{\text{AT},1750}} \right) + F^\text{EX}_t \right), \quad (34) \\
M_{t+1} &= \Phi_M M_t + B_M \left( \sum_{i} \sigma_{i,t} (1 - \mu_{i,t}) Y_{i,t} + E_{t}^\text{land} \right), \quad (35) \\
K_{i,t+1} &= \Phi_{K,i} K_{i,t} + \Delta \left( 1 - \alpha_1 T^\text{AT}_t - \alpha_2 (T^\text{AT}_t)^2 \right) \left( 1 - \theta_{1;i,t} \mu_{i,t} \right) Y_{i,t} s_{i,t}, \quad (36) \\
\theta_{1;i,t} &= \frac{p_{b,t}}{1000 \times \theta_2} (1 - \delta_{p,t})^{t-1} \cdot \sigma_{i,t}, \quad (37) \\
L_{i,t+1} &= L_{i,t} \left( \frac{1 + L_{o_{i,t}}}{1 + L_{i,t}} \right)^{t_{p,i}}, \quad (38) \\
A_{i,t+1} &= (e^{\eta} + g_{A,i} e^{-\delta_{A,i}} (t-1) - 1) A_{i,t}, \quad (39) \\
Y_{t,t} &= A_{i,t} K^\gamma_{i,t} L^{1-\gamma}_{i,t}, \quad (40) \\
\sigma_{i,t+1} &= \sigma_{i,t} e^{-g_{\sigma,i}(1 - \delta_{\sigma,i}) (t - 1) \Delta} \quad (41)
\end{align}
The structural parameters of the RICE-N simulation were estimated using methods listed below:

1. Temperatures match the real data in different versions of RICE-N with 1 region, 27 regions, and 189 regions (all raw regions), under 0% and 100% mitigation. To make the computational cost more affordable, we use the 27-region version for the competition.

2. The optimistic-pessimistic temperature outcomes fit the projects of Shared Socioeconomic Pathways in the IPCC Sixth Assessment Report (Pörtner et al. 2022) (2 - 5 deg Celsius increase in the year of 2100). Each region optimizes the target without negotiation and direct cooperation in the pessimistic case. In the optimistic case, regions negotiate with each other using the baseline bilateral negotiation protocol. Please also notice that, in the extreme pessimistic case that regions ignore the climate change at all and always choose 0% mitigation and 100% savings, the temperature leads to approximately 7 deg Celsius increase in the year of 2100.

The parameters that we estimated and the corresponding estimation methods are listed below:

- The dynamic parameters for total factor productivity $A$: $g_A$ and $\delta_A$.
- The capital $K$: for the regions whose capital data is not available, we use a KNN regressor (Buitinck et al. 2013) to estimate it.
- The dynamic parameters for population $l$: $l_g$; similarly, for the regions whose convergence population data is not available, we use a KNN regressor to estimate it.
- The initial carbon intensity $\sigma_0$: for the regions whose capital data is not available, we use a KNN regressor to estimate it.
- KNN regressor: Because all regions have GDP and population data, we use them as features. For each region that lacks emission data and capital data, we find the nearest 5 neighbors according to its GDP and population. We use the average of the 5 neighbors’ emission data and capital data as the estimated values.

### D Model Calibration

The structural parameters of the RICE-N simulation were calibrated to meet the following objectives:

1. Temperatures match the real data in different versions of RICE-N with 1 region, 27 regions, and 189 regions (all raw regions), under 0% and 100% mitigation. To make the computational cost more affordable, we use the 27-region version for the competition.

2. The optimistic-pessimistic temperature outcomes fit the projects of Shared Socioeconomic Pathways in the IPCC Sixth Assessment Report (Pörtner et al. 2022) (2 - 5 deg Celsius increase in the year of 2100). Each region optimizes the target without negotiation and direct cooperation in the pessimistic case. In the optimistic case, regions negotiate with each other using the baseline bilateral negotiation protocol. Please also notice that, in the extreme pessimistic case that regions ignore the climate change at all and always choose 0% mitigation and 100% savings, the temperature leads to approximately 7 deg Celsius increase in the year of 2100.

The parameters that we estimated and the corresponding estimation methods are listed below:

- The dynamic parameters for total factor productivity $A$: $g_A$ and $\delta_A$.
- The capital $K$: for the regions whose capital data is not available, we use a KNN regressor (Buitinck et al. 2013) to estimate it.
- The dynamic parameters for population $l$: $l_g$; similarly, for the regions whose convergence population data is not available, we use a KNN regressor to estimate it.
- The initial carbon intensity $\sigma_0$: for the regions whose capital data is not available, we use a KNN regressor to estimate it.
- KNN regressor: Because all regions have GDP and population data, we use them as features. For each region that lacks emission data and capital data, we find the nearest 5 neighbors according to its GDP and population. We use the average of the 5 neighbors’ emission data and capital data as the estimated values.

#### D.1 Population dynamic calibration

Denoting $L_{\infty;i} := \lim_{t \to \infty} L_{i,t}$, in the limit $t \to \infty$ we have:

\[
L_{\infty;i} = L_{\infty;i} \left(1 + \frac{L_{a,i}}{1 + L_{\infty;i}}\right)^{l_{g,i}} \quad \text{and} \quad 1 = \left(1 + \frac{1 + L_{a,i}}{1 + L_{\infty;i}}\right)^{l_{g,i}}.
\]

As long as $l_{g,i}$ is not zero, $L_{\infty;i} = L_{a,i}$. Thus, $L_{a,i}$ is the long-term population size and a free parameter that is fitted to data. Assuming $\{L_i\}_{i=1,2,...}$ is monotonically increasing or decreasing, the absolute value of $l_{g,i}$ represents how fast it converges to $L_{a,i}$. The closer $L_{i,t}$ is to monotonically increasing or monotonically decreasing in the real data, the easier it is to fit $l_{g,i}$ and $L_{a,i}$.

To fit the population parameters, we take logs on both sides of Equation [38]:

\[
\log L_{i,t+1} = \log L_{i,t} + l_{g,i} (\log (1 + L_{a,i}) - \log (1 + L_{i,t+1})),
\]

where $\log L_{i,t+1} - \log L_{i,t}$ and $\log (1 + L_{i,t})$ are given by the data. $\log (1 + L_{i,t})$ and $l_{g,i}$ can then be estimated by linear regression.

#### D.2 Technology dynamic calibration

We estimate both $g_A$ and $\delta_A$ from the existing data $\{A_i\}_{i=1,...,n}$ by solving a regression problem:

\[
g_{a,i}, \delta_{a,i} = \arg \max_{g_{a,i}, \delta_{A,i}} L_{i,t} \quad \text{and} \quad L_{i,t} = \|A_{i,t} - (\exp \eta + g_{A,i} \exp (-\delta_{A,i} \Delta (t-1)))A_{i,t})|^2.
\]

This can be solved by numerical optimization algorithms, e.g., as provided in SciPy (Virtanen et al. 2020).

Because the emissions data from the World Bank API do not fit the form of the $\sigma$ dynamic as assumed by DICE2016, use the DICE2016 parameter values for $g_\sigma$ and $\delta_\sigma$.

### E Implementation details

#### Consistency checks.

On the other hand, for the purpose of the competition, we fix the actions in the activity stage and the corresponding climate and economic dynamics. Thus, certain parts of the simulation should not be modified by competitors, e.g., the core climate and economic parameters and equation, such as the ones which affect carbon emissions and productivity. Changing these components may change the problem and prevent fair comparisons across submitted solutions. As such, our evaluation protocol and implementation of RICE-N include consistency checks that test submitted solutions; each submission requiring submitting the full code of the (modified) simulation and agent models. The activity stage is designed to follow the well established climate-economic dynamics in the RICE model augmented with trades and tariffs to include an essential influence in international negotiations. This way the simulation follows a simple model but is rich enough to implement interesting negotiation protocols.
Further, our implementation is set up to model each region as an RL agent that optimizes its discounted long-term rewards. Although other agent policy models are possible, we require that the competitors clarify how their proposed agent policy models also aim to optimize for the same goal, namely, the personal discounted long term reward for each agent. This ensures that the agents behave greedily and any improvements in global metrics are strictly a result of the implemented negotiation protocols. See Section 5 for details on the agent model.

CPU vs GPU simulations. We provide both CPU and GPU versions of the base RICE-N, but evaluate all submissions using the CPU version to reduce the cost of evaluation. The CPU and GPU implementations of the base version of RICE-N yield consistent results. The GPU version of the simulation is meant to accelerate training.

**F CO₂ Emission**

Participants who use Google Colab have a carbon efficiency of 0.37 kg CO₂eq/kWh. This was measured on 0.35 hours of computation on a Tesla T4 (300W TDP) node.

The emissions produced by going through the tutorial and training a baseline model are estimated to be 0.01 kg CO₂eq of which 100% are offset by the cloud provider.

Estimates were obtained using the Machine Learning Impact calculator [Lacoste et al. 2019](https://mlco2.github.io/impact#compute) available at [https://mlco2.github.io/impact#compute](https://mlco2.github.io/impact#compute). We encourage participants to use tools such as CodeCarbon [Schmidt et al. 2021](https://codecarbon.io) (available at [https://codecarbon.io](https://codecarbon.io)) as illustrated in the tutorial notebook to track their carbon emissions and report it as part of their publications.

**G Submission and evaluation details**

**Structure of a submission.** Submissions consist of the full simulation code, agent behavioral models, and other components that may be needed to generate full simulation roll-outs.

If participants use the GPU version of the simulation, they should also provide a CPU version and ensure that any models trained on the GPU version and any customization yield consistent results on a CPU.

**Evaluation metrics.** Solutions are evaluated by computing the area under the empirical Pareto frontier produced by that solution. The area computation is explained in Figure 5.

**H WarpDrive Support**

Performing multi-agent RL is significantly faster using GPU acceleration. We provide a GPU version of the simulation and an end-to-end GPU-based RL training loop using WarpDrive. For details, see the instruction on the Github repo [https://github.com/mila-iqia/climate-cooperation-competition](https://github.com/mila-iqia/climate-cooperation-competition).
I Trade constraints

To ensure that total imports and total exports match, three constraints are enforced on regions’ trade flows.

1. For each region \( i \), if the region’s total desired imports from other regions exceed its own gross output, then the imports are scaled to sum up to the region’s gross output. We enforce the constraint that \( \sum_{j \neq i} b_{i,j,t} \leq Q_{i,t} \), which is to say that a region may not import more goods than its current gross output capacity. This constraint helps the agents avoid insurmountable debt, thereby stabilizing trade balances over the entire time period while also easing learning. If a region’s desired imports exceed its production capacity, then its import bids are scaled down to size:

\[
b_{i,j,t} \leftarrow b_{i,j,t} \min \left\{ 1, \frac{Q_{i,t}}{\sum_{j \neq i} b_{i,j,t}} \right\}.
\]  

(52)

2. Regions are allowed to carry a (positive or negative) trade balance \( D_{i,t} \). At the start of each new time step, each region’s trade balance, positive or negative, accumulates interest at a fixed rate of 10%. Based on this balance, a region’s debt-to-initial-capital ratio is determined and the imports are scaled according to this ratio:

\[
d_{i,t} = 10 \frac{D_{i,t}}{K_0},
\]  

(53)

\[
b_{i,j,t} \leftarrow b_{i,j,t}(1 + d_{i,t}).
\]  

(54)

3. If other regions’ total desired imports from region \( i \) exceed region \( i \)’s upper bound on exports \( x_{i,t}^{\text{max}} \), then the bids for goods from region \( i \) are scaled proportionally to \( x_{i,t}^{\text{max}} \). Otherwise, each region receives its full import bid from region \( i \). In other words, region \( i \) cannot export more goods at time \( t \) than it could consume at time \( t \), so other regions will import less from region \( i \).

\[
x_{i,t}^{\text{max}} = \min(p_{i,t}^x Q_{i,t}, Q_{i,t} - I_{i,t}).
\]  

(55)

\[
x_{i,j,t} = b_{i,j,t} \min \left\{ 1, \frac{\min(x_{i,t}^{\text{max}})}{\sum_{j \neq i} b_{i,j,t}} \right\}.
\]  

(56)

After all constraints have been applied, the trade balance for the next period is calculated:

\[
D_{i,t+1} = D_{i,t} + \Delta \left( \sum_{j \neq i} x_{j,i,t} - \sum_{j \neq i} x_{i,j,t} \right).
\]  

(57)

J Parameters and variables

Tables 1, 2, 3, 4, and 5 list all (calibrated) parameters and variables.
The aim of this section is to specify a working mathematical table.

### Table 2: World-state variables

| Variable                          | Type                  | Symbol       | Description                                                                 |
|-----------------------------------|-----------------------|--------------|-----------------------------------------------------------------------------|
| Carbon Mass                       | Global, endogenous    | $M_{t}$, $[M_{t}^{\text{AT}}, M_{t}^{\text{VT}}, M_{t}^{\text{LO}}]$ | A three dimensional vector that indicates the average carbon accumulation in the atmosphere, upper oceans, and lower oceans. |
| Temperature                       | Global, endogenous    | $T_{t}$, $[T_{t}^{\text{AT}}, T_{t}^{\text{LO}}]$ | A two dimensional vector that indicates the average temperature of the atmosphere and the lower ocean. |
| Population                        | Regional, exogenous   | $L_{i,t}$    | Population and the labor in a region.                                      |
| Technology                        | Regional, exogenous   | $A_{i,t}$    | Technology factor in the production function a region.                     |
| Capital                           | Regional, endogenous  | $K_{i,t}$    | Total capital accumulated by a region.                                     |
| Carbon intensity of economic activity | Regional, exogenous | $\sigma_{t,i}$ | A scalar coefficient that gives the emissions resulting from economic production. |
| Balance of trade                  | Regional, endogenous  | $D_{i,t}$    | Surplus or deficit from international trade activities.                    |
| Cost of mitigation efforts        | Global, endogenous    | $\theta_{1,i,t}$ | An estimate of the cost of mitigation efforts.                             |
| Emission due to land use          | Regional, exogenous   | $E_{i,\text{Land}}$ | Carbon emission for land use in a specific region.                         |

Table 2: World-state variables. Global type variables correspond to the entire world, whereas regional type variables correspond to each region. Endogenous variables are those which are affected by the agent actions whereas exogenous variables are those that are predetermined and not affected by agent actions. Note that the values of endogenous variables can vary across steps in a predetermined manner. **Notation: indices are separated from subscripts referring to a name by semicolons (;). For instance, the parameter $\theta_1$ varies in time $t$ and by region $i$, which is denoted as $\theta_{1;i,t}$.**

### Table 3: Agent-action variables

| Variable              | Symbol | Description                                                                 |
|-----------------------|--------|-----------------------------------------------------------------------------|
| Savings rate          | $s_{i,t}$ | The fraction of output production to be invested in capital.               |
| Mitigation rate       | $\mu_{i,t}$ | The fraction of mitigation efforts by a region.                            |
| Import tariffs        | $\tau_{i,j,t}$ | The fraction of imports that are converted to tariff revenue.            |
| Export limits         | $p_{i,t}$ | The fraction of domestic production that regions are willing to export.   |
| Import bids           | $b_{i,j,t}$ | The amount of production each region is willing to import from other regions. |

**K Formal Description for Negotiations and Agreements**

The aim of this section is to specify a working mathematical definition of a *negotiation protocol* in the context of the simulator and competition. Given the interdisciplinary nature of this work, we fully expect these definitions to grow in the future.

Consider a set of agents representing regions in RICE-N. These agents are seeking to individually optimize their economic outcomes, but the sum of their economic outcomes depends on them collaborating toward a common climate goal. Hence, such a setting can be understood as a variable sum, or mixed-motive, game ([Schelling 1980](#schelling1980)).

**K.1 Agent actions**

Consider $n$ agents with $k$-dimensional action spaces acting from $t = 0$ to $T$.

Their **collective action space** at time $t$ is a $nkT$-dimensional space, where each agent’s action space is a $k$-dimensional subspace of the collective action space. The collective action space at time $t$ is denoted $\mathcal{A}^t$, and agent $i$’s action space is denoted $\mathcal{A}^t_i$. At each timestep $t$, an $nk$-dimensional vector is sampled from $\mathcal{A}^t_i$, with each of the $n$ agents specifying how to sample $k$ values.

Analogously, the **collective action space over time** is a $knT$-dimensional space, where each agent’s action space over time is a $kT$-dimensional subspace of the collective action space over time. The collective action space over time is denoted $\mathcal{A}$ and agent $i$’s action space over time is denoted $\mathcal{A}_i$. At the end of a run, an $nkT$-dimensional vector will have been sampled from the simulator detailing each action of each agent at each timestep.

**K.2 Agreements**

The definition of an *agreement* in the context of international environmental agreements usually draws on the definition of a treaty in the 1969 Vienna convention on the law of treaties: “an international agreement concluded between States in written form and governed by international law” ([Mitchell 2003](#mitchell2003)). Notably, states participating in the agreement express a “consent to be bound” ([Mitchell 2003](#mitchell2003)).

Algorithmically defining agreements is challenging for numerous reasons. In particular, legal agreements are drafted in natural language, which can not be directly interpreted by computers. This would seemingly encourage the design of agreements through a mathematical lens to eliminate ambiguity. However, in agreements, ambiguity is not a bug, it’s a feature. Many agreements are intentionally drafted to be generic.
Although regions can commit to a course of action, there is no commitment at time $t$ that agreements can not change the past. For example, an agreement enacted at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over a full run of the simulator, but it can not alter emissions from $t = 0$ to $t = t - 1$.

A key distinction between proposed agreements and enacted agreements is that, while proposed agreements can be generated in any manner, enacted agreements must be voluntarily accepted by the agents constrained by the agreement, expressing the "consent to be bound" aspect of the Vienna convention on the law of treaties (Mitchell 2003). In other words, a proposed agreement cannot be enacted (become an enacted agreement) without the consent of all implicated agents. If a proposed agreement is not enacted, then its constraints are not applied in the simulation.

Currently, an enacted agreement only applies changes to $A'$. In the next time period, new proposed agreements are submitted and evaluated, which enables regions to not follow through on their previous agreements.

### K.3 Commitments, enforcement and incentives

Although regions can commit to a course of action, there is no supranational body that can enforce regions to respect commitments. Regions therefore always have the option to breach the conditions in their agreements. Hence, regions may need to engage in strategic behavior, such as mutual enforcement or providing incentives to other regions, to maintain cooperation and adherence to agreements. For instance, they might use trade and tariffs to reward or punish other regions. How much short-term welfare is weighted versus long-term welfare.

### K.4 Formalizing agreements

In light of this, we provide working definitions of proposed and enacted agreements in RICE-N.

A **proposed agreement** between agents $I \subseteq \{1, \ldots, n\}$ is a set of constraints on the union of subspaces $\{A_{t}\}_{t \in T}$.

An **enacted agreement** between agents $I \subseteq \{1, \ldots, n\}$ is a set of constraints on the sum of subspaces $\{\sum_{t \in T} A_{i}\}_{t \in T}$ in which each agent $i \in I$ agrees to the constraints that apply to their subspace $A_{i}$.

Naturally, an agreement enacted at time $t$ can apply constraints to the entire space $A$, but actions that have already been drawn from $\sum_{t=1}^{T} \sum_{i \in I} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past. For example, an agreement at time $t$ can constrain the sum total of emissions over $0 \leq t \leq T$ in which $\sum_{i=1}^{n} \sum_{t \in T} A_{i}$ must be taken as given: agreements can not change the past.

### K.5 Agreements through negotiation protocols

A **negotiation protocol** is an algorithmic procedure to propose agreements. The goal of such a protocol is to propose agreements that agents will enact and that lead to optimal climate-economic outcomes by balancing collective climate and individual economic objectives.

Negotiation protocols currently consist of two (potentially iterative) phases: 1) generating proposals, and 2) evaluating proposals.

In practice, reported carbon emissions are influenced by carbon accounting practices. Distinguishing between ground truth emissions, regions’ private climate-economic information and what they make publicly available within the simulator is an interesting area of exploration.
**Generating proposals.** Agreements can be generated in any way that participants see fit. Such agreements can be proposed 1) *internally*, which is to say that agents participating in the negotiation protocol can send messages to other agents in which they propose agreements, or 2) *externally*, where an external body (represented within the negotiation protocol itself) proposes an agreement to a subset of participating agents.

**Evaluating proposals.** Agents participating in the simulation must evaluate proposals that concern them to determine whether they wish to accept them or refuse them. Importantly, a proposed agreement that is refused by an agent $i$ must not apply constraints to the action space $A_i$ of the agent that refused it. However, an agreement proposed internally by a participating agent is de facto considered accepted by that agent. For example, an agent might partition their own action space and propose an agreement to another agent while guaranteeing that they will only choose actions within a certain partition based on the other agent’s acceptance or refusal.

**Repeating the process.** Generation and evaluation can iterate in a negotiation protocol. For example, an agent $i$ could initially propose an agreement to an agent $j$. Agent $j$ can refuse this agreement, and propose an alternative agreement back to $i$, or to another agent $k$.

Generating a proposed agreement that agents will enact can be seen as a double constraint satisfaction problem: the goal of a negotiation protocol is to identify a set of constraints in the action space that are accepted by the participating agents. Agents map proposed agreements implicating them to either 0 or 1 depending on acceptance or refusal. The agreement is itself a set of constraints on the action space. Therefore, generating a proposed agreement is equivalent to generating a set of constraints on the action space that is mapped to the intersection of the acceptance space for all implicated agents.

This implies a curse of dimensionality when it comes to generating agreements: since an agreement fails unless all concerned agents accept, the more agents an agreement is proposed to, the less likely it is that the agreement is enacted.

**K.6 Communication**

Within RICE-N, agents may communicate by exchanging messages, which consist of numerical values that do not directly affect the climate-economic dynamics of the simulator. However, such messages might influence subsequent actions that directly impact the dynamics.

The goal of the competition can therefore be broadly understood as attempting to structure communication within the simulation in a way that, e.g., agents might share information about goals or priorities, their willingness to cooperate, with the end goal of aligning incentives and maximizing their individual objectives, and ultimately global climate and economic goals.

Modeling and learning how to communicate in multi-agent RL is its own subfield. We refer readers to (Zhu, Dastani, and Wang 2022) for a recent review of the topic, and (Foerster 2018) for an in-depth technical introduction.