A Modified CREATE Intervention Improves Student Cognitive and Affective Outcomes in an Upper-Division Genetics Course†
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Many national reports have called for undergraduate biology education to incorporate research and analytical thinking into the curriculum. In response, interventions have been developed and tested. CREATE (Consider, Read, Elucidate the hypotheses, Analyze and interpret the data, and Think of the next Experiment) is an instructional strategy designed to engage students in learning core concepts and competencies through careful reading of primary literature in a scaffolded fashion. CREATE has been successfully implemented by many instructors across diverse institutional contexts and has been shown to help students develop in the affective, cognitive, and epistemological domains, consistent with broader meta-analyses demonstrating the effectiveness of active learning. Nonetheless, some studies on CREATE have reported discrepant results, raising important questions on effectiveness in relation to the fidelity and integrity of implementation. Here, we describe an upper-division genetics course that incorporates a modified version of CREATE. Similar to the original CREATE instructional strategy, our intervention’s design was based on existing learning principles. Using existing concept inventories and validated survey instruments, we found that our modified CREATE intervention promotes higher affective and cognitive gains in students in contrast to three comparison groups. We also found that students tended to underpredict their learning and performance in the modified CREATE intervention, while students in some comparison groups had the opposite trend. Together, our results contribute to the expanding literature on how and why different implementations of the same active-learning strategy contribute to student outcomes.

INTRODUCTION

In the past few decades, many national reports have called for the transformation of undergraduate biology education. Following broad calls in Science for All Americans (1) and Reinventing Undergraduate Education (2), recommendations specifically for the biological sciences began to emerge: engage students in the excitement of discoveries (3); help students develop core concepts and competencies (4, 5); promote active learning in the classroom and incorporate research into the curriculum (6), especially for students across diverse undergraduate educational contexts (7, 8). These recommendations were echoed and paralleled by The Next Generation Science Standards in K–12 education (9). As a result, many educational interventions have been developed across science, technology, engineering, and mathematics (STEM) disciplines and their efficacies examined (10–13).

One instructional strategy developed in the biological sciences to achieve these recommendations is CREATE (Consider, Read, Elucidate the hypotheses, Analyze and interpret the data, and Think of the next Experiment) (14). CREATE builds upon research on how people learn and incorporates pedagogical tools that facilitate conceptual learning (15–20). Students develop core concepts and competencies in biological sciences through reading discussing primary literature and by systematically decoding figures, tables, and narratives in a scaffolded fashion (14, 21–25). CREATE has been successfully implemented by faculty across many institutional contexts (26) and has been shown to promote affective, cognitive, and epistemological development of diverse two- and four-year students (27–31).

A number of other instructional strategies have been developed to engage students in reading and understanding primary literature in the biological sciences. For example, Research Deconstruction engages students in dissecting...
Our modified CREATE intervention course had a limited enrollment of 48, equal to the enrollment of the small comparison course. Response rates are reported separately for CI,TOSLS (intervention only), affective survey and course evaluation. CI = concept inventory items; TOSLS = test of scientific literacy skills.

| TABLE 2. | Intervention and comparison groups. |
|----------|-------------------------------------|
| Intervention | CREATE | Small | Medium | Large |
| Enrollment | 48 x 2 = 96 | 48 | 48 | 48 |
| Response rate | CI: 73% | TOSLS: 90% | Survey: 85% | Evaluation: 87% |
| | CI: 75% | TOSLS: 90% | Survey: 71% | Evaluation: 90% |
| | CI: 66% | TOSLS: 90% | Survey: 74% | Evaluation: 59% |
| | CI: 67% | TOSLS: 90% | Survey: 73% | Evaluation: 58% |

Comparison groups

Multiple sections of the genetics course are typically offered within the same academic term at the study institution, and they were used as quasi-experimental comparison groups. Specifically, three other sections (n = 48, 148, and 356 students, respectively) were offered at the same time as the second iteration of the modified CREATE intervention course (Table 2). All three comparison sections had the traditional lecture-and-practice structure without the intervention. Each section had limited enrollment at the same number as the intervention course, and the other two had larger enrollments. Students self-selected to be enrolled in the CREATE intervention and the different comparison courses.
Cognitive outcomes

Cognitive learning of genetics concepts was measured using selected items from existing concept inventories customized for the course material, given to students at the beginning and end (post) of a specific genetic term in the intervention and comparison courses. Sixteen items were chosen from established concept inventories in the literature (58, 59) by a different instructor who typically teaches the same course in another academic term and was not involved in the intervention or comparison courses (Appendix 2). In our dataset, the 16 items have a Cronbach’s alpha of 0.74. (In this paper, we will refer to these 16 selected concept inventory items collectively as “CI.”) While there are no universal guidelines for interpreting Cronbach’s alpha values, this value falls within the adequate-to-good range of reliability (60).

The Test of Scientific Literacy Skills (TOSLS) was given only pre- and post-course in the intervention course to measure potential changes in students’ ability to evaluate scientific information and arguments (61). TOSLS was given only in the intervention course, as the administration of the test would have taken too much class time in the comparison courses. In our dataset, the 28 TOSLS items have a Cronbach’s alpha of 0.94, indicating high or excellent reliability (60).

Pre- and post-course CI were analyzed across the intervention and comparison courses using a standard two-way analysis of variance (ANOVA) with a post-hoc Tukey’s honestly significant difference (HSD) test for multiple comparisons. For clarity, p values are only reported for comparisons between the intervention course and each of the other courses to establish baseline comparisons and for pre- versus post-course CI scores to determine statistical outcomes for learning gains. TOSLS scores were analyzed using a standard Student’s t-test. Effect sizes were calculated using Cohen’s d to measure the difference between the pre- and post-course means normalized to the standard deviation from the pre-course data. All statistical analyses in this study were performed in Microsoft Excel 2016 and JMP Pro version 13.0.

Perceived learning and course outcomes

To compare cognitive outcomes (measured by CI scores) with students’ perception of their own learning, we used the institution’s course evaluation data. Students rated the statements: “I learned a great deal from this course” on a standard 1-5 Likert scale (from “almost never” to “almost always”) (62). The CI score is a measure of learning process; the items were on a five-point, Likert-like scale. In our dataset, the 16 items have a Cronbach’s alpha of 0.74. (In this paper, we will refer to these 16 selected concept inventory items collectively as “CI.”) While there are no universal guidelines for interpreting Cronbach’s alpha values, this value falls within the adequate-to-good range of reliability (60).

The Test of Scientific Literacy Skills (TOSLS) was given only pre- and post-course in the intervention course to measure potential changes in students’ ability to evaluate scientific information and arguments (61). TOSLS was given only in the intervention course, as the administration of the test would have taken too much class time in the comparison courses. In our dataset, the 28 TOSLS items have a Cronbach’s alpha of 0.94, indicating high or excellent reliability (60).

To establish baselines for learning gains, we compared the pre-course CI scores between the modified CREATE intervention and each of the comparison courses. Students in the small and large comparison courses had a statistically equivalent cognitive baseline (measured by pre-course CI scores) to that of students in the modified CREATE intervention (ANOVA, p > 0.9999 and p > 0.95 respectively), and students in the medium comparison course had a higher baseline pre-course CI score on average (ANOVA, p < 0.001). While baseline test scores alone do not eliminate all possible biases in students self-selecting to enroll in the CREATE intervention and the different comparison courses, they are the best predictors for student outcomes in K–12 science education research (63). Therefore, the small comparison course is a suitable statistically equivalent comparison (66), given the equivalent course size and pre-course CI scores. The other two comparison courses, while not fully statistically equivalent, are included as additional data source triangulation.

To compare cognitive learning outcomes across the intervention and comparison courses, we examined pre- and post-course CI scores (Fig. 2A, left y-axis). For the intervention, CI scores were higher (ANOVA, p < 0.0001) at the end of the course (average ± standard deviation = 9.54 ± 3.31) compared with the beginning of the course (5.93 ± 2.40) with an effect size of 1.51 (Fig. 2B). In contrast, the comparison courses (small, medium, and large) had statistically significant effect sizes of 0.87, 0.56, and 0.46 respectively, all of which were lower than the effect size in the intervention course. Furthermore, we used TOSLS to examine changes in students’ ability to evaluate scientific information and arguments in the intervention course (Fig. 2B). TOSLS scores were higher (t-test, p < 0.0001) at the end of the course (19.7 ± 4.1) than at the beginning of the course (17.3 ± 3.0), with an effect size of 0.78, which is considered large (67). We evaluated perceived learning in relation to the cognitive outcomes measured by CI scores (Fig. 2A, right versus left y-axis). Students reported a lower perceived learning score in the intervention course (3.66 ± 1.19) versus the three comparison courses (small, medium, and large), which had perceived learning scores of 4.28 ± 0.91 (ANOVA, p < 0.001), 4.27 ± 1.00 (ANOVA, p < 0.001), and 4.23 ± 0.73 (ANOVA, p < 0.001), respectively. In contrast to the comparison courses, students in the intervention course reported statistically lower perceived learning, even though the effect size in CI scores showed much higher cognitive learning gains. In addition, we compared students’ expected versus actual grades (Fig. 2C). Consistent with the perceived learning and CI results, we found that students in the intervention course underpredicted how well they had done (predicted average grade point out of 4.00 = 3.12, actual = 3.36; Fisher’s exact test, p < 0.05), whereas students in the comparison courses either made accurate predictions

Percentage of class time with multiple voices from the DART profiles is tabulated across the three types of classes in the intervention: CREATE only; interactive clicker lecture, and mixed.
Affective outcomes

We compared affective outcomes across the intervention and comparison courses (Fig. 3). In all six affective dimensions measured, students in the intervention had statistically higher outcomes than at least two of the three comparison courses. In contrast to the small and large comparison courses, students in the intervention reported higher personal relevance of the subject matter (ANOVA, p < 0.05 and p < 0.0001, respectively) and had more comfort with the uncertainty of science (ANOVA, p < 0.01 and p < 0.0001, respectively), a core aspect of the nature of science (5, 62). Students in the intervention reported having more critical voice and shared control in the classroom, as well as more peer negotiation and affective support in the learning process, than students in all three comparison courses (ANOVA, p at least < 0.05).

DISCUSSION

In this study, we showed that a modified CREATE intervention in an upper-division genetics course led to improved student outcomes. Triangulation across multiple sources of data (CI, survey, and course evaluation) provides potential explanations and mechanisms for why we observed these results. For example, a higher survey score on peer negotiation (in the modified CREATE intervention versus the comparison courses) indicates that students perceived more interactive discussions, which are critical for learning (16, 20); correspondingly, we observed higher learning gains as measured by pre- and post-course CI scores. Somewhat ironically, the higher score on peer negotiation could also explain why students in the modified CREATE intervention tended to underpredict their learning and performance. Students typically hold a combination of teacher-centered and knowledge-centered conceptions of teaching and learning, where the instructors are expected to clearly present the correct knowledge through examples, in contrast to a student-centered conception of teaching and learning.
First, we observed that students in the modified CREATE intervention on average underpredicted their learning and course performance, whereas in at least one of the comparison courses, students on average overpredicted their learning and course performance. This pattern is consistent with the existing literature on interleaved versus blocked learning (72) and productive failure (55) and can be explained by the lack of metacognitive awareness on the effectiveness of different learning strategies (73). Thus, our results argue—as do previous studies in the literature—that it is important to measure both student self-reported perceived learning and actual cognitive learning gains to triangulate findings in a research study.

Second, the use of different outcome measurements can lead to varying results across studies that make comparisons difficult. (13). Even though a previous study observed no difference in cognitive gains in critical thinking between CREATE and a comparison (36), we do not necessarily see our results being contradictory to that study. This is in part because the two studies had different outcome measurements, as we did not measure critical thinking. Our comparison courses also did not explicitly engage students in primary literature in an extensive fashion, thus potentially widening the difference between the modified CREATE invention and the comparisons. When situated in the context of other existing studies, our work contributes to the expanding literature on how and why different implementations of the same active-learning strategy contribute to student outcomes.

Finally, recent studies have shown that instructors who report using active-learning strategies often do not use them as suggested or originally designed by researchers (74, 75), which may lead to different student outcomes (76). Therefore, it is critical to align the intended curriculum (designed by the researchers based on learning principles) and the enacted curriculum (implemented in different educational contexts by practitioners). More broadly speaking, the intended and enacted curricula, as well as what students learn, can often be substantially different (77, 78). In this study, our modified CREATE intervention (intended curriculum) was designed with a course structure that is supported by existing literature on how people learn, and we observed the implementation (enacted curriculum) using DART. Implementing established active-learning strategies with integrity based on fundamental learning principles can have an important positive impact on student outcomes; this is in contrast to directly copying the instructional strategy (high fidelity) without adapting it to the local educational context (39). The increasing calls for widespread and large-scale implementation of active learning across STEM disciplines (11) raise important questions for how best to support the professional development of current and future faculty (79) and what mechanisms of propaganda would be best for ensuring the integrity of implementation (40, 80).

where students actively participate in the learning process by providing feedback to one another (66). It is conceivable that peer negotiation is inconsistent with what students may perceive to be effective teaching and learning, thus resulting in a lower predicted level of learning.

In our modified CREATE intervention, students reported more comfort with the uncertainty of science, which is a key aspect of the nature of science (5, 62). Our results are consistent with a previous study showing significant changes in students’ self-assessed understanding of the nature of science from an upper-division course taught using the original CREATE instructional strategy (29). In addition, higher personal relevance, critical voice, shared control, and affective support would likely result in increased persistence in biological sciences majors, especially for underrepresented minority or first-generation college students, by potentially providing additional information. More importantly, one of the comparison courses was the same size as the intervention course and this comparison course had equivalent pre-course CI scores. We were also not able to fully disentangle the effect of course size on student outcomes in the comparison courses; however, the main goal of the study is to compare the modified CREATE intervention with other active-learning strategies. Despite these limitations, our study highlights important considerations that are of interests to the growing field of biology education research and practice.
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FIGURE 3. Affective outcomes. Results on the six affective dimensions from our survey are plotted: (A) personal relevance, (B) uncertainty of science, (C) critical voice, (D) shared control, (E) peer negotiation, and (F) affective support. Error bars indicate standard deviation, and statistical differences (by two-way ANOVA) are indicated by brackets and the following notation: * p < 0.05; ** p < 0.01; *** p < 0.001; **** p < 0.0001.
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