Finite Morse Index Solutions of the Fractional Henon–Lane–Emden Equation with Hardy Potential

Soojung Kim and Youngae Lee*

Abstract. In this paper, we study the fractional Henon–Lane–Emden equation associated with Hardy potential

\[(−Δ)^s u − γ|x|^{-2s} u = |x|^a |u|^{p-1} u \text{ in } \mathbb{R}^n.\]

Extending the celebrated result of [14], we obtain a classification result on finite Morse index solutions to the fractional elliptic equation above with Hardy potential. In particular, a critical exponent $p$ of Joseph–Lundgren type is derived in the supercritical case studying a Liouville type result for the $s$-harmonic extension problem.

1. Introduction

For given constants $0 < s < 1$, $n > 2s$, $a > -2s$ and $p > 1$, we consider the following fractional Henon–Lane–Emden equation associated with the Hardy potential

\[(1.1) \quad (−Δ)^s u − γ|x|^{-2s} u = |x|^a |u|^{p-1} u \text{ in } \mathbb{R}^n.\]

The fractional Laplacian $(−Δ)^s$ is defined by

\[
(−Δ)^s u(x) = A_{n,s} \text{ P. V. } \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x-y|^{n+2s}} \, dy \text{ for } x \in \mathbb{R}^n,
\]

which is well-defined in the principal-value sense for $u \in C^{2σ}_{\text{loc}}(\mathbb{R}^n) \cap L^1(\mathbb{R}^n; (1+|x|)^{-n-2s})$; refer [17] for instance. In this paper, we are concerned with solutions to $(1.1)$ which have finite Morse index assuming $γ < γ_{n,s,a}(p)$ with a critical constant $γ_{n,s,a}(p)$ defined by $(1.11)$.

In recent years, nonlocal diffusion operators such as the fractional Laplacians $(−Δ)^s$ have drawn a great attention of many mathematicians. Integro-differential operators including the fractional Laplacians appear naturally in the study of stochastic processes with jumps, which allow long-distance interactions and have numerous applications to physics
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and finance. As the order $s$ of the fractional Laplacian tends to 1, the Henon–Lane–Emden equation with the Hardy potential

$$- \Delta u - \gamma |x|^{-2} u = |x|^a |u|^{p-1} u \quad \text{in } \mathbb{R}^n$$

(1.2)

can be seen as the limit of the equation (1.1) (see [17] for instance). In the local case when $s = 1$ with $a = 0$ and $\gamma = 0$, the equation (1.2) becomes the Lane–Emden equation

$$- \Delta u = |u|^{p-1} u \quad \text{in } \mathbb{R}^n$$

(1.3)

which arises in the study of stellar structure in astrophysics [6,9], and the prescribed scalar curvature problem in conformal geometry [6,47]. During the last few decades, there have been extensive literatures on the equation (1.3). Among them, Gidas and Spruck in the pioneering work [33] proved no existence of positive solutions to the equation (1.3) for $1 < p < p_S(n, 1, 0)$, where $p_S(n, 1, 0)$ is the so-called classical Sobolev exponent given by

$$p_S(n, 1, 0) = \begin{cases} +\infty & \text{if } n \leq 2, \\ \frac{n+2}{n-2} & \text{if } n > 2. \end{cases}$$

Moreover, in the case when $p = p_S(n, 1, 0)$, it was proved by Caffarelli, Gidas and Spruck in the remarkable paper [6] that there exists a unique positive solution of (1.3) up to translation and rescaling, which is radial and explicit. Regarding finite Morse index solutions (not necessarily positive solutions), Farina in the seminal paper [25] completely classified finite Morse index solutions with the Joseph–Lundgren exponent $p_c(n)$ which is given by

$$p_c(n) = \begin{cases} +\infty & \text{if } n \leq 10, \\ \frac{(n-2)^2 - 4n + 8\sqrt{n-1}}{(n-1)(n-10)} & \text{if } n > 11, \end{cases}$$

(1.4)

see also [37]. Farina’s result has been extended to the equation involving the Henon term $|x|^a |u|^{p-1} u$ and the Hardy term $\gamma |x|^{-2} u$; for instance, we refer to [1, 2, 11, 19, 20, 36, 48] and the references therein. Moreover, stable and finite Morse index solutions of Gelfand–Liouville problem $-\Delta u = e^u$ has been also studied in [12,26], and extended to non-local operators in [27,30,31,35].

This paper concerns the classification of finite Morse index solutions to the fractional Henon–Lane–Emden equation (1.1) with the Hardy potential. Throughout this paper, we always assume that $0 < s < 1$, $n > 2s$, $a > -2s$ and $p > 1$ unless otherwise stated. We first recall some definitions and notations regarding fractional Laplacians. The fractional Laplacian $(-\Delta)^s$ on the Schwartz space is defined as a pseudo-differential operator with the symbol $|\xi|^{2s}$ by the Fourier transform. Associated to the fractional Laplacian $(-\Delta)^s$, we denote by $H^s(\mathbb{R}^n)$ the usual $L^2$-based fractional Sobolev spaces, and by $\dot{H}^s(\mathbb{R}^n)$ its
homogeneous version defined via the Fourier transform as the completion of \( C_c^\infty(\mathbb{R}^n) \) under the norm
\[
\|u\|^2_{\dot{H}^s(\mathbb{R}^n)} = \int_{\mathbb{R}^n} |\xi|^{2s} |\hat{u}(\xi)|^2 \, d\xi;
\]
see [17,43] for the details. Here \( \hat{u} \) stands for the Fourier transform of \( u \). Then the fractional Laplacian \( (-\Delta)^{s/2} \) is defined as a bounded linear operator \( (-\Delta)^{s/2} : \dot{H}^s(\mathbb{R}^n) \to L^2(\mathbb{R}^n) \), and
\[
\|u\|^2_{\dot{H}^s(\mathbb{R}^n)} = \int_{\mathbb{R}^n} |\xi|^{2s} |\hat{u}(\xi)|^2 \, d\xi = \|(-\Delta)^{s/2} u\|^2_{L^2(\mathbb{R}^n)}, \quad \forall u \in \dot{H}^s(\mathbb{R}^n)
\]
in view of Plancherel’s Theorem. For \( 0 < s < 1 \) and \( u \in \dot{H}^s(\mathbb{R}^n) \), the following equivalence of the norms holds (see [17] Propositions 3.4 and 3.6):}

\[
(1.5) \quad \|u\|^2_{\dot{H}^s(\mathbb{R}^n)} = \frac{A_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2s}} \, dx \, dy.
\]

Here a constant \( A_{n,s} \) is given by

\[
(1.6) \quad A_{n,s} := \frac{2^{2s}}{\pi^{n/2}} \frac{\Gamma\left(\frac{n+2s}{2}\right)}{\Gamma(-s)}
\]

and is of order \( s(1-s) \) as \( s \in (0,1) \) tends to 0 or 1.

For \( 0 < s < \sigma < 1 \), and \( u \in C^{2\sigma}_{\text{loc}}(\mathbb{R}^n) \cap L^1(\mathbb{R}^n; (1 + |x|)^{-n-2s}) \), the following integral representation for the fractional Laplacian

\[
(-\Delta)^{s} u(x) = -A_{n,s} \text{ P. V. } \int_{\mathbb{R}^n} \frac{u(y) - u(x)}{|y-x|^{n+2s}} \, dy
\]

\[
= -\frac{A_{n,s}}{2} \int_{\mathbb{R}^n} \frac{u(x + y) + u(x - y) - 2u(x)}{|y|^{n+2s}} \, dy, \quad \forall x \in \mathbb{R}^n
\]

is well-defined. Moreover, if \( u \in C^{2\sigma}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) and \( u \in \dot{H}^s(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \), then it holds that

\[
(1.8) \quad \int_{\mathbb{R}^n} (-\Delta)^{s} u \, u \, dx = \frac{A_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dx \, dy = \|u\|^2_{\dot{H}^s(\mathbb{R}^n)}
\]
in light of (1.5) and (1.7).

It should be noted that any finite Morse index solution \( u \) is stable outside some compact set. Here we say that a solution \( u \) to (1.1) is stable on a set \( \Omega \) if

\[
(1.9) \quad \int_{\mathbb{R}^n} \left( p|x|^a |u|^{p-1} \phi^2 + \gamma |x|^{-2s} \phi^2 \right) \, dx \leq \|\phi\|^2_{\dot{H}^s(\mathbb{R}^n)}
\]

for any \( \phi \in C_c^\infty(\Omega) \). With regard to stability results on the fractional Laplacian, the corresponding results of Gidas and Spruck [33] and Caffarelli, Gidas and Spruck [6] have
been established by Li [38], and Chen, Li and Ou [10] respectively. Indeed, the following fractional Lane–Emden equation

\[(−\Delta)^s u = |u|^{p−1}u \quad \text{in } \mathbb{R}^n\]

was studied with the use of the fractional critical Sobolev exponent \(p_S(n, s, 0)\) given by

\[p_S(n, s, 0) = \begin{cases} +\infty & \text{if } n \leq 2s, \\ \frac{n+2s}{n−2s} & \text{if } n > 2s. \end{cases}\]

Recently, Davila, Dupaigne and Wei in their remarkable paper [14] provided a complete classification of finite Morse index solutions for the fractional Lane–Emden equation (1.10). With the use of the harmonic extension method for the fractional Laplacian developed by Caffarelli and Silvestre [8], one of main ingredients in studying the supercritical cases \(p > p_S(n, s, 0)\) in [14] is a monotonicity formula for the extension problem of (1.10), which enables us to employ a blow-down analysis. A more discussion on various monotonicity formulas for fractional Laplacian operators can be found in [5, 7, 8, 24, 32]. Moreover, Fazly and Wei in [28, 29] extended the result of [14] to the fractional Henon–Lane–Emden equation, and the fractional Lane–Emden equations of higher order \(s \in (1, 2)\), respectively.

It would be interesting to study stable solutions to the \(p\)-fractional Laplace equation which has attracted increasing attention in recent years. In the nonlinear case, the \(s\)-harmonic extension approach might not be applicable and it seems crucial to work with the integral definition of the fractional operator; we refer to [15, 16, 42] for some recent results of the nonlocal tail for the \(p\)-fractional Laplacian. We hope to consider the stability problem of the \(p\)-fractional Laplace equation in future works.

Before stating our main result, we introduce some constants which will play crucial roles in the classification of finite Morse index solutions to the fractional Henon–Lane–Emden equation (1.1) with Hardy potential. We define

\[p_S(n, s, a) := \begin{cases} +\infty & \text{if } n \leq 2s, \\ \frac{n+2s+2a}{n−2s} & \text{if } n > 2s, \end{cases}\]

and

\[\gamma_{n,s,a}(p) := \begin{cases} \lambda(0) =: \Lambda_{n,s} & \text{if } 1 < p \leq p_S(n, s, a), \\ \frac{n−2s−2s+a}{2} & \text{if } p > p_S(n, s, a). \end{cases}\]

Here a function \(\lambda: [0, (n−2s)/2) \to \mathbb{R}\) is defined by

\[\lambda(\alpha) = 2^{2s} \frac{\Gamma\left(\frac{n+2s+2a}{4}\right)\Gamma\left(\frac{n+2s−2a}{4}\right)}{\Gamma\left(\frac{n−2s−2a}{4}\right)\Gamma\left(\frac{n−2s+2a}{4}\right)}\]
The function \( \lambda_{[0,(n-2s)/2]} \) is continuous and monotone decreasing with respect to \( \alpha \), and has an asymptotic behavior such that \( \lambda(\alpha) \to 0 \) as \( \alpha \to (n-2s)/2 \).

In particular, we note that \( 0 < \gamma_{n,s,a}(p) \leq \Lambda_{n,s} \).

Now we state our main result in this paper.

**Theorem 1.1.** Let \( n > 2s, \ 0 < s < \sigma < 1, \ a > -2s \) and \( \gamma < \gamma_{n,s,a}(p) \).

Let \( u \in C^2_\sigma(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) be a solution to (1.1) which is stable outside a compact set, i.e., there exists a constant \( R_0 \geq 0 \) such that the inequality (1.9) holds for any \( \phi \in C_c(\mathbb{R}^n \setminus B_{R_0}) \).

(a) If \( 1 < p < p_S(n,s,a) \) and \( u \in L^1(\mathbb{R}^n) \), then \( u \equiv 0 \).

(b) If \( p = p_S(n,s,a) \) and if \( u \in L^1(\mathbb{R}^n) \), then \( u \) has finite energy, that is,

\[
\|u\|^2_{\dot{H}^s(\mathbb{R}^n)} < +\infty.
\]

In this case, if \( u \) is stable in \( \mathbb{R}^n \), then \( u \equiv 0 \).

(c) If \( p > p_S(n,s,a) \) and

\[
(p) \quad p > \frac{\Lambda_{n,s} - \gamma}{\gamma_{n,s,a}(p) - \gamma},
\]

then \( u \equiv 0 \).

We remark that the condition (p) is exactly the inequality (1.6) of [14] when \( \gamma = a = 0 \).

In order to prove Theorem 1.1, we employ the approach used in [14] which is a nonlocal counterpart of the results [13, 49] for the local operators: the classical Laplacian and the biharmonic operator. Following [14], we introduce the s-harmonic extension \( \overline{u} \) of \( u \) on the upper half space related to the fractional Laplacian of order \( s \in (0,1) \) in Theorem 2.1. Based on the extension technique, the problem for the solution \( u \) of the equation (1.1) may be reduced to the classification problem for the extension \( \overline{u} \) which satisfies the following local equation on the upper half space with a Neumann boundary condition

\[
(1.13) \quad \begin{cases}
-\nabla \cdot (t^{1-2s}\nabla \overline{u}) = 0 & \text{in } \mathbb{R}^{n+1}_+,

-\lim_{t \to 0} t^{1-2s} \partial_t \overline{u} = \kappa_s(\gamma|x|^{-2s}u + |x|^a|u|^{p-1}u) & \text{on } \partial \mathbb{R}^{n+1}_+,
\end{cases}
\]

and is stable outside some set in the sense of Lemma 2.4. Then we first obtain suitable energy estimates for the solution \( u \) and its s-harmonic extension \( \overline{u} \) utilizing the following Hardy inequality (see [34,50]): if \( n > 2s \), then

\[
(1.14) \quad \Lambda_{n,s} \int_{\mathbb{R}^n} |x|^{-2s} \phi^2(x) \, dx \leq \|\phi\|^2_{\dot{H}^s(\mathbb{R}^n)}, \quad \forall \phi \in \dot{H}^s(\mathbb{R}^n).
\]

Here the constant \( \Lambda_{n,s} = \lambda(0) = 2^{2s} \frac{\Gamma\left(\frac{n+2s}{4}\right)}{\Gamma\left(\frac{n-2s}{4}\right)}^2 \) is optimal. The proof for the subcritical case follows by applying the Pohozaev identity based on energy estimates. Here for the
Pohozaev identity, we give a different proof from [14] in order to address the regularity issue due to the Hardy term. When dealing with the supercritical case, we derive the monotonicity formula for the extension problem (1.13) in Theorem 5.1 which plays a key role in the blow-down analysis in Section 7. In fact, in light of the monotonicity formula together with energy estimates, we show that the blow-down limit of the harmonic extension $\overline{u}$ is a homogeneous solution to the extension problem (1.13) which is stable except the origin. A Liouville type result on such stable, homogeneous solutions is established in Theorem 6.1, where the assumptions $\gamma < \gamma_{n,s,a}(p)$ and [P] are used. Then it is proved that the extension $\overline{u}$ is trivial thanks to the monotonicity formula, and in turn, the solution $u$ of the original problem is zero. Finally, we notice that the result in Theorem 1.1 would be optimal taking into account the following remark.

**Remark 1.2.** As seen in [14, 23], there is an explicit singular solution to (1.1), provided that $\gamma < \gamma_{n,s,a}(p) = \lambda \left( \frac{n-2s}{2} - \frac{2s+a}{p-1} \right)$. For $p > p_S(n, s, a)$, let

$$u_s(x) := A |x|^{-\frac{2s+a}{p-1}},$$

with a constant $A$ satisfying

$$|A|^{p-1} = \lambda \left( \frac{n-2s}{2} - \frac{2s+a}{p-1} \right) - \gamma = \gamma_{n,s,a}(p) - \gamma.$$

Then it can be easily checked that $u_s$ is a singular solution to (1.1). In fact,

$$(-\Delta)^s u_s(x) = \gamma_{n,s,a}(p) |x|^{-2s} u_s \text{ in } \mathbb{R}^n \setminus \{0\}.$$

In light of the Hardy inequality (1.14), we see that $u_s$ is unstable if and only if $p|A|^{p-1} + \gamma > \Lambda_{n,s}$, i.e., the condition [P] holds. Here we used the fact that $\Lambda_{n,s}$ is the sharp constant in the Hardy inequality.

The rest of the paper is organized as follows. In Section 2, we prepare some preliminary results. In Section 3, we derive various energy estimates for a finite Mores index solution $u$ to (1.1) and its $s$-harmonic extension. In Section 4, we prove Theorem 1.1 for the subcritical and critical case. In Section 5, we obtain the monotonicity formula for the extension problem. In Section 6, we obtain a Liouville type theorem for stable homogeneous solutions to the extension problem in the supercritical case. Section 7 is devoted to the proof of Theorem 1.1 for the supercritical case. Lastly, in Section 8, we analyze the asymptotic behavior of our assumption [P] of Joseph–Lundgren type as the order $s \in (0, 1)$ tends to 1, the local case.

**Notations.**

(a) $\mathbb{R}^{n+1}_+ := \{(x, t) \in \mathbb{R}^{n+1} : t > 0\}$. 
(b) $B_R := B_R^{(n)}(0) \subset \mathbb{R}^n$ is a ball of radius $R$ centered at the origin in the $n$-dimensional space.

c) $B_R^+ := \mathbb{R}_+^{n+1} \cap B_R^{(n+1)}(0) = \{(x, t) \in \mathbb{R}^{n+1} : t > 0, |(x, t)| < R\}.$

d) For $0 < \sigma < 1$ and a domain $\Omega$ in $\mathbb{R}^n$, a seminorm $[u]_{C^{2\sigma}(\Omega)}$ denotes

$$
\begin{cases}
[u]_{C^{2\sigma}(\Omega)} & \text{if } 2\sigma \leq 1, \\
[u]_{C^{1,2\sigma-1}(\Omega)} & \text{if } 2\sigma > 1. 
\end{cases}
$$

A function space $C^{2\sigma}(\Omega)$ consists of functions $u$ such that $[u]_{C^{2\sigma}(\Omega)}$ is finite. $C^{2\sigma}_{\text{loc}}(\mathbb{R}^n)$ stands for a space of functions which belong to $C^{2\sigma}(K)$ for any compact subset $K$ in $\mathbb{R}^n$.

e) $L^1(\mathbb{R}^n; (1 + |x|)^{-n-2s})$ denotes the $L^1$-space over $\mathbb{R}^n$ with measure $(1 + |x|)^{-n-2s} \, dx$. Others are similar.

(f) We may extend a function $\overline{u}$ defined on $\mathbb{R}_+^{n+1}$ to the function on the whole space $\mathbb{R}^{n+1}$, still denoted by $\overline{u}$, by setting

$$
\overline{u}(x, t) = \begin{cases}
\overline{u}(x, t), & \forall x \in \mathbb{R}^n, \ t \geq 0, \\
\overline{u}(x, -t), & \forall x \in \mathbb{R}^n, \ t < 0. 
\end{cases}
$$

$\overline{u} \in H^1_{\text{loc}}(\mathbb{R}_+^{n+1}; t^{1-2s})$ means that the even extension of $\overline{u}$ given by (1.15) belongs to $H^1_{\text{loc}}(\mathbb{R}_+^{n+1}; |t|^{1-2s})$. The spaces $L^2_{\text{loc}}(\mathbb{R}_+^{n+1}; t^{1-2s})$ and $H^1_{\text{loc}}(\mathbb{R}_+^{n+1} \setminus \{0\}; t^{1-2s})$ can be understood similarly.


2. Preliminaries

In this section, we collect some known results on the fractional Laplacian operators used in the paper. First of all, we recall the $s$-harmonic extension due to Caffarelli and Silvestre [8] from which the fractional Laplacian can be considered the Dirichlet-to-Neumann map; see also [39,46].

**Theorem 2.1.** [8,39,46] Let $0 < s < \sigma < 1$ and $u \in C^{2\sigma}_{\text{loc}}(\mathbb{R}^n) \cap L^1(\mathbb{R}^n; (1 + |x|)^{-n+2s}).$ Let

$$
\overline{u}(x, t) = \int_{\mathbb{R}^n} P_{n,s}(x - \xi, t) u(\xi) \, d\xi \quad \text{for } (x, t) \in \mathbb{R}_+^{n+1}.
$$

Here the fractional Poisson kernel $P_{n,s}$ is defined by

$$
P_{n,s}(x, t) = p_{n,s} t^{2s} |(x, t)|^{-(n+2s)}
$$
with the positive constant $p_{n,s}$ satisfying
\[ \int_{\mathbb{R}^n} P_{n,s}(x - \xi, t) \, d\xi = 1 \quad \text{for any } (x,t) \in \mathbb{R}^{n+1}. \]

Then $\overline{u}$ belongs to $C^2(\mathbb{R}_+^{n+1}) \cap C(\overline{\mathbb{R}_+^{n+1}})$ with $t^{1-2s} \partial_t \overline{u} \in C(\overline{\mathbb{R}_+^{n+1}})$, and $\overline{u}$ satisfies
\[
\begin{cases}
- \nabla \cdot (t^{1-2s} \nabla \overline{u}) = 0 & \text{in } \mathbb{R}_+^{n+1}, \\
\overline{u} = u & \text{on } \partial \mathbb{R}_+^{n+1},
\end{cases}
\]
and
\[- \lim_{t \to 0} t^{1-2s} \partial_t \overline{u} = \kappa_s (-\Delta)^s u \quad \text{on } \partial \mathbb{R}_+^{n+1},
\]
where the constant $\kappa_s$ is given by
\[ \kappa_s = \frac{\Gamma(1-s)}{2^{2s-1}\Gamma(s)}. \]

In the paper, unless specifically stated, $\overline{u}$ denotes the $s$-harmonic extension of $u$ given by Theorem 2.1. Applying Theorem 2.1 to a solution $u$ of the fractional Henon–Lane–Emden equation (1.1) with the Hardy potential, the equation for the extension $\overline{u}$ can be written as follows:
\[
\begin{equation}
- \nabla \cdot (t^{1-2s} \nabla \overline{u}) = 0 \quad \text{in } \mathbb{R}_+^{n+1}, \\
- \lim_{t \to 0} t^{1-2s} \partial_t \overline{u} = \kappa_s (\gamma |x|^{-2s} u + |x|^a |u|^{p-1} u) \quad \text{on } \partial \mathbb{R}_+^{n+1},
\end{equation}
\]
which will be used in the paper.

In [8], it was shown that if $u \in \dot{H}^s(\mathbb{R}^n)$, then
\[
\|u\|_{\dot{H}^s(\mathbb{R}^n)}^2 = \frac{1}{\kappa_s} \int_{\mathbb{R}_+^{n+1}} t^{1-2s} |\nabla \overline{u}|^2 \, dx \, dt.
\]

The next lemma concerns some condition on $u$, which guarantees that $\overline{u} \in H^1_{loc}(\overline{\mathbb{R}_+^{n+1}}; t^{1-2s})$.

**Lemma 2.2.** Let $u \in C^{2s}(\mathbb{R}^n) \cap L^\infty(\Omega)$. For any constant $R > 0$, there is a constant $C_R > 0$ such that
\[
\int_{B_R^+} t^{1-2s} |\nabla \overline{u}|^2 \, dx \, dt \leq C_R.
\]
**Proof.** In view of Theorem 2.1, we have
\[
\overline{u}(x,t) = p_{n,s} \int_{\mathbb{R}^n} \frac{t^{2s} \{ u(\xi) - u(x) \}}{|x - \xi|^2 + t^2} \, d\xi + u(x).
\]
Moreover direct computations show that for $(x,t) \in \mathbb{R}_+^{n+1},$
\[
\partial_{x_i} \overline{u}(x,t) = -(n+2s)p_{n,s} \int_{\mathbb{R}^n} \frac{t^{2s} \{ u(\xi) - u(x) \} (x-\xi)_i}{(|x - \xi|^2 + t^2)^{(n+2s)/2+1}} \, d\xi.
\]
and
\[
\frac{\partial u}{\partial t}(x, t) = 2sp_{n,s} \int_{\mathbb{R}^n} \frac{t^{2s-1} (u(\xi) - u(x))}{(|x - \xi|^2 + t^2)^{(n+2s)/2}} \, d\xi
\]
\[
- (n + 2s)p_{n,s} \int_{\mathbb{R}^n} \frac{t^{2s+1} (u(\xi) - u(x))}{(|x - \xi|^2 + t^2)^{(n+2s)/2+1}} \, d\xi.
\]
Then we have
\[
t^{1-2s} |\nabla u(x, t)|^2 \leq C \left\{ t^{1+2s} \left[ \int_{\mathbb{R}^n} \frac{|u(\xi) - u(x)||x - \xi|}{(|x - \xi|^2 + t^2)^{(n+2s)/2}(|x - \xi|^2 + t^2)} \, d\xi \right]^2 + t^{2s-1} \left[ \int_{\mathbb{R}^n} \frac{|u(\xi) - u(x)|}{(|x - \xi|^2 + t^2)^{(n+2s)/2}} \, d\xi \right]^2 + t^{2s+3} \left[ \int_{\mathbb{R}^n} \frac{|u(\xi) - u(x)|}{(|x - \xi|^2 + t^2)^{(n+2s)/2}(|x - \xi|^2 + t^2)} \, d\xi \right]^2 \right\}
\leq Ct^{2s-1} \left[ \int_{\mathbb{R}^n} \frac{|u(\xi) - u(x)|}{(|x - \xi|^2 + t^2)^{(n+2s)/2}} \, d\xi \right]^2,
\]
where a positive constant $C$ may vary from line to line. Using a change of variables, it follows that
\[
t^{1-2s} |\nabla u(x, t)|^2 \leq Ct^{-2s-1} \left[ \int_{\mathbb{R}^n} \frac{|u(tz) - u(x)|}{(|t^2 z|^2 + 1)^{(n+2s)/2}} \, dz \right]^2,
\]
and hence
\[
\int_0^R \int_{B_R} t^{1-2s} |\nabla u|^2 \, dx \, dt \leq C \int_0^R \int_{B_R/t} t^{n-2s-1} \left[ \int_{\mathbb{R}^n} \frac{|u(tz) - u(ty)|}{(|y - z|^2 + 1)^{(n+2s)/2}} \, dz \right]^2 \, dy \, dt.
\]
In order to compute the inner integral above, we divide the space $\mathbb{R}^n$ into two regions $D_1 := \{ z \in \mathbb{R}^n : |y - z| \leq R \}$ and $D_2 := \{ z \in \mathbb{R}^n : |y - z| > R \}$. Firstly, we assume that $2\sigma \leq 1$. By applying the condition $u \in C^{2\sigma} (\mathbb{R}^n)$ to the region $D_1$ and the condition $u \in L^\infty (\mathbb{R}^n)$ to the region $D_2$, respectively, we obtain that
\[
\int_0^R \int_{B_R} t^{1-2s} |\nabla u|^2 \, dx \, dt
\leq C \int_0^R \int_{B_R/t} t^{n-2s-1} \left[ \int_{|z| \leq 1} \frac{t^{2\sigma} |z - y|^{2\sigma}}{(1 + |z|^2)^{(n+2s)/2}} \, dz + \int_{|z| \leq |y| \leq R/t} \frac{t^{2\sigma} |z - y|^{2\sigma}}{|y - z|^{n+2s}} \, dz \right]^{2} \, dy \, dt
\leq C \int_0^R \int_{B_R/t} t^{n-2s-1} (t^{4\sigma} + t^{4s}) \, dy \, dt \leq C(R^{n+4\sigma-2s} + R^{n+2s}).
\]
Here we note that $\sigma > s > 0$, and a positive constant $C$ may vary from line to line and depend on $R > 0$. When $2\sigma > 1$, one can prove the boundedness similarly by utilizing the Lipschitz (or Hölder) continuity of $u$ and the fact that $0 < s < 1$. Here we refer to [45, Proposition 2.9] for the regularity regarding the fractional Laplacian operators.
Employing the even extension of $\overline{u}$ as (1.15), some results on the weighted Sobolev spaces with weight $|t|^\mu$ (for a constant $-1 < \mu < 1$) on the whole space $\mathbb{R}^{n+1}$ can be used to analyze the s-harmonic extension $\overline{u}$ (and a solution $u$ in the fractional Sobolev space; see (2.2)). Here the weight function $|t|^\mu$ (for $|\mu| < 1$) belongs to the class of the Muckenhoupt weight of order 2, denoted by $A_2$. The Muckenhoupt weights have been extensively studied in the theory of harmonic analysis and partial differential equations; we refer to [21, 22, 40, 41] for instance.

The following compactness of the weighted Sobolev spaces is a local version of [18, Lemma 3.1.2], which will be used in the blow-down analysis. The proof involves the results of the weighted Sobolev spaces in the whole space $\mathbb{R}^{n+1}$ for the even extension given as (1.15).

**Lemma 2.3 (Compactness).** Let $R$ and $\mu$ be constants with $R > 0$ and $|\mu| < 1$, and let $\{v_k\}_{k=1}^\infty$ be a sequence of functions in $H^1(B_{2R}^+; t^\mu \, dx \, dt)$ such that

$$\sup_{k \in \mathbb{N}} \int_{B_{2R}^+} t^\mu (|\nabla v_k|^2 + R^{-2} |v_k|^2) \, dx \, dt < C$$

for a constant $C > 0$. Then there is a convergent subsequence of $\{v_k\}_{k=1}^\infty$ in $L^2(B_{R}^+; t^\mu \, dx \, dt)$.

In the next, we will explain that the $s$-harmonic extension $\overline{u}$ of a finite Morse index solution to the original problem (1.1) satisfies the stability in the following sense.

**Lemma 2.4 (Stability for the extension problem).** Let $u$ be a solution to (1.1) which is stable on a set $\Omega \subset \mathbb{R}^n$. Then the $s$-harmonic extension $\overline{u}$ is stable (on $\Omega$) in the following sense: for any $\phi \in C_c(\mathbb{R}^{n+1})$ satisfying $\text{supp} \, \phi(\cdot, 0) \subseteq \Omega$,

$$(2.4) \quad \int_{\mathbb{R}^n} \left\{ |x|^a |\overline{u}|^{p-1} \phi^2(x, 0) + \gamma |x|^{-2s} \phi^2(x, 0) \right\} \, dx \leq \frac{1}{\kappa_s} \int_{\mathbb{R}^n} t^{-2s} |\nabla \phi(x, t)|^2 \, dx \, dt.$$

**Proof.** We first recall the following trace inequality. Letting $X^s$ be the completion of $C_c(\mathbb{R}^{n+1})$ under the norm

$$\|\phi\|^2_{X^s} = \int_{\mathbb{R}^{n+1}} t^{-2s} |\nabla \phi(x, t)|^2 \, dx \, dt,$$

it holds from [3] Lemma 2.4 that for any $\phi \in X^s$,

$$\|\phi\|^2_{X^s} = \|\overline{\phi(\cdot, 0)}\|^2_{X^s} + \|\phi - \overline{\phi(\cdot, 0)}\|^2_{X^s} \geq \|\overline{\phi(\cdot, 0)}\|^2_{X^s}.$$

Here $\overline{\phi(\cdot, 0)}$ is the $s$-harmonic extension of $\phi(\cdot, 0)$ given by Theorem 2.1. Then in light of (2.2), we see that for $\phi \in C_c(\mathbb{R}^{n+1})$,

$$\kappa_s \|\phi(\cdot, 0)\|^2_{H^s(\mathbb{R}^n)} = \|\overline{\phi(\cdot, 0)}\|^2_{X^s} \leq \|\phi\|^2_{X^s}.$$
By the stability of $u$ on $\Omega$ (see (1.9)) and (2.5), we have that for $\phi \in C_c^\infty(\mathbb{R}_+^{n+1})$ satisfying supp $\phi(\cdot, 0) \subseteq \Omega$,
\[
\int_{\mathbb{R}^n} \left\{ p|x|^n|u|^{p-1}\phi^2(x, 0) + \gamma|x|^{-2s}\phi^2(x, 0) \right\} \, dx \leq \|\phi(\cdot, 0)\|_{H^s(\mathbb{R}^n)}^2 \leq \frac{1}{\kappa_s} \|\phi\|_{X^s}^2,
\]
which yields (2.4).

## 3. Energy estimates

In this section, we give energy estimates following proofs of estimates in Section 2 of [14].

**Lemma 3.1.** Let $0 < s < \sigma < 1$, $n > 2s$, $a > -2s$, $p > 1$, and $\gamma < \Lambda_{n,s}$. Fix a constant $R_0 \geq 1$ and let $u \in C^2_{\text{loc}}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$ be a solution to (1.1), which is stable outside a ball $B_{R_0} \subset \mathbb{R}^n$. For a function $\eta \in C_c^\infty(\mathbb{R}^n \setminus \overline{B}_{R_0})$, define
\[
\rho(x) = \int_{\mathbb{R}^n} \frac{\{\eta(x) - \eta(y)\}^2}{|x - y|^{n+2s}} \, dy, \quad \forall \, x \in \mathbb{R}^n.
\]
Then
\[
\frac{1}{p} \left\{ 1 - \frac{\max(\gamma, 0)}{\Lambda_{n,s}} \right\} \|un\|_{H^s(\mathbb{R}^n)}^2 + \int_{\mathbb{R}^n} |x|^a|u|^{p+1}\eta^2 \, dx \leq \frac{\mathcal{A}_{n,s}}{p - 1} \int_{\mathbb{R}^n} u^2 \rho \, dx,
\]
where a constant $\mathcal{A}_{n,s} > 0$ is given by (1.6).

**Proof.** Multiplying (1.1) by $u\eta^2$, we have
\[
\int_{\mathbb{R}^n} (|x|^a|u|^{p+1}\eta^2 + \gamma|x|^{-2s}u^2\eta^2) \, dx = \int_{\mathbb{R}^n} (-\Delta)^{s}u \cdot u\eta^2 \, dx
\]
\[
= \mathcal{A}_{n,s} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \cdot u(x)\eta^2(x) \, dxdy
\]
\[
= \frac{\mathcal{A}_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left\{ (u(x) - u(y)) \cdot \{ u(x)\eta^2(x) - u(y)\eta^2(y) \} \right\} \, dxdy
\]
\[
= \frac{\mathcal{A}_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\{ u(x)\eta(x) - u(y)\eta(y) \}^2 \cdot \{ \eta(x) - \eta(y) \}^2 u(x)u(y)}{|x - y|^{n+2s}} \, dxdy.
\]
Here we used that $u \in C^2_{\text{loc}}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$. Then it follows from (1.5) that
\[
\int_{\mathbb{R}^n} (|x|^a|u|^{p+1}\eta^2 + \gamma|x|^{-2s}u^2\eta^2) \, dx
\]
\[
= \|u\eta\|^2_{H^s(\mathbb{R}^n)} - \frac{\mathcal{A}_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{\{ \eta(x) - \eta(y) \}^2 u(x)u(y)}{|x - y|^{n+2s}} \, dxdy,
\]
and hence using Young’s inequality, we have
\[
\|u\eta\|^2_{H^s(\mathbb{R}^n)} - \int_{\mathbb{R}^n} (|x|^a|u|^{p+1}\eta^2 + \gamma|x|^{-2s}u^2\eta^2) \, dx \leq \frac{\mathcal{A}_{n,s}}{2} \int_{\mathbb{R}^n} u^2(x)\rho(x) \, dx.
\]
This combines with the stability of $u$ outside $B_{R_0}$ to obtain
\begin{equation}
(p - 1) \int_{\mathbb{R}^n} |x|^a |u|^{p+1} \eta^2 \, dx \leq \frac{A_{n,s}}{2} \int_{\mathbb{R}^n} u^2 \rho \, dx
\end{equation}
since the stability of $u$ outside $B_{R_0}$ shows that
\begin{equation}
\int_{\mathbb{R}^n} (p|x|^a |u|^{p-1} u^2 \eta^2 + \gamma |x|-2s u^2 \eta^2) \, dx \leq \|u\eta\|^2_{H^s(\mathbb{R}^n)}.
\end{equation}
Thus, we deduce from (3.3) and (3.4) that
\begin{equation}
\|u\eta\|^2_{H^s(\mathbb{R}^n)} - \int_{\mathbb{R}^n} \gamma |x|-2s u^2 \eta^2 \, dx \leq \frac{p}{p-1} \frac{A_{n,s}}{2} \int_{\mathbb{R}^n} u^2 \rho \, dx.
\end{equation}
On the other hand, in view of the Hardy equality (1.14), it holds that
\begin{equation}
\int_{\mathbb{R}^n} \gamma |x|-2s u^2 \eta^2 \, dx \leq \frac{\max(\gamma, 0)}{\Lambda_{n,s}} \|u\eta\|^2_{H^s(\mathbb{R}^n)}.
\end{equation}
Therefore, the two estimates above imply that
\begin{equation}
\left\{1 - \frac{\max(\gamma, 0)}{\Lambda_{n,s}}\right\} \|u\eta\|^2_{H^s(\mathbb{R}^n)} \leq \frac{p}{p-1} \frac{A_{n,s}}{2} \int_{\mathbb{R}^n} u^2 \rho \, dx,
\end{equation}
which together with (3.4) yields (3.2).

We recall from [14] the following estimates for $\rho$ given by (3.1) with a particular choice of $\eta$.

**Lemma 3.2.** [14, Lemma 2.2] For $m > n/2$, let
\begin{equation}
\eta(x) = (1 + |x|^2)^{-m/2} \quad \text{and} \quad \rho(x) = \int_{\mathbb{R}^n} \frac{\eta(x) - \eta(y)}{|x-y|^{n+2s}} \, dy, \quad \forall \, x \in \mathbb{R}^n.
\end{equation}
Then there is a constant $C = C(n,s,m) > 1$ such that
\begin{equation}
C^{-1}(1 + |x|^2)^{-\frac{n+2s}{2}} \leq \rho(x) \leq C(1 + |x|^2)^{-\frac{n+2s}{2}}, \quad \forall \, x \in \mathbb{R}^n.
\end{equation}

**Corollary 3.3.** Let $m > n/2$ and $R \geq R_0 \geq 1$. Let $\eta$ be the function as in (3.5), and $\psi \in C_\infty(\mathbb{R}^n)$ be a function such that $0 \leq \psi \leq 1$, $\psi \equiv 0$ on $B_1$, and $\psi \equiv 1$ on $\mathbb{R}^n \setminus B_2$. Let
\begin{equation}
\eta_R(x) = \eta \left(\frac{x}{R} \right) \psi \left(\frac{x}{R_0} \right) \quad \text{and} \quad \rho_R(x) = \int_{\mathbb{R}^n} \frac{\eta_R(x) - \eta_R(y)}{|x-y|^{n+2s}} \, dy, \quad \forall \, x \in \mathbb{R}^n.
\end{equation}
Then there is a constant $C = C(n,s,m,R_0) > 0$ such that
\begin{equation}
\rho_R(x) \leq C \left\{ \eta^2 \left(\frac{x}{R} \right) |x|^{-(n+2s)} + R^{-2s} \rho \left(\frac{x}{R} \right) \right\}, \quad \forall \, |x| \geq 3R_0.
\end{equation}
Moreover,
\begin{equation}
\rho_R(x) \geq cR^n |x|^{-(n+2s)}, \quad \forall \, |x| \geq R \geq 3R_0
\end{equation}
for some constant $c = c(n,s,m) > 0$. 
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Proof. The estimate (3.6) follows from [14, Corollary 2.3]. For a lower bound estimate (3.7), direct computation shows that

\[
\rho_R(x) \geq \int_{2R/3 \leq |x| \leq 5R/6} \frac{\left\{ \eta\left(\frac{x}{R}\right) - \eta\left(\frac{z}{R}\right) \right\}^2}{|x-y|^{n+2s}} dy = \int_{2R/3 \leq |z| \leq 5R/6} R^{2s} \left\{ \eta\left(\frac{z}{R}\right) - \eta(z) \right\}^2 \frac{dz}{|z|^{n+2s}}
\]

\[
\geq c_0 R^n |x|^{-(n+2s)} \int_{2R/3 \leq |z| \leq 5R/6} \{ \eta(z) - 2^{-m/2} \}^2 \frac{dz}{z^{n+2s}}
\]

for some constant \( c_0 > 0 \) since \( R \geq 3R_0 \). This implies the estimation (3.7). \( \square \)

Now we estimate the right-hand side of the energy estimate (3.2).

**Lemma 3.4.** With the same assumptions as Lemma 3.1, let \( \rho_R \) be the function given as in Corollary **3.3** with \( m \in \left( \frac{n}{2}, \frac{n}{2} + \frac{a(p+1)+2a}{2} \right) \). Then there is a constant \( C = C(n, s, p, a, m, R_0) > 0 \) such that for any \( R \geq 3R_0 \),

\[
\int_{\mathbb{R}^n} u^2 \rho_R \, dx \leq C \left\{ \begin{array}{ll}
\int_{B_{3R_0}} u^2 \rho_R \, dx & + R^0_n - 2^{n+1} p+1 - 2^n p+1 - 2^n p-1 \quad \text{if } n \neq 2a p-1 \\
\int_{B_{3R_0}} u^2 \rho_R \, dx & + R^0_n - 2^{n+1} p+1 - 2^n p-1 \quad \text{if } n = 2a p-1.
\end{array} \right.
\]

*Proof.* The proof is similar to the one for [14, Lemma 2.4] and [28, Lemma 4.3]. For the reader’s convenience, we will sketch the proof of the case when \( n \neq 2a p-1 \) since the other is similar. By using Hölder’s inequality, we have

\[
\int_{\mathbb{R}^n} u^2 \rho_R \, dx \leq \int_{B_{3R_0}} u^2 \rho_R \, dx + \left( \int_{\mathbb{R}^n \setminus B_{3R_0}} |x|^a |u|^{p+1} \eta_R^2 \, dx \right)^{\frac{2}{p+1}} \left( \int_{\mathbb{R}^n \setminus B_{3R_0}} |x|^{-2a} \rho_R^{p+1} \eta_R^{-\frac{4}{p-1}} \, dx \right)^{\frac{p-1}{p+1}}.
\]

Utilizing Young’s inequality and Lemma 3.1 we get that

\[
\int_{\mathbb{R}^n} u^2 \rho_R \, dx \leq C \left( \int_{B_{3R_0}} u^2 \rho_R \, dx + \int_{\mathbb{R}^n \setminus B_{3R_0}} |x|^{-2a} \rho_R^{p+1} \eta_R^{-\frac{4}{p-1}} \, dx \right)
\]

for a constant \( C > 0 \) depending on \( n, s, \) and \( p \). Here Lemma 3.1 holds true with \( \eta = \eta_R \) by an approximation argument. By Lemma 3.2 and Corollary 3.3, it holds that \( \rho_R(x) \leq C \left( |x|^{-(n+2s)} + R^{-2s} \right) \) for \( 3R_0 \leq |x| \leq R \), and hence

\[
\int_{B_R \setminus B_{3R_0}} |x|^{-2a} \rho_R^{p+1} \eta_R^{-\frac{4}{p-1}} \, dx \leq C \int_{3R_0} R^{n-1-2a} r^{-(n+2s) p+1} \frac{dr}{r} + C R^{-2s} \int_{3R_0} R^{n-1-2a} \frac{dr}{r} \]

\[
\leq C \left( R_0^{n-(n+2s) p+1} - 2a p-1 + R_0^{n-2s} p+1 - 2a p+1 - R^{-2s} p+1 - 2a \right)
\]
for a constant $C > 0$ which may depend on $n$, $s$, $p$, $a$, $m$ and $R_0$, and vary from line to line. Here we note that $a > -2s$ and $n - \frac{2a}{p-1} \neq 0$. Similarly, by Lemma 3.2 and Corollary 3.3 if $|x| \geq R \geq 3R_0$, then

$$
\rho_R(x) \leq c \left\{ \left( 1 + \frac{|x|^2}{R^2} \right)^{-m} |x|^{-(n+2s)} + R^{-2s} \left( 1 + \frac{|x|^2}{R^2} \right)^{-\frac{n+2a}{2}} \right\},
$$

which yields

$$
(3.11) \quad \int_{|x| \geq R} |x|^{-\frac{2a}{p-1} \rho_R^\frac{p+1}{p-1}} \eta_R^{\frac{4}{p-1}} dx \leq C \left( R^{n-(n+2s)\frac{p+1}{p-1}} - \frac{2a}{p-1} \right).
$$

Here we used that $m < \frac{n}{2} + \frac{s(p+1)+a}{2}$. From (3.9), (3.10) and (3.11), the estimate (3.8) follows.

For the supercritical case $p > p_S(n, s, a)$, we derive energy estimates for the $s$-harmonic extension $\overline{u}$, which will lead to uniform estimates for scaled solutions in the blow-down analysis.

**Lemma 3.5.** With the same assumption as Lemma 3.1, let $p > p_S(n, s, a)$ and $\overline{u}$ be the $s$-harmonic extension which satisfies (2.1). Then there is a constant $C = C(n, s, p, a, R_0, u) > 0$ such that for any $R \geq 3R_0$,

$$
\int_{B_R^+} t^{1-2s} \overline{u}^2 dx dt \leq C R^{n+2-2s\frac{p+1}{p-1} - \frac{2a}{p-1}}.
$$

**Proof.** By Theorem 2.1 we have that for $(x, t) \in \mathbb{R}^{n+1}_+$,

$$
\overline{u}(x, t) = p_{n,s} \int_{\mathbb{R}^n} u(z) \cdot \frac{t^{2s}}{(|x - z|^2 + t^2)^{(n+2s)/2}} dz
$$

and Hölder’s inequality implies that

$$
\overline{u}^2(x, t) \leq p_{n,s} \int_{\mathbb{R}^n} u^2(z) \cdot \frac{t^{2s}}{(|x - z|^2 + t^2)^{(n+2s)/2}} dz.
$$

Integrating over $B_R^+$, we get that

$$
\int_{B_R^+} t^{1-2s} \overline{u}^2 dx dt \leq p_{n,s} \int_{|x| \leq R, z \in \mathbb{R}^n} u^2(z) \left\{ \int_0^R \frac{t}{(|x - z|^2 + t^2)^{(n+2s)/2}} dt \right\} dz dx \leq C \int_{|x| \leq R, z \in \mathbb{R}^n} u^2(z) \cdot |x - z|^{-(n+2s-2)} \left( (|x - z|^2 + R^2)^{-\frac{n+2s-2}{2}} \right) dz dx,
$$

where we note that $n + 2s \neq 2$. 


Now we split the above integral into integrals over \( \{|x - z| < 4R\} \) and \( \{|x - z| \geq 4R\} \). For the region \( \{|x - z| < 4R\} \), we have

\[
\int_{\{|x| \leq R, |x - z| < 4R\}} u^2(z) \cdot |x - z|^{-(n + 2s + 2) - (|x - z|^2 + R^2) - \frac{n + 2s - 2}{2}} \, dz \, dx
\]

(3.12) \leq \int_{\{|x| \leq R, |x - z| < 4R\}} u^2(z) \cdot \left\{ |x - z|^{-(n + 2s + 2)} + (|x - z|^2 + R^2)^{-\frac{n + 2s - 2}{2}} \right\} \, dz \, dx

\leq CR^{2(1 - s)} \int_{B_{5R}} u^2(z) \, dz

since \( \{|x| \leq R, |x - z| < 4R\} \subset \{|x| \leq 5R, |x - z| < 4R\} \). Then Hölder’s inequality and Lemmas 3.1, 3.2 and 3.4 yield that

\[
\int_{B_{5R}} u^2(z) \, dz
\]

\leq \int_{B_{3R_0}} u^2(z) \, dz + \left( \int_{\mathbb{R}^n \setminus B_{3R_0}} |x|^a |u|^{p + 1} \eta^2 \right)^{\frac{2}{p + 1}} \left( \int_{B_{5R} \setminus B_{3R_0}} |x|^{-\frac{2a}{p - 1}} \eta^{-\frac{4}{p - 1}} \right)^{\frac{p - 1}{p + 1}}\]

\leq \int_{B_{3R_0}} u^2(z) \, dz + CR^{(n - \frac{2a}{p - 1})} \left( \int_{\mathbb{R}^n} u^2(z) \rho_R(z) \, dz \right)^{\frac{2}{p + 1}}

\leq CR^{n - \frac{4a}{p - 1} - \frac{2a}{p - 1}},

where we used the assumption \( p > p_S(n, s, a) \), and a constant \( C = C(n, s, p, a, R_0, u) > 0 \) may vary from line to line. Thus this estimate combines with (3.12) to have

\[
\int_{\{|x| \leq R, |x - z| < 4R\}} u^2(z) \cdot |x - z|^{-(n + 2s + 2) - (|x - z|^2 + R^2)^{-\frac{n + 2s - 2}{2}}} \, dz \, dx
\]

(3.13) \leq CR^{n + 2 - 2s + \frac{p + 1}{p - 1} - \frac{2a}{p - 1}}.

For the region \( \{|x - z| \geq 4R\} \), it follows by the mean-value theorem, Corollary 3.3 and Lemma 3.4 that

\[
\int_{|x| \leq R, |x - z| \geq 4R} u^2(z) \cdot |x - z|^{-(n + 2s + 2) - (|x - z|^2 + R^2)^{-\frac{n + 2s - 2}{2}}} \, dz \, dx
\]

\leq CR^2 \int_{\{|x| \leq R, |x - z| \geq 4R\}} u^2(z) |x - z|^{-(n + 2s)} \, dz \, dx

\leq C R^{n + 2} \int_{\{|z| \geq 3R\}} u^2(z) |z|^{-(n + 2s)} \, dz

\leq CR^2 \int_{\{|z| \geq R\}} u^2(z) \rho_R(z) \, dz \leq CR^{n + 2 - 2s + \frac{p + 1}{p - 1} - \frac{2a}{p - 1}}.

This finishes the proof with the use of (3.13). \qed
Lemma 3.6. With the same assumption as Lemma 3.5, there is a constant $C = C(n, s, p, a, \gamma, R_0, u) > 0$ such that for any $R \geq 3R_0$,
\[
\int_{B_R^+ \setminus B_{2R_0}^+} t^{1-2s} |\nabla u|^2 \, dxdt + \int_{B_R} (|x|^a |u|^{p+1} + |x|^{-2s} u^2) \, dx \leq CR^{n-2s+1} - \frac{2n}{p-1}.
\]

Proof. Let $\eta \in C_c^\infty(\mathbb{R}^{n+1}_+)$ be a cut-off function such that $\eta \equiv 1$ on $B_R^+ \setminus B_{2R_0}^+$ and $\eta \equiv 0$ on $B_{R_0}^+ \cup (\mathbb{R}^{n+1}_+ \setminus B_{2R}^+)$. Multiplying (2.1) by $\kappa_s \int_{\partial \mathbb{R}^n_+} \{ |x|^a |u|^{p+1} \eta^2(x, 0) + \gamma |x|^{-2s} u^2 \eta^2(x, 0) \} \, dx$
\[
(3.14)
\]
\[
= \int_{\mathbb{R}^{n+1}_+} t^{1-2s} \nabla \eta \cdot \nabla (\eta^2) \, dxdt
\]
\[
= \int_{\mathbb{R}^{n+1}_+} t^{1-2s} \{ |\nabla (\eta^2)|^2 - \kappa_s^2 |\nabla \eta|^2 \} \, dxdt.
\]
Since $u$ is stable outside $B_{R_0}$, it follows from Lemma 2.4, the Hardy inequality (1.14) and the trace inequality (2.5) that
\[
\kappa_s \int_{\partial \mathbb{R}^n_+} \{ |x|^a |u|^{p+1} \eta^2(x, 0) + \gamma |x|^{-2s} u^2 \eta^2(x, 0) \} \, dx
\]
\[
\leq \frac{1}{p} \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla (\eta^2)|^2 \, dxdt + \kappa_s \left( 1 - \frac{1}{p} \right) \int_{\partial \mathbb{R}^n_+} \gamma |x|^{-2s} u^2 \eta^2(x, 0) \, dx
\]
\[
\leq \frac{1}{p} \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla (\eta^2)|^2 \, dxdt + \kappa_s \left( 1 - \frac{1}{p} \right) \frac{\max(\gamma, 0)}{\Lambda_{n,s}} \| \eta(\cdot, 0) \|_{H^s(\mathbb{R}^n)}^2
\]
\[
\leq \left\{ \frac{1}{p} + \left( 1 - \frac{1}{p} \right) \frac{\max(\gamma, 0)}{\Lambda_{n,s}} \right\} \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla (\eta^2)|^2 \, dxdt.
\]
This combined with (3.14) implies
\[
\left[ 1 - \left\{ \frac{1}{p} + \left( 1 - \frac{1}{p} \right) \frac{\max(\gamma, 0)}{\Lambda_{n,s}} \right\} \right] \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla (\eta^2)|^2 \, dxdt \leq \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \eta|^2 \, dxdt.
\]
Then we have that
\[
\int_{B_R^+ \setminus B_{2R_0}^+} t^{1-2s} |\nabla \eta|^2 \, dxdt \leq C \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \eta|^2 \, dxdt
\]
\[
\leq C \int_{B_{2R_0}^+ \setminus B_R^+} t^{1-2s} u^2 \, dxdt + CR^{-2} \int_{B_{2R}^+ \setminus B_R^+} t^{1-2s} u^2 \, dxdt.
\]
By utilizing (1.14) and (2.5), we deduce
\[
\kappa_s \int_{\partial \mathbb{R}^n_+} |x|^{-2s} u^2 \eta^2(\cdot, 0) \, dx \leq \frac{\kappa_s}{\Lambda_{n,s}} \| \eta(\cdot, 0) \|_{H^s(\mathbb{R}^n)}^2 \leq \frac{1}{\Lambda_{n,s}} \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla (\eta^2)|^2 \, dxdt,
\]
and in light of (3.15) and (3.18),

\[
\kappa_s \int_{\partial R_{n+1}^+} |x|^{a} |u|^{p+1} \eta^2(x,0) \, dx \leq \left\{ \frac{1}{p} + \left( 1 - \frac{1}{p} \right) \frac{\max(\gamma,0)}{\Lambda_{n,s}} \right\} \int_{R_{n+1}^+} t^{1-2s} |\nabla (\eta \eta)|^2 \, dx \, dt \\
+ \frac{\max(-\gamma,0)}{\Lambda_{n,s}} \int_{R_{n+1}^+} t^{1-2s} |\nabla (\eta \eta)|^2 \, dx \, dt.
\]

Therefore the result follows from (3.16)–(3.19) and Lemma 3.5.

4. Subcritical and critical cases

In this section, we prove Theorem 1.1 in the case when $1 < p \leq p_S(n,s,a)$.

Proof of Theorem 1.1 in the subcritical and critical cases. Firstly, we may assume that a solution $u$ to (1.1) is stable outside $B_{R_0}$ with a constant $R_0 \geq 1$. By letting $R \to +\infty$ in (3.8) and utilizing Lemma 3.1, we have

\[
\limsup_{R \to \infty} \left\{ \|u \eta_R\|_{\dot{H}^s(\mathbb{R}^n)}^2 + \| |x|^a |u|^{p+1} \eta^2_R \|_{L^1(\mathbb{R}^n)} \right\} < \infty
\]

and hence it follows from (1.5) that

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u \psi_0(x) - u \psi_0(y)|^2}{|x-y|^{n+2s}} \, dx \, dy < \infty
\]

and $u \psi_0$ belongs to $\dot{H}^s(\mathbb{R}^n) \cap L^{p+1}(\mathbb{R}^n; |x|^a \, dx)$, where $\psi_0 := \psi(\frac{\cdot}{R_0})$ with $\psi$ is given in Corollary 3.3. Then using the assumption that $u \in C^{2\sigma}_{\text{loc}}(\mathbb{R}^n)$, we deduce that

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2s}} \, dx \, dy < \infty;
\]

see the proof of Lemma 5.1 of [17] for the estimate of $u(1 - \psi_0)$. Here we note that supp$(1 - \psi_0) \subset B_{2R_0}$. Thus in light of (1.5), we conclude that $u$ belongs to $\dot{H}^s(\mathbb{R}^n) \cap L^{p+1}(\mathbb{R}^n; |x|^a \, dx)$, and the Hardy inequality (1.14) holds with $\phi = u$. By multiplying the equation (1.1) by $u$ and integrating, it holds that

\[
\gamma \int_{\mathbb{R}^n} |x|^{-2s} u^2 \, dx + \int_{\mathbb{R}^n} |x|^a |u|^{p+1} \, dx = \|u\|_{\dot{H}^s(\mathbb{R}^n)}^2
\]

in view of (1.8). Here we used the assumption that $u \in C^{2\sigma}(\mathbb{R}^n) \cap L^1(\mathbb{R}^n)$.

Direct computation shows that for $x \in \mathbb{R}^n \setminus \{0\}$,

\[
(\gamma |x|^{-2s} u + |x|^a |u|^{p-1} u) \nabla u \cdot x = \text{div} \left( \frac{\gamma |x|^{-2s} u^2}{2} x + \frac{|x|^a |u|^{p+1}}{p+1} x \right) \\
- \left( \frac{n-2s}{2} \gamma |x|^{-2s} u^2 + \frac{n+a}{p+1} |x|^a |u|^{p+1} \right).
\]
Here we note that \( u \in C^1(\mathbb{R}^n \setminus \{0\}) \) from the regularity theory since \( u \in C^{2a}(\mathbb{R}^n) \cap L^1(\mathbb{R}^n; (1 + |x|)^{-n-2s}) \); we refer to [44] for instance. Thus we have

\[
\int_{B_R \setminus B_\varepsilon} (\gamma|x|^{-2s}u + |x|^a|u|^{p-1}u) \nabla u \cdot x \, dx
\]

(4.2) \[+ \int_{B_R \setminus B_\varepsilon} \left( \frac{n - 2s}{2} \gamma|x|^{-2s}u^2 + \frac{n + a}{p + 1} |x|^a|u|^{p+1} \right) \, dx \]

\[= R \int_{\partial B_R} \left( \frac{\gamma|x|^{-2s}u^2}{2} + \frac{|x|^a|u|^{p+1}}{p + 1} \right) dS_x - \varepsilon \int_{\partial B_\varepsilon} \left( \frac{\gamma|x|^{-2s}u^2}{2} + \frac{|x|^a|u|^{p+1}}{p + 1} \right) dS_x \]

for a small \( \varepsilon > 0 \).

On the other hand, let \( X = (x, t) \). By an argument in the proof of [4 Lemma 3.1] with the use of the first equation of (2.1), we have

\[
\text{div} \left\{ t^{1-2s} \left( (X \cdot \nabla \bar{u}) \nabla \bar{u} - \frac{|\nabla \bar{u}|^2}{2} \right) X \right\} + \frac{n - 2s}{2} t^{1-2s} |\nabla \bar{u}|^2 = 0 \quad \text{in } \mathbb{R}^{n+1}_+.
\]

Integrating on \( B^+_R \setminus B^+_\varepsilon \) and using (2.1) imply that

\[
\frac{n - 2s}{2} \int_{B^+_R \setminus B^+_\varepsilon} t^{1-2s} |\nabla \bar{u}|^2 \, dx \, dt + \kappa_s \int_{B^+_R \setminus B^+_\varepsilon} (\gamma|x|^{-2s}u + |x|^a|u|^{p-1}u) \nabla u \cdot x \, dx
\]

\[= -R \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\partial_r \bar{u}|^2 \, dS_{x,t} + \varepsilon \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\partial_r \bar{u}|^2 \, dS_{x,t}
\]

\[+ \frac{R}{2} \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \bar{u}|^2 \, dS_{x,t} - \frac{\varepsilon}{2} \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \bar{u}|^2 \, dS_{x,t}
\]

where \( r = |X| \) for \( X = (x, t) \in \mathbb{R}^{n+1}_+ \). Together with (4.2), this yields that

\[
\frac{n - 2s}{2} \int_{B^+_R \setminus B^+_\varepsilon} t^{1-2s} |\nabla \bar{u}|^2 \, dx \, dt - \kappa_s \int_{B^+_R \setminus B^+_\varepsilon} \left( \frac{n - 2s}{2} \gamma|x|^{-2s}u^2 + \frac{n + a}{p + 1} |x|^a|u|^{p+1} \right) \, dx
\]

\[= -R \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\partial_r \bar{u}|^2 \, dS_{x,t} + \varepsilon \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\partial_r \bar{u}|^2 \, dS_{x,t}
\]

\[+ \frac{R}{2} \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \bar{u}|^2 \, dS_{x,t} - \frac{\varepsilon}{2} \int_{\partial B^+_R \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \bar{u}|^2 \, dS_{x,t}
\]

\[- \kappa_s R \int_{\partial B_R} \left( \frac{\gamma|x|^{-2s}u^2}{2} + \frac{|x|^a|u|^{p+1}}{p + 1} \right) \, dS_x + \kappa_s \varepsilon \int_{\partial B_\varepsilon} \left( \frac{\gamma|x|^{-2s}u^2}{2} + \frac{|x|^a|u|^{p+1}}{p + 1} \right) \, dS_x.
\]

Since \( u \in \dot{H}^a(\mathbb{R}^n) \), and \(|x|^{-2s}u^2 \) and \(|x|^a|u|^{p+1} \) are integrable by (4.1) and the Hardy inequality (1.14) with \( \phi = u \), we let \( R \to \infty \) and \( \varepsilon \to 0 \) (with suitably chosen sequences using the coarea formula) in order to get

\[
\frac{n - 2s}{2} \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \bar{u}|^2 \, dx \, dt = \kappa_s \int_{\mathbb{R}^n} \left( \frac{n - 2s}{2} \gamma|x|^{-2s}u^2 + \frac{n + a}{p + 1} |x|^a|u|^{p+1} \right) \, dx.
\]
Here we also used the equality (2.2). Then utilizing (2.2) yields the following Pohozaev identity
\[
\frac{n - 2s}{2} \left( \|u\|_{H^s(\mathbb{R}^n)}^2 - \gamma \int_{\mathbb{R}^n} |x|^{-2s} u^2 \, dx \right) = \frac{n + a}{p + 1} \int_{\mathbb{R}^n} |x|^a |u|^{p+1} \, dx.
\]
This combined with (4.1) gives that
\[
\left( \frac{n - 2s}{2} - \frac{n + a}{p + 1} \right) \int_{\mathbb{R}^n} |x|^a |u|^{p+1} \, dx = 0.
\]
Therefore we conclude that \( u \equiv 0 \) when \( 1 < p < p_S(n,s,a) \).

In the case when \( p = p_S(n,s,a) \), suppose that \( u \) is a stable solution in \( \mathbb{R}^n \). Since \( u \in H^s(\mathbb{R}^n) \), it follows from the stability (1.9) with a test function \( \phi = u \) and (4.1) that
\[
p \int_{\mathbb{R}^n} |x|^a |u|^{p+1} \, dx \leq \|u\|_{H^s(\mathbb{R}^n)}^2 - \gamma \int_{\mathbb{R}^n} |x|^{-2s} u^2 \, dx = \int_{\mathbb{R}^n} |x|^a |u|^{p+1} \, dx
\]
which yields \( u \equiv 0 \).

5. Monotonicity formula

This section is devoted to the proof of the following monotonicity formula.

**Theorem 5.1.** Let \( \overline{u} \in C^2(\mathbb{R}^{n+1}_+) \cap C(\mathbb{R}^{n+1}_+) \) with \( t^{1-2s} \partial_t \overline{u} \in C(\mathbb{R}^{n+1}_+) \) be a solution to (2.1). For \( \lambda > 0 \), let
\[
E(\overline{u}; \lambda) = \lambda^{2s \frac{p+1}{p-1} + \frac{2a}{p-1}} \left\{ \frac{1}{2} \int_{B_{\lambda}^+} t^{1-2s} |\nabla \overline{u}|^2 \, dx \, dt - \kappa_s \int_{B_{\lambda}^+ \cap \partial \mathbb{R}^{n+1}_+} \left( \frac{\gamma |x|^{-2s} |\overline{u}|^2}{2} + \frac{|x|^a |\overline{u}|^{p+1}}{p+1} \right) \, dx \right\}
+ \lambda^{2s \frac{p+1}{p-1} + \frac{2a}{p-1} - n} \cdot \frac{2s + a}{2(p-1)} \int_{\partial B_{\lambda}^+ \cap \partial \mathbb{R}^{n+1}_+} t^{1-2s} \overline{u}^2 \, dS_{x,t}.
\]
Then, \( E \) is a nondecreasing function of \( \lambda \), and
\[
\frac{dE}{d\lambda} = \lambda^{2s \frac{p+1}{p-1} + \frac{2a}{p-1} - n} \int_{\partial B_{\lambda}^+ \cap \partial \mathbb{R}^{n+1}_+} t^{1-2s} \left( r \partial_r \overline{u} + \frac{2s + a}{p-1} \overline{u} \right)^2 \, dS_{x,t},
\]
where \( r = |X| \) for \( X = (x,t) \in \mathbb{R}^{n+1}_+ \).

**Proof.** The proof is similar to the proof of [14, Theorem 1.4]. For the reader’s convenience, we will briefly sketch it. Let
\[
E_1(\overline{u}; \lambda) := \lambda^{2s \frac{p+1}{p-1} + \frac{2a}{p-1} - n} \times \left\{ \frac{1}{2} \int_{B_{\lambda}^+} t^{1-2s} |\nabla \overline{u}|^2 \, dx \, dt - \kappa_s \int_{B_{\lambda}^+ \cap \partial \mathbb{R}^{n+1}_+} \left( \frac{\gamma |x|^{-2s} |\overline{u}|^2}{2} + \frac{|x|^a |\overline{u}|^{p+1}}{p+1} \right) \, dx \right\}.
\]
Define $\pi^\lambda$ by

$$
\pi^\lambda(X) = \lambda^{\frac{2s+a}{p-1}} \pi(\lambda X) \quad \text{for } X = (x,t) \in \mathbb{R}_+^{n+1}.
$$

Then $\pi^\lambda$ also solves the equation (2.1), and it holds that

$$(5.2)$$

$$
E_1(\pi; \lambda) = E_1(\pi^\lambda; 1)
$$

$$
= \frac{1}{2} \int_{B_1^+} t^{1-2s} |\nabla \pi^\lambda|^2 \, dx \, dt
$$

$$
- \kappa_s \int_{B_1 \cap \partial \mathbb{R}_+^{n+1}} \left( \frac{|x|^{-2s} |\pi^\lambda|^2}{2} + \frac{|x|^a |\pi^\lambda|^{p-1}}{p} \right) \, dx.
$$

Differentiating (5.2) with respect to $\lambda$ and using integration by parts, we get that

$$
\frac{\partial E_1(\pi; \lambda)}{\partial \lambda} = \int_{B_1^+} t^{1-2s} \nabla \pi^\lambda \cdot \nabla (\partial_\lambda \pi^\lambda) \, dx \, dt
$$

$$
- \kappa_s \int_{B_1 \cap \partial \mathbb{R}_+^{n+1}} \left( \frac{|x|^{-2s} \pi^\lambda + |x|^a |\pi^\lambda|^{p-1} \pi^\lambda}{} \right) \partial_\lambda \pi^\lambda \, dx
$$

$$
= \int_{\partial B_1^+ \cap \partial \mathbb{R}_+^{n+1}} t^{1-2s} \partial_r \pi^\lambda \partial_\lambda \pi^\lambda \, dS_{x,t}.
$$

Here we used the fact that $\pi^\lambda$ is a solution to (2.1). Since

$$(5.3)$$

$$
\lambda \partial_\lambda \pi^\lambda(x,t) = r \partial_r \pi^\lambda(x,t) + \frac{2s + a}{p-1} \pi^\lambda(x,t),
$$

we deduce that

$$
\frac{\partial E_1(\pi; \lambda)}{\partial \lambda} = \int_{\partial B_1^+ \cap \partial \mathbb{R}_+^{n+1}} t^{1-2s} \left( \lambda \partial_\lambda \pi^\lambda - \frac{2s + a}{p-1} \pi^\lambda \right) \partial_\lambda \pi^\lambda \, dS_{x,t}
$$

$$
= \int_{\partial B_1^+ \cap \partial \mathbb{R}_+^{n+1}} t^{1-2s} \lambda^{-1} (\lambda \partial_\lambda \pi^\lambda)^2 \, dS_{x,t}
$$

$$
- \frac{\partial}{\partial \lambda} \left[ \frac{2s + a}{2(p-1)} \int_{\partial B_1^+ \cap \partial \mathbb{R}_+^{n+1}} t^{1-2s} (\pi^\lambda)^2 \, dS_{x,t} \right].
$$

Utilizing (5.3) and scaling back, the monotonicity (5.1) follows.

6. Homogeneous solution

In order to prove the stability result in the supercritical case, we first derive the following Liouville type theorem for stable homogeneous solutions to the $s$-harmonic extension problem. Here we impose the conditions $\gamma < \gamma_{n,s,a}(p)$, $p > p_S(n, s, a)$ and (P), and the proof uses a similar argument in Section 5 of [14].
Theorem 6.1. Assume that $\gamma < \gamma_{n,s,a}(p)$, $p > p_S(n,s,a)$ and \((\mathcal{P})\). Let $\overline{u} \in H^1_{\text{loc}}(\mathbb{R}^{n+1}_+ \setminus \{0\}; t^{-2s} \, dx \, dt)$ with $u := \overline{u}(\cdot, 0) \in L^{p+1}_{\text{loc}}(\mathbb{R}^n \setminus \{0\})$ be a homogeneous solution of

\[
\begin{cases}
- \nabla \cdot (t^{-2s} \nabla u) = 0 & \text{in } \mathbb{R}^{n+1}_+, \\
- \lim_{t \to 0} t^{-2s} \partial_t u = \kappa_s(\gamma |x|^{-2s}u + |x|^a |u|^{p-1}u) & \text{on } \partial \mathbb{R}^{n+1}_+ \setminus \{0\}
\end{cases}
\]

in the distributional sense, that is, for any $\phi \in C_{c}^\infty(\mathbb{R}^{n+1}_+ \setminus \{0\})$,

\[
\int_{\mathbb{R}^{n+1}_+} t^{-2s} \nabla u \cdot \nabla \phi \, dx \, dt = \kappa_s \int_{\partial \mathbb{R}^{n+1}_+} (\gamma |x|^{-2s}u + |x|^a |u|^{p-1}u) \phi(x,0) \, dx.
\]

If $\overline{u}$ is stable except the origin in the sense of Lemma 2.4, i.e., for any $\phi \in C_{c}^1(\mathbb{R}^{n+1}_+ \setminus \{0\})$,

\[
\kappa_s \int_{\mathbb{R}^n} \{p|x|^a |u|^{p-1} \phi^2(x,0) + \gamma |x|^{-2s} \phi^2(x,0)\} \, dx \leq \int_{\mathbb{R}^{n+1}_+} t^{-2s} |\nabla \phi|^2 \, dx \, dt,
\]

then $\overline{u} \equiv 0$.

Proof. We consider standard polar coordinates in $\mathbb{R}^{n+1}_+$: $X = (x,t) = r \theta$, where $r = |X|$ and $\theta = \frac{X}{|X|}$. Let $\theta_1 = \frac{t}{|X|}$ denote the component of $\theta$ in the $t$ direction and $S^n_+ = \{X \in \mathbb{R}^{n+1}_+: r = 1, \theta_1 > 0\}$ denote the upper half of the unit sphere.

Step 1. Since $\overline{u}$ is a homogeneous solution of (6.1), we may assume that for some $\psi \in H^1(S^n_+; \theta_1^{-2s})$,

\[
\overline{u}(X) = r^{-\frac{2s+a}{p-1}} \psi(\theta).
\]

Here $H^1(S^n_+; \theta_1^{-2s})$ is the completion of $C^\infty(S^n_+)$ with respect to the norm

\[
\|\psi\|^2_{H^1(S^n_+; \theta_1^{-2s})} = \int_{S^n_+} \theta_1^{-2s} \{\psi^2(\theta) + |\nabla S^n \psi|^2\}.
\]

Since $\overline{u}$ solves (6.1), $\psi$ satisfies

\[
\begin{cases}
- \text{div} \, S^n (\theta_1^{-2s} \nabla S^n \psi) + \beta \theta_1^{-2s} \psi = 0 & \text{on } S^n_+, \\
- \lim_{\theta_1 \to 0} \theta_1^{-2s} \partial_{\theta_1} \psi = \kappa_s(\gamma \psi + |\psi|^{p-1} \psi) & \text{on } \partial S^n_+,
\end{cases}
\]

where $\partial_{\theta_1} \psi$ is the directional derivative of $\psi$ along the inward unit normal vector to $\partial S^n_+$, the boundary of $S^n_+$, and a positive constant $\beta$ is given by

\[
\beta = \frac{2s+a}{p-1} \left(n - 2s - \frac{2s+a}{p-1}\right).
\]

By multiplying (6.5) by $\psi$ and integrating by parts, we get

\[
\int_{S^n_+} \theta_1^{-2s} |\nabla S^n \psi|^2 + \beta \int_{S^n_+} \theta_1^{-2s} \psi^2 = \kappa_s \int_{\partial S^n_+} (\gamma \psi^2 + |\psi|^{p+1}).
\]
Step 2. We claim that for any $\varphi \in H^1(S^n_+; \theta_1^{1-2s})$,
\begin{equation}
\kappa_s \int_{\partial S^n_+} (p|\psi|^{p-1} + \gamma) \varphi^2 \leq \int_{S^n_+} \theta_1^{1-2s} |\nabla \varphi|^2 + \left( \frac{n-2s}{2} \right)^2 \int_{S^n_+} \theta_1^{1-2s} \varphi^2.
\end{equation}

For a small constant $\varepsilon \in (0, 1)$, we choose a standard cut-off function $\eta_\varepsilon \in C^\infty_c(\mathbb{R}^n_+)$ at the origin and at infinity, i.e., $\chi_{(\varepsilon, 1/\varepsilon)}(r) \leq \eta_\varepsilon(r) \leq \chi_{(\varepsilon/2, 2/\varepsilon)}(r)$, and let $\varphi \in H^1(S^n_+; \theta_1^{1-2s}) \cap C^\infty(S^n_+)$.

Then we use the stability \([6.3]\) with
\[\phi(X) = r^{-(n-2s)/2} \eta_\varepsilon(r) \varphi(\theta) \quad \text{for} \quad X \in \mathbb{R}^{n+1}_+\]
to obtain that
\[
\kappa_s \int_{\partial S^n_+} (p|\psi|^{p-1} + \gamma) \varphi^2 \cdot \int_0^\infty \frac{1}{r} \eta_\varepsilon^2(r) \, dr
\leq \int_{S^n_+} \theta_1^{1-2s} |\nabla \varphi|^2 \cdot \int_0^\infty \frac{1}{r} \eta_\varepsilon^2(r) \, dr
\]
\[- \int_{S^n_+} \theta_1^{1-2s} \varphi^2 \cdot \int_0^\infty \frac{1}{r} \left( r \eta_\varepsilon'(r) - \left( \frac{n-2s}{2} \right) \eta_\varepsilon(r) \right)^2 \, dr.
\]
\[
\text{Since}
\]
\[
2 \log \frac{1}{\varepsilon} \leq \int_0^\infty \frac{1}{r} \eta_\varepsilon^2(r) \, dr \leq 2 \log \frac{2}{\varepsilon}, \quad \forall \ 0 < \varepsilon < 1
\]
and $\int_0^\infty r (\eta_\varepsilon')^2(r) \, dr$ is uniformly bounded for any $0 < \varepsilon < 1$ from the choice of $\eta_\varepsilon$, the inequality \([6.7]\) holds for any $\varphi \in C^\infty(S^n_+)$ by letting $\varepsilon \to 0$. Since $C^\infty(S^n_+)$ is dense in $H^1(S^n_+; \theta_1^{1-2s})$, we deduce that \([6.7]\) holds for any $\varphi \in H^1(S^n_+; \theta_1^{1-2s})$.

Step 3. As in \([23\text{, Lemma 3.1}]\) by Fall, for $\alpha \in [0, (n-2s)/2)$, let
\[v_\alpha(x) = |x|^{-(n-2s)/2+\alpha}, \quad \forall \ x \in \mathbb{R}^n \setminus \{0\},\]
and $\overline{v}_\alpha$ be its $s$-harmonic extension given by Theorem \([2.1]\) Then $\overline{v}_\alpha \in C^2(\mathbb{R}^{n+1}_+ \cap C(\mathbb{R}^{n+1}_+ \setminus \{0\})$ satisfies
\[
\begin{cases}
- \nabla \cdot (t^{1-2s} \nabla \overline{v}_\alpha) = 0 & \quad \text{in} \quad \mathbb{R}^{n+1}_+, \\
\overline{v}_\alpha = v_\alpha & \quad \text{on} \quad \partial \mathbb{R}^{n+1}_+ \setminus \{0\}, \\
- \lim_{t \to 0} \int^{1-2s} \partial_t \overline{v}_\alpha = \kappa_s \lambda(\alpha) |x|^{-2s} v_\alpha & \quad \text{on} \quad \partial \mathbb{R}^{n+1}_+ \setminus \{0\},
\end{cases}
\]

where a constant $\lambda(\alpha)$ is given by \([1.12]\). In light of the proof of \([23\text{, Lemma 3.1}]\), we see that a positive function $\overline{v}_\alpha$ is homogeneous, i.e., there exists a function $\phi_\alpha \in H^1(S^n_+; \theta_1^{1-2s}) \cap C(S^n_+)$ such that
\[\overline{v}_\alpha(X) = r^{-(n-2s)/2+\alpha} \phi_\alpha(\theta), \quad \forall \ X \in \mathbb{R}^{n+1}_+.
\]
Thus it can be checked that $\phi_\alpha > 0$ and $\theta_1^{1-2s} \partial_1 \phi_\alpha \in C(\overline{S^n_+})$, and $\phi_\alpha$ satisfies
\begin{equation}
\begin{aligned}
- \text{div}_{S^n} \left( \theta_1^{1-2s} \nabla_{S^n} \phi_\alpha \right) + \left\{ \left( \frac{n-2s}{2} \right)^2 - \alpha^2 \right\} \theta_1^{1-2s} \phi_\alpha &= 0 \quad \text{on } S^n_+, \\
\phi_\alpha &= 1 \quad \text{on } \partial S^n_+, \\
- \lim_{\theta_1 \to 0} \theta_1^{1-2s} \partial_1 \phi_\alpha &= \kappa_s \lambda(\alpha) \quad \text{on } \partial S^n_+,
\end{aligned}
\end{equation}
(6.8)

see also [24, Lemma 2.1]. By multiplying the equation (6.8) by $\varphi^2 / \phi_\alpha$ and integrating by parts, we deduce that for any $\varphi \in H^1(S^n_+, \theta_1^{1-2s})$,
\begin{equation}
\begin{aligned}
\int_{S^n_+} \theta_1^{1-2s} |\nabla_{S^n} \varphi|^2 + \left\{ \left( \frac{n-2s}{2} \right)^2 - \alpha^2 \right\} \int_{S^n_+} \theta_1^{1-2s} \varphi^2 &= \kappa_s \lambda(\alpha) \int_{\partial S^n_+} \varphi^2 + \int_{S^n_+} \theta_1^{1-2s} \phi_\alpha^2 \nabla_{S^n} \left( \frac{\varphi}{\phi_\alpha} \right)^2.
\end{aligned}
\end{equation}
(6.9)

where we used the equality
\begin{align*}
\nabla_{S^n} \phi_\alpha \cdot \nabla_{S^n} \left( \frac{\varphi^2}{\phi_\alpha} \right) &= \left| \nabla_{S^n} \varphi \right|^2 - \left| \nabla_{S^n} \left( \frac{\varphi}{\phi_\alpha} \right) \right|^2 \phi_\alpha^2.
\end{align*}

**Step 4.** We first note that $\phi_\alpha \in C^2(S^n_+) \cap C(\overline{S^n_+})$ for $0 \leq \alpha < (n-2s)/2$. Since
\begin{equation}
\text{div} \left( \theta_1^{1-2s} \nabla_{S^n} \phi_0 \right) = \left( \frac{n-2s}{2} \right)^2 \theta_1^{1-2s} \phi_0 \geq \left\{ \left( \frac{n-2s}{2} \right)^2 - \alpha^2 \right\} \theta_1^{1-2s} \phi_0 \quad \text{on } S^n_+,
\end{equation}
and $\phi_0 = \phi_\alpha = 1$ on $\partial S^n_+$, the maximum principle implies that for any $\alpha \in (0, (n-2s)/2)$,
\begin{equation}
\phi_0 \leq \phi_\alpha \quad \text{on } S^n_+.
\end{equation}
(6.10)

**Step 5.** Now let us fix
\begin{equation}
\alpha := \frac{n-2s}{2} - \frac{2s+a}{p-1} \in \left(0, \frac{n-2s}{2}\right).
\end{equation}
(6.11)

With this choice of $\alpha$, we have that
\begin{equation}
\left( \frac{n-2s}{2} \right)^2 - \alpha^2 = \frac{2s+a}{p-1} \left( n-2s - \frac{2s+a}{p-1} \right) = \beta \quad \text{and } \quad \lambda(\alpha) = \gamma_{n,s,a}(p).
\end{equation}
(6.12)

By applying (6.7) with $\varphi = \psi \phi_0 / \phi_\alpha$ with $\alpha$ as in (6.11), it follows that
\begin{equation}
\begin{aligned}
\kappa_s \int_{\partial S^n_+} (p|\psi|^{p+1} + \gamma |\psi|^2) \leq \int_{S^n_+} \theta_1^{1-2s} \left| \nabla_{S^n} \left( \frac{\psi \phi_0}{\phi_\alpha} \right) \right|^2 \\
+ \left( \frac{n-2s}{2} \right)^2 \int_{S^n_+} \theta_1^{1-2s} \left( \frac{\psi \phi_0}{\phi_\alpha} \right)^2.
\end{aligned}
\end{equation}
(6.13)
If $\alpha = 0$, then the equality (6.9) leads to
\[
\int_{S_+^n} \theta_1^{1-2s} |\nabla S\varphi|^2 + \left(\frac{n - 2s}{2}\right)^2 \int_{S_+^n} \theta_1^{1-2s} \varphi'^2 = \kappa_s \Lambda_{n,s} \int_{\partial S_+^n} \varphi^2 + \int_{S_+^n} \theta_1^{1-2s} \phi_0^2 |\nabla S\varphi| \left(\frac{\varphi}{\phi_0}\right)^2.
\]
Using (6.13) and selecting $\varphi = \psi_0 / \phi_0$, this equality yields
\[
\kappa_s \int_{\partial S_+^n} (p|\psi|^p + \gamma \psi^2) \leq \kappa_s \Lambda_{n,s} \int_{\partial S_+^n} \psi^2 + \int_{S_+^n} \theta_1^{1-2s} \phi_0^2 |\nabla S\varphi| \left(\frac{\psi}{\phi_0}\right)^2.
\]
Then by the comparison (6.10), we have that
\[
\kappa_s \int_{\partial S_+^n} (p|\psi|^p + \gamma \psi^2) \leq \kappa_s \Lambda_{n,s} \int_{\partial S_+^n} \psi^2 + \int_{S_+^n} \theta_1^{1-2s} |\nabla S\psi|^2 + \beta \int_{S_+^n} \theta_1^{1-2s} \psi^2.
\]
Then in light of (6.6), the above estimate implies that
\[
(p - 1) \int_{\partial S_+^n} |\psi|^{p+1} \leq \left(\Lambda_{n,s} - \gamma_{n,s,a}(p)\right) \int_{\partial S_+^n} \psi^2.
\]
On the other hand, by utilizing (6.6), (6.9) (with $\varphi = \psi$ and $\alpha$ as in (6.11)) and (6.12), it holds that
\[
\int_{\partial S_+^n} |\psi|^{p+1} \geq \left(\gamma_{n,s,a}(p) - \gamma\right) \int_{\partial S_+^n} \psi^2.
\]
Therefore, by (6.14) and (6.15), we deduce that
\[
\{p(\gamma_{n,s,a}(p) - \gamma) - \Lambda_{n,s} + \gamma\} \int_{\partial S_+^n} \psi^2 \leq 0.
\]
From the assumption (P), it follows that $\psi \equiv 0$ on $\partial S_+^n$. Since $\psi$ solves (6.5) with a positive constant $\beta$, the maximum principle implies that $\psi \equiv 0$ in $S_+^n$ completing the proof of Theorem 6.1.

7. Blow-down analysis

In this section, we are going to prove Theorem 1.1 for the supercritical case.

Proof of Theorem 1.1 We assume $\gamma < \gamma_{n,s,a}(p)$, $p > p_S(n,s,a)$ and (P). For a solution $u$ of (1.1) which is stable outside $B_{R_0}$, let $\overline{u}$ be its $s$-harmonic extension by Theorem 2.1 Then $\overline{u}$ satisfies (2.1) and the inequality (2.4) holds for any $\phi \in C^1_c(\mathbb{R}^{n+1}_+)$ with supp $\phi(\cdot, 0) \subset \mathbb{R}^n \setminus B_{R_0}$. Here we may assume that $R_0 \geq 1$. 

}\[
\text{\hfill } \square
Step 1. We first claim that
\[ \lim_{\lambda \to +\infty} E(\overline{u}; \lambda) < +\infty. \]

Once we have a uniform upper bound of \( E(\overline{u}; \lambda) \) with respect to \( \lambda > 0 \), the monotonicity of \( E \) in Theorem 5.1 will imply the above claim. In order to prove boundedness of \( E(\overline{u}; \lambda) \), we decompose \( E(\overline{u}; \lambda) \) into \( E_1(\overline{u}; \lambda) + E_2(\overline{u}; \lambda) \), where
\[ E_1(\overline{u}; \lambda) := \lambda^{2s + \frac{p+1}{p-1} + \frac{2a}{p-1} - n} \]
\[ \times \left\{ \frac{1}{2} \int_{B^+_\lambda} t^{-2s} |\nabla \overline{u}|^2 \, dx \, dt - \kappa_s \int_{B\lambda \cap \partial \mathbb{R}^{n+1}_+} \left( \frac{\gamma |x|^{-2s} |\overline{u}|^2}{2} + |x|^n |\overline{u}|^{p+1} \right) \, dx \right\}, \]
and
\[ E_2(\overline{u}; \lambda) := \lambda^{2s + \frac{p+1}{p-1} + \frac{2a}{p-1} - n - 1} \cdot \frac{2s + a}{2(p-1)} \int_{\partial B^+_\lambda \cap \mathbb{R}^{n+1}_+} t^{-2s} u^2 \, dS_{x,t}. \]

With the use of Lemma 2.2 and Lemma 3.6, it follows that
\[ E(\overline{u}; \lambda) \leq \frac{1}{\lambda} \int_{\lambda}^{2\lambda} E(\overline{u}; \tau) \, d\tau \leq C + \frac{2s + a}{2(p-1)} \int_{B^+_\lambda \setminus B^+_\lambda} t^{-2s} u^2 \, dx \, dt. \]

The second integral in the above estimate is uniformly bounded for any \( \lambda > 3R_0 \) by Lemma 3.5. Thus we deduce that \( E(\overline{u}; \lambda) \) is uniformly bounded from above for any \( \lambda > 3R_0 \).

Step 2. For \( \lambda > 0 \), let
\[ \overline{u}^\lambda(X) = \lambda^{\frac{2s + a}{p-1}} u(\lambda X) \quad \text{for} \quad X = (x, t) \in \mathbb{R}^{n+1}. \]

Then direct computation shows that \( \overline{u}^\lambda \) satisfies (2.1), and is stable outside \( B_{R_0/\lambda} \) in the sense of Lemma 2.4.

In light of the energy estimates in Lemmas 3.5 and 3.6 with Lemma 2.2, \( \{\overline{u}^\lambda\}_{\lambda > 1} \) is uniformly bounded in \( H^{1}_{\text{loc}}(\mathbb{R}^{n+1}_+; t^{1-2s} \, dx \, dt) \) since for a given \( R > 3R_0 \) and any \( \lambda > 1 \),
\begin{align*}
\int_{B^+_R} t^{-2s} |\nabla \overline{u}|^2 \, dx \, dt &= \lambda^{-n-2+2s \frac{p+1}{p-1} + \frac{2a}{p-1}} \int_{B^+_\lambda R} t^{1-2s} u^2 \, dx \, dt 
\leq CR^{n+2-2s \frac{p+1}{p-1} - \frac{2a}{p-1}}, \\
\int_{B^+_R} t^{-2s} |\nabla \overline{u}|^2 \, dx \, dt &= \lambda^{-n+2s \frac{p+1}{p-1} + \frac{2a}{p-1}} \int_{B^+_\lambda R} t^{1-2s} |\nabla \overline{u}|^2 \, dx \, dt 
\leq CR^{n-2s \frac{p+1}{p-1} - \frac{2a}{p-1}}.
\end{align*}

Here we notice that \( p > p_S(n, s, a) \) and that
\[ \int_{B^+_{2R_0}} t^{-2s} |\nabla \overline{u}|^2 \, dx \, dt < C_0. \]
with some constant $C_0 > 0$ by Lemma 2.2. Then by a diagonal argument, there exist a sequence \( \{\lambda_i\} \) and a limit function \( \overline{\pi}^\infty \) such that \( \lambda_i \to +\infty \) and \( \overline{\pi}^{\lambda_i} \) converges weakly to \( \overline{\pi}^\infty \) in \( H^1_{\text{loc}}(\mathbb{R}^{n+1}_+; t^{1-2s} \, dx \, dt) \) as \( i \to \infty \). By Lemma 2.3 together with (7.1), \( \overline{\pi}^{\lambda_i} \) converges strongly to \( \overline{\pi}^\infty \) in \( L^2_{\text{loc}}(\mathbb{R}^{n+1}_+; t^{1-2s} \, dx \, dt) \) as \( i \to \infty \), up to a subsequence. Moreover, by arguing similarly as for (7.1), Lemma 3.6 implies that

\[
\int_{B_R} |x|^a |\overline{\pi}^\lambda(x, 0)|^{p+1} + |x|^{-2s} |\overline{\pi}^{\lambda_i}(x, 0)|^2 \, dx \leq CR^{n-2s} - \frac{2a}{p-1} \nu_1
\]

for any \( R > 3R_0 \) and any \( \lambda > 1 \). This estimate combined with Fatou’s lemma yields that a limit \( \overline{\pi}^\infty \) of \( \{\overline{\pi}^{\lambda_i}\} \) as \( i \to \infty \) (up to a subsequence) satisfies (6.1) in the distributional sense, and \( \overline{\pi}^\infty \) is stable except the origin in the sense of Lemma 2.4. That is, the equality (6.2) and the inequality (6.3) (with \( \overline{\pi} = \overline{\pi}^\infty \)) hold true for any \( \phi \in C_0^\infty(\mathbb{R}^{n+1}_+ \setminus \{0\}) \).

**Step 3.** Now we will prove that \( \overline{\pi}^\infty \) is homogeneous. Firstly, we recall the scaling property enjoyed by \( E \): for any \( \lambda > 0 \) and \( R > 0 \), \( E(\overline{\pi}; \lambda R) = E(\overline{\pi}^\lambda; R) \). Utilizing the convergence of \( E(\overline{\pi}; \lambda) \) as \( \lambda \to \infty \) by Step 1, the scaling property and the monotonicity of \( E \) from Theorem 5.1 imply that for any \( R_2 > R_1 > 0 \),

\[
0 = \lim_{i \to +\infty} \left\{ E(\overline{\pi}^{\lambda_i}; R_2) - E(\overline{\pi}^{\lambda_i}; R_1) \right\} = \lim_{i \to +\infty} \left\{ E(\overline{\pi}^{\lambda_i}; R_2) - E(\overline{\pi}^{\lambda_i}; R_1) \right\}
\]

\[
\geq \liminf_{i \to +\infty} \int_{B^+_{R_2} \setminus B^+_{R_1}} t^{1-2s} r^{2s \frac{p+1}{p-1} + \frac{2a}{p-1} - n-2} \left( r \partial_r \overline{\pi}^{\lambda_i} + \frac{2s+a}{p-1} \overline{\pi}^{\lambda_i} \right)^2 \, dx \, dt.
\]

Thus the convergence of \( \{\overline{\pi}^{\lambda_i}\} \) as \( i \to \infty \) by Step 2 yields that for any \( R_2 > R_1 > 0 \),

\[
\int_{B^+_{R_2} \setminus B^+_{R_1}} t^{1-2s} r^{2s \frac{p+1}{p-1} + \frac{2a}{p-1} - n-2} \left( r \partial_r \overline{\pi}^{\infty} + \frac{2s+a}{p-1} \overline{\pi}^{\infty} \right)^2 \, dx \, dt \leq 0,
\]

where we used the lower semicontinuity from the weak convergence of \( \{\overline{\pi}^{\lambda_i}\} \) to \( \overline{\pi}^\infty \) in \( H^1_{\text{loc}}(\mathbb{R}^{n+1}_+; t^{1-2s} \, dx \, dt) \). So, it follows that

\[
\partial_r \overline{\pi}^\infty + \frac{2s+a}{p-1} \overline{\pi}^\infty = 0 \quad \text{a.e. in } \mathbb{R}^{n+1}_+,
\]

and hence we deduce that \( \overline{\pi}^\infty(X) = r^{\frac{2s+a}{p-1}} \psi(\theta) \) for some function \( \psi \in H^1(S^n_+; \theta_1^{1-2s}) \).

**Step 4.** Then we conclude that \( \overline{\pi}^\infty \equiv 0 \) by Theorem 6.1 since \( \overline{\pi}^\infty \) satisfies the assumptions of Theorem 6.1 in light of Steps 2 and 3.

**Step 5.** Now we claim that \( \overline{\pi}^\lambda \) converges strongly to 0 in \( H^1_{\text{loc}}(\mathbb{R}^{n+1}_+ \setminus \{0\}; t^{1-2s} \, dx \, dt) \) and \( \overline{\pi}^\lambda(\cdot, 0) \) converges strongly to 0 in \( L^p_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) \) as \( \lambda \to \infty \). Note that \( \overline{\pi}^\lambda \) satisfies (2.1), and \( \overline{\pi}^\lambda \) is stable outside \( B_{R_0/\lambda} \). Let \( R > 1 \) and \( 0 < \epsilon < 1 \) be any given constants. Arguing similarly for the estimate (3.17), we have that for sufficiently large \( \lambda > 1 \) such that \( B^+_{R_0/\lambda} \subset B^+_{\epsilon/2} \),

(7.2) \[
\int_{B^+_R \setminus B^+_\epsilon} t^{1-2s} |\nabla \overline{\pi}^\lambda|^2 \, dx \, dt \leq C \epsilon^{-2} \int_{B^+_\epsilon} t^{1-2s} |\overline{\pi}^\lambda|^2 \, dx \, dt + CR^{-2} \int_{B^+_2 \setminus B^+_R} t^{1-2s} |\overline{\pi}^\lambda|^2 \, dx \, dt.
\]
Then this estimate and the strong convergence of \( \{ \bar{u}^\lambda \} \) to \( \bar{u}^\infty \equiv 0 \) in \( L^2_{\text{loc}}(\mathbb{R}^{n+1}_+; t^{1-2s} \, dx \, dt) \) from Steps 2–4 imply that \( \bar{u}^\lambda \) converges strongly to 0 in \( H^1_{\text{loc}}(\mathbb{R}^{n+1}_+ \setminus \{0\}; t^{1-2s} \, dx \, dt) \) as \( \lambda_i \to \infty \) since \( R > 1 \) and 0 < \( \epsilon < 1 \) are arbitrary. By a similar argument as for (3.16)–(3.19) and (7.2), we deduce the strong convergence of \( \{ \bar{u}^\lambda(\cdot, 0) \} \) to 0 in \( L^{p+1}_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) \) as \( \lambda_i \to \infty \). Furthermore, since a sequence \( \{ \lambda_i \} \) can be arbitrary, the claim follows.

**Step 6.** Lastly, we will prove that \( \bar{u} \equiv 0 \). Indeed, direct computation shows that for any \( \epsilon \in (0,1) \),

\[
E_1(\bar{u}; \lambda) = E_1(\bar{u}^\lambda; 1) = \frac{1}{2} \int_{B^+_1} t^{1-2s} |\nabla \bar{u}^\lambda|^2 \, dx - \kappa_s \int_{B_1 \cap \partial \mathbb{R}^{n+1}_+} \left( \frac{\gamma |x|^{-2s} |\bar{u}^\lambda|^2}{2} + \frac{|x|^a |\bar{u}^\lambda|^{p+1}}{p+1} \right) \, dx
\]

\[
= \epsilon^n t^{1-2s} |\nabla \bar{u}^\lambda|^2 \, dx - \kappa_s \int_{(B_1 \setminus B_0) \cap \partial \mathbb{R}^{n+1}_+} \left( \frac{\gamma |x|^{-2s} |\bar{u}^\lambda|^2}{2} + \frac{|x|^a |\bar{u}^\lambda|^{p+1}}{p+1} \right) \, dx.
\]

Let \( \epsilon \in (0,1) \) be given. Since \( E_1(\bar{u}; \lambda_\epsilon) \) is uniformly bounded for any \( \lambda_\epsilon > 3R_0 \) as seen in Step 1, we have that

\[
E_1(\bar{u}; \lambda) \leq C \epsilon^n t^{1-2s} |\nabla \bar{u}^\lambda|^2 \, dx - \kappa_s \int_{(B_1 \setminus B_0) \cap \partial \mathbb{R}^{n+1}_+} \left( \frac{\gamma |x|^{-2s} |\bar{u}^\lambda|^2}{2} + \frac{|x|^a |\bar{u}^\lambda|^{p+1}}{p+1} \right) \, dx.
\]

Hence by letting \( \lambda \to +\infty \) in the estimate above, the strong convergence of \( \{ \bar{u}^\lambda \} \) to 0 from Step 5 (and then letting \( \epsilon \to 0 \)) yields that

\[
(7.3) \quad \lim_{\lambda \to +\infty} E_1(\bar{u}; \lambda) \leq 0.
\]

Using the monotonicity of \( E \) with the use of (7.1) implies

\[
E(\bar{u}; \lambda) \leq \frac{1}{\lambda} \int_0^{2\lambda} E(\bar{u}; \tau) \, d\tau
\]

\[
\leq \sup_{\tau \in [\lambda,2\lambda]} E(\bar{u}; \tau) + C \lambda^{-n-2+2s} \frac{p+1}{p-1} \int_{B_{2\lambda}^+ \setminus B_{\lambda}^+} t^{1-2s} |\bar{u}|^2 \, dx \, dt
\]

\[
= \sup_{\tau \in [\lambda,2\lambda]} E(\bar{u}; \tau) + \int_{B_{2\lambda}^+ \setminus B_{\lambda}^+} t^{1-2s} |\bar{u}|^2 \, dx \, dt.
\]

Thus we deduce that \( \lim_{\lambda \to +\infty} E(\bar{u}; \lambda) \leq 0 \) by (7.3) and the strong convergence of \( \{ \bar{u}^\lambda \} \) to 0 in Step 5. On the other hand, by the continuity of \( \bar{u} \) near the origin, it holds that \( \liminf_{\lambda \to 0} E(\bar{u}; \lambda) \geq 0 \). Then, it follows from the monotonicity of \( E(\bar{u}; \lambda) \) that \( E(\bar{u}, \lambda) \equiv 0 \) for any \( \lambda > 0 \), and hence \( \frac{dE}{d\lambda} \equiv 0 \). This combined with the monotonicity formula (5.1) yields that \( \bar{u} \) is homogeneous of the form (6.4). Therefore we conclude that \( \bar{u} \equiv 0 \) by the continuity of \( u \) at the origin, which implies \( u \equiv 0 \). This finishes the proof.
8. Remark on the condition \([P]\) in the supercritical case

In Theorem 1.1, we impose an implicit condition \([P]\) on \(p\) in the supercritical case \(p > p_S(n, s, a)\). This section is devoted to the study of the asymptotic behavior of the condition \([P]\) when the order \(s \in (0, 1)\) of the fractional Laplacian tends to 1. We shall show that as \(s \in (0, 1)\) tends to 1, the condition \([P]\) provides with a Joseph–Lundgren type exponent given in the results of \([1, 2, 19, 25, 36]\). Here we suppose that \(n > 2, a > -2\) and \(0 \leq \gamma < \gamma_{n,1,a}(p) < \Lambda_{n,1}\) in the limit in order to compare with the results of \([1, 2, 19, 25, 36]\).

Since the functions \(\Gamma|_{(0,\infty)}\) and \(\lambda|_{[0, (n-2)/2)}\) are continuous, it can be easily checked that
\[
\Lambda_{n,1} = \frac{(n-2)^2}{4} \quad \text{and} \quad \gamma_{n,1,a}(p) = \frac{2 + a}{p - 1} \left( n - 2 - \frac{2 + a}{p - 1} \right),
\]
where we used the fact that \(\Gamma(t+1) = t\Gamma(t)\) for \(t > 0\). Hence the limit of the condition \([P]\) (as \(s \to 1\)):
\[
(P_0) \quad p > \frac{\Lambda_{n,1} - \gamma}{\gamma_{n,1,a}(p) - \gamma}
\]
is equivalent to
\[
0 > \gamma - \left( \frac{p}{p - 1} \right) \cdot \left( \frac{2 + a}{p - 1} \right) \cdot \left( n - 2 - \frac{2 + a}{p - 1} \right) + \frac{(n - 2)^2}{4(p-1)}
= \gamma - \frac{2 + a}{p - 1} \cdot \left( n - 2 - \frac{(n - 2)^2}{4(2 + a)} \right) - \frac{2 + a}{(p-1)^2} \cdot (n - 4 - a) + \frac{(2 + a)^2}{(p - 1)^3}.
\]

Let \(m := (2 + a)/(p - 1) \in (0, (n - 2)/2)\). In terms of \(m\), this can be written as
\[
h_{n,a,\gamma}(m) := m^3 - (n - 4 - a)m^2 + \frac{1}{4}(n - 2)(n - 10 - 4a)m + (2 + a)\gamma < 0.
\]
Here we notice that
\[
m < \frac{n - 2}{2} \quad \text{is equivalent to} \quad p > p_S(n, 1, a).
\]
The function \(h_{n,a,\gamma}\) appears in \([1, 2, 19, 36]\) when calculating the explicit value of the Joseph–Lundgren type exponent. Direct computation shows that
\[
(8.2) \quad h_{n,a,\gamma}(0) = (2 + a)\gamma, \quad h'_{n,a,\gamma}(0) = \frac{1}{4}(n - 2)(n - 10 - 4a),
\]
\[
h_{n,a,\gamma}\left( \frac{n - 2}{2} \right) = (2 + a)(-\Lambda_{n,1} + \gamma), \quad h'_{n,a,\gamma}\left( \frac{n - 2}{2} \right) = 0,
\]
see also the proof of Lemma 5.2 in \([36]\). If \(p > p_S(n, 1, a)\) and \(0 < \gamma < \Lambda_{n,1}\), there exists a unique zero \(m_c(n, a, \gamma)\) of \(h_{n,a,\gamma}\) in \((0, (n - 2)/2)\). Furthermore, it holds that
\[
h_{n,a,\gamma}(m) < 0 \quad \text{is equivalent to} \quad m_c(n, a, \gamma) < m < \frac{n - 2}{2},
\]
provided that $p > p_S(n,1,a)$ and $0 < \gamma < \Lambda_{n,1}$. Let $p_c(n,a,\gamma)$ be a constant given by $1 + \frac{2+a}{m_c(n,a,\gamma)}$. Then the condition $[P_0]$ corresponds to

$$p_S(n,1,a) < p < p_c(n,a,\gamma),$$

where $p_c(n,a,\gamma)$ is the so-called Joseph–Lundgren type critical exponent in presence of the Hardy term $\gamma|x|^{-2}u$ in the local case [1,2,19,36]. Similarly, if $\gamma = 0$ and $n > 10 + 4a$, in light of (8.2), there exists a unique zero $m_c(n,a,\gamma)$ of $h_{n,a,\gamma}$ in $(0,(n-2)/2)$, and hence we see that the condition $[P_0]$ leads to $p_S(n,1,a) < p < p_c(n,a,\gamma) = 1 + (2+a)/m_c(n,a,\gamma)$. When $\gamma = 0$ and $n \leq 10 + 4a$, the condition $[P_0]$ is equivalent to $p_S(n,1,a) < p < p_c(n,a,\gamma) = \infty$. So our condition $[P]$ on $p$ recovers the local result in [1,2,19,36] as $s \in (0,1)$ tends to 1.

Furthermore, when $a = 0$, the inequality (8.1) is equivalent to

$$(8.3) \quad 0 < (-\gamma)(p - 1)^3 + \frac{n-2}{4} (10-n)p^2 + \frac{1}{2} \{(n-2)^2 - 4n\}p - \frac{(n-2)^2}{4},$$

refer to [1,2,19,25,36]. In particular, assuming $n \geq 11$, $p > \frac{n+2}{n-2}$ and $\gamma = 0$, the inequality (8.3) leads to

$$(n-2)(n-10)p^2 - 2\{(n-2)^2 - 4n\}p + (n-2)^2 < 0$$

which yields

$$\frac{n+2}{n-2} < p < \frac{(n-2)^2 - 4n + 8\sqrt{n-1}}{(n-2)(n-10)} = p_c(n).$$

Here $p_c(n)$ is the Joseph–Lundgren exponent in (1.4) introduced by Farina [25].

Acknowledgments

The authors would like to thank Prof. Jinmyoung Seok for helpful discussions. S. Kim was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. NRF-2018R1C1B6003051). Y. Lee was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. NRF-2018R1C1B6003403).

References

[1] S. Bae, *On positive solutions of nonlinear elliptic equations with Hardy term*, in: *Mathematical Analysis and Functional Equations from New Points of View (Kyoto, 2010)*, RIMS Kôkyûroku 1750 (2011), 77–82.

[2] ________, *Classification of positive solutions of semilinear elliptic equations with Hardy term*, Discrete Contin. Dyn. Syst. 2013, Dynamical systems, differential equations and applications, 9th AIMS Conference, Suppl., 31–39.
[3] C. Brändle, E. Colorado, A. de Pablo and U. Sánchez, *A concave-convex elliptic problem involving the fractional Laplacian*, Proc. Roy. Soc. Edinburgh Sect. A 143 (2013), no. 1, 39–71.

[4] X. Cabré and E. Cinti, *Sharp energy estimates for nonlinear fractional diffusion equations*, Calc. Var. Partial Differential Equations 49 (2014), no. 1-2, 233–269.

[5] X. Cabré and Y. Sire, *Nonlinear equations for fractional Laplacians I: Regularity, maximum principles, and Hamiltonian estimates*, Ann. Inst. H. Poincaré Anal. Non Linéaire 31 (2014), no. 1, 23–53.

[6] L. A. Caffarelli, B. Gidas and J. Spruck, *Asymptotic symmetry and local behavior of semilinear elliptic equations with critical Sobolev growth*, Comm. Pure Appl. Math. 42 (1989), no. 3, 271–297.

[7] L. Caffarelli, J.-M. Roquejoffre and O. Savin, *Nonlocal minimal surfaces*, Comm. Pure Appl. Math. 63 (2010), no. 9, 1111–1144.

[8] L. Caffarelli and L. Silvestre, *An extension problem related to the fractional Laplacian*, Comm. Partial Differential Equations 32 (2007), no. 7-9, 1245–1260.

[9] S. Chandrasekhar, *An Introduction to the Study of Stellar Structure*, Dover Publications, New York, 1957.

[10] W. Chen, C. Li and B. Ou, *Classification of solutions for an integral equation*, Comm. Pure Appl. Math. 59 (2006), no. 3, 330–343.

[11] E. N. Dancer, Y. Du and Z. Guo, *Finite Morse index solutions of an elliptic equation with supercritical exponent*, J. Differential Equations 250 (2011), no. 8, 3281–3310.

[12] E. N. Dancer and A. Farina, *On the classification of solutions of $-\Delta u = e^u$ on $\mathbb{R}^N$: stability outside a compact set and applications*, Proc. Amer. Math. Soc. 137 (2009), no. 4, 1333–1338.

[13] J. Dávila, L. Dupaigne, K. Wang and J. Wei, *A monotonicity formula and a Liouville-type theorem for a fourth order supercritical problem*, Adv. Math. 258 (2014), 240–285.

[14] J. Dávila, L. Dupaigne and J. Wei, *On the fractional Lane–Emden equation*, Trans. Amer. Math. Soc. 369 (2017), no. 9, 6087–6104.

[15] A. Di Castro, T. Kuusi and G. Palatucci, *Nonlocal Harnack inequalities*, J. Funct. Anal. 267 (2014), no. 6, 1807–1836.
[16] _____, Local behavior of fractional $p$-minimizers, Ann. Inst. H. Poincaré Anal. Non Linéaire 33 (2016), no. 5, 1279–1299.

[17] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. math. 136 (2012), no. 5, 521–573.

[18] S. Dipierro, M. Medina and E. Valdinoci, Fractional Elliptic Problems with Critical Growth in the Whole of $\mathbb{R}^n$, Appunti. Scuola Normale Superiore di Pisa (Nuova Serie) 15, Edizioni della Normale, Pisa, 2017.

[19] Y. Du and Z. Guo, Finite Morse-index solutions and asymptotics of weighted nonlinear elliptic equations, Adv. Differential Equations 18 (2013), no. 7-8, 737–768.

[20] Y. Du, Z. Guo and K. Wang, Monotonicity formula and $\varepsilon$-regularity of stable solutions to supercritical problems and applications to finite Morse index solutions, Calc. Var. Partial Differential Equations 50 (2014), no. 3-4, 615–638.

[21] E. Fabes, D. Jerison and C. Kenig, The Wiener test for degenerate elliptic equations, Ann. Inst. Fourier (Grenoble) 32 (1982), no. 3, vi, 151–182.

[22] E. B. Fabes, C. E. Kenig and R. P. Serapioni, The local regularity of solutions of degenerate elliptic equations, Comm. Partial Differential Equations 7 (1982), no. 1, 77–116.

[23] M. M. Fall, Semilinear elliptic equations for the fractional Laplacian with Hardy potential, Nonlinear Anal. 193 (2020), 111311, 29 pp.

[24] M. M. Fall and V. Felli, Unique continuation property and local asymptotics of solutions to fractional elliptic equations, Comm. Partial Differential Equations 39 (2014), no. 2, 354–397.

[25] A. Farina, On the classification of solutions of the Lane–Emden equation on unbounded domains of $\mathbb{R}^N$, J. Math. Pures Appl. (9) 87 (2007), no. 5, 537–561.

[26] _____, Stable solutions of $-\Delta u = e^u$ on $\mathbb{R}^N$, C. R. Math. Acad. Sci. Paris 345 (2007), no. 2, 63–66.

[27] M. Fazly, Y. Hu and W. Yang, On stable and finite Morse index solutions of the nonlocal Hénon–Gelfand–Liouville equation, Calc. Var. Partial Differential Equations 60 (2021), no. 1, Paper No. 11, 26 pp.

[28] M. Fazly and J. Wei, On stable solutions of the fractional Hénon–Lane–Emden equation, Commun. Contemp. Math. 18 (2016), no. 5, 1650005, 24 pp.
[29] ______, On finite Morse index solutions of higher order fractional Lane–Emden equations, Amer. J. Math. 139 (2017), no. 2, 433–460.

[30] M. Fazly, J. Wei and W. Yang, Classification of finite Morse index solutions of higher-order Gelfand–Liouville equation, Preprint.

[31] M. Fazly and W. Yang, On stable and finite Morse index solutions of the fractional Toda system, J. Funct. Anal. 280 (2021), no. 4, Paper No. 108870, 35 pp.

[32] R. L. Frank, E. Lenzmann and L. Silvestre, Uniqueness of radial solutions for the fractional Laplacian, Comm. Pure Appl. Math. 69 (2016), no. 9, 1671–1726.

[33] B. Gidas and J. Spruck, A priori bounds for positive solutions of nonlinear elliptic equations, Comm. Partial Differential Equations 6 (1981), no. 8, 883–901.

[34] I. W. Herbst, Spectral theory of the operator $(p^2 + m^2)^{1/2} - Ze^2/r$, Comm. Math. Phys. 53 (1977), no. 3, 285–294.

[35] A. Hyder and W. Yang, Partial regularity of stable solutions to the fractional Gelfand–Liouville equation, Adv. Nonlinear Anal. 10 (2021), no. 1, 1316–1327.

[36] W. Jeong and Y. Lee, Stable solutions and finite Morse index solutions of nonlinear elliptic equations with Hardy potential, Nonlinear Anal. 87 (2013), 126–145.

[37] D. D. Joseph and T. S. Lundgren, Quasilinear Dirichlet problems driven by positive sources, Arch. Rational Mech. Anal. 49 (1972/73), 241–269.

[38] Y. Y. Li, Remark on some conformally invariant integral equations: the method of moving spheres, J. Eur. Math. Soc. (JEMS) 6 (2004), no. 2, 153–180.

[39] S. A. Mol’canov and E. Ostrovskii, Symmetric stable processes as traces of degenerate diffusion processes, Teor. Verojatnost. i Primenen. 14 (1969), 127–130.

[40] B. Muckenhoupt, Weighted norm inequalities for the Hardy maximal function, Trans. Amer. Math. Soc. 165 (1972), 207–226.

[41] B. Muckenhoupt and R. Wheeden, Weighted norm inequalities for fractional integrals, Trans. Amer. Math. Soc. 192 (1974), 261–274.

[42] G. Palatucci, The Dirichlet problem for the $p$-fractional Laplace equation, Nonlinear Anal. 177 (2018), part B, 699–732.

[43] G. Palatucci and A. Pisante, Improved Sobolev embeddings, profile decomposition, and concentration-compactness for fractional Sobolev spaces, Calc. Var. Partial Differential Equations 50 (2014), no. 3-4, 799–829.
[44] X. Ros-Oton and J. Serra, *The Dirichlet problem for the fractional Laplacian: regularity up to the boundary*, J. Math. Pures Appl. (9) **101** (2014), no. 3, 275–302.

[45] L. Silvestre, *Regularity of the obstacle problem for a fractional power of the Laplace operator*, Comm. Pure Appl. Math. **60** (2007), no. 1, 67–112.

[46] F. Spitzer, *Some theorems concerning 2-dimensional Brownian motion*, Trans. Amer. Math. Soc. **87** (1958), 187–197.

[47] M. Struwe, *Variational Methods: Applications to nonlinear partial differential equations and Hamiltonian systems*, Springer-Verlag, Berlin, 1990.

[48] C. Wang and D. Ye, *Some Liouville theorems for Hénon type elliptic equations*, J. Funct. Anal. **262** (2012), no. 4, 1705–1727.

[49] K. Wang, *Partial regularity of stable solutions to the supercritical equations and its applications*, Nonlinear Anal. **75** (2012), no. 13, 5238–5260.

[50] D. Yafaev, *Sharp constants in the Hardy–Rellich inequalities*, J. Funct. Anal. **168** (1999), no. 1, 121–144.

Soojung Kim  
Department of Mathematics, Soongsil University, Seoul 06978, South Korea  
*E-mail address: soojungkim@ssu.ac.kr*

Youngae Lee  
Department of Mathematical Sciences, College of Natural Sciences, Ulsan National Institute of Science and Technology (UNIST), South Korea  
*E-mail address: youngaelee@unist.ac.kr*