HOG Feature Extraction and KNN Classification for Detecting Vehicle in The Highway
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Abstract

Autonomous car is a vehicle that can guide itself without human intervention. Various types of rudderless vehicles are being developed. Various countries have created many future systems where computers take over the art of driving. The problem is prior to being attentive in an autonomous car for obtaining high safety. The autonomous car needs an early warning system to avoid accidents in front of the car, especially the system can be used in the Highway location. In this paper, we propose a vision-based vehicle detection system for Autonomous car. Our detection algorithm consists of three main components: HOG feature extraction, KNN classifier, and vehicle detection. Feature extraction has been used to recognize object such as cars. In this case, we use HOG feature extraction to detect as a car or non-car. We use the KNN algorithm to classify. KNN Classification in previous studies had quite good results. Car detected by matching about triening data with testing data. Triening data created by extract HOG feature from image 304 x 240 pixels. The system will produce a classification between car or non-car.
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1. INTRODUCTION

The highway is the primary access to connect the road out of the city. Indonesia has a lot of highways. Base on data published from databooks in 2019, Indonesia has a 759 km highway on java island. The increasing length of the highway in Indonesia will be proportional to the number of accidents. Base on data published by PT Lintas Marga Sedaya, cipularang highway has the largest number of accidents in Indonesia. Total accidents in 2016 are 1,282 accidents, then in 2017 are 1,381 accidents and in 2018, there were 1,197 accidents. The number of accidents in the last three years is 3860 car. Base on the data, Dehradun (India) has an 11.574 accident between 2009 to 2014 [1]. The accident value in Indonesia or another country is still high.

Human behavior is a determining factor in safety traffic. It is very important that drivers are aware of the safety implications of their driving. The leading causes of accident on the highway are long distances and long periods. That makes the driver feel bored and feel sleepy. Referring to the current development of technology, we can minimize the risk for road users. We can give early notification when the vehicle in front of the driver. This system can be implemented on the autonomous car or warning sign.

Autonomous car uses various kinds of technologies. They can be built with GPS sensing knowledge to help with navigation. They may use sensors and other equipment to avoid collisions. Autonomous car has the ability to use a range of technology, where a vehicle displays information to the drivers in new and innovative ways. The autonomous car needs an early warning system to detect another vehicles in front of the car to avoid an accident. We created a detection system to develop a safety system in an autonomous car. This system can be used for an autonomous car without a driver or autonomous car still using the driver. Early warning systems use to increase safety to the drivers when in front of the car have another vehicles. Hence, the early warning system in the autonomous car is integrated between the buzzer and output system of the camera, when the vehicles detected, then the buzzer will be on.

Research uses HOG feature extraction to detect an object [2][3]. HOG feature extraction is used to detect humans [4]–[7], and the camera will follow the person [8]. Before extracting the feature into a HOG, the image feature is converted to greyscale. In this research, feature extraction HOG has a pretty good performance to detect objects. Researches on the Advanced Driver Assistance System (ADAS) are developed quickly in recent years [9]–[12]. Driving systems should minimize driving difficulty under various driving conditions, thereby reducing traffic accidents. Vehicle detection is beneficial for the driver to reduce the number of traffic accidents. Our system uses one camera to retrieve data sets, which will later be useful as training data. By using only one camera, the system we made is quite simple but very useful. The system that we made classifies car or non-car with a distance that we specify.

Vehicle detection has contribution in many applications, such as automatic driving systems [13] and driver-assistance systems. Many researchers develop a vehicle detection method to obtain good performance, such as by combining HOG and SVM [14]. Research conducted by [14] uses overlapping techniques. In our proposed method capable for detecting the position of the vehicle in several places based on sliding window process. In this research, we use the KNN classification because in previous studies has a good accuracy [15]. Meanwhile, the performance of computation time could be improved by sklearn's tools. Hence, we conducted research by combining between HOG to obtain feature extraction value, KNN for classification Vehicle in the Highway.

In this paper, we purpose an algorithm to detect vehicles such as car or non-car. We use HOG feature extraction then classified by KNN Classification. The rest of the paper is organized as follows: In section II, the detailed information vehicle detection algorithm is
described. Section III, the performance of our algorithm is presented, and section IV is the conclusion described.
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**Figure 1 Block System**
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**Figure 2 Capturing data to obtain Dataset.**
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**Figure 3 Dataset Cropping**
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2. METHODS

This research is divided into three important parts, shown in Figure 1. First, is data set acquisition, second is HOG feature extraction and the last is classified with KNN classification. HOG feature extraction has many of features. HOG feature extraction has 3780 features for one frame [14]. HOG feature extraction, it will be more detailed in feature extraction. Referring to previous research that has been conducted by L. Mao, the object detection process uses overlapping techniques. Overlapping technique requires a long time, because it requires many classifications in one frame and just only can be able to detect a single obstacle in each frames. Meanwhile, in our proposed method capable for detecting the position of the vehicle in several places based on sliding window process. It has a good accuracy and the performance of computation time could be improved by sklearns tools, so that it can be implemented in real
time conditions. Sliding window use for cropping data and matching between training data and data testing. Cropping images of the dataset, as shown in Figure 3.

In this paper, we used KNN Classification tools, that has been improved speed performance by sklearn's tools in Python. KNN Classification uses sklearn's tools, only takes 0.4 second. Besides of that, to increase the speed performance, we resize the 240x304 window data to become 64x128. So, by resizing the size of data window will be increased the speed of KNN performance. For real-time implementation; we used 24 fps video, so we can process 5 frames per seconds. The process of testing data, as shown in Figure 5.

2.1 Dataset Acquisition

Dataset taken by camera video with resolution 640 x 480 pixels. We convert the video to an image for training data. The number of data sets is 200 images, 100 is a car image, and 100 is a non-car image. Car dataset is taken from several directions like right, left, or center. From 100 data, we took 33 from the left, 33 from the right, and 34 from the middle. Types of cars tested in this study are city cars excluding trucks. For more clearly, is shown in Figure 4(a). The number of non-car data sets is 100 images. We use mobile phone xiaomi redmi 4 camera. Our camera placed on the fix position in front of the car. The high camera position is 60 cm that was measured from the street. The distance between the car to captured data is 5 meters.

The distance between the camera and the captured data can be illustrated in Figure 2. Data is divided into two data, namely car and non-cars. The data set is taken by cropping a section into pixels with a size of 304 x 240 pixels. We crop with a size of 304 x 240 pixels
because at that pixel size, the car can really be fully identified. For more clearly, is shown in Figure. 2 and Figure. 4. We created a training data by cropping the image to the same size. We use 50 step sizes in sliding windows because when comparing data testing, it doesn't take too long. Cropped images produce 30 pictures in 1 Frame. From the truncated image, we divide the data into two classes, namely car class and non-car class.

2. 2 HOG Feature Extraction

Histogram of Oriented Gradient (HOG) provides excellent performance relative to other existing features. The basic hypothesis is that local object appearance and shape can often be characterized rather well by the distribution of local intensity gradient or edge directions, even without precise knowledge of the corresponding gradient or edge positions [16][17]. The aim of HOG is to describe an image with a local-oriented gradient histogram. These histograms represent occurrences of specific gradient orientation in local parts of the image [18]. HOG feature extraction consists of several important steps.

2. 2.1 Preprocessing

We have an original image captured from the camera. Image size captured from the camera is 640 x 480 pixels. We have selected a patch of size 304 x 240 pixels for calculating our HOG feature descriptor. The spot is cropped from the original image more clearly, as shown in Figure. 3. We resize the patch selected for calculating the HOG feature value. HOG needs a specific size to calculate the feature value. For getting the 3860 feature value, we must resize the image to 126 x 64 pixels. Figure 6 explains the process of pre-processing.

2. 2.2 Calculate the gradient image

The HOG Descriptor calculated by the horizontal and vertical gradient. This method needs one feature kernel, and feature kernel can use a Sobel operation to count x gradient from image (Gx) and (Gy).

\[
G_x = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix}
\]  
(1)

\[
G_y = \begin{bmatrix}
+1 & +2 & +1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{bmatrix}
\]  
(2)

\[
G_x = \text{Sobel Horizontal matrices operation}
\]

\[
G_y = \text{Sobel Vertical matrices operation}
\]

Gradient direction indicates the direction in which the most significant image changes. We calculated from the sum of the square root of the Gradient x (Gx) and (Gy). Gradient direction value can be calculated by Eq. 3 [19].

\[
G = \sqrt{Gx^2 + Gy^2}
\]  
(3)

\[
G_x = \text{Gradient Direction}
\]

\[
G_y = \text{Sobel Horizontal matrices operation}
\]

\[
G_y = \text{Sobel Vertical matrices operation}
\]
Figure 8 HOG features. Each block consists of a grid of spatial cells.

Gradient magnitude contains information about how much change has occurred. The value of Gradient magnitude can be calculated with Eq. 4 [19].

\[
R_0 = \arctan \frac{G_y}{G_x}
\]

\(R_0\) = Gradient Magnitude
\(G_x\) = Sobel Horizontal matrices operation
\(G_y\) = Sobel Vertical matrices operation
2. 2.3 Calculate Histogram of Gradient in 8x8 cells

Image divided to 8x8 pixel on 1 cell. Figure. 5 explain about 192 pixel value (8 x 8 x 3). Block has two values, the gradient value, and the magnitude value. The gradient at the pixel encircled using red has an angle of 10 degrees and a magnitude of 20. Since 10 degrees is halfway between 0 and 20, the vote by the pixel splits evenly into the two bins. For more clearly look at Figure. 7. We have several information that must be solved related to the problem. How about the value is not middle. For example, look at Figure. 8. The range of H is 20. We use Eq. 5 [19] to calculated vote value for fill the bin value.

\[
\text{Vote} = \frac{\Delta R_i}{H} \cdot G_i \quad \text{and} \quad \frac{1 - \Delta R_i}{H} \cdot G_i
\]

\(R_i\) = Orientation Gradient Value
\(H\) = Range of angle value
\(G_i\) = Gradient Value
\(\Delta R_i\) = Upper limit of the signed gradient

2. 2.4 16x16 Block Normalization

In the previous step, we created a histogram based on the gradient of the image. Gradients of an image are sensitive to overall lighting. We would like to “normalize” the histogram, so they are not affected by lighting variations. You can work it out yourself to see that normalizing [256,128,64] will result in [0.87, 0.43, 0.22], which is the same as the normalized version of the original RGB vector. You can see that normalizing a vector removes the scale Eq. 6 and 7 [19].

\[
L_1 \text{- norm} : v' = \frac{v}{\sqrt{||v||^2 + \varepsilon}}
\]

\[
L_2 \text{- norm} : v' = \frac{v}{\sqrt{||v'||^2 + \varepsilon^2}}
\]

\(v\) = Blog features that contain a histogram
\(\varepsilon\) = 0,1
L-norm = Normalization

2. 2.5 16x16 Block Normalization

In Each detection, a window is divided into cells of size 8 x 8 pixels, and each group of 2 x 2 cells are integrated into a block in a sliding fashion, so blocks overlap with each other. In this case, The HOG feature extraction need to have an aspect ratio of 1:2. For example, they can be 105 X 210 pixels, 128 X 256 pixels, or 1000 X 2000 pixels but not 102 X 203 pixels. The gradient magnitudes vote into the orientation histogram as shown Figure. 7. Each block contains a concatenated vector of all its cells. In other words, each block is represented by a 36-0 feature vector that is normalized to an L2 unit length. Each 64 x 128 detection window is represented by 7 x 15 blocks, giving a total of 3780 features per detection window.
Figure 10 visual result (a) is a car detected and (b) car not detected

2.3 KNN Classification

In our work, K-Nearest Neighbours (KNN) algorithms are used for classification about car or non-car. K-Nearest Neighbours (KNN) is a very simple algorithm, easy to implement supervised machine learning algorithm that can be used to solve both classification problems. Euclidean distance can be calculated by Eq. (8).

\[ ED = \sqrt{\sum_{i=1}^{k}(x_i - y_i)^2} \]  

\( ED \) = Euclidean Distance  
\( x_i \) = Test Data  
\( y_i \) = Training Data  
\( k \) = Number of Neighbors

The k-value has to be chosen carefully. If the k-value is too small, it will be too sensitive to noise. If the k-value is too large, the neighborhood may also include other classes [20]. ED is a weighted feature value. When the ED is large, it will be a very far neighbor from a small ED value. The result of classification is a large value will not be one class with a small value, because the distance is very far. We determine \( k = 1,4 \) to find the nearest neighbor due to this number is the best number after the experiment base on accuracy.
3. RESULTS AND DISCUSSION

Evaluate the performance of the purposed method, we use different location about testing data with training data. Training data is taken from 2 different types. Training data we collect includes parking areas and highways. The proposed algorithm is evaluated on a group of test images captured from several images. The camera is mobile phone xiaomi redmi 4 equal when we take a set of data. Camera mount fix in front of a car.

3.1. Visual Analysis

The camera takes a video, and the system captures an image with 640x480 resolution. The camera is placed in front of the car. The captured image produces the RGB color scale. RGB color has three-channel colors there are R-channel, G-channel, and B-channel. Our system only processes the one-channel of color space. So, the RGB color space must be converted to grayscale. The system takes data with a 304x240 window size from the grayscale image. The window will be moved to the right and down to take data. In every steps of window movement is 50-pixels as shown in Figure 11. In this process will be obtained 30 data with the size 304x240 pixels. So, we can detect the position of the vehicle in several places based on the 30 data’s that were obtained.

In this session, we will discuss about visual analysis. Image detected as a car then it will be bounded by yellow color. Size of the bonding is same as when we crop the data set at the beginning. Size of bounding is 304 x 240 pixels. We choose that number of ratio because car will be easily to detect. Figure. 9. are presented about visual analysis. Car detected presented in Figure 10 (a). Car not detected present on Figure 10 (b). Yellow bounding box present about car detected.

3.2. Accuracy

We compare between the actual condition and the result system to analysis the performance of the proposed method. We took 50 random test data, where 25 data were car and
25 data were non-car. Accuracy can be calculated based on visual output with the output obtained from the system.

Table 1. The accuracy of true car images

| Total Data Training | Actual Condition | Detection Result | Accuration Rate % |
|---------------------|------------------|------------------|------------------|
|                     | Car   | Non Car | Car   | Non Car |                     |
| K1                  | 25    | -      | 21    | 4       | 84%                |
|                     | -     | 25     | 5     | 20      | 80%                |
| K4                  | 25    | -      | 22    | 3       | 88%                |
|                     | -     | 25     | 4     | 21      | 84%                |
| Rate                |       |        |       |         | 84%                |

3.3. Comparison result with the previous method

In previous research by [21] is using HOG feature extraction and uses a Support Vector Machine (SVM) classification.

Table 2. Comparison with previous

| Method | Feature Extraction | Classification | Accuration Comparison |
|--------|--------------------|----------------|-----------------------|
| HOG    | SVM                |                | 83%                   |
| HOG    | KNN                |                | 84%                   |

4. CONCLUSIONS

We use single camera for detection car or non-car. We use HOG feature Extraction and K-Nearest Neighbors algorithm to classified car or non-car. Figure. 6 show some representative detection results. The bounding boxes superimposed on the original image indicate the final detection. Figure. 6 shows detection results on simply structured roads. This is the easiest traffic scenario for any vision-based on-road vehicle detection system. Our system worked very well under this scenario. The experimental results show this system can achieve high target reliability detection. Accuration rate in our system is 84%. Other method for detecting car or non-car is by [21] the accuration in this paper is 83%.
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