Current research in dialogue systems is focused on conversational assistants working on short conversations in either task-oriented or open domain settings. In this paper, we focus on improving task-based conversational assistants online, primarily those working on document-type conversations (e.g., emails) whose contents may or may not be completely related to the assistant’s task. We propose “NARLE” a deep reinforcement learning (RL) framework for improving the natural language understanding (NLU) component of dialogue systems online without the need to collect human labels for customer data. The proposed solution associates user emotion with the assistant’s action and uses that to improve NLU models using policy gradients. For two intent classification problems, we empirically show that using reinforcement learning to fine tune the pre-trained supervised learning models improves performance up to 43%. Furthermore, we demonstrate the robustness of the method to partial and noisy implicit feedback.
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1. INTRODUCTION

In recent years, Intelligent Personal Digital Assistants (IPDA) have become increasingly popular. Users interact with these assistants using natural language (either spoken or through text) where the conversations are generally short and chit-chat based. There is also emergence in assistants which interact with document-type conversation, such as emails (figure 1a). These assistants must work with a broader context scope and multiple sub-conversations or intents occurring at each turn of the user input. The increased scope and complexity that comes with multi-turn conversations creates many challenges for assistants in this setting. Specifically, extracting entities among other non-task entities, and ensuring dialogue state updates from entities relevant to the task become challenging. Previous works [1,2] have shown that directly applying chit-chat methods to such document-type conversations tasks leads to sub-optimal results.

In all conversation models, collecting and manually annotated training data is a challenge and incurs significant cost. This problem is exacerbated by the distributional shift of the input data in online decision-making, meaning a supervised learning model must be retrained periodically to maintain its accuracy. Moreover, for commercial assistants, most of the user data is not available for eyes-on access, either for collecting or labeling, and hence cannot be used for training or improving models via traditional supervised learning. In this paper, we ask and answer the question “Can we effectively improve assistants in an online setting without explicit feedback and no eyes-on access to the data?”

In this paper, we provide a simple yet effective method to improve the NLU components of intelligent assistants in a privacy-preserving online setting. The framework consists of two main parts. In the first part, we associate a user’s emotion in his/her response to the assistant with the assistant’s previous action. This is critical in document-type conversations which have multiple intents present in each turn of a conversation where the emotion might not be associated to the task being completed by the assistant. In the second part, the relevant detected emotion is used as a weak reward signal for the policy gradient algorithm to update the NLU models online. The signal is associated with the previous intent/action the assistant took and is used to improve its behavior for the previous step. It’s important to ensure users can provide feedback with minimal effort. We accomplish this by detecting the implicit emotion from the user’s natural conversation with the assistant rather than requiring the user’s explicit feedback (such as ratings which are difficult to collect and might not be reliable indicators on the assistant’s performance).

2. RELATED WORK

Natural language understanding in conversations (including intent detection, entity extraction, and dialogue state tracking) are well studied problems [3,4,5,6]. Recently, there has been work in joint end-to-end models [7,8]. Jointly modeling multiple tasks in an end-to-end manner solves the model attribution problem and paves the way for directly optimizing the end-goal objective of correctly completing a task. This led to works which used a combination of supervised learning with
Approaches which preferred pre-training the dialogue model before interactive tuning using RL suffered problems of dialogue state distribution mismatch. A solution to this was proposed by [12], who proposed a hybrid imitation and RL approach. The learning agent learned its policy from supervised training but used users’ explicit guidance or demonstrations to learn the correct action. The feedback used in this case is either explicit feedback provided by user, or treating task completion as positive feedback.

One key component in the proposed framework is extracting emotion from document-type conversations by attributing the expressed emotion to the correct cause, as emotions not emerging from the assistant’s actions should be ignored. Previous works focusing on emotion cause extraction and its variations evolve from rule-based methods [13] to modern learning-based models [14, 15, 16, 17]. Instead of relying on the above methods, we adapt the ScopeIt model [1] to extract not only task specific sentences but also sentences expressing emotion towards the tasks of interest to the assistant. Specifically, the ScopeIt is a neural model consisting of three parts: an intra-sentence aggregator which contextualizes information within sentence, an inter-sentence aggregator which contextualizes information across sentences, and a classifier.

3. METHODOLOGY

This section contains the details of the proposed deep RL framework, with sections dedicated to the learning agent, the environment, and the learning algorithm. The overall architecture is depicted in Figure 1b.

3.1. The Learning Agent

The learning agent in our case is a sequence of a ScopeIt unit [1] and a NLU model. The ScopeIt unit reduces the initial emails from the users to sentences relevant to the assistant’s task, which will be supplied to the NLU model. In our work, the ScopeIt module is modified to identify both task specific sentences and sentences which provide surrounding information about the task. The agent will learn a policy that maps the filtered email message to the action based on the reward received from the environment. In this work, the learning agent can either start from scratch or from a pre-trained model using supervised learning.

3.2. The Environment

The environment models the dynamics of users’ interactions with the learning agent. Upon receiving the actions from the agent, the workflow will automatically generate a response based on the predicted action and the existing data and knowledge base. Next, when users respond to the agent’s action, their response may express implicit emotion towards the action of the agents. Note that one key challenge in document-type conversations like emails is associating the expressed emotion to the correct cause, as emotions not emerging from the agent’s actions should be ignored. We modify ScopeIt module to extract sentences expressing emotion towards the tasks of interest to the assistant. Filtered sentences are embedded using BERT, generating an emotion embedding. This emotion embedding is then used to classify the implicit emotion into positive, negative, or neutral. The detected emotion is then mapped to a numerical reward and fed back to the agent for updating the policy network.

3.3. The Learning Algorithm

We optimize the NLU model by allowing the agent to interact with users and learn from user feedback. We only use implicit emotions associated with the task as the metric in designing
the reward. A reward function \( R(x) \) is collected respectively for each positive (\( x = 1 \)), negative (\( x = -1 \)) and neutral (\( x = 0 \)) implicit feedback.

\[
R(x) = \begin{cases} 
+1 & x = 1 \\
-1 & x = -1 \\
0 & x = 0 
\end{cases}
\]

The agent always acts on-policy in order to ensure the agent is always acting optimally for customers. This is accomplished through a softmax policy on the actions/predictions from the policy network outputs. We apply the REINFORCE algorithm [18] in optimizing the network parameters. Since the expectation of the sample gradient is equal to the actual gradient, we measure returns from real sample trajectories and use that to update our policy gradient. Specifically,

\[
\nabla \theta J(\theta) = \mathbb{E}_\pi [Q^\pi (s,a) \nabla \theta \ln(\pi_\theta(a|s))] = \mathbb{E}_\pi [\nabla \theta \ln(\pi_\theta(a|s)) R]
\]

where \( Q^\pi (s,a) \) is the value of state-action pair when we follow a policy \( \pi \).

4. EXPERIMENTS

4.1. Dataset

The emotion detection model is trained offline on a private customer dataset from our private preview service. The dataset for emotion recognition model is built from the email messages that are either filtered or not filtered by the ScopeIt module, and user feedback directed toward the actions of the agents. The dataset is constructed through the following two steps.

Step 1: Identifying insertion positions We parse all email sentences based on a set of punctuation (including comma, period, colon, question and exclamation mark). Then, all positions after those punctuation are considered as candidate locations for injecting emotional feedbacks.

Step 2: Inject users’ emotions We next inject the users’ emotions at the candidate locations found in Step 1 randomly and label those samples. We also randomly insert "general positive or negative emotions" and label those samples as neutral. This allows the agent to capture the nuance between emotions directed toward the agent and general emotions.

4.2. Setup

We use the following transformer-based models for the emotion detection problem: BERT, DistilBERT, ALBERT, and RoBERTa. For each model, a linear layer is added on top of the pooled output to perform classification. We freeze some transformer layers of all BERT-type models and the number of frozen layers are learned in a trial-and-error manner. The model was end-to-end trained using huggingface implementation [19] on 4 Nvidia K80 GPUs.

| Models      | Scopelt | F1  | Accuracy | Parameters |
|-------------|---------|-----|----------|------------|
| ALBERT      | 89.93   | 90.36 | 11M      |
| RoBERTa(-2) | 91.22   | 91.58 | 125M     |
| BERT(-1)    | 94.06   | 94.37 | 110M     |
| DistilBERT(-1) | 94.15 | 94.45 | 66M      |
| ALBERT      | ✓       | 91.46 | 91.87    | 11M        |
| RoBERTa(-2) | ✓       | 91.75 | 92.03    | 125M       |
| BERT(-3)    | ✓       | 94.96 | 95.42    | 110M       |
| DistilBERT(-2) | ✓     | 94.92 | 95.39    | 66M        |

Table 1: Results for emotion recognition model. All scores are in percentage and are reported at best accuracy. BERT(-1) represents the BERT classification model with one frozen transformer layer.

5. RESULTS

5.1. Emotion recognition

We report both accuracy and the overall Macro F1 scores for all models in Table[1]. It is worth noting that the use of the Scopelt model leads to improved performance for all models. Both the BERT and the DistilBERT models have similar accuracy. Hence, DistilBERT with two frozen layers is finally selected due to its smaller size and lower inference latency.

5.2. Multi-class Intent Detection

We first consider an intent detection model behind a conversational assistant that assists users to schedule meetings. The assistant will use a DistilBERT model to classify the intent of emails into three categories: modify a meeting, cancel a meeting, and other (not relevant to task of meeting scheduling). We first conduct experiments in learning the intent classification model from scratch using only RL and summarize the results in figure 2a. We can see that all DistilBERT models start from random guesses, but as the learning agent interacts more with users the task success rates improve over time.

The type of feedback obtained is critical to NLU model training. Hence, three different feedback mechanisms are studied in this work: full feedback, partial feedback, and partial with noisy feedback. In the full feedback scenario, every customer is assumed to leave implicit feedback. In partial feedback scenario only 15% of requests are assumed to have implicit feedback. While in partial with noisy feedback, out of the 15% partial feedback, one third of the implicit feedback is incorrect. These feedback scenarios provide insight into the NLU model performance and both quantity and quality of feedback required.

The orange curve shows the performance by assuming every customer leaves an implicit feedback. Even under partial (i.e., 15%) feedback, the agent can achieve comparable performance with the full feedback case after sufficient number of turns. Finally, the agent learns more slowly and has lower accuracy under the partial and noisy feedback case where one
third of the 15% feedback are wrongly labeled.

We next demonstrate the experimental results that use online RL training for a limited data fine-tuned DistilBERT model. As shown in the blue line in figure 2b, the supervised benchmark model only has about 63% accuracy. This is due to limited eyes-on access to data and the domain mismatch of offline training and online product scale-up. We study the same three feedback scenarios as before. Note that a supervised pre-trained model leads to faster learning rates for both full and partial feedback cases and a better accuracy for the partial and noisy feedback.

5.3. Multi-label Intent Detection

We consider a multi-label intent classification model of the same conversational assistant as before. In this case, there are a total of six distinct actions and the action space is represented by a six-dimension vector with 0s and 1s. Out of the total 64 (2^6 = 64) possible scenarios, only six possible combinations are valid. The learning agent consists of an ensemble of six separate DistilBERT binary classification models which work independently to determine whether each single action should be taken or not.

We first train the learning agent from scratch where all six DistilBERT models start from random guesses. The learning curves on accuracy for full, partial as well as partial and noisy cases are shown in figure 2c. We can see that the learning accuracy improves for all three scenarios over time. Specifically, the accuracy for both full and partial feedback can reach about 70%, which is nearly 10% higher than that of the partial noisy case.

We next use online RL training for the six separate fine-tuned DistilBERT models from limited data. The learning curves are demonstrated in figure 2d, where the fine-tuned benchmark can be considerably improved over iterations for all scenarios. Also, compared to learning from scratch, fine-tuned models have faster learning rates and higher accuracies.

6. CONCLUSION

We propose a deep RL framework “NARLE” to improve the NLU models of a task-oriented conversational assistant in an online manner for document-type conversations. The proposed architecture scopes out emotion feedback relevant to the assistant’s task and uses that as feedback to improve the performance of the assistant in an adaptive way. The proposed framework is evaluated on customer data, where the proposed method can improve a limited data fine-tuned model up to 43%. We also show that the proposed method is robust to partial and noisy feedback.
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