Large scale genomic analysis shows no evidence for pathogen adaptation between the blood and cerebrospinal fluid niches during bacterial meningitis
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Abstract
Recent studies have provided evidence for rapid pathogen genome diversification, some of which could potentially affect the course of disease. We have previously described such variation seen between isolates infecting the blood and cerebrospinal fluid (CSF) of a single patient during a case of bacterial meningitis. Here, we performed whole-genome sequencing of paired isolates from the blood and CSF of 869 meningitis patients to determine whether such variation frequently occurs between these two niches in cases of bacterial meningitis. Using a combination of reference-free variant calling approaches, we show that no genetic adaptation occurs in either invaded niche during bacterial meningitis for two major pathogen species, *Streptococcus pneumoniae* and *Neisseria meningitidis*. This study therefore shows that the bacteria capable of causing meningitis are already able to do this upon entering the blood, and no further sequence change is necessary to cross the blood–brain barrier. Our findings place the focus back on bacterial evolution between nasopharyngeal carriage and invasion, or diversity of the host, as likely mechanisms for determining invasiveness.

DATA SUMMARY
(1) Read data, assembled and annotated contigs are deposited in the European Nucleotide Archive (ENA): study accession number ERP004245 (url – www.ebi.ac.uk/ena/data/view/ERP004245).
(2) Code and R scripts used to carry out this analysis can be accessed at https://github.com/johnlees/paired-samples.
(3) Sample metadata used has been deposited in Figshare: DOI: 10.6084/m9.figshare.4329809 (url – http://dx.doi.org/10.6084/m9.figshare.4329809).

INTRODUCTION
Bacterial meningitis is a severe inflammation of the meninges surrounding the brain as a response to the presence of bacteria [1]. This inflammation can compromise brain function, requiring immediate admission to hospital. In European countries, the bacteria that most frequently cause meningitis are *Streptococcus pneumoniae* and *Neisseria meningitidis* [2].

The route of infection varies depending on the species of bacteria, although in the majority of invasive cases the final stage is from blood to cerebrospinal fluid (CSF) [1]. These respiratory pathogens are carried asymptomatically in the nasopharynx by a proportion of the population at any given time [3, 4]. In a small number of cases, commensal nasopharyngeal bacteria may invade the blood through a single cell bottleneck (bacteraemia) [5], then cross the blood–brain barrier into the CSF where they cause meningitis [6]. In some meningitis patients, the CSF may be invaded directly due to CSF leakage or otitis media [7], in which case the progression of bacteria after carriage is reversed: CSF to blood.
Previously, it was thought that mutation rates in bacterial genomes were low, and as such there would be no change within a single host [8]. Through whole-genome sequencing, however, variation over the course of a single bacterial infection was found to exist [9, 10]. Additionally, many studies sequencing bacterial populations of various different species gave estimates of mutation rates three orders of magnitude higher than previously expected [11–13]. These new estimates of mutation rate were also supported by evidence that DNA sequence variation can occur over the course of a single infection [14].

Such within-host variation has been shown to occur through a variety of mechanisms, such as recombination [15], gene loss [16, 17] and variation in regulatory regions [18–20]. The rapid variation that occurs in these regions of the genome can increase the population’s fitness as the bacteria adapt to the host environment [21, 22], and potentially affect the course of disease [23]. Previous studies have shown variation between strains even during the rapid clinical progression of bacterial meningitis [24, 25].

It is possible that bacteria inhabiting the nasopharynx are already well adapted for CSF invasion. However, genetic variants that enable invasion of the CSF are not expected to be under positive selection, since invasion is an evolutionary dead end for the bacterium. Studies of carriage alone will therefore be unable to detect selection during invasion. Current knowledge on within-host variation during invasive disease is mostly focused at the serotype and multilocus sequence type (MLST) level, and lacks the resolution and sample size to be able to address this question [26–28]. Though the only whole-genome-based study suggests there is no difference between blood and CSF populations (at the gene level) in S. pneumoniae [29], we believe larger sample sizes are needed to better answer this question.

We hypothesize that bacterial variation may also occur during the invasive phase of meningitis. We have previously reported in a single patient that the bacteria appeared to adapt to the distinct conditions of blood and CSF [24]. These are very different niches from that of nasopharyngeal carriage where this variation is well documented [30], not least because the bacteria are exposed to different immune pressures [31] and have less time over which to accumulate mutations.

To look for adaptation to these niches, we used samples from the MeninGene study [32, 33], based at the Academic Medical Center Amsterdam (The Netherlands). A total of 938 patients recruited to the study had culture-positive bacterial meningitis with samples collected from both their blood and CSF (breakdown by species is shown in Table S1, available in the online Supplementary Material). By whole-genome sequence analysis of large numbers of paired bacterial isolates cultured from these samples, we have been able to test for convergent adaptation occurring during the course of the disease.

IMPACT STATEMENT

We have analysed the genomes from bacterial pathogen isolates from cases of meningitis in 869 Dutch adults, focusing on comparing pairs of isolates from the patient’s blood and their cerebrospinal fluid. Previous research has been on only a single patient, but showed possible signs of adaptation to treatment within the host over the course of a single case of disease. By sequencing many more such paired samples, and including two different bacterial species, we were able to determine that adaptation of the pathogen does not occur after bloodstream invasion during bacterial meningitis. Overall, our findings indicate that evolution after invasion in bacterial meningitis is not a major contribution to disease pathogenesis. Future studies should involve more extensive sampling between the carriage and disease niches, or the variation of the host.

METHODS

Strain collection and culture

All isolates were retrieved from the collection of the Netherlands Reference Laboratory for Bacterial Meningitis (NRLBM). The NRLBM receives nationwide isolates from patients with bacterial meningitis as part of the laboratory-based surveillance of bacterial meningitis. Isolates were originally cultured from patient’s blood and/or CSF according to the standard practice of diagnosis of bacterial meningitis by the submitting medical microbiology laboratories associated with hospitals. Isolates were cultured on lysed blood agar (chocolate agar) in Bijou bottles, provided by the NRLBM and subsequently submitted to that laboratory.

After receipt by the NRLBM, N. meningitidis isolates were recultured through either one or two passages on chocolate agar plates and S. pneumoniae isolates were recultured on blood agar (5% sheep blood in agar) plates. All plates were incubated overnight at 37°C in a humidified atmosphere of 5% CO₂. Subsequently, cultures were collected and suspended in glycerol (8% v/v) peptone and stored at −70°C. Isolates were recultured from frozen stock on blood agar plates, from which DNA was extracted directly. Between each culturing step, a plate sweep was taken, rather than single-colony picks.

Reference-free variant calling

We extracted DNA from positive blood and CSF cultures from adults with bacterial meningitis in the Netherlands from 2006 to 2012, and sequenced this with 100 bp paired-end reads using the Illumina HiSeq platform. To avoid reference bias, and missing variants in regions not present in an arbitrarily chosen reference genome, we then performed reference-free variant calling between all sequence pairs of isolates using two methods: the ‘hybrid’ method [34] and CORTEX method [35]. The former uses de novo assembly of
the CSF sequence reads, mapping reads from both the blood and CSF samples back to this sequence, then calling variants based on this mapping. CORTEX uses an assembly method that keeps track of variation between samples as it traverses the de Bruijn graph.

In the hybrid method, we created draft assemblies of the CSF samples using SPAdes v3.5 [36], corrected these with SSPACE and GAPFILLER [37], then mapped reads from both blood and CSF samples to this reference using SNAP [38], followed by variant calling with bcftools v1.1 [39] using the command samtools mpileup -C 50 m 2 F 0.0005 -d 1000 t DP, SP -g -p -L 1000 f assembly.fa mapping.bam | bcftools call -vm -P 1e⁻³ samples.txt. Variants with QUAL <50, MQ <30, SP >30, MSQB <0.001, RPB <0.001 or DP <4 were filtered out.

For CORTEX, we first error corrected sample reads using Qake [40], preventing false-positive calls supported by very low coverage of reads. The joint workflow of CORTEX was then used with each set of corrected reads in its own path in the de Bruijn graph, and bubble calling was used to produce a second set of variants between samples. Single-nucleotide polymorphisms (SNPs) in the error-corrected reads were also called using the graph-diff mode of SGA [41].

Simulations of closely related genomes

As the rate of variation is very low, we needed to ensure we had sufficient power to call variants and did not suffer from an elevated false-negative rate. We did this by simulating evolution of S. pneumoniae genomes along the branch of the tree between S. pneumoniae R6 [42] and the common ancestor with Streptococcus mitis B6 [43] (Fig. S1). The rates in the generalized time-reversible (GTR) matrix and insertion/deletion frequency distributions were estimated by aligning the R6 and B6 reference sequences with PROGRESSIVE CACTUS [44]. A mean of 200 mutations with these rates was created in 100 sequences, and Illumina paired-end read data at 200x coverage simulated using PIRS [45]. Variants between these sequences and a draft R6 assembly from simulated read data were then called using both of the above methods; comparison with the mutations known to be introduced allowed power and false-positive rate to be calculated – separately for SNPs (single base substitution) and INDELs (one or more bases inserted or deleted).

In addition to in silico simulation, we cultured blood/CSF paired strains 4038 and 4039 [24], and resequenced them using the same 100 bp Illumina paired-end sequencing as the rest of the isolates in the study. The genomes of strains 4038 and 4039 have been exhaustively analysed using multiple sequencing technologies (Illumina, 454 and capillary sequencing), so represent high-quality positive-control data to assess the calling methods. Both methods were tested on these data.

The highest power was achieved using hybrid mapping for SNPs and Cortex for INDELs: median power for calling SNPs was 90% using hybrid mapping, and 74% for INDELs using CORTEX (Figs S2 and S3). This combination of methods, mapping for SNPs and CORTEX for INDELs, was therefore used across all samples. When applied to the paired strains 4038/4039, the same mutations as originally reported were recovered, plus a 37 bp insertion in cysB that was found to have been introduced during culturing.

We used simulations to compare against a simple method of mapping against an arbitrary reference, in this case TIGR4 [46]. We found our reference-free method had greater power, especially for INDELs (Fig. S4), and a markedly reduced false-positive rate. We also tested an assembly method alone to compare gene presence and absence, but this too suffered from a vastly elevated false-positive rate (Fig. S5).

Tests for genes, intergenic regions and genotypes enriched for mutation

To scan for repeated variation, the number of mutations in each coding DNA sequence (CDS) annotation (adjusted for CDS length) was counted. We then performed a single-tailed Poisson test using the genome-wide mutation rate per bp multiplied by the gene length as the expected number of mutations. The resulting P values we corrected for multiple testing using a Bonferroni correction with the total number of genes tested as the m tests. We reported those CDS with an adjusted P value less than the significance level of 0.05. For intergenic regions, any region with more than one variant is reported.

To test whether certain genotypic backgrounds are associated with a higher number of mutations that occurs post-invasion, a linear fit of each MLST against number of mutations between blood and CSF isolates was performed. The P values of the slope for each MLST were Bonferroni corrected; at a significance level of 0.05 no MLST was associated with an increased number of mutations. For genes, the same test was performed, except samples were coded as one and zero based on whether they had a mutation in the gene being tested or not. We performed a logistic regression for each gene with over ten mutations reaching significance in the Poisson test: no genes being mutated post-invasion were associated with an MLST.

Copy-number variation (CNV)

We called CNVs between samples by first mapping each species to a single reference genome (ATCC 700669), then fitting the coverage of mapped reads with a mixture of Poisson distributions [47]. Regions of 1 kb were ranked by the number of sample pairs containing a discordant CNV call, as defined by the integer copy number being different between blood and CSF samples. We then inspected the top 5% of these regions.

In S. pneumoniae, the most frequently varying region was due to poor quality mapping of a prophage region. The only other region with P<0.05 was a change in copy number of 23S rRNA seen in a small number of sample pairs. In N.
meningitidis, mismapping in the pilE/pilS region accounted for the only CNV change.

**Variant direction and effect annotation**

To then be able to compare between samples using a consistent annotation, we mapped the called variants to the ATCC 700669 reference [48] for *S. pneumoniae*, and MC58 reference [49] for *N. meningitidis*. This was done by taking a 300 base window around each variant and using BLASTN on these with the reference sequence. 'Directionality' was then relative to the reference used. We used VEP [50] to annotate consequences of each variant. The variants were visualized by plotting variant start positions between all pairs against a reference genome, which allowed identification of clustering of variation in unannotated regions.

**ivr locus allele determination directly measured from clinical samples**

As the rate of variation at this locus is fast compared to other types of variation measured, we checked that cultivating the bacteria did not cause the allele to change from what was observed in the original clinical sample. We therefore extracted DNA from a subset of 53 of 674 paired clinical CSF samples and the respective bacterial isolates.

Allele prevalence was quantified using a combined nested PCR protocol based on PCR amplification of the *ivr* locus, using primers 5′-CCAITATCTTAGGCTATTTTTACG-3′ and 5′-FAM-GGAAACTGAGATTTCTGGTG-3′ (where FAM is 6-fluorescein amidite), with digestion with DraI and Pfl, followed by quantitative analysis of banding patterns on a capillary electrophoresis system [19]. Allele prevalence was identical between the original clinical sample and the respective bacterial isolates.

To model both the 5′ end (TRD1.1 and 1.2) and the 3′ end (TRD2.1, 2.2 and 2.3) together, so each isolate *i* is represented by an allele A–F, for each isolate the total number of reads mapping *n* was drawn from the distribution in equation 1:

\[ n_i \sim \pi_j \cdot r_i \]  

where *j* is the index of the TRD region, *r* is the number of reads in sample *i* that had a mate pair downstream from TRD1.1 mapping to any TRD2 region, and *π* is the posterior for allele frequency in the sample.

The distribution for the number of reads mapping to each allele was defined as in equation 2:

\[ z_{ij} \sim \begin{cases} \frac{n_i}{q_j} \cdot \pi_{1j}, & \text{if } j \in \{A, B, E\} \\ \frac{n_i}{q_j} \cdot \pi_{12}, & \text{if } j \in \{C, D, F\} \end{cases} \]  

where *q* is a vector of length six that contains the number of reads mapping to each allele A–F.
of reads mapped to each allele A–F as described above, and \( \pi, i \) and \( n \) are as previously. A single sample for \( z \) was taken for each isolate \( i \). This 6-vector \( z_i \) is then used as the observed data in the same model as above to infer \( \pi, i \) and \( \mu_c \) for the whole locus allele (A–F) rather than just the 5’ end.

For the 5’ allele (TRD1.j), a model using a single \( \kappa \) parameter rather than a \( \kappa \) indexed by tissue \( c \) was preferred (change in deviance information criterion [52] \( \Delta \text{DIC} = -0.523 \)). For the 3’ allele (TRD2.j), a model with a single \( \kappa \) parameter did not converge. A model with \( \kappa \) indexed by allele was used instead.

### Diversity of ivr allele within samples

As the speed of inversion is rapid, the subsequent polymorphism of this locus was also used to evaluate our assumptions about diversity of the bacterial population within each niche. We calculated the Shannon index of each sample’s vectors \( \pi_{\text{CSF}} \) and \( \pi_{\text{blood}} \) to measure diversity of the sample in each niche. The mean Shannon index across CSF samples was 1.01 [95% highest posterior density (HPD) 0.93–1.5] and 0.98 (95% HPD 0.35–1.55) in the blood. Looking at each sample pair individually, the difference between diversity in each niche appears normally distributed with a mean of zero (Fig. S9). Together, these observations suggest a similar rate of diversity generation in each niche. This is in line with our assumption that the two populations have similar mutation rates, and a similar number of generations between being founded and being sampled.

### RESULTS

We made assumptions about the evolution of bacteria within the host, under which we discuss the power of pairwise comparisons between single colonies taken from each niche to capture repeated evolution occurring post-invasion. (i) There is a bottleneck of a single bacterium upon invasion into the first sterile niche (usually blood), which then founds the post-invasion population [5, 53]. (ii) A large invasive population is quickly established, as the population size approaches the carrying capacity of the blood/CSF. The population size is large enough for selection to operate efficiently. (iii) As infection occurs in a mass transport system, populations are well mixed without any substructure. Therefore, the effective population size equals the census population size. (iv) The bacterial growth rate within blood and CSF is similar.

Initially the population size is small, so selection is inefficient and the population-wide mutation rate is low. However, the eventual carrying capacity (the maximum number of cells) of the blood and CSF are large enough (>1.5×10^3 c. f.u.) [54, 55] for beneficial mutations to fix rapidly. Due to the short generation time of around an hour [56], this carrying capacity is reached early in the course of the disease (after 1–2 days) [57].

Crucially, population sizes where selection acts efficiently [58] are reached even earlier than this – a few hours after invasion. Therefore, mutations with a selective advantage occurring after the first stages of infection will eventually become fixed in the niche’s population. So, sequence comparison between colony picks from each niche is likely to find adaptation that has occurred post-invasion.

Similarity of the bacterial growth rate within blood and CSF is an important assumption because in 45% of the pneumococcal cases there was evidence that CSF invasion happened before blood invasion (patients had a documented prior CSF leak, otitis media or sinusitis) [59, 60]. This allowed us to search for post-adaptation invasion that happens in either direction in this species. We investigated the validity of this assumption using analysis of data on the ivr locus (see Methods).

Finally, we considered whether the culturing process would bias our results. In S. pneumoniae, we found that two additional passages of the previous sample pair resulted in one additional insertion. In N. meningitidis, a low rate of variation, no selection on phase-variable regions and no variation of other regions have been observed during culture steps [61–63]. We therefore concluded that there would be minimal bias introduced during culturing, and that which was introduced would increase the frequency of mutations between pairs without bias towards either blood or CSF.

### No repeated post-invasion adaptation in coding regions across species

We performed comparisons between the pan-genome of each pair of blood and CSF isolates, using reference-free variant calling techniques (see Methods). The method was evaluated using simulated data, giving us confidence that it could detect the small amounts of variation expected between each isolate pair (Figs S2 and S3).

For each species, we then counted the number of variants of any type between each blood/CSF isolate pair taken from a patient (Fig. 1). In S. pneumoniae, 452 of 674 paired samples (67%) were identical. The distribution of number of variants between isolate pairs was roughly Poisson (mean=0.547), excluding outliers. Variation between N. meningitidis pairs also followed a roughly Poisson distribution (mean=2.34), which when compared to S. pneumoniae showed a higher number of variants between blood and CSF isolates (Wilcoxon rank-sum test, W=25790, \( P \) value <10^-10) such that most pairs had at least one variant between the blood and CSF samples.

In both species, the mutations that do exist, if they cause the same functional change, could represent a signal of adaptation. To determine whether this was the case, we counted the number of times each gene contained variation between the blood and CSF isolate over all the pairs collected, and used a Poisson test to determine whether this was more than expected for each gene (see Methods).

For S. pneumoniae, the results are shown in Table 1. The dlt operon, responsible for \( \delta \)-alanlylation in teichoic acids in the cell wall [31, 64, 65], was the most frequently mutated
region: 36 mutations in 31 sample pairs (Poisson test \( P<10^{-10} \)). This occurred in only 5% of samples, so adaptation to a niche due to variation in genes is not common.

To investigate whether this represented adaptation to either blood or CSF, we annotated the effect of these variants, and determined whether they were specific to a niche. We mapped them to the R6 \( S.\) pneumoniae strain, which has a functional \( dlt \) operon and was therefore assumed to be the ancestral state. There was no directionality to the mutations: 19 occurred in the blood, and 11 in the CSF (\( P=0.2 \)). Only seven of the patients infected by these strains showed signs of blood invasion before CSF invasion (sinusitis or otitis); this also did not show directionality. The nature of the mutations is shown in Fig. 2 and Table S3. Most of these mutations would be expected to cause a loss of function in the operon. Though this suggests this locus has a deleterious effect in invasive disease generally, the lack of directionality to the mutations means it does not show evidence of adaptation to either the blood or CSF specifically.

In all the other genes in Table 1 the variants are non-synonymous SNPs distributed evenly between blood and CSF; therefore, also showing no adaptation specific to either niche.

The most frequently mutated genes between pairs in \( N.\) meningitidis are shown in Table 2. Top ranked are those relating to the pilus: \( pilE \) (19), \( pilC \) (6) and \( pilQ \) (4). Pilus genes are associated with immune interaction [66], and are therefore expected to be under diversifying selection; an excess of non-synonymous mutations (\( dN/dS=1.39; P=0.024 \)) is consistent with this. The other notable gene...
with more mutations than expected in *N. meningitidis* was *porA*, encoding a variable protein that is a major determinant of immune reaction [67], in which 12 samples had frameshift mutations in one of two positions. Phase variation in the gene’s promoter region, affecting its expression, is discussed in more detail below.

The mutations in Table 2 show no association with blood or CSF specifically, so do not represent adaptation to either niche. Genetic variation in *piIE*, *hpua*, *wpBC*, *porA* and *lgfB* within-host has been observed previously in a single patient with a hypermutating *N. meningitidis* infection [25]. These coding sequences overlap with those in Table 2, which also suggests an elevated background mutation rate in these sequences, rather than strong selection between the blood and CSF niches.

**No evidence for repeated adaptation in intergenic regions in *S. pneumoniae* and *N. meningitidis***

Our previous result suggesting adaptation from blood to CSF was an intergenic change affecting the transcription the *patAB* genes, encoding an efflux pump [24]. In general, it is known that in pathogenic bacteria a common form of adaptation is mutation in intergenic regions, which may affect global transcription levels, causing a virulent phenotype [68, 69], antimicrobial resistance [70] and changing interaction with the host immune system [71]. Changes in these regions have previously been shown to display signs of adaptation during single cases of bacterial disease [20].

We therefore separately investigated the mutations in non-coding regions. Analysing the positions of these mutations required a consistent co-ordinate system across all sample pairs. We therefore remapped the co-ordinates each variant discovered in an intergenic region to the co-ordinates of the ATCC 700669 reference genome. We used population-matched carriage isolates as the ancestral state to determine whether these mutations occurred in the blood or CSF isolate.

Fig. S10 shows all mutations plotted genome-wide in *S. pneumoniae*. The peaks correspond to mutations in genes described in Table 1. In the remaining 121 mutations in non-coding regions, we observed no clustering by position. Over all pairs of samples, intergenic mutations were spread between blood and CSF isolates when compared to a carriage reference isolate. This suggests none of the intergenic mutations were providing a selective advantage in either invasive niche.

The mutations in *N. meningitidis* are plotted in Fig. S11, 110 of which were in non-coding regions. We observed enrichment, but no niche specificity, in the upstream region of six genes. These mutations are listed in Table 3. Some of the mutations upstream of *porA* and *opc* were in phase-variable homopolymeric tracts, which are discussed more fully in the section below. The other mutations were upstream of the adhesins *hsf/NMB0992* and *NMB1994*, which are involved in colonization [72] and immune interaction during invasion [73], and *frpB/NMB1988*, which is a surface antigen involved in iron uptake [74]. Differential expression of these genes may be an important factor affecting invasion, but the mutations we observed that may affect this do not appear to be specific to blood or CSF.

**Table 2. Genes containing significantly repeated mutations between blood and CSF isolate pairs in *N. meningitidis***

Ordered by increasing P value; locus tags refer to the MC58 genome, if present.

| Gene name   | Gene length (bp) | Mutations between blood and CSF | P value |
|-------------|------------------|---------------------------------|---------|
| *piIE* (NMB0018) | 384              | 18                              | <10^-10 |
| *lgfC*      | 189              | 16                              | <10^-10 |
| *hyAD*      | 327              | 14                              | <10^-10 |
| *outA*      | 1869             | 19                              | <10^-10 |
| *hpua* (NMB1668) | 2382             | 17                              | <10^-10 |
| *porA* (NMB1429) | 1178             | 12                              | <10^-10 |
| *lgfA* (NMB1929) | 1050             | 10                              | <10^-10 |
| *kfc*       | 360              | 7                               | <10^-10 |
| *cota*      | 1134             | 7                               | 9.2×10^-9 |
| *sotA*      | 3252             | 6                               | 3.9×10^-4 |

**No evidence for repeated adaptation in phase-variable regions in *S. pneumoniae* and *N. meningitidis***

Phase-variable regions, which may also be intergenic, can mutate rapidly and are known to be a significant source of variation in pathogenic bacteria [75]. This mutation is an important mechanism of adaptation [76], and meningococcal genomes in particular contain many of these elements [77].

In *N. meningitidis*, we observed six samples with single base changes in length of the phase-variable homopolymeric tract in the *porA* gene’s promoter sequence, and five samples with the single base length changes in the analogous promoter sequence of *opc*. While changes in the length of...
these tracts will affect expression of the corresponding genes, both of which are major determinants of immune response [63, 78], the tract length does not correlate with blood or CSF specifically. Consistent with this, porA expression has previously been found to be independent of whether isolates were taken from CSF, blood or throat [63].

In S. pneumoniae, recent publications have highlighted a potential role in virulence for the ivr locus, a type I restriction-modification system with a phase-variable specificity gene allele of hsdS in the host specificity domain (Fig. 3) [18, 19, 79]. There are six possible different alleles A–F (Fig. S6) for hsdS, each corresponding to a different level of capsule expression. Some of these alleles are more successful in a murine model of invasion, whereas others are more successful in carriage. We used a mapping-based approach (see Methods) to determine whether any of these alleles were associated with either the blood or CSF niche specifically, which could be a sign of adaptation.

As the locus inversion is rapid and occurs within-host, we first ensured that cultured samples were representative of the original clinical samples using PCR quantification of each allele. However, as even a single colony contains heterogeneity at this locus, simply taking the allele with the most reads mapping to it in each sample gives a poor estimate of the overall presence of each allele in the blood and CSF niches. To take into account the mix of alleles present in each sample, and to calculate confidence intervals, we developed a hierarchical Bayesian model for the ivr allele (see Fig. S7 and Methods). This simultaneously estimated the proportion of each colony pick with alleles A–F for both each individual isolate (πi), and summed over all the samples in each niche (μi). We applied this over i samples and c niches (in this case c can be blood or CSF).

For each pair of blood and CSF samples listed in Table S2, the difference in allele prevalence D = πCSF − πblood was calculated (Table S4). All S. pneumoniae samples had a difference in mean of at least one allele (as the confidence intervals overlap zero), highlighting the speed at which this locus inverts. While this means that between a single CSF and blood pair the allele at this locus usually changes, it is the mean of μc (corresponding to the mean allele frequency in each niche over all sample pairs) that tells us whether selection of an allele occurs in either the blood or CSF more generally. This is plotted in Fig. 4. As the confidence intervals overlap, no particular allele is associated with either blood or CSF S. pneumoniae isolates.

Previous work on a murine invasion model [19] showed an increase in the proportion of alleles A and B over the course of infection. We did not observe the same effect in our clinical samples, though the large confidence intervals from the mathematical model suggest that genomic data with a small insert size relative to the size of repeats in the locus is limited in resolving changes in this allele. A small selective effect of the ivr allele between these niches would therefore not be detected, but we can rule out strong selection for a particular allele (odds ratio >2). Application to read data from a large carriage dataset may help resolve whether the same effect does occur in humans, as it would provide a greater temporal range over the course of pathogenesis.

**DISCUSSION**

Previous studies have shown that substantial levels of genomic DNA sequence variation occur in bacteria colonizing or infecting human hosts [12, 14, 15] and suggest that some of this variation may be due to selective adaptation [20, 22–24, 80]. Studies sampling from multiple sites over the course of an infection have been performed on other species of bacteria; while overall sequence similarity is generally found to be very high, some signs of adaptation to host niche have been found [23, 81, 82].

Such adaptations during invasive bacterial disease could lead to new insights into the processes of pathogenesis with the potential to inform therapies [83, 84]. Therefore, it is important to capture evidence of such variation; we sought to do this through large-scale genomic analysis. We have searched for variation in two different bacterial species comparing genomes from bacteria isolated from both blood and CSF from the same individuals in 869 bacterial meningitis cases.

We found overall that blood and CSF isolates have very similar genetic sequences. The small number of mutations observed are not randomly distributed throughout the

---

**Fig. 3.** The structure of the ivr type I restriction-modification locus in S. pneumoniae. The restriction (hsdR) and methylation (hsdM) subunits, and the 5′ end of the specificity subunit (hsdS) are generally conserved. Inverted repeats IR1 (85 bp) and IR2 (333 bp) facilitate switching of downstream incomplete hsdS elements into the transcribed region. Top: the green read pair has the expected insert size, and suggests allele A (1.1, 2.1) is present; the red read pair is in the wrong orientation and has an anomalously large insert size. Bottom: the red read pair is consistent with the displayed inversion, suggesting allele D (1.2, 2.1) is present.
genome, but are randomly distributed between blood and CSF isolates. These mutations are therefore an observation of a higher mutation rate in these regions during invasion, but not repeated adaptation to either the blood or CSF niche specifically. This result from a much larger sample size indicates that our previous observation of variation between blood and CSF isolates from a single case of meningitis was a rare event most likely driven by antibiotic selection pressure during treatment [24]. Supporting the conclusion from small genetic variations, no adaptation to either niche was observed in a focused analysis of structural variation in the \( \text{ivr} \) locus of \( S. \text{pneumoniae} \). This is important as it captures some of the genome-wide epigenetic variation that affects virulence, via level of capsule expression [19]. Though not a sign of adaptation to the blood or CSF specifically, regions with a higher mutation rate may either be those under diversifying selection, such as the pilus in \( N. \text{meningitidis} \), or provide a selective advantage outside of the nasopharynx.

The most notable of these observations for a locus not already known to be under diversifying selection is the \( \text{dlt} \) locus in \( S. \text{pneumoniae} \). This locus controls levels on \( \text{D} \)-alanylation of cell wall teichoic acids. These are recognized by Toll-like receptors and have been shown to increase the sensitivity of the cytokine response of the host [64], while at the same time conferring resistance to host antimicrobial peptides (AMPs) [65]. In \( \text{Staphylococcus aureus} \), mutation of the \( \text{dlt} \) locus has been shown to affect host tropism, though levels of \( \text{D} \)-alanylated teichoic acids did not correlate with infectivity [85].

We observed that after bloodstream invasion, the \( \text{dlt} \) operon accumulates significantly more damaging mutations than expected, implying a selection pressure against the gene function. This suggests that interaction with host AMPs changes upon shift from the nasopharynx to the invasive niche, a notion that is supported by \textit{in vitro} observations that clinical isolates of \( S. \text{pneumoniae} \) are more susceptible to AMPs than carriage isolates [31]. We observed an excess of damaging mutations in \( \text{dlt} \) compared to other loci. That \( \text{D} \)-alanylation can be deleterious in invasive isolates has not been previously observed, though virulent isolates are known to be viable without this modification [86].

It is still possible that the genetics of the invading bacterium may already determine, prior to invasion, whether CSF invasion is possible, though previous studies at the gene level suggest this is not the case [29]. Future studies are needed to comprehensively identify whether adaptation occurs through genetic variation between carriage and invasion. This should be addressed through either comparing a large collection of pairs of carriage and invasive isolates with deep sequencing, or large-scale genome-wide association studies of carriage and disease collections. Alternatively, progression to meningitis could also be related to factors of the host, for example genetic factors affecting the immune system [87], or regulatory changes in the bacteria.

**Fig. 4.** Mean and 95 % HPD for \( \mu_c \). This shows the proportion of each allele present in each of blood and CSF tissues pooling across all samples.
Funding information
Work at the Wellcome Trust Sanger Institute was supported by Wellcome Trust core funding (098051; https://wellcome.ac.uk). This work was also supported by grants from the European Research Council (ERC Starting Grant, proposal/contract 281156; https://erc.europa.eu/) and the Netherlands Organization for Health Research and Development (ZonMW; NWO-Vidi grant 2010, proposal/contract 016.116.358; www.zonmw.nl/), both to D.V. The Netherlands Reference Laboratory for Bacterial Meningitis was supported by the National Institute for Health and Environmental Protection, Bilthoven (www.rivm.nl/). J. A. L. was supported by a Medical Research Council studentship grant (1365620; www.mrc.ac.uk/). N. J. C. was funded by a Sir Henry Dale Fellowship, jointly funded by the Wellcome Trust and the Royal Society (grant number 104169/Z/14/Z; https://royalsociety.org/). M. R. O. was supported by a Medical Research Council grant (MR/M003078/1). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Acknowledgements
Thanks to Win Kit Man for performing DNA isolation of bacteria. The study benefitted from collaboration in ESGIB.

Conflicts of interest
The authors declare that there are no conflicts of interest.

Ethical statement
Written informed consent was obtained from all patients or their legally authorized representatives. The studies were approved by the Medical Ethics Committee of the Academic Medical Center, Amsterdam, The Netherlands (approval number: NL43784.018.13).

Data Bibliography
1. The Wellcome Trust Sanger Institute. European Nucleotide Archive ERP004245 (2016).
2. Lees JA. GitHub https://github.com/johnlees/paired-samples (2016).
3. Lees JA. FigShare http://dx.doi.org/10.6084/m9.figshare.4329809 (2016).
4. Croucher NJ, Walker D, Romero P, Lennard N, Paterson GK et al. GenBank NC_011900.1 (2009).
5. Mosk-Kanamori BB, Geldhof M, Van der Poll T, Van de Beek D. Pathogenesis and pathophysiology of pneumococcal meningitis. Clin Microbiol Rev 2011;24:557–591.
6. Brouwer MC, Tunkel AR, Van de Beek D. Epidemiology, diagnosis, and antimicrobial treatment of acute bacterial meningitis. Clin Microbiol Rev 2010;23:467–492.
7. Caugant DA, Haiby EA, Magnus P, Scheel O, Hoel T et al. Asymptomatic carriage of Neisseria meningitidis in a randomly sampled population. J Clin Microbiol 1994;32:322–330.
8. Hammitt LL, Bruden DL, Butler JC, Baggett HC, Hurlburt DA et al. Indirect effect of conjugate vaccine on adult carriage of Streptococcus pneumoniae: an explanation of trends in invasive pneumococcal disease. J Infect Dis 2006;193:1487–1494.
9. Gerlini A, Colomba L, Furi L, Braccini T, Manso AS et al. The role of host and microbial factors in the pathogenesis of pneumococcal bacteraemia arising from a single bacterial cell bottleneck. PLoS Pathog 2014;10:e1004026.
10. Weiسيf M, Van de Beek D, Spanjaard L, Reitsma JB, De Gans J. Clinical features, complications, and outcome in adults with pneumococcal meningitis: a prospective case series. Lancet Neurol 2008;5:123–129.
11. Adriani KS, Brouwer MC, van de Beek D. Risk factors for community-acquired bacterial meningitis in adults. Neth J Med 2015;73:53–60.
12. Ochman H, Elwyn S, Moran NA. Calibrating bacterial evolution. Proc Natl Acad Sci USA 1999;96:12638–12643.
13. Mwangi MM, Wu SW, Zhou Y, Sieradzki K, De Lencastre H et al. Tracking the in vivo evolution of multidrug resistance in Staphylococcus aureus by whole-genome sequencing. Proc Natl Acad Sci USA 2007;104:9451–9456.
14. Smith EE, Buckley DG, Wu Z, Saenphimmachak C, Hoffman LR et al. Genetic adaptation by Pseudomonas aeruginosa to the airways of cystic fibrosis patients. Proc Natl Acad Sci USA 2006;103:8487–8492.
15. Bryant JM, Grogono DM, Greaves D, Foweraker J, Roddick I et al. Whole-genome sequencing to identify transmission of Mycobacterium abscessus between patients with cystic fibrosis: a retrospective cohort study. Lancet 2013;381:1551–1560.
16. Morelli G, Didelot X, Kusecek B, Sahl W, Bahliwane C et al. Microevolution of Helicobacter pylori during prolonged infection of single hosts and within families. PLoS Genet 2010;6:e1001036.
17. Wilson DJ, Gabriel E, Leatherbarrow AJ, Cheesbrough J, Gee S et al. Rapid evolution and the importance of recombination to the gastroenteric pathogen Campylobacter jejuni. Mol Biol Evol 2009;26:385–397.
18. Eyre DW, Cule ML, Wilson DJ, Griffiths D, Vaughan A et al. Diverse sources of C. difficile infection identified on whole-genome sequencing. N Engl J Med 2013;369:1195–1205.
19. Kennemann L, Didelot X, Aebischer T, Kuhn S, Drescher B et al. Helicobacter pylori genome evolution during human infection. Proc Natl Acad Sci USA 2011;108:5033–5038.
20. Ehrlich GD, Ahmed A, Earl J, Hillier NL, Costerton JW et al. The distributed genome hypothesis as a rubric for understanding evolutionary processes of Pseudomonas aeruginosa to a human host environment. Environ Microbiol 2012;14:2200–2211.
21. Li J, Li JW, Feng Z, Wang J, An H et al. Epigenetic switch driven by DNA inversions dictates phase variation in Streplococcus pneumoniae. PLoS Pathog 2016;12:e1005762.
22. Manso AS, Chai MH, Attack JM, Furi L, de Ste Croix M et al. Random six-phase switch regulates pneumococcal virulence via global epigenetic changes. Nat Commun 2014;5:5055.
23. Marvig RL, Sommer LM, Molin S, Johansen HK. Convergent evolution and adaptation of Pseudomonas aeruginosa within patients with cystic fibrosis. Nat Genet 2015;47:35–44.
24. Barrick JE, Yu DS, Yoon SH, Jeong H, Oh TK et al. Genome evolution and adaptation in a long-term experiment with Escherichia coli. Nature 2009;461:1243–1247.
25. Yang L, Jelsbak L, Marvig RL, Damkier S, Workman CT et al. Evolutionary dynamics of bacteria in a human host environment. Proc Natl Acad Sci USA 2011;108:7481–7486.
26. Young BC, Golubchik T, Batty EM, Fung R, Larner-Svensson H et al. Evolutionary dynamics of Staphylococcus aureus during progression from carriage to disease. Proc Natl Acad Sci USA 2012;109:4550–4555.
27. Croucher NJ, Mitchell AM, Gould KA, Inverarity D, Barquist L et al. Dominant role of nucleotide substitution in the diversification of serotype 3 pneumococci over decades and during a single infection. PLoS Genet 2013;9:e1003868.
28. Omer H, Rose G, Jolley KA, Frapy E, Zahar JR et al. Genotypic and phenotypic modifications of Neisseria meningitidis after an accidental human passage. PLoS One 2011;6:e17145.
29. Brueggemann AB, Griffiths DT, Meats E, Peto T, Crook DW et al. Clonal relationships between invasive and carriage Streptococcus pneumoniae and serotype- and clone-specific differences in invasive disease potential. J Infect Dis 2003;187:1424–1432.
30. Del Amo E, Selva L, De Sevilla MF, Ciriuela P, Brotons P et al. Estimation of the invasive disease potential of Streptococcus
pneumoniae in children by the use of direct capsular typing in clinical specimens. Eur J Clin Microbiol Infect Dis 2015;34:705–711.

28. Robinson DA, Edwards KM, Waits KB, Briles DE, Crain MJ et al. Clones of Streptococcus pneumoniae isolated from nasopharyngeal carriage and invasive disease in young children in central Tennessee. J Infect Dis 2001;183:1501–1507.

29. Kuloehma BW, Cornick JE, Chaguza C, Yalcin F, Harris SR et al. Comparative genomic analysis of meningitis and bacteremia causing pneumococci identifies a common core genome. Infect Immun 2015;83:4165–4173.

30. Cremers AJ, Zomer AL, Gritzfeld JF, Ferwerda G, Van Hijum SA et al. The adult nasopharyngeal microbiome as a determinant of pneumococcal acquisition. Microbiome 2014;2:44.

31. Habets MGJL, Rozen DE, Brockhurst MA. Variation in Streptococcus pneumoniae susceptibility to human antimicrobial peptides may mediate intraspecific competition. P Roy Soc Lond B Bio 2012;279:3803–3811.

32. Van de Beek D. Progress and challenges in bacterial Meningitis. Lancet 2012;380:1623–1624.

33. Woehrl B, Brouwer MC, Murr C, Heckenberg SG, Baas F et al. Complement component 5 contributes to poor disease outcome in humans and mice with pneumococcal meningitis. J Clin Invest 2011;121:3943–3953.

34. Uricaru R, Rizk G, Lacroix V, Quillery E, Plantard O et al. Reference-free detection of isolated SNPs. Nucleic Acids Res 2014;33:1–11.

35. Lqbzl Z, Caccamo M, Turner I, Flicek P, Mcvean G. De novo assembly and genotyping of variants using colored de Bruijn graphs. Nat Genet 2014;46:226–232.

36. Bankwich A, Nurk S, Antipov D, Gurevich AA, Dvorkin M et al. SPAdes: a new genome assembly algorithm and its applications to single-cell sequencing. J Comput Biol 2012;19:455–477.

37. Page AJ, Parkhill J, Quail MA, Hunt M, de Silva N et al. Robust high-throughput prokaryote de novo assembly and improvement pipeline for Illumina data. Microb Genom 2016;2.

38. Zaharia M, Bolosky WJ, Curtis K, Fox A, Patterson DA et al. Faster and more accurate sequence alignment with SNAP. arXiv 2011;1111:5572v1.

39. Li H. A statistical framework for SNP calling, mutation discovery, association mapping and population genetic parameter estimation from sequencing data. Bioinformatics 2011;27:2987–2993.

40. Kelley DR, Schatz MC, Salzberg SL. Quake: quality-aware detection and correction of sequencing errors. Genome Biol 2010;11:R116.

41. Simpson JT, Durbin R. Efficient de novo assembly of large genomes using compressed data structures. Genome Res 2012;22:549–556.

42. Hoskins J, Alborn WE, Arnold J, Blaszcak LC, Burgett S et al. Genome of the bacterium Streptococcus pneumoniae strain R6. J Bacteriol 2001;183:5709–5717.

43. Denapaite D, Brückner R, Nuhn M, Reichmann P, Henrich B et al. The genome of Streptococcus mitis B6–what is a commensal? PLoS One 2010;5:e9426.

44. Paten B, Earl D, Nguyen N, Diekhans M, Zerbino D et al. Cactus: algorithms for genome multiple sequence alignment. Genome Res 2011;21:1512–1528.

45. Hu X, Yuan J, Shi Y, Lu J, Liu B et al. pIRS: profile-based Illumina pair-end reads simulator. Bioinformatics 2012;28:1533–1535.

46. Tettelin H, Nelson KE, Paulsen IT, Eisen JA, Read TD et al. Complete genome sequence of a virulent isolate of Streptococcus pneumoniae. Science 2001;293:498–506.

47. Klammer G, Schwarzwauber K, Mayr A, Clever DA, Mittrecker A et al. cn.MOPS: mixture of Poissons for discovering copy number variations in next-generation sequencing data with a low false discovery rate. Nucleic Acids Res 2012;40:e69.

48. Croucher NJ, Walker D, Romero P, Lennard N, Paterson GK et al. Role of conjugative elements in the evolution of the multidrug-resistant pandemic clone Streptococcus pneumoniae Spain23F STB1. J Bacteriol 2009;191:1480–1489.

49. Tettelin H, Saunders NJ, Heidelberg J, Jeffries AC, Nelson KE et al. Complete genome sequence of Neisseria meningitidis serogroup B strain MC58. Science 2000;287:1809–1815.

50. McLaren W, Pritchard B, Rios D, Chen Y, Flicek P et al. Deriving the consequences of genomic variants with the Ensembl API and SNP Effect Predictor. Bioinformatics 2010;26:2096–2070.

51. Kent WJ. BLAT—the BLAST-like alignment tool. Genome Res 2002;12:66–664.

52. Spiegelhalter DJ, Best NG, Carlin BP, Van der Linde A. Bayesian measures of model complexity and fit. J R Stat Soc Series B Stat Methodol. 2002;64:658–639.

53. Moxon ER, Murphy PA. Haemophilus influenzae bacteremia and meningitis resulting from survival of a single organism. Proc Natl Acad Sci USA 1978;75:1534–1536.

54. Brown PD, Davies SL, Speake T, Millar ID. Molecular mechanisms of cerebrospinal fluid production. Neuroscience 2004;129:957–970.

55. La Scola B, Djika D. Quantitation of bacteria in cerebrospinal fluid and blood of children with meningitis and its diagnostic significance. J Clin Microbiol 1984;19:187–190.

56. Allegrucci M, Hu FZ, Shen K, Hayes J, Ehrlich GD et al. Phenotypic characterization of Streptococcus pneumoniae biofilm development. J Bacteriol 2006;188:2325–2335.

57. Gang TB, Hanley GA, Agrawal A. C-reactive protein protects mice against pneumococcal infection via both phosphocholine-dependent and phosphocholine-independent mechanisms. Infect Immun 2015;83:1845–1852.

58. Patwa Z, Wahl LM. The fixation probability of beneficial mutations. J R Soc Interface 2008;5:1279–1289.

59. Brouwer MC, Heckenberg SG, De Gans J, Spanjaard L, Reitsma JB et al. Nationwide implementation of adjunctive dexamethasone therapy for pneumococcal meningitis. Neurology 2010;75:1533–1539.

60. Heckenberg SG, Brouwer MC, Van der Ende A, Van de Beek D. Adjunctive dexamethasone in adults with meningococcal meningitis. Neurology 2012;79:1563–1569.

61. Fransen F, Heckenberg SG, Hastrup HJ, Feller M, Boog CJ et al. Naturally occurring lipid A mutants in Neisseria meningitidis from patients with invasive meningococcal disease are associated with reduced coagulopathy. PLoS Pathog 2009;5:e1000396.

62. Van der Ende A, Hopman CT, Zaat S, Essink BB, Berkhou B et al. Variable expression of class 1 outer membrane protein in Neisseria meningitidis is caused by variation in the spacing between the -10 and -35 regions of the promoter. J Bacteriol 1995;177:2475–2480.

63. Van der Ende A, Hopman CT, Dankert J. Multiple mechanisms of phase variation of PorA in Neisseria meningitidis. Infect Immun 2000;68:6685–6690.

64. Deininger S, Figueroa-Perez I, Sigel S, Stadelmaier A, Schmidt RR et al. Use of synthetic derivatives to determine the minimal active structure of cytokine-inducing lipoteichoic acid. Clin Vaccine Immunol 2007;14:1629–1633.

65. Kovacs M, Halfmann A, Fedike I, Heintz M, Peschel A et al. A functional dlt operon, encoding proteins required for incorporation of d-alanine in teichoic acids in gram-positive bacteria, confers resistance to cationic antimicrobial peptides in Streptococcus pneumoniae. J Bacteriol 2006;188:5797–5805.

66. Wörmann ME, Horien CL, Bennett JS, Jolley KA, Maiden MC et al. Sequence, distribution and chromosomal context of class I and class II pilus genes of Neisseria meningitidis identified in whole genome sequences. BMC Genomics 2014;15:253.

67. Russell JE, Jolley KA, Feavers IM, Maiden MC, Suerk J. PorA variable regions of Neisseria meningitidis. Emerg Infect Dis 2004;10:674–678.
56. Gripenland J, Netterling S, Loh E, Tiensuu T, Toledo-Arana A et al. RNAs: regulators of bacterial virulence. Nat Rev Microbiol 2010;8:857–866.

57. Johansson J, Mandin P, Renzoni A, Chiaruttini C, Springer M et al. An RNA thermosensor controls expression of virulence genes in Listeria monocytogenes. Cell 2002;110:551–561.

58. Sreevatsan S, Pan X, Zhang Y, Deretic V, Musser JM. Analysis of the oxyR-ahpC region in isoniazid-resistant and -susceptible Mycobacterium tuberculosis complex organisms recovered from diseased humans and animals in diverse localities. Antimicrob Agents Chemother 1997;41:600–606.

59. Magnusson M, Tobes R, Sancho J, Pareja E. Cutting edge: natural DNA repetitive extragenic sequences from gram-negative pathogens strongly stimulate TLR9. J Immunol 2007;179:31–35.

60. Hung MC, Christodoulides M. The biology of Neisseria adhesins. Biology 2013;2:1054–1109.

61. Griffiths NJ, Hill DJ, Borodina E, Sessions RB, Devos NI. Meningococcal surface fibrin (MSf) binds to activated vitronectin and inhibits the terminal complement pathway to increase serum resistance. Mol Microbiol 2011;82:1129–1149.

62. Delany I, Grifantini R, Bartolini E, Rappuoli R, Scarlato V. Effect of Neisseria meningitidis fur mutations on global control of gene transcription. J Bacteriol 2006;188:2483–2492.

63. Bucci C, Lavitola A, Salvatore P, Del Giudice L, Massardo DR et al. Hypermutation in pathogenic bacteria: frequent phase variation in meningococci is a phenotypic trait of a specialized mutator bio-type. Mol Cell 1999;3:435–445.

64. Moxon ER, Rainey PB, Nowak MA, Lenski RE. Adaptive evolution of highly mutable loci in pathogenic bacteria. Curr Biol 1994;4:24–33.

65. Snyder LA, Butcher SA, Saunders NJ. Comparative whole-genome analyses reveal over 100 putative phase-variable genes in the pathogenic Neisseria spp. Microbiology 2001;147:2321–2332.

66. Sarkari J, Pandit N, Moxon ER, Achtman M. Variable expression of the Opc outer membrane protein in Neisseria meningitidis is caused by size variation of a promoter containing poly-cytidine. Mol Microbiol 1994;13:207–217.

67. Croucher NJ, Coupland PG, Stevenson AE, Callendrello A, Bentley SD et al. Diversification of bacterial genome content through distinct mechanisms over different timescales. Nat Commun 2014;5:5471.

68. Jorth P, Staudinger BJ, Wu X, Hisert KB, Hayden H et al. Regional isolation drives bacterial diversification within cystic fibrosis lungs. Cell Host Microbe 2015;18:307–319.

69. Paterson GK, Harrison EM, Murray GG, Welch JJ, Warland JH et al. Capturing the cloud of diversity reveals complexity and heterogeneity of MRSA carriage, infection and transmission. Nat Commun 2015;6:6560.

70. Shea PR, Beres SB, Flores AR, Ewbank AL, Gonzalez-Lugo JH et al. Distinct signatures of diversifying selection revealed by genome analysis of respiratory tract and invasive bacterial populations. Proc Natl Acad Sci USA 2011;108:5039–5044.

71. Das S, Lindemann C, Young BC, Muller J, Österreich B et al. Natural mutations in a Staphylococcus aureus virulence regulator attenuate cytotoxicity but permit bacteremia and abscess formation. Proc Natl Acad Sci USA 2016;113:E3101–E3110.

72. Didelot X, Walker AS, Peto TE, Crook DW, Wilson DJ. Within-host evolution of bacterial pathogens. Nat Rev Microbiol 2016;14:150–162.

73. Viana D, Comos M, McAdam PR, Ward MJ, Selva L et al. A single natural nucleotide mutation alters bacterial pathogen host tropism. Nat Genet 2015;47:361–366.

74. Fischer W. Phosphocholine of pneumococcal teichoic acids: role in bacterial physiology and pneumococcal infection. Res Microbiol 2000;151:421–427.

75. Brouwer MC, De Gans J, Heckenberg SG, Zwinderman AH, Van der Poll T et al. Host genetic susceptibility to pneumococcal and meningococcal disease: a systematic review and meta-analysis. Lancet Infect Dis 2009;9:31–44.

---

**Five reasons to publish your next article with a Microbiology Society journal**

1. The Microbiology Society is a not-for-profit organization.
2. We offer fast and rigorous peer review – average time to first decision is 4–6 weeks.
3. Our journals have a global readership with subscriptions held in research institutions around the world.
4. 80% of our authors rate our submission process as ‘excellent’ or ‘very good’.
5. Your article will be published on an interactive journal platform with advanced metrics.

Find out more and submit your article at microbiologyresearch.org.