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Abstract—Developing a computer-aided diagnostic system for detecting various skin malignancies from images has attracted many researchers. Unlike many machine learning approaches such as Artificial Neural Networks, Genetic Programming (GP) automatically evolves models with flexible representation. GP successfully provides effective solutions using its intrinsic ability to select prominent features (i.e., feature selection) and build new features (i.e., feature construction). Existing approaches have utilized GP to construct new features from the complete set of original features and the set of operators. However, the complete set of features may contain redundant or irrelevant features that do not provide useful information for classification. This study aims to develop a two-stage GP method where the first stage selects prominent features, and the second stage constructs new features from these selected features and operators such as multiplication in a wrapper approach to improve the classification performance. To include local, global, texture, color, and multi-scale image properties of skin images, GP selects and constructs features extracted from local binary patterns and pyramid-structured wavelet decomposition. The accuracy of this GP method is assessed using two real-world skin image datasets captured from the standard camera and specialized instruments, and compared with commonly used classification algorithms, three state-of-the-art, and an existing embedded GP method. The results reveal that this new approach of feature selection and feature construction effectively helps improve the performance of the machine learning classification algorithms. Unlike other black-box models, the evolved models by GP are interpretable, therefore the proposed method can assist dermatologists to identify prominent features, which has been shown by further analysis on the evolved models.

Index Terms—Image Classification, Genetic Programming, Skin Cancer Images, Feature Selection, Feature Construction.

I. INTRODUCTION

In the United States, more than 5 million new skin cancer cases are diagnosed every year which makes it a challenging public health problem [1]. Among skin cancers, Melanoma is the most dangerous form, which can be fatal if not detected early [2]. The incidence of skin cancer has been increasing globally with over 104,350 estimated cases including almost 11,650 deaths according to the Cancer Statistics Report in 2019 [1]. While the mortality is quite high, the survival rate of melanoma exceeds 95% when diagnosed in earlier stages [2]. The drastic spike in the prevalence of skin cancer, invasive biopsy tests and immense treatment expenses have rendered its early diagnosis a key public health concern.

For examining a skin lesion, dermatologists commonly follow the ABCD (Asymmetry, Border irregularity, Color variation and Dermoscopic structure) rule of dermoscopy [3]. This rule calculates a score by measuring these four lesion properties to effectively divide various types of skin cancers [4]. Another regularly utilized clinical methodology is the 7-point check-list strategy (Pigment Network, Streaks, Asymmetry, Regression areas, Dots, Blue-whitish veil, and presence/absence of six colors: black, white, dark-brown, light-brown, blue-gray, red) [5]. Identifying the properties of ABCD rule and 7-point check-list strategy in a skin lesion image requires domain expert knowledge, which can be expensive to employ. These significant visual properties and access to an enormous number of skin images have interested numerous researchers to present computer aided diagnostic (CAD) frameworks that can help dermatologist in early identification.

Skin lesion images come with various artifacts, e.g., gel, reflection, and hair, which make feature extraction process very difficult. Moreover, automatic skin cancer image classification is a very difficult task due to a number of factors such as the different location of lesion in an image, the immense intra-class variations of melanomas, and the large inter-class similarity between different kinds of skin cancers [6]. Along these lines, it is necessary to define strategies that can capture and/or construct informative features, which are, by one way or another, fit to imitate these clinical properties and, henceforth, utilize different local, global, texture, and color features.

Feature extraction can be applied to sub-images to extract local features while its application to the whole image extracts global features [7]. Such diagnostic systems or classification methods are potentially useful, which can accurately classify a particular skin cancer in actual circumstances [8]. In addition to classifying correctly, identifying significant features concurrently which can show critical visual patterns to a dermatologist is another key contribution. Moreover, features directly extracted from images may not have discriminating information about images of different classes for accurate classification. In other words, the presence of various artifacts often leads to redundant or irrelevant extracted features which may lead to poor classification performance. Two feature manipulation techniques, feature selection and feature construction, can be employed in such cases which help to pick important features and construct new informative features provided the original set of features, respectively, to improve classification accuracy [9]–[11]. Feature extraction, on the other hand, transforms the original set of features into a reduced representation set [12]. Most recently, convolutional neural networks (CNNs) have
gained immense popularity in dermoscopy image analysis. Codella et al. [13] performed feature extraction from skin cancer images by utilizing the Caffe architecture. Esteva et al. [14] tried to produce a performance as good as a human expert by training an Inception network on a huge private dataset with both dermoscopy and clinical images. However, with limited size of the available medical datasets, it is usually infeasible to train a CNN effectively from scratch [15].

Genetic programming (GP) is an evolutionary computation method which solves a particular problem at hand by automatically evolving computer programs/solutions (often represented as trees) [16]. GP utilizes genetic operations such as crossover, mutation, and reproduction on a current population of solutions to produce a new population of solutions [17]. The success of GP relies on its algorithmic characteristics: 1) no explicit assumption about the problem, 2) flexible to combine with existing approaches to get benefit from the best features of different methods, 3) robust by using a population-based search mechanism and randomized options, 4) makes GP less likely to get trapped in sub-optimal solutions, and 5) capable of providing unpredictable solutions which humans cannot presume useful for design domains [18]. Moreover, in GP, there is less demand for sample data compared to some other deep neural network based approach. As not all features are necessary for classification, GP uses its built-in filtering ability to select the important features at its leaf nodes (terminals), which makes GP an effective method for feature selection. These selected features usually have better ability to distinguish images of different classes, which greatly help achieve performance gains. A program evolved by GP can be considered as a newly constructed feature (CF) that can help improve the classification accuracy; hence, GP is an effective feature construction method. In addition to classification, GP has been explored extensively for feature selection and construction [9]–[11]. In image analysis, a wide range of applications have utilized GP, including object detection [19], feature extraction [12], feature construction [11], and classification [20], [21]. Recently, a GP method [11] has been developed using texture features for skin cancer detection from dermoscopy images. This method can only solve binary classification problem and its goodness has been evaluated on a single dataset. Though the method was fast being an embedded approach, it cannot achieve good classification performance.

Given the evaluation criteria, feature selection algorithms can be classified into three categories: wrapper, filter, and embedded approaches. While a wrapper approach incorporates a learning (classification) method in evaluating the feature subset, a filter approach does not utilize any classification method [22]. An embedded approach integrates classifier learning and feature selection into a solitary procedure [22].

Unlike the existing classification methods that produced viable outcomes for a single image modality, the proposed method aims to work well for skin images captured from both the standard camera and specialized instruments. Existing approaches automatically construct new informative features from the complete set of original features. However, new features built from selected features have not been investigated. Performing feature selection first to identify prominent features and constructing new features from these selected features has the potential to improve the classification performance.

A. Contributions

This study develops a new two-stage GP system for skin image classification in a wrapper approach (2SGP-W). The aim of the first stage of GP is to filter out the redundant or irrelevant features and pick only prominent features with high discriminating ability between classes. The aim of the second stage of GP is to perform classification in a wrapper approach using only the features selected in stage-1.

The main contributions of this study are as follows:

- We design a new two-stage GP method for feature selection and construction in skin cancer detection from images which provides better classification performance compared to the existing methods.
- Unlike existing approaches which either include color or texture features, the proposed method includes various texture, color, and frequency-based features to increase the classification performance. The proposed method achieves much better performance than four state-of-the-art skin cancer classification methods and six widely used machine learning classification algorithms on two real-world skin image datasets captured from different optical devices.
- The proposed method utilizes very little training time and can predict a class label to a test image in fractions of a second, which is efficient for real-world problems such as skin cancer detection.

II. LITERATURE REVIEW

A. Background

1) Local Binary Pattern (LBP): Ojala et al. [23] developed an image descriptor for feature extraction in computer vision applications that has been extensively researched. LBP uses a sliding window having a fixed radius to scan an image from top to bottom and left to right in a pixel-by-pixel fashion. It assigns the value to the central pixel according to the intensity values of the adjacent pixels situated on the radius as shown in Fig. 1. With the computed values, an LBP histogram (feature vector) is generated.

LBP are classified into two patterns; uniform and non-uniform. A non-uniform pattern consists of two or more bitwise transitions circularly from 0 to 1 or 1 to 0. For example, the code (01011100) shown in Fig. 1 is non-uniform. On the other hand, a uniform pattern consists of at most one such bitwise transition. For example, the codes 00011110, 01111001, and 10000000 are uniform. The size of the feature vector is $2^b$ where $b$ is the number of adjacent pixels. This size can be further reduced to $b(b-1)+3$ bins if only the uniform patterns are considered. All the non-uniform patterns are combined into one bin.

In skin lesions, uniform patterns help detect corners (lesion boundary), dots (flat regions), and line ends (streaks), which can help in distinguishing different types of skin cancers. In this work, two sets of LBP features are extracted:
- 59 uniform LBP features extracted from gray-scale skin images, termed as $L_G$ features.
- Uniform LBP features extracted from red (R), green (G) and blue (B) color channels of the skin image, termed as $L_{RB}$ features. From each color channel, 59 uniform LBP features are extracted. Hence, these three features vectors are concatenated together to form a single feature vector with 177 features.

2) Wavelet Features: Texture analysis can reflect the visual characteristics of a skin lesion, which forms the basis of clinical diagnosis (e.g. ABCD rule of dermoscopy) [24]. The pyramid-structured wavelet analysis [25] provides internal structure and detailed texture characteristics (local features), as well as overall properties (global features) of the skin lesion. Three-level pyramid-structured wavelet decomposition is used to extract the frequency-based features from four color channels; luminance, red, green, and blue. The luminance color channel is calculated as:

$$\text{luminance} = (0.3 \times R) + (0.59 \times G) + (0.11 \times B)$$  \hspace{1cm} (1)$$

Eight statistical measures and ratios are extracted from the wavelet coefficients. These measures are mathematically represented in Table I, where $i$ is an index of wavelet tree nodes (n), $X_i$ is a $J_i \times K_i$ matrix of the $i^{th}$ node, $X_i'$ is its transpose, $x_{jk}$ is the $jk^{th}$ element, and $eig(X_i)$ are the eigenvalues. $J$ and $K$ are dimensions (resolution) of the matrices (images) over which wavelet decomposition is applied. These statistical measures are extracted first from the original image and are further divided by a factor of two at each decomposition level.

Fig. 2(a) shows a skin lesion image and Fig. 2(b) shows its pyramid-structured wavelet decomposition. Fig. 2(c) displays the three levels in a wavelet tree structure where ovals represent nodes. The wavelet tree consists of a total of 13 nodes where the top parent node is the original image, and 4 nodes in each of the three subsequent decomposition levels ($3 \times 4 = 12$) are the wavelet coefficients. On each tree node, the eight statistical measures as given in Table I, are applied to give $8 \times 13 = 104$ features. Since we computed these features on four color channels, the total number of wavelet features become 416 ($= 8$ measures $\times 13$ nodes $\times 4$ color channels) in this study.

### Table I

| Measure | Formula |
|---------|---------|
| Energy | $E_n = \sum_{j=1}^{J} \sum_{k=1}^{K} x_{jk}^2$ |
| Kurtosis | $K_n = \sum_{j=1}^{J} \sum_{k=1}^{K} \left( \frac{x_{jk} - M(n_i)}{\sigma(n_i)} \right)^4$ |
| Mean | $M_n = \sum_{j=1}^{J} \sum_{k=1}^{K} x_{jk}$ |
| Norm | $N_n = \max \left( \sqrt{\sum_{j=1}^{J} \sum_{k=1}^{K} (x_{jk} - M(n_i))^2} \right)$ |
| Standard Deviation | $Std_n = \sqrt{\sum_{j=1}^{J} \sum_{k=1}^{K} \left( x_{jk} - M(n_i) \right)^2}$ |
| Entropy | $H_n = -\sum_{j=1}^{J} \sum_{k=1}^{K} (eig(X_i))^j \log (eig(X_i)^j)$ |
| Skewness | $S_n = \sum_{j=1}^{J} \sum_{k=1}^{K} \left( \frac{x_{jk} - M(n_i)}{\sigma(n_i)} \right)^3$ |
| Average Energy | $AvgE_n = \sum_{j=1}^{J} \sum_{k=1}^{K} \left| x_{jk} \right|$ |

B. Related Work

Recently, the ensembles of CNNs have been utilized for classifying skin images, providing promising results. Harangi et al. [26] developed an ensemble of VGGNet, GoogLeNet, and AlexNet to classify skin cancer images, and prove that the ensemble-based approach has provided better results than all the three of its member CNNs. Valle et al. [27] combined the concepts of transfer learning and ensembles of CNNs. Their results show that their method with an ensemble of CNNs model outperformed existing methods with unstable sequential designs. Xie et al. [28] developed a melanoma detection methods using artificial neural network (ANN) based ensemble model. The method achieved high classification accuracy mainly due to the new border features employed and the proposed ANN architecture. However, training a model effectively with these deep learning approaches generally requires a huge number of images. Moreover, deep learning approaches have a “black-box” model, which hinders the insights of prominent features.

To solve the multi-class classification problem of skin images, a hierarchical classification approach has been adopted by many researchers. Ballerini et al. [29] designed a hierarchical $k$-Nearest Neighbors ($k$-NN)-based model for non-melanoma classification from standard camera images (non-dermoscopy). This system relied on expert knowledge as it required hand-crafted texture and color features which is usually difficult to extract when dealing with large image datasets. Shimizu et al. [30] also used a hierarchical system and extracted several color, texture, and sub-region features to classify four skin cancer classes. The hierarchical structures in [29], [30] produced a better performance compared to the standard non-hierarchical classification algorithms. Recently, Barata et al. [31] performed a hierarchical diagnosis for skin cancer multi-class classification using a pre-trained DenseNet-161 architecture. They also investigated the significance of color normalization and lesion segmentation. In general, the use of a pre-trained CNN requires pre-processing of the dataset to the same input settings for which CNN was originally developed, such as fixed-size images and RGB or gray-scale images, which increases the computation time and reduces the
versatility of using any image size. In addition, decreasing the size of a skin image will eventually distort the aspect ratio, resulting in the loss of informative features.

Garnavi et al. [24] developed a melanoma detection method by employing various border, geometrical, and texture features. This method utilized a filter approach (gain-ratio-based feature selection) to generate an optimal feature set. Successfully applying feature selection, this diagnostic system produced an overall accuracy of 91.26%. However, the method lacks an appropriate way of using various types of features concurrently. Recently, Alfed et al. [32] proposed a bag-of-features approach with new texture and color features for melanoma detection. The authors successfully demonstrated the effectiveness of histogram of gradients (HoG) and histogram of lines features in skin cancer detection using dermoscopy and standard skin image datasets.

Kawahara et al. [33] performed 10-class classification using the Dermofit dataset by employing filters from a pre-trained CNN. Using a standard overall classification accuracy for a highly imbalanced dataset may produce biased results towards the majority class, which is a limitation of their work. From the confusion matrix shown in [33], the overall accuracy is 81.80%, whereas the balanced accuracy is 60.12% for the 10-class classification problem. Most researchers have used overall accuracy until the International Skin Imaging Collaboration (ISIC) 2018\(^1\) challenge started collecting balanced accuracy along with other evaluation measures.

Li et al. [34] developed a deep learning based lesion indexing network (LIN) to detect and classify skin cancer from images. Their method extracted informative features which resulted in good overall performance. The authors concluded that with better segmentation, their method could achieve better results. Hasan et al. [35] developed a CNN based method for skin cancer detection utilizing various feature extracting techniques to extract features from dermoscopic images. They achieved 89.5% accuracy on test data, which needed improvement. Moreover, the classification model experienced overfitting which is a limitation of their method.

Tschandl et al. [36] developed a CNN based skin cancer detection method and checked its performance on pigmented melanocytic lesions from dermoscopic images. However, their method could not achieve sufficient accuracy. They found that distinguishing between non-melanocytic and non-pigmented skin cancers is a difficult task. Saba et al. [8] developed a three-step deep CNN based skin cancer detection method. The first step performs color transformation to enhance contrast. The second step uses CNN to extract lesion boundaries. The last step uses transfer learning to extract deep features. Their method provided good results on only a small dataset, but could not achieve good performance on other datasets.

Jafari et al. [37] developed a CNN based model to detect melanoma from skin cancer images. Their method incorporated pre-processing and post-processing images before and after segmentation, respectively. Their method used both local and global contextual information concurrently to segment the lesion regions. Their method achieved very good performance but did not mention computation time which is important in real-world cancer detection problems. Le et al. [38] developed a transfer learning model, termed ResNet50, for skin cancer image classification. Their method did not use any pre-processing steps or handcrafted feature selection. The authors concluded that results can be improved by using pre-processing steps and appropriate feature extraction and selection methods before classification. Behzad et al. [39] utilized deep convolution networks to develop a skin lesion segmentation method using an unsupervised learning approach. Their method produced a global map for skin lesions with effective segmentation results. Ali et al. [40] compared two deep learning approaches; a supervised and an unsupervised, for the task of skin lesion segmentation. Their results showed that the supervised approach performed better than the unsupervised approach in terms of dice coefficient and jaccard index. However, the segmentation results shown by supervised approach missed the lesion area where the skin images include many artifacts.

In the literature, GP has been extensively utilized for image analysis [7], [19], [41]–[43]. In addition to image analysis, GP has successfully achieved promising results in scheduling, classification, and symbolic regression [44]. Earlier in 2003, Zhang et al. proposed an object detection method using GP [19]. Their method is capable of locating multiple objects in large images and predicting class label of each detected object. The results evaluated on three datasets of varying difficulty demonstrated the ability of the evolved GP program to object detection and multi-class classification. Ryan et al. [42] proposed a Stage-1 breast cancer detection procedure using GP. The procedure identifies suspicious malignant regions by employing multiple stages including pre-processing, segmentation of breast region and feature extraction. Results

---

\(^1\)https://challenge2018.isic-archive.com/
showed that the solutions provided by GP for this difficult cancer detection task are human-readable.

Al-Sahaf et al. [7] developed a new GP-based image descriptor for texture image classification. The method automatically generates a feature vector without any human intervention. Experiments on nine image descriptors and seven image datasets depicted the effectiveness of their multi-class classification method. Later, the algorithm in [7] was utilized to perform transfer learning by Iqbal et al. [43], to deal with even more difficult texture image classification tasks. This transfer learning approach has the ability to solve complex tasks that most other algorithms remain unable to tackle, as shown by the results. Most recently, Bi et al. [12] proposed a GP method to learn novel features automatically, and simultaneously evolve an ensemble for image classification. This method uses commonly used classification algorithms and image-related operators such as Gabor filter, Laplacian filter, LBP, and HoG, to evolve ensembles of classifiers for classification. This method has provided promising results on several image datasets. However, the generated models formed by various classifiers are complex and challenging to interpret.

For the problem of skin image classification, a GP-based binary classification method was designed which combined biomedical (domain-specific) and LBP (domain-independent) features to achieve good results [45]. Later, they utilized feature selection and feature construction abilities of GP using local and global features for melanoma detection in a binary classification problem [11]. They developed a binary classification method in [46] by employing a multi-tree GP in an embedded approach for melanoma detection. They further developed a multi-class classification method in [15] using a wrapper approach to effectively discriminate even 10 classes of skin cancer images. With human-readable GP evolved models, they identified prominent skin image features that are potentially helpful to a dermatologist to identify particular visual patterns and effectively diagnose skin cancers in real-world circumstances.

Most of the existing approaches have tested the goodness of their method(s) by using single-source images which are captured from one optical device. In real-world settings, however, images are captured from several instruments and, thus, these techniques cannot be extended to other images captured from different instruments or may work poorly. Accordingly, there is a need for classification methods for skin cancer images with: 1) the ability to provide good classification results without using expert knowledge, 2) sufficient information regarding local, global, color and texture properties required to achieve good classification performance, 3) the ability to be applied to multi-source images, 4) the ability to be automatically generated without the need of setting a huge number of parameters, 5) the ability to take images of different sizes as input, and 6) the ability to easily interpret and to identify prominent features necessary to guide the dermatologist well enough to classify different skin cancers.

III. THE PROPOSED METHOD

The proposed two-stage wrapper-based GP method (2SGP-W) is described in this section. Figs. 3 and 4 present the overall structure of the training and testing/evaluation processes, respectively. The method starts by converting the image datasets to feature vectors by applying a feature extraction method as described in Section II-A. During stage-1, GP takes these features as input. In this work, GP utilizes its traditional tree-like representation where an individual consists of one tree. GP has the intrinsic ability to select features during the evolutionary process. GP usually picks the most prominent features at its leaf nodes, as not all features can provide good between images of different cancer types. GP creates a tree with prominent features using genetic operators such as crossover, mutation, and elitism. We expect that the selected features have high discriminating ability between classes. A classification algorithm, such as a decision tree (J48), takes these prominent features as input for classification. GP is run for multiple (10) times to get the best evolved tree. To this end, we get a GP tree whose selected features when provided to the classification algorithm, have achieved the highest classification performance among all the GP runs. Stage-1 ends here, and the features showing up in the best individual (evolved tree) with the best classification results on training data are selected.

The selected features which are obtained from stage-1 are used as the input to stage-2 for feature construction and classification. Here, again GP is run for multiple (30) times in a wrapper approach using the selected features (i.e. the output from stage-1) only. It is expected that evolving a tree from the selected features has more potential as compared to evolving a tree from the original set of features. This is because the original set of features consists of both relevant features with good discriminating ability, and irrelevant or redundant features with least distinguishing ability, so stage-1 tries to get rid of those irrelevant features and pick the prominent relevant features. Though stage-1 can still select some irrelevant features, but most of them are not selected. Hence, in stage-2, we have more relevant features in the feature set which results in good constructed feature. The highest performing tree evolved on the training data is selected which is considered as a single constructed feature. Using the selected features (computed in stage-1) and the constructed feature (computed in stage-2) are concatenated together to form a final feature vector. This feature vector is given to a classification algorithm such as J48 (the same algorithm as in stage-1) for classification. The main aim of 2SGP-W is to improve the feature subset selection (stage-1) and the constructed feature (stage-2) during the evolutionary process while providing good classification performance by a machine learning classification algorithm such as a J48.

For illustration, let us take the example of the 59 LBP (L8) features. We provide a complete set of 59 features to the proposed method. In stage-1, GP uses these 59 features to evolve a tree. In its evolved tree, GP selects important features, let us assume GP selects 15 features in one run. These 15 selected features are provided to a machine learning classification algorithm such as J48 to perform classification. This is the process in stage-1 and is repeated 10 times to get 10 different classification accuracies. Since in each GP run, GP starts evolving its population with a different seed,
thus, we get different evolved populations in each run. From
each run, we select the highest performing tree as the best GP
tree. Since the proposed method uses 10 GP runs, we get 10
best trees at the end of stage 1. Among these 10 trees, the
tree with the highest performance is picked. For example,
that this best tree consists of 13 LBP features at its leaf nodes.
These selected features are used to make the feature subset
for stage-2. In stage-2, GP evolves a tree based on these 13
selected features only, and not the whole set of 59 features.
The number of GP runs in stage-2 is 30. In one GP run, for
example, GP selects only 8 features at its leaf nodes from the
given set of 13 features. Also, the GP tree with itself is a
constructed feature. The value of this constructed feature is
computed using the values of the selected features at the leaf
nodes and the mathematical operators selected in the GP tree.
At this point, a feature vector is formed using these 8 selected
features and the one constructed feature. This newly formed
feature vector is provided to the same classification algorithm
such as J48 to get classification accuracy. GP runs for 30 times
(each time using 13 features) and gets 30 accuracies, which
are averaged to get the final classification accuracy.

A. Fitness Function
The overall standard classification accuracy is defined as
the number of correctly classified images divided by the total
number of images in a dataset. Using this accuracy as a fitness
is not suitable when there is a class imbalance problem. Class
imbalance refers to different number of images in different
classes in a dataset. This accuracy may lead to results biased
towards the majority class. In such a class imbalance scenario,
using balanced accuracy as a fitness function is appropriate
which is defined as

\[
    \text{fitness} = \frac{1}{z} \sum_{i=1}^{z} \frac{TP_i}{TP_i + FN_i} \quad (2)
\]

where \(z\) represents the total number of classes, \(TP\) represents
the true positives, and \(FN\) represents the false negatives.
The ratio \(\frac{TP_i}{TP_i + FN_i}\) shows the true positive rate of class \(i\).
From the Equation 2, balanced accuracy takes into account
the accuracies of all classes in a dataset.

B. Terminal Set
The terminal set consists of three types of features derived
from the feature extraction methods mentioned in Section II-A.
The details of these features are as follows;
1) \(L_G\): Gray-level skin images are used to extract 59 LBP
features as described in Section II-A1, following the
procedure shown in Fig. 1.
2) \(L_R\): From each of the red, green, and blue color chan-
nels, 59 LBP features are extracted which are concate-
nated in a single feature vector with \(177 (= 3 \text{ channels} \times 59 \times \text{LBP features})\) \(L_R\) features.
3) Wavelet: The local and global properties are included by using three-level pyramid-structured wavelet decomposition as described in Section II-A2. Eight statistical measures defined in Table I are extracted from each node of the wavelet decomposition to get a total of 416 wavelet features.

The value of the \( i^{th} \) feature for the above three types of features is indicated by \( F_i \), as shown by the GP individuals in Figs. 12 and 13. For the \( L_G \) and \( L_R \) features, a window size of \( 3 \times 3 \) pixels and a radius of 1 pixel (LBP \(_{8,1}\) ) is adopted, which are the fundamental and widely used settings for extracting LBP features.

C. Function Set

The function set consists of the following three kinds of operators:

1) Arithmetic: \( \{ +, -, \times, / \} \), where addition, subtraction, and multiplication have the original arithmetic meaning, whereas division is protected which means when a number is divided by zero it returns zero.

2) Trigonometric: \( \{ \sin, \cos \} \)

3) Conditional: \( \{ if \} \) operator takes four input values. If the first value is greater than the second value, it returns the third value; else it returns the fourth value.

IV. Experiment Design

This section discusses the design of the experiments. It covers the details of the datasets, the benchmark techniques for comparison, the experiments, and the parameter settings.

A. Datasets

The proposed 2SGP-W method is evaluated on two skin image datasets of varying difficulty. Details of these datasets are given in Table II. The PH\(^2\) dataset is publicly available\(^1\), whereas the Dermofit dataset is not\(^2\). The datasets vary in terms of the number of classes, the number of images, the size of images and the optical device with which the images in a dataset are captured.

1) PH\(^2\): A dataset of specialized dermoscopic images namely PH\(^2\) [47] is acquired from Pedro Hispano Hospital Portugal. Dermoscopy involves using an efficient illumination system and an optical tool to view skin lesions at a higher magnification. A liquid gel/solution is placed on the lesion before capturing the image, which allows the dermatoscope (device) to obtain morphological patterns in the inner layers of human skin. These images are thus informative enough to examine them for skin cancer detection. The images are 8-bit RGB (red, green, and blue) images.

The dataset includes 8-bit RGB (red, green, and blue) images of skin lesions, their binary masks and their clinical diagnosis. The dataset consists of three types of skin lesion images: common nevi, atypical nevi, and melanoma. For multi-class classification experiments, PH\(^2\) has three classes. Samples of the three categories of skin lesions are presented in Fig. 5(a). In dermatology, there are some non-malignant (benign) moles which may have chances to develop malignancy over time. Such moles are grouped in atypical nevi class. For binary classification task, the atypical nevi and benign classes are combined together to make a single benign class against the melanoma class.

2) Dermofit Image Library: The University of Edinburgh provides a standard camera image library of 1300 high-quality skin lesions [29]. The images are captured under standardized conditions. The dataset is divided into 10 classes based on opinions from expert dermatologists and dermatopathologists. An image sample from each of the ten skin cancer types in this dataset is shown in Fig. 5(b). The details of the dataset including class names, number of images, and range of image sizes in each class have been detailed in Table II.

For evaluating the binary classification experiments, two classes are used; Melanocytic Nevus (mole) as benign, and Malignant Melanoma as malignant. For multi-class classification experiments, dermofit has ten classes.

B. Benchmark Techniques

The proposed 2SGP-W method is compared to six commonly used classification methods to check its effectiveness: Naïve Bayes (NB), SVM with a Radial Basis Function (RBF) kernel, \( k \)-NN where \( k = 5 \), J48, Random Forest (RF), and Multilayer Perceptron (MLP). The widely applied Waikato Environment for Knowledge Analysis (WEKA) package version 3.8 [48] is utilized to implement these methods. In \( k \)-NN, \( k \) is set to 5 to avoid noisy instances while still being efficient. For RF, the maximum depth of a tree and the number of trees are set to 5 and 10, respectively. In MLP, the momentum, training epochs, learning rate and the number of units in one hidden layer are set to 0.2, 60, 0.1, and 20, respectively. These parameters are taken from an earlier work [15] where they are empirically defined, since they produce the best results amongst other settings.

Moreover, we also compare 2SGP-W with the recently developed state-of-the-art methods for the PH\(^2\) and Dermofit datasets:

- Patino et al. [49] developed a multi-class classification method using the PH\(^2\) dataset where different morphological operations are designed to encompass asymmetry,
For performing the experiments, 10-fold cross validation is used using random stratified sampling. This is because PH² dataset is very small (200 images) and some classes in Dermofit have very small number of images (Pyogenic Granuloma with 24 images). The dataset is divided into ten folds where training uses nine folds and the remaining one fold is used for the testing process. For all the different combinations of folds, this cycle is repeated ten times and the results are recorded as the mean of the fitness values.

During stage-1 and stage-2, GP is executed for 10 and 30 times, respectively. After stage-1, among the 10 runs, the best tree with highest performance on the training data is used to create a feature vector of GP-selected features. Using these GP-selected features, GP is executed 30 times during stage-2. It is worth mentioning here that at both stages the test folds remain unseen to prevent feature selection and feature construction biases. In each set of experiments, the random seeds for the 30 runs are all different. The GP method is implemented using the Evolutionary Computing Java-based (ECJ) package [51].

### D. Parameter Settings

The parameter settings of our proposed 2SGP-W method are listed in Table III. In both stages, the evolutionary process stops when the classification algorithm such as a J48 achieves 100% accuracy or a maximum of 50 generations is reached.

#### V. Results and Discussions

### A. Overall Results

The results of the proposed method are presented in Tables IV and V for binary and multi-class classification problems, respectively. Vertically, these tables comprise of three blocks which corresponds to the results of using L₅, L₉ and wavelet features, respectively. Horizontally, the table consists of 5 columns where first lists the classification algorithm, second and third show respectively the test performances on the PH² and the Dermofit datasets using all features, represented by “All”. Similarly, the rest of the columns show test performances using the proposed 2SGP-W method on the two datasets. The values of the results using all features is the mean of applying 10-fold cross validation to the dataset. Since 2SGP-W is repeated 30 times, hence, we get 30 accuracies for each classifier which are represented as mean and standard deviation (± s) in Tables IV and V.

To get a clear comparison between using different methods, the results are also tested using One-sample t-test. It is applied to compare 2SGP-W to the other deterministic methods. This statistical test has been applied to the test results to check which method has better ability to discriminate between different classes of skin cancers. The symbols “↑”, “↓” and “=“ are used to represent significantly better, significantly worse and not significantly different performance, respectively, of the 2SGP-W compared to all features. For example, on the PH² dataset, in Table IV, the test performance of SVM with 2SGP-W using L₉ features is represented as “89.84 ± 1.41 ↑”
C. Binary Classification

Table IV shows the results of binary classification, or in other words identifying melanoma from benign images. The results show that 2SGP-W has provided much better results than the non-GP classification algorithms which use the whole set of features. The proposed method provides the highest results on the PH² dataset using wavelet features with SVM reaching 97.50% average accuracy. On the Dermofit dataset, wavelet features remain prominent in providing the highest average accuracy, i.e., 99.34% with RF. This shows that wavelet features which capture both local and global properties of skin images have the most potential in distinguishing melanoma from benign images. Since, these wavelet features are extracted from multiple color channels, they provide color information as well. These characteristics of wavelet features make them more informative compared to the LBP features which encompass only local texture information. The result of the statistical tests show that 2SGP-W (with an “↑” sign in Table IV) has significantly outperformed all the commonly used classification algorithms on both datasets.

D. Multi-class Classification

Table V shows the results of multi-class classification. The non-GP methods using all features have achieved 71.50% and 64.46% highest accuracy with MLP on PH² and Dermofit datasets, respectively. It is evident that 2SGP-W has been effective in providing much better results compared to the non-GP classification algorithms using all features. Among the two datasets, 2SGP-W provides good results on the PH² dataset with three classes (relatively easy task) achieving 97.24% average accuracy with SVM. Similarly, for the difficult task of distinguishing between ten types of skin cancers in Dermofit dataset, the performance is also very good. Here, RF achieved the highest test performance using wavelet features producing 85.67% average accuracy. The result of the statistical tests show that 2SGP-W (with an “↑” sign in Table V) has significantly outperformed all the commonly used classification algorithms on both datasets.

E. Comparison with the State-of-the-Arts

For PH², the most recent state-of-the-art has been developed by Patino et al. [49] which has achieved 86.5% balanced accuracy in the multi-class classification problem using 10-fold cross validation. Ain et al. [11] developed a two stage GP method for melanoma detection in a binary classification task. This method [11] is tested on only the PH² dataset using 10-fold cross validation and produced a balanced accuracy of 78.17%. Since the experimental setups in both methods [11], [49] are the same as our proposed 2SGP-W method, we can make a direct comparison. In binary classification, 2SGP-W with 97.50% performance outperformed the first method [49] by providing an increase of nearly 10% accuracy. In multi-class classification, 2SGP-W with 97.24% average accuracy outperformed the second method [11] with an improvement of nearly 19% accuracy.

To the best of our knowledge, Kawahara et al. [33] provide the state-of-the-art result on Dermofit using CNNs. Their method achieved an overall accuracy of 81.80% with an experiments set of 5-fold cross validation. However, according to the confusion matrix given in the study, this overall accuracy
TABLE V
RESULTS OF Multi-class Classification: THE ACCURACY (%) ON THE TEST SET USING ALL FEATURES, AND 2SGP-W (RESULTS ARE REPRESENTED IN TERMS OF MEAN ACCURACY AND STANDARD DEVIATION (± s)).

|               | PH²         | Dermofit    |
|---------------|-------------|-------------|
|               | All         | 2SGP-W      | All         | 2SGP-W      |
|               |             |             |             |             |
| Average number of features |             |             |             |             |
| L̂loo          |             |             |             |             |
| NB            | 51.00       | 82.87 ± 4.58 | 24.77       | 55.12 ± 3.16 |
| SVM           | 57.50       | 77.34 ± 4.42 | 25.68       | 63.33 ± 3.81 |
| J48           | 31.62       | 79.60 ± 3.65 | 30.19       | 49.25 ± 5.36 |
| RF            | 47.00       | 74.02 ± 1.04 | 22.38       | 58.50 ± 2.64 |
| MLP           | 54.50       | 83.78 ± 2.22 | 33.62       | 59.44 ± 5.12 |
|               | 48.50       | 75.46 ± 3.92 | 39.31       | 60.20 ± 4.22 |

| Average number of features |             |             |             |             |
| L̂loo          |             |             |             |             |
| NB            | 55.00       | 82.33 ± 1.46 | 25.15       | 53.27 ± 2.87 |
| SVM           | 60.00       | 80.44 ± 2.80 | 42.38       | 49.33 ± 5.56 |
| J48           | 60.00       | 81.36 ± 1.25 | 33.08       | 51.22 ± 4.75 |
| RF            | 47.50       | 84.02 ± 2.45 | 27.23       | 56.71 ± 3.52 |
| MLP           | 59.50       | 86.97 ± 2.02 | 34.85       | 69.62 ± 4.62 |
|               | 61.00       | 79.68 ± 3.70 | 44.38       | 62.30 ± 3.31 |

| Average number of features |             |             |             |             |
| Wavelet        |             |             |             |             |
| NB            | 69.50       | 93.66 ± 2.35 | 46.85       | 84.97 ± 3.64 |
| SVM           | 67.00       | 97.24 ± 2.93 | 59.92       | 85.43 ± 3.75 |
| J48           | 68.00       | 86.87 ± 1.87 | 53.15       | 75.29 ± 3.51 |
| RF            | 61.00       | 96.97 ± 2.02 | 45.85       | 83.88 ± 2.58 |
| MLP           | 69.00       | 96.38 ± 0.58 | 55.92       | 85.67 ± 4.62 |
|               | 71.50       | 95.00 ± 2.57 | 64.46       | 72.30 ± 3.31 |

equals 60.12% balanced accuracy. Recently, Fisher et al. [50] used the Dermofit dataset to test the performance of their hierarchical tree approach to classify skin cancer images. The authors reported a balanced accuracy of 70.50% using leave-one out cross validation. Since comparison cannot be done directly with these two state-of-the-arts [33], [50] (5-folds vs 10-folds, and leave-one out vs 10-folds), here we try to give a general estimate of accuracy achieved by the current state-of-the-arts on Dermofit dataset.

VI. FURTHER ANALYSIS

A. Overall Analysis

To explore the effectiveness of employing two stages instead of following the traditional approach of employing one stage, we have further analyzed the evolutionary process of stage-1 and stage-2 as depicted in Figs. 6 to 9. These plots are generated for both the binary and multi-class classification experiments using $L_{RI}$ features. Though there are 50 generations in both stages but for comparison purposes, here we have shown stage-1 executed till 100 generations (51st generation to 100th generation is, therefore, shown with dotted line). This is to examine the effect of having the second stage, i.e. whether running stage 1 for 100 generations can achieve better performance of the proposed 2-stage method with 50 generations in each stage (and stage-2 uses the features selected in stage-1 as the input). In other words, is stage-2 really necessary or needed? By doing so, we would like to see the difference in training performance among the 51st to 100th generations in stage-1 and the 1st to 50th generations in stage-2. To make this obvious from the graphs, we have plotted stage-2 from 51 generation onwards on x-axis.

From the plots in Figs. 6 to 9, a general trend can be observed; in the start of the evolutionary process, GP tries to explore the search space and makes larger jumps, regardless of whether it has been provided with all the original features or only the selected features. To get a clear understanding of how stage-2 is effective, we observe the stage-2 starts from a higher average accuracy most of the time as compared to the average accuracy of 51st generation in stage-1. For example, in Fig. 6(a) on the PH² dataset with NB as a wrapper classification algorithm, stage-2 starts at 86.84% average accuracy (shown in red color), whereas stage-1 at its 51st generation reaches 84.52% average accuracy. This trend is not always true. In a few cases, stage-2 with the selected features starts with a lower average accuracy compared to the stage-1. Such an example is given in Fig. 6(b) with SVM as a wrapper classification algorithm. However, whether stage-2 starts with a lower or a higher average accuracy compared to stage-1, it always provides better average accuracy at the end of the evolutionary cycle. We can clearly see this in Fig. 6(b), where stage-2 starts with 82.16% average accuracy, cuts the stage-1 line at 85.78%, and keeps improving after that by making larger jumps to end at a better average performance of 93.46% compared to stage-1 ending at 87.95%. Hence, we can say that the selected features have the potential to push GP make bigger jumps and help the classification algorithm learn better to achieve good training performance.

B. Computation time

The average training time required for 2SGP-W to execute the two stages and to test their performances on the test data in the binary and multi-class classification tasks using wavelet features is depicted in Figs. 10, and 11, respectively. Various factors affect the amount of time it takes to train a classification algorithm such as 1) how big is a dataset? 2) which feature selection approach (filter or wrapper) is adopted? and 3) how many features are used to evolve an individual? While the proposed method seems expensive to implement with two GP stages and a wrapper method, creating a solution will not take longer than 18 minutes on average.

In Fig. 10, NB takes the minimum time to train a model among the six wrapper binary classification algorithms for binary classification on both datasets. Overall, RF remains prominent being the fastest and highest-performing wrapper classification algorithm on the PH² and Dermofit datasets. RF spends 2.78 and 4.17 hours, respectively, to evolve good individuals during stage-1 and stage-2. With these trained evolved individuals, testing an unseen skin image after converting it to an original set of feature vector takes only on average 0.60 and 8.00 milliseconds. Therefore, we may conclude here that the proposed 2SGP-W method for binary classification is very efficient for identifying melanoma in real-time clinical circumstances. It can allow dermatologists to determine whether or not a biopsy is needed in skin image diagnosis.

For multi-class classification, Figs. 11(a) and (b) show that the computation time increases many folds while training a
large (such as Dermofit) dataset with 1300 images as compared to training a small (such as PH\textsuperscript{2}) dataset with 200 images. A comparison of Figs. 10 and 11 illustrates that binary classification tasks take less training time as compared to multi-class classification tasks. Similar to the test time in binary classification, using these trained evolved individuals during stage-1 and stage-2, an unseen skin image can be tested in fractions of a second as shown in Fig. 11(b).

C. Evolved GP individuals

In addition to feature selection and feature construction, the intuition behind using GP is its ability to evolve interpretable solutions. This section describes the two good GP individuals evolved during stage-1 and stage-2 as shown in Figs. 12 and 13. They have been taken from Dermofit experiments using RF in a multi-class classification task. From the evolved GP individual shown in Fig. 12, GP has selected only 11 features among a total of 416 wavelet features during stage-1, effectively reducing dimensionality many folds. Using these eleven features as input to stage-2, GP further selects most prominent features to build an informative GP constructed feature as shown in Fig. 13. These selected (eleven features from stage-1) and constructed (one feature in stage-2) features are provided to RF, where RF keeps improving the classification performance during the evolutionary cycle.
that the range of values for one class differs from the range of values for the other classes. For example, the values of the SCC class range between 0.11 and 0.52, whereas the values of the PG class range between 0.67 and 1.0. Similarly, more than 50% values of the SCC class differ from the Melanoma, Mole, BCC, IC, SK, and DF classes. On the other hand, the values of the SCC class overlap completely on the AK and Hg classes. This shows that this constructed feature alone cannot distinguish SCC instances from all the other classes; both the selected and constructed features are needed. The results show that GP not only selects important features but also constructs informative features with high discriminating ability.

### E. Feature Appearance in Evolved GP Individuals

GP selects relevant features from the original set of features to automatically construct new informative features. In this work, this built-in ability of GP to feature selection has also been investigated on the Dermofit experiments for the binary and multi-class classification tasks as shown in Figs. 15 and 16. The bars show the frequency of occurrence of each feature in the evolved tree after stage-1 among the 30 GP runs. From these plots, it is obvious that certain features are more frequently selected than the other features. For example, in Figs. 15(a) and 16(a), the last feature \( F_{58} \) in \( L_c \) features appear almost thrice compared to the other 58 features in both bar plots. Similarly, \( F_{102} \) and \( F_{38} \) appeared the most among the \( L_R \), and wavelet features in the binary classification task as given in Figs. 15(b) and (c), respectively. In multi-class classification task, \( F_{122} \) and \( F_{243} \) appeared the most among the \( L_R \), and wavelet features as given in Figs. 16(b) and (c), respectively.

We have dug deeper into the texture, color, local and global properties of these important and most frequently occurring wavelet features; \( F_{56}, F_{243}, \) and \( F_{248} \) in binary classification, and \( F_{48}, F_{243} \) and \( F_{346} \) in multi-class classification. We have observed that both \( F_{56} \) and \( F_{248} \) are the energy measures of the red and the blue channels, respectively. \( F_{243} \) represents standard deviation calculated from level 1 wavelet coefficients in the blue color channel which is a significant feature selected most of the times in both the binary and multi-class classification tasks. \( F_{48}, \) and \( F_{346} \) represent energy and standard deviation calculated from level 1 wavelet features in the red and luminance color channels. The selection of these features confirms that statistical measures such as energy and standard deviation capture most of the lesion properties at level 1 of the wavelet coefficients which are useful to differentiate between different skin cancers.

### VII. Conclusions

In this paper, a novel two-stage GP method in a wrapper approach has been developed for skin cancer image classification. The proposed method aims at including both color and texture information from skin images in order to provide effective discrimination between images of different classes. The features are extracted using LBP and pyramid structured wavelet decomposition from various color channels of skin.
lesion images. These domain independent features have sufficient local pixel-based RGB and global color variation information and help achieve good results without expert intervention. The proposed two-stage GP method is utilized to perform feature selection during stage-1 and feature construction from the selected features only during stage-2. The selected and constructed features are provided to a classification algorithm such as J48 which has produced effective results for skin cancer binary and multi-class image classification.

The proposed method has produced significantly better results as compared to the commonly used classification algorithms (NB, k-NN, SVM, J48, RF, and MLP), the three state-of-the-art methods, and an existing embedded GP method on two real-world skin image datasets. The method successfully provided effective results without using any domain knowledge. This shows the evidence of effective feature selection and feature construction by GP to achieve improved accuracy for binary and multi-class classification. With very less number of selected and constructed features as compared to the number of original features, the proposed method has significantly increased the classification performance. The selected features by GP have high discriminating ability compared to the original set of features, which is evident from the convergence plots for stage-1 and stage-2. In other words, the classification performance of selected and constructed features is always better compared to the classification performance of the original set of features. We have also found that wavelet features with their detailed internal structure and color information remain prominent in providing the highest classification accuracy for both binary and multi-class classification on both datasets.

Although the proposed method has provided effective and efficient solutions to the complex problem of skin cancer image classification, there are some limitations which can be addressed in the future. The proposed method has not used any domain knowledge, but GP has the ability to include domain knowledge as well. This will be explored in the future to possibly improve performance with using both the domain independent and domain-specific knowledge. Real-world images often come with a lot of noise, which hinders accurate image classification. In skin images, various kinds of noises are present in the form of skin hairs, dark corners due to camera calibrations, bubbles due to the layer of gel, ink and ruler markers, and color map to estimate the lesion diameter. We will improve the proposed method to handle these issues.
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