A quantum walk on the half line with a particular initial state
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Abstract Quantum walks are considered to be quantum counterparts of random walks. They show us impressive probability distributions which are different from those of random walks. That fact has been precisely proved in terms of mathematics and some of the results were reported as limit theorems. When we analyze quantum walks, some conventional methods are used for the computations; especially, the Fourier analysis has played a role to do that. It is, however, compatible with some types of quantum walks (e.g., quantum walks on the line with a spatially homogeneous dynamics) and cannot well work on the derivation of limit theorems for all the quantum walks. In this paper, we try to obtain a limit theorem for a quantum walk on the half line by the usage of the Fourier analysis. Substituting a quantum walk on the line for it, we will lead to a possibility that the Fourier analysis is useful to compute a limit distribution of the quantum walk on the half line.
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1 Introduction

As a unitary process, quantum walks are expected to describe quantum systems and to be useful to aspect the behavior of such systems. Quantum walks are also called quantum random walks, but their behavior is largely different from that of random walks. While probability distributions of random walks are generally diffusive and expressed by Gaussian distributions in approximation, those of quantum walks show ballistic actions and their asymptotic behavior is far from Gaussian distributions. That fact has
been proved in mathematics and has resulted in limit theorems [1]. One of the ways to derive the limit theorems is the Fourier analysis. It, however, is not that the method has advantage for all the quantum walks. The Fourier analysis well works on analysis of the quantum walks whose dynamics are spatially homogeneous. For instance, some researchers succeeded in deriving long-time limit distributions for quantum walks on the line or on the plane. On the other hand, for spatially inhomogeneous quantum walks, limit theorems are hard to get by Fourier analysis due to the inhomogeneity of the corresponding time evolution protocol in Fourier picture. In this paper, we study a quantum walk on the half line whose dynamics is not spatially homogeneous and challenge to derive a limit theorem (Theorem 3 in page 16) for it by Fourier analysis. Under a particular initial state, we can make a copy of the quantum walk on the half line to a quantum walk on the line. The study of an alternate system of a quantum walk was also reported for a walk on the plane [2]. In the study, it was proved that there existed a two-state quantum walk on the plane whose probability distribution was same as that of a four-state quantum walk on the plane. Its result was expanded later, and a limit distribution of the alternate two-state quantum walk was demonstrated [3].

Back to the quantum walk on the half line, using the substitutional system, we will get an exact representation for the probability distribution of the walk and be accessible to its limit distribution by Fourier analysis. A representation for the probability distribution was exactly estimated just for a quantum walk on the line [4] in which its limit distribution was also proved, and the exact representation for the quantum walk on the half line has never been seen before. Although the limit distribution for the quantum walk on the half line was already obtained in a manner different from the Fourier analysis [5], we will demonstrate the derivation by Fourier analysis. The paper [5] took care of a quantum walk which contained the quantum walk defined in this paper. From the result in the past study, we can tell that there is a class of quantum walk on the half line whose probability distribution has the possibility of localization. But, our quantum walk is out of the class of localization, that is, we will not see localization at all in the rest of this paper. We also observe localization for quantum walks on the half line in Refs. [6,7] in which the analysis was based on the CGMV method [8]. The CGMV method is known as a way to mention the possibility of localization of quantum walks.

In the subsequent section, we define a quantum walk on the half line which we should study in this paper. Then, a substitutional quantum walk on the line is introduced and we see two results for it in Sect. 3. One is an exact representation for the probability distribution of the walk, and the other is a limit distribution. Since both can be derived by the results of past studies, they are briefly shown without any proof. Using the results for the quantum walk on the line, we can give an exact representation for the probability distribution of the quantum walk on the half line and a limit distribution for it. In the final section, we conclude this paper and make a discussion.

2 Quantum walk on the half line with a localized initial state

We first define a quantum walk on the half line. With two inner states, the quantum walker moves on the half line. Its total system is described as the superposition of the
position states and the inner states, and the system spreads out across space as a wave. We present the system of the walk in a tensor Hilbert space. The position states are given in a Hilbert space \( \mathcal{H}_{pl} \) spanned by the orthonormal basis \( \{ |x\rangle : x \in \{0, 1, 2, \ldots \} \} \). On the other hand, the inner states are expressed in a Hilbert space \( \mathcal{H}_c \) spanned by the orthonormal basis \( \{ |0\rangle, |1\rangle \} \). Let \( |\Psi_t\rangle \in \mathcal{H}_{pl} \otimes \mathcal{H}_c \) be the system of quantum walk on the half line at time \( t \in \{0, 1, 2, \ldots \} \). It is updating in a unitary process featured by a unitary operator which is casted to the elements in the Hilbert space \( \mathcal{H}_c \),

\[
C = \cos \theta \, |0\rangle \langle 0| + \sin \theta \, |0\rangle \langle 1| + \sin \theta \, |1\rangle \langle 0| - \cos \theta \, |1\rangle \langle 1| \quad (\theta \in [0, 2\pi])
\]

\[
= c \, |0\rangle \langle 0| + s \, |0\rangle \langle 1| + s \, |1\rangle \langle 0| - c \, |1\rangle \langle 1| .
\] (1)

In Eq. (1), the letter \( c \) (resp. \( s \)) is short for \( \cos \theta \) (resp. \( \sin \theta \)). Supposing that the quantum walk is in a localized superposition state at the initial time 0,

\[
|\Psi_0\rangle = |0\rangle \otimes e^{-i\theta} \left( \frac{1}{\sqrt{2}} |0\rangle + \frac{i}{\sqrt{2}} |1\rangle \right),
\] (2)

it updates to the next state with a unitary evolution

\[
|\Psi_{t+1}\rangle = \tilde{S}^{HL} \tilde{C}^{HL} |\Psi_t\rangle ,
\] (3)

where

\[
\tilde{C}^{HL} = \sum_{x=0}^{\infty} |x\rangle \langle x| \otimes C ,
\] (4)

\[
\tilde{S}^{HL} = |0\rangle \langle 0| \otimes |1\rangle \langle 0| + \sum_{x=1}^{\infty} |x - 1\rangle \langle x| \otimes |0\rangle \langle 0| + \sum_{x=0}^{\infty} |x + 1\rangle \langle x| \otimes |1\rangle \langle 1| .
\] (5)

Due to the presence of the operator \( \tilde{S}^{HL} \), the dynamics of the quantum walk is not spatially homogeneous,

\[
\tilde{S}^{HL}(|x\rangle \otimes |0\rangle) = \begin{cases} 
|x\rangle \otimes |1\rangle & (x = 0), \\
|x - 1\rangle \otimes |0\rangle & (x = 1, 2, \ldots) ,
\end{cases}
\] (6)

\[
\tilde{S}^{HL}(|x\rangle \otimes |1\rangle) = |x + 1\rangle \otimes |1\rangle \quad (x = 0, 1, 2, \ldots).
\] (7)

The walker in the inner state \( j \in \{0, 1\} \) is observed at position \( x \in \{0, 1, 2, \ldots \} \) at time \( t \) with the probability

\[
\mathbb{P}(X_{t}^{HL} = x; j) = \langle \Psi_t | \left( |x\rangle \langle x| \otimes |j\rangle \langle j| \right) |\Psi_t\rangle ,
\] (8)

where \( X_{t}^{HL} \) denotes the position of the quantum walker on the half line at time \( t \). In quantum walks, the probability distribution regardless of the inner states is normally analyzed rather than the probability in Eq. (8).
Fig. 1 \( \theta = \pi/4 \): we observe a sharp peak in each distribution. Immediately after passing the peak toward the opposite way to the origin, the probability plummets. 
\[ \text{a } P(X_{500}^{HL} = x; 0) \]
\[ \text{b } P(X_{500}^{HL} = x; 1) \]
\[ \text{c } P(X_{500}^{HL} = x) \]

Fig. 2 \( \theta = \pi/4 \): each distribution is spreading out as time \( t \) goes up, and its behavior is ballistic. While the maximum value of the probability is 0.5 in \( \text{a and b} \), in \( \text{c} \).
\[ \text{a } P(X_{t}^{HL} = x; 0) \]
\[ \text{b } P(X_{t}^{HL} = x; 1) \]
\[ \text{c } P(X_{t}^{HL} = x) \]

\[ P(X_{t}^{HL} = x) = \sum_{j=0}^{1} P(X_{t}^{HL} = x; j) = \langle \Psi_{t} | \left( |x\rangle \langle x| \otimes \sum_{j=0}^{1} |j\rangle \langle j| \right) |\Psi_{t} \rangle. \quad (9) \]

Note that the probability distribution outputs the same values of probability even when we set another localized initial state \( |\Psi_{0}\rangle = |0\rangle \otimes \left( 1/\sqrt{2} |0\rangle + i/\sqrt{2} |1\rangle \right) \), which has been often employed in the past studies on quantum walks. That fact comes from the linearity of the updating rule in Eq. (3) and the definition of the probability distributions in Eq. (8). As shown in Figs. 1 and 2, the probability distributions have a sharp peak and a ballistic behavior. From Fig. 3, it is figured out how the sharp peak depends on the parameter \( \theta \) which is embedded in the unitary operator \( C \) in Eq. (1).

3 Substitutional quantum walk on the line with a delocalized initial state

In this section, we introduce a standard quantum walk on the line. Setting a delocalized initial state, we will tell that the quantum walk on the line makes a complete copy of the quantum walk on the half line which was defined in Sect. 2. The system of standard quantum walk is also described in a tensor Hilbert space \( \mathcal{H}_{p}^{L} \otimes \mathcal{H}_{c} \), where the Hilbert
Fig. 3 These pictures tell us how the distributions depend on the parameter $\theta$. While the maximum value of the probability is 0.5 in a and b, it is 1 in c. 

(a) $P(X_{HL}^{150} = x; 0)$. 
(b) $P(X_{HL}^{150} = x; 1)$. 
(c) $P(X_{HL}^{150} = x)$.

The Hilbert space $\mathcal{H}_p^L$ is spanned by the orthonormal basis $\{|x\rangle : x \in \mathbb{Z}\}$. The Hilbert space $\mathcal{H}_p^L$ represents the space where the quantum walker moves, which means that the walker is spreading out on the line $\mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\}$ as time $t$ is going up. The update rule of the walk, represented by $|\Phi_t\rangle \in \mathcal{H}_p^L \otimes \mathcal{H}_c$ at time $t$, is almost same as the one assigned to the quantum walk on the half line,

$$|\Phi_{t+1}\rangle = \tilde{S}^L \tilde{C}^L |\Phi_t\rangle,$$

where

$$\tilde{C}^L = \sum_{x \in \mathbb{Z}} |x\rangle \langle x| \otimes C,$$

$$\tilde{S}^L = \sum_{x \in \mathbb{Z}} |x - 1\rangle \langle x| \otimes |0\rangle \langle 0| + |x + 1\rangle \langle x| \otimes |1\rangle \langle 1|.$$

Looking at the form of the operator $\tilde{S}^L$, we realize that the dynamics of this quantum walk is spatially homogeneous.

Let us suppose that the walker begins to update with a delocalized initial state

$$|\Phi_0\rangle = \left(|-1\rangle + |0\rangle\right) \otimes \left(\frac{\cos \theta}{\sqrt{2}} |0\rangle + \frac{\sin \theta}{\sqrt{2}} |1\rangle\right).$$

The parameter $\theta$ in Eq. (13) takes the same value of the parameter $\theta$ which gives the unitary operator $C$ in Eq. (1). The large reason we have picked this initial state is that we substitute the quantum walk on the line for the quantum walk on the half line. In the view of mathematics, the behavior of quantum walks as $t \to \infty$ is interesting and a lot of long-time limit theorems have been studied because they are capable of accounting for the asymptotic behavior of the walkers as time $t$ becomes large enough. When we assert limit theorems for quantum walks, their proofs are always required. As one of the methods to demonstrate them, the Fourier analysis has played an important role. Although the Fourier analysis is compatible with limit theorems for quantum walks on the line, it is not so accessible to limit theorems for quantum walks on the half line.
These pictures show the probability distribution of the quantum walk on the line. 

(a) \( \theta = \pi/4 \): probability distribution \( P(Y_{L_{500}} = x) \),

(b) \( \theta = \pi/4 \): time evolution of the probability distribution \( P(Y_{t} = x) \),

(c) dependency of the probability distribution \( P(Y_{L_{150}} = x) \) on the parameter \( \theta \).

But, thanks to the substitution, the analysis method works for the quantum walk on the half line as well. We will see that fact in more detail later. Also, taking a good look at the form of the operator \( C \) in Eq. (1), we realize that all the coefficients of the inner states \( |0\rangle \) and \( |1\rangle \) should stay in the set of real numbers at any time \( t \) as long as the walker starts off with the initial state in Eq. (13).

The finding probability of the walker at time \( t \) is given in the same definition for the quantum walk on the half line,

\[
P(Y_{L_{t}} = x) = \langle \Phi_{t} | \sum_{j=0}^{1} |j\rangle \langle j| ^{\otimes} |x\rangle \langle x| |\Phi_{t}\rangle,
\]

where \( Y_{L_{t}} \) means the position of the quantum walker on the line at time \( t \). Figure 4 demonstrates the probability distribution \( P(Y_{L_{t}} = x) \). Viewing Fig. 4a, b, we understand that the probability distribution contains two sharp peaks. We know in Fig. 4c how the probability distribution is dependent on the parameter \( \theta \) of the operator \( C \).

Applying a result in the past study [4] to the quantum walk on the line, we are able to encounter an exact representation of the probability distribution. Assuming that \( \theta \neq 0, \pi/2, \pi, 3\pi/2 \), one can describe all the positive values of the probability as follows.

\[
P\left(Y_{L_{t}} = t - 2m \right)
= \frac{c^{2(t-1)}}{2} \sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m} \left( -\frac{s^{2}}{c^{2}} \right)^{j_{1}+j_{2}} \binom{m-1}{j_{1}-1} \binom{m-1}{j_{2}-1} \binom{t-m-1}{j_{1}-1} \binom{t-m-1}{j_{2}-1}
\times \left\{ \frac{(m-j_{1}-j_{2})m}{j_{1}j_{2}} + \frac{1}{s^{2}} \right\} (m = 1, 2, \ldots, [t/2]),
\]

where \( Y_{L_{t}} \) means the position of the quantum walker on the line at time \( t \). Figure 4 demonstrates the probability distribution \( P(Y_{L_{t}} = x) \). Viewing Fig. 4a, b, we understand that the probability distribution contains two sharp peaks. We know in Fig. 4c how the probability distribution is dependent on the parameter \( \theta \) of the operator \( C \).

Applying a result in the past study [4] to the quantum walk on the line, we are able to encounter an exact representation of the probability distribution. Assuming that \( \theta \neq 0, \pi/2, \pi, 3\pi/2 \), one can describe all the positive values of the probability as follows.

\[
P\left(Y_{L_{t}} = t - 2m \right)
= \frac{c^{2(t-1)}}{2} \sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m} \left( -\frac{s^{2}}{c^{2}} \right)^{j_{1}+j_{2}} \binom{m-1}{j_{1}-1} \binom{m-1}{j_{2}-1} \binom{t-m-1}{j_{1}-1} \binom{t-m-1}{j_{2}-1}
\times \left\{ \frac{(m-j_{1}-j_{2})m}{j_{1}j_{2}} + \frac{1}{s^{2}} \right\} (m = 1, 2, \ldots, [t/2]),
\]

\[
P\left(Y_{L_{t}} = -(t - 2m) - 1 \right)
\]
\[ P(Y^L_t = -(t - 2m)) = \frac{c^{2(t-1)}}{2} \sum_{j_1=1}^{m} \sum_{j_2=1}^{m} \left( -\frac{s^2}{c^2} \right)^{j_1+j_2} \left( m - 1 \right)(m - 1) \left( t - m - 1 \right) \left( t - m - 1 \right) \]
\[ \times \left\{ \frac{(t - m - j_1 - j_2)(t - m)}{j_1 j_2} + \frac{1}{s^2} \right\} \quad (m = 1, 2, \ldots, [t/2]), \quad (16) \]
\[ P(Y^L_t = -t - 1) = P(Y^L_t = -t) = \frac{c^{2(t-1)}}{2}, \quad (17) \]

where we have denoted the floor function by \([\cdot]\) in Eqs. (15) and (16), that is, \([x] = \max \{n \in \mathbb{Z} | n \leq x\}\) for a real number \(x\).

In addition, since the dynamics in Eq. (10) is spatially homogeneous, one can compute a limit distribution of this quantum walk with the delocalized initial state in Eq. (13) by Fourier analysis as well as the walk on the line with a localized initial state. Slightly modifying the computation shown in Ref. [9], we reach a limit distribution
\[ \lim_{t \to \infty} P\left( \frac{Y^L_t}{t} \leq x \right) = \int_{-\infty}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2 - y^2}} I_{(-|\cdot|,|\cdot|)}(y) \, dy, \quad (18) \]

where, for a set \(A\), the function \(I_A(x)\) represents the indicator function
\[ I_A(x) = \begin{cases} 1 & (x \in A) \\ 0 & (x \notin A) \end{cases}. \quad (19) \]

Note that this limit distribution is good for the parameter \(\theta \neq 0, \pi/2, \pi, 3\pi/2\). Since the behavior of the walker becomes trivial if \(\theta = 0, \pi/2, \pi, 3\pi/2\), we do not analyze the quantum walks defined by the operator \(C\) whose parameter \(\theta\) takes such values.

From now on, we are seeing how the quantum walk on the line copies the quantum walk on the half line. Before that, let us express the systems with the complex numbers \(\alpha_t(x), \beta_t(x), \gamma_t(x),\) and \(\delta_t(x),\)
\[ |\Psi_t\rangle = \sum_{x=0}^{\infty} |x\rangle \otimes \left( \alpha_t(x) |0\rangle + \beta_t(x) |1\rangle \right), \quad (20) \]
\[ |\Phi_t\rangle = \sum_{x \in \mathbb{Z}} |x\rangle \otimes \left( \gamma_t(x) |0\rangle + \delta_t(x) |1\rangle \right). \quad (21) \]

Remembering the initial states in Eqs. (2) and (13), we should know the complex numbers expressing the initial states of the quantum walks,
\[ \alpha_0(x) = \begin{cases} e^{-i\theta} \sqrt{2} & (x = 0) \\ 0 & (x = 1, 2, \ldots) \end{cases}, \quad (22) \]
\[ \beta_0(x) = \begin{cases} i e^{-i\theta} \sqrt{2} & (x = 0) \\ 0 & (x = 1, 2, \ldots) \end{cases}. \quad (23) \]
\[ \gamma_0(x) = \begin{cases} \cos \theta / \sqrt{2} & (x = -1, 0) \\ 0 & (x \neq -1, 0) \end{cases}, \quad (24) \]

\[ \delta_0(x) = \begin{cases} \sin \theta / \sqrt{2} & (x = -1, 0) \\ 0 & (x \neq -1, 0) \end{cases}. \quad (25) \]

Moreover, recalling that the quantum walk on the half line can be described by only real numbers in this paper because the initial state is of the form in Eq. (13) and the walker is updating with the operator \( C \) in Eq. (1), we are allowed to consider the complex numbers \( \gamma_t(x) \) and \( \delta_t(x) \) to be real numbers. This fact may leave our minds for now, but should come back when we read the proof of Theorem 1.

For the expression in Eq. (21), one can tell a lemma which is only for the quantum walk on the line.

**Lemma 1** Assume that \( \theta \neq 0, \pi \). For \( x = 0, 1, 2, \ldots \), we have

\[ \delta_{2t}(x - 1) = \delta_{2t}(-x), \quad (26) \]

\[ s\gamma_{2t}(x - 1) - c\delta_{2t}(x - 1) = -s\gamma_{2t}(-x - 2) + c\delta_{2t}(-x - 2), \quad (27) \]

\[ \delta_{2t+1}(x - 1) = -\delta_{2t+1}(-x), \quad (28) \]

\[ s\gamma_{2t+1}(x - 1) - c\delta_{2t+1}(x - 1) = s\gamma_{2t+1}(-x - 2) - c\delta_{2t+1}(-x - 2). \quad (29) \]

**Proof** First, we prove Eqs. (28) and (29), assuming Eqs. (26) and (27) which will be used for Eqs. (31) and (33). For \( x = 0, 1, 2, \ldots \), Eq. (10) gives

\[ \delta_{2t+1}(x - 1) = s\gamma_{2t}(x - 2) - c\delta_{2t}(x - 2), \quad (30) \]

\[ \delta_{2t+1}(-x) = s\gamma_{2t}(-x - 1) - c\delta_{2t}(-x - 1) = -s\gamma_{2t}(-x - 2) + c\delta_{2t}(-x - 2), \quad (31) \]

\[ s\gamma_{2t+1}(x - 1) - c\delta_{2t+1}(x - 1) = cs\gamma_{2t}(x) + s^2\delta_{2t}(x) \]

\[ -cs\gamma_{2t}(-x - 2) + c^2\delta_{2t}(-x - 2), \quad (32) \]

\[ s\gamma_{2t+1}(-x - 2) - c\delta_{2t+1}(-x - 2) = c \{ s\gamma_{2t}(-x - 1) - c\delta_{2t}(-x - 1) \}
\]

\[ + \delta_{2t}(-x - 1) = c \{ s\gamma_{2t}(-x - 3) - c\delta_{2t}(-x - 3) \}
\]

\[ = cs\gamma_{2t}(x) + s^2\delta_{2t}(x) \]

\[ -cs\gamma_{2t}(-x - 2) + c^2\delta_{2t}(-x - 2), \quad (33) \]

from which Eqs. (28) and (29) follow. Next let us aim at Eqs. (26) and (27) where the subscript \( t \) is replaced with \( t + 1 \), assuming Eqs. (28) and (29) which will be used for Eqs. (35) and (37). For \( x = 0, 1, 2, \ldots \), Eq. (10) gives

\[ \delta_{2t+2}(x - 1) = s\gamma_{2t+1}(x - 2) - c\delta_{2t+1}(x - 2), \quad (34) \]

\[ \delta_{2t+2}(-x) = s\gamma_{2t+1}(-x - 1) - c\delta_{2t+1}(-x - 1) = s\gamma_{2t+1}(x - 2) - c\delta_{2t+1}(x - 2), \quad (35) \]

\( \copyright \) Springer
Lemma 2

The quantum walk on the half line.

The equations which we aimed at, hence, come up. Since Eqs. (24) and (25) mean that Eqs. (26) and (27) are true as $t = 0$, one can assert Lemma 1 by mathematical induction.

The next lemma finally tells us the fact that the quantum walk on the line reproduces the quantum walk on the half line.

Lemma 2 Assume that $\theta \neq 0, \pi$. For $x = 0, 1, 2, \ldots$, we have

$$
\alpha_{2t}(2x) = \gamma_{2t}(2x) - i \delta_{2t}(2x), \tag{38}
$$

$$
\beta_{2t}(2x) = \delta_{2t}(-2x - 1) + i \gamma_{2t}(-2x - 1), \tag{39}
$$

$$
\alpha_{2t}(2x + 1) = \gamma_{2t}(2x + 1) + i \delta_{2t}(2x + 1), \tag{40}
$$

$$
\beta_{2t}(2x + 1) = -\gamma_{2t}(-2x - 2) + i \delta_{2t}(-2x - 2), \tag{41}
$$

$$
\alpha_{2t+1}(2x) = \delta_{2t+1}(2x) + i \gamma_{2t+1}(2x), \tag{42}
$$

$$
\beta_{2t+1}(2x) = \gamma_{2t+1}(-2x - 1) - i \delta_{2t+1}(-2x - 1), \tag{43}
$$

$$
\alpha_{2t+1}(2x + 1) = \gamma_{2t+1}(2x + 1) - i \delta_{2t+1}(2x + 1), \tag{44}
$$

$$
\beta_{2t+1}(2x + 1) = -\delta_{2t+1}(-2x - 2) - i \gamma_{2t+1}(-2x - 2). \tag{45}
$$

Proof This lemma can be proved by mathematical induction. Equations (22)–(25) guarantee Eqs. (38)–(41) as $t = 0$. Let us assume Eqs. (38)–(41). Under the assumption, Eq. (3) expresses $\alpha_{2t+1}(x)$ and $\beta_{2t+1}(x)$ in terms of $\gamma_{2t}(x)$ and $\delta_{2t}(x)$. Due to the spatial inhomogeneity of the operator $\hat{S}^{HL}$ in Eq. (5), we should take care of the inner states at the origin separately from the other positions,

$$
\alpha_{2t+1}(0) = c\alpha_{2t}(1) + s\beta_{2t}(1) = -s\gamma_{2t}(-2) + c\delta_{2t}(1) + i \{c\gamma_{2t}(1) + s\delta_{2t}(-2)\}, \tag{46}
$$

$$
\beta_{2t+1}(0) = c\alpha_{2t}(0) + s\beta_{2t}(0) = c\gamma_{2t}(0) + s\delta_{2t}(-1) + i \{c\gamma_{2t}(-1) - c\delta_{2t}(0)\}. \tag{47}
$$

On the other hand, for $x = 1, 2, \ldots$, we have

$$
\alpha_{2t+1}(2x) = c\alpha_{2t}(2x + 1) + s\beta_{2t}(2x + 1)
= -s\gamma_{2t}(-2x - 2) + c\delta_{2t}(2x + 1)
+ i \{c\gamma_{2t}(2x + 1) + s\delta_{2t}(-2x - 2)\}, \tag{48}
$$

$$
\beta_{2t+1}(2x) = s\alpha_{2t}(2x - 1) - c\beta_{2t}(2x - 1)
= c\gamma_{2t}(-2x) + s\delta_{2t}(2x - 1) + i \{s\gamma_{2t}(2x - 1) - c\delta_{2t}(-2x)\}. \tag{49}
$$
As for Eqs. (40) and (41), for \( x = 0, 1, 2, \ldots \), we have

\[
\alpha_{2t+1}(2x+1) = c\alpha_{2t}(2x+2) + s\beta_{2t}(2x+2)
\]
\[
= c\gamma_{2t}(2x+2) + s\delta_{2t}(-2x-3) + i \{ s\gamma_{2t}(-2x-3) - c\delta_{2t}(2x+2) \},
\]
\[
\beta_{2t+1}(2x+1) = s\alpha_{2t}(2x) - c\beta_{2t}(2x)
\]
\[
= s\gamma_{2t}(2x) - c\delta_{2t}(-2x-1) - i \{ s\gamma_{2t}(-2x-1) + s\delta_{2t}(2x) \}.
\]

The usage of Lemma 1 and Eq. (10) summons \( \gamma_{2t+1}(x) \) and \( \delta_{2t+1}(x) \) in Eqs. (46)–(51),

\[
\alpha_{2t+1}(0) = s\gamma_{2t}(-1) - c\delta_{2t}(-1) + i \{ c\gamma_{2t}(1) + s\delta_{2t}(1) \}
\]
\[
= \delta_{2t+1}(0) + i\gamma_{2t+1}(0),
\]
\[
\beta_{2t+1}(0) = c\gamma_{2t}(0) + s\delta_{2t}(0) + i \{ -s\gamma_{2t}(-2) + c\delta_{2t}(-2) \}
\]
\[
= \gamma_{2t+1}(-1) - i\delta_{2t+1}(-1),
\]

\[
\alpha_{2t+1}(2x) = s\gamma_{2t}(2x-1) - c\delta_{2t}(2x-1) + i \{ c\gamma_{2t}(2x+1) + s\delta_{2t}(2x+1) \}
\]
\[
= \delta_{2t+1}(2x) + i\gamma_{2t+1}(2x) \quad (x = 1, 2, \ldots),
\]
\[
\beta_{2t+1}(2x) = c\gamma_{2t}(-2x) + s\delta_{2t}(-2x) + i \{ -s\gamma_{2t}(-2x-2) + c\delta_{2t}(-2x-2) \}
\]
\[
= \gamma_{2t+1}(-2x-1) - i\delta_{2t+1}(-2x-1) \quad (x = 1, 2, \ldots),
\]
\[
\alpha_{2t+1}(2x+1) = c\gamma_{2t}(2x+2) + s\delta_{2t}(2x+2) + i \{ -s\gamma_{2t}(2x) + c\delta_{2t}(2x) \}
\]
\[
= \gamma_{2t+1}(2x+1) - i\delta_{2t+1}(2x+1) \quad (x = 0, 1, 2, \ldots),
\]
\[
\beta_{2t+1}(2x+1) = -s\gamma_{2t}(-2x-3) + c\delta_{2t}(-2x-3)
\]
\[
- i \{ c\gamma_{2t}(-2x-1) + s\delta_{2t}(-2x-1) \}
\]
\[
= -\delta_{2t+1}(-2x-2) - i\gamma_{2t+1}(-2x-2) \quad (x = 0, 1, 2, \ldots).
\]

which are all combined as Eqs. (42)–(45).

Next, assuming Eqs. (42)–(45), we derive Eqs. (38)–(41) in which the subscript \( t \) is replaced with \( t+1 \). We take the assumption and repeat a similar computation using Eqs. (3) and (10), and Lemma 1,

\[
\alpha_{2t+2}(0) = c\alpha_{2t+1}(1) + s\beta_{2t+1}(1)
\]
\[
= c\gamma_{2t+1}(1) - s\delta_{2t+1}(-2) - i \{ s\gamma_{2t+1}(-2) + c\delta_{2t+1}(1) \}
\]
\[
= c\gamma_{2t+1}(1) + s\delta_{2t+1}(1) - i \{ s\gamma_{2t+1}(-1) - c\delta_{2t+1}(-1) \}
\]
\[
= \gamma_{2t+2}(0) - i\delta_{2t+2}(0),
\]
\[
\beta_{2t+2}(0) = c\alpha_{2t+1}(0) + s\beta_{2t+1}(0)
\]
\[
= s\gamma_{2t+1}(-1) + c\delta_{2t+1}(0) + i \{ c\gamma_{2t+1}(0) - s\delta_{2t+1}(-1) \}
\]
\[
= s\gamma_{2t+1}(-2) - c\delta_{2t+1}(-2) + i \{ c\gamma_{2t+1}(0) + s\delta_{2t+1}(0) \}
\]
\[
= \delta_{2t+2}(-1) + i\gamma_{2t+2}(-1),
\]
\[ \alpha_{2t+2}(2x) = c\alpha_{2t+1}(2x + 1) + s\beta_{2t+1}(2x + 1) \\
= c\gamma_{2t+1}(2x + 1) - s\delta_{2t+1}(-2x - 2) \\
- i \{ s\gamma_{2t+1}(-2x - 2) + c\delta_{2t+1}(2x + 1) \} \\
= c\gamma_{2t+1}(2x + 1) + s\delta_{2t+1}(2x + 1) \\
- i \{ s\gamma_{2t+1}(2x - 1) - c\delta_{2t+1}(2x - 1) \} \\
= \gamma_{2t+2}(2x) - i\delta_{2t+2}(2x) \quad (x = 1, 2, \ldots), \] (60)

\[ \beta_{2t+2}(2x) = s\alpha_{2t+1}(2x - 1) - c\beta_{2t+1}(2x - 1) \\
= s\gamma_{2t+1}(2x - 1) + c\delta_{2t+1}(-2x) \\
+ i \{ c\gamma_{2t+1}(-2x) - s\delta_{2t+1}(2x - 1) \} \\
= s\gamma_{2t+1}(-2x - 2) - c\delta_{2t+1}(-2x - 2) \\
+ i \{ c\gamma_{2t+1}(-2x) + s\delta_{2t+1}(-2x) \} \\
= \delta_{2t+2}(-2x - 1) + i\gamma_{2t+2}(-2x - 1) \quad (x = 1, 2, \ldots). \] (61)

\[ \alpha_{2t+2}(2x + 1) = c\alpha_{2t+1}(2x + 2) + s\beta_{2t+1}(2x + 2) \\
= s\gamma_{2t+1}(-2x - 3) - c\delta_{2t+1}(2x + 2) \\
+ i \{ c\gamma_{2t+1}(2x + 2) - s\delta_{2t+1}(-2x - 3) \} \\
= s\gamma_{2t+1}(2x) - c\delta_{2t+1}(2x) \\
+ i \{ c\gamma_{2t+1}(2x + 2) + s\delta_{2t+1}(2x + 2) \} \\
= \delta_{2t+2}(2x + 1) + i\gamma_{2t+2}(2x + 1) \quad (x = 0, 1, 2, \ldots), \] (62)

\[ \beta_{2t+2}(2x + 1) = s\alpha_{2t+1}(2x) - c\beta_{2t+1}(2x) \\
= -c\gamma_{2t+1}(-2x - 1) + s\delta_{2t+1}(2x) \\
+ i \{ s\gamma_{2t+1}(2x) + c\delta_{2t+1}(-2x - 1) \} \\
= -c\gamma_{2t+1}(-2x - 1) - s\delta_{2t+1}(-2x - 1) \\
+ i \{ s\gamma_{2t+1}(-2x - 3) - c\delta_{2t+1}(-2x - 3) \} \\
= -\gamma_{2t+2}(-2x - 2) + i\delta_{2t+2}(-2x - 2) \quad (x = 0, 1, 2, \ldots). \] (63)

Consequently, for \( x = 0, 1, 2, \ldots \), a bunch of equations has been figured out,

\[ \alpha_{2t+2}(2x) = \gamma_{2t+2}(2x) - i\delta_{2t+2}(2x), \] (64)

\[ \beta_{2t+2}(2x) = \delta_{2t+2}(-2x - 1) + i\gamma_{2t+2}(-2x - 1), \] (65)

\[ \alpha_{2t+2}(2x + 1) = \delta_{2t+2}(2x + 1) + i\gamma_{2t+2}(2x + 1), \] (66)

\[ \beta_{2t+2}(2x + 1) = -\gamma_{2t+2}(-2x - 2) + i\delta_{2t+2}(-2x - 2), \] (67)

and they are the things which were wanted under the assumption Eqs. (42)–(45). Based on all the fact shown here, one can tell Lemma 1 by mathematical induction. \( \square \)

Now that the relation between two quantum walks has been discovered, it gives a connection between the finding probabilities.
Theorem 1 Assume that \( \theta \neq 0, \pi \). For \( x = 0, 1, 2, \ldots, \) we have

\[
\begin{align*}
\mathbb{P}(X_{t}^{HL} = x; 0) &= \mathbb{P}(Y_{t}^{L} = x), \\
\mathbb{P}(X_{t}^{HL} = x; 1) &= \mathbb{P}(Y_{t}^{L} = -x - 1), \\
\mathbb{P}(X_{t}^{HL} = x) &= \mathbb{P}(Y_{t}^{L} = -x - 1) + \mathbb{P}(Y_{t}^{L} = x).
\end{align*}
\]

(68) (69) (70)

Proof First, let us recall the finding probabilities in Eqs. (8), (9), and (14) and the expressions in Eqs. (20) and (21). Then, we get the representation of each probability by the complex numbers \( \alpha_{t}(x), \beta_{t}(x), \gamma_{t}(x), \) and \( \delta_{t}(x), \)

\[
\begin{align*}
\mathbb{P}(X_{t}^{HL} = x; 0) &= |\alpha_{t}(x)|^{2}, \\
\mathbb{P}(X_{t}^{HL} = x; 1) &= |\beta_{t}(x)|^{2}, \\
\mathbb{P}(Y_{t}^{L} = x) &= |\gamma_{t}(x)|^{2} + |\delta_{t}(x)|^{2}.
\end{align*}
\]

(71) (72) (73)

On the other hand, since the complex numbers \( \gamma_{t}(x) \) and \( \delta_{t}(x) \) always stay in the set of real numbers in this paper, Lemma 2 shows

\[
\begin{align*}
|\alpha_{t}(x)|^{2} &= \gamma_{t}(x)^{2} + \delta_{t}(x)^{2} = |\gamma_{t}(x)|^{2} + |\delta_{t}(x)|^{2}, \\
|\beta_{t}(x)|^{2} &= \gamma_{t}(-x - 1)^{2} + \delta_{t}(-x - 1)^{2} = |\gamma_{t}(-x - 1)|^{2} + |\delta_{t}(-x - 1)|^{2}.
\end{align*}
\]

(74) (75)

from which we find the statement of Theorem 1. \( \square \)

Combining Eqs. (15), (16), and (17) with Theorem 1, we see a representation of the probability distribution \( \mathbb{P}(X_{t}^{HL} = x; j) \).

Lemma 3 Assume that \( \theta \neq 0, \pi/2, \pi, 3\pi/2 \). One can describe all the positive values of the probability \( \mathbb{P}(X_{t}^{HL} = x; j) \) \( (j \in \{0, 1\}) \) as follows. For \( t = 1, 2, \ldots, \) we have

\[
\begin{align*}
\mathbb{P}(X_{2t}^{HL} = 2(t - m); 0) &= \mathbb{P}(X_{2t}^{HL} = 2(t - m) - 1; 0) \\
&= \frac{c^{2(2t-1)}}{2} \sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m} \left( -\frac{s^{2}}{c^{2}} \right)^{j_{1}+j_{2}} \binom{m-1}{j_{1}-1} \binom{m-1}{j_{2}-1} \binom{2t-m-1}{j_{1}-1} \\
&\times \left( \frac{(m-j_{1}-j_{2})m}{j_{1}j_{2}} + \frac{1}{s^{2}} \right) \ (m = 1, 2, \ldots, t - 1),
\end{align*}
\]

(76)
\[ \times \left( \frac{2t - m - 1}{j_2 - 1} \right) \left\{ \frac{(2t - m - j_1 - j_2)(2t - m)}{j_1 j_2} + \frac{1}{s^2} \right\} \quad (m = 1, 2, \ldots, t - 1), \]

\[ \mathbb{P} (X_{2t}^{\text{HL}} = 0; 0) = \mathbb{P} (X_{2t}^{\text{HL}} = 0; 1) = c^{2(2t-1)} \frac{t}{2} \sum_{j_1=0}^{t} \sum_{j_2=1}^{t} \left( -s^2 \right)^{j_1+j_2} \left( t - 1 \right)^{(t-1)} \left( j_1 - 1 \right)^{(j_1-1)} \left( j_2 - 1 \right)^{(j_2-1)} \left( \frac{(t-j_1-j_2)t}{j_1 j_2} + \frac{1}{s^2} \right), \]

\[ \mathbb{P} (X_{2t}^{\text{HL}} = 2t; 1) = \mathbb{P} (X_{2t}^{\text{HL}} = 2t - 1; 1) = c^{2(2t-1)} \frac{t}{2}. \]

For \( t = 0, 1, 2, \ldots \), we have

\[ \mathbb{P} (X_{2t+1}^{\text{HL}} = 2(t - m) + 1; 0) = \mathbb{P} (X_{2t+1}^{\text{HL}} = 2(t - m); 0) = c^{2t} \frac{m}{2} \sum_{j_1=0}^{m} \sum_{j_2=1}^{m} \left( -s^2 \right)^{j_1+j_2} \left( m - 1 \right)^{(m-1)} \left( j_1 - 1 \right)^{(j_1-1)} \left( j_2 - 1 \right)^{(j_2-1)} \left( \frac{(m-j_1-j_2)m}{j_1 j_2} + \frac{1}{s^2} \right) \quad (m = 1, 2, \ldots, t), \]

\[ \mathbb{P} (X_{2t+1}^{\text{HL}} = 2(t - m) + 1; 1) = \mathbb{P} (X_{2t+1}^{\text{HL}} = 2(t - m); 1) = c^{2t} \frac{m}{2} \sum_{j_1=0}^{m} \sum_{j_2=1}^{m} \left( -s^2 \right)^{j_1+j_2} \left( m - 1 \right)^{(m-1)} \left( j_1 - 1 \right)^{(j_1-1)} \left( j_2 - 1 \right)^{(j_2-1)} \left( \frac{(2t + 1 - m - j_1-j_2)(2t + 1 - m)}{j_1 j_2} + \frac{1}{s^2} \right) \quad (m = 1, 2, \ldots, t), \]

From Lemma 3, one can obtain a theorem for the probability distribution \( \mathbb{P} (X_{t}^{\text{HL}} = x) \).

**Theorem 2** Assume that \( \theta \neq 0, \pi/2, \pi, 3\pi/2 \). One can describe all the positive values of the probability \( \mathbb{P} (X_{t}^{\text{HL}} = x) \) as follows. For \( t = 1, 2, \ldots, \), we have

\[ \mathbb{P} (X_{2t}^{\text{HL}} = 2(t - m)) = \mathbb{P} (X_{2t}^{\text{HL}} = 2(t - m) - 1) \]
\[
\begin{align*}
&= \frac{c^{2(2t-1)}}{2} \sum_{j_1=1}^{m} \sum_{j_2=1}^{m} \left( -\frac{s^2}{c^2} \right)^{j_1+j_2} \binom{m-1}{j_1-1} \binom{m-1}{j_2-1} \binom{2t-m-1}{j_1-1} \\
&\quad \times \left( 2t - m - 1 \right) \left\{ \frac{m^2 + (2t-m)^2 - 2(j_1+j_2)t}{j_1 j_2} + \frac{2}{s^2} \right\}
\end{align*}
\]

\[m = 1, 2, \ldots, t-1,\] (83)

\[
\mathbb{P}\left( X_{2t}^{HL} = 0 \right) = c^{2(2t-1)} \sum_{j_1=1}^{t} \sum_{j_2=1}^{t} \left( -\frac{s^2}{c^2} \right)^{j_1+j_2} \binom{t-1}{j_1-1} \binom{t-1}{j_2-1} \left\{ \frac{(t-j_1-j_2)t}{j_1 j_2} + \frac{1}{s^2} \right\},
\]

\[m = 1, 2, \ldots, t,\] (84)

\[
\mathbb{P}\left( X_{2t}^{HL} = 2t \right) = \mathbb{P}\left( X_{2t}^{HL} = 2t - 1 \right) = \frac{c^{2(2t-1)}}{2}.
\]

For \( t = 0, 1, 2, \ldots, \) we have

\[
\begin{align*}
&\mathbb{P}\left( X_{2t+1}^{HL} = 2(t-m) + 1 \right) = \mathbb{P}\left( X_{2t+1}^{HL} = 2(t-m) \right) \\
&\quad = c^{4t} \sum_{j_1=1}^{m} \sum_{j_2=1}^{m} \left( -\frac{s^2}{c^2} \right)^{j_1+j_2} \binom{m-1}{j_1-1} \binom{m-1}{j_2-1} \binom{2t-m}{j_1-1} \binom{2t-m}{j_2-1} \\
&\quad \times \left\{ \frac{m^2 + (2t+1-m)^2 - (j_1+j_2)(2t+1)}{j_1 j_2} + \frac{2}{s^2} \right\} (m = 1, 2, \ldots, t),
\end{align*}
\]

\[m = 1, 2, \ldots, t,\] (86)

\[
\mathbb{P}\left( X_{2t+1}^{HL} = 2t + 1 \right) = \mathbb{P}\left( X_{2t+1}^{HL} = 2t \right) = \frac{c^{4t}}{2}.
\]

(87)

As shown in Figs. 5, 6, 7 and 8, Lemma 3 and Theorem 2 are in complete agreement with numerical experiments performed according to Eq. (10). The computation of the blue bars is based on Eq. (10), and the red filled circles are estimated by the representations in Lemma 3 and Theorem 2.

Thanks to Lemma 3 and Theorem 2, the Fourier analysis manages to work on the computation of a limit theorem for the quantum walk on the half line. Since we know the limit distribution of the quantum walk on the line which was defined in Sect. 3, Eq. (18) tells us the following limit distributions as \( t \to \infty \).

**Theorem 3** Assume that \( \theta \neq 0, \pi/2, \pi, 3\pi/2 \). For a real number \( x \), we have

\[
\lim_{t \to \infty} \mathbb{P}\left( \frac{X_{t}^{HL}}{t} \leq x; 0 \right) = \int_{-\infty}^{x} \left| s \right| \frac{1}{\pi(1+y)\sqrt{c^2-y^2}} I_{[0,|c|]}(y) \, dy,
\]

\[y \in \mathbb{R},\] (88)
Fig. 5 $\theta = \pi/4$: the results of the computation according to Eq. (10) are represented by the blue bars. The red filled circles are estimated by Lemma 3 and Theorem 2 as $t = 14$ which is an even number. a $P(X^{HL}_{14} = x; 0)$. b $P(X^{HL}_{14} = x; 1)$. c $P(X^{HL}_{14} = x)$ (Color figure online)

Fig. 6 $\theta = \pi/4$: the results of the computation according to Eq. (10) are represented by the blue bars. The red filled circles are estimated by Lemma 3 and Theorem 2 as $t = 15$ which is an odd number. a $P(X^{HL}_{15} = x; 0)$. b $P(X^{HL}_{15} = x; 1)$. c $P(X^{HL}_{15} = x)$ (Color figure online)

Fig. 7 $\theta = \pi/3$: the results of the computation according to Eq. (10) are represented by the blue bars. The red filled circles are estimated by Lemma 3 and Theorem 2 as $t = 14$ which is an even number. a $P(X^{HL}_{14} = x; 0)$. b $P(X^{HL}_{14} = x; 1)$. c $P(X^{HL}_{14} = x)$ (Color figure online)

$$\lim_{t \to \infty} P\left( \frac{X^{HL}}{t} \leq x; 1 \right) = \int_{-\infty}^{x} \frac{|s|}{\pi(1 - y)\sqrt{c^2 - y^2}} I_{[0,|c|]}(y) \, dy,$$  \hspace{2cm} (89)

$$\lim_{t \to \infty} P\left( \frac{X^{HL}}{t} \leq x \right) = \int_{-\infty}^{x} \frac{2|s|}{\pi(1 - y^2)\sqrt{c^2 - y^2}} I_{[0,|c|]}(y) \, dy. \hspace{2cm} (90)$$

Proof For a nonnegative real number $x$, we derive Eqs. (88) and (89) from the result of the Fourier analysis in Eq. (18),
Fig. 8 \( \theta = \pi/3 \): the results of the computation according to Eq. (10) are represented by the blue bars. The red filled circles are estimated by Lemma 3 and Theorem 2 as \( t = 15 \) which is an odd number. a \( P(X_{15}^{HL} = x; 0) \), b \( P(X_{15}^{HL} = x; 1) \), c \( P(X_{15}^{HL} = x) \) (Color figure online)

\[
\lim_{t \to \infty} P \left( \frac{X_{t}^{HL}}{t} \leq x; 0 \right) = \lim_{t \to \infty} P \left( 0 \leq \frac{Y_{t}^{L}}{t} \leq x \right) \\
= \int_{0}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[-|c|,|c|]}(y) \, dy \\
= \int_{0}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[0,|c|]}(y) \, dy \\
= \int_{-\infty}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[0,|c|]}(y) \, dy, \\
(91)
\]

\[
\lim_{t \to \infty} P \left( \frac{X_{t}^{HL}}{t} \leq x; 1 \right) = \lim_{t \to \infty} P \left( -x \leq \frac{Y_{t}^{L}}{t} < 0 \right) \\
= \int_{-\infty}^{0} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[-|c|,|c|]}(-y) \, dy \\
= \int_{-\infty}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[-|c|,|c|]}(-y) \, dy \\
= \int_{0}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[-|c|,|c|]}(y) \, dy \\
= \int_{0}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[0,|c|]}(y) \, dy \\
= \int_{-\infty}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[0,|c|]}(y) \, dy. \\
(92)
\]

On the other hand, for a negative real number \( x \), these limits can be expressed as the same integral representations,

\[
\lim_{t \to \infty} P \left( \frac{X_{t}^{HL}}{t} \leq x; 0 \right) = 0 = \int_{-\infty}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[0,|c|]}(y) \, dy, \\
(93)
\]

\[
\lim_{t \to \infty} P \left( \frac{X_{t}^{HL}}{t} \leq x; 1 \right) = 0 = \int_{-\infty}^{x} \frac{|s|}{\pi(1+y)\sqrt{c^2-y^2}} I_{[0,|c|]}(y) \, dy. \\
(94)
\]
Fig. 9 $\theta = \pi/4$: the blue lines represent the probability distribution at time 500. The red points indicate values obtained by the approximations in Eqs. (96), (97), and (98) as $t = 500$. a $P(X_{500}^{HL} = x; 0)$. b $P(X_{500}^{HL} = x; 1)$. c $P(X_{500}^{HL} = x)$ (Color figure online)

We, therefore, figure out Eqs. (88) and (89) for any real number $x$. Adding up Eqs. (88) and (89), one can obtain a limit theorem for the probability distribution $P(X_t^{HL} = x)$, that is, Eq. (90). □

When we assign the value $\pi/4$ to the parameter $\theta$, Eq. (90) outputs the limit distribution

$$\lim_{t \to \infty} P \left( \frac{X_t^{HL}}{t} \leq x \right) = \int_{-\infty}^{x} \frac{2}{\pi(1 - y^2)\sqrt{1 - 2y^2}} I_{[0,1/\sqrt{2}]}(y) \, dy. \quad (95)$$

This is consistent with a past study in Ref. [5] (See Corollary 2 in the paper). Theorem 3 allows us to hold the following approximations as time $t$ goes enough up,

$$P \left( X_t^{HL} = x; 0 \right) \sim \begin{cases} \frac{|s| t}{\pi (t+x)\sqrt{c^2 t^2 - x^2}} & (0 \leq x < |c| t), \\ 0 & \text{(otherwise)} \end{cases} \quad (96)$$

$$P \left( X_t^{HL} = x; 1 \right) \sim \begin{cases} \frac{|s| t}{\pi (t-x)\sqrt{c^2 t^2 - x^2}} & (0 \leq x < |c| t), \\ 0 & \text{(otherwise)} \end{cases} \quad (97)$$

$$P \left( X_t^{HL} = x \right) \sim \begin{cases} \frac{2|s|^2}{\pi (t^2-x^2)\sqrt{c^2 t^2 - x^2}} & (0 \leq x < |c| t), \\ 0 & \text{(otherwise)} \end{cases} \quad (98)$$

We should recall that the variable $x$ takes a nonnegative integer, not a real number, in Eqs. (96), (97), and (98), which means $x \in \{0, 1, 2, \ldots\}$. Figures 9 and 10 show the difference between the probability distribution and its approximation. The blue lines form the probability distribution at time 500 by numerics, and the red points indicate asymptotic values obtained by the usage of the right sides in Eqs. (96), (97), and (98) as $t = 500$.

4 Summary

Motivated by the derivation of limit theorems for quantum walks on the half line by Fourier analysis, we took care of two quantum walks, a quantum walk on the half line...
and another one on the line. Given a particular condition to the initial state of each quantum walk, the system of quantum walk on the line preserved all the information of the quantum walk on the half line and vice versa. As the result, it was figured out that the Fourier analysis became accessible to a limit theorem for the quantum walk on the half line by making the most of the copy onto the quantum walk on the line. We can tell from Figs. 9 and 10 that the limit density function reproduces the probability distribution in approximation. Also, we applied the result of a past study to the walk on the half line and got the exact representations of the probabilities \( P(X_{500}^{HL} = x; 0) \), \( P(X_{500}^{HL} = x; 1) \), and \( P(X^{HL} = x) \) (Color figure online).

Fig. 10 \( \theta = \pi/3 \): The blue lines represent the probability distribution at time 500. The red points indicate values obtained by the approximations in Eqs. (96), (97), and (98) as \( t = 500 \). a \( P(X_{500}^{HL} = x; 0) \), b \( P(X_{500}^{HL} = x; 1) \), c \( P(X^{HL} = x) \) (Color figure online)
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