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Abstract

We study linearly edge-reinforced random walks on $\mathbb{Z}_+$, where each edge $\{x, x+1\}$ has the initial weight $x^\alpha$ for $x > 0$ and $1$ for $x = 0$, and each time an edge is traversed, its weight is increased by $\Delta$. It is known that the walk is recurrent if and only if $\alpha \leq 1$. The aim of this paper is to study the almost sure behavior of the walk in the recurrent regime. For $\alpha < 1$ and $\Delta > 0$, we obtain a limit theorem which is a counterpart of the law of the iterated logarithm for simple random walks. This reveals that the speed of the walk with $\Delta > 0$ is much slower than $\Delta = 0$. In the critical case $\alpha = 1$, our (almost sure) bounds for the trajectory of the walk shows that there is a phase transition of the speed at $\Delta = 2$.
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1 Introduction

Reinforced random walks (RRWs), introduced by Coppersmith and Diaconis, are a class of self-interacting random walks that have attracted many researchers for three decades or more. Quoting from Diaconis [8],

“It was introduced as a simple model of exploring a new city. At first all routes are equally unfamiliar, and one chooses at random between them. As time goes on, routes that have been traveled more in the past are more likely to be traveled.”

---
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Consider a finite connected graph, and each edge is given a positive initial weight. In each step the traveller jumps to an adjacent vertex by traversing an edge, with a probability proportional to the weight of that edge. Each time an edge is traversed, its weight is increased by a fixed constant $\Delta > 0$ (linear edge-reinforcement). We can see that the walk is recurrent, that is, every vertex is visited infinitely often with probability one. The limiting density of the normalized occupation measure on the edges, obtained by Coppersmith and Diaconis in 1986, is found in [8] (see also Keane and Rolles [13]).

In this paper we consider the linearly edge-reinforced random walk (LERRW) on the half-line in recurrent regime, and give almost sure results on how far the traveller is from the origin. We begin with a motivating example. Let $\{S_n\}$ be the symmetric simple random walk on $\mathbb{Z}$, starting at the origin. Notice that $\{|S_n|\}$ is the symmetric simple random walk on $\mathbb{Z}^+ = \{0, 1, 2, \cdots\}$, with a reflection at the origin. This walk is recurrent a.s., that is, $\lim \inf_{n \to \infty} |S_n| = 0$, and $\lim \sup_{n \to \infty} |S_n| = +\infty$ a.s.. More precisely, by the law of the iterated logarithm, we have

$$\lim \sup_{n \to \infty} \frac{|S_n|}{\sqrt{2n \log \log n}} = 1 \text{ a.s..}$$

Now consider the LERRW on $\mathbb{Z}^+$, where the initial weights are all one and $\Delta = 1$. Let $X_n$ be the position of the walk at time $n$, and assume that $X_0 = 0$. Again $\{X_n\}$ is recurrent a.s. (see [4]), but is quantitatively quite different from $\{|S_n|\}$: Theorem 2.2 below implies that

$$\lim \sup_{n \to \infty} \frac{X_n}{\log_4 n} = 1 \text{ a.s..}$$

As a consequence, the random walk with reinforcement is much slower than ordinary random walk.

We also discuss how strongly the linear reinforcement affects the long time behavior of the walk on $\mathbb{Z}^+$ with heterogeneous initial weights, where each edge $\{x, x+1\}$ has the initial weight $x^\alpha$ for $x > 0$ and 1 for $x = 0$. To summarize our aim is to describe phase transitions of the speed in the recurrent regime $\alpha \leq 1$ and $\Delta \geq 0$. For $\alpha < 1$, we obtain a limit theorem which shows strong slow-down effects from $\Delta = 0$, and is a counterpart of the law of the iterated logarithm for simple random walks. To our best knowledge this kind of results are first for RRWs. On the other hand, for $\alpha = 1$, which is critical for recurrence, essential slow-down effects appear only for $\Delta > 2$.

### 2 Definitions and results

#### 2.1 Model

We define the edge-reinforced random walk (ERRW) on $\mathbb{Z}^+$, denoted by $X = \{X_n\}$, as follows. This process takes values on the vertices of $\mathbb{Z}^+ = \{0, 1, 2, \ldots\}$, and at each step it jumps to one of the nearest neighbors. For each $x \in \mathbb{Z}^+$, let $f_x = (f(\ell, x) : \ell \in \mathbb{Z}^+)$ be a non-decreasing sequence of positive numbers, called the reinforcement scheme at $x$. For $x \in \mathbb{Z}^+$, let $\phi_n(x)$ be the number of traversals of the edge $\{x, x+1\}$ by time $n$, namely

$$\phi_n(x) := \sum_{i=1}^{n} 1\{|X_{i-1}, X_i| = \{x, x+1\}\}, \quad (2.1)$$

For each $n \geq 0$, the weights at time $n$ are defined by

$$w_n(x) = f(\phi_n(x), x) \quad \text{for } x \in \mathbb{Z}^+.\quad (2.2)$$
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We set $w_n(-1) = 0$ for all $n$, which implies a reflection at the origin. We call $w_0(x) = f(0, x)$ the *initial weight* of the edge $\{x, x+1\}$. Assume that $P(X_0 = 0) = 1$. The transition probability is given by

$$P(X_{n+1} = X_n + 1 \mid X_0, \ldots, X_n) = 1 - P(X_{n+1} = X_n - 1 \mid X_0, \ldots, X_n) = \frac{w_n(X_n)}{w_n(X_n - 1) + w_n(X_n)}.$$  \hspace{1cm} (2.2)

The *linearly edge-reinforced random walk* (LERRW) is the ERRW whose reinforcement scheme is defined by

$$f(\ell, x) = f(0, x) + \ell \Delta$$ for $\ell, x \in \mathbb{Z}_+$. \hspace{1cm} (2.3)

We call $\Delta \geq 0$ the *reinforcement parameter*.

### 2.2 Recurrence classification

We say that the path $X$ is *recurrent* if every point is visited infinitely often, and *transient* if every point is visited only finitely many times. The recurrence problem for the LEERW on $\mathbb{Z}_+$ is solved by Takeshima [22] (although only the $\Delta = 1$ case is treated in [22], his argument works for any $\Delta > 0$ as well). In Appendix A, we give an elementary and short proof of Theorem 2.1.

**Theorem 2.1** ([22], Theorem 4.1). Let $X$ be the linearly edge-reinforced random walk on $\mathbb{Z}_+$ with the reinforcement parameter $\Delta \geq 0$. Define

$$F_0 := \sum_{x=0}^{\infty} \frac{1}{f(0, x)}.$$  \hspace{1cm} (2.4)

(i) If $F_0 = +\infty$, then $X$ is recurrent a.s..

(ii) If $F_0 < +\infty$, then $X$ is transient a.s..

Theorem 2.1 shows that the recurrence of the LERRW is completely determined by the initial weights: In particular, if the walk is transient when $\Delta = 0$, then it never becomes recurrent even if $\Delta > 0$ is very large.

### 2.3 Main results: almost sure behavior of LERRWs

Consider the LERRW $X$ on $\mathbb{Z}_+$ with the initial weight

$$f(0, x) = \begin{cases} 1 & (x = 0), \\ x^n & (x \in \mathbb{N} = \{1, 2, \ldots\}), \end{cases}$$  \hspace{1cm} (2.4)

and the reinforcement parameter $\Delta > 0$. By Theorem 2.1, $X$ is recurrent a.s. if and only if $\alpha \leq 1$. Ikenami (Master thesis) [11] shows that if $0 \leq \alpha < 1$ and the reinforcement parameter $\Delta = 1$, then for any $\varepsilon > 0$,

$$\lim_{n \to \infty} \frac{X_n}{(\log n)^{(1+\varepsilon)/(1-\alpha)}} = 0 \text{ a.s..}$$

The proof in [11] is inspired by the Lyapunov function method in Comets, Menshikov, and Popov [2].

Our first result is for the off-critical case, $\alpha < 1$, and the precise order of oscillation of $X_n$ is indeed $(\log n)^{1/(1-\alpha)}$. 
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**Theorem 2.2.** Assume that \( \alpha < 1 \) and \( \Delta > 0 \). Let

\[
K(\alpha, \Delta) := \begin{cases} 
\frac{1 - \alpha}{2\Delta} & (\alpha < 0), \\
\left(\Psi \left(\frac{1}{2\Delta} + \frac{1}{2}\right) - \Psi \left(\frac{1}{2}\right)\right)^{-1} & (\alpha = 0), \\
\frac{1 - \alpha}{\Delta} & (0 < \alpha < 1),
\end{cases}
\]

(2.5)

where \( \Psi(z) = \Gamma'(z)/\Gamma(z) \) is the digamma function. The LERRW \( X \) with the initial weight (2.4) and the reinforcement parameter \( \Delta \) satisfies that

\[
\limsup_{n \to \infty} \frac{X_n}{\{K(\alpha, \Delta) \log n\}^{1/(1-\alpha)}} = 1 \quad \text{a.s..}
\]

**Remark 2.3.** It is known that \( K(0, 1) = 1/(\log 4) \), and \( K(0, \Delta) \sim 1/(2\Delta) \) as \( \Delta \to \infty \). (See (6.1) and Lemma 6.1 below, respectively.)

The next theorem is concerning the growth in the critical case, \( \alpha = 1 \).

**Theorem 2.4.** Assume that \( \alpha = 1 \) and \( \Delta > 0 \), and consider the LERRW \( X \) with the initial weight (2.4) and the reinforcement parameter \( \Delta \).

(i) If \( \Delta > 2 \), then for any \( \varepsilon > 0 \),

\[
\limsup_{n \to \infty} \frac{X_n}{n^{(1-\varepsilon)/\Delta}} = +\infty, \quad \text{and} \quad \lim_{n \to \infty} \frac{X_n}{n^{(1+\varepsilon)/\Delta}} = 0 \quad \text{a.s..}
\]

(ii) If \( 0 < \Delta \leq 2 \), then for any \( \varepsilon > 0 \),

\[
\limsup_{n \to \infty} \frac{X_n}{n^{(1-\varepsilon)/2}} = +\infty, \quad \text{and} \quad \lim_{n \to \infty} \frac{X_n}{n^{(1+\varepsilon)/2}} = 0 \quad \text{a.s..}
\]

2.4 Effect of linear reinforcement

For comparison, we give almost sure bounds for the unreinforced case. In the case \( \alpha < 1 \) the speed of the walker becomes much slower as soon as \( \Delta > 0 \), while it is not in the critical case \( \alpha = 1 \).

**Theorem 2.5.** Consider the LERRW \( X \) with the initial weight (2.4) and the reinforcement parameter \( \Delta = 0 \) (i.e. unreinforced).

(i) If \( \alpha < -1 \), then for any \( \varepsilon > 0 \),

\[
\limsup_{n \to \infty} \frac{X_n}{n^{1/(1-\alpha)}} > 0, \quad \text{and} \quad \lim_{n \to \infty} \frac{X_n}{n((\log n)^{1+\varepsilon})^{1/(1-\alpha)}} = 0 \quad \text{a.s..}
\]

(ii) If \( \alpha = -1 \), then for any \( \varepsilon > 0 \),

\[
\limsup_{n \to \infty} \frac{X_n}{n^{(1-\varepsilon)/2}} = +\infty, \quad \text{and} \quad \lim_{n \to \infty} \frac{X_n}{n((\log n)^{1+\varepsilon})^{1/2}} = 0 \quad \text{a.s..}
\]

(iii) If \( -1 < \alpha \leq 1 \), then for any \( \varepsilon > 0 \),

\[
\limsup_{n \to \infty} \frac{X_n}{n^{1/2}} > 0, \quad \text{and} \quad \lim_{n \to \infty} \frac{X_n}{n((\log n)^{1+\varepsilon})^{1/2}} = 0 \quad \text{a.s..}
\]
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2.5 Related works

We briefly review related literatures concerning limit theorems for ERRWs in one dimension. In Davis [4], the strong law of large numbers

$$\lim_{n \to \infty} \frac{X_n}{n} = 0 \quad \text{a.s.}$$

is proved for initially fair, sequence-type RRWs (that is, $f_x$ does not depend on $x$). See also Takeshima [22] for a possible generalization. For limit theorems for sublinear ERRWs, see Davis [5] and Tóth [24, 25], among others. The continuous time vertex-reinforced jump process (VRJP) was introduced by Davis and Volkov [7]. The LERRW and the VRJP are known to be closely related, see Sabot and Tarrès [20] and references therein. The analog of Theorem 2.1 for VRJP on $\mathbb{Z}_+$ is proved in Davis and Dean [6]. For the VRJP $\{X_t\}$ on $\mathbb{Z}_+$ corresponding to the LERRW with $f(x, \ell) = 1 + \ell$, Davis and Volkov [7] shows that

$$\lim_{t \to \infty} \frac{1}{\log t} \left( \max_{0 \leq s \leq t} X_s \right) = 2.768 \cdots \quad \text{a.s.}$$

In Lupu, Sabot, and Tarrès [15], the continuous space limit of the VRJP in one dimension is constructed, and it is also obtained as a fine mesh limit of the LERRW.

2.6 The outline of the proofs of the main Theorems 2.2 and 2.4

The representation of the walk as a random walk in Beta random environment is given in Section 3.1 (using a de Finetti’s representation of the Pólya urn). The corresponding asymptotic result for that environment is summarized in Proposition 5.1, and is proved in Section 6. Section 5 is devoted to the computation of the mean hitting time and its consequences (lower and upper bounds) on the position of the random walk (using previous results in [10, 17, 18], see Section 4.1).

3 Preliminaries

3.1 Reduction of LERRW to RWRE

Following Pemantle [19], we introduce a random walk in random environment (RWRE), which is equivalent to the LERRW on $\mathbb{Z}_+$ with $\Delta > 0$.

Let $p_0 = 1$. Assume that $\{p_i(\omega)\}_{i \in \mathbb{N}}$ is a sequence of independent random variables, and the distribution of $p_i$ is Beta $\left( \frac{f(0, i) + \Delta}{2\Delta}, \frac{f(0, i - 1) + \Delta}{2\Delta} \right)$, that is, for $0 \leq \alpha < \beta \leq 1$,

$$\mathbb{P}(\alpha \leq p_i \leq \beta) = B \left( \frac{f(0, i)}{2\Delta}, \frac{f(0, i - 1) + \Delta}{2\Delta} \right)^{-1} \int_{\alpha}^{\beta} \left( \frac{1}{u} \frac{f(0, i)}{2\Delta} \right)^{-1} \left( \frac{1}{1 - u} \frac{f(0, i - 1) + \Delta}{2\Delta} \right)^{-1} du,$$

where

$$B \left( \frac{f(0, i)}{2\Delta}, \frac{f(0, i - 1) + \Delta}{2\Delta} \right) = \int_{0}^{1} \left( \frac{1}{t} \frac{f(0, i)}{2\Delta} \right)^{-1} \left( \frac{1}{1 - t} \frac{f(0, i - 1) + \Delta}{2\Delta} \right)^{-1} dt.$$

The expectation and variance under $\mathbb{P}$ are denoted by $\mathbb{E}[\cdot]$ and $\mathbb{V}[\cdot]$, respectively.

Given a random environment $\{p_i(\omega)\}_{i \in \mathbb{Z}_+}$, a Markov chain $Y = \{Y_n\}$ on $\mathbb{Z}_+$ is defined by $P_{i_0}^\omega(Y_0 = i_0) = 1$ and

$$\begin{cases} P_{i_0}^\omega(Y_{n+1} = i + 1 | Y_n = i) = p_i(\omega), \\ P_{i_0}^\omega(Y_{n+1} = i - 1 | Y_n = i) = q_i(\omega) := 1 - p_i(\omega) \end{cases}$$
Linearly edge-reinforced random walks on \( \mathbb{Z}_+ \) for \( n \geq 0 \) and \( i \in \mathbb{Z}_+ \). The next result is found in [19], Section 3. (See also Eckhoff and Rolles [9] for the uniqueness of representation.)

**Lemma 3.1.** For any \( n \geq 0 \) and any \( i_0, i_1, \ldots, i_n \in \mathbb{Z}_+ \), we have

\[
\Pr(X_1 = i_1, \ldots, X_n = i_n \mid X_0 = i_0) = \mathbb{E}[\mathbb{P}^\omega_i(Y_1 = i_1, \ldots, Y_n = i_n)].
\]

### 3.2 RW in a fixed environment

In this subsection, we fix an environment \( \{p_i\} \).

Define \( \{\gamma_x\}_{x \in \mathbb{Z}_+} \) by

\[
\gamma_0 := 1, \quad \text{and} \quad \gamma_x := \prod_{i=1}^{x} q_i p_i \quad \text{for} \quad x \in \mathbb{N}.
\]

Using \( w_x := 1/\gamma_x \), we have

\[
p_x = \frac{w_x}{w_{x-1} + w_x}, \quad \text{and} \quad q_x = \frac{w_{x-1}}{w_{x-1} + w_x} \quad \text{for} \quad x \in \mathbb{Z}_+,
\]

(3.1)

where \( w_{-1} := 0 \). In the electric network interpretation (see e.g. Chapter 2 in Lyons and Peres [16]), \( \gamma_x \) (resp. \( w_x \)) is the resistance (resp. conductance) of the edge \( \{x, x+1\} \).

Let

\[
h(x) := \sum_{i=0}^{x-1} \gamma_i
\]

be a harmonic function with \( h(0) = 0 \) and \( h(1) = 1 \). The effective resistance from the origin to infinity is \( h(\infty) = \sum_{i=0}^{\infty} \gamma_i \). Define \( \{\pi_x\}_{x \in \mathbb{Z}_+} \) by

\[
\pi_x := w_{x-1} + w_x \quad \text{for} \quad x \in \mathbb{Z}_+.
\]

From (3.1), we can see that \( \{\pi_x\} \) is a reversible measure. Notice that

\[
Z := \sum_{i=0}^{\infty} \frac{1}{\gamma_i} < +\infty \quad \text{if and only if} \quad \sum_{i=0}^{\infty} \gamma_i < +\infty.
\]

(3.2)

The following recurrence classification is classical (see e.g. Theorem 2.2.5 in [18]).

**Lemma 3.2.** Consider the random walk \( Y = \{Y_n\} \) in a fixed environment \( \{p_i\} \).

(i) If \( \sum_{x=0}^{\infty} \gamma_x < +\infty \), then \( Y \) is transient.

(ii) If \( \sum_{x=0}^{\infty} \gamma_x = \sum_{x=0}^{\infty} \frac{1}{\gamma_x} = +\infty \), then \( Y \) is null recurrent.

(iii) if \( \sum_{x=0}^{\infty} \gamma_x = +\infty \) and \( \sum_{x=0}^{\infty} \frac{1}{\gamma_x} < +\infty \), then \( Y \) is positive recurrent. The unique stationary distribution is given by

\[
\pi(x) := \frac{1}{Z} \pi_x \quad \text{for} \quad x \in \mathbb{Z}_+.
\]
Linearly edge-reinforced random walks on $\mathbb{Z}_+$.

4 Almost sure bound

4.1 Almost sure bound by the Lyapunov function method

We consider the RWRE $Y$, defined in the previous section. The first hitting time to $x \in \mathbb{Z}_+$ is defined by
\[
\tau_x := \inf\{n \geq 0 : Y_n = x\}.
\]
The next lemma is a consequence of the hitting time identity (see Proposition 2.20 in [16]).

**Lemma 4.1.** Define
\[
T^\omega(x) := \sum_{j=0}^{x-1} \pi_j \{h(x) - h(j)\} = \sum_{j=0}^{x-1} \pi_j \sum_{i=j}^{x-1} \gamma_i = \sum_{i=0}^{x-1} \gamma_i \sum_{j=0}^{i} \pi_j
\]
for $x \in \mathbb{Z}_+$. Then the expectation of $\tau_x$ under $P^\omega_0$ is given by
\[
E^\omega_0[\tau_x] = T^\omega(x).
\]

To obtain the almost sure upper bound, we use the following lemma (see Lemma 6.1.4 and Theorem 2.8.1 in [18]).

**Lemma 4.2.** Let $t_1$ be an increasing, nonnegative function on $\mathbb{Z}_+$ with $t_1(x) \to \infty$ as $x \to \infty$. If
\[
P^\omega_0\text{-a.e. } T^\omega(x) \geq t_1(x) \quad \text{for all but finitely many } x \in \mathbb{Z}_+,
\]
then for any $\varepsilon > 0$, $P^\omega_0\text{-a.s. and } P^\omega_0\text{-a.e.,}$
\[
Y_n \leq t_1^{-1}(2n(\log(2n))^{\varepsilon+1}) \quad \text{for all but finitely many } n.
\]

As for the almost sure lower bound, we use the following version of Lemma 4.3 in [10]. No essential change is needed for the proof.

**Lemma 4.3.** Let $t_2$ be an increasing, nonnegative function on $\mathbb{Z}_+$ with
\[
\sum_{x=1}^{\infty} \frac{t_2(x)}{t_2(x^2)} < \infty,
\]
then for any $\varepsilon > 0$, $P^\omega_0\text{-a.e. and } P^\omega_0\text{-a.s.,}$
\[
Y_n \geq t_2^{-1}((1-\varepsilon)n) \quad \text{for infinitely many } n.
\]

We list useful bounds for $T^\omega(x)$, easily derived from (4.1): Eqs. (4.2) and (4.3) are due to [10], Lemma 3.5.

**Lemma 4.4.** For any $x \in \mathbb{Z}_+$, we have
\[
T^\omega(x) \geq h(x) \geq \max_{0 \leq i < x} \gamma_i \geq \gamma_{x-1}, \quad \text{and}
\]
\[
T^\omega(x) \leq 2x^2 \left( \max_{0 \leq i < x} \gamma_i \right) \left( \max_{0 \leq j < x} \gamma_j \right).
\]

If $Z^\omega = \sum_{i=0}^{\infty} \pi_i < \infty$, then (4.3) can be improved as follows:
\[
T^\omega(x) \leq Z^\omega h(x) \leq Z^\omega x \left( \max_{0 \leq i < x} \gamma_i \right).
\]
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As a warm-up, we prove almost sure bounds for the case $\Delta = 0$. We use the next lemma, which is an infinite series version of l’Hôpital’s rule, due to Stolz and Cesàro.

**Lemma 4.5** (see e.g. Knopp [14], p. 34). If a real sequence $\{a_n\}$ and a positive sequence $\{b_n\}$ satisfy
\[
\lim_{n \to \infty} \frac{a_n}{b_n} = L \in \mathbb{R} \cup \{\pm \infty\}, \quad \text{and} \quad \sum_{n=1}^{\infty} b_n = +\infty,
\]
then
\[
\lim_{n \to \infty} \frac{\sum_{k=1}^{n} a_k}{\sum_{k=1}^{n} b_k} = L.
\]

**Proof of Theorem 2.5.** Assume that $\alpha \leq 1$, and consider the random walk $Y$ in a fixed environment $\{p_i\}$ given by (3.1) and $w_x = \{1, x^\alpha (x \in \mathbb{N})\}$. Notice that $Z = \sum_{j=0}^{\infty} \pi_j < +\infty$ if and only if $\alpha < -1$. In this subsection we write $T(x)$ for $T^\infty(x)$.

(i) Suppose that $\alpha < -1$. Since
\[
h(x) = 1 + \sum_{i=1}^{x-1} i^{-\alpha} \sim \frac{1}{1 - \alpha} x^{1-\alpha} \quad \text{as} \quad x \to \infty,
\]
it follows from Lemma 4.4 that for any $\varepsilon > 0$,
\[
\frac{1 - \varepsilon}{1 - \alpha} x^{1-\alpha} \leq T(x) \leq \frac{(1 + \varepsilon)Z}{1 - \alpha} x^{1-\alpha} \quad \text{for all but finitely many} \quad x.
\]

By Lemmata 4.2 and 4.3, we have
\[
Y_n \leq \left(\frac{1 - \alpha}{1 - \varepsilon} \cdot 2n \left\{2n \log(2n)\right\}^{1+\varepsilon/2}\right)^{1/(1-\alpha)} \quad \text{for all large} \quad n,
\]
and
\[
Y_n \geq \left\{(1 - \alpha)Z \cdot (1 - \varepsilon)n\right\}^{1/(1-\alpha)} \quad \text{for infinitely many} \quad n,
\]
P_0-a.s. (Notice that $Z \geq \pi_0 = 1$). Thus we obtain the conclusion of (i).

(ii) When $\alpha = -1$, we have
\[
\gamma_i \sum_{j=0}^{i} \pi_j = i \left(2 + 2 \sum_{j=1}^{i} \frac{1}{j} - \frac{1}{i}\right) \sim 2i \log i \quad \text{as} \quad i \to \infty.
\]

By Lemma 4.5,
\[
T(x) = \sum_{i=0}^{x-1} \gamma_i \sum_{j=0}^{i} \pi_j \sim x^2 \log x \quad \text{as} \quad x \to \infty.
\]

For simplicity, we content ourselves with a weaker bound: For any $\varepsilon > 0$,
\[
(1 - \varepsilon)x^2 \leq T(x) \leq (1 + \varepsilon)x^{2+\varepsilon} \quad \text{for all but finitely many} \quad x.
\]
We can obtain the conclusion of (ii) by a similar calculation as in (i).

(iii) Suppose that $-1 < \alpha \leq 1$. We have

$$
\gamma_i \sum_{j=0}^i \pi_j = i^{-\alpha} \left( 2 + 2 \sum_{j=1}^i j^\alpha - i^\alpha \right) \sim \frac{2}{\alpha + 1} i \quad \text{as } i \to \infty,
$$

and

$$
T(x) = \sum_{i=0}^{x-1} \gamma_i \sum_{j=0}^i \pi_j \sim \frac{1}{\alpha + 1} x^2 \quad \text{as } x \to \infty,
$$

again by Lemma 4.5. The rest of the proof is the same as above. \(\square\)

5 Proof of main theorems

The following proposition allows us to estimate the random resistance $\{\gamma_x\}_{x \in \mathbb{Z}_+}$.

**Proposition 5.1.** Assume that $\{p_i(\omega)\}_{i \in \mathbb{N}}$ is a sequence of independent random variables, and the distribution of $p_i$ is Beta $\left( \frac{w_0(i)}{2\Delta}, \frac{w_0(i-1) + \Delta}{2\Delta} \right)$. Let

$$
S_x := \log \gamma_x = \sum_{i=1}^x \log \frac{1 - p_i}{p_i} \quad \text{for } x \in \mathbb{N}.
$$

(i) If $\alpha < 1$ and $\Delta > 0$, then

$$
\lim_{x \to \infty} \frac{S_x}{x^{1-\alpha}} = \frac{1}{K(\alpha, \Delta)} \quad \text{P-a.e. } \omega,
$$

where $K(\alpha, \Delta)$ is defined in (2.5).

(ii) If $\alpha = 1$ and $\Delta > 0$, then

$$
\lim_{x \to \infty} \frac{S_x}{\log x} = \Delta - 1 \quad \text{P-a.e. } \omega.
$$

The proof of Proposition 5.1 consists of several steps, and will be given in the next section. We prove our main results first. Notice that

$$
\mathbb{Z}^\omega = \sum_{x=0}^\infty \pi_x < +\infty \quad \text{if } \alpha < 1 \text{ and } \Delta > 0, \text{ or } \alpha = 1 \text{ and } \Delta > 2. \quad (5.1)
$$

Recall that $\{X_n\}$ denotes the LERRW and $\{Y_n\}$ the corresponding RWRE.

**Proof of Theorem 2.2.** We fix $\alpha < 1$ and $\Delta > 0$, and write $K = K(\alpha, \Delta)$.

By Proposition 5.1 (i) and Eq. (4.2), for any $\varepsilon > 0$,

$$
T^\omega(x) \geq \gamma_{x-1} \geq \exp \left( \frac{1 - \varepsilon}{K} x^{1-\alpha} \right) \quad \text{for all large } x.
$$

By Lemma 4.2, P-a.e. $\omega$ and $\mathbb{P}_0$-a.s.,

$$
Y_n \leq \left\{ \frac{K \log[2n \log((2n)^{1+\varepsilon})]}{1 - \varepsilon} \right\}^{1/(1-\alpha)} \quad \text{for all large } n,
$$

which implies

$$
\limsup_{n \to \infty} \frac{Y_n}{(K \log n)^{1/(1-\alpha)}} \leq \frac{1}{(1 - \varepsilon)^{1/(1-\alpha)}}.
$$
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Thus we have

$$\limsup_{n \to \infty} \frac{X_n}{(K \log n)^{1/(1-\alpha)}} \leq 1 \text{ \ P-a.s..}$$

We turn to the lower bound. Fix an arbitrary $\varepsilon > 0$. Using Proposition 5.1 (i), we can see that

$$\max_{0 \leq i < x} \gamma_i \leq \exp\left(\frac{1 + \varepsilon / 2}{K} x^{1-\alpha}\right) \text{ for all large } x.$$  

By (5.1),

$$Z(\omega x) \leq \exp\left(\frac{\varepsilon / 2}{K} x^{1-\alpha}\right) \text{ for all large } x.$$  

It follows from (4.4) that

$$T(\omega (x)) \leq \exp\left(\frac{1 + \varepsilon}{K} x^{1-\alpha}\right) \text{ for all large } x.$$  

By Lemma 4.3, P-a.e. $\omega$ and $P_0$-a.s.,

$$Y_n \geq \left\{\frac{K \log(1+\varepsilon)n}{1 + \varepsilon}\right\} \text{ for infinitely many } n,$$

which implies

$$\limsup_{n \to \infty} \frac{Y_n}{(K \log n)^{1/(1-\alpha)}} \geq \frac{1}{(1 + \varepsilon)^{1/(1-\alpha)}}.$$  

Thus we have

$$\limsup_{n \to \infty} \frac{X_n}{(K \log n)^{1/(1-\alpha)}} \geq 1 \text{ \ P-a.s..}$$

This completes the proof. \qed

Proof of Theorem 2.4. The proof of the case (i) (resp. (ii)) is closely related to that of the case (i) (resp. (iii)) of Theorem 2.5.

(i) Assume that $\alpha = 1$ and $\Delta > 2$. Proposition 5.1 (ii) implies that for any $\varepsilon \in (0, 1)$,

$$\gamma_i \geq \exp((\Delta - 1 - \varepsilon) \log i) = i^{\Delta - 1 - \varepsilon} \text{ for all large } i.$$  

By (4.2),

$$T^\omega (x) \geq h(x) = \sum_{i=0}^{x-1} \gamma_i \geq \frac{(1 - \varepsilon)^{x-\varepsilon}}{\Delta - \varepsilon} \text{ for all large } x.$$ \ (5.2)

By Lemma 4.2, P-a.e. $\omega$ and $P_0^\omega$-a.s.,

$$Y_n \leq \left(\frac{\Delta - \varepsilon}{1 - \varepsilon} \cdot 2n(\log(2n))^{1+\varepsilon}\right)^{1/(\Delta - \varepsilon)} \text{ for all large } n,$$

which implies that

$$\lim_{n \to \infty} \frac{X_n}{n^{(1+\varepsilon)/(\Delta - \varepsilon)}} = 0 \text{ \ P-a.s..}$$
Now we turn to the lower bound. By Proposition 5.1 (ii) and (5.1), for any \( \varepsilon > 0 \),
\[
\gamma_i \leq \exp((\Delta - 1 + \varepsilon/2) \log i) = i^{\Delta-1+\varepsilon/2},
\]
and \( Z^\omega \leq i^{\varepsilon/2} \) for all large \( i \), which together with (4.4) imply that
\[
T^\omega(x) \leq Z^\omega h(x) \leq \frac{(1 + \varepsilon)x^{\Delta+\varepsilon}}{\Delta + \varepsilon/2} \text{ for all large } x.
\]
By Lemma 4.3, P-a.e. \( \omega \) and P\( _{t^\omega} \)-a.s.,
\[
Y_n \geq \left\{ \frac{\Delta + \varepsilon/2}{1 + \varepsilon} \cdot (1 - \varepsilon)n \right\}^{1/(\Delta+\varepsilon)} \text{ for infinitely many } n,
\]
which implies that
\[
\limsup_{n \to \infty} \frac{X_n}{n^{1/(\Delta+2\varepsilon)}} = +\infty \text{ P-a.s.}
\]
(ii) First we assume that \( \alpha = 1 \) and \( 0 < \Delta < 2 \). For any \( \varepsilon > 0 \),
\[
i^{\Delta-1-\varepsilon} \leq \gamma_i \leq i^{\Delta-1+\varepsilon} \text{ for all large } i.
\]
Notice that
\[
T^\omega(x) = \sum_{i=0}^{x-1} \gamma_i \sum_{j=0}^{i} \pi_j = 1 + \sum_{i=1}^{x-1} \gamma_i \left( 2 + 2 \sum_{j=1}^{i} \frac{1}{\gamma_j} - \frac{1}{\gamma_i} \right),
\]
and
\[
\sum_{i=1}^{x-1} i^{\Delta-1+\varepsilon} \sum_{j=1}^{i} j^{-(\Delta-1)\pm\varepsilon} \sim \frac{1}{(2 - \Delta \pm \varepsilon)(2 \pm 2\varepsilon)} x^{2\pm 2\varepsilon} \text{ as } x \to \infty.
\]
For any \( \varepsilon > 0 \), we have
\[
T^\omega(x) \leq \frac{1 + \varepsilon}{(2 - \Delta + \varepsilon)(2 + 2\varepsilon)} x^{2+2\varepsilon} \text{ for all large } x. \tag{5.3}
\]
On the other hand, for any \( \varepsilon \in (0, (\Delta - 2) \wedge 1) \),
\[
T^\omega(x) \geq \frac{1 - \varepsilon}{(2 - \Delta - \varepsilon)(2 - 2\varepsilon)} x^{2-2\varepsilon} \text{ for all large } x.
\]
The rest of proof is similar to that of Theorem 2.5 (iii).
For the case \( \alpha = 1 \) and \( \Delta = 2 \), note that (5.2) is actually valid for any \( \Delta > 0 \), and (5.3) is true also for \( \Delta = 2 \). This completes the proof. \( \square \)

6 Proof of Proposition 5.1

Define \( \zeta_i := \log \frac{1 - p_i}{p_i} \) for \( i \in \mathbb{N} \). We begin with a particularly simple case, \( \alpha = 0 \) and \( \Delta > 0 \). Since \( \{p_i\}_{i \in \mathbb{N}} \) is an i.i.d. sequence with Beta \( \left( \frac{1}{2\Delta}, \frac{1 + \Delta}{2\Delta} \right) \), the strong law of large numbers for i.i.d. sequences together with (4.1) in [22] imply that
\[
\lim_{x \to \infty} \frac{S_x}{x} = \mathbb{E}[\zeta_i] = \Psi \left( \frac{1}{2\Delta} + \frac{1}{2} \right) - \Psi \left( \frac{1}{2\Delta} \right) \text{ P-a.e. } \omega.
\]
If $\Delta = 1$, then we have
\[
\Psi(1) - \Psi\left(\frac{1}{2}\right) = \int_0^1 \left( \log \frac{1-u}{u} \right) \cdot \frac{1}{2\sqrt{u}} \, du
= \int_0^1 \{ \log(1 + t) + \log(1 - t) - 2 \log t \} \, dt \quad (t = \sqrt{u})
= \log 4.
\] (6.1)

To obtain the result for the other cases, we prepare some lemmata. From (4.15) and (4.13) in [22], for $x \in \mathbb{N}$,
\[
E[S_x] = \sum_{i=1}^x \left\{ \Psi\left(\frac{w_0(i-1) + \Delta}{2\Delta}\right) - \Psi\left(\frac{w_0(i)}{2\Delta}\right) \right\}
= \Psi\left(\frac{w_0(0)}{2\Delta}\right) - \Psi\left(\frac{w_0(x)}{2\Delta}\right) + \sum_{i=0}^{x-1} \left\{ \Psi\left(\frac{w_0(i+1) + \Delta}{2\Delta}\right) - \Psi\left(\frac{w_0(i)}{2\Delta}\right) \right\}.
\] (6.2)

\[
V[S_x] = \sum_{i=1}^x \left\{ \Psi'\left(\frac{w_0(i-1) + \Delta}{2\Delta}\right) + \Psi'\left(\frac{w_0(i)}{2\Delta}\right) \right\}.
\] (6.3)

**Lemma 6.1.** We have
\[
\Psi'(z) \sim \begin{cases} 
\frac{1}{z} & (z \to \infty), \\
\frac{1}{z^2} & (z \to 0), 
\end{cases}
\] (6.5)
and
\[
\Psi\left(z + \frac{1}{2}\right) - \Psi(z) \sim \begin{cases} 
\frac{1}{2z} & (z \to \infty), \\
\frac{1}{z} & (z \to 0). 
\end{cases}
\] (6.6)

**Proof.** The series expansions of $\Psi(z)$ and $\Psi'(z)$ are given by
\[
\Psi(z) = -\gamma - \sum_{k=0}^{\infty} \left( \frac{1}{z+k} - \frac{1}{1+k} \right), \quad \Psi'(z) = \sum_{k=0}^{\infty} \frac{1}{(z+k)^2},
\] (6.7, 6.8)
where $\gamma$ is Euler’s constant. Eq. (6.5) can be obtained as follows:
\[
\Psi'(z) = \frac{1}{z^2} + \sum_{\ell=1}^{\infty} \frac{1}{(z+\ell)^2} \left\{ \begin{array}{ll} 
\geq \frac{1}{z^2} + \int_1^\infty \frac{1}{(z+x)^2} \, dx = \frac{1}{z^2} + \frac{1}{z+1}, \\
\leq \frac{1}{z^2} + \int_{-\infty}^0 \frac{1}{(z+x)^2} \, dx = \frac{1}{z^2} + \frac{1}{z}.
\end{array} \right.
\]

We turn to (6.6). Since $\Psi$ is increasing and $\Psi'$ is decreasing,
\[
\Psi\left(z + \frac{1}{2}\right) - \Psi(z) \begin{cases} 
\leq \Psi(z+1) - \Psi(z) = \frac{1}{z}, \\
= \int_{z}^{z+1/2} \Psi'(u) \, du \leq \frac{1}{2} \Psi'(z) \leq \frac{1}{2z^2} + \frac{1}{2z^2}.
\end{cases}
\] (6.9)
Linearly edge-reinforced random walks on $\mathbb{Z}_+$. We use the first bound for $0 < z \leq 1$, and the second for $z \geq 1$. On the other hand, by (6.7),

$$
\Psi \left( z + \frac{1}{2} \right) - \Psi(z) = \frac{1}{2} \sum_{\ell=0}^\infty \frac{1}{(z + \ell)(z + \frac{1}{2} + \ell)} \geq \frac{1}{z(2z + 1)},
$$

and from (4.10) in [22],

$$
\Psi \left( z + \frac{1}{2} \right) - \Psi(z) \geq \frac{1}{2z}.
$$

We use (6.10) for $0 < z \leq 1/2$, and (6.11) for $z \geq 1/2$. Thus (6.6) follows from (6.9)--(6.11).

We use the following bound also ((4.11) in [22]): For $s,t > 0$,

$$
\log t - \log s - \frac{1}{t} \leq \Psi(t) - \Psi(s) \leq \log t - \log s + \frac{1}{s}.
$$

Lemma 6.2. Assume that $\alpha \leq 1$ and $\Delta > 0$. As $x \to \infty$,

$$
E[S_x] \sim \begin{cases} 
\frac{2\Delta}{1 - \alpha} x^{1-\alpha} & (\alpha < 0), \\
\frac{\Delta}{1 - \alpha} x^{1-\alpha} & (0 < \alpha < 1), \\
(\Delta - 1) \log x & (\alpha = 1, \Delta \neq 1).
\end{cases}
$$

If $\alpha = \Delta = 1$, then $E[S_x] = \log 4$ for all $x \in \mathbb{N}$, by (6.2) and (6.1).

Proof. By (6.12) and

$$
\log \frac{w_0(0)}{2\Delta} - \log \frac{w_0(x)}{2\Delta} = -\alpha \log x,
$$

the first term in (6.3) satisfies

$$
-\alpha \log x - 2\Delta \leq \Psi \left( \frac{w_0(0)}{2\Delta} \right) - \Psi \left( \frac{w_0(x)}{2\Delta} \right) \leq -\alpha \log x + 2\Delta x^{-\alpha}.
$$

First we assume that $0 < \alpha \leq 1$. From (6.13), we have

$$
\Psi \left( \frac{w_0(0)}{2\Delta} \right) - \Psi \left( \frac{w_0(x)}{2\Delta} \right) \sim -\alpha \log x \quad \text{as} \quad x \to \infty.
$$

Since $w_0(x) \to \infty$ as $x \to \infty$, by (6.6),

$$
\Psi \left( \frac{w_0(i)}{2\Delta} + \frac{1}{2} \right) - \Psi \left( \frac{w_0(i)}{2\Delta} \right) \sim \frac{\Delta}{i^\alpha} \quad \text{as} \quad i \to \infty,
$$

which implies

$$
\sum_{i=0}^{x-1} \left\{ \Psi \left( \frac{w_0(i)}{2\Delta} + \frac{1}{2} \right) - \Psi \left( \frac{w_0(i)}{2\Delta} \right) \right\} \sim \Delta \sum_{i=1}^{x-1} \frac{1}{i^\alpha} \sim \begin{cases} 
\frac{\Delta}{1 - \alpha} x^{1-\alpha} & (0 < \alpha < 1), \\
\Delta \log x & (\alpha = 1)
\end{cases} \quad \text{as} \quad x \to \infty.
$$

Eqs. (6.14) and (6.15) give the conclusion for $0 < \alpha \leq 1$. 

Next we assume that $\alpha < 0$. Since $w_0(x)$ vanishes as $x \to \infty$, by (6.6),

$$\Psi\left(\frac{w_0(i)}{2\Delta} + \frac{1}{2}\right) - \Psi\left(\frac{w_0(i)}{2\Delta}\right) \sim \frac{2\Delta}{i^{\alpha}} \quad \text{as } i \to \infty,$$

which implies

$$\sum_{i=0}^{x-1} \left\{ \Psi\left(\frac{w_0(i)}{2\Delta} + \frac{1}{2}\right) - \Psi\left(\frac{w_0(i)}{2\Delta}\right) \right\} \sim 2\Delta \sum_{i=1}^{x-1} \frac{1}{i^{\alpha}} \sim \frac{2\Delta}{1 - \alpha} x^{1-\alpha} \quad \text{as } x \to \infty.$$ 

In view of (6.13), the second term is dominant in (6.3) as $x \to \infty$.

Lemma 6.3. Assume that $\alpha \leq 1$ and $\Delta > 0$. As $x \to \infty$,

$$V[S_x] \sim \begin{cases} 
4\Delta^2 & (\alpha < 0), \\
\frac{1 - 2\alpha}{4\Delta} x^{1-2\alpha} & (0 < \alpha < 1), \\
\frac{1 - \alpha}{4\Delta \log x} & (\alpha = 1).
\end{cases}$$

Proof. First we assume that $0 < \alpha \leq 1$. Since $w_0(x) \to \infty$ as $x \to \infty$, by (6.5),

$$\Psi'\left(\frac{w_0(i)}{2\Delta}\right) \sim \frac{2\Delta}{i^{\alpha}}, \quad \text{and}$$

$$\Psi'\left(\frac{w_0(i - 1) + \Delta}{2\Delta}\right) \sim \frac{2\Delta}{(i - 1)^{\alpha} + \Delta} \sim \frac{2\Delta}{i^{\alpha}} \quad \text{as } i \to \infty.$$ 

This together with (6.4) implies

$$V[S_x] \sim 4\Delta \sum_{i=1}^{x} \frac{1}{i^{\alpha}} \sim \begin{cases} 
4\Delta \frac{x^{1-\alpha}}{1 - \alpha} & (0 < \alpha < 1), \\
4\Delta \log x & (\alpha = 1).
\end{cases} \quad \text{as } x \to \infty.$$ 

Next we assume that $\alpha < 0$. As $w_0(x)$ vanishes as $x \to \infty$, by (6.5),

$$\Psi'\left(\frac{w_0(i)}{2\Delta}\right) \sim \left(\frac{2\Delta}{i^{\alpha}}\right)^2 = \frac{4\Delta^2}{i^{2\alpha}}, \quad \text{and}$$

$$\Psi'\left(\frac{w_0(i - 1) + \Delta}{2\Delta}\right) \to \Psi'\left(\frac{1}{2}\right) > 0 \quad \text{as } i \to \infty,$$

which implies

$$\sum_{i=1}^{x} \Psi'\left(\frac{w_0(i - 1) + \Delta}{2\Delta}\right) \sim \Psi'\left(\frac{1}{2}\right) x, \quad \text{and}$$

$$\sum_{i=1}^{x} \Psi'\left(\frac{w_0(i)}{2\Delta}\right) \sim 4\Delta^2 \sum_{i=1}^{x} \frac{1}{i^{2\alpha}} \sim \frac{4\Delta^2}{1 - 2\alpha} x^{1-2\alpha}$$

as $x \to \infty$. This together with (6.4) gives the conclusion.

The following lemma is a consequence of Kolmogorov’s strong law of large numbers (see e.g. [12], Theorem 4.5.2).

Lemma 6.4. Let $\{\zeta_i\}$ be a sequence of independent, square-integrable random variables, and $S_x := \sum_{i=1}^{x} \zeta_i$. If $V[S_x]$ diverges as $x \to \infty$, then for any $\delta > 0$,

$$\lim_{x \to \infty} \frac{S_x - E[S_x]}{(V[S_x])^{1/2+\delta}} = 0 \quad \text{a.s..}$$
In particular, if
\[
\lim_{x \to \infty} \frac{(V[S_x])^{1+\delta}}{E[S_x]} = 0 \quad \text{for some } \delta > 0,
\]
then we have
\[
\lim_{x \to \infty} \frac{S_x}{E[S_x]} = 1 \quad \text{a.s.}
\]

The conclusion of Proposition 5.1 for \(\alpha \leq 1\) and \(\alpha \neq 0\) follows from Lemmata 6.2, 6.3, and 6.4.

### A Recurrence and transience preservation

In this section, we give a new proof of Theorem 2.1. Consider the ERRW \(X\) defined in Section 2, and set
\[
\Phi_x := \sum_{\ell=0}^{\infty} \frac{1}{f(\ell, x)} \quad \text{for } x \in \mathbb{Z}_+.
\]

As in [23], the following 0–1 law is our starting point (see [21] or [23] for a proof).

**Lemma A.1** (Sellke’s 0–1 law). Consider the ERRW \(X\) on \(\mathbb{Z}_+\). If \(\Phi_x = +\infty\) for all \(x \in \mathbb{Z}_+\), then \(X\) is either recurrent a.s. or transient a.s.

Let \(\tau := \inf\{n > 0 : X_n = 0\}\) and
\[
M_n := \sum_{x=0}^{X_{n\wedge\tau}-1} \frac{1}{w_n(x)} \quad \text{for } n \in \mathbb{N}, \text{ with } M_0 = 0.
\]

The process \(\{M_n\}\) is in general a non-negative supermartingale, and the process \(\{\Theta_n\}\) defined by
\[
\Theta_n := M_n + \sum_{m=0}^{n-1} \left( \frac{1}{w_m(X_m)} - \frac{1}{w_{m+1}(X_m)} \right) \cdot 1_{\{X_m \wedge \tau < X_{m+1} \wedge \tau\}},
\]
is a nonnegative martingale (see Lemma 3.0 in [4] for details). As
\[
\Theta_{m+1} - \Theta_m = \begin{cases} 
\frac{1}{w_m(X_m)} & \text{if } X_{m+1} = X_m + 1, \\
-\frac{1}{w_m(X_m-1)} & \text{if } X_{m+1} = X_m - 1
\end{cases} \quad \text{for } m < \tau,
\]
we can rewrite
\[
\Theta_n = \sum_{x=0}^{\infty} \sum_{\ell=0}^{\varphi_n(x)-1} \frac{(-1)\ell}{f(\ell, x)} \quad \text{for } n < \tau. \tag{A.1}
\]

Notice that if \(n < \tau\) and \(0 \leq x < X_n\) (resp. \(x \geq X_n\)), then \(\varphi_n(x)\) is an odd (resp. even) integer. Eq. (A.1) is inspired by the proof of Theorem 8.2.2 in [26], and is used in [1]. (An error in Page 11 of [1] is corrected.)

Now fix \(x \in \mathbb{Z}_+\), and let
\[
s_j = s_j(x) := \sum_{\ell=0}^{j-1} \frac{(-1)\ell}{f(\ell, x)} \quad \text{for } j \in \mathbb{Z}_+. \tag{A.2}
\]

Since \(f(\ell, x)\) is non-decreasing in \(\ell\), we have
\[
0 \leq s_2 \leq s_4 \leq \cdots \leq s_{2k} \leq s_{2k+2} \leq \cdots \leq s_{2k+1} \leq s_{2k-1} \leq \cdots \leq s_3 \leq s_1. \tag{A.3}
\]
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Set $s_\infty := \lim_{k \to \infty} s_{2k}$. Note that

$$s_{2k} \leq s_\infty \leq s_{2k-1} \quad \text{for } k \in \mathbb{N}. \quad (A.4)$$

The initial transience is always preserved for ERRWs on the half-line.

**Theorem A.2** (cf. [23], Corollary 1.2). Consider the ERRW $X$ on $\mathbb{Z}_+$, and assume that $\Phi_x = +\infty$ for all $x \in \mathbb{Z}_+$. If $F_0 < +\infty$, then $X$ is transient a.s.

**Proof.** If $n < \tau$, then by (A.1) and (A.3),

$$\Theta_n = \sum_{x=0}^{\infty} s_{\Phi_n(x)}(x) \leq \sum_{x=0}^{\infty} s_1(x) = \sum_{x=0}^{\infty} \frac{1}{f(0,x)} = F_0 < +\infty.$$

Thus the martingale $\{\Theta_n\}$ is uniformly bounded, and the martingale convergence theorem shows that

$$E \left[ \lim_{n \to \infty} \Theta_n \right] = \lim_{n \to \infty} E[\Theta_n] = E[\Theta_1] = \frac{1}{f(0,x)} > 0.$$

This implies that $P(\tau < +\infty) < 1$. By Lemma A.1, $X$ is transient a.s.. \hfill $\square$

The recurrence preservation is a much more delicate issue, and is explored in [4, 3, 26, 23, 1]. Here is the simplest case where the initial recurrence is also preserved (cf. Corollary 4.2 in [23]): If the reinforcement scheme is ‘up-only’, that is, $\{f_x\}_{x \in \mathbb{Z}_+}$ satisfies

$$f(2m,x) = f(2m-1,x) \quad \text{for all } m \in \mathbb{N} \text{ and } x \in \mathbb{Z}_+,$$

then

$$s_{2k-1}(x) = \frac{1}{f(0,x)} - \sum_{m=1}^{k-1} \left( \frac{1}{f(2m-1,x)} - \frac{1}{f(2m,x)} \right)$$

$$= \frac{1}{f(0,x)} \quad \text{for any } k \in \mathbb{N}.$$}

This together with (A.1) and (A.3) implies that

$$\Theta_n \geq \sum_{x=0}^{X_n-1} s_{\Phi_n(x)}(x) = \sum_{x=0}^{X_n-1} \frac{1}{f(0,x)} \quad \text{for } n < \tau.$$

Let $E := \{\tau = +\infty, \lim_{n \to \infty} X_n = +\infty\}$, and assume that $\Phi_x = +\infty$ for all $x \in \mathbb{Z}_+$. If $F_0 = +\infty$, then $P(E)$ cannot be positive, and $X$ is recurrent a.s., by Lemma A.1.

Now we show the recurrence preservation for the LERRW.

**Theorem A.3** (cf. [22], Theorem 4.1, part 2). Consider the LERRW $X$ on $\mathbb{Z}_+$ with the reinforcement parameter $\Delta > 0$. If $F_0 = +\infty$, then $X$ is recurrent a.s..

**Proof.** Fix $x \in \mathbb{Z}_+$. We use $\{s_j(x)\}$ defined by (A.2). Our claim is

$$s_\infty(x) \geq \frac{1}{2f(0,x) + \Delta} \quad \text{for each } x \in \mathbb{Z}_+. \quad (A.5)$$

Fix an arbitrary $x \in \mathbb{Z}_+$. Since

$$\frac{d}{dm} \left( \frac{1}{f(0,x) + 2m\Delta} - \frac{1}{f(0,x) + (2m+1)\Delta} \right)$$

$$= -\frac{2\Delta}{(f(0,x) + 2m\Delta)^2} + \frac{2\Delta}{(f(0,x) + (2m+1)\Delta)^2} < 0,$$
we can see that

\[
\begin{align*}
  s_{2k}(x) &= \sum_{m=0}^{k-1} \left( \frac{1}{f(0, x) + 2m\Delta} - \frac{1}{f(0, x) + (2m + 1)\Delta} \right) \\
  &\geq \int_0^k \left( \frac{1}{f(0, x) + 2u\Delta} - \frac{1}{f(0, x) + (2u + 1)\Delta} \right) du \\
  &= \left[ \frac{1}{2\Delta} \log \frac{f(0, x) + 2u\Delta}{f(0, x) + (2u + 1)\Delta} \right]_{u=0}^{u=k} \\
  &= \frac{1}{2\Delta} \log \frac{\{f(0, x) + \Delta\} \{f(0, x) + 2k\Delta\}}{f(0, x)^2 + (2k + 1)\Delta f(0, x)}. 
\end{align*}
\]

Using

\[\frac{1}{2} \log \frac{1 + t}{1 - t} \geq t \quad \text{for } t \in (0, 1),\]

we have

\[s_{2k}(x) \geq \frac{1}{\Delta} \cdot \frac{k\Delta^2}{f(0, x)^2 + (2k + 1)\Delta f(0, x) + k\Delta^2} \quad \text{for } k \in \mathbb{N}.
\]

Letting \(k \to \infty\), we obtain (A.5).

By (A.1), (A.3), (A.4) and (A.5), we have

\[\Theta_n \geq \sum_{x=0}^{X_n-1} \phi_n(x) \geq \sum_{x=0}^{X_n-1} \frac{1}{2f(0, x) + \Delta} \quad \text{for } n < \tau.
\]

If \(F_0 = +\infty\), then \(P(E)\) cannot be positive. The conclusion follows from Lemma A.1. \(\square\)
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