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Abstract. The real trees form a class of metric spaces that extends the class of trees with edge lengths by allowing behavior such as infinite total edge length and vertices with infinite branching degree. Aldous’s Brownian continuum random tree, the random tree-like object naturally associated with a standard Brownian excursion, may be thought of as a random compact real tree. The continuum random tree is a scaling limit as $N \to \infty$ of both a critical Galton-Watson tree conditioned to have total population size $N$ as well as a uniform random rooted combinatorial tree with $N$ vertices. The Aldous–Broder algorithm is a Markov chain on the space of rooted combinatorial trees with $N$ vertices that has the uniform tree as its stationary distribution. We construct and study a Markov process on the space of all rooted compact real trees that has the continuum random tree as its stationary distribution and arises as the scaling limit as $N \to \infty$ of the Aldous–Broder chain. A key technical ingredient in this work is the use of a pointed Gromov–Hausdorff distance to metrize the space of rooted compact real trees.
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1. Motivation and background

It is shown in [Ald91a, Ald91b, Ald93] (see also [LG99, Pit02]) that a suitably rescaled family of Galton-Watson trees, conditioned to have total population size \( n \), converges as \( n \to \infty \) to the Brownian continuum random tree (CRT), which can be thought of as the tree inside a standard Brownian excursion (more precisely, twice a standard Brownian excursion if one follows Aldous’s choice of re-scaling). Aldous describes a procedure for representing trees as closed subsets of \( \ell^1 \), and convergence is here in the sense of weak convergence of probability measures on the this space of closed subsets equipped with the Hausdorff distance.

The Brownian CRT can be obtained as an almost sure limit by growing finite trees (that is, trees with finitely many leaves and finite total branch length) in continuous time as follows (at all times \( t \geq 0 \) the procedure will produce a rooted tree \( R_t \) with total edge length \( t \)):

- Write \( \tau_1, \tau_2, \ldots \) for the successive arrival times of an inhomogeneous Poisson process with arrival rate \( t \) at time \( t \geq 0 \). Call \( \tau_n \) the \( n^{th} \) cut time.
- Start at time 0 with the 1-tree (that is a line segment with two ends), \( R_0 \), of length zero (\( R_0 \) is “really” the trivial tree that consists of one point only, but thinking this way helps visualize the dynamics more clearly for this semi-formal description). Identify one end of \( R_0 \) as the root.
- Let this line segment grow at unit speed until the first cut time \( \tau_1 \).
- At time \( \tau_1 \) pick a point uniformly on the segment that has been grown so far. Call this point the first cut point.
- Between time \( \tau_1 \) and time \( \tau_2 \), evolve a tree with 3 ends by letting a new branch growing away from the first cut point at unit speed.
- Proceed inductively: Given the \( n \)-tree (that is, a tree with \( n + 1 \) ends), \( R_{\tau_{n-}} \), pick the \( n^{th} \) cut point uniformly on \( R_{\tau_{n-}} \) to give an \( n + 1 \)-tree, \( R_{\tau_n} \), with one edge of length zero, and for \( t \in [\tau_n, \tau_{n+1}] \), let \( R_t \) be the tree obtained from \( R_{\tau_n} \) by letting a branch grow away from the \( n^{th} \) cut point with unit speed.

The tree \( R_{\tau_n-} \) has the same distribution as the subtree of the CRT that arises from sampling twice the standard Brownian excursion at \( n \) i.i.d. uniform points on the unit interval, and the Brownian CRT is the limit (with respect to a suitable notion of convergence) of the increasing family of rooted finite trees \( (R_t)_{t \geq 0} \).

Again using the cut times \( \{\tau_1, \tau_2, \ldots\} \), a closely related way of growing rooted trees \( (T_t)_{t \geq 0} \) can be described as follows (here again the tree at time \( t \) will have total edge length \( t \)):

- Start with the 1-tree (with one end identified as the root and the other as a leaf), \( T_0 \), of length zero.
- Let this segment grow at unit speed on the time interval \( [0, \tau_1] \), and for \( t \in [0, \tau_1] \) let \( T_t \) be the rooted 1-tree that has its points labeled
by the interval $[0,t]$ in such a way that the root is $t$ and the leaf is 0.

- At time $\tau_1$ sample the first cut point uniformly along the tree $\mathcal{T}_{\tau_1-}$, prune off the piece of $\mathcal{T}_{\tau_1-}$ that is above the cut point (that is, prune off the interval of points that are further away from the root $t$ than the first cut point).
- Re-graft the pruned segment such that its cut end and the root are glued together. Just as we thought of $\mathcal{T}_0$ as a tree with two points, (a leaf and a root) connected by an edge of length zero, we take $\mathcal{T}_{\tau_1}$ to be the the rooted 2-tree obtained by “ramifying” the root $\mathcal{T}_{\tau_1-}$ into two points (one of which we keep as the root) that are joined by an edge of length zero.
- Proceed inductively: Given the labeled and rooted $n$-tree, $\mathcal{T}_{\tau_{n-1}}$, for $t \in [\tau_{n-1}, \tau_{n}]$, let $\mathcal{T}_t$ be obtained by letting the edge containing the root grow at unit speed so that the points in $\mathcal{T}_t$ correspond to the points in the interval $[0,t]$ with $t$ as the root. At time $\tau_n$, the $n$th cut point is sampled randomly along the edges of the $n$-tree, $\mathcal{T}_{\tau_{n-}}$, and the subtree above the cut point (that is the subtree of points further away from the root than the cut point) is pruned off and re-grafted so that its cut end and the root are glued together. The root is then “ramified” as above to give an edge of length zero leading from the root to the rest of the tree.

$\mathcal{T}_0$ \qquad $\mathcal{T}_{\tau_1}$ \qquad $\mathcal{T}_{\tau_2}$

$\mathcal{R}_0$ \quad $\mathcal{R}_{\tau_1}$ \quad $\mathcal{R}_{\tau_2}$

**Figure 1** illustrates how the tree-valued processes $(\mathcal{R}_t; t \geq 0)$ and $(\mathcal{T}_t; t \geq 0)$ evolve. (The bold dots re-present an edge of length zero, while the small dots indicate the position of the cut point that is going to show up at the next moment.)

The link between these two dynamics for growing trees is provided by Proposition 4.1 where we show that $\mathcal{T}_{\tau_{n-}}$ has the same law as $\mathcal{R}_{\tau_{n-}}$ for each $n$. 
The process \((T_t)_{t \geq 0}\) is clearly a time-homogeneous Markov process and we can run its dynamics (which we will refer to as root growth with re-grafting) starting with any finite tree. The resulting process evolves via alternating deterministic root growth and random jumps due to re-grafting and is an example of a piecewise-deterministic Markov process. A general framework for such processes was introduced in [Dav84] as an abstraction of numerous examples in queueing and control theory, and this line of research was extensively developed in the subsequent monograph [Dav93]. A more general formulation in terms of martingales and additive functionals can be found in [JS96]. Some other appearances of such processes are [EP98, CDP01, DC99, Cas93, Cos90]. We note also that pruning and re-grafting operations such as the one we consider here play an important role in algorithms that attempt to reconstruct optimal phylogenetic trees from data by moving through tree space as part of a hill-climbing or simulated annealing procedure (see, for example, [Fel03]).

The crucial feature of the root growth with re-grafting dynamics is that they have a simple projective structure: If one follows the evolution of the points in a rooted subtree of the initial tree along with that of the points added at later times due to root growth, then these points together form a rooted subtree at each period in time and this subtree evolves autonomously according to the root growth with re-grafting dynamics.

The presence of this projective structure suggests that one can make sense of the notion of running the root growth with re-grafting dynamics starting from an initial “tree” that has exotic behavior such as infinitely many leaves, points with infinite branching, and infinite total edge length – provided that this “tree” can be written as the increasing limit of a sequence of finite trees in some appropriate sense. Moreover, by the remarks above about the relationship between the processes \(R\) and \(T\), this extended process should have a stationary distribution that is related to the Brownian CRT, and the stationary distribution should be the limiting distribution for the extended process starting from any initial state.

One of our main objectives is to give rigorous statements and proofs of these and related facts.

Once the extended process has been constructed, we gain a new perspective on objects such as standard Brownian excursion and the associated random triangulation of the circle (see [Ald94a, Ald94b, Ald00]). For example, suppose we follow the height (that is, distance from the root) of some point in the initial tree. It is clear that this height evolves autonomously as a one-dimensional piecewise-deterministic Markov process that:

- increases linearly at unit speed (due to growth at the root),
- makes jumps at rate \(x\) when it is in state \(x\) (due to cut points falling on the path that connects the root to the point we are following),
- jumps from state \(x\) to a point that is uniformly distributed on \([0, x]\) (due to re-grafting at the root).
We call such a process a Rayleigh process because, as we will show in Section 5, this process converges to the standard Rayleigh stationary distribution \( R \) on \( \mathbb{R}_+ \) given by

\[
R([x, \infty[) = e^{-x^2/2}, \quad x \geq 0,
\]

(thus \( R \) is also the distribution of the Euclidean length of a two-dimensional standard Gaussian random vector or, up to a scaling constant, the distribution of the distance to the closest point to the origin in a standard planar Poisson process). Now, if \( B^\text{ex} := \{B^\text{ex}_u; u \in [0, 1]\} \) is standard Brownian excursion and \( U \) is an independent uniform random variable on \([0, 1]\), then there is a valid sense in which \( 2B^\text{ex}_U \) has the law of the height of a randomly sampled leaf of the Brownian CRT, and this accords with the well-known result

(1.1) \( P\{2B^\text{ex}_U \in dx\} = R(dx) \).

In order to extend the root growth with re-grafting dynamics to infinite trees we will need to fix on a suitable class of infinite trees and a means of measuring distances between them. Our path to extending the definition of a tree to accommodate the “exotic” behaviors mentioned above will be the one followed in the so-called T-theory (see [Dre84, DMT96, Ter97]). T-theory takes finite trees to be just metric spaces with certain characteristic properties and then defines a more general class of tree-like metric spaces called real-trees or \( \mathbb{R} \)-trees. We note that one of the primary impetuses for the development of T-theory was to provide mathematical tools for concrete problems in the reconstruction of phylogenies. We also note that \( \mathbb{R} \)-trees have been objects of intensive study in geometric group theory (see, for example, the surveys [Sha87, Mor92, Sha91, Bes02] and the recent book [Chi01]).

Diffusions on an \( \mathbb{R} \)-tree were investigated in [Eva00]. Some of the results on the space of \( \mathbb{R} \)-trees obtained in this paper have already been found useful in the study scaling limits of Galton–Watson branching processes in [DLG04].

Once we have an extended notion of trees as just particular abstract metric spaces (or, more correctly, isometry classes of metric spaces), we need a means of assigning a distance between two metric spaces, and this is provided by the Gromov-Hausdorff distance. This distance originated in geometry as a means of making sense of intuitive notions such as the convergence to Euclidean space of a re-scaled integer lattice as the grid size approaches zero or the convergence to Euclidean space of a sphere when viewed from a fixed point (for example, the North Pole) as the radius approaches infinity. Our approach is thus rather different to Aldous’s in which trees are viewed as closed subsets of \( \ell^1 \) via a particular choice of embedding and distances are measured using the familiar Hausdorff metric. Although our use of the Gromov-Hausdorff distance to metrize the space of \( \mathbb{R} \)-trees turns out to quite elegant and easy to work with, it also appears to be rather novel, and thus much of our work in this paper is directed towards establishing
facts about the structure of this space. However, we think that the resulting mathematics is interesting in its own right and potentially useful in other investigations where trees have hitherto been coded as other objects such as paths (for example, [LG99, DLG02]). We remark in passing that the papers [Pau89, Pau88] are an application of the Gromov-Hausdorff distance to the study of \( \mathbb{R} \)-trees that is quite different to ours.

We note that there is quite a large literature on other approaches to “geometrizing” and “coordinatizing” spaces of trees. The first construction of codes for labeled trees without edge-length goes back to 1918: Prüfer [Prü18] sets up a bijection between labeled trees of size \( n \) and the points of \( \{1, 2, \ldots, n\}^{n-2} \). Phylogenetic trees are identified with points in matching polytopes in [DH98], and [BHV01] equips the space of finite phylogenetic trees with a fixed number of leaves with a metric that makes it a cell-complex with non-positive curvature.

The plan of the rest of the paper is as follows. We collect some results on the set of isometry classes of rooted compact \( \mathbb{R} \)-trees and the properties of the Gromov-Hausdorff distance in Section 2. We construct the extended root growth with re-grafting process in Section 3 via a procedure that is roughly analogous to building a discontinuous Markov process in Euclidean space as the solution of a stochastic differential equation with respect to a sufficiently rich Poisson noise. This approach is particularly well-suited to establishing the strong Markov property. In Section 4 we establish the fact claimed above that \( T_{\tau n} \) has the same law as \( \mathcal{R}^{\tau n} \) for each \( n \). We prove in Section 5 that the extended root growth with re-grafting process is recurrent and convergent to the continuum random tree stationary distribution. We verify that the extended process has a Feller semigroup in Section 6, and show in Section 7 that it is a re-scaling limit of the Markov chain appearing in the Aldous–Broder algorithm for simulating a uniform rooted tree on some finite number of vertices. We devote Section 8 to a discussion of the Rayleigh process described above.

### 2. \( \mathbb{R} \)-trees

#### 2.1. Unrooted trees

A complete metric space \((X, d)\) is said to be an \( \mathbb{R} \)-tree if it satisfies the following axioms:

**Axiom 1 (Unique geodesics)** For all \( x, y \in X \) there exists a unique isometric embedding \( \phi_{x,y} : [0, d(x, y)] \to X \) such that \( \phi_{x,y}(0) = x \) and \( \phi_{x,y}(d(x, y)) = y \).

**Axiom 2 (Loop-free)** For every injective continuous map \( \psi : [0, 1] \to X \) one has \( \psi([0, 1]) = \phi_{\psi(0), \psi(1)}([0, d(\psi(0), \psi(1))]) \).

We refer the reader to ([Dre84, DT96, DMT96, Ter97]) for background on \( \mathbb{R} \)-trees. A particularly useful fact is that a metric space \((X, d)\) is an \( \mathbb{R} \)-tree
if and only if it is complete, path-connected, and satisfies the so-called four point condition, that is,
\[
d(x_1, x_2) + d(x_3, x_4) 
\leq \max\{d(x_1, x_3) + d(x_2, x_4), d(x_1, x_4) + d(x_2, x_3)\}
\]
for all \(x_1, \ldots, x_4 \in X\).

Recall that the Hausdorff distance between two subsets \(A_1, A_2\) of a metric space \((X, d)\) is defined as
\[
d_H(A_1, A_2) := \inf\{\varepsilon > 0; A_1 \subseteq U_\varepsilon(A_2) \text{ and } A_2 \subseteq U_\varepsilon(A_1)\},
\]
where
\[
U_\varepsilon(A) := \{x \in X; d(x, A) \leq \varepsilon\}.
\]

Based on this notion of distance between closed sets, we define the Gromov-Hausdorff distance, \(d_{GH}(X_1, X_2)\), between two metric spaces \((X_1, d_{X_1})\) and \((X_2, d_{X_2})\) as the infimum of \(d_H(X'_1, X'_2)\) over all metric spaces \(X'_1\) and \(X'_2\) that are isomorphic to \(X_1\) and \(X_2\), respectively, and that are subspaces of some common metric space \(Z\) (compare [Gro99, BH99, BBI01]). The Gromov-Hausdorff distance defines a finite metric on the space of all isometry classes of compact metric spaces (see, for example, Theorem 7.3.30 in [BBI01]).

Let \((T, d_{GH})\) be the metric space of isometry classes of compact \(\mathbb{R}\)-trees equipped with \(d_{GH}\). We will elaborate \(T\) slightly to incorporate the notion of rooted trees, and this latter space of rooted trees will be the state space of the Markov process having root growth with re-grafting dynamics that we are going to construct. We will be a little loose and sometimes refer to an \(\mathbb{R}\)-tree as an element of \(T\) rather than as a class representative of an element.

**Remark** As we remarked in the Introduction, Aldous’s approach to formalizing the intuitive notion of an infinite tree and putting a metric structure on the resulting class of objects is to work with particular closed subsets of \(\ell^1\) and to measure distances using the Hausdorff metric on closed sets. Seen in the light of our approach, Aldous’s approach uses the distance between two particular representative elements for the isometry classes of a pair of trees rather than the two that minimize the Hausdorff distance. In general this leads to greater distances and hence a topology that is stronger than ours.

The following results says that, at the very least, \(T\) equipped with the Gromov-Hausdorff distance is a “reasonable” space on which to do probability theory.

**Theorem 1.** The metric space \((T, d_{GH})\) is complete and separable.

Before we prove Theorem 1 we point out that a direct application of the stated definition of the Gromov-Hausdorff distance requires an optimal embedding into a new metric space \(Z\). While this definition is conceptually
appealing and builds on the more familiar Hausdorff distance between sets, it turns out to often not be so useful for explicit computations in concrete examples. A re-formulation of the Gromov-Hausdorff distance is suggested by the following observation. Suppose that two spaces $(X_1, d_{X_1})$ and $(X_2, d_{X_2})$ are close in the Gromov-Hausdorff distance as witnessed by isometric embeddings $f_1$ and $f_2$ into some common space $Z$. The map that associates each point in $x_1 \in X_1$ to a point in $x_2 \in X_2$ such that $d_Z(f_1(x_1), f_2(x_2))$ is minimal should then be close to an isometry onto its image, and a similar remark holds with the roles of $X_1$ and $X_2$ reversed.

In order to quantify the observation of the previous paragraph, we require some more notation. A subset $\mathcal{R} \subseteq X_1 \times X_2$ is said to be a correspondence between sets $X_1$ and $X_2$ if for each $x_1 \in X_1$ there exists at least one $x_2 \in X_2$ such that $(x_1, x_2) \in \mathcal{R}$, and for each $y_2 \in X_2$ there exists at least one $y_1 \in X_1$ such that $(y_1, y_2) \in \mathcal{R}$. Given metrics $d_{X_1}$ and $d_{X_2}$ on $X_1$ and $X_2$, respectively, the distortion of $\mathcal{R}$ is defined by

$$\text{dis}(\mathcal{R}) := \sup\{|d_{X_1}(x_1, y_1) - d_{X_2}(x_2, y_2)|; (x_1, x_2), (y_1, y_2) \in \mathcal{R}\}.$$

Then

$$d_{GH}((X_1, d_{X_1}), (X_2, d_{X_2})) = \frac{1}{2} \inf_{\mathcal{R}} \text{dis}(\mathcal{R}),$$

where the infimum is taken over all correspondences $\mathcal{R}$ between $X_1$ and $X_2$ (see, for example, Theorem 7.3.25 in [BBI01]).

The following result is also useful in the proof of Theorem $\square$

**Lemma 2.1.** The set $T$ of compact $\mathbb{R}$-trees is a closed subset of the space of compact metric spaces equipped with the Gromov-Hausdorff distance.

**Proof.** It suffices to note that the limit of a sequence in $T$ is path-connected (see, for example, Theorem 7.5.1 in [BBI01]) and satisfies the four point condition (indeed, as remarked after Proposition 7.4.12 in [BBI01], there is a “meta–theorem” that if a feature of a compact metric space can be formulated as a continuous property of distances among finitely many points, then this feature is preserved under Gromov-Hausdorff limits). $\square$

**Proof of Theorem 7** We start by showing separability. Given a compact $\mathbb{R}$-tree, $T$, and $\varepsilon > 0$, let $S_\varepsilon$ be a finite $\varepsilon$-net in $T$. For $a, b \in T$, let

$$[a, b[ := \phi_{a,b}([0, d(a,b)]) \quad \text{and} \quad ]a, b[ := \phi_{a,b}([0, d(a,b)])$$

be the unique half open and open, respectively, arc between them, and write $T_\varepsilon$ for the subtree of $T$ spanned by $S_\varepsilon$, that is,

$$T_\varepsilon := \bigcup_{x,y \in S_\varepsilon} [x, y] \quad \text{and} \quad d_{T_\varepsilon} := d|_{T_\varepsilon}.$$

Obviously, $T_\varepsilon$ is still an $\varepsilon$-net for $T$, and hence $d_{GH}(T_\varepsilon, T) \leq d_H(T_\varepsilon, T) \leq \varepsilon$.

Now each $T_\varepsilon$ is just a “finite tree with edge-lengths” and can clearly be approximated arbitrarily closely in the $d_{GH}$-metric by trees with the
same tree topology (that is, “shape”), and rational edge-lengths. The set of isometry types of finite trees with rational edge-lengths is countable, and so \((T, d_{GH})\) is separable.

It remains to establish completeness. It suffices by Lemma 2.1 to show that any Cauchy sequence in \(T\) converges to some compact metric space, or, equivalently, any Cauchy sequence in \(T\) has a subsequence that converges to some metric space.

Let \((T_n)_{n \in \mathbb{N}}\) be a Cauchy sequence in \(T\). By Exercise 7.4.14 and Theorem 7.4.15 in [BBI01], a sufficient condition for this sequence to have a subsequential limit is that for every \(\varepsilon > 0\) there exists a positive number \(N = N(\varepsilon)\) such that every \(T_n\) contains an \(\varepsilon\)-net of cardinality \(N\).

Fix \(\varepsilon > 0\) and \(n_0 = n_0(\varepsilon)\) such that \(d_{GH}(T_m, T_n) < \varepsilon/2\) for \(m, n \geq n_0\). Let \(S_{n_0}\) be a finite \((\varepsilon/2)\)-net for \(T_{n_0}\) of cardinality \(N\). Then by \([2,5]\) for each \(n \geq n_0\) there exists a correspondence \(\mathcal{R}_n\) between \(T_{n_0}\) and \(T_n\) such that \(\text{dis}(\mathcal{R}_n) < \varepsilon\). For each \(x \in T_{n_0}\), choose \(f_n(x) \in T_n\) such that \((x, f_n(x)) \in \mathcal{R}_n\). Since for any \(y \in T_n\) with \((x, y) \in \mathcal{R}_n\), \(d_T(y, f_n(x)) \leq \text{dis}(\mathcal{R}_n)\), for all \(n \geq n_0\), the set \(f_n(S_{n_0})\) is an \(\varepsilon\)-net of cardinality \(N\) for \(T_n, n \geq n_0\). \(\square\)

2.2. **Unrooted trees with 4 leaves.** For the sake of reference and establishing some notation, we record here some well-known facts about reconstructing trees from a knowledge of the distances between the leaves. We remark that the fact that trees can be reconstructed from their collection of leaf-to-leaf distances (plus also the leaf-to-root distances for rooted trees) is of huge practical importance in so-called distance methods for inferring phylogenetic trees from DNA sequence data, and the added fact that one can build such trees by building subtrees for each collection of four leaves is the starting point for the sub-class of distance methods called quartet methods. We refer the reader to [Fel03, SS03] for an extensive description of these techniques and their underlying theory.

**Lemma 2.2.** The isometry class of an unrooted tree \((T, d)\) with four leaves is uniquely determined by the distances between the leaves of \(T\).

**Proof.** Let \(\{x_1, x_2, x_3, x_4\}\) be the set of leaves of \(T\). The tree \(T\) has one of four possible shapes:

\[
\begin{array}{cccc}
(I) & (II) & (III) & (IV) \\
\begin{array}{c}
 x_4 \\
 y_{3,4} \quad y_{1,2} \\
 x_1 \\
 x_2 \\
 x_3 \\
 x_4
\end{array} & \\
\begin{array}{c}
 x_1 \\
 x_2 \\
 x_3 \\
 x_4
\end{array} & \\
\begin{array}{c}
 x_4 \\
 x_1 \\
 x_2 \\
 x_3 \\
 x_4
\end{array} & \\
\begin{array}{c}
 x_4 \\
 x_1 \\
 x_2 \\
 x_3 \\
 x_4
\end{array}
\end{array}
\]

*Figure 2 shows the 4 different shapes of a labeled tree with 4 leaves.*
Consider case (I), and let $y_{1,2}$ be the uniquely determined branch point on the tree that lies on the arcs $[x_1, x_2]$ and $[x_1, x_3]$, and $y_{3,4}$ be the uniquely determined branch point on the tree that lies on the arcs $[x_3, x_4]$ and $[x_1, x_3]$. Observe that
\[
\begin{align*}
d(x_1, y_{1,2}) &= \frac{1}{2} (d(x_1, x_2) + d(x_1, x_3) - d(x_2, x_3)) \\
d(x_2, y_{1,2}) &= \frac{1}{2} (d(x_1, x_2) + d(x_2, x_3) - d(x_1, x_3)) \\
d(x_3, y_{3,4}) &= \frac{1}{2} (d(x_3, x_4) + d(x_1, x_3) - d(x_1, x_4)) \\
d(x_4, y_{3,4}) &= \frac{1}{2} (d(x_3, x_4) + d(x_1, x_4) - d(x_1, x_3)) \\
d(y_{1,2}, y_{3,4}) &= \frac{1}{2} (d(x_1, x_4) + d(x_2, x_3) - d(x_1, x_2) - d(x_3, x_4)),
\end{align*}
\]
(2.8)

Similar observations for the other cases show that if we know the shape of the tree, then we can determine its edge-lengths from leaf-to-leaf distances. Note also that
\[
\chi_i(T) := \frac{1}{2} (d(x_1, x_3) + d(x_2, x_4) - d(x_1, x_2) - d(x_3, x_4))
\]
(2.9)

\[
\begin{cases}
> 0 & \text{for shape (I),} \\
< 0 & \text{for shape (II),} \\
= 0 & \text{for shapes (III) and (IV)}
\end{cases}
\]

This and analogous inequalities for the quantities that reconstruct the length of the “internal" edge in shapes (II) and (III), respectively, show that the shape of the tree can also be reconstructed from leaf-to-leaf distances. □

2.3. Rooted $\mathbb{R}$-trees. Since we are mainly interested in rooted trees, we extend our definition as follows: A rooted $\mathbb{R}$-tree, $(X, d, \rho)$, is an $\mathbb{R}$-tree $(X, d)$ with a distinguished point $\rho \in X$ that we call the root. It is helpful to use genealogical terminology and think of $\rho$ as a common ancestor and $h(x) := d(\rho, x)$ as the real-valued generation to which $x \in X$ belongs ($h(x)$ is also called the height of $x$). We define a partial order $\leq$ on $X$ by declaring (using the notation introduced in (2.6)) that $x \leq y$ if $x \in [\rho, y]$, so that $x$ is an ancestor of $y$. Each pair $x, y \in X$ has a well-defined greatest common lower bound, $x \wedge y$, in this partial order that we think of as the most recent common ancestor of $x$ and $y$.

Let $T^{\text{root}}$ denote the collection of all root-invariant isometry classes of rooted compact $\mathbb{R}$-trees, where we define a root-invariant isometry to be an isometry $\xi : (X_1, d_{X_1}, \rho_1) \rightarrow (X_2, d_{X_2}, \rho_2)$ with $\xi(\rho_1) = \rho_2$.

We want to equip $T^{\text{root}}$ with a Gromov-Hausdorff type distance that incorporates the special status of the root. We define the rooted Gromov-Hausdorff distance, $d_{\text{GH}^{\text{root}}}(X_1, \rho_1, (X_2, \rho_2))$, between two rooted $\mathbb{R}$-trees
and such that the restriction of $d$ isometric copies $(X_1', \rho_1')$ and $(X_2', \rho_2')$ that are root-invariant isomorphic to $(X_1, \rho_1)$ and $(X_2, \rho_2)$, respectively, and that are (as unrooted trees) subspaces of a common metric space $(Z, d_Z)$.

As in [2.5], we can compute $d_{GH}((X_1, d_{X_1}, \rho_1), (X_2, d_{X_2}, \rho_2))$ by comparing distances within $X_1$ to distances within $X_2$, provided that the distinguished status of the root is respected.

**Lemma 2.3.** For two rooted trees $(X_1, d_{X_1}, \rho_1)$, and $(X_2, d_{X_2}, \rho_2)$,

\[(2.10) \quad d_{GH}(X_1, d_{X_1}, \rho_1), (X_2, d_{X_2}, \rho_2)) = \frac{1}{2} \inf_{\mathcal{R}^{\text{root}}} \text{dis}(\mathcal{R}^{\text{root}}),\]

where now the infimum is taken over all correspondences $\mathcal{R}^{\text{root}}$ between $X_1$ and $X_2$ with $(\rho_1, \rho_2) \in \mathcal{R}^{\text{root}}$.

**Proof.** Indeed, for any root-invariant isometric copies $(X_1', \rho_1')$ and $(X_2', \rho_2')$ embedded in $Z$, and $r > d_{GH}((X_1, \rho_1), (X_2, \rho_2))$,

\[(2.11) \quad \mathcal{R}^{\text{root}} := \{(x_1, x_2); x_1 \in X'_1, x_2 \in X'_2, d_Z(x_1, x_2) < r\}

gives a correspondence between $X_1$ and $X_2$ containing $(\rho_1, \rho_2)$ such that $\text{dis}(\mathcal{R}^{\text{root}}) < 2r$.

On the other hand, given a correspondence $\mathcal{R}^{\text{root}}$ between $X_1$ and $X_2$ containing $(\rho_1, \rho_2)$, define a metric $d_{X_1 \sqcup X_2}$ on the disjoint union $X_1 \sqcup X_2$ such that the restriction of $d_{X_1 \sqcup X_2}$ to $X_i$ is $d_{X_i}$, for $i = 1, 2$, and for $x_1 \in X_1$, $x_2 \in X_2$, by

\[(2.12) \quad d_{X_1 \sqcup X_2}(x_1, x_2) := \inf \{d_{X_1}(x_1, y_1) + d_{X_2}(x_2, y_2) + \frac{1}{2} \text{dis}(\mathcal{R}^{\text{root}}): (y_1, y_2) \in \mathcal{R}^{\text{root}}\},\]

-- in particular, if the pair $(x_1, x_2)$ actually belongs to the correspondence $\mathcal{R}^{\text{root}}$, then $d_{X_1 \sqcup X_2}(x_1, x_2) = \frac{1}{2} \text{dis}(\mathcal{R}^{\text{root}})$. We leave it to the reader to check that $d_{X_1 \sqcup X_2}$ is, indeed, a metric. Then (computing Hausdorff distance within $X_1 \sqcup X_2$ using $d_{X_1 \sqcup X_2}$) we have

\[(2.13) \quad d_H(X_1, X_2) \vee d_{X_1 \sqcup X_2}(\rho_1, \rho_2) \leq \frac{1}{2} \text{dis}(\mathcal{R}^{\text{root}}).\]

We state an analogue of Theorem 1 for rooted compact $\mathbb{R}$-trees.

**Theorem 2.** The metric space $(T^{\text{root}}, d_{GH}^{\text{root}})$ is complete and separable.

Before we can prove Theorem 2 we need two preparatory results. The first is the counterpart of Corollary 7.3.28 in [BBI01] and presents convenient upper and lower estimates for $d_{GH}^{\text{root}}$ that differ by a multiplicative constant.

Let $(X_1, \rho_1)$ and $(X_2, \rho_2)$ be two rooted compact $\mathbb{R}$-trees, and take $\epsilon > 0$. A map $f$ is called a root-invariant $\epsilon$-isometry from $(X_1, \rho_1)$ to $(X_2, \rho_2)$ if
Lemma 2.1 holds for in place of Corollary 7.3.28 in [BBI01] and noting that the analogue of Exercise 7.4.14 in [BBI01]) and can be proved the same way, using Lemma 2.4.

Lemma 2.4. Let \((X_1, \rho_1)\) and \((X_2, \rho_2)\) be two rooted compact \(\mathbb{R}\)-trees, and take \(\varepsilon > 0\). Then the following hold.

(i) If \(d_{\text{GH}^{\text{root}}}((X_1, \rho_1), (X_2, \rho_2)) < \varepsilon\), then there exists a root-invariant 2\(\varepsilon\)-isometry from \((X_1, \rho_1)\) to \((X_2, \rho_2)\).

(ii) If there exists a root-invariant \(\varepsilon\)-isometry from \((X_1, \rho_1)\) to \((X_2, \rho_2)\), then

\[
d_{\text{GH}^{\text{root}}}((X_1, \rho_1), (X_2, \rho_2)) \leq \frac{3}{2} \varepsilon.
\]

Proof. (i) Let \(d_{\text{GH}^{\text{root}}}((X_1, \rho_1), (X_2, \rho_2)) < \varepsilon\). By Lemma 2.3 there exists a correspondence \(\mathcal{R}^{\text{root}}\) between \(X_1\) and \(X_2\) such that \((\rho_1, \rho_2) \in \mathcal{R}^{\text{root}}\) and \(\text{dis}(\mathcal{R}^{\text{root}}) < 2\varepsilon\). Define \(f : X_1 \to X_2\) by setting \(f(\rho_1) = \rho_2\), and choosing \(f(x)\) such that \((x, f(x)) \in \mathcal{R}^{\text{root}}\) for all \(x \in X_1 \setminus \{\rho_1\}\). Clearly, \(\text{dis}(f) \leq \text{dis}(\mathcal{R}^{\text{root}}) < 2\varepsilon\). To see that \(f(X_1)\) is a 2\(\varepsilon\)-net for \(X_2\), let \(x_2 \in X_2\), and choose \(x_1 \in X_1\) such that \((x_1, x_2) \in \mathcal{R}^{\text{root}}\). Then

\[
d_{X_2}(f(x_1), x_2) \leq d_{X_1}(x_1, x_1) + \text{dis}(\mathcal{R}^{\text{root}}) < 2\varepsilon.
\]

(ii) Let \(f\) be a root-invariant \(\varepsilon\)-isometry from \((X_1, \rho_1)\) to \((X_2, \rho_2)\). Define a correspondence \(\mathcal{R}^{\text{root}}_f \subseteq X_1 \times X_2\) by

\[
\mathcal{R}^{\text{root}}_f := \{(x_1, x_2) : d_{X_2}(x_2, f(x_1)) \leq \varepsilon\}.
\]

Then \((\rho_1, \rho_2) \in \mathcal{R}^{\text{root}}_f\) and \(\mathcal{R}^{\text{root}}_f\) is indeed a correspondence since \(f(X_1)\) is a \(\varepsilon\)-net for \(X_2\). If \((x_1, x_2), (y_1, y_2) \in \mathcal{R}^{\text{root}}_f\), then

\[
|d_{X_1}(x_1, y_1) - d_{X_2}(x_2, y_2)| \leq |d_{X_2}(f(x_1), f(y_1)) - d_{X_1}(x_1, y_1)|
\]

\[
+ d_{X_2}(x_2, f(x_1)) + d_{X_2}(f(x_1), y_2)
\]

\[
< 3\varepsilon.
\]

Hence \(\text{dis}(\mathcal{R}^{\text{root}}_f) < 3\varepsilon\) and, by (2.14), \(d_{\text{GH}^{\text{root}}}((X_1, \rho_1), (X_2, \rho_2)) \leq \frac{3}{2} \varepsilon\). 

The second preparatory result we need is the following compactness criterion, which is the analogue of Theorem 7.4.15 in [BB01] (note also Exercise 7.4.14 in [BB01]) and can be proved the same way, using Lemma 2.4 in place of Corollary 7.3.28 in [BB01] and noting that the analogue of Lemma 2.1 holds for \(\text{T}^{\text{root}}\).

Lemma 2.5. A subset \(\mathcal{T} \subseteq \text{T}^{\text{root}}\) is pre-compact if for every \(\varepsilon > 0\) there exists a positive integer \(N(\varepsilon)\) such that each \(T \in \mathcal{T}\) has an \(\varepsilon\)-net with at most \(N(\varepsilon)\) points.

Proof of Theorem 2.4. The proof follows very much the same lines as that of Theorem 1. The proof of separability is almost identical. The key step in establishing completeness is again to show that a Cauchy sequence in \(\text{T}^{\text{root}}\) has a subsequential limit. This can be shown in the same manner as in the proof of Theorem 1, with an appeal to Lemma 2.5 replacing one to Theorem 7.4.15 and Exercise 7.4.14 in [BB01].
2.4. Length measure. Recall that the root growth with re-grafting dynamics involves points being chosen uniformly at random on a finite tree. In order to extend the dynamics to general rooted compact $\mathbb{R}$-trees, we will require the fact that rooted compact $\mathbb{R}$-trees are associated with a natural length measure as follows. Fix $(T, d, \rho) \in \mathbf{T}^\text{root}$, and denote the Borel-$\sigma$-field on $T$ by $\mathcal{B}(T)$. For $a, b \in T$, recall the half open arc $[a, b]$ from (2.6), and let

$$T^o := \bigcup_{b \in T} [\rho, b]$$

the skeleton of $T$. Observe that if $T' \subset T$ is a dense countable set, then (2.16) holds with $T$ replaced by $T'$. In particular, $T^o \in \mathcal{B}(T)$ and $\mathcal{B}(T)|_{T^o} = \sigma(\{a, b; a, b \in T'\})$, where $\mathcal{B}(T)|_{T^o} := \{A \cap T^o; A \in \mathcal{B}(T)\}$. Hence there exist a unique $\sigma$-finite measure $\mu$ on $T$, called length measure, such that $\mu(T \setminus T^o) = 0$ and

$$\mu([a, b]) = d(a, b), \quad \forall a, b \in T.$$

In particular, $\mu$ is the trace onto $T^o$ of one-dimensional Hausdorff measure on $T$.

**Remark** The terminology skeleton might seem somewhat derogatory, since for finite trees the difference between the skeleton and the whole tree is just a finite number of points. However, it is not difficult to produce $\mathbb{R}$-trees for which the difference between the skeleton and the whole tree is a set with Hausdorff dimension greater than one (the Brownian CRT will almost surely be such a tree). This explains our requirement that $\mu$ is carried by the skeleton.

**Remark** Elements of $\mathbf{T}^\text{root}$ are really equivalence classes of trees rather than trees themselves, so what we are describing here is a way of associating a measure to each element of the equivalence class. However, this procedure respects the equivalence relation in that if $T'$ and $T''$ are two representatives of the same equivalence class and are related by a root-invariant isometry $f : T' \to T''$, then the associated length measures $\mu'$ and $\mu''$ are such that $\mu''$ is the push-forward of $\mu'$ by $f$ and $\mu'$ is the push-forward of $\mu''$ by the inverse of $f$ (that is, $\mu''(A') = \mu'(f^{-1}(A'))$ and $\mu'(A') = \mu''(f(A'))$ for Borel sets $A'$ and $A''$ of $T'$ and $T''$, respectively).

2.5. Rooted subtrees and trimming. Recall from the Introduction that our strategy for extending the root growth with re-grafting dynamics from finite trees will involve a limiting procedure in which a general rooted compact $\mathbb{R}$-tree is approximated “from the inside” by an increasing sequence of finite subtrees. We therefore need to establish some facts about such approximations.

To begin with, we require a notation for one tree being a subtree of another, with both trees sharing the same root. We need to incorporate the fact
that we are dealing with equivalence classes of trees rather than trees themselves. A rooted subtree of \((T, d, \rho) \in T^\text{root}\) is an element \((T^*, d^*, \rho^*) \in T^\text{root}\) that has a class representative that is a subspace of a class representative of \((T, d, \rho)\), with the two roots coincident. Equivalently, any class representative of \((T^*, d^*, \rho^*)\) can be isometrically embedded into any class representative of \((T, d, \rho)\) via an isometry that maps roots to roots. We write \(T^* \preceq^\text{root} T\) and note that \(\preceq^\text{root}\) is an partial order on \(T^\text{root}\).

All of the "wildness" in a compact \(\mathbb{R}\)-tree happens "at the leaves". For example, if \(T \in T^\text{root}\) has a point \(x\) at which infinite branching occurs (so that the removal of \(x\) would disconnect \(T\) into infinitely many components), then any open neighborhood of \(x\) must contain infinitely many leaves, while for each \(\eta > 0\) there are only finitely many leaves \(y\) such that \(x \in [\rho, y]\) with \(d(x, y) > \eta\). A natural way in which to produce a finite subtree that approximates a given tree is thus to fix \(\eta > 0\) and trim off the fringe of the tree by removing those points that are not at least distance \(\eta\) from at least one leaf. Formally, for \(\eta > 0\) define \(R_\eta : T^\text{root} \to T^\text{root}\) to be the map that assigns to \((T, \rho) \in T^\text{root}\) the rooted subtree \((R_\eta(T), \rho)\) that consists of \(\rho\) and points \(a \in T\) for which the subtree

\[
S^{T,a}_\eta := \{ x \in T : a \in [\rho, x]\}
\]

(that is, the subtree above \(a\)) has height greater than or equal to \(\eta\). Equivalently,

\[
R_\eta(T) := \{ x \in T : \exists y \in T x \in [\rho, y], d_T(x, y) \geq \eta\} \cup \{\rho\}.
\]

In particular, if \(T\) has height at most \(\eta\), then \(R_\eta(T)\) is just the trivial tree consisting of the root \(\rho\).

**Remark** Notice that the map described in (2.19) maps a metric space into a sub-space. However, since isometric spaces are mapped into isometric sub-spaces, we may think of \(R_\eta\) as a map from \(T^\text{root}\) into \(T^\text{root}\).

**Lemma 2.6.** (i) The range of \(R_\eta\) consists of finite rooted trees.

(ii) The map \(R_\eta\) is continuous.

(iii) The family of maps \((R_\eta)_{\eta \geq 0}\) is a semigroup; that is, \(R_{\eta'} \circ R_{\eta''} = R_{\eta' + \eta''}\) for \(\eta', \eta'' > 0\). In particular, \(R_{\eta'}(T) \preceq^\text{root} R_{\eta''}(T)\) for \(\eta' \geq \eta'' > 0\).

(iv) For any \((T, \rho) \in T^\text{root}\), \(d_{GH}^{T^\text{root}}((T, \rho), (R_{\eta}(T), \rho)) \leq d_H(T, R_{\eta}(T)) \leq \eta\).

**Proof.** (i) Fix \((T, d, \rho) \in T^\text{root}\). Let \(E \subset R_\eta(T)\) be the leaves of \(R_\eta\), that is, the points that have no subtree above them. We have to show that \(E\) is finite. However, if \(a_1, a_2, \ldots\) are infinitely many points in \(E \setminus \{\rho\}\), then we can find points \(b_1, b_2, \ldots\) in \(T\) such that \(b_i\) is in the subtree above \(a_i\) and \(d(a_i, b_i) \geq \eta\). It follows that \(\inf_{i \neq j} d(b_i, b_j) \geq 2\eta\), which contradicts the compactness of \(T\).
(ii) Suppose that \((T', d', \rho')\) and \((T'', d'', \rho'')\) are two compact trees with

\[d_{GH_{root}}((T', \rho'), (T'', \rho'')) < \varepsilon.\]

By part (i) of Lemma 2.4 there exists a root-invariant \(2\varepsilon\)-isometry \(f : T' \to T''\). Recall that this means, \(f(\rho') = \rho''\), \(\text{dis}(f) < 2\varepsilon\), and \(f(T')\) is an \(2\varepsilon\)-net for \(T''\).

For \(a \in R_\eta(T')\), let \(\bar{f}(a)\) be the unique point in \(R_\eta(T'')\) that is closest to \(f(a)\). We will show that \(\bar{f} : R_\eta(T') \to R_\eta(T'')\) is a root-invariant \(25\varepsilon\)-isometry and hence, by part (ii) of Lemma 2.4 \(d_{GH_{root}}(R_\eta(T'), R_\eta(T'')) \leq \frac{3}{25}2\varepsilon\).

We first show that

\[(2.20) \quad \sup\{d''(f(a), \bar{f}(a)) : a \in R_\eta(T')\} \leq 8\varepsilon.\]

Fix \(a \in R_\eta(T')\) and let \(b \in T'\) be a point in the subtree above \(a\) such that \(d'(a, b) \geq \eta\). Denote the most recent common ancestor of \(f(a)\) and \(f(b)\) on \(T''\) by \(f(a) \wedge'' f(b)\).

**Figure 3** illustrates the shapes of the trees spanned by \(\{\rho', a, b\}\) and by \(\{\rho'', f(a), f(b)\}\). The point \(f(a)\) lies somewhere on the arc \([\rho'', f(a)]\).

Then

\[d''(f(a) \wedge'' f(b), f(a)) = \frac{1}{2} \left( d''(f(a), f(b)) + d''(\rho'', f(a)) - d''(\rho'', f(b)) \right) \]

\[(2.21) \leq \frac{1}{2} \left( |d''(f(a), f(b)) - d'(a, b)| \right. \]

\[+ \left. |d''(\rho'', f(a)) - d'(\rho', a)| + |d''(\rho'', f(b)) - d'(\rho', b)| \right) \]

\[\leq 3\varepsilon.\]

If \(\bar{f}(a) \in [f(a) \wedge'' f(b), f(a)]\) then we are immediately done. Otherwise, \(\bar{f}(a) \in [\rho'', f(a)]\) and \(\bar{f}(a)\) is a leaf in \(R_\eta(T'')\). Hence \(f(b) \notin R_\eta(T'')\), and therefore

\[(2.22) \quad d''(\bar{f}(a), f(b)) \leq \eta.\]
Furthermore,
\[
d''(f(a) \land'' f(b), f(b)) = d''(f(a), f(b)) - d''(f(a) \land'' f(b), f(a))
\]
(2.23)
\[
\geq (d'(a, b) - 2\varepsilon) - 3\varepsilon
\]
\[
\geq \eta - 5\varepsilon.
\]
Combining (2.21), (2.22) and (2.23) finally yields that \( d''(\bar{f}(a), f(a)) \leq 8\varepsilon \) and completes the proof of (2.20).

It follows from (2.20) that
\[\text{dis}(\bar{f}) = \sup\{|d'(a, b) - d''(\bar{f}(a), \bar{f}(b))| : a, b \in R_\eta(T')\} \]
\[\leq \sup\{|d'(a, b) - d''(f(a), f(b))| : a, b \in R_\eta(T')\}
\]
\[+ 2 \sup\{d''(f(a), \bar{f}(a)) : a \in R_\eta(T')\}
\]
\[< 2\varepsilon + 2 \times 8\varepsilon
\]
\[= 18\varepsilon.
\]

The proof of (ii) will thus be completed if we can show that \( \bar{f}(R_\eta(T')) \) is a \( 25\varepsilon \)-net in \( R_\eta(T'') \). Consider a point \( c \in R_\eta(T'') \). We need to show that there is a point \( b \in R_\eta(T') \) such that
(2.24)
\[d''(\bar{f}(b), c) < 25\varepsilon.
\]
If \( d''(\rho'', c) < 7\varepsilon \), then we are done, because we can take \( b = \rho' \) (recall that \( \bar{f}(\rho') = \rho'' \)). Assume, therefore, that \( d''(\rho'', c) \geq 7\varepsilon \). We can then find points \( c_-, c_+ \in T'' \) such that \( \rho'' \leq c_- \leq c \leq c_+ \) with \( d''(c_-, c) = 7\varepsilon \) and \( d''(c, c_+) \geq \eta \). There are corresponding points \( a_-, a, a_+ \in T' \) such that \( d''(f(a_-), c_-) < 2\varepsilon \), \( d''(f(a), c) < 2\varepsilon \), and \( d''(f(a_+), c_+) < 2\varepsilon \). We claim that \( b := a_- \land' a_+ \) (the most recent common ancestor of \( a_- \) and \( a_+ \) in the tree \( T' \)) belongs to \( R_\eta(T') \) and satisfies (2.24).

Note first of all that
\[d''(b, a_+) = d''(a_- \land' a_+, a_+)
\]
\[= \frac{1}{2} (d''(a_+, a_-) + d''(\rho', a_+) - d''(\rho', a_-))
\]
\[\geq \frac{1}{2} (d''(f(a_+), f(a_-)) - 2\varepsilon + d''(f(\rho'), f(a_+)) - 2\varepsilon
\]
\[\quad - d''(f(\rho'), f(a_-)) - 2\varepsilon
\]
\[\geq \frac{1}{2} (d''(c_+, c_-) - 4\varepsilon + d''(\rho'', c_+) - 2\varepsilon - d''(\rho'', c_-) - 2\varepsilon) - 3\varepsilon
\]
\[= d''(c_+, c_-) - 7\varepsilon
\]
\[= \eta + 7\varepsilon - 7\varepsilon
\]
\[= \eta,
\]
and so \( b \in R_\eta(T') \).
Furthermore,
\[
d''(c, f(b)) \leq d''(c, c-) + d''(c-, f(a_-)) + d''(f(a_-), f(b))
\]
\[
\leq 7\varepsilon + 2\varepsilon + d'(a_-, b) + 2\varepsilon
\]
\[
= 11\varepsilon + \frac{1}{2}(d'(a_+, a_-) + d'(\rho', a_-) - d'(\rho', a_+))
\]
\[
\leq 11\varepsilon + \frac{1}{2}(d''(f(a_+), f(a_-)) + 2\varepsilon + d''(f(\rho'), f(a_-)) + 2\varepsilon
\]
\[
- d'(f(\rho'), f(a_+)) + 2\varepsilon)
\]
\[
\leq 14\varepsilon + \frac{1}{2}(d''(c_+, c_-) + 2\varepsilon + d''(\rho'', c_-) + 2\varepsilon - d''(\rho'', c_+) + 2\varepsilon)
\]
\[
= 17\varepsilon.
\]
Therefore, by (2.20),
\[
d(c, \bar{f}(b)) \leq 17\varepsilon + 8\varepsilon = 25\varepsilon.
\]
This completes the proof of (2.24), and thus the proof of part (ii). Claims (iii) and (iv) are clear.

Finally, we require the following result, which will be the key to showing that the “projective limit” of a consistent family of tree-valued processes can actually be thought of as a tree-valued process in its own right.

**Lemma 2.7.** Consider a sequence \( (T_n)_{n \in \mathbb{N}} \) of representatives of isometry classes of rooted compact trees in \( (T, d_{GH^{\text{root}}}) \) with the following properties.

- Each set \( T_n \) is a subset of some common set \( U \).
- Each tree \( T_n \) has the same root \( \rho \in U \).
- The sequence \( (T_n)_{n \in \mathbb{N}} \) is nondecreasing, that is, \( T_1 \subseteq T_2 \subseteq \cdots \subseteq U \).
- Writing \( d_n \) for the metric on \( T_n \), for \( m < n \) the restriction of \( d_n \) to \( T_m \) coincides with \( d_m \), so that there is a well-defined metric on \( T := \bigcup_{n \in \mathbb{N}} T_n \) given by
  \[
  (2.25) \quad d(a, b) = d_n(a, b), \quad a, b \in T_n.
  \]
- The sequence of subsets \( (T_n)_{n \in \mathbb{N}} \) is Cauchy in the Hausdorff distance with respect to \( d \).

Then the following hold.

(i) The metric completion \( \bar{T} \) of \( T \) is a compact \( \mathbb{R} \)-tree, and \( d_{\text{H}}(T_n, \bar{T}) \to 0 \) as \( n \to \infty \), where the Hausdorff distance is computed with respect to the extension of \( d \) to \( \bar{T} \). In particular,
  \[
  (2.26) \quad \lim_{n \to \infty} d_{GH^{\text{root}}}( (T_n, \rho), (\bar{T}, \rho)) = 0.
  \]

(ii) The tree \( \bar{T} \) has skeleton \( \bar{T}^o = \bigcup_{n \in \mathbb{N}} T_n^o \).

(iii) The length measure on \( \bar{T} \) is the unique measure concentrated on \( \bigcup_{n \in \mathbb{N}} T_n^o \) that restricts to the length measure on \( T_n \) for each \( n \in \mathbb{N} \).
Proof. (i) Because $\bar{T}$ is a complete metric space, the collection of closed subsets of $\bar{T}$ equipped with the Hausdorff distance is also complete (see, for example, Proposition 7.3.7 of [BBI01]). Therefore the Cauchy sequence $(T_n)_{n \in \mathbb{N}}$ has a limit that is (see Exercise 7.3.4 of [BBI01]) the closure of $\bigcup_{k \in \mathbb{N}} T_k$, i.e, $\bar{T}$ itself. It is clear that the complete space $\bar{T}$ is totally bounded, path-connected, and satisfies the four point condition, and so $\bar{T}$ is a compact $\mathbb{R}$-tree. Finally,

$$d_{GH}(\gamma(T_n, \rho), (\bar{T}, \rho)) \leq d_H(T_n, \bar{T}) \vee d(\rho, \rho) = d_H(T_n, \bar{T}) \to 0,$$

as $n \to \infty$.

Claims (ii) and (iii) are obvious. \hfill \Box

3. Root growth with re-grafting

3.1. Beginning the construction. We are now ready to begin in earnest the construction of the $\mathbf{T}^{\text{root}}$-valued Markov process, $X$, having the root growth with re-grafting dynamics.

Fix a tree $(T, d, \rho) \in \mathbf{T}^{\text{root}}$. This tree will be the initial state of $X$. We first recapitulate the strategy outlined in the Introduction. In line with that semi-formal description, the “stochastic inputs” to the construction of $X$ will be a collection of cut times and a corresponding collection of cut points.

- Construct simultaneously for each finite rooted subtree $T^* \preceq_{\text{root}} T$ a process $X_{T^*}$ with $X_{T^*}^0 = T^*$ that evolves according the root growth with re-grafting dynamics.
- Carry out this construction in such a way that if $T^*$ and $T^{**}$ are two finite subtrees with $T^* \preceq_{\text{root}} T^{**}$, then $X_{T^*}^T \preceq_{\text{root}} X_{T^{**}}^T$ and the cut points for $X_{T^*}^T$ are those for $X_{T^{**}}^T$ that happen to fall on $X_{T^*}^T$ for a corresponding cut time $\tau$ of $X_{T^{**}}^T$. Cut times $\tau$ for $X_{T^{**}}^T$ for which the corresponding cut point does not fall on $X_{T^*}^T$ are not cut times for $X_{T^*}^T$.
- The tree $(T, \rho)$ is a rooted Gromov-Hausdorff limit of finite $\mathbb{R}$-trees with root $\rho$ (indeed, any subtree spanned by a finite $\varepsilon$-net and $\rho$ is finite and has rooted Gromov-Hausdorff distance less than $\varepsilon$ from $(T, \rho)$). In particular, $(T, \rho)$ is the “smallest” rooted compact $\mathbb{R}$-tree that contains all of the finite rooted subtrees of $(T, \rho)$.
- Because of the consistent projective nature of the construction, we can define $X_{t} := X_{T}^T$ for $t \geq 0$ as the “smallest” element of $\mathbf{T}^{\text{root}}$ that contains $X_{T^*}^T$, for all finite trees $T^* \preceq_{\text{root}} T$.

It will be convenient for establishing features of the process $X$ such as the strong Markov property to introduce randomness later and work initially in a setting where the cut times and cut points are fixed. There are two types of cut points: those that occur at points which were present in the initial tree $T$ and those that occur at points which were added due to subsequent root growth. Accordingly, we consider two countable subsets $\pi_0 \subset \mathbb{R}^{++} \times T^0$ and $\pi \subset \{(t, x) \in \mathbb{R}^{++} \times \mathbb{R}^{++} : x \leq t\}$. (Once again we note that we are moving
backwards and forwards between thinking of $T$ as a metric space or as an
equivalence class of metric spaces. As we have written things here, we are
thinking of $\pi_0$ being associated with a particular class representative, but
of course $\pi_0$ corresponds to a similar set for any representative of the same
equivalence class by mapping across using the appropriate root invariant
isometry.)

**Assumption 3.1.** Suppose that the sets $\pi_0$ and $\pi$ have the following
properties.

(a) For all $t_0 > 0$, each of the sets $\pi_0 \cap \{t_0\} \times T^0$ and $\pi \cap \{(t_0) \times [0, t_0]\}$
has at most one point and at least one of these sets is empty.

(b) For all $t_0 > 0$ and all finite subtrees $T' \subseteq T$, the set $\pi_0 \cap ([0, t_0] \times T')$
is finite.

(c) For all $t_0 > 0$, the set $\pi \cap \{(t, x) \in \mathbb{R}^+ \times \mathbb{R}^+: x \leq t \leq t_0\}$ is finite.

**Remark** Conditions (a)–(c) of Assumption 3.1 will hold almost surely if $\pi_0$
and $\pi$ are realizations of Poisson point processes with respective intensities
$\lambda \otimes \mu$ and $\lambda \otimes \lambda$ (where $\lambda$ is Lebesgue measure), and it is this random
mechanism that we will introduce later to produce a stochastic process having
the root growth with re-grafting dynamics.

It will be convenient to use the notations $\pi_0$ and $\pi$ to also refer to the
integer-valued measures that are obtained by placing a unit point mass at
each point of the corresponding set.

Consider a finite rooted subtree $T^* \preceq^{\text{root}} T$. It will avoid annoying
circumlocutions about equivalence via root invariant isometries if we work with
particular class representatives for $T^*$ and $T$, and, moreover, suppose that
$T^*$ is embedded in $T$.

Put $\tau_0^* := 0$, and let $0 < \tau_1^* < \tau_2^* < \ldots$ (the cut times for $X_t^{T^*}$) be the
points of $\{t > 0: \pi_0(\{t\} \times T^*) > 0\} \cup \{t > 0: \pi(\{t\} \times \mathbb{R}^+) > 0\}$.

An explicit construction of $X_t^{T^*}$ is then given in two steps:

**Step 1 (Root growth)** At any time $t \geq 0$, $X_t^{T^*}$ as a set is given by the
disjoint union $T^* \coprod [0, t]$. The root of $X_t^{T^*}$ is the point $\rho_t := t \in [0, t]$. The
metric $d_t^{T^*}$ on $X_t^{T^*}$ is defined inductively as follows. Set $d_0^{T^*}$ to be the metric
on $X_0^{T^*} = T^*$; that is, $d_0^{T^*}$ is the restriction of $d$ to $T^*$. Suppose that $d_t^{T^*}$
has been defined for $0 \leq t \leq \tau_n^*$. Define $d_t^{T^*}$ for $\tau_n^* < t < \tau_{n+1}^*$ by

$$
(3.1) \quad d_t^{T^*}(a, b) := \begin{cases} 
  d_{\tau_n^*}(a, b), & \text{if } a, b \in X_{\tau_n^*}^{T^*}, \\
  |b - a|, & \text{if } a, b \in \tau_n^*, t, \\
  |a - \tau_n^*| + d_{\tau_n^*}(\rho_{\tau_n^*}, b), & \text{if } a \in \tau_n^*, t, b \in X_{\tau_n^*}^{T^*}.
\end{cases}
$$

**Step 2 (Re-Grafting)** Note that the left-limit $X_{\tau_n^*}^{T^*} \coprod [0, \tau_{n+1}^*]$ exists in the rooted
Gromov-Hausdorff metric. As a set this left-limit is the disjoint union

$$
(3.2) \quad X_{\tau_n^*}^{T^*} \coprod [\tau_n^*, \tau_{n+1}^*] = T^* \coprod [0, \tau_{n+1}^*],
$$
and the corresponding metric $d_{r+1}^*$ is given by a prescription similar to (3.1). Define the $(n + 1)^{st}$ cut point for $X^{T^*}$ by
\[
(3.3) \quad p_{n+1}^* := \begin{cases} a \in T^*, & \text{if } \pi_0\{(\tau_{n+1}^*, a)\} > 0, \\ x \in [0, \tau_{n+1}^*], & \text{if } \pi\{(\tau_{n+1}^*, x)\} > 0. \end{cases}
\]

Let $S_{n+1}^*$ be the subtree above $p_{n+1}^*$ in $X_{r+1}^{T^*}$, that is,
\[
(3.4) \quad S_{n+1}^* := \{ b \in X_{r+1}^{T^*} : p_{n+1}^* \in [\rho_{r+1}^*, b] \}.
\]
Define the metric $d_{r+1}^*$ by
\[
(3.5) \quad d_{r+1}^*(a, b) := \begin{cases} d_{\tau_{r+1}^*}(a, b), & \text{if } a, b \in S_{n+1}^*, \\ d_{\tau_{r+1}^*}(a, b), & \text{if } a, b \in X_{r+1}^{T^*} \setminus S_{n+1}^*, \\ d_{\tau_{r+1}^*}(a, \rho_{\tau_{r+1}^*}) + d_{\tau_{r+1}^*}(p_{n+1}^*, b), & \text{if } a \in X_{r+1}^{T^*} \setminus S_{n+1}^*, b \in S_{n+1}^*. \end{cases}
\]
In other words $X_{r+1}^{T^*}$ is obtained from $X_{r+1}^{T^*}$ by pruning off the subtree $S_{n+1}^*$ and re-attaching it to the root.

Now consider two other finite, rooted subtrees $(T^{**}, \rho)$ and $(T^{***}, \rho)$ of $T$ such that $T^* \cup T^{**} \subseteq T^{***}$ (with induced metrics). Build $X^{T^{**}}$ and $X^{T^{***}}$ from $\pi_0$ and $\pi$ in the same manner as $X^{T^*}$ (but starting at $T^{**}$ and $T^{***}$). It is clear from the construction that:
- $X_{t}^{T^*}$ and $X_{t}^{T^{**}}$ are rooted subtrees of $X_{t}^{T^{***}}$ for all $t \geq 0$,
- the Hausdorff distance between $X_{t}^{T^*}$ and $X_{t}^{T^{**}}$ as subsets of $X_{t}^{T^{***}}$ does not depend on $T^{***}$,
- the Hausdorff distance is constant between jumps of $X^{T^*}$ and $X^{T^{**}}$ (when only root growth is occurring in both processes).

The following lemma shows that the Hausdorff distance between $X_{t}^{T^*}$ and $X_{t}^{T^{**}}$ as subsets of $X_{t}^{T^{***}}$ does not increase at jump times.

**Lemma 3.2.** Let $T$ be a finite rooted tree with root $\rho$ and metric $d$, and let $T'$ and $T''$ be two rooted subtrees of $T$ (both with the induced metrics and root $\rho$). Fix $p \in T$, and let $S$ be the subtree in $T$ above $p$ (recall (3.4)). Define a new metric $\hat{d}$ on $T$ by putting
\[
(\hat{d}(a, b) := \begin{cases} d(a, b), & \text{if } a, b \in S, \\ d(a, b), & \text{if } a, b \in T \setminus S, \\ d(a, p) + d(\rho, b), & \text{if } a \in S, b \in T \setminus S. \end{cases}
\]
Then the sets $T'$ and $T''$ are also subtrees of $T$ equipped with the induced metric $\hat{d}$, and the Hausdorff distance between $T'$ and $T''$ with respect to $\hat{d}$ is not greater than that with respect to $d$. 


3.2. 
Proof. Suppose that the Hausdorff distance between $T'$ and $T''$ under $d$ is less than some given $\varepsilon > 0$. Given $a \in T'$, there then exists $b \in T''$ such that $d(a, b) < \varepsilon$. Because $d(a, a \wedge b) \leq d(a, b)$ and $a \wedge b \in T''$, we may suppose (by replacing $b$ by $a \wedge b$ if necessary) that $b \leq a$. We claim that $\hat{d}(a, c) < \varepsilon$ for some $c \in T''$. This and the analogous result with the roles of $T'$ and $T''$ interchanged will establish the result.

If $a, b \in S$ or $a, b \in T \setminus S$, then $\hat{d}(a, b) = d(a, b) < \varepsilon$. The only other possibility is that $a \in S$ and $b \in T \setminus S$, in which case $p \in [b, a]$ (for $T$ equipped with $d$). Then $\hat{d}(a, p) = d(a, p) \leq d(a, b) < \varepsilon$, as required (because $\rho \in T''$).

Now let $T_1 \subseteq T_2 \subseteq \cdots$ be an increasing sequence of finite subtrees of $T$ such that $\bigcup_{n \in \mathbb{N}} T_n$ is dense in $T$. Thus $\lim_{n \to \infty} d_H(T_n, T) = 0$. Let $X^1, X^2, \ldots$ be constructed from $\pi_0$ and $\pi$ starting with $T_1, T_2, \ldots$. Applying Lemma 3.2 yields

$$\lim_{m,n \to \infty} \sup_{t \geq 0} d_{GH}^\text{root}(X_t^m, X_t^n) = 0. \quad (3.6)$$

Hence by completeness of $T^\text{root}$, there exists a càdlàg $T^\text{root}$-valued process $X$ such that $X_0 = T$ and

$$\lim_{m \to \infty} \sup_{t \geq 0} d_{GH}^\text{root}(X_t^m, X_t) = 0. \quad (3.7)$$

A priori, the process $X$ could depend on the choice of the approximating sequence of trees $(T_n)_{n \in \mathbb{N}}$. To see that this is not so, consider two approximating sequences $T_1^1 \subseteq T_2^1 \subseteq \cdots$ and $T_1^2 \subseteq T_2^2 \subseteq \cdots$. For $k \in \mathbb{N}$, write $T_3^n$ for the smallest rooted subtree of $T$ that contains both $T_1^n$ and $T_2^n$. As a set, $T_3^n = T_1^n \cup T_2^n$. Now let $((X_t^{n,i})_{t \geq 0})_{n \in \mathbb{N}}$ for $i = 1, 2, 3$ be the corresponding sequences of finite tree-value processes and let $(X_t^{\infty,i})_{t \geq 0}$ for $i = 1, 2, 3$ be the corresponding limit processes. By Lemma 3.2

$$d_{GH}^\text{root}(X_t^{n,1}, X_t^{n,2}) \leq d_{GH}^\text{root}(X_t^{n,1}, X_t^{n,3}) + d_{GH}^\text{root}(X_t^{n,2}, X_t^{n,3})$$

$$\leq d_H(X_t^{n,1}, X_t^{n,3}) + d_H(X_t^{n,2}, X_t^{n,3})$$

$$\leq d_H(T_t^n, T_i^n) + d_H(T_t^n, T_i^n)$$

$$\leq d_H(T_t^n, T_i^n) + d_H(T_t^n, T_i^n) \to 0 \quad (3.8)$$

as $n \to \infty$. Thus, for each $t \geq 0$ the sequences $(X_t^{n,1})_{n \in \mathbb{N}}$ and $(X_t^{n,2})_{n \in \mathbb{N}}$ do indeed have the same rooted Gromov-Hausdorff limit and the process $X$ does not depend on the choice of approximating sequence for the initial tree $T$.

3.2. 
Finishing the construction. In 3.1 we constructed a $T^\text{root}$-valued function $t \mapsto X_t$ starting with a fixed triple $(T, \pi_0, \pi)$, where $T \in T^\text{root}$ and $\pi_0, \pi$ satisfy the conditions of Assumption 3.1. We now want to think of $X$ as a function of time and such triples.
Let $\Omega^*$ be the set of triples $(T, \pi_0, \pi)$, where $T$ is a rooted compact $\mathbb{R}$-tree (that is, a class representative of an element of $T^{\text{root}}$) and $\pi_0, \pi$ satisfy Assumption 3.1. The root invariant isometry equivalence relation on rooted compact $\mathbb{R}$-trees extends naturally to an equivalence relation on $\Omega^*$ by declaring that two triples $(T', \pi'_0, \pi')$ and $(T'', \pi''_0, \pi'')$, where $\pi_0' = \{(\sigma'_i, x'_i) : i \in \mathbb{N}\}$ and $\pi_0'' = \{(\sigma''_i, x''_i) : i \in \mathbb{N}\}$, are equivalent if there is a root invariant isometry $f$ mapping $T'$ to $T''$ and a permutation $\gamma$ of $\mathbb{N}$ such that $\sigma''_i = \sigma'_{\gamma(i)}$ and $x''_i = f(x'_{\gamma(i)})$ for all $i \in \mathbb{N}$. We write $\Omega$ for the resulting quotient space of equivalence classes.

In order to do probability, we require that $\Omega$ has a suitable measurable structure. We could do this by specifying a metric on $\Omega$, but the following approach is a little less cumbersome and suffices for our needs.

Let $\Omega^{\text{fin}}$ denote the subset of $\Omega$ consisting of triples $(T, \pi_0, \pi)$ such that $T$, $\pi_0$ and $\pi$ are finite. We are going to define a metric on $\Omega^{\text{fin}}$. Let $(T', \pi'_0, \pi')$ and $(T'', \pi''_0, \pi'')$ be two points in $\Omega^{\text{fin}}$, where $\pi'_0 = \{(\sigma'_1, x'_1), \ldots, (\sigma'_p, x'_p)\}$, $\pi' = \{\tau'_1, \ldots, \tau'_p\}$, $\pi''_0 = \{(\sigma''_1, x''_1), \ldots, (\sigma''_p, x''_p)\}$, and $\pi'' = \{\tau''_1, \ldots, \tau''_p\}$. Assume that $0 < \sigma'_1 < \cdots < \sigma'_p$, $0 < \tau'_1 < \cdots < \tau'_p$, $0 < \sigma''_1 < \cdots < \sigma''_p$, and $0 < \tau''_1 < \cdots < \tau''_p$. The distance between $(T', \pi'_0, \pi')$ and $(T'', \pi''_0, \pi'')$ will be $1$ if either $p \neq q$ or $r \neq s$. Otherwise, the distance is

\[
1 \land \left( \frac{1}{2} \inf_{ \rho' \rho'' \gamma \text{cuts} } \text{dis}(\rho' \rho'' \gamma \text{cuts}) + \max_i |\sigma'_i - \sigma''_i| + \max_j |\tau'_j - \tau''_j| \right),
\]

where the infimum is over all correspondences between $T'$ and $T''$ that contain the pairs $(\rho'_i, \rho''_i)$ and $(x'_i, x''_i)$ for $1 \leq i \leq p$.

Equip $\Omega^{\text{fin}}$ with the Borel $\sigma$-field corresponding to this metric. For $t \geq 0$, let $\mathcal{F}_t^\rho$ be the $\sigma$-field on $\Omega$ generated by the family of maps from $\Omega$ into $\Omega^{\text{fin}}$ given by $(T, \pi_0, \pi) \to (R_\eta(T), \pi_0 \cap [0, t] \times (R_\eta(T)^\rho), \pi \cap \{(s, x) : x \leq s \leq t\})$ for $\eta > 0$. As usual, set $\mathcal{F}_t^\rho := \bigcap_{u \geq t} \mathcal{F}_u^\rho$ for $t \geq 0$. Put $\mathcal{F}^\rho := \bigvee_{t \geq 0} \mathcal{F}_t^\rho$.

It is straightforward to establish the following result from Lemma 2.8 and the construction of $X$ in Subsection 3.1 and we omit the proof.

**Lemma 3.3.** The map $(t, (T, \pi_0, \pi)) \to X_t(T, \pi_0, \pi)$ from $\mathbb{R}^+ \times \Omega$ into $T^{\text{root}}$ is progressively measurable with respect to the filtration $(\mathcal{F}_t^\rho)_{t \geq 0}$. (Here, of course, we are equipping $T^{\text{root}}$ with the Borel $\sigma$-field associated with the metric $d_{\text{GH}}^{\text{root}}$.)

Given $T \in T^{\text{root}}$, let $\mathbf{P}^T$ be the probability measure on $\Omega$ defined by the following requirements.

- The measure $\mathbf{P}^T$ assigns all of its mass to the set $\{(T', \pi'_0, \pi') \in \Omega : T' = T\}$.
- Under $\mathbf{P}^T$, the random variable $(T', \pi'_0, \pi') \mapsto \pi'_0$ is a Poisson point process on the set $\mathbb{R}^+ \times T^0$ with intensity $\lambda \otimes \mu$, where $\mu$ is the length measure on $T$. 
• Under $P^T$, the random variable $(T', \pi'_0, \pi') \mapsto \pi'$ is a Poisson point process on the set $\{(t, x) \in \mathbb{R}^{++} \times \mathbb{R}^{++} : x \leq t\}$ with intensity $\lambda \otimes \lambda$ restricted to this set.

• The random variables $(T', \pi'_0, \pi') \mapsto \pi'_0$ and $(T', \pi'_0, \pi') \mapsto \pi'$ are independent under $P^T$.

Of course, the random variable $(T', \pi'_0, \pi') \mapsto \pi'_0$ takes values in a space of equivalence classes of countable sets rather than a space of sets per se, so, more formally, this random variable has the law of the image of a Poisson process on an arbitrary class representative under the appropriate quotient map.

For $t \geq 0$, $a$ bounded Borel function on $T^{\text{root}}$, and $T \in T^{\text{root}}$, set

$$P_t g(T) := P^T[g(X_t)].$$

With a slight abuse of notation, let $\tilde{R}_\eta$ for $\eta > 0$ also denote the map from $\Omega$ into $\Omega$ that sends $(T, \pi_0, \pi)$ to $(R_\eta(T), \pi_0 \cap (\mathbb{R}^{++} \times (R_\eta(T))^\circ), \pi)$.

Our main construction result is the following.

**Theorem 3.**

(i) If $T \in T^{\text{root}}$ is finite, then $(X_t)_{t \geq 0}$ under $P^T$ is a Markov process that evolves via the root growth with re-grafting dynamics on finite trees.

(ii) For all $\eta > 0$ and $T \in T^{\text{root}}$, the law of $(X_t \circ \tilde{R}_\eta)_{t \geq 0}$ under $P^T$ coincides with the law of $(X_t)_{t \geq 0}$ under $P^{R_\eta(T)}$.

(iii) For all $T \in T^{\text{root}}$, the law of $(X_t)_{t \geq 0}$ under $P^{R_\eta(T)}$ converges as $\eta \downarrow 0$ to that of $(X_t)_{t \geq 0}$ under $P^T$ (in the sense of convergence of laws on the space of càdlàg $T^{\text{root}}$-valued paths equipped with the Skorohod topology).

(iv) For $g \in bB(T^{\text{root}})$, the map $(t, T) \mapsto P_t g(T)$ is $B(\mathbb{R}^+) \times bB(T^{\text{root}})$-measurable.

(v) The process $(X_t, P^T)$ is strong Markov with respect to the filtration $(\mathcal{F}^+_t)_{t \geq 0}$ and has transition semigroup $(P_t)_{t \geq 0}$.

**Proof.** (i) This is clear from the definition of the root growth and re-grafting dynamics.

(ii) It is enough to check that the push-forward of the probability measure $P^T$ under the map $R_\eta : \Omega \to \Omega$ is the measure $P^{R_\eta(T)}$. This, however, follows from the observation that the restriction of length measure on a tree to a subtree is just length measure on the subtree.

(iii) This is immediate from part (ii), the limiting construction in Subsection 3.1 and part (iv) of Lemma 2.6. Indeed, we have that

$$\sup_{t \geq 0} d_{GH^{\text{root}}}(X_t, X_t \circ \tilde{R}_\eta) \leq d_{H}(T, R_\eta(T)) \leq \eta.$$ 

(iv) By a monotone class argument, it is enough to consider the case where the test function $g$ is continuous. It follows from part (iii) that $P_t g(R_\eta(T))$
converges pointwise to $P_t g(T)$ as $\eta \downarrow 0$, and it is not difficult to show using Lemma 2.7 and part (i) that $(t, T) \mapsto P_t g(R_\eta(T))$ is $\mathcal{B}(\mathbb{R}^+) \times \mathcal{B}(\mathcal{T}_{\text{root}})$-measurable. We omit the details, because we will establish an even stronger result in Proposition 6.1.

(v) By construction and part (ii) of Lemma 2.7, we have for $t \geq 0$ and $(T, \pi_0, \pi) \in \Omega$ that, as a set, $X_t^0(T, \pi_0, \pi)$ is the disjoint union $T^0 \Pi[0, t]$.

Put

$$
\begin{align*}
\theta_t(T, \pi_0, \pi) &:= \left( X_t(T, \pi_0, \pi), \{(s, x) \in \mathbb{R}^{++} \times T^0 : (t + s, x) \in \pi_0\}, \\
&(\{(s, x) \in \mathbb{R}^{++} \times \mathbb{R}^{++} : (t + s, t + x) \in \pi\}) \\
&= \left( X_t(T, \pi_0, \pi), \{(s, x) \in \mathbb{R}^{++} \times X_t^0(T, \pi_0, \pi) : (t + s, x) \in \pi_0\}, \\
&(\{(s, x) \in \mathbb{R}^{++} \times \mathbb{R}^{++} : (t + s, t + x) \in \pi\})
\end{align*}
$$

(3.12)

Thus $\theta_t$ maps $\Omega$ into $\Omega$. Note that $X_s \circ \theta_t = X_{s+t}$ and that $\theta_s \circ \theta_t = \theta_{s+t}$, that is, the family $(\theta_t)_{t \geq 0}$ is a semigroup. It is not hard to show that $(t, (T, \pi_0, \pi)) \mapsto \theta_t(T, \pi_0, \pi)$ is jointly measurable, and we leave this to the reader.

Fix $t \geq 0$ and $(T, \pi_0, \pi) \in \Omega$. Write $\mu'$ for the measure on $T^0 \Pi[0, t]$ that restricts to length measure on $T^0$ and to Lebesgue measure on $[0, t]$. Write $\mu''$ for the length measure on $X_t^0(T, \pi_0, \pi)$. The strong Markov property will follow from a standard strong Markov property for Poisson processes if we can show that $\mu' = \mu''$. This equality is clear from the construction if $T$ is finite: the tree $X_t(T, \pi_0, \pi)$ is produced from the tree $T$ and the set $[0, t]$ by a finite number of dissections and rearrangements. The equality for general $T$ follows from the construction and part (iii) of Lemma 2.7.

4. Connection with Aldous’s construction of the CRT

Let $(\mathcal{R}_t)_{t \geq 0}$, $(\mathcal{T}_t)_{t \geq 0}$, and $(\tau_n)_{n \in \mathbb{N}}$ be as in the Introduction. Thus $(\mathcal{T}_t)_{t \geq 0}$ has the same law as $(X_t)_{t \geq 0}$ under $\mathbf{P}^{T_0}$, where $T_0$ is the trivial tree.

**Proposition 4.1.** The two random finite rooted trees $\mathcal{R}_{\tau_n}$ and $\mathcal{T}_{\tau_n}$ have the same distribution for all $n \in \mathbb{N}$.

**Proof.** Let $R_n$ denote the object obtained by taking the rooted finite tree with edge-lengths $\mathcal{R}_{\tau_n}$ and labeling the leaves with $1, \ldots, n$, in the order that they are added in Aldous’s construction. Let $T_n$ be derived similarly from the rooted finite tree with edge-lengths $\mathcal{T}_{\tau_n}$, by labeling the leaves with $1, \ldots, n$ in the order that they appear in the root growth with regrafting construction. It will suffice to show that $R_n$ and $T_n$ have the same distribution. Note that both $R_n$ and $T_n$ are rooted, bifurcating trees with $n$ labeled leaves and edge-lengths. Such a tree $S_n$ is uniquely specified by its shape, denoted $\text{shape}(S_n)$, which is a rooted, bifurcating, leaf-labeled
combinatorial tree, and by the list of its \((2n - 1)\) edge-lengths in a canonical order determined by its shape, say

\[
\text{lengths}(S_n) := (\text{length}(S_n, 1), \ldots, \text{length}(S_n, 2n - 1)),
\]

where the edge-lengths are listed in order of traversal of edges by first working along the path from the root to leaf 1, then along the path joining that path to leaf 2, and so on.

Recall that \(\tau_n\) is the \(n\)th point of a Poisson process on \(\mathbb{R}^+\) with rate \(tdt\).

We construct \(R_n\) and \(T_n\) on the same probability space using cuts at points \(U_i\tau_i, 1 \leq i \leq n - 1\), where \(U_1, U_2, \ldots\) is a sequence of independent random variables uniformly distributed on the interval \([0, 1]\) and independent of the sequence \((\tau_n)_{n \in \mathbb{N}}\). Then, by construction, the common collection of edge-lengths of \(R_n\) and of \(T_n\) is the collection of lengths of the \(2n - 1\) subintervals of \([0, \tau_n]\) obtained by cutting this interval at the \(2n - 2\) points

\[
\{X_i^{(n)}, 1 \leq i \leq 2n - 2\} := \bigcup_{i=1}^{n-1} \{U_i\tau_i, \tau_i\}
\]

where the \(X_i^{(n)}\) are indexed to increase in \(i\) for each fixed \(n\). Let \(X_0^{(n)} := 0\) and \(X_{2n-1}^{(n)} := \tau_n\). Then

\[
(4.1) \quad \text{length}(R_n, i) = X_i^{(n)} - X_{i-1}^{(n)}, \quad 1 \leq i \leq 2n - 1,
\]

\[
(4.2) \quad \text{length}(T_n, i) = \text{length}(R_n, \sigma_{n,i}), \quad 1 \leq i \leq 2n - 1,
\]

for some almost surely unique random indices \(\sigma_{n,i} \in \{1, \ldots, 2n - 1\}\) such that \(i \mapsto \sigma_{n,i}\) is almost surely a permutation of \(\{1, \ldots, 2n - 1\}\). According to [Ahl93, Lemma 21], the distribution of \(R_n\) may be characterized as follows:

(i) the sequence \(\text{lengths}(R_n)\) is exchangeable, with the same distribution as the sequence of lengths of subintervals obtained by cutting \([0, \tau_n]\) at \(2n - 2\) uniformly chosen points \(\{U_i\tau_n : 1 \leq i \leq 2n - 2\}\);

(ii) \(\text{shape}(R_n)\) is uniformly distributed on the set of all \(1 \times 3 \times 5 \times \cdots \times (2n - 3)\) possible shapes;

(iii) \(\text{lengths}(R_n)\) and \(\text{shape}(R_n)\) are independent.

In view of this characterization and \((4.1, 2)\), to show that \(T_n\) has the same distribution as \(R_n\) it is enough to show that

(a) the random permutation \(\{i \mapsto \sigma_{n,i} : 1 \leq i \leq 2n - 1\}\) is a function of \(\text{shape}(T_n)\);

(b) \(\text{shape}(T_n) = \Psi_n(\text{shape}(R_n))\) for some bijective map \(\Psi_n\) from the set of all possible shapes to itself.

This is trivial for \(n = 1\), so we assume below that \(n \geq 2\). Before proving (a) and (b), we recall that (ii) above involves a natural bijection

\[
(4.3) \quad (I_1, \ldots, I_{n-1}) \leftrightarrow \text{shape}(R_n)
\]
where \( I_{n-1} \in \{1, \ldots, 2n-3\} \) is the unique \( i \) such that \( U_{n-1} \tau_{n-1} \in (X_{i-1}^{(n-1)}, X_i^{(n-1)}) \). Hence \( I_{n-1} \) is the index in the canonical ordering of edges of \( R_{n-1} \) of the edge that is cut in the transformation from \( R_{n-1} \) to \( R_n \) by attachment of an additional edge, of length \( \tau_n - \tau_{n-1} \), connecting the cut-point to leaf \( n \). Thus (ii) and (iii) above correspond via \((4.3)\) to the facts that \( I_1, \ldots, I_{n-1} \) are independent and uniformly distributed over their ranges, and independent of lengths(\( R_n \)). These facts can be checked directly from the construction of \((R_n)_{n \in \mathbb{N}} \) from \((\tau_n)_{n \in \mathbb{N}} \) and \((U_n)_{n \in \mathbb{N}} \) using standard facts about uniform order statistics.

Now (a) and (b) follow from \((4.3)\) and another bijection

\[
(I_1, \ldots, I_{n-1}) \leftrightarrow \text{shape}(T_n)
\]

where each possible value \( i \) of \( I_m \) is identified with edge \( \sigma_{m,i} \) in the canonical ordering of edges of \( T_m \). This is the edge of \( T_m \) whose length equals \( \text{length}(R_{m,i}) \). The bijection \((4.4)\), and the fact that \( \sigma_{n,i} \) depends only on \( \text{shape}(T_n) \), will now be established by induction on \( n \geq 2 \). For \( n = 2 \) the claim is obvious. Suppose for some \( n \geq 3 \) that the correspondence between \((I_1, \ldots, I_{n-2})\) and \( \text{shape}(T_{n-1}) \) has been established, and that the length of edge \( \sigma_{n-1,i} \) in the canonical ordering of edges of \( T_{n-1} \) is equals the length of the \( i \)th edge in the canonical ordering of edges of \( R_{n-1} \), for some \( \sigma_{n-1,i} \) which is a function of \( i \) and \( \text{shape}(T_{n-1}) \). According to the construction of \( T_n \), if \( I_{n-1} = i \) then \( T_n \) is derived from \( T_{n-1} \) by splitting \( T_{n-1} \) into two branches at some point along edge \( \sigma_{n-1,i} \) in the canonical ordering of the edges of \( T_{n-1} \), and forming a new tree from the two branches and an extra segment of length \( \tau_n - \tau_{n-1} \). Clearly, \( \text{shape}(T_n) \) is determined by \( \text{shape}(T_{n-1}) \) and \( I_{n-1} \), and in the canonical ordering of the edge-lengths of \( T_n \) the length of the \( i \)th edge equals the length of the edge \( \sigma_{n,i} \) of \( R_n \), for some \( \sigma_{n,i} \) which is a function of \( \text{shape}(T_{n-1}) \) and \( I_{n-1} \), and hence a function of \( \text{shape}(T_n) \). To complete the proof, it is enough by the inductive hypothesis to show that the map

\[
(\text{shape}(T_{n-1}), I_{n-1}) \rightarrow \text{shape}(T_n)
\]

just described is invertible. But \( \text{shape}(T_{n-1}) \) and \( I_{n-1} \) can be recovered from \( \text{shape}(T_n) \) by the following sequence of moves:

- delete the edge attached to the root of \( \text{shape}(T_n) \);
- split the remaining tree into its two branches leading away from the internal node to which the deleted edge was attached;
- re-attach the bottom end of the branch not containing leaf \( n \) to leaf \( n \) on the other branch, joining the two incident edges to form a single edge;
- the resulting shape is \( \text{shape}(T_{n-1}) \), and \( I_{n-1} \) is the index such that the joined edge in \( \text{shape}(T_{n-1}) \) is the edge \( \sigma_{n-1,I_{n-1}} \) in the canonical ordering of edges on \( \text{shape}(T_{n-1}) \).
5. Recurrence and convergence to stationarity

Lemma 5.1. For any \((T, d, \rho) \in T^{\text{root}}\) we can build on the same probability space two \(T^{\text{root}}\)-valued processes \(X'\) and \(X''\) such that:

- \(X'\) has the law of \(X\) under \(P^{T_0}\), where \(T_0\) is the trivial tree consisting of just the root,
- \(X''\) has the law of \(X\) under \(P^T\),
- for all \(t \geq 0\),

\[
\begin{align*}
&d_{\text{GH}}(\text{root})(X'_t, X''_t) \
&\leq d_{\text{GH}}(\text{root})(T_0, T) = \sup \{d(\rho, x) : x \in T\}. \\
&\lim_{t \to \infty} d_{\text{GH}}(\text{root})(X'_t, X''_t) = 0, \quad \text{almost surely.}
\end{align*}
\]

Proof. The proof follows almost immediately from construction of \(X\) in Section 3 and Lemma 3.2. The only point requiring some comment is (5.2). For that it will be enough to show for any \(\varepsilon > 0\) that for \(P^T\)-a.e. \((T, \pi_0, \pi) \in \Omega\) there exists \(t > 0\) such that the projection of \(\pi_0 \cap ([0, t] \times T^o)\) onto \(T\) is an \(\varepsilon\)-net for \(T\).

Note that the projection of \(\pi_0 \cap ([0, t] \times T^o)\) onto \(T\) is a Poisson process under \(P^T\) with intensity \(t \mu\), where \(\mu\) is the length measure on \(T\). Moreover, \(T\) can be covered by a finite collection of \(\varepsilon\)-balls, each with positive \(\mu\)-measure. Therefore, the \(P^T\)-probability of the set of \((T, \pi_0, \pi) \in \Omega\) such that the projection of \(\pi_0 \cap ([0, t] \times T^o)\) onto \(T\) is an \(\varepsilon\)-net for \(T\) increases as \(t \to \infty\) to 1. \(\square\)

Proposition 5.2. For any \(T \in T^{\text{root}}\), the law of \(X_t\) under \(P^T\) converges weakly to that of the Brownian CRT as \(t \to \infty\).

Proof. It suffices by Lemma 5.1 to consider the case where \(T\) is the trivial tree.

We saw in the Proposition 4.1 that, in the notation of the Introduction, \(\mathcal{T}_{\tau_n}\) has the same distribution as \(R_{\tau_n}\). Moreover, we recalled in the Introduction that \(R_t\) converges in distribution to the continuum random tree as \(t \to \infty\) if we use Aldous’s metric on trees that comes from thinking of them as closed subsets of \(\ell^1\) with the root at the origin and equipped with the Hausdorff distance. By construction, \((\mathcal{T}_t)_{t \geq 0}\) has the root growth with re-grafting dynamics started at the trivial tree. Clearly, the rooted Gromov–Hausdorff distance between \(\mathcal{T}_t\) and \(\mathcal{T}_{\tau_{n+1}}\) is at most \(\tau_{n+1} - \tau_n\) for \(\tau_n \leq t < \tau_{n+1}\). It remains to observe that \(\tau_{n+1} - \tau_n \to 0\) in probability as \(n \to \infty\). \(\square\)

Proposition 5.3. Consider a non-empty open set \(U \subseteq T^{\text{root}}\). For each \(T \in T^{\text{root}}\),

\[
(P^T\{\text{for all } s \geq 0, \text{ there exists } t > s \text{ such that } X_t \in U\}) = 1.
\]
Proof. It is straightforward, but notationally rather tedious, to show that if $B' \subseteq T_{\text{root}}$ is any ball and $T_0$ is the trivial tree, then
\begin{equation}
P^{T_0}\{X_t \in B'\} > 0
\end{equation}
for all $t$ sufficiently large. Thus, for any ball $B' \subseteq T_{\text{root}}$ there is, by Lemma 5.1 a ball $B'' \subseteq T_{\text{root}}$ containing the trivial tree such that
\begin{equation}
\inf_{T \in B''} P^T\{X_t \in B'\} > 0
\end{equation}
for each $t$ sufficiently large.

By a standard application of the Markov property, it therefore suffices to show for each $T \in T_{\text{root}}$ and each ball $B''$ around the trivial tree that
\begin{equation}
P^T\{\text{there exists } t > 0 \text{ such that } X_t \in B''\} = 1.
\end{equation}

By another standard application of the Markov property, equation (5.6) will follow if we can show that there is a constant $p > 0$ depending on $B''$ such that for any $T \in T_{\text{root}}$
\begin{equation}
\liminf_{t \to \infty} P^T\{X_t \in B''\} > p.
\end{equation}
This, however, follows from Proposition 5.2 and the observation that for any $\varepsilon > 0$ the law of the Brownian CRT assigns positive mass to the set of trees with height less than $\varepsilon$ (which is just the observation that the law of the Brownian excursion assigns positive mass to the set of excursion paths with maximum less that $\varepsilon/2$).

\begin{proposition}
The law of the Brownian CRT is the unique stationary distribution for $X$. That is, if $\xi$ is the law of the CRT, then $\int \xi(dT)P_t f(T) = \int \xi(dT)f(T)$ for all $t \geq 0$ and $f \in bB(T_{\text{root}})$, and $\xi$ is the unique probability measure on $T_{\text{root}}$ with this property.
\end{proposition}

\begin{proof}
This is a standard argument given Proposition 5.2 and the Feller property for the semigroup $(P_t)_{t \geq 0}$ established in Proposition 6.1, but we include the details for completeness.

Consider a test function $f : T_{\text{root}} \to \mathbb{R}$ that is continuous and bounded. By Proposition 6.1 below, the function $P_t f$ is also continuous and bounded for each $t \geq 0$. Therefore, by Proposition 5.2
\begin{equation}
\int \xi(dT)f(T) = \lim_{s \to \infty} \int \xi(dT)P_s f(T) = \lim_{s \to \infty} \int \xi(dT)P_{s+t} f(T)
\end{equation}
\begin{equation}
= \lim_{s \to \infty} \int \xi(dT)P_s(P_t f)(T) = \int \xi(dT)P_t f(T)
\end{equation}
for each $t \geq 0$, and hence $\xi$ is stationary. Moreover, if $\zeta$ is a stationary measure, then
\begin{equation}
\int \zeta(dT) f(T) = \int \zeta(dT)P_t f(T)
\end{equation}
\begin{equation}
\rightarrow \int \zeta(dT) \left( \int \xi(dT) f(T) \right) = \int \xi(dT) f(T),
\end{equation}

and \( \zeta = \xi \), as claimed. \( \square \)

6. Feller property

The following result says that the law of \( X_t \) under \( P^T \) is weakly continuous in the initial value \( T \) for each \( t \geq 0 \). This property is sometimes referred to as the Feller property of the semigroup \( (P_t)_{t \geq 0} \), although this terminology is often restricted to the case of a locally compact state space and transition operators that map the space of continuous functions that vanish at infinity into itself. A standard consequence of this result is that the law of the process \( (X_t)_{t \geq 0} \) is weakly continuous in the initial value (when the space of càdlàg \( T^{\text{root}} \)-valued paths is equipped with the Skorohod topology).

**Proposition 6.1.** If the function \( f : T^{\text{root}} \to \mathbb{R} \) is continuous and bounded, then the function \( P_t f \) is also continuous and bounded for each \( t \geq 0 \).

We will prove the proposition by a coupling argument that, *inter alia*, builds processes with the law of \( X \) under \( P^T \) for two different finite values of \( T \) on the same probability space. The key to constructing such a coupling is the following pair of lemmas.

We require the following notion. A **rooted combinatorial tree** is just a connected, acyclic graph with one vertex designated as the root. Equivalently, we can think of a rooted combinatorial tree as a finite rooted tree in which all edges have length one. Thus any finite rooted tree is associated with a unique rooted combinatorial tree by changing all the edge lengths to one, and any two finite rooted trees with the same topology are associated with the same rooted combinatorial tree. If \( U \) and \( V \) are two rooted combinatorial trees with leaves labeled by \( (x_1, \ldots, x_n) \) and \( (y_1, \ldots, y_n) \), then we say that \( U \) and \( V \) are isomorphic if there exists a graph isomorphism between \( U \) and \( V \) that maps the root of \( U \) to the root of \( V \) and \( x_i \) to \( y_i \) for \( 1 \leq i \leq n \).

**Lemma 6.2.** Let \( (T, \rho) \) be a finite rooted trees with leaves \( \{x_1, \ldots, x_n\} = T \setminus T^o \). (recall the definition of the skeleton \( T^o \) from (2.16)). Write \( \eta \) for the minimum of the (strictly positive) edge lengths in \( T \). Suppose that \( (T', \rho') \) is another finite rooted tree with \( d_{\text{GH}}((T', \rho'), (T, \rho)) < \delta < \frac{\eta}{16} \). Then there exists a subtree \( (T'', \rho') \preceq (T', \rho') \) and a map \( \tilde{f} : T \to T'' \) such that:

(i) \( \tilde{f}(\rho) = \rho' \),

(ii) \( T'' \) is spanned by \( \{\tilde{f}(x_1), \ldots, \tilde{f}(x_n), \rho'\} \),

(iii) \( d_H(T', T'') < 3\delta \),

(iv) \( \text{dis}(\tilde{f}) < 8\delta \),

(v) \( T'' \) has leaves \( \{\tilde{f}(x_1), \ldots, \tilde{f}(x_n)\} \),

(vi) by possibly deleting some internal edges from the rooted combinatorial tree associated to \( T'' \) with leaves labeled by \( (\tilde{f}(x_1), \ldots, \tilde{f}(x_n)) \), one can obtain a leaf-labeled rooted combinatorial tree that is isomorphic to the rooted combinatorial rooted tree associated to \( T \) with leaves labeled by \( (x_1, \ldots, x_n) \).
Proof. We have from Lemma 6.3 that there is a correspondence $\mathbb{R}^{\text{root}}$ containing $(\rho, \rho')$ between $T$ and $T'$ such that $\text{dis}(\mathbb{R}^{\text{root}}) < 2\delta$. For $x \in T \setminus \{\rho\}$, choose $f(x) \in T'$ such that $(x, f(x)) \in \mathbb{R}^{\text{root}}$, and put $f(\rho) := \rho'$. Set $T''$ to be the subtree of $T'$ spanned by $\{f(x_1), \ldots, f(x_n), \rho'\}$. For $x \in T$ define $f(x) \in T''$ to be the point in $T''$ that has minimum distance to $f(x)$.

In particular, $\tilde{f}(\rho) = f(\rho) = \rho'$ and $\tilde{f}(x_i) = f(x_i)$ for all $i$, so that (i) and (ii) hold.

For $x' \in T' \setminus \{\rho'\}$ choose $g(x')$ such that $(g(x'), x') \in \mathbb{R}^{\text{root}}$ and put $g(\rho') := \rho$. Then $f(T)$ and $g(T')$ are 2$\delta$-nets for $T'$ and $T$, respectively, and $\text{dis}(f) \vee \text{dis}(g) < 2\delta$. For each $i \in \{1, \ldots, n\}$ and $y' \in T'$ we have $(\rho, \rho'), (x_i, f(x_i)), (g(y'), y') \in \mathbb{R}^{\text{root}}$. Hence $d_{T'}(\rho', y') < d_T(\rho, g(y')) + 2\delta$, and $d_{T'}(y', f(x_i)) < d_T(g(y'), x_i) + 2\delta$. Now fix $y' \in T'$, and choose $i \in \{1, \ldots, n\}$ such that $g(y') \in [\rho, x_i]$. Then

$$d_{T'}(\rho', f(x_i)) + 2d_H(\{y', [\rho', f(x_i)]\}) = d_{T'}(\rho', y') + d_{T'}(y', f(x_i))$$

$$< d_T(\rho, x_i) + 4\delta$$

$$< d_{T'}(\rho', f(x_i)) + 2\delta + 4\delta,$$

and hence $d_H(\{y', T''\}) < 3\delta$. Thus (iii) holds.

For $x, y \in T$,

$$|d_T(x, y) - d_{T'}(\tilde{f}(x), \tilde{f}(y))|$$

$$\leq |d_T(x, y) - d_{T'}(f(x), f(y))| + d_{T'}(\tilde{f}(x), f(x)) + d_{T'}(\tilde{f}(y), f(y))$$

$$\leq \text{dis}(f) + 2d_H(T', T'') < 8\delta,$$

and (iv) holds.

In order to establish (v), it suffices to observe for $1 \leq i \neq j \leq n$ that, by part (iv),

$$d_{T'}(\tilde{f}(x_i), \tilde{f}(x_j)) + d_{T'}(\tilde{f}(x_j), \rho') - d_{T'}(\tilde{f}(x_i), \rho')$$

$$\geq d_T(x_i, x_j) + d_T(x_j, \rho) - d_T(x_i, \rho) - 3\text{dis}(\tilde{f})$$

$$> 2\eta - 24\delta$$

$$> 0.$$

Similarly, part (vi) follows from part (iv) and the observations in Subsection 2.2 about re-constructing tree shapes from distances between the points in subsets of size four drawn from the leaves and the root of $T''$ once we observe the inequality $\frac{1}{4}\text{dis}(\tilde{f}) < 16\delta < \eta$. \hfill \square

Lemma 6.3. Let $(T, \rho)$ be a finite rooted tree and $\varepsilon > 0$. There exists $\delta > 0$ depending on $T$ and $\varepsilon$ such that if $(T', \rho')$ is a finite rooted tree with $d_{\text{GH}^{\text{root}}}(T', \rho', (T, \rho)) < \delta$, then there exist subtrees $(S, \rho) \leq^{\text{root}} T$ and $(S', \rho') \leq^{\text{root}} T'$ for which:

(i) $d_H(S, T) < \varepsilon$ and $d_H(S', T') < \varepsilon$,

(ii) $S$ and $S'$ have the same total length,

(iii) there is a bijective measurable map $\psi : S \to S'$ that preserves length measure and has distortion at most $\varepsilon$. 

(iv) the length measure of the set of points \( a \in S \) such that \( \{ b' \in S' : \psi(a) \leq b' \} \neq \psi(\{ b \in S : a \leq b \}) \) (that is, the set of points \( a \) such that the subtree above \( \psi(a) \) is not the image under \( \psi \) of the subtree above \( a \)) is less than \( \varepsilon \).

Proof. As in Lemma 6.2 denote by \( \eta \) the minimum of the (strictly positive) edge lengths of \( T \). Let \( (T', \rho') \) be a finite rooted tree with

\[
d_{\text{GH}^{\text{root}}}((T', \rho'), (T, \rho)) < \frac{\eta}{16},
\]

where \( \delta \) depending on \( T \) and \( \varepsilon \) will be chosen later. Set \( (T'', \rho') \) and \( \bar{f} \) to be a subtree of \( T' \) and a function from \( T \) to \( T'' \) whose existence is guaranteed by Lemma 6.2 for this choice of \( \delta \). Let \( \{x_1, \ldots, x_n\} \) denote the leaves of \( T \) and write \( x_i := f(x_i) = f(x_i) \) for \( i = 1, \ldots, n \).

Define inductively subtrees \( S_1, \ldots, S_n \) of \( T \) (all with root \( \rho \) and \( S'_1, \ldots, S'_n \) of \( T'' \subseteq T' \) (all with root \( \rho' \)) as follows. Set \( S_1 := [\rho, y_1] \) and \( S'_1 := [\rho, y_1'] \), where \( y_1 \) and \( x_1' \) are the unique points on the arcs \( [\rho, x_1] \) and \( [\rho', x_1'] \), respectively, such that

\[
d_T(\rho, y_1) = d_{T'}(\rho', y_1') = d_T(\rho, x_1) \wedge d_{T'}(\rho', x_1').
\]

Suppose that \( S_1, \ldots, S_m \) and \( S'_1, \ldots, S'_m \) have been defined. Let \( z_{m+1} \) and \( z'_{m+1} \) be the points on \( S_m \) and \( S'_m \) closest to \( x_{m+1} \) and \( x'_{m+1} \). Put \( S_{m+1} := S_m \cup ]z_{m+1}, y_{m+1}] \) and \( S'_{m+1} := S'_m \cup ]z'_{m+1}, y'_{m+1}] \), where \( y_{m+1} \) and \( y'_{m+1} \) are the unique points on the arcs \( ]z_{m+1}, x_{m+1}] \) and \( ]z'_{m+1}, x'_{m+1}] \), respectively, such that

\[
d_T(z_{m+1}, y_{m+1}) = d_{T'}(z'_{m+1}, y'_{m+1})
\]

where

\[
d_T(z_{m+1}, y_{m+1}) \wedge d_{T'}(z'_{m+1}, x'_{m+1}).
\]

Set \( S := S_n \) and \( S' := S'_n \).

Put \( z_1 := \rho \) and \( z'_1 := \rho' \). By construction, the arcs \( [z_k, y_k], 1 \leq k \leq n \), are disjoint and their union is \( S \setminus \{ \rho \} \). Similarly, the arcs \( [z'_k, y'_k], 1 \leq k \leq n \), are disjoint and their union is \( S' \setminus \{ \rho' \} \). Moreover, the arcs \( [z_k, y_k] \) and \( [z'_k, y'_k] \) have the same length (in particular, \( S \) and \( S' \) have the same length and part (ii) holds). We may therefore define a measure-preserving bijection \( \psi \) between \( S \) and \( S' \) by setting \( \psi(\rho) = \rho' \) and letting the restriction of \( \psi \) to each arc \( [z_k, y_k] \) be the obvious length preserving bijection onto \( [z'_k, y'_k] \). More precisely, if \( a \in [z_k, y_k], \) then \( \psi(a) \) is the uniquely determined point on \( [z'_k, y'_k] \) such that \( d_{S'}(z'_k, \psi(a)) = d_S(z_k, a) \).

We next estimate the distortion of \( \psi \) to establish part (iii). We first claim that for \( a, b \in S \),

\[
|d_S(a, b) - d_{S'}(\psi(a), \psi(b))| \leq 5 \gamma,
\]

where

\[
\gamma := \max_{1 \leq k, m \leq n} |d_S(y_k, y_m) - d_{S'}(y'_k, y'_m)| \vee \max_{1 \leq k \leq n} |d_S(y_k, \rho) - d_{S'}(y'_k, \rho')|.
\]

To see (6.7), consider \( a, b \in S \setminus \{ \rho \} \) with \( a \in [z_k, y_k] \) and \( b \in [z_m, y_m] \) where \( k \neq m \). (The case where \( a = \rho \) or \( b = \rho \) holds “by continuity” and is left
to the reader.) Without loss of generality, assume that \( k < m \), so that \( y_k \cap y_m \leq z_m < b \leq y_m \) in the partial order on \( S \) and \( y'_k \cap y'_m \leq z'_m < \psi(b) \leq y'_m \) in the partial order on \( S' \). Note that \( y_k \cap y_m \) and \( z_k \) are comparable in the partial order, as are \( y'_k \cap y'_m \) and \( z'_k \). Moreover, by part (vi) of Lemma 6.2, \( y_k \cap y_m \leq z_k \) if and only if \( y'_k \cap y'_m \leq z'_k \). We then have to consider four cases depending on the relative positions of \( y_k \cap y_m, a \) and \( y'_k \cap y'_m, \psi(a) \).

**Case I:** \( y_k \cap y_m < a \leq y_k \) and \( y'_k \cap y'_m < \psi(a) \leq y'_k \).

We have

\[
\begin{align*}
\tag{6.9} d_S(y_k, y_m) &= d_S(y_k, a) + d_S(a, b) + d_S(b, y_m) \\
\text{and} \\
\tag{6.10} d_{S'}(y'_k, y'_m) &= d_{S'}(y'_k, \psi(a)) + d_{S'}(\psi(a), \psi(b)) + d_{S'}(\psi(b), y'_m).
\end{align*}
\]

By construction,

\[
\begin{align*}
\tag{6.11} d_S(y_k, a) &= d_{S'}(y'_k, \psi(a)) \\
\text{and} \\
\tag{6.12} d_S(b, y_m) &= d_{S'}(\psi(b), y'_m).
\end{align*}
\]

Hence

\[
\tag{6.13} |d_S(a, b) - d_{S'}(\psi(a), \psi(b))| = |d_S(y_k, y_m) - d_{S'}(y'_k, y'_m)| \leq \gamma.
\]

**Case II:** \( y_k \cap y_m < a \leq y_k \) and \( \psi(a) \leq y'_k \cap y'_m < y'_k \).

Note that in this case \( z_k \leq y_k \cap y_m \). We again have

\[
\begin{align*}
\tag{6.14} d_S(y_k, y_m) &= d_S(y_k, a) + d_S(a, b) + d_S(b, y_m),
\end{align*}
\]

but now

\[
\tag{6.15} d_{S'}(y'_k, y'_m) = d_{S'}(y'_k, \psi(a)) + d_{S'}(\psi(a), \psi(b)) + d_{S'}(\psi(b), y'_m) - 2d_{S'}(\psi(a), y'_k \cap y'_m).
\]

Let \( y'_\ell \) be such that \( z_k = y'_\ell \cap y_k = y'_\ell \cap y_m \) and hence \( z'_k = y'_\ell \cap y'_k = y'_\ell \cap y'_m \).

Observe from Subsection 3.2.2 that

\[
\begin{align*}
\tag{6.16} d_{S'}(\psi(a), y'_k \cap y'_m) &= \frac{1}{2}(d_{S'}(y'_\ell, y'_m) + d_{S'}(y'_k, \rho') - d_{S'}(y'_k, y'_m) - d_{S'}(y'_\ell, \rho')) - d_{S'}(z'_k, \psi(a)) \\
&\leq \frac{1}{2}(d_S(y'_\ell, y_m) + d_S(y_k, \rho) - d_S(y_k, y_m) - d_S(y'_\ell, \rho)) + \frac{1}{2}4\gamma - d_{S}(z_k, a) \\
&= d_S(z_k, y_k \cap y_m) - d_{S}(z_k, a) + 2\gamma \\
&\leq 2\gamma,
\end{align*}
\]

and hence

\[
\tag{6.17} |d_S(a, b) - d_{S'}(\psi(a), \psi(b))| \leq 5\gamma.
\]
Case III: \( a \leq y_k \land y_m < y_k \) and \( y'_k \land y'_m \leq \psi(a) < y'_k \). 
Note that in this case, \( z'_k \leq y'_k \land y'_m \). This case is similar to Case II, but we record some of the details for use later in the proof of part (iv). Letting the index \( \ell \) be as in Case II, we have

\[
d_S(y_k, y_m) = d_S(y_k, a) + d_S(a, b) + d_S(b, y_m) - 2d_S(a, y_k \land y_m)
\]

and

\[
d_{S'}(y'_k, y'_m) = d_{S'}(y'_k, \psi(a)) + d_{S'}(\psi(a), \psi(b)) + d_{S'}(\psi(b), y'_m).
\]

We have

\[
d_S(a, y_k \land y_m)
\begin{align*}
&= \frac{1}{2}(d_S(y_k, y_m) + d_S(y_k, \rho) - d_S(y_k, y_m) - d_S(y, \rho)) - d_S(z_k, a) \\
&\leq \frac{1}{2}(d_{S'}(y'_k, y'_m) + d_{S'}(y'_k, \rho') - d_{S'}(y'_k, y'_m) - d_{S'}(y'_k, \rho')) + \frac{1}{2}4\gamma \\
&\quad - d_{S'}(z'_k, \psi(a)) \\
&= d_{S'}(z'_k, y'_k \land y'_m) - d_{S'}(z'_k, \psi(a)) + 2\gamma \\
&\leq 2\gamma,
\end{align*}
\]

and hence

\[
d_S(a, b) - d_{S'}(\psi(a), \psi(b)) \leq 5\gamma.
\]

Case IV: \( a \leq y_k \land y_m < y_k \) and \( \psi(a) \leq y'_k \land y'_m < y'_k \).
Letting the index \( \ell \) be as in Case II, we have

\[
d_S(z_k, y_m) = d_S(z_k, a) + d_S(a, b) + d_S(b, y_m)
\]

and

\[
d_{S'}(z'_k, y'_m) = d_{S'}(z'_k, \psi(a)) + d_{S'}(\psi(a), \psi(b)) + d_{S'}(\psi(b), y'_m).
\]

Hence, from Subsection 2.2

\[
d_S(a, b) - d_{S'}(\psi(a), \psi(b))
\begin{align*}
&= d_S(z_k, y_m) - d_{S'}(z'_k, y'_m) \\
&= d_S(y_k \land y_m, y_m) - d_{S'}(y'_k \land y'_m, y'_m) \\
&= \frac{1}{2}(d_S(y_m, \rho) + d_S(y_k, y_m) - d_S(y_k, \rho)) \\
&\quad - \frac{1}{2}(d_{S'}(y'_k, \psi(a)) + d_{S'}(y'_k, \psi(a)) - d_{S'}(y'_k, \psi(a))).
\end{align*}
\]

Thus

\[
|d_S(a, b) - d_{S'}(\psi(a), \psi(b))| \leq \frac{3}{2}\gamma.
\]
Combining Cases I–IV, we see that (6.7) holds. We thus require an estimate of $\gamma$ to complete the estimation of the distortion of $\psi$. Clearly,

$$|d_S(y_k, y_m) - d_{S'}(y'_k, y'_m)| \leq |d_T(x_k, x_m) - d_{T''}(x'_k, x'_m)|$$  \hspace{1cm} (6.26)

$$+ d_T(y_k, x_k) + d_T(y_m, x_m) + d_{T''}(y'_k, x'_k) + d_{T''}(y'_m, x'_m).$$

By (6.5),

$$d_T(y_1, x_1) \lor d_{T''}(y'_1, x'_1) = |d_T(\rho, x_1) - d_{T''}(\rho', x'_1)|$$

$$\leq \text{dis}(\ell)$$

$$< 8\delta.$$  \hspace{1cm} (6.27)

For $2 \leq k \leq n$ there exists by construction an index $i \in \{1, 2, \ldots, k-1\}$ such that $z_k \in [z_i, y_i]$ and $z'_k \in [z'_i, y'_i]$. Applying the observations of Subsection 2.2,

$$d_T(y_k, x_k) \lor d_{T''}(y'_k, x'_k)$$

$$= |d_T(y_k, x_k) - d_{T''}(y'_k, x'_k)|$$

$$= |d_T(z_k, x_k) - d_{T''}(z'_k, x'_k)|$$

$$\leq \frac{1}{2} \{|d_T(x_i, x_k) - d_{T''}(x'_i, x'_k)|$$

$$+ |d_T(\rho, x_i) - d_{T''}(\rho', x'_i)| + |d_T(\rho, x_k) - d_{T''}(\rho', x'_k)|\}$$

$$\leq \frac{3}{2} \text{dis}(\ell)$$

$$\leq 12\delta.$$  \hspace{1cm} (6.28)

Thus, from (6.26),

$$|d_S(y_k, y_m) - d_{S'}(y'_k, y'_m)| < (8 + 4 \times 12)\delta = 56\delta.$$  \hspace{1cm} (6.29)

A similar argument shows that $|d_S(y_k, \rho) - d_{S'}(y'_k, \rho')| < (8 + 2 \times 12)\delta = 32\delta$, and hence $\gamma < 56\delta$. Substituting into (6.7) gives

$$\text{dis}(\psi) \leq 5\gamma < (5 \times 56)\delta = 280\delta.$$  \hspace{1cm} (6.30)

Moving to part (i), apply (6.28) to obtain

$$d_H(S, T) \leq \max_{1 \leq i \leq n} d(y_k, x_k) \leq \gamma < 56\delta$$

and, by similar arguments,

$$d_H(S', T') \leq d_H(S', T'') + d_H(T'', T') < 59\delta.$$  \hspace{1cm} (6.31)

Finally, we consider part (iv). Suppose that $a \in S$ is such that the subtree of $S'$ above $\psi(a)$ is not the image under $\psi$ of the subtree of $S$ above $a$. Let $k$ be the unique index such that $a \in [z_k, y_k]$ (and hence $\psi(a) \in [z'_k, y'_k]$). It follows from the construction of $\psi$ that there must exist an index $\ell$ such that either $z_k < a \leq z_\ell$ and $z'_k < z'_\ell \leq \psi(a)$ or $z_k < z_\ell \leq a$ and $z'_k < \psi(a) \leq z'_\ell$. These two situations have already been considered in Case III and Case II.
above (in that order): there we represented $z_t$ as $y_k \land y_m$ and $z'_t$ as $y'_k \land y'_m$. It follows from the inequality (6.20) that the mass of the set of points $a$ that satisfy the first alternative is at most $2\gamma n < 112\delta n$. Similarly, from the inequality (6.16) and the fact that $\psi$ is measure-preserving, the mass of the set of points $a$ that satisfy the second alternative is also at most $2\gamma n < 112\delta n$. Thus the total mass of the set of points of interest is at most $224\delta n$. □

Before completing the proof of Proposition 6.1 we recall the definition of the Wasserstein metric. Suppose that $(E, d)$ is a complete, separable metric space. Write $B$ for the set of continuous functions $f : E \to \mathbb{R}$ such that $|f(x)| \leq 1$ and $|f(x) - f(y)| \leq d(x, y)$ for $x, y \in E$. The Wasserstein (sometimes transliterated as Vaserštein) distance between two Borel probability measures $\alpha$ and $\beta$ on $E$ is given by

\begin{equation}
(6.33) \quad d_W(\alpha, \beta) := \sup_{f \in B} \left| \int f \, d\alpha - \int f \, d\beta \right|.
\end{equation}

The Wasserstein distance is a genuine metric on the space of Borel probability measures and convergence with respect to this distance implies weak convergence (see, for example, Theorem 3.3.1 and Problem 3.11.2 of [EK86]).

If $V$ and $W$ are two $E$-valued random variables on the same probability space $(\Sigma, \mathcal{A}, \mathbb{P})$ with distributions $\alpha$ and $\beta$, respectively, then

\begin{equation}
(6.34) \quad d_W(\alpha, \beta) \leq \sup_{f \in B} \|\mathbb{P}[f(V)] - \mathbb{P}[f(W)]\|
\end{equation}

Proof of Proposition 6.1  For $(T, \rho) \in T^\text{root}$ and $t \geq 0$, let

\begin{equation}
(6.35) \quad P_t((T, \rho), \cdot) := P^{(T, \rho)} \{ X_t \in \cdot \}.
\end{equation}

We need to show that $(T, \rho) \mapsto P_t((T, \rho), \cdot)$ is weakly continuous for each $t \geq 0$. This is equivalent to showing for each $(T, \rho) \in T^\text{root}$ and $t \geq 0$ that

\begin{equation}
(6.36) \quad \lim_{(T', \rho') \to (T, \rho)} d_W(P_t((T, \rho), \cdot), P_t((T', \rho'), \cdot)) = 0.
\end{equation}

From the coupling argument in the proof of part (iii) of Theorem 3.1 (in particular, the inequality (3.11)), we have that

\begin{equation}
(6.37) \quad d_W(P_t((T, \rho), \cdot), P_t((T', \rho'), \cdot)) \leq d_W(P_t((T, \rho), \cdot), P_t((R_\eta(T), \rho), \cdot)) + d_W(P_t((R_\eta(T), \rho), \cdot), P_t((R_\eta(T'), \rho'), \cdot))
\end{equation}

By part (ii) of Lemma 2.6, $R_\eta(T')$ converges to $R_\eta(T)$ as $(T', \rho')$ converges to $(T, \rho)$, and so it suffices to establish (6.36) when $(T, \rho)$ and $(T', \rho')$ are finite trees, and so we will suppose this for the rest of the proof.
Fix \((T, \rho)\) and \(\varepsilon > 0\). Suppose that \(\delta > 0\) depending on \((T, \rho)\) and \(\varepsilon\) is sufficiently small that the conclusions of Lemma 6.3 hold for any \((T', \rho')\) within distance \(\delta\) of \((T, \rho)\). Let \((S, \rho)\) and \((S', \rho')\) be the subtrees guaranteed by Lemma 6.3. From the coupling argument in proof of part (iii) of Theorem 3 we have

\[
d_W(\mathbf{P}_t((T, \rho), \cdot), \mathbf{P}_t((S, \rho), \cdot)) < \varepsilon
\]

and

\[
d_W(\mathbf{P}_t((T', \rho'), \cdot), \mathbf{P}_t((S', \rho'), \cdot)) < \varepsilon.
\]

It therefore suffices to give a bound on \(d_W(\mathbf{P}_t((S, \rho), \cdot), \mathbf{P}_t((S', \rho'), \cdot))\) that only depends on \(\varepsilon\) and converges to zero as \(\varepsilon\) converges to 0.

Construct on some probability space \((\Sigma, \mathcal{A}, \mathbb{P})\) a Poisson point process \(\Pi_0\) on the set \(\mathbb{R}^{++} \times S^0\) with intensity \(\lambda \otimes \mu\), where \(\mu\) is the length measure on \(S\). Construct on the same space another independent Poisson point process on the set \(\{(t, x) \in \mathbb{R}^{++} \times \mathbb{R}^{++} : x \leq t\}\) with intensity \(\lambda \otimes \lambda\) restricted to this set. If we set \(\Pi'_0 := \{(t, \psi(x)) : (t, x) \in \Pi_0\} \subset \mathbb{R}^{++} \times (S')^0\), then \(\Pi'_0\) is a Poisson process on the set \(\mathbb{R}^{++} \times (S')^0\) with intensity \(\lambda \otimes \mu'\), where \(\mu'\) is the length measure on \(S'\) (because \(\psi\) preserves length measure). Now apply the construction of Subsection 6.1 to realizations of \(\Pi_0\) and \(\Pi' (\text{respectively, } \Pi'_0\) and \(\Pi)\) to get two \(\mathbf{T}\) valued processes that we will denote by \((Y_t)_{t \geq 0}\) and \((Y'_t)_{t \geq 0}\). We see from the proof of Theorem 4 that \(Y\) (respectively, \(Y'\)) has the same law as \(X\) under \(\mathbf{P}^{(S, \rho)}\) (respectively, \(\mathbf{P}^{(S', \rho')}\)).

Define a map \(\psi_t\) from \(Y_t = \Pi[0, t]\) to \(Y'_t = \Pi'[0, t]\) by setting the restriction of \(\psi_t\) to \(S\) be \(\psi\) and the restriction of \(\psi_t\) to \(\{0, t\}\) be the identity map. Let \(d_t\) and \(d'_t\) be the metrics on \(Y_t\) and \(Y'_t\), respectively. We will bound the rooted Gromov-Hausdorff distance between \(Y_t\) and \(Y'_t\) by bounding the distortion of \(\psi_t\).

The cut-times for \(Y\) and \(Y'\) coincide. If \(\xi\) is a cut-point of \(Y\) at some cut-time \(\tau\), then the corresponding cut-point for \(Y'\) will be \(\psi(\xi)\).

It is clear that the distortion of \(\psi_t\) is constant between cut-times. Write \(B_t\) for the set of points \(b \in Y_t\) such that the subtree of \(Y'_t\) above \(\psi_t(b)\) is not the image under \(\psi_t\) of the subtree of \(Y_t\) above \(b\). The set \(B_t\) is unchanged between cut-times.

Consider a cut-time \(\tau\) such that the corresponding cut-point \(\xi\) is in \(Y_{\tau-} \setminus B_{\tau-}\). If \(x\) and \(y\) are in the subtree above \(\xi\) in \(Y_{\tau-}\), then they are moved together by the re-grafting operation and their distance apart is unchanged in \(Y_{\tau}\). Also, \(\psi_{\tau-}(x)\) and \(\psi_{\tau-}(y)\) are in subtree above \(\psi_{\tau-}(\xi)\) in \(Y'_{\tau-}\) and these two points are also moved together. More precisely,

\[
d_{\tau}(x, y) = d_{\tau-}(x, y)
\]

and

\[
d'_{\tau}(\psi_{\tau}(x), \psi_{\tau}(y)) = d'_{\tau-}(\psi_{\tau-}(x), \psi_{\tau-}(y)).
\]
The same conclusion holds if neither \( x \) or \( y \) are in the subtree above \( \xi \) in \( Y_{\tau_-} \). If \( x \) is in the subtree above \( \xi \) in \( Y_{\tau_-} \) and \( y \) is not, then
\[
d_{\tau-(x,y)} = d_{\tau-}(x,\xi) + d_{\tau-}(\tau,y)
\]
and
\[
d'_{\tau-}(\psi_{\tau-}(x),\psi_{\tau-}(y)) = d'_{\tau-}(\psi_{\tau-}(x),\psi_{\tau-}(\xi)) + d'_{\tau-}(\tau,\psi_{\tau-}(y))
\]
(where we recall that \( \tau \) is the root in each of the trees \( Y_{\tau_-}, Y_{\tau}, Y'_{\tau_-}, Y'_{\tau} \)). Combining these cases, we see that
\[
dis(\psi_{\tau}) \leq 2dis(\psi_{\tau-}).
\]
Moreover, if \( \xi \in Y_{\tau_-} \setminus B_{\tau_-} \), then \( B_{\tau} = B_{\tau_-} \).

Also, for any \( t \geq 0 \) we always have the upper bound
\[
dis(\psi_{t}) \leq \text{diam}(Y_{t}) + \text{diam}(Y'_{t})
\]
\[
\leq \text{diam}(S) + \text{diam}(S') + 2t
\]
\[
\leq \text{diam}(T) + \text{diam}(T') + 2t
\]
\[
\leq 2\text{diam}(T) + d_{\text{GH}^\text{root}}((T,\rho), (T',\rho')) + 2t
\]
\[
\leq 2\text{diam}(T) + \delta + 2t
\]
\[
=: D_{t}
\]

Set \( N_{t} := |\Pi_{0} \cap ([0,t] \times S^{0})| + |\Pi \cap \{(s,x) : 0 < x \leq s \leq t\}| \) and write \( I_{t} \) for the indicator of the event \( \{\Pi_{0} \cap ([0,t] \times B_{0}) \neq \emptyset\} \), which, by the above argument, is the event that \( \xi \in B_{\tau_-} \) for some (cut-time, cut-point) pairs \((\tau,\xi)\) with \( 0 < \tau \leq t \). We have
\[
d_{W}(P_{t}((S,\rho),\cdot), P_{t}((S',\rho),\cdot))
\]
\[
\leq \mathbb{P}[d_{\text{GH}^\text{root}}(Y_{t},Y'_{t})]
\]
\[
\leq \frac{1}{2} \mathbb{P}[\text{dis}(\psi_{t})]
\]
\[
\leq \frac{1}{2} \mathbb{P}[\varepsilon 2^{N_{t}} + I_{t} D_{t}]
\]
\[
= \frac{1}{2} \left\{ \varepsilon \exp \left( \mu(T)t + \frac{t^{2}}{2} \right) + [1 - \exp(-\varepsilon t)] D_{t} \right\},
\]
and this suffices to complete the proof.

7. Asymptotics of the Aldous-Broder Algorithm

Given an irreducible Markov matrix \( \mathbb{P} \) with state space \( V \), there is a natural probability measure on the collection of combinatorial trees with vertices labeled by \( V \) that assigns mass
\[
C^{-1} \prod \mathbb{P}(x,y)
\]
to the tree \( T \), where \( C \) is a normalization constant and the product is over pairs of adjacent vertices \( (x,y) \) in \( T \) ordered so that \( y \) is on the path from the root to \( x \). For example, if \( \mathbb{P}(x,y) \equiv 1/|V| \) for all \( x,y \in V \), (so that
the associated Markov chain consists of successive uniform random picks from \( V \), then the distribution \((7.1)\) is uniform on the set of \( |V|^{|V|-1} \) rooted combinatorial trees labeled by \( V \).

The *Aldous-Broder algorithm* \cite{AT89, Bro89, Ald90} is a tree-valued Markov chain that has the distribution in \((7.1)\) as its stationary distribution. The discrete time version of the algorithm has the following transition dynamics.

- Pick a vertex \( v \) at random according to \( \mathbb{P}(\rho, \cdot) \), where \( \rho \) is the current root.
- If \( v = \rho \), do nothing.
- If \( v \neq \rho \):
  - Erase the edge connecting \( v \) to the unique vertex adjacent to \( v \) and on the path from \( \rho \) to \( v \).
  - Insert a new edge between \( v \) and \( \rho \).
  - Designate \( v \) as the new root.

---

**Figure 4** illustrates Aldous-Broder algorithm in discrete time. Here the dots mark the vertices that become the root in the next step. Once the new root is chosen we erase the edge adjacent to the new root on the path from the old to the new root and insert an edge connecting the old to the new root. The bold edges in the picture present the edges introduced recently.

It will be more convenient for us to work with the continuous time version of this algorithm in which the above transitions are made at the arrival times of an independent Poisson process with rate \( |V|/(|V|-1) \) (so that the continuous time chain makes actual jumps at rate 1).

We can associate a rooted compact real tree with a rooted labeled combinatorial tree in the obvious way by thinking of the edges as line segments with length 1. Because we don’t record the labeling, the process that arises from mapping the continuous-time Aldous-Broder algorithm in this way won’t be Markovian in general. However, this process will be Markovian in
the case where $\mathbb{P}$ is the transition matrix for i.i.d. uniform sampling (that is, when $\mathbb{P}(x,y) = 1/|V|$ for all $x,y \in V$) and we assume this from now on. The following result says that if we rescale “space” and time appropriately, then this process converges to the root growth with re-grafting process. If $T = (T,d,\rho)$ is a rooted compact real tree and $c > 0$, we write $cT$ for the tree $(T,c,d,\rho)$ (that is, $cT = T$ as sets and the roots are the same, but the metric is re-scaled by $c$).

**Proposition 7.1.** Let $Y^n = (Y^n_t)_{t \geq 0}$ be a sequence of Markov processes that take values in the space of rooted compact real trees with integer edge lengths and evolve according to the dynamics associated with the continuous-time Aldous-Broder chain for i.i.d. uniform sampling. Suppose that each tree $Y^n_0$ is non-random with total branch length $N_n$, that $N_n$ converges to infinity as $n \to \infty$, and that $N_n^{-1/2}Y^n_n$ converges in the rooted Gromov-Hausdorff metric to some rooted compact real tree $T$ as $n \to \infty$. Then, in the sense of weak convergence of processes on the space of càdlàg paths equipped with the Skorohod topology, $(N_n^{-1/2}Y^n_n(N_n^{1/2}t))_{t \geq 0}$ converges as $n \to \infty$ to the root growth with re-grafting process $X$ under $\mathbb{P}^T$.

**Proof.** Define $Z^n = (Z^n_t)_{t \geq 0}$ by

$$Z^n_t := N_n^{-1/2}Y^n_n(N_n^{1/2}t). \tag{7.2}$$

For $\eta > 0$, let $Z^{\eta,n}$ be the $X^\text{root}$-valued process constructed as follows.

- Set $Z^{\eta,n}_0 = R_{\eta n}(Z^n_0)$, where $\eta_n := N_n^{-1/2} \lfloor N_n^{1/2} \eta \rfloor$.
- The value of $Z^{\eta,n}$ is unchanged between jump times of $(Z^n_t)_{t \geq 0}$.
- At a jump time $\tau$ for $(Z^n_t)_{t \geq 0}$, the tree $Z^{\eta,n}_\tau$ is the subtree of $Z^n_\tau$ spanned by $Z^{\eta,n}_{\tau^-}$ and the root of $Z^n_{\tau^-}$.

An argument similar to that in the proof of Lemma 3.2 shows that

$$\sup_{t \geq 0} d_H(Z^n_t, Z^{\eta,n}_t) \leq \eta_n, \tag{7.3}$$

and so it suffices to show that $Z^{\eta,n}$ converges weakly as $n \to \infty$ to $X$ under $\mathbb{P}^{R_\eta(T)}$.

Note that $Z^{\eta,n}_0$ converges to $R_\eta(T)$ as $n \to \infty$. Moreover, if $\Lambda$ is the map that sends a tree to its total length (that is, the total mass of its length measure), then $\lim_{n \to \infty} \Lambda(Z^{\eta,n}_0) = \Lambda \circ R_\eta(T) < \infty$ by Lemma 7.3 below.

The pure jump process $Z^{\eta,n}$ is clearly Markovian. If it is in a state $(T', \rho')$, then it jumps with the following rates.

- With rate $N_n^{1/2}(N_n^{1/2} \Lambda(T'))/N_n = \Lambda(T')$, one of the $N_n^{1/2} \Lambda(T')$ points in $T'$ that are at distance a positive integer multiple of $N_n^{-1/2}$ from the root $\rho'$ is chosen uniformly at random and the subtree above this point is joined to $\rho'$ by an edge of length $N_n^{-1/2}$. The chosen point becomes the new root and an arc of length $N_n^{-1/2}$ that previously led from the new root toward $\rho'$ is erased. Such a transition results in a tree with the same total length as $T'$. 
With rate $N_n^{1/2} - \Lambda(T')$, a new root not present in $T'$ is attached to $\rho'$ by an edge of length $N_n^{-1/2}$. This results in a tree with total length $\Lambda(T') + N_n^{-1/2}$.

It is clear that these dynamics converge to those of the root growth with re-grafting process, with the first class of transitions leading to re-graftings in the limit and the second class leading to root growth. \hfill \Box

**Lemma 7.2.** Let $(T, d, \rho) \in T_{\text{root}}$ and suppose that $\{x_0, \ldots, x_n\} \subset T$ spans $T$, so that the root $\rho$ and the leaves of $T$ form a subset of $\{x_0, \ldots, x_n\}$. Then the total length of $T$ (that is, the total mass of its length measure) is given by

$$d(x_0, x_1) + \sum_{k=2}^{n} \prod_{0 \leq i < j \leq k-1} \frac{1}{2} (d(x_k, x_i) + d(x_k, x_j) - d(x_i, x_j)).$$

**Proof.** This follows from the observation that the distance from the point $x_k$ to the arc $[x_i, x_j]$ is

$$\frac{1}{2} (d(x_k, x_i) + d(x_k, x_j) - d(x_i, x_j)),$$

and so length of the arc connecting $x_k$, $2 \leq k \leq n$, to the subtree spanned by $x_0, \ldots, x_{k-1}$ is

$$\prod_{0 \leq i < j \leq k-1} \frac{1}{2} (d(x_k, x_i) + d(x_k, x_j) - d(x_i, x_j)).$$

\hfill \Box

**Lemma 7.3.** Let $\Lambda : T_{\text{root}} \to \mathbb{R} \cup \{\infty\}$ be the map that sends a tree to its total length. For $\eta > 0$, the map $\Lambda \circ R_\eta$ is continuous.

**Proof.** For all $\eta > 0$ we have by Lemma 2.6 that: $R_\eta = R_{\eta/2} \circ R_{\eta/2}$, the map $R_\eta$ is continuous, and the range of $R_\eta$ consists of finite trees. It therefore suffices to show for all $\eta > 0$ that if $(T, d, \rho)$ is a fixed finite tree and $(T', d', \rho')$ is any another finite tree sufficiently close to $T$, then $\Lambda \circ R_\eta(T')$ is close to $\Lambda \circ R_\eta(T)$.

Suppose, therefore, that $(T, d, \rho)$ is a fixed finite tree with leaves $\{x_1, \ldots, x_n\}$ and that $(T', d', \rho')$ is another finite tree with

$$d_{\text{GH}}((T, d, \rho), (T', d', \rho')) < \delta,$$

where $\delta$ is small enough that the conclusions of Lemma 6.2 hold. Consider a rooted subtree $(T'', d', \rho')$ of $(T', d', \rho')$ and a map $\hat{f} : T \to T''$ with the properties guaranteed by Lemma 6.2. Set $\hat{x}'_k = \hat{f}(x_k)$ for $1 \leq k \leq n$.

Fix $\kappa > 0$. For $1 \leq k \leq n$, write $\hat{x}_k \in T$ for the point on the arc $[\rho, x_k]$ that is at distance $\kappa \wedge d(\rho, x_k)$ from $x_k$. Set $\hat{x}_0 := \rho$. Define $\hat{x}_0', \ldots, \hat{x}_n' \in T''$ similarly. Note that $R_\kappa(T)$ is spanned by $\{\hat{x}_0, \ldots, \hat{x}_n\}$ and $R_\kappa(T'')$ is
spanned by \( \{ \hat{x}_0', \ldots, \hat{x}_n' \} \). By Lemma 7.2,

\[
\Lambda \circ R_\kappa(T) = d(\hat{x}_0, \hat{x}_1) + \sum_{k=2}^{n} \bigwedge_{0 < i < j < k-1} \frac{1}{2} \left( d(\hat{x}_k, \hat{x}_i) + d(\hat{x}_k, \hat{x}_j) - d(\hat{x}_i, \hat{x}_j) \right).
\]

and

\[
\Lambda \circ R_\kappa(T'') = d'(\hat{x}_0', \hat{x}_1') + \sum_{k=2}^{n} \bigwedge_{0 < i < j < k-1} \frac{1}{2} \left( d'(\hat{x}_k', \hat{x}_i') + d'(\hat{x}_k', \hat{x}_j') - d'(\hat{x}_i', \hat{x}_j') \right).
\]

Also observe that

\[
d(\hat{x}_i, \hat{x}_j) = (d(x_0, x_i) - \kappa) + (d(x_0, x_j) - \kappa) + 2 \left( d(x_0, x_i) + d(x_0, x_j) - d(x_i, x_j) \right) \bigwedge \left\{ \frac{1}{2} \left( d(x_0, x_i) + d(x_0, x_j) - d(x_i, x_j) \right) \right\}
\]

and

\[
d'(\hat{x}_i', \hat{x}_j') = (d'(x_0', x_i') - \kappa) + (d'(x_0', x_j') - \kappa) + 2 \left( d'(x_0', x_i') + d'(x_0', x_j') - d'(x_i', x_j') \right) \bigwedge \left\{ \frac{1}{2} \left( d'(x_0', x_i') + d'(x_0', x_j') - d'(x_i', x_j') \right) \right\}.
\]

Now the function \( t \mapsto (t - \kappa)_+ \) is Lipschitz with Lipschitz constant 1 for all \( \kappa > 0 \), and it follows that there is a family of Lipschitz functions \( F_\kappa, \kappa > 0 \), with Lipschitz constants uniformly bounded by some constant \( C \) such that

\[
\Lambda \circ R_\kappa(T) = F_\kappa \left( (d(x_i, x_j))_{0 \leq i, j \leq n} \right)
\]

and

\[
\Lambda \circ R_\kappa(T'') = F_\kappa \left( (d'(x_i', x_j'))_{0 \leq i, j \leq n} \right).
\]

By construction \( |d(x_i, x_j) - d'(x_i', x_j')| < 8\delta \), and so

\[
|\Lambda \circ R_\kappa(T) - \Lambda \circ R_\kappa(T'')| \leq 8\delta C
\]

for all \( \kappa > 0 \).

Because \( d_H(T', T'') < 3\delta \), we have

\[
\Lambda \circ R_\kappa(T'') \leq \Lambda \circ R_\kappa(T') \leq \Lambda \circ R_{\kappa - 3\delta}(T').
\]

Thus

\[
\Lambda \circ R_\kappa(T) - 8\delta C \leq \Lambda \circ R_\kappa(T') \leq \Lambda \circ R_{\kappa - 3\delta}(T) + 8\delta C.
\]

Since \( \lim_{\delta \downarrow 0} \Lambda \circ R_{\kappa - 3\delta}(T) = \Lambda \circ R_\kappa(T) \), this suffices to establish the result. \( \square \)

An alternative algorithm for simulating from the distribution in (7.6) in the case of i.i.d. uniform sampling is the complete graph special case of Wilson’s loop-erased walk algorithm for generating a uniform spanning tree of a graph \( [PW98, WI96, WP96] \). Asymptotics of the latter algorithm have
been investigated in [Pit02b]. Wilson’s algorithm was also used in [PR04] to show that the finite-dimensional distributions of the re-scaled uniform random spanning tree for the \(d\)-dimensional discrete torus converges to the Brownian CRT as the number of vertices goes to infinity when \(d \geq 5\).

8. Rayleigh process

Suppose that we take the root growth with re-grafting process \((X_t)_{t \geq 0}\) under \(\mathbf{P}^T\) for some \(T \in \mathbf{T}^{\text{root}}\), we fix a point \(x \in T\), and we denote by \(R_t\) the distance between \(x\) and the root \(t\) of \(X_t\) (that is, \(R_t\) is the height of \(x\) in \(X_t\)). According to the root growth with re-grafting dynamics, \(R_t\) grows deterministically with unit speed between cut-time \(\tau\) for which the corresponding cut-point falls on the arc \([\tau, x]\). Such cut-times \(\tau\) come along at intensity \(R_{\tau-} \, dt\) in time, and at \(\tau-\) the position of the corresponding cut-point is uniformly distributed on the arc \([\tau, x]\) conditional on the past up to \(\tau-\), so that \(R_{\tau}\) is uniformly distributed on \([0, R_{\tau-}]\) conditional on the past up to \(\tau-\). Consequently, the \(\mathbb{R}^+\)-valued process \((R_t)_{t \geq 0}\) is autonomously Markovian. In particular, \((R_t)_{t \geq 0}\) is an example of the class of piecewise deterministic Markov processes discussed in the Introduction.

In order to describe the properties of \((R_t)_{t \geq 0}\), we need the following definitions. A non-negative random variable \(R\) is said to have standard Rayleigh distribution if it is distributed as the length of a standard normal vector in \(\mathbb{R}^2\), that is,

\[
P\{R > r\} = \exp \left(-\frac{r^2}{2}\right), \quad r \geq 0.
\]

If \(R^*\) is distributed according to the size-biased standard Rayleigh distribution, that is,

\[
P\{R^* \in dr\} = \frac{r \, P\{R \in dr\}}{P[R]} = \sqrt{\frac{2}{\pi}} \, r^2 e^{-\frac{1}{2} r^2} \, dr, \quad r \geq 0,
\]

and if \(U\) is a uniform random variable that is independent of \(R^*\), then \(UR^*\) has the inverse size-biased standard Rayleigh distribution:

\[
P\{UR^* \in dr\} = \frac{r^{-1} \, P\{R \in dr\}}{P[R^{-1}]} = \sqrt{\frac{2}{\pi}} \, e^{-\frac{1}{2} r^2} \, dr, \quad r \geq 0.
\]

Thus \(R^*\) and \(UR^*\) are distributed as the length of a standard normal vector in \(\mathbb{R}^3\) and \(\mathbb{R}\), respectively.

For reasons that are apparent from Proposition 8.1 below, we call the process \((R_t)_{t \geq 0}\) the Rayleigh process. We note that there is a body of literature on stationary processes with Rayleigh one-dimensional marginal distributions that arise as the length process of a vector-valued process in \(\mathbb{R}^2\) with coordinate processes that are independent copies of some stationary centered Gaussian process (see, for example, [Has70 MBB58 BS02]).
Proposition 8.1. Consider the Rayleigh process \((R_t)_{t \geq 0}\). Write \(P^r\) for the law of \((R_t)_{t \geq 0}\) started at \(r \geq 0\).

(i) The unique stationary distribution of the Rayleigh process is the standard Rayleigh distribution and the total variation distance between \(P^r\{R_t \in \cdot\}\) and the standard Rayleigh distribution converges to 0 as \(t \to \infty\).

(ii) Under \(P^0\), for each fixed \(t > 0\), \(R_t\) has the same law as \(R \wedge t\), where \(R\) has the standard Rayleigh distribution.

(iii) For \(x > 0\), the mean return time to \(x\) is \(x^{-1}e^{x^2/2}\).

(iv) If \(\tau_n\) denotes the \(n\)th jump time of \((R_t)_{t \geq 0}\), then as \(n \to \infty\) the triple \((R_{\tau_n}, R_{\tau_{n+1}} - R_{\tau_n}), R_{\tau_{n+1}}\) converges in law to the triple \((U'R^*, R^*, U''R^*)\), where \(U'\) and \(U''\) are independent uniform random variables on \([0,1]\) independent of \(R^*\), and \(R^*\) has the size-biased Rayleigh distribution.

(v) The jump counting process \(N(t) := \{|n \in \mathbb{N} : \tau_n \leq t\}\) has asymptotically stationary increments under \(P^r\) for any \(r \geq 0\), and

\[
\frac{1}{t}N(t) \to \sqrt{\frac{\pi}{2}}. \quad P^r \text{- a.s.}
\] as \(t \to \infty\).

Proof. (i) Let \(\Pi\) be a Poisson point process in \(\mathbb{R} \times \mathbb{R}_+\) with Lebesgue intensity. For \(-\infty < t < \infty\) let

\[
\bar{R}_t := \inf\{x + (t - s) : (s, x) \in \Pi, s \leq t\}.
\]

It is clear that \((\bar{R}_t)_{t \in \mathbb{R}}\) is a stationary Markov process with the transition dynamics of the Rayleigh process. Similarly, for \(r \in \mathbb{R}_+\) and \(t \geq 0\), set

\[
R^r_t = (r + t) \wedge \inf\{x + (t - s) : (s, x) \in \Pi, 0 \leq s \leq t\}.
\]

Then \((R^r_t)_{t \geq 0}\) has the same law as the Rayleigh process under \(P^r\).

Note that the event \(\{\bar{R}_t > r\}\) is the event that \(\Pi\) has no points in the triangle with vertices \((t - r, 0), (t, 0), (t, r)\) and area \(r^2/2\). Thus \(P\{\bar{R}_t > r\} = \exp(-r^2/2)\) and the standard Rayleigh distribution is a stationary distribution for the Rayleigh process.

Let \(T^r := \inf\{t \geq 0 : R^r_t = \bar{R}_t\}\). Note that \(R^r_t = \bar{R}_t\) for all \(t \geq T^r\). Note that \(T^r > t\) if and only if either \(\bar{R}_0 > r\) and \(\Pi\) puts no points into the quadrilateral with vertices \((0, 0), (t, 0), (t, r), (0, r)\), or \(\bar{R}_0 \leq r\) and \(\Pi\) puts no points into the quadrilateral with vertices \((0, 0), (t, 0), (t, \bar{R}_0 + t), (0, \bar{R}_0)\). Hence

\[
\mathbb{P}\{T^r > t\} = \exp\left(-\frac{r^2}{2}\right) \exp\left(-\frac{1}{2}(r + (r + t))t\right) + \int_0^r \exp\left(-\frac{1}{2}(x + (x + t))t\right) x \exp\left(-\frac{x^2}{2}\right) dx.
\]

By the standard coupling inequality, the total variation between \(P^r\{R_t \in \cdot\}\) and \(P\{\bar{R}_t \in \cdot\}\) is at most \(2\mathbb{P}\{T^r > t\}\), which converges to 0 as \(t \to \infty\).
This certainly shows that the standard Rayleigh distribution is the unique stationary distribution.

(ii) Note that $R_t^x > x$ if and only if $r + t ≥ t > x$ and there are no points of $\Pi$ in the triangle with vertices $(t - x, 0), (t, 0), (t, x)$ of area $x^2/2$ or $r + t > x ≥ t$ and there are no points of $\Pi$ in the quadrilateral with vertices $(0, 0), (t, 0), (t, x), (0, x - t)$ of area $((x - t) + x)t/2 = x^2/2 - (x - t)^2/2$. In either case,

$$\textbf{P}(R_t^x > x) = 1\{|r + t > x\} \exp\left(-\frac{1}{2}r^2 + \frac{1}{2}(x - t)\right).$$

Taking $r = 0$ gives the result.

(iii) Let $T_y := \inf\{t > 0 : R_t \leq y\}$. It is obvious from the Poisson construction that, for all $x ≥ 0$ and $y > 0$, $\textbf{P}^x\{0 < T_y < \infty\} = 1$ and $\textbf{P}^x[\exp(uT_y)] < ∞$ for all $u$ in some neighbourhood of 0. The Laplace transforms $\textbf{P}^x[\exp(-\lambda T_y)]$ are determined by standard methods of renewal theory:

$$\textbf{P}^x[\exp(-\lambda T_x)] = \frac{U_x(\lambda)}{1 + U_x(\lambda)}, \quad \lambda > 0,$$

where by (8.8),

$$U_x(\lambda) := \int_0^\infty dt e^{-\lambda t} \frac{\textbf{P}^x\{R_t \leq dx\}}{dx}$$

$$= \int_0^x dt e^{-\lambda t} e^{-xt + r^2/2} + \textbf{P}\{R \leq dx\} e^{-\lambda x}.\]

In particular, it follows easily that the mean return time of state $x$

$$\textbf{P}^x[T_x] = -\lim_{\lambda \downarrow 0} \frac{1}{\lambda} \textbf{P}^x[\exp(-\lambda T_x)]$$

is the inverse of the density of $R$ at $x$, that is $x^{-1}e^{1/2x^2}$, as claimed.

(iv) Let $\bar{r} := \inf\{t > 0 : \bar{R}_t \neq \bar{R}_{t-}\}$. By part (i), the joint distribution of $(R_{\tau_n}, R_{\tau_n+1}, R_{\tau_{n+1}})$ converges to the joint distribution of $(\bar{R}_0, \bar{R}_{\tau-}, \bar{R}_\tau)$ conditional on $\bar{R}_0 \neq \bar{R}_{0-}$. Let $C$ denote the intensity of the stationary point process $\{t ∈ \mathbb{R} : \bar{R}_t \neq \bar{R}_{t-}\}$. Then

$$\mathbb{P}\{\bar{R}_0 \leq dx, \bar{R}_{\tau-} \leq dy, \bar{R}_\tau \leq dz | \bar{R}_0 \neq \bar{R}_{0-}\}$$

$$= C^{-1} \exp\left(-\frac{1}{2}y^2\right) dx \exp\left(-\frac{1}{2}(x + y)(y - x)\right) dy dz$$

$$= \left[\frac{1}{y} dx\right] \times \left[C^{-1} y^2 \exp\left(-\frac{1}{2}y^2\right) dy\right] \times \left[\frac{1}{y} dz\right]$$

for $x < y$ and $z < y$. The result now follows from (8.8), which also identifies $C = \sqrt{\pi}/2$.

(v) The stationary point process $\{t ∈ \mathbb{R} : \bar{R}_t \neq \bar{R}_{t-}\}$ is clearly ergodic by construction, and it has intensity $\sqrt{\pi}/2$ from the argument in part (iv). For any $r > 0$, it follows from the argument in part (i) that $R_t^x = \bar{R}_t$ for all $t$
sufficiently large, and so the result follows from the ergodic theorem applied to \( \{ t \in \mathbb{R} : R_t \neq \bar{R}_t \} \).

Then the following corollary is a consequence of Proposition 7.1. See [DGR02], where similar scaling limits are derived.

**Corollary 8.2.** For each \( N \in \mathbb{N} \), let \( (\tilde{R}_t^N)_{t \geq 0} \) denote a continuous time Markov chain with state space \( \{1, \ldots, N\} \) and infinitesimal generator matrix

\[
\tilde{Q}^N(i, j) := \begin{cases} 
1/N, & 1 \leq j \leq i - 1, \\
-(N - 1)/N, & j = i, \\
(N - i)/N, & j = i + 1, \\
0, & \text{otherwise}.
\end{cases}
\]

Write \( \tilde{P}^N_r, r \in \{1, \ldots, N\} \), for the corresponding family of laws. If a sequence \( (r_N)_{N \in \mathbb{N}}, r_N \in \{1, \ldots, N\} \), is such that \( \lim_{N \to \infty} N^{-1/2} r_N = r_\infty \) exists, then the law of \( N^{-1/2} (\tilde{R}_t^N)_{t \geq 0} \) under \( \tilde{P}^N_{r_N} \) converges to that of the Rayleigh process \( (R_t)_{t \geq 0} \) under \( P_{r_\infty} \) in the usual sense of convergence of càdlàg processes with the Skorohod topology.
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