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Aircraft Rotation Detection in Remote Sensing Image Based on Multi-Feature Fusion and Rotation-Aware Anchor
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Abstract: Due to the variations of aircraft types, sizes, orientations, and complexity of remote sensing images, it is still difficult to effectively obtain accurate position and type by aircraft detection, which plays an important role in intelligent air transportation and digital battlefield. Current aircraft detection methods often use horizontal detectors, which produce significant redundancy, nesting, and overlap of detection areas and negatively affect the detection performance. To address these difficulties, a framework based on RetinaNet that combines a multi-feature fusion module and a rotating anchors generation mechanism is proposed. Firstly, the multi-feature fusion module mainly realizes feature fusion in two ways. One is to extract multi-scale features by the feature pyramid, and the other is to obtain corner features for each layer of feature map, thereby enriching the feature expression of aircraft. Then, we add a rotating anchor generation mechanism in the middle of the framework to realize the arbitrary orientation detection of aircraft. In the last, the framework connects two sub-networks, one for classifying anchor boxes and the other for regressing anchor boxes to ground-truth aircraft boxes. Compared with state-of-the-art methods by conducting comprehensive experiments on a publicly available dataset to validate the proposed method performance of aircraft detection. The detection precision (P) of proposed method achieves 97.06% on the public dataset, which demonstrates the effectiveness of the proposed method.
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1. Introduction

Object detection is one of the fundamental tasks in computer vision and has attached wide attention due to the success of deep learning [1]. With the development of sensor and aerospace technology, large volume and high-resolution remote sensing images have accumulated. Object detection in remote sensing images has become a research hotspot [2–4]. Currently, aircraft are a common means for transportation and warfare. Therefore, aircraft detection in remote sensing images plays a great significance in civilian air traffic management and military intelligence [5], especially detecting accurate aircraft position and size information, and has crucial practical significance and military value for such as enemy’s operational readiness analysis and regional situation assessment.

Aircraft detection consists of two parts: locating object regions and classifying object in the candidate regions. In order to meet the requirements of rapid and accurate aircraft detection, it is necessary to get invariant features and train a classifier with a strong generalization capability. Extensive research has focused on feature design and feature expression to get good aircraft detection results. It usually constructs rotation-invariant and scale-invariant features based on object shape, texture, and geometric features and collaborates with the general classifiers, e.g., SVM, Bayes, KNN, and other classifiers.
Most methods realize object detection by extracting excellent features, such as Harris corner feature \[6,7\], Histogram of oriented gradient (HOG) \[8\], scale-invariant feature transform (SIFT) \[9,10\], and Fourier descriptor \[11,12\]. These methods have achieved good performance in the field of object detection, but the aircraft scales and shapes in the optical remote sensing images are complex and diverse, and the manual features are difficult to adapt to the diverse remote sensing images. The methods based on manual-designed features are laborious and lack generalization ability, which leads to the disadvantage that the accuracy cannot meet the requirements of real applications.

Recently, with the great success of deep learning, much progress has been made in object detection and recognition. Since 2012, Hinton proposed a convolutional neural network (CNN) model called AlexNet, which won the championship of 2012 ImageNet Challenge \[13\]; many CNN-based deep learning models have mushroomed. The popular detection models can be divided into two categories: two-stage and one-stage object detectors. The two-stage methods, such as R-CNN, Fast R-CNN, and Faster R-CNN \[14–16\], mainly consist of region proposals generation followed with feature extraction from these regions, and then classifiers and regressors used for classification and regression in the second stage. The one-stage method has obvious advantages in efficiency, especially for the large scale of remote sensing images \[17\]. OverFeat \[18\] is one of the first one-stage detectors based on CNN. It performs object detection in a multiscale sliding window fusion via single forward propagation through the CNN. Compared with region-based methods, Redmon et al. \[19\] proposed YOLO, a unified detector, casting object detection as a regression problem from image pixels to spatially separated bounding boxes and associated class probabilities. To preserve real-time speed without sacrificing too much detection accuracy, Liu et al. \[20\] proposed single shot multibox detector (SSD). The work solves the class imbalance problem by proposing RetinaNet with Focal loss \[21\] and further improves the accuracy of one-stage detector. Following their works, Hu et al. \[22\] used the saliency detection algorithm to reduce the number of proposal boxes. They obtained the object position information using the saliency algorithm based on the background priori, and then used a deep CNN to determine the category and fine-tune bounding boxes of the objects. Wu et al. \[23\] used Edgeboxes algorithm to generate region proposals, and then used CNN to perform feature extraction and classification. Similarly, Yang et al. \[4\] proposed a “region proposal-classification-accurate object localization” framework for detecting objects in remote sensing images. However, all the above methods have the problem of redundancy in candidate regions. In order to solve those problems, Liu et al. \[5\] proposed an aircraft detection method based on corner clustering and CNN, which used the mean-shift clustering algorithm to generate candidate regions for the corner points detected in the binary image, and then utilized CNN to determine the target category in the candidate region. Compared to traditional methods, these approaches based on CNN models could learn the essential features of the object from a large amount of data, without the need to design the features manually, and the detection accuracy has been significantly improved.

However, aircraft detection in remote sensing images faces emerging challenges because of the diversity of orientation, scales, and appearance (color, texture, size, shape, etc.). These problems are very serious in remote sensing images. First, similar to the objects in natural images, the aircraft in remote sensing images also have a multi-scale problem. Huge difference is caused by two aspects, one is that the same objects in remote sensing images may have different sizes due to the varying spatial resolutions of sensors, and the other is the diverse scales of aircrafts \[24\]. In summary, aircraft in remote sensing images vary greatly in scale and orientation, resulting in a low detection accuracy (high rate of missing detection or false alarm) and region redundancy, especially nesting and overlap in densely arranged region.

To address these challenges mentioned above, an aircraft detection framework based on a multi-feature fusion module and a rotating anchor generation mechanism is proposed in this paper. First, multi-scale features and local corner features for enhancing the ability
of feature expression are considered in our multi-feature fusion module. Among them, multi-scale features are extracted by the feature pyramid network, and local corner features that can well express the salience of aircraft are extracted on every layer output of each layer of FPN, finally the feature map group is constructed. Then, the rotating anchors are generated by multiple aspect ratios, angles and scales. Finally, aircraft detection with accurate location and size information is achieved by classification and regression.

The rest of this paper is organized as follows. The proposed method is described in Section 2. Section 3 illustrates the datasets, details of implementation, evaluation criteria, and experiment results. Finally, Section 4 concludes this paper with a discussion of the experimental results.

2. Methods

In this paper, we build an aircraft detection framework for multi-scale and arbitrary-oriented aircraft in remote sensing images, as illustrated in Figure 1. Our contributions consist of following major parts.

(1) We propose a rotated aircraft detection framework based on RetinaNet. The framework integrates multi-feature fusion and rotating anchors generation mechanism, which can efficiently detect arbitrary-oriented aircrafts and fit oriented bounding boxes.

(2) Multi-feature fusion. Multi-scale features are extracted from a single resolution input image by feature pyramid network (FPN) with a top-down pathway and lateral connections, which includes high semantic features, as well as basis spatial detail features. In addition, in order to enrich the feature expression, Harris corner features are extracted from binary feature maps of different scales in feature pyramid layers and together fused into the feature map group.

(3) Rotating anchors generation mechanism. To build a rotation-aware aircraft detector, we adopt five parameters (x, y, w, h, and θ) to describe object bounding box (OBB), and design multiple rotating anchors with different aspect ratios, angles, and scales, which can fit OBBs well and provide accurate positions of arbitrary-oriented aircrafts.

The overview framework of oriented aircraft detection is shown as Figure 1. First, the high semantic feature is extracted by ResNet-101, and the Harris corner feature is extracted from binary remote sensing images. In order to obtain sufficiently well expression of the aircrafts multi-scale characteristics, we use FPN to extract multi-levels of features that include high semantic features and low detail features (much information about location, scale and shapes). At the same time, multi-feature fusion also integrates with Harris corner, which can well describe the aircraft local salient feature and enriches the feature expression. Moreover, we design rotating anchor generation mechanism to improve the sensitivity of location and the fitting of OBBs. Finally, oriented aircraft detection is achieved by classification and regression. More details are provided in the following subsections.

2.1. Backbone Network

We use the one-stage object detection network RetinaNet [21] as the basic network and construct a multi-scale rotation anchor generation mechanism with multi-scale, multi-aspect ratio, and multi-rotation angle to realize automatic oriented detection of aircraft. The model structure is shown in Figure 1. It consists of four parts: Residual Network (ResNet) for initial extraction of aircraft features [25], Feature Pyramid Network (FPN) for multi-level features fusion and local salient feature integration [26], multi-scale rotating anchor generation, and sub-network for classification and location.

In the initial stage of feature extraction, linear convolutional neural networks are generally used to extract features, such as AlexNet [27], GoogLeNet [28], and VGGNet (visual geometry group) [29]. These networks often increase the depth of the network to improve the ability to express features. When the network reaches a certain depth, the accuracy of training will tend to be flat. If we increase the number of layers again, the optimization effect will become worse. Therefore, we use the ResNet network to initially
extract the features of aircrafts, by introducing residual mapping and jump connections in the network and adding the feature information of the previous residual block to the next residual block. It effectively avoids the disappearance of gradients and loss of feature information caused by the excessive depth of the network.

Figure 1. Overview framework of multi-feature fusion with rotating anchors generation mechanism for oriented aircraft detection. The proposed framework based on FPN, fuses multi-scale features from different CNN layers and integrates Harris corner features which extracted from binarized feature maps of FPN.

RetinaNet is a simple one-stage object detector, named for its dense sampling of object locations in an input image [21]. The large class imbalance encountered during training of dense detectors overwhelms the cross-entropy loss. Easily classified negatives comprise the majority of the loss and dominate the gradient. The Focal Loss is designed to address the one-stage object detection scenario in which there is an extreme imbalance between foreground and background classes during training.

Specifically, a modulating factor $(1 - p_t)^\gamma$ is added to the cross entropy loss, with tunable focusing parameter $\gamma \geq 0$. The focal loss can be shown as:

$$\text{FL}(p_t) = -(1 - p_t)^\gamma \log(p_t),$$  \hspace{1cm} (1)

2.2. Multi-Feature Fusion

A corner is one of the most important local features in object detection owing to its strong invariance to rotation, scale and illumination variation. In this paper, corners are extracted by the Harris operator [6], which is a popular corner detection algorithm that can be divided into the following steps.

(1) Calculate the gray gradient in the X direction (denoted as $I_x$) and Y (denoted as $I_y$) direction of the image $I$, then filter the $I_x^2, I_y^2 \times I_x^2, I_y^2$ with a Gaussian window.

(2) The covariance matrix $M$ of the object pixel is denoted as below:

$$M = \begin{bmatrix} I_x^2 & I_x I_y \\ I_x I_y & I_y^2 \end{bmatrix},$$  \hspace{1cm} (2)
The value of corner response $R$ of each pixel in the image can be calculated by:

$$R = \text{Det}(M) - k(\text{Tr}(M))^2,$$

(3)

where $\text{Det}(M)$ represents the matrix determinant of $M$, $\text{Tr}(M)$ is the trace of $M$, the $k$ is empirical constant which generally take the value 0.04–0.06. The local non-maximum suppression of $R$ is carried out. That is, retain the points whose values are the local maximum and greater than the threshold $T$, reset the values of the other points to zero. These non-zero points are corners. Threshold $T$ is generally $10^{-2}$ times of the global maximum response value, and the smaller the $T$ value is, the more corner points are retained. As shown in Figure 2, the measure $R$ with a large positive value indicates the presence of a corner; $R$ with a large negative value indicates an edge; a small absolute value $|R|$ indicates a flat area.

![Figure 2. The relation of the image classification with the value of $R$.](image)

Different levels of features provide more information for accurate object detection. For the diversity scales of the aircraft, the feature pyramid network fuses the low-level and high-level features, providing rich spatial location and high-level semantic information. The feature pyramid network integrates the Harris corner features from different layers, which well expresses the aircraft salient feature for accurate aircraft detection. The network architecture consists of two parts: a bottom-up network, a top-down network and horizontal connection, as shown in Figure 1. The bottom-up feed forward network \{C1, C2, C3, C4, C5\} is composed of the output of the last convolutional layer in each residual block in the ResNet network. Since C1 and C2 need to take up a lot of memory, then remove them, and the step size of the convolutional layer is set to [8, 16, 32] respectively. The feature map generated by each layer of the network has the characteristics of resolution decreasing layer by layer and semantic information enhancing while location information weakens layer by layer. Therefore, in the top-down network, up-sampling and level connection are used to generate features \{P3, P4, P5\} containing rich information. P5 is obtained by using a 1 × 1 convolutional layer to reduce the channel of C5, and then adding a 3 × 3 convolution to obtain the first layer network P5 of the FPN. P4 is obtained by fusing the rough feature map obtained from C4 and the feature map obtained from P5 and adding 3 × 3 convolution to eliminate the aliasing effect of up sampling, so as with P3. In contrast to the traditional FPN, the model introduces two more layers with small scales in order to improve the detection accuracy of obvious objects with significant structures, which are denoted as P6 and P7. P6 is obtained by performing convolution with a 3 × 3 kernel and the step size of 2, taking C5 as the input. P7 is obtained by adding RELU activation and a step size of 2, 3 × 3 convolution operation based on P6. The FPN structure can effectively use a single image to construct multi-scale feature maps so that the feature map output from each layer of the pyramid has strong semantic information, which provides more abundant spatial location and high-level semantic feature information for the detection of multi-scale and arbitrary orientation.
At the same time, we fuse the corner features to enhance the feature expression in multi-feature fusion module, which is shown in Figure 1. The fusion process includes two parts: one is the corner feature extracted from the binarization of the original image, the other is the corner features obtained from each layer feature maps of the feature pyramid network based on binarization. For example, the feature map P3 is binarized, and then the Harris corner features are extracted to obtain H3, which is the same process for H4, H5, H6, and H7. In the end, the corner features are fused into the feature map group together with the multi-scale feature maps.

2.3. Rotating Anchor Generation Mechanism

The input of the multi-scale rotation anchor is the output of FPN, and the rotation area network is constructed based on the area generation network and the fully convolutional neural network. The network first generates a multi-scale rotation anchor composed of scale, aspect ratio, and angle, and puts it into two sub-networks of classification and regression. The classification sub-network predicts the probability of the target, and the regression sub-network regresses the offset between the boundary box and the true value box. Finally, the non-maximum suppression operation and backward processing operation are performed to obtain the final detection result.

In the multi-scale rotation anchor generation mechanism, three parameters are used to control the anchor, namely, scale, aspect ratio, and angle. To save the calculation cost and make the anchor cover the aircraft as much as possible, the basic scale of the initial anchor in [P3, P4, P5, P6, P7] layers is set as [32, 64, 128, 256, 512], the scale of each layer is set as \([2^0, 2^{1/3}, 2^{2/3}]\) to control the size of the anchor, and the aspect ratio is set as \([1, 1/2, 2, 1/2, 3, 1/5, 5]\) to control the proportion of the anchor. At the same time, five different angles are set, namely \([-15^\circ, -30^\circ, -45^\circ, -60^\circ, -75^\circ]\), to realize the anchor rotation to different directions. The multi-scale rotating anchor generation strategy can well solve the problem of detection frame nesting and overlapping in the horizontal detection of aircraft with diverse scales and arbitrary orientation. In addition, assuming that each feature point of the feature map will generate A anchors, the H*W feature map will generate A*H*W anchors.

In the prediction stage of the sub-network, the traditional horizontal bounding box (dashed box) is usually represented by \(x_{\text{min}}, y_{\text{min}}, x_{\text{max}}, y_{\text{max}}\); based on these four parameters, the bounding box regression transformation is performed to obtain the predicted bounding box, but it cannot well cover the aircraft in different directions. Therefore, the representation of rotating bounding box (solid wireframe) is defined, which is not only controlled by scale and aspect ratio, but also by direction. Five variables \((x, y, w, h, \theta)\) are used to uniquely determine a bounding box in any direction, as shown in Figure 3. Where \(x\) and \(y\) represent the coordinates of the center point, respectively, \(\theta\) represents the angle between the horizontal axis and the first side of the rectangle, and the range of the angle is \([-90^\circ, 0^\circ]\).

Based on the above five parameters, the classification sub-network predicts the probability \((KA)\) of the object in the anchor at each spatial position, where \(A\) represents the number of anchors, and \(K\) represents the category. The regression sub-network outputs the position information \((5A)\) of each anchor box based on the five parameters defined above and performs regression transformation based on the offset between the anchor box, and the truth box calculates the intersection over union (IOU) and gets the rotating anchor box, which has the largest IOU with the truth box. The position information of the target in the predicted bounding box includes the coordinates, width, height, and angle of the center point. Based on the obtained position information, the center, scale, and radius of the aircraft in the prediction box can be calculated, which lays a foundation for the next processing.
In this section, we conduct ablation experiments to explore the proposed aircraft detector and demonstrate the effectiveness of our methods. First, we describe the dataset for experiments and the implementation details of our method. Second, several groups of ablation experiments are conducted to evaluate the performance of the proposed modifications, and a detailed analysis is conducted on the aircraft detector. Finally, we present the comparisons with existing object detection algorithms and demonstrate that our method is a competitive aircraft detection framework for remote sensing images.

3.1. Dataset

We select the aircraft dataset from DOTA [30] and UCAS-AOD [31] to train and test the proposed model. Rather than the horizontal box in previous datasets, each instance is annotated with an oriented bounding box, which provides more accurate location and size of the object.

The DOTA image size, ranging from around 800 × 800 to 4000 × 4000 pixels, contains aircrafts that exhibit a great variety of scales, orientations, and shapes. Specifically, the DOTA dataset maintains a large number of small instances and provides large objects over 500 pixels as well. In short, DOTA provides a reliable benchmark for studying multi-scale and arbitrary-oriented object detection in aerial images. We selected 79 images containing 3509 objects from DOTA.

In UCAS-AOD, we selected 1000 aircraft images containing 7482 objects. All objects in UCAS-AOD were labeled with both oriented bounding boxes. In our experiments, we randomly divided the training and test set by 8:2.

3.2. Evaluation Metrics

Three common evaluating metrics, Precision (P), Recall (R), and F1 value, are used to measure the accuracy of the proposed method. The number of image frames processed per second (FPS) is the measurement of the method speed performance. The Precision metric represents the ratio of detection that are true positives, and the Recall metric means the ratio of positives that are detected accurately. The Precision and Recall metrics can be formulated as follows:

$$\text{Precision} = \frac{TP}{TP + FP}$$

(4)

$$\text{Recall} = \frac{TP}{TP + FN}$$

(5)

where, $TP$, $FP$, and $FN$ indicate the number of true positive, false positive, and false negative, respectively.

The F1 value is calculated as (6):

$$F1 = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}$$

(6)
3.3. Comparison with the-State-of-Art Methods

The experiment builds and trains the model based on TensorFlow framework. The model training process is carried out in the environment of two GPUs (Tesla p100-pcie). Based on the constructed aircraft training set, image samples and annotation files are put into the model for training, and the model super-parameters are adjusted according to experience and experimental results to test the best performance of the model.

In this experiment, the IoU is set to 0.5, the model learning rate is initialized to 0.0005, batch size is initialized to 2 images, weight decay and momentum are initialized to 0.0001 and 0.9, respectively, and the maximum value of iteration is set to 500,000. In each iteration, the input image is subjected to a complete feed forward calculation and back propagation in the network, and the training parameters are updated until the return loss and classification loss of the network become convergent. The convergence curve of the proposed method of training is shown in Figure 4. The total loss is the sum of classification loss and regression loss.

![Figure 4. Curves of classification loss (red line), regression loss (blue line), and total loss (green line).](image)

As shown in Figure 4, we can find that the loss rate is basically stable when the number of iterations reaches 50,000 and the total loss rate is only reduced about 1% when the number of iterations is increased to 50,000. Therefore, we can use the model of 50,000 iterations to detect aircraft in the real-time application.

In order to verify the performance of the feature fusion module and the rotation anchor generating module, we performed an ablation study of the proposed method. At the same time, we use 50% cross validation to obtain an average value. Table 1 shows that rotating anchors can improve performance by about 7% (0.9641 versus 0.8894 as shown in Table 1), which is significant. We believe that the main reason is that the rotated anchor can fit the target well and reduce the number of negative samples, which are effective for improving performance. In addition, by fusing the multi-scale feature maps with local corner features the feature fusion module increases F1 performance by 8.12%, compared with RetinaNet (88.94%), reaching 97.06%. This phenomenon reflects the feature fusion module enhance the expression of the feature.
In addition, we compare the performance of the state-of-the-art deep learning networks in aircraft detection, including two-stage networks of Faster RCNN and FPN, and one-stage networks of RetinaNet, YOLOv4, SSD and R3Det [1]. Among them, R3Det is the one-stage method with the best performance at present for rotated detection. The two-stage methods need to generate object candidate proposals in the first stage, then classify and locate the object in the second stage. They can achieve high accuracy while taking a long time to train the network. The one-stage object detection methods directly convert the detection problem into a regression problem, which greatly improves the detection speed. It can be seen from Table 2 that the aircraft detection accuracy of FPN is the best, 90.84%, which is 1.6% and 0.68% higher than Faster RCNN and RetinaNet, respectively. The F1 value of RetinaNet is the highest, 88.94%, which is 6.3% and 4.26% higher than Faster RCNN and FPN, respectively. At the same time, according to the FPS value in Table 2 and the model training and testing time in Table 3, the efficiency of RetinaNet is the best. Experimental analysis shows that RetinaNet has better stability when it achieves better accuracy. Therefore, we use RetinaNet as the backbone network to study the effectiveness of the proposed method.

The effects of the rotating anchors generation module and multi-feature fusion module on the method are verified and the results are shown in Table 2. Compared with the optimal HBB detection method (Faster RCNN, FPN and RetinaNet), the aircraft detection performance of our proposed OBB is improved by about 8% (8.12%), although there is a slight decrease (about 1.62 fps) in speed performance.

The compared results between R3Det and proposed method show R3Det has the best detection performance (F1 = 97.49%), which is 0.43% higher than the proposed method. However, the feature refinement module FRM in R3Det requires a lot of computing resources. Table 2 shows that the speed performance decrease about 2.35 fps. Through the analysis of experimental comparison, it is shown that the proposed method can achieve the considerable detection performance as R3Det while with better performance in speed.
Table 3. Training time and test time for aircraft detection methods based on deep learning.

| Method                        | Faster RCNN | FPN | RetinaNet | R3Det | RetinaNet + Rotating Anchor | Proposed Method |
|-------------------------------|-------------|-----|-----------|-------|----------------------------|----------------|
| Train                         | 0.46 s      | 1.35 s | 0.18 s    | 0.48 s | 0.43 s                      | 0.44 s         |
| Test                          | 0.17 s      | 0.20 s | 0.09 s    | 0.16 s | 0.12 s                      | 0.13 s         |

In addition, the visualization results of the proposed OBB aircraft detection method in this paper and HBB detection by FPN are shown in Figure 5. First, we can see that rotation detection significantly reduces the overlap and nesting of detection boxes in the red rectangular region. What’s more, compared with the results of HBB and OBB detection methods proposed in this paper, in the purple rectangular region, the redundancy of the rotation detection boxes is significantly reduced, and the rotation detection boxes fit the aircrafts better, obtaining much more accurate information of aircraft scales and locations.

Figure 5. Visualization of aircraft detection results of proposed method on OBB in (b,d) and HBB method in (a,c).

4. Conclusions

In this paper, we propose a novel and end-to-end one-stage framework for arbitrary-oriented and multi-scale aircraft detection in remote sensing images. Aiming to improve the shortcoming of low detection accuracy caused by redundancy of object detection region, especially the overlap and nesting of detection areas dense areas, we design a
multi-feature fusion layer with different scales and feature levels and rotating anchors generation mechanism. We perform comparative experiments on two aircraft rotation detection datasets, including DOTA and UCASAOD, and demonstrate that our method achieves state-of-the-art detection accuracy with high efficiency. The experiments show the following: (1) the multi-feature fusion module learns multi-level features with semantic information and fine details, which is necessary for aircraft detection in remote sensing images; (2) the oriented anchor is more robust to aircraft in remote sensing images, and adding anchors with extra angles and scales brings improvement; and (3) the proposed methods help the network handle the issue of arbitrary-orientation and diverse-scale aircrafts in remote sensing images, which can obtain more accurate aircraft position and size information.
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