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Abstract—Deep learning based computer vision models are increasingly used by urban planners to support decision making for shaping urban environments. Such models predict how people perceive the urban environment quality in terms of e.g., its safety or beauty. However, the blackbox nature of deep learning models hampers urban planners to understand what landscape objects contribute to a particularly high quality or low quality urban space perception. This study investigates how computer vision models can be used to extract relevant policy information about peoples’ perception of the urban space. To do so, we train two widely used computer vision architectures; a Convolutional Neural Network and a transformer, and apply GradCAM - a well-known ex-post explainable AI technique- to highlight the image regions important for the model’s prediction. Using these GradCAM visualizations, we manually annotate the objects relevant to the models’ perception predictions. As a result, we are able to discover new objects that are not represented in present object detection models used for annotation in previous studies. Moreover, our methodological results suggest that transformer architectures are better suited to be used in combination with GradCAM techniques. Code is available on Github1.
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I. INTRODUCTION

In urban planning, computer vision models are increasingly being used to create maps of cities showing what areas are perceived as being safe/unsafe, beautiful/ugly, and lively/boring, see e.g., [5], [12]. Such computer vision models are trained on survey data in which respondents are asked to score the safety and beauty level for a series of streetview images presented to them. The results of these studies provide urban planners and policy makers with important insights about areas that need policy attention, e.g. because perceived safety levels are deemed too low.

Current computer vision models to predict urban space perceptions, however, provide little guidance for urban planners to improve the urban environment. In particular, due to the blackbox nature of deep learning based computer vision models, such models do not directly reveal what the relevant landscape objects are, based on which the model geared its predictions. In light of this, some recent studies, e.g., [11], use computer vision models to extract objects to use these in turn in readily (ex-ante) explainable regression models. However, this leads to a constrained abstraction of the image as it does not include all objects present. Important objects might therefore go unnoticed and the predictive performance might degrade.

It is increasingly realised that being able to explain and interpret the inner workings of the models is indispensable [13]. Two types of explainability are distinguished in the literature: ex-ante ('before the event') and ex-post ('after the event') explainability [16]. Ex-ante explainability aims to specifically incorporate explainable modules into the model; ex-post explainability aims to interpret models without constraining their design. An important drawback of the former over the latter is that the explainable modules are often fairly constrained representations, leading to high model biases and thereby degrading the model performance [18].

This study aims to shed light on how computer vision models can be used to extract relevant policy information about peoples’ perception of the urban space, without relying on ex-ante explainability. To do so, we train two widely used computer vision architectures; a ResNet50 Convolutional Neural Network (CNN) [8] and a Data Efficient Image Transformer (DeiT) [17]. As a data set we use a widely used urban perception set [5]. For explainability, we apply a GradCAM [14] - a successful ex-post explainable AI technique- to highlight what part of an image is important for the model’s prediction. GradCAM exploits the gradients of the last convolutional layer to create heatmaps of image pixels that were the most important for its prediction [14]. Using the heatmaps provided by the GradCAM, we manually annotate and keep score of the objects relevant to the models’ safety and beauty predictions for the 50 highest and lowest scoring images.

The first contribution of our paper is that we extract landscape objects explaining urban perceptions using an ex-post explainability technique, without relying on additional object detection or segmentation modules. To the best of the authors’ knowledge, this has not been tried before. Hitherto studies using computer vision to understand urban space perceptions use ex-ante explainability techniques either in their model design [11] [20] [21] or in their analysis [15]. As our approach does not rely on object detection models, we are able to discover new landscape objects that are not represented in present object detection models. This will thereby give urban planners a more complete overview of the landscape objects that affect perception.

The second contribution of this study is that we test and compare the suitability of two widely used computer vision architectures to explain urban perceptions. The first architecture we study is a conventional Convolutional Neural Network (CNN) [8] and the second computer vision architecture we

1 https://github.com/rsangers/explainable_perception
study is the transformer [4]. Transformers are based on self-attention instead of convolutions. A series of recent papers suggest that CNN models over rely on local features [2], such as textures [6], while transformers do better in capturing global relationships. By assessing both architectures vis-a-vis we hope to shed light on which architecture is best suited for predicting and explaining urban space perception.

II. METHODS

A. Place Pulse 2.0 dataset and preprocessing

For the analyses of this study we use the Place Pulse 2.0 dataset [5]. The Place Pulse dataset consists of more than 1.5 million pairwise comparisons for over 100,000 images in 56 cities, collected using the Google Street View Image API. The data are collected using crowd-sourcing. Each participant is shown a pair of images and asked to choose which one of the two images corresponds most with a queried perceptual attribute, which could be safety, liveliness, wealthiness, boringness, depressiveness and beauty (Figure 1). In this study, we particularly focus on three the perceptual attributes, namely safety, wealthiness and depressiveness.

![Figure 1: An example of the urban space perception assessment task. Participants are given pairwise image comparisons for a perceptual attribute, such as safety, wealthiness and depressiveness.](image)

B. Problem formulation

The problem of predicting a perceptual attribute is mathematically defined as follows: we have an image set \( I = \{x_i\}_{i=1}^m \in \mathbb{R}^n \) containing \( m \) images, and a set consisting of \( N \) pairwise comparison tuples \( P = \{(i_k, j_k, y_k)\}_{k=1}^N \), where \( i, j \in \{1, ..., m\} \) and \( y \in \{-1,+1\} \), where -1 means that image \( i_k \) is preferred, while +1 denotes that image \( j_k \) is preferred. We want the model to predict an attribute score \( f(x_i) \in \mathbb{R} \) for an image \( x_i \) such that the amount of correct image comparisons is maximized, formulated as:

\[
y \cdot (f(x_i) - f(x_j)) > 0, \quad \forall (i, j, y) \in P.
\]

(1)

To be able to approximate a solution for this problem, we need a loss function that punishes the model whenever an wrong prediction is made. Therefore, in line with the work by Dubey [5] and Chapelle [3] we use a ranking loss. Ranking loss penalizes incorrect comparison scores by their difference, defined as:

\[
L(x_i, x_j, y) = \max(0, y \cdot (f(x_i) - f(x_j))).
\]

(2)

C. Explainability study

Training details. We compare two current state-of-the-art networks, which are the ResNet50 [7] and the Data-efficient image Transformer (DeiT) [17]. To keep training time within feasible bounds, ImageNet-pretrained versions of these networks were used, after which a transfer learning procedure was applied with a small learning rate \((\mu = 10^{-3})\) for 20 epochs on the Place Pulse 2.0 dataset.

Explainability models. To study the ability of these computer vision architectures to explain urban perceptions, we exploit the heatmaps of GradCAM [14]. We also tested other explainable AI techniques, including: GradCAM [14], Eigen-CAM [9], Ablation-CAM [10] and Attention Rollout [1] (only for the transformer model). Based on initial results, we choose GradCAM for further analysis as it empirically showed -for both architectures- to give rise to highlighted regions that most closely overlap with the objects.

Annotating the heatmaps. Using the heatmaps provided by the GradCAM, we manually annotate and keep score of the objects relevant to the models’ predictions for the 50 highest and lowest scoring images. We do this without a predefined list of annotatable objects, as to not limit ourselves to the currently known object relations. Moreover, we only count an object once per image.

III. EXPERIMENTS AND DISCUSSION

A. Object analysis

Table I and II show the main results of our study. They list the objects identified as being important for the models’ predictions for the CNN based model and the Transformer respectively. Below we highlight the most important results for the CNN model and the transformer:

**CNN model**

- Overhanging cables show a strong association with a high perception of depressiveness and a low perception of safety and wealthiness.
- Trees are associated with a low perception of depressiveness and a high perception of safety and wealthiness.
- Building elements, such as roofs, blinds and corrugated sheets are occasionally found to be of importance for the CNN model’s predictions. This is noteworthy as most previous studies consider buildings as a whole.

**Transformer model**

- Tunnel roofs are often associated with a high perception of depressiveness and a low perception of safety.
- Regarding perceived wealthiness, ‘air’ is found to be of particular importance for the model’s predictions.
- Trees are associated with a high perception of safety and a low perception of depressiveness.

B. Explainability patterns

Figures 2 and 3 show examples of images in which the three most often encountered objects relevant for the models’
TABLE I: Annotation of the objects highlighted by GradCAM in the 50 highest and lowest ranking images of each category for the CNN model. The most interesting correlations, such as the importance of power cables and vegetation, are shown in bold. The signs + and - denote images with a respectively high or low score for that perceptual attribute.

| Depressing | + | - | Safety | + | - | Wealthy | + | - |
|------------|---|---|--------|---|---|---------|---|---|
| Power cable| 18|   | Tree   | 16|   | Cable   | 21|   |
| Blinds     | 4 |   | Road   | 9 |   | Car     | 7 |   |
| Corrugated sheets | 4 |   | Car     | 8|   | Sidewalk | 4|   |
| Window     | 2 |   | Bush   | 3 |   | Roof    | 4 |   |
| Gutter     | 2 |   | Grass  | 3 |   | Road    | 3 |   |
| Curb       | 2 |   | Sidewalk | 2|   | Grass   | 3 |   |
| Sidewalk   | 2 |   | Stairs | 2 |   | Bush    | 3 |   |
| Fence      | 2 |   |        |   |   | Flat    | 1 |   |
| Car        | 1 |   |        |   |   | Bush    | 1 |   |
| Clouds     | 1 |   |        |   |   |        |   |   |
| Pole       | 1 |   |        |   |   |        |   |   |
| Door       | 1 |   |        |   |   |        |   |   |
| Rails      | 1 |   |        |   |   |        |   |   |
| Bus stop   | 1 |   |        |   |   |        |   |   |
| Overpass   | 1 |   |        |   |   |        |   |   |

TABLE II: Annotation of the objects highlighted by GradCAM in the 50 highest and lowest ranking images of each category for the transformer model. The signs + and - denote images with a respectively high or low score for that perceptual attribute. Interestingly, tunnel roofs appear to have a high influence on the decision making of the model for depressiveness and safety, while wealthiness is highly determined by the sky.

| Depressing | + | - | Safety | + | - | Wealthy | + | - |
|------------|---|---|--------|---|---|---------|---|---|
| Tunnel roof| 20|   | Tree   | 42|   | Car     | 18|   |
| Bush       | 5 |   | Road   | 6 |   | Bush    | 8 |   |
| Road       | 4 |   | Bush   | 5 |   | Road    | 6 |   |
| Window     | 3 |   | Car    | 4 |   | Hedge   | 4 |   |
| Tree       | 3 |   | Viaduct| 3 |   | Road    | 3 |   |
| Water      | 2 |   | Sidewalk | 2|   | Roof    | 2 |   |
| Wall       | 2 |   | Gate   | 1 |   | Flat    | 2 |   |
| Car        | 1 |   | Grass  | 1 |   | Trash container | 2|   |
| Gate       | 1 |   |        |   |   | Grass    | 2 |   |
|           |   |   |        |   |   | Sign     | 1 |   |
|           |   |   |        |   |   | Shop     | 1 |   |
|           |   |   |        |   |   | Window   | 1 |   |

prediction are present. Figure 2 shows images with GradCAM heatmap for the CNN model; Figure 3 shows the same for the transformer. Comparing the GradCAM overlays across the two models, reveals that the sizes of the highlighted regions in the images are dissimilar. It can be seen that CNN model often attributes importance to a few relatively small areas in the image, while the transformer often attributes importance to a large area. Moreover, the highlighted areas of the transformer model often closely overlapped with objects present in the image, while this is much less the case for the CNN model. This finding is in line with recent literature, e.g. [2] [6].

C. Discussion

Our methodology also has some disadvantages. Firstly, it is important to keep in mind that results presented in this paper depend on a manual analysis of only 100 images per perceptual attribute and only one annotator. Especially because the explainability of images often comprise highlighted regions that do not always clearly overlap with objects, possible biases in the analysis may be present. To establish our findings more firmly, a larger scale study with multiple annotators is recommended.

Secondly, our substantive findings may be biased towards objects that are present in street imagery, such as cars, roads and trees. Objects that often appear in street imagery have an a priori higher probability to be annotated and identified as important for the model’s perception prediction than objects that appear less frequently. Hence, objects that are important for urban perceptions, but are rare to find in street imagery may go undetected in our analysis.

Moreover, our research may not generalise towards other
models or applications. In this study we considered only two computer vision models: ResNet50 and DeiT. As such, we need to be cautious to draw strong conclusions regarding the differences between the two model architectures. Noteworthy in this regard is also the work of Shi et al. [15] and Viering et al. [19]. Shi et al. show that different architectures may generate different explanations. Viering et al. even show that it is possible to manipulate this sort of computer vision models in such a way that they generate any desirable explainability output generated by GradCAM, without degrading the accuracy of the model.

Finally, the landscape objects and attributes that are important for a computer vision model to predict urban space perception, do not necessarily coincide with the objects, attributes and what more, that humans sense to perceive their surroundings. Ultimately, our models only establish associations between objects visible in images and perception scores, they do not establish causality. As such, one should act cautious when using results of our, and similar studies, for urban planning decisions. For instance, there may be objects important to human perceptions that go undetected in street imagery but happen to correlate with objects that are detected. In that case, the policy information extracted from the model may be misguided. More concretely, the presence of small birds, like tomtits, may positively associate with human’s perception of wealthiness of a place, but they may go unnoticed due to their small size in computer vision based studies, like ours. In case tomtits avoid open urban spaces, a computer vision model will (correctly) learn that open urban spaces are associated with a low perception of wealthiness. But, reducing the number of open urban space, may not be sufficient to improve perceived wealthiness, without policies to support bird wildlife.

### IV. Conclusion

This study has shed light on how computer vision models can be used to extract relevant policy information about peoples’ perception of the urban space, without relying on ex-ante explainability. To gain a better understanding of the objects that are associated with human’s perception of the urban space, computer vision models were trained to predict perception based on street imagery. By subsequently analyzing the decision making of these models using GradCAM, we have been able to list the objects that are the most important for the predictions of perceived safety, wealthiness and depressiveness. Some of the discovered objects are well known and reported in earlier studies, such as trees and cars, while other objects are new, such as power cables, blinds and corrugated sheets. The fact that new objects have been detected suggests that our approach can be useful for future studies with a similar substantive objective.

In this study we have considered two different computer vision architectures: a CNN and a transformer. We find that objects that are important for the models’ predictions are different. In particular, the highlighted areas by the GradCAM turned out to be better interpretable for the transformer than for the CNN model. The highlighted regions for the transformer are often larger and better shaped around visible objects. We believe further research is needed to more deeply understand the differences between the explainability of the two studies computer vision architectures. Relatedly, we believe it would be beneficial to have human participants (as opposed to the machine learning researcher) assess the degree of explainability provided by CNN and transformer models.
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