Auditory Cortical Temporal Processing Abilities in Young Adults
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Abstract

Purpose: To evaluate whether cortical encoding of temporal processing ability, using the N1 peak of the cortical auditory evoked potential, could be measured in normally hearing young adults using three paradigms: voice-onset-time, speech-in-noise and amplitude-modulated broadband noise.

Research design: Cortical auditory evoked potentials (CAEPs) were elicited using: (1) naturally produced stop consonant-vowel (CV) syllables /da/-/ta/ and /ba/-/pa/; (2) speech-in-noise stimuli using the speech sound /da/ with varying signal-to-noise ratios (SNRs); and (3) 16 Hz amplitude-modulated (AM) BBN presented in two conditions: (i) alone (representing a temporally modulated stimulus) and (ii) following an unmodulated BBN (representing a temporal change in the stimulus) using four modulation depths; (4) Behavioural tests of temporal modulation transfer function (TMTF) and speech perception using CNC word list were carried out. All stimuli were presented at 65 Db SPL in the sound field.

Study sample: Participants were adults (12 Females and 8 Males) aged 18-30 years with normal hearing.

Results: Results showed: (1) a significant means difference in N1 latency (p<0.05) between /da/ vs. /ta/ and /ba/ vs. /pa/; (2) significant N1 latency prolongation with decreasing signal-to-noise ratios for the speech sound /da/; and (3) the N1 latency did not significantly change for different modulations depths when measured for the AMBBN alone or when following a BBN.

Conclusion: Changes in the N1 latency provide a measure of temporal changes in a stimulus for VOT and speech-in-noise. N1 latency could be used as an objective measure of temporal processing ability in individuals with temporal processing disorder who are difficult to assess by behavioural response.
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Introduction

Auditory temporal processing ability can be defined as the perception of sound or change in a sound within a defined time [1]. Some have argued that the auditory temporal processing is an essential component of most auditory processing capacity, which can be seen at several levels, ranging from neuronal sensitivity to the effects of stimulus onset time, to cortical processing of auditory information such as speech stimuli [1]. A number of studies have shown further that a sustained disruption to auditory temporal processing in newborns and young children can disrupt the perception of speech stimuli, which can lead to poor phonological processing, and in turn to poor reading and language development [2-4]. In particular, this type of causal relationship has been proposed in cases of auditory processing disorder, dyslexia and specific language impairment (SLI) [1,4,5]. Therefore it is important to identify a temporal processing deficit early to minimize subsequent potential impacts on speech, language and reading development. One of the main limitations in identifying such deficits in infants and young children is that these individuals are unable to provide reliable behavioural responses to measures that assess temporal processing. On the other hand, cortical auditory evoked potential (CAEPs) are now emerging as an instrument that can be used to evaluate temporal changes in sound stimuli [6,7], and are considered to represent the perception of temporal differences.

Research has shown that in normal-hearing individuals the auditory cortical area plays a predominant role in encoding temporal acoustic elements of the speech signal such as voice-onset-time (VOT) [8], speech signals in noise [9] and amplitude modulations [10], all of which are crucial to speech and language processing. When identifying words or sentences, human listeners make use of a temporal cue such as VOT to distinguish between stop consonants that differ in timing of onset. In particular, VOT is represented in the primary and secondary auditory cortical area by synchronized activity that is time-locked to consonant release and voicing onset [11]. VOT corresponds to the duration of the delay between the release of the stop consonant and the start of voicing and this feature is related to the timing cues for VOT perception [11,12]. Voiced syllable-initial stop consonants in English (such as /ba/-/da/) have a short time interval between the release of the consonant and the onset of voicing compared with voiceless stop consonants (e.g., /pa/-/ta/). Studies using synthesized speech tokens with onset times of 0–80 ms represent the continuum between /da/ and /ta/ have demonstrated that a delay of 0–30 ms was identified as the voiced /da/, while stimuli with VOT of 50–80 ms were consistently...
identified as voiceless /ta/ [13]. Because the 40 ms stimulus was identified as either sound nearly half of the time, it appears that in a normal auditory system the human listener is required to resolve sounds with at least a 20 ms accuracy to differentiate between voiced and voiceless stop consonants.

The ability of the hearing system to detect and resolve a speech signal embedded in competing background noise is critical for successful communication in difficult listening environment. Numerous factors contribute to the capability to hear a signal in the presence of competing noise, including reduced audibility as well as the way in which signals in noise are encoded through the central and peripheral auditory system. In particular, the cortical auditory system has been involved in discriminating stimuli in background noise; that is, the cortical neurons respond primarily to the stimulus onset but do not fire to continuous static background noise [14,15], which suggests that they must resolve timing differences of milliseconds. In other words, the auditory nerve fibres discharge continuously to the masker so that the signal response is a modulation of the firing rate produced by the masker. In cortical neurons, however, there is no steady discharge to the masker, so that the dynamic range of the neurons are available to encode the onset of the signal [14,15]. Thus, cortical neurons are more effective at encoding the signal-to-noise ratio rather than changes in signal intensity per se [16].

Amplitude modulations within speech (as represented by the speech envelope) are important temporal cues for identifying linguistic contrast [17] and conveying sufficient information for its intelligibility. Temporal smearing of these modulations will affect its intelligibility and therefore speech perception [18]. Psychoacoustic studies have demonstrated that the slow rate of modulation frequencies of 4–16 Hz are both necessary and almost sufficient for correct speech identification in quiet and in noise [18,19]. For example, Drullman et al. [19] investigated the effect of temporal smearing on sentence intelligibility and phoneme recognition. They demonstrated that perceiving only modulations above 16 Hz yields almost the same speech perception threshold for sentences in noise; however, for modulations lower than 16 Hz, sentence intelligibility in quiet is heavily affected. In particular, stop consonant speech sounds are affected more than vowels due to their short duration [19]. It seems that to perceive these modulation frequencies within speech requires a high level of temporal resolution in both frequency and time for adequate perception and intelligibility.

Psychoacoustic testing of temporal processing ability, such as voice-onset-time, speech-in-noise and amplitude modulation detection as a function of modulation frequency, have been used behaviourally to evaluate populations with temporal processing deficits such as auditory neuropathy spectrum disorder (ANSD) [7,20-26] and dyslexia [27-30]. These studies reveal abnormal temporal processing ability in a high proportion of individuals with ANSD and dyslexia, which is assumed to underpin the poor speech perception, language and reading skills measured in these populations. Given the difficulties in testing younger populations behaviourally, objective measures of temporal processing using the CAEP would be an advantage in ensuring early detection and remediation.

The CAEP reflects synchronized electroencephalography (EEG) activity in response to sound stimuli and has been found to maintain high temporal resolution [31,32]. The waveform morphology of the CAEP can be defined in terms of amplitude and latency. These voltage changes over time are presumed to result from post-synaptic potentials within the brain, and are influenced by the amount of recruited neurons, synchrony of the neural response and extent of neuronal activation [33]. The CAEP waveforms are made up of several components, including the P1-N1-P2 complex, which reflects synchronous neural activity of structures in the thalamo-cortical portion of the auditory system in response to stimulus onset and other acoustic changes of a continued stimulus [34,35]. That is, the P1-N1-P2 complex could reflect a change from silence to sound (onset response), sound to silence (offset response), or amplitude or frequency modulations of a sustained tone [36]. Alternatively, it may occur in response to changes in ongoing, more complex, sounds such as speech [37-39]. Martin and Boothroyd [38] first coined the phrase “Acoustic Change Complex” (ACC) to describe the cortical response evoked by a change in stimulus, including changes of spectral envelope alone or of periodicity alone with no change in amplitude, or amplitude alone in the absence of changes of spectral envelope or periodicity [40].

Human electrophysiological studies using CAEPs have demonstrated that the auditory N1 latency is sensitive to temporal cues of the acoustic stimuli rather than intensity cues [7,41,42]. Onishi and Davis [41] demonstrated that the latency of N1 in young adults with normal hearing was shortest with fast stimulus rise times and lengthened as rise times were extended. In contrast, when rise time was held constant, changing stimulus intensity had little influence on N1 latency. Two other studies have supported this finding: Michalewski et al. [7] demonstrated that N1 latency in normally hearing young adults was constant over different intensity levels (50–100 dB SPL) and Rapin et al. [42] showed that N1 latency over different intensity levels (30–70 dB SPL) of pure tones was stable.

Data from single neurones in the primary auditory cortex of anaesthetised cats have demonstrated that it is the SNR rather than the absolute level of the sound that is an essential factor affecting the latency of the evoked potentials [14]. Specifically, Phillips and Farmer [42] showed that when the level of noise was increased, the level of tone also had to be increased by the same amount to maintain an equivalent response from a given cortical neuron; these responses are typically transient and time-locked to signal onset. This finding indicates that latency of the evoked potentials is more sensitive in detecting timing cues of the acoustic signal in the presence of noise rather than the intensity cues of that signal. Previous studies have demonstrated the sensitivity of the N1 latency of the CAEP to temporally different stimuli in normally hearing and in temporally disordered populations. Kaplan-Neeman et al. [43] and Whiting et al. [36] measured changes in the N1 latency to speech-in-noise paradigms using different SNRs in young adults with normal hearing, showing that the latency increases with increasing noise levels. Whiting et al. [36], for instance, increased a broadband noise from 50 to 80 dB SPL in 10 dB steps, while recording cortical evoked responses to speech tokens (/da/ and /ba/) presented at 65 and 80 dB SPL. As the noise level increased, N1 latencies increased systematically. In terms of SNR (20 dB to -5 dB), a systematic N1 latency delay was observed; that is, N1 latencies increased as SNR decreased. In other study, Kaplan-Neeman et al. [43] recorded CAEPs in a /da/-/ga/ discrimination paradigm with varying background noise levels (15 dB to -6 dB). The authors observed a systematic increase in N1 latency as the SNRs decreased for both stimuli. Both studies applied an oddball paradigm to evoke the discriminatory P3 cortical response when individuals perceive a target stimulus.

In a temporally disordered population such as those with ANSD, Michalewski et al. [7] measured the passively evoked N1-P1-N2 cortical response to 1 kHz tones and compared this with the response...
measured in adults with normal hearing. They showed that the N1 latency was prolonged in ANSD and that this prolongation correlated significantly with psychoacoustic testing of gap detection and speech perception. Their findings emphasize the role of the neural synchrony and the degree of auditory nerve responses to the latency N1 component of the CAEP, suggesting that N1 latency may provide a reliable objective testing of auditory temporal processing.

Few studies showed the effect of modulating temporal characteristics of a stimulus on the CAEP. Because of the clinical applicability of this procedure to children with disrupted temporal cues, and the importance of early detection and remediation, this study aimed to develop and evaluate temporal acuity from the auditory cortex by modulating the temporal cues of sound stimuli. In particular, these are changes to voice-onset-time, speech-in-noise ratios and amplitude modulation depths.

Methods

Participants

Twenty young adult participants with normal hearing (8 males, 12 females) aged 18–30 years (mean 25.2, SD 2.2) were recruited. Participants were divided into two groups (A and B) of 10 participants each. Group A participated in voice-onset-time and speech-in-noise testing and group B participated in amplitude-modulation broadband noise testing to reduce the possibility of participants becoming fatigued by the long test time.

All had pure-tone air conduction thresholds ≤ 15 dB HL at octave frequencies from 250 Hz to 8 kHz with normal tympanograms, no history of hearing or speech problems and noise exposure, and no reported previous history of reading or learning problems. All participants included in this study had speech perception scores ≥ 96% using CNC word lists (open-set-speech perception) and normal temporal processing, evaluated using a Temporal Modulation Transfer Function (TMTF) test, the averaged mean was -19 dB (± 1.48 dB).

Procedure

Air and bone conduction pure-tone thresholds were determined using a calibrated clinical audiometer (AC33 Interacoustics two channels) using a modified version of the Hughson and Westlake procedure [44]. Tympanometry used a calibrated immittance meter (GSI-Typ star V2, calibrated as per ANSI, 1987). Tympanograms were obtained for a 226 Hz probe tone. A Consonant-Nucleus-Consonant (CNC) word test was used to assess open-set speech perception ability.

Temporal modulation transfer function (TMTF)

To develop the stimuli for the TMTF test, two sounds were generated: un-modulated broadband noise (BBN) and amplitude-modulated BBN, of 500 ms duration with a rise/fall (ramp) of 20 ms. The stimuli were generated using a 16-bit digital to analog converter with a sampling frequency of 44.1 kHz and low pass filtered with a cut off frequency of 20 kHz. The modulated BBN stimuli were derived by multiplying the BBN by a dc-shifted sine wave. Modulation depth of the AMBBN (fm 16 Hz) stimuli was controlled by varying the amplitude of the modulating sine wave [27,45].

Amplitude modulation detection threshold at low modulation rate (fm 16 Hz) was obtained using an adaptive two down one up, forced choice procedure (2I-2AFC) that estimates modulation depth necessary for 70.7% correct detection [46]. The participants’ task was to identify the interval containing the modulation. No feedback was given after each trial. The step size and thresholds of modulation were based on the modulation depth in decibels (20 log m, where m refers to depth of modulation). The step size of modulation was initially 4 dB and reduced to 2 dB after two reversals. The mean of the last three reversals in a block of 14 were taken as threshold. The poorest detection threshold that could be measured was 0 dB, and corresponded to an AM of one (100% modulation depth); the more negative the value of 20 log m, the better the detection threshold. The Stimuli were played in a computer (a PC Toshiba); the participant received the output of the stimuli that were calibrated using Bruel and Kjaer SLM type 2250, microphone number 419 presented at 65 dB SPL sound field.

Voice-onset-time (VOT)

The main aim of this test was to determine the perceptual distinction between voiced and voiceless stop consonant-vowel-syllables electrophysiologically. Four naturally produced stop consonant-vowel-syllables /da/-/ta/ and /ba/-/pa/ were recorded by an Australian female speaker. These speech stimuli were selected to allow comparison between the current study and the numerous studies in which these stimuli have been used [13,39,47-51]. The speech stimuli used in those previous studies, however, were synthesized, whereas the speech stimuli used in the current study were naturally recorded, resulting in differences between the formant frequencies and the voicing time (see Table 1). In addition, it has been recommended that naturally recorded speech be used for evoked potential research, since the aim is to apply results to speech perception in everyday life [52].

| Stimulus stop CV | VOT (ms) | Formant frequency (Hz) |
|------------------|----------|------------------------|
| /da/             | 0.03     | F0: 180.7              |
|                  |          | F1: 816.1              |
|                  |          | F2: 1465.8             |
| /ta/             | 0.95     | F0: 182.0              |
|                  |          | F1: 801.3              |
|                  |          | F2: 1300.9             |
| /ba/             | 0.06     | F0: 174.8              |
|                  |          | F1: 797.6              |
|                  |          | F2: 1199.8             |
| /pa/             | 0.67     | F0: 189.0              |
|                  |          | F1: 785.1              |
|                  |          | F2: 1143.6             |

Table 1: Details of the stimuli, stimulus type, VOT and formant frequency.

Speech stimuli were recorded using an AKG C535 condenser microphone connected to a Mackie sound mixer, with the microphone positioned 150 mm in front and at 45 degrees to the speaker’s mouth. The mixer output was connected via an M-Audio Delta 66 USB sound device to a Windows computer running Cool Edit audio recording software.
software and captured at 44.1 KHz 16 bit wave format. All speech stimuli were collected in a single session to maintain consistency of voice quality.

After selection and recording, speech stimuli were modified using Cool Edit 2000 software. All speech stimuli of 200 ms duration were ramped with 20 ms rise and fall time to prevent any audible click arising from the rapid onset or offset of the waveform.

The inter-stimulus interval (ISI), calculated from the onset of the preceding stimulus to the onset of the next stimulus was 1207 ms, as it has been shown that a slower stimulation rate results in more robust CAEP waveforms in immature auditory nervous systems [53].

Speech-in-noise

The main aim of the speech-in-noise test (varying SNRs) was to determine the effect of signal-to-noise ratio (SNR) on the CAEP, specifically the N1 latency, in an effort to further our understanding of how noise affects responses to the temporal cues of the speech signal. We developed varying signal-to-noise ratios with the speech stimulus /da/ to measure this ability. The speech stimulus /da/ was naturally recorded by an Australian female speaker using an AKG C535 condenser microphone connected to a Mackie sound mixer, with the microphone positioned 150 mm in front and at 45 degrees to the speaker's mouth. The mixer output was connected via an M-Audio Delta 66 USB sound device to a Windows computer running Cool Edit audio recording software and captured at 44.1 KHz 16 bit wave format. A speech stimulus was of 60 ms duration and ramped with a 20 ms rise and fall time to prevent any audible click arising from the rapid onset or offset of the waveform.

After a speech stimulus was selected and recorded, the broadband noise of 600 ms was generated using Praat software, which changed the signal-to-noise ratio using Matlab software with respect to the 65 dB SPL /da/ sound and then combined them to create a /da/ embedded in different noise levels. Noise levels were 45, 55, 60, 65, 70, 75 and 85 dB SPL. These noise levels were chosen to create seven signal-to-noise ratios (SNRs) (Quiet (+20 dB), +10 dB, +5 dB, 0 dB, -5 dB, -10 dB, -20 dB). The inter-stimulus interval (ISI), calculated from the onset of the preceding stimulus to the onset of the next stimulus was 1667 ms.

Amplitude modulation (AM) of broadband noise

The main aim of this test was to measure the change in the N1 latency of the cortical response to an amplitude-modulated signal. Two stimuli were used: (i) a 300 ms amplitude-modulated broadband noise to determine whether the cortical response was sensitive to temporal changes in a single stimulus and (ii) a 600 ms un-modulated broadband noise followed by a 300 ms amplitude modulated broadband noise to determine whether the cortical response was sensitive to a temporally different stimulus. The modulation frequency was 16 Hz, and all stimuli had a 20 ms rise and fall time. The stimuli were generated using a 16-bit digital-to-analog converter with a sampling frequency of 44.1 kHz and low pass filtered with a cutoff frequency of 20 kHz. The depth of the modulation was controlled by varying the amplitude of the modulating sine wave. The inter-stimulus interval (ISI), calculated from the onset of the preceding stimulus to the onset of the next stimulus was 1307 ms for the first condition and 1907 ms for the second condition.

Stimulus presentation

All stimuli used in these procedures were presented at 65 dB SPL (as measured at the participant's head), which approximates normal conversational level. It was confirmed with each participant that this level was at a loud but comfortable listening level. Presentation was via a loudspeaker speaker placed 1 m from the participant's seat at 0 azimuth.

Set-up

Participants sat on a comfortable chair in a quiet room at Electrophysiology Clinic and watched a DVD of their own choice. The volume was silenced and subtitles were activated to ensure that participants would be engaged with the movie and pay no attention to the stimuli. All participants were instructed to be relaxed, pay no attention to the sounds being presented and not to fall asleep.

Data acquisition

A NeuroScan and 32-channel NuAmps evoked potential system was used for evoked potential recording. All sounds were presented using Neuroscan STIM 2 stimulus presentation system.

Recording

Evoked potentials were recorded in continuous mode (gain 500, filter 0.1-100 Hz) and converted using analog-to-digital sampling rate of 1000 Hz using scan (version 4.3) via gold electrodes placed at C3, C4, Cz with reference electrode A2 on the right mastoid bone and ground on the contralateral ear on the mastoid bone.

Adults participated in two 2 h recording sessions, including the electrode application and CAEP recording. None of the participants showed signs of fatigue during the testing. All sound levels were calibrated using Bruel & Kjaer SLM type 2250, microphone number 419.

Off-line data analysis

EEG files with a ~100 to 500 ms time window were obtained from the continuous file. Any responses on scalp electrodes exceeding ± 50 μV were rejected. Prior to averaging, EEG files were baseline corrected using a pre-stimulus period (~100 ms). Averaging was digitally band pass filtered offline from 1 to 30 Hz (zeroshift, 12 dB/octave) in order to enhance detection of the CAEP components and smooth the waves for the final figures. For each participant, the individual grand average waveform was computed, visually identified and subjected to suitable statistical analyses using SPSS (version 18) to investigate the aims of the current study. The smaller groups of participants necessitated the use of non-parametric analysis.

Results

/da/ vs. /ta/

The Wilcoxon Signed-Rank test was performed to compare the mean N1 latency of the stop CV voiced /da/ vs. voiceless /ta/. Also referred to as the Wilcoxon matched pairs signed rank test, this is the non-parametric alternative to the repeated measures t-test. Results show a significant mean difference in N1 latency between the two conditions (Z=-2.814, p<0.05).
There was an early N1 latency for the stop CV voiced /da/ and later N1 latency for the stop CV voiceless /ta/ as shown in Figure 1A. For example, the mean N1 latency for /da/ was 99 ms (± 4.36 ms) and the mean N1 latency for /ta/ was 108 ms (± 7.20 ms) as shown in Figure 1C.

There was an early latency for N1 for the stop CV voiced /ba/ and later N1 latency for the stop CV voiceless /pa/ as shown in Figure 1B. For example, the mean N1 latency for /ba/ was 100 ms (± 11.21 ms) and the mean N1 latency for /pa/ was 106 ms (± 9.72 ms) as shown in Figure 1C.

The Wilcoxon Signed-Rank test performed to compare the mean N1 latency of the stop CV voiced /ba/ vs. the stop CV voiceless /pa/ showed a significant mean difference between /ba/ vs. /pa/ (Z=-2.809, p<0.05). There was an early latency for N1 for the stop CV voiced /ba/ and later N1 latency for the stop CV voiceless /pa/ as shown in Figure 1B. For example, the mean N1 latency for /ba/ was 100 ms (± 11.21 ms) and the mean N1 latency for /pa/ was 106 ms (± 9.72 ms) as shown in Figure 1C.

The Friedman Test was performed to compare the mean N1 latency of all modulation depths. Results indicated no statistically significant difference in N1 latency of the CAEP across the five modulation depths for the AM-BBN stimulus alone (100%, 75%, 50%, 25%, 0% AM) (Chi square [4]=6.85, p>0.05). In this test condition, when the unmodulated BBN was followed by AM-BBN with 0% amplitude-modulation depth, there was no identifiable N1 component for all participants in the study, as shown in Figure 3B.
Further analysis was carried out using a Wilcoxon Signed-Rank Test to compare the difference between two conditions (300 ms AM-BBN versus 300 ms AM-BBN following a 600 ms BBN) tested at each depth separately. Results show a statistically significant difference in N1 latency between the two conditions at 100% (Z=-2.706, p<0.05), at 75% (Z=-2.708, p<0.05), at 50% (Z=-2.705, p<0.05) and at 25% (Z=-2.707, p<0.05).

Discussion

The aim of this study was to develop and evaluate three electrophysiological measures of temporal processing in normally hearing adults with normal temporal processing abilities measured using TMTF. As previous studies had shown that the N1 latency of the CAEP was more sensitive to the neural timing of the acoustic stimuli than other CAEP components, changes in its latency formed the basis of the study. Overall, we observed a systematic difference in N1 latency for changes in voice-onset time and signal-to-noise ratios but not for the amplitude-modulated BBN presented alone or following an unmodulated BBN. Despite this pattern of results, significant differences of the N1 latency were measured for the AM-BBN alone compared with the same signal following a BBN when tested at each depth separately.

Voice-onset-time

The main finding from the VOT temporal measure was that the latency of N1 cortical responses for the stop voiced CVs /da/ and /ba/ was earlier than for the stop voiceless CVs /ta/ and /pa/ suggesting that normally hearing adults coded the voiced and voiceless stop CV syllables differently. A possible reason for the early latency for the stop voiced CVs /da/ and /ba/ and later latency for the stop voiceless /ta/ and /pa/ is that the voiced and voiceless stop CVs are encoded differently at the cortical level in normal-hearing listeners because of the neural timing differences (temporal spacing) between the two speech stimuli [8]. In the human auditory cortex these temporal cues are represented by the synchronized responses of neuronal populations timed-locked to the onset of the acoustic stimulus [11,47,54]. That is, the CAEP has time-locked components with latencies that are determined by the temporal cues of these speech stimuli.

Our results are consistent with previous studies that have found an early CAEP latency for stimuli with shorter VOT, such as /da/ and /ba/, and later CAEP latency for stimuli with longer VOT, such as /ta/ and /pa/ [13]. In addition, our results support those of previous studies that have proposed N1 latency is sensitive to the neural timing of the acoustic stimuli and can be used as an objective test to evaluate perceptual dysfunction in a disordered population with poor temporal processing ability.

The temporal cue of sounds such as VOT is important for speech perception. For example, a voiced stop consonant in word-initial position such as in /da/ is distinguished from its voiceless counterpart /ta/ by temporal cues. That is, the distinction between these two syllables is the interval between consonant release and the onset of voicing.

Psychoacoustical studies have established the importance of VOTs as a temporal cue for the perceptual discrimination of voiced from voiceless speech sounds. The perception of voicing onset depends mainly on voice-onset-time and the short formant transition from consonant to vowel [55]. Individuals with temporal processing deficits, such as those with ANSD, have been found to have poor perception of voicing onset of stop consonant-vowel syllables. For example, Narne and Vanaja [24] found that individuals with ANSD have speech perceptual errors involving stop consonants (e.g., /d/-/t/ which are distinguished by voice-onset-time, thus perceiving the voiced sound /d/ as voiceless /t/) [24]. VOTs are short acoustic events that have been shown to be important in differentiating stop consonants [56], and the poor perception of voicing onset in individuals with ANSD may reflect their difficulty in detecting the duration of these short acoustic events due to temporal processing disruption [57]. Interestingly, children with language and reading difficulties and associated temporal processing problems also often exhibit impairment in speech sound discrimination, especially VOT contrast [58].

We have shown electrophysiologically in this study that the VOT of stop CV syllables induced a temporal cortical response that systematically varied in N1 latency in a manner related to the time at which stimulus voicing began (see Figure 1D). The implication of these results is important in measuring these four CV syllables /da/, /ta/ and /pa/ that differ in voicing onset electrophysiologically using the CAEP in infants and young children who are suspected to have temporal processing disorders. This type of assessment may perhaps assist in early identification and intervention of temporal processing disruption.

Speech-in-noise

There was a clear effect of SNRs on N1 latency in this study, to the extent that, as the noise level increased, the latency of N1 was significantly prolonged. These results suggest a delay in the cortical neurons to detect the onset of the speech stimulus /da/ with increasing noise level in normally hearing adult participants. With the most difficult listening condition, -20 dB SNR, there was no identifiable N1 waveform for any participant. This finding highlights the possibility that in situations at -20 dB SNR in normal communication, speech intelligibility will be significantly deteriorated in normally hearing adult listeners.
Individuals with ANSD typically complain of an impaired ability to understand speech especially in the presence of background noise [23,59]. The auditory processes that contribute to the speech perceptual deficit in background noise appear to be related to the abnormal temporal processing function in ANSD [26,57]. Cunningham et al. [59] have shown that some individuals with ANSD in their study who have speech perception scores of 90% in quiet had their speech perception scores reduced to 40% when tested at 10 dB SNR and their speech perception scores showed a further marked drop down to 5% at 0 dB SNR. Kraus et al. [20] presented a case study with ANSD, with normal hearing thresholds and speech perception of 100% scores in quiet; however, in the presence of background noise at +3 dB SNR the speech perception scores were 10%. Furthermore, many studies have shown that children diagnosed with language-based learning disabilities, such as dyslexia and specific language impairment, exhibit distortion of the timing of cortical responses when acoustic signals are presented in noise [60,61].

The implication of these results is important for a population with SNR problems, such as ANSD, and for those with temporal processing deficit. Further studies examining speech signal-to-noise encoding in these populations are necessary to understand how listening is impaired by changing temporal information at the level of the cortex. This research may assist in early identification of and intervention for temporal processing disruption in infants, young children and those adults whose auditory temporal processing abilities may be difficult to assess by behavioural measures.

Amplitude-modulated broadband noise

This study of young normally hearing adults found that the N1 peak of the CAEP could be elicited to different modulation depths (100%, 75%, 50%, 25% and 0%). This finding reflects the ability of cortical neurons to detect overall amplitude changes (temporal) within the acoustic signal objectively, even the smallest changes, such as 25% AM. That is, the temporal modulation information within the acoustic stimuli was represented by the N1 component at the level of the auditory cortex. These small changes within the acoustic stimuli are important for speech intelligibility, since human speech consists of time varying signals and the information contained in the dynamic temporal structure is crucial for speech identification and communication. Individuals with poor temporal processing ability have particular difficulty in detecting these small changes in the amplitude of the acoustic signal [22,26,57]. This difficulty consequently affects their speech intelligibility, which is further worsened in the presence of background noise.

Although the results reported here indicate a slight shift in N1 latency when the modulation depths changed in both conditions, this effect was not significant. In the first condition (AM-BBN 300 ms), we assume that the reason behind our not observing significant changes in N1 latency in response to changes in amplitude modulation depths was that the CAEP waveform is dominated by the onset and thus reflects characteristics of the stimulus onset time [11,47,54]. That is, the onset time for all modulation depths (non-stimuli) was 0 ms but the amplitude depths varied; therefore, the cortical neurons were less sensitive to the modulation depths in this condition, and so we were unable to observe significant changes in N1 latency.

For the second condition, un-modulated BBN (600 ms) + AM (300 ms), we assume that the reason for not observing systematic and significant changes in N1 latency in response to varying amplitude modulation depths was that the first N1 latency corresponds to the onset of the un-modulated BBN (600 ms), which is a change from silence to sound (an onset response). Furthermore, the second N1 latency corresponds to the onset of the changing from the un-modulated BBN to AMBBN, which is part of the ongoing stimuli “acoustic changes complex” (ACC), and so the second part reflects the acoustic changes in the stimuli [40]. The ACC has been reliably recorded in our participants and our data confirm that it is possible to detect N1 latency in response to modulation depths of ongoing stimuli. Even though it is possible to detect N1 latency of the ACC responses to AM-BBN part, the response is considerably smaller than that observed to the un-modulated BBN (600 ms). We assume here that the cortical regions activated by the two stimuli (un-modulated + modulated AM-BBN) are not entirely separated, but overlap. In the overlapping region, the “line-busy effect” hypothesis of Stevens and Davis [61] would explain the reduction in overall amplitude of the AMBBN (ACC), because the cortical neurons were already activated (firing) by the un-modulated BBN (onset response) and interfere with synchronous responses to AMBBN (ACC). This overlap would result in an overall decrease in the numbers of cortical neurons that respond synchronously to the AM-BBN [63-82]. Therefore fewer cortical neurons firing to the second part ACC of the ongoing stimuli would evoke smaller responses of the N1 component, which is significantly smaller than that for onset responses of un-modulated BBN. Consequently, we would not observe any significant effect in N1 latency in response to the modulation depths for the ACC.

A second possibility is that the cortical neurons activated by the two stimuli (un-modulated BBN + AM-BBN) are separate; that is, the ACC is a response to a “new sound” which occurred because of the gap between the two stimuli. The ACC in that case is an onset response rather than an ongoing AM-BBN sound, and perhaps there are different populations of cortical neurons firing to that “new sound”.

This N1 latency of acoustic change complex and the behavioural detection of the AM-BBN we obtained can indicate presence or absence of the person’s sensitivity of the AM-BBN detection ability of the ongoing stimuli. Although we did not observe any significant effect on N1 latency, further study of N1 amplitude and other CAEP components, such as P1 and P2 and N2 components, might elucidate whether different generators could be activated in response to the amplitude modulated signal. Clearly, however, much additional work will be needed to establish the clinical utility of this measure.

Conclusion

The results from the present study suggest that N1 latency can be used as an objective testing of temporal processing ability in participants with a temporal processing disruption who are particularly challenged by the presence of background noise and who are difficult to assess by behavioural response. However, further work needs to be done with a larger population with normal hearing and with a temporally disordered population to clinically validate these tests. The present study represents the first publication of normative data for adults responding to one of our electrophysiological temporal processing measures (AM-BBN). However, as this the first time we have measured the AM paradigm and the aim was to investigate whether N1 latency could be elicited in response to different AM depths in young adults, further investigation is necessary to understand the relation between N1 amplitude and AM.
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