Improving the dynamic range of single photon counting kinetic inductance detectors
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Abstract. We develop a simple coordinate transformation which can be employed to compensate for the nonlinearity introduced by a Microwave Kinetic Inductance Detector’s (MKID) homodyne readout scheme. This coordinate system is compared to the canonically used polar coordinates and is shown to improve the performance of the filtering method often used to estimate a photon’s energy. For a detector where the coordinate nonlinearity is primarily responsible for limiting its resolving power, this technique leads to increased dynamic range, which we show by applying the transformation to data from a hafnium MKID designed to be sensitive to photons with wavelengths in the 800 to 1300 nm range. The new coordinates allow the detector to resolve photons with wavelengths down to 400 nm, raising the resolving power at that wavelength from 6.8 to 17.
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1 Introduction

An MKID is a superconducting resonator sensitive to incident radiation through perturbations in its surface impedance.\textsuperscript{1} Broken Cooper pairs inside the superconductor increase the resonator’s kinetic inductance and microwave loss, resulting in changes to its resonance frequency, $f_r$, and internal quality factor, $Q_i$. When the signal is a constant flux of photons, the fractional change of the resonance frequency, $\delta f_r/f_r$, and the change of the inverse internal quality factor, $\delta Q_i^{-1}$, are proportional to the absorbed power in the detector. However, if an MKID’s responsivity is high enough, $\delta f_r/f_r$ and $\delta Q_i^{-1}$ resolve the individual photon absorption event. A photon’s energy, then, can be extracted from the overall size of the signal. These types of MKIDs are called single photon counting, and examples of them include lumped element optical to near-IR detectors,\textsuperscript{2–6} X-ray thermal kinetic inductance detectors,\textsuperscript{7–10} and position dependent strip detectors.\textsuperscript{11, 12}

The properties of an MKID are encoded in the forward scattering matrix element, $S_{21}$, of the resonator. We extract these properties by fitting $S_{21}$ as a function of the probe frequency, $f_g$, from a microwave signal generator.

$$S_{21}(f_g) = \frac{Q_c + 2iQ_cQ_i(x + x_a)}{Q_c + Q_i + 2iQ_cQ_i x}$$  \hspace{1cm} (1)

$Q_c$ is the coupling quality factor, related to the strength of the interaction with the transmission line, and $x = (f_g - f_r)/f_r$ is the fractional detuning of the generator frequency. $x_a$ parameterizes the resonance asymmetry caused by impedance mismatches and stray couplings in the system.\textsuperscript{13, 14} This functional form for $S_{21}$ ensures that $x_a$ is independent of changes in the total quality factor, $Q = (Q_c^{-1} + Q_i^{-1})^{-1}$, which will be important as we discuss the signal coordinates.

Nonlinearities associated with the energy circulating inside of the resonator can modify the forward scattering matrix element. For the resonators discussed later in this paper, a reactive
Fig 1 Two coordinate systems are represented with respect to a hafnium MKID, described in detail in reference 2. Averaged response trajectories for three different photon energies are plotted in the $I/Q$ plane. Their dependence on time are also shown to the right of each main plot. Left: The $\Theta_1$ and $D_1$ coordinates do not appropriately decompose the larger signal into components that scale with the photon energy. Right: Both the compression in phase and dissipation are corrected for with the $\Theta_2$ and $D_2$ coordinates introduced in section 3, leaving only nonlinearities intrinsic to the detector itself like the energy dependent decay time in $\Theta_2$ and the delayed response in $D_2$. These coordinates are normalized such that they are approximately equal to the $\Theta_1$ and $D_1$ coordinates near the resonator’s equilibrium point. Their units are written as radians to identify this scaling.

nonlinearity must be included which sets up a feedback effect between generator and resonance frequencies. The generator detuning becomes a function of the microwave power in the resonator, modifying our previous expression for $x$ to

$$x = \frac{f_g - f_{r,0}}{f_{r,0}} + \frac{a/Q}{1 + 4Q^2x^2}. \quad (2)$$

Here, $a$ is a unitless parameter proportional to the power of the generator tone and $f_{r,0}$ represents the low power resonance frequency.

Tracking the signals $\delta f_r / f_r$ and $\delta Q_i^{-1}$ in real-time requires complex algorithms and hardware. Moreover, these systems typically do not have the required bandwidth to readout single photon detectors. Instead, a homodyne readout scheme is typically used to downconvert the detector response to a finite bandwidth around each readout tone, resulting in an in-phase, $I$, and quadrature, $Q$, signal from a mixer. In the adiabatic case, where changes to $I$ and $Q$ occur at frequencies $f \ll f_r/(2Q)$, and after calibrating out effects from amplification and cabling, $Z = I + iQ$ is proportional to the forward scattering matrix element of the resonator.

When analyzing photon events, $I(t)$ and $Q(t)$ are often transformed into a polar coordinate system, referenced to the loop center and radius. Mathematically, they are represented by the
following equations:

\[ \begin{align*}
\Theta_1(t) &\equiv \arg \left[ 1 - Z(t) - \frac{Q}{2Q_c} + iQx_a \right] \\
D_1(t) &\equiv \left| \frac{1 - Z(t) - \frac{Q}{2Q_c} + iQx_a}{\frac{Q}{2Q_c} - iQx_a} \right| - 1.
\end{align*} \]  

(3a) (3b)

Figure 1 (left) shows these coordinates with respect to \( S_{21} \) and an example photon response trajectory.

\( \Theta_1 \) and \( D_1 \) are commonly referred to as phase and dissipation coordinates since in the adiabatic limit they are proportional to the fractional detuning and dissipation perturbations. We can see this by setting \( Z(t) = S_{21} \) with \( x \to x + \delta x(t) \) and \( Q_i^{-1} \to Q_i^{-1} + \delta Q_i^{-1}(t) \) in equations 3a and 3b. To first order in the small signals this approximation gives

\[ \begin{align*}
\Theta_1(t) &\approx -\frac{4Q}{1 + 4Q^2x^2} \delta x(t) \quad (4a) \\
D_1(t) &\approx -\frac{2Q}{1 + 4Q^2x^2} \delta Q_i^{-1}(t). \quad (4b)
\end{align*} \]

Note that the parameters \( x \) and \( Q \) are the fit parameters from the original fit to \( S_{21} \) and are constant. For larger signals, however, equations 3a and 3b are not proportional to \( \delta x \) and \( \delta Q_i^{-1} \). The signals mix and saturate as the resonance frequency moves further away from \( f_g \). Even worse, \( D_1 \) is not monotonic as a function of \( \delta Q_i^{-1} \).

In the next sections, we explore how these effects can degrade a detector’s resolving power—defined as the photon energy over the full-width half-max spread in the estimated energy. The paper is organized as follows: Section 2 discusses the derivation of the filtering method for estimating the photon energy and why it is often preferred over more complicated analysis methods. In section 3, we address some of the issues with using the polar coordinates with this filtering method by introducing a new data coordinate system. Finally, these new coordinates are applied to data from a hafnium optical to near-IR MKID in section 4, and the resulting resolving power is compared to that obtained with \( \Theta_1 \) and \( D_1 \).

### 2 Photon Energy Estimation

In principle, the nonideal behavior of the coordinates can be accounted for by properly modeling the detector response. The most general model with a one-to-one correspondence to the photon energy, \( E \), may be written as

\[ m(t; \xi) = r(t - t_0; E) + \delta, \]

where \( t_0 \) is the photon arrival time and \( r \) is a two-component vector containing the energy dependent phase and dissipation response. Since we can only measure data in finite time intervals, a constant offset \( \delta \) is also included as a parameter to model noise at frequencies below the dataset’s bandwidth. For brevity, we use \( \xi \) to denote all of the parameters in the model.

By using equation 5, we are ignoring the possibility that there may be many different responses for a given energy. In MKIDs the most common cause of this effect is from a nonuniform detector
response or phonon losses, both of which result in an unavoidable degradation of the detector’s resolving power.\textsuperscript{8,18} Since these effects cannot be addressed by any analysis technique we do not consider them further. Systematic errors like gain and response drifts can also invalidate this model. However, since these variations can be corrected for when they exist\textsuperscript{19} and are not present in the data discussed in the next section, they are, likewise, not considered further.

Having a response model allows us to construct a maximum likelihood estimate for the absorbed photon energy by assuming Gaussian noise and minimizing $\chi^2$ with respect to $\xi$.

$$\chi^2(\xi) = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \Delta^T(t; \xi) C^{-1}(t, t'; \xi) \Delta(t', \xi)$$

(6)

$\Delta(t; \xi) = d(t) - m(t; \xi)$ represents the residual between the data, $d$, and model. $C$ is the covariance matrix that, in the case of nonstationary noise, depends on the model parameters including the photon energy.

Under the above assumptions and assuming that all photon events are well isolated in time, this strategy for computing the photon energy results in an unbiased energy estimator with the minimum possible variance even after digitizing to discrete time steps.\textsuperscript{20,21} However, $r(t; \xi)$ and $C(t, t'; \xi)$ can be challenging to construct as continuous functions of their parameters. Generative physical models,\textsuperscript{22,23} principal component analyses,\textsuperscript{7,24} and template interpolation\textsuperscript{25,26} have been suggested as ways to properly formulate these functions. However, minimizing equation 6 then becomes a nonlinear optimization problem which cannot be solved in real-time.

Detector arrays with many pixels and with high count rates require real-time photon energy estimation to reduce the memory required to save a dataset. This condition restricts the analysis to linear algorithms consisting of, for example, filtering operations or matrix multiplications. Tangent filtering has been suggested as one way to linearize a model around a particular energy but also requires several tangent plane calculations to fully cover a detector’s bandwidth.\textsuperscript{27}

If the response shape is a constant function of energy, though, minimizing equation 6 simplifies to a more robust linear filtering method for determining the photon energy. This is the case for the linear photon response model is given by

$$m(t; \xi) = A(E) s(t - t_0) + \delta,$$

(7)

where $s$ is the template response shape normalized so that the calibration function, $A(E)$, represents the sum of the response amplitudes in each dimension for a photon with energy $E$. $A(E)$ converts between energy and detector response and is typically computed by averaging many photon events together at different energies and interpolating between them. $s$ is measured similarly but is independent of $E$. Assuming stationary noise, $s(t)$ is used to make the filter function, $h(t)$.

$$\tilde{h}(f) = \begin{cases} J^{-1}(f) \hat{s}(f) / \hat{s}^T(f) J^{-1}(f) \hat{s}(f) & f \neq 0 \\ 0 & f = 0 \end{cases}$$

(8)

where the tilde denotes the Fourier transform and $J(f)$ is the power spectral density matrix of the noise.

The photon energy which minimizes equation 6 can then be retrieved by finding the maximum of the convolution between the filter and the data and transforming from response amplitude to energy by inverting $A(E)$.

$$\hat{E} = A^{-1} \left( \max_t \{ [h^T * d](t) \} \right)$$

(9)
3 Coordinate Transformation

For phase responses greater than $\sim 110^\circ$, the coordinates defined by equations 3a and 3b introduce an energy dependent response shape in violation of the assumptions used to derive equation 9. If we could use phase and dissipation coordinates that do not have these artificial effects, energy estimation with the filtering method may become more accurate. With this motivation, we introduce a new coordinate system.

Since we expect $\frac{\delta f_r}{f_r}$ and $\delta Q_i^{-1}$ to be proportional to the photon energy, these variables are, perhaps, the most obvious choice for the new coordinates. However, the reactive current nonlinearity described by equation 2 requires a real-time estimate of the internal quality factor to solve for $\frac{\delta f_r}{f_r}$, amplifying the noise. Instead, we use $\delta x$ as the phase component, which is more linear with photon energy than $\Theta_1$ and approximately equal to $\frac{\delta f_r}{f_r}$ if no reactive nonlinearity exists. $\delta x$ and $\delta Q_i^{-1}$ can be solved for in terms of $I$ and $Q$ by using the adiabatic equivalence between the mixer output, $Z$, and $S_{21}$.

$$\Theta_2(t) = \frac{-4Q}{1 + 4Q^2x^2}\delta x(t)$$
$$= \frac{-4Q}{1 + 4Q^2x^2}\left[\frac{Q(t) + 2Q_c x_a (I(t) - 1)}{2Q_c |1 - Z(t)|^2} - x \right]$$ (10a)

$$D_2(t) = \frac{-2Q}{1 + 4Q^2x^2}\delta Q_i^{-1}(t)$$
$$= \frac{-2Q}{1 + 4Q^2x^2}\left[\frac{I(t) - |Z(t)|^2 + 2Q_c x_a Q(t)}{Q_c |1 - Z(t)|^2} - Q_i^{-1} \right]$$ (10b)

The prefactor in both equations normalizes $\Theta_2$ and $D_2$ to the polar coordinates in the small signal limit using equations 4a and 4b. The normalization facilitates the comparison between the two transformations, shown in figure 1, by making them equal near the origin, but it is not critical to the implementation of this method.

This new coordinate system compensates for the saturation in both the phase and dissipation signal, making a linear model for the photon response more valid. Additionally, for MKIDs where the majority of the noise power in the relevant bandwidth comes from two-level systems, the noise becomes stationary. The power spectral density of the noise, $J(f)$, can then be used in place of the covariance matrix $C(t, t'); \xi)$. In contrast, the amplifier noise becomes nonstationary. Care should be taken to properly model the noise if this component limits the resolving power.

4 Application to Data

To test the effectiveness of equations 10a and 10b, we analyze data from a hafnium MKID array designed to be most sensitive to photons in the 800 to 1300 nm wavelength range. This device has been previously characterized in reference 2 using a high-electron-mobility transistor (HEMT) amplifier as the lowest temperature amplification stage. In order improve the data quality, we use the parametric amplifier readout discussed in reference 18 which lowers the amplifier noise to near the quantum limit.

In this configuration, the time domain noise—from either two-level systems or amplifiers—no longer dominates the uncertainty in the measured photon energy. Instead, phonon losses to the
substrate, a nonuniform detector response, and response shape nonlinearities limit the achievable resolving power for the detector. Therefore, no significant penalty is incurred by ignoring the nonstationary aspects of the noise and using equation 8 to calculate the filter. If this were not the case, more care would need to be taken to estimate the full covariance matrix when constructing the filter.

The potential template functions for use in computing the filter are shown in figure 2 for several photon energies in each coordinate system. If the linear photon response model from equation 7 were fully satisfied, these templates would be identical for each energy. We see that the compression in the phase and dissipation coordinates is successfully corrected with $\Theta_2$ and $D_2$, but some nonlinearities still exist. In particular, both the response ring-up and decay times are nonthermal which lead to an intrinsic energy dependence in the response shape. Additionally, for higher energy photons, the onset of the dissipation response becomes slightly delayed with respect to that of the phase response. Some improvement to the analysis may be achieved by properly accounting for these effects. However, since we are only evaluating the effectiveness of the new coordinate system with respect to the linear filtering method, we will not discuss them further and use the 1110 nm template as $s(t)$ for both coordinates and all photon energies. This choice is somewhat arbitrary and the results do not change significantly if any of the five lower energy functions are chosen. The two highest energy functions are avoided because they are much less representative of the larger dataset.

The points used to construct the calibration function, $A(E)$, for each coordinate system are shown in figure 3. As expected the new coordinates significantly improve the detector linearity. The dissipation response becomes completely linear, and the saturation in $\Theta_1$ above 1.6 eV is removed. However, the reactive current nonlinearity in the resonator causes $\Theta_2$ to become nonlinear.

Fig 2 Shown are averaged photon responses of a hafnium optical to near-IR MKID for seven different laser energies. The functions are normalized to be compatible with equation 7 as $s(t)$ and should all lie on top of each other if the response shape is a constant function of energy. Left: The old coordinates, $\Theta_1$ and $D_1$, both show a strong energy dependence. Right: The energy dependence is almost fully removed for $D_2$. $\Theta_2$ still depends on energy but shows the expected trend of a faster decay for higher energy photons due to the higher quasiparticle density.
resulting in small changes to the response shape across the measured energy range. Since there are already much larger response shape energy dependencies in the data, this effect does not influence the resolving power.

With both the template and calibration, we use equation 9 to estimate the photon energies from the seven lasers. The resolving power is extracted by approximating the resulting distributions with a Gaussian kernel density estimate. The results are presented in table 1 for four different coordinate combinations.

For the five lowest energies using only phase data, $\Theta_2$ provides no benefit over $\Theta_1$ and actually performs slightly worse. The small amount of signal saturation in $\Theta_1$ helps to counteract the energy dependence in the response shape. As expected, however, the removal of the response shape compression allows $\Theta_2$ to outperform $\Theta_1$ at the highest two energies. Moreover, using both the phase and dissipation coordinates generally improves the resolving power over just using the phase coordinate, but at the highest two energies the nonlinearity in $D_1$ is strong enough to reduce the resolving power. This effect is not seen with the $\Theta_2$ and $D_2$ coordinates, and they produce the best results over the entire energy range.

5 Conclusion

The traditionally used polar coordinates for analyzing MKID data have significant shortcomings for large signals in single photon detectors. The resulting signal compression is an artifact of the homodyne readout scheme and not of the underlying detector response. It is, therefore, possible to define a set of coordinates which removes this compression. This benefit is of primary importance.
Table 1 The resolving powers are given for a hafnium optical to near-IR MKID in different conditions. Seven different photon energies and four different coordinate combinations are presented. The new phase and dissipation coordinates, $\Theta_2$ and $D_2$, outperform the other options.

| Energy [eV] | Resolving Power $[E/\Delta E]$ |
|-------------|---------------------------------|
|             | $\Theta_1$ | $\Theta_1 & D_1$ | $\Theta_2$ | $\Theta_2 & D_2$ |
| 3.03 (406 nm) | 6.7 | 5.0 | 14 | 17 |
| 1.87 (663 nm) | 9.9 | 8.6 | 13 | 13 |
| 1.52 (814 nm) | 12 | 13 | 9.6 | 12 |
| 1.35 (917 nm) | 11 | 12 | 9.3 | 12 |
| 1.27 (979 nm) | 11 | 12 | 9.6 | 12 |
| 1.12 (1110 nm) | 9.8 | 9.4 | 8.3 | 10 |
| 0.946 (1310 nm) | 8.4 | 8.4 | 8.1 | 9.6 |

to detectors whose data must be analyzed in real-time but may also be useful in combination with more complex algorithms by effectively reducing one source of nonlinearity.

We have shown that these new coordinates significantly extend the dynamic range of the current generation of optical to near-IR MKIDs when using the linear filtering method for extracting the photon energy. The resolving power at 400 nm is more than doubled without needing to rely on more computationally expensive algorithms to account for the energy-dependent response shape. Further sources of response shape nonlinearity may also become more easily modeled in the new coordinate system as it is more clearly linked to the detector response.

Other types of single photon counting MKIDs could also benefit from this coordinate transformation. In particular, thermal kinetic inductance detectors do not have any of the residual response shape nonlinearities seen by optical to near-IR MKIDs and may see all of the response shape energy dependence removed by this method. Any resulting improvement to the resolution of these detectors, however, would depend on the response shape nonlinearity being the primary source of uncertainty in the measured photon energy.
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