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Cloud computing is a new way of data storage, where users tend to upload video data to cloud servers without redundantly local copies. However, it keeps the data out of users’ hands which would conventionally control and manage the data. Therefore, it becomes the key issue on how to ensure the integrity and reliability of the video data stored in the cloud for the provision of video streaming services to end users. This paper details the verification methods for the integrity of video data encrypted using the fully homomorphic crytosystems in the context of cloud computing. Specifically, we apply dynamic operation to video data stored in the cloud with the method of block tags, so that the integrity of the data can be successfully verified. The whole process is based on the analysis of present Remote Data Integrity Checking (RDIC) methods.

1. Introduction

In the current era of rapid development of the Internet and big data technologies [1–5], the emergence of cloud computing becomes inevitable. Cloud computing provides large enterprises with an on-demand solution that enables companies to lease cloud service in the form of infrastructure or software to conduct tasks, e.g., data management, business expansion and service provision [6]. Cloud computing also provides individuals with a variety of cloud services. Typically, cloud provisions of video services have greatly improved the user experience [7]. Video data stored in the cloud share some common characteristics, e.g., large volume, high redundancy, and fast real-time requirement. The compressed video data requires functions such as data location indexing and controllable coding rate. However, cloud computing has been controversial regarding its security since its inception, and users cannot be guaranteed the security of video data in the cloud. In other words, tenants cannot fully trust cloud service providers [8]. Firstly, in multitenant resource sharing environment, tenants normally express concern about their video data which could be leaked, falsified, and unauthorizedly spread by cloud service providers or other tenants. Secondly, there is a risk of illegal access because virtual machines cannot be effectively and securely isolated. Thirdly, data and processes in cloud computing often exist in a distributed manner; data belonging to multiple parties needs to be shared with assurance of leakage free and verified integrity [9]. These characteristics of video data determine that video data encryption should generally meet the following requirements.

(i) Security. Security is the primary requirement for data encryption. It is generally accepted that when the cost of deciphering the password is greater than that of directly purchasing the video, the cryptosystem is secure. Since the video data can also be regarded as ordinary binary data, conventional passwords can be used in video encryption. In addition, the large amount of video data gives rise to the increased level of difficulty when code-breakers inevitably perform a large number of decoding operations on the encrypted data. Therefore, some typical and fast encryption algorithms can be applied to ensuring security.

(ii) Compression Ratio. Generally speaking, the amount of data before and after encryption and decryption remains unchanged, so the compression ratio keeps unaltered. This feature is called compression rate invariability. Data encryption using the algorithm with the compression rate invariability does not change the physical space in
storage. The transmission rate of encrypted data remains the same.

(iii) Real-Time. As it is required for real-time transmission and access of video data, the use of encryption and decryption algorithms cannot insert too much delay. Therefore, the encryption and decryption algorithms need to be fast.

(iv) Data Format Invariability. The invariability of the data format defined here means that the format of the video data before encryption and after decryption remains unchanged. This feature brings a number of advantages. The important one is to make the time positioning of video data possible. This enables the support of the addition, deletion, cut, and paste operations to the video data.

(v) Data Operability. In some cases, it is required to directly operate on the encrypted data without having to perform the cumbersome process of decrypting and then encrypting. These operations include rate control, image block clipping, addition, and deletion. The algorithms with which some operations become still operable after data is encrypted is said to have data operability.

In the past ten years, there have been many encryption algorithms applied to MPEG video streams [10]. All algorithms can meet different levels of security requirements. Most of the algorithms ensure the real-time nature of video streaming and display processing. Some of them guarantee that the compression ratio is unchanged. In addition, compatibility, operability, abnormality [11], and routing [12, 13] have also been addressed in other algorithms. Based on the difference between the encryption algorithm and the compression coding process, we divide the existing algorithms into the following categories [14]. The first is the direct encryption algorithm in which video data is considered as ordinary data to be directly encrypted. Therefore, the algorithms in this category do not have compatibility. The second is called the selective encryption algorithm in which video data is partially and selectively encrypted, and those algorithms are compatible. The third is called the encryption algorithm with compression function. The algorithms in this category combine encryption process, the compression and encoding process together, so that they embrace the features of being compressive, compatible, and operable.

This paper proposes a video data integrity checking method based on homomorphic encryption. The user can verify the integrity of the data and support public verification and data dynamics. Using homomorphic tags can greatly reduce the bandwidth requirement for video data integrity checking solution. The proposed method and implemented services are deployed on the cloud system, which reduces the cloud user’s communication and computational overhead. It is proved to be feasible through security analysis and performance analysis with experimental results.

2. Related Work

Resource monitoring is an important part for resource management of cloud platform. It provides the basis for resource allocation, task scheduling and load balancing [15]. Since the cloud computing environment has the characteristics of transparent virtualization and resource flexibility, it is infeasible to apply conventional methods to protect the data security in the cloud platform. Additionally, the collection, transmission, storage, and analysis of a large number of monitored data will bring much cost. Therefore, it is of critical importance to develop new tools suitable for monitoring data in the cloud.

The cryptographic protocol is an essential part of most security modules [16]. In a broad sense, all cryptographic protocols are a special case of secure multiparty computation. They are widely used in many fields, such as financial trading, social networking, real-time monitoring, and information management. Conventional cryptographic protocols often include multiple participants, who may be trusted parties (e.g., the user and authenticated participants) or untrusted parties (unauthenticated participants). Theoretically, all protocols with untrustworthy parties have the potential for the adoption of full homomorphic encryption. Therefore, most applications of all-homomorphic encryption can be considered as a secure multiparty computation. Fully homomorphic encryption allows various operations to be carried out to encrypted data without a private key. This enables computing of sensitive data with encryption to be outsourced, so that data security and privacy problems in the current development of cloud computing can be effectively solved [17]. The general application framework of all-homomorphic encryption is shown in Figure 1.

The homomorphic encryption algorithm is the data obfuscation algorithm in code obfuscation [18]. The data in the program not only contains numbers but also characters. It is insufficient to use homomorphic encryption to numbers only. Moreover, the execution efficiency of the program will be slowed down after the code is obfuscated. The Fourier transform can reduce the amount of calculation and the length of the ciphertext. It can also improve the operational efficiency of the program while ensuring security. The data obfuscation in code obfuscation includes polynomial obfuscation, data conversion obfuscation, etc. Their disadvantage is that the data is easily exposed during encryption and decryption. The relationship between reverse engineering and obfuscation algorithms is shown in Figure 2.

The homomorphic encryption algorithm operates internally, and it can be processed without decryption. As the increase in demand for information security becomes apparent, especially in the applications of cloud computing and e-commerce, research on homomorphic encryption algorithms is constantly deepening [18].

It has been found that not only homomorphic encryption can be applied to cloud computing, a number of computing functions that satisfy multiple additions and few multiplications are also useful for privacy-preserving cloud services. For example, averaging does not require multiplication. Standard deviation requires only one multiplication, and some predictive analysis such as logistic regression requires very few multiplications. In the homomorphic encryption schemes [19], schemes like RSA satisfy the multiplicative homomorphism [20] and others like Pailler satisfy the
3. Video Data Integrity Verification Scheme

3.1. Security Model. In the process of checking the integrity of cloud video files using a protocol based on a homomorphic algorithm, the cloud storage server sends users the integrity proof without including a subset of video files or video files after calculation. After receiving the integrity proof, users perform verification locally to determine whether the target data block is intact in the cloud. The Diffie-Hellman system [23], RSA system [24], and bilinear pairings [25] are common homomorphic algorithms in this type of protocol. The execution process of these protocols can be mainly divided into the following 7 steps:

1. **Cloud Service Application**
   - Cloud Service Application
   - Cloud Service Cooperation

2. **Untrusted Party**
   - Cloud Service Application
   - Data Processing Algorithm
   - Untrusted Memory

3. **Trusted Party**
   - User
   - Clear Text
   - Encrypted Text
   - Homomorphic Encryption/Decryption Scheme

4. **Other Participants**
   - Load
   - Save

5. **Request**
   - Request
   - Request Response

6. **Not Processed**
   - Not Processed

7. **Processed**
   - Processed

Figure 1: General application framework of fully homomorphic scheme.

Figure 2: The relationship between obfuscation algorithm and reverse engineering.

additive homomorphism [21]. FHE has the property of finite homomorphic operations and is more efficient. In addition, it has a shorter ciphertext size.

When using the protocol based on the homomorphic algorithm to check the integrity of the cloud video files, the network bandwidth resources are consumed much less during the execution process. This is because the servers only need to transfer the integrity evidence to users without returning actual video files. Therefore, it enables users to timely detect whether the video files stored in the cloud are corrupted or lost. It saves users more time for data recovery [20]. However, the data integrity verification protocol based on the homomorphic algorithm usually involves multiple large integer exponentiation operations or multiplication operations on the elliptic curve. This fact gives rise to a larger amount of computation. Specifically, for users with limited computing power [22], it takes a long time for homomorphic tags to be generated for video file blocks before uploading video files to the cloud. The computation of the validity of the integrity evidence also requires more time. Although the cloud servers have powerful computing capability, they will consume many resources while performing integrity verification for a number of users.
Step 1 (initialize parameters). The user and the cloud server negotiate a set of parameters that are shared by both parties.

Step 2 (initialize keys). Keys are usually asymmetric in the algorithm. The public key is disclosed after the user initializes the key, but the private key is kept by the user.

Step 3 (generate homomorphic tags). The user firstly breaks the video file into blocks with the certain size before uploading the video file to the cloud server. Then the user generates a homomorphic tag locally for each video file block. The video file block and the user’s private key are taken as input, and the homomorphic tag is the output.

Step 4 (store video files and tags). The user will store and manage the video file and the tag. Then the user uploads the video file to the cloud for online storage. The local copy is deleted to release the local storage space after the transfer is completed. The homomorphic tag can be stored locally, or it cannot be uploaded to the cloud server until it is encrypted using a symmetric encryption algorithm.

Step 5 (the user initiates a verification challenge). The user generates random numbers locally and constructs a challenge message. Then the user transmits the message to the server.

Step 6 (produce evidence of integrity). The server parses the challenge message and reads the corresponding video file block. The algorithm of producing the integrity evidence consists of three inputs, i.e., the video file block, the challenge message, and the parameter obtained in Step 1. The output is the integrity evidence of the video file block. The server returns the resulting integrity evidence to the challenge initiator.

Step 7 (verify the integrity evidence). The user verifies the legitimacy of the integrity evidence after receipt. The algorithm used in this step usually consists of three inputs, i.e., integrity evidence, homomorphic tag and user public key. The output is a Boolean value, representing whether the integrity evidence is valid.

The formal definition and security definition of data integrity verification are based on full homomorphic encryption. The security model used in this article is shown as follows:

Step 1 (initialize). Challenger runs initialization algorithm and enters related security parameters \( k, \lambda_p, \lambda_q, m, \) and \( s \). He will obtain the homomorphic key \( K \) and private key \( sk \), pass the public key to the opponent. The expression is \( \text{KeyGen}(1^k, \lambda_p, \lambda_q, m, s) \rightarrow (K, sk) \), where \( m \) is the number of message sectors and \( s \) is a random seed.

Step 2 (generate). This stage is performed by the data owner to generate the tag for the video file. The user inputs the homomorphic key \( K \), the private key \( sk \), and the video file \( F \) to output tag set \( T \), which is the sequential set of tags for each block. The expression is \( \text{TagGen}(K, sk, F) \rightarrow T \).

Step 3 (challenge). The data owner executes the algorithm to generate challenge information by blocks as input.

Step 4 (guess). Cloud Storage Service (CSS) executes the algorithm to generate integrity verification by taking inputs of video file, tag set, and challenge.

Step 5 (prove). The data owner executes the algorithm, using the validation \( p \) returned by CSS to check the integrity of the video file. The owner takes inputs of the homomorphic key \( K \), the private key \( sk \), challenge \( chall \), and verification \( p \). He obtains the output 1 if \( p \) is correct, and 0 otherwise. Its expression is \( \text{Verify}(K, sk, chall, p) \rightarrow [1, 0] \).

3.2. Video Integrity Verification Method Based on Fully Homomorphic Encryption. The video file is stored in blocks, and the data block is used as the minimum unit in the later stages of label generation and evidence verification. In the initialization phase, a series of initialization parameters are generated for the establishment of the hash function. The encryption is performed using the fully homomorphic encryption function. The algorithm \( \text{KeyGen}(\lambda_p, \lambda_q, m, s) \rightarrow k \) is applied to obtain the homomorphic key \( k = (p, q, \overline{g}) \).

In the tag generation phase, the client uses a pseudorandom number generator to generate a series of pseudorandom numbers and then multiplies the video file blocks with pseudorandom numbers to obtain the \( tag \). The client sends the video file blocks \( b_i \), tag, and \( p \) to the server but saves the generator \( \overline{g} \), the hash parameter \( G \), and the seed used by the pseudorandom number generator. In the challenge phase, the client uses a pseudorandom number generator to generate \( n \) random challenge blocks and then sends it to the server. During the evidence generation phase, the server computes evidences \( b_i \) and \( t_i \) for the data block and label, respectively; they are later returned to client. In the evidence verification phase, the client uses seed to regenerate the corresponding pseudorandom number and verifies that the \( t_i \) returned by the server is same as the client-specified \( t_i \). It also verifies whether \( t_i \) corresponds to the correct \( b_i \).

Finally, it is required to conduct security analysis to this verification scheme. In the challenge phase, the challenger randomly generates \( k \) challenge blocks and sends them to \( A \). \( A \) generates the integrity verification \( P \) of the challenge block. If \( P \) passes the verification, then \( A \) is considered to have completed a successful deception. Suppose \( A \) deletes the challenger’s data block and it returns any data block and its corresponding label to the challenger. It can be verified that the returned \( b_i \) and \( t_i \) are the correct counterparts, but \( A \) does not know the random number used to construct tag. What the challenger does is to homomorphically hash the received data block and then generate the pseudorandom number with the same seed as the one used to generate tag. The tag is reconstructed and compared with the tag returned by \( A \). The data blocks and tags returned by \( A \) are specified by the challenger.

The video file \( F \) is represented as a matrix of \( m \times n \), and each cell in the matrix is an element in \( Z_p \). The choice of
3.3. Security Analysis. In order to verify the security of this scheme, a data-holding game is created. If the opponent A wins the game, A can get all ciphertext data blocks and signature label information correctly. The security of this scheme is based on collision resistance of hash function [26] and the difficulty of Diffie-Hellman problem [27].

**Algorithm 1: Initialization parameter generation algorithm.**

1. Function KeyGen($\lambda_p, \lambda_q, m, s$).
2. do
3. $q \leftarrow q \cdot \text{Gen}(\lambda_q)$.
4. $p \leftarrow p \cdot \text{Gen}(q, \lambda_p)$.
5. while $p = 0$
6. do
7. $x \leftarrow f(p - 1) + 1$.
8. $q_i \leftarrow x^{p-1/i} \mod p$.
9. while $q_i = 1$
10. return ($p, q, g$).
11. end

**Algorithm 2: Fully homomorphic tag generation algorithm.**

1. Function $q \cdot \text{Gen}(\lambda_q)$.
2. do
3. $q \leftarrow f(2^\lambda_q)$.
4. while $q$ is not prime
done
5. return $q$.
6. Function $p \cdot \text{Gen}(q, \lambda_p)$
7. for $i = 1$ to $4\lambda_p$
8. $x \leftarrow f(2^\lambda_p)$.
9. $c \leftarrow X \mod 2q$.
10. $p \leftarrow X - c + 1$.
11. if $p$ is prime then return done
12. return $p$.
13. else
14. return $0$.
15. end.

guarantees that each element is less than $m$ and therefore less than $2^{\lambda_q - 1}$. It is shown in

\[
F = (b_1, \ldots, b_n) = \begin{bmatrix}
\vdots & \vdots \\
\vdots & \vdots \\
\end{bmatrix}
\]

(1)

The column $j$ of $F$ is only related to the $j$-th message block of the video file $F$ and is written as $b_j = (b_{ij_1}, \ldots, b_{ij_m})$. The addition of the 2 video file blocks is to add the corresponding column vectors directly.

\[
b_j + b_j = (b_{ij_1} + b_{ij_2} + \cdots + b_{ij_m}) \mod q.
\]

(2)

Algorithm 1 shows the algorithm of initialization parameter generation, while Algorithm 2 shows the algorithm of fully homomorphic tag generation.

**Theorem 1.** If the hash function and the homomorphic hash function are nonconflicting, the data integrity checking method in the paper is safe.

**Proof.** Given the challenged video file $F$, the file $F$ is divided into $n$ blocks marked as $F = (F_1, F_2, \ldots, F_n)$. Then $F_i$ is divided into $m$ sectors marked as $F_i = (f_{i1}, f_{i2}, \ldots, f_{im})$. The game between challenger $C$ and opponent $A$ is described as follows.

**Step 1 (generate key).** The user executes the algorithm KeyGen to obtain the homomorphic key $K$ and the private key $sk$, both of them are kept in secret by $C$.

**Step 2 (tag query).** At any time, the opponent $A$ can query the label of any block $F_i$ ($1 \leq i \leq n$). $C$ maintains a list of groups with a value of $(i, F_i, T_i)$, named $Tab_1$. When $A$ sends a query label $(i, F_i)$, $C$ will check whether the column of $(i, F_i, *)$ exists in $Tab_1$. If $(i, F_i, *) \in Tab_1$, then $C$ indexes $(i, F_i, *)$ and returns $T_i$ to $A$. Otherwise, $C$ computes $T_i$ using $TagGen$ algorithm and adds $(i, F_i, T_i)$ to $Tab_1$ and returns $T_i$ to $A$.

**Step 3 (proof verification query).** At any time, $A$ can start a certification verification query to $C$. $A$ adaptively selects several blocks. The labels of the blocks are queried from $C$. A certificate is generated for the selected block. $A$ sends the certificate to $C$ and requests $C$ to response. $C$ calls the Verify algorithm to check the proof and returns the verification result to $A$.

**Step 4 (challenge).** $C$ randomly selects two values $k_1, k_2 \in Z_q^*$ and challenge block number $C$. It is required that each pair $(l, F_l)$ should exist in $Tab_1$, where $l \in \{nk_1, i | 1 \leq i \leq c\}$. Then $C$ sends the challenge $chal = \{c, k_1, k_2\}$ to $A$, and asks $A$ to have proof $P$ of the data of the challenged block.

**Step 5 (forgery).** $A$ generates a proof $P' = (F', T')$ based on challenge $chal = \{c, k_1, k_2\}$ and sends it to $C$, where $F' = (T_1', \ldots, T_m')$. $A$ wins if $P'$ is verified and $F'$ can pass verification. $A$ cannot obtain valid proof if it does not have a challenge block. Then we will prove that if $A$ does not maintain the entire video document, then chances of $A$ winning a data-holding game are negligible.

**Step 6 (output).** Assuming the opponent $A$ wins, this means that $P' = (F', T')$ can be proved correct by (3).

If both CSS and the data owner actually perform this scheme, its correctness can be demonstrated as follows:

\[
\left( \prod_{i=1}^{c} h_{it_i} \prod_{i=1}^{m} g_{it_i} \right)^{sk} \mod p
\]

\[
= \left( \prod_{i=1}^{c} h_{it_i} \prod_{i=1}^{m} g_{it_i} \sum_{i=1}^{c} a_{it_i} f_{it_i} \right)^{sk} \mod p
\]

\[
= \left( \prod_{i=1}^{c} h_{it_i} \prod_{i=1}^{m} g_{it_i} \right)^{sk} \mod p
\]
3.4. Computation Complexity Analysis. Four stages contribute to the computation overhead mainly: tag generation, checking request generation, verification information generation, and integrity verification.

(1) In the tag generation phase, tag information is generated for \( n \) blocks of data. The computational complexity is \( O(n) \). According to Euler’s theorem, \( \gcd(e, N) \), then \( e^{|N|} \mod N = 1 \). Since modulo operations are much more efficient than exponential operations, only the overhead of the exponentiation operation is considered. Therefore, the computational cost of the tag generation stage is \( (n + 1)k \times T_{\exp}(|N|, N) \), where \( n \) is the number of data blocks, \( n \times k \) denotes the basic block number, and \( T_{\exp}(\text{len}, \text{num}) \) represents the computational time cost of a modulo operation with an exponent of \( \text{len} \) bits and a module of \( \text{num} \) for an integer.

(2) In the checking request generation phase, the computational complexity of two random numbers (\( r, e \)) is \( O(1) \), and the computational overhead is \( T_{\prng}(|N|) + T_{\prng}(k) \). \( T_{\prng}(\text{len}) \) indicates the computational overhead time of generating \( \text{len} \) bits pseudorandom number.

(3) In the verification information generation phase, the computational complexity is \( O(n) \). The cloud server first computes \( e_r = d^r \mod N \), which performs a modulo operation with a computing time of \( T_{\exp}(|N|, N) \). Then it is necessary to generate multiple pseudorandom numbers, where \( n \times k \) times large multiplication calculations are required in \( \sum_{i=1}^{n} \sum_{j=1}^{k} m_{ij} \cdot h(m_{ij}) \cdot f(j) \cdot f(i) \). The length of \( f(j) \) and \( m_{ij} \) is \( d \) bits, while the length of \( h(m_{ij}) \) is \( h \) bits. Each \( m_{ij} \cdot h(m_{ij}) \cdot f(j) \cdot f(i) \) and \( \sum_{i=1}^{n} \sum_{j=1}^{k} m_{ij} \cdot h(m_{ij}) \cdot f(j) \cdot f(i) \) are calculated. The total computational overhead of the verification information generation phase is \( T_{\exp}(|N|, N) + (n \times k + n)T_{\prng}(d) + n \times k \times T_{\mat}(2d + l + h) + n \times k \times T_{\add}(2d + l + h) \), where the computational overhead of \( T_{\mat}(\text{len}) \) represents the multiplication of several \( \text{len} \) bits, and \( T_{\add}(\text{len}) \) represents the computational overhead of the addition of several \( \text{len} \) bits.

(4) The computational complexity of the verification integrity phase is \( O(n) \). The cloud storage server requires \( n + 1 \) times of modulo operation and \( n - 1 \) times of modular multiplication operation. The calculated overhead for the entire phase is \( (n + 1)T_{\exp}(d, N) + (n - 1)T_{\mat}(|N|, N) \), where \( \text{sum} \times T_{\mat}(\text{len}, \text{num}) \) denotes the time cost of modularization \( \text{num} \) for \( \text{num} \) integers of \( \text{len} \) bits.

4. Experimental Results and Analysis

The experiment was run on a PC computer with the configuration shown in Table 1.

This paper uses MIRACL library to implement the prototype of the proposed RDPC scheme in C language, and the implementation is based on Pairing-Based Cryptography (PBC) library and GNU multiarithmetic precision (GMP) library. The homomorphic encryption algorithm is implemented under the framework of VMware WorkStation 10. The scheme in [24] was implemented in simulation for efficiency comparison. Four experiments are performed in the followings according different requirement setup of the proposed scheme.

In order to check the performance of data integrity verification, four metrics are considered, which are security, storage overhead, communication overhead, and computational cost. Security means that each scheme has different security level with different technology. The storage overhead refers to the data block size occupied by metadata in the scheme, and the communication overhead refers to the overhead caused by the communication between the user and the cloud storage server. This mainly exists in the challenging-response link between CSS and TPA. These three conditions determine the computational overhead in data preprocessing stage, integrity proof generation stage, and verification stage.

**Experiment 1**, three 10MB files (files A, B, and C) are processed, signed, and stored. Then, 10% of the file A is deleted, 10% of the file B is modified, and the file C remains unmodified. Finally, the integrity of the three files is verified. The results are shown in Table 2.

The experimental results show that when the file is deleted or tampered, the integrity of the data cannot be passed by the proposed scheme, but the unmodified file can be verified. It proves the feasibility of this method.

**Experiment 2**, firstly, a 10MB file is processed and stored in blocks. Then it is tampered with the proportion of 0.1%, 0.2%, 0.4%, 0.6%, 0.8%, 1%, and 1.5%, respectively. Finally, the integrity of the file was verified, and the experiments with each setting were carried out 10, 20, 40, 60, 80, and 100, respectively. The result is shown in Table 3.

The experimental results show that the 10MB file with tampering rate above 0.6% has the success rate of file
Table 3: The relationship between the proportion of tampered files and the efficiency of the algorithm.

| Number of experiments | 0.1 | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 | 1.5 |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|
| 10                    | 8   | 9   | 0   | 10  | 10  | 10  | 10  |
| 20                    | 15  | 17  | 19  | 20  | 20  | 20  | 20  |
| 40                    | 32  | 36  | 37  | 38  | 40  | 40  | 40  |
| 60                    | 55  | 57  | 58  | 60  | 60  | 60  | 60  |
| 80                    | 72  | 73  | 75  | 77  | 79  | 80  | 80  |
| 100                   | 91  | 93  | 94  | 97  | 99  | 100 | 100 |

Table 4: Relationship between data block and efficiency of algorithm.

| Number of experiments | 50  | 100 | 150 | 200 | 250 | 300 | 400 |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|
| 10                    | 7   | 8   | 9   | 10  | 10  | 10  | 10  |
| 20                    | 16  | 17  | 19  | 20  | 20  | 20  | 20  |
| 40                    | 33  | 36  | 37  | 38  | 40  | 40  | 40  |
| 60                    | 52  | 54  | 57  | 59  | 60  | 60  | 60  |
| 80                    | 72  | 73  | 76  | 77  | 79  | 80  | 80  |
| 100                   | 93  | 95  | 96  | 97  | 99  | 100 | 100 |

integrity checking which is 100, and the algorithm checking becomes highly efficient with the increase in the number of experiments runs. This suggests that the integrity of the file can be accurately detected.

Experiment 3, firstly, a 100MB file is processed and stored in chunks. Then data blocks of 50, 100, 150, 200, 250, 300, and 400 for multiple integrity verification are conducted. The experimental results are shown in Table 4.

The experimental results show that the data integrity verification which has the highest data integrity verification has the higher number of successful rate with the increase of in number of data blocks and number of experiment runs. This becomes obvious when the number of data blocks is 200 and above.

Experiment 4, firstly, the time cost of establishing the algorithm is evaluated. This is determined mainly by the parameters p and q. The size of the block is set to 16 kb, the size of the sector is set to 256 bits, $|q| = 257$, and $|p| = 512$. Then we mainly consider the installation time cost of different sizes of p. In order to improve accuracy, we run simulations of different cycles from 1 to 100. The results are shown in Figure 3.

Experimental results show that when $|p| = 512$ and $|p| = 1024$, the installation time costs are relatively stable at 0.16s and 1.28s, respectively. The cost is acceptably low. An experimental evaluation of the computational cost of tag generation is performed. In the experiment, $|p| = 1024$, $|q| = 257$. In both scenarios, each block has the same number of sectors. The result is shown in Figure 4.

Experimental results show that the relationship between the computational cost and number of sectors for two schemes is approximately linear. For example, comparison scheme results in the time cost of about 1.4s to generate a block label with 512 sectors, and the proposed scheme only needs 0.42s. In addition, the computational cost of the label generation in the comparison program is significantly higher than the proposed program with the increase of number of sectors. Therefore, it can be seen that our proposed scheme is more computational cost effective and feasible.

Finally, the number of sectors per block is set to 512. Since the computational cost of proof generation and verification is mainly determined by the number of challenged blocks, comparison experiments are conducted for different number of challenged blocks. Figures 5 and 6 show the computational cost of proof generation and verification when the parameters are set to $|p| = 1024$, $|q| = 257$.

The experimental results show that the cost of verification and proof generation rises with the increase of the number of challenged blocks. Our proposed scheme has a greater
Figure 4: Tag generation computational cost.

Figure 5: Computation cost of proof generation.

Figure 6: Computation cost of verification.

5. Conclusion

Cloud services have exploded in the era of cloud computing, and various intrusion activities have put information security at risk. This paper studies the integrity of video data in cloud systems, and we propose a method for verification of video data integrity based on full homomorphic encryption. Firstly, the homomorphic encryption technology is used to initialize the video data, which reduces the time complexity. Secondly, the feasibility of the method was verified through security analysis and performance analysis. The final simulation results show that the proposed scheme is superior to comparison schemes in all aspects, and it suggests that the proposed scheme is serving better for the video data integrity verification purpose in the cloud environment.
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