Transient dynamics of spin-polarized injection in helical Luttinger liquids
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Abstract

We analyze the time evolution of spin-polarized electron wave packets injected into the edge states of a two-dimensional topological insulator. In the presence of electron interactions, the system is described as a helical Luttinger liquid and injected electrons fractionalize. However, because of the presence of metallic detectors, no evidences of fractionalization are encoded in dc measurements, and in this regime the system do not show deviations from its non-interacting behavior. Nevertheless, we show that the helical Luttinger liquid nature emerges in the transient dynamics, where signatures of charge/spin fractionalization can be clearly identified.

Keywords: Topological insulators, Luttinger liquids, transient dynamics

1. Introduction

The concept of single quasi-particle fails when applied to interacting electrons in one dimension. Indeed, the presence of two distinct Fermi points implies that the low energy excitations are represented by collective charge and spin density waves with bosonic nature \cite{1, 2}. In the presence of electron interactions, a variety of peculiar quantum phenomena emerges. Among them, charge fractionalization represents one of the most striking signature \cite{3, 4, 5, 6}, being a manifestation of Luttinger liquid (LL) behavior \cite{1, 7, 8}: an electron
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injected into a LL is fractionalized by interactions into counter-propagating density waves with fractional charges \((1 \pm K)e/2\), \(e\) being the electron charge and \(K\) the Luttinger parameter accounting for the strength of electron interactions \((K = 1\) in the non-interacting case\). This mechanism is reflected in a sequence of multiple reflections of charge density waves at the interfaces between interacting and non-interacting regions.

First evidences of charge fractionalization has been reported in dc tunneling experiments in cleaved-edge-overgrown samples, exploiting momentum-resolved tunneling and multi-terminal geometries \([5, 9]\). Here from the knowledge of the current asymmetry and the strength of interactions it was possible to determine the degree of fractionalization. Also carbon nanotubes attracted a lot of interest in this perspective. Indeed they represent the archetype of non-chiral LLs, characterized by two counter-propagating modes at the Fermi energy. Since their non-Fermi liquid behavior was observed in a variety of transport experiments, in good agreement with theoretical predictions, they have been proposed as ideal playgrounds to explore the phenomenon of charge fractionalization \([10, 11]\). Alternative setups can be created by exploiting the chiral edge states of integer quantum Hall bars: if the boundaries of the bar are close enough, electron interactions between the counter-propagating edge states are not negligible, and the full system can be viewed as a non-chiral LL \([12, 13, 14, 15]\). Most of the theoretical works studying charge fractionalization have focused on noise measurements in carbon nanotubes and quantum Hall bars. However, from an experimental point of view, clear signatures of fractionalization in noise experiments are still lacking. Indeed, in general, only high-frequency noise carries information about fractionalization, whose detection can be hardly achievable. Very recently, time-resolved experiments have confirmed the physical picture of charge density waves being fractionalized at the interfaces between non-interacting and interacting regions, using integer quantum Hall channels \([3, 10]\). To perform such experiments two ingredients are crucial: time-resolved measurement and absence of inelastic scattering. The former allows to follow the dynamic evolution of the charge density waves propagating throughout the sys-
tem, while the latter guarantees that the phase coherence is preserved.

As far as the first issue is concerned, current measurements with time resolution of $\sim 1$ ps have been performed [6, 16, 17], allowing to detect the real-time dynamics of edge plasmons [18]. On the other hand, to overcome the problem of dephasing, topologically protected edge states can be used, these being characterized by long ($> \mu$m) coherence lengths.

Here we investigate evidences of fractionalization and LL physics in a new paradigm of the one-dimensional world: the helical Luttinger liquid (hLL) [19, 20, 21]. This state can be created at the edge of a two-dimensional topological insulator (2DTI), where a pair of counter-propagating one-dimensional channels appears [22, 23]. Crucially, the chirality of each channel is intimately connected to its spin-polarization, meaning that in a helical liquid spin-up and spin-down excitations counter-propagate, giving rise to the so-called spin-momentum locking [24]. After their discovery in HgTe/CdTe quantum wells (QWs) [25], evidences of helical edge states were found also in InAs/GaSb QWs [26, 27] and other 2D materials [28]. Very recently, the hLL has been observed in a InAs/GaSb QW, where non-Fermi liquid transport properties have been measured [29]. In the presence of time reversal symmetry elastic backscattering from one channel to the counter-propagating one is inhibited [22] and non-local transport properties have been experimentally confirmed in multi-terminal geometries [30]. Helical edge states offer a promising platform to study quantum phenomena in one dimension, ranging from topological superconductivity [31, 32], majorana fermions [33], and spin textures [34, 35]. For example, in hLL, because of spin-momentum locking, one can exploit a spin-polarized tip to inject right-moving or left-moving electrons in the system simply by adjusting the spin-polarization of the tip [36, 37]. Then, because of interactions, the injected electrons fractionalize and propagate into the system in the form of charge and spin density waves. Remarkably, helicity bounds the charge and spin degrees of freedom together [38], so that charge fractionalization is intimately linked to spin fractionalization [39]. Therefore, if spin-polarized non-interacting electrons enter an hLL, both charge and spin fractional collective excitations are created.
Injection from a spin-polarized tip into an hLL has already been studied \cite{36}: it was shown that, because of interactions, the injection of spin-up, \textit{i.e.} right-moving, electrons induces fractional charge and spin excitations propagating in both the two directions, in sharp contrast with the non-interacting case. Fractional excitations can be detected via current measurements which, however, are in general performed via metallic contacts used as detector, whose presence drastically affects the behavior of the whole system \cite{39, 40, 41, 42, 43, 44, 45, 46}.

Here we study how the presence of metallic contacts affects the visibility of fractionalization phenomena in transport measurement in hLL. In agreement with previous works on standard LL \cite{9, 43, 44, 45}, we confirm that dc currents collected at the detectors do not encode information about neither charge nor spin fractionalization, thus apparently preventing the observation of this effect. A naive explanation of this phenomenon relies on the observation that, because of charge conservation, all the injected charges of a right (left) moving wave packet will be collected at the right (left) contact. Therefore, to observe fractionalization phenomena in hLL physics, alternative detection schemes have to be conceived. Hybrid setup based on topological insulators and capacitive charge sensors, involving quantum dots, single-electron-transistors and high-electron-mobility-transistors, have been proposed, in order to avoid the need of Fermi-liquid contacts \cite{47}.

Here we reconsider spin-polarized injection in an hLL coupled with metallic contacts showing that, by means of time-resolved measurement, evidence of fractionalization can be recovered in the transient regime. The time evolution of such an inhomogeneous system is peculiar since fractionalization arise not only when electrons are injected from the tip into the hLL, but also when density waves arrive at the interfaces between the hLL and the contacts. Indeed, the charge/spin excitations which reach the interface between an interacting and a non-interacting region are partially reflected and partially transmitted \cite{43, 44, 45, 46}, leading to multiple and subsequent fractionalizations.

By solving the equation of motion for the collective density fields we predict the time evolution of an injected wave packet, finding clear evidences of charge
and spin fractionalizations at the interfaces with the contacts. Furthermore, we study the currents detected at the terminals when the tip is biased. Although dc currents don’t display any signatures of fractionalization, we demonstrate that it is still possible to extract information about hLL physics and fractionalization by studying the transient dynamics.

The paper is organized as follows. In Sec. 2 we provide the theoretical description of the setup with the inhomogeneous hLL model. In Sec. 3 we introduce the equation of motion approach used to evaluate the space-time evolution of the injected wave packets, present the main results and discuss the experimental feasibility. Finally Sec. 4 is devoted to the conclusions.

2. Model

The helical Luttinger liquid. The Hamiltonian density of the interacting helical fermions appearing on the edge of a 2DTI is \( \hat{H} = \hat{H}_0 + \hat{H}^{(\text{int})} \) where

\[
\hat{H}_0 = -i v_F \left( \hat{\psi}_\uparrow^\dagger \partial_x \hat{\psi}_\uparrow - \hat{\psi}_\downarrow^\dagger \partial_x \hat{\psi}_\downarrow \right)
\]

(1)

is the free part (\( v_F \) is the Fermi velocity) and, introducing the electron density on each channel \( \hat{\rho}_\sigma =: \hat{\psi}_\sigma^\dagger \hat{\psi}_\sigma \),

\[
\hat{H}^{(\text{int})} = \frac{1}{2} \sum_{\sigma = \uparrow, \downarrow} \left( g_{4\parallel} \hat{\rho}_\sigma \hat{\rho}_\sigma + g_{2\perp} \hat{\rho}_\sigma \hat{\rho}^- \sigma \right)
\]

(2)

takes into account the electron-electron interaction via the parameters \( g_{4\parallel} \) and \( g_{2\perp} \), under the assumption of short range interaction [1]. The presence of interactions can be treated exactly within the bosonization formalism [1, 2], which consists in rewriting the electron operator as \( \hat{\psi}_\sigma(x) = e^{-i \sqrt{2} \pi \hat{\phi}_\sigma(x)} / \sqrt{2 \pi a} \), with \( a \) a short distance cut-off. Note that, in writing the previous field operator we have omitted the so-called Klein factors [1, 2] which are irrelevant in this context. The scalar field \( \hat{\phi}_\sigma \) describes particle-hole excitations and is directly related to the particle density of the relative channel as \( \hat{\rho}_\parallel(x) = \mp \frac{1}{\sqrt{2} \pi} \partial_x \hat{\phi}_\parallel(x) \).

Since the electron density is linear in the scalar fields, \( \hat{H}^{(\text{int})} \) can be straightforwardly diagonalized. By introducing \( \hat{\phi} = \frac{1}{\sqrt{2}} \left( \hat{\phi}_\downarrow - \hat{\phi}_\uparrow \right), \hat{\theta} = \frac{1}{\sqrt{2}} \left( \hat{\phi}_\downarrow + \hat{\phi}_\uparrow \right) \)
satisfying \( [\partial_x \hat{\phi}(x), \hat{\theta}(x')] = -i\delta(x-x') \), the total Hamiltonian density assumes the standard form of a hLL. \[19\]

\[ \hat{\mathcal{H}} = \frac{v}{2} \left[ \frac{1}{K} \left( \partial_x \hat{\phi} \right)^2 + K \left( \partial_x \hat{\theta} \right)^2 \right], \tag{3} \]

with

\[ v = v_F \sqrt{\left(1 + \bar{g}_{4\parallel}\right)^2 - \bar{g}_{2\perp}^2} \tag{4} \]

the velocity of collective excitations and

\[ K = \frac{1 + \bar{g}_{4\parallel} - \bar{g}_{2\perp}}{1 + \bar{g}_{4\parallel} + \bar{g}_{2\perp}} \tag{5} \]

the interaction Luttinger parameter \((K \leq 1)\), with \( \bar{g}_{4\parallel(2\perp)} = \frac{g_{4\parallel(2\perp)}}{2\pi v_F} \). In the absence of interactions \( K = 1 \), \( v = v_F \) and the system behaves as a Fermi-liquid, with spin-polarized excitations \( \rho_\uparrow(x) \) and \( \rho_\downarrow(x) \) propagating to the right and to the left respectively.

In the presence of interactions, spin-up and spin-down density waves no longer represent the chiral excitations, which in turn are given by their superpositions

\[ \hat{\rho}_\pm(x) = \frac{1 \pm K}{2} \hat{\rho}_\uparrow(x) + \frac{1 \mp K}{2} \hat{\rho}_\downarrow(x), \tag{6} \]

with \(+(-)\) excitations propagating to the right (left).

**Injection and fractionalization.** What happens when electrons are injected into the interacting system crucially depends on the electron interaction through the Luttinger parameter \( K \). Consider for example tunneling of spin-up electrons from a nearby tip. In the absence of interactions, spin-up collective excitations are created in the liquid, which, due to spin-momentum locking, propagate to the right with velocity \( v_F \). On the other hand, in the presence of electron interactions both right-moving and left-moving collective excitations are created, as shown in Eq. \([6]\), so that a fraction \((1+K)/2\) of the injected flow propagate to the right with velocity \( v \), while a smaller amount \((1-K)/2\) propagate to the left with velocity \(-v\). Therefore the presence of electron interactions strongly affect the physical observables (both spin and charge), due to the fractionalization mechanism.
In particular, one could be tempted to conclude that, by measuring the current at the left and the right side of the injection point, clear evidence of charge and spin fractionalizations could be accessed: the measurement of a current at the left of the injection point when the tip is spin-up polarized seems to be a conclusive manifestation of the presence of electron interactions. Unfortunately, this naive expectation is made much more complicated by the presence of metallic contacts in a real measurement.

*The role of metallic contacts.* Experimentally, metallic contacts must be attached at some points on the edge, so that the current carried by the interacting helical edge states can be measured. These contacts are macroscopic objects behaving as non-interacting Fermi-liquid. A standard way to theoretically account for their presence is by means of the so-called inhomogeneous Luttinger model [43, 45, 48]. Here we apply this model to the case of a helical liquid. It corresponds to model the Fermi-liquid contacts as one-dimensional systems with vanishing interactions: formally, one assumes that the interaction parameters $g_4$ and $g_{2\perp}$ are non-vanishing for $|x| < L/2$ only, with $L$ the distance between the contacts, while the interaction is absent for $|x| > L/2$. The

![Figure 1: (Color online) Schematic view of the setup. A tip injects spin-polarized wave packets inside the $hLL$ ($hLL$), that fractionalize and are detected by the left ($C_l$) and right ($C_r$) contacts.](image-url)
system, schematically depicted in Fig. (1) (left contact $C_l$, interacting helical liquid $hLL$, right contact $C_r$) is then described by the inhomogeneous hLL Hamiltonian

$$\hat{H} = \int dx \frac{v(x)}{2} \left[ \frac{1}{K(x)} \left( \partial_x \hat{\phi} \right)^2 + K(x) \left( \partial_x \hat{\theta} \right)^2 \right].$$

Here the velocity of propagation and the Luttinger parameter acquire a space dependence and are given by:

$$v(x) = \begin{cases} v_F & |x| > L/2 \\ v & |x| < L/2 \end{cases}, \quad K(x) = \begin{cases} 1 & |x| > L/2 \\ K & |x| < L/2 \end{cases}.$$  \hspace{1cm} (8)

In the following we study how the scenario depicted in the presence of spin-polarized tunneling changes due to the presence of the metallic contacts, and what informations about hLL physics can be still measured.

3. Time-resolved dynamics of spin-polarized injection

In the inhomogeneous Luttinger liquid model, the change in the excitations velocities and Luttinger parameters Eq. (8) makes the interfaces between the hLL and the metallic contacts to effectively behave as potential barriers for the collective excitations: a chiral density wave incoming at one of the interfaces is separated into a transmitted component and into a reflected one. Note that, because of helicity, both charge and spin density waves undergo scattering phenomena. Only the transmitted component is finally measured in the contact, while the reflected one propagate toward the other contact, where again it can be either transmitted or reflected back, and so on and so forth. It is thus important to describe the time evolution of the injected electron wave packet. This can be properly done within the equation of motion approach \[16\] \[44\] \[48\].

*Equation of motion.* The charge density (from now on in units $e$) can be expressed in terms of the scalar field $\hat{\phi}(x,t)$ as $\hat{\rho}(x,t) = \hat{\rho}_\uparrow(x,t) + \hat{\rho}_\downarrow(x,t) = \frac{1}{\sqrt{\pi}} \partial_x \hat{\phi}(x,t)$. By means of the continuity equation it is also possible to define the charge current $\hat{j}(x,t) = -\frac{1}{\sqrt{\pi}} \partial_t \hat{\phi}(x,t)$. Note that, because of helicity, charge
current and density are related to spin density $\hat{\rho}_s(x, t) = \frac{1}{v(x) K(x)} \hat{j}(x, t)$ and spin current $\hat{j}_s(x, t) = \frac{v(x)}{K(x)} \hat{\rho}(x, t)$ respectively (from now on in units $\hbar/2$). This implies that, in a helical liquid, fractionalization manifests both in the charge and in the spin sector [36, 47, 49].

In order to determine the explicit dynamics of the averaged density $\rho(x, t)$ and current $j(x, t)$ it is necessary to solve the equation of motion for the scalar field. Recalling that $\partial_t \hat{\phi}(x, t) = v(x) K(x) \partial_x \hat{\theta}(x, t)$ and $\partial_t \hat{\theta}(x, t) = \frac{v(x)}{K(x)} \partial_x \hat{\phi}(x, t)$, one finds

$$\partial^2_t \hat{\phi}(x, t) = v(x) K(x) \partial_x \left[ \frac{v(x)}{K(x)} \partial_x \hat{\phi}(x, t) \right],$$

which can be solved by imposing the continuity of $\hat{\phi}(x, t)$ and $v(x) K(x) \partial_x \hat{\phi}(x, t)$ at the interfaces at $x = \pm L/2$. In particular, we are interested in studying the dynamic evolution of average density and current after a sudden injection of electrons in the hLL at $t = 0$. We thus assign the initial condition, specifying the charge density profile $\rho^{(0)}(x) \equiv \rho(x, t = 0)$, with $Q = \int \rho^{(0)}(x) \, dx$ the total injected charge. Electrons are injected from a tip whose spin-polarization forms an angle $\theta$ with the spin quantization axis of the helical fermions [36]. Note that, because of helicity, assigning the initial injected charge density $\rho^{(0)}(x)$ and its spin-polarization (related to the angle $\theta$) is equivalent to assigning initial conditions on both charge and spin densities and currents. Therefore at time $t = 0$ chiral density waves [36]

$$\rho^{(0)}_{\pm}(x) = \frac{1 \pm K \cos \theta}{2} \rho^{(0)}(x)$$

are created in the interacting region. Note that in the non-interacting case ($K = 1$), for $\theta = 0 (\pi)$ only right(left)-moving excitations are created, as expected.

We now consider separately the dynamic of the right-moving chiral component of the injected density and of the left-moving one, see Eq. (10). Solving

\[\text{In the following we consider injections of Gaussian electron wave packets } \rho^{(0)}(x) = \frac{Q}{\sqrt{2\pi} \sigma_x} \exp \left[ -\frac{x^2}{2\sigma_x^2} \right], \text{ with } Q \text{ the injected charge and } \sigma_x \text{ accounting for its spatial distribution, that are localized near the center of the hLL far from the contacts.} \]
the equation of motion Eq. (9) with the initial conditions Eq. (10), we find

\[
\rho_p(x,t) = \begin{cases} 
-\frac{2}{1+K} \zeta \sum_{n=0}^{+\infty} \gamma^{2n+1} 
& \rho^{(0)}_+ (-\zeta(x + v_F t) + (2n + 2)L - \frac{L}{2} (\zeta + 1)) 
\sum_{n=0}^{+\infty} \gamma^{2n} \rho^{(0)}_+ (x - vt + 2nL) 
& \rho^{(0)}_+ (\zeta(x - v_F t) + 2nL - \frac{L}{2} (\zeta - 1)) 
\frac{2}{1+K} \zeta \sum_{n=0}^{+\infty} \gamma^{2n} 
& x in C_L \end{cases}
\]

\[
\rho_m(x,t) = \begin{cases} 
\frac{2}{1+K} \zeta \sum_{n=0}^{+\infty} \gamma^{2n} 
& \rho^{(0)}_- \left(\zeta(x + v_F t) - 2nL + \frac{L}{2} (\zeta - 1)\right) 
\sum_{n=0}^{+\infty} \gamma^{2n} \rho^{(0)}_- (x + vt - 2nL) 
& \rho^{(0)}_- \left(-\zeta(x - v_F t) - (2n + 2)L + \frac{L}{2} (\zeta + 1)\right) 
\frac{2}{1+K} \zeta \sum_{n=0}^{+\infty} \gamma^{2n+1} 
& x in C_R. \end{cases}
\]

with \( \gamma = \frac{1-K}{1+K} \) and \( \zeta = \frac{v}{v_F} \). In the above expression \( \rho_p(x,t) \) and \( \rho_m(x,t) \) represent the evolved density profiles associated to the initial chiral density \( \rho^{(0)}_+(x) \) and \( \rho^{(0)}_-(x) \) respectively. Noteworthy \( \rho_p(x,t) \) and \( \rho_m(x,t) \) are no more chiral since they take contributions from all the multiple reflections with the contacts. The time evolution of the total charge density is then given by

\[
\rho(x,t) = \rho_p(x,t) + \rho_m(x,t).
\]
Once the excitations have entered the contacts, they propagate with velocity $v_F$. The currents in the left ($j_l$) and in the right ($j_r$) contacts, moving away from the hLL region, can thus be calculated as

$$j_l(x,t) = v_F \rho(x,t) \quad x \in C_l$$  \hspace{0.5cm} (14)

$$j_r(x,t) = v_F \rho(x,t) \quad x \in C_r$$  \hspace{0.5cm} (15)

where, for sake of definition, currents entering in the contacts have positive sign.

In Fig. 2 we report the evolution of a Gaussian electron wave packet injected in the center of the hLL, see Fig. 2(a), from a tip spin-polarized in the $\hat{z}$ direction ($\theta = 0$). Because of interactions, the injected spin-up charge $Q$ splits into two chiral excitations with charge $\frac{1+K}{2}Q$ and $\frac{1-K}{2}Q$, propagating toward

Figure 2: (Color online) Charge density $\rho$, spin-up polarized density $\rho^\uparrow$ and spin-down polarized density $\rho^\downarrow$ profiles at different times. (a) At $t = 0$ a spin-up polarized wave packet is injected in the center of the hLL. (b) The fractionalized density waves propagate away from the center of the system toward the contacts. (c) At the contacts they can be either transmitted, and measured, or reflected. (d) The reflected density waves propagate back toward the center of the system. Parameters are: $\theta = 0, K = 0.5, v_F = 10^5 \text{ m/s}, v = v_F/K, L = 20 \mu\text{m}, \delta t = 35 \text{ ps}$. 

into two chiral excitations with charge $\frac{1+K}{2}Q$ and $\frac{1-K}{2}Q$, propagating toward
right and left contacts respectively, see Fig. 2(b). At the interfaces, some incident charge is transmitted to the contacts, see Fig. 2(c), where, according with Eqs. (14, 15), it can be measured as a current signal. The reflected density waves propagate toward the opposite contact (Fig. 2(d)), where, again, they are partially transmitted and partially reflected.

Therefore, the fractionalization mechanism can be probed by means of time-resolved current dynamics, as shown in Fig. 3, where the currents arriving at the contacts as a function of time are reported. Here, the contacts measure the different fractions of the injected wave packet after multiple reflections. Consider for example the current measured at the right contact $j_r$, as a function of time (similar arguments hold for the behavior of $j_l$). The first peak (at short times) corresponds to the component of the injected wave packet being directly transmitted through the right interface, while the first dip corresponds to the injected wave packet being reflected at the left interface, then transmitted through the right one and finally detected. Multiple reflections, detected at larger times, give smaller contributions, as argued also from Eqs. (11, 12).

![Figure 3: (Color online) Currents $j_r(x=L,t)$ and $j_l(x=-L,t)$, see Eqs. (14, 15), collected at the right and left contacts respectively as a function of time, after that a Gaussian wave packet has been injected in the center of the interacting region at $t=0$. Currents entering the contacts have positive sign. Two different polarizations of the tip are shown: $\theta = 0$ (black full) and $\theta = \pi/2$ (red dashed). Parameters are: $K = 0.5, v_F = 10^5$ m/s, $v = v_F/K$, $L = 20 \mu m$.](image-url)
Crucially, evidences of fractionalization are lost in simple dc measurements. Indeed, the total charge detected at the contacts $Q_{\alpha} = \int_{0}^{+\infty} j_{\alpha}(x,t) \, dt$ can be evaluated from Eqs. (11, 14, 15) and reads

$$Q_l = \frac{1 - \cos \theta}{2} Q, \quad Q_r = \frac{1 + \cos \theta}{2} Q,$$

(16)

independently of the Luttinger parameter $K$. This result already emerges from Fig. [3]. If spin-up electrons are injected ($\theta = 0$), all the fractionalized contributions sum up to the total injected charge $Q$ in the right contact, while they cancel out exactly in the left one. On the other hand, if the injected charge density is unpolarized in the $\hat{z}$ direction ($\theta = \pi/2$), the right and left contacts collect the same charge $Q/2$, in agreement with Eq. (16). Note that noise measurements represent an alternative to current detection to investigate the fractionalization phenomenon. However, just like dc current measurements mask the Luttinger liquid behavior, the zero-frequency noise does not carry information about fractionalization in the setup [11, 50, 51]. Therefore, the noise at finite frequency should be investigated, which however could be challenging to measure, since a wide window spectral range at tens of GHz should be resolved.

So far, we have studied the evolution consequent to the sudden injection of a single localized bunch of electrons at $t = 0$, described by an initial density $\rho^{(0)}(x)$. However, the formalism we developed can be used also to study the injection of a generic current in the interacting region, with an arbitrary time-dependence $I^{(\text{inj})}(t)$. Let’s consider a series ($n = 0, 1, 2, \ldots$) of instantaneous injections of packets, each with associated charge $Q_n$ and subsequent time separation $\Delta t$. Exploiting the linearity of the equation of motion (Eq. (9)), the overall density at time $t$ is given by

$$\rho(x,t) = \sum_{n=0}^{m} Q_n \, \tilde{\rho}(x, t - n \, \Delta t)$$

(17)

with $m$ the integer part of $\frac{t}{\Delta t}$. The function $\tilde{\rho}(x,t)$ is the time evolution, obtained by means of Eqs. (11, 13), of an initial wave packet $\tilde{\rho}^{(0)}(x)$ with normalized shape ($\int \tilde{\rho}^{(0)}(x) \, dx = 1$). Identifying the current $I^{(\text{inj})}(n \, \Delta t) = Q_n/\Delta t$
and considering the limit $\Delta t \to 0$ one obtains from Eq. (17)

$$
\rho(x, t) = \int_{-\infty}^{t} I^{(inj)}(\tau) \hat{\rho}(x, t - \tau) d\tau.
$$

(18)

Note that for a tip biased with a very sharp pulse, $I^{(inj)}(\tau) = Q^{(inj)}(\tau)$, one recovers the previous result for $\rho(x, t)$ given in Eq. (13).

We now use the expression of Eq. (18) to study the dynamic evolution of the system in the experimentally relevant case corresponding to injection from a biased tip. We assume that at $t = 0$ a constant voltage is imposed to the tip, that starts to inject electron wave packets into the interacting region. Contrary to the previous case of sudden injection, now the tip continuously injects trains of wave packets. The injected current can be modeled as

$$
I^{(inj)}(t) = \frac{I_0}{2} \text{Erf} \left( \frac{t}{\Delta \tau} - 2 \right),
$$

(19)

with Erf being the Gaussian errors function and $\Delta \tau$ representing the time interval needed by the tip to be polarized by the battery. The time-dependence of the injected current Eq. (19) is shown in the insets of Fig. 4. For sake of convenience, we have chosen $\hat{\rho}^{(0)}(x)$ to be very sharply peaked ($\hat{\rho}^{(0)}(x) = \delta(x)$), thus modeling the injection from a narrow tip in the center of the hLL. We underline that the results are not affected if one chooses a broader spatial distribution.

From Eqs. (14, 15, 18), it is possible to predict the currents measured at the left and right terminals, due to the presence of the injected current $I^{(inj)}(t)$ in Eq. (19). The results are shown in Fig. 4. Let us analyze the non-interacting case first, represented by the black dashed lines. Initially ($t > 0.2$ ns), no current is measured by the contacts, since the charge, injected from the tip into the center of the hLL (see the insets in Fig. 4), needs some time $\sim \delta/v_F$ to reach the contacts, with $\delta$ the distance of the detection points from the injection.

\footnote{We could have used the simplified model $I^{(inj)}(t) = I_0 \Theta(t)$, with $\Theta$ the Heaviside step function, instead of Eq. (19), and we would have obtained similar results. However, Eq. (19) keeps into account the finite time interval $\sim \Delta \tau$ needed by the tip to be polarized by the battery.}
Figure 4: (Color online) Currents $j_l$ and $j_r$, see Eqs. 14-15, detected at the left and right contacts respectively due to injection from a biased spin-polarized tip, with the injected current modeled by Eq. 19 and shown in the insets. Currents entering the contacts have positive sign. We have assumed a narrow tip localized at the center of the hLL $\tilde{\rho}(0)(x) = \delta(x)$. (a) Case $\theta = 0$. In the absence of interactions (dashed black), all the injected current flows to the right contact, while no current is detected by the left contact. In the presence of interactions (solid blue) and left (dotted red) contacts detect a non-vanishing current in the transient regime. (b) Case $\theta = \pi/2$. Both the left and right contacts detect an equal current in the absence of interactions (dashed black). However, in the presence of interactions (solid magenta) additional features are observed in the transient regime, due to fractionalization. Parameters are: $K = 0.5, v_F = 10^5$ m/s, $v = v_F/K$, $L = 20\mu$m, $\Delta r = 25$ ps
point. In particular, if \( \theta = 0 \), Fig. 4(a), the left contact measures no signal and all the injected current is detected by the right one, while if \( \theta = \pi/2 \), Fig. 4(b), the injected current is equally detected by both the left and the right contacts \((j_l = j_r)\).

Considering the presence of interactions at large times no deviations from the non-interacting behavior are present: if \( \theta = 0 \), all the current is detected by the right terminal, while the injected current is equally distributed in the left and right contacts if \( \theta = \pi/2 \). This result is in agreement with Eq. (16): dc measurements cannot provide information about charge fractionalization. On the other hand, differences between the non-interacting and the interacting regimes are captured by transient effects. First, a non zero signal is measured in advance with respect to the non-interacting case, because the time of flight \( \sim \delta/v \) is reduced as the velocity is renormalized \((v>v_F)\). The transient regime in the Figure corresponds to \( t \leq 0.6\) ns. Consider the case \( \theta = 0 \) first, corresponding to Fig. 4(a). In this interval, in the presence of interactions the left contact detects a finite current, which vanishes at larger times \((t \geq 0.6 \text{ ns})\). This result differs from the non-interacting case, where, also in the transient regime, no current is measured by the left contact. Similar arguments hold for the case \( \theta = \pi/2 \) shown in Fig. 4(b), where signatures of interactions are found in the transient regime only. Therefore, sudden injection is not mandatory in order to detect evidences of fractionalization and hLL physics. Indeed, we have shown that these features can be found in the transient regime of “dc-like” injection.

These arguments clearly show that, despite dc measurements do not encode information about hLL physics in our setup, time-resolved dynamics and transient effects are able to provide evidences of charge and spin fractionalization. We remark that our formalism allows to describe a wide range of injection modalities (arbitrary spin-polarization, sudden or adiabatic injection) that allow to investigate fractionalization in hLLs in a variety of setups.

Discussion. Finally, we briefly discuss the experimental feasibility of the proposed setup. The ability to inject localized wave packets into the edge states of
a topological system \[17, 52, 53\] has been recently improved by Kamata \textit{et al.} \[6\], who were also able to perform time-resolved measurements with an accuracy of \(\sim 1\) ps.

In order to observe time-resolved dynamics and transient effects, the multiple reflected wave packets must be resolved in time. Let \(\sigma_t\) be the full-width-at-half-maximum of the time distribution of the wave packets (see Fig. 3). The time interval between two consecutive wave packets incoming in each terminal is \(\sim L/v\), so the condition to resolve two consecutive wave packets is \(L \gtrsim v\sigma_t\). By taking \(\sigma_t \sim 20\) ps \[53\] and \(v \sim 10^5\) m/s \[25\], one finds \(L \gtrsim 2\mu m\), which represents a lower bound for the possible observation of the fractionalized wave packets. On the other hand, an upper bound is represented by the inelastic mean free path or phase-coherence length \(\lambda_{in}\), since inelastic processes can induce backscattering even in the presence of time reversal symmetry, destroying the quantum coherence of the excitations \[54, 55, 56\]. Then, in order to probe the fractionalization mechanism discussed in this work the condition

\[v\Delta t \lesssim L \lesssim \lambda_{in}\]  \hspace{1cm} (20)

must be satisfied. The one-dimensional channels used in Ref. \[6\] were integer quantum Hall edge states characterized by an inelastic mean free path of the order of \(\gtrsim 100\ \mu m\). Up to now, in the case of 2DTIs, ballistic transport has been observed in shorter samples only, with an inelastic mean free path of the order of few tens of \(\mu m\) at best \[54, 55, 56\]. Therefore it may be considered that a 2 \(\mu m \leq L \leq 20\ \mu m\) long hLL should satisfy the requirement Eq. (20). In order to fulfill Eq. (20) one can work either to reduce the product \(v\Delta t\) or to increase the inelastic mean free path \(\lambda_{in}\). On the one hand, InAs/GaSb quantum wells are expected to have edge states with slower propagation velocity (\(v_F \sim 10^4\) m/s) with respect to \(\text{HgTe/CdTe}\) quantum wells \[20, 27, 47\]. On the other one, larger value for the inelastic mean free path can be achieved by improving the quality of the samples, thus reducing possible sources of inelastic scattering such as the presence of quasi-2D charge puddles in the bulk \[47, 57, 58\].
4. Conclusions

In this work we have investigated the fractionalization phenomenon in helical Luttinger liquids, where helicity can lead to the fractionalization of both charge and spin degrees of freedom. In particular, we have studied the injection of spin-polarized electrons into the interacting edge state of a 2DTI, contacted with metallic detectors. We have analyzed both the cases of sudden injection, that allows to clearly follow the time dynamics of the injected wave packets, and the case of injection from a constant biased tip. In both situations, evidences of non-Fermi-liquid physics are lost in the dc regime, and despite the presence of electron interactions, the helical edge states appear as non-interacting at all. However, we have discussed how signatures of charge and spin fractionalization can be recovered by studying the time-resolved dynamics of the injection processes. As far as the case of sudden injection is concerned, real-time current detection allows to observe the fractionalized wave packet undergoing multiple reflections. On the other hand, we have found evidences of Luttinger liquid physics in the case of injection from a biased tip as well, provided the transient regime is analyzed. We have also inspected the experimental feasibility, showing that the proposed setup could in principle be implemented.
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