A Machine Learning Approach for Personality Type Identification using MBTI Framework
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Abstract—In recent times, the prediction of personality traits with automated and programmed systems has caught human attention. Specifically, the use of multimodal data to predict personality types is the most considerable talk in artificial intelligence. There are a variety of techniques and methods available for personality type identification. The most popular and highly used personality type identifier is the Myers Briggs Type Indicator (MBTI) type indicator among all methods. In this paper, an exhaustive comparative analysis of all machine learning classical algorithms implementing the MBTI framework will be presented by giving a numerical and graphical representation of performance measures. To experience this study, a supervised machine learning approach is used to perform and analyze different classifiers using the phenomena of MBTI. The models are learned from a dataset to make predictions. The results show that the Ensemble Bagged Trees algorithm gives an overall good training accuracy of 98.4% and test accuracy of 70.75% at a moderate prediction speed of 11 K-Obs/sec by taking a training time of 14 sec. Other than that Coarse Tree algorithm in training time is 0.94009/sec and prediction speed 390 (K-Obs/sec), Fine KNN and Weighted KNN algorithm in training accuracy of 99.20% and Ensemble Boosted Trees algorithm in testing accuracy of 75.51% shows the efficient outcome respectively.
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I. INTRODUCTION

Understanding human behavior and intellect is commonly controlled and supervised by the psychological aspects of how people think and perceive anything or any action. For instance, the situation and condition may vary but lead to an inference of personality indicator. There are a variety of personality type indicators that assist in identifying human personality by using human and psychological factors.

In this current era of technology, Machine Learning and Deep Learning have emerged as valuable and beneficial techniques to predict accurate findings and perform detailed and complex tasks with efficiency, and accuracy.

Machine learning trains the neural network for the classification and identification of distinct features. For such purposes, Machine learning classifiers are used. These classifiers are models used for training and testing data provided for the analysis. The analysis can be carried with all machine learning classifiers implemented on the personality identifier frameworks.

The most commonly used method is MBTI that contains Myers-Briggs 16 personalities which are derived from Carl Jung’s theory of psychological types and commonly as personality types in which four key factors to categorize human personality are I- Introversion and E- Extraversion, S- Sensing and I- Intuition, T- Thinking and F- Feeling, and J- Judging and P- Perceiving. From these four basic dimensions, the MBTI 16 personality types are derived.

II. LITERATURE REVIEW

Human personality plays an important role in any society. Personality type prediction is nowadays a useful technique that most of the organizations, cooperate firms, military and educational sectors used to understand people. For personality type identification mainly in psychological terms, there is not a good number of datasets found.

Most of the data is based on security concerns and limited to access while publically available data which is dedicated to research and academics is available in textual and categorical forms.

For instance, the categorical datasets are further divided into personality type indicator frameworks most popularly Myers Briggs Type Indicator namely MBTI and Big 5 factors.
The interaction of digital and computerized mediums for humans is a new advanced era when it comes to artificial intelligence.

In most cases, it is required to take analysis and ask people about the trust level they consider for machine learning models specifically when it comes to psychological use.

In the research study of [10] this aspect is discussed. It was noted that humans trust the machine learning models in both observations and stated accuracy. The stated accuracy is dependent on observed accuracy and hence the overall effect of stated accuracy may get changed.

Understanding the human personality with his lifestyle is one of the key work findings of [11] in which the machine learning models implemented on textual data that give good accuracy mapping personality, lifestyle and mental health of individuals.

The study [12] shows the mental health analysis based on human stress issues in COVID'19 pandemic. The research study of [15] [16] is dedicated to finding MBTI personality types of social media users with reference to their content and posts.

This study focused on machine learning techniques and the MBTI framework. The same technique was performed in [17] with the Turkish language.

III. RESEARCH OBJECTIVE

The main objective of the research is to compare multiple Machine Learning algorithms by using the MBTI dataset at a certain type of categorical data and analyzing the results in terms of training accuracy, testing accuracy, training time and prediction speed.

IV. METHODOLOGY

The impact of analyzing and implementing a machine learning algorithm to predict MBTI personality types on a particular dataset has already been performed by different pre-trained models. In the personality type prediction, the algorithm must have good accuracy and efficiency. To find the comparative analysis of these models an exhaustive study of outcomes of each classifier in terms of training, prediction speed, and testing accuracy is proposed as the relevant measures of performance. This research study covers the comparison among all the Machine Learning classifiers and selects the best possible algorithms. To analyze the performance of each machine learning model, the following process is followed:

A. Data Collection
   The MBTI typology dataset is used that contains more than 2800 nominal values of which 26% are INFJs. The dataset used is a crowd-sourced database of Rev. Emmy Kegler's personality sets

B. Applying all machine learning classifiers
   For experiment and analysis, the machine learning classical models KNN, SVM, Tree, Ensemble, and Discriminant are used to examine the performance.

C. Comparative analysis of these classifiers
   The machine learning models are trained and tested on the MBTI dataset and the analysis is based on training and testing accuracy and prediction speed along with training time.

   The results are comprised of the confusion matrix, testing curves, testing accuracy, and ROC curves. Each model is comprehensively analyzed in form of a Confusion Matrix with True Positive and False Negative rates.

V. SIMULATION AND RESULTS

In this research, the MBTI typology dataset is used which contains 2802 number of instances and 10 attributes. The dataset is fragmented into 70% training and 30% testing data.

   The fragmentation of the data is held through random permutation so the values are gathered randomly. Initially, the data was a mix of textual and numeric values. To make it nominal, the dataset mapping is performed.

   In which, each unique value is labelled with a number so that the resultant dataset would be categorical. The Machine Learning classical models are trained at MATLAB. Each model is trained and executed on the classifier learner feature.

   All implementation, network learning, and visualization are done in Matlab R2018b. The network training is executed in a single CPU environment.

   The results are observed based on training time, prediction speed, and training and testing accuracies.

   In which some algorithms show good training time and prediction speed. Other than that, some algorithms have high training accuracy and testing accuracy.
| Machine Learning Algorithms | Training Accuracy (%) | Testing Accuracy (%) | Prediction Speed (K-Obs/sec) | Training Time (sec) |
|-----------------------------|-----------------------|----------------------|------------------------------|--------------------|
| Fine Tree                   | 43.7                  | 71.58                | 330                          | 2.2743             |
| Medium Tree                 | 34.6                  | 75.39                | 300                          | 1.1414             |
| Coarse Tree                 | 26.6                  | 67.06                | 390                          | 0.94009            |
| Linear Discriminant         | 27.2                  | 66.47                | 79                           | 0.71396            |
| Quadratic Discriminant      | 0                     | 0.00                 | 0                            | 0                  |
| Linear SVM                  | 26.7                  | 65.04                | 8.4                          | 4.0409             |
| Quadratic SVM               | 29.6                  | 66.35                | 2.2                          | 17.01              |
| Cubic SVM                   | 68.4                  | 62.43                | 3.8                          | 21.746             |
| Fine Gaussian SVM           | 82.2                  | 65.99                | 0.85                         | 9.648              |
| Medium Gaussian SVM         | 32.6                  | 65.04                | 1.3                          | 9.3583             |
| Coarse Gaussian SVM         | 25.4                  | 64.09                | 1.3                          | 12.619             |
| Fine KNN                    | 99.2                  | 61.95                | 31                           | 7.3962             |
| Medium KNN                  | 36.3                  | 63.14                | 8.4                          | 7.2358             |
| Coarse KNN                  | 27.9                  | 65.52                | 5.2                          | 8.1314             |
| Cosine KNN                  | 36.8                  | 63.50                | 14                           | 8.4758             |
| Cubic KNN                   | 36.5                  | 63.50                | 1.1                          | 11.969             |
| Weighted KNN                | 99.2                  | 65.28                | 7                            | 12.357             |
| Ensemble Boosted Trees      | 35.5                  | 75.51                | 13                           | 14.644             |
| Ensemble Bagged Trees       | 98.4                  | 70.75                | 11                           | 14.473             |
| Ensemble Subspace Discriminant | 26.5                | 65.87                | 7.6                          | 14.232             |
| Ensemble Subspace KNN       | 90.3                  | 71.70                | 4.9                          | 15.223             |
| Ensemble RUSBoosted Tree    | 18.7                  | 53.98                | 27                           | 15.059             |
VI. CONCLUSION

The results depict that the Ensemble Bagged Trees algorithm gives overall good results with 98.4% training accuracy and 70.75% test accuracy at a moderate prediction speed of 11 K - Obs/sec by taking a training time of 14 sec. Hence, an Ensemble Bagged Trees algorithm is considered as a feasible option in the context of Machine Learning Classifier to facilitate computer-aided discovery for the Myers-Briggs personality type or MBTI personality type in general. In terms of training time and prediction speed, the Coarse Tree algorithm is the most efficient with the training time 0.94009/sec and prediction speed 390 (K - Obs/sec). Fine KNN algorithm and Weighted KNN algorithm are considered with the high training accuracy of 99.20% and Ensemble Boosted Trees algorithm with the testing accuracy of 75.51%.

VII. FUTURE WORK

The personality type identification is a broader area of exploration. The research is open for variety of data and techniques to come with new and effective findings. Presented study is focused on nominal data and the values are gathered from a global data inventory. However, the study could be performed on textual data using NLP technique. Further scientifically included personality type test for a real-time application on the best performance algorithms to analyze personality trait of a region or population.
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