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Abstract—We consider semantic segmentation of images using deep neural networks. To reduce the computational cost, we incorporate the idea of early exit, where different pixels can be classified earlier in different layers of the network. In this context, existing work utilizes a common threshold to determine the class confidences for early exit purposes. In this work, we propose Class Based Thresholding (CBT) for semantic segmentation. CBT assigns different threshold values to each class, so that the computation can be terminated sooner for pixels belonging to easy-to-predict classes. CBT does not require hyperparameter tuning; in fact, the threshold values are automatically determined by exploiting the naturally-occurring neural collapse phenomenon. We show the effectiveness of CBT on Cityscapes, ADE20K and COCO-Stuff-10K datasets using both convolutional neural networks and vision transformers. CBT can reduce the computational cost by up to 23% compared to the previous state-of-the-art early exit semantic segmentation models, while preserving the mean intersection over union (mIoU) performance.

Index Terms—Early exit, neural collapse, segmentation.

I. INTRODUCTION

As deep learning advances rapidly, new, larger models are frequently introduced, leading to improved performance [1], [2], [3]. However, larger models, while capable of learning complex patterns, come with higher inference costs. In the era of decentralized computing on edge devices (e.g., IoT), minimizing the inference cost of large models becomes crucial for deployment on resource-constrained devices [4], [5].

To reduce the inference cost without compromising performance, early exit networks are proposed [6], [7]. Early exit networks capitalize on the heterogeneity of real world data. Since not all data samples have the same “difficulty”, “easy” data samples can be allowed to exit the model early to save computation [6], [7], [8], [9], [10]. Early exit networks have been studied in conjunction with network pruning [11], [12]. They also have close ties with the phenomenon of neural collapse [8], [13].

The neural collapse phenomenon states that as one travels deeper in a neural network, the intermediate representations become more disentangled, forming distinct clusters at the last layer, which makes classification easier [13]. Recent works expand on this phenomenon and show that clusters begin to form even at earlier layers [8], [14], resulting in a so-called cascading collapse. In the supervised setting, each cluster corresponds to a class where the model is trained on, and the mean of the cluster is referred to as simply a class mean.

In [8], the authors propose an early exit mechanism utilizing the neural collapse phenomenon, outperforming various existing schemes. Specifically, a representation that is sufficiently close to a class mean at any given layer can be allowed an early exit, without significant penalty in classification performance. However, the idea of using the nearest class mean decision rule is not immediately applicable to the task of semantic segmentation since one now needs to perform pixel-wise classification. In fact, in the image classification task, there is one input and it belongs to one class. Therefore, the representations of the images with the same label can be averaged, and class means can be calculated. The intermediate layer outputs will be close to only one class mean, and a meaningful prediction can be performed based on the distances to the class means [8]. On the contrary, in semantic segmentation, one input has many pixels, each of which belong to different classes. One image has one representation at each layer, and components of a representation corresponds to many pixels. Hence, class means cannot be immediately calculated from the representations for individual pixels for the task of semantic segmentation.

Having too many pixels in an image results in the curse of dimensionality, which presents an additional complication. In fact, even if the class means could be obtained, using the nearest class mean decision for the pixels would be too costly since there are thousands of pixels in an image. These make it infeasible to calculate the class means for the pixels using existing algorithms (e.g. [8]). Nevertheless, utilizing the neural collapse phenomenon for semantic segmentation would be particularly useful because the amount of computation can be reduced significantly for the state-of-the-art semantic segmentation models [15], [16], [17], [18], [19], [20], [21], [22], [23].

We propose “Class Based Thresholding (CBT)”, a novel algorithm that reduces the computational cost while preserving the model performance for the semantic segmentation task. Leveraging the neural collapse phenomenon, CBT calculates the mean of the prediction probabilities of pixels in the training set, for each class. Then, the thresholds for each class are calculated via a simple transformation of the class means. These thresholds are then employed to allow the early termination of the computation for confidently predicted pixels at inference time. We show the effectiveness of CBT on the Cityscapes [24], ADE20K [25] and COCO-Stuff-10K [26] datasets using the HRNetV2-W18, HRNetV2-W48 and vision transformer models [27], [28].
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efficiently utilizing the neural collapse phenomenon, CBT can reduce the computational cost by up to 23% compared to the previous state-of-the-art method while preserving the model performance as shown in Fig. 1.

II. CLASS BASED THRESHOLDING

We build on the state-of-the-art early exit semantic segmentation method, “Anytime Dense Prediction with Confidence Adaptivity (ADP-C)” [29]. ADP-C adds early exit layers to the base semantic segmentation model and introduces a masking mechanism based on a single user-specified threshold value \( t \) to reduce the computational cost. If a pixel is predicted confidently at an exit layer, i.e., the maximum prediction probability over all classes is greater than the threshold \( t \), that pixel is masked for all subsequent layers. Any masked pixel will not be processed again at later layers. The computational cost is reduced due to the induced feature sparsity. While it is possible to let every pixel exit at the same time [31], this approach performs worse at the boundaries of objects, and therefore we focus on ADP-C and pixel-wise early exiting.

A big room for improvement for ADP-C stems from the observation that the same user-specified threshold value \( t \) is used for every class. However, it is more plausible that different threshold values should be used for different classes, and the threshold values should reflect the dataset and class properties, rather than just being a user-specified number. The observation from [32] supports our hypothesis: “The distribution of max logits of each predicted class is significantly different from each other.” This is because pixels belonging to different classes have different difficulty levels of being predicted correctly. For example, using \( t = 0.998 \) for bicycle class as in ADP-C makes sense because we may want to be really certain about pixels belonging to bicycles. However, pixels belonging to the sky class will be often easier to predict than pixels belonging to the bicycle class, which means the model will be confident about them much sooner. Therefore, a lower threshold value can be used for the sky class without significant penalty in prediction accuracy. Otherwise, more computation will have to be performed for the sky pixels.

Given a model trained on a semantic segmentation task with \( K \) classes, we propose using different masking threshold values per class, based on the dataset and class properties. Let \( T = [T_1, \ldots, T_K] \subseteq [0, 1]^K \) be the threshold vector that we wish to determine, where the \( k \)th element \( T_k \) corresponds to class \( k \), and \( k \in \{1, 2, \ldots, K\} \). Consider \( M \) training inputs, each of which have a height of \( H \) pixels, and a width of \( W \) pixels. Suppose that we utilize \( N \) exit layers in the model. The class prediction probabilities provided by the model at exit \( n \) for each \((m, h, w)\) triplet can be represented by the function \( \phi_n : \mathbb{R}^{M \times H \times W} \rightarrow [0, 1]^K \). Hence, given a pixel at height \( h \), width \( w \) of input \( m \), the prediction probabilities for the \( K \) classes at exit \( n \) are expressed as \( \phi_n(m, h, w) \).

Let \( S_k \) denote the set of all pixels, or \((m, h, w)\) triplets, whose ground truth is class \( k \). At each exit layer \( n \), for each class \( k \) in the training set, we calculate the mean of layer \( n \)’s prediction probabilities using all training set pixels in \( S_k \). This averaging helps obtaining a broad sense of information about the difficulty of pixels. This yields

\[
p_{n,k} = \frac{1}{|S_k|} \sum_{(m, h, w) \in S_k} \phi_n(m, h, w) \in [0, 1]^K. \tag{1}
\]

The motivation of averaging in (1) comes from the neural collapse phenomenon, which states feature vectors converge to their average class means as one goes deeper in a network [13]. Indeed, the averages \( p_{n,k} \) should empirically be a good estimate for the class probabilities, especially for a deep layer index \( n \). Specifically, the \( i \)th element of \( p_{n,k} \) denotes the average probability of a pixel belonging to class \( i \) when the ground truth for that pixel is class \( k \). Next, we compute

\[
P_k = \frac{1}{N} \sum_{n=1}^{N} p_{n,k} \in [0, 1]^K, \tag{2}
\]

which is the average of \( p_{n,k} \) over all layers. Hence, information across layers is shared to obtain a global estimate \( P_k \) on the difficulty of classes. The logic for the information sharing across layers is to leverage insights from both shallow and deep layers, and to make the thresholding less complex due to having only one set of thresholds for every exit. Information sharing in CBT can be seen as a naive version of feature reuse in other multi-exit network settings such as [33], [34], [35], [36], [37].

We then translate the estimates to classification thresholds as follows. We initialize the threshold \( T_k \) to be the difference between the largest and the second largest elements of \( P_k \), because this initialization strategy has been shown to be a reliable confidence score, effectively capturing the importance of the most dominant element relative to the second-largest one [8], [9]. If the confidence score is high, then the masking threshold should be low so that the computation can terminate easily. After all components of \( T \) are initialized in this manner, we inversely scale \( T \) according to two non-trainable parameters \( \alpha \) and \( \beta \) so that the maximum and minimum class confidence scores determined by \( T \) will be converted to masking threshold values \( \alpha \) and \( \beta \) respectively, where \( \alpha < \beta \). The rationale behind this inverse scaling is to guarantee that classes with high confidence scores will have low thresholds and vice versa. Specifically, the scaling is done via

\[
T_k \leftarrow \left( 1 - \frac{T_k - \min T}{\max T - \min T} \right) (\beta - \alpha) + \alpha. \tag{3}
\]

The inference is performed as follows: Let \( \pi \in [0, 1]^K \) be the prediction probabilities for a pixel at an exit layer. Let \( j = \arg\max\pi \). If \( \pi_j > T_j \), this pixel will be marked as confidently predicted (predicted as class \( j \)) and will be incorporated to the mask \( M \) as in Fig. 2. By doing so, the outputs of subsequent layers at these locations will not be calculated. Instead, already
Fig. 2. Overview of our Class Based Thresholding (CBT) scheme at the inference time for an example network with $N = 2$ exit layers and $K = 3$ classes: Tree, ground, and sky. In contrast to [29] and [30], CBT utilizes different thresholds for different classes, considering their varying levels of inherent difficulty. The thresholds are determined as a function of only two non-trainable hyperparameters, independent of the number of classes or exits, thanks to our neural collapse inspired design. At each exit, the layer output is split into $K = 3$ channels, where each channel corresponds to one of the tree, ground, or sky classes. The channels are then transformed into masks using their corresponding distinct thresholds, and the resulting masks are merged. The methods presented in [29] and [30] thus become a special case of CBT where the thresholds for every class is the same. Mask 1 illustrates the confident (white) pixels after the merger at Exit 1, which is subsequently integrated into the following layers through multiplication. This integration ensures that the model avoids unnecessary computations for these confident pixels in subsequent layers. Exit 2 follows the same mechanism for inference. Mask 2 exhibits a greater number of confident pixels due to the input image passing through layers between Exit 1 and Exit 2. The exit predictions become progressively better.

computed values will be used. Note that once calculated, $T$ is not updated in inference.

III. EXPERIMENTS AND RESULTS

We compare CBT against ADP-C [29] and DToP [30]. ADP-C and DToP allow early prediction of pixels, but they use the same thresholds for all classes. We use Cityscapes, ADE20K, COCO-Stuff-10k datasets [24], [25], [26], and HRNetV2-W18, HRNetV2-W48, ViT models for evaluation [27], [28]. We use mean intersection over union (mIoU) as our performance metric and number of floating point operations (FLOPs) as our computational cost metric. We attach 3 early exit layers to HRNet models as in [29] and 2 to ViT models as in [30] with the same exit structures and positions. The training is done by using the weighted sum of the exit losses. We assign the same weight of 1 to exit losses.

We have evaluated CBT with numerous $\alpha$-$\beta$ pairs (denoted as CBT $[\alpha, \beta]$). We kept $\beta = 0.998$ for HRNet models, $\beta = 0.9$ for ViT-Base, and $\beta = 0.95$ for ViT-Large in our experiments for a fair comparison because ADP-C and DToP achieve the best performance with these values. For comparison purposes, we also included $\beta = 0.9$ for ADP-C in Table I. Naturally, it has the lowest mIoU and FLOPs because all classes use the same threshold of 0.9, the lowest among the experiment settings. As shown in Tables I, II and III, lower $\alpha$ facilitates pixels exiting early, and increasing it results in more confident predictions.

By Table I, CBT $[0.9, 0.998]$ decreases the computational cost by 23% while losing only 0.62 mIoU for HRNetV2-W48. For Exits 2 and 3, the computational cost is decreased by 10% and 20% respectively. By using smaller $\alpha$, the computational cost can be decreased more, but mIoU starts degrading as well. Note that Exit 4 of CBT $[0.95, 0.998]$ can match the performance of Exit 3 of ADP-C while using 14% less computation. For HRNetV2-W18, the results follow the same trend: CBT $[0.99, 0.998]$ decreases the computational cost by 9% and 13% for exits 3 and 4 respectively as seen in Fig. 3.

According to Table II, we observe that CBT can also reduce the computational cost on the ADE20K dataset, which has significantly more classes as compared to the Cityscapes datasets. Specifically, CBT $[0.90, 0.998]$ decreases the computational cost by 17% and 19% respectively for exits 3 and 4 as seen in Fig. 3.
Table III

Comparison of CBT Against Dynamic Token Pruning (DTnP)

| Method  | Dataset  | Exit 1  | Exit 2  | Exit 3  |
|---------|----------|---------|---------|---------|
|         | Model    | mIoU    | mIoU    | mIoU    | GFLOPs  | GFLOPs  | GFLOPs  |
| DTnP    | Cityscapes | 41.79   | 55.70   | 45.85   | 66.60   | 49.21   | 83.52   |
| CBT [0.85, 0.95] | Cityscapes | 37.86   | 208.96  | 47.97   | 352.32  | 52.18   | 452.3   |
| DTnP    | ADE20K   | 31.89   | 124.94  | 41.71   | 205.14  | 45.64   | 266.17  |
| CBT [0.9, 0.95] | ADE20K   | 31.89   | 124.94  | 41.09   | 197.53  | 45.29   | 252.04  |

Fig. 3. Comparison of CBT with the previous state-of-the-art on the Cityscapes dataset for HRNetV2-W18 model.

Fig. 4. CBT thresholds for Cityscapes and ADE20K (α = 0.9, β = 0.999). by 6% while losing only 0.97 mIoU for HRNetV2-W48. The reason why the performances at the first three exit is low for both ADP-C and CBT is because the model cannot perform well enough due to large number of classes. It needs significantly more computation (e.g. 94.31 GFLOPs instead of 15.07, also seen in Table III with ViT) to have better performance. Also, this is why CBT cannot reduce the computational cost on ADE20K as much as it does on Cityscapes with HRNet models.

In Fig. 4, we illustrate CBT-calculated class thresholds for Cityscapes and ADE20K datasets. Due to the ADE20K dataset’s large number of classes, only the 19 classes with the lowest thresholds are displayed for both datasets. For Cityscapes, with a total of 19 classes, we exhibit all class thresholds. Compared to ADE20K dataset, class thresholds are spread out more uniformly between α = 0.9 and β = 0.999) for Cityscapes dataset (σ = 0.033). For ADE20K dataset on the other hand (σ = 0.009), the behavior is different: Most class thresholds lie between 0.997 and 0.998. This supports our observation that CBT can reduce the computational cost more when the number of classes is relatively low. We can also observe that for both datasets, simple classes such as “sky” have low thresholds, while more complex classes have typically have higher thresholds values, as expected.

Fig. 5 shows the relationship between different thresholds and their corresponding class-wise mIoU performances. When a lower α is used, class-wise mIoU performances drop slightly, in line with the results in Tables I, II and III. The “sidewalk” and “car” classes are affected the most with the change of their thresholds. For easier, high-mIoU classes, the performance drop is not drastic, suggesting the effectiveness of CBT.

Fig. 5. Class-wise mIoU performances for HRNetV2-W48 at Exit 2 with various α values (β = 0.9998). Dashed lines indicate the corresponding class thresholds.

A. Ablation Study

CBT calculates the average of $p_{n,k}$ over all exits as in (2) to obtain one single vector $P_k$, which is later scaled to obtain the thresholds. This allows the information across the layers to be shared and reduces the number of total thresholds from $N \times K$ to $K$. Here, we disable the information sharing by not averaging and allowing each exit to have its own thresholds based on its $p_{n,k}$. This prevents information flow from deeper exits to shallower exits. Note that this is a more complex method due to having more thresholds. We include the results in Tables I and II only for the highest α values and denote by CBT-ns, due to lack of space. As seen from the numbers, there is no significant difference between CBT and CBT-ns, meaning the more complex CBT-ns is not superior to CBT.

IV. CONCLUSION

We proposed a novel algorithm that utilizes the naturally occurring neural collapse phenomenon to reduce the computational cost of early exit semantic segmentation models. Experiment results on different datasets and models suggest our method is effective in reducing the computational cost without significant penalty in model performance. We note that the ideas developed in this paper can be applied to multi-modal data, which inherently have different requirements for processing complexity [39], [40], [41], [42]. In particular, the thresholds used for a neural network classifying text data should be different than the thresholds used for the image data. A detailed study is left as future work.
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