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Abstract

Two adiabatic potential energy surfaces (PES) based on density functional theory data are constructed for the interaction of atomic oxygen with graphite (0001) surface: an analytical FPLEPS PES and an interpolated Modified Shepard one. A classical trajectory study has been performed for the two PES for different initial conditions: collision energy (0.1 \(\leq E_{\text{col}} \leq 1.3\) eV), surface temperature (100 \(\leq T_{\text{surf}} \leq 900\) K) and two incident angles (\(\theta_v = 0^\circ, 45^\circ\)), and also for thermal conditions (T = T\textsubscript{Oxygen} = T\textsubscript{surf} = 300-1,500 K). In addition, hyperthermal experimental conditions corresponding to a hot atom distribution (\(<E_{\text{col}}> = 5.2\) eV) were also considered. All the properties studied for the two PES were in close agreement in almost the major part of the explored conditions, although some differences were obtained for low \(E_{\text{col}}\) due to the presence of a physisorption minimum in the MS PES that was not included into the FPLEPS one. The adsorption process occurs mainly over bridge sites. Adsorption probabilities are lower than reflection ones in practically all the conditions explored and increase quickly with \(E_{\text{col}}\) until a maximum and then decrease smoothly. Polar scattering angle distributions present a peak centered around the specular angle position and broaden when increasing \(E_{\text{col}}\) or \(T_{\text{surf}}\). A good agreement respect this peak position was found in comparison with the experimental hyperthermal data. The transfer of energy...
is mainly from the atom to the surface and increases when initial collision energy does.
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1. Introduction

Carbon-based materials have received considerable attention for their use in spacecraft applications. In particular, organic thin films, polymers and carbon fibre reinforced composites among others are used as a thermal protection system (TPS) in some part of Space Shuttle due to their light weight and high strength. In low Earth orbits (LEO), at approximately 160–2,000 km above Earth’s surface, atomic oxygen is one of the main present species and can collide with the spacecraft surface at very high translational energies (i.e., about 4.5±1.0 eV due to the orbital velocity of around 7.5 km/s) [1]. Some studies obtain information about the damage (i.e., etching, degradation,...) that produces these highly energetic collisions over the materials in order to improve them. In addition, a close understanding of the reactions that occur between graphite and hyperthermal O atoms is also of great interest to the rocket plume research community.

Experiments are performed with beams of O atoms (although some beams are formed by significant concentration of both O and O$_2$ in their ground state) that impinge over highly ordered/oriented pyrolitic graphite (HOPG). Some of the experiments [2,3,4] were focused on the study of the chemical reactivity and morphological evolution of HOPG upon exposure to 5 eV oxygen atoms (hyperthermal conditions). After exposure to atomic oxygen, the graphite surface becomes functionalized with epoxide groups that can migrate across the surface. Moreover, molecular oxygen is expected to scatter inelastically from the surface since it is only able to physisorb over a pristine surface by a small barrier. Neither 5 eV oxygen atoms nor 10 eV oxygen molecules are expected to cause sputtering from a pristine unfunctionalized surface [5] at least if no defect sites are formed.

Some theoretical works about the interaction of atomic and molecular oxygen with graphite [6,7,8,9,10,11], graphene [12,13] and carbon nanotubes [8,14,15] were mainly concerned with the adsorption over several types of surfaces for different coverages. Atomic oxygen becomes chemically adsorbed on a bridge position between two adjacent C atoms of graphite or graphene,
forming an epoxi group with an adsorption energy in the range of 0.95 - 3.2 eV [6,7,8,9,10] for a basal graphite surface depending on the oxygen coverage and the level of the calculations. When the interaction is over a defective edge site on graphite surfaces, the adsorption energies increase considerably (4.5 - 5.7 eV) [10]. Another important feature of the atomic oxygen adsorption over graphite is the easy diffusion observed (energy barriers of 0.38 eV [6] and 0.36 eV [7] for a coverage of 12.5 % and 3.12 %, respectively), which are lower than the obtained for a graphene sheet (0.58 eV for a coverage of 16.7 % [12]), that would imply a noticeable mobility of isolated adsorbed atom. In addition, we recently proposed a microkinetic model for O/O₂ over graphite [6]. This model used rate constants obtained from DFT and standard transition state theory for several processes occurring when O/O₂ mixtures collide over graphite surface showing a very low steady-state atomic coverage (θ < 0.5%) and also very low atomic recombination coefficients at thermal conditions (300-1,000 K).

Two recent works have simulated hyperthermal normal collisions of O over graphene [2,16] and graphite [16] by using DFT (PBE/DZP) data and the ReaxFF reactive force field, respectively, but without inclusion of a thermal bath. The surfaces were functionalized with preadsorbed O atoms or single vacancy defects. One of these dynamical simulations allows very long time integrations (e.g., 150 ps [16]), being the consecutive O collisions with the previous surface produced every picosecond, which increases also the system size by one atom per collision. In these conditions, it was observed that O adsorption (i.e., epoxide and carbonil formation) and O₂ formation via an Eley-Rideal (ER) mechanism were the main processes (t < 45 ps) but inelastic collisions were very low. At longer times CO/CO₂ formation could also be observed and C sheet was both broken and deformed.

The main goal of this work is to provide new potential energy surfaces (PES) for studying the O collisions with a pristine graphitic (0001) surface and to obtain dynamical information of this system by means of classical trajectories (CT), which can also be compared with some experimental
data [2]. Several PES are in the literature for studying the hydrogen recombination over graphite and graphene surfaces (i.e., H(g)+ H-graphite [17,18], H(g) + H-graphene [19]). However, up to our knowledge, there are not available analytical or interpolated PES for describing the atomic interaction of oxygen with a clean graphite surface, unless an earlier PES derived assuming O/ethylene data [20] and used for calculating the erosion yield (i.e., loss function) of graphite by O atoms.

This paper is organized as follows: Section 2 provides a brief detailed description about DFT and CT calculations; Section 3 describes the PES construction and their characteristics and Section 4 presents the main dynamical results and discussion, including the comparison with experimental data. Finally, Section 5 gives the summary and conclusions.

2. Theoretical methods

In this section, and for brevity purpose, only the main details of density functional theory (DFT) and classical trajectory (CT) calculations are given. The description of analytical and interpolated methods used in the potential energy surface (PES) construction will be done in Sec. 3.

2.1. DFT calculations

Periodic DFT calculations have been performed using the Vienna ab initio simulation package (VASP) [21,22,23,24], that uses plane waves basis set. A detailed description of the DFT calculations was done in a previous work [6], thus only a few details are given here. The calculations are mainly based on the generalized gradient approximation (GGA) with the revised Perdew-Burke-Ernzerhof functional (RPBE) [25]. The projector-augmented wave (PAW) technique within the frozen core approximation has been used to describe the electron-core interaction
An energy cut-off of 550 eV has been used in the plane-wave expansion after several tests to confirm the energy convergence of the calculations. Integration over the Brillouin zone was performed by using an \((11 \times 11 \times 1)\) \(k\)-point mesh by means of the Monkhorst–Pack method [28] for slab calculations using a \((2 \times 2)\) supercell. The energy convergence in the electronic self-consistent procedure was maintained below \(10^{-6}\) eV for all geometrical calculations performed under the rigid slab model. The vacuum used in the slab model was around 15 Å, which was large enough to prevent significant interactions between periodic images. Due to the important role that spin plays in atomic oxygen (i.e., triplet in its ground state), all calculations were spin-polarized [6,8,10].

Graphite is formed by a layered structure of six-member carbon rings, stacked in an ABAB sequence with a weak interlayer binding compared to the much stronger binding within the layers, (Fig. 1a). The experimental [29] lattice parameters for graphite structure are \(a = b = 2.456\) Å and \(c = 6.696\) Å. The theoretical values obtained in our previous work [6] reproduce the \(a\) and \(b\) parameters with a value of 2.468 Å but overestimate the \(c\) one. Thus, we decided to use the experimental \(c\) lattice parameter throughout the DFT calculations since this assumption led to a good description of the rest of bulk properties. Three different sites were considered in the case of atomic oxygen adsorption: on top of a surface C atom, which is either above another C atom (T1) or above an hexagon hollow (T2) of the second layer, and over a bridge (B) between the two nearest-neighbour carbon atoms (Fig. 1b). The two top sites (T1 and T2) are practically identical since the spatial difference between them is in the layer below, which is located at a distance of 3.348 Å, too far to produce significant differences in the interactions. We checked also that the hollow site (H) of the hexagonal ring of the first layer did not present any significant adsorption in agreement with previous studies [30,10]. The adsorption energies obtained for a \((2 \times 2)\) supercell show that the most stable location for O-adsorption over a pristine surface is onto the B site \((E_{\text{ads}} = 0.660\) eV) while for T1 and T2 sites the adsorption energy is practically the half \((E_{\text{ads}} = 0.308\) and 0.281 eV,
respectively). Moreover, we have observed that spin-polarized calculations with free magnetization were almost coincident with the lowest spin state energies in each region; at large distances to the graphite (e.g., d(O-surface) > 2.0 Å) the lowest energy corresponds to the triplet state but at shorter distances the singlet state has a lower energy. Consequently, we assume that the evolution of the system is electronically adiabatic, which requires at least one transition (i.e., for adsorption) between states of different spin (intersystem crossing, ISC). In spite of the possible importance of nonadiabatic effects in some gas-surface processes (e.g., for metals, [31]), in the present system the different earlier experimental and theoretical works can support the adiabatic approach. Thus, an ab initio direct Ehrenfest dynamics study with time dependent DFT (TDDFT) for collisions of O(^3P) with graphite clusters confirms the change from triplet to singlet character at the top and bridge sites at the closest approach during the collision [32]. This triplet/singlet ISC was also assumed to be important in a dynamical study of graphite erosion by atomic oxygen [33]. A recent molecular dynamics study of O/graphene using ReaxFF reactive force field [16] shows that epoxide formation is the main process, which is also experimentally observed for O collisions over graphitic surfaces [34, 35] producing graphite and graphene oxides.

DFT curves calculated over a specific site for several Z distances (Fig. 2a) seem to show the existence of a physisorption minimum in the entrance valley. To check this point, we have introduced the empirical dispersion energy based on C_6r^6 terms [36] to the DFT energy. The most stable minimum calculated corresponds to Z = 2.731 Å over a bridge site and with an adsorption energy of 0.124 eV, while over a top site, this energy is smaller (0.117 eV), for a distance of Z = 2.769 Å. Thus, this minimum does not depend practically on the site position as could be expected in a vdW complex.

2.2. CT calculations
A dynamical study of the adsorption and reflection for the atomic oxygen over graphite was done by means of the classical trajectory method [37] (CT). Several initial atomic collision energies between 0.05 eV ≤ E\text{col} ≤ 3.0 eV were considered for both FPPEPS and MS surfaces at two incident angles, θ\text{v} = 0° (normal incidence) and 45°, of the initial velocity vector respect the normal vector to the surface. All these conditions were explored assuming rigid slab model, without the effect of temperature and also including a Generalized Langevin Oscillator (GLO) [37,38,39,40] model to simulate the surface temperatures (T\text{surf}) in the range of 100 K ≤ T\text{surf} ≤ 1,300 K. In addition, thermal initial conditions for both O atom and surface were investigated within temperature range between 300 K ≤ T ≤ 1,500 K for initial θ\text{v} = 0° and 45° approaching angles (ϕ, angle was uniformly sampled between 0 - 360°). Finally, a hyperthermal atom distribution with graphite surface at T\text{surf} = 503 K was also studied in order to compare with experimental data available [2].

Initial incoming oxygen position (X, Y) is randomly selected along the (1 × 1) unit cell meanwhile initial Z position is set to 6.5 Å where the interaction with surface is negligible. Classical trajectories were calculated with qetsurf program developed in our group, which integrates the Hamilton equations of the system (O + GLO) using the Beeman algorithm. The time step used for both surfaces was 5×10^{-17} s, which ensure a total energy conservation along the trajectories lower than 1×10^{-4} eV in absence of the thermal bath. Total integration time was set to a maximum of 1.5×10^{-12} s, long enough to ensure proper interaction of the oxygen atom with the surface.

In order to classify the trajectories in one of the two possible exit channels (adsorption or reflection) the following criteria were taken into account. For a trajectory to be considered as reflection, the Z coordinate should be higher than 7.1 Å (i.e., no atom-surface interaction) and the direction of the velocity vector, should be pointing to the vacuum. On the other hand, for a trajectory to be considered as adsorption, the Z of the incoming atom has been considered to be lower than 2.2 Å (a value close to the one reported for the adsorption barriers) [6] and the number
of total rebounds with the surface should be at least 8, irrespectively of the final position. The minimum number of total trajectories \(N_T\) calculated for each condition was around \(N_T = 10,000\) which, for example, leads to a standard error of 1 - 2% in adsorption probability.

To account for energy exchange and dissipation a GLO model [37-40] was used, including the surface and ghost particle movement into the Hamilton equations. In the present work, as initial oscillator frequencies \(\omega_{i,x, i=1,2,3}\) were used the values derived from bulk \(T_D\) or surface Debye temperature \(T_{s,D}\) of graphite (i.e., \(T_{s,D} = 350\) K [41] and \(T_D= 423.6\) K [42], 393.9 K[43]). Thus, values close to \(10^{-3}\) for \(\omega_D\) and to \(5\times10^{-4}\) for \(\omega_i\) (in atomic units of time\(^{-1}\)) were calculated. These values were used as guess frequencies to fit the experimental mean square of perpendicular displacements of graphite surface atoms as a function of surface temperature [44].

The agreement with experimental data is quite good for surface temperatures between 150 - 300 K. The optimal parameters are \(\omega_{i,x} = \omega_{i,y} =10^{-3}\) and \(\omega_{i,z} =3.4 \times10^{-4}\) a.u. for \(i=1,2,3\). It was checked that changes on the effective mass [e.g., from 12 (one carbon atom) to 60 amu (5 carbon atoms of the unit cell)] produce negligible effects on the quality of the fit of the experimental values. In fact, the incoming atom can interact with more than one surface atom (Armand effect [45]) during the collision due to the finite size of the projectile, which can justify even more the use of an effective mass. The value of 60 amu along with the chosen friction constants \((\gamma_{g,x} = \gamma_{g,y} = \gamma_{g,z} = 4.0 \times10^{-4}\) a.u.) were good enough to reproduce the experimental hyperthermal data, shown in section 4.

3. Potential energy surfaces

3.1. Analytical FPLEPS PES

An analytical periodic London-Eyring-Polanyi-Sato (PLEPS) potential energy surface [46,47,48] has been used for O/graphite system. In particular, we have considered an extension of the PLEPS
PES (called Flexible PLEPS, FPLEPS), which has been recently applied to N\(_2\) over W(100) and W(110), reaching a good level of accuracy [49,50,51].

Within the framework of the FPLEPS, the 3D PES expression for atomic oxygen over graphite can be developed by the equation,

\[
V(X, Y, Z) = D(X, Y) \left[ e^{-2\alpha(X, Y, Z)(Z - Z^{eq}(X, Y))} - 2 e^{-\alpha(X, Y, Z)(Z - Z^{eq}(X, Y))} \right] + \\
+ \lambda(X, Y) \left[ 1 + \tanh(\theta(X, Y) \cdot Z + \chi(X, Y)) \right]
\]  

(1)

where X, Y, Z are the coordinates of the oxygen atom. The first term is a modified Morse potential, where D and \(\alpha\) are the Morse parameters and \(Z^{eq}\) is the equilibrium Z distance of adsorbed oxygen. \(\alpha\) parameter is expressed by the function,

\[
\alpha(X, Y, Z) = (1 - f(Z)) \cdot \alpha_h(X, Y, Z) + f(Z) \cdot \alpha_l(X, Y, Z)
\]

(2)

where \(\alpha_h\) and \(\alpha_l\) functions ensure a good description of both the attractive and the repulsive part of the atom-surface potential, which are smoothly connected using a switching function (f),

\[
\alpha_h(X, Y, Z) = \alpha_0(X, Y) + \alpha_i(X, Y) \cdot Z
\]

(3)

\[
\alpha_l(X, Y, Z) = \alpha'_0(X, Y) + \alpha'_i(X, Y) \cdot Z
\]

(4)

\[
f(Z) = \frac{1}{2} \left[ 1 + \tanh(35Z - 52.5) \right]
\]

(5)

According to this, \(\alpha = \alpha_l\) for values of \(Z < 1.20\) Å (the repulsive branch) and \(\alpha = \alpha_h\) for values of \(Z > 1.66\) Å (the attractive branch).

The second term introduces more flexibility to the Morse potential to be able to reproduce several adsorption energy barriers at different sites of the solid surface. In earlier works (e.g., N\(_2\)/W [49,50,51]) this term was not necessary. Thus, the used \(\theta(X, Y)\) and \(\chi(X, Y)\) functions are,

\[
\theta(X, Y) = \frac{7}{Z_h(X, Y) - Z_i(X, Y)}
\]

(6)

\[
\chi(X, Y) = -3.5 \cdot Z_h(X, Y) \cdot \theta(X, Y)
\]

(7)

The second term in equation (1) varies from 0 to \(2\lambda\) when Z changes from \(z_l\) to \(z_h\).
There are a total of nine parameters \((D, Z^{eq}, \alpha_0, \alpha_1, \alpha_0', \alpha_1', z_l, z_h, \lambda)\), whose \((X,Y)\) dependence is introduced via a Fourier expansion representing the symmetry of the crystal surface. For each \(P_j\) parameter (e.g., \(P_1 = D, P_2 = Z^{eq}, \ldots\)) a Fourier series up to the 5th order is used for graphite (0001) surface,

\[
P_j(u,v) = C_{j0} + C_{j1} \left[ \cos \left( \frac{2\pi}{a} (u + v) \right) + \cos \left( \frac{2\pi}{a} u \right) + \cos \left( \frac{2\pi}{a} v \right) \right] +
\]
\[
+ C_{j2} \left[ \sin \left( \frac{2\pi}{a} (u + v) \right) - \sin \left( \frac{2\pi}{a} u \right) - \sin \left( \frac{2\pi}{a} v \right) \right] +
\]
\[
+ C_{j3} \left[ \cos \left( \frac{2\pi}{a} (2u + v) \right) + \cos \left( \frac{2\pi}{a} (u + 2v) \right) + \cos \left( \frac{2\pi}{a} (u - v) \right) \right] +
\]
\[
+ C_{j4} \left[ \cos \left( \frac{2\pi}{a} (2u - v) \right) + \cos \left( \frac{4\pi}{a} u \right) + \cos \left( \frac{4\pi}{a} v \right) \right] +
\]
\[
+ C_{j5} \left[ \sin \left( \frac{4\pi}{a} (u + v) \right) - \sin \left( \frac{4\pi}{a} u \right) - \sin \left( \frac{4\pi}{a} v \right) \right]
\]

where \(C_{ji}\) \((i = 1 \text{ to } 5 \text{ and } j = 1 \text{ to } 9)\) represent the Fourier coefficients, \(a=b=2.468\) Å is the cell parameter and \((u,v)\) are the crystal coordinates (Fig. 1b), which are related with the orthogonal \((X,Y)\) coordinates by

\[
u = \frac{2Y}{\sqrt{3}} \quad \text{and} \quad u = X - \frac{Y}{\sqrt{3}}\]

Six selected high-symmetry sites (Fig. 1b), namely T1, T2, B, H, T1H and T2H, inside the minimum triangle that generates the entire unit cell, were considered for DFT calculations. Thus, a total of sixteen \(Z\) values for each curve were calculated in the range of \(0.2 \leq Z \leq 3.1\) Å (i.e., a total of 96 DFT points). Then, a least squares fitting procedure was performed independently for each of the 6 DFT curves, which correspond to the high-symmetry sites. The optimal parameters are shown in Table 1 and they reproduce quite well the calculated DFT curves (Fig. 2a and 2b). The \(C_{ji}\) Fourier coefficients, which will guarantee the \((X,Y)\) dependence in other sites of the surface, were obtained by solving a system of linear equations, and are given in Table 2.

Analytical derivatives were also obtained for this PES in order to get a more accurate and faster
integration of the Hamilton's equations.

In spite of the LEPS, PLEPS or FPLEPS names are frequently applied to 3-atom systems (gas phase) or 2-atom/surface systems, we have maintained the name FPLEPS for the O/graphite PES because this is a particular case from the most general FPLEPS surface that we are also constructing for the O$_2$/graphite system.

### 3.2. Interpolated MS PES

We have also constructed an interpolated PES for O/graphite (0001) system using a modified Shepard scheme, which was initially developed by Collins and co-workers for gas-phase potential energy surfaces [52,53,54,55,56] using internal coordinates. Lately, this methodology was applied also to some gas-surface reactions (H$_2$/Pt(111) [57,58], H$_2$/Pd(111) [59]) with some difficulties (e.g., derivative discontinuities in the dynamics). We have developed a PES based on Cartesian coordinates. The energy is evaluated as a weighted sum of Taylor series expansions centered about a number of calculated DFT points (N$_{data}$),

\[
V(X,Y,Z) = \sum_{i=1}^{N_{data}} w_i(X,Y,Z) \cdot T_i(X,Y,Z)
\]

(10)

where $T_i(X,Y,Z)$ is a second order Taylor expansion of the potential centered on the i-th data point $(Z_i,Y_i,Z_i)$,

\[
T_i(q_1,q_2,q_3) = V(q_{1i},q_{2i},q_{3i}) + \sum_{k=1}^{3} (q_k - q_{ki}) \left( \frac{\partial V}{\partial q_k} \right)_{q_i} + \frac{1}{2} \sum_{k=1}^{3} \sum_{j=1}^{3} (q_k - q_{ki}) (q_j - q_{ji}) \left( \frac{\partial^2 V}{\partial q_k \partial q_j} \right)_{q_i}
\]

(11)

being $(X,Y,Z) \equiv (q_1,q_2,q_3)$. The weight function ($w_i$) is calculated from an inverse distance power between $(X,Y,Z)$ and $(Z_i,Y_i,Z_i)$ points, and then is normalized ($w_i$) by summing over all N$_{data}$ points,
The selection of $p$ parameter was tested for different values within the range $4 \leq p \leq 12$, checking also the energy conservation during some trajectories, obtaining an optimal value of $p = 8$. Using the same checking procedure, a threshold or tolerance for the normalized weight was stated at $w_{\text{tol}} = 10^{-8}$. Thus, configurations with a smaller weight (i.e., $w_i \leq w_{\text{tol}}$) were not considered in the total sum of equation (10) to save computer time without reducing the energy accuracy ($N_{\text{effective}} < N_{\text{data}}$).

In order to describe properly the asymptotic regions for $Z > Z_1 = 3.7$ Å, the following equation was used for energy calculation,

\[
V(X,Y,Z > Z_1) = \left[ V(X,Y,Z = Z_1) - V^{\text{ass}} \right] \cdot f(Z) + V^{\text{ass}}
\]

(13)

where $V^{\text{ass}}$ is the asymptotic energy (e.g., O + slab) and $f(Z)$ has the expression,

\[
f(Z) = \frac{Z}{Z^{(0.5)(Z-2.4)}}
\]

(14)

This latter function ensures a soft connection for energy and derivatives in these regions.

In spite of MS interpolation does not need a regular grid of DFT data points, we have preferred to use an initial regular $(u,v)$ grid of DFT points ($N_{\text{data}} = 399$), calculated inside the minimum triangle area (green zone in Fig. 1b) for $0.9$ Å $\leq Z \leq 3.7$ Å. Equivalent configurations were obtained by using symmetry operations for describing not only all the $(1 \times 1)$ unit cell (i.e., mirror planes) but also half of the surrounding cells (i.e., lattice translations). Thus, a total of 9,156 configurations were used, of which 2,289 were inside of the initial unit cell. DFT energies, analytical gradients and numerical second derivatives were computed for all data points. The initial PES data set was iteratively grown by adding 66 extra DFT points for the initial collision energies ($E_{\text{col}} = 0.3$, 1.0 and 3.0 eV), which gave place to a final value of $N_{\text{data}} = 465$. Two criteria were alternatively applied in each cycle to select the new points [57]. The first one (h-weight criterion) chooses the configurations most regularly visited by the trajectories (i.e., configurations with the
largest \( h \) values) and described with a few number of DFT data points. The second one (variance sampling criterion) selects points in the regions where the calculation of the energy seems to be less accurate (i.e., configurations with the largest variances).

Analytical derivatives were also obtained for the MS PES as in the previous FPLEPS.

### 3.3. Analysis and comparison of both PES

A first analysis of the FPLEPS surface can be performed looking at the accuracy of the fitted DFT grid of points. Thus, the calculated root mean square deviation (RMSD) respect to the 64 DFT energies used for the fit, corresponding to \( 1.1 \, \text{Å} \leq Z \leq 3.1 \, \text{Å} \) (the most repulsive were not included), was of 0.034 eV, which is small enough when it is compared with expected DFT uncertainties. Moreover, we have also calculated the RMSD for the DFT grid used latter in MS PES, excluding both the most repulsive points and those included in the same fit. Thus, a value of 0.095 eV for the 328 DFT points is achieved, which is quite good because these points were not used for the fit. Furthermore, we have also used the calculated DFT first derivatives of this latter and large grid of points (not included into the fit) to evaluate more the quality of the FPLEPS first derivatives. Their RMSD values are 0.32, 0.30 and 0.61 eV/Å for \( X \), \( Y \) and \( Z \) coordinates, respectively, with larger deviations when compared with the energies, as could be expected. For the grid of 64 DFT points, whose energies are fitted, the RMSD of their first derivatives are better: 0.17, 0.23 and 0.57 eV/Å for \( X \), \( Y \) and \( Z \) coordinates, respectively.

Figs. 2a and 2b show the DFT and FPLEPS Z curves at four high-symmetry sites (i.e., B, T1, T2 and H), respectively. They compare reasonably well. A similar behaviour is found in Fig. 2c for the MS curves. Nevertheless, FPLEPS curves are much more smoother than the interpolated ones. Moreover, one additional curve corresponding to the hollow of the centre of the triangle in Fig. 1b (hereafter H2 site), where there are not DFT points, is also calculated for both PES, showing a very
similar shape.

Table 3 summarizes the minimum and the energy barrier properties at five sites for DFT, FPLEPS, and MS curves. It is important to note that the absolute energy used as the asymptote for the FPLEPS surface, differs slightly from the one used in MS PES. In all cases, the zero of energies was obtained for a supermolecule calculation considering the oxygen atom far away from the surface although the absolute value for the MS PES was 0.052 eV higher. As above mentioned, the MS curves (not the FPLEPS ones) tend to show a somewhat vdW minimum around 2.75 Å with adsorption energy lower than 0.06 eV, which is more stabilized once dispersion energies are included. Nevertheless, this physisorption minimum is only important at very low collision energies, whereas the energies implied in the applicability of the TPS are by far much higher. MS PES is built by using a larger number of DFT geometries, so it is more appropriate for describing the vdW minimum zone. The FPLEPS could describe also this minimum by introducing additional terms (i.e., Gaussian functions) in equation (1) that would give more flexibility in the entrance channel.

The description of B, T1 and T2 sites is similar for FPLEPS and MS surfaces although the B adsorption minimum is slightly more stable in MS PES. This is not only due to the reference asymptote difference but also to the worse quality of the MS first and second derivatives around this minimum. It is shown that adsorption is an activated process as there are energy barriers in all studied sites. The presence of this activation barrier arises from the ISC between the triplet and singlet states in the same manner that MRCI method provided an activation barrier of 0.73 eV for the interaction of oxygen with C₂H₄[60].

Table 3 also shows the site with the lowest adsorption barrier (hereafter TS site). This is between T1 and T1H sites or close to B site for FPLEPS and MS PES, respectively, although in both cases their energy barriers are only somewhat lower than for B site. The similarity of T1 and T2 curves (Fig. 2) and data (Table 3) is consistent with the values found in previous DFT calculations [6].
Several energy contour plots at two fixed oxygen Z distances to the surface as a function of X and Y values are presented in Fig. 3 in order to facilitate a complete view and comparison between both surfaces. In general, good agreement between both representations is found. Clearly, the bridge sites are the most attractive regions for atomic adsorption and the hexagonal hollow sites the most repulsive ones. Therefore, it will be expected that O tends to be adsorbed close to B sites and subsurface penetration through hollow sites will be forbidden.

MS PES shows wiggly equipotential lines due to the effect of low accuracy on the second derivatives.

4. CT dynamical results

4.1. State-specific initial conditions

4.1.1. Probabilities

Figs. 4a and 4b show that in absence of a thermal bath, oxygen reflection is more important than atomic adsorption at all energies and incident angles (e.g., $\theta_v = 0^\circ$ and $45^\circ$) explored for both PES (FPLEPS and MS). It is worth noting that the main difference between PES is found at low energies (i.e., $E_{col} = 0.05$ eV), especially for off normal incidence where the adsorption probability is even higher than the one obtained for the reflection process in the MS surface. This effect is due to the presence of the small physisorption minimum in the MS surface, not reproduced in FPLEPS one. Moreover, there is threshold energy around 0.2 eV in the adsorption probability with the FPLEPS PES for normal and off normal (in this case the threshold corresponds to perpendicular energy) incidence. These threshold values are in agreement with the lowest energy barrier found in the PES (Table 3), although the energy barrier heights depend on the position of the incoming atom. Thus, when the atom overcomes the barrier to the potential well ($Z<2.0$ Å), a part of the perpendicular kinetic energy can be transformed into the parallel one, consequently favouring the trapping of the...
atom. For a small increment of the collision energy the chemisorption probability can increase until reaching a maximum value at around 0.325 eV (i.e., 27% of adsorption probability for both PES), because at these higher energies the incoming atom is able to overcome not only the minimum adsorption barrier but also higher ones located in close surface regions (Table 3). However, at much higher collision energies the trapping finally decreases as could be expected.

For off normal incidence (Fig. 4b), it is observed a clear increase of the reflection at all perpendicular energies with a maximum on the adsorption probability around 0.4 eV (1.9%) and 0.5 eV (2.5%) for FPLEPS and MS surfaces, respectively. These adsorption probabilities are much lower than for normal incidence and show also the same threshold energies.

Figs. 4c-4f present the reflection and adsorption probabilities once introduced the surface temperature ($T_{surf} = 100$ K and 900 K). Adsorption probabilities show now higher values than without thermal bath at the same energies for both incident angles and both PES. In the case of normal incidence, adsorption is the main process in the collision energy range 0.35 - 0.95 eV and 0.50 - 0.90 eV for FPLEPS and MS PES, respectively, overcoming the reflection probability, which was not observed without thermal bath. The thermal bath allows a noteworthy decreasing in the perpendicular energy due to an energy transfer to the graphite surface explaining the high increase of the adsorption probability. For off normal incidence, the transfer from perpendicular to parallel is limited because we have initially parallel energy (like a communicating vessels system) and the adsorption probability is lower.

Adsorption threshold energy is observed to occur at the same initial perpendicular collision energies when the thermal bath is added, because this latter is not only giving extra stabilization by exchanging energy with oxygen atoms but also it is allowing that atoms with smaller collision energy can overcome the energy barrier. The effect of energy exchange between atomic oxygen and the graphite surface is more important as the surface temperature is increased but mainly for lower collision energies. At higher collision energies the small increase of surface temperature from 100
to 900 K limits the atom-surface energy exchange, as a result decreasing a little the adsorption probability.

The MS adsorption probabilities show a minimum around 0.2 eV not found in FPLEPS ones, with a noteworthy adsorption at lower collision energies. There is a predominant chemisorption (i.e., small $Z_{\text{min}}$ values) at high collision energies ($E_{\text{col}} > 0.5$ eV) and a physisorption (i.e., large $Z_{\text{min}}$ values) at lower ones ($E_{\text{col}} < 0.2$ eV), while a mixture of both kind of adsorption processes are appreciated in the intermediate energies. Physisorption contribution decreases when $E_{\text{col}}$ augments reversely to chemisorption contribution, giving place to the observed minimum in total adsorption probability. The increase of surface temperature diminishes logically the physisorption process.

An analysis of the initial and final positions of the trajectories that finally produce adsorption and reflection at $T_{\text{surf}} = 300$ K and several collision energies was carried for both PES. Figs. 5a-5d show the final positions of the adsorbed atoms for normal and off normal incidence and $E_{\text{col}} = 0.5$ eV, which are mainly located over the bridge sites and their surroundings areas, whereas no adsorption is found over the repulsive areas (e.g., hexagonal hollow sites) that correspond mainly to the initial positions of the reflection processes, as predicted by the previous theoretical calculations [6]. It is worth noting that trajectories initially started inside the central $(1 \times 1)$ unit cell can also become adsorbed over bridge sites of adjacent cells. This could be explained considering that oxygen atoms can easily diffuse over the graphite surface before becoming adsorbed, in agreement with some experimental [3,4] results and also with the low diffusion barriers reported in previous DFT studies [6].

4.1.2. Polar scattering angle distributions

Fig. 6 presents the polar scattering angle ($\theta_v'$) distributions of the reflected atoms for normal and off normal incidence at several collision energies and surface temperatures for both PES. $\theta_v'$ is the
angle between final atomic velocity and the positive Z-axis. Moreover, all the distributions were integrated over $\phi_{v'}$ angle.

The results obtained for both PES used are essentially very similar, although with some discrepancies at low collision energies. For normal incidence and low collision energies (i.e., 0.25 and 0.5 eV) the reflection is mainly observed around the specular position (i.e., $\theta_{v'} \approx 0\text{-}10^\circ$). At higher collision energies (i.e., 1.3 eV) the final polar scattering angle distribution is broadened and its center is shifted at larger angles. For off normal incidence, a similar behaviour is observed around $\theta_{v'} \approx 45^\circ$.

To understand better these distributions, we have also calculated the lowest atomic Z value just before that the atom is reflected ($Z_{low}$). The mean values $<Z_{low}>$ were 1.973, 1.664, 1.262, 1.205 and 1.167 Å for 0.25, 0.30, 0.50, 0.80 and 1.30 eV, respectively, for normal incidence, without thermal bath and for FPLEPS PES. At low collision energies ($E_{col} = 0.25$ eV) the reflection follows mainly the minimum energy path, being $<Z_{low}>$ close to the $Z^s$ values around the bridge site (i.e., 1.953 Å for FPLEPS PES, Table 3), showing that reflection happens for distances similar or larger than those of the adsorption barriers, leading to close specular scattering angles. For higher collision energies the incoming atom is able to get closer to the surface, overcoming easily these barriers and achieving more repulsive regions of the PES, which can justify the separation from the specular angles.

The surface temperature effect is small between 0-900 K; the increase of $T_{surf}$ broadens slightly the peaks. Moreover, we have carried out a deeper analysis of the scattering distributions at several collision energies ($E_{col} = 0.25, 0.5, 1.3$ eV) for $T_{surf} = 300$ K and $\theta_{V} = 45^\circ$ looking also the parallel, perpendicular and total energy transfers from the incoming atom to the surface along with the minimum approach distance to the surface (i.e., $<Z_{low}>$) around the maximum ($\pm 5^\circ$) of the scattering distributions ($I(\theta_{v'})$). For an approaching angle of $\theta_{V} = 45^\circ$, the initial perpendicular energy is always half of $E_{col}$. Several trends are observed regarding both the shift and shape of
I(θ') distributions. It is worth noting that larger θ' angles than the initial ones can be originated by a decrease of the perpendicular energy or an increase of the parallel energy. Thus, from 0.25 to 0.5 eV the peak shift (from 47° to 59°) is only produced by a perpendicular to parallel energy transfer with a negligible contribution of the solid surface. Since the <Z_{low}> values are larger than 2 Å, the perpendicular energy is still lower than the barriers (Table 1, Fig. 2). At 1.3 eV the distribution is much wider and peaked at 35°. This change is mainly produced because now the parallel energy is vastly transferred to the solid surface, achieving shorter distances (<Z_{low}> = 1.1 Å).

A few differences are observed between FPLEPS and MS PES distributions. There is a general tendency of MS PES to produce polar scattering angle distributions shifted to large angles, possibly originated by the long range (i.e., physisorption well) PES differences.

### 4.1.3. Energy distributions

Fig. 7 shows the distributions of the energy transferred by the reflected atoms to the surface for normal incidence, several initial collision energies (E_{col} = 0.25, 0.50 and 1.30 eV) and two surface temperatures (T_{surf} = 300, 900 K) for FPLEPS and MS PES. This energy is calculated from the difference between the final and initial atomic energies (i.e., ΔE = E'_{col} - E_{col}), being negative if the atom transfers energy to the surface. In general ΔE < 0 and becomes more negative as the initial collision energy increases. Nevertheless, it can be observed for a small number of trajectories a positive energy exchange, which means that in some cases, the surface is giving energy to the impinging atom. This effect that increases with temperature is mainly observed at low initial collision energies.

Some differences are observed in these distributions between FPLEPS and MS PES at higher surface temperatures and collision energies (Fig. 7b). MS peaks are slightly shifted to more
negative $\Delta E$ values and become narrower. Therefore, it seems that MS PES favours more in such conditions the exchange of energy from the incoming atoms to the surface. This fact could help to understand the differences in Fig. 6 for both PES. If there is more energy exchange (MS PES) the atoms interact more strongly and can lose much more the memory of the initial conditions, leading to broader angular distributions. Moreover, the higher adsorption probability observed with MS PES (Fig. 4) at high collision energies can be explained also according to this more important energy exchange.

4.2. Thermal and hyperthermal initial conditions

Thermal probabilities at several temperatures (i.e., $T = T_{\text{Oxygen}} = T_{\text{surr}}$) and at two incident angles ($\theta_v = 0^\circ$ and $45^\circ$) for both PES were also computed to facilitate also the possible comparison of CT rate constants for adsorption process with previous TST ones [6] and with future experimental measurements. Results are plotted in Fig. 8, which shows very low adsorption probabilities that increase as temperature does in all the range explored ($300 \leq T \leq 1,500$ K) for FPLEPS PES. Normal incidence adsorption probability (Fig. 8a) is slightly higher than the one for off normal incidence (Fig. 8b). The general trend of these probabilities is close to the one found for low initial collision energies, including surface temperature (Figs. 4c-4f) and also is comparable to the previous results of our microkinetic modelling [6], which predicts a very low atomic adsorption at thermal conditions (300-1,000 K).

FPLEPS and MS probabilities are almost coincident at high temperatures (i.e., $T > 1,300$ K). At lower temperatures the MS adsorption probability decreases when $T$ augments, in a similar way as for the increase of collision energy until 0.2 eV, due to the physisorption minimum effect. When increasing the temperature, the physisorption process can decrease mainly by two reasons: firstly, because the initial collision energy is increasing, so atoms have too much energy to be stabilized on
the physisorption well, and secondly, because a higher surface temperature allows a higher energetic exchange from the surface to the oxygen atom, which can give energy enough to the atom to go back to the gas phase. On the other hand, when temperature is high enough, some of the atoms will have energy sufficient to surmount the adsorption barrier and to lead to chemisorption. Thus, the increase in adsorption probability from 1,300 K to 1,500 K will be produced by the increment of the chemisorption.

The polar scattering angles observed at several temperatures are comparable to the scattering angle distributions observed at low initial collision energies (Figs. 6c-6f).

Polar scattering angle distribution was also computed at the particular experimental hyperthermal conditions recently measured [2]. Thus, 450,000 trajectories were computed for both PES at $\theta_v = 45^\circ$, $T_{surf} = 503$ K, sampling the same experimental initial O atom distribution, with an average value ($<E_{col}>$) of 5.2 eV. Fig. 9a compares the calculated angular distributions with the experimental one, which was measured for scattered atoms in the same plane as the initial plane formed by the normal to the surface and the O beam line (i.e., in-plane measurements). Scattered atoms are considered in-plane when the final plane was within $1^\circ$ (angular tolerance) respect the initial one. Calculated in-plane distributions for MS and FPLEPS PES are similar and close to the experimental curve. A smaller angular tolerance tends to narrow the calculated distributions. On the other hand, out-of-plane contribution produces broader distributions (Fig. 9b) although peaked at similar angle. In addition, the number of scattered atoms out-of-plane is larger by far than the in-plane ones (ca., 98.7% out-of-plane and 1.3% in-plane for FPLEPS and MS with an angular tolerance of $1^\circ$). Therefore, experimental measurements out-of-plane should report even a broader angular distribution.

The distribution obtained in Fig. 9a is super-specular, while for lower energies ($E_{col} = 0.25, 0.50, 1.30$ eV, Fig. 6) the distributions were peaked at specular or even lower angles. It is important to note that when $E_{col}$ is increased sufficiently over the barrier regions (e.g., 2.0, 3.0, 5.2 eV) we
observe that there is a strong perpendicular energy transfer to the solid surface together with a perpendicular to parallel energy transfer (more evident when $E_{col}$ is increased and clearly at 5.2 eV), which produces peaks at larger angles, changing from 55° to 65°. Summarizing, the different regions (i.e., corrugation) of the PES available at each collision energy are clearly responsible of these changes in the $I(\theta_V')$ distributions.

These peaks are very close ($\theta_V' = 65°$ for the theoretical results and $\theta_V' = 62°$ for the experimental one), although experimental distribution is somewhat narrower than the theoretical ones as above mentioned. However, some consideration should be made. Firstly, the experimental hot beam contains both O and O$_2$ species and the final experimental distribution of the measured O$_2$ molecules reveals that an important part of O incoming atoms react via Eley-Rideal (ER) mechanism to form additional O$_2$ molecules, that are dispersed along with the incoming O$_2$ molecules. This means that there will be preadsorbed O atoms that could affect the scattering of the O atoms (coverage effect). In fact, previous theoretical simulations [2,16] with a continuous O beam impinging several models of graphene/graphite surface show that inelastic probabilities are very dependent on O coverage and vacant defects.

Secondly, the breaking of the C sheet (produced by the formation of CO and CO$_2$) and its deformation [16] could also alter the experimental scattering distribution. Finally, the use of a better thermal bath with a complete slab movement (full PES) could be necessary to simulate better these experimental high energetic conditions, which would also provide somewhat larger adsorption probabilities than the ones we obtain for both PES in these conditions (ca. 0.5%). Previous dynamical simulations [16] confirm that the inclusion of the second C layer (graphite model) acts a heat sink and also delays the creation of defects respect the graphene model. In fact, the present CT simulations (one O atom collision) are not directly comparable with these ones [16] (ca. 150 O atoms colliding per trajectory) because in our study the surface is always clean and pristine whereas in this another work the surface becomes altered during the much longer simulations (ca. 1 ps vs.
150 ps) even when the simulations start with a model of pristine either graphene or graphite surface.

The distributions obtained by using both PES are in good agreement as could be expected because at these extreme collision conditions the small PES differences will be insignificant.

5. Summary and conclusions

Two different potential energy surfaces for the interaction of atomic oxygen over graphite (0001) surface have been constructed. The analytical FPLEPS PES is based on a reduced set of DFT data over high-symmetry sites, and the interpolated Modified Shepard one (MS PES) uses a much larger set of DFT data, that were calculated in the present work for this goal.

Classical trajectory method has been applied to study the adsorption and reflection processes as a function of the collision energy ($E_{\text{col}} = 0.1$ - 1.3 eV), the surface temperature ($T_{\text{surf}} = 100$-900 K) and the incident angle ($\theta_{v} = 0^\circ$, 45$^\circ$). Moreover, thermal and hyperthermal conditions were also considered to compare with available experimental data.

In general, the results obtained by the two PES used are in close agreement in practically the major part of the explored conditions. Nevertheless, some differences were obtained for low collision energies due to the presence of a physisorption minimum in the MS PES that was not reproduced in the FPLEPS one. The description of the system by means of the interpolated PES could be considered more accurate than the analytical PES since a large amount of DFT information was included (not only energies but also first and second derivatives) in order to describe the system. It is worth noting that MS surface matches completely the DFT information whereas the fitted FPLEPS has an associated root mean square deviation.

Adsorption probabilities are lower than reflection ones for almost all initial conditions studied. Adsorption increases quickly with collision energy until a maximum and then decreases smoothly. This behaviour is coherent with the similar adsorption energy barriers found on several sites of the
graphite surface. Especially, the bridge sites correspond to the most favourable minimum energy path for the adsorption. Only at collision energies lower than 0.2 eV there is a clear difference between both PES. FPLEPS shows no adsorption whereas MS PES shows a significant adsorption that increases at even lower collision energies, due to the physisorption contribution. The use of several incident angles and surface temperatures produces only small changes in these probabilities.

Polar scattering angle distributions are similar for both PES, although with some minor discrepancies at low collision energies. The peak of these distributions for normal or off normal incidence is mainly observed around their specular position, although the increase of the collision energy broadens these distributions and moves them at larger angles. The increase of surface temperature enlarges slightly the peaks.

The atom-surface collisions mainly transfer energy from the atom to the surface, which is more important for higher atomic collision energies. The MS PES favours more than the FPLEPS one the exchange of energy, which can explain its larger adsorption probabilities.

At thermal conditions, the general trends for the probabilities are similar than the ones found for low initial collision energies. FPLEPS and MS probabilities are almost coincident at high temperatures whereas at lower ones the MS adsorption probability decreases when temperature increases due to the physisorption minimum.

The experimental hyperthermal polar scattering angle distribution peak is practically matched for both PES calculations, but the shapes of the theoretical distributions are wider than the experimental one. However, the influence of the experimentally preadsorbed O atoms, which produces O₂ molecules, could affect this final distribution; a direct comparison with the present calculations of atomic scattering over a clean graphite surface could not be totally exact.
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Table 1. Fitting parameters ($P_j$) for the 6 high-symmetry sites.

| Parameters | high-symmetry sites |
|------------|---------------------|
|            | T1  | T2  | B    | H    | T1H   | T2H   |
| D/eV       | P1  | 6.345 | 6.370 | 4.860 | 3.795 | 3.038 | 2.916 |
| $Z_{eq}/\text{Å}$ | P2  | 1.492 | 1.491 | 1.348 | 1.736 | 1.448 | 1.454 |
| $\alpha_0/\text{Å}^{-1}$ | P3  | -1.791 | -1.791 | -1.732 | -0.208 | -0.432 | -0.537 |
| $\alpha_1/\text{Å}^{-2}$ | P4  | 2.376 | 2.376 | 2.137 | 1.029 | 1.576 | 1.670 |
| $\alpha_0'/\text{Å}^{-1}$ | P5  | 2.375 | 2.360 | 1.655 | 0.649 | 1.318 | 1.315 |
| $\alpha_1'/\text{Å}^{-2}$ | P6  | -0.752 | -0.736 | -0.084 | 0.370 | 0.246 | 0.262 |
| $z_l/\text{Å}$ | P7  | 0.800 | 0.800 | 0.790 | 0.460 | 0.510 | 0.550 |
| $z_h/\text{Å}$ | P8  | 3.110 | 3.110 | 3.140 | 3.980 | 3.310 | 3.270 |
| $\lambda/eV$ | P9  | 3.250 | 3.250 | 2.150 | 2.590 | 1.900 | 1.800 |
Table 2. Fourier coefficients ($C_{ji}$) for each of the $P_j(u,v)$ parameters $^a$

| Parameters | $i = 1$  | $i = 2$  | $i = 3$  | $i = 4$  | $i = 5$  | $i = 6$  |
|------------|----------|----------|----------|----------|----------|----------|
| $C_{1i}$ / eV | 4.079    | 0.383    | 0.635    | 0.475    | -0.102   | 0.139    |
| $C_{2i}$ / Å  | 1.456    | -2.942×10^{-2} | -4.980×10^{-2} | 3.917×10^{-2} | 2.639×10^{-3} | -2.464×10^{-3} |
| $C_{3i}$ / Å^{-1} | -0.991   | -0.223   | -0.416   | -9.075×10^{-2} | 4.686×10^{-2} | -0.111   |
| $C_{4i}$ / Å^{-2} | 1.828    | 0.143    | 0.275    | 3.317×10^{-2} | 6.333×10^{-3} | 1.617×10^{-2} |
| $C_{5i}$ / Å^{-1} | 1.521    | 0.174    | 0.296    | 9.133×10^{-2} | 1.978×10^{-2} | -3.368×10^{-2} |
| $C_{6i}$ / Å^{-2} | 1.283×10^{-2} | -0.125   | -0.207   | -0.129   | -1.444×10^{-3} | 5.581×10^{-3} |
| $C_{7i}$ / Å  | 0.634    | 4.500×10^{-2} | 8.949×10^{-2} | 1.750×10^{-2} | -7.222×10^{-3} | 2.406×10^{-2} |
| $C_{8i}$ / Å  | 3.280    | -8.000×10^{-2} | -0.150   | 4.000×10^{-2} | -1.667×10^{-2} | 1.732×10^{-2} |
| $C_{9i}$ / eV | 2.220    | 9.250×10^{-2} | 0.131    | 0.270    | -1.917×10^{-2} | 4.330×10^{-3} |

$^a$According to equation (8).
**Table 3.** Calculated and DFT data for atomic oxygen adsorption curves over several sites of graphite (0001) surface, without slab relaxation. Zero of energies were considered at O\(_{(g)}\) + slab as a supermolecule.

|     | Data |     |     |     |     |
|-----|------|-----|-----|-----|-----|
|     | B    | T1  | T2  | H2  | TS  |
| PLEPS | E\(_{\text{min}}\) / eV | -0.677 | -0.298 | -0.317 | -0.003 | -0.326 |
|     | Z\(_{\text{min}}\) / Å | 1.384 | 1.567 | 1.564 | 1.49 | 1.43 |
|     | E\(^*\) / eV | 0.261 | 0.309 | 0.312 | 0.259 | 0.228 |
|     | Z\(^*\) / Å | 1.953 | 1.953 | 1.954 | 1.867 | 1.913 |
| MS  | E\(_{\text{min}}\) / eV | -0.741 | -0.347 | -0.363 | -0.112 | -0.742 |
|     | Z\(_{\text{min}}\) / Å | 1.382 | 1.549 | 1.547 | 1.45 | 1.31 |
|     | E\(^*\) / eV | 0.244 | 0.281 | 0.279 | 0.361 | 0.244 |
|     | Z\(^*\) / Å | 1.862 | 1.866 | 1.848 | 1.815 | 1.874 |
| DFT \(a\) | E\(_{\text{min}}\) / eV | -0.660 | -0.281 | -0.308 | - | - |
|     | Z\(_{\text{min}}\) / Å | 1.385 | 1.556 | 1.554 | - | - |
|     | E\(^*\) / eV | 0.312 | ~ 0.31 | ~ 0.31 | - | - |
|     | Z\(^*\) / Å | 1.874 | ~ 1.90 | ~ 1.90 | - | - |

*Reference [6].
FIGURE CAPTIONS

Figure 1 Some insights of the graphite (0001) surface: a) layer like structure. b) top view of the graphite (0001) surface. The (1 x 1) unit cell (a = b lattice parameter) and the smaller minimum triangle area (green zone) along with the crystal (u,v) and the orthogonal axis (X,Y) are shown. The six high-symmetry sites used (black and white squares) are indicated; their (X, Y) coordinates are: 

\[(0, \frac{a\sqrt{3}}{3}), (0,0), (0, \frac{a\sqrt{3}}{6}), (\frac{a}{2}, \frac{a\sqrt{3}}{6}), (\frac{a}{4}, \frac{a\sqrt{3}}{4}), (\frac{a}{4}, \frac{a\sqrt{3}}{12})\] for T1, T2, B, H, T1H and T2H, respectively.

Figure 2 Oxygen-graphite (0001) potential energy curves over B, H, T1, T2 and H2 sites: a) the calculated DFT data, b) the analytical FPLEPS PES and c) the interpolated MS PES. T1 and T2 curves are almost coincident.

Figure 3 (X,Y) potential energy contour plots of oxygen over the graphite (0001) surface for FPLEPS (left panels) and for MS (right panels) PES at fixed Z distances: 1.30 Å for a) and b), and 1.80 Å for c) and d). Black lines draw the (1 x 1) unit cell whereas black circles represent first layer carbon atoms. Axes at right for potential energy in eV.

Figure 4 Oxygen adsorption (dark lines) and reflection (light lines) probabilities as a function of perpendicular collision energy at initial θ_v = 0º (left panels) and 45º (right panels) without thermal bath (a, b) and considering two surface temperatures (T_{surf} = 100 K (c, d) and 900 K (e, f)) for the FPLEPS (solid lines) and MS (dotted lines) PES.

Figure 5 Final (X,Y) position of absorbed atoms at θ_v = 0º (top figures: a,b) and for θ_v = 45º (bottom figures: c, d) for E_{col} = 0.5 eV and T_{surf} = 300 K. Left plots show the results for FPLES PES.
and the right ones for the MS one. The incoming atoms are sampling only the central \((1 \times 1)\) unit cell, delimited by dark lines.

**Figure 6** Polar scattering angle \((\theta,')\) distributions of the reflected atoms at \(\theta_v = 0^\circ\) (left panels) and \(45^\circ\) (right panels) without thermal bath (a, b) and considering two surface temperatures \((T_{surf} = 300\) K (c, d) and 900 K (e, f)) for several initial collision energies \((E_{col} = 0.25, 0.50\) and \(1.30\) eV) for the FPLEPS (solid lines and filled squares, asterisks and filled triangles, respectively) and MS (dotted lines and open squares, crosses and open triangles, respectively) PES. The distributions are normalized to unit area.

**Figure 7** Energy exchange \((\Delta E)\) for reflected atoms at initial \(E_{col} = 0.25, 0.50\) and \(1.30\) eV for the FPLEPS (solid lines and filled squares, asterisks and filled triangles, respectively) and MS surfaces (dotted lines and open squares, crosses and open triangles, respectively) PES at: a) \(T_{surf} = 300\) K and b) \(T_{surf} = 900\) K for normal incidence.

**Figure 8** Oxygen adsorption (circles) and reflection (squares) probabilities as a function of temperature \((T_{Oxygen} = T = T_{surf})\) at initial \(\theta_v = 0^\circ\) (a) and \(45^\circ\) (b) for the FPLEPS (solid lines) and MS surfaces (dotted lines) PES.

**Figure 9** Polar scattering angle \((\theta,')\) distributions of the reflected atoms for hyperthermal experimental conditions with \(\theta_v = 45^\circ\) and \(T_{surf} = 503\) K [2]: a) Calculated in-plane angular distributions for FPLEPS (solid line) and MS (dashed line) compared with experimental data (circles). b) out-of-plane contributions for FPLEPS (solid line) and MS (dashed line) calculations. The distributions are normalized to unit at the peak.
Figure 2
Figure 3
Figure 4

\[ \theta_v = 0^\circ \quad \theta_v = 45^\circ \]

(a) no thermal bath
(b) no thermal bath

(c) 
(d) 

text: $T_{\text{surf}} = 100 \text{ K}$

(e) 
(f) 

text: $T_{\text{surf}} = 900 \text{ K}$

\[ E_{\text{col}, \perp} / \text{eV} \]
Figure 5
Figure 7

(a) $T_{\text{surf}} = 300$ K

(b) $T_{\text{surf}} = 900$ K
Figure 8

(a) $\theta_v = 0^\circ$

reflection

adsorption

(b) $\theta_v = 45^\circ$
Figure 9

(a) (in-plane)

(b) (out-of-plane)

\[ I(\theta) \]

\[ \theta_{v}' / ^\circ \]

FPLEPS

MS

exp.
References

[1] T. Ngo, E. J. Snyder, W. M. Tong, R. S. Williams, M. S. Anderson, Surf. Sci. Lett., 314 (1994) L817.

[2] J. T. Paci, H. P. Upadhyaya, J. Zhang, G. C. Schatz, T. K. Minton, J. Phys. Chem. A, 113 (2009) 4677.

[3] K. T. Nicholson, T. K. Minton, S. J. Sibener, J. Phys. Chem. B, 109 (2005) 8476.

[4] H. Kinoshita, M. Umeno, M. Tagawa, N. Ohmae, Surf. Sci., 440 (1999) 49.

[5] L. K. Cohen, J. Chem. Phys., 99 (1993) 9652.

[6] V. Moron, P. Gamallo, R. Sayós, Theor. Chem. Acc., 128 (2011) 683.

[7] D. Lamoen, B. N. J. Persson, J. Chem. Phys., 108 (1998) 3332.

[8] D. Sorescu, K. D. Jordan, P. Avouris, J. Phys. Chem. B, 105 (2001) 11227.

[9] A. Incze, A. Pasturel, C. Chatillon, Appl. Surf. Sci., 177 (2001) 226.

[10] A. Incze, A. Pasturel, C. Chatillon, Surf. Sci., 537 (2003) 55.

[11] Y. Xu, J. Li, Chem. Phys. Lett., 400 (2004) 406.

[12] J. Ito, J. Nakamura, A. Natori, J. App. Phys., 103 (2008) 113712.

[13] Z. Xu, K. Xue, Nanotech, 21 (2010) 045704.

[14] X. Y. Zhu, S. M. Lee, Y. H. Lee, T. Frauenheim, Phys. Rev. Lett., 85 (2000) 2757.

[15] S. P. Walch, Chem. Phys. Lett., 374 (2003) 501.

[16] S. G. Srinivasan, A. C. T. van Duin, J. Phys. Chem. A., 115 (2011) 13269.

[17] S. Morisset, F. Aguillon, M. Sizun, and V. Sidis, J. Chem. Phys., 121 (2004) 6493.

[18] J. Ree, Y. H. Kim, H. K. Shin, Chem. Phys. Lett., 353 (2002) 368.

[19] N. Rougeau, D. Teillet-Billy, V. Sidis, Phys. Chem. Chem. Phys., 13 (2011) 17579.

[20] L. K. Cohen, J. Chem. Phys., 99 (1993) 9652.

[21] G. Kresse, J. Hafner, Phys. Rev. B, 47 (1993) 558.

[22] G. Kresse, J. Hafner, Phys. Rev. B, 49 (1994) 14251.
[23] G. Kresse, J. Furthmüller, Comput. Mater. Sci., 6 (1996) 15.
[24] G. Kresse, J. Furthmüller, Phys. Rev. B, 54 (1996) 11169.
[25] B. Hammer, L. B. Hansen, J. K. Nørskov, Phys. Rev. B, 59 (1999) 7413.
[26] P. E. Blöchl, Phys. Rev. B, 50 (1994) 17593.
[27] G. Kresse, D. Joubert, Phys. Rev. B, 59 (1999) 1758.
[28] H. J. Monkhorst, J. D. Pack, Phys. Rev. B, 13 (1976) 5188.
[29] R. W. G. Wyckoff, Crystal structures. Interscience Publishers, New York, 1963.
[30] A. Incze, A. Pasturel, C. Chatillon, Appl. Surf. Sci., 108 (2001) 3332.
[31] I. Rahinov, R. Cooper, D. Matsiev, C. Bartels, D. J. Auerbach, A. M. Wodtke, Phys. Chem. Chem. Phys., 13 (2011) 12680.
[32] C. M. Isborn, X. Li, J. C. Tully, J. Chem. Phys., 126 (2007) 134307.
[33] L. K. Cohen, J. Chem. Phys., 99 (1993) 9652.
[34] N. A. Vinogradov, K. Schulte, M. L. Ng, A. Mikkelsen, E. Lundgren, N. Martensson, A. B. Preobrajenski, J. Phys. Chem. C., 115 (2011) 9568.
[35] A. Barinov, O. B. Malcioglu, S. Fabris, T. Sun, L. Gregoratti, M. Dalmiglio, M. Kiskinova, J. Phys. Chem. C., 113 (2009) 9009.
[36] S. Grimme, J. Comp. Chem., 27 (2006) 1787.
[37] G. D. Billing, Dynamics of Molecule Surface Interactions, John Wiley & Sons, New York, 2000 (Chap. 5 and 6).
[38] J. C. Tully, J. Chem. Phys., 73 (1980) 1975.
[39] J. C. Polanyi, R. J. Wolf, J. Chem. Phys., 82 (1985) 1555.
[40] H. F. Busnengo, M. A. Di Cesare, V. Dong, A. Salin, Phys. Rev. B., 72 (2005) 125411.
[41] A. Albinet, J. P. Biberian, M. Bienfait, Phys. Rev. B., 3 (1971) 2015.
[42] L. Lang, S. Doyen Lang, A. Charlier, M. F. Charher, Phys. Rev. B., 49 (1994) 5672.
[43] D. Singh, Y. P. Varshni, Phys. Rev. B., 24 (1981) 4340.
[44] G. Boato, P. Cantini, C. Salvo, R. Tatarek, S. Terreni, Surf. Sci., 114 (1982) 485.
[45] G. Armand, J. Manson, Surf. Sci., 80 (1979) 532.
[46] J. Dai, J. Z. H. Zhang, J. Chem. Phys., 102 (1995) 6280.
[47] A. Forni, G. Wiesenekker, E. J. Baerends, G. F. Tantardini, J. Phys.: Condens. Matter 7 (1995) 7195.
[48] S. Caratzoulas, B. Jackson, M. Persson, J. Chem. Phys., 107 (1997) 6420.
[49] L. Martin-Gondre, C. Crespos, P. Larrégaray, J. C. Rayez, D. Conte, B. van Ootegem, Chem. Phys., 367 (2010) 136.
[50] L. Martin-Gondre, C. Crespos, P. Larrégaray, J. C. Rayez, B. van Ootegem, D. Conte, Chem. Phys. Lett., 471 (2009) 136.
[51] L. Martin-Gondre, C. Crespos, P. Larrégaray, J. C. Rayez, B. van Ootegem, D. Conte, J. Chem. Phys., 132 (2010) 204501.
[52] J. Ischtwan, M. A. Collins, J. Chem. Phys., 100 (1994) 8080.
[53] M. Jordan, K. Thompson, M. A. Collins, J. Chem. Phys., 102 (1995) 5647.
[54] M. Jordan, K. Thompson, M. A. Collins, J. Chem. Phys., 103 (1995) 9669.
[55] M. Jordan, M. A. Collins, J. Chem. Phys., 104 (1996) 4600.
[56] K. Thompson, M. A. Collins, J. Chem. Soc., Faraday Trans., 93 (1997) 871.
[57] C. Crespos, M. A. Collins, E. Pijper, G. J. Kroes, J. Chem. Phys., 120 (2004) 2392.
[58] C. Crespos, M. A. Collins, E. Pijper, G. J. Kroes, Chem. Phys. Lett., 376 (2003) 566.
[59] P. N. Abufager, C. Crespos, H. F. Busnengo, Phys. Chem. Chem. Phys., 9 (2007) 2258.
[60] S. Roszak, R. J. Buenker, P. C. Hariharan, J. J. Kaufman, Chem. Phys., 147 (1990) 13.