CONNECTIONS ON CAHEN-WALLACH SPACES
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ABSTRACT. We systematically discuss connections on the spinor bundle of Cahen-Wallach symmetric spaces. A large class of these connections is closely connected to a quadratic relation on Clifford algebras. This relation in turn is associated to the symmetric linear map that defines the underlying space. We present various solutions of this relation. Moreover, we show that the solutions we present here provide a complete list with respect to a particular algebraic condition on the parameters that enter into the construction.
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1. Introduction

In this text we examine spinor connections on solvable Lorentzian symmetric spaces and a closely related quadratic relation on the Clifford algebra of a Euclidean vector space, $V$. One parameter that connects the two topics is a symmetric endomorphism $B \in \text{End}(V)$. Solvable Lorentzian symmetric spaces have been classified in [5] and thus we will use the term Cahen-Wallach-spaces or CW-space. From a differential geometric point of view CW-spaces are considered in the classification of holonomy groups of Lorentzian manifolds, see [3,20]. In physics they are used as backgrounds of supergravity theories because they have a large space of isometries and may admit many supersymmetry generators, see for example [8,9,10,11,12,22]. In the supersymmetry setting CW-spaces are sometimes called KG-spaces or just $pp$-waves, although they form a special class among them. In all applications connections on CW-spaces play a major role, but a systematic treatment is missing. This is the aim of the text at hand.
In the first part of our text we present the above mentioned quadratic relation on a Clifford algebra, see Definition 2.1. We develop solutions of this relation: the quadratic Clifford pairs. We do this by investigating certain special approaches. As a result we get solutions for any symmetric map \( B \) according to some restriction on its eigenvalue structure, see Propositions 2.5, 2.16, 2.21, and 2.23.

The second part is on the origin of the quadratic relation. As we will see, it naturally arises when we consider connections on the spinor bundle of CW-spaces. We will recall some basic facts on invariant connections on homogeneous spaces and especially on CW-spaces. Therefore, we introduce a notation that is well adapted to the algebraic nature of the topic, see Definition 3.1. The quadratic relation then is shown to correspond to the vanishing of the curvature of a particular class of connections. This class is defined by a trivial action of the center of the CW-space, see (23). For the result see Theorem 3.6 and we remark that this has been found to be true before by the author in [25]. We will also give the result for a general connection, see Theorem 3.7. Furthermore, we will discuss certain restrictions of the space of spinors on which the Clifford-algebra acts and we show that some of the properties of the connections survive.

In a last part we will discuss an algebraic condition that turns the examples of quadratic Clifford pairs that we found in the first part into a complete list. In this respect we classify flat homogeneous connections on irreducible spinor bundles over CW-spaces, see Proposition 4.1 and Theorem 4.3.

## 2. Quadratic Clifford pairs

Let us consider an finite dimensional real vector space \( V \) with Euclidean metric \( g \). We denote by \( \Cl(V) \) its complex Clifford algebra\footnote{For more details on Clifford algebras, aka geometric algebras that go beyond the facts we state in this text we recommend the books [17], [13], [15], or [21]} subject to the Clifford relation

\[
vw + wv = -2g(v,w)
\]  

for all \( v, w \in V \).

**Definition 2.1.** Let \((V,g)\) be a Euclidean vector space and \( \Cl(V) \) as above. For \( a, b \in \Cl(V) \) consider the map \( q_{a,b} : \Cl(V) \to \Cl(V) \) that is defined by

\[
q_{a,b}(x) := a^2 x + xb^2 - 2axb.
\]

A **quadratic Clifford pair** is a pair \((a,b) \in \Cl(V) \times \Cl(V)\) that obeys

(i) \( q_{a,b}V \subset V \) and

(ii) \( q_{a,b} \) restricted to \( V \) is a \( g \)-symmetric element in \( \text{End}(V) \).

We call the quadratic Clifford pair **(non)-degenerate** if \( q_{a,b}\big|_V \) is a (non)-degenerate symmetric map and we call it **associated to** \( B \in \text{End}(V) \) if \( q_{a,b}\big|_V = B \).

For \( a, b \in \Cl(V) \) the map \( q_{a,b} \) is the square of the map \( s_{a,b} \) with \( s_{a,b}(x) := ax - xb \). Therefore, we have

\[
q_{a_1+a_2,b_1+b_2} = q_{a_1,b_1} + q_{a_2,b_2} + s_{a_1,b_1} \circ s_{a_2,b_2} + s_{a_2,b_2} \circ s_{a_1,b_1}
\]  

for all \( a_1, a_2, b_1, b_2 \in \Cl(V) \).
Remark 2.2. We write \( a, b \in \mathrm{Cl}(V) \) as \( a = \alpha + a' \) and \( b = \beta + b' \) with \( \alpha \) and \( \beta \) being the scalar parts of \( a \) and \( b \), respectively. Then \( q_{a,b} \) reads as

\[
q_{a+a',\beta+b'}(x) = (\alpha - \beta)^2 x + q_{a',b'}(x) - 2(\alpha - \beta)\bar{s}_{a',b'}(x).
\]

(4)

This means that \( q_{a,b} \) is invariant under the action of the scalars given by \((a, b) \mapsto (a + \alpha, b + \alpha)\). Therefore, we may assume that the scalar part of \( a \) or \( b \) vanishes when we look for quadratic Clifford pairs \((a, b)\).

Let \( \Gamma \) be an irreducible matrix representation of \( \mathrm{Cl}(V) \) and let \( \{ \Gamma_\mu \} \) be a set of \( \gamma \)-matrices associated to a basis \( \{ e_\mu \} \) of \( V \), i.e. \( \Gamma_\mu = \Gamma(e_\mu) \) with \( \Gamma_\mu \Gamma_\nu + \Gamma_\nu \Gamma_\mu = -2g_{\mu\nu} \mathbb{I} \). When \( q_{a,b} \) obeys (ii) this basis can be chosen as an orthonormal basis of eigenvectors of \( q_{a,b} \).

We use the following abbreviation for products of \( \gamma \)-matrices. Consider the multi-index \( I = (i_1, \ldots, i_k) \in \{1, \ldots, n\}^k \) for \( k = 0, \ldots, n \), then

\[
\Gamma_I = \Gamma_{\mu_1 \ldots \mu_k} := \Gamma_{[\mu_1} \Gamma_{\mu_2} \ldots \Gamma_{\mu_k]}.
\]

For \( k = 0 \) we set \( \Gamma_\emptyset = \mathbb{I} \) and we write \( \hat{I} \) for the length of the index, i.e. \( \hat{I} := k \) for \( I \in \{1, \ldots, n\}^k \). If \( \Gamma_\mu \) is associated to an orthonormal basis and \( I \) and \( J \) contain the same indices we have \( \Gamma_I = \epsilon_I^J \Gamma_J \), where \( \epsilon_I^J \) is the sign of permutation from \( I \) to \( J \). If we do not care about the ordering of the indices within \( I \) we identify the multi-index with the set of indices itself. Therefore, the notations \( I \cap J, I \cup J \) and \( I^c \) make sense. Moreover, due to (1) we have \( \Gamma_I^2 = \sigma_I \mathbb{I} \) with \( \sigma_I \in \{ \pm 1 \} \). For the combination of \( \gamma \)-matrices of maximal length we write

\[
\Gamma^* = \frac{\hat{I}!}{\hat{I}!} \Gamma_{1 \ldots n}.
\]

Then \( \Gamma^* \) is the image of the complex volume form and obeys \((\Gamma^*)^2 = \mathbb{I}\).

Remark 2.3. We shortly recall two important involutions of the Clifford algebra:

By \( - : \mathrm{Cl}(V) \to \mathrm{Cl}(V) \) we denote the extension of \( V \ni v \mapsto -v \in V \) to an automorphism of \( \mathrm{Cl}(V) \) and by \( \dot{\ } : \mathrm{Cl}(V) \to \mathrm{Cl}(V) \) we denote the extension of \( V \ni v \mapsto v \in V \) to an antiautomorphism of \( \mathrm{Cl}(V) \). For \( I = (\mu_1, \ldots, \mu_I) \) we get

\[
\bar{\Gamma}_I = (-)^{\hat{I}/2} \Gamma_I \text{ and } \dot{\Gamma}_I = \Gamma_{\mu_I \ldots \mu_1} = (-1)^{\binom{\hat{I}-1}{2}} \Gamma_I.
\]

The elements in the +1 and -1 eigenspaces of \dagger are called even and odd, respectively.

Due to relation (1) a generic element \( c \in \mathrm{Cl}(V) \) can be written as

\[
c = \sum_I c_I \Gamma_I, c_I \in \mathbb{C}.
\]

Remark 2.4. Suppose \( c \) and \( d \) are both even or odd with respect to the \( \mathbb{Z}_2 \)-grading of \( \mathrm{Cl}(V) \) and \( c, d \) is a quadratic Clifford pair. Then so is \((-\Gamma^*c, \Gamma^*d)\) with \( q_{c,d} = (-1)^{\text{deg}_{Z_2}c} q_{-\Gamma^*c, \Gamma^*d} \) if \( \dim(V) \) is even, and \((\Gamma^*c, \Gamma^*d)\) with \( q_{c,d} = q_{\Gamma^*c, \Gamma^*d} \) if \( \dim(V) \) is odd.

\[\begin{align*}
2\text{When we consider such expansions the sum is taken over indices of the form } I = (i_1, \ldots, i_j) \text{ with } i_1 < i_2 < \cdots < i_j.
\end{align*}\]
2.1. **Traces and symmetry.** Let us identify $\text{Cl}(V) = \text{End}(S)$ via $\Gamma$ where $S$ is an irreducible Clifford module for $\text{Cl}(V)$. Then the $I$-component of $a = \sum_I a_I \Gamma_I \in \text{Cl}(V)$ can be evaluated by the trace via

$$a_I = (-1)^{\frac{I(I+1)}{2}} \frac{1}{\text{tr}(\Gamma_I)} \text{tr}(a \Gamma_I). \quad (5)$$

The trace yields an inner product on $\text{Cl}(V)$ by $\langle a, b \rangle = \text{tr}(a b)$ where for $b = \sum_I b_I \Gamma_I$ is given by $\tilde{b} = \sum_I (-1)^{\frac{I(I-1)}{2}} b_I \Gamma_I$, see Remark 2.3. This product is naturally induced by the inner product $g$ on $V$ because it coincides with the extension of $g$ to the Grassmann algebra $\Lambda^* V^\ast$. In particular, the basis $\{\Gamma_I\}_{I \geq 0}$ obtained from an orthonormal basis $\{e_\mu\}$ of $V$ obeys $\text{tr}(\Gamma_I \tilde{\Gamma}_J) = \delta^I_J \text{tr}(1)$ with $\delta_I^J = \delta_{i_1 \ldots i_I}^{j_1 \ldots j_J}$.

The transpose of $q_{c,d}$ with respect to the induced inner product on $\text{Cl}(V)$ is determined by $q_{d,c}$. More precisely,

$$\langle q_{c,d} \rangle^I_J = (-1)^{\frac{J(J-1)}{2}} \text{tr}(q_{c,d}(\Gamma_I) \Gamma_J)$$

$$= (-1)^{\frac{J(J-1)}{2}} \text{tr}(c^2 \Gamma_I \Gamma_J + \Gamma_I d^2 \Gamma_J - 2c \Gamma_I d \Gamma_J)$$

$$= (-1)^{\frac{J(J-1)}{2}} \text{tr}(d^2 \Gamma_I \Gamma_J + \Gamma_J c^2 \Gamma_I - 2d \Gamma_J c \Gamma_I)$$

$$= (-1)^{\frac{J(J-1)}{2}} \text{tr}(q_{d,c}(\Gamma_I) \Gamma_J)$$

$$= (-1)^{\frac{J(J-1)}{2}} (-1)^{IJ} (q_{d,c})_{IJ}.$$  

In particular, if $(c, d)$ is a quadratic Clifford pair, i.e. $q_{c,d}|_V$ is a symmetric on $V$, then $\text{proj}_V q_{d,c}(v) = q_{c,d}(v)$ on $V$. Moreover, if $(c, d)$ is a quadratic Clifford pair then $(d, c)$ is a quadratic Clifford pair if and only if $q_{c,d}$ respects the vector space splitting $\text{Cl}_1(V) \oplus \bigoplus_{r \neq 1} \text{Cl}_r(V)$. All quadratic Clifford pairs that we will introduce soon are of this type.

2.2. **Monomial solutions.** Let us consider $w \in V$ such that $q_{w,-w}(v) = B(v)$ with $B = w w^\dagger$. This map is symmetric but degenerate, of course. However, this easy example motivates the first important class of quadratic Clifford pairs. For this, consider homogeneous elements $c = \alpha \Gamma_I$ and $d = \beta \Gamma_J$. Then $c^2 = \alpha^2 \Gamma_I \mathbb{1}$ and $d^2 = \beta^2 \Gamma_J \mathbb{1}$ and (2) reduces to

$$q_{c,d}(e_\mu) = (\alpha \Gamma_I \mathbb{1} + \beta \Gamma_J \mathbb{1}) = 2\alpha \beta \Gamma_I \Gamma_J.$$

We will take a look at the second term in (1) and consider three cases. We set $I \cap J = K$, $I = I_0 \cup K$, $J = J_0 \cup K$, and discuss (a) $\mu \not\in I \cup J$, (b) $\mu \in I_0 \cup J_0$, and (c) $\mu \in K$. We get the following results:

Case (a): We have $\Gamma_I = \epsilon^I_{I_0,K} \Gamma_{I_0} \Gamma_K$ and $\Gamma_J = \epsilon^J_{J_0,K} \Gamma_K \Gamma_J$ such that

$$\Gamma_I \Gamma_J = \epsilon^I_{I_0,K} \epsilon^J_{J_0,K} \Gamma_{I_0} \Gamma_J = -\sigma_K (\Gamma_I \Gamma_J)_{I_0} = -\sigma_K (-1)^K \epsilon^I_{I_0,K} \epsilon^J_{J_0,K} \Gamma_{I_0} \Gamma_J = -\sigma_K \epsilon^I_{I_0,K} \epsilon^J_{J_0,K} \Gamma_{I_0} \Gamma_J.$$  

Case (b): This case is independent of whether $\mu \in I_0$ or $\mu \in J_0$ and we get for $\mu \in J_0$

$$\Gamma_I \mu \Gamma_J = \epsilon^I_{I_0,K} \epsilon^J_{J_0,K} \Gamma_{I_0} \Gamma_J = -\sigma_K \epsilon^I_{I_0,K} \epsilon^J_{J_0,K} \Gamma_{I_0} \Gamma_J = -\epsilon^I_{I_0,K} \epsilon^J_{J_0,K} (\mu + \mu \Gamma_{I_0} \Gamma_{I_0} \mu \Gamma_{I_0} \Gamma_{J_0}).$$

(8)
Case (c):

\[ \Gamma I\Gamma_{\mu} \Gamma_{J} = \varepsilon_{i_{0}}^{I} \varepsilon_{j_{0}}^{J} \Gamma_{i_{0}} \Gamma_{j_{0}} \Gamma I K \Gamma_{K} \Gamma_{J} = (-1)^{j_{0}} \varepsilon_{i_{0}}^{I} \varepsilon_{j_{0}}^{J} \Gamma_{i_{0}} \Gamma_{j_{0}} \Gamma K \Gamma_{K} \Gamma_{K} = \]

\[ = (-1)^{j_{0}} (-1)^{-1} \sigma^{I} \varepsilon_{i_{0}}^{I} \varepsilon_{j_{0}}^{J} \Gamma_{i_{0}} \Gamma_{j_{0}} \Gamma_{\mu} \Gamma_{\mu}, \]

where the last equality is due to the following observation: We have \( \Gamma I K \Gamma_{\mu} \Gamma K = (-1)^{K_{0}} (-1)^{-1} \sigma^{I} \varepsilon_{i_{0}}^{I} \varepsilon_{j_{0}}^{J} \Gamma_{i_{0}} \Gamma_{j_{0}} \Gamma_{\mu} = -\sigma_{K_{0}} \sigma_{K_{0}} \) and \( \sigma K = -(-1)^{K_{0}} \sigma_{K_{0}} \) for \( K = (\mu, K_{0}). \)

**Proposition 2.5.** Two monomials \( c = \alpha \Gamma I, \ d = \beta \Gamma J \) yield a non-degenerate quadratic Clifford pair if and only if the index sets \( I \) and \( J \) coincide up to order or one of both is empty. If \( I \) and \( J \) coincide up to order and \( \hat{I} > 0 \) the eigenvalues of \( q_{c,d} \) are, up to sign, given by \( (\alpha \pm \beta)^{2} \) with multiplicities \( \hat{I} \) and \( \dim V - \hat{I} \).

**Proof.** If \( c,d \neq 0 \) equations (1) and (2) yield \( I_{0} = J_{0} = 0 \) for \( q_{c,d} \) to be contained in \( V \), such that the index sets \( I \) and \( J \) coincide up to order. Therefore, \( q_{c,d} = (\alpha^{2} - \beta^{2}) \mathbb{I} \) if \( \hat{K} = 0 \), i.e. \( I = J = 0 \). If \( \hat{K} > 0 \) (1) and (2) reduce to \((-1)^{K} \varepsilon_{j}^{I} \sigma_{K} \Gamma_{\mu} \) and \((-1)^{K} \varepsilon_{j}^{I} \sigma_{K} \Gamma_{\mu} \), respectively, such that

\[
q_{c,d} (\mu) = \begin{cases} 
\sigma I (\alpha + (-1)^{I} \varepsilon_{j}^{I} \beta)^{2} \Gamma_{\mu} & \text{for } \mu \in I \\
\sigma I (\alpha - (-1)^{I} \varepsilon_{j}^{I} \beta)^{2} \Gamma_{\mu} & \text{for } \mu \notin I. 
\end{cases}
\]

Regardless of the assumption this also includes the case \( \alpha \beta = 0 \). \( \square \)

**Definition 2.6.** The pairs from Proposition 2.5 are called *monomial quadratic Clifford pairs*.

**Remark 2.7.** Consider two non-zero positive numbers \( \lambda_{1}, \lambda_{2} \). Then for any \( I \) with \( 0 < \hat{I} < \dim(V) \) there exist a monomial quadratic Clifford pair \( (c,d) \) such that \( q_{c,d} \) obeys (ii) with eigenvalues \( \lambda_{1}, \lambda_{2} \). The pair is (almost) unique. The mild restriction on uniqueness is due to the obvious \( \mathbb{Z}_{2} \)-symmetry determined by the squares in (10).

It is clear that for every Clifford pair \( (c,d) \) and for any non-vanishing scalar \( \alpha \) the pair \( (\alpha c, \alpha d) \) is a Clifford pair, too. If we consider such pairs as equivalent, then – in case of monomial quadratic Clifford pairs – an equivalence class is (almost) uniquely determined by the ratio of the two eigenvalues.

If we in addition fix the multiplicities of the eigenvalues then there exist at most two pairs associated to \( \hat{I} \leq \hat{J} \) with \( \hat{I} = \dim(V) - \hat{J} \). These two cases are related by the volume form \( \Gamma I = \Gamma^{*} \Gamma J \). Therefore, if \( \dim(V) \) is odd we will restrict to \( \hat{I} \leq \frac{1}{2} \dim(V) \) because \( \Gamma^{*} = \pm \mathbb{I} \).

2.3. Pseudo monomial solutions. We consider slightly more general maps \( q_{c,d} \) by taking Clifford elements \( c = \alpha \Gamma I + \beta \Gamma J \) and \( d = \gamma \Gamma I + \delta \Gamma J \) with scalars \( \alpha, \beta, \gamma \), and \( \delta \). The calculations in Section 2.1 show that the following holds.

**Proposition 2.8.** The approach \( c = (\alpha \Gamma I + \beta \Gamma J) \Gamma K, \ d = (\gamma \Gamma I + \delta \Gamma J) \Gamma K \) with non-vanishing scalars \( \alpha, \beta, \gamma, \delta \) and \( I \cap J = I \cap K = J \cap K = \emptyset \) yields a non-monomial quadratic Clifford pair if and only if the combination is from Table I.

If one of the entries vanishes, the pair \( (c,0) \) or \( (0,d) \) yields a quadratic Clifford pair if and only if \((-1)^{I+J+I+J} \Gamma K = -1 \). Then \( q_{c,0} = (\alpha^{2} \sigma_{IK} + \beta^{2} \sigma_{JK}) \mathbb{I}, \) for example.
Conditions on $\hat{\beta}$ Pairs $\hat{3}b, 4a, 4b$. In Case $3b$ the map $\alpha$ of the parameter $\phi$ obeys quadratic Clifford pairs. The next natural question is: Which of these is non-degenerate? The preceding Proposition tells us what combination yields non-monomial quadratic form generically admits two eigenvalues. The eigenvalues and their multiplicities in the different subcases are given in the second column of Table 2.

**Table 1. Some non-monomial quadratic Clifford pairs**

| Case | Conditions on $K, I, J$ | Pairs |
|------|-------------------------|-------|
| 1b   | $\hat{I} \hat{J} \neq 0, \hat{K} = 0, (I \cup J)^{\hat{c}} \neq \emptyset$ | $(c, \hat{c}), \ c = \alpha \Gamma_I + \beta \Gamma_J$ |
|      | $\hat{I} \hat{J} \equiv 0 \text{ mod } 2$ |
| 2a   | $\hat{I} \hat{J} \neq 0, \hat{K} \neq 0, (I \cup J \cup K)^{\hat{c}} \neq \emptyset$, $\Gamma_J \Gamma_I \Gamma_K = \Gamma^*$ | $(c, -\hat{c}), \ c = (\alpha \Gamma_K + \beta \Gamma^*) \Gamma_I$ |
| 2b   | $\hat{I} \hat{J} \neq 0, \hat{K} = 0, (I \cup J)^{\hat{c}} \neq \emptyset$, $\Gamma_J = \Gamma^* \Gamma_I, \hat{I} \equiv \hat{J} \equiv 0 \text{ mod } 2$ | $(c, \pm \hat{c}), \ c = (\alpha + \beta \Gamma^*) \Gamma_I$ |
|      | $\hat{I} \hat{J} \neq 0, \hat{K} = 0, (I \cup J)^{\hat{c}} \neq \emptyset$, $\Gamma_J = \Gamma^* \Gamma_I, \hat{I} \equiv \hat{J} \equiv 1 \text{ mod } 2$ | $(\alpha (\cos(\phi) e^{i\psi} + \sin(\phi) \Gamma^*) \Gamma_I, \beta (\cos(\phi) e^{i\psi} - \sin(\phi) \Gamma^*) \Gamma_I)$ |
| 3a   | $\hat{I} = 0, \hat{K} \neq 0, (J \cup K)^{\hat{c}} \neq \emptyset$, $\hat{K} \hat{J} \equiv 0 \text{ mod } 2$ | $(c_+, \hat{c}_-), \ c_{\pm} = (\alpha \pm \beta \Gamma_J) \Gamma_K$ |
| 3b   | $\hat{I} = 0, K \neq 0, J^{\hat{c}} \neq \emptyset$ | $(\alpha + \beta \Gamma_J, \alpha + \delta \Gamma_J)$ |
| 4a   | $\hat{I} = 0, K \neq 0, (J \cup K)^{\hat{c}} \neq \emptyset$, $\hat{J} \equiv \hat{K} \equiv 0 \text{ mod } 2, \Gamma_J \Gamma_K = \Gamma^*$ | $(\alpha \Gamma_K + \beta \Gamma^*, \gamma \Gamma_K - \beta \Gamma^*)$ |
| 4b   | $\hat{I} = K = 0, \Gamma_J = \Gamma^*$, $\hat{J} \equiv \dim(V) \equiv 0 \text{ mod } 2$ | $(\alpha + \beta \Gamma^*, \alpha + \delta \Gamma^*), (\alpha + \beta \Gamma^*, \gamma - \beta \Gamma^*)$ |

† If in case 2b with $\hat{I}$ odd both prefactors do not vanish we may write the pair in the form $(c, d) = (\alpha (\gamma + \Gamma^*) \Gamma_I, \beta (\gamma + \Gamma^*) \Gamma_I)$. If we restrict to real or imaginary pairs we may consider $\psi = 0$. Finally, there are corresponding monomial pairs, namely for $\phi = 0$ or $\phi = \frac{\pi}{2}$.

The preceding Proposition tells us what combination yields non-monomial quadratic Clifford pairs. The next natural question is: Which of these is non-degenerate or obeys $q_{c,d} \neq 1$? The answer is also given by the discussion in Section A.1 and is summarized as follows.

**Remark 2.9.** The Clifford pairs of Table 1 are non-degenerate only in Cases 2b, 3b, 4a, and 4b. In Case 3b the map $q_{c,d}$ has two eigenvalues that are independent of the parameter $\alpha$. Therefore, we may choose $\alpha = 0$ such that we are left with a monomial pair. The same is true for the first pair in Case 4b. In Case 4a and the second pair of Case 4b the eigenvalues are independent of $\beta$ such that we may choose $\beta = 0$. Moreover, for the pairs in Case 4b we have $q_{c,d} \sim 1$.

Last but not least we are left with Case 2b in even dimensions. Here the quadratic form generically admits two eigenvalues. The eigenvalues and their multiplicities in the different subcases are given in the second column of Table 2.

---

With respect to Remark 2.2 we could have chosen a priori $\alpha = 0$ in the cases with $\hat{I} = \hat{K} = 0$. 

---

3With respect to Remark 2.2 we could have chosen a priori $\alpha = 0$ in the cases with $\hat{I} = \hat{K} = 0$. 

---
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Table 2. Non-monomial, non-degenerate quadratic Clifford pairs in Case 2b

| Pair | Eigenvalues |
|------|-------------|
| \((\alpha + \beta \Gamma^*) \Gamma_1, (\alpha + \beta \Gamma^*) \Gamma_1\) | \(4\sigma_1 \alpha^2\), \(\hat{I}\) even \n| | \(4\sigma_1 \beta^2\), \(\dim(V) - \hat{I}\) even |
| \((\alpha + \beta \Gamma^*) \Gamma_1, - (\alpha + \beta \Gamma^*) \Gamma_1\) | \(4\sigma_1 \beta^2\), \(\hat{I}\) even \n| | \(4\sigma_1 \alpha^2\), \(\dim(V) - \hat{I}\) even |
| \((\alpha \cos(\phi) + \sin(\phi) \Gamma^*) \Gamma_1, \beta(\cos(\phi) - \sin(\phi) \Gamma^*) \Gamma_1\) | \(\sigma_1 (\alpha - \beta)^2 \cos(2\phi)\), \(\hat{I}\) odd \n| | \(\sigma_1 (\alpha + \beta)^2 \cos(2\phi)\), \(\dim(V) - \hat{I}\) odd |

Definition 2.10. The pairs of Case 2b are called pseudo-monomial quadratic Clifford pairs of even or odd type if \(\hat{I}\) is even or odd.

Remark 2.11. We will briefly explain why the name pseudo-monomial pair is reasonable in this situation. From Table 2 we see that the form of the quadratic Clifford pairs is a bit different for \(\hat{I}\) even or odd.

- For \(\hat{I}\) even we may write \(c = \pm d\) in a more symmetric way \(c = (a_+ \Pi^+ + a_- \Pi^-) \Gamma_1\) with \(a_+ = \alpha + \beta\) and \(\Pi^\pm = \frac{1}{2}(1 \pm \Gamma^\pm)\) being the projections on the two spaces of half spinors. Then the two eigenvalues of \(q_{e,f}\) again arise as the squares of difference and sum of the two coefficients.

- For \(\hat{I}\) odd we consider \(\sin(\phi) \neq 0\) and write \(\gamma = \cot(\phi)\) as well as \(\bar{a} = \sin(\phi) \alpha\) and \(\bar{b} = \sin(\phi) \beta\). We may write \(\gamma + \Gamma^* = (\gamma + \epsilon) - 2\epsilon \Pi^\epsilon\) with \(\epsilon = \pm 1\). Then \(c = \bar{a}(\gamma + \epsilon) \Gamma_1 - 2\epsilon \alpha \Gamma_1 \Pi^\epsilon\) and \(d = \bar{b}(\gamma + \epsilon) \Gamma_1 - 2\epsilon \beta \Gamma_1 \Pi^\epsilon\). We insert this in (3) and see \(q_{\alpha \Gamma_1, \bar{a} \Gamma_1, \beta \Gamma_1, \bar{b} \Gamma_1, \epsilon} = 0\) as well as

\[
\{s_{\alpha \Gamma_1, \bar{a} \Gamma_1}, s_{\alpha \Gamma_1, \bar{a} \Gamma_1, \beta \Gamma_1, \bar{b} \Gamma_1, \epsilon}\} = q_{\alpha \Gamma_1, \bar{a} \Gamma_1, \beta \Gamma_1, \bar{b} \Gamma_1, \epsilon}
\]

Again, the eigenvalues are sum and difference of the two coefficients of the equivalent monomial pair \((c', d') = (\sqrt{\cos(2\phi)} \alpha \Gamma_1, \sqrt{\cos(2\phi)} \beta \Gamma_1)\).

Proposition 2.5 and Remark 2.9 yield the following proposition.

Proposition 2.12. Let \(B\) be a non-degenerate symmetric linear map on a Euclidean vector space \(V\) that has two different non-zero eigenvalues. If \(\dim(V)\) is odd then there exists one monomial quadratic Clifford pair with \(q_{e,d} = B\). If \(\dim(V)\) is even then there exist two monomial quadratic Clifford pairs as well as a family of pseudo-monomial quadratic Clifford pair(s). The family is parameterized by \(\{\pm 1\}\) or \(S^1\) if the multiplicity of each eigenvalue is even or odd, respectively. In any case there is a further discrete symmetry coming from the squares in (11) and Table 2.

2.4. Linear solutions. The second pair of Case 4b in Table 1 has an additional property: The square root \(s_{e,d}\) of \(q_{e,d}\) obeys \(s_{e,d} \big|_V \subset V\). In the sense of [25] the quadratic Clifford pairs \((e, d)\) for which the restriction to \(V\) of the square root of \(q_{e,d}\) is a map into \(V\) are called linear pairs. We will relax this notion of linearity in the following definition and we will examine the pairs with this property. This yields a classification of linear quadratic Clifford pairs.
**Definition 2.13.** Consider the square root of $q_{a,b}$ given by $s_{a,b}: x \mapsto ax - xb$. We call a pair $(a, b) \in C\ell(V)$ *linear* if $s_{a,b}$ restricted to $V \otimes \mathbb{C}$ has image in $V \otimes \mathbb{C}$.

**Lemma 2.14.** The restriction of $s_{a,b}: x \mapsto ax - xb$ to $V \otimes \mathbb{C}$ is a map into $V \otimes \mathbb{C}$ if and only if there exists scalars $\alpha_0, \alpha_1, \beta_0$ and $A \in C\ell_2(V)$ such that $a = \alpha_0 + A + \alpha_1 \Gamma^*$ and $b = \beta_0 + A - \alpha_1 \Gamma^*$ if $\dim(V)$ is even, or $a = \alpha_0 + A$ and $b = \beta_0 + A$ if $\dim(V)$ is odd.

**Remark 2.15.** $s_{a,b}|_V$ in Lemma 2.14 is independent of the terms proportional to $\Gamma^*$. Therefore, we may consider $\alpha_1 = 0$ when we are only interested in this restriction. Furthermore, we may consider $\alpha_0 = 0$ because of $s_{a,b} = s_{a+a, a+b}$ for all scalars $\alpha$.

**Proof.** Consider $a = \sum_I a_I \Gamma_I$ and $b = \sum_I b_I \Gamma_I$ and define $\theta^\mu_I = 1$ if $\mu \not\in I$ and $\theta^\mu_I = -1$ if $\mu \in I$. Then $s_{a,b} \Gamma_{I\mu} = \sum_I (a_I - \theta^\mu_I (-1)^I b_I) \Gamma_{I\mu}$ for all $I \not\in \mu$. The condition $s_{a,b} \Gamma_{I\mu} \in V$ for all $\mu$ is equivalent to (a) $a_I + (-1)^I b_I = 0$ for all $I$ such that there exists a $\mu$ with $\mu \in I$ and $\hat{I} \not\in 1$ and (b) $a_I - (-1)^I b_I = 0$ for all $I$ such that there exists a $\mu$ with $\mu \not\in I$ and $\hat{I} \cup \mu \not= 1$.

If $\dim(V) = 2m$ is even then this is the same as (a) $a_I + (-1)^I b_I = 0$ for all $I$ with $I \not= 0, 2$ and (b) $a_I - (-1)^I b_I = 0$ for all $I$ such $\hat{I} \not= 0, 2m$. Therefore, $a_I = b_I = 0$ for all $I \not= 0, 2, 2m$. Furthermore, there is no restriction for $\hat{I} = 0$, i.e., for the scalar part. For $\hat{I} = 2$ the coefficients have to obey $a_{(2)} = b_{(2)}$ and for $\hat{I} = 2m$ the coefficients must obey $a_{(2m)} = -b_{(2m)}$. For $\dim(V) = 2m + 1$ we only need to consider $\hat{I} \leq m$ due to $\Gamma^* \sim \mathbb{1}$ such that the same calculations as before yield $a_I = b_I = 0$ for $\hat{I} \not= 0, 2$, no restriction for $\hat{I} = 0$, and $a_{(2)} = b_{(2)}$. \hfill \Box

If we identify $C\ell_2(V)$ in the usual way with the skew-symmetric endomorphism of $V \otimes \mathbb{C}$, i.e.,

$$ (A_{\mu \nu}) \mapsto -\frac{1}{4} \sum_{\mu, \nu} A_{\mu \nu} \Gamma^{\mu \nu}, \quad (11) $$

the action of $s_{A,A}$ on $x \in V \otimes \mathbb{C}$ is just the action of the endomorphism $A$ on $x$. We write $s_{A,A}(x) = Ax - xA = [A, x] = A(x)$ in this special case. In particular, the restriction of $s_{A,A}$ to $V \otimes \mathbb{C}$ is skew-symmetric.

**Proposition 2.16.** A quadratic Clifford pair is linear if and only if it is of the form $(0, \beta)$ with a scalar $\beta$ or $(A, A)$ with $A = A_0 + i A_1 \in C\ell_2(V)$ such that $A_0$ and $A_1$ anti-commute when considered as endomorphisms of $V$.

**Proof.** Consider a linear pair $(a, b)$ given by $a = A$ and $b = \beta + A$ this yields $q_{a,b}(x) = \beta x + q_{A,A}(x) + \beta[A, x]$. This is symmetric if and only if $\beta = 0$ or $A = 0$. Moreover, for $A = 0$ condition (i) is fulfilled for $\beta$ real. Now consider $\beta = 0$ such that $a = b = A_0 + i A_1$ is a complex skew-symmetric endomorphism. Then $q_{A,A}$, i.e., the endomorphism $A^2 = (A_0^2 - A_1^2) + i \{A_0, A_1\}$, preserves the real vector space $V$ if and only if the real skew-symmetric endomorphisms $A_0$ and $A_1$ anti-commute.

---

$4\eta^{II}_I$ denotes the sign of the permutation that indicates the place of $\mu$ within the multi-index $I$. 
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For a characterization of skew-symmetric endomorphisms with this special feature see \cite{23}, for example.

\textbf{Remark 2.17.} Two particular cases in Proposition 2.16 are provided by $A$ skew-symmetric and real or skew-symmetric and purely imaginary. In this situation $q_{A,A}$ is negative or positive (semi-)definite. In particular, all eigenvalues come in pairs such that the odd dimensional case $q_{A,A}$ is always degenerate.

\textbf{Corollary 2.18.} Given a symmetric linear map $B$ on the vector space $V$ such that all non-zero eigenvalues of $B$ have even multiplicities. Then there exists $A \in \mathcal{C}l_2(V)$ such that $(A,A)$ yields a linear quadratic Clifford pair associated to $B$.

\textit{Proof.} We consider an orthonormal basis $W$ of $(V,g)$ with induced isomorphism $\Phi_W : V \to \mathbb{R}^n$ such that $\Phi_W \circ B \circ \Phi_W^{-1} = \Delta^2$ is a diagonal matrix. The square root $\Delta$ is defined by $\Delta = \Delta_0 + i\Delta_1$ with $\Delta_0 = \text{diag}(\Sigma_1, \ldots, \Sigma_r, 0_{n-2r})$ and $\Delta_1 = \text{diag}(0_{2r}, \Sigma_{r+1}, \ldots, \Sigma_{r+s}, 0_{n-2r-2s})$ where $\Sigma_j = \begin{pmatrix} 0 & \lambda_j \\ -\lambda_j & 0 \end{pmatrix}$ for $1 \leq j \leq r$ and $\Sigma_{r+k} = \begin{pmatrix} 0 & \kappa_k \\ -\kappa_k & 0 \end{pmatrix}$ for $1 \leq k \leq s$ and $\lambda_j, \kappa_k > 0$. Let $A := \Phi_W^{-1} \Delta \Phi_W$, identify this skew-symmetric map as usual with $A \in \mathcal{C}l_2(V)$. This element obeys $q_{A,A} = B$.

\textbf{Remark 2.19.} Let $(a, b)$ be a quadratic Clifford pair with $a = a'$ and $b = \beta + b'$ and scalar part $\beta \neq 0$. Then either $(a', b')$ is not a quadratic Clifford pair or it doesn’t contribute to $q_{a,b}|_V$.

Suppose $(a', b')$ is a quadratic Clifford pair and recall $q_{a',b'}(x) = \beta^2 x + q_{a',b'}(x) - 2\beta s_{a',b'}(x)$. From Lemma 2.11 we know that $s_{a',b'}$ is a self-map of $V$ if and only if $a' = b' = A$ if $\dim(V)$ is odd or $a' = A + \alpha_1 \Gamma^*$ and $b' = A - \alpha_1 \Gamma^*$ if $\dim(V)$ is even. In this situation $s_{a',b'}|_V = s_{A,A}|_V$ is skew-symmetric, such that $A = 0$.

\textbf{Corollary 2.20.} In dimension $n = 3$ any symmetric linear map that can be realized by quadratic Clifford pairs is either proportional to $I$ or degenerate with a non-zero eigenvalue of multiplicity two.

### 2.5. Generalized monomial solutions.

We generalize the results obtained so far and show that we can realize symmetric maps $B$ with more than two eigenvalues. The proof of the following proposition is given in Section A.1 too.

\textbf{Proposition 2.21.} Consider $c = \sum_{\alpha} \epsilon_{\alpha} \Gamma_{I_\alpha}$ and $d = \sum_{\alpha} d_{\alpha} \Gamma_{I_\alpha}$ with $d_{\alpha} = \epsilon_{\alpha} c_{\alpha}$ for $\epsilon_{\alpha} \in \{\pm 1\}$, $I_\alpha \cap I_\beta = \emptyset$ for $\alpha \neq \beta$, and $(\bigcup_{I_\alpha} I_\alpha)^C = \emptyset$. Furthermore, let the amount of summands in $c$ be bigger than two. Then $(c,d)$ is a non-degenerate quadratic Clifford pair if and only if $I_{\alpha}$ is even for all $\alpha$ in even dimension and $I_{\alpha}$ is even up to one exception in odd dimension. Furthermore we have $\epsilon_{\alpha} = (-1)^{I_{\alpha}}$. In this situation the eigenvalues of $q_{c,d}$ are given by $4\sigma_{I_\alpha}^2 \epsilon_{\alpha}$ with multiplicities $\hat{I}_\alpha$.

\textbf{Remark 2.22.} 

- Suppose $c$ and $d$ decompose into two summands such that the subcases we denoted by a) in Table 3 do not appear. Then the conditions on the signs that describe $d$ are less restrictive and we recover the pseudo-monomial solutions of Table 2.
3.1. Cahen-Wallach spaces. Solvable Lorentzian symmetric spaces – short CW-spaces – have been classified by M. Cahen and N. Wallach in [5]. They discovered on the extension $W$ of $V$ the generalized monomial $\sum_{i=1}^{n} \alpha_i \Gamma_{\alpha_i}$ called $\hat{c}$.

Remark 2.24. Regardless of whether the choice of signs $\epsilon_{\alpha}$ we use here is unique, we will see later that this choice is natural. Nevertheless, in Section A.1 we list the general conditions such that a pair that satisfies the approach used in Proposition 2.23 without the sign fixing yields a quadratic Clifford pair.

Definition 2.25. The quadratic Clifford pairs of Propositions 2.21 and 2.23 are called generalized monomial.

3. Connections on Cahen-Wallach spaces

3.1. Cahen-Wallach spaces. Solvable Lorentzian symmetric spaces – short CW-spaces – have been classified by M. Cahen and N. Wallach in [5]. They discovered a one-to-one correspondence between CW-spaces and triples $(V, \langle \cdot, \cdot \rangle, B)$. Here $V$ is an $n$-dimensional real vector space, $\langle \cdot, \cdot \rangle$ is a block-diagonal Lorentzian metric on the extension $W := V \oplus \mathbb{R}^2$ such that $g := \langle \cdot, \cdot \rangle|_V$ is positive definite, and $B \in \text{End}(V)$ is symmetric with respect to $g$.

We shortly recall this correspondence. We choose a null-basis $e_+, e_-$ of the factor $\mathbb{R}^2$ of $W$, i.e. $\langle e_+, e_+ \rangle = \langle e_-, e_- \rangle = 0$, $\langle e_+, e_- \rangle = 1$. Therefore, we may identify $\mathbb{R}_+ = \mathbb{R} e_+ = \mathbb{R}$ and $\mathbb{R} e_- = \mathbb{R} = \mathbb{R}^*$, i.e. $(e_+)^* = e_-$ with $\ast : W \to W^*$ being the isomorphism $w \mapsto \langle w, \cdot \rangle$. 

We may further generalize the above result in the even dimensional case and allow pseudo-monomial summands in the above construction.

Proposition 2.23. Consider $c, d$ with

$$c = \sum_{\alpha} c_\alpha \Gamma_{\alpha} + \Gamma^* \sum_{\alpha} \hat{c}_\alpha \Gamma_{\alpha}$$
$$d = \sum_{\alpha} \epsilon_{\alpha} c_\alpha \Gamma_{\alpha} + \Gamma^* \sum_{\alpha} \hat{c}_\alpha \epsilon_{\alpha} \Gamma_{\alpha}$$

and $\epsilon_{\alpha} = -\hat{c}_{\alpha} = (-1)^{I_\alpha}$. Then $(c, d)$ yields a non-degenerate quadratic Clifford pair if and only if it is of one of the following types:

1. All summands are even with $c_\alpha c_{\alpha} = 0$ for all $\alpha$, i.e. only one of $\Gamma_{\alpha}$ and $\Gamma^* \Gamma_{\alpha}$ contributes to $c$ and $d$.
2. Two summands are odd, e.g. $\hat{c}_{\alpha}, \hat{c}_{\alpha}$, and all others obey $\hat{c}_{\alpha}$ even with $\hat{c}_{\alpha} = 0$ as well as $c_\alpha c_{\alpha} = \hat{c}_{\alpha} \hat{c}_{\alpha}$. For example

$$c = c_\alpha (\gamma + \Gamma^*) \Gamma_{\alpha \alpha} + c_\alpha (1 + \gamma \Gamma^*) \Gamma_{\alpha \alpha} + \sum_{I_{\alpha}} c_\alpha \Gamma_{I_{\alpha}}$$
$$d = -c_\alpha (\gamma - \Gamma^*) \Gamma_{\alpha \alpha} - c_\alpha (1 - \gamma \Gamma^*) \Gamma_{\alpha \alpha} + \sum_{I_{\alpha}} c_\alpha \Gamma_{I_{\alpha}}$$

if $c_\alpha, c_{\alpha} \neq 0$.

Remark 2.24. Regardless of whether the choice of signs $\epsilon_{\alpha}, \hat{c}_{\alpha}$ we use here is unique, we will see later that this choice is natural. Nevertheless, in Section A.1 we list the general conditions such that a pair that satisfies the approach used in Proposition 2.23 without the sign fixing yields a quadratic Clifford pair.
The space $g = V^* \oplus W = V^* \oplus (V \otimes \mathbb{R}_+ \oplus \mathbb{R}_-)$ is a Lie algebra subject to the commutation relations
\begin{align*}
[v, w] &= -v^*(Bw) \cdot e_+ = -(Bv, w) \cdot e_+, \quad (12) \\
[v^*, w] &= Bv, \quad (13) \\
[e_-, w] &= w^*, \quad (14)
\end{align*}
and all other combinations vanishing. In particular, $\mathbb{R}_+$ is the one dimensional center of $g$. Within $g$ the factor $V^*$ acts on $W$, $[W, W] = V^*$, and $\langle \cdot, \cdot \rangle$ is $V^*$-invariant. From (12)-(14) we see that the embedding
\[
V^* \to \mathbb{R}_+\otimes V \hookrightarrow \mathfrak{so}(W) = \mathfrak{so}(V) \oplus (\mathbb{R}_+ \otimes V) \oplus (\mathbb{R}_- \otimes V) \oplus (\mathbb{R}_+ \otimes \mathbb{R}_-) \quad (15)
\]
is given by $v^* \mapsto Bv \wedge e_+$, where $x \wedge y(z) := \langle y, z \rangle x - \langle x, z \rangle y$. These data provide a symmetric space with Lorentz metric determined by $\langle \cdot, \cdot \rangle$ and $B$. The resulting Lorentzian space $M_B$ is indecomposable if and only if the symmetric map $B$ is non-degenerate. This can be best seen if we recall that $\langle \cdot, \cdot \rangle|_{\tilde{W} \times \tilde{W}}$ is non-degenerate, see [8][26]. Moreover, two Lorentzian spaces defined in this way by symmetric maps $B_1$ and $B_2$ are isometric, if and only if $B_1$ and $B_2$ are conformally equivalent, i.e. there exists a real scalar $c > 0$ and an orthogonal transformation $O$ such that $B_2 = cO^T B_1 O$.

Mainly to fix our notation, we recall some facts on the Clifford algebra in this special situation. We consider $\text{Cl}(\mathbb{R}^{1,1}) = \mathfrak{gl}_2 \mathbb{C}$ with generators $\Gamma_+ = \Gamma(e_+) = \frac{1}{\sqrt{2}}(i\sigma_2 + \sigma_1) = \sqrt{2}
\begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix}, \quad \Gamma_- = \Gamma(e_-) = \frac{1}{\sqrt{2}}(i\sigma_2 - \sigma_1) = \sqrt{2}
\begin{pmatrix}
0 & 0 \\
-1 & 0
\end{pmatrix}$, and we denote the two-dimensional volume element by $\sigma := \frac{1}{2} \Gamma_+ \Gamma_- = -\sigma_3 = \begin{pmatrix}
-1 & 0 \\
0 & 1
\end{pmatrix}$.

If we denote the generators of $\text{Cl}(V)$ by $\{\Gamma_{\mu}\}_{1 \leq \mu \leq n}$ those of $\text{Cl}(W) = \mathfrak{gl}_2 \mathbb{C} \hat{\otimes} \text{Cl}(V)$ are given by $\{\Gamma_+ \otimes 1, \Gamma_- \otimes 1, \sigma \otimes \Gamma_{\mu}\}$. In particular,
\begin{align*}
\mathfrak{gl}_2 \mathbb{C} \ni r \mapsto r \otimes 1 = r \otimes 1 \in \text{Cl}(W), \\
\text{Cl}(V) \ni a \mapsto 1 \hat{\otimes} a = 1 \otimes a^0 + \sigma \otimes a^1 \in \text{Cl}(W). \quad (16) \quad (17)
\end{align*}
Here $a = a^0 + a^1 \in \text{Cl}(V)$ is the decomposition in even and odd part defined by $\gamma : \text{Cl}(V) \to \text{Cl}(V)$ according to Remark 2.3. Consider the irreducible Clifford modules $S_2$ and $S(V)$ of $\text{Cl}(\mathbb{R}^{1,1})$ and $\text{Cl}(V)$ whose elements are called spinors. The first one decomposes into a sum of two one dimensional half spinor spaces $S_2^\pm = \ker(\Gamma_\pm)$ given by the ±1-eigenspaces of $\sigma$. If we denote the two projections on the two eigenspaces by $\sigma_\pm = \frac{1}{2}(1 \pm \sigma)$ then (17) is rewritten as $1 \hat{\otimes} a = \sigma_- \otimes a + \sigma_+ \otimes a = \sigma_- \otimes \hat{a} + \sigma_+ \otimes a$. In our choice of $\gamma$-matrices the eigendirections are given by $\hat{e}_1 = (1, 0)^t$ and $\hat{e}_2 = (0, 1)^t$ such that a spinor in $S(W) = S_2 \hat{\otimes} S(V)$ can be written as $\hat{\eta} = \begin{pmatrix}
\eta_1 \\
\eta_2
\end{pmatrix} = \hat{e}_1 \otimes \eta_1 + \hat{e}_2 \otimes \eta_2$. The action of $\text{Cl}(W)$ on $S(W)$ is now given by
\[
(r \hat{\otimes} a) \begin{pmatrix}
\eta_1 \\
\eta_2
\end{pmatrix} = \begin{pmatrix}
r_{11} \hat{a} & r_{12} a \\
r_{21} \hat{a} & r_{22} a
\end{pmatrix} \begin{pmatrix}
\eta_1 \\
\eta_2
\end{pmatrix} = r \begin{pmatrix}
\hat{a} \eta_1 \\
\eta_2
\end{pmatrix} \quad (18)
\]
for \( r \in \mathfrak{gl}_2 \mathbb{C} \) and \( a \in \mathcal{C}(V) \). In particular, the image of \( v^* \in V^* \) is given by

\[
v^* = Bv \wedge e_+ \mapsto \frac{1}{4} \left( (\Gamma_+ \otimes \mathbb{1})(\sigma \otimes Bv) - (\sigma \otimes Bv)(\Gamma_+ \otimes \mathbb{1}) \right)
\]

\[
= \frac{1}{4}(\Gamma_+ \sigma - \sigma \Gamma_+) \otimes Bv = \frac{1}{2} \Gamma_+ \otimes Bv = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & Bv \\ Bv & 0 \end{pmatrix}
\]  

when considered as an element of \( \mathfrak{so}(W) \subset \mathcal{C}(W) \) under the spin representation.

### 3.2. Invariant connections and Clifford maps

We follow here the explanations in \([16, \text{ch. X}]\) and \([4, \text{ch. 1}]\) and we cordially refer the reader to these texts for more details. Consider a reductive spin homogeneous space \( G/H \), i.e. the Lie algebras \( \mathfrak{g} \) and \( \mathfrak{h} \) of \( G \) and \( H \) are complemented by an \( \mathfrak{ad}_\mathfrak{h} \)-invariant subspace \( \mathfrak{p} \) such that \( \mathfrak{g} = \mathfrak{h} \oplus \mathfrak{p} \). We identify \( \mathfrak{h} \) with its image in \( \mathfrak{so}(\mathfrak{p}) \) via the isotropy representation. Furthermore, let \( \mathfrak{h}' \subset \mathfrak{so}(\mathfrak{p}) \) be a subalgebra such that \( \mathfrak{h}', \mathfrak{h} \subset \mathfrak{h} \). In particular, \( \mathfrak{h}' \) is the Lie algebra to a sub group \( H' \) of \( N_H \) where \( N_H \subset SO(\mathfrak{p}) \) is the normalizer of \( H \) in \( SO(\mathfrak{p}) \). Under mild conditions on \( H' \) we may assume \( G/H \simeq G/H' \) with \( \text{Lie}(G) = \mathfrak{g} \oplus \mathfrak{h}', \text{Lie}(H) = \mathfrak{h} \oplus \mathfrak{h}' \), see \([4, 7.B]\).

Let \( G/H \) be a reductive homogeneous space with decomposition \( \mathfrak{g} = \mathfrak{h} \oplus \mathfrak{p} \). A principal bundle \( K \to P \to G/H \) over \( G/H \) is called homogeneous if there exist a smooth homomorphism \( \iota : H \to K \) such that \( P \simeq G \times_H K \) via the left action of \( H \) on \( K \). For example \( K = H \) and \( \iota = id \) yields the \( H \)-principal bundle \( H \to G \to G/H \).

The \( G \)-invariant connections on \( P \) are in one-to-one correspondence with linear maps \( \Lambda : \mathfrak{g} \to \mathfrak{k} \) such that \( \Lambda(h) = \iota_*(h) \) and \( \Lambda \circ \text{ad}_h = \text{ad}_{\iota_*(h)} \circ \Lambda \) for all \( h \in \mathfrak{h} \). This correspondence is taken over to associated bundles in the following manner. Consider a representation \( \beta : K \to GL(V) \) and let \( E = P \times_{\beta} V = G \times_{\beta \iota} V \) be the vector bundle associated to \( P \). Then the \( G \)-invariant linear connections on \( E \) are in one-to-one correspondence with linear maps \( \Lambda : \mathfrak{g} \to \mathfrak{gl}(V) \) such that \( \Lambda(h) = \beta_* \circ \iota_*(h) \) and \( \Lambda([h, x]) = [\beta_* \circ \iota_*(h), \Lambda(x)] \) for all \( h \in \mathfrak{h}, x \in \mathfrak{g} \).

The curvature of the connection that is defined by \( \Lambda \) is given by

\[
R^\Lambda(x, y) = [\Lambda(x), \Lambda(y)] - \Lambda([x, y]_\mathfrak{p}) - \beta_* \circ \iota_*(|[x, y]_\mathfrak{h}) .
\]  

We will apply the above to the case of \( CW \)-spaces and take over the notations from Section \([24]\). We consider \( G \) with \( \mathfrak{g} = V^* \oplus W \) and a vector bundle associated to \( G \) via the spin representation \( \Gamma : \text{spin}(W) \subset V^* \oplus \mathfrak{h}' \to \mathcal{C}(W) \). Here \( \mathfrak{h}' \subset \mathfrak{so}_B(V) \) where

\[
\mathfrak{so}_B(V) = \{ A \in \mathfrak{so}(V) \mid [A, B] = 0 \}
\]

\[
= \{ A \in \mathfrak{so}(V) \mid [A, v^*] = (Av)^* \} \subset \mathfrak{so}(V) \subset \mathfrak{so}(W)
\]

denotes the subalgebra that leaves invariant the symmetric map \( B \) that defines the \( CW \)-space. In particular the isometry algebra of \( M_B \) obeys

\[
\text{isom}(M_B) = \mathfrak{so}_B(V) \oplus V^* \oplus W ,
\]

see \([3, 23]\).

Let us denote by \( S \) the spinor module on which \( \mathcal{C}(W) \) acts, i.e. \( \mathcal{C}(W) \subset \mathfrak{gl}(S) \) and by \( D \) an invariant connection of the associated bundle \( \mathcal{F} = G \times_\Gamma S \) defined by the equivariant map \( \Lambda \). Then the space of parallel sections \( K_1 := \{ \psi \in \text{sec}(\mathcal{F}) \mid D\psi = 0 \} \) is isomorphic to the subspace \( S' \subset S \) given by \( S' := \{ \xi \in S \mid R^\Lambda(x, y)\xi = 0 \text{ for all } x, y \in V^* \oplus W \} \), see \([2]\).
To emphasize the algebraic character of invariant connections expressed by the defining equivariant linear map we introduce the following notions.

**Definition 3.1.** Let $M_B$ be a CW-space defined by the symmetric map $B$ and $\mathfrak{h}' \subset \mathfrak{so}(V)$ be a subalgebra.

1. A Clifford map of $(M_B, \mathfrak{h}')$ is a $V^* \oplus \mathfrak{h}'$-equivariant linear map $\rho : \mathfrak{h}' \oplus V^* \oplus W \to \text{Cl}(W)$. Moreover, the image of the Clifford map $\rho$ of $(M_B, \mathfrak{h}')$ acts on a Clifford module $S$ and the restriction to $V^* \oplus \mathfrak{h}'$ is fixed to be the spin-representation, i.e. $\rho|_{V^* \oplus \mathfrak{h}'} = \Gamma$.

2. A Clifford map $\rho$ is called Clifford representation if it is a representation of $\mathfrak{h}' \oplus V^* \oplus W$ on the Clifford module $S$.

**Notation 3.2.** A Clifford map $\rho$ is called simple if $\mathfrak{h}' = 0$. It is called irreducible if $S$ is, otherwise it is called reducible.

**Remark 3.3.**

- If we consider a Clifford map as invariant connection the Clifford representations are exactly those connections for which the curvature vanishes. Therefore, the curvature of a Clifford map $\rho$ measures the defect from being a Clifford representation.

- In case of a Clifford representation the space $K_1$ of parallel sections has maximal dimension $\dim(S)$.

- It is also interesting to consider subspaces $S' \subset S$ and Clifford maps for which the Clifford map restricted to the subspace is indeed a representation. They are associated to connection with a reduced amount of parallel sections, namely $\dim(K_1) = \dim(S') < \dim(S)$. We will come back to this in Section 3.4.

### 3.3. Simple irreducible Clifford representation of $M_B$.

We consider a CW-space $M_B$ with associated Lie algebra $\mathfrak{g} = V^* \oplus W = V^* \oplus (V \oplus \mathbb{R}^+ \oplus \mathbb{R}^+)$ as before. An irreducible simple Clifford map of $M_B$ is a $V^*$-equivariant map $\rho : \mathfrak{g} \to \text{Cl}(W)$ that acts on the irreducible Clifford module $S = S(W) = S_2 \otimes S(V)$, see Definition 3.1. Moreover, the restriction $\rho|_{V^*}$ is assumed to be given by the spin representation $\Gamma : V^* \subset \mathfrak{so}(W) \to \text{Cl}(W)$, $\Gamma(v^*) = \frac{1}{2} \Gamma_+ \hat{\otimes} Bv$.

An examination of the involved brackets regarding to the $V^*$-equivariance yields that a Clifford map $\rho$ of $\mathfrak{g}$ on $S$ is of the form

$$\rho(v^*) = \frac{1}{2} \Gamma_+ \hat{\otimes} Bv,$$

$$\rho(e_+) = \Gamma_+ \hat{\otimes} a,$$

$$\rho(e_-) = \sigma_- \hat{\otimes} c + \sigma_+ \hat{\otimes} d + \Gamma_+ \hat{\otimes} e - \Gamma_- \hat{\otimes} b,$$

$$\rho(w) = -\sigma_- \hat{\otimes} wb - \sigma_+ \hat{\otimes} bw - \frac{1}{2} \Gamma_+ \hat{\otimes} s_{\varepsilon,d}(w),$$

for $a, b, c, d \in \text{Cl}(V)$, see Section A.2. In terms of matrices as in (18) this is

$$\rho(v^*) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & Bv \\ 0 & 0 \end{pmatrix}, \quad \rho(e_+) = \begin{pmatrix} 0 & \sqrt{2}a \\ 0 & 0 \end{pmatrix},$$

$$\rho(e_-) = \begin{pmatrix} \bar{c} & \sqrt{2}e \\ \sqrt{2}b & d \end{pmatrix}, \quad \rho(w) = \begin{pmatrix} wb & -\sqrt{2}s_{\varepsilon,d}(w) \\ 0 & -bw \end{pmatrix}.$$
An additional non-trivial condition that is a consequence of the \((V^*,\mathbb{R}^-)\)-bracket is
\[
\Gamma_{\mu}\tilde{b}\Gamma_{\nu} = g_{\mu\nu}a. \tag{26}
\]
If we consider \((20)\) as a bilinear expression on \(V\) and take the trace with respect to the metric on \(V\) we get
\[
a = \frac{1}{n}\sum_{\mu=1}^{n} \Gamma^{\mu}\tilde{b}\Gamma_{\mu}. \tag{27}
\]
If we again use the images \(\Gamma_{\mu}\) of an orthonormal basis we get for the expansion of \(\tilde{b} = \sum I b_I\Gamma_I\) and for all \(\mu \neq \nu\)
\[
0 = 2\sum_{I} b_I\Gamma_{\mu}\Gamma_{\nu} = 2\sum_{I,\mu \notin I,\nu \in I} (-1)^{I} b_I\Gamma_{\mu\nu} - 2\sum_{I,\mu \in I,\nu \notin I} (-1)^{I} b_I\Gamma_{\mu\nu}.
\]
Therefore, \(b_I = 0\) for all \(I\) such that there exist \(\mu,\nu\) with \(\mu \in I\) and \(\nu \notin I\), i.e. for all \(I\) with \(\tilde{I} \neq 0, n\). If \(n\) is odd this yields that \(\tilde{b} = a\) is a scalar and if \(n\) is even we have \(\tilde{b} = a + \tilde{\beta}\Gamma^{*}\). Then \(a\) is determined by \(\tilde{b}\) because \((27)\) yields \(a = -a\) if \(n\) is odd and \(a = -(\alpha - \beta\Gamma^{*})\) if \(n\) is even. At this point we found the simple Clifford maps of \(M_B\):

**Proposition 3.4.** A simple Clifford map of \(M_B\) is given by \((22)-(25)\) with \(a = \alpha + \beta\Gamma^{*}\) and \(b = -\alpha + \beta\Gamma^{*}\) if \(\dim(V)\) is even, and \(a = -b = \alpha \neq 0\) if \(\dim(V)\) is odd.

**Remark 3.5.** As noticed in \((20)\) the \((W, W)\)-brackets of a Clifford map interpreted as an invariant connection are connected to its curvature. In the case that \(\dim(V)\) is odd it is given by
\[
\mathcal{R}\rho(e_-, e_+) = [\rho(e_+), \rho(e_-)] = \alpha^{2} + \alpha\Gamma^{+} \otimes (\tilde{c} - d),
\]
\[
\mathcal{R}\rho(e_\mu, e_\nu) = [\rho(e_\mu), \rho(e_\nu)] = \alpha^{2}\Gamma_{\mu\nu} - \alpha\Gamma^{+} \otimes \{s_{\tilde{c},d}(\Gamma_{\mu})|\Gamma_{\nu}\},
\]
\[
\mathcal{R}\rho(e_-, e_\mu) = [\rho(e_-), \rho(e_\mu)] - \Gamma([e_-, e_\mu]). \tag{28}
\]
In particular, for generic parameters the curvature is generic, too. The same holds in the even dimensional case. Although we will first emphasize on Clifford representations, i.e. flat connections, we will also consider non-flat connections later, see Section 5.3.

The examination of the \((W, W)\)-brackets yields further conditions for the Clifford map to be a Clifford representation. We get
\[
\tilde{c}a - ad = 0, \quad ab = ba = 0, \tag{29}
\]
from \([\mathbb{R}_{+},\mathbb{R}_{-}]\),
\[
\tilde{b}\Gamma_{\mu}\tilde{b}\Gamma_{\nu} = \Gamma_{\mu}\tilde{b}\Gamma_{\nu}\tilde{b} = 0, \quad \Gamma_{\mu}\tilde{b}s_{\tilde{c},d}(\Gamma_{\nu}) - s_{\tilde{c},d}(\Gamma_{\mu})\tilde{b}\Gamma_{\nu} = 0, \tag{30}
\]
from \([V, V]\), and
\[
\Gamma_{\mu}(\tilde{b}\tilde{c} + d\tilde{b}) - 2\tilde{c}\Gamma_{\mu}\tilde{b} = (\tilde{b}\tilde{c} + d\tilde{b})\Gamma_{\mu} - 2\tilde{b}\Gamma_{\mu}d = 0, \quad \tilde{b}\Gamma_{\mu}\tilde{b} = 0, \tag{31}
\]
\[
q_{\tilde{c},d}(v) + 2s_{\tilde{c},d}(v) = -Bv \tag{32}
\]
from \([\mathbb{R}_{-}, V]\). Of course, \((30-1)\) is a consequence of \((31-2)\).

Taking into account Proposition 3.4 and \((29-2)\) we get \(a = b = 0\) in the odd dimensional case. In the even dimensional case \(\alpha^{2} = \beta^{2}\) for the two scalars such that \(\tilde{b} = -\alpha\Pi^{+}\) and \(a = \alpha\Pi^{\pm}\) where \(\Pi^{\pm} = \frac{1}{2}(1 \pm \Gamma^{*})\) denote the projections on
the two half spinor subspaces of \( S(V) \). We remark that (3112) is fulfilled in this
situation. In the odd dimensional case and in the even dimensional case with \( \alpha = 0 \)
equations (29-3112) are satisfied such that we get the following result, which is in
analog to Theorem 2.3 in [25].

**Theorem 3.6.** Any simple irreducible Clifford representation of \( M_B \) with \( \rho(e_+) = 0 \)
is given by

\[
\rho(v^*) = \frac{1}{2} \Gamma_+ \hat{\otimes} B v, \quad \rho(w) = -\frac{1}{2} \Gamma_+ \hat{\otimes} s_{\epsilon, d}(w) \\
\rho(e_-) = \sigma_- \hat{\otimes} c + \sigma_+ \hat{\otimes} d + \Gamma_+ \hat{\otimes} e
\]

(33)

with \((\hat{c}, d)\) being a quadratic Clifford pair representing the symmetric map \(-B\). In
particular, \( e \in C\ell(V) \) is a free parameter of the representation.

Now consider \( \alpha \neq 0 \), i.e. \( a = \alpha \Pi^\pm \) and \( b = -\alpha \Pi^\mp \). We restrict in the following to
the upper sign and we denote the blocks of \( \hat{c} \) and \( d \) with respect to the half spinor
splitting by \( \hat{c}^\pm = \Pi^\dagger \hat{c} \Pi^\mp \), and so on. Equation (291) yields \( c_+^- = d_+^\pm = 0 \) and
\( c_+^+ = d_+^\mp = r \). The only surviving components of (3111) are \( v_+^-(c_-^- + d_-^-) - 2rv_+^- = 0 \)
and \((c_-^- + d_-^-)v_+^- = 2v_+^- r = 0 \). Therefore, \( r, c_-^-, \) and \( d_-^- \) are scalars that obey
\( 2r = c_-^- + d_-^- \), in particular, \( r - d_-^- = - (r - c_-^-) \). This also solves the only surviving
component of equation (3312), which in this situations reads \((d_-^- + c_-^- - 2r)(v_+^- w_+^- - w_+^- v_+^-) = 0 \). The mixed components of (\( 32 \)) are \((r - d_-^-)^2v_+^- - 2\alpha v_+^- e_-^- = (Bv_+^-)^2 \)
and \((d_-^- - r)^2v_+^- - 2\alpha e^-^- v_+^- = -(Bv_+^-)_- \) and if we apply this to a basis of eigenvectors
we see that the only symmetric map \( B \) that can be realized has to be diagonal, \( B = -2\lambda \mathbb{1} \). In this situation the scalars obey \((r - d_-^-)^2 = (r - c_-^-)^2 = 2(\alpha \epsilon_+^- + \lambda) \).
The \( + \)-component of (32) connects the off-diagonal blocks of \( \hat{c}, d \), and \( e \) via
\( (d_-^- - r)(c_+^- v_+^- - v_+^- d_+^-) = 2\alpha (e_+^- v_+^- + v_+^- e_+^-) \) or \((d_-^- - r)s_{\epsilon_+, e_-}^+(v) = 2\alpha s_{\epsilon_+, e_-}^+(v) \)
such that the only unconstrained component of \( \rho(e_-) = e_+^- \).

We summarize the discussion above in the following proposition.

**Theorem 3.7.** A simple Clifford representation of \( M_B \) with \( \rho(e_+) \neq 0 \) is only
possible in even dimension and for \( B = -2\lambda \mathbb{1} \). It is given by

\[
\rho(v^*) = -\lambda \Gamma_+ \hat{\otimes} v, \quad \rho(e_+) = \alpha \Gamma_+ \hat{\otimes} \Pi^\pm,
\]

\[
\rho(e_-) = \rho_0 \mathbb{1} \hat{\otimes} \mathbb{1} + (\alpha \Gamma_- + \beta \Gamma_+ - \sqrt{2(\alpha \beta + \lambda)}\sigma_- + \sqrt{2(\alpha \beta + \lambda)}\sigma_+) \hat{\otimes} \Pi^\mp
\]

\[
+ \sigma_- \hat{\otimes} c_+^\mp + \sigma_+ \hat{\otimes} d_+^\mp + \Gamma_+ \hat{\otimes} (e_+^\mp + e_+^- + e_+^\pm)
\]

(34)

\[
\rho(v) = \alpha \sigma_- \hat{\otimes} \Pi^\mp v + \alpha \sigma_+ \hat{\otimes} \Pi^\mp v + \sqrt{2(\alpha \beta + \lambda)} \Gamma_+ \hat{\otimes} v + \frac{1}{2} \Gamma_+ \hat{\otimes} s_{\epsilon_+, e_-}(v).
\]

The free parameters that describe the representation are the scalars \( \alpha, \beta, \rho_0 \) and the
Clifford element \( e_+^\pm \). The further contributions are related by \( \sqrt{2} \alpha s_{\epsilon_+, e_-}^+(v) =
\sqrt{\alpha \beta + \lambda} s_{\epsilon_+, e_-}^+(v) \) for all \( v \in V \).

**Remark 3.8.** A special choice of parameters in Proposition 3.74, namely \( \rho_0 = 0 \),
\( \alpha = -\lambda, \beta = 1 \) as well as \( c_+^\pm = d_+^\mp = e_+^\pm = e_+^- = e_+^\pm = 0 \) yields a representation
that is similar to the one found in [25]: \( \rho(v^*) = -\lambda \Gamma_+ \hat{\otimes} v, \rho(e_+) = -\lambda \Gamma^\pm \hat{\otimes} \Pi^\pm, \rho(w) = -\lambda \sigma_- \hat{\otimes} \Pi^\mp w - \lambda \sigma_+ \hat{\otimes} \Pi^\mp \), and \( \rho(e_-) = -\lambda \Gamma_- \hat{\otimes} \Pi^\pm + \Gamma_+ \hat{\otimes} \Pi^\mp \).

This choice is the same as taking \( c = d = 0 \) in (299-295). Then (332) reduces to
\(-2\alpha (e\Pi^\mp v + v\Pi^\mp e) = -Bv \). From Lemma 2.14 we get that the solutions must obey
\[ e^{\Pi^\pm} = \beta^{\Pi^\pm} \quad \text{and} \quad -\Pi^\pm e = -\beta^{\Pi^\pm}, \text{ i.e. } e = \beta^{\Pi^\pm} + \Pi^\pm e'\Pi^\pm \text{ which is only possible for } B = -2\lambda 1 \text{ with } \lambda = -\alpha\beta. \text{ Again, } e_{\pm}^\pm = \Pi^\pm e'\Pi^\pm \text{ is the same free parameter we found before.} \]

Regardless of our assumption that led to Proposition 3.7 we may consider {\bf \[ \alpha = 0 \]} and furthermore {\bf \[ \beta = \rho_0 = 0 \]} as well as \[ c_{\pm}^\pm = d_{\pm}^\pm = e_{\pm}^\pm = e_{\pm}^0 = 0. \] This leads to a rather simple representation associated to \[ B = -2\lambda 1, \] also covered in Theorem 3.6, namely \[ \rho(v^*) = -\lambda \Gamma_+ \hat{\otimes} v, \quad \rho(e_+) = 0, \quad \rho(w) = \frac{1}{2} \Gamma_+ \hat{\otimes} w, \quad \rho(e_-) = -\sqrt{2} \lambda \sigma \hat{\otimes} \Pi^\mp. \]

The quadratic Clifford pair that defines this representation is pseudo-monomial in the sense of Remark 2.10.

### 3.4. Non-simple Clifford representations of \( M_B \).

For any non-simple Clifford representation the restriction of \( \rho \) from \( \mathfrak{g} \oplus \mathfrak{h}' \) to \( \mathfrak{g} \) is a simple one. Therefore, the non-simple representations can be obtained by the simple ones by demanding the further compatibility with \( \mathfrak{h}' \). As stated before, for a \( \text{CW-space} \) \( M_B \) defined by the symmetric map \( B \) the algebra \( \mathfrak{h}' \) is a subalgebra of \( \mathfrak{so}_B(V) \) which can be written as \( \bigoplus_{\alpha} \mathfrak{so}(V_\alpha) \) where \( V_\alpha \) are the distinct eigenspaces of \( B \). Due to the nature of the Clifford representation \( \rho \) we have \( \rho(A) = A \) when we consider \( A \in \text{Cl}(V) \) such that the further relations are

\[
\begin{align*}
[\rho(A), \rho(e_+)] &= 0, \\
[\rho(A), \rho(e_-)] &= 0, \\
[\rho(A), \rho(v^*)] &= \rho((Av)^*), \\
[\rho(A), \rho(w)] &= \rho(Aw).
\end{align*}
\]

Regardless what comes afterwards, (22)-(25) yield that the parameters that define the Clifford representation \( \rho \) have to be invariant with respect to \( \mathfrak{h}' \), i.e. \( [A, a] = [A, b] = [A, c] = [A, d] = [A, e] = 0 \) for \( A \in \mathfrak{h}' \).

**Proposition 3.9.**  
1. The simple Clifford representations of Theorem 3.6 extend to non-simple ones if and only if \( c, d \) and \( e \) are invariant with respect to \( \mathfrak{h}' \subset \mathfrak{so}_B(V) \).
2. The simple Clifford representations of Theorem 3.6 extend to non-simple ones for all choices of subalgebras of \( \mathfrak{so}(V) \) for the special choices of parameters as discussed in Remark 2.10.

**Remark 3.10.** The invariance of an element of the Clifford algebra \( \text{Cl}(V) \) with respect to certain subalgebras of \( \mathfrak{so}(V) \) is reflected in a special form of this element.

- Let \( V = V_1 \oplus V_2 \) be an orthogonal decomposition of \( V \). Then \( c \in \text{Cl}(V) = \text{Cl}(V_1) \hat{\otimes} \text{Cl}(V_2) \) is invariant with respect to \( \mathfrak{so}(E_1) \subset \mathfrak{so}(V) \) if and only if \( c \in \text{Cl}(V_2) + \Gamma_I \text{Cl}(V_2) \) with \( \Gamma_I = \Gamma_{i_1} \cdots \Gamma_{i_{\text{dim}(V_1)}} \) being proportional to the volume element of \( V_1 \) in \( \text{Cl}(V_1) \subset \text{Cl}(V) \).
- Symmetrizing this example and extending to more than two factors yields the following generalization. Consider \( \mathfrak{h}' = \bigoplus_{\alpha} \mathfrak{so}(V_\alpha) \) with \( \bigoplus_{\alpha} V_\alpha = V \) being an orthogonal decomposition. Denote by \( \Gamma_{I_\alpha} \) some multiple of the volume form of \( V_\alpha \) in \( \text{Cl}(V) \). Then \( c \in \text{Cl}(V) = \bigotimes_{\alpha} \text{Cl}(V_\alpha) \) is invariant with respect to \( \mathfrak{h}' \) if and only if the homogeneous components of \( c \) are proportional to products of volume forms of the different factors. For example, the elements that yield quadratic Clifford pairs as considered in Propositions 2.12, 2.16, 2.21 and 2.23 are of this type.
3.5. Restrictions of the Clifford module.

3.5.1. Canonical restrictions. When we talk about Clifford maps and Clifford representations $\rho$ we may ask if we are able to consider subspaces $S'$ of the Clifford module $S$ such that the restriction to $S'$

- obeys $\rho(x)S' \subset S'$ for all $x \in V^* \oplus W$ or
- $\rho$ is a representation of $V^* \oplus W$ on $S'$

although $S'$ is not a Clifford module. Of course, for a Clifford representation $\rho$ both conditions coincide. As we mentioned in Remark 3.3 Clifford maps that yield representations on the restrictions are strongly related to connections for which the space of parallel sections of the associated spinor bundle doesn’t have maximal dimension. We will call a restriction of $S$ that is compatible with the action of $\mathfrak{so}(V) \subset \mathfrak{so}(W)$ a canonical restriction. In particular, such restrictions are compatible with any non-simplicity factor $\mathfrak{b}' \subset \mathfrak{so}(V)$.

If $\dim(V)$ is odd, there are two subspaces defined by the chiral structure on the two-dimensional factor of $W$. If we use the notations of Section 3.1, i.e. $S_2^\pm = \ker(\Gamma_\pm) = \ker(\sigma_\pm) = \text{Eig}(\sigma, \pm)$, these subspaces are given by $S_2^- \otimes S(V) = S(V) \oplus \{0\}$ and $S_2^+ \otimes S(V) = \{0\} \oplus S(V)$.

If $\dim(V)$ is even we have a decomposition into four canonical subspaces because each of the former is further decomposed with respect to the chiral structure on the second factor. The possible spaces are $S_2^- \otimes S^+(V) = \{0\} \oplus S^+(V)$, $S_2^- \otimes S^-(V) = S^-(V) \oplus \{0\}$, $S_2^+ \otimes S^-(V) = \{0\} \oplus S^-(V)$, and $S_2^+ \otimes S^+(V) = S^+(V) \oplus \{0\}$. In particular, the first two sum up to $S^+(W) = S^-(V) \oplus S^+(V)$ and the remaining ones to $S^-(W) = S^+(V) \oplus S^-(V)$.

We will discuss these two cases separately with regard to Section 3.3.

**dim(V) odd:** In this case we consider (39) from Theorem 3.6. The reduction to $S_2^- \otimes S(V)$ immediately implies $S'$ to be trivial as the action of $V^*$ shows. The reduction to $S_2^+ \otimes S(V)$ yields a trivial action of $V^*$ and $V$, and $\rho(e_+)(\xi_1) = c_1\xi_1$. In particular any Clifford map yields a representation on such reduction.

**dim(V) even:** Firstly, we consider Clifford maps of the form (39) and go through the different cases of restrictions. For this we write it in terms of the canonical decomposition:

$$\rho(v)\xi = \frac{1}{\sqrt{2}} \begin{pmatrix} Bv\xi_2^- \\ Bv\xi_2^+ \\ 0 \\ 0 \end{pmatrix}, \quad \rho(w)\xi = -\frac{1}{\sqrt{2}} \begin{pmatrix} s_{e^+, d^-}^1(w)\xi_2^+ + s_{e^-, d^+}^1(w)\xi_2^- \\ s_{e^-, d^-}^1(w)\xi_2^+ + s_{e^+, d^+}^1(w)\xi_2^- \\ 0 \\ 0 \end{pmatrix},$$

$$\rho(e_-)\xi = \begin{pmatrix} e_+\xi_1^+ + e_-\xi_1^- + \sqrt{2}e_+^d\xi_2^+ + \sqrt{2}e_-^d\xi_2^- \\ e_+\xi_1^+ + e_-\xi_1^- + \sqrt{2}e_+^d\xi_2^+ + \sqrt{2}e_-^d\xi_2^- \\ d_+\xi_2^+ + d_-\xi_2^- \\ d_+\xi_2^+ + d_-\xi_2^- \end{pmatrix}. \quad (39)$$

We restrict to the upper sign and discuss the different cases.
For a monomial quadratic Clifford pair the calculation above only holds for $\hat{\xi}_2^+ = 0$. We consider the upper sign and see that $\rho\, \xi_2^+$ restricts to a representation if and only if $d^+ = 0$. In this case we have

$$\rho(v^*) \begin{pmatrix} \xi_1^+ \\ \xi_2^- \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} Bv \xi_2^- \\ 0 \end{pmatrix}, \quad \rho(w) \begin{pmatrix} \xi_1^+ \\ \xi_2^- \end{pmatrix} = -\frac{1}{\sqrt{2}} \begin{pmatrix} s_{e^+,d^-}(w)\xi_2^- \\ c^+w\xi_2^- \end{pmatrix},$$

$$\rho(e_-) \begin{pmatrix} \xi_1^+ \\ \xi_2^- \end{pmatrix} = \begin{pmatrix} c^+\xi_1^+ + c^-\xi_1^- + \sqrt{2}e^+\xi_2^- \\ c^+\xi_1^+ - c^-\xi_1^- + \sqrt{2}e^-\xi_2^- \\ d^-\xi_2^- \end{pmatrix}.$$

In the case of the lower sign the restriction of $\rho$ yields a representation only if $d^+ = 0$ and is treated similarly with an adapted change of notation.

**Remark 3.11.** In this situation let us consider the quadratic Clifford pairs from Section 2.

For a monomial quadratic Clifford pair the calculation above only holds for $\hat{I}$ even. In this case $c^- = c^+ = 0$ as well, such that only the first component of $\rho(v^*)\xi$ and $\rho(w)\xi$ survives. The same is true for $(c,d)$ pseudo-monomial and even, i.e. $c = \pm d = (\alpha_+\Pi^+ + \alpha_-\Pi^-)\Gamma_I$ or even generalized monomial with $c = d = \sum \alpha_\Gamma I_{\alpha}$. Such pairs yield a representation on the reduction only if the pair is associated to $B$, i.e. $q_{c,d}(e_{\mu})\xi = B(e_{\mu})\xi$ for all $\xi \in S'$.

The situation is different for a pseudo-monomial quadratic Clifford pair with $\hat{I}$ odd, e.g. $c = \alpha(\gamma + \Gamma^*)\Gamma_I, d = \beta(\gamma - \Gamma^*)\Gamma_I$. We have $d^+ = \frac{\alpha(\gamma - \beta)}{\beta}\Pi^+\Gamma_I$, such that $\gamma = 1$ is fixed. Therefore, we are left with $c = c^+ = \alpha\Pi^+\Gamma_I$ and $d = d^- = \beta\Pi^-\Gamma_I$ and $B = 0$ is mandatory if we look for representations.

- $[S' = S(V) \oplus S^+(V), i.e. \xi_2^+ = 0]$ The restriction to $\xi_1^+ = 0$ immediately yields a further restriction to $\xi_2^+ = 0$ due to the action of $V^*$. Therefore, we are left with a special subcase of the first reduction: $S' = S^+(W)$. In particular, the consequences of Remark 3.11 still hold.

- $[S' = S(V) \oplus \{0\}, i.e. \xi_2^+ = \xi_2^- = 0]$ This case is treated analogously to the odd dimensional case, i.e. the action of $\mathbb{R}^-$ alone survives and is given by $\rho(e_-)(\xi_1) = c\xi_1$.

- [remaining cases] All further canonical reductions of $S$ yield further subcases of the discussed ones or forces $S'$ to be trivial.
Next, we turn to \((34)\) of Theorem \(3.7\) and do as before. Here we restrict to Clifford representations. We recall
\[
\rho(v^*)\xi^0 = -\sqrt{2}\lambda \begin{pmatrix} v\xi_2^- \\ v\xi_2^+ \\ 0 \end{pmatrix}, \quad \rho(e_+)\xi^0 = \alpha \begin{pmatrix} \xi_2^+ \\ 0 \\ 0 \end{pmatrix},
\]
\[
\rho(w)\xi^0 = \begin{pmatrix} -\alpha w\xi_1^- + \sqrt{\alpha\beta + \lambda}w\xi_2^- + \frac{1}{\sqrt{2}}e_+d_+^{-1}(w)\xi_2^+ \\ \sqrt{\alpha\beta + \lambda}w\xi_2^+ \\ 0 \end{pmatrix}, \quad \rho(\xi^0)\xi^0 = \alpha w\xi_2^+.
\]
\[
\rho(e_-)\xi^0 = \begin{pmatrix} \rho_0\xi_1^+ + e_+\xi_1^- + \sqrt{2}e_+\xi_2^+ + \sqrt{2}e_-\xi_2^- \\ \rho_0\xi_1^- + \sqrt{2}\beta\xi_2^- - \sqrt{2}(\alpha\beta + \lambda)\xi_1^- + \sqrt{2}e_+\xi_2^+ \\ \rho_0\xi_2^- - \sqrt{2}\alpha\xi_1^- + \sqrt{2}(\alpha\beta + \lambda)\xi_2^- + d_+\xi_2^+ \end{pmatrix}.
\]
and again go through the different cases.

- \([S' = S(V) \oplus S^-(V), \ i.e. \ \xi_2^+ = 0]\) In contrast to the preceding discussion the symmetry in \(\xi_2^+\) and \(\xi_2^-\) is broken, because the projections on the two factors enter into the representation. For \(\xi_2^+ = 0\) we see that the action of \(\mathbb{R}_+\) is trivial. We are left with
\[
\rho(v^*) \begin{pmatrix} \xi_1^+ \\ \xi_1^- \\ \xi_2^- \end{pmatrix} = -\sqrt{2}\lambda \begin{pmatrix} v\xi_2^- \\ 0 \\ 0 \end{pmatrix}, \quad \rho(w) \begin{pmatrix} \xi_1^+ \\ \xi_1^- \\ \xi_2^- \end{pmatrix} = \begin{pmatrix} -\alpha w\xi_1^- + \sqrt{\alpha\beta + \lambda}w\xi_2^- \\ 0 \\ 0 \end{pmatrix},
\]
\[
\rho(e_-) \begin{pmatrix} \xi_1^+ \\ \xi_1^- \\ \xi_2^- \end{pmatrix} = \begin{pmatrix} \rho_0\xi_1^+ + e_+\xi_1^- + \sqrt{2}e_+\xi_2^+ \\ \rho_0\xi_1^- + \sqrt{2}\beta\xi_2^- - \sqrt{2}(\alpha\beta + \lambda)\xi_1^- \\ \rho_0\xi_2^- - \sqrt{2}\alpha\xi_1^- + \sqrt{2}(\alpha\beta + \lambda)\xi_2^- \end{pmatrix}.
\]
This example is not covered by Theorem \(3.6\) although the action of \(\mathbb{R}_+\) is trivial because \(b\) in \((25)\) does not vanish. This is of course no contradiction but a consequence of \(S'\) not being a Clifford module. Therefore, identities \((29)-(32)\) only have to be satisfied after being applied to the subset \(S' \subset S\). In fact, the above is a solution of this relaxed condition.

- \([S' = S^-(W) = S^+(V) \oplus S^-(V), \ i.e. \ \xi_2^+ = \xi_1^- = 0]\) For \(\xi_1^- = 0\) the action of \(V^*\) immediately yields \(\xi_2^+ = 0\). This is a possible reduction for \(\beta = 0\) as can be seen from the case before.

- \([S' = S^+(V) \oplus \{0\}, \ i.e. \ \xi_2^+ = \xi_2^- = \xi_1^- = 0]\) Starting with \(\xi_2^- = 0\) and assuming \(\alpha \neq 0\) the actions of \(V\) and \(\mathbb{R}_-\) immediately yield a further reduction to \(\xi_2^+ = \xi_1^- = 0\). But then, again from the first subcase, \(V, V^*\), and \(\mathbb{R}_+\) act trivially and \(\rho(e_-)(\xi_1^-) = \rho\xi_1^+\).

- \([\text{remaining cases}]\) Starting with \(\xi_1^- = 0\) the action of \(V^*\) yields \(\xi_2^- = 0\) such that \(S' = 0\) in this case.
3.5.2. A note on non-canonical restrictions. Up to now we discussed canonical restrictions but there are interesting non canonical restrictions, too. A basic example for a Clifford representation cf. Theorem 2.2.6 is obtained as follows. Consider a monomial quadratic Clifford pair \( (c, d) \) with \( c = \alpha \Gamma_1, \ d = \beta \Gamma_J \). Then \( \Gamma_J^2 = \sigma_J \mathbb{I} \) such that \( X^I_{\pm} := \frac{1}{2}(1 \pm \sqrt{\sigma_I} \Gamma_I) \) are the two projections on the \( \pm 1 \)-eigenspaces of \( \sqrt{\sigma_I} \Gamma_I \). Then

\[
S' := S(V) \oplus X^I_{\pm} S(V) \subset S
\]

is a possible restriction such that \( \rho \) remains a representation. This restriction is not compatible with the action of \( \mathrm{so}(V) \), thus not canonical, but compatible with the action of \( \mathrm{so}(\hat{I}) \oplus \mathrm{so}(n - \hat{I}) = \mathrm{so}_B(V) \subset \mathrm{so}(V) \).

This example can be extended to pairs \( (c, d) \) according to the approach in Proposition 3.5.2 that do not yield quadratic Clifford pairs. Therefore, we consider a pair \( c = (\alpha \Gamma_1 + \beta \Gamma_J) \Gamma_K, \ d = (\alpha' \Gamma_1 + \beta' \Gamma_J) \Gamma_K \). This pair obeys

\[
q_{c,d}(e_\mu) = \alpha^\mu \Gamma_\mu X^I_{\pm} + \alpha^\mu \Gamma_\mu X^I_{\pm}
\]

where \( X^I_{\pm} = \frac{1}{2}(1 \pm \sigma_I \Gamma_I) \). Here \( \hat{\sigma}_I \) is \( \sigma_I (1 + \tau_I) \Gamma_I \) such that \( \hat{X}^I_{\pm} \) are the projections on the \( \pm 1 \)-eigenspaces of \( \sigma_I \Gamma_I \). The numbers \( \alpha^\mu \) run through the eight values \( \alpha \pm \beta \pm \alpha' \pm \beta' \).

We consider the restriction

\[
S' = \ker(\Gamma_+ \otimes X^I_{\pm} S(V)) = S(V) \oplus X^I_{\pm} S(V) \tag{40}
\]

Then \( \rho \) restricted to \( S' \) is a representation if and only if it is compatible with the action of \( \mathbb{R}_- \), i.e. \( dX^I_{\pm} \xi \in X^I_{\pm} S(V) \) or \( X^I_{\pm} dX^I_{\pm} = 0 \) for \( \xi \in S(V) \). A careful calculation yields

\[
4X^I_{\pm} dX^I_{\pm} = \left( 1 - (-1)^{I+J+(I_1+J_1)K} \right) ((\alpha' \mp \beta' I_1 J_1 \sigma_I) \Gamma_{IK} + (\beta' \mp \alpha' I_1 J_1 \sigma_I) (-1)^{IJK}) \]

which vanishes if and only if

\[
\alpha' = \pm I_1 J_1 \sigma_I \beta' \quad \text{or} \quad (-1)^{I+J+(I_1+J_1)K} = 1. \tag{44}
\]

In the first case we get the more special result \( dX_{\pm} = 0 \) such that the construction of the Clifford map is independent of \( d \) and we may assume \( d = 0 \). In this case we have

\[
q_{c,d}(e_\mu) = c^2 \Gamma_\mu = (\sigma_{IK} \alpha^2 + \sigma_{JK} \beta^2) \Gamma_\mu =: -\lambda \Gamma_\mu \tag{45}
\]

such that for \( \xi = (\xi_1, \xi_2) \in S' \) the Clifford map \( \rho \) is given by

\[
\rho(e_-) \xi = (c \xi_1, 0)^t, \quad \rho(e_+^\mu) \xi = \frac{\lambda}{\sqrt{2}} (\Gamma_\mu \xi_2, 0)^t, \quad \rho(e_\mu) \xi = -\frac{1}{\sqrt{2}} (c \Gamma_\mu \xi_2, 0)^t. \tag{46}
\]

This is in fact a representation on \( S' \) for \( B = \lambda \mathbb{I} \).

In the generic situation the pair \( (c, d) \) and the associated Clifford map \( \rho \) are not compatible with the action of \( \mathrm{so}(V) \) but with the action of \( \mathrm{so}(\hat{I}) \oplus \mathrm{so}(\hat{J}) \oplus \mathrm{so}(\hat{K}) \) \( \supset \mathrm{so}(n - \hat{I} - \hat{J} - \hat{K}) \subset \mathfrak{so}(V) \). \( \rho \) is a representation on \( S' \) if \( B \) is defined by \( \lambda \mathbb{I} \), i.e. \( B(\epsilon_{\mu})X^I_{\pm} = q_{c,d}(\epsilon_{\mu})X^I_{\pm} \).
4. Distinguished quadratic Clifford pairs

4.1. A compatibility condition. We show in this section, that the quadratic Clifford pairs we constructed in Section 2 Propositions 2.12, 2.10, 2.21 and 2.23 yield a complete list in a particular way.

Let \((c, d) \in \text{Cl} (V) \times \text{Cl} (V)\) be a quadratic Clifford pair associated to the symmetric map \(B\), i.e. \(B(v) = q_{c,d}(v)\) for \(v \in V\). Then we know from Remark 4.10 that \((c, d)\) is invariant with respect to \(\mathfrak{so}_B (V)\) if it is from Section 2. We associate to \((c, d)\) an element \(\Omega_{c,d} \in V^* \otimes V^* \otimes \text{Cl} (V)\) defined by

\[
\Omega_{c,d}(v, w) := s_{c,d}(v)w + ws_{c,d}(v)
\]

for all \(v, w \in V\). For an orthonormal basis \(\{e_\mu\}\) of \(V\) reads as

\[
\Omega_{c,d}(e_\mu, e_\nu) = 2\Gamma_\mu c \Gamma_\nu - \{\Gamma_\mu \nu, d\}.
\]

Consider homogeneous elements \(c = c_1 \Gamma_1, d = d_1 \Gamma_1 \in \text{Cl} (V)\) and let \(\theta_{1}^{\mu} = -1\) if \(\mu \in I\) and \(\theta_{1}^{\mu} = 1\) if \(\mu \notin I\). Then

\[
\Omega_{c,d}(e_\mu, e_\nu) = ((\theta_1^{\mu} + \theta_1^{\nu})(-1)^j c_1 - (\theta_1^{\mu} \theta_1^{\nu} + 1)d_1) \Gamma_\mu \Gamma_\nu
\]

\[
= \begin{cases}
-2((-1)^j c_1 + d_1) \Gamma_1 \Gamma_{\mu \nu} & \text{if } \mu, \nu \in I, \\
2((-1)^j c_1 - d_1) \Gamma_1 \Gamma_{\mu \nu} & \text{if } \mu, \nu \notin I, \\
0 & \text{else}.
\end{cases}
\]

To simplify the computation let \(\lambda_1, \ldots, \lambda_r\) be the distinct eigenvalues of \(B\) and consider the decomposition of \(V = \bigoplus_{\alpha=1}^{r} V_\alpha\) into the respective eigenspaces. The dimension of \(V_\alpha\) is denoted by \(\hat{\alpha}\) and let \(\{e_{\alpha, \mu}\}_{\mu=1, \ldots, \hat{\alpha}; \alpha=1, \ldots, r}\) be an adapted orthonormal basis. Then \(\Gamma_{\hat{I}_\alpha} = \Gamma_{\alpha, 1} \cdots \Gamma_{\alpha, \hat{\alpha}}\) with \(\hat{I}_\alpha = \hat{\alpha}\) represents a multiple of the volume form of \(V_\alpha\) in \(\text{Cl} (V)\). A consequence of (49) is the following proposition.

**Proposition 4.1.** Let \(c, d \in \text{Cl} (V)\) be invariant with respect to \(\mathfrak{so}_B (V)\). Then \(\Omega_{c,d} \in \mathfrak{so}_B (V) \otimes \text{Cl} (V)\) if and only if\(^5\)

\[
c = c_0 + \hat{c}_0 \Gamma^*
\]

\[
d = d_0 + \hat{d}_0 \Gamma^*
\]

if \(B = \lambda I\),

\[
c = (c_0 + \hat{c}_0 \Gamma^*) + (c_1 + \hat{c}_1 \Gamma^*) \Gamma_{I_1}
\]

\[
d = (d_0 - (-1)^{\dim(V)} \hat{c}_0 \Gamma^*) + (d_1 + \hat{d}_1 \Gamma^*) \Gamma_{I_1}
\]

if the number of different eigenvalues of \(B\) is two, and

\[
c = (c_0 + \hat{c}_0 \Gamma^*) + \sum_{\alpha} (c_\alpha + \hat{c}_\alpha \Gamma^*) \Gamma_{I_\alpha}
\]

\[
d = (c_0 - (-1)^{\dim(V)} \hat{c}_0 \Gamma^*) + \sum_{\alpha} (-1)^j c_\alpha - (-1)^{\dim(V)} \hat{c}_\alpha \Gamma^*) \Gamma_{I_\alpha}
\]

if the number of different eigenvalues of \(B\) exceeds two. If the dimension of \(V\) is odd we may choose \(\hat{c}_\alpha = \hat{d}_\alpha = 0\) because \(\Gamma^* = \pm I\).

\(^5\)We consider the Clifford elements to be expanded in the basis that is adapted to the eigenspace decomposition of \(V\) with respect to \(B\).
Proof. We consider an orthonormal basis \( \{e_\mu\} \) adapted to the eigenspace decomposition with respect to \( B \) as introduced above and write \( \Omega_{\mu \nu} = \Omega_{c,d}(e_\mu, e_\nu) \). Then \( \Omega_{c,d} \in so_\mathcal{B}(V) \otimes Cl(V) \) if and only if \( \Omega_{\mu \nu} = 0 \) for \( e_\mu, e_\nu \) belonging to different eigenspaces. Consider \( c, d \) to be invariant with respect to \( so_B(V) \) such that

\[
c = \sum_{0 \leq \ell \leq r} \sum_{\alpha_1 < \cdots < \alpha_{\ell}} c_{\alpha_1 \ldots \alpha_\ell} \Gamma_{\alpha_1} \cdots \Gamma_{\alpha_\ell}
\]

and \( d \) analogously, see Proposition 3.9 and Remark 3.10. Because of (48) we may apply (49) to each homogeneous component of \( c \) and \( d \). First, we notice that for the term with \( t = 0 \), i.e. the scalar part, only the second case of (49) is present such that \( c_0 = d_0 \). Next consider a term with \( 1 < t < r - 1 \), e.g. \( \Gamma_I = \Gamma_{I_{a_1}} \Gamma_{I_{a_2}} \cdots \Gamma_{I_{a_t}} \).

Take \( e_\mu \in E_{\alpha_1}, e_\nu \in E_{\alpha_2} \), then the first case of (49) implies \((-1)^t c_I + d_I = 0 \). Similarly, consider \( e_\mu \in E_{\beta_1}, e_\nu \in E_{\beta_2} \) with \( \beta_1 \neq \beta_2 \) and \( (I_{\beta_1} \cup I_{\beta_2}) \cap I = \emptyset \) then the second case in (49) implies \((-1)^t c_I + d_I = 0 \) such that \( c_I = d_I = 0 \). Now consider \( t = 1 \). If there exists more than two eigenspaces the second case in (49) implies \((-1)^t c_I - d_I = 0 \). If there exists exactly two eigenspaces \( E_1 \) and \( E_2 \) there is no such restriction because \( \mu, \nu \notin I_1 \) is equivalent to \( \mu, \nu \in I_2 \). Next consider \( t = r \). Then \( \Gamma_I \) represents the volume form of \( V \) and only the first case in (49) is present such that \((-1)^t c_I + d_I = 0 \). Last but not least consider \( t = r - 1 \) for \( r > 3 \). Then case two in (49) yields no restriction but the first requires \((-1)^t c_I + d_I = 0 \). In the case where \( B \sim \mathbb{1} \) there are no restrictions on \( c \) and \( d \). The results are collected in (50)-(52).

Remark 4.2. A similar discussion as before yields that \( \Omega \) vanishes identically if and only if \( c = \alpha + v, d = \alpha - v \) in odd dimensions or \( c = (\alpha + v) + (\beta + w)\Gamma^*, d = (\alpha - v) - (\beta - w)\Gamma^* \) in even dimension. Here \( \alpha, \beta \) are scalars and \( v, w \) are orthogonal vectors.

If we restrict Proposition 4.1 to quadratic Clifford pairs we get the following result.

Theorem 4.3. Let \( (c, d) \) be a quadratic Clifford pair associated to the symmetric map \( B \). Then \( \Omega_{c,d} \in so_B(V) \otimes Cl(V) \) if and only if \( (c, d) \) is

- a pair of scalars or a pair of pseudo scalars if \( B \sim \mathbb{1} \),
- a monomial or a pseudo-monomial quadratic Clifford pair according to Proposition 2.12 if \( B \) admits two different eigenvalues, and
- a generalized monomial quadratic Clifford pair according to Propositions 2.21 and 2.22 if \( B \) admits more than two different eigenvalues.

In fact, the multiplicity of the eigenvalues is even for all up to at most two exceptions.

Proof. Proposition 4.1 yields a necessary form for \( c \) and \( d \) and we examine the quadratic Clifford condition.

If \( B = -\lambda I \) we may assume \( d_0 = 0 \). If furthermore \( c_0 \neq 0 \) in (50) we get a quadratic Clifford pair if and only if \( \hat{c}_0 = -\hat{d}_0 \). In this Situation \( q_{c,d}|_V \) is independent of the pseudo scalar parts such that we may choose \( (c, d) = (\sqrt{\lambda}, 0) \). If we instead assume \( c_0 = 0 \) we get a monomial solution defined by two pseudo scalars. If \( B \) has more than one eigenvalue we see that \( q_{c,d}|_V \) is independent of the scalar as well as the
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pseudo scalar part such that we may assume $c_0 = \hat{c}_0 = 0$. If $B$ admits two different eigenvalues the possible values are

$$c = (c_1 + c_2 \Gamma^*) \Gamma_I, \quad d = (d_1 + d_2 \Gamma^*) \Gamma_I,$$

and they yield a quadratic Clifford pair if and only if the pair is (pseudo)-monomial, see Proposition 2.12. In the case that $B$ has more than two different eigenvalues $c, d$ are given by

$$c = \sum_{\alpha} (c_\alpha + \hat{c}_\alpha \Gamma^*) \Gamma_{I_\alpha}, \quad d = \sum_{\alpha} (-1)^{i_\alpha} (c_\alpha - \hat{c}_\alpha \Gamma^*) \Gamma_{I_\alpha},$$

and they form a quadratic Clifford pair if only if they are of the form described in Propositions 2.21 and 2.23.

We close the discussion with two non trivial algebraic properties that are proved by a straight forward calculation.

**Remark 4.4.** All quadratic Clifford pairs $(c, d)$ according to Theorem 4.3 obey

$$ds_{d,c}(e_\nu) \Gamma_\mu + d \Gamma_\mu s_{c,d}(e_\nu) - s_{d,c}(e_\nu) \Gamma_\mu d - \Gamma_\mu s_{c,d}(e_\nu) d = 0$$

and

$$s_{d,c}(e_\nu) s_{c,d}(e_\nu) + s_{d,c}(e_\nu) s_{c,d}(e_\nu) = B_{\mu \nu}.$$  

4.2. **Concluding remark.** As we mentioned in the introduction the spaces and connections discussed in this text play an important role in the treatment of backgrounds of supergravity theories. For this we have to consider enlargements of the Lie algebra of infinitesimal isometries of a given space to a super Lie algebra. The odd part of it is characterized by spinors that are parallel with respect to a given connection, see [1, 15, 16, 17], for example, in addition to the references from the introduction. Starting from the text at hand, the next natural step is the classification of super algebras that extend the isometries of CW-spaces. Work on this is in progress and the tensor $\Omega$ apparently plays a key role in this study.

**Appendix A. Some technical proofs**

A.1. **Proofs from Section 2.** We take over the notations of Section 2 and consider $c, d \in C(\ell(V))$ to be the sum of two monomials and of the same type. More precisely, we consider $c = (\alpha \Gamma_I + \beta \Gamma_J) \Gamma_K \neq 0$ and $d = (\alpha' \Gamma_I + \beta' \Gamma_J) \Gamma_K \neq 0$ with $I \cap J = I \cap K = J \cap K = \emptyset$ and set $\Gamma_I^2 = \sigma_I \mathbb{1}$ and the same for $J$ and $K$. Of course, the results will be symmetric in $I$ and $J$. We use the notation $\theta_I^\mu = 1$ if $\mu \notin I$ and $\theta_I^\mu = -1$ if $\mu \in I$. The following calculations yield the proof of Proposition 2.28. We have

$$s_{c,d}(\Gamma_\mu) = \alpha \Gamma_I \Gamma_K \Gamma_\mu + \beta \Gamma_J \Gamma_K \Gamma_\mu - \alpha' \Gamma_I \Gamma_J \Gamma_K - \beta' \Gamma_\mu \Gamma_I \Gamma_K \Gamma_J$$

$$= (\alpha - (-1)^{K+J} \theta_I^\mu \theta_K^\nu \theta_J^\rho \alpha') \Gamma_I \Gamma_K \Gamma_\mu + (\beta - (-1)^{K+J} \theta_I^\mu \theta_K^\nu \theta_J^\rho \beta') \Gamma_J \Gamma_K \Gamma_\mu.$$
such that

\[
q_{c,i}(e_\mu) = \left((-1)^{I_K} \sigma_I \sigma_K (\alpha - (-1)^{K+\bar{I}} \theta_1^\mu \theta_K^\alpha \bar{\alpha}')^2 + (-1)^{I_K} \sigma_J \sigma_K (\beta - (-1)^{K+J} \theta_J^\mu \theta_K^\beta')^2 \right) \Gamma_\mu
\]

\[
+ \sigma_K \left( \alpha \beta \left((-1)^{I_K} + (-1)^{I_K+iJ}\right) \right)
\]

\[
+ \alpha' \beta' \left((-1)^{I_K} + (-1)^{I_K+iJ} \right) \left((-1)^{J+1}(1+\theta_1^\mu \theta_K^\beta') \right) \Gamma_1 \Gamma_J \Gamma_\mu.
\]

\[
q_{c,d}(e_\mu) = \left((-1)^{I_K+iJ}(1+\theta_1^\mu \theta_K^\beta' \right) \Gamma_1 \Gamma_J \Gamma_\mu.
\]

$q_{c,d}$ restricted to $V$ is a self map if and only if the summand proportional to $\Gamma_1 \Gamma_J \Gamma_\mu$ vanishes (at least, when it is present). This yields a homogeneous linear system for the four coefficients $\alpha, \alpha', \beta,$ and $\beta'$ with matrix:

\[
\begin{pmatrix}
(-1)^{I_K} + (-1)^{I_K+iJ} & -(-1)^{I+J}((-1)^{I_K} + (-1)^{I_K+iJ}) \\
(-1)^{I_K} + (-1)^{I_K+iJ} & -(-1)^{I+J}((-1)^{I_K} + (-1)^{I_K+iJ}) \\
(-1)^{I_K} + (-1)^{I_K+iJ} & +(-1)^{I+J}((-1)^{I_K} + (-1)^{I_K+iJ}) \\
(-1)^{I_K} + (-1)^{I_K+iJ} & -2(-1)^{I+J}(1+\theta_1^\mu \theta_K^\beta', -1)^{I+J}(1+\theta_1^\mu \theta_K^\beta') \Gamma_1 \Gamma_J \Gamma_\mu.
\end{pmatrix}
\]

\[
q_{c,d}(e_\mu) = \left((-1)^{I_K+iJ}(1+\theta_1^\mu \theta_K^\beta', -1)^{I+J}(1+\theta_1^\mu \theta_K^\beta') \Gamma_1 \Gamma_J \Gamma_\mu.
\]

We note that in the two special situations $c = 0$ or $d = 0$ the map $q_{c,d}$ is a self map if and only if $(-1)^{I+J}(1+\theta_1^\mu \theta_K^\beta) = -1$. We then have $q_{c,0}(e_\mu) = (\sigma_I \sigma_K \alpha^2 + \sigma_J \sigma_K \beta^2) \Gamma_\mu$, for example.

We solve the linear system by considering several cases by excluding the cases $c = 0$ and $d = 0$.

**Case 1a:** We consider the generic case $K I J \neq 0$ and $(K \cup I \cup J) \not\in \emptyset$. We have to distinguish eight cases due to the value of $K$, $I$, and $J$ mod 2. The matrices in these cases are:

\[
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}, \begin{pmatrix}
1 & 1 & -1 & -1 \\
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
0 & 0 & 1 & 1
\end{pmatrix}, \begin{pmatrix}
1 & 1 & 1 & -1 \\
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
0 & 0 & 1 & 1
\end{pmatrix}, \begin{pmatrix}
1 & 1 & 1 & -1 \\
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
0 & 0 & 1 & 1
\end{pmatrix}.
\]

\[
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}, \begin{pmatrix}
1 & -1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}, \begin{pmatrix}
1 & -1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}.
\]

The first three as well as the fifth systems have the unique solution $\alpha \beta = \alpha' \beta' = \alpha \beta' = \alpha' \beta = 0$ which yield $\alpha = \alpha' = 0$ or $\beta = \beta' = 0$. Therefore, the result is a

\[\text{The rows are related to } \theta^\mu_1 = -1, \theta^\mu_1 = -1, \theta^\mu_1 = \theta^\mu_1 = \theta^\mu_1 = 1, \text{ and } \theta^\mu_1 = -1. \text{ The columns are related to } \alpha \beta, \alpha' \beta', \alpha \beta', \text{ and } \alpha' \beta.\]

\[\text{The rows and columns are as before. In addition, the subscript indicates the value of } (K, I, J) \in \mathbb{Z}_2^3.\]
monomial pair according to Proposition 2.5. Systems four and six to eight yield \( \alpha\beta' = \alpha'\beta' = 0 \) with solutions \( \alpha = \alpha' = 0 \) or \( \beta = \beta' = 0 \) and yield monomial pairs, too. In the generic Case 1a there are no new quadratic Clifford pairs beside the monomial ones.

Case 1b: Turning to the case \( \hat{K} = 0, \hat{I}\hat{J} \neq 0 \), and \((I \cup J)^c \neq \emptyset\) we can take over the first four matrices of (55) with last row erased

\[
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1 \\
0 & 0 & 1 & -1 \\
0 & 1 & -1 & 1
\end{pmatrix}_{000},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1 \\
0 & 0 & 1 & -1 \\
0 & 1 & -1 & 1
\end{pmatrix}_{001},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1 \\
0 & 0 & -1 & 1 \\
0 & 1 & -1 & 1
\end{pmatrix}_{010},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1 \\
0 & 0 & 1 & -1 \\
0 & -1 & 1 & 1
\end{pmatrix}_{111}.
\]

The fourth system only yields monomial pairs due to its solution \( \alpha\beta' = \beta\alpha' = 0 \). The first system yields \( \alpha\beta = \alpha'\beta' = \alpha\beta' = \alpha'\beta \) which is \( \alpha(\beta - \beta') = \beta(\alpha - \alpha') = \alpha'(\beta - \beta') = \beta'(\alpha - \alpha') = 0 \). In addition to the monomial ones we get a further pair connected by \( \alpha = \alpha' \) and \( \beta = \beta' \). Therefore, the new solution is of the form \((c, \bar{c})\).

The remaining two system have similar solutions and again yield the quadratic Clifford pair \((c, \bar{c})\).

The quadratic Clifford pairs in Case 1b are \((c, \bar{c})\) with \( c = \alpha\Gamma_I + \beta\Gamma_J \) and \( \hat{I}\hat{J} \equiv 0 \mod 2 \).

Case 2a: If we consider \((K \cup I \cup J)^c = \emptyset\) and \( \hat{I}\hat{J} \neq 0 \) as well as \( \hat{K} \neq 0 \) we have to look at all of (55) with third row erased:

\[
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 \\
0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}_{000},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 \\
0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}_{001},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 \\
0 & 0 & -1 & -1 \\
0 & 0 & 1 & -1
\end{pmatrix}_{100},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 \\
0 & 0 & -1 & -1 \\
0 & 0 & 1 & -1
\end{pmatrix}_{101},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 \\
0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}_{110},
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 \\
0 & 0 & 1 & -1 \\
0 & 0 & -1 & 1
\end{pmatrix}_{111}.
\]

A discussion similar to the one before yields the following result. The only systems that admit additional non-monomial quadratic Clifford pairs are the first three and the fifth. The pairs in these cases are of the form \((c, -\bar{c})\). Due to \((I \cup J \cup K)^c = \emptyset\) we have \( \hat{I} + \hat{J} + \hat{K} = \dim(V) \). If \( \dim(V) \) is odd we may assume \( \Gamma_I\Gamma_J\Gamma_K = \mathbb{I} \) or \( \Gamma_I\Gamma_K = \Gamma_J \) and \( \Gamma_J\Gamma_K = (-1)^{\hat{K}}\Gamma_I \) such that \( c = \alpha\Gamma_I + (-)^{\hat{K}}b\Gamma_I \) and the pair is of type 1b. If \( \dim(V) \) is even we have \( \Gamma_I\Gamma_J\Gamma_K \sim \Gamma^* \) such that we may assume \( c = (\alpha\Gamma_I + \beta\Gamma^*)\Gamma_K \).

In Case 2a the quadratic Clifford pairs are \((c, -\bar{c})\) with \( c = (\alpha\Gamma_K + \beta\Gamma^*)\Gamma_I \) and \( \hat{K} \equiv \hat{I} \equiv \hat{J} \equiv 0 \mod 2 \).

Case 2b: The case \((I \cup J)^c = \emptyset, \hat{I}\hat{J} \neq 0, \) and \( \hat{K} = 0 \) (i.e. \( \Gamma_J \sim \Gamma_I\Gamma^* \)) can be read from the first four systems of (57) with last row erased. Furthermore, we may exclude systems two and three because in this case \( \Gamma^* \sim \mathbb{I} \) and the Clifford pair is a priori monomial.

\[
\begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1 \\
0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}_{000},
\begin{pmatrix}
0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}_{011}.
\]

For \( \hat{I} \equiv \hat{J} \equiv 0 \mod 2 \) the solution is \( \alpha = \beta = \alpha'\beta' \) and \( \alpha\beta' = \alpha'\beta \). Non-monomial pairs are related to solutions with \( \alpha\beta\alpha'\beta' \neq 0 \). In this situation the coefficients obey \( \alpha^2 = \alpha^2 \) and \( \beta^2 = \beta^2 \) such that the pairs are given by \((c, \pm c)\) with \( c = (\alpha + \beta\Gamma^*)\Gamma_I \).
The situation is less restrictive for \( \hat{I} \equiv \hat{J} \equiv 1 \mod 2 \) with \( \Gamma_J = \Gamma^* \Gamma_I \). The system has solution \( \alpha \beta = -\alpha' \beta' \) which yields non-monomial pairs at most for \( \alpha \beta \alpha' \beta' \neq 0 \).

For \( \frac{\alpha}{\beta} = -\frac{\alpha'}{\beta'} = \cot(\phi)e^{i\psi} \) we get \( c = \frac{\beta}{\sin(\phi)}(\cos(\phi)e^{i\psi} \Gamma_I + \sin(\phi) \Gamma_J) \) and \( d = -\frac{\beta'}{\sin(\phi)}(\cos(\phi)e^{i\psi} \Gamma_I + \sin(\phi) \Gamma_J) \).

The quadratic Clifford pairs in Case 2b are given by \( (c, \pm c) \) with \( c = (\alpha + \beta \Gamma^*) \Gamma_I \) for \( \hat{I} \equiv 0 \mod 2 \) and \( (\alpha(\cos(\phi)e^{i\psi} + \sin(\phi) \Gamma^*) \Gamma_I, \alpha'(\cos(\phi)e^{i\psi} - \sin(\phi) \Gamma^*) \Gamma_I) \) for \( \hat{I} \equiv 1 \mod 2 \).

**Case 3a:** We turn to the cases with \( \hat{I} = 0 \) and consider first \( \hat{K} \neq 0 \) and \( (J \cup K)^{\mathbb{Q}} \neq \emptyset \).

In this case we are left with systems one, two, five and six of (5 5) with second row erased:

\[
\begin{align*}
(1 & -1 1 -1)_{000}, \\
(1 & -1 1 -1)_{001}, \\
(1 & -1 1 -1)_{100}.
\end{align*}
\]

(59)

There is no non-monomial solution of the fourth system. The first system has solution \( \alpha \beta = -\alpha' \beta' = -\alpha \beta' = \beta \alpha' \) with non-monomial pair \((\alpha + \beta \Gamma_J) \Gamma^K, (\alpha - \beta \Gamma_J) \Gamma_K \). In the same way second system yields \( \alpha \beta = \alpha' \beta' = \beta \alpha' \) with \((\alpha + \beta \Gamma_J) \Gamma^K, (\alpha + \beta \Gamma_J) \Gamma_K \), and the third one yields \( \alpha \beta = -\alpha' \beta' = \beta \alpha' = -\alpha' \beta' \) with \((\alpha + \beta \Gamma_J) \Gamma_K, (-\alpha + \beta \Gamma_J) \Gamma_K \).

In Case 3a the relevant pairs are \((c_+ , \bar{c}_-)\) with \( c_{\pm} = (\alpha \pm \beta \Gamma_J) \Gamma_K \) and \( \bar{K} \hat{J} \equiv 0 \mod 2 \).

**Case 3b:** Next we turn to the case \( \hat{I} = \hat{K} = 0 \) and \( \mathbb{E} \neq \emptyset \). In this case we may consider the first two systems from Case 3a with last row erased, i.e.

\[
\begin{align*}
(1 & -1 1 -1)_{000}, \\
(1 & -1 1 -1)_{001},
\end{align*}
\]

(60)

The solutions of both systems are \( \beta'(\alpha - \alpha') = 0 \) and \( \beta(\alpha - \alpha') = 0 \) with non-monomial pairs defined by the solution \( \alpha = \alpha' \). In this case the pair is given by \((\alpha + \beta \Gamma_J, \alpha + \beta \Gamma_J) \). The case \( \hat{J} = 0 \) is the same.

The quadratic Clifford pair in Case 3b is \((\alpha + \beta \Gamma_J, \alpha + \beta \Gamma_J) \).

**Case 4a:** This case is \( \hat{I} = 0, \hat{K} \neq 0 \) and \( (J \cup K)^{\mathbb{Q}} = \emptyset \). The systems in this case are

\[
\begin{align*}
(1 & -1 1 -1)_{000}, \\
(1 & -1 1 -1)_{001}, \\
(1 & -1 1 -1)_{100}.
\end{align*}
\]

(61)

There are non-monomial solutions for the systems one, two, and three. The resulting pairs are \(((\alpha + \beta \Gamma_J) \Gamma_K, (\alpha' - (\alpha') \Gamma_J) \Gamma_K) \). We may consider \( \Gamma_J = \Gamma^* \Gamma_K \) such that we may rewrite the pair as \((\alpha \Gamma_K + \beta \Gamma^*, \alpha' \Gamma_K - (\alpha' \beta) \Gamma^*) \).

For \( \dim(V) \) odd we are left with Case 3b.

Case 4a yields the quadratic Clifford pairs \((\alpha \Gamma_K + \beta \Gamma^*, \alpha' \Gamma_K - \beta \Gamma^*) \).

**Case 4b:** The last case is \( \hat{I} = \hat{K} = 0 \) and \( \mathbb{E} = \emptyset \), i.e. \( \Gamma_J = \Gamma^* \). We only consider the case \( \dim(V) = \hat{J} \) even, because in the other case \( c \) and \( d \) are scalars. So the two elements are of the form \( c = \alpha + \beta \Gamma^* \), \( d = \alpha' + \beta' \Gamma^* \). The obstruction for \( (c, d) \) being a quadratic Clifford pair is \( \alpha \beta - \alpha' \beta' + \alpha \beta' - \beta \alpha' = (\alpha - \alpha')(\beta + \beta') = 0 \).

In Case 4b the non-monomial quadratic Clifford pairs are of the form \((\alpha + \beta \Gamma^*, \alpha + \beta' \Gamma^*) \) or \((\alpha + \beta \Gamma^*, \alpha' - \beta \Gamma^*) \).
A generalization of the results from Propositions 2.5 and 2.8 is given by the following approach. Let $(\bigcup_n I_n)^C = \emptyset$ and $c = \sum \alpha a_\alpha \Gamma_{I_n}$ as well as $d = \sum_\alpha \epsilon_\alpha a_\alpha \Gamma_{I_n}$ with $\epsilon_\alpha \in \{\pm 1\}$. Then
\[ c^2 \Gamma_\mu = \left( \sum_\alpha a_\alpha \Gamma_{I_n} \right)^2 \Gamma_\mu = \sum_\alpha a_\alpha^2 + \sum_\alpha a_\alpha a_\beta (1 + (-1)^{\hat{\alpha}\hat{\beta}}) \Gamma_{I_n} \Gamma_\beta \Gamma_\mu \]
and
\[ \Gamma_\mu d^2 = \Gamma_\mu \left( \sum_\alpha \epsilon_\alpha a_\alpha \Gamma_{I_n} \right)^2 \]
\[ = \sum_\alpha a_\alpha^2 \Gamma_\mu + \sum_{\hat{\alpha} < \hat{\beta}} \epsilon_\alpha \epsilon_\beta \theta_\alpha^\mu \theta_\beta^\mu a_\alpha a_\beta (1 + (-1)^{\hat{\alpha}\hat{\beta}}) (1 + (-1)^{\hat{\alpha}\hat{\beta}}) \Gamma_{I_n} \Gamma_\beta \Gamma_\mu \]
as well as
\[ \left( \sum_\alpha a_\alpha \Gamma_{I_n} \right) \Gamma_\mu \left( \sum_\alpha \epsilon_\alpha a_\alpha \Gamma_{I_n} \right) \]
\[ = \sum_\alpha \epsilon_\alpha \theta_\alpha^\mu (-1)^{\hat{\alpha}} a_\alpha^2 \Gamma_\mu + \sum_{\hat{\alpha} < \hat{\beta}} a_\alpha a_\beta (\epsilon_\beta \theta_\beta^\mu (-1)^{\hat{\beta}} + \epsilon_\alpha \theta_\alpha^\mu (-1)^{\hat{\alpha} + \hat{\beta}}) \Gamma_{I_n} \Gamma_\beta \Gamma_\mu \]
with $\theta_\alpha^\mu := \theta_\mu^\alpha$ and $\hat{\alpha} := \hat{I}_n$. Due to Remark 2.2 we may assume that $\hat{\alpha} > 0$. Therefore, our approach yields
\[ q_{c,d}(\epsilon_\mu) = 2 \sum_\alpha \left( 1 - \epsilon_\alpha \theta_\alpha^\mu (-1)^{\hat{\alpha}} \right) a_\alpha^2 \Gamma_\mu + (\ldots). \tag{62} \]
The further summands collected in "(\ldots)" in (62) are of order higher than one. Therefore, $(c, d)$ is a quadratic Clifford pair if and only if the $\Gamma_{I_n} \Gamma_\mu$-component of $q_{c,d}(\epsilon_\mu)$ vanishes. The coefficient of this contribution is given by
\[ (1 + (-1)^{\hat{\alpha}\hat{\beta}}) (1 + \epsilon_\alpha \epsilon_\beta \theta_\alpha^\mu \theta_\beta^\mu (-1)^{\hat{\alpha} + \hat{\beta}}) - 2(\epsilon_\beta \theta_\beta^\mu (-1)^{\hat{\beta}} + \epsilon_\alpha \theta_\alpha^\mu (-1)^{\hat{\alpha} + \hat{\beta}}). \tag{63} \]
In the following Table 3 we list this value all possible combinations $\theta_\alpha^\mu$, $\hat{\alpha}$, $\hat{\beta}$.

| Table 3. (63) for given $\theta_\alpha^\mu$, $\hat{\alpha}$, $\hat{\beta}$ |
|----------------------------------|
| 1) $\hat{\alpha} \equiv \hat{\beta} \equiv 0 \text{ mod } 2$ |
| 1a) $\theta_\alpha^\mu = 1, \theta_\beta^\mu = 1$ : $2(1 + \epsilon_\alpha \epsilon_\beta - \epsilon_\beta - \epsilon_\alpha) = 2(1 - \epsilon_\beta)(1 - \epsilon_\alpha)$ |
| 1b) $\theta_\alpha^\mu = -1, \theta_\beta^\mu = 1$ : $2(1 - \epsilon_\alpha \epsilon_\beta - \epsilon_\beta + \epsilon_\alpha) = 2(1 - \epsilon_\beta)(1 + \epsilon_\alpha)$ |
| 1c) $\theta_\alpha^\mu = 1, \theta_\beta^\mu = -1$ : $2(1 - \epsilon_\alpha \epsilon_\beta + \epsilon_\beta - \epsilon_\alpha) = 2(1 + \epsilon_\beta)(1 - \epsilon_\alpha)$ |
| 2) $\hat{\alpha} \equiv 1 \text{ mod } 2, \hat{\beta} \equiv 0 \text{ mod } 2$ |
| 2a) $\theta_\alpha^\mu = 1, \theta_\beta^\mu = 1$ : $2(1 - \epsilon_\alpha \epsilon_\beta - \epsilon_\beta + \epsilon_\alpha) = 2(1 - \epsilon_\beta)(1 + \epsilon_\alpha)$ |
| 2b) $\theta_\alpha^\mu = -1, \theta_\beta^\mu = 1$ : $2(1 + \epsilon_\alpha \epsilon_\beta - \epsilon_\beta - \epsilon_\alpha) = 2(1 - \epsilon_\beta)(1 - \epsilon_\alpha)$ |
| 2c) $\theta_\alpha^\mu = 1, \theta_\beta^\mu = -1$ : $2(1 + \epsilon_\alpha \epsilon_\beta + \epsilon_\beta + \epsilon_\alpha) = 2(1 + \epsilon_\beta)(1 + \epsilon_\alpha)$ |
| 3) $\hat{\alpha} \equiv \hat{\beta} \equiv 1 \text{ mod } 2$ |
| 3a) $\theta_\alpha^\mu = 1, \theta_\beta^\mu = 1$ : $2(\epsilon_\beta - \epsilon_\alpha)$ |
| 3b) $\theta_\alpha^\mu = -1, \theta_\beta^\mu = 1$ : $2(\epsilon_\beta + \epsilon_\alpha)$ |
| 3c) $\theta_\alpha^\mu = 1, \theta_\beta^\mu = -1$ : $-2(\epsilon_\beta + \epsilon_\alpha)$ |

The proof of Proposition 2.23 is now done by the following considerations.
Firstly, suppose that the amount of summands in $c$ is bigger or equal to four, such that all sub cases are present if one is present at all. We see that 1) and 2) are fulfilled for $\epsilon_\alpha = (-1)^\alpha$. Moreover, 3) can not be fulfilled if it is present such that the amount of odd summands is at most one. If the amount of summands is three a similar argument excludes the case of two odd summands: 2b) and 2c) would yield $\epsilon_{\text{even}} = -\epsilon_{\text{odd}_1} = -\epsilon_{\text{odd}_2}$ and 3) $\epsilon_{\text{odd}_1} = -\epsilon_{\text{odd}_2}$.

Therefore, in even dimensions our approach yields a quadratic Clifford pair if and only if $\hat{I}_\alpha$ is even for all $\alpha$, i.e. $c = d$. In odd dimensions all $\hat{I}_\alpha$ would be even but one. Nevertheless, in both situations we have $\epsilon_\alpha = (-1)^\alpha$.

In the case of two summands the subcases denoted by a) in the above list do not appear and we recover the pseudo-monomial solutions of Table 2. In either case we fulfilled for $\epsilon_{\text{odd}} = \epsilon_{\text{even}}$ that all sub cases are present if one is present at all. We see that 1) and 2) are fulfilled for $\epsilon_\alpha = (-1)^\alpha$.

As promised after Proposition 2.23 we will list next the conditions such that the pair $(c, d)$ with

$$c = \sum_\alpha c_\alpha \Gamma_{I_\alpha} + \Gamma^* \sum_\alpha \hat{c}_\alpha \Gamma_{I_\alpha}, \quad d = \sum_\alpha \epsilon_\alpha c_\alpha \Gamma_{I_\alpha} + \Gamma^* \sum_\alpha \epsilon_\alpha \hat{c}_\alpha \Gamma_{I_\alpha}$$

yields a quadratic Clifford pair:

$$0 = c_\alpha \hat{c}_\beta \left( (1 - (-1)^\hat{\alpha} \theta_\alpha^\mu \epsilon_\alpha) ((-1)^\hat{\alpha} + (-1)^\hat{\beta} \theta_\beta^\mu \epsilon_\beta) \\
+ (-1)^\hat{\alpha} (-1)^\hat{\beta} (1 + (-1)^\hat{\beta} \theta_\beta^\mu \epsilon_\beta) ((-1)^\hat{\alpha} - \theta_\alpha^\mu \epsilon_\alpha) \right)$$

$$+ \epsilon_\alpha \epsilon_\beta \left( (-1)^\hat{\alpha} (1 + (-1)^\hat{\beta} \theta_\alpha^\mu \epsilon_\alpha) ((-1)^\hat{\alpha} + (-1)^\hat{\beta} \theta_\beta^\mu \epsilon_\beta) \\
+ (-1)^\hat{\alpha} (1 + (-1)^\hat{\beta} \theta_\alpha^\mu \epsilon_\alpha) ((-1)^\hat{\alpha} - \theta_\alpha^\mu \epsilon_\alpha) \right),$$

$$0 = c_\alpha \epsilon_\beta \left( (1 - (-1)^\hat{\beta} \theta_\beta^\mu \epsilon_\beta) (1 - (-1)^\beta \theta_\alpha^\mu \epsilon_\alpha) \\
+ (-1)^\hat{\beta} (-1)^\beta (1 - (-1)^\beta \theta_\alpha^\mu \epsilon_\alpha) (1 - (-1)^\beta \theta_\beta^\mu \epsilon_\beta) \right)$$

$$+ \epsilon_\alpha \epsilon_\beta \left( (-1)^\alpha (1 + (-1)^\beta \theta_\alpha^\mu \epsilon_\alpha) (1 + (-1)^\beta (-1)^\beta \theta_\beta^\mu \epsilon_\beta) \\
+ (-1)^\beta (1 + (-1)^\beta (-1)^\beta \theta_\alpha^\mu \epsilon_\alpha) (1 + (-1)^\beta \theta_\beta^\mu \epsilon_\beta) \right).$$

A discussion similar to the one before yields the strong restrictions described in Proposition 2.23 if we consider $\epsilon_\alpha = -\hat{c}_\alpha = (-1)^\hat{\alpha}$.

### A.2. Proof of (22) - (25)

We consider the following matrix form of the images of the Clifford map $\rho$:

$$\rho(v^*) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & Bv \\ 0 & 0 \end{pmatrix}, \quad \rho(w) = \begin{pmatrix} \tilde{p}_{11}(v) & \rho_{12}(v) \\ \tilde{p}_{21}(w) & \rho_{22}(w) \end{pmatrix},$$

$$\rho(e_+) = \begin{pmatrix} \tilde{a}_{11} & \sqrt{2}\tilde{a}_{12} \\ \sqrt{2}\tilde{a}_{21} & a_{22} \end{pmatrix}, \quad \rho(e_-) = \begin{pmatrix} \tilde{b}_{11} & \sqrt{2}\tilde{b}_{12} \\ \sqrt{2}\tilde{b}_{21} & b_{22} \end{pmatrix}.$$
The $V^*$-equivariance is expressed as

$$[\rho(v^*), \rho(e_+)] = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2} Bva_{21} & Bva_{22} - a_{11} Bv \\ 0 & -\sqrt{2}a_{21} Bv \end{pmatrix} = 0,$$

(66)

$$[\rho(v^*), \rho(w)] = \frac{1}{\sqrt{2}} \begin{pmatrix} Bv\tilde{a}_{21}(w) & Bv\rho_{22}(w) - \tilde{\rho}_{11}(w) Bv \\ 0 & -\tilde{\rho}_{21}(w) Bv \end{pmatrix} = -\langle Bv, w \rangle \begin{pmatrix} \tilde{a}_{11} & \sqrt{2}a_{12} \\ \sqrt{2}a_{21} & a_{22} \end{pmatrix},$$

(67)

$$[\rho(v^*), \rho(e_-)] = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2} Bvb_{21} & Bvb_{22} - b_{11} Bv \\ 0 & -\sqrt{2}b_{21} Bv \end{pmatrix} = \begin{pmatrix} \tilde{\rho}_{11}(Bv) & \rho_{12}(Bv) \\ \tilde{\rho}_{21}(Bw) & \rho_{22}(Bw) \end{pmatrix}.$$

(68)

(66) yields $\tilde{a}_{21} = 0$ and (68) yields $\tilde{\rho}_{21} = 0$. Then (67) immediately yields $\tilde{a}_{11} = a_{22} = 0$.

Furthermore, (68) yields $\rho_{12}(v) = -\frac{1}{\sqrt{2}} s_{b_{11}, b_{22}}(v)$ as well as $\tilde{\rho}_{11}(v) = v\tilde{b}_{21}$ and $\rho_{22}(v) = -\tilde{b}_{21} v$. The last two equations together with (67) yield $v\tilde{b}_{21} w + w\tilde{b}_{21} v = 2\langle v, w \rangle a_{12}$. We consider a basis $\Gamma_{\mu}$ for which the latter is written as $\Gamma_{\mu} = \Gamma_{\mu}^\nu a_{12}$ and get after taking the trace $a_{12} = \frac{1}{n} \sum_{\mu} \Gamma_{\mu} b_{21} \Gamma^\mu$.
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