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Abstract—This work is concerned with practical stabilization of nonlinear systems by means of inf-convolution-based sample-and-hold control. It is a fairly general stabilization technique based on a generic non-smooth control Lyapunov function (CLF) and robust to actuator uncertainty, measurement noise, etc. The stabilization technique itself involves computation of descent directions of the CLF. It turns out that non-exact realization of this computation leads not just to a quantitative, but also qualitative obstruction in the sense that the result of the computation might fail to be a descent direction altogether and there is also no straightforward way to relate it to a descent direction. Disturbance, primarily measurement noise, complicate the described issue even more. This work suggests a modified inf-convolution-based control that is robust w.r.t. system and measurement noise, as well as computational uncertainty. The assumptions on the CLF are mild, as, e.g., any piece-wise smooth function, which often results from a numerical LF/CLF construction, satisfies them. A computational study with a three-wheel robot with dynamical steering and throttle under various tolerances w.r.t. computational uncertainty demonstrates the relevance of the addressed issue and the necessity of modifying the used stabilization technique. Similar analyses may be extended to other methods which involve optimization, such as Dini aiming or steepest descent.
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I. INTRODUCTION

Since not every nonlinear system can be asymptotically stabilized by a static continuous feedback\cite{10}, a great amount of research has been conducted in the search for alternative methods which include time-varying, dynamical and discontinuous control laws\cite{11, 21, 26, 30}. In this work, we focus specifically on discontinuous control laws due to their relatively simple design (cf. sliding-mode control) as compared to the case of time-varying or dynamical controls whose design might be somewhat involved (compare, e.g.,\cite{7} with\cite{25}). Since a discontinuous control law leads, in general, to a closed-loop dynamical system with a discontinuous right-hand side, special attention must be paid to the treatment of system trajectories. A good overview of generalized notions of the system trajectory in such cases was done by Cortes\cite{16}. One may implement the discontinuous control law in the sample-and-hold (SH) manner, in which the control actions are held constant during predefined time samples. This enables “standard” Carathéodory system trajectories at the cost of given up asymptotic stability for practical stability which describes convergence to any predefined vicinity of the equilibrium within finite time\cite{11}. Practical stability, although being a weaker form of stability than the asymptotic one, is still widely applicable.

This work addresses practical stabilization with the use of a control Lyapunov function (CLF). The latter can be obtained by various techniques\cite{4, 5, 6, 21, 28}. The resulting CLF is often nonsmooth (in general, this is the case when the system fails to satisfy Brockett’s condition)\cite{10}. This property differentiates the current work from other existing ones, such as\cite{17}, where local differentiability is assumed. Stabilizing control actions can be determined from the CLF in different ways\cite{9}, e.g., steepest descent, infimum convolution (InfC), Dini aiming\cite{22, 23} and optimization-based feedback. Robustness properties of some of these stabilization controls were extensively studied\cite{12, 13, 15}. It is mainly the measurement noise that might complicate the stabilization due to the phenomenon called “chattering”\cite{15} whereas the model and actuator uncertainty can be addressed straightforwardly. The issue may be tackled by various means, such as, e.g., the so called “internal tracking controller”\cite{25}. On the other hand, the InfC control possesses a natural robustness with regards to the measurement noise\cite{15}. In this work, we focus specifically on this kind of control. The main challenge is that the optimization problems, which are involved in the computation of the InfC stabilizing control actions, cannot in general be solved exactly. This non-exactness can be understood as a computational uncertainty. The importance of addressing it was stated in several works, e.g.,\cite{8} Problem 8.4,\cite{20}.

This work starts with a nominal system under the InfC feedback $\kappa$ in the SH mode. The transition from a system $\dot{x} = f(x, \kappa(x))$ to the one $\dot{x} = f(x, \tilde{\kappa}(x))$, where $\tilde{\kappa}$ denotes the InfC feedback in the SH mode under non-exact computation, was addressed in\cite{31}. The goal of this work is to fuse the result of\cite{31} with robustness w.r.t. measurement noise and system disturbance, which is a challenging task. Furthermore, the aim of the paper is a verified analysis of nonlinear systems extended by a measurement error and system disturbance. Verified here means that an algorithm is derived which enables computing necessary bounds on the sampling time, at least in principle. The central result, namely, a theorem on robust practical stabilization by InfC under computational uncertainty is presented in Section III followed by a case study in Section IV.

The core text will list technical lemmas and the main theorem with its proof sketch, while the detailed proofs are provided in the appendix.

Notation: $B_R(x)$ describes a ball with radius $R$ at $x$, i.e., $B_R(x) := \{ x : \|x\| \leq R \}$ and $B_R$ means that $x = 0$. $\overline{\text{conv}}(X)$ denotes the closure of the convex hull of a set $X$. $\|\cdot\|$ denotes the Euclidean norm; $\mathbb{R}_{>0}, \mathbb{R}_{\geq 0}$ are the sets of positive, respectively, non-negative real numbers.

II. PRELIMINARIES

A. System description and assumptions

This work addresses practical stabilization of an uncertain nonlinear system in the following form:

$$\dot{x} = f(x, \kappa(\tilde{x})) + q,$$  \hspace{1cm} (1)

where $x, \tilde{x} \in \mathbb{R}^n$ denote the state and, respectively, its measurement, $q : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^n$ is a (time-varying) disturbance, $\kappa : \mathbb{R}^n \rightarrow \mathbb{R}^m$
is a control law that only has access to the measured state \( \hat{x} \). We assume that the admissible control actions are in some compact constraint set \( U \).

The following is assumed about \( \ref{1} \).

**Assumption 1** (System properties).
- *(disturbance boundedness)* there exist numbers \( \bar{e}, \bar{q} \) s.t. \( \forall t \geq 0 \),
  \[ ||x(t) - \hat{x}(t)|| \leq \bar{e} \text{ and } ||q(t)|| \leq \bar{q}; \]
- *(Lipschitz property)* for any \( z \in \mathbb{R}^n \) and \( \omega > 0 \) there exists \( L_f = L_f(z, \omega) > 0 \) such that for all \( x, y \in B_\omega(z) \) and for all \( u \in U \),
  \[ \|f(x, u) - f(y, u)\| \leq L_f \|x - y\|. \]

Notice that a system with a bounded actuator uncertainty \( p(t), p : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^m \) of the form
\[ \dot{x} = f(x, \kappa(\hat{x}) + p(t)) \tag{3} \]
can be transformed into the form \( \ref{1} \), using \( \ref{2} \), and so we omit actuator uncertainty from now on.

**B. Controller description**

Firstly, as discussed in the introduction, we implement the control law \( \kappa \) in the SH mode as follows:
\[ \dot{x} = f(x, u_k) + q, \tag{4} \]
\[ t \in [k \delta, (k + 1) \delta), u_k \equiv \kappa(\hat{x}(k \delta)), k \in \mathbb{N}, \]
where \( \delta \) is the sampling time (for simplicity of further derivations assumed constant). The starting point of practical stabilization is a proper, positive-definite, locally Lipschitz continuous control Lyapunov function (CLF) \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) that satisfies the following condition \( \ref{13} \): for each compact set \( X \subseteq \mathbb{R}^n \), there exists a compact \( \overline{U}(X) \subset \mathbb{R}^n \) such that
\[ \forall x \in X \exists \inf_{\theta \in \overline{U}(X)} D_y V(x) \leq -w(x), \tag{5} \]
where \( w : \mathbb{R}^n \rightarrow \mathbb{R} \) is a continuous non-negative function with \( x \neq 0 \implies w(x) > 0 \). In \( \ref{5} \), \( D_y V(x) \) denotes the generalized directional lower derivative in a direction \( \theta \in \mathbb{R}^n \), defined by
\[ D_y V(x) \equiv \liminf_{\mu \to 0^+} \frac{V(x + \mu \theta) - V(x)}{\mu}. \tag{6} \]
Practical stabilization is defined in the following way:

**Definition 1** (Practical stabilization). Consider a system \( \ref{4} \) with \( \epsilon \equiv 0 \) and \( q \equiv 0 \). Then, a control law \( u = \kappa(x) \) practically stabilizes \( \ref{1} \) in the sample-and-hold mode, if for all \( R, \alpha \) with \( R > r > 0 \), there exists a sufficiently small sampling time \( \delta > 0 \) such that any closed-loop trajectory \( x(t) \) with \( x(0) \in B_\alpha R \), is bounded and enters and remains in \( B_\alpha \) after a time \( T \) depending uniformly on \( r \) and \( R \).

To practically stabilize the system \( \ref{4} \), the control action \( u_k \) is computed at each time step \( k \in \mathbb{N} \). There are different techniques for this task as discussed in the introduction, and we focus on InfC. First, consider the following inf-convolution \( \ref{14} \) of \( V \):
\[ V_\alpha(x) := \inf_{y \in \mathbb{R}^n} \left\{ V(y) + \frac{1}{2 \alpha^2} \|y - x\|^2 \right\}, \alpha \in (0, 1). \tag{7} \]

The above equation is also known as Moreau-Yosida regularization \( \ref{27} \). For a \( y_\alpha(x) \), a corresponding minimizer for \( \ref{7} \), the vector
\[ \zeta_\alpha(x) := \frac{x - y_\alpha(x)}{\alpha^2} \tag{8} \]
happens to be a proximal subgradient of \( V \) at \( x \) in the sense that
\[ V(z) \geq V(y_\alpha(x)) + \langle \zeta_\alpha(x), z - y_\alpha(x) \rangle - \frac{\|z - y_\alpha(x)\|^2}{2 \alpha^2}. \tag{9} \]
holds for all \( z \in \mathbb{R}^n \).

The core of the InfC control under exact optimization is the following property:
\[ \langle \zeta, \theta \rangle \leq D_y V(x), \tag{10} \]
which holds for all proximal subgradients \( \zeta \) of \( V \) at each point \( x \) and for any direction \( \theta \). The corresponding control algorithm can be found, e.g., in \( \ref{13} \). Namely, at each time step \( t_k = k \delta \), compute \( y_\alpha(x_k) \) and \( \zeta_\alpha(x_k) \) based on the current state \( x_k \). Then, determine the control action \( u_k \) by
\[ u_k \in U_k, \min_{u \in U} \langle \zeta_\alpha(x_k), f(x_k, u) \rangle. \tag{11} \]
Now, under computational uncertainty, the minimizer \( y_\alpha(x) \) has to be substituted with an approximate minimizer \( y_\alpha^\epsilon(x) \), which, for some optimization accuracy \( \epsilon \), may depend on \( x \), yields:
\[ \forall x \in \mathbb{R}^n : V(y_\alpha^\epsilon(x)) + \frac{1}{2 \alpha^2} \|y_\alpha^\epsilon(x) - x\|^2 \leq V_\alpha(x) + \epsilon. \tag{12} \]
The control action \( \kappa_\alpha^\epsilon \) also yields merely an approximate condition of the form
\[ \langle \zeta_\alpha^\epsilon(x), f(y_\alpha^\epsilon(x), \kappa_\alpha^\epsilon) \rangle \leq \inf_{u \in \overline{U}(Y)} \langle \zeta_\alpha^\epsilon(x), f(y_\alpha^\epsilon(x), u) \rangle + \eta_\epsilon, \tag{13} \]
where \( \eta_\epsilon > 0 \) denotes the respective optimization accuracy and \( \overline{U}(Y) \subset U \) is the set of admissible control actions for a given compact set \( Y \) containing \( y_\alpha^\epsilon(x) \), so that \( \ref{5} \) holds for all \( y \in Y \). Notice that the vector
\[ \zeta_\alpha^\epsilon(x) := \frac{x - y_\alpha^\epsilon(x)}{\alpha^2} \tag{14} \]
is not, in general, a proximal subgradient. Consequently, the property \( \ref{10} \), which is absolutely crucial in InfC, cannot be used directly under computational uncertainty.

In this work, we are concerned with computational uncertainty and do not assume the same knowledge of \( y_\alpha(x) \) for given \( x \) and \( \alpha \). Instead, we use approximate minimizers in the sense of the following:

**Lemma 1.** Let \( R > 0, \alpha \in (0, 1) \) and \( \epsilon > 0 \). Then, for all \( x \in B_R \) there exists an \( \epsilon \)-minimizer \( y_\alpha^\epsilon(x) \) for \( \ref{7} \) satisfying
\[ \|y_\alpha^\epsilon(x) - x\| \leq (2V)^{1/2} \alpha, \tag{15} \]
where \( V := \sup_{\|x\| \leq R} V(x) \).

The inf-convolution has the following approximate property under approximate minimizers:

**Lemma 2.** Under the conditions of Lemma \( \ref{2} \), for any \( \epsilon > 0, \alpha \in (0, 1) \) can be chosen for \( y_\alpha^\epsilon(x) \) so as to satisfy, for all \( x \in B_R \), the following property:
\[ V_\alpha(x) \leq V(x) \leq V_\alpha(x) + \epsilon, \tag{16} \]
In the following, we refer to the control law, whose control actions are determined via \( \ref{12} \) and \( \ref{13} \) as uInfC, a shorthand for InfC control under computational uncertainty. We subsequently pursue robust practical stabilization under computational uncertainty in the following sense (cf. \( \ref{25} \)):

**Definition 2** (Semiglobal robust practical stabilization by uInfC). An uInfC is said to robustly practically stabilize \( \ref{1} \) in the SH mode \( \ref{4} \) if, for each \( R > 0, \alpha \in (0, 1) \), there exist numbers
\[ \tilde{\epsilon} = \tilde{\epsilon}(r, R) > 0, \quad \tilde{\alpha} = \tilde{\alpha}(r, R) > 0, \]
\[ \tilde{\eta} = \tilde{\eta}(r, x) > 0, \quad \tilde{\epsilon} = \tilde{\epsilon}(r, x) > 0, \quad \tilde{\delta} = \tilde{\delta}(r, R) > 0, \]
depending uniformly on \( r, R \) and \( x \in \mathbb{R}^n \), such that if the following properties hold:
- the sampling time satisfies \( \delta \leq \tilde{\delta} \);
the accuracies in (12) and (13) are bounded as \( \varepsilon_{\eta_k}, \eta_{\bar{\eta}} \leq \tilde{\eta} \), where \( \tilde{x}_k \) is the sampled measured state at a step \( k \in \mathbb{N} \);

- the bounds on the measurement error and disturbance satisfy \( \bar{\epsilon} \leq \epsilon \) and \( \tilde{q} \leq \tilde{q} \), respectively;

then, any closed-loop trajectory \( x(t), t \geq 0, x(0) = x_0 \in \mathcal{B}_R \) is bounded and there exists \( T \) s.t. \( x(t) \in \mathcal{B}_S, \forall t \geq T \).

**Remark 1.** The considered optimization accuracy bounds \( \bar{\epsilon}, \tilde{\eta}, \tilde{\eta} \) in Definition 2 depend on the current sampled measured state \( \tilde{x}_k \) at a sample step \( k \in \mathbb{N} \). The derived results of this work allow also a uniform choice of \( \bar{\epsilon}, \tilde{\eta}, \tilde{\eta} \) i.e., independent of the current sampled measured state (see Remark 3).

The next section presents the main theorem on practical robust stabilization under computational uncertainty.

### III. Robust Practical Stabilization Under Computational Uncertainty

The work [31] showed practical stabilization by InfC using a certain additional assumption on the given CLF. Here, we relax this assumption to the following version:

**Assumption 2.** For all compact sets \( \mathcal{Y}, \mathcal{F} \subset \mathbb{R}^n \) and for all \( \nu, \chi > 0 \) there exist \( \bar{\gamma} \subset \mathcal{Y}, \mu \geq 0 \) such that:

1. For each \( \bar{\gamma} \subset \mathcal{Y} \in \mathcal{F} \) and \( \forall \mu \in (0, \mu) \) it holds that

\[
|V(\bar{\gamma} + \mu \theta) - V(\bar{\gamma}) - D_\theta V(\bar{\gamma})| \leq \nu;
\]

2. For each \( y \in \mathcal{Y} \) there exists \( \tilde{\gamma} \subset \bar{\gamma} \) such that

\[
\|y - \tilde{\gamma}\| \leq \chi.
\]

**Remark 2.** The first part in Assumption 2 contains a local homogeneity condition for all points \( \bar{\gamma} \subset \mathcal{F} \) i.e., \( V \) is globally lower Dini differentiable and the lim inf in (6) is locally uniform, as stated in [31]. The second part in Assumption 2 covers all points in \( \mathcal{Y} \), which do not satisfy (17). On the contrary, Assumption 1 in [31] contains only part 1 of Assumption 2. Nevertheless, stabilization is also possible, if (17) does not hold for all \( y \in \mathcal{Y} \) but rather \( \bar{\gamma} \subset \mathcal{Y} \subset \mathcal{F} \), where the complement of \( \mathcal{Y} \), denoted by \( \mathcal{A}_0 := \mathbb{R}^n \setminus \mathcal{Y} \), is given as a set with measure zero and \( \mathcal{Y} \subset \mathcal{B}_x(\mathcal{A}_0) := \{ y \in \mathbb{R}^n : \| y - \mathcal{A}_0 \| \leq \chi \} \).

In Assumption 2 \( \bar{\gamma} \subset \mathcal{Y} \) is such a set of measure zero, and part 2 secures a global stabilization result. If \( \eta_\tilde{u}(\tilde{x}) \) lies in such a set, Assumption 1 in [31] would not be satisfied. It can be shown that, for instance, any piece-wise affine function satisfies this assumption (a small demonstrative example is given in the appendix). Such CLFs arise, e.g., in triangulation-based numerical constructions of Lyapunov functions [5]. Therefore, the above assumption is fulfilled by a larger set of CLFs, than Assumption 1 in [31], namely by all CLFs with countable number of sets of zero measure. Assumption 2 is interpreted algorithmically in the sense that we always be provided with a point \( \tilde{y} \) for a \( \chi \) that is specified later.

We can now state the main result.

**Theorem 1.** Consider the system (11) and let Assumption 2 hold. Let \( V \) be a CLF satisfying (5) and Assumption 2. Then, (11) can be practically stabilized by ulnIC control in the SH mode (12) in the sense of Definition 2

**Remark 3.** Theorem 1 ensures robust practical stability of (12) up to prescribed precision in terms of the parameters \( R \) and \( r \), if the bounds on sampling time, system disturbance, measurement error and optimization accuracy are fulfilled. Since the proof is constructive, the derived bounds on the sampling time can be computed, at least in principle, though might be conservative depending on the system, given CLF and decay rate. Nevertheless, they can be adapted to obtain more suitable bounds. Some ideas are discussed in Section V.

Now, a sketch of the proof is presented. The whole proof can be found in the appendix. It is also the basis for the presented algorithm.

**Proof.** (Sketch) The first part of the proof is concerned with deriving some a priori bounds based on the given starting and target ball radii, say, \( R \) and \( r \). Among these bounds, is the one on the trajectory overshoot and, most importantly, the one on the guaranteed decay rate of \( V_0 \) until the state reaches the target ball. As one can see, in InfC, we work effectively with the inf-convolution \( V_0 \) instead of the original CLF \( V \).

In the second part, to actually show sample-to-sample decay of \( V_0 \), we need to derive particular bounds on the optimization accuracies \( \eta_{\bar{\eta}} \) and \( \varepsilon_{\bar{\eta}} \) with special care. This process is complicated by the fact that we do not have access to the true state, but to only an estimate thereof, the \( \tilde{x} \).

In the third part, we use a property of \( V_0 \), analogous to Taylor series expansion in smooth analysis (keep in mind, we work with non-smooth tools all along). Expressing some bounds on the inter-sample system trajectory, we can show that \( V_0 \) decays sample-to-sample to a limit that guarantees that the true state \( x \) enters and never leaves the target ball \( B_r \) provided that some additional conditions on the sampling time and optimization accuracies hold. This part is somewhat tedious, but made possible by exploiting Assumption 2.

Algorithm 1 summarizes the ulnIC control procedure.

**Algorithm 1 ulnIC**

**Input:** System \( \dot{x} = f(x, u) + q, x = x + e \) and a CLF \( V(x) \)

**Set:** Sampling time \( \delta \)

1. Measure \( \tilde{x}_k \)
2. Compute \( y_{\tilde{u}}(\tilde{x}_k) \) via InfC (12) with accuracy at least \( \varepsilon_{\bar{\eta}} \)
3. Compute control action \( \tilde{u}_{\tilde{u}}^{\tilde{u}} \) by (13) with accuracy at least \( \eta_{\bar{\eta}} \)
4. Apply \( \tilde{u}_{\tilde{u}}^{\tilde{u}} \) to the system and hold constant until the next sample \( k + 1 \)

In the following section, we study robust practical stabilization by ulnIC of the so-called extended nonholonomic dynamic integrator (ENDI) which is essentially a model of a three-wheel robot with dynamical steering and throttle. Such a model is a prototype of many real-world machines.

### IV. Case Study: Extended Nonholonomic Integrator

A three-wheel robot with dynamical actuators of the driving and steering torques is described as follows (11, 12, 13):

\[
\dot{\varphi}_1 = \eta_1
\]
\[
\dot{\varphi}_2 = \eta_2
\]
\[
\dot{\varphi}_3 = \varphi_1 \eta_2 - \eta_1 \varphi_2
\]

(ENDI)

\[
\eta_1 = \eta_1
\]
\[
\eta_2 = \eta_2
\]

The ENDI is essentially the Brockett’s nonholonomic integrator

\[
\begin{pmatrix}
\dot{\varphi}_1 \\
\dot{\varphi}_2 \\
\dot{\varphi}_3
\end{pmatrix} =
\begin{pmatrix}
0 & 1 & 0 \\
-\varphi_2 & 0 & 1 \\
\varphi_1 & \varphi_2 & 0
\end{pmatrix}
\begin{pmatrix}
\varphi_1 \\
\varphi_2 \\
\varphi_3
\end{pmatrix}
\]
with additional integrators before the control inputs. A (locally semi-concave) CLF for \(\tilde{F}(\varphi; \theta)\) can be computed via non-smooth backstepping as per [29]. Namely, we set the state vector as \(x = (\varphi^T \quad \eta^T)^T\) and
\[
V(x) = \min_{\theta \in [0, 2\pi]} \left\{ \tilde{F}(\varphi; \theta) + \frac{1}{2} \| \eta - \kappa(\varphi; \theta) \|^2 \right\},
\]
where
\[
\tilde{F}(\varphi; \theta) = \varphi_1^2 + \varphi_2^2 + 2\varphi_3^2 - 2\varphi_3(\varphi_1 \cos \theta + \varphi_2 \sin \theta),
\]
and
\[
\kappa(\varphi; \theta) = -\left( \begin{pmatrix} \zeta(\varphi; \theta), g_1(\varphi) \\ \zeta(\varphi; \theta), g_2(\varphi) \end{pmatrix}, \zeta(\varphi; \theta) = \nabla \varphi \tilde{F}(\varphi; \theta).
\]
Note that for the minimizer \(\theta^*\) of (20), \(\tilde{F}(\varphi, \theta)\) reduces to the CLF given in (9) as
\[
\tilde{F}(\varphi, \theta^*) = \tilde{V}(\varphi) = \varphi_1^2 + \varphi_2^2 + 2\varphi_3^2 - 2 |\varphi_3| \sqrt{\varphi_1^2 + \varphi_2^2}.
\]
The results of simulation under different accuracies and disturbance bounds are presented in the following. The initial condition is set to \(x_0 = (-1 \quad 0.5 \quad 0.2 \quad 0.1 \quad 0.1)^T\) and the set of admissible controls is given as \(U = [-3, 3]\). Furthermore, we set \(\alpha = 0.1\) and \(\delta = 10^{-4}\).

In the first simulation, the influence of the optimization accuracy on the state convergence is studied. Fig. 1 shows the CLF behavior and the norm of the states along with the controls for different values of \(\tilde{e}_k\) and \(\tilde{\eta}_k\), namely \(\tilde{e}_k = \tilde{\eta}_k \in \{10^{-2}, 10^{-4}, 10^{-6}, 10^{-8}\}\), and \(\tilde{q} = \tilde{e} = 0.5 \cdot 10^{-3}\). It can be observed that insufficient accuracy \((\tilde{e}_k = \tilde{\eta}_k = 10^{-6}\) or \(\tilde{e}_k = \tilde{\eta}_k = 10^{-5}\) leads to the loss of practical stability. Higher accuracies lead to ever smaller vicinities of the origin that the state converges into. This clearly demonstrates that computational uncertainty must be taken into account in practical stabilization.

In the second simulation, the influence of \(\tilde{e}\) and \(\tilde{\eta}\) is investigated. We set \(\tilde{e} = \tilde{\eta} \in \{0.5 \cdot 10^{-2}, 0.5 \cdot 10^{-3}, 0.5 \cdot 10^{-4}, 0.5 \cdot 10^{-5}\}\), and \(\tilde{e}_k = \tilde{\eta}_k = 10^{-6}\). From Fig. 2 it can be observed, that the trajectory converges faster to the origin for smaller measurement errors and disturbance bounds. For \(\tilde{e} = \tilde{\eta} = 0.5 \cdot 10^{-2}\), the algorithm fails to stabilize the system.

Finally, it can be observed that the results only have small improvements for much higher restrictions on optimization accuracy and error bounds. Based on the algorithm derived from the proof of Theorem 1 i.e., Algorithm 2 an upper bound for the sampling time can be stated as \(\delta = 0.23 \cdot 10^{-6}\) and for the optimization accuracy as \(\tilde{e}_k = 0.18 \cdot 10^{-6}\). Thus, the computation of a verified bound on the sampling time is plausible, but rather conservative (which is somewhat expected). The computed bounds might be relaxed provided with some physical insight into the given system, such as maximum velocity of the respective differential equation, for instance. A more detailed discussion on this requires future work and goes beyond the scope of the current one.

\section{Conclusion}
This work was concerned with practical robust stabilization of nonlinear systems under computational uncertainty related to non-exact optimization. We showed that, under a mild assumption on the CLF, the InfC controller can robustly practically stabilize the given system even if the computations involved are merely approximate. The result should be seen as complementary to the existing ones which are only concerned with robustness regarding system and measurement noise. Summarizing, in addressing practical stabilization, computational uncertainty should be considered along with other uncertainties, especially in the cases where safety is crucial.

\section{Appendix}
\subsection{Demonstration of Assumption 2}
\begin{example}
Consider \(V(x) = |x|\). Let \(Y, \mathcal{F}\) be given and choose \(\overline{Y} = \mathcal{Y} \setminus [-\sqrt{2}, \sqrt{2}]\). Without loss of generality, \(y > 0\) is considered (the other cases are treated analogously). Since \(\mathcal{F}\) is compact, there exist bounds such that for all \(\theta \in \mathcal{F} : \theta_{\min} \leq \theta \leq \theta_{\max}\). Furthermore, let \(\mu\) be bounded by \(\mu < \frac{1}{\theta_{\max}}\). Then, there are two possible cases.
\end{example}
Case 1: \( y > 0 \) and \( y + \mu \theta > 0 \):
Since \( y + \mu \theta > 0 \) \( \iff \) \( y > -\mu \theta > -\mu \theta_{\text{max}} > -\frac{2\mu \theta_{\text{max}}}{\alpha} = \frac{\alpha}{2} \).

\( \) This case means, that \( y \in \overline{\mathcal{Y}} \). Here, we obtain
\[
\mathcal{D}_\theta V(y) = \lim_{\mu \to 0} \frac{y + \mu \theta - y}{\mu} = \theta.
\]

Furthermore, \( (16) \) holds, since
\[
\left| y + \frac{\mu \theta - y}{\mu} - \mathcal{D}_\theta V(y) \right| = \left| y + \frac{\mu \theta - y}{\mu} - \theta \right| \leq \nu.
\]

Thus, \( (16) \) holds for all \( y > 1/2 \).

Case 2: \( y > 0 \) and \( y + \mu \theta \leq 0 \):
In this case, \( y \in (0, 1/2) \) and \( (16) \) does not hold, since \( \mathcal{D}_\theta V(y) = -\theta + \lim_{\mu \to 0} \frac{2\mu \theta}{\alpha} \) can not be computed, but based on \( (15) \), a point \( \overline{y} \in \overline{\mathcal{Y}} \) can be chosen. Then, this point satisfies \( (16) \), since \( \overline{y} > 1/2 \) is just case 1.

\( \) B. Proof of Lemma \( \ref{lem:main} \)

\( \) Proof. Define \( R_1 := \left( 2 V \right)^{1/2} \alpha \). Then,
\[
\inf_{\|x - y\| \leq R_1} \left\{ \mathcal{V}(y) + \frac{1}{2\alpha^2} \|y - x\|^2 \right\} \leq \mathcal{V}(x) \leq \mathcal{V}(y)
\]

holds for all \( x \in \mathcal{B}_R \). Furthermore, for any \( R_2 > R_1 \),
\[
r_{1} \leq \|x - y\| \leq R_2 \left\{ \mathcal{V}(y) + \frac{1}{2\alpha^2} \|y - x\|^2 \right\} \geq \frac{1}{2\alpha^2} R_1^2 \geq \mathcal{V}(y)
\]

holds as well. Therefore,
\[
\inf_{y \in \mathbb{R}} \left\{ \mathcal{V}(y) + \frac{\|y - x\|^2}{2\alpha^2} \right\} = \inf_{\|x - y\| \leq R_1} \left\{ \mathcal{V}(y) + \frac{\|y - x\|^2}{2\alpha^2} \right\}.
\]

\( \) C. Proof of Lemma \( \ref{lem:main} \)

\( \) Proof. The first inequality follows directly from the definition of the InfC according to \( (7) \). Lemma \( \ref{lem:inf} \) implies \( \|\gamma_{\alpha}(x) - x\| \leq (2 V)^{1/2} \alpha \), since \( \alpha < 1 \). Choose \( \epsilon_1 \) such that \( (2 V)^{1/2} \leq \frac{\alpha}{\epsilon_1} \). Then, by Lipschitzness of \( V \), \( \|V(x) - V(y_0(\alpha))\| \leq L \|x - y_0(\alpha)\| \leq \epsilon_1/2 \) follows, and also \( V(x) - V(y_0(\alpha)) \leq \epsilon_1/2 \Rightarrow V(x) \leq V(y_0(\alpha)) + \epsilon_1/2 \). Furthermore, \( (12) \) yields \( V(y_0(\alpha)) \leq V(x) + \epsilon \leq V_0(x) + \epsilon \). Combining these two inequalities yields the desired result.

\( \) D. Proof of Theorem \( \ref{thrm:main} \)

\( \) Proof. The proof is split into four parts. Preliminary settings are made in the first part. In the second one, a relaxed decay condition of the CLF and InfC is presented. The actual decay is demonstrated in the third part and in the last part, the parameters for the decay are determined.

Part 1: Preliminaries

Let \( \mathcal{B}_v \) be the target and \( \mathcal{B}_R \) the starting ball for \( x \), respectively.

Construct two non-decreasing functions \( \varphi_V \) and \( \lambda_V \) with the properties
\[
\forall x \in \mathbb{R}^n, r, v > 0 : V(x) \leq \varphi_V(r) \implies \|x\| \leq r (23)
\]
and
\[
V(x) \geq v \implies \|x\| \geq \lambda_V(v). (24)
\]

By Lemma 4.3 in \( \ref{lem:main} \), there exist two class \( \mathcal{K}_\infty \) functions \( \alpha_1 \) and \( \alpha_2 \) s.t. \( V(x) \) can be bounded via \( \alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|) \). \( \forall x \in \mathbb{R}^n \). Taking \( \varphi_V(r) \) as \( \alpha_1(r) \) and \( \lambda_V(v) \) as \( \alpha_2^{-1}(r) \) yield the above properties. Due to Lemma \( \ref{lem:main} \) \( (16) \) holds for any \( \epsilon \in \mathbb{R} \). It follows that
\[
V_0(x) \leq \varphi_V(r) \iff V(x) \leq \varphi_V(r) \iff \|x\| \leq r (25)
\]
and
\[
V_0(x) \geq v \iff V(x) \geq v \iff \|x\| \geq \lambda_V(v). (26)
\]

Let \( q \) and \( e \) be bounded from above by \( \bar{q} \) and, respectively, \( \bar{e} \). Let \( \epsilon \in \mathbb{R} \) and \( \bar{e} \). Define \( \bar{V} := \inf_{x \in \mathcal{B}_R} V(x) \). Choose \( \bar{V} \) and define \( \Theta \) such that \( \bar{V} - \Theta = \varphi_V(R^*) \) holds. If \( V(\bar{x}) \leq \varphi_V(R) \), then \( \|\bar{x}\| \leq R \) and, furthermore, \( \|x\| \leq R \). Thus, \( R^* \) yields an overshoot bound for the measured state \( \bar{x} \) and \( R^* \) is given as an overshoot bound for the real state \( x \). Define \( \bar{V} := \sup_{x \in \mathcal{B}_R} V(x) \).

Let \( \bar{r} := \bar{r} - \bar{e} \). Then \( \bar{V} \leq \varphi_V(\bar{r}) \). \( \bar{V} \) is a control law satisfying \( (13) \) for a given \( \bar{r} \), which is denoted as the radius of a ball, never be entered by \( \bar{x}(t) \).

It follows, that \( V(\bar{x}) \geq \bar{r} \) and \( \|x\| \geq r^* := \bar{r} - \bar{e} \).

Let \( U^* \subseteq U \) be the compact set corresponding to \( \bar{B}_{R^*} \). Finally, set
\[
\bar{f} := \inf_{x \in \mathcal{B}_{R^* + \epsilon}} \frac{\|f(x, u)\|}{\epsilon} \quad \bar{w} := \inf_{U^* \subseteq U} \frac{\|w(x)\|}{\epsilon}
\]
and consider the Lipschitz condition for the CLF with \( \|V(y) - V(x)\| \leq L \|y - x\| \), \( \forall x, y \in \mathcal{B}_{R^* + \epsilon} \).
The second inequality in (30) result from the fact, that for any \(a, b > 0\), it holds that 
\[(a + b)^2 = a^2 + b^2 + 2ab \leq 2a^2 + 2b^2, \text{ since } 0 \leq (a-b)^2 = a^2 + b^2 - 2ab \Rightarrow 2ab \leq a^2 + b^2.\]
Combining (29) and (30) and choosing \(\alpha\) such that \(\sqrt{2V_\alpha} \leq \left\{ \frac{2}{\gamma}, \frac{1}{\epsilon_2} \right\}\) holds, the following equation can be obtained, which holds for all \(x \in B_{R^*} \setminus B_{k^*}\):
\[
\begin{align*}
\left( \zeta^2_a(x), f(x, \tilde{y}^*_a(x)) \right) &\leq \inf_{u \in U^*} \left\{ \zeta^2_a(x), f(g^*_a(x, u)) \right\} + \eta_k \\
&+ L_f \left( \frac{2}{\alpha^2} \left( x^2 + 2\alpha^2 (V(x) - V(y^2_a(x)) + \epsilon_2^2) \right) \right) \\
&\leq \inf_{u \in U^*} \left\{ \zeta^2_a(x), f(g^*_a(x, u)) \right\} + \eta_k \\
&+ L_f \left( \frac{2}{\alpha^2} \left( x^2 + 2\alpha^2 (\epsilon_1 + \epsilon_2^2) \right) \right).
\end{align*}
\]
Furthermore, observe that \(|y^2_a(x)| \leq |x^2|/2 + R^* + \sqrt{2V_\alpha}^*\), since \(\hat{x} \in B_{R^*} \setminus B_{k^*}\).

Part 3: Deriving decay along system trajectories

Consider an arbitrary \(\hat{x} \in X\), where \(X \subset \mathbb{R}^n\) is compact. For its subgradient \(\zeta^2_a(\hat{x})\), the following condition holds for any \(\hat{x} \in X\) and \(h \in \mathbb{R}, \theta \in \mathbb{R}^n\):
\[
V_a(\hat{x} + h\theta) \leq V_a(\hat{x}) + h \left( \zeta^2_a(\hat{x}), \theta \right) + \frac{\kappa^2 \|\theta\|^2}{2\alpha^2} + \epsilon_2^2. \tag{32}
\]
Note that (32) does not hold for \(\zeta^2_a(\hat{x})\) instead of \(\zeta^2_a(\hat{x})\), since it is not even an approximate proximal subgradient. Therefore, observe that for all \(\hat{x} \in B_{R^* + \sqrt{2V_\alpha}^*}\):
\[
\zeta^2_a(x) = \frac{\hat{x} - y^2_a(x)}{\alpha^2} = \frac{\hat{x} - y^2_a(x) + \tilde{y}^2_a(x) - y^2_a(x)}{\alpha^2} = \frac{\tilde{y}^2_a(x) - y^2_a(x)}{\alpha^2} \tag{33}
\]
holds. Furthermore, based on (13), \(\|y^2_a(x) - \tilde{y}^2_a(x)\| \leq \chi\) holds as well. Consider Taylor expansion (32) and (33). Then, the following inequalities hold:
\[
\begin{align*}
\leq V_a(\hat{x}) + h \left( \zeta^2_a(\hat{x}), \theta \right) + \frac{\kappa^2 \|\theta\|^2}{2\alpha^2} + \epsilon_2^2 &\leq V_a(\hat{x}) + h \left( \zeta^2_a(\hat{x}), \theta \right) + \frac{\kappa^2 \|\theta\|^2}{2\alpha^2} + \epsilon_2^2 + \frac{h \chi \|\theta\|}{2} \tag{34}
\end{align*}
\]
Assume now that the trajectory of (4) exists locally on the sampling period \(k\delta, (k+1)\delta\) and that \(V_a(\tilde{x}_k) \leq \bar{V}\) holds. To see that it exists on the entire sampling period, observe that, based on Lemma \(2\) with
\[
V_a(\tilde{x}) \leq V(\tilde{x}) \leq V_a(\tilde{x}) + \epsilon_1, \forall \tilde{x} \in B_{R^*}, \tag{35}
\]
the following inequalities hold for \(t \in [k\delta, (k+1)\delta)\):
\[
V(\tilde{x}(t)) \leq V_a(\tilde{x}(t)) + \epsilon_1 \leq V + \epsilon_1. \tag{36}
\]
Inequality (36) is used to show that the trajectory \(\tilde{x}(t)\) exists on the entire sampling period and it can be also used to find a bound for \(\epsilon_1\) to satisfy \(V(\tilde{x}(t)) \leq \Theta\) which implies \(\|\dot{x}(t)\| \leq R^*\) and that means, that the overshoot is bounded, \(\tilde{x}(t) \in B_{R^*}\), and \(x(t) \in B_{R^*}\), for all \(t \geq 0\). It is shown in the following steps, that \(V_a(\tilde{x}_k)\) can only decrease to a prescribed limit sample-wise, i.e., \(V_a(\tilde{x}_{k+1}) \leq V_a(\tilde{x}_k)\) for \(k \in \mathbb{N}\) until \(V_a(\tilde{x}_k) \leq \epsilon\). This ensures the boundedness of the trajectory at each sampling period.

Now, consider the following cases.

Case 1: \(V_a(\tilde{x}_k) \geq \frac{\epsilon}{2}\) (Outside the core ball)

The trajectory \(\tilde{x}(t)\) can be expressed as
\[
\tilde{x}(t) = \hat{x}_k + \int_{k\delta}^t f(\tilde{x}(\tau), \tilde{r}^2_a(\hat{x}_k)) + q(\tau) \, d\tau \\
= \hat{x}_k + \frac{1}{\delta} \left( \int_{k\delta}^t f(\tilde{x}(\tau), \tilde{r}^2_a(\hat{x}_k)) + q(\tau) \, d\tau \right). \tag{37}
\]
Furthermore, the following inequality can be obtained using (33):
\[
V_a(\tilde{x}(t)) - V_a(\hat{x}_k) = V_a(\tilde{x}_k + \delta F_k) - V_a(\hat{x}_k) \leq \delta \left( \zeta^2_a(\tilde{x}_k), F_k \right) + \frac{\delta^2 \|F_k\|^2}{2\alpha^2} + \epsilon_2^2 + \frac{\delta \chi}{2\alpha^2} \|F_k\| \tag{38}
\]
for all \(t \in [k\delta, (k+1)\delta]\) with \(\Delta t := t - k\delta\). Since \(F_k\) can be bounded as \(\|F_k\| \leq \frac{1}{\delta} \|\dot{f}(\tilde{x}, \tilde{r}^2_a(\hat{x}_k)) - f(\hat{x}, \tilde{r}^2_a(\hat{x}_k)) \| \)
\[
+ \frac{1}{\delta} \left( \int_{k\delta}^t f(\tilde{x}(\tau), \tilde{r}^2_a(\hat{x}_k)) - f(\hat{x}, \tilde{r}^2_a(\hat{x}_k)) \, d\tau \right). \tag{39}
\]

and $\|A\| \leq \frac{1}{2} \Delta t^2 L_f \bar{f}$, where $\bar{q}$ is bounded later. Under Lemma 1 and equation (39), inequality (31) and the definition of $\hat{\zeta}^2(\hat{x})$, it follows that

$$\langle \hat{\zeta}^2(\hat{x}_k), F_k \rangle = \langle \hat{\zeta}^2(\hat{x}_k), \frac{\Delta t}{\alpha} f(\hat{x}_k, \hat{\eta}^2 \delta) \rangle + \langle \hat{\zeta}^2(\hat{x}_k), A + \frac{1}{\alpha} \int_{t_k}^{t_{k+1}} (\hat{\eta}^2 \delta) \rangle \leq \frac{\Delta t}{\alpha} \langle \hat{\zeta}^2(\hat{x}_k), f(\hat{x}_k, \hat{\eta}^2 \delta) \rangle + \langle \hat{\zeta}^2(\hat{x}_k), \frac{\Delta t}{\alpha} \bar{q} \rangle \leq \frac{\Delta t}{\alpha} \langle \hat{\zeta}^2(\hat{x}_k), (\hat{\eta}^2 \delta) \rangle \leq \Delta t \langle \frac{\alpha}{2} \chi^2 + 4(\epsilon_1 + \hat{\epsilon}_k), \rangle + \frac{\alpha}{2} \chi^2 + 4(\epsilon_1 + \hat{\epsilon}_k), \rangle$$

For $t = (k+1)\delta$ the following inequality can be obtained with (38):

$$V_n(\hat{x}_{k+1}) - V_n(\hat{x}_k) \leq \delta \inf_{u \in U^*} \langle \hat{\zeta}^2(\hat{x}_k), f(\hat{\gamma}^2(\hat{x}_k), u) \rangle + \epsilon_k + (\Delta L_f \bar{f} + \bar{q}) \langle \frac{2}{\alpha^2} \chi^2 + 4(\epsilon_1 + \hat{\epsilon}_k), \rangle + \langle \Delta L_f \bar{f} + \bar{q}, \rangle + \frac{\delta^2 (\bar{f} + \bar{q})^2}{2 \alpha^2} + \hat{\epsilon}_k \leq \frac{\bar{w}}{4} + \epsilon_k \leq \frac{\bar{w}}{4}$$

Case 2: $V_n(\hat{x}_k) \leq \frac{\bar{w}}{4}$ (Inside the target ball)

If the sample period size $\delta$ satisfies $\delta \bar{f} \leq \frac{\bar{w}}{2}$ for some $\epsilon_2 > 0$, then $V_n(\hat{x}(t)) \leq V_n(\hat{x}_k) + \epsilon_2$. Choosing $\epsilon_2 \leq \frac{\bar{w}}{4}$ guarantees that $V_n(\hat{x}(t)) \leq \frac{\bar{w}}{2}$, and $\epsilon_1$ satisfying $V(\hat{x}(t)) \leq \hat{\epsilon}$ ensures $\|\hat{x}(t)\| \leq \hat{\epsilon}$ and $\|\hat{x}(t)\| \leq \hat{\epsilon}$ for all $t \geq 0$.

Part 4: Determining parameters for decay

Some of the parameters, e.g., $\epsilon_1$ and $\epsilon_2$, were already determined in the previous parts. In the following, the different summands of (41) are bounded. With (41) and $\delta < 1$, $\epsilon_1$ needs to satisfy

$$4L_f \epsilon_1 \leq \frac{\bar{w}}{36}.$$ (42)

Note that these bounds influence also $\epsilon_3$ indirectly. Fix $\alpha$ and set the following bounds

$$\epsilon_3 \leq \frac{\bar{w}}{36} \leq \frac{\bar{w}}{4} \leq \frac{\delta (\bar{f} + \bar{q})^2}{2 \alpha^2} \leq \frac{\bar{w}}{36}.$$ (43)

Force $\delta$ to additionally satisfy $\delta (\bar{f} + \bar{q}) \sqrt{\frac{2 \alpha^2}{\bar{f}} \geq \frac{\bar{w}}{36}}$. From now on, $\delta$ is considered fixed and $\epsilon_3$ is constrained by

$$\epsilon_3 \leq \frac{\bar{w}}{36}.$$ (44)

Furthermore, the following inequalities should hold:

$$\frac{2}{\alpha^2} L_f X^2 \leq \frac{\bar{w}}{36}, \frac{(\bar{f} + \bar{q}) X}{\alpha} \leq \frac{\bar{w}}{36}, \chi^2 (\bar{f} + \bar{q}) \leq \frac{\bar{w}}{36}.$$ (45)

Now, bounds on the optimization precision $\epsilon_3$ are derived to achieve

$$\inf_{u \in U^*} \langle \zeta^2(\hat{x}_k), f(\hat{\gamma}^2(\hat{x}_k), u) \rangle \leq -\frac{\bar{w}}{4}.$$ (46)

To this end, observe that based on (44), for all $z \in \mathbb{R}^n$,

$$V(z) \geq V(\hat{y}^2(\hat{x}_k)) + \zeta^2(\hat{x}_k), z - \hat{y}^2(\hat{x}_k) \rangle \leq -\frac{1}{2 \alpha^2} \|z - \hat{y}^2(\hat{x}_k)\|^2 - \epsilon_2,$$

holds and also, for any $\theta \in \mathbb{R}^n$,

$$V(\hat{y}^2(\hat{x}_k) + \epsilon_k, \theta) \geq V(\hat{y}^2(\hat{x}_k)) + \epsilon_k, \langle \zeta^2(\hat{x}_k), \theta \rangle \leq -\frac{1}{2 \alpha^2} \|\theta\|^2 - \epsilon_2,$$ (47)

This inequality yields the following bound:

$$\inf_{\theta \in U^*} \langle \zeta^2(\hat{x}_k), \theta \rangle \leq -\frac{1}{2 \alpha^2} \|\theta\|^2 - \epsilon_2,$$ (48)

Using Lemma 1 and Assumption 2 (which ensures $\hat{y}^2(\hat{x}_k) \in \mathbb{Y} \subseteq \mathbb{Y}_k := \mathcal{B}(\sqrt{2V_n(\hat{x}_k)}, U^*)$) yields

$$\inf_{\theta \in U^*} \langle \zeta^2(\hat{x}_k), f(\hat{\gamma}^2(\hat{x}_k), u) \rangle \leq \frac{\epsilon_k}{\alpha}, \epsilon_k \leq \frac{\epsilon_k}{\alpha}$$ (50)

With (42) and (50), it yields

$$\inf_{\theta \in U^*} \langle \zeta^2(\hat{x}_k), f(\hat{\gamma}^2(\hat{x}_k), u) \rangle \leq \frac{4 \bar{w}}{9} + \frac{\epsilon_k}{\alpha} + \epsilon_k \leq -\frac{4 \bar{w}}{9} + \frac{\epsilon_k}{\alpha} + \epsilon_k.$$ (51)

If $\epsilon_k$ is bounded from above via

$$\epsilon_k \leq \frac{\bar{w}}{9} - \frac{\epsilon_k}{\alpha} + \epsilon_k,$$ (53)

the desired result follows:

$$\inf_{\theta \in U^*} \langle \zeta^2(\hat{x}_k), \theta \rangle \leq \frac{3}{4} \bar{w}.$$ (54)

This means that an upper bound for the decay at $\hat{y}^2(\hat{x}_k)$ is determined.

The last step is to show that $V_n(\hat{x}_{k+1}) \leq V_n(\hat{x}_k)$ for all $k \in \mathbb{N}$. For $t = (k+1)\delta$ an intersample decay rate on $V_n$ for the measured states with bounds (41), (42), (45) and (54) can be established as

$$V_n(\hat{x}_{k+1}) - V_n(\hat{x}_k) \leq \epsilon \left( -\frac{3}{4} \bar{w} + \frac{\epsilon_k}{\alpha} \right) = \frac{1}{2} \bar{w}.$$ (55)
Introduce an upper bound for $\bar{\varepsilon}$ such that $\bar{\varepsilon} < \frac{1}{16} \frac{L V}{L V^+}$ holds. Then, the following inequalities can be obtained

$$V_o(\hat{x}(t)) - V_o(x_k) = (V_o(\hat{x}(t)) - V_o(\hat{x}_k)) + (V_o(\hat{x}_k) - V_o(x_k)) + (V_o(x_k) - V_o(x(t)))$$

$$\leq L V \delta \bar{e} \leq L V \delta \bar{e}$$

The final result for the decay reads as

$$V_o(x_{k+1}) - V_o(x_k) \leq - \frac{1}{2} \bar{\varepsilon} \bar{w} + 2 L V \delta \bar{e} \leq \frac{3}{8} \delta \bar{w}. \quad (57)$$

This shows that the control action determined in $[54]$, computed using $\hat{x}$, yields a necessary sample-wise decay of $V_o$.

The reaching time of Case 2 can be determined as $T_o = \frac{V^* \bar{w}}{8 L V}$. If Case 2 is reached, i.e., $V(\hat{x}_k) \leq \frac{1}{4} \bar{w}$, then two subscases are possible in the following sampling periods.

Either $\frac{3}{4} \leq V(\hat{x}_k) \leq \bar{\delta}$ (Subcase 2.1) or $V(\hat{x}_k) \leq \frac{3}{4} \bar{\delta}$ (Subcase 2.2). If Subcase 2.1 occurs, then $V_o$ can either stay in this subspace during the next sampling period or, based on the decay condition, transition to the other subspace. If the latter subspace occurs, $V_o$ can stay there or move to Case 2. Thus, the trajectory $\hat{x}(t)$ stays in the ball $B_\delta$ in any subcase for all the subsequent sampling periods. This implies, that $x(t)$ stays in the target ball $B_\bar{\delta}$ after entering it once. This concludes the proof.

\begin{remark}
4. In the proof of Theorem 7 bounds for optimization precisions $\varepsilon_2$ and $\eta_2$ are derived depending on the current measured state. To derive uniform bounds would require, in particular, setting $\bar{w} = B_\delta$ and $F = f(V, V')$. Such bounds may be, in general, more conservative than the ones derived in Theorem 7.

The next remark discusses the case when the sampling step size is fixed and the size of the target ball is to be determined.

\begin{remark}
5. The current result derives bounds for $\delta$, $\varepsilon$, $\eta$ and $\chi$ for a given $r$ and $R$. Determining a bound for the radius of the target ball $r$ depending on $R$, $\delta$, $\varepsilon$ and $\eta$ would require to consider the bounds $[12]-[45]$, $[53]$ as well as the definitions of $\bar{w}$ and $f$ in [28]. A particular difficulty is that $\bar{w}$ is defined on a set which depends on $r$. However, if $w$ is independent of $x$ (like in some sliding-mode control setups), the derivation of $r$ may be possible.

\end{remark}
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