Abstract. We formulate and solve a regression problem with time-stamped distributional data. Distributions are considered as points in the Wasserstein space of probability measures, metrized by the 2-Wasserstein metric, and may represent images, power spectra, point clouds of particles, and so on. The regression seeks a curve in the Wasserstein space that passes closest to the dataset. Our regression problem allows utilizing general curves in a Euclidean setting (linear, quadratic, sinusoidal, and so on), lifted to corresponding measure-valued curves in the Wasserstein space. It can be cast as a multi-marginal optimal transport problem that allows efficient computation. Illustrative academic examples are presented.
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1. Introduction. Regression analysis seeks a functional dependence of a set of variables with respect to an independent one, or possibly more, by suitable minimization of residuals. In our case the dependent variables are probability distributions and the independent is time. Thereby, the functional dependence may be seen as an estimate of underlying dynamics and flow, while the distributions may represent populations of indistinguishable particles [22, 37], longitudinal succession of images [38], spectral densities [26], traffic data [25] and so on.

In order to quantify distance between distributions, it is natural to consider the Wasserstein metric of optimal mass transport. The reason is that in this metric, small spatial displacement of mass results in small deviation in the values of the metric (weak continuity) [41]. Thus, we seek to quantify residuals in regression analysis of distributions using the Wasserstein metric. An added insight, when using the so-called 2-Wasserstein metric, is that regression of Dirac masses reduces to ordinary regression in a Euclidean setting (see Proposition 4.3).

In recent years, the Wasserstein metric has seen a rapidly increasing range of applications in subjects such as computer vision [24], machine learning [34], data fusion [1, 9, 13, 22], and mathematical physics [15, 27], to name a few. In particular we want to bring attention to recent attempts to develop a framework for principal component analysis in the Wasserstein space [10, 12, 40, 43] as it parallels the present work. In this context, in spite of great many analogies with the Euclidean structure, a salient feature of the Wasserstein geometry on distributions is the curvature of the space. As a result, for instance, a barycenter of a collection of distributions may fail to lie on the first principal component [12], and optimization problems are often non-convex and computational demanding.

In this work we seek to determine, via regression, curves in the Wasserstein space
as models for given sequences of time-stamped distributions. Related problems were considered in [9,13,26]. In particular, [26] considered approximating time-stamped spectral distributions of a non-stationary time series by a Wasserstein geodesic, as a means to obtain a non-parametric model for the underlying dynamics. This problem turned out to be nonlinear and computationally demanding. References [9,13] proposed interpolation using splines in Wasserstein space. The present work follows a similar path in that we seek measure-valued curves, e.g., linear, quadratic, and so on, and a probability law on such curves. However, instead, we consider regression problems where the marginals approximate the distributional snapshots. Our approach may be seen as generalizing least-squares regression problems in Wasserstein space. We show that using a multi-marginal optimal transport formulation [39], regression problems can be recast as a linear program. Thereby, Sinkhorn’s algorithm can be employed to solve efficiently entropy-regularized versions.

The structure and contributions in this paper are as follows. Section 2 provides background on the theory of optimal mass transport that underlies this work. In Section 3, the concept of measure-valued curves is described and our regression problem is formulated. In Section 4, a multi-marginal formulation of the regression problem is proposed, followed by Section 5, where discretization and a generalized Sinkhorn algorithm to solve the multi-marginal problem are given. Sections 6 and 7 present case studies based on Gaussian distributions and Gaussian mixture models, respectively. Section 8 details a potential application of the framework to estimate the invariant measure of a dynamical system by extrapolating the distribution along the flow obtained by the regression on specified snapshots. We conclude in Section 9 with remarks and ongoing work.

2. Preliminaries on optimal mass transport. We herein provide background on the theory of optimal mass transport (OMT) that underlies the developments in the body of the paper, and refer to [2,41,42] for more detailed exposition.

Let $\mathbb{X} = \mathbb{R}^d$ be equipped with the Borel $\sigma$-algebra $\mathcal{B}(\mathbb{X})$. Let $\mu_0$ and $\mu_1$ be two probability measures in $\mathcal{P}_2(\mathbb{X})$, the space of probability measures with finite second moments. We consider the problem to minimize the quadratic cost

$$\int_{\mathbb{X}} \|T(x) - x\|^2_2 d\mu_0(x)$$

over the space of transport maps

$$T : \mathbb{X} \to \mathbb{X}$$

$$x \mapsto T(x)$$

that are measurable and “push forward” $\mu_0$ to $\mu_1$, a property written as $T_#\mu_0 = \mu_1$. This means that for all $A \in \mathcal{B}(\mathbb{X})$, we have $\mu_1(A) = \mu_0(T^{-1}(A))$ or, equivalently, that for all integrable functions $f(x)$ with respect to $\mu_1$,

$$(2.1) \quad \int_{\mathbb{X}} f(x)d\mu_1(x) = \int_{\mathbb{X}} f(T(x))d\mu_0(x).$$

If $\mu_0$ is absolutely continuous with respect to the Lebesgue measure, it is known that the optimal transport problem has a unique solution $\hat{T}(x)$ which turns out to be the gradient of a convex function $\phi(x)$, i.e., $\hat{T}(x) = \nabla \phi(x)$.

The problem is nonlinear and, in general, the optimal transport map may not exist. To this end, in 1942, Kantorovich introduced a relaxed formulation in which,
instead of a transportation map \( T \), one seeks a joint distribution (referred to as coupling) \( \pi \) on \( X \times X \), having marginals \( \mu_0 \) and \( \mu_1 \) along the two coordinates. The Kantorovich formulation is

\[
\inf_{\pi \in \Pi(\mu_0, \mu_1)} \int_{X \times X} \|x - y\|^2 d\pi(x, y)
\]

where \( \Pi(\mu_0, \mu_1) \) is the space of all couplings with the marginals \( \mu_0 \) and \( \mu_1 \). In case the optimal transport map exists, the optimal coupling coincides with \( \hat{\pi} = (\text{Id} \times \hat{T}) \# \mu_0 \), where \( \text{Id} \) denotes the identity map.

The square root of the quadratic transportation cost provides a metric on \( P_2(X) \), known as the Wasserstein 2-metric and denoted by \( W_2 \), which makes \( P_2(X) \) a geodesic space and induces a formal Riemannian structure on \( P_2(X) \) as discussed in [3, 42]. Specifically, a constant-speed geodesic between \( \mu_0 \) and \( \mu_1 \) is given by

\[(2.2) \quad \mu_t = \{(1 - t)x + t\hat{T}(x)\} \# \mu_0, \quad 0 \leq t \leq 1 \]

and is known as displacement interpolation or a McCann geodesic; i.e., it satisfies

\[ W_2(\mu_s, \mu_t) = (t - s)W_2(\mu_0, \mu_1), \quad 0 \leq s < t \leq 1. \]

In the Kantorovich formulation, the geodesic reads

\[(2.3) \quad \mu_t = \{(1 - t)x + ty\} \# \hat{\pi}, \quad 0 \leq t \leq 1. \]

We recall the definition of weak convergence of probability measures: A sequence \( \{\mu_k\}_{k \in \mathbb{N}} \subset P_2(X) \) converges weakly to \( \mu \), written as \( \mu_k \rightharpoonup \mu \), if

\[
\lim_{k \to \infty} \int_X f(x) d\mu_k = \int_X f(x) d\mu \quad \text{for all } f \in C_b(X),
\]

where \( C_b(X) \) is the Banach space of continuous, bounded and real-valued functions on \( X \).

**Lemma 2.1 (Gluing lemma [3, 42])**. Let \( X_1 \), \( X_2 \), and \( X_3 \) be three copies of \( X \). Given three probability measures \( \mu_i(x_i) \in P_2(X_i) \), \( i = 1, 2, 3 \) and the couplings \( \pi_{12} \in \Pi(\mu_1, \mu_2) \) and \( \pi_{13} \in \Pi(\mu_1, \mu_3) \), there exists a probability measure \( \pi(x_1, x_2, x_3) \in P_2(X_1 \times X_2 \times X_3) \) such that \( (x_1, x_2) \# \pi = \pi_{12} \) and \( (x_1, x_3) \# \pi = \pi_{13} \). Furthermore, the measure \( \pi \) is unique if either \( \pi_{12} \) or \( \pi_{13} \) are induced by a transport map.

Thus, for any two given couplings, which are consistent along the shared coordinate, the gluing lemma states that we can find a multi-coupling on the product space \( (X_1 \times X_2 \times X_3) \) whose projections onto each pair of coordinates match the given couplings. We now briefly discuss three subtopics of interest in sequel.

**2.1. Gaussian marginals.** In case \( \mu_i \sim \mathcal{N}(m_i, C_i) \) for \( i \in \{0, 1\} \) are Gaussian with mean \( \mu_i \) and covariance \( C_i \), respectively, the solution to OMT can be given in closed form [35]

\[(2.4) \quad W_2(\mu_0, \mu_1) = \sqrt{||m_0 - m_1||^2 + \text{tr}(C_0 + C_1 - 2S)} \]

where \( \text{tr}(\cdot) \) stands for trace and \( S \) is an optimal (uniquely defined) cross-covariance term which turns out to be

\[(2.5) \quad S = (C_0C_1)^{\frac{1}{2}} = C_0^{1/2}(C_0^{1/2}C_1C_0^{1/2})^{1/2}C_0^{-1/2}. \]
The McCann geodesic $\mu_t$ for all $0 \leq t \leq 1$ is a Gaussian distribution with mean $m_t = (1 - t)m_0 + tm_1$ and covariance

$$C_t = C_0^{-1/2}((1 - t)C_0 + t(C_1^{1/2}C_0^{1/2})^{1/2})^2C_0^{-1/2}.$$  

2.2. Discrete measures. Suppose the marginals are discrete probability measures on a finite set $X \subset \mathbb{R}^d$, that is, $\mu_0 = \sum_{x_0 \in X} p_{x_0} \delta_{x_0}$ and $\mu_1 = \sum_{x_1 \in X} q_{x_1} \delta_{x_1}$, where the non-negative weights $p_{x_0}$ and $q_{x_1}$ are such that $\sum_{x_0 \in X} p_{x_0} = \sum_{x_1 \in X} q_{x_1} = 1$. The transport plan is now in the form of a matrix $(\Pi_{x_0,x_1})_{x_0 \in X, x_1 \in X}$ and its entries represent the amount of mass moved from $x_0$ to $x_1$. The Kantorovich problem in discrete setting can be written as the following linear program:

$$\min_{\Pi} \sum_{x_0,x_1 \in X} c(x_0, x_1)\Pi_{x_0,x_1}$$

s.t. $\sum_{x_1 \in X} \Pi_{x_0,x_1} = p_{x_0}, \forall x_0 \in X$

$\sum_{x_0 \in X} \Pi_{x_0,x_1} = q_{x_1}, \forall x_1 \in X$

$\Pi_{x_0,x_1} \geq 0, \forall x_0,x_1 \in X,$

where $c(x_0, x_1) = ||x_0 - x_1||_2^2$ is the transportation cost. (Throughout, we assume that transportation costs are quadratic.) Although cast as a linear program, this problem suffers from a heavy computational cost in large scale applications. It was pointed out in [17] that there are computation advantages by introducing an entropy regularization term since, in that case, the problem can then be solved efficiently using the Sinkhorn algorithm.

2.3. Multi-marginal optimal transportation. In multi-marginal transport, a set of marginals are given and a law is sought that is consistent with the given marginals and minimizes a cost. This problem and its applications are surveyed in [36,39]. The Kantorovich formulation of this problem for given marginals $\{\mu_i\}_{i=1}^N$ and transportation cost $c(x_1, \ldots, x_N)$ is to minimize

$$\int_{\mathbb{X}^N} c(x_1, \ldots, x_N) d\gamma(x_1, \ldots, x_N)$$

where the multi-coupling $\gamma \in \mathcal{P}_2(\mathbb{X}^N)$ is such that $x_i \neq \gamma = \mu_i$. This is a linear optimization problem over a weakly compact and convex set for which the numerical methods to solve it efficiently are well studied in [8,36].

3. Regression in Wasserstein space using measure-valued curves. We generalize regression problems, thought of in the setting of a Euclidean space, to the space of probability measures. To this end, for a given set $\{\mu_i\}_{i=1}^N \subset \mathcal{P}_2(\mathbb{X})$ of probability measures that are indexed by timestamps $\{t_i\}_{i=1}^N \subset [0,1]$, we seek suitable interpolating measure-valued curves. Notice that when $\mu_i$ is absolutely continuous with respect to the Lebesgue measure, (by a slight abuse of notation) we use $\mu_i$ to denote both the measure and its density function, depending on the context.

3.1. Measure-valued curves. We consider primarily two classes of functions (curves) from the time interval $[0,1]$ to the state space $\mathbb{X}$, linear and quadratic polynomials, denoted by Lin([0,1], $\mathbb{X}$) and Quad([0,1], $\mathbb{X}$), respectively. Generically, we
use $\Omega$ to denote either class. In the sequel, we consider probability laws on linear, quadratic, and possibly other classes of functions, so as to build corresponding classes of measure-valued curves.

For instance, in the case of $\Omega = \text{Lin}([0,1], X)$, a probability law can be expressed as a coupling between the endpoints of line segments, i.e., a probability law $\pi$ on $X^2 := X \times X$. This is due to the fact that there is a bijective correspondence $(X_{0,1})$ between each element in $\Omega$ and $X^2$ using the endpoints at $t = 0$ and $t = 1$, i.e., $x_0$ and $x_1 \in X$, such that for any $\omega = (\omega_t)_{t \in [0,1]} \in \Omega$, we have $X_{0,1}(\omega) := (x_0, x_1)$. We equip $\Omega$ with the canonical $\sigma$-algebra generated by the projection maps $(X_t)_{t \in [0,1]}$, defined by $X_t(\omega) := \omega_t$. In this study, we consider only the probability measures with finite second moments over $X^2$, that is, $P_2(X^2)$, and accordingly the induced probability measures over $\Omega$. Given any probability measure $\pi$ on $X^2$, the one-time marginals can be obtained through $\nu_t := ((1-t)x_0 + tx_1)_{\#}\pi$, $t \in [0,1]$.

An alternative representation of a probability law on $\Omega = \text{Lin}([0,1], X)$ may be given in terms of a coupling between one endpoint, $x_0$, and a velocity $v$. In this representation, the one-time marginals are cast as $\nu_t := (x_0 + tv)_{\#}\pi$, $t \in [0,1]$. In the rest of this paper, we use the first representation to define probability laws on $\text{Lin}([0,1], X)$.

Similar setting can be defined for $\Omega = \text{Quad}([0,1], X)$ where $\Omega$ is, clearly, bijective to $X^3$. Herein, any probability law on $\Omega$ can be expressed as a probability measure over $X^3$, namely, $\pi \in P_2(X^3)$. Also, the one-time marginals can be obtained via $\nu_t := (x_0 + tx_1 + t^2x_2)_{\#}\pi$, $t \in [0,1]$. For ease of notation, we use $x_0$, $x_1$, and $x_2$ to denote the initial point, velocity, and acceleration, respectively. Although one can consider other parameterizations of quadratic curves, e.g., through three points lying on each curve with suitable timestamps, we derive the results for the former representation without loss of generality.

In the next subsection, we detail the regression formalism of minimizing in the Wasserstein sense the distance of distributional data from respective marginals of measure-valued linear and quadratic curves in $P_2(X)$, namely,

\[ g_{\text{Lin}} := \{(\nu_t)_{t \in [0,1]} \subset P_2(X) \mid \nu_t = ((1-t)x_0 + tx_1)_{\#}\pi, \pi \in P_2(X^2)\}, \]

and

\[ g_{\text{Quad}} := \{(\nu_t)_{t \in [0,1]} \subset P_2(X) \mid \nu_t = (x_0 + tx_1 + t^2x_2)_{\#}\pi, \pi \in P_2(X^3)\}. \]

We point out that any $(\nu_t)_{t \in [0,1]}$ in $g_{\text{Lin}}$, or $g_{\text{Quad}}$, is absolutely continuous [29, Theorem 1], which amounts to the fact that the metric derivative [4]

\[ |\nu'(t)| := \lim_{s \to t} \frac{W_2(\nu_s, \nu_t)}{|s-t|} \leq m(t) \]

is bounded by some function $m(t) \in L^1(0,1)$ for almost all $t \in (0,1)$.

### 3.2. Regression problems

Regression analysis seeks to model the relationship between variables, which in our case are probability measures. We consider time as the independent variable and, thereby, regression in the space of probability measures amounts to identifying a flow of one-time marginals which may capture possible underlying dynamics.
Thus, given a set of “points” $\{\mu_i\}_{i=1}^N \subset \mathcal{P}_2(\mathcal{X})$, we pose the regression problem

$$\inf_{\nu \in \mathcal{G}} \sum_{i=1}^N \lambda_i W_2^2(\nu_t, \mu_t),$$

where $\mathcal{G}$ is either $\mathcal{G}_{\text{Lin}}$ or $\mathcal{G}_{\text{Quad}}$, and the “weights” $\lambda_i > 0$ ($i = 1, \cdots, N$) satisfy $\sum_{i=1}^N \lambda_i = 1$.

Linear measure-valued curves represent linear-in-time flows which advance an initial probability measure at $t = 0$ to another one at $t = 1$, and generate correlations across the time interval. Conversely, these linear curves are specified by correlation of their end points, and therefore, problem (3.3) becomes one of minimizing over $\pi \in \mathcal{P}_2(\mathcal{X}^2)$ that represents the coupling between the marginals at $t = 0$ and $t = 1$.

Specifically, (3.3) can be cast as

$$\inf_{\pi \in \mathcal{P}_2(\mathcal{X}^2)} F_1(\pi) := \sum_{i=1}^N \lambda_i W_2^2(((1-t_i)x_0 + tx_1)\#\pi, \mu_t).$$

In (3.4) we assume $N \geq 3$ since, trivially, for $N = 2$ any coupling between the two endpoints results in a zero cost.

Remark 3.1. It is important to contrast (3.4) with the geodesic regression problem [10, 12, 26, 43] that seeks a geodesic in Wasserstein space to likewise approximate the distributional data $\mu_t$, ($i \in \{1, \ldots, N\}$). To this end, note that a curve $\nu_t = ((1-t)x_0 + tx_1)\#\pi$ is a Wasserstein geodesic when $\pi$ is an optimal coupling between two marginals (typically, the end-point ones); the space of such optimal couplings is a strict subset of $\mathcal{P}_2(\mathcal{X}^2)$. Thus, the formulation (3.4) is a relaxation of the geodesic regression in a way that may be seen as analogous to Kantorovich’s relaxation of Monge’s problem. Our motivation stems from the computational complexity of geodesic regression rooted in the fact that $F_1(\pi)$ is not displacement convex (see [29, Section III]). In contrast, in the next section, we will see that (3.4) can be recast as a multi-marginal transport problem and solved efficiently using Sinkhorn’s algorithm.

Analogously, we define the regression problem for measure-valued quadratic curves by minimizing (3.3) over $(\nu_t)_{t \in [0,1]} \in \mathcal{G}_{\text{Quad}}$, leading to

$$\inf_{\pi \in \mathcal{P}_2(\mathcal{X}^2)} F_2(\pi) := \sum_{i=1}^N \lambda_i W_2^2((x_0 + tx_1 + t^2x_2)\#\pi, \mu_t).$$

In this case, the hypothesis class consists of flows which are quadratic in time. It may represent distributions of inertial (mass) particles moving in the space according to quadratic functions in time under the influence of a conservative force field. As mentioned earlier, the regression formalism can be generalized to any other hypothesis classes, e.g. higher-order curves (cubic, quartic), sinusoids with variable amplitudes and frequencies, and so on. In the present work, however, we restrict our attention to linear and quadratic measure-valued curves.

The existence of minimizers is stated next.

Proposition 3.2. Problems (3.4) and (3.5) have minimizing solutions.

Proof. The proof follows from Proposition 2.3 in [1]. For completeness, we detail the steps of the proof for (3.4); the proof of (3.5) follows similarly.
Let \( \{\pi_n\}_{n=1}^\infty \) be a minimizing sequence of (3.4). Since the data \( \mu_i \in \mathcal{P}_2(\mathbb{X}) \) \((i \in \{1, \ldots, N\})\), the sequence \( \{\int_{\mathbb{X}^2} ||x||^2 d\pi_n\}_{n=1}^\infty \) remains bounded. This implies that \( \{\pi_n\}_{n=1}^\infty \) is tight. Therefore, Prokhorov's theorem guarantees the existence of a sub-sequence weakly converging to some \( \pi^* \in \mathcal{P}_2(\mathbb{X}^2) \). The lower semi-continuity of Wasserstein distance shows that \( F_t(\pi) \) in (3.4) is a lower semi-continuous functional. As a result, \( F_t(\pi^*) \leq \liminf_{n \to \infty} F_t(\pi_n) = \inf_{\pi} F_t(\pi) \). This proves that (3.4) has a minimizer.

Our next proposition states that (3.4) and (3.5) behave well with respect to scaling time. It is stated for problem (3.4) and highlights the fact that changing the units of time does not affect the solution.

**Proposition 3.3.** Suppose for given \( \{\mu_i\}_{i=1}^N \subset \mathcal{P}_2(\mathbb{X}) \), with \( \{t_i\}_{i=1}^N \subset [0, T] \), \( \tilde{\pi}^T \in \mathcal{P}_2(\mathbb{X}^2) \) is a minimizer of

\[
\inf_{\pi \in \mathcal{P}_2(\mathbb{X}^2)} \sum_{i=1}^N \lambda_i W_2^2((T-t_i)x_0 + t_ix_1, \#\pi, \mu_i).
\]

Then, \( \tilde{\pi}^1 := (Tx_0, Tx_1, \#\tilde{\pi}^T) \) is a minimizer of (3.4) for \( \{\frac{t_i}{T}\}_{i=1}^N \subset [0, 1] \).

**Proof.** For each term in (3.6), let \( \hat{\eta}_i(x_0, x_1, y) \in \Pi(\hat{\pi}^T_i, \mu_i) \) be such that \( ((T-t_i)x_0 + t_ix_1, y) \# \hat{\eta}_i \) is an optimal coupling between its marginals. Such \( \hat{\eta}_i \) exists due to Proposition 7.3.1 in [4]. Using (2.1), we have

\[
W_2^2((T-t_i)x_0 + t_ix_1, \#\pi^T, \mu_i) = \int_{\mathbb{X}^3} \|(T-t_i)x_0 + t_ix_1 - y\|_2^2 d\hat{\eta}_i(x_0, x_1, y)
\]

\[
= \int_{\mathbb{X}^3} \|(1 - \frac{t_i}{T})(Tx_0) + \frac{t_i}{T}(Tx_1) - y\|_2^2 d\hat{\eta}_i(x_0, x_1, y)
\]

\[
= \int_{\mathbb{X}^3} \|(1 - \frac{t_i}{T})x_0 + \frac{t_i}{T}x_1 - y\|_2^2 d\{(Tx_0, Tx_1, y) \# \hat{\eta}_i\}.
\]

It follows that \( \tilde{\pi}^1 = (Tx_0, Tx_1, \#\tilde{\pi}^T) \).

The proposition above shows the regression problems behave nicely with respect to time scaling and thus, without loss of generality, we can always assume the timestamps normalized to lie within the interval \([0, 1]\). Analogous steps can be carried out to show that \( \tilde{\pi}^1 = (x_0, Tx_1, T^2x_2, \#\tilde{\pi}^T) \) is a minimizer of (3.5) for \( \{\frac{t_i}{T}\}_{i=1}^N \subset [0, 1] \) when \( \tilde{\pi}^T \) is a minimizer for a corresponding problem with timestamps over a window \([0, T]\) with \( T > 1 \).

**4. Multi-marginal formulation.** In this section, we show that measure-valued regression can be recast as a multi-marginal optimal transportation problem. Numerically, this is extremely beneficial when combined with entropy regularization as described in the next section. First, we provide the result for measure-valued quadratic curves in the following.

**Theorem 4.1.** Problem (3.5) can be recast as

\[
\inf_{\pi} F_2(\pi) = \inf_{\gamma} \int_{\mathbb{X}^{N+3}} \sum_{i=1}^N \lambda_i \|(x_0 + t_ix_1 + t_i^2x_2 - y_i\|_2^2 d\gamma(x_0, x_1, x_2, y_1, \ldots, y_N)
\]

\[
s.t. \quad y_i \# \gamma = \mu_i, \forall i = 1, \ldots, N,
\]

(4.1)
with $\gamma \in P_2(\mathbb{X}^{N+3})$, $\pi \in P_2(\mathbb{X}^3)$. Moreover, a minimizer of the right-hand side ($\hat{\gamma}$) exists and $\hat{\pi} = (x_0, x_1, x_2)_{\#}^{\hat{\gamma}}$ is a minimizer of left-hand side.

Proof. First, suppose $\pi \in P_2(\mathbb{X}^3)\text{ and } \mu_t \in P_2(\mathbb{X})$ are such that $\nu_t = (x_0 + tx_1 + t^2 x_2)_{\#}^{\pi}$, $t \in [0, 1]$ and $\eta \in P(\pi, \mu_t)$, namely, a coupling between $\pi$ and $\mu_t$. Define
\[
W_{\eta_t}(\nu_t, \mu_t) := \int_{\mathbb{X}^4} \|x_0 + tx_1 + t^2 x_2 - y\|_2^2 d\eta_t(x_0, x_1, x_2, y),
\]
for which we have $W_{\hat{\eta}_t}^2(\nu_t, \mu_t) \leq W_{\eta_t}^2(\nu_t, \mu_t), \forall t \in [0, 1]$. We can show the tightness of this inequality for some $\hat{\eta}_t$, namely, $W_{\hat{\eta}_t}^2(\nu_t, \mu_t) = W_{\hat{\eta}_t}^2(\nu_t, \mu_t)$. To do so, we assume that $\hat{\lambda}_t$ is an optimal coupling between $\nu_t$ and $\mu_t$. Also, we define $\rho_t \in P_2(\mathbb{X}^4)$ as
\[
\rho_t := (x_0 + tx_1 + t^2 x_2, x_1, x_2, y)_{\#}^{\hat{\eta}_t}.
\]
The existence of $\hat{\eta}_t$ amounts to finding the probability measure $\rho_t$ which fulfills the following properties:
\[
(z_1, z_4)_{\#}^{\rho_t} = \hat{\lambda}_t \quad \text{and} \quad (z_1, z_2, z_3)_{\#}^{\rho_t} = (x_0 + tx_1 + t^2 x_2, x_1, x_2)_{\#}^{\pi}
\]
where $(z_1, z_4)_{\#}^{\rho_t}$ denotes the projection of $\rho_t$ onto the product space of first and last coordinates, and $(z_1, z_2, z_3)_{\#}^{\rho_t}$ is its projection onto the product space of the first three coordinates. Since the projections of $\hat{\lambda}_t$ and $(x_0 + tx_1 + t^2 x_2, x_1, x_2)_{\#}^{\pi}$ onto their first coordinates are consistent, i.e., equal to $\nu_t$, by the application of Gluing Lemma (Lemma 2.1), we conclude the existence of $\rho_t$. Moreover, as the map $(x_0 + tx_1 + t^2 x_2, x_1, x_2, y)$ is invertible, $\hat{\eta}_t$ exists as well.

Using the disintegration theorem [4, Theorem 5.3.1], we can extend this result to a family of measures $\{\mu_t\}_{t=1}^N \subset P_2(\mathbb{X})$ to show that for given $\pi \in P_2(\mathbb{X}^3)$,
\[
\sum_{i=1}^N \lambda_i W_{\hat{\gamma}}^2(\nu_t, \mu_t) = \min_{\gamma \in P_2(\mathbb{X}^{N+3})} \sum_{i=1}^N \lambda_i W_{\gamma}^2(\nu_t, \mu_t)
\]
A minimizer of problem above ($\hat{\gamma}$) can be constructed as
\[
\text{d}^{\hat{\gamma}}(x_0, x_1, x_2, y_1, \ldots, y_N) := \text{d}e^{x_0,x_1,x_2} \times \ldots \times \text{d}e^{x_0,x_1,x_2}(y_1, \ldots, y_N) \text{d}\pi(x_0, x_1, x_2).
\]
In (4.2), the disintegration of each measure $\hat{\eta}_t$ is written as $\text{d}^{\hat{\eta}_t}(x_0, x_1, x_2, y_i) = \text{d}e^{x_0,x_1,x_2}(y_i) \text{d}\pi(x_0, x_1, x_2)$.

According to Proposition 3.2, the minimizer $\hat{\pi}$ of left-hand side in (4.1) exists. Thereby, using (4.2), we can obtain a minimizer of the multi-marginal formulation in (4.1) ($\hat{\gamma}$). This proves existence of a solution for our multi-marginal formulation and also, $\hat{\pi} = (x_0, x_1, x_2)_{\#}^{\hat{\gamma}}$. The proof is complete.

Similarly, a multi-marginal formulation for (3.4) is provided in the following corollary. The proof is skipped as it resembles that of Theorem 4.1.

**Corollary 4.2.** Problem (3.4) can be recast as
\[
\inf_{\pi} F_1(\pi) = \inf_{\gamma} \int_{\mathbb{X}^{N+3}} \sum_{i=1}^N \lambda_i \|1 - t_i\| x_0 + t_i x_1 - y_i \|_2^2 \text{d}\gamma(x_0, x_1, y_1, \ldots, y_N)
\]
\[
\text{s.t. } y_i_{\#}^{\gamma} = \mu_t, \forall i = 1, \ldots, N,
\]
with \( \gamma \in \mathcal{P}_2(\mathbb{R}^{N+2}) \), \( \pi \in \mathcal{P}_2(\mathbb{R}^2) \). Moreover, a minimizer of the right-hand side (\( \hat{\gamma} \)) exists and \( \hat{\pi} = (x_0, x_1, \ldots, x_N) \) where \( \hat{\pi} \) is a minimizer of left-hand side.

The following proposition shows the consistency of our method with regression in Euclidean space when the target distributions are Dirac measures.

**Proposition 4.3.** If all the observations are Dirac measures, i.e., \( \mu_i = \delta_{v_i} \), \( i = 1, \ldots, N \) where \( \{v_i\}_{i=1}^N \subset \mathbb{R} \) we have

\[
\inf_{\pi \in \mathcal{P}_2(\mathbb{R}^2)} F_1(\pi) = \inf_{x_0, x_1 \in \mathbb{R}} \sum_{i=1}^N \lambda_i \| (1-t_i) x_0 + t_i x_1 - v_i \|_2^2,
\]

\[
\inf_{\pi \in \mathcal{P}_2(\mathbb{R}^2)} F_2(\pi) = \inf_{x_0, x_1, x_2 \in \mathbb{R}} \sum_{i=1}^N \lambda_i \| x_0 + t_i x_1 + t_i^2 x_2 - v_i \|_2^2.
\]

**Proof.** See [29, Proposition 7] for the proof.

In the original formulation of multi-marginal optimal transport, constraints are typically given on all marginals. However, in (4.1) and (4.3), constraints are only imposed on a subset of marginals of multi-coupling \( \gamma \). We show that these problems can be written in an original formalism of multi-marginal transportation. The following proposition provides this result for linear curves; similar argument holds for quadratic curves.

**Proposition 4.4.** For every \( y = (y_1, \ldots, y_N) \in \mathbb{R}^N \) define

\[
(\hat{x}_0(y), \hat{x}_1(y)) = \arg \min_{x_0, x_1 \in \mathbb{R}} \sum_{i=1}^N \lambda_i \| (1-t_i) x_0 + t_i x_1 - y_i \|_2^2
\]

which is a well-defined map from \( \mathbb{R}^N \) to \( \mathbb{R}^2 \) (since the linear regression in Euclidean space has a unique solution in a closed form). Then, we have

\[
\inf_{\pi} F_1(\pi) = \inf_{\gamma' \in \mathcal{P}_2(\mathbb{R}^N)} \int_{\mathbb{R}^N} \sum_{i=1}^N \lambda_i \| (1-t_i) x_0(y) + t_i x_1(y) - y_i \|_2^2 d\gamma'(y_1, \ldots, y_N)
\]

\[
\text{s.t. } y_i \# \gamma' = \mu_i, \forall i = 1, \ldots, N,
\]

(4.4)

and also, \( \hat{\pi} = (\hat{x}_0(y), \hat{x}_1(y)) \# \hat{\gamma}' \) where \( \hat{\pi} \) and \( \hat{\gamma}' \) are minimizers of the left- and right-hand sides, respectively.

**Proof.** The proof is straightforward by noticing that for any \( \gamma \in \mathcal{P}_2(\mathbb{R}^{N+2}) \) which respects all the constraints on the marginals, we have

\[
\int_{\mathbb{R}^{N+2}} \sum_{i=1}^N \lambda_i \| (1-t_i) x_0 + t_i x_1 - y_i \|_2^2 d\gamma(x_0, x_1, y_1, \ldots, y_N)
\]

\[
\geq \int_{\mathbb{R}^{N+2}} \left( \inf_{x_0, x_1 \in \mathbb{R}} \sum_{i=1}^N \lambda_i \| (1-t_i) z_0 + t_i z_1 - y_i \|_2^2 \right) d\gamma(x_0, x_1, y_1, \ldots, y_N)
\]

\[
= \int_{\mathbb{R}^{N+2}} \sum_{i=1}^N \lambda_i \| (1-t_i) \hat{x}_0(y) + t_i \hat{x}_1(y) - y_i \|_2^2 d\gamma(x_0, x_1, y_1, \ldots, y_N).
\]
By taking the infimum of both sides of inequality above over \( \gamma \in \mathcal{P}(\mathbb{X}^{N+2}) \) and using the identity \( \gamma' = (y_1, \cdots, y_N)\# \gamma \) (projection onto the last \( N \) coordinates), we arrive at the result.

**Remark 4.5.** One implication of Proposition 4.4 is that in case all the distributional data are supported on a discrete set of points, so does \( \hat{\gamma}' \). Specifically, if each \( \mu_t \) is supported on a finite set \( X_i \subset \mathbb{X} \) for all \( i = 1, \cdots, N \), then \( \text{supp}(\hat{\gamma}') \), i.e., support of \( \hat{\gamma}' \), lies within \( X_1 \times \cdots \times X_N \) (it is straightforward to show this result, see Proposition 7 in [18]). Also, \( \hat{\pi} = (\hat{x}_0(y), \hat{x}_1(y))\# \hat{\gamma}' \) is concentrated on a finite set, that is, the projection of \( \text{supp}(\hat{\gamma}') \) under the map \( (\hat{x}_0(y), \hat{x}_1(y)) \). In this case, the problem of measure-valued curves admits a solution in which only a finite number of measure-valued curves in \( \mathbb{X} \) have non-zero measures. Therefore, for discrete target measures the problem reduces to a finite-dimensional linear programming as formulated in the following section. Figure 1 illustrates this concept for three discrete measures as the distributional data at three instants of time. Two possible trajectories for a mass particle at \( t_0 \) are shown with dotted lines. The solid lines represent the best fitting lines for each trajectory (resulted from linear regression in Euclidean space). One can observe that comparing to the lower fitting line, the upper one leads to a smaller value for the sum of squared residuals in \( \mathbb{X} \), as it passes closer to its three corresponding points. By solving the multi-marginal problem in (4.4), a smaller probability measure (weight) is expected to be assigned to the lower fitting line to penalize its higher value for the sum of squared residuals.

![Fig. 1. Illustration of measure-valued curves for discrete one-time marginals. The dotted lines show two different trajectories for a particle starting from \( t_0 \). The solid lines are their corresponding fitting lines resulted from linear regression in \( \mathbb{X} \). The sum of squared residuals of the fitting line in the top has a lower value than that of the other one. The solution of multi-marginal problem assigns a higher probability measure (weight) to this fitting line. The thickness of lines is proportional to the likelihood of each line.](image)

**5. Discretization.** In this section, we propose a strategy towards solving the multi-marginal problems introduced in the previous section. First, we express a discretized version of the problem and then invoke the entropy regularization to solve our multi-marginal formulation efficiently. This is beneficial as in many practical situations we only have a set of samples available for each one-time marginal. Thus, we can approximate each distributional data with a sum of Diracs placed at the positions of the available samples.
5.1. Discrete multi-marginal formulation. Suppose for a finite set \( X \subset \mathbb{X} \), \( \mu_i = \sum_{y \in X} p_i^y \delta_y \), \( i = 1, \cdots, N \) are the given observations, where for each \( i \) the non-negative weights \( p_i^y \) sum up to 1. Without loss of generality, it is assumed that all \( \mu_i \)'s are supported on \( X \) or a subset of it. We define the multi-marginal problem as seeking a multi-dimensional array \( \Gamma \), setting. A similar formalism for quadratic curves seeks a multi-dimensional array \( \Gamma \), and space complexities in order to implement Sinkhorn’s algorithm.

However, as explained in the next subsection, we continue with the discrete formula-

tion in (4.3) due to the structure of its transportation cost which entails a lower time

quired if, instead of (4.3), we write the discrete version of (4.4) (see Remark 4.5).

where, \( c(x_0, x_1, y_1, \cdots, y_N) = \sum_{i=1}^N \lambda_i \| (1-t_i)x_0 + t_i x_1 - y_i \|^2 \) is the cost of transport and

\[
(5.2) \quad P_{y_j}(\Gamma) = \sum_{x_0, x_1, y_1, \cdots, y_{j-1}, y_{j+1}, \cdots, y_N \in X} \Gamma_{x_0, x_1, y_1, \cdots, y_{j-1}, y_j, y_{j+1}, \cdots, y_N}
\]

is the projection operator on the marginal of \( \Gamma \) associated with \( y_j \).

Notice that \( \Gamma \) is analogous to the multi-coupling \( \gamma \) in (4.3). Comparing to the definition of \( \pi \) in continuous setting, we have \( \Pi_{x_0,x_1} = P_{x_0,x_1}(\Gamma) \), \( \forall x_0, x_1 \in X \) as the projection of multi-dimensional array \( \Gamma \) onto \( (x_0, x_1) \) obtained by summing over all the remaining entries. This leads to a probability measure over the space of linear functions represented by the endpoints in \( X \).

Remark 5.1. Linear programming (5.1) is equivalent to (4.3) if \( X \) is chosen rich

enough to contain \( \text{supp}(\hat{\pi}) \) as described in Remark 4.5. This assumption is not re-

quired if, instead of (4.3), we write the discrete version of (4.4) (see Remark 4.5). However, as explained in the next subsection, we continue with the discrete formulation in (4.3) due to the structure of its transportation cost which entails a lower time and space complexities in order to implement Sinkhorn’s algorithm.

The previous formalism deals with the case of measure-valued lines in discrete setting. A similar formalism for quadratic curves seeks a multi-dimensional array \( \Gamma \), such that \( (\Gamma_{x_0,x_1,x_2,y_1,\cdots,y_N})_{(x_0,x_1,x_2,y_1,\cdots,y_N) \in X^{N+3}} \), with non-negative elements which solves

\[
(5.3) \quad \min_{\Gamma \geq 0} \sum_{x_0, x_1, x_2, (y_i)_{i=1}^N \in X} c(x_0, x_1, x_2, y_1, \cdots, y_N) \Gamma_{x_0, x_1, x_2, y_1, \cdots, y_N}
\]

s.t. \( P_{y_j}(\Gamma) = p_{y_j}^j \), \( \forall y_j \in X \), \( j = 1, \cdots, N \)

where,

\[
c(x_0, x_1, x_2, y_1, \cdots, y_N) = \sum_{i=1}^N \lambda_i \| x_0 + t_1 x_1 + t_2 x_2 - y_i \|^2,
\]

and

\[
P_{y_j}(\Gamma) = \sum_{x_0, x_1, x_2, y_1, \cdots, y_{j-1}, y_{j+1}, \cdots, y_N \in X} \Gamma_{x_0, x_1, x_2, y_1, \cdots, y_{j-1}, y_j, y_{j+1}, \cdots, y_N}.
\]
5.2. Entropy regularization. The linear programming problems in (5.1) and (5.3) suffer from a high computational burden. However, the more efficient Sinkhorn iteration can be employed to converge to the optimal solution of entropy-regularized problem as explained in the following.

Given two discrete probability measures \( \mu = \sum_{x \in X} p_x \delta_x \) and \( \nu = \sum_{x \in X} q_x \delta_x \), supported on a finite set \( X \subset \mathbb{X} \), the relative entropy (Kullback-Leibler divergence) of \( \mu \) with respect to \( \nu \) [16] is defined as

\[
H(\mu | \nu) = \begin{cases} 
\sum_{x \in X} p_x \log \frac{p_x}{q_x} & \text{if } \mu \ll \nu \\
+\infty & \text{otherwise,}
\end{cases}
\]

where \( \mu \ll \nu \) indicates that \( \mu \) is absolutely continuous with respect to \( \nu \) and \( 0 \log 0 \) is defined to be 0. Also, define

\[
H(\mu) := H(\mu | 1) = \sum_{x \in X} p_x \log p_x,
\]

which is effectively the negative of entropy of \( \mu \).

In the rest of this section, we present the results for measure-valued lines, however, one can readily state analogous results for quadratic curves. The entropy regularized version of our multi-marginal formulation is the convex problem

\[
\text{min}_{\Gamma \geq 0} \sum_{x_0, x_1, y_1, \ldots, y_N \in X} c(x_0, x_1, y_1, \ldots, y_N) \Gamma_{x_0, x_1, y_1, \ldots, y_N} + \epsilon H(\Gamma)
\]

\[
\text{s.t. } P_{y_j}(\Gamma) = p_{y_j}^t, \forall y_j \in X, j = 1, \ldots, N,
\]

where \( \epsilon > 0 \) is a regularization parameter.

There are effective strategies to solve entropy regularized optimal transport problems, for instance, the alternating projection method (iterative Bergman projections [5–7]), which is based on projecting sequentially an initial \( \Gamma \) onto the subset corresponding to each marginal constraint.

Sinkhorn’s algorithm [17] is another approach which enjoys a slightly better performance in terms of space complexity and parallel computation as discussed in detail in [6]. In this method, the optimal solution \( \hat{\Gamma} \) is expressed in terms of the Lagrange dual variables, which may be computed by Sinkhorn iterations. In the following, we first briefly touch upon this method, then by presenting a similar idea to that used in [23], we explain how to improve the performance of this algorithm in terms of time and space complexities.

It can be shown [23] that, for any \( x_0, x_1, y_1, \ldots, y_N \in X \), the minimizer of (5.4) is of the form

\[
\hat{\Gamma}_{x_0, x_1, y_1, \ldots, y_N} = \exp\left(-\frac{c(x_0, x_1, y_1, \ldots, y_N)}{\epsilon}\right) \times a_{y_1}^{t_1} \times \cdots \times a_{y_N}^{t_N},
\]

for suitable values of \( a_{y_j}^{t_j}, j = 1, \ldots, N \). These are dual variables in the dual problem (see e.g. [36]). In Sinkhorn’s algorithm, the \( a_{y_j}^{t_j} \)’s in (5.7) can be found by iteratively updating their values via

\[
a_{y_j}^{t_j} \leftarrow a_{y_j}^{t_j} \times p_{y_j}^t / P_{y_j}(\hat{\Gamma}), \forall j = 1, \ldots, N, y_j \in X.
\]
It is known that in the scheme above, the sequence converges at least linearly to a minimizer of (5.4) (see e.g. [5,23]).

The computational drawback of Sinkhorn’s algorithm lies in computing the projections $P_{y_j}(\hat{\Gamma})$ in (5.6), as these grow exponentially in the number of snapshots ($N$). Furthermore, a large amount of memory is required to store the array $\hat{\Gamma}$ at each iteration which leads to a space complexity issue. However, the specific structure of the cost in (5.5) can be exploited to mitigate the aforementioned bottlenecks. Similar ideas have been advanced in [20,23].

Notice that we can partially decouple the cost as

$$c(x_0, x_1, y_1, \cdots, y_N) = \sum_{i=1}^{N} \lambda_i c_i(x_0, x_1, y_i)$$

where,

$$c_i(x_0, x_1, y_i) = ||(1-t_i)x_0 + t_ix_1 - y_i||^2.$$  

The first implication of this decoupling is that, it is now not needed to store all the elements of $c(x_0, x_1, y_1, \cdots, y_N)$, but only those required to calculate $c_i$s. Moreover, the minimizer in (5.5), can be decoupled as

$$(5.7) \hat{\Gamma}_{x_0, x_1, y_1, \cdots, y_N} = \prod_{i=1}^{N} a_{y_i} \exp\left(-\frac{c_i(x_0, x_1, y_i)}{\epsilon}\right).$$

In the following, we explain how to leverage this structure to calculate $P_{y_1}(\hat{\Gamma})$ more efficiently. The same procedure can be utilized to compute other projections, i.e., $P_{y_j}(\hat{\Gamma})$, $j = 2, \cdots, N$. One can easily observe that $P_{y_1}(\hat{\Gamma})$ for fixed $x_0, x_1 \in X$, reads

$$(5.8) P_{y_1|x_0, x_1}(\hat{\Gamma}) = a_{y_1}^{t_{y_1}} \exp\left(-\frac{c_1(x_0, x_1, y_1)}{\epsilon}\right) \prod_{i=2}^{N} \left( \sum_{y_i \in X} a_{y_i}^{t_{y_i}} \exp\left(-\frac{c_i(x_0, x_1, y_i)}{\epsilon}\right) \right),$$

for any $y_1 \in X$, and hence,

$$(5.9) P_{y_1}(\hat{\Gamma}) = \sum_{x_0, x_1 \in X} P_{y_1|x_0, x_1}(\hat{\Gamma}).$$

The benefit of this approach is that the term

$$\prod_{i=2}^{N} \left( \sum_{y_i \in X} a_{y_i}^{t_{y_i}} \exp\left(-\frac{c_i(x_0, x_1, y_i)}{\epsilon}\right) \right)$$

in (5.8) is independent of $y_1$ and thus it is the same for all $y_1 \in X$. The complexity of computing this term for all $x_0, x_1 \in X$ is $O((N-1)|X|^3)$, where $|X|$ is the cardinality of the discrete set $X$. This leads to $O(N|X|^3)$ as the total computational complexity of each Sinkhorn iteration by using (5.9) to compute the projections. Notice that computing the projections $P_{y_j}(\hat{\Gamma})$ by summing over all the indices $x_0, x_1, y_1, \cdots, y_j-1, y_{j+1}, \cdots, y_N$ as defined in (5.2) scales exponentially in the value of $N$, i.e., the computational complexity of one Sinkhorn update in (5.6) is $O(|X|^{N+2})$. Therefore, leveraging the structure of cost in our multi-marginal formulation, decreases the computational complexity of the Sinkhorn iterations substantially.
6. Gaussian case. Suppose the data are Gaussian distributions $\mu_i \sim N(0, C_{y_i})$, $i = 1, \cdots, N$, where the $C_{y_i}$’s are symmetric and positive definite matrices. The means of distributions are assumed to be zero for simplicity and without loss of generality. This is due to the fact that for Gaussian measures, the means can be treated separately via ordinary regression in Euclidean space and thereby, the means for the optimal curve in $({\mathcal P}_2(\mathbb{X}), W_2)$ can be computed as a function of $t$.

In practical settings where for each marginal only a set of samples is available, we can approximate each $C_{y_i}$ with the sample covariance. The following proposition recasts (4.1) as a Semi-Definite Programming (SDP).

**Proposition 6.1.** Consider $\mu_i \sim N(0, C_{y_i})$, i.e., Gaussian “points”. A minimizing $\hat{\gamma}$ in (4.1) is Gaussian with zero mean and covariance of the form

$$C_\gamma = \begin{bmatrix} C_{x_0} & S_{x_0 y_1} & S_{x_0 y_2} & \cdots & S_{x_0 y_N} \\ S_{x_0 y_1}^T & C_{x_1} & S_{x_1 y_1} & \cdots & S_{x_1 y_N} \\ S_{x_0 y_2}^T & S_{x_1 y_2} & C_{x_2} & \cdots & S_{x_2 y_N} \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ S_{x_0 y_N}^T & S_{x_1 y_N}^T & S_{x_2 y_N}^T & \cdots & C_{y_N} \end{bmatrix}$$

that solves

$$\min_{C_\gamma \succeq 0} \sum_{i=1}^{N} \lambda_i \text{tr}(C_{x_i} + t_i^2 C_{x_1} + t_i^4 C_{x_2} + C_{y_i} + 2t_i S_{x_0 y_i}) + 2t_i^2 S_{x_0 x_2} + 2t_i^4 S_{x_1 x_2} - 2t_i S_{x_0 y_i} - 2t_i^2 S_{x_1 y_i} - 2t_i^2 S_{x_2 y_i}.$$  (6.2)

where $C_\gamma \succeq 0$ indicates that $C_\gamma$ is positive semi-definite.

Notice that in $C_\gamma$, the sub-matrices $C_{y_i}$’s are given, while the other blocks are unknown.

**Proof.** As the marginals $\{\mu_i\}_{i=1}^{N}$ in (4.1) are Gaussian and the cost function is quadratic in $x_0, x_1, x_2, y_1, \cdots, y_N$, it follows that $\hat{\gamma}$ in (4.1) is also Gaussian as in the cost and constraints only second-order moments are involved. Simple calculation shows the quadratic cost in (4.1) can be written as that in (6.2).

It should be noted that since $\hat{\pi} = (x_0, x_1, x_2)\#\gamma$, one can express the optimal curve in $\mathcal{G}_{\text{Quad}}$ (defined in (3.2)) as

$$\nu_t \sim N(0, C_{x_0} + t^2 C_{x_1} + t^4 C_{x_2} + t(S_{x_0 x_1} + S_{x_0 x_2}) + t^2(S_{x_0 x_2} + S_{x_0 x_2}^T) + t^3(S_{x_1 x_2} + S_{x_1 x_2}^T),$$  (6.3)

for $t \in [0, 1]$, for the optimal solution of (6.2).

Similar results can be derived for multi-marginal formulation of measure-valued lines in (4.3). In particular, a minimizing $\hat{\gamma}$ in (4.3) is Gaussian with zero mean and covariance of the form

$$C_\gamma = \begin{bmatrix} C_{x_0} & S_{x_0 y_1} & S_{x_0 y_2} & \cdots & S_{x_0 y_N} \\ S_{x_0 y_1}^T & C_{x_1} & S_{x_1 y_1} & \cdots & S_{x_1 y_N} \\ S_{x_0 y_2}^T & S_{x_1 y_2} & C_{x_2} & \cdots & S_{x_2 y_N} \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ S_{x_0 y_N}^T & S_{x_1 y_N}^T & S_{x_2 y_N}^T & \cdots & C_{y_N} \end{bmatrix},$$

(6.4)
that solves
\[
\min_{C\succeq 0} \sum_{i=1}^{N} \lambda_i \text{tr}(1 - t_i)^2 C_{x_0} + t_i^2 C_{x_1} + C_{y_i} + 2t_i(1 - t_i) S_{x_0 x_1} \\
- 2(1 - t_i) S_{x_0 y_i} - 2t_i S_{x_1 y_i}.
\]
(6.5)

To exemplify our regression approach for Gaussian distributional data we consider a one-dimensional Ornstein–Uhlenbeck process modeled by an Itô stochastic differential equation
\[
dX_t = -X_t dt + 2dW_t
\]
where \((W_t)_{t\geq 0}\) is a one-dimensional standard Wiener process. Such a process models the dynamics of an over-damped Hookean spring in the presence of thermal fluctuations. Starting from \(X_0 = 0\), the variance of \(X_t\) reads
\[
\sigma^2(t) = 2(1 - \exp(-2t)).
\]

We consider the one-time marginals of this process at 20 different timestamps starting from \(t = 0.1\) to \(t = 1\) with equal time steps. In practical settings where only a set of samples from each one-time marginal is available, we can approximate the Gaussian distributions using the sample means and variances. The SDPs in (6.2) and (6.5) are solved separately to obtain the optimal multi-couplings \(\hat{\gamma}\) and \(\hat{\pi}\) in each case. In addition, for the sake of comparison we find the best geodesic which passes as close as possible to these 20 Gaussian marginals. This can be done easily as the marginals are one dimensional, noticing that the geodesic between two Gaussian distributions with standard deviations \(\sigma_0\) and \(\sigma_1\) is Gaussian for all \(t \in [0, 1]\) with standard deviation \(\sigma_t = (1-t)\sigma_0 + t\sigma_1\). Therefore, the geodesic regression in this setting becomes a linear regression in \(\mathbb{R}^1\) seeking the values of \(\sigma_0, \sigma_1 > 0\). Figure 2 illustrates the obtained curves in Wasserstein space for different values of \(t\) along with the dataset. Blue curves are the target marginals. One can notice that the measure-valued quadratic curves capture the variation in the dataset better than measure-valued linear curves. Also, the geodesic regression has the poorest performance among the three. This ensues from the fact that in geodesic regression a curve in Wasserstein space with highest correlated endpoints is sought. However, in the framework of this paper, this constraint is relaxed which can also moderate underfitting. In Fig. 2, some of the measure-valued linear or quadratic curves are represented in each sub-figure. The intensity of color is proportional to the likelihood of each path. From a fluid mechanical point of view, this can be thought of as a flux for the mass particles. More amount of mass transports through the darker regions.

7. Gaussian mixtures. Linear combinations of Gaussian measures can model multi-modal densities, which are broadly used to study properties of populations with several subgroups. More generally, the set of all finite Gaussian mixture distributions \((\mathcal{GM}(X))\) is a dense subset of \(\mathcal{P}_2(X)\) in the Wasserstein metric [18]. In fact, in principle, we can approximate any measure in \(\mathcal{P}_2(X)\) with arbitrary precision with parameters for the Gaussian mixture determined via the Expectation-Maximization algorithm.

While the displacement interpolation of Gaussian distributions remains Gaussian, for Gaussian mixtures this invariance does not hold. Nevertheless, we may want to retain the Gaussian mixture structure of the interpolation due to their physical
or statistical features. In [14, 18], a Wasserstein-type distance on Gaussian mixture models is proposed by restricting the set of feasible coupling measures in the optimal transport problem to Gaussian mixture models. This gives rise to a geometry that inherits properties of optimal transport while it preserves the Gaussian mixture structure. Specifically, for positive integers $K_0$ and $K_1$, consider the following Gaussian mixture models on $\mathbb{X}$,

$$
\mu_0 = p^0_1 \nu^0_1 + \cdots + p^0_{K_0} \nu^0_{K_0}, \quad \mu_1 = p^1_1 \nu^1_1 + \cdots + p^1_{K_1} \nu^1_{K_1},
$$

where each $\nu^i_j$ is a Gaussian distribution and $p^i = \left[ p^i_1 \cdots p^i_{K_i} \right]^T$, $i = 0, 1$, are probability vectors. Now define a Wasserstein-type distance between the two Gaussian mixtures $\mu_0$ and $\mu_1 \in \mathcal{GM}(\mathbb{X})$ by minimizing

$$
\int_{\mathbb{X}^2} \|x - y\|^2 \, d\pi(x, y)
$$

over $\pi \in \Pi(\mu_0, \mu_1) \cap \mathcal{GM}(\mathbb{X}^2)$. The square root of minimum defines a metric on $\mathcal{GM}(\mathbb{X})$ denoted by $W_M(\mu_0, \mu_1)$ [14, 18]. Clearly,

$$
W_2(\mu_0, \mu_1) \leq W_M(\mu_0, \mu_1), \quad \forall \mu_0, \mu_1 \in \mathcal{GM}(\mathbb{X}).
$$

The problem above has an equivalent discrete formulation. In particular, by viewing the Gaussian mixtures as discrete probability distributions on the Wasserstein space of Gaussian distributions, we can show [18]

$$
W^2_M(\mu_0, \mu_1) = \min_{w \in \Pi(p^0, p^1)} \sum_{i,j} w_{ij} W_2^2(\nu^0_i, \nu^1_j),
$$

(7.1)

where $\Pi(p^0, p^1)$ denotes the space of joint distributions between the probability vectors $p^0$ and $p^1$. The space of Gaussian mixtures equipped with this metric is a geodesic space for which one can define the displacement interpolation (see [14,18] for further details).

This Wasserstein-type distance between the discrete distributions on the Wasserstein space of Gaussian distributions, allows for the notion of measure-valued curves.
being carried over into the case of Gaussian mixtures. In other words, in the space of Gaussian distributions, the displacement interpolations (Eq. (2.6)) play the role of straight lines in Euclidean space. Therefore, the goal is to find a probability measure over the space of geodesics of Gaussian distributions, for which the one-time marginals approximate a set of Gaussian mixtures indexed with timestamps. To do so, consider the set $\mathcal{X} = \{ \nu_i \}_{i=1}^K$ which consists of a finite number of Gaussian distributions. Also, the available data

$$\{ \mu_{t_i} = \sum_{\nu \in \mathcal{X}} p^t_{\nu} \nu \}_{i=1}^N$$

is a family of Gaussian mixtures, each associated with a timestamp $t_i \in [0, 1]$. Each $\mu_{t_i}$ can also be thought of as a discrete probability measure over the space of Gaussian measures supported on $\mathcal{X}$ (or a subset of $\mathcal{X}$). By analogy with the formalism for measure-valued lines (Eq. (3.4)), we minimize

$$\min_{w \in \Omega} \sum_{i=1}^N \lambda_i W_2^2 \left( \sum_{j \neq \ell} w_{j \ell} g^t_{\nu_j \nu_\ell}, \mu_{t_i} \right),$$

where $\Omega = \{ w \in \mathbb{R}^{K \times K} \mid \sum_{j \neq \ell} w_{j \ell} = 1 \}$ and $g^t_{\nu_j \nu_\ell}$ represents the displacement interpolation between $\nu_j$ and $\nu_\ell$. This problem can be recast as a multi-marginal optimal transport problem which enjoys a linear structure by pursuing the same strategy introduced in Section 4. In particular, (7.2) is equivalent to seeking a multi-dimensional array $(\Gamma_{\sigma_0, \sigma_1, \nu_1, \cdots, \nu_N})_{(\sigma_0, \sigma_1, \nu_1, \cdots, \nu_N) \in \mathcal{X}^{N+2}}$ with non-negative real elements which solves

$$\min_{\Gamma \geq 0} \sum_{\sigma_0, \sigma_1, \nu_1, \cdots, \nu_N \in \mathcal{X}} c(\sigma_0, \sigma_1, \nu_1, \cdots, \nu_N) \Gamma_{\sigma_0, \sigma_1, \nu_1, \cdots, \nu_N}$$

s.t. $P_{\nu_j} (\Gamma) = p^t_{\nu_j}$, $\forall \nu_j \in \mathcal{X}$, $j = 1, \cdots, N$, where

$$c(\sigma_0, \sigma_1, \nu_1, \cdots, \nu_N) = \sum_{i=1}^N \lambda_i W_2^2 (g^t_{\nu_i \nu_\ell}, \nu_i),$$

and $P_{\nu_j} (\Gamma)$ is the projection operator on the marginal of $\Gamma$ associated with $\nu_j$, cf. (5.2). Also, the minimizer of (7.2) ($\hat{w}$) can be obtained by the projection $\hat{w} = P_{\sigma_0, \sigma_1} (\hat{\Gamma})$, where $\hat{\Gamma}$ is the minimizer of (7.3).

The formalism above is a linear programming which can be solved efficiently as one can solve the entropy regularized version of it by leveraging the generalized Sinkhorn algorithm as described in Section 5.

We exemplify this approach for Gaussian mixtures with the following toy example. We consider a finite set of probability measures which consists of 4 Gaussian distributions as depicted in Fig. 3. The distributional data at 4 instants of time are constructed by choosing some probability vectors over the elements of this set. These target distributions are shown in Fig. 4. The linear programming in (7.3) is solved, which results in a curve in $P_2(\mathcal{X})$ for which the one-time marginals are Gaussian mixtures. The result of regression for this problem is illustrated in Fig. 5 at some timestamps. One can observe that the one-time marginals of the obtained curve capture the variation of the distributional data in time.
Fig. 4. Distributional data

8. Estimation of invariant measures. As a potential application of the proposed regression, we describe an approach to approximate the Perron-Frobenius operator and stationary distribution (if any exists) associated with a dynamical system using a few available distributional snapshots. Most studies in the literature present numerical computation of invariant measures for known dynamics, or where the pointwise correspondence between the successive points in time is available (See [31] and references therein). In our approach, we hypothesize no information on the underlying dynamics or the trajectories of particles.

A discrete-time dynamical system

\[ x_{k+1} = S(x_k) \]

on the measure space \((\mathcal{X}, \mathcal{B}(\mathcal{X}), \lambda)\) is defined by a \(\lambda\)-measurable state transition map \(S : \mathcal{X} \to \mathcal{X}\). This map is assumed to be non-singular, which guarantees that the push-forward operator under \(S\) preserves the absolute continuity of (probability) measures with respect to \(\lambda\). In continuous-time setting, the state transition law can be represented by a flow map \(x_{t+\tau} = S_{\tau}(x_t)\) for \(\tau \geq 0\), where \(x_t\) denotes the state of dynamics at time \(t\). We assume that the dynamics is time-invariant. The evolution of probability measures under \(S_{\tau}\) can be written as \(\mu_{t+\tau} = S_{\tau} \# \mu_t\).

Let \(L^1(\mathcal{X}) := L^1(\mathcal{X}, \mathcal{B}(\mathcal{X}), \lambda)\) be the space of integrable functions on \(\mathcal{X}\), then the Perron-Frobenius operator (PFO), \(P_{\tau} : L^1(\mathcal{X}) \to L^1(\mathcal{X})\), is defined by

\[ \int_A P_{\tau} f \ d\lambda = \int_{S_{\tau}^{-1}(A)} f \ d\lambda, \quad \forall A \in \Sigma, \]

for \(f \in L^1(\mathcal{X})\). When \(f\) is a density associated with the probability measure \(\mu_f\), PFO can be thought of as a push-forward map, that is, \(P_{\tau} \mu_f = S_{\tau} \# \mu_f\). The connection
between the dynamics and PFO can be seen in that the PFO translates the center of a Dirac measure $\delta_x \in L^1(\mathbb{X})$ in compliance with the underlying dynamics, that is, $S_\tau \# \delta_x = \delta_{S_\tau(x)}$. It also relates to the Koopman operator which acts on the observable functions through a duality correspondence [11].

It is standard that PFO is a Markov operator, namely, a linear operator which maps probability densities to probability densities. It is also a weak contraction (non-expansive map), in that, $\|P_\tau f\|_{L^1} \leq \|f\|_{L^1}$ for any $f \in L^1(\mathbb{X})$. If $\mu = S_\tau \# \mu$, then $\mu$ is an invariant measure for $S_\tau$. For many dynamical systems, the PFO drives the densities into an invariant one (measure, in general), which is unique if the map $S_\tau$ is ergodic with respect to $\lambda$.

For non-deterministic dynamics where $S_\tau(x)$ is a an $\mathbb{X}$-valued random variable on some implicitly given probability space, the Perron-Frobenius operator reads

$$P_\tau f(x) = \int_{\mathbb{X}} K_\tau(y, x) f(y) \, d\lambda(y), \tag{8.2}$$

where the transition density function is denoted by $K_\tau(y, x) : \mathbb{X} \times \mathbb{X} \to [0, \infty]$. The transition density function exists, if $S_\tau(x)$ does not assign non-zero measures to null sets [30].

The most popular method in the literature to discretize PFO is Ulam’s method [21,33]. In this approach, the state-space ($\mathbb{X}$) is divided into a finite number of disjoint measurable boxes $\{B_1, ..., B_n\}$. The PFO is approximated with a $n \times n$ matrix with elements $p_{ij}$. To do so, first we can choose a number ($q$) of test points (samples) $\{x^l_i\}_{l=1}^q$ within each Box $B_i$ randomly. Then, the elements of this matrix can be estimated by

$$p_{ij} = \frac{1}{q} \sum_{l=1}^q 1_{B_j}(S(x^l_i))$$

where $1_{B_j}$ denotes the indicator function for the box $B_j$.

Ulam’s method requires the trajectories of test points to be available, which is not the case in many practical situations, where the trajectories of test points (i.e.,
mass particles, agents, or so on) are missing. We can use the method of this paper for regression, to estimate the Perron-Frobenius operator, and subsequently invariant measure corresponding to some dynamical system based on the collective behavior of particles. In other words, we postulate no knowledge of the underlying dynamics and assume that only a limited number of one-time marginal distributions is available at different timestamps $t_i$, $i \in \{1, \ldots, N\}$. In fact, these one-time marginals are the evolution of some initial distribution at $t = 0$ under the action of discretized dynamics $x_{t+\tau} = S_\tau(x_t)$. As mentioned in Proposition 3.3, the time can be scaled to lie within the interval $[0, 1]$. These distributions are quantized by suitable partitioning of the domain $\mathbb{X} = \bigcup_{\ell=1}^n B_\ell$, which is a compact set, followed by counting the particles in each of the $n$ boxes $B_\ell$ to obtain $\mu_{t_i}$, with Diracs placed at the center of each interval. The Minimizer of multi-marginal formulation of the regression problem (i.e., Eq. (5.1)), provides a coupling $\hat{\pi}$ between the distributions at two instants of time $t = 0$ and $t = 1$. Also, this can be thought of as a probability measure over the space of linear curves in $\mathbb{X}$, which indicates how much mass is transporting along the lines from $t = 0$ to $t = 1$. Putting these two views together, one can conclude that $\hat{\pi}$ gives a correlation law between the distributions of particles at $t = 0$ and $t = 1$, where the mass particles move at constant speeds from $t = 0$ to $t = 1$. It should be noted that the entropy regularization of cost can be employed to find $\hat{\pi}$ efficiently, as discussed in Section 5.

Notice that $\hat{\pi}$ contains the information on the distributions of the particles at $t = 0$ and $t = 1$, namely, $p(t=0)$ and $p(t=1)$ respectively, as well as the correlation law between the two end-points. Therefore, we can determine a transition probability matrix (of a Markov chain)

\begin{equation}
Q(\ell, \ell') = \pi^*(\ell, \ell')/p(t=0)(\ell),
\end{equation}

for $\ell, \ell' \in \{1, \ldots, n\}$. From a measure-theoretic point of view $Q$ can be seen as the disintegration of $\hat{\pi}$. This transition probability matrix can be deemed as a finite-dimensional approximation of the Perron-Frobenius operator corresponding to the underlying dynamics, that is, $P_\tau$ in either (8.1) or (8.2) for $\tau = 1$. Assuming that the underlying dynamics is time-invariant (or time-homogeneous for non-deterministic dynamics), the invariant distribution of dynamical system can be approximated by the stationary vector of $Q$.

To exemplify this approach, we apply it to logistic map in order to predict its asymptotic statistical properties for different values of population-growth parameter. The logistic model for population growth is

\begin{equation}
x_{k+1} = T(x_k) = rx_k(1-x_k),
\end{equation}

where $x_k \in [0, 1]$, $k \in \{0, 1, \ldots\}$, and $r$ is the population-growth parameter, see [32]. The behavior of dynamics changes from regular to chaotic as the parameter $r$ varies from 0 to 4. We visualize the results for two values of $r$, namely, $r = 3$ and $r = 4$.

For $2 \leq r \leq 3$, starting from any initial point in $(0, 1)$, the population will eventually approach the same value $\frac{r-1}{r}$, so-called “attractor”. However, as $r$ approaches 3 the convergence becomes increasingly slow. For $r = 4$, it is known that this system displays highly chaotic behavior; in fact, starting from any initial point $x_0 \in (0, 1)$, the sequence $\{x_k \mid k = 1, 2, \ldots\}$ covers densely the interval $[0, 1]$, see [19]. Yet, the dynamical system is statistically stable in that, any initial probability distribution
tends towards an invariant measure with density

\begin{equation}
(f_s(x) = \frac{1}{\pi \sqrt{x(1-x)}})
\end{equation}

Our aim is to estimate where the mass particles will eventually concentrate by the iterates of logistic map using only a few probability distributions obtained from the evolution of an initial distribution under the action of this map. We do not hypothesize any information on the correlations between each pair of the probability distributions. Namely, the logistic map is only used to construct the distributional data. To do so, the interval \([0,1]\) is partitioned into \(n\) sub-intervals of equal width and the evolution of 1000 points, uniformly selected in \([0,1]\), is used to construct \(N\) distributional data under the successive iterates of logistic map. We index the data with timestamps \(t_i = \frac{i}{N-1}, i = 1, \cdots, N\). The logistic map herein can be though of as the flow map of a dynamical system for the time lag \(\tau = \frac{1}{N-1}\). We provide the results for different values of \(N, n,\) and the regularization parameter \(\epsilon\) in Sinkhorn’s algorithm, to examine the sensitivity of the results to these parameters.

The transition probability matrix \(Q\) in Eq. (8.3) is computed for different values of \(N, n,\) and \(\epsilon\) and accordingly the stationary distribution of \(Q\) is obtained. The results are depicted in Fig. 6 which show that the stationary distribution is concentrated around the stable fixed point of the logistic map \((x_{k+1} = 3x_k(1-x_k))\) at \(x = \frac{2}{3}\). In particular, the results for three values of \(n\) are illustrated in the first row. The second row represents the impact of \(N\) on estimated stationary distribution. As the number of distributional data varies from 3 to 9, we observe the stationary distribution is concentrated more densely around the fixed point. Finally, the third row relates to the sensitivity of results to regularization parameter \(\epsilon\). Although for smaller values of \(\epsilon\) the convergence of Sinkhorn iterates to the optimal solution becomes slower, we achieve a better result for the stationary distribution in terms of having a lower variance.

Figure 7 depicts the approximated invariant measure for the logistic map where \(r = 4\). In this case \([0,1]\) is partitioned into 50 equi-length sub-intervals and we construct 5 distributional data by the iterates of logistic map starting from a uniform distribution. The blue curve represents the analytic invariant measure given in (8.5).

9. CONCLUDING REMARKS. In this paper we presented an approach to estimate flow from distributional data. It can be seen as a generalization of Euclidean regression to the Wasserstein space relying on measure-valued curves. It represents a relaxation of geodesic regression in Wasserstein space. The apparently nonlinear primal problem and be recast as a multi-marginal optimal transport, leading to a formulation as a linear program. Entropic regularization and a generalized Sinkhorn algorithm can be effectively employed to solve this multi-marginal problem.

The proposed framework can be used to estimate correlation between given distributional snapshots. Potential applications of the theory are envisioned to aggregate data inference [22], estimating meta-population dynamics [37], power spectra tracking [26], and more generally, system identification [28]. The framework encompasses the case where probability laws are sought for dynamical systems, generating curves to approximate data sets. Future research along these lines, of utilizing higher-order curves and general dynamics, should prove useful in application that may include weather prediction, modeling traffic, besides more traditional ones in computer vision.
Fig. 6. The stationary distribution of the Markov chain (histogram and red fitting curve) for logistic map \( x_{k+1} = 3x_k(1-x_k) \). The figures show the concentration of stationary distribution around the single stable fixed point of logistic map at \( x = \frac{2}{3} \) for different values of \( N, n, \) and \( \epsilon \).
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