QUANTITATIVE UNIQUE CONTINUATION FOR ROBIN BOUNDARY VALUE PROBLEMS ON $C^{1,1}$ DOMAINS

ZONGYUAN LI AND WEINAN WANG

ABSTRACT. In this paper, we prove two unique continuation results for second order elliptic equations with Robin boundary conditions on $C^{1,1}$ domains. The first one is a sharp vanishing order estimate of Robin problems with Lipschitz coefficients and differentiable, sign-changing potentials. This generalizes the result for the “Robin eigenfunctions” in [26], which deals with the case with constant potentials. The second result is a unique continuation result from the boundary – any non-trivial solution cannot vanish at infinite order from the boundary or vanish on an open subset on the boundary. Such result generalizes the one in [1] for the Laplace equation on $C^{1,1}$ domains with zero Neumann boundary conditions.

1. Introduction

In this paper, we prove some unique continuation properties of the second-order divergence-form elliptic equation
\[ \text{div}(ADu) = Vu \quad \text{in} \quad \Omega \subset \mathbb{R}^d, \quad d \geq 3, \] (1.1)
with Robin boundary condition
\[ ADu \cdot n = \eta u \quad \text{on} \quad \partial \Omega. \] (1.2)

We first study the strong unique continuation property (SUCP), which states that any nontrivial solution to an elliptic equation cannot vanish at an infinite order. Such property generalizes the commonly known fact for analytic (holomorphic) functions on the complex plane, and has been extensively studied. For instance, in [12], a nearly optimal scaling invariant SUCP was proved for
\[ \text{div}(ADu + Bu) + W \cdot Du + Vu = 0 \quad \text{in} \quad \Omega \subset \mathbb{R}^d \]
with $A$ being Lipschitz, $V \in L^{d/2}$, and $B, W$ in spaces close to $L^d$. More precisely, if for some point $x_0 \in \Omega$,
\[ |u(x)| = O((|x - x_0|^{N}) \quad \text{for any} \quad N > 0, \]
then $u \equiv 0$. For the history of SUCP, one may refer to [12] and the references therein.

In the current paper, we prove the quantitative SUCP. We aim to find the sharp upper bound for the vanishing order $N$ of nontrivial solutions to (1.1). Let us start from Laplace eigenfunctions, i.e., solutions to
\[ \Delta u = -\lambda u. \]
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From the spherical harmonics, one could simply see that solutions can vanish as fast as $|x - x_0|^{O(\sqrt{\lambda})}$, i.e., the upper bound is at least $O(\sqrt{\lambda})$. On the other hand, in [8, 9] Donnelly and Fefferman showed that Laplace eigenfunctions can vanish at most of order $O(\sqrt{\lambda})$ on compact smooth Riemannian manifolds (Dirichlet/Neumann boundary conditions are needed with the presence of the boundaries). Naturally, one expects the vanishing order bound $O(\sqrt{\lambda})$ for (1.1). However, later Meshkov in [19] discovered an example indicating that for complex potentials $V$ (and hence, complex solutions), the vanishing order can be as large as $C\|V\|_{L^\infty}^{2/3}$. Indeed, such order was proved to be a valid upper bound in [4] for the complex case. Since the method in [4] does not distinguish the real and complex cases, whether the order estimate $O(\sqrt{\lambda})$ holds for real $V$ remains as an outstanding open question.

The study of the real case was initiated in [13] by Kukavica, who addressed the optimal vanishing rate of solutions to (1.1) with differentiable $V$. In this direction, the sharp upper bound $O(\|V\|_{W^{1,2}})$ was proved in [2] and [25] using different methods, which recovers Donnelly-Fefferman’s result when $V = \lambda$. For merely bounded $V$, recently, remarkable progress was made in [17] on $\mathbb{R}^2$. The authors proved the vanishing order estimate $O(\sqrt{\|V\|_{L^\infty}} \log(\|V\|_{L^\infty}))$, which is sharp up to a log drift.

One could also study quantitative SUCP at a boundary point, if proper boundary conditions are given. Such problems with Dirichlet boundary conditions have been extensively studied in the literature, c.f. [1, 6, 15, 16, 24]. However, there are very few results on Neumann or Robin problems. In [1], Adolfsson and Escauriaza proved that on $C^{1,1}$ domain, harmonic functions with zero Neumann boundary condition cannot vanish at infinite order “from the bulk” or from the boundary, i.e., for any $x_0 \in \partial \Omega$ and a non-trivial solution $u$, there exists a positive integer $N$, such that

\begin{equation}
\sup_{x \in B_r(x_0) \cap \Omega} |u(x)| \geq C r^N,
\end{equation}

\begin{equation}
\sup_{x \in B_r(x_0) \cap \partial \Omega} |u(x)| \geq C r^N.
\end{equation}

In [23], Tao and Zhang addressed the SUCP (1.3) for (1.1) with a Lipschitz coefficient matrix $A$, a potential $V$ satisfying the so-called Kato-type condition, and the corresponding zero normal boundary condition. Moreover, in [23], a restrictive (geometric) condition was assumed: for any $x \in \partial \Omega$ close to $x_0$,

\begin{equation}
A(x)(x - x_0) \cdot n(x) = 0,
\end{equation}

where $n$ is the outward unit normal to $\partial \Omega$. Recently in [7], (1.3)-(1.4) were proved for (1.1) with $\Omega$ being a cone and $x_0$ being its vertex. The leading coefficient matrix was assumed to be $A = a(x)I_d$, which means the geometric condition (1.5) also holds for their problem.

On the other hand, in the spirit of [8, 9], a quantitative SUCP was proved in [26]. More precisely, for the so-called Robin eigenfunctions on smooth domains, i.e., solutions to (1.1)-(1.2) with $A = I_d$ and $V = \lambda$, $\eta = a$ both being constants, we have (1.3) with $N = C(|a| + \sqrt{\lambda})$.

In the current paper, we generalize the results in [1] and [26] to operators with Lipschitz coefficients $A$ and Lipschitz potentials $V, \eta$. Our result also generalizes those
in \cite{23} (and to some extent, \cite{27}), most importantly, by removing geometric condition \cite{15} and proving a sharp vanishing order estimate.

Now we state our assumptions and main results. Consider the local problem
\begin{equation}
\begin{cases}
\text{div}(ADu) = Vu & \text{in } \Omega \cap B_2, \\
ADu \cdot n = \eta u & \text{on } \partial \Omega \cap B_2.
\end{cases}
\tag{1.6}
\end{equation}

We always assume $A = (a_{ij})$ to be elliptic and symmetric: for some $\lambda \in (0, 1]$,
\begin{equation}
\lambda I_d \leq A \leq \lambda^{-1} I_d, \quad a_{ij} = a_{ji}.
\tag{1.7}
\end{equation}

Furthermore, we assume the potentials satisfy
\begin{equation}
M := \|V\|_{W^{1,\infty}} < \infty \quad M_\eta := \|\eta\|_{W^{1,\infty}} < \infty.
\tag{1.8}
\end{equation}

**Assumption 1.1.** We assume that $a_{ij} \in W^{1,1}_{loc}(\Omega)$, and that for some $x_0 \in \partial \Omega$, there exists a positive function $\epsilon = \epsilon(r)$, such that for any $x \in \Omega$ with $|x - x_0| \leq 1$,
\begin{equation}
|Da_{ij}(x)| \leq \epsilon(|x - x_0|)/|x - x_0|, \quad I_\epsilon := \int_0^1 \epsilon(r)/r \, dr < \infty.
\tag{1.9}
\end{equation}

Furthermore, we assume the conormal vector
\begin{equation}
An \in \text{Lip}(\partial \Omega),
\tag{1.10}
\end{equation}

where $n$ is the outward unit normal to $\partial \Omega$.

Clearly, if $A$ is Lipschitz and $\partial \Omega \in C^{1,1}$, then Assumption 1.1 is satisfied for any $x_0 \in \partial \Omega$. Our first result is the sharp vanishing order estimate, “from the bulk”.

**Theorem 1.2.** Let $\Omega \in C^{1,1}$ and $0 \in \partial \Omega$. Suppose that \cite{17}, \cite{18}, and Assumption 1.1 (with $x_0 = 0$) hold. Then there exist constants $R_0, r_0 \in (0, 1)$ depending on $(d, \lambda, I_\epsilon, \|\partial \Omega\|_{C^{1,1}}, \|An\|_{C^{0,1}})$, such that the following assertions hold.

(A) For any nontrivial $W^{1,2}$-weak solution $u$ to (1.6) and any $r \leq R_0$,
\begin{equation}
\left( \int_{\Omega \cap B_r} |u|^2 \right)^{1/2} \geq C_r \sqrt{M + M_\eta + \log \|\eta\|_{L^2(\Omega \cap B_{r_0})}} \left( \int_{\Omega \cap B_{r_0}} |u|^2 \right)^{1/2},
\end{equation}

where $C$ depends on $\lambda, d, \|\partial \Omega\|_{C^{1,1}}, \|An\|_{C^{0,1}}$, and $I_\epsilon$.

(B) If we further assume that $\eta = -\eta_0 < 0$ is a constant, then
\begin{equation}
\left( \int_{\Omega \cap B_r} |u|^2 \right)^{1/2} \geq C_r \sqrt{M + \log \|\eta\|_{L^2(\Omega \cap B_{r_0})}} \left( \int_{\Omega \cap B_{r_0}} |u|^2 \right)^{1/2}.
\end{equation}

For (A), our result is sharp even when $\eta$ and $V$ are constants, cf., \cite{26}. The significance of the result in (B) is that the vanishing order is independent of $\eta_0$: When $\eta_0 \to -\infty$, this recovers the estimate for Dirichlet problems. Whether such independence still holds for non-constant, negative $\eta$, i.e.,
\begin{equation}
\eta = \eta(x) \leq \eta_0 < 0
\end{equation}

remains open. Our next result is the unique continuation from the boundary.

**Theorem 1.3.** Let $\Omega \in C^{1,1}$. Suppose that \cite{17}, \cite{18} hold and $a_{ij}$ is Lipschitz. Then any nontrivial $W^{1,2}$-weak solution $u$ to (1.6) cannot vanish at infinite order from the boundary. In other words, if for some $x_0 \in \partial \Omega \cap B_2$ and any $N > 0$,
\begin{equation}
u(x) = O(|x - x_0|^N), \quad \text{as } x(\in \partial \Omega) \to x_0,
\tag{1.11}
\end{equation}
then \( u \equiv 0 \).

**Corollary 1.4.** Under conditions of Theorem 1.3, any nontrivial \( W^{1,2} \)-weak solution \( u \) to (1.6) cannot vanish on a subset of \( \partial \Omega \cap B_2 \) with a positive surface measure.

**Remark 1.5.** While finishing this paper, the authors noticed a recent nice result in [5] by Burq and Zuily, regarding the quantitative unique continuation for conormal problems, i.e., (1.6) with \( \eta = 0 \). We address the Robin boundary value problem, which is the main difference between [5] and the current paper. Essentially, after the flattening, they take the even extension for \( u \) and proper extensions for \( a_{ij} \) to the lower half space. Then, the original boundary becomes an interior surface, and the propagation of smallness result [18] by Logunov and Malinnikova applies. However, such extension is not available in the Robin setting.

**Remark 1.6.** After the completion of the current paper, the authors learned from G. Alessandrini about the papers by Sincich [21, 22] in the context of inverse problems, where similar estimates were proved assuming the non-positivity of \( \eta \).

The key step in the current paper is to prove a sharp doubling inequality:

\[
\int_{\Omega \cap B_r}|u|^2 \leq \left( \frac{\|u\|_{L^2(\Omega \cap B_1)}}{\|u\|_{L^2(\Omega \cap B_{r_0})}} \right)^C e^{C(\sqrt{\eta} + M_0 + 1)} \int_{\Omega \cap B_2}|u|^2.
\]

See (3.2). For this, we prove the “almost monotonicity” of an Almgren-type frequency function. In a series of papers [10, 11], Garofalo and Lin pioneered the use of such frequency functions to study the SUCP of elliptic equations. Furthermore, we adopt an idea in [14]: the weight function \((r^2 - |x|^2)^\alpha\) is allowed in such computation (essentially, in the radial deformation). Optimizing \( \alpha \) will lead us to sharp estimates. Similar ideas were also employed in [23] and [3].

The rest of the paper is organized as follows. In Section 2, we work on the half space. More precisely, we introduce the weighted frequency function on the half space, and prove the “almost monotonicity” in Proposition 2.1 assuming the geometric condition (1.5). Then in Section 3.1 we construct a change of variable which reduces the problem to the half-space case. From these, the doubling inequality in Proposition 3.2 is derived in Section 3.2. Using the doubling inequality, we prove Theorem 1.2 (A) in Section 3.2 and Theorem 1.2 (B) in Section 4. Eventually, Theorem 1.3 and Corollary 1.4 are proved in Section 5.

2. Frequency function and monotonicity on half space

In this section, we work on the half space \( \mathbb{R}^d_+ = \{ (x', x_d) : x_d > 0 \} \). Let us denote

\[
B_2^+ = B_2(0) \cap \mathbb{R}^d_+, \quad \Gamma_2 = B_2(0) \cap \partial \mathbb{R}^d_+.
\]

We consider the problem

\[
\begin{cases}
\text{div}(ADu) = Vu \quad \text{in } B_2^+, \\
ADu \cdot n = \eta u \quad \text{on } \Gamma_2.
\end{cases}
\] (2.1)

Throughout this section, we assume (1.7)-(1.8), Assumption 1.1 with \( \Omega = \mathbb{R}^d_+ \) and \( x_0 = 0 \), and the matrix \( A \) has a special shape

\[
A = \begin{pmatrix}
\tilde{A} & 0 \\
0 & a_{dd}
\end{pmatrix} \quad \text{and} \quad A(0) = I_d.
\] (2.2)
One could simply check
\[ \langle A(x)x, n(x) \rangle = 0 \quad \forall x \in \Gamma_2. \]
As in [3, 10, 11], we define the conformal factor
\[ \mu(x) = \frac{\langle Ax, x \rangle}{|x|^2}. \tag{2.3} \]
For \( \alpha \geq 1 \) and \( r \in (0, 2) \), we define the weighted height, energy, and frequency functions as
\[ H(r) := \int_{B_r} |u(x)|^2 (r^2 - |x|^2)^{\alpha} \mu(x) \, dx, \]
\[ I(r) := 2(\alpha + 1) \int_{B_r} \langle A(x)Du(x), x \rangle u(x) (r^2 - |x|^2)^{\alpha} \, dx, \tag{2.4} \]
\[ N(r) := \frac{I(r)}{H(r)}. \]

Now we state the main results in this section: the almost monotonicity of \( N \).

**Proposition 2.1.** For any \( r \in (0, 1) \), we have
\[ N'(r) \geq -C \frac{\varepsilon(r)}{r} N(r) - C \frac{\varepsilon(r)}{r^2} (Mr + \alpha + M_2^2), \tag{2.5} \]
where \( \varepsilon(r) := \varepsilon(r) + r \) and \( C = C(d, \lambda) \).

From Proposition 2.1 we have the doubling property of \( H \).

**Lemma 2.2.** There exists a constant \( \delta_0 = \delta_0(d, \lambda, \lambda_0) \in (0, 1) \), such that the following assertion holds. For any \( \kappa > 1 \), \( R \in (0, 1) \) and \( r \in (0, R/\kappa) \), there exists a constant \( \delta \in (\delta_0, 1) \) depending on \( (d, \lambda, \lambda_0, \kappa, r, R) \), such that
\[ \log \left( \frac{H(\kappa r)}{H(r)} \right) \leq C \log \left( \frac{H(R)}{H(R/\kappa^\delta)} \right) + C(\alpha + 1)^{-1} (M + \alpha + \alpha^2 + M_2^2). \]
Here \( C = C(d, \lambda, \lambda_0, \kappa) \).

The rest of this section will be devoted to the proofs of Proposition 2.1 and Lemma 2.2.

To compute \( N' \), we need \( H' \) and \( I' \), which are related to the first and second variations of \( H \). The computation of \( H' \) is straightforward, which can be found in Section 2.2. The computation of \( I' \) is in Section 2.4, which is based on the weighted inequalities obtained in Section 2.3. Eventually, we prove Proposition 2.1 and Lemma 2.2 in Section 2.5.

### 2.1 Some preliminaries

Testing (1.6) by \( u(x)(r^2 - |x|^2)^{\alpha+1} \) and doing the integration by parts, we can rewrite \( I \) in an equivalent form
\[ I(r) = \int_{B_r} \langle ADu, Du \rangle (r^2 - |x|^2)^{\alpha+1} + \int_{B_r} V |u|^2 (r^2 - |x|^2)^{\alpha+1} \]
\[ - \int_{\Gamma_r} \eta |u|^2 (r^2 - |x|^2)^{\alpha+1} \]
\[ = I_1 + I_2 + I_3. \tag{2.6} \]

Clearly \( I_1 > 0 \), while \( I_2 \) and \( I_3 \) might be sign-changing. We define the majorants
\[ \tilde{I}_2 := \int_{B_r} |V||u|^2 (r^2 - |x|^2)^{\alpha+1}, \quad \tilde{I}_3 := \int_{\Gamma_r} |\eta||u|^2 (r^2 - |x|^2)^{\alpha+1}. \tag{2.7} \]
Next, we discuss some properties of \( \mu \) defined in (2.3). First of all, from (1.7) and the fact that \( A(0) = I_d \),
\[
\lambda \leq \mu \leq \lambda^{-1}, \quad \mu(0) = 1. \tag{2.8}
\]
From (1.9), we see
\[
|\mu(x) - \mu(0)| \leq C\epsilon(|x|). \tag{2.9}
\]
Furthermore, we have
\[
|D_\mu \mu| = \left| D_\mu \left( \frac{(a_{jk} - \delta_{jk})x_k x_j}{|x|^2} \right) \right|
= \left| \frac{D_\mu(a_{jk} - \delta_{jk})x_k x_j + (a_{jk} - \delta_{jk})D_\mu(x_k x_j) - 2(a_{jk} - \delta_{jk})x_k x_j}{|x|^2} \right|
\leq C(d) \frac{\epsilon(|x|)}{|x|}. \tag{2.10}
\]
The following vector field is used in our computation:
\[
\beta := (\beta_1(x), \cdots, \beta_d(x))^T = Ax/\mu.
\]

**Lemma 2.3.** For \( \beta \) defined above, the following hold
\[
\beta(x) \cdot x = |x|^2, \tag{2.11}
\]
\[
|x| \leq |\beta(x)| \leq \lambda^{-2}|x|, \tag{2.12}
\]
\[
|D_\mu \beta_k - \delta_{ik}| \leq C(d, \lambda) \epsilon(|x|). \tag{2.13}
\]

**Proof.** By the definitions of \( \beta \) and \( \mu \),
\[
\beta \cdot x = \frac{Ax}{\mu} \cdot x = \frac{Ax \cdot x}{(Ax \cdot x)/|x|^2} = |x|^2,
\]
which is (2.11). From this, the lower bound in (2.12) follows simply by the Cauchy inequality. For the upper bound in (1.7), from (1.7), we have
\[
|\beta| = \frac{|Ax|}{(Ax \cdot x)/|x|^2} \leq \frac{\lambda^{-1}|x|}{\lambda} = \lambda^{-2}|x|.
\]
The computation for derivatives in (2.13) requires some more work:
\[
D_\mu \beta_k = D_\mu \left( \frac{a_{kl}x_l}{\mu} \right) = \left( \frac{D_\mu a_{kl}x_l}{\mu} + \frac{a_{kl} \delta_{il} \mu}{\mu^2} - \frac{a_{kl} x_l D_\mu \mu}{\mu^2} \right)
= \left( \frac{D_\mu a_{kl}x_l}{\mu} + \frac{(a_{kl} - \delta_{kl}) \delta_{il} \mu}{\mu(0)} + \frac{\delta_{il} \delta_{kl} \mu}{\mu(0)} \right) - \frac{a_{kl} x_l D_\mu \mu}{\mu^2}. \tag{2.14}
\]
From this, we obtain (2.13) by noting \( \mu(0) = 1, (1.9), (2.8), (2.9), (2.10) \), and (2.14).

2.2. **First variation of** \( H \). Recall the definitions of \( H, I \) in (2.4). In this section, we compute \( H' \).

**Lemma 2.4.** Suppose that \( u \in W^{1,2}(B_1^2) \) solves (2.1). Then for any \( r \in (0, 2) \),
\[
H'(r) = \frac{2\alpha + d + O(1) \epsilon(r)}{r} H(r) + \frac{I(r)}{(\alpha + 1) r}.
\]
Here and throughout the section, \( O(1) \) represents a function which is bounded as \( r \to 0 \).
Proof. Recall the definition of $H$ in (2.4),
\[
H' = 2\alpha \int_{B'_r} ru^2(r^2 - |x|^2)^{a-1} \mu = 2\alpha \int_{B'_r} \left( \frac{r^2 - |x|^2}{r} + \frac{|x|^2}{r} \right) u^2(r^2 - |x|^2)^{a-1} \langle Ax, x \rangle
\]
\[
= 2\alpha \int_{B'_r} \langle Ax, x \rangle u^2(r^2 - |x|^2)^{a-1} = 2\alpha \frac{r}{r} H(r) - 2\alpha \int_{B'_r} Axu^2 \frac{D(r^2 - |x|^2)^{a}}{2\alpha}
\]
\[
= \frac{2\alpha}{r} H(r) - \frac{1}{r} \int_{B'_r} Axu^2 D(r^2 - |x|^2)^{a}.
\]
For the second term, we do integration by parts. Noting that
\[
\partial B^+_r = \Gamma_r \cup \partial B_r \cap \mathbb{R}^d
\]
and
\[
Ax \cdot n = 0 \text{ on } \Gamma_r, \quad (r^2 - |x|^2)^{a} = 0 \text{ on } \partial B_r,
\]
we have
\[
-\frac{1}{r} \int_{B'_r} Axu^2 D(r^2 - |x|^2)^{a} = \frac{1}{r} \int_{\partial B'_r} u^2(Ax \cdot n)(r^2 - |x|^2)^a + \frac{1}{r} \int_{B'_r} \text{div}(u^2 Ax)(r^2 - |x|^2)^a
\]
\[
= \frac{1}{r} \int_{B'_r} 2u(ADu, x)(r^2 - |x|^2)^a + \frac{1}{r} \int_{B'_r} u^2 \text{div}(Ax)(r^2 - |x|^2)^a
\]
\[
= \frac{I(r)}{(a + 1)r} + \frac{1}{r} \int_{B'_r} u^2 \partial_i(a_i|x|)(r^2 - |x|^2)^a
\]
\[
= \frac{I(r)}{(a + 1)r} + \frac{1}{r} \int_{B'_r} u^2 \left( \text{tr}(I_0) + \text{tr}(A - I_0) + x_i \partial_i a_i \right)(r^2 - |x|^2)^a
\]
\[
= \frac{I(r)}{(a + 1)r} + \frac{d}{r} H(r)
\]
\[
+ \frac{1}{r} \int_{B'_r} u^2 (d(\mu(0) - \mu) + \text{tr}(A - I_0) + x_i \partial_i a_i)(r^2 - |x|^2)^a.
\]
By (1.9), (2.8), and (2.9), we get
\[
|d(\mu(0) - \mu) + \text{tr}(A - I_0) + x_i \partial_i a_i| \leq C(d, \lambda) \varepsilon(r) \mu.
\]
Combining all above yields the desired conclusion. 

2.3. Some weighted inequalities. In this section, we prove some weighted inequalities which are needed in the computation of $I'$. Throughout section 2.3, we do not use the equation – the inequalities hold for any Sobolev functions $u$.

Recall the definition of $I_1$ in (2.6).

Lemma 2.5. For any $u \in W^{1,2}(B^+_r)$ and $\alpha \geq 1$,
\[
\alpha^2 \int_{B'_r} u^2(r^2 - |x|^2)^{a-1}|x|^2 \leq C(\alpha H(r) + I_1(r)),
\]
where $C = C(d, \lambda)$. 
Furthermore, in (2.18), we applied Young’s inequality. Hence, (2.17) is proved. Now, (by density)

\[
\alpha \int_{B_r^+} u(x \cdot \nabla u)(r^2 - |x|^2)^{\alpha} \leq \frac{d}{2} \int_{B_r^+} u^2(r^2 - |x|^2)^{\alpha} + \frac{1}{2} \int_{B_r^+} |\nabla u|^2(r^2 - |x|^2)^{\alpha + 1} + \frac{\lambda^{-1}}{2} I_1,
\]

(2.15)

where in (2.15) we applied Young’s inequality. Absorbing the first term in (2.16) and noting (2.8), the lemma is proved.

In order to bound the boundary terms on \( \Gamma_r \), we need the following interpolation-type trace inequality.

**Lemma 2.6.** For any \( \alpha \geq 1, \delta > 0 \), and \( u \in W^{1,2}(B_r^+) \) with \( r \leq 1 \), we have

\[
\int_{\Gamma_r} |u|^2(r^2 - |x|^2)^{\alpha + 1} \leq C(\delta I_1 + \delta \alpha H + \delta^{-1} r^2 H),
\]

where \( C = C(d, \alpha) \).

**Proof.** We first prove that for any \( v \in C^\infty(\overline{\mathbb{R}_+^d}) \),

\[
||v(\cdot,0)||_{L^2(\mathbb{R}_+^{d-1})}^2 \leq \delta ||Dv||_{L^2(\mathbb{R}_+^d)}^2 + \frac{1}{\delta} ||v||_{L^2(\mathbb{R}_+^d)}^2.
\]

(2.17)

Indeed, we see

\[
||v(\cdot,0)||_{L^2(\mathbb{R}_+^{d-1})}^2 = \int_{\mathbb{R}_+^{d-1}} |v(x',0)|^2 dx' = \int_{\mathbb{R}_+^{d-1}} \int_0^\infty \frac{\partial v(x',x_d)}{\partial x_d} dx_d dx'
\]

\[
= 2 \int_{\mathbb{R}_+^{d-1}} \int_0^\infty \frac{\partial v(x',x_d)}{\partial x_d} v(x',x_d) dx_d dx'
\]

\[
\leq \delta ||Dv||_{L^2(\mathbb{R}_+^d)}^2 + \frac{1}{\delta} ||v||_{L^2(\mathbb{R}_+^d)}^2.
\]

(2.18)

Here in (2.18), we applied Young’s inequality. Hence, (2.17) is proved. Now, (by density argument), we apply (2.17) with

\[ v = u(r^2 - |x|^2)^{\alpha}/21_{B_r^+} \in W^{1,2}(\mathbb{R}_+^d), \]

which yields

\[
\int_{\Gamma_r} |u|^2(r^2 - |x|^2)^{\alpha + 1} \leq \delta \left( \int_{B_r^+} |Du|^2(r^2 - |x|^2)^{\alpha + 1} + (\alpha + 1)^2 \int_{B_r^+} |x|^2 u^2(r^2 - |x|^2)^{\alpha - 1} \right)
\]

\[
+ \frac{1}{\delta} \int_{B_r^+} u^2(r^2 - |x|^2)^{\alpha + 1} \leq \frac{\delta I_1}{\lambda} + C \delta \frac{(\alpha + 1)^2}{\alpha^2} (\alpha H + I_1) + \frac{r^2}{\lambda \delta} H,
\]

\[ (\alpha + 1)^2 \int_{B_r^+} |x|^2 u^2(r^2 - |x|^2)^{\alpha - 1} \]
Lemma 2.7. For any \( u \in W^{1,2}(B_e^r) \) with \( r \leq 1 \) and \( \alpha \geq 1 \),
\[
\widetilde{I}_2 \leq M\lambda^{-1}r^2 H,
\]
(2.19)
\[
\widetilde{I}_3 + \int_{B_e^r} u^2|\beta \cdot D_T \eta|(r^2 - |x|^2)^{\alpha+1} \leq \frac{r}{2} I_1 + \frac{a r}{2} H + CM_2^3 r H,
\]
(2.20)
where \( D_T = (D_x, 0) \) is the tangential gradient, and \( C = C(d, \lambda) \) is a constant.

Proof. The estimate (2.19) follows directly from the definition of \( \widetilde{I}_2 \), (1.8), and (2.8). As for (2.20), we first derive from (1.8) and (2.12) that
\[
|\eta| \leq M_1 \quad \text{and} \quad |\beta \cdot D_T \eta| \leq |\beta||D\eta| \leq \lambda^{-2} r M_1.
\]
Combining this and the fact that \( r \leq 1 \), we have
\[
\widetilde{I}_3 + \int_{B_e^r} |u|^2|\beta \cdot D_T \eta|(r^2 - |x|^2)^{\alpha+1} \leq M_1(1 + \lambda^{-2}) \int_{B_e^r} |u|^2(r^2 - |x|^2)^{\alpha+1},
\]
from which (2.20) can be obtained by applying Lemma 2.6 with
\[
\delta = C^{-1}(1 + \lambda^{-2})^{-1} M_1^2 / 2.
\]

Lemma 2.8. For any \( \alpha \geq 1 \) and \( u \in W^{1,2}(B_e^r) \) with \( r \leq 1 \),
\[
I_1(r) \leq 2 I(r) + C(M r^2 + a r + M_1^2 r) H(r),
\]
where \( C = C(d, \lambda) \).

Proof. By direct computation, Lemma 2.7 and \( r \leq 1 \), we have
\[
I_1 = I - I_2 - I_3 \leq I + \widetilde{I}_2 + \widetilde{I}_3 \leq I + M \lambda^{-1} r^2 H + \frac{1}{2} I_1 + Cr(\alpha + M_1^2) H.
\]
From this, the lemma can be proved by absorbing \( I_1/2 \) on the right-hand side.

2.4. Computing the second variation. The key step in proving Proposition 2.1 is the following lower bound of \( I' \), which combined with Lemma 2.4 gives the second variation of \( H \).

Lemma 2.9. Suppose that \( u \in W^{1,2}(B_e^r) \) solves (2.1). Then for any \( r \in (0, 1] \), we have
\[
I' \geq \frac{d + 2 a}{r} I - C \frac{\tilde{e}(r)}{r} I - C \frac{\tilde{e}(r)}{r} (M r + \alpha + M_1^2) H + \frac{4(\alpha + 1)}{r} \int_{B_e^r} (\beta \cdot Du)(ADu \cdot x)(r^2 - |x|^2)^{\alpha} dx.
\]
Here, \( C = C(d, \lambda) \).

Proof. Recall
\[
I(r) = \int_{B_e^r} (ADu, Du) (r^2 - |x|^2)^{\alpha+1} + \int_{B_e^r} V|u|^2(r^2 - |x|^2)^{\alpha+1} - \int_{B_e^r} \eta|u|^2(r^2 - |x|^2)^{\alpha+1} = I_1 + I_2 + I_3.
\]
From direct computation, we have

\[ I_2 = 2(\alpha + 1)r \int_{B_r^*} V |u|^2 (r^2 - |x|^2) dx \]  \hspace{1cm} (2.21)

and

\[ I_3 = -2(\alpha + 1) \int_{\Gamma_r} \eta |u|^2 (r^2 - |x|^2) dx. \]  \hspace{1cm} (2.22)

The rest of this section is devoted to the computation of \( I_1 \). To begin with,

\[ I_1 = 2(\alpha + 1) \int_{B_r^*} \langle ADu, Du \rangle \frac{r^2 - |x|^2}{r} (r^2 - |x|^2) dx \]

\[ = \frac{2(\alpha + 1)}{r} \int_{B_r^*} \langle ADu, Du \rangle (r^2 - |x|^2)^{\alpha + 1} dx \]

\[ + \frac{2(\alpha + 1)}{r} \int_{B_r^*} \langle ADu, Du \rangle (Ax \cdot x) \frac{|x|^2}{Ax \cdot x} (r^2 - |x|^2) dx \]

\[ = \frac{2(\alpha + 1)}{r} I_1 - \frac{1}{r} \int_{\partial B_r^*} \langle ADu, Du \rangle (Ax, D((r^2 - |x|^2)^{\alpha + 1})) \frac{1}{\mu} dx. \]  \hspace{1cm} (2.23)

By divergence theorem, we have

\[ I_1 = \frac{2(\alpha + 1)}{r} I_1 - \frac{1}{r} \int_{\partial B_r^*} \langle ADu, Du \rangle (Ax \cdot n)(r^2 - |x|^2)^{\alpha + 1} \frac{1}{\mu} dx \]

\[ + \frac{1}{r} \int_{B_r^*} \text{div} \left( \langle ADu, Du \rangle \frac{1}{\mu} Ax \right) (r^2 - |x|^2)^{\alpha + 1} dx \]

\[ = \frac{2(\alpha + 1)}{r} I_1 + \frac{1}{r} \int_{B_r^*} \text{div} \left( \langle ADu, Du \rangle \frac{1}{\mu} Ax \right) (r^2 - |x|^2)^{\alpha + 1} dx. \]  \hspace{1cm} (2.23)

Here in (2.23) we used the fact that \( Ax \cdot n = 0 \) on \( \Gamma_r \). Next, we apply the following generalized Rellich’s identity from [20]

\[ \text{div}(\langle ADu, Du \rangle \beta) = 2\text{div}(\langle \beta, Du \rangle ADu) + \text{div}(\beta)(ADu, Du) - 2(D_0 \beta)|D_0 Du| - \beta(D_0 a_j D_j Du) \]  \hspace{1cm} (2.24)

with the vector field

\[ \beta := (\beta_1(x), \ldots, \beta_d(x))^T = Ax/\mu. \]

By (1.9) and (2.12), we get

\[ |\beta(a_j D_j u)| \leq C(d, \lambda) \epsilon(r)|Du|^2 \leq C(d, \lambda) \epsilon(r)|ADu, Du|. \]  \hspace{1cm} (2.25)

From (2.13), we have

\[ \text{div} \beta = d + \epsilon(r)O(1). \]  \hspace{1cm} (2.26)

Substituting (2.13), (2.25), and (2.26) back to (2.24), we have

\[ \text{div}(\langle ADu, Du \rangle \beta) = 2\text{div}(\langle \beta, Du \rangle ADu) + (d - 2 + \epsilon(r)O(1))|ADu, Du| \]

\[ - 2(\beta, Du) Vu, \]
where we used the equation $\text{div}(ADu) = Vu$. Hence,

$$\frac{1}{r} \int_{B_r^+} \text{div}(\langle ADu, Du \rangle \beta)(r^2 - |x|^2)^{s+1} dx = \frac{2}{r} \int_{B_r^+} \text{div}(\langle \beta, Du \rangle ADu)(r^2 - |x|^2)^{s+1} dx$$

$$+ \left( \frac{d - 2 + \varepsilon(r)O(1)}{r} \right) \int_{B_r^+} \langle ADu, Du \rangle (r^2 - |x|^2)^{s+1} dx$$

$$- \frac{2}{r} \int_{B_r^+} \langle \beta \cdot Du \rangle Vu(r^2 - |x|^2)^{s+1} dx =: I_{11} + I_{12} + I_{13}. \quad (2.27)$$

For $I_{11}$, we see the boundary condition $ADu \cdot n = \eta u$ on $\Gamma_r$ and

$$\beta \cdot Du = \frac{Ax \cdot Du}{\mu} = \frac{\langle A^T Du, x \rangle}{\mu} = \frac{\langle ADu, x \rangle}{\mu}$$

in (2.28). Notice that

$$\beta \cdot n = (Ax \cdot n)/\mu = 0 \quad \text{on } \Gamma_r,$$

then we have

$$\beta \cdot D(u^2) = \beta \cdot D_\Gamma(u^2) = \sum_{i=1}^{d-1} \beta_i D_i(u^2).$$

Thus, we apply the divergence theorem and get

$$I_{11} = \frac{2}{r} \int_{\Gamma_r} \langle \beta, Du \rangle (ADu \cdot n)(r^2 - |x|^2)^{s+1} dx' = \frac{2}{r} \int_{B_r^+} \langle \beta, Du \rangle (ADu, D((r^2 - |x|^2)^{s+1})) dx$$

$$= \frac{2}{r} \int_{\Gamma_r} \langle \beta \cdot Du \rangle \eta u(r^2 - |x|^2)^{s+1} dx' + \frac{4(\alpha + 1)}{r} \int_{B_r^+} \langle \beta \cdot Du \rangle (ADu \cdot x)(r^2 - |x|^2)^{s} dx$$

$$= \frac{1}{r} \int_{\Gamma_r} \langle \beta \cdot D(u^2) \rangle \eta(r^2 - |x|^2)^{s+1} dx' + \frac{4(\alpha + 1)}{r} \int_{B_r^+} (ADu \cdot x)^2 \mu^{-1}(r^2 - |x|^2)^{s} dx. \quad (2.28)$$

Recall that $D_\Gamma$ is the tangential gradient operator. Now we integrate by part on $\Gamma_r$ and obtain

$$\frac{1}{r} \int_{\Gamma_r} \langle \beta \cdot D(u^2) \rangle \eta(r^2 - |x|^2)^{s+1} dx' = -\frac{1}{r} \int_{\Gamma_r} u^2 \sum_{i=1}^{d-1} D_i(\eta(r^2 - |x|^2)^{s+1} \beta_i)$$

$$= -\frac{1}{r} \int_{\Gamma_r} u^2 (\beta \cdot D_\Gamma \eta)(r^2 - |x|^2)^{s+1} + \frac{2(\alpha + 1)}{r} \int_{\Gamma_r} u^2 \eta(r^2 - |x|^2)^{s} (\beta \cdot x)$$

$$- \frac{1}{r} \int_{\Gamma_r} u^2 (r^2 - |x|^2)^{s+1} \sum_{i=1}^{d-1} D_i \beta_i = I_{111} + I_{112} + I_{113}. \quad (2.29)$$

We compute term by term. From Lemma (2.7)

$$|I_{111}| \leq C \left( I_1 + aH + M^2 \eta H \right) \quad (2.30)$$

Next, noting (2.11), we have

$$I_{112} = \frac{2(\alpha + 1)}{r} \int_{\Gamma_r} u^2 \eta(r^2 - |x|^2)^{s} (|x|^2 - r^2 + r^2)$$

$$= \frac{2(\alpha + 1)}{r} I_5 + 2(\alpha + 1)r \int_{\Gamma_r} u^2 \eta(r^2 - |x|^2)^{s}. \quad (2.31)$$
Last, by (2.13),
\[ I_{113} = \frac{d - 1}{r} I_3 + \frac{\varepsilon(r)O(1)}{r} \tilde{I}_3. \] (2.32)
Substituting (2.30)-(2.32) back to (2.29), and then (2.28), from (2.28) we have
\[ I_1 \geq -C(I_1 + aH + M_r^2H) + \frac{d + 2\alpha + 1}{r} I_3 - C\frac{\varepsilon(r)}{r} \tilde{I}_3 \]
\[ + 2(\alpha + 1) r \int_{\Gamma_r} u^2 \eta(r^2 - |x|^2)^\alpha + \frac{4(\alpha + 1)}{r} \int_{B^2_r} (ADu \cdot x)^2 \mu^{-1}(r^2 - |x|^2)^\alpha \, dx \] (2.33)

For \( I_{12} \) in (2.27), by the definition of \( I_1 \) in (2.6), we obtain
\[ I_{12} = \frac{d - 2 + \varepsilon(r)O(1)}{r} I_2. \] (2.34)

For \( I_{13} \) in (2.27), we do integration by parts again.
\[ I_{13} = -\frac{1}{r} \int_{B^2_r} \langle \beta, \nabla (u^2) \rangle V(r^2 - |x|^2)^{\alpha + 1} \, dx \]
\[ = -\frac{1}{r} \int_{B^2_r} \langle \beta \cdot n \rangle Vu^2(r^2 - |x|^2)^{\alpha + 1} \, dx + \frac{1}{r} \int_{B^2_r} \text{div}(V(r^2 - |x|^2)^{\alpha + 1} \beta)u^2 \, dx \]
\[ = \frac{1}{r} \int_{B^2_r} (\beta \cdot \nabla)Vu^2(r^2 - |x|^2)^{\alpha + 1} \, dx + \frac{1}{r} \int_{B^2_r} \langle \beta, D((r^2 - |x|^2)^{\alpha + 1}) \rangle Vu^2 \, dx \]
\[ + \frac{1}{r} \int_{B^2_r} (\beta \cdot D\nabla)u^2(r^2 - |x|^2)^{\alpha + 1} \, dx \] (2.35)
\[ = I_{131} + I_{132} + I_{133}, \] (2.36)
where in (2.35), we used the fact
\[ \beta \cdot n = (Ax \cdot n)/|x|^2 = 0 \text{ on } \Gamma_r. \]

By (2.26), we get
\[ I_{131} = \frac{1}{r} \int_{B^2_r} (d + \varepsilon(r)O(1)) Vu^2(r^2 - |x|^2)^{\alpha + 1} \, dx = \frac{d}{r} I_2 + \frac{\varepsilon(r)O(1)}{r} \tilde{I}_2. \] (2.37)

Noting (2.11), we have
\[ I_{132} = -\frac{2(\alpha + 1)}{r} \int_{B^2_r} |x|^2(r^2 - |x|^2)^\alpha Vu^2 \, dx = \frac{2(\alpha + 1)}{r} \int_{B^2_r} (r^2 + r^2 - |x|^2)(r^2 - |x|^2)^\alpha Vu^2 \, dx \]
\[ = -2(\alpha + 1) r \int_{B^2_r} Vu^2(r^2 - |x|^2)^\alpha \, dx + \frac{2(\alpha + 1)}{r} I_2. \]
For \( I_{133} \), noting (1.8) and (2.12), we have
\[ |I_{133}| \leq \frac{1}{r} \int_{B^2_r} |\tilde{\beta}||D\nabla|u^2(r^2 - |x|^2)^{\alpha + 1} \, dx \leq \lambda^{-2} r^2 MH. \] (2.38)

Substituting (2.37) - (2.38) back to (2.36), we have
\[ I_{13} \geq \frac{d + 2\alpha + 2}{r} I_2 - C\frac{\varepsilon(r)}{r} \tilde{I}_2 - Cr^2 MH - 2(\alpha + 1) r \int_{B^2_r} Vu^2(r^2 - |x|^2)^\alpha \, dx. \] (2.39)
Hence, combining (2.33), (2.34), and (2.39) yields

\[ I_1' = \frac{2(\alpha + 1)}{r}I_1 + I_{11} + I_12 + I_13 \]

\[ \geq \frac{d + 2\alpha}{r}I - C\frac{\bar{\varepsilon}(r)}{r}(I_1 + \bar{T}_2 + \bar{T}_3) + \frac{2}{r}I_2 + \frac{1}{r}I_3 - C(I_1 + aH + M_\alpha^2H) - C^2MH \]

\[ + \frac{4(\alpha + 1)}{r} \int_{B_1} (ADu \cdot x)^2\mu^{-1}(r^2 - |x|^2)^a \, dx \]

\[ - 2(\alpha + 1)r \int_{\partial B_1} Vu^2(r^2 - |x|^2)^a \, dx + 2(\alpha + 1) \int_{\Gamma_r} \bar{\eta}(r^2 - |x|^2)^a \, dx. \]

By Lemma 2.7 we obtain

\[ \frac{2}{r}I_2 + \frac{1}{r}I_3 \geq - \frac{2}{r}I_2 - \frac{1}{r}I_3 \geq -CMrH - \frac{1}{2}I_1 - \frac{\alpha}{2}H - CM^2_\alpha H. \]

Combining (2.21), (2.22), (2.40), and (2.41), we have

\[ I' \geq \frac{d + 2\alpha}{r}I - C\frac{\bar{\varepsilon}(r)}{r}(I_1 + \bar{T}_2 + \bar{T}_3) - C\bar{\varepsilon}(r)(\alpha + \alpha + M_\alpha^2)H \]

\[ + \frac{4(\alpha + 1)}{r} \int_{B_1} (ADu \cdot x)^2\mu^{-1}(r^2 - |x|^2)^a \, dx \]

Applying Lemmas 2.7 and 2.8 we obtain

\[ I' \geq \frac{d + 2\alpha}{r}I - C\bar{\varepsilon}(r)I - C\bar{\varepsilon}(r)(Mr + \alpha + M_\alpha^2)H + \frac{4(\alpha + 1)}{r} \int_{B_1} (ADu \cdot x)^2\mu^{-1}(r^2 - |x|^2)^a \, dx. \]

Here,

\[ \bar{\varepsilon}(r) = r + \varepsilon(r). \]

2.5. Proof of Proposition 2.1 and Lemma 2.2 Now we are ready to give the proof of Proposition 2.1

Proof of Proposition 2.1 Combining Lemmas 2.4 and Lemma 2.9 we have

\[ N'H^2 = I'H - IH' \]

\[ \geq H\left(\frac{d + 2\alpha}{r}I - C\frac{\bar{\varepsilon}(r)}{r}I - C\bar{\varepsilon}(r)(Mr + \alpha + M_\alpha^2)H \right) \]

\[ + \frac{4(\alpha + 1)}{r} \int_{B_1} (ADu \cdot x)^2\mu^{-1}(r^2 - |x|^2)^a \, dx - I\left(\frac{2\alpha + d + C\bar{\varepsilon}(r)}{r}H(r) + \frac{I(r)}{(\alpha + 1)r} \right) \]

\[ \geq -C\frac{\bar{\varepsilon}(r)}{r}H - \frac{I^2}{(\alpha + 1)r} + \frac{4(\alpha + 1)}{r} \left( \int_{B_1} (ADu \cdot x)^2\mu^{-1}(r^2 - |x|^2)^a \, dx \right)H \]

\[ - C\frac{\bar{\varepsilon}(r)}{r}(Mr + \alpha + M_\alpha^2)H^2. \]
From (2.4) and the Cauchy-Schwarz inequality,
\[
\frac{I^2(r)}{(\alpha + 1)r} = \frac{1}{r(\alpha + 1)} \left(2(\alpha + 1) \int_{B^c_r} |ADu(x)| \mu \rho(u^2 - |x|^2) \right) \leq \frac{4(\alpha + 1)}{r} \left( \int_{B^c_r} |ADu(x)|^2 \mu \rho(u^2 - |x|^2) \right) \left( \int_{B^c_r} u^2(\mu - |x|^2) \mu \right)
\]
\[
= \frac{4(\alpha + 1)}{r} \left( \int_{B^c_r} |ADu(x)|^2 \mu \rho(u^2 - |x|^2) \right) H.
\]
Hence,
\[
N' \geq -C_r \varepsilon(r) N - C_r \varepsilon(t)(Mr + \alpha + M^2_\eta).
\]
The proposition is proved. ■

Proof of Lemma 2.2 We multiply both sides of (2.5) by
\[
e^{Cl(r)} \quad \text{with} \quad I_c(r) := \int_0^\infty \varepsilon(t) \frac{dt}{t},
\]
Clearly, \(I_c(r)\) is increasing in \(r\). From (1.9), \(I_c(1) \leq C\). From these, for any \(r \in (0, 1)\),
\[
(N(r)e^{Cl(r)})' \geq -e^{Cl(r)} C_r \varepsilon(r)(Mr + \alpha + M^2_\eta)
\]
\[
\geq -C_r \varepsilon(r)(M + \alpha + M^2_\eta).
\]
Hence,
\[
\frac{d}{dr}(N(r)e^{Cl(r)} + Cl_c(r)(M + \alpha + M^2_\eta)) \geq 0. \tag{2.42}
\]
Furthermore, from Lemma 2.4 and \(N = I/H\), we have
\[
N(r) = (\alpha + 1)r \frac{d}{dr} \log(H(r)) - (\alpha + 1)(2\alpha + d) + O(1)(\alpha + 1)\varepsilon(r). \tag{2.43}
\]
Combining (2.42)–(2.43) and noting (1.9), we have for any \(\tau < \rho\),
\[
(\alpha + 1) \left( r e^{Cl(\rho)} \frac{d}{dr} \log(H(r)) \right) \bigg|_{r = \tau} - \tilde{C}(\alpha + 1)(2\alpha + d) - \bigg(\tilde{C}(\alpha + 1)\varepsilon(\tau)
\]
\[
\leq N(\tau)e^{Cl(\tau)} + Cl_c(\tau)(M + \alpha + M^2_\eta)
\]
\[
\leq N(\rho)e^{Cl(\rho)} + Cl_c(\rho)(M + \alpha + M^2_\eta) \tag{2.44}
\]
Here \(C\) is the constant coming from (2.42) and \(\tilde{C} = \tilde{C}(d, \lambda, I_c) > 0\). Now we construct the new variable
\[
s(r) = - \int_r^1 r^{\varepsilon Cl(\rho)} \frac{dt}{dt}.
\]
Due to the boundedness, positivity, and monotonicity of \(I_c(r)\), we have
\[
\frac{ds}{d \log(r)} = \frac{ds}{dr} = e^{-Cl(\rho)} \in [e^{-Cl(1)}, 1] \quad \text{and is decreasing in } r.
\]
Furthermore, \( \varepsilon(r) ds \approx \varepsilon(r) r^{-1} dr \) is integrable according to (1.9). From these we can integrate both sides of (2.44) against the new variable \( s \) to obtain: for any \( r, R \in (0, 1) \) and \( \kappa > 1 \) satisfying

\[
0 < r < r/k < R < 1,
\]

there exists some constant \( \delta \in (e^{-C_{\Omega}(1)}, 1) \), depending on \( (d, \lambda, I_\varepsilon, \kappa, r, R) \), such that

\[
(a + 1) \log \left( \frac{H'(r)}{H(r)} \right) \leq C(a + 1) \log \left( \frac{H(R)}{H(R/k)} \right) + C(M + a + a^2 + M_\kappa^2).
\]

The lemma is proved. \( \blacksquare \)

3. Proof of Theorem 1.2(A)

In this section, we will construct a change of variable which takes the original problem on the curved domain to the one on the half space. Hence, Lemma 2.2 will lead to the doubling property of the original problem, which further proves Theorem 1.2(A).

3.1. Flattening the boundary. In this section, we construct a change of variable to transform (1.6) on \( \Omega \cap B_2 \) to (2.1) on \( \mathbb{R}^d \cap B_1 \), for some \( R_0 > 0 \), with coefficients satisfying (2.2). Our construction is adapted from [1].

Since \( \partial \Omega \subset C^{1,1} \), we know that there exists a global \( C^{1,1} \) distance function \( d(x) \). However, in application it is more convenient to work with distance with higher derivatives in the interior, which is the so-called “regularized distance”.

**Lemma 3.1.** There exists a distance function \( \rho \in C^{1,1}(\overline{\Omega}) \) such that

(a) \( cd(x) \leq \rho(x) \leq C d(x) \).

(b) \( |D\rho| \geq C_0 \) on \( \partial \Omega \).

(c) \( |D^{k+2}\rho|^k \in L^\infty(\Omega) \), for any \( k > 1 \).

Such \( \rho \) can be constructed by simply mollifying \( d(x) \) and thus we omit the proof. Now we construct our change of variable. Without loss of generality, suppose locally \( D_{z_d}\rho \neq 0 \).

**Step (i): Flattening the boundary.** We set

\[
\begin{align*}
z' &= x', \\
z_d &= \rho(x),
\end{align*}
\]

which locally takes \( \Omega \) to \( \{|z_d| > 0\} \). Clearly, such transformation is two-way \( C^\infty(\Omega) \cap C^{1,1}(\overline{\Omega}) \), with norms depending only on \( \Omega \). Direct computation shows

\[
\det \left( \frac{\partial z}{\partial x} \right) = \det \left( \begin{pmatrix} I_{d-1} & 0 \\ D_{z_d}\rho & D_{z_d}\rho \end{pmatrix} \right) = D_{z_d}\rho
\]

and

\[
d\sigma_z = \frac{|D_{z_d}\rho|}{D_{z_d}\rho \cdot e_d} d\sigma_z = \frac{|D_{z_d}\rho|}{D_{z_d}\rho} d\sigma_z \quad \text{on} \quad \partial \Omega = \{\rho = 0\} = \{z_d = 0\}.
\]

In z-coordinates, the problem becomes

\[
\begin{align*}
&\left( \begin{pmatrix} A_{z_d} & 0 \\ 0 & 0 \end{pmatrix} D_z u \right) = \frac{1}{D_{z_d}\rho} V u \quad \text{in} \quad B^*_1(0), \\
&\left( \begin{pmatrix} 0 & 0 \\ n_{A_{z_d}} & n_{D_z} \end{pmatrix} u \right) \cdot (-e_d) = \frac{|D_{z_d}\rho|}{D_{z_d}\rho} \eta u \quad \text{on} \quad B_1(0) \cap \{z_d = 0\}.
\end{align*}
\]
Thus, we can define \( \tau \) where by ellipticity

\[
\tau \quad \text{on } \{ z_d = 0 \} = \{ y_d = 0 \}
\]

\( \text{Step (ii): Mapping the conormal vector field to normal directions. More precisely, we aim to construct new coordinates } y = (y', y_d), \text{ such that we have the push-forward}
\]

\[
\left( \frac{\partial z}{\partial y} \right)^T \left( \frac{D_{y'} \rho}{|D_{y'} \rho|} \right) = n_{A_{(0)}} \frac{\partial}{\partial z} \text{ on } \{ z_d = 0 \} = \{ y_d = 0 \}.
\]

We will achieve this in two steps. First, we construct \( w = (w', w_d) \) with

\[
\left( \frac{\partial z}{\partial w} \right)^T \left( \frac{\partial}{\partial w_d} \right) = \frac{1}{\mu_d} n_{A_{(0)}} \frac{\partial}{\partial z} \text{ on } \{ z_d = 0 \} = \{ y_d = 0 \},
\]

where by ellipticity

\[
\mu_d := \left( n_{A_{(0)}}, -e_d \right) = \left( \frac{\partial z}{\partial x}, A(\frac{\partial z}{\partial x})^T (-e_d), (e_d) \right) \geq C\Lambda.
\]

Thus, we can define \( \tau = \tau(z', 0) \in \mathbb{R}^{(d-1)\times 1} \) on \( \{ z_d = 0 \} \) to be the first \((d - 1)\) components of \( \frac{n_{A_{(0)}}}{\mu_d}, \text{i.e.,} \)

\[
\left( \frac{\tau(z', 0)}{1} \right) = \left. \frac{n_{A_{(0)}}}{\mu_d} \right|_{z_d = 0}.
\]

From our construction,

\[
\left( \frac{\partial z}{\partial x} \right)^T e_d = D\rho.
\]

Noting in \( x \)-coordinates the unit outward normal \( n = -D\rho/|D\rho| \) and \( (1.10) \), we have

\[
n_{A_{(0)}} = \frac{1}{D_{x'} \rho} A(\frac{\partial z}{\partial x})^T (-e_d) \in C^{0,1}.
\]

Hence, \( \tau \in C^{0,1} \). Now, we can extend \( \tau \) and \( \mu_d \) to the upper half space, then mollify to obtain \( \tilde{\tau}, \tilde{\mu}_d \in C^{0,1}(\mathbb{R}^d_+) \cap C^{\infty}(\mathbb{R}^d_+), \) with

\[
z_d^{k-1} |D^k \tilde{\tau}| \leq C(\|\tau\|_{C^{0,1}}, \Omega) \text{ and } z_d^{k-1} |D^k \tilde{\mu}_d| \leq C(\|\mu\|_{C^{0,1}}, \Omega) \quad \forall k \in \mathbb{N}_+.
\]

Define

\[
\begin{align*}
    w' &= z' - z_d \tilde{\tau}, \\
    w_d &= z_d.
\end{align*}
\]

Clearly such transformation takes \( \mathbb{R}^d_+ \) to \( \mathbb{R}^d_+ \) with

\[
\frac{\partial w}{\partial z} = \begin{pmatrix}
    I_{d-1} - z_d D_z \tilde{\tau} & -\tilde{\tau} - z_d D_z \tilde{\tau} \\
    0 & 1
\end{pmatrix}.
\]

Restricted on the boundary, i.e. on \( \{ w_d = 0 \} = \{ z_d = 0 \}, \)

\[
\frac{\partial z}{\partial w} = \left( \frac{\partial w}{\partial z} \right)^{-1} = \begin{pmatrix}
    I_{d-1} & \tilde{\tau} \\
    0 & 1
\end{pmatrix}.
\]
Therefore in \( w \)-coordinates, the boundary condition becomes
\[
\frac{\partial u}{\partial w} = \frac{1}{\mu D_x \rho} |D_x| \eta u.
\]

One could check that the transformation \( z \mapsto w \) is also two-way \( C^{1,1} \). For example, the most singular term in \( \frac{\partial^2 w}{\partial z^2} \) is \(-z_d D_z^2 \tilde{\tau}\), which is bounded according to Lemma 3.1.

**Step (iii):** We are left to do one more normalization by letting
\[
\begin{cases}
y' = w', \\
y_d = \frac{\tilde{\rho} D_x \rho |D_x| \rho}{\mu_d D_x \rho} w_d.
\end{cases}
\]

As before, using Lemma 3.1 and \( w_d \approx z_d \), one may check that \( w \mapsto y \) is two-way \( C^{1,1} \).

Clearly, such \( y \) satisfies (3.1), as we desired.

In the new coordinates \( y \), the conditions at the beginning of Section 2 can be simply verified. It is worth mentioning that the change of variable here does not depend on any information of \( V \) and \( \eta \).

### 3.2. Doubling inequality and proof of Theorem 1.2 (A)

Suppose \( u \in W^{1,2}(\Omega) \) is a solution to (1.6). Let
\[
h(r) = \int_{\Omega_r} u^2.
\]

We first prove the doubling inequality.

**Proposition 3.2.** Let \( \Omega \in C^{1,1} \) and \( 0 \in \partial \Omega \). Suppose that (1.7), (1.8), and Assumption 1.1 (with \( x_0 = 0 \)) hold. Then there exist constants \( R_0, r_0 \in (0, 1) \) depending on \( d, \lambda, I, ||\partial \Omega||_{C^{1,1}}, \) and \( ||An||_{C^{1,1}} \), such that for any \( r \in (0, R_0) \),
\[
\frac{h(2r)}{h(r)} \leq \left( \frac{h(1)}{h(r_0)} \right) C(\sqrt{M} + M + 1),
\]
where \( C = C(d, \lambda, I, ||\partial \Omega||_{C^{1,1}}, ||An||_{C^{1,1}}) \).

**Proof.** Let \( \Phi : \Omega \cap B_2 \to \mathbb{R}^d \) be the change of variable constructed in Section 3.1. We can find a constant \( c_0 \in (0, 1) \), such that
\[
B_{c_0 r}^+ \subset \Phi(\Omega_r) \subset B_{c_0^2 r}^+ \quad \forall r \in (0, 2).
\]

Hence, \( u \circ \Phi^{-1} \) solves a Robin problem on \( B_{2c_0}^+ \subset \mathbb{R}^d \), for which all the conditions in Section 2 can be simply verified. We denote
\[
\tilde{h}(\rho) = \int_{B_{c_0^2 \rho}^+} |u \circ \Phi^{-1}|^2 \quad \text{for} \ \rho \in (0, 2c_0).
\]

Furthermore, replacing \( u \) with \( u \circ \Phi^{-1} \), we recall \( H, I, \) and \( N \) as in (2.4). Clearly,
\[
H(\rho) \leq \lambda^{-1} \rho^{2n} \tilde{h}(\rho), \quad \tilde{h}(\rho) \leq \frac{\lambda^{-1} H(\tau)}{(\tau^2 - \rho^2)^{n}} \quad \forall \rho < \tau.
\]
From this and Lemma 2.2 with $R = c_0$, a large $\kappa$ to be chosen later, and $r < c_0/\kappa$, we have
\[
\log \left( \frac{h(\kappa r/2)}{h(r)} \right) \leq \log \left( \frac{H(\kappa r)}{H(r)} \right) - 2 \log(\lambda) - Ca \log(\kappa)
\]
\[
\leq C \log \left( \frac{H(R)}{H(R/\kappa^c)} \right) + C(\alpha + 1)^{-1}(M + \alpha + \alpha^2 + M_\eta^2)
\]
\[
\leq C \log \left( \frac{h(R)}{h(R/(2\kappa^c))} \right) + Ca \log(\kappa) + C(\alpha + 1)^{-1}(M + \alpha + \alpha^2 + M_\eta^2).
\]
Choosing $\alpha = 1 + \sqrt{M + M_\eta}$ and raising to the exponential, we obtain
\[
\frac{h(\kappa r/2)}{h(r)} \leq \left( \frac{h(c_0)}{h(c_0/(2\kappa^c))} \right)^{C \kappa^1 + \sqrt{M + M_\eta}e^{C(1 + \sqrt{M + M_\eta})}}.
\tag{3.4}
\]
Now we transform back to $h$ on the curved domain, and fix $\kappa = 4c_0^{-2}$. Note that from (3.3), for any $r < R_0 := c_0^2/4$, we have
\[
B_{c_0 r}^+ \subset \Phi(\Omega_r) \subset \Phi(\Omega_{2r}) \subset B_{c_0 r^2/2}^+
\]
and for $r_0 := c_0^4/8$,
\[
\Phi(\Omega_{r_0}) \subset B_{c_0/(2\kappa^c)}^+ \subset B_{c_0/(2\kappa^c)}^+ \subset B_{c_0}^+ \subset \Phi(\Omega_r).
\]
Replacing $r$ with $c_0 r$ in (3.4), using the above two inclusion relations, we have
\[
\frac{h(2r)}{h(r)} \leq \left( \frac{h(c_0)}{h(c_0/(2\kappa^c))} \right)^{C e^{C(1 + \sqrt{M + M_\eta})}} \leq \left( \frac{h(1)}{h(1/r)} \right)^{C e^{C(1 + \sqrt{M + M_\eta})}}.
\]
The proposition is proved. \[\blacksquare\]

Now we are ready to give the proof of Theorem 1.2(A).

**Proof of Theorem 1.2(A).** We iterate the doubling inequality in Proposition 3.2. Suppose $r \in \{2^{-k-1}R_0, 2^{-k}R_0\}$, then
\[
\int_{\Omega_{2^{-k-1}r}} u^2 \leq \left( e^{C(1 + M + \log(h(1)/(h(r_0))))+1} \right)^{k+1} \int_{\Omega_r} u^2.
\]
Hence,
\[
\int_{\Omega_r} u^2 \geq e^{-k+1}e^{C(1 + M + \log(h(1)/(h(r_0))))+1} \int_{\Omega_{2^{-k-1}r}} u^2 \geq e^{C(1 + M + \log(h(1)/(h(r_0))))+1} \int_{\Omega_{r_0}} u^2.
\]
The theorem is proved. \[\blacksquare\]

4. **The case when $\eta = -\eta_0 < 0$**

In this section, we prove Theorem 1.2(B). The proof is very similar to that of Theorem 1.2(A). The major difference lies in Lemma 2.9 for the half space case, where we eliminate the dependence on $M_\eta$ by proving the following lemma. Suppose that $u \in W^{1,2}(B^+_2)$ solves (2.1) with $\eta = -\eta_0 < 0$ and $H, I$ are defined as in (2.4).

**Lemma 4.1.** For any $r \in (0, 1)$, we have
\[
l' \geq \frac{d + 2\alpha}{r} I - \frac{C\bar{\ell}(r)}{r} I - \frac{C\bar{\ell}(r)}{r} M \epsilon H + \frac{4(\alpha + 1)}{r} \int_{B^+_r} (\beta \cdot Du)(ADu \cdot \dot{x})(r^2 - |x|^2)^\alpha \, dx.
\]
Proof of Lemma 4.1. Since the proof is almost the same with that of Lemma 2.9, here let us only give a sketch while pointing out the modifications. Recall the decomposition $I = I_1 + I_2 + I_3$ in (2.6). Noting that in this case,

$$I_3 = \int_{\Gamma_r} \eta_0 |u|^2 (r^2 - |x|^2)^{a+1}$$

has a positive integrand, we have $\tilde{I}_3 = I_3$ for the majorants in (2.7).

The computations of $I'_2$ and $I'_3$ in (2.21) and (2.22) stay the same. For $I'_1$, the same computation till (2.27) yields

$$I'_1 = \frac{2(\alpha + 1)}{r} I_1 + I_{11} + I_{12} + I_{13}, \quad (4.1)$$

where,

$$I_{11} = \frac{2}{r} \int_{B^r} \text{div}(\langle \beta, Du \rangle ADu)(r^2 - |x|^2)^a dx$$

$$= I_{111} + I_{112} + I_{113} + \frac{4(\alpha + 1)}{r} \int_{B^r} (ADu \cdot x)^2 \mu^{-1}(r^2 - |x|^2)^a dx,$$

$$I_{12} = \frac{(d - 2 + \varepsilon(r)O(1))}{r} \int_{B^r} (ADu, Du) (r^2 - |x|^2)^a dx,$$

$$I_{13} = \frac{2}{r} \int_{B^r} (\beta \cdot Du)Vu(r^2 - |x|^2)^{a+1} dx.$$

Since $\eta$ is not involved in the computations of $I_{12}$ and $I_{13}$, we still have (2.34) and (2.39). Some modification is needed in computing $I_{11}$. Recall in (2.28) and (2.29),

$$I_{11} = I_{111} + I_{112} + I_{113} + \frac{4(\alpha + 1)}{r} \int_{B^r} (ADu \cdot x)^2 \mu^{-1}(r^2 - |x|^2)^a dx.$$

In this case

$$I_{111} = -\frac{1}{r} \int_{\Gamma_r} u^2 (\beta \cdot DT\eta_0)(r^2 - |x|^2)^{a+1} = 0.$$

From (2.31) we see

$$I_{112} = -\frac{2(\alpha + 1)}{r} \int_{\Gamma_r} u^2 \eta_0 (r^2 - |x|^2)^a (\beta \cdot x)$$

$$= \frac{2(\alpha + 1)}{r} I_3 - 2(\alpha + 1) r \int_{\Gamma_r} u^2 \eta_0 (r^2 - |x|^2)^a.$$

From (2.32) and the fact $\tilde{I}_3 = I_3$, we get

$$I_{113} = \frac{d - 1}{r} I_3 + \frac{\varepsilon(r)O(1)}{r} I_3. \quad (4.2)$$
Combining (4.1) - (4.2), in contrast with (2.40), now we have
\[ I'_1 \geq \frac{d + 2\alpha}{r} I - C \frac{\bar{\epsilon}(r)}{r} (I_1 + \tilde{I}_2 + I_3) + \frac{2}{r} I_2 + \frac{1}{r} I_3 - rMH \]
\[ + \frac{4(\alpha + 1)}{r} \int_{B_r} (A Du \cdot x)^2 \mu^{-1}(r^2 - |x|^2)^\alpha \, dx \]
\[ - 2(\alpha + 1) r \int_{B_r} V u^2 (r^2 - |x|^2)^\alpha \, dx - 2(\alpha + 1) r \int_{\Gamma_r} u^2 \eta_0 (r^2 - |x|^2)^\alpha, \]  
(4.3)

By (2.19), \( I_1 + I_3 = I - I_2 \), and the non-negativity of \( I_1 \) and \( I_3 \), we have
\[ 0 \leq I_1 + \tilde{I}_2 + I_3 = I - I_2 + \tilde{I}_2 \leq I + 2\tilde{I}_2 \leq I + 2M\lambda^{-1}r^2 H \]  
(4.4)

and
\[ \frac{2}{r} I_2 + I_3 \geq - \frac{2}{r} I_2 \geq -2M\lambda^{-1}rH. \]  
(4.5)

Substituting (4.4) and (4.5) back to (4.3), and combining (4.1), (2.21), and (2.22), we reach
\[ I' \geq \frac{d + 2\alpha}{r} I - C \frac{\bar{\epsilon}(r)}{r} I - C \frac{\bar{\epsilon}(r)}{r} rMH + \frac{4(\alpha + 1)}{r} \int_{B_r} (A Du \cdot x)^2 \mu^{-1}(r^2 - |x|^2)^\alpha \, dx, \]
which finishes the proof of Lemma 4.1.

Also we recall the frequency function \( N(r) \) defined in (2.4). From Lemma 4.1, we can prove the following proposition which is comparable to Proposition 2.1 by following the proofs in Section 2. Note that the dependence on \( M_\eta \) is removed.

**Proposition 4.2.** For any \( r \in (0, 1) \), we have
\[ N' \geq -C \frac{\bar{\epsilon}(r)}{r} N - C \bar{\epsilon}(r)M_\eta, \]
where \( C = C(d, \lambda) \).

Hence, Theorem 1.2(b) can be proved by following the steps in Lemma 2.2 and Section 3.

5. Unique continuation from the boundary

In this section, we prove Theorem 1.3. Using the change of variable in Section 3.1, without loss of generality, we may assume \( \Omega = \mathbb{R}^d_+ \) and \( u \) solves (2.1). We first prove a quantitative Cauchy uniqueness result.

**Lemma 5.1.** For any constant \( \delta \in (0, 1) \) and \( r \in (0, 1) \),
\[ \int_{B_r} |u|^2 \leq C r \int_{\Gamma_r} |u|^2 + \delta \int_{B_{r/2}} |u|^2. \]  
(5.1)

where \( C = C(\lambda, d, ||u||_{W^{1,\infty}}, M, M_\eta, \delta) \).

Before its proof, let us explain that although our Robin problem has a sign-changing \( \eta \), the following Caccioppoli inequality and the local maximum principle still hold:
\[ \int_{B_{r/2}^1} |Du|^2 \leq C \int_{B_r^1} |u|^2, \quad ||u||_{W^{1,2}(B_{r/2}^1)} \leq C \int_{B_r^1} |u|^2. \]
The only difference is that the constant $C$ here also depends on $\|\eta\|_{\infty}$. For the proof of Caccioppoli inequality, we need to use the interpolation-type trace theorem in the form of Lemma 2.6 (without the weight) and a standard iteration argument. From the Caccioppoli inequality, the local maximum principle simply follows.

**Proof of Lemma 5.1** The proof is by contradiction, which is similar to that of [1, Lemma 3.1]. By rescaling, we only need to prove for $r = 1$. Now suppose (5.1) fails, then there exist a sequence of function $u^{(n)} \in W^{1,2}(B^+_2)$, satisfying

$$\begin{cases}
\text{div}(A^{(n)}Du^{(n)}) = V^{(n)}u^{(n)} & \text{in } B^+_2,
\end{cases} \quad (5.2)$$

where $A^{(n)} = (a^{(n)}_{ij})$ with their elliptic constants being bounded by $\lambda$ and Lipschitz constants being bounded by $M$, $\|V^{(n)}\|_{W^{1,\infty}} \leq M$, and $\|\eta^{(n)}\|_{W^{1,\infty}} \leq M$. After normalization, such $u^{(n)}$ satisfies

$$\int_{B^+_1} |u^{(n)}|^2 = 1, \quad (5.3)$$

$$\int_{\Gamma_2} |u^{(n)}|^2 \leq 1/n, \quad \text{and} \quad \int_{B^+_2} |u^{(n)}|^2 \leq 1/\delta. \quad (5.4)$$

From these, by the Caccioppoli inequality,

$$\int_{B^+_{3/2}} |Du^{(n)}|^2 \leq C/\delta, \quad (5.5)$$

where $C$ is independent of $n$. Denoting $v^{(n)}$ and $f^{(n)}$ to be the zero extensions of $u^{(n)}$ and $Du^{(n)}$ respectively. Clearly,

$$\|v^{(n)}\|_{L^2(B_{3/2})} + \|f^{(n)}\|_{L^2(B_{3/2})} \leq C/\delta. \quad (5.6)$$

From this, by passing to a subsequence, we have

$$(v^{(n)}, f^{(n)}) \to (v, f) \quad \text{weakly in } L^2 \times (L^2)^d. \quad (5.7)$$

Furthermore, from (5.4),

$$v^{(n)} \to 0 \quad \text{strongly in } L^2(\Gamma_2). \quad (5.8)$$

Also, we take extensions of $a^{(n)}_{ij}$, $V^{(n)}$, and $\eta^{(n)}$ to the lower half space, with their Lipschitz norms being bounded. By the Arzela-Ascoli theorem, passing to a subsequence, we have the following uniform convergence on $B_{3/2}:

$$a^{(n)}_{ij} \to a_{ij}, \quad V^{(n)} \to V, \quad \text{and} \quad \eta^{(n)} \to \eta. \quad (5.9)$$

Now we aim to prove

$$D_i(a_{ij}D_jv) = Vv \quad \text{in } B_{3/2}. \quad (5.10)$$

Since $u^{(n)}$ solves (5.2), for any test function $\psi \in C_c^\infty(\mathbb{R}^d)$, we have

$$\int_{B^+_{3/2}} (a^{(n)}_{ij}D_iu^{(n)}D_j\psi + V^{(n)}u^{(n)}\psi) - \int_{\Gamma_{3/2}} \eta^{(n)}u^{(n)}\psi = 0.$$

Hence,

$$\int_{B^+_{3/2}} (a^{(n)}_{ij}f^{(n)}D_i\psi + V^{(n)}\eta^{(n)}\psi) - \int_{\Gamma_{3/2}} \eta^{(n)}v^{(n)}\psi = 0.$$
Passing $n \to 0$, noting (5.8), (5.7), and (5.6),
\[
\int_{B_{3/2}} a_{ij} f D_i \psi + V \psi = 0.
\]
We are left to check $f = Dv$. Noting $Dv^{(n)} = f^{(n)} = Du^{(n)}$ on $B^+_{3/2}$ and $Dv^{(n)} = f^{(n)} = 0$ on $B^-_{3/2}$, for any $\psi \in C^\infty_c(B_{3/2})$, we have
\[
\left| \int_{B_{3/2}} v^{(n)} D_i \psi + f_j^{(n)} \psi \right| = \left| \int_{\Gamma_{3/2}} v^{(n)} \eta_j \cdot e_j \psi \right|
\leq \|v^{(n)}\|_{L^2(\Gamma_{3/2})} \|\psi\|_{L^\infty} \leq \frac{1}{n} \|\psi\|_{L^\infty} \xrightarrow{n \to 0} 0.
\]
Here in the first line, we do integrate by parts on $B^+_{3/2}$. Passing $n \to 0$, we have $f = Dv$ on $B_{3/2}$. From above, we know that $v \in W^{1,2}(B_{3/2})$, and solves
\[
\int_{B_{3/2}} (a_{ij} D_i v D_j \psi + V \psi) = 0.
\]
Since $v^{(n)} = 0$ on $B^-_{3/2}$, we also have $v = 0$ on $B^-_{3/2}$. From the standard weak unique continuation result, $v \equiv 0$.

Meanwhile, by (5.4), (5.5), the compact embedding $W^{1,2} \hookrightarrow L^2$, and (5.3),
\[
1 = \int_{B_{3/2}} |v^{(n)}|^2 \to \int_{B_{3/2}} |v|^2.
\]
This contradicts with $v \equiv 0$. Hence, the Lemma is proved.

Now we are able to prove Theorem 1.3.

Proof of Theorem 1.3 As mentioned before, without loss of generality, we only need to consider the solution $u$ to (2.1) on the half space, vanishing at infinite order at the origin. From Lemma 5.1 and the doubling property in Proposition 3.2 by choosing $\delta$ small enough, we have
\[
\int_{B_{\delta/2}^+} |u|^2 \leq C \int_{\Gamma_r} |u|^2. \tag{5.9}
\]
From the local maximum principle and again the doubling property,
\[
\left( \frac{\int_{\Gamma_r} |u|^2}{\int_{B_{\delta/2}^+} |u|^2} \right)^{1/2} \leq \|u\|_{L^2(B^+_{\delta/2})} \leq C \left( \frac{\int_{B_{r/2}^+} |u|^2}{\int_{B_{\delta/2}^+} |u|^2} \right)^{1/2} \leq C \left( \int_{B_{r/2}^+} |u|^2 \right)^{1/2}. \tag{5.10}
\]
Combining (5.9) - (5.10), we have the doubling inequality at the boundary, from which the unique continuation follows.

Proof of Corollary 1.4 We prove by contradiction. Suppose $u$ is a non-trivial solution to (2.1), which vanishes on $\Sigma \subset \partial \mathbb{R}^n$, with the surface measure $\sigma(\Sigma) > 0$. Without loss of generality, suppose 0 is a density point of $\Sigma$, i.e.,
\[
\frac{|\Gamma_r \cap \Sigma'|}{|\Gamma_r|} \to 0 \quad \text{as } r \to 0. \tag{5.11}
\]
We will prove that (5.11) holds with $x_0 = 0$. Hence, by Theorem 1.3 we have $u \equiv 0$, which leads to a contradiction.
For this, we apply Hölder’s inequality, the local maximum principle as in (5.10), and (5.9) to obtain
\[
\left( \int_{\Gamma_{r/2}} |u|^2 \right)^{1/2} \leq C \|u\|_{L^\infty(\Gamma_{r/2})} \left( \frac{\left| \Gamma_{r/2} \cap \Sigma^c \right|}{|\Gamma_{r/2}|} \right)^{1/2} 
\leq C \left( \int_{B_r} |u|^2 \right)^{1/2} \left( \frac{\left| \Gamma_{r/2} \cap \Sigma^c \right|}{|\Gamma_{r/2}|} \right)^{1/2} 
\leq C \left( \int_{\Gamma_{r/2}} |u|^2 \right)^{1/2} \left( \frac{\left| \Gamma_{r/2} \cap \Sigma^c \right|}{|\Gamma_{r/2}|} \right)^{1/2} 
\leq C \left( \int_{\Gamma_{r/2}} |u|^2 \right)^{1/2} \left( \frac{\left| \Gamma_{r/2} \cap \Sigma^c \right|}{|\Gamma_{r/2}|} \right)^{1/2}.
\]
(5.12)

From (5.11), for any \( \epsilon > 0 \), we can find \( r_0 = r_0(\epsilon) \) small enough, such that
\[
\left| \frac{\Gamma_{r/2} \cap \Sigma^c}{|\Gamma_{r/2}|} \right| < \epsilon \quad \forall r < r_0.
\]
Substituting this back to (5.12), then iterating, we reach (1.11). As explained before, this finishes the proof. ■
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