RANDOMSEMO: NORMALITY LEARNING OF MOVING OBJECTS FOR VIDEO ANOMALY DETECTION
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ABSTRACT

Recent anomaly detection algorithms have shown powerful performance by adopting frame predicting autoencoders. However, these methods face two challenging circumstances. First, they are likely to be trained to be excessively powerful, generating even abnormal frames well, which leads to failure in detecting anomalies. Second, they are distracted by the large number of objects captured in both foreground and background. To solve these problems, we propose a novel superpixel-based video data transformation technique named Random Superpixel Erasing on Moving Objects (RandomSEMO) and Moving Object Loss (MOLoss), built on top of a simple lightweight autoencoder. RandomSEMO is applied to the moving object regions by randomly erasing their superpixels. It enforces the network to pay attention to the foreground objects and learn the normal features more effectively, rather than simply predicting the future frame. Moreover, MOLoss urges the model to focus on learning normal objects captured within RandomSEMO by amplifying the loss on the pixels near the moving objects. The experimental results show that our model outperforms state-of-the-arts on three benchmarks.
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1. INTRODUCTION

Video anomaly detection (VAD) is a computer vision task that discriminates abnormal behaviors within the captured scenes. It is gaining interest due to the demanding cost on monitoring surveillance videos. Because the occurrence of abnormal events is rare compared to the normal, which is known as a data imbalance problem, the datasets used to develop anomaly detection models consist of a normal training set and a test set containing both normal and abnormal frames [1, 2, 3]. Following this circumstance, most of the deep-learning based VAD models [4, 5, 6, 7, 8, 9, 10] are trained to recognize the normal patterns during training, and detect the frames with the outlying patterns during testing. Some methods [4, 5, 6, 9] utilize frame predicting autoencoders (AEs) which generate the successive frame from the input frames based on the learned normal patterns. These approaches discriminate abnormal scenes by the quality of the predicted output, assuming that the unusual frame is likely to be generated poorly.

However, these approaches face two major challenges. First, the AEs tend to perform excessively well, generating even the abnormal frames with high quality, which is adverse in detecting anomalies. Also, the large number of objects in the foreground and background distract the AE from focusing on the prominent moving objects. Abnormal behaviors generally take place in the moving foregrounds, rather than the background objects.

To cope with these problems, inspired by the recently proposed data transformation algorithms [9, 12, 13], we propose a novel video transformation technique named RandomSEMO. It is applied in the data pre-processing stage before feeding the input to the frame predicting AE during training phase. The RandomSEMO erases random superpixels found on the moving object regions. It works under the assumption that the model is likely to learn the most prominent objects'...
testing and training phase with this method. However, compared to the work of Park et al. [16], our proposed RandomSEMO is fully aware of the moving objects and applied only on the corresponding region. It transforms the superpixels of the region, which is more sophisticated and foreground-aware than applying transformations on random rectangular patches. Therefore, our method is more superior in the localizing ability, which is discussed in Sec. 4.2 and Fig. 5.

3. METHOD

The overall framework is described in Fig. 2. We resize $N_f$ consecutive frames $F_{t-N_f}, F_{t-N_f+1}, F_{t-N_f+2}, \ldots, F_{t-1}$ to $3 \times 240 \times 360$ and stack them to make a 4D cuboid $C_t \in \mathbb{R}^{3 \times N_f \times 240 \times 360}$. During training, RandomSEMO takes place to make transform $C_t$ to $C'_t$. Then, $C'_t$ is fed to the AE which generates a prediction of the future frame $P'_t$. The AE is trained with the proposed MOLoss between $P'_t$ and the ground truth $P_t$. During inference, RandomSEMO is detached. $C_t$ is fed to the AE, and the normality score $S_t$ is calculated from $P'_t$ to distinguish the abnormal frames.

3.1. RandomSEMO

We propose RandomSEMO, a transformation method that eliminates the details of the foregrounds by randomly erasing the superpixels of the moving objects. The purpose of RandomSEMO is to let AE be trained to extract prototypical normal features of the foreground objects than simply learning to predict frames well.

To apply RandomSEMO, we first localize the moving objects. Given a sequence of frames $F_{t-N_f}, F_{t-N_f+1}, F_{t-N_f+2}, \ldots, F_{t-1}, P_t$, we compute the optical flow between each two successive frames (Fig. 1 (2)). Then, we generate moving object masks MoMask (Fig. 1 (3)) by thresholding the magnitude of the optical flow. Next, we apply SLIC [17] on the masked regions of the former frames to generate superpixel maps (Fig. 1 (4)) with maximum $N_{sp}$ components. Finally, we randomly erase the superpixels by replacing the values with zero (Fig. 1 (5)). Each superpixel is erased with probability $T_{sp}$.

Fig. 2: Overall framework of our method. During training, the AE predicts future frame $P'_t$ from the RandomSEMO input frames $C'_t$. The training exceeded with the help of the proposed MOLoss. When testing, the RandomSEMO is detached and normality score $S_t$ obtained from the quality of $P'_t$ determines the normality of each frame. The values in brackets indicate [channel, temporal, height, width] of feature and (depth, height, width) of kernel in order.
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Fig. 3: MOWM generating process.

By utilizing RandomSEMO, the network is forced to learn the appearance and motion features of the moving objects to infer the future frame with the randomly erased information, as seen in Fig. 1(b). This solves the aforementioned excessive predicting power problem of the previous methods because our method makes the model to focus on the normal feature learning, rather than simply implying the upcoming frame with the cues of the input frames. Also, the AE effectively extracts normal features because RandomSEMO nudges the model to pay attention to the moving objects which are more potentially abnormal than the background.

3.2. MOLoss
To maximize the effect of RandomSEMO, we optimize our model with the newly proposed MOLoss. MOLoss is a weighted sum of a moving object weighted L1 loss \( L_m \) and SSIM loss \([18]\) \( L_s \) obtained between \( P_t' \) and \( P_t \). \( L_m \) amplifies loss on the pixels near the moving objects by using a Moving Object Weight Map (MOWM). Fig. 3 shows the example and generating process of MOWM. We sum up all the MoMask obtained during RandomSEMO to generate a summed binary mask (SBM) (Fig. 3(b)), which represents the moving object region of the input frame cuboid \( C_t \). Therefore, SBM is expressed as:

\[
SBM_t = \min_k \left( \sum_{k=0}^{255} \text{MoMask}_k \right)
\]

Then, we apply a distance function to SBM to generate MOWM, which demonstrates the inverse-distance from each pixel to the foreground. Thereby, the values near the foreground pixel are large and vice versa. MOWM is defined as:

\[
\text{MOWM}^t = 255 - \left\{ \begin{array}{ll}
\min (p_x - q_x)^2 + (p_y - q_y)^2, & p \in \text{SBM}_{xy} \\
0, & p \in \text{SBM}_{fxy}
\end{array} \right.
\]

where \( p \) and \( q \) indicate each pixel in SBM\(_t\) and its nearest foreground pixel, respectively. Evidently, the pixels near the foreground have relatively big values for the corresponding location in MOWM. Then, MOWM is multiplied during L1 loss calculation, amplifying the values near the moving objects. During this stage, we add a small value \( \eta \) to the tensorized MOWM to avoid zero values. Because \( L_m \) is a pixel-level loss function, we combine this with \( L_s \) to guarantee the similarity of \( P_t' \) and \( P_t \) in the feature-level. The equations are as follows:

\[
L_m(P_t', P_t) = \frac{1}{M \times N} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} \left( \text{MOWM}(x,y) + \eta \right) \times |P_t'(x,y) - P_t(x,y)|
\]

In Eq. [2], \( M \) and \( N \) represent the number of pixels in the width and height axis, respectively. Moreover, \( x \) and \( y \) represent the location of each pixel in the width and height axis. In Eq. [4], \( \mu \) and \( \sigma^2 \) denote the average and variance of each frame, respectively. Also, \( \sigma P_t P_t' \) represents the covariance. \( c_1 \) and \( c_2 \) are the variables to stabilize the division. Finally, MOLoss is described as:

\[
\text{MOLoss}(P_t', P_t) = w_m L_m(P_t', P_t) + w_s L_s(P_t', P_t)
\]

where \( w_m \) and \( w_s \) denote the weights that control the contribution of \( L_m \) and \( L_s \), respectively.

3.3. AE Architecture
The AE used in our method is trained to recognize the likelihood of the normal frames and predict the upcoming frame \( P_t' \) from the transformed input frame cuboid \( C_t \) using the learned normal features. To avoid excessive generalization, we design a lightweight, yet effective AE. As demonstrated in Fig. 2, our AE is composed of a three-layer encoder and a three-layer decoder with skip connections in between to supplement the features lost during downsampling. Each encoder layer consists of 3D convolution, batch normalization, and LeakyReLU activation. After the last encoder layer, an Atrous Spatial Pyramid Pooling (ASPP) layer takes place to enlarge the receptive field. The decoder layers are all made of 3D deconvolution, batch normalization, and ReLU activation.

3.4. Normality Score
During inference, we adopt the peak signal to noise ratio (PSNR) to estimate the abnormality of each frame. It is defined as \( \text{PSNR}(P_t', P_t) = 10 \log_{10} \frac{\max_{P_t'}(P_t')^2}{\sum_{P_t'}(P_t' - P_t)^2} \), where \( N \) is the number of pixels in the frame. When \( P_t \) contains anomalies which our network has never seen during training, our network is incapable of predicting a clear \( P_t' \), resulting in low PSNR and vice versa. Following \([11, 14, 7, 5, 9, 8]\), we normalize \( \text{PSNR}(P_t', P_t) \) of each video clip to the range \([0, 1]\) to obtain the final normality score \( S_t \).

\[
S_t = \frac{\max \text{PSNR}(P_t', P_t) - \min \text{PSNR}(P_t', P_t)}{\text{PSNR}(P_t', P_t) - \min \text{PSNR}(P_t', P_t)}
\]

4. EXPERIMENTS

**Dataset.** We validate our network on three popular benchmarks: CUHK Avenue \([1]\), ShanghaiTech Campus (ST) \([2]\), and UCSD Ped2 \([3]\). These datasets are all acquired by fixed cameras from the real-world. Among the three, ST \([2]\) is the largest and most complex, containing 330 training videos and 107 testing videos captured from 13 different scenes.

**Evaluation metric.** For the evaluation, we adopt the area under curve (AUC) obtained from the frame-level scores and the ground truth labels. This metric is used in most studies \([4, 7, 6, 5, 9]\) on VAD. Since the first five frames of each clip cannot be predicted, they are ignored in the evaluation, following other prediction-based methods \([4, 6, 5, 9]\).
Fig. 4. Output comparison. As future works, we will verify the localizing ability of our model for extensive usage.

4.2. Qualitative Results

Fig. 5 demonstrates the output and difference map of our network compared to those of FastAno [9]. The difference map shows that our network more precisely localizes the abnormal object. Only the biker is saturated in our proposed model whereas the background pixels near the biker is unnecessarily highlighted in FastAno [9], mirroring the effect of our moving object aware RandomSEMO and MOLoss. Furthermore, the difference between foreground and background is more pronounced in our results.

4.3. Impact of RandomSEMO probability \( T_{sp} \)

We found the optimal value of \( T_{sp} \) by changing \( T_{sp} \) from 0.1 to 0.6. Table 2 and Fig. 4 show the result of the experiments conducted on Avenue [1] and Ped2 [3]. For Avenue [1], the accuracy is highest when \( T_{sp} = 0.3 \). For Ped2 [3], the model trained with \( T_{sp} = 0.2 \) shows the best performance, and it is also as much accurate when trained with \( T_{sp} = 0.3 \). Furthermore, it is observed that both low \( T_{sp} \) leads to relatively low performance because only a few superpixels are obscured, practically having no significant difference from the original image. Similarly, the accuracy drops when \( T_{sp} \) is high because too much information is lost.

4.4. Impact of MOLoss

We conducted ablation studies to validate the contribution of MOLoss. The results are compared in Table 3. We experimented by changing the loss function to \( L_1 \) loss, SSIM loss, and a weighted sum of \( L_1 \) and SSIM where the weights are equivalent to those of the MOLoss. From the results, it is observed that using MOLoss strongly boosts the performance, especially when compared to using a single \( L_1 \) loss.

5. CONCLUSION

We propose a novel superpixel-based video transformation method called RandomSEMO for anomaly detection. Also, we propose a loss function named MOLoss to boost the effect of RandomSEMO by amplifying the loss values on the pixels near the moving objects. The experimental results have shown that our network performs competitively or surpasses other previous methods. Furthermore, we validated the impact of RandomSEMO and MOLoss with ablation studies and output comparison. As future works, we will verify the localizing ability of our model for extensive usage.

| Dataset  | Model | STAN [10] | Abn GAN [23] | HyAE [7] | Mem AE [11] | AD [25] | IntAE [6] | MNAD  [5] | Fast Ano [9] | Base | Base+R | Base+R+M (Ours) |
|----------|-------|-----------|--------------|--------|-------------|--------|----------|----------|--------------|------|--------|----------------|
| Avenue   | [1]   | 81.7      | 82.8         | 83.3   | 83.7        | 82.8   | 83.5     | 84.1     | 83.9        | 85.4| 85.4   |                |
| ST       | [2]   | 92.2      | 93.5         | 84.3   | 94.1        | 95.5   | 96.2     | 90.2     | 96.3        | 93.7| 94.2   | 95.8           |
| Ped2     | [3]   | 50        | -            | -      | -           | -      | -        | -        | -            | -   | -      |                |

Table 1: Frame-level AUC (%) comparison. All figures and FPS are copied from the corresponding papers. ’Base’ indicates our baseline framework without the RandomSEMO and MOLoss. It is instead trained with a single \( L_1 \) loss. R and M represent RandomSEMO and MOLoss, respectively. The top two results for each category are marked red and blue.

| Avenue   | Ped2  |
|----------|-------|
| \( T_{sp} = 0.1 \) | 84.1 | 94.9 |
| \( T_{sp} = 0.2 \) | 85.0 | 95.9 |
| \( T_{sp} = 0.3 \) | **85.4** | 95.8 |
| \( T_{sp} = 0.4 \) | 84.5 | 95.0 |
| \( T_{sp} = 0.5 \) | 84.4 | 94.1 |
| \( T_{sp} = 0.6 \) | 84.4 | 94.7 |

Table 2: Impact of the RandomSEMO probability \( T_{sp} \)

| Avenue   | ST [2] | Ped2 [3] |
|----------|--------|----------|
| \( L_1 \) | 83.9   | 72.2     | 94.2 |
| SSIM [18] | 84.3   | 72.0     | 94.2 |
| \( w_m L_1 + w_s SSIM [18] \) | 84.8   | 72.3     | 94.2 |
| MOLoss   | 85.4   | 72.4     | 95.8 |

Table 3: Impact of MOLoss. Comparison with \( L_1 \), SSIM [18], and a weighted sum of \( L_1 \) and SSIM [18].

Settings. We implement our experiments using PyTorch and a NVIDIA RTX A6000. Also, we use a pre-trained FlowNet2 [23] to generate optical flow maps. The training is based on batch size 30 and Adam optimizer with an initial learning rate of \( 2e^{-4} \), \( \beta_1 = 0.5 \), \( \beta_2 = 0.9 \). The network is trained for 40 epochs on Ped2 [3] and Avenue [1] and 10 epochs for ST [2]. \( \eta, w_m, w_s, N_f, N_{sp}, \) and \( T_{sp} \) are empirically set to 1, 0.25, 0.75, 5, 10, and 0.3 respectively.

4.1. Quantitative Results

The quantitative results are shown in Table 1. We compare our network with eight VAD networks that do not require any pre-trained network—such as object detectors or optical flow networks—during inference for fair comparison. It is observed that the accuracy of our model is superior to most of the compared methods in the three datasets. Furthermore, our proposed network is capable of detecting anomalies at 127 frames per seconds (FPS), faster than most methods. Because accuracy and speed are both mandatory in the real world application, our network is more practical than other methods that show low accuracy or slow speed.

4.2. Qualitative Results

Fig. 5: Qualitative results on Ped2 [3] compared with those of FastAno [9]. The biker on the pedestrian street is the anomaly in this scene.
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