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Motivated by the fact that information is encoded and processed by physical systems, the P versus NP problem is examined in terms of physical processes. In particular, we consider P as a class of deterministic, and NP as nondeterministic, polynomial-time physical processes. Based on these identifications, we review a self-reference physical process in quantum theory, which belongs to NP but cannot be contained in P.
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I. INTRODUCTION

In the theory of computation, researchers have been thinking about impossible problems, difficult problems, and easy problems in the context of computational complexity [1]. One of the major areas of interest has been a special type of problem [2, 3], as a problem may be difficult to solve in general, but with the right choice, becomes easy to solve. There have been a lot of efforts in the computational science community to show whether these special types of hard problems, known as NP problems (or nondeterministic in polynomial time), are in fact easy ones, known as P problems (or deterministic in polynomial time), but the answer has remained elusive [4].

As stated in the well-known phrase “information is physical” [5], information processing is performed on a physical system. Therefore, computation should be related to the limits and possibilities of underlying laws of physics that govern the physical system [6] (also see [7]). Moreover, since the known laws of physics are quantum mechanics, the computing device should be a quantum Turing machine, rather than a classical Turing machine [8]. In the last few decades, people have indeed witnessed various aspects of quantum advantages that are unparalleled in classical computations. For instance, Bell’s inequalities revealed one of the most profound quantum aspects unseen in the classical counterpart [9]. The quantum key distribution protocols [10, 11] have been shown to yield that quantumness can be strange and confusing, yet also beneficial to establishing secret keys. Moreover, various quantum algorithms [8, 12–14] have been shown to be computationally more efficient compared with previous algorithms that are run on classical computational systems. Therefore, it is natural to ask if such an advantage of quantum weirdness could shed light on other important problems including the P versus NP problem [15, 16].

NP computation is a theoretical model in which computing may proceed in nondeterministic ways, and chooses the acceptable path to reach the output in short time. It is noted that NP computation can also be defined indirectly as a difficult problem that can be verified in polynomial time in a physical computing device which is a verifier approach. However, we wish to consider NP computation in a direct way - a (nondeterministic) de-
termistic computations that will be useful later. In the third section, we review a physical version of the computation and discuss the nondeterministic polynomial time physical process that cannot be computed by any deterministic computations. We conclude with brief remarks.

II. NONDETERMINISTIC COMPUTATION

In [19, 20], it is discussed that computation could be defined as something that may be performed on a certain type of machine, later to be known as Turing machines (TM). In general, TMs are defined with 5-tuple \((Q, \Gamma, \delta, q_0, \Omega)\), where \(Q\) corresponds to a set of states, \(\Gamma\), an input alphabet, \(\delta\), a transition function, \(q_0\), an initial state, and \(\Omega\), final states. A nondeterministic TM (NTM) corresponds to a TM where given an input, the output may be more than one. Let us consider one particular NTM that will be useful later. Suppose in this particular NTM, for a given input, \(a\), the output may be \(b_1\) or \(b_2\) where \(b_1 \neq b_2\). That is,

\[\delta(a) = \{b_1, b_2\}\]  

(1)

where \(a \in \Gamma\) and \(b_1, b_2 \in \Omega\) in 5-tuple of TM. In order to be more specific, we wish to define the transition function \(\delta\) of NTM, i.e. \(\delta \equiv \{\delta_1, \delta_2\}\), such that,

\[\delta_1 : a \rightarrow b_1\]  

(2)

\[\delta_2 : a \rightarrow b_2\]  

(3)

As defined in NTM, \(\delta_1\) and \(\delta_2\) are applied nondeterministic way so that \(a\) yields either \(b_1\) or \(b_2\), as defined in [1].

Deterministic Turing machines (DTM) may be considered with the notion of TM 5-tuple discussed above. Unlike NTMs, the transition does not yield multiple processes. Therefore, if we follow the NTM’s definition of transition functions, we should consider that, in DTM, the computation proceeds equally under \(\delta_1\) and \(\delta_2\). This means that any DTM must have a transition rule where \(\delta_1\) and \(\delta_2\) yield the same computation, if we assume \(\delta_1\) and \(\delta_2\) are both valid transition functions.

It should be noted that NP is a theoretical concept of computation that is different from probabilistic computation. The NP computation is nondeterministic and may have multiple computational paths, given an input compared to the deterministic models. However, unlike the probabilistic model, which simply yields probability distribution for each output, the NP computation chooses the path for the output. In the next section, we will consider a physical example based on the NTM considered above, where the nondeterministic transitions correspond to the path choices, rather than probability distribution to the output.

III. QUANTUM CASE

In quantum Turing machines, or quantum computation [21], the classical states are replaced by quantum states and the transition functions correspond to unitary operations. In particular, there are two possible ways to perform computations. The first way consists of applying unitary transition functions to the states, while the second method involves applying the elementary gates to an observable. In both cases, the result would be the same. The first method is known as the Schrödinger scheme, while the latter is known as the Heisenberg scheme, named after the inventors of each method about a century ago. Quantum computation can be performed either by the first method [8, 22] or the second method [23, 25]. For example, an analogy can be made to the classical case, such that, when it is the tape that moves in the classical TM, it is like the Schrödinger picture, and when the head that reads the tape moves to the opposite direction, it corresponds to the Heisenberg picture (see Fig. 2). It can be easily seen that in both cases, the readout would be the same.

We now wish to consider one particular NTM that we defined previously in the quantum language. In the NTM in [1], we discussed that this particular machine has usual 5-tuple which can be made analogous with quantum computation. However, we also wish to define the
transition function $\delta$ as follows: the $\delta_1$ transition function is identified with the Schrödinger operation and $\delta_2$ transition function is identified with the Heisenberg operation. These identifications are appropriate since both operations are valid as transition functions in quantum computation. On the other hand, DTM may now be defined with the case where the usual deterministic transition operations including $\delta_1$ and $\delta_2$ yield the same computational process.

To consider physical processes corresponding to NTM and DTM discussed above, we now briefly outline the result obtained in [20]. Let us assume the qubit, a unit vector in Bloch sphere notation, is initially pointing at $z$-direction, $\hat{\mu} = (0, 0, 1)$, and also note the corresponding observable as $\hat{\nu} = (0, 0, 1)$. A unitary transformation on the system vector $\hat{\mu}$ is then considered with a rotation about $y$-axis by $\theta$, that is, $U_\theta$. The unitary operation $U_\theta$ transforms the input as $U_\theta^\dagger \hat{\mu} U_\theta^\dagger$, that is, the operation under the transition function $\delta_1$. With $\delta_2$, $U_\theta^\dagger$ transforms the vector representing the observable into $U_\theta^\dagger \hat{\nu} U_\theta$. It can be checked that the expectation value of $(U_\theta^\dagger \hat{\nu} U_\theta) \cdot \hat{\mu}$ for $\delta_2$ is equal to the expectation value under $\delta_1$, that is, $\hat{\nu} \cdot (U_\theta^\dagger \hat{\mu} U_\theta^\dagger)$. Therefore, in the first case, both transition functions yield identical results.

We now wish to employ the technique of self-referencing; that is, when the input state to be transformed is the coordinate vector itself, i.e., $\hat{\mu} = \hat{\nu}$. Since the coordinate vector is also a vector, it is certainly possible for the vector to be a system vector to be transformed. With $\delta_1$, the evolution is as follows:

\[
\delta_1 : \hat{\nu} \rightarrow \hat{\nu}' = (\sin \theta, 0, \cos \theta)
\]

Moreover, quantum theory provides a second approach where it is the coordinate vector that is rotated counterclockwise. Therefore, the same vector is transformed as

\[
\delta_2 : \hat{\nu} \rightarrow \hat{\nu}'' = (-\sin \theta, 0, \cos \theta)
\]

It is noted that $\hat{\nu}' \neq \hat{\nu}''$ unless $\theta = k\pi$ where $k$ is an integer. We may identify $\hat{\nu}$ with the initial state $a$ of NTM and $b_1$ and $b_2$ in [2] and [3] with $\hat{\nu}'$ and $\hat{\nu}''$ then the above case corresponds to a nondeterministic computation as in [1].

Let us discuss to what physical processes the above description corresponds. While the first case, i.e., where the input state is $\hat{\mu}$, is a common description of a single qubit operation, the second case is a special case of the first one, i.e., when the input is the vector representing a coordinate, $\hat{\mu} = \hat{\nu}$. The physical phenomena description of these two cases can be stated as follows:

**P1** An observer observes the unitary evolution of $\hat{\mu}$ with respect to $\hat{\nu}$.

**P2** An observer observes the unitary evolution of $\hat{\nu}$ with respect to $\hat{\nu}$.

It is noted that the physical process (P1) is perfectly and sufficiently computed with a quantum computer, with input $\hat{\mu}$ and the coordinate vector, or reference frame, $\hat{\nu}$ as we described above where $\delta_1$ and $\delta_2$ yield the same outcome in a deterministic way. However, is (P2) a physical process, as well? It is certainly possible for the observer to choose $\hat{\nu}'$ or $\hat{\nu}''$ when there is no qubit to measure. This is a unique observation because the experience of choosing reference frames without surroundings is not seen in classical physics. This peculiar self-reference physical phenomenon corresponds to (P2).

Therefore, the physical process of (P2) corresponds to a nondeterministic computation as in [1]. In particular, it is noted that the transition of $\hat{\nu}$ into $\hat{\nu}'$ and $\hat{\nu}''$ under two transition operations, i.e., [4] and [5], respectively, corresponds to the decisions or choices being made by the observer in (P2). Moreover, since the operations from the initial into final states is just a single rotation operation, this physical process certainly belongs to the category of the NP. As discussed, any DTM should involve both $\delta_1$ and $\delta_2$ as valid transition operations. In the case of quantum computation, deterministic computation should be equivalent under both the Schrödinger and the Heisenberg pictures. The single-operation nondeterministic physical process (P2) cannot be computed by any quantum computer that always yields the same outcome under both schemes [20]. It is noted that DTM cannot compute either path of [4] or [5].

Can classical TM compute the NP proposed above? The answer is no. The nondeterministic physical process discussed above is a quantum phenomenon that cannot be observed in the classical computational models. It is clear that in the classical TM, as shown in Fig. 2 there is no classical physical process, i.e., where the head and the tape movements yield two different results. Therefore, (P2) belongs to NP, a class of nondeterministic polynomial-time physical processes, but not in P, a class of deterministic polynomial time physical processes.

As previously noted, NP is also considered, indirectly, to be a polynomial time verifiable computation rather than the nondeterministic decidability we considered above. Based on this verifier description of NP, it seems that the physical process described above can be verified by just two computational steps of DTM; however, this does not work. For instance, if we consider NP in (P2) indirectly, and based on our identification of computation as a physical process, while it is difficult to know which choice is the physical path, it is easy to verify that the path is indeed the physical process when given the choice. However, as discussed above, there are not any deterministic machines that can compute paths [1] or [5]; therefore, the indirect NP argument of hard to solve but easy to verify does not work in this case.
IV. REMARKS

In this paper, we have reviewed a physical phenomenon (P2) that corresponds to NP computation. That is, when the reference frame itself is also being observed, this unique phenomenon corresponds to the case of NP computation where two valid transition functions yield two different path choices made by the observer. As argued, this unique physical version of NP is not present in ordinary physical processes - in this case, the deterministic computational model where the two transition functions always yield the same outcome.

It is also interesting to note that even the extremely simple physical process of nondeterministic polynomial time in quantum physics, cannot be computed by any deterministic computations. Similar to the quantum algorithms, and quantum key distributions, quantum weirdness again yields another advantageous effect that is unseen in the classical computation system in the case of the P versus NP problem.
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