Entanglement is an inevitable feature of any non-classical theory
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One of the most striking features of quantum theory is the existence of entangled states, responsible for Einstein’s so-called “spooky action at a distance”. These states emerge from the mathematical formalism of quantum theory, but to date we do not have a clear idea of which physical principles give rise to entanglement. Why does quantum theory have entangled states? Would any theory superseding classical theory have entangled states, or is quantum theory special? We demonstrate that without entanglement, non-classical degrees of freedom cannot reversibly interact. We present two postulates, no-cloning / no-broadcasting and local transitivity, either of which are sufficient to imply the existence of entangled states in any non-classical theory with reversible interactions. Therefore we argue that entanglement is an inevitable feature of a non-classical universe.

INTRODUCTION

Entanglement and non-locality are two of the features of quantum theory that clash most strongly with our classical preconceptions as to how the universe works. In particular, they create a tension with the other major theory of the twentieth century: relativity [1]. This is most clearly illustrated by Bell’s theorem [2, 3], in which certain entangled states are shown to violate local realism. In this paper we ask whether entanglement is a surprising feature of nature, or whether it should be expected in any non-classical theory? Could a scientist with no knowledge of quantum theory have predicted the existence of entangled states based solely on the premise that their classical understanding of the world was incomplete?

To answer these questions we explore how the dynamics of theories are contingent on the existence of entangled states. Specifically, we focus on the existence of reversible interactions, a key feature of both classical and quantum theory. We find that reversible interactions between non-classical degrees of freedom must generate entangled states. From this we then propose a set of physical postulates that imply the existence of entangled states in any probabilistic theory obeying them. Remarkably, aside from the requirement that systems can reversibly interact, these postulates concern only the local properties of the individual systems.

The outline of this paper is as follows. In the following section we discuss the framework, and explain what we mean by entanglement, reversible interactions and classical degrees of freedom within this framework. In the results section we present a novel approach to answering these questions based on the diagrammatic approach to generalised probabilistic theories [4, 5]. Finally in the discussion section we interpret our results and discuss our proposed physical postulates in-depth.

SETUP - GENERALIZED PROBABILISTIC THEORIES

In this paper, we will work in the generalised probabilistic theory framework. This framework is broad enough to allow one to discuss essentially arbitrary operationally defined theories, and is based on the idea that any physical theory should be able to predict the outcomes of experiments. We work in the diagrammatic based framework of [4, 5] which defines such a theory in terms of a collection of processes. These processes correspond to obtaining a particular outcome in a single use of a piece of laboratory apparatus, where the apparatus may have input and output ports for particular types of physical systems and a classical pointer to indicate which outcome has occurred.

The above can be formulated via a diagrammatic notation, in which processes are labeled boxes and systems are labeled wires connecting them. Some examples are shown in the table below, with the quantum-theoretic analogue of each process for comparison.

| Diagram | Process | State | Effect |
|---------|---------|-------|--------|
| QT      | CP map  | Density matrix | POVM element |

These processes can be connected together acyclically (i.e., the output port of one process may feed into the input port of another but no loops are allowed) ensuring that systems match, to form experiments. If an experiment has no disconnected ports then we must be able to associate a probability to obtaining any possible set of outcomes, for example:
Entanglement: A pure state

Classical degrees of freedom: a state

Transitivity: For any pure states

See Appendix

Reversible interactions: A processes

Transitive state spaces with a classical

Definition 1. Entanglement: A pure state $s$ is entangled when

$$\exists s_1, s_2 \text{ such that } s = \frac{1}{\sqrt{2}} s_1 \oplus \frac{1}{\sqrt{2}} s_2$$

We can therefore define a composite of two systems such that there are no entangled states. This is known as the minimal tensor product (denoted $\otimes$) and is defined as the convex hull of all pure product states.

Definition 2. Reversible interactions: A processes $T$ is reversible if there exists $T^{-1}$ where $T^{-1} \circ T = 1 = T \circ T^{-1}$. It is a non-trivial interaction if,

$$\exists T_1 & T_2 \text{ such that } T = \frac{1}{\sqrt{2}} T_1 \oplus \frac{1}{\sqrt{2}} T_2$$

Note that some transformations, such as the swap, satisfy this definition of being a reversible interaction, but this could equally well just be a relabeling of our systems and so no genuine correlations are generated between them. As such, in the results section we introduce a refined notion of what it means for a transformation to be a reversible interaction.

Definition 3. Classical degrees of freedom: a state space $S$ has a classical degree of freedom iff

$$\exists A & B \text{ such that } S = A \oplus B$$

where $A$ and $B$ are state spaces and $\oplus$ denotes their direct sum (see appendix). Any state space $S$ with this property is said to be decomposable.

At first glance this seems like an odd definition of classicality. However, we can interpret $S = A \oplus B$ as a state space where either a state from $A$ or a state from $B$ is prepared and there is a classical label as to which of these it belongs to. This classical label is the degree of freedom that is referred to in the above definition. In quantum theory this corresponds to having a state space with super-selection rules giving a decomposition of the density matrices into block diagonal form.

This definition of classicality becomes particularly clear when we impose the following physical postulate on $S$ relating the dynamics and kinematics of the theory:

Postulate 1. Transitivity: For any pure states $x, y$ there exists a reversible transformation $T$ s.t. $T(x) = y$

We do not assume transitivity in the derivation of our results but employ it later as one of the postulates that is sufficient to derive the existence of entangled states. The usefulness of this Postulate is contained in the following result: if the postulate is satisfied then our above definition of a classical degree of freedom explicitly corresponds to a classical subsystem.

Theorem 1. Transitive state spaces with a classical degree of freedom have a classical subsystem,

$$S = A \oplus B \implies S = \Delta_N \otimes C$$

where $\Delta_N$ is some $N + 1$-level classical system and $C$ some state space.

Proof. See Appendix

However, even in cases where we do not assume transitivity it is clear that there is still a classical degree of freedom in the state space, even if it can not be written as an independent subsystem. For example, it has been shown that decomposable state spaces allow for non-disturbing measurements, giving rise to classical observables. As such all systems with a classical degree of freedom violate a generalized no-cloning
no-broadcasting postulate on some observables [11]. Therefore for this work we also propose the following physical postulate to rule out state spaces with a classical degree of freedom.

**Postulate 2.** No cloneable information: A state space has no cloneable information if it does not permit a non-trivial non-disturbing measurement.

This postulate can be viewed as a generalization of the no-cloning theorem of quantum theory [12], which states that an unknown pure state cannot be cloned. No cloneable information generalizes this to sets of pure states, whereby it is impossible to copy information as to which subspace of the state space the system is in. This reduces to the no-cloning theorem when the subspace is question is the subspace generate by a single pure state. Furthermore it implies an analogous generalized no-broadcasting theorem [13].

Similar postulates such as information gain implies disturbance [14] are also sufficient to discount classical degrees of freedom.

**RESULTS**

If we want to determine the reversible dynamics of theories without entanglement, first we must be careful to define what we mean by an interaction. For example, consider the state spaces $A$ and $B := AA$. Then we have the composite state space, $S := A \otimes B = A \otimes (AA)$. Then, $T := \text{SWAP}_{A_A} \otimes 1_A$ is a valid reversible transformation on $S$ but does not factorize as $T = t_A \otimes t_B$ where $t_A : A \rightarrow A$ and $t_B : B \rightarrow B$ and so by definition $\text{[1]}$ is a non-trivial reversible interaction. However, as this is really just swapping subsystems it does not generate any correlations between the systems and so we do not consider this to be a ‘genuine’ interaction.

To eliminate such examples we limit ourselves to considering locally reversible interactions as defined below.

**Definition 4.** A locally reversible interaction $T$ is one that satisfies the following:

$$\forall a, b \exists X_b, Y_a \text{ such that}$$

$$\begin{array}{ccc}
  a & T & b \\
\end{array} = \begin{array}{ccc}
  a & X_b & \\
  b & Y_a & \end{array}$$

where $T$, $X_b$ and $Y_a$ are reversible transformations.

Such a transformation is a trivial interaction if $\forall b X_b = X$ and $\forall a Y_a = Y$, for some reversible $X$ and $Y$. Trivial interactions generate no correlations. Examples of locally reversible interactions are the classical computational gates, or a quantum CNOT gate acting on the computational basis states.

Note that as we are considering the minimal tensor product then this suffices to define the transformation $T$ as the theory must be tomographically local [11]. Moreover, if we relax the condition that $X_b$ and $Y_a$ are reversible then any bipartite transformation can be written in this way – it is this reversibility constraint that rules out cases such as the above ‘partial swap’ example.

We will now derive some consequences of the existence of these interactions, which will lead on to a proof of our main result for this section: the existence of a non-trivial locally reversible interaction implies classicality of the state space (in the sense of definition 3).

**Lemma 1.** Local reversible interactions allow for the construction of ‘partial broadcasters’ [15].

**Proof.** We define a partial broadcaster, $B$, as a transformation satisfying the following equation:

$$B = \begin{array}{c}
  b \\
\end{array}$$

The standard broadcasting map additionally satisfies, an equivalent equation but with the trace on the top system.

We can define the following transformations using a local reversible interaction $T$:

$$\begin{array}{ccc}
  B_b & := & \begin{array}{c}
  b \\
  \end{array} \\
  T & \quad & \begin{array}{c}
  X_b^{-1} \\
  \end{array} \\
  \end{array}$$

and

$$\begin{array}{ccc}
  B'_a & := & \begin{array}{c}
  a \\
  T \\
  Y_a^{-1} \\
  \end{array} \\
\end{array}$$

It is simple to check that these satisfy the defining equation for a partial broadcaster:

$$\forall a$$

$$\begin{array}{ccc}
  a & B_b & \begin{array}{c}
  b \\
  \end{array} \quad = \quad a & T & \begin{array}{c}
  X_b^{-1} \\
  \end{array} \\
\end{array}$$

$$\begin{array}{ccc}
  a & X_b & X_b^{-1} \\
  b & Y_a & \begin{array}{c}
  b \\
  \end{array} \\
\end{array}$$

$$\begin{array}{ccc}
  a & X_b & \begin{array}{c}
  b \\
\end{array} \\
\end{array}$$

$$\begin{array}{ccc}
  a & X_b & X_b^{-1} \\
  b & Y_a & \begin{array}{c}
  b \\
  \end{array} \\
\end{array}$$

$$\begin{array}{ccc}
  a & \begin{array}{c}
  b \\
\end{array} \\
\end{array}$$
Similarly we can check that this equation is satisfied for $B'_b$.

Note that we can have trivial partial broadcasters, these are of the form,

\[
\begin{array}{c}
\begin{array}{c}
B \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
s \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
f(s) \\
\end{array}
\end{array}
\]

where $s$ is a normalised state. Note also that trivial locally reversible interactions give rise to only trivial partial broadcasters.

Lemma 2. Partial broadcasters allow for non-disturbing measurements.

Proof. The defining equation for a partial broadcaster in theories where composition is given by the minimal tensor product implies the following:

\[
\forall s
\begin{array}{c}
\begin{array}{c}
B \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
s \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
f(s) \\
\end{array}
\end{array}
\]

where $f$ is some function from the set of pure states in $A$ to the set of pure states in $B$. Then we can construct a set of non-disturbing measurements $\{M_e\}$ as:

\[
\begin{array}{c}
\begin{array}{c}
M_e \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
s \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
f(s) \\
\end{array}
\end{array}
\]

where these are non-disturbing as they satisfy,

\[
\forall s
\begin{array}{c}
\begin{array}{c}
M_e \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
s \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
f(s) \\
\end{array}
\end{array}
\]

Note again that we can have the trivial case where the non-disturbing measurement has only a single outcome, i.e. such that $\forall s \ f(s) = c$, these are just a transformation proportional to the identity channel. This ‘decomposes’ the state space in a trivial way, i.e. into a single component, and so does not lead to the state space having a classical degree of freedom. Any other non-disturbing measurement leads to a non-trivial decomposition.

We can then use the following result of Barnum et al:

Lemma 3. The existence of non-trivial non-disturbing measurements implies decomposability of the state space.

Proof. Theorem 5 of [10].

Note that every theory has a trivial non-disturbing measurement, that is, anything proportional to the identity channel. This ‘decomposes’ the state space in a trivial way, i.e. into a single component, and so does not lead to the state space having a classical degree of freedom. Any other non-disturbing measurement leads to a non-trivial decomposition. From Lemma 3 it is straightforward to prove the following:

Theorem 2. For theories without entanglement (def. 1) with entirely non-classical state spaces (def. 3), all local reversible interactions are trivial (def. 4).

Proof. As we are assuming that the state spaces are entirely non-classical, any non-disturbing measurement constructed from $T$ must be proportional to the identity.

This means that the any ‘$f$’ obtained from a non-disturbing measurement must be a constant function, i.e. $\forall s \ f(s) = c$ for some fixed state $c$.

If we consider how $f$ is defined for a non-disturbing measurement constructed from $T$, it is defined by,

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
X \\
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
s \\
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
f(s) \\
\end{array}
\end{array}
\]

or,

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
Y \\
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
s \\
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
f(s) \\
\end{array}
\end{array}
\]

where which $a, b, X, Y$ is used depends on which partial broadcaster we construct.

However, non-classicality of the state space requires that $f(s)$ is constant for all possible broadcasters (else we get a non-trivial non-disturbing measurement and a non-trivial decomposition), and so, $\forall s \ X = X$ and $\forall s \ Y = Y$ where $X$ and $Y$ are some fixed reversible transformations.
Therefore,

\[
\begin{array}{c}
T \\
\end{array}
= 
\begin{array}{c}
X \\
Y \\
\end{array}
\]

and so \(T\) is a trivial interaction.

If we relax the constraint of non-classicality, and instead allow for decomposable state spaces which encode classical degrees of freedom, we find that although reversible interactions exist they are conditional on these classical degrees of freedom only.

**Theorem 3.** Interactions between systems without entanglement are conditional transformations on classical degrees of freedom

**Proof.** See Appendix A

It is important to note that, although we make reference to non-disturbing measurements, this work does not require the commonly made assumption of the *no-restriction hypothesis*, which asserts that any mathematically valid measurement can be physically realized. Moreover, we also are not using the frequently used assumption of *local tomography*, which asserts that composite states can be completely characterized by their local measurement statistics. In summary, we find that if we assume the following postulates:

1. *non-classicality*: the state space does not contain a classical degree of freedom;
2. *no entanglement*: systems are composed under the minimal tensor product \(\otimes\);
3. *reversible interactions*: systems can become correlated through locally reversible interactions;

we reach a contradiction. By making use of a broad notion of classicality, we can arrive at two different sets of physical postulates that predict the existence of entangled states. Firstly, there is *transitivity* (Postulate 1). Transitivity excludes the existence of classical degrees of freedom from non-classical systems, as for transitive state spaces these always manifest as classical ancillas. Therefore by Theorem 3 all reversible interactions between transitive systems are between a system and a classical system, and there are no reversibly interactions between non-classical systems. Secondly, *no-cloning / broadcasting* (Postulate 2) immediately precludes the existence of classical degrees of freedom, and therefore any systems obeying a no-cloning / broadcasting postulate cannot interact reversibly with non-entangling transformations.

**DISCUSSION**

In this article we have show that for systems to reversibly interact the interaction must generate entanglement or be an interaction of classical degrees of freedom. Furthermore, we have presented a set of physical postulates that are sufficient to imply the existence of entangled states by excluding classical degrees of freedom – namely that the systems can contain no cloneable / broadcastable information or that the systems are transitive. To emphasis the power of this result, consider a physicist with no knowledge of quantum theory who observes systems with some non-classical properties such as exhibiting interference in a Young’s double slit experiment. If the physicist observed that these systems can reversibly interact and their local state spaces can be reversibly explored, then he or she would be able to deduce the existence of entangled states. This implies that entanglement, far from being a manifestly quantum phenomena, is an inevitable feature of any reasonable non-classical theory of nature.

The existence of reversible interactions in a key feature of both classical and quantum theory. For instance the second law of thermodynamics is contingent on the assumption of the reversibility of interactions \[16\] \[18\]. Previous work has shown reversibility to be an important property in determining the physical limitations of a theory. For example it is required to ensure the impossibility of deleting \[19\] or cloning an unknown quantum state \[12\] (and a weaker classical version \[20\]), which together establish information as something analogous to a conserved quantity.

In classical and quantum theory not only do reversible interactions exist, but the theories are transitive, which means that you can reversibly explore all of the state space (on both a local and global level). Indeed any theory whereby the local state space is defined by the action of some dynamical group (be it the permutation group in classical theory of the unitary group in quantum theory) obeys transitivity by construction. Therefore one could argue that transitivity should really be taken as part of the definition of a state space in theories where, fundamentally, all dynamics are reversible. For example if some region of the state space is not reachable under any of the local or multipartite dynamics then it should not be considered as part of the state space. If we use this definition of the state space, the only systems with classical degrees of freedom are classical simplices, and our main result becomes that non-classical systems cannot reversibly interact without entanglement.

It would be of interest to determine if, perhaps by introducing additional physical postulates, it would be possible to derive the existence of non-local correlations that violate Bell inequalities. The existence of entangled states is in general a necessary but insufficient condition for observing violations of Bell ineq-
ities. For example, entangled states are present in the local theory of Spekkens’s toy model [21]. However, it has been shown that all entangled states in quantum theory display some hidden non-locality [22, 23]. By determining the additional structure present in quantum theory that gives this correspondence between entanglement and non-locality, it could be possible to derive the violation of Bell inequalities from purely physical postulates. Given the surprising simplicity of the postulates presented in this paper that result in entanglement, it is plausible that the physical postulates that give rise to Bell non-locality are similarly mundane.
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APPENDICES

Mathematical background

As mentioned above, we associate each system with a state space which is defined as a compact, convex subset of a real, finite-dimensional vector space. That is to say, a closed and bounded set of vectors in a real, finite-dimensional vector space such that if \( v_1 \) and \( v_2 \) are inside the set then for \( p \in [0, 1] \), \( pv_1 + (1-p)v_2 \) is also in the set. Given two such state spaces \( A \) and \( B \) there are two constructions of composite state spaces which are important for the derivation of our results.

Definition 5. Minimal tensor product, \( A \boxtimes B \):

\[
A \boxtimes B := \text{Conv} \{a \otimes b | a \in A, b \in B\}
\]

Definition 6. Direct sum, \( A \oplus B \):

\[
A \oplus B := \text{Conv} \{a \oplus 0, 0 \oplus b | a \in A, b \in B\}
\]

An important result is the following distributive law for the direct sum and minimal tensor product.

Lemma 4. The direct sum \( \oplus \) distributes over the minimal tensor product \( \boxtimes \)

Proof. Consider three state spaces \( A, B \) and \( C \). We want to show that,

\[ A \boxtimes (B \oplus C) = (A \boxtimes B) \oplus (A \boxtimes C) \]

This follows immediately from writing out both sides using the definitions of \( \boxtimes \) and \( \oplus \), using distributivity of the direct sum and tensor product on the individual vectors, and noting that \( 0 \otimes s = 0 \otimes 0 \).

Another important structure associated to the state space is the face lattice. We say that a set \( f \) is a face of the state space \( S \) if \( f \) is itself a convex set such that for any state \( s \in f \), \( v_1 \in S \) and \( p \in [0, 1] \) that,

\[ s = pv_1 + (1-p)v_2 \implies v_1, v_2 \in f \]

We denote by \( \text{Face}(S) \) the set of faces of \( S \). A vertex \( v \) of \( S \) is a zero-dimensional face of \( S \), and we denote by \( \text{Vertex}(S) \) the set of vertices of \( S \). Faces of a convex set can be ordered by subset inclusion, which gives them the structure of a lattice. The join \( f_1 \lor f_2 \) of two faces in this lattice is particularly important for this work and can be defined as the minimal face that contains both \( f_1 \) and \( f_2 \).

It will be useful to consider how reversible transformations of the convex set induce a corresponding
transformation of the face lattice. Specifically it induces a lattice automorphism, but the following three lemmas will be of particular use for us.

**Lemma 5.** $T(f) = f' \cong f$ i.e. faces are mapped to isomorphic faces.

**Proof.** Consider some $s' \in f'$ then $f'$ is a face if for any decomposition, $s' = ps'_1 + (1 - p)s'_2$, $s'_1$ are also in the set $f'$. Note that $s' = T(s)$ for some $s \in f$ and as $T$ is reversible, this means that $s = T^{-1}(s') = T^{-1}(ps'_1 + (1 - p)s'_2)$ which by linearity of $T^{-1}$ implies that $s = pT^{-1}(s'_1) + (1 - p)T^{-1}(s'_2)$. This provides a decomposition of $s$ and as $f$ is a face this means that $T^{-1}(s'_1) \in f$ and so $s'_1$ are both in $f'$. Therefore $f'$ is a face. It is clearly isomorphic to $f$ as $T$ provides the isomorphism. \( \square \)

**Lemma 6.** A reversible transformation $T$ on $S$ induces an automorphism of the face lattice $\text{Face}(S)$.

**Proof.** Lemma 4 shows that faces are mapped to faces, then reversibility of $T$ implies that this mapping of faces must be 1 to 1 and hence induces a lattice automorphism. \( \square \)

An immediate corollary of this is that:

**Corollary 1.** $T(s_1 \lor s_2) = T(s_1) \lor T(s_2)$

**APPENDIX A**

**TRANSITIVE STATE SPACES WITH CLASSICAL DEGREE OF FREEDOM**

**Theorem 1:** Transitive state spaces with a classical degree of freedom have a classical subsystem,

$$ S = A \oplus B \implies \exists N \geq 2 \& C \text{ such that } S = \Delta_N \otimes C $$

**Proof.** First note that one can always decompose a state space, $S$ into irreducible components, $A_i$, as

$$ S = \bigoplus_i A_i $$

where irreducibility of $A_i$ implies that they cannot be further decomposed with respect to $\oplus$.

Next note that the faces of $S$ are all of the form,

$$ \bigoplus_i f_i $$

where $f_i \in \text{Face}(A_i)$. Therefore the only irreducible faces are those of the form,

$$ 0 \oplus \cdots \oplus 0 \oplus f_i \oplus 0 \oplus \cdots \oplus 0 $$

where $f_i$ is an irreducible face of $A_i$.

As vertices are trivially irreducible, each vertex of $S$ corresponds to one of the vertices of one of the $A_i$.

Therefore, consider two vertices $v_i$, belonging to distinct $A_i$. As the $A_i$ are each irreducible (by assumption), then the two vertices of $S$ corresponding to these $v_i$ belong to a maximal irreducible face isomorphic to their respective $A_i$.

**Lemma 7** implies that, reversible transformations preserve the set of faces that a vertex belongs to. Therefore the maximal irreducible face for each must be isomorphic, and hence, $A_i \cong A_j \forall i, j$.

Therefore $S = \bigoplus_{i=1}^n A$ for $A \cong A_i$. Now note that the simplex state space $\Delta_n = \bigoplus_{i=1}^{n+1} p$ where $p$ is a point state space. Additionally note that $B \boxtimes p \cong \cong B$ for any state space $B$. Therefore,

$$ S = \bigoplus_{i=1}^n A = \bigoplus_{i=1}^n A \otimes p = A \boxtimes p = A \boxtimes \Delta_{n-1} $$

where the third equality uses the distributivity of $\boxtimes$ over $\oplus$. \( \square \)

**Theorem 4.** Interactions between systems without entanglement are conditional transformations on those classical degrees of freedom

**Proof.** Consider the state space $A \boxtimes B$ where $A = \bigoplus_i A_i$, where $A_i$ are indecomposable and similarly $B = \bigoplus_j B_j$ where all $B_j$ are indecomposable (note any decomposable finite dimensional cone can be decomposed in the way [24]). Consider a reversible transformation $T$ on this state space (as defined in Definition 4).

$$ T(A \boxtimes B) = T(\bigoplus_{i=1}^{n_A} A_i \otimes \bigoplus_{j=1}^{n_B} B_j) = T(\bigoplus_{i=1, j=1}^{n_A, n_B} A_i \otimes B_j) $$

the second equality uses distributivity of $\oplus$ over $\otimes$. As all $A_i \otimes B_j$ are indecomposable, they contain no classical degrees of freedom and therefore all locally reversible operations on them are trivial. Therefore Theorem 2 implies that

$$ T(A_i \otimes B_j) = X_i \otimes Y_j(A_i \otimes B_j) $$

and therefore

$$ T(A \otimes B) = \bigoplus_{i=1, j=1}^{n_A, n_B} T_i \otimes T_j(A_i \otimes B_j) $$

where $(i, j)$ index the classical degrees of freedom of $A \otimes B$. Therefore we see that, as $T$ factorizes over $\oplus$, the interaction is conditional on the classical degrees of freedom $(i, j)$ alone. \( \square \)