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Abstract: In the new age of illumination, light emitting diodes (LEDs) have been proven to be the most efficient alternative to conventional light sources. Yet, in comparison to other lighting systems, LEDs operate at low temperatures while junction temperature ($T_j$) is among the main factors dictating their lifespan, reliability, and performance. This indicates that accurate measurement of LED temperature is of great importance to better understand the thermal effects over a system and improve performance. Over the years, various $T_j$ measurement techniques have been developed, and existing methods have been improved in many ways with technological and scientific advancements. Correspondingly, in order to address the governing phenomena, benefits, drawbacks, possibilities, and applications, a wide range of measurement techniques and systems are covered. This paper comprises a large number of published studies on junction temperature measurement approaches for LEDs, and a summary of the experimental parameters employed in the literature are given as a reference. In addition, some of the corrections noted in non-ideal thermal calibration processes are discussed and presented. Finally, a comparison between methods will provide the readers a better insight into the topic and direction for future research.
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1. Introduction

The temperature rise has been an indispensable part of light generation systems. This might explain why we continue to distinguish visible light colors by the temperature of an ideal black-body radiator of a color comparable to that of the light source [1]. Thermal challenges of light generation systems date back to 125,000 years ago as anatomically modern human beings controlled fire for sources of heating and illumination [2,3], dealing with torches, cressets, and bonfires which burnt at near 1000 °C [4]. Illumination relied on the control of flame and burning fuels created from olive and seed oils, animal grease, tallow, and gas till the 18th century [5]. In the 19th century, rapid progress in electrical science laid the foundation of modern progress in lighting [6,7]. Still, temperature rise was a major challenging part of light generation. From 1835 after the first constant electric light demonstration by Charles Wheatstone, it took 40 years for scientists to figure out how to prevent the 3000 K filament from oxidizing [8]. Interestingly, from 1924 to 1940, as the lifetime of lightbulbs started to exceed 1800 h, financial agreements led to thermally controlled life-span engineering for added profits [9]. In 1986, the invention of the first nitride-based blue light emitting diode (LED) by Isamu Akasaki and others eventually revolutionized the lighting industry, allowing high power and efficient solid state lighting [10]. This breakthrough followed by a rapid optimization process in LED device production led to a cost/lumen reduction of 10-fold and a lumen per LED package...
increment of 20-fold in each decade [11]. In terms of efficacy, fluorescent lamps, despite being able to operate at almost room temperature and possibly having the longest lifespan, cannot compete with LEDs [12]. In addition, LEDs have shown the potential to go beyond the “replacement paradigm” by providing a critical advantage in transportation, display and imaging systems, communications, agriculture, and other fields with their advanced color control and modulation capabilities [13,14].

The wavelength of the emission could be engineered with band gap control of the materials in the diffusion region between the p-type and n-type regions of an LED, within a few microns near the p-n junction (\(\lambda = 1240/E_\text{g} \text{ nm}\) [15]. LEDs are now capable of photon emission in all visible light wavelengths by progressing from ternary (GaAs\(_{1-x}\)P\(_x\)) material selection to quaternary compositions (AlGaInN). AlGaAs material systems are used for infrared and red emission, AlGaInP for amber, orange, and yellow-green, and AlInGaN for green to near ultraviolet. Because of their high thermal conductivity, electron saturation drift velocity, critical breakdown voltage, and fracture toughness to resist defects growth, group III nitride materials are ideal for unlocking the higher powers in LEDs [16,17]. However, given the fraction of input power of previous lighting technologies and the highest power conversion efficiency of any known man-made light source, why is it challenging to keep them working at low temperatures?

LEDs (along with all other power semiconductor devices) act as discrete heat sources, dissipating heat through electronic packages into printed circuit boards (PCBs) and heat sinks. Currently, in optimum current densities of LEDs, around 70% of the input electrical power converts into heat generation [18]. Figure 1a schematically shows the structure of a sample lead frame with a metal/plastic body package [19]. As shown in Figure 1b, the primary cause of the temperature rise in LEDs is the stacked thermal resistance barriers in their complex thermal architecture [20,21]. Junction temperature \(T_j\) is the largest recommended operating temperature in an electronic structure, which is shown in the thermal resistance network in Figure 1b. As indicated by the heat generating zones (1 to 3) in the thermal resistance map of a typical LED in Figure 1b, heat is being generated in an LED at (1) the active region due to non-radiative recombination, inside of the optical cavity due to radiation absorption, electrical structures and semiconductor metal interfaces due to Joule heating [22], (2) phosphor–polymer composite/coating in a white LED due to Stokes shift and thermal quenching of phosphor [23–27], and (3) outside of the optical cavity due to the radiation absorption and other electrical structures due Joule heating [28,29]. Currently, chip on board, wafer level, and chip-scale packaging are the most popular designs in the LED market for heat dissipation [30]. In the past three decades, the thermal resistance of the packages has reduced from 8 K/W [31] in 2008 to 5 K/W [32] in 2016 and now to 3.5 K/W [33].

Besides the compact size, the challenge of reducing the thermal resistance of an LED package is mainly related to the scarcity of suitable substrate materials where chips are grown heteroepitaxially on foreign sapphire and SiC substrates with a large lattice and thermal expansion coefficient mismatch (future candidates may be hexagonal boron nitride substrate with plasma enhanced chemical vapor deposition (PECVD) and amorphous boron nitride substrate prepared by magnetron sputtering have been reported in AlGaN/GaN high electron mobility transistors [34–36]). Additional interfacial thermal resistance between each layer also increases the total thermal resistance of the package [21,37,38]. These types of integrations, as shown in Figure 1b, limit the heat dissipation capability of the package due to the introduction of interfacial thermal resistances where the thermal characterization techniques are rarely investigated [39]. Attachment of a package to a PCB can introduce additional three-dimensional thermal resistance (up to 50 K/W [40,41]) where the solder joint quality and thermomechanical properties of the package can also restrain the heat dissipation. Furthermore, there is another heat dissipation barrier from the PCB to any additional heatsink and to the external environment (up to 30 W/K depending on geometry and convective characteristics [40,41]) and also from the phosphor layer to the lens [29,42].
Figure 1. (a) Schematic overview of the package and structure of a typical LED luminaire and corresponding (b) thermal resistance network with main heat generation zones indicated by heat generating zones 1 to 3. $R_{s}$ and $R_{t}$ indicate thermal resistance from the junction to the solder point and to air (trapped air inside the luminaire), respectively. $R_{s-PCB}$ indicates thermal resistance introduced from package mount to PCB. $R_{PCB}$, $R_{PCB-HS}$, and $R_{PCB-air}$ are thermal resistance of the package, interfacial thermal resistance from PCB to heat sink, and convection resistance from PCB to air (air trapped in the luminaire), respectively. $R_{HS}$ and $R_{HS-ambient}$ are the thermal resistance of the attached heat sink and the convection from the heat sink to the ambient air, respectively. In case of having phosphor coating, $R_{Ph-Down}$ and $R_{Ph-up}$ are thermal resistances in the phosphor coating (phosphor generates heat due to thermal quenching and Stokes shift). $R_{air-Lens}$, $R_{Lens}$, and $R_{Lens-ambient}$ denote the thermal resistance of hot trapped air to the covering lens, the thermal resistance of the lens itself, and the convection from lens to ambient, respectively.

The temperature rise of the chip influences the luminance performance of the LED and temperature-induced failure modes [43]. The aging and degradation of LEDs, the majority of which is caused by high temperatures, has long been a topic of debate [44–47]. It is recognized that the temperature of the junction region and phosphor layer (in phosphor-converted white LEDs) are the two major thermal concerns for next generation, high power LED devices [48–50], and successful thermal management was found to be the key aspect to tackle thermal-induced problems [51,52]. However, to offer a suitable thermal management solution, interpreting photometric characteristics and package capabilities and making lifetime predictions, it is required to adopt a steady-state and transient temperature characterization in a large range of conditions.

Over the last 20 years, a number of $T_j$ measurement techniques have been introduced by researchers, and they have progressed in many ways. Yet, it remains as a hot topic since researchers are frequently coming up with new approaches to determine the $T_j$ or making improvements upon the existing techniques. Currently, measurements based on temperature-dependent variation of optical or electrical properties or physical contact are commonly employed techniques. However, it is important to note that experimental $T_j$ measurement of LEDs is not a straightforward task. The majority of the LED modules comprise surface covering lens, encapsulation, and other package components that obstruct the
chip temperature measurements. This highlights the fact that the selection of appropriate techniques may be limited by the unique requirements and operating conditions of the inspected device.

There have been some reviews that presented general temperature measurement techniques [53], temperature measurement of semiconductors [54,55], and various electronic modules [56–59]. However, to the best of our knowledge, an extensive review that focuses explicitly on experimental $T_j$ measurement of LEDs has yet to be completed. Correspondingly, we aimed to put an emphasis on the various experimental measurement techniques that are available to assess the junction temperature of LEDs. This review is composed of a large number of investigations on $T_j$ of LEDs and gives detailed discussions of the advantages and disadvantages of each technique based on findings presented in the literature. The selection of experimental parameter reports of different researchers is given as a reference for comparison. The review starts by looking at temperature sensitive optical parameters (TSOPs) that are used for $T_j$ determination. In addition to the conventional approaches such as wavelength shift and broadening, new approaches are also covered. After which, optical temperature probing methods such as infrared thermography, thermoreflectance, Raman spectroscopy, and liquid crystal thermography are analyzed. Spatial and temporal resolutions, temperature sensitivity, and accuracy are taken into account when comparing these approaches. Then, temperature sensitive electrical parameters are investigated, and the primary focus has been given to the well-known forward voltage measurement (FVM) technique, while examples of other existing electrical temperature measurement methods used for LEDs are also mentioned. Finally, concluding remarks and a table summarizing the pros, cons, and future possibilities of various techniques are provided.

2. Temperature Sensitive Optical Parameters (TSOPs)

$T_j$ may be indirectly measured using an LED’s inherent optical characteristics. The emission spectrum of a semiconductor device is influenced by temperature variations due to the temperature dependence of the energy band gap [60]. This behavior motivates researchers to use spectral power distribution (SPD) characteristics such as the peak wavelength and spectral bandwidth of LEDs, which are known as temperature sensitive optical parameters (TSOPs), to estimate $T_j$ [61]. The TSOP measurement method is non-destructive and does not interrupt the electrical performance of LEDs [62–66] (e.g., in case of an alternating current (AC) LED [67], TSOP-based $T_j$ measurements have shown successful implementation without altering their electrical performance [68]).

The TSOPs are unique for each electrical working condition, and light output changes depending on the internal quantum efficiency and band gap characteristics of an LED at each specific temperature and input current [69]. A summarized illustration of the SPD response to temperature and input current induced changes of an arbitrary white LED (WLED) is shown in Figure 2.

It is known that with increasing $T_j$, SPD shows a red shift and broadening [70]. The redshift phenomenon is primarily due to the band gap reduction. This was explained by Wang et al. [71,72] for GaN-based blue LEDs in low temperatures, and recently, similar results were reported at high temperatures for high brightness GaN on sapphire blue LEDs [73]. It should be noted that SPD displays a blue shift and broadening with increasing input current. Li et al. [74] studied the effect of input current and temperature on the spectral behavior of green InGaN/GaN multi-quantum well LED and showed that the excitation source could alter the carrier dynamics in the active region. A large blue shift was observed in high input power levels, mainly due to the carrier screening effect as a result of a weakened piezoelectric field that causes the quantum-confined Stark effect [75]. This issue can be verified by the findings of Kim et al. [76], which analyzed carrier leakage of GaN based on photoluminescence properties of LEDs both at forward biased and intentionally formed leakage path conditions. Increased current leakages were observed in low series resistance for LEDs, which led to a blue shift of the SPD.
Temperature-induced full width at half maximum (FWHM) broadening is due to the thermal broadening [77]. On the other hand, current-induced FWHM broadening is due to the combined effect of the screening to the piezoelectric field and band filling effect as discussed by Lin et al. [70]. With input currents of 150 to 850 mA for GaN-based blue LED at temperature range of 273 to 338 K, the slope of the center of mass wavelength per $T_j$ was below 0.034 nm/K, while for FWHM, broadening was above 0.052 nm/K. Assuming high precision temperature measurements by taking precise optical measurements within 0.1 nm, the accuracy of the $T_j$ measurement based on wavelength shift was around 3 K, while the FWHM measurement could reach below 2 K. Based on this, we suggest that FWHM calibration can yield high accuracy in $T_j$ evaluation.

It should be noted that the spectral width and shape of the LED emission can also be associated with carrier distribution, growth procedure and structure, the density of states, and the successful pairing of electrons and holes, etc. [78]. For instance, an inconsistent temperature-dependent shifting behavior in wavelength (red–blue–red shifting) was observed for the peak energy of an InGaN based MQW LED and mainly attributed to the non-uniformity (variation in layer thickness and defects) and carrier localization in quantum wells [79]. Considering these issues, the accuracy of the wavelength shift method is stated to be only 5–10% of the FWHM of the emission line [80]. However, in devices with a narrow emission, the accuracy of the wavelength shift method increases and can be a suitable approach for $T_j$ prediction [81].

Chhaje et al. [77] calibrated the peak wavelength of ultraviolet (UV), blue, green, and red GaN-based LEDs for a forward current range of 10 to 100 mA at temperatures of 22 to 120 °C. Similarly, a high temperature coefficient of the spectral widths was determined in comparison to the wavelength shift. Temperature coefficients of the dominant wavelength for the blue, green, and red LEDs were determined as 0.0389, 0.0308, and 0.1562 nm/K, respectively. The slopes increase to 0.0466, 0.0625, and 0.1812 nm/K for the FWHM-based $T_j$ evaluations. Similarly, a strong red shift of the red AlGaInP LED was also seen in another study by the authors for a trichromatic white LED system [82]. Blueshift was negligible for the red LED and slightly higher for the UV LED, while the highest blueshift effect was recorded for the green LED. The authors stated that the uncertainty of $T_j$ estimation based on the wavelength shift method is higher in comparison to the FWHM method. Furthermore, the authors preferred the forward voltage method (FVM) with a reported accuracy of ±3 °C over the TSOP method.
Chen et al. [83] conducted $T_j$ estimation experiments and obtained peak wavelength shifts for three different AlGaInP LED arrays. Shifting characteristics investigated at longer, central, and shorter wavelengths showed that the center wavelength is the most suitable method to calculate $T_j$ of an LED array. Tamura et al. [84] analyzed the wavelength shift of InGaN-based white LEDs at temperatures from 20 to 160 °C and their investigations showed that blue light emission from the active layer and yellow light emission from Ce:YAG phosphor formed two different electroluminescence bands while each band displayed a distinct behavior with the temperature change. However, similar to previous cases, $T_j$ was stated to be successfully calibrated to the blue emission of the chip. Chen et al. [85] showed a simplified peak wavelength shift variation at different $T_j$ for white LEDs under different drive currents. Their findings showed that the temperature dependence of peak wavelength is lower for direct current (DC) LEDs compared to bilevel drive, while the thermal energy needed for correlated color temperature (CCT) stabilization is also less for a DC LED. Gu et al. [86] selected the point of interest as the lowest energy in the SPD between the peaks of blue and yellow emissions. The ratio of the total radiant energy of white LEDs to the radiant energy within the blue emission in a different $T_j$ has shown a linear relationship. The authors claimed that with a ratio of 0.005, the temperature prediction accuracy of 1 K can be achieved in commercial white LEDs with this relation. In constant forward current density, Azarifar et al. [87] performed four machine learning regressions including k-nearest neighbor (KNN), radius near neighbors (RNN), random forest (RF), and extreme gradient booster (XGB) on temperature sensitive optical data from over 500 commercial white LED packages and tested the accuracy of prediction with experimental measurements. With near unity in $R^2$ scores and small root mean square deviation values, the XGB regressor showed close-to-perfect correlation capability to assess $T_j$ based on SPD behavior. Their recent findings demonstrated that white LED brightness and color characteristics, irrespective of the package’s thermal resistance, can offer a real-time $T_j$ prediction capability.

TSOP-based methods have also been shown to be a practical approach for measuring phosphor temperature in an operating white LED. Based on the total emission division of a white LED to a sum of the spectrum of the blue chip and two spectrums from phosphor with a short and a long wavelength band, Yang et al. [88] examined the fitting peak wavelengths and FWHMs of the short and long wavelength bands at different phosphor temperatures. They stated that phosphor temperature can be precisely measured by checking the variations of its related emission spectrum. Similar to the LEDs, redshift at higher temperatures was observed. Linear relationships were seen for the FWHM and peak wavelength of the phosphor at different temperatures. However, this model is practical for the same phosphor only, and it cannot be used for mixtures of different phosphor combinations.

Recently, TSOP-based temperature measurement methods have extended to two-dimensional (2D) thermal mapping. Based on new microscopic hyperspectral imaging (MHI), the 2D spectral power distribution can be obtained from light emitting surfaces and can be used to incorporate the TSOP for surface temperature measurement of the LEDs. Jin et al. [89] used the MHI-based centroid wavelength method to study the 2D temperature distribution of the blue, green, and red LEDs (see Figure 3). After calibration of the centroid wavelength coefficient, the authors reached as low as 3 µm resolution for the surface temperature measurement of the LEDs, which is claimed to be capable of reaching submicron level accuracy.
Recently, TSOP-based temperature measurement methods have extended to two-dimensional (2D) thermal mapping. Based on new microscopic hyperspectral imaging (MHI), the 2D spectral power distribution can be obtained from light emitting surfaces and can be used to incorporate the TSOP for surface temperature measurement of the LEDs. Jin et al. [89] used the MHI-based centroid wavelength method to study the 2D temperature distribution of the blue, green, and red LEDs (see Figure 3). After calibration of the centroid wavelength coefficient, the authors reached as low as 3 μm resolution for the surface temperature measurement of the LEDs, which is claimed to be capable of reaching submicron level accuracy.

As the next generation micro-LEDs are gaining popularity [90], practices for performance characterization of micro-LEDs are also becoming a topic of interest. Although previous discussions suggest that heat accumulation in micro-LEDs is lower due to enhanced current spreading in active layers with size reduction [91], the studies of Feng et al. [92] and Yu et al. [93] emphasized the importance of $T_J$ for micro-LEDs by stating that the internal series resistance of micro-LEDs is expected to increase with their decreasing size. Therefore, it is important to extend the practical application of TSOP-based temperature measurement to the next generation micro-LED devices. Recently, a thermal study on GaN-based micro-LEDs was conducted by Feng et al. [92]. In their study, a band gap reduction-related redshift of 0.024 eV and FWHM broadening from 27 to 35 nm were seen in the temperature range of 25 to 80 °C. Although they proposed that micro-LED band gap behavior with $T_J$ follows a semi-empirical Varshni relation, it is not possible to determine an accurate coefficient of temperature for the FWHM or band gap for $T_J$ calibration from the presented experimental results.

A parametric summary of TSOP-based experimental LED $T_J$ measurement reports is presented in Table 1.

![Image](image_url)
Table 1. TSOP-based experimental temperature measurement parameters that are employed in the literature for the thermal characterization of LEDs. References are sorted by year. Not reported parameters are indicated by a hyphen in the table. (Δδ: uncertainty, λ: wavelength).

| Authors                  | Year | Color | Material System | Temperature Coefficient | Measurement Range | Authors                  | Year | Color | Material System | Temperature Coefficient | Measurement Range |
|--------------------------|------|-------|-----------------|-------------------------|-------------------|--------------------------|------|-------|-----------------|-------------------------|-------------------|
| Hong and N. Narendran    | 2004 | Red   | AlGaInP         | 0.1376                  | 298–343           | Chhajed et al.           | 2005 | Red   | AlGaInP        | 0.1562                  | 295–393            |
|                          |      |       |                 | -                       | 627–640           |                          |      | Blue  | GaInN          | 0.0389                  | 629–644            |
|                          |      |       |                 | -                       |                   |                          |      | Green | GaInN          | 0.0308                  | 517–519            |
|                          |      |       |                 | -                       |                   | Lin et al.               | 2012 | Blue  | -               | 0.03181                 | 298–338            |
|                          |      |       |                 | -                       |                   |                          |      |       |                 |                         |                   |
|                          |      |       |                 | -                       |                   | Chen and Narendran       | 2013 | Amber | AlGaInP       | 0.0052                  | 295–338            |
|                          |      |       |                 | -                       |                   |                          |      | White | InGaN          | 0.04                    | 298–363            |
|                          |      |       |                 | -                       |                   | Priante et al.           | 2018 | UV    | AlGaInP-NanoWire | 0.027                  | 298–358            |
|                          |      |       |                 | -                       |                   | Jin et al.               | 2019 | Red   | AlGaInP        | 0.108                   | -                  |
|                          |      |       |                 | -                       |                   |                          |      | Blue  | GaInN          | 0.026                   | -                  |
|                          |      |       |                 | -                       |                   |                          |      | Green | GaInN          | 0.025                   | -                  |

3. Optical Temperature Probing Methods

Optical temperature probing techniques are generally non-destructive and easy to handle with a minimum or no downtime. However, the studied surface should be exposed so that temperature probing can be utilized based on reflection, deflection, interference, fluorescence, birefringence, absorption, or thermal emission optical phenomena [95]. In the case of LEDs, the device cannot be probed with secondary optics due to its determining thermal effect on $T_j$ (refer to Figure 1) [96]. During the measurements, excitation, detection, or the reference light beam is generally adopted, and variations in light properties, including amplitude, phase, polarization, and frequency are recorded for the corresponding temperature evaluation. The employed light beam can be focused/defocused, polarized, and deflected, or operated in modulated and pulsed continuous wave modes to meet the desired measurement objective. Although there are a number of optical temperature probing techniques employed for the thermal characterization of working electronic devices, only infrared (IR) thermography, thermoreflectance, Raman spectroscopy, and liquid crystal thermography were found to be suitable for LEDs and included in this survey (readers can refer to [97–99] for further information about excluded optical temperature probing methods). In most of these techniques, measurement signals come from the surface or a region close to the surface of the test LED, which is assumed to assimilate the actual $T_j$. At the same time, some methods have the potential to provide data from the internal layers of the chip. A critical drawback of some of the optical temperature probing techniques is the possible interference of the active probe source (e.g., focused laser beam) with the device’s electrical and thermal performance, which can be partially avoided by carefully selecting the source’s incident wavelength and power [100–102].

3.1. Infrared (IR) Thermography

IR thermal imaging is a real-time imaging method for measuring temperature distributions [103]. The application of IR thermography can be seen for the thermal inspection
of various types of LEDs, including chip on board (COB) [104], surface mounted devices (SMD) [105], and flip-chips [106]. This method is widely preferred for various thermal management-related problems in LEDs [107–112]. The basic principle of IR thermography is to capture electromagnetic radiation emitted from the surface of objects in the IR spectrum and monitor the corresponding 2D temperature maps. Currently, commercially available IR imaging systems can offer temperature sensitivity within 0.1–1 K and temporal accuracy of 100 μs [113]. Although the IR region of the spectrum extends up to 100 μm, due to the sensitivity reduction above 20 μm, only the 0.7–20 μm range is used for temperature measurements [53]. A typical experimental arrangement and measurement apparatus for IR thermography is illustrated in Figure 4. The setup essentially consists of a lens with a known working distance to focus the thermal radiation on the camera’s detector. Based on the orientation of the LED and ambient conditions, for each setup position, an adjustable emissivity setting should be used to calibrate the detector.

![Figure 4. Schematic of the generally used experimental arrangement and apparatus of the IR thermography measurements. Spatial resolution, spectral and sensitivity range, and correct emissivity calibration are all important factors for measurement accuracy.](image)

Cheng et al. [114] evaluated the thermal characteristics of red-green-blue (RGB) white LEDs based on thermocouple-calibrated IR thermography, FVM, and the finite element (FE) method with a transparent optical lens still covering the LED chip. Emissivity values of 0.90–0.94 for the red, 0.90–0.93 for the green, and 0.92–0.94 for the blue LED were determined based on the thermocouple calibrations. The probable reason for the significant change in the emissivity was presented as the transparency of the molded lens, IR emission, and reflection from other components of the LED module. Correspondingly, the authors offered a calibration factor to improve the accuracy of the IR thermography measurements. In their analysis, a comparison of the corrected IR measurements and FVM showed an up to 30 °C temperature difference, which reveals that surface temperature and $T_j$ are not equal to each other. Based on the forward voltage verified thermal characterizations conducted by Cengiz et al. [96], a similar emissivity value of 0.9 for the phosphor-converted (pc) LED with a molded lens was found to be an accurate calibration for IR imaging of the chip. In another study, Ozluk et al. [115] studied the effect of the molded lens on the $T_j$ of the green LED by examining thermal and optical properties after the successful removal of the lens from the chip. Based on thermocouple-calibrated results, the emissivity of the green bare LED was evaluated as 0.84. The authors then recommended that proper removal of the chip-covering lens can extend the accuracy and reliability of the IR measurements by decreasing the $T_j$ difference between FVM and IR to 3.9 °C.

Chernyakov et al. [116] analyzed the thermal distribution in high power flip-chip InGaN/GaN blue LEDs based on IR thermal radiation (see Figure 5). They proposed the
use of a 2.5 to 3 μm short wavelength IR camera to improve the spatial resolution of the measurements down to ~3 μm. Moreover, the emissivity variation of each LED part was accounted for with temperature-controlled preliminary calibrations, which were claimed to provide less than 2 K temperature accuracy for IR measurements. Likewise, Wu et al. [66] conducted temperature-controlled calibrations to determine the emissivity of materials of a high power multi-chip COB LED. Following the successful calibration of the IR camera, the difference between measurement and numerical simulation was found to be less than 2%. Chang et al. [107] preferred to calibrate the emissivity of the GaN-based green LED by black painting the empty surface of the LED wafer as a reference point. As a result of the applied correction algorithm for the adjustment of response and superimposed offset signal images, the reflected radiation was analyzed, and the emissivity was corrected for each pixel. In a more recent study, Aladov et al. [117] suggested the use of a film coating with transparency in the visible region and absorption in the IR region. Application of a special thin-film coating aims to prevent emission absorption of the LED under test conditions and ensure real temperature mapping without falsification. A comparison of the captured IR images with and without coating is given in Figure 5.

![Figure 5](image_url)

**Figure 5.** Image of lateral infrared (IR) distribution of a flip-chip LED fabricated with photolithography and dry reactive-ion etching. A schematic of the chip is shown on the left-hand side, while captured IR emissions are shown on the right-hand side. Reprinted with permission from Ref. [116].

Diffraction-limited spatial resolution and local temperature uncertainties are two major issues of IR thermography measurements [118,119]. Even though diffraction-limited spatial resolution is an inherent drawback, local temperature uncertainties can be dealt with by the calibration of the changing radiative properties of the inspected surfaces. With that being said, accurate determination of the emissivity may be problematic due to significant variation in the radiative properties of the materials in the heterostructure and packaging. Semiconductor layers, metallic electrodes, interconnections, coatings, and bonding elements have differing transparency or reflectance to infrared radiation, which results in the wrong interpretation of collected radiation and interference of emissivity values of the sublayers [119,120]. To overcome this issue, researchers have been employing various calibration techniques such as two temperature maps [121,122], irradiance-based emissivity corrections [123], high emissivity coatings [124], and radiative micro carbon particles [125], for the correct determination of the surface emissivity.

In general, thermal concerns still exist on the emissivity of LEDs which requires another source of reliable temperature measurement technique, usage of supplementary black coating or microparticles that may cause heat spreading, damage, or visible emission absorption that disturbs the operational thermal and optical behavior of the LED. As depicted in Table 2, the material emissivity of semiconductors can vary significantly at different spectral bands, and for interconnection metals, much lower emissivity val-
ues can be observed [126]. In addition, parameters such as humidity and ambient and atmospheric temperatures near the inspected object also have an unignorable influence over the radiation properties [103]. Semiconductor doping also modifies the radiative properties of the active region, and as shown in the study of Welna et al. [127], when free electron concentration is increased up to $10^{-19}$ cm$^{-3}$ in the n-GaN active region, shifting towards shorter wavelengths (from 7 μm to 2 μm) occurs in the infrared absorption band. One of the latest studies conducted by Rongier et al. [128] thoroughly discussed these property changes for different spectral bands and opacity regions. By taking the emissivity variations into account, the authors successfully developed an in-lab IR thermography test bench that is calibrated for quantitative thermal analysis of high luminance LED front lights. A parametric summary of IR thermography-based experimental LED temperature measurement reports is presented in Table 2.

### Table 2. IR thermography parametric summary for the employed parameters in the literature for the temperature measurement of LEDs. References are sorted by year. Not reported parameters are indicated by a hyphen in the table. ($\varepsilon$: emissivity).

| Authors                  | Year | Color | Material System         | $\varepsilon$ | Spatial (μm or mrad) | Thermal (K) | Spectral Range (μm) |
|--------------------------|------|-------|-------------------------|---------------|----------------------|-------------|---------------------|
| Mashkov et al. [108]     | 2010 | White | -                       | -             | -                    | 0.1         | 8–13                |
| Corfa et al. [104]       | 2010 | White | -                       | 0.27 (White LED) | -                    | -           | 2.5–5.0             |
| Wu et al. [66]           | 2012 | Blue  | -                       | 0.5 (GaN)     | 0.89 (Sapphire)      | 1.07 mrad   | 0.05                |
|                          |      |       |                         |               | 0.02 (Au Electrode)  |             | 2–15                |
|                          |      |       |                         |               | 0.05 (Al Heat Slug)  |             |                     |
| Cheng et al. [114]       | 2012 | Green | InGaN                  | 0.90–0.94 (LEDs) | -                    | 468         | 0.02                |
|                          |      | Blue  | InGaN                  | 0.92 (Molding) | -                    |             |                     |
|                          |      | Red   | AlGaInP                | -             | -                    |             |                     |
| Chang et al. [107]       | 2012 | Green | InGaN/GaN MQW           | 0.82 (GaN)    | 0.51 (ITO)           | 15          | 0.03                |
|                          |      |       |                         |               | 0.25 (Contact Metal) |             | 3.5–5.1             |
|                          |      |       |                         |               | 0.96 (Black Paint)   |             |                     |
| Chernyakov et al. [116]  | 2013 | Blue  | InGaN/GaN              | -             | 3                    | 2           | 2.5–3               |
| Arik et al. [63]         | 2014 | White | InGaN                  | 0.86 (Sapphire) | 30                   | -           | 8–9                 |
| Priante et al. [94]      | 2018 | UV    | AlGaN-NanoWire          | -             | -                    | -           | 7–14                |
| Jin et al. [89]          | 2019 | Red   | AlGaInP                | -             | 30                   | -           | -                   |
|                          |      | Green | GaInN                  | -             | 31                   | -           | -                   |
|                          |      | Blue  | GaInN                  | -             | -                    | 32          | -                   |
| Ozluk et al. [115]       | 2019 | Green | InGaN                  | 0.84 (GaN)    | -                    | 1           | 2.5–5.1             |
| Aladov et al. [117]      | 2019 | Blue  | AlInGaN                | -             | 3                    | 0.2         | 5–12                |
| Muslu et al. [129]       | 2021 | Red   | AlGaInP                | 0.84 (GaN)    | -                    | -           | -                   |

#### 3.2. Thermoreflectance

Thermoreflectance microscopy is a high resolution and non-contact thermal profiling method that measures the relative change in the reflectivity over a surface and maps the temperature distribution according to the reflectivity variation [130]. Even though the temperature dependency of material reflectivity is usually in the order of $10^{-5}$ to $10^{-4}$ K$^{-1}$ [131], temperature-induced changes can be detected by incorporating a sensitive (amplified) measurement system. The benefit of thermoreflectance imaging is in its ultrafast
temporal resolution of up to 800 ps and spatial resolution of 200–250 nm if UV or visible illumination is used [132]. Moreover, it is possible to optimize the thermoreflectance for a wide range of materials, and it has been used to measure the temperature of various electronic components [133–139]. A typical measurement setup for the thermoreflectance method is demonstrated in Figure 6 as a reference.

Figure 6. Schematic of a typical measurement arrangement and experimental apparatus used for the thermoreflectance setup.

The temperature resolution of the thermoreflectance method depends on the noise generated during measurements and the detector’s sensitivity, while the wavelength of the optical source limits the spectral resolution. In some cases, reflected and emitted light from beneath the LED surface can interfere with the surface reflectivity of the chip and can lead to an inaccurate surface temperature measurement result. To avoid this issue, Summers et al. [140] employed thermoreflectance imaging using a confocal microscope to measure the surface temperature of the AlInGaP red LED. Results from widefield and confocal imaging were compared and verified with the FVM. A negative offset in the widefield temperature measurement method was observed, and the advantage of confocal microscope imaging was shown. In another study, Ling and Tay [141] used the thermoreflectance thermography method to study the surface temperature of phosphor-coated blue LEDs. Measurements were carried out with a 5X zoom microscopic lens with a light source of 405 nm wavelength, claiming to have the lowest emission from the chip itself. The LED surface reflectivity variation with temperature was calibrated, and a relative reflectivity coefficient of $1.71 \times 10^{-5} \, 1/K$ was determined.

Xiao et al. [142] proposed using the relative reflected intensity of the incident exciting light to determine $T_p$. The lock-in method was used to extract the interference of the emitting light from the LEDs and increase the measurements’ dynamic range. Their proposed technique was calibrated with micro thermocouple measurements. They stated concerns about the calibration using thermocouples due to the difference in diameters between the exciting light spot and the thermocouple and the uniformity in thermal distribution on the surface of the chip.

Kendig et al. [143] made use of thermoreflectance imaging to determine the 2D temperature maps of encapsulated UV and blue LEDs. Thermoreflectance signals were obtained with a custom 1-megapixel charge-coupled device (CCD) system, and the lock-in technique was implemented to increase the measurement resolution. The wavelength, surface roughness, and material-dependent thermoreflectance coefficients were calibrated to measure
quantitative temperature values. As a result, the thermoreflectance method was found to be adequate for investigating thermal non-uniformities and the transient thermal responses of the LED.

In one of the latest studies, the reflective light intensity change of a blue GaN LED was exploited to derive the 2D transient temperature distribution of the operating device [144]. In contrast to other studies, the authors captured light reflection with a high-speed camera with a 505 μs to 68 μs time resolution range. To prevent a band gap modulation effect, a red LED with a 690 nm wavelength was employed as an illumination source. According to the authors, the proposed measurement method provided better spatial resolution than traditional optical probing methods, with the degradation from the homogeneity of the 2D temperature distribution occurring only at high frame rates due to the shorter exposure time.

Recently, Zheng et al. [145] employed the thermoreflectance method to study the surface temperature of lateral-type blue LED chips (see Figure 7). In their measurements, a reflectivity change of the golden metal electrode was recorded, and it was observed that the thickness of the electrode was sufficiently thick to hide unwanted reflections from the underlying materials. For the thermoreflectance experiments, an incident probe laser beam with a spot surface of 3 μm was used. As a result, good agreement between the thermocouple, FVM, and thermoreflectance methods was observed in the $T_j$ range of 75 °C. However, discrepancies between the different methods were seen at higher temperatures, where FVM showed obvious higher values. The authors stated that this difference is due to the self-heating and finite thermal resistance between the $T_j$ and measured surface points. It should be mentioned that as $T_j$ increases, significant heat flux from the surface to the ambient due to a higher transfer coefficient can be expected [146], which can result in the underestimation of the surface thermography of LEDs.

![Figure 7](image-url)

**Figure 7.** The surface temperatures of a blue LED were measured at different locations with the thermoreflectance method. Reprinted with permission from Ref. [145]. Copyright 2018, American Physical Society.

### 3.3. Raman Spectroscopy

Raman spectroscopy is a non-contact temperature mapping technique that can provide submicron spatial resolutions up to 1 μm [147] and nanosecond temporal resolutions up to 200 ns [148] during time-resolved measurements. With this technique, temperature distributions across the active region of semiconductors formed by Raman active material layers are evaluated based on their phonon frequency. A typical Raman system is composed of an excitation source (often a laser) that is focused on the LED, a beam splitter, a sample holder, and a spectrometer that can detect the frequency shifts (see Figure 8). As an excitation source, a variety of lasers, such as argon ion (488.0 and 514.5 nm), krypton ion (530.9 and 647.1 nm), He:Ne (632.8), Nd:Yag (1064 and 532 nm), and diode laser (630 and 780 nm) can be employed [149]. Temperature measurement errors due to excitation source-induced heating and carrier generation can be reduced by lowering the source or by choosing a source with a wavelength below the band gap of the LED (see Table 3).
It is worth mentioning that Raman spectroscopy temperature measurement of large surface areas may be impractical due to the need for raster scanning and data integration [119]. Moreover, fine temperature profiling is time consuming because detecting weak Raman signals might not be easy [126]. Nonetheless, the Raman spectroscopy approach is capable of capturing temperature profiles of micron size features with high spatial resolution and it has been studied by many researchers for thermal characterization purposes (e.g., Diamond [150], AlGaN/GaN [151–153], Graphene [154], and others [155–159]).

In an early study conducted by Schwegler et al. [156], the $T_j$ of InGaN-based LEDs was obtained using micro-Raman spectroscopy. The device was driven with moderate level input currents, up to 30 mA, with a power density of 705 W/cm². Temperature evaluations were made considering the shift in GaN E₂ (high) phonon frequency with temperature, and in order to reach high spatial resolutions, the authors combined a 514 nm wavelength laser excitation source with a 0.7 μm spot diameter microscope lens. The results from the micro-Raman spectroscopy, TSOP, and FE models were found to be in agreement, and $T_j$ was evaluated to be 140 °C for 30 mA input current. In another study, Chitnis et al. [155] used micro-Raman spectroscopy mapping to evaluate the $T_j$ of a 325 nm flip-chip deep UV LED. Similar to the previous analysis, the E₂ (high) phonon frequency shift of AlGaN was examined, and to prevent light absorption by the device, a 488 nm wavelength laser that had below band gap excitation was used as a source. The LED was driven with low input currents up to 50 mA and the highest surface temperature was determined to be 70 °C, indicating a good agreement between TSOP and micro-Raman spectroscopy results. In a later study, Senawiratne et al. [160] presented a $T_j$ analysis of GaN-based blue and green LEDs with sapphire and GaN substrates by micro-Raman spectroscopy. Measurements were conducted with a 785 nm wavelength laser excitation source while the Raman frequency shift of E₂ (high) phonon was investigated. Different from previous studies, the LEDs were driven with relatively higher input currents, up to 250 mA (357 A/cm²), and Raman peak shifts to the lower wavenumber sides were observed due to thermal lattice expansion at high current levels. Considering the spectral resolution of the spectrometer used for the measurements, the accuracy of the micro-Raman technique was evaluated to be ±7 °C.

It should be noted that both thermal and stress fields have a strong influence on the Raman frequency shifts. This means that the phonon shifts captured by the spectrometer may be induced by simultaneous effects of both temperature and stresses under combined thermomechanical loadings. Therefore, to reach high accuracy results, distinction of thermal strain effects should be made for the linewidth of the Stokes shifted peak [161]. Wang et al. [162] acknowledged this issue for the $T_j$ evaluation of an unpackaged UV LED. In
their analysis, a 442 nm wavelength laser with a 5 µm spot size was used as an excitation source, and the spectrometer’s integration time was reported to be 3 s. In order to evaluate the stress effects over the peaks, the Raman spectrum of a stress-free bulk GaN wafer was also analyzed. Their findings showed that the E₂ (high) Raman peak position of the LED chip was 1.8 cm⁻¹ higher than the stress-free GaN wafer. This upshift was mainly attributed to compressive stresses of the GaN layer grown on sapphire. To overcome this issue, the Raman spectroscopy findings were corrected for stress-induced shifts. Following that, FWHM and the position of the Raman peak were determined by curve fitting with a Lorentzian function. Compared to the FWHM, evaluation of the Raman peak position was found to be less stress-dependent and to provide higher accuracy. More recently, Park et al. [163] performed a confocal micro-Raman microscopy-based temperature measurement of GaN-based LEDs and achieved approximately 1 µm diffraction-limited spatial resolution and ±2 °C accuracy. Instead of Raman frequency shift, the authors evaluated the anti-Stokes and Stokes Raman intensity ratio change unaffected by the heating-induced stress relaxation. (see Figure 9).

![Figure 9](image_url)

**Figure 9.** (a) Temperature distribution in the x-z cross-section obtained from Stokes and anti-Stokes intensity ratio evaluations. Extreme Raman spectra points are shown from no: 1-4. LED Tj is assumed to be the same as the top surface temperature. (b) Average temperatures at different locations. (c) Scatter temperature plot of 32 different positions at top and valley sites. Reprinted/adapted with permission from Ref. [163]. Copyright 2018, American Physical Society.

Recently, Tamdogan et al. [164] used the Raman spectroscopy method to evaluate the junction temperature of GaN-based blue LEDs with and without phosphor coating. Experimental measurements were handled using three different laser excitation sources (532, 440, and 325 nm) with a 1 µm beam diameter and 50X objective. For the measurements, bare and coated LEDs were driven with 150, 300, and 400 mA input currents, and the Raman spectroscopy findings were compared to the IR and FVM analysis for validation. Even though the measurement results for the uncoated LEDs were found to be concurrent with the other measurement methods, bare-chip and phosphor-layer Raman emissions were overlapped for the coated LED, which, in fact, limits the usage of the Raman spectroscopy for the phosphor-coated LED chips. One way to overcome this issue was found to be the use of Raman responsive microparticles. This is a common practice to broaden the applicability of the technique in which Raman active particles such as anatase TiO₂ are embedded in an LED to capture temperature gradients across the surface [165,166]. The application of nanoparticles can also provide higher spatial resolution for probing temperatures of small-length scale features [167]. However, due to thermal resistance between the surface and the p-n active region, TiO₂ particles over the LED surface only give insight into the surface temperature and are not sufficient to determine the actual Tj of the LED.
Table 3. Raman spectroscopy parameters that are employed in the literature for $T_j$ measurement of LEDs. References are sorted by year. Not reported parameters are indicated by a hyphen in the table. ($\lambda$: wavelength).

| Author                  | Year | Color | Material System | $\lambda_{Peak}$ (nm) | $\lambda_{Source}$ (nm) | Resolution (µm) |
|-------------------------|------|-------|-----------------|-----------------------|------------------------|-----------------|
| Schwegler et al. [156]  | 1999 | UV    | InGaN/GaN      | 410                   | 514                    | 0.7             |
| Chitnis et al. [155]    | 2002 | UV    | AlGaN/AlGaN    | 324                   | 488                    | -               |
| Senawiratne et al. [160]| 2008 | Blue  | GaInN/GaN      | -                     | 785                    | -               |
|                          |      | Green |                 |                       |                        |                 |
| Wang et al. [162]       | 2010 | UV    | InGaN/AlGaN    | 370                   | 442                    | 5               |
| Natarajan et al. [169]  | 2013 | UV    | AlGaN/GaN      | -                     | 488                    | 1               |
| Blue MQW                |      |       |                 |                       |                        |                 |
| Horiuchi et al. [168]   | 2015 | Blue  |                 | -                     | 632.8                  | -               |
| Tamdogan et al. [164]   | 2018 | Blue  |                 | 465                   | 532, 440, and 325      | 1               |
|                          |      | White |                 |                       |                        |                 |
| Park et al. [163]       | 2018 | Blue  | InGaN/GaN      | 448                   | 532                    | 1               |
| MQW                     |      |       |                 |                       |                        |                 |

Literature examples for the usage of Raman Spectroscopy for $T_j$ unpackaged UV LED and blue LED are given in Figure 10a,b while a parametric summary of Raman Spectroscopy studies is provided in Table 3.

Figure 10. (a) Junction temperature determination of UV LED with micro-Raman spectroscopy. The structure of the UV LED chip is shown in the upper figure, while the $E_2(2)$ Raman peaks at different input currents are shown at the bottom. Reprinted with permission from Ref. [162]. Copyright 2010, Springer Nature. (b) Junction temperature estimation of a blue LED using pulsed laser Raman scattering. Measured LED package is shown in the upper figure, while a Raman spectra of the $E_2$ at different input voltages is shown at the bottom. Reprinted/adapted with permission from Ref. [168]. Copyright 2015, Springer Nature.
3.4. Liquid Crystal Thermography

During the phase change of liquid crystals and at the intermediate phases where both liquid and solid molecular structures exist [170], light reflection shows distinct behaviors at specific temperatures [171]. Considering this temperature sensitivity, liquid crystals can be applied over the surface of the device, and reflections at unique wavelengths and colors can be used to assess surface temperatures [172]. The selection of suitable liquid crystal compounds is determined by the transition temperature between phases. Commercially available liquid crystals enable temperature profiling between the range of 30 to 120 °C with 0.5 to 30 °C increments [173,174]. For reference, a typical experimental measurement arrangement of the liquid crystal thermography method is depicted in Figure 11.

![Figure 11. A schematic of the experimental arrangement of the liquid crystal thermography technique. The test setup is typically composed of a polarized laser beam, a charge-coupled camera with a color filter, and liquid crystal coated over the LED surface.](image_url)

At temperatures below the transition point, liquid crystal will be optically anisotropic, causing the polarization orientation of the reflected light to shift. Therefore, areas with temperatures below the transition point appear bright under a microscope/camera. On the contrary, if the temperature of the liquid crystal rises above the transition point, it will reach a complete isotropic fluid phase. Correspondingly, the polarization orientation of the reflected light will not change, and areas with temperatures above the transient point will seem black. Furthermore, at the boundaries between the black and bright regions, the temperature of the liquid crystal will be the same as its transition temperature. This means that by knowing the exact transition temperature of the liquid crystal, it is possible to assess the temperature distribution across the LED device based on the visual appearances.

Lee and Park [175] were among the first to use nematic crystal thermography for temperature measurement of visible LEDs. Liquid crystals with transition temperatures of 302, 313, 331, 356, and 380 K were applied over the LED chip, and a red filter was used to reduce the LED’s optical power, which can otherwise overwhelm the reflected light from the chip. A high power 660 nm laser beam was used as the illumination source since the chip is transparent to this wavelength, and it was ensured that the laser beam did not heat up the device. Due to the blockage of LED light, the authors suggested the use of a transparent high-power laser for accurate spatial temperature measurements. Although the black and bright appearance of the liquid crystal was used to assess the temperature of the LED device, and the authors were able to reach 21 and 35 μm resolutions, measurements were limited by the transition temperatures of the liquid crystals. In a similar procedure, Hwang et al. [176] used the liquid crystal thermography technique to observe local hot spot
zones in GaN-based blue LED chips with a size of 330 × 330 µm². For the measurements, a liquid crystal with a 29 °C anisotropic–isotropic transition temperature was used, and localized hot spots of 80 and 400 µm size were observed (See Figure 12).

![Figure 12. (a) Schematic setup of liquid crystal thermography measurement of GaN based blue LED. (b–d) Micrographs of dark gray hot spots that are above the liquid crystal transition temperature. The hot spot size increases with input power. Reprinted with permission from Ref. [176]. Copyright 2004, John Wiley and Sons.](image)

The spatial resolution of liquid crystal thermography can be extended from 2 to 4 µm and can be less expensive than other optical probing methods; however, the uniformity and thickness of the liquid crystal can affect its accuracy and resolution [97]. Therefore, temperature errors caused by heat spreading and temperature profile distortion should be taken into account during the measurements. Although high spatial resolutions can be reached with this technique, it can only detect local hot spots over the LED surface but not the actual $T_j$. It can be seen that due to the complexity of the experimental setup, coating difficulties, and uncertainty of its thermal effects, liquid crystal thermography is not a common LED junction temperature measurement technique.

4. Temperature Sensitive Electrical Parameters (TSEPs)

Similar to the TSOP-based methods, semiconductor $T_j$ measurements can also be performed via exploiting electrical sensitive parameters (TSEPs) of the device under study. Typically, temperature measurements with TSEPs are comprised of two stages. First, the TSEP response of the device is calibrated at different temperatures. To perform the calibrations, an external system such as an oven, a dielectric bath, or a thermally controlled hot plate is generally employed to heat the device while the change in TSEP is measured. Then, in the latter stage, the relationship formed in the calibration phase is utilized to determine the actual $T_j$ at operational current levels. The main advantage of the TSEP-based methods is that measurements can be made on fully packaged devices without a need to remove any package component for visual or mechanical access to the chip, Ref. [54] or in most cases, they require no addition or modification to the device’s configuration. However, the spatial resolution of TSEPs relies on the spatial distribution of the TSEPs characteristic of the device, and, mainly, the average temperature within the active region is being evaluated. In addition, non-isothermal distributions within the device may introduce additional errors due to averaged measurement values. Forward voltage, threshold voltage, leakage current, gain, and resistance are the most common TSEPs used to measure the temperature of semiconductor devices. Since the forward voltage ($V_f$) is the most common and preferred technique to determine the $T_j$ of LEDs, it has been reviewed individually in the upcoming Forward Voltage Method (FVM) section. Compared to the FVM, there are only a few other TSEP-based temperature measurement methods in the literature specifically...
employed for LEDs, and they are discussed concurrently under the section named Other TSEP-based Methods.

4.1. Forward Voltage Method (FVM)

LED product manufacturers and researchers generally prefer the well-known FVM for $T_j$ estimation of LEDs. Whether it is phosphor-converted LEDs [164], multi-chip configuration [177], or an LED lamp [178], FVM has been shown to be a promising approach to estimate the temperature of the active region. Therefore, a number of examples of FVM for $T_j$ evaluation of LED devices can be found [179–181]. Notably, the claimed accuracy of this method ranges from $\pm 3$ [62, 82] to $\pm 0.88$ °C [182].

FVM exploits the temperature dependence of the forward biased diode’s voltage by passing a constant current through the LED and monitoring voltage flow across the diode. A typical forward current-voltage characteristic of an LED is represented in Figure 13. The plotted current–voltage curve is comprised of three regions. The low-current section (see region (a) in Figure 13) represents the region where current–voltage behavior is dominated by the trap-assisted tunneling or defect-assisted carrier leakages (Perlin et al. [183] broadly discussed the dominancy of carrier transport by tunneling across the active region, and readers can refer to their study for more information about the topic). As the voltage increases, an exponential increase in current can be observed (see region (b) in Figure 13), which is dominated by radiative recombination. Finally, when the voltage exceeds a certain limit (e.g., 2.5 V for blue LEDs), deviation from exponential behavior is observed (see region (c) in Figure 13) due to the increased role of ohmic series resistance.

![Figure 13. Typical semilog forward voltage behavior of an LED.](image)

Exponential behavior is observed in the region (b) in Figure 13, where a small increase in the voltage results in a significant current flow in the diode, which brings the opportunity of recording voltage values that can change with temperature with very small pulse currents (to avoid thermal perturbation). Within the exponential current interval, researchers are finding a linear relationship between $V_f$ and $T_j$ with a slope that is dependent on the drive current. In the study of Keppens et al. [184], the theoretical basis of the linear behavior was well-discussed. As diffusion and space charge recombination current mechanisms can be observed in LEDs, experimental $I_f$–$V_f$ characteristics can be modeled by the experimental Shockley equation [184]:

$$I_f = I_s e^{\frac{eV_f}{nkT_j}}$$

(1)

where $I_s$ is the effective saturation current (combination of recombination saturation and diffusion saturation currents), and $e$, $n$, and $k$ stand for the elementary charge, ideality factor...
of the diode (theoretical value between 1 to 2), and the Boltzmann constant. Furthermore, $I_s$ can be modeled as:

$$\ln(I_s) \approx \frac{2E_a}{nkT_j} + \left(\frac{\alpha}{nk} + \ln(C)\right)$$

(2)

where $\alpha$ is a positive constant, $E_a$ is the activation energy approximated by the Varshni formula in a temperature range of 300–400 K [60], and $C$ is a quasi-constant factor. By combining the two equations, forward voltage can be written as:

$$V_f \approx \left[\frac{nk}{e} \ln \left(\frac{I_f}{e}\right) - \frac{\alpha}{e} - \frac{nk}{e} \ln(C)\right]T_j + \frac{2E_a}{e}$$

(3)

which shows a constant temperature coefficient of voltage depending on the forward current of the LED.

In some cases, due to faults in connections to the p-n junction, higher series resistance, or low quality of the heterostructure manufacturing, the current interval in the exponential region cannot be achieved. This issue can block the possibility of calibration with low currents or achieving a meaningful relationship from calibration. Typically, the calibration process should involve short periods of pulses since heat can still be generated when the device is electrically active to non-radiative recombination, radiation absorption, and Joule’s heating in an LED [15]. Therefore, applied pulse values and durations should be selected such that heat generation in this period does not interfere with the calibration process [63].

In one of the earliest attempts, Xi and Schubert [185] developed an expression for the $T_j$–$V_f$ relation and showed that constant values for the temperature coefficient of $-2.3$ mV/K at a temperature range of 20–120 °C exist for the studied GaN-based UV LED. This is known to be the first study that investigated the dependence of junction temperature on operating voltage for GaN LEDs grown on a sapphire substrate. Furthermore, Jiang et al. [186] were the first to report the $T_j$ characteristics of GaN-based blue LEDs on Si substrate. In their study, a constant temperature coefficient of $-3.0$ mV/K at a temperature range of 30–90 °C was recorded. When compared to LEDs on sapphire, the $T_j$ was found to be much lower, which was mainly attributed to the thermal conductivity difference of Si and sapphire. Meyaard et al. [187] looked at the temperature coefficient of GaInN LEDs from 80 K to 450 K and found two-slope characteristics for $T_j$–$V_f$ temperature coefficient of $-8$ mV/K from 80 K to 100 K and $-1.7$ mV/K from 200 K to 450 K.

In recent studies, it was claimed that the constant temperature coefficient voltage assumption for FVM is not always accurate. Onwukaeme et al. [188] investigated the $T_j$ of GaN-based blue LEDs using the non-linear dependence of $V_f$ at temperature ranges of 20–100 °C. In their experiments, 100 mA pulses were used in the calibration process, and quadratic fitting was claimed to be more accurate than linear fitting for the temperature coefficient of voltage. The deviation reported in this research can also be seen in other studies where relatively high pulse values were used in the calibration process [189]. For instance, Kim and Han [190] investigated the $T_j$ dependency on the heat dissipation of a GaN-based blue LED by analyzing the decrease in $V_f$ at elevated temperatures. FVM was employed to determine the $T_j$, and the LED was calibrated by applying a 5 mA current for 10 ms. In their analysis, deviation from the linear behavior was observed above 125 °C, and a cubic polynomial was found to be the ideal fit to characterize the relation at high temperatures. Linear deviations in high pulse values can be attributed to junction heating that leads to calibration of the $V_f$ to a higher $T_j$. At high temperatures, thermal droops also increase in the LEDs, which, indeed, intensify the self-heating of the LED [191–194]. At low temperatures, deviation from the constant voltage coefficient of temperature can be explained by internal series resistance [184]. However, at low pulse durations, which ensures no $T_j$ rise [63] and falls into the exponential current interval (e.g., 1 mA), numerous perfectly linear $T_j$–$V_f$ were reported in the literature [64,82,94,96,115,129,164,182,195,196].
With the rapid growth of LED products, FVM-based commercially available test devices for their thermal investigation have become available. One well-known measurement equipment that utilizes FVM is the commercially available transient thermal T3ster [197]. Measurement with T3ster equipment comprises both hardware measurements and software calculations in compliance with the JEDEC standards [198–200]. The equipment can record the dynamic temperature responses with submicron time resolution via single or multi-port measurements. In addition to the $T_j$ evaluations with respect to the $V_f$ drop across the p-n junction region, the heat flow path from the device to the ambient and thermal resistances can be measured.

Yang et al. [201] used the T3ster measurement system to determine the $T_j$ and thermal resistance of a PAR 38 light bulb. In their analysis, k-factor (temperature coefficient of voltage) calibrations were made when the LED was driven with 1 mA bias current, and the ambient temperature was changed from 25 to 85 °C. Correspondingly, a nearly linear $V_f-T_j$ relation was realized with a 5.97 K/V calibrated k-factor, and further thermal characterizations were made for a 36 mA operational current. In another study by Yang et al. [202], thermal resistance measurement of an LED module was made using T3ster. In the experiments, the LED was driven with 3.2 W input power and the overall thermal resistance of the module was found to be 4.10 and 9.18 °C/W for two different heat pipe substrates. Based on the instrument specifications and measurement conditions, the uncertainty of the thermal resistance measurement with the T3ster system was found to be 11.3%. Liu et al. [203] used T3ster combined with an integrating sphere to evaluate the $T_j$ and thermal resistance of a blue LED mounted on an aluminum plate. For the measurements, the time of the test system delay was set to 1 μs with a temperature measurement accuracy of 0.01 °C. A linear relationship between $V_f-T_j$ was formed with a value of $-1.043 \text{ mV/°C}$. The LED was driven with a 300 mA of input current for 60 s at 25 °C ambient temperature while the sensor current was 10 mA for 100 s. As a result, T3ster $T_j$ calculations and simulated $T_j$ values showed similar trends with a nearly 1 °C difference. Yang et al. [204] measured the $T_j$ and thermal resistance of an organic light emitting diode (OLED) using T3ster. During the k-factor calibrations, the OLED was driven with a 1 mA sensor current at a temperature range between 15 and 55 °C with a 5 °C temperature interval. A linear relation between $V_f$ and $T_j$ was verified with a k-factor of $-0.023 \text{ mV/°C}$. According to their thermal characterizations, the thermal gradient between $T_j$ and the case temperature was found to reach up to 14.5 °C when the OLED was driven with a 120 mA input current with an optical efficacy of 18.3 lm/W. Further examples of using T3ster can be found in a number of studies [85,105,111,205–208].

In JEDEC JESD51-51 [198], it was stated that to perform k-factor calibration, an isothermal environment is required. Concerns exist about the accuracy of the thermal equilibrium of the commercially available temperature measurement systems during the k-factor calibration process. Typically, to achieve thermal equilibrium and to obtain the corresponding $V_f$, LEDs soldered on a PCB are mounted on a thermally-controlled heat sink. Then, the heat sink temperature was set to a predefined measurement value. In these configurations, non-isothermal environmental conditions or thermal resistance differences between the thermocouple and LED may cause calibration inaccuracy [28]. This concern was also recently pointed out by Hantos et al. [189] in the framework of the Dephi4LED project [209]. As mentioned by the authors, when attachment on temperature-controlled heat sinks is used, heat transfer toward the air builds up a parallel heat-flow path which disturbs the accuracy of the k-factor calibration, and the same issue exists in the test phase.

The arrangement of suitable thermal environments and the selection of appropriate electrical inputs are crucial steps in conducting accurate FVM measurement experiments which are discussed in [210]. During the conventional FVM calibration process, the desired “$n$” pulse temperature ($T_{p,(1,2,\ldots,n)}$) should be kept constant for several minutes to perform “$m$” number of pulses ($P_{1,2,\ldots,m}$) with a control interval in between each pulse (to). Oven insulation and active heater controls are commonly used to maintain equilibrium conditions for measurement ranges. Even though the isothermal condition
can be more accurate at temperatures near to the room temperature, heat dissipation from the oven and air motion inside the oven increases temperature fluctuations, and thermal resistance between the calibration thermocouples and $T_j$ increases. To ensure pulse current temperature is equal to $T_j$, an oven arrangement as configured in the EVAtherm system can be used [29,96,115,129,181,210] in which LEDs are placed in the middle of a thermally-controlled oven with no direct contact between the heater-embedded walls. In this configuration, several thermocouples record the air temperature and PCB to increase the speed and accuracy of the isothermal condition. In addition, fins can be used to suppress the air motion and increase thermal uniformity. Thus, thermal resistance differences and radiation heat transfer issues can be controlled, and the $T_j$ at the desired temperature can be achieved with more assurance.

Figure 14 compares experimental parameters from different research groups that performed FVM calibrations in a concise manner. As shown in Figure 14, a wide range of pulse current ($I_{f,n}$) values were reported, while only a few authors provided pulse duration ($t_{p,n}$) values. It can be seen that, in general, only a few pulses are performed, and the value of “n” rarely exceeds 10. This issue arises from hardship and the time-consuming process of achieving a thermal equilibrium condition. Initial temperatures are mostly adapted near the room temperature; however, consistency in the value of maximum temperature cannot be seen. Interestingly, these inconsistencies in experimental parameters have shown their effect on the behavior of voltage–temperature, which can be seen in more detail in Table 4, where experimental measurement parameters employed in various FVM-based LED thermal characterization studies are summarized.

![Figure 14. A yearly summary of the employed oven temperature ranges for the calibration of FVM from different research groups. $I_{f,p}$ represents the applied pulse current, $t_p$ represents the duration of the applied pulse current, and n stands for the number of temperature points set for the calibration measurement within the given oven temperature interval. The legend provides author indications (oldest to most recent from top to bottom), studied device types, and k-factors obtained from the pulses with a minimum value of $I_{f,p}$. Each colored line indicates the temperature difference between $T_{p,1}$ and $T_{p,n}$. References from top to bottom are Xi et al. [62], Xi et al. [64], Jian et al. [186], Keppens et al. [184], Cheng et al. [114], Liu et al. [203], Kim and Han [190], Oh and Cho [196], Prinate et al. [94], Lee et al. [111], Tamdogan et al. [164], Ozluk et al. [115], Zheng et al. [145], and Onwukaeme et al. [188]. Reprinted with permission from Ref. [210]. Copyright 2022, Institute of Physics and the Physical Society.](image-url)
Table 4. FVM parameters that are employed in the literature for $T_j$ measurement of LEDs. References are sorted by year. Not reported parameters are indicated by a hyphen in the table. ($I_p$: pulse current, $t_{p,max}$: maximum pulse duration time, $V_f$: forward voltage, and $\Delta \delta$: uncertainty).

| Authors          | Year | Color | Material System | Temperature Coefficient of $V_f$ (mV/K) | Behavior of $V_f$–$T_j$ | $I_p$ Range (mA) | $t_{p,max}$ (µs) | Operating $V_f$ (V) | $\Delta \delta$ (K) |
|------------------|------|-------|-----------------|----------------------------------------|------------------------|-----------------|-----------------|-------------------|-----------------|
| Xi et al. [62]   | 2005 | UV    | AlGaN           | $-5.8$                                  | Linear                 | 10–50           | -               | 5.2–7.7           | 3               |
| Xi et al. [64]   | 2005 | UV    | AlGaN           | $-5.8$                                  | Linear                 | 10–100          | -               | -                 | 3               |
| Jiang et al. [186] | 2006 | Blue  | InGaN/GaN       | $-3$                                    | Linear                 | 10–50           | -               | 5.2–7.7           | 3               |
|                 |      | Blue  | InGaN/GaN       | $-2.7$                                  | Linear                 | 20–100          | -               | -                 | -               |
| Keppens et al. [184] | 2008 | Red   | AlGaN           | $-3.391$                                | Linear                 | 10–50           | 10,000          | 3.408             | -               |
|                 |      | Red   | AlGaN           | $-2.998$                                | Linear                 | 3.408           | -               | -                 | -               |
|                 |      | White | -               | $-2.219$                                | Linear and Non-linear  | 0.01–100        | -               | 3.246             | -               |
|                 |      | Green | InGaN MQW       | $-1.767$                                | Linear and Non-linear  | 0.01–100        | -               | 2.77              | -               |
|                 |      | White | -               | $-1.742$                                | Linear and Non-linear  | 0.01–100        | -               | 2.98              | -               |
|                 |      | Blue  | InGaN MQW       | $-1.653$                                | Linear and Non-linear  | 0.01–100        | -               | 2.981             | -               |
|                 |      | White | -               | $-1.648$                                | Linear and Non-linear  | 0.01–100        | -               | 3.017             | -               |
|                 |      | Green | InGaN MQW       | $-1.466$                                | Linear and Non-linear  | 0.01–100        | -               | 2.541             | -               |
|                 |      | White | -               | $-1.423$                                | Linear and Non-linear  | 0.01–100        | -               | 2.982             | -               |
|                 |      | White | -               | $-1.263$                                | Linear and Non-linear  | 0.01–100        | -               | 2.887             | -               |
| Cheng et al. [114] | 2012 | Green | -               | $-2.714$                                | Linear                 | 0.1             | -               | 2.39–2.58         | 4.8             |
|                 |      | Blue  | -               | $-2$                                    | Linear                 | 0.1             | -               | 2.32–2.46         | 4.3             |
|                 |      | Red   | -               | $-1.714$                                | Linear                 | 0.1             | -               | 1.54–1.66         | 3.9             |
| Meyaard et al. [187] | 2013 | Blue  | GaInN           | $-1.7$                                  | Linear and Non-linear  | -               | -               | -                 | -               |
| Liu et al. [203] | 2014 | Blue  | -               | $-1.043$                                | Linear                 | 10              | -               | -                 | -               |
| Oh et al. [196]  | 2017 | Blue  | GaInN/GaN MQW   | $-1.74$                                 | Linear                 | 100             | 500             | 2.86–3.2          | -               |
| Priante et al. [94] | 2018 | UV    | AlGaN-NanoWire  | $-6.3$                                  | Linear                 | 1               | 25              | -                 | -               |
|                 |      | UV    | -               | $-5.2$                                  | Linear                 | 1               | 25              | -                 | -               |
| Lee et al. [111] | 2018 | White | -               | $-2.17$                                 | Linear                 | 0.1             | -               | -                 | -               |
| Tamdogan et al. [164] | 2018 | Blue  | -               | $-1.6$                                  | Linear                 | 1               | 1000            | 2.45–3.5          | -               |
|                 |      | White | -               | $-1.6$                                  | Linear                 | 1               | 1000            | -                 | -               |
| Ozluk et al. [115] | 2019 | Green | InGaN           | $-3.12$                                 | Linear                 | 1               | 1000            | 2.328–2.395       | 2.3             |
| Zheng et al. [145] | 2021 | Blue  | InGan/GaN       | $-2.37$                                 | Linear and Non-linear  | 0.1             | -               | -                 | -               |
| Ohwukaeme et al. [188] | 2021 | Blue  | InGaN/GaN       | $-1.97$ to $-4.34$                      | Non-linear             | 20              | 100             | -                 | 3               |
| Choi et al. [211] | 2021 | White | -               | $-1.58$                                 | Linear                 | 0.1             | -               | -                 | -               |
4.2. Other TSEP-Based Methods

Despite the fact that FVM can be used by an arrangement to measure the $T_j$ of AC LEDs [212], Zhu et al. [213] introduced a new method for AC LED $T_j$ measurement. In this method, a periodic bipolar voltage pulse signal was applied as an input while the amplitude of the output current was calibrated as a temperature sensitive parameter. The accuracy of the measurement was tested via direct thermocouple chip measurement, and a 1.2% relative deviation was observed between these measurement methods. Other TSEP methods, such as the threshold voltage method for AC LEDs [214] and low forward current method [215] can also be found in the literature. For instance, Zhao et al. [216] determined the resistance of n-GaN layer as a function of temperature and used this relation to evaluate the $T_j$ of a blue LED. The electrodes of the chip were attached to the resistance meter with ohmic type connectors, and the chip was calibrated with 5 mA for 0.5 s pulse currents and 20–195 °C ambient temperatures to form the resistance vs. $T_j$ relation. Experiments were repeated for five LED dies from the same batch to ensure the consistency of the measured data and an interval shift of 0.1 °C for separation of the mixing curves. The accuracy of the method was claimed to change between ±3 and ±1 °C for $T_j$, increasing from 30 to 120 °C. Validation of the temperature-dependent resistance method with FVM showed that the proposed technique is a promising approach for the $T_j$ measurement of LEDs. Wu et al. [217] proposed an interesting approach to avoid heating during pulse current calibration of TSEPs. Instead of forward voltage, the authors suggested the use of temperature-dependent reverse current to determine the $T_j$ of InGaN-based blue LEDs. In addition to the prevention of excess heating in pulsed conditions, the authors pointed out that the reverse current method is more sensitive to temperature variations than the FVM, which can enhance the signal to noise ratio measurements. However, the research community favors forward current instead of reverse current for calibration and information on the practicality of the reverse current method is scarce.

5. Other Approaches

5.1. Thermocouple Thermometry

Thermocouple thermometry is a widely used contact temperature measurement technique that relies on an intrinsic thermoelectric phenomenon known as the Seebeck effect. In a basic explanation, an electromotive force is generated when the two ends of the thermocouple experience a temperature difference, and the resultant voltage difference between the measurement and the reference junction point can be evaluated to probe the temperature of an unknown point [218]. The usage of passive thermal temperature sensors for thermal characterization may be the simplest and cheapest among other measurement approaches; however, thermocouples cannot be utilized for direct $T_j$ measurement of LEDs since they cannot reach the active area. Thus, researchers should select another reachable point that is close to the chip (e.g., surface, solder point, or electrodes) and assess the temperature based on the thermal resistance from that point to the junction region [219,220] (refer to Figure 1).

Jung and Lee [221] implemented the solder temperature measurement technique to analyze the heat dissipation performance of an LED headlight and evaluated the junction to solder point resistance ($R_{j-sp}$) as 1.7 °C/W. In their analysis, T-type thermocouples were attached to the solder point of the LED chip, and the soldering point temperature ($T_s$) at thermal equilibrium was recorded as 62.8 °C. From the solder point temperature measurement analysis, $T_j$ was calculated to be 103.6 °C, which was found to be 6.4 °C less than the FE analysis. Song et al. [222] determined the $T_j$ of a CREE XR-E LED mounted on a thermoelectric cooler using the solder point temperature measurement technique. A T-type thermocouple was directly mounted on the solder point surface, and the $R_{j-sp}$ of the LED was assumed to be 8 °C/W which was taken from the manufacturers’ datasheets. As a result, $T_s$ was found to change between 65 and 125 °C with a constant interval of 15 °C for input currents ranging from 300 to 1000 mA with a constant interval of 100 mA. In another study, Faranda et al. [223] tested the heat dissipation performance of refrigerating fluid on
a fabricated LED prototype by analyzing the decrease in $T_j$ of a COB white LED. Thermal resistance from the selected measurement point to the junction was given as 6.5 $^\circ$C/W, and measurements were carried out with a FLUKE 54II thermometer and a temperature sensor. $T_j$ was found to change between 50–56.5 $^\circ$C and 110.7–123.2 $^\circ$C for different refrigerating liquid levels. In a more recent study conducted by Rammohan et al. [224], the $T_j$ of a high power LED array was determined using a solder point temperature measurement technique. K-type thermocouples were attached to the solder points of each LED, and the total $R_{sp}$ of the LED array consisting of six high power LEDs was given as 2.75 $^\circ$C/W at 31 $^\circ$C ambient temperature. Experimental $T_j$ values were found to range between 45 and 85.5 $^\circ$C for different input powers and ambient conditions. Correspondingly, the authors concluded that thermal imaging temperature maps were in agreement with the reference numerical work findings and solder point temperature measurements.

Direct attachment of a thermocouple tip onto the new generation micro-/nanoscale electronic devices is a handicap [225], and special care has to be taken while preparing a functional setup that can probe temperature in small features. Nowadays, thermocouple detectors manufactured through lithography and vapor-deposition are gaining popularity for thermal characterization in micron and nanoscale electronic devices [226]. A thermocouple probe with a junction size as small as 100 nm$^2$ may be produced with the previously mentioned techniques for use in the electronics industry [227]. However, prior fabrication of electric connections with external circuits on micro-LEDs is required to perform temperature measurements with miniaturized thermocouples. Correspondingly, the precise implementation of microthermocouples into the device is considered a time-consuming approach. It is only ideal for one-time measurement of a few discrete points rather than thermal probing on a regular basis. Nonetheless, LED temperature measurement with micro–nano size thermocouples and microsensors has been exercised by several researchers.

Shih et al. [228] micromachined monolithic thermocouples with 78 and 118 $\mu$m probe sizes for electrical and thermal inspection of micro-LEDs. Mechanical tests verified that the probe tips could exactly contact the micro-LED electrodes with low contact forces, and, consequently, thermal and electrical properties were successfully determined. Microthermocouples were also adopted in the study of Xiao et al. [142], and it seems that due to the direct covering of the surface of the LED, light absorption both at the surface of the thermocouple and LED or light reflection back to the active region resulted in the overestimation in temperature findings. Although the authors claimed that the 200 $\mu$m diameter thermocouple surface was barely affected by the incident or reflected light, the effect of light emission blockage on the LED itself was not discussed. In a more recent study, Choi et al. [229] fabricated a Pt-based microscale resistance temperature sensor with a lift-off process and embedded the sensor onto an SMD-LED package for $T_j$ measurement. Compared to the unstable microthermocouples, the stationary position of the developed Pt sensor was claimed to minimize error by providing simple and reliable thermal characterization. Even if a good agreement between the microsensor measured $T_j$ temperature of the SMD-LED and the numerical and structural thermal analysis is observed, prior calibration of the temperature coefficient of the resistance of the Pt microsensor via another reliable measurement approach is still required for accurate thermal characterization.

In summary, the usage of thermocouples for temperature monitoring is relatively straightforward. They provide rapid response, easy maintenance, and cost-effective solutions for many applications. However, $T_j$ measurements with thermocouples are highly dependent on the thermal resistance from the measurement point to the junction point. Generally, those values are acquired from manufacturer datasheets that represent average resistance values only, and the additional contact resistance between the tip of the thermocouple and the point of interest is generally ignored. The solder point temperature technique is only applicable for simple LED configurations in which the LED is solely mounted over a PCB. In most cases, reaching the solder point of complex LED packages and lamps is a challenging process, and soldering or the usage of adhesives to attach thermocouples to joint points can damage the package integrity and decrease the accuracy.
of the technique. The spatial resolution and response time of the thermocouple thermometry method are limited by the probe size and thermal capacitance of the thermocouple, respectively. Moreover, light absorption-induced thermocouple self-heating due to local luminance cannot be disregarded since it might lead to the overestimation of $T_j$ during operation [230].

5.2. Magnetic Nanoparticle Thermometry (MNPT)

In recent years, the imaging of magnetic nanoparticles at molecular concentrations for temperature measurements has been emerging in micro- and nanoscale thermal investigations [231–235]. Magnetic nanoparticles are super-paramagnetic substances that have a temperature sensitive magnetization curve that allows them to be used for nanosecond-resolved internal temperature probing. Even though magnetic nanoparticle thermometry (MNPT) usage is currently more common in biomedical and biological applications, Hu et al. [236] employed the MNPT technique to determine the heating and cooling characteristics of LEDs. In their analysis, the blue LEDs’ chip surfaces were coated with a layer of MNP, and an AC magnetic field generator and magnetic field detector were used to excite and collect signals from the sample. Particle influence over light extraction was tested with an integrated sphere system to ensure that the MNPs did not alter the optical performance. A one-to-one mapping relation between the magnetization intensity and temperature was formed according to the Langevin equation. Before the LEDs’ thermal analysis, the system was calibrated with thermocouples and ferrofluid samples whose temperature was known. According to the first and third magnetic field harmonic responses, the LED temperatures were recorded to be 31.2, 41.3, and 53.8 °C when operating at 25 °C ambient temperature and under 5.0, 5.1, and 5.2 V input voltages. Although the proposed MNPT technique is a promising new approach in the field of experimental $T_j$ measurement of LEDs, the technique failed to provide detailed point to point temperature profiles of the surface of the LED. Additionally, similar to the other measurement techniques that utilize responsive particles and coatings (Raman active particles and liquid crystals), the measured temperature belongs to the MNP layer temperature, which is assumed to be equal to the LED chip surface temperature and not the actual LED $T_j$.

6. Summary and Conclusions

The influence of the thermal issues is preventing LEDs from reaching their true potential. Especially, generated heat in the p-n junction region is a direct indicator of poor performance that results in a decrease in radiant flux, light quality, efficiency, and reliability. Considering the challenge of the development of an adequate cooling architecture, interpretation of photometric characteristics, and package capabilities to overcome the thermal issues, it is of fundamental importance to accurately determine $T_j$ in the actual operating environment. Correspondingly, in this critical review, we summarized a large number of experimental LED $T_j$ measurement approaches to address the measurement principle, accuracy, and applicability of the methods for various types of LEDs. In addition to the critical discussions provided in this paper, possible problems one may experience with each measurement approach were also explored to introduce a helpful guideline for experimental research on LEDs. The provided comparisons of the typical experimental parameters of work of different researchers are meant to be a useful reference for future research in this field. A summary of the key advantages and limitations of each measurement method is as Table 5:
### Table 5. Summary of the LED $T_J$ measurement methods.

| Measurement Method | Measurement Principle | Measurement Location | Advantages | Limitations |
|--------------------|-----------------------|----------------------|------------|-------------|
| TSOP               | Spectral Power Distribution | $T_J$              | Good spatial resolution, No contact, Direct indicator of $T_J$ | Requires expensive measurement devices, Requires an unobstructed view of the surface, Complex relation between temperature and the optical parameters |
| IR Thermography    | Radiation              | Unclear (Surface, bottom, etc.) | Rapid response, Provides temperature maps, No contact | Limited spatial resolution, Measurement accuracy highly dependent on the ambient conditions and emissivity, Calibration is necessary, May require an unobstructed view of the device |
| Thermoreflectance  | Reflectivity           | Interconnections     | Good spatial resolution, No contact, Rapid response | Not direct indicator of the $T_J$, May require an unobstructed view of the device |
| Raman Spectroscopy | Phonon Frequency       | Unclear (Semiconductor, surface, etc.) | Good spatial resolution, No contact (if Raman active particle coatings are not used) | Slow acquisition time, May require an unobstructed view of the device |
| Liquid Crystal     | Hue                   | Surface              | Relatively good spatial resolution, Low cost | Thermal spreading effect disturbs the measurement, Subjective evaluation is necessary, Temperature resolution is limited to the transition temperature of the liquid crystal, Not a direct indicator of the $T_J$ |
| TSEP               | Electrical            | $T_J$                | Can be used on packaged LED, No contact, Direct indicator of $T_J$ | Measures the average $T_J$, Prior calibration of the $V_f$ is needed |
| Thermocouple Thermometry | Seebeck Effect | Surface or Solder Point | Low cost, Readily available, Fast response | Limited resolution, Requires direct contact and therefore an invasive approach, Not a direct indicator of the $T_J$ |
| MNP Thermometry    | Magnetic Field        | Surface              | Promising new approach for temperature measurement of non-transparent objects | Limited temperature accuracy, Not a direct indicator of the $T_J$ |
Author Contributions: Conceptualization, C.C., M.A. (Mohammad Azarifar), M.A. (Mehmet Arik); methodology, C.C. and M.A. (Mohammad Azarifar); formal analysis, C.C. and M.A. (Mohammad Azarifar); investigation, C.C. and M.A. (Mohammad Azarifar); resources, C.C. and M.A. (Mohammad Azarifar); writing—original draft preparation, C.C. and M.A. (Mohammad Azarifar); writing—review and editing, M.A. (Mehmet Arik); visualization, C.C. and M.A. (Mohammad Azarifar); supervision, M.A. (Mehmet Arik); project administration, M.A. (Mehmet Arik); funding acquisition, M.A. (Mehmet Arik). All authors have read and agreed to the published version of the manuscript.

Funding: Authors would like to thank to TUBITAK for providing financial support under the contract number 121F134.

Acknowledgments: Authors would like to thank the EVATEG Center at Ozyegin University for providing access to its laboratories and computational resources during this research.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Choudhury, A.K.R. Characteristics of light sources. In Principles of Colour and Appearance Measurement; Elsevier Science: Amsterdam, The Netherlands, 2014; pp. 1–52.
2. Brown, K.S.; Marean, C.W.; Herries, A.I.R.; Jacobs, Z.; Tribolo, C.; Braun, D.; Roberts, D.L.; Meyer, M.C.; Bernatchez, J. Fire as an Engineering Tool of Early Modern Humans. Science 2009, 325, 859–862. [CrossRef]
3. James, S.R.; Dennell, R.W.; Gilbert, A.S.; Lewis, H.T.; Gowlett, J.A.J.; Lynch, T.F.; McGrew, W.C.; Peters, C.R.; Pope, G.G.; Stahl, A.B. Hominid Use of Fire in the Lower and Middle Pleistocene: A Review of the Evidence and Comments and Replies. Curr. Anthropol. 1989, 30, 1–26. [CrossRef]
4. Smith, N. The Whole Story of Light Bulbs. Eng. Technol. 2018, 13, 54–59. [CrossRef]
5. DiLaura, D. A Brief History of Lighting. Opt. Photonics News 2008, 19, 22–28. [CrossRef]
6. Shivelbusch, W. The Industrialization of Light in the Nineteenth Century; University of California Press: Oakland, CA, USA, 1989.
7. Bardsley, N.; Bland, S.; Pattison, L.; Pattison, M.; Stober, K.; Welsh, F.; Yamada, M. Lengthening the Day: A History of Lighting Technology; Oxford University Press: Oxford, UK, 1998; ISBN 0198565488.
8. Graydon, O.; Jenkins, A.; Pei Chin Won, R.; Gevaux, D. Haitz’s Law. J. Cryst. Growth 2011; ISBN 0470828404.
9. Krajewski, M. The Great Lightbulb Conspiracy. IEEE Spec. 2014, 51, 56–61. [CrossRef]
10. Akasaki, I. Key Inventions in the History of Nitride-Based Blue LED and LD. J. Cryst. Growth 2007, 300, 2–10. [CrossRef]
11. Graydon, O.; Jenkins, A.; Pei Chin Won, R.; Gevaux, D. Hitz’s Law. Nat. Photonics 2007, 1, 10–1038. [CrossRef]
12. Narukawa, Y.; Narita, J.; Sakamoto, T.; Deguchi, K.; Yamada, T.; Mukai, T. Ultra-High Efficiency White Light Emitting Diodes. Jpn. J. Appl. Phys. 2006, 45, L1084–L1086. [CrossRef]
13. Rossow, M. Introduction to Solid-State Lighting (LEDs); Wiley: Hoboken, NJ, USA, 2016.
14. Kim, J.; Schubert, E.F. Transcending the Replacement Paradigm of Solid-State Lighting. Opt. Express 2008, 16, 21835–21842. [CrossRef]
15. Liu, S.; Luo, X. LED Packaging for Lighting Applications: Design, Manufacturing, and Testing; John Wiley & Sons: Hoboken, NJ, USA, 2011; ISBN 0470828404.
16. Mohammad, S.N.; Morkoç, H. Progress and Prospects of Group-III Nitride Semiconductors. Prog. Quantum Electron. 1996, 20, 361–525. [CrossRef]
17. Bardsley, N.; Bland, S.; Pattison, L.; Pattison, M.; Stober, K.; Welsh, F.; Yamada, M. Solid-State Lighting Research and Development Multi-Year Program Plan; US Department Energy: Washington, DC, USA, 2014. Available online: https://www1.eere.energy.gov/buildings/publications/pdfs/ssl/ssl_mppy2014_web.pdf (accessed on 10 September 2022).
18. Liu, Z. New Approach for 1w High Output LED Package Using 3D Lead Frame. In Solid State Lighting and Solar Energy Technologies; SPIE: Bellingham, MA, USA, 2008; Volume 6841, pp. 161–167.
19. Kennedy, D.P. Spreading Resistance in Cylindrical Semiconductor Devices. J. Appl. Phys. 1960, 31, 1490–1497. [CrossRef]
25. Hwang, J.H.; Kim, Y.D.; Kim, J.W.; Jung, S.J.; Kwon, H.K.; Oh, T.H. Study on the Effect of the Relative Position of the Phosphor Layer in the LED Package on the High Power LED Lifetime. *Phys. Status Solidi Curr. Top. Solid State Phys.* 2010, 7, 2157–2161. [CrossRef]

26. Kim, E.; Shim, H.W.; Unithrattil, S.; Kim, Y.H.; Ahn, K.-J.; Kwak, J.S.; Kim, S.; Yoon, H.; Im, W. Bin Effective Heat Dissipation from Color-Converting Plates in High-Power White Light Emitting Diodes by Transparent Graphene Wrapping. *ACS Nano* 2016, 10, 238–245. [CrossRef] [PubMed]

27. Li, Y.; Yang, Y.; Zheng, H.; Yu, F.; Liang, Q.; Yang, H.; Yi, X.; Wang, J.; Li, J. Review of High Power Phosphor-Converted Light-Emitting Diodes. In Proceedings of the 2019 16th China International Forum on Solid State Lighting & 2019 International Forum on Wide Bandgap Semiconductors China (SSLchina: IFWS), Shenzhen, China, 25–27 November 2019; pp. 111–115. [CrossRef]

28. Alexeev, A.; Onushkin, G.; Linnartz, J.-P.; Martin, G. Multiple Heat Source Thermal Modeling and Transient Analysis of LEDs. *Energies* 2019, 12, 1860. [CrossRef]

29. Azarifar, M.; Cengiz, C.; Arik, M. Optical and Thermal Analysis of Secondary Optics in Light Emitting Diodes’ Packaging: Analysis of Optical and Thermal Analysis of Secondary Optics in Light Emitting Diodes’ Packaging: Analysis of MR16 Lamp. In *Journal of Physics: Conference Series*; IOP Publishing: Bristol, UK, 2021.

30. Liu, P.; She, C.; Tan, L.; Xu, P.; Yan, L. Development of LED Package Heat Dissipation Research. *Micromachines* 2022, 13, 229. [CrossRef]

31. Liu, S.; Luo, X. *LED Packaging for Lighting Applications*; Wiley: Hoboken, NJ, USA, 2011; ISBN 9780470827833.

32. Lee, S.W.R.; Tian, Z.; Zhang, M.; Xie, A. Effect of Substrate Dimensions and Boundary Conditions on the Heat Spreading of LED Package. In Proceedings of the 2016 International Conference on Electronics Packaging (ICEP), Hokkaido, Japan, 20–22 April 2016; IEE: Piscataway, NJ, USA, 2016; pp. 52–56.

33. Cree. Xlamp®XT-E LEDs; Cree: Durham, NC, USA, 2022. Available online: https://assets.cree-led.com/a/ds/x/XLamp-XTE.pdf (accessed on 10 September 2022).

34. Ren, B.; Liao, M.; Sumiya, M.; Li, J.; Wang, L.; Liu, X.; Koide, Y.; Yang, L. Layered Boron Nitride Enabling High-Performance AlGaN/GaN High Electron Mobility Transistor. *J. Alloys Compd.* 2020, 829, 154542. [CrossRef]

35. Gerbedoen, J.-C.; Soltani, A.; Mattalah, M.; Moreau, M.; Thevenin, P.; De Jaeger, J.-C. AlGaN/GaN MISHEMT with HBN as Gate Dielectric. *Diam. Relat. Mater.* 2009, 18, 1039–1042. [CrossRef]

36. Nguyen, T.Q.; Shih, H.; Kudo, M.; Suzuki, T. Fabrication and Characterization of BN/AlGaN/GaN Metal-insulator-semiconductor Heterojunction Field-effect Transistors with Sputtering-deposited BN Gate Dielectric. *Phys. Status Solidi* 2013, 10, 1401–1404. [CrossRef]

37. Muzychka, Y.S.; Culham, J.R.; Yovanovich, M.M. Thermal Spreading Resistance of Eccentric Heat Sources on Rectangular Flux Channels. *J. Electron. Packag.* 2003, 125, 178–185. [CrossRef]

38. Azarifar, M.; Donmez, N. A Multiscale Analytical Correction Technique for Two-Dimensional Thermal Models of AlGaN/GaN HEMTs. *Microelectron. Reliab.* 2017, 74, 82–87. [CrossRef]

39. Cheng, Z.; Graham, S.; Amano, H.; Cahill, D.G. Perspective on Thermal Conductance across Heterogeneously Integrated Interfaces for Wide and Ultrawide Bandgap Electronics. *Appl. Phys. Lett.* 2022, 120, 30501. [CrossRef]

40. Ha, M.S. Thermal Analysis of High Power LED Arrays. Ph.D. Thesis, Georgia Institute of Technology, Atlanta, GA, USA, December 2009.

41. Ha, M.; Graham, S. Development of a Thermal Resistance Model for Chip-on-Board Packaging of High Power LED Arrays. *Microelectron. Reliab.* 2012, 52, 836–844. [CrossRef]

42. Luo, X.; Hu, R.; Liu, S.; Wang, K. Heat and Fluid Flow in High-Power LED Packaging and Applications. *Prog. Energy Combust. Sci.* 2016, 56, 1–32. [CrossRef]

43. Chang, M.-H.; Das, D.; Varde, P.V.; Pecht, M. Light Emitting Diodes Reliability Review. *Microelectron. Reliab.* 2012, 52, 762–782.

44. Rahman, F.; George, A.F.; Drinkard, R. Short-and Long-Term Reliability Studies of Broadband Phosphor-Converted Red, Green, and White Light Emitting Diodes. *IEEE Trans. Device Mater. Reliab.* 2015, 16, 1–8. [CrossRef]

45. Chen, Z.; Zhang, Q.; Wang, K.; Luo, X.; Liu, S. Reliability Test and Failure Analysis of High Power LED Packages. *J. Semicond.* 2011, 32, 14007. [CrossRef]

46. Horng, R.-H.; Lin, R.-C.; Chiang, Y.-C.; Chuang, B.-H.; Hu, H.-L.; Hsu, C.-P. Failure Modes and Effects Analysis for High-Power GaN-Based Light Emitting Diode Package Technology. *Microelectron. Reliab.* 2012, 52, 818–821. [CrossRef]

47. Van Driel, W.D.; Fan, X.J.; Zhang, G.Q. *Solid State Lighting Reliability Part 2*; Springer: Berlin/Heidelberg, Germany, 2017.

48. Yang, S.-C.; Lin, P.; Wang, C.-P.; Huang, S.B.; Chen, C.-L.; Chiang, P.-F.; Lee, A.-T.; Chu, M.-T. Failure and Degradation Mechanisms of High-Power White Light Emitting Diodes. *Microelectron. Reliab.* 2010, 50, 959–964. [CrossRef]

49. Narendran, N.; Gu, Y.; Freyssinier, J.P.; Yu, H.; Deng, L. Solid-State Lighting: Failure Analysis of White LEDs. *J. Cryst. Growth* 2004, 268, 449–456. [CrossRef]

50. Xie, B.; Liu, H.; Hu, R.; Wang, C.; Hao, J.; Wang, K.; Luo, X. Targeting Cooling for Quantum Dots in White QDs-LEDs by Hexagonal Boron Nitride Platelets with Electrostatic Bonding. *Adv. Funct. Mater.* 2018, 28, 1801407. [CrossRef]

51. Weng, C.-J. Advanced Thermal Enhancement and Management of LED Packages. *Int. Commun. Heat Mass Transf.* 2009, 36, 245–248. [CrossRef]
132. Bahk, J.; Shakouri, A. Ultra-Fast Thermoreflectance Imaging for Electronic, Optoelectronic, and Thermal Devices. In Proceedings of the 2019 IEEE BiCMOS and Compound semiconductor Integrated Circuits and Technology Symposium (BCICTS), Nashville, TN, USA, 3–6 November 2019; pp. 1–7.

133. Ju, Y.S.; Goodson, K.E. Short-Timescale Thermal Mapping of Interconnects. In Proceedings of the 1997 IEEE International Reliability Physics Symposium Proceedings. 35th Annual, Denver, CO, USA, 8–10 April 1997; IEEE: Hoboken, NJ, USA, 1997; pp. 320–324.

134. Kempkens, H.; Byszewski, W.W.; Gregor, P.D.; Lapatovich, W.P. Measurements of Electrode Temperature Evolution by Laser Light Reflection. J. Appl. Phys. 1990, 67, 3618–3624. [CrossRef]

135. Claeyss, W.; Dilhaire, S.; Quintard, V. Laser Probing of Thermal Behaviour of Electronic Components and Its Application in Quality and Reliability Testing. Microelectron. Eng. 1994, 24, 411–420. [CrossRef]

136. Claeyss, W.; Dilhaire, S.; Quintard, V.; Dom, J.P.; Danto, Y. Thermoreflectance Optical Test Probe for the Measurement of Current-induced Temperature Changes in Microelectronic Components. Qual. Reliab. Eng. Int. 1993, 9, 303–308. [CrossRef]

137. Burzo, M.G.; Komarov, P.L.; Raad, P.E. Thermal and Optical Performance Characterization of Bare and Phosphor Converted LEDs Through Package Level Immersion Cooling. Int. J. Heat Mass Transf. 2022, 186, 119751. [CrossRef]

138. Rossi, L.; Breglio, G.; Irace, A.; Spirito, P. Thermal Transport Properties of Gold-Covered Thin-Film Silicon Dioxide. IEEE Trans. Compon. Packag. Technol. 2003, 26, 88–90. [CrossRef]

139. Matatagui, E.; Thompson, A.G.; Cardona, M. Thermoreflectance in Semiconductors. Phys. Rev. B 2007, 75, 052003. [CrossRef]

140. Summers, J.A.; Hudgings, J.A. Confocal Thermoreflectance for Spatially Resolved Surface Thermography of Transparent LEDs. In Proceedings of the 2009 Conference on Lasers and Electro-Optics and 2009 Conference on Quantum electronics and Laser Science Conference, Baltimore, MD, USA, 31 May–5 June 2009; pp. 1–2.

141. Ling, J.H.L.; Tay, A.A.O. Measurement of LED Junction Temperature Using Thermoreflectance Thermography. In Proceedings of the 2014 15th International Conference on Electronic Packaging Technology, Chengdu, China, 12–15 August 2014; pp. 1482–1485. [CrossRef]

142. Kempkens, H.; Byszewski, W.W.; Gregor, P.D.; Lapatovich, W.P. Measurements of Electrode Temperature Evolution by Laser Light Reflection. J. Appl. Phys. 1990, 67, 3618–3624. [CrossRef]

143. Zhu, W.; Chen, H.; Zhang, Y.; Zhang, J.; Zhang, X. Temperature Characterization of WLEDs Using High-Speed Camera. J. Phys. D Appl. Phys. 2012, 45, 485301. [CrossRef]

144. Xiao, Y.; Wu, T.; Dang, S.; Gao, Y.; Lin, Y.; Zhu, L.; Guo, Z.; Lu, Y.; Chen, Z. Determining Junction Temperature of LEDs by the Relative Reflected Intensity of the Incident Exciting Light. IEEE Trans. Electron Devices 2017, 64, 2257–2260. [CrossRef]

145. Konig, D.; Yazawa, K.; Shakouri, A. Thermal Imaging of Encapsulated LEDs. In Proceedings of the 2011 27th Annual IEEE Semiconductor Thermal Measurement and Management Symposium, San Jose, CA, USA, 20–24 March 2011; pp. 310–313.

146. Xiao, G.; Du, W.; Wang, Z.; Chen, G.; Zhu, L.; Gao, Y.; Chen, Z.; Guo, Z.; Lu, Y. Two-Dimensional Transient Temperature Distribution Measurement of GaN Light-Emitting Diode Using High Speed Camera. J. Electron Devices Soc. 2021, 9, 663–666. [CrossRef]

147. Zheng, D.G.; Shin, D.S.; Shim, J.I. Measuring the Surface Temperature of Light-Emitting Diodes by Thermoreflectance. Jpn. J. Appl. Phys. 2021, 60, 052003. [CrossRef]

148. Aztarifar, M.; Cengiz, C.; Arikan, M. Thermal and Optical Performance Characterization of Bare and Phosphor Converted LEDs through Package Level Immersion Cooling. Int. J. Heat Mass Transf. 2022, 189, 122607. [CrossRef]

149. Kuball, M.; Rajasingam, S.; Sarua, A.; Uren, M.J.; Martin, T.; Hughes, B.T.; Hilton, K.P.; Balmer, R.S. Measurement of Temperature Distribution in Multifinger AlGaN/GaN Heterostructure Field-Effect Transistors Using Micro-Raman Spectroscopy. Appl. Phys. Lett. 2003, 82, 124–126. [CrossRef]

150. Batten, T.; Manoi, A.; Uren, M.J.; Martin, T.; Kuball, M. Temperature Analysis of AlGaN/GaN Based Devices Using Photoluminescence Spectroscopy: Challenges and Comparison to Raman Thermography. J. Appl. Phys. 2010, 107, 074502. [CrossRef]

151. Cui, J.B.; Amtmann, K.; Ristein, J.; Ley, L. Noncontact Temperature Measurements of Diamond by Raman Scattering Spectroscopy. J. Appl. Phys. 1998, 83, 7929–7933. [CrossRef]

152. Pavlidis, G.; Pavlidis, S.; Heller, E.R.; Moore, E.A.; Vetury, R.; Graham, S. Characterization of AlGaN/GaN HEMTs Using Gate Resistance Thermometry. IEEE Trans. Electron Devices 2017, 64, 78–83. [CrossRef]

153. Batten, T.; Manoi, A.; Uren, M.J.; Martin, T.; Kuball, M. Temperature Analysis of AlGaN/GaN Based Devices Using Photoluminescence Spectroscopy: Challenges and Comparison to Raman Thermography. J. Appl. Phys. 2010, 107, 074502. [CrossRef]

154. Calizo, I.; Balandin, A.A.; Bao, W.; Miao, F.; Lau, C.N. Temperature Dependence of the Raman Spectrum of Graphene and Graphene Multilayers. Nano Lett. 2007, 7, 2645–2649. [CrossRef] [PubMed]

155. Chnitis, A.; Sun, J.; Mandavilli, V.; Pachipulus, R.; Wu, S.; Gaevski, M.; Adivarahan, V.; Zhang, J.P.; Khan, M.A.; Sarua, A.; et al. Self-Heating Effects at High Pump Currents in Deep Ultraviolet Light-Emitting Diodes at 324 Nm. Appl. Phys. Lett. 2002, 81, 3491–3493. [CrossRef]

156. Schwegler, V.; Schad, S.; Kirchner, C.; Seyboth, M.; Kamp, M.; Ebeling, J.; Kudryashov, E.; Turkin, N.; Yunovich, E.; Stempfel, U.; et al. Ohmic Heating of InGaN LEDs during Operation: Determination of the Junction Temperature and Its Influence on Device Performance. Phys. Status Solidi 1999, 176, 783–786. [CrossRef]
182. Iero, D.; Merenda, M.; Carotenuto, R.; Pangallo, G.; Rao, S.; Brezeanu, G.; Della Corte, F.G. A Technique for Improving the Precision of the Direct Measurement of Junction Temperature in Power Light-Emitting Diodes. *Sensors* **2021**, *21*, 3113. [CrossRef] [PubMed]

183. Perlin, F.; Osínski, M.; Eliseev, P.G.; Smagley, V.A.; Mu, J.; Banas, M.; Sartori, P. Low-temperature Study of Current and Electroluminescence in InGaN/AlGaN/GaN Double-heterostructure Blue Light-emitting Diodes. *Appl. Phys. Lett.* **1996**, *69*, 1680–1682. [CrossRef]

184. Keppens, A.; Ryckaert, W.R.; Deconinck, G.; Hanselaer, P. High Power Light-Emitting Diode Junction Temperature Determination from Current-Voltage Characteristics. *J. Appl. Phys.* **2008**, *104*, 093104. [CrossRef]

185. Xi, Y. Schub Junction-Temperature Measurement In GaN UV Light-Emitting Diodes Using The Diode Forward Voltage. *Int. J. High Speed Electron. Syst.* **2004**, *14*, 708–713.

186. Jiang, F.; Liu, W.; Li, Y.; Fang, W.; Mo, C.; Zhou, M.; Liu, H. Research on the Junction-Temperature Characteristic of GaN Light-Emitting Diodes on Si Substrate. *J. Lumin.* **2007**, *122–123*, 693–695. [CrossRef]

187. Meyaard, D.S.; Cho, J.; Fred Schubert, E.; Han, S.-H.; Kim, M.-H.; Sone, C. Analysis of the Temperature Dependence of the Forward Voltage Characteristics of GaN Light-Emitting Diodes. *Appl. Phys. Lett.* **2013**, *103*, 121103. [CrossRef]

188. Onwukaeme, C.; Choi, W.-J.; Ryu, H.-Y. Accurate Determination of Junction Temperature in a GaN-Based Blue Light-Emitting Diode Using Nonlinear Voltage-Temperature Relation. *Opt. Quantum Electron.* **2021**, *53*, 513. [CrossRef]

189. Hantos, G.; Hegedüs, J.; Poppe, A. Different Questions of Today’s LED Thermal Testing Procedures. In Proceedings of the 2018 34th Thermal Measurement, Modeling & Management Symposium (SEMI-THERM), Santa Clara, CA, USA, 19–23 March 2018; pp. 63–70.

190. Kim, D.-S.; Han, B. Effect of Junction Temperature on Heat Dissipation of High Power Light Emitting Diodes. *J. Appl. Phys.* **2016**, *119*, 125104. [CrossRef]

191. Meneghini, M.; De Santi, C.; Tibaldi, A.; Vallone, M.; Bertazzi, F.; Meneghesso, G.; Zanoni, E.; Goano, M. Thermal Droop in III-Nitride Based Light-Emitting Diodes: Physical Origin and Perspectives. *J. Appl. Phys.* **2020**, *127*, 211102. [CrossRef]

192. Han, D.-P.; Lee, G.W.; Min, S.; Shin, D.-S.; Shim, J.-I.; Iwaya, M.; Takeuchi, T.; Kamiyama, S.; Akasaka, I. Identifying the Cause of Thermal Droop in GaInN-Based LEDs by Carrier- and Thermo-Dynamics Analysis. *Sci. Rep.* **2020**, *10*, 17433. [CrossRef] [PubMed]

193. Titkov, I.E.; Karpov, S.Y.; Yadav, A.; Zerova, V.L.; Zulonas, M.; Galler, B.; Strassburg, M.; Pietzonka, I.; Lugauer, H.J.; Rafailov, E.U. Temperature-Dependent Internal Quantum Efficiency of Blue High-Brightness Light-Emitting Diodes. *IEEE J. Quantum Electron.* **2014**, *50*, 911–920. [CrossRef]

194. Zhao, L.; Yan, D.; Zhang, Z.; Hua, B.; Yang, G.; Cao, Y.; Zhang, E.X.; Gu, X.; Fleetwood, D.M. Temperature-Dependent Efficiency Droop in GaN-Based Blue LEDs. *IEEE Electron Device Lett.* **2018**, *39*, 528–531. [CrossRef]

195. Lee, H.K.; Yu, J.S.; Lee, Y.T. Thermal Analysis and Characterization of the Effect of Substrate Thinning on the Performances of GaN-based Light Emitting Diodes. *Phys. Status Solidi* **2010**, *207*, 1497–1504. [CrossRef]

196. Oh, S.J.; Cho, J. Junction Temperature Rise Due to Self-Heating Effects in GaInN Blue Light-Emitting Diodes. *Thin Solid Films* **2017**, *641*, 8–11. [CrossRef]

197. Graphics, M. T3Ster Thermal Transient Tester, Technical Information; Mentor Graphics: Wilsonville, OR, USA, 2013. [CrossRef]

198. JESD51-51; Implementation of the Electrical Test Method for the Measurement of Real Thermal Resistance and Impedance of Power Diodes with Exposed Cooling. Standard J. JEDEC Solid State Technology Association: Arlington, VA, USA, 2012. [CrossRef]

199. JESD51-1; Integrated Circuit Thermal Measurement-Electrical Test Method. EIA/JEDEC Standard. Electronic Industries Association: Arlington County, VA, USA, 1995.

200. J. S. JESD51; Transient Dual Interface Test Method for the Measurement of the Thermal Resistance Junction-To-Case of Semiconductor Devices with Heat Flow through a Single Path. JEDEC Solid State Technology Association: Arlington, VA, USA, 2010.

201. Yang, K.-S.; Chung, C.-H.; Lee, M.-T.; Chiang, S.-B.; Wong, C.-C.; Wang, C.-C. An Experimental Study on the Heat Dissipation of LED Lighting Module Using Metal/Carbon Foam. *Int. Commun. Heat Mass Transf.* **2013**, *48*, 73–79. [CrossRef]

202. Yang, K.-S.; Yang, T.-Y.; Tu, C.-W.; Yeh, C.-T.; Lee, M.-T. A Novel Flat Polymer Heat Pipe with Thermal via for Cooling Electronic Devices. *Energy Convers. Manag.* **2015**, *100*, 37–44. [CrossRef]

203. Liu, D.; Yang, H.; Yang, P. Experimental and Numerical Approach on Junction Temperature of High-Power LED. *Microelectron. Reliab.* **2014**, *54*, 926–931. [CrossRef]

204. Yang, L.; Wei, B.; Zhang, J. Transient Thermal Characterization of Organic Light-Emitting Diodes. *Semicond. Sci. Technol.* **2012**, *27*, 105011. [CrossRef]

205. Keränen, K.; Korhonen, P.; Rekilä, J.; Tapaninen, O.; Hakonen, T.; Makkonen, P.; Rönkkö, K. Roll-to-Roll Printed and Assembled Large Area LED Lighting Element. *J. Int. Adv. Manuf. Technol.* **2015**, *81*, 529–536. [CrossRef]

206. Raypah, M.E.; Sodipo, B.K.; Devarajan, M.; Sulaiman, F. Estimation of Luminous Flux and Luminous Efficacy of Low-Power SMD LED as a Function of Injection Current and Ambient Temperature. *IEEE Trans. Electron Devices* **2016**, *63*, 2790–2795. [CrossRef]

207. Poppe, A.; Molnár, G.; Temesvölgyi, T. Temperature Dependent Thermal Resistance in Power LED Assemblies and a Way to Cope with It. In Proceedings of the 2010 26th Annual IEEE Semiconductor Thermal Measurement and Management Symposium (SEMI-THERM), Santa Clara, CA, USA, 21–25 February 2010; pp. 283–288.
208. Shieh, B.; Zeng, F.; Yang, G.; Zhao, F.; Sher, C.-W.; Lee, S.W.R. Empirical Modeling and Measurement of the Pulsed Junction Temperature of VCSEL. In Proceedings of the 2019 20th International Conference on Electronic Packaging Technology(ICEPT), Hong Kong, China, 12–15 August 2019; pp. 1–4.

209. Martin, G.; Poppe, A.; Lungten, S.; Heikkinen, V.; Yu, J.; Rencz, M.; Bornoff, R. Delphi4LED—from Measurements to Standardized Multi-Domain Compact Models of Light Emitting Diodes (LED). Electron. Cool. 2016, 22, 20–23.

210. Azarifar, M.; Cengiz, C.; Arik, M. Dynamic Opto-Electro-Thermal Characterization of Solid State Lighting Devices: Measuring the Power Conversion Efficiency at High Current Densities. J. Phys. D Appl. Phys. 2022, 55. [CrossRef]

211. Choi, H.; Wang, L.; Kang, S.-W.; Lim, J.; Choi, J. Precise Measurement of Junction Temperature by Thermal Analysis of Light-Emitting Diode Operated at High Environmental Temperature. Microelectron. Eng. 2021, 235, 11451. [CrossRef]

212. Liu, Y.; Jayawardena, A.; Klein, T.R.; Narendran, N. Estimating the Junction Temperature of AC LEDs. In Proceedings of the Tenth International Conference on Solid State Lighting; International Society for Optics and Photonics, San Diego, CA, USA, 18 August 2010; Volume 7784, p. 778409.

213. Zhu, H.; Lu, Y.; Wu, T.; Guo, Z.; Zhu, L.; Xiao, J.; Tu, Y.; Gao, Y.; Lin, Y.; Chen, Z. A Bipolar-Pulse Voltage Method for Junction Temperature Measurement of Alternating Current Light-Emitting Diodes. IEEE Trans. Electron Devices 2017, 64, 2326–2329. [CrossRef]

214. Yao, R.; Zhang, D.; Zou, B.; Xu, J. Junction Temperature Measurement of Alternating Current Light-Emitting-Diode by Threshold Voltage Method. Front. Optoelectron. 2016, 9, 555–559. [CrossRef]

215. Lin, S.; Shih, T.; Lu, Y.; Gao, Y.; Zhu, L.; Chen, G.; Wu, B.; Guo, Z.; Zhang, J.; Fan, X. Determining Junction Temperature in InGaN Light-Emitting Diodes Using Low Forward Currents. IEEE Trans. Electron Devices 2013, 60, 3775–3779. [CrossRef]

216. Zhao, Y.; Zhong, W.; Liu, J.; Huang, Z.; Wei, A. Junction Temperature Measurement of GaN-Based Light-Emitting Diodes Using Temperature-Dependent Resistance. Semicon. Sci. Technol. 2014, 29, 035008. [CrossRef]

217. Wu, B.; Lin, S.; Shih, T.M.; Gao, Y.; Lu, Y.; Zhu, L.; Chen, G.; Chen, Z. Junction-Temperature Determination in InGaN Light-Emitting Diodes Using Reverse Current Method. IEEE Trans. Electron Devices 2013, 60, 241–245. [CrossRef]

218. Pollock, D.D. Thermocouples: Theory and Properties; CRC Press: Boca Raton, FL, USA, 1991; ISBN 0849342430.

219. Cree. [CrossRef]

220. Martin, G.; Poppe, A.; Lungten, S.; Heikkinen, V.; Yu, J.; Rencz, M.; Bornoff, R. Delphi4LED—from Measurements to Standardized Multi-Domain Compact Models of Light Emitting Diodes (LED). Electron. Cool. 2016, 22, 20–23.

221. Jung, E.D.; Lee, Y.L. Development of a Heat Dissipating LED Headlamp with Silicone Lens to Replace Halogen Bulbs in Used Cars. Appl. Therm. Eng. 2015, 86, 143–150. [CrossRef]

222. Song, B.M.; Han, B.; Lee, J.H. Optimum Design Domain of LED-Based Solid State Lighting Considering Cost, Energy Consumption and Reliability. Microelectron. Reliab. 2013, 53, 435–442. [CrossRef]

223. Faranda, R.; Guzzetti, S.; Lazarou, G.C.; Leva, S. Refrigerating Liquid Prototype for LED’s Thermal Management. Appl. Therm. Eng. 2012, 48, 155–163. [CrossRef]

224. A., R.; C., R.K.; V.P., C. Experimental Analysis on Estimating Junction Temperature and Service Life of High Power LED Array. Microelectron. Reliab. 2021, 120, 114121. [CrossRef]

225. Sadat, S.; Tan, A.; Chua, Y.J.; Reddy, P. Nanoscale Thermometry Using Point Contact Thermocouples. Nano Lett. 2010, 10, 2613–2617. [CrossRef]

226. Lee, J.; Kotov, N.A. Thermometer Design at the Nanoscale. Nano Today 2007, 2, 48–51. [CrossRef]

227. Chu, D.; Wong, W.-K.; Goodson, K.E.; Pease, R.F. Transient Temperature Measurements of Resist Heating Using Nanothermocouples. J. Vac. Sci. Technol. B Microelectron. Nanom. Struct. Process. Meas. Phenom. 2003, 21, 2985–2989. [CrossRef]

228. Shih, F.; Tsou, C.; Fang, W. A Monolithic Micromachined Thermocouple Probe With Electroplating Nickel for Micro-LED Inspection. J. Microelectromechanical Syst. 2021, 30, 864–875. [CrossRef]

229. Choi, H.; Choi, W.; Lim, J.; Choi, J. Integrated Microsensor for Precise, Real-Time Measurement of Junction Temperature of Surface-Mounted Light-Emitting Diode. Sensors Actuators A Phys. 2019, 298, 115178. [CrossRef]

230. Fu, X.; Luo, X. Can Thermocouple Measure Surface Temperature of Light Emitting Diode Module Accurately? Int. J. Heat Mass Transf. 2013, 65, 199–202. [CrossRef]

231. Zhong, J.; Liu, W.; Zhou, M.; Zhang, P. Magnetic Nanoparticle Temperature Estimation Using AC Magnetic Filed. In Proceedings of the 2013 International Workshop on Magnetic Particle Imaging (IWMPI), Berkeley, CA, USA, 23–24 March 2013; p. 1.

232. Weaver, J.B.; Rauwerdink, A.M.; Hansen, E.W. Magnetic Nanoparticle Temperature Estimation. Med. Phys. 2009, 36, 1822–1829. [CrossRef]

233. Zheng, J.; Liu, W.; Kong, L.; Morais, P.C. A New Approach for Highly Accurate, Remote Temperature Probing Using Magnetic Nanoparticles. Sci. Rep. 2014, 4, 6338. [CrossRef]