Implementation of one and three dimensional models for heat transfer coefficient identification over the plate cooled by the circular water jets
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Abstract A cooling rate affects the mechanical properties of steel which strongly depend on microstructure evolution processes. The heat transfer boundary condition for the numerical simulation of steel cooling by water jets can be determined from the local one dimensional or from the three dimensional inverse solutions in space and time. In the present study the inconel plate has been heated to about 900 °C and then cooled by six circular water jets. The plate temperature has been measured by 30 thermocouples. The heat transfer coefficient and the heat flux distributions at the plate surface have been determined in time and space. The one dimensional solutions have given a local error to the heat transfer coefficient of about 35%. The three dimensional inverse solution has allowed reducing the local error to about 20%. The uncertainty test has confirmed that a better approximation of the heat transfer coefficient distribution over the cooled surface can be obtained even for limited number of thermocouples. In such a case it was necessary to constrain the inverse solution with the interpolated temperature sensors.

List of symbols

| Symbol | Description |
|--------|-------------|
| ATD    | Average temperature difference between measured and computed temperature curves (°C) |
| B      | Width of the heat transfer coefficient determination part of the plate (mm) |
| c      | Specific heat [J/(kg K)] |
| cₐ     | Specific heat of air [J/(kg K)] |
| Cₜ(τ)  | Dimensionless scaling function defined by Eq. (11) |
| E(pₗ)  | Dimensionless objective function defined by Eq. (13) |
| F      | Parameter defined by Eq. (14) (K/s) |
| g      | Gravitational acceleration (m/s²) |
| Gj     | Cubic shape function of the one dimensional element in time |
| h(x₂,x₃,τ) | Function defining heat transfer coefficient distribution in space and time [W/(m² K)] |
| hₘ(τ)  | Function defining variation of the heat transfer coefficient maximum in time [W/(m² K)] |
| H      | Characteristic length of the plate (m) |
| HTC    | Heat transfer coefficient (W/(m² K)) |
| HTCₘₐₓ | Maximum value of the heat transfer coefficient (W/(m² K)) |
| HTCₘᵢₙ | Minimum value of the heat transfer coefficient (W/(m² K)) |
| KT     | Number of elements in time |
| L      | Length of the heat transfer coefficient determination part of the plate (mm) |
| NHTC   | Total number of the minimized parameters |
| Nᵢ     | Cubic shape functions from serendipity family of the surface element |
| NP     | Number of temperature measurements performed by one sensor |
| NT     | Number of temperature sensors |
| pᵢ, pᵢj | Unknown parameters to be determined by minimizing the objective function [W/(m² K)] |
| Ra     | Rayleigh number, Ra = g β(Tₛ–Tₐ) H² ρₐ cₐ / (νₐ λₐ) |
| q(xᵢ, xⱼ, τ) | Heat flux (W/m²) |
| Sₖ     | Cooling chamber surface (m²) |
| Sₛ     | Plate surface (m²) |
| T      | Temperature (°C) |
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Steel products are widely present in our everyday live. Specific properties of steel are needed for elements of structures such as buildings, bridges, scaffolding etc. Essentially higher mechanical properties are required for elements of motor vehicles or tools. The quality and properties of steel are determined by the production process, in which the cooling processes play an important role. For example, the jet cooling can be utilized during quenching processes as the most effective and flexible method of cooling [1]. The topic of jet cooling is risen in many publications. It is so, because this type of cooling is widely utilized not only in the steel industry, but also in many other industrial applications for cooling gas turbine [2, 3], aircraft engine, supersonic flight vehicles [4], electronic equipment [5, 6] or divertor in fusion power plant [7].

In steel manufacturing process water cooling systems allow to develop advanced steel grades with demanded microstructures [8]. The main influence on the microstructure evolution processes in metals has temperature, cooling rate and cooling pattern [9] [10]. The desired rate of cooling is achieved by water sprays, water curtains or water jets applied to the hot metal surface [11]. The water flow rate and pressure can be changed in a wide range and it results in a very different heat transfer from the cooled metal to the cooling water. Numerical simulations have often been utilized to select proper values of the cooling parameters [12–14]. In such simulations, the boundary conditions of heat transfer play an important role. Kim [15] has pointed out that the majority of experimental data is limited to the average in space heat flux or heat transfer coefficient. Experimental techniques such as array of microheaters [16], cooling of thin foil [17] or temperature oscillation IR thermography [18] cannot be used for measuring heat transfer coefficient distribution during cooling of metals from temperatures reaching 1000 °C. Recent developments of jet impingement boiling have been widely discussed by Qiu et al. [19]. The researchers are mainly focused on steady state processes typical for heat exchangers. In such cases, determination of heat flux at the cooled surface does not require inverse methods which utilize transient solutions to the heat conduction problem. However, for metallurgical processes, the heat flux or the heat transfer coefficient (HTC) as functions of the cooled surface temperature under transient cooling are the most important. In order to identify the heat transfer coefficient or heat flux using the solution of the inverse heat conduction problem different models are developed. Beck [20] has presented an inverse method and successfully determined heat flux variation in time using measured temperature inside the cooled copper block. Singh et al. [21] have utilized the one dimensional finite element volume method for determining the total heat flux from the experimentally obtained data. It was necessary to make some simplification in the heat transfer model, such as an assumption of adiabatic boundary condition at the bottom surface of the steel plate or neglecting heat losses from the sidewalls of the plate. Implementation of the one dimension model can lead to the HTC determination errors which could reach 60% in comparison with the two-dimensional models [22]. Further, it has been recognized that the heat transfer during water cooling varies at the cooled surface in space and time [23, 24]. In a number of publications two-dimensional inverse heat conduction model are used to identify heat flux and heat transfer coefficient [25–29]. Jha et al. [27] and Sarkar et al. [28] have assumed some simplifications such as adiabatic conditions at the surfaces that are not being cooled by jet impingement. Such simplifications were acceptable under the conditions of the experimental procedure. Although, identifying the HTC or heat flux for steel industry, we should provide the experimental conditions similar to those that exist during the real processes. For example, the plate thickness has an influence on the wetting zone development on the cooled metal surface. [30]. In such cases, it is reasonable to use numerical models which allow modeling transient three-dimensional cooling.

1 Introduction

Greek symbols

| Symbol | Meaning |
|--------|---------|
| $T_a$  | Ambient temperature (K) |
| $T_{m, n}$ | Sample temperature measured by the sensor $m$ at the time $\tau_n$ |
| $T_k$  | Temperature of cooling chamber surface (K) |
| $T_{\text{max}}$ | Maximum value of the plate surface temperature (°C) |
| $T_{\text{min}}$ | Minimum value of the plate surface temperature (°C) |
| $T_{w}^m$ | Computed sample temperature at the location of the sensor $m$ at the time $\tau_n$ |
| $\Delta T_n$ | Temperature difference normal to the measured temperature curve (°C) |
| $T_s(x_2,x_3)$ | Cooled surface temperature (K) |
| $W_m$ | Penalty coefficient coupled with the temperature sensor $m$, |
| $x_1,x_2,x_3$ | Cartesian coordinates (m) |

| Symbol | Meaning |
|--------|---------|
| $\beta_a$ | Volume expansion coefficient of air (1/K) |
| $\varepsilon_k$ | Emissivity of the cooling chamber surface |
| $\varepsilon_s$ | Emissivity of the plate surface |
| $\lambda$ | Thermal conductivity of the plate [W/(m K)] |
| $\lambda_a$ | Thermal conductivity of air [W/(m K)] |
| $\xi_1$ | Natural coordinate of the time element |
| $\xi_2,\xi_3$ | Natural coordinates of the surface element |
| $\nu_a$ | Kinematic viscosity of air (m$^2$/s) |
| $\rho$ | Density (kg/m$^3$) |
| $\rho_a$ | Air density (kg/m$^3$) |
| $\tau$ | Time (s) |
| $\Delta \tau$ | Time increment (s) |
One of the first solutions to such a problem has been reported in [31] and [32]. Huang and Wang [31] have presented implementation of CFX4.2 commercial software for determining HTC distribution over the cooled surface. The solution was presented only for the simulated temperature sensor indications. Similar solutions to the simulated temperature readings have been reported by Kim et al. [32], and Zhou et al. [33]. However, convergence is much easier to achieve for simulated temperature readings, especially if large number of temperature reading points is taken to build the objective function. In the case of measured temperatures the number of thermocouples is limited due to its influence on the plate temperature and limitation of the physical experiment. The measurement errors have essential influence on the inverse solution accuracy. Thus, the number thermocouples and its arrangement over the HTC determination domain are important. In the paper three dimensional solutions to the plate cooling with six water jets have been obtained using 30 thermocouples. Uncertainty of the inverse solutions have been analysed taking into account the experimental errors and limitations of the inverse method. The arrangement of the thermocouples has been studied.

2 Experimental setup

Schematic of the plate heating and cooling assembly has been presented in Fig. 1. The plate 8 mm thick mounted to the automatic feeder arm was placed horizontally. The plate made of inconel was heated in the electrical furnace to a uniform temperature of about 900 °C., Fig. 2. The plate was 300 mm long and 210 mm wide. The water jet nozzles have been located 390 mm above the plate, approximately at the centre of the HTC determination domain $B = 90$ mm wide and $L = 100$ mm long, Fig. 2. The plate was cooled by six water jets. The nozzle diameter was 2 mm. The water temperature was 18 °C and the total water flow rate was 10.4 dm$^3$/min. The water flow was measured with the turbine flow meter having the accuracy ±0.5%. The K type thermocouples with 80 μm diameter wires protected by a 500 μm diameter sheath were used to measure the plate temperature. Measurements were recorded at a frequency of 10 Hz by the data acquisition system equipped with a noise reduction filter having an accuracy class of ±0.5 °C. Due to implementation of the noise reduction filter the thermocouple noise was negligible. The accuracy of the thermocouples was equal to ±0.4% of the measured temperature. The maximum error of the thermocouple having accuracy class ±0.4% at temperature 1000 °C is about ±4 °C. In addition to that an error of 3 °C has resulted from the gauge accuracy class connecting thermocouples to data acquisition system. Thus, based on the accuracy specified by the producers the maximum error of the measured temperature was 7 °C. The plate temperature was measured by 30 thermocouples located 2 mm below the cooled surface. The thermocouples have been manually inserted into the holes 0.5 mm in diameter drilled from the bottom of the plate to a depth of 6 mm. It was important to fit particular thermocouple with a particular hole taking into account deviations from the nominal diameter. Polishing carefully the thermocouple
sheath it was possible to ensure the desired fit. Next, using a small punch a local plastic deformation near the thermocouple has been applied. Plastic deformation of the plate fixes the thermocouple in the hole. Finally the thermocouples have been connected to the data acquisition system and the plate has been mounted to the automatic feeder arm and placed in the furnace for heating. Oxidation and sintering makes the thermocouple connection with the plate nearly perfect.

The thermocouples locations over the HTC determination domain have been shown in Fig. 5. Some uncertainty of the temperature measurement exists and is mainly related to the unknown exact location of the thermocouple tip. Further, since 30 thermocouples have been inserted into holes drilled in the plate it may have some influence on the plate temperature field. For that reasons the accuracy of the temperature measurement has been estimated using the finite element simulation of cooling of the plate with the thermocouples. The results of the simulated temperature measurement errors have been given in Section 5.1.

3 Forward problem formulation

The inverse solution to the HTC requires dedicated heat conduction model of the plate cooling. The heat conduction model should have sufficient accuracy under low computation time. The description of the finite element model employed to solve Eq. (1) has been given by Malinowski et al. [34]. The solution strategy developed by Hadala et al. [35] has been implemented.

The plate temperature $T(x_1,x_2,x_3,\tau)$ shown in Fig. 2 has been calculated from the finite element solution to the heat conduction equation:

$$\frac{\partial}{\partial x_1} \left( \lambda \frac{\partial T}{\partial x_1} \right) + \frac{\partial}{\partial x_2} \left( \lambda \frac{\partial T}{\partial x_2} \right) + \frac{\partial}{\partial x_3} \left( \lambda \frac{\partial T}{\partial x_3} \right) - \rho c \frac{\partial T}{\partial \tau} = 0$$

The HTM determination domain is placed in the middle of the plate to avoid the influence of the plate edges cooling on the inverse solution. However, during water cooling the water flows over the plate and the temperature vary in the direction perpendicular to the HTC determination border. The assumed boundary conditions neglect this effect and introduce some error to the HTC determination near the border. The error is the highest at the HTC maximum and can be estimated as 50% of the error resulting from the implementation of the one dimensional (1D) heat conduction model in the inverse solution at the thermocouple located at the border. It will be shown in chapter 5.2 that this error reaches 15% of the HTC value.

At the bottom of the plate heat flux resulting from plate cooling in the chamber has been specified:

$$\dot{q}(x_1 = 0,x_2,x_3,\tau) = 5.67 \times 10^{-8} \frac{T_k^4(x_2,x_3) - T^4}{\varepsilon_s + \frac{S_x}{S_k} \left( \frac{1}{\varepsilon_s} - \frac{1}{\varepsilon_k} \right)}$$

$$+ \frac{\lambda_u}{H} 0.27 Ra^4 \left( T_s(x_2,x_3) - T_u \right)$$

The Eq. (6) takes into account radiation to the chamber walls (first term) and convection heat loses to the air (second term). The heat loss to the air has been calculated from
the Nusselt number formula developed by S. Ostrach and given in [36]. The cooling chamber is made of a stainless steel and has the surface \( S_k = 4.33 \text{ m}^2 \). The chamber surface temperature \( T_k = T_a \) and emissivity \( \varepsilon_k = 0.2 \) have been assumed in computations. The sample surface was \( S_s = 0.134 \text{ m}^2 \). Air conductivity \( \lambda_v \) and other air properties [36] necessary to calculate the Rayleigh number \( R_a \) have been evaluated at the average fluid temperature \( T_f = (T_k + T_a)/2 \). The plate has been cooled in the chamber in air only in order to determine emissivity of the sample surface at \( x_1 = 0 \) which is not cooled by water. The sample temperature has been measured by thermocouples. The inverse solution to the one dimensional heat conduction in the plate has given the sample emissivity \( \varepsilon_s = 0.52 \) [24].

The temperature at the bottom plate surface varies mainly due to water cooling at the top surface. It results in variable heat flux over the surface specified by Eq. (6). The heat transfer from the bottom plate surface is mainly due to radiation and the effective heat transfer coefficient calculated from Eq. (6) varies from 150 to 20 W/(m\(^2\) K). The convective component is low and varies from 10 to 2 W/(m\(^2\) K). The numerical tests have shown that for the plate 8 mm thick the inverse solution at the upper surface has low sensitivity to the boundary condition at the bottom surface. The possible inaccuracy of the heat flux determination at the bottom surface resulting from the inaccuracy in the emissivity determination and in convective heat losses has minor influence on the HTC determination at the water cooled surface. It is due to the temperature sensor location near the upper surface and large difference in the HTC value between upper and bottom surface.

Inconel thermal conductivity and specific heat have been determined as functions of temperature based on data published in [37]. Curve fitting to the data have given the following equations:

\[
\begin{align*}
\rho(T) &= 451.8 + 0.1 \cdot T + 1.986123 \cdot 10^{-4} \cdot T^2 \\
\lambda(T) &= 14.468 + 0.0139 \cdot T + 2.98 \cdot 10^{-6} \cdot T^2 \\
\rho &= 8470
\end{align*}
\]

Eqs. (7) and Eq. (8) are valid for temperatures of \( 0 \leq T \leq 1000 \degree \text{C} \). For the assumed temperature range the Inconel density does not depend on temperature and constant value has been employed in computations.

For the finite element solver tests and generating the simulated temperature readings for the determination of the uncertainty of the inverse solutions the HTC distribution over the cooled surface varying in time has been specified:

\[
h(x_2, x_3, \tau) = h_m(\tau) \sum_{k=1}^{6} e^{-\left( \frac{(x_2 - x_{k2})^2}{C_1^2} + \frac{(x_3 - x_{k3})^2}{C_2^2} \right)}
\]

In Eq. (3) \( C_s(\tau) \) is a scaling function:

\[
C_s(\tau) = 20 \left[ 1 + \left( \frac{2\tau - 60}{60} \right)^2 \right]
\]

The test function (10) has been developed using trial and error method for modeling plate cooling with six water jets. The function contains several parameters controlling the HTC distribution in time and space. The coordinates: \( (x_{k2}^1; x_{k2}^2) \) given in Table 1 specify the water jet location over the HTC determination domain. The water jets move at the plate surface from the nominal position of the nozzle axis. For that reason the jet axis slightly differs from the nozzle axis.

The function \( C_s(\tau) \) models the HTC maxima in time and the HTC distribution around the jet axis. The Eq. (11) specifies the HTC maxima at \( \tau = 30 \) s and limits the diameter of high HTC values to 20 mm. The function \( h_m(\tau) \) controls variation of the HTC maximum in time. The cubic-spline functions have been utilized to describe \( h_m(\tau) \) variation in time. The cooling time has been divided into two periods. The cubic-spline parameters have been given in Table 2.

For example the HTC distribution over the cooled surface at \( \tau = 30 \) s resulting from Eq. (10) has been shown in Fig. 3. The HTC distribution is similar to that expected during plate cooling with six water jets.

The HTC variations in time at selected points have been indicated in Figs. 8 and 9 as “Exact” curves. At the beginning of cooling Eq. (10) simulates the HTC distribution for film boiling. The HTC maximum is modeled at \( \tau = 22 \) s and HTC reaches 6 kW/(m\(^2\) K). At the end of cooling the HTC drops to a level typical for natural convection boiling with the HTC = 1 kW/(m\(^2\) K). The boundary condition (10) has given the plate surface temperature field shown in Fig. 4 for \( \tau = 30 \) s. After 30 s the plate temperature has dropped to about 60 \degree \text{C} below nozzles. The highest plate temperature about 120 \degree \text{C} has been obtained between nozzles.

The finite element solver employed in the inverse solutions has been compared with the high accuracy finite element solution to the plate cooling, see Table 3. The reference solution Re-Mo has been obtained for 7920 elements with the linear shape functions. The plate temperature variations at 30 points

**Table 1** Location of the jet axis and the nozzle axis over the HTC determination domain

| Jet/nozzle axis coordinate | Jet number, \( k \) |
|---------------------------|-------------------|
|                           | 1     | 2     | 3     | 4     | 5     | 6     |
| \( x_{32} \), mm          | 15/5  | 15/5  | 55/45 | 55/45 | 85/85 | 85/85 |
| \( x_{31} \), mm          | 25/30 | 75/70 | 25/30 | 75/70 | 25/30 | 75/70 |
The maximum temperature difference \( \Delta T \) between two curves: \( T(\tau) \) and \( T_e(\tau) \) always normal to the \( T_e(\tau) \) curve [35].

The reduced three dimensional (3D) models have given very good accuracy of the plate temperature simulations. The maximum temperature difference \( \Delta T_n \) is below 1 °C and all the models can be employed in inverse solutions. However, in the inverse solutions to the measured temperatures higher HTC values can be encountered and the accuracy of the H4-Mo solver may not be sufficient. Taking into account a compromise between accuracy and computation time the H5-Mo solver with 576 degrees of freedom has been selected for the inverse solutions.

### 4 The inverse problem formulation

The method of the HTC determination over the cooled plate surface proposed by Malinowski et al. [34] has been utilized in the present study. The inverse solutions to the HTC distribution over the plate surface have been obtained by minimizing the objective function developed by Hadała et al. [35]:

\[
E(p_j) = \frac{1}{N_T N_P} \sum_{m=1}^{N_T} \sum_{n=1}^{N_P} \left[ \frac{T_e^{nm} - T(p_j)^{nm}}{\left(1 + \frac{\Delta T_e^{nm}}{\Delta \tau}\right)^2} \right] + W_a \left( \frac{\Delta T_e^{nm} - \Delta T(p_j)^{nm}}{\Delta \tau} \right)^2
\]  

(13)

The term \( F^{nm} \) has been specified as follows:

\[
F^{nm} = \frac{\Delta T_e^{nm}}{\Delta \tau} \quad \text{for} \quad \left| \frac{\Delta T_e^{nm}}{\Delta \tau} \right| > 1
\]

\[
F^{nm} = 1 \quad \text{for} \quad \left| \frac{\Delta T_e^{nm}}{\Delta \tau} \right| \leq 1
\]  

(14)

The objective function (13) defines the dimensionless temperature difference between measured and computed temperatures always normal to the measured temperature curve. The dimensionless temperature difference has been extended with

---

**Table 2** The cubic-spline parameters applied for \( b_{nm}(\tau) \) interpolation in time

| First node, \( \tau = 0 \) s | Second node, \( \tau = 30 \) s | Third node, \( \tau = 60 \) |
|-------------------------------|-------------------------------|-------------------------------|
| \( b_{nm}(\tau) \), W/(m² K) | \( \partial b_{nm}(\tau)/\partial \tau \) W/(m² K s) | \( b_{nm}(\tau) \), W/(m² K) | \( \partial b_{nm}(\tau)/\partial \tau \) W/(m² K s) | \( b_{nm}(\tau) \), W/(m² K) | \( \partial b_{nm}(\tau)/\partial \tau \) W/(m² K s) |
| 100 | 0 | 10,000 | 0 | 400 | -1/30 |

---

**Fig. 3** The HTC distribution over the cooled surface defined by Eq. (10) for \( \tau = 30 \) s. HTC\(_{\text{max}}\) = 9908, HTC\(_{\text{min}}\) = 1119 W/(m² K)

**Fig. 4** The temperature distribution over the cooled surface at \( \tau = 30 \) s for the HTC defined by Eq. (10). T\(_{\text{max}}\) = 240, T\(_{\text{min}}\) = 61 °C
the norm of the dimensionless temperature gradients difference. It has been shown [35] that the objective function (13) reduces in inverse solutions the HTC fluctuations resulting from the HTC maxima moving over the cooled surface in time.

The HTC distribution over the cooled surface has been approximated by surface elements with cubic shape functions \( N_i \):

\[
h(x_2, x_3, \tau) = \sum_{i=1}^{12} N_i(\xi_2, \xi_3) \sum_{j=1}^{4} G_j(\xi_1)p_{ij}
\]

(15)

Cubic shape functions \( N_i \) from serendipity family have the following form [38]:

For corner nodes: \( n = 1, 4, 7, 10 \) and \( \xi_{1n} = \pm 1/3 \) and \( \xi_{2n} = \pm 1 \)

\[
N_n = \frac{1}{32}(1 + \xi_1\xi_{1n})(1 + \xi_2\xi_{2n})(9\xi_1^2 + 9\xi_2^2 - 10)
\]

(16)

For side nodes: \( n = 2, 3, 8, 9 \) and \( \xi_{1n} = \pm 1/3 \) and \( \xi_{2n} = \pm 1 \)

\[
N_n = \frac{9}{32}(1 + \xi_2\xi_{2n})(1 + \xi_1^2)(1 + 9\xi_1\xi_{1n})
\]

(17)

For side nodes: \( n = 5, 6, 11, 12 \) and \( \xi_{2n} = \pm 1/3 \) and \( \xi_{1n} = \pm 1 \)

\[
N_n = \frac{9}{32}(1 + \xi_1\xi_{1n})(1 + \xi_2^2)(1 + 9\xi_2\xi_{2n})
\]

(18)

where \( \xi_2, \xi_3 \) are natural coordinates of the surface element on the interval \((-1, 1)\).

The cooled surface has been divided into surface elements. The HTC distribution in time at nodes of surface elements has been interpolated by the cubic shape functions [38]:

\[
G_1 = (1-\xi_1)(9\xi_1^2 - 1)/16
\]

\[
G_2 = 9(1-3\xi_1)(1-\xi_1^2)/16
\]

\[
G_3 = 9(1+3\xi_1)(1-\xi_1^2)/16
\]

\[
G_4 = (1 + \xi_1)(9\xi_1^2 - 1)/16
\]

(19)

where \( \xi_1 \) denotes dimensionless time:

\[
\xi_1 = \frac{2\tau_2 - \tau_1 - \tau_2}{\tau_2 - \tau_1}
\]

(20)

In Fig. 5 division of the HTC determination domain into four surface elements has been presented. In this case the HTC variations at 33 nodes have to be determined in order to describe the HTC distribution over the cooled surface. For the inverse solution tests the time of cooling has been divided into \( KT = 6 \) periods. The HTC variations in time at nodes of surface elements have been approximated by the cubic shape functions. It has given the total number of the unknown HTC coefficients \( N_{HTC} = 33 \times (6 \times 3 + 1) = 627 \) in the case of the HTC model V4, Fig. 5.

The division of the cooled surface into nine elements, presented in Fig. 6 as the HTC model V9, results in

![Diagram](image-url)
N_{HTC} = 64*(6*3 + 1) = 1216 unknown parameters. The set of unknown parameters $p_{ij}$ can be grouped into the vector $p_i$ which has to be determined from the minimum condition of the objective function (13). Minimization of the dimensionless objective function (13) allows determining the HTC distribution over the cooled surface for low and high temperatures and temperature gradients varying in space and time. The solution strategy for such problems has been developed by Hadała et al. [35].

5 Uncertainty of the inverse solution

The inverse solution to the HTC distribution in space and time can exhibit essential deviation from a real boundary condition. This problem results mainly from the temperature measurement errors, limited number of the temperature sensors. Further uncertainty is related to the formulation of the boundary condition model and the definition of the objective function. For that reasons the uncertainty tests have been performed and the boundary condition resulting from Eq. (10) has been searched.

5.1 Estimation of the temperature measurement errors.

One of the important problems resulting from temperature measuring with the use of inserted thermocouples is the influence of the thermocouples on the plate temperature and the location of the thermocouple tip. The temperature measurement errors resulting from using thermocouples has been simulated with a high accuracy finite element model. In the finite element model the thermocouple having a diameter of 0.5 mm has been modeled as a square bar 0.5 mm in the cross section. The thermocouples length in the plate was 6 mm. Four elements with the linear shape functions have been employed in the thermocouple’s cross section. In the thickness of the plate 17 elements have been employed. The element size at the cooled surface was 0.02 mm. The total number of elements was 10,472. Only a quarter of the plate with the thermocouple $P_8$ surrounded by 8 thermocouples shown in Fig. 5 has been simulated. This part of the plate is cooled by one water jet. Location of the simulated water jet has been shown in Fig. 3. The thermophysical properties of elements simulating the thermocouples have been assumed as a material having a conductivity 1 W/(m K), a density 2000 kg/m$^3$ and a specific heat 800 J/(kg K). The K type thermocouple is composed of two metallic wires insulated with the silicon dioxide SiO$_2$. In the FEM model the thermocouple structure as well as the thermophysical properties of the components of the thermocouple has been simplified. The properties of the material simulating the thermocouple have been chosen similar to the properties of the silicon dioxide [36]. The assumed simplifications result in some overestimation of the thermocouple influence on the plate temperature. The boundary conditions at the plate surfaces have been described in chapter 3. The results of simulations of the plate temperature with and without thermocouples have been presented in Fig. 7.

The temperature variations at point $P_8$, $P_{ST}$ and $P_{SS}$ in time have been shown for the solid plate, for the plate with one thermocouple $P_8$ only and for the plate with 9 thermocouples. The point $P_8$ is located at $x_1 = 6$ mm, point $P_{ST}$ at $x_1 = 5.75$ mm, and point $P_{SS}$ at $x_1 = 8$ mm. The point $P_{SS}$ is located at the water cooled surface above the thermocouple. The point $P_{ST}$ indicates the most probable location of the thermocouple junction in the orifice 6 mm long indicated as point $P_8$. The solid plate temperature and the plate temperatures with one or nine thermocouples shown in Fig. 7 are nearly identical. However, some influence of the thermocouple on the plate temperature has been noticed and summarized in Table 4.
Table 4 Temperature at selected points of the solid plate and the plate with thermocouples

| Time, s | Plate       | Temperature at point, °C |
|---------|-------------|--------------------------|
|         | $P_S$       | $P_{ST}$                 | $P_{SS}$                 |
| 15      | solid       | 645.3                    | 654.9                    | 540.6                    |
|         | 9 thermocouples, $\Delta T$ | $-7.3$                    | $-2.9$                    | $-0.5$                    |
|         | 1 thermocouple, $\Delta T$      | $-7.3$                    | $-2.9$                    | $-0.5$                    |
| 30      | solid       | 140.7                    | 147.6                    | 75.8                     |
|         | 9 thermocouples, $\Delta T$      | $-5.0$                    | $-2.2$                    | $-0.2$                    |
|         | 1 thermocouple, $\Delta T$      | $-5.0$                    | $-2.2$                    | $-0.2$                    |
| 45      | solid       | 56.7                     | 58.2                     | 44.0                     |
|         | 9 thermocouples, $\Delta T$      | $-1.0$                    | $-0.5$                    | $-0.1$                    |
|         | 1 thermocouple, $\Delta T$      | $-1.0$                    | $-0.5$                    | $-0.1$                    |

The plate temperature difference between solid plate and the plate with thermocouples depends on time. Due to a lower conductivity of the thermocouple the temperature at the thermocouple junction is lower about 3 °C at 15 s and vanishes as the rate of cooling decreases. The thermocouple has negligible influence on the plate surface temperature, point $P_{SS}$. The solid layer of 2 mm above the thermocouples has reduced the thermocouple influence and the vertical thermocouples do not change boiling condition at the plate surface. Notice, that 9 thermocouples have the same effect on the plate temperature as the one thermocouple only.

Thus the use of 30 thermocouples does not increase the temperature measurement errors. Further, it can be concluded, that the simulated maximum value of the temperature measurement error at the thermocouple junction varies from 3 to 7 °C and is nearly the same as the thermocouple accuracy specified by the producer. Moreover, the simulated temperature readings obtained from Re-Model and employed for the inverse solution tests deviate from the H5-Mo solution of about 11 °C, Table 3. Thus, the temperature measurement errors have been incorporated into uncertainty tests.

5.2 The one dimensional inverse solutions

The inverse solutions require determination of the temperature field in the cooled sample. The computation time is high if three dimensional heat conduction models are employed. Distribution of the heat flux over the cooled surface of the plate can be also determined from the local inverse solutions at the thermocouple locations. In such a case the heat conduction model is simplified to 1D and the computation time is essentially lower. However, the question is about the accuracy of the solution. The answer to this problem is not obvious and depends on the cooling conditions. For that reason 1D inverse solution at selected points shown in Fig. 5 have been compared to the exact boundary condition specified at the plate surface.

The obtained 1D inverse solutions have been presented in Figs. 8 and 9. The one dimensional solutions at points: $P_{13}$, ..., $P_{18}$ are generally similar to the prescribed boundary condition. The ATD between the one dimensional inverse solutions (D1-Inv.) and the simulated sensors indications is low and do not exceeds 0.5 °C, Table 5. The maximum temperature difference $\Delta T_{max}$ is also low at a level of 2 °C. However, the error to the HTC at 30 s varies from 10 to 34%, Table 5.

A lowest error of 10% has been obtained at point $P_{14}$ and the highest at point $P_{13}$. At all points the HTC is higher from the prescribed boundary condition. It is due to heat conduction in $x_2$ and $x_3$ directions from hotter to colder parts of the plate, Fig. 4. In one dimensional solution the plate temperature drop is due to the heat flux in $x_1$ direction only. It results in overestimation of the HTC at points having higher temperature and underestimation of the HTC at colder places.

5.3 Three dimensional inverse solutions

5.3.1 The boundary condition model V4

For the inverse solution test simulated temperature readings of 30 physical thermocouples have been obtained using the test function (10) as the boundary condition in the finite element model of the ncornel plate cooling. High accuracy Re-Model with linear elements of 9177 degrees of freedom has been employed. But in the inverse solution the reduced H5-Model with the nonlinear shape functions of 576 degrees of freedom has been employed. In the direct simulations of the plate cooling the reduced model has given an ATD of 0.3 °C with the maximum deviation $\Delta T_{max}$ of 11 °C to the data obtained from Re-Model. Thus, the inverse solution tests have been performed for the simulated temperature readings showing essential differences to the reduced H5-Model. It has been estimated, that the experimental errors to the measured temperatures are not higher, Table 4.

![Fig. 8](image-url) The one dimensional inverse solutions to the HTC variations at points: $P_{13}$, $P_{14}$ and $P_{15}$ compared to the exact data.
The inverse solution to the simulated temperature sensor has converged to an ATD of 0.4 °C with a $\Delta T_n$ of 2.2 °C, Table 6. In Fig. 10 the temperature variations obtained from the inverse solution (V4-Inv) has been compared to the simulated temperature sensors indications (Exact) at selected points. The temperature curves shown in Fig. 10 are nearly identical but the HTC distributions do not agree as well with the prescribed boundary condition, Figs. 11 and 12. The maximum error to the exact solution at point $P_{15}$ has reached 34%, Table 6. The errors to the exact HTC at selected points are as high as those obtained from the local one dimensional solution. The starting point necessary for the minimization of the objective function (13) has been generated from the local one dimensional inverse solutions at nodes of surface elements [35]. The distribution of the HTC at $\tau = 30$ s assumed as starting point has been shown in Fig. 13.

The ATD at staring point was 2.5 °C with the maximum deviation $\Delta T_n = 13$ °C. The objective function minimization has reduced the ATD essentially to a level of 0.4 °C with the maximum deviation $\Delta T_n = 2.2$ °C. However, at selected points error to the exact HTC remained due to a low number of degrees of freedom in the HTC model V4.

### Table 5  Parameters of the one dimensional inverse solutions to the specified boundary condition (10)

| Parameter | Point: | $P_{13}$ | $P_{14}$ | $P_{15}$ | $P_{16}$ | $P_{17}$ | $P_{18}$ |
|-----------|--------|--------|--------|--------|--------|--------|--------|
| Error to the exact HTC | $P_{13}$ | 34% | 10% | 32% | 13% | 24% | 22% |
| ATD, °C | $P_{14}$ | 0.53 | 0.55 | 0.32 | 0.33 | 0.32 | 0.33 |
| $\Delta T_n$, °C | $P_{15}$ | 2.0 | 2.1 | 1.1 | 0.5 | 0.5 | 0.5 |

### 5.3.2 The boundary condition model V9

The HTC distribution at the cooled surface in the HTC model V9 has been approximated by 9 surface elements with cubic shape functions from serendipity family. The division of the cooled surface into elements has been shown in Fig. 6. Each element has 12 nodes. Four nodes are located at element’s corners and 8 nodes at element’s sides, two nodes at each side. Since 9 elements have been utilized for the HTC approximation over the cooled surface, it has given 64 nodes at which the HTC values have to be determined from the minimum of the objective function. The number of physical thermocouples is much lower than the number of degrees of freedom. In such a case the inverse solution uncertainty can be high. On the other hand the HTC variation over the cooled surface is high during plate cooling and larger number of elements should give better solution. To resolve this problem the additional temperature sensors shown in Fig. 6 as interpolated thermocouples have been added to the physical thermocouples. It has allowed extending the temperature sensors to 81.

The temperature readings at interpolated sensors have been obtained from the approximation of the nearest four thermocouples indications at a particular time. Four node elements...
with the linear shape functions shown in Fig. 14 have been used in the approximation. The interpolated thermocouples locations have been selected based on numerical tests in order to achieve a low error of interpolation and to ensure at least 12 temperature sensors for each surface element.

The accuracy of the interpolated thermocouples indications have been determined based on numerical test. Cooling of the plate shown in Fig. 4 has been modeled. At the upper plate surface boundary condition given by Eq. (10) has been specified. At the bottom surface of the plate boundary conditions for cooling in chamber has been prescribed, Eq. (6). At side surfaces of the plate zero heat fluxes have been assumed. From the direct simulation of the plate cooling the temperature variations at 81 temperature sensors shown in Fig. 6 as physical and interpolated thermocouples have been obtained. The temperature sensor indications 2 mm below the water cooled surface have been recorded. These indications have been assumed as “exact” temperature readings. In the second test only temperature readings at 30 points denoted as “physical thermocouples” have been obtained from the simulation of the plate cooling for the same boundary conditions. Since simulated “physical thermocouples” are located at linear element nodes, Fig. 14, readings of the rest of temperature sensors have been readily obtained from interpolation of the nodal values. The obtained set of 81 sensors readings which combine “exact” and interpolated sensors have been compared with the “exact” temperature readings. The average temperature difference (ATD) between simulated temperature readings and the “exact” temperature readings was below $0.5 \, ^{\circ}C$, with the maximum deviation $\Delta T_n = 1.5 \, ^{\circ}C$. In Fig. 15 the “exact” and the interpolated temperature sensors indications at three points: $P_1(x_2 = 45; x_3 = 0)$, $P_2(x_2 = 45;$...
The differences are at the level of temperature measurements errors. In Table 7 exact and interpolated sensors indications at three points shown in Fig. 14 have been given. The interpolation error ΔT depends on the temperature sensor location and the rate of cooling in a similar way as the thermocouple error. Thus, the developed method of the temperature sensor approximation has the accuracy comparable to the physical thermocouple located 2 mm below the cooled surface for the considered cooling conditions.

The minimization of the objective function (10) has been started from the prior solution obtained from the local 1D solution at the surface element nodes. In the case of the HTC model V9 the ATD at staring point was 3.2 °C with the maximum deviation ΔTn = 11 °C. The objective function minimization has reduced the ATD to 0.27 °C with the maximum deviation ΔTn = 0.8 °C, Table 8.

The maximum error of the HTC approximation at selected points has dropped to 19%, Table 8. The distributions of the HTC at selected point have been compared to the exact data in Figs. 16 and 17.

In comparison to the HTC model V4 essentially better solution has been given by the HTC model V9. The improvement of the solution accuracy is clearly visible for lower surface temperatures below the HTC maximum.

The inverse solutions to the HTC at the cooled surface at τ = 30 s has been presented in Figs. 18 and 19 for the HTC model V4 and V9, respectively. The locations of the HTC maxima have been correctly identified in both solutions. In the case of the HTC model V4 error to the HTC maximum is only 3.5% but the HTC minimum is largely overestimated and the error has reached 98%. For the HTC model V9 a local error to the HTC maximum is 18% and to the HTC minimum 25%.

In Figs. 20 and 21 average, over the cooled surface the HTC and heat flux, as functions of the average surface temperature has been compared to the exact data. A prior estimation of the HTC and heat flux obtained from local 1D inverse solution at surface element nodes has given acceptable accuracy. The HTC model V9 has given nearly exact final solution. Thus, in the case of complicated distribution of the HTC over the cooled surface inverse solution accuracy can be improved for limited number of thermocouples. However, the temperature field must be constrained in the inverse solution with the

![Fig. 15](image-url) Comparison between the exact and interpolated temperature sensors indications

![Fig. 16](image-url) The inverse solution obtained from the HTC model V9 at points: P13, P14 and P15 compared to the exact data

| Parameter | Point: | P13 | P14 | P15 | P16 | P17 | P18 |
|-----------|--------|-----|-----|-----|-----|-----|-----|
| Error to the exact HTC at τ = 30 s | % | 15 | 19 | 0.3 | 14 | 12 | 14 |
| ATD, °C | | 0.27 |
| ΔTn, °C | | 0.8 |

Table 7

| Time, s | Sensor type | Temperature at point, °C |
|---------|-------------|--------------------------|
|         |             | P1   | P2   | P3   |
| 15      | Exact       | 686.5| 626.1| 602.1|
|         | Interpolated, ΔT | −0.4 | 6.8 | −0.5 |
| 30      | Exact       | 281.5| 199.8| 206.7|
|         | Interpolated, ΔT | −0.5 | 16.2 | −0.5 |
| 45      | Exact       | 96.9 | 71.7 | 67.5 |
|         | Interpolated, ΔT | −0.4 | 3.7 | −0.3 |
interpolated temperature sensors if the HTC surface degrees of freedom are higher than the number of physical thermocouples.

6 Inverse solutions to the measured temperatures

The inverse solutions to the measured temperatures obtained from transient cooling of the stationary plate have been performed mainly to address two numerical problems:

i) Effect of the reduction of the FEM solution to temperature field from 3D to 1D heat conduction on the accuracy of the HTC determination.

ii) Influence of the temperature sensor number and location on the accuracy of the 3D inverse solutions.

One of the first important problems in the inverse solutions which utilize gradient methods for the objective function minimization is a choice of a prior solution. The developed strategy [35] of the HTC approximation in space and time offers a natural choice for that. The vector of unknown \( p_i \) parameters is composed of sub-vectors which define the HTC distribution in time at nodes of surface elements. The HTC distributions at nodes of surface elements can be readily obtained from one dimensional inverse solution to the heat conduction problem in the plate. Such a prior solution has been improved using 3D models of heat conduction in the plate. In the 3D models of heat conduction prism elements with nonlinear shape functions of third degree have been utilized. The HTC determination zone has been divided into 25 prism elements. Only one element has been used over the plate thickness, Table 3. The tests of the finite element model presented in Table 3 have shown that the reduced models of heat conduction offer a good accuracy at a low number of freedoms. In the case of 25 prism elements the heat conduction model has only 576 unknowns.
6.1 The HTC model V4

The HTC distribution in the inverse solutions V4-Inv to the measured temperatures has been approximated by 4 surface elements with cubic shape functions, Fig. 5. Expansion in time of the HTC at nodes of surface elements has been interpolated using 7 periods with cubic shape functions over each period for the plate cooling by six water jets, Fig. 2. It has given 726 $p_i$ parameters to be determined in the inverse solution to the boundary condition at the water cooled surface. A prior solution (D1-Inv) has already given a low ATD of 2.05 °C with a maximum deviation $\Delta T_n = 7.9$ °C. The 3D inverse solution (V4-Inv) to the plate cooling by six water jets has converged to an ATD of 0.85 °C, with a maximum deviation $\Delta T_n = 4.3$ °C. In Figs. 22 and 23 the measured temperatures at selected thermocouples locations have been compared to 1D and 3D inverse solutions. The differences between computed and measured temperatures are negligible in both cases. However, the HTC distributions obtained from 1D heat conduction model, Fig. 24, differ significantly from those obtained from the 3D model, Fig. 25.

The plate cooling by water jets results in a very fast increase of the HTC as the plate surface temperature drops at point $P_{14}$ and $P_{16}$ located near the stagnation points. The plate temperature below the water jets (at stagnation points) decreases rapidly and the wetting zone in Fig. 26 visible as a dark spots grows. The wetting zone grows and the HTC maximum moves at point $P_{15}$ and $P_{17}$ to the surface temperatures much lower from the HTC maximum at points $P_{14}$ and $P_{16}$, Fig. 25. The 1D inverse solutions largely underestimate the HTC maxima at points $P_{14}$ and $P_{16}$ and overestimate at points $P_{15}$ and $P_{17}$. This drawback of the 1D inverse solution has been discussed in Section 5.2. The plate surface temperature after 10 s of cooling has been shown in Fig. 26. The water jets
have partly merged and moved to the center of the plate. For that reason and due to low resolution of the HTC model V4 only three wetting zones can be recognized in Fig. 26. After about 10 s the HTC reaches a maximum value of 17,140 W/(m²∙K) at the plate surface, Fig. 27. At the same time the HTC minimum is of 45 W/(m²∙K). In view of the uncertainty test shown in Section 5.3.1 the HTC can be essentially overestimated or underestimated due to low resolution of the HTC model V4.

6.2 The HTC model V9

The plate cooling by six water jets results in a highly nonuniform heat transfer over the cooled surface. The implementation of 4 elements over the cooled surface did not allowed the HTC maxima for six water jets to be clearly identified. Higher number of degrees of freedom is required. The 3D inverse solution with 9 elements over the cooled surface (V9-Inv) to the plate cooling has converged to an ATD of 0.55 °C, with a maximum deviation ΔTn of 2.5 °C. In Fig. 28 the plate surface temperature after 10 s of cooling has been presented. The locations of the water jets can be recognized.

The inconel plate cooling by 6 water jets has allowed covering nearly the whole HTC determination domain by water streams. The plate temperature drops rapidly but varies from 292 to 861 °C over the surface after 10 s of cooling, Fig. 28. It causes high differences in the HTC distribution shown in Fig. 29. In the case of the HTC model V4 the difference between maximum and minimum temperature of the surface was 688 °C. The HTC model V9 has given much lower difference in the plate temperature equal to 569 °C. The locations of the water jets can be readily recognized from the HTC distribution after 10 s of cooling, Fig. 29.

The HTC reaches the maximum value above 12 kW/(m²∙K). The HTC variations versus temperature presented in
Fig. 30 confirm that heat conduction is far from one dimensional. At some points ($P_{13}$ and $P_{18}$) probably due to water movement essential decrease in the HTC during nucleate boiling have been obtained. The heat flux distributions presented in Fig. 31 as functions of time also confirm essential differences in heat transfer at selected points.

The heat flux maximum values vary from 20 MW/m$^2$ at point $P_{15}$ to about 30 MW/m$^2$ at point $P_{14}$ located at the stagnation zone shown in Fig. 28. The critical heat flux temperature varies from 400 to 500 °C. But the connection of the critical heat flux temperature with the location of point is not clear. The obtained results for plate cooling with 6 water jets have shown that film boiling is limited to about 3 s. Distance between jets was only 40 mm and kinetic energy of the water stream was sufficient to disrupt the vapor film at the surface temperature of about 870 °C. Transition boiling takes place nearly from the beginning of cooling up to critical heat flux.

The average HTC calculated from the HTC distribution over the cooled surface has been presented in Fig. 32. The

Time of cooling to critical heat flux depends on the distance from the stagnation point. Near the stagnation points critical heat flux develops in 2 to 3 s. The longest time of cooling to critical heat flux was about 7 s. During nucleate boiling heat flux decreases as the plate surface temperature approaches the saturation temperature. After 25 s of cooling the heat flux is similar at all the analyzed points. Due to unpredictable water flow during nucleate boiling heat flux may drop at some points, for example at point $P_{15}$. It leads to increase in the surface temperature and the heat flux increases after some time. In the case of the HTC plotted versus the plate surface temperature this phenomenon is visible as the HTC loop, Fig. 30, point $P_{15}$.

The presented above short discussion of plate cooling with water jets do not explains several important aspects related to water cooling. The description of physical aspects of heat transfer related to similar problem of water jet cooling under steady state conditions has been given by Robidou et al. [39]. The transition from nucleate boiling to film boiling under variable water velocity and distance from the nozzle to plate surface has been discussed. The influence of superheat and subcooling on the heat flux has been reported as well. Grows of wetting zone under transient cooling of a plate with a water jet has been studied by Mitsutake and Monde [25]. Another important factor related to strip cooling in hot rolling lines is the influence of the strip velocity on the heat transfer. Influence of the surface motion on the heat flux has been studied by Gradeck et al. [40] using water jet impinging on a rotating cylinder. This problem is probably the most complicated due to difficulties with the experiment and with the interpretation of the inverse solution in the coordinate system fixed with the water jet. Review of the recent development of jet cooling can be found in the paper by Qiu et al. [19].

The average HTC calculated from the HTC distribution over the cooled surface has been presented in Fig. 32.
local 1D inverse solutions at surface element nodes have given nearly the same average HTC as 3D inverse solutions. In the case of 1D solution the HTC maximum is slightly higher of about 7%. The maximum value of 6.2 kW/(m² K) has been obtained from the HTC model V9. The HTC maxima from 1D and 3D inverse solutions have been obtained for the same average surface temperature of 230 °C. The average heat flux over the cooled surface is very similar for 3D solutions utilizing 4 and 9 elements over the surface, Fig. 33. In the case of 1D inverse solution the heat flux maximum has been overestimated of about 10%. But the dependence of surface temperature has been correctly identified even from 1D solutions. The HTC model V9 has given the heat flux maximum of 16.7 MW/m² at a surface temperature of 470 °C. The maximum value of the average heat flux is nearly 50% lower than the heat flux maximum at point P14. It means that the plate cooling with 6 water jets is far from uniform.

The obtained solution for the inconel plate cooling with 6 water jets is difficult to compare with earlier research mainly due to differences in the water flow rate and arrangement of jets and sample temperatures. Wang et al. [29] has reported the HTC max at stagnation point of about 4.5 kW/(m² K) for AISI 304 L steel cooling with one water jet. The water flow rate was 15 dm³/min. Our solution has given the HTC maximum at points P13, to P18 ranging from 6 to 7 kW/(m² K) for water flow rate 10.4 dm³/min. The differences are essential and can result from the inverse solution method. Since the uncertainty test has not been provided it is impossible to point out further reasons for differences. Mitsutake et al. [25] has reported the maximum heat flux of 1.9 MW/m² for steel cooling with one water jet. In our solution the maximum heat flux at points P13, to P18 ranged from 2 to 3 MW/m². The sample was heated to 250 °C only. The results are comparable taking into account the difference in the initial temperature of samples.

The obtained results from stationary plate cooling may have some practical implementation as boundary conditions for modeling of steel cooling. However, development of a local boundary condition suitable for modeling strip cooling at run-out table of the hot rolling lines is a much more complicated problem. Photo of the run-out table in the hot rolling line has been published by Gradeck et al. [40]. At the strip surface dark lines are visible resulting from the local strip overcooling by the circular water jets. This phenomenon is well known for our research team. The problem can be solved using FEM simulation with the local boundary conditions. However, the procedure leading to development of a local boundary condition written in the coordinate system fixed with the jet needs several steps. One of the possible strategies could involve:

i) Identification of the local HTC based on 3D inverse solutions obtained from stationary plate cooling under various parameters.

ii) Selection of a suitable model describing the HTC as function of surface temperature, distance from the jet, water flow rate and/or other important parameters.

iii) Identification of the HTC approximating function parameters based on the set of the HTC coefficients obtained from the step i).

iv) Implementation of the boundary condition into the 3D heat condition solver and validation of the boundary condition model based on temperature measurement obtained during stationary and/or moving plate cooling.

v) Implementation of the local boundary condition into the 3D FEM code suitable for modeling of the strip cooling in run-out table under local boundary conditions.

vi) Validation of the obtained strand temperature based on data from the industrial on-line measurement system.

The model of the strip cooling in hot rolling line utilizing average in zones boundary conditions has been reported by
The model of strip cooling in the impingement zones takes into account the strip velocity. The predicted temperatures of the strips have been compared to the results obtained from pyrometers located at exit of run-out table. The measurements have been compared to the results of simulation for 97 strips. The predicted strip temperature error was below 17 °C. Other type of model for strip cooling in run-out table has been developed by Gomez et al. [42]. The HTC model developed by Hodgson et al. [43] has been employed in zones of cooling. The Hodgson et al. formula gives the boiling curve which depends on the strip surface temperature and the water flow rate only. The model predictions have been compared to the large set of temperature measurements from pyrometers. The error was below 20 °C in most cases. Thus the average in zones boundary conditions of the essentially different type give a possibility to determine the average strip temperature at the end of cooling line with acceptable accuracy. Correction of the existing models of strip cooling based on on-line temperature measurement system is sufficient to reach that goal. But the microstructure evolution processes and fracture of metals depend on local temperature and for that reason development of a local bounder condition is important. To the best of our knowledge the FEM models of strip cooling at run-out table based on a local boundary condition have not been developed yet. However, the strand cooling in continuous casting line has been already modeled using a local boundary condition for water spray cooling specified at each spray nozzle [44].

7 Conclusions

All the inverse solutions to the water jets cooling have given very low temperature differences between measured and computed temperatures. However, a good agreement between measured and computed temperatures can be obtained for several variants of the HTC distribution in time and space. The choice of the correct solution may not be obvious or simple. The selection of the correct result can be done based on uncertainty tests. The test function should model the real cooling experiment as good as possible. Locations of the HTC maxima in space and versus temperature are essential for reliable uncertainty tests.

One dimensional inverse solution at thermocouple location results in overestimation of the HTC at points having higher temperature and underestimation of the HTC at colder places. The error depends on the temperature gradients in space and has reached 35% for the considered water jets cooling. But the one dimensional inverse solution at nodes of surface elements is the best choice of a prior solution for the objective function minimization in the three dimensional inverse heat conduction models.

The three dimensional inverse solution having limited number of degrees of freedom may not improve a prior solution essentially. The implementation of 4 surface elements with 33 nodes did not give essentially better solution. The inverse solution utilizing 9 surface elements with 64 nodes has reduced the local error to the HTC estimation to about 20%. However, for 30 thermocouples it was necessary to constrain the inverse solution with the interpolated temperature sensors. The extension of the physical thermocouples with the interpolated temperature sensors has allowed obtaining higher resolution to the HTC distribution over the plate surface.

The conducted physical experiment has shown that the HTC maxima move essentially over the plate surface due to several reasons. In such a case the distance between physical thermocouples should be reduced. The arrangement of the physical thermocouples in an array of 7 × 7 sensors should be considered in further research. The numerical simulations of the plate temperature with and without thermocouples have shown that the distance of 15 mm between thermocouples having diameter of 0.5 is sufficient for a correct thermocouple reading.
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