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**ABSTRACT**

Recently, transformer-based language models such as BERT have shown tremendous performance improvement for a range of natural language processing tasks. However, these language models usually are computation expensive and memory intensive during inference. As a result, it is difficult to deploy them on resource-restricted devices. To improve the inference performance, as well as reduce the model size while maintaining the model accuracy, we propose a novel quantization method named KDLSQ-BERT that combines knowledge distillation (KD) with learned step size quantization (LSQ) for language model quantization. The main idea of our method is that the KD technique is leveraged to transfer the knowledge from a "teacher" model to a "student" model when exploiting LSQ to quantize that "student" model during the quantization training process. Extensive experiment results on GLUE benchmark and SQuAD demonstrate that our proposed KDLSQ-BERT not only performs effectively when doing different bit (e.g. 2-bit ∼ 8-bit) quantization, but also outperforms the existing BERT quantization methods, and even achieves comparable performance as the full-precision base-line model while obtaining 14.9x compression ratio. Our code will be publicly available.

**1 INTRODUCTION**

Recently, transformer-based language models such as BERT [Devlin et al. 2018] and RoBERTa [Liu et al. 2019] have achieved remarkable performance on many natural language processing tasks. However, it is difficult to deploy these models on resource-restricted devices directly since they usually contain lots of weight parameters that are computation expensive and memory intensive. To alleviate this problem, many various approaches have been widely explored to compress the model size. For instance, low-rank approximation [Ma et al. 2019], [Lan et al. 2019], weight-sharing [Dehghani et al. 2018], [Lan et al. 2019], knowledge distillation [Sanh et al. 2019], [Sun et al. 2019], [Jiao et al. 2019]; pruning [Michel et al. 2019], [Voita et al. 2019], [Fan et al. 2019]; dynamic network training [Liu et al. 2019], [Hou et al. 2020] and quantization [Zafrir et al. 2019], [Shen et al. 2020], [Fan et al. 2020], [Krishnamoorthi 2018], etc.

Compared with other compression methods, quantization is widely used to compress neural network models due to two main reasons. First, quantization is an important technique enabling low-power and high-throughput DNN inference, especially it is hardware-friendly for the inference on those resource-restricted devices such as cell-phones. Second, quantization does not change the model architecture, thus it is particularly useful for the carefully-designed network such as Transformers [Vaswani et al. 2017]. Furthermore, 8-bit quantization is successfully applied to Transformer-based models since it can achieve a comparable performance as the full-precision baseline [Prato et al. 2019], [Zafrir et al. 2019]. However, it is challenging to quantize these models within ultra low-bit (e.g., 2-bit) because of the dramatically accuracy dropping. To alleviate this issue, many complex quantization methods are proposed, mainly including mixed-precision quantization [Shen et al. 2019].
product quantization (PQ) [Fan et al. (2020)], and ternary quantization [Zhang et al. (2020)]. However, different quantization methods include different features:
mixed-precision quantization is not always hardware-friendly, PQ needs extra clustering operations
during the training process, and ternary quantization is not a generative method that focuses only on
2-bit quantization rather than on arbitrary bit quantization.

In addition to quantization, knowledge distillation (KD) [Hinton et al. (2015)] is another widely used
compression method in which a compact model (“student”) is trained to reproduce the behaviour of
a larger model (“teacher”). For natural language processing tasks, KD has been extensively studied
[Hu et al. (2018), Jiao et al. (2019)]. However, instead of being used to compress models individually,
KD also can be exploited by combining with other compression techniques [McCarley (2019), Zhang
et al. (2020), Hou et al. (2020), Mao et al. (2020)].

In this work, we propose a novel BERT quantization algorithm named KDLSQ-BERT that even
can achieve high accuracy via doing ultra low-bit (e.g., 2-bit) quantization. The main idea of our
method is that the KD technique is leveraged to transfer the knowledge from a “teacher” BERT to
a “student” one when exploiting learned step size quantization (LSQ) [Esser et al. (2019), Jain et al.
(2019)] to quantize the “student” BERT during the quantization training process. More specifically,
the contributions of our work can be summarized as follows:

1) Inspired by Jiao et al. (2019), we use KD to transfer the knowledge from a full-precision
“teacher” BERT to a quantized “student” BERT. The distillation loss in our work is calculated
by the corresponding layers (such as the embedding layers and the outputs of Transformer layers)
from the “teacher” BERT and the quantized “student” BERT, respectively.

2) Due to the excellent performance of LSQ in low-bit quantization in computer vision field
[Jain et al. (2019)], we introduce such a technique to quantize the “student” BERT. To accelerate
the quantization training speed and improve the model accuracy, however we present
a novel method to initialize the correlated scale-factors. Furthermore, it’s easy for user to
fine-tune the LSQ quantization training when using such an initialization method.

3) In fact KD can be more useful to train a “student” model only if the “teacher” model is well
trained. It figures out that the distillation loss cannot work well if the “teacher” model is
not well trained enough. As such, we introduce the ground truth loss built by the training
data to compute the backward gradients during the training process. The extensive experiments
show that the accuracy of quantized BERT can obtain a remarkable improvement if
applying both distillation loss and ground truth loss.

The main work of this paper is organized as follows: The related work regarding knowledge distilla-
tion and quantization for BERT is introduced in Section 2. The main idea of our work is presented in
Section 3. In Section 4, we do extensive experiments as well as the relevant result analysis; Finally,
we summarize our work and point out the future work in Section 5.

2 RELATED WORK

2.1 KNOWLEDGE DISTILLATION

As a widely used compression technique, KD [Hinton et al. (2015)] aims at transferring the knowledge
from a larger model (“teacher”) to a compact model (“student”) without sacrificing too much per-
formance. Recently, many studies reveal that KD can achieve remarkable performance in a range of
NLP tasks [Kim & Rush (2016), Jiao et al. (2019)]. Especially, for KD on BERT compression, more
comprehensive knowledge including logits, intermediate representations and attentions are adopted
to train the student BERT [Jiao et al. (2019), Wang et al. (2020), Romero et al. (2014)].

Besides, many studies show that for further model compression, KD is usually used to work with
other compression techniques such as pruning [McCarley (2019)], low-rank approximation [Mao et al.
(2020)] and dynamic networks training [Hou et al. (2020)]. To do so, the knowledge of the teacher
BERT model can be fully leveraged, so that the student BERT can get more remarkable compression
or accuracy performance improvement.

However, it should be noted that combining KD with quantization could be a promising technique
for model compression as the quantized student model not only can improve the accuracy through
knowledge transferring, but also can be hardware-friendly for inference. And, many related studies have been explored in convolutional neural networks (CNNs) models (Polino et al., 2018, Stock et al., 2019, Kim et al., 2019). Although TernaryBERT (Zhang et al., 2020) is designed based on KD along with quantization, such a method mainly provides 2-bit and 8-bit weight quantization rather than arbitrary bit quantization. As a result, here we make our efforts to exploit KD and quantization to explore more general method for Transformer-based model quantization.

### 2.2 Quantization

Recently, quantization training has been extensively studied since the quantized models can gain a significant accuracy compensate through training process. The studies of Quantization-Aware Training (QAT) (Jacob et al., 2018) and Training Quantization Thresholds (TQT) (Esser et al., 2019, Jain et al., 2019) indicate that compared to the full-precision CNN model, the corresponding quantized model can obtain a slight accuracy drop (smaller than 1.0%) when doing 8-bit quantization training. Besides, for the Transformers-based models, 8-bit quantization training is also successfully applied in fully quantized Transformer (FullyQT) for machine translation (Prato et al., 2019) and Q8BERT (Zafrir et al., 2019). Note that FullyQT and Q8BERT are designed based on QAT, the experimental results from Prato et al. (2019) and Zhang et al. (2020) show that FullyQT and Q8BERT do not work well in low-bit (e.g., 2 bit or 4-bit) quantization.

In addition, many studies has been investigated in low bit quantization for the Transformers-based models. For instance, Q-BERT (Shen et al., 2020) achieves ultra-low bit quantization in terms of the analysis of fine-tuned BERT using the second order Hessian information. To avoid severe accuracy drop, mixed-precision with 3 or more bits are exploited in Q-BERT. In this case, it is usually unfriendly for inference to some hardware even though the accuracy of the quantized BERT can be enhanced to some extent. Quant-Noise (QN) (Fan et al., 2020) is proposed to quantize a subset of weights in each iteration to allow unbiased gradients to flow through the model architecture. Although the high compression rate can be achieved, the quantization noise rate needs to be very carefully tuned for good performance. For TernaryBERT (Zhang et al., 2020), it is mainly used to quantize the different parts of the BERT model through 2-bit ternarization training. To avoid the accuracy drop caused by 2-bit ternarization, various distillation losses are considered to guide the quantization training process.

In this work, we extend LSQ to quantize Transformers-based models such as BERT, because the results in Esser et al. (2019) reveal that such a quantization method is competitive in low-bit quantization for CNN models. To guarantee the accuracy of the quantized model as well as accelerate the training convergence, in our work we not only propose a novel scale-factor initialization for LSQ, but also consider various losses (including various distillation losses and ground truth loss) to guide the quantization training process.

### 3 Methodology

In this section, we make our efforts to combine knowledge distillation with LSQ to quantize BERT. Different from the previous work (Zhang et al., 2020) and Jacob et al. (2018), our method has much broader capacity in different bit quantization, meaning that it can be used not only in low-bit (e.g., 2-bit) quantization but also in high-bit (e.g., 8-bit) quantization. The main quantization training framework of our method is described in Figure 1. On the one hand, the LSQ quantization operations (see equation 5) need to be inserted into the student model already when doing quantization training. Note that the tensors that need to be quantized include weights as well as the inputs of all linear layers and matrix multiplications. On the other hand, the total loss \( \text{Loss}_{\text{total}} \) (see equation 15) is calculated based not only on the teacher model, but also on the ground truth from the training data set. Of course, the ground truth loss \( \text{Loss}_{\text{gt}} \) (see equation 15) can be optional if the teacher model is well-trained. This is because the distillation loss \( \text{Loss}_{\text{kd}} \) (see equation 14) is enough for the student model to do quantization training if a well-trained teacher is provided. For more details on our proposed method, please see the next further discussion.
3.1 Transformer Layer

Most of the recent language models (e.g., BERT [Devlin et al. (2018)], XLNet [Yang et al. (2019)], RoBERTa [Liu et al. (2019)] and TinyBert [Jiao et al. (2019)]) are built with several Transformer layers, the main feature of which is to capture long-term dependencies between input tokens by self-attention mechanism. A standard Transformer layer includes two main sub-layers: Multi-Head Attention (MHA) and fully connected Feed-Forward Network (FFN).

For the \( l \)-th Transformer layer, assuming its input is \( H_l \in \mathbb{R}^{n \times d} \), where \( n \) and \( d \) denote the sequence length and hidden state size, respectively. Besides, suppose there are \( N_H \) attention heads in each Transformer layers, and head \( h \) is parameterized by \( W^Q_h, W^K_h, W^V_h, W^O_h \in \mathbb{R}^{d \times d_h} \), where \( d_h = \frac{d}{N_H} \). Then the output of head \( h \) can be denoted as:

\[
\text{head}_h(H_l) = \text{Softmax}\left( \frac{1}{\sqrt{d}} H_l W^Q_h W^K_h^T H_l^T \right) H_l W^V_h
\]  

(1)

Let \( W^* = [W^*_1, ..., W^*_N_H] \), where \( * \) could be anyone of \( Q, K \) and \( V \), then the output of MHA is calculated by:

\[
\text{MHA}_{W^Q, W^K, W^V, W^O}(H_l) = \text{Concat}(\text{head}_1, ..., \text{head}_{N_H}) W^O
\]  

(2)

Suppose two linear layers in FFN are parameterized by \( W^1 \in \mathbb{R}^{d \times d_{ff}} \), \( b^1 \in \mathbb{R}^{d_{ff}} \) and \( W^2 \in \mathbb{R}^{d_{ff} \times d}, b^2 \in \mathbb{R}^d \) respectively, where \( d_{ff} \) indicates the number of neurons in the intermediate layer of FFN. Meanwhile, let \( X_l \in \mathbb{R}^{n \times d} \) denote the input of FFN, the corresponding output is then computed as:

\[
\text{FFN}(X_l) = \text{GeLU}(X_l W^1 + b^1) W^2 + b^2
\]  

(3)
Using equation 2 and equation 3, the forward propagation for the $l$-th Transformer layer can be written as:

$$X_l = \text{LN}(H_l + \text{MHA}(H_l))$$

$$H_{l+1} = \text{LN}(X_l + \text{FFN}(X_l))$$

where LN is the layer normalization. Note that the input $H_1$ for the first Transformer layer is from the embedding layer, so it can be denoted as:

$$H_1 = \text{EMB}_{W_E, W_S, W_P}(z)$$

3.2 LEARNED STEP SIZE QUANTIZATION FOR BERT

Typically, model quantization is useful for inference acceleration because of less computing-resource consumption of the low precision integer operations. Inspired by Esser et al. (2019), here we explore to quantize BERT by LSQ, the basic feature of which is that the scale-factors can be learned during the quantization training process. Specifically, the basic equations for quantization and de-quantization on LSQ are as follows:

$$q_v = \text{round}(\text{clamp}(\frac{v}{s}, -Q_n, Q_p))$$

$$\hat{v} = q_v \times s$$

where $\text{clamp}(z, r_1, r_2) = \min(\max(z, r_1), r_2)$, $v$ is a real number that needs to be quantized, $q_v$ is the quantized integer number of $v$, $s$ denotes the scale-factor, $\hat{v}$ is the de-quantization result, and $Q_n$ and $Q_p$ are the negative and positive quantization levels respectively. Given a bit number $b$ for quantization, then for unsigned tensor (e.g., activations), $Q_n = 0$ and $Q_p = 2^b - 1$; for signed tensor (e.g., weights), $Q_n = 2^b - 1$ and $Q_p = 2^b - 1$. Consequently, LSQ can be considered as a symmetric quantization.

Note that LSQ provides a way to learn $s$ in term of the training loss, then in terms of equation 6, the gradient to $s$ can be calculated as:

$$\frac{\partial \hat{v}}{\partial s} = \begin{cases} 
- \frac{v}{s} + \text{round}(\frac{v}{s}) & \text{if } -Q_n < \frac{v}{s} < Q_p \\
- \hat{Q}_n & \text{if } \frac{v}{s} < -\hat{Q}_n \\
\hat{Q}_p & \text{if } \frac{v}{s} > \hat{Q}_p
\end{cases}$$

With STE Bengio et al. (2013), the gradient through the quantization function for activations can be approximated by:

$$\frac{\partial \hat{v}}{\partial x} = \begin{cases} 
1 & \text{if } -Q_n < \frac{v}{s} < Q_p \\
0 & \text{otherwise}
\end{cases}$$

To avoid weights becoming permanently stuck in the clipped range, however, the gradient through the quantization function for weights is computed as:

$$\frac{\partial \hat{w}}{\partial w} = 1$$

For weight quantization, we follow the analysis from Zhang et al. (2020) and Zafrir et al. (2019) to quantize weights $W^Q, W^K, W^V, W^O$ from all transformer layers, as well as the word embedding $W^E$. However, we do not implement quantization on $W^S$ and $W^P$ from the embedding layer, as well as the bias in linear layers because of two reasons. First, the number of these weights is negligible, thus it has less impact on the quantized model size even if quantizing them. Second, some of them contain critical information (e.g., the position information in $W^P$ affects the dependency for each word) that results in significantly accuracy dropping if they are quantized. Similar to work done by Zhang et al. (2020), softmax operation, layer normalization and the last task-specific layer are not quantized in our work. This is because quantizing these operations will lead to accuracy degradation dramatically.

With regards to the activation quantization, the inputs of all linear layers and matrix multiplication in Transformer layers are quantized. In fact, it is a symmetric quantization, so that the quantized
Figure 2: The statistical histogram of a weight tensor from a well-trained TinyBERT. Compared with $s_1$ and $s_2$, $s_0$ is a much better initialized scale-factor (or truncated threshold) for quantization training since the main information of the weight tensor can be retained.

values distribute symmetrically in both sides of 0. That is, the zero point is 0, which is benefit to accelerate inference of the quantized model.

However, we cannot expect a promising quantization result if the scale-factor $s$ for LSQ are not initialized effectively. In essence, the scale-factor can be considered as a truncated threshold for a tensor that needs to be quantized. To analyze its importance, Figure 2 presents the relationship between different scale-factors and the statistical histogram of a weight tensor from a well-trained TinyBERT. As illustrated in the figure, $s_0$ is a much better initialization than $s_1$ and $s_2$ since most parts of the tensor are retained by using $s_0$. In contrast, if using $s_1$, only a few parts of that tensor are retained, so that main information of that tensor will be lost. Obviously, if $s_2$ is employed, lots of boundary elements that are not in the main distribution of that tensor will be kept for quantization. In this case, such invalid information must result in accuracy dropping especially when doing low-bit quantization. Many readers may have a question that scale-factor will be updated as the training goes on, why shouldn’t the scale-factor be initialized randomly? Indeed, although the scale-factor changes during the training process, an effective initialization is good to accelerate the loss convergence, as well as improve the model accuracy. Particularly, it will lead to difficult convergence for low-bit LSQ quantization training when the scale-factor is not effectively initialized.

To alleviate aforementioned issue, we propose a method to initialize the scale-factor for a given tensor that needs to be quantized. The main steps for the method are listed as follows:

From algorithm 1, it shows that the truncated ratio $\gamma$ (where $\gamma \ll 1$) determines how many elements in $M$ need to be truncated. With $\gamma$ and the sorted $M_{\text{sort}}$, $s_{\text{init}}$ is initialized to a value that can be regarded as a threshold for truncation. More specifically, the elements that are greater than $s_{\text{init}}$ need to be truncated to $Q_p$, the elements that are smaller than $-s_{\text{init}}$ need to be truncated to $-Q_n$, so the most of elements in a range of $(-s_{\text{init}}, s_{\text{init}})$ are not changed. That’s, since the elements in $M$ are truncated in terms of $s_{\text{init}}$, the majority information of $M$ can be retained for quantization.

As analyzed previously, both weights and activations need to be quantized by LSQ. For weights, we make use of the corresponding weight values from the full-precision BERT to do scale-factor initialization. Of course, the full-precision BERT should be well trained and be set as a pre-trained model for LSQ quantization training. For activations, however, it is a little bit different as activations cannot be obtained from the full-precision BERT directly. Therefore, we leverage a batch of training data set (which is selected randomly) to do inference for the full-precision BERT, such that the
Algorithm 1 A method to initialize scale-factor

**Require:** A given tensor $M$, a truncated ratio $\gamma$

**Ensure:** An initialized scale-factor $s_{\text{init}}$

1: $n = \text{nelement}(M)$, where $n$ is the number of elements in $M$.
2: $M_{\text{sort}} = \text{Sort}(M)$, where $M_{\text{sort}}$ is a sorted $M$ in ascending order.
3: $\text{index}_{\text{min}} = \text{round}\left(\frac{2 \times n}{3}\right)$
4: $\text{index}_{\text{max}} = n - \text{index}_{\text{min}}$
5: if $\text{abs}(M_{\text{sort}}(\text{index}_{\text{min}})) \geq \text{abs}(M_{\text{sort}}(\text{index}_{\text{max}}))$ then
6: $s_{\text{init}} = \text{abs}(M_{\text{sort}}(\text{index}_{\text{min}}))$
7: else
8: $s_{\text{init}} = \text{abs}(M_{\text{sort}}(\text{index}_{\text{max}}))$
9: end if
10: return $s_{\text{init}}$

correlated activations can be obtained. After the activations are calculated, the related scale-factors can be initialized according to Algorithm 1.

### 3.3 Distillation-Aware Quantization

For quantization training, although the model accuracy loss introduced by quantization can be compensated through training process, it may be less effective when doing low-bit quantization. To address such a problem, thus we take advantage of KD to further improve the accuracy performance of the quantized BERT. Following the teacher-student KD framework, we set the quantized BERT and the well-trained full-precision BERT to be the student model and the teacher model, respectively. For the quantized BERT, the related LSQ quantization operations are inserted already, and it can learn to recover the behaviours of the teacher model via the KD technique.

Inspired by Zhang et al. (2020) and Jiao et al. (2019), the distillation loss for the Transformer layers mainly relies on the outputs of all Transformer layers, the outputs of embedding layer, as well as the attention scores of all heads from all Transformer layers. More specifically, considering the outputs of all Transformer layers and the outputs of embedding layer, the hidden-states-based distillation loss $\text{Loss}_{\text{hidden}}$ can be calculated as follows:

$$\text{Loss}_{\text{hidden}} = \sum_{l=1}^{L+1} \text{MSE}(\mathbf{H}_l^S, \mathbf{H}_l^T)$$  \hspace{1cm} (10)

where MSE indicates the mean squared error, $L$ is the number of Transformer layers for BERT, $\mathbf{H}_l^S$ ($\mathbf{H}_l^T$) is the inputs of the $l$-th Transformer layer from the student model (teacher model). However, note that $\mathbf{H}_{L+1}^S$ ($\mathbf{H}_{L+1}^T$) denotes the outputs of the last Transformer layer from the student model (teacher model). For the attention-based distillation loss $\text{Loss}_{\text{att}}$ (Clark et al. 2019) related to the attention scores of all heads from all Transformer layers, it can be computed by:

$$\text{Loss}_{\text{att}} = \sum_{l=1}^{L} \text{MSE}(\mathbf{A}_l^S, \mathbf{A}_l^T)$$  \hspace{1cm} (11)

Consequently, the distillation loss $\text{Loss}_{\text{trm}}$ for all Transformer layers is computed by:

$$\text{Loss}_{\text{trm}} = \text{Loss}_{\text{hidden}} + \text{Loss}_{\text{att}}$$  \hspace{1cm} (12)

In addition to Transformer layers, the knowledge from the prediction layer affects the accuracy performance significantly. Therefore, we also distill that knowledge, such that the logits $\mathbf{P}^S$ from the student model can learn to fit the corresponding $\mathbf{P}^T$ from the teacher model by soft cross-entropy (SCE) loss:

$$\text{Loss}_{\text{pre}} = \text{SCE}(\mathbf{P}^S, \mathbf{P}^T)$$  \hspace{1cm} (13)

Consequently, the total distillation loss $\text{Loss}_{\text{kd}}$ established between the student model and the teacher model can be computed by:

$$\text{Loss}_{\text{kd}} = \text{Loss}_{\text{pre}} + \text{Loss}_{\text{trm}}$$  \hspace{1cm} (14)
However, both theoretical and empirical discoveries show that $\text{Loss}_{kd}$ can work well for training only if the teacher model is well-trained. That’s, a bad teacher model results in a bad accuracy for the student model. To avoid the unexpected result caused by a bad teacher model, we introduce the ground truth loss $\text{Loss}_{gt}$ that needs to be calculated according to the label truth of the training data set. In doing so, the quantization training loss for the student model is not only related to the teacher model, but also related to the training data set. Thus, the total training loss can be computed by:

$$\text{Loss}_{total} = \text{Loss}_{kd} + \text{Loss}_{gt}$$ (15)

According to the analysis above, the whole procedure of our distillation-aware LSQ quantization can be summarized as follows:

**Algorithm 2 KDLSQ-BERT: A novel distillation-aware quantization based on LSQ**

**Require:** Training data set, A well-trained full-precision BERT.

**Ensure:** A quantized student BERT

1: Initialize the teacher model and student model by the well-trained full-precision BERT.
2: Initialize the scale-factors for the weights in student model in terms of Algorithm[1]
3: Get activations by doing inference of the student model with a randomly selected batch of training data set.
4: Initialize the scale-factors for the above activations (including the inputs of linear layers and the inputs of the matrix multiplications) in terms of Algorithm[1]
5: Insert the LSQ quantization operations into the student model according to equation[6]
6: Initialize the learning rate $\eta$ and $\text{epochs}$.
7: for $i = 1, ..., \text{epochs}$ do
8: for $\text{iter} = 1, ..., \text{max batch}$ do
9: Get the $\text{iter}$-th batch of training data set.
10: Compute the loss according to equation[15]
11: Compute the correlated gradients according to equation[7], equation[8] and equation[9]
12: Update the weights and the scale-factors for the student model.
13: Update the learning rate $\eta$.
14: end for
15: end for

4 EXPERIMENTAL ANALYSIS

In this section, we mainly evaluate the performance of our proposed KDLSQ-BERT on both the GLUE benchmark [Wang et al. (2018)] and SQuAD [Rajpurkar et al. (2016)]. The specific information for those data sets are listed as follows:

**The GLUE benchmark:** The GLUE benchmark is a collection of diverse natural language understanding tasks, including textual entailment (RTE), natural language inference (MNLI, QNLI), similarity and paraphrasing (MRPC, QQP, and STS-B), sentiment analysis (SST-2) and linguistic acceptability (CoLA). For the performance evaluation metrics [Chicco & Jurman (2020)], we follow the work of TinyBERT [Jiao et al. (2019)] by setting Matthews Correlation for CoLA, F1 for MRPC and QQP, Spearman Correlation for STS-B, and accuracy for the other tasks.

**SQuAD:** SQuAD v1.1 is a machine reading comprehension task. Given a question-passage pair, the task is to extract the answer span from the passage. SQuAD v2.0 is an updated version in which the question might be unanswerable. For the performance evaluation metric [Derczynski (2016)], also we follow the work of TinyBERT [Jiao et al. (2019)] by considering F1 for these two data sets.

In addition, the code for our proposed method is modified from the huggingface pytorch-transformer library[^1], Q8BERT[^2] and TinyBERT[^3]. To effectively investigate the performance of our method, we

[^1]: https://github.com/huggingface/transformers
[^2]: https://github.com/NervanaSystems/nlp-architect.git
[^3]: https://github.com/huawei-noah/Pretrained-Language-Model/tree/master/TinyBERT
For the truncated ratio $\gamma$ which is the input of Algorithm 1, we set it to be 0.05, meaning that a tensor that needs to be quantized can be retained 95.0% information for quantization. However, the initial learning rate for weight scale-factors is different from that for activation scale-factors. For weight scale-factors, we set the corresponding initial learning rate to be $1.0 \times 10^{-3}$ since a well-trained pre-trained model can provide effective weight parameters for scale-factor initialization. In doing so, the small initial learning rate can bring small update size, so that the weight scale-factors can be updated slightly during the quantization training process. Differently, as the activations are estimated by a batch size of training data, such an inaccurate estimation requires that the initial learning rate of activation scale-factors should be greater than that of weight scale-factors. Therefore, we set the initial learning rate for activation scale-factors to be $2.0 \times 10^{-2}$, so that the corresponding scale-factors can be updated effectively. Besides, the learning rate is set to decay linearly to 0 during the quantization training, and the number of training epoch is set to be 3.0.

4.1 EXPERIMENTAL COMPARISON WITH EXISTING BERT QUANTIZATION METHODS

For the GLUE benchmark, we conduct the experiments with the batch size of 16 for CoLA and 32 for other tasks. The learning rate is initialized to $2 \times 10^{-5}$ and decays linearly to 0 during 3.0 training epochs. The maximum sequence length is 64 for single-sentence tasks CoLA and SST-2, and 128 for the rest sentence-pair tasks. Besides, the dropout rate for hidden representations and the attention probabilities is set to 0.1. Note that for the activation quantization, we consider all the methods by setting a fixed 8-bit quantization for the fair comparison.

### Table 2: Experimental Comparison on the GLUE benchmark.

| Method          | W-E-A (#bit) | Size (MB) | MNLI | CoLA | MRPC | QNLI | QQP | RTE | SST-2 | STS-B | Average |
|-----------------|--------------|-----------|------|------|------|------|-----|-----|-------|-------|---------|
| Full-precision  |              |           |      |      |      |      |     |     |       |       |         |
| BERT-base       | 2-2-8        | 36 (×2)   | 82.99 | 86.42 | 80.62 | 81.76 | 71.12 | 78.72 | 77.82 | 82.09 |         |
|        | 2-2-8        | 54 (×2)   | 90.31 | 90.14 | 89.94 | 89.94 | 89.34 | 88.63 | 89.45 | 84.24 |         |
|        | 2-2-8        | 49 (×2)   | 85.58 | 85.39 | 85.21 | 85.21 | 85.17 | 84.95 | 84.41 | 84.31 |         |
|        | 2-2-8        | 49 (×2)   | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 |         |
| 4-bit          |              |           |      |      |      |      |     |     |       |       |         |
| BERT-base       | 2-2-8        | 36 (×2)   | 82.99 | 86.42 | 80.62 | 81.76 | 71.12 | 78.72 | 77.82 | 82.09 |         |
|        | 2-2-8        | 54 (×2)   | 90.31 | 90.14 | 89.94 | 89.94 | 89.34 | 88.63 | 89.45 | 84.24 |         |
|        | 2-2-8        | 49 (×2)   | 85.58 | 85.39 | 85.21 | 85.21 | 85.17 | 84.95 | 84.41 | 84.31 |         |
|        | 2-2-8        | 49 (×2)   | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 |         |
| 8-bit          |              |           |      |      |      |      |     |     |       |       |         |
| BERT-base       | 2-2-8        | 36 (×2)   | 82.99 | 86.42 | 80.62 | 81.76 | 71.12 | 78.72 | 77.82 | 82.09 |         |
|        | 2-2-8        | 54 (×2)   | 90.31 | 90.14 | 89.94 | 89.94 | 89.34 | 88.63 | 89.45 | 84.24 |         |
|        | 2-2-8        | 49 (×2)   | 85.58 | 85.39 | 85.21 | 85.21 | 85.17 | 84.95 | 84.41 | 84.31 |         |
|        | 2-2-8        | 49 (×2)   | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 | 85.39 |         |

### Table 1: The basic information for the used BERT models.

| Model       | Transformer Layers | Hidden Size | Feed-Forward Size | Model Size (MB) |
|-------------|--------------------|-------------|------------------|-----------------|
| BERT-base   | 12                 | 768         | 3072             | 418 (×1)        |
| TinyBERT    | 6                  | 768         | 3072             | 258 (×1.6)      |
As listed in Table 3 the results demonstrate that for the same bit quantization, our proposed KDLSQ-BERT significantly outperforms the existing BERT quantization methods on the GLUE tasks. More specifically, for 2-bit weight quantization, KDLSQ-BERT achieves almost closely accuracy performance as the full-precision base-line model; for 4-bit ~ 8-bit weight quantization, KDLSQ-BERT achieves much better accuracy than the full-precision base-line model on all GLUE tasks. Particularly, note that for 2-bit weight quantization of TinyBERT, KDLSQ-BERT achieves only about 1.5% accuracy drop on average while obtaining 23.2x compression ratio compared with BERT-base.

For SQuAD related to question-answering tasks, we conduct the experiments with the batch size of 16 and the maximum sequence length of 384. The learning rate is initialized to $2 \times 10^{-5}$ and decays linearly to 0 during 3.0 training epochs. The dropout rate for hidden representations and the attention probabilities is set to be 0.1. However, we apply a fixed 8-bit for activation quantization in our experiments so as to make a fair comparison. The specific measure results are presented in Table 3.

Table 3: Experimental Comparison on SQuAD.

| Mode | W-E-A | SQuAD 1.1 | SQuAD 2.0 | Average |
|------|-------|----------|----------|---------|
| Full-precision BERT (base) | 32-32-32 | 418 (×1.0) | 88.696 | 77.725 | 83.210 |
| 2-bit | Q8BERT | 2-2-8 | 28 (×14.9) | 3.411 | 50.072 | 26.741 |
| | KDLSQ-BERT (ours) | 2-2-8 | 28 (×14.9) | 88.447 | 78.400 | 83.423 |
| 4-bit | Q8BERT | 4-4-8 | 54 (×7.7) | 23.817 | 50.071 | 26.741 |
| | KDLSQ-BERT (ours) | 4-4-8 | 54 (×7.7) | 89.207 | 78.965 | 84.086 |
| 6-bit | Q8BERT | 6-6-8 | 80 (×5.2) | 85.484 | 72.818 | 79.149 |
| | KDLSQ-BERT (ours) | 6-6-8 | 80 (×5.2) | 89.280 | 78.905 | 84.092 |
| 8-bit | Q8BERT | 8-8-8 | 106 (×3.9) | 88.291 | 73.486 | 80.889 |
| | TEDBERT | 8-8-8 | 106 (×3.9) | 88.721 | 77.238 | 82.979 |
| | KDLSQ-BERT (ours) | 8-8-8 | 106 (×3.9) | 89.218 | 79.330 | 84.274 |
| Full-precision TinyBERT | 32-32-32 | 258 (×1.0) | 87.527 | 77.195 | 82.928 |
| 2-bit | Q8BERT | 2-2-8 | 18 (×23.2) | 3.859 | 50.071 | 26.953 |
| | TEDBERT | 2-2-8 | 18 (×23.2) | 86.003 | 76.332 | 81.168 |
| | KDLSQ-BERT (ours) | 2-2-8 | 18 (×23.2) | 86.053 | 76.889 | 81.762 |
| 4-bit | Q8BERT | 4-4-8 | 34 (×12.3) | 77.320 | 50.071 | 63.896 |
| | KDLSQ-BERT (ours) | 4-4-8 | 34 (×12.3) | 87.887 | 77.981 | 82.934 |
| 6-bit | Q8BERT | 6-6-8 | 50 (×8.3) | 83.596 | 75.804 | 80.450 |
| | KDLSQ-BERT (ours) | 6-6-8 | 50 (×8.3) | 87.944 | 78.279 | 83.111 |
| 8-bit | Q8BERT | 8-8-8 | 65 (×6.4) | 86.376 | 75.841 | 81.108 |
| | TEDBERT | 8-8-8 | 65 (×6.4) | 87.636 | 77.464 | 82.547 |
| | KDLSQ-BERT (ours) | 8-8-8 | 65 (×6.4) | 87.948 | 78.302 | 83.125 |

From the table, it shows that for SQuAD v1.1 and SQuAD v2.0, KDLSQ-BERT significantly outperforms Q8BERT and TernaryBERT in the same bit quantization, and meanwhile it achieves even comparable accuracy as the full-precision base-line model. More specially, for 2-bit weight quantization of TinyBERT, KDLSQ-BERT achieves almost the same performance as the full-precision base-line model while being 23.2x compression ratio compared with BERT-base. Additionally, for other bit weight quantization of TinyBERT, KDLSQ-BERT performs better than not only the existing BERT quantization methods, but also the corresponding full-precision base-line model.

4.2 Effects on Scale-factor Initialization

As mention in Section 3.2, it has a significant impact on training convergence and model accuracy when using different scale-factor initialization during KDLSQ-BERT training. However, because of the space constraints, here we choose the classic "mnli" from the GLUE benchmark tasks and the classic "SQuAD 1.1" from the SQuAD tasks to do the experimental analysis. Here, we adopt two different scale-factor initialization for comparison, one is Algorithm 1 (indicated "ours"), and the other one is the expert experience value for scale-factor initialization (indicated "experience") . For the expert experience value, we set 4.0 to do initialization for weight scale-factors and set 16.0 to do initialization for activation scale-factors according to the extensive experiment results. Indeed, it is really not easy to find an effective expert experience value to do scale-factor initialization because of lots of experiment exploration. The correlated losses that need to do deeply analysis are presented in equation 15, mainly including $Loss_{total}$, $Loss_{kd}$, and $Loss_{gt}$.
Figure 3: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. **The quantization bit "W-E-A (#bit)" is set to 2-2-8.** The experimental results are tested by adopting "mnli" and "TinyBERT".

Figure 4: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. **The quantization bit "W-E-A (#bit)" is set to 4-4-8.** The experimental results are tested by adopting "mnli" and "TinyBERT".

From Figure 3 ~ Figure 6 it illustrates the experimental results related to "mnli". As can be seen that compared with the experience value for scale-factor initialization, the correlated training loss and model accuracy have faster convergence speed when applying Algorithm 1 to do scale-factor initialization. The main reason is that Algorithm 1 can provide well initialized scale-factors for quantization training, such that a tensor that needs to be quantized can be retained main information after the truncation. Also, note that the results from the figures show other two important information. One is that all initialized training losses (that’s, the initialized $\text{Loss}_{\text{total}}$, $\text{Loss}_{\text{kd}}$ and $\text{Loss}_{\text{gt}}$) decrease as the weight quantization bit increases. It implies that bigger quantization bit is good to accelerate the training convergence. The other one is that all correlated training losses can be

Figure 5: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. **The quantization bit "W-E-A (#bit)" is set to 6-6-8.** The experimental results are tested by adopting "mnli" and "TinyBERT".
Figure 6: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. The quantization bit "W-E-A (#bit)" is set to 8-8-8. The experimental results are tested by adopting "mnli" and "TinyBERT".

Reduced effectively through the training process, which further reveals that combining $Loss_{kd}$ with $Loss_{gt}$ for training is good to improve the model accuracy performance.

Figure 7: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. The quantization bit "W-E-A (#bit)" is set to 2-2-8. The experimental results are tested by adopting "SQuAD 1.1" and "TinyBERT".

Figure 8: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. The quantization bit "W-E-A (#bit)" is set to 4-4-8. The experimental results are tested by adopting "SQuAD 1.1" and "TinyBERT".

For the "SQuAD 1.1" related to the question-answering task, Figure 7 ~ Figure 10 demonstrate the same results as those of "mnli". As illustrated in those figures, when using Algorithm 1 to do initialization for scale-factors, the correlated training losses and model accuracy can get faster convergence speed as the training step goes. This is because the scale-factors can be well initialized do initialization for scale-factors, the correlated training losses and model accuracy can get faster convergence speed as the training step goes. Besides, all correlated training losses can be converged effectively, which proves that it is a good way to enhance the model accuracy by setting both $Loss_{kd}$ and $Loss_{gt}$ as reference for model training.
Figure 9: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. The quantization bit "W-E-A (#bit)" is set to 6-6-8. The experimental results are tested by adopting "SQuAD 1.1" and "TinyBERT"

Figure 10: The impact on total training loss, distillation loss, ground truth loss and accuracy when implementing our proposed KDLSQ-BERT by using different scale-factor initialization. The quantization bit "W-E-A (#bit)" is set to 8-8-8. The experimental results are tested by adopting "SQuAD 1.1" and "TinyBERT"

4.3 Ablation Studies

According to the steps from Algorithm 2, our proposed KDLSQ-BERT mainly consists of three components including LSQ, knowledge distillation, as well as the ground truth loss based on training data set. To further analyze the effects of different components, we perform ablation study on different NLP tasks, and the specific comparison results are listed in Table 4 and Table 5. In these tables, "LSQ+KD+Lgt" denotes our proposed KDLSQ-BERT, "LSQ+KD" indicates LSQ along with knowledge distillation, "LSQ" indicates LSQ method only.

From the tables, it demonstrates that for both the GLUE benchmark and the SQuAD, "LSQ+KD+Lgt" can perform better accuracy than both "LSQ" and "LSQ+KD" on average. This is because the training loss for "LSQ+KD+Lgt" involves more reference information to improve the training result. The correlated information mainly include knowledge from both the teacher model and the ground truth labels of the training data. Different from "LSQ+KD+Lgt", "LSQ" involves only knowledge from the ground truth labels of the training data, and "LSQ+KD" involves only the knowledge of the teacher model. Note that the experimental results show that for the GLUE benchmark, "LSQ" and "LSQ+KD" can obtain almost the same accuracy in the same bit quantization; while for the SQuAD, "LSQ+KD" can perform about 2.0% higher accuracy than "LSQ" when doing the same bit quantization. As a result, it is hard to determine if "LSQ+KD" is better than "LSQ" or not because both methods apply different knowledge for quantization training. However, the results from the tables prove that KDLSQ-BERT (e.g., "LSQ+KD+Lgt") performs better not only in high-bit (e.g., 8-bit) quantization, but also in low-bit (e.g., 2-bit) quantization. Consequently, KDLSQ-BERT is an effective and practical training method for BERT quantization.
4.4 Experimental Analysis on Low Bit Quantization

To further study the performance of our method on different NLP tasks, we conduct KDLSQ-BERT by setting KDLSQ-BERT in ultra-low bit quantization. The specific experimental results are presented in Table 6 and Table 7 respectively. As shown in the tables, it demonstrates that for both the GLUE benchmark and the SQuAD, our quantization method can obtain the same accuracy as the full-precision base-line model. On the one hand, it proves that activation quantization is more sensitive to affect the accuracy performance than the weight quantization. On the other hand, these empirical results tell us that it 2-bit is enough for our quantization method to do quantization training. Therefore, even if conduct-
ing ultra-low bit quantization, our method not only can guarantee the accuracy performance, but also can get an impressive compression ratio.

Table 6: Low bit quantization of KDLSQ-BERT on the GLUE benchmark.

| W-E-A | Size  | MNLJ | CoLA | MRPC | QNLI | QQP | RTE | SST-2 | SST-B | Average |
|-------|-------|------|------|------|------|-----|-----|-------|-------|---------|
| 4-bit | TinyBERT | 32-32-32 | 258 (+1.6) | 84.765 | 54.011 | 90.925 | 91.964 | 97.762 | 71.179 | 98.119 | 79.823 | 85.369 |
| 2-bit | KDLSQ-BERT (ours) | 2-2-2 | 28 (×14.9) | 63.507 | 58.880 | 90.000 | 90.536 | 87.962 | 60.000 | 92.715 | 85.854 | 81.469 |
| 4-bit | KDLSQ-BERT (ours) | 4-4-4 | 34 (×13.7) | 85.013 | 58.081 | 91.388 | 92.092 | 87.996 | 73.646 | 93.693 | 89.420 | 83.485 |
| 8-bit | KDLSQ-BERT (ours) | 8-8-8 | 54 (×13.7) | 85.115 | 60.132 | 92.965 | 92.527 | 88.355 | 75.288 | 93.234 | 89.851 | 84.287 |
| 16-bit | KDLSQ-BERT (ours) | 16-16-16 | 94 (×13.7) | 85.054 | 61.788 | 92.171 | 92.367 | 88.526 | 71.480 | 93.693 | 90.197 | 84.414 |

Table 7: Low bit quantization of KDLSQ-BERT on the SQuAD.

| W-E-A | Size  | SQuAD 1.1 | SQuAD 2.0 | Average |
|-------|-------|-----------|-----------|---------|
| 4-bit | TinyBERT | 32-32-32 | 258 (×1.6) | 84.765 | 54.011 | 90.925 | 91.964 | 97.762 | 71.179 | 98.119 | 79.823 | 85.369 |
| 2-bit | KDLSQ-BERT (ours) | 2-2-2 | 28 (×14.9) | 63.507 | 58.880 | 90.000 | 90.536 | 87.962 | 60.000 | 92.715 | 85.854 | 81.469 |
| 4-bit | KDLSQ-BERT (ours) | 4-4-4 | 34 (×13.7) | 85.013 | 58.081 | 91.388 | 92.092 | 87.996 | 73.646 | 93.693 | 89.420 | 83.485 |
| 8-bit | KDLSQ-BERT (ours) | 8-8-8 | 54 (×13.7) | 85.115 | 60.132 | 92.965 | 92.527 | 88.355 | 75.288 | 93.234 | 89.851 | 84.287 |

5 CONCLUSION AND FUTURE WORK

In this work, we proposed a novel quantization method KDSLQ-BERT to quantize the Transformer-based models such as BERT. In addition to exploiting the ground truth for training loss calculation, the main feature of KDSLQ-BERT is that the KD technique is leveraged to transfer the knowledge from a “teacher” BERT to a “student” BERT when doing LSQ to quantize that “student” BERT. Empirical experiments show that KDSLQ-BERT not only can outperform the state-of-the-art BERT quantization methods, but also can achieve high accuracy when doing ultra low-bit (e.g., 2-bit) weight quantization, and even can perform comparable performance as the full-precision base-line model. In the near future we will explore how to quantize other NLP models in low-bit (such as 2-bit) on the basis of LSQ.
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