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Abstract: In applications where high precision in micro- and nanopositioning is required, piezoelectric actuators (PEA) are an optimal micromechatronic choice. However, the accuracy of these devices is affected by a natural phenomenon called “hysteresis” that even increases the instability of the system. This anomaly can be counteracted through a material re-shape or by the design of a control strategy. Through this research, a novel control design has been developed; the structure contemplates an artificial neural network (ANN) feedforward to contract the non-linearities and a robust close-loop compensator to reduce the unmodelled dynamics, uncertainties and perturbations. The proposed scheme was embedded in a dSpace control platform with a Thorlabs PEA; the parameters were tuned online through specific metrics. The outcomes were compared with a conventional proportional-integral-derivative (PID) controller in terms of control signal and tracking performance. The experimental gathered results showed that the advanced proposed strategy had a superior accuracy and chattering reduction.
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1. Introduction

A piezoelectric actuator (PEA) is a device that transduces an applied voltage into a mechanical displacement that can be in the order of nano- and micrometers. This is a huge advantage for several applications where precision is needed. For instance, optical microsurgery requires displacement capabilities from a surgeon that can be complex to achieve since the precision needed is around 10 µm [1]. An additional example is the employment of PEAs in motors where not only proper accuracy is required but also the stiffness of the actuator is a critical feature, which is another main advantage of piezoelectric actuators [2].

Regardless the benefits of PEAs, which are extensive for several uses, downsides have significant importance in the performance of these appliances. One of the main and most studied ones is hysteresis, which is a ferroelectric phenomenon related to the material poles that have arbitrary orientations that align when a voltage is applied, but the release of this action yields to a different direction [3,4]. Thus, for this reason, it is also known as a memory effect as it depends on previous history [5]. In practice, the accuracy can be reduced by up to 22% of the nominal displacement as a consequence of this anomaly [6]; another important consequence of this phenomenon is also the instability [7]. Nevertheless, since hysteresis is a natural property, available solutions comprise a material re-design or the implementation of a control algorithm [4].

Proportional-integral-derivative (PID) had been widely used in practice as a first option. Authors of [8] developed a PID for the position, which was verified in simulations and later in experiments where the results showed a tracking error reduction of 5%. A main disadvantage of PIDs is the gain scheduling, which can vary for different scenarios.
and or situations; thus, several ways have been suggested to tune these. For instance, the authors of [9] proposed the usage of particle swarm optimisation (PSO) in a simulation with a suitable PEA model. The obtained gains were used in an experimental platform with a commercial PEA where the results showed an improvement in the position accuracy. However, online tuning algorithms for experimental rigs can require a significant amount of computational resources, and certainly, there are other non-linear controllers that manage the compensation with better performance.

Sliding mode control (SMC) is a non-linear strategy with a discontinuity that drives the system in a sliding surface [10]. The main advantage is the robustness against uncertainties and external disturbances. The classic SMC has been implemented in PEAs for force control by the authors of [11], where they found suitable outcomes with sine signals as references. A similar approach was carried out in the research of Chouza et al. [12], where SMC based with a PID surface was implemented in a commercial PEA where they tested different reference signals, such as the ramp, constants and sine wave. In spite of the improvements of error reduction in the ramp and constant references, the sine wave showed an error of around 5%. However, in the analysed background, it was shown that the main disadvantage of SMC is the chattering that is generated by the discontinuous property. This is an unwanted effect because it increases the energy loss and also the wear in the actuator [13].

Certainly, the chattering can only be reduced and not eliminated because the discontinuity (produced by a sign function) is on of the main features of SMC. Thus, in the recent years, many proposals have been published to trim this effect. For instance, the authors of [14] changed the discontinuity by a hyperbolic function, and in comparison with conventional approaches, the enhancement was acknowledged in the results. Another advance strategy is the usage of high order sliding mode controllers (HOSMC), where high order derivatives are used in the sliding surface, and as a result, the chattering is relieved [15,16]. An example of implementation has been carried out by the authors of [17], where they used an HOSMC as an observer for error compensation in a PEA test rig. The results showed significant improvements in comparison with other conventional types of SMC strategies in simulation and experiments. Regardless of the enhancement of HOSMC over conventional SMC, the design of sliding controllers establishes that the control law is split into a switching and an equivalent term that are aimed to maintain and compensate the sliding motion [18]. The equivalent is commonly achieved through a mathematical model that describes the system, and this would imply the use of a proper hysteresis description.

Hysteresis models for PEAs are mainly classified in two main categories: physical and phenomenological [19]. The first-mentioned group is a description of the ferromagnetic effect that produces the non-linearity, although the material dependency and complex numerical solutions are the downsides of these theories [20,21]. In regards to the phenomenological, the sub-classification is related to the ones based on differential equations (Dunhem [22], Backslash [23] and Bouc-Wen [24]), operator models (Preisach [5], Prandtl-Ishlinskii [25] and Krasnoselskii-Pokrovskii [26]) and polynomial models [27]. Nevertheless, the disadvantages of these approaches are linked with complicated solutions to gather the inverse model, incapability to deal with asymmetric hysteresis, rate dependency and complex implementation [20].

Based on the research about the background that we made, we designed an HOSMC controller known as QC-Continuous (QCSMC), which provides suitable results in terms of chattering reduction in previous works [28]. Due to the drawbacks that we enumerated about hysteresis models, we decided to achieve the equivalent term of the sliding controller through means of an artificial neural network (ANN). This is possible because we could conduct experiments to acquire data for the ANN training.

The structure of this article is arranged as follows. In Section 2, we provided a description about the hardware employed for the experiments within their technical specifications, a hysteresis explanation of the PEA used, and the controllers designed within the metrics used to contrast their performance. Section 3 provides the obtained results of the trained
ANN and the control implementation outcomes. Finally, in Section 4, we recap the most important features obtained within the research.

2. Materials Furthermore, Methods

2.1. Hardware Description

The main hardware that we used is a Thorlabs PK4FYC2 PEA that was produced with several piezoelectric chips wedged with epoxy and glass beads. A maximum displacement of 38.5 µm is achieved with a driving voltage of 150 V. As the device is frequently handled for precise and micrometric displacement, the manufacturer included four strain gauges arrayed in a Wheatstone bridge so that the measurement could be obtained from resistance variation, which provides a better resolution [29].

The PEA accessories include a driver cube KPZ101, whose input signal is 0–10 V and is transformed into a 0–150 V to manage the PEA. As the PEA delivers an output voltage that is in the order of milivolts, a pre-amplifier augments this value into a 0–2 V signal. The latter is transferred into a reader cube KSG101, which transforms the voltage into 0–10 V. Further technical details of the PEA and its peripherals are summarized in Table 1.

| PEA PK4FYC2                      | Values | Units |
|----------------------------------|--------|-------|
| Maximum displacement             | 38.5   | µm    |
| Blocking force                    | 1000   | N     |
| Resonant frequency               | 34     | kHz   |
| Maximum error                    | 15     | %     |

| Driver Cube KPZ101               |        |       |
|----------------------------------|--------|-------|
| Output driving voltage for PEA   | 150    | V     |
| Input driving voltage            | 0–10   | V     |
| Maximum output bandwidth         | 1      | kHz   |

| Reader Cube KSG101               |        |       |
|----------------------------------|--------|-------|
| Output range                     | 0–10   | V     |
| Resolution                       | 1      | nm    |

| Pre-Amplifier AMP002             |        |       |
|----------------------------------|--------|-------|
| Output range                     | 0–2    | V     |

Since the input and output signals of the PEA are in the range of 0–10 V, we, therefore, used a proper platform for acquisition and control, such as the dSpace DS1104 board. We linked this device to a Dell Precision Workstation T3500 through a peripheral component interconnect (PCI) for monitoring and control. Moreover, the DS1104 has an external connector panel CP1104 that we connected to the PEA driver and reader.

In regards to the software, we developed the proposed structures in Simulink by Mathworks and embedded them through the platform dSpace real-time interface (RTI). This allowed us to generate and manage a real-time control algorithm, while the RTI helped to reduce the compilation time. All the information was acquired with ControlDesk and processed with MATLAB by Mathworks. The explained relation between software and hardware is detailed in Figure 1. The chosen sampling time was 1kHz as it is a suitable match with the acquisition and the hardware physical limits.
2.2. Hysteresis Description and Reference Design

Common excitation signals that represent a suitable hysteresis graph in PEs are triangular and sine waves [5]. The triangular waveform is a complex input for the PEA, as it not only implies that sharp slope changes are required to be followed, but also this wave is generated from high-frequency harmonics [30]. Therefore, we developed a triangular reference of a 145V amplitude, which is lower than the maximum allowed voltage so that the PEA lifetime is not affected; additionally, we chose a period of 4 s for this signal.

With the previously described triangular waveform as an output, we acquired the displacement of the PEA where the outcome is the one shown in Figure 2. The mechanics and features of the curve are developed as follows from the beginning of the applied voltage:

- **Initial point**: We calibrated the PEA so that it initially starts at a zero displacement from this.
- **Curve (1)**: This is known as the initial ascending curve, which begins from the previously described point and ends at the upper target point. As the figure shows, the non-linearity is present along this path.
- **Upper target point**: At this place, the PEA reached the correspondent displacement to the specified amplitude of the triangular waveform.
- **Curve (2)**: This, known as the second ascending curve, shows that the PEA has an asymmetric hysteresis, which is a phenomenon that creates difficulties when mathematical models need to be found to reflex.
- **Lower converging point**: Ideally, the final position could have been at the initial point when the applied voltage is null. However, in this case, the lower converging point is not the same as the initial point.
- **Curve (3)**: Provided that amplitude and period are the same along the experiment, then this curve will be equal for the following ascending cycles.
- **Curve (4)**: As with the curve (3), this course will be the same provided that the reference configuration is constant.

![Figure 1. Hardware and software workflow.](image-url)
Taking into account the previous analysis, we designed the reference considering the applied voltage in the PEA. As a first consideration, the initial point within the first ascending curve is negligible to evaluate the performance of the PEA in a long-term experiment. Therefore, we outlined a reference between the lower converging and upper target point as linear Equation (1) reflects. In this mathematical expression, we defined $X$ as the displacement, $\alpha$ the slope between the two points of interests and $b$ the vertical offset in terms of the lower converging point.

$$X[\mu m] = \alpha \cdot V + b \tag{1}$$

### 2.3. Contrasted Schemes and Their Design

Based on the framework that we proposed, we decided to contrast it with a PID controller, a commonly used structure in the industry and PEA tracking performance. A simplified description of the used controllers is displayed in Figure 3. We designed the structure by taking into account the advantages of the RTI properties so that the variables of each controller could be changed in real-time. We developed the quest to find these values through the online minimization of the integral of the absolute error (IAE). Equation (2) express the IAE, where $e_i$ is the error in at the $i$-th sample, $\Delta t$ is the sampling time and $N$ the number of points chosen to calculate the value.

$$IAE = \sum_{i=1}^{N} |e_i| \Delta t \tag{2}$$
Another statistical metric used is the root-mean-square-error (RMSE), which reflects the precision of each framework in terms of the error. Equation (3) is the mathematical expression of the latter-described metric.

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (e_i)^2} \]  

(3)

According to Ventura and Fridman [31], the chattering can be measured with Equation (4) in terms of the energy that is being dissipated from a nominal state \( \bar{\pi}(t) \) of a control signal \( u(t) \).

\[ \text{chatt}(u) = \left[ \int_{t_0}^{T} \left( u(t) - \bar{\pi}(t) \right)^2 dt \right]^{1/2} \]  

(4)

2.4. Quasi-Continuous Sliding Mode Control

QC-SMC belongs to the HOSMC, known for the robustness and performance in tracking precision; moreover, the chattering reduction is another advantage of this controller over other structures [32]. The control law that we settled as Equation (5) comprises of the terms \( u_{ann} \) and \( u_{sw} \), which, respectively, aim to compensate the non-linearities (such as the hysteresis) and counteract uncertainties or perturbations. The definition of \( u_{sw} \) is defined in Equation (6), which is dependant on a sliding surface expressed by Equation (7) and where parameters \( \lambda \) and \( \gamma \) are positively defined by the designer. The term \( u_{ann} \) is dependant on the ANN compensation, and further details are given in the following section.

\[ u = u_{ann} + u_{sw} \]  

(5)

\[ u_{sw} = -\gamma s + \left| s \right|^{1/2} \text{sign}(s) \left| \frac{s}{\left| s \right| + \left| s \right|^{1/2}} \right| \]  

(6)

\[ s = e + \lambda \int_{t_0}^{t} edt \]  

(7)

Neural Network Compensation Design

The implementation of conventional SMC methods, where the equivalent term has to be through a mathematical model, can yield to a insufficient compensation or even increase
the computational cost. Nevertheless, in recent years, ANNs have been a suitable solution for system identification. The only drawback is the time that the training algorithm requires to develop a truthful output. Hence, we used a time-delay neural network (TDNN) due to the efficiency related to training time versus accuracy obtained.

In former investigations, we tested TDNN structures to reduce hysteresis, which showed proper results in combination with conventional controllers [33]. As the name states, a TDNN is an extension of a classic multilayer perceptron (MLP) that works with time signals. The inclusion of time delays $n$ allows the neurons to get further information about the time history of the input; this implies that the ANN will fit to a time set pattern [34]. Mathematically, this is expressed with Equation (8), where $f$ is a non-linear function that relates the input/output of the ANN. An schematic explanation is provide in Figure 4.

$$u_{ann} = f\left(x(t), x(t-1), x(t-2), \ldots, x(t-n)\right)$$

A further expansion of the function $f$ is as the following Equations (9)–(12): the retarded reference inputs $r(t-n)$ are weighted with parameters $W_i$ and bias $b_i$; later, this operation yields into the activation function called $tansig$. The output $q(t)$, which is the outcome of the described operation, is employed as an input into the output layer. In this case, the procedure is similar as previously, but the activation is done with a linear transfer function called $purelin$. Subsequently, the output of this layer provides the compensation voltage $u_{ann}$.

$$q(t) = tansig\left(\sum_{p=0}^{n} W_i \cdot r(t-n) + b_i\right)$$

$$tansig(x) = \frac{2}{1 + e^{-2x}} - 1.$$  

$$u_{ann} = purelin\left[ W_j q(t) + b_j \right],$$

$$purelin(x) = x.$$  

The calculation of the weights and bias, related to the previous explained relations, are achieved with training algorithms. In this case, we used Levenberg–Marquardt, which represents a method that guarantees the fitting of the ANN to the experimental data through an adaptive behaviour [35]. This mechanism is generated by finding the location of the minimum of a cost function is declared as the sum of square errors and the real measurements within an iterative updating.

2.5. PID Control

The ream of PID controllers in terms of design and applications is vast, which allows a robust design even with its simple structure. Even though several tuning methods are available such as Ziegler–Nichols or Cohen–Coon [36], we used, in this case, the minimization of IAE as it was explained previously. The controller expression is the one

![Figure 4. The ANN.](image-url)
provided in Equation (13), where $K_p$, $K_i$ and $K_d$ are, respectively, the proportional, integral and derivative gains; $\Delta t$ is the sampling time, and $e(k)$ is the error at a step $k$.

$$u(k) = K_p e(k) + K_i \sum_{i=1}^{k} e(i) \Delta t + \frac{K_d [e(k) - e(k - 1)]}{\Delta t}. \quad (13)$$

3. Results

3.1. ANN Analysis Results

We recorded experimental data from the PEA where the input was a triangular signal of 145 V with a 4 s period. Furthermore, the displacement was acquired through the strain gauge reader in 40 s experiments with a sampling time of 1 kHz. From this data, we used the displacement as an input and the applied voltage as an output because the aim is to achieve an inverse model.

After several tests to achieve the best MSE, we configured the ANN in 22 neurons with 5 input delays. The data were split into 70%, 15% and 15%, respectively, for training, evaluation and testing. Finally, the performance was measured with the mean squared error (MSE) in the validation set, where the value obtained was 0.017 in 12,000 iterations made in 4 min.

Figure 5 shows the performance of the ANN to fit with the PEA hysteresis in a 4 s cycle. Although Figure 5a adapts with a decent effectiveness, Figure 5b exhibits the error where several features can be highlighted. Between 1.5 and 2.5, the error tends to increase with significant peaks; nevertheless, at 2 s, the deviation increases considerably due to the slope change as it is a complex transition to be projected by the ANN. Still, the calculated RMSE for this case provided 0.041 V in comparison to experimental data, which was acceptable.

![Figure 5](image)

**Figure 5.** Ability of the ANN to fit to the PEA nonlinearity, where: (a) is the hysteresis graph contrast and (b) the error of the fitting.

3.2. Reference Tracking Results

The control structures were designed in Simulink, which was later embedded in the dSpace platform. Even though the main reference used was a triangle wave, we also used a sine signal (with same period and amplitude) and a variable amplitude triangular signal. The aim of this was to test the flexibility of the proposed structures against different references.

In regards to the parameters of each controller, these were reached through the minimization of the IAE in the experiments. The PID constants $K_p$, $K_i$ and $K_d$ gathered are,
respectively, 1000, 10 and $10^{-4}$. The QCSMC-ANN parameters, $\gamma$ and $\lambda$, acquired are 60 and 8, respectively.

3.3. Triangular Tracking Results

The first contract was performed with a triangular wave due to its complexity to be followed. Figure 6 presents the error obtained with the QCSMC-ANN and PID in triangular cycles where several points can be highlighted. The PID controller had a variable performance since between 0 and 1 s, the error declined; however, in the following second, the error began to rise up until 2 s. Despite the QCSMC-ANN providing a high amplitude in the first second of this period, in the following, it was diminished. Certainly, at 2 s, the first critical point appeared since it is where the slope of the triangular reference changes its sign. The PID changed suddenly from 0.1 $\mu$m to near $-0.12$ $\mu$m; although the controller performed an abrupt correction, the QCSMC-ANN generated a similar action but with a faster improvement in time. This is reflected after 2 s where the PID had transitory development without reaching the null value of the error. Nevertheless, the QCSMC-ANN carried with the same demeanour as previously right after the slope change.

The fourth second of this analysis exhibits another crucial point to focus as it is the following slope change at the lower converging point. The PID unveiled a similar situation as previously at 2 s but with lower amplitude and a subsequently transitory response. On the other hand, even if the QCSMC-ANN featured a peak that has a value above $-0.2$ $\mu$m, the later reaction shows a similar trend as previously described, where the controller aims to a mean near the null value. After 4 s, since the signal is repeated, the detailed features are mirrored.

Figure 6. The error generated in 2 cycles of a triangular reference.

Aside from the error development, the control signal is an important feature to analyse because it contributes to the performance of the proposed structures. Figure 7 is a contrast of the control signal generated along the analysed error of both frameworks. As main characteristics to take into account at this point, saturations or sudden changes needed focus as these can damage the PEA driver cube. Henceforth, it can be perceived that both controllers had a suitable demeanour, and any downsides were presented in the experiments.
3.4. Sinusoidal Tracking Results

In pursuance of a suitable performance test that can show the docility of the proposed design against similar references, we inspected the development with a sine wave form with the same chosen amplitude and periods as previously. Figure 8 shows the error that the PID and the QCSMC-ANN produced in the mentioned reference signal. The PID had an inferior performance in relation to the previous test since after 1 s, the amplitude increased with peaks up to 0.15 µm. Although the slope transition is softer in 2 s, the error kept increasing afterwards, which resulted in a variation of around 0.3 µm. However, the QCSMC-ANN behaved even better than previously since the error was compensated almost equally along the test with an amplitude below 0.05 µm, which oscillates around the null value.

Finally, the control signal that is presented in Figure 9 unveils a better performance than the former analysis due to the softness of the signal. It can be seen that any harm changes were developed in the analysed time, which can lead to a damage of the involved hardware.
3.5. Triangular Tracking Results with Variable Amplitude

Another experiment performed is the triangular reference signal with variable amplitudes that were settled randomly in 25 V and 121 V. Figure 10 shows the repercussions of the error for the considered reference. During the first 4 s, where the amplitude was 25 V, both controllers had a similar demeanour. The PID shows a perceptible shift at the upper target point in 2 s; however, the QCSMC-ANN provided a constant development along this range with the same deviation as the PID. On the other hand, the major difference can be noticeable during 121 V, where the PID behaves similarly to previously analysed triangular signals where fast corrections occur during the slope changes of the reference signal. This effect produced a brief increment of the error amplitude in the analysed controllers, but
the QCSMC-ANN managed to carry this without any transients, a feature produced by the PID.

As previously, another important feature is the control signal, which is shown in Figure 11. It can be seen that any saturations or sudden corrections that can deteriorate the hardware were developed in the performed experiments. Nevertheless, effects of chattering are analysed in further details in the following section.

![Figure 10](image10.png)

**Figure 10.** The error generated in 2 cycles of a triangular reference with variable amplitude.

![Figure 11](image11.png)

**Figure 11.** The control signal in 2 cycles of a triangular reference with variable amplitude.

### 3.6. Metrics Results

Certainly, for extra precise performance measurement and comparison, we used three tools that aided us to gather more conclusions. As previously explained, the IAE was used to tune the parameters until this value becomes minimum. The RMSE provides
the accuracy in terms of the error, and because we implemented an SMC-based controller (known for the chattering generated in the control signal), we calculated this value based on the previously explained method. Numerical results of these parameters are summarized in Table 2.

### Table 2. A comparison of the different metrics.

| Reference   | IAE      | RMSE (µm) | Chatt(u) in 4 s |
|-------------|----------|-----------|----------------|
|             | QCSMC-ANN| PID       | QCSMC-ANN      | PID  | Diff (%) |
| Triangle    | 0.1314   | 0.28      | 53.07          | 0.0404 | 0.0756  | 46.5  | 412.75 | 640.97  | 35.6  |
| Sine wave   | 0.0518   | 0.28      | 81.5           | 0.0161 | 0.0795  | 79.7  | 108.8  | 600.8   | 81.8  |
| Var. Amp.   | 0.2067   | 0.33      | 33.6           | 0.0318 | 0.0519  | 38.5  | 514.88 | 659.4   | 22    |

In regards to the IAE, the QCSMC-ANN indicated a superior performance in the triangular reference, which led to a 53.07% difference in comparison with the PID. Nevertheless, in the sine wave test, it is shown that this value was augmented, as the QCSMC-ANN reached 81.5% more. Additionally, the variable amplitude signal carried with the same trend, as the difference achieved was 33.6% favourable for the proposed algorithm. The RMSE showed a similar manner since the QCSMC-ANN kept the advantage over the PID in both signals granted 46.5%, 79.7% and 38.5% of difference with the triangular, sine and variable amplitude waves, respectively. Lastly, the measured chattering indicates the dominance of the QCSMC-ANN over the PID, and even it emblazons through values of the suitable performance of the control signal; according to the values of 35.6%, 81.8% and 22% of difference in both signals, it is clear that the QCSMC-ANN had less chattering than the PID controller.

### 4. Conclusions

Throughout this research, we developed a control strategy with the aim of increasing the accuracy of a commercial PEA. After an analysis of the previous investigations from other authors and based on the study that we made, we found that the hysteresis was the main non-linear phenomenon to be counteracted.

First, we made an analysis of the properties of a commercial PEA PK4FYC2 from Thorlabs. According to the manufacturer, the maximum error is 15%, which is a considerable value for applications where high precision is required. As the main reference, we used a triangular wave because it is a complex signal to be tracked due to the high-frequency harmonics and sudden slope changes.

Secondly, we proposed a robust sliding controller due to the advantages studied in the related works from the introduction. Thus, we chose to use a QCSMC, which belongs to the HOSMC, so that the chattering is reduced in comparison to classic SMCs. Commonly, sliding controllers have two terms where one of them is achieved through a mathematical model, but instead, a distinctive feature of our controller is the use an ANN. We contrasted the proposed design with a conventional PID in terms of several metrics, such as IAE (that was also used to tune the gains of each framework in experiments), MSE and chattering.

In regards to the results, at first, we analysed the performance of the ANN, which provided a suitable RMSE and fitting to the hysteresis. Later, we implemented the QCSMC-ANN and the PID in a dSpace platform for a real-time experiment. The results showed that the QCSMC-ANN generated a lower tracking error, which oscillated around the null value. The PID displayed a slow compensation and even with a disparity that had a variation with a higher amplitude that reached the 0.1 µm. Nevertheless, both schemes showed suitable control signals in the analysed graphs. Additionally, because we wanted to test the flexibility of both structures against reference changes, we used a sine wave and a triangular reference with variable amplitude. In this case, the first case exhibited a demeanour that was similar in the error and control signal because the reference was softer.
than the previous one. In regards to the variable amplitude signal, the QCSMC-ANN still provided a superior performance, which was verified in graphical and numerical analysis.

Finally, we calculated the mentioned metrics, which showed concrete values of the performance from the comparisons made. Thus, in terms of the IAE and RMSE, the QCSMC-ANN had an important distinction favourable for the QC-SMC in the proposed reference signals. The calculated chattering also showed a significant difference, where the QC-SMC carried the leading trend.

As future related works, we expect to study assorted options, including the usage of other ANNs configurations with several training algorithms to improve the accuracy. Certainly, this also implies taking into account the computational resources in terms of the training time. The QCSMC can also be improved through the usage of an adaptive algorithm for gain scheduling.
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Abbreviations
The following abbreviations are used in this manuscript:

- PEA: Piezoelectric actuator
- PID: Proportional-integral-derivative
- PSO: Particle swarm optimisation
- SMC: Sliding mode control
- HOSMC: High order sliding mode control
- QCSMC: Quasi-continuous sliding mode control
- ANN: Artificial neural networks
- PCI: Peripheral component interconnect
- RTI: Real-time interface
- IAE: Integral of absolute error
- RSMC: Root-mean-squared-error
- TDNN: Time delay neural network
- MLP: Multilayer perceptron
- MSE: Mean squared error
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