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Abstract

It is investigated how two (standard or generalized) λ–symmetries of a given second-order ordinary differential equation can be used to solve the equation by quadratures. The method is based on the construction of two commuting generalized symmetries for this equation by using both λ–symmetries. The functions used in that construction are related with integrating factors of the reduced and auxiliary equations associated to the λ–symmetries. These functions can also be used to derive a Jacobi last multiplier and two integrating factors for the given equation.

Some examples illustrate the method; one of them is included in the XXVII case of the Painlevé-Gambier classification. An explicit expression of its general solution in terms of two fundamental sets of solutions for two related second-order linear equations is also obtained.
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1. Introduction

A remarkable application of the Lie group theory to differential equations is that the general solution of an nth-order ordinary differential equation (ODE) that admits an nth-dimensional solvable symmetry algebra can be found by means of n successive quadratures \cite{1} \cite{2} \cite{3}. However, the existence of non-trivial point symmetries is not a necessary condition for the integrability by quadratures of ODEs. An example of a family of second-order ODEs integrable by quadratures whose point symmetry group is trivial was firstly provided in
Such example, and many others that appeared later in the literature, motivated the need of developing a more general context than the framework of Lie point symmetries to explain the integrability by quadratures of a given ODE.

The integrability of many of these equations can be explained by using $\lambda$-symmetries (also called $C^\infty$-symmetries). This concept was introduced in [8] and it is based on a prolongation formula that generalizes the usual prolongation of vector fields. $C^\infty$-symmetries can be used to reduce the order of ODEs as Lie point symmetries do and have been widely studied and generalized from very different points of view (see [10]–[13] and the references therein).

However, it seems that no studies have been made on the consequences of having two or more $C^\infty$-symmetries for a given ODE. In fact, the reduction process associated to one of the $\lambda$-symmetries is independent of the corresponding one for any of the remaining $C^\infty$-symmetries.

The integrability of 2nd-order ODEs admitting two $C^\infty$-symmetries is studied in this paper. Section 2 includes a review of the basic notions (limited to second-order ODEs) and the extension of the initial notion of $C^\infty$-symmetry introduced in [8] to consider $\lambda$-prolongations of generalized vector fields. In Sections 3 and 4 a systematic procedure to construct two commuting generalized symmetries from two given (standard or generalized) $C^\infty$-symmetries of a second-order ODE is provided. According to [14], two independent first integrals of the ODE can be found, not necessarily by quadrature, by means of a procedure that uses each $C^\infty$-symmetry separately. In Section 5 the two $C^\infty$-symmetries and the functions that appear in the construction of the generalized symmetries are used simultaneously to find such first integrals by quadrature.

Several significant objects in the analytical study of the ODEs arise as an immediate consequence of the described procedure. For instance, a well-known result on the relationships between Jacobi last multipliers and Lie point symmetries is that the knowledge of two independent symmetries provides an explicit formula for a Jacobi last multiplier. In Section 6 a new explicit formula for a Jacobi last multiplier of 2nd-order ODEs that involve two $C^\infty$-symmetries admitted by the equation is provided.

In Section 6 the known $\lambda$-symmetries and the functions that appear in the construction of the generalized symmetries are used to obtain two integrating factors for the second-order ODE. The cited functions are closely related to integrating factors of the reduced and auxiliary equations that appear in the reduction processes associated to the given generalized $C^\infty$-symmetries.

The results in this paper are applied to a subclass of equations in the XXVII case of the Painlevé-Gambier classification. In the general case the equa-
tions in this subclass do not admit Lie point symmetries, but any equation of the family admits two non-equivalent $\mathcal{C}^\infty$-symmetries, which have been recently found by the authors of [21]. Such $\mathcal{C}^\infty$-symmetries are used to illustrate the procedure of integration of the equations by quadratures. The study of that family of equations has been carried out through several examples to illustrate the different steps that appear in the method. As a consequence, the general solution of any of the equations in the family can be expressed in terms of two fundamental sets of solutions for two second-order linear equations. Explicit expressions for a Jacobi last multiplier and the integrating factors of the reduced and auxiliary equations are also provided.

In Section 7 a step-by-step description of the procedure to facilitate its practical application is presented. Several examples show how the method can be used to solve equations lacking Lie point symmetries or which admit just one Lie point symmetry.

2. Preliminaries

Throughout this paper $M$ will denote an open subset of the space of the independent and dependent variables $(x, u)$ of a given 2nd-order ODE:

$$u_{xx} = \phi(x, u, u_x),$$

where the subscript denotes derivation with respect to $x$.

The vector field on the jet space $M^{(1)}$ associated to equation (1) is defined by $A = \partial_x + u_x \partial_u + \phi(x, u, u_x) \partial_{u_x}$. The total derivative operator with respect to $x$ is defined by

$$D_x = \partial_x + u_x \partial_u + u_{xx} \partial_{u_x} + \cdots.$$

Recall [8] that if $v = \xi(x, u) \partial_x + \eta(x, u) \partial_u$ is a vector field on $M$ and $\lambda = \lambda(x, u, u_x)$ is a smooth function defined on $M^{(1)}$ then the first-order $\lambda$–prolongation of $v$ is the vector field $v^{(\lambda,(1))}$ on $M^{(1)}$ defined by

$$v^{(\lambda,(1))} = v + \left( (D_x + \lambda)(\eta) - (D_x + \lambda)(\xi) u_x \right) \partial_{u_x}. \quad (2)$$

The functions $\xi$ and $\eta$ will be called the infinitesimals of $v$. Observe that for $\lambda = 0$, (2) is the standard first-order prolongation $v^{(1)}$ of $v$ [3].

The pair $(v, \lambda)$ is a $\mathcal{C}^\infty$-symmetry (also called a $\lambda$–symmetry) of equation (1) if

$$[v^{(\lambda,(1))}, A] = \lambda v^{(\lambda,(1))} + \mu A, \quad (3)$$

where $\mu$ is a smooth function defined on $M^{(1)}$. The functions $\lambda$ and $\mu$ will be called the coefficients of the symmetry $(v, \lambda)$.
where $\mu = -(A + \lambda)(\xi)$. For $\lambda = 0$, if $v$ satisfies the condition \((3)\) then $v$ is a standard Lie point symmetry of \((1)\) \cite{3}.

When a $C^\infty$-symmetry $(v, \lambda)$ is known, a method to solve the given ODE proceeds as follows: if $y = y(x, u), w = w(x, u, u_x)$ are two invariants of $v^{[A,(1)]}$, then \((1)\) can be written as a reduced equation $\Delta(y, w, w_y) = 0$. Then the general solution of \((1)\) arises from the general solution $w(x, u, u_x) = H(y(x, u), C)$, where $C \in \mathbb{R}$ (see Theorem 3.2 in \cite{8} for details). This method generalizes the classical Lie method and has been successfully applied to integrate or reduce the order of many ODEs lacking Lie point symmetries \cite{8, 9}.

If $\xi = \xi(x, u, u_x)$ and $\eta = \eta(x, u, u_x)$ are two smooth functions defined on $M^{(1)}$ then
\[
v = \xi(x, u, u_x) \partial_x + \eta(x, u, u_x) \partial_u
\]
is a well-defined vector field on $M^{(1)}$. If $\lambda = \lambda(x, u, u_x)$ is also a smooth function on $M^{(1)}$ then by considering the vector field $A$, the vector field $v$ can be prolonged by using a formula similar to \((2)\) but changing $D_x$ by $A$: i.e.
\[
v^{[A,(1)]} = v + [(A + \lambda)(\eta) - (A + \lambda)(\xi) u_x] \partial_{u_x}, \tag{4}
\]
which is a well-defined vector field on $M^{(1)}$. The pair $(v, \lambda)$ will be called a generalized $C^\infty$-symmetry (or a generalized $\lambda$-symmetry) of equation \((1)\) if \((3)\) holds, where $v^{[A,(1)]}$ is defined by \((4)\). It is clear that if the pair $(v, \lambda)$ is a generalized $C^\infty$-symmetry of equation \((1)\) for the function $\lambda = 0$ then the vector field $v^{[0,(1)]} = v^{(1)}$ is a generalized symmetry of equation \((1)\) \cite{3}.

According to \((3)\), any given generalized $C^\infty$-symmetry $(v, \lambda)$ of \((1)\) defines a vector field $v^{[A,(1)]}$ such that the system \{$A, v^{[A,(1)]}\}$ is in involution. By Fröbenius Theorem \((1)\), the system \{$A, v^{[A,(1)]}\}$ is integrable and the integral submanifold is locally defined by a first integral, $I \in C^\infty(M^{(1)})$, such that
\[
A(I) = v^{[A,(1)]}(I) = 0.
\]
In this case, $I$ will be called a first integral of $A$ associated to $(v, \lambda)$.

A given first integral of $A$ can be associated to several generalized $C^\infty$-symmetries. This fact is related to the notion of equivalence of $C^\infty$-symmetries established in \cite{14, 22}. Next this concept is extended for generalized $C^\infty$-symmetries:

**Definition 1.** Two generalized $C^\infty$-symmetries $(v_1, A_1)$ and $(v_2, A_2)$ of the equation \((1)\) will be called $A$-equivalent if the set of vector fields \{$A, v_1^{[A_1,(1)]}, v_2^{[A_2,(1)]}\}$...
is dependent over $\mathcal{C}^\infty(M^{(1)})$. In this case the notation $(\mathbf{v}_1, \lambda_1) \sim^A (\mathbf{v}_2, \lambda_2)$ will be used.

It follows from Definition [1] that the first integrals of $A$ associated to equivalent generalized $\mathcal{C}^\infty-$symmetries are functionally dependent. Consequently, a first integral of $A$ associated to a generalized $\mathcal{C}^\infty-$symmetry $(\mathbf{v}, \lambda)$ can be found by using any element of its class of equivalence. A particularly simple element in the equivalence class of a given generalized $\mathcal{C}^\infty-$symmetry $(\mathbf{v}, \lambda)$ is the pair

$$(\partial_u, \lambda + A(Q)/Q),$$

where $Q = \eta - \xi u_x$ denotes the characteristic of $\mathbf{v} = \xi \partial_x + \eta \partial_u$. This pair is called the *canonical* representative of the equivalence class of $(\mathbf{v}, \lambda)$ [14].

Since (1) is a 2nd-order equation, its general solution can be obtained by considering two first integrals $I_1$ and $I_2$ of $A$ which are respectively associated to two known non-equivalent generalized $\mathcal{C}^\infty-$symmetries $(\mathbf{v}_1, \lambda_1)$ and $(\mathbf{v}_2, \lambda_2)$ of (1). In the following sections a procedure to compute such first integrals by quadratures will be described.

3. **Commuting generalized $\mathcal{C}^\infty-$symmetries**

Assume that equation (1) admits two non-equivalent generalized $\mathcal{C}^\infty-$symmetries $(\mathbf{v}_1, \lambda_1)$ and $(\mathbf{v}_2, \lambda_2)$ and let $\mathcal{A}_1$ and $\mathcal{A}_2$ be their respective $A$-equivalence classes. By using their canonical representatives it can be considered, without loss of generality, that such $\mathcal{C}^\infty-$symmetries are of the form $(\partial_u, \lambda_1) \in \mathcal{A}_1$ and $(\partial_u, \lambda_2) \in \mathcal{A}_2$, where $\lambda_1 \neq \lambda_2$ because $\mathcal{A}_1 \neq \mathcal{A}_2$. In this case the functions $\lambda_1$ and $\lambda_2$ are particular solutions of the determining equation (see equation (7) in [14]):

$$\lambda_x + \lambda u_x + \lambda u_x \phi + \lambda^2 = \phi u + \lambda \phi u_x.$$  \hspace{1cm} (5)

In order to simplify the notation, for $i = 1, 2$, $(\partial_u)^{[\lambda_i,(1)]}$ will be denoted by $X_i$:

$$X_i = (\partial_u)^{[\lambda_i,(1)]} = \partial_u + \lambda \partial_u x, \quad (i = 1, 2).$$ \hspace{1cm} (6)

As a direct consequence of former definitions, it can be checked that

$$[X_1, A] = \lambda_1 X_1, \quad [X_2, A] = \lambda_2 X_2, \quad [X_1, X_2] = \rho(X_1 - X_2),$$ \hspace{1cm} (7)

where the function $\rho = \rho(x, u, u_x)$ is given by

$$\rho = \frac{X_1(\lambda_2) - X_2(\lambda_1)}{\lambda_1 - \lambda_2}.$$ \hspace{1cm} (8)
Since it is assumed that $\lambda_1 \neq \lambda_2$, then $X_1 - X_2 \neq 0$ and therefore the vector fields $X_1$ and $X_2$ commute if and only if $\rho = 0$. In this case, by applying the Jacobi identity to the vectors fields $\{A, X_1, X_2\}$ and by using (7),

$$0 = [X_1, [X_2, A]] + [X_2, [A, X_1]] + [A, [X_1, X_2]]$$
$$= [X_1, \lambda_2 X_2] - [X_2, \lambda_1 X_1] + [A, 0]$$
$$= X_1(\lambda_2) \cdot X_2 - X_2(\lambda_1) \cdot X_1. \quad (9)$$

Since the vector fields $X_1, X_2$ are not proportional, because $\lambda_1 \neq \lambda_2$, (9) implies that

$$X_1(\lambda_2) = X_2(\lambda_1) = 0. \quad (10)$$

In other words, the vector fields $X_1$ and $X_2$ commute if and only if (10) holds.

The following lemma will be used to prove the existence of two $\mathcal{C}^\infty$-symmetries which are $A$–equivalent to $(\partial_{u}, \lambda_1)$ and $(\partial_{u}, \lambda_2)$ respectively and are such that the corresponding first-order $\lambda$–prolongations commute:

**Lemma 1.** With the above notations, if $f_1 = f_1(x, u, u_x)$ and $f_2 = f_2(x, u, u_x)$ are two functions such that

$$\frac{X_1(f_2)}{f_2} = \frac{X_2(f_1)}{f_1} = \rho,$$ \quad (11)

where $\rho$ is given by (8), then

$$[f_1 X_1, A] = \rho_1(f_1 X_1), \quad [f_2 X_2, A] = \rho_2(f_2 X_2), \quad [f_1 X_1, f_2 X_2] = 0, \quad (12)$$

where

$$\rho_i = \lambda_i - \frac{A(f_i)}{f_i}, \quad \text{for} \ i = 1, 2. \quad (13)$$

**Proof.** By the properties of the Lie bracket, for any functions $f_1$ and $f_2$ the relations

$$[f_1 X_1, f_2 X_2] = f_1 f_2 [X_1, X_2] + f_1 X_1(f_2) \cdot X_2 - f_2 X_2(f_1) \cdot X_1$$
$$= f_1 f_2 \rho(X_1 - X_2) + f_1 X_1(f_2) \cdot X_2 - f_2 X_2(f_1) \cdot X_1$$
$$= f_2 \left( \rho - \frac{X_2(f_1)}{f_1} \right) \cdot f_1 X_1 - f_1 \left( \rho - \frac{X_1(f_2)}{f_2} \right) \cdot f_2 X_2$$

hold. If $f_1, f_2$ satisfy (11), then $[f_1 X_1, f_2 X_2] = 0$.

The first two relations in (12) can be proved similarly. \qed
In order to simplify the notations, if \( f_1 \) and \( f_2 \) satisfy (11) then the vector fields \( f_1X_1 \) and \( f_2X_2 \) will be denoted by \( Y_1 \) and \( Y_2 \) respectively: \( Y_i = f_iX_i \), for \( i = 1, 2 \). With these notations, equations in (12) can be written as

\[
[Y_1,A] = \rho_1 Y_1, \quad [Y_2,A] = \rho_2 Y_2, \quad [Y_1,Y_2] = 0, \tag{14}
\]

where \( \rho_1 \) and \( \rho_2 \) are given by (13).

By (3), the first two relations in (14) show that

\[
Y_i = f_iX_i = (f_i\partial_u)^{[\rho_i,(1)]}, \quad \text{for} \quad i = 1, 2. \tag{15}
\]

According to Definition [1], the pairs \(( f_1\partial_u, \rho_1) \) and \(( f_2\partial_u, \rho_2) \) are two generalized \( \mathcal{C}_\infty \)–symmetries of (1) which are \( \mathcal{A} \)–equivalent to \(( \partial_u, \lambda_1) \) and \(( \partial_u, \lambda_2) \) respectively.

Previous discussion shows that if \(( \partial_u, \lambda_1) \in \mathcal{A}_1 \) and \(( \partial_u, \lambda_2) \in \mathcal{A}_2 \) are two non-equivalent \( \mathcal{C}_\infty \)–symmetries of (1) then \(( f_1\partial_u, \rho_1) \in \mathcal{A}_1 \) and \(( f_2\partial_u, \rho_2) \in \mathcal{A}_2 \) and by (15) their first-order \( \lambda \)–prolongations commute.

For further reference, the next theorem collects the main aspects of former discussion.

**Theorem 2.** Let \(( \partial_u, \lambda_1) \) and \(( \partial_u, \lambda_2) \) be the canonical representatives of two non-equivalent generalized \( \mathcal{C}_\infty \)–symmetries of (1) and let \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) be their respective equivalence classes. Denote \( X_i = (\partial_u)^{[\lambda_i,(1)]}, \) for \( i = 1, 2 \). Let \( \rho \) be the function defined by (8) and let \( f_1, f_2 \) be two functions satisfying (11). Then:

1. \(( f_1\partial_u, \rho_1) \in \mathcal{A}_1 \) and \(( f_2\partial_u, \rho_2) \in \mathcal{A}_2 \), where \( \rho_1, \rho_2 \) are given by (13).
2. By denoting \( Y_1 = ( f_1\partial_u)^{[\rho_1,(1)]} \) and \( Y_2 = ( f_2\partial_u)^{[\rho_2,(1)]} \), the relations (14) hold. In particular, \( Y_1, Y_2 \) commute.

The above-described method is illustrated in the next example by constructing two commuting generalized \( \mathcal{C}_\infty \)–symmetries from two known \( \mathcal{C}_\infty \)–symmetries of an equation.

**Example 3.1.** Let us consider the family of 2nd-order equations

\[
u_{xx} - \frac{1}{2u}u_x^2 + 2uu_x + \frac{1}{2}u^3 - F(x)u + \frac{1}{2u} = 0, \tag{16}
\]

which is a particular case of the XXVII equation in the Painlevé-Gambier classification [20].
For an arbitrary function $F = F(x)$, equation (16) does not admit Lie point symmetries. Nevertheless, it has been shown in [21] that two non-equivalent $C^\infty$-symmetries of (16), $(\partial_u, \lambda_1)$ and $(\partial_u, \lambda_2)$, are defined by:

$$\lambda_1 = \frac{u_x}{u} - u + \frac{1}{u}, \quad \lambda_2 = \frac{u_x}{u} - u - \frac{1}{u}.$$  

(17)

It can be checked that these two functions are particular solutions of the corresponding determining equation [5]. For this case, the vector fields (6) satisfy:

$$[X_1, X_2] = \frac{2}{u} (X_1 - X_2).$$

Since $\rho = \frac{2}{u}$ does not depend on $u_x$, two functions $f_1$ and $f_2$ satisfying (11) can be easily computed:

$$f_1(x, u, u_x) = f_2(x, u, u_x) = u^2.$$  

(18)

The vector fields $Y_1 = u^2X_1$ and $Y_2 = u^2X_2$ become

$$Y_1 = u^2\partial_u + (u_xu - u^3 + u)\partial_{u_x},$$

$$Y_2 = u^2\partial_u + (u_xu - u^3 - u)\partial_{u_x}$$  

(19)

and satisfy $[Y_1, Y_2] = 0$. According to (15), it can be written $Y_1 = (u^2\partial_u)^{[\rho_1,(1)]}$ and $Y_2 = (u^2\partial_u)^{[\rho_2,(1)]}$ for the functions

$$\rho_1 = \lambda_1 - \frac{A(u^2)}{u^2} = -\frac{u_x}{u} - u + \frac{1}{u} \quad \text{and} \quad \rho_2 = \lambda_2 - \frac{A(u^2)}{u^2} = -\frac{u_x}{u} - u - \frac{1}{u}.$$

Consequently, two new $C^\infty$-symmetries of equation (16) have been constructed, $(u^2\partial_u, \rho_1)$ and $(u^2\partial_u, \rho_2)$, which are A-equivalent to $(\partial_u, \lambda_1)$ and $(\partial_u, \lambda_2)$ respectively and satisfy

$$[Y_1, Y_2] = \left[ (u^2\partial_u)^{[\rho_1,(1)]}, (u^2\partial_u)^{[\rho_2,(1)]} \right] = 0.$$

\[\square\]

An important advantage of the pairs $(f_1\partial_u, \rho_1) \in \mathcal{A}_1$ and $(f_2\partial_u, \rho_2) \in \mathcal{A}_2$ constructed in Theorem 2 is that $Y_1 = (u^2\partial_u)^{[\rho_1,(1)]}$ and $Y_2 = (u^2\partial_u)^{[\rho_2,(1)]}$ can be simultaneously straightened by using quadratures alone. The next objective is to search for two independent functions $w_1 = w_1(x, u, u_x)$ and $w_2 = w_2(x, u, u_x)$ such that in the local system of coordinates $\{x, w_1, w_2\}$ of $M^{(1)}$ the vector fields $Y_1$ and $Y_2$ can be written as

$$Y_1 = \partial_{w_2}, \quad Y_2 = \partial_{w_1}.$$  

(20)
The conditions (20) would imply
\[ Y_1(w_2) = 1, \quad Y_2(w_2) = 0, \] (21)
and
\[ Y_1(w_1) = 0, \quad Y_2(w_1) = 1. \] (22)
Since \( Y_1 = f_1 \partial_u + f_1 \lambda_1 \partial_{u_x} \) and \( Y_2 = f_2 \partial_u + f_2 \lambda_2 \partial_{u_x} \), equations (21) would imply:
\[ Y_1(w_2) = (w_2)_u Y_1(u) + (w_2)_{u_x} Y_1(u_x) = f_1(w_2)_u + \lambda_1 f_1(w_2)_{u_x} = 1, \]
\[ Y_2(w_2) = (w_2)_u Y_2(u) + (w_2)_{u_x} Y_2(u_x) = f_2(w_2)_u + \lambda_2 f_2(w_2)_{u_x} = 0. \]
and then \( (w_2)_u \) and \( (w_2)_{u_x} \) would be defined by
\[ (w_2)_u = \frac{\lambda_2}{f_1(\lambda_2 - \lambda_1)}, \quad (w_2)_{u_x} = -\frac{1}{f_1(\lambda_2 - \lambda_1)}. \] (23)

The local existence of such function \( w_2 \) is warranted because the mixed partials coincide:
\[ \left( \frac{\lambda_2}{f_1(\lambda_2 - \lambda_1)} \right)_{u_x} = -\left( \frac{1}{f_1(\lambda_2 - \lambda_1)} \right)_u; \]
this can be checked by using that \( X_2(f_1) = \rho_1 f_1 \) and a straightforward calculation. It is clear that the conditions (23) imply that \( w_2 \) can be constructed by quadratures if \( f_1 \) is known.

A similar reasoning can be followed to prove the local existence of a function \( w_1 \) satisfying (20), by using system (22) instead of (21); \( w_1 \) satisfies
\[ (w_1)_u = \frac{\lambda_1}{f_2(\lambda_1 - \lambda_2)}, \quad (w_1)_{u_x} = -\frac{1}{f_2(\lambda_1 - \lambda_2)}. \] (24)

For further reference, the following proposition collects some properties of the considered coordinate system \( \{x, w_1, w_2\} \).

**Proposition 1.** Let \( (\partial_u, \lambda_1) \) and \( (\partial_u, \lambda_2) \) be the canonical representatives of two non-equivalent generalized \( C^\infty \)-symmetries of (1). Consider the vector fields \( Y_1 \) and \( Y_2 \) given in Theorem 2. A local system of coordinates \( \{x, w_1, w_2\} \) on \( M^{(1)} \) in which \( Y_1 = \partial w_2 \) and \( Y_2 = \partial w_1 \) can be constructed by quadratures by using the infinitesimals of \( Y_1 \) and \( Y_2 \).
The functions \( f_1 \) and \( f_2 \) that satisfy \( (11) \) let the construction by quadratures of the invariants \( w_1, w_2 \) of \( Y_1, Y_2 \), respectively. Since \( Y_1 = f_1 X_1 \) and \( Y_2 = f_2 X_2 \), the functions \( w_1, w_2 \) are also invariants of \( X_1 \) and \( X_2 \), respectively. These invariants can be used to construct reduced equations associated to each \( C^\infty \)-symmetry as follows.

The first equation in \( (14) \) shows that if \( w_1 \) is an invariant of \( Y_1 \) then \( \phi_1 = A(w_1) \) is also an invariant of \( Y_1 \) and \( \phi_1 \) can be expressed in terms of \( \{x, w_1\} \). Similarly, \( \phi_2 = A(w_2) \) is an invariant of \( Y_2 \) which can be expressed in terms of \( \{x, w_2\} \). Therefore, in terms of the local system of coordinates \( \{x, w_1, w_2\} \), the vector field \( A \) becomes

\[
A = \partial_x + \phi_1(x, w_1) \partial_{w_1} + \phi_2(x, w_2) \partial_{w_2}.
\] (25)

In consequence

\[
(w_1)_x = \phi_1(x, w_1) \quad \text{and} \quad (w_2)_x = \phi_2(x, w_2)
\] (26)

are two reduced equations associated to \( (\partial_x, \lambda_1) \) and \( (\partial_x, \lambda_2) \), respectively. The respective vector fields associated to the reduced equations \( (26) \) are

\[
A_1 = \partial_x + \phi_1(x, w_1) \partial_{w_1} \quad \text{and} \quad A_2 = \partial_x + \phi_2(x, w_2) \partial_{w_2}.
\] (27)

In the next example it is illustrated the procedure given in the proof of the Proposition \( 1 \) to compute invariants of the vector fields \( (19) \) by using \( (18) \) and quadratures alone. These invariants will be used to compute the reduced equations associated to the \( C^\infty \)-symmetries defined by \( (17) \).

**Example 3.2.** By proceeding with the study of equation \( (16) \) made in Example \( 3.1 \) let \( Y_1 \) and \( Y_2 \) be the vector fields given in \( (19) \). The functions \( \lambda_1 \) and \( \lambda_2 \) given in \( (17) \) and the functions \( f_1 = f_2 = u^2 \) given in \( (18) \) will be used to construct the systems corresponding to \( (24) \) and \( (23) \):

\[
(w_1)_u = \frac{u_x - u^2 + 1}{2u^2}, \quad (w_1)_u = -\frac{1}{2u}, \\
(w_2)_u = -\frac{u_x - u^2 - 1}{2u^2}, \quad (w_2)_u = \frac{1}{2u}.
\]

Both systems can be easily solved by quadratures and

\[
w_1 = -\frac{u_x + u^2 + 1}{2u} \quad \text{and} \quad w_2 = \frac{u_x + u^2 - 1}{2u}
\] (28)

are, respectively, particular solutions.
It can be checked that, for this example, the vector fields (19) become \( Y_1 = \partial_{w_2} \) and \( Y_2 = \partial_{w_1} \) in variables \( \{x, w_1, w_2\} \). In these variables the vector field \( A \) associated to equation (16) is

\[
A = \partial_x + \left( w_1^2 - \frac{1}{2} (F(x) + 1) \right) \partial_{w_1} - \left( w_2^2 - \frac{1}{2} (F(x) - 1) \right) \partial_{w_2},
\]

which according to (26) provides the following reduced equations

\[
(w_1)_x = w_1^2 - \frac{1}{2} (F(x) + 1), \quad (w_2)_x = -w_2^2 + \frac{1}{2} (F(x) - 1).
\]

(29)

These equations were also obtained by the authors of [21] by following a different procedure.

Thus far, the relations (7) have been simplified by changing the initial generalized \( C^\infty \)-symmetries by other equivalent ones that define the vector fields \( Y_1 \) and \( Y_2 \) given in (15). As a consequence, reduced equations associated to the \( C^\infty \)-symmetries can be constructed by quadratures.

In the next section it is shown how to construct two standard generalized symmetries that are equivalent to the generalized \( C^\infty \)-symmetries that define \( Y_1 \) and \( Y_2 \). Once these generalized symmetries are known, the initial equation (1) can be completely integrated by quadratures.

4. Commuting generalized symmetries from generalized \( C^\infty \)-symmetries

In this section it is investigated the existence of two non identically zero functions \( g_1, g_2 \in C^\infty (M^{(1)}) \) such that

\[
[g_1 Y_1, A] = [g_2 Y_2, A] = [g_1 Y_1, g_2 Y_2] = 0,
\]

(30)

where \( Y_1 \) and \( Y_2 \) are the vector fields constructed in Theorem 2 from two known \( C^\infty \)-symmetries of equation (1). In case of existence of such functions \( g_1, g_2 \), equations (14) and the properties of the Lie bracket would imply that \( g_1, g_2 \) satisfy

\[
\left\{ \begin{array}{l}
A(g_1) = \rho_1 g_1, \\
Y_2(g_1) = 0,
\end{array} \right. \quad \left\{ \begin{array}{l}
A(g_2) = \rho_2 g_2, \\
Y_1(g_2) = 0,
\end{array} \right.
\]

(31)

where the functions \( \rho_1 \) and \( \rho_2 \) are defined by (13). Conversely, it can be checked that if \( g_1, g_2 \in C^\infty (M^{(1)}) \) are respectively solutions of the systems in (31) then \( g_1, g_2 \) satisfy (30).
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Observe that each system in (31) is a coupled system of two first-order partial differential equations with three independent variables whose compatibility is, a priori, not obvious. The local system of coordinates \( \{x, w_1, w_2\} \) obtained in Proposition 1 will be used to reduce simultaneously each system in (31) to a single partial differential equation with two independent variables, and the compatibility of the systems in (31) will be straightforward.

**Lemma 3.** There exist two functions \( g_1 = g_1(x, u, u_x) \) and \( g_2 = g_2(x, u, u_x) \) which satisfy the corresponding system in (31).

**Proof.** Recall that in the coordinates \( \{x, w_1, w_2\} \) given by Proposition 1, the vector field \( Y_1 \) (resp. \( Y_2 \)) can be written as \( Y_1 = \partial_{w_2} \) (resp. \( Y_2 = \partial_{w_1} \)). Since \( g_1, g_2 \) must satisfy \( Y_2(g_1) = Y_1(g_2) = 0 \), the functions \( g_1 \) and \( g_2 \) in coordinates \( \{x, w_1, w_2\} \) must be of the form \( g_1 = g_1(x, w_2) \) and \( g_2 = g_2(x, w_1) \), respectively. Since \( g_1 \) (resp. \( g_2 \)) must satisfy \( A(g_1) = \rho_1 g_1 \) (resp. \( A(g_2) = \rho_2 g_2 \)), the expression of \( A \) in coordinates \( \{x, w_1, w_2\} \) given in (25), suggests that \( g_1 = g_1(x, w_2) \) (resp. \( g_2 = g_2(x, w_1) \)) could be any particular solution of the first-order partial differential equation

\[
(g_1)_x + (g_1)_{w_2}\phi_2 = g_1(\phi_2)_{w_2} \quad \text{(resp. } (g_2)_x + (g_2)_{w_1}\phi_1 = g_2(\phi_1)_{w_1}). \tag{32}
\]

It can be checked that if \( \tilde{g}_1(x, w_1) \) (resp. \( \tilde{g}_2(x, w_2) \)) is a solution for (32), then, by writing \( w_1 \) and \( w_2 \) in terms of \( \{x, u, u_x\} \), the functions \( g_1 = \tilde{g}_1(x, w_2(x, u, u_x)) \) and \( g_2 = \tilde{g}_2(x, w_1(x, u, u_x)) \) are solutions of the corresponding system in (31). \( \square \)

As a consequence of the previous results, the main theorem in this section can now be proved:

**Theorem 4.** Let \( (\partial_u, \lambda_1) \) and \( (\partial_u, \lambda_2) \) be the canonical representatives of two non-equivalent generalized \( \mathcal{C}^\infty \)-symmetries of equation (1) and let \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) be their respective equivalence classes. Let \( f_1, f_2 \in \mathcal{C}^\infty(M^{(1)}) \) be two functions satisfying (11) and assume that \( g_1, g_2 \in \mathcal{C}^\infty(M^{(1)}) \) satisfy (31). Let \( h_1, h_2 \in \mathcal{C}^\infty(M^{(1)}) \) be the functions defined by

\[
h_i = f_i g_i, \quad (i = 1, 2), \tag{33}
\]

and denote \( Z_i = h_i \partial_u + \Lambda(h_i)\partial_{u_x} \), for \( i = 1, 2 \). The following relations hold:

1. \( (h_1 \partial_u, 0) \in \mathcal{A}_1 \) and \( (h_2 \partial_u, 0) \in \mathcal{A}_2 \).
2. The vector fields \( Z_1 \) and \( Z_2 \) are generalized symmetries of (1).
3. The system $\{Z_1, Z_2\}$ is a system of commuting generalized symmetries of $A$:

$$[Z_1, A] = [Z_2, A] = [Z_1, Z_2] = 0. \tag{34}$$

**Proof.** With the previous notations, by using (13) and (31),

$$\lambda_i - \frac{A(h_i)}{h_i} = \lambda_i - \frac{A(f_i g_i)}{g_i} = \lambda_i - \frac{A(f_i)}{f_i} - \frac{A(g_i)}{g_i} = \rho_i - \frac{A(g_i)}{g_i} = 0. \tag{35}$$

This proves that, for $i = 1, 2$, the pair $(h_i \partial_u, 0)$ is a generalized $C^\infty$-symmetry of (1), which is $A$-equivalent to $(\partial_u, \lambda_i)$, according to Definition 1. In fact, by denoting $Z_i = h_i \partial_u + A(h_i) \partial_{u_i}$, for $i = 1, 2$, the vector fields $Z_1$ and $Z_2$ are generalized symmetries of (1). Relations (35) imply

$$Z_i = h_i \partial_u + A(h_i) \partial_{u_i} = g_i Y_i = h_i X_i, \tag{36}$$

for $i = 1, 2$.

By using (7), (35), (36) and the properties of the Lie bracket, it follows

$$[Z_i, A] = [h_i X_i, A] = h_i [X_i, A] - A(h_i) X_i = h_i \lambda_i X_i - A(h_i) X_i = 0,$$

for $i = 1, 2$. Finally, by (14), (31) and (36)

$$[Z_1, Z_2] = [g_1 Y_1, g_2 Y_2] = g_1 g_2 [Y_1, Y_2] + g_1 Y_1 (g_2) \cdot Y_2 - g_2 Y_2 (g_1) \cdot Y_1 = 0.$$

The results obtained in this section will now be used in the following example to construct two commuting generalized symmetries from the $C^\infty$-symmetries (17) of equation (16).

**Example 4.1.** The studies of equation (16) made in Examples 3.1 and 3.2 will be continued in this example. Lemma 3 will be used to construct two functions $g_1$ and $g_2$ satisfying (31). In terms of the variables $\{x, w_1, w_2\}$ where $w_1$ and $w_2$ are given by (28), the required functions $g_1 = g_1(x, w_2)$ and $g_2 = g_2(x, w_1)$ are solutions of the equations (32):

$$(g_1)_x - \left( w_2^2 - \frac{1}{2} (F(x) - 1) \right) (g_1)_{w_2} = -2 w_2 g_1, $$

$$(g_2)_x + \left( w_1^2 - \frac{1}{2} (F(x) + 1) \right) (g_2)_{w_1} = 2 w_1 g_2. \tag{37}$$
In what follows, explicit expressions of some solutions of (37) will be obtained in terms of solutions of the 2nd-order linear equations

\[ \psi_{xx} = \frac{1}{2} \left( F(x) + 1 \right) \psi, \quad \theta_{xx} = \frac{1}{2} \left( F(x) - 1 \right) \theta. \]  

(38)

These are the linear equations obtained from the Riccati-type equations (29) by means of the standard transformations \( w_1 = -\psi' / \psi \) and \( w_2 = \theta' / \theta \), respectively. Let the pairs \( \psi_1, \psi_2 \) and \( \theta_1, \theta_2 \) be linearly independent solutions of the respective equations given in (38). Their corresponding Wronskians will be denoted by \( W_1 = W(\psi_1, \psi_2) = \psi_1 \psi_2' - \psi_2 \psi_1' \) and \( W_2 = W(\theta_1, \theta_2) = \theta_1 \theta_2' - \theta_2 \theta_1' \). It can be checked that the functions

\[ g_1(x, w_2) = \frac{1}{W_2} \left( \theta_2 w_2 - \theta_2' \right)^2 \quad \text{and} \quad g_2(x, w_1) = \frac{1}{W_1} \left( \psi_2 w_1 + \psi_2' \right)^2 \]  

(39)

satisfy the corresponding equation in (37). By using (28) and the functions \( f_1 \) and \( f_2 \) obtained in (18) the functions \( h_1 \) and \( h_2 \) given by (33) become

\[ h_1 = \frac{1}{4W_2} \left( (u_x + u^2 - 1) \theta_2 - 2u \theta_2' \right)^2, \quad h_2 = \frac{1}{4W_1} \left( (u_x + u^2 + 1) \psi_2 - 2u \psi_2' \right)^2. \]  

(40)

Finally, according to (36), two commuting generalized symmetries for equation (16) are given by

\[ Z_1 = \frac{1}{4W_2} \left( (u_x + u^2 - 1) \theta_2 - 2u \theta_2' \right)^2 \left( \partial_u + \left( \frac{u_x}{u} - u + \frac{1}{u} \right) \partial_{u_x} \right), \]

\[ Z_2 = \frac{1}{4W_1} \left( (u_x + u^2 + 1) \psi_2 - 2u \psi_2' \right)^2 \left( \partial_u + \left( \frac{u_x}{u} - u - \frac{1}{u} \right) \partial_{u_x} \right). \]

In the next section it will be shown that the system \( \{Z_1, Z_2\} \) of commuting symmetries constructed from two non-equivalent \( C^\infty \)-symmetries of equation (1) permits the integration of the equation by using quadratures alone.

5. Generalized \( C^\infty \)-symmetries and integrability by quadratures

As a consequence of Theorem 4, two non-equivalent generalized \( C^\infty \)-symmetries of equation (1) can be used to construct a system of commuting symmetries of \( A \). Next, this system is used to compute by quadratures first integrals of the equation (1) associated to the generalized \( C^\infty \)-symmetries. The
Theorem 5. Let $\partial u, \lambda_1$ and $\partial u, \lambda_2$ be the canonical representatives of two non-equivalent generalized $C^\infty$-symmetries of equation (1). Let $f_1, f_2$ (resp. $g_1, g_2$) be some pairs of functions in $C^\infty(M^{(1)})$ satisfying (11) (resp. (31)). Two functionally independent first integrals $I_1$ and $I_2$ of $A$, associated to $\partial u, \lambda_1$ and $\partial u, \lambda_2$, respectively, can be found by quadratures from (42) and (43).
Example 5.1. This example is a continuation of Examples 3.1, 3.2 and 4.1. Theorem 5 will be applied to integrate by quadratures equation (16). The functions $h_1 = f_1 g_1$ and $h_2 = f_2 g_2$ obtained in (40) let the construction of systems (42)-(43). Two first integrals $I_1$ and $I_2$ for this equation can be obtained by quadratures by using (42) and (43) respectively:

\[ I_1 = \frac{(u^2 + u_x + 1) \psi_1 - 2u \psi'_1}{(u^2 + u_x + 1) \psi_2 - 2u \psi'_2} \quad \text{and} \quad I_2 = \frac{(u^2 + u_x - 1) \theta_1 - 2u \theta'_1}{(u^2 + u_x - 1) \theta_2 - 2u \theta'_2}. \]  

(44)

These first integrals provide the general solution of equation (16) in terms of the solutions of the corresponding linear equations (38):

\[ u(x) = \left( \frac{C_1 \psi_2 - \psi'_1}{C_1 \psi_2 - \psi'_1} - \frac{C_2 \theta'_2 - \theta'_1}{C_2 \theta_2 - \theta'_1} \right)^{-1} \quad (C_1, C_2 \in \mathbb{R}). \]  

(45)

In [20] the general solution of equation (16) is expressed in terms of the solutions of a third-order nonlinear ODE that becomes a fourth-order linear ODE under differentiation. Observe that in this paper the general solution (45) has been obtained in terms of two fundamental sets of solutions for two second-order linear ODEs, although equation (16) is not linearisable.

6. Integrating factors and Jacobi last multipliers without additional integration

In this section, it is shown how several classical objects (as Jacobi last multipliers and integrating factors) associated to the given ODE, can be considered as by-products of the procedure of integration by quadratures described in the previous section.

6.1. Integrating factors and a Jacobi last multiplier for equation (1)

Some relations between first integrals of 2nd-order ODEs and $\mathcal{C}^\infty$-symmetries have been established in [14, 22, 23]: if $I \in \mathcal{C}(\mathcal{M}^{(1)})$ is a first integral of $\mathbf{A}$ associated to a $\mathcal{C}^\infty$-symmetry whose canonical representative is $(\partial_u, \lambda)$, then $\mu = I_{ux}$ is an integrating factor of equation (1) such that $\mu(u_{xx} - \phi) = D_x(I)$ and the following identities hold:

\[ I_x = \mu(\lambda u_x - \phi), \quad I_u = -\lambda \mu. \]  

(46)
Suppose that two non-equivalent \( \mathcal{C}^\infty \)−symmetries \( (\partial_u, \lambda_1) \) and \( (\partial_u, \lambda_2) \) of equation (1) are known, and let \( f_1, f_2 \) (resp. \( g_1, g_2 \)) be some pairs of functions in \( \mathcal{C}^\infty(M^{(1)}) \) satisfying (11) (resp. (31)). By (42)–(43),

\[
\mu_1 = \frac{1}{f_2 g_2 (\lambda_2 - \lambda_1)}, \quad \mu_2 = \frac{1}{f_1 g_1 (\lambda_1 - \lambda_2)} \tag{47}
\]

are two integrating factors of (1). Observe that the two first equations in (42) (resp. (43)) are the equations (46) for \( \mu = \mu_1 \) (resp. \( \mu = \mu_2 \)) given in (47).

Another consequence of Theorem 4 is that the system of commuting symmetries can be used to derive an explicit expression of a Jacobi last multiplier of the equation. According to [15] and with the same notation used in the previous sections, the reciprocal of the determinant

\[
\begin{vmatrix}
0 & f_1 g_1 & A(f_1 g_1) \\ 0 & f_2 g_2 & A(f_2 g_2) \\ 1 & u_x & \phi
\end{vmatrix}
= \begin{vmatrix}
0 & f_1 g_1 & \lambda_1 f_1 g_1 \\ 0 & f_2 g_2 & \lambda_2 f_2 g_2 \\ 1 & u_x & \phi
\end{vmatrix} = f_1 g_1 f_2 g_2 (\lambda_2 - \lambda_1)
\]

is a Jacobi last multiplier of equation (1). The earlier discussion proves the next theorem:

**Theorem 6.** Let \( (\partial_u, \lambda_1) \) and \( (\partial_u, \lambda_2) \) be the canonical representatives of two non-equivalent generalized \( \mathcal{C}^\infty \)−symmetries of equation (1). Let \( f_1, f_2 \) (resp. \( g_1, g_2 \)) be some pairs of functions in \( \mathcal{C}^\infty(M^{(1)}) \) satisfying (11) (resp. (31)). Then:

1. The function \( \mu_1 = \mu_1(x, u, u_x) \) (resp. \( \mu_2 = \mu_2(x, u, u_x) \)) given in (47) is an integrating factor of the equation (1). A first integral \( I_1 \) (resp. \( I_2 \)) of \( A \) associated to \( (\partial_u, \lambda_1) \) (resp. \( (\partial_u, \lambda_2) \)) can be obtained by quadratures from (42) (resp. (43)).
2. The function \( M = M(x, u, u_x) \) defined by

\[
M = \frac{1}{f_1 g_1 f_2 g_2 (\lambda_2 - \lambda_1)} \tag{48}
\]

is a Jacobi last multiplier of the equation (1).

**Example 6.1.** By continuing the Examples [3.1–5.1] Theorem 6 implies that two integrating factors of equation (16) can be calculated as in (47) by using the functions given in (17), (18) and (39):

\[
\mu_1 = -\frac{2 u W_1}{(u^2 + u_x + 1) \psi_2 - 2 u \psi'_2} \quad \mu_2 = -\frac{2 u W_2}{(u^2 + u_x - 1) \theta_2 - 2 u \theta'_2} \tag{49}
\]
expressed in terms of the solutions of the corresponding linear equations (38). A Jacobi last multiplier of the equation (16) can be obtained by using (48):

\[ M = \frac{8uW_1W_2}{((u^2 + u_x + 1)\psi_2 - 2u\psi'_2)^2((u^2 + u_x - 1)\theta_2 - 2u\theta'_2)^2} \]

\[ \square \]

6.2. Integrating factors of the reduced equations associated to the \(C^\infty\)-symmetries

Theorem 5 provides a novel procedure that simultaneously uses two known generalized \(C^\infty\)-symmetries of (1) to construct, by quadratures, two independent first integrals, \(I_1\) and \(I_2\) of \(A\). In this section it is shown how any pair of functions \(g_1, g_2\) in \(C^\infty(M^{(1)})\) satisfying (31) can be used to provide integrating factors of the reduced equations associated to the given generalized \(C^\infty\)-symmetries.

Consider the system of coordinates \(\{x, w_1, w_2\}\) constructed in Proposition 1 and the reduced equations (26) associated to the given \(C^\infty\)-symmetries. Recall that a function \(\mu = \mu(x, u)\) is an integrating factor of a first-order ODE \(u_x = \varphi(x, u)\) if \(\mu_x + (\varphi\mu)u = 0\) [24, 25]; in other words, \(\mu\) is an integrating factor of that equation if

\[ A_0(\mu) = -\mu\varphi_u, \] (50)

where \(A_0 = \partial_x + \varphi\partial_u\) denotes the corresponding vector field. According to (32) and taking (27) into account, \(A_1(g_2) = g_2(\phi_1)w_1\) (resp. \(A_2(g_1) = g_1(\phi_2)w_2\)). Therefore

\[ A_1\left(\frac{1}{g_2}\right) = -\frac{g_2(\phi_1)w_1}{(g_2)^2} = -\frac{(\phi_1)w_1}{g_2}, \text{ and } A_2\left(\frac{1}{g_1}\right) = -\frac{(\phi_2)w_2}{g_1}. \]

This implies, by using (50), that the reciprocal of the functions \(g_1\) and \(g_2\) provide integrating factors of the reduced equations (26):

**Theorem 7.** Let \((\partial_x, \lambda_1)\) and \((\partial_u, \lambda_2)\) be the canonical representatives of two non-equivalent generalized \(C^\infty\)-symmetries of equation (1). Let \(\{x, w_1, w_2\}\) be the local system of coordinates of \(M^{(1)}\) given in Proposition 1 and let \(g_1 = g_1(x, w_2)\) and \(g_2 = g_2(x, w_1)\) be particular solutions of the corresponding equation in (32). Then

\[ v_1(x, w_1) = \frac{1}{g_2(x, w_1)} \text{ and } v_2(x, w_2) = \frac{1}{g_1(x, w_2)} \] (51)

are respectively integrating factors of the two reduced equations that appear in (26).
6.3. Integrating factors of the auxiliary equations associated to the \( \mathcal{C}^\infty \)–symmetries

Suppose that \( \hat{I}_1 = \hat{I}_1(x, w_1) \) and \( \hat{I}_2 = \hat{I}_2(x, w_2) \) denote the respective first integrals of the reduced equations \( \text{(26)} \) associated to the integrating factors \( \text{(51)} \). Then
\[
\hat{I}_i(x, w_i) = C_i, \quad (i = 1, 2) \tag{52}
\]
provide the general solutions of the respective reduced equations in \( \text{(26)} \), where \( C_1, C_2 \in \mathbb{R} \). The corresponding auxiliary equations are obtained by writing \( w_i \) in terms of \( (x, u, u_x) \) in \( \text{(52)} \):
\[
\hat{I}_i(x, w_i(x, u, u_x)) = C_i, \quad (i = 1, 2). \tag{53}
\]
Locally \( \text{(53)} \) can be written in the form
\[
u(x, w_i(x, u, C_i)) = 1 \quad (i = 1, 2).
\]

Now it is shown that some of the previous results can be used to obtain integrating factors of the equations in \( \text{(54)} \). To this end, recall that according to Corollary 6 in \( \text{(26)} \), any given Jacobi last multiplier of \( \text{(1)} \) provides an integrating factor of the auxiliary equation that appears in the reduction process associated to a given \( \lambda \)–symmetry. In the following theorem the Jacobi last multiplier \( \text{(48)} \) is used to find integrating factors of the auxiliary equations \( \text{(54)} \).

**Theorem 8.** Let \( (\partial_u, \lambda_1) \) and \( (\partial_u, \lambda_2) \) be the canonical representatives of two non-equivalent generalized \( \mathcal{C}^\infty \)–symmetries of equation \( \text{(1)} \). Let \( f_1, f_2 \) (resp. \( g_1, g_2 \)) be some functions in \( \mathcal{C}^\infty(M^{(1)}) \) satisfying \( \text{(11)} \) (resp. \( \text{(31)} \)). Then the function
\[
\tilde{\nu}(x, u) = \frac{1}{f_i(x, u, H_i(x, u, C_i)) g_i(x, u, H_i(x, u, C_i))}, \quad (i = 1, 2) \tag{55}
\]
is an integrating factor of the corresponding auxiliary equation \( \text{(54)} \).

**Proof.** A function \( g_1 \) (resp. \( g_2 \)) satisfying \( \text{(31)} \), written in terms of \( (x, w_2) \) (resp. \( (x, w_1) \)), is a solution of the first (resp. the second) equation in \( \text{(32)} \). By Theorem 7 the corresponding functions \( \text{(51)} \) are integrating factors of the respective equations in \( \text{(26)} \). The respective first integrals \( \hat{I}_1 = \hat{I}_1(x, w_1) \) and \( \hat{I}_2 = \hat{I}_2(x, w_2) \), satisfy
\[
(\hat{I}_1)_{w_1} = \frac{1}{g_2(x, w_2)}, \quad (\hat{I}_2)_{w_2} = \frac{1}{g_1(x, w_2)}. \tag{56}
\]
For \( i = 1, 2 \), let \( I_i = I_i(x, u, u_x) \) denote the function \( \hat{I}_i \) when \( w_i \) is expressed in terms of \( (x, u, u_x) \). Let \( M \) be the Jacobi last multiplier of equation (1) given in (48). According to Corollary 6 in [26], the restriction of the function

\[
\frac{M}{(I_1)_{u_x}} = \frac{1}{f_1 g_1 f_2 g_2 (\lambda_2 - \lambda_1) (I_1)_{u_x}}
\]

(57)
to \( \Delta_1 = \{(x, u, u_x) \in M^{(1)} : u_x = H_1(x, u, C_1)\} \) is an integrating function of the auxiliary equation \( u_x = H_1(x, u, C_1) \). By (24) and by taking (56) into account,

\[
(I_1)_{u_x} = -\frac{1}{f_2 g_2 (\lambda_1 - \lambda_2)}
\]

(58)
and (57) becomes

\[
\frac{M}{(I_1)_{u_x}} = \frac{1}{f_1 g_1}.
\]

(59)

Therefore the restriction of (59) to \( \Delta_1 \) gives us the integrating factor \( \tilde{\nu}_1 \) given in (55). A similar reasoning by using the Jacobi last multiplier \(-M\), where \( M \) is defined in (48), proves that the function \( \tilde{\nu}_2 \) given in (55) is an integrating factor of the auxiliary equation \( u_x = H_2(x, u, C_2), C_2 \in \mathbb{R} \).

Example 6.2. As a continuation of Example 6.1, by Theorem 7 the reciprocal of the functions (39), i.e. the functions

\[
\nu_1(x, w_1) = \frac{W_1}{(\psi_2 w_1 + \psi_1')^2} \quad \text{and} \quad \nu_2(x, w_2) = \frac{W_2}{(\theta_2 w_2 - \theta_1')^2},
\]

are integrating factors of the reduced equations (29). The associated first integrals become

\[
\hat{I}_1(x, w_1) = \frac{w_1 \psi_1 - \psi_1' w_1 \psi_2 - \psi_2'}{w_1 \psi_2 + \psi_2'} \quad \text{and} \quad \hat{I}_2(x, w_2) = \frac{w_2 \theta_1 - \theta_1' w_2 \theta_2 - \theta_2'}{w_2 \theta_2 - \theta_2'}.
\]

By using (28), the auxiliary equations (54) become:

\[
u_x = 2u \left( \frac{C_1 \psi_2 - \psi_1'}{C_1 \psi_2 - \psi_1} \right) - u^2 - 1 \quad \text{and} \quad u_x = 2u \left( \frac{C_2 \theta_2 - \theta_1'}{C_2 \theta_2 - \theta_1} \right) - u^2 + 1.
\]

(60)

By Theorem 8, the functions (55) constructed by using (18) and (39):

\[
\tilde{\nu}_1(x, u) = -\frac{C_1 \psi_2 - \psi_1'}{u^2 (C_1 \psi_2 - \psi_1')} \quad \text{and} \quad \tilde{\nu}_2(x, u) = \frac{C_2 \theta_2 - \theta_1}{u^2 (C_2 \theta_2 - \theta_1')}
\]

are integrating factors of the respective auxiliary equation in (60). The corresponding first integrals are the functions \( I_1 \) and \( I_2 \) derived in (49). \( \square \)
6.4. Scheme of the methods

Figure 1 presents a scheme of the alternative procedures that can be followed to integrate a second-order equation admitting two generalized \( C^\infty \)-symmetries. Their canonical representatives \((\partial_u, \lambda_1)\) and \((\partial_u, \lambda_2)\) will be used in the scheme.

1. In the central branches of the diagram, it is sketched the use of Theorem 5 to calculate two independent first integrals \( I_1, I_2 \) by quadratures through systems \((42)\) and \((43)\). The associated integrating factors are given in \((47)\).

2. The left branch of the figure solves the ODE by using the reduced and auxiliary equations associated to the first \( C^\infty \)-symmetry. The reduced equation can be solved by quadrature by using the integrating factor \( \nu_1 \) in Eq. \((51)\) (Theorem 7). The auxiliary equation can be solved by quadrature by using the integrating factor \( \tilde{\nu}_1 \) given in \((55)\) (Theorem 8). A similar process can be followed by using the second \( C^\infty \)-symmetry and the corresponding functions \( \nu_2 \) and \( \tilde{\nu}_2 \) (right branch of the scheme).

3. Finally, the functions \( \nu_1 \) and \( \nu_2 \) given in \((51)\) let the determination by quadrature of a first integral for each reduced equation (Theorem 8). The general solution of the ODE arises by following the dashed arrows in the diagram.
The lateral branches in Figure 1 correspond to the integration methods derived from the existence of two non-equivalent \( \mathcal{C}^\infty \)–symmetries [8]. The central branches of that figure summarize the main topic of this paper: a schematic description of the corresponding procedure will be shown in the next section.

### 7. Procedure for integration by quadratures and some examples

The following procedure describes the steps that can be followed to obtain the solution by quadratures, according to the method discussed in this paper.

1. Compute the function \( \rho = \frac{X_1(\lambda_2) - X_2(\lambda_1)}{\lambda_1 - \lambda_2} \), where \( X_i = \partial_u + \lambda_i \partial_{u_x} \), for \( i = 1, 2 \).
2. Calculate two functions \( f_1, f_2 \) such that \( \frac{X_1(f_2)}{f_2} = \frac{X_2(f_1)}{f_1} = \rho \).
3. Compute two functions \( w_1 = w_1(x, u, u_x) \) and \( w_2 = w_2(x, u, u_x) \), by solving by quadratures the systems

\[
(w_1)_u = \frac{\lambda_1}{f_2(\lambda_1 - \lambda_2)}, \quad (w_1)_{u_x} = -\frac{1}{f_2(\lambda_1 - \lambda_2)}.
\]
\[
(w_2)_u = \frac{\lambda_2}{f_1(\lambda_2 - \lambda_1)}, \quad (w_2)_{u_x} = -\frac{1}{f_1(\lambda_2 - \lambda_1)}.
\]

4. Calculate the function \( \phi_i(x, w_i) = \Lambda_i(w_i) \), for \( i = 1,2 \). Find a particular solution \( g_1 = g_1(x, w_2) \) (resp. \( g_2 = g_2(x, w_1) \)) to the first (resp. second) equation that follows:

\[
(g_1)_x + (g_1)_{u_x}\phi_2 = g_1(\phi_2)_{w_2} \quad \text{and} \quad (g_2)_x + (g_2)_{w_1}\phi_1 = g_2(\phi_1)_{w_1}.
\]

5. Use the functions \( f_1, f_2 \) of step 2 and the functions \( g_1, g_2 \) of step 4 (expressed in terms of \( \{x, u, u_x\} \)) to calculate two independent first integrals \( I_1 \) and \( I_2 \) by solving by quadratures the systems

\[
I_{1x} = \frac{\lambda_1 u_x - \phi}{f_2 g_2(\lambda_2 - \lambda_1)}, \quad I_{1u} = \frac{-\lambda_1}{f_2 g_2(\lambda_2 - \lambda_1)}, \quad I_{1u_x} = \frac{1}{f_2 g_2(\lambda_2 - \lambda_1)},
\]
\[
I_{2x} = \frac{\lambda_2 u_x - \phi}{f_1 g_1(\lambda_1 - \lambda_2)}, \quad I_{2u} = \frac{-\lambda_2}{f_1 g_1(\lambda_1 - \lambda_2)}, \quad I_{2u_x} = \frac{1}{f_1 g_1(\lambda_1 - \lambda_2)}.
\]

As an immediate consequence of the above-described procedure the following mathematical objects are obtained:

a) The general solution of the equation: \( I_1 = C_1, I_2 = C_2 \), where \( C_1, C_2 \in \mathbb{R} \).

b) The integrating factors of equation (1) given by

\[
\mu_1 = \frac{1}{f_2 g_2(\lambda_2 - \lambda_1)}, \quad \mu_2 = \frac{1}{f_1 g_1(\lambda_1 - \lambda_2)}.
\]

c) The Jacobi last multiplier of equation (1) defined by

\[
M = \frac{1}{f_1 g_1 f_2 g_2(\lambda_2 - \lambda_1)}.
\]

d) Two commuting generalized symmetries of equation (1):

\[
Z_i = (f_i g_i)\partial_u + A_i(f_i g_i)\partial_{u_x}, \quad (i = 1,2).
\]
Example 7.1. Although the general solution (45) of any equation of the form (16) has already been obtained through Examples 3.1–6.2, in this example it is considered the special case

\[ F(x) = 0, \]

for purposes of illustration of the procedure. In this case the computations appointed by the former procedure can be followed without the aid of a computer; they are relatively simple.

The three first steps of the method proceed as explained in Examples 3.1, 3.2 and 4.1 because the \( \lambda \)-symmetries defined by (17) do not depend on \( F(x) \):

Step 1 \( \rho(x, u, u_x) = \frac{2}{u} \).

Step 2 \( f_1(x, u, u_x) = f_2(x, u, u_x) = u^2 \).

Step 3 \( w_1 = -\frac{u_x + u^2 + 1}{2u} \) and \( w_2 = \frac{u_x + u^2 - 1}{2u} \).

Step 4 Since \( \phi_1 = A(w_1) = w_1^2 - \frac{1}{2} \) and \( \phi_2 = A(w_2) = -w_2^2 - \frac{1}{2} \), two particular solutions of

\[ (g_1)_x - \left( w_2^2 + \frac{1}{2} \right) (g_1)w_2 = -2w_2g_1 \quad \text{and} \quad (g_2)_x + \left( w_1^2 - \frac{1}{2} \right) (g_2)w_1 = 2w_1g_2 \]

can be easily found: \( g_1(x, w_2) = 2w_2^2 + 1 \) and \( g_2(x, w_1) = 2w_1^2 - 1 \).

Step 5 By using the functions \( f_1, f_2 \) of step 2 and the functions \( g_1, g_2 \) of step 4, written in variables \( (x, u, u_x) \) (by means of the expressions of \( w_1 \) and \( w_2 \) given in step 3), the systems that correspond to (42) and (43) are

\begin{align*}
I_{1,x} &= -\frac{1}{2}, & I_{1,u} &= -\frac{u^2 - u_x - 1}{(u^2 + u_x + 1)^2 - 2u^2}, & I_{1,u_x} &= -\frac{u}{(u^2 + u_x + 1)^2 - 2u^2}, \\
I_{2,x} &= \frac{1}{2}, & I_{2,u} &= \frac{u^2 - u_x + 1}{(u^2 + u_x - 1)^2 + 2u^2}, & I_{2,u_x} &= \frac{u}{(u^2 + u_x - 1)^2 + 2u^2}.
\end{align*}

These systems can be solved by quadratures and the solutions provide two independent first integrals for equation (61):

\begin{align*}
I_1 &= -\frac{1}{2} \left( x - \sqrt{2} \arctanh \left( \frac{u^2 + u_x + 1}{\sqrt{2}u} \right) \right), \\
I_2 &= \frac{1}{2} \left( x + \sqrt{2} \arctan \left( \frac{u^2 + u_x - 1}{\sqrt{2}u} \right) \right).
\end{align*}
Some consequences of the procedure are:

a) From $I_1 = C_1, I_2 = C_2$, where $C_1, C_2 \in \mathbb{R}$, the general solution of (61) can be (locally) written in explicit form as follows:

$$u(x) = \frac{\sqrt{2}}{\tanh\left(\frac{\sqrt{2}}{2} (x + 2C_1)\right) - \tan\left(\frac{\sqrt{2}}{2} (-x + 2C_2)\right)}, \quad C_1, C_2 \in \mathbb{R}. \quad (62)$$

b) Two integrating factors for (61) are:

$$\mu_1 = -\frac{u}{(u^2 + u_x + 1)^2 - 2u^2}, \quad \mu_2 = \frac{u}{(u^2 + u_x - 1)^2 + 2u^2}.$$

c) A Jacobi last multiplier for (61) is:

$$M = \frac{-2u}{(u^2 + u_x - 1)^2 + 2u^2}\left((u^2 + u_x + 1)^2 - 2u^2\right).$$

d) Two commuting generalized symmetries for (61) are:

$$Z_1 = \frac{1}{2}\left((u^2 + u_x - 1)^2 + u^2\right)\left(\partial_u + \frac{u_x - u^2 + 1}{u}\partial_u\right)$$

and

$$Z_2 = \frac{1}{2}\left((u^2 + u_x + 1)^2 - u^2\right)\left(\partial_u + \frac{u_x - u^2 - 1}{u}\partial_u\right).$$

Observe that equation (61) admits the Lie point symmetry $\partial_x$ and that this is the unique Lie point symmetry admitted by the equation. The classical Lie method of reduction provides the Abel equation

$$w_y = \frac{\left(\frac{u}{w^3}\right)^3 + 1}{2y} + 2w^2y - \frac{w}{2y}, \quad (63)$$

where $y = u$ and $w = 1/u_x$. The general solution of (63) can be expressed in the form $\Delta(y, w(y), C_1) = 0$, where $\Delta$ involves generalized hypergeometric functions. The general solution of (61) arises by solving the corresponding first-order equation $\Delta(u, 1/u_x, C_1) = 0$. Due to the involved expression of $\Delta$, to perform the quadrature needed for giving such explicit solution does not seem an easy task. Nevertheless, the presented procedure leads to the very compact form (62) for such general solution.
**Example 7.2.** The expressions obtained in Examples 3.1, 4.1 and 5.1 can be used to integrate any equation of the form (16), even if it does not admit Lie point symmetries. This is the case, for instance, of the equation

\[ u_{xx} - \frac{1}{2} u u_x^2 + 2 u u_x + \frac{1}{2} u^3 - (2 x + 1) u + \frac{1}{2} u = 0 \]  

which corresponds to \( F(x) = 2 x + 1 \).

For this example, the second-order linear equations (38) are the Airy equations

\[ \psi_{xx} = (1 + x) \psi, \quad \theta_{xx} = x \theta, \]  

(65)

Let \( \psi_1(x) = \text{Ai}(1 + x) \), \( \psi_2(x) = \text{Bi}(1 + x) \) and \( \theta_1(x) = \text{Ai}(x), \theta_2(x) = \text{Bi}(x) \) denote linearly independent solutions of the respective Airy equations (65).

Two independent first integrals of the equation (64) corresponding to the first integrals (44) become:

\[ I_1 = \frac{-2 \text{Ai}^{(1)}(x + 1) u + \text{Ai}(x + 1) \left( u^2 + u_x + 1 \right)}{-2 \text{Bi}^{(1)}(x + 1) u + \text{Bi}(x + 1) \left( u^2 + u_x + 1 \right)} \]

and

\[ I_2 = \frac{-2 \text{Ai}^{(1)}(x) u + \left( u^2 + u_x - 1 \right) \text{Ai}(x)}{-2 \text{Bi}^{(1)}(x) u + \left( u^2 + u_x - 1 \right) \text{Bi}(x)}. \]

These first integrals provide the general solution of equation (64) in terms of Airy functions:

\[ u(x) = \left( \frac{C_1 \text{Bi}^{(1)}(x + 1) - \text{Ai}^{(1)}(x + 1)}{C_1 \text{Bi}(x + 1) - \text{Ai}(x + 1)} - \frac{C_2 \text{Bi}^{(1)}(x) - \text{Ai}(x)}{C_2 \text{Bi}(x) - \text{Ai}(x)} \right)^{-1}, \]

where \( C_1, C_2 \in \mathbb{R} \).

Finally, observe that although equation (64) does not admit Lie point symmetries, Theorem 4 can be used to construct the following generalized symmetries for equation (64)

\[ Z_1 = \left( -2 \text{Bi}^{(1)}(x + 1) u + \text{Bi}(x + 1) \left( u^2 + u_x + 1 \right) \right)^2 \frac{4 \text{Ai}(x + 1) \text{Bi}^{(1)}(x + 1) - 4 \text{Bi}(x + 1) \text{Ai}^{(1)}(x + 1)}{4 \text{Ai}(x) \text{Bi}^{(1)}(x) - 4 \text{Ai}^{(1)}(x) \text{Bi}(x)} \left( \partial_u + \frac{u x - u^2 + 1}{u} \partial_{u_x} \right) \]

and

\[ Z_2 = \left( -2 \text{Bi}^{(1)}(x) u + \left( u^2 + u_x - 1 \right) \text{Bi}(x) \right)^2 \frac{4 \text{Bi}^{(1)}(x) \text{Ai}(x) - 4 \text{Ai}^{(1)}(x) \text{Bi}(x)}{4 \text{Bi}^{(1)}(x) \text{Ai}(x) - 4 \text{Ai}^{(1)}(x) \text{Bi}(x)} \left( \partial_u + \frac{u x - u^2 - 1}{u} \partial_{u_x} \right). \]
Example 7.3. In the application of the procedure some difficulties can appear; in this example it is shown how the choosing of an appropriate route in the diagram of Figure 1 may help to overcome these difficulties. The equation

$$u_{xx} + \frac{u_x}{u} + \frac{1}{u} + u = 0$$  \hspace{1cm} (66)

does only admit the Lie point symmetry $v = \partial_x$. This Lie point symmetry leads to the reduced equation

$$w_y = \left(\frac{y^2 + 1}{y}\right) \frac{w^3}{y} + \frac{w^2}{y},$$  \hspace{1cm} (67)

where $y = u$ and $w = 1/u_x$. Equation (67) is an Abel equation whose solution can be given in implicit form. By substituting $y = u$ and $w = 1/u_x$ into this general solution, the first-order equation

$$\sqrt{u^2 + (u_x + 1)^2} - \text{arctanh} \left(\frac{u_x + 1}{\sqrt{u^2 + (u_x + 1)^2}}\right) = C,$$  \hspace{1cm} (68)

where $C \in \mathbb{R}$, is obtained. If (68) is expressed in the form $u_x = H(u, C)$, then the general solution of (66) becomes

$$\int \frac{du}{H(u, C)} = x + K, \quad K \in \mathbb{R}.$$  

The obtained expression for this general solution requires a primitive of the function $1/H$. Since $u_x$ cannot be isolated from (68), to obtain the general solution of (66) in a closed form seems an impossible task.

The canonical representative of the equivalence class of the pair $(\partial_x, 0)$ is the $\lambda-$symmetry $(\partial_u, \lambda_1)$, for

$$\lambda_1 = \frac{A(Q)}{Q} = -\left(\frac{1}{u} + \frac{u^2 + 1}{u_x u}\right),$$

where $Q = -u_x$ is the characteristic of $\partial_x$ and $A$ denotes the vector field associated to (66). This function $\lambda_1$ solves the determining equation (5) for equation (66). If another particular solution is searched for such determining equation, it is not difficult to find a solution which is linear in $u_x$:

$$\lambda_2 = \frac{u_x + 1}{u}.$$  

Once two $\lambda-$symmetries are known, the algorithm can be started:
1. Construct the vector fields (6):

\[ X_1 = \partial_u - \left( \frac{1}{u} + \frac{u^2 + 1}{ux u} \right) \partial_{ux} \quad \text{and} \quad X_2 = \partial_u + \frac{ux + 1}{u} \partial_{ux} \]

and the function (8): \( \rho = \frac{ux + 1}{ux u} \).

2. A function \( f_1 \) satisfying (11) can be easily determined: \( f_1 = u_x \). However, the determination of a function \( f_2 \) such that \( X_1(f_2) = \rho f_2 \) seems quite complicated. The explicit expression of \( f_2 \) will be skipped, for a moment.

3. Since \( f_1 \) is known, system (23) can be constructed and integrated by quadrature to obtain the solution \( w_2 = \arctan \left( \frac{u}{1 + ux} \right) \).

The computation of function \( w_1 \) cannot be obtained by quadrature from system (24) without the expression of \( f_2 \). Nevertheless, observe that the left hand side of (68) defines a function \( \tilde{w}_1 \) that is a first integral of \( A \) and \( \partial_x \). Since \((\partial_x,0) \sim (\partial_u,\lambda_1)\), then \( \tilde{w}_1 \) is an invariant for \( X_1 \). In coordinates \( \{x, \tilde{w}_1, w_2\} \) the equation \( X_1(f_2) = \rho f_2 \) is simple and \( f_2(x, \tilde{w}_1, w_2) = \sin(w_2) \) is a particular solution. In the original variables such function becomes

\[ f_2(x, u, u_x) = \frac{u}{\sqrt{u^2 + (ux + 1)^2}}. \]

Now system (23) is known and can be integrated by quadrature to obtain the solution

\[ w_1 = \sqrt{u^2 + (ux + 1)^2} - \ln \left| \frac{\sqrt{u^2 + (ux + 1)^2 + ux + 1}}{u} \right|. \]

4. The functions \( \phi_1(x, w_2) = A(w_2) = 1 \) and \( \phi_1(x, u_1) = A(w_1) = 0 \) provide the first-order PDEs

\[ (g_1)_x + (g_1)_{w_2} = 0 \quad \text{and} \quad (g_2)_x = 0. \]

The particular solutions \( g_1(x, w_2) = 1 \) and \( g_2(x, w_1) = 1 \) arise immediately.

5. The functions \( f_1, f_2 \) of step 2 and 3 and the functions \( g_1, g_2 \) of step 4 (expressed in terms of \( \{x, u, u_x\} \)) is all it is needed to calculate two independent first integrals \( I_1 \) and \( I_2 \) by solving by quadratures systems (42)-(43):

\[ I_1 = \sqrt{u^2 + (ux + 1)^2} - \arctanh \left( \frac{ux + 1}{\sqrt{u^2 + (ux + 1)^2}} \right), \]

\[ I_2 = x - \arctan \left( \frac{u}{ux + 1} \right). \]
By using these first integrals the general solution of equation (66) can be locally given in explicit form:

\[ u(x) = \sin(C_2 - x) \left( C_1 - \arctanh(\cos(C_2 - x)) \right), \quad C_1, C_2 \in \mathbb{R}. \] (69)

As a remark, expression (69) can be used to derive the solution in parametric form of the Abel equation (67):

\[ y = \sin(C_2 - x) \left( C_1 - \arctanh(\cos(C_2 - x)) \right), \]

\[ w = \frac{1}{\cos(C_2 - x) \left( \arctanh(\cos(C_2 - x)) - C_1 \right) - 1}. \]

8. Concluding remarks

If two non-equivalent \( \mathcal{C}^\infty \)-symmetries for a given second-order ODE are known, then the independent use of these \( \mathcal{C}^\infty \)-symmetries gives two reduced equations whose integration, not necessarily by quadrature, can provide the general solution of the ODE. In this paper we provide a new method to obtain by quadratures two independent first integrals of the ODE by the combined use of both \( \mathcal{C}^\infty \)-symmetries.

This is done by constructing a system of two commuting generalized symmetries of the ODE. From these generalized symmetries two independent first integrals of the equation arise by quadratures.

A comparative study between this new method of integration of the ODE and the reduction methods associated to the given \( \mathcal{C}^\infty \)-symmetries is also provided. Some relationships between the functions involved in the new method and integrating factors of the reduced and auxiliary equations associated to the \( \mathcal{C}^\infty \)-symmetries have been established. Such functions and the \( \mathcal{C}^\infty \)-symmetries provide an explicit formula for a Jacobi last multiplier that generalizes (for \( n = 2 \)) the classical expression in terms of Lie point symmetries.

The results have been illustrated with a family of equations of the XXVII case in the Painlevé-Gambier classification. By using two \( \lambda \)-symmetries and two fundamental sets of solutions of two second-order linear ODEs, the equations can be integrated by quadratures. Explicit expressions for the first integrals, integrating factors, a Jacobi last multiplier and the general solution have also been provided as by-products of the quadrature process.
The method has been successfully applied to integrate by quadratures 2nd-order ODEs lacking Lie point symmetries or admitting just one Lie point symmetry.

The results presented in this paper could provide novel methods to find exact solutions of nonlinear ordinary and partial differential equations as well as establish new connections between analytical methods which are widely used in the contemporary literature [27][28][29].
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