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1. Introduction

A pure semigroup automaton is a three-sorted algebraic structure of the form \((A, \Gamma, B)\), where \(\Gamma\) is a semigroup, \(A, B\) are the sets, and the axioms \(a \circ \gamma_1 \gamma_2 = (a \circ \gamma_1) \circ \gamma_2, a \ast \gamma_1 \gamma_2 = (a \circ \gamma_1) \ast \gamma_2\) are fulfilled for the operations \(\circ : A \times \Gamma \to A\) and \(\ast : A \times \Gamma \to B\). The complexity theory of such automata is well known (see, for example [8], [5], [6]). The basis of this theory constitutes the famous Krohn-Rhodes decomposition theory of pure (semigroup) automata (see [7,9], [3,12], [11,14], etc.). This theory has many generalizations ([12], [13], [15]).
Suppose that we have a (finite) semigroup automaton $\mathcal{A}$. The Krohn-Rhodes theory basically says that any semigroup automaton $\mathcal{A}$ can be built up by cascading simple group automata, which divide $\mathcal{A}$, with certain trivial automata, the so-called "flips-flops". We would prefer to say that the Krohn-Rhodes Theorem allows to decompose any finite semigroup automaton into indecomposable (irreducible) bricks, via the construction of cascade connection of automata. The cascade connection of semigroup automata $\mathcal{A}_1$ and $\mathcal{A}_2$ is tightly related to wreath product of automata. It can be seen that every cascade connection of the automata is embedded into their wreath product. The wreath product construction leads to the decomposition of pure automata and to the definition of Krohn-Rhodes complexity (KR-complexity) of the automaton. Recall that

**Definition 1.1.** The Krohn-Rhodes complexity (group complexity) of a pure semigroup automaton $\mathcal{A}$ is the least number of group automata in the Krohn-Rhodes decomposition of $\mathcal{A}$.

The main goal of the paper is to introduce the notion of complexity of a linear automaton (see Section 3 for the definition). This notion is ultimately related to the decompositions of linear automata. The study of these decompositions is also one of the main objectives of the paper. In order to define complexity for linear automata, we have to use three operations, namely, the operations of triangular product of linear automata, wreath product of pure automata and wreath product of a linear automaton with a pure one which returns a linear automaton.

The paper is organized as follows. Our main goal, that is the definition of complexity of a linear automaton, is considered in Section 9. The preceding sections serve the aim to get all notions ready for Section 9. In particular, Sections 2 and 3 introduce the notions of a pure semigroup and a linear semigroup automaton, respectively. Sections 4 - 8 are devoted to above-mentioned operations and to the relation of divisibility of automata. Namely, Section 4 deals with the construction of cascade connection of pure automata, in Sections 5 and 6 cascade connection of linear automata is considered and, correspondingly, the operation of triangular product of linear automata is discussed, and in Section 7 the operation of wreath product of a linear automaton and a pure one is treated. Finally, in Section 8 we recall the main decomposition theorems.

In order to make the idea which rules the way to the definition of linear automata complexity more transparent we shall sketch here our strategy.

**Strategy.** Recall that an automaton $\Lambda_1$ is a divisor of an automaton $\Lambda_2$ if $\Lambda_1$ is a homomorphic image of a sub-automaton of $\Lambda_2$. Denote this relation as
Λ₁ | Λ₂. A natural way to define the complexity of an automaton is to present this automaton as a divisor of some product of indecomposable automata (indecomposable with respect to the chosen operation).

Decomposition operations and decomposition process allows us to determine atoms (indecomposable elements) of the decomposition. Complexity of a linear automaton can be defined either as the minimal number of atoms in the decompositions or as the minimal number of operations. So the whole point is to determine the decomposition operations for the case of linear automata, to find out how the atoms look like, and to define the decomposition process.

Suppose we deal with a linear automaton Λ = (A, Γ, B) where A and B are finite dimensional vector spaces over a field K and Γ is a finite semigroup. We shall take into account the linear nature of the automaton Λ, the Krohn-Rhodes complexity of Γ, and their interaction.

Step 1. Linearity. Here, the main role is played by the operation of triangular product of automata. There exists a canonical representation of Λ as a divisor of the triangular product of atoms (Ai, Γ), where each (Ai, Γ) is a faithful irreducible representation. Warning: note that a linear representation (A, Γ), such that A has no invariant subspaces, is irreducible. This is a linear atom in the sense of action of the semigroup Γ on A. However, it is not an atom of the full decomposition of Λ yet, since we have not exhausted the decomposition possibilities using additional operations of the wreath product type and have not worked with Γ.

Step 2. Compression. It is known [2] that there is a correspondence between representations of arbitrary finite semigroups and of completely 0-simple semigroups. It gives a reduction from arbitrary (A, Γ) to (A, Σ), where Σ is completely 0-simple. We call such a process compression.

Step 3. Wreath products. Besides decomposition of an automaton into the triangular product we use the construction of wreath products of the form (A, Γ, B) wr (Y, Γ′), where Y is a set and Γ′ is either a semigroup or a group, acting on Y. The result of wreath product of such form is also a linear automaton. Warning: indecomposable (with respect to triangular product) automata admit further decomposition using wreath products.

Now we are in the position when the acting semigroup Γ is completely 0-simple, and one can represent Γ as a divisor of the wreath product of a group and a ”flip-flop”. Combining this fact with the just defined wreath product of a linear automaton and a semigroup (pure) automaton we arrive to the decomposition of the linear atom (A, Γ) into the wreath product of a linear group automaton and a ”flip-flop”.

Step 4. According to step 1 the linear automaton $\Lambda$ is a divisor of a triangular product of irreducible representations of the semigroup $\Gamma$. Using steps 2 and 3 and some properties of the introduced operations one can get that $\Lambda$ is a divisor of a triangular product of wreath products, where each factor is either an irreducible representation $(A_i, G_i)$ of a group $G_i$, or a "flip-flop" automaton.

Step 5. Since the group $G_i$ is not necessarily simple there is a room for further reduction. In order to finish the process one should apply the constructions of triangular product and wreath product of a linear and pure automata to the obtained irreducible group representation $(A_i, G_i)$. Then, the indecomposable factors will be linear group automata with acting simple group and "flip-flops" (trivial factors). It remains to calculate either the number of non-trivial factors, or the number of operations involved.

We do not prove new theorems in the paper, using some material from [11] instead. The main emphasis is put on organization of a decomposition process which allows us to get the notion of the complexity of a linear automaton as an output.

2. Pure semigroup automata

Recall, (see Introduction) that a pure semigroup automaton is a triple $(A, \Gamma, B)$, where $\Gamma$ is a semigroup, $A$, $B$ are the sets, and the operations $\circ$ and $\ast$ are correlated with the operation in the semigroup:

\[
a \circ \gamma_1 \gamma_2 = (a \circ \gamma_1) \circ \gamma_2,
\]

\[
a \ast \gamma_1 \gamma_2 = (a \circ \gamma_1) \ast \gamma_2.
\]

Given sets $A$ and $B$, denote by $S_A$ the semigroup of transformations of the set $A$ and by $\text{Fun}(A, B)$ the set of mappings from $A$ to $B$. Consider the Cartesian product $S_{A,B} = S_A \times \text{Fun}(A, B)$. Here $S_{A,B}$ is a semigroup with respect to the multiplication: $(\sigma_1, \varphi_1)(\sigma_2, \varphi_2) = (\sigma_1 \sigma_2, \sigma_1 \varphi_2)$, $\sigma \in S_A$, $\varphi \in \text{Fun}(A, B)$. Define an automaton $(A, S_{A,B}, B)$ by the rule: $a \circ (\sigma, \varphi) = a \sigma$, $a \ast (\sigma, \varphi) = a \varphi$. Any semigroup automaton $(A, \Gamma, B)$ is determined by a homomorphism $\Gamma \to S_{A,B}$. In this sense the automaton $(A, S_{A,B}, B)$ is universal.

Consider a pure automaton $(A, X, B)$, where $X$ is a set. We have a mapping $X \to S_{A,B}$. Let $F(X)$ be the free semigroup over the set $X$. The initial mapping is extended up to a homomorphism $\mu : F(X) \to S_{A,B}$, which determines a semigroup automaton $(A, F(X), B)$. We can pass from $(A, F(X), B)$ to a faithful semigroup automaton $(A, \Gamma, B)$ where $\Gamma$ is a result of factorization of the semigroup $F(X)$ by the kernel of $\mu$. So, a pure automaton $(A, X, B)$ gives rise to a faithful semigroup automaton $(A, \Gamma, B)$. This transition allows us to construct a decomposition theory for pure automata (Krohn-Rhodes theory).
3. Semigroup Linear Automata

The same reasoning can be repeated for linear automata. Given linear spaces $A$ and $B$ over a field $P$, take a semigroup (associative algebra) of endomorphisms $\text{End}(A)$ and a space of homomorphisms $\text{Hom}(A, B)$. Take a Cartesian product $\text{End}(A, B) = \text{End}(A) \times \text{Hom}(A, B)$. As in Section 2, proceed from the multiplication $(\sigma_1, \varphi_1)(\sigma_2, \varphi_2) = (\sigma_1\sigma_2, \sigma_1\varphi_2)$ and get a semigroup $\text{End}(A, B)$. We can repeat almost literally the material from the previous section and get a semigroup linear automaton $(A, \text{End}(A, B), B)$, but we will make one more step and generalize the notion of a linear automaton.

We shall use the language of matrices. Represent an element $(\sigma, \varphi)$ of $\text{End}(A, B)$ by a matrix

$$
\begin{pmatrix}
\sigma & \varphi \\
0 & 0 \\
\end{pmatrix}.
$$

Then,

$$
\begin{pmatrix}
\sigma_1 & \varphi_1 \\
0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
\sigma_2 & \varphi_2 \\
0 & 0 \\
\end{pmatrix} =
\begin{pmatrix}
\sigma_1\sigma_2 & \sigma_1\varphi_2 \\
0 & 0 \\
\end{pmatrix}
$$

This motivates the above definition of multiplication in the semigroup $\text{End}(A, B)$, as well as gives an opportunity to consider matrices of the form

$$
\begin{pmatrix}
\sigma & \varphi \\
0 & \sigma' \\
\end{pmatrix},
$$

where $\sigma' \in \text{End}(B)$, with the usual matrix multiplication

$$
\begin{pmatrix}
\sigma_1 & \varphi_1 \\
0 & \sigma'_1 \\
\end{pmatrix}
\begin{pmatrix}
\sigma_2 & \varphi_2 \\
0 & \sigma'_2 \\
\end{pmatrix} =
\begin{pmatrix}
\sigma_1\sigma_2 & \sigma_1\varphi_2 + \varphi_1\sigma'_2 \\
0 & \sigma'_1\sigma'_2 \\
\end{pmatrix}
$$

Denote this semigroup of triangular matrices by the same $\text{End}(A, B)$. The semigroup $\text{End}(A, B)$ acts also in $B$. We represent the semigroup $\text{End}(A, B)$ in the matrix form:

$$
\text{End}(A, B) = \begin{pmatrix}
\text{End}(A) & \text{Hom}(A, B) \\
0 & \text{End}(B) \\
\end{pmatrix}
$$

It leads to the automaton $(A, \text{End}(A, B), B)$. Here

$$
a \circ \begin{pmatrix}
\sigma & \varphi \\
0 & \sigma' \\
\end{pmatrix} = a\sigma, \quad a \ast \begin{pmatrix}
\sigma & \varphi \\
0 & \sigma' \\
\end{pmatrix} = a\varphi, \quad b \circ \begin{pmatrix}
\sigma & \varphi \\
0 & \sigma' \\
\end{pmatrix} = b\sigma'.
$$

This example hints the definition of a semigroup linear automaton.
Definition 3.1. A linear automaton is a triple \((A, \Gamma, B)\), where \(A\) and \(B\) are modules over \(K\), and \(\Gamma\) is a semigroup acting in \(A\), from \(A\) to \(B\) and in \(B\). The corresponding operations of actions \(\circ, \cdot\) and \(*\) should satisfy the conditions:

1. \[a \circ \gamma_1 \gamma_2 = (a \circ \gamma_1) \circ \gamma_2,\]
2. \[a * \gamma_1 \gamma_2 = (a \circ \gamma_1) * \gamma_2 + (a * \gamma_1) \circ \gamma_2,\]
3. \[b \cdot \gamma_1 \gamma_2 = (b \cdot \gamma_1) \cdot \gamma_2.\]

Here \(a \in A, b \in B, \gamma_1, \gamma_2 \in \Gamma\). The automaton \((A, End(A, B), B)\) is a universal semigroup linear automaton and each automaton \((A, \Gamma, B)\) is determined by a homomorphism \(\mu : \Gamma \rightarrow End(A, B)\). Faithfulness of an automaton means faithfulness of a homomorphism \(\mu\). To a linear automaton \((A, X, B)\) corresponds an automaton \((A, F(X), B)\) and a faithful automaton \((A, \Gamma, B)\).

4. Cascade connection of pure automata

We start the topic of constructions in automata theory. Cascade connections discussed here generalize parallel and serial connections of pure automata.

Let (pure) automata \((A_1, X_1, B_1)\) and \((A_2, X_2, B_2)\) be given. Their cascade connection has the form \((A_1 \times A_2, X, B_1 \times B_2)\), where \(X\) is a set equipped by the mappings:

\[
\alpha : X \times A_2 \rightarrow X_1, \quad \beta : X \rightarrow X_2.
\]

We set:

\[
(a_1, a_2) \circ x = (a_1 \circ \alpha(x, a_2), a_2 \circ \beta(x)),
\]
\[
(a_1, a_2) * x = (a_1 * \alpha(x, a_2), a_2 * \beta(x)).
\]

The obtained automaton \((A_1 \times A_2, X, B_1 \times B_2)\) is the cascade connection of \((A_1, X_1, B_1)\) and \((A_2, X_2, B_2)\) determined by a triple \((X, \alpha, \beta)\).

The category of such triples with the given automata \((A_1, X_1, B_1)\) and \((A_2, X_2, B_2)\) is defined naturally. Its morphisms \(\mu : (X, \alpha, \beta) \rightarrow (X', \alpha', \beta')\) are presented by commutative diagrams

\[
\begin{array}{ccc}
X \times A_2 & \xrightarrow{\alpha} & X_1 \\
\mu & \downarrow & \downarrow \alpha' \\
X' \times A_2 & \xrightarrow{\beta} & X_2
\end{array}
\]

where \(\mu(x, a_2) = (\mu(x), a_2)\). The category of triples determines the category of all cascade connections of the given automata.

The same construction works for semigroup automata. Given automata \((A_1, \Gamma_1, B_1)\) and \((A_2, \Gamma_2, B_2)\), consider the triples \((\Gamma, \alpha, \beta)\). Here \(\beta : \Gamma \rightarrow \Gamma_2\) is a homomorphism of semigroups and \(\alpha : \Gamma \times A_2 \rightarrow \Gamma_1\) satisfies the condition \(\alpha(\gamma_1 \gamma_2, a) = \alpha(\gamma_1, a) \alpha(\gamma_2, a \circ \beta(\gamma_1)), \gamma_1, \gamma_2 \in \Gamma, a \in A_2\). In this framework
the corresponding cascade connection \((A_1 \times A_2, \Gamma, B_1 \times B_2)\) is a semigroup automaton, and, besides, there is a category of cascade connections for the given pair of semigroup automata.

Such a category has a universal terminal object, called the \textit{wreath product} of the given automata and denoted by

\[(A_1, \Gamma_1, B_1) \ wr (A_2, \Gamma_2, B_2).\]

By the definition of a terminal object, every cascade connection of the given automata is embedded into their wreath product.

This universal object can be constructed in the very transparent way. Take the semigroup \(\Gamma_1^{A_2}\) whose elements are mappings \(\tilde{\gamma}_1 : A_2 \to \Gamma_1, \tilde{\gamma}_1(a_2) = \gamma_1 \in \Gamma_1\). The semigroup \(\Gamma_2\) acts in \(\Gamma_1^{A_2}\) by the rule \((\gamma_1 \circ \gamma_2)(a_2) = \gamma_1(a_2 \circ \gamma_2)\). Consider the semidirect product \(\Gamma = \Gamma_1^{A_2} \rtimes \Gamma_2\) with the multiplication \((\tilde{\gamma}_1, \gamma_2)(\tilde{\gamma}_1', \gamma_2') = (\tilde{\gamma}_1 \cdot (\gamma_1 \circ \gamma_2), \gamma_2 \gamma_2')\). This is the wreath product of semigroups \(\Gamma_1 \ wr^{A_2} \Gamma_2\). Setting \(\alpha((\tilde{\gamma}_1, \gamma_2), a_2) = \tilde{\gamma}_1(a_2)\) we define \(\alpha : \Gamma \times A_2 \to \Gamma_1\). Setting \(\beta(\tilde{\gamma}_1, \gamma_2) = \gamma_2\) we get \(\beta : \Gamma \to \Gamma_2\). The necessary conditions for \((\Gamma, \alpha, \beta)\) to be the terminal object are checked and we come up with the automaton

\[(A_1 \times A_2, \Gamma_1^{wr^{A_2}} \Gamma_2, B_1 \times B_2) = (A_1, \Gamma_1, B_1) \ wr (A_2, \Gamma_2, B_2).\]

The wreath product construction works in the Krohn-Rhodes theory which leads to the decomposition of pure automata and to the definition of complexity of this decomposition.

5. \textit{Linear Automata and Representations of Semigroups}

We denote a representation of the semigroup \(\Gamma\) in a \(K\)-module \(A\) by \((A, \Gamma)\). The representations are treated as semi-automata with the single operation \(\circ : A \times \Gamma \to A\) subject to the condition \(a \circ \gamma_1 \gamma_2 = (a \circ \gamma_1) \circ \gamma_2\). This means that \(a \to a \circ \gamma\) is an endomorphism of \(A\).

Let \((A, \Gamma_1)\) and \((B, \Gamma_2)\) be faithful representations. Denote by \((A, \Gamma_1)^{\triangledown} (B, \Gamma_2) = (A \oplus B, \Gamma)\) the triangular product of the representations \((A, \Gamma_1)\) and \((B, \Gamma_2)\). Here the semigroup \(\Gamma\) is the semigroup of triangular matrices

\[\gamma = \begin{pmatrix} \gamma_1 & \varphi \\ 0 & \gamma_2 \end{pmatrix}\]

where \(\gamma_1 \in \Gamma_1, \gamma_2 \in \Gamma_2, \varphi \in Hom(A, B)\), and the automaton operation \(\circ\) in \((A, \Gamma_1)^{\triangledown} (B, \Gamma_2)\) is defined by \((a + b) \circ \gamma = a \circ \gamma_1 + (a\varphi + b\gamma_2)\). The same semigroup \(\Gamma\) determines an automaton \((A, \Gamma, B)\). Here \(a \circ \gamma = a\gamma_1, b \cdot \gamma = b\gamma_2, a \ast \gamma = a\varphi\). However, not every automaton can be obtained from a triangular product of representations.
Let us define the notion of cascade connection of representations. Given faithful representations $(A,\Gamma_1)$ and $(B,\Gamma_2)$, their cascade connection has the form $(A \oplus B, \Gamma)$. Besides, the following two conditions should be fulfilled:

1. The subspace $B$ in $A \oplus B$ is invariant in respect to $\Gamma$, and the faithful representation corresponding to $(B, \Gamma)$ should be isomorphic to $(B, \Gamma_2)$.
2. In the representation $(A \oplus B/B, \Gamma)$ the corresponding faithful representation should be isomorphic to $(A, \Gamma_1)$.

Let us present several examples of cascade connections.

1. Parallel connection $(A, \Gamma_1) \times (B, \Gamma_2) = (A \oplus B, \Gamma_1 \times \Gamma_2)$.
2. Triangular product $(A, \Gamma_1) \triangledown (B, \Gamma_2)$.
3. If $(A, \Gamma, B)$ is an automaton, then the corresponding representation $(A \oplus B, \Gamma)$ defined by $(a + b) \circ \gamma = a \circ \gamma_1 + (a \ast \gamma + b \cdot \gamma_2)$ is a cascade connection of faithful representations $(A, \Gamma_1)$ and $(B, \Gamma_2)$.

Cascade connections of the representations $(A, \Gamma_1)$ and $(B, \Gamma_2)$ can be built as follows. Fix natural projections $\delta_1 : A \oplus B \rightarrow B$ and $\delta_2 : A \oplus B \rightarrow A$. Consider triples of the form $(\Gamma, \alpha, \beta)$ with homomorphisms of semigroups $\alpha : \Gamma \rightarrow \Gamma_1$ and $\beta : \Gamma \rightarrow \Gamma_2$. Every triple $(\Gamma, \alpha, \beta)$, satisfying

$$\delta_2 \gamma = \delta_2 \gamma^\beta, \quad \gamma \delta_1 = \delta_1 \gamma^\alpha,$$

for every $\gamma \in \Gamma$, determines a cascade connection $(A \oplus B, \Gamma)$ of representations $(A, \Gamma_1)$ and $(B, \Gamma_2)$.

The category of cascade connections of faithful representations $(A, \Gamma_1)$ and $(B, \Gamma_2)$ is defined by morphisms (homomorphisms) of representations. One can prove that this category has a terminal object which is the triangular product of representations

$$(A, \Gamma_1) \triangledown (B, \Gamma_2).$$

6. Cascade connections and the triangular product of automata

Let us define a cascade connection of linear automata $\Lambda_1 = (A_1, \Gamma_1, B_1)$ and $\Lambda_2 = (A_2, \Gamma_2, B_2)$. Along with $\Lambda_1$ and $\Lambda_2$ we have representations $(A_1, \Gamma_1)$, $(B_1, \Gamma_1)$, $(A_2, \Gamma_2)$, $(B_2, \Gamma_2)$. Proceed to faithful representations $(A_1, \Gamma^1_1)$, $(B_1, \Gamma^1_1)$, $(A_2, \Gamma^1_2)$, $(B_2, \Gamma^1_2)$. Take a cascade connection of $(A_1, \Gamma^1_1)$ and $(A_2, \Gamma^1_2)$ and denote it by $(A_1 \oplus A_2, \Sigma_1)$. Denote a cascade connection of $(B_1, \Gamma^1_2)$ and $(B_2, \Gamma^1_2)$ by $(B_1 \oplus B_2, \Sigma_2)$. Assume these cascade connections to be faithful and take a cascade connection $((A_1 \oplus A_2) \oplus (B_1 \oplus B_2), \Gamma)$ of these cascade connections. The corresponding automaton $(A_1 \oplus A_2, \Gamma, B_1 \oplus B_2)$ is said to be a cascade connection of automata $\Lambda_1$ and $\Lambda_2$. 
The category of cascade connections of representations gives rise to the category of cascade connections of automata.

**Definition 6.1.** The category of cascade connections of automata $\Lambda_1$ and $\Lambda_2$ possesses a universal terminal object. This object is called the triangular product $\Lambda_1 \nabla \Lambda_2$ of the given automata $\Lambda_1$ and $\Lambda_2$. We use also the notation

$$(A_1 \oplus A_2, \Gamma, B_1 \oplus B_2) = (A_1, \Gamma_1, B_1) \nabla (A_2, \Gamma_2, B_2).$$

For the explicit construction of $\Lambda_1 \nabla \Lambda_2$ we shall use the language of matrices. We shall define the semigroup $\Gamma$ and the corresponding actions. Take first the triangular product of faithful representations $(A_1, \Gamma_1)$ and $(A_2, \Gamma_2)$. The corresponding matrices have the form

$$\gamma = \begin{pmatrix} \gamma_1 & \varphi \\ 0 & \gamma_2 \end{pmatrix}$$

where $\gamma_1 \in \Gamma_1^1$, $\gamma_2 \in \Gamma_2^1$, $\varphi \in Hom(A_1, A_2)$. Similarly, we take matrices

$$\gamma' = \begin{pmatrix} \gamma_1' & \varphi' \\ 0 & \gamma_2' \end{pmatrix}$$

where $\gamma_1' \in \Gamma_1^2$, $\gamma_2' \in \Gamma_2^2$, $\varphi' \in Hom(B_1, B_2)$ for $B_1$ and $B_2$.

Taking again the triangular product of these two representations we get the semigroup $\Gamma$ of matrices of the form

$$\begin{pmatrix} \gamma_1 & \varphi & \varphi_{13} & \varphi_{14} \\ 0 & \gamma_2 & \varphi_{23} & \varphi_{24} \\ 0 & 0 & \gamma_1' & \varphi' \\ 0 & 0 & 0 & \gamma_2' \end{pmatrix}$$

Here the matrix

$$\begin{pmatrix} \varphi_{13} & \varphi_{14} \\ \varphi_{23} & \varphi_{24} \end{pmatrix}$$

determines $Hom(A_1 \oplus A_2, B_1 \oplus B_2)$, and $\varphi_{13} : A_1 \to B_1$, $\varphi_{14} : A_1 \to B_2$, $\varphi_{23} : A_2 \to B_1$ and $\varphi_{24} : A_2 \to B_2$. The semigroup $\Gamma$ and the related operations $\circ : (A_1 \oplus A_2) \times \Gamma \to (A_1 \oplus A_2)$, $* : (A_1 \oplus A_2) \times \Gamma \to (B_1 \oplus B_2)$, and $\cdot : (B_1 \oplus B_2) \times \Gamma \to (B_1 \oplus B_2)$ determine the triangular product $\Lambda_1 \nabla \Lambda_2 = (A_1 \oplus A_2, \Gamma, B_1 \oplus B_2)$ of the given automata.

The triangular product of automata is an associative operation, used for the decomposition of linear automata. Another necessary operation is defined in the next section. The notion of the triangular product of linear representations is considered in the books [10], [14].
7. Wreath Product of a Linear Automaton and a Pure One

Let $\Lambda = (A, \Gamma, B)$ be a linear automaton and $\Psi = (X, \Sigma)$ a pure representation of the semigroup $\Sigma$ which is a pure semi-automaton. Our aim is to define their wreath product $\Lambda \ wr \ \Psi$ which is a linear automaton as well. First of all, linearize $\Psi$. This means that we take the linear semi-automaton $(KX, \Sigma)$, where $KX$ is the linear envelope of $X$ over the ground field $K$. Take further the wreath product of semigroups $\Gamma \ wr X \Sigma = \Gamma X \times \Sigma$ whose elements have the form $(\bar{\gamma}, \sigma), \bar{\gamma} : X \to \Gamma, \sigma \in \Sigma$. Define the linear automaton

$$\Lambda \ wr \ \Psi = (A \otimes KX, (\Gamma \ wr X \Sigma, B \otimes KX)).$$

Here $\otimes$ denotes tensor product of spaces over $K$. Operations $\circ$, $\cdot$ and $\ast$ are defined on generators. Let $a \in A$ and $b \in B$. We set:

$$(a \otimes x) \circ (\bar{\gamma}, \sigma) = (a \circ \bar{\gamma}(x)) \otimes x \sigma,$$

$$(b \otimes x) \cdot (\bar{\gamma}, \sigma) = (b \cdot \bar{\gamma}(x)) \otimes x \sigma,$$

$$(a \otimes x) \ast (\bar{\gamma}, \sigma) = (a \ast \bar{\gamma}(x)) \otimes x \sigma.$$ 

This determines the wreath product $\Lambda \ wr \ \Psi$ of the linear automaton $\Lambda = (A, \Gamma, B)$ and the representation $\Psi = (X, \Sigma)$.

Define also a cascade connection of the linear automaton $(A, \Gamma_1, B)$ with a pure one $(X, \Gamma_2)$. Consider first the triples $(\Gamma, \alpha, \beta)$ where $\alpha : X \times \Gamma_1 \to \Gamma_1$ is a map subject to the condition

$$\alpha(x, \gamma_1 \gamma_2) = \alpha(x, \gamma_1) \alpha(x \circ \beta(\gamma_1), \gamma_2),$$

and $\beta$ is a homomorphism of semigroups $\Gamma \to \Gamma_2$.

Define the linear automaton $(A \otimes KX, \Gamma, B \otimes KX)$ by the following rules:

$$(a \otimes x) \circ \gamma = (((a \circ \alpha(x, \gamma)) \otimes (x \circ \beta(\gamma))),$$

$$(a \otimes x) \ast \gamma = (((a \ast \alpha(x, \gamma)) \otimes (x \circ \beta(\gamma))),$$

$$(b \otimes x) \cdot \gamma = (((b \cdot \alpha(x, \gamma)) \otimes (x \cdot \beta(\gamma))).$$

An automaton of the type $(A \otimes KX, \Gamma, B \otimes KX)$ is called a cascade connection of the linear automaton $(A, \Gamma_1, B)$ with the pure one $(X, \Gamma_2)$. Consider the category of all cascade connections of this form. This category has the terminal object which is the wreath product of the linear automaton $(A, \Gamma_1, B)$ and the pure automaton $(X, \Gamma_2)$.

Proceed further from a semi-automaton $\Lambda = (A, \Gamma)$. Then [11],

1. $(\Lambda \ wr \ \Psi_1) \ wr \ \Psi_2 = \Lambda \ wr \ (\Psi_1 \ wr \ \Psi_2),$
2. $\Lambda_1 \nabla (\Lambda_2 \ wr \ \Psi) \subset (\Lambda_1 \nabla \Lambda_2) \ wr \ \Psi,$
3. $(\Lambda_1 \nabla \Lambda_2) \ wr \ \Psi \subset (\Lambda_1 \ wr \ \Psi) \nabla (\Lambda_2 \ wr \ \Psi).$
8. Decomposition

Let $\mathfrak{A}_1$ and $\mathfrak{A}_2$ be two algebras in an arbitrary variety of algebras (multi-
sorted in general). The following definition is well-known.

**Definition 8.1.** An algebra $\mathfrak{A}_i$ is called a divisor of $\mathfrak{A}_2$ if $\mathfrak{A}_1$ is a homomorphic
image of a subalgebra in $\mathfrak{A}_2$. We denote $\mathfrak{A}_1|\mathfrak{A}_2$.

In our situation if $\Lambda_1|\Lambda_2$, $\Psi_1|\Psi_2$, then $(\Lambda_1 \, wr \, \Psi_1)|(\Lambda_2 \, wr \, \Psi_2)$. This relation
works in the decomposition theory of linear automata. It is evident that
$\Lambda_1|\Lambda_2 \& \Lambda_2|\Lambda_3$ implies $\Lambda_1|\Lambda_3$.

**Definition 8.2.** A linear automaton $\Lambda_i = \nabla_i(\Lambda_i \, wr \, \Phi_i)$ determines a correct
decomposition of the automaton $\Lambda$ if $\Lambda|\Lambda_1$, and $\Lambda_i|\Lambda_i$ for all $i$. We denote a
correct decomposition by $\Lambda \cong \Lambda_1$.

**Lemma 8.3.** Correct decompositions are transitive in the following sense. Let $\Lambda \cong \Lambda_1 = \nabla_i(\Lambda_i \, wr \, \Phi_i)$, and $\Lambda_i \cong \Lambda_i' = \nabla_j(\Lambda_{ij} \, wr \, \Phi_{ij})$ for each $i$. Define
$\Lambda_2 = \nabla_{ij}(\Lambda_{ij} \, wr \, \Phi_{ij}) \, wr \, \Phi_i$. Then $\Lambda \cong \Lambda_2$.

**Proof.** Assume that $\Lambda \cong \Lambda_1 = \nabla_i(\Lambda_i \, wr \, \Phi_i)$, and that $\Lambda_i \cong \Lambda_i' = \nabla_j(\Lambda_{ij} \, wr \, \Phi_{ij})$ for each $i$. Substitute $\Lambda_i$ by $\Lambda_i'$ in $\Lambda_1 = \nabla_i(\Lambda_i \, wr \, \Phi_i)$. We get
$$\Lambda_2 = \nabla_{ij}(\Lambda_{ij} \, wr \, \Phi_{ij}) \, wr \, \Phi_i = \nabla_{ij}(\Lambda_{ij} \, wr \, (\Phi_{ij} \, wr \, \Phi_i))$$

By the definition, we have the following properties:

- $\Lambda_1|\Lambda_1'$ & $\Lambda_2|\Lambda_2'$ implies $\Lambda_1 \nabla \Lambda_2|\Lambda_1' \nabla \Lambda_2'$,
- $\Lambda_1|\Lambda'$ & $\Phi|\Phi'$ implies $\Lambda \, wr \, \Phi|\Lambda' \, wr \, \Phi'$.

These properties are valid for any number of factors.

Since $\Lambda_i \cong \Lambda_i'$, we have $\Lambda_i \, wr \, \Phi_i|\Lambda_i' \, wr \, \Phi_i$. Since $\Lambda_i' = \nabla_j(\Lambda_{ij} \, wr \, \Phi_{ij})$, we get $\Lambda_i \, wr \, \Phi_i|\nabla_j(\Lambda_{ij} \, wr \, \Phi_{ij}) \, wr \, \Phi_i$ which gives also
$\Lambda_i \, wr \, \Phi_i|\nabla_j(\Lambda_{ij} \, wr \, (\Phi_{ij} \, wr \, \Phi_i))$. Take triangular products by $i$ and get
$\Lambda_1|\Lambda_2$. Since $\Lambda_1|\Lambda_1$, then $\Lambda_1|\Lambda_2$. We have also $\Lambda_{ij}|\Lambda_i$ and $\Lambda_i|\Lambda$. This gives $\Lambda_{ij}|\Lambda$, which leads to the correct decomposition $\Lambda \cong \Lambda_2$. $\square$

We shall use some results from [11]. Consider, first, the linear decomposition of
automata.

**Definition 8.4.** An automaton $\Lambda$ is linearly decomposable into automata $\Lambda_i$, if $\Lambda_i|\Lambda$ and $\Lambda|\nabla_i\Lambda_i$, where $i = 1, \ldots, k$.

The idea of linear complexity relies on the next two theorems which deal with
linear decomposition of automata. Given a faithful automaton $\Lambda = (A, \Gamma, B)$,
take subspaces $A_0$ in $A$ and $B_0$ in $B$ invariant under $\Gamma$. Suppose that $a \ast \gamma \in B_0$.
holds for every $a \in A_0$ and $\gamma \in \Gamma$. This leads to automata $(A_0, \Gamma, B_0)$ and $(A/A_0, \Gamma, B/B_0)$. Let us pass to faithful automata $\Lambda_1 = (A_0, \Gamma_1, B_0)$ and $\Lambda_2 = (A/A_0, \Gamma_2, B/B_0)$. Both automata $\Lambda_1$ and $\Lambda_2$ are divisors of the automaton $\Lambda$.

The following theorem holds:

**Theorem 8.5.** An automaton $\Lambda$ is a divisor of a triangular product $\Lambda_1 \triangledown \Lambda_2$.

Thus, $\Lambda$ is linearly decomposable into a triangular product $\Lambda_1$ and $\Lambda_2$. One can prove also that an automaton $(A, \Gamma, B)$ is indecomposable into a triangular product (i.e., linearly indecomposable) if and only if either this automaton is a semi-automaton $(A, \Gamma, 0)$ and the representation $(A, \Gamma)$ is irreducible, or it is $(0, \Gamma, B)$ and the representation $(B, \Gamma)$ is irreducible.

Let, further, $A$ and $B$ have $\Gamma$-composition series of lengths $n$ and $m$, respectively.

**Theorem 8.6.** An automaton $(A, \Gamma, B)$ is linearly decomposable into $n + m$ indecomposable factors. All of them are semi-automata (representations).

The number $n + m$ is an invariant of the automaton. We can consider this number as a measure of the linear complexity of an automaton. In particular, if $A$ and $B$ are finitely dimension spaces, then there are finite compositional series and Theorem 8.6 is applicable. Let, for example, $\Gamma$ act triangularly in $A$ and $B$ and $n$ and $m$ be dimensions of $A$ and $B$ respectively. Then the linear complexity of the automaton is $n + m$.

**Remark 8.7.** In the papers [6], [5] the triangular (and unitriangular) matrix semigroups over a finite field are considered. These semigroups are finite and in [6] the Krohn-Rhodes complexity of these semigroups are calculated. The complexity does not depend on a ground field and equals $n$ for the matrices of rank $(n + 1)$. This means that we consider the semigroup as an abstract semigroup and use the operation of wreath product of semigroups for a decomposition.

In view of Theorem 8.6, from here on we will treat solely semi-automata. Let $(A, \Gamma)$ be an irreducible semi-automaton. It is linearly indecomposable but one may consider its further decomposition using wreath product. We need here some semigroup background [2].

A subset $H$ in $\Gamma$ is an ideal if it is invariant under left and right multiplications in $\Gamma$. Consider semigroups with zero. Such a semigroup $\Gamma$ is called 0-simple if $\Gamma$ has no ideals except 0 and $\Gamma$ itself and $\gamma^2 \neq 0$ for some $\gamma \in \Gamma$. A semigroup $\Gamma$ is completely 0-simple if it is 0-simple and contains a primitive idempotent. If $\Gamma$ is finite, then there is no difference between 0-simple and completely 0-simple semigroups. If $\Gamma$ is a semigroup without zero and without
proper ideals, then, adding zero, we get a completely 0-simple semigroup. In particular, if \( \Gamma \) is a group, then, adding zero, we get a completely 0-simple semigroup.

According to the well-known Rees theory [2], each completely 0-simple semigroup has a special Rees matrix representation \( \Gamma = (X, G, Y, [X, Y]) \) where \( X \) and \( Y \) are sets, \( G \) is a group with formally added zero and \( P = [X, Y] \) is a sandwich matrix. To every pair \( x \) and \( y \), \( x \in X \), \( y \in Y \), it corresponds an element \( g = [y, x] \in G \) which is also an element of the matrix \( P \). Elements of \( \Gamma \) are represented as triples \((x, g, y)\) and multiplication is defined by the rule
\[
(x_1, g_1, y_1)(x_2, g_2, y_2) = (x_1, g_1[y_1, x_2]g_2, y_2).
\]

Take a set \( M \) and relate to it two semigroups \( M_l \) and \( M_r \). In \( M_l \) we have \( m_1 m_2 = m_1 \) for \( m_1, m_2 \in M \), in \( M_r \) analogously: \( m_1 m_2 = m_2 \). We will use the pure semi-automaton \((M, M_r)\), \( m_1 \circ m_2 = m_1 m_2 = m_2 \) naturally arising here.

Let \( \Gamma \) be a Rees matrix semigroup, \( G \) a corresponding group and \((A_1, \Gamma)\) an irreducible representation. Then there exists an irreducible representation \((A, G)\) which is a divisor of \((A_1, \Gamma)\) and:

**Theorem 8.8.** [11] In the pointed conditions we have
\[
(A_1, \Gamma) | (A, G) \ wr (Y, Y^r)
\]
for some \( Y \).

Since irreducible semi-automata are the atoms of the triangular (linear) decomposition of a linear automaton \( \Lambda = (A, \Gamma, B) \), this theorem yields a further decomposition of \( \Lambda \) for the case \( \Gamma \) being a completely 0-simple semigroup.

We recall a reduction of the general case to the situation of completely 0-simple semigroups [2]. Let \((A, \Gamma)\) be an irreducible representation with a finite semigroup \( \Gamma \). Take a two-sided ideal \( U \) in \( \Gamma \), consisting of elements of \( \Gamma \) acting in \( A \) as zero, i.e., \( a \circ \gamma = 0 \) for \( \gamma \in U \) and each \( a \in A \). Let, further, \( V \neq U \) be a minimal two-sided ideal in \( \Gamma \) containing \( U \). There arises a representation \((A, V)\). Prove that it is irreducible as well. Pass to a semigroup algebra \( KV \). Together with \((A, V)\) we have a representation \((A, KV)\). For a nonzero element \( a \) in \( A \) consider a subspace \( a \circ KV \). It is invariant under \( V \). Since \( V \) is a two-sided ideal, the space is invariant under \( \Gamma \). Hence, \( a \circ KV = A \) or \( a \circ KV = 0 \). Consider all possible \( a \in A \) with \( a \circ KV = 0 \) and let \( A_0 \) be a subspace generated by all such elements \( a \). \( A_0 \) is also invariant under \( \Gamma \), namely, \((a \circ \gamma) \circ v = a \circ \gamma v = 0 \) for \( \gamma \in \Gamma \), \( v \in V \) and \( a \in A_0 \). So, \( A_0 = 0 \) or \( A_0 = A \). If \( A_0 = 0 \) or \( a \circ KV = 0 \), then \( a \circ KV = 0 \) implies \( a \in A_0 \) and \( a = 0 \). We proceed from a nonzero \( a \) and, thus, \( a \circ KV \neq 0 \), i.e., \( a \circ KV = A \).
Let now $A_0 = A$. Then $A$ is generated by elements $a$ with $a \circ KV = 0$. Therefore, $a \circ KV = 0$ for any $a \in A$. In particular, $a \circ v = 0$ always holds true. This contradicts the condition $U \neq V$. Hence, the case $A_0 = A$ is impossible.

So, $a \circ KV = A$, we have an irreducible representation $(A, V)$. Take a semigroup $\Sigma = V/U$. It is clear that $\Sigma$ acts in $A$, it acts irreducibly, this semigroup is 0-simple and it is finite. We say that an irreducible representation $(A, \Gamma)$ with the finite semigroup $\Gamma$ is compressed into an irreducible representation $(A, \Sigma)$ with a completely 0-simple finite semigroup $\Sigma$. Clearly, $(A, \Sigma) \lhd (A, \Gamma)$, and thus, $(A, G) \lhd (A, \Gamma)$.

The introduced construction allows us to reduce the general theory with the finite $\Gamma$ to the situation of completely 0-simple $\Gamma$.

The next step of the decomposition process is the theorem [11] which deals with irreducible representations $(A, G)$ with the finite group $G$.

**Theorem 8.9.** Let $(A, G)$ be an irreducible finitely dimension representation of a finite group $G$. Then

$$(A, G) \lhd (\nabla_i(A_i, H)) \wr (X, \Phi),$$

where all $(A_i, H)$ are irreducible representations of a simple group $H$, all of them are divisors of the representation $(A, G)$ and $(X, \Phi)$ is a representation of the group $\Phi$ on the set $X$. Everything is finite.

**Definition 8.10.** A semi-automaton $(A, \Gamma)$ with a finite semigroup $\Gamma$ is called decomposable if it is decomposable with respect to triangular products and wreath products with a pure one.

**Theorem 8.11.** A semi-automaton $(A, \Gamma)$ is indecomposable if and only if it is an irreducible representation of a simple group $G$.

### 9. Complexity

As we know, along with the absolutely non-decomposable linear automata the indecomposable factors for pure automata have the form $(X, G)$ with a simple group $G$, which acts transitively on $X$. Recall that in the linear case these are irreducible representations $(A, G)$ with a simple group $G$. All these $(A, G)$ and $(X, G)$ are atoms of the corresponding decompositions.

In the decomposition process we use several operations and constructions. Let us underline once again that the following operations are used:

1) Triangular product of linear automata.
2) Wreath product of a linear automaton with a pure one.
3) Wreath product of pure automata.
Keeping in mind an arbitrary finite semigroup \( \Gamma \), we use a compressing operation of an irreducible automaton \((A, \Gamma)\) to an irreducible automaton \((A, \Sigma)\) with 0-simple semigroup \(\Sigma\).

**Definition 9.1.** We propose the complexity of an automaton to be a minimal number of the used operations in the decompositions of the automaton into indecomposable components.

**Remark 9.2.** It is possible to define the complexity of a linear automaton to be the minimal number of linear atoms, i.e., the number of linear irreducible representations of simple groups in the decompositions of the automaton into indecomposable components. It is also possible to define the complexity (group complexity) of a linear automaton to be the minimal number of group atoms, i.e., the number of linear irreducible representations of simple groups in the decompositions of the automaton into indecomposable components plus the number of transitive representations of simple groups in these decompositions.

We have chosen for the definition the minimal number of the operations used in decompositions because it corresponds to standard algorithmic approach to complexity. All three approaches give different numbers which are tightly related to each other.

Let us outline the *general decomposition strategy*. A given linear automaton \( \Lambda = (A, \Gamma, B) \) with a finite semigroup \( \Gamma \) and finitely dimension \( A \) and \( B \) can be decomposed into indecomposable automata in respect to the triangular product of automata operation. These indecomposable automata are irreducible representations of the form \((A, \Gamma)\). The number of such automata is determined by the lengths of compositional series in respect to \( \Gamma \) in \( A \) and \( B \). It is the sum of such lengths, say, \( n \). The corresponding number of operations \( \nabla \) is \( n - 1 \).

Now apply the compressing operation in every irreducible representation \((A, \Gamma)\) and pass to \((B, \Sigma)\) with 0-simple \(\Sigma\). We add \( n \) operations of compression and the total number of operations will be \( n - 1 + n = 2n - 1 \). For every such \( \Sigma \) take the corresponding group \( G \) (arising from the matrix representation \( (X, G, [X, Y], Y) \) of \( \Sigma \)) and a corresponding set \( A_1 \subset A \). Now take an irreducible representation \((A_1, G)\) which is a divisor of \((B, \Sigma)\). We have \((A, \Gamma)||(A_1, G) \ wr (Y, Y^r)\). We add \( n \) wreath products, which sums up to \( 3n - 1 \) operations.

Further we decompose these representations \((A, G)\). Take a composition series \( G \supsetneq H_1 \supsetneq \ldots \supsetneq H_{k-1} \supsetneq 1 \) in \( G \). All factors here are simple groups. We have \((A, G)||(A, H_{k-1}) \ wr (X, \Phi)\) where \((X, \Phi)\) is \( k - 1 \) pure wreath products of the form \((X_i, G_i)\) with all \( G_i \) being simple groups. So, for each of \( n \) representations there are added corresponding \( k - 1 \) pure indecomposable wreath
products. Now we use the well known fact that if \((A, G)\) is a completely reducible representation and \(H\) is a normal subgroup in \(G\) then the representation \((A, H)\) is also completely reducible. This gives completely reducible decomposition of the representation \((A, H_{k-1})\) into irreducible components \((A_s, H_{k-1})\), and the number of such representations depends on the initial representation \((A, H_{k-1})\). To this decomposition it corresponds a triangular decomposition for \((A, H_{k-1})\) of the form \(\nabla_s(A_s, H_{k-1})\). Each factor is an irreducible linear representation of a simple group.

So, in the series of decompositions we reach simple (indecomposable) components. The total number of the used operations can be computed. It is minimal, and it is the complexity of \(\Lambda\).

Along with this method we could use another one with the greater number of operations. In particular, this could occur if we apply the rule

\[(\Lambda_1 \nabla \Lambda_2) \ wr \ \Psi \subset (\Lambda_1 \ wr \ \Psi) \nabla (\Lambda_2 \ wr \ \Psi)\]

on one of the previous steps. The number of operations increases.

Note also that in the calculations above we used the transitivity property for correct decomposition (see Lemma 8.3).

Consider an example. Let an irreducible representation \((A, G)\) with the group \(G\) having a simple invariant subgroup \(H\) with a simple quotient group \(G/H\) be given. Let us decompose it and calculate the complexity. We have completely reducible representation \((A, H)\). Let \(A = A_1 \oplus A_2 \oplus A_3\) be a corresponding decomposition, all \((A_i, H)\) being irreducible and absolutely simple. Denote \(G_1 = G/H\) and take a set \(G_1 = X\). We have a simple representation \((X, G_1)\). For \((A, G)\) we have a decomposition

\[(A, G)\mid (A, H) \ wr (X, G_1)\]

Further,

\[(A, H)\mid (A_1, H) \nabla (A_2, H) \nabla (A_3, H)\]

and all \((A_i, H)\) are divisors of \((A, H)\). Finally, we have

\[(A, G)\mid ((A_1, H) \nabla (A_2, H) \nabla (A_3, H)) \ wr (X, G_1)\]

All \((A_i, H)\) are divisors of \((A, G)\), and the complexity is 3.

We have also

\[(A, G)\mid \nabla_i ((A_i, H) \ wr (X, G_1))\]

where the number of operations is 5.
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