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Abstract
End-to-end data-driven machine learning methods often have exuberant requirements in terms of quality and quantity of training data which are often impractical to fulfill in real-world applications. This is specifically true in time series domain where problems like disaster prediction, anomaly detection, and demand prediction often do not have a large amount of historical data. Moreover, relying purely on past examples for training can be sub-optimal since in doing so we ignore one very important domain i.e knowledge, which has its own distinct advantages. In this paper, we propose a novel knowledge fusion architecture, Knowledge Enhanced Neural Network (KENN), for time series forecasting that specifically aims towards combining strengths of both knowledge and data domains while mitigating their individual weaknesses. We show that KENN not only reduces data dependency of the overall framework but also improves performance by producing predictions that are better than the ones produced by purely knowledge and data driven domains. We also compare KENN with state-of-the-art forecasting methods and show that predictions produced by KENN are significantly better even when trained on only 50% of the data.

1. Introduction
Time series forecasting has remained an important area of research as it directly deals with problems such as demand prediction (Lu et al., 2021), resource optimization (Xiang et al., 2021), traffic flow predictions (Zheng et al., 2021), predictive maintenance (Arena et al., 2022), etc which are critical for businesses, governments, and industries. Having an accurate estimate of future trends can help mitigate losses, increase financial profits, and can allow for effective planning and resource utilization. As a result, it is not surprising that a great deal of emphasis has been laid on time series forecasting problems and improvements to forecasting methods are highly desirable.

Recently, purely data driven Machine Learning (ML) methods like Deep Neural Networks (DNNs) have gained huge success. DNNs are quite proficient in extracting useful features from the data and have achieved amazing performance in various domains that include time series forecasting problems (Cai et al., 2020; Yu et al., 2017), image segmentation and classification (Yuan et al., 2021; Dai et al., 2021), natural language processing (Du et al., 2021), etc. However, more often than not these networks are huge, containing millions of trainable parameters whose optimization requires an equally large training dataset which in many real-world applications are not available. Arguably, dependency on a large amount of accurately labeled data is one of the biggest limitations of DNNs. Dependency on large datasets puts DNNs in quite a predicament for time series modeling problems since a long time series in temporal domain may still have very few data points for DNN to train upon. For example, a monthly time series spanning over 20 years will only have 240 historical observations for training. Consequently, complex deep networks are prone to overfitting on temporal forecasting problems and in many real-world forecasting problems their superiority, if at all, is not as profound as in other domains (Makridakis & Hibon, 2000; Makridakis et al., 2018).

On the other hand, Knowledge Driven Systems (KDS) aim to rely on human knowledge to come up with predictions. They do not normally rely on historical data. KDS typically comprises of a knowledge base that consists of problem-specific facts and manually defined rules. These rules are specifically tailored towards capturing the knowledge of human experts and are followed in a predefined manner for inference in an attempt to mimic the decision making process of the experts. KDS systems are still widely used especially in risk critical domains such as health (Zhang et al., 2019; Fernandes et al., 2018), collision avoidance sys-
Knowledge Enhanced Neural Network (KENN) is capable of combining strengths of both knowledge domains while suppressing their individual weaknesses. KENN reduces data dependency of DNN while also catering to scenarios where knowledge in KDS is limited or unreliable. Although this research aimed to come up with a fusion scheme that attempts to combine the best of both worlds rather than proposing the best DNN or KDS model for forecasting, however, we still compare KENN with other State-Of-The-Art (SOTA) methods on a range of different datasets and demonstrate its effectiveness. In particular, the contributions of this paper are as follows:

- We introduce a novel knowledge fusion framework, Knowledge Enhanced Neural Network (KENN), that allows for integration of knowledge with DNNs for time series forecasting application where individual strengths of both domains are retained.
- We show that KENN reduces the dependency of DNN on historical data while simultaneously reducing accuracy constraints on KDS. In other words, we show that KENN tries to cater for shortcomings of both knowledge and data driven methods.
- We show that KENN is fully flexible and dynamic in terms of integrating different sources of KDS and DNN architectures.
- We compare KENN with the SOTA models on various real-world time series forecasting datasets and show that in most settings KENN beats SOTA by a significant margin even when trained on a reduced training set.

2. Related work

In this section, we review some of the relevant work in the literature specifically pertaining to knowledge sharing including multi-modal learning approaches.

Knowledge Distillation based techniques aim to transfer knowledge from the teacher network to a student network. This knowledge is typically transferred in a process where teacher produces soft predictions that the student network tries to emulate. (Hu et al., 2016) utilized iterative knowledge distillation to transfer knowledge. They used a teacher network that was made from first-order logic rules and used it to train the student DNN model. They updated both the teacher as well as the student at each iteration during the learning process. The main attempt was to find a teacher network that can match the rule set in terms of integrating different sources of KDS and DNN architectures. Keeping in mind the limitations of current fusion schemes and the importance of the forecasting problem, we propose Knowledge Enhanced Neural Network (KENN) a novel framework for fusing knowledge from KDS into DNNs for time series forecasting. KENN specifically aims towards mitigating data dependency of DNNs without introducing an additional dependency on the accuracy of the KDS. KENN achieves this by incorporating predictions given by KDS in a residual scheme that allows it to assess the efficacy of KDS and fill the information missing from the knowledge domain with the one present in the data. We show that KENN is capable of combining strengths of both knowledge and data domains while suppressing their individual weaknesses. KENN was trained on JFT-300m dataset that contained 300 million images. After which they used a teacher student setting on ImageNet dataset where the teacher network produced soft predictions that student network followed. Knowledge distillation can also be in the form of feature map transfer that
provides student network an attention map for intermediary layers. As a result the student network learns which part of the intermediate feature map does the teacher network pay attention too. Such approach is used in the work presented by (Chen et al., 2021). However, mostly distillation method rely on minimizing KL-divergence between the distributions of the prediction made by the teacher and the student to make the two distributions similar. KL-divergence can not be directly applied for forecasting task since the output of the network is not a distribution but instead is an estimate of future time series values. Moreover, Since the task of the student network in this framework is to emulate the predictions made by the teacher, this leads to the strength of the student network being ignored by the system and scenarios where teacher is flawed or unreliable is not catered in distillation setting.

Attention based models have gained considerable popularity recently. (Li et al., 2019) proposes a convolutional self-attention mechanism for transformer networks that used causal convolutions of different kernel sizes. Using this self-attention mechanism the proposed transformer network was able to achieve better performance on forecasting datasets. Similarly, work proposed by (Zheng et al., 2020; Li & Moura, 2019; Cai et al., 2020) also made use of transformers networks specifically for vehicular traffic forecasts. The main focus in these works were to capture the spatial dependencies along with temporal ones to model the traffic flow system. These methods used graph based convolutional networks to model the spatial dependency with (Zheng et al., 2020) using both spatial and temporal attention mechanism, while (Li & Moura, 2019) and (Cai et al., 2020) utilizing temporal attention. They claimed SOTA results on different traffic forecasting datasets. Highlighting parts in the inputs by utilizing spatial attention or self temporal attention is effective in making the network focus on important portions of the input which in turn results in better forecasts. However, since these techniques only rely on the historical data they do not cater for scenarios where data is scarce and may not contain enough information for DNNs to retrieve. Moreover, using spatial information makes sense in traffic datasets since roads in a certain area are interconnected and hence traffic information on certain road is helpful when predicting traffic flow on the other connected road, however, this scheme will not work if there is no mutual dependence among time series in a dataset.

Knowledge based neural architectures incorporate knowledge in the form of logic rules directly into neural network architectures. (Towell & Shavlik, 1994) proposed the Knowledge-based Artificial Neural Networks (KBANN) architecture where logic rules were structured hierarchically. Multi Layer Perceptron (MLP) based network is then constructed where its layers match the hierarchy of rule set. Each of the element and their relation in the rule set is represented by a neuron and its weight, respectively, in the MLP architecture. To allow MLP model to learn some features from the data as well, additional neurons are also introduced whose weights were learned during the training phase. Similarly, (Tran & Garcez, 2018) constructs neural network with similar concept. Here too, a set of logic rules is employed in conjunction with the neural network. Although, these architectures directly incorporate knowledge into the architecture of the neural network however, having neural network that corresponds in terms of layers and architecture limits applicability of such techniques. This introduces constraints on neural networks architecture as it has to be strictly defined by the rule set. Moreover, it also limits use of a different knowledge base that may not necessarily have a hierarchical layout.

Ensemble based methods combine predictions of different models. Normally they rely on taking a weighted average of the predictions made by the models employed (Larrée et al., 2021; Kaushik et al., 2020; Smyl, 2020). Although, ensemble methods have gained a lot of traction recently due to their ability to improve the results, we believe that in ideal scenario one network should be aware of the strengths of the other model and try to focus on the information missing in the other domain. Moreover, if one of the model in the ensemble is bad in terms of prediction it can degrade the overall performance of the ensemble rather than improving. We believe that fusion scheme should be intelligent enough to assess the efficacy of the constituent models and incorporate information accordingly.

3. Problem Formalization

In this section, we mathematically formalize the forecasting problem. Let \( X \) be a list containing \( x_t, x_{t-1}, \ldots, x_{t-w} \) time series observations. Here \( x_t \) represent the time series observation at time \( t \) and \( w \) represents the total number of past observations used for prediction. The aim of regression system is to learn a transfer function that maps \( X \) to \( \hat{Y} \), where \( \hat{Y} \) represents a list containing predicted values \( \hat{x}_{t+1}, \hat{x}_{t+2}, \ldots, \hat{x}_{t+h} \). \( h \) represents horizon i.e number of future observations being predicted. Mathematically, this mapping function can be represented as

\[
[\hat{x}_{t+1}, \hat{x}_{t+2}, \ldots, \hat{x}_{t+h}] = \Phi([x_t, x_{t-1}, \ldots, x_{t-p}], \mathcal{W}) \tag{1}
\]

\[
\hat{Y} = \Phi(X; \mathcal{W}) \tag{2}
\]

where \( \mathcal{W} = \{W_l, b_l\}_{l=1}^L \) represents trainable weights of the neural network comprised of \( L \) layers and \( \Phi : \mathbb{R}^{n+1} \to \mathbb{R}^h \) defines the mapping from the input space to the output space. The objective of the regression system is to learn optimal
parameters $\mathcal{W}^*$ that makes the predictions $\hat{Y}$ as close as possible to $\mathcal{Y}$, the ground truth. These optimal parameters $\mathcal{W}^*$ are computed in a recursive manner using gradient descent where the prediction loss is calculated after every iteration and the parameters $\mathcal{W}$ are adjusted to minimize the loss. This process is repeated until the loss plateaus. Typically, Mean Squared Error (MSE) is used as a loss function, and hence, the optimization problem can be stated as:

$$\mathcal{W}^* = \arg \min_{\mathcal{W}} \sum_{x \in \mathcal{Y}} \| \mathcal{Y} - \Phi([x_1, ..., x_{t-p}]; \mathcal{W}) \|^2_2$$ (3)

$$\mathcal{W}^* = \arg \min_{\mathcal{W}} \sum_{x \in \mathcal{Y}} \| \mathcal{Y} - \hat{Y} \|^2_2$$ (4)

where $\mathcal{Y}$ and $\hat{Y}$ denotes the ground truth and the predicted values respectively.

4. KENN: The Proposed Framework

In this section, we discuss at length the constituent data and knowledge driven systems and introduce the knowledge fusion framework, KENN. We first introduce the time series dataset used for evaluating KENN followed by descriptions of KDS and DNN used in our testing. Lastly, we elaborate on the knowledge fusion mechanism employed in KENN.

4.1. Dataset

We employed a real-world traffic dataset from Caltrans Performance Measurement System (PeMS). PeMS system monitors the flow of traffic on California Highways by using a series of sensors at different locations. For our evaluation, we used readings of one of the sensors that measure traffic flow on Richards Ave. The whole dataset spanned a time period of nine months and was grouped into 30-minute windows with the forecasting goal of predicting the average number of vehicles for the next 30 minutes. We do our initial evaluations on this dataset. After which we employ three widely used real-world forecasting benchmark datasets and compare our techniques with other SOTA methods. These datasets belonged to three different application domains namely traffic, energy, and stocks and each one contained a multitude of time series. More details on the datasets can be found in the appendix.

4.2. Knowledge Driven System

KDS normally consists of a knowledge base that is crafted by human experts, who have considerable experience and knowledge about the underlying problem. The knowledge base mainly consists of manually defined rules which aim to capture the knowledge of domain experts. The inference is made based on these rules defined in the knowledge base. For time series forecasting, the rules contained in the knowledge base of the KDS can be in the form of conditional If-Then statements (Moghram & Rahman, 1989; Zhang et al., 2017), where knowledge is defined by logical expressions, or it can be in the form of statistical methods (Box et al., 2015; Hunter, 1986), where knowledge is defined by arithmetic operations. However, any other form that is capable of knowledge representation can be used in a KDS like ontologies, relational databases, etc.

For our evaluation, we formulate the knowledge base by using concepts drawn for graph theory and also employ a simple ruleset that we believe models the traffic flow at a very rudimentary level. In graph-based models, the relations between objects are modeled using a graph structure where the objects are represented as nodes and the relation between the objects is represented by edges. The nodes that have some similarities with other nodes are connected through edges. Edges have some weight associated with them, called edge weights, that capture the intensity of the similarity or relation between the nodes. In our case, we first consider each observed value in the time series as nodes where the height of the node represents the value of the observation. The edges or links between the nodes are calculated by using a partial auto correlation function. Those nodes that correlate greater than a certain threshold are connected. The value of the partial auto correlation function is used as edge weights. An additional distance penalty is also imposed where linked nodes that are far apart from each other in time are penalized and the weight of their connecting edge is reduced. Predictions are made by summing the values of connected nodes multiplied by their respective edge weights. Apart from this additional rules are also defined such as at the beginning of office time the mean of traffic prediction given by graph-based prediction should be close to the mean traffic flow during the same time of the previous day etc. The final predictions of the KDS are given by the graph-based predictions that are conditioned to the rules defined in the ruleset. We provide additional information along with the mathematical formulation of our KDS in the appendix.

Since we claim KENN to be agnostic to the type of KDS used, we also employ different KDS based on statistical method namely seasonal ARIMA, and evaluate the results in section 6 where we perform ablation studies. It is important to note that we do not claim to be experts in the traffic management system or that the KDS used in this paper is groundbreaking, in fact, we only demonstrate the effectiveness of our knowledge fusion mechanism that can make use of simple information present in KDS, as in our case, to improve the performance of DNNs as shown in the results section 5.
4.3. Deep Neural Network

We employ Long Short Term Memory (LSTM) based model as our ML method. We spent considerable effort in finding the optimal network parameters through grid search over reasonable hyperparameter search space. We specifically aimed towards finding optimal figures for the number of layers, the number of units in each layer, activation functions, and the loss metrics. The final LSTM architecture consisted of 3 layers followed by a dense layer that gave the final predictions. The number of units within each LSTM layer was \{512, 64, 32\} and we used Rectified Linear Activation Unit (ReLU) as the activation function for all the layers. Training samples from the data were obtained using a rolling window approach. Here a window of size \inputWindowSize and \textit{Horizon} were used to get the input sample and the corresponding label respectively. The remaining samples are obtained by sliding both of these windows by an index of 1 until the entire dataset was covered. For normalization, we used Min-Max scaling that was applied to each training sample. We also used TCN based architecture as our ML based method in the ablation studies section 6.

4.4. KENN: Knowledge Enhanced Neural Network
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Figure 1. KENN Framework

Fig. 4.4 shows the architecture of the proposed KENN framework. First, the historical data is shown to KDS which, based on rules defined in its knowledge base, comes up with predictions. These predictions given by KDS are then given to DNN at the input, where it is concatenated with the input training sample, and also added to the out of the DNN resulting in a residual scheme. As a result, the learning objective of the DNN changes, and instead of learning complete input space to output space transformation the DNN now only learns the residual function. Since the final predictions given by KENN are the summation of predictions given by KDS and DNN, equation 4 can now be written as

\[ W^* = \arg \min_{W} \sum_{x \in Y} \| Y - (\hat{Y}_{KDS} + \hat{Y}_{DNN}) \|^2 \]

\[ = \arg \min_{W} \sum_{x \in Y} \| (Y - \hat{Y}_{KDS}) - \hat{Y}_{DNN} \|^2 \]

\[ = \arg \min_{W} \sum_{x \in Y} \| \xi_{KDS} - \hat{Y}_{DNN} \|^2 \]

where \( \xi_{KDS} \) represents the error in the predictions given by KDS. As evident from Eq. 5 the overall objective of KENN is to minimize the error present in knowledge based predictions instead of learning the complete input to the output transfer function. In other words, the KENN framework allows Knowledge and data driven domains to work in complementary manner, where the data driven domain assesses the weaknesses of the knowledge domain and tries to supplement the shortcomings with its own strengths i.e extracting information from the data. However, not every information present in the historical data is processed instead strengths of DNN are used with a very focused objective which is to only find the information missing from the knowledge domain. KENN promotes strengths of both knowledge and data domains which we believe is essential for reaching a more natural fusion mechanism. Offsetting information missing in one with one present in the other allows KENN to tackle scenarios where information present in KDS is unreliable or where historical data is scarce. In the following section, we do a thorough evaluation of KENN and back the claims with experimental results.

5. Results

To evaluate the performance of KENN, we curate a range of different experimental settings each with its unique constraints. These constraints are specially aimed to capture different real-world settings. To highlight the benefits of using KENN, we also report results achieved by the respective knowledge and the data driven network when they are evaluated independently. For a fair comparison, all of the preprocessing and network hyperparameters were kept the same for the DNN model when it was tested in isolation and when employed in KENN.

In the first setting, we test KENN in a normal scenario where KDS is not handicapped and all of the training data is available for KENN to train upon. To evaluate KENN’s performance in data-scarce scenario, we reduce the amount of training data provided to the models for training. We present the findings from this experiment in case 2. After this, we deliberately worsen the performance of KDS by injecting random noise into its predictions to simulate a setting where knowledge in KDS is limited or inaccurate. We present the results under this setting in case 3. A direct extension of the last two experiments is to evaluate KENN performance in the worst case scenario where both of the conditions hold i.e. the amount of training data is scarce and the knowledge in KDS is unreliable. We summarize the results of this experiment in case 4. Finally, we evaluated KENN’s performance in cases where the expert contained redundant or no information at all. To achieve these scenarios, we forced KDS to repeat the last observed value in the time series as its prediction essentially producing redundant
information. In the next experimental setting, we forced KDS to always predict zero values simulating a scenario where no information is contained in KDS predictions. We present these results in case 5. Table 1 summarizes the results of all evaluated cases. We now further elaborate on results for each case.

**Case 1: Full training data and accurate KDS.** In this setting, we utilized the whole of the training data for training. We first evaluated MSE achieved by both KDS and DNN independently. KDS achieved a significantly better result when compared to the one achieved by DNN. This also highlights the fact that the time series domain is sometimes a challenge for DNNs, where simple methods often outperform complex DNN architectures. This phenomenon is also present in various other forecasting competitions (Makridakis & Hibon, 2000; Makridakis et al., 2018). However, the results achieved by KENN were significantly better than the results of both KDS and DNN. In particular, MSE achieved by KENN was almost 80% and 40% better than the loss achieved by DNN and KDS respectively. This highlights the proficiency of KENN in fusing information present in different domains. We visualize the results in Fig 5 where we plot the first 100 predicted observations in the test set against the ground truth. It can be clearly seen that KENN dynamically adjusts the amount of information fused from the data domain, promoting predictions of KDS where they are accurate and making large corrections where KDS is less ideal. This phenomenon will be more profound in case 3, where we used handicapped KDS.

**Figure 2.** Predictions of first 100 observations of the test set for all the models.

**Case 2: Reduced Training data and accurate KDS.** Since one of our aims from the very beginning was to reduce the dependency of our framework on the data whilst keeping the strengths of data driven ML methods, we evaluate KENN in data scarce scenario. We achieve this by reducing the amount of training data available for training. We first reduce the training data by 50% and evaluated all of our models. After which we took an extreme scenario where we reduced the training set by 90% and utilized only 10% of the training data. As KDS was not strictly dependent on the data, its performance was unaffected by the reduction in data. However, the performance of DNN did degrade. Still, the prediction loss of KENN was significantly lower than both KDS and DNN for both scenarios. Perhaps one of the more surprising results was that with even only 10% of the data, KENN was able to outperform DNN that was trained on the entire training set.

**Case 3: Full training data and handicapped KDS.** In all of the previous scenarios, the KDS was comparatively better than the DNN employed in testing. Although the performance of KENN in previous experimental settings underscores KENN generalization capabilities where it worked equally well in data abundant and data scarce regimes, it is however imperative to show that this was not due to usage of an effective KDS system but was rather due to knowledge sharing capabilities of KENN. Moreover, it is also important to highlight that while reducing dependency on data we do not introduce an additional dependency on the accuracy of the KDS system. To demonstrate this we deliberately add random noise to predictions made by KDS effectively reducing their accuracy. The resulting MSE of this handicapped KDS is 8.26, which is significantly worse than the MSE of DNN. However, still KENN was able to extract useful information in both of the domains and produced results that were 43% better than the handicapped KDS and 34% better than the DNN architecture.

**Figure 3.** Predictions of first 100 observations of the test set for all the models. KDS predictions show the effect of random noise as they are quite in accurate.

**Case 4: Reduced training data and handicapped KDS.** We also evaluated KENN in an extreme setting, where data is scarce and KDS is also handicapped. We believe that it is also important to analyze the performance of KENN when it is given a situation where weaknesses of both knowledge and data domains are combined. Here, we again reduce the training data by 90% and used noisy KDS predictions. How-
Table 1. Results obtained by KENN in comparison to those obtained by KDS and DNN when evaluated independently. Description column states different experimental setting used in each case.

| Case | Description                                | MSE  |
|------|--------------------------------------------|------|
| 1    | Full training data and accurate KDS        | 7.15 | 2.42 | 1.49 |
| 2    | Reduced training data (50%) and accurate KDS | 7.61 | 2.42 | 1.54 |
| 3    | Reduced training data (10%) and accurate KDS | 8.01 | 2.42 | 2.21 |
| 4    | Full training data and handicap KDS        | 7.15 | 8.26 | 4.41 |
| 5    | Full training data and redundant KDS       | 7.15 | 9.04 | 7.16 |

ever, despite these worst conditions KENN still managed to outperform both DNN and KDS and was still better than the DNN trained on 100% of the training data.

Case 5: Full training data and redundant KDS. Finally, to evaluate the performance of KENN in a scenario where no useful information is present in KDS we employ two settings. In the first setting, KDS was forced to repeat the last observed value of the time series as its prediction, essentially providing redundant information to KENN. In the second, KDS always gave zero value as its predictions. Hence there was no information for KENN. In both of these scenarios, KENN converges to the performance of DNN i.e the only source with useable information. This is a very strong result as it demonstrates that the loss of KENN is bounded and will always converge to the best-performing domain if the other domain lacks any useful information.

6. Ablation Studies

One of the strengths of the knowledge domain is that knowledge is always expanding. With experience, our understanding of the problem increases, and as a result, does our knowledge. Any fusion scheme should be fully capable of incorporating this changing knowledge otherwise it would not be able to fully utilize the strengths of the knowledge domain. Similarly, with the current rate of development ML methods are improving at a very fast pace. Hence, a fusion system must also be able to integrate new and improved DNN architectures. This is especially missing in most of the prior work (Towell & Shavlik, 1994; Tran & Garcez, 2018) which are not very flexible in using different types of KDS or even DNN architecture. However, KENN is fully agnostic to the type of KDS or DNN architecture employed and as a result, it is fully capable of incorporating ever-changing knowledge and ML regimes. To demonstrate this we perform two additional experiments. In the first experiment, we completely change the KDS employed in KENN and employ a statistical method as our KDS namely Seasonal Autoregressive Integrated Moving Average (SARIMA). In the second setting, we change the DNN architecture, and instead of using LSTM based architecture, we employ a Temporal Convolutional Network (TCN). The results of both the experiments are shown in table 2.

Table 2. Results obtained when KENN when a different KDS and DNN were used in experiment 1 and 2 respectively

| EXPERIMENT DESCRIPTION | MSE  |
|------------------------|------|
| WITH SARIMA AS KDS     | 7.15 | 2.56 | 1.51 |
| WITH TCN AS DNN        | 7.01 | 2.42 | 1.52 |

As can be seen from table 2, the KENN framework is flexible and dynamic as it allows different KDS and DNN architecture to be integrated within the framework and does this while maintaining its core strengths of fusing relevant information from knowledge and data domains. This is very useful since it allows for changing rule sets within the KDS, where one can add, modify or remove clauses in the ruleset over time as the knowledge about the problem increases, without restructuring the complete architecture.

7. Conclusion

In this paper, we present a simple yet effective knowledge fusion framework for time series forecasting, KENN, with aim of combining strengths of knowledge and data driven domains while suppressing their individual weaknesses. We show that KENN successfully mitigates data dependency of ML based methods and also works well even when the knowledge contained in KDS is unreliable. This feat is achieved due to the fusion of KDS in a residual connection which forces the ML base DNN to focus on finding from the data domain only the information missing from the knowledge domain. We show that KENN is agnostic to the type of KDS and DNN architectures. We also show that due to its less reliance on historical data, KENN also beats SOTA methods across various time series datasets. We believe that having a framework that makes use of both knowledge and data driven methods in a complementary manner is
imperative towards unlocking the true potential of AI. We think that KENN will not only improve the applicability of AI methods in various real-world problems but will also enable small scale industries, that do not have a lot of data, to compete with giants of the AI industry.
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A. Results Reproducibility

We provide all the code to reproduce the results along with the optimal weights in the supplementary material, however we could not upload the data or the weights of the model due to their size. We will, upon acceptance, make the Github public.

B. Formulation of KDS

For our knowledge base in KDS, we use concepts drawn from graph theory. Specifically we consider each observed value at time step \( t \) as a node. In graph theory, nodes are interconnected where the connection between two nodes is based on some similarity measure. In our case, we use Partial auto-correlation function (Pacf) as our similarity measure. First, Pacf is calculated for the training set. Only those nodes are connected that have a correlation value of \( > 0.2 \). This is shown in Figure B and ?? where the resulting graph and corresponding pacf values are shown. These figures are only for illustration and do not represent any real data.

\[
E_{w_{n_1, n_2}} = \text{pacf}(n_2) \ast \delta
\]

where \( \delta = \begin{cases} 
1 & \text{if } (t_{n_1} - t_{n_2}) \leq 48 \\
\frac{1}{2 \log_2(t_{n_1} - t_{n_2})} & \text{otherwise}
\end{cases} \)
The edge weights are penalized according to distance between them. If they are far apart in time their weights are reduced by factor $\delta$. Since data represents average traffic flow per 30 mins, 48 represents one day. Hence as soon as the temporal distance between the connected nodes becomes greater than one day the penalization comes into effect. The forecast at time $t_9$ is then calculated by the following equation

$$\hat{Y}_{KDS} = \sum_{x=1}^{n} Ew_{n_0,x} * Y_{t_x} \text{, where } \sum Ew = 1 \quad (7)$$

where $n$ defines the total number of connected nodes to $n_0$ and $Y_{t_x}$ represents observed value of time series at time $t_x$. Another set of rules are then applied on $\hat{Y}_{KDS}$ that checks mean of the same 2 hours of the previous day and tries to match the mean if the variation is within 0.7 standard deviation. Basically modelling the fact that there is high seasonality effect during peak hours etc.
1. Formulation of KDS

For our knowledge base in KDS, we use concepts drawn from graph theory. Specifically, we consider each observed value at time step \( t \) as a node. In graph theory, nodes are interconnected where the connection between two nodes is based on some similarity measure. In our case, we use Partial auto-correlation function (Pacf) as our similarity measure. First, Pacf is calculated for the training set. Only those nodes are connected that have a correlation value of \( > 0.2 \). This is shown in Figure 1 and ?? where the resulting graph and corresponding Pacf values are shown. These figures are only for illustration and do not represent any real data.

**Figure 1.** This figure illustrates conversion of time series into a graph consisting of nodes. Each observed value is represented by the height of node and the horizontal axis shows the time index. The nodes that have high similarity are connected via the edges.

The edges have a associated edge weight that shows the overall strength of the connection. The edge weights \( Ew \) between two connected nodes \( n_1 \) and \( n_2 \) are calculated by the following equation:

\[
Ew_{n_1,n_2} = \text{pacf}(n_2) \times \delta \quad (1)
\]

where \( \delta = \begin{cases} 1 & \text{if } (t_{n_1} - t_{n_2}) \leq 48 \\ \frac{1}{2 \log_2(t_{n_1} - t_{n_2})} & \text{otherwise} \end{cases} \)

The edge weights are penalized according to distance between them. If they are far apart in time their weights are reduced by factor \( \delta \). Since data represents average traffic flow per 30 mins, 48 represents one day. Hence as soon as the temporal distance between the connected nodes becomes greater than one day the penalization comes into effect. The forecast at time \( t_9 \) is then calculated by the following equation

\[
\hat{Y}_{KDS} = \sum_{x=1}^{n} Ew_{n_9,x} \times Y_{t_x}, \text{where } \sum Ew = 1 \quad (2)
\]

where \( n \) defines the total number of connected nodes to \( n_9 \) and \( Y_{t_x} \) represents observed value of time series at time \( t_x \). Another set of rules are then applied on \( \hat{Y}_{KDS} \) that checks mean of the same 2 hours of the previous day and tries to match the mean if the variation is within 0.7 standard deviation. Basically modelling the fact that there is high seasonality effect during peak hours etc.