Quantum Extremal Learning
Savvas Varsamopoulos, Evan Philip, and Vincent E. Elfving
Pasqal SAS, 2 av. Augustin Fresnel, 91120 Palaiseau, France

Herman W. T. van Vlijmen, Sairam Menon, Ann Vos, Natalia Dyubankova, Bert Torfs, and Anthony Rowe
Discovery Sciences, Janssen Research & Development, a division of Janssen Pharmaceutica N.V., Turnhoutseweg 30, B-2340 Beerse, Belgium
(Dated: May 6, 2022)

We propose a quantum algorithm for ‘extremal learning’, which is the process of finding the input to a hidden function that extremizes the function output, without having direct access to the hidden function, given only partial input-output (training) data. The algorithm, called quantum extremal learning (QEL), consists of a parametric quantum circuit that is variationally trained to model data input-output relationships and where a trainable quantum feature map, that encodes the input data, is analytically differentiated in order to find the coordinate that extremizes the model. This enables the combination of established quantum machine learning modelling with established quantum optimization, on a single circuit/quantum computer. We have tested our algorithm on a range of classical datasets based on either discrete or continuous input variables, both of which are compatible with the algorithm. In case of discrete variables, we test our algorithm on synthetic problems formulated based on Max-Cut problem generators and also considering higher order correlations in the input-output relationships. In case of the continuous variables, we test our algorithm on synthetic datasets in 1D and simple ordinary differential functions. We find that the algorithm is able to successfully find the extremal value of such problems, even when the training dataset is sparse or a small fraction of the input configuration space. We additionally show how the algorithm can be used for much more general cases of higher dimensionality, complex differential equations, and with full flexibility in the choice of both modeling and optimization ansatz. We envision that due to its general framework and simple construction, the QEL algorithm will be able to solve a wide variety of applications in different fields, opening up areas of further research.

I. INTRODUCTION

Optimization problems are ubiquitous in a wide range of scientific and engineering fields, including chemistry, logistics, bio-informatics, finance, mechanical engineering, and mathematics. In its most general form, an optimization problem searches for the best element, according to some criterion, among many candidates, possibly in the presence of some constraints. While many standardized optimization problems are known from mathematical modeling, which can capture the correlations of real-world systems often quite well, there are also a range of complex real-world systems which cannot easily be formulated as a standard optimization problem, due to their inherent hidden complexity or dynamics. In recent years, machine learning has gained a tremendous resurgence since its initial proposals decades ago, finding applications in many learning tasks including classification, clustering and also regression. This begs the question: could one also find algorithms which optimize the output of a machine-learned regressor/surrogate model?

In this paper, we consider the following combined learning/optimization task: suppose we have access to a set of observations on a system, such as molecular structure descriptors and an associated figure of merit value. Our task is to find/suggest a new structure which would yield an even better figure of merit value. This is a common task in, for example, computer-aided drug design, where a new molecule/compound is sought, and there exists no complete ab-initio model describing the relationship between structure and figure of merit. In other words, such model first needs to be learned, whereafter the model needs to be ‘extremized’ (minimized or maximized), i.e. the input structure is sought which maximizes the figure of merit of the model and hence the expected quality of the drug.

Typically, optimization occurs by extremizing a real function by choosing elements from the available set of inputs (independent variable) and computing the associated value of the function for that element. One challenge of solving such an optimization task is that it can be combinatorially expensive in the number of variables of the system, if each can be adjusted independently without major constraints. Indeed, in biochemistry optimal structures can not be found by an exhaustive search [1–3] due to the large sample space. In material science, structure exploration has been aided by recent classical computational techniques that provide a vast selection of candidates to explore. Finding optimal structures is a very challenging outstanding task, because it typically requires many expensive example simulations or experiments to be performed in order to feed sufficient suggestions to the structure selector [4].

Although there exist various relatively efficient optimization schemes using classical computers, such methods still either suffer from large computational overhead or unacceptable levels of approximation in heuris-
Eigensolver (VQE) [16] and the Quantum Approximate Optimization Algorithm (QAOA) [5]. A different quantum approach to the VQAs is Quantum Annealing (QA), which has also been successfully applied in CO problems. The main difference between VQAs and QA is that the former are used in gate based quantum computing, whereas the latter is used in special-purpose quantum annealing hardware like D-WAVE [17].

Recently, extremal learning has been suggested in the context of classical Neural Networks (NNs). A neural network allows us to obtain a prediction function of the form \( y = f(\theta; x) \) that models the relationship between an independent variable (input) \{ \{ x_i \} \} and a dependent variable (output) \{ \{ y_i \} \}, by optimizing model parameters \( \theta \).

In the setting of optimization, it is desirable to not only find this function \( f \) that models data, but also the value of the independent variable \( x \) that extremizes the value of this function and hence the dependent variable \( y \).

If \( f(\theta; x) \) were a simple function, for example a convex one, this problem would be trivial [7, 8], but conventional techniques for finding the extrema of a function are not suitable in this case since Neural Networks are usually used when the nature of \( f(\theta; x) \) is complex. Although the problem of extremal learning itself was only recently proposed in the classical setting [6], modeling in general with quantum modules [9] and modeling with classical modules followed by optimization with hybrid quantum/classical modules [4] has received significant interest recently.

Combinatorial optimization (CO) refers to problems where one is interested in finding the minima (maxima) of an objective function whose set of feasible solutions is extremely large and discrete (or can be reduced to a discrete one). In the classical realm, CO problems are typically solved by greedy algorithms [10, 11], heuristic algorithms [12], or by relaxing the problem from non-convex to convex. In the quantum realm, CO problems are targeted because of the potential quantum speed-ups that are promised by fault-tolerant quantum computing (FTQC) [13]. However, since FTQC is not yet available in the current Noisy intermediate-scale quantum (NISQ) era [14], Variational Quantum Algorithms (VQAs) are used, typically reaching comparable performance to the classical optimization algorithms [15].

The most common examples of VQAs are the Variational Quantum Eigensolver (VQE) [16] and the Quantum Approximate Optmization Algorithm (QAOA) [5]. A different quantum approach to the VQAs is Quantum Annealing (QA), which has also been successfully applied in CO problems. The main difference between VQAs and QA is that the former are used in gate based quantum computing, whereas the latter is used in special-purpose quantum annealing hardware like D-WAVE [17].
Quantum Neural Networks (QNNs) \([42-51]\) derive their name from classical NNs as they are universal function approximators, but otherwise they are not a direct translation of classical NNs. Typically, QNNs are referring to variational or parametric quantum circuits (PQCs) that use quantum gates and similar training techniques as the classical NNs to perform optimization. VQAs or PQCs involve quantum circuits that depend on free parameters that can be tuned during training of the QNN. Typically, such quantum algorithms follow a few basic steps: i) Preparation of a fixed (known) quantum state \(|\psi\rangle\), ii) Followed by a quantum circuit \(U(\theta)\) that has trainable \(\theta\) parameters, and iii) Measurement of the desired observable \(\hat{A}\) at the output of a quantum circuit in a fixed measurement basis. The expectation values of the function \(f(\theta) = \langle \psi | U^\dagger(\theta) A U(\theta) | \psi \rangle\) define a scalar cost for a given task and the free parameters \(\theta\) are tuned to optimize the cost function. The training process of the \(\theta\) parameters typically occurs via classical optimization algorithms that take as input the measurement values of the quantum circuit. This is an iterative process, since the classical optimizer tries to find the best \(\theta\) parameters that will provide such quantum measurements that optimize the cost function.

A particularly compelling use-case for QNNs is regression, for example in the setting of Quantum Circuit Learning (QCL) \([9]\) or related work on modelling stochastic processes, including protocols for Differentiable Quantum Generative Modeling (DQGM) \([52]\). In the QCL framework, a quantum circuit learns a given task by tuning variational parameters and efficiently inserting classical data using quantum feature map circuits, which is a strategy compatible with NISQ and requiring no QRAM or state tomography. Another interesting class of algorithms, which are a type of quantum algorithms that solve systems governed by (non-)linear differential equations is proposed by Kyriienko et al. More information regarding this class of algorithms can be found in Kyriienko et al. \([52]\), Kyriienko et al. \([53]\), Paine et al. \([54]\), and Heim et al. \([55]\). The functions are defined as expectation values of PQCs, and the function derivatives are obtained through automatic differentiation and are represented by differentiable quantum circuits (DQCs). DQCs are trained to satisfy differential equations and specified boundary conditions, while solving differential equations in a high-dimensional feature space.

The models discussed so far can either perform (combinatorial) optimization or regression; however, to the best of our knowledge, there is no quantum algorithm that combines these two. Quantum extremal learning (QEL) aims to bridge this gap \([56]\).

Our proposed quantum algorithm consists of a quantum feature map that encodes the input data to quantum states and a parametrized quantum circuit that is variationally trained to model data input-output relationships. When the model has converged, we analytically differentiate the quantum feature map that encodes the input data with respect to its input, in order to be able to use gradient descent to find the coordinate that extremizes the trained model. The algorithm is able to accept as input either discrete or continuous variables. In case of discrete variables, an additional trainable quantum feature map enables the differentiation of “interpolated” input data.

The extremal learning algorithm we propose is a hybrid classical/quantum algorithm, since we use a classical optimizer to find the best parameters for our parametric quantum circuits (PQCs). However, it is crucial to note that we bridge modeling and optimization without losing the ability to leverage quantum superposition. This, combined with the extension to accept discrete input, allows us to solve problems that are intractable with...
the classical framework of extremal learning in Patel and Rummel [6].

There are various hybrid quantum algorithms that focus solely on modeling. For simple continuous input, the modeling step of QEL could be performed as suggested in e.g. Mitarai et al. [9], Kyriienko et al. [52], Kyriienko et al. [53], Paine et al. [54], and Heim et al. [55] provides a collection of algorithms to model and solve systems governed by PDEs and generalization is discussed from the perspective of using continuous quantum feature map circuits. These algorithms did not yet discuss optimizing the found solutions with respect to inputs or design parameters for design optimization tasks, which is the extension we make in this work. The innovation of QEL is the incorporation of optimization with modeling without an intermediate classical conversion.

A hybrid quantum algorithm involving modeling and optimization that handles discrete input is proposed in Kitai et al. [4]. A classical machine learning model called a Factorization Machine is trained on available training data. The correlation matrix of the trained model is then given as input to a Quantum Approximate Optimization Algorithm (QAOA), which is a hybrid quantum/classical optimization algorithm to find the optimal input value according to a cost function. The Factorization Machine is used here to produce a quadratic unconstrained binary optimization (QUBO) model, which is the default type of input to the QAOA. It is non-trivial how general models can be mapped to a QUBO, and this places a stringent limit on the format of the original machine learning model and aspects such as the order of correlations that can be incorporated. QEL, on the other hand, can utilize general established quantum machine learning modeling techniques [9, 53] and is not constrained by these limitations. Using a quantum module for modeling also, allows the direct use of the model for subsequent quantum optimization.

We envision that our algorithm can be applied in a wide variety of optimization applications such as computational chemistry and material science. The contributions of this paper can be summarized as follows:

1. We propose a quantum algorithm for extremal learning.
2. The algorithm enables the combination of established quantum machine learning modeling with established quantum optimization, on a single circuit/quantum computer.
3. We propose strategies to handle continuous and discrete input variables.
4. We rely on measurement of expectation value of observables rather than quantum state tomography which is important for, and compatible with, NISQ devices.
5. A pre-trained model is not required; rather our algorithm learns a model based on provided data and optimizes it directly.

The rest of the paper is organized as follows: in section II, we explain how our QEL algorithm works and provide details about the implementation. In section III, we provide the results of the numerical simulations for the tested optimization problems, as well as the analysis of the results. In section IV, we speculate on how future Fault-Tolerant Quantum Computing (FTQC) will enhance the performance of our algorithm and draw our conclusions about this research.

II. METHODOLOGY

Our algorithm assumes an unknown function that maps a discrete or continuous independent variable (input) \( x \in X \) to an associated dependent variable (output) \( y = f(x) \in \mathbb{R} \). A finite set of such pairs \( \{(x_i,y_i)\} \) is known and is the training data for our algorithm. The goal of our algorithm is to find \( x_{\text{opt}} \in X \) such that \( f(x_{\text{opt}}) \) is the extremal value of \( f(x) \).

Our quantum algorithm draws inspiration from the classical extremal learning algorithm [6], since the goal of both algorithms is to find the extremization input of a learned model. The main difference lies in that we are using Quantum Neural Networks. Training of Quantum Neural Networks in our model is based on Quantum Circuit Learning [9]. Note that QCL is exclusively a means of training classification and regression models and does not attempt to find the extremizing input, which is the goal of our work. Both extremal learning [6] and QCL [9] restricts itself to the the continuous case only. We not only extend extremal learning to using QNNs for continuous input-variables, but also discrete input-variables.

We discuss the quantum extremal learning (QEL) algorithm separately for discrete and continuous input variables. A generalization of the QEL algorithm, in which discrete and continuous input are edge cases, is presented in Appendix B.

Step I: Training a Quantum Model

A quantum model is trained on the basis of the classical dataset that is provided. The quantum model consists of a variational quantum circuit defined on a qubit register. The qubit register is initialized in the zero state \( |0\rangle^\otimes N \) and a quantum feature map \( F \) is used to map coordinates from input values (independent variable) \( x \in X \) to a distinct place in the Hilbert space of the qubit register.

\[
F : X \rightarrow \mathcal{H}^{\otimes N}_{1/2}
\]
\[
x \mapsto |F(x)\rangle. \tag{1}
\]
At this stage, the parameters \( \theta \) of Cost-QNN are frozen/fixed at the optimal values that were obtained in the previous stage. In this case, \( \mathcal{F} \) is continuous and the approximation of \( f(x) \) given in Eq. (5)

\[
x \mapsto \mathcal{Y} := \langle \mathcal{F}(x) | U_\theta^\dagger \hat{M} U_\theta | \mathcal{F}(x) \rangle \in \mathbb{R}
\]

is continuous. Since our trainable feature map is analytically differentiable by employing circuit differentiation methods such as parameter shift rules [9, 57], we can calculate \( \partial_x \mathcal{Y} \). We can now use the gradient ascent / descent to aid in finding the input value \( x_{\text{opt}} \in \mathcal{X} \) that extremizes the value of the observable \( \hat{M} \) on the circuit output state representing \( f(x) \) in Eq. (6), as shown in Fig. 3.

**Discrete case**

For discrete input data, one possible feature map \( \mathcal{F} \) is a simple digital encoding, where a binary representation of input \( x \) is mapped to binary bitstrings. After initializing the qubit register in all-zeros, the injection \( \mathcal{F} \) transforms that state to a product state of zeros and ones (bitstrings), by applying an \( X \)-gate to each qubit on indices where a 1 is present in the binary representation.
of the input \(x\).

\[
\mathcal{F} : X \to \{0, 1\}^N \\
\to \{|0\}, |1\}\}^N \subset \mathcal{H}^{\otimes N}_1. \tag{7}
\]

Recollect that the function \(f\) is unknown and our goal is to find \(x_{\text{opt}} \in X\) such that \(f(x_{\text{opt}})\) is the extrema of \(f\). Unlike the continuous case, \(X\) is discrete and is not path connected, so the continuity of the approximation of \(f\) in Eq. (5) cannot be exploited to find \(x_{\text{opt}}\). Instead, we make use of quantum machine learning to search for \(x_{\text{opt}}\).

Initially, we remove the feature map \(\mathcal{F}\) from the circuit that trained the Cost-QNN in Step I. Then, we insert another variational unitary quantum circuit \(U_X\) (analog/digital) that is connected to the input of the Cost-QNN as shown in Fig. 4. We call the new unitary circuit Extremizer Feature Map, with variational parameters \(X\). The state \(|0\rangle^N\) is used as input to the Extremizer Feature Map. We define

\[
U_X |0\rangle^N := |X\rangle \in \mathcal{H}^{\otimes N}_1. \tag{8}
\]

Note that during Extremizer Feature Map training, the parameters \(\theta\) of Cost-QNN remain fixed with values obtained during its own training. The output of the circuit is obtained from the expectation value of the observable \(M\)

\[
X \mapsto y := \langle X | U_\theta^\dagger \hat{M} U_\theta | X \rangle \in \mathbb{R}. \tag{9}
\]

and is maximized (minimized) by variationally optimizing parameters \(X\). The optimization of \(X\) can be accomplished with gradient ascent (descent), using analytical circuit differentiation rules to compute \(\partial_X y\).

The Extremizer Feature Map can be thought of as a trainable feature map, which is trained with respect to \(X\). The goal of this training is to learn an intermediate wavefunction that has maximum contribution from states (bitstrings, if we are using digital encoding) that result in a high (low) value of the model to be maximized (minimized).

Once the model has converged to an optimal \(X\), the Cost-QNN \(U_\theta\) is removed from the circuit as shown in Fig. 5. In contrast to \(x\) in Eq. (6), \(X\) cannot be directly associated with an input since the input is discrete. Instead, we sample the output of the Extremizer Feature Map circuit to ascertain \(x_{\text{opt}}\). If we are using digital encoding, we do this by making a measurement in the \(\hat{\sigma}_Z^N\) basis, which collapses the wavefunction to the space \(\{|0\}, |1\}\}^N\), giving us the map

\[
\tilde{\mathcal{F}} : \mathcal{H}_1^{\otimes N} \to \{|0\}, |1\}\}^N \\
\to \{0, 1\}^N \\
\to X' \supseteq X \\
|X\rangle \mapsto \tilde{\mathcal{F}}(|X\rangle) \ni X' \supseteq X \tag{10}
\]

Our algorithm maps the input to the output by means of only quantum gates and a final quantum measurement without intermediate conversion to classical data. Hence, it can leverage quantum superposition for a computational advantage.

For specific datasets, QNNs have been shown to have fast convergence rates and low generalization error, due to quantum parallelism, which depending on the task might overwhelm the classical NN performance for the same problem. The reasoning is that the cost function of the QNN is encoded as a superposition state in the Hilbert space of the QNN’s parameters. This quantum mechanism exploits the hidden structure of QNN to converge to the optimal parameters faster [58]. Furthermore, due to various techniques that are designed to avoid the barren plateau problem [59–68], the variational circuits are able to provide very good candidate solutions to optimization problems. Additionally, they exhibit a larger model capacity compared to NNs for various tasks [69–72].

A critical aspect in any optimization problem setting is the choice of the observable \(M\). In our case, we decide to use total magnetization, which is the sum of magnetization on all qubits \(\sum_i \hat{\sigma}_z\), to retain the large expressibility in our ansatz. Magnetization in such Ising formulated problems reflects the average value of the spin (state of the qubit), thus total magnetization provides information about the state of the system. Also, due to the fact that many of the problems that we are interested in have diagonal Hamiltonians, total magnetization is a simple and easy to measure metric (calculation of the expectation value involves only measurements in one basis, the \(Z\)-basis on all qubits), while generalizations can be trained with the variational ansatz before measurement.
III. NUMERICAL SIMULATIONS AND RESULTS

In order to evaluate the performance of the QEL algorithm, we performed numerical simulations concerning both the continuous and the discrete input variable case. We examine the modeling accomplished by the training procedure of the QNN and the ability to find the optimal solution to the optimization problem through gradient based techniques.

A. Continuous variables: data fitting

Continuous variable modeling and optimization concerns the task of fitting a model to a dataset consisting of coordinates $x_i$ and corresponding values $f(x_i)$ of a function $f$ defined on a continuous domain. We demonstrate our method here for the case of a simple function,

$$f(x) = \sin(5x),$$

with the aim of maximizing it in the domain $[0, 1]$. As a training dataset, we give only values away from the maximum, to avoid potential biases during our modeling and optimization process.

First, to fit the data, the QCL-type model [9] we use is a QNN circuit with 3 qubits; we initialize in the all-zero state, and apply a feature map with $\hat{R}_y(2 j \arccos(x))$ where $j$ is the qubit index starting from 1 and $\hat{R}_y$ is a single-qubit Pauli-Y rotation. Next, we apply a Hardware Efficient Ansatz (HEA) [73], which is a variational ansatz of depth typically equal to the number of qubits (in this example 3). Finally, we measure the total magnetization $\hat{M} = \sum_j \hat{\sigma}_j^z$ such that the quantum model is $f(x) = \langle \hat{M} \rangle$.

The results are found in Figure 6. The optimization shows oscillations that originate from circling around the optimum value of the model function, due to momentum in the ADAM optimizer [74].

Although this is just a toy example, it shows the simplicity of the approach in the continuous case. Next, we consider how the continuous case extends to differential equations as well.

B. Continuous variables: differential equation solving and extremizing

We showcase here how a differential equation can be solved by the generalization of our method described in Appendix B, following Kyriienko et al. [53]. Subsequently, the extremal value of the solution within its domain is found.

We consider the following 1D ordinary differential equation (ODE):

$$\frac{\partial f}{\partial x} = -\sin(10x) + 3 \cos(25x) - 2x + 5/4, \quad f(0) = 0.$$

The solution can be computed analytically, and it shows non-trivial oscillatory behavior as shown in Fig. 7. As a universal function approximator (UFA) we use a 6-qubit QNN with Chebyshev Tower feature map [53] and train the UFA on 50 points spread uniformly over the domain $x \in \{0, 1\}$. We get good agreement between trained solution and analytical solution, in a loss optimization trajectory of less than 300 epochs (see details in figure caption).

Next, we maximize the value of the trained model with respect to the continuous input $x$, and find a good agreement between exact values and extremizer suggestions of less than 1% errors.

While this example showed the solving of a simple ODE in 1D, the method can be used for any general (set of) PDE(s) [53] or even SDEs [54], as well as extremizing solutions found by means of model discovery [55]. Furthermore, in this section and the previous, we showcased the specific extremization case of maximizing a 1D function. More complex target ‘constraints’ may be considered as well, such as maximizing the sum of two functions, the product, or minimizing some design constraint which is a function of the model itself. Such generalizations are furthermore included in the description in Appendix B.

In the next section, we show how the extremal learning paradigm can be applied also to the case where input
occurs by training a new feature map with respect to work, the optimization part in the discrete variable case is not continuous-valued, a necessity for differentiation. In this continuous case, since the independent variable is not continuous-valued, the optimization part cannot be obtained by explicit gradient based techniques as in the continuous case to obtain a trained model via the Cost-QNN. Then, we freeze the parameters of the Cost-QNN and remove its feature map. We attach another trainable quantum feature map (Extremizer Feature Map) in place of the removed feature map. We freeze the parameters of the Cost-QNN and remove its feature map. We attach another trainable quantum feature map (Extremizer Feature Map) in place of the removed feature map. We freeze the parameters of the Cost-QNN and remove its feature map. We attach another trainable quantum feature map (Extremizer Feature Map) in place of the removed feature map. We freeze the parameters of the Cost-QNN and remove its feature map.

FIG. 7. (top) plot showing the analytical solution to Eq. (12), its approximate solution found by DQC using a trained quantum neural network (NN), and overlaid the extremization trajectory of an initial guess starting at $x = 0.25$. (middle) model training loss trajectory with 250 ADAM epochs at a learning rate of 0.1 and 20 L-BFGS epochs at a learning rate of 0.05. (bottom) absolute deviation between the extremizer’s suggestions versus exact extremal value and extremizing inputs, respectively, versus extremizer epoch number; a learning rate of 0.2 was chosen for 100 epochs using ADAM.

variables are discrete-valued, where derivatives are not straightforwardly available.

C. Discrete variables

Discrete variable modeling concerns the task of fitting a model to a dataset consisting of coordinates $x_i$ and the corresponding values $f(x_i)$ of a function $f$ defined on a discrete domain. The optimization part cannot be obtained by explicit gradient based techniques as in the continuous case, since the independent variable $x$ is not continuous-valued, a necessity for differentiation. In this work, the optimization part in the discrete variable case occurs by training a new feature map with respect to

“interpolated” discrete input $x_i$ through gradient based methods.

We demonstrate our method here for the case of Max-Cut clustering, and a problem based on randomly generated correlations up to a fixed order between nearest neighbors, and an application in computational chemistry. We perform numerical simulations on a wavefunction simulator without the presence of noise.

Max-Cut clustering

Max-Cut problems [75–77] are well-suited here for testing purposes for two reasons: i) to test our quantum algorithm with a synthetic classical dataset, and ii) due to the simple correlations involved (only pairwise correlations, no bias terms). In a clustering setting [78–80], we randomly generate $N/2$ pairs of coordinates $(x, y)$ in 2D Euclidean space that belong to one cluster and another $N/2$ pairs of coordinates that belong to the other cluster, where $N$ is the number of binary variables corresponding also to the number of qubits of the quantum system used. The two clusters by construction are separated by a distance variable, that can be set accordingly. The larger the distance, the more separated the clusters, thus the ‘easier’ the Max-Cut problem is solved. Also, based on this construction of clearly separated clusters, we know the optimal solution before the optimization algorithm is applied, which allows us to assess the performance of the algorithm.

We focus the investigation to a problem with 6 qubits (each representing a binary variable located at particular coordinates) and assess the performance of the QEL algorithm for various sizes of training datasets. As specified in section II concerning the discrete variable case, we use two variational circuits $U_\theta$ and $U_X$, each circuit with 6 qubits in the register for the first three use cases and 5 qubits for the chemistry use case. We perform similar training to the continuous case to obtain a trained model via the Cost-QNN. Then, we freeze the parameters of the Cost-QNN and remove its feature map. We attach another trainable quantum feature map (Extremizer Feature Map) in place of the removed feature map and start training the new model. At every iteration, we measure the expectation value of the total magnetization $\hat{M} = \sum_j \hat{\sigma}_j^z$. The parameters $X$ of the Extremizer Feature Map are suggested by a classical optimizer. Finally, when the training has finished and the parameters have been optimized, we remove the Cost-QNN and sample the remaining model. By measuring the output of the Extremizer Feature Map, we are able to map the result to the optimal input variable that is the solution to the optimization problem.

The variational circuits $U_\theta$ and $U_X$ are selected with depth $N^2$, so that they are more expressive. Through examination of the numerical simulations, we have found that depth $N$ can still suffice to obtain good results, at
least for the small problem sizes that were investigated, although depth $N^2$ provided increased accuracy of finding the optimal solution. Going to larger depths of the variational circuit, did not yield significant increase in accuracy of finding the optimal solution.

We performed numerical simulations involving training the Cost-QNN and the Extremizer Feature Map until convergence based on the provided dataset. Typically, 50 training epochs sufficed for the Cost-QNN and 150 training epochs sufficed for the Extremizer Feature Map. The simulation for each training dataset was repeated 100 times with a new randomly selected group of samples every time (different sampling seed). The classical optimization part that finds the best parameters every time (different sampling seed). The classical optimization part that finds the best $\theta$ and $X$ parameters was done with a gradient based algorithm.

**Correlations up to higher order terms**

Max-Cut formulated problems only include constant and pairwise correlation terms. We decided to explore the algorithmic performance when a problem with all terms up to a fixed order is provided, and the solution does not involve clustering into complementary groups. Therefore, the problem is not classified as Max-Cut anymore, rather it is an artificially created optimization problem, where one attempts to find the solution with the highest cost.

We create a problem with $N$ points, which is the same number as the qubits that we will use, with nearest-neighbor interactions up to a fixed order. We calculate the cost of each sample in a similar way to the Max-Cut formulation, but the weight of each correlation is randomly generated, thus creating a cost landscape much different from Max-Cut. In such a formulation, there are no symmetries in the cost landscape and the optimal solutions will vary depending on the construction.

We decided to investigate nearest neighbor correlations up to 2nd order, which enhances the Max-Cut formulation by including linear terms as well, and nearest neighbor correlations up to 3rd order, which provides us with a trend of how the algorithm will perform when higher order correlations are included. However, when higher order correlations between the qubits exist, the problem becomes much harder to solve, thus fine-tuning the parameters of the QEL algorithm might be required. For the purposes of this initial exploration, we kept the same QEL parameters in all of our simulations, regardless of the highest-order included.

**Molecule optimization**

Finally, we provide an example that involves the optimization of a molecule with five substituents.

The chemical structure of the molecule is shown in Figure 8, and to further simplify the problem we assume that only two molecular subgroups are allowed per each substituent $R^i$. Thus, the input of the problem becomes binary and the size of the possible combinations is $2^5 = 32$. We avoid any kind of compression of the input data, therefore have one qubit for every substituent. We also assume only nearest neighbor interactions between substituents up to the second order, thus each $R^i$ is only correlated to $R^{i-1}$ and $R^{i+1}$. We generate first order correlations according to a normal distribution with standard deviation of 1.0 and mean of 0.0, and second order correlations according to a normal distribution with standard deviation of 2.0 and mean of 0.0. For the Figure-of-Merritt (FOM), we assume that $FOM_{ij} = FOM_{ji}$. In physical terms the FOM could represent the calculated binding energy of the molecule to a protein target. The first order correlations would represent the interaction of the substituent with the protein target and the second order correlations the interactions between the substituents. The Figure-of-Merritt that was assumed in this use case was the total energy of the molecule, which was calculated based on the energies of the linear correlations $E_i$ and the energies of the quadratic correlations $E_{ij}$:

$$E_{total} = \sum_i E_i + \sum_{ij} E_{ij} \text{ for } j > i$$

Based on such configuration, we can easily increase the complexity of the problem by adding more substituents/qubits or assuming higher order correlations. However, scaling of such an artificial problem is not targeted at the moment, since this is an initial investigation of the QEL algorithm.

**Results analysis: various thresholds**

In Figure 9, we present the results of the numerical simulations for (a) Max-Cut 2D clustering with 6 qubits with the distance between the two clusters being 5, (b) a system with nearest neighbor interactions up to 2nd order correlations for 6 qubits, (c) a system with nearest neighbor interactions up to 3rd order correlations for 6 qubits, (d) a molecule with 5 substituents with two molecular subgroup options per substituent. We provide the total probability to sample any of the optimal bitstrings.

![Molecule containing five substituents](image-url)
(total prob) for each training dataset size, as shown in the legend. On the x-axis, we provide the threshold that the total prob exceeds for each training set size. On the y-axis, we provide the frequency with which we obtain the (total prob) for each threshold after running 100 randomly initialized simulations.

The general trend of the plots provided in Figure 9 is the following: When the number of training samples is increased reaching values close to the $2^N$, then the total prob of the optimal solutions is in general decreased. The reasoning for the decreased probability is that the algorithm is enhancing the probability of all samples, avoiding overfitting. We also observe that when a small amount of training samples is provided, the QEL algorithm is able to suggest at least one of the optimal solutions in most cases, with a moderately high probability (>10%). Suggesting the optimal solution with a probability of 10% is deemed enough for quantum computers, since the measurement to obtain the optimal solution will be repeated multiple times and evaluating the FOM of each obtained solution can be done fast and cheaply. Therefore, suggesting the optimal solution with a 10% probability with a frequency of 10% of the times that the simulation is run, will be enough to find the optimal solution.

We observe in Figure 9(a), (b) and (c) that the QEL algorithm can find the optimal solutions with higher probability in the case of Max-Cut compared to the datasets including higher order correlations. Although the algorithm is still successful in suggesting the optimal solutions with high probability, the addition of the first-order correlations slightly decreases the performance because the problem is now more complex. For the case of the molecule optimization presented in Figure 9(d), the solution landscape is completely different to the other use cases, however, the QEL algorithm is still able to successfully find the optimal solution with a high probability.

**Results analysis: fixed threshold**

In Figure 10, we present the performance of our algorithm once again for (a) the Max-Cut problem with two clusters, (b) a system with nearest neighbor interactions up to 2nd order, and (c) a system with nearest neighbor interactions up to 3rd order; however, here we compare the performance of different problem sizes (N=4,6,8) for a fixed threshold, namely 20%, rather than a variety of thresholds. To make a fair comparison, we have scaled the x-axis accordingly, so that we can compare problems of different sizes based on the percentage of the training dataset over the $2^N$ possible samples. We see that even for small training datasets, the QEL algorithm is able to suggest optimal solutions with a probability higher than 20% with moderate frequency. On the other hand, when the size of the training dataset approaches $2^N$, we observe that the frequency of suggesting optimal solutions with

---

**FIG. 9.** Plot showing the investigation of the total probability of sampling any of the optimal samples, for a variety of training datasets for the problem of (a) Max-Cut clustering in two clusters for 6 qubits, (b) a system with nearest neighbor interactions up to 2nd order correlations for 6 qubits, (c) a system with nearest neighbor interactions up to 3rd order correlations for 6 qubits, (d) a molecule with 5 substituents with two molecular subgroup options per substituent.
Results analysis: model output scaling

In an effort to help our algorithm perform more efficient training, we employ the well-known approach in classical machine learning of scaling the output value to be between 0 and 1. Similarly to the classical NNs, QNNs are able to fit the data faster and better when the target values are within a known range. Furthermore, always scaling the output within a known range keeps the range of the target values fixed regardless of the size of the problem, which makes comparison easier. The goal of the training process is to learn a mapping of inputs to outputs based on examples included in a training dataset. The initial parameters of the model, usually take small random values and are updated via the optimization algorithm according to the error estimate on the training dataset. Therefore, unscaled input variables can lead to a slow and unstable learning process, while unscaled target (output) variables can lead to exploding gradients resulting in bad learning process.

In the event that the training samples are incomplete (≤ 2^N), the maximum feature value in training will not necessarily be equal to the true maximum feature value. Therefore, the value of the true maximum feature corresponding to the optimal solution will be out of bounds, since it should be higher than the assumed maximum value. To compensate for this issue, we define a variable α ∈ [1.0, 100.0] and a constant β = 0.5, as a multiplicative and additive factor to the model output. The new expectation value will be

\[ \text{expectation value} = \frac{\alpha \times \text{model output}}{2 \times N} + \beta \]  

(15)

The observable that we used in all use cases is the total magnetization, which takes values between −N and +N. Therefore, assuming α = 1.0 and β = 0.5 will create a range between 0 and 1. Using α > 1.0, the maximum feature value predicted by the model can be increased, so that optimization can suggest candidate solutions with high probability for inputs that might have not been included in the training dataset. As α increases, we find that the variational circuit has more flexibility to improve good candidate solutions; however, a trade-off must be found between a large α value and the probability of suggesting the optimal solution.

In Figure 11, we present how the total probability of the optimal bitstrings increases, while α increases incrementally by 0.1. In order to keep the graph as clear as possible, we only showcase the α values that provided a significant increase of the total probability of the optimal solutions, as α was increased.

The investigation was performed for the Max-Cut clustering formulation with 6 qubits. By construction, we know that there are two optimal solutions regardless of

- **Fig. 10**: Plot showing the investigation for different system sizes (N=4,6,8) for various training datasets sizes. The threshold is set as such so that the total probability of all optimal solutions is larger than 20%. (a) Max-Cut clustering in two clusters, (b) a system with nearest neighbor interactions up to 2nd order correlations, (c) a system with nearest neighbor interactions up to 3rd order correlations.

a probability greater than 20% increases significantly for the smaller system sizes. The explanation of this phenomenon is that when almost all samples are used during training, the algorithm has a better understanding of how the cost landscape is, therefore the probability of suggesting the optimal solutions is increased.

Comparing Figure 10(a) with Figures 10(b) and 10(c), we observe that as the size of the problem increases, the algorithm will suggest the optimal solutions with a lower frequency in the nearest neighbor with high-order correlations case. We can attribute that to the fact that the Max-Cut problem is easier to solve than the one that includes all nearest neighbor correlations up to a fixed order.
the problem size in such a Max-Cut formulated problem. Therefore, for each \( \alpha \) value, we keep track of whether the two suggested solutions by the algorithm with the highest probabilities, correspond to the optimal solutions. This is presented via the coloring of the bar and is showcased in the legend of the graph.

We observe in Figure 11 that as \( \alpha \) is increased, the total probability of the optimal solutions is increased, and the algorithm is eventually able to find both optimal solutions. In the case of Max-Cut, the two optimal solutions are complementary and have the same target value, but our algorithm is not programmed to search for symmetrical solutions; therefore, finding only one of the two optimal solutions is deemed sufficient. It is important to note that the number of samples used is deliberately small to test the performance of the algorithm in the extreme case of very few training samples available. For this example, we have only used 2 out the possible 64 inputs during training.

Clearly, there is a lot of room for improving understanding of scaling and shifting of training data versus the model output, in order to maximize expressivity, generalizability, and trainability altogether.

![Figure 11](image-url)

**FIG. 11.** plot showcasing how the scaling of the model output through the alpha variable affects the performance of the algorithm for Max-Cut clustering with 6 qubits and a small training dataset size.

**IV. DISCUSSION**

We presented a hybrid quantum/classical algorithm that performs extremal learning. The algorithm uses a quantum feature map that encodes the classical data into quantum states, and then creates a model of the input/output relationship of data with a variational quantum circuit. After the model has been trained, then we analytically differentiate the quantum feature map that encodes the input data in order to find the coordinate that extremizes the trained model. The differentiation can be done directly in the case of continuous input data or indirectly with the assistance of another trainable quantum feature map in the case of discrete input data.

The results of our experimentation indicate that the QEL algorithm is able to successfully model and then optimize the modeled function to find the input value that extremizes the output function. We have proven that for the simple problems that were investigated for both continuous and discrete input data, the algorithmic performance is good, at least assuming a noiseless quantum simulation. The algorithm is formulated in a generic manner, so that it can cover a wide variety of optimization problems and applications based on its formulation and structure. However, the research is still in its early stage and there is much to explore.

In the next steps, we are planning to explore several aspects of the algorithm. One critical aspect is the training process of the feature maps and the variational circuits. We will investigate how the training procedure is evolving through metrics like the loss function (investigating multiple loss functions as well) and how stopping conditions are affecting the algorithmic performance (whether the algorithm is over- or under-fitting). We will also continue the investigation of how scaling the model output can contribute to increasing the performance of our algorithm. Furthermore, assessing how good our algorithm is in avoiding barren plateaus is another challenging issue, since this can be a limitation of other hybrid algorithms that utilize variational circuits. Furthermore, the choice of the feature maps used is also crucial, since a large variety of feature maps have already been suggested in literature that provide good results. Another critical aspect that requires further investigation is the ansatz optimization in terms of the ansatz type, the depth of the ansatz used, etc. We have used a HEA in this research because it is considered a generic and efficient one, however based on the application there might be better options. An important choice is also the observable that is selected. Our choice of the total magnetization was based on the fact that it can be easily obtained from measurements of all qubits in the quantum circuit, and that all qubits contribute to its value; however, other options may outperform it in practice. Finally, time complexity and scalability of accurate performance should also be investigated, since we have only tested small scale problems.

Currently, different values of discrete variables are mapped by our algorithm to perpendicular subspaces of a Hilbert space. There is no difference in distance between them. The current mapping provides an easy path to access all points at the cost of higher dimensionality. More efficient mapping strategies that consider the topology of the discrete space [81] would be advantageous, but is beyond the scope of this expository work.

We have only demonstrated function approximation using the measurement of the expectation value of a linear operator. More complex methods involving for example multiple nonlinear operator measurements and kernels [82, 83] could be used to approximate the function, and then the generalization of the modeling step is straightforward. However, the construction of an Ex-
We anticipate that our algorithm can be further enhanced in an FTQC setting as well, assuming the use of error correction techniques which allow for deep circuits. In particular, in that case we may make use of Linear Combination of Unitaries (LCU) techniques for parallelizing training. The LCU framework is known to provide a potential exponential speed-up for quantum simulation and matrix inversion, using ancillary registers of qubits [84–87].
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Appendix A: Comparison to QAOA

Recall that the goal of QEL is to find $x_{\text{opt}} \in X$ such that $f(x_{\text{opt}})$ is the extremal value of a general unknown $f : X \to \mathbb{R}$, given only a partial set $\{(x_i, f(x_i))\}$. The goal of QAOA, in contrast, is to find $x_{\text{opt}} \in \{0, 1\}^N$ such that $f(x_{\text{opt}})$ is as close as possible to the maximum of $f$, where $f(x) = \sum_{i=1}^M C_i(x)$ and each “clause” $C_i : \{0, 1\}^N \to \{0, 1\}$ is given.

We will now describe the QAOA algorithm using notation similar to Sec. II to make direct comparison easy. Fig. 12 shows the QAOA algorithm in the same style and notation of Fig. 2 and Table I provides a dictionary to compare to the notation used in Farhi and Gutmann [5].

Our algorithm assumes an unknown function that maps a discrete or continuous independent variable (input) $x \in X$ to an associated dependent variable (output) $y = f(x) \in \mathbb{R}$. A finite set of such pairs $\{(x_i, y_i)\}$ is known and is the training data for our algorithm. The goal of our algorithm is to find $x_{\text{opt}} \in X$ such that $f(x_{\text{opt}})$ is the extremal value of $f(x)$.

The feature map in QAOA is a simple fixed circuit applying the Hadamard gate on each input qubit to convert the input wavefunction into $|\Psi_0\rangle$, an equal superposition of all the bitstrings. Then a unitary operator $U_\theta$ depending on $2p$ angles (“parameter” $p$ from Farhi and Gutmann [5]) and the problem definition is applied to arrive at the final wavefunction $|\Psi_f\rangle$. The expectation value of an operator $\hat{M}$, which is again designed according to the problem definition, is calculated with respect to the final wavefunction $|\Psi_f\rangle$ and the value is used by a classical optimizer. The goal of the classical optimizer is to update $\theta$ for the next epoch such that the expectation value of $\hat{M}$ is maximized over multiple iterations.

Once the expectation value of $\hat{M}$ satisfies some predetermined criteria for maximization, $\hat{M}$ is disconnected from the circuit and $|\Psi_f\rangle$ is measured in the $Z$-basis to obtain the optimal bitstring.

The description in Sec. II are edge cases of the following general description of the algorithm.

Suppose we have an unknown function

$$f : \mathcal{X} \subset \mathbb{R}^n \to \mathbb{R}$$

$$x \to f(x),$$

where $\mathcal{X}$ is not necessarily path connected. We know some information about $f$ in the form of a set of conditions

$$\{C_i\}_1.$$

For example

$$\left\{f((0,0)) > 2, \partial_{xx} f - \frac{1}{c} \partial_{tt} f|_{\text{interior}} = 0, \ldots \right\}.$$

**Requirement:** To implement this algorithm, conditions in (B2) should be enforceable through the construction in Eq. (B20) and the loss function in Eq. (B27).
We are given a function

\[
L_{\text{ext}} : (\mathbb{R}^n)^2 \to \mathbb{R} \\
(g, x) \mapsto L_{\text{ext}}(g, x).
\]  
(B4)

For example,

\[
L_{\text{ext}}(g, x) = -g(x) \quad \text{(B5)}
\]

or

\[
L_{\text{ext}}(g, x) = \|\nabla g(x)\| + \tan \left(\frac{2x}{\pi}\right). \quad \text{(B6)}
\]

Our goal is to find \( x_{\text{ext}} \in X \) such that \( L_{\text{ext}}(f, x_{\text{ext}}) \) is the minimal value of \( L_{\text{ext}}(f, \cdot) \) in \( X \). It is straightforward to generalize this to functions with multiple components.

**Requirement:** To fully utilize quantum parallelism in this algorithm, it must be possible to obtain \( L_{\text{ext}} \) with a construction similar to Eq. (B20).

1. **Training the Quantum Model**

   a. A quantum circuit parameterised by \( \theta \) is used to map \( x \in X \) to a quantum state

\[
|\Psi_M(\theta, x)\rangle.
\]  
(B7)

Retaining significant generality [88], we will consider a quantum feature map \( \psi \) which maps \( X \) to a Hilbert space \( F \)

\[
\psi : X \to F \\
x \mapsto |\psi(x)\rangle
\]  
(B8)

and a Model Circuit \( U_M(\theta) \) that is applied to this to obtain the final state

\[
|\Psi_M(\theta, x)\rangle := U_M(\theta)|\psi(x)\rangle. \quad \text{(B9)}
\]

If the decomposition of \( X \) in terms of path connected pieces is

\[
X = \bigcup_{i=1}^{m} X_i \quad \text{(B10)}
\]

the Hilbert space \( F \) we use for our computation is chosen such that it is the Hilbert space direct sum of \( m \) mutually orthogonal subspaces \( F_i \). That is

\[
F = \bigoplus_{i=1}^{m} F_i. \quad \text{(B11)}
\]

We also assume there are continuous feature maps

\[
\psi_i : X_i \to F_i \quad \text{(B12)}
\]

and

\[
|\psi(x)\rangle := \psi_i(x) \quad \text{(B13)}
\]

for \( i \) such that \( x \in X_i \).

For example, if

\[
X = \left\{ 1, \ldots, 2^3 \right\} \times [0, 1] \\
= \bigcup_{i=1}^{8} \{ i \} \times [0, 1] =: \bigcup_{i=1}^{8} X_i
\]  
(B14)

one could use

\[
F = H_{s_1/2} \otimes H_{s_1/2} \otimes H_{s_1/2} \otimes H_{s_1/2}
\]

\[
\cong \bigoplus_{i=1}^{8} \left( H_{s_0} \otimes H_{s_1/2} \right) \quad \text{(B15)}
\]

with

\[
\psi_i : \{ 1 \} \times [0, 1] \to H_{s_0} \otimes H_{s_1/2} \quad \alpha \mapsto |\alpha \rangle \otimes R_y(\alpha \pi)|0\rangle
\]  
(B16)
and
\[
\psi : \mathcal{X} \to \bigoplus_{i=1}^{s} (H_{s_i} \otimes H_{s_{1/2}}) \tag{B17}
\]
\[
(i, \alpha) \mapsto 0 + |\Pi_i \otimes R_y(a \pi) |0\rangle_i + 0.
\]

b. Next, \(|\Psi_M\rangle\) is mapped to \(\mathbb{R}\) via a map
\[
\mathcal{M} : \mathcal{F} \times \mathcal{F} \to \mathbb{R}, \tag{B18}
\]
which is accomplished via a quantum measurement involving states \(|\Psi_M\rangle\). The results of \(\mathcal{M}\) are used to construct an approximation of \(f\) parameterised by \(\theta\) and a new set of variables \(a\)
\[
\hat{f}(\theta,a) : \mathcal{X} \to \mathbb{R}
\]
\[
x \mapsto \hat{f}(x;\theta,a). \tag{B19}
\]
Here
\[
\hat{f}(x;\theta,a) := A \left( \bigotimes_{i=1}^{n'} \mathcal{M} \left( \left| \Psi_M(\theta,\phi_i(x)) \right> \right) : a \right), \tag{B20}
\]
where
\[
(\phi_i, \phi'_i) : \mathcal{X} \to (\mathcal{X})^2
\]
\[
x \mapsto (\phi_i(x), \phi'_i(x)) \tag{B21}
\]
and
\[
A(a) : \mathbb{R}^{n'} \to \mathbb{R}. \tag{B22}
\]

Though we are not explicitly constraining \(\mathcal{A}\), it has to be of appropriate structure (considering effect of interference, etc...) especially for the second part of the algorithm to be successful. For every \(x \in \mathcal{X}_i\), \(\phi_i(x) \in \mathcal{X}_k\) for some particular \(k\), say \(\phi_i(j)\). Either \(\phi_i\) or \(\phi'_i\) has to be a bijection or \(\phi'_i(\mathcal{X})\) has to be a constant function. These conditions have to hold for \(\phi'_i\) too.

\(\hat{f}\) could be constructed by [89], for example:

- The measurement of the expectation value of an observable \(\hat{M}\)
\[
\mathcal{M}(|\Psi_M\rangle , \cdot ) = \langle \Psi_M | \hat{M} | \Psi_M \rangle \tag{B23}
\]
and
\[
\hat{f}(x;\theta,a) = a_0 +
\]
\[
a_1 \left( \left| \Psi_M(\theta,x) \right> \right. | \hat{M} | \left. \left| \Psi_M(\theta,x) \right> \right). \tag{B24}
\]
- The measurement of the overlap to determine a kernel
\[
k(x,x';\theta) := |\mathcal{M}(|\Psi_M(\theta,x)\rangle , |\Psi_M(\theta,x')\rangle)|^2
\]
\[
= |\langle \Psi_M(\theta,x) | \Psi_M(\theta,x') \rangle|^2 \tag{B25}
\]
and
\[
\hat{f}(x;\theta,a) = a_0 + \sum_{i=1}^{n'} a_i k(x,\phi'_i(x);\theta). \tag{B26}
\]
This construction of \(\hat{f}\) could be used to enforce some of the conditions in (B2).

For example, using an appropriately constrained UFA for \(|\Psi_M(\theta,x)\rangle\) and using \(\mathcal{A}\) with the desired symmetries. Techniques already developed for PIML [90] and DQC [53] could be used here.

c. A loss function
\[
L : (\mathbb{R}^n)^\mathcal{F} \to \mathbb{R}
\]
\[
g \mapsto L(g) \tag{B27}
\]
is constructed beforehand using the conditions in (B2) such that as \(L(g) \to \min(L)\), the function \(g\) satisfies all the conditions in (B2) (the conditions already enforced through the construction in Eq. (B20) can be ignored). That implies, as \(L(g) \to \min(L)\), the function \(g\) satisfies all that is known about \(f\) so it would be a “best estimate” of \(f\) we can obtain with the given information.

For example, if
\[
\{ C_i \}_i = \left\{ f((0,0)) - 2 = 0, \partial_{xx}f - \frac{1}{c} \partial_{tt}f|_{\text{interior}} = 0 \right\} \tag{B28}
\]
then a possible
\[
L(g) = \|g((0,0)) - 2\| + \sum_{\text{interior}} \left\| \partial_{xx}g - \frac{1}{c} \partial_{tt}g \right\|. \tag{B29}
\]
Techniques used for the construction of the loss function in DQC [53] and PIML [90] could be used here.

d. The primary objective of this step is to minimize \(L(\hat{f}(\theta,a))\) with respect to parameters \(\theta\) and \(a\) and thereby obtain an approximation of \(f\). Note that \(\hat{f}(\theta,a)\) could be constrained by its construction and it is not necessary that \(\min(L(\hat{f}(\cdot))) = \min(L)\). If the minimization is successful,
\[
\hat{f}(x;\theta_{\min},a_{\min}) \approx f(x). \tag{B30}
\]
and in general, we can obtain
\[ L_{\text{ext}}(f(\theta_{\text{min}}, a_{\text{min}}), x) \approx L_{\text{ext}}(f, x). \] (B31)
with a construction similar to Eq. (B20).

2. Finding the Extremizing Input

a. Recall the definition of the feature map in Eq. (B13). Defining
\[ \tilde{X} \coloneq \bigotimes_{i=1}^{m} (\mathbb{C}, \mathcal{X}_i), \] (B32)
we may redefine
\[ \psi : \tilde{X} \to F \]
\[ \times_{i=1}^{m} \langle \lambda_i, x_i \rangle \mapsto \sum_{i=1}^{m} \frac{\lambda_i}{|\lambda|} \psi_i(x_i). \] (B33)
Note that if we write \( x \in \mathcal{X}_j \subset X \) as
\[ \left( \times_{i=1}^{j} (0, x_i) \right) \times (1, x) \left( \times_{i=j+1}^{m} (0, x_i) \right) \in \tilde{X}, \] (B34)
this matches the old definition.

For example, if
\[ \mathcal{X} = \left\{ 1, \ldots, 2^3 \right\} \times [0, 1], \] (B35)
\[ F = \bigoplus_{i=1}^{8} \left( H_{s_0} \otimes H_{s_{1/2}} \right), \] (B36)
and
\[ \psi : \mathcal{X} \to \bigoplus_{i=1}^{8} \left( H_{s_0} \otimes H_{s_{1/2}} \right) \]
\[ (i, \alpha) \mapsto 0 + |1\rangle_i \otimes R_y(\alpha \pi) |0\rangle_i + 0. \] (B37)
we have the extension
\[ \psi : \bigotimes_{i=1}^{8} (\mathbb{C}, \{ 1 \} \times [0, 1]) \to \bigotimes_{i=1}^{8} \left( H_{s_0} \otimes H_{s_{1/2}} \right) \]
\[ \times_{i=1}^{8} \langle \lambda_i, \alpha_i \rangle \mapsto \sum_{i=1}^{8} \frac{\lambda_i}{|\lambda|} \left( |1\rangle_i \otimes R_y(\alpha_i \pi) |0\rangle_i \right). \] (B38)

Next, we extend the definition of \( \phi_i \) and \( \phi'_i \) in Eq. (B21). They are identical, so we will drop the subscript and call it \( \phi \). Recalling \( \phi(j) = i \) implies \( \phi(x) \in \mathcal{X}_i \) for every \( x \in \mathcal{X}_j \),
\[ \phi : \tilde{X} \to \bigotimes_{j=1}^{m} \left( \mathcal{X}_j, \mathcal{X}_j \phi_j \right) \]
\[ \times_{j=1}^{m} (\lambda_j, x_j) \mapsto \bigotimes_{j=1}^{m} \left( \lambda_j \phi_j, \phi(x_j) \right), \] (B39)
or, if \( \phi \) is a constant function, it continues to map every input to the same constant.

We now have a map
\[ \psi \circ \phi : \tilde{X} \to F \]
\[ x \mapsto |\psi(\phi(x))\rangle. \] (B40)
Assuming the decomposition \( \tilde{x} = \times_{i=1}^{m} (\lambda_i, x_i), \)
\[ |\psi(\phi(x))\rangle = \left| \psi \left( \bigotimes_{j=1}^{m} \left( \lambda_j \phi_j, \phi(x_j) \right) \right) \right\rangle \]
\[ = \sum_{j=1}^{m} \frac{\lambda_j \phi_j}{|\lambda|} \left| \psi(\phi_j) (\phi(x_j)) \right\rangle, \] (B42)
where \( x_j \in \mathcal{X}_j \). Recalling \( \phi(j) = i \) implies \( \phi(x_j) \in \mathcal{X}_i \) and \( F = \bigoplus_{i=1}^{m} F_i \),
\[ |\psi(\phi_j) (\phi(x_j))\rangle \in F_{\phi(j)} \] (B43)
so Eq. (B42) is nothing but the decomposition of a vector in \( F \) in terms of its components in mutually orthogonal subspaces \( F_i \).

b. Say \( \tilde{x} \in \tilde{X} \) is parameterised by \{ \( \lambda, \Phi \) \}. We may generate the state
\[ |\psi (\phi_i (\tilde{x}(\lambda, \Phi)))\rangle \in F \] (B44)
using a quantum circuit. Let us call this the Extremizer Circuit.

For example, if
\[ \mathcal{X} = \{ 1, 2 \} \times [0, 1], \] (B45)
\[ F = \left( H_{s_0} \otimes H_{s_{1/2}} \right) \oplus \left( H_{s_0} \otimes H_{s_{1/2}} \right), \] (B46)
and
\[ \phi_i = \mathbb{I}, \] (B47)
Combining Eq. (B50) with Eq. (B53) allows us to obtain

\[
\psi : \times_{i=1}^{2} (\mathcal{C}, \{1\} \times [0, 1]) \rightarrow \bigoplus_{i=1}^{2} (H_{s_0} \otimes H_{s_1/2})
\]

\[
\left(\cos (\lambda/2), \phi_1, \sin (\lambda/2), \phi_2\right) \mapsto 
\begin{align*}
\cos (\lambda/2) \left( |I\rangle \otimes R_y(\phi_1 \pi) |0\rangle \right) \\
\sin (\lambda/2) \left( |II\rangle \otimes R_y(\phi_2 \pi) |0\rangle \right),
\end{align*}
\]

(B48)

where \(|I\rangle\) and \(|II\rangle\) denote the basis of two distinct one dimensional Hilbert spaces. We can implement this with conventional gate-based circuit with a change of basis since

\[
\bigoplus_{i=1}^{2} (H_{s_0} \otimes H_{s_1/2}) \cong \left( H_{s_1/2} \otimes H_{s_2} \right). \quad (B49)
\]

c. Recall \(A(\{M(\cdot), a\})\) in Eq. (B20) is defined on all of \((\mathcal{F} \times \mathcal{F})^n\). So the map \((\mathcal{F} \times \mathcal{F})^n \rightarrow \mathbb{R}\) given by

\[
A \left( \times_{i=1}^{n'} M(\theta_{\text{min}}) |\alpha_i\rangle, U_M(\theta_{\text{min}}) |\alpha'_i\rangle \right) : \quad (B50)
\]

is well defined for all \((|\alpha_i\rangle, |\alpha'_i\rangle) \in (\mathcal{F} \times \mathcal{F})^{n'}\). We already have the machinery corresponding to this; the trained Model Circuit \(U_M(\theta_{\text{min}})\) can be applied to any \((|\alpha_i\rangle, |\alpha'_i\rangle) \in (\mathcal{F} \times \mathcal{F})^{n'}\) and the same steps used during the training of the Quantum Model can be applied. If

\[
(|\alpha_i\rangle, |\alpha'_i\rangle) = \left( \left| \psi(\phi_i(x)) \right>, \left| \psi(\phi'_i(x)) \right> \right),
\]

(B51)

for \(x \in \mathcal{X}\), Eq. (B50) yields

\[
\tilde{f}(x ; \theta_{\text{min}}, a_{\text{min}}).
\]

(B52)

The Extremizer Circuit in Eq. (B44) allows us to obtain

\[
\psi \circ \left( \times_{i=1}^{n'} (\phi_i, \phi'_i) \right): \quad \mathbb{R}^{\dim \lambda} \times \mathbb{R}^{\dim \Phi} \rightarrow \mathbb{R}^{2n'}
\]

\[
(\lambda, \Phi) \mapsto \times_{i=1}^{n'} \left( \left| \psi(\phi_i(\tilde{x}(\lambda, \Phi))) \right>, \left| \psi(\phi'_i(\tilde{x}(\lambda, \Phi))) \right> \right).
\]

(B53)

Combining Eq. (B50) with Eq. (B53) allows us to obtain

\[
\tilde{f} : \mathbb{R}^{\dim \lambda} \times \mathbb{R}^{\dim \Phi} \rightarrow \mathbb{R}. \quad (B54)
\]

This \(\tilde{f}\) is an extension of the approximation \(\tilde{f}(\theta_{\text{min}}, a_{\text{min}})\) of \(f\) over a path connected domain, if \(\Phi\) parameterizes all \(x \in \mathcal{X}\).

Following the same steps, \(L_{\text{ext}}\) can be also be extended over the same domain using the previously constructed circuit for \(L_{\text{ext}}\).

d. When \(\tilde{x} \in \tilde{\mathcal{X}}\), an appropriately constructed \(L_{\text{ext}}\) will be able to yield the sum weighted by \(\lambda\) of the loss from the contributing \(x_i \in \mathcal{X}\) that constitute \(\tilde{x}\).

Requirement: To implement this algorithm, it has to be possible to meet this condition.

Hence, we simultaneously search \(m\) points of the domain (from the \(m\) distinct pieces). Note that we do not need to modify the quantum circuit or the subsequent measurement steps we used in the previous step to obtain the approximation of \(f\), we just need to remove the map \(\phi\) that loads the input during the training of the Quantum Model and replace it with the Extremizer Circuit. This lets us utilize the parallelism of quantum superposition during extremal learning.

Furthermore, if \(\Phi\) parameterizes all \(x \in \mathcal{X}\) we can search all of \(\mathcal{X}\) as though it were a continuous domain. Note that we did not have to construct an interpolation of the disconnected domain \(\mathcal{X}\) of the function \(f\) we were trying to optimize; we simply leverage the “inherent interpolation” through quantum superposition from the circuit we trained to construct the Quantum Model.

We may now optimize

\[
L_{\text{ext}} \left( \tilde{f}(\lambda, \Phi), \tilde{x}(\lambda, \Phi) \right) \quad (B55)
\]

with respect to the continuous variables \((\lambda, \Phi)\). If \(\mathcal{X}\) is path connected, \(\dim \lambda = 0\) and if \(\mathcal{X}\) is discrete, \(\dim \Phi = 0\). Under these edge cases, the generalization described in this section reduces to those in Sec. II.

e. Note that there is no obvious way to map \(\tilde{x} \in \tilde{\mathcal{X}}\) to an input value. However, since

\[
\mathcal{F} = \bigoplus_{i=1}^{m} \mathcal{F}_i, \quad (B56)
\]

where all \(\mathcal{F}_i\) are mutually perpendicular, there is always an operator such that its measurement will send a general vector in \(\mathcal{F}\) to a vector in one of the \(\mathcal{F}_i\).

Let

\[
\left| \psi(\tilde{x}(\lambda_{\text{ext}}, \Phi_{\text{ext}})) \right> = \sum_{i=1}^{m} \frac{\lambda_i}{\|\lambda_{\text{ext}}\|} \left| \psi(x_i) \right>, \quad (B57)
\]

The coefficient \(\frac{\lambda_i}{\|\lambda_{\text{ext}}\|}\) is proportional to the probability of obtaining a state in each of the perpendicular subspaces of the Hilbert space after measurement. The expectation is that the construction of \(\left| \psi(\tilde{x}(\lambda, \Phi)) \right>\) makes it most likely for this projection to correspond to the \(\lambda_i\) containing the extremal input, provided optimization was successful.
After the measurement, we get a wavefunction of the form $|\psi(x)\rangle$ for some $x \in X$. This is the same encoding that was initially employed on the input to map it to the Hilbert space. We can map it back to the input variable by performing measurements on $|\psi(x)\rangle$.

3. Example

Consider $f(x, n): \mathbb{R} \times \{1, 2, 3, 4\} \to \mathbb{R}$ defined by

$$
\begin{align*}
    f(x, 1) &= -x^2 \sin(2x + 2) \\
    f(x, 2) &= x^3 \sin(2x) - 0.2 \\
    f(x, 3) &= \sin^2(2x - 0.5) - 0.6 \\
    f(x, 4) &= -x \sin(2x + 2)/2.
\end{align*}
$$

The minima of $f$ under the additional condition $x \in [-1, 1]$ is at $(x, n) = (0.25, 3)$. We use this example to demonstrate the capacity of the QEL algorithm to work with a mixture of discrete and continuous variables.

As a training dataset, we give only values away from the minimum, to avoid potential biases during our modeling and optimization process. We used 21 points for each of the values of $n$.

First, to fit the data, the QCL-type model [9] we use is a QNN circuit with 5 qubits. We initialize the QNN in the all-zero state. To encode $x$, we apply a feature map with $R_y(2j \arccos(x))$, where $j$ is the qubit index starting from 1 and $R_y$ is a single-qubit Pauli-Y rotation, to the first 3 qubits. We use simple digital encoding on the last 2 qubits to represent $n$. Next, we apply a Hardware Efficient Ansatz (HEA) [73] of depth 10 and finally measure the total magnetization $M = \sum_j \hat{Z}_j$ such that the quantum model is $f(x, n) = \langle \hat{M} \rangle$. The result of the modeling stage is found in Figure 14.

Extremization of the trained model was performed using an extremizer circuit with $R_y(2j \arccos(x))$, where $j$ is the qubit index starting from 1 and $R_y$ is a single-qubit Pauli-Y rotation, on the first 3 qubits. The last 2 qubits use the circuit in Perdomo et al. [91] to create superpositions of the representation of the discrete variable $n$. Initially, we started from $x = 0$ and an equal superposition of all values of $n$. The four parameters of the extremizer circuit were optimized using ADAM [74] optimization with a learning rate of 0.01 and 100 epochs. Measurements were performed on the resulting state to ascertain the minima of $f$.

The value of $n$ is probabilistic; the result is summarized in Table II. The value of $x$ can be obtained exactly by inverting the feature map. The final result is as shown in Table III.
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**TABLE III. Result of application of QEL to obtain the minima of a function $f(x, n)$ with one discrete variable and one continuous variable defined in (B58).**

| Variable | QEL Result | Exact Result |
|----------|------------|--------------|
| $x$      | 0.249      | 0.250        |
| $n$      | 3          | 3            |

**Appendix C: A Use Case**

The novelty of QEL in the context extremal learning involving discrete variables is evident, considering extremal learning involving discrete variables have not been discussed in the literature before. We provide an example from product design here to clarify the utility of extremal learning even in cases where discrete variables are not involved, inherited from its incorporation of DQC.

If the driving power source has a fixed amplitude, there is a particular driving frequency called the resonant frequency at which the steady-state amplitude of a driven RLC oscillator is maximum. The commercial applications of electronic RLC oscillators are plentiful, ranging from television receivers to induction heaters.

**TABLE II. Probability distribution of value of $n$**

| $n$ | Probability |
|-----|-------------|
| 1   | 0.0417      |
| 2   | 0.0114      |
| 3   | 0.8689      |
| 4   | 0.078       |
It is easy to see why it may be desirable to know the resonant frequency of the RLC circuit (for instance, to maximize efficiency). Consider an application where a device desires to always drive an internal RLC oscillator at resonant frequency. Being an RLC oscillator, we know it is governed by the equation

\[ L \frac{\partial^2 I(t)}{\partial t^2} + R \frac{\partial I(t)}{\partial t} + \frac{1}{C} I(t) = \omega V_0 \cos(\omega t). \]  

We have full control over the driving power source and we can measure the output \( I \) and the internal temperature \( T \) of the device. As the device operates and generates heat, however, it slowly alters the values \( R \), \( L \) and \( C \) of the circuit components and changes the resonant frequency. We cannot directly control the internal temperature of the device nor measure the value of the circuit components. Assuming the value of the device components \( R \), \( L \) and \( C \) only depends on the internal temperature of the device, this is an ideal problem to demonstrate the utility of extremal learning.

In this case, our unknown function is \( I(t) \). Extremal learning could leverage DQC to solve Eq. (C1) governing the RLC circuit (assume, for the moment, it is not easily solvable analytically). Our goal is not, however, to optimize the unknown function \( I \) as a function of time \( t \) but driving frequency \( \omega \). Of course, this is also possible within the framework by treating both time \( t \) and the parameter driving frequency \( \omega \) in Eq. (C1) as variables and solving for \( I(t; \omega) \). In this case, the “data” regarding the unknown function (or, in terms of our generalized framework in Appendix B, the “condition” in (B2)) is simply the differential equation in Eq. (C1). Once the model is learned, we may extremize it and find the resonant frequency.

There is still more to this problem. Eq. (C1) alone does not take into account the variation of the resonant frequency as a function of the internal temperature of the device. Our framework allows us to incorporate this information too, by adding the output of the circuit at various temperatures and frequencies as additional data points. With sufficient data points and a circuit with sufficient expressivity, it would be possible to model \( I(t; \omega, T) \) and then extremize it to find the resonant frequency at any temperature \( T \).

Notice the role of the different independent variables/parameters in this example.

- The variable \( t \) is related to the the unknown function \( I \) through a differential equation. The differential equation is the “data” used to learn the dependence on this variable.
- The relation between parameter \( T \) and the unknown function \( I \) is unknown and is learned from experimental data, as opposed to being dictated by an equation. We can measure \( T \), but not directly control it. The dependence on this variable is learned from experimental data.
- The parameter \( \omega \) is related to the the unknown function \( I \) through a differential equation, but it is a parameter in the equation, not a differentiating variable. We can adjust \( \omega \) and our goal is to find the value of \( \omega \) that extremizes the amplitude of \( I(t) \) at a given temperature \( T \).

The QEL framework is flexible enough to tackle the problem even in a case like this where information about the system is available in mixed form. Moreover, one or several of the parameters could be discrete.