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Abstract. We establish a connection between semi-primitive roots of the multiplicative group of integers modulo $2^k$ where $k \geq 3$, and the logarithmic base in the algorithm introduced by Fit-Florea and Matula (2004) for computing the discrete logarithm modulo $2^k$. Fit-Florea and Matula used properties of the semi-primitive root $3$ modulo $2^k$ to obtain their results and provided a conversion formula for other possible bases. We show that their results can be extended to any semi-primitive root modulo $2^k$ and also present a generalized version of their algorithm to find the discrete logarithm modulo $2^k$. Various applications in cryptography, symbolic computation, and others can potentially benefit from higher precision hardware integer arithmetic. The algorithm is suitable for hardware support of applications where fast arithmetic computation is desirable.

1. Introduction

Fit-Florea and Matula [7] presented a digit serial algorithm for computing the discrete logarithm of a residue modulo $2^k$ that uses $3$ as the logarithmic base. The algorithm is suitable for hardware support of applications where fast arithmetic computation is desirable. Their interest was particularly in algorithms for hardware implementations where $k = 64, 128, 256, 512,$ or $1024$.

Various applications in cryptography, symbolic computation, combinatorial problems in geometry, and others can potentially benefit from higher precision hardware integer arithmetic. So enhancing hardware capabilities for modular integer arithmetic operations at high-precision arguments is desirable.

An approach to enhance modular integer arithmetic is through parallelization of operations. For example, the residue number system (RNS) provides the ability to perform fast and parallel computations. It can be used to
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support high-speed arithmetic by operating in parallel channels without the need for exchanging information among the channels. RNS is an integer representation that consists of a base of co-prime moduli \((m_1, m_2, \ldots, m_n)\) used to split an integer \(X\) into smaller integers \((x_1, x_2, \ldots, x_n)\) where \(x_i\) is the residue \(X \equiv x_i \mod m_i\).

In RNS, addition, subtraction, and multiplication operations are efficient and can be done without carry propagation between residue digits. Furthermore, the residue digits are usually much smaller than the binary representation of \(X\). The RNS representation allows building arithmetic units for large numbers as a set of small and fast circuits. However, other arithmetic operations such as number comparison, division, and modular reduction are complex in RNS [20, 17].

RNS is widely used in signal processing applications. In future signal processing, many processing tasks may be performed in the optical domain. Encryption is an essential aspect of information security. Due to its inherent high speed and parallelism, all-optical encryption is a promising approach to improve network security. Bakhtiar and Hosseinzadeh [5] demonstrated the concept of optical RNS and presented a scheme for all-optical encryption/decryption using optical RNS arithmetic operations. More RNS potential and applications can be found in [13].

Since for cryptosystems, computations with large integers (or \(\mathbb{F}_p\) elements) are required, hardware support is needed, and RNS properties can be exploited to speed up cryptographic computations. For example, RNS has been used to speed up computations with large operands for RSA in [2, 15, 16], for elliptic curve cryptography in [11, 1, 3], and for lattice base-cryptography in [4, 18].

Computations over the moduli in RNS, or channels, are independent of each other. Thus, hardware support for computations in RNS where one of the moduli is \(2^k\) can potentially be helpful. For example, Tomczak [20] proposed the Hierarchical RNS (HRNS) with two levels where the numbers are represented as a set of residues modulo factors of \(2^k \pm 1\) and \(2^k\), and the converters between the HRNS and the binary representation use RNS with moduli \(2^k - 1, 2^k, 2^k + 1\).

Let \(x = x_{n-1}x_{n-2}\ldots x_2x_1x_0\) be a \(n\)-bit integer. Following [19], the modular notation \([x]_{2^k} = x_{k-1}x_{k-2}\ldots x_2x_1x_0\) is used to denote the congruence notation \(x_{n-1}x_{n-2}\ldots x_2x_1x_0 \equiv x_{k-1}x_{k-2}\ldots x_2x_1x_0 \mod 2^k\), that is, the value of the standard low-order \(k\)-bit string for all \(1 \leq k \leq n\). The discrete
logarithm can be used in the representation of $x$ by a triple $(s, p, e)$ such that $x = |(-1)^s 2^p h^e|_{2^k}$ with $s = \{0, 1\}$, $0 \leq e \leq 2^{k-2} - 1$, $0 \leq p < 2^k$, and the minimal exponent $e$ is defined as the discrete logarithm of $x$ modulo $2^k$. We denote $\text{dlg}_{(h, k)}(x)$ the discrete logarithm $e$ with respect to base $h$.

This type of discrete logarithm factorization of integers requires converting integers to the exponential triple. Benschop in [6] employed such alternative representation for integers to reduce modular multiplications to modular additions and modular exponentiations to modular multiplications. The discrete logarithm factorization can be uniquely determined by factoring out the largest even power $2^p$ and then applying the discrete logarithm algorithm to the odd part $|(-1)^s h^e|_{2^k}$.

Fit-Florea and Matula’s algorithm computes the discrete logarithm $e$ of $x$ for the special case of modulo $2^k$. It employs $O(k)$ dependent multiplications modulo $2^k$ due to the serial nature of the algorithm.

The proposed algorithm has some similarities to the index calculus method. Still, the main difference is that it is a fully deterministic algorithm, and storing values computed beforehand is not needed [7]. Other algorithms for discrete logarithm computation exist, but they are more complex and consider an arbitrary modulo. Algorithms such as Pollard’s $\rho$, Pohlig-Hellman, the index calculus method, and Shanks baby-step giant-step are super polynomial algorithms, and only Shanks baby-step giant-step is deterministic [12]. In general, these algorithms are not efficient for actual applications where there is the assumption that the discrete logarithm is hard to compute. The generalized version of the Fit-Florea and Matula’s algorithm, which finds the discrete logarithm for the particular case modulo $2^k$, can potentially be used in hardware support of higher precision modular arithmetic.

The rest of this paper is organized as follows: Section 2 presents the definition of semi-primitive roots and the foundation for why it is possible to generalize the bit-serial discrete logarithm for bases other than 3 as in the case of the original version of the algorithm. In [7], the authors noted that other bases could be considered, and a change of base formula is provided. But the results presented in this paper go further by offering a general version of the algorithm that uses any base, which is a semi-primitive root modulo $2^k$. In Sections 3 and 4, the fundamental properties for the serial determination of the discrete logarithms modulo $2^k$ are presented. In Section 5, we present the results used to distinguish positive powers from negative
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powers of semi-primitive root $h$ and the generalized Fit-Florea and Matula’s algorithm.

2. SEMI-PRIMITIVE ROOTS MODULO $2^k$

Let $\mathbb{Z}_n^*$ be the multiplicative group of integers modulo $n$. Lee, Kwon and Shin [9, 10] define an integer $h$ as a semi-primitive root modulo $n$ if the order of $h$ in $\mathbb{Z}_n^*$ is equal to $\phi(n)/2$.

**Theorem 1** (Lee, Kwon and Shin, 2011). Suppose that $\mathbb{Z}_n^* \cong C_2 \times C_{\phi(n)/2}$. Then there exist a semi-primitive root $h \in \mathbb{Z}_n^*$ such that

$$\mathbb{Z}_n^* = \{ \pm h^i \mod n : i = 0, \ldots, \frac{\phi(n)}{2} - 1 \}.$$ 

Since $\mathbb{Z}_{2^k}^* \cong \mathbb{Z}_2 \times \mathbb{Z}_{2^{k-2}}$ for all $k \geq 3$, we can represent $\mathbb{Z}_{2^k}^*$ in terms of its semi-primitive roots as $\mathbb{Z}_{2^k}^* = \{-1\} \times \langle h \rangle$.

We have the direct implication below from the results proven in [9].

**Corollary 2.** For $k \geq 3$ and any semi-primitive root $h$ in $\mathbb{Z}_{2^k}^*$,

$$\mathbb{Z}_{2^k}^* = \{ \pm h^i \mod 2^k : i = 0, \ldots, 2^{k-2} - 1 \}.$$ 

Nathanson in [14, Section 3.2] showed that 5 is a semi-primitive root modulo $2^k$ for $k \geq 3$, that is,

$$\mathbb{Z}_{2^k}^* = \{ \pm 5^i \mod 2^k : i = 0, \ldots, 2^{k-2} - 1 \}.$$ 

Fit-Florea and Matula [7] used the semi-primitive root 3 modulo $2^k$ for $k \geq 3$ as the base for their discrete logarithm algorithm. They also noted that other bases can be considered and that any residue of the form $\beta = \pm 3^i \mod 2^k, i \in \{0, 1, 2, \ldots, 2^{k-2} - 1\}$ will generate the same residues modulo $2^k$ as the residues generated by the corresponding powers of 3. The discrete logarithm for different bases can be obtained by the formula

$$\text{dlg}_{(\beta,k)}(x) = \frac{\text{dlg}_{(3,k)}(x)}{\text{dlg}_{(3,k)}(\beta)}.$$ 

Because of the algebraic properties of semi-primitive roots modulo $2^k$, we can extend their results to find the discrete logarithm modulo $2^k$ using any semi-primitive root in $\mathbb{Z}_{2^k}^*$ as the logarithmic base without the need for a change of base.

Following the notation presented in [19], the modular function $|m|_{2^k} = j$ represents the congruence relation $m \equiv j \mod 2^k$ where $k \geq 3$ and $0 \leq j \leq \phi(n)/2$. 

\[\phi(n)\] is the Euler’s totient function.
j \leq 2^k - 1. The multiplicative inverse $|m^{-1}|_{2^k}$ exists for all odd $m$ with $0 < m \leq 2^k - 1$.

Half of the odd integers modulo $2^k$ can be expressed as positive powers of $h$, while the other half can be expressed as negative powers of $h$.

Any $k$-bit integer $x = x_{k-1}x_{k-2} \ldots x_1x_0$ can be represented by a triple $(s, p, e)$ such that $x = |(-1)^s 2^p h^e|_{2^k}$ with $s = \{0, 1\}$, $0 \leq e \leq 2^{k-2} - 1$ and $0 \leq p < 2^k$.

Similarly to what is suggested in [7] and [8], the discrete logarithm factorization $x = |(-1)^s 2^p h^e|_{2^k}$ is uniquely determined by first factoring out the largest power $2^p$ dividing $x$ as the even part factor and employing the discrete logarithm algorithm to the odd part factor $|(-1)^s h^e|_{2^k}$.

Some of the following results are presented in [7] for the specific base $h = 3$, and their generalizations are included in this paper.

3. The Digit Inheritance Property

Given an integer with binary representation $x = x_{n-1}x_{n-2} \ldots x_2x_1x_0$ then for $1 \leq k \leq n - 1$,

$$|x|_{2^k} = |x_{n-1}x_{n-2} \ldots x_0|_{2^k} = x_{k-1}x_{k-2} \ldots x_0,$$

that is reduction modulo $2^k$ is obtained by simply truncating the leading portion of the bit string.

An integer operation $z = x \otimes y$ has the Digit Inheritance Property if for all nonnegative integers $x$ and $y$,

$$|z|_{2^k} = |x|_{2^k} \otimes |y|_{2^k} \quad \text{for all } k \geq 1.$$

An integer function $z = f(x)$ has the Digit Inheritance Property if for all nonnegative integers $x$,

$$|z|_{2^k} = f(|x|_{2^k}) \quad \text{for all } k \geq 1.$$

The Digit Inheritance Property states that for operations and functions with this property, the low-order $k$ bits of the input arguments determine the low-order $k$ bits of the output for all $k \geq 1$.

Integer addition and multiplication operations and the exponentiation function satisfy the Digit Inheritance Property.
4. Properties of the Discrete Logarithm Modulo $2^k$

In this section, we present mathematical results that will be used to generalize the Fit-Florea and Matula’s discrete logarithm algorithm. We generalize the results presented in [7] for any logarithmic base modulo $2^k$. This is possible because it depends on the multiplicative order of the base so that it can be adapted to any semi-primitive root.

**Lemma 3.** Let $h$ be a semi-primitive root modulo $2^k$, $k \geq 3$. For any odd residue $A$, either $A$ or its additive inverse $-A$ is congruent to some power of $h$ modulo $2^k$.

*Proof.* Apply Corollary 2.

Without loss of generalization, from now on, let $A$ be an odd residue modulo $2^k$ that can be expressed as a positive power of a semi-primitive root $h$.

**Lemma 4.** Let $B = |A^{-1}|_{2^k}$. Then $\text{dlg}_{(h,k)}(A) + \text{dlg}_{(h,k)}(B) = 2^k - 2$ for $k \geq 3$.

*Proof.* If $a = \text{dlg}_{(h,k)}(A)$ and $b = \text{dlg}_{(h,k)}(B)$, then $|A|_{2^k} = |h^a|_{2^k}$ and $|B|_{2^k} = |h^b|_{2^k}$. Because $h$ is a semi-primitive root modulo $2^k$, we have that $|h^{2^k-2}|_{2^k} = 1$.

Since $|AB|_{2^k} = 1$, then $|AB|_{2^k} = |h^{2^k-2}|_{2^k}$. We also have that $|h^{a+b}|_{2^k} = |h^{a}h^{b}|_{2^k}$. It follows that $a + b = 2^k - 2$.

If the discrete logarithm mod $2^k$ is known for $B$, which is the multiplicative inverse of $A$, then we can compute $\text{dlg}_{(h,k)}(A) = 2^k - 2 - \text{dlg}_{(h,k)}(B)$.

We can describe the multiplicative inverse of $|(-1)^s h^e|_{2^k}$ as $|(-1)^s h^{2^k-2-e}|_{2^k}$.

**Lemma 5.** For $k > 3$ and $h$ any semi-primitive root mod $2^k$, we have that $|h^{2^k-3}|_{2^k} = |2^{k-1} + 1|_{2^k}$.

*Proof.* Let $A = |2^{k-1} + 1|_{2^k}$. We have that $A = A^{-1}$ since $|A^2|_{2^k} \equiv |(2^{k-1} + 1)^2|_{2^k} \equiv |2^{2^{k-1}} + 2 \cdot 2^{k-1} + 1|_{2^k} \equiv |1|_{2^k}$.

From Lemma 4, $\text{dlg}_{(h,k)}(A) + \text{dlg}_{(h,k)}(A^{-1}) = 2^k - 2 \implies 2 \cdot \text{dlg}_{(h,k)}(A) = 2^k - 2$. Therefore, $\text{dlg}_{(h,k)}(A) = 2^{k-3}$.

**Corollary 6.** $\text{dlg}_{(h,k)}(2^{k-1} + 1) = 2^{k-3}$.

**Corollary 7** (Digit Inheritance of the Discrete Logarithm). The low-order $(i-2)$ bits of the discrete logarithm function $\text{dlg}_{(h,k)}(x)$ depends only on the low-order $i$ bits of the argument $x$ for $3 \leq i \leq k$. 

We can apply Lemma 5 to compute the discrete logarithm modulo $2^i$ of residues $(2^{i-1} + 1) \mod 2^i$ for any $i$.

**Lemma 8.** For any $k > 3$,

$$\deg_{(h,k)}(A) = \deg_{(h,k-1)}(A)$$

or

$$\deg_{(h,k)}(A) = \deg_{(h,k-1)}(A) + 2^{k-3}$$

**Proof.** Let $a' = \deg_{(h,k-1)}(A)$ and $a = \deg_{(h,k)}(A)$. So $|h^{a'}|_{2^{k-1}} = |A|_{2^{k-1}}$ and $|h^a|_{2^k} = |A|_{2^k}$.

Because of the Digit Inheritance Property, $h^a$ and $h^{a'}$ have the same digits whose binary weights are $2^{k-2}, \ldots, 2^1, 2^0$.

If their digits with weight $2^{k-1}$ are the same then $|h^{a'}|_{2^k} = |h^a|_{2^k}$. Therefore, $a = a'$.

If not the same, we must have that $|h^{a'} + 2^{k-1}|_{2^k} = |h^a|_{2^k}$.

Since $|h^{a'} \times 2^{k-1}|_{2^k} = |2^{k-1}|_{2^k}$, we have that

\begin{align}
(1) \quad |h^{a'}(2^{k-1} + 1)|_{2^k} &= |h^{a'} 2^{k-1} + h^{a'}|_{2^k} = |2^{k-1} + h^{a'}|_{2^k} = |h^a|_{2^k}.
\end{align}

Applying Lemma 5,

\begin{align}
(2) \quad |h^{a'}(2^{k-1} + 1)|_{2^k} &= |h^{a'} h^{2^{k-3}}|_{2^k} = |h^{a'} h^{2^{k-3}}|_{2^k}.
\end{align}

Comparing (1) and (2), $|h^a|_{2^k} = |h^{a' + 2^{k-3}}|_{2^k}$. Therefore, $a = a' + 2^{k-3}$. □

This result allows for the computation of $\deg_{(h,k)}(A)$ one bit at a time.

5. The Digit-Serial Discrete Logarithm Algorithm

The following results distinguish the positive powers of $h$ from the negative ones.

**Lemma 9.** Let $A$ be an odd positive integer with $|A|_{2^k} = a_{k-1}a_{k-2}\ldots a_2a_11$ then:

i) If $A \equiv 1 \mod 4$ then $a_1 = 0$.

ii) If $A \equiv 3 \mod 4$ then $a_1 = 1$.

**Proof.** i) If $A \equiv 1 \mod 4$ then $A = 1 + 4q$ for some integer $q \geq 0$. Because of the Digit Inheritance Properties of the addition and multiplication modulo
2^k,\]

\[
\left| A \right|_{2^k} = |1|_{2^k} + |4|_{2^k} \cdot |q|_{2^k}
\]

\[
a_{k-1}a_{k-2} \ldots a_2a_11 = 0 \ldots 0001 + |0\ldots 0100 \times q_{k-1}q_{k-2} \ldots q_1q_0|_{2^k}
\]

\[
= 0 \ldots 0001 + q_{k-3}q_{k-4} \ldots q_1q_000
\]

\[
= q_{k-3}q_{k-4} \ldots q_1q_001
\]

Thus, \( a_1 = 0 \).

ii) Similar can be shown for the case \( A \equiv 3 \mod 4 \) since \( |A|_{2^k} = |3|_{2^k} + |4|_{2^k} \cdot |q|_{2^k}|_{2^k} \). It follows from \( |3|_{2^k} = 0 \ldots 0011 \) that \( |A|_{2^k} = a_{k-3}a_{k-4} \ldots a_2a_1a_011 \). Therefore, \( a_1 = 1 \). \( \square \)

**Theorem 10.** Let \( h \) be a semi-primitive root \( \mod 2^k \), \( k \geq 3 \). For all positive powers of \( h \) with bit string \( |A|_{2^k} = a_{k-1}a_{k-2} \ldots a_2a_11 \) we have that:

i) If \( h \equiv 1 \mod 4 \) then \( a_1 = 0 \).

ii) If \( h \equiv 3 \mod 4 \) then \( a_2 = 0 \).

**Proof.** i) If \( h \equiv 1 \mod 4 \) then \( h^i \equiv 1 \mod 4 \) for any \( i \in \mathbb{N} \). By lemma (9), we must have \( a_1 = 0 \).

ii) If \( h \equiv 3 \mod 4 \) then \( h^2 \equiv 1 \mod 4 \). So the powers of \( h \) are of the form \( h^{2i} \equiv 1 \mod 4 \) or \( h^{2i+1} \equiv 3 \mod 4 \) for all \( i \in \mathbb{N} \). Both 1 and 3 have binary representation with \( a_2 = 0 \). \( \square \)

**Observation.** Let \( |h|_{2^k} = h_{k-1}h_{k-2} \ldots h_2h_11 \) be a semi-primitive root \( \mod 2^k \). It follows from Lemma (9) and Theorem (10) that for all positive powers of \( h \) modulo \( 2^k \) whose binary representation is \( |A|_{2^k} = a_{k-1} \ldots a_2a_11 \), if \( h_1 + 1 = \begin{cases} 1 & \text{then } a_1 = 0 \\ 2 & \text{then } a_2 = 0 \end{cases} \)

The bit strings representing the negative powers of \( h \) are two’s complements of the positive powers. In the case where \( A \) is a negative power of \( h \), if \( h \equiv 1 \mod 4 \) then \( a_1 = 1 \), and if \( h \equiv 3 \mod 4 \) then \( a_2 = 1 \).

This was noted in [7] for the semi-primitive root 3 where positive powers of 3 mod \( 2^k \) have binary digit \( a_2 = 0 \), while the negative powers of 3 mod \( 2^k \) have binary digit \( a_2 = 1 \).

In summary, one can identify if an integer \( A \) modulo \( 2^k \) is a negative power of \( h \) by checking if it satisfies one of the following conditions:

i) \( h_1 = 0 \) and \( a_1 = 1 \)

ii) \( h_1 = 1 \) and \( a_2 = 1 \)
Because of the Digit Inheritance Property for the residues modulo $2^k$, \(|h|_{2^k} = h_{k-1}h_{k-2} \ldots h_2h_11\) have the same least significant digits as \(|h|_{2^3} = h_2h_11\). Since \(|h^0|_{2^3} = 001\) and \(|-h^0|_{2^3} = 111\) for any \(h\), we have that either \(|h|_{2^3} = 011\) or \(|h|_{2^3} = 101\). We check the binary digits of \(|h|_{2^3}\) to see which of the bits between \(h_1\) and \(h_2\) is zero. From this, we can determine if an odd integer \(A\) for which we want to find \(\text{dlg}_{(h,k)}(A)\) is a positive or negative power of \(h\) mod \(2^k\) for any \(k \geq 3\).

For the Algorithm 1 below, \(|B|_{2^k} = |A^{-1}|_{2^k}\) and \(b = \text{dlg}_{(h,k)}(B)\).

**Algorithm 1** Generalized Fit-Florea and Matula DLG Digit-Serial Algorithm

**Input:** Odd integer \(|A|_{2^k} = a_{k-1}a_{k-2} \ldots a_2a_11\)

---

**Output:** The factorization \((s, e)\) of \(A\) as \(A = |(-1)^s h^e|_{2^k}\)

1: \(B := 1;\)
2: \(b := 0;\)
3: if \((h_1 = 0 \text{ and } a_1 = 1)\) or \((h_1 = 1 \text{ and } a_2 = 1)\) then
4: \(P := |−A|_{2^k};\)
5: \(s := 1;\)
6: else
7: \(P := |A|_{2^k};\)
8: \(s := 0;\)
9: end if
10: if \(|P|_{2^3} = |h|_{2^3}\) then
11: \(B := |h|_{2^k};\)
12: \(b := 1;\)
13: end if
14: \(P := |P \times B|_{2^k};\)
15: for \(i\) from 3 to \(k - 1\) do
16: if \(p_i = 1\) then
17: \(b := b + 2^{i-2};\)
18: \(B := |B \times h^{2^{i-2}}|_{2^k};\)
19: \(P := |P \times h^{2^{i-2}}|_{2^k};\)
20: end if
21: end for
22: \(e = |2^{k-2} - b|_{2^{k-2}};\)
23: return \((s, e)\)

We note the following about algorithm 1:

- Lines 1 and 2 correspond to the binary representation of 1 with \(k\) bits and the binary representation of 0 with \(k - 2\) bits, respectively.
The condition in line 3 identifies the case where $A$ is a negative power of $h$.

Line 4 represents the two’s complement of $A$.

There are only two possibilities for $P$, either $|P|_{23} = 001$ or $|P|_{23} = |h|_{23}$, which is what being tested in line 10.

Line 14 performs the binary multiplication of $k$-digit numbers.

Line 17 flips the $(i - 1)$-th bit of $b$.

The loop from line 15 to line 19 employs $O(k)$ dependent multiplications modulo $2^k$.

6. Conclusion

We presented a generalized version of Fit-Florea and Matula’s algorithm. The algorithm finds the discrete logarithm modulo $2^k$ whose base is a semi-primitive root. With the present results, the discrete logarithm can be computed directly for bases other than 3, and the algorithm remains efficient, requiring $O(k)$ multiplications modulo $2^k$.

References

[1] Antão, S., Bajard, J.-C., Sousa, L.: RNS-based elliptic curve point multiplication for massive parallel architectures. The Computer Journal 55(5), 629–647 (2012). https://doi.org/10.1093/comjnl/bxr119

[2] Bajard, J.-C., Imbert, L.: A full RNS implementation of RSA. IEEE Transactions on Computers 53(6), 769–774 (2004). https://doi.org/10.1109/TC.2004.2

[3] Bajard, J.-C., Duquesne, S., Ercegovac, M.: Combining leak-resistant arithmetic for elliptic curves defined over $F_p$ and RNS representation. Mathematical Publications of Besançon. Algebra and Number Theory, 67–87 (2013). https://doi.org/10.5802/pmb.a-152

[4] Bajard, J.-C., Eynard, J., Merkiche, N., Plantard, T.: Babaï round-off CVP method in RNS: Application to lattice based cryptography protocols. In Proc. 14th International Symposium on Integrated Circuits (ISIC), 440–443 (2014). https://doi.org/10.1109/ISICIR.2014.7029534

[5] Bakhtiar, L.A., Hosseinzadeh, M.: All optical residue arithmetic with micro ring resonators and its application. Opt Quant Electron 48, 125 (2016). https://doi.org/10.1007/s11082-016-0412-6

[6] Benschop N.F.: Multiplier for the multiplication of at least two figures in an original format. US Patent No. 5,923,888 (Jul. 13, 1999)

[7] Fit-Florea, A., Matula, D.W.: A digit-serial algorithm for the discrete logarithm modulo $2^k$. In Proc. 15th IEEE International Conference on Application-Specific Systems, Architectures and Processors, 236–246 (2004). https://doi.org/10.1109/ASAP.2004.1342474
[8] Fit-Florea, A., Li, L., Thornton, M.A., Matula, D.W.: A discrete logarithm number system for integer arithmetic modulo $2^k$: algorithms and lookup structures. IEEE Transactions on Computers 58(2), 163–174 (2009). https://doi.org/10.1109/TC.2008.204

[9] Lee, K.-S., Kwon, M., Kang, M.-K., Shin, G.: Semi-primitive root modulo $n$. Honam Mathematical Journal 33(2), 181–186 (2011). https://doi.org/10.5831/HMJ.2011.33.2.181

[10] Lee, K.-S., Kwon, M., Shin, G.: Multiplicative groups of integers with semi-primitive roots modulo $n$. Commun. Korean Math. Soc. 28(1), 71–77 (2013). https://doi.org/10.4134/CKMS.2013.28.1.071

[11] Lim, Z., Phillips, B.J., Liebelt, M.: Elliptic curve digital signature algorithm over $GF(P)$ on a residue number system enabled microprocessor. In Proc. IEEE Region 10 Conference (TENCON), 1–6 (2009). https://doi.org/10.1109/TENCON.2009.5396175

[12] Odlyzko, A.: Discrete logarithms: the past and the future. Designs, Codes and Cryptography 19, 129–145 (2000). https://doi.org/10.1023/A:1008350005447

[13] Mohan, P.V.: Residue Number Systems: algorithms and architectures. Kluwer Academic Publishers (2002). https://doi.org/10.1007/978-1-4615-0997-4

[14] Nathanson, M.B.: Elementary methods in number theory. Springer Science & Business Media, New York (2000). https://doi.org/10.1007/b98870

[15] Nozaki, H., Motoyama, M., Shimbo, A., Kawamura, S.: Implementation of RSA algorithm based on RNS Montgomery multiplication. In Proc. Cryptographic Hardware and Embedded Systems – CHES 2001, LNCS 2162, 364–376 (2001). https://doi.org/10.1007/3-540-44709-1_30

[16] Schinianakis, D., Stouraitis, T.: Multifunction residue architectures for cryptography. IEEE Transactions on Circuits and Systems I: Regular Papers 61(4), 1156–1169 (2014). https://doi.org/10.1109/TCSI.2013.2283674

[17] Schinianakis, D., Stouraitis, T.: Residue number systems in cryptography: design, challenges, robustness. In Chang, C.H., Potkonjak, M. (eds) Secure System Design and Trustable Computing, 115–161 (2014). https://doi.org/10.1007/978-3-319-14971-4_4

[18] Schinianakis, D.: Residue arithmetic systems in cryptography: a survey on modern security applications. Journal of Cryptographic Engineering 10, 249–267 (2020). https://doi.org/10.1007/s13389-020-00231-w

[19] Szabo, N.S., Tanaka, R.I.: Residue arithmetic and its applications to computer technology. McGraw-Hill Book Company (1967)

[20] Tomczak, T.: Hierarchical residue number systems with small moduli and simple converters. Int. J. Appl. Math. Comput. Sci. 21(1), 173–192 (2011). https://doi.org/10.2478/v10006-011-0013-2

Department of Mathematics and Computer Science, Queensborough Community College, City University of New York, USA

Email address: bsosnovski@qcc.cuny.edu