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Abstract—Machine unlearning aims to remove points from the training dataset of a machine learning model after training; for example when a user requests their data to be deleted. While many machine unlearning methods have been proposed, none of them enable users to audit the procedure. Furthermore, recent work shows a user is unable to verify if their data was unlearnt from an inspection of the model alone. Rather than reasoning about model parameters, we propose to view verifiable unlearning as a security problem. To this end, we present the first cryptographic definition of verifiable unlearning to formally capture the guarantees of a machine unlearning system. In this framework, the server first computes a proof that the model was trained on a dataset \( D \). Given a user data point \( d \) requested to be deleted, the server updates the model using an unlearning algorithm. It then provides a proof of the correct execution of unlearning and that \( d \in D \), where \( D' \) is the new training dataset. Our framework is generally applicable to different unlearning techniques that we abstract as admissible functions. We instantiate the framework, based on cryptographic assumptions, using SNARKs and hash chains. Finally, we implement the protocol for three different unlearning techniques (retraining-based, amnesiac, and optimization-based) to validate its feasibility for linear regression, logistic regression, and neural networks.

I. INTRODUCTION

The right to be forgotten entitles individuals to self-determine the possession of their private data and compel its deletion. In practice, this is now mandated by recent regulations like the GDPR [2], CCPA [3], or PIPEDA [4]. Consider the case where a company or service provider collects data from its users. These regulations allow users to request a deletion of their data, and legally compels the company to fulfill the request. However, this can be challenging when the data is used for downstream analyses, e.g., training machine learning (ML) models, where the relationship between model parameters and the data used to obtain them is complex [44]. In particular, ML models are known to memorize information from their training set [22], [17], resulting in a myriad of attacks against the privacy of training data [19], [47].

Thus, techniques have been introduced for unlearning: a trained model is updated to remove the influence a training point had on the model’s parameters and predictions [18]. Yet, regardless of the particular approach, existing techniques [75], [15], [37], [30], [33], [7], [58] suffer from one critical limitation: they are unable to provide the user with a proof that their data was indeed unlearnt. Put another way, the user is asked to blindly trust that the server executed the unlearning algorithm to remove their data with no ability to verify this. This is problematic because dishonest service providers may falsify unlearning to avoid paying the large computational costs or to maintain model utility [59], [29].

Additionally, verifying that a point is unlearnt is non-trivial from the user’s perspective. A primary reason is that users (or third-party auditors) cannot determine whether a data point is unlearnt (or not) by comparing the model’s predictions or parameters before and after claimed unlearning. The complex relationship between training data, models’ parameters, and their predictions make it difficult to isolate the effects of any training point. In fact, prior work [65], [68] demonstrates that a model’s parameters can be identical when trained with or without a data point.

To address these concerns, we propose a cryptographic approach to verify unlearning. Rather than trying to verify unlearning by examining changes in the model, we ask the service provider (i.e., the server) to present a cryptographic proof that an agreed-upon unlearning process was executed. This leads us to view unlearning as a security problem that we aim to solve with formal guarantees.

In this paper we propose the first formal security definition of verifiable machine unlearning. Our framework describes an iteration-based protocol and requires the server to prove that it has honestly updated the model and dataset in each iteration, either due to training with new data or unlearning previously used data. Only then does the user have sufficient guarantees about deletion of their data. Under this definition, we can instantiate protocols using any unlearning technique and any cryptographic primitives that have appropriate security guarantees.

We identified several challenges while developing the framework that we believe are inherent to unlearning.

1) Verifying unlearning cannot be solved by naive one-shot verifiable computation as it requires a user to be able to verify that their data was not re-added at later stages. Hence, the definition has to capture all model updates due to new points added or points being deleted.

2) The relationship between an updated model and the evolving dataset needs to be formally captured for verification. For example, a naive way would be to define this relationship as a re-training function, i.e., the updated model is the result of training on the evolved dataset. This can be viewed as “exact unlearning”. However,
since other (approximate) unlearning techniques exist, we define this relationship as a set of functions that we call admissible functions. This abstraction captures the relationship between models and datasets via initialization, training and unlearning functions.

3) As we observe above, the security definition needs to capture consistency of data during training and unlearning, and across model updates and evolving datasets. Though this can be done by passing the whole dataset between the verification steps (training and unlearning) and sending data to the user, we aim to verify consistency in a succinct manner. To this end, we define a strong notion of extractor-based security, capturing that the server must know some underlying dataset in order to compute a valid proof.

Our framework is general and we later demonstrate its applicability to three different unlearning techniques. Notably, none of these have been proved using verifiable computation before. We focus our discussion below on re-training based unlearning, one of the unlearning techniques, and give an overview of our framework. In this approach, the server re-trains a model without using a data point d that needs to be unlearnt.

In our framework, we identify the following guarantees that need to be satisfied: (a) the model was trained from some dataset and (b) the user’s data point is not present in this dataset. Thus, the framework has two major components. First, the server computes a proof of training whenever data points are added to the model’s training data: this establishes that it trained the model on a particular dataset. Second, when a user submits a request to unlearn a specific data point, the server computes a proof of unlearning. It proves that the model was updated addressing the request, and additionally provides the user with a proof that their data point was indeed unlearnt and not part of the training set. These proofs should also ensure that no data point can be added back to the training set after it was unlearnt.

We present a fully instantiated protocol in our framework. This instantiation uses SNARK-based verifiable computation for the proof of model updates induced by training or unlearning and hash chains for the proof of non-membership in a training set since the time unlearning request was made.

Finally, we provide the first implementation of verifiable unlearning based on cryptographic primitives. In particular, we use Spartan [60] for verifiable training and unlearning. Spartan is a transparent SNARK, i.e., it does not require a trusted setup, which is desirable for our purpose. We consider three unlearning techniques: retraining-based unlearning, amnesiac unlearning [33] and optimization-based unlearning [40], [72]. We demonstrate the versatility and scalability of our construction on a variety of binary classification tasks from the PMLB benchmark suite [56], using linear regression, logistic regression, and simple neural networks.

Contributions. We make the following contributions:

- **Formal framework.** We introduce a general framework to construct protocols for verifiable machine unlearning. Our framework is designed to be general enough to capture different unlearning algorithms and secure primitives.

- **Security definition of verifiable machine unlearning.** We then propose a formal security definition of a verifiable machine unlearning scheme. This game-based definition allows one to prove security of their instantiation of the unlearning protocol. Our framework models verifiable unlearning as a 2-party protocol (executed between the server and the users).

- **Instantiation.** We present a fully instantiated protocol in our framework. This construction is based on a generic interface for training and unlearning and thus applicable to any training and unlearning algorithm (as captured by our admissible functions abstraction).

- **Practical implementation.** We implement the protocol’s main functionality, study its applicability to three unlearning techniques, different classes of ML models and benchmark datasets. We observe that compared to training verification, verifying unlearning adds a small cost and efficiency of unlearning depends on the unlearning technique.

II. BACKGROUND

In this section, we discuss the preliminaries needed to understand the contributions of our work.

**Notation.** Throughout the paper, let $\lambda$ denote the security parameter. We call a function negligible in $\lambda$—denoted by $\negl(\lambda)$—if it is smaller than the inverse of any polynomial for all large enough values of $\lambda$. $[m : n]$ denotes the set $\{m, m+1, ..., n\}$ for integers $m < n$. For $m = 1$, we simply write $[n]$. $y \leftarrow M(x_1, x_2, ...) \in X \times Y$ denotes that on input $x_1, x_2, ...$, the probabilistic algorithm $M$ returns $y$. An adversary $A$ is a probabilistic algorithm, and is efficient or Probabilistic Polynomial-Time (PPT) if its run-time is bounded by some polynomial in the length of its input. We will use code-based games, where $\Pr[G \Rightarrow 1]$ denotes the probability that the final output of game $G$ is 1.

A. Machine Learning Preliminaries

**Supervised Machine Learning.** Supervised machine learning (ML) is the process of learning a parameterized function $f_\theta$ (often called a model) that is able to predict an output (from the space of outputs $\mathcal{Y}$) given an input (from the space of inputs $\mathcal{X}$), i.e., $f_\theta : \mathcal{X} \to \mathcal{Y}$. Commonly learnt functions include linear regression, logistic regression, and feed-forward neural networks.

The parameters of this function are typically optimized using methods such as stochastic gradient descent (SGD). Let $\theta_{\text{initial}}$ be randomly initialized parameters and $D = \{d_1, ..., d_n\}$ a set of training data points, where each $d = (d_x, d_y) \in \mathcal{X} \times \mathcal{Y}$. During training we iteratively update...
parameters as $\theta' := \theta - \eta \nabla_{\theta} \mathcal{L}(f_{\theta}(d_x^e), d_y^e)$ for points $d \in D$ where $\mathcal{L}$ is a suitably chosen loss function (e.g., cross-entropy loss) and $\eta$ the learning rate.

In SGD, the update is calculated for a randomly chosen input $d \in D$ in each step. In practice, this is often extended to batches of data points in order to reduce the variance of each update. Often, multiple passes (called epochs) are repeated through the dataset. We can describe the full process of training a model $m$ (interchangeably used with $\theta_m$) by

$$
\theta_{m'} := \theta_{\text{initial}} + \sum_{e \in [E]} \sum_{d \in D} \Delta_{e,d}
$$

with $E$ being the number of epochs and $\Delta_{e,d}$ the update on the model’s parameter from data point $d$ in epoch $e$.

### Machine Unlearning

In machine unlearning the goal is to design algorithms that enable an ML model (specifically, its parameters) to forget the contribution of a (subset of) data point(s). The canonical approach for this is to naively retrain the model from scratch. Hence, removing a data point $d^* \neq d$ from a model $m$ with retraining-based unlearning can be described as

$$
\theta_{m'} := \theta_{\text{initial}} + \sum_{e \in [E]} \sum_{d \in D \setminus \{d^*\}} \Delta_{e,d}
$$

As the resulting model $\theta_{m'}$ is completely devoid of data point $d^*$ (by construction), this is an example for exact unlearning [15], [18], [76], [50], which is desirable but often prohibitively expensive.

More practical unlearning techniques where the contribution of a data point cannot be completely removed and the guarantees tolerate some error [37], [20], [67], [7], [58], [30], [33] are commonly referred to as approximate unlearning. An example for this is amnesiac unlearning [33]. Given a model $m$, removing a data point $d^*$ with amnesiac unlearning means that we compute

$$
\theta_{m'} := \theta_{m} - \sum_{e \in [E]} \Delta_{e,d^*}
$$

In other words, to unlearn data point $d^*$, we remove the updates to the model’s parameters that were directly computed on that data point for all training epochs $E$. Yet, amnesiac unlearning only provides approximate guarantees since updates from unlearnt data points indirectly also influence updates from later points during the iterative nature of the training [67].

Other approaches for approximate unlearning formulate unlearning as an optimization problem [40], [72] (similar to training). In every step, instead of reducing the loss of a data point, we increase it. We refer to this as optimization-based unlearning. Formally, we iteratively compute an update $\Delta_{e,d^*}$ for the current model that is subtracted from its parameters:

$$
\theta_{m'} := \theta_{m} - \sum_{e \in [E]} \Delta_{e,d^*}
$$

where $E$ denotes the number of unlearning epochs and $\Delta_{e,d^*}$ the update from data point $d^*$ in epoch $e$. For model parameters $\theta$ (in epoch $e$), we define $\Delta_{e,d^*} := -\hat{\eta} \nabla_{\theta} \mathcal{L}(f_{\theta}(d_x^e), d_y^e)$ with unlearning rate $\hat{\eta}$ and loss function $\mathcal{L}$.

### B. Cryptographic Preliminaries

#### Collision-Resistant Hash Functions

A function $\text{Hash} : \{0, 1\}^n \rightarrow \{0, 1\}^k$ is collision-resistant if

- It is length-compressing, i.e., $k < n$.  
- It is hard to find collisions, i.e., for all PPT adversaries $\mathcal{A}$ and for all security parameters $\lambda$,
  $$
  \Pr\left[\frac{(x_0, x_1) \leftarrow \mathcal{A}(\lambda, \text{Hash})}{x_0 \neq x_1 \land \text{Hash}(x_0) = \text{Hash}(x_1)}\right] \leq \text{neg}(\lambda).
  $$

#### Proof Systems

An interactive proof system describes a protocol between a prover and a verifier, where the prover wants to convince the verifier that some statement $\phi$ for a given polynomial time decidable relation $R$ is true. The prover holds a witness $\omega$ for the statement. We can then express $R$ with a circuit that takes public and private inputs (statement and witness) and returns $\text{true}$ if the input is in the relation. In this work we are concerned with non-interactive proof systems. A Succinct Non-Interactive Argument of Knowledge (SNARK) allows the prover to non-interactively prove the statement with a short (or succinct) cryptographic proof which can be verified in time sublinear in the size of the statement. We denote a SNARK by $\Pi$ and define it by the three algorithms ($\Pi.\text{Setup}, \Pi.\text{Prove}, \Pi.\text{Vrfy}$). More formally,

- $\text{pp} \leftarrow \Pi.\text{Setup}(\lambda, R)$: The setup algorithm outputs public parameters $\text{pp}$ for a polynomial-time decidable relation $R$.
- $\pi \leftarrow \Pi.\text{Prove}(R, \text{pp}, \phi, \omega)$: The prover algorithm takes as input the $\text{pp}$ and $(\phi, \omega) \in R$ and returns an argument $\pi$, where $\phi$ is termed the statement and $\omega$ the witness.
- $b \leftarrow \Pi.\text{Vrfy}(R, \text{pp}, \phi, \pi)$: The verification algorithm takes the $\text{pp}$, a statement $\phi$ and an argument $\pi$ and returns a bit $b$, where $b = 1$ indicates success and $b = 0$ indicates failure.

#### Perfect Completeness

Given any true statement, an honest prover should be able to convince an honest verifier. More formally, let $R$ be a sequence of families of efficiently decidable relations $R$. For all $R \in \mathcal{R}$ and $(\phi, \omega) \in R$,

$$
\Pr\left[\Pi.\text{Vrfy}(R, \text{pp}, \phi, \pi) \left|\right. \text{pp} \leftarrow \Pi.\text{Setup}(\lambda, R); \pi \leftarrow \Pi.\text{Prove}(R, \text{pp}, \phi, \omega)\right] = 1.
$$

#### Computational Soundness

We say that $\Pi$ is sound if it is not possible to prove a false statement. Let $L_R$ be the language consisting of statements for which there exists corresponding witnesses in $R$. For a relation $R \sim \mathcal{R}$, we require that for all non-uniform PPT adversaries $\mathcal{A}$,

$$
\Pr\left[\phi \notin L_R \land \Pi.\text{Vrfy}(R, \text{pp}, \phi, \pi) \left|\right. \text{pp} \leftarrow \Pi.\text{Setup}(\lambda, R); (\phi, \pi) \leftarrow \mathcal{A}(R, \text{pp})\right] \leq \text{neg}(\lambda).
$$

We further define the notion of witness extractability or knowledge soundness.

#### Computational Knowledge Soundness

$\Pi$ satisfies computational knowledge soundness if there exists an extractor that can compute a witness whenever the adversary produces a valid argument. More formally, for a relation $R \sim \mathcal{R}$, we require
that for all non-uniform PPT adversaries $A$ there exists a non-uniform PPT extractor $E$ such that

$$Pr \left[ (\phi, \omega) \notin R \text{ and } II.\text{Vrfy}(R, pp, \phi, \pi) \right] \leq \negl(\lambda).$$

We say a SNARK II is secure if it satisfies perfect completeness, computational soundness and knowledge soundness.

III. Verifiable Machine Unlearning

We consider the following ecosystem: there are many users, each of whom has access to a set of data points (or dataset). They share their data with a server which uses it to learn an ML model. Users can send requests to either delete or add new data. We focus on ensuring that users can verify that their deletion requests are met.

Threat Model. We assume the server is malicious, i.e., it may not execute unlearning. Reasons for this include the server being unwilling to tolerate a degradation in the model’s performance after data deletion [59], [29], or pay the computational penalty associated with updating the model [15], [33]. To this end, our focus is to develop a method to verify that the server adheres to users’ requests.

Scope and Assumptions.

1) Out-of-band authentication. We assume that the users have some (out-of-band) mechanism to authenticate to the server. A server will honor unlearning requests from legitimate users only. Since this can be done using standard authentication mechanisms, e.g., digital signatures, we do not model this explicitly. This would prevent a malicious user deleting a point belonging to a different user.

2) Uniqueness of data points. We need a mechanism to attribute data points to users: when a user requests their data point to be deleted, it should be clearly identifiable. In practice, multiple users could have the same data point making identification challenging. To resolve this problem, we assume the server prepends a unique identifier to each data point. We refer to such a unique representation as a data record.

3) Sybil data-records. A malicious server can re-add a data point that was deleted (e.g., by creating a fake user or colluding with an existing user). This would result in a different data record as it would have a different identifier. We note that, in principle, detecting this behaviour is possible, for example, by recording all added data points in a transparency log (similar to Certificate Transparency [1]) and then comparing the new points with previous points. However, differentiating this behaviour from benign behaviour is difficult: there could be an honest user with the same (or similar) data point. This is an interesting problem which we consider out-of-scope for this work. We note, however, that any solutions developed for it could be integrated into our framework.

Necessity of Auditable Algorithmic Definitions. In the status quo, there is no rigorous way for the user to verify if the model being used is devoid of their data. One naive solution would be to provide the user with the trained parameters (including random seeds) of the model and all the data, and request them to locally re-run the training and compare their model parameters to the server’s. Another method could be based on influence techniques [44] to understand if their data contributes to these parameters. Both of these naive solutions suffer from a fundamental problem: it is possible to arrive to same model parameters even if data was deleted. For example, recent work by Shumailov et al. [65] and Thudi et al. [68] describe how a user’s contribution (towards model parameters) can be approximated from other entries in a dataset, rendering such approaches insufficient: the server can claim to have obtained the exact same model parameters from a number of different datasets. Therefore, our approach relies on proving the execution of an unlearning algorithm. To prove that a particular record was unlearnt correctly, we further need to trust that the model upon which unlearning is performed was derived from that particular record. Thus, we also require to prove that the training procedure was executed correctly. To capture this formally, we propose a generic interface for admissible functions to describe training and unlearning procedures (cf. Section IV).

Desiderata. From the discussion thus far, we unearth two main requirements to achieve our goals.

D1. Given an ML model that was trained on a dataset $D$ and data points are added, we require a proof of training to establish that the updated model was obtained from the updated dataset by executing a training function all participating parties agreed on.

D2. In a similar fashion, we want to prove the removal of data points. Thus, given an ML model that was trained on a dataset $D$, machine unlearning mechanisms update this model by (conceptually) removing data points from the set $D$. Then, we require a proof of unlearning to establish that the updated model was obtained from the updated dataset using an agreed-upon unlearning function. Further, for each removed data point $d$, we require a proof that $d$ is not part of the (updated) training data $D'$ (i.e., $d \notin D'$), which we denote by a proof of non-membership.

To guarantee the absence of deleted data points even after future model updates, it is also necessary to take into account all updates to the model, and not only those referring to unlearning (i.e., to prevent a server from re-adding an unlearnt data record).

Additionally, it needs to be ensured that the server uses the most recent model for inference. However, we consider proving and verifying inference an interesting problem which is related to, but also independent of unlearning. We note that there exist several works addressing this problem which we discuss in Section VIII.
Users $U \{ \text{pub}, \tilde{D}_u \sim D \}_{u \in U}$

Server $S$ (pub)

| Initialize | $\text{com}_0, \rho_0$ | $(\text{st}_{S,0}, m_0, \text{com}_0, \rho_0) \leftarrow \text{Init}(\text{pub})$ |
|------------|-------------------|-------------------------------------------------|
| i-th iteration | | $D_i^0 := \emptyset, U_i^0 := \emptyset$ |
| # add data points | $u \in U, d_{i,k} \in \tilde{D}_u$ | $D_i^+ := D_i^{k-1}, U_i^+ := U_i^{k-1}$ |
| # remove data points | $u \in U, d_{i,j} \in \tilde{D}_u$ | $U_i^+ := U_i^+ \cup \{(u, d_{i,j})\}$ |

Proof of Training

| if not VerifyTraining(\text{pub}, \text{com}_-, \text{com}_+, \rho_i) | $\text{train}: \text{com}_+, \rho_i$ | $(\text{st}_{S,i}, m_i, \text{com}_+, \rho_i) \leftarrow \text{ProveTraining}(\text{st}_{S,i-1}, \text{pub}, D_i^+)$ |
|--------------|------------------|-------------------------------------------------|
| Proof of Unlearning | $D_i^+ := \emptyset$ |

OR Proof of Unlearning

| if not VerifyUnlearning(\text{pub}, \text{com}_-, \text{com}_+, \rho_i) | $\text{unlearn}: \text{com}_+, \rho_i$ | $(\text{st}_{S,i}, m_i, \text{com}_+, \rho_i) \leftarrow \text{ProveUnlearning}(\text{st}_{S,i-1}, \text{pub}, U_i^+)$ |
|--------------------------|------------------|-------------------------------------------------|
| if not VerifyNonMembership(\text{pub}, u, d_{i,j}, \text{com}_+, \pi_{u,d_{i,j}}) | $\pi_{u,d_{i,j}}$ | $\pi_{u,d_{i,j}} \leftarrow \text{ProveNonMembership}(\text{st}_{S,i}, \text{pub}, u, d_{i,j})$ |
| abort | $U_i^+ := \emptyset$ |

Fig. 1: Unlearning Framework. We describe protocols in this framework based on an admissible functions $f$. After initialization, execution proceeds in iterations. In the beginning of each iteration $i$, users $U$ can issue requests for data to be added or deleted. After this phase, the server $S$ either performs a proof of training by adding the requested data records in $D_i^+$ to the model or a proof of unlearning by removing the requested data records in $U_i^+$. It computes a commitment $\text{com}_i$ on the updated model $m_i$ and updated training dataset. Furthermore, the server computes a proof $\rho_i$ that $m_i$ was obtained from this dataset. The users verify this proof and the commitment. In each iteration of unlearning the server additionally creates a proof of non-membership for every unlearnt data point conforming to a user that it has complied with a data deletion request. This proof can be verified by the user against $\text{com}_i$.

IV. OUR FRAMEWORK

We now present our formal framework for verifiable machine unlearning. This framework defines a generic interface for verifiable machine unlearning capturing desiderata $\textbf{D1}$ and $\textbf{D2}$ (cf. Section III) to verify training and unlearning. It allows various instantiations, e.g., using different unlearning techniques or cryptographic primitives. We consider protocols for verifiable machine unlearning that are executed interactively by the two roles introduced in the previous section: a set of users $U$ and a server $S$.

**Dataset.** Let $D$ be the distribution of data points. Each user $u \in U$ possesses a set of data points $\tilde{D}_u \sim D$. At the server side, there is an initially empty dataset $D_0 = \emptyset$ (which is later populated for training an ML model). During the execution of the protocol, users can request to add or delete their data points. Different versions of the server’s dataset (as it develops during the execution of the protocol) are denoted by their corresponding index (i.e., $D_0, D_1, \ldots$). Recall that we consider data records such that each data point is distinctly identifiable and unique (refer Section III). Therefore, entries in $D_i$ are tuples of the form $(u, d) \in U \times \tilde{D}_u$.

**Admissible Functions.** We consider triples of functions $(f_I, f_T, f_U)$, where $f_I$ is an initialization function, $f_T$ is a training function and $f_U$ is an associated unlearning function. The set of all admissible functions is denoted by $F$. We let $\text{pp}_f$ denote public hyperparameter which are used for initialization. W.l.o.g., we assume the functions to be deterministic. A random seed may be contained in the hyperparameter and stored in the state to derive randomness deterministically. More explicitly:

- $(\text{st}_f, m) := f_I(\text{pp}_f)$: The initialization function $f_I$ takes as input hyperparameter $\text{pp}_f$ and outputs the initial state $\text{st}_f$ and model $m$ (e.g., its initial weights).
- $(\text{st}_f, m) := f_T(\text{st}_f, D^+)$: The training function $f_T$ takes as input the current state $\text{st}_f$ and a set $D^+$ of data points to be added. It outputs the updated state and new model $m$.
- $(\text{st}_f, m) := f_U(\text{st}_f, U^+)$: The unlearning function $f_U$ takes as input the current state $\text{st}_f$ and a set $U^+$ of data points to be deleted. It outputs the updated state and new model $m$.

These functions allow us to establish an abstraction to track the relation between a model and its underlying dataset; we refer to this as the conceptual dataset. If $D$ is the current conceptual dataset, removing data points from $U^+$ with $f_U$ updates the dataset as $D := D \setminus U^+$. We assume that server and
users agree on \( f \) before executing the protocol (e.g., similar to the TLS handshake protocol).

### A. Framework Overview

An overview of our framework is depicted in Figure 1. We denote a protocol in this framework by \( \Phi_f \), where \( f = (f_I, f_T, f_U) \in \mathcal{F} \) is the triplet deployed by the protocol. We then describe the execution of the protocol with two phases (executed in an iterative manner):

**P1. Data Addition/Deletion**: Any user can issue an addition/deletion request to the server at any iteration. The server can batch multiple addition/deletion requests within a single iteration. For this, the server stores all requests in intermediate datasets \( D^+_t \) (addition) and \( U^+_t \) (deletion), respectively.

**P2. Proof of Training (resp. Unlearning)**: At the end of each iteration \( i \), the server updates its dataset by adding (resp. deleting) the data record stored in \( D^+_t \) (resp. \( U^+_t \)), respectively. For training (resp. unlearning), the server needs to update the model using function \( f_T \) (resp. \( f_U \)) on all records requested to be added (resp. deleted). It then computes a proof of training (resp. unlearning). This proof is verified by all users.

For unlearning, the server additionally needs to provide each user who requested a point to be unlearnt with an individual proof that their data record was unlearnt and removed from the server’s dataset (i.e., a proof of non-membership). After an update was performed, the dataset \( D^+_t \) (resp. \( U^+_t \)) is reset to the empty set.

In the following, we describe the interfaces, including all algorithms, in more detail. The completeness properties of these algorithms are formally presented in Section IV-B.

1. **Setup and Initialization**. A global setup procedure Setup generates public parameters \( \mathsf{pub} \), i.e., \( \mathsf{pub} \leftarrow \text{Setup}(\lambda) \), where \( \lambda \) is the security parameter. We assume that \( \mathsf{pub} \) additionally includes the admissible functions \( f \) and the hyperparameter \( \mathsf{pp}_f \). This procedure can be executed either by the server or some external entity, depending on the application. \( \mathsf{pub} \) is given to all actors. During initialization, the ML model and a state (which captures information needed for subsequent iterations) between the server and users are initialized using the \( \mathsf{Init} \) and \( \text{VerifyInit} \) algorithms. Formally, the algorithms are defined as follows:

**Server**: \((\mathsf{st}_{S,0}, m_0, \mathsf{com}_0, \rho_0) \leftarrow \mathsf{Init}(\mathsf{pub})\)

Init takes as input the public parameters \( \mathsf{pub} \) and outputs the initial state \( \mathsf{st}_{S,0} \), the model \( m_0 \), the commitment \( \mathsf{com}_0 \), and the proof \( \rho_0 \). The algorithm runs as follows: the server first suitably initializes model \( m_0 \) using initialization algorithm \( f_I \) and additional hyperparameter \( \mathsf{pp}_f \) contained in \( \mathsf{pub} \). It stores the resulting state \( \mathsf{st}_f \) in \( \mathsf{st}_{S,0} \). The set of training records is initialized to be empty, i.e., \( D_0 := \emptyset \). It then commits to \( m_0 \) and \( D_0 \) with \( \mathsf{com}_0 := (\mathsf{com}_0^m || \mathsf{com}_0^D) \). We assume that the commitment to the initial dataset (and all its updates) is computed deterministically from \( \mathsf{pub} \) using a function \( \mathsf{Commit} \), i.e., \( \mathsf{com}_0^D := \mathsf{Commit}(\mathsf{pub}, D_0) \). Finally, proof \( \rho_0 \) attests the initialization of model \( m_0 \).

**User**: \( 0/1 \leftarrow \text{VerifyInit}(\mathsf{pub}, \mathsf{com}_0, \rho_0) \)

\( \text{VerifyInit} \) takes as input the public parameters \( \mathsf{pub} \), a commitment \( \mathsf{com}_0 \), and a proof \( \rho_0 \). If the verification is successful, it outputs 1. On failure, it outputs 0. All users verifies (a) commitment \( \mathsf{com}_0 \) with \( D_0 = \emptyset \), and (b) model initialization \( m_0 \) against the proof \( \rho_0 \).

2A. **Proof of Training**. In each iteration \( i \) in which the server executes a proof of training, it updates the model with any newly added data records using the training function \( f_T \) and proves that this was performed correctly. The users verify the resulting proof. Formally, we define the two algorithms as follows:

**Server**: \((\mathsf{st}_{S,i-1}, m_i, \mathsf{com}_i, \rho_i) \leftarrow \text{ProveTraining}(\mathsf{st}_{S,i-1}, \mathsf{pub}, D^+_i)\)

\( \text{ProveTraining} \) takes as input the previous state \( \mathsf{st}_{S,i-1} \), public parameters \( \mathsf{pub} \), the set of new data records \( D^+_i \). It outputs the updated state \( \mathsf{st}_{S,i} \), the model \( m_i \), the commitment \( \mathsf{com}_i \), and the proof \( \rho_i \). The algorithm runs as follows: the server computes an updated model \( m_i \) obtained by executing training function \( f_T \) on state \( \mathsf{st}_f \) and \( D^+_i \). We define the resulting training set of \( m_i \) as the union of the previous dataset and all newly added data records, i.e., \( D_i := D_{i-1} \cup D^+_i \). The server commits to both the model and training data with \( \mathsf{com}_i := (\mathsf{com}_i^m || \mathsf{com}_i^D) \). The server then computes the proof \( \rho_i \) that (a) model \( m_i \) was updated by applying \( f_T \), and (b) training data \( D_i \) does not contain any unlearnt record, i.e., \( D_i \cap U_i = \emptyset \), where \( U_i := \bigcup_{k \in [i]} U^+_k \) is the set of all unlearnt data records so far. The proof also attests that (c) the set of unlearnt data records has not changed, i.e., \( U_{i-1} = U_i \).

**User**: \( 0/1 \leftarrow \text{VerifyTraining}(\mathsf{pub}, \mathsf{com}_{i-1}, \mathsf{com}_i, \rho_i) \)

\( \text{VerifyTraining} \) takes as input the public parameters \( \mathsf{pub} \), two commitments \( \mathsf{com}_{i-1} \), \( \mathsf{com}_i \) and a proof \( \rho_i \). It outputs 1 if the verification is successful, and 0 otherwise. All users validate properties (a)-(c) (as described above in \( \text{ProveTraining} \)) and the update on commitment \( \mathsf{com}_i \) by verifying the proof \( \rho_i \) against the previous commitment \( \mathsf{com}_{i-1} \) and the new commitment \( \mathsf{com}_i \).

2B. **Proof of Unlearning**. In each iteration \( i \) in which the server performs a proof of unlearning, it first updates the model using function \( f_U \) and thus unlearning all data records requested to be unlearnt. The server proves that this was performed correctly and then computes a proof of non-membership for each individual user who requested to delete their data point, proving that the corresponding records are absent in the training data of the updated model. All users verify the correct update. Those users who requested unlearning verify their proof of non-membership. Formally,
we define the following four algorithms:

**Server:** \((\text{st}_S, m_i, \text{com}_i, \rho_i) \leftarrow \text{ProveUnlearning}(\text{st}_{S,i-1}, \text{pub}, U_i^+)\)

ProveUnlearning takes as input the previous state \(\text{st}_{S,i-1}\), public parameters \(\text{pub}\), and the set \(U_i^+\) which contains data records to be removed. It outputs the updated state \(\text{st}_{S,i}\), the updated model \(m_i\), the commitment \(\text{com}_i\), and the proof \(\rho_i\). Here, the server unlearns all records collected in \(U_i^+\) and computes the updated \(m_i\) by executing function \(f_U\). Thus, conceptually, the new training set of \(m_i\) is defined as \(D_i := D_{i-1} \setminus U_i^+\). Similar to ProveTraining, the server commits to both the model and training data with \(\text{com}_i\) and computes the proof \(\rho_i\) that (a) model \(m_i\) was updated by applying \(f_U\), and (b) training data \(D_i\) does not contain any unlearnt records, i.e., \(D_i \cap U_i = \emptyset\), where \(U_i := U_{i-1} \cup U_i^+\). The proof also attests that (c) the previous set of unlearnt data records is a subset of the updated set \(U_{i-1} \subset U_i\). This ensures that an unlearnt data record is never re-added into the training data.

**User:** \(0/1 \leftarrow \text{VerifyUnlearning}(\text{pub}, \text{com}_{i-1}, \text{com}_i, \rho_i)\)

VerifyUnlearning takes as input the public parameters \(\text{pub}\), two commitments \(\text{com}_{i-1}\), \(\text{com}_i\) and a proof \(\rho_i\). It outputs 1 if the verification is successful, and 0 otherwise. All users validate properties (a)-(c) (as described above in ProveUnlearning) and the update on commitment \(\text{com}_i\) by verifying the proof \(\rho_i\) against the previous commitment \(\text{com}_{i-1}\) and the new commitment \(\text{com}_i\).

**Server:** \(\pi_{u,d,i,j} \leftarrow \text{ProveNonMembership}(\text{st}_{S,i}, \text{pub}, u, d, i, j)\)

ProveNonMembership takes as input the current state \(\text{st}_{S,i}\), public parameters \(\text{pub}\), and a data record \((u, d, i, j)\). Then, for each record \((u, d, i, j) \in U_i\), the server computes a proof \(\pi_{u,d,i,j}\) that this record is not part of the training set of model \(m_i\), i.e., \((u, d, i, j) \notin D_i\).

**User:** \(0/1 \leftarrow \text{VerifyNonMembership}(\text{pub}, u, d, i, j, \text{com}_i, \pi_{u,d,i,j})\)

VerifyNonMembership takes as input the public parameters \(\text{pub}\), the user identifier \(u\), unlearnt data point \(d_{i,j}\), the commitment of the iteration where \(d_{i,j}\) was unlearnt and the proof of unlearning \(\pi_{u,d,i,j}\). It outputs the result of the verification. The user verifies with both \(\pi_{u,d,i,j}\) and \(\text{com}_i\) that \((u, d, i, j)\) was not part of the training data \(D_i\) of model \(m_i\).

**B. Completeness**

For completeness, we require that an honest execution of the protocol yields the expected outputs. In particular, if the server is honest, then the users successfully verify the initialization of the model and the proofs for all updates—training and unlearning—performed by the server. Further, a proof of non-membership that was generated for an unlearnt data record is also successfully verified by the corresponding user. In the following, we give a formal definition of computational completeness.

**Definition 1 (Completeness).** Let \(\lambda\) be the security parameter. A protocol \(\Phi\) is complete if for all \(\text{pub} \leftarrow \text{Setup}(\lambda)\), the following properties are satisfied:

1) Let \((\text{st}_{S,0}, m_0, \text{com}_0, \rho_0) \leftarrow \text{Init}(\text{pub})\). Then

\[
\Pr[\text{VerifyInit}(\text{pub}, \text{com}_0, \rho_0) = 0] \leq \text{negl}(\lambda)
\]

2) Let \(\text{mode}_i \in \{\text{train}, \text{unlearn}\}\) indicate whether proof of training or proof of unlearning has been performed in iteration \(i\). Let \(\mathcal{A}\) be a PPT adversary that outputs a valid sequence of datasets either to be added \((\text{train}: D_i^+\)\) or to be deleted \((\text{unlearn}: U_i^-)\) for all \(i < \ell\). For all \(i \in [\ell]\), if \(\text{mode}_i = \text{train}\), let \((\text{st}_{S,i}, m_i, \text{com}_i, \rho_i) \leftarrow \text{ProveTraining}(\text{st}_{S,i-1}, \text{pub}, D_i^+)\) and if \(\text{mode}_i = \text{unlearn}\), let \((\text{st}_{S,i}, m_i, \text{com}_i, \rho_i) \leftarrow \text{ProveUnlearning}(\text{st}_{S,i-1}, \text{pub}, U_i^-)\). Then for all \(\text{mode}_i = \text{train}:\)

\[
\Pr[\text{VerifyTraining}(\text{pub}, \text{com}_{i-1}, \text{com}_i, \rho_i) = 0] \leq \text{negl}(\lambda)
\]

and for all \(\text{mode}_i = \text{unlearn}:\)

\[
\Pr[\text{VerifyUnlearning}(\text{pub}, \text{com}_{i-1}, \text{com}_i, \rho_i) = 0] \leq \text{negl}(\lambda)
\]

where validity is defined via the following conditions:

- \(\forall i,j\ s.t. i \neq j: D_i^+ \cap D_j^+ = \emptyset\) and \(\forall i, j\ s.t. j < i: D_i^+ \cap U_j^+ = \emptyset\).

3) For all \(i \in [\ell]\) s.t. \(\text{mode}_i = \text{unlearn}\) for all \((u, d) \in U_i^+\), let \(\pi_{u,d} \leftarrow \text{ProveNonMembership}(\text{st}_{S,i}, \text{pub}, u, d)\), then

\[
\Pr[\text{VerifyNonMembership}(\text{pub}, u, d, \text{com}_i, \pi_{u,d}) = 0] \leq \text{negl}(\lambda)
\]

We require computational completeness here to allow for a wide range of instantiations. For example, an instantiation that works on hash values of data records cannot achieve perfect completeness because of hash collisions. By allowing for computational completeness, however, we only require that it should be hard for a PPT adversary to find such collisions (i.e., with a negligible probability).

**C. Security Definition**

In this section, we present the security definition for unlearning in a game GameUnlearn. The adversary, described by a probabilistic algorithm \(\mathcal{A}\), takes the role of the server. Intuitively, the definition captures that a malicious server cannot add (and train on) a data point that a user requested to delete in a previous iteration. However, we go a step further...
Game\textsubscript{Unlearn\_A,\_E,\_f,\_ϕ,\_D}(1^\lambda)
\begin{align*}
pub &\leftarrow \text{Setup}(1^\lambda) \\
&\begin{cases}
(k, (u, d), \pi_{u,d}, \{\text{mode}_i : \text{com}_i, \rho_i\}_{i \in [0, \ell]} ; \{D_i\}_{i \in [0, \ell]} ) \leftarrow (A|E)(pub, aux)
\end{cases} \tag{1} \\
&\# \text{ Pre-processing} \\
U^*_i &\gets D_{i-1} \setminus D_i \\
&\begin{cases}
\text{Parse com, as (com}^\oplus \text{||com}^\odot \text{) } \forall i \in [0 : \ell]
\end{cases} \tag{2} \\
&\# \text{ Evaluate winning condition} \\
&\begin{cases}
\text{if Commit}(pub, D_i) = \text{com}^\oplus_i \forall i \in [0 : \ell] \quad \# \text{Datasets} \\
\text{and VerifyInit}(pub, \text{com}_0) \quad \# \text{Initialisation} \\
\text{and VerifyTraining}(pub, \text{com}_{i-1}, \text{com}_i, \rho_i) \forall i : \text{mode}_i = \text{train} \quad \# \text{Training} \\
\text{and VerifyUnlearn}(pub, \text{com}_i, \text{com}_{i-1}, \rho_i) \forall i : \text{mode}_i = \text{unlearn} \# \text{Unlearning} \\
\text{and VerifyNonMembership}(pub, u, d, \text{com}_\ell, \pi_{u,d}) \quad \# \text{Non-Membership} \\
\end{cases} \\
&\begin{cases}
k < \ell \quad \# \text{Non-Membership} \\
(u, d) \in U^*_i \quad \# \text{Point unlearnt & re-added} \\
\end{cases} \\
&\begin{cases}
I \text{ is run to obtain the initial state } f, \text{ (b) hash of the model } h_f, \text{ (c) hash of the training data } h_{\text{train}}, \text{ (d) } \text{Commitment } \text{ of model } \text{ and } (u, d) \text{ was unlearnt in iteration } k \text{ and re-added in iteration } \ell. \text{ If all these properties are satisfied, then the game outputs } 1 \text{ and } A \text{ wins.}
\end{cases} \\
&\begin{cases}
\text{return } 1 \\
\text{return } 0 
\end{cases}
\end{align*}

\textbf{Fig. 2: Security Game.} We define the security of an unlearning protocol $\Phi_f$ in terms of game $\text{GameUnlearn}$. The notation $(A|E)$ denotes that both algorithms are run on the same input and random coins and assigning their results to variables before resp. after the semicolon. Input aux refers to auxiliary input.

and let the server choose which data records it will add or delete. Thus, the goal of the adversary is to find a data record for which it can prove deletion, but which is re-added in some subsequent iteration.

In order to capture this setting, we propose an extractability-based security definition as used in the context of hash functions or SNARKs [14], [24], [34]. That is, we require the existence of an extractor, modelling that the adversary cannot forge a transcript without knowing the underlying datasets. Thus, the adversary in our game has to provide the protocol outputs (i.e., the commitments and proofs), whereas the extractor outputs the corresponding inputs that the adversary used (i.e., the underlying datasets). We give a formal description of game $\text{GameUnlearn}$ in Figure 2, which is divided into the following two stages:

\textbf{S1. Simulation.} The game draws the public parameters pub using Setup and runs the adversary $A$ on input pub. The extractor $E$ is run on the same input and random coins. Additionally, we provide benign auxiliary input aux, which captures any extra information that the adversary may have (possibly obtained prior to the start of executing the current protocol). At some point, $A$ will terminate and output a sequence of tuples $(k, (u, d), \pi_{u,d}, \{\text{mode}_i : \text{com}_i, \rho_i\}_{i \in [0, \ell]} )$ for some $\ell \in \mathbb{N}$, where $(u, d)$ is a data record that was proved to be deleted in the $k$-th iteration, and $\text{mode}_i \in \{\text{train, unlearn}\}$. At the same time, the extractor outputs a sequence of datasets $(D_0, \ldots, D_k)$. 

\textbf{S2. Finalize.} After the adversary has terminated, the game uses the extractor’s output to compute the set of data points unlearnt in the $k$-th iteration based on the datasets $D_k$ and $D_{k-1}$. Recall that the commitment in the framework consists of two parts $\text{com}^\oplus_i$ and $\text{com}^\odot_i$, where we need the second part for verification. The game checks for the following conditions: (a) $\text{com}^\odot_i$ was obtained from $D_i$, (b) the initial proof $\rho_0$ verifies for the initial commitment $\text{com}_0$, (c) each proof of training $\rho_i$ verifies for commitments $\text{com}_{i-1}$ and $\text{com}_i$, (d) each proof of unlearning $\rho_i$ verifies for commitments $\text{com}_{i-1}$ and $\text{com}_i$, (e) the proof of non-membership $\pi_{u,d}$ verifies for $(u, d)$ and $\text{com}_\ell$. (f) $k < \ell$ and $(u, d)$ was unlearnt in iteration $k$ and re-added in iteration $\ell$. If all these properties are satisfied, then the game outputs 1 and $A$ wins.

We summarize this in the following definition.

\textbf{Definition 2 (Unlearning).} Let $\lambda$ be the security parameter and consider game $\text{GameUnlearn}$ in Figure 2. Protocol $\Phi_f$ for data distribution $D$ is unlearning-secure if for all PPT adversaries $A$ there exists an extractor $E$ such that for all benign auxiliary inputs aux:

$$\Pr[\text{GameUnlearn}_{A,E,f,\phi,D}(1^\lambda) \Rightarrow 1] \leq \text{negl}(\lambda).$$

\textbf{V. Instantiation}

Our framework defines a general interface to construct protocols for verifiable unlearning. In the following, we present such a protocol based on cryptographic building blocks. We use SNARKs and hash functions where the execution of the admissible functions is proved inside the SNARK and data records are stored in hashed form. By using SNARKs, we can keep the instantiation generic and universally prove its completeness and security for any triplet $(f_I, f_T, f_U)$. A detailed description of the protocol is in Figure 4 in Appendix A.

\textbf{Data Representation.} We internally split the data into training data $D$ and unlearnt data $U$. Therefore, the server stores two ordered sets $\mathcal{H}_D$ and $\mathcal{H}_U$ of hashed training data records and unlearnt data records. From both sets, we additionally compute a hash value in form of a hash chain. This allows for efficient caching of intermediate hashes and, for $\mathcal{H}_U$, enables us to easily prove that entries are only appended to the chain as well as fast membership verification for unlearnt data points. To account for the partition of training and unlearnt data and the admissible function used, we instantiate the commitment com as a tuple of four elements: (a) hash of the state $h_{st,k}$ (defined by admissible function $f_I$), (b) hash of the model $h_m$, (c) hash of the training data $h_D$, and (d) hash of the unlearnt data $h_U$. A formal description of how exactly the hash values are computed is given in Appendix A.

\textbf{Proof System.} In order to prove the correct execution of $f_I$, $f_T$, and $f_U$, we use proof systems and more specifically SNARKs. To this end, we define the verification of the initialization, training updates and unlearning updates in terms of a polynomial decidable binary relation $R_I$, $R_T$ and $R_U$ (respectively) over circuits $C_I$, $C_T$ and $C_U$ (respectively). These circuits are outlined in Figure 3 and described further below.

\textbf{1. Initialization.} During the protocol’s initialization, function $f_I$ is run to obtain the initial state $st_{f,0}$ and initial model $m_0$. Also, the sets of hashed training data and unlearnt data records are initialized, i.e., $\mathcal{H}_{D_0} = \emptyset$ and $\mathcal{H}_{U_0} = \emptyset$. The commitment consists of hashes to these four values,
verify $\rho_t$ using $\text{com}_i$ and the previous commitment $\text{com}_{i-1}$.

2B. Proof of Unlearning. The proof of unlearning consists of two parts: the model update for deleting data records and the proof of non-membership. The server first runs $\text{ProveUnlearning}$ which is similar to $\text{ProveTraining}$. In the $i$-th iteration, it performs the model update by running function $f_T$ on the previous state $\text{st}_{f,i-1}$ and the set $U_i^+$ of data records to be deleted. The result is the updated state $\text{st}_{f,i}$ and model $m_i$. The set $\mathcal{H}_U$ is computed by appending hashed records of $U_i^+$ to $\mathcal{H}_{U,i-1}$. At the same time, $\mathcal{H}_{D_i}$ is computed from $\mathcal{H}_{D_{i-1}}$ by removing those entries. The commitment $\text{com}_i$ consists of the hash values $(h_{\text{st}_{f,i}}, h_{m_i}, h_{\mathcal{H}_{D_i}}, h_{\mathcal{H}_U})$. The whole procedure is proved using circuit $C_U$ (cf. Figure 3) for relation $R_U$, producing a SNARK proof $\pi_i$ for the corresponding statement $\phi_i$, which can be verified by the user using $\text{com}_i$ and $\text{com}_{i-1}$.

The second part of the proof of unlearning is to provide a proof on non-membership to all users that requested their data record $(u,d) \in U_i^+$ to be deleted. We prove this by proving its membership in $\mathcal{H}_U$. If $\mathcal{H}_U \cap \mathcal{H}_{D_i} = \emptyset$, it follows that $(u,d) \notin D_i$ (which we show to hold when proving completeness). Specifically, we use the hash chain for $\mathcal{H}_U$: for a given data record, we compute a membership path as a path in this chain; this path can be verified by recomputing the hash chain and comparing the final result with the hash in the commitment (i.e., hash value $h_{\mathcal{H}_U}$).

Thus, in our protocol, the server performs $\text{ProveNonMembership}$ by computing the chain path to a data record $(u,d) \in U_i^+$ using the procedure $\text{ComputeChainPath}$ (cf. Appendix A). It outputs this as the proof $\pi_{u,d}$ which is then sent to the user. The user uses the hash $h_{\mathcal{H}_U}$ from the commitment to verify membership with $\text{VerifyChainPath}$. If the path leads to that hash, the user will accept, and will abort otherwise.

A. Completeness and Security

We first show that our instantiation is complete according to Definition 1.

**Theorem 1.** Let $\Pi$ be a complete SNARK and Hash a collision-resistant hash function. Then the instantiated protocol in Figure 4 satisfies completeness.

We give a proof sketch; refer to Appendix A for the full proof.

**Proof (Sketch).** Completeness of the initialization (first property) is easy to observe since the two hashed datasets are initialized as empty and the execution of function $f_1$ is proven with the SNARK for relation $R_I$. By completeness of the SNARK, the users can successfully verify the proof, additionally using the commitments to state, model and datasets. The second property follows from the completeness of the SNARKs for relations $R_T$ and $R_U$ and collision-resistance of the hash function. However, note that if a hash collision occurs, it is not possible to provide the proof of training. Thus, only computational completeness can be achieved. Given that the
proofs of training and unlearning are successful, completeness of the proof of non-membership (third property) follows from the construction and correctness of the hash chain.

Now we want to prove that our instantiation is a secure unlearning protocol according to Definition 2.

**Theorem 2.** Let Hash be a collision-resistant hash function and \( \Pi \) be a secure SNARK. Then the instantiated protocol in Figure 4 satisfies unlearning security.

We give a proof sketch; refer to Appendix A for the full proof.

**Proof (Sketch).** Let \( A \) be an adversary in the unlearning security game (cf. Figure 2). By knowledge soundness of the SNARK, there exists an extractor which outputs the witness and thus the datasets \( D_i \) corresponding to the outputs of the adversary. We then use the soundness of the SNARK. That is, \( A \) must have computed the proof using a witness, i.e., the state \( s\ell_{f_T} \) and the dataset \( D^+_\ell \) (in the proof of training) or dataset \( U^+_\ell \) (in the proof of unlearning), which also determine the model \( m_i \) and must correspond to the hash values in the commitment. By collision-resistance of the hash function, the adversary cannot find another state, model or dataset for the same commitment. Thus, applying function \( f_T \) (or \( f_U \)) to the previous state and datasets results in same state and model as used by \( A \).

Since all proofs as well as the proof of non-membership of data record \((u,d)\) must verify successfully, the hash of \((u,d)\) must be contained in the set \( \mathcal{H}_{U_i} \) which was used to create the proof. Here, \( k \) is the iteration where \((u,d)\) was unlearnt; the observation holds by assuming soundness of the SNARK and collision-resistance of the hash function. We can further infer that \((u,d)\) must also be part of future sets \( \mathcal{H}_{U_i} \), \( k < i \leq \ell \) and by collision-resistance \((u,d)\) must also be part of the underlying datasets \( U_i \). Finally, we use the fact that the proof attests that the intersection of \( \mathcal{H}_{U_i} \) and \( \mathcal{D}_{D_i} \) is empty. This yields a contradiction and shows that \((u,d)\) cannot be present in the last dataset \( D_\ell \).

VI. EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of our instantiated protocol. First, we implement and compare the protocol’s main building blocks for three types of unlearning approaches captured by admissible functions. The techniques from machine unlearning literature we consider are retraining-based unlearning, amnesiac unlearning and optimization-based unlearning (cf. Section II-A). Second, we study the applicability to different ML models and datasets.

The goal of our experiments is to evaluate the feasibility of verifiable machine unlearning and understand how different unlearning techniques influence the proof creation and verification times. Our salient findings include:

1) The majority of the costs stem from the cost of performing verifiable training, which is at most 5x more expensive than verifiable unlearning. In scenarios where one trusts the training process, this results in immediate savings. Note that we did not aim to optimize the verifiable computation component; this is orthogonal to the problem considered in this paper. We provide suggestions on how to achieve better performance in Section VII-A.

2) Unlearning techniques that rely on simple mechanisms such as adding/subtracting information from model parameters (e.g., amnesiac unlearning) are intuitively cheaper to prove (in comparison to retraining-based approaches). However, hidden costs emerge in having to verify the integrity of the inputs needed for such methods.

All experiments are performed on a server running Ubuntu 22.04 with 256 GB RAM and two Intel Xeon Gold 5320 CPUs. Our code is available at https://github.com/cleverhans-lab/verifiable-unlearning.

A. Cryptographic Primitives

**Proof System.** Our instantiation is generic and can be implemented with any secure SNARK (cf. Section II-B) i.e., the SNARK needs to satisfy completeness, soundness, and knowledge soundness. In this work, we use Spartan [60] as it is efficient and, more importantly, transparent, i.e., it does not require a trusted setup. Spartan comes in two variants, as a succinct non-interactive zero-knowledge (NIZK) proof system and as a SNARK. Similar to the work of Angel et al. [6], we use the NIZK variant, where verification time is linear in the size of the R1CS instance (see below). By using the SNARK variant, some verification cost can be offset to the server and a one-time pre-processing step for the user.

Depending on the application it might also be sensible to use a different proof system. One alternative would be Groth16 [34], which, for example, requires a trusted setup, but has the advantage of constant verification time and proof size.

Spartan is implemented on the ristretto255 elliptic curve, a prime-order group abstraction atop curve25519. Following prior work on verifiable computation [6], [53], [75], we convert the computation of our circuits into Rank-1 Constraint Systems (R1CS) instances; i.e., the statements in \( R_1, R_T \) and \( R_U \) (cf. Figure 3) are represented as a constraint system over a finite field. More specifically, an R1CS instance is described by a tuple \((\mathbb{F}, A, B, C, \text{io}, m)\), where \( \mathbb{F} \) is the finite field, \( A, B, C \in \mathbb{F}^{m \times m} \) are matrices of size \( m \geq |\text{io}| + 1 \) and \( \text{io} \) is the public input and output of the instance. R1CS is a generalization of arithmetic circuit satisfiability. We say an R1CS instance is satisfiable if there exists a \( w \in \mathbb{F}^{m-|\text{io}|-1} \) such that \((A \cdot z) \circ (B \cdot z) = (C \cdot z)\) for \( z = (\text{io}, 1, w) \), where \( \cdot \) is the matrix-vector product and \( \circ \) the the Hadamard product. Since \( A, B, C \) are generally sparse matrices, a parameter \( n \) is sometimes specified, denoting the maximum number of non-zero entries in each matrix.

We describe our circuits using the ZoKrates programming language [21] and use the CirC compiler infrastructure [52] to facilitate the conversion to R1CS. The compiler ensures that the computation graph does not have loops, and a “flat” computation is performed. To represent data and other parameters in a finite field, we convert them into fixed precision real numbers.
TABLE I: Run-Time of Protocol Functions. We compare the running time between the protocols subtasks. We consider retraining-based unlearning, amnesiac unlearning, and optimization-based unlearning. We report the relative difference with retraining in gray.

|                     | Retraining | Amnesiac | Optimization |
|---------------------|------------|----------|--------------|
| Proof of Training   |            |          |              |
| R1CS                | 8,056.877  | ×1.00    | 8,130.535    | ×1.01        | 7,980.878   | ×0.99       |
| II.Prove w/ \( R_T \)| 4m 32s     | ×1.00    | 4m 32s        | ×1.00        | 4m 31s      | ×0.99       |
| II.Vrfy w/ \( R_T \)| 1m 36s     | ×1.00    | 1m 37s        | ×1.01        | 1m 35s      | ×0.99       |
| Proof of Unlearning |            |          |              |
| R1CS                | 8,102,288  | ×1.00    | 616,005      | ×0.08        | 919,456     | ×0.11       |
| II.Prove w/ \( R_T \)| 4m 58s     | ×1.00    | 2m 18s        | ×0.46        | 0m 53s      | ×0.18       |
| II.Vrfy w/ \( R_T \)| 1m 48s     | ×1.00    | 0m 49s        | ×0.45        | 0m 20s      | ×0.10       |
| Proof of Non-Membership |          |          |              |
| ComputeChainPath    | < 1s       | ×1.00    | < 1s         | ×1.00        | < 1s        | ×1.00       |
| VerifyChainPath     | < 1s       | ×1.00    | < 1s         | ×1.00        | < 1s        | ×1.00       |

R1CS: #constraints

Hash Function. We only require collision-resistance for the hash function. It is beneficial to use an algebraic hash function where most operations can be directly done in the finite field. Bit-wise hash functions such as the SHA family of hash functions are much slower in that regard. We use Poseidon [32] as it is particularly designed for zero-knowledge proof systems. To be used with Spartan, we implement a version of Poseidon for the ristretto255 curve. Similar to the proof system, our instantiation is generic and can work with any hash function. Other good options are Pedersen Hash [39, p.76] or MIMC [5].

B. Protocol Instantiation

We implement the high-level functions of the instantiated protocol (from Section V) for retraining-based unlearning, amnesiac unlearning [33], and optimization-based unlearning [40], [72] as introduced in Section II-A. We consider the subtasks of proof of training, proof of unlearning, and proof of non-membership.

We start our evaluation by comparing and understanding the overheads of each subtask between the techniques. To this end, we consider a linear regression model and train this model for 3 epochs with SGD as a general purpose approach. We use a synthetic dataset \( D \) and set the batch size to 1. First, we compute a proof of training with the addition of 10 data points with 10 features each. We set \( |D_0| = 0, |D_T^0| = 100, \) and \( |U_0| = 0 \) accordingly. Subsequently, we compute the proof of unlearning and simulate the deletion of 10 data points and set \( |D_1| = 100, |U_1| = 0, \) and \( |U_2| = 10 \). For optimization-based unlearning, we unlearn for 3 epochs.

The results from these experiments are presented in Table I. Across all techniques, compilation time of R1CS instances ranges between 17s (\( C_U \) for optimization-based unlearning) and 48m 45s (\( C_U \) for retraining-based unlearning).

Proof of Training. We observe that the complexity of the training is comparable between unlearning approaches. The underlying R1CS instances have between 7,980,878—8,130,535 constraints and proving time varies insignificantly between 4m 31s—4m 32s. Recall that in amnesiac unlearning, we also need to collect model updates that are later used for unlearning, which introduces negligible overhead compared to the training costs itself.

Proof of Unlearning. Runtime of generating and verifying the proof of unlearning shows more variance. Amnesiac unlearning is over 2× faster and optimization-based unlearning over 5× faster than retraining-based unlearning. This is despite the R1CS instance of optimization-based unlearning being almost 50% larger compared to the amnesiac instance (919,456 vs. 616,005 constraints) but it is still more efficient to compute as it is 63% more sparse (i.e., 7,660,455 vs. 12,248,390 entries are non-zero). The main difference is that amnesiac unlearning requires to maintain and verify a state from training (i.e., the model updates) while optimization-based unlearning does not require a state.

Proof System. In general, we observe that verification is 2×-3× faster than proof generation. This is dependent on the choice of the proof system. For example, by using the SNARK variant of Spartan, we can offload some of the verification costs to the server and an additional pre-processing for the user. In this case, proving time increases to 33m 39s—34m 12s for the proof of training across all techniques and verification time reduces to 1s, but the user needs to run a one-time pre-processing step which takes between 8m 6s—8m 12s.

Proof of Non-Membership. Finally, proof of non-membership is very efficient. The implementation is independent of the unlearning scheme used and both proving and verification requires < 1s.

C. Circuit Complexity

The dominant component of the protocols’ run-time is the complexity of the circuit used to generate proofs of training and unlearning. This complexity depends mainly on (a) the unlearning technique, (b) the complexity of the model, and (c) the size of the dataset. In the following, we first consider model complexity and study different classes of models. Next, we look on the complexity of the dataset. In both cases, we focus on retraining-based unlearning as the baseline from Table I and, more specifically, on the training circuit \( C_T \).

Model Complexity. To understand the effects of the choice of ML model, we follow related work [77], and consider linear regression, logistic regression and neural networks for classification. For the neural networks, we focus on models with one hidden layer and varying numbers of (hidden) neurons
TABLE III: Scalability to Benchmark Datasets. We compute the proof of training for different datasets from the PMLB benchmark suite [56].

| Dataset        | Size   | R1CS  | II.Prove | II.Vrfy |
|----------------|--------|-------|----------|---------|
| Creditscore    | 100 6  | 3,986,308 | 2m 22s   | 0m 47s  |
| Patient        | 88 8   | 4,579,718 | 2m 28s   | 0m 53s  |
| Cy Young       | 92 10  | 5,903,988 | 3m 16s   | 1m 9s   |
| Corral         | 160 6  | 6,347,236 | 3m 43s   | 1m 15s  |
| Lawsuit        | 264 4  | 7,190,981 | 4m 7s    | 1m 27s  |
| Breast cancer  | 286 9  | 16,514,048 | 9m 25s   | 3m 18s  |
| Monk3          | 554 6  | 21,841,281 | 13m 36s  | 4m 32s  |

Size: #data points × #features
R1CS: #constraints

$N \in \{2, 4\}$. For activation, we use the sigmoid function and approximate it with a third-order polynomial as done in [42], [43]. Again, we train each model with SGD for 3 epochs on a synthetic dataset consisting of 100 training points with 10 features each.

The results are summarized in Table II. We observe that the circuit size increases together with the complexity of the model. For instance, the number of R1CS constraints increases by 1.12× to 9,048,909 constraints when going from linear to logistic regression. This is intuitive: in logistic regression, we additionally need to evaluate the sigmoid activation which induces this overhead. In a similar vein, moving from logistic regression to neural networks increases the circuit further to 21,867,010 ($N = 2$) and 42,030,731 ($N = 4$) constraints respectively.

**Benchmark Datasets.** To understand the impact of the dataset and the practical applicability of the protocol, we now turn to benchmark datasets. We choose several datasets from the PMLB benchmark suite [56] (as considered in related work [6] on verifiable computation of numerical optimization problems) and train a linear regression model for all datasets. To make results comparable, we train all models for 3 epochs with a learning rate of 0.1. As commonly done, we split the data into 80:20 train test split. Models achieve a test accuracy between 73 % and 92 %.

Results are presented in Table III. For all models, we observe a linear dependence between run-time and dataset size. Generating a proof for the smallest dataset with 600 total features (i.e., total points × features) requires 2m 22s and for the largest dataset with 3,324 total features requires 13m 36s.

VII. DISCUSSION

In this section, we discuss potential improvements to our work.

### A. Scalability

Our experiments with the instantiated system show that the run-time of the protocol is dominated by generating and verifying the proof of training and unlearning. We base our construction on **Verified Computation** (VC) and, consequently, inherit its limitations, e.g., in terms of scalability. This can also be observed for other VC-based approaches in the ML setting [64], [38], [42], [43]. Any future advances in VC will lead to run-time improvements for our approach. Nevertheless, we discuss how one can improve performance with the primitives available today.

**SNARK-friendly Techniques.** It is known that certain computations are more amenable to efficient SNARK verification than others. A classic example of this is the development of SNARK-friendly hash functions [32], [5], [39]. Similarly, there exist ML paradigms that are also more amenable to verification. For example, inference using quantized models [41], [23] or lookup tables for expensive computations [41] reduce costs. Furthermore, when there exists a unique ML model (i.e., a global optimum for the underlying optimization problem), proving and verification complexity can be improved even further [6]. In our experiments, we observed that online computation of model updates in optimization-based unlearning is faster than verifying model updates in amnesiac unlearning as the verification of input values involves expensive calculation of hash values. We envision future work to focus on developing SNARK-friendly unlearning techniques combining above observations.

**Offloading Computation.** Orthogonal to the employed unlearning technique and ML model, one can offload expensive proof generation steps to the user (e.g., the evaluation of a non-linear activation function). We can split the proving and verification processes such that the server creates a proof for certain types of computations and shares partial results with the (honest) user who performs (and thus verifies) expensive computations themselves.

**Application-specific Relaxations.** Finally, depending on the application, it might be possible to avoid the expensive generation of the proof of training. Consider, for instance, an application where data is collected only once and data will only be removed at a later point in time (e.g., biomedical user studies or other human-involved data collection processes). In this case, proof of training only needs to be performed once and—if users further trust the initial training phase—it might be sufficient to only prove unlearning.

### B. Alternative Instantiations

**External Trust.** Our instantiation in Section V avoids having a trusted third party and instead relies only on cryptographic protocols to guarantee security. For efficiency purposes and to remove the burden from the user, one can introduce a trusted auditor who verifies on behalf of a user (as we discuss towards the end of Section IV-A). This can be achieved by either having a dedicated trusted third party (e.g., one that does not have a motivation to collude with the server such as another cloud provider), or distributed auditors where trust is established from multiple independent verifications.

**Trusted Hardware.** If TEEs (e.g., Intel SGX [49]) are available, then one can run training and unlearning procedures within it and return a digest signed by a TEE provider to the user. When using a TEE, one needs to consider common
concerns such as trusting a hardware vendor, availability of said vendor for signing the digest, limited memory [35], their applicability to ML-related tasks that involve GPU computation [69], and side-channels [51], [71]. Some of these issues were addressed in the independent and concurrent work of Weng et al. [74] (cf. Section VIII).

Minimizing Redundancy. In our instantiation, a user who has requested unlearning is required to verify future updates to ensure that their data point has not been re-added. If we combine VC with an additional proof of secure data erasure, we can give similar guarantees while not requiring the user to verify all updates. However, secure erasure is a non-trivial problem in itself and was considered in e.g., [55]. Formalizing deletion compliance from a server’s perspective [27] can also be seen as a complementary problem.

C. Privacy

Formalizing privacy for unlearning protocols is an interesting direction for future work and requires to establish an additional security definition. Although it is out-of-scope for our work, we want to highlight that our instantiation does not require the users to know the datasets or model. In fact, they only see hash commitments and the SNARK proofs. If the hash function satisfies pseudo-randomness or is modeled as a random oracle, then hash values do not leak any information about the underlying data points as long as the input space is large enough. Additionally, if the SNARK satisfies the zero-knowledge property [31] (which most SNARKs including Spartan do), then the proof also does not leak information about the witness. However, we require users to know whether training or unlearning happened because they need to know which verification procedure to run. Privacy in the context of model inference has been studied more extensively, e.g., Gao et al. [25] define security notions for deletion hiding and reconstruction. An overview for different formalizations of inference privacy is also given in [57].

VIII. RELATED WORK

Our approach for verifiable machine unlearning naturally touches different areas of security and ML research. In the following, we examine related concepts and methods.

Verifying Unlearning. Prior work [26], [66] aims at verifying unlearning by embedding backdoors [36] in models (using data whose unlearning is to be verified) and verifying backdoor removal on unlearning. However, such approaches are probabilistic with no theoretical guarantees of when they work, unlike our cryptography-informed approach which produces verifiable proofs.

The work of Guo et al. [37] provides end-users with a certificate that the new model is influenced by the specific data in a quantifiably low manner. While this certificate conceptually bounds the influence of a data point from an algorithmic perspective, it provides no guarantee that the entity executing the algorithm (i.e., server) did so correctly. In our work, we aim to capture exactly this and provide cryptographic guarantees of correctness of execution.

Concurrently to our work, Weng et al. [74] propose an unlearning framework based on TEE. They model unlearning in two phases: a setup phase, where the user sends data which is used to train an ML model, and a deletion phase, where a new model is trained without the data point that the user requests to delete. Their protocol uses unlearning based on SISA [15] and can be captured by our framework as well. In contrast to our instantiation that is based on cryptographic primitives, their approach relies on trusted hardware (i.e., the correctness and integrity of the SGX enclave) as well as cryptographic assumptions (i.e., EUF-CMA security of the signature scheme used by the enclave and collision-resistance of the hash function).

Proving Model Inference. There exist various approaches to proving inference using SNARKs [46], [48], [73], [23], [41] which complements our protocol in that regard. Another approach would be to use trusted execution environments to do so as suggested in [74].

Verifiable Computation. We use verifiable computation for proof of training and proof of unlearning. There has been a series of works demonstrating a remarkable progress in making these schemes (and those related to verification of data used for computation) practical [60], [63], [16], [62], [70], [61], [45], [10], [11], [13], [8], [12], [9], [28], [54], [24]. To verify the computation of training an ML model, Zhao et al. [77] also propose verification using a SNARK. However, their primary objective is to design a scheme to ensure that the payments made to servers are correct. In our work, however, we aim to design a scheme to verify the correctness of data deletion when training ML models. Otti [6] is a compiler that is aimed at designing efficient arithmetic circuits for problems that involve optimization (such as those commonly found in ML). DIZK [75] is a distributed system capable of distributing the compute required for proof creation.

IX. CONCLUSION

The problem of unlearning has gained significant interest in terms of definitions and algorithms for updating model parameters. However, regardless of the definition or the algorithm the server uses to update the model, the user has no way to verify that the server indeed executed the unlearning procedure. In this paper, we define unlearning as a security problem and propose a framework to capture the guarantees verifiable unlearning needs to provide. We propose the first verifiable unlearning procedure based on cryptographic primitives instantiated using SNARKs and hash chains. Our implementation shows the feasibility of our approach on several benchmark datasets and machine learning models. Future work includes determining which unlearning techniques are most suitable for efficient verifiable computation, while at the same time devising methods specifically for verifying machine learning code.
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APPENDIX

A schematic overview of our complete instantiated protocol is given in Figure 4. Additional algorithms are described below.

Proof of Theorem 1. We need to prove the three properties in Definition 1 capturing the initialization, the proof of training and the proof of unlearning which includes the proof of non-membership.

Initialization. First, running Init yields the initialized state $\pi_{f,0}$ and model $m_0$ obtained by executing $f_T$. Using the hash function to commit to those two values and additionally the empty sets $H_{D_0}$ and $H_{U_0}$, an instance $(\phi_0, \omega_0) \in R_T$ can be derived and the SNARK proof $\pi_0$ can be created using II.Prove. By correctness of the relation and completeness of the SNARK, $\phi_0$ will be valid for $com_0$ and II.Vrfy$(R_T, pp_T, \pi_0, \phi_0) = 1$.

Proof of Update. For the second property, recall the inputs and outputs of ProveTraining and ProveUnlearning. The state $st_{f,i-1}$ contains the state $st_{f,i-1}$, the set $H_{D_i}$ of hashed data records, the set $H_{U_i}$ of hashed unlearnt data records and the previous commitment $com_{i-1}$. In the proof of training, the new state $st_{f,i}$ and the new model $m_i$ are computed by running function $f_T$ on $st_{f,i-1}$ and the set $D_i^+$ of data records to be added. The new sets $H_{D_i}$ and $H_{U_i}$ are computed from the previous ones and updated with $D_i^+$. The commitment is computed by hashing the four components.

Then the training instance $(\phi_i, \omega_i) \in R_T$ can be derived and the SNARK proof $\pi_i$ computed. The proof attests (cf. Figure 3) that (1) $m_i$ was computed correctly since $f_T$ was executed, (2) the training data does not contain unlearnt record since the hashes of the new data records are not contained in $H_{U_i}$, and (3) the set of unlearnt data records has not changed since the commitments to the unlearnt data records are the same. By correctness of the relation and perfect completeness of the SNARK, we have $\Pi.Vrfy(R_T, pp_T, \pi_i, \phi_i) = 1$.

Note that there exists a special case where the server is unable to create a proof although the datasets are valid. This is the case whenever there exist two distinct data records $(u, d) \in D_i^+, (u', d') \in U_i$, where $U_i = \bigcup_{j \in [i]} U_j^+$ is the dataset implicitly contained in $H_{U_i}$, such that $\Pi HASHDataRecord(u, d) = \Pi HASHDataRecord(u', d')$. However, we only require computational completeness and assume that the datasets are provided by a PPT adversary. Then this translates to finding a collision for the hash function which happens with negligible probability if the hash function is collision-resistant. Hence, VerifyTraining will output 1 with probability $1 - \text{negl}(\lambda)$.

Proof of Unlearning. Completeness for the proof of unlearning proceeds similar. The new state $st_{f,i}$ and the new model $m_i$ are computed by running function $f_T$ on $st_{f,i-1}$ and the set $U_i^+$ of data records to be deleted. The new sets $H_{D_i}$ and $H_{U_i}$ are computed from the previous ones and updated by removing and appending $U_i^+$, respectively. The commitment is computed by hashing the four components.

The unlearning instance $(\phi_i, \omega_i) \in R_T$ is derived and the SNARK proof $\pi_i$ that is computed attests (cf. Figure 3) that (1) $m_i$ was computed correctly since $f_T$ was executed, (2) the training data does not contain unlearnt record since we removed the records in $U_i^+$ from $H_{D_i}$, and (3) previous set of unlearnt data records is a subset of the updated set since we added the records in $U_i^+$ to $H_{U_i}$ to which we commit. By correctness of the relation and perfect completeness of the SNARK, we have $\Pi.Vrfy(R_T, pp_T, \pi_i, \phi_i) = 1$ and VerifyUnlearn will output 1 with probability 1.

Finally, consider the algorithm ProveNonMembership. If a data record $(u, d)$ was unlearnt in iteration $i$, then its hash is present in $H_{U_i}$. The proof of non-membership $\pi_{u,d}$ consists of the chain path to $(u, d)$ in the chain of $H_{U_i}$. Let $com_i$ be the commitment for this iteration, then by correctness of the tree path algorithm, VerifyNonMembership will output 1 with probability 1.
Let \( U_t = \{(R_t, R_U), (pp_t, pp_U), (\hat{D}_t, \sim \hat{D}_U)\} \) be the original game GameUnlearn and \( \mathcal{E} \) be the extractor. Recall that the adversary must output a sequence of tuples \( (k, (u, d), \pi_{u,d}) \) for some \( \ell \in \mathbb{N} \), where \( \pi_{u,d} = (h_{u,d}, h_{u_d}, h_{I_s}, h_{I_{un}}) \) and \( \rho_i = (\phi_i, \pi_i) \) for \( i \in [0 : \ell] \). We iterate over the winning conditions \( I_s \) and return 0 as soon as one of them is violated (cf. Figure 5). For book-keeping we also compute all sets of unlearnt data points \( U_i \), as well as the sets \( D_i, U_i \) from \( D_i \) as described for the extractor. Note that this is only a conceptual change at this point and we have

\[
\Pr[\mathcal{G}_0 \Rightarrow 1] = \Pr[\text{GameUnlearn}_{A,E,F}(D_0, \mathcal{E})] = 1.
\]

Proof (of Theorem 2). Let \( A \) be an adversary against unlearning security (as defined in Figure 2) of our instantiation. We will first argue that for all \( A \) there exists an extractor \( \mathcal{E} \) that outputs the underlying datasets \( D_i \). This follows directly from the knowledge soundness of the SNARK for relations \( R_t, R_T \) and \( R_U \). For this, look at the private inputs to the circuits in Figure 3 which translate to the witness. Initialization gives us that \( D_0 = \emptyset \). The proof of training inputs \( D_i^+ \) and the proof of unlearning inputs \( U_i^+ \) such that we can extract \( D_i = D_{i-1} \cup D_i^+ \) if \( \text{mode}_i = \text{train} \) and \( D_i = D_{i-1} \setminus U_i^+ \) if \( \text{mode}_i = \text{unlearn} \). We will now prove the theorem by the sequence of games given in Figure 5 and analyze the probability that these games will output 1.
Game $G_1$. In $G_1$, we compute the state $\mathbf{st}_{f,i}$ and the model $m_i$ for each iteration from the corresponding datasets by applying $f_i, f_T$ and $f_U$. We then check whether the hashes of state and model correspond to $h_{\mathbf{st}_{f,i}}$ and $h_{m_i}$ in the commitment. If this is not the case, the game outputs $0$. We claim

$$\Pr[\mathcal{G}_1 \Rightarrow 1] - \Pr[\mathcal{G}_0 \Rightarrow 1] \leq \negl(\lambda) .$$

To prove the claim we argue in the following steps:

- First, $\pi_i$ proves that the adversary knows a state $\mathbf{st}_{f,i}'$ and a dataset $D_i^{+\prime}$ for each proof of training (or a dataset $U_i^{+\prime}$ for each proof of unlearning) such that model $m_i'$ was computed by applying function $f_T$ (or function $f_U$) to state $\mathbf{st}_{f,i}'$ and dataset $D_i^{+\prime}$ (or dataset $U_i^{+\prime}$). It also proves that the commitment aligns with the inputs. Since the functions are deterministic, we thus have:

$\mathbf{st}_{f,i}' = \text{HashState}(\mathbf{st}_{f,i})$ and $h_{m_i} = \text{HashData}(m_i')$ as well as $h_{D_i} = \text{HashData}(\mathcal{H}_{D_i})$, where $\mathcal{H}_{D_i}$ is the set of all hashed data records in $D_i'$.

By soundness of the SNARK, the adversary can only forge a proof for an invalid statement with negligible probability, so we can assume the proof was generated honestly with a witness. By knowledge soundness, the extractor is able to compute this witness such that $D_i' = D_i$.

- Second, we claim that then $\mathbf{st}_{f,i}' = \mathbf{st}_{f,i}$ and $m_i' = m_i$ are the actual state and model used for the next iteration. This is true unless the adversary finds a collision in the hash function such that $\text{HashState}(\mathbf{st}_{f,i}) = \text{HashState}(\mathbf{st}_{f,i}') = h_{\mathbf{st}_{f,i}}$ or $\text{HashModel}(m_i) = \text{HashModel}(m_i') = h_{m_i}$. We assume this to happen only with negligible probability.

Game $G_2$. In $G_2$, we check whether the data record $(u, d)$ output by $\mathcal{A}$ is contained in the underlying datasets $U_i$ of the $k$-th and all subsequent iterations. We will show that

$$\Pr[\mathcal{G}_2 \Rightarrow 1] - \Pr[\mathcal{G}_1 \Rightarrow 1] \leq \negl(\lambda) .$$

For this we first look again at the SNARK proof $\pi_i$ and the underlying circuits. If a proof of training is performed, the adversary must prove that $h_{U_i} = h_{U_{i-1}}$. This implies—assuming no hash collision occurs—that $\mathcal{H}_{U_i} = \mathcal{H}_{U_{i-1}}$ and $U_i = U_{i-1}$. If a proof of unlearning is performed, the SNARK proof ensures that $\mathcal{H}_{U_{i-1}} \subset \mathcal{H}_{U_i}$ and thus $U_{i-1} \subset U_i$, again using collision-resistance of the hash function. Thus, if $(u, d) \in U_k$, it must also be true that $(u, d) \in U_{k+1}$, ..., $(u, d) \in U_{\ell}$. By soundness of the SNARK, the adversary cannot prove a false statement, so the above claims must hold.

We also know that $(u, d) \in U_k$ since the proof of non-membership consists of the path from the hashed data record
(u, d) to the hash $h_{U_k}$ contained in the $k$-th commitment. Since the adversary can only win if the proof verifies successfully, we know that in this case the hash value of $(u, d)$, in the following denoted by $h_{u,d} := \text{HashDataRecord}(u, d)$, must be a node in the hash chain constructed from $H_{U_k}$. Unless the adversary finds another data record $(u', d')$ such that $\text{HashDataRecord}(u', d')$ maps to the same hash value $h_{u,d}$—which happens with negligible probability—the record $(u, d)$ must be contained in $U_k$.

Finally, we show that $\Pr[\mathbb{G}_2 \Rightarrow 1] \leq \text{negl}(\lambda)$. For this, recall that $\pi_i$ also attests that no unlearnt data point is contained in the dataset, in particular that the intersection $H_{D_i} \cap H_{U_i}$ is empty. Together with the fact that the commitments $h_{D_i}$ and $h_{U_i}$ are constructed from $H_{D_i}$ and $H_{U_i}$ (due to soundness of the SNARK), the hashed datasets must have been obtained from the corresponding dataset $D_i$ and $U_i$ (unless the adversary has found a collision in the hash function). Combining with previous results, this implies that $D_i \cap U_i = \emptyset$ for all $i \in [\ell]$. As shown above, we know that $(u, d) \in U_\ell$. The final winning condition requires that $(u, d) \in D_\ell$. This cannot be the case since it would contradict the fact that the intersection of the two sets is empty, which proves the final claim.

Collecting the probabilities yields

$$\Pr[\mathbb{G}\text{Unlearn}_{A, E, \Phi_f, D}(1^\lambda)] \leq \text{negl}(\lambda),$$

which concludes the proof of Theorem 2. \qed