Face Recognition System Using Local Features Fusion for Multi-Masks

Mustafa Zuhaer Nayef Al-Dabagh\textsuperscript{1,2}* and Muhammad Imran Ahmad\textsuperscript{1}
\textsuperscript{1}Faculty of Electronic Engineering Technology, Universiti Malaysia Perlis, Perlis, Malaysia.
\textsuperscript{2}Department of Computer Science, College of Science, Knowledge University, Kirkuk Road, 44001 Erbil, Iraq.

*mustafa.zuhaer@knu.edu.iq

Abstract. Face recognition is a relatively novel research field, and its application is closely related to numerous other areas. Moreover, it is emerging as a critical research theme due to its broad range of applications. Thus, many face recognition methods use a variety of feature extraction approaches. Nonetheless, the issue continues to be challenging, particularly identifying non-biological entities. This paper proposes an extended descriptor for local features of an effectual facial recognition system using a local directional pattern operator. This technique combines the Frei-Chen and Robinson masks' strengths by fusion of the directional features of LDP for these two masks; this elicits a robust feature extraction method for distinguishing faces. Experimental results using the Yale database show that the extended descriptor considerably improved recognition rate and better performance than traditional local feature descriptors.

1. Introduction
As a typical application of image analysis and interpretation, face recognition has drawn considerable focus in various security applications [1] and research domains [2]. However, even though several commercial systems have surfaced, it is still a dynamic and stimulating theme, as diverse aspects like deviations could quickly impact the facial images in lighting conditions, aging, pose, alignment, and occlusion [3].

Face recognition consists of several significant steps, such as feature extraction, classification, and decision module. Most of the proposed face recognition system does not employ the feature selection algorithm; therefore, the classifier's features may include noise and redundant information. Different features can describe various characteristics in the image, and recognition of which features can be more helpful is challenging; therefore, necessitating many methods to overcome this challenge. Since the information about the feature representation influences the classification rate, the feature set must be distinguished because it is the most critical aspect for an effective facial recognition engine [4]. Even the finest classifier will not deliver a good performance given varying or insufficient features. Therefore, devising a robust feature extraction technique that could perform steadily in a fluctuating environment is still challenging.

The two methodologies for extracting facial features of images use geometric facial features and appearance-based features techniques. The calculation of the location and shapes of diverse facial components, such as mouth, nose, and eye, uses the geometric feature-based feature. Those facial elements generate the feature vector representing the face's geometry [5]. The redundancy and dimensionality of the facial features have a direct impact on face recognition precision. Of the various methods launched so far, a general geometric approach is the facial action coding system (FACS) [6],
which identifies facial expression with the aid of a suite of action units (AU). Every action unit matches up to the physical facet of a specific facial muscle. In addition, many researchers also examined fiducial point-based representations [7–8]. Nonetheless, the efficacy of geometric approaches is severely reliant on facial constituents' precise detection, which is challenging in varying environments. Therefore, geometric feature-based approaches are not easy to deploy in several real-world situations [9].

In appearance-based features, the input comprises the parameters specific to the extracted shape image [10]. A face is expressed as numerous raw intensity pictures of which one picture has a multidimensional vector form using appearance-based techniques. Image distribution is used to compute a feature space by employing statistical methods. However, not all the features in the feature vector space are beneficial. A few of the extensively utilized appearance-based approaches are principal component analysis (PCA) [11], independent component analysis (ICA) [12, 13], and Gabor wavelets [14, 15]. Even though ICA and PCA feature descriptors can efficiently encapsulate the training images' changeability, their performances wane in altering the environment [10, 16]. In contrast, identifying Gabor characteristics using several Gabor filters to convolution face pictures using different orientations and proportions is computationally intensive.

Recently, local binary patterns (LBP) [17] based on local appearance labels and their different forms [18] have been of great interest because of their performance effectiveness in uncontrolled settings. The LBP operator coded the local image texture using quantization of the grey levels corresponding to a neighbor in the local neighborhood relative to the central value; consequently, the binary pattern forms a model for micro-scale data like spots and corners edges. Nevertheless, in the case of random noise or significant illumination changes, the LBP method has poor performance [4] because a minor change in grey levels can lead to a high degree of change to the LBP code. The local ternary pattern (LTP) [16] was proposed later to enhance the flexibility of LBP specific to the near-uniform and uniform areas by augmenting with addition-al intensity discrimination and transforming the binary LBP code to a ternary form. Lately, the Sobel-LBP [19] technique has been suggested to enhance LBP performance by using the Sobel operator to augment edge-specific data before starting the LBP feature extraction process. Nevertheless, if near-uniform and uniform areas are processed through the Sobel operator, the patterns have discrepancies since the discrimination state is binary, like LBP. Local directional pattern (LDP) [20, 15] used a different technique for encoding textures; rather than using grey levels, the directional edge response data corresponding to a position is chosen. Despite this approach's higher recognition effectiveness, LDP typically outputs patterns with discrepancies in the uniform or near-uniform facial areas; furthermore, it depends extensively on choosing the prominent edge direction factor [21]. Weber's law-based local multiple patterns (LMP) [22] is demonstrated to produce robust and highly distinctive visual features.

The main contributions of this work can be summed up as follows:

- First, an extended LDP operator is proposed for face recognition: The proposed operator combines LDP's extraction feature of Robinson and Frei-Chen to get more discriminative features.
- This paper offers a broad comparison between the recommended descriptor and several state-of-the-art approaches.
- Yale database was selected for conducting comprehensive experiments. As a result, the proposed method has been given good results when matched against the state-of-the-art assessed approaches.

The rest of the paper is structured as follows: section 2 outlines a review of LBP and LDP methods. Then, the proposed system presents in section 3. The experimental outcomes and comparisons are stated in section 4. Finally, section 5 presents the conclusion.

2. A Review of LBP and LDP

Local binary pattern (LBP) is a modest yet effective local texture description method. LBP was presented initially by Ojala et al. [23] for grayscale and rotation-invariant texture analysis. Several researchers have since effectively espoused LBP in diverse face-related issues like face recognition [24] and facial expression analysis [17]. The basic LBP technique selects the local neighborhood
corresponding to all image pixels and uses the central reference to create thresholds for the neighboring grey levels. Subsequently, there is a binomial concatenation of the results; the resulting magnitude is assigned to the central pixel. The LBP operator can be signified as:

\[
LBP_{P,R}(x_c, y_c) = \sum_{p=0}^{P-1} s(i_p - i_c)2^p
\]

(1)

\[
s(x) = \begin{cases} 
1, & x \geq 0 \\
0, & x < 0 
\end{cases}
\]

(2)

Here, \(i_c\) is the grey value of the center pixel (\(x_c, y_c\)), \(i_p\) is the grey value of the surrounding neighbors, \(P\) is the total number of neighbors, and \(R\) is the neighborhood’s radius. The grey level corresponding to a neighboring pixel is determined using bilinear interpolation in case the pixel position is not perfectly aligned. Subsequently, the image block or the LBP-encoded histogram of the image may be used for feature description. One restriction with the LBP encoding technique is the susceptibility of LBP codes to noise because a minute difference in the intensity value of the neighbors may totally change the corresponding binary code. Figure (1) describes the fundamental LBP encoding technique.

![Figure 1. Fundamental LBP encoding technique [25].](image)

Using a Local Directional Pattern (LDP) suggests a solution to this coding problem. The local directional pattern comprises the encoding of direction-specific data about facial textures, leading to a relatively compact discriminative code compared to the presently used techniques. First, compass masks are employed to ascertain directional knowledge and calculate the micro-pattern structure. Subsequently, this information is encoded with the use of conspicuous direction values. This technique facilitates the separation of homogenous patterns having distinct intensity transitions [26], [27].

### 3. Proposed System

In this work, the face recognition system is presented based on feature fusion using different compass masks. The system consists of four stages: preprocessing, feature extraction, feature fusion, and classification. Preprocessing aims to remove the noise from the input image. In the feature extraction stage, LDP features represent different and complementary characteristics in the image. In order to get a more robust feature, concatenative feature fusion is used in feature fusion. Finally, identifying the input face image is identified in the classification step based on feature vectors resulting from the previous stage. For doing the classification, K-nearest neighbor (KNN) is used. The design of the proposed system is displayed in the figure below:
3.1. Preprocessing
Before feature identification necessitates preprocessing, this step comprises several tasks formulated to handle local shadows, changes in illumination, and highlights while ensuring that the elements’ visual appearance remains primarily similar. In detail, the steps are as follows:

3.1.1. Gamma Correction
It corresponds to a nonlinear grey-level conversion that changes grey-level $I$ with $I^\gamma (\gamma \geq 0)$ or $\log(I)$ ($\gamma = 0$), where $\gamma \in [1,0]$ denotes a user-specified parameter. Thus, it improves the image's dynamic range from a local standpoint is less illuminated or shadowed areas while using compression corresponding to the brighter areas and highlights [19].

3.1.2. A Difference of Gaussian (DoG) Filtering
The effects of general intensity gradients such as shading are not eliminated using gamma correction. Shading provided by surface effects is likely to be a helpful visual indication; however, considering that it typically has low spatial frequency data, it is challenging to isolate it created by illumination gradients. High-pass filters allow the elimination of incidental and valuable information; consequently, noise and aliasing effects are reduced without distortion of a significant portion of the underlying image. The Difference of Gaussian (DOG) technique can enhance visibility around the edges and additional detail contained in a digital image. High-frequency comprise noise, and they can be moved using the Difference of Gaussian (DOG) method; the technique is appropriate for converting images that have substantial noise. The impulse response for DOG is specified as:

$$D(x, y) = \frac{1}{2\pi\sigma_1^2} e^{-\frac{x^2 + y^2}{2\sigma_1^2}} - \frac{1}{2\pi\sigma_2^2} e^{-\frac{x^2 + y^2}{2\sigma_2^2}}$$

(3)

Where the typical allocations of $\sigma_1$ and $\sigma_2$ are selected as 0.3 and 2.0, respectively. Considering that the effect causes the overall contrast to be reduced, it is essential to enhance subsequent steps [19].

3.1.3. Contrast Equalization
The objective is to change the image intensity scales to provide standardization to the intensity or contrast changes. It is crucial to employ a flexible estimator since the input may have outlier values

---

Figure 2. The Design of Proposed System.
created by minute dark areas or highlights created by aspects like nostrils or garbage near image contours, among other aspects. It is feasible to employ the absolute value of the signal using the median; however, in this case, a straightforward and rapid approximation is considered.

\[
I(x, y) = \frac{I(x, y)}{\left(\text{mean}(|I(x', y')|)^\alpha\right)}
\]

Here, \(\alpha\) denotes a decisive compressive factor that leads to the lesser influence of the relatively large values, \(\tau\) denotes a boundary value required to trim large values once the first normalization step is completed and the unmasked areas of the image comprise the mean value [19].

### 3.2. Feature Extraction

This step aims to determine a set of representative features from the images in feature vectors; to ascertain the face image's significant features, the features of the LDP operator depending on Frei-Chen and Robinson masks were combined in a single feature vector to get more discriminated and detailed information. The LDP corresponding to a pixel comprises an eight-bit binary sequence calculated by contrasting the edge response output for different vectors in the local 3 x 3 size neighborhood; considering a central pixel of the image, the edge response in the eight-directional form \(|m|\) \((i=0, 1\ldots 7)\). The LDP is calculated using Kirsch masks, Frei-Chen, or Robinson; the pixel position is considered central, and the eight orientations are centered on that position. Kirsch, Frei-Chen, or Robinson compass masks are used for finding edges in all eight directions of a compass. Subsequently, the first \(k\) responses \(|m|\) \((i=0, 1\ldots 7)\) are chosen, and the associated directional bits are provided with the value 1 while the other \((8-k)\) bits are provided with the value zero. Hence, the LDP code is derived by:

\[
LDP_K = \sum_{i=0}^{7} b_i(m_i - m_k)2^i
\]

\[
b_i(a) = \begin{cases} 
1, & a \geq 0, \\
0, & a < 0.
\end{cases}
\]

Here, the \(k^{th}\) most significant directional output is denoted by \(m_k [28]\).

### 3.3. Feature Fusion

LDP's feature vectors based on difference masks are fused into a single vector using concatenative feature fusion to obtain more discriminative features.

\[
V_{\text{compact}} = \begin{bmatrix} V_f^T \\ V_s^T \end{bmatrix}^T \in \mathbb{R}^D
\]

Where \(V_{\text{compact}}\) denotes the fused feature vector, \(V_f\) denotes the first feature vector, and \(V_s\) denotes the second feature vector, and \(D\) is the dimensionality of the fused feature vector. Thus, combining two feature vectors into a single one possesses higher discriminative power and improves results over methods that use either LDP based on Kirsch, Frei-Chen, or Robinson or alone [29].

### 3.4. Classification

The system uses the K-NN technique for feature classification based on k nearest neighbors’ corresponding to the feature space’s vectors; to comprehensively explain this technique, \(z\) is the chosen classified point. It is determined by computing the k neighbors that have the least distances concerning \(z\) and the other data elements, as depicted below:

\[
\{d_1(z, z_{c_1 i_1}), \ldots, d_k(z, z_{c_k i_k})\} = \min_{1 \leq c \leq 1, i \leq n_c} d(z, z_{ci})
\]

Considering the above expression, \(n_c\) represents the samples in every class. The calculation of distance is done using the following expression:
\[ \sum_{c=1}^{C} n_c \]  

(10)

Numerous parameters can be employed in the K-NN method, such as k that denotes the nearest neighbors’ number and other parameters pertaining to the distance model. In this system, the cosine distance is used in the experiments to get the most similar k number of images to the input image and predict the input ratings based on the information of the chosen neighbors [2].

4. Experiments and Results Analysis

A benchmark image database, namely the Yale database, was used to determine the formulated feature descriptor's effectiveness. First, images were selected to test the effectiveness of the proposed framework. Then, Yale University created the Yale face database [30], consisting of data specific to fifteen individuals for 165 GIF format greyscale images. Every subject has 11 representative images; there is one image for every facial expression or setting such as w/no glasses, w/glasses, center-light, normal, sad, sleepy, left-light, right-light, happy, wink, and surprised. The data is split into the training, testing, and evaluating sets. The database is randomly divided into training and test sets. The first five images from the first twelve classes are used for training (60 images), while the remaining six images from the first twelve classes, as well as all the images from classes (13, 14, 15), are applied for testing (105 images). In this way, 64% of the database images were used for training, and 36% were used for testing. The proposed technique and some commonly-used techniques demonstrate the salient features of this technique. Figure (3) shows a comparison of different methods using the Yale database.

![Figure 3. Comparison of Recognition rate (%) on Yale database.](image)

This proposal was implemented on a PC featuring a Core i7-9750H 2.6 GHz CPU and 16GB RAM and Windows 10 OS. using Matlab 2019b. All experiments comprised the use of the KNN classifier. These experiments show that the proposed system achieved the best accuracy, 88.57%. Table 1 lists the difference in recognition rates for the images in the Yale database. From the result, the feature fusion can increase separation power in the feature space. This is because one method can carry unique information; thus, combining two methods will produce better discrimination at the early stage.
Table 1. Recognition accuracy (%) for the Yale database

| Seq. | Method                          | Accuracy (%) |
|------|---------------------------------|--------------|
| 1    | LBP [23]                        | 81.9048      |
| 2    | LDP based (Kirsch)              | 82.8571      |
| 3    | LDP based (Frei-Chen)           | 87.6190      |
| 4    | LDP based (Robinson)            | 65.7143      |
| 5    | LDP based (Kirsch+Frei-Chen)    | 83.8095      |
| 6    | LDP based (Kirsch+Robinson)     | 81.9048      |
| 7    | LDP based (Frei-Chen+Robinson)  | 88.5714      |
| 8    | Monogenic Binary Coding[31]     | 79.0476      |
| 9    | Median Binary Pattern [32]      | 80.00        |
| 10   | Local Monotonic Pattern [33]    | 80.9524      |
| 11   | Local Frequency Descriptor[34]  | 79.0476      |
| 12   | Local Arc Pattern [35]          | 77.1429      |
| 13   | Improved Weber Binary Coding [36]| 80.00        |
| 14   | Local Gradient Pattern [37]     | 75.2381      |

5. Conclusion

This paper provides an extended local texture pattern for Facial Recognition. First, distinctive facial aspects are obtained using all the input images by employing the LDP-based masks having different types (Kirsch, Frei-Chen, and Robinson); these are subsequently integrated to yield a single vector. Finally, KNN processing is performed for additional classification. The Yale face database evaluation indicates that the proposed technique provides an acceptable recognition rate better than other techniques. Furthermore, the results prove that feature integration using proposed techniques leads to higher algorithmic effectiveness and enhanced recognition performance.
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