Abstract

Purpose To evaluate manual and automatic registration times and registration accuracies on HoloLens 2 for aligning a 3D CT phantom model onto a CT grid, a crucial step for intuitive 3D navigation during CT-guided interventions; to compare registration times between HoloLens 1 and 2.

Methods Eighteen participants in various stages of clinical training across two academic centers performed registration of a 3D CT phantom model onto a CT grid using HoloLens 2. Registration times and accuracies were compared among different registration methods, clinical experience levels, and consecutive attempts. Registration times were also compared retrospectively to prior HoloLens 1 data.

Results Mean aggregate manual registration times were 27.7 s, 24.3 s, and 72.8 s for one-handed gesture, two-handed gesture, and Xbox controller, respectively; mean automatic registration time was 5.3 s (ANOVA $p < 0.0001$). No significant difference in registration times was found among attendings, residents and fellows, and medical students ($p > 0.05$). Significant improvements in registration times were detected across consecutive attempts using hand gestures ($p < 0.01$). Compared to prior HoloLens 1 data, hand gesture registration was 81.7% faster with HoloLens 2 ($p < 0.05$). Registration accuracies were not significantly different across manual registration methods, measuring at 5.9 mm, 9.5 mm, and 8.6 mm with one-handed gesture, two-handed gesture, and Xbox controller, respectively ($p > 0.05$).

Conclusions Manual registration times decreased significantly on HoloLens 2, approaching those of automatic registration and outperforming Xbox controller registration. Fast, adaptive, and accurate registration of holographic models of cross-sectional imaging is paramount for the implementation of augmented reality-assisted 3D navigation during CT-guided interventions.
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Introduction

Augmented reality (AR) technology has advanced significantly in recent years. Its ability to display 3-dimensional (3D) datasets, such as computed tomography (CT) and magnetic resonance images (MRI), in a true 3D space rather than on flattened 2D screens has been shown to improve anatomical learning [1, 2], 3D spatial interpretation [3], and pre-operative planning [4–9]. The added benefit of overlaying such 3D information directly onto patients or real-world environments for procedural guidance and navigation has further pushed its expansion in clinical practice, leading to pilot implementations intra-procedurally across multiple specialties [4–7, 10–13].

Recent studies highlighted the clinical value of AR using HoloLens 1 (Microsoft, Redmond, WA), a first-generation commercially available optical see-through head-mounted display. Its use improved spatial understanding and anatomical definition, decreased procedural duration, and reduced
fluoroscopy times and radiation exposure [14–17]. Manual registration methods, such as hand gesture and gaming controller-mediated maneuvers, can be implemented for 3D spatial registration of holographic models onto physical objects [18]. The registration accuracy of spatial information onto the real-world environment is near or within one centimeter for surgical applications [19–24]. However, manual registration methods can be cumbersome and inefficient [18], viewing angle dependent [25], and inaccurate [26]. Automatic registration using computer vision recognition of a CT grid can outperform manual registration methods [18] but can be inflexible and may require manual finetuning [18, 21, 23]. Despite its conferred preclinical benefits, first-generation HoloLens systems have not been widely adopted in clinical practice. One major hindrance was the limited processing power of the headset device, which restricted the full potential of computer vision and other software on the system. Other limitations included small field of view, low display resolution, and unnatural manual manipulations of holographic objects. User experiences were jarring and suboptimal.

The second-generation HoloLens (Microsoft, Redmond, WA), compared to its predecessor, is a more ergonomic headset with larger field of view, higher processing power, and articulated gesture tracking with greater degrees of freedom (Table 1) [27–32]. The improved gesture tracking capabilities on HoloLens 2 allow for more intuitive and natural ways of interacting with 3D models not previously possible [33]. Specifically, HoloLens 2 tracking allows for simultaneous translation and rotation. This new capability eliminates the need to toggle between translational and rotational interactions, as often required on HoloLens 1 [18]. (Supplemental Video 1). However, direct comparisons of registration times between the first- and the second-generation HoloLens using similar registration methods were lacking.

This study aimed to evaluate manual and automatic registration times as well as registration accuracies during alignment of a holographic 3D model onto the real-world environment using HoloLens 2 at two tertiary academic hospital centers. Registration times between the two generations of HoloLens headsets were compared to showcase HoloLens 2’s increased suitability for potential clinical integration.

Methods

Registration methods

A similar workflow previously deployed on HoloLens 1 was implemented for HoloLens 2 [18]. A 3D holographic model of an abdominal CT phantom (CIRS 071B) with an overlying CT grid (Beekley Medical Grid 117) was segmented using ITK-SNAP and projected using HoloLens 2 [34]. Custom code was developed in Unity (Unity Technologies, San Francisco, CA) with Microsoft’s Mixed Reality Toolkit (MRTK) SDK and C#/.NET framework for model registration. Three different manual registration methods were devised using: 1) one-handed gestures, 2) two-handed gestures, and 3) Xbox wireless gaming controller (Microsoft, Redmond, WA) interfaced with HoloLens via Bluetooth (Supplemental Fig. 1). Automatic registration was performed with computer vision and automated image detection using Vuforia SDK and its proprietary feature detection algorithms (PTC Technology, Needham, MA) [14, 18]. Code was distributed and deployed across two tertiary academic hospital centers.

Table 1  HoloLens 1 and HoloLens 2 relevant technical specification comparisons [27–32]

| Specifications                  | HoloLens 1                              | HoloLens 2                              |
|--------------------------------|-----------------------------------------|-----------------------------------------|
| Processor                      | Intel 32-bit (1 GHz)                    | Qualcomm Snapdragon 850 (3 GHz)        |
| Field of view (Horizontal)     | 30°                                     | 43°                                     |
| Field of view (Vertical)       | 17.5°                                   | 29°                                     |
| Resolution (Pixels)            | 1440 x 1440                            | 2048 x 1080                            |
| Refresh rate                   | 90 Hz                                   | 120–240 Hz                              |
| Battery life                   | 2.5 Hours                               | 3 Hours                                 |
| Cost                           | $3,000                                  | $3,500                                  |
| Release year                   | 2016                                    | 2019                                    |
| Hand tracking                  | Thumb and index finger recognition.     | Two-handed fully articulated gesture    |
|                                | Limited preset gesture recognition.     | tracking allowing up to 25 points of   |
|                                | Two-handed manipulation later           | articulation per side including the    |
|                                | introduced in 2018                      | wrist and fingers                       |
| 3D Model manipulation          | Air tap and select                      | Direct manipulation, including        |
|                                |                                        | resizing, scaling, grabbing,          |
|                                |                                        | pinching, dragging and holding         |
| Tracking degrees of freedom    | 6                                       | 6                                       |
| Interaction range              | Far-field interactions only             | Near- and far-field interactions       |
| Eye tracking                   | No                                      | Yes                                     |
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Participants

This study was institutional review board exempt at the [Blank] and at the [Blank]. Trainees and faculties in various stages of clinical practice or training were recruited at two different academic centers on a volunteer basis. Eighteen participants enrolled, including three Interventional Radiology attendings, three Interventional Radiology trainees (residents and fellows), and three medical students rotating on the Interventional Radiology service at each center.

Registration protocol

Each participant was given a hands-on tutorial for HoloLens 2 basic controls and 3D object manipulation. The participant was allowed upwards of 10 min for practice. Before initiating a specific timed registration trial, the participant was told to manipulate the 3D model outside of the field of view superior and lateral to the intended real-world target. Laterality was based on participant’s handedness (to the right side for right-handedness). Registration times were measured until alignment of the 3D model to the CT grid was within 1 cm in each of the $x$-, $y$-, and $z$-planes. With the participant’s vocal confirmation of registration success, a single mixed reality image (with virtual CT grid superimposed on actual CT grid; 3904 x 2196 pixels, sRGB) was captured directly from HoloLens 2 after each registration attempt. This was done either with the HoloLens 2’s built-in voice command or with manual image capture from the live camera feed on the HoloLens 2 web portal interface. Each participant attempted each registration method three consecutive times.

Registration accuracy

Real-world dimensions of the CT grid (10.4 x 7.6 cm) were used for measurement calibration. Precision was determined based on three repeated measurements of the CT grid dimensions over all obtained mixed reality images. For each registration attempt, a visual inspection of all of the CT grid markers was first performed to determine the CT grid marker with the largest visual deviation from its corresponding phantom grid marker in the captured image’s 2D plane. Registration accuracy was then determined as the distance between this CT grid marker and its corresponding phantom counterpart, center to center (Fig. 1), averaged across three different measurements.

![Fig. 1](https://example.com/image.png) Example image capture displaying measurement of the registration error based on the imaged 2D plane
Lighting conditions

Given potential effects of lighting conditions on registration times and accuracies, the level of illumination was measured at each of the testing center environment using Lux Light Meter Pro (Version 2.1.1 [Mobile iOS app. Developer: Marina Polyanskaya) to ensure transparency and data reproducibility. Five different measurements were taken at each location. Levels of illumination were also measured in the Interventional Radiology procedural suite under regular and dimmed lighting conditions for comparison and to serve as relevant points of reference.

Statistical analysis

Data were presented as mean ± standard error of the mean (SEM). One-way ANOVAs with Tukey’s post-hoc multiple comparison tests, repeated measures ANOVAs, nonparametric Mann–Whitney tests, and parametric t tests were performed using Prism (GraphPad, San Diego, CA). Two-tailed p value smaller than 0.05 was deemed statistically significant.

Results

Center 1 demonstrated mean manual alignment times of 22.6 ± 3.5 s, 25.2 ± 3.5 s, and 77.2 ± 19.6 s for one-handed gesture, two-handed gesture, and Xbox controller registration methods, respectively, on HoloLens 2. Center 2 demonstrated similar manual alignment times of 32.7 ± 4.6 s, 23.4 ± 2.5 s, and 68.5 ± 7.2 s, respectively (all two-tailed p > 0.05 when compared to Center 1). Center 1 reported mean automatic registration time of 7.2 ± 0.6 s versus Center 2 with 3.4 ± 0.3 s, representing a 52.8% difference (p < 0.001). Center 1’s testing environment had an average level of illumination of 107.8 ± 12.7 Lux, which was similar to an Interventional Radiology procedural suite dimmed for ultrasound and/or fluoroscopy image viewing of 123.2 ± 7.4 Lux (p > 0.05). Center 2’s testing environment had a level of illumination of 249.6 ± 7.7 Lux, which was significantly different from Center 1’s level of illumination (p < 0.0001).

Center 2’s testing environment’s level of illumination was comparable to an Interventional Radiology procedural suite under regular lighting conditions of 245.4 ± 8.3 Lux (p > 0.05).

Manual and automatic registration times from the two centers were combined for HoloLens 2 (Fig. 2). One-way ANOVA demonstrated significant differences among the different registration methods (p < 0.0001) except for the difference between one-handed and two-handed gestures. Post-hoc multiple comparisons tests showed Xbox controller registration as the slowest (72.8 ± 10.2 s; p < 0.01, p < 0.001, and p < 0.0001 compared to one-handed gesture (27.7 ± 3.1 s), two-handed gesture (24.3 ± 2.1 s), and automatic registration (5.3 ± 0.6 s), respectively). Automatic registration was the fastest (p < 0.0001 compared to the other three manual registration methods).

Further analysis was performed based on level of clinical experience. There were no significant differences in registration times among attendings, residents and fellows, and medical students with any of the registration methods (p > 0.05, Supplemental Fig. 2). Significant improvements in registration times were detected across consecutive attempts using hand gestures (one-handed and two-handed combined, 31.7 ± 3.6 s, 25.4 ± 2.0 s, 20.8 ± 1.5 s over the three consecutive attempts, p < 0.01, Fig. 3a). However, this difference was not seen with Xbox controller (78.1 ± 11.1 s, 75.0 ± 12.1 s, and 65.4 ± 14.4 s over the three attempts, p > 0.05, Fig. 3b) or automatic registration methods (6.4 ± 0.9 s, 4.4 ± 0.4 s, and 5.1 ± 0.8 s over the three attempts, p > 0.05, Fig. 3c). Notably, during the third attempt, mean hand gesture registration time was 20.8 s with the fastest registration time of 7.4 s on HoloLens 2.

The HoloLens 2 dataset was combined from both centers and compared to HoloLens 1. In total, mean aggregate hand gesture registration was faster with HoloLens 2 (26.0 ± 1.8 s) compared to HoloLens 1 (141.9 ± 10.0 s, p < 0.0001), representing an 81.7% reduction (Fig. 4a. Supplemental Videos 2 and 3). There was no significant difference with manual registration using an Xbox controller (72.8 ± 10.2 s with HoloLens 2 versus 53.7 ± 6.5 s with HoloLens 1, p > 0.05, Fig. 4b) as these interactions remained the same on HoloLens 1 and HoloLens 2. Automatic registration was also similar across HoloLens 1 and HoloLens 2 (5.3 ± 0.6 s with...
HoloLens 2 versus $5.8 \pm 0.7$ s with HoloLens 1, $p > 0.05$, Fig. 4c). Example manual and automatic registration cases on HoloLens 2 are shown in Fig. 5 and Supplemental Videos 2–3, with comparisons to those on HoloLens 1. Note the slight offsets of the virtual 3D model with regards to its real-world counterpart on the HoloLens 1 images and on the automatic registration captured images were due to technical differences between the capture camera’s perspective and the users’ line of sight, making direct measurements and comparisons of registration accuracies unfeasible.

The average manual measurement precision over 80 different line segments, each with three individual measurements, was 4.3 pixels. This was calibrated and translated to an average measurement precision of 0.8 mm. Registration accuracy was not significantly different across manual registration methods, with one-handed gesture at $5.9 \pm 0.4$ mm, two-handed gesture at $9.5 \pm 2.3$ mm, and Xbox controller registration at $8.6 \pm 2.0$ mm ($p > 0.05$, Fig. 6a). Attendings, trainees, and medical students demonstrated similar registration accuracies ($6.9 \pm 0.6$ mm, $8.9 \pm 1.6$ mm, and $7.0 \pm 0.9$ mm, respectively, $p > 0.05$; Fig. 6b). A trend of improving registration accuracies across the three attempts was suggested but not statistically significant ($8.8 \pm 1.3$ mm, $8.0 \pm 1.0$ mm, and $5.3 \pm 0.4$ mm for first, second, and third attempts, respectively, $p = 0.05$; Fig. 6c).

**Discussion**

In this study, manual registration times for aligning a 3D holographic model onto a CT grid using HoloLens 2 were found to be consistent between academic centers and significantly improved compared to manual registration times using HoloLens 1.

Significant reductions in hand gesture-mediated registration times were demonstrated with HoloLens 2 compared to those of HoloLens 1. This was likely due to HoloLens 2’s improved capability of recognizing comprehensive hand and wrist movements compared to HoloLens 1. Natural hand manipulation gestures for object manipulation in the real world, such as pinching and grabbing, was transferrable to 3D model manipulation in the virtual environment. Moreover, freeform spatial manipulation allowed seamless integration of translational and rotational movements, eliminating
the need to toggle between modes of maneuver [18]. As a result, mean aggregate hand gesture manual registration time decreased by more than 80% and was significantly shorter than Xbox controller-mediated registration. Users also demonstrated significant improvements over the three consecutive attempts. For several participants, hand gesture-mediated registration times during the third attempt were less than 10 s and on par with the automatic registration

![Fig. 5 Example manual and automatic registration cases on HoloLens 2 versus HoloLens 1.](image)

(a) One-handed gesture manual registration to align the 3D object in the virtual environment to its counterpart in the real world on the HoloLens 2 system. (b) One-handed gesture manual registration on HoloLens 1. (c) Automatic registration on HoloLens 2 captured via a separate single monocular camera on the device. The centralized camera cannot be accessed while Vuforia-based automatic image detection is active. (d) Automatic registration on HoloLens 1 captured via a phone camera held up to the HoloLens 1 lens. The centralized camera cannot be accessed while Vuforia-based automatic image detection is in use. The slight offsets of the virtual 3D model with regards to its real-world counterpart on the HoloLens 1 images and on the automatic registration captured images were due to the differences between the capture camera’s perspective and the users’ line of sight, making direct measurements and comparisons of registration accuracies unfeasible

![Fig. 6 HoloLens 2 registration accuracy.](image)

(a) Registration accuracy by registration methods ($p > 0.05$). (b) Registration accuracy by training level ($p > 0.05$). (c) Registration accuracy by number of attempts ($p = 0.05$)
times. These results carry significant implications for clinical integration with HoloLens 2 as image-guided interventionalists could benefit from its more intuitive adaptation, ease of use and improvement over time, and ability for rapid manual adjustments in the midst of an intervention.

Manual registration accuracies were similar and averaged within 10 mm across the three manual registration methods and clinical experience using HoloLens 2. The accuracies on HoloLens 2 are congruent to previously substantiated subcentimeter accuracies reported with HoloLens 1 [19–24]. A trend of improving registration accuracies over consecutive attempts was suggested but not statistically significant. Of note, the accuracies reported were measured based on a 2D image and do not represent true 3D accuracies. Currently, a standard for measuring 3D accuracy for AR headset devices does not exist. Further work will involve the use of a surgical-grade optical tracking system (Polaris Vega, NDI, Waterloo, Canada) to assess true 3D accuracies. In addition, automatic registration accuracies were unable to be captured using HoloLens’s built-in camera as the camera was actively being used for automated image detection and unavailable for image capture. Nevertheless, studies that have attempted to measure HoloLens accuracies in meaningful ways have shown accuracies and tracking improved with computer vision augmentation [19, 25, 26, 35].

Registration data obtained at each academic center were analyzed individually. Registration times were similar for different methods of manual registration but not for automatic registration. Center 1’s automatic registration times were more than twice of those obtained from Center 2. Examination of experiment protocols revealed that all testing at Center 1 were completed in dimly lit rooms, similar in lighting conditions compared to an Interventional Radiology procedural suite when fluoroscopy or ultrasound is in use. All testing at Center 2 were completed in brightly lit rooms, similar to that of a procedural suite when fluoroscopy or ultrasound is not activated. Previous work had demonstrated the effects of brightness on depth perception and accurate depth presentation [36]. Dim environments during automatic registration may have resulted in multiple re-aligning attempts by the participants. In addition, better contrast between the registration target and the background in brightly lit environments likely contributed to faster computer vision recognition. Furthermore, a HoloLens-based vascular localization system demonstrated larger precision errors when used without a surgical lamp compared with usage in the same operating room background brightness with the addition of a surgical lamp [37]. These effects should be considered for future AR implementation in different clinical settings. For example, in CT-guided and fluoroscopy-guided procedural suites, the operators could expect longer automatic registration times and potentially decreased registration accuracies given the low light environments.

Operating rooms or outpatient office settings, the automatic registration times may be shorter and registration accuracies better.

There are limitations associated with this study. First, evaluation of HoloLens 2, similar to its previous generation, was performed on stationary objects with a fixated CT grid as the registration target. Registration time and accuracy on actual human patients, accounting for patient movement, respiratory motion, soft tissue deformation, and potential interference from procedural manipulation, were not assessed. Further testing on more realistic procedural settings, with developing technologies in motion compensation and deformable modeling, are needed. Second, the accuracy assessment was performed on a 2D plane rather than in the 3D space. Depth deviation could not be reliably assessed. Future testing with separate images taken from each monocular view may be obtained to calculate true registration alignment errors. Third, a direct comparison of registration accuracies between the two versions of HoloLens was not feasible. HoloLens 1 captures images from a single monocular perspective, despite its stereotactic experience; the captured image does not accurately reflect what the user sees or experiences. HoloLens 2, in contrast, captures images from a centralized camera which aligns better with the user’s line of sight. Given this difference in camera image capture, a direct comparison was not made. Finally, AR technologies have non-trivial associated economic costs. However, with average reduction in procedural duration ranging from 5 to 11.7 min based on prior reports [15, 17, 38] and an average procedural room cost per minute at $62 [39], utilization of a 3D AR visualization system could provide a cost reduction equivalent to $85,250 to $398,970 per room per year based on an estimated schedule of 1–2 CT-related procedures per room per day, offsetting the initial investment costs of a HoloLens or other AR system. More detailed cost analyses incorporating other factors are needed to fully explore the economic impact of AR integration into clinical care.

**Conclusion**

Multicenter assessment of HoloLens 2 for registering a 3D holographic model onto a CT grid showed that automatic registration through computer vision remains the optimal method, with performance dependence on background brightness. Manual registration times decreased significantly with updated hand gesture manipulation on HoloLens 2 versus HoloLens 1, with improvements over consecutive attempts approaching the registration times of automatic registration. Manual registration also significantly outperformed external controller-mediated registration. Accurate and fast
registration will be crucial for the implementation of AR for 3D navigation during CT-guided interventions.
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