A DCT-based Tensor Completion Approach for Recovering Color Images and Videos from Highly Undersampled Data
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Recovering color images and videos from highly undersampled data is a fundamental and challenging task in face recognition and computer vision. By the multi-dimensional nature of color images and videos, in this paper, we propose a novel tensor completion approach, which is able to efficiently explore the sparsity of tensor data under the discrete cosine transform (DCT). Specifically, we introduce two DCT-based tensor completion models as well as two implementable algorithms for their solutions. The first one is a DCT-based weighted nuclear norm minimization model. The second one is called DCT-based $p$-shrinkage tensor completion model, which is a nonconvex model utilizing $p$-shrinkage mapping for promoting the low-rankness of data. Moreover, we accordingly propose two implementable augmented Lagrangian-based algorithms for solving the underlying optimization models. A series of numerical experiments including color image inpainting and video data recovery demonstrate that our proposed approach performs better than many existing state-of-the-art tensor completion methods, especially for the case when the ratio of missing data is high.
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I. INTRODUCTION

WITH the rapid developments of sensor technologies and video surveillance systems, the collected images and videos are naturally stored as multi-way arrays, which are also called tensors. As we know, the complete information of images and videos is very important to make a good decision for intelligent devices or data users. However, during the acquisition process, observed image and video data often contain missing entries (or pixels). In this situation, estimating these missing information of images and videos, which is also called tensor completion, is fundamental and challenging problem in the communities of image processing and computer vision, e.g., see [1]–[4] and references therein.

It is well-known that tensor is a higher-order extension of matrix, so the tensor completion is also a natural generalization of matrix completion. Generally speaking, when the missing entries are sparse in an incomplete matrix, we could efficiently explore the local information around the unknown components to get a relatively ideal completion to the matrix, e.g., see [5]–[7]. However, when dealing with a highly undersampled matrix, it is incredibly difficult, even if not impossible, to accurately estimate these missing entries from an incomplete matrix without any global or prior information. Comparatively, the complex structure of tensors makes that recovering the missing entries from a highly undersampled tensor puts forward more both theoretical and computational challenges at the interface of statistics and optimization, e.g., see [8]. In the past decades, it is well-documented that exploiting the inherent global information, e.g., low rank and sparsity, of the data is able to greatly improve the estimation quality of highly undersampled matrices and tensors, e.g., see [9]–[13], to name just a few.

As a direct extension of the low-rank matrix completion, the canonical low-rank tensor completion (LRTC) model is expressed mathematically as

$$
\min_{\mathcal{X}} \text{rank}(\mathcal{X}) \\
\text{s.t. } \mathcal{P}_{\Omega}(\mathcal{X}) = \mathcal{P}_{\Omega}(\mathcal{H}),
$$

where both $\mathcal{X}$ and $\mathcal{H}$ are $N$-th order tensors, $\text{rank}(\cdot)$ denotes the rank function, $\Omega$ is the index set corresponding to the observed entries of the incomplete tensor $\mathcal{H}$, and $\mathcal{P}_{\Omega}(\cdot)$ is the linear operator that keeps known elements in $\Omega$ while sets the others to be zeros. Indeed, directly minimizing the rank function of tensors, even for matrices, is an NP-hard problem (see [14], [15]). Moreover, unlike the unique definition of rank for matrices, there are diverse definitions for tensors such as CANDECOMP/PARAFAC (CP) rank, Tucker rank and Tensor Train (TT) rank (see [16], [17]). Consequently, the diversity of tensor ranks often makes engineers difficult to choose an appropriate candidate for characterizing the low-rankness of their problems.

Roughly speaking, most state-of-the-art tensor completion methods can be grouped into two categories. (i) The first type refers to the tensor nuclear norm minimization approach, which unfolds the underlying tensor as a series of matrices so that we could efficiently employ the matrix nuclear norm as an approximation to the rank of a tensor. Therefore, many efficient algorithms tailored for matrix completion could be naturally extended to tensor completion based on the so-called tensor nuclear norm definitions, e.g., see [9], [11], [18]–[23] and references therein. Mathematically, a seminal tensor nuclear norm minimization model introduced in [9] takes the
From the mathematical modeling perspective, the performance can be found in recent works, e.g., [22], [33], [36]–[40]. From the mathematical modeling perspective, the underlying images are mostly sparse after taking the TV operation. Consequently, we see that an $\ell_1$-norm is used to promote the sparsity of an image in the TV transform domain, which demonstrate that combining the low-rank and sparse prior information simultaneously can greatly improve the restoration quality. In the image processing literature, the well-known discrete cosine transform (DCT) has been widely used for the most popular image compression standard JPEG, since DCT is powerful to obtain a (at least approximately) sparse representation of an image. For example, we consider a widely used gray video, i.e., Suzie (see Fig. 1), which is a third order tensor with size $147 \times 176 \times 100$. By performing DCT on each dimension of such a gray video, a large number of elements of approach to zeros, thereby leading to a high level sparsity when setting a truncated number (TN), e.g., 0.05 and 0.1, to drop all values less than such a TN. However, the video recovered directly from the truncated tensor is still close to the original one, which means that a small sample information is possible to recover an ideal (at least identifiable) one. Such an experimental observation also encourages us to consider a sparsity regularization on the coefficient tensor after the DCT procedure. Here, we refer the reader to [41]–[47] for recent applications of DCT on image recovery. However, compared to the TV-based tensor completion model, to the best of our knowledge, DCT-based approaches received much less considerable attention on color images and videos inpainting from tensor completion angle. Hence, we are motivated to make a further study on showing the ability of the DCT technique for recovering images and videos from highly undersampled data.

\[
\min_{X} \sum_{n=1}^{N} \alpha_n \|X(n)\|_1, \\
\text{s.t.} \quad \Omega_\Omega(X) = \Omega_\Omega(H),
\]

where $\alpha_n \geq 0 \ (n \in [N] := \{1, 2, \cdots, N\})$ can be regarded as weight parameters often satisfying $\sum_{n=1}^{N} \alpha_n \approx 1$, matrix $X(n)$ corresponds to the mode-$n$ unfolding of tensor $X$ for every $n \in [N]$, and $\| \cdot \|_*$ represents the well-known nuclear norm referring to the sum of all singular values of a matrix. Note that a vector consisting of the ranks of unfolding matrices $X(n)$’s ($n = 1, 2, \cdots, N$) is called Tucker rank of tensor $X$ (see [16]). Hence, the objective function in (2) is indeed a convexly weighted sum of the components of Tucker rank. Compared to the direct vectorization and matricization approaches for tensor data, model (2) efficiently exploits the multi-mode structure, thereby possibly achieving a better approximation to the low-rankness of tensor data. Moreover, these unfolding completion models (i.e., tensor nuclear norm minimization models) are beneficial for algorithmic design due to the convexity of tensor nuclear norm functions. Recently, the state-of-the-art alternating direction method of multipliers (ADMM) and Douglas-Rachford splitting method have been successfully applied to tensor completion, e.g., see [9], [10], [24]–[26].

The second type of tensor completion approach is based on tensor decomposition. Actually, we observe that many tensor nuclear norm based models utilizes the so-called unfolding (or matricization) technique. However, Yuan and Zhang [27] showed that the matricization for higher-order tensor ignores the nature of tensor and potentially destroys some inherent properties of the data, thereby leading to suboptimal procedure, which encourages researchers to develop new completion methods from tensor decomposition perspectives. In the literature, some popular tensor decomposition techniques include CP decomposition, Tucker decomposition [16], T-SVD [28] and Tensor-Train decomposition [17]. Like the matrix decomposition, the aforementioned tensor decomposition forms have also been verified as powerful dimensionality reduction tools, which can promote the low-rankness of tensor data to some extent. Empirically, these tensor decomposition based completion models have received great successes in big data analysis, pattern recognition, and traffic data recovery, e.g., see [12], [13], [29]–[34] and references therein.

When regarding color images and videos as general tensors, the aforementioned tensor completion approaches are certainly applicable to images and video inpainting problems. However, it often fails to achieve an ideal restoration quality for highly undersampled image data since only the low-rank property was exploited in general tensor completion models. As we know, the total variation (TV) regularization (see [35]) is a widely used tool in the community of image processing to preserve sharp discontinuities (edges) of an image, while removing noise and other unwanted fine scale detail. Hence, researchers judiciously incorporated TV regularization into low-rank tensor completion models for the purpose of exploiting the inherent structure of images. The promising numerical performance can be found in recent works, e.g., [22], [33], [36]–[40]. From the mathematical modeling perspective, the underlying images are mostly sparse after taking the TV
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Fig. 1. The first row show the visualization of the sparsity of the gray video Suzie after DCT, where the white represents 0. The second row illustrates the comparisons of tenth frame of the original video Suzie with ones reconstructed from the truncated tensor.

In this paper, we introduce a DCT-based low-rank tensor completion approach for recovering color images and videos. Our contribution is four-fold.

- Most nuclear norm based tensor completion models equally treat all singular values of the unfolding matrices. For some real-world datasets, small singular values are often sensitive to the incomplete (or corrupted with noise) observed information, thereby possibly leading to a suboptimal low-rank tensor. In this situation, we shall propose a DCT-based weighted nuclear norm minimization
model, where the singular values have different weights to enhance the global low-rank structure.

- In many unfolding approaches, the most popular low-rank surrogate of tensors is the nuclear norm of unfolding matrices. Recently, both theoretical and empirical results show that the so-called $p$-shrinkage thresholding algorithm outperforms the classical iterative soft thresholding algorithm induced by nuclear norm for low-rank and sparse recovery problems, e.g., see [48]–[50]. Accordingly, the second contribution of this paper is to introduce a DCT-based $p$-shrinking tensor completion model, which is a nonconvex optimization problem due to the nonconvex penalty function associated to the $p$-shrinkage operator for promoting the low-rankness of the underlying tensor.

- We develop two implementable augmented Lagrangian-based algorithms for the underlying models, where all subproblems of our algorithms have closed-form solution.

- We conduct a series of experiments on color images and surveillance videos. Our computational results demonstrate that the proposed DCT-based approaches outperform many state-of-the-art tensor completion methods especially for highly undersampled cases.

The structure of this paper is as follows. In Section II, we summarize some notations and definitions including (weighted) nuclear norm of matrices, $p$-shrinkage mapping and proximal operators. In Section III, we will first introduce a unified DCT-based tensor completion approach. Then, we split this section into two parts and propose two kinds of DCT-based tensor completion models, respectively. Based on the augmented Lagrangian function, we also propose two implementable algorithms for the underlying tensor completion models. Numerically, in Section IV, we conduct the performance of our approaches on images and videos recovery from highly undersampled data. Finally, some concluding remarks are provided in Section V.

II. NOTATIONS AND PRELIMINARIES

In this section, we summarize some notations and definitions on $p$-shrinkage mapping and weighted nuclear norm that will be used throughout this paper.

Tensor is a multidimensional array, which is an extension of matrix. The space of all $N$-th order real tensors is denoted by $\mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, where the order of a tensor is also called way or mode. Given an $N$-th order tensor $\mathcal{A} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, we denote the $(i_1, i_2, \ldots, i_N)$-th component of $\mathcal{A}$ by $a_{i_1i_2\ldots i_N}$. So the $N$-th order tensor $\mathcal{A}$ is also denoted by $\mathcal{A} = (a_{i_1i_2\ldots i_N})$. Throughout this paper, tensors of order $N \geq 3$ are denoted by calligraphical letters, e.g., $\mathcal{A}, \mathcal{B}, \ldots$. Generally, we use capital letters (e.g., $A, B, \ldots$), boldfaced lowercase letters (e.g., $a, b, \ldots$), and lowercase letters (e.g., $a, b, \ldots$) to denote matrices, vectors, and scalars, respectively. For any two $N$-th order tensors $\mathcal{A} = (a_{i_1i_2\ldots i_N})$ and $\mathcal{B} = (b_{i_1i_2\ldots i_N})$, the inner product between $\mathcal{A}$ and $\mathcal{B}$ is given by

$$\langle \mathcal{A}, \mathcal{B} \rangle := \sum_{i_1,i_2,\ldots,i_N} a_{i_1i_2\ldots i_N} b_{i_1i_2\ldots i_N}.$$  

Consequently, the Frobenius norm of tensor $\mathcal{A}$ associated with the above inner product is given by $\|\mathcal{A}\|_F = \sqrt{\langle \mathcal{A}, \mathcal{A} \rangle}$.

Given an $N$-th order tensor $\mathcal{A}$, the mode-$n$ matricization (or unfolding) of $\mathcal{A}$ is denoted by $\mathcal{A}_{(n)}$, and the $(i_1, i_2, \ldots, i_N)$-th entry of tensor $\mathcal{A}$ is mapped to the $(i_n, j)$-th entry of matrix $A_{(n)}$ in the lexicographical order, where

$$j = 1 + \sum_{1 \leq l \leq N, l \neq n} (i_l - 1)J_l$$  

with $J_l = \prod_{1 \leq i \leq l-1, i \neq n} I_i$.

Given a matrix $A \in \mathbb{R}^{m \times n}$, we write its singular value decomposition (SVD) as $A = U \Lambda V^T$, where $U$ and $V$ are orthogonal matrices and $\Lambda$ is a diagonal matrix, i.e.,

$$\Lambda = \text{diag}(\sigma(A)) = \text{diag}(\sigma_1(A), \sigma_2(A), \cdots, \sigma_r(A))$$

with $r := \min\{m, n\}$, and the diagonals $\sigma_i(A)$’s are singular values of $A$ satisfying $\sigma_1(A) \geq \sigma_2(A) \geq \cdots \geq \sigma_r(A)$ without loss of generality. With the above preparation, we first recall the definition of (weighted) nuclear norm of a matrix (see [42]).

**Definition 2.1.** For any given matrix $A \in \mathbb{R}^{m \times n}$, its nuclear norm is defined by

$$\|A\|_* = \sum_{i=1}^{r} \sigma_i(A)$$

and the weighted nuclear norm is given by

$$\|A\|_{*,w} = \sum_{i=1}^{r} w_i \sigma_i(A)$$

where $r := \min\{m, n\}$ and $\sigma_i(A)$ is the $i$-th largest singular value of $A$, and $w = (w_1, \cdots, w_r)$ is a weight vector, which, as suggested in [19], is given by

$$w_i = \frac{\delta}{(\sigma_i(A) + \epsilon)}, \quad i = 1, 2, \ldots, r,$$

where $\delta \in \mathbb{R}^+$ is a constant and $\epsilon$ is a small value to avoid division by 0. In algorithmic implementation, we can iteratively update $w_i$’s.

Below, we recall the $p$-shrinkage mapping introduced in [49].

**Definition 2.2.** Given $a \in \mathbb{R}^n$, $\mu > 0$ and $p \leq 1$, the $p$-shrinkage thresholding operator is defined in component-wise by

$$\text{pshrink}(a, \mu, p) = \text{sign}(a) \odot \max \{ |a| - \mu |a|^{p-1}, 0 \}, \quad (3)$$

where ‘$\text{sign}(\cdot)$’ and ‘$\cdot \mid \cdot$’ are the sign function and absolute value function in component-wise, respectively, and ‘$\odot$’ represents the component-wise product between two vectors. In particular, when setting $p = 1$, the $p$-shrinkage operator (3) immediately reduces to the well-known soft-thresholding, which is denoted by

$$\text{shrink}(a, \mu) = \text{sign}(a) \odot \max \{ |a| - \mu, 0 \}. \quad (4)$$

Clearly, the smaller $p$ is, the less shrink($a, \mu, p$) shrinks large inputs. We refer the reader to [50] for an illustration to the philosophy of the $p$-shrinkage operator.

For any given $a \in \mathbb{R}^n$, the proximal operator associated
with \( \theta : \mathbb{R}^n \to \mathbb{R} \) about \( \tau > 0 \) is defined as

\[
\text{prox}_{\theta, \tau}(a) := \arg \min_{x \in \mathbb{R}^n} \theta(x) + \frac{\tau}{2} \|x - a\|^2.
\]

Consequently, as shown in [51, Theorem 4] (see also [52]), for any \( \mu > 0 \), \( A \in \mathbb{R}^{m \times n} \) and a weight vector \( w \), the global optimal solution to the following optimization problem

\[
\min_X \|X\|_* + \frac{1}{2\mu} \|X - A\|_F^2
\]
is given by the weighted SVD thresholding

\[
X^* = U \text{wshrink}(A, \mu, w)V^T,
\]
where \( A = UAV^T \) is the SVD of \( A \) and

\[
\text{wshrink}(A, \mu, w) = \max \{\sigma(A) - \mu w, 0\}. \tag{5}
\]

Moreover, it follows from [48] that the \( p \)-shrinkage mapping defined in Definition 2.2 is also interpreted as the proximal operator of a penalty function \( \Phi^p(\cdot) : \mathbb{R}^n \to \mathbb{R} \), i.e.,

\[
\text{pshrink}(a, \mu, p) = \arg \min_{x \in \mathbb{R}^n} \Phi^p(x) + \frac{1}{2\mu} \|x - a\|^2,
\]
where \( \Phi^p(x) := \sum_{i=1}^n \phi^p_i(x_i) \) with \( \phi^p_i(x_i) \) being even, concave, nondecreasing and continuous on \([0, \infty)\), differentiable on \((0, \infty)\), nondifferentiable at 0 with the subdifferential being \( \partial \phi^p_i(0) = [-1, 1] \). We refer the reader to [48, Theorem 1] (also [50], [53]) for more details. Notice that the \( p \)-shrinkage operator is available to matrix variables. Specifically, for the optimization problem

\[
\min_X \Phi^p(X) + \frac{1}{2\mu} \|X - A\|_F^2, \tag{6}
\]
we have the globally optimal solution is

\[
X^* = U \text{pshrink}(A, \mu, p)V^T, \tag{7}
\]
where \( A = UAV^T \) is the SVD of \( A \) and

\[
\text{pshrink}(A, \mu, p) = \text{pshrink}(\sigma(A), \mu, p).
\]

III. MODELS AND ALGORITHM

In this section, we aim to develop a DCT-based tensor completion approach to images and videos recovery. Mathematically, we first introduce a unified DCT-based low-rank tensor completion model for \( N \)-th order tensors as follows:

\[
\min_{\mathcal{X}} \text{rank}(\mathcal{X}) + \lambda \|\mathcal{D}(\mathcal{X})\|_0 \tag{8}
\]

s.t. \( \mathcal{P}_1(\mathcal{X}) = \mathcal{P}_2(\mathcal{H}) \),

where \( \mathcal{D}(\cdot) \) denotes the multi-dimensional DCT operator, \( \|\cdot\|_0 \) represents the so-called \( \ell_0 \)-norm to characterize the sparsity of coefficients of DCT, and \( \lambda > 0 \) is a tuning parameter. Due to the appearances of low-rank function and \( \ell_0 \)-norm, the optimization model (8) is a highly non-convex and NP-hard problem. Usually, we can find an approximate solution of (8) by employing the (non-) convex relaxations of rank function and \( \ell_0 \)-norm, respectively. Therefore, in this section, we first introduce a DCT-based low-rank tensor completion model equipped with a weighted nuclear norm regularization term. Then, we propose a DCT-based \( p \)-shrinking low-rank tensor completion model, where the objective function incorporates a structured nonconvex part to promote the low-rankness of data. Additionally, we will propose two implementable augmented Lagrangian-based splitting methods to solve the underlying models.

A. A DCT-based weighted nuclear norm minimization model

As shown in the literature, directly minimizing the sum of the rank function and \( \ell_0 \)-norm of tensor \( \mathcal{X} \) in (8) is not an easy task. So, how to approximate the rank of tensors is crucial for improving the completion quality. In this subsection, we use the sum of the weighted nuclear norms of the unfolding matrices to approximate the rank of \( \mathcal{X} \) and employ the \( \ell_1 \)-norm to replace the \( \ell_0 \)-norm for promoting the sparsity of images under the DCT. Accordingly, we call the model a DCT-based weighted nuclear norm minimization model, which is expressed as the form

\[
\min_{\mathcal{X}} \sum_{i=1}^N \alpha_i \|X_{(i)}\|_* + \lambda \|\mathcal{D}(\mathcal{X})\|_1 \tag{9}
\]
s.t. \( \mathcal{P}_1(\mathcal{X}) = \mathcal{P}_2(\mathcal{H}) \).

Apparently, two parts of the objective function in model (9) are nonsmooth, but both have promising structures so that their proximal operators have explicit forms. To exploit the structure of model (9), we here first introduce auxiliary variables to separate the two nonsmooth terms in the objective function, thereby leading to a separable optimization model, i.e.,

\[
\min_{\mathcal{X}} \sum_{i=1}^N \alpha_i \|Y_{(i)}\|_* + \lambda \|\mathcal{D}(\mathcal{X})\|_1 \tag{10}
\]
s.t. \( \mathcal{X} = Y_i \) for all \( i \in [N] \),

\[
\mathcal{P}_1(\mathcal{X}) = \mathcal{P}_2(\mathcal{H}),
\]
where \( Y_{(i)} \) represents the mode-\( i \) unfolding of tensor \( Y_i \) for \( i \in [N] \). Clearly, model (10) is an equality-constrained optimization problem, then its augmented Lagrangian function reads as

\[
L(Y_i, X, T, S_i, Q) := \sum_{i=1}^N \left( \alpha_i \|Y_{(i)}\|_* + \langle S_i, X - Y_i \rangle + \frac{\beta}{2} \|X - Y_i\|_F^2 \right)
\]

\[
+ \lambda \|T\|_1 + \langle Q, T - \mathcal{D}(\mathcal{X}) \rangle + \frac{\beta}{2} \|T - \mathcal{D}(\mathcal{X})\|_F^2, \tag{11}
\]

where \( S_i \) and \( Q \) are Lagrangian multipliers associated to \( X_{(i)} = Y_{(i)} \) and \( T = \mathcal{D}(\mathcal{X}) \), respectively, and \( \beta \) are positive penalty parameters. Motivated by the alternating update spirit of ADMM, we accordingly update the variables in (11) via the order \( Y_i \to X \to T \to S_i \to Q \). Specifically, for given \( (X^k, T^k, S^k_i, Q^k) \), we update the \( (k+1) \)-th iterates via the following process:

- The update of \( Y_i \) (\( i \in [N] \)) reads as
  \[
  Y_i^{k+1} = \arg \min_{Y_i} L(Y_i, X^k, T^k, S^k_i, Q^k)
  \]
  \[
  = \arg \min_{Y_i} \left\{ \alpha_i \|Y_{(i)}\|_* + \frac{\beta}{2} \|Y_i - S^k_i\|_F^2 \right\}
  \]
  \[
  = \text{fold} \left( U_k \text{wshrink} \left( A^k, \frac{\alpha_i}{\beta_k}, w_i \right) V_k^T \right), \tag{12}
  \]
where ‘fold(·)’ corresponds to the inverse operator of mode-$i$ unfolding, ‘wshrink(·, ·)’ is given by (5) and

$$\hat{Y}_i^k = X^k + \frac{1}{\beta_k} S_i^k \quad \text{and} \quad \hat{Y}_{i(i)}^k = U_k A^k V_k^T.$$

- With the latest $Y_i^{k+1}$, we update $X^{k+1}$ via

$$X^{k+1} = \arg\min_{X} L(Y_i^{k+1}, X, T^k, S_i^k, Q^k)$$

$$= \arg\min_{X} \left\{ \frac{N}{2} \left( \|X - Y_i^{k+1} + \frac{1}{\beta_k} S_i^k \|_F^2 \right) + \frac{\beta_k}{2} \left( \|X - \Phi^{-1} (T^k + \frac{1}{\beta_k} Q^k) \|_F^2 \right) \right\}$$

$$= \frac{1}{N+1} \hat{X}^k,$$ (13)

where

$$\hat{X}^k = \sum_{i=1}^{N} \left( Y_i^{k+1} - \frac{1}{\beta_k} S_i^k \right) + \Phi^{-1} \left( T^k + \frac{1}{\beta_k} Q^k \right).$$

Due to the constraint $P_{\Omega}(X) = P_{\Omega}(\mathcal{H})$, we further implement

$$P_{\Omega}(X^{k+1}) = P_{\Omega}(\mathcal{H})$$ (14)

to get the new $X^{k+1}$.

- For the $T$-subproblem, we have

$$T^{k+1} = \arg\min_{T} L(Y_i^{k+1}, X^{k+1}, T, S_i^k, Q^k)$$

$$= \arg\min_{T} \left\{ \lambda \|T\|_1 + \frac{\beta_k}{2} \|T - \hat{T}^k\|_F^2 \right\}$$

$$= \text{shrink} \left( \frac{\hat{T}^k}{\lambda}, \frac{\beta_k}{2} \right),$$ (15)

where ‘shrink(·, ·)’ is given by (4) and

$$\hat{T}^k = \Phi(X^{k+1}) - \frac{1}{\beta_k} Q^k.$$

- With the above latest $(Y_i^{k+1}, X^{k+1}, T^{k+1})$, we update the two Lagrangian multipliers $S_i^{k+1}$ and $Q^{k+1}$ via

$$S_i^{k+1} = S_i^k + \beta_k (X^{k+1} - Y_i^{k+1})$$

(16)

and

$$Q^{k+1} = Q^k + \beta_k (T^{k+1} - \Phi(X^{k+1})).$$ (17)

respectively.

With the above preparations, we formally summarize the updating schemes for model (10) in Algorithm 1.

**Algorithm 1 ADMM for Model (10)**

**Input:** Initial starting points $X^0, Y^0, T^0, S_i^0, Q_i^0$ and $\beta_0 > 0$.

1. Update $Y_i^{k+1}$ simultaneously via (12) for $i = [N]$;
2. Update $X^{k+1}$ via (13) and (14);
3. Update $T^{k+1}$ via (15);
4. Update $S_i^{k+1}$ simultaneously via (16) for $i = [N]$;
5. Update $Q_i^{k+1}$ via (17);
6. Update $\beta_{k+1} = p \beta_k$ with $p > 1$;
7. Until a termination criterion is fulfilled.

**Output:** $X^*$.

shrinking low-rank penalty and DCT-driven sparse regularization, and propose the following tensor completion model:

$$\min_{X} \sum_{i=1}^{N} \alpha_i \Phi_p(X_{i(i)}) + \lambda \| \Phi(X) \|_1$$ (18)

s.t. $P_{\Omega}(X) = P_{\Omega}(\mathcal{H}),$

where $p \leq 1$ and $\Phi_p(·)$ is a nonconvex penalty function defined in (6). Compared to model (9), the only difference is that we here employ the $\Phi_p(X_{i(i)})$ to replace the weighted nuclear norm term $\|X_{i(i)}\|_{w}$. So, both (9) and (18) share the same structure except the low-rank-inducing term. Hence, letting us abuse the symbols used in (10) for notational simplicity, then model (18) can be rewritten as the following separable optimization problem, i.e.,

$$\min_{X} \sum_{i=1}^{N} \alpha_i \Phi_p(Y_{i(i)}) + \lambda \| \Phi(X) \|_1$$ s.t. $X = Y_i$, for all $i \in [N],$

$$T = \Phi(X),$$

$$P_{\Omega}(X) = P_{\Omega}(\mathcal{H}).$$ (19)

Correspondingly, the augmented Lagrangian function for (19) reads as

$$L(Y_i, X, T, S_i, Q)$$

$$:= \sum_{i=1}^{N} \left( \alpha_i \Phi_p(Y_{i(i)}) + \langle S_i, X - Y_i \rangle + \frac{\beta}{2} \|X - Y_i\|_F^2 \right) + \lambda \|T\|_1 + \langle Q, T - \Phi(X) \rangle + \frac{\beta}{2} \|T - \Phi(X)\|_F^2.$$ (20)

Based upon (20), by invoking the update idea of Algorithm 1, i.e., $Y_i \rightarrow X \rightarrow T \rightarrow S_i \rightarrow Q$, we derive the detailed iterative schemes for solving model (19).

- Update $Y_i^{k+1}$ via

$$Y_i^{k+1} = \arg\min_{Y_i} L(Y_i, X^k, T^k, S_i^k, Q^k)$$

$$= \arg\min_{Y_i} \left\{ \alpha_i \Phi_p(Y_{i(i)}) + \frac{\beta}{2} \|Y_i - S_i^k\|_F^2 \right\}$$

$$= \text{fold} \left( \hat{U}_k \hat{Y}_i, \frac{\alpha_i}{\beta_k} p, \frac{\alpha_i}{\beta_k} T^k \right),$$ (21)

where ‘fold(·, ·, ·)’ is given by (3) and

$$\hat{Y}_i^k = X^k + \frac{1}{\beta_k} S_i^k \quad \text{and} \quad \hat{Y}_{i(i)}^k = U_k A^k V_k^T.$$

- Update $X^{k+1}$ via

$$X^{k+1} = \arg\min_{X} L(Y_i^{k+1}, X^{k}, T^k, S_i^k, Q^k)$$

**B. A DCT-based p-shrinking tensor completion model**

In model (9), we employ the sum of the weighted nuclear norms of the unfolding matrices $X_{i(i)}$ to approximate the low-rankness of the data. However, we do not know whether such an approximation is enough ideal for color images and videos tensor data. Recently, the so-called $p$-shrinking algorithm is widely used in low-rank and sparse recovery problems. Hence, in this subsection, we further consider the combination of $p$-
\[ \frac{1}{N + 1} \tilde{X}^k \]  
(22)

and

\[ \mathcal{P}_\Omega(X^{k+1}) = \mathcal{P}_\Omega(H), \]  
(23)

where

\[ \tilde{X}^k = \sum_{i=1}^{N} \left( y_i^{k+1} - \frac{1}{\beta_k} \sigma_i^k \right) + \mathcal{P}^{-1}(\mathcal{T}^{k} + \frac{1}{\beta_k} Q^k). \]  

- Update \( \mathcal{T}^{k+1} \) via

\[ \mathcal{T}^{k+1} = \arg \min_{\mathcal{T}} \mathcal{L}(\mathcal{Y}^{k+1}, X^{k+1}, \mathcal{T}, \mathcal{S}^k, Q^k) \]

\[ = \text{shrink} \left( \mathcal{P}(X^{k+1}) - \frac{1}{\beta_k} Q^k, \frac{\lambda}{\beta_k} \right). \]  
(24)

- Finally, update the two Lagrangian multipliers \( \mathcal{S}^k_{i+1} \) and \( \mathcal{Q}^{k+1} \) via (16) and (17), respectively.

Formally, we summarize the iterative schemes for (19) in Algorithm 2.

Algorithm 2 ADMM for Model (19).

**Input:** Initial starting points \( X^0, Y^0, T^0, S_0, Q_0 \).

1. Update \( Y_i^{k+1} \) simultaneously via (21) for \( i \in [N] \); 
2. Update \( X^{k+1} \) via (22) and (23); 
3. Update \( T^{k+1} \) via (24); 
4. Update \( \mathcal{S}^{k+1} \) simultaneously via (16) for \( i \in [N] \); 
5. Update \( Q^{k+1} \) via (17); 
6. Update \( \beta_{k+1} = \beta_k, \theta > 1 \); 
7. Until a termination criterion is fulfilled.

**Output:** \( X^* \).

Below, we follow the way used in [54] to prove the convergence result of Algorithm 1 for problem (10) under some assumptions. Since Algorithm 2 share the almost same iterative schemes expect the \( \mathcal{Y} \)-subproblem, we skip the convergence analysis of Algorithm 2 for model (19) for the conciseness of the paper.

**Lemma 3.1** ([55]). The function of the weighted sum of singular values, i.e., \( f(A) = \|A\|_{s,\omega} = \sum_{i=1}^{r} w_i \sigma_i(A) \) for matrix \( A \in \mathbb{R}^{n \times m} \), is Lipschitz continuous.

Since \( \|A\|_{s,\omega} \) is nonconvex and nonsmooth, the typical subdifferential for convex function would be empty set. Therefore, we use the Clarke subdifferential (see Definition 3.2 in [56]), which is a general case of the subdifferential and denoted by \( \partial_C(\cdot) \). Regardless of nonconvexity or nonsmoothness, the Clarke subdifferential always exists for locally Lipschitz continuous functions. Also, \( \partial_C\|A\|_{s,\omega} \) is well defined, since \( \|A\|_{s,\omega} \) is a Lipschitz continuous function (see Lemma 3.1).

**Lemma 3.2.** Suppose that both \( \{S_k\} := \{S_1^k, \ldots, S_N^k\} \) and \( \{Q^k\} \) are bounded, the sequences \( \{Y^k\} := \{Y_1^k, \ldots, Y_N^k\} \) and \( \{T^k\} \) produced by Algorithm 1 are bounded.

**Proof.** From the definition of \( L(Y, X, T, S, Q) \), we have

\[ L(Y^k, X^k, T^k, S^k, Q^k) - L(Y^k, X^k, T^k, S^{k-1}, Q^{k-1}) \]

\[ = \sum_{i=1}^{N} (s_i^k - s_i^{k-1}, x^k - y_i^k) + (q^k - q^{k-1}, t^k - \mathcal{P}(x^k)). \]

By invoking \( \beta_k = \theta \beta_{k-1} \) with \( \theta > 1 \), we immediately prove \( \sum_{i=1}^{\infty} \beta_i + \beta_{k-1} < \infty \). As a consequence of (26), the sequence \( \{L(Y^k, X^k, T^k, S^k, Q^k)\} \) is upper-bounded due to the boundedness of \( \{S^k\} \) and \( \{Q^k\} \). Rearranging terms of \( \{L(Y^k, X^k, T^k, S^k, Q^k)\} \) immediately yields

\[ \sum_{i=1}^{N} \left( \alpha_i \|y_i^k\|_{s,\omega} + \lambda \|t^k\|_1 \right) = L(Y^k, X^k, T^k, S^{k-1}, Q^{k-1}) - \frac{\beta_{k-1}}{2} \left( \|Q^k\|_F^2 - \|Q^{k-1}\|_F^2 \right) \]

\[ - \frac{\beta_{k-1}}{2} \sum_{i=1}^{N} \left( \|s_i^k\|_F^2 - \|s_i^{k-1}\|_F^2 \right), \]

which, together with the boundedness of the sequences \( \{L(Y^k, X^k, T^k, S^k, Q^k)\} \), implies that \( \{Y_i^{k+1}\} \) and \( \{T^k\} \) for all \( i \in [N] \) are bounded, since \( \|\cdot\|_{s,\omega} \) and \( \|\cdot\|_1 \) are nonnegative.

**Theorem 3.3.** Let \( \{L(Y^k, X^k, T^k, S^k, Q^k)\} \) be a sequence generated by Algorithm 1. Suppose that both \( \{S^k\} \) and \( \{Q^k\} \) are bounded, and further satisfy \( \lim_{k \to \infty} \|S^{k+1} - S^k\|_F = 0 \) and \( \lim_{k \to \infty} \|Q^{k+1} - Q^k\|_F = 0 \), respectively. Then,\n
(i) \( \{X^k\}, \{Y^k\}, \{T^k\} \) are bounded Cauchy sequences.

(ii) any accumulation point \( \{(X^\infty, X^\infty, \Omega^\infty, S^\infty, Q^\infty)\} \) satisfies the KKT condition of problem (10).

**Proof.** For any \( i \in [N] \), it easily follows from the iterative scheme (16) and \( \lim_{k \to \infty} \beta_k = \infty \) that the sequence \( \{X^k\} \) is bounded due to Lemma 3.2. Moreover, by the properties of \( \{S^k\} \) and \( \{Q^k\} \), we have

\[ \begin{align*}
\lim_{k \to \infty} \|X^{k+1} - X^k\|_F &= 0, \\
\lim_{k \to \infty} \|T^{k+1} - T^k\|_F &= 0,
\end{align*} \]

(27)
which further implies that \( \{Y^k\} \) and \( \{T^k\} \) approach to feasible solutions.

Now, we show that \( \{X^k\} \), \( \{Y^k\} \), \( \{T^k\} \) are Cauchy sequences. Here, we only show \( \{Y^k\} \) being a Cauchy sequence, while the other sequences can be proved in a similar way.

Invoking the first-order optimality condition of the \( Y^k \)-subproblem yields
\[
0 \in \alpha_i \partial \delta \|Y^k\|_{*,w} - \beta_k \left( X^k(i) - Y^k(i) + \frac{1}{\beta_k} S^k(i) \right),
\]
which, together with (16), leads to
\[
X^k(i) - Y^k(i) + \frac{1}{\beta_k} S^k(i) = 0.
\]

By the boundeness of both \( \{Y^k\} \) and \( \{S^k\} \) and properties of \( \| \cdot \|_{*,w} \), it follows from (30) that \( \|X^k - X^k+1\|_{F} = O(\beta_k^{-1}) \), which, together with \( \sum_{i=0}^{\infty} \beta_k = \frac{\beta_k}{\beta_k^{(1-\epsilon)} - \infty} \), implies that \( \{X^k\} \) is a Cauchy sequence, and it immediately has a limit point.

Let \( X^\infty, Y^\infty, T^\infty, S^\infty, Q^\infty \) be the limit points of \( \{X^k\}, \{Y^k\}, \{T^k\}, \{S^k\}, \{Q^k\} \), respectively. It first follows from (27) that
\[
X^\infty = Y^\infty, (i = 1, \ldots, N) \quad \text{and} \quad T^\infty = \partial (X^\infty).
\]

Rearranging (28) arrives at
\[
0 \in \alpha_i \partial \delta \|Y^k\|_{*,w} - S^k(i) + \beta_k \left( X^k(i) - X^k+1(i) \right)
= \alpha_i \partial \delta \|Y^k\|_{*,w} - S^k(i) - \beta_k \left( X^k - X^k+1 \right).
\]

Consequently, taking limit on (29) immediately yields \( S^\infty(i) = \alpha_i \partial \delta \|Y^\infty\|_{*,w} \).

By the first-order optimality condition of the \( X^k \)-subproblem, we have
\[
\sum_{i=1}^{N} \left( S^k(i) + \beta_k (X^k+1(i) - Y^k(i)) \right)
+ \beta_k \left( X^k(i) - T^k(i) \right)
= 0.
\]

Taking \( k \to \infty \) on the above two equalities leads to
\[
\sum_{i=1}^{N} \partial \delta(X^\infty) \quad \text{and} \quad \partial \delta(X^\infty) = \partial \delta(H). \]

Finally, the first-order optimality condition of the \( T^k \)-subproblem reads as
\[
0 \in \partial \lambda \|T^k\|_1 + \beta_k \left( T^k - \partial (X^k) + \beta_k^{-1} Q^k \right)
= 0 \in \partial \lambda \|T^k\|_1 + Q^k + \beta_k \left( T^k - \partial (X^k) \right)
= 0 \in \partial \lambda \|T^k\|_1 + Q^k.
\]

Consequently, we have \( -Q^* \in \partial \lambda \|T^*\|_1 \) when \( k \to \infty \). Therefore, we conclude that the accumulation point satisfies the KKT condition of model (10).

Hereafter, we only give the time complexity analysis of Algorithm 1 and omit the analysis of Algorithm 2 since both of them share the almost iterative scheme and the same SVD.

The main time cost of Algorithm 1 is consumed by performing SVD and multi-dimensional DCT. In each iteration, the complexity of subproblem \( Y^k+1 \) (\( i \in [N] \)) is
\[
O \left( \sum_{i=1}^{N} (I_i)^2 \times \prod_{j \neq i} (I_j) \right).
\]

The complexities of subproblems \( X^k+1 \) and \( T^k+1 \) are both \( O (\Pi_{i=1}^{N} I_i \times \log \Pi_{i=1}^{N} I_i) \). In addition, the complexities to update \( S^k+1 \) (\( i \in [N] \)) and \( Q^k+1 \) are \( O (N \Pi_{i=1}^{N} I_i) \) and \( O (\Pi_{i=1}^{N} I_i) \). So, the time complexity of each iteration is
\[
O \left( \sum_{i=1}^{N} (I_i)^2 \times \prod_{j \neq i} (I_j) + \prod_{i=1}^{N} I_i \times \log \Pi_{i=1}^{N} I_i \right).
\]

Thus, the total time complexity of Algorithm 1 is
\[
O \left( t \left( \sum_{i=1}^{N} (I_i)^2 \times \prod_{j \neq i} (I_j) + \prod_{i=1}^{N} I_i \times \log \Pi_{i=1}^{N} I_i \right) \right), \quad \text{where} \quad t \quad \text{is the number of iterations}.
\]

IV. NUMERICAL EXPERIMENTS

In this section, we are concerned with the numerical performance of our approach proposed in Section III on images and videos recovery. Here, we will consider two kinds of images and videos datasets: 1) RGB images; 2) surveillance videos. All algorithms were implemented in MATLAB R2018b (64bit) and experiments were conducted on a laptop computer with Intel(R) Core(TM) i7-7500 CPU @ 2.70GHz and 8GB memory. Throughout this section, we denote Algorithms 1 and 2 by ‘DCT-WNN’ and ‘DCT-IpST’ for simplicity, respectively. Moreover, we also compare the proposed algorithms with five state-of-the-art tensor completion approaches as follows:

- HaLRTC [9]: High accuracy low-rank tensor completion, which is based on the direct nuclear norms of mode-i unfolding matrices and ADMM algorithmic framework.
- STDC [13]: Simultaneous tensor decomposition and completion, which combines a rank minimization technique with Tucker model decomposition and is solved by an inexact augmented Lagrangian method.
- TNNL1 [43]: Using the truncated tensor nuclear norm for low-rank approximation, and a sparse regularization term combined with the 3-D DCT bases.
- IpST [50]: Iterative p-shrinkage thresholding algorithm for solving low Tucker rank tensor recovery problem, which only employs a nonconvex penalty function \( \Phi_p(\cdot) \) given in (6) to replace the traditional nuclear norm of unfolding matrices.
- TNN-3DTV [39]: Anisotropic total variation regularized low-rank tensor completion based on tensor nuclear norm, which utilizes the 3D total variation regularization to exploit the structure of images.

For the fair comparison, we take
\[
\text{RelCha} = \frac{\|X^k+1 - X^k\|_F}{\|X^\text{true}\|_F} \leq 10^{-4},
\]
as the stopping criterion for all methods, where \( X^\text{true} \) is the true tensor. Moreover, we use the Peak Signal-to-Noise Ratio (PSNR), i.e.,
\[
\text{PSNR} = 10 \log_{10} \left( \frac{\|X^\text{max}\|}{\|X^* - X^\text{true}\|_F^2} \right)
\]
to measure the quality of the restored tensor data by an algorithm, where \( \|\cdot\| \) denotes the number of elements in the complementary set of \( \Omega \), \( X^\text{max} \) represents the largest element of \( X^\text{true} \), and \( X^* \) corresponds to the restored tensor. Since

\footnote{Matlab code: http://mp.cs.nthu.edu.tw/}
there are some parameters in models and algorithms, for both models (10) and (19), we set \((\alpha_1, \alpha_2, \alpha_3) = (1/3, 1/3, 10^{-3})\) for image inpainting and \((\alpha_1, \alpha_2, \alpha_3) = (1/3, 1/3, 1/3)\) for video inpainting, respectively. Moreover, we take \(\lambda = 0.05\) and \(\lambda = 10^{-2}\) for (10) and (19), respectively. For the algorithmic parameters, we set \(p = 0.2\) for DCT-IpST throughout the experiments. In addition, we set \(\varrho = 1.2\) and \(\beta_0 = 10^{-5}\), respectively. All parameters of the other compared algorithms were taken as the default values used in the paper.

A. RGB image inpainting

In this subsection, we consider the RGB image inpainting problem, where RGB images namely includes Red, Green, and Blue channels and the number of channels corresponds to the mode a third order tensor. Here, we conduct the numerical performance our approach on ten widely used images, which are summarized in Fig. 2. These images have no visual features such as low-rank and sparsity except the ‘facade’ image. However, as shown in Fig. 3, the sparsity is apparent when applying DCT to the images. Hence, Fig. 3 sufficiently supports that the main idea of this paper is reasonable.

Fig. 2. Ten RGB images for experiments.

![Fig. 2. Ten RGB images for experiments.](image)

Fig. 3. Sparsity of RGB images after DCT.

![Fig. 3. Sparsity of RGB images after DCT.](image)

Now, we are concerned with the inpainting performance of our approach on the case where the pixels of images are missed in a random way. In Fig. 4, we first consider four scenarios on the sample ratio \(('sr')\), i.e., \(sr = \{5\%, 10\%, 20\%, 30\%\}\), for five images (i.e., ‘airplane’, ‘barbara’, ‘facade’, ‘house’, ‘lena’). Clearly, the recovered images by our methods, i.e., DCT-WNN and DCT-IpST, are better than the other five methods for the scenarios where \(sr\)'s are lower than 10\% (see the first three columns of Fig. 4). To investigate the full sensitivity of these methods to \(sr\), we further consider ten scenarios on \(sr\)'s from 5\% to 90\% for the images in Fig. 2 and plot PSNR values with respect to \(sr\)'s in Fig. 5. It can be easily seen from Fig. 5 that both DCT-WNN and DCT-IpST outperform the other five methods in terms of taking higher PSNR values for all scenarios.

Below, we are interested in the numerical performance on structured missing scenarios such as slices missing or shape/text mask (i.e., downsampling operator). Specifically, we consider five scenarios as shown by the first row of Fig. 6. Obviously, we see from rows 2-7 in Fig. 6 that our DCT-WNN and DCT-IpST have surprising abilities to recover the structured missing images. Moreover, for showing details of all methods, we further report the RSE and PSNR values, number of iterations (Iter for short) and computing time in seconds.
frames, it is obvious that both DCT-WNN and DCT-IpST can successfully obtain relatively ideal videos even for highly undersampled cases.

In summary, the above computational results show that the proposed DCT-WNN and DCT-IpST are powerful to complete different types of downsampled images and videos datasets. Also, these results support the novelty of our DCT-based approach for image and video inpainting problems.

V. Conclusion

In this paper, we introduced a unified DCT-based low-rank tensor completion approach, which includes two structured optimization models for recovering images and videos from highly undersampled data. By introducing auxiliary variables, we gainfully separated the two nonsmooth terms appeared in the objective functions, thereby being of benefit for designing easily implementable algorithms for the underlying separable models. A series of computational experiments on RGB images and surveillance videos datasets demonstrated that our approach performs better than some state-of-the-art tensor completion approaches.
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