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Abstract

The Savage-Hutter (SH) equations are a hyperbolic system of nonlinear partial differential equations describing the temporal evolution of the depth and depth-averaged velocity for modelling the avalanche of a shallow layer of granular materials on an inclined surface. These equations admit the occurrence of shock waves and vacuum fronts as in the shallow-water equations while possessing the special reposing state of granular material. In this paper, we develop a third-order Runge-Kutta discontinuous Galerkin (RKDG) method for the numerical solution of the one-dimensional SH equations. We adopt a TVD slope limiter to suppress numerical oscillations near discontinuities. And we give numerical treatments for the avalanche front and for the bed friction to achieve the well-balanced reposing property of granular materials. Numerical results of the avalanche of cohesionless

*Corresponding author

Email address: abdullah_shah@comsats.edu.pk (Abdullah Shah)
dry granular materials down an inclined and smoothly transitioned to horizontal plane under various internal and bed friction angles and slope angles are given to show the performance of the present numerical scheme.
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1. Introduction

Landslides, snow avalanches, debris flows, and pyroclastic flows are destructive natural phenomena that may cause a massive amount of life and property losses in mountainous regions. For these geophysical mass flows, given the initial piles, the prediction of the flowing velocity, run-out zone, and deposit distribution is of great importance in hazard assessments [26]. These phenomena can be mathematically modeled by using a continuum mechanical or discrete mechanical approach. In the continuum mechanical approach for debris flows, the moving mixture of sediment and water can be treated as a continuum fluid, allowing the use of the Navier-Stokes equations. Additionally, these flows commonly exhibit the characteristics of shallowness, i.e., the flow depth normal to the basal topography is relatively small compared with the lateral spreading scale of the avalanche, and the lateral velocities are more significant than the normal velocity. Thus depth-averaged shallow granular flow models [28, 10, 25], which are extensions of the traditional shallow water equations [34, 2], have been developed to model granular avalanche flows. These models are derived by integrating the incompressible Navier-Stokes equations from the basal surface along the normal direction to the free surface, and they consist of two partial differential equations for the temporal
evolution of the depth and depth-averaged velocities tangential to the bed (cf. [8]). Initially, Savage and Hutter proposed to use the Mohr-Coulomb soil constitutive law for dry granular mass in their seminal Savage-Hutter (SH) model [28]. However, it is recognized that real avalanches are multiphase flows with fluids and various sizes of solid grains. To account for fluid effects, depth-averaged mixture fluid models [13] and two-fluid models [24] were introduced. Meanwhile, developments of the SH models have been carried out in different directions, including formulations in two-dimensional curved and twisted channel topography [12, 10, 25] and arbitrary topography [1, 19, 18, 39], multi-layer flow models [33], basal erosion/deposit models [32], and GIS-based parallel adaptive computation [21], to name a few.

Since the hyperbolic properties of the SH equations are similar to those of the shallow water equations, many numerical methods established for the latter could be applied to solve the SH equations. Significant efforts have been made in the past three decades. Earlier simulation studies used Lagrangian methods [10, 9]. Later, Wang et al. [35] used a high-resolution Non-Oscillatory Central (NOC) difference scheme with a 2nd-order MUSCL or 3rd-order WENO reconstruction. A finite volume scheme with a Roe type approximate Riemann solver was developed by Pelanti et al. [22] for one-dimensional two-phase shallow granular flows. A Godunov type finite volume scheme was used by Xia and Liang [36]. A finite volume scheme with the MUSCL reconstruction and Harten-Lax-van Leer Contact (HLLC) numerical flux was used by Zhai et al. [40] for dry shallow granular flows. Listed above are only a few of numerous existing finite volume methods for the SH models. Also, gas kinetic schemes were used by Mangeney et al. [20] for modelling dry granular avalanches, and by Chen et al. [4] for the anisotropic
SH equations.

While the SH equations are similar to the shallow water equations in the sense that both systems allow shock waves and wet-dry fronts to occur, there are some differences due to the solid-like constitutive law used in the SH equations. First, the lateral motion is not isotropic due to different earth pressure coefficients. Second, the granular materials can keep/regain a reposing state with an inclined free surface as long as the inclination angle of the free surface is less than the internal friction angle. Numerical schemes must take this solid-like behavior into account in the discretizations of the momentum equations [20, 40].

In recent years, high-order discontinuous Galerkin (DG) finite element methods [5] have gained much attention in several fields such as computational fluid dynamics [23], computational acoustics [29], computational electromagnetics [27], etc. This is spurred by the introduction of the RKDG methods for hyperbolic conservation laws by Cockburn and Shu [6]. RKDG methods use piecewise polynomials to approximate the solution, and after the spatial DG discretization in weak form, a system of ordinary differential equations is obtained and solved using a high-order strong stability-preserving (SSP) Runge-Kutta method [30, 31]. RKDG methods have many advantages such as local conservation, higher-order accuracy, compactness, easy imposition of boundary conditions, suitability for complex meshes, parallelization and adaptivity, and provable convergence (cf. review article [7]). RKDG methods have been widely used for the shallow water equations [2, 14, 37, 15, 17].

In this work, we apply a 2nd-degree polynomial RKDG method for the numerical solution of the one-dimensional SH equations [26] to study the spreading of a granular avalanche down an inclined plane [12]. The time integration is done by
the 3rd-order SSP Runge-Kutta method. Special attention is paid to the discrete treatment of the static equilibrium state of Coulomb materials.

The organization of this paper is as follows. In section 2, the governing equations of a 1D SH model are given. In Section 3, numerical discretizations both in space and time are given together with the slope limiter and numerical treatments of dry-wet fronts and reposing states of Mohr-Coulomb type plastic materials. The computed results of some test cases are provided in Section 4 to validate the proposed scheme and illustrate the effects of the phenomenological parameters and inclination angle on the flow behavior. Section 5 concludes this work.

2. Savage-Hutter shallow granular flow model

The 1D dimensionless SH equations for the shallow flow of a finite mass of granular material down an inclined plane can be written as [38]

\[
\begin{align*}
\frac{\partial h}{\partial t} + \frac{\partial q}{\partial x} &= 0, \\
\frac{\partial q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{q^2 h + \beta h^2}{2} \right) &= h s(u),
\end{align*}
\]

where \( h \) is the flow thickness and \( q = hu \) is the discharge with \( u \) is the depth-averaged velocity component in the \( x \)-direction. The factor \( \beta \) is defined as

\[ \beta = \varepsilon \cos(\zeta(x))K, \]

where \( \varepsilon = H/L \ll 1 \) is the aspect ratio of the characteristic thickness \( H \) to longitudinal extent \( L \), \( \zeta(x) \) is the inclination angle of the reference surface [35], and \( K \) is the earth pressure coefficient defined by the Mohr-Coulomb criterion as follows,

\[
K := \frac{p_{xx}}{p_{zz}} = \begin{cases}
K_{\text{act}} = 2 \sec^2 \varphi \left( 1 - \sqrt{1 - \cos^2 \varphi \sec^2 \delta} \right) - 1, \\
K_{\text{pass}} = 2 \sec^2 \varphi \left( 1 + \sqrt{1 - \cos^2 \varphi \sec^2 \delta} \right) - 1.
\end{cases}
\]
Here, $\varphi$ is the internal friction angle of the granular material and $\delta$ is the friction angle between the avalanche and the base. The subscripts "act" ($-$ sign) and "pass" ($+$ sign) denote active and passive stress states respectively, which become effective when the avalanche extends or contracts in the down-slope direction:

$$K = \begin{cases} K_{\text{act}}, & \frac{\partial u}{\partial x} \geq 0, \\ K_{\text{pass}}, & \frac{\partial u}{\partial x} < 0. \end{cases}$$

The source term $s(u)$ in the momentum equation (1b) represents the net driving acceleration in the down-slope direction, i.e.,

$$s(u) = \sin \zeta(x) - \frac{u}{\sqrt{u^2}} \tan \delta \cdot \max(0, \cos \zeta(x) + \chi \kappa u^2),$$

where $\kappa = -\frac{\partial \zeta(x)}{\partial x}$ is the local curvature of the reference surface, and $\chi \kappa$ is local stretching of the curvature. The first term in Eq. (2) is the tangential component of the gravity, and the second term is the basal friction.

In this work, we take $\chi = 1$ and the inclination angle $\zeta(x)$ is defined as in [35];

$$\zeta(x) = \begin{cases} \zeta_0 & 0 \leq x \leq 17.5, \\ \zeta_0 \left(1 - \frac{x - 17.5}{4}\right) & 17.5 < x < 21.5, \\ 0 & x \geq 21.5, \end{cases}$$

where $\zeta_0$ will be assigned different values in the numerical tests.

Figure 1 shows a sketch of the basal topography defined as the elevation above the reference surface as follows,

$$y_b(x) = y^0_b \left(1 - \cos \left(\frac{\pi}{4}\right)\right) \sin \zeta(x).$$

By introducing the vector of conservative variables $U = (U_1, U_2)^T = (h, q)^T$, the convective flux vector $F(U) = (F_1(U), F_2(U))^T = (q, q^2/h + \beta h^2/2)^T$, and the
source vector \( S(U) = (S_1(U), S_2(U))^T = (0, hs(u))^T \), the mass and momentum balance equations (1a) and (1b) can be written in the vector form as follows,

\[
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} = S(U),
\]

where the Jacobian matrix \( A(U) = F'(U) \) is given as

\[
A(U) = \frac{\partial F(U)}{\partial U} = \begin{pmatrix}
0 & 1 \\
\beta h - u^2 & 2u
\end{pmatrix}.
\]

The two distinct eigenvalues of \( A(U) \) are

\[
\lambda_1(U) = u - \sqrt{\beta h} , \quad \text{and} \quad \lambda_2(U) = u + \sqrt{\beta h} .
\]

Note that when the velocity of the fluid is smaller than the speed \( \sqrt{\beta h} \) of the gravity wave, i.e., \(|u| < \sqrt{\beta h}\), the flow is said to to be sub-critical and then
$\lambda_1 < 0$ and $\lambda_2 > 0$. Under the sub-critical condition, there are no shocks. When $|u| > \sqrt{\beta h}$, the flow is said to be super-critical. Any transition from a supercritical to a sub-critical flow state may produce a shock wave.

The right and left eigenvector matrices of $A(\mathbf{U})$ are respectively

$$R = \begin{pmatrix} 1 & 1 \\ u - \sqrt{\beta h} & u + \sqrt{\beta h} \end{pmatrix} , \quad R^{-1} = \frac{1}{2\sqrt{\beta h}} \begin{pmatrix} u + \sqrt{\beta h} & -1 \\ -u + \sqrt{\beta h} & 1 \end{pmatrix}.$$ 

The Jacobian matrix can be diagonalized as $R^{-1}AR = \Lambda$, where $\Lambda = \text{diag}(\lambda_1, \lambda_2)$. As long as $h \geq 0$, the system is hyperbolic.

### 3. Runge-Kutta discontinuous Galerkin method

In this section, we present the RKDG method for Eq. (5) including numerical treatments of the avalanche front and the basal friction to achieve the reposing state of granular materials.

#### 3.1. Spatial discretization

To begin, the one-dimensional computational domain $\Omega = [0, L]$ is divided into $N$ cells with the cell interfaces $0 = x_{1/2} < x_{3/2} < \cdots < x_{N+1/2} = L$. The point $x_j = \frac{1}{2}(x_{j-1/2} + x_{j+1/2})$ is the center of the $j$-th cell $I_j = [x_{j-1/2}, x_{j+1/2}]$, and we denote cell size by $\Delta_j = x_{j+1/2} - x_{j-1/2}$ with $\Delta x = \max_{1 \leq j \leq N} \Delta_j$. The function space of piecewise polynomials is given by

$$V_h^k = \left\{ v_h \in L^\infty(\Omega) : v_h|_{I_j} \in P^k(I_j) , \ 1 \leq j \leq N \right\} ,$$

where $P^k(I_j)$ denotes the polynomial space of degree at most $k$ on cell $I_j$. The functions in $V_h^k$ are allowed to have discontinuity across cell interfaces. In this
study, we choose the scaled Legendre polynomials $\phi_l(x), l = 0, 1, \cdots, k$ as the local basis functions $v_h$ over $I_j$, which are local orthogonal basis over $I_j$. This gives the local basis function space $P^k(I_j)$:

$$P^k(I_j) = \left\{ 1, 2 \left( \frac{x-x_j}{\Delta_j} \right), \frac{1}{2} \left( \frac{12}{\Delta_j^2} \left( \frac{x-x_j}{\Delta_j} \right)^2 - 1 \right), \cdots, \phi_k(x) \right\}. $$

The approximate solution $U_h(x,t) = (h_j(x,t), q_j(x,t))^T \in V^k_h$ to the exact $U(x,t)$ over each cell $I_j$ can be written as

$$U_h(x,t) = \sum_{l=0}^{k} U^l_j(t) \phi_l(x) \quad \text{for} \ x \in I_j. \quad (6)$$

Next, we multiply Eq. (5) with the test function $\phi_m$, use Eq. (6) and integrate by parts over the interval $I_j$, which results in the following weak form:

$$\int_{I_j} \partial_t \left( \sum_{l=0}^{k} U^l_j(t) \phi_l(x) \right) \phi_m(x) dx - \int_{I_j} F(U_h(x,t)) \partial_x \phi_m(x) dx + \hat{F}_{+\frac{1}{2}} \phi_m \left( x^-_{j+\frac{1}{2}} \right) - \hat{F}_{-\frac{1}{2}} \phi_m \left( x^+_{j-\frac{1}{2}} \right) = \int_{I_j} S(U_h(x,t)) \phi_m(x) dx, \ m = 0, 1, \cdots, k, \quad (7)$$

with the initial values of the degrees of freedom (DOFs) obtained by the projection

$$\int_{I_j} \left( \sum_{l=0}^{k} U^l_j(0) \phi_l(x) \right) \phi_m(x) dx = \int_{I_j} U^0_0(x) \phi_m(x) dx, \ m = 0, 1, \cdots, k. \quad (8)$$

In Eq. (7), $\hat{F}_{j+1/2} = \hat{F} \left( U^-_{j+1/2}, U^+_{j+1/2} \right)$ is a monotone numerical flux obtained from the exact or approximate Riemann solver, which connects the discontinuous approximate solutions at the cell interface $x_{j+1/2}$. In this work, the local Lax-Friedrichs flux is used as numerical flux i.e.,

$$\hat{F} \left( U^-_{j+\frac{1}{2}}, U^+_{j+\frac{1}{2}} \right) = \frac{1}{2} \left[ F \left( U^-_{j+\frac{1}{2}} \right) + F \left( U^+_{j+\frac{1}{2}} \right) - \alpha \left( U^+_{j+\frac{1}{2}} - U^-_{j+\frac{1}{2}} \right) \right]. \quad (9)$$
where $\alpha$ is an estimate of the largest absolute value of eigenvalue of the Jacobian matrix in the neighborhood of the interface $x_{j+1/2}$, i.e.,

$$\alpha = \max \left( \lambda_m(U_{j+1/2}^-), \lambda_m(U_{j+1/2}^+) \right), \quad \lambda_m = \max(|\lambda_1|, |\lambda_2|).$$

The last term in Eq. (9) represents numerical dissipation. The first component of this term do not allow the mass conservation equation to reach steady state when $h$ gradients are not zero even though the flow velocity is zero. To resolve it, we multiply the first component of this term with a factor

$$\eta_{j+1/2} = \max(M_{\text{stop}}^j, M_{\text{stop}}^{j+1}),$$

where the tag $M_{\text{stop}}^j = 0$ indicates a resting cell and $M_{\text{stop}}^{j+1} = 1$ indicates a flowing cell, see the end of Sec. 3.4. This treatment is inspired by a technique in [20].

Due to the orthogonality of the Legendre polynomials, we obtain a diagonal mass matrix $M$ for the first term in Eq. (7), so this equation can be written as:

$$M \begin{pmatrix} \frac{dU_j^1}{dt} \\ \vdots \\ \frac{dU_j^k}{dt} \end{pmatrix} - \int_{I_j} F(U_h(x,t)) \begin{pmatrix} \phi_0'(x) \\ \vdots \\ \phi_k'(x) \end{pmatrix} dx + \hat{F}_{j+1/2} \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}$$

$$= \int_{I_j} S(U_h(x,t)) \begin{pmatrix} \phi_0(x) \\ \vdots \\ \phi_k(x) \end{pmatrix} dx,$$

(10)

where we have used the following properties of the Legendre polynomials:

$$\phi_m \left( x_j^- \right) = 1, \quad \text{and} \quad \phi_m \left( x_j^+ \right) = (-1)^m.$$

For the degree $k = 2$ DG approximation, the mass matrix $M$ is given as

$$M = \int_{I_j} \phi_l(x) \phi_m(x) dx = \Delta_j \left[ \frac{\delta_{lm}}{2l+1} \right] = \Delta_j \begin{bmatrix} 1 & 0 & 0 \\ 0 & \frac{1}{3} & 0 \\ 0 & 0 & \frac{1}{5} \end{bmatrix}, \quad l, m = 0, 1, 2.$$
where

\[ \delta_{lm} = \begin{cases} 
1 & \text{if } l = m, \\
0 & \text{if } l \neq m.
\end{cases} \]

The derivatives of the Legendre basis functions are given by

\[ \left\{ \begin{array}{l}
\phi'_0 = 0, \\
\phi'_1 = \frac{2}{\Delta_j}, \\
\phi'_2(x) = \frac{12(x-x_j)}{\Delta_j^2}, \\
& \cdots
\end{array} \right\}. \]

For evaluating the mass flux \( F_1(U_h(x,t)) \) component in the second term in Eq. (10), the following integrals are useful:

\[ \int_{I_j} \phi_l(x) \phi'_0 dx = 0, \quad l = 0, 1, 2. \]
\[ \int_{I_j} \phi_0(x) \phi'_1 dx = 2, \quad \int_{I_j} \phi_l(x) \phi'_1 dx = 0, \quad l > 0. \]
\[ \int_{I_j} \phi_1(x) \phi'_2(x) dx = 2, \quad \int_{I_j} \phi_l(x) \phi'_2(x) dx = 0, \quad l \neq 1. \]

Thus, the \( F_1(U_h(x,t)) \) component can be integrated exactly (assume \( k = 2 \))

\[ \int_{I_j} F_1(U_h(x,t)) \begin{pmatrix} \phi'_0 \\
\phi'_1 \\
\phi'_2(x) \end{pmatrix} dx = \int_{I_j} \left( \sum_{l=0}^{2} q_l^i(t) \phi_l(x) \right) \begin{pmatrix} \phi'_0 \\
\phi'_1 \\
\phi'_2(x) \end{pmatrix} dx \]
\[ = \begin{bmatrix} 0 & 0 & 0 \\
2 & 0 & 0 \\
0 & 2 & 0 \end{bmatrix} \begin{bmatrix} q_0^i(t) \\
q_1^i(t) \\
q_2^i(t) \end{bmatrix}. \]

However, the momentum flux \( F_2(U_h(x,t)) \) component in the second term in Eq. (10) is highly nonlinear and is not easy to integrate analytically. For the \( P^2\)-DG solution, we use the following three point Gauss quadrature formula [3]:

\[ \int_{I_j} F_2(U_h(x,t)) \phi_m'(x) dx \approx \Delta_j \sum_{g=1}^{3} \omega_g F_2(U_h(x_g,t)) \phi_m'(x_g), \quad m = 0, 1, 2, \quad (11) \]
where \((\omega_1, \omega_2, \omega_3) = (\frac{5}{18}, \frac{8}{18}, \frac{5}{18})\) are the Gauss quadrature weights, and \((x_j - \sqrt{\frac{3}{5}}\Delta_j, x_j, x_j + \sqrt{\frac{3}{5}}\Delta_j)\) are the Gauss points [3].

The integration of the source term in Eq. (10) needs careful treatment. The first component \(S_1(U)\) is zero. The second component \(S_2(U)\) can be computed by the same Gauss quadrature formula as (11),

\[
\int_{I_j} h s(u) \phi_m(x) dx \approx \Delta_j \sum_{g=1}^{3} \omega_g h(x_g, t)s(x_g, t)\phi_m(x_g), \quad m = 0, 1, 2.
\]

After discretizing in space by the DG method, Eq. (10) can finally be rewritten in a semi-discrete form as follows,

\[
\begin{align*}
\Delta_j \frac{dU_j^0}{dt} &= H_0(U_h) - \left( \hat{F}_{j^+} - \hat{F}_{j^-} \right) + \Delta_j \sum_{g=1}^{3} \omega_g S(U_h(x_g, t))\phi_0(x_g), \\
\frac{\Delta_j}{3} \frac{dU_j^1}{dt} &= H_1(U_h) - \left( \hat{F}_{j^+} + \hat{F}_{j^-} \right) + \Delta_j \sum_{g=1}^{3} \omega_g S(U_h(x_g, t))\phi_1(x_g), \\
\frac{\Delta_j}{5} \frac{dU_j^2}{dt} &= H_2(U_h) - \left( \hat{F}_{j^+} - \hat{F}_{j^-} \right) + \Delta_j \sum_{g=1}^{3} \omega_g S(U_h(x_g, t))\phi_2(x_g),
\end{align*}
\]

with \(H_0(U_h) = \int_{I_j} F(U_h(x, t))\phi'_0(x) dx = 0\),

\[
H_1(U_h) = \int_{I_j} F(U_h(x, t))\phi'_1(x) dx = \begin{pmatrix} 2q^1_0(t) \\ \Delta_j \sum_{g=1}^{3} \omega_g F_2(U_h(x_g, t))\phi'_1(x_g) \end{pmatrix},
\]

\[
H_2(U_h) = \int_{I_j} F(U_h(x, t))\phi'_2(x) dx = \begin{pmatrix} 2q^1_1(t) \\ \Delta_j \sum_{g=1}^{3} \omega_g F_2(U_h(x_g, t))\phi'_2(x_g) \end{pmatrix}.
\]
3.2. Time integration

We apply the 3rd-order SSP Runge-Kutta scheme [30, 31, 7] to solve the ODE system of equations (12) using the initial values (8), i.e.,

\[
\frac{dU_h}{dt} = \mathcal{L}(U_h), \quad U_h(0) = P_{V_h}(U_0(x)).
\]

The 3rd-order optimal SSP RK scheme takes the form:

\[
\begin{align*}
U^{(1)} &= U^n + \Delta t \mathcal{L}(U^n, t^n), \\
U^{(2)} &= \frac{3}{4} U^n + \frac{1}{4} \left( U^{(1)} + \Delta t \mathcal{L} \left( U^{(1)}, t^n + \Delta t \right) \right), \\
U^{n+1} &= \frac{1}{3} U^n + \frac{2}{3} \left( U^{(2)} + \Delta t \mathcal{L} \left( U^{(2)}, t^n + \frac{1}{2} \Delta t \right) \right).
\end{align*}
\]

Here, the operator \( \mathcal{L} \) represents the DG spatial discretization and \( P_{V_h} \) the projection onto the piecewise polynomial space. The stability condition is taken [7] as:

\[
\max_{\forall j} \left( \frac{\max(|\bar{\lambda}_j^1|, |\bar{\lambda}_j^2|)}{\Delta_j} \right) \Delta t \leq \frac{1}{2k + 1}.
\]

3.3. Slope limiter

It is well-known that higher-order space discretizations are prone to generating spurious oscillations [11, 16]. Therefore, a limiting technique is often needed in a high-order scheme to make the solution stable and oscillation free. In this study, an usual slope limiter is applied to the approximate solution after every stage of the Runge-Kutta scheme as done in the RKDG methods [6, 7]. It is remarked that the initial approximation \( U_h(x, 0) \) obtained by the projection \( P_{V_h} U_0 \) is also be limited to suppress possible spurious oscillations.
The minmod \((\text{mm})\) limiter function is defined as

\[
\text{mm}(a_1, a_2, a_3) = \begin{cases} 
\sigma \cdot \min_{1 \leq i \leq 3} |a_i| & \text{if } \text{sign}(a_1) = \text{sign}(a_2) = \text{sign}(a_3) = \sigma, \\
0 & \text{otherwise}.
\end{cases}
\]

For the higher-order DG solution \(U_h\), we first define its linear part \(U^1_h\) as

\[
U^1_h(x, t) = U^0_j + U^1_j \phi^1_j(x),
\]

and then define the generalized slope limiter \(\Lambda^k\) acting on the linear part as

\[
\Lambda^1(U^1_h) = U^0_j + \text{mm}\left(U^1_j, \gamma(U^0_j - U^0_{j-1}), \gamma(U^0_{j+1} - U^0_j)\right) \frac{(x - x_j)}{\Delta_j/2}.
\]

Further, we define two limited interface values as

\[
\begin{align*}
\left( \tilde{U}^1_h \right)^{-}_{j+1/2} &= U^0_j + \text{mm}\left(U^1_{j+1/2} - U^0_j, \gamma(U^0_j - U^0_{j-1}), \gamma(U^0_{j+1} - U^0_j)\right), \\
\left( \tilde{U}^1_h \right)^{+}_{j+1/2} &= U^0_j - \text{mm}\left(U^0_j - U^1_{j-1/2}, \gamma(U^0_{j+1} - U^0_j), \gamma(U^0_{j+1} - U^0_j)\right).
\end{align*}
\] (13)

The limiting procedure of the higher-order DG solution is as follows:

1) By using Eq. (13), compute \(\left( \tilde{U}^1_h \right)^{-}_{j+1/2}\) and \(\left( \tilde{U}^1_h \right)^{+}_{j+1/2}\) respectively.

2) If \(U^1_{j+1/2} = \left( \tilde{U}^1_h \right)^{-}_{j+1/2}\) and \(U^1_{j-1/2} = \left( \tilde{U}^1_h \right)^{+}_{j+1/2}\), then we do not limit the solution, i.e., \(\Lambda^k(U_h|_{I_j}) = U_h|_{I_j}\).

3) If the condition in 2) is not satisfied, then \(\Lambda^k(U_h|_{I_j}) = \Lambda^1(U^1_h),\) and high-order degrees of freedom are set to zero.

In Eq. (13), usually \(\frac{1}{2} \leq \gamma \leq 1\). A fixed value \(\gamma = 0.5\) is used in this study, corresponding to a strict limiter.

### 3.4. Numerical treatments of semi-wet areas and reposing states

In many applications, the region covered by the granular materials has a finite extension and is limited by a free boundary which moves with the flow velocity.
The region where the avalanche mass has not reached is called a dry area, and the region where the flow depth is significant (we require \( h > h_{\text{semi}} = 10^{-6} \)) is called a wet area. In the initial conditions, the flow depth and velocity are zero in the dry area. However, as the solution advances in time, a numerically semi-wet area between the dry and wet areas will occur, in which the flow depth is nonzero but less than \( h_{\text{semi}} \). The semi-wet area often leads to a falsely fast prorogation of the avalanche front. To resolve the issue, a numerical treatment technique is adopted here: when the computed average depth \( \bar{h}_{j}^{n+1} \) is less than a very small threshold (we take as \( h_{\epsilon} = 10^{-10} \)), the current cell is regarded as dry area for which the avalanche depth is as computed but the velocity is forced to be zero. When \( h_{\epsilon} < \bar{h}_{j}^{n+1} < h_{\text{semi}} \), the current cell is regarded as semi-wet area for which the depth is as computed but the velocity is extrapolated in the following way [40]

\[
\bar{u}_{j} = \begin{cases} 
0 & \text{if } \bar{h}_{j-1} < h_{\text{semi}} \text{ and } \bar{h}_{j+1} < h_{\text{semi}} \\
\bar{u}_{j-1} & \text{else if } \bar{h}_{j-1} \geq \bar{h}_{j+1}, \\
\bar{u}_{j+1} & \text{else.}
\end{cases}
\]

The cell-averaged momentum, \( q_{0}^{j}(t) \), is modified accordingly, and the higher modes of the momentum, \( q_{l}^{j}(t), l = 1, 2 \), are set to zero.

If the slope of the avalanche surface is less than the friction angle, the materials will stop. The reposing state is implemented only based on the cell-averaged flow variables (the 0th-mode DOFs of the DG solution). Thus, the reposing state of a cell is achieved if the admissible basal friction force is less than the Coulomb friction threshold. The detail can be found in [40]. For a reposing cell \( M_{j}^{\text{stop}} = 0 \), otherwise \( M_{j}^{\text{stop}} = 1 \).
4. Numerical results and discussions

In this section, numerical results for finite granular mass sliding down an inclined plane and merging continuously into horizontal plane are presented [35]. The computational domain is \([0, 30]\) with cell number \(N = 256\), time step \(\Delta t = 0.001\), \(\varepsilon = \frac{1.85}{30}\), \(\kappa = \frac{\zeta_0}{4}\) and degree of the polynomials is \(k = 2\). The inclined region lies \(x \in [0, 17.5]\), and the horizontal run-out region is \(x > 21.5\) connected by a smooth transition zone \(x \in [17.5, 21.5]\). The granular mass is suddenly released at \(t = 0\) from the semi-circular shell with an initial radius of \(r_0 = 1.85\) with center located at \(x_0 = 4\) in dimensionless length units as shown in figure 1.

4.1. Effects of phenomenological parameters and topography

4.1.1. Case I

In this test case, we set the inclination angle \(\zeta_0 = 35^\circ\), the internal friction angle \(\varphi = 30^\circ\), and the bed friction angle \(\delta = 30^\circ\). The semi-circular granular mass (avalanche) is released at \(t = 0\), so that it accelerates in the down-slope direction due to gravity and expands in the inclined region for \(t = 12\). It can be seen from figure 2 that the granular materials spread over the inclined zone while part of the granular mass reaches the horizontal run-out zone and begins to deposit because of the basal friction. However, the tail is still in the movement at \(t = 12\) to \(t = 48\). Finally, at \(t = 48\), most of the granular mass is accumulated in the transition zone and at the beginning end of the horizontal zone as shown in figure 2.

Figure 3(a) and 3(b) shows variations of the avalanche depth and velocity at different times respectively. We can see that the steady state is achieved at \(t = 48\) marked by \(u \approx 0\) and the maximum depth of the avalanche is approximately 2.5.
Figure 2: Snapshots of avalanche spatial distribution in case I at different time instants.

Figure 3: Variations in (a) avalanche depth and (b) velocity of case I at different time instants.
4.1.2. Case II

In this test case, the sensitivity of the granular flow to the bed friction angle is examined by depicting the evolution of the avalanche with time. We set $\zeta_0 = 35^\circ$, $\varphi = 30^\circ$, but $\delta = 23^\circ$. From figure 4 it is observed that with the decrease of the bed friction angle, the granular body becomes more fluidized. Compared with figure 2, the run-out zone is larger, and the deposit becomes shallower. This shows that the avalanche is sensitive to the variation of the bed friction angle $\delta$.

![Figure 4: Snapshots of avalanche spatial position for case II at different time instants.](image)

Figure 5(a) illustrates the evolution of the flow depth with time. The final maximum depth at $t = 48$ is $h \simeq 1.8$, smaller than $h \simeq 2.5$ in figure 3 of test case I. Further, figure 5(b) shows that the granular materials attain the steady state at time $t = 24$ earlier than test case I.
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4.1.3. Case III

In this test case, the sensitivity of the granular flow to the internal friction angle $\phi$ is examined by depicting the evolution of the avalanche with time. We set $\zeta_0 = 35^\circ$, $\phi = 37^\circ$, and $\delta = 30^\circ$. In figure 6, it is shown that the avalanche is less sensitive to the variation of the internal friction angle $\phi$ compared with figure 2.
with a smaller internal friction angle given in figure 3(a) of test case I. The only difference between test cases I and III is the avalanche depth becomes a little smaller with the increasing of internal friction angle $\varphi$.

The variation of avalanche velocity is illustrated in figure 7(b). We can see that the granular material attains the steady state a bit earlier, for example, compare the velocity at $t = 24$ with that in figure 3(b) for $\varphi = 30^\circ$.

![Figure 7: Variation in (a) avalanche height and (b) velocity for case III at different time instants.](image)

**4.2. Case IV**

In this test case, we examine the effect of the inclination angle and set $\zeta_0 = 40^\circ$, $\varphi = 30^\circ$, and $\delta = 30^\circ$. It is observed that the avalanche spreads at a faster speed and goes a longer distance in the run-out zone as shown in figure 8.

The variations of avalanche height and velocity are illustrated in figure 9(a) and figure 9(b) respectively. It is noted that the avalanche has a larger height in compassion with test case I, and it reaches earlier to the steady state at $t = 24$ as shown in figure 9(b).
Figure 8: Snapshots of avalanche spatial position for case I V at different time instants.

Figure 9: Variations in (a) avalanche height and (b) velocity for case IV at different time instants.

5. Conclusion

This work is an attempt to apply a Runge-Kutta discontinuous Galerkin (RKDG) method to numerically solve the Savage-Hutter equations that describes the motion of granular avalanche on a curved slope. A third-order space and time accuracy RKDG method is used to solve the one-dimensional SH equations formulated in a reference surface. Details of the DG discretizations, limiter, and numerical treatments of dry-wet fronts and reposing states of granular materials are given.
The parameter investigations show that the avalanche flow is more sensitive to variations of the bed friction and inclination angles. It is observed that by decreasing the bed friction angle, the avalanche accelerates more rapidly and attains higher speeds on the inclined bed. It also becomes more shallow, so maximum run-out distance is therefore increased and the avalanche height decreased. In the case of an increasing inclination angle, the avalanche also moves faster on the inclined bed and comes to rest quickly but the height of the avalanche increases. The internal friction angle has a small effect on the movement of the avalanche. By increasing the internal friction angle, the deposit depth decreases slightly.

Extension of the present method to two-dimensional problems having variation in topography in the cross-slope direction is our ongoing work.
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7. Appendix

The following algebraic relations are used for coordinate transformation from the computational domain \((x, h)\) to the horizontal-vertical domain with \(x = (x_b, y_b)\), and \(h = (h_{x_b}, h_{y_b})\). Let \(r = \frac{4}{\zeta_0}\) and define

\[
\begin{align*}
    x_1 &= 17.5 \cos(\zeta_0); \\
    y_1 &= r(1 - \cos(\zeta_0)); \\
    x_2 &= x_1 + r \sin(\zeta_0); \\
    y_2 &= 0.
\end{align*}
\]

We assume that the projected \(x_b\)-axis is aligned with the horizontal part of the reference surface, then the transformation is follows:

If \(x \geq 21.5\) then \(x_b = x_2 + (x - 21.5),\ y_b = 0,\ h_{x_b} = 0,\ and\ h_{y_b} = h,\)

else if \(x \geq 17.5\ and\ x < 21.5\ then\ \zeta = (21.5 - x) / r,\ \ x_b = x_2 - r \sin(\zeta),\ y_b = r(1 - \cos(\zeta)),\ h_{x_b} = h \sin(\zeta),\ and\ h_{y_b} = h \cos(\zeta),\)

else if \(x < 17.5\ then\ \ x_b = x \cos(\zeta_0),\ y_b = y_1 + (17.5 - x) \sin(\zeta_0),\ h_{x_b} = h \sin(\zeta_0),\ and\ h_{y_b} = h \cos(\zeta_0),\)

end if.