Temporal correlations of elongated Bose gases at finite temperature
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Abstract
Temporal correlations in the harmonically trapped finite-temperature Bose gas are studied through the calculation of appropriate phase correlation functions. A wide parameter regime is covered to ascertain the role that temperature fluctuations and trap geometry play in the temporal coherence of the 1D to 3D crossover region. Bogoliubov analysis is used to establish results in the 1D and spherical limits. Formalism is then developed using the projected Gross–Pitaevskii equation to calculate correlation functions in 3D simulations of varying trap elongation and temperature.

1. Introduction

Macroscopic phase coherence is one of the key properties of a Bose–Einstein condensate (BEC) and has been a topic of longstanding interest. Almost as soon as BECs were created in the lab, this astounding property was demonstrated and investigated with respect to both spatial and temporal phase coherence [1–4]. Understanding phase evolution is key to the development of applications such as interferometry using condensates, and a great deal of work has been done in this area, see for example [5–7]. Bragg and Raman scattering are by now mature technologies [8, 9, 29] being used to probe dynamic correlation functions. While much progress has been made, fundamental questions still remain over the nature of phase fluctuations with regard to the role of geometry and finite-temperature interactions [10, 11].

The inclusion of a harmonic trapping potential adds complexity to the theoretical description of the gas, and the geometry of the trap dramatically alters the phase coherence properties [10–12]. In three dimensions, phase coherence can be spatially extensive and long-lived, even at finite temperatures [13]; in a tightly confined trap within the one-dimensional limit, however, long-range coherence is lost over the length of the condensate, and quasicondensates of length shorter than the system form. In this regime, theory has been developed [14, 15] to calculate the coherence time of the system, and it has shown good agreement with experiment [11].

The crossover regime between the 1D and 3D limits is significantly more complex at finite temperature, and formalism is required that can accurately describe the full-dimensional trapped cloud and capture the interactions in the system exactly. One appropriate class of formalisms is the so-called c-field methods, which have already had much success in calculating correlations within the finite-temperature BEC [12, 13, 16].

In this work, we study the transition region between the 1D and 3D limits. We make analytical calculations in the two extremes and then develop a formalism with the projected Gross–Pitaevskii equation (PGPE) [17, 18] to numerically study the crossover region and compare with our analytic results.

This paper is organized as follows. We begin in section 2 with our system and correlation definitions. Bogoliubov analysis for the quasi-1D and spherical limits is undertaken in section 3. In section 4 we outline the PGPE formalism we will use to carry out numerical studies of the finite-temperature Bose gas. In section 5 we give the results of our simulations for a variety of system symmetries and temperatures. We conclude in section 6.
2. System and correlation functions

Our system is described by the second quantized Hamiltonian
\[ \hat{H} = \int dr \hat{\Psi}^\dagger (r) \left( H_0 + \frac{U_0}{2} \hat{\Psi}^\dagger (r) \hat{\Psi} (r) \right) \hat{\Psi} (r), \]
where
\[ H_0 = -\frac{\hbar^2}{2m} \nabla^2 + V_0 (r) \]
is the single-particle Hamiltonian, \( \hat{\Psi} (r) \) is the quantum Bose field operator and \( U_0 = 4\pi \hbar^2 a/m \) is the interaction strength, with \( a \) the s-wave scattering length. The trap potential is given as
\[ V_0 (r) = \frac{1}{2} m \left( \alpha_x^2 x^2 + \alpha_y^2 y^2 + \alpha_z^2 z^2 \right), \]
where \( \{ \alpha_x, \alpha_y, \alpha_z \} \) are the trap frequencies.

In this work we will study the phase correlations within a system with respect to time. The phase correlation function between two points \( r_1, r_2 \) and two times \( t_1, t_2 \) is given as
\[ g(r_1, t_1, r_2, t_2) = \langle \hat{\Psi}^\dagger (r_1, t_1) \hat{\Psi} (r_2, t_2) \rangle, \tag{4} \]
where the average is taken over realizations of field configurations. We also define a spatially averaged autocorrelation function,
\[ g(t_1, t_2) = \int_S drg(r, t_1, r, t_2), \tag{5} \]
where the integration region \( S \) is chosen to lie in the interior of the cloud where the density is high. In numerical calculations, it suffices to sum over a few sample points, \( r \),
\[ g(t_1, t_2) = \sum_r g(r, t_1, r, t_2), \tag{6} \]
where these points are sampled within the high-density cloud interior.

We also define the normalized versions of equations (4) and (6) as
\[ G(r_1, t_1, r_2, t_2) = \frac{g(r_1, t_1, r_2, t_2)}{\sqrt{g(r_1, t_1, r_1, t_2)g(r_2, t_2, r_2, t_2)}} \tag{7} \]
\[ G(t_1, t_2) = \sum_{r_1} G(r_1, t_1, r_1, t_2) \frac{n}{n} \tag{8} \]

3. Bogoliubov analysis

In this section, we solve the Bogoliubov equations to find the decay of the autocorrelation within a cloud with respect to time. This is done in the quasi-1D and spherical limits. These analytical results will form the basis from which we will compare our numerical results.

3.1. Quasi-1D systems

For a very elongated gas, the trap potential may be written as
\[ V_0 (x, y, z) = \frac{1}{2} m \left[ \alpha_x^2 x^2 + \alpha_y^2 y^2 + \alpha_z^2 z^2 \right]. \tag{9} \]
For later use, we define the asymmetry parameter
\[ \lambda = \frac{\alpha_x}{\alpha_z}, \tag{10} \]
and the oscillator lengths \( a_{\perp} = (\hbar/m \omega_{\perp})^{1/2} \) and \( a_z = a_{\perp}/\lambda^{1/2} \).
We first assume \( \lambda \ll 1 \), so that the excitation of normal modes in the perpendicular direction can be neglected. For the case we consider, it is assumed that the interaction energy is high enough that the condensate occupies several trap modes, which enables us in the analytical calculations to treat the condensate wavefunction in the Thomas–Fermi approximation [19].

\[ n(x, y, z) = \mu \left( 1 - \frac{x^2 + y^2}{R^2} - \frac{z^2}{Z^2} \right), \tag{11} \]
where
\[ R^2 = \frac{2\mu}{\alpha^2 z}, \quad Z^2 = \frac{2\mu}{\alpha^2 \perp}, \tag{12} \]
and finally
\[ \mu = \frac{\hbar \omega_{\perp}}{2} \left( \frac{15 N a}{\lambda^2 \perp} \right)^{2/5}. \tag{13} \]
The calculation of autocorrelation functions for a Bose gas in the Bogoliubov approximation was outlined in [8, 20, 21]. The correlation function at space instances \( t, 0 \) is written as
\[ g(r_1, t, r_2, 0) = \sqrt{n(r_1) n(r_2)} \exp \left[ -\frac{1}{2} F(r_1, t, r_2, 0) \right], \tag{14} \]
where
\[ F(r_1, t, r_2, 0) = \langle \hat{\phi}^\dagger (r_1, t) - \hat{\phi} (r_2, 0) \rangle^2 \tag{15} \]
and the phase operator is defined as
\[ \hat{\phi} (r, t) = \sum_j \left[ \frac{f_j^\dagger (r)}{\sqrt{n(r)}} e^{i\omega_j t} \hat{a}_j + \text{h.c.} \right], \tag{16} \]
where finally \( f_j^\dagger (r) \) is a solution to the Bogoliubov equations in number-phase form [22],
\[ [L - gn(r)] f_j^\dagger (r) = \omega_j f_j^\dagger (r), \quad [L + gn(r)] f_j (r) = \omega_j f_j (r), \tag{17} \]
and the linear operator \( L \) is defined as
\[ L = -\frac{\hbar^2}{2m} \nabla^2 + V(r) - \mu + 2U_0 n(r). \tag{18} \]
The number-phase representation functions \( f_j^\dagger \) used here are related to the more familiar Bogoliubov amplitudes \( u_j \) and \( v_j \) through \( f_j^\dagger (r) = [u_j (r) \mp v_j (r) ]/2 \), where we have used the sign and phase conventions of [19]. The solution for the longitudinal modes, using the Thomas–Fermi approximation for the condensate density, is [20, 23]
\[ f_j^\dagger (z) = \left[ \frac{2gn(r)}{\omega_j} \frac{1}{8\pi R^2 Z} \left( \frac{j+2}{j+1} \right)^{1/2} \right]^{1/4} P_{j+1}^{(1,1)} (z/Z), \tag{19} \]
where \( j = 1, 2, \ldots \), and \( P_{j+1}^{(1,1)} (x) \) is a Jacobi polynomial [24]. Computing the temporal correlation at the origin, \( r_1 = r_2 = 0 \), for a temperature \( T \) assumed to be much larger than the longitudinal trap frequency \( \omega_z \), we obtain
\[ F(0, t, 0, 0) = \frac{g}{\pi R^2} \sum_{j, even} \left( \frac{j+2}{j+1} \frac{1}{\omega_j} \frac{T}{\omega_j} \right) \times \left( \frac{2(j+1)!}{(j+2)!} \right)^2 (1 - \cos \omega_j t). \tag{20} \]
It is found that at short times, $t \ll \omega_{\perp}^{-1}$, $F$ is proportional to the square of $t$, i.e. $g \propto e^{-t^2}$. For moderately short times, $t \sim \omega_{\perp}^{-1}$, $F$ goes linear in $t$, and the result for the correlation function is

$$g(0, t, 0, 0) \propto e^{-\Gamma t^2},$$

where

$$\Gamma = \frac{16\pi \hbar T}{15 \hbar \omega_{\perp}^3} \left( \frac{15N_0}{\lambda^3 \omega_{\perp}^2} \right)^{2/5}. \tag{22}$$

For times $t \gtrsim \omega_{\perp}^{-1}$, the correlation function will exhibit a quasiperiodic oscillatory behaviour.

### 3.2. 3D systems

In contrast, we now treat analytically the case of a spherical condensate, with $\omega_{\perp} = \omega_{\|} = \omega$. The excitation spectrum is given by [23]

$$f_n(r) = \left( \frac{4n + 3}{\pi R^3 \omega_n} \right)^{1/2} \sqrt{\frac{P_n(2)}{2^2 R^2 - 1}},$$

$$\omega_n = \omega n(2n + 3), \tag{23}$$

where $n$ are positive integers. Following the method in the previous section, the exponent of the correlation function becomes

$$F(0, t, 0, 0) = \frac{4\hbar T}{\hbar^2 \omega R^2 \omega} \sum_{n=1}^{\infty} \left( \frac{4n + 3}{\pi(n(2n + 3))^2} \right)^{1/2} \left( 1 - \cos \omega_n t \right). \tag{24}$$

At very short times, $t \ll \omega_{\perp}^{-1}$, $F$ is once again proportional to the square of $t$. However, at moderately short times $t \sim \omega_{\perp}^{-1}$, $F$ is approximately equal to

$$F(0, t, 0, 0) \approx \frac{8gk_B T}{R^2 \hbar^2 \omega^2} \sqrt{\frac{1}{\pi}} \omega t. \tag{25}$$

This can be seen by approximating the summand by its large-$n$ approximation $n^{-1}[1 + \cos(2n^2 \omega t)]$, replacing the sum by an integral and changing variables to $n \to x = 2n^2 \omega t$. Thus, in the spherical case, the correlation goes as the square root of $t$ for short times, and this distinction will be used in later sections to make comparisons between different trap symmetries. As in the 1D case, when $t \sim \omega_{\perp}^{-1}$, quasiperiodic behaviour ensues.

### 4. PGPE formalism

Motivated by the need to develop tractable theory to describe experimentally realistic systems, we now move to a system intermediary to the quasi-1D and spherical 3D systems, that is to say, the elongated Bose gas. We develop the PGPE method to calculate temporal phase correlations in a three-dimensional Bose gas at finite temperature. In this particular work, we note that it has a key advantage over Bogoliubov methods: the ease with which this method can accurately calculate temporal correlations for a wide variety of physical applications. We demonstrate this later in section 5 by calculating results for differing trap aspect ratios and temperatures.

In what follows, we give an overview of the PGPE method and our sampling method for studying data. More details on the PGPE and c-field methods can be found in [17, 18, 25].

#### 4.1. PGPE formalism and correlation functions

The key aspect of this formalism is that the Bose field operator is separated into two parts, depending on the mean occupation of modes in the system. This splitting is written as

$$\hat{\Psi}(r) = \psi_C(r) + \hat{\psi}_I(r), \tag{26}$$

where $\psi_C$ is the coherent region c-field and $\hat{\psi}_I$ is the incoherent field operator [17]. These fields are defined as the low- and high-energy projections of the full quantum field operator, separated by the energy $\epsilon_{cut}$. In our theory this cutoff is implemented in terms of the harmonic oscillator eigenstates $\{\phi_n(r)\}$ of the time-independent single-particle Hamiltonian, i.e. $\epsilon_{cut} = \hbar \omega n$, for $n$ the respective eigenvalues. In practice, in this paper, eigenstates of the order of 1000 are used for each simulation.

In general, the applicability of the PGPE approach to describing the finite-temperature gas relies on an appropriate choice for $\epsilon_{cut}$ [31] so that the modes at the cutoff have an average occupation of order unity. This choice means that all the modes in $C$ are appreciably occupied, justifying the use of a classical field for these modes. In contrast, the $I$ region contains many sparsely occupied modes that are particle-like and would be poorly described using a classical field approximation.

The equation of motion for $\psi_C$ is the PGPE

$$i\hbar \frac{\partial \psi_C}{\partial t} = \hat{H}_0\psi_C + \mathcal{P}_C[U_0|\psi_C|^2\psi_C]. \tag{27}$$

where the projection operator

$$\mathcal{P}_C[F(r)] = \sum_{n \in C} |\psi_n(r)\rangle \int dr' \psi_n^*(r') F(r') \tag{28}$$

formalizes our basis set restriction of $\psi_C$ to the $C$ region. The main approximation used to arrive at the PGPE is to neglect dynamical couplings to the incoherent region [26]. The $C$ and $I$ regions are then treated as independent systems in thermal and diffusive equilibrium.

An important feature of equation (27) is that it is ergodic, so the microstates the classical field $\psi_C$ evolves through in time form a sample of the equilibrium microstates, and time-averaging can be used to obtain macroscopic equilibrium properties.

The procedure for finding equilibrium states including details of using appropriate input states is given elsewhere [27]. Here, we focus on the method necessary for studying time correlations in the system. We define the temporal correlation function for the coherent region as

$$g_C(t_1, t_2) = \langle \psi_C^*(r, t_1) \psi_C(r, t_2) \rangle, \tag{29}$$

i.e. we replace the full Bose field operator with the coherent region c-field, and angled brackets indicate an average taken over position at the sampled points $r$. The analogue of $G(t_1, t_2)$ follows from this, as previously.

In previous studies [28] it was shown that the contribution to the spatial phase correlation function by the incoherent region was negligible, as any contribution was due only to thermal atoms and existed over a very short range. Here we neglect the incoherent region when calculating phase correlations. Contribution from purely thermal atoms is, of course, already in the coherent region, via the higher energy modes included there.
We approximate the average in equation (29) with an ensemble average. Our procedure for calculating phase correlations within the PGPE is as follows.

- Create an ensemble of 40 input states, each with different random fluctuations, and evolve these within the PGPE.
- At equilibrium, calculate $\psi^*_C(r,0)\psi_C(r,t)$ for each of the 40 simulations.
- Perform the average over the ensemble of 40 simulations to calculate $\langle \psi^*_C(r,0)\psi_C(r,t) \rangle$.

5. PGPE: results and analysis

In this section we present the results of the application of our PGPE formalism to a cold Bose gas. We consider a system of $^{23}\text{Na}$ atoms [30] in the elongated traps with frequencies $\{\omega_x, \omega_y, \omega_z\} = 28\pi \{10, 10, 1\} \text{Hz}$ and $\{\omega_x, \omega_y, \omega_z\} = 28\pi \{20, 20, 1\} \text{Hz}$. We study two temperatures at each trap, corresponding to condensate fractions 45% ($T/T_c \approx 0.62$) and 10% ($T/T_c \approx 0.8$). As the condensate is responsible for any long-time coherence in the system, we keep the condensate number similar between the two trap symmetries, with $N_{\text{cond}} \approx 45,000$ for the cooler system and $N_{\text{cond}} \approx 30,000$ for the hotter.

5.1. Density at equilibrium

We begin with a general discussion of the properties of the densities of our four different systems. A density slice in the $y = 0$ plane is shown for each in figure 1 (see the caption).

The density graphs show one instance of the distribution as it evolves in time. The three-dimensional PGPE is ergodic, and as such, each simulation evolves through the set of allowable microstates. In this way, a single shot from a PGPE simulation can be likened to a single shot from an experiment, i.e. it gives a microstate rather than an equilibrium average. This dynamic quality can easily be seen in the four microstates shown in figure 1, where the density for each is highly irregular. When the average of these single shots is taken over a sufficient time period (usual simulation times are around hundreds of trap periods), these fluctuations smear out to give a regular density profile. As well as showing the effect of the changing aspect ratio on the basic shape of the cloud, these slices also show the increasing fragmentation of the system density at high temperatures or high aspect ratios [10]. This is perhaps most striking in figure 1(b), where high temperature and high aspect ratio cause the density to form discrete high-density clumps, as seen in the separated circular features approximately halfway down the figure.

5.2. Autocorrelation

The autocorrelation is calculated according to equation (29), and the results are presented in figure 2 for our four systems (see the caption).

The autocorrelation for all cases comprises three distinct parts: an initial sharp decay, a subsequent larger decay and a long-term quasiperiodic behaviour.

The initial sharp decay occurs on a timescale $t \ll \omega^{-1}$ for all systems and represents the initial loss of coherence over short timescales by the thermal modes of the system. This is
due to the significant proportion of the thermal cloud included in the PGPE description.

The subsequent decay in autocorrelation is due to the changing phase of the condensate in each system with respect to time, and it is this feature of the autocorrelation that differs so markedly in each system. It can clearly be seen that the proportion of condensate present in a system affects how quickly it will decohere, as can be seen by comparing curves of different temperatures and the same trap (see the caption). Perhaps more surprising is the marked difference that the aspect ratio of the trap makes to the decay in coherence. For simulations with similar condensate fraction and number, but different aspect ratios, the tighter trap leads to a much more rapid decoherence, as can be seen by comparing simulations of similar temperatures and different aspect ratios. For the two \( T/T_c \approx 0.62 \) systems (figure (2), top two curves) the \( \lambda = 10 \) system has \( g = 0.92 \) at \( t = 0.02 \) s, while the \( \lambda = 20 \) system has \( g = 0.82 \). This is a large difference for the very modest changes in the aspect ratio we simulate. This more rapid phase decoherence is due to the lack of a spatially extensive condensate in the \( \lambda = 20 \) case causing greater phase fluctuation along the system length.

Following this decay, there is quasiperiodic behaviour in the system, shown as a period of revival and further decays of the autocorrelation function, on the timescale \( t > \omega_z^{-1} \). This is consistent with the prediction from our Bogoliubov analysis results.

On the autocorrelation curves a small-amplitude fluctuation on a frequency scale of order \( \omega_z \) can also be seen. Clearly, this feature is associated with fluctuations along the tight dimensions of the trap. However, since we are interested only in coherence along the long axis, we do not make any further analysis of these fluctuations.

In order to make a quantitative comparison of our results with those of section 3, we plot \( \ln(-\ln(G(0,t))) \) against \( \ln(t) \) and extract the gradient from the line of best fit, as shown by the example in figure 3. Results are given in table 1, both for very short times \( t \ll \omega_z^{-1} \) and short times \( t \approx \omega_z^{-1} \). Comparing our results, we see that at very short times, all results correspond approximately to 2, i.e. \( g \propto e^{-t} \) as expected. For \( t \approx \omega_z^{-1} \), however, it is found that the exponent is different for each case. From Bogoliubov analysis, the expected result for the exponent of the decay is 0.5 for the 3D case and 1 for the 1D case. The results for an aspect ratio \( \lambda = 10 \) trap confirm that this system is still well within the 3D regime. For an aspect ratio \( \lambda = 20 \), however, it can be seen that the results are intermediary to the two predictions. This can be explained in terms of the relative temperature to tight aspect ratio in our simulations. For an aspect ratio of 10, the temperature required for excitations in the tight trap direction is \( T \approx \frac{\hbar \omega_x}{k_B} = 6.7 \text{ nK}, \) and the temperature of the cooler system is ten times this value and shows clear excitation of the axial modes. With an aspect ratio of 20, \( T \approx \frac{\hbar \omega_x}{k_B} = 13 \text{ nK}, \) and the simulation presented here has a temperature eight times this value. In this case, it can be seen that more of the axial modes are ‘frozen out’, and the fitting of the exponent gives a result intermediary to the 1D and 3D limits, as expected.

It can also be seen in the fitted results that the exponent at times \( t \approx \omega_z^{-1} \) decreases with increasing temperature, leading to a faster decay in \( g \). This is expected as the condensate fraction is responsible for long-time coherence, and this is diminished at higher temperatures.

As a further means of analysis, we calculate the frequency spectrum of the system from the autocorrelation function as

\[
F_{\psi_0 \psi_c}(\omega) = \int_{-\infty}^{\infty} \int dr d\theta e^{i\omega t} \langle \psi_0^* \psi_c(r, \theta) \psi_c(r, \theta) \rangle. \tag{30}
\]

The corresponding power spectra for the four systems are shown in figure 4. For \( \lambda = 10 \), at low temperature we see a set of well-defined peaks close to the 1D Bogoliubov frequencies given in equation (19). At higher temperature, a number of features are observed: broadening of peaks, shifting of frequencies, possibly splitting of modes and what appears to be a few new peaks that do not correspond to a
1D Bogoliubov frequency. For \( \lambda = 20 \), one mode appears to dominate, corresponding to the mode with quantum number \( n = 2 \). This corresponds to the longitudinal breathing mode of the system, as would be expected.

6. Conclusions

The finite-temperature Bose gas is a nontrivial system displaying complex properties of phase coherence. The transition between coherence in the 1D and 3D limits has been little studied, and here we seek to determine the system behaviour in this regime. We develop a formalism based on the PGPE to numerically study these symmetries and compare this to our results from Bogoliubov analysis of the 1D and spherical limits. It is found that systems with aspect ratios of 10 and 20 both give exponents for the decay of the correlation time that are intermediate to the 1D and 3D limits. This can be explained in terms of the finite temperature of the system causing excitations to be present in the tight directions of the trap, placing our systems of study deeply within the 1D to 3D crossover region. For experimental studies of the phase evolution of the systems studied here, a splitting and recombination method [11] would be impractical, since with reasonably high temperatures, splitting and recombining in real space is too slow to capture the initial decay of phase coherence. In this case, the systems would be better probed with a Bragg-type measurement [8, 9] in which atoms are outcoupled using a light pulse, and the momentum-dependent power spectrum is directly obtained.
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Table 1. Results of fit to autocorrelation function \( G(0, t) \), for four systems and two time limits.

| \( \lambda \) | \( T/T_c \) | \( t < \omega_c^{-1} \) | \( t \approx \omega_c^{-1} \) |
|---|---|---|---|
| 10 | 0.62 | 2.0 | 0.49 |
| 20 | 0.62 | 1.9 | 0.71 |
| 10 | 0.8 | 2.0 | 0.44 |
| 20 | 0.8 | 1.9 | 0.62 |
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