Photocouplings at the pole from pion photoproduction
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Abstract. The reactions $\gamma p \rightarrow \pi^0 p$ and $\gamma p \rightarrow \pi^+ n$ are analyzed in a semi-phenomenological approach up to $E \sim 2.3\,\text{GeV}$. Fits to differential cross section and single- and double-polarization observables are performed. A good overall reproduction of the available photoproduction data is achieved. The Jülich2012 dynamical coupled-channel model—which describes elastic $\pi N$ scattering and the world data base of the reactions $\pi N \rightarrow \eta N$, $K\Lambda$, and $K\Sigma$ at the same time—is employed as the hadronic interaction in the final state. The framework guarantees analyticity and, thus, allows for a reliable extraction of resonance parameters in terms of poles and residues. In particular, the photocouplings at the pole can be extracted and are presented.

1 Introduction

Quantum Chromodynamics (QCD) manifests itself in a rich spectrum of excited baryons in the region between the perturbative regime and the ground-state hadrons. Most of the available information on the resonance spectrum was obtained by partial-wave analyses of elastic $\pi N$ scattering [1–3]. However, it is important to include other channels like $\eta N$, $K\Lambda$ or $K\Sigma$ that couple to the $\pi N$ system into such analyses. It is expected that data obtained for those other meson-baryon channels could help to shed light on the so-called “missing resonances” predicted in quark models and related approaches [4–12] or lattice calculations [13] and assumed to couple only weakly to $\pi N$.

Since the amount of data on transition reactions like $\pi N \rightarrow \eta N$, $K\Lambda$, $K\Sigma$, etc., is somewhat limited, one should take advantage of the wealth and precision of the corresponding photoproduction data supplied over the past few years by experimental facilities like ELSA, GRAAL, JLab, MAMI, and SPring-8. Clearly, also in the case of photoproduction so far, certain assumptions have to be made in partial-wave analyses because the data are not yet accurate enough to allow for a model-independent extraction of the amplitude. However, the latter will become possible once more precise and more complete experiments become available [14–17]. It should be said that for pion photoproduction, in principle, a complete set of observables $\{\sigma, \Sigma, T, P, E, G, C_1, C_2\}$—which would allow a full determination of the reaction amplitude [18]—has become available quite recently. However, the observables in question have not yet been measured at the same energies—which would be required, at least formally, for a complete experiment. Actually, due to the self-analyzing nature of hyperons, the aim of providing a complete set of experiments is easier to realize in kaon photoproduction than in pion photoproduction. Finally, we want to mention that a smaller number of polarization observables is sufficient for an analysis within a truncated multipole expansion, see the arguments in refs. [19,20].

To analyze pion- as well as photon-induced data theoretically, different approaches have been applied. The $\pi N$ threshold region is well understood in terms of chiral perturbation theory (ChPT) [21–35], while extensions in form of unitarized chiral approaches [36–53] allow one to study the resonance region but also to consider the coupling to other channels like $\eta N$, $K\Lambda$ or $K\Sigma$.

$K$-matrix [54–65] or unitary isobar models [66,67] provide practical and flexible tools to analyze large amounts of data. By omitting the real parts of the self-energies the
complexity of the calculation is strongly reduced and only on-shell intermediate states are included. While unitarity is preserved, dispersive parts are often neglected; this introduces systematic uncertainties into the extraction of resonance positions and residues.

For the task of a simultaneous analysis of different reactions, dynamical coupled-channel (DCC) models [68–78] are particularly well suited as they obey theoretical constraints of the $S$-matrix such as analyticity and unitarity. This allows for a reliable extraction of resonance parameters in terms of poles and residues in the complex energy plane. A simultaneous description of the reactions $\pi N \rightarrow \pi N, \eta N$ and $KY$ $(K\Lambda, K\Sigma)$ has been accomplished within the DCC framework of the Jülich2012 model [79]. See also the supplementary material and tables of hadronic transitions among the channels $\pi N$, $\eta N$, $K\Lambda$, and $K\Sigma$ which are available online [80]. In this approach [79,81–85], the inclusion of the dispersive contributions of intermediate states and the correct structure of branch points [86] guarantee analyticity. The scattering amplitude is obtained as solution of a Lippmann-Schwinger–type equation, formulated in time-ordered perturbation theory (TOPT), which automatically ensures two-body unitarity. The three-body channel $\pi N\pi$ is important because it is the source of large inelasticities. Its effect is included in the model via effective $\pi\Delta$, $\sigma N$ and $\rho N$ channels. In the Jülich2012 model, the $t$-channel exchanges are complemented by $u$-channel baryon exchanges to approximate the left-hand cut. Together, they constitute the non-resonant part of the interaction, referred to as “background”. Bare resonances are introduced as $s$-channel processes. The explicit treatment of the background in terms of $t$- and $u$-channel diagrams imposes strong correlations amongst the different partial waves and generates a non-trivial energy and angular dependence of the observables. Interestingly, the $\pi N \rightarrow KY$ amplitudes found in ref. [79] are quite similar to those of a later analysis performed by the Bonn-Gatchina group [87].

The adaptation of DCC models to finite volumes, to allow for the prediction of lattice levels and the calculation of finite volume corrections, was pioneered in ref. [88]. In principle, such extensions of hadronic approaches allow for the analysis of experimental and “data” from lattice QCD simulations [13,89–91] on the same footing [92–95]. Chiral extrapolations are non-trivial due to the intricate coupled-channel structure in meson-baryon scattering [96].

Recently, it was shown how the Jülich coupled-channels approach can be extended to pion photoproduction [97] within a gauge-invariant framework that respects the generalized off-shell Ward-Takahashi identity [98–100]. Such a field-theoretical description of the photoproduction process is, however, technically rather involved. Therefore, in the present work we follow a more phenomenological approach in which we use a flexible and easy-to-implement parametrization of the photo-excitation vertices at the multipole-amplitude level. This approach is inspired by the GWU/DAC CM12 parameterization of ref. [3], that complements earlier parameterizations [16,101–104]. In this way, we will be able to consider a far larger and more comprehensive set of pion photoproduction data than before [97], although at the expense of giving up any direct connection with the microscopic reaction dynamics of the photo-interaction. For the hadronic interaction part, all microscopic features from our full DCC approach [79] are preserved (i.e. the elastic $\pi N$ and $\pi N \rightarrow \eta N$, $KY$ data are described). We view this semi-phenomenological approach as an intermediate step towards building a more microscopic DCC description not only of photoproduction, but also of electroproduction processes along the lines of ref. [97].

The paper is organized as follows: in sect. 2, we give an overview of the formalism of the hadron-coupled-channel model and the phenomenological parameterization of the photo-excitation vertices. The data base and the fitting strategy are described in sect. 3.1. In sect. 3.2, the fit results are compared to data and discussed in detail. The extracted photocouplings at the pole can be found in sect. 3.4. In the appendices, details of the multipole decomposition of the photoproduction amplitude and the definition of the observables and the photocouplings are given.

2 Formalism

2.1 Two-potential formalism for the hadronic interaction

Both the hadronic scattering matrix and the photoproduction amplitude can be decomposed into a pole and a non-pole part as outlined in this and the following section. This decomposition is not required by the photoproduction formalism because the photoproduction amplitude can be formulated in terms of the full half-offshell $T$-matrix as shown in the next section. However, the decomposition in pole and non-pole parts simplifies numerics significantly as outlined in sect. 3.1.

The partial-wave $T$-matrix in the Jülich2012 formulation [79] is given by the integral equation,

$$
T_{\mu\nu}(q,p',E) = V_{\mu\nu}(q,p',E) + \sum_{\kappa} \int_{0}^{\infty} dp\,p^{2} V_{\mu\kappa}(q,p,E)G_{\kappa}(p,E)T_{\kappa\nu}(p,p',E),
$$

(1)

where $q \equiv |\vec{q}|$ ($p' \equiv |\vec{p}'|$) is the modulus of the outgoing (incoming) three-momentum that may be on- or off-shell, $E$ is the scattering energy, and $\mu, \nu, \kappa$ are channel indices. In eq. (1), the propagator $G_{\kappa}$ has the form

$$
G_{\kappa}(p,E) = \frac{1}{E - E_{a}(p) - E_{b}(p) + i\epsilon},
$$

(2)

where $E_{a} = \sqrt{m_{a}^{2} + p^{2}}$ and $E_{b} = \sqrt{m_{b}^{2} + p^{2}}$ are the on-shell energies of the intermediate particles $a$ and $b$ in channel $\kappa$ with respective masses $m_{a}$ and $m_{b}$. Equation (1) is formulated in the partial-wave basis, i.e. the amplitude only depends on the modulus of the incoming, outgoing, and intermediate particle momenta. This implies a partial-wave decomposition of the exchange potentials [84,85]. The denominator in eq. (1) corresponds
to the channels with stable particles, $\pi N$, $\eta N$, $K\Lambda$, and $K\Sigma$; for the effective $\pi N$ channels ($\pi\Delta, \sigma N, pN$), the propagator is more involved [83,85].

The sum of the $u$- and $t$-channel diagrams is labeled as $V^{NP}$ in the following. The full set is shown in figs. 1 and 2 of ref. [79]. Together with the (bare) $s$-channel exchanges $V^P$, they constitute the interaction $V$ in eq. (1),

$$V_{\mu\nu} = V^{NP}_{\mu\nu} + V^{P}_{\mu\nu} \equiv V_{\mu\nu}^{NP} + \mu \sum_{i=0}^{n} \gamma^a_{\mu,i} \gamma^c_{\nu,i},$$

(3)

with $n$ being the number of bare $s$-channel states in a given partial wave. The $\gamma^a_{\mu,i}$, $\gamma^c_{\nu,i}$ are the bare creation (annihilation) vertices of resonance $i$ with bare mass $m_i$. The explicit form of the resonance vertex functions can be found in appendix B of ref. [81] and in appendix A of ref. [79]. In the following we make use of the two-potential formalism and apply it to the decomposition defined in eq. (3). Inserting $V^{NP}$ into a Lippmann-Schwinger-type equation,

$$T^{NP}_{\mu\nu} = V_{\mu\nu}^{NP} + \kappa \sum_{\gamma} V_{\mu\nu}^{NP} G_{\kappa} T^{NP}_{\kappa\nu},$$

(4)

leads to the so-called non-pole part of the full $T$-matrix (projected to a partial wave). For simplicity, in eq. (4) and the following, the integration over the momentum of the intermediate state $p$, cf. eq. (1), is not written explicitly. The $s$-channel exchanges that constitute $V^P$ generate the pole part of the $T$-matrix, $T^P$. The latter involves the non-pole part $T^{NP}$ given in eq. (4) and can be expressed in terms of the quantities

$$\Gamma_{\mu,i} = \gamma^c_{\mu,i} + \sum_{\nu} \gamma^c_{\nu,i} G_{\nu} T^{NP}_{\nu\mu},$$

$$\Gamma^a_{\mu,i} = \gamma^a_{\mu,i} + \sum_{\nu} T^{NP}_{\nu\mu} G_{\nu} \gamma^a_{\nu,i},$$

$$\Sigma_{ij} = \sum_{\mu} \gamma^a_{\mu,i} G_{\mu} \Gamma^c_{j,\mu},$$

(5)

where $\Gamma^c$ ($\Gamma^a$) are the so-called dressed resonance creation (annihilation) vertices and $\Sigma$ is the self-energy. The indices $i, j$ label the $s$-channel state in the case of multiple resonances. The order of terms in eq. (5) and all following equations corresponds to the convention that time flows from the right to the left. For the case of two resonances in a partial wave, the pole part reads explicitly [105]

$$T^P_{\mu\nu} = \Gamma^a_{\mu} D^{-1} \Gamma^c_{\nu},$$

where

$$\Gamma^a_{\mu} = (\Gamma^a_{\mu,1}, \Gamma^a_{\mu,2}), \quad \Gamma^c_{\mu} = \left( \Gamma^c_{\mu,1} \right),$$

$$D = \begin{pmatrix} E - m_1^b - \Sigma_{11} & -\Sigma_{12} \\ -\Sigma_{21} & E - m_2^b - \Sigma_{22} \end{pmatrix},$$

(6)

from which the single-resonance case follows immediately. It is easy to show that the full scattering $T$-matrix of eq. (1) is given by the sum of pole and non-pole parts,

$$T_{\mu\nu} = T^P_{\mu\nu} + T^{NP}_{\mu\nu}. \quad (7)$$

### 2.2 Two-potential formalism for photoproduction

The photoproduction multipole amplitude in terms of a photoproduction kernel $M_{\mu\gamma}$ is given by

$$M_{ab}(q,E) = \alpha_{a\gamma}^{NP}(p,E) + \sum_{n} \gamma^a_{\mu,i}(p) \gamma^c_{\nu,i}(E) \frac{1}{E - m_i^b}. \quad (8)$$

Here and in the following the index $\gamma$ is used exclusively for the $\gamma N$ channel. Note that in the second term the photoproduction kernel produces a meson-baryon pair in channel $\kappa$ with off-shell momentum $p$ that rescatters via the hadronic half-offshell $T$-matrix, producing the final $\pi N$ state (more generally, channel $\mu$) with momentum $q$. The formalism allows for off-shell external $q$ but we will consider only the production of real pions in the following. Similarly, $V_{\mu\gamma}$ can also depend on the virtuality of the photon, but we will consider only real photons with $Q^2 = 0$. With the choice of $V_{\mu\gamma}$ as specified below, the photoproduction amplitude of eq. (8) satisfies Watson’s theorem by construction.

The photoproduction kernel can be written as

$$V_{\mu\gamma}(p,E) = \alpha_{a\gamma}^{NP}(p,E) + \sum_{n} \gamma^a_{\mu,i}(p) \gamma^c_{\nu,i}(E) \frac{1}{E - m_i^b} \quad (9)$$

Here, $\alpha^{NP}_{a\mu}$ represents the photon coupling to $t$- and $u$-channel diagrams and to contact diagrams. These diagrams together form the non-pole part of the full photoproduction kernel as can be seen from field-theoretical considerations [100]. The summation in eq. (9) is over the resonances $i$ in a multipole, and the $\gamma^a_{\mu,i}$ are the real tree-level $\gammaNN$ and $\gammaND$ photon couplings that only depend on the energy $E$ but not on the momentum $p$. It is crucial that the resonance annihilation vertex $\gamma^a$ in eq. (9) is precisely the same as in the hadronic part of eq. (3) so that the explicit singularity at $E = m_i$ cancels.

The two-potential formalism allows one to rewrite the photoproduction amplitude $M$ as

$$M_{\mu\gamma} = \alpha_{a\mu}^{NP} + \sum_{\kappa} T^{NP}_{\mu\kappa} G_{\kappa} \alpha^{NP}_{a\gamma} + \Gamma^a_{\mu,i} (D^{-1})_{ij} \Gamma^c_{ij},$$

$$\Gamma^c_{ij} = \gamma^c_{ij} + \sum_{\kappa} \Gamma^c_{ij} G_{ij} \alpha^{NP}_{a\gamma},$$

(10)

with the dressed resonance-creation photon-vertex $\Gamma^c_{ij}$ which is a vector in resonance space, like the strong dressed vertex $\Gamma^c_{ij}$ in eq. (6). This standard result has been derived, e.g., in ref. [105]. In the form of eq. (10) it becomes apparent that in $M_{\mu\gamma}$ all singularities due to the bare resonances of eq. (9) have canceled.
Alternatively, one can write the amplitude simply in terms of the full hadronic $T$-matrix as

$$M_{\mu\gamma} = \sum_\kappa (1 - VG)^{-1}_{\mu\kappa} V_{\kappa\gamma}. \quad (11)$$

In principle, any of the forms (8), (10), or (11) can be used in practical calculations. In the form of eq. (11), which resembles the one of ref. [106], the similarity with the CM12 Chew-Mandelstam parameterization of the CNS/DAC group [3] becomes apparent, in which the hadronic kernel $K_{\kappa\nu}$ of the hadronic $T$-matrix,

$$T_{\mu\nu} = \sum_\kappa (1 - \bar{K}C)_{\mu\kappa} \bar{K}_{\kappa\nu}, \quad (12)$$

is replaced by a photoproduction kernel, $K_{\kappa\gamma}$,

$$M_{\mu\gamma} = \sum_\kappa (1 - \bar{K}C)_{\mu\kappa} \bar{K}_{\kappa\gamma}. \quad (13)$$

Here, $C$ is the complex Chew-Mandelstam function that guarantees unitarity. While eq. (13) is formally identical to eq. (11), there is a practical difference: Equation (11) implies an integration over intermediate off-shell momenta, while the quantities $\bar{K}$ and $C$ in eq. (13) factorize. In both approaches the dispersive parts of the intermediate loops $G$ and $C$ are maintained.

In the present approach, the terms $\alpha_{\mu\gamma}^{NP}$ and $\gamma_{\gamma\gamma}^{c}$ in eq. (9) are approximated by polynomials $P_{i}$,

$$\alpha_{\mu\gamma}^{NP}(p, E) = \frac{\tilde{\alpha}_{\mu}^{\gamma}(p)}{\sqrt{m_{N}}} P_{\mu}(E)$$

and

$$\gamma_{\gamma\gamma}^{c}(E) = \sqrt{m_{N}} P_{\gamma}(E), \quad (14)$$

where $\tilde{\alpha}_{\mu}^{\gamma}$ is a vertex function equal to $\gamma_{\mu\gamma}^{c}$ but stripped of any dependence on the resonance number $i$. Equation (14) means that we have $n + m$ polynomials per multipole with $n$ resonances $i$ and $m$ hadronic channels $\mu$. With this parameterization, non-analyticities from left-hand cuts, like the one from the pion-pole term, are approximated by polynomials. As the distance to the physical region is quite large, such an approximation can be justified. Note in this context that even for the $\gamma\gamma \rightarrow \pi\pi$ reaction that has a very close-by left-hand cut, the Born contributions can be effectively parameterized by a linear polynomial [107].

The photoproduction kernel $V_{\mu\gamma}$ should have the correct threshold structure, $V_{\mu\gamma} \sim q^{2}$ where $q$ is the center-of-mass momentum in channel $\mu$ and $L$ is the orbital angular momentum. The $L$ dependence of the different channels with a given $J^{P}$ can be found, e.g., in table XI of ref. [79]. The correct $L$ dependence is automatically provided by the bare resonance vertices $\gamma^{a}_{\mu}$ and, thus, already fulfilled for the pole part of eq. (14). The same applies to the vertex function $\tilde{\gamma}_{\mu}^{a}$ in the non-pole part of eq. (14).

The final choice for the polynomials $P_{i}$, for a given multipole, is then

$$P_{i}^{P}(E) = \sum_{j=1}^{\ell_{i}} g_{i,j}^{P} \left( \frac{E - E_{s}}{m_{N}} \right)^{j} e^{-\lambda_{i}(E - E_{s})}$$

and

$$P_{i}^{NP}(E) = \sum_{j=0}^{\ell_{i}} g_{i,j}^{NP} \left( \frac{E - E_{s}}{m_{N}} \right)^{j} e^{-\gamma_{NP}(E - E_{s})}, \quad (15)$$

with $E_{s}$ being a suitable expansion point close to the $\pi N$ threshold, $E_{s} = 1077$ MeV. The appearance of the nucleon mass $m_{N}$ in eqs. (14) and (15) ensures that the $g$’s are dimensionless quantities. The $g$ and the $\lambda > 0$ are multipole-dependent free parameters that are fitted to data. Furthermore, to fulfill the decoupling theorem, that resonance contributions are parametrically suppressed at threshold, the sum for $P_{i}^{P}$ starts with $j = 1$ and not with $j = 0$ (hence, the expansion is chosen at threshold). In the fitting procedure, $\ell_{i}$ and $\ell_{\mu}$ are chosen as demanded by data but always $\ell_{i}, \ell_{\mu} \leq 3$. The factor $e^{-\lambda(E - E_{s})}$ ensures that the multipole amplitudes are well behaved in the high-energy limit, and, at the same time, absorbs the potentially strong energy dependence induced by the $\gamma N$ threshold that is close to the $\pi N$ threshold. In any case, it is clear that this effective parameterization cannot be used for sub-threshold extrapolations.

In a covariant microscopic formulation of the reaction dynamics of photoprocesses, as for example in ref. [97], local gauge invariance in the form of generalized Ward-Takahashi identities [98–100] provides an important and indispensable off-shell constraint that governs the correct microscopic interplay of longitudinal and transverse contributions of the electromagnetic currents. The present study, by contrast, concerns only a phenomenological three-dimensional parametrization of the underlying reaction dynamics where the real (and thus transverse) photons never “see” the longitudinal parts of the electromagnetic currents important for local gauge invariance. The physical (on-shell) amplitudes obtained here thus trivially correspond to globally conserved currents because the parametrization is chosen from the very beginning to only model the transverse contributions of the current. Global gauge invariance (which is the only measurable constraint), therefore, is never an issue for the present study. The situation is more complicated if one considers virtual photons, however, we will not enter this discussion here.

In the present approach, the photon is allowed to couple to the $\pi N$, $\eta N$ and $\pi\Delta$ channels. The latter accounts for the inelasticity into the $\pi N$ channels. As long as the analysis is restricted to one-pion photoproduction, as in this study, there is no need to include additional couplings of the photon to $\sigma N$ and $\rho N$. As for the $\pi\Delta$ channels, there are usually two independent couplings for a given multipole; we only couple the photon to the $\pi\Delta$ channel with the lower $L$ (c.f. also table XI of ref. [79]). The extension to $\eta N$, $K\Lambda$ and $K\Sigma$ photoproduction is planned for the future and will require direct photon couplings to these states. As for photoproduction on the neutron, the JLab
FROST and HD-ICE experiments are currently being analyzed [108,109] and theoretical methods are being developed to disentangle the neutron amplitudes [101,110,111]. For completeness, a multipole decomposition of the pseudoscalar meson photoproduction amplitude is given in appendix A.

2.3 Isospin breaking

In the Jülich model, in general, isospin-averaged masses are used, which has little effect at energies that are not very close to the threshold, as it is the case for the hadronic data used in the analysis of ref. [79]. For pion photoproduction, however, there are data at very low energies and we have to take into account the different threshold energies for the π^0 and the π^+ n channels.

In the particle basis, the amplitudes for the processes γp → π^0p and γp → π^+ n are shown in fig. 1 and read

\[
M_{π^0pγp} = V_{π^0pγp} + T_{π^0pγp}G_{π^0p}V_{π^0pγp}
\]

\[
+ \sum_{κ≠πN} \left( T_{\frac{1}{2}}(πNκ) G_κ V_{\frac{1}{2}κγp} + \frac{2}{3} T_{\frac{3}{2}}(πNκ) G_κ V_{\frac{3}{2}κγp} \right),
\]

\[
M_{π^+nγp} = V_{π^+nγp} + T_{π^+nγp}G_{π^+n}V_{π^+nγp}
\]

\[
+ \sum_{κ≠πN} \left( \sqrt{2} T_{\frac{1}{2}}(πNκ) G_κ V_{\frac{1}{2}κγp} + \frac{3}{2} T_{\frac{3}{2}}(πNκ) G_κ V_{\frac{3}{2}κγp} \right),
\]

where κ ≠ πN stands for the sum over the intermediate states πΔ and ηN that are assumed to fulfill isospin symmetry as indicated with isospin indices I = \frac{3}{2}, \frac{1}{2}. Furthermore, note that \( T_{π^0pπ^0p} \) is a pure isoscalar transition and, thus, very small near threshold [28-30, 112-115]. As a consequence, \( E_{0}^{π^0p(π^0p)} \) develops only a very small imaginary part below the π^+ n threshold.

For the hadronic final-state interaction \( T_{μν} \), and for \( V_{μγ} \) in eqs. (16) and (17) we neglect the small mass differences within the isospin multiplets, i.e.

\[
V_{π^0pγp} = V_{\frac{1}{2}(πNγp)} + \frac{2}{3} V_{\frac{3}{2}(πNγp)},
\]

\[
V_{π^+nγp} = \sqrt{2} V_{\frac{1}{2}(πNγp)} - \frac{2}{3} V_{\frac{3}{2}(πNγp)},
\]

\[
T_{π^0pπ^0p} = \frac{2}{3} T_{\frac{1}{2}(πNπN)} + \frac{2}{3} T_{\frac{3}{2}(πNπN)},
\]

\[
T_{π^+nπ^+n} = \frac{2}{3} T_{\frac{1}{2}(πNπN)} + \frac{1}{3} T_{\frac{3}{2}(πNπN)}.
\]

The \( π^0p \) and \( π^+ n \) propagators \( G_{π^0p}, G_{π^+n} \) have the same form as the isospin-symmetric \( πN \) propagator but incorporate the exact proton (neutron) and \( π^0 (π^+) \) masses,

\[
G_{π^0p} = \frac{1}{E - \sqrt{m_p^2 + p^2 - \sqrt{M_{π^0}^2 + p^2} + iϵ}},
\]

\[
G_{π^+n} = \frac{1}{E - \sqrt{m_n^2 + p^2 - \sqrt{M_{π^+}^2 + p^2} + iϵ}}.
\]

Accordingly, to calculate the differential cross section close to threshold in eq. (B.13) instead of the averaged \( m_N \) we use \( m_p \) and \( m_n \) for calculating \( |q| \). The same applies to \( m_N \) appearing in eq. (A.6).

### 3 Results

Before we start discussing the present results, a remark on the observables discussed in this work is in order. There are many different conventions used in the literature to define the spin polarization observables. Our convention is given explicitly in appendix B and agrees with that used by the SAID group [104].

#### 3.1 Data base and fit parameters

The free parameters \( g \) and \( λ \) of eq. (15) are determined by MINUIT fits on the JUROPA supercomputer at the Forschungszentrum Jülich. In a first step, the parameters...
Table 1. Characteristics of fits 1 and 2. The difference between the fits shows the impact of recent high-precision measurements of $\Sigma$, $\Delta\sigma_{31}$, G and H from ELSA, JLab and MAMI.

| Line style | Fit 1 | Fit 2 |
|------------|-------|-------|
| # of data  | 21,627| 23,518|
| Excluded data | $\pi^0p$: $E > 2.33$ GeV and $\theta < 40^\circ$ for $E > 2.05$ GeV $\pi^+p$: $E > 2.26$ GeV and $\theta < 9^\circ$ for $E > 1.60$ GeV |
| $d\sigma/d\Omega$, P, T | included | included |
| $\Sigma$ | included | included |
| $\Delta\sigma_{31}$, G, H | predicted | included |
| $E$, $F$, $C_{s'<L}$, $C_{s>L}$ | predicted | predicted |
| Sys. Error | 5% | 5% |
| $\chi^2$ | 20,095 | 22,880 |
| $\chi^2$/d.o.f. | 0.95 | 0.99 |

are fitted to the multipole amplitudes of the GWU/SAID CM12 solution [3] which guarantees a good starting point for the second step that involves fitting only to the data. The two reactions $\gamma p \to \pi^0p$ and $\gamma p \to \pi^+n$ are studied simultaneously. For the connection of the present formalism to observables see appendix B. The hadronic $T$-matrix in eq. (8) is taken from the Jülich 2012 fit A [79]. This interaction describes elastic $\pi N$ scattering and the world data base of $\pi N \to \eta N$ and $KY$. Simultaneous fits to pion- and photon-induced reactions in the spirit of refs. [116,117] are planned for the future.

In the fitting procedure we consider two scenarios. In fit 1, only differential cross sections, beam and target asymmetries, and recoil polarizations are taken into account. In a second fit (fit 2), also recent CLAS data on the beam asymmetry [118] and data on the double-polarization observables G, H and $\Delta\sigma_{31}$ are included. We expect that a comparison of the two fits allows one to see the impact of the recent high-precision data from ELSA, JLab, MAMI, and Spring-8 on the extracted resonance parameters. An overview of the two fits performed in this study can be found in table 1. The observables $E$, $F$, $C_{s'<L}$, and $C_{s>L}$ are predicted.

The photoproduction data are taken from the GWU/SAID data base [2, 3] where we consider data up to $E = 2330$ MeV for $\gamma p \to \pi^0p$ and up to $E = 2260$ MeV for $\gamma p \to \pi^+n$. (The CNS/DAC group at GWU includes data up to higher energies.) For the reaction with final state $\pi^0p$ ($\pi^+n$) and for energies $E > 2050$ MeV ($E > 1600$), we exclude data with forward angles $\theta < 40^\circ$ ($\theta < 9^\circ$) because in the present approach we do not include partial waves with total angular momentum $J \geq 11/2$. A detailed look at the two data sets in question is provided in fig. 2, where results of our fit 2 are shown together with those of the GWU/SAID analysis [3] and the Bonn-Gatchina analysis [119]. As can be seen, for $\pi^0p$ none of the approaches is able to describe the forward peak (an experimental confirmation of the data CR11 [120] is needed). In case of $\pi^+n$, on the other hand, the forward peak is well described by the GWU/SAID analysis. Note that the GWU/SAID and the Bonn-Gatchina analyses use prescriptions for partial waves with $J \geq 11/2$ in terms of Born amplitudes and reggeized exchanges, respectively. We plan to improve the matching to the high energy/low $t$ region where Regge trajectories provide an economic parameterization of the amplitude [121–125].

No special weights are assigned to any data in both fit 1 and 2. However, some data sets are contradictory to each other as can be seen, e.g., in fig. 3 at the energies 1170 MeV and 1268 MeV. The deviations go beyond an overall normalization, i.e. they concern also the angular dependence. To account for such discrepancies we apply an additional systematic error of 5% to all data. Of course, this effectively gives more weight to data with larger errors, such as polarization observables.

In any case, as next step, one would allow for a certain freedom in the normalization of individual data sets as practiced by the CNS/DAC group [2, 3]. We plan to improve our analysis along these lines in the future.

In total, we use 417 free parameters for fit 1 and 388 for fit 2. The parameters are the photon couplings $g^\pi$ and $\lambda^\pi$ to 11 isospin $I = 1/2$ resonance states and 10 isospin $I = 3/2$ resonance states in addition to the non-pole photon couplings $g^\pi_{NP}$ and $\lambda^\pi_{NP}$ with $\mu = \pi N, \eta N, \pi \Delta$ for $I = 1/2$ and $\mu = \pi N, \pi \Delta$ for $I = 3/2$, cf. eq. (15).
Fig. 3. Differential cross section of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: fit 1; solid (red) line: fit 2; data: SC01 [135] (MAMI), FU96 [136], BE90 [137], HO12 [138] (MAMI), BG97 [139], HI69 [140], BE06 [141], AH04 [142] (MAMI), BA05 [126] (ELSA), BT05 [143] (GRAAL), AH02 [144] (MAMI), DU07 [127] (JLab), CR11 [120] (ELSA).
It is obvious from eq. (6) that the pole-part can be evaluated from the non-pole part, meaning that for every fit step of parameters tied to the non-pole part, it is most economic to perform a full fit of the parameters tied to the pole part. This was the strategy followed in ref. [79]. Similarly, the photoproduction amplitude $M$ in eq. (8) is evaluated from the hadronic $T$-matrix, that is not altered in the study, and the calculation can be optimized. This is the motivation to perform the decompositions outlined in sect. 2. The photo-excitation of both bare resonances and background is possible as can be seen in eq. (9). We find that for some less prominent resonances it is possible to set the bare resonance excitation $\gamma_\gamma^j = 0$. However, for the more prominent ones, we need $\gamma_\gamma^j \neq 0$ for a good description of the data. In any case, we do not attribute any physical meaning to the individual components of the decompositions into pole and non-pole part.

After convergence of fit 2, we have searched for local minima of $\chi^2$ in the vicinity of the best parameter set but have not found any. This search was performed by introducing special weights for subsets of data, such that parameters are forced to change. Introducing the original universal weight of one for all data, the fit converged back to the original solution. This procedure also allowed to estimate errors in the couplings, as discussed at the end of sect. 3.4.

### 3.2 Fit results

In figs. 3 to 21, we show selected results of the fits to observables. The results compared to the full data base will be made available online [80]. Data sets that differ by less than 10 MeV in scattering energy are depicted in one graph if necessary. If more than one data set from one reaction is presented in fig. 16. At medium energies, the new CB-ELSIA/TAPS [222] data cover almost the whole angular range and the inclusion of $G$ data in fig 2 has a noticeable impact. In case of $\gamma p \to \pi^+ n$, distinguishable differences between the predictions of fit 1 and the results of fit 2 are confined to angles $60^\circ < \theta < 90^\circ$. Note that, compared to $d\sigma/d\Omega$ or $\Sigma$, the number of data points available for this observable is very small for both reactions. It is, thus, not possible to improve the fit if one wants to maintain the same weight for all data points (see, e.g. the set at $E = 1910$ MeV in fig. 17).

Similar considerations apply to the data on the double-polarization observable $H$ in figs. 18 and 19, that is only included in fit 2. In any case, the agreement between fit and data is acceptable. Again, fit 1 and 2 differ most evidently at backward angles and high energies in $\pi^0 p$.

The beam asymmetry $\Sigma$ is presented in fig. 7 for the reaction $\gamma p \to \pi^0 p$ and in fig. 9 for the $\pi^+ n$ final state. In figs. 8 and 10 results for the new CLAS data [118] on $\Sigma$ can be found. These data were not included in fit 1 but only in fit 2. At higher energies $E \geq 1970$ MeV (fig. 8), fit 2 is clearly better than the prediction of fit 1. The medium-energy regime is predicted/described equally well in both fits. For $\gamma p \to \pi^+ n$ (fig. 10), on the other hand, the influence of the new CLAS data is visible at medium energies $E \sim 1700$ MeV. Here, the description of the forward and backward angles in fit 2 is improved compared to the prediction of fit 1. The same applies to higher energies. Overall, the new CLAS data have a major impact.

The results of the fits to the target asymmetry $T$ can be found in figs. 11 and 12. Compared to differential cross sections and beam asymmetries, much less data is available for this observable. Although this reduces the influence in the $\chi^2$ minimization, the agreement of fit and data distribution is good, especially at high energies. Differences between fits 1 and 2 show up predominantly at high energies and in $\gamma p \to \pi^+ n$.

For the recoil polarization $P$ (see figs. 13 and 14), the data situation is similar to the one of the target asymmetry. For the reaction $\gamma p \to \pi^0 p$, contradicting data sets complicate the task of describing this observable as visible, e.g., at $E = 1602$ MeV in fig. 13. In regions, where the data is without ambiguity, we achieve a nice description in both fits. At backward angles and higher energies, fit 1 and 2 differ from each other, in $\pi^+ n$ more than in $\pi^0 p$. Additional data could resolve the ambiguity.

In figs. 15 to 17, we display the results for the double-polarization observable $G$. This observable was excluded from fit 1. As fits 15 and 17 show, differences between fit 1 and 2 become larger at higher energies and backward angles, where no data are available. The recent high-precision measurement from CB-ELSIA/TAPS [222] is presented in fig. 16. At medium energies, the new CB-ELSIA/TAPS data cover almost the whole angular range and the inclusion of $G$ data in fit 2 has a noticeable impact. In case of $\gamma p \to \pi^+ n$, distinguishable differences between the predictions of fit 1 and the results of fit 2 are confined to angles $60^\circ < \theta < 90^\circ$. Note that, compared to $d\sigma/d\Omega$ or $\Sigma$, the number of data points available for this observable is very small for both reactions. It is, thus, not possible to improve the fit if one wants to maintain the same weight for all data points (see, e.g. the set at $E = 1910$ MeV in fig. 17).

The differential cross section for $\gamma p \to n$ is shown in figs. 3 and 4 from threshold up to 2350 MeV. Due to the inclusion of isospin breaking as explained in sect. (2.3), we achieve a satisfactory description of the data even at energies close to threshold. At very high energies ($E > 2$ GeV) and backward angles, the agreement between data and fit is good, while the fit does not reproduce the forward peak at extreme angles (cf. fig. 2). As explained in the previous section, those data points were excluded from the fits (shaded areas in the figures) because the current approach is limited to partial waves with a total angular momentum of $J \leq 9/2$. Higher partial waves would be needed to describe this aspect of the data distribution. The region of forward angles at high energies is then also the only place where differences between fit 1 and fit 2 show up.

By contrast, in case of the differential cross section for $\gamma p \to \pi^+ n$, shown in figs. 5 and 6, small differences between fit 1 and fit 2 are visible at very low energies $E \leq 1130$ MeV. Small deviations from data, as can be seen, e.g., at $E = 1131$ or 1240 MeV, are due to inconsistencies among the different data sets.

The inclusion of the data for the helicity cross-section difference $\Delta\sigma_{31}$, which is related to the helicity asymmetry $E$ (cf. eq. (B.23) for $\gamma p \to \pi^0 p$ (fig. 20) in fit 2, results in a major improvement at energies $E > 1415$ MeV compared to the prediction of fit 1. This is not the case for $\gamma p \to \pi^+ n$ as can be seen in fig. 21. Here, the prediction of fit 1 is good and fit 2 shows only minor improvements.
In figs. 22 and 23, we present predictions for the double-polarization observables $E$ and $F$. At low energies, the results from fit 1 and 2 are quite similar. With increasing energy, the deviation between the two fits becomes larger, which is an indication for the sensitivity of these observables to small variations of the amplitude. Very recently, data on the double-polarization observable $E$ for $\gamma p \rightarrow \pi^0 p$ became available from the CBELSA/TAPS Collaboration [230]. Those data, which were neither included in fit 1 nor in fit 2, are shown in fig. 24 together with our predictions. As said above $E$ is related to $\Delta \sigma_{31}$, and low-energy data on the latter observable are included in fit 2. This explains why the results for that fit are somewhat better than those for fit 1, at least at lower energies. The evident discrepancies at high energies suggest that the inclusion of the CBELSA/TAPS data [230] in a future fit will certainly yield a modification of the amplitudes and, therefore, have an impact on the resulting resonance parameters. Results for this observable from measurements at JLab are expected soon, as well. In fig. 25 the total cross section from ref. [231] and the angle-integrated helicity cross-section difference, $\Delta \sigma = \sigma_{3/2} - \sigma_{1/2}$, from ref. [230] are shown. As expected from the good description of the unpolarized differential cross section by both fits 1 and 2, the total cross section $\sigma$ and our results are in excellent agreement. In contrast, the predictions for $\Delta \sigma$ deviate at lower energies and reflect the differences in the predictions for $E$. Here, fit 2 gives a much better result, while at higher energies, fit 1 is slightly better. The peak at $E \sim 1700$ MeV is well described by both fits. The broad structure at $E \sim 1900$ MeV, however, is underestimated by both fits.

Predictions of the beam-recoil polarizations $C_x'$ and $C_z'$ can be found in figs. 26 and 27 along with recent data from MAMI [232] and JLab [218], and an earlier measurement, also from JLab [217]. Calculations of these observables have been made, e.g., within a quark model [233] or perturbative QCD [234]. Fit 1 and 2 give similar results for $C_x'$, which are also, overall, in fair agreement with the data. For certain details in the data distribution improvements could be achieved by including the data in the fit. The predictions are averaged over the indicated angular bin for the MAMI measurement. For the JLab measurement, however, the observable has been evaluated at the exact angle without averaging, displayed in the plots with thin (red) lines. We observe a strong angular dependence for angles $\theta > 110^\circ$ and at high energies. With regard to $C_z'$, fit 1 and 2 show larger deviations than for $C_x'$, especially at higher energies. In this case fit 1 seems to be slightly better. Here, the results were not angle-averaged. The rather large difference in the results of fit 2 at $\theta = 135^\circ$ and at $\theta = 143^\circ$ (cf. the solid and the dash-dotted lines in fig. 27) illustrates that $C_z'$ exhibits a strong angular dependence, as well.

**Fig. 4.** Differential cross section of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: fit 1; solid (red) line: fit 2; grey background: data points excluded from the fit; data: cf. fig. 3 and SU07 [145] (SPring-8/LEPS).
Fig. 5. Differential cross section of the reaction $\gamma p \rightarrow \pi^+ n$. Dashed (blue) line: fit 1; solid (red) line: fit 2; grey background: data points excluded from the fit; data: KO99 [146], AH04 [142] (MAMI), F96 [147], WA62 [148], LI64 [149], BR95 [150], BU94 [151], FI70 [152], FI72 [153], BR00 [154] (MAMI), FU77 [155], KN63 [156], BE00 [157] (MAMI), FU71 [158], DA01 [159], AH06 [160] (MAMI), DU09 [134] (JLab).
In general, we observe that fit 1 quite well predicts the data, in particular the new CLAS data on $\Sigma$ and the double-polarization observables $G, H$, and $\Delta\sigma_{31}$. Still, at the quantitative level, those data have an impact on the resonance properties, once they are included in our fit, as discussed in sect. 3.4. Similar effects can be expected from the inclusion of double polarizations, like $E$, or the polarization transfer $C_{xL}$ and $C_{zL}$ in future analyses. Although our predictions of those observables do not deviate strongly from data in most cases, a fit to those data will lead to a more precise determination of the resonance parameters.

3.3 Multipoles

In figs. 28 and 29, we show our results for the isospin $I = 1/2$ and $3/2$ multipoles together with those of the GWU/SAID CM12 analysis [3]. Single-energy solutions of the latter are available for the lower partial waves. For lower multipoles our solution is similar to the CM12 solution. The most striking example is the dominant $M_{1+}(3/2)$ multipole. In the electric $P_{33}$ multipole $E_{1+}(3/2)$, however, we observe a structure around 1.65 GeV in both fits that does not show up in the SAID analysis. This structure has its origin in the $\Delta(1600)$ $3/2^+$, a resonance which is dynamically generated in the Jülich2012 coupled-channels model [79]. Since this resonance couples predominantly to the $\pi\Delta$ channel, no effect of it was seen in the elastic $\pi N P_{33}$ partial wave, as discussed in the analysis of ref. [79] where only hadronic channels were considered. However, the $\gamma N \rightarrow \pi \Delta$ transition is large, making the resonance structure visible in photoproduction. Preliminary results of a new parameterization of the MAID approach suggest a similar structure [235]. In case of the electric and magnetic $D_{15}$ multipoles $E_{2+}(1/2)$ and $M_{2+}(1/2)$ the solutions of fit 1 and 2 deviate at $E \sim 1.3$ GeV in the real part of the amplitude. At such —comparably low— energies a full dynamical coupled-channels analysis would probably give a result, that is more constrained due to the explicit inclusion of Born terms that can account for a large part of the low-energy dynamics [97]. Further deviations from the SAID solution can be found, e.g., in $M_{1+}(1/2)$ or in $E_{2+}(3/2)$ and $M_{2+}(3/2)$. Here, fit 1 and 2 also give different results. Note that the relatively sharp spike in the real part of the $M_{1+}(1/2)$ multipole is an artifact of the isospin-symmetric representation of the multipoles in the plot. The physical $P$-waves are all smooth and well behaved close to the thresholds, as fig. 31 demonstrates.

The higher multipoles starting with $E_{3+}$ are less well determined. With the exception of $M_{3+}(3/2)$, larger deviations between our fits on the one hand and between our fits and the SAID solution on the other hand can be observed, as well as a strong energy dependence. The scale, especially for the imaginary parts, is much smaller than the scale of the lower multipoles, though.
Fig. 7. Beam asymmetry of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: fit 1; solid (red) line: fit 2; data: HO12 [138] (MAMI), SC01 [135], BL01 [165] (LEGS), BE06 [141] (MAMI), AD01 [166], BT05 [143] (GRAAL), EL09 [167] (ELSA), SP10 [168] (ELSA), SU07 [145] (SPring-8/LEPS).
Fig. 8. Beam asymmetry of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: fit 1 (prediction); solid (red) line: fit 2; data: DU13 [118] (CLAS).

Fig. 9. Beam asymmetry of the reaction $\gamma p \rightarrow \pi^+ n$. Dashed (blue) line: fit 1; solid (red) line: fit 2; data: BL01 [165] (LEGS), BE00 [157] (MAMI), AJ00 [169] (GRAAL), BT02 [170] (GRAAL).
Fig. 10. Beam asymmetry of the reaction $\gamma p \rightarrow \pi^+ n$. Dashed (blue) line: fit 1 (prediction); solid (red) line: fit 2; data: DU13 [118] (CLAS).

Fig. 11. Target asymmetry of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: fit 1; solid (red) line: fit 2; data: BO98 [171], BL83 [172], FK78 [173], BH77 [174], HH77 [175], BS79 [176].
Fig. 12. Target asymmetry of the reaction \( \gamma p \rightarrow \pi^+ n \). Dashed (blue) line: fit 1; solid (red) line: fit 2; data: DU96 [177], GE81 [178], FK77 [179], BS79 [180], AL76 [181], AL77 [182], FJ82 [183].

The threshold region of the \( E_{0^+}(\pi^0 p) \) multipole in the particle basis is presented in fig. 30. Note that we only adjust to experimental observables and not to any of the extracted points from analyses shown in the figure (the same applies to fig. 31). Due to its smallness, the \( E_{0^+}(\pi^0 p) \) multipole enables very sensitive tests of the photoproduction amplitude and has been addressed in several experimental and theoretical analyses. Precise experimental data are available from MAMI [138], for earlier measurements see refs. [135, 139]. Within the framework of chiral perturbation theory, \( E_{0^+}(\pi^0 p) \) close to threshold has been calculated in the fundamental works of refs. [21–27, 236]. More recent ChPT calculations can be found in refs. [32–34]. The role of \( D^- \) waves has been discussed in refs. [35, 53].

ChPT calculations including isospin breaking have been performed in refs. [28–30] and relativistic chiral perturbation theory has been applied in ref. [32]. The new ChiralMAID approach [33] includes also electroproduction of charged pions. ChPT in two-pion photoproduction has been pioneered in refs. [24, 26] and nowadays ChPT calculations for photoproduction even on the tri-nucleon system have become possible [237].

Predictions of \( E_{0^+} \) from a dispersion-relation calculation can be found in ref. [238] and in ref. [239] the threshold region has been described within a dynamical model for \( \pi^0 \) photo- and electroproduction.

As visible in fig. 30, the opening of the \( \pi^+ n \) channel produces a kink in the \( \pi^0 p \) multipole amplitude. For the real part of \( E_{0^+} \), we note strong correlations between the value at the \( \pi^+ n \) threshold and the slope: A small value in combination with a small slope (fit 1) leads to a rather large negative value and slope (fit 2), adjusting the higher multipoles at the same time, of course.

The imaginary part of \( E_{0^+} \) in fit 2 is in good agreement with the high-precision determination of refs. [28,30] although it has to be stressed that in the latter works isospin breaking effects beyond those considered here are included. The small imaginary part below the \( \pi^+ n \) threshold originates from a non-vanishing \( \pi^0 p \rightarrow \pi^0 p \) transition, cf. fig. 1. In this context let us mention that the isoscalar scattering length of the Jülich2012 model [79] which enters into this calculation is with \( a_{0^+} = -16.6 \cdot 10^{-3} M_{\pi^+}^{-1} \) very small, but it is still twice as large as the recent high-precision ChPT result [29] of \( a_{0^+} = (7.6 \pm 3.1) \cdot 10^{-3} M_{\pi^+}^{-1} \).
Fig. 13. Recoil polarization of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: fit 1; solid (red) line: fit 2; data from Bonn [184–188], Kharkov [172,189–203], Tokyo [204–206], Caltech [207,208], Frascati [209,210], Yerevan [211–216], JLab [217,218], DNPL [176, 219], and CEA [220].

Fig. 14. Recoil polarization of the reaction $\gamma p \rightarrow \pi^+ n$. Dashed (blue) line: fit 1; solid (red) line: fit 2; data: GE81 [178], GE89 [221], BS79 [180].
Fig. 15. Double polarization $G$ of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: prediction based on fit 1; solid (red) line: fit 2; data: AH05 [223] (MAMI), BH79 [224], BH77 [225].

Fig. 16. Double polarization $G$ of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: prediction based on fit 1; solid (red) line: fit 2; data: TH12 [222] (ELSA). Systematic errors are separately shown as brown bars.

Fig. 17. Double polarization $G$ of the reaction $\gamma p \rightarrow \pi^+ n$. Dashed (blue) line: prediction based on fit 1; solid (red) line: fit 2; data: BL84 [226], AH05 [223] (MAMI), BS80 [227].

Fig. 18. Double polarization $H$ of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: prediction based on fit 1; solid (red) line: fit 2; data: BH77 [225], BH79 [224].
Fig. 19. Double polarization $H$ of the reaction $\gamma p \rightarrow \pi^+ n$. Dashed (blue) line: prediction based on fit 1; solid (red) line: fit 2; data: BL86 [228], BL84 [226], BS76 [229], BS80 [227].

Fig. 20. $\Delta \sigma_{31}$ of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: prediction based on fit 1; solid (red) line: fit 2; data: AH04 [142], AH02 [144] (MAMI).

In fig. 31, the $P$-wave combinations $P_1$ to $P_3$ are shown, divided by the $\pi^0$ c.m. momentum $q$. The $P_i$ are defined as

\[ P_1 = 3E_{1+} + M_{1+} - M_{1-} \]
\[ P_2 = 3E_{1+} - M_{1+} + M_{1-} \]
\[ P_3 = 2M_{1+} + M_{1-} \]  \hspace{1cm} (21)

The data points represent a single-energy analysis of the recent MAMI measurement performed in ref. [138]. Part of the discrepancy between that analysis and our fits certainly comes from employing a different data base. For our analysis, in addition to the data of ref. [138], we also use all data shown in figs. 3 and 7.

Predictions of the $P$-wave slopes from low-energy theorems have been pioneered in ref. [25] up to $O(q^3)$ and in ref. [240] up to $O(q^4)$. The $O(q^3)$ threshold prediction of ref. [240] is shown in fig. 31. For $P_1$, the prediction is in agreement with our fits. The deviation in $P_2$ is presumably due to too small errors of the experimental analysis. In principle one could fit the differences as LECs appear in $P_1$ and $P_2$ in the fourth order. For the reason just mentioned we refrain from fitting these LECs here.

One can use the value of $P_3$ from our fit 2, extrapolated to threshold ($P_3/q = 11.8 \cdot 10^{-3}/M_\pi^2$), to determine the counterterm $b_P$ [240]. We obtain $b_P = 14.5 \text{ GeV}^{-3}$ to order $O(q^3)$ and $b_P = 18.0 \text{ GeV}^{-3}$ to order $O(q^4)$. The latter value should be compared to the ones of the $O(q^4)$ fits of ref. [240] to older data: $b_P = 14.9 \text{ GeV}^{-3}$ (Schmidt et al. [135]) and $b_P = 13.0 \text{ GeV}^{-3}$ (Fuchs et al. [136]).
Fig. 21. $\Delta\sigma_{31}$ of the reaction $\gamma p \rightarrow \pi^+ n$. Dashed (blue) line: prediction based on fit 1; solid (red) line: fit 2; data: AH04 [142] (MAMI), AH06 [160] (MAMI).

Fig. 22. Double polarizations $E$ (upper 4 rows) and $F$ (lower 4 rows) of the reaction $\gamma p \rightarrow \pi^0 p$. Dashed (blue) line: prediction based on fit 1; solid (red) line: prediction based on fit 2.
Fig. 23. Double polarizations $E$ (upper 4 rows) and $F$ (lower 4 rows) of the reaction $\gamma p \to \pi^+ n$. Dashed (blue) line: prediction based on fit 1; solid (red) line: prediction based on fit 2.

Fig. 24. Double polarization $E$ of the reaction $\gamma p \to \pi^0 p$. Dashed (blue) line: prediction based on fit 1; solid (red) line: prediction based on fit 2; data: GO13 [230] (ELSA). Systematic errors are separately shown as brown bars.

3.4 Photocouplings

The photocouplings $\tilde{A}_h^{\text{pole}}$ (cf. the definition in appendix C) are complex quantities that specify the $\gamma N$ coupling to a resonance. They are well defined because they can be expressed in terms of pole positions and residues of pion photoproduction multipoles and elastic $\pi N$ scattering amplitudes. The $\tilde{A}_h^{\text{pole}}$ play the same role as the complex hadronic couplings $g$ at the pole discussed in ref. [79].
In particular, residues of multipole amplitude $M_{\mu \lambda}$ have the same factorizing property as the residues of a multichannel scattering amplitude and can be expressed as the product of the photocoupling $g_{\rho N}$ and the resonance coupling to the final state $\pi N$, i.e., \(\text{Res} \, M_{\pi N} \pi N = g_{\rho N} \pi N\). This means that the photocoupling at the pole is entirely independent of the final state of the studied photoproduction reaction.

Photocouplings at the pole are also the quantities to which, e.g., chiral unitary approaches to radiative baryon decays can compare [43, 241–244].

In contrast, the real-valued helicity amplitudes $A^h$ traditionally quoted [245] depend on the parameterization of the amplitude used in a particular approach. As shown in ref. [246], $A^h_{\text{pole}}$ becomes real only in case of a pure Breit-Wigner amplitude in the absence of background. In that case, $A^h_{\text{pole}} \equiv A^h$ [246]. As a side remark, sometimes helicity amplitudes calculated in quark models, real by construction, are compared to the $A^h$ quoted by the PDG [245]: in view of the unclear physical meaning of the $A^h$ one should be very cautious when doing that kind of comparison.

In this context, note also that the bare, real couplings $\gamma^h_{\mu \lambda}$ in our parameterization of eq. (9) do not have any physical meaning; in particular, they cannot have the meaning of helicity amplitudes of bare resonance states as sometimes claimed in quark model calculations. The bare parameters $\gamma^h_{\mu \lambda}$ suffer from the same dependencies on the renormalization scheme and channel space as the bare hadronic couplings $\gamma_{\mu \lambda}$. See sects. 4.5 and 4.6 of ref. [79] for a comprehensive discussion of this issue.

In tables 2 and 3, we list the results for the photocouplings at the pole ($A^h_{\text{pole}} \in \mathbb{R}$),

$$A^h_{\text{pole}} = \frac{i \alpha_{\text{pole}}}{\sqrt{2}} e^{ih},$$  \hspace{1cm} (22)

of the isospin 1/2 and 3/2 resonances calculated in this study together with the pole positions extracted in the Jülich2012 analysis [79]. The analytic continuation is performed with the methods derived in ref. [83]. Additionally, we compare our results to the ones of the Bonn-Gatchina group [55], the recent ANL-Osaka analysis [68] and parameters extracted [246] from an older version of the GWU/SAID multipole analysis [247, 248]. Our conventions for the photocouplings are identical to those of ref. [246] and can be found in appendix C.

In tables 2 and 3, the photocouplings are quoted for both fit 1 and fit 2. For prominent resonances such as the $N(1535)1/2^+$, the moduli of the photocoupling are similar in both fits, in contrast to some of the angles, that can differ by more than $20^\circ$. Angles are in general less well determined than the magnitude of photocouplings. For less prominent resonances, like the $N(1710)1/2^+$ or $\Delta(1930)5/2^+$, the modulus can change by up to a factor of two. This demonstrates that the recent data from ELSA, JLab, MAMI, Spring-8, and GRAAL, included in fit 2 but not in fit 1, have a major impact on the quantitative determination of resonance properties.

We find small to moderate angles $\theta^h$ for several resonances, among them the $\Delta(1232)3/2^-$, $N(1650)1/2^-$, $N(1440)1/2^+$, $N(1520)3/2^-$, in fair agreement with ref. [246]. This has led to speculations [246] that the difference between the (real) $A^h$ quoted in the Particle Data

![Fig. 26. Polarization transfer $C_{\gamma L}^L$ of the reaction $\gamma p \rightarrow \pi^0 p$. Note that this observable is defined with respect to the lab frame but shown for different values of the c.m. scattering angle $\theta$. Dashed (blue) lines: prediction based on fit 1; solid thick lines: prediction based on fit 2. For both fits, the predictions are angle-averaged as indicated, corresponding to the MAMI angular bins (black squares, SI13 [232]). The thin red lines show the predictions of fit 2 for the JLab 2002 measurements (blue circles, WI02 [217]). The magenta line shows the prediction of fit 2 at $\theta = 143^\circ$ of the JLab 2012 data point (magenta star, LU12 [218]). Note that the JLab data WI02 [217] are shown here with a reversed sign due to different conventions (cf. appendix B)]. Systematic errors of the MAMI data SI13 [232] are separately shown as brown bars.](image1)

![Fig. 27. Polarization transfer $C_{\gamma L}^L$ of the reaction $\gamma p \rightarrow \pi^0 p$. Note that this observable is defined with respect to the lab frame but shown for different values of the c.m. scattering angle $\theta$. Dashed (blue) lines: prediction based on fit 1; solid (red) lines: prediction based on fit 2. Both curves show the prediction for the JLab 2002 data (blue circles, WI02 [217]). The magenta line shows the prediction of fit 2 at $\theta = 143^\circ$ of the JLab 2012 data point (magenta star, LU12 [218]).](image2)
The resonance appears as a quasi-bound KY state generated from coupled-channel scattering in the $\pi N$, $\eta N$, and $KY$ channels. The photocoupling at $Q^2 = 0$ was predicted to be around $50 - 75 \cdot 10^{-3}$ GeV$^{-1/2}$ with an angle of around $-35^\circ$ (the values do not change much if evaluated at the pole position, as we have checked). This prediction compares well to the present data analysis, see table 2.

Our value of the photocoupling $A_{1/2}^{1/2}$ for the $N(1710)1/2^+$ is rather small. Including kaon photoproduction data into the approach might lead to a different value because in the Jülich2012 analysis [79] a considerable impact of the $N(1710)1/2^+$ on those channels was observed. A fairly good agreement with the SAID and the Bonn-Gatchina results is found in case of the $N(1520)3/2^-$; the corresponding multipoles $E_{2-}(1/2)$ and $M_{2-}(1/2)$ are indeed quite large and seem to be well determined, cf. fig. 28. An agreement with the Bonn-Gatchina group is also observed for the $N(1675)5/2^-$ and the $N(1680)5^2^+$. In contrast, the large $\gamma N$ coupling of the $\Delta(1600)3/2^+$ results in photocouplings $A_{1/2}^{1/2}$ and $A_{3/2}^{1/2}$ much larger than the ones of the other analyses and is reflected in a resonance-like structure around 1600 MeV in the $E_{1+}(3/2)$ multipole, see fig. 29. A similar structure has been observed in preliminary results of a new parameterization of the MAID approach [235]. In case of the book [245] and the photocouplings at the pole is possibly not large. However, an inspection of tables 2 and 3 reveals that the complex phases are, in general, not really small.

As can be seen in table 2, the real part of the pole position of the $N(1535)1/2^-$ resonance is similar in all quoted analyses, while the imaginary part in the present approach is rather small. Our $N(1650)1/2^-$, on the other hand, is wider compared to other analyses. This illustrates the difficulties to extract pole positions in the $S_{11}$ partial wave [83]. As a result of the small width of the $N(1535)1/2^-$ we also obtain a smaller photocoupling $A_{1/2}^{1/2}$. The same correlation can be observed for the $\Delta(1620)1/2^-$ in table 3. Likewise, for the $\Delta(1232)3/2^+$, the slightly different pole position in our analysis leads to photocouplings $A_{1/2}^{1/2}$ and $A_{3/2}^{1/2}$ slightly different from the ones in the other analyses. In case of the Roper resonance $N(1440)1/2^+$ our result is in good agreement with the SAID analysis.

The photocoupling of the $N(1535)1/2^-$ and its $Q^2$ dependence has been evaluated in the chiral unitary approach of ref. [242]. The resonance appears as a quasi-bound KY state generated from coupled-channel scattering in the $\pi N$, $\eta N$, and $KY$ channels. The photocoupling at $Q^2 = 0$ was predicted to be around $50 - 75 \cdot 10^{-3}$ GeV$^{-1/2}$ with an angle of around $-35^\circ$ (the values do not change much if evaluated at the pole position, as we have checked). This prediction compares well to the present data analysis, see table 2.

Our value of the photocoupling $A_{1/2}^{1/2}$ for the $N(1710)1/2^+$ is rather small. Including kaon photoproduction data into the approach might lead to a different value because in the Jülich2012 analysis [79] a considerable impact of the $N(1710)1/2^+$ on those channels was observed. A fairly good agreement with the SAID and the Bonn-Gatchina results is found in case of the $N(1520)3/2^-$; the corresponding multipoles $E_{2-}(1/2)$ and $M_{2-}(1/2)$ are indeed quite large and seem to be well determined, cf. fig. 28. An agreement with the Bonn-Gatchina group is also observed for the $N(1675)5/2^-$ and the $N(1680)5^2^+$. In contrast, the large $\gamma N$ coupling of the $\Delta(1600)3/2^+$ results in photocouplings $A_{1/2}^{1/2}$ and $A_{3/2}^{1/2}$ much larger than the ones of the other analyses and is reflected in a resonance-like structure around 1600 MeV in the $E_{1+}(3/2)$ multipole, see fig. 29. A similar structure has been observed in preliminary results of a new parameterization of the MAID approach [235]. In case of the

Fig. 28. Isospin $J = 1/2$ multipoles. Points: GWU/SAID CM12 solution [3] (single-energy solution for $E_{0+}$ to $M_{3-}$, energy-dependent solution for $E_{3+}$ to $M_{5-}$). Dashed (blue) line: fit 1; solid (red) line: fit 2.
prominent $\Delta(1950)/2^+$ all analyses obtain similar results.

For some very wide resonances ($N(2220)/9/2^+$, $\Delta(1910)/1/2^+$, $\Delta(1920)/3/2^+$, $\Delta(1930)/5/2^-$, $\Delta(2200)/7/2^-$, $\Delta(2400)/9/2^-$), the photocouplings are sometimes sizable and very different for fit 1 and fit 2. There are very large uncertainties attached to these values, because the higher multipoles themselves are not uniquely determined as seen in the previous section. Second, some of these resonances are not well determined by hadronic data, see the discussion in ref. [79]. Extreme examples are the $N(1750)/1^+$ and the $\Delta(1920)/3/2^+$. Third, as these resonances are so wide, their contribution to the multipole is difficult to disentangle from background terms; partial cancellations of different contributions to a multipole may occur rendering $A_{\text{pole}}$ unnaturally large. We do not assign much significance to the existence or properties of these resonances [79]. The $N(2250)/9/2^-$ is also very wide, but the resonance shape is clearly visible in the $\pi N$ partial wave [2] and its properties can be determined more reliably.

In the absence of a reliable tool to bring systematic data uncertainties under control, a rigorous error estimate is not possible. However, one can obtain a qualitative estimate from re-fits based on a re-weighted data set, imposing that the $\chi^2$ of the re-fit should not deviate from the best $\chi^2$ by more than 5%. Altogether, we have performed seven re-fits assigning weights different from one to certain subgroups of observables, such that the 5% criterion is fulfilled. The seven subgroups are the observables $d\sigma/d\Omega$, $\Sigma$, $T$, $P$, and $(d\sigma/d\Omega, G, H)$ for both final states, and $d\sigma/d\Omega$ and $\Sigma$ only for $\pi^+n$ in the final state. The errors quoted in tables 2 and 3 reflect the maximal deviations from the values of the best fit, found in any of the re-fits.

As discussed, the absolute size of these errors is not well determined, but the relative size among different resonances indeed helps to assess how reliably the photocouplings at the pole are determined by data. The errors for the lower-lying, well-established resonances are often considerably smaller than for the higher-spin resonances. Also, resonances with a very large width often exhibit larger errors, as, e.g., in case of the $\Delta(1930)/5/2^-$ whose photocoupling is basically undetermined. It should be noted that through the parameterization of eq. (9) resonances and background can be excited independently by the photon, without making assumptions on the underlying dynamics. For wide resonances, this translates generally in larger uncertainty of the photocoupling at the pole, reflecting the inherent difficulty to separate background from resonance contributions in these cases.
4 Summary

Photocouplings at the resonance pole are well-defined quantities and, therefore, appropriate to specify the electromagnetic excitations of resonances. They are given as ratios of residues that, together with pole positions, characterize resonances. The corresponding values are necessarily complex. To determine the photocouplings, a reliable analytic continuation to the resonance poles is needed. Here, we rely on the Jülich2012 dynamical coupled-channel model which guarantees unitarity and analyticity, and incorporates general S-matrix principles such as the correct branch points on the real axis and in the complex plane.

In the present study of pion photoproduction, we have chosen a highly flexible, model-independent form of the photo excitation inspired by the GWU/DAC CM12 parameterization. This enables an accurate fit of over 20000 photoproduction data of the reactions $\gamma p \to \pi^0 p$ and $\gamma p \to \pi^+ n$, for altogether seven observables: $d\sigma/d\Omega$, $\Sigma$, $T$, $P$, $\Delta\sigma_{31}$, $G$, and $H$. The polarization observables $E$, $F$, $C_{C'_{L}}$, and $C_{T_{L}}$ are predicted. Minimal chiral constraints and the incorporation of some isospin breaking effects allow for a precise description of the data even very close to threshold.

In order to shed light on the impact of recent high-precision measurements by ELSA, JLab, MAMI, Spring-8 and GRAAL, we have performed another fit where we omitted those recent data and included only data on $d\sigma/d\Omega$, $\Sigma$, $T$, and $P$. The predictions of $\Delta\sigma_{31}$, $G$, and $H$ based on such a fit turned out to be surprisingly good. However, the explicit inclusion of actual data on those observables definitely has a significant quantitative influence on the values of the resulting resonance photocouplings.

The resonance positions and residues were determined in the hadronic Jülich2012 analysis. The photocouplings extracted in the present study are found to be in qualitative agreement with other determinations in most cases. Since, in general, the phase angle is not small, the traditionally quoted, real helicity couplings cannot be identified from the data. Regardless, the phase angle is small enough to be precisely determined from the data. The numerical calculations were made possible through the grant jikp07 at the JUROPA supercomputer of the Forschungszentrum Jülich. This work is also supported by the EU Integrated Infrastructure Initiative HadronPhysics3 (contract number 283286) and by the DFG (Deutsche Forschungsgemeinschaft, GZ: DO 1302/1-2 and SFB/TR 16, “Subnuclear Structure of Matter”). The work of F.H. has been partially supported by the FFE Grant No. 4178390 (COSY-058) and by the One Hundred Person Project of the University of Chinese Academy of Sciences.
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Table 2. Properties of the $I = 1/2$ resonances: Pole positions $E_p$ ($\Gamma_{\text{tot}}$ defined as $-2 \text{Im } E_p$), photocouplings at the pole ($A_{\text{pole}}^h, \vartheta^h$) according to eq. (22).

|                | Re $E_p$ | $-2 \text{ Im } E_p$ | $A_{\text{pole}}^{1/2}$ | $\vartheta^{1/2}$ | $A_{\text{pole}}^{3/2}$ | $\vartheta^{3/2}$ |
|----------------|---------|-----------------------|---------------------------|-------------------|---------------------------|-------------------|
|                | [MeV]   | [MeV]                 | [10^{-3} \text{ GeV}^{-1/2}] | [deg]             | [10^{-3} \text{ GeV}^{-1/2}] | [deg]             |
|                |         |                       | 1                         | 2                 | 1                         | 2                 |
| $N(1535) 1/2^-$| 1498    | 74                    | 57                        | $50^{+4}_{-4}$    | $-51                   $ | $-45^{+12}_{-10}$  |
| BuGa [55]      | 1501 ±4 | 134 ± 11              | $116                   $ | $7 ± 6             |                           |                   |
| ANL-Osaka [68] | 1482    | 196                   | 161                       | 9                 |                           |                   |
| SAID [246]     | 1502    | 95                    | $77                   $ | 4                 |                           |                   |
| $N(1650) 1/2^-$| 1677    | 146                   | 27                        | $23^{+3}_{-3}$    | $-14                   $ | $-29^{+28}_{-15}$  |
| BuGa [55]      | 1647 ±6 | 103 ± 8               | $33                   $ | $-9 ± 15           |                           |                   |
| ANL-Osaka [68] | 1656    | 170                   | 40                        | $-44              |                           |                   |
| SAID [246]     | 1648    | 80                    | $35                   $ | $-16              |                           |                   |
| $N(1440) 1/2^+$ | 1353   | 212                   | $-58                      | $-54^{+3}_{-3}$   | $-44                   $ | $-43^{+4}_{-2}$    |
| BuGa [55]      | 1370 ±4 | 190 ± 7               | $-44                   $ | $-38 ± 5           |                           |                   |
| ANL-Osaka [68] | 1374    | 152                   | $49                        | $-10              |                           |                   |
| SAID [246]     | 1359    | 162                   | $-66                   $ | $-38              |                           |                   |
| $N(1710) 1/2^+$| 1637    | 97                    | 15                        | $28^{+9}_{-2}$    | 13                       | $77^{+20}_{-6}$   |
| BuGa [55]      | 1687 ±17| 200 ± 25              | $55                   $ | $-10 ± 65          |                           |                   |
| ANL-Osaka [68] | 1746    | 354                   | $86                        | $106              |                           |                   |
| $N(1750) 1/2^+$ | 1742   | 318                   | $-2                      $ | $-10^{+3}_{-4}$   | $8                       $ | $32^{+13}_{-12}$  |
| $N(1720) 3/2^+$| 1717    | 208                   | 39                        | $51^{+5}_{-4}$    | 31                       | $-8^{+9}_{-4}$    |
| BuGa [55]      | 1660 ±30| 450 ± 100             | $110                   $ | $0 ± 40            |                           |                   |
| ANL-Osaka [68] | 1703    | 140                   | $234                   $ | 2                 |                           |                   |
| $N(1520) 3/2^-$| 1519    | 110                   | $-27                      | $-24^{+8}_{-3}$   | $-18                   $ | $-24^{+16}_{-6}$  |
| BuGa [55]      | 1507 ±3 | 111 ± 5               | $-21                   $ | $0 ± 5             |                           |                   |
| ANL-Osaka [68] | 1501    | 78                    | $38                        | 2                 |                           | $-173            |
| SAID [246]     | 1515    | 113                   | $-24                   $ | $-7               |                           |                   |
| $N(1675) 5/2^-$| 1650    | 126                   | 22                        | $22^{+4}_{-7}$    | 24                       | $38^{+5}_{-2}$    |
| BuGa [55]      | 1654 ±4 | 151 ± 5               | $24                        $ | $-16 ± 5          |                           |                   |
| ANL-Osaka [68] | 1650    | 150                   | $5                       $ | $-22              |                           |                   |
| $N(1680) 5/2^+$| 1666    | 108                   | $-12                      | $-13^{+2}_{-5}$   | $-46                   $ | $-60^{+9}_{-18}$  |
| BuGa [55]      | 1676 ±6 | 113 ± 4               | $-13                   $ | $-25 ± 22          |                           |                   |
| ANL-Osaka [68] | 1665    | 98                    | $53                        $ | $-5               |                           |                   |
| $N(1990) 7/2^+$| 1788    | 282                   | 19                        | $10^{+11}_{-6}$   | $-76                   $ | $-173^{+108}_{-15}$|
| BuGa [55]      | 2003 ±65| 240 ± 60              | $42                      $ | $-30 ± 20          |                           | $58 ± 12$         |
| $N(2190) 7/2^-$| 2092    | 363                   | $-48                      | $-83^{+7}_{-3}$   | $-16                   $ | $-28^{+6}_{-2}$   |
| BuGa [55]      | 2150 ±25| 330 ± 30              | $-63                   $ | $10 ± 15           |                           |                   |
| $N(2250) 9/2^-$| 2141    | 465                   | $-56                      | $-90^{+25}_{-22}$ | $-91                   $ | $-11^{+4}_{-11}$  |
| BuGa [55]      | 2195 ±45| 470 ± 50              | $<10                    $ | $<10               |                           |                   |
| $N(2220) 9/2^+$| 2196    | 662                   | $-108                     | $-233^{+84}_{-44}$| $-93                   $ | $-91^{+10}_{-4}$  |
| BuGa [55]      | 2150 ±35| 440 ± 40              | $<10                    $ | $<10               |                           |                   |

(a) Not identified with PDG name.
(b) Dynamically generated.
Table 3. Properties of the $I = 3/2$ resonances: Pole positions $E_p$ ($\Gamma_{\text{tot}}$ defined as $-2\Im E_p$), photocouplings at the pole ($A^\mu_{\text{pole}}, \vartheta^\mu$) according to eq. (22).

| fit→ | $\text{Re} E_p$ | $\text{−2 Im} E_p$ | $A^{1/2}_{\text{pole}}$ | $\vartheta^{1/2}$ | $A^{3/2}_{\text{pole}}$ | $\vartheta^{3/2}$ |
|------|-----------------|-------------------|---------------------|----------------|---------------------|----------------|
|      | [MeV] [MeV]     |                   | [10$^{-3}$ GeV$^{-1/2}$] [deg] |                   | [10$^{-3}$ GeV$^{-1/2}$] [deg] |                   |
| $\Delta(1620) 1/2^-$ | 1599 71 | −28 −28$^{+6}_{-2}$ 85 92$^{+1}_{-4}$ | 1 2 1 2 | 1 2 1 2 |
| BnGa [55] | 1597 ± 4 130 ± 9 | 52 ± 5 −9 ± 9 | |
| ANL-Osaka [68] | 1592 136 | 113 −1 | |
| $\Delta(1910) 1/2^+$ | 1788 575 | −200 −240$^{+24}_{-47}$ −87 47$^{+9}_{-4}$ | 1 2 1 2 | 1 2 1 2 |
| BnGa [55] | 1850 ± 40 350 ± 45 | 23 ± 9 40 ± 90 | |
| ANL-Osaka [68] | 1854 368 | 52 170 | |
| $\Delta(1232) 3/2^+$ | 1220 86 | −116 −114$^{+10}_{-4}$ −27 −27$^{+1}_{-2}$ | −231 −229$^{+3}_{-4}$ 15 −15$^{+0.3}_{-0.4}$ | −6 |
| BnGa [55] | 1210 ± 1 99 ± 2 | −131±3.5 −19 ± 2 | −254±4.5 −9 ± 1 | |
| ANL-Osaka [68] | 1211 102 | −133 −15 −257 −3 | |
| SAID [246] | 1211 99 | −136 ± 5 −18 −255 ± 5 | |
| $\Delta(1600) 3/2^{+ (a)}$ | 1553 352 | 260 193$^{+23}_{-24}$ 27 15$^{+9}_{-15}$ | −72 −254$^{+85}_{-86}$ −54 −25$^{+10}_{-6}$ | |
| BnGa [55] | 1498 ± 25 230 ± 50 | 53 ± 10 130 ± 25 | 41 ± 11 165 ± 17 | |
| ANL-Osaka [68] | 1734 352 | 72 −109 136 | |
| $\Delta(1920) 3/2^+$ | 1724 863 | 46 190$^{+50}_{-22}$ 8 −137$^{+24}_{-11}$ −352 −398$^{+70}_{-67}$ −85 −87$^{+4}_{-5}$ | 115$^{+25}_{-50}$ −160 ± 20 | |
| BnGa [55] | 1890 ± 30 300 ± 60 | 130$^{+30}_{-60}$ −65 ± 20 | |
| ANL-Osaka [68] | 1734 352 | 72 −109 136 | |
| $\Delta(1700) 3/2^-$ | 1675 303 | 106 109$^{+10}_{-10}$ 10 −12$^{+12}_{-9}$ 141 111$^{+27}_{-15}$ 27 21$^{+9}_{-11}$ | |
| BnGa [55] | 1680 ± 10 305 ± 15 | 170 ± 20 50 ± 15 | 170 ± 25 45 ± 10 | |
| ANL-Osaka [68] | 1707 340 | 59 −70 125 | −75 | |
| $\Delta(1930) 5/2^-$ | 1775 646 | 84 130$^{+73}_{-96}$ −55 −177$^{+77}_{-26}$ −231 −56$^{+5}_{-151}$ 82 42$^{+77}_{-76}$ | |
| ANL-Osaka [68] | 1936 210 | 53 −21 35 −15 | |
| $\Delta(1905) 5/2^{+}$ | 1770 259 | 61 13$^{+13}_{-5}$ −92 19$^{+72}_{-36}$ 112 72$^{+16}_{-16}$ 85 67$^{+13}_{-7}$ | |
| BnGa [55] | 1805 ± 10 300 ± 15 | 25 ± 5 −23 ± 15 −50 ± 4 0 ± 10 | |
| ANL-Osaka [68] | 1765 188 | 8 −97 18 | −90 | |
| $\Delta(1950) 7/2^+$ | 1884 234 | −68 −71$^{+4}_{-3}$ −18 −29$^{+2}_{-4}$ −85 −89$^{+8}_{-7}$ −16 −25$^{+3}_{-1}$ | |
| BnGa [55] | 1890 ± 4 243 ± 8 | −72 ± 4 −7 ± 5 −96 ± 5 −7 ± 5 | |
| ANL-Osaka [68] | 1872 206 | −62 −9 −76 2 | |
| $\Delta(2200) 7/2^-$ | 2147 477 | 41 107$^{+11}_{-20}$ −105 −72$^{+5}_{-5}$ −29 −131$^{+24}_{-9}$ 71 78$^{+9}_{-5}$ | |
| $\Delta(2400) 9/2^-$ | 1969 577 | −59 −128$^{+46}_{-12}$ 39 63$^{+24}_{-3}$ −15 −115$^{+42}_{-24}$ 27 84$^{+17}_{-28}$ | |

(a) Dynamically generated.
Appendix A. Multipole decomposition

We start by writing the reaction amplitude for the (pseudoscalar) meson photoproduction process,

\[ \gamma(k) + N(p) \rightarrow M(q) + N(p'), \]

where the arguments \( k, p, q, \) and \( p' \) stand for the four-momenta of the incident photon, target nucleon, emitted meson, and recoil nucleon, respectively. Following refs. [249, 250], the photoproduction amplitude of pseudoscalar mesons is written as

\[ J = iJ_1 \hat{\sigma} \cdot \hat{\epsilon} + J_2 \hat{\sigma} \cdot \vec{q} \hat{\sigma} \cdot (\vec{k} \times \vec{\epsilon}) + iJ_3 \hat{\sigma} \cdot \vec{k} \cdot \hat{\epsilon} \]

\[ + iJ_4 \hat{\sigma} \cdot \vec{q} \cdot \hat{\epsilon} \]

where \( \vec{q} \) and \( \vec{k} \) denote the meson and photon momentum, respectively; the photon polarization vector is denoted by \( \vec{\epsilon} \).

For further convenience, we rewrite eq. (A.2) as [251]

\[ \hat{M} = -iJ = F_1 \hat{\sigma} \cdot \vec{q} \hat{\sigma} \cdot (\vec{k} \times \vec{\epsilon}) + F_2 \hat{\sigma} \cdot \vec{k} \cdot \hat{\epsilon} + F_3 \hat{\sigma} \cdot \vec{q} \cdot \hat{\epsilon} \]

where

\[ F_1 \equiv J_1 - xJ_2, \quad F_2 \equiv J_2, \quad F_3 \equiv J_2 + J_3, \quad F_4 \equiv J_4. \]

Note that the forms of the amplitudes given by eqs. (A.2), (A.3) are coordinate-independent.

The multipole decomposition of the photoproduction amplitude \( J \) in eq. (A.2) is given by [249, 250]

\[ \begin{pmatrix} J_1 \\ J_2 \\ J_3 \\ J_4 \end{pmatrix} = \frac{4\pi E}{m_N} \sum_{L=0}^{\infty} \tilde{D}_L(x) \begin{pmatrix} E_{L+} \\ E_{L-} \\ M_{L+} \\ M_{L-} \end{pmatrix}, \]

where \( L \) stands for the orbital angular momentum of the final nucleon-pion state. The electric and magnetic multipoles \( E_{L\pm} \) and \( M_{L\pm} \) correspond to our photoproduction amplitude \( M \) in eq. (8) for a given partial wave with \( J = L \pm \frac{1}{2} \).

The matrix \( \tilde{D}_L(x) \) is given by [249]

\[ \tilde{D}_L \equiv \begin{pmatrix} P^p_{L+1}P^p_{L-1} & LP^p_{L+1} & (L + 1)P^p_{L-1} \\ 0 & (L + 1)P^p_L & LP^p_L \\ P^p_{L+1}P^p_{L-1} & -P^p_{L+1} & P^p_{L-1} \\ 0 & -P^p_L & P^p_L \end{pmatrix}, \]

with \( P^p_L \equiv P^p_L(x) \) and \( LP^p_L \equiv LP^p_L(x) \) denoting, respectively, the derivative and the double-derivative of the Legendre Polynomial of the first kind, \( P_L \equiv P_L(x) \), with respect to \( x \).

Considering partial waves with \( J^p \leq 9/2 \) corresponding to orbital angular momentum \( L \leq 5 \) (remember that this excludes \( E_{5+} \) and \( M_{5+} \)), one obtains from eqs. (A.4) and (A.5)

\[ F_1 = -i \frac{4\pi E}{m_N} \frac{1}{128} \begin{pmatrix} 32(4E_{0+} + 9E_{2+} + 4M_{2-} + 9M_{4-}) \\ + 2\cos(\theta)(192E_{1+} + 360E_{3+} + 525E_{5+} - 64M_{1-} + 64M_{1+} + 168M_{3-} + 24M_{3+} + 345M_{5-} + 15M_{5+}) \\ + 8\cos(2\theta)(60E_{2+} + 105E_{4+} - 48M_{2-} + 48M_{2+}) \\ + 40M_{4-} + 20M_{4+} + 5\cos(3\theta)(112E_{3+} + 189E_{5+} - 144M_{3-} + 144M_{3+} + 49M_{5-} + 63M_{5+}) \\ + 70\cos(4\theta)(9E_{4+} + 16(M_{4-} - M_{4+})) \end{pmatrix}, \]

\[ F_2 = -i \frac{4\pi E}{m_N} \frac{1}{64} \begin{pmatrix} 64M_{1-} + 128M_{1+} \\ + 24\cos(\theta)(16M_{2-} + 24M_{2+} + 60M_{4-} + 75M_{4+}) \\ + 60\cos(2\theta)(12M_{3-} + 16M_{3+} + 35M_{5-} + 42M_{5+}) \\ + 9(48M_{3-} + 64M_{3+} + 125M_{5-} + 150M_{5+}) \\ + 280\cos(3\theta)(14M_{4-} + 5M_{4+}) \\ + 315\cos(4\theta)(5M_{5-} + 6M_{5+}) \end{pmatrix}, \]

\[ F_3 = -i \frac{4\pi E}{m_N} \frac{1}{64} \begin{pmatrix} 192E_{1+} + 24\cos(\theta)(40E_{2+} + 175E_{4+}) \\ + 4(4M_{2-} - 4M_{2+} + 35M_{4-} - 25M_{4+}) \\ + 60\cos(2\theta)(28E_{3+} + 105E_{5+} + 12M_{3-} - 12M_{3+} + 91M_{5-} - 63M_{5+} + 1200E_{3+}) \\ + 280\cos(3\theta)(9E_{4+} + 4M_{4-} - 4M_{4+}) \\ + 315\cos(4\theta)(11E_{5+} + 5M_{5-} - 5M_{5+}) \\ - 3675E_{5+} + 64M_{1-} - 64M_{1+} + 816M_{3-} - 624M_{3+} + 3525M_{5-} - 2325M_{5+} \end{pmatrix}, \]

\[ F_4 = -i \frac{4\pi E}{m_N} \frac{3}{8} \begin{pmatrix} -2(4E_{2+} + 25E_{4+} + 8M_{2-} - 4M_{2+}) \\ - 50M_{4-} - 25M_{4+} - 5\cos(\theta)(8E_{3+} + 35E_{5+} + 16M_{3-} - 8M_{3+} + 70M_{5-} - 35M_{5+}) \\ - 70\cos(2\theta)(E_{4+} + 2M_{4-} - M_{4+}) \\ - 105\cos(3\theta)(E_{5+} + 2M_{5-} - M_{5+}) \end{pmatrix}. \]

Appendix B. Observables

In order to explain our conventions, we explicitly define the spin-polarization observables first in a coordinate-independent manner. We then provide expressions for the
specific coordinate systems relevant for their actual measurements. We will also give some details how these observables are calculated in the present work in terms of the multiple amplitudes introduced in sect. 2.2.

Appendix B.1. Definitions of the observables

In the following, we introduce a set of coordinate-independent unit vectors

\[ \hat{n}_3 = \hat{k}, \quad \hat{n}_2 = \frac{\hat{k} \times \hat{q}}{|\hat{k} \times \hat{q}|}, \quad \hat{n}_1 = \hat{n}_2 \times \hat{n}_3. \]  

Note that in terms of \{\hat{n}_1, \hat{n}_2, \hat{n}_3\}, the center-of-momentum (c.m.) Cartesian coordinate system \{\hat{x}, \hat{y}, \hat{z}\}, where \( \hat{k} + \hat{p} = \hat{q} + \hat{p}' = 0 \), and the laboratory (lab) Cartesian coordinate system \{\hat{x}_L, \hat{y}_L, \hat{z}_L\}, where \( \hat{p}' = 0 \), are given by

\[
\{\hat{x}_L, \hat{y}_L, \hat{z}_L\} = \{\hat{n}_1, \hat{n}_2, \hat{n}_3\}_{(\text{lab})},
\]

where the subscript (cm) and (lab) indicate that \( \{\hat{n}_1, \hat{n}_2, \hat{n}_3\} \) is to be evaluated in the c.m. and lab frame, respectively.

The reaction plane is defined as the \( (\hat{n}_1, \hat{n}_3) \)-plane. Then, \( \hat{n}_2 \) is perpendicular to the reaction plane.

A real photon has two independent polarization states. A linearly polarized photon is specified by \( \hat{c}_\parallel \) and \( \hat{c}_\perp \), where \( \hat{c}_\parallel \) (or \( \hat{c}_\perp \)) stands for the photon polarization vector parallel (perpendicular) to the reaction plane. More generally, we define the linearly polarized photon states \( \hat{c}'_\parallel \) and \( \hat{c}'_\perp \), obtained by rotating \( \hat{c}_\parallel \) and \( \hat{c}_\perp \) (counterclockwise) by an angle \( \phi \) about the \( \hat{n}_3 \)-axis, i.e.,

\[
\hat{c}'_\parallel = \cos \phi \hat{c}_\parallel + \sin \phi \hat{c}_\perp,
\hat{c}'_\perp = -\sin \phi \hat{c}_\parallel + \cos \phi \hat{c}_\perp.
\]

The circularly polarized photon is specified by

\[
\hat{c}_\pm \equiv \pm \frac{1}{\sqrt{2}} \left( \hat{c}_\parallel \pm i \hat{c}_\perp \right).
\]

For further convenience, we also introduce the projection operator \( \hat{P}_\lambda \) which specifies the state of the photon polarization; namely, \( \hat{P}_\lambda \hat{c}_\lambda = \hat{c}_\lambda \). Note that \( \hat{P}_\lambda \hat{P}_\mp = \delta_{\lambda\mp} \) and \( \lambda \sum \hat{P}_\lambda = 1 \). The projection operator \( \hat{P}_\lambda \) defined here is associated with the Stokes vector \( \hat{P}^S \) [252], which specifies the direction and degree of polarization of the photon. For example, \( \hat{P}_\pm \) corresponds to \( \hat{P}^S_{\pm n_3} = \pm 1 \), while \( \hat{P}_\pm \hat{P}_\mp \) corresponds to \( \hat{P}^S_{\pm n_3} = +1 \) (\( \hat{P}^S_{\mp n_3} = -1 \)). Furthermore, the difference of the appropriate projection operators can be expressed in terms of the usual Pauli spin matrices in photon helicity space, i.e., \( \hat{P}_- - \hat{P}_+ = \sigma_{n_3} \) and \( \hat{P}_- \hat{P}_+ = \sigma_{n_3} \).

We now define the coordinate-independent observables. Provided the reaction amplitude \( \hat{M} \) in eq. (A.3) is Lorentz invariant, these observables are also Lorentz invariants. The cross section is defined as

\[
\frac{d\sigma}{d\Omega} \equiv \frac{1}{4} \text{Tr}[\hat{M}\hat{M}^\dagger],
\]

where the trace is over both the nucleon spin and photon polarization. The appearance of the factor \( \frac{1}{4} \) is due to the averaging over the target-nucleon spin and the photon-beam polarization.

The single polarization observables, namely, the beam, target, and recoil polarization asymmetries, \( \Sigma, T, \) and \( P, \) respectively, are defined as

\[
\frac{d\sigma}{d\Omega} \Sigma \equiv \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_- - \hat{P}_+),\hat{M}^\dagger],
\]

\[
\frac{d\sigma}{d\Omega} T \equiv \frac{1}{4} \text{Tr}[\hat{M}\sigma_{n_3},\hat{M}^\dagger],
\]

\[
\frac{d\sigma}{d\Omega} P \equiv \frac{1}{4} \text{Tr}[\hat{M}\hat{M}^\dagger\sigma_{n_3}].
\]

The beam-target asymmetries, \( E, F, G, \) and \( H, \) are defined as

\[
\frac{d\sigma}{d\Omega} E \equiv -\frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+ + \hat{P}_-),\sigma_{n_3},\hat{M}^\dagger]
= -\frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+),\sigma_{n_3},\hat{M}^\dagger] + \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_-),\sigma_{n_3},\hat{M}^\dagger],
\]

\[
\frac{d\sigma}{d\Omega} F \equiv \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+ - \hat{P}_-),\sigma_{n_3},\hat{M}^\dagger]
= \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+),\sigma_{n_3},\hat{M}^\dagger] - \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_-),\sigma_{n_3},\hat{M}^\dagger],
\]

\[
\frac{d\sigma}{d\Omega} G \equiv -\frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+ - \hat{P}_-),\sigma_{n_3},\hat{M}^\dagger]
= -\frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+),\sigma_{n_3},\hat{M}^\dagger] + \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_-),\sigma_{n_3},\hat{M}^\dagger],
\]

\[
\frac{d\sigma}{d\Omega} H \equiv \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+ - \hat{P}_-),\sigma_{n_3},\hat{M}^\dagger]
= \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+),\sigma_{n_3},\hat{M}^\dagger] - \frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_-),\sigma_{n_3},\hat{M}^\dagger].
\]

Here, in the definitions of \( G \) and \( H, \) the projection operators \( \hat{P}_\parallel \) and \( \hat{P}_\perp \) correspond to the photon polarizations given by eq. (B.3) with \( \phi = \pi/4 \). We note that in the above definition of \( E \) and \( G, \) we have introduced a minus sign so that our convention matches that of the SAID group [104] in the c.m. frame.

The beam-recoil asymmetries, \( C_{n_i} \) and \( O_{n_i} \) (\( i = 1, 3 \)), are defined as

\[
\frac{d\sigma}{d\Omega} C_{n_i} \equiv -\frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+ - \hat{P}_-),\hat{M}^\dagger\sigma_{n_i}],
\]

\[
= -\frac{1}{4} \text{Tr}[\hat{M}\hat{P}_+\hat{M}^\dagger\sigma_{n_i}] = \frac{1}{4} \text{Tr}[\hat{M}\hat{P}_-\hat{M}^\dagger\sigma_{n_i}],
\]

\[
\frac{d\sigma}{d\Omega} O_{n_i} \equiv -\frac{1}{4} \text{Tr}[\hat{M}(\hat{P}_+ - \hat{P}_-),\hat{M}^\dagger\sigma_{n_i}],
\]

\[
= -\frac{1}{4} \text{Tr}[\hat{M}\hat{P}_+\hat{M}^\dagger\sigma_{n_i}] = \frac{1}{4} \text{Tr}[\hat{M}\hat{P}_-\hat{M}^\dagger\sigma_{n_i}],
\]
associated with \( \{ \hat{n}_1', \hat{n}_2', \hat{n}_3' \} \) which is obtained by rotating the components \( \{ \hat{n}_1, \hat{n}_2, \hat{n}_3 \} \) (counterclockwise by an angle \( \theta \) about the \( \hat{n}_2 \)-axis \( (\cos \theta \equiv \hat{q} \cdot \hat{n}_3) \), such that, \( \hat{n}_3' \) is in the direction of the emitted meson momentum \( \hat{q} \), i.e., \( \hat{n}_3' = \hat{q} \). Explicitly, they are related by

\[
\begin{align*}
\hat{n}_1' &= \cos \theta \hat{n}_1 - \sin \theta \hat{n}_3, \\
\hat{n}_2' &= \sin \theta \hat{n}_1 + \cos \theta \hat{n}_3, \\
\hat{n}_3' &= \hat{n}_2.
\end{align*}
\] (B.9)

The target-recoil asymmetries, \( L_{n_i} \) and \( T_{n_i} \) \((i = 1, 3)\), are defined as

\[
\begin{align*}
\frac{d\sigma}{d\Omega} L_{n_i} &= \frac{1}{4} \frac{1}{4} \mathrm{Tr}[\hat{M}_n \sigma_n \hat{M}_i \sigma_n], \\
\frac{d\sigma}{d\Omega} T_{n_i} &= \frac{1}{4} \frac{1}{4} \mathrm{Tr}[\hat{M}_n \sigma_n \hat{M}_i \sigma_n],
\end{align*}
\] (B.10)

where \( \zeta_1 = -1 \) and \( \zeta_2 = +1 \). Again, these sign factors have been introduced to match the SAID convention in the c.m. frame. A list of conventions used by different groups may be found in ref. [253].

**Appendix B.2. Observables in terms of the coefficient amplitudes \( F_i \)**

Any of the observables defined in the previous subsection may be expressed in terms of the coefficients \( F_i \) in eq. (A.3). The photoproduction amplitude given by eq. (A.3) can be put straightforwardly into the form

\[
\hat{M}^\lambda = \sum_{m=0}^{3} M_{m\lambda} \sigma_m,
\] (B.11)

for a given state of photon polarization \( \vec{\epsilon} \). Here, \( \sigma_0 \equiv 1 \) \((\sigma_i \ (i = 1, 2, 3)\), the usual Pauli spin-matrices). Note that the form given by the above equation is particularly suited for calculating the observables defined in the previous subsection. Then, following ref. [251], the differential cross section becomes

\[
\frac{d\sigma}{d\Omega} = |F_1|^2 + \frac{1}{2} \left( |F_2|^2 + |F_3|^2 + |F_4|^2 \right) + 2 \mathrm{Re} \left( |F_1 + F_3 \cos \theta| F_4^* \right) \sin^2 \theta.
\] (B.12)

In the cross section above, the incident flux and the (final-state) phase-space density factors have been left out for further convenience. Therefore, to get the physical cross section, \( \frac{d\sigma}{d\Omega} \), one needs to multiply the above defined cross section by these factors, i.e.,

\[
\frac{d\sigma_o}{d\Omega} \equiv \left( \frac{m_N}{4\pi E} \right)^2 \frac{|\vec{q}|}{|\vec{k}|} \frac{d\sigma}{d\Omega}, \tag{B.13}
\]
in the c.m. frame.

The single polarization observables become

\[
\begin{align*}
\frac{d\sigma}{d\Omega} \Sigma &= \frac{1}{2} \left( |F_2|^2 - |F_3|^2 - |F_4|^2 \right. \\
&\quad \left. - 2 \mathrm{Re} \left( |F_1 + F_3 \cos \theta| F_4^* \right) \right) \sin^2 \theta, \\
\frac{d\sigma}{d\Omega} T &= \mathrm{Im} \left( (F_2 - F_3) \cos \theta \right) F_1^* \sin \theta, \\
\frac{d\sigma}{d\Omega} P &= - \mathrm{Im} \left( (F_2 + F_3) \cos \theta \right) F_1^* \sin^2 \theta \sin \theta,
\end{align*}
\] (B.14)

and the double-polarization observables \( E, F, G \) and \( H \) read

\[
\begin{align*}
\frac{d\sigma}{d\Omega} E &= |F_1|^2 + \mathrm{Re} \left( F_2 (F_3 + F_4 \cos \theta) + F_1 F_4 \right) \sin^2 \theta, \\
\frac{d\sigma}{d\Omega} F &= - \mathrm{Re} \left( F_2 (F_1 + F_4 \sin^2 \theta) - F_1^* (F_3 + F_4 \cos \theta) \right) \sin \theta, \\
\frac{d\sigma}{d\Omega} G &= \mathrm{Im} \left( F_2^* (F_3 + F_4 \cos \theta) + F_1^* F_4 \right) \sin^2 \theta, \\
\frac{d\sigma}{d\Omega} H &= - \mathrm{Im} \left( F_2^* (F_1 + F_4 \sin^2 \theta) \right) \sin \theta \sin \theta.
\end{align*}
\] (B.15)

The beam-recoil polarizations \( C_{n_1} \) and \( C_{n_5} \) become

\[
\frac{d\sigma}{d\Omega} C_{n_1} = \left\{ |F_1|^2 + \mathrm{Re} \left( F_1^* (F_2 + F_3) \cos \theta \right) \right. \\
&\quad \left. + \left( F_1^* F_4 - F_2 F_3 \sin \theta \right) \right\} \sin \theta,
\]

\[
\frac{d\sigma}{d\Omega} C_{n_5} = - |F_1|^2 \cos \theta + \mathrm{Re} \left( F_1^* (F_2 + F_3) \right. \\
&\quad \left. + F_2^* (F_3 \cos \theta + F_4) \right) \sin^2 \theta.
\] (B.16)

In the c.m. frame, where the Cartesian coordinate system \( \{ \hat{x}, \hat{y}, \hat{z} \} \) is identified with \( \{ \hat{n}_1, \hat{n}_2, \hat{n}_3 \}_{\mathrm{cm}} \), we have

\[
C_{x'} = C_{n_1} \quad \text{and} \quad C_{z'} = C_{n_5},
\] (B.17)

where \( C_{n_1} \) and \( C_{n_5} \) given by eq. (B.16) are evaluated in the c.m. frame.

Experimentalists report the beam-target asymmetries in the lab frame. Different groups use different lab coordinate frames. We define the lab frame quantities \( C_{x_L} \) and \( C_{z_L} \) with respect to the coordinate system \( \{ \hat{x}_L, \hat{y}_L, \hat{z}_L \} \) which is obtained by a (counterclockwise) rotation of \( \{ \hat{x}, \hat{y}, \hat{z} \} \) (cf. eq. (B.2)) by an angle \( \pi - \theta_{p_L} \) about the \( \hat{y}_L \)-axis. Here, \( \theta_{p_L} \) stands for the recoil nucleon scattering angle in the \( \{ \hat{x}_L, \hat{y}_L, \hat{z}_L \} \) frame, i.e., \( \cos \theta_{p_L} = \hat{p}'_L \cdot \hat{z}_L \) with \( \hat{p}'_L \) being the recoil nucleon momentum in the latter frame. Explicitly,

\[
\begin{align*}
\hat{x}_L &= - \cos \theta_{p_L} \hat{x}_L - \sin \theta_{p_L} \hat{z}_L, \\
\hat{z}_L &= \sin \theta_{p_L} \hat{x}_L - \cos \theta_{p_L} \hat{z}_L, \\
\hat{y}_L &= \hat{y}_L.
\end{align*}
\] (B.18)
Note that $\hat{z}_L'$ points in the direction opposite to the recoil nucleon momentum, i.e., $\hat{z}_L' = -\hat{p}_L'$. The beam-recoil polarization observables in the lab frame, $C_{\alpha L}$ and $C_{\beta L}$, can be obtained from $C_{\alpha L'}$ and $C_{\beta L'}$ in the c.m. frame by a combination of Lorentz boosts and rotations. We have [217, 254]

$$C_{\alpha L} = \cos \theta_r C_{\alpha L'} - \sin \theta_r C_{\beta L'},$$
$$C_{\beta L} = \sin \theta_r C_{\alpha L'} + \cos \theta_r C_{\beta L'},$$

(B.19)

where the rotation angle $\theta_r$ is given by

$$\cos \theta_r = -\cos \theta \cos \theta_{\hat{p}'_L} - \gamma_3 \sin \theta \sin \theta_{\hat{p}'_L},$$
$$\sin \theta_r = \gamma_1 \left[ \cos \theta_{\hat{p}'_L} \cos \theta + \gamma_3 \sin \theta_{\hat{p}'_L} (\beta_3 - \cos \theta) \right],$$

(B.20)

with the Lorentz boost parameters

$$\beta_1 = \frac{|\vec{q}|}{\sqrt{q^2 + m_N^2}},$$
$$\beta_3 = \frac{|\vec{k}_L|}{\sqrt{k_L^2 + m_N^2}}$$

(B.21)

and $\gamma_i = 1/\sqrt{1 - \beta_i^2}$. Here, $\vec{q}$ is the meson momentum in the c.m. frame $\{\hat{x}, \hat{y}, \hat{z}\}$ and $\vec{k}_L$ is the photon momentum in the lab frame $\{\hat{x}_L, \hat{y}_L, \hat{z}_L\}$.

We note that our choice of the lab frame, $\{\hat{x}_L, \hat{y}_L, \hat{z}_L\}$, coincides with that of the SAID group [104] ($\{\hat{x}', \hat{y}', \hat{z}'\}$), and that, $C_{\alpha L'} = C_{\alpha L}$ and $C_{\beta L'} = C_{\beta L}$.

In ref. [144], one introduces the cross-section difference of the parallel and anti-parallel helicity states of the photon and target nucleon. Explicitly,

$$\Delta \sigma_{3L} = \frac{d\sigma_{3L}}{d\Omega} - \frac{d\sigma_{1L}}{d\Omega},$$

(B.22)

where $\sigma_{3L}$ and $\sigma_{1L}$ stand for the cross sections with the parallel $(\lambda_N - \lambda_\gamma = \pm 3/2)$ and the anti-parallel $(\lambda_N - \lambda_\gamma = \pm 1/2)$ initial state helicity, respectively.

$\Delta \sigma_{3L}$ is related to the helicity asymmetry $E$ via

$$\Delta \sigma_{3L} = -2 \frac{d\sigma_{\gamma\gamma}}{d\Omega} E,$$

(B.23)

where the factor 1/2 is due to the fact that $d\sigma_{\gamma\gamma}/d\Omega$ (cf. eq. (B.13)) contains the initial spin averaging factor of 1/4, while $d\sigma_{3L}/d\Omega$ and $d\sigma_{1L}/d\Omega$ contain the spin averaging factor of 1/2.

Appendix C. Definition of the photocouplings

Adopting the convention of ref. [246] the photocouplings are given as the residue of the helicity multipole $A_{h\pm}^B$ multiplied by a complex factor $N$:

$$A_{h\pm}^B = N \text{ Res} A_{h\pm}^B,$$

(C.1)

where $h = 1/2$ or 3/2 and

$$N = I_F \sqrt{\frac{q_p 2\pi (2J + 1) E_p}{m_N r_{\pi N}}},$$

(C.2)

Here, $I_F$ is an isospin factor with $I_{1/2} = -\sqrt{3}$ and $I_{3/2} = \sqrt{2/3}$, $q_p$ ($k_p$) is the meson (photon) momentum in the c.m. frame evaluated at the pole, $J$ is the total angular momentum, $L$ is the $\pi N$ orbital angular momentum and $m_N$ the nucleon mass, while $E_p$ and $r_{\pi N}$ represent the pole position and the elastic $\pi N$ residue of the resonance. Note the convention that Res$A_{h\pm}^B$ and $r_{\pi N}$ are defined with a minus sign compared to the mathematical residues of the multipole and the elastic $\pi N$ amplitude, respectively. The cuts of the square root in eq. (C.2) and also the square roots implicitly contained in $q_p$, $k_p$, are from the origin to $-\infty$.

In terms of the electric and magnetic multipoles the helicity multipoles read

$$A_{L+}^{1/2} = -\frac{1}{2} [(L+2)E_{L+} + L M_{L+}],$$

(C.3)

$$A_{L+}^{3/2} = \frac{1}{2} \sqrt{L(L+2)} [E_{L+} - M_{L+}],$$

(C.4)

with total angular momentum $L = J + 1/2$ and

$$A_{L-}^{1/2} = -\frac{1}{2} [(L-1)E_{L-} - (L+1)M_{L-}],$$

(C.5)

$$A_{L-}^{3/2} = -\frac{1}{2} \sqrt{(L-1)(L+1)} [E_{L-} + M_{L-}],$$

(C.6)

with $J = L - 1/2$.

The residues of the electric and magnetic multipoles $E_{L\pm}$ and $M_{L\pm}$ can be determined as explained in appendix C, eq. (C.2) of ref. [81].
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