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SUMMARY We present a graph model and an ILP model for TAM design for transparency-based SoC testing. The proposed method is an extension of a previous work proposed by Chakrabarty with respect to the following three points: (1) constraint relaxation by considering test data flow for each core separately, (2) optimization of the cost for transparency as well as the cost for additional interconnect area simultaneously and (3) consideration of additional bypass paths. Therefore, the proposed ILP model can represent various problems including the same problem as the previous work and produce better results. Experimental results show the effectiveness and flexibility of the proposed method compared to the previous work.
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1. Introduction

SoCs are increasingly designed and tested in a modular fashion. In order to perform modular test, each embedded core should be isolated from its surrounding circuitry. Zorian et al. introduced a generic test architecture that permits modular test for SoCs [1]. It consists of the following three components: 1) test pattern source and test response sink, 2) test access mechanism (TAM), and 3) wrapper. The TAM propagates test patterns for a core from test pattern source to the core, and furthermore propagates the responses from the core to test pattern sink. The wrapper provides an interface between TAM and core and it is standardized as IEEE Std. 1500 [2].

A number of approaches have been proposed for wrapper and TAM design including test scheduling problem [3]–[10]. These approaches use the infrastructure dedicated to test such as TestBus [11], [12] and TESTRAIL [5] as TAMs, and most of them use the SoC test time as minimization criterion. However, the routing overhead of TAMs is another important cost in SoC testing. Therefore, a number of TAM approaches which are not dedicated to test have also been proposed.

The TAM architectures which are not dedicated to test can be roughly classified into three types: 1) the method re-using functional buses [13]–[15], 2) the methods re-using functional networks [16], [17] and 3) the methods based on transparency [18]–[23]. The methods re-using functional buses and networks assume that cores are accessible by using the buses and the networks while the transparency-based methods deal with SoCs without such direct accessible connections.

Transparency-based methods can be further classified into two types in terms of their properties of transparency: 1) single-cycle throughput transparency [20]–[23] and 2) multi-cycle throughput transparency [18], [19]. Single-cycle throughput transparency has two main advantages compared to multi-cycle throughput transparency: 1) short test application time and 2) ability to preserve timing information for test sequences. In [20], a single-cycle throughput transparency-based TAM design method was proposed to minimize the area overhead of additional gate counts. The authors extended [20] so that it can handle test time and area overhead co-optimization problem in [21] and power constraints in [22]. [23] also proposed a single-cycle throughput transparency-based method to minimize the overhead of additional interconnect area. However, previous work [20]–[23] considered core-level transparency design problem and system-level TAM design problem separately. In other words, the authors first tackled only the design for transparency problem without considering the system level connectivity information. After that, the authors worked on the optimization problem to minimize system-level cost for TAM design without considering the cost of making cores transparent.

In this paper, we extend the method proposed in [23] which is based on integer linear programming (ILP) formulation so that not only the system-level cost for TAM design but also the core-level cost for making cores transparent can be simultaneously taken into consideration during the optimization process. Moreover, we also relax the constraints by considering test data flows for each core under test separately and extend it to be able to handle the case where cores cannot be made transparent by the embedded multiplexers in the behavioral models proposed in [23] due to IP protection. In order to deal with the core-level cost for transparency as well as the system-level cost for additional interconnects, we propose a new graph model whose vertices are input/output ports of cores while the vertices in [23] are cores themselves. And, the edges in the proposed graph are interconnects and transparent paths while...
the edges in [23] are interconnects only. Moreover, in [23], only the sufficient conditions for transparency-based TAM design are considered to minimize the amount of computation necessary to solve the ILP model, and the constraints are local in the sense that transparent access to any core is provided by exactly one justification path from system inputs and exactly one propagation path to system outputs independently of core under test. In contrast with [23], we do a global analysis to relax the conditions for transparency-based TAM design by using more variables and more constraints in the proposed ILP formulation. We can reduce the cost by considering the test requirements for each core under test independently and determining unique justification and propagation paths for it. Though we increase the number of vertices and edges in the graph modeling and the number of variables and constraints in the ILP formulation, the proposed ILP model can be solved in reasonable time for large SoCs. Furthermore, the proposed ILP model can represent various problems including the same problem as [23] by setting constant parameters appropriately. Experimental results show the effectiveness and flexibility of the proposed method.

The rest of this paper is organized as follows. We discuss the related work proposed in [23] in Sect. 2. Section 3 shows the proposed TAM design method for transparency-based SoC test including graph modeling and ILP modeling. Experimental results are discussed in Sect. 4. Finally, Sect. 5 concludes this paper.

2. Related Work

In [23], single-cycle transparency is achieved by embedding multiplexers in the behavioral models described using a hardware description language. An example is shown in Fig. 1. An additional control input \( T \) is used to switch a core from the normal mode \((T = 0)\) to transparent mode \((T = 1)\). An additional 2-bit output port \( Y \) is added to ensure complete transparency. In general, a core may be required to expand its input/output ports for transparent access of other cores, not just for itself. Therefore, [23] proposed a method to minimize the overhead of additional ports and associated interconnect area. The method analyzes SoC testing requirements and formulates it as an ILP problem as follows.

The method first constructs a weighted directed system graph whose vertices are the cores, fanout points of functional interconnects, a primary input and a primary output and whose edges are functional interconnects. All the primary inputs (outputs) are considered as a single vertex in the graph. The weight of an edge \((C_i, C_j)\) denotes the total width of the buses connecting \(C_i\) to \(C_j\). An example SoC \( S_1 \) and the corresponding system graph are shown in Fig. 2. \( F_1 \) corresponds to the fanout point of the interconnect between \(C_3\) and \(C_4\), and \( F_2 \) corresponds to the fanout point of the interconnect between \(C_4\) and \(Z_1\), respectively. Next, it breaks all cycles in the system graph by solving the minimum feedback vertex set problem. The acyclic SoC and the corresponding system graph \( G \) are shown in Fig. 3. In this example, the cycles can be broken by removing the edge between \(F_2\) and \(C_2\). This implies that the 3-bit input to \(C_2\) must be multiplexed to a primary input. The 3-bit input to \(C_2\) represents the edge between \(PI\) and \(C_2\) in Fig. 3.

Then, it constructs the same weighted directed graph \( G' \) as \( G \) except for the weights of edges. The new edge weights in \( G' \) are determined by analyzing the justification and propagation requirements of each core using test graph and solving the ILP problem defined as follows.

A test graph \( G_j \) for core \(C_j\) is a subgraph of \( G' \) which contains a vertex \(C_j\) if either of the two conditions holds: i) \(C_j\) lies on a directed path from the source vertex to \(C_j\), or ii) \(C_j\) lies on a directed path from \(C_j\) to the sink vertex. Similarly, an edge \((C_i, C_k)\) belongs to \(G_j\) if it either lies on a path from the source vertex to \(C_j\) or on a path from \(C_j\) to the sink vertex. Figure 4 (a) shows the test graph for \(C_3\). For each test graph \(G_j\), it imposes a set of constraints on edge weights for the edges in \(G'\) as follows.

![Fig. 1](image1.png)  
**Fig. 1** Embedding a multiplexer in the behavioral description. (a) Original core. (b) Core with embedded multiplexers.  

![Fig. 2](image2.png)  
**Fig. 2** An example SoC \( S_1 \) and its system graph.  

![Fig. 3](image3.png)  
**Fig. 3** Acyclic SoC and its system graph \( G \) for the example SoC \( S_1 \).
are local in the sense that transparent access to any core is provided by exactly one justification path from system inputs and exactly one propagation path to system outputs independently of core under test.

However, if additional computation for global analysis is permitted, we can relax the constraints by considering the test requirements for each core under test independently and determining unique justification and propagation paths for it.

For example, in [23], for each edge, the weight of the edge in $G$ must not exceed the weight of the edge in $G_3^*$, i.e., $w_i^* \geq w_i$. In Fig. 4, we need $w_6^* \leq w_7^* + w_8^*$ and $w_5^* + w_9^* \leq w_9^*$ as propagation constraints for $C_3$ and the constraint $w_i^* \geq w_i$ upon every edge. Consequently, the cost to satisfy the constraints is $6 (w_2^* = 12, w_6^* = 8, w_5^* = 4, w_8^* = 6, w_9^* = 18)$. However, the constraint $w_i^* \geq w_i$ is not necessary for every edge when we consider the justification and propagation constraints for a core. When we consider the test requirements for core $C_j$, the constraint $w_j^* \geq w_j$ is necessary only for the edge that is incident on $C_j$ or directed away from $C_j$. In this example, we need only the following three constraints: (1) $w_4^* \geq w_4$, (2) $w_5^* \geq w_5$, and (3) $w_9^* \geq w_9$, and the propagation constraints for $C_3$ can be satisfied with cost of 4. ($w_5^* = 12, w_6^* = 8, w_9^* = 4, w_8^* = 4, w_9^* = 16$). Therefore, we can relax the constraints by considering the test requirements for each core separately using different variables.

(Cost for Transparency) During the optimization of transparency-based TAM design, we have to consider two types of cost. One is the area overhead for making cores transparent and the other is the routing overhead for additional interconnect. The former cost can be determined within each core while the latter cost depends on the global layout information, and therefore it is difficult to compare these costs. The method in [23] considers that the area overhead for making cores transparent is negligible and tries to minimize only the number of additional interconnects. However, we can get better solution if we know the relative costs between the above two types of cost and both costs can be taken into account simultaneously during the optimization.

Figure 5 is a simple example. If we consider only the cost for additional interconnects, the propagation constraints for $C_1$ can be satisfied without additional interconnect by using the dotted line shown in Fig. 5(a). Though the cost of additional interconnect area is 0, we actually have to pay the cost for making $C_2$ 6-bit transparent. Suppose that the relative cost for 1-bit transparency to that for 1-bit additional interconnect is 1 (both costs are 1), then the total cost for the solution shown in Fig. 5 is 6. On the other hand, if we consider both two costs simultaneously, then we can get better solution shown in Fig. 5(b) where the total cost is 2. Moreover, if the interconnect from the fanout to primary output $Z_2$ is very short and the cost for 1-bit transparency in $C_2$ is higher than the cost for 1-bit increase on $Z_2$, then we can get another solution shown in Fig. 5(c). From this example, we can say that it is important and effective to consider the cost

---

1. justification constraints: If $C_i$ lies on a path from the source vertex to $C_j$ in $G_f$, then the sum of the weights of the edges directed away from $C_i$ in $G_f$ must not exceed the sum of the weights of the edges incident on $C_i$.

2. propagation constraints: If $C_i$ lies on a path from $C_j$ to the sink vertex in $G_f$, then the sum of the weights of the edges incident on $C_i$ in $G_f$ must not exceed the sum of the weights of the edges directed away from $C_i$.

Moreover, for each edge, the weight of the edge in $G$ must not exceed the weight of the edge in $G^*$ (i.e., $w_i^* \geq w_i$). The constraints on the edge weights for $C_3$ are shown in Fig. 4(b). The total increase in the interconnect for $S_1$ is given by $Cost = \sum_i (w_i^* - w_i)$ where $w_i^*$’s are variables whose values are to be determined and $w_i$’s are known constants. Therefore, the problem to minimize interconnect area can be expressed an ILP model where the objective is to minimize $Cost$ subject to the constraints on the edge weights.

3. TAM Design for Transparency-Based SoC Test

3.1 Problem Formulation

In this section, we present a graph modeling and ILP modeling method for TAM design. The proposed method is an extension of [23] with respect to the following three points: (1) constraint relaxation by considering test data flow for each core separately, (2) optimization of the cost for transparency as well as the cost for additional interconnect area simultaneously and (3) consideration of additional bypass paths. Before describing the details of graph and ILP modeling, we explain the effectiveness of the above-mentioned extensions separately, and present the transparency-based TAM design problem.

(Constraint Relaxation) In [23], only the sufficient conditions are considered to minimize the amount of computation necessary to ensure cores’ transparency, and the constraints...
of making cores transparent as well as the cost of additional interconnect area simultaneously during optimization.

(Additional Bypass Path) In the SoC design strategies, the behavioral models described using a hardware description language are not always available due to IP protection and so on. Even if it is available, it may happen that the total cost (including area and layout etc.) of making cores transparent by embedding multiplexers [23] is higher than that of bypass paths added outside of the cores since the embedded cores usually have IEEE 1500 wrappers and they can be used to configure the bypass paths. Figure 6 (a) shows an example of the bypass path using IEEE 1500 wrapper for the core used in Fig. 1 (a). In this example, a 4-bit bypass path from input wrapper boundary cells to output wrapper boundary cells is added outside of the core. Similarly, we can consider the multi-core bypass path (bypass path from a core input to another core output) by using IEEE 1500 wrappers as shown in Fig. 6 (b). In this paper, we use the term “single/multi-core bypass path” for the path implemented by IEEE 1500 wrappers while the term “transparent path” denotes the path implemented by embedded multiplexers. In transparency-based TAM design, we should select paths used as TAM accordingly to the the cost of the single/multi-core bypass paths and transparent paths. For example, it may happen that the cost of a set of single-core bypass paths is higher than that of a multi-core bypass path due to the layout related issue and so on. Therefore, considering the transparent paths as well as bypass paths is important and effective for cost optimization.

Before describing the proposed graph modeling and ILP modeling, we formally present the transparency-based TAM design problem \( P_{TTAM} \) as follows.

**Definition 1:** \( P_{TTAM} \): Given a set of cores, a set of multi-core bypass paths, and for each core a set of possible transparent paths and single-core bypass paths. Furthermore, given a cost for 1-bit increase of each interconnect, multi-core bypass path, transparent path and single-core bypass path. Determine a transparency-based TAM such that the total cost including the core-level cost for transparency and the system-level cost for additional interconnects is minimized.

Deriving the cost for each transparent and bypass path and preparing effective multi-core bypass paths are important tasks. However, as shown in the above problem formulation, we assume that all the information is given to us, and how to derive the costs and how to prepare the effective multi-core bypass paths are out of scope of this paper.

### 3.2 Graph Modeling

In this section, we introduce an extended system graph for TAM design such that the above three points can be taken into consideration during optimization. First of all, we break all cycles in the system by solving the minimum feedback vertex set problem in similar way to [23] shown in Sect. 2. Next, we construct an extended weighted directed acyclic system graph \( G = (V,E,w) \) as follows.

- \( V = V_{\text{port}} \cup V_{\text{fan}} \cup \{v_{\text{PI}}\} \cup \{v_{\text{PO}}\} \) where \( V_{\text{port}} \) : the set of all input and output ports of cores, \( V_{\text{fan}} \) : the set of all fanout points, \( v_{\text{PI}} \) : the vertex corresponds to the primary inputs of the system, and \( v_{\text{PO}} \) : the vertex corresponds to the primary outputs of the system.
- \( E = E_f \cup E_r \cup E_s \cup E_m \) where \( E_f \) : the set of all functional interconnections, \( E_r \) : the set of all transparent paths, \( E_s \) : the set of all single-core bypass paths, and \( E_m \) : the set of all multi-core bypass paths.
- \( w : E \rightarrow Z \)

If \( e \in E_f \), then \( w(e) \) denotes the width of the functional interconnect. Otherwise, \( w(e) \) is equal to 0. The extended acyclic system graph \( G \) corresponds to Fig. 3 is shown in Fig. 7. In Fig. 7, we consider two multi-core bypass paths which correspond to \( e_{24} \) and \( e_{25} \), respectively.
The edges correspond to functional interconnects and transparency paths (i.e., \( e \in E_f \cup E_r \)) are shown as straight lines, and the edges correspond to bypass paths (i.e., \( e \in E_b \cup E_m \)) are shown as curved lines.

Then, we construct the same weighted directed graph \( G^* = (V, E, w^*) \) as \( G \) except for the weights of edges. The new edge weights in \( G^* \) can be determined by solving the ILP problem formulated in the next section.

### 3.3 ILP Formulation

In this section, we present an ILP model to determine the new edge weights in \( G^* \) such that the total cost including the cost for transparency as well as the cost for additional interconnects is minimized.

The new edge weights in \( G^* \) can be determined by generating test graph for each core. For core \( C_j \), the test graph \( G_j = (V_j, E_j, w_j) \subseteq G^* \) contains vertices and edges reachable to/from the input/output ports of \( C_j \). Figure 8(a) shows the test graph for \( C_3 \). For each edge \( e \in E_j \), \( w_j(e) \) represents a test data flow on \( e \) to test \( C_j \), and \( w^*(e) \) and the new weight \( w^*(e) \) in \( G^* \) are determined by solving the following ILP model. The main idea to avoid unnecessary constraints explained in Sect. 3.1 is to impose a set of constraints for each core under test using a different set of integer variables from the other cores.

**Integer Variables:**

\( w_j(e) \): test data flow on \( e \) to test \( C_j \)

\( w^*(e) \): new weight on \( e \) (final bit-width of interconnect \( e \))

**Constraints:**

For each core \( C_j \),

1. justification constraints: for each vertex \( v \in V_j \) reachable to the input ports of \( C_j \), the sum of the test data flows of the edges directed away from \( v \) must not exceed the sum of the test data flows of the edges incident on \( v \) shown as follows.

### Constraints for \( C_3 \)

\[
\begin{align*}
\sum_{e \in E^{in}_v} w_j(e) &\geq \sum_{e \in E^{out}_v} w_j(e) \quad \text{for } \forall v \in V^{in}_j \\
\sum_{e \in E^{out}_v} w_j(e) &\geq \sum_{e \in E^{in}_v} w_j(e) \quad \text{for } \forall v \in V^{out}_j
\end{align*}
\]

where \( V^{in}_j \) is the set of vertices reachable to the input ports of \( C_j \), \( E^{in}_v \) is the set of edges incident on \( v \) and \( E^{out}_v \) the set of edges directed away from \( v \), respectively.

2. propagation constraints: for each vertex \( v \in V_j \) reachable from the output ports of \( C_j \), the sum of the test data flows of the edges incident on \( v \) must not exceed the sum of the test data flows of the edges directed away from \( v \) as follows.

\[
\sum_{e \in E^{in}_v} w_j(e) \geq \sum_{e \in E^{out}_v} w_j(e) \quad \text{for } \forall v \in V^{out}_j
\]

3. test data constraints: if \( e \in E_j \) is the edge incident on the input ports of \( C_j \) or the edge directed away from the...
output ports of $C_j$,

$$w^*_j(e) \geq w(e).$$  \hfill (3)$$

Otherwise,

$$w^*_j(e) \geq w(e) \cdot a$$  \hfill (4)

where $a$ is a binary constant.

If we set the binary constant $a$ to 1, we can represent the same constraints as [23] where every edge $e \in E_j$ is constrained by $w^*_j(e) \geq w(e)$. On the other hand, if we set $a$ to 0, we can relax the constraints by considering the test data flows where only the edges $e \in E_j$ incident on the input ports of a core $C_j$ under test and directed away from the output ports of $C_j$ are constrained by $w^*_j(e) \geq w(e)$. The constraints on the test data flows for $C_3$ are shown in Fig. 8(b).

**Objective:**

Minimize: Cost

$Cost$ is defined by the following three equations.

$$w^*(e) = \max_j \left( w^*_j(e) \right) \quad \text{for } \forall e \in E$$  \hfill (6)$$

$$w^{\max}(e) = \max (w^*(e), w(e)) \quad \text{for } \forall e \in E$$  \hfill (7)$$

$$Cost = \sum_{e \in E} c(e) \cdot (w^{\max}(e) - w(e))$$  \hfill (8)$$

where $c(e)$ is a known constant for each $e$ and denotes the cost for 1-bit increase of $e$.

The advantage of the proposed ILP model is that we can represent various situations including the same problem as [23] by setting $c(e)$. For example, the proposed ILP model can represent the same problem as [23] where the cost of transparency is 0 and we cannot consider the bypass paths by setting $c(e)$ as follows.

- $c(e) = 1$ if $e \in E_f$,
- $c(e) = 0$ if $e \in E_i$,
- $c(e) = \infty$ if $e \in E_s \cup E_m$

We can also consider the case where both the cost of additional interconnections and transparency are taken into account by setting $c(e) \neq 0$ for $e \in E_i$. An example setting for this case is shown as follows.

- $c(e) = 1$ if $e \in E_f$,
- $c(e) = 1$ if $e \in E_i$,
- $c(e) = \infty$ if $e \in E_s \cup E_m$

Moreover, by setting $c(e)$ as follows, we can consider the case where transparency cannot be achieved due to IP protection and only bypass paths are allowed to add.

- $c(e) = 1$ if $e \in E_f$,
- $c(e) = \infty$ if $e \in E_i$,
- $c(e) \neq \infty$ if $e \in E_s \cup E_m$

Of course, we can set $c(e)$ to different value for every $e \in E$ depending on the given SoC.

The number of variables for the ILP model are given by $|E| \cdot (N + 2)$ where $N$ denotes the total number of cores ($N \cdot |E|$ for $w^*_j$, $|E|$ for $w^*$ and $|E|$ for $w^{\max}$). The number of constraints are given by $N \cdot (|V_{\text{port}} \cup V_{\text{fan}}| + |E|) + |E| \cdot (N + 2)$ where $|V_{\text{port}} \cup V_{\text{fan}}| + |E|$ for justification, propagation and test data flow constraints for each core, and $N \cdot |E|$ and $2|E|$ for linearizing the maximum functions in (6) and (7) of the proposed ILP model, respectively.

### 4. Experimental Results

In this section, we present experimental results for four SoCs. Fig. 2(a) and Fig. 9 shows $S_1$ and $S_2$ we handcrafted, respectively. We used two benchmark SoCs d695 and p93791 from ITC’02 SOC Test Benchmarks [24]. As the original benchmark SoCs do not have any data on the connectivity between cores, we handcrafted the connectivity between cores for the SoCs. Figure 10 shows the handcrafted interconnects for d695 after breaking all the feedback loops. We denote the SoCs with the handcrafted interconnects as d695* and p93791*. Furthermore, we consider two multi-core bypass paths for $S_1$ and $S_2$, and three multi-core bypass paths for d695* and p93791*. The multi-core bypass paths for $S_1$ are shown in Fig. 7. The multi-core bypass paths for $S_2$ and d695* are shown as curved and dashed lines in Figs. 9 and 10, respectively. Table 1 summarizes the

![Fig. 9 An example SoC $S_2$.](image)

![Fig. 10 SoC $d695^*$.](image)
characteristics for the four SoCs. Column 2 and 3 denote the number of cores and interconnects. Column 4 and 5 denote the number of vertices and edges in the proposed graph modeling. Column 6 and 7 denote the number of variables and constraints in the ILP model we generated, respectively.

4.1 Comparison with the Previous Transparency-Based Approach [23]

First, in order to evaluate the effectiveness of the proposed method compared to [23], we made experiments for the following four cases for each SoC.

Case1: previous approach
Same optimization problem as [23] where (1) bypass paths are not allowed and (2) the objective is to minimize only the cost of additional interconnect area.

Table 1: Characteristics for four SoCs.

| SoC   | core | interconnect | graph model | ILP model |
|-------|------|--------------|-------------|-----------|
|       |      |              | vertex | edge | var | const |
| S1    | 4    | 9            | 14 25  | 150 298 |
| S2    | 6    | 15           | 22 39  | 312 666 |
| d695* | 10   | 23           | 38 79  | 948 2098 |
| p93791* | 32   | 53           | 102 208 | 2098 16730 |

Table 2: Results for four SoCs.

| Case          | core-level | system-level | total | Reduction (%) (relative to Case1) | CPU (s) |
|---------------|------------|--------------|-------|-----------------------------------|---------|
| S1 c(e) = 1   | 104 22 122 | 21.25        | 0.02  |
|              | 104 22 122 | 21.25        | 0.02  |
|              | 104 22 122 | 21.25        | 0.02  |
|              | 104 22 122 | 21.25        | 0.02  |

Case2: Case1 + constraint relaxation
Same optimization problem as Case1 except that the constraints are relaxed (i.e., a = 0 in Case2 while a = 1 in Case1).

Case3: Case2 + two-level optimization
Same optimization problem as Case2 except that the cost of making cores transparent is taken into consideration to minimize the total cost.

Case4: Case3 + multi-core bypass path
Same optimization problem as Case3 except that the multi-core bypass paths is taken into consideration.

Furthermore, we used two different cost settings for every case: (1) $c(e) = 1$ and (2) $c(e) = \text{random}$. $c(e) = 1$ means that we used the same cost “1” for every edge, and $c(e) = \text{random}$ means that we used an uniform random integer in the range of 1 to 8 for each edge.

Table 2 shows the results for the four SoCs, and We used the $lp$ solve package from Eindhoven University of Technology [25] on a PC with a Pentium IV 3.2 GHz processor and 2 GB memory for all the experiments. In Table 2, column 4, 5 and 6 denote the core-level cost, system-level cost and total cost, respectively. Column 7 represents the reduction ratio relative to Case1. Column 8 denotes the CPU time spent to solve the ILP problems. We can observe the
effect of relaxing the constraints by comparing Case2 with Case1. We can reduce the total cost up to 33%. By considering both the core-level cost for transparency and the system-level cost for additional interconnect area simultaneously (Case3), we can further reduce the total cost. Furthermore, we can reduce the total cost up to 47.6% by taking the multi-core bypass paths into consideration (Case4). In these results, we did not show the case where cores cannot be made transparent and bypass paths are allowed to add. However, the same results can be obtained for every case in terms of the total cost if we exchange $c(e)$ for $e \in E_i$ with $c(e)$ for $e \in E_s$. Regarding the CPU time, we can solve the proposed ILP model less than 7 seconds even for $p93791^{*}$ which is the biggest SoC in terms of the number of cores in ITC’02 SOC Test Benchmarks.

### 4.2 Comparison with Dedicated TAM Approach

Next, we evaluate the effectiveness of the proposed method compared to dedicated TAMs such as TestBus [11], [12] and TESTRAIL [5] with IEEE 1500 wrapper in terms of the cost and test time. In order to make a fair comparison between the proposed transparency-based TAM and the dedicated TAMs, we assume that every core has IEEE 1500 wrapper and the core-level costs for both approaches are the same, and then compare the test time under the same system-level cost constraint. For the above comparison, we need to explain (1) how to evaluate the system-level cost for the dedicated TAMs, and (2) how to evaluate the test time for the proposed transparency-based TAM.

**System-level cost for dedicated TAM** In order to evaluate the system-level cost of dedicated TAMs, we need the detailed results of TAM designs. Since [3] provided the detailed information about dedicated TAM designs and core assignments for d695, we have decided to compare the results with them. Table 3 shows the results provided in [3] and Fig. 11 shows an example of TAM design when we use 12-bit TAM. From the information, we calculate the number of added TAM wires $w_{TAM}$ as follows and put them in the last column in Table 3

$$w_{TAM} = \sum_{b \in B} w_b \cdot (n_b + 1)$$

where $B$ denotes the set of test buses, and $w_b$ and $n_b$ denote the bit-width of test bus $b$ and the number of cores assigned to $b$, respectively. Here, we considered that each core has an input bus from either PI or previous core and an output bus to either PO or next core on the same bus, and those buses are individual. For example, we have three test buses with widths 3, 4 and 5 in Fig. 11. We considered that there are 5, 4 and 4 individual bus lines on each test bus, and the total number of added TAM wires is 51.

**Test time for the proposed TAM** In order to evaluate the test time for the proposed TAM, the following two points must be taken into consideration.

1. Only the serial test is possible (i.e., cores can be tested one by one) since the objective of the proposed transparency-based TAM design is to minimize the overall cost, not to minimize the test time.

2. We don’t need to provide the complete transparent access for each core under test since we assumed that every core has IEEE 1500 wrapper.

Regarding the point (2), in Sect. 4.1, we showed the results where we provided the complete transparent access for every functional port using test data constraints (Eq. (4)) in the proposed ILP model. For example, for $C_2$ shown in Fig. 9, we provided 20-bit and 16-bit transparent access for justification and propagation, respectively. However, we don’t need to provide the complete transparent access when we assume IEEE 1500 wrapper for each core under test. We can select any bit-width of transparent access to test the core in the similar way to the dedicated TAM approaches. Fig. 12(b) and (c) show examples of the wrapper configurations for INTEST with 1-bit and 2-bit transparent access, respectively. In order to evaluate the test time, we assume

| TAM width (bits) | number of TAMs | width partition | core assignment | test time (cycles) | added TAM wires $w_{TAM}$ (bits) |
|------------------|---------------|-----------------|-----------------|-------------------|-------------------------------|
| 8                | 2             | 4 + 4           | (1, 1, 1, 1, 1, 1, 1, 2) | 83580             | 48                            |
| 12               | 3             | 3 + 4 + 5       | (1, 1, 2, 3, 2, 3, 3, 1, 1) | 56329             | 51                            |
| 16               | 3             | 3 + 5 + 8       | (2, 1, 1, 1, 3, 2, 1, 2, 3) | 42568             | 67                            |
that each core under test requires the same width of transparent access. Then, we design the transparency-based TAM by Case 2 with $c(e) = 1$ for $e \in E_f$ in Sect. 4.1 to minimize the system-level cost, and calculate the test time by summing up the test time of each core since only the serial test is possible. Table 4 shows the system-level cost and the test time for each bit-width of transparent access for $d695^*$. 

Finally, we compare the test time of the proposed TAM and the dedicated TAM [3] in Table 5. In this comparison, we considered the following two scenarios, and used the system-level cost of the dedicated TAM shown in Column 5 as the constraint for the proposed TAM.

**Scenario1**: The cost for functional interconnects and the cost for dedicated test buses are the same ($c(e_f) = c(e_{tam}) = 1$ for $e_f \in E_f$ and every test bus line $e_{tam}$).

**Scenario2**: The cost for dedicated test buses is two times as high as that for functional interconnects ($c(e_{tam}) = 2 \times c(e_f) = 2$).

This is because our proposed approach increases the bit-width of functional interconnects while [3] adds the dedicated test buses, and floor-plan for SoCs is usually optimized for its functional operation. Therefore, the cost for functional interconnects might be smaller than that for dedicated test buses.

In Table 5, Columns 3 and 4 denote the system-level cost and the corresponding test time of [3] for each TAM width in the above two scenarios. Columns 5 and 6 denote the system-level cost and the corresponding test time for the proposed method when the value in Column 3 is used as the system-level cost constraint. First of all, remind that our proposed method does not consider test scheduling problem and the test time is calculated assuming the serial test schedule while the dedicated TAMs in [3] were designed to minimize test time. Even though the proposed method does not consider the test time optimization, it can reduce the test time up to 20% and 45% in Scenario1 and Scenario2, respectively, for the case with 8-bit TAM. Even in case of 16-bit TAM, the propose method incurs only 6 to 7% test time overhead. This shows the potential of the proposed method for test time optimization, and by considering the test scheduling problem in our proposed test framework, we will further reduce the test time while keeping the advantage of low cost TAM design.

Furthermore, the dedicated TAM approach always requires additional system-level cost, and the minimum system-level cost is $N + 1$ where $N$ is the number of cores in the SoC (i.e., all cores are assigned to 1-bit single TAM and tested serially). For $d695^*$, the minimum cost is 11. On the other hand, the proposed method can produce solutions with a cost less than $N + 1$. For $d695^*$ shown in Table 4, the proposed method can provide a TAM design with a cost less than 11, and even without paying the system-level cost. This is another advantage of the proposed method compared to the dedicated TAM approach.

### Table 4: Cost and test time for $d695^*$.

| transparent access for each core (bits) | system-level cost ($c(e) = 1$) | test time (cycles) |
|----------------------------------------|-------------------------------|-------------------|
| 1                                      | 0                             | 659700            |
| 2                                      | 0                             | 330344            |
| 3                                      | 0                             | 224874            |
| 4                                      | 1                             | 167050            |
| 5                                      | 3                             | 135304            |
| 6                                      | 5                             | 115734            |
| 7                                      | 8                             | 102265            |
| 8                                      | 11                            | 89388             |
| 9                                      | 16                            | 81684             |
| 10                                     | 21                            | 77094             |
| 11                                     | 26                            | 71002             |
| 12                                     | 31                            | 68663             |
| 13                                     | 36                            | 67198             |
| 14                                     | 41                            | 66779             |
| 15                                     | 46                            | 66706             |
| 16                                     | 51                            | 51642             |
| 17                                     | 57                            | 49474             |
| 18                                     | 63                            | 47707             |
| 19                                     | 69                            | 46354             |
| 20                                     | 75                            | 45695             |
| 21                                     | 81                            | 45527             |
| 22                                     | 87                            | 45526             |
| 23                                     | 93                            | 45453             |
| 24                                     | 99                            | 45453             |
| 25                                     | 105                           | 45342             |
| 26                                     | 111                           | 45269             |
| 27                                     | 117                           | 45268             |
| 28                                     | 123                           | 45268             |
| 29                                     | 129                           | 45268             |
| 30                                     | 135                           | 45195             |
| 31                                     | 142                           | 45195             |
| 32                                     | 149                           | 37687             |

### Table 5: Comparison with dedicated TAM approach [3] for $d695$.

| scenario | dedicated TAM [3] | proposed (Case2) | test time reduction (%) |
|----------|-------------------|------------------|-------------------------|
|          | system-level cost | system-level cost | test time |                  |
| 1. $c(e_{tam}) = c(e_f) = 1$ | 48               | 46               | 60/606 | 20.19 |
|          | 51               | 51               | 51642 | 8.32 |
|          | 67               | 63               | 45453 | −6.78 |
| 2. $c(e_{tam}) = 2 \times c(e_f) = 2$ | 96               | 93               | 45453 | 45.62 |
|          | 102              | 99               | 45453 | 19.31 |
|          | 134              | 129              | 45268 | −6.34 |

5. Conclusion

We proposed a graph model and an ILP model for TAM design for transparency-based SoC testing. The proposed method is an extension of [23] so that not only the cost for system-level interconnect area but also the cost for transparency can be simultaneously taken into consideration during optimization process. We also extended it to be able
to handle the case where cores cannot be made transparent due to IP protection. Moreover, we relaxed the constraints by considering the test data flows in the proposed ILP formulation. Therefore, the proposed ILP model is flexible in the sense that it can represent various problems including [23] by setting constant parameters. The experimental results demonstrated the flexibility and effectiveness of the proposed method compared to the previous approaches.
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