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Abstract. In this paper we study the asymptotic probability that a random system of equations in free abelian group $\mathbb{Z}^m$ of rank $m$ is solvable. Denote $SAT(\mathbb{Z}^m, k, n)$ and $SAT_{Q^m}(\mathbb{Z}^m, k, n)$ the sets of all systems of $n$ equations in $k$ variables in the group $\mathbb{Z}^m$ solvable in $\mathbb{Z}^m$ and $\mathbb{Q}^m$ respectively. We show that asymptotic density of the set $SAT_{Q^m}(\mathbb{Z}^m, k, n)$ is equal to 1 for $n \leq k$, and is equal to 0 for $n > k$. For $n < k$ we give nontrivial estimates for upper and lower asymptotic densities of the set $SAT(\mathbb{Z}^m, k, n)$. When $n > k$ the set $SAT(\mathbb{Z}^m, k, n)$ is negligible. Also for $n \leq k$ we provide some connection between asymptotic density of the set $SAT(\mathbb{Z}^m, k, n)$ and sums over full rank matrices involving their greatest divisors.

1. Introduction

In finite group theory the idea of genericity can be traced to works of Erdös and Turan [11] and Dixon [2]. Nowadays it is an area of active research. In geometric group theory the generic approach is due to Gromov [3, 4, 5] and is associated with random walks on groups.

Recently, a host of papers appeared on generic properties of individual groups. We mention here, in particular, results on generic properties of one-relator groups [6, 7] and averaged Dehn functions [8, 9].

Gilman, Myasnikov and Roman’kov studied satisfiability of random equations in free abelian and finitely generated nilpotent groups [10] and in free groups [11]. Probability of a homogeneous equation in a surface group to have solutions is studied in [12].

In this paper we study satisfiability of random systems of equations in free abelian groups of finite rank and extend corresponding results obtained in [10] for equations.

Denote $SAT(\mathbb{Z}^m, k, n)$ and $SAT_{Q^m}(\mathbb{Z}^m, k, n)$ the sets of all systems of $n$ equations in $k$ variables in the group $\mathbb{Z}^m$ solvable in $\mathbb{Z}^m$ and $\mathbb{Q}^m$ respectively. We study asymptotic density of the sets above with respect to the natural stratification of the group $\mathbb{Z}^m$ with balls corresponding to the uniform norm $\| \cdot \|_\infty$ of Euclidean space $\mathbb{R}^m$. In the sequel we treat $\mathbb{Z}^m$ and its subgroups as integer lattices in $\mathbb{R}^m$.
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In Section 3, using the asymptotics for the number of integral matrices of fixed rank \( k \), we show in theorem 3.2 that the set \( \text{SAT}_Q(\mathbb{Z}^m, k, n) \) is generic if \( n \leq k \), and negligible if \( n > k \).

In Section 4 we recall some basic notions concerning lattice points counting in rational polytopes and extend inequality [18, Theorem 6] derived for coefficients of Ehrhart polynomials to Ehrhart quasipolynomials (see theorem 4.5). Using this inequality, in theorem 5.6 we establish connection between asymptotic density of the set \( \text{SAT}(\mathbb{Z}^m, k, n) \) and sums of inverse greatest divisors over full rank matrices. Based on this result, we make a conjecture 5.7 concerning asymptotic density of the set \( \text{SAT}(\mathbb{Z}^m, n, n) \). In theorem 5.10 we give nontrivial estimates for upper and lower asymptotic densities of the set \( \text{SAT}(\mathbb{Z}^m, k, n) \). Namely, we show that for \( n < k \) this densities lie in the interval from \( \left( \prod_{j=k-n+1}^k \frac{\zeta(j)}{\zeta(k)} \right)^{-1} \) to \( \left( \frac{\zeta(k+m)}{\zeta(k)} \right)^n \), where \( \zeta(s) \) is Riemann zeta-function.

2. Preliminaries

2.1. Asymptotic density. A stratification of a countable set \( T \) is a sequence \( \{T_r\}_{r \in \mathbb{N}} \) of non-empty finite subsets \( T_r \) whose union is \( T \). Stratifications are often specified by length functions. A length function on \( T \) is a map \( l: T \to \mathbb{N} \) from \( T \) to the nonnegative integers \( \mathbb{N} \) such that the inverse image of every integer is finite. The corresponding spherical and ball stratifications are formed by spheres \( S_r = \{ x \in T \mid l(x) = r \} \) and balls \( B_r = \{ x \in T \mid l(x) \leq r \} \).

Definition 2.1. The asymptotic density of \( M \subset T \) with respect to a stratification \( \{T_r\} \) is defined to be

\[
\rho(M) = \lim_{r \to \infty} \rho_r(M), \quad \text{where} \quad \rho_r(M) = \frac{|M \cap T_r|}{|T_r|}
\]

when the limit exists. Otherwise, we use the limits

\[
\bar{\rho}(M) = \limsup_{r \to \infty} \rho_r(M), \quad \underline{\rho}(M) = \liminf_{r \to \infty} \rho_r(M),
\]

and call them upper and lower asymptotic densities respectively.

\( M \) is said to be generic in \( T \) with respect to the stratification \( \{T_r\}_{r \in \mathbb{N}} \) if \( \rho(M) = 1 \) and negligible if \( \rho(M) = 0 \). A property of elements of \( T \) is generic if it holds on a generic subset.

Asymptotic density is one of the tools for measuring sets in infinite groups (see [13] for details).

Let \( \mathbb{Z}^m \) be a free abelian group of rank \( m \). We identify \( \mathbb{Z}^m \) with the standard integer lattice in Euclidean space \( \mathbb{R}^m \). We assume that \( \mathbb{R}^m \) is equipped with the uniform norm defined for \( v = (v_1, \ldots, v_m) \) by the formula

\[
\|v\|_{\infty} = \max_{i} \{|v_i|\}.
\]
This norm induces the length function \( \| \cdot \|_\infty : \mathbb{Z}^m \to \mathbb{N} \) with balls
\[
B^m_r = \{ v \in \mathbb{Z}^m | \|v\|_\infty \leq r \}.
\]
Further we will compute asymptotic density of some subsets in free abelian groups with respect to the given ball stratification.

2.2. Equations in groups. An equation \( u = 1 \) in \( k \) variables over a group \( G \) is an expression of the form
\[
g_0 x_1^{m_1} \cdots x_k^{m_n} = 1,
\]
where each coefficient \( g_j \) is a group element, each exponent \( m_j \) is an integer, and each \( x_{ij} \) is taken from an alphabet of variables, \( X = \{x_1, \ldots, x_k\} \). In this case, the free product \( G_X = F(X) \ast G \) is the space of all equations in variables \( X \) and coefficients in \( G \). A solution of \( u = 1 \) in \( G \) is an assignment \( x_{ij} \to h_{ij} \in G \) such that
\[
g_0 h_1^{m_1} \cdots h_n^{m_n} = 1.
\]
Denote by \( SAT(G,K) \) the set of all equations from \( G_X \) which have a solution in \( G \) (satisfiable equations).

Since we study equations in free abelian groups, we will use additive notation throughout. In line with this we will write equation as
\[
\gamma_1 x_1 + \cdots + \gamma_k x_k = b,
\]
where \( \gamma_j \in \mathbb{Z} \) and \( b \in \mathbb{Z}^m \) are fixed, and \( x_j = (x_{j1}, \ldots, x_{jm}) \) are variables.

System
\[
\begin{align*}
\gamma_1 x_1 &+ \cdots + \gamma_k x_k = b_1, \\
\vdots & \\
\gamma_n x_1 &+ \cdots + \gamma_k x_k = b_n,
\end{align*}
\]
of \( n \) equations of the form (2.1) will be written as
\[
(2.3) \quad AX = B,
\]
where
\[
A = (\gamma_{ij}) \in \mathbb{Z}^{nk}, \quad B = \begin{pmatrix} b_1 \\ \vdots \\ b_n \end{pmatrix} \in \mathbb{Z}^{nm}, \quad \text{and} \quad X = \begin{pmatrix} x_1 \\ \vdots \\ x_k \end{pmatrix}.
\]

It is natural to consider two equations as essentially the same if one can be transformed into the other by applying identities of the variety of abelian groups. So the natural space of equations in variables \( X = \{x_1, \ldots, x_k\} \) over a free abelian group \( \mathbb{Z}^m \) is the direct product \( A(X) \times \mathbb{Z}^m \cong \mathbb{Z}^{k+m} \) of a free abelian group \( A(X) \) with basis \( X \) and group \( \mathbb{Z}^m \). By \( G_{X,n} \) we denote the space of all systems of \( n \) equations from \( G_X \) and \( \mathbb{Z}^{n(k+m)} \) is a natural choice for it. We denote \( SAT(G,k,n) \) the set of all systems from \( G_{X,n} \) solvable in \( G \). Systems from \( \mathbb{Z}^{n(k+m)}_{X,n} \) solvable in \( \mathbb{Q}^m \) will be denoted by \( SAT_{\mathbb{Q}^m}(\mathbb{Z}^m, k,n) \).

Observe, that in (2.3) different coordinates of variables are independent from each other, so the following obvious lemma holds.
Lemma 2.2. A system $AX = B$ of the form (2.3) is solvable in $\mathbb{Z}^m(\mathbb{Q}^m)$ if and only if systems $Ax = B_i$ are solvable over $\mathbb{Z}(\mathbb{Q})$ for any $i = 1, \ldots, m$, where $B_i$ is the $i$-th column of the matrix $B$.

If $X_i = (x_{1i}, \ldots, x_{ki})^T$ is a solution of $Ax = B_i$, then $X = (X_1, \ldots, X_m)$ is a solution of $AX = B$.

3. Systems solvable in $\mathbb{Q}^m$

In this section we will compute asymptotic density of the set $\text{SAT}_{\mathbb{Q}^m}(\mathbb{Z}^m, k, n)$ of all systems of $n$ equations in $k$ variables in $\mathbb{Z}^m$ solvable in $\mathbb{Q}^m$.

Consider a system of linear diophantine equations $Ax = b$ with $A \in \mathbb{Z}^{nk}$, $b \in \mathbb{Z}^n$. According to Kronecker-Capelli theorem the system above has solution over $\mathbb{Q}$ if and only if the rank of its coefficient matrix $A$ is equal to the rank of augmented matrix $(A|b)$.

We state here the main result of [14] where the asymptotics for the number of integral matrices of fixed rank is derived. Denote

$$V_{n,k,s}(\mathbb{Z}) = \{A \in \mathbb{Z}^{nk} \mid \text{rank}(A) = s\},$$

$$N(r; n, k, s) = |\{A \in V_{n,k,s}(\mathbb{Z}) \mid \|A\|_2 < r\}|,$$

where $\|A\|_2 = \sqrt{\sum_{i,j} a_{ij}^2}$.

Theorem 3.1 (Katznelson [14]). For $k \geq n > s \geq 1$ and as $r$ tends to infinity:

1. for $n < k$, $N(r; n, k, s) = \alpha(n, k, s)r^{ks} + O(r^{ks-1})$.
2. for $n = k$, $N(r; k, k, s) = \beta(k, s)r^{ks}\log r + O(r^{ks})$.

Observe, that the growth rate of $N(r; n, k, s)$ doesn’t change if we replace the norm $\| \cdot \|_2$ by $\| \cdot \|_\infty$. Denote

$$N(r; n, k, s)_\infty = |\{A \in V_{n,k,s}(\mathbb{Z}) \mid \|A\|_\infty < r\}|.$$

It is easy to see that

$$\frac{1}{\sqrt{nk}}\|A\|_2 \leq \|A\|_\infty \leq \|A\|_2$$

and

$$N(r; n, k, s) \leq N(r; n, k, s)_\infty \leq N(r\sqrt{nk}; n, k, s).$$

Therefore for $s = 1, \ldots, n - 1$

$$\rho(V_{n,k,s}(\mathbb{Z})) = \lim_{r \to \infty} \frac{N(r; n, k, s)_\infty}{(2r + 1)^{nk}} = 0$$

which implies that $\rho(V_{n,k,n}(\mathbb{Z})) = 1$, i.e., asymptotically almost all $n \times k$ matrices have full rank.

Theorem 3.2. The set $\text{SAT}_{\mathbb{Q}^m}(\mathbb{Z}^m, k, n)$ is generic if $n \leq k$ and negligible if $n > k$. 
Corollary 3.3. The set $SAT(\mathbb{Z}^m, k, n)$ is negligible if $n > k$.

Proof. Since $SAT(\mathbb{Z}^m, k, n) \subset SAT_{\mathbb{Q}^m}(\mathbb{Z}^m, k, n)$, if follows that for $n > k$
$\rho(SAT(\mathbb{Z}^m, k, n)) = 0$. □
4. LATTICE POINTS IN RATIONAL POLYTOPES

Counting lattice points in the integral dilates of a subset of Euclidean space \( \mathbb{R}^d \) is a well known problem. For rational polytopes this problem has been studied in the 1960s by the French mathematician Eugène Ehrhart. These results may be useful when computing asymptotic densities in free abelian groups (see, for example, [19]). Detailed survey of further results can be found in [15] (see also [16]). We recall some basic notions first. A convex polytope in \( \mathbb{R}^d \) is a finite intersection of closed half-spaces, i.e.,

\[
P = \{ x \in \mathbb{R}^d \mid Ax \leq b \}, \quad \text{where} \quad A \in \mathbb{R}^{md}, \ b \in \mathbb{R}^m.
\]

This definition is called the hyperplane description of \( P \). Also any bounded convex polytope in \( \mathbb{R}^d \) has the vertex description and could be presented as the convex hull of finitely many points in \( \mathbb{R}^d \). This vertex description of a polytope is equivalent to the hyperplane description.

The dimension of a polytope \( P \) is the dimension of the affine space

\[
\text{span} \ P = \{ x + \lambda(y - x) \mid x, y \in P, \lambda \in \mathbb{R} \}
\]

spanned by \( P \). If \( P \) has dimension \( d \), we use the notation \( \dim P = d \) and call \( P \) a \( d \)-polytope.

A bounded convex polytope \( P \) is called integral if all of its vertices have integral coordinates, and \( P \) is called rational if all of its vertices have rational coordinates. We will call the least common multiple of the denominators of the coordinates of the vertices of \( P \) the denominator of \( P \).

For \( t \in \mathbb{Z}^+ \) denote \( tP = \{ tx \mid x \in P \} \) the \( t \)th dilate of \( P \). We denote the lattice-point enumerator for the \( t \)th dilates of \( P \) by

\[
L_P(t) = |tP \cap \mathbb{Z}^d|.
\]

We define the Ehrhart series of \( P \) as the generating function of \( L_P(t) \)

\[
\text{Ehr}_P(z) = \sum_{t \geq 0} L_P(t) z^t.
\]

Here we assume that \( L_P(0) = 1 \).

By \( \binom{n}{k} \) we denote the binomial coefficient, defined through

\[
\binom{n}{k} = \frac{n(n-1) \ldots (n-k+1)}{k!}
\]

for \( n \in \mathbb{C}, \ k \in \mathbb{Z}^+ \).

The following theorem states some known results concerning lattice points in integral polytopes [15, theorems 3.8, 3.12 and lemmas 3.13, 3.14].

**Theorem 4.1.** If \( P \) is an integral convex \( d \)-polytope, then

1. \( \text{Ehr}_P(z) = \frac{h_d z^d + \cdots + h_1 z + 1}{(1-z)^{d+1}} \) with \( h_i \in \mathbb{N}, \)

2. \( L_P(t) = \binom{t+d}{d} + h_1 \binom{t+d-1}{d} + \cdots + h_{d-1} \binom{t+1}{d} + h_d \binom{t}{d} \) is a polynomial in \( t \) of degree \( d \).
Some coefficients of $L_\mathcal{P}(t) = c_d t^d + \cdots + c_1 t + c_0$ have geometric interpretation. For example, the leading coefficient $c_d$ is equal to $d$-dimensional volume of $\mathcal{P}$ [15, corollary 3.20], which implies that

\begin{equation}
\text{vol}(\mathcal{P}) = \frac{1}{d!}(h_d + \cdots + h_1 + 1).
\end{equation}

It is also known that $c_0 = 1$ [15, corollary 3.15].

We recall that a quasipolynomial $Q$ is an expression of the form $Q(t) = c_n(t)t^n + \cdots + c_1(t)t + c_0(t)$, where $c_0, \ldots, c_n$ are periodic functions in $t$ and $c_n$ is not the zero function. The degree of $Q$ is $n$, and the least common period of $c_0, \ldots, c_n$ is the period of $Q$. Alternatively, for a quasipolynomial $Q$, there exist a positive integer $k$ and polynomials $p_0, p_1, \ldots, p_{k-1}$ such that $Q(t) = p_i(t)$ if $t \equiv i \pmod{k}$. The minimal such $k$ is the period of $Q$.

Results of the theorem 4.1 can be extended to rational polytopes [15, theorem 3.23, ex. 3.25].

**Theorem 4.2.** If $\mathcal{P}$ is a rational convex $d$-polytope with the denominator $p$, then

1. $Ehr_\mathcal{P}(z) = \sum_{i=0}^{d(p+1)-1} h_i z^i$ with $h_i \in \mathbb{N}$,
2. $L_\mathcal{P}(t)$ is a quasipolynomial in $t$ of degree $d$ and its period divides $p$.

$L_\mathcal{P}(t)$ is called the Ehrhart quasipolynomial of $\mathcal{P}$.

We note that there is an algorithm by Alexander Barvinok to compute Ehrhart quasipolynomials. Barvinok’s algorithm is polynomial in fixed dimension, it has been implemented in the software package LattE [17].

We will need an explicit formula for Ehrhart quasipolynomials, similar to one specified in theorem 4.1 for Ehrhart polynomials.

**Lemma 4.3.** In notations of the theorem 4.2

$L_\mathcal{P}(t) = f_j(t)$ if $t \equiv j \pmod{p}$

where

$$f_j(t) = h_j \binom{t + d}{d} + h_{p+j} \binom{t + d - 1}{d} + \cdots + h_{dp+j} \binom{t}{d}.$$
Proof.

\[
EhrP(z) = \frac{\sum_{i=0}^{d} \sum_{j=0}^{p-1} h_{ip+j} z^{ip+j}}{(1 - z^p)^{d+1}}
\]

\[
= \left( \sum_{i=0}^{d} \sum_{j=0}^{p-1} h_{ip+j} z^{ip+j} \right) \sum_{t \geq 0} \binom{t + d}{d} z^t p_{ip+j}
\]

\[
= \sum_{i=0}^{d} \sum_{j=0}^{p-1} h_{ip+j} \sum_{t \geq 0} \binom{t + d - i}{d} z^{pt+j}
\]

In all infinite sums we can start the index \( t \) with 0. Hence

\[
EhrP(z) = \sum_{i=0}^{d} \sum_{j=0}^{p-1} h_{ip+j} \sum_{t \geq i} \binom{t + d - i}{d} z^{pt+j}
\]

For Ehrhart quasipolynomials \( L_P(t) = c_d(t) t^d + \cdots + c_1(t) t + c_0(t) \) the leading coefficient \( c_d(t) \) is equal to \( d \)-dimensional volume of \( P \) and \( c_0(t) = 1 \). So \( c_d \) and \( c_0 \) are constants. This implies the formular similar to (4.2)

\[
\text{vol}(P) = \frac{1}{d!} (h_{j} + h_{p+j} + \cdots + h_{dp+j})
\]

for \( j = 0, \ldots, p - 1 \).

The coefficients of Ehrhart polynomials are very special, see [20] for example. We will be interested in the following inequality.

**Theorem 4.4** (Betke, McMullen [18]). If \( P \) is an integral convex \( d \)-polytope with Ehrhart polynomial \( L_P(t) = c_d t^d + \cdots + c_1 t + 1 \), then

\[
c_r \leq (-1)^{d-r} s(d, r) c_d + (-1)^{d-r-1} \frac{s(d, r+1)}{(d-1)!} \quad \text{for } r = 1, \ldots, d - 1,
\]

where \( s(i, j) \) denote the Stirling numbers of the first kind.

We recall that Stirling numbers of the first kind \( s(n, k) \) are defined through

\[
[x]_n = x(x-1) \ldots (x-n+1) = \sum_{k=0}^{n} s(n, k) x^k.
\]
Now we extend the inequality above to rational polytopes.

**Theorem 4.5.** If \( \mathcal{P} \) is a rational convex \( d \)-polytope with the denominator \( p \) and Ehrhart quasipolynomial \( L_\mathcal{P}(t) = c_d t^d + c_{d-1} t^{d-1} + \cdots + c_1 t + 1 \), then
\[
|c_r(t)| \leq |s(d+1, t+1)| c_d \quad \text{for } r = 1, \ldots, d-1, \ t \in \mathbb{Z}^+.
\]

**Proof.** For arbitrary polynomial \( g(x) \) by \( g(x) \) we denote the coefficient of \( x^i \) in \( g(x) \).

According to lemma 4.3 we have \( L_\mathcal{P}(t) = f_j(t) \) if \( t \equiv j \pmod{p} \), where
\[
f_j(t) = \sum_{i=0}^d h_{ip+j} \binom{t + d - i}{d}.
\]

Then
\[
c_r(j) = f_j(t)|_{r} = \left( \sum_{i=0}^d h_{ip+j} \binom{t + d - i}{d} \right)|_{r} = \sum_{i=0}^d h_{ip+j} \binom{t + d - i}{d} |_{r}.
\]

It is easy to see that for \( i = 1, \ldots, d \)
\[
\left| \binom{t + d - i}{d} \right|_{r} \leq \left| \binom{t + d}{d} \right|_{r}.
\]

From (4.3), since \( h_i \in \mathbb{N} \), it follows that for \( j = 0, \ldots, p-1 \)
\[
|c_r(j)| = |f_j(t)|_{r} \leq \sum_{i=0}^d h_{ip+j} \left| \binom{t + d - i}{d} \right|_{r}
\]
\[
\leq \sum_{i=0}^d h_{ip+j} \left( \binom{t + d}{d} \right) |_{r} = \left( \binom{t + d}{d} \right) |_{r} |h_j + h_{p+j} + \cdots + h_{dp+j}|
\]
\[
= \left( \binom{t + d}{d} \right) |_{r} d! \ vol(\mathcal{P}) = |s(d+1, t+1)| c_d.
\]

\( \square \)

Let \( \mathbf{w}_1, \ldots, \mathbf{w}_d \) be linearly independent vectors in \( \mathbb{R}^d \). The set
\[
\Lambda = \Lambda(\mathbf{w}_1, \ldots, \mathbf{w}_d) = \{ \alpha_1 \mathbf{w}_1 + \cdots + \alpha_d \mathbf{w}_d \mid \alpha_i \in \mathbb{Z} \}
\]
is called the **lattice** with basis \( \{ \mathbf{w}_1, \ldots, \mathbf{w}_d \} \). The number
\[
d(\Lambda) = |\det(\mathbf{w}_1, \ldots, \mathbf{w}_d)|
\]
is called the **determinant** of the lattice.

A convex polytope \( \mathcal{P} \) is called **lattice polytope** (with respect to the lattice \( \Lambda \)) if all of its vertices belongs to \( \Lambda \).
We note that results of this section remains true if we replace the standard integer lattice $\mathbb{Z}^d$ by an arbitrary lattice $\Lambda(\mathbf{w}_1, \ldots, \mathbf{w}_d)$. Indeed, consider the matrix $A = (\mathbf{w}_1, \ldots, \mathbf{w}_d)$ formed by $\mathbf{w}_i$ as columns and let $\psi$ be the linear transformation corresponding to $A$. Then $\Lambda = \psi(\mathbb{Z}^d)$ and $\mathbb{Z}^d = \psi^{-1}(\Lambda)$. If $\mathcal{P}$ is a rational $d$-polytope with respect to the basis $\{\mathbf{w}_1, \ldots, \mathbf{w}_d\}$, then $\psi^{-1}(\mathcal{P})$ is a rational $d$-polytope with respect to the standard basis of $\mathbb{R}^d$ and

$$L_{\mathcal{P},\Lambda}(t) = |\{t\mathcal{P} \cap \Lambda\}| = \left|\{t\psi^{-1}(\mathcal{P}) \cap \mathbb{Z}^d\}\right|.$$

Given that $\text{vol}(\mathcal{P}) = |\det(A)|\text{vol}(\psi^{-1}(\mathcal{P}))$ we get that the leading coefficient of $L_{\mathcal{P},\Lambda}(t)$ is equal to \(\frac{\text{vol}(\mathcal{P})}{d(\Lambda)}\).

5. Systems solvable in $\mathbb{Z}^m$

Let $M \in \mathbb{Z}^{nk}$ ($n \leq k$) and $\text{rank}(M) = n$, then by $\gcd(M)$ we denote the greatest divisor of $M$, defined as the greatest common divisor of the determinants of $M$. The determinants of a matrix are, of course, the determinants of the greatest square matrices contained in it. A matrix $M$ is called unimodular if $\gcd(M) = 1$.

First we recall some classical criterions telling whether a linear diophantine systems of the form

$$Ax = b \quad \text{with} \quad A \in \mathbb{Z}^{nk}, \quad b \in \mathbb{Z}^n,$$

has integral solution.

**Theorem 5.1** (Smith [21]). Let $Ax = b$ be a system of the form (5.1) with $\text{rank}(A) = n$. Then the system has integral solution if and only if the greatest divisors of its augmented and unaugmented matrices are equal.

We also mention a criterion due to Van der Waerden.

**Theorem 5.2** (Van der Waerden). A system $Ax = b$ of the form (5.1) has integral solution if and only if for every $v \in \mathbb{Q}^n$ such that $vA \in \mathbb{Z}^k$, $(v, b) \in \mathbb{Z}$.

However, we will use other criterion which allows us to apply results of Section 4.

For $n \leq k$ consider a system from $\mathbb{Z}_X^{m,n}$ of the form

$$AX = B \quad \text{with} \quad A \in \mathbb{Z}^{nk}, B \in \mathbb{Z}^{nm}.$$

Denote $A_i$ and $B_j$ the columns of $A$ and $B$ respectively, and let $H_A = \langle A_1, \ldots, A_k \rangle \leq \mathbb{Z}^n$ be the subgroup generated by the columns of $A$. Then the following obvious lemma holds.

**Lemma 5.3.** A system $AX = B$ of the form (5.2) is solvable in $\mathbb{Z}^{m}$ if and only if $B_i \in H_A$ for every $i = 1, \ldots, m$. 

If \( \text{rank}(A) = n \) then \( H_A \) is of finite index, thus \( H_A \) is a \( n \)-dimensional lattice in \( \mathbb{R}^n \) with determinant \( d(H_A) = |\mathbb{Z}^n : H_A| = \text{gcd}(A) \). Therefore

\[
|\{B^n_r \cap H_A\}| = |\{rB^n_1 \cap H_A\}| = L_{B^n_r, H_A}(r)
\]

is Ehrhart quasipolynomial for \( B^n_1 \), which further will be denoted by \( L_A(r) \).

Consider the sum

\[
S_{m,k,n}(r) = \sum_{A \in B^{nk}_r \atop \text{rank}(A) = n} L^m_A(r).
\]

According to lemma 5.3, this sum describes the number of solvable systems of the form (5.2) with \( \text{rank}(A) = n \) in the ball \( B^{n(k+m)}_r \). Let

\[
L_A(t) = c_{A,n}t^n + c_{A,n-1}(t)t^{n-1} + \cdots + c_{A,1}(t)t + 1,
\]

\[
L^m_A(r) = \sum_{i=0}^{mn} \alpha_{A,i}r^i,
\]

then \( S_{m,k,n}(r) \) can be presented as

\[
S_{m,k,n}(r) = \sum_{A \in B^{nk}_r \atop \text{rank}(A) = n} \sum_{i=0}^{mn} \alpha_{A,i}r^i = \sum_{i=0}^{mn} \left( \sum_{A \in B^{nk}_r \atop \text{rank}(A) = n} \alpha_{A,i} \right) r^i = \sum_{i=0}^{mn} s_{m,k,n,i}(r)r^i.
\]

It is easy to see that \( \alpha_{A,0} = 1 \) and

\[
\alpha_{A,mn} = c_{A,n}^m = \left( \frac{\text{vol}(B^n_1)}{d(H_A)} \right)^m = 2^{mn} \text{gcd}(A)^{-m},
\]

so

\[
s_{m,k,n,mn}(r) = \sum_{A \in B^{nk}_r \atop \text{rank}(A) = n} \alpha_{A,mn} = 2^{mn} \sum_{A \in B^{nk}_r \atop \text{rank}(A) = n} \text{gcd}(A)^{-m}.
\]

**Lemma 5.4.** As \( r \) tends to infinity \( s_{m,k,n,mn}(r) = O(r^{nk}) \).

**Proof.** Observe, that

\[
s_{m,k,n,mn}(r) = 2^{mn} \sum_{A \in B^{nk}_r \atop \text{rank}(A) = n} \text{gcd}(A)^{-m}
\]

\[
\leq 2^{mn} \sum_{A \in B^{nk}_r \atop \text{rank}(A) = n} 1
\]

\[
\leq 2^{mn} |B^{nk}_r| = 2^{mn}(2r + 1)^nk.
\]

The following lemma shows that \( r^{mn}s_{m,k,n,mn}(r) \) makes a major contribution to the sum \( S_{m,k,n}(r) \) from the asymptotic point of view.
Lemma 5.5. \[ \lim_{r \to \infty} \frac{s_{m,k,n,i}(r)r^i}{r^{n(k+m)}} = 0 \text{ for } i = 0, \ldots, mn - 1. \]

Proof. The case \( i = 0 \) is obvious since \( \alpha_{A,0} = 1 \).

According to the theorem 4.5 for \( r = 1, \ldots, n - 1 \)
\[ |c_{A,r}(t)| \leq \max_i \{|s(n+1,i)|c_{A,n} \}, \]
then for any sum of the form
\[ \Omega(r) = \sum_{A \in B_{rk}^n \atop \text{rank}(A)=n} c_{A,i_1}(r) \cdots c_{A,i_s}(r), \text{ where } i_j \in \{1, \ldots, n\} \]
we have \( |\Omega(r)| \leq \beta s_{s,k,n,sn}(r) \), for some constant \( \beta \), which doesn’t depend on \( r \). So \( \Omega(r) = O(r^m) \). Any sum
\[ s_{m,k,n,i}(r) = \sum_{A \in B_{rk}^n \atop \text{rank}(A)=n} \alpha_{A,i} \]
is a finite sum of the sums of the form (5.4), so it is also \( O(r^m) \).

Statement of the lemma now follows from the fact that for any function \( f(r) = O(r^m) \)
\[ \lim_{r \to \infty} \frac{f(r)r^i}{r^{n(k+m)}} = 0 \text{ if } i < mn. \]

Denote
\[ F_{m,k,n}(r) = \frac{s_{m,k,n,nn}(r)}{2mn} = \sum_{A \in B_{rk}^n \atop \text{rank}(A)=n} \gcd(A)^{-m}. \]

We now establish a connection between \( F_{m,k,n}(r) \) and asymptotic density of the set \( \text{SAT}(\mathbb{Z}^m, k, n) \).

Theorem 5.6. \( \rho(\text{SAT}(\mathbb{Z}^m, k, n)) = \rho \) if and only if \( \lim_{r \to \infty} \frac{F_{m,k,n}(r)}{(2r)^{nk}} = \rho. \)

Proof. If asymptotic density of the set \( \text{SAT}(\mathbb{Z}^m, k, n) \) exists, then according to (3.1) only systems with full rank matrices contribute to asymptotic density, so
\[ \lim_{r \to \infty} \frac{S_{m,k,n}(r)}{|B_{rk}^{n(k+m)}|} = \rho. \]

According to lemma 4.3 only the leading term of \( S_{m,k,n}(r) \) contribute to the limit above, hence
\[ \rho = \lim_{r \to \infty} \frac{s_{m,k,n,nn}(r)r^{mn}}{|B_{rk}^{n(k+m)}|} = \lim_{r \to \infty} \frac{s_{m,k,n,nn}(r)r^{mn}}{(2r)^{n(k+m)}} = \lim_{r \to \infty} \frac{F_{m,k,n}(r)}{(2r)^{nk}}. \]

Arguing as above one can show that the converse is true. \( \square \)
Now we consider the case when \( n = k \) and \( m = 1 \). Then

\[
F_{1,n,n}(r) = \sum_{A \in B_n^{n,n} \atop \text{rank}(A) = n} \frac{1}{|\det(A)|}.
\]

In [22] asymptotics for the number of integral matrices of fixed determinant is derived. Let

\[
V_{n,k} = \{ M \in \mathbb{Z}^{n,n} \mid \det(M) = k \},
\]

\[
N(r, V_{n,k}) = |\{ M \in V_{n,k} \mid \|M\|_2 \leq r \}|,
\]

then according to [22, example 1.6]

\[
N(r, V_{n,k}) \sim c_{n,k} r^{n^2 - n}.
\]

If we assume that each value occurs (roughly) equally often, then

\[
F_{1,n,n}(r) = O(r^{n^2 - n} \ln(r)),
\]

so

\[
\lim_{r \to \infty} \frac{F_{1,n,n}(r)}{(2r)^n} = 0
\]

and \( \rho(SAT(\mathbb{Z}, n,n)) = 0 \). Since

\[
\rho(SAT(\mathbb{Z}^{m+1}, n,n)) \leq \rho(SAT(\mathbb{Z}^m, n,n)),
\]

then \( \rho(SAT(\mathbb{Z}^m, n,n)) = 0 \) for arbitrary \( m \).

This allows us to formulate the following conjecture.

**Conjecture 5.7.** \( F_{1,n,n}(r) = O(r^{n^2 - n} \ln(r)) \) and \( \rho(SAT(\mathbb{Z}^m, n,n)) = 0 \).

In the rest of this section we give some nontrivial estimates for upper and lower asymptotic densities of the set \( SAT(\mathbb{Z}^m, k,n) \).

Denote \( U_{n,k} \) the set of all \( n \times k \) unimodular integer matrices. Below, \( \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} \) is Riemann zeta-function.

Asymptotic density of rectangular unimodular integer matrices is derived in [23].

**Theorem 5.8 (Maze, Rosenthal, Wagner [23]).**

1. \( \rho(U_{n,k}) = \left( \prod_{j=k-n+1}^{k} \zeta(j) \right)^{-1} \) if \( k > n \geq 1 \),
2. \( \rho(U_{n,n}) = 0 \) if \( n \geq 1 \).

We note that [23] uses a slightly different notion of natural density in \( \mathbb{Z}^{nk} \), which is nevertheless equivalent to our definition of asymptotic density with respect to balls stratification.

Theorem 5.8 allows us to bound lower asymptotic density of the set \( SAT(\mathbb{Z}^m, k,n) \), since every system of the form (5.2) with unimodular matrix \( A \) is solvable in \( \mathbb{Z}^m \). To bound upper asymptotic density we need to know asymptotic density of solvable equations in \( \mathbb{Z}^m \).
**Theorem 5.9** (Gilman, Myasnikov, Roman’kov [10]).

(1) \( \rho(SAT(Z^m, k)) = \frac{\zeta(k+m)}{\zeta(k)} \) if \( k \geq 2 \),
(2) \( \rho(SAT(Z^m, 1)) = 0 \).

Now we are ready to prove the following theorem.

**Theorem 5.10.** The following inequalities holds

(1) \( \rho(U_{n,k}) \leq \rho(SAT(Z^m, k, n)) \) if \( k > n > 1 \),
(2) \( \overline{\rho}(SAT(Z^m, k, n)) \leq \rho(SAT(Z^m, k)) \) if \( k \geq n > 1 \).

**Proof.** Consider the set

\[ S_1 = \{(A|B) \in Z^{n(k+m)} \mid A \text{ is unimodular}\} \subset SAT(Z^m, k, n) \]

when \( k > n > 1 \). It is easy to show that \( \rho(S_1) = \rho(U_{n,k}) \). Then

\[ \rho(U_{n,k}) \leq \rho(SAT(Z^m, k, n)). \]

Next consider the set \( S_2 \) of all systems from \( Z^m_{X,n} \), where each equation is solvable. Clearly \( SAT(Z^m, k, n) \subset S_2 \). Observe, that

\[ \rho_r(S_2) = \rho_r(SAT(Z^m, k))^n \]

and

\[ \rho(S_2) = \lim_{r \to \infty} \rho_r(S_2) = \left( \lim_{r \to \infty} \rho_r(SAT(Z^m, k)) \right)^n = \rho(SAT(Z^m, k))^n. \]

Then

\[ \overline{\rho}(SAT(Z^m, k, n)) \leq \rho(SAT(Z^m, k))^n. \]

\[ \square \]
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