Phase structure of pure SU(3) lattice gauge theory in 5-dimensions
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We investigate the nonperturbative phase structure of five-dimensional SU(3) pure Yang-Mills theory on the lattice. We perform numerical simulations using the Wilson plaquette gauge action on an anisotropy lattice with a four-dimensional lattice spacing \((a_4)\) and with an independent value in the fifth dimension \((a_5)\). We investigate both cases of \(a_4 > a_5\) and \(a_4 < a_5\). The Polyakov loops in the fourth and the fifth directions are observed, and we find that there are four possible phases for the anisotropy five-dimensional quenched QCD theory on the lattice. We determine the critical values of the lattice bare coupling and the anisotropy parameter for each phase transition. Furthermore, we find that there is novel meta-stable vacuum, where the global gauge symmetry would be spontaneously broken. It appears only in the phase where the center symmetry in four dimensions is preserved while the symmetry in the fifth dimension is spontaneously broken.
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1. Introduction

Lattice gauge theory is one of the regularization methods for the quantum gauge theories. Moreover, it is the only known regularization method which respects the gauge invariance. The regulator is introduced as a lattice spacing \((a)\), and the frequency modes higher than \((1/a)\) are suppressed because of the ultraviolet (UV) cutoff. In the four-dimensional non-abelian gauge theory, the lattice numerical simulation in the strong coupling limit smoothly connects to the weak coupling limit, so that we can reach the nonperturbative regime from the well-defined continuum limit \((a \to 0)\) which corresponds to the lattice bare coupling goes to zero. The numerical simulation based on the lattice QCD have reproduced the nonperturbative dynamics of the quarks and the gluons.

The five-dimensional SU(2) gauge theory with the Wilson plaquette gauge [1] or the mixed gauge action [2] have been investigated. The difference from the four-dimensional SU(2) gauge theory is that the numerical simulation exhibits a clear hysteresis at a finite lattice bare coupling. The phase transition is known as the bulk first order transition coming from lattice artifacts. In such theory, we cannot give a definition of the continuum limit in whole region of the coupling constant. A similar hysteresis is also observed in the four-dimensional abelian gauge theory [1]. The theory is well known to be ill-defined in the high energy region, and only the perturbative picture is allowed at the low energy scale. Based on the analogy...
with the four-dimensional abelian theory, the existence of the first order bulk phase transition might suggest that the higher dimensional gauge theory would be also an ill-defined theory in the nonperturbative sense.

Fig. 1 Two possible pictures of the anisotropic five-dimensional lattice geometry. In the left panel, we assume that the lattice spacing of the fifth dimension is smaller than the one of the other directions. On the other hand, the lattice spacing of the fifth dimension is larger than the one of the other directions in the right panel.

On the other hand, even if the theory does not have a well-defined continuum limit as a whole five-dimensional theory, it is worth to consider the effective theory which has an explicit finite UV cutoff only in the fifth dimension, and to estimate the nonperturbative contributions to the four-dimensional Yang-Mills theory in the continuum limit from the extended model.

There are two independent ideas to construct a four-dimensional effective model starting from the five-dimensional gauge theory. The first one has the geometry whose fifth dimension is compact space as shown the left panel in Fig. 1. We can observe only the low energy physics in four dimensions when the inverse of the compactification radius in the extra dimension is smaller than the observation scale. Several phenomenological models try to explain the origin of the Higgs particle [3–7] or the candidates of the dark matter [8] by the Kaluza-Klein (KK) modes coming from the compactification. The other geometrical picture is naively given by the right panel in Fig. 1. If the four-dimensional branes weakly interact with each other [9], then we can not observe a contribution from the other four-dimensional branes even if they exist in the extra dimension. Several phenomenological models are proposed based on Arkani-Hamed-Dimopoulos-Dvali (ADD) [10] or Randall-Sundrum [11, 12] model in which the gauge and matter fields are localized on the four-dimensional brane. However, whether such localization occurs or not is an independent problem. It is important to find the phase where the quark currents do not extent to the fifth direction, although the four-dimensional dynamics on the brane shows the ordinary QCD.

In this work, we investigate the phase structure of the five-dimensional pure SU(3) gauge theory with three geometrical pictures, namely the isotropic one and both anisotropic pictures shown in Fig. 1. This is the first study on the five-dimensional SU(3) gauge theory on the lattice, although there are several works for the SU(2) gauge theories [1, 2, 13]–[22].
mainly observe the Polyakov loop on the lattice for more than 2,000 lattice parameters, and find that there are in total four possible phases for the Wilson plaquette gauge action with an anisotropy parameter which describes the ratio of the lattice spacings between the fourth and the fifth directions. We determine the critical values of the lattice bare gauge coupling constant and the anisotropy parameter for each phase transition.

The SU(3) gauge theory has a higher rank of the group than the SU(2) gauge theory. We expect that the SU(3) gauge theory has a richer phase structure in comparison with the SU(2) gauge theory. Actually we find a novel meta-stable vacuum in our numerical simulation where the vacuum configuration has a nontrivial distribution of the Polyakov loop. The phase is called “split (skewed) phase” [23] in other contexts; e.g. the two-dimensional Wilson line model as a dimensionally reduced model of the three-dimensional SU(3) gauge action [24] and the SU(3) gauge theory coupled to the adjoint fermions in 3 + 1 dimensions [25]. The existence of the split phase directly relates with the spontaneous global gauge symmetry breaking via the Hosotani mechanism [6, 26, 27]. It suggests that the five-dimensional pure SU(3) gauge theory has a meta-stable vacuum where the global gauge symmetry is broken.

This paper is organized as follows. We give a definition of the model for the pure SU(3) lattice gauge theory given by the Wilson plaquette gauge action, and show the conjectured phase diagram of the model in Sec. 2. We investigate the phase structure of the isotropic SU(3) lattice gauge theory in five dimensions in Sec. 3, and find an evidence of the hysteresis. It indicates that there is a bulk first order phase transition which is also observed in the five-dimensional SU(2) lattice gauge theory. In Sec. 4, we introduce an anisotropy between the fourth- and the fifth-dimensional lattice spacings to realize rich geometrical pictures. The phase transition points, where the strong hysteresis disappears, exist in the small and the large anisotropy parameter regions. We determine the critical values of the lattice bare gauge coupling constant and the anisotropy parameter where the strong hysteresis disappears for several lattice sizes. In Sec. 5, we report an appearance of the split phase that we find via the numerical simulation. According to the analysis based on the perturbative one-loop effective potential, the vacuum is located at the saddle point of the potential. However, in our numerical simulations the configuration in the vacuum is stable although we continue for more than 100,000 Sweeps. Furthermore, it is stable even though we slightly change the value of the bare coupling. We conclude that the vacuum describes a meta-stable state.

2. The model and simulation setup

2.1. The action

The SU(N_c) Yang-Mills gauge action in five dimensions can be given by

\[ S = \int d^4x \int dx_5 \frac{1}{2} \text{Tr} F_{MN}^2, \]  

where \( M, N = 1, \cdots, 5 \) and \( F_{MN} = \partial_M A_N - \partial_N A_M + ig_5 [A_M, A_N] \). Here \( g_5 \) is a five-dimensional gauge coupling constant and the mass dimension of \( g_5 \) is \(-1/2\). Therefore this theory is nonrenormalizable at least within the perturbative expansion.

To regulate the theory, we introduce a finite lattice spacing (\( a \)), which naively corresponds to a inverse of the UV cutoff. On the lattice, one of possible actions is the Wilson plaquette
gauge action,

\[ S = \beta \sum_x \sum_{1 \leq M \leq N \leq 5} \left( 1 - \frac{1}{N_c} \text{Tr} U_{MN} \right), \]  

(2)

where \( \beta \) is a normalization factor, which we will determine to reproduce the continuum action (Eq. (1)). Here \( U_{MN} \) and \( U_M(x) \) denote the plaquette and the link variable given by

\[ U_{MN} = U_M(x) U_N(x + \hat{M} a) U^\dagger_M(x + \hat{N} a) U^\dagger_N(x), \]

(3)

\[ U_M(x) = e^{i g_5 A_M(x + \hat{M}/2)}, \]

(4)

respectively. Substituting Eq. (4) to the lattice action (Eq. (2)), we obtain the following action in the naive \( a \to 0 \) limit

\[ S \to a^4 \sum_x \sum_{1 \leq \mu \leq \nu \leq 4} \frac{\beta g_5^2}{2 N_c} \text{Tr} F_{\mu \nu}^2(x) + O(a^6). \]  

(5)

Therefore, one choice of \( \beta \) to reproduce the action in the continuum limit can be given by \( \beta = 2 N_c a / g_5^2 \) at tree level. Note that the lattice spacing \( a \) in the numerator is added in contrast with four-dimensional case.

The lattice spacing is just a regulator which is introduced by hand, so that there is no reason to have a five-dimensional isotropy. In general, we can introduce a different lattice spacing for the fifth dimension \( (a_5) \) from the one of the other dimensions \( (a_4) \), namely \( a_4 \neq a_5 \) is allowed. The corresponding lattice gauge action is also modified by two independent normalization factors \( (\beta_4 \text{ and } \beta_5) \),

\[ S = \beta_4 \sum_x \sum_{1 \leq \mu \leq \nu \leq 4} \left( 1 - \frac{1}{N_c} \text{Tr} U_{\mu \nu} \right) + \beta_5 \sum_x \sum_{1 \leq \mu \leq 4} \left( 1 - \frac{1}{N_c} \text{Tr} U_{\mu 5} \right). \]  

(6)

Here the link variables for the four-dimensional components and the fifth direction are given by

\[ U_{\mu}(x) = e^{i a_4 g_5 A_\mu(x + \hat{\mu}/2)}, \text{ for } \mu = 1, \ldots, 4, \]

\[ U_5(x) = e^{i a_5 g_5 A_5(x + \hat{5}/2)}, \]

(7)

respectively. The plaquettes in four-dimensional subspaces and in \( \mu-5 \) plane are defined as follows:

\[ U_{\mu \nu}(x) = U_{\mu}(x) U_{\nu}(x + \hat{\mu} a_4) U^\dagger_{\mu}(x + \hat{\nu} a_4) U^\dagger_{\nu}(x), \]

\[ U_{\mu 5}(x) = U_{\mu}(x) U_5(x + \hat{\mu} a_4) U^\dagger_{\mu}(x + \hat{5} a_5) U^\dagger_5(x). \]  

(8)

Substituting Eqs. (8) into Eq. (6), we can find that one possible naive continuum limit \( (a_4, a_5 \to 0) \) can be obtained by choosing

\[ \beta_4 = 2 N_c a_5 / g_5^2, \quad \beta_5 = 2 N_c a_4 a_5 / g_5^2 a_5. \]  

(9)

In the practical lattice numerical simulation, we utilize the lattice bare coupling constant \( (\beta) \), which is normalized a four-dimensional UV cutoff, and the anisotropy parameter \( (\gamma) \),

\[ \beta = 2 N_c a_4 / g_5^2, \quad \gamma = a_4 / a_5. \]  

(10)
Finally, we obtain the anisotropic plaquette gauge action,

\begin{equation}
S = \frac{\beta}{\gamma} \sum_x \sum_{1 \leq \mu \leq \nu \leq 4} \left( 1 - \frac{1}{N_c} \text{Tr} U_{\mu \nu} \right) + \beta \gamma \sum_x \sum_{1 \leq \mu \leq 4} \left( 1 - \frac{1}{N_c} \text{Tr} U_{\mu 5} \right).
\end{equation}

In this work, firstly we investigate the phase structure for the isotropic plaquette gauge action (Eq. (2)) in Sec. 3, and then study the anisotropic case (Eq. (6)) in Sec. 4. The large anisotropy parameter region \( \gamma > 1 \) describes the left geometrical picture in Fig. 1 when the lattice extent in the fifth dimension is not larger than the one in the other dimensions. On the other hand, we expect that the right picture in Fig. 1 would be induced in a small \( \gamma \) region.

### 2.2. Simulation setup and observables

Gauge configurations are generated by the pseudo-heatbath algorithm with the over-relaxation, mixed in the ratio of 1 : 5. We call one pseudo-heatbath update sweep plus five over-relaxation sweeps as a “Sweep”. The number of Sweeps for the measurements is 5,000 after the thermalization. Statistical errors are estimated by the jackknife method.

We generate the configurations starting with “cold start”, which is in the ordered phase and we set the initial configuration unity. We also utilize “hot start” which is in the disordered phase and whose initial configuration is random. It is known that the numerical simulation results using the four-dimensional plaquette gauge action are independent of the initial configuration after the thermalization. However, an hysteresis is observed in the five-dimensional SU(2) plaquette gauge action [1]. The hysteresis comes from lattice artifacts. Our work gives the first numerical simulation results for the five-dimensional SU(3) plaquette gauge action. We firstly investigate the existence of the phase transition and the hysteresis.

We measure four quantities, namely plaquettes \( P_{ss} \) and \( P_{st} \) which are defined in the four-dimensional Euclidean space-time and the \( \mu-5 \) plane with \( \mu = 1, \cdots, 4 \), and the Polyakov loops \( \langle \text{Ploop}_s \rangle \) and \( \langle \text{Ploop}_t \rangle \) in the fourth and the fifth directions, respectively.

\begin{align}
\langle P_{ss} \rangle &= \langle \frac{1}{6N_c V_5} \sum_x \sum_{\mu,\nu \neq 5} U_{\mu \nu}(x) \rangle, & \langle P_{st} \rangle &= \langle \frac{1}{4N_c V_5} \sum_x \sum_{\mu} U_{\mu 5}(x) \rangle, \\
\langle \text{Ploop}_s \rangle &= \langle \frac{N_s}{N_c V_5} \sum_{\vec{x},x_5} \prod_{x_4=1}^N U_4(\vec{x},x_4,x_5) \rangle, & \langle \text{Ploop}_t \rangle &= \langle \frac{N_t}{N_c V_5} \sum_{\vec{x},x_4} \prod_{x_5=1}^N U_5(\vec{x},x_4,x_5) \rangle.
\end{align}

Here \( V_5 \) denotes the five-dimensional lattice volume \( (V_5 = (N_s)^4 \times N_t) \), and \( N_s \) and \( N_t \) denote the lattice extent for the isotropic four dimensions and the independent fifth dimension, respectively. The variables \( x \) and \( \vec{x} \) denote a five-dimensional coordinate \( x = (x_1, x_2, x_3, x_4, x_5) \) and a three-dimensional spatial coordinate \( \vec{x} = (x_1, x_2, x_3) \), respectively.

In this theory there are two global symmetries, namely the \( Z_3 \) center symmetry and the global SU(3) gauge symmetry. The order parameter of the center symmetry is given by the magnitude of the Polyakov loop. If the magnitude of the Polyakov loop is zero, then the center symmetry is preserved. The phase corresponds to the “confined phase”, since the magnitude of the Polyakov loop is related to the free energy to take a single quark infinity. We expect that it occurs in the strong coupling limit \( (\beta \to 0) \), since the strong expansion
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can describe the confinement. On the other hand, if the quantity is not zero, then the center symmetry is spontaneously broken. This phase is called “deconfined phase”.

Figure 2 shows a naive expectation for the phase structure. If we introduce the anisotropy, there are two order parameters for the confined/deconfined phase transition in four-dimensional spaces and fifth dimension, respectively. We expect that there must be the deconfined phase in the weak coupling region, while the quarks and the gluons are confined in the strong coupling regime for both order parameters. Correspondingly the PHASE (I) (right-top phase in Fig. 2) can be called “deconfined phase”, and PHASE (IV) (left-bottom phase) is “confined phase” as a whole five-dimensional QCD. The PHASE (II) (right-bottom phase) and PHASE (III) (left-top phase) will not appear in the isotropic lattices. In PHASE (II) the quark currents are not confined on the four-dimensional brane, while they cannot extend to the fifth direction. The QCD dynamics is localized on the four-dimensional brane. We expect that PHASE (II) can be realized in the small $\gamma$ regime, where $a_5 > a_4$. On the other hand, in PHASE (III) the confinement occurs in four dimensions while the quarks are deconfined in the fifth direction. We expect that the phase should appear when the physical length of the fifth dimension is smaller than the other four-dimensional spaces. The geometry corresponds to the 4 + 1 dimensional spaces, where one dimension is compact space. The KK modes of the fifth component of the gauge field can be interpreted as an adjoint scalar field in four dimensions. Therefore the theory would give the same phase structure with the one of the SU(3) gauge theory coupled to the adjoint scalar fields [28].

Another order parameter is related with the global SU(3) gauge symmetry. It is an important aspect to understand the spontaneous gauge symmetry breaking, in particular, within the gauge-Higgs unification or the grand unified theory based on the extra dimension model. In $D + 1$ gauge theory where one dimension is compact space, if the Wilson line phase (non-abelian Aharonov-Bohm (AB) phase) in the compact dimension have a nontrivial
eigenvalue, then the gauge symmetry in $D$ dimensions can be spontaneously broken via the Hosotani mechanism [6]. Using the lattice simulation, a signal of such nontrivial AB phases can be observed by the monitoring the Polyakov loop distribution. It is known that in the SU(3) gauge theory coupled to adjoint fermions with the periodic boundary condition in $3 + 1$ dimensions, there are two possible phases with the different global gauge symmetry in the deconfined phase. These phases are called “deconfined phase” and “split phase” in papers [25–27], and the corresponding global gauge symmetries are expected to be SU(3) and SU(2) × U(1), respectively. According to the discussion based on the perturbative one-loop effective potential, it is known that the pure gauge theory in any $D + 1$ dimensions never shows the spontaneous gauge symmetry breaking [6, 29]. However, our numerical simulation results show that there is a meta-stable vacuum corresponding to the split phase only in Phase (III) shown in Fig. 2. We show the appearance of the split phase for the five-dimensional pure SU(3) gauge theory in Sec. 5.

3. Phase structure of the isotropic SU(3) lattice gauge theory in five dimensions

Let us start with the isotropic lattices. The numerical simulation of the five-dimensional SU(2) plaquette gauge action shows the bulk first order phase transition in the pioneer work by M. Creutz [1]. The expectation value of plaquette shows the hysteresis at $\beta \approx 1.65$ in the five-dimensional SU(2) lattice gauge theory, while it smoothly connects from the weak coupling region to the strong coupling region in the four-dimensional case. In this section, we carry out the numerical simulation utilizing the five-dimensional SU(3) plaquette gauge action on the isotropic lattice ($N_s = N_t$ and $\gamma = 1.00$). We investigate $1.0 \leq \beta \leq 9.5$ region.

Figure 3 and 4 show the simulation results for the $N_s = 8$ lattice extent. We also give raw data in Appendix A. The top (bottom) panel in Fig. 3 shows the expectation value of the plaquette (its susceptibility) as a function of $\beta$. Figure 4 shows the magnitude of the Polyakov loop in the same range of $\beta$. The cycle (black) symbol denotes the data of starting with “cold start”. The corresponding configuration lives in the ordered phase, and we set all initial link variables to unity. On the other hand, the square (red) symbol denotes the ones starting with “hot start”. The corresponding configuration is in the disordered phase, and the initial link variable is a random number. The dot-dashed (blue) and dashed (magenta) lines on the top panel in Fig. 3 show the results of the weak and strong coupling expansions given by the following equations;

\[
\text{weak coupling:} \quad \langle \text{plaquette} \rangle = 1 - \frac{8}{5\beta}, \quad (14)
\]
\[
\text{strong coupling:} \quad \langle \text{plaquette} \rangle = \frac{\beta}{18} + \frac{\beta^2}{216}, \quad (15)
\]

for the five-dimensional SU(3) plaquette gauge theory, respectively.

We found that there is a hysteresis in the range of $4.2 \leq \beta \leq 4.5$ in the SU(3) plaquette gauge action in all panels. Furthermore, the susceptibility of the plaquette value shows a sharp peak at $\beta = 4.2$ for cold start and $\beta = 4.5$ for hot start. Clear hysteresis is an evidence of a first order phase transition.

In the region of $\beta$ lower than the regime where the hysteresis exists, the average of the plaquette is consistent with the result of the strong coupling expansion, and the magnitude of the Polyakov loop is approximately zero. Therefore the region corresponds to a confined
Fig. 3  Vacuum expectation values of the plaquette and its susceptibility as a function of $\beta$ for $N_s = N_t = 8$ and $\gamma = 1.00$. The cycle (black) symbol denotes the results for starting with “cold start”, while the square (red) symbol denotes the ones for starting with “hot start”. The dot-dashed (blue) and dashed (magenta) lines on the top panel show the results of the weak (Eq. (14)) and strong coupling expansions (Eq. (15)), respectively.

Fig. 4  Vacuum expectation values of the magnitude of the Polyakov loop as a function of $\beta$ for $N_s = N_t = 8$ and $\gamma = 1.00$. The cycle (black) symbol denotes the results for starting with “cold start”, while the square (red) symbol denotes the ones for starting with “hot start”.

phase, and the center symmetry is preserved there. On the other hand, in the region of $\beta$ higher than the regime where the hysteresis exists, the plaquette value approaches the result of the weak coupling expansion. The magnitude of the Polyakov loop becomes nonzero values, therefore we can conclude the center symmetry is spontaneously broken. At even higher $\beta$ ($\beta > 9.5$) or lower $\beta$ ($\beta < 1.0$), the plaquette values are already consistent with the
analytical results, so that we expect that there is no more phase transition. From now, we focus on the region where the hysteresis is observed.

To clarify the origin of the first order phase transition, we change the lattice volume and investigate the volume dependence of the critical value of $\beta$ ($\beta_c$) where the hysteresis appears. Figure 5 shows the expectation values of the plaquette and the magnitude of the Polyakov loop for $N_s = 12$ and 16. If the phase transition is a physical (thermal) one, then the critical value of $\beta$ should depend on the volume. However, there is no volume dependence of $\beta_c$ in this first order phase transition. We can conclude that this is the bulk first order phase transition coming from a lattice artifact\(^1\).

In order to avoid the bulk phase transition, there are at least two possible ways to study on the five-dimensional gauge theories. The first one is to change the lattice gauge action. Generally, the existence of the bulk phase transition depends on the lattice gauge action. The different lattice gauge action which gives the same continuum limit might solve this problem [2]. Another way to avoid the bulk phase transition is the introduction of the anisotropy into the lattice spacings [13]. There are several works on the anisotropic pure SU(2) lattice gauge theory [13]–[20]. The region, where the hysteresis disappears, exists in both large and small $\gamma$ regions. In the next section, we also introduce the anisotropy, and

\(^1\) However, the magnitude of the Polyakov loop at the fixed $\beta$ becomes small in the large volume. It might suggest that a physical phase transition is hidden in the range where the bulk phase transition occurs. To find it, we need the larger lattice simulation as a future work.
determine the critical values of the parameters which give boundaries of the phases in the SU(3) plaquette gauge action.

4. Phase structure of the anisotropic SU(3) lattice gauge theory in five dimensions

Now, we introduce the anisotropy between the four-dimensional spaces and the fifth dimension on the lattice. Firstly, we introduce the anisotropy parameter ($\gamma$), which gives the ratio of the fourth- and the fifth-dimensional lattice spacings at the tree level (Eq.(10)), with keeping the isotropic lattice extent ($N_s = N_t$). Next, we investigate the phase structure for the anisotropic lattice extent ($N_s > N_t$) with the anisotropic lattice spacing. We found that the phase structure concerning the center symmetry for the anisotropic lattice extent is qualitatively similar with the one for the isotropic lattice extent. Thus there are four phases corresponding to Fig. 2. We also investigate $N_s$ and $N_t$ dependences of the phase structure. In particular, we determine the critical value of $\beta$, which gives a boundary between the phases, where the center symmetry is the spontaneously broken and the symmetric phase, for each value of $\gamma$. Furthermore, we also determine two critical values of $\gamma$, namely $\gamma^c(l)$ and $\gamma^c(s)$. In the range of $\gamma > \gamma^c(l)$ and $\gamma < \gamma^c(s)$, the values of $\beta_c$ for the Polyakov loops in the fourth- and the fifth-direction show a discrepancy in large and small $\gamma$ regions. The strong hysteresis also disappears in these regions.

4.1. Phase structure of the isotropic lattice extent with the anisotropic lattice spacing

Let us introduce the anisotropy parameter ($\gamma$) on the isotropic lattice extent ($N_s = N_t = 8$). We carry out the simulations for more than 15 values of $\gamma$ in $0.40 \leq \gamma \leq 4.00$ region. We observe the values of plaquettes ($P_{ss}$ and $P_{st}$) and the Polyakov loops ($P_{loop_s}$ and $P_{loop_t}$). The properties of plaquettes are very similar with the ones of the Polyakov loops, so that we show only the data of the Polyakov loops from here.

We determine the critical value of $\beta$ ($\beta_c$) for the spontaneous center symmetry breaking from the magnitude of Polyakov loops for each value of $\gamma$. Figure 6 shows that the examples of the magnitude of $P_{loop_s}$ and $P_{loop_t}$ as a function of $\beta$. Firstly, we found that the Polyakov loop in the fifth direction is a drastically changing at $\gamma \geq 1.00$ rather than $\gamma \leq 1.00$, while the one in the fourth direction indicates a strong phase transition in $\gamma \leq 1.00$ rather than $\gamma \geq 1.00$. Secondly, there are two transition points for the Polyakov loop in fourth direction ($\langle |P_{loop_s}| \rangle$) in $\gamma = 0.40$ and 0.60; e.g. $\beta = 2.40$ and 5.40 in $\gamma = 0.40$ and $\beta = 3.60$ and 4.20 in $\gamma = 0.60$, respectively. Beyond the former critical $\beta$, the value of $\langle |P_{loop_s}| \rangle$ smoothly changes from zero to nonzero, and at the later critical point it shows the gap. Furthermore, the later transition coincides with the phase transition for $\langle |P_{loop_t}| \rangle$. We also found that if the value of $\gamma$ is around unity, still there are hysteresis in all panels. On the other hand, the data with $\gamma = 3.00, 4.00, 0.60$ and 0.40 do not show the strong hysteresis. It suggests that the order of the phase transition would be changed to the second order or a weakly first phase transition from the bulk first order one.

Figure 7 shows the summary of $\beta_c$ for $P_{loop_s}$ and $P_{loop_t}$ as a function of $\gamma$. The magnitude of the Polyakov loop is approximately zero below each line, while that is nonzero above the line. Namely, the high $\beta$ region corresponds to the center broken (deconfined) phase, while the low $\beta$ region is in the center symmetric (confined) phase. We found that the values
**Fig. 6** Vacuum expectation values of the magnitude of the Polyakov loop for each direction on the $N_s = N_t = 8$ lattice. Left (right) panels show the results for $\gamma \geq 1.00$ ($\gamma \leq 1.00$), and top (bottom) panels describe $\langle|\text{Ploop}_s|\rangle$ ($\langle|\text{Ploop}_t|\rangle$), respectively.

![Polyakov loop expectation values](image)

**Fig. 7** Values of $\beta_c$ which are determined by the expectation values of Polyakov loop ($\text{Ploop}_s$ and $\text{Ploop}_t$) on the $N_s = N_t = 8$ lattice as a function of $\gamma$. Error bar is estimated by the interval of the parameters we measured. There are two lines for the Polyakov loop in fourth direction ($\text{Ploop}_s$) in $\gamma < 0.70$ region. At the lower $\beta_c$, there is a smooth changing of the Polyakov loop, while a jump is observed at the higher one.

![Critical beta values](image)

Of $\gamma_c^{(l)}$ is $2.90 \pm 0.10$ and $\gamma_c^{(s)} = 0.70 \pm 0.10$ for $N_s = N_t = 8$, where the strong hysteresis disappears. Here we estimate the error size from the interval of the parameter we measured.

We obtain the phase diagram in Fig. 8 by overlapping two panels in Fig. 7. We clearly see that there are four phases corresponding to Fig. 2. In the small $\gamma$ region, there are three phases, namely both four-dimensional and fifth dimensional quark currents are confined
Fig. 8  Phase diagram for $N_s = N_t = 8$ lattice. The notation (I) – (IV) corresponds to the PHASE (I) – (IV) in Fig. 2.

(PHASE (IV)) and deconfined (PHASE (I)), and only the quark current in the fifth direction is confined while the confinement does not occur in four-dimensional space (PHASE (II)). On the other hand, in the large $\gamma$ region, there are also three phases, namely the five-dimensional confined (PHASE (IV)) and deconfined (PHASE (I)) phases, and only in four-dimensional spaces the confinement occurs while there remains a dynamics of quarks in the fifth direction (PHASE (III)). Note that there is no direct phase transition between PHASE (II) and PHASE (III) in the whole region.

4.2. Phase structure of the anisotropic lattice extent

Now, let us consider the anisotropic lattice extent, namely $N_s > N_t$. One of the aims of introducing the anisotropic lattice extent is to use an analogy with the finite temperature system in $3 + 1$ dimensions. Here the short lattice extent is interpreted as a compactification radius of the extra dimension instead of the temperature. Furthermore, it is known that the region, where the bulk phase transition appears, shrinks in the five-dimensional SU(2) gauge theory [13], if the anisotropic lattice extent is introduced. The other practical advantage of introducing the anisotropic lattice extent is that we can reduce the simulation cost if the qualitative phase diagram is the same with the isotropic lattice extent. In this section, firstly we study on the phase structure for $N_s = 8$ and $N_t = 4$ with the anisotropy parameter, and compare the results with the previous section. Furthermore, we show the $N_s$ and $N_t$ dependences of the critical values of the parameters. Finally, we obtain the whole phase diagram for the SU(3) plaquette gauge action on $\beta_4$–$\beta_5$ plane.

Figure 9 shows the phase diagram for $N_s = 8, N_t = 4$ as a function of $\gamma$. As with the results for the isotropic lattice extent, there are four phases in total depending on $\gamma$ and $\beta$. The differences from the result of Fig. 8 are the value of $\gamma_c^{(l)}$ where the hysteresis disappears in the large $\gamma$ region and the values of $\beta_c$ in $\gamma > \gamma_c^{(l)}$ regime. In the case of $N_t = 4$, the critical $\gamma$ is around $\gamma_c^{(l)} = 1.70^{+0.05}_{-0.10}$, while $\gamma_c^{(l)} = 2.90 \pm 0.10$ in the case of $N_t = 8$. On the other hand, the smaller critical $\gamma$ ($\gamma_c^{(s)}$) is the same in both cases, namely $\gamma_c^{(s)} = 0.70^{+0.05}_{-0.10}$.

We also investigate the volume dependence. The phase diagrams for $(N_s, N_t) = (12, 4), (16, 4)$ and $(12, 6)$ are given in Appendix B. Moreover, the values of $\gamma_c^{(l)}, \gamma_c^{(s)}$ and $\beta_c$ at each $\gamma_c$ are summarized in Table 1.
that the layered structure is valid in PHASE (II) [17, 20, 22] spacing, namely the hierarchy of UV cutoff between fourth and fifth dimensions. We expect the property would suggest that the critical point depends only on the ratio of the lattice values of $\gamma$ and the phase transition is the bulk one. However, when the anisotropy becomes strong, the four-dimensional brane decouples with each other. The number of four-dimensional branes does not give any effects, so that $\gamma^{(s)}$ is independent of $N_t$. In $\gamma \leq \gamma^{(s)}$, only PHASE (I), (II) and (IV) appear. The phase transition between PHASE (I) and (II) depends on only $N_t$, while the transition from PHASE (II) to (IV) depends on only $N_s$. Furthermore the values of $\gamma^{(s)}$ and $\beta_c$ at the point are independent of both $N_s$ and $N_t$ as shown in Table 1. The property would suggest that the critical point depends only on the ratio of the lattice spacing, namely the hierarchy of UV cutoff between fourth and fifth dimensions. We expect that the layered structure is valid in PHASE (II) [17, 20, 22].

Finally, we obtain the phase diagram for the five-dimensional pure SU(3) lattice gauge theory on $\beta_4$–$\beta_5$ plane. On the diagonal line ($\beta_4 = \beta_5$), there are only PHASE (I) and (IV), and the phase transition is the bulk one. However, when the anisotropy becomes strong, new

**Fig. 9** Values of $\beta_c$ as a function of $\gamma$ determined by the magnitudes of $P_{loop_s}$ and $P_{loop_t}$ for $N_s = 8, N_t = 4$ lattice. The notation (I) – (IV) corresponds to the PHASE (I) – (IV) in Fig. 2.

| $(N_s, N_t)$ | $\gamma_c^{(l)}$ | $\beta_c$ at $\gamma_c^{(l)}$ | $\gamma_c^{(s)}$ | $\beta_c$ at $\gamma_c^{(s)}$ |
|----------------|-----------------|-----------------|-----------------|-----------------|
| (8, 8)         | 2.90 ± 0.10     | 4.60 ± 0.10     | 0.70 ± 0.10     | 4.00 ± 0.10     |
| (8, 4)         | 1.70 ± 0.05     | 4.55 ± 0.05     | 0.70 ± 0.10     | 4.00 ± 0.10     |
| (12, 4)        | 1.70 ± 0.05     | 4.55 ± 0.15     | 0.70 ± 0.05     | 4.00 ± 0.15     |
| (16, 4)        | 1.50 ± 0.20     | 4.65 ± 0.05     | 0.75 ± 0.25     | 4.00 ± 0.10     |
| (12, 6)        | 2.30 ± 0.10     | 4.65 ± 0.15     | 0.70 ± 0.10     | 4.00 ± 0.10     |

**Table 1** Values of $\gamma_c^{(l)}$, $\gamma_c^{(s)}$ and $\beta_c$ at the critical $\gamma$ for each lattice size. Error size is estimated by the interval of the parameters we measured.
two phases appear. With the relatively small fifth lattice extent on the lattice, where the $4+1$ dimensional geometry with one compact dimension consists, PHASE (III) shows up. To study the phenomenological gauge-Higgs unification or universal extra dimension models is possible in this geometrical lattice setup. The opposite direction, where $\beta_5$ is small, has PHASE (II). In this phase, we expect that the gauge and quark fields are localized on the four-dimensional layered brane because of the nonperturbative effect. The contributions coming from the other branes can be negligible. The critical point, where the bulk first order phase transition ends, would change the order of the transition to the second order phase transition. The existence of the second order critical end point even for the SU(2) gauge theory is still under investigation [19], and we need the large lattice data to show it.

5. **Existence of the split phase**

During the numerical simulation, we found that strange configurations sometimes appear. The complex phase of the Polyakov loop in the fifth direction of these configurations is located at $\pm \pi/3$ or $\pi$. Although we carry out more than 2,000 combinations for the lattice setup $(N_s, N_t, \beta, \gamma)$, the phase appears only in PHASE (III).

The existence of such configurations is known in other theories, e.g. the two-dimensional Wilson line model as one of the dimensionally reduced models of the three-dimensional SU(3) gauge theory [24] and the SU(3) gauge theory coupled to the adjoint fermions with the periodic boundary condition in $3+1$ dimensions [25]. The phase is called “split (skewed) phase” [23]. The recent study [26, 27] points out that the split phase is related with the global gauge symmetry breaking from SU(3) to SU(2) $\times$ U(1) via the Hosotani mechanism [6]. If there is the split phase even in the five-dimensional quenched SU(3) gauge theory, then it
must broaden the possibility of the nonperturbative model construction of the gauge-Higgs unified theory or the grand unified theory based on the extra-dimension models.

We give a brief review of the relationship between the Polyakov loop distribution and the spontaneous gauge symmetry breaking based on the perturbative one-loop effective potential in Sec. 5.1. The numerical simulation results, suggesting the existence of the split phase as meta-stable vacua within the nonperturbative region, are shown in Sec 5.2.

5.1. Perturbative one-loop effective potential

In $4 + 1$ dimensional gauge theory with one compactified extra dimension, the vacuum expectation value of the extra-dimensional component of the gauge field, $\langle A_5 \rangle$, can develop a non-trivial value and then the spontaneous gauge symmetry breaking happens via Hosotani mechanism. This phenomenon originates in the non-abelian Aharonov-Bohm (AB) effect.

Let us consider the Wilson line integral along the compactified direction with $S^1$ whose radius is $L/(2\pi)$. The Wilson line integral is given by

$$ W = P \exp \left\{ ig_5 \int_0^L dx_5 A_5 \right\}, $$

which covariantly transforms under residual gauge transformations ($\Omega(x_1, \cdots, x_5)$) as

$$ W' = \Omega(x_1, \cdots, x_4, 0) W \Omega(x_1, \cdots, x_4, L)^{-1} = \Omega(x_1, \cdots, x_4, 0) W \Omega(x_1, \cdots, x_4, 0)^{-1}. $$

Consequently the eigenvalues of $W$ are gauge invariant and expressed as

$$ \{ e^{i2\pi\theta_1}, e^{i2\pi\theta_2}, e^{i2\pi\theta_3} \} \quad \text{where} \quad \sum_{j=1}^3 \theta_j = 0 \pmod{1}. $$

By using $\theta_i$, the Polyakov loop in the fundamental representation is defined as a trace of $W$ as

$$ \Phi = \frac{1}{3} \text{Tr} W = \frac{1}{3} \left\{ e^{i2\pi\theta_1} + e^{i2\pi\theta_2} + e^{i2\pi\theta_3} \right\}. $$

The general background field with the nontrivial AB phase can be taken as

$$ \langle A_5 \rangle = \frac{2\pi}{gL} \text{diag}(\theta_1, \theta_2, \theta_3). $$

Around the background field, the KK mode of the gauge field component ($\langle A_\mu \rangle_{ij}$) in four dimensions has the following mass [7],

$$ (m_{A_\mu}^{(n)})_{ij} = \left( \frac{2\pi}{L} \right)^2 (n + \theta_i - \theta_j)^2, \quad (n = 0, 1, 2, \cdots) $$

where $n = 0, 1, 2, \cdots$ denotes the level of the KK mode. If $\theta_i \neq \theta_j$, the corresponding competent of the gauge field becomes massive even for $n = 0$, and the original global SU(3) is broken.

To understand whether the gauge symmetry breaking spontaneously occurs, the perturbative one-loop effective potential is a good starting point. When we expand the extra-dimensional component of the vector potential around the background field, the perturbative one-loop effective potential in five dimensions can be calculated by the same way.
in four dimensions [30, 31] as

\[ V_{\text{eff}} = \frac{9}{4\pi^2 L^5} \sum_{i,j=1}^{3} \sum_{n=1}^{\infty} \left( 1 - \frac{1}{3} \delta_{ij} \right) \frac{\cos(2\pi n \theta_{ij})}{n^5}, \]

(22)

where \( \theta_{ij} \equiv (\theta_i - \theta_j) \). The contour plot of \( V_{\text{eff}} \) is shown in Fig. 11 as a function of \( \theta_1 \) and \( \theta_2 \).

\[ V_{\text{eff}} \]

Fig. 11 Contour plot of \( V_{\text{eff}} \) as a function of \( \theta_1 \) and \( \theta_2 \). Thicker region stands for deeper region of \( V_{\text{eff}} \).

The global minima of the potential are located at the points \((\theta_1, \theta_2, \theta_3) = (0, 0, 0) \) and \((\pm 1/3, \pm 1/3, \pm 1/3) \). It means that SU(3) symmetry is not spontaneously broken since all \( \theta \)s are degenerated. The points where SU(3) gauge symmetry is broken down to SU(2) \( \times \) U(1) realize at \((\theta_1, \theta_2, \theta_3) = (0, 1/2, 1/2) \) and \((\pm 1/6, \pm 1/6, \mp 1/3) \) and these permutations, where only two of them are degenerated each other. They are saddle points in \( \theta_1 \)-\( \theta_2 \) plane. Namely the effective potential \( V_{\text{eff}} \) takes minima along \( \theta_1 = \theta_2 \) line, but it has maxima along \( \theta_2 = 0 \) line as shown in left and right panels of Fig. 12.

\[ V_{\text{eff}} \]

Fig. 12 Left (right) panel shows \([V_{\text{eff}}(\theta_1, \theta_2) - V_{\text{eff}}(0, 0)]L^5 \) along \( \theta_1 = \theta_2 \) \( (\theta_2 = 0) \) line as a function of \( \theta_1 \). The circle (red) symbols and triangle (blue) symbols denote the locations of the SU(3) symmetric deconfined phase and the split phase, respectively.

The magnitude and the complex phase of the Polyakov loop are good observables to find the values of the non-trivial AB phase using the lattice numerical simulation [26, 27].
If the SU(3) symmetric vacuum in the deconfined phase, where \((\theta_1, \theta_2, \theta_3)=(0, 0, 0)\) and 
\((-1/3, -1/3, -1/3)\), the magnitude of the Polyakov loop is unity at the leading order, and the complex phase becomes 0 or \(\pm 2\pi/3\) because of the \(Z_3\) center symmetry of the action. On the other hand, at the SU(2) \(\times\) U(1) vacua the magnitude of the Polyakov loop becomes 1/3 times compared with the SU(3) symmetric phase, and the complex phase of the Polyakov loop shows \(\pm \pi/3\) or \(\pi\). Thus the corresponding contour plots of the effective potential in the complex plane of the Polyakov loop in the leading order (\(\Phi\)) is shown in left panel of Fig. 13. The color denotes the height of the effective potential and the thicker region stands for deeper region of \(V_{\text{eff}}\). \(\Phi = 1, e^{\pm 2\pi i/3}\) (circle and red symbols) correspond to the SU(3) symmetric deconfined phase, while \(\Phi = -1/3, (1/3)e^{\pm \pi i/3}\) (triangle and blue symbols) indicate the split phase.

In both phases, the magnitude of the Polyakov loop is nonzero, so that the center symmetry is spontaneously broken. The confined phase is also the SU(3) symmetric phase, and the center symmetry is also preserving in this phase. To distinguish them, the SU(3) symmetric phase with the broken center symmetry and the SU(2) \(\times\) U(1) phases denote “SU(3) symmetric deconfined phase” and “split phase”, respectively.

**5.2. Result of the numerical simulation**

Now, we show our numerical results concerning the appearance of the split phase for the quenched SU(3) gauge theory in 4 + 1 dimensions.

The right panel of Fig. 13 shows the examples of the histories of the Polyakov loop distributions for the first 500 Sweeps. The lattice setup is \((N_s, N_t, \beta, \gamma) = (8, 4, 3.50, 3.00)\). Each
symbol (color) shows the independent configuration starting with the different random number. The distribution of the Polyakov loop starts around the origin in the complex plane since the initial configuration is just a random number for each lattice site. We carry out the simulations starting with more than 200 independent random numbers. After first few number of Sweeps, most of the configurations move to the SU(3) symmetric deconfined phase whose complex phase is 0 or $\pm 2\pi/3$. However, we also found some configurations, whose appearance probability is roughly 4%, move to the vacuum where the complex phase of the Polyakov loop is $\pm \pi/3$ or $\pi$. The configuration with $\pm \pi/3$ or $\pi$ complex phase does not move to the other phases even if we generate more than 100,000 Sweeps.

We investigate the parameter region in which the split phase appears. We carry out the simulation changing the value of $\beta$ using the configuration in the split phase as the initial configuration. The configuration stays in the split phase in the range of $3.40 \leq \beta \leq 5.40$ after 100,000 Sweeps. According to the phase structure in Fig. 9, the critical $\beta$ of the fourth dimensional confined/deconfined phase transition is $\beta_c = 5.70 \pm 0.10$, and the fifth dimensional phase transition occurs at $\beta_c = 3.05 \pm 0.05$. The split phase appears only the intermediate region (PHASE (III)). Practically, we investigate more than 2,000 independent parameters with the different combinations of ($\beta$, $\gamma$, $N_s$, $N_t$) in total, such split phase appears only in PHASE (III).

Figure 14 shows the comparisons between the SU(3) symmetric (circle (black) symbol) and the split (square (red) symbol) phases for the action density (left panel) and the magnitude of the Polyakov loop in the fifth direction (right panel). The magnitude of the Polyakov loop suffers from the renormalization factor, then the absolute value is not consistent with the leading order one ($\Phi$). However, the magnitude of Polyakov loop in the split phase is roughly 1/3 times in the contrast of the one in the SU(3) symmetric deconfined phase with the same value of $\beta$. The property is also consistent with the perturbative one-loop analysis. The vacuum expectation value of the action density in the split phase is larger than the one in the SU(3) symmetric phase at the fixed $\beta$, so that we found that the split phase must be
a false vacuum. However, it is very stable as explained. Practically, the configurations in the false vacua stay more than 100,000 Sweeps in the numerical simulation although the typical autocorrelation length is a few hundred Sweeps. We consider that the lattice is large enough to prevent the system from tunneling between different phases.

We also investigate the volume dependence of the differences between the SU(3) symmetric deconfined phase and the split phase in Fig. 15. The range of the $\beta$, where the split phase appears, slightly widens in larger $N_s$, and still the appearance of the split phase is only in PHASE (III) as same as the $N_s = 8$ case.

We found that the action density is degenerate between the SU(3) symmetric phase and the split phase in the four-dimensional infinite volume limit as shown in Fig. 16. The difference of the action densities between the SU(3) symmetric phase and the split phase linearly goes to zero in the infinite volume limit. Furthermore, in $N_s = 16$, $N_t = 4$, $\gamma = 3.00$ and $\beta = 5.50$, the vacuum expectation value of the action density in the split phase is slightly smaller than the one in the SU(3) symmetric vacua. Although the further large lattice simulation and the continuum extrapolation with keeping a physical observable constant are necessary, it might suggest that a true vacuum with the spontaneously gauge symmetry broken would appear in the infinite volume limit. Actually, the Wilson line model as a dimensional reduced QCD

![Fig. 15](image_url)  
**Fig. 15** Comparison of the action density (the magnitude of the Polyakov loop in the fifth direction) between SU(3) symmetric and split phases on the top (bottom) panels for $N_s = 12$, $N_t = 4$ (left panels) and $N_s = 16$, $N_t = 4$ (right panels) with $\gamma = 3.00$ respectively. The double dotted (blue) lines in the lower and higher $\beta$ regions show the critical values of $\beta$ for the Ploop$^t$ and Ploop$^s$ shown in Fig. B1. The notation (I), (III) and (IV) corresponds to the PHASE (I) – (IV) in Fig. 2.
or the effective model of the finite temperature QCD with the additional adjoint Polyakov loop term leads to the split phase as a true vacuum in the nonperturbative regime [23, 24]. The pure SU(3) gauge theory with a compact extra dimension would also obtain a similar effect because of the dimensional reduction.

It is remarkable that the vacua is stable for more than 100,000 Sweeps in the numerical simulation even though they are meta-stable vacua. Practically, we can generate the configurations in the split phase, and can measure the physical observables in the spontaneously symmetry broken system, e.g. the mass spectrum of the KK mode and the quark-anti-quark potential, using the lattice simulations.

The split phase is the saddle point in the perturbative one-loop analysis, in which the calculation is done in PHASE (I). The false vacua, we found here, exists only in PHASE (III) where the Polyakov loop in the fourth dimension shows the confinement property. We expect that the nonperturbative effects change the saddle point to the meta-stable vacuum, and the appearance of the false (or meta-stable) vacuum is truly non-perturbative phenomenon. This is a new result of the five-dimensional SU(3) gauge theory. In the SU(2) gauge theory there is no split phase because of the smallness of the rank of the group. This false vacuum was not discussed so far.

6. Summary and future directions

We study the nonperturbative phase structure of the five-dimensional SU(3) pure Yang-Mills theory on the lattice using the Wilson plaquette gauge action. We perform the numerical simulation for the broad range of the lattice bare coupling constant and the anisotropy parameter. To determine the phase structure, we observe the Polyakov loops in the fourth and the fifth directions. Three types of the geometrical picture can be studied, namely the five-dimensional isotropic spaces, the \(4 + 1\) dimensional geometry with the compactified fifth dimension and the one where the fifth lattice spacing is larger than the other dimensional lattice spacings. Each geometry has a different phase structure.
In the isotropic five-dimensional case, there is a strong hysteresis between the deconfined phase and the confined phase in $4.2 \leq \beta \leq 4.5$ region. The region does not depend on the lattice extent, so that we conclude it is the bulk first order phase transition.

If the fifth dimension is compact space, namely $(N_s a_4) > (N_t a_5)$, three phases appear. A five-dimensional deconfined phase (PHASE (I)), a five-dimensional confined phase (PHASE (IV)) and PHASE (III), where the fourth-dimensional Polyakov loop shows the confinement property, while the fifth-dimensional Polyakov loop shows the deconfinement. Furthermore, the split phase appears only in the last phase as a meta-stable vacuum. The distributions of the fifth-dimensional Polyakov loop in the meta-stable vacua suggest that the global gauge symmetry is spontaneously broken in the low-energy four-dimensional space-time via the Hosotani mechanism. The geometrical picture and the phase structure would be useful for the nonperturbative construction and understanding of the gauge-Higgs unified model or the grand unified theory.

If we take the naively opposite limit of the anisotropy parameter, namely we take $a_4 < a_5$, the different phase structure is obtained. There are PHASE (I), (II) and (IV) in Fig. 2. We determine that the critical values of the bare gauge coupling and the anisotropy parameter, $\gamma^{(s)} = 0.70 \pm 0.10$ and $\beta = 4.00 \pm 0.10$, in which the PHASE (II) shows up. At first we considered that the appearance of the phase would be related with the ratio between the fourth dimensional physical length ($N_s a_4$) and the fifth-one ($N_t a_5$). However, the critical values do not depend on the lattice extent in any directions. We expect that the layered brane geometry as expected by Fu and Nielsen [9], where each four-dimensional brane decouples with each other and all quark and gluon fields are localized on the brane nonperturbatively, is held in $\gamma \leq \gamma^{(s)}$ region. The localization of the gauge and matter fields is necessary [32] to consider ADD large extra dimension [10] and Randall-Sundrum [11, 12] with the warped geometry models, since these models assume that only gravity can propagate the extra dimension. The existence of PHASE(II) would support the theoretical possibility of such scenario.

In this paper, we considered the phase structure only on the lattice. However, it is interesting to consider to taking the continuum limit at least in four dimensions. In both $\gamma \leq \gamma^{(s)}$ and $\gamma^{(l)} \leq \gamma$ regions, it is promising to define the continuum limit as the four-dimensional effective theory, since the strong hysteresis disappears and there is no bulk phase transition coming from the lattice artifact.

There are several recent studies on the five-dimensional SU(2) gauge theory using the lattice simulations. It is no difficulty to applying them for the SU(3) gauge theory. The following works have been done in the compactified fifth-dimensional lattice for the SU(2) gauge theories. In the low energy four-dimensional theory, we can obtain the gauge theory coupled to the adjoint scalar field (KK mode of $A_5$) whose mass is proportional to the inverse of the compactification radius. The estimation of the scalar mass spectrum seems to be promising in the SU(2) case [18]. Introducing the orbifold boundary condition [33–36] is also interesting to construct the phenomenological model. The boundary condition can explicitly break the gauge symmetry, and gives a rich phase structure in the low energy theory. In particular, the SU(2) gauge theory has a stick symmetry [36], while the discussion cannot apply to the SU(3) gauge theory. The phase structure of the five-dimensional SU(3) gauge theory with the orbifold boundary condition must be different from the SU(2) case.
Moreover, we can introduce the finite temperature by introducing the another anisotropy between three-dimensional spaces and fourth dimension [37].

Furthermore, we found that there is a novel meta-stable phase (split phase) in the SU(3) case. It must be important to study the difference of the mass spectrum between SU(3) symmetric deconfined phase and the split phase, and to reveal nonperturbatively properties of the spontaneous gauge symmetry breaking via the Hosotani mechanism. Moreover, the meta-stable vacua would also appear even in the finite temperature (compact fourth dimensional lattice extent) system with the extra compact space. It would give a novel cosmological model with a meta-stable vacuum.

The other important direction is to study the order of the phase transition around $\gamma = \gamma_c^{(s)}$. In our simulation result, the value of $\gamma_c^{(s)}$ and the critical $\beta$ at the point are independent of the lattice extents both $N_s$ and $N_t$. If the quark and gluon fields are localized on the brane nonperturbatively, then the four-dimensional branes are decoupled with each other [9]. Furthermore, it is suggested that the order of the phase transition at $\gamma_c^{(s)}$ changes to the second order one, since the point is the end point of the first phase transition in $\beta_4$–$\beta_5$ plane. If there is the second order phase transition, then we can define a nontrivial continuum limit by tuning the value of the lattice parameter to the critical values. The recent study on the five-dimensional SU(2) lattice gauge theory shows the negative evidence of the second phase transition [19]. We need a large lattice simulation to give a conclusion for the existence of the second order phase transition.

Moreover, the improvement of the gauge action is the other direction [2]. The bulk phase transition, we observed in the isotropic case, comes from the lattice artifact. The different lattice gauge action would avoid the artifact phase transition. If it succeeds in avoiding the bulk phase transition even in the isotropic lattice, we would be able to study the criticality of the gauge theory in higher dimensions.
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### A. Raw data

The raw data of the values of plaquette and Polyakov loop for $N_s = N_t = 8$ with $\gamma = 1.00$ are given in Table A1.

| $\beta$ | Plaquette          | Polyakov loop          |
|---------|-------------------|------------------------|
|         | cold start | hot start | cold start | hot start |
| 1.00    | 0.060127(6) | 0.060132(10) | 4.60(3)×10^{-3} | 4.63(4)×10^{-3} |
| 1.50    | 0.093488(7) | 0.093498(9)  | 4.63(3)×10^{-3} | 4.60(3)×10^{-3} |
| 2.00    | 0.128917(8) | 0.128900(9)  | 4.65(3)×10^{-3} | 4.61(3)×10^{-3} |
| 2.50    | 0.166354(10) | 0.166352(8)  | 4.62(4)×10^{-3} | 4.62(3)×10^{-3} |
| 3.00    | 0.206120(9)  | 0.206109(9)  | 4.61(4)×10^{-3} | 4.63(3)×10^{-3} |
| 3.60    | 0.258382(11) | 0.258383(12) | 4.69(3)×10^{-3} | 4.63(3)×10^{-3} |
| 3.70    | 0.267838(11) | 0.267871(12) | 4.66(4)×10^{-3} | 4.61(4)×10^{-3} |
| 3.80    | 0.277636(12) | 0.277664(12) | 4.66(3)×10^{-3} | 4.65(3)×10^{-3} |
| 3.90    | 0.287845(12) | 0.287849(12) | 4.64(3)×10^{-3} | 4.66(3)×10^{-3} |
| 4.00    | 0.298522(14) | 0.298551(14) | 4.66(3)×10^{-3} | 4.63(3)×10^{-3} |
| 4.10    | 0.309865(16) | 0.309871(13) | 4.64(4)×10^{-3} | 4.68(3)×10^{-3} |
| 4.20    | 0.485324(40) | 0.322145(14) | 3.49(11)×10^{-2} | 4.62(3)×10^{-3} |
| 4.30    | 0.515032(25) | 0.335690(17) | 5.29(16)×10^{-2} | 4.60(3)×10^{-3} |
| 4.40    | 0.536315(19) | 0.351706(23) | 6.93(17)×10^{-2} | 4.59(3)×10^{-3} |
| 4.50    | 0.554038(16) | 0.374341(41) | 8.12(22)×10^{-2} | 4.60(3)×10^{-3} |
| 4.60    | 0.569530(15) | 0.569550(16) | 9.17(28)×10^{-2} | 9.45(24)×10^{-2} |
| 4.70    | 0.583420(14) | 0.583443(13) | 1.04(3)×10^{-1}  | 1.01(3)×10^{-1}  |
| 4.80    | 0.596102(15) | 0.596092(14) | 9.90(34)×10^{-2} | 9.74(35)×10^{-2} |
| 4.90    | 0.607713(13) | 0.607724(13) | 1.29(3)×10^{-1}  | 1.24(3)×10^{-1}  |
| 5.00    | 0.618496(12) | 0.618521(13) | 1.29(4)×10^{-1}  | 1.45(3)×10^{-1}  |
| 5.50    | 0.663184(10) | 0.663186(10) | 1.94(5)×10^{-1}  | 2.00(3)×10^{-1}  |
| 6.00    | 0.697386(8)  | 0.697381(8)  | 2.21(7)×10^{-1}  | 2.46(4)×10^{-1}  |
| 6.50    | 0.724768(7)  | 0.724773(8)  | 2.79(5)×10^{-1}  | 2.46(8)×10^{-1}  |
| 7.00    | 0.747380(7)  | 0.747368(7)  | 2.75(9)×10^{-1}  | 3.11(7)×10^{-1}  |
| 7.50    | 0.766398(6)  | 0.766389(6)  | 3.21(9)×10^{-1}  | 3.45(7)×10^{-1}  |
| 8.00    | 0.782660(6)  | 0.782665(5)  | 3.56(7)×10^{-1}  | 3.96(4)×10^{-1}  |
| 8.50    | 0.796755(4)  | 0.796754(5)  | 4.23(4)×10^{-1}  | 3.89(9)×10^{-1}  |
| 9.00    | 0.809094(5)  | 0.809091(4)  | 4.13(9)×10^{-1}  | 3.88(10)×10^{-1} |
| 9.50    | 0.819998(4)  | 0.820002(5)  | 3.87(1)×10^{-1}  | 4.67(4)×10^{-1}  |

**Table A1** Plaquette and Polyakov loop for $N_s = N_t = 8, \gamma = 1.00$
B. The phase diagrams for the larger lattice sizes

We show that the phase diagrams on $\beta$–$\gamma$ plane for the larger lattice sizes. Figure B1 and B2 show the diagrams for $(N_s, N_t) = (12, 4), (16, 4)$ and $(12, 6)$.

**Fig. B1**  Phase structure determined by $\beta_c$ of $\langle |Ploop_s| \rangle$ and $\langle |Ploop_t| \rangle$ for $N_s = 12$ and $N_s = 16, N_t = 4$ lattices.

**Fig. B2**  Phase structure determined by $\beta_c$ of $\langle |Ploop_s| \rangle$ and $\langle |Ploop_t| \rangle$ for $N_s = 12, N_t = 6$ lattice.
