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Abstract

TAMER has proven to be a powerful interactive reinforcement learning method for allowing ordinary people to teach and personalize autonomous agents’ behavior by providing evaluative feedback. However, a TAMER agent planning with UCT—a Monte Carlo Tree Search strategy, can only update states along its path and might induce high learning cost especially for a physical robot. In this paper, we propose to drive the agent’s exploration along the optimal path and reduce the learning cost by initializing the agent’s reward function via inverse reinforcement learning from demonstration. We test our proposed method in the RL benchmark domain—Grid World—with different discounts on human reward. Our results show that learning from demonstration can allow a TAMER agent to learn a roughly optimal policy up to the deepest search and encourage the agent to explore along the optimal path. In addition, we find that learning from demonstration can improve the learning efficiency by reducing total feedback, the number of incorrect actions and increasing the ratio of correct actions to obtain an optimal policy, allowing a TAMER agent to converge faster.

1 Introduction

Autonomous agents have the potential to operate in most applications in the human’s living environment in the near future. In the real-world, as the increasing interactions between people and agents, users may want to teach agents an optimal behavior and even customize agents’ behavior according to their preferences. Interactive reinforcement learning [Thomaz and Breazeal, 2008, Knox and Stone, 2009, Loftin et al., 2015, MacGlashan et al., 2017] has been developed and proved to be a powerful method for facilitating non-technical people to teach an agent to perform a task using evaluations of the quality of the agent’s behavior.

In this work, we focus on interactive reinforcement agent planning and extend the TAMER framework [Knox and Stone, 2009]—a popular interactive reinforcement learning method. To facilitate a TAMER agent to plan in complex environments, TAMER was combined with Upper Confidence Bounds for Trees (UCT) [Kocsis and Szepesvári, 2006], a typical Monte Carlo Tree Search strategy [Knox and Stone, 2015]. However, the TAMER agent planning with UCT can only update states along its path, which causes a local-bias problem and results in low learning efficiency. For example, when the agent does not visit the states along the optimal path, the human trainer cannot give feedback for those states, preventing the agent from learning about what reward might be received along those critical states. Therefore a TAMER agent planning with UCT ironically needs to traverse to the goal to learn the accurate reward predictions that might lead it to traverse to the goal [Knox and Stone, 2015]. In addition, when learning from human-generated reward, a TAMER agent still learns from trial-and-error. In some situation, this will make the agent learning dangerous or induce high cost, especially for the physical robot learning, e.g., learning to drive a car.

In this paper, we try to solve the encountered local-bias problem when the TAMER agent plans with UCT and reduce the agent’s cost in the learning process. We propose to improve the TAMER agent’s exploration along the optimal path by initializing the agent’s reward function via inverse reinforcement learning from human demonstration, which is another main natural teaching methods developed for enabling autonomous agents to learn from a non-technical teacher [Aragall et al., 2009]. Learning from demonstration will often lead to faster learning than reward signals and highlight a subspace for the agent to explore. We evaluate our proposed method in a RL benchmark domain—Grid World—with different discounts on human reward. This is the first time that a TAMER agent planning with UCT has been tested with real human user and with different discounts on human reward. Our results indicate the usefulness of our proposed method on solving the problem of overly local updates and reducing the learning cost for a TAMER agent planning with UCT.

2 Related Work

When learning from human reward, an agent uses the evaluations of its behavior provided by a human trainer to improve its behavior [Isbell et al., 2001, Knox and Stone, 2009, Pilarski et al., 2011, Suay and Chernova, 2011]. Thomaz and Breazeal [Thomaz and Breazeal, 2008] implemented an interface with a tabular Q-learning [Watkins and Dayan, 1992] agent where a separate interaction channel was provided al-

arXiv:1904.08621v1 [cs.AI] 18 Apr 2019


owing the human to give the agent feedback. The agent aims to maximize its total discounted reward, which is the sum of human reward and environmental reward. Suay and Chernova [Suay and Chernova, 2011] extended their work to a real-world robotic system using only human reward. Knox and Stone [Knox and Stone, 2009] proposed the TAMER framework that allows an agent to learn from only human reward signals instead of environmental rewards by directly modeling the human reward. Moreover, Warnell et al. [Warnell et al., 2017] proposed Deep TAMER, an extension of the TAMER framework that leverages the representational power of deep neural networks in order to learn complex tasks with high-dimensional state spaces. In addition, MacGlashan et al. [MacGlashan et al., 2017] claimed human evaluative feedback to be interpreted as policy feedback depending on the agent’s current policy and proposed an actor-critic algorithm—Convergent Actor-Critic by Humans (COACH), to learn from human feedback. Loftin et al. [Loftin et al., 2014] interpreted human feedback as categorical feedback strategies that depend both on the behavior the trainer is trying to teach and the trainer’s teaching strategy.

In learning from demonstration, the agent learns from sequences of state-action pairs provided by a human trainer who demonstrates the desired behavior [Argall et al., 2009]. For example, apprenticeship learning [Abbeel and Ng, 2004] is a form of learning from demonstration, which learns how to perform a task using inverse reinforcement learning [Ng et al., 2000] from observations of the behavior demonstrated by an expert teacher. Argall et al. [Argall et al., 2007] proposed a method wherein the agent learns from both demonstrations and the trainer’s critiques of the agent’s task performance, which is quite related to our work in this paper. However, our work differs in allowing the human trainer to provide human rewards — evaluations of the quality of the agent’s action — to fine-tune the agent’s behavior, while in their work only the critiques of the whole task’s performance were provided.

The work of Judah et al. [Judah et al., 2014] is most related to our work in this paper. Specifically, they used a specified shaping reward function to improve the learning efficiency of learning from demonstration. However, our work differs by allowing the shaping reward to be provided by a human trainer not pre-defined potential function by the agent designer. In addition, Brys et al. [Brys et al., 2015] proposed a method for speeding up reinforcement learning from environmental rewards by reward shaping via a learned potential function from demonstrations. While in our work, we used demonstrations to seed the agent’s learning from human-generated rewards.

3 Preliminaries: Interactive Reinforcement Learning

Interactive reinforcement learning (Interactive RL) was developed to allow an ordinary human user to shape the agent learner by providing evaluative feedback [Thomaz and Breazeal, 2008, Knox and Stone, 2009, Loftin et al., 2015, MacGlashan et al., 2017].

As in traditional reinforcement learning (RL) [Sutton and Barto, 1998], an interactive RL agent learns to make sequential decisions in a task. A sequential decision task is modeled as a Markov decision process (MDP), denoted by a tuple \( \{ S, A, T, R, \gamma \} \). In MDP, time is divided into discrete time steps, and \( S \) is a set of states in the environment, and \( A \) is a set of actions that the agent can perform. At each time step \( t \), the agent observes the state of the environment, \( s_t \in S \) and takes an action \( a_t \in A \). The experienced state-action pair will take the agent into a new state \( s_{t+1} \), decided by a transition function \( T(s_t, a_t, s_{t+1}) = Pr(s_{t+1}|s_t, a_t) \). The agent will receive an evaluative feedback \( h_{t+1} \), provided by a human observer evaluating the quality of the action selection based on her knowledge. That is to say, there is no predefined reward function in interactive RL. The discount factor \( \gamma \) determines the present value of future rewards. The objective of the agent is to learn a policy \( \pi \), mapping from states to actions. One common way is to learn an action value function, \( Q(s, a) \), which estimates the long-term discounted reward for a given state-action pair. Given an optimal action value function, the optimal policy can be obtained by greedily selecting the action with the highest value in the current state.

3.1 The TAMER Framework

In this paper, we use the TAMER framework [Knox and Stone, 2009] as the agent’s learning algorithm. TAMER is a typical interactive reinforcement learning method. Different from the original TAMER framework which learns and selects actions with the reward function [Knox and Stone, 2009], in this paper, we rephrased TAMER as a general model-based method for agent learning from human reward, as shown in Figure 1.

An agent implemented according to TAMER learns from real-time evaluations of its behavior, provided by a human teacher who observes the agent. These evaluations are taken as human reward signals. The TAMER agent learns a model of the human reward and then uses it to learn a value function. The TAMER agent will select actions with the value function to get the most accumulated human reward.

Figure 1: An agent learns from a human teacher with TAMER (modified from Knox and Stone, 2009).

There are four key modules for an agent learning with TAMER. The first one is to learn a predictive model of human reward. Specifically, the TAMER agent learns a function \( \hat{R}_H(s, a) : S \times A \rightarrow \mathbb{R} \), approximating the expectation
of human rewards received in the interaction experience:

$$\hat{R}_H(s, a) = \hat{w}^T \Phi(s, a),$$  

(1)

where \( \hat{w} \) is the parameter vector, and \( \Phi(\hat{x}) \) is a vector of basis feature functions.

The second one is the credit assigner to deal with the time delay of human reward caused by evaluation of agent’s behavior and delivering it. TAMER defines a probability density function \( f(t) \) to estimate the probability of the teacher’s feedback delay. \( f(t) \) provides the probability that the feedback occurs within any specific time interval and is used to calculate the probability (i.e., the credit) that a single reward signal is targeting a single time step. At the current time step \( t \), the credit for each previous time step \( t-k \) is computed as:

$$c_{t-k} = \int_{t-k}^{t} f(x)dx.$$  

(2)

If a human teacher gives multiple rewards, the label \( \hat{h} \) for each previous time step (state-action pair) is the sum of all credits calculated with each human reward using Equation 2.

The TAMER agent uses \( \hat{h} \) and state-action pair as a supervised learning sample to learn \( \hat{R}_H(s, a) \) by updating its parameters, e.g., with incremental gradient descent:

$$\delta_t = \hat{h} - \hat{w}^T \Phi(s_t, a_t),$$  

(3)

$$\hat{w}_{t+1} = \hat{w}_t + \alpha \delta_t \Phi(s_t, a_t),$$  

(4)

where \( \alpha \) is the learning rate, \( \delta_t \) is temporal difference error.

The third one is the value function module. The TAMER agent learns an action value function—\( Q(s, a) \) from the learned human reward function \( \hat{R}_H(s, a) \):

$$Q(s, a) \leftarrow \hat{R}_H(s, a) + \gamma \sum_{s' \in S} T(s, a, s') \times \max_{a'} Q(s', a'),$$  

(5)

The fourth module is the action selector. As a traditional RL agent which seeks the largest discounted accumulated future rewards, a TAMER agent also greedily selects the action with the largest value:

$$a \leftarrow \arg \max_a [\hat{R}_H(s, a) + \gamma \sum_{s' \in S} T(s, a, s') \times \max_{a'} Q(s', a')].$$  

(6)

The TAMER agent learns by repeatedly taking an action, sensing reward, and updating the predictive model \( \hat{R}_H \) and corresponding value function.

### 3.2 Inverse Reinforcement Learning

Similar to TAMER, in inverse reinforcement learning (IRL), an agent also learns in an MDP \( R \) [Ng et al., 2000]. An agent learning via IRL assumes that there is a vector of features \( \phi \) defined over states, and a “true” unknown reward function \( R^* = w^* \cdot \phi(s) \) on which the demonstrator is trying to optimize [Abbeel and Ng, 2004], where \( \phi(s) \) is the vector of basis functions and \( w \) is the weight vector. The value of a policy \( \pi \) is calculated as

$$V(\pi) = E[\Sigma_{k=0}^{\infty} \gamma^k R(s_t) | \pi]$$

$$= w \cdot E[\Sigma_{k=0}^{\infty} \gamma^k \phi(s_t) | \pi],$$  

(7)

where \( V(\pi) \) is the state value function following policy \( \pi \), \( \gamma \) is the discount factor, \( \phi(s_t) \) is a vector of basis functions describing features over state \( s_t \), \( w \) is the weight vector over the basis functions for the reward function \( R \).

The feature expectations \( \mu(\pi) \) is defined as the expected discounted accumulated feature value vector, calculated as:

$$\mu(\pi) = E[\Sigma_{k=0}^{\infty} \gamma^k \phi(s_t)] | \pi].$$  

(8)

With this notation, the value of a policy \( \pi \) can be written as

$$V(\pi) = w \cdot \mu(\pi).$$  

(9)

Therefore, if we can find the optimal (or close to optimal) weight vector \( w \) for the reward function \( R \), then the optimal value function of policy \( \pi \) can be derived with Equation 9 which can attain performance near that of the demonstrator on the unknown reward function \( R \). In this paper, we use the projection algorithm [Abbeel and Ng, 2004] in our proposed method.

### 4 Methodology

The TAMER agent learning can be combined with planning methods such as value iteration, Monte Carlo Tree Search etc. In this case, the agent uses simulated experience to speed up its learning. Value iteration updates the state value for the whole state space. However, in considerably more complex domains which usually have large state space, agents will not be able to perform value iteration by sweeping over the entire state space, let alone those tasks with continuous states and actions [Knox and Stone, 2015].

TAMER can also update the value function through a Monte Carlo Tree Search (MCTS) strategy—Upper Confidence Trees (UCT) [Knox and Stone, 2015]. These MCTS-based search has been successfully applied in many complex tasks with especially large state spaces [Kocsis and Szepesvári, 2006], e.g., the game of Go [Silver et al., 2017]. However, the TAMER agent planning with UCT can only update states along its path, which causes a local-bias problem and results in low learning efficiency. Moreover, when the agent does not visit the states near the goal, the trainer cannot give feedback for those states, preventing the agent from learning about what reward might be received along those critical states [Knox and Stone, 2015].

Optimistically initializing the reward function might solve the local-bias problem since it can drive the agent to explore the whole state-action space [Knox and Stone, 2015]. However, this will lead to extensive exploration, and might frustrate, exhaust, and even confuse the human trainer, since with such thorough exploration the agent may not respond to the trainer’s feedback and be unable to learn for a considerable period of time. Moreover, this would additionally sacrifice the fast learning which is the main advantage of interactive reinforcement learning. Nonetheless, we believe some mild optimistic initialization might solve the problem of overly local exploration.

Therefore, to drive the agent’s exploration and improve the agent’s learning efficiency, in this paper, we propose to use human demonstration to seed the TAMER agent learning and planning. Specifically, our proposed method allows the agent
to learn a reward function from human provided demonstrations via inverse reinforcement learning (IRL) first. The demonstrations provided by the human trainer typically consist of sequences of state-action pairs \( \{(s_0, a_0), ..., (s_n, a_n)\} \), which will be fed into the IRL algorithm. The learned reward function via IRL from the demonstration is used to seed the reward function \( R_H \) in TAMER, which learns a value function with learned human reward function and plans with UCT at the same time. Then the human trainer can revise the agent’s policy with human rewards.

In our approach, inverse reinforcement learning was implemented with the projection algorithm [Abbeel and Ng, 2004], though approaches such as maximum entropy, bayesian and game-theoretic can also be used. In IRL, we implemented UCT to generate planning trajectories for optimizing the reward function. In TAMER, planning trajectories are also chosen by UCT, where the search tree is reset at the start of each time step to respect the corresponding change to the human reward function \( R_H \) in TAMER, which generally makes past search results inaccurate.

In this paper, we would like to test and see how human demonstration will improve a TAMER agent’s learning and drive its planning from human reward, not to solve the task with demonstrations or human reward alone. Therefore, as a starting point, we assume the human trainer prefer to provide one demonstration first and then use human reward to revise the agent’s behavior, though more demonstrations can be provided even until the problem in the task is solved with only demonstrations. However, we will investigate the effect of more demonstrations on agent’s learning and planning from human reward and even the interchangeability of demonstrations and human rewards in future work.

5 Experiments

To demonstrate the potential usefulness of our proposed approach, in this paper, we perform experiments in the Grid World domain—a benchmarking problem in reinforcement learning. The grid world domain contains 30 states. For each state, at each time step the agent can choose from four actions: moving up, down, left, or right. The action attempted through a wall results in no movement for that step. Task performance metrics are based on the number of time steps (actions) taken to reach the goal. The agent always starts one learning episode in the same state, which is shown as the robot’s location in Figure 2. The red cross indicates the direction of the agent’s action. In the task, the agent tries to learn a policy that can reach the goal state (the blue square in Figure 2) with as few time steps as possible. The optimal policy from the start state requires 19 actions.

In our experiments, to see the effect of our proposed method, we compare the agent learning via TAMER to that via our proposed method with different discount rates on human reward \( \gamma_{UCT} \). The TAMER framework and the TAMER module in our proposed method are the same and both search with the UCT algorithm to update the action value function. Therefore, when we say \( \gamma_{UCT} \), it applies to both of them. The only difference between TAMER and our method is whether learning from demonstration via IRL is incorporated or not. In addition, both reward functions \( R_H \) in TAMER and \( R \) in IRL, action value functions \( Q(s, a) \) in TAMER and IRL, are represented by a linear model of Gaussian radial basis functions.

One radial basis function is centered on each cell of the grid world, effectively creating a pseudo-tabular representation that generalizes slightly between nearby cells. Each radial basis function has a width \( \sigma^2 = 0.05 \), where 1 is the distance to the nearest adjacent center of a radial basis function, and the linear model has an additional bias feature of constant value 0.1 [Knox and Stone, 2015]. The discount factor \( \gamma \) for learning from demonstration via IRL is set to 0.99 (\( \gamma_{IRL} \)). The author of the paper trained both agents learning via our proposed method and TAMER with all discount factors. Each agent with every discount factor was trained for 10 trials. For each trial with either method, we trained the agent to the best ability until an optimal policy is obtained. With our proposed method, we first provide one single demonstration navigating from the start state to the goal state via keyboard, and then train the agent with human rewards as in TAMER. Note that, for each trial, the demonstration was performed to the best ability but might not always be optimal. The analysis in the next section is based on an average of data collected from the 10 trials.

6 Experimental Results

This section provides results over experiments performed in the Grid World domain with our proposed algorithm in comparison with TAMER. Our experiments were conducted with discount factor \( \gamma_{IRL} = 0.99 \) for learning from demonstration via IRL, paired with discount factor \( \gamma_{UCT} = 0, 0.7, 0.9 \) and 0.99 on human reward for TAMER agent planning with UCT. Note that \( \gamma_{UCT} \) for the TAMER module in our proposed algorithm and TAMER are with the same values.

6.1 Number of Feedback

We hypothesized that agents trained with our proposed method will require less feedback than those with the TAMER framework, especially the negative one. To measure the amount of feedback given, we counted the number of time steps with feedback, comparing our method to TAMER. Figure 3 shows the number of time step with feedback for
both our proposed method and TAMER agents with different discount rates on human reward, in terms of total feedback, positive and negative feedback.

From Figure 3, we can see that, agent learning with our method received significantly less total feedback than the TAMER agent for all discounts on human reward ($\gamma_{UCT}=0.7, 0.9$ and 0.99 for the TAMER planning respectively). In terms of negative feedback, the agent learning with our method also received significantly less feedback than the TAMER agent. The largest differences between our method and TAMER in terms of total and negative feedback are achieved when the discount rate on human reward is highest (i.e. $\gamma_{UCT}=0.99$). Although the number of received positive feedback for our proposed method is not always more than that for the TAMER agent, Table 1 shows the ratio of positive feedback among the total number of feedback given for our proposed method is significantly higher than that for TAMER agent learning with all discount rates on human reward. These results suggest that learning from demonstration can improve the learning efficiency of a TAMER agent by reducing the total number of human rewards needed to train an agent to get an optimal policy. Moreover, the provided demonstration can reduce the number of incorrect actions and increase the ratio of correct actions during the learning process.

### 6.2 Performance

Since the task performance metric is based on the time steps taken to reach the goal in the Grid World domain, we take the number of total time steps needed to train the agent to obtain an optimal policy as the performance measure in our experiments. Figure 4 shows the total number of time steps (actions) needed for training an agent to obtain an optimal policy with our proposed method and TAMER using different discount rates on human reward. From Figure 4, we can see that, the total number of time steps needed to train an agent with our method is significantly fewer than a TAMER agent for all discount rates on human reward. Figure 4 also shows that the total number of actions needed for an agent to obtain an optimal policy with our proposed method is decreasing when the discount on human reward increasing from 0 to 0.99. The largest difference between our method and TAMER is achieved when the discount factor is 0.99.

![Figure 3](image1.png)

**Figure 3:** Here we can see the number of time steps with feedback trained until an optimal policy is obtained with different discount rates on human reward, in terms of total, positive and negative feedback. Seeding the TAMER agent learning and planning with learned reward function from demonstration can significantly reduce the number of feedback needed to learn an optimal policy. Note: black bars stand for the standard error of the mean.

| Discount on human reward ($\gamma_{UCT}$) | 0   | 0.7 | 0.9 | 0.99 |
|-------------------------------------------|-----|-----|-----|------|
| **Our method**                            |     |     |     |      |
| Positive                                  | 0.30| 0.34| 0.39| 0.28 |
| Negative                                  | 0.70| 0.66| 0.61| 0.72 |
| $\sigma =$ 0.06                           |     |     |     |      |
| $\sigma =$ 0.03                           |     |     |     |      |
| $\sigma =$ 0.11                           |     |     |     |      |
| $\sigma =$ 0.02                           |     |     |     |      |
| **TAMER**                                 |     |     |     |      |
| Positive                                  | 0.18| 0.25| 0.24| 0.20 |
| Negative                                  | 0.82| 0.75| 0.76| 0.80 |
| $\sigma =$ 0.03                           |     |     |     |      |
| $\sigma =$ 0.03                           |     |     |     |      |
| $\sigma =$ 0.07                           |     |     |     |      |
| $\sigma =$ 0.02                           |     |     |     |      |
| $p$-value (t-test)                        | 6.6e-05| 1.4e-06| 6.4e-10| 6.2e-07 |
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**Figure 4:** Seeding the TAMER agent learning and planning with learned reward function from demonstration can significantly reduce the total number of time steps needed to obtain an optimal policy with different discount rates on human reward. Note: black bars stand for the standard error of the mean.

We also analyzed the number of time steps per episode trained until an optimal policy is obtained with our proposed method and TAMER during the training process, as shown in Figure 5. From Figure 5, we can see that, for all discount rates on human reward, the number of time steps for the first episode with both our method and TAMER is similar. But after that, the number of time steps for each episode with our proposed method decreased dramatically especially for $\gamma_{UCT} = 0.9$ and 0.99, which is significantly fewer than that.
with TAMER before obtaining an optimal policy. This could be because the TAMER agent plans and updates the value function with UCT, it has not update the value function for all states yet. In this case the learned reward function from demonstration has little effect for TAMER agent planning in the initial training process. Moreover, for all discounts on human reward, agents with our method converge faster than those with TAMER. For example, it takes about one episode fewer for agents with our method to learn an optimal policy in comparison with TAMER while the discounts on human reward are 0 and 0.7. When \( \gamma_{UCT} = 0.9 \) and 0.99, agents with our method learn an optimal policy within three or four episodes, while it takes a TAMER agent five to eight episodes to achieve the same performance. Moreover, the number of episodes needed to train an agent with our method to obtain an optimal policy is decreasing when the discount on human reward increasing from 0 to 0.99.

8 CONCLUSIONS

In this paper, to alleviate the encountered local-bias problem when the TAMER agent plans with the UCT algorithm and reduce the agent’s cost in the learning process, we propose to drive the TAMER agent’s exploration along the optimal path by initializing the agent’s reward function via learning from demonstration. We test our proposed method in the RL benchmark testing domain —Grid World— with different discount rates on human reward. Our results show that learning from demonstration can improve the agent’s learning efficiency by reducing feedback needed to obtain an optimal policy. In addition, demonstration can reduce the learning cost by decreasing the number of incorrect actions and increasing the ratio of correct actions during the learning process. More importantly, demonstration allows a TAMER agent to learn a roughly optimal policy up to the deepest search and encourage it to explore along the optimal path, allowing it to converge faster.

In future work, we would like to further test our method in complex domains and conduct a user study, to see how our method and results generalize to other domains and members of the general public. In addition, we prefer to further extend our method by combining with deep learning method to see how learning from demonstration can affect an agent’s learning and planning from human reward in complex tasks with high-dimensional state spaces.
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