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Abstract

Background

As the world’s largest coal producer, China was accounted for about 46% of global coal production. Among present coal mining risks, methane gas (called gas in this paper) explosion or ignition in an underground mine remains ever-present. Although many techniques have been used, gas accidents associated with the complex elements of underground gassy mines need more robust monitoring or warning systems to identify risks. This paper aimed to determine which single method between the PCA and Entropy methods better establishes a responsive weighted indexing measurement to improve coal mining safety.

Methods

Qualitative and quantitative mixed research methodologies were adopted for this research, including analysis of two case studies, correlation analysis, and comparative analysis. The literature reviewed the most-used multi-criteria decision making (MCDM) methods, including subjective methods and objective methods. The advantages and disadvantages of each MCDM method were briefly discussed. One more round literature review was conducted to search publications between 2017 and 2019 in CNKI. Followed two case studies, correlation analysis and comparative analysis were then conducted. Research ethics was approved by the Shanxi Coking Coal Group Research Committee.

Results

The literature searched a total of 25,831 publications and found that the PCA method was the predominant method adopted, and the Entropy method was the second most widely...
adopted method. Two weighting methods were compared using two case studies. For the comparative analysis of Case Study 1, the PCA method appeared to be more responsive than the Entropy. For Case Study 2, the Entropy method is more responsive than the PCA. As a result, both methods were adopted for different cases in the case study mine and finally deployed for user acceptance testing on 5 November 2020.

Conclusions

The findings and suggestions were provided as further scopes for further research. This research indicated that no single method could be adopted as the better option for establishing indexing measurement in all cases. The practical implication suggests that comparative analysis should always be conducted on each case and determine the appropriate weighting method to the relevant case. This research recommended that the PCA method was a dimension reduction technique that could be handy for identifying the critical variables or factors and effectively used in hazard, risk, and emergency assessment. The PCA method might also be well-applied for developing predicting and forecasting systems as it was sensitive to outliers. The Entropy method might be suitable for all the cases requiring the MCDM. There is also a need to conduct further research to probe the causal reasons why the PCA and Entropy methods were applied to each case and not the other way round. This research found that the Entropy method provides higher accuracy than the PCA method. This research also found that the Entropy method demonstrated to assess the weights of the higher dimension dataset was higher sensitivity than the lower dimensions. Finally, the comprehensive analysis indicates a need to explore a more responsive method for establishing a weighted indexing measurement for warning applications in hazard, risk, and emergency assessments.

Introduction

As the world's largest coal producer, with the fourth largest coal reserves globally, China's coal output remained at similar levels in 2020 as in 2019 at 3,690 MT, accounting for about 46% of global coal production [1, 2]. China spurred its economic recovery using coal from the lockdowns caused by the COVID-19 pandemic [2]. The underground coal mining industry continues to be an important sector for China's economic development. Most coal seams are deep and require underground coal mining, accounting for about 60% of the world's coal production [3]. Among present risks, methane gas (called gas in this paper) explosion or ignition in an underground mine remains ever-present [4]. A significant number (3,284) of coal mines have high gas content at outburst-prone risk levels across almost all 26 major coal mining provinces in China [5]. State Administration of China Coal Safety prevention regulations for Coal and Gas Outburst was updated on 1 October 2019 [6]. The majority of the current research mainly focused on exploring the methods and frameworks for avoiding reaching or exceeding the threshold limit value of the gas concentration from viewpoints of impacts on geological conditions and coal mining working-face elements [7]. Many techniques and methods were used to avoid reaching or exceeding the threshold limit value of the gas concentration. They included monitoring acoustic emission signals, electric radiation, gas emission, and micro-seismic on the physical properties of sound, electricity, and magnetism, thermal [8].
However, accidents associated with the complex elements of underground gassy mines need more robust monitoring and warning systems to identify risks, improving coal mining safety [9].

The research proposed that risks could be given a weighting factor for predictive control in monitoring the risk signals [10, 11]. In the literature, the weighted indexing measurement comprising the results of multi-criteria decision making (MCDM) to weighting critical factors enhanced safety warning indices. MCDM methods were significant for evaluating and ranking factors with conflicting characteristics in different fields and disciplines [12–15]. Some of them have been adopted to mapping the risks associated with natural hazards [16]. The outcomes to weighting factors can then represent and establish an indexing measurement [17]. The weighted indexing measurement can be adopted as a predictor for enhancing safety warning indices and building robust monitoring or early warning systems to improve coal mining safety. Literature divided MCDM methods into subjective methods, objective methods, and subjective and objective mixed methods. Many studies used either subjective methods or objective methods to weighting criteria. For reducing the potential bias of subjective or objective methods, more studies used subjective and objective-mixed methods to combine the advantages of different methods for weighting the criteria to build a weighted indexing measurement. However, real-time measurement with complex computing processes can significantly increase the system’s computational burden. Datasets are usually captured every 15 seconds or even less from the gas monitoring system in the coal mine industry. A real-time warning system to the coal mining applications cannot handle a complex MCDM method for implementation. Relatively limited attention has been paid to their appropriate selection for such decision problems [12], especially coal mine applications. There is a need to conduct studies for determining a single responsive approach to a safety warning system that may keep the computing system’s lower load.

This research focused on analyzing the most used objective methods—the PCA and Entropy—to avoid personal bias from the decision-makers. This research aimed to conduct a comparative analysis and determine which single method between the PCA and Entropy was better for establishing a responsive weighted indexing measurement to build robust monitoring or warning systems and improve coal mining safety. Qualitative and quantitative mixed research methodologies were adopted for this research, including analysis of two case studies, correlation analysis, and comparative analysis. The following section reports the literature review, the case studies, and comparative analysis, followed by conclusions and recommendations.

**Literature review**

Literature divided MCDM methods into subjective methods, objective methods, and subjective and objective mixed methods. They depended on whether weight is calculated indirectly from the given methods, directly from the domain experts [15], or the decision-makers. Until 2019, 56 single and mixed MCDM methods were reported [12]. Each MCDM procedure has been developed with different advantages and disadvantages, though the scholars usually select an approach based on the nature and intricacy of the problem [18]. There are no criteria for the effectiveness of weighing methods [19]. The following section will discuss more used MCDM methods.

**Subjective weighting methods**

Subjective weighting methods depend on the assessments of decision-makers. The design and determination of weights can be interpreted in terms of value judgments, that methods based
on the subjective opinions of individual experts are preferred [19]. Decision-makers compare each criterion with other criteria and determine each pair of criteria [20]. They include Analytical Hierarchy Process (AHP), Best-Worst Method (BWM), Level Based Weight Assessment (LBWA), Full Consistency Method (FUCOM). There are other less used methods: Conjoint method, Direct Point Allocation method, Decision Making Trial and Evaluation Laboratory (DEMATEL), Fuzzy Preference Programming (FPP), Linear programming, Measuring Attractiveness by Categorical Based Evaluation Technique (MACBETH), Multi-purpose Linear programming, proportional (ratio) method, Ratio or Direct Significance Weighting method, Resistance to Change method, simple Multi-Attribute Rating Technique (SMART), Step-wise Weight Assessment Ratio Analysis (SWARA), Swing method, Tradeoff method, and Weighted Least Square (WLS) method [20].

The AHP method was used as the most common subjective method to determine the weights of the criteria/constructs in management problems [21, 22]. They assigned weights to the responses with the decision-makers choice [23]. The main advantage of AHP is used for determining the weights on top and bottom level criteria [14]. However, the AHP method needs to be performed in comparison in pairs of criteria [20]. The AHP method was almost impossible to perform entirely consistent comparisons in pairs with over nine criteria, which often overcame by dividing the criteria into subcriteria and would further make the model more complex [20]. Increasing the problem’s size will lead the decision-makers to meaningless pairwise comparisons among measures [14]. The AHP method is also limited to many comparisons as it needs to perform n(n-1)/2 comparisons in pairs of criteria [20].

The BWM is a newly established comparison-based method by Rezaei in 2015 [24, 25]. During the BWM process, experts were asked to select the best (most important) and worst (least important) criteria from each set of criteria: they were then asked to perform pairwise comparisons between the criteria using a number between 1 and 9 [25]. Also, this method used an equation to calculate the consistency ratio for verifying the validity of comparisons [26]. The BWM technique can be applied to efficiently and reliably solve multi-criteria problems [27]. BWM has the following advantages over other methods of requiring the use of fewer comparison data and therefore has better consistency in pairwise comparisons, achieving more reliable weight results, being easy to understand and revise by decision-makers for increased consistency [20, 24, 27] as: 1) being in the smaller number of pair comparisons (2n-3); 2) using fewer pairwise comparison matrices thereby less time to implement; having better consistency than existing subjective weighting methods, and: requiring less comparative data. However, this model is unacceptable to many researchers as many comparisons in pairs of criteria, defining the limitations for solving non-linear models, and solving non-linear models make the application of the BWM significantly more complex [20].

The LBWA method was developed to meet the need for a process whose algorithm requires a few comparisons in pairs of criteria and has a rational and logical-mathematical algorithm [20]. The advantages of the LBWA model were outlined by the recent studies [20, 28] as: being suitable for use in complex models with a larger number of evaluation criteria; not being more complicated with the increase of the number of criteria; allowing the calculation of weight coefficients with the small number of criteria comparisons; being the flexibility to enable decision-makers to present their preferences and eliminate inconsistencies through logical algorithm when prioritizing criteria, and; not being limited to integer values from the predefined scale.

The FUCOM method was developed by [29] to determine the weights of criteria [30]. The main advantage of the methodological procedure of FUCOM eliminates the problem of redundancy of pairwise comparison, which is present in some subjective models for determining the weight of the criteria [31]. FUCOM requires only (n-1) pair-wise Comparisons for n criteria.
against \( n (n - 1)/2 \) comparisons in the case of AHP [21] and \((2n-3)\) in the case of BWM [20]. FUCOM is also that when the relation between consistency and the required number of criteria comparisons is considered, this method provides better results than the AHP and BWM methods [29]. The main limitation of FUCOM is the lack of more studies to verify the validation of this model due to the literature review.

### Objective weighting methods

The objective method determines the weight-based known evaluation information by solving a mathematical model, which is particularly useful in situations where the decision-makers do not exist, or the options of the decision-maker are inconsistent [15]. Several objective methods have mainly been discussed in the literature, including Criteria significance Through Intercriteria Correlation (CRITIC), Entropy, FANMA, The Principal Component Analysis (PCA), and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS). The CRITIC approach is one of the essential weighting models to estimate the objective weights of the attributes [15, 18]. This method used the standard deviation and the correlation coefficient between the criterion and other criteria to quantify the value of each feature and compute the attribute weights [15, 18].

The Entropy method was proposed by Shannon & Weaver in 1947 and further to be emphasized by Zeleny in 1982 [23]. The entropy method was currently used as the most common objective method to determine the weights of the criteria/constructs [22]. The Entropy established the objective weights for the attributes/responses: defining the importance of every response but not include any thoughtfulness of the preference of the decision-makers [23]. The Entropy measures the uncertainty of variables and evaluates how the controlling factors influence the outcome [16]. It delivers a quantitative measure of information content that can compare and analyze the effect of using different statistical models, algorithms, and corresponding tuning parameters [32] and believes that the lower the entropy of the criterion, the more valuable information the criterion contains [19]. This method has been highly influential in modeling and mapping different natural hazards [16].

The FANMA method was derived from the names of the authors of the technique by [33]. It was currently lack reported in the literature rather than in Serbian. Therefore, the FANMA method was discussed in this manuscript. The PCA method is a dimension reduction technique to transform a high-dimensional dataset into a low-dimensional one while preserving the information content [34, 35]. It distilled multiple, potentially correlated variables into new, independent constructs/factors; typically, the number of constructs is much smaller than the number of variables in the original data set [34]. PCA can be handy for identifying the most critical variables or the main contributing factors to the phenomenon based on the common factors under investigation and conclude the linear relationship between variables by extracting the most relevant information in the dataset [34, 36].

The TOPSIS method is a classical tool used to solve MCDM [37]. In the literature, the TOPSIS method has been another broadly used MCDM approach since 2020. TOPSIS technique is straightforward to construct the problem, easily understandable, and demonstrating adequate computational efficiency, which provides a scalar value that accounts for both best and worst alternatives’ ability to measure the relative performance for each choice in a simple mathematical form [14]. The TOPSIS method allows the weighting of each criterion from the decision-maker regardless of the level [14]. The disadvantage of TOPSIS is that for the criteria for which higher values were preferred, the larger the criterion outcomes were, the greater were the preferences attached [38]. Another disadvantage is that the adoption of TOPSIS needs to consider two problems—the rank reversal and heterogeneity of the criteria [39].
Subjective and objective-mixed weighting methods

Based on the above briefly discussions, both the objective and subjective methods had limitations and disadvantages. For reducing the potential bias of subjective or objective methods, many studies used subjective and objective-mixed methods to combine the advantages of different methods for weighting the criteria to build a weighted indexing measurement. It is assumed that the combined weighting method will reduce the potential bias of a single subjective or objective weight or make up for the deficiency of subjective [19].

For example, Lin, Pan & Chen (2020) used an Entropy and TOPSIS mixed method to evaluate Urban air quality, which used the entropy to calculate the weights and then used the TOPSIS method to measure the air quality level [40]. Subba et al. (2020) studied quality criteria for groundwater use through the Entropy index and PCA method, which used the Entropy index to quantify water quality and use the PCA method to explain the interrelated variance variables dimensionality of the datasets [41]. Tan & Zhang (2020) studied a decision-making method based on Entropy to typhoon disaster assessment and used the evaluation based on distance from the average solution (EDAS) method to rank and select the best alternative [42]. Zhang et al. (2020) proposed a safety assessment in road construction work systems based on an AHP and PCA mixed method that used a group AHP to collect experts’ views on these indicators’ relative importance and then used PCA to create a low-dispersion group judgment matrix [43]. Tahir & Zeeshan (2021) proposed a novel TOPSIS method based on the Entropy measure to solve the multi-attribute decision-making problems [37]. Teixeira et al. (2021) used Entropy to determine the weights of various constructs/criteria and support the AHP [22]. Wang et al. (2021) used an Entropy and TOPSIS mixed method to evaluate agricultural extension service for sustainable agricultural development [44]. The TOPSIS method was be applied for ranking, while the Entropy method was used to determine the weight with good stability [44]. Wei et al. (2021) used the Entropy and AHP methods for karst collapse susceptibility assessment, which used AHP to build the structure model according to experts’ judgment [45]. They then combined the catastrophe theory to calculate a weight-based only on the observation data without considering subjectivity.

However, real-time measurement and evaluation of complex functions and processes can significantly increase the computational burden for implementation [46]. Datasets are usually captured every 15 seconds or even less from the gas monitoring system in the coal mine industry. A real-time warning system to the coal mining applications cannot handle a complex MCDM method for implementation. Relatively limited attention has been paid to their appropriate selection for such decision problems [12], especially coal mine applications. There is a need to conduct studies for determining a single responsive approach to a safety warning system that may keep the computing system’s lower load.

The selection of MCDM methods

Regardless of the MCDM method of choice, the common goal is to select and evaluate available alternatives and determine the weights based on a large number and variety of criteria [19, 27]. The selection of an MCDA should be suitable for solving a specific decision problem and the research questions on the particular study area characteristics [12, 16]. The selected MCDM methods may screen, prioritize, sort, or select a series of alternatives under commonly disproportionate, independent, or conflicting criteria and rely on calculating measures (attribute) weight [15]. A higher weight may prioritize the performance indicator [19]. Thus, selecting the proper MCDA method became a vital element of MCDM in decision-making [12, 13, 47].
Up-to-date literature highlighted that subjective weighting methods did depend on the assessments of decision-makers and had at least two limitations. The main limitation is that the weighted analysis results or the ranking of the alternatives will be impacted by the level of knowledge of the domain experts in the related domains since the criteria weight determined by the subjective method denotes the decision-maker’s personal information [15]. In actual decision-making situations, improper human judgments raise the level of vagueness [28]. Another limitation is that a large number of comparisons makes the application of the model more complex, especially in cases of a large number of criteria [20]. Comparing to subject methods, objective methods combined the strength comparison of each criterion with the conflict between the criteria [15]. Subjective methods were excluded from this research’s scope and not be discussed in the following sections.

The literature review searched publications between 2017 and 2019 in CNKI—the largest and most continuously updated Chinese journal database [48]. A total of 25,831 studies were searched on the subject methods. Seven methods were the most used in China without any decision-maker’s choices, including Artificial Neural Networks (ANN), Coefficient of Variation (CoV), CRITIC, Entropy, PCA, Rough Sets, and TOPSIS [49, 50]. However, no study reported which method was most used to hazard, risk, and emergency assessment. Results indicated the PCA (41.81% in total, 10,801 out of 25,831; 41.38% in 2017, 3,329 out of 8,045; 42.07% in 2018, 3,628 out of 8,624; and 41.96% in 2019, 3,844 out of 9,162) as the predominant method adopted (Table 1). Entropy is the second most widely adopted method (15.80% at total, 10,801 out of 25,831; 15.16% in 2017, 1,220 out of 8,045; 15.46% in 2018, 1,333 out of 8,624; and 16.69% in 2019, 1,529 out of 9,162). TOPSIS (15.23%, 3,935 out of 25,831), Rough Sets (13.48%, 3,481 out of 25,831), and CoV (4.57%, 1,181 out of 25,831) were followed. The CRITIC method (0.81%, 209 out of 25,831) was the least used approach.

The following section focused on determining which single method between the PCA and Entropy methods will be the best choice for establishing the indexing measurement to the coal mine applications.

**Research methodology**

The qualitative and quantitative mixed research methodology was adopted in this research, including two case studies, correlational research and comparative analysis. Fig 1 shows the research procedure processes of this study. It started with data collection, data processing, data analysis, comparative analysis, and outcomes. During data collection, data were obtained from two Case Study mines separately.

The data preprocess consists of transforming the data values of a specific dataset, aiming to optimize the information acquisition and process. As there is a contrast between the maximum

| Methods   | 2017 | %    | 2018 | %    | 2019 | %    | Sum  | %    |
|-----------|------|------|------|------|------|------|------|------|
| PCA       | 3,329| 41.38%| 3,628| 42.07%| 3,844| 41.96%| 10,801| 41.81%|
| Entropy   | 1,220| 15.16%| 1,333| 15.46%| 1,529| 16.69%| 4,082| 15.80%|
| TOPSIS    | 1,120| 13.92%| 1,294| 15.00%| 1,521| 16.60%| 3,935| 15.23%|
| Rough Sets| 1,167| 14.51%| 1,227| 14.23%| 1,087| 11.86%| 3,481| 13.48%|
| ANN       | 830  | 10.32%| 767  | 8.69%| 754  | 8.23%| 2,351| 9.10%|
| CoV       | 379  | 4.71%| 375  | 4.35%| 427  | 4.66%| 1,181| 4.57%|
| CRITIC    | 50   | 0.62%| 74   | 0.86%| 85   | 0.93%| 209  | 0.81%|
| Total     | 8,045| 100.00%| 8,624| 100.00%| 9,162| 100.00%| 25,831| 100.00%|

https://doi.org/10.1371/journal.pone.0262261.t001
and minimum values of the dataset, normalizing the data minimizes the algorithm’s complexity for its corresponding processing [51]. Data processing covered three procedures: eliminating extreme values, eliminating outliers, and standardizing data. The extreme data value (also called extreme value in this paper) can substantially bias inference [52]. The box-plot technique was adopted for data cleaning procedures. It was a better tool for responding to variation in generalized extreme value shape parameters [53] and a simple way of commonly employing a resistant rule to identify possible outliers in a single batch of the univariate dataset [53].

Data standardization was then followed as data were collected from the different sensors with a variety of measurements. The most common standardizing data approaches include z-score normalization, min-max standardization, distance to target normalization, and ranking normalization [51, 54]. The Z-score normalization approach will be used in this research. The reason is that a data standardization based on the scaling of variables using the z-score algorithm may increase the outcomes’ precision compared to other techniques [51].

A correlational research method was adopted in data analysis, comprising reliability analysis, validity analysis, and correlation analysis. As a quantitative research method, the correlational research method was adopted to measure two variables and assess the statistical relationship (i.e., the correlation) between them with little or no effort to control extraneous variables [55]. When the correlational research method is adopted, correlation analysis will confirm a strong relationship between the data. Correlation analysis can find comprehensive results to find a linear relationship between linear-dependent variables if it exists: it can give a solid indicator to interpret a robust nonlinear relationship between nonlinear-dependent variables [56].

The comparative analysis then followed. Both the PCA and Entropy methods were then computed separately for two Case Studies. The computed outcomes determined which weighting factor method would be a single responsive approach for the case choice. An SPSS statistic package version 26 was used for conducting data analysis in this research.

Case studies

Case Study 1 obtained data between 00:00:00 am on 16 December 2019, and 5:31:00 am on 19 December 2019 from mine No.1209 at Shanxi Fenxi Mining ZhongXing Coal Industry Co. Ltd (ZhongXing)—a large coal company in China. Case Study 2 used data between 00:00:00 am on 25 September 2020 and 20:48:00 pm on 16 October 2020 from Mine No.4 North at ZhongXing.

Data collection in Case Study 1

Ten gas sensors were installed in Case Study mine 1 [7] (Fig 2). Table 2 shows the codes of the sensors used. This research initially obtained 17,280 data outputs from each gas sensor. The box-plot technique was adopted to eliminate the extreme values and outliers. The final data was 7,265 for each gas sensor. Thus, 72,650 datasets in total were collected for ten sensors (S2 Appendix).

Data collection in Case Study 2

Twenty-one gas sensors were installed in Case Study mine 2 (Fig 3). Table 3 shows the codes of the sensors used. This research initially obtained 65,535 data outputs from each gas sensor. 1,376,235 data were obtained. The box-plot technique was used to eliminate the extreme values and outliers. The final data was 9,430 for each gas sensor and 198,030 in total (S3 Appendix).
Data analysis in Case Study 1

Reliability and validity analysis

An SPSS statistic package version 26 was used for data analysis. P values of 0.05 are considered as the ‘gold standard’ of significance [57]. For building the safety warning indices, however, this research considered that the smaller the significance value, the lower the risk of rejecting the null hypothesis when it is true. Therefore adopted 0.01 as a significance level. Ten items were delivered for the reliability analysis. Six items were rejected (T030601, T030602, T030603, T030604, T030701, and T030801) due to dissatisfaction with the value of Cronbach’s Alpha (lower than 0.6). Four items (T030802, T030803, T030804, and T030805) remained. Through
the reliability analysis, convergent validity was also established. Convergent validity was assessed through reliability analysis in this research; other validity tests were also conducted.

The final results indicated that the remaining four items satisfied an exploratory study’s reliability analysis requirements and validity standards, listed in Table 4. Cronbach’s Alpha was 0.968 and was considered to have acceptable reliability (above 0.8). The ratio of the number of cases to variables was 1816:1 (greater than 5:1). Kaiser-Meyer-Olkin (KMO) was 0.823 and considered to have an acceptable measure (greater than 0.8). Bartlett’s test of sphericity was 0.000 (p < 0.001). All communalities after extraction were greater than 0.50. The average communality was 0.957 (greater than 0.6). All anti-image correlations were satisfied (above 0.5).

**Correlation analysis**

A correlation analysis was followed to undertake and confirm whether there was a strong relationship between items. The Pearson product-moment correlation coefficient (called correlation coefficient in this research) is a measure used to describe the linear association between two random variables [58]. The correlation coefficient helps assess the linear correlation or relationship between two samples: the degree of fit between two samples of interest is given in the correlation coefficient; a value approaching unity indicates a robust linear relationship and vice versa [59].

SPSS statistic package version 26 was used to conduct Pearson correlation analysis. The results showed that correlation coefficients were 0.862 between T030802 and T030803, 0.894...
between T030802 and T030804, and 0.873 between T030802 and T030805. Correlation coefficients were 0.862 between T030803 and T030802, 0.912 between T030803 and T030804, and 0.908 between T030802 and T030805. Correlation coefficients were 0.8894 between T030804 and T030802, 0.912 between T030804 and T030803, and 0.985 between T030804 and T030805. Correlation coefficients were 0.873 between T030805 and T030802, 0.908 between T030805 and T030803, and 0.985 between T030802 and T030804. All correlation coefficients indicated that robust correlations (greater than 0.3) existed between every two items at the 0.01 level (Table 5).

Computing the weights

The main idea of PCA is to analyze the characteristic properties of a covariance matrix to obtain the principal components of data (eigenvectors) and their weights (eigenvalues) by

Table 3. Code of sensors in Case Study mine 1.

| No. | Sensor Name                              | Code    |
|-----|------------------------------------------|---------|
| 1   | Three mining Total wind-back alley T     | T010101 |
| 2   | Three mining auxiliary wind-back alley T | T010102 |
| 3   | Three mining East Wing wind-back alley T| T010103 |
| 4   | Three mining Emergency Shelter Back Transition Room T | T010104 |
| 5   | Three mining Emergency Shelter Front Transition Room T | T010105 |
| 6   | Three mining Emergency Refuge Survival Room T | T010106 |
| 7   | Four mining water bin working face T     | T010201 |
| 8   | Four mining water bin wind-back alley T  | T010202 |
| 9   | Four mining water bin air vent T         | T010203 |
| 10  | Four mining water bin fan front T        | T010204 |
| 11  | Four mining water bin Mixing T           | T010205 |
| 12  | Four mining trackway 500m Refuge Chambers T | T010301 |
| 13  | Four mining trackway air vent T          | T010302 |
| 14  | Four mining trackway fan front T         | T010303 |
| 15  | Four mining trackway working face T      | T010304 |
| 16  | Four mining trackway wind-back alley T   | T010305 |
| 17  | Four mining trackway Mixing T            | T010306 |
| 18  | Four mining trackway middle T            | T010307 |
| 19  | Four mining trackway Downwind side of the rig T | T010308 |
| 20  | Four mining North Wing wind-back alley T | T010401 |
| 21  | Four mining belt lanes Coal Bin T        | T010501 |

https://doi.org/10.1371/journal.pone.0262261.t003
retaining the lower-order principal component (corresponding to the maximum eigenvalue) [60]. The detailed processes of PCA have been discussed widely. This research used an SPSS analysis package and an Excel sheet to compute the weighting results, which followed the PCA algorithm/procedure of a recent study by [60].

The processes of Entropy included first deciding objectives (decision matrix) and then calculations of the normalized decision matrix, probability of the attribute/response to take place, the entropy value of attribute/response, and degrees of divergence (average information contained) by each response and after that entropy weight [61]. In this research, the Entropy algorithm followed the step-by-step weight estimation by [19] as:

Nomenclature:

\[ a_{ij} \]: elements of decision matrix (DM)
\[ r_{ij} \]: normalized elements of decision matrix
\[ w_j \]: weight or importance of criteria (j = 1, \ldots , n)

The intensity (\( p_{ij} \)) of the j-th attribute of the i-th alternative is calculated for each criterion (Sum-method):

\[
P_{ij} = \frac{r_{ij}}{\sum_{i=1}^{m} r_{ij}}, \forall i = 1, \ldots , m, j = 1, \ldots , n; \sum_{j=1}^{n} p_{ij} = 1
\] (1)

To calculate the entropy (\( e_j \)) and the key indicator (\( q_j \)) of each criterion:

\[
e_j = \frac{1}{\ln m} \sum_{i=1}^{m} p_{ij} \cdot \ln p_{ij}, j = 1, \ldots , n; (\text{if } p_{ij} = 0 \Rightarrow p_{ij} \cdot \ln p_{ij} = 0)
\] (2)

\[
q_j = 1 - e_j, \ j = 1, \ldots , n
\] (3)

To calculate the weight of each criterion:

\[
w_j = \frac{q_j}{\sum_{k=1}^{n} q_k}, j = 1, \ldots , n
\] (4)

The open-source code for running the above Entropy algorithm was provided [7] (S1 Appendix).

The PCA and Entropy were then computed separately to determine which weighting factor method would be a single responsive approach for the case 1 choice. The values of the PCA and Entropy on T030802, T030803, T030804 and T030805 were 24.37% and 32.70%, 24.76% and 23.82%, 25.51% and 26.02%, and 25.36% and 17.46%, respectively (Fig 4).
Table 6 describes the mean and standard deviation statistics for the PCA and Entropy methods adopted to Case Study 1. For the weights to T030802, the minimum value is 0.2437; the maximum value is 0.327; the mean value is 0.2854; the standard deviation is 0.0059. For the weights to T030803, the minimum value is 0.2382; the maximum value is 0.2476; the mean value is 0.2429; the standard deviation is 0.0007. For the weights to T030804, the minimum value is 0.2551; the maximum value is 0.2602; the mean value is 0.2577; the standard deviation is 0.0004. For the weights to T030805, the minimum value is 0.1746; the maximum value is 0.2536; the mean value is 0.2141; the standard deviation is 0.0056. It means that all data are relatively distributed near the mean value.

Table 5. Correlation analysis in Case study 1.

|        | Correlations | T030802 | T030803 | T030804 | T030805 |
|--------|--------------|---------|---------|---------|---------|
| T030802| Pearson Correlation | 1       | .862**  | .894**  | .873**  |
|        | Sig. (2-tailed)   | 0.000   | 0.000   | 0.000   | 0.000   |
|        | Sum of Squares and Cross-products | 9.629   | 8.860   | 9.074   | 6.305   |
|        | Covariance       | .001    | .001    | .001    | .001    |
|        | N               | 7265    | 7265    | 7265    | 7265    |
| T030803| Pearson Correlation | .862**  | 1       | .912**  | .908**  |
|        | Sig. (2-tailed)   | 0.000   | 0.000   | 0.000   | 0.000   |
|        | Sum of Squares and Cross-products | 8.860   | 10.969  | 9.886   | 7.000   |
|        | Covariance       | .001    | .002    | .001    | .001    |
|        | N               | 7265    | 7265    | 7265    | 7265    |
| T030804| Pearson Correlation | .894**  | .912**  | 1       | .985**  |
|        | Sig. (2-tailed)   | 0.000   | 0.000   | 0.000   | 0.000   |
|        | Sum of Squares and Cross-products | 9.074   | 9.886   | 10.703  | 7.500   |
|        | Covariance       | .001    | .001    | .001    | .001    |
|        | N               | 7265    | 7265    | 7265    | 7265    |
| T030805| Pearson Correlation | .873**  | .908**  | .985**  | 1       |
|        | Sig. (2-tailed)   | 0.000   | 0.000   | 0.000   | 0.000   |
|        | Sum of Squares and Cross-products | 6.305   | 7.000   | 7.500   | 5.413   |
|        | Covariance       | .001    | .001    | .001    | .001    |
|        | N               | 7265    | 7265    | 7265    | 7265    |

**. Correlation is significant at the 0.01 level (2-tailed).

https://doi.org/10.1371/journal.pone.0262261.t005

Table 6 describes the mean and standard deviation statistics for the PCA and Entropy methods adopted to Case Study 1. For the weights to T030802, the minimum value is 0.2437; the maximum value is 0.327; the mean value is 0.2854; the standard deviation is 0.0059. For the weights to T030803, the minimum value is 0.2382; the maximum value is 0.2476; the mean value is 0.2429; the standard deviation is 0.0007. For the weights to T030804, the minimum value is 0.2551; the maximum value is 0.2602; the mean value is 0.2577; the standard deviation is 0.0004. For the weights to T030805, the minimum value is 0.1746; the maximum value is 0.2536; the mean value is 0.2141; the standard deviation is 0.0056. It means that all data are relatively distributed near the mean value.

Fig 4. The computed outcomes of the weights in Case Study 1.

https://doi.org/10.1371/journal.pone.0262261.g004
The comparisons of the weighting methods between the PCA and Entropy methods were demonstrated in Fig 5. The demonstration clearly shows the different values of the two methods. The results were visually set to a weighted indexing measurement with a radar visualization for The PCA (with blue color) and Entropy (with deep blue color) weighted index (Fig 5B).

Data analysis in Case Study 2

Reliability and validity analysis

Data from five gas sensors were rejected during the reliability analysis due to dissatisfaction with the value of Cronbach’s Alpha (lower than 0.6), including T010101, T010102, T010204, T010301, and T010302. Convergent validity was established through reliability analysis in this research. Other validity tests were then conducted for the remaining sixteen items.

The results indicated that the remaining items have strong evidence of meeting the reliability analysis, validity analysis, and correlation standards of the exploratory research as listed in Table 7. Cronbach’s Alpha was 0.895 and was considered to have acceptable reliability (above 0.8). The ratio of the number of cases to variables was 589:1 (greater than 5:1). KMO was 0.904 and considered to be acceptable (greater than 0.8). Bartlett’s test of sphericity was 0.000 (p<0.001). The average communality was 0.701 (greater than 0.6). All anti-image correlations were satisfied (above 0.5).

Repeated reliability and validity analysis

A correlation analysis was followed to confirm the strong relationship between the above sixteen items. Correlation analysis suggested that four items (T010103, T010201, T010202, and

Table 6. Descriptive on standard deviation to Case Study 1.

|       | Entropy | PCA    | N  | Mean  | Std. Deviation |
|-------|---------|--------|----|-------|----------------|
| T030802 | 32.70%  | 24.37% | 2  | 28.54%| 0.0059         |
| T030803 | 23.82%  | 24.76% | 2  | 24.29%| 0.0007         |
| T030804 | 26.02%  | 25.51% | 2  | 25.77%| 0.0004         |
| T030805 | 17.46%  | 25.36% | 2  | 21.41%| 0.0056         |
| Valid N (listwise) |        |        | 2  |       |                |

https://doi.org/10.1371/journal.pone.0262261.t006

Fig 5. Visualization of comparison of the weighted index in Case Study 1.
T010304) should be eliminated due to correlation coefficients (lower than 0.3)—the reliability and validity analysis needed to be re-done for the remaining twelve items. Repeated reliability analysis was conducted. T010308 was eliminated due to dissatisfaction with the value of Cronbach’s Alpha (lower than 0.6).

Following the repeated reliability analysis, the validity analysis was then repeated. The results indicated that the remaining eleven items have strong evidence of meeting the reliability Analysis, and the validity standards of the exploratory research are listed in Table 8. Cronbach’s Alpha was 0.888 and was considered to have acceptable reliability (above 0.8). In the validity test, the ratio of the number of cases to variables was 857:1 (greater than 5:1). KMO was 0.893 and considered to be acceptable (greater than 0.8). Bartlett’s test of sphericity was

Another correlation analysis was then conducted to confirm the relationship between the remaining eleven items (T010104, T010105, T010106, T010203, T010205, T010303, T010305, T010306, T010307, 010401, T010501). Robust correlations (greater than 0.3) existed between every two items at the 0.01 level (S3 Appendix).

https://doi.org/10.1371/journal.pone.0262261.t007

| Descriptive Statistics | Communalities  | Cronbach’s Alpha | Validity Analysis |
|------------------------|----------------|------------------|------------------|
| Mean | Std. Deviation | Analysis N | Initial | Extraction | | Analysis |
| T010103 | .2569 | .01382 | 9430 | 1.000 | .326 | .895 | Kaiser-Meyer-Olkin Measure of Sampling Adequacy | .904 |
| T010104 | .0779 | .00606 | 9430 | 1.000 | .859 | | | |
| T010105 | .0262 | .00635 | 9430 | 1.000 | .749 | | | |
| T010106 | .0384 | .00567 | 9430 | 1.000 | .842 | | | |
| T010201 | .0542 | .01011 | 9430 | 1.000 | .784 | | | |
| T010202 | .0518 | .00900 | 9430 | 1.000 | .748 | | | |
| T010203 | .1709 | .01419 | 9430 | 1.000 | .613 | | | |
| T010205 | .1526 | .00809 | 9430 | 1.000 | .768 | | | |
| T010303 | .1147 | .00716 | 9430 | 1.000 | .605 | | | |
| T010304 | .1769 | .01827 | 9430 | 1.000 | .690 | | | |
| T010305 | .3839 | .01730 | 9430 | 1.000 | .851 | | | |
| T010306 | .2739 | .01210 | 9430 | 1.000 | .667 | | | |
| T010307 | .3170 | .01568 | 9430 | 1.000 | .660 | | | |
| T010308 | .2977 | .02124 | 9430 | 1.000 | .800 | | | |
| T010401 | .3824 | .01299 | 9430 | 1.000 | .580 | | | |
| T010501 | .0307 | .00604 | 9430 | 1.000 | .677 | | | |

https://doi.org/10.1371/journal.pone.0262261.t008

| Descriptive Statistics | Communalities  | Cronbach’s Alpha | Validity Analysis |
|------------------------|----------------|------------------|------------------|
| Mean | Std. Deviation | Analysis N | Initial | Extraction | | Analysis |
| T010104 | .0779 | .00606 | 9430 | 1.000 | .871 | .888 | Kaiser-Meyer-Olkin Measure of Sampling Adequacy | .893 |
| T010105 | .0262 | .00635 | 9430 | 1.000 | .788 | | | |
| T010106 | .0384 | .00567 | 9430 | 1.000 | .853 | | | |
| T010203 | .1709 | .01419 | 9430 | 1.000 | .859 | | | |
| T010205 | .1526 | .00809 | 9430 | 1.000 | .865 | | | |
| T010303 | .1147 | .00716 | 9430 | 1.000 | .610 | | | |
| T010305 | .3839 | .01730 | 9430 | 1.000 | .829 | | | |
| T010306 | .2739 | .01210 | 9430 | 1.000 | .765 | | | |
| T010307 | .3170 | .01568 | 9430 | 1.000 | .677 | | | |
| T010401 | .3824 | .01299 | 9430 | 1.000 | .624 | | | |
| T010501 | .0307 | .00604 | 9430 | 1.000 | .683 | | | |

Another correlation analysis was then conducted to confirm the relationship between the remaining eleven items (T010104, T010105, T010106, T010203, T010205, T010303, T010305, T010306, T010307, 010401, T010501). Robust correlations (greater than 0.3) existed between every two items at the 0.01 level (S3 Appendix).
0.000 (p<0.001). All communalities after extraction were greater than 0.50. The average communality was 0.766 (greater than 0.6), and all anti-image correlations were satisfied (above 0.5).

**Computing the weights**

The PCA and Entropy for Case Study 2 were then computed separately to determine which weighting factor method would be a single responsive approach for Case Study 2. The results indicate that the value of the PCA and Entropy were T010104 (7.22% and 5.13%), T010105 (5.89% and 7.50%), T010106 (7.21% and 27.29%), T010203 (11.03% and 5.37%), T010205 (10.67% and 5.98%), T010303 (8.69% and 13.14%), T010305 (10.86% and 7.37%), T010306 (10.71% and 3.40%), T010307 (9.20% and 4.86%), T010401 (10.36% and 2.01%), and T010501 (8.17% and 17.94%), respectively (Fig 6).

Table 9 describes the mean and standard deviation statistics for the PCA and Entropy methods adopted to Case Study 2. For the weights to T010104, the minimum value is 0.0512; the maximum value is 0.0721; the mean value is 0.0617; the standard deviation is 0.0148. For the weights to T010105, the minimum value is 0.0591; the maximum value is 0.0748; the mean value is 0.0670; the standard deviation is 0.0111. For the weights to T010106, the minimum value is 0.0591; the maximum value is 0.0748; the mean value is 0.0670; the standard deviation is 0.0111. For the weights to T010106, the minimum value is 0.0591; the maximum value is 0.0748; the mean value is 0.0670; the standard deviation is 0.0111. For the weights to T010106, the minimum value is 0.0591; the maximum value is 0.0748; the mean value is 0.0670; the standard deviation is 0.0111. For the weights to T010106, the minimum value is 0.0591; the maximum value is 0.0748; the mean value is 0.0670; the standard deviation is 0.0111.
value is 0.0721; the maximum value is 0.2723; the mean value is 0.1722; the standard deviation
is 0.1416. For the weights to T010203, the minimum value is 0.053; the maximum value is
0.1108; the mean value is 0.0819; the standard deviation is 0.0409. For the weights to T010205,
the minimum value is 0.0598; the maximum value is 0.1075; the mean value is 0.1079; the stan-
dard deviation is 0.0337. For the weights to T010303, the minimum value is 0.0872; the maxi-
mum value is 0.1322; the mean value is 0.1097; the standard deviation is 0.0318. For the
weights to T010305, the minimum value is 0.0598; the maximum value is 0.1079; the mean
value is 0.091; the standard deviation is 0.0239. For the weights to T010306, the minimum
value is 0.0344; the maximum value is 0.1067; the mean value is 0.0706; the standard deviation
is 0.0511. For the weights to T010307, the minimum value is 0.487; the maximum value is
0.0915; the mean value is 0.0701; the standard deviation is 0.0303. For the weights to T010401,
the minimum value is 0.0202; the maximum value is 0.1035; the mean value is 0.0619; the stan-
ard deviation is 0.0589. For the weights to T010501, the minimum value is 0.0816; the maxi-
mum value is 0.1792; the mean value is 0.1304; the Standard deviation is 0.069. It means that
all data are relatively distributed near the mean value.

Based on the results in Table 9, the comparisons of the weighting methods between the
PCA and Entropy methods were demonstrated in Fig 7A. The results were visually set to a
weighted indexing measurement with a radar visualization for The PCA (with blue color) and
Entropy (with deep blue color) weighted index (Fig 7B).

Comparative analysis of the PCA and entropy methods

Different MCDM methods may lead to inconsistent results [12, 19]. It is essential to compare
results for different MCDM methods [19]. For justifying the above correlation analysis results
between the PCA and Entropy method, two comparative analyses were conducted to compare
the differences for using the PCA and the Entropy to Case Study 1 and Case Study 2. The com-
parison will identify whether the different weighting methods may lead to the differentiation
of indexing measurements.

Comparing outcomes between PCA and Entropy in case study 1

Based on the weighted index comparisons in Fig 4 and datasets collected in Case study 1 (S2
Appendix), the final data were computed into two weighted curves (Fig 8). The left axe in
Fig 8 stated the values of the Entropy with deep blue color. The right axle stated the values of the PCA with blue color. The two curves were very close.

However, the Entropy calculated the highest value (0.4168) and was higher than the highest (0.4126) calculated by the PCA. The entropy’s lowest value (0.2364) was also higher than the lowest weight (0.2349) estimated by the PCA. The curve of weighted dataset values computed by the PCA method (with blue color) was lower than the curve by the Entropy method (with deep blue color). The PCA appeared to be a more responsive method than Entropy to Case Study 1.

Comparing outcomes between PCA and entropy in Case Study 2

Based on the comparisons of the weighted index in Fig 6 and datasets collected in Case study 2 (S3 Appendix), the data were computed into two weighted curves (Fig 9). The left axle in Fig 9 stated the values of the Entropy with deep blue color. The right axle stated the values of the PCA with blue color. There are different values between the two curves.

The curve of weighted dataset values computed by the Entropy method (with deep blue color) was lower than the curve by the PCA method (with blue color). Entropy is more responsive than the PCA to establish a weighted indexing measurement in Case Study 2. The highest value (0.2175) was computed by PCA and was higher than the highest value (0.1339) calculated by Entropy. PCA’s lowest value (0.1746) was also higher than Entropy’s lowest weight (0.1001). Even the PCA’s lowest value (0.1746) was higher than Entropy’s highest (0.1339).

Comparative analysis of the PCA and entropy methods

This section summarized a comparative analysis of the PCA and Entropy methods to the case studies. The Means and St. Deviations of the two methods to Case Study 1 and Study 2 were described (Table 10).

For the comparative analysis to Case Study 1, Mean averages are 25.00% as four items (dimensions) were involved. The Entropy method computed the highest weight (32.7%) and
the lowest (17.46%). The average of Std. Deviation is 0.0032, which is very small. Therefore, the two weighted curves were very close (Fig 8). The curve of weighted dataset values computed by the PCA method (with blue color) was lower than the curve by the Entropy method (with deep blue color). The PCA appeared to be a more responsive method than Entropy to Case Study 1. Other studies also have different advantages of the PCA method. The PCA method can effectively reduce computational complexity and rapidly select solutions to emergency decision-making in a large dataset group [62]. Notably, the PCA method was sensitive

![Fig 9. Two curves of the weighted index between the PCA and the entropy in Case Study 2.](https://doi.org/10.1371/journal.pone.0262261.g009)

### Table 10. Comparative analysis of the PCA and entropy methods.

| Dimensions | Case Study 1 | Case Study 2 |
|------------|-------------|-------------|
|            | Entropy     | PCA         | Std. Deviation | Entropy     | PCA         | Std. Deviation |
| Dim. 1     | 32.70%      | 24.37%      | 28.54%        | 0.0059      | 5.12%       | 7.21%         | 6.17%         | 0.0148       |
| Dim. 2     | 23.82%      | 24.76%      | 24.29%        | 0.0007      | 7.48%       | 5.91%         | 6.70%         | 0.0111       |
| Dim. 3     | 26.02%      | 25.51%      | 25.77%        | 0.0004      | 27.23%      | 7.21%         | 17.22%        | 0.1416       |
| Dim. 4     | 17.46%      | 25.36%      | 21.41%        | 0.0056      | 5.30%       | 11.08%        | 8.19%         | 0.0409       |
| Dim. 5     | 5.98%       | 10.75%      | 8.37%         | 0.0337      | 13.22%      | 8.72%         | 10.97%        | 0.0318       |
| Dim. 6     | 17.92%      | 8.16%       | 13.04%        | 0.0566      | 7.41%       | 10.79%        | 9.10%         | 0.0239       |
| Dim. 7     | 8.88%       | 1.14%       | 7.13%         | 0.0055      | 7.41%       | 10.79%        | 9.10%         | 0.0239       |
| Dim. 8     | 3.81%       | 0.29%       | 1.78%         | 0.0014      | 25.21%      | 5.17%         | 11.05%        | 0.1305       |
| Dim. 9     | 25.00%      | 25.00%      | 25.00%        | 0.0032      | 2.29%       | 0.47%         | 1.00%         | 0.0119       |
| Dim. 10    | 9.09%       | 9.09%       | 9.09%         | 0.0450      | 4.87%       | 9.15%         | 7.01%         | 0.0303       |
| Dim. 11    | 4.87%       | 9.15%       | 7.01%         | 0.0303      | 17.92%      | 8.16%         | 13.04%        | 0.0566       |

https://doi.org/10.1371/journal.pone.0262261.t010
to outliers in the data [63]. Therefore, research suggests it could be a promising alternative for other weighting schemes [64]. However, the PCA method was not developed to identify a subset of variables among many variables that are most predictive of an outcome [34]. For the comparative analysis to Case Study 2, mean averages are 9.09% as eleven items (dimensions) were involved. The entropy method computed the highest weight (27.23%) and the lowest (2.02%). The average of Std. Deviation is 0.045, which was not small comparing with Case Study 1. Fig 9 visually supported this outcome and demonstrated that the two weighted curves were not close. The curve of weighted dataset values computed by the entropy method (with deep blue color) was lower than the curve by the PCA method (with blue color). Therefore, Entropy is a more responsive method than the PCA to establish a weighted indexing measurement in Case Study 2. Other studies also believed that the entropy method allows a quantitative appraisal of effectiveness and advantage/cost responses [23]. It was considered suitable for all the decision-making processes that required weight determination [22]. The main disadvantage of the entropy method for assessing weight is the high sensitivity or hypersensitivity of significance to the entropy values of various criteria [19]. There is also a need to conduct further research to probe the causal reasons why the PCA and Entropy methods were applied to each case and not the other way round.

The difference between maximum and minimum (Max-Min) values by the Entropy and PCA methods in Case Study 1 is 8.88% and 1.14%. The average values of Max-Min are 3.81% and 0.29%. The values of Max-Min by the Entropy and PCA methods in Case Study 2 are 25.21% and 5.17%. The average values of Max-Min are 2.29% and 0.47%. It indicated distinctly that both the values and average values of Max-Min by the entropy method (8.88% and 1.14%) are higher than the values by the PCA method (3.81% and 0.29%) in Case Study 1. The average values of Max-Min are 2.29% and 0.47%. The values and average values of Max-Min by the Entropy method (25.21% and 5.17%) are higher than the values by the PCA method (2.29% and 0.47%) in Case Study 2. It validated that the entropy method provides higher accuracy [22]. It may depend on the number of realizations considered: the higher the number, the more accurate the entropy estimate [32].

For Std. Deviation, the values and average values of Max-Min in Case Study 2 (0.1305 and 0.0119) are much higher than those in Case Study 1 (0.0055 and 0.0014). The average value of Std. Deviation in Case Study 2 (0.045) is also much higher than the values in Case Study 1 (0.0032). It means that the entropy values demonstrated higher sensitivity for assessing the weight to the higher dimensions (eleven-dimensions) dataset in Case Study 2 than the lower dimensions (four-dimensions) dataset in Case Study 1. The reason should be considered due to the exponential behavior of the logarithm in the vicinity of 0 [19].

Based on the above comparative analysis of two methods in two case studies, this research indicated that no single method could be adopted as the better option for establishing indexing measurement in all cases. Both the PCA and Entropy methods were relevant to different cases. Different objective methods lead to completely different values in the estimates of the weights of the criteria [19]. Thus, this research confirmed that different MCDM methods produced diverse results to solve the same case [15]. The practical implication suggests that comparative analysis should always be conducted to each case and determine the appropriate weighting method for further establishing weighted indexing measurement in the relevant case. This research recommended that the PCA method was a dimension reduction technique that could be handy for identifying the critical variables or factors and effectively used in hazard, risk, and emergency assessment. Due to the PCA method was sensitive to outliers, this method might also be well-applied for developing predicting and forecasting systems.

The above comparative analysis found that the Entropy method provides higher accuracy than the PCA method. This research also found that the Entropy method demonstrated to
assess the weights of the higher dimension dataset (eleven dimensions) in Case Study 2 was higher sensitivity than the lower dimensions (four dimensions) in Case Study 1. As objective methods, both methods ignore decision-makers’ opinions. They determine the weights of criteria based on the information in the decision-making matrix using specific mathematical models [20]. The rationality of all objective methods for evaluating the criteria weights for MCDM tasks is questionable: specific algorithms for objective methods to evaluate the importance of criteria still require further study [19]. Therefore, there is a need to explore a more responsive method for establishing a weighted indexing measurement for warning applications in hazard, risk, and emergency assessments.

Conclusions, recommendations, and need for further research

The literature found that the PCA method was the predominant weighting method adopted in China’s applications, and the Entropy method was the second most widely adopted weighting method. This paper aimed to determine which method between the PCA and Entropy was better for establishing a responsive weighted indexing measurement. The selected method would be used to build robust monitoring or warning systems for improving coal mining safety.

Both the PCA and Entropy methods were compared using two case studies. Based on the comparative analysis of the PCA and Entropy methods in two case studies, this research confirmed that different objective MCDM methods produced completely different weights to the same case. The comparative analysis indicated that no single approach between the PCA and Entropy methods could be adopted as better for establishing indexing measurement. The PCA and Entropy methods were adopted for different cases in case study mine. For the comparative analysis of Case Study 1, the PCA appeared to be a more responsive method than Entropy. For the comparative analysis of Case Study 2, Entropy is a more responsive method than the PCA to establish a weighted indexing measurement. As a result, both methods were adopted for different cases in the case study mine and finally deployed for user acceptance testing on 5 November 2020.

The main limitation is the correlational research method itself. The correlational research does not allow for identifying causal relationships [65]. Another limitation is related to both the PCA and Entropy methods themselves that they are limited to ignoring the opinions from domain experts and decision-makers. The third limitation is that this research did not confirm any single method to adopt as the best option to all cases. One more limitation is the limited number of cases to be acknowledged in this research.

The findings and suggestions were provided as further scopes for further research. This research indicated that no single method could be adopted as the better option for establishing indexing measurement in all cases. The practical implication suggests that comparative analysis should always be conducted on each case and determine the appropriate weighting method to the relevant case. This research recommended that the PCA method was a dimension reduction technique that could be handy for identifying the critical variables or factors and effectively used in hazard, risk, and emergency assessment. The PCA method might also be well-applied for developing predicting and forecasting systems as it was sensitive to outliers. The Entropy method might be suitable for all the cases requiring the MCDM. There is also a need to conduct further research to probe the causal reasons why the PCA and Entropy methods were applied to each case and not the other way round. This research found that the Entropy method provides higher accuracy than the PCA method. This research also found that the Entropy method demonstrated to assess the weights of the higher dimension dataset was higher sensitivity than the lower dimensions. Finally, the comprehensive analysis indicates a need to explore a more responsive method for establishing a weighted indexing measurement for warning applications in hazard, risk, and emergency assessments.
Supporting information

S1 Appendix. Code for running the entropy algorithm.
(DOC)

S2 Appendix. Data collected in Case Study 1.
(DOC)

S3 Appendix. Correlation analysis in Case Study 2.
(DOC)

S4 Appendix. Data collected in Case Study 2.
(DOC)

Author Contributions

Conceptualization: Robert M. X. Wu.

Data curation: Wanjun Yan, Jianfeng Fan, Jinwen Gou, Bao Liu, Bo Shen, Peng Zhang, Peilin Wang, Zhanfei Peng, Ya Wang.

Formal analysis: Robert M. X. Wu, Zhongwu Zhang, Jianfeng Fan.

Funding acquisition: Robert M. X. Wu, Wanjun Yan.

Investigation: Robert M. X. Wu, Zhongwu Zhang, Wanjun Yan, Jianfeng Fan, Bao Liu, Zengquan Liu.

Methodology: Robert M. X. Wu, Jianfeng Fan, Ergun Gide, Jeffrey Soar, Syed Fazal-e-Hasan.

Project administration: Robert M. X. Wu, Zhongwu Zhang, Wanjun Yan.

Resources: Robert M. X. Wu, Zhongwu Zhang, Wanjun Yan, Jianfeng Fan, Jinwen Gou, Bao Liu, Bo Shen, Zengquan Liu, Peng Zhang, Peilin Wang, Zhanfei Peng, Ya Wang.

Software: Jianfeng Fan, Bo Shen, Xinxin Cui.

Supervision: Robert M. X. Wu, Wanjun Yan.

Validation: Robert M. X. Wu, Zhongwu Zhang, Wanjun Yan, Jianfeng Fan, Jinwen Gou.

Visualization: Robert M. X. Wu, Jianfeng Fan, Bo Shen, Xinxin Cui.

Writing – original draft: Robert M. X. Wu, Wanjun Yan, Jianfeng Fan, Ergun Gide.

Writing – review & editing: Robert M. X. Wu, Jianfeng Fan, Ergun Gide, Jeffrey Soar, Syed Fazal-e-Hasan.

References

1. IEA. Analysis and forecast to 2025. IEA. 2020; viewed on 7 Jan 2021. https://www.iea.org/reports/coal-2020/supply

2. Hutzler M. China’s economic recovery will be powered by coal. PowerMag, 2020; viewed 08 Jan 2021. https://www.powermag.com/chinas-economic-recovery-will-be-powered-by-coal

3. Priyadarsini V, Verma A, Singh M, Netam S, Chandrakar D. LabVIEW based real time monitoring system for coal mine worker. I-Manager’s Journal on Digital Signal Processing. 2018; 6:1–6. https://doi.org/10.26634/jdp.6.4.16096

4. Tutak M, Brodny J. Predicting methane concentration in longwall regions using artificial neural networks. International Journal of Environmental Research and Public Health. 2019; 16:1–21. https://doi.org/10.3390/ijerph16081406 PMID: 31063537
19. Mukhamezyanov I. Specific character of objective methods for determining weights of criteria in MCDM problems: Entropy, CRITIC and SD. Decision Making: Applications in Management and Engineering. 2021; 4:76–105. https://doi.org/10.31181/dname210402076i

20. Žižović M, Pamučar D. New model for determining criteria weights: level based weight assessment (LBWA) model. Decision Making: Applications in Management and Engineering. 2019; 2:126–137. https://doi.org/10.31181/dname1902102z

21. Ahmad N, Qahmaš A. Implementing fuzzy AHP and FUCOM to evaluate critical success factors for sustained academic quality assurance and ABET accreditation. PLoS One. 2020; 15:1–30. https://doi.org/10.1371/journal.pone.0239135

22. Teixeira SJ, Ferreira JJ, Wanke P, Moreira Antunes JJ. Evaluation model of competitive and innovative tourism practices based on information entropy and alternative criteria weight. Tourism Economics: The Business and Finance of Tourism and Recreation. 2021; 27:23–44. https://doi.org/10.1080/13548166198782073

23. Kumar R, Bilga PS, Singh S. Multi objective optimization using different methods of assigning weights to energy consumption responses, surface roughness and material removal rate during rough turning operation. Journal of Cleaner Production. 2017; 164:45–57. https://doi.org/10.1016/j.jclepro.2017.06.077
24. Kolagar M. Adherence to urban agriculture in order to reach sustainable cities: a BWM–WASPAS approach. Smart Cities, Multidisciplinary Digital Publishing Institute. 2019; 2:31–45. https://doi.org/10.1007/s11011-019-00423-2 PMID: 31055786

25. Roy PK., Shaw K. Modelling a sustainable credit score system (SCSS) using BWM and fuzzy TOPSIS. International journal of sustainable development and world ecology. 2021; 1–14. https://doi.org/10.1080/13504509.2021.1935360

26. Kolagar M, Hosseini SMH, Felegari R. Developing a new BWM-based GMAFMA approach for evaluation of potential risks and failure modes in production processes. The International journal of quality & reliability management. 2020; 38:273–295. https://doi.org/10.1108/IJQRM-09-2018-0230

27. Nyimbili PH, Erden T. Comparative evaluation of GIS-based best—worst method for emergency facility planning: perspectives from two decision-maker groups. Natural hazards (Dordrecht). 2021; 105:1031–1067. https://doi.org/10.1007/s11069-020-04348-3

28. Ecer F, Pamucar D, mardani A, Alrasheed M. Assessment of renewable energy resources using new interval rough number extension of the level based weight assessment and combinative distance-based assessment. Renewable energy, 2021; 170:1156–1177. https://doi.org/10.1016/j.renene.2021.02.004

29. Pamucar D, Stevic Z, Sremac S. A new model for determining weight coefficients of criteria in MCDM models: full consistency method (FUCOM). Symmetry (Basel). 2018; 10:393. https://doi.org/10.3390/sym10090393

30. Prentkovskis O, Ercez Z, Stevic Z, Tanackov I, Vasiljevic M, Gavranovic M. A new methodology for improving service quality measurement: delphi-FUCOM-SERVQUAL model. Symmetry (Basel). 2018; 10:1–25. https://doi.org/10.3390/sym10120757

31. Zagradjanin N, Pamucar D, Jovanovic K. Cloud-based Multi-robot path planning in complex and crowded environment with Multi-criteria decision making using full consistency method. Symmetry (Basel). 2019; 11:1–15. https://doi.org/10.3390/sym1110241

32. Hansen TM. Entropy and information content of geostatistical models. Mathematical Geosciences. 2021; 53:163–184. https://doi.org/10.1007/s11004-020-09876-z

33. Srđević B, Medeiro YDP, Faria AS, Schaar M. Objektivno vrednovanje kriterijuma performanse sistem akumulacija. Vodoprivreda. 2003; 35:163–176. (Only in Serbian)

34. Conlon KC, Mallen E, Gronlund CJ, Berrocal VJ, Larsen L, O’Neill MS. Mapping human vulnerability to extreme heat: a critical assessment of heat vulnerability indices created using principal components analysis. Environmental health perspectives. 2020; 128:1–14. https://doi.org/10.1289/EHP4030 PMID: 32875815

35. Abdel-Fattah MK, Mohamed ES, Wagdi EM, Shahin SA, Lasaponara R, et al. Quantitative evaluation of soil quality using principal component analysis: the case study of El-Fayoum depression egypt. Sustainability (Basel, Switzerland). 2021; 13:1–19. https://doi.org/10.3390/su13041824

36. Medina Pena NJ, Abebe YA, Sanchez A, Vojinovic Z. Assessing socioeconomic vulnerability after a hurricane: A combined use of an index-based approach and principal components analysis. Sustainability (Basel, Switzerland). 2020; 12:1–31. https://doi.org/10.3390/su12041452

37. Tahiri M, Zeeshan A. Entropy measure and TOPSIS method based on correlation coefficient using complex Q-rung orthopair fuzzy information and its application to multi-attribut e decision making. Soft Computing. 2021; 25:1249–1275. https://doi.org/10.1007/s00500-020-05218-7

38. Neogi D. Performance appraisal of select nations in mitigation of COVID-19 pandemic using entropy based TOPSIS method. Ciência & saude coletiva. 2021; 26:1419–1428. https://doi.org/10.1590/1413-81232021264.43132020 PMID: 33886770

39. Acuña-Soto C, Liern V, Pérez-Gladish B. Normalization in TOPSIS-based approaches with data of different nature: application to the ranking of mathematical videos. Annals of operations research. 2018; 296:541–569. https://doi.org/10.1007/s10479-018-2945-5

40. Lin H, Pan TH, Chen S. Comprehensive evaluation of urban air quality using the relative entropy theory and improved TOPSIS method. Air Quality, Atmosphere and Health. 2020; ‘14:251–258. https://doi.org/10.1007/s11869-020-00930-7

41. Subba RN, Sunitha B, Adimalla N, Chaudhary M. Quality criteria for groundwater use from a rural part of Wanaparthty district, Telangana State, India, through ionic spatial distribution (ISD), Entropy Water Quality Index (EWHOI) and Principal Component Analysis (PCA)*, Environmental Geochemistry and Health. 2020; 42:579–599. https://doi.org/10.1007/s10653-019-00393-5 PMID: 31444588

42. Tan RP, Zhang WD. Decision-making method based on new entropy and refined single-valued Neutrosophic sets and its application in typhoon disaster assessment. Applied Intelligence. 2020; 51:283–307. https://doi.org/10.1007/s10489-020-01706-3
43. Zhang XY, Huang SF, Yang SJ, Tu RF, Jin LH. Safety assessment in road construction work system based on group AHP-PCA. Mathematical Problems in Engineering. 2020a; 1–12. https://doi.org/doi.org/10.1155/2020/6210569

44. Wang ZG, Wang JB, Zhang GP, Wang ZX. Evaluation of agricultural extension service for sustainable agricultural development using a hybrid entropy and TOPSIS method. Sustainability. 2021; 13:1–17. https://doi.org/10.3390/su13010347

45. Wei AH, Li D, Zhou YH, Deng QH, Yan LD. A novel combination approach for karst collapse susceptibility assessment using the analytic hierarchy process, catastrophe, and entropy Model. Natural Hazards. 2021; 105:405–430. https://doi.org/10.1007/s11069-020-04317-w.wrt

46. Dragicevic T, Novak M. Weighting factor design in model predictive control of power electronic converters: An artificial neural network approach. IEEE Transactions on Industrial Electronics. 2019; 66:8870–8880. https://doi.org/10.1109/TIE.2018.2875660

47. Nemeth B, Molnár A, Bozóki S, Wijaya K, Inotai A, Campbell J, et al. Comparison of weighting methods used in multicriteria decision analysis frameworks in healthcare with focus on low- and middle-income countries. Journal of Comparative Effectiveness Research. 2019; 8:195–204. https://doi.org/10.2217/ cer-2018-0102 PMID: 30767661

48. Liu QY, Wu XN. Review of the methodology for determining the weighting of indicators in the multifactor evaluation. Knowledge Management Forum. 2017; 2:500–510. https://doi.org/10.13266/j.issn.2095-5472.2017.054 (in Chinese).

49. Yu LP. Research on the nature of objective empowerment Law and its application in science and technology evaluation—an example of academic journals. Information Studies: Theory & Application. 2020; 1–12. https://doi.org/10.16353/j.cnki.1000-7490.2021.02.007 (in Chinese)

50. CNKI. China national knowledge infrastructure. CNKI. 2019; viewed 1 February 2020, http://oversea.cnki.net/kns55/support/en/about_cnki.aspx

51. Larriwa-Novo X, Villagrá VA, Vega-Barbas M, Rivera D, Sanz Rodrigo M. An IoT-focused intrusion detection system approach based on preprocessing characterization for cybersecurity datasets. Sensors. 2021; 21:1–15. https://doi.org/10.3390/s21020656 PMID: 33477875

52. Barlow AM, Sherlock C, Tawn J. Inference for extreme values under threshold-based stopping rules. Journal of the Royal Statistical Society: Series C (Applied Statistics). 2020; 69:765–789. https://doi.org/10.1002/jsc.12420

53. Babura BI, Yusif BB, Adam MR, Abdul Samad A, Fitrianto A. Analysis and assessment of box-plot characters for extreme Data. Journal of Physics: Conference Series. 2018; 1132:1–9. https://doi.org/10.1088/1742-6596/1132/1/012078

54. Luana LM, Mariana MDB, Masato K. Effects of different normalization, aggregation, and classification methods on the construction of flood vulnerability indexes. Water. 2021; 13:1–16. https://doi.org/10.3390/w13223310 PMID: 34976403

55. Price PC, Jhangiani RS, Chiang ICA, Leighton DC. Research Methods in Psychology. 3rd edn, Carrie Cuttler. USA. 2017. https://opentext.wsu.edu/carrie/cuttler/

56. AL-Rousan N, Mat Isa NA, Mat Desa MK. Correlation analysis and MLP/CMLP for optimum variables to predict orientation and tilt angles in intelligent solar tracking systems. International journal of energy research. 2021; 45:453–477. https://doi.org/10.1002/er.5676

57. Nahm KN. What the P values really tell us. The Korean Journal of Pain. 2017; 30:241–242. https://doi.org/doi:10.13266/j.kjp.2017.30.4.241 PMID: 29123617

58. Saccentii E, Hendriks MWB, Smilde AK. Corruption of the Pearson correlation coefficient by measurement error and its estimation, bias, and correction under different error models. Scientific Reports. 2020; 10:1–19. https://doi.org/10.1038/s41598-019-56847-4 PMID: 31913322

59. Asri MN, Desa WNSM, Ismail D. Source determination of red gel pen inks using Raman spectroscopy and attenuated total reflectance Fourier transform infrared spectroscopy combined with Pearson’s product moment correlation coefficients and principal component analysis. Journal of Forensic Sciences. 2018; 63:285–291. https://doi.org/10.1111/1556-4029.13522 PMID: 28480527

60. Hong JH, Su ZLT, Lu EHC. Spatial perspectives toward the recommendation of remote sensing images using the INDEX indicator, based on principal component analysis. Remote sensing (Basel, Switzerland). 2020; 12:1–33. https://doi.org/10.3390/rs12081277

61. Kumar R, Singh S, Bilga PS, Jatin, Singh J, Singh S, et al. Revealing the benefits of entropy weights method for multi-objective optimization in machining operations: a critical review. Journal of materials research and technology. 2021; 10:1471–1492. https://doi.org/10.1016/j.jmrt.2020.12.114

62. Xian SD, Wan WH, Yang ZJ. Interval-valued pythagorean fuzzy Linguistic TODIM based on PCA and its application for emergency decision. International Journal of Intelligent Systems. 2020; 35:2049–2086. https://doi.org/10.1002/int.22284
63. Neumayer S, Nimmer M, Setzer S, Steidl G. On the Robust PCA and Weiszfeld’s Algorithm. Applied Mathematics & Optimization. 2019; 82:1017–1048. https://doi.org/10.1007/s00245-019-09566-1

64. Maciejowska K, Uniejewski B, Serafin T. PCA forecast averaging—predicting day-ahead and in traday electricity prices. Energies. 2020; 13:1–19. https://doi.org/10.3390/en13143530

65. Luft P. Reading comprehension and phonics research: review of correlational analyses with deaf and hard-of-hearing students. Journal of deaf studies and deaf education. 2018; 23:148–163. https://doi.org/10.1093/deafed/enx057 PMID: 29514228