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Featured Application: The proposed method can improve the accuracy of an existing parameter-optimized CNN for ECG pattern classification. Especially, by applying the proposed method to single ECG-based analysis, the existing accuracy can be improved to a level similar to, or higher than, that of multi-ECG-based analysis. Since wearable devices, such as smart watches, mainly measure a single ECG stream, the proposed method can be applied to the core technologies of wearables-based smart hospital or healthcare services. In addition to aiding heart disease diagnoses, it can be applied to various IoT services, based on general analyses using ECG.

Abstract: ECG pattern classification for identifying the progress status of various heart diseases is a typical nonlinear problem. Therefore, deep learning-based automatic ECG diagnosis is being widely studied, and for this purpose, the CNN is mainly used to classify ECG patterns. In this case, it is hard to expect any further improvement in accuracy after optimizing the parameters. We propose a shallow domain knowledge injection method that can improve the accuracy of the existing parameter-optimized CNN. The proposed method can improve the accuracy by effectively injecting shallow domain knowledge, that can be acquired by non-medical experts, into the existing parameter-optimized CNN. The experiments show that the proposed method can be applied to both heart disease diagnoses and general ECG classification tasks, while improving the existing accuracy for both types of tasks.
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1. Introduction

ECG (electrocardiogram) patterns reflect the medical characteristics of the progress status for various heart diseases and are used as major criteria for diagnosing heart diseases. Traditionally, medical experts have diagnosed various heart diseases by analyzing ECG patterns, based on deep domain knowledge, which is specialized medical knowledge acquired through internal medicine theory and long-term clinical training. Meanwhile, as the usage of wearable devices, such as smart watches, increases, the need for smart hospital or healthcare services based on the IoT environment is increasing. Therefore, automatic ECG diagnosis based on ECG pattern classification is one of the core technologies necessary in such smart hospital or healthcare services.

ECG pattern classification on the status of various heart diseases is a typical nonlinear problem. Traditional data mining-based automatic ECG diagnosis techniques require ECG segmentation-based feature extraction to classify ECG patterns of various heart disease progress states [1–4], and, based on this, a diagnosis algorithm for each heart disease is developed [5,6]. Recent deep learning-based automatic ECG diagnosis techniques are being studied in various ways with emphasis on important heart diseases that cause emergency situations [7–12], while showing higher performance than traditional data mining-based techniques. Most deep learning-based automatic ECG diagnosis
methods diagnose each heart disease by applying a neural network to the results of ECG segmentation preprocessing [13–15].

Deep learning-based automatic ECG diagnosis techniques use CNN in various ways to classify ECG patterns. Deep learning is unexplainable [16,17], and the most basic approach to reach target accuracy is parameter optimization. However, it is generally hard to expect any further improvement in accuracy after the parameters are optimized. Meanwhile, ECG-based heart disease diagnosis by medical experts with deep domain knowledge has been successfully performed from the past to the present and is the basis of modern clinical medicine. Therefore, it could be expected that the accuracy of existing parameter-optimized CNN for ECG classification could be improved by applying such deep domain knowledge.

However, it is hard to apply deep domain knowledge directly into CNNs. First, using deep domain knowledge, in other words, applying the medical characteristics of ECG waveforms to classify ECG patterns, is a very complex nonlinear problem. Second, due to the fact that deep learning is unexplainable, it is hard to establish a theoretical background that can reflect deep domain knowledge into the model design. Finally, since the subjects performing deep learning-based ECG analysis are non-medical experts, such as data analysts and developers, it is impossible to utilize deep domain knowledge without the help of medical experts—this eventually leads to a cost problem.

In this paper, we propose a shallow domain knowledge injection (SDK-Injection) method that can additionally improve the accuracy of the existing parameter-optimized CNN. The proposed method applies curve fitting-based smoothing and an attention mechanism to inject shallow domain knowledge for a single ECG stream and expands the resulting variants to multivariate input. Through this, it is possible to effectively inject shallow domain knowledge that can be acquired by non-medical experts into the existing parameter-optimized CNN, and further improve the existing accuracy. The experiments show that the proposed method can be applied to both heart disease diagnosis and general ECG classification tasks and improve the accuracy for both types of tasks.

The contributions of this study are as follows:

- We propose a method to further improve the accuracy of the existing parameter-optimized CNN by using accumulated medical domain knowledge, which could not be utilized due to the inexplicability of deep learning.
- By utilizing shallow domain knowledge that can be acquired even by non-medical experts, it is possible to further improve the existing accuracy while minimizing the cost of introducing medical experts.
- By utilizing the existing CNN parameters that have already been optimized, the accuracy can be further improved without the cost of an additional parameter optimization process.
- By applying the proposed method to the single ECG-based analysis, the original accuracy can be improved to a level similar to, or higher than, the accuracy of the multi-ECG-based analysis. As a result, it can be applied to smart hospital or healthcare services using wearable devices, such as smart watches, that measure just a single ECG stream.

2. Related Work
2.1. Deep and Shallow Domain Knowledge for the ECG Pattern Classification

The ECG pattern consists of sub-patterns, such as P, Q, R, S, and T waves. Each of these sub-patterns, in a medical sense, is closely related to the status of various heart diseases. For example, for patients with ischemia, a characteristic T wave, different from the normal state, is observed. Medical experts can accurately recognize the non-linear characteristics of these T waves by using internal medicine theories and expertise. Through long-term clinical training. In this paper, we will refer to deep domain knowledge as the knowledge that can be used at the level of medical experts who have been trained for a long time. Medical experts with such deep domain knowledge have successfully performed ECG-based heart disease diagnosis from the past to the present, and this is the
basic diagnosis method in modern clinical medicine. Therefore, the accuracy of the existing parameter-optimized CNN may be improved by applying the deep domain knowledge about ECG patterns. However, it is not easy to apply such deep domain knowledge to deep learning-based ECG classification tasks. This is because such deep domain knowledge, in other words, the ability to classify the characteristic waveform of ECG from a medical point of view, is a very complex, nonlinear problem. In addition, due to the inexplicability of deep learning, it is very difficult to design a model that sufficiently reflects deep domain knowledge. Moreover, since data scientists or developers who perform deep learning-based ECG pattern classification tasks are non-medical experts, it is almost impossible to acquire or utilize deep domain knowledge without the help of medical experts. Additionally, the introduction of medical experts eventually causes a problem of cost. On the other hand, knowledge such as sub-patterns, and their approximate ranges, which are the criteria for diagnosing a specific heart disease, can be acquired relatively easily even by non-medical experts. That is, non-medical experts cannot know the detailed medical characteristics of the T wave of ischemia, but at least it can be known that the T wave plays a major role in the diagnosis of ischemia. This knowledge can also be acquired through pre-investigation for the data analysis or visualization of data samples. Via a comparison of this knowledge with deep domain knowledge, we refer to it as shallow domain knowledge.

2.2. Automatic ECG Diagnosis and ECG Pattern Classification

Most ECG signals measured from sensors contain noise. Since such noise can distort the characteristics, most automatic ECG diagnoses perform preprocessing to remove the noise. For preprocessing, smoothing is mainly used. A commonly used ECG smoothing technique in recent studies is FIR [18]. However, in this study the Savitzky–Golay filter [19,20], a curve fitting-based smoothing technique that has been traditionally used for ECG preprocessing, was used.

Classification of ECG patterns on the status of various heart diseases is a typical nonlinear problem. Therefore, traditional data mining-based, automatic ECG diagnosis techniques require ECG segmentation-based feature extraction to classify ECG patterns for various heart disease states [1–4]. ECG segmentation is a technique for recognizing major sub-patterns that reflect the medical characteristics of ECG patterns, such as P and Q waves, QRS complex, RR interval, and ST segment. Such ECG segmentation was researched using data mining in [1,2]. Recently, signal processing-based ECG segmentation methods, such as those presented in [3,4], are also being studied. Data mining based automatic ECG analysis techniques first perform ECG segmentation, as in [1–4], and then develop a diagnosis algorithm for each heart disease by characterizing the recognized sub-patterns [5,6]. A system architecture for automatic ECG diagnosis is proposed in [21], which classifies ECG data using the decision tree and multilayer perceptron (MLP) after performing preprocessing and data mining-based feature extraction. Although these data mining-based automatic ECG diagnosis techniques are explainable, they are not suitable for real-time analysis in a wearable-based environment.

Recently, deep learning-based automatic ECG diagnosis techniques are being actively studied. These deep learning-based automatic ECG diagnosis techniques are being studied preferentially for important heart diseases related to emergency situations, such as atrial fibrillation and myocardial infarction [7–12]. In addition, they show high performance compared with traditional data mining-based methods. Most of the deep learning-based automatic ECG diagnosis techniques [13–15] studied so far diagnose each heart disease by applying a neural network to the results of conventional ECG segmentation, such as in [1–4]. Ref. [13] diagnoses arrhythmia by analyzing with CNN applied to sub-patterns that were obtained by applying ECG segmentation to the result of wavelet transform preprocessing. Refs. [14,15] also extract features through existing ECG segmentation and then analyze them based on CNN. Ref. [22] proposes an automatic ECG diagnosis system which analyzes ECG data collected from a mobile environment after performing preprocessing and feature extraction. Especially, [22] uses sliding segmentation instead of the existing
fixed segmentation to extract features and proposes an advanced neural network based on a residual network using a large kernel for the computational efficiency during the model training phase. However, although this traditional ECG segmentation plays a very important role, it may be considered unsuitable for real-time analysis because of its complex steps. Therefore, studies on deep learning-based ECG segmentation techniques, such as [23,24], are being attempted, but additional research is needed due to the inexplicability of deep learning.

Deep learning-based automatic ECG diagnosis techniques use CNN in various ways to classify ECG patterns. As in [7,8], ECG analysis is performed by ensembles of various types of neural networks and CNNs. Here, CNN is introduced to extract features for pattern classification and RNN is introduced to reflect periodicity, such as heart rate. Ref. [9] also extracts features by using the CNN instead of the segmentation-based, feature extraction method, and passes them to the LSTM to analyze atrial fibrillation. It uses the focal loss function to increase the analysis accuracy of imbalanced data. Additionally, an attention mechanism is introduced so that the periodicity of the ECG signal can be used heavily for analysis. In this case, as in [10–12], by applying the attention mechanism based on the context generated from RNNs, such as an LSTM, the periodic characteristics of the ECG signal are reflected in the analysis result. Additionally, as shown in [25,26], the feature extraction performance is improved by applying the attention mechanism to the CNN. The SDK-Injection method proposed in this paper adds variants generated by applying curve fitting-based smoothing and SDK-Injecting attention to a single ECG stream to improve accuracy. Similarly, Ref. [27] tried to improve the accuracy by extending a single ECG stream to 2D spectrogram and applying 2D-CNN instead of 1D-CNN. However, the SDK-Injection method proposed in this paper differs from [27] in that it does not generate an image-type spectrogram, but constructs a multivariate input by adding variants. In addition, unlike [27], since it constructs a multivariate input, rather than an image, the existing 1D-CNN model is used to improve the analysis accuracy. Although deep learning-based automatic ECG diagnosis techniques are being studied in various ways, there is still a limitation in that they are model design techniques, optimized for the purpose of diagnosing a specific heart disease.

3. SDK-Injection Method

The proposed SDK-Injection method is designed, as shown in Figure 1, by combining the following three techniques, and through this, the accuracy of the original parameter-optimized CNN for ECG pattern classification, that is, the Base-CNN, can be further improved.

- Technique 1: Curve fitting-based smoothing;
- Technique 2: SDK-Injecting attention;
- Technique 3: Expansion to multivariate.

The proposed method applies curve fitting-based smoothing and an attention mechanism to inject shallow domain knowledge on the single ECG stream pattern which is the original data input. Additionally, the resulting variants are expanded to multivariate input delivered to the Base-CNN. Through this, it is possible to effectively inject into Base-CNNs the shallow domain knowledge at a level that non-medical experts can acquire, and the accuracy of the original Base-CNN can be further improved. The experimental results in Section 4 show that the SDK-Injection method, designed by combining all three techniques, shows the best performance when compared with the methods designed with other possible combinations of Technique 1, Technique 2, and Technique 3.
Figure 1. SDK-Injection method proposed in this paper. It takes univariate original data, which is a single ECG stream pattern, and applies three techniques. Technique 1 is curve fitting-based smoothing by Savitzky–Golay filter and Technique 2 is SDK-Injecting attention to inject shallow domain knowledge. Technique 3 is expansion to multivariate, which expands the univariate input to multivariate input by adding three variants generated from the original data by applying Technique 1 and Technique 2. Multivariate input, generated by applying the SDK-Injection method, is passed to the existing parameter-optimized Base-CNN.

Technique 1 applies curve fitting-based smoothing to the original data. Through this, the adverse effect of the noise included in the original data could be offset during the feature extraction process. Technique 2 inserts shallow domain knowledge through an attention mechanism. The resulting data from applying Technique 2 has a relatively high weight for the sub-pattern range, in other words, the shallow domain knowledge, which is known as important criteria for diagnosis of target heart disease. Technique 3 composes a
four-variate input by adding three variants to the original data. Variants to be added are smoothed data, attention output, and smoothed attention output, as shown in Figure 1. Smoothed data is data from which noise has been removed by applying Technique 1 to the original data. Attention output is data with high weight for shallow domain knowledge by applying Technique 2 to the original data. Smoothed attention output is data obtained by applying Technique 2 to the smoothed data, obtained by applying Technique 1 to the original data. That is, the smoothed attention output is data with high weights for shallow domain knowledge in the noise-removed ECG pattern. Technique 3 composes the original data, smoothed data, attention output, and smoothed attention output in the form of a two-dimensional array and delivers it as input to the existing parameter-optimized Base-CNN.

In particular, Technique 3 which is the expansion to multivariate technique that composes a four-variate input by adding three variants to the original single ECG stream pattern, contributes greatly to the improvement of accuracy through SDK-Injection. This is shown by the experimental results in Section 4, where the performance of the SDK-Injection method designed including Technique 3 is remarkably better than the methods designed only with the combination of Technique 1 and Technique 2. The three techniques constructing the SDK-Injection method are described in more detail below.

3.1. Technique 1: Curve Fitting-Based Smoothing

Unlike ECG waveforms visualized by professional equipment in hospitals, which are generally used for heart disease diagnosis by medical experts, an ECG stream, directly collected through a sensor attached to a wearable device, contains noise. Such noise may cause distortion of the characteristics of the ECG waveform. This may degrade the classification performance and also reduce the effectiveness of shallow domain knowledge injection. Therefore, the SDK-Injection method introduces curve fitting-based smoothing to deal with this noise.

SDK-Injection method uses the Savitzky–Golay filter for curve fitting-based smoothing. The Savitzky–Golay filter is a curve fitting method that fits points within a given window interval, based on a polynomial function of a given order. Figure 2 shows the result of applying the Savitzky–Golay filter to the sample pattern extracted from the datasets used in the experiment in Section 4. The black line is the data before curve fitting, and all of the data contain noise; although, there may be a difference depending on the dataset. The red line is smoothed data after curve fitting by the Savitzky–Golay filter, and because outliers caused by noise are corrected it is easy to check the characteristics and trends of ECG patterns.

The degree of smoothing by the Savitzky–Golay filter, that is, the degree of noise correction, is controlled by two parameters: window size and polynomial order. However, the window size must always be an odd number, and the polynomial order must be smaller than the window size. At this time, if the polynomial order is set similar to the window size, the curve fitting algorithm cannot work properly. On the other hand, if the polynomial order is too small, important feature points may be lost. Therefore, it is necessary to set a polynomial order of an appropriate size compared to the window size. That is, it is not the window size alone that affects the smoothing degree, but the value of the appropriate polynomial order compared to the window size.

Figure 3 shows the original patterns and smoothed patterns by changing the size of the polynomial order, while fixing the window size to 21 for the 2 patterns. The top of Figure 3 is the smoothing result with the window size set to 21 and polynomial order set to 17. As such, if the polynomial order is set similar to the window size, the curve fitting algorithm does not work properly. On the other hand, when the polynomial order is 7 or less, in Figure 3, the sub-pattern containing the maxima with the maximum value, commonly known as the R wave, is lost. These R waves are very important in ECG analysis. Therefore, in all the experiments in this paper, smoothing was performed with fixed parameters, such as window size 21 and polynomial order 13, which can correct the noise without damaging the R wave, while the curve fitting algorithm works well.
Figure 2. Original (black) and smoothed (red) pattern samples from five datasets used in the experiments. Smoothed patterns were generated by Savitzky–Golay filter with window size 21 and polynomial order 13.

The degree of smoothing by the Savitzky–Golay filter, that is, the degree of noise correction, is controlled by two parameters: window size and polynomial order. However, the window size must always be an odd number, and the polynomial order must be smaller than the window size. At this time, if the polynomial order is set similar to the window size, the curve fitting algorithm cannot work properly. On the other hand, if the polynomial order is too small, important feature points may be lost. Therefore, it is necessary to set a polynomial order of an appropriate size compared to the window size. That is, it is not the window size alone that affects the smoothing degree, but the value of the appropriate polynomial order compared to the window size.

Figure 3 shows the original patterns and smoothed patterns by changing the size of the polynomial order, while fixing the window size to 21 for the 2 patterns. The top of Figure 3 is the smoothing result with the window size set to 21 and polynomial order set to 17. As such, if the polynomial order is set similar to the window size, the curve fitting algorithm does not work properly. On the other hand, when the polynomial order is 7 or less, in Figure 3, the sub-pattern containing the maxima with the maximum value, commonly known as the R wave, is lost. These R waves are very important in ECG analysis. Therefore, in all the experiments in this paper, smoothing was performed with fixed parameters, such as window size 21 and polynomial order 13, which can correct the noise without damaging the R wave, while the curve fitting algorithm works well.
Figure 3. Smoothing effects according to the polynomial orders of Savitzky–Golay filter. The window size was fixed at 21 and polynomial orders were applied to the 2 sample patterns from the ECG200 dataset in the order of 17, 13, 5, and 3, from top to bottom in the figure.

3.2. Technique 2: SDK-Injecting Attention

The two ECG patterns in Figure 4 are those of an ischemia patient and a healthy person, respectively. The sub-pattern that is the criterion for diagnosing ischemia is known as the T wave. Medical experts diagnose ischemia by comprehensively considering the shape of the T wave, that is, the location and curvature, and the relationship between the surrounding sub-patterns. This is deep domain knowledge for ischemia diagnosis, with expertise accumulated through internal medicine theory and long-term clinical training. Data scientists or developers who perform deep learning-based ECG analysis cannot acquire or utilize such deep domain knowledge because they are non-medical experts. Even if medical experts are invited to use deep domain knowledge at a high cost, it is not easy to apply such deep domain knowledge to deep learning. This is because deep learning is not yet sufficiently explainable.

The SDK-Injection method improves classification accuracy by using only the fact that the T wave part is an important sub-pattern for ischemia diagnosis, instead of using such deep domain knowledge. That is, only the range of the T wave part shown in green in Figure 4 is shallow domain knowledge used in ischemia diagnosis based on the SDK-Injection method. This shallow domain knowledge is simple medical fact that non-medical experts, such as data scientists and developers, can find through research. If doing this is not easy, shallow domain knowledge can be grasped in a similar way that a typical data exploration task is performed before a full-scale data analysis. In other words, just by visualizing a few sample patterns in the training dataset, it is possible to roughly grasp the range of sub-patterns that make the significant difference between the two patterns.

The SDK-Injection method injects such shallow domain knowledge through SDK-Injecting Attention, as shown in Figure 4. The SDK-Injection method receives a scope of
sub-patterns that are the diagnostic criteria, or the shallow domain knowledge, through a predefined interface. Then, the shallow domain knowledge part is filled with 1 and the rest of the part is filled with 0, and the metadata with same length as the original data is generated. After concatenating the original data and the metadata, it is delivered to the dense layer, having softmax as an activation function. The output of this dense layer is the attention score, shown in Figure 4, which is a probability vector indicating the weight that each part of the original data has in the pattern classification task, according to the shallow domain knowledge injection. Additionally, the attention output can be obtained as the result of element-wise product for these attention scores and original data. The attention output is the ECG pattern data for the classification task in which each part of the original data is weighed according to the shallow domain knowledge. By passing this attention output to the input of the existing parameter-optimized Base-CNN, pattern classification reflecting shallow domain knowledge can be performed.

3.2. Technique 2: SDK-Injecting Attention

The two ECG patterns in Figure 4 are those of an ischemia patient and a healthy person, respectively. The sub-pattern that is the criterion for diagnosing ischemia is known as the T wave. Medical experts diagnose ischemia by comprehensively considering the shape of the T wave, that is, the location and curvature, and the relationship between the surrounding sub-patterns. This is deep domain knowledge for ischemia diagnosis, with expertise accumulated through internal medicine theory and long-term clinical training. Data scientists or developers who perform deep learning-based ECG analysis cannot acquire or utilize such deep domain knowledge because they are non-medical experts. Even if medical experts are invited to use deep domain knowledge at a high cost, it is not easy to apply such deep domain knowledge to deep learning. This is because deep learning is not yet sufficiently explainable.

![Figure 4. T wave part as shallow domain knowledge (green) and SDK-Injecting attention. The sample patterns are for the diagnosis of ischemia. The fact is known that the shape of the T wave is one of the main criteria for the diagnosis of ischemia. Therefore, the range of the T wave part (green) is used as shallow domain knowledge and injected by SDK-Injecting attention.](image)

3.3. Technique 3: Expansion to Multivariate

The SDK-Injecting method constructs a multivariate input by adding three variants to the original data, which are single ECG pattern data, as shown in Figure 5, in order to effectively reflect the shallow domain knowledge to the classification task. Additionally, it is transferred to the existing parameter-optimized Base-CNN. The three additional variants are smoothed data, attention output and smoothed attention output. Smoothed data can
be created by applying curve fitting-based smoothing of Technique 1 to the original data. Attention output can be generated by applying SDK-Injecting attention of Technique 2 to the original data. Additionally, the smoothed attention output can be obtained by applying Technique 2 to the smoothed data, generated through Technique 1.

Figure 5. Expansion from univariate to multivariate by adding variants. Added variants, such as smoothed data, attention output, and smoothed attention output, are generated from the original data.

Technique 3 composing the SDK-Injection method constructs a 2D-matrix multivariate form of input by adding, as variants, the smoothed data, attention output, and smoothed attention output, generated from the original data. A classification task with original data, which is a single ECG stream, as input is a univariate problem. However, the classification task with the data obtained through Technique 3 as new input is a multivariate problem. In other words, Technique 3 extends the existing single ECG-based analysis to a four-variate analysis. Therefore, features can be extracted by considering original data, smoothed data, attention output, and smoothed attention output, simultaneously. In addition, the existing parameters of the parameter-optimized Base-CNN can be used as they are without additional training. This is because the neural network structure is not changed while expanding to multivariate by constructing a multivariate input in the form of a 2D-matrix. The experiment in Section 4 shows that the classification accuracy is higher for the case when expansion through Technique 3 is performed following Technique 1 and Technique 2, than it is for the case when Technique 2 is applied alone. This means that the core technology
of the SDK-Injection method is Technique 3, which effectively applies the shallow domain knowledge injected through Technique 2 to the existing Base-CNN.

Additionally, in the experiment in Section 4, due to Technique 3, the SDK-Injection method to a single ECG-based analysis achieves higher accuracy than when performing multiple ECG-based analysis. These experimental results show the possibility that the SDK-Injection method can be applied to a smart hospital or healthcare service in a wearable-based environment that measures a single ECG stream. ECG-based diagnosis in hospitals by medical experts is a typical multivariate problem. In order to diagnose a disease based on ECG, a hospital measures up to 12 ECG streams by attaching several electrodes to body positions determined according to medical standards. Since the shape of the ECG stream induced by each electrode is slightly different, it is said that the most accurate diagnosis is possible when these 12 lead ECG streams are considered simultaneously. In fact, some heart diseases can only be accurately diagnosed by measuring multiple ECG streams. Therefore, such multi-ECG stream-based analysis is not suitable for wearable-based smart hospital or healthcare services. On the other hand, Technique 3 of the SDK-Injection method generates variants from a single ECG stream and uses them to expand to multivariate, so it is suitable for a wearable-based environment that measures a single ECG stream.

In Technique 3, when generating variants from a single ECG stream, Technique 1’s curve fitting-based smoothing and Technique 2’s SDK-Injecting attention are utilized. However, as another option for generating variants from a single ECG stream, we can consider generative neural networks. That is, a generative neural network can be trained to generate variants reflecting each characteristic of 12 lead ECG streams, measured by specialized devices in a hospital. However, training of generative neural networks is very tricky because it is based on the min–max problem. In contrast, the variants from Technique 3 of the SDK-Injection were generated by transforming a single ECG stream, based only on shallow domain knowledge. In other words, Technique 3 is efficient in that it is easy to generate variants and expand to multivariate based on this, while showing stable training performance compared with generative neural networks.

4. Performance Evaluation Results and Discussion

4.1. Dataset and Environment

The proposed SDK-Injection method, Base-CNN, and all comparison methods in the experiment were all developed based on Keras 2.2.4 with Tensorflow 1.14.0 as a backend, and were trained using NVIDIA GeForce GTX 965M GPU. A total of five datasets, as shown in Table 1, were used for model training and testing. These data are all from the UEA and UCR Time Series Classification Repository [28] and the datasets created from data of PhysioNet [29]. AF-D1, AF-D2, and TwoLead have very small train datasets. For AF-D1, AF-D2, and ECG200, the ratio of training dataset size to test dataset size was 1:1. On the other hand, in ECG5000 and TwoLead, the ratio of the training dataset size to the test dataset size was 1:9 and 1:50, respectively.

Among them, there are a total of four datasets for diagnosing heart disease—AF-D1, AF-D2, ECG200, and ECG5000—and through these, three heart diseases can be diagnosed: atrial fibrillation, ischemia, and congestive heart failure. AF-D1 and AF-D2 are multivariate datasets for the diagnosis of atrial fibrillation. In this paper, the proposed SDK-Injection method was applied by using AF-D1 and AF-D2 as univariate inputs. For comparison, AF-D1 and AF-D2 were composed as multivariate inputs and were analyzed based on the Base-CNN. For the four datasets related to the diagnosis of heart disease, shallow domain knowledge can be derived from the diagnostic criteria of each heart disease. Meanwhile, TwoLead is a dataset for general ECG classification not related to heart disease diagnosis. Therefore, there are no medical diagnostic criteria that can be used as shallow domain knowledge.
Table 1. Dataset Description.

| No. | Dataset   | Size (Train) | Size (Test) | Pattern Length | No. of Classes | Class Ratio (Train) | Class Ratio (Test) | Standard Deviation (Class Ratio) | Target Disease |
|-----|-----------|--------------|-------------|----------------|----------------|--------------------|-------------------|----------------------------------|----------------|
| 1   | AF-D1     | 15           | 15          | 640            | 3              | 1                  | 1                 | 0                                | Atrial Fibrillation |
| 2   | AF-D2     | 15           | 15          | 640            | 3              | 1                  | 1                 | 0                                | Atrial Fibrillation |
| 3   | ECG200    | 100          | 100         | 96             | 2              | 1                  | 2.23              | 1.78                             | ischemia        |
| 4   | ECG5000   | 500          | 4500        | 140            | 5              | 146                | 119.41            | 72.27                            | Congestive Heart Failure |
| 5   | TwoLead   | 23           | 1139        | 82             | 2              | 1.09               | 1                 | 0.03                             | Non-disease      |

Class Ratio (Train) and Class Ratio (Test) in Table 1 are the distribution ratios between class labels for the training and test datasets of each dataset. For example, in AF-D1, the ratio of the three classes is 1:1:1 for a training dataset consisting of 15 patterns, so each class is uniformly distributed with 5 patterns. In ECG5000, the ratio of 5 classes is 119.41:72.27:3.91:7.95:1 for the test dataset consisting of 4500 patterns, so each class is non-uniformly distributed with 2627, 1590, 86, 175, and 22 patterns, respectively. In this paper, the degree of imbalance in the class distribution for each dataset is quantified by Equation (1), and this result is shown in Table 1 under “Standard Deviation (Class Ratio)”.

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{n} (R_{Traini} - \bar{R}_{Train})^2}{n}} + \sqrt{\frac{\sum_{i=1}^{n} (R_{Testi} - \bar{R}_{Test})^2}{n}}
\]  

(1)

\(R_{Train}\) and \(R_{Test}\) are class distribution ratio vectors of the training and test datasets in each of the datasets. That is, for each dataset, \(R_{Train}\) is composed of the Class Ratio (Train) value in Table 1, and \(R_{Test}\) is composed of the Class Ratio (Test) value in Table 1. \(n\) is the number of classes in each dataset. As shown in Equation (1), \(\sigma\) is the average of the standard deviation of \(R_{Train}\) and the standard deviation of \(R_{Test}\), and quantifies the class imbalance of the dataset. That is, as the Standard Deviation (Class Ratio) value of Table 1 is closer to 0 it is a balanced dataset with an even class distribution, and as this value increases it is an imbalanced dataset in which classes are unevenly distributed. From this, it can be seen that AF-D1, AF-D2, and TwoLead are balanced datasets, and ECG200 and ECG5000 are imbalanced datasets. In addition, it can be seen that the class distribution of ECG5000 is more uneven than ECG200.

4.2. Experiments and Results

In this paper, the performance of the proposed method is verified through a total of five experiments. Experiment 1 verifies the performance of the proposed method by comparing the accuracy of the existing Base-CNN with the case of applying the SDK-Injection method using the 5 datasets. Experiment 2 compares the performance when the SDK-Injection method is applied with AF-D1 and AF-D2 as univariate inputs, respectively, and when multivariate analysis is performed based on the Base-CNN, composed of multivariate inputs. In Experiment 3, the design of the SDK-Injection method, which combines the three techniques of Technique 1, Technique 2, and Technique 3, is experimentally verified.
Experiment 4 verified how the optimized shallow domain knowledge derived from medical facts affects the accuracy improvement. Finally, Experiment 5 experimentally validates one kind of method that can derive shallow domain knowledge for general ECG classification tasks that are not for the purpose of diagnosing of heart disease.

The five experiments evaluate performance of the SDK-Injection and all other compared methods, according to the following six metrics:

- **Accuracy** = Test accuracy of the model (%);
- **Precision** = \( \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \);
- **Sensitivity (Recall)** = \( \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \);
- **Specificity** = \( \frac{\text{True Negative}}{\text{True Negative} + \text{False Positive}} \);
- **F1 − Score** = \( \frac{2 \times \text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \);
- **Training Time** = Training time of the model (sec).

Accuracy is the test accuracy of the model evaluated based on the test dataset, and training time is the measured training time of the model in seconds. The precision is the ratio of the actual target labels among those classified as target labels by the model. Sensitivity or recall is the ratio of those classified as target labels by the model among those actual target labels. Additionally, since precision or sensitivity values may be biased in an imbalanced dataset, the performance can be evaluated using f1-score, which is the harmonic average of precision and sensitivity. Among the five datasets used in the experiment, there also exists multi-classification datasets with more than two classes. Therefore, the true positive, false positive, true negative, and false negative were calculated for each class in each dataset, and the precision, sensitivity, specificity, and f1-score for each class were calculated with this. Then, the metric values for each class were averaged to obtain the precision, sensitivity, specificity, and f1-score for each dataset. In each of the five experiments, the values of accuracy, precision, sensitivity, specificity, and f1-score were summarized in the form of a table. In particular, the accuracy values in each table and the training time measured during the model training phase were visualized in a graph form.

### 4.2.1. Result of Experiment 1

Table 2 summarizes the accuracy, precision, sensitivity, specificity, and f1-score when the proposed SDK-Injection method is applied to each dataset and when only the Base-CNN is applied. The last column of the table summarizes how much the performance has improved from the Base-CNN by applying the SDK-Injection method. Among the metrics in the table, the accuracy is visualized in Figure 6a. That is, Figure 6a is the result of comparing the accuracy when the proposed SDK-Injection method is applied to each dataset and the accuracy when the existing Base-CNN is applied. When the SDK-Injection method was applied to all five datasets, the accuracy was improved compared with the case when only the Base-CNN was applied. However, the improvement in accuracy differed depending on the dataset. Figure 6b shows the difference between the accuracy when the SDK-Injection method was applied to each dataset and when only the Base-CNN was applied, along with the class imbalance of each dataset. AF-D1, AF-D2, and TwoLead are balanced datasets. On the other hand, ECG200 and ECG5000 are imbalanced datasets. At this time, the accuracy improvement when SDK-Injection is applied is very large, from about 15.36% to 20% in balanced datasets. However, for imbalanced datasets, the accuracy improvement when SDK-Injection is applied is relatively low. In particular, AF-D1 and AF-D2 showed the most uniform class distribution with a Standard Deviation (Class Ratio) value of 0, and the accuracy improvement was the largest at 20% when the proposed technique was applied. TwoLead has a nearly uniform class distribution, but is relatively imbalanced dataset compared with AF-D1 and AF-D2. Additionally, it can be seen that the accuracy improvement when the proposed method is applied is 15.36%, which is slightly lower than AF-D1 and AF-D2. ECG5000, the most imbalanced dataset, shows the lowest accuracy improvement at 0.62%. That is, the accuracy improvement when the
SDK-Injection method is applied is inversely proportional to the degree of class imbalance of the dataset. As shown in Table 2, not only the accuracy but also the precision, sensitivity, specificity, and f1-score improved when SDK-Injection was applied to all datasets. Similar to the accuracy, the improvement is remarkable in the balanced dataset, and relatively small performance improvement is shown in the imbalanced dataset. Therefore, the proposed SDK-Injection method shows higher performance on a balanced dataset.

Table 2. Performance evaluation of Base-CNN and SDK-Injection.

| Metric  | Dataset | Base-CNN | SDK-Injection | Increasement by SDK-Injection |
|---------|---------|----------|---------------|-------------------------------|
| Accuracy (%) | AF-D1   | 26.67    | 46.67         | 20.00                         |
|         | AF-D2   | 40.00    | 60.00         | 20.00                         |
|         | ECG200  | 92.00    | 95.00         | 3.00                          |
|         | ECG5000 | 93.76    | 94.38         | 0.62                          |
|         | TwoLead | 69.89    | 85.25         | 15.36                         |
| Precision | AF-D1   | 0.30     | 0.47          | 0.17                          |
|         | AF-D2   | 0.33     | 0.70          | 0.37                          |
|         | ECG200  | 0.92     | 0.95          | 0.03                          |
|         | ECG5000 | 0.70     | 0.75          | 0.05                          |
|         | TwoLead | 0.72     | 0.86          | 0.14                          |
| Sensitivity | AF-D1   | 0.27     | 0.47          | 0.20                          |
|         | AF-D2   | 0.40     | 0.60          | 0.20                          |
|         | ECG200  | 0.92     | 0.95          | 0.03                          |
|         | ECG5000 | 0.52     | 0.58          | 0.06                          |
|         | TwoLead | 0.70     | 0.86          | 0.16                          |
| Specificity | AF-D1   | 0.63     | 0.73          | 0.10                          |
|         | AF-D2   | 0.70     | 0.80          | 0.10                          |
|         | ECG200  | 0.92     | 0.95          | 0.03                          |
|         | ECG5000 | 0.98     | 0.98          | 0.00                          |
|         | TwoLead | 0.70     | 0.86          | 0.16                          |
| F1-Score | AF-D1   | 0.28     | 0.46          | 0.18                          |
|         | AF-D2   | 0.35     | 0.60          | 0.25                          |
|         | ECG200  | 0.92     | 0.95          | 0.03                          |
|         | ECG5000 | 0.56     | 0.63          | 0.07                          |
|         | TwoLead | 0.70     | 0.86          | 0.16                          |

Table 3 summarizes the precision, sensitivity, specificity, and f1-score for each class in each dataset for the same experiment situation. Class s of AF-D1, class s of AF-D2, and class 3 of ECG5000 showed sensitivity values of 0.20, 0.00, and 0.07, respectively, and precision values of 0.14, 0.00, and 0.43 in the Base-CNN, respectively. That is, these classes have relatively low classification performance compared with other classes in the same dataset. Interestingly, by applying SDK-Injection, the classification performance of classes which previously had very low classification performance was greatly improved. The sensitivity of these three classes were improved to 0.40, 0.40, and 0.41, respectively, after applying the SDK-Injection. The precision was also improved to 0.50, 1.00, and 0.60, respectively. In particular, in the case of class 3 of ECG5000, an imbalanced dataset, the f1-score also improved from 0.12 to 0.49. In conclusion, by applying the SDK-Injection, the performance was improved for not only the accuracy but also the precision, sensitivity, specificity, and f1-score for all datasets. In addition, it can be seen that the SDK-Injection can significantly improve classification performance for those classes that previously showed low classification performance, as well as classes that have been classified well in the past.
SDK-Injection was applied to all datasets. Similar to the accuracy, the improvement is remarkable in the balanced dataset, and relatively small performance improvement is shown in the imbalanced dataset. Therefore, the proposed SDK-Injection method shows higher performance on a balanced dataset.

Figure 6. Performance evaluation when the SDK-Injection method is applied to each dataset: (a) test accuracy when SDK-Injection is applied to each dataset (red) and test accuracy of Base-CNN for each dataset (sky blue); (b) standard deviations of ratio of class labels (gold) for each dataset and difference in accuracy between SDK-Injection method and Base-CNN (dark blue). Ratio of class labels is shown in Table 1. The datasets with standard deviations close to 0 are balanced datasets.

Table 3. Performance evaluation of Base-CNN and SDK-Injection per classes.
4.2.2. Result of Experiment 2

In general, when medical experts diagnose heart disease in hospitals, multi-ECG streams are measured through a professional device and these are integrated into the consideration. In other words, the ECG-based heart disease problem is a multivariate problem. Among the datasets used in the experiment, AF-D1 and AF-D2 were originally multivariate datasets for the diagnosis of atrial fibrillation. When the Base-CNN is used, multivariate analysis for atrial fibrillation diagnosis can be performed by configuring AF-D1 and AF-D2 as multivariate inputs as shown in Figure 7. On the other hand, the proposed method uses each of AF-D1 and AF-D2 as a univariate input in the form of a single ECG stream. That is, the existing multivariate problem can be solved by applying the SDK-Injection method with each of AF-D1 and AF-D2 as univariate inputs.

![Figure 7. Dual-variate ECG analysis with Base-CNN using dataset AF-D1 and AF-D2 for the diagnosis of atrial fibrillation.](image)

Table 4 summarizes the accuracy, precision, sensitivity, specificity, and f1-score when solving the existing multivariate problem by applying the SDK-Injection method to the univariate input. Among them, the accuracy is visualized in Figure 8a. That is, Figure 8 shows the accuracy in (a) and the training time in (b) when solving the existing multivariate problem by applying the SDK-Injection method to the univariate input. When AF-D1 and AF-D2 are configured as multivariate inputs and analyzed using the Base-CNN, the accuracy is 20% higher than that of the Base-CNN-based analysis with AF-D1 as the univariate input. It is 6.67% higher than the accuracy when analyzing based on the Base-CNN with AF-D2 as a univariate input. This is because these AF-D1 and AF-D2 datasets for diagnosing atrial fibrillation are multivariate, and higher performance is shown when using multivariate input than when using univariate input based on a neural network with the same structure.
Table 4. Performance evaluation of univariate Base-CNN, multivariate Base-CNN, and SDK-Injection.

| Metric   | Dataset     | Base-CNN (Univariate) | Base-CNN with Multivariate (AF-D1, AF-D2) | SDK-Injection (Univariate) |
|----------|-------------|-----------------------|------------------------------------------|---------------------------|
| Accuracy (%) | AF-D1       | 26.67                 | 46.67                                    | 46.67                     |
|           | AF-D2       | 40.00                 |                                          | 60.00                     |
| Precision | AF-D1       | 0.30                  | 0.48                                     | 0.47                      |
|           | AF-D2       | 0.33                  |                                          | 0.70                      |
| Sensitivity | AF-D1      | 0.27                  | 0.47                                     | 0.47                      |
|           | AF-D2       | 0.40                  |                                          | 0.60                      |
| Specificity | AF-D1     | 0.63                  | 0.73                                     | 0.73                      |
|           | AF-D2       | 0.70                  |                                          | 0.80                      |
| F1-Score  | AF-D1       | 0.28                  | 0.45                                     | 0.46                      |
|           | AF-D2       | 0.35                  |                                          | 0.60                      |

Figure 7. Dual-variate ECG analysis with Base-CNN using dataset AF-D1 and AF-D2 for the diagnosis of atrial fibrillation.

Figure 8. Performance when applying SDK-Injection on univariate data compared with Base-CNN with multivariate data: (a) accuracy when applying Base-CNN (sky blue) and SDK-Injection (red) to univariate inputs AF-D1 and AF-D2, respectively, compared with the accuracy of the Base-CNN with dual-variate input composed with AF-D1 and AF-D2 (yellow); (b) additionally, training time for the same situation.

If the SDK-Injection method is applied with AF-D1 as a univariate input, it shows the same level of accuracy as that of the Base-CNN with multivariate input applied. In addition, the accuracy when applying the SDK-Injection method with AF-D2 as a univariate input is 13.33% higher than that of the Base-CNN with multivariate input applied. This shows that, by applying the SDK-Injection method, even though only the univariate input is used, equal or higher accuracy than the existing multivariate analysis can be achieved.

However, the SDK-Injection method took the longest training time. Nevertheless, this experimental result shows the possibility of effectively solving the existing multi-ECG stream-based analysis problem by applying SDK-Injection to a single ECG stream, measured through a wearable device. In particular, the precision, sensitivity, specificity, and f1-scores, shown in Table 4, are also higher when the SDK-Injection is applied to
AF-D2 than when the Base-CNN with multivariate input is applied. Additionally, when the SDK-Injection is applied to AF-D1, all metrics except the precision are the same or higher than when the Base-CNN with multivariate input is applied. This shows the possibility that the SDK-Injection method can be applied to smart hospital or healthcare services in a wearable-based environment.

4.2.3. Result of Experiment 3

SDK-Injection method consists of three techniques: Technique 1, Technique 2, and Technique 3. By combining these three techniques, various methods can be derived, as shown in Table 5 in addition to SDK-Injection. Table 5 specifies the types of input data and combinations of techniques to construct Base-CNN, SDK-Injection method, and other possible comparison methods. Additionally, this can be schematically shown in Figures 9 and 10. First, the proposed SDK-Injection method injects shallow domain knowledge into the existing parameter-optimized Base-CNN by applying all three techniques. As comparison methods for this, Compared 1 performs only Technique 1, that is, curve fitting-based smoothing. Compared 2 injects shallow domain knowledge by applying only Technique 2, that is, SDK-Injecting attention. Compared 3 consists of Technique 1 and Technique 2, where the SDK-Injecting attention of Technique 2 is applied to the smoothed data by Technique 1. Compared 4 is composed of Technique 1 and Technique 3, where Technique 3 constructs multivariate input by adding variants obtained via curve fitting-based smoothing by Technique 1. Compared 4 has three options according to the number of variants added. Compared 5 is composed of Technique 2 and Technique 3, where the SDK-Injecting attention injects shallow domain knowledge into the data which is added as variants to construct a dual-variate input.

Table 6 summarizes the accuracy, precision, sensitivity, specificity, and f1-score of each dataset when applying the proposed SDK-Injection, Base-CNN and other compared methods given in Table 5 and Figure 10. Among them, the accuracy is visualized in Figure 11a. That is, Figure 11 compares the performance of the proposed SDK-Injection, Base-CNN, and other comparison methods for each dataset. First, for all datasets, SDK-Injection shows the highest accuracy compared against Base-CNN or other comparison methods. Additionally, in Table 6, the precision, sensitivity, specificity, and f1-score of the SDK-Injection are the highest. However, as an exception, the specificity of ECG5000 has the same value of 0.98 in the SDK-Injection and all compared methods. In other words, it was empirically proved that it was appropriate to design the SDK-Injection method by combining all three techniques. In addition, we can infer which technique affects the improvement in accuracy by comparing the accuracy of other comparison methods.

Table 5. Description of SDK-Injection and other comparison methods derived from the combination of three techniques.

| No. | Name               | Technique 1 | Technique 2 | Technique 3 | Variants                                      |
|-----|--------------------|-------------|-------------|-------------|-----------------------------------------------|
| 1   | Base-CNN           | X           | X           | X           | 1: Original Data                              |
| 2   | SDK-Injection      | O           | O           | O           | 1: Original Data, 2: Smoothed Data (21 window size, 13 order), 3: Attention Output, 4: Smoothed Attention Output |
| 3   | Compared 1         | O           | X           | X           | 1: Original Data                              |
| 4   | Compared 2         | X           | O           | X           | 1: Original Data                              |
| 5   | Compared 3         | O           | O           | X           | 1: Original Data                              |
Table 5. Cont.

| No. | Name          | Technique 1 | Technique 2 | Technique 3 | Variants                                           |
|-----|---------------|-------------|-------------|-------------|---------------------------------------------------|
| 6   | Compared 4    | O           | X           | O           | 1: Original Data                                   |
|     | (add 1 variant) |             |             |             | 2: Smoothed Data (21 window size, 15 order)       |
| 7   | Compared 4    | O           | X           | O           | 1: Original Data                                   |
|     | (add 2 variants) |             |             |             | 2: Smoothed Data (21 window size, 15 order)       |
|     |               |             |             |             | 3: Smoothed Data (21 window size, 11 order)       |
| 8   | Compared 4    | O           | X           | O           | 1: Original Data                                   |
|     | (add 3 variants) |             |             |             | 2: Smoothed Data (21 window size, 15 order)       |
|     |               |             |             |             | 3: Smoothed Data (21 window size, 11 order)       |
|     |               |             |             |             | 4: Smoothed Data (21 window size, 9 order)        |
| 9   | Compared 5    | X           | O           | O           | 1: Original Data                                   |
|     |               |             |             |             | 2: Attention Output                                |

Figure 9. Schemes of SDK-Injection and other comparison method (Base-CNN) derived from the combination of three techniques.

In all datasets except AF-D2, the accuracy was improved when applying Compared 2, which consists of Technique 2 alone. Additionally, Compared 5, which consists of Technique 2 and Technique 3, also helped improve accuracy for all datasets except AF-D1. Compared 3, which consists of Technique 1 and Technique 2, helped to improve the accuracy for AF-D1, ECG5000, and TwoLead, and maintained the same accuracy in ECG200, but decreased the accuracy for AF-D2. The sensitivity and specificity of Compared 2 and Compared 5 also mostly increased than those of the Base-CNN. In summary, injecting shallow domain knowledge through SDK-Injecting attention of Technique 2 can help improve performance.
Table 6 summarizes the accuracy, precision, sensitivity, specificity, and f1-score of each dataset when applying the proposed SDK-Injection, Base-CNN and other compared methods given in Table 5 and Figure 10. Among them, the accuracy is visualized in Figure 11a. That is, Figure 11 compares the performance of the proposed SDK-Injection, Base-CNN, and other comparison methods for each dataset. First, for all datasets, SDK-Injection shows the highest accuracy compared against Base-CNN or other comparison methods. Additionally, in Table 6, the precision, sensitivity, specificity, and f1-score of the SDK-Injection are the highest. However, as an exception, the specificity of ECG5000 has the same value of 0.98 in the SDK-Injection and all compared methods. In other words, it was empirically proved that it was appropriate to design the SDK-Injection method by Figure 10.

Figure 10. Schemes of other comparison methods (from Compared 1 to Compared 5) derived from the combination of three techniques.

On the other hand, Compared 1, consisting of only curve fitting-based smoothing of Technique 1, helped to improve the accuracy for AF-D1, AF-D2, and ECG5000, but decreased the accuracy in TwoLead, and maintained the same accuracy for ECG200. Additionally, Compared 4, which adds variants generated through Technique 1, did not help to improve accuracy for the rest of the datasets except for ECG200 and ECG5000. Even for TwoLead, when Compared 4 and Compared 1 were applied, the accuracy was rather decreased. When we consider the comparison methods based on Technique 2, those without Technique 1, which are Compared 2 or Compared 5, did not reduce the accuracy, but those including Technique 1—Compared 3—decreased the accuracy, with respect to AF-D2. The sensitivity and specificity of Compared 4 in most cases were also the same or decreased when compared with the Base-CNN. That is, the curve fitting-based smoothing
of Technique 1 helps to improve accuracy as a preprocessing method, but it may distort important features depending on the dataset.

Table 6. Performance evaluation of Base-CNN, SDK-Injection, and other comparison methods.

| Metric      | Dataset | Base-CNN | SDK-Injection | Compared 1 | Compared 2 | Compared 3 | Add 1 Variants | Add 2 Variants | Add 3 Variants | Compared 5 |
|-------------|---------|----------|---------------|------------|------------|------------|----------------|----------------|----------------|------------|
| Accuracy (%)| AF-D1   | 26.67    | 46.67         | 40.00      | 33.33      | 33.33      | 26.67          | 26.67          | 26.67          | 26.67      |
|             | AF-D2   | 40.00    | 60.00         | 46.67      | 40.00      | 33.33      | 40.00          | 33.33          | 40.00          | 46.67      |
|             | ECC200  | 92.00    | 95.00         | 92.00      | 93.00      | 92.00      | 93.00          | 93.00          | 93.00          | 93.00      |
|             | ECG5000 | 93.76    | 94.38         | 94.16      | 94.11      | 94.11      | 94.33          | 94.24          | 94.13          | 94.18      |
|             | TwoLead | 69.89    | 85.25         | 69.53      | 72.52      | 70.41      | 65.67          | 66.64          | 67.95          | 77.88      |
| Precision   | AF-D1   | 0.30     | 0.47          | 0.33       | 0.22       | 0.28       | 0.21           | 0.17           | 0.17           | 0.17       |
|             | AF-D2   | 0.33     | 0.70          | 0.31       | 0.44       | 0.25       | 0.30           | 0.22           | 0.37           | 0.48       |
|             | ECC200  | 0.92     | 0.95          | 0.92       | 0.93       | 0.92       | 0.94           | 0.93           | 0.94           | 0.92       |
|             | ECG5000 | 0.70     | 0.75          | 0.70       | 0.68       | 0.64       | 0.73           | 0.72           | 0.68           | 0.69       |
|             | TwoLead | 0.72     | 0.86          | 0.71       | 0.78       | 0.74       | 0.66           | 0.69           | 0.68           | 0.79       |
| Sensitivity | AF-D1   | 0.27     | 0.47          | 0.40       | 0.33       | 0.33       | 0.27           | 0.27           | 0.27           | 0.27       |
|             | AF-D2   | 0.40     | 0.60          | 0.47       | 0.40       | 0.33       | 0.40           | 0.33           | 0.40           | 0.47       |
|             | ECC200  | 0.92     | 0.95          | 0.91       | 0.92       | 0.92       | 0.92           | 0.92           | 0.92           | 0.93       |
|             | ECG5000 | 0.52     | 0.58          | 0.57       | 0.56       | 0.57       | 0.57           | 0.58           | 0.55           | 0.56       |
|             | TwoLead | 0.70     | 0.86          | 0.70       | 0.77       | 0.72       | 0.66           | 0.67           | 0.68           | 0.79       |
| Specificity | AF-D1   | 0.63     | 0.73          | 0.70       | 0.67       | 0.67       | 0.63           | 0.63           | 0.63           | 0.63       |
|             | AF-D2   | 0.70     | 0.80          | 0.73       | 0.70       | 0.67       | 0.70           | 0.67           | 0.70           | 0.73       |
|             | ECC200  | 0.92     | 0.95          | 0.91       | 0.92       | 0.92       | 0.92           | 0.92           | 0.92           | 0.93       |
|             | ECG5000 | 0.98     | 0.98          | 0.98       | 0.98       | 0.98       | 0.98           | 0.98           | 0.98           | 0.98       |
|             | TwoLead | 0.70     | 0.86          | 0.70       | 0.77       | 0.72       | 0.66           | 0.67           | 0.68           | 0.79       |
| F1-Score    | AF-D1   | 0.28     | 0.46          | 0.35       | 0.26       | 0.25       | 0.23           | 0.20           | 0.20           | 0.20       |
|             | AF-D2   | 0.35     | 0.60          | 0.37       | 0.41       | 0.29       | 0.32           | 0.25           | 0.36           | 0.45       |
|             | ECC200  | 0.92     | 0.95          | 0.92       | 0.92       | 0.92       | 0.93           | 0.93           | 0.93           | 0.93       |
|             | ECG5000 | 0.56     | 0.63          | 0.61       | 0.58       | 0.62       | 0.62           | 0.63           | 0.59           | 0.60       |
|             | TwoLead | 0.70     | 0.86          | 0.69       | 0.77       | 0.71       | 0.66           | 0.66           | 0.68           | 0.79       |

Figure 11. Performance when applying SDK-Injection and other comparison methods on each dataset: (a) accuracy when applying SDK-Injection and other comparison methods on each dataset; (b) training time for the same situation.
Interestingly, the accuracy improvement of the SDK-Injection method is the most significant than that of any other comparison methods. In particular, as shown by the results of Compared 2, Compared 3, and Compared 5, the injection of shallow domain knowledge based on Technique 2 helps to improve accuracy; moreover, the SDK-Injection method is significantly high in accuracy compared with the accuracy of Compared 2, Compared 3, and Compared 5. The precision, sensitivity, specificity, and f1-scores, shown in Table 6, are also remarkably high in the case of SDK-Injection. This means that, although the shallow domain knowledge is injected by SDK-Injecting attention of Technique 2, the accuracy improvement can be further increased if the injected shallow domain knowledge is transmitted to the neural network by constructing multivariate input according to Technique 3 of the SDK-Injection method. As a result, the effect of the injected shallow domain knowledge on accuracy improvement can be maximized according to the method of transferring the injected shallow domain knowledge to the neural network. Additionally, it can be said that the SDK-Injection method is designed to maximize the effect of the injected shallow domain knowledge on accuracy improvement, compared with other comparison methods.

4.2.4. Result of Experiment 4

The four datasets, except for TwoLead, are aimed at diagnosing heart disease. Therefore, as shown in Table 7, the shallow domain knowledge can be derived from the sub-pattern that is the criteria for diagnosis of each heart disease. AF-D1 and AF-D2 are datasets for the diagnosis of atrial fibrillation. Atrial fibrillation can be diagnosed based on irregular heart rate. Since the QRS complex is observed at every heartbeat interval, the appearance pattern of the QRS complex within a certain range can be reflected in the shallow domain knowledge. When sample patterns were extracted and visualized for each class, it was confirmed that the appearance frequency of the QRS complex per unit time was different for each class. In order to inject the frequency of appearance of the QRS complex per unit time into shallow domain knowledge, there may be several possible methods, such as introducing an RNN. However, techniques for injecting shallow domain knowledge in a more complex form, based on an ensemble with other types of neural networks, is to be further studied in the future. Instead, in order to reflect this shallow domain knowledge up to the present study, first, the kernel size of the Base-CNN was set as the QRS complex length, and the middle part of the pattern was set as the shallow domain knowledge range. This is because data loss may occur in the process of cutting and patterning stream data in the front and rear portions of the pattern. Additionally, ECG200 is a dataset for the diagnosis of ischemia, and the characteristic T wave is the main diagnostic criterion for ischemia. Therefore, the range of the T wave was set as the shallow domain knowledge.

| No. | Dataset | Pattern Length | Target Disease          | Sub-Pattern as Criteria | Shallow Domain Knowledge |
|-----|---------|----------------|-------------------------|-------------------------|-------------------------|
|     |         |                |                         |                         | Start Index | End Index  |
| 1   | AF-D1   | 640            | Atrial Fibrillation     | QRS                     | 70          | 300        |
| 2   | AF-D2   | 640            | Atrial Fibrillation     | QRS                     | 70          | 300        |
| 3   | ECG200  | 96             | ischemia                | T                       | 10          | 55         |
| 4   | ECG5000 | 140            | Congestive Heart Failure| P                       | 100         | 135        |
| 5   | TwoLead | 82             | Non-disease             | Differences btw. Patterns | 0          | 70         |
ECG5000 is a dataset for diagnosis of congestive heart failure. At this time, the main diagnostic criterion is R-on-T, which is a phenomenon in which the R wave appears too early and rises above the T wave of the previous ECG pattern. That is, when R-on-T occurs, an abnormality also occurs in the P wave. In addition, abnormal findings of the P wave are diagnostic criteria for various heart diseases. Therefore, the shallow domain knowledge for ECG5000 was set to the range of the P wave. Since TwoLead is not a dataset for diagnosing heart disease, shallow domain knowledge could not be derived from specific medical facts. In this paper, Experiment 5 tried a method applying the proposed SDK-Injection method to this general ECG classification task, and based on this, TwoLead’s shallow domain knowledge was derived, as shown in Table 7.

Table 8 compares the performance improvement effect of the injected optimized shallow domain knowledge when the SDK-Injection method is applied to each dataset, as shown in Table 7. Additionally, from the metrics in Table 8, accuracy is visualized in Figure 12a. That is, as seen in Figure 12, the accuracy and training time were compared when the optimized shallow domain knowledge was set for the sub-pattern range, derived based on medical facts, as above, and when the sub-pattern range was set to 0 and the full length of the pattern. As a result, the highest accuracy, precision, sensitivity, specificity, and f1-score were achieved when the optimized shallow domain knowledge in Table 7 was set for all datasets. In other words, shallow domain knowledge derived based on medical facts can be effectively injected into neural networks through the SDK-Injection method, and can help improve accuracy. Meanwhile, TwoLead has the same accuracy when applying the optimized shallow domain knowledge, seen in Table 7, and when using the shallow domain knowledge as the full length of the pattern. This was analyzed in Experiment 5.

4.2.5. Result of Experiment 5

As shown in Table 7, the optimized shallow domain knowledge that can be derived based on each heart disease diagnosis criteria exists. Non-medical experts, such as data scientists and developers, can learn this and inject it into the neural network through the proposed SDK-Injection method to improve the existing accuracy. However, there is no shallow domain knowledge that can be derived from medical facts for general ECG classification tasks that are not related to heart disease diagnosis, such as TwoLead. We hypothesized that, if there is no shallow domain knowledge that can be derived from medical facts, classification accuracy can be improved by setting the shallow domain

| Dataset     | Shallow Domain Knowledge | Accuracy (%) | Precision | Sensitivity | Specificity | F1-Score |
|-------------|--------------------------|--------------|-----------|-------------|-------------|----------|
|             |                          | Length       | Start     | End         |             |          |
|             |                          | Start Index  | End Index |             |             |          |
| AF-D1       | Optimized                | 0            | 0         | 0           | 20.00       | 0.17     | 0.20     | 0.60     | 0.18     |
| AF-D1       | Max Pattern              | 0            | 640       | 40.00       | 0.40        | 0.70     | 0.29     |
| AF-D2       | Optimized                | 0            | 0         | 0           | 40.00       | 0.28     | 0.40     | 0.70     | 0.32     |
| AF-D2       | Max Pattern              | 0            | 640       | 46.67       | 0.52        | 0.47     | 0.73     |
| ECG200      | Optimized                | 0            | 0         | 0           | 91.00       | 0.91     | 0.89     | 0.90     |
| ECG200      | Max Pattern              | 0            | 96        | 92.00       | 0.93        | 0.90     | 0.91     |
| ECG5000     | Optimized                | 0            | 0         | 0           | 94.02       | 0.68     | 0.55     | 0.98     | 0.58     |
| ECG5000     | Max Pattern              | 0            | 140       | 94.11       | 0.66        | 0.55     | 0.98     | 0.58     |
| TwoLead     | Optimized                | 0            | 0         | 0           | 56.19       | 0.72     | 0.56     | 0.56     | 0.47     |
| TwoLead     | Max Pattern              | 0            | 82        | 85.25       | 0.86        | 0.85     | 0.85     | 0.85     | 0.85     |
knowledge to maximize the difference between class patterns. Based on this hypothesis, Table 9 shows the experimental results of one possible method for deriving a sub-pattern range that can replace shallow domain knowledge for general ECG classification tasks that are not related to heart disease. The accuracy of Table 9 is visualized in Figure 13. The red solid line in Figure 13 shows that the accuracy of the SDK-Injection method as the range of the sub-pattern to be set as shallow domain knowledge increased by 10 from index 0 to the pattern length 82.

### Table 9. Performance Evaluation of SDK-Injection Among Various Lengths of Shallow Domain Knowledge on the Non-Disease ECG.

| Dataset          | Shallow Domain Knowledge | Accuracy (%) | Precision | Sensitivity | Specificity | F1-Score |
|------------------|--------------------------|--------------|-----------|-------------|-------------|----------|
|                  | Start Index | End Index    |            |             |             |          |
| TwoLead          | 0           | 0            | 56.19      | 0.72        | 0.56        | 0.56     | 0.47     |
|                  | 0           | 10           | 73.22      | 0.79        | 0.74        | 0.74     | 0.73     |
|                  | 0           | 20           | 69.62      | 0.81        | 0.70        | 0.70     | 0.67     |
|                  | 0           | 30           | 77.35      | 0.78        | 0.78        | 0.78     | 0.78     |
|                  | 0           | 40           | 64.71      | 0.66        | 0.65        | 0.65     | 0.65     |
|                  | 0           | 50           | 78.75      | 0.80        | 0.78        | 0.78     | 0.78     |
|                  | 0           | 60           | 72.52      | 0.73        | 0.73        | 0.73     | 0.73     |
|                  | 0           | 70           | 85.25      | 0.86        | 0.86        | 0.86     | 0.86     |
|                  | 0           | 82           | 85.25      | 0.86        | 0.85        | 0.85     | 0.85     |

The black dotted line is the gradient of the absolute difference between the representative patterns of each class in the TwoLead dataset for the same situation. As a result, the change in accuracy according to the sub-pattern range almost coincided with the change of gradient of the absolute difference between the representative patterns of each class of TwoLead. That is, as the difference between the pattern values representing the two classes of TwoLead increased, the classification accuracy also increased. As a result, the

**Figure 12.** Performance compared when applying optimized shallow domain knowledge and other length of shallow domain knowledge for each dataset: (a) accuracy when applying optimized shallow domain knowledge compared with length with 0 and maximum pattern length; (b) training time for the same situation.
highest accuracy of 85.25% was obtained when the shallow domain knowledge range was set to the index 70, where the difference in pattern values started to accumulate the most, and 82, which was the total length of the pattern. The precision, sensitivity, specificity, and f1-score, shown in Table 9, also showed similar patterns to the change in accuracy in Figure 13. In addition, with index 70, where the difference in values between patterns started to accumulate the most, each showed the highest value. The accuracy and precision had the same values for the index 70 and the total length of the pattern, which was 82, but the sensitivity, specificity, and f1-score were slightly higher at index 70 than at index 82. In other words, considering the sensitivity, specificity, and f1-score, it is most appropriate to set the shallow domain knowledge with index 70, where the difference in pattern values is accumulated the most, rather than the entire length of the pattern, which is 82.

Figure 13. Accuracy (red) and gradient of differences between values of representative patterns of each class (black) according to the length of the subpattern starting from the index 0 for the TwoLead dataset, which is a general ECG classification task not related to heart disease.

5. Conclusions

In this paper, we proposed the SDK-Injection method, that can further improve the existing ECG pattern classification accuracy by injecting shallow domain knowledge, which can be acquired by non-medical experts, into the existing parameter-optimized CNN. The proposed method was designed by combining three techniques, which are curve fitting-based smoothing, shallow domain knowledge injection based on the attention mechanism, and using variants obtained from these for expansion to multivariate input. Additionally, it showed the highest performance among the compared methods composed of different possible combinations of techniques. In addition, the experiments showed that the proposed method can be applied to both heart disease diagnosis and general ECG classification tasks, improving the original accuracy for both types of tasks. Interestingly,
by applying the proposed method to single ECG-based analysis, the accuracy could be improved compared with that of multi-ECG-based analysis. For heart disease diagnosis tasks, the highest performance improvement was achieved when appropriate shallow domain knowledge, corresponding to each heart disease, was injected. On the other hand, there is no corresponding shallow domain knowledge for general ECG pattern classification tasks that are not related to the diagnosis of heart disease. In this case, the highest performance improvement was achieved when the range where the change in the difference value was accumulated the most was injected, instead of the shallow domain knowledge.

The proposed method showed a high improvement in performance for balanced data, but a relatively low improvement in performance for imbalanced data. Therefore, we plan to study a method for significantly improving performance even when the proposed method is applied to imbalanced data. Second, it should be possible to inject more diverse kinds of shallow domain knowledge, for example, the order in which each sub-pattern appears, and not only the current range of sub-patterns which are the criteria for diagnosis of each heart disease. Thirdly, we plan to expand our approach which calculates the gradient after finding the difference between the representative pattern values for each class, and work toward applying the proposed method to general ECG classification tasks, beyond than the diagnosis of heart disease. Additionally, we plan to collect additional datasets other than the current AF-D1 and AF-D2, and develop a method of converting a multi-ECG-based analysis task to a single ECG-based analysis task, by applying the proposed method. Finally, we plan to further research on applying our method to various types of neural networks, for example, using generative neural networks to generate variants for the Technique 3. In particular, the proposed method can currently only be applied on the CNN-based model. However, LSTM is also being used in various ways for ECG analysis, either alone or in combination with CNN. Therefore, we will develop an advanced SDK-Injecting attention, which can apply the proposed method to LSTM-based neural networks. Through these future works, the proposed method can be developed as a core technology for various ECG-based diagnoses in smart hospitals or healthcare services, in an actual wearables-based environment.
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