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Abstract

We take advantage of the approximation of the stretched exponential function with a general Prony series in glass relaxation to give some results about the spectral analysis for the equation of viscoelasticity. Moreover, in the case of the Burgers model we carry out a complete investigation that leads to the representation of the solution.
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1 Introduction

The field of glass science has a long and significant history. See as main references [13, 14]. The interest devoted to glass materials is mainly concerned with high-tech applications regarding the best possible performances for computer displays, see [17]. For some glass relaxation models the stretched exponential function, obtained by inserting a fractional power into the exponential, has been proposed as stress relaxation modulus

\[ E(t) = e^{-t^\beta}, \]

where \( \beta \) is the stretching exponent (a real number between 0 and 1).

The connection between stretched exponentials and glass relaxation goes back to 1854 [8, 2]. From these seminal papers a long study was done. Here we refer to [12] for a detailed description. When subject to shaping temperatures, glass shows viscoelasticity in deformation. Starting from [12] we consider the viscoelastic approach developed in the book [15] to understand the problem

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2}(t, x, y) &= \Delta u(t, x, y) - \beta \int_0^t e^{-(t-s)^\beta} \Delta u(s, x, y) ds, \quad t \geq 0, \ (x, y) \in \Omega,
\end{align*}
\]

(1)

where \( \Delta \) denotes the Laplace operator in a disk \( \Omega \) of radius \( R \) in \( \mathbb{R}^2 \). The motivations for considering a disk for the set \( \Omega \) are given by [18]. For other references related to viscoelasticity see [3, 4, 5, 6, 9].

However (1) is an integro-differential equation with a memory kernel having an integrable singularity in \( t = 0 \). Such problem is difficult to handle, in fact to our knowledge there are no results in literature about spectral analysis for (1). Motivated by the the goodness of the approximation of the stretched exponential function with Prony series, see [12]

\[
e^{-t^\beta} \approx \sum_{i=1}^{N} s_i e^{-r_i t}, \quad \left(s_i, r_i > 0, \ \sum_{i=1}^{N} s_i = 1\right),
\]
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in this paper we consider the integro-differential equation

\[ u_{tt} = \Delta u - \sum_{i=1}^{N} b_i \int_{0}^{t} e^{-r_i(t-s)} \Delta u(s) ds, \quad t \geq 0, \quad (x, y) \in \Omega. \]  

(2)

Here we will show a first result on the spectral analysis for equation (2). Indeed, we will prove that for any Prony series the equation (2) has always a null eigenvalue and the sum of all its eigenvalues is given by \(-\sum_{i=1}^{N} r_i\), being \(r_i\) the exponents of the Prony series. As expected result about the spectral analysis we presume that for any \(N\) the principal two branches of complex eigenvalues have imaginary part going to \(\infty\) and bounded real part as \(\lambda \to \infty\). Moreover, due to the relaxation, it is very likely that, with the exception of the null eigenvalue, there are also \(N-1\) branches of real eigenvalues having a negative accumulation point.

In order to obtain more precise results, simplification of the equation is necessary. Mechanical models involving springs and dashpots are used to explain the creep and the stress relaxation of viscoelastic deformations. Among various mechanical models, Burgers model is a typical model which combine a series of elements with springs and dashpots and describe the case in which a Maxwell and a Kelvin-Voigt model are connected in series. To consider the Burgers model is, in fact, a simplification, because the corresponding equation of the viscoelasticity has as memory kernel a Prony series with \(N = 2\). For the Burgers model we are able to perform a complete and detailed spectral analysis. In particular, we give asymptotic behaviour of all eigenvalues that allows us to represent the solution of the integro-differential equation as a Fourier series.

2 The Prony series representation of stretched exponential relaxation

In a material with memory the stress depends on the entire temporal history of the strain. The linearized constitutive relation for small deformations given in 1874 by Boltzmann [11] leads to the following integro-differential equation

\[ u_{tt}(t, x, y) = c^2 \Delta u(t, x, y) - \int_{0}^{t} m(t-s) \Delta u(s, x, y) ds, \quad t \geq 0, \quad (x, y) \in \Omega, \]  

(3)

where \(\Delta\) represents the Laplace operator in a disk \(\Omega\) of radius \(R\) in \(\mathbb{R}^2\). Here the constant

\[ c^2 := \alpha + \int_{0}^{\infty} m(s) ds \quad (\alpha \geq 0) \]  

(4)

measures the instantaneous response of stress to strain and is called the instantaneous stress modulus and the integral kernel \(m(t)\) can be deduced by means of a so-called stress relaxation test, see [15]. Indeed, if we set the strain \(\varepsilon = 0\) for \(t < 0\) and \(\varepsilon = \varepsilon_0\) for \(t > 0\), the stress \(\sigma(t)\) for \(t > 0\) is given by

\[ \sigma(t) = \left( \alpha + \int_{t}^{\infty} m(s) ds \right) \varepsilon_0. \]

By measuring the stress, since \(\varepsilon_0\) is a constant value one obtains the stress relaxation modulus \(E(t)\), that is defined as

\[ E(t) := \alpha + \int_{t}^{\infty} m(s) ds. \]  

(5)

From the above formula we derive \(E(0) = c^2\) and the expression of the memory kernel in terms of the relaxation function \(E(t)\), that is

\[ m(t) = -E'(t). \]  

(6)

In the applications for glass models the stress relaxation modulus can be taken as the stretched exponential function

\[ E(t) = e^{-t^\beta}, \quad 0 < \beta \leq 1, \]  

(7)
but the above definition leads to introduce singular memory kernels. Indeed, thanks to (6) we have

\[ m(t) = \frac{\beta}{t^{1-\beta}} e^{-t^\beta}. \]

To overcome the problems deriving from singular kernels, a mathematical convenient way is to represent the stretched exponential function as a Prony series (see [12] and references therein) i.e. as a discrete sum of simple exponential terms:

\[ e^{-t^\beta} \approx \sum_{i=1}^{N} s_i e^{-r_i t}, \quad s_i, r_i > 0, N \in \mathbb{N}, \quad (8) \]

with the weighting factors \( s_i \) satisfying

\[ \sum_{i=1}^{N} s_i = 1. \quad (9) \]

So the relaxation function is

\[ E(t) = \sum_{i=1}^{N} s_i e^{-r_i t}, \quad (10) \]

whence the memory kernel is given by

\[ m(t) = -E'(t) = \sum_{i=1}^{N} s_i r_i e^{-r_i t} = \sum_{i=1}^{N} b_i e^{-r_i t}, \quad (11) \]

that is \( b_i = s_i r_i, \quad i = 1, \ldots, N \), and the instantaneous stress modulus is

\[ c^2 = E(0) = \sum_{i=1}^{N} s_i = 1. \quad (12) \]

Now, taking into account (11) and (12) we can write the integro-differential equation (3) in the form

\[ u_{tt} = \triangle u - \sum_{i=1}^{N} b_i \int_{0}^{t} e^{-r_i (t-s)} \triangle u(s) ds, \quad t \geq 0, \quad (13) \]

with

\[ \sum_{i=1}^{N} \frac{b_i}{r_i} = 1, \quad (14) \]

in virtue of (9). Our goal is to show that for any Prony series the equation (13) has always a null eigenvalue and the sum of all its eigenvalues is given by \( -\sum_{i=1}^{N} r_i \), being \( r_i \) the exponents of the Prony series. First, in (13) we replace the operator \( -\triangle \) with its generic eigenvalue \( \lambda > 0 \), that is

\[ u'' = -\lambda u + \lambda \sum_{i=1}^{N} b_i \int_{0}^{t} e^{-r_i (t-s)} u(s) ds, \quad t \geq 0. \quad (15) \]

To write the equation for the eigenvalues, we introduce the variables

\[ v = u', \quad w_i = e^{-r_i t} * u, \quad i = 1, \ldots, N, \]
and note that the integro-differential equation \((15)\) is equivalent to the following system of first order differential equations

\[
\begin{aligned}
    u' &= v \\
    v' &= -\lambda u + \lambda \sum_{i=1}^{N} b_i w_i \\
    w'_1 &= u - r_1 w_1 \\
    w'_2 &= u - r_2 w_2 \\
    \quad \cdots \cdots \\
    w'_N &= u - r_N w_N 
\end{aligned}
\]

The \((N + 2) \times (N + 2)\)–matrix of the system is given by

\[
A_N = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & \ldots & 0 \\
-\lambda & 0 & \lambda b_1 & \lambda b_2 & \lambda b_3 & \ldots & \lambda b_N \\
1 & 0 & -r_1 - z & 0 & 0 & \ldots & 0 \\
1 & 0 & 0 & -r_2 - z & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & 0 & 0 & \ldots & 0 & -r_{N-1} - z & 0 \\
1 & 0 & 0 & \ldots & 0 & \ldots & 0 & -r_N - z
\end{pmatrix}
\]

(16)

The determinant \(|A_N - zI|\) is a \((N + 2)\)–polynomial in the variable \(z\), precisely

\[
|A_N - zI| = \begin{vmatrix}
-z & 1 & 0 & 0 & 0 & \ldots & 0 \\
-\lambda & -z & \lambda b_1 & \lambda b_2 & \lambda b_3 & \ldots & \lambda b_N \\
1 & 0 & -r_1 - z & 0 & 0 & \ldots & 0 \\
1 & 0 & 0 & -r_2 - z & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & 0 & 0 & \ldots & 0 & -r_{N-1} - z & 0 \\
1 & 0 & 0 & \ldots & 0 & \ldots & 0 & -r_N - z
\end{vmatrix}
\]

(17)

By solving the determinant according to the last column, we obtain the following recursive formula

\[
|A_N - zI| = (-1)^N \lambda b_N \begin{vmatrix}
-z & 1 & 0 & 0 & \ldots & 0 \\
1 & 0 & -r_1 - z & 0 & 0 & \ldots \\
1 & 0 & 0 & -r_2 - z & 0 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & 0 & 0 & \ldots & 0 & -r_{N-1} - z \\
1 & 0 & 0 & \ldots & 0 & \ldots & 0
\end{vmatrix} - (r_N + z)|A_{N-1} - zI|,
\]

where \(A_{N-1}\) is the \((N + 1)\)–matrix corresponding to the Prony series \(\sum_{i=1}^{N-1} b_i e^{-r_i t}\). Since

\[
\begin{vmatrix}
-z & 1 & 0 & 0 & \ldots & 0 \\
1 & 0 & -r_1 - z & 0 & 0 & \ldots \\
1 & 0 & 0 & -r_2 - z & 0 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & 0 & 0 & \ldots & 0 & -r_{N-1} - z \\
1 & 0 & 0 & \ldots & 0 & \ldots & 0
\end{vmatrix} = (-1)^N
\]

= \(- (r_1 + z)(r_2 + z) \cdots (r_{N-1} + z)\),

we have

\[
|A_N - zI| = (-1)^{N+1} \lambda b_N (r_1 + z)(r_2 + z) \cdots (r_{N-1} + z) - (r_N + z)|A_{N-1} - zI|.
\]

(18)
We will show by induction that for any \( N \geq 2 \) the inhomogeneous term of the polynomial \( |A_N - zI| \) is given by
\[
(-1)^{N+1} \lambda \left( b_1 r_2 \cdots r_N + b_2 r_1 r_3 \cdots r_N + \cdots + b_N r_1 \cdots r_{N-1} - r_1 \cdots r_N \right).
\] (19)
If \( N = 2 \) from (18) it follows
\[
|A_2 - zI| = -\lambda b_2 (r_1 + z) - (r_2 + z)|A_1 - zI|.
\]
Since
\[
|A_1 - zI| = -z^3 - r_1 z^2 - \lambda z + \lambda (b_1 - r_1),
\] (20)
we have
\[
|A_2 - zI| = z^4 + (r_1 + r_2) z^3 + (\lambda + r_1 r_2) z^2 + \lambda (r_1 + r_2 - b_1 - b_2) z - \lambda (b_1 r_2 + b_2 r_1 - r_1 r_2),
\]
and hence the formula (19) is satisfied. For an arbitrary \( N \) we assume that the inhomogeneous term of the polynomial \( |A_{N-1} - zI| \) is given by
\[
(-1)^N \lambda \left( b_1 r_2 \cdots r_{N-1} + b_2 r_1 r_3 \cdots r_{N-1} + \cdots + b_{N-1} r_1 \cdots r_{N-2} - r_1 \cdots r_{N-1} \right).
\]
Taking into account of the previous formula we get that the inhomogeneous term of the polynomial \( |A_N - zI| \) is given by
\[
(-1)^{N+1} \lambda b_N r_1 r_2 \cdots r_{N-1} - r_N (-1)^N \lambda \left( b_1 r_2 \cdots r_{N-1} + b_2 r_1 r_3 \cdots r_{N-1} + \cdots + b_{N-1} r_1 \cdots r_{N-2} - r_1 \cdots r_{N-1} \right)
= (-1)^{N+1} \lambda \left( b_1 r_2 \cdots r_N + b_2 r_1 r_3 \cdots r_N + \cdots + b_{N-1} r_1 \cdots r_{N-1} - r_1 \cdots r_N \right)
\]
that is formula (19), and hence our statement holds true for any \( N \).

From (19) it follows that the equation (13) has always a null eigenvalue. Indeed, in virtue of (14) we have
\[
b_1 r_2 \cdots r_N + b_2 r_1 r_3 \cdots r_N + \cdots + b_N r_1 \cdots r_{N-1} = r_1 \cdots r_N,
\]
whence, taking into account (19), we have the equation of the eigenvalues
\[
|A_N - zI| = 0
\]
has null inhomogeneous term. So, the previous equation has always the solution \( z = 0 \).

Now, again by induction we will show that for \( N \geq 1 \) the term \( z^{N+1} \) of the polynomial \( |A_N - zI| \) is
\[
(-1)^N \left( r_1 + r_2 + \cdots + r_N \right) z^{N+1}.
\] (21)
For \( N = 1 \) our assertion follows from (20). In addition, if we assume that the term \( z^N \) of the polynomial \( |A_{N-1} - zI| \) is
\[
(-1)^{N-1} \left( r_1 + r_2 + \cdots + r_{N-1} \right) z^N,
\]
thanks to (18) we get that term \( z^{N+1} \) of the polynomial \( |A_N - zI| \) is given by
\[
-z^N (-1)^{N-1} z^{N+1} - z(-1)^{N-1} \left( r_1 + r_2 + \cdots + r_{N-1} \right) z^N = (-1)^N \left( r_1 + r_2 + \cdots + r_N \right) z^{N+1},
\]
that is (21).

Finally, recalling that the sum of the zeros of a \((N + 2)\)-degree polynomial is given by minus the \((N + 1)\)-degree coefficient, from (21) we deduce that the sum of the eigenvalues of the equation (13) is given by \(- \sum_{i=1}^N r_i\), that is, it depends only on the exponents \( r_i \) of the Prony series.

One can perform numerical simulations by means of (16). Indeed, for some sets of values of \( b_i \) and \( r_i \) satisfying the condition \( \sum_{i=1}^N \frac{b_i}{r_i^2} = 1 \) it is possible to obtain the corresponding expression of the eigenvalues \( z_i \) as in Tables 1 and 2. Such numerical simulations show that the principal two branches of complex eigenvalues have imaginary part going to \( \infty \) and bounded real part as \( \lambda \to \infty \). Due to the relaxation, with the exception of the null eigenvalue, there are also \( N - 1 \) branches of real eigenvalues having a negative accumulation point. It remains an open problem to show such behaviour for any \( N \) from a theoretical point of view.
Table 1: Eigenvalues for $\lambda = 100$

| $N$ | 3 | 4 | 5 |
|-----|---|---|---|
| $b_i$ | 1 2 3 | 1 2 3 4 | 1 2 3 4 5 |
| $r_i$ | 3 6 9 | 4 8 12 16 | 5 10 15 20 25 |
| $z_i$ | 0, $-4.40, -7.95, -2.82 + 9.28i, -2.82 - 9.28i$ | 0, $-5.94, -10.68, -15.13, -4.11 + 8.13i, -4.11 - 8.13i$ | 0, $-7.84, -13.77, -19.17, -24.40, -4.90 + 6.61i, -4.90 - 6.61i$ |

Table 2: Eigenvalues for $\lambda = 10^{100}$

| $N$ | 3 | 4 | 5 |
|-----|---|---|---|
| $b_i$ | 1 2 3 | 1 2 3 4 | 1 2 3 4 5 |
| $r_i$ | 3 6 9 | 4 8 12 16 | 5 10 15 20 25 |
| $z_i$ | 0, $-4.26, -7.73, 0. + 1. \times 10^{50}i$, $0. - 1. \times 10^{50}i$ | 0, $-5.52, -10., -14.47, 0.+1.\times10^{50}i$, $0. - 1. \times 10^{50}i$ | 0, $-6.77, -12.28, -17.71, -23.22, 0. + 1. \times 10^{50}i$, $0. - 1. \times 10^{50}i$ |

3 The Burgers model

For reader’s convenience, first we will describe the Burgers Model, see e.g. [16]. The Maxwell and the Kelvin-Voigt two-element uniaxial models may be investigated in this context and can be described by means of spring-dashpot systems. Indeed the Maxwell model consists of a linear elastic spring and a linear viscous dashpot element connected in a series, while the Kelvin-Voigt model is given by a linear spring element and a linear dashpot element which are connected in parallel. Those models are very simple, although they exhibit strong limitations. In order to control such limitations, a more complex four-parameter (two Youngs modules $E_1, E_2$ and two viscosity parameters $\eta_1, \eta_2$) Burgers model which consists of two simple units, the Maxwell unit $(E_1, \eta_1)$ and the Kelvin-Voigt unit $(E_2, \eta_2)$ coupled in a series can be used, see Figure 1.

![Figure 1: Burgers model](image)

If the Burgers model is subject to a constant strain $\varepsilon = \varepsilon_0$ at $t = 0$, a continuous stress relaxation modulus $E(t)$ is described by the combination of two exponential functions $e^{-r_1 t}$ and $e^{-r_2 t}$. Indeed, if we introduce the following parameters, whose definitions are due to Findley et al. [7],

$$
p_1 = \frac{\eta_1}{E_1} + \frac{\eta_2}{E_2} \quad p_2 = \frac{\eta_1 \eta_2}{E_1 E_2} \quad q_1 = \eta_1
$$

$$
q_2 = \frac{\eta_1 \eta_2}{E_2} \quad r_{1,2} = \frac{p_1 \mp A}{2p_2} \quad A = \sqrt{p_1^2 - 4p_2}
$$

then the stress relaxation modulus is given by

$$
E(t) = \frac{q_1 - q_2 r_1}{A} e^{-r_1 t} - \frac{q_1 - q_2 r_2}{A} e^{-r_2 t}.
$$
From the definition of the stress relaxation modulus [5] we can deduce that the integral kernel is given by \( m(t) = -E'(t) \), so we have

\[
m(t) = \frac{r_1(q_1 - q_2 r_1)}{A} e^{-r_1 t} - \frac{r_2(q_1 - q_2 r_2)}{A} e^{-r_2 t}.
\]

(24)

Because of (5) and (4), we have \( E(0) = \alpha + \int_0^\infty m(s)ds = c^2. \) Since \( E(0) = \int_0^\infty m(s)ds \) we have \( \alpha = 0. \n
Set

\[
b_1 := \frac{r_1(q_1 - q_2 r_1)}{c^2 A}, \quad b_2 := -\frac{r_2(q_1 - q_2 r_2)}{c^2 A},
\]

and note that

\[
b_1 > 0, \quad b_2 > 0, \quad \frac{b_1}{r_1} + \frac{b_2}{r_2} = 1.
\]

(25)

(26)

Indeed, thanks to (24) and (22) we get

\[
\frac{b_1}{r_1} + \frac{b_2}{r_2} = \frac{1}{c^2} \int_0^\infty m(s)ds = \frac{c^2}{c^2 A} (r_2 - r_1) = \frac{E(0)}{c^2} = 1,
\]

(27)

\[
c^2 = \frac{q_2}{A} (r_2 - r_1) = \frac{q_2}{p_2}.
\]

(28)

Thanks to (22) we note that

\[
r_1 + r_2 = \frac{p_1}{p_2}, \quad r_1 r_2 = \frac{1}{p_2},
\]

(29)

and in view also of (25) and (28) we have

\[
b_1 + b_2 = \frac{r_1 q_1 - q_2 r_1^2 - r_2 q_1 + q_2 r_2^2}{c^2 A} = (r_1 - r_2) \frac{q_1 - q_2(r_1 + r_2)}{c^2 A}
\]

\[
= -\frac{1}{p_2^2} \frac{q_1 p_2 - q_2 p_1}{c^2} = \frac{p_1 q_2 - p_2 q_1}{p_2 q_2}.
\]

(30)

Moreover

\[
r_1 + r_2 - b_1 - b_2 = \frac{q_1}{q_2}.
\]

(31)

In conclusion, the integro-differential equation [3] can be written in the form

\[
u'' = c^2 \triangle u - b_1 c^2 \int_0^t e^{-r_1(t-s)} \triangle u(s)ds - b_2 c^2 \int_0^t e^{-r_2(t-s)} \triangle u(s)ds,
\]

(32)

where the constants \( b_i \) and \( r_i \) are defined in (25) and (22) respectively. To give a complete spectral analysis of the above equation, we will transform it in a differential equation without integral terms.

First, we recast the integro-differential equation in an abstract setting. To this end, let \( H = L^2(\Omega) \) be endowed with the usual scalar product and norm. We define the operator \( L : D(L) \subset H \rightarrow H \) by

\[
D(L) = H^2(\Omega) \cap H^1_0(\Omega)
\]

\[
Lu = -c^2 \triangle u \quad u \in D(L).
\]

(33)

It is well known that \( L \) is a self-adjoint positive operator on \( H \) with dense domain \( D(L) \). We denote by \( \{\lambda_n\}_{n \geq 1} \) a strictly increasing sequence of eigenvalues for the operator \( L \) with \( \lambda_n > 0 \) and \( \lambda_n \rightarrow \infty \) and we assume that the sequence of the corresponding eigenvectors \( \{w_n\}_{n \geq 1} \) constitutes a Hilbert basis for \( H \).
Recalling that \( b_i, r_i > 0, \ i = 1, 2 \), are defined in \( \text{[25]} \) and \( \text{[22]} \) and satisfy the condition \( \frac{b_1}{r_1} + \frac{b_2}{r_2} = 1 \), we consider the following Cauchy problem:

\[
\begin{cases}
  u''(t) + Lu(t) - b_1 \int_0^t e^{-r_1(t-s)} u(s) ds - b_2 \int_0^t e^{-r_2(t-s)} u(s) ds = 0 & t \geq 0, \\
  u(0) = u_0, \quad u'(0) = u_1.
\end{cases}
\]  

(34)

For \( (u_0, u_1) \in D(\sqrt{L}) \times H \), we can write an expansion in terms of the eigenvectors \( w_n \) of the following type

\[
\begin{align*}
  u_0 &= \sum_{n=1}^{\infty} u_{0n} w_n, \quad u_{0n} = \langle u_0, w_n \rangle, \quad \|u_0\|_D^2 = \sum_{n=1}^{\infty} u_{0n}^2 \lambda_n, \\
  u_1 &= \sum_{n=1}^{\infty} u_{1n} w_n, \quad u_{1n} = \langle u_1, w_n \rangle, \quad \|u_1\|_H^2 = \sum_{n=1}^{\infty} u_{1n}^2.
\end{align*}
\]

(35)

To write the solution \( u(t) \) of (34) as a series, that is

\[
u(t) = \sum_{n=1}^{\infty} u_n(t) w_n, \quad u_n(t) = \langle u(t), w_n \rangle,
\]

we put that expression for \( u \) into (34) and multiply by \( w_n \). It follows that for any \( n \in \mathbb{N} \) \( u_n \) is the solution of the Cauchy problem

\[
\begin{cases}
  u''_n + \lambda_n u_n - \lambda_n b_1 \int_0^t e^{-r_1(t-s)} u_n(s) ds - \lambda_n b_2 \int_0^t e^{-r_2(t-s)} u_n(s) ds = 0, \\
  u_n(0) = u_{0n}, \quad u'_n(0) = u_{1n}.
\end{cases}
\]

(37)

For a while, to simplify the notations we will drop the dependence on index \( n \). By means of derivations and integrations by parts one can establish that a scalar function \( u \) defined on the interval \( [0, \infty) \) is a solution of the second-order integro-differential equation

\[
u'' + \lambda u - \lambda b_1 \int_0^t e^{-r_1(t-s)} u(s) ds - \lambda b_2 \int_0^t e^{-r_2(t-s)} u(s) ds = 0, \quad t \geq 0,
\]

(38)

if and only if \( u \) is a solution of the fourth-order differential equation

\[
u^{(4)} + (r_1 + r_2)u'' + (\lambda + r_1 r_2)u' + \lambda(r_1 + r_2 - b_1 - b_2)u = 0, \quad t \geq 0,
\]

(39)

and the conditions

\[
u''(0) = -\lambda u(0), \quad u''''(0) = \lambda(b_1 + b_2)u(0) - \lambda u'(0)
\]

(40)

are satisfied. Therefore, we have to evaluate the solutions of the 4th-degree characteristic equation in the variable \( z \)

\[
z^4 + (r_1 + r_2)z^3 + (\lambda + r_1 r_2)z^2 + \lambda(r_1 + r_2 - b_1 - b_2)z = 0.
\]

We have the solution \( z = 0 \). To obtain the others, we have to solve the cubic equation

\[
z^3 + (r_1 + r_2)z^2 + (\lambda + r_1 r_2)z + \lambda(r_1 + r_2 - b_1 - b_2) = 0.
\]

(41)

By means of the Cardano formula we have the three solutions of (41): one is a real number \( \rho_n \) and the others \( i \omega_n, -i \overline{\omega_n} \) are complex conjugate numbers. Moreover, \( \rho_n \) and \( \omega_n \) exhibit the following asymptotic behavior as \( n \) tends to \( \infty \):

\[
\rho_n = b_1 + b_2 - r_1 - r_2 - \frac{(b_1 + b_2 - r_1)(b_1 + b_2 - r_2)}{\lambda_n}(b_1 + b_2 - r_1 - r_2) + O\left(\frac{1}{\lambda_n^2}\right)
\]

\[
= b_1 + b_2 - r_1 - r_2 + O\left(\frac{1}{\lambda_n}\right),
\]

(42)
\[ \omega_n = \sqrt{\lambda_n} + \frac{1}{8} \left( (b_1 + b_2)(3(b_1 + b_2) - 4r_1) - 4(b_1 + b_2 - r_1)r_2 \right) \frac{1}{\sqrt{\lambda_n}} + i \left[ \frac{b_1 + b_2}{2} - \frac{(b_1 + b_2 - r_1)(b_1 + b_2 - r_2)}{2\lambda_n} \right] \left( b_1 + b_2 - r_1 - r_2 \right) \] 
\[ + \lambda_n \right) \right] + O \left( \frac{1}{\lambda_n^{3/2}} \right), \] 

We observe that for \( b_2 = r_2 = 0 \) we have

\[ \rho_n = b_1 - r_1 - \frac{b_1 (b_1 - r_1)^2}{\lambda_n} + O \left( \frac{1}{\lambda_n^2} \right), \]

\[ \omega_n = \sqrt{\lambda_n} + \frac{1}{2} \left( \frac{3}{4} b_1 - r_1 \right) \frac{1}{\sqrt{\lambda_n}} + i \left[ \frac{1}{2} - \frac{b_1 (b_1 - r_1)^2}{2\lambda_n} \right] + O \left( \frac{1}{\lambda_n^{3/2}} \right), \]

that is the case of an integro-differential equation with a single exponential kernel given by \( b_1 e^{-r_1 t} \), see [10] [11].

Finally, taking also into account the conditions [40] and reintroducing the dependence on index \( n \), \( u_n \) is the solution of problem [37] if and only if \( u_n \) is the solution of the Cauchy problem

\[ \begin{cases} 
  u_n'''' + (r_1 + r_2) u''''_n + (\lambda_n + r_1 r_2) u'''_n + \lambda_n (r_1 + r_2 - b_1 - b_2) u'_n = 0 \\
  u_n(0) = u_{0n}, \quad u'_n(0) = u_{1n}, \\
  u'''_n(0) = -\lambda_n u_{0n}, \quad u'''_n(0) = \lambda_n (b_1 + b_2) u_{0n} - \lambda_n u_{1n}.
\end{cases} \] (44)

We are able to write the solution \( u_n(t) \) of (44) in the form

\[ u_n(t) = R_{1n} e^{\rho_n t} + R_{2n} e^{\rho_2 n t} + C_n e^{i \omega_n t} + C\| e^{-i \omega_n t}, \] (45)

where the coefficients \( R_{1n}, R_{2n}, C_n \in \mathbb{R} \) and \( C\| \in \mathbb{C} \) can be determined by imposing the initial conditions. Therefore we have to solve the system

\[ \begin{cases} 
  R_{1n} + R_{2n} + C_n + C\| = u_{0n}, \\
  \rho_n R_{2n} + i \omega_n C_n - i \omega_n C\| = u_{1n}, \\
  \rho_n^2 R_{2n} - \omega_n^2 C_n - \omega_n^2 C\| = -\lambda_n u_{0n}, \\
  \rho_n^2 R_{2n} - i \omega_n^3 C_n + i \omega_n^3 C\| = \lambda_n (b_1 + b_2) u_{0n} - \lambda_n u_{1n}.
\end{cases} \] (46)

Indeed, we obtain that the coefficients have the following asymptotic behavior as \( n \) tends to \( \infty \):

\[ R_{1n} = \frac{r_1 r_2 u_{1n}}{(r_1 + r_2 - b_1 - b_2) \lambda_n} + (u_{0n} + u_{1n}) O \left( \frac{1}{\lambda_n^2} \right), \] (47)

\[ R_{2n} = \frac{(b_1 + b_2 - r_1)(b_1 + b_2 - r_2)(u_{0n}(b_1 + b_2 - r_1 - r_2) + u_{1n})}{(b_1 + b_2 - r_1 - r_2) \lambda_n} + (u_{0n} + u_{1n}) O \left( \frac{1}{\lambda_n^2} \right), \] (48)

\[ C_n = \frac{u_{0n}}{2} - \frac{i}{4} \left( (b_1 + b_2) u_{0n} + 2 u_{1n} \right) \frac{1}{\sqrt{\lambda_n}} - \left( (b_1 + b_2 - r_1)(b_1 + b_2 - r_2) u_{0n} + (b_1 + b_2) u_{1n} \right) \frac{1}{2 \lambda_n} + (u_{0n} + u_{1n}) O \left( \frac{1}{\lambda_n^{3/2}} \right). \] (49)
Again we note that for $b_2 = r_2 = 0$ we gain the result available for a single exponential kernel $b_1 e^{-r_1 t}$, see [11], that is

$$R_{1,n} = 0, \quad R_{2,n} = \frac{b_1}{\lambda_n}(u_{0n}(b_1 - r_1) + u_{1n}) + (u_{0n} + u_{1n})O\left(\frac{1}{\lambda_n^2}\right),$$

$$C_n = \frac{u_{0n}}{2} - \frac{i}{4}(b_1 u_{0n} + 2u_{1n}) - \frac{1}{\sqrt{\lambda_n}} - \frac{b_1}{2}(b_1 - r_1)u_{0n} + u_{1n}) + (u_{0n} + u_{1n})O\left(\frac{1}{\lambda_n^{3/2}}\right).$$

To get an explicit expression for the eigenvalues and eigenvectors of the operator $L$ defined by (33) we will use polar coordinates. First, we introduce the set $D := \{(r, \theta) : 0 < r < R, \ \theta \in [0, 2\pi]\}$ and consider the operator $L$ in the space $H = L^2(D)$ endowed with the usual scalar product and norm

$$\langle u, v \rangle := \int_0^R \int_0^{2\pi} r u(r, \theta) v(r, \theta) \, drd\theta, \quad \|u\| := \left(\int_0^R \int_0^{2\pi} r |u(r, \theta)|^2 \, drd\theta\right)^{1/2} \quad u, v \in L^2(D).$$

Moreover, we recall that the Laplacian in polar coordinates is given by

$$\triangle = \frac{1}{r} \frac{\partial}{\partial r} \left(r \frac{\partial}{\partial r}\right) + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2}.$$ 

Therefore, we can rewrite the equation (3) in the unknown $u(t, r, \theta)$

$$u_{tt} = \frac{c^2}{r}(ru_r)_r + \frac{c^2}{r^2} u_{\theta\theta} - \frac{1}{r^2} \int_0^t m(t - s)(ru_r)_r + u_{\theta\theta})(s, r, \theta)ds \quad t \geq 0, \quad (r, \theta) \in D. \quad (50)$$

For the sake of completeness, we briefly recall standard argumentations. To determine the eigenvalues of the Laplacian, we have to solve

$$-\triangle u(r, \theta) = \lambda^2 u(r, \theta) \quad (51)$$

$$u(R, \theta) = 0 \quad (52)$$

To this end, we attempt separation of variables by writing

$$u(r, \theta) = \Phi(r) \Theta(\theta).$$

Then (51) becomes

$$r^2 \frac{d^2 \Phi}{dr^2} + r \frac{d\Phi}{dr} \Theta + \Phi \frac{d^2 \Theta}{d\theta^2} + \lambda^2 r^2 \Phi \Theta = 0. \quad (53)$$

If we divide by $\Phi \Theta$, then we obtain

$$r^2 \frac{d^2 \Phi}{dr^2} + r \frac{d\Phi}{dr} + \frac{1}{\Phi} \frac{d^2 \Theta}{d\theta^2} + \lambda^2 r^2 = 0. \quad (54)$$

The function $\Theta$ must be sinusoidal, that is

$$\frac{1}{\Theta} \frac{d^2 \Theta}{d\theta^2} = -n^2, \quad (54)$$

and hence, for $a_n \in \mathbb{C}$ we have

$$\Theta(\theta) = a_n e^{in\theta} + \overline{a}_n e^{-in\theta}. \quad (55)$$

Plugging (54) into (53), we obtain

$$r^2 \frac{d^2 \Phi}{dr^2} + r \frac{d\Phi}{dr} + (\lambda^2 r^2 - n^2) \Phi = 0, \quad (56)$$
with the boundary condition $\Phi(R) = 0$. We can eliminate $\lambda^2$ from the previous equation by making a change of variables. Indeed, if we set $x = \lambda r$, then the equation (56) becomes

$$x^2 \frac{d^2 \Phi}{dx^2} + x \frac{d\Phi}{dx} + (x^2 - n^2)\Phi = 0,$$

which is called Bessel’s equation of order $n$. A solution of (57) is given by

$$J_n(x) = \sum_{h=0}^{\infty} \frac{(-1)^h}{h!(h + n)!} \left( \frac{x}{2} \right)^{n+2h},$$

which is called the Bessel function of the first kind of order $n$. It follows that a solution of (56) is given by $J_n(\lambda r) = J_n(\lambda R)$, the boundary condition $\Phi(R) = 0$ is satisfied if $J_n(\lambda R) = 0$, that is $\lambda = \frac{\lambda_{nk}}{R}$, where $\lambda_{nk}$, $k \in \mathbb{N}$, are the positive zeros of $J_n$. Therefore, the eigenvalues for $L$ given by (33) are $c^2 \left( \frac{\lambda_{nk}}{R} \right)^2$ and the corresponding eigenfunctions are $J_n(\frac{\lambda_{nk}}{R} r) e^{\pm i n \theta}$, which form an orthogonal basis for $L^2(D)$.

In conclusion, thanks to (36), (45), (42) and (43) we have the following representation for the solution

$$u(t, r, \theta) = \sum_{n=-\infty}^{\infty} \sum_{k=1}^{\infty} \left( R_{1,nk} e^{i n \theta} + R_{2,nk} e^{\rho_{nk} t + i n \theta} + C_{nk} e^{i (\omega_{nk} t + n \theta)} + \overline{C_{nk}} e^{-i (\omega_{nk} t + n \theta)} \right) J_n \left( \frac{\lambda_{nk}}{R} r \right),$$

where

$$\rho_{nk} = b_1 + b_2 - r_1 - r_2 + O\left( \frac{1}{\lambda_{nk}^2} \right), \quad \omega_{nk} = \frac{c}{R} \lambda_{nk} + i \frac{b_1 + b_2}{2} + O\left( \frac{1}{\lambda_{nk}} \right),$$

being $\lambda_{nk}$ the positive zeros of the Bessel function $J_n$ defined by (58).

4 Conclusions

In this paper we have investigated glass relaxation models, starting by a well-known model in literature, see e.g. [12] and references therein. Due to the complexity of the problem we have approximated the stretched exponential relaxation by means of a Prony series. For a general Prony series we have established some partial results concerning the spectral analysis of the problem. In particular, by induction on the number of the terms of the Prony series the integro-differential equation showing the viscoelastic properties of the glass relaxation has always a null eigenvalue and the sum of all its eigenvalues is given by minus the sum of the exponents of the Prony series.

In order to give more accurate results, we simplified the problem by taking under consideration the Burgers model, where the Prony series consists of two decreasing exponential functions. In that case we have been able to give a complete description of the oscillations of the material in its relaxation stage, when it shows viscoelastic features. In particular, our analysis has revealed that the accumulation point of the branch of the real eigenvalues $\rho_n$, see (12), depends only on the Kelvin-Voigt unit $(E_2, \eta_2)$, see Figure 1. Indeed, taking into account (31) and (22), we have obtained

$$b_1 + b_2 - r_1 - r_2 = -\frac{q_1}{q_2} = -\frac{E_2}{\eta_2}.$$
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