Hybrid excitations at the interface between a MoS$_2$ monolayer and organic molecules: a first-principles study
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We present a first-principles investigation of the electronic and optical properties of hybrid organic-inorganic interfaces consisting of MoS$_2$ monolayer and the $\pi$-conjugate molecules pyrene and pyridine. For both hybrid systems, the quasi-particle band structure obtained from the $G_0W_0$ approximation shows – in contrast to density-functional theory – level alignment of type II, owing to the mutual dynamical screening of the interface constituents. Ab initio calculations of the absorption spectrum based on the Bethe-Salpeter equation reveal besides intra-layer excitons on the MoS$_2$ side, hybrid as well as charge-transfer excitons at the interface. These findings indicate that hybrid systems consisting of semiconducting transition-metal dichalcogenides and organic $\pi$-conjugate molecules can host a rich variety of optical excitations and thus provide a promising venue to explore many-body interactions and exciton physics in low dimensionality.

I. INTRODUCTION

Hybrid materials composed out of organic and two-dimensional (2D) inorganic semiconductors are receiving increasing attention due to their potential for applications in opto-electronic devices, such as photodetectors, photovoltaic absorbers, and nanoscale transistors [1–4]. The interplay of orbital hybridization, charge transfer, and dipole moments at the interface between organic molecules and inorganic substrates [5–9] can profoundly influence the material’s response to external perturbations, providing a unique degree of freedom to tailor light-matter interaction.

Semiconducting few-layer transition-metal dichalcogenides (TMDCs), such as a MoS$_2$ monolayer, exhibit a direct band gap in the visible range and high electron mobility [10–15], and they thus represent promising candidates for the exploration of novel classes of hybrid materials [16–18]. Organic molecules, assembled on the surface of TMDCs through dipole or van der Waals (vdW) interactions, can further lead to unique physical properties and processes that are absent in three-dimensional semiconductors [19–23]. For example, recent studies revealed an enhancement in the photo-response of MoS$_2$ in presence of physisorbed phthalocyanin molecules [21]. Pyrene molecules, in turn, have been used as coating to protect TMDCs from photooxidation and environmental aging [22]. Moreover, it has been demonstrated that MoS$_2$ may act as a decoupling layer on the electronic and vibrational properties of tetracyanoquinodimethane (TCNQ) [23].

First-principles calculations based on density-functional theory (DFT) and many-body perturbation theory – in terms of the GW approximation [24] and the Bethe-Salpeter equation (BSE) [25] – provide a versatile and accurate framework to compute the electronic structure of low-dimensional systems like TMDCs, and to predict the level alignment at hybrid interfaces [26–31]. They enable the exploration of novel emergent phenomena and excitations as exemplified by hybrid charge-transfer excitons [32–34], hyperbolicity [35], band-structure renormalization due to electron-phonon interactions [36] or 2D polarons [30–37].

In this work, we present a first-principles investigation of QPs and excitonic properties of organic-inorganic interfaces composed of a MoS$_2$ monolayer and the $\pi$-conjugated organic molecules pyrene (C$_{16}$H$_{10}$) and pyridine (C$_5$H$_5$N), respectively. We conduct $G_0W_0$-BSE calculations to obtain a predictive description of the quasi-particle (QP) band structures and the character and spatial distribution of (bound) excitons. Our findings indicate that, despite the weakly-bound character of these materials, the interfacial level alignment and the optical properties are strongly affected by renormalization effects in both the inorganic and organic components, and high-level theory is needed to capture the underlying many-body effects.

II. COMPUTATIONAL DETAILS

We use a slab model to describe the 2D unit cells of our hybrid systems. It consists of a 3×3×1 supercell of the pristine MoS$_2$ structure, i.e., containing 9 molybdenum (Mo) and 18 sulfur (S) atoms. A vacuum region of 15 Å and dipole corrections along the z-direction are used to avoid spurious interactions between neighboring replica. The in-plane lattice parameter of 3.162 Å is adopted from the optimized pristine MoS$_2$ unit cell. This result is in good agreement with former theoretical and experimental estimates [1] [2] [11] [13] [39].

Ground-state properties are calculated using DFT [39] [40] with the generalized gradient approximation in the Perdew-Burke-Ernzerhof (PBE) parameterization [41] for the exchange-correlation functional. The sam-
FIG. 1. Side and top view of the optimized structures of pyrene@MoS$_2$ (top) and pyridine@MoS$_2$ (bottom) in a 3×3×1 MoS$_2$ supercell.

plunging of the Brillouin zone (BZ) is carried out with a homogeneous 15×15×1 Monkhorst-Pack k-point grid for the pristine MoS$_2$ and a 3×3×1 k-grid for the supercells. To account for vdW forces between substrate and molecules and inter-molecular interactions, we adopt the Tkatchenko-Scheffler (TS) method [42].

Structure optimizations are performed using the all-electron code FHI-aims [43] by minimizing the amplitude of the interatomic forces below a threshold value of $10^{-3}$ eV Å$^{-1}$. A TIER2 basis is used for the species of the molecules, and TIER1 and TIER1+dg for Mo and S, respectively. The subsequent ground-state, $G_0W_0$, and BSE calculations are performed using exciting [44-46], an all-electron full-potential code, implementing the family of linearized augmented plane-wave plus local orbitals (LAPW+LO) methods. The muffin-tin (MT) spheres in the inorganic component are chosen to have equal radii of 2.2 bohr. For the molecules, the corresponding radii are 0.8 bohr for hydrogen (H) and 1.2 bohr for carbon (C) and nitrogen (N). We use a basis-set cutoff of $G_{\text{max}}=4.375$ bohr$^{-1}$. QP energies are computed within the $G_0W_0$ approximation [47,48] by solving the QP equation. 600 and 200 empty states are included to compute the frequency-dependent dielectric screening within the random-phase approximation in pristine MoS$_2$ and the hybrid systems, respectively. A 2D truncation of the Coulomb potential in the out-of-plane direction $z$ is employed [29]. Band structure and density of states (DOS) are computed on dense meshes by using interpolation with maximally-localized Wannier functions [49].

For the solution of the BSE [25,40,50,51] on top of the QP band structure, the screened Coulomb potential is computed using 100 empty bands. In the construction and diagonalization of the BSE Hamiltonian, 16 occupied and 14 unoccupied bands are included, and a 12×12×1 shifted k-point mesh is adopted for the hybrid systems. In the case of pristine MoS$_2$, we use 5 occupied, 7 unoccupied bands and a k-mesh of 18×18×1. These parameters ensure well-converged spectra within the energy window up to 6 eV. A Lorentzian broadening of 100 meV is applied to the spectra to mimic lifetime effects. Spin-orbit coupling is not considered but its possible impact is discussed in the Results section.

Atomic structures and isosurfaces are visualized using the VESTA software [52]. Input and output files of all calculations can be downloaded free of charge from the NOMAD Repository [53] by the following link: https://dx.doi.org/10.17172/NOMAD/2021.11.02-4.

III. RESULTS AND DISCUSSION

A. Structural properties

For both pyrene and pyridine, we consider a starting configuration consisting of an up-right standing molecule at a vertical distance of about 3 Å. In case of pyridine, the nitrogen atom is pointing towards the monolayer. The internal coordinates of both systems are then relaxed. The side and top views of the optimized supercells are shown in Fig. [1]. At equilibrium, the molecules are separated by about 3 Å from the monolayer. At this distance, no chemical bonding occurs, and the interactions between molecules and substrate is primarily due to vdW forces. The adsorption geometry of pyrene is tilted with an angle of 17°. The shortest (largest) distance between the monolayer and the physisorbed molecules is 3.23 Å (4.28 Å), measured from the top of the substrate. This inclination is attributed to the weak interactions between neighboring molecules. Conversely, pyridine lies parallel to the ML plane, and the center of the aromatic ring is located above the S atom at an interlayer distance of 3.19 Å from the ML.

To assess the structural stability of these geometries,
we compute the adsorption energy as
\[ E_a = E_{\text{MoS}_2/\text{mol}} - E_{\text{MoS}_2} - E_{\text{mol}}. \]  
\[ (1) \]

\( E_{\text{MoS}_2}, E_{\text{mol}}, \) and \( E_{\text{MoS}_2/\text{mol}} \) are the total energies of \( \text{MoS}_2 \), the molecule, and the hybrid heterostructure, respectively. For pyrene, we find an adsorption energy of -2.13 eV, whereas for pyridine, we obtain -0.91 eV. We attribute the lower value of the latter to its smaller size, i.e. smaller surface contact area.

**B. Electronic structure**

The band structure of the pristine \( \text{MoS}_2 \) monolayer along the \( \Gamma \)-M-K-\( \Gamma \) path as obtained from PBE+TS and \( G_0W_0 \) calculations is shown in the top of Fig. 2. The two-dimensional (2D) hexagonal Brillouin zone (BZ) is shown in the bottom of Fig. 2, indicating the main high-symmetry points. The direct Kohn-Sham band gap at \( \Gamma \) amounts to 1.7 eV, the QP gap to 2.6 eV, both values being in agreement with earlier calculations \cite{11, 13, 15, 54}. The QP gap also compares well with the estimated photocurrent gap of 2.5 eV \cite{1}. The PBE band structure of the hybrid heterostructures are depicted in Fig. 3 (left panels). Both materials exhibit direct gaps at the \( \Gamma \) point of the supercell’s BZ.

The appearance at \( \Gamma \) point is a consequence of the band folding in the \( 3 \times 3 \times 1 \) supercell \cite{55}. An analysis of the band characters indicate that such vdW-bound hybrid systems preserve the band structure of the pristine constituents on the PBE level to a large extent. However, careful inspection reveals that the electronic structure of the hybrid heterostructures is nevertheless affected by weak orbital hybridization and charge redistribution. For both systems, PBE yields an energy-level alignment of type II \cite{31, 33}, where the HOMO of the molecule constitutes the highest occupied valence states, whereas the lowest-lying unoccupied bands arise from the conduction band of \( \text{MoS}_2 \).

The adsorption of pyrene manifests itself through the emergence of a flat band around -0.6 eV in the valence region as shown in the top left panel of Fig. 3. Visualization of the corresponding wavefunction at the \( \Gamma \) point (marked by a orange circle) in the right panel, confirms that this level corresponds to the HOMO of pyrene. The distance to the valence-band maximum (VBM) of \( \text{MoS}_2 \) amounts to 0.4 eV in pyrene@\( \text{MoS}_2 \), making hybridization of these states unlikely. Another flat energy level appears at around -1.5 eV. Inspecting the KS orbital (brown circle), it can be attributed to the HOMO-1 of pyrene.

Visualizing of the corresponding wavefunction at the \( \Gamma \) point (marked by a orange circle) in the right panel, confirms that this level corresponds to the HOMO of pyrene. The distance to the valence-band maximum (VBM) of \( \text{MoS}_2 \) amounts to 0.4 eV in pyrene@\( \text{MoS}_2 \), making hybridization of these states unlikely. Another flat energy level appears at around -1.5 eV. Inspecting the KS orbital (brown circle), it can be attributed to the HOMO-1 of pyrene. Both, HOMO and HOMO-1 are molecular orbitals with \( \pi \) character \cite{56}. The VBM, VB-1, and VB-2 are almost degenerate at \( \Gamma \), with an energy of -1.1 eV. Visualization of the corresponding KS orbitals for the latter band edges reveals bands with a well defined \( \text{MoS}_2 \) character preserving the composition of Mo-4\( d \) and S-3\( p \) states (blue circles). Although hybridization of the molecular orbitals and \( \text{MoS}_2 \) bands exists, it turns out to be minimal. This can be explained by the fact that pyrene does not have a permanent dipole and, thus, vdW forces dominate the formation of the hybrid heterostructure.

The situation is different in the case of pyridine adsorption. Here, the bands have mixed character as observed for the bands derived from \( \text{MoS}_2 \) VB-1/VB-2 states, (blue circles). Based on PBE, the HOMO of pyridine and the three uppermost valence bands (VBM, VB-1, and VB-2) of \( \text{MoS}_2 \) have a similar energy of -0.8 eV at \( \Gamma \). Such a mixed character of top valence states has also been identified at the hybrid interface pyridine@ZnO \cite{33}, where it has been attributed to the high electronegativity of nitrogen and the permanent dipole of pyridine. Moreover, the HOMO of pyridine corresponds to an \( sp^2 \) orbital (Fig. 3 bottom right, orange circle), with contributions from carbon and nitrogen \cite{57}; and it also shows hybridization with Mo-4\( d \) orbitals. We identify another flat band around -1.4 eV, corresponding to the HOMO-1 of pyridine (brown circle), which is a molecular orbital with \( \pi \) character. The PBE band gaps of \( \text{MoS}_2 \) (VB-MCBm) in both hybrid heterostructures coincide with the direct band gap in pristine \( \text{MoS}_2 \).

It is well known that KS-DFT systematically underestimates band gaps of both molecules and solids \cite{24, 58–61}, typically to a different extent. Moreover, gap renormalization is expected due to dynamical screening effects,
which are not accounted for by semi-local functionals like PBE \cite{7, 26, 29, 57, 62}. To overcome these limitations, we compute the QP correction to the KS band structure employing the \(G_0W_0\) approximation of MBPT. On the one hand, self-energy effects accounting for self-interaction correction increase the band gaps of both components, on the other hand, polarization effects induced by mutual interaction counteract the former. The results are depicted in Figs. 3 and 4. In pyrene@MoS\textsubscript{2}, the QP correction increases the gap of MoS\textsubscript{2} by 0.6 eV (from 1.7 to 2.3 eV), in pyridine@MoS\textsubscript{2} by 0.3 eV (from 1.7 to 2.0 eV). These values are significantly smaller than their counterpart in pristine MoS\textsubscript{2} in which the gap increases by 0.9 eV. Such reduction is to be expected as the molecular layer enhances the screening of the Coulomb interaction, \textit{i.e.}, the \(W\). The QP correction is also evident in the DOS, displayed for pristine MoS\textsubscript{2} (top) and the hybrid heterostructures (middle and bottom panels) in Fig. 5. At first glance, one would anticipate that the presence of pyrene would impact MoS\textsubscript{2} more than pyridine, due to its larger spatial extension and much smaller HOMO-LUMO gap. However, we observe the opposite. This unexpected finding could be attributed to the fact that the pyridine molecules, exhibiting a permanent dipole (caused by the lone pair of electrons in nitrogen) represent a polarizable medium giving rise to non-local correlations in terms of an image-charge effect that affects the TMDC.

Also on the molecular side of the heterostructure, the electronic levels are renormalized by both effects, \textit{i.e.}, the self-energy correction including image-charge effect, leading to a difference of the HOMO-LUMO gap relative to the value in the isolated molecular monolayer \cite{31}. The renormalization of the HOMO-LUMO gap of pyrene in the hybrid system amounts to 1.2 eV. A large amount
FIG. 4. Energy-level alignment obtained from PBE (gray) and $G_0W_0$ (teal) for pyrene@MoS$_2$ (top) and pyridine@MoS$_2$ (bottom). The middle panels show the respective hybrid material, on the left (right) the corresponding scheme is depicted for the molecular monolayer (MoS$_2$). The red arrows indicate the band gaps as obtained from DFT, corresponding to the (wrong) level alignment being type II compared to the type-I alignment obtained by $GW$ (teal arrows in the MoS$_2$ side).

Likewise, the HOMO-LUMO gap of pyridine in the heterostructure is renormalized by approximately 1.7 eV. In this case, the self-energy correction of the isolated molecular monolayer increases the gap approximately 4.2 eV, while the polarization effect reduces the gap by about -2.5 eV. For both molecules, polarization effects have a smaller impact on the frontier molecular levels compared to self-interaction corrections. The larger polarization in pyridine@MoS$_2$ is again assigned to the permanent molecular dipole as well as the smaller interlayer distance of 3.19 Å compared to the pyrene@MoS$_2$ interface.

Most important, the many-body effects on the energy levels of both the TMDC and the molecular layer lead to a qualitative change of the level alignment with respect to the result obtained by semilocal DFT (PBE). Most striking, in both material systems, the band alignment is changed to type I, with the HOMO of the respective molecule located below the MoS$_2$ VBM, VB-1, and VB-2. In the case of pyridine@MoS$_2$, the HOMO-derived band is located deep in the valence band region and intertwined with the HOMO-1 at an energy below -2 eV, as shown in the bottom left of Fig. 3. These findings re-emphasize the need for many-body corrections to reliably determine the level alignment of hybrid heterostructures.

FIG. 5. Density of states (DOS) in states per eV and unit cell calculated at the $G_0W_0$ level for pristine MoS$_2$ (top), pyrene@MoS$_2$ (middle), and pyridine@MoS$_2$ (bottom panel).
C. Optical excitations

Based on the QP band structures, we compute optical properties of the heterostructures by the solution of the BSE. In Fig. 6, we display the imaginary part of the frequency-dependent macroscopic dielectric function for pristine MoS\(_2\) (top), pyrene@MoS\(_2\) (middle panel) and pyridine@MoS\(_2\) (bottom) as obtained by averaging over the in-plane components. The independent quasiparticle spectrum (IQPA) that ignores excitonic effects, is shown for comparison.

In the following discussion, we focus on bound excitons, whose energies are located within the QP gap. These features result exclusively from electron-hole interactions and, thus, are absent in the IQPA. The absorption onset in pristine MoS\(_2\) is located in the visible region at 2.29 eV. The binding energy of its first exciton amounts to 310 meV, in line with previous theoretical results (300-500 meV) [10, 12]. In both interfaces, the lowest-energy exciton originates from MoS\(_2\)-derived transitions between the band edges around the VBM and the CBm. In pyrene@MoS\(_2\) (pyridine@MoS\(_2\)), the corresponding excitonic peak is located at about 2.0 (1.7) eV, which is 380 (300) meV below its QP gap. Thus, compared to pristine MoS\(_2\), the binding energy of the first exciton is by 70 meV higher in pyrene@MoS\(_2\), but by 10 meV lower in pyridine@MoS\(_2\).

We classify the bound excitons according to the predominant character of the bands in which the involved electrons and holes are located. One can distinguish three different types of excitations: (i) MoS\(_2\)-like excitons, (ii) charge-transfer excitons, and (iii) hybrid excitons. A similar classification has been proposed for pyridine@ZnO interfaces [33]. Interestingly, in contrast to the latter work, here we find that both charge-transfer and hybrid excitons coexist in the visible region.

We proceed by picking one of each type of bound excitons for further analysis: (i) MoS\(_2\)-like excitons are characterized by the highest oscillator strengths (marked in red in Fig. 6) and involve transitions between the valence and conduction bands of MoS\(_2\). As an example, we display in the top panels of Figs. 7 and 8 the exciton wavefunctions corresponding to the first exciton of pyrene@MoS\(_2\) and pyridine@MoS\(_2\), respectively. In both, the real space plots on the right indicate moderately localized distributions of both the electron (green) and the hole (red) in this e-h pair indicative of a medium-sized exciton binding energy mentioned above (380 meV in pyrene@MoS\(_2\), 310 meV in pyridine@MoS\(_2\)). Fixing the hole near a Mo atom (red dot in the left panel), the electron distribution reflects the Mo d\(_{z^2}\) orbitals in the lowest MoS\(_2\) conduction bands. While the electron distribution in both interfaces is similar, there is a distinction in the hole distribution. With the electron fixed near the Mo atom (green dot in the right panel), the mixed Mo-4d and S-3s character of the valence band becomes apparent. In both materials, the orbitals contributing to the hole distribution are the same but they exhibit a different orientation (compare the top right panels of Figs. 7 and 8).

We note that, overall, the MoS\(_2\) band structure does not change significantly upon including spin-orbit coupling, the most prominent result being a splitting of the VBM at the K point by about 0.13. This leads to a splitting of the corresponding exciton peak in the optical spectra [65] where the lower (higher) one reflects excitations to the higher (lower) SOC-split band [66]. Overall, the character of these excitons is the same. This finding can be transferred to these MoS\(_2\)-like excitations observed here.

(ii) Charge-transfer excitons are characterized by small oscillator strengths (marked in blue in Fig. 6). The chosen representative of this type, at an energy of 2.15 eV, has a binding energy of 230 meV. This excitation involves transitions between the HOMO of pyrene and the lowest conduction band of MoS\(_2\) as seen from the reciprocal-
FIG. 7. Reciprocal and real space representation of a MoS\(_2\)-like exciton (top) and charge-transfer exciton (bottom panels) in pyrene@MoS\(_2\). The band structures on the left indicate the contributions of the involved states as red and green circles. Their sizes are proportional to the transition weight. The real space representations show the probability density of finding the hole of the e-h wavefunction given a fixed position of the electron (left panels) and vice versa (right panels). The electron (hole) probability distribution is depicted in green (red) with the corresponding hole (electron) position marked by the red (green) circles.

The real space-plot shows that the exciton is more delocalized and has a different electronic distribution than the excitons of type (i). A similar behavior has been found for other vdW materials, such as layered h-BN \cite{ref67}. When the hole is fixed on pyrene, the electron distribution mimics a projection of the molecular π orbital onto the MoS\(_2\) surface. With the electron fixed near a Mo atom, the hole distribution reflects the HOMO of pyrene (bottom right panel of Fig. 7). This excitation, involving the molecular orbitals and the conduction bands of MoS\(_2\) are allowed (and form bright excitons) due to their hybridization in the valence bands.

(iii) Hybrid excitons involve transitions between predominantly hybridized bands and are thus typically characterized by small oscillator strengths. As an example of a bound hybrid exciton, we select an excitation in pyridine@MoS\(_2\) (marked in green in Fig. 6) with a binding energy of 200 meV at 1.8 eV, whose wavefunction is displayed in the bottom panel of Fig. 6. We see that the electron and hole distributions are delocalized over the substrate surface as depicted in the bottom panel of Fig. 8. In the hole distribution, we see contributions from both the molecule and the substrate, a major difference to the previous type. As the hole is fixed here close to the nitrogen atom, a very delocalized electron distribution is found. The reciprocal-space analysis in Fig. 8 in the left panel shows transitions from the hybridized valence bands VB-1 and VB-2 to the hybridized conduction bands at the Γ point.
FIG. 8. Reciprocal and real-space representation of an MoS$_2$-like exciton (top) and a hybrid exciton (bottom) in pyridine@MoS$_2$. The band structures on the left indicate the contributions of the involved states as red circles. Their sizes are proportional to the transition weight. The real-space representations show the probability density of finding the hole of the e-h wavefunction given a fixed position of the electron (left panels) and vice versa (right panels). The electron (hole) probability distribution is depicted in green (red) with the corresponding hole (electron) position marked by the red (green) circles.

SUMMARY AND CONCLUSIONS

In summary, we have presented first-principles calculations based on MBPT of the electronic and excitonic properties of hybrid van-der-Waals heterostructures. In particular, we have considered hybrid systems consisting of pyrene and pyridine physisorbed on a monolayer of MoS$_2$. $G_0W_0$ calculations reveal that many-body effects have a crucial impact on the type of level alignment at the interfaces. Our results indicate that the electronic and optical properties of MoS$_2$ can be tuned by both investigated molecules that influence the substrate in a different manner. In the case of pyrene, charge-transfer excitons are found while in the pyridine system, hybrid-like excitons are more prominent. In both materials, the renormalization of the molecular electronic levels plays an important role in the level alignment. The significantly more prominent polarization-induced effects in the pyridine@MoS$_2$ heterostructure are assigned to the permanent dipole of the molecule. The latter is also reflected in the higher hybridization of the valence bands. Overall, our findings indicate that hybrid systems consisting of low-dimensional semiconductors and organic π-conjugate molecules exhibit a rich variety of excitons, providing a promising playground for exploring many-body interactions and exciton physics.
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