Dynamics of Motility-Induced clusters: coarsening beyond Ostwald ripening
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We study the dynamics of clusters of Active Brownian Disks generated by Motility-Induced Phase Separation, by applying an algorithm that we devised to track cluster trajectories. We identify an aggregation mechanism that goes beyond Ostwald ripening but also yields $z = 3$. Active clusters of mass $M$ self-propel with enhanced diffusivity $D \sim \text{Pe}^2/\sqrt{M}$. Their fast motion drives aggregation into large fractal structures, which are patchworks of diverse hexatic orders, and coexist with regular, orientationally uniform, smaller ones. To bring out the impact of activity, we perform a comparative study of a passive system that evidences major differences with the active case.

A conservative system of attractive particles cooled across a condensation transition undergoes particle aggregation: dense clusters or ‘droplets’ grow following Ostwald ripening at sufficiently long time scales. The theory of this process, due to Lifshitz, Slyozov and Wagner (LSW) [1–3], predicts an asymptotic growth of the clusters’ typical length, $R(t) \sim t^{1/3}$.

Understanding the dynamics across phase transitions has been a central problem of condensed matter theory, partly due to the fact that it may allow one to define dynamic universality classes [4–6]. In the context of active matter [7–9], a key open question is how such universality classes, if any, are affected by non-equilibrium forces, e.g. self-propulsion.

Systems of repulsive self-propelled particles experience Motility-Induced Phase Separation (MIPS). This phenomenon bears analogies with the phase separation of attractive passive particles even though, being purely triggered by activity, arises under non-equilibrium conditions [10,11]. In the quest to identify universal properties of MIPS, much work has been devoted to the analysis of simple particle models, such as Active Brownian Particles (ABP) [8,12,22], as well as field theories, in the spirit of the Hohenberg-Halperin classification [11,23,31]. The continuum theories, albeit include terms that break time reversal symmetry, predict the same growth law as in phase separation under conservative forces [23,25], since those terms turn out to be irrelevant in the renormalization group sense [30,31]. Accordingly, the kinetics of MIPS was also ascribed to Ostwald ripening. ABPs, when relaxed at sufficiently large activities from a homogeneous state, progressively form clusters and, after a transient, enter a scaling regime in which global structural measurements scale with a growing length compatible with $R(t) \sim t^{1/3}$ [14,15,17], in line with universality.

Dynamic clustering is a common feature of active colloids [32,35]. Experimentally, clustering might result from more involved mechanisms than the mere competition between self-propulsion and excluded volume. In fact, aggregation-fragmentation [34] and interrupted coarsening [35] have been exhibited, and both go beyond the LSW theory.

In this Letter we elucidate the role played by cluster motion in the MIPS of ABPs. With the cluster tracking method that we conceived, we show that the mechanisms in action are not just Ostwald ripening. Indeed, cluster diffusion is a key player in the growth process, as it leads to cluster aggregation, another mechanism at work, even at long times. Clusters break up and recombine and, pushed by the particles at their surface, are much more mobile than their passive counterparts. Their enhanced motility is evidenced by a diffusion coefficient with anomalous mass dependence, $D \sim \text{Pe}^2/\sqrt{M}$. Very rich cluster structures are thus built dynamically. With a parallel study of passive attractive particles, we exhibit qualitative and quantitative differences with equilibrium phase separation.

We consider $N = 1024^2$ Active Brownian Particles (ABP) at evolving positions $\mathbf{r}_i$ in an $L_x \times L_y$ rectangular box with periodic boundary conditions:

$$m \ddot{\mathbf{r}}_i + \gamma \dot{\mathbf{r}}_i = F_{\text{act}} \mathbf{n}_i - \sum_{j \neq i} \nabla_i U(r_{ij}) + \sqrt{2\gamma k_B T} \mathbf{\xi}_i, \quad \dot{\mathbf{\xi}}_i = \sqrt{2D}\eta_i. \quad (1)$$

$F_{\text{act}}$ is the modulus of the self-propulsion force acting along the direction $\mathbf{n}_i = (\cos \theta_i, \sin \theta_i)$, $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$ the
inter-particle distance, and \( U(r) \) a repulsive Mie potential, \( U(r) = 4\varepsilon\left[(\sigma/r)^{64} - (\sigma/r)^{32}\right] + \varepsilon \) if \( r < \sigma_d = 2^{1/32}\sigma \) and 0 otherwise. The components of \( \xi \) and \( \eta \) are zero-mean and unit variance independent white Gaussian noises. The control parameters are the packing fraction \( \phi = \pi\sigma_d^2 N/(4L_xL_y) \), with \( L_x/L_y = 2/\sqrt{3} \), and the Péclet number \( Pe = F_{act}\sigma_d/(k_B T) \). The persistence time \( \tau_p = 1/D_0 = \sigma_d^2\gamma/(3k_B T) \) relates to the persistence length \( \ell_p = F_{act}\tau_p/\gamma = Pe \sigma_d/3 \) which grows proportionally to \( Pe \). Lengths and energies are measured in units of \( \sigma_d \) and \( \varepsilon \), respectively. We fix \( \gamma = 10 \), \( m = 1 \) and \( k_B T = 0.05 \), consistently with an over-damped limit and we show results for \( \phi = 0.5 \). We performed extensive simulations, starting from random initial conditions, and we devised and applied a method, which tracks the clusters’ trajectories individually. We repeated our measurements in a system of passive attractive particles interacting via the same, though not truncated, Mie potential. Further details on the simulations can be found in the SM [36].

We start our analysis by monitoring the evolution of the averaged cluster mass (or size) and mass distribution. Figure 1(a) shows the growth of the averaged cluster mass (number of particles in the cluster) \( \langle M \rangle = \int dM P(M) M \), with \( P(M) \) the instantaneous mass distribution displayed (un-normalized) in Fig 1(b) for \( Pe = 100 \). The scaling regime is reached at the shoulder, at a time \( t_s \sim Pe^{-1} \).

**FIG. 1: Cluster masses.** (a) Time dependence of their average, \( \langle M \rangle \), for various \( Pe \). In the scaling regime, reached after \( t_s \sim Pe^{-1} \), \( \langle M \rangle(t) \sim t^{2/3} \) with an estimated dynamic exponent \( z = 3 \). (b) Number of clusters of mass \( M \) at \( t = 100, 300, 500 \) (from dark violet to light green) for \( Pe = 100 \). The vertical arrows show the averaged mass \( \langle M \rangle \) at \( t = 300, 500 \). The dashed line helps visualizing the exponential decay at \( t_s \). (c) A large \( (M \approx 2 \times 10^4) \) and (d) a small \( (M = 1751) \) typical cluster plotted with different scales (the two segments of length 10 \( \sigma_d \)).

When \( M_s \sim Pe \), Fig. SM2(a). In the scaling regime \( \langle M \rangle(t) \sim t^{2/3} \), consistently with the expectation that the typical length grows as \( R(t) \sim t^{1/3} \). The curves are successfully scaled as \( \langle M \rangle(t)/M_s = f(t/t_s) \), Fig. SM2(b). The mass histogram \( N(M) \) has a rapid exponential decay at short times \( t \leq t_s \) over the full range of \( M \). Similar distributions of rather small clusters were measured experimentally in dilute samples [34]. In the scaling regime, \( N(M) \) changes functional form with, in the selected range, a long plateau for \( M \geq 100 \), and a further exponential decay, see Fig. SM3 and its discussion [36]. The system is thus populated by many large clusters of different size and different geometry (to be later quantified) that we illustrate in Fig. 1(c)-(d).

To better grasp the growth mechanism, and identify similarities and differences with the one acting in passive systems, we turn our attention to the cluster’s motion.

We compute the clusters’ center of mass (c.o.m.) mean-square displacements, and we average over all the \( N(t) \) clusters followed until time \( t \): \( \Delta^2 \equiv N^{-1} \sum_{\alpha=1}^N \Delta^2_\alpha \), with \( \Delta^2_\alpha = (r^\text{cm}_\alpha(t) - r^\text{cm}_\alpha(t_0))^2 \), \( r^\text{cm}_\alpha \) the instantaneous position of the c.o.m. of the \( \alpha \)th cluster in the scaling regime, \( t_0 > t_s \). The results are plotted in Fig 2(a). The earlier time ballistic and thermal diffusive scales are not captured with this measurement but one can access them via the instantaneous cluster velocity (see Fig. SM9). The initial slope of \( \Delta^2 \) indicates super diffusion though not as pronounced as for a single ABP. Later, enhanced diffusion sets in, \( \Delta^2 \approx 2dD(t - t_0) \). The diffusion coefficient (insert) satisfies \( \gamma D = T_{eff} = T(1+cPe^2) \), with the same functional form as for a single ABP, though taking a considerably smaller value \( (c = 8.1 \times 10^{-5} \) compared to 1/6 [13]). This result is compatible with the measurement of the effective temperature of the full dense component [37], with a comparable value \( T_{eff} \approx 0.08 \) for these parameters. The individual \( \Delta^2_\alpha \), though noisy and persistent, demonstrate that the trajectories...
are Brownian when examined at sufficiently long $t - t_0$. The diffusion constants decrease with the clusters’ mass and, although quite disperse, follow $D(M) \sim M^{-\alpha}$ with $\alpha = 0.5$ (b). Data for $\phi = 0.35$ are fitted with a similar $\alpha$. We next argue about the origin of this enhanced diffusion and how it affects the clusters’ growth.

In order to follow the clusters over longer periods, we placed individual ones in a box with linear size of the order of the inter-cluster distance in the bulk, and we filled space with an active gas mimicking the global conditions of the interacting clusters. The three snapshots in Fig. 3(a)-(c) illustrate the evolution of one such cluster. The light and rather straight lines inside the cluster are at interfaces between different orientational (hexatic) orders. The cluster changes form, by opening up gas bubbles and growing protrusions, and displaces by a kind of crawling mechanism. Movie M1 in SM displays the evolution of a similar cluster. Sudden rearrangements yield rather large mass (and shape) variations, see Fig. 3(d). The active behavior is confronted to the passive one in the upper (red) curve which is smoother. The pdf of the instantaneous masses is plotted in Fig. 3(e).

Figure 3(f) represents the diffusion coefficient $D$ vs. the cluster mass $M$, $D$ is the average over the instantaneous values in the gray window of Fig. 3(e). Differently from the bulk data in Fig. 3(b), $D$ displays two regimes, described by $D \sim M^{-0.5}$ and $M^{-1}$. Clusters of passive attractive particles with similar packing fractions exhibit $D \sim M^{-1}$ over the full mass range (red bullets 30). The large mass dependence can be estimated with a simple argument, after characterising the forces exerted on an isolated cluster. The net potential force vanishes due to the action-reaction principle, and the total torques are negligible, Fig. SM6(d), supporting the fact that clusters do not rotate significantly. The total active force, $F = F_{act} \sum_{i=1}^{M/m} \mathbf{n}_i$, has exponentially decaying temporal correlations, Fig. SM6(a), with characteristic time $\approx \tau_p$, and, at equal times, $\langle F^2(0) \rangle \propto (M/m)F_{act}$, Fig. SM6(b), for all masses studied. The calculation in Sec. D of the SM, which treats the active gas as a white noise bath, and the active forces as independent, yields $D \propto M^{-1}$. However, two mechanisms conspire against $D \propto M^{-1}$ for small enough clusters. One concerns the clusters themselves. Firstly, the pdf of the angle $\varphi$ between $\mathbf{n}_i$ and $\mathbf{F}$ has extra weight around $\varphi = 0$ (more pronounced for smaller clusters), Fig. SM6(c). Indeed, the active forces on boundary particles can be more aligned with the direction of motion, Fig. SM6(d), and make the small clusters more mobile. Secondly, the cluster’s motion exhibits sudden events in which pieces detach and glue back after coordinated collisions (Fig. 3(a)-(c) and M1). Thirdly, it is almost impossible to find large isolated clusters in the scaling regime at not too low packing fraction (and their form is much more contorted than in isolation, see Fig. 3(c) and below). The impact of other clusters, favored by their own mobility, cannot be neglected. The other mechanism focuses on the effects of the active gas around the clusters. The derivation in 39 of the size dependence of the diffusion coefficient of a spherical passive tracer immersed in an active gas yields $D \sim M^{-1/2}$ as in Fig. 3(f), with the cross-over size increasing with the persistence length of the gas particles.

We now tailor the tracking algorithm to measure mass variations, and distinguish Ostwald ripening from cluster-cluster aggregation as cluster growth mechanisms in the bulk. In Fig. 3(a) we show the normalised counting of small mass variation events, that we attribute to evaporation/condensation of particles (above), and

![Fig. 3: Dynamics of isolated clusters.](image-url)

(a)-(c) Subsequent snapshots of the same active cluster. The color code represents the modulus of the local hexatic order. The c.o.m. trajectory is shown in black and the local red arrows the active force coarse-grained on a square grid. (d) Mass evolution of two active clusters with different initial masses (lower curves) compared to a typical passive one formed by attractive particles (upper red curve). The horizontal dashed lines are the time averages. (e) Probability distribution of the instantaneous masses. The shaded gray region indicates the clusters used to calculate $D(M)$. (f) Mass dependence of $D$ for ABP clusters (diamonds $Pe = 80$, squares $Pe = 100$, triangles $Pe = 200$) and clusters of passive attractive particles (red bullets, translated upwards by a factor 40). In the ABP case, we identify two algebraic regimes, $D \sim M^{-\alpha}$, with fitted $\alpha = 0.5$ (solid line) and $\alpha = 1$ (dashed line), for small and large masses. In the passive case, the slope $\alpha = 1$ is very close to the data. The temperature is $T = 0.05$ (active) and $T = 0.3$ (passive).
large mass variation events due to breaking/merging between clusters (below), during the observed timeframe $\delta t = 10$ [36]. The threshold is set at the cluster mass variation $|\Delta M| = |M_{t_{\delta t}} - M_i| = 100$ but similar results are found for other choices nearby. In the passive case (red data) the former percentage is very close to one and slowly grows in time, underscoring that Ostwald ripening is the dominant mechanism at long timescales [40]. Instead, for ABPs, the trend is the opposite, with the percentage of large cluster rearrangements due to aggregation and/or break up becoming more and more important at long times. Further differences are shown by the distributions of $|\Delta M|$ at the beginning of the scaling regime, plotted in Fig. 2(b). The passive system displays a clear peak, due to the aggregation of clusters with a preferred averaged size, see Fig. SM13(b), well fitted by a log-normal function. Instead, the form in the active system is rather different and can be attributed to merging of approximately independent clusters with exponential size distribution, see Fig. SM13.

Not all clusters have the same shape and their geometry may influence the growth of the dense component: we now analyze this possibility. At all times, regular (with fractal dimension $d_f$ equal to the dimension of space $d = 2$) and fractal (with $d_f < 2$) clusters co-exist. In Fig. 3(a) we plot $M^*$, the mass normalized by its average $\bar{M}$, against $R_G^*$, the radius of gyration also normalized by its average $\bar{R}_G$, of individual clusters sampled in the scaling regime $t = 10^3 - 10^5$. The data follow $M^* \sim R_G^{d_f} \bar{R}_G$, with $d_f \simeq 2$ for $M^* < 1$, and $d_f \simeq 1.45$ for $M^* > 1$ both in the active and the passive case. The crossover at $M^* \sim R_G^{d_f} \sim 1$ is controlled by $\bar{M}$ and $\bar{R}_G$, which depend on time in the form reported in Fig. 1(a) and 3(b), respectively. This is similar to what observed in lattice spin models [41]. For diffusion limited cluster-cluster aggregation $d_f \simeq 1.45$ in $d = 2$ [42, 43], as well as in passive Lennard-Jones systems at very low $\phi$ [44]. Having identified two kinds of clusters we calculated the average mass and radii separately. In Fig. 3(b) we show the growth of the mean $R_G$ for regular (lower curve) and fractal (upper) clusters, as well as the completely averaged $\bar{R}_G$ (middle). All kinds of clusters enter the scaling regime at the same $t_s$. Fractal (regular) clusters grow slightly faster (slower) than the average within our numerical precision. There are roughly 2-3 times more regular than fractal clusters, see the $N_C$ curves on the right scale.

Having found clusters' diffusion and aggregation in the active system, we are tempted to test the Smoluchowski relation $z = d_f (1+\alpha)$, valid for Brownian diffusive binary cluster aggregation under mean-field assumptions [45]. For $M < \bar{M}$ we found $d_f \approx 2$ and $\alpha \approx 0.5$, leading to $z \approx 3$. Instead, for $M > \bar{M}$ while $d_f$ changes to $d_f \approx 1.45$, we still measure $\alpha \approx 0.5$ in the bulk, and this gives $z \approx 2.2$ which is very close to the value fitted in Fig. 3(b). Had we claimed that $\alpha$ should become 1 for sufficiently large masses, as measured for the clusters extracted from the bulk, then $z \approx 2.9$, very close to 3. For the equilibrium system, instead, cluster aggregation becomes irrelevant at long times (movie M3 and Fig. 4) and there is no reason to use the Smoluchowski relation.

Our analysis evidences a number of important differences between MIPS and conservative phase separation. Active clusters are made of a patchwork of different hexatic orders (with dynamic bubbles in cavitation [17, 28, 38]), while passive ones are homogeneous. As appreciated in M2 and M3 [36], and confirmed in Fig. 4.

FIG. 4: Collisions. (a) Percentages of events with mass changes $|\Delta M| < 100$ (above), and those with $|\Delta M| \geq 100$ (below) for $Pe = 0$ (red), 100 (brown). (b) Distributions of absolute mass changes at $t = 10^3 > t_s$ for $\delta t = 10$. The dashed lines are fits with the functions in the key.

FIG. 5: Clusters geometry. (a) Scatter plot of $M^* = M/\bar{M}$ against $R_G^* = R_G/\bar{R}_G$, for passive and active ($Pe = 100$) clusters. (b) Left scale: the averaged radius of gyration of regular ($M^* < 1$), fractal ($M^* > 1$) and all clusters. Right scale: the number of clusters. The dashed lines are fits of the total averaged curves, $t^{-0.31}$ and $t^{-0.65}$. Separate fits of the fractal and regular $\bar{R}_G$ data yield $z$, close to 2.2 and 3.85, respectively. A snapshot of (c) the ABP system and (d) the passive system in the scaling regime. Fractal clusters are gray and regular ones blue. The zooms in the boxes represent the local hexatic order with a color map.
passive small clusters evaporate (à la Ostwald ripening) while active ones can break and sometimes recombine (à la Smoluchowski). The interfaces between the different (hexatic) orientations of the colliding ABP clusters do not heal. The external surfaces of the active clusters are much rougher than the ones of the conservative clusters, see Fig. 5(c)-(d). Due to the enhanced cluster’s diffusion constant, $D \sim \text{Pe}^2/M^{0.5}$, growth is faster for active than passive particles. In both cases there is co-existence of small regular and large fractal clusters with the crossover at the averaged scales. We conclude that, although the global growth laws in MIPS and equilibrium phase separation are both $t^{1/3}$, a mesoscopic investigation demonstrates that the dynamics of MIPS clusters is quite different from equilibrium demixing droplets. In MIPS, simple Ostwald ripening combines with fragmentation and aggregation of diffusive clusters to yield the familiar $t^{1/3}$ growth in a highly non-trivial manner.
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A. NUMERICAL METHODS AND CLUSTERS TRACKING ALGORITHM

A1. Numerical Methods

We used a velocity Verlet algorithm in the NVT ensemble that solves Newton’s equations of motion with the addition of two force terms, a friction and a noise, which mimic a Langevin-type thermostat. Given the number of particles $N$ and the desired global packing fraction $\phi$, the surface $S$, fixed during the simulation, is obtained as $\phi = \pi \sigma^2 N / S$. For bulk simulations, particles are initialized with a random position. We use Molecular Dynamics (MD) time units, defined as $t_{\text{MD}} = \sqrt{m \sigma^2 / \varepsilon}$, and fix the time-step of the simulations to $dt = 0.001 \ t_{\text{MD}}$, which ensures numerical stability. To integrate the equation of motion, we used the open source software Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [46], which enables to perform a simulation in parallel using multiple CPUs. On average, a typical simulation lasting $\approx 10^4 \ t_{\text{MD}}$ was run on 96 processors for a total of 72 hours on each CPU. In the main text we do not write the time units explicitly.

A2. Cluster Tracking Algorithm

We describe hereafter the numerical algorithm implemented to track the center of mass of each cluster during the phase separating process, and follow their individual motion, in the bulk or extracted from it, during the simulations.

At each time $t$, we use the DBSCAN clustering algorithm [47] (also applied in [17, 18, 48]) to separate the particles in $N_C(t)$ compact clusters, referred with labels $C_\alpha$, $\alpha = 1, \ldots, N_C$. The parameters for DBSCAN are the radius of search around a particle, equal to $R = 1.5 \sigma$, $\sigma$ being very close to the particle’s diameter $d = 0.98 \sigma$, and the minimum number of neighbours to assign particles to the same cluster $\epsilon = 6$. We checked that the clusters found by the algorithm are well enough preserved for small variations of these parameters. Each cluster $C_\alpha$ is composed by $N_\alpha = M_\alpha / m$ particles, and in turn, each particle can be labelled with the cluster $C_\alpha$ it belongs to. This subdivision is then used to compute all the per-cluster quantities presented in this work.

In order to study the evolution of each cluster over time, we need an algorithm that identifies the same cluster at two successive times $t$ and $t + \delta t$, with a fixed $\delta t = 10$ as time separation between two consecutive configurations of the system. During such time window $\delta t$ the cluster may have lost or gained some particles, it might have disaggregated or even fused with other clusters. The tracking is achieved by considering the position of the cluster’s center of mass at $t$, and search at time $t + \delta t$ all clusters found by DBSCAN within a radius $R = 5 \sigma$ from the initial center of mass.
position. Out of all these clusters, we select the one with the largest subset of particles in common with the initial one at time $t$, and with a number of particles $N_{ij}(t+\delta t)$ in between 0.9 and 1.1 times the original number of particles $N_{ij}(t)$. If there is no cluster satisfying these two conditions, the tracking of the selected cluster stops. Consequently, the number of tracked clusters diminishes with time.

As explained above, we lose clusters along the evolution, and the number of successfully tracked clusters decreases in time. We report in Fig. SM1 the number of clusters $N(t)$ still tracked by the algorithm during the evolution of large systems, when clusters coalesce and grow, divided by the number of clusters found at the initial time $t_0$, $N(t_0) = N_C(t_0)$. This fraction decreases with an approximately exponential law, and its characteristic time gives an estimation of the typical time required for the clusters to collide or disgregate. We note that $N(t)$ is slightly different from the instantaneous number of clusters identified by DBSCAN independently of their history, $N_C(t)$, which is plotted with a red dashed line in Fig. SM1 and is also reported in the main text in Fig. 5(b).

After performing the tracking of each cluster over time, we are able to follow the trajectories of their centers of mass, $r_{cm}^\alpha(t)$, and from them compute the mean square displacement and other observables. The individual trajectories $r_{cm}^\alpha(t)$, and hence the displacements $(r_{cm}^\alpha(t) - r_{cm}^\alpha(t_0))^2$, last until the tracking is able to follow the selected cluster. The mean-square displacement is computed as an average over all these trajectories and at each time $t$ the normalization is given by the corresponding $N(t)$, which decreases with $t$.

In order to study in more depth the mechanism with which the clusters grow, and get a grip on the collision events between clusters, we also use a modification of the previous algorithm. We compare two configurations at two successive times $t$ and $t+\delta t$, and we establish i) a correspondence between clusters, and ii) the type of event the clusters have been involved in, based on the computation of the overlap between them. More precisely, the normalized overlap between cluster $i$ at time $t$ and cluster $j$ at time $t+\delta t$ is defined as

$$ a_{ij} = \frac{n_{ij}}{\sqrt{M_i M_j}} \quad (SM1) $$

where $n_{ij}$ is the number of particles belonging to both clusters and $M_i$ and $M_j$ are the masses of the two clusters. The overlap is computed for all $i = 1, ..., N_C(t)$ and $j = 1, ..., N_C(t+\delta t)$, with $N_C$ the number of clusters of mass $M > 100$. We have identified this mass threshold as the one that separates stable long-living clusters from instantaneous aggregations of particles.

As we find a non zero overlap $a_{ij} > 0$, we check the mass variation $\Delta M_{ij}$ between the cluster $i$ at time $t$ and the cluster $j$ at time $t + \delta t$.

- If $|\Delta M_{ij}| < 100$, then only evaporation or condensation of particles have occurred. The cluster labelled $i$ at time $t$ has not undergone any collisions, and it is the same cluster, labelled $j$, at time $t + \delta t$. All these $N_p$ events are recorded as events due to Ostwald ripening. In the case one of this events is recorded, any other overlap involving cluster $i$ or $j$ is disregarded.
• All the other $N_{\text{coll}}$ occurrences of $\omega_{ij} > 0$ and $|\Delta M_{ij}| > 100$ are recorded as collisions between clusters or break ups of clusters in pieces.

B. MOVIES

We complement the information given in the figures with a series of movies [49].

• Movie M1.mp4 displays the motion of an active cluster extracted from the bulk (as explained in the main text) on a large timescale, which highlights the cluster’s movement, and on a short timescale, in which the local correlations of the force are shown.

• In movie M2.mp4 we show the evolution of the active system with $\text{Pe} = 100$. We painted the regular clusters with fractal dimension $d_f = 2$ in blue, and the fractal clusters with dimension $d_f < 2$ in gray. The film demonstrates the coexistence of compact and fractal clusters at all times. Several interesting features are also exhibited in the movie:
  – Some small clusters progressively evaporate and disappear, as in Ostwald ripening.
  – The aggregation of already large clusters leads to the formation of even larger and fractal structures, as in diffusion-aggregation processes.
  – The clusters have irregular interfaces.
  – At late times a few very large elongated clusters have been formed and only a few small regular ones appear and disappear.

• In movie M3.mp4 we show the evolution of the passive system (see Sec. E of the SM for further information about the parameters used) and we painted the clusters as in movie M2: regular clusters with fractal dimension $d_f = 2$ in blue, and fractal clusters with dimension $d_f < 2$ in gray. Again, there is coexistence of compact and fractal clusters at all times. However, the configurations are very different from the ones in movie M2:
  – The clusters are generically rounder and globally smaller than in the active case.
  – Until the end of the evolution there are many regular clusters with $d_f = 2$.

• In movie M4.mp4 we show, side-by-side, the evolution of two clusters extracted from the bulk: an active one on the left and a passive one on the right. Note that the time scales in the two videos (shown in the upper right keys) are not the same, the one for the passive cluster is much longer. The c.o.m. displacement is drawn in red in both panels. The color code represents the modulus of the local hexatic order. The differences are apparent. The active cluster is much more mobile and changes form while the passive one remains globally quite undeformed over a much longer period, with just some rearrangements at its surface. The (rather straight) light colored regions within the active cluster are located on the interfaces between patches of different orientational order, they do not mean that the cluster broke, only that there are ever-changing smaller structures within it.

C. FURTHER NUMERICAL ANALYSIS OF THE ACTIVE SYSTEM

In this Section we present complementary numerical results.

C1. Scaling of the averaged cluster mass

Figure 1 of the main text shows the time-dependence of the averaged cluster mass, $\bar{M}$, for several values of $\text{Pe}$. We estimate the time $t_s$ at which the system enters the scaling regime from the horizontal position of the shoulder, after which the asymptotic $t^{2/3}$ behavior establishes. In Fig. SM2(a) we plot the $\text{Pe}$ dependence of $t_s$ extracted in this way. An algebraic fit to the numerical data yields $\text{Pe}^{0.93}$. We therefore assume that the decay is $t_s \sim (\text{Pe} - a)^{-1}$, as this time should diverge at a finite $\text{Pe} > 0$, the limit of the MIPS sector of the phase diagram. The fit of the exponent is shown in Fig. SM2(a). Concomitantly, the mass at this time, $\bar{M}_s$, also shown in this plot, is fitted by a growing function of $\text{Pe}$ as $(\text{Pe} - b)^{0.88}$, and we will assume it simply goes as $\bar{M}_s \sim \text{Pe}$. 

FIG. SM2: Scaling of the averaged cluster mass. (a) The time needed to enter the scaling regime, $t_s$, against Pe, with a fit of the power law decay $Pe^{-1}$, and the mass at the scaling time $t_s$ with the power law growth proportional to $Pe$. See the text for the details. (b) Scaling of the averaged mass, using $t_s$ and $\overline{M}$: $\overline{M} = f(t/t_s)$ with $f(1) = 1$ and $f(x) \sim x^{2/3}$ for $x > 1$ and before saturation (dashed segment close to the data). Due to the $Pe$ dependence of $t_s$ and $\overline{M}$, the time dependent mass follows $\overline{M} = Pe \overline{f}(t Pe)$ with $\overline{f}(1)$ finite and $\overline{f}(t Pe) \sim (t Pe)^{2/3}$ for $t > t_s$ which implies $\overline{M}(t > t_s) \sim Pe^{5/3}$ at fixed $t$.

In Fig. SM2(b) we perform a scaling of the $\overline{M}$ data using $t_s$, as previously determined, and the value of $\overline{M}$ extracted from the vertical position of the shoulder in Fig. 1 of the main text, $\overline{M} = \overline{M}(t_s)$, see Fig. SM2(a). The scaling is quite satisfactory both in the long-time (scaling) regime in which $\overline{M}$ grows as $t^{2/3}$ (black dashed line in the figure) as well as in the previous regime in which the growth is faster. The scaling implies that the dependence of the time-dependent averaged mass with $Pe$ is $\overline{M} = Pe \overline{f}(t Pe)$ with $\overline{f}(1)$ finite and $\overline{f}(t Pe) \sim (t Pe)^{2/3}$ for $t > t_s$ which implies $\overline{M}(t > t_s) \sim Pe^{5/3}$ at fixed $t$. We checked that this $Pe$ dependence complies with the data at long times, with a fit yielding an exponent of 1.67 (not shown).

An averaged cluster mass $\overline{M}$ growing linearly with $Pe$ was found in the steady state of the Janus particle suspension at intermediate densities studied in [32]. Simulations of various active particle models which also reach steady states often showed the opposite trend [50, 51].

C2. Mass and radius of gyration distributions

As suggested by the two inserts in Fig. 1 of the main paper, clusters of different sizes and shapes are present during the coarsening process towards full phase separation. In particular, in the time regime in which dynamical scaling is verified, $t > t_s$, we observe small compact clusters of rounded shapes and large fractal clusters coexisting (see also Fig. 5 of the main text). The evolution in time of the (un-normalised) cluster mass distribution in a system with $Pe = 100$ is reported in the right inset in Fig. 1 of the main text, where the plot x-axis is limited to only relatively small masses (similar results can be obtained at other values of $Pe$.) Here we analyze the mass and gyration radius distributions on much larger scales, showing that the form of these distributions is compatible with the presence of two separate length scales linked to the two types of clusters with different fractal dimensions.

First of all, in Fig. SM3(a) and (b) we show the histograms $N(R_g)$. The radius of gyration of the $\alpha$ cluster is computed as

$$R_g^\alpha = \sqrt{\frac{m}{M_\alpha} \sum_{i=1}^{M_\alpha} (r_i^\alpha - r_{cm}^\alpha)^2}.$$  

($SM2$)

$M_\alpha/m$ is the number of particles in the $\alpha$th cluster and $r_{cm}^\alpha$ is the center of mass of the same cluster. In (a) we see how the histograms get wider at longer times. After entering the scaling regime at $t_s \sim 300$, the data flatten, and even develop a shallow minimum, for small $R_g$. This suggests that the seeming plateau in $N(M)$ in Fig. 1 of the main text is just the beginning of a second slower regime, as confirmed in panels (c) and (d). The global average $R_g$ at
FIG. SM3: Radius of gyration and mass distributions in an active system at Pe = 100 and φ = 0.5. $t_s \sim 300$ is approximately the beginning of the scaling regime for these parameters. (a) Histogram of the radius of gyration for all clusters at several times within the scaling regime. The arrows indicate the global averages. Here and in the other panels the gray regions are excluded by the cut-off $M > 25$ that we imposed on the size of the clusters taken into account. (b) The data at time $t = 500$ together with a fit to a Weibull form $N(R_g) = R_g^{k-1}e^{-(R_g/R_g^*)^k}$ with $k = 1.45$ which we will interpret as the fractal dimension of large clusters, and $R_g^* \sim 16$, which is very close to the average $R_g$ at this time shown with a vertical dashed blue line. (c) Histogram of the cluster masses at the same times as in (a). The arrows indicate the global averages. (d) Fit of the histogram of clusters masses at $t = 500$ with a Weibull distribution with $k = 1/d_f = 1/2$, see Eq. (SM4) dashed line describing the regime $M < \bar{M}$, added to a pure exponential (dotted line) describing the regime $M > \bar{M}$. The red curve shows the sum of the two terms, with parameters $c_s = 2377$, $M_s^* = 4.3$, $c_l = 2.7$, and $M_l^* = 2374$ which is very close to $\bar{M} = 2019$. These plots should be compared to the ones in Fig. SM13 where the same distributions for the passive model are studied.

We propose that the distribution of the radii of gyration in the tail of the curve (for large $R_g$) takes the Weibull form

$$N(R_g) \sim R_g^{k-1}e^{-(R_g/R_g^*)^k}. \quad (SM3)$$

with parameter $k$. Figure [SM3]b shows $N(R_g)$ at $t = 500$ together with this fit (done for $R_g > 30$). The value of $R_g^*$ extracted from the fit is very close to the averaged value $\bar{R}_g$. The value of $k$ obtained is 1.45, which is equal to the fractal dimension obtained for large masses $d_f = 1.45$ (see Fig. 5 of the main text). We can thus identify here $k = d_f$. Note that the data at small $R_g$ are not well fitted by this curve, as they have a different fractal dimension $d_f^* = 2$, and potentially follow a different law. At the same time, $N(R_g)$ is not well suited to see which law is followed for small masses, as the latter are represented by few points. Instead, we show below that the $N(M)$ distribution is
better suited for the purpose and allows us to better identify the complete functional form which includes both small and large masses.

In order to obtain a functional form of the mass distribution $N(M)$ that works for both small and large masses, we can start from the functional form of the radii distribution expected for each case, and transform them separately in the relative mass distribution using the relation $M \sim R_{g}^{d_{f}}$, with the fractal dimension being either $d_{f}^{s}$ or $d_{f}^{l}$ depending on the case. For large masses, we can use Eq. (SM3), which correspond to an exponential mass distribution $e^{-M/M_{*}^{l}}$. For small masses, we find that the best function is an exponential $e^{-R_{g}^{s}/R_{*}^{s}}$, which correspond to a Weibull distribution for the masses. Thus, the total mass distribution is given by a superposition of the two following forms:

$$N(M) \sim c_{s} M^{(1/d_{f}^{s}-1)} e^{-(M/M_{*}^{s})^{1/d_{f}^{s}}} + c_{l} e^{-(M/M_{*}^{l})}.$$  \hspace{1cm} (SM4)

The two constants $c_{s}$ and $c_{l}$ and the two masses $M_{*}^{s}$ and $M_{*}^{l}$ are left as free parameters of the fit. As shown in Fig. (SM3)(d), the distribution form is fully consistent with the histogram of the cluster masses. The values of $M_{*}^{s}$ and $M_{*}^{l}$ returned from the fit are reasonable and the latter is compatible with the full average $M$. Note that this procedure is strictly valid only if the distribution is defined piecewise over two disjoint intervals of $R_{g}$, $[0 : R_{<}]$ and $[R_{>} : \infty]$, with $R_{<} < R_{>}$. Given the large separation between the average masses for the two types of clusters and the consistency of the fit, we believe that applying the transformations separately (and not writing theta functions explicitly) is a good approximation.

The abundance of the two species of clusters, fractal and compact, over the time evolution of the system is reported in Table I.

| time | $(M > M)$ | $(M < M)$ |
|------|----------|----------|
| 10   | 0.375    | 0.625    |
| 30   | 0.350    | 0.650    |
| 50   | 0.343    | 0.657    |
| 100  | 0.337    | 0.662    |
| 300  | 0.378    | 0.622    |
| 500  | 0.371    | 0.629    |
| 600  | 0.361    | 0.639    |
| 800  | 0.350    | 0.650    |
| 1000 | 0.353    | 0.648    |
| 3000 | 0.340    | 0.660    |

**TABLE I:** Details on the cluster mass (and radius of gyration) histograms. We show the fraction of clusters belonging to the two families identified according to the value of their fractal dimension.

Finite-size clusters have been observed in experiments of active Janus colloids in [34], in a segregated steady state where the dynamics proceeds through an aggregation-fragmentation process involving only single particles. Clusters are small compact objects of regular shape, while the formation of large aggregates is suppressed in the regime of activity considered in this experiment. Therefore, a second length scale is not present and a single exponential distribution was measured. Other systems of non scalar active particles where MIPS is arrested, are characterized by a different cluster size distribution. For instance, in [35] and [52] systems of aligning and chiral active particles were analyzed and a truncated power law was observed for the cluster size distribution in the stationary regime. From a comparison with our results, we conclude that both alignment and intrinsic torque (present in these systems but not in ours) promote a broad spectrum of lengths for the cluster sizes, rather than a single well defined one.

### C3. Clusters’ diffusion coefficient

We describe in this Section the method that we employed to estimate the diffusion coefficient of the clusters, from the trajectories of their centers of mass.

Compared to single particles, clusters undergo larger mass fluctuations over their evolution, which can result in jumps in the clusters displacements. For this reason, as already mentioned in the SM Sec. 1, we follow clusters only if their mass fluctuation after the time evolution $t + \delta t$ is within 10% of the mass at the time $t$.

After obtaining a set of trajectories $r_{cm}^{\alpha}$ for the center of mass of each cluster $\alpha$, with average mass $M_{\alpha}$ (over the
FIG. SM4: **Clusters’ diffusion coefficient.** Analysis of the diffusion coefficient of the centers of mass of the clusters extracted from the bulk. (a) Scatter plot of the individual diffusion coefficient and the associated average mass over the trajectory. (b) Distribution of the diffusion coefficients of a cluster started with the same initial condition and evolved independently in different runs that give rise to the histograms. The parameters are the same as in other figures, $Pe = 100$ and $\phi = 0.5$.

trajectory), we extract an estimate of the diffusion coefficient via the formula:

$$D_a = \frac{1}{2Nd} \sum_{k=0}^{N} \frac{(r_{cm}^a(t_k) - r_{cm}^a(t_0))^2}{(t_k - t_0)},$$  \hspace{1cm} (SM5)

where $t_i$ are the discretized times, with the initial time of the cluster’s trajectory being $t = t_0$, and the sum extended up to the last time $t = t_N$. In this way we obtain a set of $D_a$ with associated mass $M_a$. We can then bin appropriately the range of masses, and for each bin compute the average value of the diffusion coefficient, obtaining the diffusion coefficient of the clusters $D$ as a function of the mass $M$. For clusters tracked in the whole system (Fig. 2 of the main text), the average values of $D$ are computed by a logarithmic binning of the respective masses, while for isolated clusters, we average over several independent realizations of the same initial condition.

Figure SM4, left panel, shows the scatter plot (circles) of $D_\alpha$ as a function of $M_\alpha$ for extracted clusters (see main text). The crosses represent the average values of $D$ obtained after binning. The dashed lines correspond to fits of $D(M)$ for $M < 5000$, via $D(M) \sim M^{-1/2}$ (red curve), and for $M > 5000$ via $D(M) \sim M^{-1}$ (black). Figure SM4, right panel, shows the probability distribution of $D$ for some averaged masses given in the key.

C4. **Cluster Displacements**

In this section, we show the probability distribution function of the displacements $\delta r_{cm}^a = r_{cm}^a(t) - r_{cm}^a(t_0)$, with $a = 1, 2$, respectively, the $x$ and $y$ Cartesian components. The displacements are computed by numerical simulation for the c.o.m. trajectory of isolated clusters in the time interval $\delta t = t - t_0$, where, as usual, $t_0$ is the initial time of the tracking. In order to improve the statistics, we gather together the two displacement components, and we compute the cumulative probability distribution function. In the figure, we denote simply as $\delta r_{cm}^a$ these gathered Cartesian displacements.

The results for two initial masses and different time delays are shown in Fig. SM5. Panel (a) displays data for clusters with an averaged mass $M \approx 1050$ that is clusters such that the diffusion coefficient goes as $D \sim M^{-0.5}$. (On average, the cluster’s mass increases a little bit until reaching stationary conditions at a new value in the extraction procedure.) Instead, panel (b) presents data for larger clusters, representative of the $D \sim M^{-1}$ regime. All data are satisfactorily fitted with Gaussian distributions, and we did not find any significant difference between the small and large mass cases. (Some outliers for very large masses may not be sufficiently well sampled.)

These measurements confirm that smaller clusters move, in general, more than larger ones, as demonstrated by the broader distribution of displacements in panel (a) than in panel (b), at equal tracking times.
C5. Forces on individual clusters

Each cluster is subject to a net potential force, a net active force, and a total torque. The total potential force vanishes identically due to the action-reaction principle. The total active force, instead, does not. It is the vectorial sum of the individual active forces and equals $F = F_{\text{act}} \sum_{i=1}^{M/m} \mathbf{n}_i$. Its temporal correlations are shown in Fig. SM6(a) for clusters extracted from the bulk, and for all masses studied they decay exponentially, with a characteristic time $\approx \tau_p$, that is of the order of the persistence time of the single active particle. At equal times $F^2 = \langle F^2(0) \rangle = F_{\text{act}}^2 \left[ \sum_{i=1}^{M/m} \langle \mathbf{n}_i^2(0) \rangle + \sum_{i \neq j} \langle \mathbf{n}_i(0) \cdot \mathbf{n}_j(0) \rangle \right]$ and, assuming that the $\mathbf{n}_i(0)$ have independently identically distributed (i.i.d.) random components, $F^2 \sim (M/m) F_{\text{act}}^2 (1 + \zeta)$. The measurement on clusters extracted from the bulk is in good agreement with this assumption, with $\zeta \approx 0.05$, see Fig. SM6(b).

However, the active forces are correlated and the components of the $\mathbf{n}_i(0)$ are not i.i.d.. This is proven by the pdf of the angle $\varphi$ between $\mathbf{n}_i$ and $\mathbf{F}$, which is shown in Fig. SM6(c) as measured in clusters with four different masses extracted from the bulk. These pdfs are not flat, on the contrary, they are well described by the function

$$P(\varphi) = b/(2\pi\sigma^2)^{1/2} e^{-(\varphi-\varphi_0)^2/\sigma^2} + (1-b)/(2\pi) ,$$

with $b, \sigma, \varphi_0$ fitting parameters. The red dashed red line shows one such fit for the data for the largest cluster mass. The extra weight close to $\varphi = 0$ is more pronounced for the smaller clusters. The particles contributing to the peak
are the ones for which the active forces point along the direction of motion, and hence ‘push’ the cluster. As the configuration in the inset in Fig. SM6(d) exemplifies, in this case these particles are situated at the left boundary and their forces have a preference to point right, the direction of motion. Quite typically, the particles with a correlated direction of the active force are situated at the boundaries of the clusters.

Finally, the total torques exerted on the clusters are negligible. The distribution of the ratio between the torque acting on an extracted cluster and its radius of gyration is plotted in Fig. SM6(d). We see that for the two Pe values show, the distributions fall off to zero quite rapidly. This measurement is consistent with the fact that we do not see the clusters rotate significantly.

C6. Distributions of mass variations

We now analyze in more detail the mass variation distributions shown in Fig. 4 for the active case at Pe = 100.

First, we show in Fig. SM7 an illustrative representation of the result of the tracking of clusters, as identified with the algorithm described in Sec. A2. At a given time, each grey band represents, with its width, the mass of one cluster. Moving from one time to the next one, two bands can merge, which corresponds to a coalescence event, or one band can divide into several ones, which corresponds to a breaking event. The cases in which the bands evolve smoothly, isolated from the rest, correspond to clusters which evolve on their own, and they gain or lose mass only through evaporation or condensation of a small number of particles, i.e., Ostwald Ripening.

![Tracking of clusters](image)

**FIG. SM7: Tracking of clusters** Graphical representation of the cluster mass evolution in the active system with Pe = 100, as identified by the tracking algorithm. See the text for a detailed description.

We now focus on the variation of mass distributions of clusters undergoing merging and breaking events, that we identify as those with $|\Delta M| \geq 100$. In Fig. SM8(a) we show the mass distributions $P(M_t)$ and $P(M_{t+\delta t})$ for $t = 10^3$, the starting time of the tracking that we choose to be roughly at the beginning of the scaling regime for the corresponding Pe, and $\delta t = 10 \ll t$. We select a relatively short $\delta t$ to be able to identify the fate of each cluster correctly. Since the time delay $\delta t$ is very short compared to $t$, the two distributions are practically identical $P(M_t) \sim P(M_{t+\delta t})$. They both have a tail that can be well approximated by an exponential decay, as proved in Fig. SM3 and its discussion.
The probability distribution \( P_{\Delta M}(\Delta M) \) of the new random variable \( \Delta M = M_{t+\delta t} - M_t \), reads
\[
P_{\Delta M}(\Delta M) = \int dM_t \int dM_{t+\delta t} P(M_{t+\delta t}, M_t) \delta(\Delta M - M_{t+\delta t} + M_t) \\
\sim \int dM_t \int dM_{t+\delta t} P(M_{t+\delta t}) P(M_t) \delta(\Delta M - M_{t+\delta t} + M_t) \\
= \int dM_t \, P(\Delta M + M_t) P(M_t)
\]  
(SM7)
and it just the convolution of the probability density functions of the masses at the two times, if the variables are independent, the assumption used in the second line. If we further use, for the tails, \( P(M_{t+\delta t}) \sim e^{-M_{t+\delta t}/M_t} \sim e^{-M_{t+\delta t}/\overline{M}_t} \) valid for \( M_{t+\delta t} > 100 \), and similarly for \( P(M_t) \), the convolution yields another exponential
\[
P_{\Delta M}(\Delta M) \sim e^{-\Delta M/M_t}.
\]  
(SM8)

In Fig. SM8(a) and (c) we show the probability distribution functions of the masses \( M_t \) and \( M_{t+\delta t} \) at \( t = 10^3 \) and \( t = 8 \times 10^3 \), respectively. In panels (b) and (d) we compare the probability distribution of \( \Delta M \) sampled directly with the algorithm and the outcome of Eq. (SM7) using the full \( P(M_t) \) at the corresponding time \( t \). The agreement is very good on the full decaying tails, and even the small \( \Delta M \) regime are rather well captured with this approximation.

D. SINGLE ACTIVE CLUSTER

In this Section we study the simplest possible model for a cluster. We ignore the interaction between the cluster and its environment (gas or other clusters) and we keep the number of particles in the cluster fixed. Furthermore, for the sake of simplicity, we consider that the cluster is made of individual Active Ornstein-Uhlenbeck Particles (AOUPs) ruled by the evolution equation
\[
m \dot{v} = -\gamma v + u_{\text{act}} + \xi,
\]  
(SM9)
where \( \xi \) is a Gaussian white noise with zero mean and \( a, b = 1, d = 2 \) component correlations
\[
\langle \xi_a(t)\xi_b(t') \rangle = 2\gamma k_B T \delta_{ab} \delta(t - t')
\]  
(SM10)

\( u_{\text{act}} \) is the active force, modelled as a colored Gaussian noise, described by the equation
\[
u_{\text{act}} = -\frac{1}{\tau_p} u_{\text{act}} + \eta,
\]  
(SM11)
with $\tau_p$ the persistence time and the components $\eta_a$ correlated as

$$\langle \eta_a(t)\eta_b(t') \rangle = \frac{F^{2}_{\text{act}}}{\tau_p} \delta_{ab} \delta(t-t'). \quad (\text{SM12})$$

In order to facilitate checks of the expressions we find, we recall that naming $m$, $L$ and $t$ the units of mass, length and time, the other parameter units are such that $[m] = [m]$, $[L/t^2] = [\gamma]/[t] \implies [m/\gamma] = t$. Also, $mL/t^2 = \eta_{\text{act}} = [\xi]$ and $[u_{\text{act}}]/t = [\eta]$. From the noise correlations $[\xi_i^2] = [\gamma k_B T]/t$, which implies $m^2L^2/t^4 = [\gamma k_B T]/t$. With these units, we find $[k_B T] = mL^2/t^2$, which is consistent. We also have $[\eta] = [F_{\text{act}}]/t$. Therefore, $[\eta_{\text{act}}] = [F_{\text{act}}]$, as it should.

Let’s consider a cluster with mass $M$ formed by $M/m$ such AOPUs. Summing up Eq. (SM9) over the particles $i = 1, \ldots, M/m$ in the cluster $C$, and introducing the quantities

$$r_{\text{cm}} = \frac{1}{M} \sum_{i \in C} m r_i, \quad v_{\text{cm}} = \frac{1}{M} \sum_{i \in C} m v_i, \quad (\text{SM13})$$

the equation of motion of the center of mass becomes

$$\dot{v}_{\text{cm}} = -\frac{\gamma}{m} v_{\text{cm}} + \frac{1}{M} F + \frac{1}{M} \Xi, \quad (\text{SM14})$$

where $U = \sum_{i \in C} u_{\text{act}i}$ and $\Xi = \sum_{i \in C} \xi_i$. The solution is

$$v_{\text{cm}}(t) = v_{\text{cm}}(0) e^{-\gamma t/m} + \frac{1}{M} \int_0^t dt_1 e^{-(t-t_1)\gamma/m} F(t_1) + \frac{1}{M} \int_0^t dt_1 e^{-(t-t_1)\gamma/m} \Xi(t_1). \quad (\text{SM15})$$

We already see from this expression that the relaxation time of the center of mass velocity, the inertial time, is the same as the one of a single particle, $m/\gamma$. The short time decay of $\langle v^2(t) \rangle$ in Fig. (SM9) confirms that this is also the inertial time in the simulation of the ABP clusters extracted from the bulk.

We want to compare properties of this model to their equivalent in the simulations of the ABP clusters. In the latter, we measure the total active force correlation

$$\langle F(t) \cdot F(t') \rangle = 2F^2 e^{-|t-t'|/\tau_p}, \quad (\text{SM16})$$

see Fig. (SM6a). The total active force correlation in the ABP clusters decays exponentially with a correlation time $\tau_p$, which turns out to be, numerically, of the order of the individual $\tau_p$ itself, see Fig. 4(a) in the main text.

The force-force correlation can be expressed in terms of single force correlations as

$$F^2 \equiv \langle F^2_{\text{act}}(0) \rangle = \left(\frac{M}{m}\right)^2 \sum_{i=1}^{M/m} \langle n_i^2(0) \rangle + \sum_{i \neq j}^{M/m} \langle n_i(0) \cdot n_j(0) \rangle. \quad (\text{SM17})$$

If one assumes that each particle in the cluster is independent of the others, and that the $n_i$ assume random directions,

$$F^2 \sim \frac{M}{m} F^2 (1 + \zeta). \quad (\text{SM18})$$

The $M/m$ dependence represents the data quite accurately, Fig. (SM6b), with $\zeta$ a number of order one which, actually, takes a quite small value $\zeta \sim 0.05$. However, we also know that this would be an over simplification, given that we observe special alignment of the forces on the boundaries of the clusters, from time to time, see the inset in Fig. (SM6d). This form gives an idea of the parameter dependence of $F^2$ which we will adopt in this Section.

Going back to the simple model, the individual noises are truly independent variables and the correlation of the total noise term reads

$$\langle \Xi(t) \cdot \Xi(t') \rangle = \sum_{i \in C} \sum_{j \in C} \sum_{a=1}^{d} \langle \xi_i^{a}(t)\xi_j^{a}(t') \rangle = \sum_{ij} \delta_{ij} 2dk_BT\gamma \delta(t-t') = \frac{M}{m} 4k_BT\gamma \delta(t-t'). \quad (\text{SM19})$$

Using the results for the active force and noise correlations, the two-time velocity correlation becomes

$$\langle v_{\text{cm}}(t) \cdot v_{\text{cm}}(t') \rangle = v_{\text{cm}}^2(0) e^{-\gamma/m(t+t')} \left[ \frac{M}{m} F^2 \left( e^{-\gamma/m(t+t')} - e^{-\gamma/m(t-t')} \right) + \left( e^{-\gamma/m(t+t')} + e^{-\gamma/m(t-t')} \right) \right] + \frac{2k_BT}{M} \left( e^{-\gamma/m(t+t')} - e^{-\gamma/m(t-t')} \right). \quad (\text{SM20})$$
At equal times

\[
\left\langle v_{\text{cm}}^2(t) \right\rangle = v_{\text{cm}}^2(0) \ e^{-2\gamma/m \ t} \\
+ \frac{2F^2}{M^2} \left( \frac{\gamma}{m} \right)^2 \left( 1 - e^{-2\gamma/m \ t} \right) + \frac{1}{\gamma T_p} \left( 1 + e^{-2\gamma/m \ t} - 2e^{-t(1/T_p+\gamma/m)} \right) \\
+ \frac{2k_B T}{M} \left( 1 - e^{-2\gamma/m \ t} \right).
\]

(SM21)

Consistently, one finds \( \left\langle v_{\text{cm}}^2(0) \right\rangle = v_{\text{cm}}^2(0) \). In the long time limit, \( t \gg m/\gamma \),

\[
\left\langle v_{\text{cm}}^2(t) \right\rangle \xrightarrow{t \gg m/\gamma} \frac{2F^2}{\gamma^2} \frac{m^2}{M^2} \frac{\gamma T_p}{\gamma T_p + m} + \frac{2k_B T}{M}.
\]

(SM22)

If we now use the parameter dependencies of \( F^2 \) and \( T_p \) estimated numerically from the simulations of the ABP model,

\[
\left\langle v_{\text{cm}}^2(t) \right\rangle \xrightarrow{t \gg m/\gamma} 2 \left( 1 + \frac{\gamma F_{\text{act}}^2}{\gamma T_p} \right) \frac{m}{M} \frac{\tau_p}{\gamma T_p + m} + \frac{2k_B T}{M}.
\]

(SM23)

In practice \( \tau_p \gg m/\gamma \) and the last factor in the first term is very close to one. Moreover, \( \zeta \) turns out to be much smaller than one. Thus,

\[
\left\langle v_{\text{cm}}^2(\infty) \right\rangle = \lim_{t \gg m/\gamma} \left\langle v_{\text{cm}}^2(t) \right\rangle \sim \frac{2F_{\text{act}}^2}{\gamma^2} \frac{m}{M} \frac{\tau_p}{\gamma T_p + m} + \frac{2k_B T}{M}.
\]

(SM24)

### FIG. SM9:

**Comparison between the simple model and the simulations of ABP clusters extracted from the bulk.** (a) Squared center of mass velocity of the cluster, with an initial velocity term \( v_{\text{cm}}(0) = 5 \). Both the first ballistic regime with the single particle characteristic time \( m/\gamma \) and the plateau proportional to \( F_{\text{act}}^2/M^2 \) at large times are present. The horizontal dashed line represents the typical velocity of the single active particles for the same parameters \( (F_{\text{act}}/\gamma)^2 \). (b) The asymptotic value \( \lim_{t \to \infty} \left\langle v_{\text{cm}}^2(t) \right\rangle \) as a function of the cluster mass, together with the law \( M^{-1} \). (c) Distribution of the center of mass velocities \( v_{\text{cm}} \) along the two Cartesian directions at a fixed tracking time for different clusters’ masses. The solid lines are fits with Gaussian distributions. Their width is related to the clusters kinetic temperature.

From this analysis we conclude that the equal time center of mass velocity correlation decays over a short timescale related to the inertia of the single active particles and, at longer times, it reaches a plateau which is inversely proportional to the cluster mass. This behavior is confronted to simulations of single clusters extracted from the bulk in Fig. SM9. In panel (a) we plot the full \( \left\langle v_{\text{cm}}^2(t) \right\rangle \) for three cluster masses, all of them in the range in which the measured diffusion coefficient decays as \( M^{-1/2} \). The solid lines represent the full analytic expression in Eq. SM22. In panel (b) we plot the asymptotic value \( \lim_{t \to \infty} \left\langle v_{\text{cm}}^2(t) \right\rangle \) as a function of the cluster mass including more mass values, together with the law \( M^{-1} \). The predictions of the model for this instantaneous measurement are clearly confirmed. In panel (c) we show the probability density function of the \( x \) and \( y \) components of the velocity of the center of mass of the clusters, which we gathered together and simply denoted as \( v_{\text{cm}}^a \), for different values of the clusters’ masses. The distributions are well-fitted by zero-mean Gaussians with a variance that decreases with the mass.
Within the same model, the cluster diffusion coefficient at long times $t' \gg m/\gamma$, and for $\tau_p \gg m/\gamma$, is
\[
D = \frac{m^2}{M^2} \frac{F^2}{\gamma^2} T_p + \frac{k_B T}{\gamma} \frac{m}{M} = \left[ (1 + \zeta) \frac{F^2}{\gamma^2} T_p + \frac{k_B T}{\gamma} \right] \frac{m}{M} = \left[ (1 + \zeta) \frac{F^2}{\gamma^2} T_p + \frac{k_B T m}{M} \right].
\] (SM25)

As a consistency check we verify that the units are right. The ones of the last term are clearly correct. The ones of the first term $[D] = [F^2/\gamma^2] [T_p] = [u^2_{\text{act}}/\gamma^2] t = (mL/t^2)/\gamma^2 (mL/t^2) t = L^2/t$ are also correct. In the limit $m = M$, $\zeta = 0$, one recovers the familiar result for AOUPs and, in the $F_{\text{act}} = 0$ case. The more correlated the active forces (higher $\zeta$) the larger the diffusion coefficient.

We note that this simple model predicts a $M^{-1}$ dependence of the diffusion coefficient. This is not what we observe for the clusters in the bulk, nor for the extracted clusters of not too large mass. The $M^{-1}$ dependence is, asymptotically, what is measured for the sufficiently large extracted ones, see Figs. 2 and 3 in the main text. Therefore, the simple model does not capture the parameter dependence of quantities related to delayed measurements like, for example, the diffusion coefficient. We ascribe this mismatch to two reasons. On the one hand, the masses of the active clusters are not fixed and suffer from rather large fluctuations during their evolution. This is due to exchanges with the surrounding gas and clusters and also break-up events. The latter are exhibited, for example, in Fig. 3 of the main text and movie M4. On the other hand, the gas made of active particles themselves is not just the same as an equilibrium one at an effective temperature. This was recently studied in [39] where the motion of a passive tracer immersed in an active dilute bath was analyzed in detail and similar crossover from an equilibrium one at an effective temperature. This was recently studied in [39] where the motion of a passive tracer

\[ D = \frac{m^2}{M^2} \frac{F^2}{\gamma^2} T_p + \frac{k_B T}{\gamma} \frac{m}{M} = \left[ (1 + \zeta) \frac{F^2}{\gamma^2} T_p + \frac{k_B T m}{M} \right]. \] (SM25)

\[ \frac{\gamma}{\gamma} \frac{m^2}{M^2} \frac{F^2}{\gamma^2} T_p + \frac{k_B T}{\gamma} \frac{m}{M} = \left[ (1 + \zeta) \frac{F^2}{\gamma^2} T_p + \frac{k_B T m}{M} \right]. \] (SM25)

\[ \frac{\gamma}{\gamma} \frac{m^2}{M^2} \frac{F^2}{\gamma^2} T_p + \frac{k_B T}{\gamma} \frac{m}{M} = \left[ (1 + \zeta) \frac{F^2}{\gamma^2} T_p + \frac{k_B T m}{M} \right]. \] (SM25)

\[ \frac{\gamma}{\gamma} \frac{m^2}{M^2} \frac{F^2}{\gamma^2} T_p + \frac{k_B T}{\gamma} \frac{m}{M} = \left[ (1 + \zeta) \frac{F^2}{\gamma^2} T_p + \frac{k_B T m}{M} \right]. \] (SM25)

E. THE PASSIVE ATTRACTIVE CASE

In order to better understand the similarities and differences between active and passive phase separation we simulated a system of passive particles (Pe = 0) interacting via the same Mie potential $U(r) = 4\varepsilon[(\sigma/r)^6 - (\sigma/r)^2] + \varepsilon$ though with no truncation at $r = \sigma$ (used in the body of the paper to make it purely repulsive). With its tail, at long distances the particles feel an attractive interaction. We chose the density ($\phi = 0.50$) and temperature ($T = 0.30$), such that the passive attractive system has a liquid-gas co-existence similar to the MIPS phenomenology of the ABPs.

Figure [SM10] summarizes the main features of the phase separation in the attractive case. Panels (a) and (b) display the cluster averaged radius of gyration $R_g$ and mass $M$ as functions of time, together with two dashed lines that indicate the fitted powers in the last reachable regime. For the sake of comparison, in (c) we plot the growing length as extracted from the scaling properties of the structure factor. In both cases we see that the system enters the scaling regime at $t_s \sim 5 \times 10^3$, considerably later than in the active model. From the cluster analysis we read $R_g \sim t^{1/2}$ with $z \sim 4$, which is still far from the expected $z = 3$. A similar $z \sim 4$ exponent was measured in [53] in a numerical simulation of depletion driven colloidal phase separation. The study of the structure factor yields an exponent $z$ closer to $z = 3$ but still not quite it. We note that the system could still be exploring a transient regime, before the asymptotic scaling one. Nevertheless, the times needed to reach the latter are out of our computational reach for the relatively high densities that we use here in order to compare to the active case. We note that even in the ferromagnetic Ising model with conserved Kawasaki (local spin exchange) dynamics, a problem with coarsening dynamics surely characterized by a growing length $R \sim t^{1/3}$, this asymptotic regime is very difficult to reach [54].

The molecular dynamic simulation of particle systems present even further complications [55].

The scatter plot in (d), $M^* = M/M\bar{m}$ against $R_g^* = R_g/R_g\bar{m}$ in log-log scale, is well described by a bi-fractal form, with the exponents $d_f = 2$ and $d_f \approx 1.25$. We note, however, that the extent of points over which we can apply a fit to the second fractal regime is shorter than in the active case and the spread of data is a bit larger. Though this exponent is smaller than the 1.45 found for ABP clusters, we cannot assure that it will be the truly asymptotic one. Therefore, as in the ABP case, we see small regular clusters with fractal dimension equal to the dimension of space and a crossover, at the averaged scale ($R_g, M\bar{m}$), to fractal clusters with a smaller fractal dimension. This could be confirmed directly by a visual inspection of the configuration, with an example reported in Fig. [SM11(a)].

A fractal exponent $d_f = 1.45$ was measured in [44] in the cluster analysis of a passive Lennard-Jones system, and in one of the several active models treated in [50] in its steady state. In these references, no separation of scales was exhibited, and no bi-fractal structure was shown to exist.

Clusters formed in the passive system have a similar but much more regular shape than the ones formed by MIPS, which are shown in Fig. [SM11(b)]. They are much slower, notably the time needed to enter the scaling regime is around 50 times longer for these parameters, and this is confirmed by the analysis of the diffusion coefficient in the
FIG. SM10: **Dynamic behaviour of the attractive passive model.** Time dependence of the averaged cluster radius of gyration in the left scale and the number of clusters in the right scale (a), the averaged clusters mass (b), the growing length estimated from the scaling properties of the structure factor (c), and the scatter plot of $M^*=M/\overline{M}$ against $R_g^*=R_g/\overline{R}_g$ (d). See the text for a description of the plots.

main text (cfr. Fig. 3). In particular, their movement is mainly due to fluctuations on the surface of the cluster, from individual particles leaving/joining the clusters, rather than the active force pushing/breaking the cluster.

A direct comparison of the motion of the clusters in the ABP systems and the passive one is reported in Fig. SM12 where we confront the evolution of clusters taken out of the full system, and set in contact with a gas that mimics their conditions in the bulk. In particular, in Fig. SM12 a)-(d), the time evolution of a single ABPs cluster is shown for $Pe = 100$. One can see that the evolution is characterized by dramatic fluctuations in shape and mass. In general, due to the non-attractive nature of the clustering, breaking events are frequent. In panels (e)-(h), a cluster of attractive particles ($Pe = 0$) of comparable size and mass, is shown. In this case, the structure of the cluster remains the same along the time evolution and, in general, the cluster is stable, there are no grain boundaries inside and dramatic breaking is extremely rare. The movies M3 and M4 illustrate these issues very clearly.

Figure SM13 displays the probability distribution of cluster sizes in the passive attractive model. These curves are very different from the ones we measured in the active system, shown above (see Fig. SM3). In particular, in the scaling regime, after a very fast exponential decay of the weight of small clusters, the distribution has a clear minimum followed by a maximum at two well-defined sizes. For even larger clusters, the decay is close to exponential again. The non-monotonic form of $N(R_g)$ excludes a double exponential as a possible description of it.

The corresponding histograms of the cluster masses are displayed in the right panel of the same figure. One can verify that they also show differences with the active cluster mass distributions plotted in Fig. SM3. The arrows indicate the average values $\overline{M}$. While here one clearly distinguishes the minimum-maximum structure, in the active model this is replaced by a plateau in the same double log representation.

An interesting question now comes to mind: how do these distributions compare to the ones of the same quantities in the active model? In Fig. SM14 (a) we plot the number of radii of gyration in the two systems at the same time while in Fig. SM14 (b) we plot the same numbers at times such that the averaged $R_g$ are the same, and is indicated
FIG. SM11: **Comparison between the configurations of the passive attractive model and the active one.** Snapshots taken from simulations of (a) the passive attractive system described in this section ($\phi = 0.5$ and $T = 0.3$) and (b) the ABPs system described in the main text, with $\phi = 0.5$, $T = 0.05$ and $Pe = 100$. Both configurations have the same averaged cluster mass $M$. The average size of the clusters is shown with a line on top of the right panel. Fractal clusters are colored in gray ($d_f \approx 1.25$) and regular ones in blue ($d_f = 2$). Circles with center at the c.o.m. and radius equal to the gyration radius of some of the biggest clusters are also shown, to underscore how fractal clusters are far from having a compact shape. The movies M2 and M3 display the evolution of these systems.

FIG. SM12: **Comparison between the motion of active and passive isolated clusters.** Snapshots of (a)-(d) display an isolated cluster of ABPs with $Pe = 100$, and (e)-(h) an isolated cluster of passive ($Pe = 0$) attractive particles at the different times indicated in the figures. The trajectory of the center of mass of the clusters is represented by a red line. Note the different time scale at which the different snapshots were taken in both cases, clearly showing that the active cluster moves at much smaller time scales than the passive one (which in the time scale shown barely moves at all). A comparison between the histories of the two clusters is also exposed by the movie M4.

by the vertical dashed line. In both figures the tail of the active case is longer and higher than in the passive case, proving that the active system has more fractal clusters.

Finally, while in the active case we see that large clusters are formed by smaller patches with different orientational order, in the passive case the dense clusters have a uniform orientational order. These facts can be observed in
FIG. SM13: The distribution of cluster sizes in the passive attractive model, at different times given in the key. The gray regions are excluded by the cut-off $M > 25$ imposed on the size of the clusters. The data points plotted in violet scale are for very short times, well before the scaling regime, $t \ll t_s$. The data points in red-dark orange are for times in the intermediate regime of rapid increase of $R_g$. Finally, the two last sets of data (orange) are in the scaling regime, $t > t_s$. The vertical arrows in (b) indicate the averaged values.

FIG. SM14: The distribution of cluster radii of gyration in the active and passive models. In (a) data are taken at the same time $t$, while in (b) they were gathered at different times such that $R_g$ is the same. The color of the data points is given by the active or passive character of the system and is the same in the two panels. The vertical dashed line in (b) indicates the averaged $R_g$ which is the same in the two systems.

Fig. SM15 where we plot the same configurations of Fig. SM11 using different colors for different orientational orders, as quantified by the local hexatic order parameter,

$$\psi_i = \frac{1}{nn_i} \sum_{j \in \partial_i} e^{i \theta_{ij}}$$  \hspace{1cm} (SM26)

where the sum runs over the $nn_i$ first neighbors of the $i$th particle defined via a Voronoi tessellation, and $\theta_{ij}$ is the angle formed by the segment that connects the center of the $i$th disk with the one of its $j$th nearest neighbor and the horizontal axis.

Video M4 illustrates what is going on in phase separation of the passive attractive system. On the one hand, some small clusters evaporate and single particles from the gas get attracted to larger ones, according to the Ostwald ripening mechanism. On the other hand, there is some cluster aggregation. However, differently to what happens in the active case, here the clusters collide, detach and rotate a little bit, until they join in such a way that the whole new cluster gets a global homogeneous hexatic order. Some examples of these processes are clearly seen in the video. The larger clusters thus formed are elongated and therefore have a rather small fractal dimension. In the course of
time, if not hit by another cluster, they will progressively get more round shaped.

![Local hexatic order](image1)

**FIG. SM15: Local hexatic order.** Same configurations as in Fig. SM11 but with particles colored according to the value of the projection of the local hexatic order parameter over the global average, see [18] for details. In the attractive passive case, clusters are formed by single hexatic domains, while in the active case, large clusters exhibit a micro-separation in smaller hexatic patches [17].

We finally stress that in the passive system the time tracking of clusters, as described in Sec. , lasts much longer than in the active one. This is due to the fact that the passive clusters are much more stable than the active ones and there are less collisions in the former than in the latter case. This statement can be made quantitative by studying the distribution of end-times $t_e$. The end-times are the times at which tracking stops, according to the criterium explained in Sec. A2. It is quite clear from Fig. SM16 that in the passive model the distribution has a much slower decay.

![Distribution of tracking end-times](image2)

**FIG. SM16: Distribution of tracking end-times $t_e$ for the active and passive models.**

We summarize here the outcome of the comparison between active and passive clusters.

- Clusters of passive attractive particles move more slowly than the active ones: the diffusion constant decays faster with $M$ and its absolute value is around 40 times smaller for the parameters that we focus on (Fig. 3 of the main text).

- The large clusters of active particles have patches with different hexatic order within (micro phase separation under way) while the ones of passive particles are uniform in the computational time scales.
• The distributions of gyration radii and masses are different in active and passive systems.

• In the passive attractive case we see mostly evaporation of small clusters and single particle attachment to larger clusters (Ostwald ripening). There is, though, some collision of rounded clusters that gives rise to very elongated clusters with rather low $d_f$.

• In the active model we see more merging of clusters and less evaporation. In a sense the ordering process is closer to a Smoluchowski diffusion-aggregation one.

• The clusters interfaces are much rougher in the active than in the passive case, where they look pretty smooth.

• In both systems there is co-existence of regular and fractal clusters. For times such that the averaged cluster sizes are the same, the regular ones are more numerous than the fractal (by a factor 3, approximately).