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Abstract

In this paper, we present an open-source, automated, and multi-faceted computational-statistical platform to obtain synthetic homogeneous isotropic turbulent flow and passive scalar transport. A parallel implementation of the well-known pseudo-spectral method in addition to the comprehensive record of the statistical and small-scale quantities of the turbulent transport are offered for executing on distributed memory CPU-based supercomputers. The user-friendly workflow and easy-to-run design of the developed package is disclosed through an extensive and step-by-step example. The resulting low- and high-order statistical records vividly verify well-established and fully-developed turbulent state as well as the seamless statistical balance of conservation laws. Post-processing tools provided in this platform would let the user to readily construct multiple important transport quantities from the primitive turbulent fields.
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1. Motivation and Significance

Developing an open-source, sustainable, portably parallel, and integrated computational-statistical platform with high-order spatial and temporal accuracy provides a useful academic ground for better understanding of complex standard to anomalous turbulent transport across a multitude of scales [1]. Moreover, from the educational point of view, developing such a user-friendly scientific software will essentially fill the existing training gap in the subjective trinity, i.e., fluid mechanics, computational fluid dynamics, and turbulent transport; hence, leading to a more cohesive ramp up in training the future generation of researchers in a variety of academic-to-industrial disciplines.

Direct numerical simulation (DNS) of turbulent transport as a rigorous scientific tool is supposed to fully resolve the smallest scales of the motion resulted from the fluctuating fields in spatial domain while maintaining a high-order temporal accuracy as turbulence evolves in time [2]. Among the current open-source computational platforms, Nektar++ [3, 4] (the spectral/hp element method flow software), HERCULIS [5] and Xcompact3D [6] (the high-order finite difference flow solvers), GRINS [7] (the adaptive mesh refinement finite element method software), spectralDNS [8] (the spectral method computational package for DNS), and OpenFOAM [9] are the notable contributions to the DNS of turbulent transport. On the other hand, the random nature of turbulence requires a thorough statistical analysis on the fluctuating fields and their gradients so that one can identify when the realistic and fully-developed turbulent state is obtained in DNS during an ongoing simulation. This necessitates development of a comprehensive computational platform that includes computing and recording of such statistical quantities of turbulent transport as time-series format.

In the current work, our goal is to offer an extensible open-source computational platform that carries out the high-fidelity simulations of homogeneous isotropic turbulence (HIT) for an incompressible flow and also obtains the transport of a passive scalar (temperature or concentration of species) in such flow [10, 11] while it keeps track of statistical quantities of turbulent transport. Here, we numerically solve the incompressible Navier-Stokes (NS) equations in addition to the advection-diffusion (AD) to sufficiently resolve the fluid velocity and passive scalar fields, respectively. Spatial homogeneity of fluctuating fields makes this problem well-suited for pseudo-spectral
implementation of the NS and AD equations based on the Fourier collocation discretization as employed in our work. This computational platform is based upon programming in PYTHON and leveraging MPI library for parallel implementation.

The rest of this paper is organized as follows: in section 2, we describe the details and capabilities of the developed platform as a scientific software and we point out the theoretical backgrounds briefly. Furthermore, in section 3, we go over a comprehensive example illustrating the results of a fully-developed turbulent flow and passive scalar field with proper statistical testing and verification. In section 4, we outline broader impacts of the current work onto the research in turbulent transport. Finally, in section 5, we conclude this paper with a summary and conclusions.

2. Software Description

2.1. Governing Equations

The incompressible HIT considered in the present software is governed by the NS equations

\[
\frac{\partial U}{\partial t} + U \cdot \nabla U = -\nabla p + \nu \Delta U + AU, \tag{1}
\]

subject to the continuity \( \nabla \cdot U = 0 \). In (1), \( U = (U_1, U_2, U_3) \) and \( p \) are the instantaneous velocity and modified pressure (pressure divided by the constant density of fluid) fields in the Cartesian coordinate system \( x = (x_1, x_2, x_3) \), respectively. Moreover, \( \nu \) denotes the dynamic viscosity of the Newtonian fluid, and \( A \) is a dynamically evaluated coefficient corresponding to the artificial forcing scheme we employ in order to obtain statistically stationary and fully-turbulent state. From the Reynolds decomposition of instantaneous velocity field, \( U(x, t) = \langle U(x, t) \rangle + u(x, t) \), where \( \langle \cdot \rangle \) represents the ensemble-averaging operator, and \( u(x, t) \) denotes the fluctuating part of the velocity field. In HIT, \( \langle U(x, t) \rangle = 0 \); therefore, the instantaneous velocity field equals the fluctuating part that is governed by (1). Introducing a passive scalar \( \Phi(x, t) \) transported in the considered fully-developed HIT flow, the AD equation governing the passive scalar concentration may be formulated as

\[
\frac{\partial \Phi}{\partial t} + u \cdot \nabla \Phi = D \Delta \Phi, \tag{2}
\]

where \( D \) denotes the diffusivity of passive scalar. Applying the Reynolds decomposition on the total passive scalar, \( \Phi = \langle \Phi \rangle + \phi \), and \( \phi \) is the fluctuating part of the scalar concentration. Considering a uniform mean gradient for the passive scalar as \( \nabla \langle \Phi \rangle = (0, \beta, 0) \), where \( \beta \) is a constant, the AD equation in (2) is rewritten as

\[
\frac{\partial \phi}{\partial t} + u \cdot \nabla \phi = -\beta u_2 + D \Delta \phi. \tag{3}
\]

2.2. Fourier Pseudo-Spectral Method

Here, we consider spatial homogeneity for the fluctuating velocity and scalar concentration, which allows peri-
equation for passive scalar (3), is written as
\[ \mathbf{u}(x + \mathcal{L} \mathbf{e}_i, t) = \mathbf{u}(x, t), \quad \phi(x + \mathcal{L} \mathbf{e}_i, t) = \phi(x, t), \] (4)
where \( \mathbf{e}_i \), \( i = 1, 2, 3 \), is the unit vector for the \( i \)-th direction of the Cartesian coordinate, and \( \mathcal{L} \) is the periodicity length that defines the spatial domain as \( \Omega = [0, \mathcal{L}]^3 \). Discretizing \( \Omega \) using a uniform three-dimensional grid returns \( N^3 \) grid points with grid spacing along each direction as \( \Delta x = \mathcal{L}/N \). Transforming this discretization into spectral domain let us have a standard pseudo-spectral representation of the governing equations (1) and (3). Subsequently, \( k = (k_1, k_2, k_3) \) represents the coordinate system in the spectral space and using Fourier collocation method the discretized representation of \( k \) would be \( k_i = (-N/2 + 1, \ldots, N/2), \quad i = 1, 2, 3 \). Accordingly, the discrete Fourier transform of any field variable such as \( \phi(x, t) \) is written as
\[ \phi(x, t) = \frac{1}{N^3} \sum_k \phi_k(t) e^{i k \cdot x}, \] (5)
where \( i = \sqrt{-1} \), and \( e^{i k \cdot x} \) are the Fourier basis functions. Subsequently, the Fourier coefficients associated with \( k \) are represented as \( \phi_k(t) = \sum_x \phi(x, t) e^{-i k \cdot x} \). Standard pseudo-spectral formulation of the NS equations based upon the Fourier collocation method is obtained after taking the Fourier transform of (1),
\[ \frac{d\mathbf{u}_k}{dt} + (\mathbf{u} \cdot \nabla)\mathbf{u}_k = -i k \mathbf{\hat{p}}_k - \nu |k|^2 \mathbf{\bar{u}}_k + A \mathbf{\bar{u}}_k, \] (6)
\[ i k \cdot \mathbf{\bar{u}}_k = 0, \]
By taking the divergence of momentum equation in (6) and applying the continuity, modified pressure is explicitly represented in terms of the velocity field. Considering that \( \mathbf{k} \cdot \mathbf{k} = |k|^2 \), one can derive \( \mathbf{\hat{p}}_k = i k \cdot (\mathbf{u} \cdot \nabla)\mathbf{u}_k / |k|^2 \); hence, (6) may be reformulated as
\[ \frac{d\mathbf{\bar{u}}_k}{dt} + (\mathbf{u} \cdot \nabla)\mathbf{u}_k = \frac{k \cdot (\mathbf{u} \cdot \nabla)\mathbf{u}_k}{|k|^2} - \nu |k|^2 \mathbf{\bar{u}}_k + A \mathbf{\bar{u}}_k. \] (7)
Similarly, the pseudo-spectral representation of the AD equation for passive scalar (3), is written as
\[ \frac{d\phi_k}{dt} + (\mathbf{u} \cdot \nabla)\phi_k = -\beta \mathbf{\bar{u}}_k - D |k|^2 \hat{\phi}_k. \] (8)
Employing the fourth-order Runge-Kutta (RK4) scheme, the time-stepping for both NS and AD equations is explicitly done since the nonlinear (advective) terms are evaluated in the physical space and then transformed into the spectral space.

2.3. Software Architecture

The structure of the prepared software is schematically illustrated in Figure 1. According to Figure 1a, a user starts from a pre-processing step, where the isotropic and random velocity initial condition (IC) is constructed based on a prescribed spectrum for turbulent kinetic energy (TKE). The procedure is the straightforward implementation of the well-known work by Rogallo to generate divergence-free isotropic velocity state [12]. According to Lamorgese et al. [13], the initial TKE spectrum is chosen to be
\[ E(k, 0) = \frac{u_{rms}^2}{k_F} \times \begin{cases} (\kappa/k_F)^2, & \text{if } \kappa \leq k_F, \\ (\kappa/k_F)^{-5/3}, & \text{if } \kappa > k_F. \end{cases} \] (9)
where \( \kappa \) represents the wavenumber associated with spherical shells, \( k_F \) denotes the maximum wavenumber of TKE shell we apply artificial forcing to, and \( u_{rms} \) specifies the initial root-mean-square (rms) intensity of velocity fluctuations. In construction of velocity IC, \( u_{rms} \) is set to be unity while \( k_F \) and the number of Fourier collocation points, \( N \) are taken as input parameters. In a UNIX/LINUX environment, these inputs are taken as arguments in the execution commandline that are imported through sys library in PYTHON. Once the velocity IC is obtained, it is partitioned into \( N_p \) slabs according to the slab decomposition method. We completely adopted the implementation of Mortensen and Langtangen [8] for domain decomposition in addition to the parallel implementation of forward and inverse three-dimensional fast Fourier transform (FFT) in PYTHON programming language. Here, the MPI communications depend on the mpi4py library [14, 15, 16].

Having the partitioned velocity IC prepared in the pre-processing step, it is fed to the main body of the software where the initial velocity field might be magnified by a user-defined input argument so that a target TKE is considered for the simulation. The viscosity of fluid, \( \nu \), is also taken as another user-defined input argument. Next, the amplified velocity field is passed into the solver where \( \mathbf{\bar{u}}_k \) and \( (\nabla \mathbf{u})_k = i k \mathbf{\bar{u}}_k \) are separately transformed back into the physical space so that \( \mathbf{u} \cdot \nabla \mathbf{u} \) is simply computed and then transformed into Fourier space. The aliasing error that appears due to this procedure is removed by phase-shifting and truncation according to \( 2\sqrt{2}N/3 \) as the maximum wavenumber [17]. Afterwards, all of the terms in equation (7) are directly evaluated in every stage of RK4 time-integration; however, the last term in the right-hand side of (7) is only evaluated after the last stage during the artificial forcing by keeping the energy of the low wavenumbers constant, which is associated with the sphere of \( 0 \leq |k| \leq k_F \). In this procedure, \( A \) is computed in a way that the the dissipated energy of turbulent motion is injected to the large-scales. This scheme prevents the flow to undergo decay process before the realistic and fully-developed turbulent state is achieved, nevertheless, the artificial forcing scheme could be turned off through a user-defined input argument if one seek to obtain decaying HIT data. The forcing coefficient could be determined either deterministically [18] or stochastically [19, 20] and
Table 1: Statistical characteristics of turbulent flow to be recorded from the NS solver as time-series within user-defined time-intervals.

| TKE Dissipation | Kolmogorov length-scale | Taylor-scale Reynolds | Large-eddy turnover time |
|-----------------|-------------------------|-----------------------|-------------------------|
| $K = \frac{1}{2} (\mathbf{u} \cdot \mathbf{u})$ | $\varepsilon = 2 \nu \langle \mathbf{S} : \mathbf{S} \rangle$ | $\eta = (\nu^3/\varepsilon)^{1/4}$ | $Re_\lambda = \lambda u_{rms}/\nu$ | $T_e = l_o/u_{rms}$ |

$s = \frac{1}{2} (\nabla u + \nabla ^T u)$, \quad $u_{rms} = \sqrt{2K/3}$, \quad $\lambda = u_{rms} \sqrt{15 \nu/\varepsilon}$, \quad $l_o = u_{rms}^3/\varepsilon$.

Figure 2: (a) Snapshot of fully-developed turbulent velocity field, $u_1$ component. (b) Time-averaged TKE spectrum. (c) Time-series of $Re_\lambda$ (red dashed line), and VGT skewness factors, $S_{u_{1,1}}$, $S_{u_{2,2}}$, $S_{u_{3,3}}$.

both of these methods are supported in the software as would be specified as an input option. Moreover, regarding the stable time-integration, the Courant-Friedrichs-Lewy (CFL) number is dynamically checked through a user-defined time-frequency. According to Eswaran and Pope’s work \[19\], CFL for this problem is demonstrated as

$$CFL := \frac{\Delta t}{\Delta x \max (|u_1| + |u_2| + |u_3|)}.$$ \hspace{1cm} (10)

In (10), $\Delta x$ is the uniform grid spacing in each direction and $\Delta t$ is the user-defined constant time-interval used in the RK4 time-stepping. In practice, CFL is required to be less than unity to ensure a stable time-integration.

Since the fully-developed turbulent state is characterized by a meticulous tracking of statistical quantities of the flow, the present software provides a comprehensive framework for computing and recording the statistical quantities of turbulent flow. Given the homogeneity of the fluctuating fields, spatial averaging is employed for computing these records at user-defined time intervals. These statistical quantities are categorized into turbulent characteristics of small-scale motion reported in Table 1, and high-order central moments of diagonal components of velocity gradient tensor (VGT), $\nabla \mathbf{u}$. For instance,

$$S_{u_{1,1}} = \left( \frac{\partial u_1}{\partial x_1} \right)^3 / \left( \frac{\partial u_1}{\partial x_1} \right)^3,$$ \hspace{1cm} (11)

$$K_{u_{1,1}} = \left( \frac{\partial u_1}{\partial x_1} \right)^4 / \left( \frac{\partial u_1}{\partial x_1} \right)^2,$$ \hspace{1cm} (12)

where $S_{u_{1,1}}$ and $K_{u_{1,1}}$ indicate the skewness factor and
flatness factor (or kurtosis) associated with the first diagonal component of VGT, \( u_{1,1} = \partial u_1 / \partial x_1 \), respectively. Fully-turbulent flow state would be identified when the time-series of these records reach to a statistically stationary state after long enough time-integration, i.e. approximately 10 to 15 large-eddy turnover times (see Table 1). The parallel implementation for computing and collecting these statistical quantities and later recording them in time as different time series which were performed by point-to-point and collective MPI directives.

Furthermore, the velocity and pressure fields might be written as output files stored in directories named Out.dr under a user-defined time-interval that might be useful for any post-processing after the flow reaches to fully-developed turbulent state. A “restart from file” capability is also designated so that once the statistical record is written out on file, the latest state of velocity field and its related time-integration information are also output on files, which are stored in a directory named Restart. Starting a simulation from either a prescribed IC or restarting it to continue an ongoing simulation that was stopped is specified by a user-defined input argument for Schmidt number, \( Sc = \nu / D \). Accordingly, similar to the NS solver, the advection scalar flux, \( (u \cdot \nabla \phi)_k \), is computed in the physical space by the inverse FFT of \( \hat{u}_k \) and \( \hat{(\nabla \phi)}_k \) and forward FFT computation of \( u \cdot \nabla \phi \). Similar dealiasing procedure as described for NS solver is employed in pseudo-spectral AD solver and the RK4 time-integration scheme is utilized to numerically perform explicit time-stepping.

In homogeneous scalar turbulence, time evolution of the scalar variance \( \langle \phi^2 \rangle \) is governed by

\[
\frac{d}{dt} \langle \phi^2 \rangle = -2 \langle q \rangle \cdot \nabla \langle \Phi \rangle - \langle \chi \rangle,
\]

where \( q = \phi \mathbf{u} \) denotes the scalar flux vector, and the scalar dissipation is defined as \( \chi = 2D \nabla \phi \cdot \nabla \phi \) [21]. According to (3), the first term in the right-hand side of (13) is simplified to \(-2 \beta \langle \phi u_2 \rangle / \langle \chi \rangle \) that denotes the scalar variance production (by uniform mean scalar gradient, \( \beta \)). The present software is capable of computing and recording of rate of scalar variance in addition to the production and dissipation terms. This is useful in terms of the checking if the balance of both sides of equation (13) holds throughout a simulation so that one ensures that the implementation of the solver works seamlessly. On the other hand, as a measure to evaluate that the statistically stationary state for the passive scalar is achieved is to check if \(-2 \beta \langle \phi u_2 \rangle / \langle \chi \rangle \sim 1 \) throughout the simulation. Moreover, recording the skewness and flatness factors for the components of fluctuating scalar gradient vector (e.g., \( S_{\phi,2} \) and \( K_{\phi,2} \)) for the VGT is
Table 2: Input arguments for the PScHIT.py and the specified values for the example case. The order of the arguments in the execution command-line are as listed here.

| Input Argument   | Value   |
|------------------|---------|
| t_end            | 40      |
| Output_frequency | 1000    |
| Stats_frequency  | 100     |
| TKE_magnification| 6.0     |
| ν                | 0.0008  |
| k_F              | 2       |
| forcing_type     | deterministic |
| N                | 520     |
| Δt               | 0.0005  |
| If_Restart       | 0 or 1  |

another statistical indicator measure for fully-developed turbulent passive scalar state. Therefore, in the current computational platform, the user would be able to recognize the statistically stationary state through monitoring the explained time-series data that is written out according to the user-defined time-interval as a software input.

The field data output and restart capability for the AD solver is designated similar to the described strategy for the NS solver so that the user would be able to resume an interrupted/stopped simulation and use the output field data for desired applications or post-processing.

In the following section, we present a comprehensive example that step-by-step walks through using the present software.

3. Illustrative Example

This comprehensive example is mainly consisted of construction of isotropic velocity IC, obtaining well-resolved fully-turbulent velocity field, and simulating well-resolved passive scalar turbulence with imposed mean scalar gradient.

3.1. IC construction and DNS of the HIT

According to the descriptions in section 2.3, the isotropic and divergence-free velocity IC is constructed based upon a prescribed energy spectrum given in (9). Considering the periodicity length $L = 2\pi$, this pre-processing step is done through serial execution of Gen_IC.py script that takes the following input arguments, respectively: $N$ (spatial resolution along each direction), $k_F$ (forcing wavenumber), and $N_p$ (number of slab partitions). We need to emphasize that $N_p$ must be chosen in a way that $N$ is a multiple of $N_p$. The resulting velocity field is located in a directory named IC, where $N_p$ number of .mat velocity files are stored. In this example, we take $N = 520$, $k_F = 2$, and $N_p = 40$. All the components of velocity IC in addition to the VGT components have Gaussian distribution. This velocity IC is being passed into the NS solver written in PScHIT.py script that takes the following input arguments given in Table 2. Here, Output_frequency and Stats_frequency are multiplied by the specified $\Delta t$. Moreover, If_Restart argument could be either 0 or 1, where 0 indicates it is a simulation starting from the constructed IC while 1 specifies resuming a simulation from restart files. In this example, we perform the simulation for $t/T_e \sim 15$ to ensure the fully-turbulent flow state is achieved and Figure 2a portrays the first component of the velocity field. Figure 2b shows the radial TKE spectrum averaged over 5 large-eddy turnover times. Moreover, Figure 2c includes the time-records of the Taylor-scale Reynolds number and VGT skewness factor for diagonal components computed and recorded over 40 large-eddy turnover times. This shows that the statistically stationary state is achieved through the long-time DNS where $Re_\lambda \sim 240, S_{u_1} = S_{u_2} = S_{u_3} \sim 0.55$, and $K_{u_1} = K_{u_2} = K_{u_3} \sim 6.8$ at fully-turbulent state. The statistical records of VGT clearly show that the resolved velocity field is isotropic. Finally, $k_{max} \eta > 1.45$ ensures that the small scale turbulent motions are well-resolved ($k_{max} = \sqrt{2N/3}$) [22].

3.2. DNS of passive scalar transport

Similar to starting the NS solver from a prescribed velocity IC, we take a fully-turbulent velocity output (velocity state at $t/T_e = 15$ in section 3.1) and continue the simulation under the artificial forcing while we introduce a passive scalar field where its fluctuating part is initialized at zero. The Schmidt number, $Sc$, is specified by user through an input argument. According to the problem setting for the mean scalar gradient, we let $\beta = 1$ (mean scalar gradient along $x_2$ direction). Therefore, for a passive scalar with $Sc = 1$, we aim to obtain the fully-turbulent scalar field. We need to note that the spatial resolution required for the passive scalars with $Sc \geq 1$ is defined based on $\eta_B = \eta Sc^{-1/2}$ [23] and in this example the spatial resolution for the velocity field is sufficient for a well-resolved passive scalar. We manage to resolve the passive scalar field for 25 large-eddy turnover times and the rest of the simulation parameters remain the same as values reported in the Table 2. Figure 3 shows the records of scalar variance production over dissipation rate, $-2 \langle \phi u_2 \rangle / \langle \chi \rangle$, and the flatness factor for the scalar gradient along the direction of mean scalar gradient, $K_{\phi 2}$. As it is observed, after resolving the passive scalar field for approximately two large-eddy turnover times, $-2 \langle \phi u_2 \rangle / \langle \chi \rangle \sim 1.0$ that means the equilibrium state for the passive scalar variance is obtained. Moreover, after approximately three large-eddy turnover times the high-order statistical moments of the scalar gradient reach to a statically stationary state. For instance, $S_{\phi 2} \sim 1.4$, and $K_{\phi 2} \sim 20.8$ throughout the time-averaging of these statistical moments when $t/T_e \geq 5$. By resolving the passive scalar field through AD equation and
for long enough time after the equilibrium and stationary state, the fully-turbulent and realistic scalar field is ensured.

4. Impact

Current work offers a framework to obtain highly accurate spatio-temporal data for homogeneous turbulent transport with proper statistical testing from the recorded quantities. In turbulent transport research, this provides a great source of high-fidelity data for a variety of innovative contributions. For instance in large-eddy simulation (LES) of turbulent transport, novel nonlocal models for the subgrid-scale (SGS) stress and flux terms appearing in the filtered NS and AD equations heavily depend on the DNS data for such transport phenomena to compute the exact values of SGS terms to evaluate the model performance [24]. On the other hand, in the abundance of data and emergence of the data-driven turbulence models [25], current computational platform would be a reliable candidate to generate data for training and testing such models [26, 27, 28, 29, 30, 31, 32]. Moreover, high- Reynolds and well-examined high-fidelity turbulent transport data from the present platform could be directly employed in studying the role of coherent turbulent structures and their effects on the turbulence statistics [33, 1], as well as investigating topological characteristics of turbulent transport [34, 35], analysis of extreme events and the internal intermittency [36, 37, 38], and diverse modeling strategies for the arising closures [39, 40].

5. Conclusion

This work presented a computational platform for DNS of homogeneous turbulent flow and passive scalar transport. This open-source software works upon a pseudo-spectral representation of the NS and AD equations on a triply cubic computational domain with periodic boundary conditions for fluctuating fields. Using Fourier collocation method, the governing equations are discretized in space and by employing RK4 scheme the time-stepping is performed. The software provides a pre-processing step to construct homogeneous and isotropic divergence-free velocity IC based on prescribed energy spectrum and decompose it into user-defined partitions. Using artificial forcing scheme, the dissipated energy is injected to the low wavenumbers so that after long-time integration, the statistically stationary state is achieved. In order to examine and identify if the fully-developed turbulent flow is obtained, small-scale statistical quantities of turbulence in addition to the central moments of VGT components are computed and recorded. Once the realistic turbulent velocity field is obtained, the user is able to start resolving a passive scalar that is transported on the HIT flow while a uniform mean scalar gradient is imposed. Resolving the scalar fluctuations for long enough time after reaching to the equilibrium and stationary state provides the fully-developed turbulent scalar field. Statistical records of scalar gradients in addition to the records of production and dissipation of scalar variance helps the user to properly identify when the fully-developed scalar turbulence is achieved.

Acknowledgement

This work was financially supported by the MURI/ARO award (W911NF-15-1-0562), the ARO Young Investigator Program (YIP) award (W911NF-19-1-0444), and the NSF award (DMS-1923201). The HPC resources and services were provided by the Institute for Cyber-Enabled Research (ICER) at Michigan State University.

References

[1] A. Akhavan-Safaei, S. H. Seyedi, M. Zayernouri, Anomalous features in internal cylinder flow instabilities subject to uncertain rotational effects, Physics of Fluids 32 (9) (2020) 094107.
[2] P. Moin, K. Mahesh, Direct Numerical Simulation: A tool in turbulence research, Annual Review of Fluid Mechanics 30 (1) (1998) 539–578.
[3] C. D. Cantwell, D. Moxey, A. Comerford, A. Bolis, G. Rocco, G. Mengaldo, D. De Grazia, S. Yakovlev, J.-E. Lombard, D. Ekelchot, et al., Nektar++: An open-source spectral/hp element framework, Computer physics communications 192 (2015) 205–219.
[4] D. Moxey, C. D. Cantwell, Y. Bao, A. Cassinelli, G. Castiglioni, S. Chun, E. Juda, E. Kazemi, K. Lackhove, J. Marcon, et al., Nektar++: Enhancing the capability and application of high-fidelity spectral/hp element methods, Computer Physics Communications 249 (2020) 107110.
[5] P. He, A high order finite difference solver for massively parallel simulations of stably stratified turbulent channel flows, Computers & Fluids 127 (2016) 161–173.
[6] P. Bartholomew, G. Deskos, R. A. Frantz, F. N. Schuch, E. Lamballais, S. Laizet, Xcompact3D: An open-source framework for solving turbulence problems on a cartesian mesh, SoftwareX 12 (2020) 100550.
[7] P. T. Bauman, R. H. Stogner, GRINS: a multiphysics framework based on the libmesh finite element library, SIAM Journal on Scientific Computing 38 (5) (2016) S78–S100.
[8] M. Mortensen, H. P. Langtangen, High performance python for direct numerical simulations of turbulent flows, Computer Physics Communications 203 (2016) 53 – 65.
[9] T. O. Foundation, Openfoam v8 user guide. URL https://cfd.direct/openfoam/user-guide
[10] Z. Warhaft, Passive scalars in turbulent flows, Annual Review of Fluid Mechanics 32 (1) (2000) 203–240.
[11] B. I. Shraiman, E. D. Siggia, Scalar turbulence, Nature 405 (6787) (2000) 639–646.
[12] R. Rogallo, Numerical Experiments in Homogeneous Turbulence, NASA technical memorandum, National Aeronautics and Space Administration, 1981.
[13] A. G. Lamorgese, D. A. Caughey, S. B. Pope, Direct numerical simulation of homogeneous turbulence with hyperviscosity, Physics of Fluids 17 (1) (2005) 015106.
[14] L. Dalcín, R. Paz, M. Storti, MPI for python, Journal of Parallel and Distributed Computing 65 (9) (2005) 1108–1115.
[15] L. Dalcín, R. Paz, M. Storti, J. D’Elía, MPI for python: Performance improvements and MPI-2 extensions, Journal of Parallel and Distributed Computing 68 (5) (2008) 655–662.
L. D. Dalcin, R. R. Paz, P. A. Kler, A. Cosimo, Parallel distributed computing using python, Advances in Water Resources 34 (9) (2011) 1124–1139.

G. S. Patterson, S. A. Orszag, Spectral calculations of isotropic turbulence: Efficient removal of aliasing interactions, The Physics of Fluids 14 (11) (1971) 2538–2541.

N. P. Sullivan, S. Mahalingam, R. M. Kerr, Deterministic forcing of homogeneous, isotropic turbulence, Physics of Fluids 6 (4) (1994) 1612–1614.

V. Eswaran, S. Pope, An examination of forcing in direct numerical simulations of turbulence, Computers & Fluids 16 (3) (1988) 257–278.

K. Alvelius, Random forcing of three-dimensional homogeneous turbulence, Physics of Fluids 11 (7) (1999) 1880–1889.

A. Monin, A. Yaglom, Statistical Fluid Mechanics, Volume II: Mechanics of Turbulence, Dover Books on Physics, Dover Publications, 2013.

M. R. Overholt, S. B. Pope, Direct numerical simulation of a passive scalar with imposed mean gradient in isotropic turbulence, Physics of Fluids 8 (11) (1996) 3128–3148.

G. K. Batchelor, Small-scale variation of convected quantities like temperature in turbulent fluid part 1. general discussion and the case of small conductivity, Journal of Fluid Mechanics 5 (1) (1959) 113–133.

M. Samiee, A. Akhavan-Safaei, M. Zayernouri, A fractional subgrid-scale model for turbulent flows: Theoretical formulation and a priori study, Physics of Fluids 32 (5) (2020) 055102.

K. Duraisamy, G. Iaccarino, H. Xiao, Turbulence modeling in the age of data, Annual Review of Fluid Mechanics 51 (2019) 357–377.

Z. Wang, K. Luo, D. Li, J. Tan, J. Fan, Investigations of data-driven closure for subgrid-scale stress in large-eddy simulation, Physics of Fluids 30 (12) (2018) 125101.

A. Beck, D. Flad, C.-D. Munz, Deep neural networks for data-driven LES closure models, Journal of Computational Physics 398 (2019) 108910.

G. D. Portwood, B. T. Nadiga, J. A. Saenz, D. Livescu, Interpreting neural network models of residual scalar flux, Journal of Fluid Mechanics 907 (2021) A23.

A. T. Mohan, D. Tretiak, M. Chertkov, D. Livescu, Spatio-temporal deep learning models of 3D turbulence with physics informed diagnostics, Journal of Turbulence 0 (0) (2020) 1–41.

A. T. Mohan, N. Lubbers, D. Livescu, M. Chertkov, Embedding hard physical constraints in neural network coarse-graining of 3D turbulence, arXiv preprint arXiv:2002.00021.

S. Beetham, J. Capecelatro, Formulating turbulence closures using sparse regression with embedded form invariance, Phys. Rev. Fluids 5 (2020) 084611.

J. Sirignano, J. F. MacArt, J. B. Freund, DPM: A deep learning PDE augmentation method with application to large-eddy simulation, Journal of Computational Physics (2020) 109811.

M. Zayernouri, M. Metzger, Coherent features in the sensitivity field of a planar mixing layer, Physics of Fluids 23 (2) (2011) 025105.

M. Gonzalez, Kinematic properties of passive scalar gradient predicted by a stochastic lagrangian model, Physics of Fluids 21 (5) (2009) 055104.

C. Meneveau, Lagrangian dynamics and models of the velocity gradient tensor in turbulent flows, Annual Review of Fluid Mechanics 43 (2011) 219–245.

P. Yeung, X. Zhai, K. R. Sreenivasan, Extreme events in computational turbulence, Proceedings of the National Academy of Sciences 112 (41) (2015) 12633–12638.

M. Farazmand, T. P. Sapsis, A variational approach to probing extreme events in turbulent dynamical systems, Science advances 3 (9) (2017) e1701533.

T. P. Sapsis, Statistics of extreme events in fluid flows and waves, Annual Review of Fluid Mechanics 53.

R. Das, S. S. Girimaji, On the reynolds number dependence of velocity-gradient structure and dynamics, Journal of Fluid Mechanics 861 (2019) 163–179.