A cortico-collicular pathway for motor planning in a memory-dependent perceptual decision task

Chunyu A. Duan1,5, Yuxin Pan1,2,5, Guofen Ma3, Taotao Zhou1, Siyu Zhang3 & Ning-long Xu1,2,4

Survival in a dynamic environment requires animals to plan future actions based on past sensory evidence, known as motor planning. However, the neuronal circuits underlying this crucial brain function remain elusive. Here, we employ projection-specific imaging and perturbation methods to investigate the direct pathway linking two key nodes in the motor planning network, the secondary motor cortex (M2) and the midbrain superior colliculus (SC), in mice performing a memory-dependent perceptual decision task. We find dynamic coding of choice information in SC-projecting M2 neurons during motor planning and execution, and disruption of this information by inhibiting M2 terminals in SC selectively impaired decision maintenance. Furthermore, we show that while both excitatory and inhibitory SC neurons receive synaptic inputs from M2, these SC subpopulations display differential temporal patterns in choice coding during behavior. Our results reveal the dynamic recruitment of the premotor-collicular pathway as a circuit mechanism for motor planning.
To survive in a dynamic environment with volatile sensory cues, it is often crucial for animals to maintain choice-related information in the gap between sensation and action. How the brain bridges past events with future actions is a fundamental question in neuroscience and has been studied in animals using delayed-response motor planning tasks. In these tasks, animals plan a response based on transiently presented sensory cues, but then need to withhold action and maintain this motor plan during a delay period without sensory cues. Using this classic paradigm, neural activity in the premotor cortex is shown to be critical for planning delayed responses in macaques, rats, and mice. Thalamus-projecting premotor neurons contribute to the maintenance of persistent delay activity, whereas brainstem-projecting neurons are more involved in motor execution. Another major subcortical target of the premotor cortex is the midbrain superior colliculus (SC). Non-overlapping thalamus-projecting and brainstem-projecting premotor neurons both collateralize and project to the SC deep layers. The SC also receives inputs from many other sensory and motor regions and sends ascending and descending projections to various subcortical areas, serving as a potential hub region that links sensation and action. Indeed, the SC has been implicated in planning and executing orienting responses in mice.

Even though both the premotor cortex and SC have been shown to be involved in motor planning, the vastly complex networks associated with the premotor cortex and SC obscure the underlying circuit logic. For instance, it remains unclear whether the premotor cortex and SC contribute to motor planning via separate channels in parallel, or via a direct projection pathway; and whether SC simply inherits the motor commands from the premotor cortex or actively participates in motor planning during the time gap between sensory decisions and motor execution. Furthermore, it is also unclear how specific subtypes of neurons that form the mesoscale connectivity between the two distant regions contribute to the information routing during motor planning.

To investigate the information routing in the direct premotor-collicular pathway and its precise contribution to motor planning, here we developed a delayed-response task in head-fixed mice parametrizing the memory demands by varying the stimulus difficulty and delay duration and employed projection-specific methods to examine the projections from the secondary motor cortex (M2) to SC during memory-guided directional licking. Using multisite optogenetic perturbations, we found concurrent involvement of M2 and SC in planning licking responses. We then conducted in vivo two-photon calcium imaging from SC-projecting M2 neurons and found that M2 sends progressively stronger choice-related information to SC, which correlates with animals’ response time. Furthermore, we used chemogenetic manipulation to specifically disrupt the M2-SC information flow by inhibiting M2 axonal terminals in SC and found preferential impairment of mice’s performance in more demanding conditions with difficult stimuli and long-delay durations, supporting a critical role of the M2-SC pathway in decision maintenance. Finally, we used circuit mapping and cell-type-specific photometric recordings to show that the choice-related information transmitted from M2 underwent differential further processing by the excitatory and inhibitory neurons in SC, with the excitatory neurons more faithfully maintaining the contratralateral choice information over time and the inhibitory neurons displaying more dynamic and heterogeneous choice coding. Our results reveal that the M2-SC pathway plays a critical role in maintaining decision information over time, representing a mesoscale connectivity-based circuit mechanism underlying a fundamental cognitive function.

**Results**

**M2-dependent memory-guided perceptual decision task.** We trained head-fixed mice to perform a delayed-response auditory discrimination task, with varying perceptual difficulty and delay duration (Fig. 1). On each trial, mice were presented with auditory click trains of different rates (20–125 Hz). Click rates lower than 50 clicks/s indicate water reward from the left lick port; while higher lick rates indicate reward from the right port (Fig. 1a). Stimulus–response mapping was counterbalanced across animals. Mice need to discriminate the sensory cues, form and maintain a decision during a variable delay period, and respond by licking one of the two lick ports after an auditory “go” cue (Fig. 1b, c). Trials where animals lick before the “go” cue are considered violation trials and excluded from further analyses. Most previous studies using delayed-response tasks in head-fixed mice presented only two sensory stimuli to elicit two motor responses, unable to vary stimulus difficulty. Here, we varied both perceptual difficulty (Fig. 1d) and delay duration (Fig. 1e, f) on a trial-by-trial basis, which allows us to examine the circuit mechanisms for motor planning with varying degrees of memory demand. As delay duration increases, mice’s response time (RT) decreased from 567.1 ± 25.4 ms to 448.1 ± 26.8 ms (mean ± s.e.m. across animals, bootstrapped P < 0.05 across eight mice; Fig. 1f), consistent with a motor preparation process. We did not find a consistent effect of stimulus difficulty on RT (P > 0.05 across eight mice for any delay duration).

Converging evidence in head-fixed mice has implicated M2 as a cortical substrate for planning directional licking responses. We thus tested whether our delayed-response auditory discrimination task also requires M2 activity using chemogenetic silencing (Supplementary Fig. 1). We expressed hM4Di, a designer receptor exclusively activated by designer drug (DREADD), in bilateral M2 neurons using a viral vector (AAV-Syn-hM4D(Gi)-mCherry), and conducted intraperitoneal (IP) injection of either Clozapine-N-oxide (CNO) or saline before each behavioral session. We found dense axon terminals from M2 in the anterior lateral pathway potentially involved in memory-guided directional licking. We conducted anterograde tracing from M2 projection neurons to label the subregion of SC directly downstream of M2. We found dense axon terminals from M2 in the anterior lateral part of SC (Fig. 2a), a subregion of SC previously implicated in

**Involvement of SC in memory-guided directional licking.** Although the midbrain SC has been extensively studied in the context of orienting behavior, studies of SC’s functions for choice effectors beyond orienting are relatively rare, and the precise contribution of the direct M2-SC pathway in motor planning remains unclear. To identify the anatomical M2-SC pathway potentially involved in memory-guided directional licking, we conducted anterograde tracing from M2 projection neurons to label the subregion of SC directly downstream of M2. We found dense axon terminals from M2 in the anterior lateral part of SC (Fig. 2a), a subregion of SC previously implicated in...
voluntary drinking. Past work showed that M2 neurons that directly project to the brainstem reticular nuclei are involved in controlling directional licking. Here, we labeled SC somas that are downstream of M2 using anterograde transsynaptic viral tracing and found that these SC neurons also project to brainstem reticular nuclei (Fig. 2b and Supplementary Fig. 2), specifically the gigantocellular reticular nucleus (Gi), where neurons and their projections have been implicated in rhythmic licking and tongue movement. These anatomical tracing experiments identify the lateral SC as a potential key node in the cortico-subcortical pathway controlling licking responses.

To test how M2 and SC are dynamically recruited for planning and executing decision-related licking responses, we separately inactivated M2 or SC neurons using optogenetics during different trial epochs, including the intertrial interval (ITI), stimulus, delay, or response period (500 ms inactivation for all epochs; Fig. 2c–e and Supplementary Fig. 3). In each behavioral session, photostimulation was delivered unilaterally on 30% of randomly chosen trials to inhibit local activity (Fig. 2c, d; “Methods”). Performance on inactivation trials was compared to that on control trials in the same session. Different optogenetic conditions (ITI, stimulus, delay, or response period) were interleaved for all sessions to control for behavioral fluctuations across days. We used a generalized linear mixed model (GLMM) to quantify the effect of optogenetic inactivation on animals’ behavior while taking into account between-subject variance (“Methods”). We found that unilateral M2 inactivation led to a significant ipsilateral bias in response performance compared to the optogenetic perturbation control trials (Figs. 2f–i; “Methods”). The greatest impairment occurred when M2 was inactivated during the delay period (corrected single-step multiple comparison test of GLMM; Fig. 2h), suggesting that M2 plays a more important role during motor planning than during motor execution.

Because SC is classically associated with motor functions, it is thus conceivable that SC may be more involved in motor execution than motor planning. On the contrary, to the M2 inactivation results, we found the greatest impairment of inhibiting SC activity following delay period inactivation (ipsi bias = 23.3 ± 2.1%, P < 10^−5, GLMM), with significant effects also observed after the stimulus (16.0 ± 2.3%, P < 10^−5) or response period inactivation (16.9 ± 2.3%, P < 10^−5), but not during the ITI (4.2 ± 3.6%, P = 0.36; Fig. 2i–k). Slopes of the psychometric functions were not significantly changed after unilateral M2 or SC inactivations (P’s > 0.05, GLMM). These results suggest that inducing a hemispheric imbalance of M2 or SC activity, especially during the delay period, is sufficient to affect animals’ performance in the memory-guided licking behavior.

To distinguish whether SC plays a permissive role relaying motor command from M2 to brainstem or a more active role, further processing cortical information to facilitate motor planning, we used a within-subject multisite optogenetic perturbation approach to compare M2 inactivation with simultaneous inactivation of both M2 and SC during different behavioral epochs (Fig. 2l–p and Supplementary Fig. 4). Recordings using optrode in awake mice showed that the optimal laser stimulation parameters are different for M2 and SC neurons (Supplementary Fig. 3d–g; “Methods”). To ensure the temporal resolution of optogenetic silencing, we used the lower stimulation parameters for the simultaneous inactivation experiment, which resulted in complete inhibition of M2 activity and partial inhibition of SC activity. Therefore, the simultaneous inactivation can only be fairly compared to M2 inhibition alone.

We used a single GLMM to fit the optogenetic perturbation effects across three types of brain region inactivation and four task epochs (ITI inactivation as control), with click rates, region, and epoch as fixed effects and random effects across animals (Supplementary Fig. 4a, c, Model 1, red curves; “Methods”). Single-step multiple comparisons of GLMM results revealed that simultaneous inactivation of M2 and SC resulted in a significantly greater bias than M2 inhibition alone (P < 10^−3; Fig. 2o and Supplementary Fig. 4b, c), suggesting that SC makes additional contributions to planning directional licking responses beyond...
relaying commands from M2. Moreover, this analysis confirmed that M2 and SC are preferentially involved during the delay period, compared to the stimulus (P < 0.01) or the response period (P < 10^{-3}, GLMM, Supplementary Fig. 4c). Finally, we tested whether optogenetic perturbation of the premotor-collicular circuit affected difficult trials more compared to easy trials by adding a three-way interaction term (region × epoch × difficulty) to the GLMM (Supplementary Fig. 4a, c, Model 2, blue curves). Including this interaction term significantly improved the overall model fit (P < 0.05, likelihood ratio test, Chisq). The difficulty effect was significant only when M2 and SC neurons were both silenced during the delay period (P < 10^{-3}; Fig. 2p and Supplementary Fig. 4c), but not in any other condition (P's > 0.05, overlapping red and blue curves in Supplementary Fig. 4c), consistent with the possibility that M2 and SC make concurrent contributions to decision maintenance.

**Projection-based imaging reveals dynamic coding of choice-related information in the M2-SC pathway.** To test if the M2-SC pathway carries task-relevant information, we performed projection-specific in vivo two-photon calcium imaging from a subset of M2 neurons that project to the SC with retrograde expression of GCaMP6s (Fig. 3a; “Methods”). We imaged populations of apical dendritic trunks (552) and somas (75) of SC-projecting M2 neurons in randomly selected fields of views.
**Fig. 2 M2 and SC’s involvement in memory-guided directional licking.** A Anterograde tracing from M2 reveals projection terminals in lateral SC. B SC somas downstream of M2 are labeled using transsynaptic virus (left). These SC neurons project to the contralateral brainstem (right). GI gigantocellular reticular nucleus, IRt intermediate reticular formation. C Acute extracellular recordings in awake mice to confirm optogenetic inactivation effect in M2. Spike activities in M2 neurons are aligned to laser onset over trials. The laser illumination period (0.5 s) is marked by the red bar. D Similar to C, for SC. E In each session, optogenetic inactivation during different behavioral epochs were randomly interleaved with no-laser trials (70%). The duration of laser stimulation was kept constant for all epochs (500 ms). F Optogenetic inactivation of unilateral M2 (left or right). G Data (circles, means and s.e.m. across 5219 control and inactivation trials concatenated across 12 sessions) and 4-parameter sigmoid fit (lines, for visualization only) for M2 inactivations during the intertrial interval (ITI), stimulus, delay, or response period, compared to control trials. *P values report ipsilateral bias after optogenetic inactivation, based on two-sided z test on the coefficients estimated using the generalized linear mixed model (GLMM, logistic fit). lm1 package in R. No adjustments were made for multiple comparisons. H Mean ipsilateral bias caused by M2 inactivation during different behavioral epochs; error bars, s.e.m. across trials. n = 397, 385, 339 inactivation trials for stimulus, delay, and response epochs. Between-epoch P values report corrected single-step multiple comparison Tukey’s test of GLMM results. ***P = 0.029. I-K Optogenetic inactivation of unilateral SC (5747 control and inactivation trials concatenated across 12 sessions), similar to F-H. n = 408, 414, 415 inactivation trials for stimulus, delay, and response epochs. *P = 0.037 for stimulus versus delay period, *P = 0.05 for delay versus response period. O Mean ipsilateral bias after M2 inactivation or simultaneous inactivation of M2 and SC; error bars, s.e.m. across 1121 inactivation trials for M2 and 1237 inactivation trials for M2 and SC, across all epochs. Between-region P values report corrected single-step multiple comparison Tukey’s test of GLMM results. ***P = 10−5. P A difficulty-dependent impairment was observed only when M2 and SC neurons were both inactivated during the delay period (GLMM). Error bars, s.e.m. across trials, n = 217 easy trials and 168 hard trials for M2 inactivation; n = 253 easy trials and 199 hard trials for SC inactivation; n = 235 easy trials and 179 hard trials for M2 and SC inactivation. **P = 0.008; ***P = 10−5, two-sided bootstrap tests.

**Fig. 3 Projection-based imaging reveals choice-related information in the M2-SC pathway.** A Design for projection-based imaging experiments (top) and example histology that shows the selective expression of GCaMP6s in SC-projecting M2 neurons (bottom). B Percentage and the actual number of side-selective neurons for different animals. C Dynamics of all side-selective neurons separated by the choice of the animals, sorted by the time of peak activity on the preferred side. White lines mark the timing of the sound period. D Responses (ΔF/F) of an example choice-selective ROI from one imaging session. Each row shows the response for one trial. Red ticks mark RT across trials. Each of the four panels shows one trial type. Diagonal panels correspond to the same type of choice. E Schematic that shows the relevant time window of responses extracted for different behavioral epochs. F Simplified response profile for the same ROI as D. Top, average activity across frames in each behavioral epoch for individual trials. Each block of trials corresponds to one of the four trial types. Bottom, red and blue traces show the average ΔF/F responses for right and left trials (solid for correct, dashed for error trials) across behavioral epochs. G Histograms and Gaussian fits (smooth lines) to distributions of AUC values of all the ROIs from one example animal (n = 148 ROIs), during the sound, delay, response, and lick epochs. Black lines show individually significant neurons. Right, distributions across epochs are plotted together to reveal a gradual increase of contralateral selectivity over time.
(627 ROIs, 9 sessions, 4 mice) during task performance. We combined the datasets from dendritic trunks and somas because previous studies have reported global calcium signals highly correlated across apical dendritic trunks and somas in layer 5 cortical neurons under awake conditions\(^{38–41}\), and we found similar activity and selectivity patterns between these compartments (Supplementary Fig. 6a–f). Among all imaged SC-projecting neurons, we found 64.0% (401/627) to be side-selective (\(P < 0.01\) for any behavioral epoch; Fig. 3b–c; “Methods”). Individual neurons showed heterogeneous choice-related activity during pre-movement and movement periods (Fig. 3d and Supplementary Fig. 5a). To compare choice selectivity across different behavioral epochs for individual neurons, we conducted receiver operating characteristic (ROC) analysis\(^{42}\) on responses during the relevant time window for each behavioral epoch (Fig. 3e, f); and calculated the area under the ROC curve (AUC) to indicate discrimination between contra- versus ipsilateral choices (“Methods”). At the population level (including all imaged SC-projecting neurons), we compared distributions of AUC values and observed a progressively stronger contralateral preference as the trial unfolds, from the sound epoch to the delay epoch, and finally the response epoch (\(P < 0.01\) for each pair of epochs in the example animal, \(P < 10^{-3}\) for each pair of epochs for data across all animals, permutation tests; Fig. 3g and Supplementary Fig. 5b). This gradual increase in contralateral choice selectivity during the trial reflects an emerging motor command in the premotor-collicular pathway. In comparison, generally labeled layer 5 pyramidal neurons in M2 with no projection specificity (736 ROIs, 7 sessions, 2 mice) did not show the gradual evolution of the population choice selectivity toward the contralateral side (Supplementary Fig. 6g–i; “Methods”), suggesting that such progressive dynamics in population selectivity is a cell-type-specific functional property.

The projection-based imaging method enabled us to sample a large number of neurons simultaneously with cell-type specificity (69.7 ± 23.4 ROIs/session), which in turn allowed us to decode animal’s choice on a single-trial basis from population activity in the M2-SC pathway. We used cross-validated linear classifiers to decode the amount of choice or sensory information during different behavioral epochs (Fig. 4a, b; “Methods”). We found that population-level delay activity contained significantly above-chance choice information in most sessions (6/9 sessions, \(P < 10^{-3}\); Fig. 4c). In addition, the amount of choice information was significantly higher than the amount of sensory information during the delay (bootstrap, \(P < 10^{-3}\)). Video analyses of mice’s tongue movements suggest that the delay-period neural activity was not due to incidental, undetected licks (Supplementary Fig. 7a–c; “Methods”). Consistent with single-neuron analyses, population decoding results also showed progressively stronger choice information as the trial unfolds. A repeated-measure two-way ANOVA on decoding accuracy revealed a significant main effect of choice versus sensory information (\(P < 10^{-3}\)), a significant main effect of task epoch (\(P < 10^{-10}\)), and a significant effect of interaction (\(P < 10^{-5}\); Fig. 4c). The dynamic evolution of the population choice selectivity in the SC-projecting M2 neurons is consistent with previously reported coding dynamics in the projection-defined premotor cortical neurons, where individual neurons exhibited ramping activity and population-averaged activity showed gradually increased contralateral selectivity over time\(^7\).

To examine the relationship between the amount of accumulated choice information in the M2-SC pathway and an animal’s behavior on a trial-by-trial basis (Fig. 4d), we evaluated the correlation between delay-period activity and an animal’s response time (RT). We found that shorter RT tended to happen on trials with longer delay durations (\(r = -0.74, P < 10^{-4}\); Fig. 4e, left), consistent with a motor preparation process where movements are faster when more time is given to prepare for them\(^{27}\). Remarkably, the amount of choice information decoded from the SC-projecting M2 populations during the delay period was also negatively correlated with RT (\(r = -0.40, P < 0.01\); Fig. 4e, right), suggesting that the strength of choice signals accumulated in the M2-SC pathway contributes to motor preparation. We fit a linear mixed effect model (LMM) to simultaneously quantify the effects of delay duration and delay neural activity in predicting RT (“Methods”) and found a significant effect of choice decoding accuracy (\(P < 0.05\), LMM) beyond the predictive power of delay duration (\(P < 10^{-3}\)). The effect of decoding accuracy in predicting RT remained the same after controlling for behavioral performance, tongue movement, and nose movement on each trial (“Methods”). Unlike choice-related neural activity, incidental tongue or nose movements during the delay period did not correlate with RT on a trial-by-trial basis (\(P > 0.05\), LMM; “Methods”). Together, single-neuron and population analyses of projection-based two-photon imaging data reveal that M2 sends progressively stronger choice-related information to SC, and such information during the delay period predicts animals’ subsequent behavior.

### Causal contribution of the M2-SC pathway to decision maintenance.

To test whether the choice signals in the M2-SC pathway play a causal role in behavior, we selectively inhibited the projections from M2 to SC using chemogenetics (Fig. 5a). We...
expressed hM4Di in bilateral M2 neurons and locally infused CNO or saline in bilateral SC via implanted cannulae (Supplementary Fig. 8; “Methods”). Different from a general error increase for all trials after M2 soma inactivation (Supplementary Fig. 1d), silencing M2 projections to SC preferentially impaired hard trials but not easy trials ($P < 10^{-3}$; Fig. 5b, c), and led to small changes in other behavioral readouts (Supplementary Fig. 8c, d). This effect is consistent with the difficulty-dependent effect following simultaneous optogenetic inactivation of both M2 and SC neurons during the delay period (Fig. 2p and Supplementary Fig. 4c), suggesting a specific role of the M2-SC pathway in decision-related processes. GLMM fits report a significant decrease in the slope of the psychometric functions ($P < 10^{-4}$), and no significant change in bias ($P > 0.05$). The variable delay period in our task allowed us to further assess the role of the M2-SC pathway on trials when animals needed to maintain decisions over a short versus long period of time. We found that the difficulty-dependent impairment only occurred on long-delay trials (0.9–1.5 s; $P < 10^{-5}$) but not on short delay (0.3–0.9 s) trials ($P = 0.61$; Fig. 5d, e). A repeated-measures two-way ANOVA on error increase revealed a significant main effect of difficulty ($P < 0.05$); a significant interaction between difficulty and delay length ($P < 0.05$); and no effect of delay per se ($P = 0.26$). The delay- and difficulty-dependent impairment supports a critical role of the M2-SC pathway for decision maintenance.

**Fig. 5 Inactivation of M2 terminals in SC impairs decision maintenance.** a Example SC infusion session (red) compared to saline control session (black) for one animal. Dots, data; lines, sigmoid fit. b Difference in error rate between inactivation sessions ($n = 14$) and saline control sessions ($n = 14$) for easy (green) and hard (orange) trials. Gray lines connect data from the same session. ***$P = 4 \times 10^{-4}$ for hard trials; ***$P = 0.001$ for easy versus hard trials; n.s. $P = 0.06$, two-sided permutation test. 
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SC excitatory and inhibitory neurons receive synaptic inputs from M2 and carry choice-related signals. Our chemogenetic experiment selectively disrupted M2 axons in SC without perturbing other M2 projections. Therefore, the effects we observed here can be specifically attributed to the M2-SC pathway, and further processing of choice-related information in the SC may be essential for decision maintenance (Supplementary Fig. 4). We thus probed how this information may be transformed within the SC. Combining anterograde transynaptic viral tracing and immunohistochemistry ("Methods"), we found that 48.3% of the SC neurons downstream of M2 are GABAergic (Fig. 6a), suggesting that M2 terminals target both excitatory and inhibitory neurons in the SC. We confirmed these two types of M2-SC connections by measuring synaptic transmission in genetically labeled excitatory or inhibitory SC neurons using patch-clamp recording while optogenetically stimulating M2 terminals in brain slices (Fig. 6b, c; "Methods"). We observed similar proportions of responsive excitatory (18/24) and inhibitory (28/44) neurons upon M2 axon activation ($\chi^2$ test, $P > 0.05$), with comparable response latency, reliability, and amplitude ($P < 0.05$, permutation test; Fig. 6d). These data suggest that both excitatory and inhibitory neurons in SC receive synaptic inputs from M2, and may contribute to motor planning in the delayed licking task.

To characterize SC’s cell-type-specific functions during task performance, we recorded population-averaged calcium signals from either the excitatory neurons or the inhibitory neurons using fiber photometry in different transgenic mouse lines (Fig. 6e–j; “Methods”). We found that both excitatory and inhibitory SC populations show selective responses beginning from the stimulus period through the delay and execution periods (Fig. 6e–j), and these selective responses mainly encode information for the upcoming action rather than for the sensory cues (Supplementary Fig. 9). To examine how choice-related information may be maintained in different types of SC neurons, we calculated the AUC values that discriminate between correct left and right trials during the stimulus period (early AUC) and the late delay period (late AUC) and examined the variance and stability of choice encoding in these two cell types during motor planning ("Methods"). Overall, we found that SC inhibitory populations were more variable in the strength and preference of choice selectivity compared to SC excitatory populations ($\chi^2$ variance test between cell types, $P < 0.01$ for early AUC; Fig. 6k). Interestingly, although both cell types started to exhibit selectivity during the stimulus period (early AUC), the excitatory populations tended to maintain the same direction of selectivity over time (75.00% sessions with a consistent preference; Fig. 6i, k, l), while the inhibitory populations displayed more dynamic and heterogeneous choice encoding, often showing switched preference from the sound to delay epochs (45.83% consistent sessions; $\chi^2$ test between cell types, $P < 0.05$; Fig. 6j–l). This suggests that the excitatory and inhibitory neurons may play different roles in decision maintenance. In addition, these functional differences between the two cell types parallel the differential connectivity patterns: SC excitatory neurons send descending projections to brainstem nuclei (Gi and IRT) and ascending projections to multiple thalamic nuclei, while also projecting to the contralateral SC, whereas SC inhibitory neurons mainly project to the contralateral SC but avoid the brainstem or thalamus (Supplementary Fig. 10). Together, these cell-type-specific analyses in the SC suggest that the contra-selective motor planning signals are more faithfully maintained over the delay period and transmitted to downstream regions via SC excitatory neurons while the inhibitory SC neurons may play more heterogeneous, modulatory functions within SC.

**Discussion**

Our results reveal a critical role of the direct pathway linking the premotor cortex and SC in a memory-guided perceptual decision task. Although earlier studies showed that both the premotor cortex and SC were involved in motor planning, our recent
Fig. 6 SC excitatory and inhibitory neurons receive inputs from M2 and carry choice-related signals. a Left, SC neurons with M2 inputs are labeled similar to 2b (green). GABAergic neurons in SC are labeled using anti-GABA staining (red). Right: green, yellow, and gray arrows point to SC neurons that are M2$^+$ GABA$^-$, M2$^+$ GABA$^+$, or M2$^-$ GABA$^+$, respectively. In total, 160 out of 331 M2$^+$ SC neurons are GABA$^+$; data from three mice. b Design for cell-type-specific whole-cell recording in SC brain slice during optogenetic activation of M2 terminals. c Membrane potential (Vm) changes in example excitatory (Vglut2) and inhibitory (Vgat) SC cells, following a single pulse of photostimulation, indicated by horizontal ticks above the traces. d Percent of responsive neurons, response latency, reliability (probability of response), and amplitude for excitatory (Vglut2, n = 24) and inhibitory (Vgat, n = 44) SC neurons upon M2 terminal activation. Dots, individual cells; error bars, s.e.m. across cells. n.s., not significant; chi-squared or permutation tests, two-sided. e Design (left) for fiber photometry experiments to record from SC excitatory populations and example histology that shows the selective expression of GCaMP6s in SC excitatory neurons (right). Six mice were used for this experiment. f Example dF/F fluctuations on trials where mice licked ipsi- (blue) or contralaterally (red) to the recording site. g, h similar to e, f, i, j for SC inhibitory neurons, n = 5 mice. k Scatterplot: early versus late AUC values for all sessions in SC excitatory populations (Vglut2, n = 28 sessions, orange) and SC inhibitory populations (Vgat, n = 24 sessions, gray). Boxplot: median, 25th and 75th percentiles of the distributions are indicated by the central mark and edges of each box; lines extend to the furthest data point that is not an outlier. l Percent of sessions that maintained the same choice preference during the early and late periods in SC excitatory and inhibitory populations. *P = 0.031, chi-squared test, two-sided.
studies have drawn a more complex picture. It was reported that the preparatory activity in the mouse premotor cortex is redundantly and robustly represented in both hemispheres, maintained via recurrent excitation in the thalamocortical loop, and the resulting motor command was sent to the brainstem. On the other hand, SC is interconnected with all these regions, and gated by the basal ganglia output for initiation of drinking behavior. Simultaneous inactivation of SC and the premotor cortex at specific time points resulted in greater impairment of task performance, suggesting dynamic cooperation between these two brain regions. However, given the complex networks that both SC and the premotor cortex are embedded in, the underlying circuit logic for decision-related motor planning remains obscure. To solve this, it is crucial to directly examine the projection pathway connecting these two pivotal regions under a well-defined behavioral task with the key variables parameterized and quantifiable. We combined projection-based imaging (Figs. 3 and 4) and inactivation (Fig. 5) methods with a psychometric delayed discrimination task (Fig. 1) to reveal the preferential involvement of the M2-SC pathway in decision-related motor planning. We confirmed that both M2 and SC are critically involved in motor planning, and the cooperation of these two regions during the delay period is crucial. We found that the specific cell type in M2, the SC-projecting neurons, exhibited progressively stronger coding strength for choice information over the trial time. Such dynamic coding was mirrored by the excitatory SC neurons, but not the inhibitory SC neurons, suggesting cell-type-specific interregional coordination. We show that selectively inactivating the M2 projection terminals in SC specifically impaired the decision maintenance during motor planning (Fig. 5). Our experiments thus unravel a mesoscopic circuit mechanism for the premotor-collicular processing underlying decision-related motor planning and represent an effective circuit analysis approach for untangling complex circuit functions.

Although delayed-response tasks with fixed delay duration and simple stimulus-response mappings have been used extensively to discern pathway-specific functions in head-fixed mice, increased task complexity with parameterized task variables controlled on a trial-by-trial basis becomes necessary to distinguish more nuanced contributions of different circuit elements. Here, we varied both perceptual difficulty and delay duration on a trial-by-trial basis. This task parametrization was crucial in revealing the specific role of the M2-SC pathway in decision maintenance (Fig. 5). Without the cognitively demanding trial types, the causal role of the M2-SC pathway may be erroneously interpreted based on the lack of behavioral deficit on easy trials. Our findings provide a cautionary tale for the interpretation of negative inactivation results.

Comparison to the primate premotor-collicular circuit. In the primate oculomotor system, the frontal eye field (FEF) sends direct projections to SC, and both FEF and SC project to the brainstem saccadic burst generator, forming parallel premotor-brainstem and premotor-colliculus brainstem pathways underlying saccade planning and execution. Here, we combined different viral tracing tools to identify a putative SC region that receives M2 inputs and projects to the brainstem (Fig. 2a, b and Supplementary Fig. 2), with similar architectural features as the orienting circuit. Functionally, we show that disrupting the information flow in the M2-SC pathway, without perturbing other M2 output projections, selectively impaired decision maintenance (Fig. 5), suggesting a major contribution of the M2-SC-brainstem pathway that cannot be compensated by direct M2-brainstem projections. These data are reminiscent of previous accounts in primates where the direct pathway from FEF to the brainstem that bypasses the SC only plays a limited role in saccade generation. Our cell-type-specific tracing and recording experiments in the SC further suggest that SC excitatory neurons form the link between the premotor cortex and brainstem during motor planning; whereas the SC inhibitory neurons may play more heterogeneous, modular functions (Fig. 6e–f and Supplementary Fig. 10). Future experiments that examine different subtypes of SC inhibitory neurons could provide additional explanations for the functional heterogeneity observed here.

Delay activity sent from the FEF to the SC has been characterized in primates using antidromic stimulation and single-unit recording in memory-guided saccade tasks. Similar to our results, these studies reported diverse types of delay signals from the FEF to the SC and found a selective enrichment of movement-related activity in the SC-projecting FEF neurons compared to the general population. Projection-based imaging methods, as we employed here by identifying SC-projecting M2 populations via retrograde viral or beads labeling, facilitate further characterization of this pathway in several ways. First, imaging methods produce a higher yield of projection-specific neurons for statistical analysis of delay activity sent from the FEF to the SC. Second, antidromic stimulation may excite cortical fibers in the SC other than the premotor-collicular ones and have false-positive cell identification, whereas it is more likely that we only recorded from M2 neurons that directly project to the SC. Third, we were able to sample a large number of premotor-collicular neurons simultaneously, which in turn allowed us to conduct analyses on the population level (Fig. 4). The last point is particularly important because distributed coding mechanisms may be overlooked by only examining individual neurons. For example, Segraves and Goldberg found % (2/51) of SC-projecting FEF neurons with anticipatory signals for the upcoming choice, which may suggest that this pathway does not play an important role in motor planning. We found that although most M2-SC neurons were only weakly choice-selective during the delay (Fig. 3g), population-level choice-related information was strong according to linear classification analyses (Fig. 4b, c). Similar results have been observed in a recent study where weakly selective cortical neurons contain strong choice information on the population level. Based on this result, we conducted further analyses using population activity during the delay period (Fig. 4d, e). We found that choice classification accuracy during the delay period can predict animals’ subsequent response time on a trial-by-trial basis. On the individual neuron level, Sommer and Wurtz found that the activity of SC-projecting FEF neurons did not predict reaction time, leading to their conclusion that this pathway signaled where to act but not when to act. The difference between our results and these previous findings suggests population-level mechanisms for motor preparation in the M2-SC pathway.

Movements beyond directional licking. Although the part of M2 that we investigated is known to be mainly involved in directional licking, it may be possible that this area contains signals correlated with other incidental movements. Recent studies have shown that ongoing orofacial movements were correlated with brain-wide neural activities both during spontaneous behavior and during a decision-making task. Here, we tracked animals’ tongue, forepaw, and nose location during task performance using a video tracking algorithm based on deep neural networks. We found differential movements on the left and right trials beyond directional licking (Supplementary Fig. 7), but these movements were more variable than licking behavior;
contingent choice information later than neural selectivity, and did not predict animals’ response time on a trial-by-trial basis. Therefore, although it is possible that bodily movements beyond directional licking may be correlated with licking behavior and passively reflect decision variables, these movements could not account for the neural signals we observed. Future studies with an increased resolution for video recording and decoding methods may reveal a more detailed relationship between M2 activity and multidimensional movement.

Interpretation of inactivation results. Our unilateral and bilateral perturbations of the M2-SC pathway reveal complementary information for how M2 and SC participate in motor planning (Figs. 2 and 5). Consistent with previous studies that conducted unilateral inactivation in M2 or SC in mice, rats, and monkeys,2,5,6,8,16,21, our unilateral perturbations support the involvement of these regions in contralateral control of responses, particularly in the movement planning phase (Fig. 2). We did not observe a change in psychometric slopes for unilateral perturbation experiments. This seemingly stimulus-independent effect was also observed in other unilateral inactivation studies (e.g., see refs. 57,59). It is also possible that the strong effects on choice bias after unilateral perturbations may have obscured the measurement of the more subtle changes in perceptual sensitivity or choice memory. Indeed, changes in psychometric function steepness can be more reliably assessed after balanced bilateral inactivations57,59,60. It is also possible that unilateral inactivations failed to reveal some behavioral deficits due to compensation from the contralateral hemisphere.41 Therefore, we also performed bilateral perturbation of M2 terminals in SC and found a significant flattening of the psychometric curves in a memory-dependent fashion (Fig. 5). These results add to the unilateral perturbation data and support the necessary role of the M2-SC circuit during memory-guided licking behavior, even when the left and right hemispheres are balanced.

A growing body of work has observed convoluted relationships between task-relevant activity in a brain structure and the causal role of such activity during behavior7,8,2. The size of perturbation effects could positively7,8 or negatively2 correlate with the amount of choice information in an underlying area, and the specific timing of temporally precise causal manipulation helps to set critical constraints on mechanistic explanations of perceptual decision making6,3,6,4 and motor planning10,43. Here, we found progressively stronger choice information in the M2-SC pathway that peaked during motor execution (Figs. 3 and 4), but the greatest perturbation effects occurred following delay-period inactivation, and not following response period inactivation (Fig. 2). These data suggest that the delay-period activity in the M2-SC pathway is most susceptible to perturbations, revealing the importance of this pathway in maintaining choice memory65. Consistent with this interpretation, comparing perturbation effects in task trials with short versus long delays revealed stronger impairment as delay duration increased (Fig. 5). Together, our results present empirical evidence for a distributed premotor-colluicular network underlying decision-related processes in motor planning5, providing a critical foundation for future investigations of cortico-subcortical interaction during cognition and action.

Methods

Subjects. All animal use procedures were approved by the Animal Care and Use Committee of the Institute of Neuroscience, Chinese Academy of Sciences. Fifty-seven adult male mice were used for the experiments presented in this study. Of these, 11 C57BL/6 mice (SLAC) were used for chemogenetic inactivation experiments (8 in the experimental group and 3 in the control group). Nine Vgat-IRES-Cre mice (Jackson Laboratory, JAX169632) were used for optogenetic inactivation experiments (six for behavior testing and three for electrophysiological confirmation of optogenetic effect). Five mice (three C57BL/6 and two Rbp4-Cre, MMRCR 031125) were used for two-photon calcium imaging experiments. Six mice (two Vglut2-IRES-AI9, JAX169633 crossed with JAX007909, four Vgat-IRES-AI9, JAX169662) were used for whole-cell recordings in brain slices. Eleven mice (six Vglut2-IRES-Cre and five Vgat-IRES-Cre) were used for fiber photometry recording experiments. Fifteen mice were used for anatomical tracing and immunohistochemistry; four Rbp4-Cre mice were used for data in Fig. 2a; two C57BL/6 mice were used for the data in Fig. 2b; three C57BL/6 mice were used for data in Fig. 6a; two C57BL/6 mice were used for data in Supplementary Fig. 2; two Vglut2-IRES-Cre mice and two Vgat-IRES-Cre mice were used for data in Supplementary Fig. 10.

Mice were group-housed (6 mice/cage) in a 12 h reverse light/dark cycle, and all experimental procedures were conducted during the dark phase. Water-deprived before the start of behavioral training. On training days, mice received all their water inside training boxes. Supplementary water was provided for mice who could not maintain a stable body weight from task-related water rewards.

Behavioral apparatus. In preparation for head-fixed behavioral training, a custom-made head plate was implanted on each mouse during virus injection surgery. All experiments were conducted in custom-made double-walled, sound-attenuating boxes46. Briefly, mice were head-fixed using custom-made holders with their bodies placed in an acrylic tube (25 mm in diameter) and their forepaws gripping the tube edge. Water reward was delivered by two custom-made metal lick ports placed in front of the mouse’s mouth. Animal’s lick movements were sensed by a capacitive sensing circuit board connected to the lick ports.

Mice’s behavior was controlled by a custom-developed real-time control system (PX-Behavior System)46, which consists of a custom-designed tone-generating module (TGM) and a microcontroller (Arduino MEGA 2560, IDE 1.5.6r2) for stimulus delivery and measurements of behavioral events. To deliver sound stimuli, TGM sends specified waveforms to an amplifier (ZB1PS, Tucker-Davis Technologies) to drive a speaker (ES1, Tucker-Davis Technologies) placed on the right side of the mice. The sound system was calibrated with a free-field microphone (Type 4939, Bruel & Kjaer) to ensure a loudness of approximately 70 dB SPL at the position of the mouse’s ear. Signals from the microphone were amplified with a National Instruments acquisition card (NI 9201) at 500 kHz sample rate for further analysis. Behavioral data were logged using custom-written software in Python (v2.7).

Behavior. In the final stage of the behavior (see training procedure below), mice were presented with auditory click trains of different rates (6 stimuli, log spaced between 20 and 125 Hz, 0.5 s). Click rates lower than 50 clicks/s were used for data in Fig. 2a; two C57BL/6 mice were used for the data in Fig. 2b; three C57BL/6 mice were used for data in Supplementary Fig. 10.

The general training procedure was inspired by methods described by Guo et al.67. In the first behavioral session, mice received water reward by licking one of the two lick ports after a “go” cue (pure tone, 5 s, 10 kHz) followed by a 0.3 s delay, the stimulus was terminated immediately, as marked and validated, and excluded from further analyses. For non-violation trials, mice were allowed to make their responses within a 3-s window after the “go” cue. Failure to respond within the 3-s window was considered a “miss” trial. Response time (RT) was defined as the time between the onset of the “go” cue and animals’ first lick after the “go” cue. Correct responses resulted in 6 μl of water reward. Error responses were followed by an “error” sound (pure tone, 20 kHz, 1 s), no reward, and a 2–6 s timeout. All trials ended with an intertrial interval (ITI) of 2.5–3.5 s.

The general training procedure was inspired by methods described by Guo et al.67. In the first behavioral session, mice received water reward by licking either lick port. In the next 1–2 sessions, the rewarded port alternated between the left and right lick port after three rewards on each side, encouraging the mice to explore both lick ports. Each rewarded lick triggered an auditory stimulus (click trains, 20 or 125 Hz) associated with that side, followed by a 0.3 s delay, the “go” cue was terminated after the water reward. The stimulus–response mapping remained constant throughout the training process.

After operant conditioning sessions, mice started two-alternative-forced-choice (2AFC) training and learned to actively discriminate two rates of auditory click trains (20 versus 125 Hz). On each trial, a 0.5 s stimulus was played, followed by a 0.3 s delay, the stimulus was terminated immediately, as marked and validated, and excluded from further analyses. For non-violation trials, mice were allowed to make their responses within a 3-s window after the “go” cue. Failure to respond within the 3-s window was considered a “miss” trial. Response time (RT) was defined as the time between the onset of the “go” cue and animals’ first lick after the “go” cue. Correct responses resulted in 6 μl of water reward. Error responses were followed by an “error” sound (pure tone, 20 kHz, 1 s), no reward, and a 2–6 s timeout. All trials ended with an intertrial interval (ITI) of 2.5–3.5 s.

The general training procedure was inspired by methods described by Guo et al.67. In the first behavioral session, mice received water reward by licking either lick port. In the next 1–2 sessions, the rewarded port alternated between the left and right lick port after three rewards on each side, encouraging the mice to explore both lick ports. Each rewarded lick triggered an auditory stimulus (click trains, 20 or 125 Hz) associated with that side, followed by a 0.3 s delay, the “go” cue was terminated after the water reward. The stimulus–response mapping remained constant throughout the training process.

After operant conditioning sessions, mice started two-alternative-forced-choice (2AFC) training and learned to actively discriminate two rates of auditory click trains (20 versus 125 Hz). On each trial, a 0.5 s stimulus was played, followed by a short variable-decay delay (0.3–0.4 s), the “go” cue, and a 3-s response window during which mice’s licks were either rewarded or punished. The goal of this training stage was to establish the stimulus–response association; mice were not punished for licking before the “go” cue. We used three methods to facilitate learning. First, during the first 2AFC training session, mice were rewarded for correcting their errors. Second, error responses were followed by a 2–8 s timeout, during which continued licks to the wrong side reinitiated the timeout period. Third, following each error trial, the same type of trial was repeated once until mice made a correct response on that side.

Mice that reached the criteria of >85% correct on the basic 2AFC task were then trained to withhold licking before the “go” cue. Any lick before the “go” cue (either during the stimulus or delay period) triggered a warning sound (noise stimulus, 1–5
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KHz, 0.1 s) and a timeout, during which each additional lick resulted in the same warning sound and reintroduced the timeout period. These trials were terminated immediately and the mouse was allowed to reengage with the water spout by a pressure-dependent reward system with high reward performance and low violation rates, delay duration was gradually increased to reach the final range (0.3–1.5 s). In the last phase of behavioral training, trials with intermediate click rates (log spaced between 20 and 125 Hz) were interleaved to test animals’ psychometric performance. Mice trained on the final stage of the task were used for behavioral characterization and chemogenetic manipulation experiments. For optogenetic inactivation experiments, to ensure that all sub-trial inactivation conditions have the same duration for laser stimulation (0.5 s), mice were tested on a modified version of the behavior where the auditory stimulus period and the delay period both lasted 0.5 s instead of a variable delay period as in the original design. For two-photon calcium imaging experiments, we did not include trials with intermediate click rates due to limited trial numbers in imaging sessions.

Surgery and virus injection. During surgery, mice were anesthetized with 1–2% isoflurane; and their body temperature was monitored and maintained at 37 °C using a heat pad. Mice were placed in a stereotax with ear bars. The skull was cleaned of blood and tissue and leveled in the anterior-posterior (AP) direction so that the depth difference between bregma and lambda was within 50 μm. The locations of craniotomies for M2 and SC were marked on the skin using the stereotax. After craniotomies were performed, the viral solution was injected into bilateral M2 (±2.5 mm AP, ±1.5 mm ML from bregma, 0.5 mm below brain surface) or bilateral SC (−3.5 mm AP, ±1.4 mm ML, ±2.3 mm DV from bregma) over the course of ~20 min/0.2 μL injection. The injection system comprised of a custom-made glass pipette (200 μm in diameter, 0.37 NA, Drummond Scientific Co., Ltd.) back-filled with mineral oil, and a fitted plunger inserted into the pipette to load or dispense viral solution. The plunger was controlled by a hydraulic manipulator (Narashige, MO-10); and the injection pipette was advanced into the brain using a Sutter MP-225 micromanipulator. After each injection, the glass pipette was left in the brain for 10 min before it was slowly withdrawn, to prevent backflow. Craniotomies were then covered with Kwik-Cast (World Precision Instruments), after which a thin layer of instant adhesive (Locite 495) was applied onto the remaining skull. Finally, a custom-made head plate was placed on the skull and cemented in place with an appropriate amount of dental acrylic. Post-surgery mice were allowed to recover for at least 3 days before water restriction.

Chemogenetic inactivation. We used a DREADD (designer receptor exclusively activated by designer drug) based method to inactivate M2 (Supplementary Fig. 1b). For optogenetic inactivation of M2 or SC neurons, the viral solution containing AAV2/9-Syn-FLEX-Chrimson-R:tTomato (0.2 μL/site; titer: ~1013 genomes/mL; Shanghai Taitool Bioscience Co. Ltd) was injected into bilateral M2. For chemogenetic inactivation of M2 terminals in SC, bilateral M2 neurons were infected with the virus and bilateral SC were implanted with cannulae for local infusion. Guide cannula (22 AWG, PlasticsOne, VA) and dummy cannula (32 gauge) were implanted all around 3.5 mm −1 mm ML, −2.3 mm DV from bregma) of each side until the final injector tip (23 AWG, extended 0.5–1 mm beyond the tip of guide cannula) reached ~3.5 mm AP, ±1.4 mm ML, and +2.3 mm DV from bregma.

For optogenetic inactivation of M2 or SC neurons, the viral solution containing AAV2/9-Syn-FLEX-Chrimson-R:tTomato (0.2 μL/site; titer: ~1013 genomes/mL; Shanghai Taitool Bioscience Co. Ltd) was injected into bilateral M2 (±2.5 mm AP, ±1.5 mm ML from bregma, 0.5 mm below brain surface) and bilateral SC (−3.5 mm AP, ±1.4 mm ML, ±2.3 mm DV from bregma) of 6 Vgat-IRES-Cre mice. After virus injection, four optic fibers with ceramic ferrule (200 μm in diameter, 0.37 NA, http://www.newdooon.com) were implanted in bilateral M2 (2 mm in length) and bilateral SC (3 mm in length) for a within-subject comparison of inactivated areas. The tips of optical fibers in M2 were positioned on the sigmoid; and the tips of optical fibers in SC were positioned on the lateral wall of the sigmoid; the lower bound of “P(lick right)” and the upper bound of “P(lick right).” Psychometric curves for individual animals were plotted as thin gray lines (Fig. 1d). We then combined trials across all animals and generated a mean psychometric curve (black thick line, Fig. 1d). A similar fitting process was used to generate the psychometric curves for the saline versus CNO injections in Fig. 3b, d and Supplementary Fig. 1c, k.

To quantify the effect of M2 soma inhibition (Supplementary Fig. 1) and M2 terminal inhibition (Fig. 3) across sessions, we calculated the performance difference between each pair of CNO and saline control sessions. Changes in error rate, violation rate, and miss rate were estimated using the means in each pair of sessions, and changes in RT were estimated using the medians in each pair of sessions. Nonparametric bootstrap procedures or permutation tests were then used to assess significance values (shuffling 500 times) for each block of sessions.

To investigate how M2 terminal inhibition affected error rates in different trial types, a repeated-measure two-way ANOVA was used to test the within-session main effect of difficulty (easy trials vs hard trials), delay duration (300–900 ms versus 900–1500 ms), and interaction of delay and on error increase due to task complexity. We also reported paired statistics computed using a permutation test (Fig. 5e). To assess the changes in psychometric functions, we used generalized linear mixed models (GLMM) as implemented in the function “glm” in package “lme4” (R, in the same way we analyzed optogenetic inactivation results (see analysis of optogenetic inactivation data). We fit a mixed-effects model where mice’s data in each trial was a logistic function of log(click rates), manipulation condition (CNO or saline control), and their interaction as fixed effects. The mouse and interaction of mouse, log(click rates), and manipulation condition were modeled as within-subject random effects. A significant effect of the manipulation condition represents a change in choice bias; a significant effect of the interaction between log(click rates) and manipulation condition represents a change in the slope of the logistic function. We reported both choice bias and slope changes.

Optogenetic inactivation. For optogenetic inactivation of M2 or SC neurons, the viral solution containing AAV2/9-Syn-FLEX-Chrimson-R:tTomato (0.2 μL/site; titer: ~1013 genomes/mL; Shanghai Taitool Bioscience Co. Ltd) was injected into bilateral M2 (+2.5 mm AP, ±1.5 mm ML from bregma, 0.5 mm below brain surface) and bilateral SC (−3.5 mm AP, ±1.4 mm ML, ±2.3 mm DV from bregma) of 6 Vgat-IRES-Cre mice. After virus injection, four optic fibers with ceramic ferrule (200 μm in diameter, 0.37 NA, http://www.newdooon.com) were implanted in bilateral M2 (2 mm in length) and bilateral SC (3 mm in length) for a within-subject comparison of inactivated areas. The tips of optical fibers in M2 were positioned on the sigmoid; and the tips of optical fibers in SC were positioned on the lateral wall of the sigmoid; the lower bound of “P(lick right)” and the upper bound of “P(lick right).” Psychometric curves for individual animals were plotted as thin gray lines (Fig. 1d). We then combined trials across all animals and generated a mean psychometric curve (black thick line, Fig. 1d). A similar fitting process was used to generate the psychometric curves for the saline versus CNO injections in Fig. 3b, d and Supplementary Fig. 1c, k. Virus expression was allowed to develop for at least 2 months before behavioral testing began.

For each inactivation session, animals’ implanted fibers were connected to a red (635 nm) diode-pumped solid-state laser (DPSS; Shanghai Laser & Optics Century Co., Ltd.) via an external optical fiber (200 μm in diameter, 0.37 NA). Laser power at the end of the external fiber was measured with a laser power meter (Sanwa, Mobiken series, LP1) and was adjusted using pulse-width modulation (PWM) to meet the experimental requirements before each session. We used in vivo physiology to search for stimulation parameters for complete inhibition with minimal rebound and minimal residual effect (see next section). For M2, the optimal parameters were 10 Hz laser pulses with 2 ms pulse width at 2 mW laser power measured at the tip of the external fiber (higher frequencies resulted in residual inhibition; Supplementary Fig. 3d, f). For SC, the optimal parameters were 10 Hz laser pulses at 2 mW laser power, and 2 ms pulse width (2 mW laser power measured at the tip of the external fiber). For simultaneous inactivation of M2 and SC, we used a splitting optical fiber to target both regions at the same time. To ensure the temporal resolution of optogenetic inactivation, we used the lower stimulation parameters (10 Hz, 2 ms pulse width, 2 mW per fiber). Therefore, the simultaneous inactivation corresponded to complete inhibition of M2 and partial inhibition of SC, and can only be directly compared to M2 inhibition alone. Laser illumination occurred on 30% of randomly chosen trials in each behavioral session. Different optogenetic conditions (stimulus, delay, response period, or intertrial interval, 350 ms each) were randomly interleaved for all sessions to control for behavioral fluctuations and response bias.

The method of using GABAergic activation to silence local activity is well-established in cortex. However, subcortical structures such as the SC contain local
GABAergic interneurons as well as GABAergic projection neurons, some of which project to the contralateral SC of M2. Therefore, the network effect of GABAergic activity in M2 may be more complex. Here, we used in vivo electrophysiology to confirm effective and temporarily precise silencing of local SC activity (Fig. 2d and Supplementary Fig. 3e, g). In addition, we observed an ipsilateral bias after unilateral SC inactivation, consistent with a more dominant effect of silencing local activity. Future experiments that selectively label GABAergic projection neurons versus local interneurons are needed to test their differential roles during motor planning.

**Electrophysiological verification of optogenetic effects.** To measure the effects of optogenetic inactivation on neural activity, acute recordings of infected M2 or SC neurons were performed in awake mice using custom-made optrodes (Supplementary Fig. 3d–g). A sharp tungsten electrode (0.5 to 1.0 MΩ, World Precision Instruments, Inc.) was glued to a stripped optical fiber (200 μm in diameter, 0.37 NA), with the tip of the optical fiber 200–300 μm above the tip of the tungsten electrode to parallel conditions in optogenetic inactivation experiments. The optrode was then threaded into a glass tubing for protection; glued in position with epoxy so that <1 cm of the optrode protruded from the glass tubing. During acute recording sessions, the optrode was advanced to the center of the infected area in avoide, or no inactivation), and their interaction as described above (Model 2, Supplementary Fig. 4). The difference in normalized ipsilateral bias change for trials in each session, we concatenated trials across all sessions and all mice, and computed the mean and s.e.m. of delta ipsilateral bias across trials.

To visualize the effects of optogenetic inactivation on animals’ psychometric performance, we fit a 4-parameter sigmoid function to control and inactivation trials across all sessions for each inactivation epoch (Fig. 2g, j, m), similar to the fitting process used to generate Fig. 1d. These fits are for visualization only. All statistics comparing the optogenetic inactivation effects used generalized linear mixed models (GLMM) as implemented in the function ‘glm’ in package “lme4” (R). For unilateral M2 (Fig. 2g) or SC (Fig. 2h) inactivations, we fit a mixed-effects model where mice’s choice on each trial was a logistic function of log(click rates), optogenetic inactivation epoch (ITI, stimulus, delay, response, period, and their interaction as fixed effects), the mouse and interaction of mouse, log(click rates), and optogenetic inactivation time were modeled as within-subject random effects. The statistics reported for M2 or SC inactivations were the fixed effect P values for the ipsilateral bias change due to optogenetic inactivation in that specific epoch compared to the no inactivation condition. We then conducted multiple comparisons (‘mcp’ in “mcsmotrop”, R) of the GLMM results to simultaneously test whether the delay period inactivation effect was significantly different from the stimulus period effect and the response period effect. Adjusted P values from this single-step method were reported. The significance of the interaction between log(click rates) and optogenetic inactivation, which is the difference change in slope of the tuning curve, was also modeled.

To compare inactivation results in different brain regions at different behavioral epochs, we used a GLMM to fit combined inactivation trials from M2 inactivation, SC inactivation, and simultaneous M2 and SC inactivation during the ITI, stimulus, delay, and response period (Model 1, Supplementary Fig. 4). In this model, mice’s choice on each trial was a logistic function of log(click rates), optogenetic inactivation epoch, and optogenetic inactivation region as fixed effects and within-subject random effects. We reported adjusted P values of the multiple comparison results that tested if the stimulus, delay, response period effects were significantly different from each other; and if the M2, SC, or M2+SC inactivation effects were significantly different from each other. To test how optogenetic inactivation affected hard versus easy trials differently, we included a three-way interaction term (epoch: region: difficulty) to Model 1 described above (Model 2, Supplementary Fig. 4). The difficulty was defined as a quadratic function of the normalized log(click rates). Defining difficulty as 1 minus the absolute value of the normalized log(click rates) did not change the main effects. We demonstrated that Model 2 was a significantly better fit to the data than Model 1 using a likelihood ratio test (“ANOVA.”, R). Fixed effect P values for the interaction terms were reported.

**Two-photon calcium imaging.** Two methods were used to selectively label M2 neurons that project to the SC. For three C57BL/6j mice, AAV2/Vetro-Cre (titer: ~10^{13} genomes/mL, diluted threefold in saline; Shanghai Taitool Bioscience Co., Ltd.) was injected at an injection volume of 0.5 to 0.6 µL per site at a depth of 0.5–0.6 mm from the brain surface. With this method, only SC-projecting M2 neurons would express GCaMP virus; and both apical dendritic trunks (Supplementary Fig. 6a–c) and somas (Supplementary Fig. 6d–f) were imaged at different sessions. For one BRuby-Cre mouse, red Ret–

**Analysis of optogenetic inactivation data.** To estimate the effect size of the ipsilateral bias due to optogenetic inactivation, we compared P(lick ipsi) on inactivation trials versus control trials from the same animals. For each animal, we calculated the mean P(lick ipsi) on control trials and subtracted that mean value from the P(lick ipsi) of individual inactivation trials. After obtaining the normalized ipsilateral bias change for trials in each session, we concatenated trials across all sessions and all mice, and computed the mean and s.e.m. of delta ipsilateral bias across trials.

To test how optogenetic inactivation affected hard versus easy trials differently, we included a three-way interaction term (epoch: region: difficulty) to Model 1 described above (Model 2, Supplementary Fig. 4). The difficulty was defined as a quadratic function of the normalized log(click rates). Defining difficulty as 1 minus the absolute value of the normalized log(click rates) did not change the main effects. We demonstrated that Model 2 was a significantly better fit to the data than Model 1 using a likelihood ratio test (“ANOVA.”, R). Fixed effect P values for the interaction terms were reported. By using a custom-built two-photon microscope (http://openwinkeljelania.org/wiki/display/sharedesigns/MMMS), with a resonant galvanometer (Thorlabs; 16 kHz line rate, bidirectional), GCaMP6s was excited using a Ti:Sapphire laser (Coherent) at 920 nm, and the average laser power for imaging SC-projecting M2 somas and apical trunks was ~160 and ~120 mW, respectively. Experimental session was initiated after a bandpass filter (323 ± 8 ms). The objective was a ×16 water immersion lens (Nikon, 0.8 NA, 3 mm working distance). The field of view was 300 by 300 µm (312 × 312 pixels), imaged at ~30 frames/s. The entire microscope was enclosed in a custom-designed sound attenuation box, and the system was controlled using ScanImage (https://scanimage.org).
Response period activity was extracted from the entire response time, which varied across trials. Using these epoch-averaged fluorescence values (Fig. 3), single-neuron and population-level analyses were conducted for all behavioral epochs across trials.

To quantify single-neuron selectivity, we conducted receiver operating characteristic (ROC) analysis on responses in each behavioral epoch and calculated the area under the ROC curve (AUC) to indicate discrimination between trial types. Correct and error trials were included to calculate choice selectivity (lick left vs lick right trials) and sensory selectivity (high-rate vs low-rate trials) for each neuron. To compute the significance of AUC values, we shuffled the trial labels 1000 times to obtain a distribution of AUC values for shuffled data. For a given neuron, the AUC for the choice AUC was outside the 99% confidence interval of the shuffled data during any behavioral epoch, that cell was labeled as significantly side-selective (Fig. 3b, c).

To characterize the changes in choice AUC values across behavioral epochs (Fig. 3g and Supplementary Fig. 5b, c), we converted each neuron’s choice AUC value to a range between 0 and 1, where 0 represents a strong preference for ipsilateral choices, 1 represents a strong preference for contralateral choices, and 0.5 represents no choice preference. For each behavioral epoch, the histogram and gaussian fit to the distribution of converted choice AUC values for all individual neurons were plotted for one example animal (Fig. 3g) or for all animals (Supplementary Fig. 5b, c). Individually significant AUC values (P < 0.05) were marked in black. For each pair of epochs (sound versus delay, delay versus response, response versus lick), a nonparametric permutation test (shuffled 5000 times) was used to compute statistical difference between distributions of choice AUC values (P < 0.01 for all pairs in the example animal, P < 10−3 for all pairs for data across all animals).

To ensure the amount of choice or sensory-related information in simultaneously imaged neural populations (Figs 4a–c), we performed a series of cross-validated linear classification analyses (support vector machine, SVM, "fitcsvm", Matlab). For each session, simultaneously imaged calcium signals were arranged in a M × N × T matrix, where M is the number of trials, N is the number of neurons, and T is the number of time points per epoch (400 trials × 1 epoch). For a given cell and one task epoch, the vector of N neurons’ AF/F0 values represents the population response vector for that condition (Fig. 4a). To decode choice or sensory-related information, we randomly sampled 90% of imaged trials as the training set, and the remaining 10% of trials as the test set. The training set was used to calculate the linear hyperplane that separated the population response vectors corresponding to lick-left versus lick-right trials (choice decoding) or high-rate versus low-rate trials (sensory decoding). The number of training trials were balanced between conditions to avoid bias in favor of one condition over the other. Performance was calculated as the fraction of correct classifications of the test trials. Decoders were trained and tested independently for each behavioral epoch. We repeated the resampling process 100 times and computed the mean and confidence interval of AF/F0 across all sessions. For each behavioral epoch, the histogram and gaussian fit to the distribution of converted choice AUC values (P < 0.01 for all pairs in the example animal, P < 10−3 for all pairs for data across all animals).

Analysis of slice recording data. To determine if an identified excitatory or inhibitory SC neuron is responsive to M2 terminal activation, we repeatedly delivered trains of 10-pulse photostimulation and calculated the rate of significant responses based on average EPSPs over repeated trials. Light evoked voltage changes (within 50 ms after light delivery) exceeding 3 s.d. of baseline voltage (over 1 s before stimulation) were considered significant transients, and cells with >40% significant transients were considered responsive. A chi-squared test was used to calculate the statistical difference between the percentage of responsive inhibitory neurons versus excitatory neurons.

For responsive neurons, we repeatedly delivered single-pulse photostimulation to further characterize their response reliability, latency, and amplitude. Reliability was calculated as the probability of signal detection for each of the 100 trials. Response latency and amplitude were calculated using mean response traces averaged over all individual trials. The latency of EPSP corresponded to the amount of time between light stimulation onset and the first time point when voltage change exceeded 3 s.d. of baseline. Response amplitude corresponded to the largest voltage change above baseline within 50 ms after light delivery. Permutation tests (shuffled 5000 times) were used to report the statistical differences between two groups of SC neurons.

Fiber photometry recordings. To compare activities of SC excitatory neurons and inhibitory neurons during task performance, we expressed AAV2/9-I-Syn-FLEX-GCaMP6s (0.2 µL/site; titer: 10^{12} genomes/mL; Shanghai Tatoo BioScience Co. Ltd) in bilateral SC (−3.5 mm AP, ± 1.4 mm ML, −2.3 mm DV from bregma) of either Vglut2-IRES-Cre mice (n = 6) or Vgat-IRES-Cre mice (n = 5). After virus injection, we implanted optic fibers with ceramic ferrule (200 µm in diameter, 3 mm in length, 0.37 NA, http://www.newdoo.com) above the SC (2 mm DV from dura). Virus expression was allowed to develop for at least 2 months before recording began.

For each recording session, blue light from a 470-nm LED (XLamp XQ-E Blue Starboard, Cree Inc.) was bandpass filtered (FB470-10, Thorlabs) and delivered into the SC through an optic fiber (NA 0.37, 200 µm core) to excite GCaMP6s (~10 µW at the fiber tip). To control for fluorescence change caused by movement, another light source from a 410-nm LED (Xunning, 410–420 nm) was bandpass filtered (FB410-10, Thorlabs) and delivered to the same site to serve as autofluorescence. The power of 410-nm excitation light was adjusted so that the baseline 410-nm emission light intensity matched that of the 470-nm emission light. Alternating 470-nm and 410-nm fluorescent signals were collected by the same light pathway and recorded using a CCD camera (Retiga R1, Teledyne QImaging), with an effective frequency of 20 Hz/chan. A custom-written LabVIEW (https://www.ni.com) GUI was used to control excitation light delivery and camera recording through a multifunction I/O device (National Instruments, USB-6541). Micro-Manager (Version 2.0 beta) was used to save emission images from the camera as TIFF files. The initiation of each trial was synchronized between the behavior acquisition and the light source delivery for a trigger signal sent from our in-house behavioral system to the I/O device. Whenever possible, fluorescence changes in bilateral SC were recorded simultaneously.

Analysis of fiber photometry data. Slow timescale fluorescence fluctuations for GCaMP6s signal (470-nm) and auto-fluorescence signal (410-nm) were respectively corrected by determining the distribution of fluorescence values over 1000 frames (~50 s) around each time point and subtracting the fifth percentile value. We conducted motion correction by first transforming the slow-corrected autofluorescence signal to fit the slow-corrected GCaMP6s signal via linear regression, and then subtracting this fitted control signal from the GCaMP6s signal. AF/F0 was calculated as (F−F0)/F0, where F0 is the mode of fluorescence F over the entire session after slow correction and motion correction. For each trial, averaged fluorescence signal before and after correction and onset was subtracted from activity at each frame.

To quantify neural selectivity, we calculated the area under the ROC curve (AUC) on responses to indicate discrimination between trials where micelicked.
ipsi- or contralaterally from the recording site (correct trials only). For the example session traces (Fig. 6a), activity on different trials was smoothed (overlapping bins of three trials) and aligned to delay onset or to first lick; AUC values were then calculated across trials as a function of time. Activity after delay offset for short delay trials was masked for the delay-period analysis. We converted the AUC values to a range between 0 and 1, where 0 represents a strong preference for ipsilateral choices, 1 represents a strong preference for contralateral choices, and 0.5 represents no choice preference.

For across-session analyses in Fig. 6k, l, we extracted and averaged neural activity during the sound period (early epoch) and 1–3 s after delay onset (late epoch) for each trial and calculated AUC values across trials during the early and late epochs for each session. The direction (prefer-ipsi for contra) and strength (strong or weak preference) of selectivity across sessions were then used to compare the coding patterns in SC excitatory versus inhibitory populations. Error trials were included for analyses that examined sensory versus choice selectivity during the late epoch (Supplementary Fig. 9).

**Tracing experiments.** All viruses used in tracing and immunostaining experiments were provided by Shanghai Taitool Bioscience Co. Ltd and had a titer of ~10^{13} genomes/mL. To identify the part of SC downstream of M2 (Fig. 2a), we unilaterally injected AAV-Syn-FLEX-EGFP (0.2 µL/site) into M2 (+2.5 mm AP, ±1.5 mm ML from bregma, 0.5 mm below brain surface) of B6Pc4-Cre mice, which constrained virus expression to M2 layer 5 neurons.

To label SC somas that receive M2 projections, we applied anterograde transsynaptic tracing (Fig. 2b) using one serotype of adeno-associated virus (AAV)12. AAV1-hSyn-Cre (0.2 µL/site) was unilaterally injected into M2 of C57 mice, and AAV-hSyn-FLEX-tdTomato (0.2 µL/site) was injected into the ipsilateral SC (−3.5 mm AP, ±1.4 mm ML from bregma, 2.3 mm below bregma). To compare the projections of M2 and SC in the brainstem, we simultaneously labeled M2 neurons and SC neurons downstream of M2 (Supplementary Fig. 2) with different fluorescentes. We injected a mixture of virus-containing AAV1-hSyn-Cre and AAV-hSyn-FLEX-tdTomato (volume ratio, 1:1, 0.1 µL/site in total) unilaterally into the M2 of C57 mice. In the ipsilateral SC, we also injected AAV-CAG-FLEX-EGFP (0.2 µL/site). Red and green terminals in the brainstem represent direct projections from M2 and projections from SC neurons downstream of M2, respectively.

To compare the projections of SC excitatory versus inhibitory neurons (Supplementary Fig. 10), we separately injected pAAV-eFluc-FLEX-DIO-mCherry (0.2 µL/site) into Vglut1-ires-cre or Vglut2-ires-cre mice (n = 2 animals for each experiment).

For all experiments mentioned above, mice were sacrificed 4 weeks after virus injection. Brain slices were imaged using an Olympus VS120 Virtual Slide Fluorescence Microscope.

**Immunostaining.** To characterize the types of SC neurons that receive M2 projections, we combined anterograde transsynaptic viral tracing with immunohistochemistry (Fig. 3a). We injected AAV1-hSyn-Cre (50nL/site) unilaterally into M2 and AAV-EF1a-DIO-EGFP (0.2 µL/site) into the ipsilateral SC. Viruses downstream of M2 were thus labeled with green fluorescence. Four weeks after virus injection, mice were perfused using 4% paraformaldehyde (PFA). Brains were removed and postfixed. Animals were anesthetized and perfused with 4% PFA or with 10% formalin, and brains were removed and post-fixed overnight. Brains were then incubated with Pbs solution containing 30% sucrose overnight at room temperature and coronally sectioned with a cryostat (20 µm). Slices containing SC neurons were selected and mounted onto microscope slides.

After incubated with blocking buffer (PBS containing 5% bovine serum albumin and 0.3% Triton X-00) for 2 h at 37 °C, sections were incubated with the primary anti-GABA antibody (rabbit, dilution 1:1000, A2052; Sigma) overnight at 4 °C. The primary antibody was then washed three times with PBS (15 min each) before adding the secondary antibody (donkey anti-rabbit, Alexa Fluor 594, dilution 1:1000, A-21207; ThermoFisher Scientific). Brain sections were incubated in the secondary antibody for 2 h at 4 °C. Finally, the secondary antibody was washed three times (15 min each) with PBS, and sections were mounted on microscope slides with a reagent containing DAPI to stain nuclei. Sections were imaged with Nikon A1 inverted confocal microscope (×20 objectives) and confocal images were analyzed with ImageJ.

To quantify the percentage of GABA+ cells (red) in total SC neurons that receive M2 projections (green), we sampled three slices (~3.28 to ~4.04 mm AP from bregma) for each animal and manually counted GFP-labeled SC neurons. Among these SC neurons downstream of M2, we checked whether they were GABA immunoreactivity positive (red) to calculate the ratio of GABAergic versus non-GABAergic neurons.

**Histology.** Histology was performed on all mice used for imaging, electrophysiology, chemogenetic, and optogenetic experiments after data collection was completed. Animals were anesthetized and perfused with 4% PFA or with 10% formalin, and brains were removed and post-fixed overnight. Brains were then incubated with PBS solution containing 30% sucrose overnight. Frozen sections (50 µm) containing viral injection sites, cannula implantation tracks, or optic fiber tracks were gathered and stained with DAPI to visualize nuclei. Pictures were taken with an Olympus MacroView MVX10 fluorescent microscope.

For the chemogenetic inhibition experiments, six out of eight mice that underwent surgeries had cannulae placed correctly within the SC. These six mice then included for analyses in the M2 terminal inhibition experiment (Supplementary Fig. 8b). The two mice that had cannulae placed outside of the SC were only included for analyzing the M2 soma inhibition experiment but excluded for the terminal inhibition experiment. For the optogenetic inhibition experiments, all six mice were included as the final dataset based on effective virus expression and correct optic fiber placements (Supplementary Fig. 3c).

**Reporting summary.** Further information on research design is available in the Nature Research Reporting Summary linked to this article.

**Data availability** All data needed to understand and assess the conclusions of this study are available in the main text or the Supplementary Materials. All the original behavioral, optogenetic, chemogenetic, electrophysiological, imaging, and tracing data are archived in the Institute of Neuroscience, Chinese Academy of Sciences, and can be obtained upon reasonable request via email to the corresponding authors.

Received: 20 November 2020; Accepted: 19 March 2021; Published online: 11 May 2021

**References**

1. Funahashi, S., Bruce, C. J. & Goldman-Rakic, P. S. Neuronal activity related to saccadic eye movements in the monkey’s dorsolateral prefrontal cortex. J. Neurophysiol. 65, 1464–1483 (1991).

2. Erlich, J. C., Bialek, M. & Brody, C. D. A cortical substrate for memory-guided orienting in the rat. Neuron 72, 330–343 (2011).

3. Bruce, C. J. & Goldberg, E. M. Primate frontal eye fields. I. Single neurons discharging before saccades. J. Neurophysiol. 53, 603–635 (1985).

4. Dias, E. C. & Segraves, M. A. Muscimol-induced inactivation of monkey frontal eye field: effects on visually and memory-guided saccades. J. Neurophysiol. 81, 2191–2214 (1999).

5. Kopec, C. D., Erlich, J. C., Brunton, B. W., Deisseroth, K. & Brody, C. D. Cortical and subcortical contributions to short-term memory for orienting movements. Neuron 88, 367–377 (2015).

6. Murakami, M., Shitengart, H., Loewenstein, Y. & Mainen, Z. F. Distinct sources of deterministic and stochastic components of action timing decisions in rodent frontal cortex. Neuron 94, 908–919.e7 (2017).

7. Li, N., Chen, T.-W., Guo, Z. V., Gerfen, C. R. & Svoboda, K. A motor cortex circuit for motor planning and movement. Nature 519, 51–56 (2015).

8. Guo, Z. V. et al. Flow of cortical activity underlying a tactile decision in mice. Neuron 81, 179–194 (2014).

9. Chen, T.-W., Li, N., Daie, K. & Svoboda, K. A map of anticipatory activity in mouse motor cortex. Neuron 94, 866–879.e4 (2017).

10. Inagaki, H. K., Fontolan, L., Romani, S. & Svoboda, K. Discrete attractor dynamics underlies persistent activity in the frontal cortex. Nature 566, 212–217 (2019).

11. Guo, Z. V. et al. Maintenance of persistent activity in a frontal thalamocortical loop. Nature 545, 181–186 (2017).

12. Economo, M. N. et al. Distinct descending motor cortex pathways and their roles in movement. Nature 563, 79–84 (2018).

13. Gao, Z. V. et al. A cortico-cerebellar loop for motor planning. Nature 563, 113–116 (2018).

14. Basso, M. A. & May, P. J. Circuits for action and cognition: a view from the superior colliculus. Annu. Rev. Vis. Sci. 3, 197–226 (2017).

15. Wolf, A. B. et al. An integrative role for the superior colliculus in selecting targets for movements. J. Neurophysiol. 114, 2118–2131 (2015).

16. May, P. J. The mammalian superior colliculus: laminar structure and connections. Prog. Brain Res. 151, 321–378 (2006).

17. Wurtz, R. H. & Goldberg, M. E. Activity of superior colliculus in behaving monkey. 3. Cells discharging before eye movements. J. Neurophysiol. 35, 575–586 (1972).

18. Hikosaka, O. & Wurtz, R. H. Modification of saccadic eye movements by GABA-related substances. I. Effect of muscimol and bicuculline in monkey superior colliculus. J. Neurophysiol. 53, 266–291 (1985).

19. Dorris, M. C., Paré, M. & Munoz, D. P. Neuronal activity in monkey superior colliculus related to the initiation of saccadic eye movements. J. Neurosci. 17, 8568–8579 (1997).
20. Horwitz, G. D. & Newsome, W. T. Separate signals for target selection and movement specification in the superior colliculus. Science 284, 1158–1161 (1999).

21. Felsen, G. & Mainen, Z. F. Neural substrates of sensory-guided locomotor decisions in the rat superior colliculus. Neuron 60, 137–148 (2008).

22. Felsen, G. & Mainen, Z. F. Midbrain contributions to sensorimotor decision making. J. Neurophysiol. 108, 135–147 (2012).

23. Duan, C. A., Erlich, J. C. & Brody, C. D. Requirement of prefrontal and midbrain regions for rapid executive control of behavior in the rat. Neuron 86, 1491–1503 (2015).

24. Duan, C. A. et al. Collicular circuits for flexible sensorimotor routing. Preprint at bioRxiv https://doi.org/10.1101/234561 (2019).

25. Kamigaki, T. & Dan, Y. Delay activity of speciﬁc cortical neurons correlates with module-guided behavior. Nat. Neurosci. 20, 854–863 (2017).

26. Geard, M. J., Pho, G. N., Woodson, J. & Sur, M. Distinct roles of visual, parietal, and frontal motor cortices in memory-guided sensorimotor decisions. elife 5, e15764 (2016).

27. Churchland, M. M., Yu, B. M., Ryu, S. I., Santhanam, G. & Shenoy, K. V. Neural variability in premotor cortex provides a signature of motor preparation. J. Neurosci. 26, 3697–3712 (2006).

28. Zingg, B. et al. AAV-mediated anterograde transsynaptic tagging: mapping corticocollucular input-deﬁned neural pathways for defense behaviors. Neuron 93, 33–47 (2017).

29. Brozek, G., Zhuk, I. A., Megirian, D. & Bures, J. Localization of the central rhythm generator involved in spontaneous consummatory licking in rats: functional abolition and electrical brain stimulation studies. Proc. Natl Acad. Sci. USA 108, E1433–E1440 (2011).

30. Rossi, M. A. et al. A GABAergic nigrothalamic pathway for coordination of drinking behavior. Nat. Neurosci. 19, 742–748 (2016).

31. Zingg, B. et al. AAV-mediated anterograde transsynaptic tagging: mapping corticocollucular input-deﬁned neural pathways for defense behaviors. Neuron 93, 33–47 (2017).

32. Srinivasan, V. D., Funahashi, S. & Quirk, J. J. Motor functions of the superior colliculus. Annu. Rev. Neurosci. 34, 205–231 (2011).

33. Krausli, R. J., Lovejoy, L. P. & Zénon, A. Superior colliculus and visual spatial attention. Annu. Rev. Neurosci. 36, 165–182 (2013).

34. Song, J.-H., Rafal, R. D. & McPeek, R. M. Deficits in reach target selection during inactivation of the midbrain superior colliculus. Proc. Natl Acad. Sci. USA 108, E1433–E1440 (2011).

35. Martin, E. M. et al. Molecular and neuroanatomical characterization of single neurons in the mouse medullary gigantocellular reticular nucleus. J. Comp. Neurol. 519, 2574–2593 (2011).

36. Bennett, G. A. & Hutchison, R. C. Experimental studies on the movements of the mammalian tongue. II. The protrusion mechanism of the tongue (dog). Anat. Rec. 94, 57–83 (1946).

37. Tervo, D. G. R. et al. A designer AAV variant permits efﬁcient subpixel image registration algorithms. Opt. Lett. 33, 156–158 (2008).

38. Xu, N.-L. et al. Nonlinear dendritic integration of sensory and motor input during an active sensing task. Nature 492, 247–251 (2012).

39. Hill, D. N., Varga, Z., Jia, H., Sakmann, B. & Konnerth, A. Multiblur activity in basal and tuft dendrites during firing of layer 5 cortical neurons in vivo. Proc. Natl Acad. Sci. USA. 110, 13631–13636 (2013).

40. Beaulieu-Laroche, L., Toloza, E. H. S., Brown, N. J. & Harnett, M. T. Widespread and highly correlated somato-dendritic activity in cortical layer 5 neurons. Neuron 103, e4 (2019).

41. Francioni, V., Padamsey, Z. & Rochefort, N. L. High and asymmetric somatodendritic coupling of V1 layer 5 neurons independent of visual stimulation and locomotion. elife 8, e4915 (2019).

42. Green, D. M. et al. Signal Detection Theory and Psychophysics. Vol. 1 (Wiley New York, 1966).

43. Li, N., Daike, K., Svoboda, K. & Druckmann, S. Robust neuronal dynamics in prefrontal cortex during motor planning. Science 352, 459–464 (2016).

44. Akrami, A., Kopec, C. D., Diamond, M. E. & Brody, C. D. Posterior parietal cortex represents sensory history and modulates its effects on behaviour. Nature 554, 368–372 (2018).

45. Leichnetz, G. R., Spencer, R. F., Hardy, S. G. & Astruc, J. The prefrontal corticofugal projection in the monkey; an anterograde and retrograde horseradish peroxidase study. Neuroscience 6, 1023–1041 (1981).

46. Komatsu, H. & Suzuki, H. Projections from the functional subdivisions of the midbrain regions for rapid executive control of behavior in the rat. Neuron 86, 1491–1503 (2015).

47. Hanes, D. P. & Wurtz, R. H. Interaction of the frontal eye field and superior colliculus for saccade generation. J. Neurophysiol. 85, 804–815 (2001).

48. Sommer, M. A. & Wurtz, R. H. Frontal eye field sends delay activity related to movement, memory, and vision to the superior colliculus. J. Neurophysiol. 85, 135–1685 (2001).

49. Beaulieu-Laroche, L., Toloza, E. H. S., Brown, N. J. & Harnett, M. T. Widespread and highly correlated somato-dendritic activity in cortical layer 5 neurons. Neuron 103, e4 (2019).

50. Raybourn, M. S. & Keller, E. L. Colliculoreticular organization in primate oculomotor system. J. Neurophysiol. 40, 861–878 (1977).

51. Hsu, M. F., Krubitzer, L. A. & Kaas, J. H. Frontal eye field as defined by intracortical microstimulation in squirrel monkeys, owl monkeys, and macaque monkeys: I. Subcortical connections. J. Comp. Neurol. 253, 415–439 (1986).

52. Komatsu, H. & Suzuki, H. Projections from the functional subdivisions of the midbrain regions for rapid executive control of behavior in the rat. Neuron 86, 1491–1503 (2015).

53. Schnyder, H., Reusine, H., Hepp, K. & Henn, V. Frontal eye field projection to the paramedian pontine reticular formation traced with wheat germ agglutinin diH for the monkey. Brain Res. 329, 151–160 (1985).

54. Komatsu, H. & Suzuki, H. Projections from the functional subdivisions of the midbrain regions for rapid executive control of behavior in the rat. Neuron 86, 1491–1503 (2015).

55. Mathis, A. et al. DeepLabCut: markerless pose estimation of user-deﬁned body parts with deep learning. Nat. Neurosci. 21, 1281–1289 (2018).

56. Bennett, G. A. & Hutchinson, R. C. Experimental studies on the movements of the mammalian tongue. II. The protrusion mechanism of the tongue (dog). Anat. Rec. 94, 57–83 (1946).

57. Tervo, D. G. R. et al. A designer AAV variant permits efﬁcient subpixel image registration algorithms. Opt. Lett. 33, 156–158 (2008).

58. Harvey, C. D., Coen, P. & Tank, D. W. Choice-speciﬁc sequences in parietal cortex during a virtual-navigation decision task. Nature 484, 62–68 (2012).

Acknowledgements
We thank J. Pan for technical support; E. Huang for help with the immunostaining experiments; J.C. Erlich for advice regarding the GLMM; A.T. Piet and C.D. Kopec for discussion regarding the dynamical attractor model literature; N. Li and K. Svoboda for discussion regarding the comparison between head-fixed mouse and freely-moving rat studies; H. Xu; X.K. Chen; and Z.C. Guo for comments on the manuscript; and other members of the Xu lab for help and advice during all stages of the project. This work was supported by the National Key R&D Program of China, Grant No. 2017YFA0503900/ 2017YFA0503901; the CAS-NWO International Cooperation Project of the Chinese Academy of Sciences, Grant No. 153D31KYSB2016001; the "Strategic Priority Research Program" of the Chinese Academy of Sciences, Grant No. XDB22000000; National Natural Science Foundation of China, Grant No. 15175108; NSFC-ISF International Collaboration Research Project, Grant No. 31861143043; Key Research Program of Frontier Sciences, CAS, Grant No. QYZDB-SSW-SMC045; Shanghai Municipal Science and Technology Major Project, Grant No. 2018SHZDZX05; the Youth Thousand Talents Plan (to N.L.X.); C.A.D. is supported by the Simons Collaboration on the Global Brain Postdoctoral Fellowship and the CPSF-CAS Joint Foundation for Excellent Postdoctoral Fellows.
Author contributions
C.A.D. and N.L.X. conceived the project and designed the experiments. C.A.D. developed the behavior and performed the optogenetic and imaging experiments. Y.P. performed the chemogenetic, fiber photometry, and immunostaining experiments. Y.P. and T.Z. performed the tracing experiments. Y.P., G.M., and S.Z. performed the slice electrophysiology experiments. C.A.D. and Y.P. performed the data analyses. C.A.D., N.L.X., and Y.P. wrote the manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information The online version contains supplementary material available at https://doi.org/10.1038/s41467-021-22547-9.

Correspondence and requests for materials should be addressed to C.A.D. or N.-L.X.

Peer review information Nature Communications thanks the anonymous reviewers for their contribution to the peer review of this work. Peer reviewer reports are available.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021