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Abstract

We present a unified approach to (both finite and unrestricted) worst-case optimal entailment of (unions of) conjunctive queries (UCQ) in the wide class of “locally-forward” description logics. The main technique that we employ is a generalisation of Lutz’s spoiler technique, originally developed for CQ entailment in \(ALCHQ\). Our result closes numerous gaps present in the literature, most notably implying \(\text{EXPTIME}\)-completeness of UCQ-querying for any superlogic of \(ALC\) contained in \(ALCH_{\text{reg}}Q\), and, as we believe, is abstract enough to be employed as a black-box in many new scenarios.

1 Preliminaries

We recall the basics on description logics (DLs) [BHLS17] and query answering [OS12].

**DLs.** We fix countably infinite pairwise disjoint sets of *individual names* \(N_I\), *concept names* \(N_C\), and *role names* \(N_R\) and introduce a description logic \(ALC^n\). Starting from \(N_C\) and \(N_R\), the set \(C\) of \(ALC^n\) concepts is built using the following concept constructors: *negation* \(\neg C\), *conjunction* \((C \land D)\), *existential restriction* \((\exists(r_1 \ldots r_n).C)\) and the *bottom concept* \((\bot)\), with the grammar:

\[
C, D ::= \bot \mid A \mid \neg C \mid C \land D \mid \exists(r_1 \ldots r_n).C,
\]

where \(C, D \in C, A \in N_C\) and \(r \in N_R\). We often employ disjunction \(C \lor D := \neg(\neg C \land \neg D)\), universal restrictions \(\forall(r_1 \ldots r_n).C := \neg\exists(r_1 \ldots r_n).\neg C\), top \(T := \bot\), and the “inline-implication” \(C \rightarrow D := \neg C \lor D\).

**Assertions are of the form** \(C(a, b)\) for \(a, b \in N_I\), \(C \in C\) and \(r \in N_R\). A *general concept inclusion* (GCI) has the form \(C \sqsubseteq D\) for concepts \(C, D \in C\). We use \(C \equiv D\) as a shorthand for the two GCIs \(C \sqsubseteq D\) and \(D \sqsubseteq C\). A *knowledge base* \((KB) = (A, \mathcal{T})\) is composed of a finite non-empty set \(A\) (ABox) of assertions and a finite non-empty set \(\mathcal{T}\) (TBox) of GCIs. We call the elements of \(A \cup \mathcal{T}\) *axioms*. The set of all individual names appearing in \(K\) is denoted with \(\text{ind}(K)\).

| Table 1: Concepts and roles in \(ALC^n\). | Table 2: Axioms in \(ALC^n\). |
|------------------------------------------|--------------------------------|
| Name | Syntax | Semantics | Axiom \(\alpha\) | \(I \models \alpha\), if |
|------------------------------------------|--------------------------------|
| bottom concept | \(\bot\) | \(\emptyset\) | \(C \subseteq D\) | \(C^2 \subseteq D^2\) | TBox \(\mathcal{T}\) |
| conc. negation | \(\neg C\) | \(\Delta^2 \setminus C^2\) | \(r(a, b) \in C^2\) | \(\text{ABox} A\) |
| conc. intersection | \(C \land D\) | \(C^2 \cap D^2\) | \(a^2 \in C^2\) | \(\text{KBox} \mathcal{T}\) |
| exist. restriction | \(\exists(r_1 \ldots r_n).C\) | \(|d| \exists d(d, e) \in \bigcap_{i=1}^n r_i^2 \land e \in C^2|\) | \(\neg r(a, b)\) | \(a^2, b^2 \in r^2\) |

The semantics of \(ALC^n\) is defined via *interpretations* \(I = (\Delta^2, \cdot^2)\) composed of a non-empty set \(\Delta^2\) called the *domain of I* and an *interpretation function* \(\cdot^2\) mapping individual names to elements of \(\Delta^2\), concept names to subsets of \(\Delta^2\), and role names to subsets of \(\Delta^2 \times \Delta^2\). This mapping is extended to concepts (see Table 1) and finally used to define *satisfaction* of assertions and GCIs (see Table 2). *Structures* are interpretations with a partial assignment of individual names. We say that an interpretation \(I\) *satisfies* a KB \(K = (A, \mathcal{T})\) (or \(I\) is a model of \(K\), written: \(I \models K\)) if it satisfies all axioms of \(A \cup \mathcal{T}\). An interpretation \(I\) is finite (resp. countable) iff its domain \(\Delta^2\) is finite (resp. countable). A KB is (finitely) *consistent* (or (finitely) *satisfiable*) if it has a (finite) model and (finitely) *inconsistent* (or (finitely) *unsatisfiable*) otherwise.
A bit of graph theory. We revisit the classical notions of substructures, paths and connectivity. Let $I$ be an interpretation. The restriction of $I$ to a set $S \subseteq \Delta^I$, is the structure $I|_S$ defined by:
\[
\Delta^I|_S = S, \ r^I|_S = r^I \cap (S \times S), \ A^I|_S = A^I \cap S, \ a^I|_S = a^S \text{ if } a^I \in S \text{ otherwise } a^I|_S \text{ is undefined,}
\]
for all $A \in \mathbb{N}_C$, $r \in \mathbb{N}_R$ and $a \in \mathbb{N}_I$. A substructure of $I$ is any of its restrictions $I|_S$ for any $S \subseteq \Delta^I$.

The notion of paths is introduced next. An undirected path (resp. a directed path) of length $k-1$ in $I$ is a word $\rho = p_1p_2...p_k \in (\Delta^I)^+$ such that for any index $i < k$ we have $(p_i, p_{i+1}) \in r^I \cup (r^I)^{-1}$ for some role name $r \in \mathbb{N}_R$ (or just $(p_i, p_{i+1}) \in r^I$ in the directed case). An element $e \in \Delta^I$ is reachable from $d \in \Delta^I$ via an (un)directed path if there exists an (un)directed path $\rho = p_1p_2...p_k \in I$ with $p_1 = d$ and $p_k = e$. We say that $I$ is connected if any of its domain elements are reachable from any other via an undirected path. A structure $J$ is a connected component of $I$ if it is a maximal connected substructure of $I$. For any number $k \geq 0$ we define the $k$-neighbourhood of $d$ in $I$, denoted with $\text{Nbd}^I_k(d)$, as the restriction of $I$ to elements reachable from $d$ in $I$ by undirected paths of length $\leq k$.

Given a set $D$, we say that a structure $I$ is a $D$-forward-forest, if $\Delta^I$ is a prefix-closed subset of $D^*$ and for all $r \in \mathbb{N}_R$, if $(d, e) \in r^I$ then either $d, e \in D$ or $e = d \cdot c$ for some $c \in D$. The elements of $\Delta^I \cap D$ are called the roots of $I$. We call $I$ a $D$-forward-tree if it is a connected $D$-forward-forest with a unique root. We omit the set $D$ and the adjective “forward” in the naming whenever it is known from the context or unimportant. An interpretation is forward-tree-shaped if it is a $D$-forward-tree for some $D$.

When working with forests it is convenient to employ the tailored terminology, borrowed from graph theory. Given a $D$-forward-forest $I$ we define an ordering $\langle \Delta^I, \leq \rangle$ on it in such a way that $d \leq e$ holds iff $d$ is a prefix of $e$ and use the following naming scheme:

- If $d < e$ holds then $d$ is an ancestor of $e$ or, alternatively, $e$ is a descendant of $d$.
- If $d_1 < d_2$ but there is no $e$ such that $d_1 < e < d_2$ we call $d_1$ a parent of $d_2$ or, alternatively, that $d_2$ is a child of $d_1$. Note that it implies that there exists a value $c \in D$ such that $d_2 = d_1c$.
- The $\prec$-maximal elements are called leaves.
- Given $d \in \Delta^I$ we denote the set of its children and its ancestors, respectively, with $\text{Child}_d(d)$ and $\text{Ance}_d(d)$.
- We also define the subtree rooted at $d$, denoted: $I[d]|_I$, i.e. the restriction of $I$ to the set $\{d\} \cup \text{Ance}_d(d)$.

To conclude the section, we lift the notion of “being a forest” to models of knowledge bases. Take a set of individual names $\mathbb{N} \subseteq \mathbb{N}_I$. We say that a forward forest $I$ is $\mathbb{N}$-rooted whenever:

- for all names $a \in \mathbb{N}$ we have that $a^I$ is defined and it is a root of $I$ and
- for each root $d \in \Delta^I$ there is a name $a \in \mathbb{N}$ satisfying $d = a^I$.

A forward forest model of a knowledge base $K = (A, T)$ is an ind$(A)$-rooted forest satisfying $K$. Abstract DLs $L$ for which it is true that every satisfiable $L$-KB $K$ has a forward forest model, are said to possess the forward-forest-model property (FFMP). A prominent example of such a logic is $\mathcal{ALC}^\cap$.

Morphisms. Let $I, J$ be structures and let $\mathbb{N} \subseteq \mathbb{N}_I$. An $\mathbb{N}$-homomorphism $f : I \rightarrow J$ is a function that:

- maps $\Delta^I$ to $\Delta^J$,
- preserves individual names from $\mathbb{N}$, i.e. for all $a \in \mathbb{N}$ if $a^I$ is defined then $a^J = f(a^I)$,
- preserves atomic concepts, i.e. $d \in \Delta^I$ implies $f(d) \in A^J$ for all $A \in \mathbb{N}_C$,
- and preserves atomic roles, i.e. $(d, e) \in r^I$ implies $((f(d), f(e))) \in r^J$ for all $r \in \mathbb{N}_R$.

\[\text{We have decided not to formally define what a semantic extension of } \mathcal{ALC}^\cap \text{ is, suggesting that this notion should rather be understood naively. Promising examples of abstract DLs are well-known DLs like } \mathcal{ALC}^\cap, \mathcal{ALCOIQ}^\cap, \mathcal{SHOIQ}^\cap, Z, \mu\mathcal{ALC}^\cap \text{ etc. Of course, the notion of abstract DLs can be formalised by means of abstract model theory, see e.g. } [\text{Pir12, Sec. 1.2}].\]
Queries. Queries employ variables from a countably infinite set $N_V$. A conjunctive query (CQ) is a conjunction of atoms of the form $r(x, y)$ or $A(z)$, where $r$ is a role name, $A$ is a concept name and $x, y, z$ are variables. More expressive query languages are also considered: a union of conjunctive queries (UCQ) is a disjunction of CQs and a positive existential query (PEQ) is a positive boolean combination of CQs. Note that any PEQ can be converted to a UCQ of (possibly) exponential size by turning it into disjunctive normal form.

Let $q$ be a PEQ and let $I$ be a structure. The set of variables appearing in $q$ is denoted with $\text{Var}(q)$ and the number of atoms of $q$ (i.e., the size of $q$) is denoted with $|q|$. The fact that $r(x, y)$ appears in $q$ is indicated with $r(x, y) \in q$. Whenever some subset $V \subseteq \text{Var}(q)$ is given, let $q|_V$ denote the sub-query of $q$ where all the atoms containing any variable outside $V$ are removed.

Let $\pi : \text{Var}(q) \rightarrow A^I$ be a variable assignment. We write $I \models_\pi r(x, y)$ if $(\pi(x), \pi(y)) \in r^I$ and $I \models_\pi A(z)$ if $\pi(z) \in A$. Similarly, we write $I \models_\pi q_1 \land q_2$ (resp. $I \models_\pi q_1 \lor q_2$) iff $I \models_\pi q_1$ and (resp. or) $I \models_\pi q_2$, for queries $q_1, q_2$. We say that $\pi$ is a match for $I$ and $q$ if $I \models_\pi q$ holds and that $I$ satisfies $q$ (denoted with: $I \models q$) whenever $I \models_\pi q$ for some match $\pi$. The definitions are lifted to knowledge bases: $q$ is (finitely) entailed by a knowledge base $K$ (written: $K \models_{\text{fin}} q$) if every (finite) model $I$ of $K$ satisfies $q$. We stress that the entailment relations $\models$ and $\models_{\text{fin}}$ may not coincide. When $I \models K$ but $I \not\models q$, we call $I$ a countermodel for $K$ and $q$. Note that $q$ is (finitely) entailed by $K$ if there is no (finite) countermodel for $K$ and $q$.

Observe that a conjunctive query $q$ can be seen as a structure $I_q = (\text{Var}(q), A^I_q)$, having the interpretation of roles and concepts fixed as $A^I_q = \{x \mid A(x) \in q\}$ and $r^I_q = \{(x, y) \mid r(x, y) \in q\}$ for all $A \in N_C$ and $r \in N_R$ and with $A^I_q$ undefined for all $a \in N_I$. Hence, any match $\pi$ for $I$ and CQ $q$ can be seen as an $N_I$-homomorphism from $I_q$ to $I$. We say that a CQ $q$ is forward-tree-shaped whenever $I_q$ is forward-tree-shaped.

Decision problems. For a given description logic $\mathcal{L}$ we consider the classical decision problems, namely the (finite) satisfiability problem and the (finite) CQ/UCQ/PEQ entailment problem. The former asks if an input knowledge base has a (finite) model, while in the latter asks if an input CQ/UCQ/PEQ is (finitely) entailed by an input knowledge base. Here we mention a few results on $\mathcal{ALC}$ and sister logics. It is well-known that $\mathcal{ALC}$ has the finite model property [Grä09, Thm. 3.10], i.e., the satisfiability and the finite satisfiability problems coincide. Moreover, $\mathcal{ALC}$ is finitely controllable [BG014, Thm. 1.2] that is, any UCQ can be entailed by an $\mathcal{ALC}$ knowledge base iff it is finitely entailed. These two results rely on the fact that $\mathcal{ALC}$ can be encoded [BHS07, Ch. 2.6.1] in the so-called guarded fragment of first-order logic $\mathcal{GF}$ [AV09]. Regarding the complexity results, the satisfiability problem for $\mathcal{ALC}$ [DL96, Thm. 6] and the CQ-entailment problem [Lut08, Thm. 1] for $\mathcal{ALC}$ (and even $\mathcal{ALCQ}$) are EXPTime-complete, while the PEQ-entailment problem for $\mathcal{ALC}$ was recently shown to be 2EXPTime-hard [OS14, Thm. 1]. The 2EXPTime upper bound can be obtained even for very expressive extensions of $\mathcal{ALC}$ and regular queries extending PEQs [CE014, Thm. 5.23]. The UCQ entailment problem for $\mathcal{ALC}$ is known to be EXPTime-complete [OF10, Thm. 6.5.1], while the exact complexity of UCQ-queries for many logics, including $\mathcal{ALCQ}$, is still unknown. The absence of such results is even more intriguing in the light of the existing 2EXPTime-hardness proofs of CQ entailment for $\mathcal{ALCQ}$ [NOS16, Thm. 9], $\mathcal{ACI}$ [Lut07, Thm. 2] and $\mathcal{ALC}_{\text{self}}$ [BR21, Thm. 8.2], i.e., the extensions of $\mathcal{ALC}$ with nominals, inverses of roles or self-loops.

2 Query entailment in locally-forward description logics

In this section, we introduce our worst-case optimal algorithm for solving (U)CQ entailment problem for the class of locally-forward abstract DLs. We first define what locally-forward abstract DLs actually are.

**Definition 2.1** (locally-forward-forest-like). For an $n \in \mathbb{N}$ and an $N \subseteq N_I$ we say that an interpretation $I$ is $(n, N)$-locally-forward-forest-like (short: $(n, N)$-llf-like) iff for any $d \in A^I$ the n-neighbourhood $\text{Nbd}_d^n(d)$ is either forward-tree-shaped or is an N-rooted forward forest with $N' = \{a \in N \mid d^{\text{Nbd}_d^n(a)} \text{ is defined}\}$.

Locally-forward-forest-like structures are next used as “coverings” of (finite) interpretations. The property below is analogous to the quasi-forest homomorphism-cover property from [BKR14, p. 8].

**Definition 2.2** (coverable by llfs). Let $L$ be an abstract DL and $K$ be an $L$-KB. We say that $K$ is (finitely) coverable by locally-forward-forest-like structures (short: llf-coverable) iff for any (finite) model $I \models K$ and every $n \in \mathbb{N}$ there is a (finite) $(n, \text{ind}(K))$-llf-like model $J \models K$ that covers $I$, i.e., any $n$-neighbourhood of $J$ can be individually-homomorphically-mapped to $I$.

Finally we employ coverings and llf-like interpretations to define locally-forward DLs.

**Definition 2.3.** An abstract DL $L$ is said to be (finitely) locally-forward iff all (finitely) satisfiable $L$-KBs are (finitely) llf-coverable.

From the fact that the set of models for any PEQ is closed under homomorphism it follows that:

---

1PEQs are generated with the following grammar: $q := A(x) \mid r(x, y) \mid q \land q \mid q \lor q$. 
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Fact 2.4. For any (finite) locally-forward abstract DL $\mathcal{L}$, any (finite) satisfiable $\mathcal{L}$-KB $\mathcal{K}$ and any UCQ $q = \bigvee_{i=1}^{m} q_i$, we have that if $\mathcal{K} \models q$ then there is a (finite) $([q], \text{ind}(\mathcal{K}))$-lff-like countermodel for $\mathcal{K}$ and $q$.

Proof. Let $I$ be a countermodel for $\mathcal{K}$ and $q$. By the fact that $\mathcal{K}$ is lff-coverable we infer the existence of $([q], \text{ind}(\mathcal{K}))$-lff-like model for $\mathcal{K}$ and $q$ that covers $I$. We claim that $J$ is the desired lff-like countermodel $J$ for $\mathcal{K}$ and $q$. Indeed, if we would have $J \models q$ then $J \models q_i$ (for some index $1 \leq i \leq m$ and a match $\pi$). Then the connected components of $|T|_{\{\pi(x)\mid x \in \text{Var}(q_i)\}}$ are of size $\leq |q|$ and hence, can be homomorphically mapped to $I$ by the assumption. This implies $I \models q_i$, and therefore $I \models q$, contradicting the countermodelhood of $I$. \qed

One can easily provide multiple examples of locally-forward abstract DLs. It is easy to check that any logic $\mathcal{L}$ extending $ALC^n$ and having the forward-forest-countermodel property is immediately locally-forward, i.e. for any $\mathcal{K}$, a guaranteed forward-forest countermodel $I$ of $\mathcal{K}$ and a (U)CQ of size $n$ is $(n, \text{ind}(\mathcal{K}))-lff$-like. By inspecting the proof of [OdlF10, Lemma 3.2.13] one can see that any abstract DL $\mathcal{L}$ contained in $ALC^H_{\emptyset \emptyset \emptyset \emptyset}$ has such a property and thus, is locally-forward. A more direct proof will be provided in the full version of this paper. An example of finitary locally-forward abstract DL is $ALC\subseteq$ [BBR20, Lemmas 14–20].

2.1 An informal explanation of the Lutz’s spoiler technique

We start by giving a rather informal explanation of Lutz’s spoiler technique, dedicated to the readers that are not familiar with the original work of Lutz on querying $ACCHQ$ [Lut08, Sec. 3]. Most of the forthcoming notions are very similar to those from [Lut08] and actually we aimed at reusing as much material from [Lut08] as possible. However, many of our statements require separate proofs in order to make them logic-independent and to adjust the proof to locally-forest-like structures.

Recall that our goal is to decide, given an finite lff-coverable $\mathcal{L}$-KB $\mathcal{K}$ and a conjunctive query $q$, whether $\mathcal{K} \models_q q$ holds, which boils down to checking if there is a (finite or arbitrary, depending on the problem) countermodel for $\mathcal{K}$ and $q$. Due to Fact 2.4 we can restrict our attention to $(n, \text{ind}(\mathcal{K}))-lff$-like interpretations. An important observation is that a match $\pi$ of $q$ over an $([q], \text{ind}(\mathcal{K}))$-lff-like $I$ induces a very specific partition of $\text{Var}(q)$, namely $\pi$ divides the variables of $q$ into three disjoint categories: (i) the variables mapped to the $N$-named elements of $I$, (ii) the variables forming a forward subtree “dangling” from one of the $N$-named elements of $I$ and (iii) the variables forming forward-trees that lie “far” from $N$-named elements. The notion of a splitting abstractly describes such a partition, independently of the choice of $\pi$ and $I$. The existence of a splitting compatible with a $([q], \text{ind}(\mathcal{K}))$-lff-like $I$ implies that $I \models q$ holds and vice-versa. Hence, to show $\mathcal{K} \not\models q$, it suffices to find a $([q], \text{ind}(\mathcal{K}))$-lff-like model $I^*$ of $\mathcal{K}$ such that no splitting is compatible with it, or, in other words, that $I^*$ spoils all the splittings.

Next, for a splitting $\Pi_q$ of $q$ we design an $\mathcal{L}$-KB $\mathcal{K}^\Pi_q$, called a spoiler for $\Pi_q$, with the intended meaning that every $([q], \text{ind}(\mathcal{K}))$-lff-like-$\Pi_q$-model of $\mathcal{K} \cup \mathcal{K}^\Pi_q$ spoils its compatibility with $\Pi_q$. The construction of spoilers employs, among other ingredients, the well-known rolling-up technique [HT00, Sec. 4] that is used to detect forward-tree-shaped query matches from points (ii)–(iii) above (the name of the technique comes from the fact that we traverse an input forward-tree in a bottom-up manner and gradually “rolling-up” its forward subtrees into predicates, until the root is reached). This is the only reason why we require that $\mathcal{L}$ polynomially encodes $ALC^n$ concepts. Having the splittings defined, we observe that (finite) $([q], \text{ind}(\mathcal{K}))$-lff-like models of $\mathcal{K} \cup \mathcal{K}^\Pi_q$ are also (finite) countermodels for $\mathcal{K}$ and $q$.

This yields decidability, but with a suboptimal complexity when the (finite) satisfiability problem for $\mathcal{L}$ is $\text{EXPTIME}$-complete. To get the optimal (exponential) upper bound in such case, we parallelise the construction of $\mathcal{K}^\Pi_q$.

2.2 Step I: Rolling-up forward-tree-shaped queries

We next recall the well-known rolling-up technique [Lut08, p. 5] of transforming forward-tree-shaped queries into $ALC^n$-concepts. Our goal is to construct, for every $x \in \text{Var}(q)$, a concept $\text{Sub}_x^\sharp q$ stating that $d \in \text{Sub}_x^\sharp q$ holds whenever the subtree of $T_q$ rooted at the variable $x$ can be mapped below $d$ in $T$ (made more formal in Lemma 2.6). A formal, inductive definition is given next. The main idea behind the definition is to traverse the input tree in a bottom-up manner, describing its shape with $ALC^n$-concepts, and gradually “rolling-up” the input forward-tree into smaller chunks until the root is reached.

In his paper, Lutz works with $\text{SHQ}$, an extension of $ACCHQ$ with transitive roles, but he doesn’t allow for transitive roles in queries. This is crucial since their presence makes CQ entailment problem exponentially-harder [ELOS99, Thm. 1]. Hence, from the query point of view, Lutz’s work is rather about querying $ACCHQ$. 
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Definition 2.5. For a forward-tree-shaped CQ $q$ and any of its variables $v \in \text{Var}(q)$ we define an $\mathcal{ALC}^\tau$-concept Subt$_q^v$ as:

$$\text{Subt}_q^v := \bigcap_{A(v) \in q} A \cap \bigcap_{u \in \text{Chlds}(v)} \exists r(r(v, u) \in q) \text{Subt}_q^u,$$

where the empty conjunction equals $\top$. We set $\text{Match}_q$ as an abbreviation of $\text{Subt}_q^v$ with $v$ being the root of $\mathcal{I}_q$.

From the presented construction we can easily estimate the size (i.e. the number of sub-concepts) of $\text{Match}_q$. Note that the size of $\text{Match}_q$ is linear in $|q|$ since every query atom contributes to exactly one sub-concept of $\text{Match}_q$. The following lemma is folklore and can be shown by routine induction over $(\text{Var}(q), \subseteq)$.

Lemma 2.6. For any interpretation $\mathcal{I}$, any forward-tree-shaped CQ $q$ and any of its variables $v \in \text{Var}(q)$, the following equivalence holds: $d \in (\text{Subt}_q^v)^\mathcal{I}$ iff there exists a homomorphism $h : \mathcal{I}_q \rightarrow \mathcal{I}$ with $h(v) = d$.

By unravelling the definition of $\text{Match}_q$ and by applying Lemma 2.6 for the root variable of $q$, we obtain:

Corollary 2.7. For any interpretation $\mathcal{I}$ and a forward-tree-shaped conjunctive query $q$ we have $(\text{Match}_q)^\mathcal{I} \neq \emptyset$ iff there exists a homomorphism $h : \mathcal{I}_q \rightarrow \mathcal{I}$.

Unfortunately, the presented method of detecting query matches works only for forward-tree-shaped queries. To detect matches of arbitrary CQs, we introduce the notions of fork rewritings and splittings.

2.3 Step II: Fork rewritings

Observe that a conjunctive query can induce several different query matches, depending on how its variables “glue” together. We formalise this concept with the forthcoming notion of fork rewritings [Lut08, p. 4].

Definition 2.8. Let $q, q'$ be CQs. We say that $q'$ is obtained from $q$ by fork elimination, and denote this fact with $q \rightarrowfe q'$, if $q'$ can be obtained from $q$ by selecting two atoms $r(y, x), s(z, x)$ of $q$ (where $r$ and $s$ are not necessary different) and identifying the variables $y, z$. We also say that $q'$ is a fork rewriting of $q$ if $q'$ is obtained from $q$ by applying fork elimination on $q$ possibly multiple times. When the fork elimination process is applied exhaustively on $q$ we say that the resulting query, denoted with maxfr$(q)$, is the maximal fork rewriting of $q$.

The proof of the following Lemma 2.9 can be found in Appendix A of the technical report for [Lut08].

Lemma 2.9 (Lemma 1 of [Lut08]). For any conjunctive query $q$ there exists its (up to a variable renaming) unique maximal fork rewriting maxfr$(q)$.

To get a better understanding on how the fork elimination works, consult the example below.

Example 2.10. Consider a conjunctive query $q = r(x, y) \land r(x, z) \land s(v, y) \land r(v, z) \land A(x) \land B(y) \land C(z) \land D(v)$. By applying fork elimination for variables $x$ and $v$ we obtain the maximal fork rewriting of $q$, i.e. the conjunctive query maxfr$(q) = r(xv, y) \land s(xv, y) \land r(xv, z) \land B(y) \land A(xv) \land D(xv) \land C(z)$, with $xv$ being a fresh variable.

Figure 1: An example conjunctive query (LHS) and its maximal fork rewriting (RHS).

A rather immediate application of Definition 2.8 is that an entailment of a fork rewriting of a query implies the entailment of the input query itself. The proof goes via an induction over the number of fork eliminations.

Lemma 2.11. Let $q, q'$ be conjunctive queries, such that $q'$ is obtained from $q$ by fork rewriting, and let $\mathcal{I}$ be a structure. Then $\mathcal{I} \models q'$ implies $\mathcal{I} \models q$. 
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Proof. Assume $\mathcal{I} \models q'$. Since $q'$ is a fork rewriting of $q$, there exists a derivation $q_0 = q \rightsquigarrow_{fe} q_{i-1} \rightsquigarrow_{fe} \ldots \rightsquigarrow_{fe} q_0 = q'$. Reasoning inductively, it suffices to show that for all indices $0 \leq i < n$ we have that $\mathcal{I} \models q_i$ implies $\mathcal{I} \models q_{i+1}$. Then we conclude the lemma by taking $i := n - 1$. Assume $\mathcal{I} \models q_i$, i.e. there is a homomorphism $h_i : \mathcal{I}_{q_i} \rightarrow \mathcal{I}$. Since $q_{i+1} \rightsquigarrow_{fe} q_i$ holds, we can find the variables $x, y, z$ such that (i) $\text{Var}(q_i) \setminus \{x, y, z\} = \text{Var}(q_{i+1}) \setminus \{x, y, z\}$ and (ii) $q_i$ was obtained from $q_{i+1}$ by replacing each occurrence of $x$ or $y$ in any atoms with $z$. Hence, let $f : \mathcal{I}_{q_{i+1}} \rightarrow \mathcal{I}_{q_i}$ be a function satisfying $f(x) = f(y) = z$ and $f(v) = v$ for all other variables. From (i) and (ii) we immediately infer that $f$ is a homomorphism. Thus $(h_i \circ f) : \mathcal{I}_{q_{i+1}} \rightarrow \mathcal{I}$ is a homomorphism, establishing $\mathcal{I} \models q_{i+1}$. \hfill $\square$

### 2.4 Step III: Splittings

The next notion of splittings [Lut08, p. 4] provides an abstract way to describe how a conjunctive query $q$ matches a $\langle q, N \rangle$-locally-forward-forest-like interpretation, while referring neither to a concrete interpretation nor to a concrete match. Intuitively, the role of splittings is to partition the variables $v$ of some fork rewriting $q$ of the input query, depending on the three possible scenarios:

- either $v$ is mapped to one of the $N$-named elements,
- or $v$, together with some other variables, constitute a subtree dangling from one of the $N$-named elements,
- or $v$ is mapped somewhere “far” inside the structure, i.e. it is disconnected from the $N$-named elements.

These intuitions are formalised with a slight modification of the definitions for $\mathcal{ALCHQ}$ from [Lut08, p. 4].

**Definition 2.12.** Let $N \subseteq N_I$ and let $q$ be a conjunctive query. An $N$-splitting $\Pi^N_q$ of $q$ is a tuple

$$\Pi^N_q = (\text{Roots}, \text{name}, \text{SubTree}_1, \text{SubTree}_2, \ldots, \text{SubTree}_n, \text{root-of}, \text{Trees}),$$

where the sets $\text{Roots}, \text{SubTree}_1, \ldots, \text{SubTree}_n, \text{Trees}$ induce a partition of $\text{Var}(q)$, $\text{name} : \text{Roots} \rightarrow N$ is a function naming the roots and $\text{root-of} : \{1, 2, \ldots, n\} \rightarrow \text{Roots}$ assigns to each $\text{SubTree}_i$ an element from $\text{Roots}$. Moreover, to be an $N$-splitting, $\Pi^N_q$ has to satisfy all the conditions below:

- (a) the query $q|_{\text{Roots}}$ is a conjunction of variable-disjoint forward-tree-shaped queries,
- (b) the queries $q|_{\text{SubTree}_i}$ are forward-tree-shaped for all indices $i \in \{1, 2, \ldots, n\}$,
- (c) for any atom $r(x, y) \in q$ the variables $x, y$ either belong to the same set or there is an index $i \in \{1, 2, \ldots, n\}$ such that $\text{root-of}(i) = x \in \text{Roots}$ and $y \in \text{SubTree}_i$, is the root of $q|_{\text{SubTree}_i}$,
- (d) For any index $i \in \{1, 2, \ldots, n\}$ there is an atom $r(\text{root-of}(i), x_i) \in q$ with $x_i$ being the root of $q|_{\text{SubTree}_i}$.

It helps to think that a splitting consists of named roots, corresponding to the ABox part of the model, together with some of their subtrees and of some auxiliary forward-trees lying somewhere detached from the roots.

**Example 2.13.** Consider an $\{a, b, c\}$-rooted forward forest $\mathcal{I}$ and a (non-tree-shaped) $\mathcal{CQ}$ $q$:

$$q = (A(x_0) \land r(x_0, x_1) \land r(x_1, x_0) \land B(x_1)) \land (s(x_0, x_00) \land r(x_00, x_000))$$

$$\land (r(x_0, x_10) \land s(x_0, x_100) \land r(x_10, x_200)) \land (A(x_200) \land r(x_200, x_2001) \land B(x_2001)).$$

Then a splitting $\Pi_q = (\text{Roots}, \text{name}, \text{SubTree}_1, \text{SubTree}_2, \text{root-of}, \text{Trees})$ defined below is compatible with $\mathcal{I}$.

![Diagram](image)

Figure 2: An example splitting $\Pi_q$ of $q$, compatible with $\mathcal{I}$.

We finish the section by showing that splittings indeed fulfill their purposes. In order to do it, we first introduce an immediate definition of compatibility of a splitting with a $\langle q, N \rangle$-locally-forward-forest-like interpretation.
Definition 2.14. Let \( N \subseteq N_1 \), \( q \) be a CQ and \( I \) be a \((|q|, N)\)-locally-forward-forest-like interpretation. We say that an \( N \)-splitting \( \Pi_q^N \) of \( q \) is compatible with \( I \) if it satisfies:

(A) for every connected component \( \hat{q} \) of \( q\)'s tree there is a domain element \( d \in \Delta^I \) satisfying \( d \in (\text{Match}_q)^I \),

(B) for all atoms \( A(x) \in q \) with \( x \in \text{Roots} \) we have \((\text{name}(x))^I \in A^I \),

(C) for all atoms \( r(x, y) \in q \) with \( x, y \in \text{Roots} \) we have \((\text{name}(x)^I, \text{name}(y)^I) \in r^I \),

(D) for all indices \( i = \{1, 2, \ldots, n\} \) the following property, for \( x_i \) being the root of \( q|_{\text{SubTrees}_i} \), is satisfied:

\[
\text{name}(\text{root-of}(i))^I \in \left( \bigcap_{r(\text{root-of}(i), x_i) \in q} r^I \right) \cdot \text{Match}_q|_{\text{SubTrees}_i}^I.
\]

The forthcoming lemmas link together all the notions presented in this section. Its proof is similar to [Lut08, Lemma 2], but our version is arguably more detailed and uses a different kind of structures than Lutz’s.

Lemma 2.15. Let \( q \) be a CQ, \( N \subseteq N_1 \) and \( I \) be a (finite) \((|q|, N)\)-iff-like interpretation. Then \( I \models (\text{ff}) \) \( q \) if and only if there is a fork rewriting \( \hat{q} \) of \( q \) and an \( N \)-splitting \( \Pi_q^N \) of \( q \), such that \( \Pi_q^N \) is compatible with \( I \).

We start with the “if” direction.

Proof \((\Rightarrow)\). By Lemma 2.11, it suffices to show \( I \models q \). We construct a function \( h : \text{Var}(q) \rightarrow I \) as follows:

- For every root variable \( x \in \text{Roots} \) we put \( h(x) := (\text{name}(x))^I \).
- Fix an index \( 1 \leq i \leq n \). By Item (b) of Definition 2.12 we know that \( q|_{\text{SubTrees}_i} \) is forward-tree-shaped and let \( x_i \) be its root. Moreover, by Item (D) of Definition 2.14 there exists an element \( d_i \in \Delta^I \) satisfying:

\[
(\text{name}(\text{root-of}(i))^I, d_i) \in \left( \bigcap_{r(\text{root-of}(i), x_i) \in q} r^I \right) \cdot \text{Match}_q|_{\text{SubTrees}_i}^I. \tag{\dag}
\]

From the forward-tree-shapenness of \( q|_{\text{SubTrees}_i} \) and Lemma 2.6 we conclude the existence of a homomorphism \( h_i \) from \( I_q|_{\text{SubTrees}_i} \) to \( I \) with \( h_i(x_i) = d_i \). Thus we can simply put \( h(x) := h_i(x) \) for all \( x \in \text{SubTrees}_i \).

- Take any connected component \( \hat{q} \) of \( q\)'s tree, which by Item (a) of Definition 2.12 is forward-tree-shaped. From the compatibility of \( \Pi_q^N \) with \( I \) and Item (A) of Definition 2.14 we know that there is an element \( d \in \Delta^I \) satisfying \( d \in (\text{Match}_q)^I \). Invoking Corollary 2.7, we deduce that there exists a homomorphism \( h_\hat{q} : I_\hat{q} \rightarrow I \). Finally, we put \( h(x) := h_\hat{q}(x) \) for all \( x \in \text{Var}(\hat{q}) \).

Note that the definition of \( h \) is correct, i.e. every argument has a value assigned and that each argument has only one value assigned, since (i) the sets \( \text{Roots}, \text{SubTrees}_1, \ldots, \text{SubTrees}_n, \text{Trees} \) induce a partition of \( \text{Var}(q) \), (ii) that all forward-tree-shaped queries from \( \text{Trees} \) are variable-disjoint and (iii) the employed homomorphism functions themselves. Hence, it remains to show that \( h \) is also a homomorphism from \( I_q \) to \( I \). Proving the preservation of atomic concepts by \( h \) is immediate: for root variables we employ Item (B) of Definition 2.14, while for the other variables we rely on the fact that the result of \( h \) is then defined via an another homomorphism. For the proof of the preservation of roles by \( h \), we take any \( (x, y) \in r^I \), or equivalently \( r(x, y) \in q \), and we going to show that \( (h(x), h(y)) \in r^I \). By Item (c) of Definition 2.12 we know that there are only four cases to consider, depending on the location of \( x \) and \( y \):

- Both \( x \) and \( y \) belong to \( \text{Roots} \). Then \( (h(x), h(y)) = (\text{name}(x)^I, \text{name}(y)^I) \in r^I \) follows from Item (C) of Definition 2.14.
- There exists an index \( 1 \leq i \leq n \) such that \( x, y \in \text{SubTrees}_i \). Then \( (x, y) \in r^I \cdot \text{SubTrees}_i \) holds and we get \( (h(x), h(y)) = (h_i(x), h_i(y)) \in r^I \) since \( h_i \) is a homomorphism.
- Both \( x \) and \( y \) belong to \( \text{Trees} \). From \( (x, y) \in r^I \cdot \text{Trees} \) we know that \( x, y \) are in the same subtree \( \hat{q} \) of \( \text{Trees} \). Thus, \( (x, y) \in r^I \) holds and it suffices to apply the fact that \( h_\hat{q} \) is homomorphism to get \( (h(x), h(y)) = (h_\hat{q}(x), h_\hat{q}(y)) \in r^I \).
- The variables \( x \) and \( y \) are in two different sets. First, from Item (c) of Definition 2.12, we know that there is an \( i \) such that \( x \in \text{Roots} \) satisfies \( \text{root-of}(i) = x \) and \( y = x_i \in \text{SubTrees}_i \), is the root of \( q|_{\text{SubTrees}_i} \). Second, by Equation \((\dag)\) we know that \( (h(x), h(y)) \) is actually equal to \((\text{name}(\text{root-of}(i))^I, d_i) \) for some already-fixed \( d_i \in \Delta^I \). Finally, by applying the first part of Equation \((\dag)\), we get \( (h(x), h(y)) = (\text{name}(\text{root-of}(i))^I, d_i) \) belongs to \( r^I \), as required.

We have shown that the function \( h \) is indeed a homomorphism. Thus \( I \models q \) holds, implying \( I \models q \). \qed
Next, we proceed with a more difficult “only if” direction of Lemma 2.15.

Proof ($\Rightarrow$). Let $\pi$ be the match witnessing $\mathcal{I} \models_{\pi} q$. We construct the query $q'$ by exhaustively applying fork elimination on all “forks” $r(x, z), s(y, z)$ (where $r, s$ are not necessarily different) with $\pi(x) = \pi(y)$. Note that then also $\mathcal{I} \models q'$ holds (a match $\pi'$ for $q'$ can be easily constructed from $\pi$). In what follows we define an $N$-splitting

$$\Pi^N_{\pi'} = (\text{Roots}, \text{name}, \text{SubTree}_1, \text{SubTree}_2, \ldots, \text{SubTree}_n, \text{root-of}, \text{Trees}),$$

where the definitions of its components are provided below.

- The set $\text{Roots}$ is composed of all variables $x \in \text{Var}(q')$ for which $\pi'(x)$ is an $N$-named element of $\mathcal{I}$. For all such variables $x$ we set $\text{name}(x) = a$ for any corresponding $a \in N$.

- The sets $\text{SubTree}_i$, as their name suggests, are defined by taking subtrees connected to the roots. To simplify the definition, we say that a variable $x$ is dangling from a root if there exists a variable $x_r \in \text{Roots}$ and an atom $r(x, z), s(y, z)$ in $q'$. Let $D$ be the subset-maximal set of variables from $(\text{Var}(q') \setminus \text{Roots})$ dangling from roots. Take $n := |D|$ and fix an ordering $x_1, x_2, \ldots, x_n$ on the elements from $D$. For any index $1 \leq i \leq n$ we define $\text{SubTree}_i$ as the set composed of $x_i$ and all variables reachable from $x_i$ via a directed path of positive length in the query structure $\mathcal{I}_{q' \upharpoonright \text{Var}(q') \setminus \text{Roots}}$. Observe that $\mathcal{I}_{(\pi'(x)) \upharpoonright \text{SubTree}_i}$ is a forward-tree. This follows from the fact that the $|q|$-neighbourhood of $\pi'(x_i)$ in $\mathcal{I}$ is either a forward-tree (and hence we are done) or it is an $N'$-rooted forward-forest (then since $\pi'(x_i)$ is not $N$-named it is an inner node of the forest and hence the nodes reachable from it constitute a forward-tree).

Thus, due to the fact that we eliminated all forks, the underlying query $q' \upharpoonright \text{SubTree}_i$ is forward-tree-shaped.

- We put $\text{root-of}(i) := x_i$, where $x_i$ is the root from which $x_i \in D$ is dangling. Note that $x_i$ is uniquely determined due to the construction of $q'$. Indeed, ad absurdum assume that there is $y_i \neq x_i$ such that $r(x_i, x_i)$ and $s(y_i, x_i)$ holds. There are two cases: either $\pi'(x_i) = \pi'(y_i)$ or $\pi'(x_i) \neq \pi'(y_i)$. The former case is clearly not possible due to the fact that such “forks” were eliminated in $q'$. In the latter case it implies that there are two $N$-named elements of $\mathcal{I}$ pointing at $\pi'(x_i)$. Recall that $\mathcal{I}$ is a $((|q|, N)$-locally-forward-forest-like and hence, the local neighbourhood of $\pi'(x_i)$ is a forward-forest with at least two roots, $\pi'(x_i)$ and $\pi'(y_i)$. Thus the latter case is only possible when $\pi'(x_i)$ is also $N$-named, but it is not because $x_i \not\in \text{Roots}$. A contradiction.

- The set $\text{Trees}$ contains all other variables from $\text{Var}(q')$.

Now we show how $\Pi^N_{\pi'}$ is indeed a splitting. We have already argued that $\text{name}$ and $\text{root-of}$ is are functions and that Item (b) and Item (d) of Definition 2.12 hold. It remains to prove that the selected sets induce a partition of $\text{Var}(q')$ as well as the satisfaction of Items (a) and (c) of Definition 2.12.

We start from the former issue. First, note that by the above definitions the set $\text{Trees}$ guarantees that all the set components of $\Pi^N_{\pi'}$ sums to $\text{Var}(q')$ and that $\text{Trees}$ are disjoint from the other sets. Moreover, since the variables from $\text{Roots}$ were excluded while defining $\text{SubTree}_i$ we conclude that $\text{Roots} \cap \text{SubTree}_i = \emptyset$ for any index $i$. Hence, it suffices to take any two indices $i < j$ and show the disjointness of $\text{SubTree}_i$ and $\text{SubTree}_j$. Assume towards a contradiction that $\text{SubTree}_i \cap \text{SubTree}_j \neq \emptyset$. Thus there is a variable $v$ reachable from both $x_i$ and $x_j$ (the roots of $q' \upharpoonright \text{SubTree}_i$ and $q' \upharpoonright \text{SubTree}_j$, different by definition) via directed paths in $\mathcal{I}_{q' \upharpoonright \text{SubTree}_i}$ and $\mathcal{I}_{q' \upharpoonright \text{SubTree}_j}$. We consider the following cases:

1. $\text{SubTree}_i = \{x_i\}$ and $\text{SubTree}_j = \{x_j\}$.
   This implies that $v = x_i$ or $v = x_j$ and contradicts the fact that each of the above sets is a singleton.

2. $v = x_i$ (the case of $v = x_j$ is analogous).
   Hence, we infer the existence of a directed path from $x_j$ to $x_i$ in $\mathcal{I}_{q' \upharpoonright \text{SubTree}_i}$. Moreover, all the elements on this path are anonymous, since they belong to $\text{SubTree}_j$. Note that $x_j$ is also anonymous. Thus there is also a directed path (of positive length!) from $\pi'(x_j)$ to $\pi'(x_i)$ of length $\leq |q'|$ in $\mathcal{I}$. But it contradicts the fact that the $|q|$-neighbourhood of $\pi'(x_i)$ is an $N'$-forward-forest, with some $N'$ containing $\text{name}(\text{root-of}(i))$ and $\text{name}(\text{root-of}(j))$.

3. $x_i \neq v \neq x_j$.
   Thus there are variables $u \in \text{SubTree}_i$, $w \in \text{SubTree}_j$, and $z \in \text{SubTree}_i\cap\text{SubTree}_j$ (with $z$ possibly equal to $v$) such that $r(u, z) \in q'$ and $s(w, z) \in q'$ and $z$ is reachable from both $x_i$ and $x_j$. Since we eliminated all the forks, we know that $\pi'(w) \neq \pi'(u)$. Thus, by applying the fact that $|q|$-neighbourhood of $\pi'(x_i)$ is an $N'$-forward-forest, we get a contradiction because $\pi'(u), \pi'(w), \pi'(z)$ do not form a forward-forest.

Hence components of $\Pi^N_{\pi'}$ indeed induce a partition of $\text{Var}(q')$.

Next, we proceed with Item (a). Take any connected component $\hat{q}$ of $q' \upharpoonright \text{Trees}$. Note that $|\hat{q}| \leq |q|$ and for any variable $v \in \text{Var}(\hat{q})$ we have that $\pi'(v)$ is not $N$-named. Hence, from the $((|q|, N)$-lh likeness of $\mathcal{I}$ we infer the substructure induced by $\pi'$ and $\hat{q}$ is a forward-tree, so is $\hat{q}$ (we eliminated all the forks!).
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Finally, we need to argue that Item (c) of Definition 2.12 holds. If \( x \in \text{Roots} \) and \( r(x,y) \in q' \) then either if \( \pi'(y) \) is \( N \)-named then \( y \in \text{Roots} \) (thus \( x, y \) are in the same set) or \( y \) is dangling from the root so, by the construction, is in some \( \text{SubTree}_i \). By construction, \( y \) is the root of \( q'|_{\text{SubTree}_i} \). Otherwise \( x \not\in \text{Roots} \) and we consider the following cases:

1. If \( x \in \text{SubTree}_i \) and \( y \in \text{SubTree}_j \cup \text{Trees} \) then \( y \in \text{SubTree}_i \) violating the disjointness of these sets.
2. \( y \in \text{Roots} \) or \( (x \in \text{Trees} \) and \( y \in \text{SubTree}_i) \). We get a contradiction with lff likeness of \( I \).

This finishes the proof that \( \Pi^N_q \) is an N-splitting of \( q' \). Next, we will argue that \( \Pi^N_q \) is compatible with \( I \). Item (A) follows from Corollary 2.7. Items (B) and (C) are immediate by the fact that \( I \models \pi' q' \). Finally, for Item (D) we take \( x_i \) the \( i \)-th variable dangling from the roots) combine the fact that \( \pi \) is a homomorphism, thus all the relations mentioned in \( q' \) between \( \pi'(\text{root-of}(i)) \) and \( \pi'(x_i) \) are preserved, with Lemma 2.6 to infer that \( \pi'(x_i) \in \text{Match}^N_{\Pi^N_q} \). This concludes the proof.

Following Lutz, we say that a role conjunction \( s_1 \cap \ldots \cap s_n \) occurs in a CQ if we can find two variables \( v, v' \in \text{Var}(q) \) such that \( \{ r \in \text{NR} \mid r(v,v') \in q \} = \{s_1,s_2,\ldots,s_n\} \). Similarly, we speak about concept/role names occurring in \( q \). Note that the role conjunctions and concept/role names used in Definition 2.14 occur in \( \Pi^N_q \).

We will next link maximal fork rewritings and splittings. Let \( q \) be a CQ and let \( \text{QTree}(\text{maxfr}(q)) \) denote the set of all forward-forest-shaped queries \( \text{maxfr}(q)|\text{Reach}(v) \), where \( v \in \text{Var}(\text{maxfr}(q)) \) and \( \text{Reach}(v) \) denotes the set of all variables reachable from \( v \) in \( \text{QTree}(\text{maxfr}(q)) \) via a directed path. Note that the size of \( \text{QTree}(\text{maxfr}(q)) \) is polynomial in the size of \( \text{maxfr}(q) \), thus also in \( |q| \). The following lemma was shown in Appendix A of [Lut08].

**Lemma 2.16.** Let \( \Pi^N_q = (\text{Roots}, \text{name}, \text{SubTree}_1, \ldots, \text{SubTree}_m, \text{root-of}, \text{Trees}) \) be an N-splitting of \( q' \), a fork rewriting of a CQ \( q \), let \( q_1', q_2', \ldots, q_k' \) be the disconnected components of \( q'|_{\text{Trees}} \), and let \( x_1, x_2, \ldots, x_n \) be the root variables of the corresponding \( q_i'|_{\text{SubTree}_i} \). Then:

- \( q_i' \in \text{QTree}(\text{maxfr}(q)) \) for all \( 1 \leq i \leq k \),
- for all \( 1 \leq i \leq n \) we have \( q_i'|_{\text{SubTree}_i} \in \text{QTree}(\text{maxfr}(q)) \), and
- \( \bigcap_{r \in \{r|\text{root-of}(i), x_i \in q' \}} r \) occurs in \( \text{maxfr}(q) \).

**Proof.** The same as the proof of Lemma 4 in [Lut08] assuming the naming convention from the appendix A.

### 2.5 Step IV: Spoilers

**Spoilers** [Lut08, p. 6] are \( \mathcal{ALC}^\ominus \)-KBs dedicated for blocking query matches over lff-like structures.

**Definition 2.17.** Let \( N \subseteq N_I \), \( q \) be a CQ and let \( \Pi^N_q = (\text{Roots}, \text{name}, \text{SubTree}_1, \ldots, \text{SubTree}_m, \text{root-of}, \text{Trees}) \) be an N-splitting \( \Pi^N_q \) of \( q \). An N-spoiler \( \mathcal{K}^\star_{\Pi^N_q} \) for \( \Pi^N_q \) is an \( \mathcal{ALC}^\ominus \)-KB satisfying at least one of:

1. \( (A) \) \( (T \subseteq \neg \text{Match}_{q_h}) \in \mathcal{K}^\star_{\Pi^N_q} \) for some forward-tree-shaped query \( q_h \), a connected component of \( q|_{\text{Trees}} \);
2. \( (B) \) \( (\neg \text{A}(\text{name}(x))) \in \mathcal{K}^\star_{\Pi^N_q} \) for some atom \( A(x) \in q \) with \( x \in \text{Roots} \);
3. \( (C) \) \( (\neg \text{r}(\text{name}(x), \text{name}(y))) \in \mathcal{K}^\star_{\Pi^N_q} \) from some atom \( r(x,y) \in q \) with \( x, y \in \text{Roots} \);
4. \( (D) \) \( (\exists \bigcap_{r(\text{root-of}(i), x_i) \in q} r) \text{Match}_{q|\text{name}}(\text{name}(\text{root-of}(i))) \in \mathcal{K}^\star_{\Pi^N_q} \) for some index \( 1 \leq i \leq n \) (where \( x_i \) denotes the root variable of \( q_i'|_{\text{SubTree}_i} \)).

Observe a tight correspondence between Items (A)–(D) of the above definition and Items (A)–(D) from Definition 2.12. We may see these cases as potential ways of “blocking” compatibility of a given splitting.

**Definition 2.18.** Let \( N \subseteq N_I \) and let \( q \) be a CQ. An \( \mathcal{ALC}^\ominus \)-KB \( \mathcal{K}^\star_q \) is an N-super-spoiler for \( q \) if it is a \( \subseteq \)-minimal KB such that for all fork rewritings \( q' \) of \( q \) and all N-splittings \( \Pi^N_q \) of \( q' \) we have that \( \mathcal{K}^\star_q \) is an N-spoiler for \( \Pi^N_q \).

The forthcoming lemma shows that the existence of an N-super-spoiler “spoils” the (finite) entailment of an input CQ over (finite) \((|q|, N)\)-lff-interpretations.

**Lemma 2.19.** Let \( I \) be a (finite) \((|q|, N)\)-lff-like interpretation and let \( q \) be a CQ. Then \( I \not\models q \) if there is an N-super-spoiler \( \mathcal{K}^\star_q \) for \( q \) such that \( I \models \mathcal{K}^\star_q \) and if \( I \models \mathcal{K}^\star_q \) for some N-super-spoiler \( \mathcal{K}^\star_q \) for \( q \) then \( I \not\models q \).

\(^4\)Watch out! There is a glitch in Lutz’s proof. In the inductive assumption no. 4, there should be \( \{v, v'\} \neq \{v, v'\} \cap S_j \neq \emptyset \) rather than \( \{v, v'\} \cap S_j \neq \emptyset \).
Proof (from non-entailment to super-spoilers). We construct a sequence of KBs $\mathcal{K}_0 := \emptyset, \mathcal{K}_1, \mathcal{K}_2, \ldots$ converging to an N-super-spoiler for $q$. To do it, fix some ordering on pairs $(q', \Pi_{q'}^N)$ of fork rewritings $q'$ and N-splittings of $q'$, and consider $i$-th such pair. Observe that $\Pi_{q'}^N$ is not compatible with $\mathcal{I}$. Indeed, otherwise by Lemma 2.15 we would have $\mathcal{I} \models q$. Thus, there is at least one item of Definition 2.14 that is not satisfied. Let $\alpha$ be the axiom the corresponding axiom Definition 2.14. Note that $\mathcal{I} \not\models \alpha$. Hence, let $\beta$ be the corresponding “negated” axiom from Definition 2.17. We put $\mathcal{K}_i := \mathcal{K}_{i-1}$ if $\beta$ is already in $\mathcal{K}_{i-1}$ and $\mathcal{K}_i := \mathcal{K}_{i-1} \cup \{\beta\}$ otherwise. From the definition of a spoiler, we see that $\mathcal{K}_i$ is an N-spoiler for the $i$-th pair. Moreover, $\mathcal{I} \models \beta$. Hence, the last KB on the list is the desired N-super-spoiler $\mathcal{K}_{q'}^s$ for $q$ and, by the construction, $\mathcal{I}$ is a (finite) model of $\mathcal{K}_{q'}^s$.

Proof (from a super-spoiler to non-entailment). Ad absurdum, assume $\mathcal{I} \models q$. Hence, by Lemma 2.15 we infer that there is a fork rewriting of $q'$ of $q$ and an N-splitting $\Pi_{q'}^N$ of $q'$ that is compatible with $\mathcal{I}$. Since $\mathcal{K}_{q'}^s$ is an N-super-spoiler for $q$ we have that, by Definition 2.18, it is also an N-spoiler for $\Pi_{q'}^N$. This implies that for $\Pi_{q'}^N$ at least one of the conditions (A)–(C) from Definition 2.17 hold, contradicting the compatibility of $\Pi_{q'}^N$ with $\mathcal{I}$.

Thus, relying on the presented lemma we conclude a reduction from the (U)CQ entailment problem to the problem of checking an existence of an ind($\mathcal{K}$)-super-spoiler spoiling the (finite) satisfiability of $\mathcal{K}$.

Lemma 2.20. Let $\mathcal{L}$ be (finitary) locally-forward abstract DL, $\mathcal{K}$ be a (finitely) satisfiable $\mathcal{L}$-KB and $q = \bigvee_{i=1}^m q_i$ be a UCQ. Then $\mathcal{K} \not\models \text{ind}(\mathcal{K})$-super-spoilers $\mathcal{K}_{q_i}^s$ for all $q_i$, s.t. $\mathcal{K} \cup \bigcup_q \mathcal{K}_{q_i}^s$ is (finitely) satisfiable.

Proof. Note that since super-spoiler are $\mathcal{ALC}^\omega$-KBs, they belong to $\mathcal{L}$ by definition. For the right-to-left direction, assume towards a contradiction that $\mathcal{K} \models \text{ind}(\mathcal{K})$ holds and take any (finite) $\langle \{q_i\}, \text{ind}(\mathcal{K})\rangle$-lff-like model $\mathcal{I}$ of $\mathcal{K} \cup \bigcup_q \mathcal{K}_{q_i}^s$ (guaranteed by Fact 2.4). By assumption we conclude $\mathcal{I} \models q$ and hence $\mathcal{I} \models q_i$ for some $1 \leq i \leq m$. But $\mathcal{I} \models \mathcal{K}_{q_i}^s$, which contradicts Lemma 2.19. For the other direction, take any (finite) $\langle \{q_i\}, \text{ind}(\mathcal{K})\rangle$-lff-like countermodel $\mathcal{I}$ for $\mathcal{K}$ and $|q|$ (guaranteed by Fact 2.4). Hence, for each $1 \leq i \leq n$ we have that $\mathcal{I} \not\models q_i$ and by Lemma 2.19 we get an ind($\mathcal{K}$)-super-spoiler $\mathcal{K}_{q_i}^s$ for $q_i$ such that $\mathcal{I} \models K_{q_i}^s$. Thus $\mathcal{I} \models \mathcal{K} \cup \bigcup_q \mathcal{K}_{q_i}^s$.

2.6 Step V: Super-spoilers made small and efficient

To get the optimal complexity bounds, we need to show that there are exponentially many super-spoilers that can be enumerated in exponential time and that the size of each super-spoiler is only of polynomial size.

We first show the following lemma (an analogous of [Lut08, Lemma 5]) proving small size of super-spoilers.

Lemma 2.21. Let $N \subseteq N_1$ be finite, $q$ be a CQ and let $\mathcal{K}_{q}^s$ be an N-super-spoiler for $q$. Then all the axioms contained in $\mathcal{K}_{q}^s$ are of one of the following forms:

(A') $\top \subseteq \neg$\text{Match}_q$ for some forward-tree-shaped query $\hat{q} \in \text{QTree}(\text{maxfr}(q))$,

(B') $\neg \text{A}(a)$ for some name $a \in N$ and a concept name $\Lambda$ occurring in $\text{maxfr}(q)$,

(C') $\neg r(a, b)$ for some names $a, b \in N$ and a role name $r$ occurring in $\text{maxfr}(q)$,

(D') $(\exists(s_1 \sqcap s_2 \cdots \sqcap s_k) \text{Match}_q)(a)$ for some forward-tree-shaped query $\hat{q} \in \text{QTree}(\text{maxfr}(q))$, name $a \in N$ and role conjunction $s_1 \sqcap s_2 \cdots \sqcap s_k$ occurring in $\text{maxfr}(q)$.

Proof. Take any N-super-spoiler for $q$ and let $\alpha$ be any of its axioms and we show that are of the shape above. If $\alpha$ is of the form of Item (B) or Item (C) we are done by the fact that (1) if $r$/$\Lambda$ occurs in $q$ then it also occurs in the maximal fork rewriting (2) name assigns values from $N$. If $\alpha$ is of the form of Item (A) we invoke Lemma 2.16. Applying all mentioned arguments we are also done with the case when $\alpha$ has the form from Item (D).

As a direct consequence of the above lemma we obtain:

Lemma 2.22. The size of every N-super-spoiler for a CQ $q$ is polynomial in $|q| + |N|$ and the total number of N-super-spoilers is exponential in $|q| + |N|$.

Proof. Let $\text{maxfr}(q) = q^\ast$. To bound the size of N-super-spoilers we invoke Lemma 2.21 and see that the axioms of the corresponding items can be bounded, respectively, by $|\text{QTree}(q^\ast)|, |q| \cdot |N|, |q| \cdot |N|^2$ and $|q| \cdot |\text{QTree}(q^\ast)| \cdot |N|$. Since $|\text{QTree}(q^\ast)|$ is bounded polynomially in $|q|$ we are done. The latter part is now immediate.

The last property in our path leading to an algorithm solving the (U)CQ-entailment is the ability to enumerate N-super-spoilers in exponential time.

Lemma 2.23. The set of all N-super-spoilers for a CQ $q$ can be enumerated in time exponential in $|N| + |q|$.

Proof. We enumerate N-super-spoilers as follows. We first enumerate all $\mathcal{ALC}^\omega$-KBs containing only the axioms stated in Lemma 2.21 (requires time exponential in $|N| + |q|$). To check if a knowledge-base is indeed an N-super-spoiler, we go through all fork rewritings (there are exponentially many in $|q|$ of them) and all splittings for them (exponential in $|N| + |q|$). Then we apply the definition of N-spoilers to check if the considered knowledge-base indeed blocks the splitting, which can be performed, after fixing an N-spoiler and an N-splitting, in polynomial time. The execution times are multiplied, hence the overall algorithm works in time exponential in $|N| + |q|$. 


2.7 Step VI: The algorithm

We are ready to present an algorithm for deciding (finite) (U)CQ entailment problem over (finitary) locally-forward DLs, that is worst-case optimal in many scenarios, e.g. in the case when the (finite)satisfiability problem for the DL is \textsc{ExpTime}-complete. We present a pseudocode below.

Procedure 1: Checking (finite) UCQ entailment over (finitary) locally-forward abstract DL KBs

\begin{verbatim}
Procedure 1:
\textbf{Input:} A UCQ \( q = \bigvee_{i=1}^n q_i \) and an \( \mathcal{L} \)-KB \( \mathcal{K} \).
1. If \( \mathcal{K} \) is not (finitely) satisfiable return True. \hfill // Checkable in SAT(\text{poly}(\mathcal{K})).
2. \textbf{foreach} selection of ind(\( \mathcal{K} \))-super spoilers \( \mathcal{K}_{q_1}^r, \ldots, \mathcal{K}_{q_m}^r \) for \( q_1, \ldots, q_m \) \hfill // In exp(|ind(\( \mathcal{K} \)|)+|\( q \)|) by L. 2.23
3. do
4. \hfill // In SAT(\text{poly}(|\mathcal{K}|+|q|)) by Lemma 2.22
4. If \( \mathcal{K} \cup \bigcup_i \mathcal{K}_{q_i}^r \) is (finitely) satisfiable return False.
5. return True.
\end{verbatim}

Lemma 2.24. Procedure 1 returns True iff \( \mathcal{K} \models_{(\text{fin})} q \). Moreover, Procedure 1 can be implemented to work in time \( \exp(|\mathcal{K}|+|q|) \cdot \text{SAT}(\text{poly}(|\mathcal{K}|+|q|)) \) for some polynomial function poly and an exponential function exp and with SAT(\( \mathcal{L} \)) denoting the worst-case optimal running time of the (finite) satisfiability problem for \( \mathcal{L} \)-KBs.

Proof. For the first statement of the lemma we consider the following cases. If \( \mathcal{K} \) is not (finitely) satisfiable then it entails every query. Our procedure returns True in this case. If \( \mathcal{K} \) is (finitely) satisfiable but does not (finitely) entail \( q \), then by Lemma 2.20 there are ind(\( \mathcal{K} \))-super-spoilers \( \mathcal{K}_{q_i}^r \) for \( q_i \) such that \( \mathcal{K} \cup \bigcup_i \mathcal{K}_{q_i}^r \) is (finitely) satisfiable and hence, the fourth line of the algorithm returns False. Otherwise, \( \mathcal{K} \) is (finitely) satisfiable and (finitely) entails \( q \). Thus again, by Lemma 2.20, there are no such ind(\( \mathcal{K} \))-super-spoilers and so the (finite) satisfiability test in the 4th line of Procedure 1 will never succeed. Hence, the 5th line will be executed, returning True.

The second part of the lemma follows immediately from of Lemma 2.22 and Lemma 2.23 and from the fact that \( \text{SAT}(\text{poly}(\mathcal{K})) + \exp(|\text{ind}(\mathcal{K})|+|q|) \cdot \text{SAT}(\text{poly}(|\mathcal{K}|+|q|)) \) is bounded by \( \exp(|\mathcal{K}|+|q|) \cdot \text{SAT}(\text{poly}(|\mathcal{K}|+|q|)) \).

Relying on the above lemma, we conclude our main theorem.

Theorem 2.25. For any (finitary) locally-forward abstract DL \( \mathcal{L} \) with (finite) \( \mathcal{L} \)-KB-satisfiability problem decidable in time \( \text{SAT}(\cdot) \), there exists a polynomial and an exponential function poly and exp such that the (finite) UCQ entailment problem over \( \mathcal{L} \)-KB is decidable, for an input \( \mathcal{K}, q \), in time \( \exp(|\mathcal{K}|+|q|) \cdot \text{SAT}(\text{poly}(|\mathcal{K}|+|q|)) \).

The most important application of our work is when the (finite) knowledge base satisfiability problem for \( \mathcal{L} \) is \textsc{ExpTime}-complete. Then the function \( \exp(|\mathcal{K}|+|q|) \cdot \text{SAT}(\text{poly}(|\mathcal{K}|+|q|)) \) is actually a single exponential function, and hence, we have the following corollary (the lower bound follows from \( \text{ALC} \) [BHLS17, Thm. 5.13]).

Corollary 2.26. The (finite) (U)CQ entailment problem is \textsc{ExpTime}-complete for any (finitary) locally-forward abstract DL with \textsc{ExpTime}-complete (finite) knowledge base satisfiability problem.

Recall from the beginning of the section that \( \text{ALCSCC} \) is finitary locally-forward and that any abstract DL \( \mathcal{L} \) contained in \( \text{ALCCH}_{\text{reg}}Q \) is locally-forward. Since their corresponding satisfiability problems are \textsc{ExpTime}-complete, by the above corollary we conclude:

Theorem 2.27. The finite UCQ entailment problem for \( \text{ALCSCC} \) is \textsc{ExpTime}-complete and the UCQ entailment problem for any \( \text{ALC} \subseteq \mathcal{L} \subseteq \text{ALCCH}_{\text{reg}}Q \) is \textsc{ExpTime}-complete.

This closes numerous gaps in the complexity of query entailment that were present in the literature, e.g. the complexities of CQ entailment for \( \text{ALC}b \) or UCQ entailment for \( \text{ALC}HQ \) were unknown. It also proves that regular role expressions from \( \text{ALCCH}_{\text{reg}}Q \) do not increase the complexity of querying, as it is the case for nominals, inverses or self-loops. As a last remark: any PEQ can be transformed into a (U)CQ of exponential size. This yields us \( 2\text{ExpTime} \)-completeness of PEQ querying for any logics mentioned in the above theorem. The lower bound holds already for \( \text{ALC} \) [OS14, Thm. 1].
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