Pairing enhanced by local orbital fluctuations in a model for monolayer FeSe
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The pairing mechanism in different classes of correlated materials, including iron based superconductors, is still under debate. For FeSe monolayers, uniform nematic fluctuations have been shown in a lattice Monte Carlo study to play a potentially important role. Here, using dynamical mean field theory calculations for the same model system, we obtain a similar phase diagram and provide an alternative interpretation of the superconductivity in terms of local orbital fluctuations and phase rigidity. Our study clarifies the relation between the superconducting order parameter, superfluid stiffness and orbital fluctuations, and provides a link between the spin/orbital freezing theory of unconventional superconductivity and theoretical works considering the role of nematic fluctuations.

I. INTRODUCTION

Monolayer FeSe grown on SrTiO\textsubscript{3} (STO) exhibits superconductivity with a remarkably high superconducting \( T_c \) of more than ten times the bulk value [1–7]. Various theories have been proposed to explain this surprising experimental result, as summarized in Ref. 7. One possibility is a phononic mechanism, involving an interface-enhancement of the electron-phonon coupling, as suggested in the original paper [1]. Lee et al. observed replica bands using angle-resolved photoemission spectroscopy [8], consistent with a strong coupling between FeSe electrons and STO phonons. Using Quantum Monte Carlo simulations, Li et al. [9] showed that the \( T_c \) can be substantially enhanced by introducing an electron-phonon interaction in the model.

Significant enhancements of \( T_c \), relative to bulk FeSe, are however also found in monolayer systems without STO substrate [10–15]. This shows that the interface effect is not the only relevant mechanism, and suggests a significant contribution from a purely electronic mechanism. Since bulk FeSe shows a nematic transition around 100 K, but no magnetic ordering, an appealing scenario is that the \( T_c \) in monolayer FeSe is enhanced by a mechanism related to nematic fluctuations. In Ref. 16, Dumitrescu et al. used lattice Monte Carlo simulations of a two-band model with attractive intra-orbital interactions to reveal a connection between superconductivity and uniform nematic fluctuations, detected through the \( \mathbf{q} = 0 \) correlation function for the orbital moments.

The model considered in Ref. 16 has some similarity to multi-orbital Hubbard models with negative Hund coupling \( J \) [17–19]. The latter have been studied in connection with unconventional superconductivity in the fulleride compounds A\(_3\)C\(_{60}\) [19–23]. There, the pairing can be related to enhanced local orbital fluctuations and an orbital-freezing crossover. As discussed in Ref. 18, the two-orbital Hubbard model with \( J < 0 \) can be mapped to the model with \( J > 0 \), which connects orbital freezing and hence to the unconventional superconductivity observed in materials ranging from uranium based compounds [24–28] to cuprates [29]. With the aim of a unified description of unconventional superconductivity in mind, it is thus interesting to look at the previously studied model for FeSe monolayers from an orbital-freezing perspective.

Here, we solve the model of Refs. [16, 30] using single-site dynamical mean field theory (DMFT) [31] and show that this approximation essentially reproduces the phase diagram established by lattice Monte Carlo simulations in Ref. 16. Instead of \( \mathbf{q} = 0 \) fluctuations, we focus on local orbital fluctuations and ask to what extent these fluctuations contribute to the pairing. We will show that in the regime of weak-to-moderate bare couplings, the interactions induced by local orbital fluctuations play the dominant role in the pairing (as in the case of fullerides), while in the doped Mott regime, the bare attraction becomes more relevant. We will comment on the realistic range for the bare interaction, which is below the critical value for a paired Mott state.

The paper is organized as follows. In Sec. II we introduce the effective two-band Hubbard model for monolayer FeSe, and the DMFT method used to solve it. In Sec. III, we show the DMFT phase diagram and connect the superconducting order parameter to the effective attractive interaction, orbital fluctuations and the superfluid stiffness. Section IV contains a summary and conclusions.

II. MODEL AND METHOD

For the modeling of monolayer FeSe, we follow Refs. 16 and 30 and consider a two-band Hubbard model on the square lattice,

\[
H = - \sum_{i,j,a,b,\sigma} t_{ij} a_{i\alpha \sigma}^\dagger b_{j \alpha \sigma} + H.c. - \mu \sum_{i,a} n_{i,a} - g \sum_{i} \left(n_{i,xz} - n_{i,yz}\right)^2,
\]

with orbitals of \( d_{xz}, \ d_{yz} \) character, as illustrated in Fig. 1(a). Here, \( i,j \) label the lattice sites, \(a,b = d_{xz}, d_{yz}\)
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The density of states (DOS) of $H^0$ is schematically shown in red and blue. The hoppings are $t_1 = -1.0t$, $t_2 = 1.5t$, $t_3 = -1.2t$, $t_4 = -0.95t$, which are expressed in units of $t = 100$ meV [33–35]. Since $\epsilon_{k}^{\sigma}$ is even in $k$ we have $H_0(-k)^T = H_0(k)$. The band structure and density of states (DOS) of $H_0(k)$ are shown in Fig. 1(b) and Fig. 1(c), respectively. Clearly, there is no particle-hole symmetry in the tight-binding model. The chemical potentials associated with filling $n = 1$, 2, and 3 are indicated in the band structure and in the DOS. In addition, we highlight the filling $n = 1.56$ corresponding to the lower edge of the upper band, since the jump in the DOS at this value leaves clear traces in the results presented in Sec. III. Because of the broad band with weak van Hove singularity near $n = 1$, and the more narrow band with prominent van Hove singularity near $n = 3$, we expect stronger correlation effects on the electron doped side than on the hole doped side of the half-filled ($n = 2$) system.

The interaction term $H_{\text{int}}$ (third term in Eq. (1)) can be decomposed using $g = -U > 0$ into a chemical potential shift and intra/inter-orbital density-density interaction terms,

$$H_{\text{int}} = \frac{U}{2} \sum_{i\alpha\sigma} n_{i\alpha\sigma} + U \sum_{i\sigma} n_{i\sigma\uparrow} n_{i\sigma\downarrow} - U \sum_{i\sigma\sigma'} n_{i\sigma\downarrow} n_{i\sigma'\uparrow}.$$

While the bare interaction parameters estimated for $d$-electron models of iron pnictides are repulsive [36, 37], it has been argued in Ref. 32 that a moderate local electron-phonon coupling substantially screens these interactions and results in a situation where orbital fluctuations, rather than spin fluctuations, play a dominant role. Within our phenomenological description, $U < 0$ allows to mimic this situation, but one should keep in mind that large attractive on-site interactions $U$ are unrealistic. With $U < 0$, $H_{\text{int}}$ favors intra-orbital spin-singlet pairing [17] and model (1) becomes similar to a two-orbital Hubbard model with negative Hund coupling $J$. The difference is that the inter-orbital same-spin and opposite-spin interactions are equal, which is not the case in the usual Kanamori model with Hund coupling, but at the qualitative level, we can expect similar low-energy physics.

We solve the correlated lattice system within the framework of DMFT [31], where the lattice model is mapped onto a self-consistently determined quantum impurity model. This two-orbital impurity model is solved using the hybridization-expansion continuous-time quantum Monte-Carlo (CT-HYB) algorithm [38–40]. The hybridization function is diagonal in orbital space because $\epsilon_k^{\sigma}$ satisfies $\epsilon_k^{\sigma}(k_x, k_y) = -\epsilon_k^{\sigma}(k_x, -k_y) = -\epsilon_k^{\sigma}(-k_x, -k_y)$, which leads to an orbital-diagonal local Green’s function. We use here a Nambu implementation of the DMFT loop, as described in Refs. 17 and 31, in order to treat the superconducting phase. To reduce the noise in the impurity self-energy, we employ (symmetric) improved estimators [41, 42]. To map out the phase diagram, we allow...
III. RESULTS

A. Phase diagram and orbital fluctuations

The main results of our study are summarized in Figs. 2 and 3. The phase diagram with superconducting (SC), antiferro-orbital order (AFO), ferro-orbital order (FO) and charge density wave (CDW) phases is shown in Fig. 2. Here, the thick black line indicates the (paired) Mott phase at \( n = 2 \) in the system with suppressed electronic orders and attractive interaction \( U \lesssim -4.4 = U^{\text{Mott}} \). The appearance of AFO order near half-filling and FO order in the doped system can be understood by looking at the generic DMFT phase diagram of the two-orbital Hubbard model with \( J > 0 \) in Ref. 43 and considering the fact that switching \( J > 0 \to J < 0 \) maps ferromagnetism to FO and anti-ferromagnetism to AFO order (as well as spin-triplet SC to spin-singlet SC) [18], and that our system is qualitatively similar to the \( J < 0 \) case. Because ferromagnetism (and hence FO order) appears only at strong coupling [43], we detect FO only on the electron-doped side. The appearance of a CDW in the half-filled Mott system is similar to what one finds in the attractive single-band Hubbard model, where SC and CDW coexist at half-filling [44]. The strong asymmetry of the phase diagram with respect to \( n = 2 \) appears because of the strongly asymmetric DOS.

The superconducting order parameter \( \Delta = \)
First, it should be noted that the appearance of local singlet pairing in a model with a bare on-site attractive interaction is of course expected. However, as noted in Ref. 16, the SC phase in a mean-field treatment of the model appears at rather large interaction, $|U| > 6$ at $T = 1/8$, so that the superconducting states revealed in Fig. 2 and Fig. 3(b) must be stabilized, or at least enhanced, by an additional source of attractive interactions. Here, we focus on the role of local orbital fluctuations.

Following Refs. 28 and 45 we can, based on a weak-coupling picture, derive an effective interaction $U_{\text{eff}}$ which takes into account the leading correction from bubble diagrams. In Appendix A we show that for the current model, with $g = -U$, one finds $|U_{\text{eff}}| = |U| + 2U^2\Delta_\text{loc}^2(\omega = 0)$, where $\Delta_\text{loc}(\omega = 0)$ is the static value of the Fourier transform of the orbital-orbital correlation function $\langle c_{\sigma\alpha} c_{\sigma\alpha} \rangle = \frac{1}{2}((n_1(\tau) - n_2(\tau))(n_1(0) - n_2(0)))$. In the strongly correlated regime, the orbital moment can freeze [18] and it is more natural to replace $\Delta_\text{loc}(\omega = 0)$ by the “fluctuating contribution” $\Delta_\text{loc}(\omega = 0) = \int_0^\beta \chi_\text{loc}^\text{orb}(\tau) d\tau - \beta \Delta_\text{loc}^\text{orb}(\beta/2)$. Based on these arguments, we expect that the attractive interaction is enhanced as

$$|U_{\text{eff}}| = |U| + 2|U|^2\Delta_\text{loc}^\text{orb},$$

with a correction term that is proportional to the square of the bare $|U|$, at least in the weak-coupling regime.

As discussed in the fulleride context in Ref. 23, the effective attractive interaction in the SC state can be measured by computing the ratio between the real part of the anomalous self-energy in the static limit $\text{Re}\Sigma_\text{ano}(i\omega)$, and the order parameter $\Delta$. This provides a way of testing the qualitative prediction in Eq. (4). Figure 4 plots $\text{Re}\Sigma_\text{ano}(i\omega)/\Delta$ as a function of $|U|$ for different fillings, together with a fit to a linear plus quadratic function. We see that $|U_{\text{eff}}| \geq |U|$ and that at least in the small-$|U|$ regime, where the simple bubble-estimate (4) is meaningful, the enhancement of the attractive interaction is approximately quadratic [46]. This provides direct evidence for an enhancement of the pairing interaction, and hence SC, by local orbital fluctuations.

To further investigate the link between $\text{Re}\Sigma_\text{ano}(i\omega)/\Delta$ and $\Delta_\text{loc}^\text{orb}$, we show these quantities as intensity plots in panels (c) and (d) of Fig. 3. We furthermore show by the dashed black line with crosses in (c) the peak values of $\Delta_\text{loc}^\text{orb}$ and by the black dashed line with triangles in (d) the location of the maxima in $\text{Re}\Sigma_\text{ano}(i\omega)/\Delta$ for $|U| \lesssim U_{\text{c-Mott}}$. We also reproduce the maxima in (d) by the gray line with triangles in panel (c). One finds that for interactions smaller than the $U_{\text{c-Mott}}$ of the $n = 2$ paired Mott insulating state, there is an almost perfect match between the maxima in the local orbital fluctuations and the maxima in the effective attractive interaction, which further supports the picture of pairing induced by local orbital fluctuations. In this regime, the situation is hence very similar to the fulleride systems discussed in Refs. 19 and 23, even though in the present case we have an attractive bare interaction, while the bare interactions are repulsive (but $J < 0$, similar to here) in the fulleride case.

To make the connection between the enhanced local orbital fluctuations and the effective attractive interaction even more clear, we plot in panels (c) and (d) of Fig. 5 several cuts at fixed $|U|$ values. Again, the positions of the maxima in $\Delta_\text{loc}^\text{orb}$ are indicated by crosses, and the maxima in the measured effective attractive interaction by triangles, and we reproduce the maxima in (d) by the gray triangles in panel (c).
FIG. 5. Filling $(n)$ dependence of (a) the superfluid stiffness $D_S$, (b) the SC order parameter $\Delta$, (c) the local orbital fluctuations $\Delta \chi^{\text{orb}}_\text{loc}$ and (d) the effective interaction $\text{Re} \Sigma^{\text{ano}}(i\omega_\tau)/\Delta$ at a series of $|U|$ values as indicated in panel (b). The black crosses in (c) and triangles in (d) mark the corresponding peak positions. For a better comparison between the peak positions, we also indicate the peak positions from panel (d) in panel (c) by the gray triangles. Similarly, we reproduce the maxima of (c) by the gray crosses in (b) on the hole-doped side. Due to large error bars in determining the SC phase near $n = 2$, we truncate the data in panel (d) with a cutoff $\Delta > 0.03$. The curves in panel (a) [(b,c,d)] are shifted by multiples of 0.2 [(0.02, 0.125, 2)] along the vertical axis for a better presentation. The thin dashed lines in panels (a,b) mark the filling $n = 1.56$.

As discussed in several previous works [23, 47, 48], to understand how the order parameter depends on the filling or (effective) interaction, one also needs to consider the superfluid stiffness $D_S$, which we can compute from the Nambu Green’s functions as explained in Appendix B. $D_S$ is plotted in panel (a) of Figs. 3 and 5. The stiffness gets smaller for more strongly correlated systems, as one can see in Fig. 5 from the correlation between the peak in $\text{Re} \Sigma^{\text{ano}}(i\omega_\tau)/\Delta$ and the dip in $D_S$ near $n \approx 2$ and $|U| \gtrsim |U_c^{\text{Mott}}|$, or by noticing the larger value of $D_S$ on the hole doped side, compared to the electron doped side for larger $|U|$. While the situation for $|U| \lesssim |U_c^{\text{Mott}}|$ is complicated, and the maxima in $\Delta$ seem to correlate both with the maxima in $\Delta \chi^{\text{orb}}_\text{loc}$ and those in $D_S$, for larger $|U|$ and on the electron-doped side, we clearly find that the maximum in $\Delta$ appears in the filling region ($n \approx 3$) where the stiffness is maximal. The same is true for the strongly hole-doped system near $n \approx 1$. At these doping levels, orbital freezing is no longer effective and hence there is no longer a match between the maximum in the local orbital fluctuations and the maxima in $\Delta$. This indicates that in the large-$|U|$ and large-doping regime, the pairing gets dominated by the bare attractive interaction, rather than by the fluctuation-induced retarded effective attraction. On the other hand, in the weakly doped large-$U$ regime, where the orbital-freezing crossover takes place, there is still a good correlation between the maxima in the orbital fluctuations (see crosses in Fig. 5(b)) and the maxima in $\Delta$, and similarly, we may interpret the fast rise of $\Delta$ on the electron-doped side as an effect of orbital-fluctuation-enhanced pairing. In the latter regime, we also note the apparent connection between the maxima in $\Delta \chi^{\text{orb}}_\text{loc}$ and the FO instability (compare Figs. 2 and Fig. 3(c)). The rapid decrease in $D_S$ and $\Delta$ with hole doping around $n = 1.56$ (marked by the dashed line in Fig. 5(a,b)) is related to the jump in the DOS at the lower edge of the upper band.

B. Analysis of the spectral functions

We next investigate the real-frequency spectra of the (orbital- and spin-symmetric) single-particle normal Green’s functions $G_{\alpha\sigma}(\tau) = -\langle T_\tau c_{\alpha\sigma}^\dagger(\tau)c_{\alpha\sigma}(0) \rangle$ and the anomalous Green’s functions $F_{\alpha}(\tau) = -\langle T_\tau c_{\alpha\uparrow}(\tau)c_{\alpha\downarrow}(0) \rangle$, and compare them to the spectral function of the orbital correlation function $\chi^{\text{orb}}_\text{loc}(\tau)$. While the normal spectral function $A^{\text{nor}}(\omega) = -\frac{1}{2} \text{Im} G(\omega)$ is positive, the anomalous one $A^{\text{ano}}(\omega) = -\frac{1}{2} \text{Im} F(\omega)$ may have negative spectral weight. For the calculation of the latter, we employ the maximum entropy analytic continuation [49] of auxiliary Green’s functions (MaxEntAux) [50] with positive-definite spectral weight. The idea is to introduce the operators $\hat{a}_\alpha = \frac{1}{\sqrt{2}}[c_{\alpha\uparrow} + c_{\alpha\downarrow}^\dagger]$ and $\hat{b}_\alpha = \frac{1}{\sqrt{2}}[c_{\alpha\uparrow} - c_{\alpha\downarrow}^\dagger]$, as well as the two auxiliary Green’s functions

$$G^{\alpha,\text{aux}}_{\alpha}(\tau) \equiv -\langle T_\tau \hat{a}_\alpha(\tau)\hat{a}_\alpha^\dagger(0) \rangle = \frac{1}{2} [G_{\alpha\uparrow}(\tau) - G_{\alpha\downarrow}(\tau - \tau) + 2F_{\alpha}(\tau)].$$ (5)
with increasing energy of the orbital fluctuations. In the case of $A$ concerns the relation of this peak to the characteristic higher energies and broadens. An interesting question (ii) on the strong coupling side of the $T$ dome (“orbital-frozen” regime) the energies of the peaks in $\chi_{\text{orb}}$ approximately match, because the transition into the SC state melts the orbital freezing and lifts the energy scale of the orbital fluctuations up to that of the pairing fluctuations.

In panel (a) of Fig. 6 we plot the orbital correlation functions in the normal metal state (green) and in the SC state (red), while the corresponding lines in panel (b) show the bosonic spectral functions $\text{Im} \chi_{\text{loc}}^{\text{orb}}(\omega)/\pi$. At the qualitative level, we find the same effect as previously discussed for the repulsively interacting fulleride model, namely that the orbital freezing, which manifests itself at large $|U|$ by the slow decay of the orbital correlation function, partially melts in the superconducting state, which results in an enhancement of the peak in the spectral function and a shift of the peak to higher energy.

In the weak-coupling regime, the bosonic energy scale is higher than the fermionic one, while for strong couplings, in the normal phase, it is lower, again in qualitative agreement with the results of Ref. 23. However, there is no lock-in between the bosonic and fermionic energy scales in the large-$|U|$ superconducting state, even though the former is clearly increased compared to the normal phase. The missing lock-in phenomenon in the strongly correlated electron-doped compound is another indication that the pairing in this regime occurs not only because of fluctuation-mediated retarded interactions, but to a significant extent because of the attractive bare interaction. This distinguishes model (1) from the fulleride systems with purely repulsive bare interactions.

A systematic analysis of the energies of the main peaks in $A^{\text{nor}}$, $A^{\text{ano}}$ and $\text{Im} \chi_{\text{loc}}^{\text{orb}}/\pi$ as a function of filling and bare $|U|$ yields the curves shown in Fig. 7. These results confirm the general trend of an increasing (decreasing) characteristic energy in $A^{\text{ano}}$ ($\text{Im} \chi_{\text{loc}}^{\text{orb}}/\pi$) with increasing $|U|$, the significant increase in the bosonic energy when switching from the normal to the superconducting phase, especially for larger $|U|$, as well as the absence of a lock-in between the peaks in $A^{\text{ano}}$ and $\text{Im} \chi_{\text{loc}}^{\text{orb}}/\pi$.

**IV. DISCUSSION AND CONCLUSIONS**

Using DMFT, we have solved a model which has been previously discussed in the context of monolayer FeSe and SC induced by uniform ($q = 0$) nematic fluctuations. Our study provides an alternative point of view by focusing on local orbital fluctuations and their effect on superconductivity. We showed that DMFT produces a qualitatively and even quantitatively similar phase diagram to the one previously obtained by lattice QMC [16], apart from the prediction of different long-range ordered phases. In particular, DMFT predicts a relatively narrow FO phase in the strongly-correlated electron-doped regime, roughly along the line of maximum orbital fluctuations, and a CDW instability at $n = 2$ and $|U| \gtrsim |U^{\text{Mott}}|$ $\approx 4.4$. If the symmetry breaking is restricted to on-site pairing, the results are however similar, with SC most prominent on the electron doped side, near $n = 3$.

For $|U| \lesssim |U^{\text{Mott}}|$ we demonstrated a clear connection between orbital fluctuations and the effective attractive interaction, which in the SC phase can be calculated from the ratio $|\text{Re} \Sigma^{\text{ano}}(i\tau^\nu)/\Delta|$. Both quantities peak in the same region of the phase diagram, along a line which
stiffness, it is however also important to consider the superfluid $T_c$ with $J < 0$, such as fulleride compounds [18, 19]. To understand the maximum in the order parameter and $T_c$, it is however also important to consider the superfluid stiffness $D_S$, which peaks at larger dopings. Especially in the strongly correlated regime ($|U| \gtrsim |U_{c}^{\text{Mott}}|$) the order parameter reaches its largest value at $n \approx 3$ and $n \approx 1$, near the fillings corresponding to the maximum $D_S$ rather than near the peak in $\Delta_{\text{loc}}$. A relevant question is which parameter regime is representative of FeSe. This material is strongly correlated with repulsive Hubbard interactions within and between the $d$ orbitals. In Ref. 32 it has been argued that the coupling to local phonons can significantly screen the static interactions, leading to an overshielding of the Hund exchange, and an effective low-energy model which favors orbital fluctuations, similar to the one considered in this work. The filling per $d_{xz}$ and $d_{yz}$ orbital in monolayer FeSe is about 1.2, according to the density functional theory plus DMFT calculation in Ref. 51, which implies $n \approx 2.4$. A rough idea of the realistic values of $|U|$ may be obtained by comparing the computed transition temperatures $T_c$ to the experimentally established $T_c \approx 109$ K [52]. This suggests $|U_{\text{FeSe}}| \lesssim 2$ ( = 0.2 eV), which places the material close to the line of maximum $\Delta_{\text{loc}}$ (black crosses in Fig 3(c)). Within the current model description, the experimentally relevant parameter regime is thus the electron-doped weak-$|U|$ region (below $U_{c}^{\text{Mott}}$), where the effective attraction is controlled by local orbital fluctuations.

We have to note that some aspects of model (1) are debatable. The strong screening by local phonons and the resulting dominance of orbital fluctuations over spin fluctuations has been proposed in Ref. 32 in the context of the general discussion of $s_{\pm}$ versus $s_{++}$ pairing in iron pnictides and the impurity effect. This work suggested an overshielding of $J$, similar to the case of $\text{A}_{2}\text{C}_{60}$, while the phonon-screened intra-orbital interaction remains positive. Model (1) also mimics a negative $J$, as mentioned in the introduction, but it also has an attractive intra-orbital interaction. This attractive $U$ may not play an essential role in the (physically relevant) weak-coupling regime, but it becomes questionable in the strong coupling regime $|U| \gtrsim |U_{c}^{\text{Mott}}|$ that was discussed in Ref. 16.

Also, the Fermi surface structure of this model is actually for a monolayer of the bulk system [35], which features hole pockets at the $\Gamma$ point and electron pockets at the $X$ point in the extended Brillouin zone (1 Fe per unit cell) [7] for $n \approx 2$. In the FeSe/STO system, the hole pockets at the $\Gamma$ point sink below the Fermi energy [2], a situation which in our model is only achieved for $n \gtrsim 3$. However, model (1) qualitatively captures the doping evolution of the pockets, i.e. the shrinking of the hole pockets at the $\Gamma$ point and the expansion of the electron pockets at the $X$ point with increasing filling.

A recent resonant inelastic X-ray scattering study has furthermore revealed profound differences between the spin excitation spectrum of bulk and monolayer FeSe [53], which suggests a possibly important role of spin fluctuations in the pairing. Such physics is not captured by model (1).

The main purpose of the present study was to relate the concept of nematicity enhanced pairing, which has been discussed on the basis of model (1) [16, 30],
to the deeper concept of unconventional superconductivity induced by the freezing of local (spin or orbital) moments, which has emerged over the past six years [18, 19, 23, 28, 29, 54]. We showed that in the realistic parameter regime, the pairing in model (1) can be understood as arising from enhanced local orbital fluctuations, which grow as the system approaches an orbital-freezing regime, very similar to what occurs in $\lambda$C$_60$ on the weak-coupling side of the $T_c$ dome. In this regime the results fit into the picture of orbital-freezing induced SC. We however also concluded that for $U > |U|_\text{MF}$ and $n \approx 3$, outside the realistic regime for FeSe, the orbital-fluctuation-induced effective attraction no longer plays the dominant role in the pairing. In this regime, Ref. 16 found a correlation between pairing and $q$, which takes into account the effect of bubble diagrams. Here, $\alpha$ is the flavor index, and $q = (\mathbf{q}, \nu_m)$ a combined momentum and frequency index, with $\nu_m = 2\pi m/\beta$ the Bosonic Matsubara frequency. The susceptibility $\chi_\alpha$ in the second term is defined as

$$\chi_\alpha(q) = -\sum_k G_\alpha(k) G_\alpha(k + q),$$

with $G_\alpha(k)$ the single-particle Green’s function for flavor $\alpha$. In the DMFT approximation, we only consider local vertex corrections, i.e., $\chi_\alpha(q) \approx \chi_\alpha^{\text{loc}}(\nu_m)$, and for local interactions may eliminate the $q$-dependence in Eq. (A1). In the following, we are interested in the static limit of these local interactions, and thus use $\chi_\alpha^{\text{loc}} = \chi_\alpha^{\text{loc}}(\nu_0) = \int_0^\beta \chi_\alpha^{\text{loc}}(\tau) d\tau$. In the weak-coupling limit, the above local susceptibility may be identified with either the orbital or spin susceptibility. As the attractive interaction $U$ increases in magnitude, the orbital susceptibility grows and the spin susceptibility is suppressed. We thus interpret $\chi_\alpha^{\text{loc}}$ as the local orbital susceptibility $\chi_{\alpha\text{orb}}^{\text{loc}} = \int d\tau (O(\tau)O(0))$ with $O = \frac{1}{2} (n_1 - n_2)$. $U^{\text{bubble}}$ may then be obtained by a matrix inversion as

$$U^{\text{bubble}} = (\| + U\chi_{\text{loc}}^{\text{orb}})^{-1} U,$$

where the bare interaction in matrix form (using the ordering \[ \begin{pmatrix} 1 & 2 & 3 & 4 \\ 1 \uparrow & 1 \downarrow & 2 \uparrow & 2 \downarrow \end{pmatrix} \) reads

$$U = \begin{bmatrix} 0 & U & -U & -U \\ U & 0 & -U & -U \\ -U & -U & 0 & U \\ -U & U & 0 & 0 \end{bmatrix}. \tag{A4}$$

The explicit calculation yields the effective static introrbital interaction

$$U_{1\uparrow 1\downarrow}^{\text{bubble}} = \frac{U}{\left(1 + U\chi_{\text{loc}}^{\text{orb}}\right)^2 - 4 \left(U\chi_{\text{loc}}^{\text{orb}}\right)^2}. \tag{A5}$$

In the weak coupling limit, we have

$$U_{1\uparrow 1\downarrow}^{\text{bubble}} \approx U - 2U^2\chi_{\text{loc}}^{\text{orb}} + 3U(U_0\chi_{\text{loc}}^{\text{orb}}). \tag{A6}$$

Since $U < 0$ and $\chi_{\text{loc}}^{\text{orb}} > 0$, the bubble corrections make the intra-orbital effective interaction in Eq. (A6) more attractive. We thus expect that SC is enhanced by the local orbital fluctuations. If we take the absolute value of the interaction and truncate Eq. (A6) at second order, we find

$$|U^{\text{bubble}}| = |U| + 2|U|^2\chi_{\text{loc}}^{\text{orb}}. \tag{A7}$$

### Appendix B: Superfluid Stiffness

The stiffness, or phase rigidity, measures how stable the superconducting state is against phase twisting. In the BCS mean-field theory, $T_c$ scales with the paring gap. However, such a scaling is not valid in many unconventional superconductors [57], where $T_c$ is related to the superfluid stiffness $D_S$. Here, the superconducting order melts by fluctuations of the phase of the order parameter, rather than by the suppression of its amplitude. Within the
framework of linear response and in the long-wave-length limit ($q \to 0$), the general formula for the stiffness \cite{48, 58} is

$$D_S^b = \frac{e^2}{\hbar^2 \beta VN} \sum_{k,i\omega_n} \left\{ \text{Tr} \left[ G(k, i\omega_n)(\sigma_0 \otimes \lambda_k^a)G(k, i\omega_n)(\sigma_0 \otimes \lambda_k^b) + G(k, i\omega_n)e^{i\omega_n 0^+}(\sigma_3 \otimes \lambda_k^{ab}) \right] \right\}, \quad (B1)$$

where the first and second terms of Eq. (B1) represent the paramagnetic and diamagnetic parts, respectively. Here

$$G(k, i\omega_n) = (i\omega_n \mathbb{I}_{4 \times 4} + \sigma_3 \otimes \mu\mathbb{I}_{2 \times 2} - \sigma_3 \otimes H_0(k) - \Sigma^{N_{\text{Nam}ub}}(i\omega_n))^{-1}$$

is the interacting lattice Green’s function ($4 \times 4$ matrix) calculated with the local self-energy $\Sigma^{N_{\text{Nam}ub}}$ from DMFT. $\lambda_k^a$ and $\lambda_k^{ab}$ are the $2 \times 2$ matrices

$$\lambda_k^a \equiv \partial_{k_a} H_0(k), \quad \lambda_k^{ab} \equiv \partial_{k_a} \partial_{k_b} H_0(k),$$

with $a, b$ an index for the Cartesian axes $x, y$ and $z$.

The Kronecker product $\otimes$ in the first term of Eq. (B1) is

$$\sigma_0 \otimes \lambda_k^a = \begin{bmatrix} \lambda_k^a & 0 \\ 0 & \lambda_k^a \end{bmatrix},$$

while that in the second term corresponds to

$$\sigma_3 \otimes \lambda_k^{ab} = \begin{bmatrix} \lambda_k^{ab} & 0 \\ 0 & -\lambda_k^{ab} \end{bmatrix}.$$

Here, $\sigma_0 = \mathbb{I}_2$ and $\sigma_3$ is the third Pauli matrix.

In the following, we list the explicit expressions for $\lambda_k^a$ and $\lambda_k^{ab}$:

$$\partial_{k_a} H_0(k) = \begin{pmatrix} 4t_3 \sin k_x \cos k_y + 2t_1 \sin k_x & -4t_4 \cos k_x \sin k_y \\ -4t_4 \cos k_x \sin k_y & 4t_3 \sin k_x \cos k_y + 2t_2 \sin k_x \end{pmatrix},$$

$$\partial_{k_x} H_0(k) = \begin{pmatrix} 4t_3 \cos k_x \sin k_y + 2t_2 \sin k_y & -4t_4 \sin k_x \cos k_y \\ -4t_4 \sin k_x \cos k_y & 4t_3 \cos k_x \sin k_y + 2t_1 \sin k_y \end{pmatrix},$$

$$\partial_{k_x} \partial_{k_x} H_0(k) = \begin{pmatrix} 4t_3 \cos k_x \cos k_y + 2t_1 \cos k_x & 4t_4 \sin k_x \sin k_y \\ 4t_4 \sin k_x \sin k_y & 4t_3 \cos k_x \cos k_y + 2t_2 \cos k_x \end{pmatrix},$$

$$\partial_{k_y} \partial_{k_x} H_0(k) = \begin{pmatrix} 4t_3 \cos k_x \cos k_y + 2t_2 \cos k_y & 4t_4 \sin k_x \sin k_y \\ 4t_4 \sin k_x \sin k_y & 4t_3 \cos k_x \cos k_y + 2t_1 \cos k_y \end{pmatrix},$$

$$\partial_{k_x} \partial_{k_y} H_0(k) = \partial_{k_y} \partial_{k_x} H_0(k) = \begin{pmatrix} -4t_3 \sin k_x \sin k_y & -4t_4 \cos k_x \cos k_y \\ -4t_4 \cos k_x \cos k_y & -4t_3 \sin k_x \sin k_y \end{pmatrix}. \quad (B10)$$
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