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Abstract

We obtain algebraic characterizations of relative notions of size in a discrete semigroup that generalize the usual combinatorial notions of syndetic, thick, and piecewise syndetic sets. “Filtered” syndetic and piecewise syndetic sets were defined and applied earlier by Shuungula, Zelenyuk, and Zelenyuk [25]. Other instances of these relative notions of size have appeared explicitly (and more often implicitly) in the literature related to the algebraic structure of the Stone–Čech compactification. Building on this prior work, we observe a natural duality and demonstrate how these notions of size may be composed to characterize previous notions of size (like piecewise syndetic sets) and serve as a convenient description for new notions of size.
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1 Introduction

In this paper, we study certain “relative notions of size” that can be succinctly characterized by the algebraic structure of the Stone–Čech compactification of a discrete semigroup. All notions of size we consider are ultimately motivated by van der Waerden’s theorem on arithmetic progressions [29].
This well known classical result in Ramsey theory has many equivalent formulations. But, one early observation (see [26, Chapter 33, p. 319]) of Kakeya and Morimoto [17, Sections 1 and 2] shows that van der Waerden’s theorem can be reformulated to assert that certain “large” subsets of positive integers contain arbitrarily long arithmetic progressions:

**Theorem 1.1** (Reformulation of van der Waerden’s theorem). Let \( A \subseteq \mathbb{N} \) have **bounded gaps**, that is, there exists a positive integer \( b \) such that for all positive integers \( x \) we have

\[
(\{1, 2, \ldots, b\} + x) \cap A \neq \emptyset.
\]

Then for all positive integers \( k \in \mathbb{N} \) there exist \( a, d \in \mathbb{N} \) with

\[
\{a, a + d, a + 2d, \ldots, a + (k - 1)d\} \subseteq A.
\]

This reformulation is important since it’s the first **documented** example (known to the authors) of a fundamental heuristic that underlies a significant proportion of current research in Ramsey theory. Roughly stated, this heuristic asserts that underlying many Ramsey theoretic phenomena is at least one **notion of size** (for instance, bounded gaps) which contains enough “**structure**” to imply an interesting (**combinatorial**) **pattern** (for instance, arbitrarily long arithmetic progressions). In **Theorem 1.1** one can use the structure of minimal left ideals in the Stone–ˇCech compactification, as first shown by Bergelson, Furstenberg, Hindman, and Katznelson [3], to obtain an algebraic proof of van der Waerden’s theorem. Often the most difficult part of this trio is to identify the right structures to leverage to deduce the combinatorial consequence.

**Remark 1.2.** Historically, however, the dissemination of the “Ramsey theory heuristic” was more directly influenced from developments surrounding the Erdős and Turán Conjecture [12] leading up to Szemerédi’s Theorem [27] and beyond. Tao’s essay [28] provides a nice brief nontechnical overview on how Szemerédi’s Theorem, and especially its proofs, have influenced and motivated a lot of work in Ramsey theory and its applications. Additionally, Bergelson’s survey article [2] provides several examples and theorems demonstrating the effectiveness of approaching Ramsey theory from this heuristic.

**Three notions of size in semigroups**

In general, given a subset \( A \) of a (for us, infinite) semigroup \( S \), we can classify \( A \) as “large” in several different ways. A recent paper of Hindman [15] surveys 52 notions of size which have interesting connections to either Ramsey theory, dynamics, or the algebraic structure of the Stone–Čech compactification of a discrete semigroup. However in this paper we’ll consider far fewer notions — essentially **only three**.
For an arbitrary semigroup a set with bounded gaps is not guaranteed to make sense because most semigroups don’t have a natural ordering. But, we can capture the essential properties of bounded gaps via the notion of “syndetic”. In the following definition, and in the rest of this paper, given a set $X$ we let $\mathcal{P}_f(X)$ denote the collection of all nonempty finite subsets of $X$; and, if $(S, \cdot)$ is a semigroup, $A \subseteq S$, and $x \in S$ we define $x^{-1}A = \{y \in S : x \cdot y \in A\}$. Beside defining syndetic, we also introduce two more notions closely related to syndetic sets:

**Definition 1.3.** Let $(S, \cdot)$ be a semigroup and let $A \subseteq S$.

(a) We call $A$ **syndetic** if and only if there exists $H \in \mathcal{P}_f(S)$ such that $\bigcup_{h \in H} h^{-1}A = S$. We let $\text{Syn}$ denote the collection of all syndetic subsets of $S$.

(b) We call $A$ **thick** if and only if for all $H \in \mathcal{P}_f(S)$ we have $\bigcap_{h \in H} h^{-1}A \neq \emptyset$. We let $\text{Thick}$ denote the collection of all thick subsets of $S$.

(c) We call $A$ **piecewise syndetic** if and only if there exist $B \in \text{Syn}$ and $C \in \text{Thick}$ such that $A = B \cap C$. We let $\text{PS}$ denote the collection of all piecewise syndetic subsets of $S$.

We leave it as an exercise to verify, in $(\mathbb{N}, +)$ syndetic sets are precisely those sets with bounded gaps. It’s also helpful to keep in mind that, again in $(\mathbb{N}, +)$, a set is thick if and only if it contains arbitrarily long blocks of consecutive positive integers, and a set is piecewise syndetic if and only if there exists a fixed bound such that the set contains arbitrarily long subsets of positive integers whose gaps are no bigger than the fixed bound. Furstenberg in [13, Definition 1.11] defined piecewise syndetic sets, in $\mathbb{N}$ or $\mathbb{Z}$, as the intersection of a syndetic and thick set (and also noted the equivalence we just stated above).

In Section 2, we’ll give a brief review of the algebraic structure of the Stone–Čech compactification $(\beta S, \cdot)$ of a discrete semigroup $(S, \cdot)$, but, for now, we’ll simply note that all three notions have succinct characterizations in terms of this algebraic structure [16, Theorems 4.48 and 4.40]:

**Theorem 1.4.** Let $(S, \cdot)$ be a semigroup.

(a) $\text{Syn} = \{A \subseteq S : \text{for every minimal left ideal } L \text{ of } \beta S \text{ we have } L \cap c\ell_{\beta S}(A) \neq \emptyset\}$.

(b) $\text{Thick} = \{A \subseteq S : \text{there exists a minimal left ideal } L \text{ of } \beta S \text{ such that } L \subseteq c\ell_{\beta S}(A)\}$.

(c) $\text{PS} = \{A \subseteq S : \text{there exists a minimal left ideal } L \text{ of } \beta S \text{ such that } L \cap c\ell_{\beta S}(A) \neq \emptyset\}$.

**Organization of article**

The goal of this paper is to define and study “relative” notions of syndetic, thick, and piecewise syndetic sets by investigating how these notions “compose” with each other and prove algebraic characterizations of these relative notions that generalize Theorem 1.4.
**Relative notions in the literature**  “Filtered” notions of syndetic and piecewise syndetic sets were previously defined and considered by Shuungula, Zelenyuk, and Zelenyuk [25]. Their paper, and a related older paper of Davenport [10], both form the starting part for our own investigations. (In a sense, this paper can be partially viewed as a synthesis of their work.) “Filtered” notions of thick sets have also appeared implicitly in much of the literature related to the algebraic structure of the Stone–Čech compactification. And, in special cases, appeared more or less explicitly in the context of ‘finite embeddability’ by Blass and Di Nasso and Baglini [7, 19, 18] and in a note of Protasov and Slobodianiuk [22]. We also note that Zucker [30] considers some related ideas in the context of a different generalization of syndetic, thick, and piecewise syndetic sets.

In Section 2, we state standard and known results in Proposition 2.5 and fix some notation and terminology. (As we note in Remark 2.2 and Remark 2.4 some of the notation and terminology we introduce, while previously appearing in the literature, is not standardized. But, our choices are suitable and flexible for our purpose.) We also end this section with a brief review of the algebraic structure of the Stone–Čech compactification.

In Section 3, we give the definitions for relative syndetic and thick sets, observe a duality between them, illustrate how these notions can be “composed”, and prove, in Lemma 3.9, a result that algebraically characterizes a large number of these notions. As one (almost immediate) consequence of this lemma, we obtain combinatorial characterizations of closed subsemigroups, closed left ideals, and closed right ideals of $\beta S$. These latter combinatorial results were previously obtained by Davenport [10] and, independently, by Papazyan [21].

In Section 4, we define relative piecewise syndetic sets and immediately observe this notion is ‘partition regular’ in Theorem 4.2. Our definition of relative piecewise syndetic is different from the one defined earlier by Shuungula, Zelenyuk, and Zelenyuk [25]. We show that our definition satisfies their notion of relative piecewise syndetic. However, since we’ve been unable to verify the converse, we end this section with an open question asking if these two definitions, in fact, coincide.

We also note that in several of our proofs below given three (or more) statements $P$, $Q$, and $R$, following the usual mathematical practice, when we write “$P \iff Q \iff R$” we mean “($P \iff Q$) and ($Q \iff R$)”.

## 2 Preliminaries: Notions of size and the Stone–Čech compactification

Instead of considering a single “large” set, it’s usually convenient to consider a collection of all large subsets, as we’ve done in Definition 1.3 via $\text{Syn}$, $\text{Thick}$, and $\text{PS}$. Moreover, it’s reasonable to assume that such a collection satisfies some minimal requirements. (For example, any such collection should be nonempty and not contain the empty set.) To this end, we introduce some terminology defined using four conditions, that, in a sense, axiomatizes “notions of size” in set-theoretic terms:
Definition 2.1. Let $X$ be a nonempty set and let $\mathcal{F} \subseteq \mathcal{P}(X)$.

(a) We call $\mathcal{F}$ a **stack on** $X$ if and only if $\mathcal{F}$ satisfies two conditions:

1. $\emptyset \notin \mathcal{F}$ and $\emptyset \notin \mathcal{F}$ and
2. $A \in \mathcal{F}$ and $A \subseteq B \subseteq X$ implies $B \in \mathcal{F}$.

(b) We call $\mathcal{F}$ a **filter on** $X$ if and only if $\mathcal{F}$ is a stack and $\mathcal{F}$ satisfies

3. $A \in \mathcal{F}$ and $B \in \mathcal{F}$ implies $A \cap B \in \mathcal{F}$.

(c) We call $\mathcal{F}$ a **grill on** $X$ if and only if $\mathcal{F}$ is a stack and $\mathcal{F}$ satisfies

4. $A \cup B \in \mathcal{F}$ implies $A \in \mathcal{F}$ or $B \in \mathcal{F}$.

(d) We call $\mathcal{F}$ an **ultrafilter on** $X$ if and only if $\mathcal{F}$ is both a filter and a grill.

Remark 2.2 (Origin of some of the nonstandard terminology). We take “stack” from “Stapel” of [14, p. 321] since it is relatively short and somewhat descriptive. Stacks are also called, especially in the dynamics literature, “(Furstenberg) families”. (For example, see [1, Introduction and Chapter 2].)

The terms “filter” and “ultrafilter” are both well known and completely standard, but the term “grill” seems like a reasonable standard but is not, perhaps, well known. This latter term we take from “grille” in [9].

From Definition 1.3 it’s easy to verify $\text{Syn}$, $\text{Thick}$, and $\text{PS}$ are all stacks on $S$. Simple examples in $(\mathbb{N}, +)$ show that neither the collections $\text{Syn}$ or $\text{Thick}$ are guaranteed to be either a filter or grill, however $\text{PS}$ is a grill.

Showing that $\text{PS}$ is a grill is not trivial (but not too hard either). In fact, the assertion that for the semigroup $(\mathbb{N}, +)$ the collection $\text{PS}$ is a grill is (commonly referred to as) Brown’s lemma [8, Lemma 1]. We refer you to [15, Section 2] for more details on the historical appearance of this notion. In contrast to the algebraic [16, a direct consequence of Theorem 4.40], the combinatorial [4, Theorem 2.5], and the dynamical [13, Theorem 1.24] proofs that $\text{PS}$ is a grill, we’ll provide another combinatorial proof of this fact in Corollary 2.6.

The reason we introduce this additional terminology is that our point-of-view will be to think of stacks, filters, grills, and ultrafilters as each describing a different aspect of a notion of size. Moreover, all four notions are connected by a certain operator on $\mathcal{P}(\mathcal{P}(X))$:

**Definition 2.3.** Let $X$ be a nonempty set and let $\mathcal{F} \subseteq \mathcal{P}(X)$. The **mesh of** $\mathcal{F}$ is $\mathcal{F}^* = \{A \subseteq X : X \setminus A \notin \mathcal{F}\}$.

**Remark 2.4 (No standard term for mesh operator).** There is no standard nor well known terminology for what we call the “mesh operator”. Perhaps the closest attempt, from which we derive
our terminology, is “Verzahnung” in [24, Kapitel II]. (Actually Schmidt [24, Kapitel II] defines his mesh operator as $F^* = \{A \subseteq X : (\forall B \in F) A \cap B \neq \emptyset\}$. When $F$ is a stack, both these definitions coincide (see Proposition 2.5(d).) In the dynamics literature, $F^*$ is called a “dual family”, and if $F$ is a filter, $F^*$ is called a filterdual (see [1, Chapter 2]).

As an example of using the mesh operator, first observe that there is a duality between syndetic and thick: $A \subseteq S$ is syndetic if and only if $S \setminus A$ is not thick. This duality, using the mesh operator, can also be written as $\text{Syn} = \text{Thick}^*$. While this may seem like a triviality, we’ll soon see this duality is a fundamental fact that helps show $PS$ is a grill (see Corollary 2.6 and its use of Proposition 2.5(h)).

The following proposition states some of the fundamental properties of the mesh operator. A significant subset of these statements was noted at least as early as Choquet [9]. Schmidt [24, Kapitel II] also proves a significant subset of these statements. A more contemporary reference for all of these statements is Akins [1, Propositions 2.1, 2.2, and 2.3]. The reader can easily verify the following proposition, but, for completeness and convenience, we’ll include the proof.

**Proposition 2.5.** Let $F, F_1,$ and $F_2$ be stacks on $X$.

(a) $F^*$ is a stack on $X$.

(b) $F = (F^*)^*$.

(c) $F_1 \subseteq F_2$ if and only if $F_2^* \subseteq F_1^*$.

(d) $F = \{A \subseteq X : (\forall B \in F^*) A \cap B \neq \emptyset\}$.

(e) $F$ is a filter if and only if $F^*$ is a grill.

(f) If $F$ a filter, then $F$ is an ultrafilter if and only if $F = F^*$.

(g) If $F$ a filter and $p$ is an ultrafilter, then $F \subseteq p$ if and only if $p \subseteq F^*$.

(h) The collection $\{B \cap C : B \in F \text{ and } C \in F^*\}$ is a grill on $X$ that contains $F$ and $F^*$.

**Proof.**

(a) Since $X \setminus X = \emptyset \notin F$ and $X \setminus \emptyset = X \in F$ we have $X \in F^*$ and $\emptyset \notin F^*$. Now let $A \in F^*$ and $A \subseteq B \subseteq X$. Since $X \setminus B \subseteq X \setminus A$ and $X \setminus A \notin F$ we have $X \setminus B \notin F$ (since $F$ is a stack). Hence $B \in F^*$. This shows $F^*$ is a stack on $X$.

(b) This follows from definition: $A \in (F^*)^* \iff X \setminus A \notin F^* \iff A \in F$.

(c) By statement (b), it suffices to show $F_1 \subseteq F_2$ implies $F_2^* \subseteq F_1^*$. Suppose $F_1 \subseteq F_2$ then $A \in F_2^*$, that is, $X \setminus A \notin F_2$ and its follows that $X \setminus A \notin F_1$. Hence $A \in F_1^*$.

(d) We have $A \in F \iff X \setminus A \notin F^* \iff \neg(\exists B \in F^*) B \subseteq X \setminus A \iff (\forall B \in F^*) B \cap A \neq \emptyset$, where the middle equivalence follows from statement (a).
(e) By assumption and statement (a) we automatically know that $\mathcal{F}$ and $\mathcal{F}^*$ are both stacks on $X$.

First, suppose that $\mathcal{F}$ is a filter and let $A \cup B \in \mathcal{F}^*$, that is, $(X \setminus A) \cap (X \setminus B) = X \setminus (A \cup B) \not\in \mathcal{F}$. It follows, since $\mathcal{F}$ is a filter, that either $X \setminus A \not\in \mathcal{F}$ or $X \setminus B \not\in \mathcal{F}$, that is, either $A \in \mathcal{F}^*$ or $B \in \mathcal{F}^*$. Therefore $\mathcal{F}^*$ is a grill on $X$.

Now, suppose $\mathcal{F}^*$ is a grill and let $A \in \mathcal{F}$ and $B \in \mathcal{F}$, that is, $X \setminus A \not\in \mathcal{F}^*$ and $X \setminus B \not\in \mathcal{F}^*$. It follows, since $\mathcal{F}^*$ is a grill, that $X \setminus (A \cap B) = (X \setminus A) \cup (X \setminus B) \not\in \mathcal{F}^*$, that is, $A \cap B \in \mathcal{F}$. Therefore $\mathcal{F}$ is a filter on $X$.

(f) Observe that when $\mathcal{F}$ is a filter we have $A \in \mathcal{F} \implies X \setminus A \not\in \mathcal{F}$, and so $\mathcal{F} \subseteq \mathcal{F}^*$.

If $\mathcal{F}$ is an ultrafilter, then $\mathcal{F}$ is a grill and by statement (e) we have $\mathcal{F}^*$ is a filter. Hence by our observation we have $\mathcal{F}^* \subseteq \mathcal{F}$. If $\mathcal{F}^* = \mathcal{F}$, then, since $\mathcal{F}$ is a filter, by statement (e) we have $\mathcal{F}^*$ is a grill and so $\mathcal{F}$ is an ultrafilter.

(Note that we need the assumption that $\mathcal{F}$ is a filter. For if $X = \{1, 2, 3\}$ and $\mathcal{F} = \{A \subseteq X : |A| \geq 2\}$, then $\mathcal{F} = \mathcal{F}^*$ but $\mathcal{F}$ is not an ultrafilter, since it is not a grill.)

(g) This follows directly from statements (c) and (f).

(h) Put $\mathcal{G} = \{B \cap C : B \in \mathcal{F}$ and $C \in \mathcal{F}^*\}$ and observe that $\mathcal{F} \subseteq \mathcal{G}$ implies $\emptyset \not\in \mathcal{G}$ and statement (d) implies $\emptyset \not\in \mathcal{G}$. If $A \in \mathcal{G}$, so $A = B \cap C$ for some $B \in \mathcal{F}$ and $C \in \mathcal{F}^*$, and $A \subseteq D \subseteq X$, then $B \cup D \in \mathcal{F}$ (since $\mathcal{F}$ is a stack) and $C \cup D \in \mathcal{F}^*$ (since, by statement (a), $\mathcal{F}^*$ is a stack) implies $D = A \cup D = (B \cap C) \cup D = (B \cup D) \cap (C \cup D) \in \mathcal{G}$. This shows that $\mathcal{G}$ is a stack.

To see $\mathcal{G}$ is a grill let $A_1 \cup A_2 \in \mathcal{G}$ and pick $B \in \mathcal{F}$ and $C \in \mathcal{F}^*$ with $A_1 \cup A_2 = B \cap C$. Then $A_2 \setminus A_1 = (X \setminus A_1) \cap (A_1 \cup A_2) = (B \setminus A_1) \cap C$. If $B \setminus A_1 \in \mathcal{F}$, then $A_2 \setminus A_1 \in \mathcal{G}$ and so $A_2 \in \mathcal{G}$. If $B \setminus A_1 \not\in \mathcal{F}$, then $(X \setminus B) \cup A_1 \in \mathcal{F}^*$ and so $B \cap A_1 = B \cap ((X \setminus B) \cup A_1) \in \mathcal{G}$ and hence $A_1 \in \mathcal{G}$. □

For us Proposition 2.5(f) and (g) are of fundamental importance to the ultrafilter description of the Stone–Čech compactification and its connections to Ramsey Theory. For instance see [16, Theorems 3.11 and 5.7]. The earliest reference we’ve found for Proposition 2.5(h) is [1, Proposition 2.1(e)] (in Akin’s formulation it asserts that the set $\{B \cap C : B \in \mathcal{F}$ and $C \in \mathcal{F}^*\}$ is a filter). Our proof follows a blogpost of Moreira [20, Proposition 3].

One application of Proposition 2.5(h) is that it implies $\text{PS}$ is a grill (this implication is also noted by Moreira [20, Corollary 4]):

**Corollary 2.6.** Let $(S, \cdot)$ be a semigroup. Then the collection of all piecewise syndetic sets $\text{PS}$ is a grill on $S$.

**Proof.** By definition $\text{PS} = \{B \cap C : B \in \text{Syn}$ and $C \in \text{Thick}\}$, and so by Proposition 2.5(h) and the duality $\text{Syn} = \text{Thick}^*$ we have $\text{PS}$ is a grill. □
Brief review of algebraic structure of the Stone–Čech compactification

We’ll end this section by fixing some additional notation and giving a brief review of the algebraic structure of the Stone–Čech compactification of a discrete semigroup.

A standing convention throughout this paper is $\beta S$ will denote an infinite discrete semigroup with $\cdot$ as its binary operation. We take $\beta S$ to be the collection of all ultrafilters on $S$. Given $A \subseteq S$ we put $\overline{A} = \{p \in \beta S : A \in p\}$. Then the collection $\{\overline{A} : A \subseteq S\}$ is a basis for a compact Hausdorff topology on $\beta S$ and $\text{cl}_{\beta S}(A) = \overline{A}$. This topology is the Stone–Čech compactification of $S$.

If $F$ is a filter on $S$, we put $F = \{p \in \beta S : F \subseteq p\}$. Then $F$ is a nonempty closed subset of $\beta S$; conversely, any nonempty closed subset of $\beta S$ is uniquely generated by some filter. The empty subset of $\beta S$ is generated by the so-called “improper filter” $\mathcal{P}(S)$. (More precisely, if $C \subseteq \beta S$ is a closed subset, then $\bigcap \{p \in \beta S : p \in C\}$ is the filter that generates it.)

The proofs of these assertions can be found in [16, Sections 3.2 and 3.3].

The semigroup operation on $S$ can be extended to a semigroup operation on $\beta S$ [16, Theorem 4.1] such that for every $p, q \in \beta S$ we have $A \in p \cdot q$ if and only if $\{x \in S : x^{-1} A \in q\} \in p$ [16, Theorem 4.12]. This extension makes $(\beta S, \cdot)$ a compact right topological semigroup. Right topological means that for every $q \in \beta S$ the map $p \mapsto p \cdot q$ for all $p \in \beta S$ is continuous.

**Important Note:** Several of our references, [6, 11, 10], take $\beta S$ to be left topological. We take our algebraic structure on $\beta S$ to be right topological. In all the cases we cite, the appropriate left-right switches of their proofs and statements give the corresponding right topological version.

Compact Hausdorff right topological semigroups contain significant algebraic structure. For instance, $(\beta S, \cdot)$ has idempotent elements (usually many of them) [16, Theorem 2.5] and a smallest ideal $K(\beta S)$ which is the union of all minimal left ideals of $\beta S$ and also the union of all minimal right ideals of $\beta S$ [16, Theorem 2.8].

The characterization $A \in p \cdot q \iff \{x \in S : x^{-1} A \in q\} \in p$ can be taken as the definition for $F \cdot G$ when both $F$ and $G$ are stacks. That is, we can define $F \cdot G = \{A \subseteq S : \{x \in S : x^{-1} A \in G\} \in F\}$. Berglund and Hindman proved [6, Lemma 5.15] that when both $F$ and $G$ are filters, this product is also a filter and associative. We simply note that their proof (with appropriate left-right switches) also shows, if both $F$ and $G$ are stacks, then this product is also a stack and is associative.

3 Relative notions of syndetic and thick sets

The goal of this section is to demonstrate how the algebraic structure of $\beta S$ can be used to concisely characterize many instances of relative notions of syndetic and thick sets.

**Definition 3.1.** Let $A \subseteq S$ and let $F$ and $G$ both be stacks on $S$. 
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(a) $A$ is $(\mathcal{F}, \mathcal{G})$-syndetic if and only if for every $B \in \mathcal{F}$ there exists $H \in \mathcal{P}(B)$ such that $\bigcup_{h \in H} h^{-1}A \in \mathcal{G}$.

(b) $A$ is $(\mathcal{F}, \mathcal{G})$-thick if and only if there exists $B \in \mathcal{F}$ such that for every $H \in \mathcal{P}(B)$ we have $\bigcap_{h \in H} h^{-1}A \in \mathcal{G}^*$.

(c) We also define the following two collections:

(i) $\text{Syn}(\mathcal{F}, \mathcal{G}) = \{ A \subseteq S : A$ is $(\mathcal{F}, \mathcal{G})$-syndetic $\}$.

(ii) $\text{Thick}(\mathcal{F}, \mathcal{G}) = \{ A \subseteq S : A$ is $(\mathcal{F}, \mathcal{G})$-thick $\}$.

The notation and name of “$(\mathcal{F}, \mathcal{G})$-syndetic” is due to Shuungula, Zelenyuk, and Zelenyuk [25, third paragraph of Section 2], and our approach to these notions are influenced by the results and methods in their paper (for instance, see Remark 3.3). They used this notion, when $\mathcal{F}$ and $\mathcal{G}$ are both filters, to prove a simple characterization of the smallest ideal in a closed subsemigroup of $\beta S$ [25, Theorem 2.2] analogous to a characterization of the smallest ideal of $\beta S$ [16, Theorem 4.39]. Davenport obtained a similar characterization (after a bit of rewriting) earlier [10, Theorem 3.4].

Observe $\text{Syn} = \text{Syn}(\{S\}, \{S\})$ and $\text{Thick} = \text{Thick}(\{S\}, \{S\})$.

The notions of $(\mathcal{F}, \mathcal{F})$-syndetic and $(\mathcal{F}, \mathcal{F})$-thick, again when $\mathcal{F}$ is a filter, also appears in a note of Protasov and Sloboadianiuk [22] as “$\tau$-large” and “$\tau$-thick”, respectively. Among other things, they also characterize the smallest ideal of a closed subsemigroup of $\beta S$ [22, Theorem 3.1].

Additionally, Blass and Di Nasso [7] also studied the notion of “finite embeddability” and its connection to the algebraic structure of the Stone–Čech compactification. In our terminology and notation, given two subsets $A$ and $B$ of the nonnegative integers, $\mathbb{Z}_{\geq 0}$, they defined $A$ is finitely embeddable in $B$ if and only if $B$ is $(\mathcal{F}, \{\mathbb{Z}_{\geq 0}\})$-thick where the first component is the principal filter $\mathcal{F} = \{ C \subseteq \mathbb{Z}_{\geq 0} : A \subseteq C \}$ generated by $A$. Baglini further studied [19] and extended [18] the concept of finite embeddability.

Similar to syndetic and thick, it’s easy to observe these relative notions share a duality:

**Proposition 3.2.** Let $\mathcal{F}$ and $\mathcal{G}$ both be stacks on a semigroup $S$.

(a) $\text{Syn}(\mathcal{F}, \mathcal{G}) = \text{Thick}(\mathcal{F}, \mathcal{G})^*$.

(b) $\text{Syn}(\mathcal{F}, \mathcal{G}) = \{ A \subseteq S : (\forall B \in \text{Thick}(\mathcal{F}, \mathcal{G})) A \cap B \neq \emptyset \}$.

**Proof.** (a) The justification for statement (a) is ultimately an easy application of De Morgan’s
laws:

\[ A \in \text{Syn}(\mathcal{F}, \mathcal{G}) \iff (\forall B \in \mathcal{F})(\exists H \in \mathcal{P}_f(B)) \bigcup_{h \in H} h^{-1} A \in \mathcal{G} \]

\[ \iff \neg(\exists B \in \mathcal{F})(\forall H \in \mathcal{P}_f(B)) \bigcap_{h \in H} h^{-1}(S \setminus A) \in \mathcal{G}^* \]

\[ \iff S \setminus A \notin \text{Thick}(\mathcal{F}, \mathcal{G}) \iff A \in \text{Thick}(\mathcal{F}, \mathcal{G})^*. \]

(b) Statement (b) then follows immediately from Proposition 2.5(d). \[\square\]

**Remark 3.3.** The reader may wonder why we refer to the mesh of a collection \( \mathcal{G}^* \) in the definition of \((\mathcal{F}, \mathcal{G})\)-thick and not indicate this directly in the notation, perhaps by calling such sets “\((\mathcal{F}, \mathcal{G})^*\)thick” instead. Our choice was made so we can follow the notation as used by Shuungula, Zelenyuk, and Zelenyuk [25] and maintain the duality principle between the notions of \((\mathcal{F}, \mathcal{G})\)-thick and \((\mathcal{F}, \mathcal{G})\)-syndetic (see Proposition 3.2 above).

**Example 3.4.** As the reader probably suspects, our relative notion of thickness does not imply the usual notion of thickness even in \((\mathbb{N}, +)\). Consider the principal filter generated by the even positive integers \( \mathcal{F} = \{ A \subseteq \mathbb{N} : 2\mathbb{N} \subseteq A \} \). Observe that \( A \in \text{Thick}(\mathcal{F}, \{\mathbb{N}\}) \) if and only if for all \( F \in \mathcal{P}_f(\mathbb{N}) \) there exists \( x \in \mathbb{N} \) such that \( 2F + x \subseteq A \). In particular, the set of even positive integers is \((\mathcal{F}, \{\mathbb{N}\})\)-thick but is not thick.

Hence \((\mathcal{F}, \{\mathbb{N}\})\)-thick is a weaker notion than thick (since it allows more sets to be “thick”), that is, \( \text{Thick} \subseteq \text{Thick}(\mathcal{F}, \{\mathbb{N}\}) \). Also, by Proposition 3.2, this is equivalent to writing \( \text{Syn}(\mathcal{F}, \{\mathbb{N}\}) \subseteq \text{Syn} \), that is, \((\mathcal{F}, \{\mathbb{N}\})\)-syndetic is a stronger notion than syndetic (since it allows fewer sets to be “syndetic”).

As Example 3.4 indicates, we also have the following order-reversing [order-preserving] implications for relative syndetic and thick sets:

**Proposition 3.5.** Let \( S \) be a semigroup and let \( \mathcal{F}, \mathcal{F}_1, \mathcal{F}_2, \mathcal{G}, \mathcal{G}_1, \) and \( \mathcal{G}_2 \) all be stacks on \( S \).

(a) If \( \mathcal{F}_1 \subseteq \mathcal{F}_2 \), then \( \text{Syn}(\mathcal{F}_2, \mathcal{G}) \subseteq \text{Syn}(\mathcal{F}_1, \mathcal{G}) \).

(b) If \( \mathcal{G}_1 \subseteq \mathcal{G}_2 \), then \( \text{Syn}(\mathcal{F}, \mathcal{G}_1) \subseteq \text{Syn}(\mathcal{F}, \mathcal{G}_2) \).

(a’) If \( \mathcal{F}_1 \subseteq \mathcal{F}_2 \), then \( \text{Thick}(\mathcal{F}_1, \mathcal{G}) \subseteq \text{Thick}(\mathcal{F}_2, \mathcal{G}) \).

(b’) If \( \mathcal{G}_1 \subseteq \mathcal{G}_2 \), then \( \text{Thick}(\mathcal{F}, \mathcal{G}_2) \subseteq \text{Thick}(\mathcal{F}, \mathcal{G}_1) \).

**Proof.** By Proposition 3.2(c), statement (a) is equivalent to statement (a’) and statement (b) is equivalent to statement (b’). The proofs of statements (a) and (b) are each straightforward one-line verifications.
Proposition 3.7. \textit{PS} of all piecewise syndetic sets of relative thick are known. For instance, we have the following characterization for the collection of nine different notions of being (relatively) thick. In this case we have at most $K_\text{Thick}$.

(a) Let $A \in \text{Syn}(\mathcal{F}_2, \mathcal{G})$ and let $B \in \mathcal{F}_1 \subseteq \mathcal{F}_2$. Pick $H \in \mathcal{P}_f(B)$ such that $\bigcup_{h \in H} h^{-1}A \in \mathcal{G}$ as guaranteed by $A$.

(b) Let $A \in \text{Syn}(\mathcal{F}, \mathcal{G}_1)$ and let $B \in \mathcal{F}$. Pick $H \in \mathcal{P}_f(B)$ such that $\bigcup_{h \in H} h^{-1}A \in \mathcal{G}_1 \subseteq \mathcal{G}_2$.

We also note that that relative syndetic and thick collections do not necessarily preserve strict inclusion among either the left or right components:

Example 3.6. In $(\mathbb{N}, +)$ we have $\text{Thick}(\{\mathbb{N}\}, \{\mathbb{N}\}) = \text{Thick}(\mathcal{C}, \{\mathbb{N}\}) = \text{Thick}(\{\mathbb{N}\}, \mathcal{C}) = \text{Thick}(\mathcal{C}, \mathcal{C})$, where $\mathcal{C} = \{A \subseteq \mathbb{N} : \mathbb{N} \setminus A \text{ is finite}\}$ is the cofinite filter on $\mathbb{N}$. (This can either be checked directly from the definitions or noting that $C$ is a closed ideal of $\beta\mathbb{N}$ and applying Lemma 3.9(c) and Theorem 1.4.)

One advantage in following Shuungula, Zelenyuk, and Zelenyuk’s notation is that it allows us to “compose” these notions to produce (possibly new) relative notions of size. To get a sense of what we mean by composing these notions consider $\text{Thick}(\mathcal{F}, \mathcal{G})$ where $\mathcal{F}$ and $\mathcal{G}$ are in $\{\{S\}, \text{Syn, Thick}\}$. In this case we have at most nine different notions of being (relatively) thick. Some of these notions of relative thick are known. For instance, we have the following characterization for the collection of all piecewise syndetic sets PS as a composition (starting with a well known characterization PS):

Proposition 3.7. Let $S$ be a semigroup.

(a) $\text{PS} = \text{Syn}(\{S\}, \text{Thick})$.

(b) $\text{PS} = \text{Thick}(\text{Syn}, \text{PS}^*)$.

(c) $\text{PS}^* = \text{Thick}(\{S\}, \text{Thick})$.

(d) $\text{PS} = \text{Thick}(\text{Syn}, \text{Thick}(\{S\}, \text{Thick}))$.

\textbf{Proof.} (a) It is a result of Bergelson, Hindman, and McCutcheon [4, Theorem 2.4(d)] (or also see [16, Theorem 4.49]) that $A \in \text{PS}$ if and only if there exists $H \in \mathcal{P}_f(S)$ such that $\bigcup_{h \in H} h^{-1}A$ is thick.

(b) $(\subseteq)$ Let $A \in \text{PS}$. By [16, Theorem 4.40], we have that $A$ is piecewise syndetic if and only if $K(\beta S) \cap \overline{A} \neq \emptyset$. Pick $q \in K(\beta S) \cap \overline{A}$ as guaranteed, and by [16, Theorem 4.39], we have $\{x \in S : x^{-1}A \in q\}$ is syndetic. Putting $B = \{x \in S : x^{-1}A \in q\}$ we see that for every $H \in \mathcal{P}_f(B)$ we have that $\bigcap_{x \in H} x^{-1}A \in q \subseteq \text{PS}$, since $q$ is an ultrafilter in $K(\beta S)$. Hence $A \in \text{Thick}(\text{Syn}, \text{PS}^*)$.

$(\supseteq)$ We’ll provide a combinatorial proof of this direction. Let $A \in \text{Thick}(\text{Syn}, \text{PS}^*)$ and pick $B \in \text{Syn}$ as guaranteed for $A$. Pick $H \in \mathcal{P}_f(S)$ such that $\bigcup_{h \in H} h^{-1}B = S$. We claim that $\bigcup_{h \in H} h^{-1}A$ is thick.

Let $F \in \mathcal{P}_f(S)$ and for each $f \in F$ pick $h_f \in H$ such that $h_f \cdot f \in B$. Then $\{h_f \cdot f : f \in F\}$ is a finite nonempty subset of $B$. We can pick $X \in \text{PS}$ such that $\{h_f \cdot f : f \in F\} \cdot X \subseteq A$. It follows that $F \cdot X \subseteq \bigcup_{h \in H} h^{-1}A$ and so $A \in \text{PS}$.
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This completes the proof of statement (b).

(c) Applying Proposition 3.2 to statement (a) yields \( PS^* = \text{Thick}(\{S\}, \text{Thick}) \).

(d) Combining statements (b) and (c) immediately proves this equivalence.

A combinatorial proof of a special case (in our notation, \( PS = \text{Thick}(\text{Syn}, \{S\}) \)) of statement (a), in the context of \((\mathbb{N}, +)\), is given in [20, Lemma 5]. The characterization for \( PS^* \), at least in the context of a group, appears at least as early as [5, Definition 1.4] under the name “permanently syndetic”. It appears that statement (d) is a new characterization of piecewise syndetic sets. (We wouldn’t be surprised if this latter characterization or its dual has appeared previously in the literature or folklore.)

As this result illustrates, it is not immediately clear how all of these notions are related. Moreover, developing an algebraic theory of their classification or characterization seems it could be a challenging but important project. (Important because the algebraic characterizations of notions of size indicate the underlying structure of “large” sets.) Therefore we propose the following characterization problem:

**Problem 3.8** (Characterization problem on composed notions of size). Develop an algebraic characterization of composed notions of size. Given stacks \( F \) and \( G \) is it possible to develop a systemic characterization of \( \text{Syn}(F, G) \) and \( \text{Thick}(F, G) \) using the algebraic structure of \( \beta S \)?

In Lemma 3.9 we solve special instances of the above “characterization problem” in terms of closed subsets of \( \beta S \), but, as Proposition 3.7 indicates, we believe more can be said on this point.

**Lemma 3.9.** Let \( F \) and \( G \) both be filters on a semigroup \( S \).

(a) \( \text{Thick}(F, G) = \{ A \subseteq S : \text{there exists} \ q \in G \text{ such that } F \cdot q \subseteq A \} \)

(b) \( \text{Thick}(F, G^*) = \{ A \subseteq S : F \cdot G \subseteq A \} \)

(c) \( \text{Thick}(F^*, G) = \{ A \subseteq S : F \cdot G \cap A \neq \emptyset \} \)

(d) \( \text{Thick}(F^*, G^*) = \{ A \subseteq S : \text{there exists} \ p \in F \text{ such that } p \cdot G \cap A \neq \emptyset \} \)

(a') \( \text{Syn}(F, G) = \{ A \subseteq S : \text{there exists} \ p \in F \text{ such that } p \cdot G \subseteq A \} \)

(b') \( \text{Syn}(F, G^*) = \{ A \subseteq S : F \cdot G \cap A \neq \emptyset \} \)

(c') \( \text{Syn}(F^*, G) = \{ A \subseteq S : F \cdot G \subseteq A \} \).

(d') \( \text{Syn}(F^*, G^*) = \{ A \subseteq S : \text{for every} \ p \in F \text{ we have } p \cdot G \cap A \neq \emptyset \} \).

**Proof.** By Proposition 3.2 statements (a), (b), (c), and (d) are equivalent to the corresponding statements (a'), (b'), (c'), and (d'), respectively.
(a) \((\subseteq)\) Let \(A \in \text{Thick}(\mathcal{F}, \mathcal{G})\) and pick \(B \in \mathcal{F}\) as guaranteed for \(A\). By [16, Theorem 3.11], we can pick \(q \in \mathcal{G}\) with \(\{x^{-1}A : x \in B\} \subseteq q\). If \(p \in \mathcal{F}\), then \(B \in p\) (since \(\mathcal{F} \subseteq p\)). Now \(B \subseteq \{x \in S : x^{-1}A \in q\}\) implies \(\{x \in S : x^{-1}A \in q\} \in p\), that is, \(A \in p \cdot q\). Hence \(\mathcal{F} \cdot q \subseteq \overline{A}\).

(\(\supseteq\)) Now assume we have \(A \subseteq S\) such that there exists \(q \in \overline{\mathcal{G}}\) with \(\overline{\mathcal{F}} \cdot q \subseteq \overline{A}\). Then \(A \in p \cdot q\) for every \(p \in \mathcal{F}\), that is, \(\{x \in S : x^{-1}A \in q\} \in p\) for every \(p \in \mathcal{F}\). Therefore \(\{x \in S : x^{-1}A \in q\} \in \mathcal{F}\), and if we put \(B = \{x \in S : x^{-1}A \in q\}\) and let \(H \in \mathcal{P}_f(B)\), we have \(\bigcap_{h \in H} h^{-1}A \in q \subseteq \mathcal{G}^*\). Hence \(A \in \text{Thick}(\mathcal{F}, \mathcal{G})\).

This completes the proof of statement (a).

(b) Recall, by [6, Lemma 5.15], we have \(\mathcal{F} \cdot \mathcal{G}\) is a filter on \(S\).

(\(\subseteq\)) Let \(A \in \text{Thick}(\mathcal{F}, \mathcal{G}^*)\) and pick \(B \in \mathcal{F}\) as guaranteed for \(A\), that is, for all \(H \in \mathcal{P}_f(B)\) we have \(\bigcap_{h \in H} h^{-1}A \in \mathcal{G}\). Then \(B \subseteq \{x \in S : x^{-1}A \in \mathcal{G}\}\) and \(B \in \mathcal{F}\) implies \(\{x \in S : x^{-1}A \in \mathcal{G}\} \in \mathcal{F}\), that is, \(A \in \mathcal{F} \cdot \mathcal{G}\). Hence \(\overline{\mathcal{F} \cdot \mathcal{G}} \subseteq \overline{A}\).

(\(\supseteq\)) Now assume we have \(A \subseteq S\) such that \(\mathcal{F} \cdot \mathcal{G} \subseteq \overline{A}\). Then \(A \in \mathcal{F} \cdot \mathcal{G}\), that is, \(\{x \in S : x^{-1}A \in \mathcal{G}\} \in \mathcal{F}\). Put \(B = \{x \in S : x^{-1}A \in \mathcal{G}\}\) and let \(H \in \mathcal{P}_f(B)\). We have \(\bigcap_{h \in H} h^{-1}A \in \mathcal{G}\) and hence \(A \in \text{Thick}(\mathcal{F}, \mathcal{G}^*)\).

This completes the proof of statement (b).

(c) \((\subseteq)\) Let \(A \in \text{Thick}(\mathcal{F}^*, \mathcal{G})\) and pick \(B \in \mathcal{F}^*\) as guaranteed for \(A\). Similar to our proof for statement (a), by [16, Theorem 3.11], we can pick \(q \in \mathcal{G}\) such that \(\{x^{-1}A : x \in B\} \subseteq q\). Pick \(p \in \mathcal{F}\) with \(B \in p\). Then \(B \subseteq \{x \in S : x^{-1}A \in q\}\) and \(B \in p\) implies \(\{x \in S : x^{-1}A \in q\} \in p\), that is, \(A \in p \cdot q\).

(\(\supseteq\)) Now assume we have \(A \subseteq S\) such that \(\mathcal{F} \cdot \mathcal{G} \cap \overline{A} \neq \emptyset\). Pick \(p \in \mathcal{F}\) and \(q \in \overline{\mathcal{G}}\) with \(p \cdot q \in \overline{A}\), that is, \(\{x \in S : x^{-1}A \in q\} \in p\). Put \(B = \{x \in S : x^{-1}A \in q\}\) and let \(H \in \mathcal{P}_f(B)\). Then \(\bigcap_{h \in H} h^{-1}A \in q \subseteq \mathcal{G}^*\). Hence \(A\) is \((\mathcal{F}^*, \mathcal{G})\)-thick.

This completes the proof of statement (c).

(d) \((\subseteq)\) Let \(A \in \text{Thick}(\mathcal{F}^*, \mathcal{G}^*)\) and pick \(B \in \mathcal{F}^*\) as guaranteed for \(A\). Then it follows that \(B \subseteq \{x \in S : x^{-1}A \in \mathcal{G}\}\), since \(\mathcal{G}\) is a filter. Pick \(p \in \mathcal{F}\) with \(B \in p\). Then \(A \in p \cdot \mathcal{G}\), that is, \(\overline{p \cdot \mathcal{G}} \subseteq \overline{A}\).

(\(\supseteq\)) Now assume we have \(A \subseteq S\) such that \(\overline{p \cdot \mathcal{G}} \subseteq \overline{A}\) for some \(p \in \mathcal{F}\). Then \(\{x \in S : x^{-1}A \in \mathcal{G}\} \in p\). Put \(B = \{x \in S : x^{-1}A \in \mathcal{G}\}\) (so \(B \in p \subseteq \mathcal{F}^*\)) and let \(H \in \mathcal{P}_f(B)\). Then \(\bigcap_{h \in H} h^{-1}A \in \mathcal{G}\) and hence \(A \in \text{Thick}(\mathcal{F}^*, \mathcal{G}^*)\).

This completes the proof of statement (d).

When \(\mathcal{F} = \mathcal{G} = \{S\}\), Lemma 3.9(a) and (a’) imply the characterizations for thick and syndetic given earlier in Theorem 1.4. Lemma 3.9 also generalizes a characterization for \(\text{Syn}(\mathcal{F}, \mathcal{G})\), when both \(\mathcal{F}\) and \(\mathcal{G}\) are filters and \(\mathcal{F} \subseteq \mathcal{G}\), proved by Shuungula, Zelenyuk, and Zelenyuk [25, Lemma 2.1]. Additionally, it generalizes the characterizations for \(\tau\)-large and \(\tau\)-thick in [22, Theorems 2.1 and 2.2], and generalizes Blass and Di Nasso’s formulations of finite embeddability [7, Theorem 4].
The remaining characterizations appear to be mostly new, but we suspect that they appear both explicitly and (in a sense, necessarily) implicitly in much of the literature on algebra in $\beta S$.

If $p, q \in \beta S$, then $A$ is $(p, q)$-thick if and only if $A$ is $(p, q)$-syndetic if and only if $A \in p \cdot q$, that is, all of these notions collapse to a product of two ultrafilters when we substitute $p, q$ for $F, G$. Hence Lemma 3.9 can be thought of as a generalization of [16, Theorem 4.12], but, of course, in the proof of our lemma we used this latter result implicitly throughout.

One convenient aspect of Lemma 3.9 is that we can easily create new filters and hence describe the corresponding closed subsets of $\beta S$ in a “combinatorial way”. We note two important examples of this in the following theorem:

**Theorem 3.10.** Let $F$ and $G$ both be filters on a semigroup $S$.

(a) $\text{Syn}(F^*, G)$ is a filter on $S$ and $\overline{\text{Syn}(F^*, G)} = \text{cl}(F \cdot G)$.

(b) $\text{Thick}(F, G^*)$ is a filter on $S$ and $\overline{\text{Thick}(F, G^*)} = F \cdot \overline{G}^*$.

*Proof.* (a) From Lemma 3.9(c’) we have $\text{Syn}(F^*, G) = \{ A \subseteq S : F \cdot G \subseteq A \}$. With this characterization we can easily verify that $\text{Syn}(F^*, G)$ is a filter on $S$. We have $S \in \text{Syn}(F^*, G)$ (since $F \cdot G \subseteq \beta S = S$) and $\emptyset \notin \text{Syn}(F^*, G)$ (since $\overline{\emptyset} = \emptyset$). If $A \in \text{Syn}(F^*, G)$ and $A \subseteq B \subseteq S$, then $F \cdot G \subseteq A \subseteq B$ and hence $B \in \text{Syn}(F^*, G)$. Finally, if $A, B \in \text{Syn}(F^*, G)$, then $F \cdot G \subseteq A \cap B = A \cap B$ and hence $A \cap B \in \text{Syn}(F^*, G)$.

Also from Lemma 3.9(c’) we have $F \cdot \overline{G} \subseteq \overline{\text{Syn}(F^*, G)}$, and since $\overline{\text{Syn}(F^*, G)}$ is closed we have $\text{cl}(F \cdot G) \subseteq \overline{\text{Syn}(F^*, G)}$. To see the reverse inclusion $\text{Syn}(F^*, G) \subseteq \text{cl}(F \cdot G)$ let $p \in \text{Syn}(F^*, G)$ and $A \in p$. By Proposition 2.5(g), Proposition 3.2, and Lemma 3.9(c) we have $(F \cdot G) \cap \overline{A} \neq \emptyset$. Hence $p \in \text{cl}(F \cdot G)$.

(b) The proof of this statement is similar to (a).

First, recall again from [6, Lemma 5.15], we have $F \cdot G$ is a filter on $S$ and so $F \cdot \overline{G}$ is nonempty closed subset of $\beta S$. From Lemma 3.9(b) we have $\text{Thick}(F, G^*) = \{ A \subseteq S : F \cdot \overline{G} \subseteq A \}$ and we can use this characterization to verify $\text{Thick}(F, G^*)$ is a filter on $S$. We have $S \in \text{Thick}(F, G^*)$ (since $F \cdot \overline{G} \subseteq \beta S = S$) and $\emptyset \notin \text{Thick}(F, G^*)$ (since $\overline{\emptyset} = \emptyset$). If $A \in \text{Thick}(F, G^*)$ and $A \subseteq B \subseteq S$, then $F \cdot \overline{G} \subseteq A \subseteq B$ and hence $B \in \text{Thick}(F, G^*)$. If $A, B \in \text{Thick}(F, G^*)$, then $F \cdot \overline{G} \subseteq A \cap B = A \cap B$ and hence $A \cap B \in \text{Thick}(F, G^*)$.

Therefore we have $F \cdot \overline{G} \subseteq \text{Thick}(F, G^*)$. To see the reverse inclusion $\overline{\text{Thick}(F, G^*)} \subseteq F \cdot \overline{G}$ let $p \in \overline{\text{Thick}(F, G)}$ and let $A \in p$. Then by Proposition 2.5(g), Proposition 3.2, and Lemma 3.9(b’) we have $F \cdot \overline{G} \cap \overline{A} \neq \emptyset$. Hence $p \in F \cdot \overline{G}$. \qed

In [11, Theorem 2.3], Davenport and Hindman obtained a special case of Theorem 3.10(a). In our notation, they proved that $\text{Syn}(p, C)$ is a filter, where $C$ is the cofinite filter on $\mathbb{N}$. Protasov implicitly uses $\text{Syn}(C^*, C)$, where $C$ is the cofinite filter on an infinite group $G$ to characterize $\text{cl}_{\beta G}(G^* \cdot G^*)$.
[23, Theorem 3.20], where $G^*$ is the collection of all non-principal ultrafilters on $G$. Finally, we also note that the inclusion (again, in our notation) $\text{Thick}(\mathcal{F}, G^*) \subseteq \text{Syn}(\mathcal{F}^*, \mathcal{G})$ was first proved by Berglund and Hindman [6, Lemma 5.15].

As a consequence of Theorem 3.10(a) is we can easily characterize closed subsemigroups, left ideals, and right ideals of $\beta S$. These results were previously proved by Davenport in [10] and, independently, by Papazyan in [21]. We’ll derive this characterizations from a more general result:

**Theorem 3.11.** Let $\mathcal{F}$, $\mathcal{G}$, and $\mathcal{H}$ be filters on a semigroup $S$. Then $\mathcal{F} \cdot \mathcal{G} \subseteq \mathcal{H}$ if and only if $\mathcal{H} \subseteq \text{Syn}(\mathcal{F}^*, \mathcal{G})$.

**Proof.** Since $\mathcal{H}$ is closed, we have $\mathcal{F} \cdot \mathcal{G} \subseteq \mathcal{H} \iff \text{cl}(\mathcal{F} \cdot \mathcal{G}) \subseteq \mathcal{H} \iff \text{Syn}(\mathcal{F}^*, \mathcal{G}) \subseteq \mathcal{H} \iff \mathcal{H} \subseteq \text{Syn}(\mathcal{F}^*, \mathcal{G})$, where the middle and last equivalences use Theorem 3.10(a).

**Corollary 3.12.** Let $\mathcal{F}$ be a filter on a semigroup $S$.

(a) $\overline{\mathcal{F}}$ is a closed subsemigroup of $\beta S$ if and only if $\mathcal{F} \subseteq \text{Syn}(\mathcal{F}^*, \mathcal{F})$.

(b) $\mathcal{F}$ is a closed left ideal of $\beta S$ if and only if $\mathcal{F} \subseteq \text{Syn}({S}^*, \mathcal{F})$.

(c) $\mathcal{F}$ is a closed right ideal of $\beta S$ if and only if $\mathcal{F} \subseteq \text{Syn}(\mathcal{F}^*, \{S\})$.

(d) $\mathcal{F}$ is a closed (two-sided) ideal of $\beta S$ if and only if $\mathcal{F} \subseteq \text{Syn}({S}^*, \mathcal{F}) \cap \text{Syn}(\mathcal{F}^*, \{S\})$.

**Proof.** In the justifications of (a), (b), and (c) below each of the second equivalences follows since $\mathcal{F}$ is closed and each of the third equivalences follows from Theorem 3.11:

(a) $\mathcal{F}$ is a subsemigroup $\iff \mathcal{F} \cdot \mathcal{F} \subseteq \mathcal{F} \iff \text{cl}(\mathcal{F} \cdot \mathcal{F}) \subseteq \mathcal{F} \iff \mathcal{F} \subseteq \text{Syn}(\mathcal{F}^*, \mathcal{F})$.

(b) $\mathcal{F}$ is a left ideal $\iff \beta S \cdot \mathcal{F} \subseteq \mathcal{F} \iff \text{cl}(\beta S \cdot \mathcal{F}) \subseteq \mathcal{F} \iff \mathcal{F} \subseteq \text{Syn}({S}^*, \mathcal{F})$.

(c) $\mathcal{F}$ is a right ideal $\iff \mathcal{F} \cdot \beta S \subseteq \mathcal{F} \iff \text{cl}(\mathcal{F} \cdot \beta S) \subseteq \mathcal{F} \iff \mathcal{F} \subseteq \text{Syn}(\mathcal{F}^*, \{S\})$.

(d) This follows directly from statements (b) and (c).

4 Relative notions of piecewise syndetic sets

In this section, inspired by Corollary 2.6, we define relative piecewise syndetic sets in such a way that any such collection forms a grill on $S$. We show, under the conditions considered in [25], that our definition of relative piecewise syndetic satisfies Shuungula, Zelenyuk, and Zelenyuk’s earlier previously defined notion of relative piecewise syndetic. Whether the converse implication is true is stated as an open question.
**Definition 4.1.** Let $A \subseteq S$ and let $\mathcal{F}$ and $\mathcal{G}$ both be stacks on $S$.

(a) $A$ is **piecewise $(\mathcal{F}, \mathcal{G})$-syndetic** if and only if there exist $B \in \text{Syn}(\mathcal{F}, \mathcal{G})$ and $C \in \text{Thick}(\mathcal{F}, \mathcal{G})$ such that $A = B \cap C$.

(b) We also define the collection $\text{PS}(\mathcal{F}, \mathcal{G}) = \{ A \subseteq S : A \text{ is piecewise } (\mathcal{F}, \mathcal{G})\text{-syndetic} \}$.

Note that we have $\text{PS} = \text{PS}(\{S\}, \{S\})$. Of course, our main motivation in defining piecewise $(\mathcal{F}, \mathcal{G})$-syndetic sets as an intersection of $(\mathcal{F}, \mathcal{G})$-syndetic and $(\mathcal{F}, \mathcal{G})$-thick sets is we can apply Proposition 2.5(h) to obtain a generalization of Corollary 2.6:

**Theorem 4.2.** Let $\mathcal{F}$ and $\mathcal{G}$ both be stacks on $S$. Then $\text{PS}(\mathcal{F}, \mathcal{G})$ is a grill on $S$ with $\text{Syn}(\mathcal{F}, \mathcal{G}) \subseteq \text{PS}(\mathcal{F}, \mathcal{G})$ and $\text{Thick}(\mathcal{F}, \mathcal{G}) \subseteq \text{PS}(\mathcal{F}, \mathcal{G})$.

**Proof.** By definition $\text{PS}(\mathcal{F}, \mathcal{G}) = \{ B \cap C : B \in \text{Syn}(\mathcal{F}, \mathcal{G}) \text{ and } C \in \text{Thick}(\mathcal{F}, \mathcal{G}) \}$, and by Proposition 3.2 we have $\text{Syn}(\mathcal{F}, \mathcal{G}) = \text{Thick}(\mathcal{F}, \mathcal{G})^*$. Hence from Proposition 2.5(h) it follows that $\text{PS}(\mathcal{F}, \mathcal{G})$ is a grill on $S$ that contains both $\text{Syn}(\mathcal{F}, \mathcal{G})$ and $\text{Thick}(\mathcal{F}, \mathcal{G})$.

Similar to Lemma 3.9, if we assume $\mathcal{F}$ and $\mathcal{G}$ are both filters on $S$, then we can (partially) solve a few special instances of the classification problem for relative piecewise syndetic sets:

**Proposition 4.3.** Let $\mathcal{F}$ and $\mathcal{G}$ both be filters on $S$.

(a) $\text{PS}(\mathcal{F}, \mathcal{G}) \subseteq \text{Thick}(\mathcal{F}^*, \mathcal{G})$ and the inclusion can be strict.

(b) $\text{PS}(\mathcal{F}, \mathcal{G}^*) = \text{Syn}(\mathcal{F}, \mathcal{G}^*)$.

(c) $\text{PS}(\mathcal{F}^*, \mathcal{G}) = \text{Thick}(\mathcal{F}^*, \mathcal{G})$.

(d) $\text{PS}(\mathcal{F}^*, \mathcal{G}^*) \subseteq \{ A \subseteq S : \text{ there exists } p \in \overline{\mathcal{F}} \text{ such that } \overline{p \cdot \mathcal{G} } \cap \overline{A} \neq \emptyset \}$.

**Proof.** (a) Observe, via Lemma 3.9(c), that $\{ A \subseteq S : (\exists q \in \mathcal{G}) (\mathcal{F} \cdot q \cap \overline{A} \neq \emptyset) \} = \text{Thick}(\mathcal{F}^*, \mathcal{G})$.

Now let $A \in \text{PS}(\mathcal{F}, \mathcal{G})$ and pick $B \in \text{Syn}(\mathcal{F}, \mathcal{G})$ and $C \in \text{Thick}(\mathcal{F}, \mathcal{G})$ as guaranteed for $A$. By Lemma 3.9(a), pick $q \in \mathcal{G}$ with $\mathcal{F} \cdot q \subseteq \overline{C}$. Then

$$(\mathcal{F} \cdot q) \cap \overline{A} = (\mathcal{F} \cdot q) \cap \overline{B} \cap \overline{C} = (\mathcal{F} \cdot q) \cap \overline{B} \cap \overline{C} = (\mathcal{F} \cdot q) \cap \overline{B} \neq \emptyset,$$

where the last relation follows from Lemma 3.9(a’).

To see that the inclusion can be strict, in $(\mathbb{N}, +)$ we note $\text{PS} \subsetneq \text{Thick}(\{\mathbb{N}\}^*, \{\mathbb{N}\})$ since, for example, $\{2\} \in \text{Thick}(\{\mathbb{N}\}^*, \{\mathbb{N}\})$ but $\{2\} \notin \text{PS}$.

(b) By Theorem 4.2 it suffices to verify $\text{PS}(\mathcal{F}, \mathcal{G}^*) \subseteq \text{Syn}(\mathcal{F}, \mathcal{G}^*)$.\[16]
Let \( A \in \text{PS}(\mathcal{F}, \mathcal{G}^*) \) and pick \( B \in \text{Syn}(\mathcal{F}, \mathcal{G}^*) \) and \( C \in \text{Thick}(\mathcal{F}, \mathcal{G}^*) \) as guaranteed for \( A \). Then
\[
\mathcal{F} \cdot \mathcal{G} \cap A = \mathcal{F} \cdot \mathcal{G} \cap B \cap C = \mathcal{F} \cdot \mathcal{G} \cap B \cap C = \mathcal{F} \cdot \mathcal{G} \cap B \neq \emptyset,
\]
where the third equality follows from Lemma 3.9(b) and last relation follows from Lemma 3.9(b'). Hence by Lemma 3.9(b') we have \( A \in \text{Syn}(\mathcal{F}, \mathcal{G}^*) \).

(c) By Theorem 4.2 it suffices to verify \( \text{PS}(\mathcal{F}^*, \mathcal{G}) \subseteq \text{Thick}(\mathcal{F}^*, \mathcal{G}) \).

Let \( A \in \text{PS}(\mathcal{F}^*, \mathcal{G}) \) and pick \( B \in \text{Syn}(\mathcal{F}^*, \mathcal{G}) \) and \( C \in \text{Thick}(\mathcal{F}^*, \mathcal{G}) \) as guaranteed for \( A \). Then
\[
\mathcal{F} \cdot \mathcal{G} \cap A = \mathcal{F} \cdot \mathcal{G} \cap B \cap C = \mathcal{F} \cdot \mathcal{G} \cap B \cap C = \mathcal{F} \cdot \mathcal{G} \cap B \neq \emptyset,
\]
where the third equality follows from Lemma 3.9(c') and last relation follows from Lemma 3.9(c). Hence by Lemma 3.9(c) we have \( A \in \text{Thick}(\mathcal{F}^*, \mathcal{G}) \).

(d) Let \( A \in \text{PS}(\mathcal{F}^*, \mathcal{G}^*) \) and pick \( B \in \text{Syn}(\mathcal{F}^*, \mathcal{G}^*) \) and \( C \in \text{Thick}(\mathcal{F}^*, \mathcal{G}^*) \) as guaranteed for \( A \). By Lemma 3.9(d) pick \( p \in \mathcal{F} \) such that \( \overline{p \cdot \mathcal{G}} \subseteq \mathcal{C} \). Then
\[
\overline{p \cdot \mathcal{G}} \cap A = \overline{p \cdot \mathcal{G}} \cap B \cap C = \overline{p \cdot \mathcal{G}} \cap B \cap C = \overline{p \cdot \mathcal{G}} \cap B \neq \emptyset,
\]
where the last relation follows Lemma 3.9(d').

The point of statements (b) and (c) is that for filters \( \mathcal{F} \) and \( \mathcal{G} \), neither \( \text{PS}(\mathcal{F}, \mathcal{G}^*) \) nor \( \text{PS}(\mathcal{F}^*, \mathcal{G}) \) produce any new notion of size beyond relative syndetic and thick sets, respectively. We suspect that the inclusion in statement (d) is strict even in \((\mathbb{N},+)\), but we don’t know of an example to prove it. Hence from our point-of-view, statement (a) represents the main interesting new notion of size and for the rest of this section we’ll restrict our attention to \( \text{PS}(\mathcal{F}, \mathcal{G}) \) for filters \( \mathcal{F} \) and \( \mathcal{G} \).

Observe from Lemma 3.9(a) we have \( \text{Thick} = \bigcup_{q \in \beta S} \text{Thick}({\{S\}}, q) \), and so from Proposition 3.7(a) we can conclude \( A \in \text{PS} \) if there exists \( q \in \beta S \) with \( A \in \text{Syn}({\{S\}}, \text{Thick}({\{S\}}, q)) \).

For a filter \( \mathcal{F} \) such that \( \mathcal{F} \) is a closed subsemigroup of \( \beta S \), the notion of a piecewise \( \mathcal{F} \)-syndetic set was defined earlier by Shuungula, Zelenyuk, and Zelenyuk [25, p. 534, second paragraph] as \( A \subseteq S \) is \textbf{piecewise} \( \mathcal{F} \)-\textbf{syndetic} if and only if there exists \( q \in \mathcal{F} \) such that \( A \in \text{Syn}(\mathcal{F}, \text{Thick}(\mathcal{F}, q)) \). It’s not immediately clear, in this case, that the two definitions of relative piecewise syndetic sets are equivalent. We prove, under the conditions considered in their paper, that \( A \in \text{PS}(\mathcal{F}, \mathcal{F}) \) implies \( A \) is piecewise \( \mathcal{F} \)-syndetic (the converse implication is open). We’ll derive this from a more general result:

**Theorem 4.4.** Let \( \mathcal{F} \) and \( \mathcal{G} \) both be filters on \( S \) with \( \mathcal{F} \) is a closed subsemigroup of \( \beta S \) and \( \mathcal{F} \cdot \mathcal{G} \subseteq \mathcal{G} \). If \( A \in \text{PS}(\mathcal{F}, \mathcal{G}) \), then there exists \( q \in \mathcal{G} \) with \( A \in \text{Syn}(\mathcal{F}, \text{Thick}(\mathcal{F}, q)) \).

**Proof.** Pick \( B \in \text{Syn}(\mathcal{F}, \mathcal{G}) \) and \( C \in \text{Thick}(\mathcal{F}, \mathcal{G}) \) such that \( A = B \cap C \). By Lemma 3.9(a) pick
$q \in \mathcal{G}$ such that $\mathcal{F} \cdot q \subseteq \mathcal{C}$. Since $\mathcal{F}$ is a subsemigroup we have $\mathcal{F} \cdot \mathcal{F} \cdot q \subseteq \mathcal{F} \cdot q \subseteq \mathcal{C}$. Since $\mathcal{F} \cdot \mathcal{G} \subseteq \mathcal{G}$ and $B \in \text{Syn}(\mathcal{F}, \mathcal{G})$, by Lemma 3.9(a') it follows that for all $p \in \mathcal{F}$ we have $\mathcal{F} \cdot p \cdot q \cap B \neq \emptyset$. Hence for all $p \in \mathcal{F}$ we have

$$(\mathcal{F} \cdot p \cdot q) \cap A = (\mathcal{F} \cdot p \cdot q) \cap B \cap \mathcal{C} = (\mathcal{F} \cdot p \cdot q) \cap B \cap \mathcal{C} = (\mathcal{F} \cdot p \cdot q) \cap B \neq \emptyset.$$ 

\[ \square \]

**Corollary 4.5.** Let $\mathcal{F}$ be a filter on $S$ with $\mathcal{F}$ a closed subsemigroup of $\beta S$. If $A \in \text{PS}(\mathcal{F}, \mathcal{F})$, then there exists $q \in \mathcal{F}$ with $A \in \text{Syn}(\mathcal{F}, \text{Thick}(\mathcal{F}, q))$.

**Question 4.6.** Let $\mathcal{F}$ be a filter on $S$ with $\mathcal{F}$ a closed subsemigroup of $\beta S$. If $A \subseteq S$ such that there exists $q \in \mathcal{F}$ with $A \in \text{Syn}(\mathcal{F}, \text{Thick}(\mathcal{F}, q))$, must $A$ be a member of $\text{PS}(\mathcal{F}, \mathcal{F})$?

**Acknowledgements**

We gratefully acknowledge and thank Florian Richter for several important discussions along with valuable feedback and suggestion on earlier drafts of this article. We thank the referee for a careful reading and several suggestions that improved the exposition. We thank Jessica Christian for feedback on drafts of the introduction. We thank Baglini, Blass, and Di Nasso for helpful conversations on their work related to finite embeddability, and we also thank Anush Tserunyan and Andrew Zucker for helpful discussions and interest. Finally, we also thank Vitaly Bergelson and Neil Hindman for helpful correspondence.

**References**

[1] Ethan Akin. *Recurrence in Topological Dynamics: Furstenberg Families and Ellis Actions*. The University Series in Mathematics. Boston, MA: Springer, 1997, pp. x+265. ISBN: 978-1-4419-3272-3. DOI: 10.1007/978-1-4757-2668-8. MR: 1467479 (cit. on pp. 5–7).

[2] Vitaly Bergelson. “Ultrafilters, IP sets, dynamics, and combinatorial number theory”. In: *Ultrafilters across mathematics*. Vol. 530. Contemporary Mathematics. American Mathematical Society, Providence, RI, 2010, pp. 23–47. DOI: 10.1090/conm/530/10439. MR: 2757532 (cit. on p. 2).

[3] Vitaly Bergelson, Hillel Furstenberg, Neil Hindman, and Yitzhak Katznelson. “An algebraic proof of van der Waerden’s theorem”. In: *Enseign. Math. (2)* 35.3-4 (1989), pp. 209–215. DOI: 10.5169/seals-57373. MR: 1039944 (cit. on p. 2).
[4] Vitaly Bergelson, Neil Hindman, and Randall McCutcheon. “Notions of size and combinatorial properties of quotient sets in semigroups”. In: *Topology Proc.* 23 (1998), pp. 23–60. MR: 1743799 (cit. on pp. 5, 11).

[5] Vitaly Bergelson and Joseph Rosenblatt. “Mixing actions of groups”. In: *Illinois J. Math.* 32.1 (1988), pp. 65–80. DOI: 10.1215/ijm/1255989229. MR: 921351 (cit. on p. 12).

[6] John F. Berglund and Neil Hindman. “Filters and the weak almost periodic compactification of a discrete semigroup”. In: *Trans. Amer. Math. Soc.* 284.1 (July 1984), pp. 1–38. DOI: 10.2307/1999272. MR: 742410 (cit. on pp. 8, 13–15).

[7] Andreas Blass and Mauro Di Nasso. “Finite Embeddability of Sets and Ultrafilters”. In: *Bull. Pol. Acad. Sci. Math.* 63.3 (2016), pp. 195–206. DOI: 10.4064/ba8024-1-2016. MR: 3454292 (cit. on pp. 4, 9, 13).

[8] Thomas Brown. “An interesting combinatorial method in the theory of locally finite semigroups”. In: *Pacific J. Math.* 36.2 (1971), pp. 285–289. DOI: 10.2140/pjm.1971.36.285. MR: 280627 (cit. on p. 5).

[9] Gustave Choquet. “Sur les notions de filtre et de grille”. In: *C. R. Acad. Sci. Paris* 224 (1947), pp. 171–173. MR: 18813 (cit. on pp. 5, 6).

[10] Dennis Davenport. “The minimal ideal of compact subsemigroups of βS”. In: *Semigroup Forum* 41.2 (1990), pp. 201–213. DOI: 10.1007/BF02573391. MR: 1057591 (cit. on pp. 4, 8, 9, 15).

[11] Dennis Davenport and Neil Hindman. “Subprincipal closed ideals in βN”. In: *Semigroup Forum* 36.2 (1987), pp. 223–245. DOI: 10.1007/BF02575018. MR: 911058 (cit. on pp. 8, 14).

[12] Paul Erdős and Paul Turán. “On some sequences of integers”. In: *J. London Math. Soc.* s1-11.4 (1936), pp. 261–264. DOI: 10.1112/jlms/s1-11.4.261. MR: 1574918 (cit. on p. 2).

[13] Harry Furstenberg. *Recurrence in Ergodic Theory and Combinatorial Number Theory*. Princeton, NJ: Princeton University Press, 1981, pp. xi+203. ISBN: 0-691-08269-3. MR: 603625 (cit. on pp. 3, 5).

[14] Gerhard Grimeisen. “Gefilterte Summation von Filtern und iterierte Grenzprozesse. I”. In: *Math. Ann.* 141.4 (1960), pp. 318–342. DOI: 10.1007/BF01360766. MR: 120613 (cit. on p. 5).

[15] Neil Hindman. “Notions of size in a semigroup: an update from a historical perspective”. In: *Semigroup Forum* 100.1 (2020), pp. 52–76. DOI: 10.1007/s00233-019-10041-0. MR: 4061568 (cit. on pp. 2, 5).
[16] Neil Hindman and Dona Strauss. *Algebra in the Stone–Čech Compactification: Theory and Applications*. Second revised and extended edition. De Gruyter Textbook. Berlin: Walter de Gruyter & Co., 2012, pp. xviii+591. ISBN: 978-3-11-025623-9. MR: 2893605 (cit. on pp. 3, 5, 7–9, 11, 13, 14).

[17] Soichi Kakeya and Seigo Morimoto. “On a Theorem of MM. Bandet and van der Waerden”. In: *Japanese Journal of Mathematics* 7 (1930), pp. 163–165. DOI: 10.4099/jjm1924.7.0_163 (cit. on p. 2).

[18] Lorenzo Luperi Baglini. “F-finite embeddabilities of sets and ultrafilters”. In: *Arch. Math. Logic* 55.5-6 (2016), pp. 705–734. DOI: 10.1007/s00153-016-0489-4. MR: 3523651 (cit. on pp. 4, 9).

[19] Lorenzo Luperi Baglini. “Ultrafilters maximal for finite embeddability”. In: *J. Log. Anal.* (2014), pp. 1–16. DOI: 10.4115/jla.2014.6.6. MR: 3277299 (cit. on pp. 4, 9).

[20] Joel Moreira. *Piecewise syndetic sets, topological dynamics and ultrafilters*. Apr. 2016. URL: https://joelmoreira.wordpress.com/2016/04/18/piecewise-syndetic-sets-topological-dynamics-and-ultrafilters/ (visited on 05/29/2021) (cit. on pp. 7, 12).

[21] Talin Papazyan. “Filters and semigroup properties”. In: *Semigroup Forum* 41.3 (1990), pp. 329–338. DOI: 10.1007/BF02573399. MR: 1065960 (cit. on pp. 4, 15).

[22] Igor Protasov and Serhii Slobodianiuk. “Relative size of subsets of a semigroup”. In: arXiv.org (May 2015). arXiv: 1506.00112v1 [math.GN] (cit. on pp. 4, 9, 13).

[23] Igor V. Protasov. “Selective survey on subset combinatorics of groups”. In: *J Math Sci* 174.4 (2011), pp. 486–514. DOI: 10.1007/s10958-011-0314-x. MR: 2768154 (cit. on p. 14).

[24] Jürgen Schmidt. “Beiträge zur Filtertheorie. II”. In: *Math. Nachr.* 10.3-4 (Jan. 1953), pp. 197–232. DOI: 10.1002/mana.19530100309. MR: 57946 (cit. on p. 6).

[25] Onesmus Shuungula, Yevhen Zelenyuk, and Yuliya Zelenyuk. “The closure of the smallest ideal of an ultrafilter semigroup”. In: *Semigroup Forum* 79.3 (July 2009), pp. 531–539. DOI: 10.1007/s00233-009-9173-x. MR: 2564062 (cit. on pp. 1, 4, 9, 10, 13, 15, 17).

[26] Alexander Soifer. *The Mathematical Coloring Book: Mathematics of Coloring and the Colorful Life of its Creators*. New York, NY: Springer, 2009, pp. xxx+607. ISBN: 978-0-387-74642-5. DOI: 10.1007/978-0-387-74642-5. MR: 2458293 (cit. on p. 2).

[27] E. Szemerédi. “On sets of integers containing no k elements in arithmetic progression”. In: *Acta Arith.* 27 (1975), pp. 199–245. DOI: 10.4064/aa-27-1-199-245. MR: 369312 (cit. on p. 2).

[28] Terence Tao. “What is good mathematics?” In: *Bull. Amer. Math. Soc. (N.S.)* 44.4 (2007), pp. 623–635. DOI: 10.1090/s0273-0979-07-01168-8. MR: 2338369 (cit. on p. 2).
[29] Bartel L. van der Waerden. “Beweis einer Baudetschen Vermutung”. In: *Nieuw Arch. Wiskunde* 15 (1927), pp. 212–216 (cit. on p. 1).

[30] Andy Zucker. “Thick, syndetic, and piecewise syndetic subsets of Fraïssé structures”. In: *Topology Appl.* 223 (2017), pp. 1–12. doi: [10.1016/j.topol.2017.03.009](https://doi.org/10.1016/j.topol.2017.03.009). MR: 3633730 (cit. on p. 4).