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As one of the most important paradigms of recurrent neural networks, the echo state network (ESN) has been applied to a wide range of fields, from robotics to medicine to finance, and language processing. A key feature of the ESN paradigm is its reservoir—a directed and weighted network—that represents the connections between neurons and projects the input signals into a high dimensional space. Despite extensive studies, the impact of the reservoir network on the ESN performance remains unclear. Here we systematically address this fundamental question. Through spectral analysis of the reservoir network we reveal a key factor that largely determines the ESN memory capacity and hence affects its performance. Moreover, we find that adding short loops to the reservoir network can tailor ESN for specific tasks and optimal learning. We validate our findings by applying ESN to forecast both synthetic and real benchmark time series. Our results provide a new way to design task-specific recurrent neural networks, as well as new insights in understanding complex networked systems.
Introduction

Echo state network (ESN) is a promising paradigm of recurrent neural networks that can be used to model and predict the temporal behavior of nonlinear dynamic systems. As a special form of recurrent neural networks, ESN has feedback loops in the randomly assigned and fixed synaptic connections and trains only a linear combination of the neurons’ states. This fundamentally differs from the traditional feed-forward neural networks, which have multiple layers but no cycles and surpasses other recurrent neural network architectures that suffer from the difficulty in training synaptic connections. Owing to its simplicity, flexibility and empirical success, ESN and its variants have attracted intense interest during the last decade, and have been applied to many different tasks such as electric load forecasting, robotic control, epilepsy forecasting, stock price prediction, grammar processing, and many others.

An ESN can be viewed as a dynamic system from which the information of input signals is extracted. It has been shown that the information processing capacity of a dynamic system in theory depends only on the number of linearly independent variables or, in our case, neurons. Yet, the theoretical capacity does not imply that all implementations are practical, nor does it mean that any reservoir is equally desirable for a given task. A clear example is the effect of the reservoir’s spectral radius (i.e., the largest eigenvalue in modulus): an ESN with a larger spectral radius has longer-lasting memory, indicating that it can better process information from past inputs.

This prompts us to address a fundamental question: Given a certain number of neurons,
how does the reservoir network affect the performance of an ESN? While some previous studies attempted to optimize the reservoir by altering its topology \cite{19,20,21}, their approaches need to finetune a large number of parameters and the time complexity of generating a good instance is high. Here we systematically address this question, finding that a spectrum-based metric of the reservoir network largely determines the memory capacity of ESN. Our results allow us to easily assess the memory capacity of a particular reservoir network and reveal previously unexplored optimization strategies. Moreover, we show that adding short loops to the reservoir network can adapt ESN for specific tasks, and provide a method for doing so. In turn, the results provide insights into the memory capacity of dynamic systems, offering potential improvements to other types of artificial neural networks.

The ESN Framework

The basic ESN architecture is depicted in Fig. [1]. With different coefficients (weights), the input signal and the predicted output from the previous time step are sent to all neurons in the reservoir. The output is calculated as a linear combination of the neuron states and the input. At each time step, each neuron updates its state according to the current input it receives, the output prediction and its neighboring neurons’ states from the previous time step. Formally, the discrete-time dynamics of an ESN with $N$ neurons, one input and one output is governed by

$$x(t) = f(Wx(t-1) + w_{in}u(t) + w_{ob}y(t-1)),$$

$$y(t) = w_{out} \begin{pmatrix} x(t) \\ u(t) \end{pmatrix},$$

$$3$$
where \( \mathbf{x}(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^\top \in \mathbb{R}^N \) denotes the state of the \( N \) neurons at time \( t \), \( u(t) \in \mathbb{R} \) is the input signal, the vector \( \begin{pmatrix} \mathbf{x}(t) \\ u(t) \end{pmatrix} \in \mathbb{R}^{N+1} \) represents the concatenation of \( \mathbf{x}(t) \) and \( u(t) \), and \( y(t) \in \mathbb{R} \) is the output at time \( t \). There are various possibilities for the nonlinear function \( f \), the most common ones being the logistic sigmoid and the hyperbolic tangent. Without loss of generality we choose the latter in this work. The matrix \( \mathbf{W} \in \mathbb{R}^{N \times N} \) is the weighted adjacency matrix of the reservoir network describing the fixed wiring diagram of \( N \) neurons in the reservoir.

There is a rich literature on the conditions that the matrix \( \mathbf{W} \) must fulfill. Here we adopt a conservative and simple condition that the reservoir must be a stable dynamic system. The vector \( \mathbf{w}_{\text{in}} \in \mathbb{R}^N \) captures the fixed weights of the input connections, which we draw from a uniform distribution in the interval \([-1, 1]\). The vector \( \mathbf{w}_{\text{ofb}} \in \mathbb{R}^N \) denotes the fixed weights of the feedback connections from the output to the \( N \) neurons, which can induce instabilities if chosen carelessly and may be zero in some tasks. Finally, the row vector \( \mathbf{w}_{\text{out}} \in \mathbb{R}^{1 \times (N+1)} \) represents the trainable weights of the readout connections from the \( N \) neurons and the input to the output.

A key feature of ESN is that \( \mathbf{W} \), \( \mathbf{w}_{\text{in}} \) and \( \mathbf{w}_{\text{ofb}} \) are all predetermined before the training process, and only the weights of the readout connections \( \mathbf{w}_{\text{out}} \) are modified to \( \mathbf{w}_{\text{out}}^* \) during the training process:

\[
\mathbf{w}_{\text{out}}^* = \arg \min_{\mathbf{w}_{\text{out}}} \sum_{t=t_0}^{t_0+T} (y(t) - \hat{y}(t))^2, \tag{3}
\]

where \( t_0 \) is the starting time, \( T \) is the interval of the training, and \( \hat{y}(t) \) is the target output obtained from the training data. In other words, \( \mathbf{w}_{\text{out}}^* \) is the linear regression weights of the desired output \( \hat{y}(t) \) on the extended state vector \( \begin{pmatrix} \mathbf{x}(t) \\ u(t) \end{pmatrix} \), which can be easily solved. Hence, \( \mathbf{w}_{\text{out}}^* \) captures the
underlying mechanism of the dynamic system that produces the training data. Indeed, the right choice of $w_{\text{out}}^*$ can be used to forecast, reconstruct or filter nonlinear time series.

To be consistent with the previous literature and to ease the comparison with other approaches, here we focus on a typical task of ESN, i.e., forecasting time series. We employ the classical Mackey-Glass model to generate synthetic benchmark time series. We also use two real benchmark time series datasets. To quantify the performance of an ESN, we calculate the normalized root mean square error:

$$\sigma = \sqrt{\frac{\sum_{t=t_0}^{t_0+T} (y(t) - \hat{y}(t))^2}{T \cdot \text{var}(u(t))}}$$

where the target output $\hat{y}(t)$ is predicted for $T$ time steps, and $\text{var}(u(t))$ represents the variance of the original signal (see Methods: Performance Measurement for details).

### Results

#### The impact of network properties

Over the past two decades we have witnessed many advances in network science, especially the understanding of how significantly the network structure affects various network functions and dynamical processes, from error and attack tolerance to epidemic spreading, interdependent fragility, and controllability. It is fairly reasonable to expect that the structure of the reservoir network, encoded by the matrix $W$, would affect the performance of the corresponding ESN as well.

We first study the impact of degree heterogeneity of the reservoir network on the ESN per-
formance in forecasting the Mackey-Glass time series (see Methods: Forecasting Mackey-Glass time series). To achieve that, we construct scale-free (SF) reservoir networks with power-law degree distributions $p(k) \sim k^{-\gamma} \ (\gamma > 2)$, with a smaller $\gamma$ meaning a more heterogeneous degree distribution. The edge weights are drawn from a normal distribution with zero mean and a variance implicitly determined by the number of edges, network size and spectral radius. Consistently with previous studies, we find that the prediction error $\sigma$ decreases when $\gamma$ increases (Fig. 2a), indicating that the degree heterogeneity of reservoir networks is detrimental to the ESN performance. Similarly, increasing the average degree $\langle k \rangle$ seems to improve ESN performance for SF networks to some extent. By contrast, the average degree for Erdős-Rényi (ER) random graphs or random regular (RR) graphs does not have any significant effect on the ESN performance (Fig. 2b).

We then investigate the impact of the edge weight distribution, finding that the use of normal, uniform or binary distributions does not affect the ESN performance. Yet, when the absolute value of the edge weights are drawn from a power-law distribution $p(|w|) \sim |w|^{-\beta} \ (\beta > 0)$, we find that across all studied topologies, the larger the $\beta$, the better the performance (Fig. 2c).

Our results in Fig. 2 suggest that there are several parameters that can affect the ESN performance. Moreover, the same parameter may have disparate effects in different types of networks, making the search for an optimal reservoir rather challenging.

The driving factor determining ESN memory

The success of ESN in tasks such as forecasting time-series comes from the ability of its reservoir in retaining memory of previous inputs. It has been shown that some reservoir architectures re-
quire different spectral radius to retain the same amount of memory\cite{39}. Thus, to reveal the driving factor that determines the ESN performance, we first explore how the reservoir network affects the memory capacity of ESN.

The following measure has been proposed to quantify the memory capacity of a reservoir\cite{10}:

\[
M = \sum_{\tau=1}^{\tau_{\text{max}}} M_{\tau},
\]

with \(M_{\tau} = \max_{\mathbf{w}_{\text{out}}} \frac{\text{cov}^2(r(t-\tau), y_{\tau}(t))}{\text{var}(r(t-\tau))\text{var}(y_{\tau}(t))}\). Here \(r(t)\) is a random variable drawn from a uniform distribution \(U(-1, 1)\), serving as a random input, ‘cov’ represents the covariance, \(y_{\tau}(t)\) is the output as described in Eq. 1, \(\mathbf{w}_{\text{out}}\) is chosen to minimize the difference between \(y_{\tau}(t)\) and \(r(t-\tau)\) for any delay \(\tau \in [1, ..., \tau_{\text{max}}]\), with \(\tau_{\text{max}}\) chosen so that \(M_{\tau_{\text{max}}} \approx 0\).

While the memory capacity \(M\) does correlate with the parameters \(\beta, \gamma,\) and \(\langle k \rangle\) that affect ESN performance, by itself it is not very useful for our purpose. Indeed, considering the reservoir as a black box that simply generates values, this metric \(M\) fails to explain why \(\beta\) and \(\gamma\) affect the memory, while other parameters like \(\langle k \rangle\) in ER or RR graphs do not. Furthermore, it is of little practical interest, since obtaining \(M\) requires much more computational power than training and testing one ESN instance.

To better quantify the relationship between the reservoir dynamics and the memory capacity, we note that the extraction of information from the reservoir is made through a linear combination of the neurons’ states. Hence it is reasonable to assume that more linearly independent neurons would offer more variable states, and thus longer memory\cite{41, 42}. In plain words, we hypothesize that
the memory capacity $M$ strongly depends on the correlations among neuron states, which can be quantified as follows:

$$S = 2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \frac{P_{ij}^2}{N(N-1)}.$$  

(6)

Here $P_{ij} = \frac{\text{cov}(x_i(t), x_j(t))}{\text{std}(x_i(t))\text{std}(x_j(t))}$ is the Pearson’s correlation coefficient between the states of neurons $i$ and $j$, and $\text{std}(x_i)$ represents the standard deviation. Note that $S$ is simply the average of those squared correlation coefficients, representing a global indicator of the correlations among neurons in the reservoir. Fig. 3a corroborates our hypothesis, showing that for all topologies there is a strong correlation between $S$ and $M$. Thus, hereafter we only need to understand how the network structure affects the neuron correlation.

We consider the neuron correlation as a measure of coordination. If the neuron states are highly interdependent, then $S$ will be very high. By contrast, a system with independent neurons will have very low $S$. Qualitatively, this explains the impact of degree heterogeneity on the ESN performance, since in degree heterogeneous networks the states of many nodes will heavily depend on the states of the hubs (nodes with high degrees), thus increasing their overall correlations. For linear dynamical systems, the correlations between neurons can be quantified through the eigenvalues of the adjacency matrix. Our system is non-linear, but given the specific type of nonlinearity in the hyperbolic tangent function $f(z) = (e^z - e^{-z})/(e^z + e^{-z})$, we can relate the correlations with the linearization of $f(z)$ around $z = 0$, which is nothing but the identity function $f(x) = x$. Hence we can use the eigenvalues of matrix $W$ to approximately quantify how fast the input decays in the reservoir, and hence how poorly the ESN remembers. This is further supported by two facts (1) the spectral radius affects the memory of the reservoir, (2) networks showing lower correlation
among neuron states have eigenvalues almost uniformly distributed in the complex plane, while networks with higher correlations tend to have more eigenvalues concentrated around zero with lower moduli.

To quantify the aggregated effect of the eigenvalue distribution in the complex plane, we define the average eigenvalue moduli:

$$\langle |\lambda| \rangle = \frac{\sum_{i=1}^{N} |\lambda_i|}{N},$$

(7)

where $\lambda_i$'s are the eigenvalues of the matrix $W$. As expected from our previous discussion, we find that $\langle |\lambda| \rangle$ strongly correlates with $S$ (see Fig. 3b). The correlation of $\langle |\lambda| \rangle$ with $S$ and therefore with $M$ indicate that $\langle |\lambda| \rangle$ indeed reflects the memory capacity of the reservoir. As opposed to $M$ and $S$, $\langle |\lambda| \rangle$ is much easier to compute and is solely determined by the reservoir network. This offers us a very simple network measure to quantify the ESN memory capacity.

To demonstrate the meaning of $\langle |\lambda| \rangle$ in studying ESN performance, we applied ESN to forecast the classical Mackey-Glass time series, the Laser Intensity time series obtained from the Santa Fe time series Competition Data, and the recognition of the Spoken Arabic Digit Data Set downloaded from the UCI Machine Learning Repository, see Fig. 4 and Methods. We present the ESN performance of those three tasks in Fig. 5. We find that for each task there is a small range of $\langle |\lambda| \rangle$ that achieves the best performance across various network topologies, suggesting the existence of a specific memory capacity required for each task.

Adapting ESN to a specific frequency band
Besides the memory capacity, there are other features that are relevant for machine learning tasks. A key factor in time-series processing and dynamic systems modeling is the frequency spectrum \[45-48\]. Any signal or time series can be expressed in terms of its spectrum, which reflects the decomposition of signals into sinusoids with different frequencies\[49\]. This type of characterization usually offers valuable insights into the nature or underlying dynamics of the system, and has been exploited for various applications\[50\].

In the context of ESN, we can prove that the performance for a given task is bounded by the dissimilarity between the power spectral density (PSD) of the reservoir and that of the target variable \(y(t)\). Intuitively, this means that if we create a linear projection from the state of the reservoir to the target variable, this projection will be more robust and precise if the neural states are already very similar to the target variable. Since one of the most common and powerful approaches to quantifying similarities of time-series data is through the PSD\[51\], it is natural to use it in our context.

Knowing that altering the reservoir’s PSD may increase the ESN’s performance, we must now create reservoirs with specific frequency bands. Our approach is a simple extension of classical Infinite Impulse Response filters from Signal Processing\[50\]; we add feedback loops with delay \(L\) in our neurons, encoded as cycles of length \(L\) in the network. We account for the number and strength of those cycles by using the following variable:

\[
\rho_L = \frac{\mathbb{E}[(W^L)_{ii}]}{\mathbb{E}[|\langle W_{ij} \rangle^L|]},
\]

where \(\mathbb{E}\) is the expectation operator. Note that in the classical ESN, any cycle has equal probability
of providing positive or negative feedback, rendering $\rho_L = 0$ for any $L > 0$. We prove that $\rho_L$ can be used to tune the average PSD of the reservoir with random input. Specifically, by adding cycles of a desired length into the reservoir and hence increasing $\rho_L$ (see Methods), we can tune the response of the reservoir’s average neuron state to specific frequencies, as shown in the colored lines in Fig. 6. This behavior has a natural visualization in terms of the eigenvalues of the adjacency matrix, which change with $\rho_L$.

We show in Fig. 7 that the performance of ESN can indeed be substantially improved by adding certain short loops to the reservoir to enhance or dampen specific frequency bands. A simple example is given by the Mackey-Glass time series: The plots in Fig. 6 show that for $\rho_L > 0$, the reservoir’s average PSD response is enhanced for the frequencies close to 0, which is the area where the spectrum of the Mackey-Glass Time Series is concentrated. Consistent with our hypothesis, this improves the ESN performance on forecasting the Mackey-Glass Time Series (see Fig. 7a, d, g), because the average PSD response of the reservoir matches the PSD of the Mackey-Glass Time Series. Similarly, the Spoken Arabic Digits are also dominated by frequencies close to 0, and thus the performance of ESN improves when $\rho > 0$ (see Fig. 7c, f, i). As for the Laser Intensity Time Series, its dominating frequencies are around 0.13, 0.27 and 0.38, thus ESN is improved when the response of the reservoir enhances those frequencies. As shown in Fig. 6e, h, this happens when $\rho_L < 0$ for $L = 2, 3$. For the case of $L = 1$, we observed in Fig. 6b that the three peaks cannot be all enhanced simultaneously by setting $\rho_1$ to be either positive or negative, so we expect $\rho_1 \approx 0$. 
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Those results strongly suggest that the reservoir should enhance the frequencies present in the target signal. A simple way of achieving that result is to obtain the frequency responses of the reservoir for an unstructured signal (white Gaussian noise), and then select the parameters of the reservoir for which the frequencies match the target signal better. An algorithm designed based on those considerations is presented in the Methods section.

Altering the PSD by adding cycles changes the distribution of eigenvalues, specifically creating some extreme values that are larger than in the original, non-adapted adjacency matrix. This obviously affects the spectral radius, but not $\langle |λ| \rangle$. Since we expect that the memory requirement for a task is not affected by adapting the PSD, it is reasonable to use $\langle |λ| \rangle$ as the normalization variable for the weights of reservoir matrix, instead of the spectral radius. We can thus use the optimal value of $\langle |λ| \rangle$ found by in classical ESN before adapting the PSD.

The results presented in Fig. 7 show that our simple algorithm does increase ESN performance beyond what can be achieved with classical ER reservoirs with $ρ = 0$.

**Discussion**

In this paper we explore how simple ideas from classical signal processing and network theory can be applied to tailor ESN for optimal learning. We find that the memory capacity depends on the distribution of all the eigenvalues of the connectivity matrix $W$, a result that goes beyond current ESN practice and theory, where the main memory parameter is the spectral radius. Moreover, we demonstrate that ESN practitioners should consider the frequency of the time series that they process, and provide simple tools to tune reservoirs to a specific frequency.
We expect that the results presented here will help engineers and scientists better adapt the ESN memory and working frequency for specific tasks. A straightforward extension would be to provide a more advanced network generation algorithms which incorporate general motifs instead of cycles, thus creating more accurate frequency responses in the reservoir.

We believe the presented results have implications in solving other related machine learning problems. Other recurrent neural networks can be improved by using our results, either through selection of appropriate initial topologies in a pre-training stage, or by designing learning algorithms that account for the principles outlined here. Given that most current learning strategies such as backpropagation focus on adapting single weights, we are convinced that many new learning algorithms can be created based on the adaptation of network motifs and macroscopic network parameters such as degree heterogeneity.
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Figure 1  The basic schema of an ESN. The input signal $u(t)$ goes to each neuron in the reservoir with input weights $w_{\text{in}}$, the neurons send their states to their neighbors according to the matrix $W$, and the contribution of each neuron to the output $y(t)$ is collected by $w_{\text{out}}$. During the training period, the difference between the output $y(t)$ and the input $u(t)$ is sent back to the reservoir with the weights $w_{\text{ofb}}$. The reservoir network may have self-loops, and can have both excitatory (yellow) and inhibitory (gray) synaptic connections.
Figure 2  Impacts of various network properties on the ESN performance. (a) The prediction error $\sigma$ as a function of the exponent $\gamma$ of the power-law degree distribution for scale-free (SF) networks. As $\gamma$ increases the neurons’ degrees become more homogeneous. (b) $\sigma$ vs. average degree $\langle k \rangle$ for random regular (RR) graphs, SF networks, and Erdős-Rény (ER) random graphs. (c) $\sigma$ as a function of the exponent $\beta$ of the power-law link weight distributions. As $\beta$ increases the link weights become more homogeneous.
Figure 3  Relationship between memory capacity, neuron correlation and the network spectrum. (a) Memory capacity $M$ vs neuron state correlation $S$. (b) Neuron state correlation $S$ vs average eigenvalue modulus $\langle |\lambda| \rangle$. The ESNs were created using reservoirs of 400 neurons with spectral radius of 1 and sequences of 4000 random inputs uniformly distributed in the interval $[-1, 1]$. The SF curve corresponds to scale-free networks with tunable exponent $\gamma$, with lower $\gamma$ corresponding to lower $M$, higher $S$ and lower $\langle \lambda \rangle$. The PL values are for Erdős-Rényi random graphs with weights drawn from a PL distribution with varying $\beta$, and the points with lower $\beta$ have lower $M$, higher $S$ and lower $\langle \lambda \rangle$. All networks have a spectral radius $\alpha = 1$, except the ER networks where each point corresponds to a spectral radius increasing from 0.2 to 1. The ER networks are plotted with various spectral radius to show the effects of that parameter. Since ER
networks correspond to the limit cases of both RR and SF networks, the curves for ER networks also indicate how would RR and SF networks behave if their spectral radius are changed.
Figure 4  Benchmark time series data analyzed in this paper. (a) the Mackey-Glass time series with 500 points. (b) the Laser Intensity time series with 300 points. (c) the average value of the first CCFD Channel with the standard deviation for 330 recordings. See the Methods sections for an expanded description of the three datasets.
Figure 5  ESN performance explained by $\langle |\lambda| \rangle$. The performance of ESN as a function of the average eigenvalue modulus $\langle |\lambda| \rangle$ for three tasks: (a) Mackey Glass time series forecasting, (b) laser intensity time series forecasting, and (c) spoken Arabic digit recognition. For each task, we use scale-free networks (SF), Erdős-Rényi networks with homogeneous link weights (ER), and Erdős-Rényi networks whose link weights follow a power-law distribution (PL) as reservoirs. The SF and PL networks have various spectral radii $\alpha$, chosen to be around the optimal value of $\alpha$ for the Erdős-Rényi case. The three panels show that, regardless of topology or spectral radius, all networks have their optimal performance when the average eigenvalue module, $\langle |\lambda| \rangle$, is within the intervals $[0.55, 0.6]$ (a), $[0.3, 0.4]$ (b), or $[0.6, 0.7]$ (c), which are highlighted in gray. Since the value of $\langle |\lambda| \rangle$ is correlated with the memory capacity, and the presented tasks have specific memory requirements, the results are consistent with our discussion in the main text.
Figure 6  Frequency domain analysis of target signals and reservoir frequencies.

We plotted the power spectral density (PSD) of three empirical time series (Mackey-Glass in a, d, g; Laser Intensity in b, e, h; Spoken Digits in c, f, i), and the average PSD of the reservoirs’ neuron states for reservoirs with various $\rho$ when using a random Gaussian input with zero mean and variance of one (left y-axis for PSD of empirical time series and right y-axis for PSD of reservoirs with random inputs). In each panel we plot the average PSD of 500 reservoirs with 400 neurons and connectivity 0.05 (see Methods:
Generating Networks with $\rho_L$). The length of cycles added into the reservoir is 1 (a-c), 2 (d-f) and 3 (g-i). Note that changing the reservoir through adding cycles can make the response of neurons similar to the signal's. In the case of Mackey-Glass and Spoken Arabic Digit, the signals have slow variations, and are thus defined mostly by frequencies close to 0. Furthermore, any reservoir with $\rho > 0$ will enhance the frequencies close to 0, meaning that such a reservoir would enhance the frequencies relevant to those two signals. Similarly, the Laser Intensity has three peaks that are closer to the center of the spectrum, which are enhanced in the cases of $\rho < 0$ for $L = 2$ and $L = 3$, but not for $L = 1$, in which case neither $\rho > 0$ nor $\rho < 0$ will enhance the three peaks. This will have important implications on the performance of ESN (see Fig. 7).
Figure 7  Improving ESN through frequency adaptation. ESN performance $\sigma$ vs $\rho_L$, for the tasks of Mackey-Glass Forecasting (a, d, g), Laser Intensity Forecasting (b, e, h), and Spoken Arabic Digit Recognition (c, f, i). The length of cycles added into the reservoir is 1 in (a-c), 2 in (d-f) and 3 in (g-i). The dashed lines correspond to the performances obtained for each task by creating reservoirs with combinations of cycles of various lengths using the algorithm presented in the Methods section. Following our observation in Fig. 6, the performance of ESN increases when the reservoir enhances the frequencies that are dominant in the signal. Thus, since the Mackey-Glass and Spoken Arabic Digit signals have low frequencies, the performance of ESN for those signals increases when $\rho > 0$. In contrast, the Laser Intensity time series is defined by frequencies that are on the center of the spectrum, thus ESN has a better performance when $\rho_1 \approx 0$, $\rho_2 < 0$ and
\( \rho_3 < 0 \), as those parameters adapt the reservoir’s response to the time-series frequencies. In all cases we see that combining cycles of different lengths can bring substantial improvements to ESN performance.
Methods

Performance Measurement

Figures 2, 5, 6 measure the performance of ESN for different parameters and network structures. In each case we used 200 network samples per parameters. Each of those experiments gives a certain performance described in the following paragraphs.

In the literature of ESN it is common to use the normalized root mean squared error (NRMSE), as a metric for an error. This metric is a normalization of the classical root mean squared error (RMSE). The normalization is necessary in this case to avoid having different values if the signal is multiplied by a scalar. This is particularly important in ESN because one of the parameters that is usually tuned is the scaling of the input vector $w_{in}$ or the input signal $u(t)$. If the error metric was not normalized, then the scaling would always be low. The parameter $t_0$ is used to describe where the network should start to count the performance, since it is also common to ignore the inputs during the initialization phase, which is taken here as the full initialization steps given for each task (see details in the subsequent sections). The parameter $T$ is simply the number of time-steps considered, which we take here as the full count of all points (minus the initialization) in each testing time series.

The NRMSE is obviously not a significant metric for classification, since the target variable is a boolean. In order to have a comparable metric for the performance, we use the failure rate in classification. Note that having 10 digits implies that the failure rate with random guesses is 0.9, therefore a failure rate of 0.3 is well below it.
When designing an ESN implementation, the classical approach is to try many reservoirs and take the one that gives the best performance. It is therefore natural not to account for outliers with low performances, since they will never be picked. Conversely, taking only the best performance gives noisy results that require a computationally prohibitive amount of computations. Thus, in the figures presented here we plot the median as the central point and upper and lower quartile as error bar.

**Forecasting Mackey-Glass time series**

Forecasting Mackey-Glass time series is a benchmark task of ESN [1]. The Mackey-Glass time series follows the ordinary differential equation:

\[
\frac{ds}{dt} = \beta \frac{s_\tau}{1 + s_\tau^n} - \gamma s,
\]

where \(\beta, \gamma, \tau, n\) are real positive numbers, and \(s_\tau\) represents the value of the variable \(s\) at time \(t-\tau\). We used the parameters \(\beta = 0.2, \gamma = 0.1, \tau = 17, n = 10\) in our simulations. The discrete version of the equation uses a time step of length \(h = 0.1\). For each instance we initialized the time series with \(\frac{\tau}{h} = 170\) uniformly distributed random values between 1.1 and 1.3, then the first 1000 points were considered initialization steps which did not fully capture the time series dynamics and were thus discarded. For Fig. [2] and [5] the prediction was done using an ESN with a reservoir of 1000 neurons as done in [1], average degree \(\langle k \rangle = 50\), which is different from [1] but more convenient for studying networks. In Fig. [2], we used the spectral radius \(\alpha = 0.85\), which is the one used in [1]. We used 1000 points for initialization and 9000 for training, then we computed a new time series and used the first 1000 points for initialization and 9000 for testing. For Fig. [7], the quality and abundance of data made the use of cycles irrelevant. In order to show the interest
of our contribution, we normalized the signal to have mean zero and variance of one and we added Gaussian white noise with $\sigma = 0.05$, and the forecasting was done using reservoirs of 100 neurons, average degree $\langle k \rangle = 10$ and spectral radius of $\alpha = 0.85$, without feedback so $w_{\text{ofb}} = 0$.

**Forecasting Laser Intensity time series**

The second task consists on forecasting the Laser Intensity time series obtained from the Santa Fe Institute time series Forecasting Competition Data. It consists of 10093 points, which we normalized to have an average of 0 and an standard deviation of 1, and filtered with a Gaussian window of length 3. The forecasting was done using reservoirs of 100 neurons, average degree $\langle k \rangle = 10$ and spectral radius of $\alpha = 0.9$, without feedback so $w_{\text{ofb}} = 0$. We used 1000 points of the time series used for initialization, 4547 for training and 4546 for testing. Note that in this case the starting reservoir state for the testing phase was the same as the last reservoir state during the training phase.

**Spoken Arabic Digit Recognition**

We used ESN for the task of recognizing Spoken Arabic Digits with dataset obtained from the Spoken Arabic Digit Data Set from the UCI Machine Learning Repository. This dataset consists of 330 recordings for each of the ten digits and two sexes for training, and 110 recordings for testing. Each recording was a time series of varying length encoded with MCCF with 13 channels. While using the three first channels gave a large performance, we use only the first channel, which is akin to a very lossy compression. We normalized this time series to have average of 0 and a standard deviation of 1, and a length of 40, with the values computed through interpolation. The
The classification procedure was done using the forecasting framework from before. We collected the reservoir states from all the training examples of each digit and computed the \( w_{\text{out}} \) for forecasting as done in the previous cases. In the testing we collected the states and matched the forecasting with the actual data, obtaining a performance value \( \sigma \) for each of the 20 cases. We classified the time series as the digit that yielded the lowest forecasting error. We used reservoirs of 100 neurons, average degree \( \langle k \rangle = 10 \) and spectral radius of \( \alpha = 1 \), without feedback so \( w_{\text{off}} = 0 \), as in our simulations the performance was similar with or without output feedback.

**Generating Networks with \( \rho_L \)**

In order to create networks that meet our needs, we designed an algorithm in which the variable \( r_L \) determines the relative influence of a specific frequency by adding cycles of length \( L \), and \( s \) is the sign (positive implies enhancement, negative dampening).

**If \( L = 1 \):** Create a random sparse matrix \( W_r \) with \( N(N - 1)c \) entries. Normalize the spectral radius to 1 and then \( W = \alpha ((1 - r_1)W + r_1I) \).

**Else :**

**Step-1:** Create \( \frac{r_L N^2 c}{2L} \) permutations of length \( L - 1 \) of numbers picked from 1 to \( N \) without repetition. Each permutation is a cycle.

**Step-2:** For each cycle, pick a random value from a Normal distribution with zero mean and a variance of one and assign it to all the edges.

**Step-3:** For each cycle, if the sign of the product of the edge weights is not the same as \( s \), multiply
the last edge by $-1$. This process generates an adjacency matrix $W_c$.

**Step-4:** Create a random sparse matrix $W$ with $(1-r_L)N^2c$ entries and weights drawn from a Normal distribution with zero mean and a variance of one. Normalize the spectral radius to 1 and then $W = (W_r + W_c)$.

**Step-5:** Normalize to the desired spectral radius $W \leftarrow \frac{W}{\lambda_M} \alpha$

The special treatment of the case $L = 1$ is due to the fact that with length of 1 if all edges are self loops the network is fully disconnected and the number of edges is at most $N$, meaning that for some values of $\rho_1$ the number of edges would be lower than the number required by the connectivity parameter. For a discussion on the relationship between the case where $L = 1$ and leaky integrator neurons.

Note that the variable $r_L$ and $|\rho_L|$ are indeed the same for sparse networks.

**Frequency optimization**

The process of finding the optimal $\rho = [\rho_1, \rho_2, ..., \rho_L]$ is described in this section.

**Step-1:** Obtain the frequency response of the reservoir $\hat{R}(\rho, L)$ various values of $\rho$ for all the $L$ considered. If this is not stored, compute it by generating Gaussian noise with the same variance and mean as the original signal and use it as an input for the reservoir. Then apply the Fast Fourier Transform to the neurons’ states and average over all neurons. Repeat for various reservoir instances.
**Step-2**: Compute the Fourier transform of the input signal and keep the vector of absolute values \( \hat{s} = [\hat{s}(0), \hat{s}(2), ... \hat{s}(f_S)] \), where \( f_S \) is half the sampling frequency.

**Step-3**: Compute the scalar product \( \langle \hat{s}, \hat{R}(\rho_L, L) \rangle \) for all \( \rho, L \), and select the \( \rho \) which maximizes it for each \( L \).

**Step-4**: Test the performance of an ESN with the values of \( \rho_L \) found in the previous step. If the performance is lower than in the default case of \( \rho_L = 0 \), do not optimize with regard to that length.

**Step-5**: For all values of \( \rho \) where the cycle length is allowed and which fill the condition \( \|\rho\|_1 \leq 1 \), select the one that maximizes \( \sum_L \langle \hat{s}, \hat{R}(\rho_L, L) \rangle \).
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