Classification of Microorganism Species Based on Volatile Metabolite Contents Similarity
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Abstract. Microorganism species can become pathogenic and cause bacterial infection, result from the imbalance in microbial ecosystem between host and microbe. Microorganisms emit secondary metabolites, known as volatile metabolites or organic compounds (VOCs) for various functions such as intra- or inter-species interactions, defense and attraction. Currently, VOCs are widely used as a biomarker for human diseases. This research is aimed to identify the relationship between microorganism species and volatile metabolite compound from the collected species and VOCs emitted organism data by using unsupervised machine learning approaches such as hierarchical clustering and graph-clustering method. Supervised machine learning methods also been used to classify the microorganism pathogenicity such as support vector machine (SVM) and random forest (RF). These data are collected from KNApSAcK and mVOC database where it provides most of the microorganism species and metabolites contents. From the collected data, there are in total of 1088 VOCs emitted by 517 microorganism species. As a result, the application of machine learning methods enable us to identify the relationship of species with their emitted VOCs and classify the microorganism species into their own pathogenicity.

1. Introduction

Microorganism species can become pathogenic and cause bacterial infection, result from the imbalance in microbial ecosystem between host and microbe [1]. Presence of specific genes that contain pathogenic characteristic may cause even the non-pathogenic species became virulence through gene transfer [2]. A variety of microorganism species can cause disease or infection where there are five main types of pathogenic organisms, which are viruses, bacteria, fungi, protozoa and worm. For a particular organism, metabolites are essential to the metabolism process where it promotes in growth, reproduction and defense against pathogen [3]. Basically, metabolites can be classified into primary metabolite, which involved in growth and development and secondary metabolite, which is important for ecological function such as antimicrobial activities and defense against pathogens.

Volatile organic compounds (VOCs) comprise a chemically diverse class of low molecular weight organic compounds having an appreciable vapor pressure under ambient conditions [4]. Because of this characteristic, it allows them to serve as signaling molecules act as identification in plant, food, predators or habitat [5]. The VOCs produced by plant will attract pollinators to disperse
the seed to pollinate and provide defense mechanism against disease [6]. For humans and animals, volatiles act as scents and contribute to flavorants of food and as disease biomarkers [7], [8].

The recent classification study are based on metabolite contents is regarding the plant classification. The study focused on the global metabolite content of plants which resulting in classification with natural phylogenetic and chemosystematics pattern [9]. Therefore, a new study should be done focusing on the classification of microorganism species based on the volatile metabolite contents to distinguish the pathogenic and non-pathogenic microorganism instead being done by the previous research. Machine learning has become one of the popular approach in solving complex problem and applications such as self-driving cars, fraud detection and medical prediction. Machine learning can be divided into supervised and unsupervised machine learning. Unsupervised machine learning is when the input of similar types is grouped together without the use of training data to specify which group it belongs to. Previously, this technique has been applied to analyze the relationships between 3D structure and biological activities by using network-based approach [10]. Supervised machine learning is task of training using function that requires input data and target representing the desired output.

In this study, the microorganism species will be classified based on the volatile metabolite contents similarity to determine the pathogenicity of the species. Clustering analysis method such as hierarchical clustering and graph clustering is used to determine the relationship between the species and their VOCs. For the classification process, supervised machine learning is used to distinguish the pathogenicity between species based on their VOCs by using support vector machine (SVM) and random forest (RF) as the classifier.

2. Proposed Methods

2.1. Data extraction

The microbial volatile metabolite data were acquired from KNAPSAcK Core DB, which is a part of the KNAPSAcK Family DB Pre-processing and mVOC Database, which is based on extensive literature search for microbial volatile organic compounds (mVOCs) [11]. The KNAPSAcK Core DB provides a comprehensive species-metabolite relationship, which is connected via the scientific name of each species and this database can be accessed online [12]. The mVOC Database is an online search platform database, which contains information about mVOC and their emitting organism [13], [14].

2.2. Clustering of species based on VOCs similarity

2.2.1 Hierarchical Clustering

Hierarchical agglomerative clustering method is implemented, which it start by putting each observation into its own separate cluster where all the distances between all the observation are being examined and pairs together with the closest ones to form a new cluster and this process continues until only single cluster remain [15]. The result of the clustering is represented in the form of dendogram. The following distance matrix is used to determine the Euclidean distances between species. Let this matrix be called M and \( M_{ik} = 1 \) if the species \( i \) is related to the \( k \)th VOC or otherwise \( M_{ik} = 0 \) [7]. Based on the Euclidean distance, the R, an open source programming language is used to analyse the clustering. In this method, four different ways is performed to determine the distance between two clusters. Complete linkage clustering is used to find the possible maximum distance between two points, which belong to two different clusters. The average and all possible pairwise distances for points belonging to two different clusters, mean linkage clustering is applied. The centroid linkage clustering is used to find the centroid of each cluster and the distances between centroids of two clusters. Ward linkage clustering is used to minimize the total variance within the cluster where the cluster with minimum distance between pair of cluster is merged.

\[
d_{ij} = \sqrt{\sum_{k=1}^{n} (M_{ik} - M_{jk})^2}
\]
2.2.2 Graph Clustering Based on DPClus

The DPClus is a graph clustering software, which has been developed based on a clustering algorithm that mainly focused on detection of protein complex in interaction networks [16]. This graph clustering software can extract high-density connected nodes as a cluster [7]. The input to the algorithm is the associated matrix of an interaction network and the outputs are protein complexes. The complexes are determined by way of finding clusters [16]. The DPClus presents an algorithm for detection of large interaction network of protein complex. In this network, a node represents a protein while the edge represents an interaction [17]. There are three important inputs in the DPClus algorithm, which are the network, a value of minimum density (d_k) and a minimum value for cluster property (cpnk). The value for density, d_k and cluster property, cpnk should be within the range of: 0<d_k≤1 and 0<cpnk≤1.

2.3. Classification of species based on VOCs Similarity

Supervised machine learning approach is the task of training using function that requires input data and target representing the desired output. For this classification process, microorganism species and their VOCs will represent the input data while the pathogenicity status will represent desired output. During classification process, supervised machine learning is used to separate the pathogen based on binary VOC input data. To ensure the accuracy of the classifier, two machine-learning methods were applied, which are random forest and support vector machine. The RF and SVM algorithm was used to generate classifiers and estimate the classification performance. For a given pathogen class, the classifiers’ sensitivity, precision and mean accuracy towards that class are given by (2), (3) and (4), respectively:

\[
\text{Sensitivity} = \frac{\text{number of correct predictions in that class}}{\text{number of experiments in that class}} \times 100\% \quad (2)
\]
\[
\text{Precision} = \frac{\text{number of correct predictions in that class}}{\text{number of predictions as that class}} \times 100\% \quad (3)
\]
\[
\text{Mean accuracy} = 1 - \frac{\text{number of incorrectly predicted pathogens}}{\text{total number of experiments}} \quad (4)
\]

2.3.1 Support vector machine (SVM)

SVM is one of the supervised machine learning methods where the purpose is for classification and regression, which are based on the concept of decision planes or hyperplane that define decision boundaries [18]. Separating line defines boundary in decision plane where it is the one that separates between a set of object having a different class of membership.

2.3.2 Random forest (RF)

Random forest is supervised machine learning method where every observation will be fed into a large number of decision tree. This method operate by constructing a multiple decision tree at training time and put into class or mean prediction of the individual trees. Random subspace method is the algorithm used for this machine learning. In RF classifier, the higher the number of trees in the forest gives the high accuracy results [19]. Variable importance can be used to rank the random forest ranking the importance variables in a regression or classification problem.

3. Results and Discussion

3.1. Clustering of species based on VOCs similarity

From the data extracted, 1088 VOCs emitted by 517 microorganisms are being analyzed to confirm the relationship between them. Two unsupervised learning methods were implemented to determine the relation, which are hierarchical clustering and graph clustering.

Hierarchical clustering is used to analyze the relationship between the microorganism species with their VOCs. There are four different linkage methods in hierarchical clustering were used, which are Ward linkage, Complete linkage, Centroid linkage and Mean linkage clustering to analyze and observe
which one out of the four methods will group the pathogenicity of microorganism based on their VOCs correctly. From the result, Ward Linkage Clustering are more preferable to be used in this study to obtain the relation between species and their VOCs. This is because Ward clustering grouping the microorganism by minimizing the variance between cluster and merged the cluster together if they have minimum distance, where in this case the similarity between VOCs causing the distance to be minimized and the microorganism being grouped according to their VOCs similarity. The Euclidean distance is used to calculate the distance between species based on VOCs where the information of microorganism species and its emitted VOCs has been converted into $517 \times 1088$ binary matrix. Here, the dendrogram is cut into 50 clusters to represent each microorganism into their own cluster.

To obtain more information regarding the relation of the microorganism with the mVOCs, high-density cluster is applied where the graph-clustering algorithm DPClus is used. Figure 1 shows the graph clustering result where the green node represents the cluster of microorganism while the red edges represent the interaction between clusters. DPClus clustering is set to the following setting: density value, $d_{in}$ was set to 0.6, cluster property value, $c_{pin}$ was set to 0.5, the minimum cluster size was set to 2, and the mode is set to non-overlapping. From Figure 1, the size of a green node is proportional to the number of microorganism species in the cluster while the thickness of red edges are proportional to the number of similarity-based relation.

![Figure 1](image_url)

**Figure 1.** Graph clustering based on DPClus (a) Connected node (b) Independent node.

From the clustering of DPClus, there are 50 clusters are generated where 20 cluster are connected nodes to each other (Figure 2(a)) while the other 30 clusters are independent clusters (Figure 2(b)). From this result we can conclude that the pathogenicity of microorganism can be connected by the similarity of VOCs emitted. Pathogenic microorganism such as Escherichia coli, Klebsiella pneumonia and Staphylococcus aureus that comes from cluster 1 are connected to the other pathogenic cluster for example cluster 2. The results of this graph-clustering and hierarchical clustering are similar because both results show that the VOCs based classification of microorganism is consistent with their classification based on pathogenicity. However, through DPClus we can see the relation between each microorganism to VOCs emitted by their species since DPClus can show the interaction being generated between clusters.

### 3.2. Classification of species using supervised machine learning methods

The classification was done by using supervised machine learning approach by separating the pathogens based on binary VOC data extracted. The binary VOC data set represents the input while pathogenicity status represents the desired output. The extracted data contains the 1088 VOCs data and their predicted pathogenicity for 517 microorganisms acts as target. The data are being split into testing and training with 30% and 70% respectively.

From the result obtained, SVM provide highest accuracy with 99% and 100% and 95% for sensitivity and precision respectively. From Table 1, it is predicted that 131 species is tested non-
pathogenic while 22 species are correctly predicted as pathogenic. However, one species is falsely predicted as pathogenic. This incorrect classification may result from the presence of volatile compound. In training confusion matrix, there are 3 species was incorrectly classified as pathogenic while another 308 species are non-pathogenic. However, 53 species are correctly classified as pathogenic species.

**Table 1. Confusion Matrix for SVM**

| Prediction       | Reference       | Testing | Training |
|------------------|-----------------|---------|----------|
|                  | Non-pathogenic |         |          |
| Non-pathogenic   | 131             | 308     | 2        |
| Pathogenic       | 0               | 22      | 53       |

For the comparison between classifier, RF was used beside SVM to choose the most reliable classifier among those two. The number of trees (ntree) selected for the random forest algorithm were set to 100. The accuracy obtained by using RF is high with 95%. It also has 100% sensitivity but only 70% specificity. From both testing and training, we can confirm that 65 microorganisms are pathogenic while 13 species which being incorrectly predicted as non-pathogenic but turn up being pathogenic.

**Table 2. Confusion Matrix for RF**

| Prediction       | Reference       | Testing | Training |
|------------------|-----------------|---------|----------|
|                  | Non-pathogenic |         |          |
| Non-pathogenic   | 131             | 308     | 6        |
| Pathogenic       | 0               | 16      | 49       |

Figure 2 shows the ROC curve for RF classifier. The rate of true positive is high similar with the rate of false positive. From both classifier of supervised machine learning being tested, SVM shows the highest accuracy with 99% compared to RF (95%). This result confirmed that SVM are more reliable compared to RF even though the accuracy difference is small.

**Figure 2.** ROC curve for the rate accuracy between species and VOCs.
4. Conclusion
In worldwide healthcare, the development of technologies for medical purposes is growing in fast rate to prevent infectious diseases that endanger human population. A non-invasive monitoring tool is preferable for the detection of volatile metabolite. Through this study, VOCs can act as a potential biomarker to detect the presence of volatile microorganisms. From the study involving 1088 VOCs emitted by 517 microorganisms proved that the classification of microorganism species can be done based on volatile metabolite contents similarity. Based on DPClus, we can see the relation between each microorganism to VOCs emitted by their species since DPClus can show the interaction being generated between clusters. For the supervised learning method, SVM shows the highest accuracy with 99% compared to RF for the classification of microorganisms species based on VOC similarity.
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