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Abstract. We show that the ground state of a polaron in a homogeneous magnetic field
$B$ and its energy are described by an effective one-dimensional minimization problem in
the limit $B \to \infty$. This holds both in the linear Fröhlich and in the non-linear Pekar model
and makes rigorous an argument of Kochetov, Leschke and Smolyrev.

1. Introduction and main results

A central theme in mathematical physics is the derivation of effective equations for a
given model in a certain asymptotic regime and the quantification of approximation errors.
Remarkably, even when the original model is linear, the effective one often turns out to be
non-linear. The purpose of our work here is to derive an effective non-linear one-dimensional
equation for the ground state of a polaron in a strong magnetic field.

A polaron describes an electron interacting with the quantized optical modes of a polar
crystal, and a ‘large’ polaron refers to the case where the spatial extension of this polaron
is large compared with the spacing of the underlying lattice. In this paper we consider a
large polaron in the presence of a strong homogeneous magnetic field. This case has been
extensively studied in the physics literature, typically under the name ‘magnetopolaron’,
and we refer to the surveys [GL91, Dev96] for references and background information. We
shall mention some specific results after having introduced our problem precisely.

We consider two models for a polaron in a magnetic field. The first model, the so-called
Fröhlich model, involves a quantized phonon field. In this model the polaron energy is
described by the Hamiltonian
\[ h = H_B - \frac{\partial^2}{\partial x^2} + \frac{\sqrt{\alpha}}{2\pi} \int_{\mathbb{R}^3} \left( \frac{a_k}{|k|} e^{ik \cdot x} + \frac{a_k^*}{|k|} e^{-ik \cdot x} \right) \, dk + \int_{\mathbb{R}^3} a_k^* a_k \, dk \]  (1.1)
acting in $L^2(\mathbb{R}^3) \otimes \mathcal{F}(L^2(\mathbb{R}^3))$, and the ground state energy is given by the bottom of its
spectrum
\[ E_B^q = \inf \left\{ \langle \Psi, h \Psi \rangle_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} : \|\Psi\|_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} = 1, \Psi \in H^1(\mathbb{R}^3) \otimes \text{dom}(\sqrt{N}) \right\} . \]
(The superscript $q$ stands for ‘quantized’.)

Here $\mathcal{F} = \mathcal{F}(L^2(\mathbb{R}^3))$ denotes the bosonic Fock space over $L^2(\mathbb{R}^3)$ with creation and
annihilation operators $a_k^*$ and $a_k$ satisfying $[a_k, a_{k'}^*] = \delta(k - k')$ and $[a_k, a_{k'}] = [a_k^*, a_{k'}^*] = 0$.
for all \( k, k' \in \mathbb{R}^3 \). The number operator \( \mathcal{N} = \int_{\mathbb{R}^3} a_k^* a_k \, dk \) describes the energy of the phonon field. The terms \( H_B - \partial_k^2 \) describe the kinetic energy of the electron, where

\[
H_B = (-i\partial_1 + A_1(x))^2 + (-i\partial_2 + A_2(x))^2
\]
denotes the Landau Hamiltonian corresponding to a homogeneous magnetic field of strength \( B > 0 \) pointing in the \( x_3 \)-direction. The vector potential \( A \) can be chosen in the symmetric gauge

\[
A(x_1, x_2, x_3) = \frac{B}{2} (-x_2, x_1, 0).
\]

The space \( H^1_A(\mathbb{R}^3) \) is the corresponding magnetic Sobolev space of order one. Finally, the parameter \( \alpha > 0 \) in (1.1) describes the strength of the interaction between the electron and the phonon field. We note that our normalization of \( \alpha \) differs from the usual one, but makes our formulas easier. For details about the definition of \( \mathfrak{h} \) as a self-adjoint operator in \( L^2(\mathbb{R}^3) \otimes \mathcal{F}(L^2(\mathbb{R}^3)) \) we refer the reader to \[Nel64\], see also \[MS07\].

The second model that we consider, the Pekar model, involves a classical phonon field. The polaron energy in this model is given by the (non-quadratic) functional

\[
\mathcal{E}_B[\phi] = (\phi, H_B \phi) + (\phi, -\partial_3^2 \phi) - \frac{\alpha}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{|\phi(x)|^2 |\phi(y)|^2}{|x-y|} \, dx \, dy
\]

and the ground state energy is defined as

\[
E^c_B = \inf \{ \mathcal{E}_B[\phi] : \|\phi\| = 1, \phi \in H^1_A(\mathbb{R}^3) \}.
\]

(The superscript \( c \) stands for ‘classical’.)

It is interesting, although not necessary for our argument, that a minimizer for \( E^c_B \) exists. This was recently shown in \[GHW12\], generalizing an earlier theorem in \[Lie76\] for \( B = 0 \).

To understand the connection between the Pekar functional and the Fröhlich Hamiltonian we note that for every \( \phi \in H^1_A(\mathbb{R}^3) \) with \( \|\phi\| = 1 \)

\[
\mathcal{E}_B[\phi] = \inf_a \left( (\phi, H_B \phi) + (\phi, -\partial_3^2 \phi) + \frac{\sqrt{\alpha}}{2\pi} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \left( \frac{a(k)}{|k|} e^{ik \cdot x} + \frac{\overline{a(k)}}{|k|} e^{-ik \cdot x} \right) |\phi(x)|^2 \, dx \, dk \right.
\]

\[
+ \left. \int_{\mathbb{R}^3} |a(k)|^2 \, dk \right\}^2 \|\phi\|^2, \nonumber
\]

where the infimum is taken over all functions \( a \) on \( \mathbb{R}^3 \). This observation can be combined with an application of coherent states to show that

\[
E^q_B \leq E^c_B
\]

for all \( B \) and \( \alpha \). This argument is due to Pekar \[PT51\,Pek63\].

Our main results are large \( B \) asymptotics of both \( E^q_B \) and \( E^c_B \). We shall prove

**Theorem 1.1** (Fröhlich model). For every fixed \( \alpha > 0 \),

\[
E^q_B = B - \frac{\alpha^2}{48} (\ln B)^2 + O \left( (\ln B)^{3/2} \right) \quad \text{as} \quad B \to \infty.
\]

In the case of a classical field we are able to identify even a third term in the asymptotic expansion.
**Theorem 1.2** (Pekar model). For every fixed \( \alpha > 0 \),

\[
E_B^\alpha = B - \frac{\alpha^2}{48} (\ln B)^2 + \frac{\alpha^2}{12} (\ln \ln B)(\ln B) + O(\ln B) \quad \text{as} \quad B \to \infty.
\]

**Remark.** By scaling it is easy to see that \( E_B^\alpha = \alpha^2 \tilde{E}_{\alpha^{-2}B} \), where \( \tilde{E}_B \) is the same as \( E_B \) but with \( \alpha = 1 \) (see Section 4). Thus, the asymptotics can also be written as

\[
E_B^\alpha = B - \frac{\alpha^2}{48} \left( \ln \frac{B}{\alpha^2} \right)^2 + \frac{\alpha^2}{12} \left( \ln \frac{B}{\alpha^2} \right) \left( \ln \ln \frac{B}{\alpha^2} \right) + O \left( \frac{\alpha^2 \ln B}{\alpha^2} \right) \quad \text{as} \quad B \to \infty.
\]

The physics literature contains upper bounds on \( E_B^\alpha \) and \( \tilde{E}_B \) of the form \( B - C\alpha^2(\ln B)^2 \) with explicit but non-optimal constants \( C > 0 \); see [WPR76, LM76, Sai81]. These bounds are based on trial function computations. In [KLS92], Kochetov, Leschke and Smondyrev have argued that the correct constant for \( E_B^\alpha \) should be \( -C = -1/48 \) (in our units). Our theorem verifies this prediction rigorously.

Let us explain the physical intuition behind this problem and how the constant \(-1/48\) arises. As \( B \to \infty \) the motion of the electron is so fast with respect to that of the phonons (which we have fixed to be of order one) that it becomes uncorrelated. This was the approximation in Pekar’s inequality \([L3]\) and thus we may expect \( E_B^\alpha \) and \( \tilde{E}_B \) to have the same leading order behavior. Because there is no correlation, the electron can be treated separately from the field. For energetic reasons the electron will be confined to the lowest Landau level in the plane orthogonal to the magnetic field. This corresponds to a spatial extension of order \( B^{-1/2} \) in this plane. The shape of the electron density with respect to the \( x_3 \)-direction parallel to the magnetic field is most easily understood in the Pekar model. For smooth functions \( \rho \geq 0 \) on \( \mathbb{R}^2 \) with \( \int_{\mathbb{R}^2} \rho \, dx_1 = 1 \) we have

\[
B^2 \int_{\mathbb{R}^2} \frac{\rho(B^{1/2}x_\perp)}{\sqrt{(x_\perp - y_\perp)^2 + (x_3 - y_3)^2}} \, dx_\perp dy_\perp \sim (\ln B)\delta(x_3 - y_3)
\]

as \( B \to \infty \). (Here we wrote \( x = (x_\perp, x_3) \in \mathbb{R}^2 \times \mathbb{R} \).) This suggests that the energy due to the motion in the \( x_3 \)-direction is given by the one-dimensional effective Pekar functional

\[
\int_{\mathbb{R}} |f'|^2 \, dx_3 - \frac{\alpha \ln B}{2} \int_{\mathbb{R}} |f|^4 \, dx_3.
\]

It turns out that the minimization problem for the latter functional can be solved explicitly and one obtains

\[
\inf \left\{ \int_{\mathbb{R}} |f'|^2 \, dx_3 - \frac{\alpha \ln B}{2} \int_{\mathbb{R}} |f|^4 \, dx_3 : \int_{\mathbb{R}} |f|^2 \, dx_3 = 1 \right\} = -\frac{\alpha^2(\ln B)^2}{48}.
\]

This is the desired second term in our Theorems 1.1 and 1.2.

Remark also that the minimizer of the one-dimensional functional is localized on the scale \( (\ln B)^{-1} \). This suggests that the electron density of a polaron in a strong magnetic field has the shape of a prolate ellipsoid with characteristic lengths \( B^{-1/2} \) and \( (\ln B)^{-1} \).

Remarkably, the one-dimensional polaron was introduced by Gross [Gro76] as a toy model for the three-dimensional problem, independently of any connection with magnetic fields. His paper also contains the solution of the one-dimensional minimization problem, although in the mathematical literature it can be traced back at least to [vSN41]. As we have already mentioned, the connection between the one-dimensional polaron and the three-dimensional magnetopolaron is due to Kochetov, Leschke and Smondyrev [KLS92].
The above heuristics emphasize, in particular, that the motion in the direction of the $x_3$-axis differs crucially from the motion in the transverse plane. In the polaron context this observation is attributed to [Kuk73]. A similar phenomenon occurs in other problems with a strong magnetic field, for example, for the one-electron atom, as treated by Avron, Herbst and Simon [AHS81], or for $N$-electron atoms, as treated by Lieb, Solovej and Yngvason [LSY94] and Baumgartner, Solovej and Yngvason [BSY00].

This paper is organized as follows. For pedagogic reasons we begin with the proof of the energy asymptotics in the Pekar model. In the next section we derive initial estimates on the Coulomb energy. In Section 3 we explain the relation of these bounds to the above minimization problem in one dimension. We prove Theorem 1.2 in Section 4. First we derive an upper bound on $E_{cB}$ by choosing an appropriate trial function. Then we refine the estimate on the Coulomb energy after projecting to the lowest Landau level and we use this to prove the lower bound on $E_{cB}$. The claim of Theorem 1.2 follows directly from (4.1), Corollary 4.1, and Theorem 4.2.

Theorem 1.1 about the energy asymptotics in the Fröhlich model are proved in Section 5 and Section 6. The upper bound follows immediately from (1.3). The proof of the lower bound consists of a reduction to the lowest Landau level, which accomplished in Section 5, and the analysis on that level. The main result in the latter analysis is Proposition 5.5, which is proved in Section 6.

Notation. The letter $C$ stands for a positive constant whose value may change from line to line. The norm $\| \cdot \|$ denotes the standard norm in $L^2(\mathbb{R}^d)$ where $d = 1, 2, 3$ is clear from the context.

2. Bounds on the Coulomb energy

First we establish some basic estimates and show that the energy functional $E_B$ from (1.2) is well-defined on $H^1_A(\mathbb{R}^3)$. Let us introduce the notation

$$D(\varphi, \phi) = \frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\varphi(x)\phi(y)}{|x-y|} \, dx \, dy.$$ 

The Hardy-Littlewood-Sobolev inequality (see, e.g., [LL01]),

$$D(|\phi|^2, |\phi|^2) \leq C\|\phi\|^2_{6/5},$$

together with the Hölder inequality, then the Sobolev inequality, and finally the diamagnetic inequality yields

$$D(|\phi|^2, |\phi|^2) \leq C\|\phi\|^3\|\phi\|_6 \leq C\|\phi\|^3\|\nabla|\phi|| \leq C\|\phi\|^3\|(-i\nabla + A)|\phi|| < \infty \tag{2.1}$$

for $\phi \in H^1_A(\mathbb{R}^3)$. This bound easily implies that $E_{cB} > -\infty$.

We also record the following bounds for later use. For any $\phi \in H^1_A(\mathbb{R}^3)$ and a.e. $x = (x_\perp, x_3) \in \mathbb{R}^2 \times \mathbb{R}$ we have

$$|\phi(x_\perp, x_3)|^2 = \text{Re} \left( \int_{-\infty}^{x_3} (\partial_t \phi)(x_\perp, t) \phi(x_\perp, t) \, dt - \int_{x_3}^{\infty} (\partial_t \phi)(x_\perp, t) \phi(x_\perp, t) \, dt \right)$$

$$\leq \left( \int_{\mathbb{R}} |(\partial_t \phi)(x_\perp, t)|^2 \, dt \right)^{1/2} \left( \int_{\mathbb{R}} |\phi(x_\perp, t)|^2 \, dt \right)^{1/2} \tag{2.2}$$
and, therefore,
\[
\int_{\mathbb{R}^2} |\phi(x, x_3)|^2 dx \leq \left( \int_{\mathbb{R}^2} \int_{\mathbb{R}} |(\partial_t \phi)(x, t)|^2 dt dx \right)^{1/2} \left( \int_{\mathbb{R}^2} \int_{\mathbb{R}} |\phi(x, t)|^2 dt dx \right)^{1/2} = \|\partial_t \phi\| \|\phi\|. \tag{2.3}
\]

Following [LSY94] we now prove an estimate on $D(|\phi|^2, |\phi|^2)$. In Section 3 we will see that the main term of this bound leads to the second term of the asymptotics of $E_B^c$.

**Proposition 2.1.** For $\phi \in H^1_A(\mathbb{R}^3)$ and $B > 1$ we have
\[
D(|\phi|^2, |\phi|^2) = \left( \frac{\ln B}{2} - \ln \ln B \right) \int_{\mathbb{R}} \left| \int_{\mathbb{R}^2} |\phi(x, x_3)|^2 dx \right|^2 dx + R_B^{(1)}(\phi) + R_B^{(2)}(\phi)
\]
with remainder terms
\[
|R_B^{(1)}(\phi)| \leq \frac{\ln B}{2} \|\phi\|^4 + \frac{4}{(\ln B)^{1/2}} \|\phi\|^{5/2} \|\partial_3 \phi\|^{3/2}
\]
and
\[
R_B^{(2)}(\phi) = \int_{\mathbb{R}} \int_{\mathbb{R}^2} |\phi(x, x_3)|^2 |\phi(y, x_3)|^2 K_B(x, y) dy dx
\]
Here $K_B$ is given by
\[
K_B(x, y) = \ln \left( 1 + \sqrt{1 + (\ln B)|x|^2} \right) - \ln \left( \sqrt{B}|x| \right).
\]

**Proof.** First, we rewrite
\[
\frac{1}{2} \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} \frac{|\phi(x)|^2 |\phi(y)|^2}{|x - y|} dy - \frac{\ln B}{2} \int_{\mathbb{R}^2} |\phi(y, x_3)|^2 dy dx \right) dx
\]
\[
= \frac{\ln B}{2} \int_{\mathbb{R}^2} |\phi(x)|^2 \left( \int_{\mathbb{R}^2} \frac{|\phi(x + y)|^2}{|y| \ln B} dy - \int_{\mathbb{R}^2} |\phi(x + y, x_3)|^2 dy \right) dx
\]
\[
= \frac{\ln B}{2} \int_{\mathbb{R}^2} |\phi(x)|^2 \left( r_B^{(1)}(x) + r_B^{(2)}(x) + r_B^{(3)}(x) \right) dx \tag{2.4}
\]
with
\[
r_B^{(1)}(x) = \int_{|y| \geq 1/\ln B} \frac{|\phi(x + y)|^2}{|y| \ln B} dy,
\]
\[
r_B^{(2)}(x) = \int_{|y| \leq 1/\ln B} \frac{|\phi(x + y)|^2 - |\phi(x + y, x_3)|^2}{|y| \ln B} dy,
\]
\[
r_B^{(3)}(x) = \int_{\mathbb{R}^2} |\phi(x + y, x_3)|^2 \left( \int_{|y| \leq 1/\ln B} \frac{1}{|y| \ln B} dy_3 - 1 \right) dy.
\]
We immediately see that for all $x \in \mathbb{R}^3$
\[
|r_B^{(1)}(x)| \leq \|\phi\|^2. \tag{2.5}
\]
To estimate $r_B^{(2)}(x)$ we use the fact that
\[
||\phi(x + y)|^2 - |\phi(x + y, x_3)|^2|
\]
\[
\leq |\phi(x + y_3, x + y_3) - \phi(x + y_3, x_3)| ||\phi(x + y_3, x_3) - \phi(x + y_3, x_3)|.
\]
The first factor is bounded by
\[ \sqrt{|y_3|} \left( \int_\mathbb{R} |\partial_3 \phi(x_\perp + y_\perp, t)|^2 \, dt \right)^{1/2} \]
and by (2.2) the second factor is bounded by
\[ 2 \left( \int_\mathbb{R} |\partial_3 \phi(x_\perp + y_\perp, t)|^2 \, dt \right)^{1/4} \left( \int_\mathbb{R} |\phi(x_\perp + y_\perp, t)|^2 \, dt \right)^{1/4}. \]
It follows that for a.e. \( x \in \mathbb{R}^3 \)
\[ |r_B^{(2)}(x)| \leq \frac{2}{\ln B} \int_{|y_3| \leq 1/\ln B} \frac{1}{|y_3|} \left( \int_\mathbb{R} |\partial_3 \phi(y_\perp, t)|^2 \, dt \right)^{3/4} \left( \int_\mathbb{R} |\phi(y_\perp, t)|^2 \, dt \right)^{1/4} dy_\perp, \]
and applying the Hölder inequality yields
\[ |r_B^{(2)}(x)| \leq 8(\ln B)^{-3/2}\|\partial_3 \phi\|^{3/2}\|\phi\|^{1/2}. \tag{2.6} \]
Finally, to evaluate \( r_B^{(3)}(x) \), we calculate
\[ \int_{|y_3| \leq 1/\ln B} \frac{1}{|y_3|} \ln B \, dy_3 = \frac{2}{\ln B} \left( \ln \left( 1 + \sqrt{(\ln B)^2|y_\perp|^2 + 1} \right) - \ln |y_\perp| - \ln \ln B \right). \]
Hence, we get
\[ \int_{|y_3| \leq 1/\ln B} \frac{1}{|y_3|} \ln B \, dy_3 - 1 = \frac{2}{\ln B} (K_B(y_\perp) - \ln \ln B) \]
and it follows that
\[ r_B^{(3)}(x) = \frac{2}{\ln B} \int_{\mathbb{R}^2} |\phi(y_\perp, x_3)|^2 (K_B(x_\perp - y_\perp) - \ln B) dy_\perp. \tag{2.7} \]
If we now put
\[ R_B^{(1)}(\phi) = \frac{\ln B}{2} \int |\phi(x)|^2 \left( r_B^{(1)}(x) + r_B^{(2)}(x) \right) \, dx \]
and
\[ R_B^{(2)}(\phi) = \frac{\ln B}{2} \int |\phi(x)|^2 r_B^{(3)}(x) \, dx + \ln B \int_\mathbb{R} \int_{\mathbb{R}^2} |\phi(x_\perp, x_3)|^2 dx_\perp \, dx_3, \]
then the claim follows from (2.4), (2.5), (2.6), and (2.7). \( \square \)

3. The One-Dimensional Functional

In order to motivate the material in this section, let us neglect for a moment the remainder terms in Proposition 2.2 and let us assume that \( \phi(x_\perp, x_3) = g(x_\perp) f(x_3) \) with \( \|g\|_{L^2(\mathbb{R}^2)} = \|f\|_{L^2(\mathbb{R})} = 1 \). Then Proposition 2.2 would imply
\[ \mathcal{E}_B[\phi] \sim (g, H_Bg) + \int_\mathbb{R} |(\partial_3 f)(x_3)|^2 \, dx_3 - C_B \int_\mathbb{R} |f(x_3)|^4 \, dx_3 \]
with \( C_B = (\ln B)/2 - \ln \ln B \). It is well known that the Landau Hamiltonian satisfies
\[ \inf_{\|g\|=1} (g, H_Bg) = B. \]
Thus, to prove our result under the simplifying assumptions made above it would remain to establish that the infimum of the one-dimensional functional \( \int_{\mathbb{R}} |f'(t)|^2 dt - C_B \int_{\mathbb{R}} |f(t)|^4 dt \) is given by \(-C_B^2/12\). In fact, this result is implicitly contained in \([vSN41]\). We formulate this result as follows.

**Lemma 3.1.** Let \(a, b > 0\). Then

\[
\inf \left\{ \int_{\mathbb{R}} |f'(t)|^2 dt - b \int_{\mathbb{R}} |f(t)|^4 dt : \int_{\mathbb{R}} |f(t)|^2 dt = a \right\} = -\frac{b^2}{12} a^3,
\]

and the infimum is attained at

\[
f_{a,b}(t) = \frac{a\sqrt{b}}{2} \left( \cosh \frac{abt}{2} \right)^{-1}.
\]

**Proof.** This follows from the estimate \([vSN41]\)

\[
\|g'\|_2^2 \|g\|_2^{-\theta} \geq C_q \|g\|_q, \quad \theta = \frac{1}{2} - \frac{1}{q}, \quad q > 2,
\]

where

\[
C_q = (q\theta)^{-1/q} \left( \frac{2 + q\theta}{2q\theta} \right)^{(2+q\theta)/2q} \left( \frac{\sqrt{\Gamma(3/2 + 1/q\theta)} \Gamma(3/2 - 1/q\theta)}{\Gamma(1 + 1/q\theta)} \right)^{-\theta}.
\]

For \(q = 4\) we have \(\theta = 1/4\) and \(C_4 = 3^{1/8}\). Given \(f\) with \(\|f\|_2^2 = a\) we set \(f(t) = \sqrt{a}g(\lambda t)\) for \(\lambda > 0\), so that \(\|g\|_2^2 = a\) and

\[
\int_{\mathbb{R}} |f'(t)|^2 dt - b \int_{\mathbb{R}} |f(t)|^4 dt = \lambda^2 \int_{\mathbb{R}} |g'(t)|^2 dt - b\lambda \int_{\mathbb{R}} |g(t)|^4 dt \geq -\frac{b^2}{4} \|g\|_2^4,
\]

where the last estimate follows from minimizing in \(\lambda > 0\). From (3.1) we learn that \(\|g\|_4^4 \|g'\|_2^{-2} \leq C_4^{-8} \|g\|_2^4 = a^3/3\). This yields the first claim. The fact that the infimum is attained at \(f_{a,b}\) can be checked by an elementary calculation. \(\square\)

We conclude that the main term of Proposition 2.1 leads to a sharp lower bound, even if \(\phi\) is not given as a product:

**Corollary 3.2.** For \(\phi \in H_4^1(\mathbb{R}^3)\) and \(b > 0\)

\[
\|\partial_3 \phi\|^2 - b \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} |\phi(x_\perp, x_3)|^2 dx_\perp \right)^2 dx_3 \geq -\frac{b^2}{12} \|\phi\|^6.
\]

**Proof.** For \(x_3 \in \mathbb{R}\) let us introduce the function

\[
f(x_3) = \left( \int_{\mathbb{R}^2} |\phi(x_\perp, x_3)|^2 dx_\perp \right)^{1/2}
\]

such that

\[
\int_{\mathbb{R}} \left( \int_{\mathbb{R}^2} |\phi(x_\perp, x_3)|^2 dx_\perp \right)^2 dx_3 = \int_{\mathbb{R}} |f(x_3)|^4 dx_3.
\]

Moreover, by the Schwarz inequality we get \(\|\partial_3 f(x_3)\|^2 \leq \int_{\mathbb{R}^2} \|\partial_3 \phi(x_\perp, x_3)\|^2 dx_\perp\) and thus

\[
\int_{\mathbb{R}} \|\partial_3 f(x_3)\|^2 dx_3 \leq \|\partial_3 \phi\|^2.
\]

Applying Lemma 3.1 yields

\[
\|\partial_3 \phi\|^2 - b \int_{\mathbb{R}} \left( \int_{\mathbb{R}^2} |\phi(x_\perp, x_3)|^2 dx_\perp \right)^2 dx_3 \geq \int_{\mathbb{R}} |\partial_3 f(x_3)|^2 dx_3 - b \int_{\mathbb{R}} |f(x_3)|^4 dx_3 \geq -\frac{b^2}{12} \|\phi\|^6.
\]

This finishes the proof. \(\square\)
4. Proof of Theorem 1.2

Let us first explain that it suffices to prove Theorem 1.2 for \( \alpha = 1 \). To this end we want to make the dependence on \( \alpha \) explicit and write \( E_{B,\alpha} \) and \( E_{B,\alpha}^c \) for \( E_B \) and \( E_B^c \), respectively.

Assume that \( \phi \in H^1_\alpha(\mathbb{R}^3) \) is normalized. Then \( \phi_\alpha(x) = \alpha^{3/2}\phi(\alpha x) \) is also normalized and we have \( D(\|\phi_\alpha\|^2, |\phi|^2) = \alpha D(\|\phi\|^2, |\phi|^2) \) and \( (\phi_\alpha, (H_B - \partial_3^2)\phi_\alpha) = \alpha^2 (\phi, (H_{\alpha^{-2}B} - \partial_3^2)\phi) \). Hence, we find \( E_{B,\alpha}[\phi_\alpha] = \alpha^2 E_{\alpha^{-2}B,1}[\phi] \) and, in particular,

\[
E_{B,\alpha}^c = \alpha^2 E_{B_0^{-2},1}^c.
\]

Thus, for the remainder of this section we assume \( \alpha = 1 \).

4.1. The upper bound. The considerations in Section 3 suggest to derive an upper bound on \( E_B \) using the trial function

\[
\varphi_B(x_\perp, x_3) = \sqrt{\frac{B}{2\pi}} \exp \left(-\frac{B}{4} |x_\perp|^2 \right) \sqrt{\left| \ln B \right| 2^{\sqrt{2}} \left( \cosh \frac{|\ln B|}{4} x_3 \right)^{-1} }.
\]

Note that this function is of the form \( g(x_\perp)f(x_3) \), where \( g \) is a ground state of the Landau Hamiltonian \( H_B \) and \( f = f_{1,|\ln B|/2} \) was introduced in Lemma 3.1.

Corollary 4.1. There is a constant \( C > 0 \) such that for \( B > 1 \) the estimate

\[
E_B^c \leq E_B[\varphi_B] \leq B - \frac{1}{48} (\ln B)^2 + \frac{1}{12} (\ln B)(\ln \ln B) + C \ln B
\]

holds.

Proof. By elementary calculations we see that \( \|\varphi_B\| = 1 \) and \( (\varphi_B, H_B\varphi_B) = B \). Moreover, the results in Section 3 show that

\[
\left\| \partial_3 \varphi_B \right\|^2 - \left( \frac{\ln B}{2} - \ln \ln B \right) \int_{\mathbb{R}^2} \int_{\mathbb{R}^3} |\varphi_B(x_\perp, x_3)|^2 dx_\perp dx_3
\]

\[
= -\frac{1}{12} \left( \frac{\ln B}{2} - \ln \ln B \right)^2
\]

\[
\leq -\frac{(\ln B)^2}{48} + \frac{(\ln B)(\ln \ln B)}{12}.
\]

Thus, Proposition 2.1 yields

\[
E_B^c \leq E_B[\varphi_B] \leq B - \frac{(\ln B)^2}{48} + \frac{(\ln B)(\ln \ln B)}{12} + |R_B^{(1)}(\varphi_B)| - R_B^{(2)}(\varphi_B).
\]

Since \( \|\partial_3 \varphi_B\| \leq C \ln B \), we have \( |R_B^{(1)}(\varphi_B)| \leq C \ln B \). Moreover, we bound \( K_B(x_\perp) \geq -\ln(\sqrt{B}|x_\perp|) \) and deduce that \( R_B^{(2)}(\varphi_B) \geq -C \ln B \). This proves Corollary 4.1 \( \square \)

4.2. The lower bound. In this subsection we supplement the upper bound in Corollary 4.1 with a corresponding lower bound. Theorem 1.2 follows directly from these two results.

Theorem 4.2. There is a constant \( C > 0 \) such that for all \( B \geq C \) the estimate

\[
E_B^c \geq B - \frac{1}{48} (\ln B)^2 + \frac{1}{12} (\ln B)(\ln \ln B) - C \ln B
\]

holds.
To derive this estimate we first project in the first two coordinates onto the ground state of the two-dimensional Landau Hamiltonian $H_B$. We recall (see, e.g., [LL76]) that the projector onto the lowest Landau level is given by the integral operator $P_0$ in $L^2(\mathbb{R}^2)$ with integral kernel
\[
P_0(x, y) = \frac{B}{2\pi}e^{-B|x-y|^2/2}e^{iB(x_1y_2-x_2y_1)/2}.
\] (4.2)
We use the same notation for this operator acting in $L^2(\mathbb{R}^2)$ (and, later, in $L^2(\mathbb{R}^2) \otimes \mathcal{F}$). Since $P_0$ commutes with $H_B$ and $\partial_3$, we have
\[
\|(-i\nabla + A)\phi\|^2 = \|(-i\nabla + A)P_0\phi\|^2 + \|(-i\nabla + A)P_\geq \phi\|^2,
\] (4.3)
where $P_\geq = 1 - P_0$.

We now write $\nabla^\perp = (\partial_1, \partial_2)$ and $A^\perp = (A_1, A_2)$. Since $P_0$ projects onto the lowest Landau level, we have $H_B P_0 = B P_0$ and, thus,
\[
\|(-i\nabla^\perp + A^\perp)P_0\phi\|^2 = B\|P_0\phi\|^2.
\] (4.4)
Moreover, the structure of the spectrum of the Landau Hamiltonian implies that
\[
\|(-i\nabla^\perp + A^\perp)P_\geq \phi\|^2 \geq 3B\|P_\geq \phi\|^2.
\] (4.5)

The following lemma shows how $D(|\phi|^2, |\phi|^2)$ behaves when we project to the lowest Landau level. For this term there appear off-diagonal terms, however, they can be bounded by the diagonal terms.

**Lemma 4.3.** There is a constant $C > 0$ such that for all $\phi$ and for all $0 < \tau \leq 1$,
\[
D(|\phi|^2, |\phi|^2) \leq (1 + \tau)D(|P_0\phi|^2, |P_0\phi|^2) + C\tau^{-3}D(|P_\geq \phi|^2, |P_\geq \phi|^2).
\]

**Proof.** First we note that for a.e. $x \in \mathbb{R}^3$ and $\epsilon > 0$
\[
|\phi(x)|^2 = |P_0\phi(x) + P_\geq \phi(x)|^2 \leq (1 + \epsilon)|P_0\phi(x)|^2 + \left(1 + \frac{1}{\epsilon}\right)|P_\geq \phi(x)|^2.
\]
By definition of $D$ we get for all $\epsilon > 0$
\[
D(|\phi|^2, |\phi|^2) \leq (1 + \epsilon)^2D(|P_0\phi|^2, |P_0\phi|^2) + \left(1 + \frac{1}{\epsilon}\right)^2D(|P_\geq \phi|^2, |P_\geq \phi|^2)
\]
\[
+ (1 + \epsilon)\left(1 + \frac{1}{\epsilon}\right)\left(D(|P_0\phi|^2, |P_\geq \phi|^2) + D(|P_\geq \phi|^2, |P_0\phi|^2)\right).
\] (4.6)
To estimate the last term we use the fact that $D$ is positive definite: For all functions $f$ and $g$ in the domain of $D$ we have
\[
D(f, g) + D(g, f) = D(f, f) + D(g, g) - D(f - g, f - g) \leq D(f, f) + D(g, g).
\]
We apply this estimate with $f = \sqrt{\delta}|P_0\phi|^2$ and $g = \sqrt{\delta^{-1}}|P_\geq \phi|^2$ and we obtain, for all $\delta > 0$,
\[
D(|P_0\phi|^2, |P_\geq \phi|^2) + D(|P_\geq \phi|^2, |P_0\phi|^2) \leq \delta D(|P_0\phi|^2, |P_0\phi|^2) + \frac{1}{\delta}D(|P_\geq \phi|^2, |P_\geq \phi|^2).
\]
We can choose for example $\delta = \epsilon^2 / (1 + \epsilon)$. Then inserting this bound into (4.6) yields
\[
D(|\phi|^2, |\phi|^2) \leq (1 + 3\epsilon + 2\epsilon^2)D(|P_0\phi|^2, |P_0\phi|^2) + (1 + \epsilon)^2(1 + 2\epsilon)(1 + 2\epsilon)^{-3}D(|P_\geq \phi|^2, |P_\geq \phi|^2)
\]
and the claim follows with $\tau = 3\epsilon + 2\epsilon^2$. \(\Box\)
After projecting to the lowest Landau level we want to apply Proposition 2.1 and Corollary 3.2 to estimate \( D(\|P_0\phi\|^2, \|P_0\phi\|^2) \). First we need the following bound on the remainder term \( R^{(2)}_B(P_0\phi) \).

**Lemma 4.4.** There is a constant \( C > 0 \) such that for all \( \phi \in H^1_A(\mathbb{R}^3) \) and \( B > 1 \)

\[
R^{(2)}_B(P_0\phi) \leq C\|P_0\phi\|^3\|\partial_3 P_0\phi\|, 
\]

where \( R^{(2)}_B \) was introduced in Proposition 2.1.

**Proof.** For \( x_\perp \in \mathbb{R}^2 \) let \( \chi_B(x_\perp) \) denote the characteristic function of the set \( \{|x_\perp| \leq 1/\sqrt{B}\} \).

We decompose \( K_B(x_\perp) = K^{(1)}_B(x_\perp) + K^{(2)}_B(x_\perp) \) with \( K_B \) defined in Proposition 2.1. Here we put

\[
K^{(1)}_B(x_\perp) = \ln \left(1 + \sqrt{1 + (\ln B)^2|x_\perp|^2}\right) - \ln \left(\sqrt{B}|x_\perp|\right) (1 - \chi_B(x_\perp))
\]

and

\[
K^{(2)}_B(x_\perp) = -\ln \left(\sqrt{B}|x_\perp|\right) \chi_B(x_\perp).
\]

We note that these kernels satisfy the bounds

\[
K^{(1)}_B(x_\perp) \leq \ln \left(1 + \sqrt{1 + B^{-1}(\ln B)^2}\right) \leq C
\]

for all \( x_\perp \in \mathbb{R}^2 \) and all \( B > 1 \) and

\[
\left\|K^{(2)}_B\right\|_{L^2(\mathbb{R}^2)} = \frac{C}{\sqrt{B}} \tag{4.7}
\]

for all \( B > 1 \) (with a constant \( C \) independent of \( B \)). To estimate the first summand we use (4.7) and get

\[
\int_\mathbb{R} \int_{\mathbb{R}^2 \times \mathbb{R}^2} |P_0\phi(x_\perp, x_3)|^2 |P_0\phi(y_\perp, x_3)|^2 K^{(1)}_B(x_\perp - y_\perp) dx_\perp dy_\perp dx_3 \leq C \|P_0\phi\|^3\|\partial_3 P_0\phi\|.
\]

Hence, it remains to estimate \( \tilde{R}^{(2)}_B(P_0\phi) \) that is defined in the same way as \( R^{(2)}_B(P_0\phi) \) but with \( K_B \) replaced by \( K^{(2)}_B \).

Let us fix \( x_3 \in \mathbb{R} \) and to simplify notation write \( \psi(x_\perp) = P_0\phi(x_\perp, x_3) \) for \( x_\perp \in \mathbb{R}^2 \). In view of (4.7) we can apply the Schwarz inequality to get

\[
\int_\mathbb{R} \int_{\mathbb{R}^2 \times \mathbb{R}^2} |\psi(x_\perp)|^2 |\psi(y_\perp)|^2 K^{(2)}_B(x_\perp - y_\perp) dx_\perp dy_\perp \\
= \int_\mathbb{R} K^{(2)}_B(x_\perp) \int_\mathbb{R} |\psi(x_\perp + y_\perp)|^2 |\psi(y_\perp)|^2 dy_\perp dx_\perp \\
\leq \frac{C}{\sqrt{B}} \|F\|_{L^2(\mathbb{R}^2)}, \tag{4.8}
\]

where

\[
F(x_\perp) = \int_\mathbb{R} |\psi(x_\perp + y_\perp)|^2 |\psi(y_\perp)|^2 dy_\perp.
\]

Now we estimate

\[
\|F\|_{L^2(\mathbb{R}^2)}^2 \leq \|F\|_{L^\infty(\mathbb{R}^2)} \int_\mathbb{R} |F(x_\perp)| dx_\perp \leq \|\psi\|_{L^\infty(\mathbb{R}^2)}^2 \|\psi\|_{L^2(\mathbb{R}^2)}^6
\]
and it remains to estimate \( \| \psi \|_{L^\infty(\mathbb{R}^2)} \). The definition of \( \psi \) and the fact that \( P_0^2 = P_0 \) implies
\[
\| \psi \|_{L^\infty(\mathbb{R}^2)} \leq \text{ess sup}_{x_1 \in \mathbb{R}^2} \int_{\mathbb{R}^2} |P_0(x_1, y_\perp)||P_0(\phi(\perp, x_3)|dy_\perp
\]
\[
\leq \text{ess sup}_{x_1 \in \mathbb{R}^2} \left( \int_{\mathbb{R}^2} |P_0(x_1, y_\perp)|^2 dy_\perp \right)^{1/2} \left( \int_{\mathbb{R}^2} |P_0(\phi(\perp, x_3)|^2 dy_\perp \right)^{1/2}
\]
\[
= \sqrt{\frac{B}{2\pi}} \left( \int_{\mathbb{R}^2} |P_0(\phi(\perp, x_3)|^2 dy_\perp \right)^{1/2},
\]
where we used the explicit representation of \( P_0 \), see (4.2), to deduce the last identity. It follows that
\[
\| F \|_{L^2(\mathbb{R}^2)} \leq \sqrt{\frac{B}{2\pi}} \left( \int |P_0(\phi(\perp, x_3)|^2 dy_\perp \right)^2.
\]
(4.9)

Since \( x_3 \in \mathbb{R} \) was chosen arbitrarily we can use (4.8) and (4.9) to estimate
\[
\tilde{R}_B^{(2)}(P_0 \phi) = \int \int \int_{\mathbb{R}^2 \times \mathbb{R}^2} |P_0(\phi(x_1, x_3)|^2 |P_0(\phi(y_\perp, y_3)|^2 K_B^{(2)}(x_\perp - y_\perp) dx_\perp dy_\perp dx_3
\]
\[
\leq C \int \left( \int_{\mathbb{R}^2} |P_0(\phi(\perp, x_3)|^2 dy_\perp \right)^2 dx_3.
\]
Hence, the claim follows from (2.3).
\( \square \)

Now we are in position to prove the lower bound.

**Proof of Theorem 4.2** First we project onto the lowest Landau level. We choose \( \phi \in H_1^1(\mathbb{R}^3) \) with \( \| \phi \| = 1 \) and from (1.3) and Lemma 4.3 we get
\[
E_B[\phi] \geq \|(-i\nabla + A^\perp)P_0 \phi\|^2 + \|\partial_3 P_0 \phi\|^2 + \|(-i\nabla + A)P_0 \phi\|^2
\]
\[
- (1 + \tau) D(|P_0 \phi|^2, |P_0 \phi|^2) - C \tau^{-3} D(|P_0 \phi|^2, |P_0 \phi|^2)
\]
for all \( 0 < \tau \leq 1 \). We insert (1.4) and use (2.1) to estimate \( D(|P_0 \phi|^2, |P_0 \phi|^2) \). After rewriting \( B\|P_0 \phi\|^2 = B - B\|P_0 \phi\|^2 \) we have
\[
E_B[\phi] \geq B + \|\partial_3 P_0 \phi\|^2 - (1 + \tau) D(|P_0 \phi|^2, |P_0 \phi|^2) - B\|P_0 \phi\|^2
\]
\[
+ \|(-i\nabla + A^\perp)P_0 \phi\|^2 + \|\partial_3 P_0 \phi\|^2 - C \tau^{-3} \|P_0 \phi\|^3 \|(-i\nabla + A)P_0 \phi\|^2.
\]
(4.10)

Let us first estimate the terms that involve \( P_0 \phi \). We introduce a small parameter \( 0 < \epsilon \leq 1 \) and recall the notation \( C_B = (\ln B)/2 - \ln \ln B \). From Proposition 2.1 and Lemma 4.4 it follows that
\[
\|\partial_3 P_0 \phi\|^2 - (1 + \tau) D(|P_0 \phi|^2, |P_0 \phi|^2)
\]
\[
\geq (1 - \epsilon)\|\partial_3 P_0 \phi\|^2 - (1 + \tau) C_B \int \left[ \int_{\mathbb{R}^2} |P_0 \phi(x_1, x_3)|^2 dx_\perp \right] dx_3
\]
\[
+ \epsilon \|\partial_3 P_0 \phi\|^2 - C \tau^{-1} \left( \ln B + \frac{1}{\ln B} \right) \|\partial_3 P_0 \phi\|^{3/2} + \|\partial_3 P_0 \phi\| \right).
\]
(4.11)

Here we used the fact that \( \|P_0 \phi\| \leq \|\phi\| = 1 \) to simplify the error term. By Corollary 3.2 we have
\[
(1 - \epsilon)\|\partial_3 P_0 \phi\|^2 - (1 + \tau) C_B \int \left[ \int_{\mathbb{R}^2} |P_0 \phi(x_1, x_3)|^2 dx_\perp \right] dx_3 \geq - \frac{(1 + \tau)^2 C_B^2}{1 - \epsilon} \|P_0 \phi\|^{6}.
\]
If we choose \( \epsilon \) and \( \tau \) bounded by 1 and comparable to \((\ln B)^{-1}\) for large \( B \), we see that the coefficient on the right-hand side is bounded below by
\[
-\frac{C_B^2}{12} - C \frac{C_B^2}{\ln B} \geq -\frac{(\ln B)^2}{48} + \frac{(\ln B)(\ln B)}{12} - C \ln B.
\]
We claim that with this choice of \( \epsilon \) and \( \tau \), all terms in the last line of (4.11) are bounded below by \(-C \ln B\). Indeed, we can minimize in \( \|\partial_3 P_0 \phi\| \). In particular, we find
\[
\frac{\epsilon}{2} \|\partial_3 P_0 \phi\|^2 - C \frac{1 + \tau}{(\ln B)^{1/2}} \|\partial_3 P_0 \phi\|^{3/2} \geq -C \frac{(1 + \tau)^4}{\epsilon^3 (\ln B)^2} \geq -C \ln B
\]
and
\[
\frac{\epsilon}{2} \|\partial_3 P_0 \phi\|^2 - C(1 + \tau) \|\partial_3 P_0 \phi\| \geq -C \frac{(1 + \tau)^2}{\epsilon} \geq -C \ln B.
\]
Combining these estimate with (4.11) we arrive at
\[
\|\partial_3 P_0 \phi\|^2 - (1 + \tau) D(\|P_0 \phi\|^2, |P_0 \phi|^2) \geq -\frac{(\ln B)^2}{48} + \frac{(\ln B)(\ln B)}{12} - C \ln B.
\]
It remains to show that all terms of (4.10) that involve \( P_\phi \) are bounded below by \(-C \ln B\).
We introduce another small parameter \( 0 < \rho \leq 1 \) and use the bound (4.5) to estimate
\[
\|(i \nabla + A_\perp) P_\phi \|^2 - B \|P_\phi\|^2 - C \tau^{-3} \|P_\phi\|^3 \|(i \nabla + A_\perp) P_\phi\|
\]
\[
= (1 - \rho) \|(i \nabla + A_\perp) P_\phi \|^2 + \rho \|(i \nabla + A_\perp) P_\phi \|^2 - B \|P_\phi\|^2 + \rho \|(i \nabla + A_\perp) P_\phi\|^2
\]
\[
- C \tau^{-3} \|P_\phi\|^3 \|(i \nabla + A_\perp) P_\phi\|
\]
\[
\geq (1 - \rho) B - B \|P_\phi\|^2 + \rho \|(i \nabla + A_\perp) P_\phi\|^2 - C \tau^{-3} \|P_\phi\|^3 \|(i \nabla + A_\perp) P_\phi\|
\]
\[
\geq B (2 - 3 \rho) \|P_\phi\|^2 - C \tau^{-6} \rho^{-1} \|P_\phi\|^6,
\]
where the last estimate follows from minimizing in \( \|(i \nabla + A_\perp) P_\phi\| \). Since \( \|P_\phi\| \leq 1 \) and since \( \tau \) is comparable to \((\ln B)^{-1}\) we can choose \( \rho \) comparable to \( \|P_\phi\|^2/(\tau^3 \sqrt{B}) \) and get
\[
\|(i \nabla + A_\perp) P_\phi\|^2 - B \|P_\phi\|^2 - C \tau^{-3} \|P_\phi\|^3 \|(i \nabla + A_\perp) P_\phi\|
\]
\[
\geq 2B \|P_\phi\|^2 - C \sqrt{B} \|P_\phi\|^4 \tau^{-3}.
\]
To estimate the remaining terms of (4.10) we note that
\[
\|\partial_3 P_\phi \|^2 - C \tau^{-3} \|P_\phi\|^3 \|\partial_3 P_\phi\| \geq -C \tau^{-6} \|P_\phi\|^6.
\]
Thus all terms of (4.10) that involve \( P_\phi \) are bounded below by
\[
2B \|P_\phi\|^2 - C \left( \frac{\sqrt{B} \|P_\phi\|^4}{\tau^3} + \frac{\|P_\phi\|^6}{\tau^6} \right) \geq \|P_\phi\|^2 \left( 2B - C \left( \sqrt{B} (\ln B)^3 + (\ln B)^6 \right) \right),
\]
since \( \|P_\phi\| < 1 \) and \( \tau \) is comparable to \((\ln B)^{-1}\). For large \( B \) the right-hand side is positive. This finishes the proof. \( \square \)

**Remark.** The above proof also gives bounds on almost minimizers. More precisely, for any \( M > 0 \) there is a constant \( C_M > 0 \) such that for all \( B \geq e \) and all \( \phi \in H^1_\Lambda(\mathbb{R}^3) \) with
\[
\mathcal{E}_B[\phi] \leq B - \frac{1}{48} (\ln B)^2 - \frac{1}{12} (\ln B)(\ln \ln B) + M \ln B
\]
one has $\| \partial_3 P_0 \phi \|^2 \leq C_M (\ln B)^2$ and
\[
\| (-i \nabla^\perp + A^+) P_\gamma \phi \|^2 + B \| P_\gamma \phi \|^2 + \| \partial_3 P_\gamma \phi \|^2 \leq C_M \ln B.
\]
Indeed, under the almost minimizing assumption all the error terms in the proof of the lower bound are bounded by a constant times $\ln B$. This easily leads to the stated bounds.

5. The Ground State Energy of the Operator $\mathfrak{h}$

In this section we outline the proof of Theorem 1.1 and reduce it to the proof of Proposition 5.3 which is the topic of the following section.

The upper bound for $E_B^q$ stated in Theorem 1.1 follows from the simple fact that $E_B^q$ is always bounded from above by $E_B^c$; see [PT51, Pek63] and the discussion in the introduction. Hence, from Theorem 1.2 we obtain that there is a constant $C > 0$ such that for all $B \geq C$
\[
E_B^q \leq B - \frac{\alpha^2}{48} (\ln B)^2 + \frac{\alpha^2}{12} (\ln B)(\ln \ln B) + C \ln B. \tag{5.1}
\]

We proceed to the proof of the lower bound for $E_B^q$. The first step in the proof is to introduce a cut-off in phonon space. For $k \in \mathbb{R}^3$ we write $k = (k_\perp, k_3) \in \mathbb{R}^2 \times \mathbb{R}$ and for a parameter $C > 8\alpha/\pi$ we set $\Gamma_C = \{ k \in \mathbb{R}^3 : \max(|k_\perp|, |k_3|) \leq C \}$. Then we introduce the operator
\[
\mathfrak{h}_C^\text{co} = \left( 1 - \frac{8\alpha}{\pi k} \right) (H_B - \partial_3^2) + \frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_C} \left( \frac{a_k}{|k|} e^{ik \cdot x} + \frac{a_k^*}{|k|} e^{-ik \cdot x} \right) dk + \frac{1}{2} \int_{\mathbb{R}^3} a_k^* a_k dk.
\]
(The superscript ‘co’ stands for cut-off.) We shall prove

**Lemma 5.1.** For any $C > 8\alpha/\pi$ we have $\mathfrak{h} \geq \mathfrak{h}_C^\text{co} - 1/4$.

**Proof.** We follow the strategy developed in [LY58]. For $j = 1, 2, 3$ we write
\[
Z_j = \frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_C} \frac{k_j}{|k|^2} a_k e^{ik \cdot x} dk
\]
with $\Gamma_C = \mathbb{R}^3 \setminus \Gamma_C$, so that
\[
\frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_C} \left( \frac{a_k}{|k|} e^{ik \cdot x} + \frac{a_k^*}{|k|} e^{-ik \cdot x} \right) dk = \sum_{i=1}^3 [-i \partial_j + A_j, Z_j - Z_j^*]. \tag{5.3}
\]
The expectation $\langle \cdot \rangle$ in any (normalized) state satisfies
\[
- \sum_{j=1}^3 \langle [-i \partial_j - A_j, Z_j - Z_j^*] \rangle \leq 2 \langle H_B - \partial_3^2 \rangle^{1/2} \langle -(Z - Z^*)^2 \rangle^{1/2}
\]
\[
\leq 2 \langle H_B - \partial_3^2 \rangle^{1/2} \langle 2(Z^*Z + ZZ^*) \rangle^{1/2},
\]
where $Z$ denotes the vector $(Z_1, Z_2, Z_3)$. It follows that for all $\tau > 0$
\[
- \sum_{i=1}^3 [-i \partial_j + A_j, Z_j - Z_j^*] \leq \tau (H_B - \partial_3^2) + \frac{2}{\tau} (Z^*Z + ZZ^*)
\]

and we claim that
\[ Z^*Z + ZZ^* \leq \frac{2\alpha}{\pi K} \left( \int_{\Gamma_K^{c}} a_k^* a_k dk + \frac{1}{2} \right). \]

Combining these estimates with (5.3) and choosing \( \tau = 8\alpha / \pi K \) we obtain
\[
\sqrt{\alpha} \frac{1}{2\pi} \int_{\Gamma_K^{c}} \left( \frac{a_k}{|k|} e^{ik \cdot x} + \frac{a_k^*}{|k|} e^{-ik \cdot x} \right) dk \geq -\frac{8\alpha}{\pi K} (H_B - \partial_3^2) - \frac{1}{2} \int_{\Gamma_K^{c}} a_k^* a_k dk - \frac{1}{4},
\]
which is the claimed lower bound.

Hence, it remains prove (5.4). By definition,
\[
\langle Z^*Z \rangle = \frac{\alpha}{4\pi^2} \int_{\Gamma_K^{c}} \int_{\Gamma_K^{c}} \frac{k \cdot k'}{|k|^2 |k'|^2} e^{i(k' - k) \cdot x} \langle a_k^* a_{k'} \rangle dk dk'.
\]
We estimate \( \langle a_k^* a_{k'} \rangle \leq \langle a_k^* a_k \rangle^{1/2} \langle a_{k'}^* a_{k'} \rangle^{1/2} \) and apply the Schwarz inequality to get
\[
\langle Z^*Z \rangle \leq \frac{\alpha}{4\pi^2} \left( \int_{\Gamma_K^{c}} \frac{1}{|k|^2} \langle a_k^* a_k \rangle^{1/2} dk \right)^2 \leq \frac{\alpha}{4\pi^2} \int_{\Gamma_K^{c}} \frac{1}{|k|^4} \int_{\Gamma_K^{c}} \langle a_k^* a_{k'} \rangle dk dk'.
\]
To estimate \( ZZ^* \) we note that \( a_k a_{k'}^* = a_k^* a_k + \delta(k - k') \) and we can argue in the same way as above. This establishes (5.4) and completes the proof.

Next, we prove a lower bound on \( \mathfrak{h} \) which shows already the correct order of the second term of \( E_B^3 \). Later, we will use this to estimate the contribution of states that are not in the lowest Landau level. Recall that \( P_0 \) denotes the projection onto the lowest Landau level, see (4.2), and that \( P_> = 1 - P_0 \). We also write \( P_0 \) for the operator \( P_0 \otimes 1 \otimes 1 \) in \( L^2(\mathbb{R}^2) \otimes L^2(\mathbb{R}) \otimes \mathcal{F} \).

**Lemma 5.2.** There is a constant \( C > 0 \) such that for all \( B \geq C \)
\[
\mathfrak{h} \geq BP_0 + 3BP_> + \frac{1}{2} \int_{\mathbb{R}^3} a_k^* a_k dk - C (\ln B)^2.
\]

**Proof.** To prove this estimate we need to treat phonon modes in the \( k_3 \)-direction differently from modes in the \( k_1 \)- and \( k_2 \)-directions.

First, we bound the contribution to \( \mathfrak{h}_{k_0}^0 \) that comes from \( \{|k| \in \Gamma_K, |k_3| < K_3\} \), where we choose \( K = B / (\ln B)^2 \) and \( K_3 = 16\alpha |\ln B| / \pi \). Note that for all \( k \in \mathbb{R}^3 \) we have
\[
\left( \frac{a_k^*}{\sqrt{2} + \frac{\sqrt{2\alpha}}{2\pi |k|} e^{ik \cdot x}} \right) \left( \frac{a_k}{\sqrt{2} + \frac{\sqrt{2\alpha}}{2\pi |k|} e^{-ik \cdot x}} \right) \geq 0.
\]
This implies that, for $B$ large enough,
\[
\int_{|k_3| \leq K_3} \int_{|k_\perp|^2 \leq K_2^2} \left( \frac{a_k^* a_k}{2\pi |k|} e^{ik \cdot x} + \frac{\sqrt{\alpha}}{2\pi |k|} e^{-ik \cdot x} \right) \, dk_\perp \, dk_3
\geq -\frac{\alpha}{\pi} \int_{|k_3| \leq K_3} \int_{|k_\perp|^2 \leq K_2^2} \frac{1}{|k|^2} \, dk_\perp \, dk_3
\geq -\frac{\alpha}{\pi} \int_0^{K_3} \ln \left( \frac{K_3^2 + k_3^2}{k_3^2} \right) \, dk_3
\geq -2\alpha K_3 |\ln K_3|.
\]

We combine this estimate with Lemma 5.1 and we see that for $B$ large enough
\[
\mathfrak{h} \geq \left( 1 - \frac{8\alpha (\ln B)^2}{\pi B} \right) (H_B \, \partial_3^2) + \int \left( \frac{\sqrt{\alpha}}{2\pi |k|} e^{ik \cdot x} + \frac{\sqrt{\alpha}}{2\pi |k|} e^{-ik \cdot x} \right) \, dk
+ \frac{1}{2} \int_{\mathbb{R}^3} a_k^* a_k \, dk + \frac{1}{2} \int_{\mathbb{R}^3} a_k^* a_k \, dk - C (\ln B)^2.
\] (5.5)

Here and in the remainder of this proof all integrals without specified domain of integration are over $\{|k_\perp| \leq K, K_3 \leq |k_3| \leq K_1\}$. Now we proceed similarly as in Lemma 5.1. Here we set
\[
Z = \frac{\sqrt{\alpha}}{2\pi} \int \frac{a_k}{|k|} e^{ik \cdot x} \, dk
\]
and obtain
\[
-\frac{\alpha}{2\pi} \int \left( \frac{a_k}{|k|} e^{ik \cdot x} + \frac{a_k^*}{|k|} e^{-ik \cdot x} \right) \leq \frac{1}{2} \left( -\partial_3^2 \right) + 4 (Z^* Z + ZZ^*).
\]

Applying the Schwarz inequality in the same way as above yields
\[
4 (Z^* Z + ZZ^*) \leq \frac{2\alpha}{\pi^2} \int \frac{1}{K_3} \int \frac{1}{|k|^2} \, dk \left( \int a_k^* a_k \, dk + \frac{1}{2} \right) \leq \frac{1}{2} \left( \int a_k^* a_k \, dk + \frac{1}{2} \right),
\]
where we used the estimate
\[
\int_{K_3 \leq |k_3| \leq K} \int_{|k_\perp|^2 \leq K_2^2} \frac{1}{K_3^2} \frac{1}{|k|^2} \, dk_\perp \, dk_3
\geq \pi \int_{K_3}^{K} \frac{1}{K_3^2} \ln \left( \frac{K_3^2 + K^2}{K_3^2} \right) \, dk_3
\geq \pi \left( \frac{\pi}{2K} + \frac{\ln(K_3^2 + K^2)}{K_3} - \frac{\ln(2K^2)}{K} - 2 \arctan\left( \frac{K_3}{K} \right) \right)
\leq \frac{\pi^2}{4\alpha},
\]
valid for $B$ large enough. We put these estimates together and from (5.5) we obtain, for $B \geq C$,
\[
\mathfrak{h} \geq \left( 1 - \frac{8\alpha (\ln B)^2}{\pi B} \right) H_B + \left( \frac{1}{2} - \frac{8\alpha (\ln B)^2}{\pi B} \right) (-\partial_3^2) + \frac{1}{2} \int_{\mathbb{R}^3} a_k^* a_k \, dk - C (\ln B)^2.
\]

It remains to note that, for $B$ large enough, we have
\[
\left( \frac{1}{2} - \frac{8\alpha (\ln B)^2}{\pi B} \right) (-\partial_3^2) \geq 0
\]
and
\[
\left(1 - \frac{8\alpha(\ln B)^2}{\pi B}\right) H_B = \left(1 - \frac{8\alpha(\ln B)^2}{\pi B}\right) (H_BP_0 + H_BP_>) \geq BP_0 + 3BP_> - C(\ln B)^2.
\]
This completes the proof. \(\square\)

Now we combine the previous lemma with the upper bound \((5.1)\) on \(E_B^q\). Note that this bound ensures that for every \(M > -\alpha^2/48\) there are states \(\Psi \in H^1_A(\mathbb{R}^3) \otimes \text{dom}(\sqrt{N})\) that satisfy
\[
(\Psi, h\Psi)_{L^2(\mathbb{R}^3)} \leq B + M(\ln B)^2, \quad \|\Psi\|_{L^2(\mathbb{R}^3)} = 1.
\]

**Corollary 5.3.** For every \(M \in \mathbb{R}\) there is a constant \(C_M > 0\) such that for every \(B \geq C_M\) and every \(\Psi \in H^1_A(\mathbb{R}^3) \otimes \text{dom}(\sqrt{N})\) satisfying \((5.6)\) one has
\[
\|P_>\Psi\|_{L^2(\mathbb{R}^3)}^2 \leq C_M(\ln B)^2B^{-1}
\]
and
\[
(\Psi, \mathcal{N}\Psi)_{L^2(\mathbb{R}^3)} \leq C_M(\ln B)^2.
\]

**Proof.** If we combine the lower bound derived in Lemma \(5.2\) with the upper bound \((5.6)\) we obtain
\[
B\|P_0\Psi\|^2 + 3B\|P_>\Psi\|^2 + \frac{1}{2}(\Psi, \mathcal{N}\Psi) \leq B + (M + C)(\ln B)^2
\]
for \(B \geq C\). Thus, the claim follows from the identity \(\|P_0\Psi\|^2 = 1 - \|P_>\Psi\|^2\) and from the fact that \(\mathcal{N}\) is non-negative. \(\square\)

Given the bounds of Corollary \(5.3\) we can reduce the problem to the lowest Landau level. The reduction lemma reads as follows.

**Lemma 5.4.** There is a constant \(C > 0\) such that the following holds. For every \(M \in \mathbb{R}\) there is a \(C_M > 0\) such that for every \(B \geq C_M\) and every \(\Psi \in H^1_A(\mathbb{R}^3) \otimes \text{dom}(\sqrt{N})\) satisfying \((5.6)\) one has for every \(C \leq K \leq C^{-1}B\)
\[
(\Psi, h\Psi)_{L^2(\mathbb{R}^3)} \geq (P_0\Psi, h^0_K P_0\Psi)_{L^2(\mathbb{R}^3)} + B\|P_>\Psi\|^2 + C_M(\ln B)^2\sqrt{K}B^{-1} - \frac{1}{4}.
\]

**Proof.** We note that the operators \(H_B, -\partial_x^3\), and \(\mathcal{N}\) all commute with \(P_0\). Hence, we can apply Lemma \(5.1\) to estimate
\[
h \geq P_0h^0_K P_0 + P_0r^0_K P_> + P_0\frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_K} \left(\frac{a_k}{|k|} e^{ikx} + \frac{a^*_k}{|k|} e^{-ikx}\right) dk P_>
\]
\[
+ P_0\frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_K} \left(\frac{a_k}{|k|} e^{ikx} + \frac{a^*_k}{|k|} e^{-ikx}\right) dk P_0 - \frac{1}{4},
\]
\((5.7)\)
We estimate the terms on the right side individually, first the diagonal term \(P_>h^0_K P_>\). For a lower bound we complete the square in the interaction term. Similarly as in the proof of Lemma \(5.2\) we have, for \(k \in \mathbb{R}^3\),
\[
a_k^* a_k + \frac{\sqrt{\alpha}}{2\pi} \frac{a_k}{|k|} e^{ikx} + \frac{\sqrt{\alpha}}{2\pi} \frac{a^*_k}{|k|} e^{-ikx} \geq -\frac{\alpha}{4\pi^2|k|^2}
\]
and we find
\[
P_>h^0_K P_> \geq \left(1 - \frac{8\alpha}{\pi K}\right) H_BP_0 - \int_{\Gamma_K} \frac{\alpha}{4\pi^2|k|^2} dk P_0 \geq (3B - C\sqrt{K} - CK) P_>,
\]
\(\square\)
Thus the bounds on $K$ imply
\[
(\Psi, P_0 h_K^0 P_0 \Psi)_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} \geq B \| P_0 \Psi \|_{L^2(\mathbb{R}^3) \otimes \mathcal{F}}^2
\]  
(5.8)
for $B$ large enough.

We proceed to estimating the off-diagonal terms. For fixed $x \in \mathbb{R}^3$ let us define the function
\[
f_{K,x}(k) = \frac{\sqrt{\alpha}}{2\pi|k|} e^{ik \cdot x} \chi_K(k), \quad k \in \mathbb{R}^3,
\]
where $\chi_K$ denotes the characteristic function of $\Gamma_K$. Note that $f_{K,x}$ is in $L^2(\mathbb{R}^3)$ with $\| f_{K,x} \|$ \leq $C \sqrt{K}$, independent of $x$. Hence, we can rewrite the operator
\[
\frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_K} \frac{a_k}{|k|} e^{ik \cdot x} dk = a(f_{K,x}).
\]  
(5.9)
Let us recall the bound
\[
\| a^* (f_{K,x}) \Phi \|_F \leq \| f_{K,x} \| \sqrt{N + 1} \Phi \|_F \leq C \sqrt{K} \| \sqrt{N + 1} \Phi \|_F,
\]  
(5.10)
valid for all $\Phi \in \text{dom}(\sqrt{N})$. Using notation (5.9) we can write
\[
\left( \Psi, P_0 \frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_K} \frac{a_k}{|k|} e^{ik \cdot x} dk P_0 \Psi \right)_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} = \int_{\mathbb{R}^3} \left( (P_0 \Psi)(x), a(f_{K,x})(P_0 \Psi)(x) \right)_F dx
\]
\[
\quad = \int_{\mathbb{R}^3} (a^*(f_{K,x})(P_0 \Psi)(x), (P_0 \Psi)(x))_F dx
\]
for any $\Psi \in L^2(\mathbb{R}^3) \otimes \mathcal{F}$. Now the bound (5.10) allows us to estimate
\[
\left| \left( \Psi, P_0 \frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_K} \frac{a_k}{|k|} e^{ik \cdot x} dk P_0 \Psi \right)_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} \right| \leq \int_{\mathbb{R}^3} \| a^*(f_{K,x})(P_0 \Psi)(x) \|_F \| (P_0 \Psi)(x) \|_F dx
\]
\[
\leq \| P_0 \Psi \|_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} \left( \int_{\mathbb{R}^3} \| a^*(f_{K,x})(P_0 \Psi)(x) \|_F^2 dx \right)^{1/2}
\]
\[
\leq C_M \sqrt{K} \| P_0 \Psi \|_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} \sqrt{N + 1} \| P_0 \Psi \|_{L^2(\mathbb{R}^3) \otimes \mathcal{F}}.
\]
We combine this estimate with Corollary 5.3 and obtain that any state $\Psi$ satisfying (5.6) also satisfies
\[
\left| \left( \Psi, P_0 \frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_K} \frac{a_k}{|k|} e^{ik \cdot x} dk P_0 \Psi \right)_{L^2(\mathbb{R}^3) \otimes \mathcal{F}} \right| \leq C_M (\ln B)^2 \sqrt{KB^{-1}}
\]  
(5.11)
for $B$ large enough. Similarly, we can estimate the remaining three interaction terms. Thus, (5.7), (5.8) and (5.11) yield the claimed lower bound. \(\square\)

In view of Lemma 5.4 we can work in the lowest Landau level and we have to find a lower bound on the operator $P_0 h_K^0 P_0$. This is accomplished in the following proposition, which plays a similar role as Proposition 2.1 in the analysis of the functional $E_B$ and which lies at the heart of the proof of Theorem 1.1.
The definition of $h_h^cK$, see (5.2), implies
\[
h_h^cK \geq \kappa (H_B - \partial_3^2) + \frac{\sqrt{\alpha}}{2\pi} \int_{\Gamma_K} \left( \frac{a_k}{|k|} e^{ik \cdot x} + \frac{a_k^*}{|k|} e^{-ik \cdot x} \right) dk + \int_{\Gamma_K} a_k^* a_k dk \tag{5.12}
\]
with $\kappa = 1 - 8\alpha/\pi \mathcal{K}$. Here we used the fact that the operator $a_k^* a_k$ is non-negative for all $k \in \mathbb{R}^3$. We note that the following proposition is also valid for the operator on the right-hand side of (5.12) with an arbitrary choice of $\kappa$, not necessarily the one made above.

**Proposition 5.5.** There is a constant $C > 0$ such that for all $B$, $\kappa$, and $K$ satisfying $B \geq C$, $C(\ln B)^{-1/2} \leq \kappa \leq C^{-1} \ln B$, and $K \geq \sqrt{B}$ one has
\[
P_0 h_h^cK P_0 \geq \left( \kappa B - \frac{\alpha^2(\ln B)^2}{48\kappa} - C\kappa^{-1/2}(\ln B)^{3/2} \right) P_0.
\]

We defer the proof of this result to the following Section 6. Here we show how to deduce Theorem 1.1 from Proposition 5.5 together with the previous results in this section.

**Proof of Theorem 1.1.** We have already discussed the proof of the upper bound at the beginning of this section and we now focus on the lower bound. According to the upper bound there are $\Psi \in H^1_A(\mathbb{R}^3) \otimes \text{dom}(\sqrt{\mathcal{N}})$ satisfying (5.6) with any fixed $M > -\alpha^2/48$, and it suffices to prove a lower bound on $(\Psi, h \Psi)$ for such $\Psi$.

It follows from Lemma 5.4 and Proposition 5.5 that for such $\Psi$
\[
(\Psi, h \Psi) \geq \kappa B - \left( \frac{\alpha^2(\ln B)^2}{48\kappa} + C\kappa^{-1/2}(\ln B)^{3/2} \right) \|P_0 \Psi\|^2 - C(\ln B)^2 \sqrt{KB^{-1}} - C
\]
with $\kappa = 1 - 8\alpha/(\pi \mathcal{K})$, where we choose $\mathcal{K} = B(\ln B)^{-4/3}$. We bound $\|P_0 \Psi\| \leq 1$ and obtain
\[
(\Psi, h \Psi) \geq B - \frac{\alpha^2(\ln B)^2}{48} - C(\ln B)^{3/2},
\]
which is the claimed lower bound in Theorem 1.1. \qed

### 6. Proof of Proposition 5.5

In this section we establish Proposition 5.5 which lies at the heart of Theorem 1.1. The proof consists of two main steps. In the first step we replace the phonon field $a_k$, $k \in \mathbb{R}^3$, by an effective phonon field $\hat{a}_{k_3}$, which only depends on a one-dimensional parameter $k_3$. Moreover, the electron-phonon coupling is changed from $|k|^{-1}$ to an effective coupling $v(k_3)$, which is almost constant and grows logarithmically with $B$. The precise statement is given in Lemma 6.4. The second step in the proof of Proposition 5.5 is the analysis of an essentially one-dimensional problem, see Subsections 6.4 and 6.5. Here we can follow a one-dimensional version of the strategy developed in [LT97], see also [Gha12].

We recall the estimate on $h_h^cK$ from (5.12). We begin our lower bound on $P_0 h_h^cK P_0$ by introducing ultra-violet cut-offs, similarly as in the proof of Lemma 5.1. The fact that $h_h^cK$ is sandwiched by projections $P_0$, however, allows us to choose these cut-offs more carefully and, in particular, to distinguish between the directions $k_\perp$ and $k_3$. 

6.1. **Projection onto** $P_0$. We begin by deriving a convenient representation of $P_0 e^{ik\cdot x} P_0$. For $k_\perp \in \mathbb{R}^2$ let us define the integral operator $I_{k_\perp}$ in $L^2(\mathbb{R}^2)$ with integral kernel

$$I_{k_\perp}(x_\perp, y_\perp) = P_0(x_\perp, y_\perp) e^{ik_\perp \cdot (x_\perp - y_\perp)/2} e^{ik_\perp \cdot (x_\perp + y_\perp)/2}.$$ 

Again we also write $I_{k_\perp}$ for the operator $I_{k_\perp} \otimes 1 \otimes 1$ on $L^2(\mathbb{R}^2) \otimes L^2(\mathbb{R}) \otimes \mathcal{F}$.

**Lemma 6.1.** For $k_\perp \in \mathbb{R}^2$ we have

$$P_0 e^{ik_\perp \cdot x} P_0 = P_0 e^{-|k_\perp|^2/2B} I_{k_\perp} P_0.$$ 

Moreover, the operator $I_{k_\perp}$ is bounded with $\|I_{k_\perp}\| \leq 2e^{k_\perp^2/4B}$.

**Proof.** The first claim follows from (4.2), which leads to the identity

$$\int_{\mathbb{R}^2} P_0(z_\perp, x_\perp) e^{ik_\perp \cdot x_\perp} P_0(x_\perp, y_\perp) dx_\perp = e^{-|k_\perp|^2/2B} I_{k_\perp}(z_\perp, y_\perp).$$

To prove the second claim we estimate $|I_{k_\perp}(x_\perp, y_\perp)| \leq \tilde{I}_{k_\perp}(x_\perp - y_\perp)$, where

$$\tilde{I}_{k_\perp}(x_\perp) = \frac{B}{2\pi} e^{-B|x_\perp|^2/4} e^{ik_\perp \cdot x_\perp/2}.$$ 

Hence, by Young’s inequality, for $\phi \in L^2(\mathbb{R}^2)$,

$$\|I_{k_\perp} \phi\|^2 \leq \|\tilde{I}_{k_\perp} \ast \phi\|^2 \leq \|\tilde{I}_{k_\perp}\|_{L^1(\mathbb{R}^2)} \|\phi\|^2,$$

and the claim follows from the estimate $\|\tilde{I}_{k_\perp}\|_{L^1(\mathbb{R}^2)} \leq 2e^{k_\perp^2/4B}$.

In view of Lemma 6.1 we can write, for all $k \in \mathbb{R}^3$,

$$P_0 \frac{a_k}{|k|} e^{ik\cdot x} P_0 = P_0 \frac{a_k}{|k|} I_{k_\perp} e^{-|k_\perp|^2/2B} e^{ik_3 x_3} P_0$$

and similarly for the hermitian conjugate.

6.2. **Ultraviolet cutoff.** Now we first cut off high phonon modes in the $k_3$-coordinate and then we cut off high and low modes in the first two coordinates. The results from Subsection 6.1 allow us to choose these cut-offs in a more precise way than in Section 5. In particular, we can restrict to phonon modes $k \in \mathbb{R}^3$ with $|k_\perp| \leq K_\perp$ and $|k_3| \leq K_3$ with positive parameters $K_\perp$ and $K_3$, both smaller than $\mathcal{K}$. This explains the assumption $\mathcal{K} \geq \sqrt{B}$ in the proposition. Eventually, we will choose $\mathcal{K}_\perp$ of order $\sqrt{B}$ and $\mathcal{K}_3$ to be comparable to a power of $\ln B$ (recall that we chose $\mathcal{K} = B(\ln B)^{-4/3}$ in the proof of Theorem 1).
Proof. Similar as in the proof of Lemma 5.2 we set
\[ Z = \frac{\sqrt{\alpha}}{2\pi} \int \frac{a_k}{|k| |k'|} I_{k_\perp} e^{-|k_\perp|^2/2B} e^{ik_\perp x} dk. \]

Here and in the remainder of the proof all integrals are over \( \{k \in \mathbb{R}^3 : |k_\perp| \leq \mathcal{K}, |k_\parallel| \leq |k_3| \leq \mathcal{K} \} \), unless stated otherwise. We can write, in view of (6.1),
\[ P_0 \frac{\sqrt{\alpha}}{2\pi} \int \left( \frac{a_k}{|k|} e^{ik \cdot x} + \frac{a_k^*}{|k|} e^{-ik \cdot x} \right) dk P_0 = \]
\[ = P_0 \frac{\sqrt{\alpha}}{2\pi} \int \left( \frac{a_k}{|k|} I_{k_\perp} e^{-|k_\perp|^2/2B} e^{ik_\perp x} + \frac{a_k^*}{|k|} I_{k_\perp} e^{-|k_\perp|^2/2B} e^{-ik_\perp x} \right) dk P_0 \]
\[ = P_0 [-i\partial_3, Z - Z^*] P_0. \]

In the same way as in the proof of Lemma 6.1 we obtain the estimate
\[ -\frac{\sqrt{\alpha}}{2\pi} \int \left( \frac{a_k}{|k|} I_{k_\perp} e^{-|k_\perp|^2/2B} e^{ik_\perp x} + \frac{a_k^*}{|k|} I_{k_\perp} e^{-|k_\perp|^2/2B} e^{-ik_\perp x} \right) dk \leq \rho(-\partial_3^2) + \frac{2}{\rho} (Z^* Z + ZZ^*) \]
for any \( \rho > 0 \). We claim that
\[ Z^* Z + ZZ^* \leq \frac{\tilde{R}_1}{2} \left( \int a_k^* a_k dk + \frac{1}{\rho} \right), \quad \tilde{R}_1 = \frac{8\alpha}{\pi \mathcal{K}_3} \int_0^\infty e^{-K^2 t/2B} \frac{1}{1 + t} dt. \]

Indeed, the expectation \( \langle \cdot \rangle \) in any normalized state satisfies
\[ \langle Z^* Z \rangle = \frac{\alpha}{4\pi^2} \int \int \frac{1}{|k_3| |k_3'|} e^{-|k_\perp|^2/2B} e^{i(k_\perp - k_3') \cdot x} \langle a_k^* I_{k_\perp}^* I_{k_\perp'} a_{k'} \rangle dk dk'. \]
Combining the Schwarz inequality and Lemma 6.1 yields
\[ \langle a_k^* I_{k_\perp}^* I_{k_\perp'} a_{k'} \rangle \leq \langle a_k^* I_{k_\perp}^* I_{k_\perp} a_k \rangle^{1/2} \langle a_k^* I_{k_\perp'}^* I_{k_\perp'} a_{k'} \rangle^{1/2} \leq 4e^{(|k_\parallel|^2 + |k_\parallel'|^2)/4B} \langle a_k^* a_k \rangle^{1/2} \langle a_{k'}^* a_{k'} \rangle^{1/2}. \]
It follows that
\[ \langle Z^* Z \rangle \leq \frac{\alpha}{\pi^2} \left( \int \frac{1}{|k_3| |k_3'|} e^{-|k_\perp|^2/4B} \langle a_k^* a_k \rangle^{1/2} dk \right)^2 \leq \frac{\alpha}{\pi^2} \int \int \frac{1}{k_3^2 |k|^2} e^{-|k_\perp|^2/2B} dk \int \langle a_k^* a_k \rangle dk \]
with
\[ \int \frac{1}{k_3^2 |k|^2} e^{-|k_\perp|^2/2B} dk \leq \frac{4\pi}{K^2} \int_0^\infty e^{-K^2 t/2B} \frac{1}{r^2} \left( r + \arctan \left( \frac{1}{r} \right) - \frac{\pi}{2} \right) dr \]
\[ \leq \frac{4\pi}{K^2} \int_0^\infty e^{-K^2 t/2B} \frac{r}{1 + r^2} dr \]
\[ = \frac{2\pi}{K^2} \int_0^\infty e^{-K^2 t/2B} \frac{1}{1 + t} \frac{dt}{4\alpha} \tilde{R}_1. \]
To estimate \( \langle ZZ^* \rangle \) we note that \( \langle a_k I_{k_\perp} I_{k'_\perp} a_k^* \rangle = \langle a_k^* I_{k_\perp} I_{k'_\perp}^* a_k \rangle + \langle I_{k_\perp} I_{k'_\perp}^* \rangle \delta(k - k') \) and we can argue in the same way as above. This establishes (6.4).

Now we choose \( \rho = \tilde{R}_1 \), such that by (6.4)
\[ \frac{2}{\rho} (Z^* Z + ZZ^*) \leq \int a_k^* a_k dk + \frac{1}{2}. \]
The bound claimed in the lemma then follows from (5.12) and (6.3) after projecting onto the range of \( P_0 \) and recalling (6.2). \( \square \)
Next, we cut off high and low phonon modes in the first two coordinates.

**Lemma 6.3.** For any $0 < \mathcal{K}_3 \leq \mathcal{K}$ and $1 \leq \mathcal{K}_\perp \leq \mathcal{K}$ we have

$$P_0 h_0^3 P_0 \geq P_0 \left[ \kappa_2 H_B + \kappa_1 (\partial_3^2) + \frac{\sqrt{\alpha}}{2\pi} \Omega \left( a_k^* a_k + \frac{a_k}{|k|} e^{ikx} + \frac{a_k^*}{|k|} e^{-ikx} \right) dk - \left( 1 + \frac{\alpha}{2} \right) \right] P_0,$$

with $\Omega = \{ k \in \mathbb{R}^3 : |k_3| \leq \mathcal{K}_3, 1 \leq |k_\perp| \leq \mathcal{K}_\perp \}$ and with $\kappa_1$ from Lemma 6.2 and $\kappa_2 = \kappa - 2\alpha \pi^{-1} \mathcal{K}_3 \mathcal{K}_\perp^{-2}$.

For this result it is important that we have already cut off high modes in the $k_3$-direction. Otherwise, the bound on $\kappa - \kappa_2$ would be $C/\mathcal{K}_\perp$, similarly as in Lemma 5.1. This makes a difference since eventually we want to choose $\mathcal{K}_\perp$ of order $\sqrt{\mathcal{B}}$ and $\mathcal{K}_3$ to be comparable to a power of $\ln \mathcal{B}$.

**Proof.** We continue with the lower bound given in Lemma 6.2. We need to bound the contribution of the modes from $\Omega' = \{ k \in \mathbb{R}^3 : |k_3| \leq \mathcal{K}_3, \mathcal{K}_\perp < |k_\perp| \leq \mathcal{K} \}$ and $\Omega'' = \{ k \in \mathbb{R}^3 : |k_3| \leq \mathcal{K}_3, |k_\perp| < 1 \}$.

We begin with $\Omega'$. Similar as in Lemma 5.1 we set, for $j = 1, 2$,

$$Z_j = \frac{\sqrt{\alpha}}{2\pi} \int_{\Omega'} \frac{k_j}{|k|^3} a_k e^{ikx} dk.$$

Then for any $\epsilon > 0$

$$-\frac{\sqrt{\alpha}}{2\pi} \int_{\Omega'} \left( a_k^* e^{ikx} + \frac{a_k^*}{|k|} e^{-ikx} \right) dk \leq \epsilon (H_B) + \frac{2}{\epsilon} (Z^* \cdot Z + Z \cdot Z^*), \quad (6.5)$$

where $Z$ denotes the vector $(Z_1, Z_2)$. Similar as above we can estimate

$$Z^* \cdot Z + Z \cdot Z^* \leq \frac{\alpha}{2\pi^2} \left( \int_{\Omega'} a_k^* a_k dk + \frac{1}{2} \right) \int_{\Omega'} \frac{|k|^2}{|k|^6} dk,$$

and we note that

$$\int_{\Omega'} \frac{|k|^2}{|k|^6} dk \leq 2 \int_{|k_\perp| > \mathcal{K}_\perp} \frac{1}{|k|^3} \int_{0}^{\mathcal{K}_3/|k_\perp|} \frac{1}{(1+t^2)^3} dt dk \leq 2 \int_{|k_\perp| > \mathcal{K}_\perp} \frac{\mathcal{K}_3}{|k_\perp|^4} dk \leq 2\pi \mathcal{K}_3 \mathcal{K}_\perp^{-2}.$$

Hence, we choose $\epsilon = 2\alpha \pi^{-1} \mathcal{K}_3 \mathcal{K}_\perp^{-2}$ such that

$$\frac{2}{\epsilon} (Z^* \cdot Z + Z \cdot Z^*) \leq \int_{\Omega'} a_k^* a_k dk + \frac{1}{2}.$$

We combine this estimate with (6.5) to get

$$\int_{\Omega'} \left( a_k^* a_k + \frac{\sqrt{\alpha}}{2\pi} \frac{a_k}{|k|} e^{ikx} + \frac{\sqrt{\alpha}}{2\pi} \frac{a_k^*}{|k|} e^{-ikx} \right) dk \geq -2\alpha \pi^{-1} \mathcal{K}_3 \mathcal{K}_\perp^{-2} H_B - \frac{1}{2}.$$
To complete the proof it remains to estimate the contribution of low modes in $\Omega''$. For all $k \in \mathbb{R}^3$ we have $(a_k^* + \sqrt{\alpha} e^{ik \cdot x}/2\pi |k|) (a_k + \sqrt{\alpha} e^{-ik \cdot x}/2\pi |k|) \geq 0$ and therefore

\[
\int_{\Omega''} \left( a_k^* a_k + \frac{\sqrt{\alpha} a_k}{2\pi |k|} e^{ik \cdot x} + \frac{\sqrt{\alpha} a_k^*}{2\pi |k|} e^{-ik \cdot x} \right) dk \geq -\frac{\alpha}{4\pi^2} \int_{\Omega''} \frac{1}{|k|^2} dk \\
\geq -\frac{\alpha}{4\pi^2} \int_{|k| \leq 1} \frac{1}{|k|} dk \int_{\mathbb{R}} \frac{1}{1+t^2} dt \\
= -\frac{\alpha}{2}.
\]

This finishes the proof. \qed

6.3. Reduction to one dimension. We are now ready to state our first main result in this section, namely a lower bound on $P_0h^\infty_\kappa P_0$ in terms of an essentially one-dimensional operator.

**Lemma 6.4.** For $0 < \kappa_3 \leq \kappa$ and $1 \leq \kappa_\perp \leq \kappa$ let

\[
v(k_3) = \left( \int_{1 \leq |k| \leq \kappa_\perp} |k|^{-2} dk \right)^{1/2} = \sqrt{\pi} \left( \ln \left( \frac{\kappa_\perp^2 + \kappa_3^2}{2} \right) - \ln \left( 1 + \kappa_3^2 \right) \right)^{1/2}.
\]

There are creation and annihilation operators $\hat{a}_{k_3}$ and $\hat{a}_{k_3}^*$ on $L^2(\mathbb{R})$ with

\[
[\hat{a}_{k_3}, \hat{a}_{k_3}^*] = \delta(k_3 - k_3'), \quad [\hat{a}_{k_3}, \hat{a}_{k_3}'] = [\hat{a}_{k_3}^*, \hat{a}_{k_3}^*] = 0 \quad \text{for } k_3, k_3' \in \mathbb{R}
\]

such that the operator

\[
B^{1d} = \kappa_1 (\partial_3^2) + \int_{|k| \leq \kappa_3} \hat{a}_{k_3}^* \hat{a}_{k_3} dk + \frac{\sqrt{\alpha}}{2\pi} \int_{|k| \leq \kappa_3} v(k_3) \left( \hat{a}_{k_3} e^{ik_3 x_3} + \hat{a}_{k_3}^* e^{-ik_3 x_3} \right) dk_3
\]

satisfies for $B > 0$ the estimate

\[
P_0h^\infty_\kappa P_0 \geq \kappa_2 BP_0 + P_0B^{1d}P_0 - CP_0
\]

with $\kappa_1$ and $\kappa_2$ from Lemmas 6.2 and 6.3 and $C = 1 + \alpha/2$.

**Proof.** We introduce

\[
\hat{a}_{k_3} = \frac{1}{v(k_3)} \int_{1 \leq |k_\perp| \leq \kappa_\perp} \frac{a_k}{|k|} e^{ik_\perp \cdot x_\perp} dk_\perp.
\]

To verify the commutation relations for $\hat{a}_{k_3}$ and $\hat{a}_{k_3}^*$ we write

\[
[\hat{a}_{k_3}, \hat{a}_{k_3}^*] = \frac{1}{v(k_3)v(k'_3)} \int_{1 \leq |k_\perp| \leq \kappa_\perp} \int_{1 \leq |k'_\perp| \leq \kappa_\perp} \frac{1}{|k||k'|} [a_k, a^*_{k'}] e^{i(k_\perp - k'_\perp) \cdot x_\perp} dk_\perp dk'_\perp
\]

and note that the right-hand side equals $\delta(k_3 - k_3')$, by definition of $v(k_3)$ and the fact that $[a_k, a^*_{k'}] = \delta(k - k')$. The other relations are verified similarly.

Next, by means of the Schwarz inequality, applied similarly as in the proof of Lemma 6.2 we learn that

\[
\hat{a}_{k_3}^* \hat{a}_{k_3} \leq \int_{1 \leq |k_\perp| \leq \kappa_\perp} a_{k_3}^* a_k dk_\perp.
\]

The assertion now follows from Lemma 6.3 together with the fact that $P_0H_BP_0 = BP_0$. \qed
6.4. Localization and decomposition. With Lemma 6.4 at hand we can essentially follow the strategy of [LT97] to complete the proof of Proposition 5.5. 

First, we localize the electron in the $x_3$-direction in intervals of length $L > 0$, where $L$ is a parameter that will be specified later. We fix a non-negative function $\chi \in C_0^\infty(\mathbb{R})$ with support in the interval $[-1/2, 1/2]$ that satisfies $\int_\mathbb{R} \chi^2(t)dt = 1$. For $u \in \mathbb{R}$ we put

$$\chi_u(t) = \frac{1}{\sqrt{L}} \chi \left( \frac{t - u}{L} \right).$$

Then $\chi_u$ is supported in the interval $[u - L/2, u + L/2]$ and satisfies $\int_\mathbb{R} \chi_u^2(t)dt = 1$. Moreover, for all fixed $t \in \mathbb{R}$ we have $\int_\mathbb{R} |\chi_u'(t)|^2du = \|\chi'\|^2L^{-2}$.

We note that for all $f, g \in C_0^\infty(\mathbb{R})$

$$\frac{1}{2} \left( f, g^2(-f'') \right)_{L^2(\mathbb{R})} + \frac{1}{2} \left( f, (-g^2f)'' \right)_{L^2(\mathbb{R})} = \left( gf, (-g'f)'' \right)_{L^2(\mathbb{R})} - \left( f, (gf')'' \right)_{L^2(\mathbb{R})}.$$

Applying this identity with $g = \chi_u$ implies

$$-\partial_3^2 = \int_\mathbb{R} \chi_u(-\partial_3^2)\chi_u du - \|\chi'\|^2L^{-2}$$

and

$$\hbar^{1d}_\gamma = \int_\mathbb{R} \chi_u \hbar^{1d}_\gamma \chi_u du - \|\chi'\|^2L^{-2}. \quad (6.6)$$

After localizing the electron we decompose the phonon modes in the $k_3$-coordinate into $M$ intervals of length $P = 2K_3/M$, where $M \in \mathbb{N}$ is a parameter to be chosen later. We label these intervals by $b$. We want to group together modes $\hat{a}_{k_3}$ that belong to an interval $b$. To do this we have to replace the factors $e^{-ik_3x_3}$ by factors independent of $k_3$. So for each $b$, we choose a value $k_b \in \mathbb{R}$ in the block $b$. (Later on, we will optimize over $k_b$, but the bound in the following lemma is true uniformly for any choice.) Then we get the following estimate.

Lemma 6.5. For every $u \in \mathbb{R}$ there are creation and annihilation operators $A_b^{(u)*}$ and $A_b^{(u)}$ on $\mathcal{F}(L^2(\mathbb{R}^3))$ satisfying

$$\left[ A_b^{(u)}, A_{b'}^{(u)*} \right] = \delta_{bb'}, \quad \left[ A_b^{(u)}, A_{b'}^{(u)} \right] = \left[ A_b^{(u)*}, A_{b'}^{(u)} \right] = 0 \quad \text{for all blocks } b, b'$$

with the following property. For any $u \in \mathbb{R}$ and $0 < \gamma < 1$ the operator

$$\hbar^{(u)}_\gamma = \kappa_1(-\partial_3^2) + \sum_b \left( 1 - \gamma \right) A_b^{(u)*}A_b^{(u)} + \frac{\sqrt{\gamma}}{2\pi} V(b) \left( A_b^{(u)} e^{ik_b x_3} + A_b^{(u)*} e^{-ik_b x_3} \right)$$

with $V(b) = (\int_b v(k_3)2dk_3)^{1/2}$ satisfies

$$\chi_u \hbar^{1d}_\gamma \chi_u \geq \chi_u \hbar^{(u)}_\gamma \chi_u - \frac{C_1 K_3^2 L^2}{\gamma M^2} R \chi_u^2$$

with an error term

$$R = \int_{|k_3| \leq K_3} v(k_3)^2dk_3 = \pi \int_{|k_3| \leq K_3} \left( \ln (K_3 + k_3^2) - \ln (1 + k_3^2) \right) dk_3.$$

Proof. For all $k_3 \in b$ and all $x_3$ in the support of $\chi_u$ we have

$$\left| e^{ik_3(x_3-u)} - e^{ik_b(x_3-u)} \right| \leq |(k_3 - k_b)(x_3 - u)| \leq \frac{PL}{2}. \quad (6.7)$$
To replace \( k_3 \) by \( k_b \) in the definition of \( \mathfrak{h}^{1d} \) we introduce a small parameter \( \gamma > 0 \) and estimate
\[
\frac{\sqrt{\alpha}}{2\pi} \sum_b \int v(k_3) \left( \left( e^{ik_3(x_3-u)} - e^{ik_b(x_3-u)} \right) e^{ik_3u} \hat{a}_{k_3} + \left( e^{-ik_3(x_3-u)} - e^{-ik_b(x_3-u)} \right) e^{-ik_3u} \hat{a}_{k_3}^* \right) dk_3
+ \gamma \sum_b \int \hat{a}_{k_3}^* \hat{a}_{k_3} dk_3
\]
from below. We complete the square and using (6.7) we obtain a lower bound
\[
- \frac{P^2 L^2 \alpha}{16\pi^2 \gamma} \sum_b \int v(k_3)^2 dk_3 = - \frac{K_3^2 L^2 \alpha}{4\pi^2 \gamma M^2} R.
\]
This allows us to estimate
\[
\chi_u \mathfrak{h}^{1d} \chi_u \geq \kappa_1 \chi_u (-\partial_u^2) \chi_u + (1 - \gamma) \sum_b \int \hat{a}_{k_3}^* \hat{a}_{k_3} dk_3 \chi_u^2
+ \frac{\sqrt{\alpha}}{2\pi} \sum_b \int v(k_3) \left( e^{i(k_3-k_b)u} \hat{a}_{k_3} e^{ik_b x_3} + e^{-i(k_3-k_b)u} \hat{a}_{k_3}^* e^{-ik_b x_3} \right) dk_3 \chi_u^2
- C \frac{K_3^2 L^2}{\gamma M^2} R \chi_u^2.
\]
(6.8)

For each block \( b \) we define new creation and annihilation operators \( A_b^{(u)*} \) and \( A_b^{(u)} \) by
\[
A_b^{(u)} = \frac{1}{V(b)} \int v(k_3) e^{i(k_3-k_b)u} \hat{a}_{k_3} dk_3.
\]
Similar as in the proof of Lemma 6.4 we can show that these operators satisfy the commutation relations and \( A_b^{(u)*} A_b^{(u)} \leq \int \hat{a}_{k_3}^* \hat{a}_{k_3} dk_3 \). Inserting this into (6.8) completes the proof. \( \square \)

6.5. **Error estimates.** In view of Lemma 6.5 it suffices to analyze the operator \( \mathfrak{h}_\gamma^{(u)} \). We emphasize that the operators \( A_3^{(u)} \) and \( A_3^{(u)*} \) introduced above are properly normalized boson modes. Thus we can use coherent states as in [LT97] to estimate the operator \( \mathfrak{h}_\gamma^{(u)} \).

We work under the assumptions
\[
0 < K_3 \leq K, \quad 1 \leq K_\perp \leq K, \quad \text{and} \quad \kappa_1 > 0
\]
(6.9)
and emphasize that these will be satisfied by our final choice of parameters.

Similarly as in [LT97] (see also [Gha12] for the one-dimensional case) we obtain (for a suitable choice of \( k_b \))
\[
\mathfrak{h}_\gamma^{(u)} \geq I - M,
\]
where
\[
I = \inf_{\|\phi\|=1} \left[ \kappa_1 \|\partial_3 \phi\|^2 - \frac{\alpha}{4\pi^2(1 - \gamma)} \int_{\mathbb{R}} v(k_3)^2 \left| \int e^{i k_3 x_3} |\phi(x_\perp, x_3)|^2 dx \right|^2 \right].
\]
Combining (6.10) with the localization formula (6.6) and with Lemma 6.5 we obtain
\[
\mathfrak{h}^{1d} \geq \left( I - M - C \frac{K_3^2 L^2}{\gamma M^2} R \right) \int_\mathbb{R} \chi_u^2 du - \|\chi\|^2 L^{-2} = I - M - C \frac{K_3^2 L^2}{\gamma M^2} R - \|\chi\|^2 L^{-2}.
\]
Finally, combining this with Lemma [6.4] and the expression for \( \kappa_2 \) we see that
\[
P_0 b_K^\infty P_0 \geq \kappa B P_0 + I P_0 - C \left( \frac{K_3 B}{K_3} + M + \frac{K_3^2 L^2}{\gamma M^2 R} + \frac{1}{L^2} \right) P_0. \tag{6.11}
\]

Our next step is to estimate \( I \) from below. To do so we insert the bound
\[
v(k_3)^2 = \pi \left( \ln \left( K_3^2 + k_3^2 \right) - \ln \left( 1 + k_3^2 \right) \right) \leq 2\pi \ln K_3 \tag{6.12}
\]
into the infimum defining \( I \) and perform the \( k_3 \)-integration to get
\[
I \geq \inf_{\|\phi\| = 1} \left[ \kappa_1 \|\partial_3 \phi\|^2 - \frac{\alpha \ln K_3}{1 - \gamma} \int_{\mathbb{R}} \int_{\mathbb{R}^2} \left| \phi(x_1, x_2) \right|^2 dx_1 dx_2 \right] = - \frac{\alpha^2 (\ln K_3)^2}{12 K_3 (1 - \gamma)^2}.
\]
The last identity used Corollary 3.2. Now under the assumptions
\[
\kappa - \kappa_1 \leq \frac{\kappa}{2} \quad \text{and} \quad \gamma \leq \frac{1}{2}
\]
there is a constant \( C > 0 \) such that we can estimate the right side further by
\[
I \geq - \frac{\alpha^2 (\ln K_3)^2}{12 K_3} - C \left( \frac{\ln K_3}{\kappa} \right)^2 \left( \frac{\kappa - \kappa_1}{\kappa} + \gamma \right).
\tag{6.14}
\]

Thus, summarizing (6.11) and (6.14) we have, assuming (6.9) and (6.13),
\[
P_0 b_K^\infty P_0 \geq \left( \kappa B - \frac{\alpha^2 (\ln K_3)^2}{12 K_3} \right) P_0
- C \left( \frac{\ln K_3}{\kappa} \right)^2 \left( \frac{\kappa - \kappa_1}{\kappa} + \gamma \right) + \frac{K_3 B}{K_3^2} + M + \frac{K_3^2 L^2}{\gamma M^2 R} + \frac{1}{L^2} P_0.
\]
We use (6.12) again to bound
\[
R = \int_{|k_3| \leq K_3} v(k_3)^2 dk_3 \leq 2\pi K_3 \ln K_3
\]
and optimize the resulting expression with respect to \( L \), \( M \) and \( \gamma \) by choosing \( L^2 = K_3^{-1/5} K_3^{-3/5} (\ln K_3)^{-3/5} \), \( M = [L^{-2}] \) and \( \gamma = K_3^{-4/5} K_3^{-3/5} (\ln K_3)^{-7/5} \) to get
\[
P_0 b_K^\infty P_0 \geq \left( \kappa B - \frac{\alpha^2 (\ln K_3)^2}{12 K_3} \right) P_0
- C \left( \frac{\ln K_3}{\kappa} \right)^2 \left( \frac{\kappa - \kappa_1}{\kappa} \right) + \frac{K_3 B}{K_3^2} \left( \ln K_3 \right)^{3/5} \frac{K_3}{\kappa^{1/5}} \frac{K_3 B}{K_3^2} P_0
\]
provided \( K_3^{4/5} K_3^{-3/5} (\ln K_3)^{-7/5} \leq 1/2 \) and \( \kappa - \kappa_1 \leq \kappa/2 \).

A simple bound shows that, as long as \( B/K_3^2 \geq 2 \),
\[
\kappa - \kappa_1 = \frac{8\alpha}{\pi K_3} \int_0^\infty e^{-K_3^2 t/2B} \frac{1}{1 + t} dt \leq \frac{C \ln K_3}{K_3^2}.
\]

We optimize the remaining three error terms with respect to \( K_3 \) and \( K_\perp \) (under the additional assumption that \( \kappa \) is close to one). In particular, we choose \( K_\perp = B^{1/2} \) and \( K_3 = \kappa^{-1/2} (\ln B)^{3/2} \) and verify that the conditions (6.9), (6.13), and \( B/K_3^2 \geq 2 \) are satisfied for \( B \) large enough. (At this point we use the assumptions \( C(\ln B)^{-1/2} \leq \kappa \leq C^{-1} \ln B \) and \( K \geq \sqrt{B} \).) We obtain
\[
P_0 b_K^\infty P_0 \geq \left( \kappa B - \frac{\alpha^2 (\ln B)^2}{48 \kappa} - C \kappa^{-1/2} (\ln B)^{3/2} \right) P_0,
\]
which is the bound claimed in Proposition 5.5. The proof is complete.
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