Counting points of bounded height in monoid orbits
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Abstract
Given a set of endomorphisms on $\mathbb{P}^N$, we establish an upper bound on the number of points of bounded height in the associated monoid orbits. Moreover, we give a more refined estimate with an associated lower bound when the monoid is free. Finally, we show that most sets of rational functions in one variable satisfy these more refined bounds.
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1 Introduction
Let $H$ be the absolute multiplicative Weil height on $\mathbb{P}^N(\overline{\mathbb{Q}})$ and let $K$ be a number field. Then given a subset $X \subseteq \mathbb{P}^N(\overline{\mathbb{Q}})$ of interest in some context, the growth rate of the number of $K$-points in $X$ of bounded height,

$$X(K, B) := \# \{ Q \in X \cap \mathbb{P}^N(K) : H(Q) \leq B \},$$

is known to encode interesting invariants of $X$ and $K$. For instance, if $X = \mathbb{P}^N(K)$, then $X(K, B) \sim C_{K,N}B^{(N+1)[K:Q]}$ where $C_{K,N}$ depends on the regulator, class group, etc. of $K$. If $X$ is an abelian variety, then $X(K, B) \sim C_{K,X} \log(B)^{r/2}$ where $r$ is the rank of the Mordell–Weil group $X(K)$. If $X$ is a smooth curve of genus at least 2, then $X(K, B) \sim C_{K,X}$. More generally, if $X$ is a thin set, i.e., a proper Zariski closed subset or the image of some generically finite morphism of degree at least two, then Theorem 3 in [27, §13.1] implies that

$$X(K, B) \ll B^{(N+1)/2}[K:Q] \log(B).$$

(1)

This problem is also an active topic of research in arithmetic dynamics, where orbits play the role of $X$; see [2, 15, 18, 31, 32] for examples on Markoff varieties, K3 surfaces, and projective space. In this setting, the growth of heights in orbits provides a coarse tool for understanding the dynamical system itself. For example, suppose that $\phi$ is a dominant rational self-map of $\mathbb{P}^N$ with dynamical degree $\delta_\phi$, a classical invariant measuring the geometric complexity...
of the system. Then, for points $P \in \mathbb{P}^N(K)$ such that the orbit $\text{Orb}_\phi(P) = \{ \phi^n(P) \}_{n \geq 0}$ is Zariski dense, the Kawaguchi–Silverman Conjecture predicts that

$$\# \{ Q \in \text{Orb}_\phi(P) : H(Q) \leq B \} \sim \log(\delta_\phi)^{-1} \log \log(B);$$

(2)

see [18] for the relevant definitions and background and see [22, 23, 29] for recent progress on this problem. Likewise there is work on this topic for random dynamical systems [15]: if $S = \{ \phi_1, \ldots, \phi_s \}$ is a set of endomorphisms equipped with a probability measure $\nu$, then for almost every sequence $\gamma$ of elements of $S$, we have the analogous asymptotic to (2):

$$\# \{ Q \in \text{Orb}_\gamma(P) : H(Q) \leq B \} \sim \log(\delta_{S,\nu})^{-1} \log \log(B), \quad \delta_{S,\nu} = \prod_{\phi \in S} \text{deg}(\phi)^{\nu(\phi)}.$$  

(3)

In this paper, we study the problem of counting points of bounded height in monoid (or semigroup) orbits in $\mathbb{P}^N$, that is, counting all of the points of bounded height obtained by applying all possible compositions of maps within a fixed set $S$ to a given initial point $P$; compare to [2, 32]. Intuitively, one expects that if the maps in $S$ are related in some way (for instance, if they commute), then this should cut down the number of possible points in the associated orbits. However, for most $S$ we expect to see no relations (free monoids), and with this in mind, we have the following result; here and throughout, $M_S$ denotes the monoid generated under composition by a set $S$ of endomorphisms of $\mathbb{P}^N$ defined over $\overline{\mathbb{Q}}$.

**Theorem 1.1** Let $S = \{ \phi_1, \ldots, \phi_s \}$ be a set of endomorphisms on $\mathbb{P}^N(\overline{\mathbb{Q}})$ with distinct degrees all at least two. If $M_S$ is free, then for all $\epsilon > 0$ there exists an effectively computable positive constant $b = b(S, \epsilon)$ and a constant $B_S$ depending only on $S$ such that

$$(\log B)^b \ll \# \{ f \in M_S : H(f(P)) \leq B \} \ll (\log B)^{b+\epsilon}$$

holds for all $P \in \mathbb{P}^N(\overline{\mathbb{Q}})$ with $H(P) > B_S$. Moreover, the implicit constants and error terms depend on $P$ and are effectively computable if $B_S$ is.

**Remark 1** When $S = \{ \phi_1, \phi_2 \}$ generates a free monoid with $\deg(\phi_1) = 2$ and $\deg(\phi_2) = 3$, then we give explicit computations for the bounds in Theorem 1.1 in Example 1 below.

In particular, we can use the upper bound in Theorem 1.1 on the number of functions in the free case to give an upper bound on the number of points of bounded height in arbitrary dynamical orbits; compare to (1), to [2, Theorem 4.15], and to the asymptotic for abelian varieties above. In what follows, $\text{Orb}_S(P) = \{ f(P) : f \in M_S \}$ denotes the total orbit of $P$ under the monoid $M_S$.

**Corollary 1.2** Let $S = \{ \phi_1, \ldots, \phi_s \}$ be a set of endomorphisms on $\mathbb{P}^N(\overline{\mathbb{Q}})$ all of degree at least two (and distinct if $s \geq 2$). Then there exists an effectively computable positive constant $b$ and a constant $B_S$ depending only on $S$ such that

$$\# \{ Q \in \text{Orb}_S(P) : H(Q) \leq B \} \ll (\log B)^b$$

holds for all $P \in \mathbb{P}^N(\overline{\mathbb{Q}})$ with $H(P) > B_S$.

**Remark 2** Although we expect that $(\log B)^b$ is also a lower bound for some choice of $b$ and most $S$ (see Conjecture 1.3 and Theorem 1.6 below), we note that it is only an upper bound in general, even for $s \geq 2$. For instance, if $M_S$ is a free commutative monoid (e.g., if $S$ is a certain set of monic power maps), then the asymptotic height growth rate in orbits will be a constant times $(\log \log(B))^s$; see [15, §5] for details. This matches the case of a single map (also a commutative monoid); see also (2) and (3) above.
Motivated by the upper and lower bounds in Theorem 1.1, we conjecture the following exact asymptotic for the number of points (not functions) of bounded height in total orbits associated to free monoids:

**Conjecture 1.3** Let $S = \{\phi_1, \ldots, \phi_s\}$ be a set of endomorphisms on $\mathbb{P}^N(\overline{\mathbb{Q}})$ with distinct degrees all at least two. If $M_S$ is free, then there exist constants $a_P = a(S, P)$ and $b = b(S)$ such that

$$\lim_{B \to \infty} \frac{\#\{Q \in \text{Orb}_S(P) : H(Q) \leq B}\} {\log B}^b = a_P$$

holds for all sufficiently generic $P \in \mathbb{P}^N(\overline{\mathbb{Q}})$ (i.e., all $P \in \mathbb{P}^N(\overline{\mathbb{Q}})$ outside of the union of a proper Zariski closed subset and a set of points of bounded height).

**Remark 3** Hence, we expect most monoid orbits in $\mathbb{P}^N$ to exhibit similar height growth as: orbits on Markoff varieties [32], orbits on $K^3$ surfaces in $\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1$ given by $(2, 2, 2)$-forms [2, Theorem 4.5], and Mordell–Weil groups of abelian varieties. However in these cases, the relevant monoids (or the underlying varieties themselves) form groups, and there is less need to distinguish between counting functions and points. For instance if there are inverses in $M_S$, distinct functions that agree at a point determine a non-trivial fixed point, and these fixed points can typically be controlled. On the other hand in the case of abelian varieties (where one considers the monoid generated by multiplication maps), distinct functions that agree at a point determine a torsion point. Thus this situation may be avoided by throwing away a set of bounded height.

To motivate our conjecture, we restrict our attention to morphisms of $\mathbb{P}^1$. To state our results in this setting, recall that $w \in \mathbb{P}^1(\mathbb{C})$ is called a *critical value* of $\phi \in \mathbb{C}(x)$ if $\phi^{-1}(w)$ contains fewer than $\deg(\phi)$ elements. Likewise, we call a critical value $w$ of $\phi$ *simple* if $\phi^{-1}(w)$ contains exactly $\deg(\phi) - 1$ points. In particular, we have the corresponding notions for sets:

**Definition 1.4** Let $S = \{\phi_1, \ldots, \phi_s\}$ be a set of rational maps on $\mathbb{P}^1$ and let $C_{\phi_i}$ denote the set of critical values of $\phi_i$. Then $S$ is called *critically separate* if $C_{\phi_i} \cap C_{\phi_j} = \emptyset$ for all $i \neq j$. Moreover, $S$ is called *critically simple* if every critical value of every $\phi \in S$ is simple.

As evidence for Conjecture 1.3 above, we establish the following weak version for generic sets of rational maps on $\mathbb{P}^1$; see Theorems 1.3 and 1.4 of [25] for a justification of generic. In particular, we are able to count points instead of just functions.

**Theorem 1.5** Let $S = \{\phi_1, \ldots, \phi_s\}$ be a set of rational maps on $\mathbb{P}^1(\overline{\mathbb{Q}})$ with distinct degrees all at least four. If $S$ is critically separate and critically simple, then $M_S$ is a free monoid and for all $\epsilon > 0$ there exists an effectively computable positive constant $b = b(S, \epsilon)$ and a constant $B_S$ depending only on $S$ such that

$$\left\langle \frac{\log B}{b} \right\rangle \ll \#\{Q \in \text{Orb}_S(P) : H(Q) \leq B\} \ll \left\langle \frac{\log B}{b+\epsilon} \right\rangle$$

holds for all $P \in \mathbb{P}^1(\overline{\mathbb{Q}})$ with $H(P) > B_S$.

Finally, since the theorem above does not directly apply to sets of polynomials, we give a different proof in this case which works quite generically. In what follows, for $m \geq 2$ the polynomials $Z_m = x^m$ are called *cyclic* polynomials and the polynomials $T_m$ satisfying $T_m(x + x^{-1}) = x^m + x^{-m}$ are called *Chebychev* polynomials (of the first kind).
**Theorem 1.6** Let $S = \{\phi_1, \ldots, \phi_s\}$ be a set of polynomials defined over $\overline{\mathbb{Q}}$ with distinct degrees. Moreover, assume the following conditions:

1. Each $\phi_i \in S$ is not of the form $R \circ E \circ L$ for some polynomial $R \in \overline{\mathbb{Q}}[x]$, some cyclic or Chebychev polynomial $E$, and some linear $L \in \overline{\mathbb{Q}}[x]$.
2. For all $i \neq j$, we have that $\phi_j \neq \phi_i \circ P$ for all non-linear $P \in \overline{\mathbb{Q}}[x]$.

Then $M_S$ is a free monoid and for all $\epsilon > 0$ there exists an effectively computable positive constant $b = b(S, \epsilon)$ and a constant $B_S$ depending only on $S$ such that

$$(\log B)^b \ll \# \{ Q \in \text{Orb}_S(P) : H(Q) \leq B \} \ll (\log B)^{b+\epsilon}$$

holds for all $P \in \mathbb{P}^1(\overline{\mathbb{Q}})$ with $H(P) > B_S$.

**Remark 4** The strength of our estimates in this paper rely greatly on the fact that the semigroups we consider are free. Moreover, it can be difficult to verify this freeness in practice. Nevertheless, there is a long history of proving the freeness of semigroups and groups [7] as well as recent progress for the type of semigroups that we consider here [3, 16, 25].

We briefly outline the proofs of our main results. Assuming $M_S$ is free, the first step (in all cases and in all dimensions) is to count the number of functions yielding a bounded height relation, $f \in M_S$ with $H(f(P)) \leq B$. To do this, we replace such functions (via Tate’s telescoping Lemma 2.2) with functions of bounded log-degree. We then approximate the number of functions of bounded log-degree by the number of some associated integer compositions; see Sect. 2 for details. In particular, by analyzing the poles of known generating functions for these integer compositions, we prove Theorem 1.1.

The next step is to show that $M_S$ is free, at least generically. Here, we restrict our attention to dimension one. For rational functions, this follows from the genus calculations in [25] and Picard’s theorem (precluding the existence of non-constant meromorphic maps from the complex plane to curves of genus at least 2). For polynomials, conditions (1) and (2) of Theorem 1.6 and the integral point classification theorems in [4] and [33] together imply that $M_S$ is free. Lastly, to pass from counting functions to counting points, we prove that the number of functions evaluating $P$ to a given point $Q$,

$$\# \{ f \in M_S : f(P) = Q \},$$

is uniformly bounded; see Lemma 4.8 below. Here we use Faltings’ Theorem and the aforementioned integral point theorems. In particular, we deduce the desired estimate on the number of points of bounded height in orbits from Theorem 1.1 and the bound on (4).

### 2 Auxiliary results

Before we count functions yielding a bounded height relation (as in Theorem 1.1), we first recall some basic facts about heights and generating functions. To help motivate these facts, we remind the reader of our overall strategy to count functions. The main idea, consistent with earlier work on orbits attached to sequences in [12, 13, 18], is that the logarithmic height of a point $f(P) \in \text{Orb}_S(P)$ is roughly determined by the size of $\text{deg}(f)$, as long as the initial point $P$ is sufficiently generic; see Lemma 2.2 below. With this in mind, to count functions $f \in M_S$ with $\log H(f(P)) \leq B$, we should in some sense simply be counting the number of $f$’s of bounded degree. In particular, when $M_S$ is a free monoid and the degrees of the maps in $S$ are distinct, we can relate the number of $f \in M_S$ with bounded degree to the
number of restricted integer compositions of bounded size, once we approximate $\log \text{deg}(\phi)$ for all $\phi \in S$ by rational numbers. Finally, we use generating functions (and the location of their poles via Lemmas 2.6 and 2.5 below) to estimate the number of restricted integer compositions of bounded size. These facts together imply Theorem 1.1. With this sketch in place, we move on and review some basic facts about heights.

**Remark 5** Since multiplicative heights tend to grow exponentially when evaluating functions, it is convenient to use the logarithmic height $h = \log \circ H$ (instead of $H$) to state certain height estimates in dynamics. However, since height-counting on varieties is usually done with multiplicative heights, we convert back to $H$ at the end of the proof of Theorem 1.1, to be consistent with similar results in the literature.

Suppose that $\phi : \mathbb{P}^N(\overline{\mathbb{Q}}) \to \mathbb{P}^N(\overline{\mathbb{Q}})$ is a morphism defined over $\overline{\mathbb{Q}}$ of degree $d_\phi$. Then it is well known that

$$h(\phi(P)) = d_\phi h(P) + O_\phi(1) \quad \text{for all } P \in \mathbb{P}^N(\overline{\mathbb{Q}}); \quad (5)$$

see, for instance, [30, Theorem 3.11]. With this in mind, we let

$$C(\phi) := \sup_{P \in \mathbb{P}^N(\overline{\mathbb{Q}})} \left| h(\phi(P)) - d_\phi h(P) \right| \quad (6)$$

be the smallest constant needed for the bound in (5). Then, in order to control height growth rates when composing arbitrary elements of a set of endomorphisms, we define the following fundamental notion; compare to [12, 13, 17].

**Definition 2.1** A set $S$ of endomorphisms of $\mathbb{P}^N(\overline{\mathbb{Q}})$ is called *height controlled* if the following properties hold:

1. $d_S := \inf \{d_\phi : \phi \in S\}$ is at least 2.
2. $C_S := \sup \{C(\phi) : \phi \in S\}$ is finite.

**Remark 6** We note first that any finite set of morphisms of degree at least 2 is height controlled. To construct infinite collections, let $T$ be any non-constant set of maps on $\mathbb{P}^1$ and let $S_T = \{\phi \circ x^d : \phi \in T, d \geq 2\}$. Then $S_T$ is height controlled and infinite; a similar construction works for $\mathbb{P}^N$ in any dimension.

**Remark 7** Although the results in this paper are for finite $S$, we include the notion of height controlled sets to motivate future work. For instance, many of the tools used below: canonical heights, generating functions, etc. work perfectly well for infinite sets. However, the generating functions that appear in this case are not rational, which adds some subtlety.

As in the case of iterating a single function, it is Tate’s telescoping Lemma (generalized below) that allows us to transfer information back and forth between heights and degrees; for a proof, see [12, Lemma 2.1].

**Lemma 2.2** Let $S$ be a height controlled set of endomorphisms of $\mathbb{P}^N(\overline{\mathbb{Q}})$, and let $d_S$ and $C_S$ be the corresponding height controlling constants. Then for all $f \in M_S$,

$$\left| \frac{h(f(Q))}{\text{deg}(f)} - h(Q) \right| \leq \frac{C_S}{d_S - 1} \quad \text{for all } Q \in \mathbb{P}^N(\overline{\mathbb{Q}}).$$

\textcopyright Springer
Now that we have a tool to pass from functions yielding a bounded height relation to functions of bounded degree (via Lemma 2.2), we next relate counting functions of bounded degree to counting restricted integer compositions; this is essentially achieved by the fact that \( \log \deg(F \circ G) = \log \deg(F) + \log \deg(G) \) for all endomorphisms \( F \) and \( G \). However, to make this idea precise, we briefly discuss integer compositions, a classical object of study in combinatorics. For more details, see [8, §I.3.1].

Let \( T \subseteq \mathbb{N}_{>0} \) be a collection of positive integers (not necessarily finite). Then a restricted composition of an integer \( n \) with summands in \( T \) (or a \( T \)-restricted composition of \( n \)) is an ordered collection of elements in \( T \) whose sum is \( n \). For instance, \( 5 = 2 + 3 \) and \( 5 = 3 + 2 \) are two different restricted compositions of \( 5 \) for the set \( T = \{2, 3\} \). Given \( n \), let \( f_n^T \) be the number of distinct ways of writing \( n \) as a composition with summands (parts) in \( T \). Then to give an asymptotic for \( f_n^T \), one can try and understand the ordinary generating function \( f^T(z) = \sum_n f_n^T z^n \). In particular, if in addition \( f^T(z) \) is a rational or meromorphic function, then the radius of convergence of the generating function, determined by the poles of \( f^T(z) \), can be used to deduce an asymptotic for \( f_n^T \). Luckily, the generating functions for restricted compositions are particularly simple rational functions; see Proposition I.1 in [8].

**Proposition 2.3** The ordinary generating function of the number of compositions having summands restricted to a set \( T \subseteq \mathbb{N}_{>0} \) is given by

\[
f^T(z) = \frac{1}{1 - \sum_{n \in T} z^n}.
\]

As mentioned above, once we have an expression for \( f^T(z) \) as a rational function, we can use the poles of \( f^T(z) \) to estimate the \( f_n^T \). Specifically, we have the following Theorem, a simple consequence of partial fractions and Newton expansion. In what follows, if \( \mathcal{F}(z) = \sum_n a_n z^n \) is a power series expansion about \( z = 0 \) for a meromorphic function \( \mathcal{F} \), then we use the notation \( [z^n] \mathcal{F}(z) = a_n \) to extract coefficients.

**Theorem 2.4** (Expansion of rational functions) If \( \mathcal{F}(z) \) is a rational function that is analytic at zero and has poles at points \( \alpha_1, \alpha_2, \ldots, \alpha_m \), then its coefficients (as a power series about 0) are a sum of exponential-polynomials: there exist \( m \) polynomials \( \{\Pi_j(x)\}_{j=1}^m \) such that for \( n \) larger than some fixed \( n_0 \),

\[
[z^n] \mathcal{F}(z) = \sum_{j=1}^m \Pi_j(n) \alpha_j^{-n}.
\]

Furthermore, the degree of \( \Pi_j \) is equal to the order of the pole of \( \mathcal{F} \) at \( \alpha_j \) minus one.

In particular, after combining Proposition 2.3 and Theorem 2.4, we see that to obtain an asymptotic formula for the number of integer compositions whose parts are restricted to the set \( \{n_1, \ldots, n_s\} \), we must control the roots of smallest modulus of \( g(z) \).

With this in mind, we have the following elementary proposition.

**Lemma 2.5** Let \( n_1, n_2, \ldots, n_s \) be positive integers satisfying \( \gcd(n_1, n_2, \ldots, n_s) = 1 \). Then the polynomial \( g(z) = 1 - (z^{n_1} + z^{n_2} + \cdots + z^{n_s}) \) has a unique complex root \( \alpha \) of smallest modulus. Moreover, \( \alpha \) is the unique positive real root of \( g \), and \( \alpha \) has multiplicity one.

**Proof** We first show that any positive real root \( \alpha \) of \( g \) is a root of smallest modulus for \( g \) (clearly \( g \) has a positive root by the Intermediate Value Theorem). This is a simple consequence of
Rouché’s Theorem: let \( r < \alpha \), let \( p(z) = -1 - z^{n_1} - \cdots - z^{n_s} \), and let \( q(z) = 2 \). Then for all \(|z| = r\), we have that
\[
|p(z)| = |1 - 1 - z^{n_1} - \cdots - z^{n_s}| \leq 1 + |z|^{n_1} + \cdots + |z|^{n_s} \\
= 1 + r^{n_1} + \cdots + r^{n_s} \\
< 1 + \alpha^{n_1} + \cdots + \alpha^{n_s} = 2 - (1 - \alpha^{n_1} - \cdots - \alpha^{n_s}) = |q(z)|
\]
by the triangle inequality and since \( \alpha \) is a root of \( g \). In particular, \( p \) and \( q \) are holomorphic functions on the disc \( D_r \) of radius \( r \) such that \(|p(z)| < |q(z)|\) on the boundary \( D_r \). Hence, Rouché’s Theorem implies that \( q \) and \( q + p = g \) have the same number of roots inside \( D_r \). Therefore, \( g \) has no complex roots in \( D_r \), and \( \alpha \) is a root of smallest modulus for \( g \). On the other hand, it is clear that \( g \) restricted to the positive real numbers is strictly decreasing. Hence, \( g \) has only one positive real root. Likewise, it is easy to see that \( g'(\alpha) < 0 \) (since \( \alpha \) is positive). Hence, \( \alpha \) must be a root of multiplicity one for \( g \).

We next show that \( \alpha \) is the unique complex root of \( g \) of smallest modulus. This portion of the proof of Lemma 2.5 follows from results and arguments in [8, IV.6], namely the “Daffodil Lemma” [8, IV.1] and the proof of [8, Proposition IV.3] on the commensurability of dominant directions for rational generating functions arising from regular languages. To see this, suppose that \( \zeta = \alpha e^{i\theta} \) is another root of smallest modulus of \( g \). Let \( f(z) = z^{n_1} + \cdots + z^{n_s} \), so that \( \zeta \) satisfies \(|f(\zeta)| = |1| = 1 = f(\alpha) = f(|\zeta|)\). In particular, [8, Lemma IV.1] implies that \( \theta = 2\pi r/p \) for some integers \( 0 \leq r < p \) with \( \gcd(r, p) = 1 \) (when \( r \neq 0 \)). Moreover, \( f \) admits \( p \) as a span; see [8, Definition IV.5]. In particular (since \( f \) admits \( p \) as a span), \( f(z) = z^a h(z^p) \) for some polynomial \( h \) and some non-negative integer \( a \). Note also that \( \gcd(a, p) = 1 \), since \( \gcd(n_1, \ldots, n_s) = 1 \) by assumption. On the other hand,
\[
1 = f(\zeta) = \zeta^a h(\zeta^p) = (\alpha e^{i2\pi r/p})^a h((\alpha e^{i2\pi r/p})^p) = e^{i2\pi ar/p} \alpha^a h(\alpha^p) \\
= e^{i2\pi ar/p} f(\alpha) = e^{i2\pi ar/p}.
\]
Hence, \( ar/p \in \mathbb{Z} \). But this is impossible unless \( r = 0 \), since \( \gcd(ar, p) = 1 \) otherwise. In particular, \( \zeta = \alpha \) and \( \alpha \) is the unique complex root of \( g \) of smallest modulus as claimed. \( \square \)

Lastly, we include a technical result that allows us to approximate the number of bounded compositions whose parts are restricted to the set of non-integers \( \{\log \deg(\phi_1), \ldots, \log \deg(\phi_s)\} \), a task that is equivalent to counting the number of functions in \( M_S \) of bounded degree, by integer compositions whose parts satisfy the gcd condition needed to apply Lemma 2.5.

**Lemma 2.6** Let \( c_1 < c_2 < \cdots < c_s \) be distinct positive real numbers. Then for all \( \delta > 0 \) there exist positive integers \( n_1, \ldots, n_s, m_1, \ldots, m_s \) and \( u \) such that the following conditions hold:

1. \( c_i - \delta \leq \frac{n_i}{u} < c_i < \frac{m_i}{u} \leq c_i + \delta \).
2. \( \gcd(n_1, \ldots, n_s) = 1 = \gcd(m_1, \ldots, m_s) \).

**Remark 8** In particular, we may assume that \( n_1 < \cdots < n_s < m_1 < \cdots < m_s \) by choosing \( \delta \) sufficiently small.

**Proof** Let \( \delta > 0 \). Then the prime number theorem implies that \( \pi(x+\delta x) - \pi(x) \to \infty \) as \( x \to \infty \). In particular, for large \( u \) one can find a prime \( n_i \) in the interval \( [uc_i - \delta u, uc_i] \) and a prime \( m_i \) in the interval \( [c_i u, c_i u + \delta u] \). It is straightforward to check that the \( n_1, \ldots, n_s, m_1, \ldots, m_s \) satisfy the desired conditions when \( \delta \) is sufficiently small. \( \square \)
3 Counting functions

With the necessary background in place, we are ready to prove the bounds on the number of functions \( f \in M_S \) yielding a bounded height relation from the Sect. 1.

**Proof of Theorem 1.1** Let \( S = \{ \phi_1, \ldots, \phi_s \} \) be a finite set of endomorphisms on \( \mathbb{P}^N \) all of degree at least 2, and suppose that the monoid \( M_S \) generated by \( S \) under composition is free. We begin by defining some lengths on \( M_S \), which we then relate to integer compositions. Given any vector \( v = (v_1, \ldots, v_s) \in \mathbb{R}^s \) of positive weights, we define \( l_{S,v}(\phi_i) = v_i \) for \( \phi_i \in S \) and extend \( l_{S,v} \) to all \( f \in M_S \) by:

\[
l_{S,v}(f) = \sum_{j=1}^{n} l_{S,v}(\theta_j), \quad \text{where} \ f = \theta_1 \circ \theta_2 \circ \cdots \circ \theta_n \text{ for some } \theta_j \in S. \tag{7}
\]

**Remark 9** Note that since \( S \) is a free basis of \( M_S \), there is a unique way to write \( f \) as a composition of elements of \( S \). In particular, \( l_{S,v} \) is well-defined. Alternatively, in the non-free case one can define \( l_{S,v}(f) \) by taking an inf over the possible expressions in (7).

On the other hand, since \( M_S \) is a set of functions, there is a natural choice of weighting given by \( c = (c_1, \ldots, c_s) \) where \( c_i = \log \deg(\phi_i) \); moreover, we assume \( c_1 < c_2 < \cdots < c_s \). In particular, it follows from the fact that \( \deg(F \circ G) = \deg(F) \cdot \deg(G) \) for morphisms that

\[
l_{S,c}(f) = \log \deg(f) \quad \text{for all } f \in M_S, \tag{8}
\]

independent of the generating set. However, non-integer weights (like logs of integers) appear sparingly in the literature, and so we approximate the growth rate of \( l_{S,c} \) (which relates to the growth rate of heights in orbits via Tate’s telescoping argument) using integer weights.

To wit, choose positive integers \( n_1, \ldots, n_s, m_1, \ldots, m_s \) and \( u \) depending on \( \delta \) as in Lemma 2.6 and Remark 8. Then it follows by construction that

\[ u^{-1}l_{S,n}(f) \leq l_{S,c}(f) \leq u^{-1}l_{S,m}(f) \]

for all \( f \in M_S \). Hence,

\[ \{ f \in M_S : l_{S,m}(f) \leq uB \} \subseteq \{ f \in M_S : l_{S,c}(f) \leq B \} \subseteq \{ f \in M_S : l_{S,n}(f) \leq uB \} \]

holds for all positive \( B \); here \( n = (n_1, \ldots, n_s) \) and \( m = (m_1, \ldots, m_s) \). Now given a positive integer \( n \) we define

\[ L_n := \# \{ f \in M_S : l_{S,m}(f) = n \} \quad \text{and} \quad U_n := \# \{ f \in M_S : l_{S,n}(f) = n \}. \tag{10} \]

In particular, since \( n \) and \( m \) are integer weight vectors, it follows from (8), (9) and (10) that

\[
\sum_{n=0}^{uB} L_n \leq \# \{ f \in M_S : \log \deg(f) \leq B \} \leq \sum_{n=0}^{uB} U_n. \tag{11}
\]

Here \( [uB] \) denotes the nearest integer to \( uB \). On the other hand, since \( S \) generates \( M_S \) as a free monoid, we can identify \( M_S \) with the set of finite sequences of elements of \( S \) (or any set). Specifically, \( L_n \) (respectively \( U_n \)) represents the number of ways of writing \( n \) as the sum of a sequence of elements in \( \{ m_1, \ldots, m_s \} \) (respectively in \( \{ n_1, \ldots, n_s \} \)). Such sequences have been extensively studied in combinatorics [8, §I.3.1] and are called restricted integer compositions. Specifically, generating functions for these compositions are known; see Proposition 2.3 above. In particular,

\[
L_n = \left[ z^n \right] \frac{1}{1 - (z^{m_1} + \cdots + z^{m_s})} \quad \text{and} \quad U_n = \left[ z^n \right] \frac{1}{1 - (z^{n_1} + \cdots + z^{n_s})}. \tag{12}
\]
As a reminder, \([z^n]\mathcal{F}(z)\) denotes the operation of extracting the coefficient of \(z^n\) in the formal power series \(\mathcal{F}(z) = \sum f_n z^n\); see [8, p. 19]. On the other hand, since \(\gcd(n_1, \ldots, n_s) = 1\) and \(\gcd(m_1, \ldots, m_s) = 1\) by construction, Lemma 2.5 implies that both of the rational functions in (12) have unique poles of smallest modulus (and these poles are positive real numbers of multiplicity one). Let \(\alpha_1, \ldots, \alpha_r\) be the roots of \(g_n(z) = 1 - (z^{n_1} + \cdots + z^{n_s})\) arranged in increasing order of modulus and let \(\beta_1, \ldots, \beta_r\) be the roots of \(g_m(z) = 1 - (z^{m_1} + \cdots + z^{m_s})\) arranged in increasing order of modulus. Then Theorem 2.4 and (12) together imply that

\[
L_n = \kappa_1 \beta_1^{-n} + p_2(n) \beta_2^{-n} + \cdots + p_r(n) \beta_r^{-n} \quad \text{and} \quad U_n = \tau_1 \alpha_1^{-n} + q_2(n) \alpha_2^{-n} + \cdots + q_r(n) \alpha_r^{-n}
\]

for some constants \(\kappa_1\) and \(\tau_1\) and some polynomials \(p_i, q_j \in \mathbb{C}[z]\). Explicitly,

\[
\kappa_1 = \frac{-1}{\beta_1 \ g_m'(\beta_1)} \quad \text{and} \quad \tau_1 = \frac{-1}{\alpha_1 \ g_n'(\alpha_1)}.
\]

Here we use the residue method for extracting partial fraction coefficients and Newton’s expansion; see the proof of [8, Theorem IV.9]. Moreover, the expressions in (13) and (14) hold simultaneously for all \(n > n_0\) for some constant \(n_0 \in \mathbb{N}\). In particular, by summing (13) and using the triangle inequality (for both sums and differences) we see that

\[
\kappa_2 \beta_1^{-m} - \kappa_3 m^{r_3} |\beta_2|^{-m} - \kappa_4 \leq \sum_{n=0}^{m} L_n \quad \text{and} \quad \sum_{n=0}^{m} U_n \leq \tau_2 \alpha_1^{-m} + \tau_3 m^{r_3} |\alpha_2|^{-m} + \tau_4
\]

holds for all \(m\) sufficiently large. Again, in the interest of being as explicit as possible (at least for the main terms), we have that

\[
\kappa_2 = \frac{\kappa_1 (\frac{1}{\beta_1})}{(\frac{1}{\beta_1}) - 1} = \frac{-1}{\beta_1 (1 - \beta_1) \ g_m'(\beta_1)} \quad \text{and} \quad \tau_2 = \frac{\tau_1 (\frac{1}{\alpha_1})}{(\frac{1}{\alpha_1}) - 1} = \frac{-1}{\alpha_1 (1 - \alpha_1) \ g_n'(\alpha_1)},
\]

obtained by summing the corresponding geometric series. Moreover, \(r_3\) (respectively \(r_4\)) is the maximum of the multiplicities of the roots of \(g_m\) (respectively \(g_n\)) minus one. Hence, after taking \(m = \lfloor Bu \rfloor\), combining (11) and (15), and absorbing \(u\) into the relevant constants, we see that

\[
\kappa_5 \ C_1^B - \kappa_6 \ B^{r_3} \ C_2^B - \kappa_4 \leq \# \{ f \in M_S : \log \deg(f) \leq B \} \leq \tau_5 \ C_3^B + \tau_6 \ B^{r_3} \ C_4^B + \tau_4
\]

holds for all \(B\) sufficiently large; here we use also that \(Bu - 1 \leq \lfloor Bu \rfloor \leq Bu + 1\), so that (some) of the relevant constants are given explicitly by

\[
C_1 = \frac{1}{\beta_1^u}, \quad \kappa_5 = \kappa_2 \beta_1 = \frac{1}{(\beta_1 - 1) \ g_m'(\beta_1)}, \quad C_2 = \frac{1}{|\beta_2|^u},
\]

\[
C_3 = \frac{1}{\alpha_1^u}, \quad \tau_5 = \frac{\tau_2}{\alpha_1} = \frac{1}{\alpha_1^2 (\alpha_1 - 1) \ g_n'(\alpha_1)}, \quad C_4 = \frac{1}{|\alpha_2|^u}.
\]

We note in particular that \(C_1 > C_2\) and \(C_3 > C_4\), since \(\beta_1 < |\beta_2|\) and \(\alpha_1 < |\alpha_2|\) by construction. Now suppose that \(P \in \mathbb{P}^N(\mathbb{Q})\) is such that \(h(P) > b_S := C_S/(d_S - 1)\), where
\( C_S \) and \( d_S \) are the constants from Definition 2.1 above. Then, Tate’s telescoping Lemma 2.2 implies that

\[
\deg(f)(h(P) - b_S) \leq h(f(P)) \leq \deg(f)(h(P) + b_S).
\]

Therefore, for all \( B \) we have the subset relations:

\[
\begin{align*}
\left\{ f \in M_S : \log \deg(f) &\leq \log \left( \frac{B}{h(P) + b_S} \right) \right\} \subseteq \left\{ f \in M_S : h(f(P)) \leq B \right\} \\
\subseteq \left\{ f \in M_S : \log \deg(f) &\leq \log \left( \frac{B}{h(P) - b_S} \right) \right\}.
\end{align*}
\]

(19)

In particular, if we replace \( B \) with \( \log(B/(h(P) + B_S)) \) on the left side of (17), replace \( B \) with \( \log(B/(h(P) - B_S)) \) on the right side of (17), and apply the change of base formulas for logarithms, then we deduce from (17) and (19) that

\[
\kappa_5 \left( \frac{B}{h(P) + b_S} \right)^{\log(C_1)} - \kappa_6 \log \left( \frac{B}{h(P) + b_S} \right)^{r_3} \left( \frac{B}{h(P) + b_S} \right)^{\log(C_2)} - \kappa_4
\]

\[
\leq \# \left\{ f \in M_S : h(f(P)) \leq B \right\}
\]

(20)

\[
\leq \tau_5 \left( \frac{B}{h(P) - b_S} \right)^{\log(C_3)} + \tau_6 \log \left( \frac{B}{h(P) - b_S} \right)^{r_4} \left( \frac{B}{h(P) - b_S} \right)^{\log(C_4)} + \tau_4.
\]

holds for all \( B \) sufficiently large and all initial points \( P \) such that \( h(P) > b_S \). Moreover, since most height counting problems on varieties are stated in terms of multiplicative heights, we replace \( B \) with \( \log B \) in (20) to obtain

\[
\left( \frac{\kappa_5}{(h(P) + b_S)^{\log(C_1)}} \right)^{\log(B)} - \left( \frac{\kappa_6}{(h(P) + b_S)^{\log(C_2)}} \right) \log \left( \frac{\log B}{h(P) + b_S} \right)^{r_3} \left( \frac{\log B}{h(P) + b_S} \right)^{\log(C_2)} - \kappa_4
\]

\[
\leq \# \left\{ f \in M_S : H(f(P)) \leq B \right\}
\]

(21)

\[
\leq \left( \frac{\tau_5}{(h(P) - b_S)^{\log(C_3)}} \right)^{\log(B)} + \left( \frac{\tau_6}{(h(P) - b_S)^{\log(C_4)}} \right) \log \left( \frac{\log B}{h(P) - b_S} \right)^{r_4} \left( \frac{\log B}{h(P) - b_S} \right)^{\log(C_4)} + \tau_4.
\]

Hence, after renaming the constants above, we see that there exist positive constants \( a_1(S, P, \delta), a_2(S, P, \delta), b_1(S, \delta), b_2(S, \delta) \) and \( B_S := e^{b_S} \) such that

\[
a_1(\log B)^{b_1} + o(\log B)^{b_1}) \leq \# \left\{ f \in M_S : H(f(P)) \leq B \right\} \leq a_2(\log B)^{b_2} + o(\log B)^{b_2}
\]

(22)

holds for all \( P \in \mathbb{P}^N(\overline{\mathbb{Q}}) \) with \( H(P) \geq B_S \). Moreover, \( b_1 \) and \( b_2 \) depend only on the set \( S \) and \( \delta \), and \( a_1 \) and \( a_2 \) (and the lower order terms) depend on \( S \), \( \delta \) and \( P \). Specifically, (14), (16) and (18) together imply

\[
a_1 = \frac{1}{(\beta_1 - 1) g_m'(\beta_1) \log \left( B_S H(P) \right)^{\log(\beta_1^{-u})}}, \quad b_1 = \log(\beta_1^{-u}),
\]

\[
a_2 = \frac{1}{\alpha_1^2 (\alpha_1 - 1) g_m'(\alpha_1) \log \left( \frac{H(P)}{B_S} \right)^{\log(\alpha_1^{-u})}}, \quad b_2 = \log(\alpha_1^{-u}).
\]

(23)
Moreover, since roots of polynomials can be approximated to any accuracy effectively, \( b_1 \) and \( b_2 \) can be computed effectively (also integers as in Lemma 2.6 can be produced effectively for all \( \delta \)). Therefore, to complete the proof of Theorem 1.1, we need only show that the difference \( b_2 - b_1 > 0 \) can be made arbitrarily small (by letting \( \delta \) go to zero); see (30) below. Then we set \( b = b_1 \) and \( b_2 = b_1 + \epsilon \) to deduce the claim in Theorem 1.1.

To do this, we use the Mean Value Theorem applied to the functions \( f(x) = -g_m(x) \) and \( h(x) = u \log(x) \) on the intervals \([\alpha_1, \beta_1]\). With this in mind, we begin with a few estimates, all of which follow easily from part (1) of Lemma 2.6:

\[
\frac{2\delta}{c_1} < \frac{2\delta u}{n_1} < \frac{2\delta}{c_1 - \delta}, \quad 1 < \frac{m_1}{n_1} < \frac{c_1 + \delta}{c_1 - \delta}, \quad \frac{u}{m_1} < \frac{1}{c_1}.
\]  

(24)

To simplify the expressions that follow, let \( \alpha = \alpha_1 \) and \( \beta = \beta_1 \). Then we set \( \delta = 0 \) can be computed effectively (also integers as in Lemma 2.6 can be produced effectively)

\[
\frac{1}{s} \leq \alpha.
\]  

(25)

In particular, (24) and (25) together imply the following lower bound on the derivative:

\[
f'(\alpha) = m_s \alpha^{m_s - 1} + \cdots + m_1 \alpha^{m_1 - 1} \geq m_1 \alpha^{m_1 - 1} \geq m_1 \left( \frac{1}{s} \right)^{\frac{m_1}{n_1}} \geq m_1 \left( \frac{1}{s} \right)^{\frac{c_1 + \delta}{c_1 - \delta}}.
\]  

(26)

Similarly, (24) and (25) together imply that:

\[
f(\alpha) = \alpha^{m_s - \frac{m_s}{u}} \cdot \alpha^{n_s} + \cdots + \alpha^{m_1 - \frac{m_1}{u}} \cdot \alpha^{n_1} - 1
\geq \alpha^{2\delta u} \cdot \alpha^{n_s} + \cdots + \alpha^{2\delta u} \cdot \alpha^{n_1} - 1
= \alpha^{2\delta u} (\alpha^{n_s} + \cdots + \alpha^{n_1}) - 1
= \alpha^{2\delta u} - 1 \geq \left( \frac{1}{s} \right)^{\frac{2\delta u}{n_1}} - 1 \geq \left( \frac{1}{s} \right)^{\frac{2\delta}{c_1 - \delta}} - 1.
\]

(27)

Here, we use also that \( 0 \leq \frac{m_i}{u} - \frac{n_i}{u} \leq 2\delta \) by construction; see Lemma 2.6 part (1). In particular, we deduce the following key upper bound:

\[
f(\alpha) \leq 1 - \left( \frac{1}{s} \right)^{\frac{2\delta}{c_1 - \delta}}.
\]  

(28)

We are now ready to apply the Mean Value Theorem to \( f(x) \) on \([\alpha, \beta] \). Specifically,

\[
m_1 \left( \frac{1}{s} \right)^{\frac{c_1 + \delta}{c_1 - \delta}} \leq f'(\alpha) = \min_{\alpha \leq x \leq \beta} f'(x) \leq \frac{f(\beta) - f(\alpha)}{\beta - \alpha} = \frac{-f(\alpha)}{\beta - \alpha} \leq 1 - \left( \frac{1}{s} \right)^{\frac{2\delta}{c_1 - \delta}}
\]

follows from (26), (27), and the Mean Value Theorem. Therefore, we have the estimate:

\[
0 \leq \beta - \alpha \leq \frac{1 - \left( \frac{1}{s} \right)^{\frac{2\delta}{c_1 - \delta}}}{m_1 \left( \frac{1}{s} \right)^{\frac{c_1 + \delta}{c_1 - \delta}}}
\]

(28)

Likewise, the Mean Value Theorem for \( h(x) = u \log(x) \) on \([\alpha, \beta] \), (25), and the fact that \( n_1 > 0 \) together yield

\[
0 \leq \frac{h(\beta) - h(\alpha)}{\beta - \alpha} \leq \max_{\alpha \leq x \leq \beta} h'(x) = h'(\alpha) = u \alpha^{-1} \leq su.
\]  

(29)
Hence, after combining (23), (24), (28) and (29), we deduce that
\[
0 \leq b_2 - b_1 = h(\beta) - h(\alpha) \leq s u \cdot 
\]
\[
1 - \left( \frac{1}{2} \right)^{\frac{2S}{C_1^2 - 3}} = \frac{m_1}{\left( \frac{1}{2} \right)^{\frac{2S}{C_1^2 - 3}}} \cdot \frac{1 - \left( \frac{1}{2} \right)^{\frac{2S}{C_1^2 - 3}}}{m_1} \leq \frac{s}{c_1} \cdot \frac{1 - \left( \frac{1}{2} \right)^{\frac{2S}{C_1^2 - 3}}}{\left( \frac{1}{2} \right)^{\frac{2S}{C_1^2 - 3}}} \quad (30)
\]
However, the upper bound in (30) goes to zero as \( \delta \) goes to zero. Therefore, the exponents \( b_1 \) and \( b_2 \) in (22) can be made arbitrarily close.

**Remark 10** If \( S \) has only two maps (\( s = 2 \)), then the trinomials \( g_n(z) = 1 - z^{n1} - z^{n2} \) and \( g_m(z) = 1 - z^{m1} - z^{m2} \) must have non-zero discriminant (in fact, here we need only that \( n_1 \neq n_2 \) and \( m_1 \neq m_2 \), making no assumptions on gcd’s); this fact follows easily from the discriminant formula in [11, Theorem 4]. In particular, \( r_3 \) and \( r_4 \) from (17) and (21) must be zero. Hence, we obtain simpler bounds for the number of functions of bounded degree (hence, also for the number of points of bounded height in orbits). For instance,
\[
\kappa_5 C_1^B - \kappa_6 C_2^B - \kappa_4 \leq \# \{ f \in M_S : \log \deg(f) \leq B \} \leq \tau_5 C_3^B + \tau_6 C_4^B + \tau_4
\]
holds for all \( B \) sufficiently large.

**Example 1** In particular, if \( S = \{ \phi_1, \phi_2 \} \) with \( \deg(\phi_1) = 2 \) and \( \deg(\phi_2) = 3 \), then we use the crude approximations
\[
\frac{79}{115} < \log(2) < \frac{80}{115} \quad \text{and} \quad \frac{126}{115} < \log(3) < \frac{127}{115}
\]
as inputs to Lemma 2.6 to obtain some explicit bounds for Theorem 1.1. Specifically,
\[
\left( \frac{1.46457}{\log(B_S H(P))^{0.78437}} \right) \log(B)^{0.78437} + o(\log(B)^{0.78437})
\]
\[
\leq \# \{ f \in M_S : H(f(P)) \leq B \}
\]
\[
\leq \left( \frac{1.48541}{\log(H(P))^{0.79232}} \right) \log(B)^{0.79232} + o(\log(B)^{0.79232})
\]
holds for all \( P \in \mathbb{P}^N(\mathbb{Q}) \) of sufficiently large height; here we use (18), (21) and Magma [6] to approximate roots of polynomials.

Lastly, we can use the bounds in Theorem 1.1 on the number of functions in free monoids satisfying a bounded height relation to give an upper bound on the number of points of bounded height in arbitrary monoid orbits.

**Proof of Corollary 1.2.** Let \( S = \{ \phi_1, \ldots, \phi_s \} \) be a set of endomorphisms all of degree at least 2. If \( s = 1 \) (i.e., \( S = \{ \phi \} \) contains just one map), then one may use the canonical height [30, §3.4] associated to \( \phi \) to reach the desired bound. Namely, the fact that \( |\hat{h}_\phi - h| \leq c_\phi \) and that \( \hat{h}(\phi^n(P)) = d_\phi^n \hat{h}_\phi(P) \) together imply that
\[
\left\{ n : n \leq \log_{d_\phi} \left( \frac{\log(B) - c_\phi}{\hat{h}_\phi(P)} \right) \right\} \subseteq \left\{ Q \in \text{Orb}(P) : H(Q) \leq B \right\}
\]
\[
\subseteq \left\{ n : n \leq \log_{d_\phi} \left( \frac{\log(B) + c_\phi}{\hat{h}_\phi(P)} \right) \right\}
\]
for all non-preperiodic \( P \). On the other hand, if \( P \) is preperiodic, then \( \text{Orb}_\phi(P) \) is finite. In particular, the number of points with (multiplicative) height at most \( B \) is certainly bounded above by a constant times \( \log \log(B) \ll \log(B) \) as claimed; hence, \( b = 1 \) in this case.

Now assume that \( s \geq 2 \), and let \( F_S \) be the free monoid generated by \( S \) under concatenation. Then, given a word \( w = \theta_1 \ldots \theta_n \in F_S \), we can define an action of \( w \) on \( \mathbb{P}^N(\overline{\mathbb{Q}}) \) via \( w \cdot P = \theta_1 \circ \cdots \circ \theta_n(P) \). Likewise, we define the degree of \( w \) to be \( \deg(\theta_1 \circ \cdots \circ \theta_n) \). In particular, (by counting words of bounded degree) it is straightforward to see that we can replace \( M_S \) with \( F_S \) in the proof of Theorem 1.1 and deduce that

\[
a_1 \log(B)^{b_1} + o(\log(B)^{b_1}) \leq \#\{w \in F_S : H(w \cdot P) \leq B\} \leq a_2 \log(B)^{b_2} + o(\log(B)^{b_2})
\]

for some constants \( a_1(P), a_2(P), b_1 \) and \( b_2 \) (whenever \( H(P) > B_S \), as before); here we can choose any \( \delta \) small enough to separate the logs of distinct degrees:

\[
\left| \log \deg(\phi) - \log \deg(\psi) \right| > \delta
\]

for all distinct \( \phi, \psi \in S \); see Remark 8. In particular, since every point \( Q \in \text{Orb}_S(P) \) is of the form \( Q = w \cdot P \) for some \( w \in F_S \), we have that

\[
\#\{Q \in \text{Orb}_S(P) : H(Q) \leq B\} \leq \#\{w \in F_S : H(w \cdot P) \leq B\} \leq a_2 \log(B)^{b_2} + o(\log(B)^{b_2}).
\]

Therefore, the number of points in \( \text{Orb}_S(P) \) with height at most \( B \) is \( \ll \log(B)^{b_2} \).

**Remark 11** It is likely that the statement and proof of Theorem 1.1 hold for height controlled sets of simultaneously polarizable maps on any projective variety. The main arithmetic ingredient, Tate’s telescoping Lemma 2.2, works perfectly well with this level of generality; see [12, Lemma 2.1]. Moreover, the other components of the proof (generating functions and diophantine approximation of degrees) don’t depend on \( \mathbb{P}^N \).

### 4 Counting points in orbits in dimension one

In this section, we prove Theorems 1.5 and 1.6 on monoid orbits over \( \mathbb{P}^1 \). To do this, we first show that the relevant sets of maps generate free monoids under composition. For critically separate and simple sets of rational maps, this follows directly from the main results of [25].

**Proposition 4.1** Let \( S = \{\phi_1, \ldots, \phi_s\} \) be a set of rational maps on \( \mathbb{P}^1(\mathbb{C}) \) all of degree at least four. If \( S \) is critically separate and critically simple, then \( M_S \) is a free.

**Proof** Suppose that \( f_1 = \theta_1 \circ \cdots \circ \theta_n = \tau_1 \circ \cdots \circ \tau_m = g_1 \) for some \( \theta_i, \tau_j \in S \). Without loss of generality, we may assume that \( n \geq m \). Clearly if \( n = m = 1 \), then \( \theta_1 = \tau_1 \) and there is nothing to prove. Therefore, we may assume that \( n \geq m > 1 \). Write \( f_2 = \theta_2 \circ \cdots \circ \theta_n \) and \( f_3 = \tau_2 \circ \cdots \circ \tau_m \) so that \( \theta_1(f_2) = \tau_1(f_3) \). However, since \( f_2 \) and \( f_3 \) are non-constant and \( S \) is critically separate, [25, Theorem 1.1] implies that \( \theta_1 = \tau_1 \). Likewise since \( S \) is critically simple and \( \deg(\theta_1) \geq 4 \), we see that \( f_2 = g_2 \) by [25, Theorem 1.3]. Repeating the argument above now for \( f_2 \) and \( g_2 \) (instead of \( f_1 \) and \( f_2 \)), we see that \( \theta_2 = \tau_2 \) and \( \theta_3 \circ \cdots \circ \theta_n = \tau_3 \circ \cdots \circ \tau_m \). We can clearly keep going to deduce that \( \theta_i = \tau_i \) for all \( 1 \leq i \leq m \). Finally, by equating degrees given by the original relation \( f_1 = g_1 \), we see that \( \deg(\theta_{m+1}) \cdots \deg(\theta_n) = 1 \), a contradiction unless \( n = m \). This completes the proof that \( M_S \) is free. \( \square \)
To prove that $M_S$ is free for the sets of polynomials in Theorem 1.6, it suffices to show that the curves
\[ C_k : \frac{\phi_k(x) - \phi_k(y)}{x - y} = 0 \quad \text{and} \quad C_{i,j} : \phi_i(x) = \phi_j(y) \quad \text{for } i \neq j \quad (31) \]
have only finitely many integral points over number fields. To do this, we need the integral point classification theorems in [4] and [33]. However, to put these results in context, we first recall the definition of Siegel factors and Siegel’s integral point theorem.

**Definition 4.2** A **Siegel polynomial** over a field $K$ is an absolutely irreducible polynomial $\Phi(x, y) \in K[x, y]$ for which the curve $\Phi(x, y) = 0$ has genus zero and has at most two points at infinity. A **Siegel factor** of a polynomial $\Psi(x, y) \in K[x, y]$ is a factor of $\Psi$ which is a Siegel polynomial over $K$.

The following result explains the relevance of Siegel factors in this context and is one of the most important results in arithmetic geometry; see Theorems 8.2.4 and 8.5.1 in [20].

**Theorem 4.3** (Siegel) Let $R$ be a finitely generated integral domain of characteristic zero, let $K$ be the field of fractions of $R$, and let $\Phi(x, y) \in K[x, y]$. Then there are only finitely many pairs $(x, y) \in R \times R$ for which $\Phi(x, y) = 0$ unless $\Phi(x, y)$ has a Siegel factor over $K$.

**Remark 12** Clearly if $K$ is a number field (viewed inside the complex numbers) and $\Phi(x, y)$ has no Siegel factors over $\mathbb{C}$, then $\Phi(x, y)$ has no Siegel factors over $K$. Therefore, to prove that the equation $\Phi(x, y) = 0$ has only finitely many solutions $(x, y)$ in some ring of $\mathcal{O}$-integers $R \subset K$, it suffices to show that $\Phi(x, y)$ has no Siegel factors over $\mathbb{C}$.

To use Siegel’s integral point theorem to prove that $M_S$ is free for the polynomials in Theorem 1.6, we need the following theorem of Bilu and Tichy [4, Theorem 10.1], which classifies the polynomials $\Phi(x, y) = F(x) - G(y)$ having a Siegel factor.

**Theorem 4.4** For non-constant $F, G \in \mathbb{C}[x]$, if $F(x) - G(y)$ has a Siegel Factor in $\mathbb{C}[x, y]$ then $F = R \circ E_1 \circ L_1$ and $G = R \circ E_2 \circ L_2$, where $R, L_1, L_2 \in \mathbb{C}[x]$ with $\deg(L_1) = \deg(L_2) = 1$ and either $(E_1, E_2)$ or $(E_2, E_1)$ is one of the following pairs (here $m, n \geq 1$ and $p \in \mathbb{C}[x] \setminus \{0\}$):

(a) $(x^m, x^r p(x)^m)$, where $r \in \mathbb{N}$ is coprime to $m$;
(b) $(x^2, (x^2 + 1)p(x)^2)$;
(c) $(T_m, T_n)$ with $\gcd(m, n) = 1$;
(d) $(T_m, -T_n)$ with $\gcd(m, n) > 1$;
(e) $((x^2 - 1)^3, 3x^4 - 4x^3)$.

**Remark 13** Technically, the statement above is a simplified version of [4, Theorem 10.1] taken from [10, Corollary 2.7]. For a more detailed description of the classification of pairs $(F, G)$ such that $F(x) - G(y)$ has a Siegel factor (with the relevant fields of definition taken into account), see [4].

With the necessary background in place, we are ready to prove that the generic sets of polynomials from the introduction generate free monoids under composition.

**Proposition 4.5** Let $S = \{\phi_1, \ldots, \phi_s\}$ be a set of polynomials defined over a number field $K$ with distinct degrees, and let $S$ be a finite set of places of $K$ (containing the archimedean ones) over which the coefficients of each $\phi_i$ are defined. Moreover, assume the following conditions:
(1) Each $\phi_i \in S$ is not of the form $R \circ E \circ L$ for some polynomial $R \in \mathbb{C}[x]$, some cyclic or Chebychev polynomial $E$, and some linear $L \in \mathbb{C}[x]$.

(2) For all $i \neq j$, we have that $\phi_j \neq \phi_i \circ P$ for all non-linear $P \in \mathbb{C}[x]$.

Then, the curves in (31) have at most finitely many $S$-integral points for all $i \neq j$ and all $k$. Furthermore, $M_S$ is a free monoid.

Proof The statement that each $C_k$ has at most finitely many $S$-integral points follows directly from condition (1), Theorem 4.3, and [33, Theorem 1.1]; Zannier has recently shown that such curves have at least 3 points at infinity over $\mathbb{C}$ and thus cannot have a Siegel factor over any number field. As for the curves $C_{i,j}$ for $i \neq j$, we use Theorem 4.3, Remark 12, and Theorem 4.4. Specifically, the pairs (b), (d), and (e) in Theorem 4.4 are ruled out by condition (1) only, simply by examining first coordinates; for case (e), we use also that $(x^2 - 1)^3 = R \circ E$, where $R(x) = (x - 1)^3$ and $E(x) = x^2$ is cyclic. Likewise, case (c) is ruled out by condition (1) unless $m = 1 = n$. However in this case, $\phi_i = R \circ L_1$ and $\phi_j = R \circ L_2$ for some $R \in \mathbb{C}[x]$ and some linear $L_1, L_2 \in \mathbb{C}[x]$ (the middle polynomials are both $T_1(x) = x$). But then $\deg(\phi_i) = \deg(R) = \deg(\phi_j)$, contradicting our assumption that the maps in $S$ have distinct degrees. Finally, it remains to rule out case (a). If case (a) holds, then again condition (1) forces $m = 1$. Hence up to reordering, $\phi_i = R \circ L_1$ and $\phi_j = R \circ E_2 \circ L_2$. But then $\phi_1 = R \circ L_1 \circ L_1^{-1} \circ E_2 \circ L_2 = \phi_i \circ P$, where $P = L_1^{-1} \circ E_2 \circ L_2$. Moreover, $\deg(P) > 1$ since $\deg(\phi_j) \neq \deg(\phi_i)$ by assumption. Therefore, $\phi_j = \phi_i \circ P$ for some non-linear $P \in \mathbb{C}[x]$, contradicting condition (2) of Proposition 4.5.

From here to show that $M_S$ is free, we use a similar argument to Proposition 4.1. Suppose that $f_1 = \theta_1 \circ \cdots \circ \theta_m = \tau_1 \circ \cdots \circ \tau_m = g_1$ for some $\theta_i, \tau_j \in S$. Without loss of generality, we may assume that $n \geq m$. Clearly if $n = m = 1$, then $\theta_1 = \tau_1$ and there is nothing to prove. Therefore, we may assume that $n \geq m > 1$. Write $f_2 = \theta_2 \circ \cdots \circ \theta_n$ and $g_2 = \tau_2 \circ \cdots \circ \tau_m$ so that $\theta_1(f_2) = \tau_1(g_2)$. Now if $\theta_1 \neq \tau_1$ and $O_S$ denotes the set of $S$-integral elements of $K$, then $(x, y) = (f_2(z), g_2(z))$ is an $S$-integral point on $C_{i,j}$ (where $\theta_1 = \phi_i$ and $\tau_1 = \phi_j$) for all $z \in O_S$. However, this contradicts the first conclusion of Proposition 4.5, and we deduce that $\theta_1 = \tau_1$. On the other hand if $f_2 \neq g_2$, then $f_2(z) \neq g_2(z)$ for infinitely many $z \in O_S$. Moreover, for such $z$ we have that $(x, y) = (f_2(z), g_2(z))$ is an $S$-integral point on $C_{i,j}$, also a contradiction. In particular, it must be the case that $f_2 = g_2$. Now replacing the pair $(f_1, g_1)$ with $(f_2, g_2)$ and repeating the argument above (until the $\tau$’s are exhausted) we deduce that $\theta_i = \tau_i$ for all $1 \leq i \leq m$. Finally, by equating degrees given by the original relation $f_1 = g_1$, we see that $\deg(\theta_{m+1}) \cdots \deg(\theta_n) = 1$, a contraction unless $n = m$. This completes the proof that $M_S$ is free. 

To complete the main remaining step in the proof of Theorems 1.5 and 1.6, (i.e., to pass from counting functions to counting points), we need to show that $f(P) = g(P)$ occurs rarely for $f, g \in M_S$ and $P$ of large enough height. This is largely achieved by ensuring that the rational or integral points on the curves in (31) are finite. Of course, we already know this for polynomials. However for critically separate and critically simple sets of rational maps, the finiteness we seek follows from the genus calculations in [25] and Faltings’ theorem:

Proposition 4.6 Let $S = \{\phi_1, \ldots, \phi_3\}$ be a set of rational maps on $\mathbb{P}^1(\overline{\mathbb{Q}})$ all of degree at least 4. If $S$ is critically separate and critically simple, then the curves in (31) have at most finitely many rational points over any number field.

Proof Since $S$ is critically separate, [25, Proposition 3.1] implies that each $C_{j,k}$ is an irreducible curve for all $j \neq k$. Likewise, it is shown on [25, p 208] that the genus of $C_{j,k}$ is
given by \((\deg(\phi_j) - 1)(\deg(\phi_k) - 1) \geq 9\). Hence, the \(C_{j,k}\) have at most finitely many rational points over any number field by Faltings’ theorem. Likewise, [25, Corollary 3.6] implies that each \(C_i\) is an irreducible curve. Moreover, it is shown on [25, p 210] that the genus of \(C_i\) is \((\deg(\phi_i) - 2)^2 \geq 4\). Hence, the \(C_i\) also have at most finitely many rational points over any number field by Faltings’ theorem.

In particular, we are now ready to prove our orbit counts for \(\mathbb{P}^1\) from the Sect. 1.

**Proof of Theorems 1.5 and 1.6.** Suppose that \(S\) is a critically separate and critically simple set of rational functions or that \(S\) is a set of polynomials satisfying the conditions of Theorem 1.6. Then in particular, \(M_S\) is free by Proposition 4.1 in the rational function case and Proposition 4.5 in the polynomial case. Hence, Theorem 1.1 implies that the number of functions \(f \in M_S\) satisfying \(H(f(P)) \leq B\), has the desired growth rate (in either case), whenever \(P\) has large enough height.

To pass from functions to points, we need to control when \(f(P) = g(P)\) is possible for \(f, g \in M_S\). With this in mind, let \(R_P \subset K\) be a ring of \(S\)-integers in some number field \(K\) (not the same \(S\) as the set of functions) containing \(P\) and the coefficients of the maps in \(S\). Then define the quantities

\[
\kappa_P := \max \left\{ h(x) : (x, y) \in C_i(K) \text{ or } (x, y) \in C_{j,k}(K) \text{ for some } y \in K \text{ and some } i, j, k \right\}
\]

in the rational function case and

\[
\kappa_P := \max \left\{ h(x) : (x, y) \in C_i(R_P) \text{ or } (x, y) \in C_{j,k}(R_P) \text{ for some } y \in R_P \text{ and some } i, j, k \right\}
\]

in the polynomial case. Then \(\kappa_P\) is finite by Propositions 4.6 and 4.5 in either case. Now given \(f = \theta_1 \circ \theta_2 \circ \cdots \circ \theta_n \in M_S\), define the length of \(f\) to be \(\ell(f) = n\); note that this quantity is well-defined since \(M_S\) is free. Moreover letting \(v = (1, \ldots, 1)\), we see that \(\ell = \ell_{S,v}\) in our earlier notation. Next, recall the constant \(b_S\) given by \(b_S = C_S/(d_S - 1)\), where \(C_S\) and \(d_S\) are the height constants in Definition 2.1 above. Then, Tate’s telescoping Lemma 2.2 implies that if \(h(\rho(P)) \leq \kappa_P\) for some \(P\) with \(h(P) > 2b_S\) and some \(\rho \in M_S\), then

\[
2^{\ell(\rho)}b_S \leq \deg(\rho)(h(P) - b_S) \leq h(\rho(P)) \leq \kappa_P.
\]

Hence, the length of such \(\rho\) is bounded; specifically, \(\ell(\rho) \leq \max \{1, \log_2(\kappa_P/b_S)\}\) := \(r_P\), from which we deduce the following fact.

**Lemma 4.7** Suppose that \(S\) satisfies the conditions of Theorems 1.5 or 1.6 and let \(\rho \in M_S\). If \(\ell(\rho) > r_P\), \(h(P) > 2b_S\), and \(\theta(\rho(P)) = \tau(P')\) for some \(P' \in R_P\) and some \(\theta, \tau \in S\), then \(\theta = \tau\) and \(\rho(P) = P'\).

In particular, this allows us to control the number of functions in \(M_S\) that can agree at \(P\).

**Lemma 4.8** Suppose that \(S\) satisfies the conditions of Theorems 1.5 or 1.6 and \(h(P) > 2b_S\). Then there is a constant \(t_{P,S}\) depending only on \(P\) and \(S\) such that

\[
\# \left\{ f \in M_S : f(P) = Q \right\} \leq t_{P,S}
\]

holds for all but finitely many \(Q \in \text{Orb}_S(P)\).

**Proof** Fix a number field \(K\) containing the coefficients of the maps in \(S\) and over which \(P\) is defined. Let \(d_S = \max\{\deg(\phi) : \phi \in S\}\) and suppose that \(Q \in \text{Orb}_S(P)\) satisfies

\[
h(Q) > d_S^{r_P+1}(h(P) + b_S),
\]
true of all but finitely many $Q$ by Northcott’s Theorem; each $Q \in \text{Orb}_S(P) \subseteq \mathbb{P}_1(K)$ by construction of $K$. Then, it follows from Tate’s telescoping Lemma 2.2 that $\ell(f) > r_P + 1$ for all $f \in M_S$ with $f(P) = Q$; otherwise,

$$h(Q) = h(f(P)) \leq \deg(f)(h(P) + b_S) \leq \deg(\ell(f))(h(P) + b_S) \leq \deg r_P + 1(h(P) + b_S),$$

a contradiction. In particular, each function taking the value of $Q$ at $P$ has length strictly larger than $r_P + 1$. Now, let $f_Q \in M_S$ be a function of smallest length taking the value of $Q$ at $P$. Then $\ell(f_Q) > r_P + 1$ and we may write $f_Q = \tau_1 \circ \cdots \circ \tau_m \circ \rho_Q$ for some $\tau_i \in S$, some $m \geq 1$, and some $\rho_Q \in M_S$ of length $r_P + 1$. Likewise, for any other $f \in M_S$ with $f(P) = Q$, we may write $f = \theta_1 \circ \cdots \circ \theta_m \circ q_f \circ \rho_f$ for some $\theta_i \in S$, some $q_f \in M_S$, and some $\rho_f \in M_S$ of length $r_P + 1$; here we use the minimality of the length of $f_Q$. Then $f(P) = f_Q(P)$ implies:

$$\theta_1 \circ \cdots \circ \theta_m \circ q_f \circ \rho_f(P) = \tau_1 \circ \cdots \circ \tau_m \circ \rho_Q(P). \quad (33)$$

Now for all $1 \leq i \leq m$, let $\rho_i = \theta_{i+1} \circ \cdots \circ \theta_m \circ q_f \circ \rho_f$ and $P'_i = \tau_{i+1} \circ \cdots \circ \tau_m \circ \rho_Q(P)$. In particular, (33) becomes

$$\theta_1 \circ \rho_1(P) = \tau_1(P').$$

On the other hand, $P'_i \in R_P$ by definition of $R_P$ and $\ell(\rho_i) \geq \ell(\rho_f) = r_P + 1 > r_P$ for all $i$. Hence, Lemma 4.7 applied to $\rho = \rho_1$, $P' = P'_1$, $\theta = \theta_1$, and $\tau = \tau_1$ implies that $\theta_1 \circ \rho_1 = \tau_1$ and $\rho_1(P) = P'_1$. Therefore,

$$\theta_2 \circ \cdots \circ \theta_m \circ q_f \circ \rho_f(P) = \tau_2 \circ \cdots \circ \tau_m \circ \rho_Q(P).$$

Repeating the same argument, this time with $\rho = \rho_2$, $P' = P'_2$, etc., we see that Lemma 4.7 implies that $\theta_2 \circ \rho_2 = \tau_2$ and $\rho_2(P) = P'_2$. We can clearly continue this argument ($m$-times) and obtain that

$$q_f \circ \rho_f(P) = \rho_Q(P) \quad \text{and} \quad \theta_i \circ \rho_i = \tau_i \quad \text{for all} \ 1 \leq i \leq m. \quad (34)$$

On the other hand, Tate’s Telescoping Lemma 2.2 and the fact that $h(P) > 2b_S$ imply the lower bound

$$2^{r_P + 1}b_S \leq \deg(\rho_f)(h(P) - b_S) \leq h(\rho_f(P)). \quad (35)$$

Likewise, we have the upper bound

$$h(\rho_Q(P)) \leq \deg(\rho_Q)(h(P) + b_S) \leq \deg r_P + 1(h(P) + b_S). \quad (36)$$

Hence, after combining (34), (35) and (36) with Lemma 2.2 applied to the map $q_f$, we see that

$$\deg(q_f)(2^{r_P + 1} - 1)b_S \leq \deg(q_f)(h(\rho_f(P)) - b_S) \leq h(q_f \circ \rho_f(P)) = h(\rho_Q(P)) \leq \deg r_P + 1(h(P) + b_S).$$

In particular, dividing both sides of the inequality above by $(2^{r_P + 1} - 1)b_S$, we deduce that

$$2^{\ell(q_f)} \leq \deg(q_f) \leq \frac{\deg r_P + 1(h(P) + b_S)}{(2^{r_P + 1} - 1)b_S}. \quad (37)$$

Hence the length of $q_f$ is bounded. But $S$ is a finite set of maps, so the number of possible $q_f$’s is finite. Likewise, the length of $\rho_f$ is $r_P + 1$ is bounded, and so there are only finitely many possible $\rho_f$’s. In summation, we have shown that if $f \in M_S$ is any function with
\[ f(P) = Q, \text{ then } f = \tau_1 \circ \cdots \circ \tau_m \circ q_f \circ \rho_f \text{ such that: the } \tau_i \text{ are fixed, and the number of possible } q_f \text{'s and } \rho_f \text{'s are bounded independently of } Q. \text{ Specifically, we have that} \]

\[ \# \{ f \in M_S : f(P) = Q \} \leq s^{r_p + 1} \left( \frac{d_P^{r_p + 1}(h(P) + b_S)}{(2^p + 1)(h(P) + b_S)} \right)^{r_p - 1} \]

holds for all \( Q \in \text{Orb}_S(P) \) with \( h(Q) > d_P^{r_p + 1}(h(P) + b_S) \), which proves the claim.

We now finish the proof of Theorems 1.5 and 1.6. Note that Lemma 4.8 implies that:

\[ \left( \log B \right)^b \ll \# \{ Q \in \text{Orb}_S(P) : H(Q) \leq B \} \ll \left( \log B \right)^b + \epsilon \]

as desired.

**Remark 14** In higher dimensions, it is possible that one can attack Conjecture 1.3 in a similar manner to that above, provided that one can give a reasonable condition ensuring that the set of rational/integral points on the variety \( V_{f, g} = \{ (P, Q) \in \mathbb{P}^N \times \mathbb{P}^N : f(P) = g(Q) \} \) is not Zariski dense (for all distinct \( f, g \in M_S \) of some fixed length) in \( V_{f, g} \). To do this, it may be necessary to assume the Bombieri–Lang Conjecture.

### 5 More on free monoids

Since the results and conjecture within this paper are chiefly concerned with free monoids, it would be useful to have an explicit way to check that a given set of morphisms of \( \mathbb{P}^N \) generates a free monoid (especially when \( n \geq 2 \)). One possibility, by analogy with Proposition 4.1 above in dimension one, is to try and use generalizations of Picard’s Theorem in higher dimensions; see for instance [21]. On the other hand, for sets of polynomials there is a much more straightforward way of ensuring that the corresponding monoid is free, without reference to critical values or to compositional decompositions as in Theorem 1.6. Namely, it suffices to check that the set of degrees and the set of leading coefficients both form multiplicatively independent sets. This is perhaps known to the experts. However without a reference, we include a proof for completeness and to motivate possible generalizations to affine morphisms in higher dimensions. Our argument is inspired by the proof of [16, Lemma 3.2].

**Theorem 5.1** Let \( S = \{ \phi_1, \ldots, \phi_s \} \) be a set of polynomials defined over a field \( K \) of characteristic zero, and let \( a_i x^{d_i} \) denote the leading term of \( \phi_i \). If \( \{ d_1, \ldots, d_s \} \) is a multiplicatively independent set in \( \mathbb{Z} \) and \( \{ a_1, \ldots, a_s \} \) is a multiplicatively independent set in \( K^* \), then \( M_S \) is a free monoid.

**Proof.** As the statement of the theorem suggests, it suffices to study the monoid generated by the leading terms in \( S \). To make this statement precise, we note the following lemma:
Lemma 5.2 Let $S = \{\phi_1, \ldots, \phi_s\}$ be a set of polynomials defined over a field $K$, let $a_i x^{d_i}$ denote the leading term of $\phi_i$, and let $S' = \{a_1 x^{d_1}, \ldots, a_s x^{d_s}\}$. If $M_{S'}$ is a free monoid, then $M_S$ is a free monoid.

Proof This statement is a simple consequence of the fact that $\text{lt}(f \circ g) = \text{lt}(f) \circ \text{lt}(g)$ for all $f, g \in K[x]$; here $\text{lt}(\cdot)$ denotes the leading term of a polynomial. To see this, suppose that $M_{S'}$ is a free monoid and that there is some relation

$$\theta_1 \circ \theta_2 \circ \cdots \circ \theta_n = \tau_1 \circ \tau_2 \circ \cdots \circ \tau_m$$

(38)

for some $\theta_i, \tau_j \in S$. Then, in particular, we have an equality of leading terms,

$$\text{lt}(\theta_1) \circ \text{lt}(\theta_2) \circ \cdots \circ \text{lt}(\theta_n) = \text{lt}(\tau_1) \circ \text{lt}(\tau_2) \circ \cdots \circ \text{lt}(\tau_m).$$

But this is a relation in $M_{S'}$, which is free on the letters in $S'$. Therefore, $n = m$ and $\text{lt}(\theta_i) = \text{lt}(\tau_i)$. However, again since $M_{S'}$ is free, $\text{lt}(\theta_i) = \text{lt}(\tau_i)$ implies that $\theta_i = \tau_i$. Hence the relation in (38) is a trivial one. \hfill \Box

Now back to the proof of Theorem 5.1. In particular, in light of Lemma 5.2, we may assume that $S = \{\phi_1, \ldots, \phi_s\}$ is a set of monomials with $\phi_i = a_i x^{d_i}$, that $\{d_1, \ldots, d_s\}$ is a multiplicatively independent set in $\mathbb{Z}$, and that $\{a_1, \ldots, a_s\}$ is a multiplicatively independent set in $K^*$. Now, given $F = \theta_1 \circ \cdots \circ \theta_n \in M_S$ and $\phi \in S$, we define $e_\phi(F) = \# \{j \mid \theta_j = \phi\}$ to be the number of $\phi$’s appearing in the string defining $F$ (strictly speaking this is an abuse of notation; $e_\phi$ is a function on words). In particular, if there is a relation $F = G$ for some $F, G \in M_S$, then we see that

$$d_1^{e_{\phi_1}(F)} \cdots d_s^{e_{\phi_s}(F)} = \deg(F) = \deg(G) = d_1^{e_{\phi_1}(G)} \cdots d_s^{e_{\phi_s}(G)}.$$  

(39)

However, the $d_i$’s are multiplicatively independent by assumption, so that $e_{\phi_i}(F) = e_{\phi_i}(G)$ for all $i$. In particular, the strings defining $F$ and $G$ have the same length (i.e., the total number of letters from $S$) equal to $n = \sum e_{\phi_i}(F)$. Hence,

$$F = \theta_1 \circ \cdots \circ \theta_n = \tau_1 \circ \cdots \circ \tau_n = G \quad \text{for some } \theta_i, \tau_i \in S.$$  

(40)

Moreover, $e_{\phi_i}(F) = e_{\phi_i}(G)$ for all $i$. From here, we will show that $\theta_i = \tau_i$ by induction on the length $n$. The $n = 1$ case is clear. For $n > 1$, if (40) holds then

$$F' \circ \theta = F = G = G' \circ \tau$$  

(41)

for some $\theta, \tau \in S$ and some monomials $F'$ and $G'$ given by strings of length $n - 1$ of elements of $S$. We proceed in cases.

Case(1): Suppose that $\theta = \tau$, and write $\theta = ax^d, F' = a_{F'} x^{\deg(F')} = a_{G'} x^{\deg(F')}$. Here we use that $\deg(F) = \deg(G)$ and $\theta = \tau$, so that $\deg(F') = \deg(G')$. Therefore, (41) becomes

$$a_{F'} x^{\deg(F')} = a_{G'} x^{\deg(F')}.$$  

and we deduce that $a_{F'} = a_{G'}$. However, then $F' = a_{F'} x^{\deg(F')} = a_{G'} x^{\deg(F')} = G'$ and $F', G' \in M_S$ are polynomials obtained by composing strings of elements of $S$ of length $n - 1$. In particular, we may deduce that $\theta_i = \tau_i$ for all $i < n$ by induction. On the other hand, $\theta_n = \tau = \tau_n$ by construction. Therefore, $\theta_i = \tau_i$ for all $i \leq n$ as claimed.

Case(2): Suppose that $\theta \neq \tau$. We fix some notation. Given a string $\theta_1 \ldots \theta_m$ of elements of $S$, write

$$f = \theta_1 \circ \cdots \circ \theta_m = a f x^{\deg(f)} = (a_1^{n_1} \cdots a_s^{n_s}) x^{\deg(f)}.$$  

Springer
Then define the \(a_i\)-degree of \(f\) (or more accurately, the \(a_i\)-degree of the corresponding string) to be \(\deg_a(f) = n_i\). Note that this construction is well-defined since the leading coefficient \(a_f\) is in the (multiplicative) semigroup generated by the \(a_i\’s\) and the \(a_i\’s\) are multiplicatively independent by assumption. Now write \(\theta = ax^d\). Then we will show that \(\deg_a(F) \neq \deg_a(G)\), a contradiction, using (41), the fact that \(\theta \neq \tau\), and the following elementary observations about \(a\)-degrees:

**Lemma 5.3** Let \(S\) be as in Theorem 5.1 and let \(\theta = ax^d \in S\). Then the following statements hold:

1. If \(f_1, f_2, g \in M_S\), \(\deg_a(f_1) \leq \deg_a(f_2)\), and \(\deg(f_1) \leq \deg(f_2)\), then \(\deg_a(f_1 \circ g) \leq \deg_a(f_2 \circ g)\).

2. Let \(f \in M_S\), and suppose that \(e_{\theta}(f) = e \geq 1\). Then \(\deg_a(f) \leq \frac{d^e-1}{d-1} \cdot \frac{\deg(f)}{d^e}\).

We grant Lemma 5.3 for now and return to the proof later. To see that \(\deg_a(F) \neq \deg_a(G)\) in Case 2, let \(e = e_{\theta}(F) = e_{\theta}(G)\) be the number of \(\theta\’s\) appearing in the strings defining \(F\) and \(G\). Then, writing \(F = F' \circ \theta\) as in (41), we see that

\[
\deg_a(F) = \deg_a(F') + \deg(F') \deg_a(\theta) = \deg_a(F') + \deg(F') \geq \deg(F').
\]  

(42)

On the other hand, Lemma 5.3 part (2) applied to \(f = G'\) implies that

\[
\deg_a(G) = \deg_a(G') + \deg(G') \deg_a(\tau) = \deg_a(G') \leq \frac{d^e-1}{d-1} \cdot \frac{\deg(G')}{{\frac{d^e}{d^e}}}. 
\]  

(43)

Here we use that \(G = G' \circ \tau\) and that \(\deg_a(\tau) = 0\), since \(\theta \neq \tau\) and the leading coefficients of the elements in \(S\) are multiplicatively independent. Therefore, if \(\deg_a(F) = \deg_a(G)\), then (41), (42), (43) together imply that

\[
\deg(\tau) \deg(F) = \deg(\tau) d \deg(F') \\
\leq \deg(\tau) d \deg_a(F) \\
= \deg(\tau) d \deg_a(G) \\
\leq \frac{d^e-1}{d-1} \cdot \frac{\deg(\tau) \deg(G')}{d^e} \\
\leq \frac{d^e-1}{d-1} \cdot \frac{\deg(G)}{d^e} \\
< \frac{d^e-1}{d-1} \cdot \frac{d}{d^e} \\
= \frac{d}{d-1} \deg(G).
\]  

(44)

However, \(F = G\) so that \(\deg(F) = \deg(G)\). In particular, (44) implies that

\[
2 \leq \frac{d}{d-1} < \frac{d}{d-1} \leq 2,
\]

a contradiction. Therefore, \(\deg_a(F) \neq \deg_a(G)\) and Case 2 is incompatible with (41). Therefore, any relation in \(M_S\) must be of the form in Case 1. However, since we have settled Theorem 5.1 in this case by induction, \(M_S\) is a free monoid as claimed. \(\square\)

We now include a proof of Lemma 5.3 regarding \(a\)-degrees.
(Lemma 5.3) The first statement is a simple consequence of the definition of $a$-degrees. Suppose that $f_1, f_2, g \in M_S$, that $\deg_a(f_1) \leq \deg_a(f_2)$, and that $\deg(f_1) \leq \deg(f_2)$. Then

$$\deg_a(f_1 \circ g) = \deg_a(f_1) + \deg_a(g) \cdot \deg(f_1) \leq \deg_a(f_2) + \deg_a(g) \cdot \deg(f_2) = \deg_a(f_2 \circ g)$$

as claimed. For the second statement, let $f \in M_S$ and suppose that $e_0(f) = e \geq 1$. Then, we may write

$$f = g_{t+1} \circ \theta^t \circ g_t \circ \cdots \circ g_2 \circ \theta^1 \circ g_1$$

for some $g_i \in M_S$ with $\deg_a(g_i) = 0$, some $t \geq 1$, and some $r_i \geq 0$ with $\sum_{i=1}^t r_i = e$. We will show by induction on $t$ that

$$\deg_a(f) \leq \deg_a(g_{e+1} \circ g_e \cdots \circ g_1 \circ \theta^e),$$

from which statement (2) of the Lemma easily follows. If $t = 1$, then

$$\deg_a(g_2 \circ \theta^t \circ g_1) = \deg(g_2) \deg_a(\theta^t) \leq \deg(g_2) \deg(g_1) \deg_a(\theta^t) \leq \deg_a(g_2 \circ g_1 \circ \theta^t).$$

Here we use that $\deg_a(g_i) = 0$. On the other hand, assume that $t > 1$ and that (46) is true for polynomials of the form in (45) with $t - 1$ appearances of substrings of the form $\theta^r$. Then given $f$ as in (45), let $f_1 = g_{t+1} \circ \theta^t \circ g_t \circ \theta^{r_{t-1}} \circ \cdots \circ g_2$, let $f_2 = g_{t+1} \circ \cdots \circ g_2 \circ \theta^{r_{t-1}}$ where $r = \sum_{i=2}^t r_i$, and let $g = \theta^{r_1} \circ g_1$. Then $f = f_1 \circ g$ and $\deg(f_1) = \deg(f_2)$. Hence, part 1 of Lemma 5.3 and the induction hypothesis together imply that

$$\deg_a(f) = \deg_a(f_1 \circ g) \leq \deg(f_2 \circ g) = \deg_a((g_{t+1} \circ \cdots \circ g_2) \circ \theta^e \circ g_1).$$

(47)

On the other hand letting $g' = g_{t+1} \cdots \circ g_2$, we see that the $t = 1$ case above applied to $g' \circ \theta^e \circ g_1$ in place of $f$ implies that

$$\deg_a((g_{t+1} \circ \cdots \circ g_2) \circ \theta^e \circ g_1) \leq \deg_a((g_{t+1} \circ \cdots \circ g_1) \circ \theta^e).$$

(48)

Therefore after combining (47) and (48), we establish (46) as claimed. Finally, the bound in part 2 of Lemma 5.3 follows easily from (46), the fact that

$$\deg_a(\theta^e) = (d^{e-1} + \cdots + d + 1) = (d^e - 1)/(d - 1),$$

and that $\deg(g_{t+1} \circ \cdots \circ g_1) = \deg(f)/d^e$. This completes the proof.

Remark 15 Although most sets generate free monoids, it would be interesting to study the height growth rates in monoid orbits which are not free (or free commutative). For polynomial semigroups there is a Tits alternative [3], so either $M_S$ contains a free subsemigroup or it has linear growth. As a test case, one might consider the following example from [16, Remark 1.5]: let $\omega$ be a primitive cube root of unity and let $F(x) = x^2$ and $G(x) = \omega x^2$. Then the monoid generated by $S = \{F, G\}$ has three independent relations: $F^2 = G^2$, $F^2 \circ G = G \circ F^2$, and $G \circ F \circ G = F \circ G \circ F$.
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