Less is More: Simplifying Feature Extractors Prevents Overfitting for Neural Discourse Parsing Models
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Abstract

Complex feature extractors are widely employed for text representation building. However, these complex feature extractors can lead to severe overfitting problems especially when the training datasets are small, which is especially the case for several discourse parsing tasks. Thus, we propose to remove additional feature extractors and only utilize self-attention mechanism to exploit pretrained neural language models in order to mitigate the overfitting problem. Experiments on three common discourse parsing tasks (News Discourse Profiling, Rhetorical Structure Theory based Discourse Parsing and Penn Discourse Treebank based Discourse Parsing) show that powered by recent pretrained language models, our simplified feature extractors obtain better generalizabilities and meanwhile achieve comparable or even better system performance. The simplified feature extractors have fewer learnable parameters and less processing time. Codes will be released and this simple yet effective model can serve as a better baseline for future research.

1 Introduction

Discourse Parsing derives a form of discourse structure that may consist of roles of individual sentences, relations between sentences or relations between a sentence and a larger text unit, and the derived discourse are widely useful for many NLP applications (Yu et al., 2020; Meyer and Popescu-Belis, 2012; Ji et al., 2016). We focus on three discourse parsing tasks in this paper, news discourse profiling (Choubey et al., 2020), RST (Rhetorical Structure Theory) style and PDTB (Penn Discourse Treebank) style discourse parsing tasks (Mann and Thompson, 1988; Prasad et al., 2008).

Like many other recent NLP systems, neural discourse parsing models often employ complex feature extractors on top of neural language models for text representation building. For instance, for news discourse profiling, (Choubey et al., 2020; Choubey and Huang, 2021) use 2 Long Short-Term Memory networks (LSTM) (Hochreiter and Schmidhuber, 1997) with self-attention modules to obtain context-aware sentence embeddings. For RST style discourse parsing, (Kobayashi et al., 2020; Koto et al., 2021; Yu et al., 2022) use several LSTM or Transformer (Chorowski et al., 2015) layers for building sentence representations. For PDTB style discourse parsing, (Dai and Huang, 2018; Bai and Zhao, 2018; Liu et al., 2021; Munir et al., 2021) also use LSTM layers, and some of them use additional convolution layers or extra memory bank to create sentence embeddings.

However, we find these models overfitting the training data quickly, presumably because their complex feature extractors need large datasets to train while discourse parsing tasks often lack an-
notated data. This quick overfitting is undesirable, resulting in a poor generalization ability of these models.

Since neural language models (Peters et al., 2018; Devlin et al., 2019; Raffel et al., 2020) have been trained on numerous corpora, they generalize well and may be already very capable in generating useful sentence representations. Thus, we propose to remove additional feature extractors and only utilize the self-attention mechanism to further exploit pretrained neural language models to produce properly adjusted sentence embeddings for discourse-level tasks. The weights of pretrained language models are fixed to preserve their generalization abilities, and only parameters of self-attention layers are to be learned. Take the News Discourse Profiling task as an example, the two recent models (Choubey et al., 2020; Choubey and Huang, 2021) are susceptible to severe overfitting problems as shown in Figure 1. For these two models, the gaps between their training and validation loss curves grow dramatically within 10 epochs, which indicates these two models overfit with training data easily (near zero training loss) and fail to generalize to new data (high validation loss). In contrast, the validation loss of our simplified model remains stable all the time and the gap between its training and validation loss is kept small, indicating our simplified model achieves better generalizability.

We name our simple self-attention based model as LiMNet, where LiM stands for Less is More. In this model, all additional feature extractors are removed from the encoder and two self-attention modules (Bahdanau et al., 2014; Chorowski et al., 2015) are utilized to get the local sentence embedding $1$ and the global sentence shift. These two embeddings of different reception fields are fused and sent to the task-specific predictors. Extensive experiments and analysis on three discourse parsing tasks including News Discourse Profiling, RST style and PDTB style Discourse Parsing show that LiMNet largely prevents the overfitting problem. Meanwhile, powered by recent pretrained language models, our simplified model achieves comparable or even better system performances with fewer learnable parameters and less processing time on the tasks.

The contributions of this paper are threefold:

- To our best knowledge, we are the first proposing to reduce overfitting by removing additional feature extractors and making greater use of pretrained language models
- Our model alleviates the severe overfitting problem and improves generalization abilities on all the three discourse parsing tasks mentioned above
- Our model is simple yet effective, and it achieves promising performances on these tasks with less processing time and fewer learnable parameters

2 Discourse Parsing Tasks and Models

In this section, we introduce the tasks and models in neural discourse parsing that we focus on and compare the differences between baseline models and our model.

2.1 News Discourse Profiling

News Discourse Profiling (Choubey et al., 2020) is a task focusing on the role of each sentence in news articles (Van Dijk, 1986, 2013; Pan and Kosicki, 1993). It aims to understand the whole discourse in a higher-level by identifying the main event with supporting content.

Baseline: We use (Choubey et al., 2020) as our baseline model as shown in Figure 2(a). The first Bi-LSTM layer with self-attention module is used upon word embeddings to calculate sentence embeddings, and the second is used to obtain document embedding. Then the final output vector for each sentence is calculated by the combination of sentence embedding and document embedding.

Updated Baseline: The language model used in the original baseline is ELMo (Peters et al., 2018). For fair comparison, we utilize word embeddings from T5 (Raffel et al., 2020) language model as the input while the baseline model keeps unchanged. Further experiments are conducted in ablation study to explore the effects of different language models.

Our model: As discussed above, introducing extra feature extractors requires more data for training while discourse parsing tasks often lack annotated data, which leads to quick overfitting on training data. Thus we remove the word-level and sentence-level Bi-LSTM layers in the baseline, and only utilize 2 self-attention modules to better exploit the

---

1 We call Elementary Discourse Unit embeddings in RST, Discourse Unit embeddings in PDTB both as sentence embeddings and do not distinguish them strictly.
Figure 2: A brief illustration of feature extractor structures of baseline models and our model. (a) is the baseline model for news discourse profiling task, (b) is the baseline model for RST discourse parsing task, (c) is the baseline model for PDTB discourse parsing task and (d) is our LiMNet. Word represents input word embeddings, POS represents part-of-speech embeddings, Syntax represents syntax features. SA represents self-attention module. All the baseline models (a)(b)(c) utilize word-level and sentence-level LSTM feature extractors for sentence representation building, which may lead to severe overfitting. Our model (d) removes these additional feature extractors to prevent overfitting.

 pretrained language model shown in Figure 2(d). Specifically, the first self-attention module is used to build representative local sentence embeddings similar to the baseline. The second self-attention module is utilized to calculate the global sentence shifts, aiming to model global contextual information for each sentence. This simplification not only alleviates the overfitting problem, but also reduces the number of parameters and processing time simultaneously.

2.2 RST Discourse Parsing

The purpose of Rhetorical Structure Theory based Discourse Parsing (RST)(Mann and Thompson, 1988; Carlson et al., 2001) is to present a discourse by using a hierarchical rhetorical tree, where each leaf represents an elementary discourse unit (EDU).

Baseline: We use (Koto et al., 2021) (LSTM version with static oracle) as our baseline model as shown in Figure 2(b). The first Bi-LSTM followed by an average pooling is utilized upon the concatenation of word and part-of-speech (POS) embeddings in each elementary discourse unit (EDU). The second Bi-LSTM is utilized upon the syntax features from (Dozat and Manning, 2017). The sentence embeddings are obtained by combining

the above 2 embeddings with additional EDU type embeddings. Then a third Bi-LSTM layer is further deployed to get the final output embeddings.

Updated Baseline: The language model used in the baseline is GloVe (Pennington et al., 2014), which is outdated and may not contain enough contextual information to support the removal of feature extractors. Therefore, we update the baseline to support T5 language model. Both POS embedding and syntax features used in baseline are word-specific, while the tokens from T5 are not word-specific, leading to mismatch problems, thus we discard the POS embeddings, syntax features and the Bi-LSTM with it. In updated baseline, the first Bi-LSTM layer with average pooling is used upon input T5 word embeddings for local sentence construction. And another Bi-LSTM layer is utilized to model contextual relation and the EDU type embeddings are added to the output.

Our model: Our model uses the same word embeddings as the updated baseline. However, compared with the updated baseline, our model further replaces all the LSTM layers with self-attention modules as shown in Figure 2(d). For the discourse unit segmentation step, we use the same segmenter as in their experiments.

2.3 PDTB Discourse Parsing

Penn Discourse Treebank based Discourse Parsing (PDTB)(Prasad et al., 2008) focuses more on the relation between 2 local discourse units.

Baseline: Most of PDTB models only consider the relation between adjacent arguments and neglect the global contextual relation of the whole discourse. (Dai and Huang, 2018) is the first context aware method which models the interdependencies between discourse units at paragraph level. The input of this model is the continuous discourse units (DUs) in the same paragraph instead of a single DU pair. Thus we choose (Dai and Huang, 2018) as our PDTB baseline where a word-level Bi-LSTM followed by a max pooling is utilized to construct the sentence representations. Then a second Bi-LSTM is further utilized upon the obtained sentence embeddings to obtain the final vector output, as shown in Figure 2(c).

Updated Baseline: The language model used in the original baseline is google word2vec (Mikolov et al., 2013), which is outdated and may not contain enough contextual information to support the
Figure 3: The structure of our LiMNet. $A^L$ represents self-attention module used for calculating local sentence embeddings and $A^G$ represents self-attention module used for calculating global sentence shifts. The input of $A^G$ contains the $i_{th}$ local sentence embedding and all the word embeddings. $\oplus$ represents addition operation. $W_{i,j}$, $L_i$, $G_i$ and $M_i$ represent word embedding, local sentence embedding, global sentence shift and mixed sentence embedding, respectively. The mixed sentence embeddings will be later sent to the task-specific predictors.

removal of feature extractors. Therefore, we utilize word embeddings from T5 language model as the input while the baseline model keeps unchanged. Specifically, the whole discourse is sent to T5 model for capturing global contextual information and the discourse units that need to be predicted are sent to model in paragraph level. 

**Our model:** Our model uses the same word embeddings as updated baseline. Furthermore, compared with updated baseline, our model discards all the LSTM layers and utilizes self-attention modules instead shown in as shown in Figure 2(d).

3 LiMNet

In this section, we introduce the detailed structure of our LiMNet as shown in Figure 3. Input document will be first sent to the pretrained language model to get all the contextual word embeddings. Upon these word embeddings, 2 self-attention modules are implemented to calculate the local sentence embedding and global sentence shift for each sentence. Then the mixed sentence embedding obtained by adding the 2 embeddings will be sent to the task-specific predictors.

**Word Embedding:** Pretrained language models (Peters et al., 2018; Devlin et al., 2019) have been widely used in recent NLP tasks, which provide general and representative word embeddings for downstream tasks. These language models are mostly trained on large unannotated corpus, which outnumber the data used for downstream tasks by a great margin. In neural discourse parsing tasks, we find the use of additional feature extractors will limit the generalization of pretrained word embeddings and cause severe overfitting. Based on the above discussion, we design LiMNet which removes additional feature extractors and utilizes self-attention mechanisms to obtain the representative sentence embeddings. Considering these are discourse-level tasks, we choose T5 (Raffel et al., 2020) as our language model since it supports long input while most other language models only support inputs within 512 tokens. To preserve the generalization ability of pretrained language model, its weights are fixed in all experiments without fine-tuning.

**Local Sentence Embedding:** For discourse-level tasks, getting representative sentence embeddings is fundamental. Most models utilize word-level feature extractor followed by a combination method for it. However, with the purpose of simplifying model, we use only a self-attention module to calculate local sentence embeddings. Specifically, 2 feed forward networks (FFN), with a $\tanh$ function
in between, are utilized upon each word embedding to obtain a scalar representing the importance of this word. Then a softmax function is deployed to get the regularized attention weights and the final local sentence embedding is the weighted sum of all local embeddings.

Suppose there are \( n \) sentences in each discourse and each \( i_{th} \) sentence has \( l_i \) words. \( W_{i,j} \) represents the word embedding of the \( j_{th} \) word of the \( i_{th} \) sentence. \( \alpha^L \) represents self-attention weight for calculating local sentence embeddings. \( E^L \) represents the learnable weights for local sentence embeddings, including 2 learnable FFN and a tanh in between. Then the local sentence embedding for the \( i_{th} \) sentence can be calculated as follows:

\[
\alpha^L_{i,j} = \text{softmax}(E^L \cdot W_{i,j}) \quad (1)
\]

\[
L_i = \sum_{j=1}^{l_i} \alpha^L_{i,j} W_{i,j} \quad (2)
\]

**Global Sentence Shift:** Obtaining only local sentence embeddings without contextual information is insufficient for discourse-level tasks. Most existing models implement additional context-aware feature extractors for modeling contextual information. In addition to the overfitting concern, we believe the contextual information is sentence-specific, and each sentence should learn the complementary information of its own. To this end, we implement another self-attention module on the top of local sentence embedding to learn the global shift of each sentence.

Specifically, after getting the local sentence embedding \( L_k \), differences between this embedding and all other word embeddings, \( W_{i,j} \), in the discourse are calculated by subtraction. These new vectors represent the shifts between this exact sentence embedding and all other word embeddings. Then another self-attention module is implemented upon these sentence shift vectors, and thus the global sentence shift vector \( G_k \) of this specific sentence is obtained. The global sentence shift \( G_k \) is calculated as follows:

\[
\alpha^G_{k,i,j} = \text{softmax}(E^G \cdot (W_{i,j} - L_k)) \quad (3)
\]

\[
G_k = \sum_{i=1}^{n} \sum_{j=1}^{l_i} \alpha^G_{k,i,j} W_{i,j} \quad (4)
\]

where \( \alpha^G_{k,i,j} \) represents self-attention weight of word embedding \( W_{i,j} \) for calculating global sentence shift of the \( k_{th} \) sentence. \( E^G \) represents the learnable weights for global sentence shift, including 2 feed forward networks and a tanh function in between.

|          | Macro | Micro |
|----------|-------|-------|
|          | Precision | Recall | F1    | F1    |
| LiMNet   | 68.2   | 63.9  | 65.6  | 69.7  |
| LiMNet no Global | 69.9   | 59.9  | 62.6  | 69.2  |
| LiMNet no Local  | 62.2   | 55.9  | 57.9  | 62.7  |
| LiMNet no Either | 59.5   | 46.5  | 48.7  | 59.3  |

Table 1: The performance of different model configurations. All the models here use the pretrained T5 language model and the results are averaged over five random runs.

The final mixed sentence embeddings are fused by adding global shifts to local sentence embeddings, which is notated as \( M_k = L_k + G_k \). These mixed embeddings will be sent to task-specific predictors.

### 4 Evaluation

**4.1 Dataset**

**News Discourse Profiling:** The NewsDiscourse dataset (Choubeyy et al., 2020) we use is designed for the task of News Discourse Profiling, which consists of 802 news articles (18, 155 sentences). Each sentence in this corpus is labelled with one of eight content types reflecting what role it plays in reporting a news story following the news content schemata proposed by Van Dijk (Van Dijk, 1985, 1988). For fair comparison, we follow the same division of dataset as (Choubeyy et al., 2020; Choubeyy and Huang, 2021), which has 502 documents for training, 100 documents for validation and 200 documents for testing.

**RST Discourse Parsing:** The English RST Discourse Treebank (Carlson et al., 2001) we use is based on Wall Street Journal portion of the Penn Treebank(Marcus et al., 1993). It contains 347 documents for training, and 38 documents for testing. For fair comparison, we use a same validation set as (Koto et al., 2021; Yu et al., 2018) which contains 35 documents from the training set.

**PDTB Discourse Parsing:** The Penn Discourse Treebank v2.0 (Prasad et al., 2008) we use is the largest annotated corpus containing 36k discourse relations in 2,159 Wall Street Journal (WSJ) articles. We use the dataset partition same as (Dai and Huang, 2018; Rutherford and Xue, 2015), where sections 2-20 are training set, sections 21-22 are test set, and sections 0-1 are validation set. In this work we focus on the top-level discourse relations.
Table 2: The performance of using different pretrained language models. Updated Baseline represent (Choubey et al., 2020) model of using different pre-trained language models. All results are calculated by 5 random rounds. The weights of these pretrained language models are fixed without finetuning.

| Language Models         | Updated Baseline | LiMNet |
|-------------------------|------------------|--------|
|                         | Precision | Recall | F1  | Precision | Recall | F1  | Micro | Precision | Recall | F1  | Micro |
| ELMo (Peters et al., 2018) | 56.9      | 53.7   | 54.4 | 60.9      | 58.1   | 56.1 | 56.5 | 62.5      | 64.1   | 64.1 |
| BERT (Devlin et al., 2019) | 59.4      | 58.4   | 58.6 | 63.5      | 62.1   | 56.4 | 58.0 | 64.1   |
| RoBERTa (Liu et al., 2019) | 62.9      | 57.0   | 58.8 | 64.9      | 65.5   | 56.3 | 59.2 | 67.1 |
| T5 (Raffel et al., 2020)   | 67.4      | 60.4   | 62.5 | 68.4      | 68.2   | 63.9 | 65.6 | 69.7 |

4.2 Implementation Details

All experiments are implemented in PyTorch platform (Paszke et al., 2019) and all the training and inference times are calculated by using NVIDIA GeForce RTX 3090 graphic card. We use t5-large (Raffel et al., 2020) from huggingface (Wolf et al., 2019) as our pretrained language model in all the models. The weights of pretrained language model are fixed all the time without finetuning.

For each model of different task, we follow the same configuration of original baselines. News Discourse Profiling models are trained using Adam optimizer (Kingma and Ba, 2014) with the learning rate of $5e - 4$ for 100 epochs. RST models are trained using Adam optimizer (Kingma and Ba, 2014) with the learning rate of $1e - 3$, epsilon of $1e - 6$, gradient accumulation of 2 for 120 epochs. PDTB models are trained using Adam optimizer (Kingma and Ba, 2014) with the learning rate of $5e - 4$ for 100 epochs. The dropout rates (Srivastava et al., 2014) of all the models are set to 0.5.

We run each model for 5 rounds using different random seeds and report the averaged performance to alleviate the influence of randomness.

4.3 Ablation Study for Model Configuration

We conduct several ablation experiments on the News Discourse Profiling task to verify the effectiveness of each module in our LiMNet (Table 1).

LiMNet no Global represents the model in which the calculation of global sentence shift is removed and the local sentence embeddings are sent to the prediction layer directly. While seeing a little increase in precision, removing the global sentence shift causes a severe drop on the recall and thus yields a lower F1 score. LiMNet no Local represents the model in which the calculation of local sentence embedding is replaced by an average pooling. We can see that removing the sentence-level self-attention module greatly lowers both precision and recall. LiMNet no Either represents the model where both local and global embeddings are removed. The only learnable part in this model is the FFN in the final prediction layer whose result shows the intrinsic representation ability of T5 language model. The ablation analysis shows that each self-attention module in LiMNet is useful, and LiMNet exploits the language model and preserves its generalizability.

4.4 Experimental Results Using Different Language Models

In this subsection, we explore the effect of using different language models on the task of News Discourse Profiling. Table 2 presents the performances of using different language models for our baseline model and LiMNet. When using different language models, our simple self-attention based LiMNet still outperforms baseline model with relatively complex structures.

Moreover, Figure 4 shows the training and validation loss curves for both the baseline models and LiMNet models with different language models.
We can see that across different language models, the gaps between training and validation loss grow rapidly over training epochs, which indicates the baseline models are susceptible to severe potential overfitting problems. In contrast, the validation loss of LiMNet are stable and gaps between their training and validation losses are kept much smaller, indicating that LiMNet models well preserve the generalizability of pre-trained language models.

4.5 Results on News Discourse Profiling

As shown in Table 3, our model has the best performance on all of the evaluation metrics (macro P/R/F and micro F1 score). In addition to the Baseline model (Choubey et al., 2020) and its T5 version (Updated Baseline), our model also outperforms the more recent model (Choubey and Huang, 2021) and its T5 version. It is impressive that the simple self-attention based model outperforms all those models with multiple additional feature extractors. Moreover, our model has fewer parameters.

Table 4: RST discourse parsing results, using original Parseval and RST Parseval metrics. S, N, R, F represents Span, Nuclearity, Relation and Full. (Koto et al., 2021) (baseline) represents the LSTM version with static oracle of original model, which is used as our RST baseline. Updated Baseline represents the updated version of its original model to match the use of T5 language model. The results of ours and baseline models are averaged over 5 runs. The highest performances are in bold and the second highest performances are underlined. Para, Train and Infer represents the number of learnable parameters, training and inference time, respectively. The number of learnable parameters does not include parameters of language model.

Table 3: News discourse profiling results, compared with previous methods in terms of performance and efficiency. All the results are averaged over 5 runs, and the standard deviation for both macro and micro F1 scores are provided in brackets. The original models (Choubey et al., 2020; Choubey and Huang, 2021) used ELMo language model, thus we updated these models by using T5 pretrained models for direct comparisons, notated with w/T5. Para, Train and Infer represents the number of learnable parameters, training and inference time, respectively. The number of learnable parameters does not include parameters of language model.

Figure 5: The training loss curves (dotted line) and validation loss curves (solid line) of (a) RST models and (b) PDTB models. The Baseline model and Updated Baseline model suffer from severe overfitting problem while our model largely reduces this problem.
4.6 Results on RST Discourse Parsing

As shown in Table 4, the Updated Baseline model achieves the best performance and outperforms the previous methods across all the metrics. Although with slightly lower scores, our model achieves the second best performance on most of the metrics. However, as shown in Figure 5(a), the Updated Baseline suffers from severe overfitting, where its validation curve begins to increase dramatically from around the 30th epoch before it converges. On the contrary, our model keeps the validation loss low throughout the training process and has fewer learnable parameters and less processing time. So, it is still worthy reducing overfitting, the number of parameters and processing time at the cost of a little performance drop.

4.7 Results on PDTB Discourse Parsing

As shown in Table 5, our model outperforms the Baseline and Updated Baseline models on both the macro F1 score and the accuracy for implicit relation recognition. Compared with the baseline model (Dai and Huang, 2018), the updated baseline greatly improves the performance, but suffers from even more severe overfitting as shown in Figure 5(b), where its validation curve increases more dramatically than the baseline. However, after removing the LSTM layers from the updated baseline, our model is able to largely reduce the overfitting as seen in Figure 5(b). Meanwhile, our LiMNet model achieves even better performance with fewer parameters, less training and inference time.

5 Related Work

Overfitting is a common problem in Machine Learning and Deep Learning, which represents the poor generalization ability of model (Dietterich, 1995; Hawkins, 2004), indicating their weak performance on recognizing different unseen data.

To solve the overfitting problem, different methods are proposed. (Lecun et al., 1998; Chawla et al., 2002; Han et al., 2005) use data augmentation. (Srivastava et al., 2014; Demyanov, 2015; Li and Liu, 2016; Wang and Manning, 2013; Gal et al., 2017) utilize dropout based methods. (Ioffe and Szegedy, 2015; Ioffe, 2017; Luo et al., 2018) utilize batch normalization based methods. (Krogh and Hertz, 1991; Tomar and Rose, 2014; Bejani and Ghatge, 2019, 2020) utilize weight decay based methods.

In NLP community, transfer learning (Shao et al., 2014; Weiss et al., 2016) and pretrained (Erhan et al., 2010; Qiu et al., 2020) are widely used. Pretrained language models (Pennington et al., 2014; Peters et al., 2018; Devlin et al., 2019; Clark et al., 2020; Lan et al., 2020; Liu et al., 2019) have been widely used in recent NLP tasks, which provide general and representative word embeddings for downstream tasks. Then the complex feature extractors designed for different downstream tasks are utilized upon these language models. Though augmenting parameters increases the performance of various tasks, a great number of parameters may cause overfitting (Cawley and Talbot, 2007; Tzafestas et al., 1996). This phenomenon motivates us to reduce the additional feature extractors to address the severe overfitting.

|                  | Implicit | Efficiency |
|------------------|----------|------------|
|                  | Macro    | Acc        |
|LiMNet (ours)     | 53.11    | -          |
|Updated baseline  | 56.48    | 65.74      |
|Baseline          | 48.69    | 58.20      |
|Dai and Huang, 2018 | 53.11    | -          |
|Gao et al., 2020  | 52.89    | 59.66      |
|Ningy et al., 2019 | 53.00    | -          |
|Varia et al., 2019 | 50.20    | 59.13      |
|Wu et al., 2020   | 55.72    | 65.26      |
|He et al., 2020   | 51.24    | 59.94      |
|Kishimoto et al., 2020 | 56.48 | 65.26 |
|Zhang et al., 2021 | 53.11    | -          |
|Dai and Huang, 2018 | 48.69    | 58.20      |

Table 5: PDTB discourse parsing results towards implicit discourse relation classification. Updated Baseline represents the updated version of original baseline model to match the use of T5 language model. The results of models are averaged over 5 runs. Para, Train and Infer represents the number of trainable parameters, training and inference time, respectively. The number of trainable parameters does not include parameters of language model. The training and inference time do not include the language model time, following the same code structure with our baseline (Dai and Huang, 2018).
6 Conclusions

Concerned with the severe overfitting problem of recent neural discourse parsing systems, we propose to remove additional complex feature extractors that need to be trained on large datasets, and add self-attention modules to make good use of the pretrained language models, retaining their generalization abilities. Extensive experiments and analysis on three discourse parsing tasks, including News Discourse Profiling, RST and PDTB Discourse Parsing, show that our simplified model LiMNet largely prevents the overfitting problem. In the meantime, our model achieves comparable or even better system performances with fewer learnable parameters and less processing time on the tasks mentioned above. Broadly speaking, beyond neural discourse parsing, there is a trend to create increasingly complex systems for various NLP tasks and applications. Our findings can raise awareness of the overfitting problem in NLP systems and motivate new researches on improving system generalizability.

Limitations

Although our model has fewer parameters and less training and inference time compared with previous baselines models, it requires large GPU memories. For discourse level processing tasks, the input can contain tens of sentences and thousands of words. In our model, the calculation of global sentence embeddings requires each sentence embedding to interact with every word embeddings in the discourse. This is currently implemented by simple matrix operation in a parallel manner, and the resulting matrix will be in the size of \( \text{number of sentence} \times \text{number of words} \times \text{embedding dimension} \). Thus, a large GPU memory is needed to store and process this matrix. For future work, we will investigate data compression and optimization algorithms to reduce memory uses in implementations.
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