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ABSTRACT

Regression analysis is one of the well-known methods of multivariate analysis and it is efficiently used in many research fields, especially forecasting problems. In order for the results of regression analysis to be effective, some assumptions must be valid. One of these assumptions is the heterogeneity problem. One of the methods used to solve this problem is the weighted regression method. Weighted regression is a useful method when one of the least-squares assumptions of constant variance in the residuals is violated (heteroscedasticity). This procedure can minimize the sum of weighted squared residuals to produce residuals with a uniform variance if the appropriate weight will be used (homoscedasticity). In this study, the Gustafson-Kessel method, one of the fuzzy clustering analysis methods, is used to determine weights for weighted regression analysis. Gustafson-Kessel's method is based on the minimization of the sum of weighted squared distances which is used Mahalanobis distance, between the data points and the cluster centres. With the fuzzy clustering method, each observation value is bound to the specified clusters in a specific order of membership. These membership degrees will be calculated as weights in the weighted regression analysis and estimation work will be done. In application, 5 simulation and 1 real-time data were estimated by the proposed method. The results were interpreted by comparing with Robust Methods (M and S estimator) and weighted with FCM Regression analysis.

1. Introduction

Statistics is the science of extracting meaning from data. To determine the meaning of the data and to extract the information of interest from the data; Various statistical techniques have been developed for different types of data. No statistical method can remove or explain all the uncertainties in the world. However, we can use statistics to make all these uncertainties numerical or useful and to explain partially in this way. Perhaps the most well-known of these statistical methods is regression analysis. The purpose of the Regression Analysis is to reveal the relationship between a dependent variable and one or more independent variables. This relationship does not necessarily depend on a
function, but it may not have a cause-effect relationship. Traditional regression analysis methods require a linear structure for parameters. In other words, if the given observations are not linear, then this method cannot capture the natural movement of the data, so they are therefore not enough in most cases [10]. Regression analysis is based on some assumptions. The most important of these assumptions is that the form of the relationship between dependent and independent variables is known. In cases where the assumptions are not provided, the estimates made will not be good enough. In this case, regression methods that allow stretching the linearity assumption in parametric regression are needed to make better estimates. Nonparametric and semi-parametric regression methods can be given as examples of these issues.

Homoscedasticity is the other important assumption for regression analysis. Homoscedasticity describes a situation in which the variance in the error term is the same across all values of the independent variables. If this assumption fails, the model exhibits another problem named heteroscedasticity. Whenever the ordinary least-squares method is applied directly to the model which has heteroscedasticity, the t and F tests will give incorrect results and parameters will lose the Best Linear Unbiased Estimator assumptions [29]. We can summarize the problems that will occur as follows: Since the $E(u) = 0$ and $E(X'u) = 0$ assumptions remain valid, the no-bias property is preserved. Another problem is that the ordinary least squares (OLS) estimator loses its effectiveness. In this case, the problem of heteroscedasticity causes larger variance, and there will always be estimators with smaller variances. The calculated variance and standard errors of the OLS estimator will be based on an incorrect statement. Thus, the test statistics will give distorted and unreliable results. As a result, OLS calculates the t-values and F-values using an underestimated amount of variance. So, this problem can lead you to interpret that a model term is statistically significant when it is not significant [8]. The problem of heteroscedasticity can also arise in estimates made with time series. Especially in data such as inflation, stock prices, and exchange rates, volatility changes over time. Error term variances are related to both the error terms of the past periods and show fluctuations. Therefore, in the case of the heteroscedasticity problem, it is the best solution to use heteroscedasticity elimination methods instead of using OLS formulas.

When the homoscedasticity assumption is not valid, the most common way to balance the variances is transformation. When a transformation is not sufficient, variances may need to be modelled. If the variances of error terms are known in regression models with varying variances, parameter estimates can be made using weighted least squares. However, in practice, the variances of the error terms are not known. There are many studies in the statistical literature that use weight estimates and give results that are asymptotically equivalent to weighted least squares estimates [26]. Heteroscedasticity problem has been tried to be solved with methods that have achieved successful results in different data structures such as weighted OLS with quadratic residues, methods based on absolute residuals, methods based on sequential residuals, modified sequential residuals methods and re-weighted iterative OLS methods. In the case of constant variance errors in regression models, if the estimation is made using re-weighted least squares or some robust methods, standard methods for evaluating the estimation variances may not work. In such cases, applying resampling techniques (Bootstrap, Jackknife, etc.) to the data is an alternative method for different variance [27]. Besides, statistical transformations are seen as another alternative. The most used transformations are Box-Cox and Box-Tidwell transformations. Many regression methods that introduce nonlinear structure to the regression model have been proposed to solve such problems [30]. The weighted regression method is one of the typical examples of such methods. Weighted regression analysis is a method based on a calculation by assigning a weight to each data point. The basic idea is to give smaller weights to observations associated with higher variances to make the squared residuals smaller. Weighted regression aims to minimize the sum of errors in the weighted squares. When it is used the right weights, heteroscedasticity is replaced by homoscedasticity [8, 10].

When we take a brief look at the literature on weighted regression, we see studies in different model structures. The general purpose of all these studies is to suggest different weights to eliminate the heteroscedasticity problem. [21] used Hard Clustering and Fuzzy Clustering Based Regression Techniques to estimating the concrete compressive strength. They found that regression results with fuzzy clustering had fewer errors and heteroscedasticity. [17] studied on L-estimators for linear heteroscedastic models. [2] studied for weighted sample means and linear regression in a single factor. They found that each estimated weight should be based on at least ten degrees of freedom. [19] proposed a re-weighting estimation method for heteroscedastic mixed geographically weighted regression models, in which the variance function of the model errors is estimated by the kernel method with an adaptive bandwidth and the coefficients are re-estimated based on the weighted observations. [16] suggest some robust tests for heteroscedasticity based on regression quantiles. [13] proposed a test for heteroscedasticity based on least-squares residuals. [20] proposed an alternative regression-adaptive approach is to apply the difference-based estimator. [18] studied on a regression model based on SVR and ELM method which is proposed for both
noise variance prediction and smoothing procedure. [6] introduced a test for heteroscedasticity for the non-parametric regression model with multiple covariates. It is based on a suitable residual-based empirical distribution function. Thus, the residuals are constructed by using local polynomial smoothing. [12] proposed two robust weighting methods based on HLP detection measures (based on robust Mahalanobis distance) on robust heteroscedasticity consistent covariance matrix estimators. [32] develop a robust estimation method for the parameters in the arithmetic mean function by using the weighted least squares estimation. They propose a new estimator named delete-one-component for the single-index in the variance function based on absolute residuals.

In this study, a new weighted regression method based on Gustafson-Kessel’s fuzzy clustering algorithm is proposed. The purpose of using fuzzy clustering weights is to eliminate the uncertainties in cluster membership in weighting made with classical clustering methods. In this way, it is planned to prevent the weighting matrix used in the calculation of model coefficients from being a singular matrix. [25] is seen as the most important study on this subject. In the study of [25], weights were determined using the Fuzzy C-Means method. The main purpose of using Gustafson-Kessel in this study is to investigate the effect of Mahalanobis distance on weights instead of the Euclidean distance used in Fuzzy C-Means. In the analysis, it was seen that the effects of the weights obtained with Mahalanobis distances on the model estimates gave more successful results, especially in data structures with high outliers.

2. Fuzzy Clustering Analysis

The use of fuzzy clusters in clustering analysis was first proposed by [1]. In fuzzy clustering, fuzzy techniques are used to clustering the data and with these methods, an object can be classified into more than one cluster, unlike the classical methods. Since such algorithms deal with the uncertainty of real numbers, it can help to reveal clustering patterns that are consistent with the experiences of daily life.

In this approach, if the clusters are not separated from one another, or if some units in their membership are uncertain in cluster membership, it appears to be an appropriate method. Fuzzy clusters are the functions modifying each unit between 0 and 1 named as the cluster membership of the units. The units which are very closed to each other hold their places in the same cluster according to their closest membership degrees. The advantage of fuzzy clustering over classical clustering methods is that it provides more detailed information on the data. If an object is a member of more than one set, it can also help assign the object to sets. But there will be too much output in the fuzzy analysis if there are too many individuals or variables, so that can be difficult to summarize, classify, or make a decision about the data [2]. Membership degrees indicating which cluster a given individual will enter is found by calculating the distance between the data point and the cluster centre. The cluster centre the data point is closer to, the greater the degree of membership for that cluster. In general, the aim is to ensure that the distance between data and cluster centres is minimum and membership degrees are maximum.

The most widely used method in fuzzy clustering analysis is the fuzzy c-means method, which was introduced by Bezdek [3, 4]. Gustafson-Kessel and Gath-Geva methods are other commonly used methods in fuzzy clustering analysis [9, 11]. In the literature, the applications of fuzzy clustering analysis to regression analysis are low and varied. [25] used fuzzy c-means method as the weights for the weighted regression analysis. [14] used fuzzy clustering as switching regression models and [15] used a fuzzy c-means method to support vector regression models.

2.1. Gustafson-Kessel fuzzy clustering method

The Gustafson-Kessel (GK) fuzzy clustering algorithm was first proposed in [11]. Gustafson-Kessel algorithm is a fuzzy clustering algorithm developed to identify ellipse-like clusters instead of global clusters. Other methods like Fuzzy C-Means or Gath-Geva methods cannot give satisfactory results in these kinds of clusters. Gustafson and Kessel extended the standard fuzzy clustering algorithm by employing an adaptive and effective distance norm to determine clusters of different geometrical shapes in one data set. They used Mahalanobis distance instead of Euclidean distance, unlike other fuzzy clustering methods.

Let $\Sigma_i$ be the covariance matrix of the cluster, $c_i$ be the center of the $i$-th cluster, $u_{ij}$ be the membership degree and $\beta$ be fuzziness index. For the $i$-th cluster, its associated Mahalanobis distance is defined in equation 1:

$$d^2(x_j, c_i, \Sigma_i) = (x_j - c_i)^T \Sigma_i^{-1} (x_j - c_i)$$

Then, the covariance matrices are computed as follow:
The objective function is also defined as;

\[ J(X, C, \Sigma, U) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^p d^2(x_j, c_i, \Sigma) \]

The objective function \( J(X, C, \Sigma, U) \) is then minimized under the following constraints:

1. \( 0 \leq u_{ij} \leq 1, \forall i, j \)
2. \( 0 < \sum_{j=1}^{n} u_{ij} \leq n, \forall i \)
3. \( \sum_{i=1}^{n} u_{ij}, \forall j \)

In this minimization problem, the centre \( c_i \) and the membership degrees \( u_{ij} \) are updated according to the expressions given in equation 5:

\[ c_i = \frac{\sum_{j=1}^{n} u_{ij}^p x_j}{\sum_{j=1}^{n} u_{ij}^p}, \quad u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d(x_j, c_k)}{d(x_j, c_i)} \right)^{2(p-1)}} \]

### 2.2. Fuzzy clustering validity index

The purpose of clustering analysis is to put similar objects into the same groups. In many clustering algorithms, it is hard to know the actual number of clusters or groups before the application if there is no prior knowledge. In studies based on real data, if the researchers do not have preliminary information about data or the optimal number of clusters, trial and error may be required to find the true number of clusters. This can lead to both time and cost loss.

Determination for the optimal number of clusters in clustering studies is generally called Cluster Validity. After clustering processes are carried out, the validity of the optimal number of clusters calculated can be determined. Many validity indices are used in Fuzzy Clustering literature like Partition Coefficient, Classification Entropy, or Xie-Beni [3, 31]. In this study, an artificial neural network-based validity index which is introduced by [7] is used.

### 3. Weighted Regression Analysis

Weighted regression analysis is a special method that you can use when the least-squares assumption of constant variance in the residuals is violated. Weighted least squares regression does not need a defined type of function to describe the relationship between dependent or independent variables. Weighted least squares picture the behaviour of the random errors defined with the econometric model. Therefore, it can be used with specific functions. These functions can have linear or nonlinear structures defined in parameters. The method works by combining nonnegative weights, associated with each data point, into the fitting criterion. The size of the weight criterion is also a summary of the information in the observation values. Predisposing the weighted fitting criterion used in parameter estimates allows the weights to strictly determine the assistance of each observation to the final and last parameter estimates. It should also be noted that the weights assigned to each observation are adjusted to the weights of other observations. Therefore, it should be kept in mind that groups with different absolute weight may have the same effects [5]. The biggest criticism of weighted least squares is that the theory behind this method requires the weights to be known exactly. Since this is not possible in real-life applications, efforts are made to solve this problem by using estimated weights.
It is difficult to assess the impact of using estimated weights. But on the other hand, experience shows that small changes in weights due to estimation generally do not affect a regression analysis or its interpretation. In this method, if the weights are estimated from a small number of repeated observations, the results of the analysis may be affected in a worse and unpredictable way than expected. This is particularly the case where the weights for outliers of the predictor or explanatory variables are estimated using only a small number of observations. Aware of this possible problem, the researcher should use weighted least squares when weights can be predicted with precision [4, 12].

We can write the model as

$$Y = X\beta + \epsilon,$$

where now $\epsilon$ is assumed to be (multivariate) normally distributed with mean vector $\theta$ and non-constant variance-covariance matrix:

$$\sigma_i^2 = \begin{pmatrix} \sigma_1^2 & 0 & \ldots & 0 \\ 0 & \sigma_2^2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \sigma_n^2 \end{pmatrix}$$

(6)

If we define the reciprocal of each variance ($\sigma_i^2$), as the weight with $W_i = \frac{1}{\sigma_i^2}$, then weighted matrix $W$ be a diagonal matrix containing these weights as seen below:

$$W = \begin{pmatrix} W_1 & 0 & \ldots & 0 \\ 0 & W_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & W_n \end{pmatrix}$$

(7)

Finally, the weighted least squares estimate then can be given in equation 8:

$$\hat{\beta}_{wLS} = (X^TWX)^{-1}X^TWY$$

(8)

The following three conclusions can be drawn here: First, each weight is inversely proportional to the error variance. This reflects the information in the observation values. Thus, an observation with a small error variance contains relatively more information than observation with a large error variance and therefore has a large weight. Second, the weights used in the analysis must be known or estimated down to a proportionality constant. Third, weighted least squares regression is not associated with a function used to describe the relationship between process variables. Instead, the weighted least squares show the behaviour of random errors in the model. Thus, different functional structures (linear or non-linear) can be used in parameters [28].

3.1. Weighted regression analysis using Gustafson-Kessel loadings

[13] proposed a new model for weighted regression using fuzzy clustering result obtained as classification of the data consisting of explanatory variables defined as below:

$$Y = U_k^{-1}X\beta_k + \hat{\epsilon}_k$$

(9)

where

$$U_k^{-1} = \begin{pmatrix} u_{1k} & 0 & \ldots & 0 \\ 0 & u_{2k} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & u_{nk} \end{pmatrix}, \quad \hat{\epsilon}_k = \begin{pmatrix} \hat{\epsilon}_{1k} \\ \vdots \\ \hat{\epsilon}_{nk} \end{pmatrix}.$$  

The estimate of least squares of $\beta_k$ in equation obtained can be given in equation 10.

$$\tilde{\beta}_k = \left(X'\left(U_k^{-1}\right)^2X\right)^{-1}X'U_k^{-1}Y$$

(10)

In this formula, the feature of Gustafson-Kessel fuzzy clustering is used and $u_k$ shows the weights of objects to a cluster $k$ so we can use $u_k$ directly for the weights of weighted regression as given in the formula.
In this study, the Gustafson-Kessel method is used to determine weights for weighted regression analysis. Gustafson-Kessel's method is based on the minimization of the sum of weighted squared distances between the data points and the cluster centres. With the fuzzy clustering method, each observation value is bound to the specified clusters in a specific order of membership. These membership degrees will be calculated as weights in the weighted regression analysis and estimation work will be done. This method works by incorporating extra nonnegative constants, or weights, associated with each data point, into the fitting criterion. The size of the weights indicates the accuracy of the information between the observations. To obtain the parameter estimates, the contribution of the weights to the parameter estimates for each observation is determined by optimizing the fitting criterion of the weights.

4. Application

In the application part, the proposed Gustafson-Kessel algorithm is used for 5 different types of simulation and real-time data for testing the power of the method. All types of data have heteroscedasticity problems where all tested with Breusch-Pagan-Godfrey test \( p > 0.05 \).

To test the power of the Gustafson-Kessel method, the results obtained are compared with some estimation methods. These methods are Weighted Regression (weighted by the inverse of std. Deviation and Fuzzy C-Means (FCM), Robust M-estimator, and S-estimator. For a comparison of all methods, the RMSE value is used. MATLAB 2009b and Eviews 9 package programs are used for calculations.

4.1. Simulation data

In the first part of the application, a data set of 3 variables and 12 observations was used. By changing the distribution of the variables in this data set, more data sets were obtained in 4 different structures and the effect of the method was investigated by applying the 6 methods mentioned. For each data structure, fuzzy clustering analysis was applied separately and weights for weight regression were obtained. Before fuzzy clustering was applied on each data, the appropriate number of clusters was determined with the artificial neural network cluster validity index. After the fuzzy clustering method was applied, 3 clusters were found for Simulation-1, Simulation-2, Simulation-5 data, and 2 clusters for Simulation-3, Simulation-4 data. Weights for weighted regression were calculated as given in equation 7 with the help of cluster membership degrees applied separately for each data with the Gustafson-Kessel method. By using the weights matrix obtained in this way, the coefficient estimations given in equation 8 were calculated. Simulation 1 data values are given in Table 1 and the line chart is given in Figure 1.

| Table 1. Simulation-1 data |
|---------------------------|
| Y  | 45 | 48 | 51 | 55 | 8 | 9 | 6 | 6 | 25 | 27 | 26 | 22 |
| X1 | 4  | 7  | 8  | 9  | 37| 33| 39| 34| 61 | 67 | 65 | 64 |
| X2 | 22 | 24 | 25 | 25 | 13| 14| 15| 13| 2  | 3  | 1  | 4  |

Figure 1. Simulation-1 data line chart
The prediction models of the above 5 models for the data are given in Table 1 are given below.

- Weighted Regression (Weighted with FCM): $\hat{Y} = 50.5993 - 0.5374X_1 - 0.2850X_2$
- Weighted Regression (Weighted with GK): $\hat{Y} = 49.5215 - 0.5215X_1 - 0.2551X_2$
- Weighted Regression (Weighted with $\sigma^{-1}$): $\hat{Y} = 1.110 - 0.284X_1 - 1.936X_2$
- M-Estimator: $\hat{Y} = 14.7226 - 0.1066X_1 - 1.4247X_2$
- S-Estimator: $\hat{Y} = 14.0995 - 0.1173X_1 - 1.4461X_2$

The RMSE values obtained from the model results given above are given in Table 2.

| Method                | RMSE   |
|-----------------------|--------|
| Weighted with GK      | 14.4877|
| Weighted with FCM     | 14.4901|
| Weighted with $\sigma^{-1}$ | 17.9078 |
| M-Estimator           | 17.9955|
| S-Estimator           | 18.0278|

As for the results, weighted with GK value has the minimum RMSE. Similar to the above, the other 4 simulation data structures and the RMSE values obtained from the 5 methods applied are given in Figure 2 and Table 3.

![Simulation 2-5 data structures](image)

**Figure 2.** Simulation 2-5 data structures

When we look at the RMSE results given in Table 3, we can say that the results of weighted regression with Gustafson-Kessel are the best when data has outliers. In other data structures, it is possible to say that if the corruptions increase, it is one step ahead of FCM or other robust methods.
4.2. Real-time data

Real-time data is Turkish inflation data and has 60 observations with 5 variables (2005:1-2009:12). In the data, Turkish inflation is the dependent variable and 2-term lagged inflation, expectation survey for inflation, dollar exchange rate, and the unemployment rate are the independent variables.

Table 3. RMSE results for simulation 2-5 data

| Method               | RMSE  | Method               | RMSE  |
|----------------------|-------|----------------------|-------|
| Weighted with $\sigma^{-1}$ | 1.7510| M-Estimater          | 15.2705|
| S-Estimater          | 1.7579| Weighted with GK     | 15.6779|
| M-Estimater          | 1.7594| S-Estimater          | 16.0595|
| Weighted with FCM    | 2.2359| Weighted with FCM    | 17.2468|
| Weighted with GK     | 2.2663| Weighted with $\sigma^{-1}$ | 23.1853|

Simulation-4 Results

| Method               | RMSE  | Method               | RMSE  |
|----------------------|-------|----------------------|-------|
| Weighted with GK     | 6.6092| Weighted with GK     | 27.9788|
| Weighted with FCM    | 6.6131| Weighted with FCM    | 28.6355|
| M-Estimater          | 8.6324| Weighted with $\sigma^{-1}$ | 29.6729|
| Weighted with $\sigma^{-1}$ | 8.6777| M-Estimater          | 30.2578|
| S-Estimater          | 10.2063| S-Estimater          | 30.3111|

Simulation-5 Results

The RMSE results obtained from the above-mentioned 5 methods are given in Table 4. The result of Weighted with Gustafson-Kessel has the best RMSE value when compared with the other methods.

Table 4. RMSE results for Turkish inflation data

| Method               | RMSE  |
|----------------------|-------|
| Weighted with GK     | 0.5527|
| M-Estimater          | 0.5529|
| Weighted with FCM    | 0.5627|
| S-Estimater          | 0.6162|
| Weighted with $\sigma^{-1}$ | 0.8773|

Figure 3. Turkish inflation data with 5 variables
5. Conclusion

In regression analysis, the heteroscedasticity problem reduces the reliability of forecast values. Many methods are proposed to solve such problems. The weighted regression analysis, which is made by adding a weight matrix to the calculation of the regression coefficients, is one of these and it aims to solve the problem of heteroscedasticity. In literature, the weight matrix is usually calculated by multiplying with $\sigma^{-1}$ or $\frac{1}{\sigma^2}$.

Although there are different types of weighted regression methods to solve the problem of heteroscedasticity in the literature, there are very few weighting studies using fuzzy clustering algorithms. In this study, a new approach is proposed by taking [25] as a reference. With the proposed approach, a different fuzzy clustering method was used, and a new weight matrix was created in the weighted regression analysis. Thus, the effect of individual values on the weight matrix is minimized. In the study of [25], using the weights obtained from the Fuzzy Clustering loadings which are calculated from the FCM method, the often-used method in the fuzzy clustering analysis, is suggested. In this study, a weighted regression model is proposed which is based on weights obtained from the Gustafson-Kessel method in Fuzzy Clustering Analysis. The Gustafson-Kessel method was used in this study in contrast to the work done by the Fuzzy C-Means method in the literature.

The most important difference of this study from other similar studies is that when performing clustering analysis, Mahalanobis distance is used instead of Euclidean distance. Mahalanobis distance is used to detect outliers, in the development of linear regression models and classification studies. A point that has a greater Mahalanobis distance from the rest of the sample population of points is said to have higher leverage since it has a greater influence on the slope or coefficients of the regression equation. Regression methods can be used to determine if a particular case within a sample population is an outlier through the combination of two or more variable scores. Even for normal distributions, a datum can be a multivariate outlier even if it is not a univariate outlier for any variable, making Mahalanobis distance a more sensitive measure than checking dimensions individually.

The proposed method was applied to 5 simulations and a real dataset. It can be said that the proposed method gives very good results compared to other classical methods in nonlinear structures and models with high outliers. The results are more successful than the classical weighted regression and FCM weights to solve the problem of heteroscedasticity. In a summary, Gustafson-Kessel's weighted regression model can be a strong alternative to robust methods and FCM weighted method which is used to solve the heteroscedasticity problem.
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