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Abstract

In this paper, we aim to introduce a new perspective when comparing highly parallelized algorithms on GPU: the energy consumption of the GPU. We give an analysis of the performance of linear algebra operations, including addition of vectors, element-wise product, dot product and sparse matrix-vector product, in order to validate our experimental protocol. We also analyze their uses within conjugate gradient method for solving the gravity equations on Graphics Processing Unit (GPU). Cusp library is considered and compared to our own implementation with a set of real matrices arising from the Chicxulub crater and obtained by the finite element discretization of the gravity equations. The experiments demonstrate the performance and robustness of our implementation in terms of energy efficiency.
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1 Introduction

Central Processing Unit (CPU) and Graphics Processing Unit (GPU) are very different processor, one is designed to be able to do as many different task as possible with the best performance possible. The other one is specialized in intensive and repetitive work. Even though the CPUs are efficient for calculation, logic algorithm and data management, they lack the possibility to do multiple calculus at the same time and process a large amount of data quickly. This kind of task, corresponding at first to graphic processing, pushed the evolution of the GPU. They are processors made to be able to handle large amount of data with simple task. This completely different architecture allows the GPU to be way more efficient for some tasks than a CPU. Most importantly, for scientific computing, these kind of processor are a large breakthrough. One interesting point about GPUs is that their large number of parallel computing cores allows them to run at a much lower frequency than a CPU. This specialty allows them to be less energy consuming while delivering a way bigger computing capability. Indeed the top list of supercomputers presented at [36] increasingly include GPUs to be able to increase their computing capabilities, and in particular most importantly the top list of green [17] supercomputers. Even though we can see that the GPUs seems to have a real capability to both improve computing possibilities and reduce energy consumption of the supercomputers, few specific studies have been done to measure the exact energy consumption of a GPU and how to limit this energy consumption when writing a specific algorithm.

The rest of the paper is organized as follows. Section 2 introduces an overview of GPU programming model for non familiar readers. Section 3 presents the hardware configuration involved in this paper. The experimental protocol and requirements are detailed in Section 4. In Section 5, we report, evaluate and analyze numerical results. Finally, concluding remarks are given in Section 6.
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2 GPU programming model

2.1 History and evolution of GPU

This section is going to present the history of GPU and to give a brief introduction of the main challenge for GPUs in High Performance Computing, i.e., Energy Consumption. GPU appeared early in the history of computer science. Indeed, when the computers started to have more and more advanced graphics, the CPU become a limit to the evolution of graphics. Graphics Processors were added to computers to handle the rendering and the very specific tasks associated with graphic rendering. These processors quickly evolved to have more and more tasks to do before the final rendering of the screen. At the end of the century, these Graphics Processors, became Graphics Processing Units that were doing even more tasks, from the image transformation (4x4 matrix multiplication) to lightning. We also start creating some standards for graphic processing like openGL and DirectX. In the first part of the years 2000s, the quick evolution of the standards for rendering was too fast for the GPU makers. We started to see some low level programming capabilities having the same hardware and doing different functions. This technology started to give the possibility for a GPU to adapt its hardware [3] to the processing that was needed. The last step of this evolution happened in 2006, with the apparition of the General Purpose GPU, composed of only one type of processing unit that could be used for any task needed from the CPU. This new architecture allowed a better balance of the charge depending on the processing needed. It also introduced new possibilities for computation, these massive parallel processors gave scientists new possibilities to speedup their computations. Here is a quick summary of the early stages of the Graphic Processors.

Figure 1 reports the peak of performance of CPU and GPU from 2004 to 2013. As we can see in this figure, GPU reaches Tera floating point operations per second (Flops) when CPU hardly reaches 1GFlops.

![Figure 1: Evolution of the peak of performance for CPU and NVIDIA GPU](image)

One of the quick advantages of the use of GPUs for scientific calculus is also its very good energetic efficiency. When executing a properly parallelized algorithm, the GPU allows the user to drastically increase its computing capabilities. This leads to either shorter computation time or less hardware needed to run the same code with a constant time. Both of these possibilities result in a great decrease of the energy consumption to realize a calculation. On their website, NVIDIA, explains that HESS, an oil and gas company changes a 2000 CPU cluster for a 32 Tesla S1070 (NVIDIA GPGPU specialized for High Performance Computing), keeping the same performances and reducing the energy consumption from 1.34 megaWatts to 47 kiloWatts. NVIDIA is presenting a few examples like this one on their
Even though the GPUs have been widely used for many years now, the green computing problem only appeared a few years ago, and energy efficiency on GPUs is mainly obtained by coarse grain Distributed File System (DFS) and clock gating. Currently, the GPGPUs bottleneck is located in the off-card memory bandwidth. Thus, it is not useful to have more and more powerful processing units, instead, Graphic Cards manufacturers are trying to make the current GPUs more and more efficient from an energetic point of view.

2.2 CUDA Architecture

One of the most widely used languages to program GPGPUs is CUDA [32], this language has been developed by NVIDIA to allow everyone to use their GPGPUs hardware. CUDA is an extension of the C programming language, it is mainly a library along with a new compiler that is able to compile both CPU and GPU code depending on what the user specified. The whole purpose of CUDA is to be able to declare a new kind of function, a Kernel that will be called from a regular CPU function. But this code will be executed on the GPU following a user specified pattern. Actually, CUDA architecture is separated in different layers:

- The lower level is a single scalar core that can execute one single operation, called a CUDA core.
- A group of 32 CUDA cores is called a streaming multiprocessor, they are the basic component of the CUDA hardware architecture.

Figure 2 shows a simplified schema of a NVIDIA Fermi GPU. Each block represents a Streaming Multiprocessor (SM). As we can see in Figure 3, the main difference between CPU and GPU is due to their architecture. GPU has several ALUs.

This hardware architecture is used to launch multiple instances of the same application at the same time using the Single Instruction Multiple Data (SIMD) architecture. To facilitate the management of these applications that are launched in parallel, CUDA is creating an architecture for them:

- Each instance of the application is called a Thread. Each thread is executed on one CUDA core.
Threads are gathered in Thread Blocks that can hold a certain amount of threads using a three dimensional localization of each thread: each thread is placed in a Block from its coordinates \((x, y, z)\).

Thread Blocks are forming the Grid which are the biggest group of threads in CUDA. The Blocks are also located with three dimensional coordinates in the grid.

The threading organization is summarized in Figure 4. When a program launches a kernel, it has to choose the number of Blocks in the Grid and the number of threads per blocks. Of course, these values are very important to get the best performances. Another very important element for the performance of a CUDA kernel is the concept of warp. A warp is a set of 32 Threads. A warp is the smallest group of thread managed by the GPU at runtime. Each warp will be executed on one multiprocessor and only one instruction is executed at a time for the whole warp. It is very important to have all the threads in a warp executing the same instructions at the same time, or some of the threads will just stall, waiting for the others. The memory architecture of cuda is very similar to a CPU one: global memory and a set of different level of cache. The different level of main memory in CUDA is given in Figure 5.
The constant memory is a small memory that can be used to broadcast some elements to multiple SM at the same time. It allows a bigger bandwidth in the case that multiple threads access the same data at the same time and does not modify its value. The user can write in this memory directly from the CPU.

The global memory is the main memory of the GPU, it is very similar to the CPU RAM. The user can write in this memory directly from the CPU.

The shared memory, it is between the Global Memory and the registers. This small amount of memory can be accessed by any thread inside a block. Shared memory is typically 16KB on NVIDIA GPUs and can be seen as explicitly managed cache shared inside a Streaming Multiprocessor.

The registers are the memory associated with each thread, it cannot be shared with other threads.

When working with more details of the architecture, you can see that there are two level of caches between the registers and the global memory. An L2 level that is shared through all SM and an L1 level inside each SM. This memory architecture is very important because as we said before, the memory bandwidth is the bottleneck for GPU computing. They are many ways to limit the time spent to read and write in memory by using both the constant memory for constant variables and the shared memory to get some data once from the global memory and then share it through the whole block.

2.3 Sparse matrix formats

A key element in these computations are sparse matrix. These matrix are usually really large and contains mainly zero coefficients. They appears when we use numerical methods to solve partial differential equations. If their non-zero elements are creating a regular pattern along diagonals, they are called structured, unstructured otherwise. The performances of the algorithms that we use can be strongly modified by the structure of the matrix [10]. Because of their size, these matrix cannot be stored as simple set of vectors. Instead, taking advantage of their great amount of zero values, several data storage structures for these matrices has been developed, for example, the Compressed-Sparse Row (CSR), Coordinate (COO), ELLPACK (ELL), Hybrid (HYB), etc. The data storage structure that we use in this work is the CSR format. We mainly chose this one because it is the most popular and allows an easy comparison of our results with existing work. Fig. 6 presents the storage.

Figure 5: CUDA memory level
structure used in CSR: we use three one dimensional arrays, two of size \( \text{nnz} \) called \( AA \) and \( JA \). The first one stores all the non zero elements row-wise, the second one stores the column indices of each non-zero value: \( JA(k) \) is the column number of \( AA(k) \) in the initial matrix \( A \). The third vector, of size \( n+1 \) stores the indices in the two other matrices where each row begin: in the \( AA \) and \( JA \) vectors, the \( i-th \) row starts at \( IA(i) \) and finishes at \( IA(i+1) - 1 \). The main advantages of CSR when used for matrix vector multiplication is a sequential access to the data with precomputed indices that allows high efficiency on memory accesses [10, 12, 15]. The main tradeoff is that this format ignores any dense substructure that could be handled more efficiently. Moreover, when accessing the vector, we need to use \( JA \) to get the indices. This kind of indirect indexing should be avoided when possible. CSR storage of matrix \( A \) (Table 1) is presented in Figure 6.

\[
A = \begin{pmatrix}
-5 & 1 & 0 & 0 & 0 \\
0 & 8 & 7 & 0 & 0 \\
2 & 0 & 10 & 0 & 0 \\
0 & 4 & 0 & 2 & 9 \\
0 & 0 & -3 & 0 & 7 \\
\end{pmatrix}
\]

Table 1: Left (matrix), Right (matrix pattern)

![Figure 6: Compressed sparse row storage format (CSR) of matrix Table 1](image)

3 Hardware configuration

For all the experiments that we performed, we used a standard computer with an i7 920 2.67Ghz (quad core processor) and 12GB of RAM. The Graphic cards that we used were GTX275 NVIDIA cards with 89MB of memory and Tesla K20 with 12GB memory. Both of these GPUs have simple and double precision capability. During the experiment, to avoid noise as much as possible, we used two GTX275. One was doing the rendering on the screen and the other one was used for the experiment. The main purpose of our hardware setup was to be able to measure exactly the energy consumption [19] of the GPU without the consumption of the other components of the computer. The GPU is powered from different points:

- The direct cables from the computer alimentation, usually 8pins or 2x8pins for the most power consuming cards. This alimentation is a 12V power-supply.
• From the PCIe [7] itself, there are some pins that supply 12V power-supply to the GPU.

• From the PCIe, there are some pins that supply 3.3V power-spply to the GPU.

These three elements are DC alimentation. To be able to know the exact energy that the GPU is using, we need to know the current that is going through all these cables and pins. To get the current through the wires is pretty easy using amperometric clamps. These clamps output a voltage (readable on an oscilloscope) proportional to the relative sum of all the current going through the clamp. The main problem is that in the current setup, it is impossible to measure the current going through the PCIe pins. That is why we had to use a PCIe Riser. This element is just a connector band that allows the user to move any device connected via PCIe at a different position than directly plugged on the motherboard. We were then able to cut this band to separate some of the wires (the ones connected to the pins that were bringing power to the GPU) to be able to put an amperometric clamp on them. Figure 7 shows how to measure the total current given to the GPU through the PCIe port for one tension. Finally, for our setup, we needed to get the data from the amperometric clamps to the computer to be able to correlate the program that we where launching with the actual power consumption. For this purpose, we used an Ethernet-connected oscilloscope that is able to share its measure via an html page.

4 Protocol of experimentation

4.1 Get one measure

To be able to use these elements to get proper measure of the energy consumption of the GPU for different computations, we developed programs and scripts to allow easy data gathering.

The following schematic presents the flow to acquire one measure. The example program for a DotProduct kernel is given in Figure 8.

The different steps to get these results are:
The user launches the program that is using the DotProduct kernel.

The evolution of the current consumption of the GPU can be seen on the oscilloscope screen.

When the execution finishes, the user can launch the dump of the data from the oscilloscope to the computer through the LAN.

The data acquired are a series of points in Volt over Time. We have as many curves as amperometric clamps.

A data analyser script then combines these curves to compute the exact energy consumption of the GPU at each moment of the execution.

This method allows an easy acquisition of curves presenting the exact energy consumption at each moment of the program execution. To get proper curves from one measure, we had to use simple signal processing. Indeed, our data were very noisy, mainly because we were working just above the lowest point of linearity of the amperometric clamps (the clamps we used were not made to measure small currents). These results where only used for visual rendering, this is why we only used an averaging filter to reduce the noise without deforming the curve too much.

The kind of results that we got with this experiment are very interesting: above the view from the oscilloscope where we sum both signal from the 12V power-supply and use the low pass filter built in the oscilloscope. A screen of the oscilloscope is drawn in 9.

1. The GPU is in idle mode. (CUDA not initialized yet)
2. We initialized some memory and copied elements (cudaMalloc and cudaMemCpy) then wait to be able to the the energy consumption.
3. Use of all the SM to perform additions.
4. Use of all the SM to perform multiplications.
5. Copy of the results back to the main memory.
6. The GPU is in idle mode. (program killed)

The results obtained in Figure 9 can be used to have a qualitative idea about the energy consumption but to get proper results, we need to get these values to the computer, perform several time the same computation to be sure the results remains the same and extract the useful data in a more user-friendly way.
4.2 Get a useful set of data

To be able to get lots of useful measure from this experimental setup, we needed to address the three points presented above.

To get the data directly to the computer, we used an Ethernet-connected oscilloscope to be able to get and parse from the network the data we needed. The numerical oscilloscope we used also allowed us to directly compute the sum of several inputs before sending them over the network. In the setup we used, we limited the number of amperometric clamps to two: the power supplied by the 3.3V pins on the PCIe was not relevant compared to the 12V ones from the PCIe pins and the external alimentation. That way, we only used two entries from the oscilloscope that we sums before sending them to the computer. On the computer side we then multiply the value we got by 12 to get the energy used by the card.

We also wanted to be able to perform several times the same computation to be able to reduce the error of the results because the consumption usually changes by few watts between two measures. For that purpose, we created multiple scripts to automatize the acquisition:

- First the user need to specify the calculus that he wants, how many times each should run and the post processing function that should be use after each acquisition and after each serie of the same experiment.
- The script launches each experiment following the user’s specifications.
- It launches the experimental CUDA program.
- At the end of the execution, it launches the data gathering script to retrieve the data from the oscilloscope.
- It then executes the selected post processing script.
- After all the same experiments are finished, the corresponding post processing script is launched.
- The script pause between two executions and ensure that the GPU charge is back to idle before starting a new loop.
The acquisition procedure is summarized in Figure 10. Finally we wanted to make the result of our experiment more user friendly. To be able to do that, we used a property of the GPU energy consumption: it can be approximated with a step function. Figure 11 presents an example of data that we got from the oscilloscope: An easy way to describe this graph is to have the time value for each step and the value between two jumps. We then used an algorithm that uses the variance variation to detect the step in the curves. To have good result even with noisy signals, we fed the algorithm with a sample of the noise from the sensor so it can take into account the standard deviation. This algorithm allows us to properly detect the steps from the acquired curves. An example of the output of this algorithm is given in Figure 12.

Each of our measurement is then described with a list of steps and of constant values. To be able to get a final value for one experiment, we then detected from all the measures of the same experiment, the ones with the most common pattern and then compute the mean of all the measures having this pattern (same number of steps and patterns for the values of each step). We fully automatize this process with a configuration file describing all the experiments needed by the user. We could run as many experiments as needed, and
summarize all the results in an excel spreadsheet containing for each experiment the power consumption for each phase.

5 Numerical results

To validate your protocol we propose to solve linear systems arising from finite element discretization of the gravity equations using the Conjugate Gradient (CG) method. In this experiments we use CUDA library for GPU computations with real number arithmetics in double precision.

5.1 Matrices tested

The sparse matrix we use arrises from a finite element method with $Q_1$ discretisation of the Chicxulub crater in the Yucatan Peninsula. We modelised this 65 million year-old crater using the following Poisson equation

$$\begin{aligned}
-\Delta \Phi &= 4\pi G \delta \rho = f & \text{on } \Omega \\
\mathcal{D}(\Phi) &= b & \text{on } \partial \Omega
\end{aligned}$$

(1)

where $\delta \rho$ is the density of the anomaly, $G$ the gravitational constant and $\mathcal{D}$ denotes Dirichlet boundary conditions. The computational domain $\Omega$ is a box of $200 \times 200 \times 10 \text{ km}^3$ containing the crater of 10km deep and 180km large.

The properties of the set of matrices obtained from gravity model [12, 14] are described in Table 2 and an example of a common pattern is reported in Table 3 where $h$ is the size of the matrix, $nz$ is the number of non-zero elements, density is its density, i.e., the number of non-zero elements divided by the number of elements, bandwidth is the bandwidth (upper and lower ones are equals for symmetric matrix), max_row is the maximum row density, $nz/h$ is the mean row density and $nz/h \text{ stddev}$ is the standard deviation of the mean row density.

Table 3 shows the sparse matrix pattern in the second column and in the third column are reported the properties of the matrix.

5.2 Linear algebra operations

Figure 13 reports both the execution time in seconds (s) and power consumption in Watt (W) when data are transfered from CPU to GPU.

Table 4 and Table 5 collect the running time in seconds (s) and power consumption (W) respectively for addition of vectors and element wise product operations.
Table 2: Canvas of the matrices

| h       | nz       | density | bandwidth | max_row | nz/h | nz/h stddev |
|---------|----------|---------|-----------|---------|------|-------------|
| 101168  | 2310912  | 0.022   | 6209      | 27      | 22.752 | 8.666       |
| 296208  | 7101472  | 0.008   | 12869     | 27      | 23.975 | 7.544       |
| 650848  | 16044032 | 0.004   | 21929     | 27      | 24.651 | 6.758       |
| 848256  | 21073920 | 0.003   | 26225     | 27      | 24.844 | 6.504       |
| 1213488 | 30434592 | 0.002   | 33389     | 27      | 25.680 | 6.171       |
| 1325848 | 33321792 | 0.002   | 33389     | 27      | 25.132 | 6.094       |
| 1587808 | 40077872 | 0.002   | 40019     | 27      | 25.241 | 5.930       |

Table 3: Example of gravity matrix

```
gravi 1587808
h = size = 1587808 density = 0.002
bandwidth = 40019 nonzero = 40077872
nonzero/h = 25.241 max row = 27
nonzero/h stddev = 5.930
```

Figure 13: Transfer data from CPU/GPU to GPU/CPU (Left: Time in seconds, Right: Power in Watt)

| size         | time (s) | power (W) |
|--------------|----------|-----------|
| 10,000       | 0.000006535 | 0.000420392 |
| 2,000,000    | 0.000456454 | 0.027676176 |
| 5,000,000    | 0.001142272 | 0.069889335 |

Table 4: Addition of vectors

| size         | time (s) | power (W) |
|--------------|----------|-----------|
| 10,000       | 0.000006535 | 0.000541402 |
| 2,000,000    | 0.000456454 | 0.046621519 |
| 5,000,000    | 0.001142272 | 0.160956136 |

Table 5: Element wise product

In Table 6 and Figure 14 are reported the execution time in seconds, power consumption in Watt (W) and energy in Joule (J) for the dot product operations. We compare the results obtained by Alinea, our research library described in [11, 10, 12, 13] against the Cusp library [6]. As we can see in this Table, Alinea outperforms Cusp in terms of energy consumption.

Table 7 and Figure 15 present the sparse matrix-vector product (SpMV) execution in seconds, power (W) and energy (J) consumption. The SpMV is the most consuming operations in terms of computing time [8, 9, 4, 5]. Table 7 and Figure 15 confirm the robustness
and efficiency of our library in terms of computing time and energy consumption for double precision arithmetics.
5.3 Conjugate gradient method

Knowing the efficiency of linear algebra operations, we now analyze the obtained results with the conjugate gradient, which an efficient iterative Krylov [35, 2, 1] method for solving large sparse linear systems [18, 1, 16] with positive definite matrices. The obtained results for classical CG are collected in Table 8 and Figure 8. As we can see in Table 8 and

| n        | #iter | time (s) | P (W) | E (J) | time (s) | P (W) | E (J) |
|----------|-------|----------|-------|-------|----------|-------|-------|
| 101168   | 203   | 0.313    | 100.201 | 31.363 | 0.471    | 110.271 | 51.888 |
| 296208   | 299   | 1.155    | 123.190 | 142.284 | 1.436    | 133.129 | 191.199 |
| 650848   | 394   | 2.460    | 133.772 | 329.078 | 3.741    | 141.852 | 530.609 |
| 848256   | 435   | 4.336    | 137.843 | 597.618 | 5.250    | 145.828 | 765.595 |
| 1213488  | 491   | 6.872    | 141.169 | 970.115 | 8.396    | 146.889 | 1233.248 |
| 1325848  | 538   | 8.180    | 141.747 | 1159.492 | 9.945    | 150.403 | 1495.759 |

Table 8: CG with CSR format

Figure 8. Alinea is definitely better than Cusp in terms of energy consumption: Alinea is about 30% more efficient than Cusp.

In the previous analysis no preconditioner have been used. Anyway, it is fundamental to mention that CG can be used very efficiently on GPU with some preconditioning based on domain decomposition methods [27, 21]. For this purpose, special tuned interface conditions between the subdomains are usually defined like in the FETI method [23] or like in the Schwarz method with homogeneous coefficients [26, 25] or with heterogeneous coefficients [24, 22, 20]. Other alternative to tune the interface conditions exists based on patch substructuring as introduced for acoustics in [34, 31, 28] or for linear elasticity in [30, 29]. The associated problem, with the Lagrange multipliers, condensed on the interface between the subdomains, is then solved with an iterative algorithm on the CPU. At each iteration, each subproblem defined in each subdomain is solved with the CG method on the GPU. This CPU-GPU implementation of domain decomposition methods were first proposed for the FETI method in [33] and for the optimized Schwarz method in [13].

6 Concluding remarks

In this paper, a novel analysis allows us to compare algorithms with a new key variable: their exact energy consumption. With the new evolution of high performance computing and the increasing need to reduce the energy consumption, this new possibility to know the expected energy consumption of an algorithm, when developing it, is very useful. Moreover, this analysis can easily be generalized and used to predict the energy consumption of any
algorithms when the operations involved within this algorithm are known. This is an in-
credibly powerful tool when designing an algorithm to be able to predict its execution time
and its energy consumption!
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