A reinforcement learning algorithm for the 2D-rectangular strip packing problem
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Abstract. The 2D packing problem is categorized as one branch of the cutting and packing problems, which is widely spread in the manufacturing industries. Over the years many meta-heuristics have been proposed and applied on the packing problem. Recently, the approach combined with machine learning serves as a novel paradigm for solving the combinatorial optimization problem. However, the machine learning approaches have very limited literature reports on the appliance of the packing problem. We propose a reinforcement learning method for the 2D-rectangular strip packing problem. The solution is represented by the sequence of the items and the layout is constructed piece by piece. We use the lowest centroid placement rule for the piece placement, then a Q-learning based sequence optimization is applied. Three groups of conditions are set for the testing, the computational results show the Q-learning approach has good effect on the compaction of the layout.

1. Introduction

The 2D rectangular packing problem, also known as polygon placement, marker making, non-convex cutting stock, or some combination of any of these terms [1], is widely spread in the manufacturing industries such as steel, glass, paper, leather, and textile production. A higher utilization layout will reduce the material costs and significantly promotes the profitability [2].

The 2D packing problem lies in one branch of the C&P problem (cutting and packing problem), i.e. a type of arrangement that small items should be contained inside larger objects [3]. Wascher [4] gave the universally accepted definition of the C&P problem: a set of large objects and a set of small items, the small items of the subset do not overlap and lie entirely within the large object, with a given objective function to be optimized. The objective function could generally be classified into the fewest resources as possible shall be used to achieve a predefined goal, or the given resources shall be used to provide the best possible result [5].

As there are different parameter settings and specified characteristics in practice, they define a wide variety of particular C&P problems [6]. The C&P problems could be classified as regular [7] and irregular [8] subtypes according to the shape of items, or one-dimensional [9], two-dimensional [10] and three-dimensional [11] cases according to the dimensionality. The 2D rectangular packing problem is the two-dimensional regular type of the C&P problem, and it is one of the NP-hard combinatorial optimization problems. Although exact algorithms can provide optimal solutions, they usually take huge amount of computational effort. Since meta-heuristics are able to produce satisfactory solutions within reasonable time, over these years, many meta-heuristics have been applied to solve this problem [12], such as tabu search, simulated annealing, and genetic algorithms. Meta-heuristics have been taken as popular choices and proved to present good optimization abilities.
The approach combined with machine learning serves as a novel paradigm to solve the combinatorial optimization problem. Especially the deep neural networks offer satisfactory solutions to the originally problems which are deemed as complicated and difficult to address, such as face recognition, machine translation, and intelligent recommendation systems. Machine learning has achieved widespread success in both academia and industry. Seq2seq (Sequence to Sequence) belongs to RNN (Recurrent Neural Network) and is capable of fitting the mapping between two sets of sequences [13], the attention mechanism [14] has brought extra memory into the seq2seq and provided it with additional capacity to handle long sequences.

Vinyals [15] proposed the architecture based on seq2seq named Pointer Network, and used it as the approximate solver for optimization problems, e.g. convex hulls, Delaunay triangulations, and TSP (Travelling Sales Problem). Bello [16] combined this architecture with policy gradient as the DRL (deep reinforcement learning) approach to solve TSP and observed better results. As for the C&P problems, Hu [17] and Duan [18] also applied the DRL to solve a new 3D bin packing problem arising at the e-commerce platform. Other researches integrated with machine learning approaches include VRP (Vehicle Routing Problem) [19] and the binary quadratic programming [20].

Using machine learning approaches to solve the combinatorial optimization problem is a relatively novel direction, and there are very few literature reports on its appliance in the 2D packing problem. In this paper, we adopt the Q-learning method, i.e. a paradigm of reinforcement learning, to solve the 2D rectangular strip packing problem.

2. Problem description

In the 2D rectangular strip packing problem, the stock sheet has a fixed width $W$, and one open dimension, i.e. the length $L$, each item is moved into the stock sheet and positioned at the place where it can be accommodated. The distance between the right side of the last item being placed and the $y$ axis is nominated as length $L'$, and $L'$ is to be minimized, as shown in figure 1.

![Figure 1. Rectangular strip packing problem](image)

When the layout is constructed with items piece by piece [12], the solution is naturally represented as the sequence of the items, along with the placement rules, each solution is guaranteed with feasibility. We applied this layout construction method to solve the 2D rectangular strip packing problem.

3. Algorithm

In this section, the placement rule we choose is presented, then we describe the Q-learning approach for the sequence optimization of the items packing.

3.1. Lowest centroid placement rule

The lowest centroid placement rule is adopted, i.e. for the piece to be placed, each position with enough accommodation is searched over while the piece is allowed to possess a rotation of 90 degrees. The position with the smallest $x$-coordinate of the piece's centroid (i.e. the most left position) when the
piece being placed is selected as the location point, as well the bottom left corner of the piece should be adjacent to other parts or the boundary of the stock sheet. For example, suppose we are constructing a layout and the current piece to be packed is denoted by $k$. The left side of the boundary is filled with already packed items and not appropriate for new pieces placement, while the right side has enough accommodation. Suppose the position $p$ is selected for the piece $k$, and the length and width of $k$ is denoted by $l_k$ and $w_k$ respectively, as shown in figure 2 (a). The $x$-coordinate of $p$ is denoted as $x_p$, and $k$ is assumed to be located at $p$ and the $x$-coordinate of its centroid is calculated as $\text{cent}_{x1} = x_p + \frac{l_k}{2}$, as shown in figure 2 (b), and the same calculation is performed again while $k$ is assumed to be located at $p$ with a rotation of $90^\circ$, $\text{cent}_{x2} = x_p + \frac{w_k}{2}$, as shown in figure 2 (c). In this example, $\text{cent}_{x2} < \text{cent}_{x1}$, then $k$ with the rotation of $90^\circ$ is confirmed, and the layout is the same as shown in figure 2 (c).

Figure 2. Placement decision of each piece during the packing. (a) The current packing state, the piece to be placed is denoted by $k$. (b) Piece $k$ takes a rotation of $0^\circ$. (c) Piece $k$ takes a rotation of $90^\circ$.

3.2. Q-learning for sequence optimization

Q-learning is a type of reinforcement learning method which is suitable for sequential decision. In each stage of the decision process, the agent takes an action, then the state of the environment changes and returns the agent a reward as the feedback. Through continuous interaction with the environment, the agent will automatically learn the strategy to act at each step to accumulate the largest amount of reward.

The construction of the layout of rectangular packing is modelled as MDP (Multistage Decision Process). Suppose there are $n$ items to be placed, then the MDP has $n$ stages. We denote the state at stage $i$ by $s_i$, and action by $a_i$, reward by $r_i$, respectively, the MDP is as follows:

$$S_0, a_1, s_1, r_1, a_2, s_2, r_2, ..., a_n, s_n, r_n$$

The initial state $s_0$ represents the empty layout that none of these pieces have been placed. At the $i$-th stage, $i \in [1, n]$, we define the choice of the next piece to be placed at state $s_{i-1}$ as $a_i$, $a_i \in [1, n]$. After the agent takes the action $a_i$, the environment state changes from $s_{i-1}$ to $s_i$, we nominate that $s_i = a_i$, then $s_i$ has the same range as $a_i$, $s_i \in [1, n]$. This is shown in figure 3.

Figure 3. Markov Decision Process for the $n$ stages packing

As for the action $a_i$, it represents the piece to be arranged, which is not supposed to repeat, then $a_0 \neq a_1 \neq ... \neq a_n$. For the reward $r_i$, since the length $L'$ can be calculated only when all the pieces have been arranged, then we set the only non-zero reward at the $n$-th stage (i.e. the last stage of each
episode), \( r_1 = r_2 = \ldots = r_{n-1} = 0, \ r_n \neq 0 \). The target of reinforcement learning is normally designated as the maximum of the accumulative reward, while in this case we aim at the minimum of the length \( L' \), so we set \( r_n = C/L' \), where \( C \) is a given constant.

\[ Q(s, a) = Q(s, a) + \alpha [R(s, a) + \gamma \cdot \text{Max}(Q(s', a')) - Q(s, a)], \]

where \( \alpha \) is the learning rate, it contains the updating efficiency of \( Q(s, a) \), and \( \gamma \) is the discounted factor, which represents how much the future reward can be observed in the current state.

We set \( m \) episodes for the Q-learning exploration. After these episodes, each sequence of the states \( \{s_1, s_2, \ldots, s_n\} \) or the sequence of the actions \( \{a_1, a_2, \ldots, a_n\} \) represents one solution to the 2D rectangular strip packing problem. We denote the optimal solution by \( S_{opt} \), and \( S_{opt} \) is continually replaced in each episode by the better solution constructing the smaller length \( L' \). In each episode, all the pieces should be selected once and placed on the stock sheet, then each episode contains \( n \) internal cycles for the choices of the \( n \) pieces. The Q-learning method is shown in algorithm 1.

**Algorithm 1. Q-learning for rectangular packing**

1. Initialize Q table as a matrix of \( \theta \)
2. Initialize \( S_{opt} \)
3. for \( t = 1 \) to \( m \) do:
   1. Initialize \( s_0 \)
   2. for \( i = 1 \) to \( n \) do:
      1. Choose \( a_i \) at \( s_{i-1} \) according to \( \varepsilon \)-greedy policy
      2. Take \( a_i \), enter stage \( i, s_i = a_i \)
      3. if \( i = n \) then \( r_i = C/L' \)
      4. else \( r_i = 0 \)
      5. Update \( Q(s_{i-1}, a_i) \)
   3. end for
4. Update \( S_{opt} \)
5. end for
6. Output \( S_{opt} \)

4. Computational experiments

We test the Q-learning approach for the sequence optimization of the 2D rectangular strip packing problem. The stock sheet is set with a fixed width \( W \), and we assign that the length \( l_i \) and width \( w_i \) of each piece \( i \) is randomly selected within a given range. Besides, we set \( W, l_i \) and \( w_i \) with integers. Three conditions are provided.

- **Condition 1:** \( W = 20, w_i \in [5, 7], l_i \in [8, 10], n = 10 \)
- **Condition 2:** \( W = 40, w_i \in [6, 10], l_i \in [11, 15], n = 20 \)
- **Condition 3:** \( W = 60, w_i \in [11, 15], l_i \in [16, 20], n = 30 \)

Under each condition, we generated a set of pieces, used Q-learning to search for the optimal sequence and constructed the layout, the length \( L' \) of which is denoted by \( L'_{\text{opt}(t)} \), where \( t \) represents the number of the test. Then, with this set of pieces, we constructed the layout with a stochastic sequence, and the length \( L' \) of which is denoted by \( L'_{(t)} \). The decline on length \( L' \) is denoted by \( D_{L'} \), \( D_{L'} \) is calculated and averaged on 100 times of performance as in equation 2.

\[ D_{L'} = \frac{\sum_{t=1}^{100} L'_{(t)} - L'_{\text{opt}(t)}}{L'_{(t)}} \]

The results are shown in table 1.
Table 1. Average decline on length $L'$ under the given conditions

| Condition | $D_{L'}$ (%) |
|-----------|-------------|
| 1         | 7.254%      |
| 2         | 10.771%     |
| 3         | 8.217%      |

It can be observed from the table that the length $L'$ constructed by the optimized sequence is smaller than the one constructed by a stochastic sequence, which means the sequence optimized by Q-learning constructs a tighter layout, this is beneficial for the higher material utilization.

We pick one layout comparison under each condition and present them in figure 4.

![Figure 4](image)

Figure 4. Layout comparison between the stochastic sequence and the optimized sequence under the three conditions. (a) Condition 1. (b) Condition 2. (c) Condition 3

5. Conclusion

A reinforcement learning method is proposed for solving the 2D rectangular strip packing problem. The solution is represented with the sequence of the items. For the placement strategy, we adopt the lowest centroid placement rule and the layout is constructed with items piece by piece. The construction of the layout is modelled as the multistage decision process. With the reciprocal of the layout length as the reward, the Q-learning approach is applied for the decision of the sequence of the items. Setting three groups of conditions about the width of the stock sheet, the item sizes and the number of items, we testify the effectiveness of the proposed method. Compared with random sequences, the computational results show the items placed with the sequences optimized by the Q-learning approach provide the tighter layout.
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