Creative destruction: collisions and redundancy generate emergent sparseness on the mammal connectome

Yan Hao (hao@hws.edu)
Department of Mathematics and Computer Science, Hobart & William Smith Colleges
Geneva, NY 14456 USA

Daniel Graham (graham@hws.edu)
Department of Psychology, Hobart & William Smith Colleges
Geneva, NY 14456 USA

ABSTRACT

Collision dynamics in brain network communication have been little studied. We describe a novel interaction that shows how nonlinear collision rules can result in efficient activity dynamics on simulated mammal brain networks. We tested the effects of collisions in “information spreading” (IS) models in comparison to standard random walk (RW) models. Simulations employ synchronous agents on tracer-based mesoscale mammal connectomes at a range of signal loads. We find that RW routing models have high average activity, which increases substantially with load. Activity in RW models is densely distributed over nodes: a substantial fraction are highly active in a given time window, and this fraction increases with load. Surprisingly, while IS routing models make many more attempts to pass signals, they show lower net activity due to collisions compared to RW. Activity in IS increases relatively little over a wide range of loads. In addition, IS models have greater sparseness (which decreases slowly with load) compared to RW models. Results hold on two networks of the monkey cortex and one of the mouse whole-brain. We also find evidence that activity is lower and more sparse for empirical networks compared to degree-matched randomized networks in IS, suggesting network topology supports IS routing.
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Introduction

With the advent of detailed connectomes in several mammals, researchers are increasingly aiming to “animate” these networks in order to understand patterns of whole-brain dynamics (a research area termed dynomics; Kopell et al., 2014). At the level of mesoscale mammal brain network structure, comprising connectivity of tens to hundreds of brain areas over thousands to hundreds of thousands of connections, activity on the network will not necessarily be linearly related to single-neuron spiking dynamics. There are many varieties of nonlinear and emergent interactions that could be at play, but these are difficult to study with linear models. One approach is to consider nodes as communicators that attempt to pass signals or messages to other nodes according to routing rules (Poggio, 1984; Hahn et al., 2018). Effective and robust routing strategies are especially important on the connectome because the topology is such that there are paths of just a few synapses between any node and practically any other node. Given the need to exchange multimodal information in real time—without changing network topology—the brain would appear to require a dynamic routing scheme that achieves efficient and reliable communication.
A given topology can support a range of routing strategies, giving rise to different observable dynamics (see, e.g., Friston, 2011). To begin to understand what routing strategy is in use in the brain, one can look to design considerations in engineered systems (Graham and Rockmore, 2010; Graham 2014; 2017; Navlakha et al., 2015; 2017; Fornito et al., 2016). A fundamental challenge for any large-scale communication system is the management of collisions. Collisions are the price paid for the ability to route signals selectively and dynamically to many possible destinations. Collision dynamics are emergent: they are a nonlinear effect of node dynamics, topology, and current traffic. All large-scale engineered communication systems have a means of managing collisions, through redress, arbitration, and other strategies (see e.g., Kleinrock, 1976; Mišić and Mišić, 2014).

In the brain, collisions can occur when signals from different areas converge on the same target at the same time. They also occur at the level of individual neurons, where they are traditionally conceived as a summation. Here, we reframe the concurrent arrival of signals as a collision, rather than as a summation. We discuss this reframing and the potential neural mechanisms for mediating collisions below. But regardless of the mechanisms involved, we argue that it is in the interest of mammalian brain networks to establish dynamic interactions that manage collisions successfully, especially given the a priori likelihood of collisions on small world-like networks (compared to, for example, lattice networks). As we discuss later, systems with collision rules such as thresholds and summations tend to produce undesirable behavior such as dying-off or overload.

All but a handful of attempts to model brain network dynamics to date have ignored the possibility of collisions. Random walk models (e.g., Abdelnour et al., 2014) which route signals to randomly chosen outgoing edges (either with uniform probability, in proportion to edge weight, or in other ways) have only rarely considered collisions. An exception is Mišić et al. (2014a,b). In this pair of studies, buffers (node memory allocations) were employed to manage collisions in a random walk context. In this scheme, colliding signals at the inputs of a node are lined up in a queue and stored in node memory until they can be directed to the designated output edge. Buffers are ubiquitous on the Internet and may be useful in brains. Neurobiological mechanisms for buffering have been proposed, but remain hypothetical (see, e.g., Goldman-Rakic, 1996; Graham, 2014; Funahashi, 2015).

Shortest path models (e.g., Bullmore and Sporns, 2009; Rubinov and Sporns, 2010) also typically ignore collisions. Invoking the logic of evolved optimality, shortest path routing models offer an alternative approach compared to random walks. Shortest path strategies also have parallels in engineered systems like the Internet (e.g., OSPF: open shortest-path first routing, see, e.g., Sosnovich et al., 2017). However, shortest path routing schemes must still manage collisions. Even when short path models of the dynamic mammal connectome include small buffers, they show substantial message loss due to congestion (Graham and Hao, 2018). In any case, shortest path routing requires biologically implausible mechanisms: to send messages on the shortest path successfully, the system needs global knowledge of network architecture, as well as of current network traffic. It is doubtful the brain could accomplish this (Seguin et al., 2018; but see Mišić et al., 2015).

Collisions need not incapacitate a communication network. They may be useful in establishing stable and robust dynamics. In particular, collisions that are destructive (i.e., that delete all colliding messages) could—almost paradoxically—help promote system efficiency. First, destructive collisions may help ensure a low average level of energy use, which is imperative given that the dynamic connectome of mammals has strong metabolic constraints. They may also promote homeostasis, which appears desirable for maintaining relatively constant activity in the face of changing system demands (e.g., Aeschbach et al., 1997; Turrigiano, 1999). However, the brain cannot achieve efficiency simply by using as little energy
as possible (Poldrack, 2015). The brain must also operate in sparse fashion, in part because the environment is sparse. It is important to note that sparse activity, while generally conferring low average energy usage, does not necessarily imply minimal energy use. Instead, it involves a non-Gaussian distribution of activity across units, in particular a distribution with a strong peak near zero activity (most units are “off” at a given time) and heavy tails (a small number of units are likely to be highly active). In consequence, only a small fraction of units—10% or less—in a given part of the network can be highly active at a given time (Levy and Baxter 1997; Lennie, 2000; Attwell and Laughlin, 2003); this is known as population sparseness. In addition, a neuron can only be highly active over a small fraction of its lifetime; this is known as lifetime sparseness (see Willmore and Tolhurst, 2001; Graham and Field, 2006). Sparseness in the visual system, for example, is thought to be in part a result of sparse physical environments (Field, 1994; Olshausen and Field 1996; Bell and Sejnowski, 1997). We suggest here that sparseness could also be an emergent property of brain network communication given brain network topology and nonlinear signal interactions.

If collisions are destructive, it may be necessary for the brain to adopt strategies to generate redundancy in order to promote reliability. One solution is to produce multiple copies of a message at each node. Based on this idea, we here introduce an information spreading (IS) model of brain network communication to investigate the effects of nonlinear collision rules. We compare this model to a standard random walk (RW) model.

The present work shows that sparseness can emerge as a feature of plausible routing strategies on the mammal connectome when nonlinear collisions are accounted for. We show that low activity and high sparseness across a range of loads are emergent properties of network-wide communication under an IS model. Performance of the IS model contrasts with RW models, which we show exhibit high and increasing energy use with increasing signal loads, and low and decreasing sparseness across loads. To investigate whether empirical topology in the mammal connectome supports sparse, efficient activity patterns, we also compare dynamics of the anatomical network to randomized networks with matched degree distributions.

**Methods**

**Overview**

Using a Markovian agent-based model on monkey and mouse tracer-based connectomes, we implemented an information spreading (IS) model wherein nodes pass copies of incoming signals to all output edges. Simulations utilized a nonlinear collision rule whereby all colliding messages are destroyed. We compared the IS model to a standard random walk (RW) model with the same collision rule. In RW, a single message is passed from a node to a randomly chosen outgoing edge.

**Connectomes**

We utilized three mesoscale mammal connectomes: two of the macaque monkey (Markov et al., 2014, termed ‘monkey1’ in the present study as shorthand; and the CoCoMac database, see Bakker et al. 2012, termed ‘monkey2’), and one for the mouse (Oh et al., 2014, termed ‘mouse’). All edges are directed and have a weight of 1. The monkey1 connectome comprises 91 cortical nodes and 1615 edges, primarily in the visual system (ipsilateral). Of these nodes, 29 have in- and out-degree > 0, while the remainder are source nodes (in-degree = 0). For the monkey2 network, we used only nodes that had an in-degree and an
out-degree of at least 1. This set comprised 184 nodes corresponding to cortical regions and 5270 edges. The mouse connectome spans the entire mouse brain (ipsilateral), comprising 213 nodes and 16954 edges (all have in- and out-degree > 0). Adjacency matrices for the data sets are shown in Figure 1.

**Figure 1. Adjacency matrices of the connectomes tested.** Mouse includes the mouse whole brain (Oh et al., 2014), while monkey1 (Markov et al., 2014) and monkey2 (Bakker et al., 2012) include monkey cortex. All edges (yellow) are directed and have weight 1.

**Message-passing Models**

In our models, time is discretized and message-passing at each node is synchronous. During a time step, a node can be active or inactive. Each time step $t$, $L$ new messages, representing message load, are injected into the system at randomly chosen nodes. $L$ is the primary independent variable in this study. Variable loads are to be expected in brain networks, but are most likely restricted to a relatively low range given metabolic constraints. Because the three connectomes have different numbers of nodes $N$, load is expressed as a percentage of the number of nodes in the network. We also report the case of 1 new message injected per time step in each case. We restrict simulations to the load regime with a number of messages less than or equal to 30% of $N$. During each time step, a node looks to all incoming messages, including messages that are already in the system and new messages that are scheduled to be injected; if there is more than one message coming in, all are deleted. See pseudocode for the models in Box 1.

**Measures of Dynamic Network Activity**

Simulations consist of 500 runs of 1000 time steps each. Data from the first 500 time steps is excluded to allow the analysis of equilibrium dynamics only. First, we measured the fraction of nodes active on a given time step. We measured both attempted activity before accounting for collisions, and actual (net) activity after collisions. We also measured the sparseness of the network over time in 5-time step bins using the Treves-Rolls measure of sparseness (Rolls and Tovee, 1994). In particular, we calculate population sparseness by constructing a histogram of the frequency of firing $x_n$ within a time window per node, then sum over $i$ nodes. The Treves-Rolls measure $S$ divides the square of the sum of the distribution by the sum of the squares of the distribution:

$$S = \frac{\left(\frac{1}{N} \sum_i x_n\right)^2}{\frac{1}{N} \sum_i x_n^2}$$
This measure ranges between maximal sparseness at 0 (one unit fully active per window, all other units inactive) and minimal sparseness at 1 (for normally-distributed activity). Thus, lower values of Treves-Rolls sparseness indicate more sparse activity. We note that tests of 10-time step windows for the sparseness measure produced similar results. We also calculated lifetime sparseness as above, summing over time instead of over nodes.

**Box 1. Pseudocode of information spreading (IS) and random walk (RW) models.**

**Comparison to Randomized Networks**

To investigate the dependency of network dynamics on the specific wiring patterns of the mammal connectome, we compared network activity under our models to the same models implemented on randomized networks. Randomized networks have the same distribution of in- and out-degree as the empirical networks. This amounts to shuffling the in- and outgoing edges of nodes in a given network (Maslov and Sneppen, 2002). However, the nature of the connectomes in this study complicates the randomization process. When a network is dense, as in the mouse connectome and the 29-node core of monkey1, network topology changes little after randomization. This problem is compounded in monkey1 because the full network is low-density as compared to the other two networks. Therefore, results of randomized network comparison are reported in two cases: the monkey2 connectome, which has intermediate connectivity; and a thresholded mouse connectome. Since edge weights in the mouse are known (corresponding to tracer volumes) we thresholded the network to exclude edges with a weight below 0.0136 (a value close to the modal weight, and one implied as meaningful by Oh et al., 2014), then we randomized the resulting network. Thresholding of the mouse network reduced degree in a way that brought edge density to a level comparable to that of monkey2 and it allowed for more meaningful randomization (but interestingly, the global topology changed relatively little after removing more than half of the edges, suggesting self-similarity). Note that each trial in the randomized network simulation corresponds to a different randomized network.
Results

Qualitative differences in network dynamics are apparent in visualizations of node activity over time. In Figure 2, we show attempted and actual (net) activity through a representative simulation of the mouse connectome, with nodes shown along the vertical axis and the last 500 time steps of the simulation running from top to bottom ($L = 10\%$). The top row shows attempted message-passing per node according to the color scale shown (i.e., the number of messages colliding). The bottom row shows actual (net) activity (0 or 1). In the left-hand column is shown the IS model, and in the right-hand column is shown the RW model. From inspection, the net activity is more “bursty” and sparse in IS while activity is more uniformly distributed across nodes and time in RW.

![Information Spreading (IS) vs Random Walk (RW)](image)

**Figure 2.** Attempted activity (before collisions) and actual activity (net, following collisions) under IS and RW models in the mouse connectome at 10% load. Horizontal axis corresponds to nodes and vertical axis corresponds to time (running top to bottom). Colors in attempted activity plots represent the number of colliding messages at a given node and time step. Net activity per node per time step is binary.

We can quantify these observations by calculating average net activity and sparseness across simulations. Figure 3 shows average activity (expressed as a fraction of the number of nodes active in a given model, averaged over time and trials) as a function of load $L$ (expressed as a percentage of nodes creating new messages on each time step, except for the left-most tick, which represents injection of one new message per time step). IS models are shown with dashed lines and RW models are shown with solid lines. Though RW models have lower net activity with $L = 1$ message, activity increases rapidly and monotonically as load increases. In contrast, IS models show relatively uniform activity across loads.
Figure 4 shows sparseness (Treves-Rolls population sparseness) as a function of load. As with activity, population sparseness in a given network is greater (closer to zero) for IS compared to RW at all loads except the lowest load (1 message per time step). The same pattern held for lifetime sparseness (See Supplementary Figure 1).

Figure 3. Average (net) activity on each mammal connectome as a function of load under IS (dashed lines, open circles) and RW (solid lines, filled circles) models. In IS, activity remains mostly constant across load and is lower compared to the corresponding value for RW at all load levels except 1 message per time step. Activity in RW increases by more than two octaves across loads tested.
Figure 4. Population sparseness of RW and IS models as a function of load for IS and RW models. As with activity, IS models show relatively constant sparseness across load, with greater sparseness (closer to zero) than RW models at all loads except 1 message per time step. Sparseness in RW decreases by more than a factor of 2.
Figure 5. (A) Net activity and (B) population sparseness for empirical and randomized networks of the monkey2 and the (thresholded) mouse under IS and RW models. In IS models, both the empirical monkey2 and the (thresholded) mouse networks show lower activity and greater sparseness (albeit by a small margin) compared to corresponding randomized networks. Randomized RW models show essentially the same behavior as the empirical networks (except in the case of 5% load in the mouse, wherein the empirical network is less active).

Results of comparison to randomized networks (Figure 5) in the thresholded mouse and in monkey2 show that IS models have lower activity and greater sparseness in the empirical network at almost all loads tested (albeit by a relatively small margin), whereas RW models show essentially no difference between empirical and randomized networks. This evidence is consistent with the notion that empirical network topology in both species promotes sparse, efficient activity under an information spreading strategy for message routing.

Discussion

We used numerical simulations on the mammal connectome to show that brain networks can exploit the redundancy of short paths by spreading information widely, and in particular by sending multiple copies of an incoming signal. When combined with nonlinear collisions, the network yet achieves globally low
activity and sparseness like what is found in real brains. Importantly, activity and sparseness change relatively little as load increases over a wide range. This result suggests a way that the brain could achieve ongoing sparse activity spread across the entire system, but without deviating too far from homeostatic operation. In contrast, random walk (RW) models with the same collision rule produce substantially higher summed activity. Also, in RW, substantial numbers of nodes are active in a given time window, resulting in less sparseness. Activity and sparseness under RW change substantially as load increases over the same range, with activity increasing more than four-fold, and sparseness decreasing by around a factor of two. Our findings hold in both the monkey cortex and mouse whole brain. Moreover, empirical networks show lower activity and greater sparseness than randomized networks with the same degree distributions—but only in the IS case. Together, these results suggest that nonlinear collision rules and mammal connectome topology could promote sparse, efficient routing of communication traffic across the brain. These rules are biologically plausible, and do not require central control of routing.

Taking a wider perspective, the management and appropriate treatment of signals arising from different sources that impinge on the same target is a critical problem in network neuroscience. Indeed, this is a general problem in cell signaling, and one lacking a general solution. Hancock (2010) writes: “if both hormone X and hormone Y lead to an increase in the concentration of signal Z inside the cell, when signal Z increases, how does the cell know that it is due to the perception of X or Y? It clearly does, but how?” Applying this question to the mesoscale mammal connectome, where all nodes are only a few hops from each other (and where signals are excitatory), the system would seem to need a strategy for managing coincident excitations in order to route signals appropriately.

This conception stands in contrast to standard dynamic models inspired by integrate-and-fire spiking neuron models, wherein the goal of the system is to have many excitatory signals arrive at the same time in order for the unit to be highly activated. Collisions—in the sense of multiple coincident efferents—are traditionally seen as signals to be integrated. This picture mostly holds for single neurons in vitro but in large networks in living brains this is less likely to be the case. In part, this is because the mammal brain is sparse. First, only a small fraction of stimuli that could activate neurons are likely to be present at a given time (Vogels and Abbott, 2009). Second, the brain as a whole has severe metabolic constraints that limit simultaneous activity. Thus, it is unlikely that real neural populations have enough energy available for more than a few efferents to be active at a given time. Indeed, it may be desirable for brain networks to generally avoid having more than a small number of inputs to a given node active. By analogy, the Internet also succeeds at managing collisions in part because usage is fundamentally sparse.¹

Destructive collisions are well established at the level of neurons. Excitatory and inhibitory input signals regularly collide in the brain, causing both to be canceled out. Excitatory signals can also cancel each other when they collide “head on” (this is what is predicted by the Hodgkin-Huxley model; see Scott, 1977). Signals arriving during refractory periods will likewise be destroyed. In addition, Gidon et al. (2020) have recently shown exclusive-OR activity in single ex vivo pyramidal neurons in human cortex, a behavior that effectively destroys colliding signals. At the circuit level, gating circuits (e.g., Steriade and Paré, 2007; Gollisch and Meister, 2010), when closed, can also be conceived as destructive collisions between signals. If collisions need to be managed at the single cell level and the level of circuits, the same logic applies at the level of the mesoscale connectome.

¹ The Internet also utilizes arbitration policies such as back-off algorithms (see e.g., Pastor-Satorras and Vespignani, 2011).
Of course, at the mesoscale, inputs arising in different nodes that travel to a target node do not necessarily synapse with the same population within the target node. But collisions cannot be ignored by assuming that signals arriving at a node at the same time do not interact. Such would only be the case if there were dedicated links from sending nodes via a target node to destinations one edge away; this would imply a different network topology (see Supplemental Figure 2). If the brain performs dynamic routing at nodes—and functional demands appear to necessitate this (Olshausen et al., 1993; Graham and Rockmore, 2010)—collisions must be managed.

In separate tests, we found that the structure of mammal brain networks is such that collisions that sum together signals lead to very high activity and very low sparseness in both RW and IS models. This was suggested by tests of a “let one pass” collision rule whereby exactly one message in a collision of \( k \) messages is allowed to pass on a randomly chosen outgoing edge. IS models in particular quickly overload with this collision rule (producing data that are not meaningful, and therefore not reported here).

The mesoscale connectome (particularly cortex) has been modeled as aiming to achieve something similar to an integrate-and-fire strategy (i.e., the mechanism at the microscale), such as Kaiser et al. (2007) and Kaiser and Hilgetag (2010). Studies that approach dynamics from this perspective of thresholding also confirm the necessity of keeping global activity at a low and relatively constant level. Kaiser et al. (2010) tested a threshold routing model on surrogate hierarchical networks with biologically plausible parameters, and suggested that brain networks must seek regimes of “limited sustained activity.” Using a “spreading” model that is somewhat similar to the IS model, their simulations indicated that specific parameters of activity likelihood promoted limited sustained activity of around 10-20% of nodes. However, many if not most plausible parameter settings led to “dying-out” activity or overload (Kaiser et al. 2007; Kaiser and Hilgetag, 2010). We have shown here that limited sustained activity of around 10-20% of nodes is robustly achieved on mammal connectomes under a nonlinear routing approach across a range of loads based on destructive collisions and information spreading. However, in contrast to Kaiser and Hilgetag (2010), our model shows that this pattern of activity is distributed across the entire network over time, rather than concentrated in a minority of nodes. Moreover, this behavior is achieved robustly on all trials.

The likelihood of collisions in brain networks means that we may need to rethink the range of routing solutions that would be appropriate and effective. Automatic deletion is not necessarily the best solution for managing collisions. The purpose of the present investigation is not to find the optimal solution but rather to ask the question, what would be a good way for the brain to route signals on the mammalian network architecture, given the likelihood of collisions, the need for distributed protocol, and low energy budgets? Our results show that strategies with nonlinear, self-organizing mechanisms that align with basic physiology can generate network activity that offsets collisions, requires no central agent, and operates sparsely in time and over nodes. Much as vision scientists have gained knowledge from asking what a good retinal code would be given the statistical regularities of the environment (e.g., Field, 1994), network neuroscience can advance by asking what a good routing protocol would be in the brain given its architecture and operational demands.

An alternative strategy for managing collisions is to reduce load almost to zero. In this regime, redundancy may not be needed because collisions are rare, and a given path is unlikely to be congested. This is suggested in the finding that RW models achieve lower activity and higher sparseness than IS models at the lowest load (1 message per time step) in all cases. It remains possible that the brain could adopt this kind of extremely sparse strategy (see e.g., Ovsepian, 2015). However, such a system, being so close to floor values, would be restricted to low activity ranges and would be vulnerable to large changes in...
dynamics if load varies more than a small amount. In any case, if collisions are indeed very rare, this is also a major problem for models based on integrate-and-fire strategies.

Redundancy in the brain such as correlated firing among neighboring neurons (see e.g., Meytlis, Nichols and Nirenberg, 2007) is typically thought to be something that the system should minimize (Wainwright, 1999; Barlow, 2001). Following Shannon’s theory of information, parallel communication channels should seek to reduce mutual information to theoretical minima. But the brain’s network topology is not parallel but rather small world-like. In this situation, there is no straightforward way to apply Shannon’s theory for arbitrary node-to-node communication (El Gamal and Kim, 2011). Instead, we can look to efficient engineered solutions. On the massive small-world communication network of the Internet, routing that exploits redundancy is fundamental. Individual packets comprising a message can take advantage of these redundant paths. Like the Internet, there is substantial path redundancy in mammal brain networks: brain networks offer many short routes from node to node. These multiple paths could be exploited if neurons or groups of neurons function as routers of information capable of directing particular inputs to particular outputs. In single units, this idea was first termed the multiplex neuron hypothesis (Waxman, 1972).

The difficulty of studying nonlinear interactions of brain network communication is due in part to the problem of simulating dynamics explicitly. The challenge lies in tracking every signal’s path and interactions. Random walk models and shortest path models admit analytical solutions that capture the likelihood of a set of states of the network. But this is generally possible only when collisions and other nonlinear interactions are ignored. As a result, explicit models capable of accounting for collisions have been relatively little studied to date (see Graham and Hao, 2018). But if explicit models are studied to a greater extent, we will increasingly be able to examine fine-grained activity patterns such as regional differences and correlations in activity.

Whatever solution the mammal brain has adopted for managing collisions, it is likely that it must generate low average activity that is sparsely distributed (and neither can vary too much). Indeed, energy budgets in the brain are so limited that sparse activity may be not only a constraint but also a primary goal of the network’s dynamics.
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**Supplementary Information**

![Lifetime Sparseness](image)

**Figure S1. Lifetime sparseness of IS and RW models as a function of load.** As with population sparseness, lifetime sparseness is greater (closer to 0) for IS models compared to RW at loads above 1 message per time step.
Figure S2. Diagram of brain network topology in comparison to hypothetical wiring pattern within a node (brain region). Top: Nodes $s_i$ have directed edges to node $N$, and $N$ and has directed edges to $t_i$. If in reality $s_i$ are wired directly to $t_i$ without interaction within $N$ (bottom left), then topologically $N$ is not a node (vertex). Instead, the network topology is as shown (bottom right). In terms of neurophysiology, inputs to a node interact to a greater or lesser extent due to lateral connections, gap junction interactions, interneurons, convergence, and other mechanisms.