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Figure 1: Neko overview. Key components in the neuromorphic learning library.

ABSTRACT
The field of neuromorphic computing is in a period of active exploration. While many tools have been developed to simulate neuronal dynamics or convert deep networks to spiking models, general software libraries for learning rules remain underexplored. This is partly due to the diverse, challenging nature of efforts to design new learning rules, which range from encoding methods to gradient approximations, from population approaches that mimic the Bayesian brain to constrained learning algorithms deployed on memristor crossbars. To address this gap, we present Neko, a modular, extensible library with a focus on aiding the design of new learning algorithms. We demonstrate the utility of Neko in three exemplar cases: online local learning, probabilistic learning, and analog on-device learning. Our results show that Neko can replicate the state-of-the-art algorithms and, in one case, lead to significant outperformance in accuracy and speed. Further, it offers tools including gradient comparison that can help develop new algorithmic variants. Neko is an open source Python library that supports PyTorch and TensorFlow backends.
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1 INTRODUCTION
Deep learning is the prevailing paradigm for machine learning. Over the course of its meteoric rise, its many differences from human learning have become increasingly clear. Chief among these are gaps in data efficiency, robustness, generalizability, and energy efficiency — all unlikely to narrow with growing computation power alone. This has motivated a renewed search for brain-inspired learning algorithms. However, the current software infrastructure needs improvement to support productive exploration.

Two common choices today for designing novel learning algorithms are TensorFlow [1] and PyTorch [32]. These general deep learning frameworks provide powerful abstractions for calculating gradients and building deep neural networks, but there is no intermediate layer between these two levels. For high-level development, backpropagation is the only learning algorithm offered and is in fact coupled with the training process.

Software in neuromorphic computing, on the other hand, has traditionally focused more on simulating neurons and spiking neural networks [6, 8, 16, 41], interfacing with neuromorphic hardware [11, 28, 35, 39], and converting pre-trained deep learning models to spiking neural networks for inference [36, 37]. Learning has not been a key part of these libraries. The few supported learning rules such as spike-timing-dependent plasticity are not competitive on
large problems. As a result, new learning algorithms are developed in independent codebases that are not easily reusable.

In this work, we present Neko, a software library under active development for exploring learning rules. We build on the popular autograd frameworks, and our goal is to implement key building blocks to boost researcher productivity. By decoupling the learning rules from the training process, we aim to provide an abstraction model that enables mixing and matching of various design ideas. To arrive at the right abstraction level, we need to sample a wide range of learning algorithm research. Below are the three directions and exemplars we have prioritized in this initial code release.

The first class of learning rules are gradient-based methods. They approximate backpropagation with various levels of biological plausibility [3, 24, 26, 27, 29, 31, 38, 40, 45]. From this category, we study the e-prop algorithm [7] in detail and provide a complete reimplementation. The second direction is based on the hypothesis that the brain keeps track of probabilistic distributions over weights and rewards [2, 10]. This line of exploration may offer important clues towards achieving learning efficiency and robustness in the face of uncertainty. We develop a sampling-based learning rule on spiking neural networks (SNN). The third class is concerned with hardware constraints on plasticity mechanisms. For this class, we include the classic example of Manhattan rule training for memristive crossbar circuits. In all three exemplars, we seek consistent implementation in the Neko library.

2 LIBRARY DESIGN

The Neko library is designed to be modular, extensible, and easy to use. Users can select from a collection of neuron models and encoding methods to build a spiking or regular artificial neural network, and train it with one of the implemented learning rules. Alternatively, they could supply their own networks from PyTorch or Keras [9] or develop new learning algorithms based on the provided intrinsics. The following code snippet provides an example of solving MNIST [23] with the e-prop algorithm on a recurrent network of 128 hidden adaptive leaky integrate-and-fire (ALIF) neurons.

```python
from neko.backend import pytorch_backend as backendsnn = ALIF(128, 10, backend, task_type='classification')
model = Evaluator(rsnm, loss='categorical_crossentropy',
    metrics=['accuracy', 'firing_rate'])
learning_rule = Eprop(model, mode='symmetric')
trainer = Trainer(learning_rule)
trainer.train(x_train, y_train, epochs=30)
```

Listing 1: Train an SNN model of ALIF neurons with e-prop.

The training process illustrated in this example can be broken down into a series of high-level Neko modules: the `layer` includes pre-implmented recurrent SNNs and adaptors for existing Keras and PyTorch models; the `evaluator` associates a model with a loss function and optional metrics; the `learning rule` implements backpropagation and a growing list of neuromorphic learning rules; and the `trainer` handles training logistics as well as special logic to apply multiple learning rules for gradient comparison between models. Besides these core components, auxiliary modules include the data loader, spike encoder, optimizer, and functions for loss, activation, and pseudo-derivatives calculations.

To help users define custom algorithms, Neko also provides a unified API for accessing frequently used features in TensorFlow and PyTorch such as low-level tensor operations. Switching the backend is straightforward. This feature can detect occasional framework-dependent behavior and is useful for code verification and performance analysis. The multi-backend support is reminiscent of the earlier Keras framework. However, Neko is different in that it provides more fine-grained abstraction layers such that users can replace the learning algorithm by changing a single line of code. Taken together, these features also simplify the process of porting code to hardware accelerators, since implementing a backend for the hardware is sufficient to run all models in Neko on it.

3 USE CASES

In this section, we present results on the three representative learning rules introduced earlier. We also provide gradient analysis as an example of Neko’s cross-cutting utilities that we are building to help design, debug, and compare new learning algorithms.

3.1 Credit assignment with local signals

A key mystery in the brain is how it implements credit assignment. The standard backpropagation through time (BPTT) algorithm is unrealistic as we cannot expect a biological neuron to be aware of all past synaptic strengths. Bellec et al. [7] proposed e-prop, a local online learning algorithm for recurrent SNNs. The method exploits the mathematical formula of BPTT, deriving an approximation which only requires a recursive accumulative eligibility trace and a local learning signal. These properties make the algorithm one step closer to biologically realistic on-chip learning.

In Neko, we implemented full-featured e-prop algorithms including the three variants: symmetric, random, and adaptive. Whereas the paper manually derived the e-prop formulas for some networks, we took a different approach: separating the model from the learning rules. In the layer module, the regular recurrent neural networks and recurrent SNNs, were all defined as standard models. Meanwhile, they inherited from an Epropable class, which defined general symbolic gradient formulas according to recurrent cell dynamics. Specifying this extra information was all it took to perform e-prop, and in a network-agnostic way. This design enabled the error-prone formula derivation to be automated. It also sped up experiments with new network architectures or e-prop variants.

We compared the Neko implementation of e-prop to the original implementation on the TIMIT benchmark [15] for framewise speech recognition. The authors reported the results on a hybrid network of 100 ALIF and 300 LIF neurons [7]. In our experiment, we used an ALIF-only network of 200 neurons and otherwise kept the setup identical. We report close reproduction accuracy in Fig. 2. Notably, Neko’s error rate dropped by 27%, after tuning regularization and batch size, while keeping the firing rate low at 10 Hz. To the best of our knowledge, this is the best SNN accuracy obtained with a local learning rule, which in fact reaches the level of an LSTM baseline trained with the precise gradients from BPTT ([7] Fig. S4). Additionally, Neko is faster (training time from Nvidia V100) and convenient for iterative development.
3.2 Probabilistic learning

Bayesian statistics has captured much attention in the computational neuroscience community, both as an explanation for neural behavior [22] as well as a means of performing inference in neural networks. In Neko, we develop a Hybrid Monte Carlo, or HMC [30], algorithm to perform Bayesian inference on spiking neural networks based on Metropolis-adjusted Langevin diffusion [34].

Fundamentally, HMC algorithms are simply Metropolis-Hastings samplers [19] where the proposal distribution is based on the gradient. Though spiking neurons are non-differentiable by definition, surrogate gradients can be defined by considering smoothed versions of the spiking activation function [31]. State of the art learning algorithms for spiking neurons have used these surrogate gradients successfully, and we also find success in deploying them in HMC to form our proposal. In fact, this two-stage approach is especially appealing for spiking neurons, since the theoretical underpinnings of HMC place only very weak restrictions on what the proposal direction should be, and certainly do not require an exact gradient to be satisfied. Thus, from a theoretical perspective, running our algorithm for sufficiently long will result in a sample from our true posterior. Empirically, of course, it is not practical to explore the entire nonconvex, high-dimensional posterior. We therefore verify our implementation numerically.

The MNIST-1D [18] data is a derivative of the popular MNIST dataset of handwritten digits which transforms the image recognition problem into a sequence learning problem (See Figure 3, Left). We train a spiking neural network with 1,000 hidden neurons using our proposed HMC algorithm, and recorded the posterior mean as well as uncertainty for the train set examples. As shown in Figure 3 (Right), we find that the model displayed significantly more uncertainty on test examples for which its best guess was incorrect than when it was correct. This validates our algorithm, as we would like errors to be associated with high uncertainty.

1 Using an adaptive step size [5] with a diffusion standard deviation of 0.01 scaled by the norm of the surrogate gradient, which was obtained via standard backpropagation.
learning rules sometimes require noticing the subtle differences in gradient estimates and follow their trends over the course of training. In Neko, we have designed a gradient comparison tool that can enumerate the gradients or weight changes for multiple learning rules with the same model state and input data. It can also track this information batch by batch. Visualizing this information can help inspect approximation quality differences caused by algorithm tweaks and identify equivalence in formula transformations. Outside the context of debugging, the change in gradient estimates throughout the training process can also reveal potential biases and other properties of the learning algorithm.

The gradient comparison tool is made possible by Neko’s separation of the learning algorithm and trainer module. It is implemented as a special trainer that takes multiple learning rules and clones of the same model. While the primary model follows the usual training process, the others’ parameters are synced with the primary at each training step, and the weight changes are saved. The equivalence of gradient changes and weight changes can be established using the built-in naive optimizer which applies gradients directly without learning rate.

Gradient analysis offers insights into how learning rules behave relative to each other and backpropagation. Fig. 4 illustrates this with an example of training spiking MNIST models with three variants of e-prop. While symmetric e-prop was the best at gradient approximation, the relationship between random and adaptive versions was somewhat unexpected. The adaptive version produced gradients with larger deviation and bias, which could explain its weaker performance on the benchmark (not shown).

Table 1: Testing two classification exemplars using temporal spike encoding schemes

| Encoding     | None | TC  | SF  | MW  | Benchmark |
|--------------|------|-----|-----|-----|-----------|
| Surgery      | 0.675| 0.620| 0.687| 0.563| 0.766     |
| ECG          | 0.813| 0.763| 0.699| 0.685| 0.811     |

1 A surgery kinematic dataset measuring the positions and orientations of surgical instruments during labeled simulated exercises. Data available upon request.
2 A public ECG heartbeat categorization dataset [21] subsampled for class balance.

4 SUPPORTING UTILITIES

To further enable neuromorphic centric exploration, we integrate the SpikeCoding toolbox [12] which enables simple encoding of continuous value sequences into spikes with nearly a dozen algorithms. We present experimental results (Table 1) on two temporal data applications using three encoding schemes [33]:

- **Temporal contrast (TC)** encoding compares the absolute value of a signal with a threshold derived by the derivative and standard deviation of the full sequence multiplied by a tunable parameter.
- **Step-forward (SF)** encoding generates positive/negative spikes by comparing values in a sequence to a moving baseline plus a tunable threshold, which is initially the first value of the sequence and updated each spike.
- **Moving window (MW)** encoding uses a similar moving baseline and threshold to determine spiking but which is set to the mean of values in a tunable time window.

All models were trained with e-prop learning except for the Benchmark RNN model trained with BPTT. While we note that there was often a sizable decrease in accuracy using these encodings, the sparsity of the input signal was significantly increased. Spike encodings may enable the use and development of learning algorithms more suited to or dependent on event based input.

5 CONCLUSIONS

We presented the design of a coding library for researching learning algorithms. Through three examples, we demonstrated its capability and ease of use in diverse scenarios. Our reference implementations introduced a new state-of-the-art in local temporal credit assignment with SNNs, a sampling-based learning rule for estimating weight and prediction posteriors, as well as simulations for constrained training of analog neural networks on memristive hardware. Additionally, we showed a cross-cutting example to support learning rule inspection with gradient comparison analysis.

Two directions emerge for future work. First, we will extend learning rules to complex neuron models (e.g., dendritic computation, structured neurons) and network architecture. Second, we will port learning algorithms to emerging hardware platforms. Both processes will be facilitated by the abstraction of learning algorithms and the multi-backend support in the Neko library².

²https://github.com/cortical-team/neko
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