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Abstract

Deep learning based molecular graph generation and optimization has recently been attracting attention due to its great potential for de novo drug design. On the one hand, recent models are able to efficiently learn a given graph distribution, and many approaches have proven very effective to produce a molecule that maximizes a given score. On the other hand, it was shown by previous studies that generated optimized molecules are often unrealistic, even with the inclusion of mechanics to enforce similarity to a dataset of real drug molecules. In this work we use a hybrid approach, where the dataset distribution is learned using an autoregressive model while the score optimization is done using the Metropolis algorithm, biased toward the learned distribution. We show that the resulting method, that we call learned realism sampling (LRS), produces empirically more realistic molecules and outperforms all recent baselines in the task of molecule optimization with similarity constraints.

1 Introduction

After tremendous success in task automation, machine learning has recently been used to accelerate expert development. In the field of medical research, new tools to efficiently exploit knowledge database or to accelerate simulations by orders of magnitude can be of great aid. In that matter, the problem of drug design is a particularly challenging but important problem: Before a compound is commercialized, it is proposed as a candidate and will have to pass an extensive battery of tests and certifications on animals and humans. In current modern pipelines, only one candidate in ten thousand will make its way to the market, explaining the development cost (between 1 and 3 billion of dollars) and time (10 to 15 years) needed for a single new drug.

With a large quantity of freely available data, many recent works aiming at improving this ratio have been proposed by the community. Searching for a good molecule requires two things: a way to score its quality, and a method to search the ensemble of reasonable candidates. The former was addressed by supervised algorithms, trained to predict many molecular properties of interest, that could be efficiently used to accelerate the prediction while increasing its accuracy [Gilmer et al., 2017][Wu et al., 2018]. Notably, the use of graph neural networks seems to be particularly adapted to these tasks [Hu et al., 2020][Wu et al., 2018]. Although the latter has also been explored extensively by different methods, some remaining recurring issues still limit their practical use. In particular, Gao and Coley [2020] have shown that molecules generated by deep learning models are often unrealistic, and cannot be synthesized.

Molecular data can be represented in many forms, but in this work we focus on molecules represented as graphs, with atoms seen as nodes and chemical bonds seen as edges. In literature, three main approaches can be found. Firstly, a simple representation learning method can be used to produce an
embedding of molecules in a smooth space, in which standard optimization methods can be used, such as Bayesian optimization \cite{jin2018a}. This approach relies heavily on the quality of the embedding space, limiting the optimization performance. A second one is to explicitly train a model to produce molecules with given properties \cite{jin2018b}. However, this requires a large quantity of data specific to the target properties, limiting the usefulness of such methods for the elaboration of drugs with new effects. Finally, reinforcement learning (RL) methods have proven effective as a pure optimization method \cite{zhou2019, you2018, shi2020}. Most works often add a component to enforce realism regarding a dataset, such as a discriminator or pretraining, as it is often easier for the model to learn the specifics of the score function, leading to the generation of unrealistic molecules. Although one can argue that proposing new ways to optimize a score can be interesting, these models are difficult to use in practice.

In this work, we propose a different approach to enforce molecule realism, combining machine learning and traditional importance sampling. More precisely, we train a graph autoregressive generative model to learn the distribution of reasonable molecules on the ZINC dataset \cite{irwin2005}. We then alter a simple Metropolis sampling algorithm to propose molecules which are both optimized and realistic. The resulting method, that we refer to as Learned Realism Sampling (LRS) does not need score-specific data, produces realistic molecules when RL algorithms do not, and improves performance on all our baselines in the task of molecule improvement on a variety of different scores.

2 Related work

Molecule generation

This work focuses mainly on graph representations of molecules. Molecular graphs do not have a well defined node ordering and their ensemble lacks a topology, making the problem of molecular graph generation difficult in most deep learning frameworks. Three main approaches can be found in literature. First, a standard generative framework such as a Variational Autoencoder \cite{kingma2014} can be used to generate the graph adjacency matrix \cite{simonovsky2018}. Although simple, these methods suffer from the fact that they are not node permutation invariant. A second popular approach relies on the junction tree representation \cite{jin2018a, jin2018b}. Briefly, it consists in heuristics to represent the molecule as a tree, ie to remove the cycles. A tree is considerably simpler than a molecular graph, and recurrent methods can be efficiently applied to it. Finally, autoregressive models can be used to generate a graph node-by-node and edge-by-edge \cite{popova2019, shi2020, you2018, zhou2019, li2018}. This has the advantage of breaking the symmetries introduced by the incomplete ordering of the nodes.

More broadly used than graph representations, SMILES and more recently SELFIES \cite{krenn2020} are text-based representations of molecules, on which standard sequence models can be used. The main drawback of this approach is that neighboring atoms in the molecule can be far away in the representation. In this regard, we highlight the work of \cite{alperstein2019} that solved the problem by using multiple SMILES representations of the molecule. Here, we also consider the work of \cite{segler2018, smiles_lstm} as another baseline.

Optimization

A first approach for property optimization is to perform representation learning to embed molecules as vectors in a smooth space. Standard algorithms such as Bayesian optimization \cite{jin2018a, jtvae}, gradient descent \cite{alperstein2019} All SMILES or hill climbing \cite{segler2018, smiles_lstm} can then be used on those representations. Although efficient in principle, these algorithms are limited by the quality of the representation as well as by the ability of the model to reconstruct the original molecule from it. A second approach is to train the model in a domain transfer framework, that is to train the model to take a molecule with low score as input and give a similar molecule with high score as output \cite{jin2018b, vjtnn or vjtnn+gan}. These models can be effective, although they do not actually optimize properties. Notice that both these approaches rely heavily on the availability of labelled data.

In order to overcome this last issue, a standard approach is to train a model to directly maximize a score with reinforcement learning. These algorithms are very efficient for the optimization itself.
Methods to enforce molecule realism regarding a dataset are added, such as pretraining \cite{Popova2019, Shi2020} or a discriminator \cite{You2018, GCPN}. However, despite these efforts, they usually generate unrealistic samples, as highlighted in this work.

Finally, there is a proposition of an hybrid approach between machine learning and other algorithms. Most similar to our work, we highlight two recent models based on Markov Chain Monte Carlo (MCMC). The MARS model \cite{Xie2021} trains and generates molecules simultaneously, adding better candidates to its training set. The generation procedure shares a lot of similarity with our work. Although the model produces impressive result in optimization, it does not attempt to enforce realism and we do not use it as a baseline. The MIMOSA model \cite{Fu2020} performs MCMC and directly models the transition probability with a pretrained neural network, as opposed to this work, where we model a dataset distribution.

3 Method

3.1 Graph generation with an auto-regressive model

We consider a dataset representing a distribution $Q(G)$ over molecular graphs $G$ that we wish to approximate. We first represent a graph $G$ in a constructive fashion, as a sequence $s$ of vectors which can either represent the addition of an atom or of a chemical bond, as detailed in section 3.1.1. The resulting distribution $Q(s)$ is then approximated by an autoregressive distribution $P(s)$ parameterized with neural networks, as detailed in section 3.1.2.

3.1.1 Graphs as sequences

We consider a molecule, seen as a complete graph $G(V,E)$ where $V = 1..N$ is the set of nodes and $E \subseteq V \times V$ is the set of undirected edges, $x_v \in \{1..D\}$ is the label of the node $v \in V$ and $e_{ij} \in \{1..E\}$ is the label of the edge $(i,j) \in E$.

This graph can be represented as a sequence $s$ of vectors $V_k$ that can represent either a node or an edge. This sequence is constructed sequentially by adding each node label $x_i$ followed by all the edge labels between this node and the previously added ones $e_{ij}$:

$$ s = (V_k)_{k=1..T} = (x_0, x_1, e_{01}, x_2, e_{02}, e_{12}, x_3, ...) $$

where $T$ is the length of the sequence. For practical reasons, we define all sequences to end with a particular node type vector acting as an end sequence token. As an illustration, the representation of propane, ie a chain of three carbons with single bonds, could be $s = (\text{carbon, carbon, single bond, carbon, no edge, single bond, end token})$. Any sequence $s_k = (V_u)_{u=1..k-1}$ defines a valid subgraph $G_{s_k}$.

Different sequences can represent the same molecule. Typically, the choice of the node indices $V$ is arbitrary but changing the node indices will change the sequence $s$. We note $seqs(G)$ the ensemble of sequences allowed by our algorithm that represent graph $G$.

From a distribution over graphs $Q(G)$ we can then trivially obtain a distribution on sequences $Q(s) = \sum_{G \sim Q(G)} Q(s|G)$ where $Q(s|G)$ is uniform over $seqs(G)$. Notice that to any sequence corresponds only one graph, so that $Q(s) = \frac{Q(G)}{|seqs(G)|}$.

3.1.2 Auto-regressive model

A learned distribution over sequences $P(s)$ is then modelled in an auto-regressive fashion:

$$ P(s = (V_k)_{k=1..T}) = \prod_k P_\theta(V_k | G_{s_k}) $$

(1)

where $P_\theta$ is a graph neural network defined below, with parameter $\theta$.

As there is only one graph per sequence, the corresponding distribution on graphs is simply $P(G) = \sum_{s \in seqs(G)} P(s)$. 
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We explicitly model $P_{\theta}(V_k|G_{s_k})$ as a categorical distribution whose probability vector is the output of a graph neural network. First, node embeddings $h_i$ are produced by $L$ layers of convolution. As in Shi et al. [2020], we use an edge sensitive version of the standard GCN convolution:

$$h_i^{(l)} = \sum_{e=1}^{E} ReLU \left( W_e h_i^{(l-1)} + V_e \sum_{j \in \mathcal{N}_e(i)} \frac{h_j^{(l)}}{\sqrt{d^i_i d^j_j}} + U_e \right)$$

(2)

where $U_e$, $V_e$ and $W_e$ are learnable weight matrices, $\mathcal{N}_e(i) = \{j/(i,j) \in E \text{ and } e_{ij} = e\}$ is the set of neighbours of $i$ via an edge labelled $e$ and $d^i_i = |\mathcal{N}_e(i)|$ is the degree of node $i$ in the graph containing only edges labelled $e$. We set $h_i^{(0)}$ as the one-hot embedding of $x_i$.

A global embedding is then defined by global addition pooling, i.e. $H = \sum_i h_i^{(l)}$.

Finally, two independent MLPs with softmax activation are used to produce probability vectors for node and edge distributions:

$$P(V_k = x_i|G_k) = Cat(MLP_{\text{node}}(H))$$

$$P(V_k = e_{ij}|G_k) = Cat(MLP_{\text{edge}}(H, h_i^{(l)}, h_j^{(l)}))$$

(3)

where $Cat(.)$ is the categorical distribution with probabilities defined by the outputs of the network.

The network is then trained by minimizing the cross-entropy loss of each decision over the dataset.

### 3.1.3 Further improvements and modifications

#### Conditioning the network on molecule size

In the next sections, we use among others a version of the model conditioned on molecule size\footnote{Additional care must be taken in training such network, as detailed in supplementary materials}. In order to do so, we redefine the convolution step in eq. 2 as:

$$h_i^{(l)} = \tilde{h}_i^{(l)} + C * \frac{s}{S}$$

(4)

where $s$ is the final molecule size, $S$ is the maximal allowed molecule size, $C^{(l)}$ is a learned vector, and $\tilde{h}_i^{(l)}$ is the original definition in eq. 2.

#### Limiting the length of sequences

The length of the sequences is the major limitation of auto-regressive methods in term of time efficiency. Moreover, most $V_k$ correspond to $e_{ij} = \text{no edge}$, which seems like a waste of resources. A common approach is to always present the nodes ordered as a breadth first search (BFS) traversal of the graph, without repetition and rooted randomly. In that setting, there exists an upper limit $B \geq |i-j|$ depending on the maximal width of the BFS tree in the dataset. In the ZINC dataset, $B = 12$. We can then omit all $e_{ij}$ if $|i-j| > B$ in $s$. Notice that the same advantage occurs if the nodes are instead presented in the reversed order of a BFS exploration, meaning that the last explored node is presented first in the sequence. As opposed to the former case, in the latter, the last generated node is uniformly sampled among all the nodes.

These two choices correspond to two definitions of $\text{segs}(G)$. The difference between them will be exploited in section 3.2.

#### Labelling the nodes for better cycle detection

A common issue in graph generation is the occurrence of unrealistic cycles, never seen in the dataset. We believe this is due to the fact that atoms are anonymous, so that two atoms in a similar environment will have similar embeddings. Hence, the atom embedding cannot capture information about the distance to another specific atom. In order to partially solve the problem, we add a random label to each node to enable the model to distinguish between close pair of nodes, that have interacted with each other through convolutions, and far-away pairs. We implement that by redefining the initial node embedding: $h_i^{(0)} = (F(x_i), \epsilon)$ where $F(x_i)$ is the one hot embedding of $x_i$ and $\epsilon$ is a random normal
vector of fixed dimension. We found empirically that, without completely solving the problem, this improved the distribution of cycles in generated molecules.

**Enforcing validity**
A great advantage of auto-regressive models is that we can easily ensure that the maximal valency of each atom is respected. In order to do so, we simply set the probability of edges that would break the valency constraint to zero during generation. If the nodes are presented in standard BFS order, we can also ensure that the molecule remains connected during the generation process, by stopping the generation if a new node has no real bond to the rest of the molecule.

3.2 Direct optimization in molecule manifold

In order to optimize molecule properties we use the Metropolis Hastings algorithm, with a slight adaptation in order to bias the simulated distribution, centered around the criterion to optimize, toward the learned distribution, which defines implicitly the criterion of realism. We refer to that method as Learned Realism Sampling (LRS).

3.2.1 Algorithm
First, we define a conditional transition probability \( T(G_1|G_0) \) from graph \( G_0 \) to graph \( G_1 \). Intuitively, \( T \) is a distribution over the neighborhood of \( G_0 \) in the ensemble of all graphs, which is not defined. Moreover, in order to ensure the realism of the proposal \( G_1 \), we need to sample from the learned distribution \( P \). In order to satisfy both conditions, we simply resample the last steps of the generative algorithm. More precisely, we start by sampling uniformly a generation sequence \( s \in \text{seqs}(G_0) \) of length \( M \), and remove the last elements corresponding to \( \delta n \in \mathbb{N} \) node additions, yielding a shorter sequence that we call \( s^* \). We then rerun the generative model, starting from the intermediate graph \( G_{s^*} \).

Then, given a score function \( sc \) and temperature \( T \), we define an acceptance probability \( R \) as:

\[
R(G_1|G_0) = \min \left( \frac{\exp \left( sc(G_1) - sc(G_0) \right)}{T}, 1 \right)
\]

From those two distributions and an initial graph \( G_0 \), we iteratively produce new graphs similarly to the Metropolis Hastings algorithm, as summed up in algorithm 1:

**Algorithm 1 Learned Realism Sampling**

1. Sample a proposal graph \( G_{n+1}^{\text{proposal}} \sim T(G_{n+1}|G_n) \)
2. Accept the proposal graph with probability \( R(G_{n+1}^{\text{proposal}}; G_n) \)
3. If the proposal is accepted, set \( G_{n+1} = G_{n+1}^{\text{proposal}} \). Else, set \( G_{n+1} = G_n \).

Notice that this is not Metropolis Hastings algorithm as \( T \) is not symmetric, which should require a correction in \( r \). Hence the simulated distribution is not proportional to \( F \).

**Lemma 1**

*Given a joint distribution \( P(s,G) \) over \( S \times G \), if the conditional distribution \( P(s|G) \) is the uniform distribution over \( \text{seqs}(G) \), then algorithm 1 is equivalent to Metropolis Hastings sampling for a distribution \( \pi(G) \propto F(G)/P(G) \).*

The proof is given in supplementary materials. Notice that the condition is fulfilled by the dataset distribution \( Q \), as detailed in 3.1.1. The result is only exact in the limit where the learned distribution \( P \) perfectly matches \( Q \). This lemma should however describe the general tendency of the algorithm even if the approximation is imperfect, as there is no consistent bias during training.

As a result, algorithm 1 produces graphs which both have high scores and are likely with regards to the learned distribution \( P \). The temperature parameter can be used to tune the importance of both those aspects or to perform annealing.
Table 1: Distribution learning performance of all the baselines. Validity(Val.), Novelty(Nov.), Unicity(Uni.), KL, FCD scores are presented. (↑) and (↓) indicates respectively that higher or lower is better. VJTNN and MIMOSA are missing from this table, as they cannot be trained only for distribution learning. All models have been retrained using the official released code, except for MRNN which is not available.

|        | Val. (↑) | Nov. (↑) | Uni. (↑) | KL (↓) | FCD (↓) |
|--------|----------|----------|----------|--------|---------|
| JTVAE  | 1.00     | 1.0      | 1.000    | 0.078  | 1.46    |
| GCPN   | 0.20     | 1.0      | 1.000    | 0.604  | 12.49   |
| MRNN   | 0.65     | 1.0      | 0.999    | -      | -       |
| GraphAF| 0.68     | 1.0      | 0.991    | 0.2294 | 10.06   |
| SMILES LSTM | 0.87  | 0.999    | 1.000    | 0.178  | 0.515   |
| AR     | 0.97     | 1.0      | 1.000    | 0.060  | 1.48    |
| AR-SC  | 0.97     | 1.0      | 1.000    | 0.058  | 1.50    |
| AR-RBFS| 0.88     | 1.0      | 1.000    | 0.102  | 2.83    |

A great advantage of the method is that the learned distribution is completely independent from the score calculation. Typically, \( P \) can be learned on large public datasets, like ZINC, while the score can be learned on scarce data, using very simple models, or even on no data at all if an analytic solution exists. Notice that many models optimize the score by learning, in particular reinforcement learning ones. There is then a risk that some specificity of the score is learned at the expense of neglecting the dataset statistics. This is not the case of our model as the learning phase is only performed prior to optimization.

### 3.2.2 Further improvements and variations

#### Controlling the sampled graph size

If the initial graph \( G_0 \) of size \( N \) has few nodes compared to the median size of the training dataset, then the graph \( G_1 \sim T(G_1|G_0) \) is likely to be much larger than \( G_0 \), breaking the intuition that \( G_1 \) should be similar to \( G_0 \). To correct that effect, a model conditioned on size can be used. We remove \( \delta n_r \) nodes and condition the output size to be \( N - \delta n_r + \delta n_a \). We sample both quantities \( \delta n_r \) and \( \delta n_a \) from a Poisson distribution with parameter \( \lambda \).

#### Sampling the modified region uniformly

As detailed in section 3.1.3 the nodes can be presented in different orders. Following Shi et al. [2020], our basic model presents the nodes in a BFS order to improve efficiency. The removed atoms are the ones visited last. Thus, the probability to be removed is not the same among all nodes. For example, in a long carbon chain, the atoms in the middle will almost never be removed.

In order to circumvent that effect and without loss of efficiency, the nodes can be presented in reversed BFS order, so that the root is presented last. By doing so, the first removed node is sampled uniformly among the graph. Notice that if \( \delta n_r > 1 \), this modification is not enough to ensure that nodes have a uniform probability to be removed, as more connected nodes will be selected more frequently. Still, we find that this correction is enough for substantial improvement while remaining very simple.

### 4 Experiments

We compare our model to multiple state-of-the-art models described in more details in section 2.

#### 4.1 Distribution Learning

Our method begins by training the autoregressive models described above to learn the dataset distribution. This is obviously a critical step, as the subsequent algorithm will produce samples biased toward that distribution.

We train three versions of our autoregressive model:
• The basic model described in §3.1 simply referred to as AR.
• A model conditioned on size as described in section §3.1.3 referred to as AR-SC
• A model conditioned on size, and with nodes presented in reversed BFS order, as in section §3.1.3 referred to as AR-RBFS

The model is trained on the ZINC250K dataset from Irwin and Shoichet [2005]. Implementation details can be found in supplementary materials, such as input format and hyperparameters.

The model is compared to state-of-the-art baselines using multiple metrics, all detailed in appendix D. Following Brown et al. [2019], we also provide two other metrics: the Kullback-Leibler divergence between the distributions of the generated molecules and the dataset, evaluated on many molecular descriptors. The Fréchet ChemNet Distance (FCD) [Preuer et al., 2018] is a molecular version of the Fréchet Inception Distance. Finally, we provide images of generated molecules in figure 1.

The results are displayed in table 1, showing that our model achieves state-of-the-art performance, and generally better than reinforcement learning based methods. The RBFS model achieves slightly lower validity, KL and FCD, which is accountable to its more complex task as it must also ensure molecule connectivity.

4.2 Score optimization

We then use the three models from the previous section to perform our proposed LRS methods. Our method using the AR-X model is referred to as LRS-X. In the first section, we demonstrate that optimization can produce unrealistic molecules. In the second section, we show that although our model has the additional limitation to produce realistic molecules, it can still perform as well or better than state-of-the-art methods in the task of molecule improvement.

4.2.1 Unsafe optimization can lead to generation of unrealistic molecules

A standard task is to generate molecules with the largest score possible. A common proof-of-principle score is the normalized penalized water octanol partition logP coefficient (NPlogP). This score happens to be easy to maximize, if no realism constraint is required. For example, a very long carbon chain, although unlikely in the training dataset, has a very high score. We show that many models will disregard the dataset statistics in order to optimize the score.

In general, it is hard to provide a metric, or even to evaluate, the realism of a molecule regarding a dataset. In this particular case, the molecules obtained from a model that disregarded its training set are particularly odd, so that we can attempt to quantify their quality. As in literature, we provide the top 3 molecules generated by each model. To estimate their realism, we provide their mean log-likelihood in feature space: First, we use a set of property descriptors as for the KL metric in previous section. Second, we use the ChemNet features. Details can be found in appendix. Results are grouped in table 2. Finally, we provide images of the top candidate for each model in figure 2.

First, we notice that all models produce NPlogP scores that are considerably above what can be found in the dataset, which is already an alarming sign. We also notice that most models produce extremely
unlikely molecules. Indeed, as can be seen on figure 2, most models only learned to repeat the same pattern many times. On the other hand, both JTVAE and our models produce more reasonable candidates (with some doubt concerning the descriptor log likelihood of LRS-SC and LRS-RBFS). We conclude that our model is indeed efficiently able to maximize a criterion while better enforcing realism of the generated candidates.

Table 2: Top three performances of NPLogP optimization for all models and log-likelihood against descriptors and ChemNet features.

|              | NPLogP (↑) | Log-Likelihood (↑) |
|--------------|------------|---------------------|
|              | 1st        | 2nd | 3rd | Descriptors | Chemnet Feat. |
| Dataset      | 4.52       | 4.23 | 4.22 | -37 | 291 |
| JTVAE        | 5.30       | 4.93 | 4.49 | -38 | 283 |
| GCPN         | 7.98       | 7.85 | 7.80 | -101 | -226 |
| MRNN         | 8.63       | 6.90 | 4.73 | -44 | -125 |
| GraphAF      | 12.23      | 11.29 | 11.05 | -286 | 130 |
| All-SMILES   | 12.34      | 12.16 | 12.05 | -210 | -333 |
| SMILES LSTM  | 11.87      | 11.84 | 11.70 | -164 | -171 |
| LRS          | 5.42       | 5.22 | 5.11 | -36 | 427 |
| LRS-SC       | 5.90       | 5.90 | 5.83 | -47 | 284 |
| LRS-RBFS     | 6.98       | 6.92 | 6.69 | -51 | 293 |

4.2.2 Molecule improvement

We then evaluate our model in the context of molecule improvement. Given an initial molecule $m_0$ and a threshold $\delta$, the objective is to produce a molecule $m^*$ with maximal score so that the similarity $\text{sim}(m^*, m_0)$ between $m^*$ and $m_0$ is larger than $\delta$. As in our baselines, the similarity is defined as the Tanimoto similarity between the Morgan fingerprints with radius of 2 of $m^*$ and $m_0$. We simply set the score of a molecule with $\text{sim}(m^*, m_0) < \delta$ to be $-\infty$.

As a first task, we adopt the same setup as most previous works. More precisely, we optimize the NPLogP scores of 800 molecules with initially low score in ZINC test set, and report the average score
Table 3: NPlogP score improvement for a given similarity threshold \( \delta \). Results for JTVAE are taken from Jin et al. [2018b].

| NPlogP  | \( \delta = 0.2 \)       | \( \delta = 0.4 \)       | \( \delta = 0.6 \)       |
|---------|---------------------------|---------------------------|---------------------------|
| JTVAE   | -                         | 1.03 ± 1.39               | 0.28 ± 0.79               |
| VJTPN   | -                         | 3.55 ± 1.67               | 2.33 ± 1.24               |
| GCPN    | 4.12 ± 1.19               | 2.49 ± 1.30               | 0.79 ± 0.63               |
| GraphAF | 5.00 ± 1.37               | 3.72 ± 1.19               | 1.94 ± 1.00               |
| MIMOSA  | 3.48 ± 1.41               | 3.44 ± 1.41               | **3.24 ± 1.48**           |
| LRS     | 4.68 ± 1.48               | 3.63 ± 1.23               | 2.29 ± 1.12               |
| LRS-SC  | 5.49 ± 1.37               | 4.14 ± 1.08               | 2.81 ± 0.92               |
| LRS-RBFS| **6.23 ± 1.28**           | **4.44 ± 1.15**           | 2.80 ± 1.09               |

Table 4: QED and DRD2 score improvement and success for a similarity threshold \( \delta = 0.4 \).

| QED      | DRD2    |
|----------|---------|
| Improvement | Success   | Improvement | Success   |
| VJTPN + GAN | 0.11(0.08) | 79.3%   | 0.61(0.39) | **97.3%**   |
| MIMOSA    | 0.10(0.05) | 16.3%   | 0.28(0.30) | 25.8%   |
| LRS-SC    | 0.17(0.04) | 80.0%   | 0.73(0.31) | 79.1%   |
| LRS-RBFS  | **0.18(0.03)** | **94.5%** | **0.76(0.26)** | 83%   |

Improvement for different values of \( \delta \). The results are presented in table 3. Our model outperforms all baselines by a large margin, except MIMOSA in the case \( \delta = 0.6 \).

Then, following Jin et al. [2018b], we optimize the QED score and the DRD2 score, which is the affinity with dopamine receptor of type 2, as predicted by a model from Olivecrona et al. [2017], and report the average score improvement and success rate. In the former case, we optimize a set of 800 molecules with QED scores between 0.7 and 0.8. An optimization is considered a success if a candidate with a score greater than 0.9 is found. In the latter case, we optimize a set of 1000 molecules with DRD2 scores lower than 0.05. An optimization is considered successful if a candidate with a score above 0.5 is found. For those experiments, we use a threshold \( \delta = 0.4 \). The results are presented in table 4. In general, our method produces larger improvements.

5 Conclusion

In this work, we proposed a method for molecular property optimization that only produces realistic candidates with respect to a given dataset. In order to do so, we start by learning the dataset distribution using a generative graph autoregressive model. Based on this learned model, we then perform sampling akin to Metropolis Hastings, implicitly forcing the exploration to focus on regions with higher probability under the training distribution.

We demonstrate that the generated molecules are visually varied and realistic, compared to all reinforcement learning based baselines. Furthermore, our model outperforms all baselines in the task of molecule improvement, showing that enforcing realism is not only desirable but also beneficial.

Notably, the optimization step in our model is not based on learning, so that no data specific to the optimized score is required, which is essential for practical applications where data is scarce.

These results prove that the combination of distribution learning and traditional importance sampling is promising to improve current molecule design methods. Other than Markov Chain Monte Carlo methods, like ours, we believe that similar ideas could be promising when applied to genetic algorithms, which are prominent in modern pipelines. We leave this perspective to future work.
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Appendix

A Demonstration of Lemma 1

The transition probability $T(G_1|G_0)$ defined in section 3.2 is defined by:

1. Sampling a sequence $s$ of length $M$ uniformly in $\text{seqs}(G_0)$.
2. Keeping only the $M - \lambda$ first terms of the sequence to define $s^* = s_{M-\lambda}$.
3. Resampling using the autoregressive distribution $P$ using $s^*$ as initial condition.

In the following, we note $s^* S$ the ensemble of sequences in $S$ starting with $s^*$.

The first two steps define a distribution $D(s^*|G_0)$, which is the probability to sample $s^*$ from the initial graph $G_0$:

\[
D(s^*|G_0) = \frac{\sum_{s \in \text{seqs}(G_0) \cap s^* S} 1}{|\text{seqs}(G_0)|}
\]

Then we define the probability corresponding to the third step. The joint probability over graph and sequence is $P(G,s) = P(s)\delta(s \in \text{seqs}(G))$ where $\delta(\cdot \in A)$ is the indicator function of the ensemble $A$. Thus, marginalizing over $s$:

\[
P(G) = \sum_{s \in \text{seqs}(G)} P(s) \tag{7}
\]

The conditional version of the above is:

\[
P(G,s|s \in s^* S) = P(s|s \in s^* S)\delta(s \in \text{seqs}(G)) \tag{8}
\]

with

\[
P(s|s \in s^* S) = \delta(s \in s^* S) \frac{P(s)}{P(s^*)} \tag{9}
\]

The probability of sampling $G_1$ using $s^*$ as an initial condition is the marginalisation of that expression so that we can define:

\[
P(G|s \in s^* S) = \sum_{s \in \text{seqs}(G) \cap s^* S} \frac{P(s)}{P(s^*)} \tag{10}
\]

Abusing notations, we will simply note $P(G|s^*)$ in the following.

The condition in lemma 1 is that $P(s|G)$ is uniform over $\text{seqs}(G)$, so that we can combine equation 7 and 10:

\[
P(G|s^*) = \frac{P(G) |\text{seqs}(G) \cap s^* S|}{P(s^*) |\text{seqs}(G)|} \tag{11}
\]

Finally combining equations 6 and 11 we have:

\[
T(G_1|G_0) = \sum_{s^*} D(s^*|G_0) P(G_1|s^*)
= \frac{P(G_1) |\text{seqs}(G_0) \cap s^* S| \times |\text{seqs}(G_1) \cap s^* S|}{P(s^*) |\text{seqs}(G_0)| \times |\text{seqs}(G_1)|} \tag{12}
\]
Notice that apart from the $\mathcal{P}(G_1)$, equation [12] is symmetric upon permutation of $G_1$ and $G_0$. Thus we have:

$$\mathcal{P}(G_0) T(G_1|G_0) = \mathcal{P}(G_1) T(G_0|G_1)$$

We can then rewrite the acceptance ratio $r(G_1, G_0)$ defined in equation [5] as:

$$r(G_1, G_0) = \frac{F(G_1) \mathcal{P}(G_1) T(G_0|G_1)}{F(G_0) T(G_1|G_0)} = \frac{\pi(G_1) T(G_0|G_1)}{\pi(G_0) T(G_1|G_0)}$$

(14)

where $\pi(G) = F(G) \mathcal{P}(G)$ and equation [14] defines a correct acceptance ratio to perform Metropolis Hasting sampling of a $d \propto \pi$, using the asymmetric proposal distribution $T$.

B Implementation details

B.1 Input format

Molecules are presented in kekulized form with implicit hydrogens as graphs with atoms as nodes and chemical bonds as edges. Thus, edges are labelled as SINGLE, DOUBLE, TRIPLE or NO EDGE. Concerning the atomic information, in order to fully describe the molecule (except for the chirality), we retain the information about the atomic number, its valence (counting hydrogen) and charge. We find that there are 20 different cases occurring in the ZINC dataset, to which we add the special STOP NODE case. Thus, based on that information, the initial node embedding is a one hot embedding of dimension 21.

B.2 Training details and hyperparameters

B.3 Hardware

All experiments have been run on a Geforce GTX 1080 Ti. The autoregressive models have been trained until convergence, which takes 2 to 3 days. We manually tuned the hyperparameters of each model. No fine tuning algorithm has been used, and the final hyperparameters are given in supplementary materials. In the distribution learning section, we report the score of the model of each type that we use in the optimization sections.

B.3.1 Model hyperparameters and training

Our model consists in three layers of convolution as described in equation [2] followed by two MLP with $\tanh$ non-linearity except on the last layer are used as $MLP^{node}$ and $MLP^{edge}$ in equation [3]. Those MLPs have 8 layers in the case of LRS and LRS-SC, and 5 layers in the case of LRS-RBFS. The network is trained by minimizing cross entropy loss, using the Adam optimizer with a learning rate of $1e^{-3}$, using the Pytorch and Pytorch-geometric libraries.

B.3.2 Optimization hyperparameters

Optimization is performed using an initial temperature $T_0 = 0.1$ in equation [5] with a cooling rate of 0.1 per 100 iterations. Each optimization is taken has the best score among $R$ runs of $S$ steps of the algorithm. For NPLGp and QED, we set $R = 10$, while for DRD2 we set $R = 20$. We set $S = 50$ for NPLGp and $S = 150$ for QED and DRD2.

C Training a network conditioned on size

Training a network conditioned on size as defined in section [3.1.3] will generally lead to a disappointing local optimum with relatively high loss $\hat{L}$, where the network perfectly matches the expected size but produces qualitatively poor molecules. We found that we could perform training for a few epochs with $C = 0$, until the loss is lower than $\hat{L}$, and then continue the training allowing $C$ to vary.
D Metrics

All metrics are evaluated on a sample $\mathcal{G}$ of 10,000 generated molecules. The similarity $\text{sim}(m, m')$ between the molecules $m$ and $m'$ is defined as Tanimoto similarity between ECFP6 fingerprints of the two molecules.

Validity

A molecule is considered valid if it can be parsed as a valid SMILES with the RDKIT library. Non connexe molecules are not considered valid. The validity score is the ratio of valid molecules among 10,000.

Novelty

The novelty score is the ratio of valid molecules that do not appear in the dataset over all valid generated molecules.

Uniqueness

The uniqueness score is the ratio of different valid generated molecules over all valid generated molecules.

Fréchet ChemNet Distance

We use the opensource fcd_torch implementation of the Fréchet ChemNet Distance.

KL score

We use an similar definition of the KL score as Brown et al. [2019]. More precisely, the dataset and generated molecule distributions, $d_1^p$ and $d_2^p$ are evaluated on a set of property descriptors $p$ and the standard Kullback-Leibler divergence is measured between the two distributions. The average is then taken on $p$. The only difference with Brown et al. [2019] is that we directly provide this quantity while they apply an exponential to map the score between 0 and 1. The descriptors are properties from rdkit:

- The BertzCT index
- The molecule LogP
- The molecular weight
- The total polar surface area
- The number of donors
- The number of acceptors
- The number of rotatable bonds
- The number of aliphatic rings
- The number of aromatic rings
- The internal pairwise similarity

The distribution of continuous properties is evaluated using a gaussian kernel density estimator.

D.1 Log-Likelihood

In section 4.2.1, we provide the log likelihood of top 3 generated molecules in feature space.

In ChemNet feature space, we evaluate the dataset distribution with a multivariate gaussian, in a similar fashion than the FCD in calculated.

In descriptor features space, we use the same list of descriptor as for the KL metric, except for the molecule LogP (which is the optimized quantity). For the discrete properties, a basic frequency
estimator fails to be informative, as the log likelihood becomes $-\infty$ for molecules which have features never seen in the dataset, without making a difference between small and large deviations. For example, GraphAF produces molecules with up to 40 rotatable bonds, while MRNN or LRS-RBFS produce 11 and 13 rotatable bonds. There is never more than 10 rotatable bonds in the dataset, so that all three models produce $-\infty$ log likelihood.

To circumvent the issue, we simply estimate all properties with a Gaussian distribution, and report the likelihood accordingly.

## E Baseline Models

The code from JTVAE, GCPN and GraphAF is available and was used to produce the results in the distribution learning section. The code from MRNN is not officially available and we report the result from the original paper. The SMILES LSTM model implementation is the hill climbing version from the Guacamol baselines by [Brown et al., 2019](#).

In the unconstrained optimization section, we reported the results for the molecules given in the original papers. The only case where it’s not possible is the SMILES LSTM model, which we rerun for this specific task.

In the molecule improvement section, we report the results from the original papers, with a few exceptions. The results for JTVAE are the updated one reported in their following paper [Jin et al., 2018b](#). All models use the same list of SMILES, that can be obtained from the VJTNN implementation by [Jin et al., 2018b](#). The original results of GraphAF did not use the same list of SMILES to improve, we reran their original code with the correct list of SMILES. Finally, the MIMOSA model did not penalize the similarity as done in this work. In their original implementation, the similarity is added to the score, ensuring that mostly similar candidate are generated. We modified their implementation to remove that feature and reran their code with the same hyperparameters.