Pixel-based layer segmentation of complex engineering drawings using convolutional neural networks.
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Abstract—One of the key features of most document image digitisation systems is the capability of discerning between the main components of the printed representation at hand. In the case of engineering drawings, such as circuit diagrams, telephone exchanges or process diagrams, the three main shapes to be localised are the symbols, text and connectors. While most of the state of the art devotes to top-down recognition approaches which attempt to recognise these shapes based on their features and attributes, less work has been devoted to localising the actual pixels that constitute each shape, mostly because of the difficulty in obtaining a reliable source of training samples to classify each pixel individually. In this work, we present a convolutional neural network (CNN) capable of classifying each pixel, using a type of complex engineering drawings known as Piping and Instrumentation Diagram (P&ID) as a case study. To obtain the training patches, we have used a semi-automated heuristics-based tool which is capable of accurately detecting and producing the symbol, text and connector layers of a particular P&ID standard in a considerable amount of time (given the need of human interaction). Experimental validation shows that the CNN is capable of obtaining these three layers in a reduced time, with the pixel window size used to generate the training samples having a strong influence on the recognition rate achieved for the different shapes. Furthermore, we compare the average run time that both the heuristics-tool and the CNN need in order to produce the three layers for a single diagram, indicating future directions to increase accuracy for the CNN without compromising the speed.
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I. INTRODUCTION

Digitisation of engineering drawings has been a persistent problem in different industries such as the electrical, chemical and the Oil & Gas sector. In the case of the latter, experts have expressed an urgent need to migrate legacy printed representations used in this industry towards a paperless environment, which can lead to improved data storage, data mining and security assessment. In particular, a class of engineering drawings known as a Piping and Instrumentation Diagram (P&ID) has been identified as a complex case of study which requires a combination of techniques to properly digitise and contextualise the obtained information. An extract from a P&ID is shown in Figure 1, but these drawings can be large and complex. They are also very common in industry so an efficient method of digitisation is important. Notice that this type of engineering drawing conveys a complex and entangled structure of symbols, text and connectors which are hard to understand even for the human eye. Efficiently untangling these symbols, text and connectors is a novel problem whose solution may lead to improvements in automated data extraction from P&ID drawings.

![Example of a P&ID](image-url)
P&IDs is sparse in comparison to other image processing advancements. For instance, Furuta et al. [1] and Ishii et al. [2] developed systems aimed at the recognition of symbols and connecting lines in handwritten and CAD-based P&IDs. However, these papers were published more than 30 years ago, and thus the techniques that they present may seem outdated. Nonetheless, it is possible to see from this work how P&IDs have derived into the representations that we currently aim to digitise. In the mid-90's, Howie et al. [3] presented a comprehensive technical report on a system to detect and classify symbols based on a repository of symbols represented by using graphs. This approach has also been used by other authors such as Jiang et al. [4] with the aim of finding the median symbol from a collection of samples. More recent work in P&ID data extraction has been presented by Tan et al. [5], where authors proposed using local binary patterns and a sliding window technique to identify candidate symbols and verify them against a repository, thus classifying the obtained samples. In the same domain, Moreno-Garcia et al. [6] presented a study on how the implementation of texture-based graphics segmentation [7], [8] can enhance symbol recognition in P&IDs. Separating text from graphics allows for the possibility of leveraging advanced, existing techniques specific to each domain. Although techniques for text recognition are already well developed and widely applied, P&ID symbol recognition is still a relatively new field. The interested reader is referred to the work presented by Moreno-Garcia et al. [9], which encompasses a comprehensive literature review on former and recent trends for engineering drawing digitisation and contextualisation, with particular focus on the case on P&IDs. Using the techniques in [6] as a stepping stone, Elyan et al. [10] collected a symbol repository and performed classification tests considering the imbalance on the dataset [11], [12] by means of class decomposition [13], [14].

In parallel with the developments on digitisation and contextualisation of engineering drawings, there has been a notable increase in the use of deep learning techniques in document image analysis. In particular, the concept of the convolutional neural network (CNN), has been used to solve a wide range of image recognition problems [9]. In the specific case of CNN application to P&IDs, the literature is sparse. One of the few examples is a system [15] which uses a CNN architecture to perform symbol recognition for a fixed collection of symbols with a particular pattern. Although recent, this work pre-dates many of the modern advances in deep convolutional neural networks and uses a small dataset by today’s standards. In addition to this example of CNN use applied to P&IDs, there is the aforementioned work presented by Elyan et al. [10], where a collection of symbols in P&IDs were extracted and classified using Support Vector Machine, Random Forests and a CNN.

In this paper, we propose the implementation of a CNN, which uses pixel patches as training data, instead of particular features or symbol images. This way, our network is capable of classifying all pixels in the engineering drawing as symbol, text or connector pixels, thus splitting the input image into its three main layers. To generate the layers to obtain the training pixel patches, we have used a heuristics-based tool [6], [10] which has been implemented for a particular P&ID standard. This tool is further detailed later in this paper. A diagram of the proposed framework is shown in Figure 2.

The rest of this paper is organised as follows: Section II discusses previous methods which have presented image processing solutions for a range of different document image domains which have been based on pixels as the main feature. Section III presents the methodology and the CNN architecture used, while section IV presents the dataset and the experimental framework. Finally, Section V is reserved for conclusions and future work.

II. RELATED WORK

The idea of implementing pixel-based classification for the localisation of elements in printed documents is not new. In fact, it can be traced back to 1978 [16], where it was defined that the image segmentation problem could be refactored as a pixel classification one. Therefore, authors presented a method where the features to be used are the gray pixels, while the edge value is equal to the magnitude of an approximation to the gray level gradient at each point. This method was applied on Forward-Looking Infra Red (FLIR) images, where thermography is used to identify objects in the dark. The purpose of this method was to perform image thresholding [17].

In more recent work, it is possible to find pixel-based segmentation applications, mostly outside the domain of engineering drawings. Cote et al. [18] presented a model for classifying pixels in business document images. The authors classified pixels into four layers of interest (namely text, image, graphics and background) using low-dimensional feature descriptors based on textural properties, aided by a Support Vector Machine (SVM) classifier. Authors proposed to represent each pixel as a feature vector based upon the image response to a filter bank. To obtain the training data and the ground truth, they used a commercial software called Aletheia 1.5, which allowed them to select regions of more than a thousand business document pages and store such selections in XML format.

Other efforts have been done to produce better region of interest segmentation based on CNN architectures in the domain of photographic images. Pinehiro et al. [19] presented a pixel-level CNN capable of segmenting objects of interest for training purposes using weakly annotated images based on Multiple Instance Learning. This approach relies on an aggregation layer which works with the features computed by the CNN. As a result, this CNN is capable not only of classifying each image, but also of detecting which pixels comprise the annotated object.

To enhance the use of CNNs to train recognition methods for hyper-spectral images, Li et al. [20] presented the concept of pixel-pair features. The idea is to pair training samples using as criterion the identification of the change of label. By designing the CNN to take this into account, plus the implementation
of a voting strategy for the joint classification, accuracy can
be increased when attempting to classify neighbouring pixels
in heterogeneous regions.

Most recently, Calvo-Zaragoza et al. [21] presented a deep
learning methodology to classify pixels in medieval musical
score images with poor quality. For the case at hand, the
purpose of the method was to find the background, text,
score and staff pixels, using manually-labelled pixel patches
of different sizes to train CNNs with variable parameters, such
as convolutional blocks and number of layers. Experimental
validation showed that different training patch sizes yielded
different accuracy results, achieving more success with rect-
angular rather than squared patches. This is mostly due to staff
lines (horizontal lines) being recognised better as the network
learns from such shape. In the case of engineering drawings,
the same phenomenon could occur with connectors, although
connecting lines are both horizontal and vertical in this case.
Our experiments are designed to examine this.

III. METHODS

A. Heuristics-based Tool for Layer Generation

To split the original image into the three layers of interest,
we have used a semi-automated heuristics-based tool which
has been previously presented in [6], [10]. This tool is capable
of locating the elemental shapes of a P&ID (i.e. continuity
labels, sensors, text, dashed connectors, pipeline connectors
and equipment symbols) by sequentially locating and segment-
ing these shapes. Therefore, we have created three layers by
combining the elements as follows:

- Symbols (composed by continuity labels, sensors and
equipment symbols)
- Connectors (composed by dashed and pipeline connec-
tors)
- Text

Figure 3 shows the symbol (top-left), connector (top-right)
and text (centre) layers for a portion of a P&ID. Notice
that since we have also considered dashed connectors in the
connector layer; these more closely resemble text characters
and thus, are harder to detect. The heuristics-based tool can
only identify objects that it has been explicitly programmed to
detect. The process with the heuristics tool is semi-automated,
with additional human annotation used to produce an accurate
ground truth. The classifier that we train using this labelled
data will be capable of classifying any pixel within a P&ID
image as symbol, connector or text, including objects that
it has not necessarily been trained for, without any human
intervention.

B. Convolutional Neural Network Framework

Once the heuristics-based tool has produced the three layers
for a given image, it is possible to obtain samples for the
CNN by applying a sliding window on each layer, centring
such window on a pixel of interest. As a result, the input
for the CNN is a rectangular patch. Figure 4 shows samples
for a symbol, text and connector patch respectively. Notice
that since this is a pair-wise classification scenario, the pixel
patches can also be obtained from the original image by
implementing a sliding window approach switch centres in
a specific pixel type and acquires the pixel patch. We have
decided to use the former rather than the latter as we already
have an algorithm which produces the three layers and thus,
images are cleaner in order to generate the patches for each
shape/class.
The size of the patch shall be determined in accordance to the size of the drawing. Given that these images are approximately of $5000 \times 7000$ pixels, at least a $25 \times 25$ window is required, following the guideline proposed in [21].

The network configuration is as follows: A CNN with a depth of 3 layers, 1 convolution per layer, 32 filters and kernel size of $3 \times 3$ pixels has been set up as a starting point. Each layer consists of stacked convolutions and a Rectified Linear Unit (ReLU) activation function, followed by a fixed $2 \times 2$ down sampling (pooling) function. The final layer is fully connected, leading to a softmax classifier returning the probability for the pixel patch to belong to a given class. For each of the convolution layers, the size of the 32 filters has been fixed to $3 \times 3$ kernels for the first layer, followed by two layers with 64 filters and the same fixed size and a ReLU activation function. The network was compiled using a RMSProp gradient descent optimiser, with a categorical cross-entropy loss function.

IV. EXPERIMENTAL VALIDATION

The experimental validation is divided into four subsections. First, the P&IDs used and the parameters to obtain the training data are briefly described. Then, the metrics to be considered in this study are defined. Finally, the experimental study on how different window sizes used to train the CNN is presented, when attempting to segment pixels from P&IDs of the same standard as the drawings from where the training samples were obtained. Finally, we discuss the average run time that takes for the heuristics-based tool and the CNN to produce the three layers for a single page. A direct accuracy comparison between the heuristics tool and CNN method is not pertinent because our heuristics-based tool achieves 100% accuracy due to the fact that it allows human interaction.

A. Data used

We have used eight drawings from a P&ID standard similar to the one shown in Figure 1. Due to confidentiality reasons, these drawings cannot be shared in full in the public domain, although some work has been presented related on symbol classification [10], where the reader can be referred to observe the quality and characteristics of the shapes. These drawings have been processed using a heuristics-based tool [6] to segment the drawing into the three layers of interest. As a result, a total of 24 layer drawings have been obtained.

To obtain the training samples, a sliding window method has been implemented to iterate over the whole image, with a fixed stride of 10 pixels. The window verifies that the centre pixel is of interest, and then produces a $width \times height$ patch for training. The dimensions of the sliding window are matched to the individual classifier under test, and are always odd so that there is always a defined centre pixel.

B. Metrics

Given that the CNN has to classify an input pixel into one of three different classes, and that a large amount of samples can be obtained from each image (a single P&ID can have approximately $4'000'000$ shape pixels), we have used precision, recall, and the $F_1$ score to determine the accuracy performance for each class. These metrics are defined as follows:

\[
P = \frac{TP}{TP + FP} \\
R = \frac{TP}{TOT}
\]

\[
F_1\text{ score} = 2 \times \frac{P \times R}{P + R}
\]

where $TP$ represents the true positives (i.e. correctly classified pixel for a specific shape), $FP$ represents the false positives (i.e. incorrectly classified pixel for said shape) and $TOT$ is the total number of pixels belonging to the class. In addition, we have included the average run time to train a model and to classify all pixels on an image. This is an important consideration given the large number of legacy paper P&ID images there are in existence.

Experiments have been carried out using a PC with an Intel(R) Core CPU @ 2.70 GHz processor, 16 GB RAM and Windows 10 as operating system. The code was implemented
using Python 3.6, with a Keras framework and TensorFlow as back-end.

C. Implementation

Table I shows the average runtime (train and test), samples obtained per class, precision, recall and $F_1$ score for a two-fold cross validation of the dataset for different window sizes. In terms of runtime, it is clearly noticeable that a 25 × 25 window size offers better training and testing results in comparison to the other configurations. Since the stride remains constant, all configurations worked with similar number of pixel patch samples, where we can notice that the majority of them correspond to the connector class (~ 18k samples). Still, the other two classes (text and symbol) work with a comparable number of samples, with ~ 15k and ~ 13k samples for symbols and text respectively.

In terms of accuracy, a window size of 25 × 25 shows a high recall on symbols, the best $F_1$ score on text, but poorer results for connectors compared to other window sizes. The rectangular patch of 25 × 51 pixels delivers not only the highest number of symbol pixel patch samples, but also the best precision and $F_1$ score for this class, as well as the best recall for text and the best recall and $F_1$ score for connectors. It has been noted in advance that these P&IDs contain more vertical than horizontal lines, which may be the case of the improved performance with respect to the inverse 51 × 25 window size. In the remaining window sizes, we only notice a superior performance in terms of precision for connectors in the case of the 75 × 75 window size. It can be said that the larger window sizes lead to an increase in precision, possibly because they eliminate some of the false positives. Theoretically, any straight line can be potentially mistaken for a connector unless some other feature precludes it as such. Enlarging the window size increases the chances that the window will contain some feature that distinguishes a connector from another class. Finally, the 101 × 101 window size experiment confirms the observations of [21], where it was shown that large window sizes yield poor results. This may be attributed to the fact that while small window sizes are likely to contain a single class of object in the majority of pixels, larger window sizes may contain substantial proportions of more than one class of object, thus confusing the classification.

To have a visual confirmation of these results, Figure 5 shows examples of the segmentation of the P&ID of Figure 1 for the following window sizes: A) 25 × 25, B) 25 × 51, C) 51 × 25 and D) 75 × 75, where symbols are indicated in blue, text in green and connectors in red. Firstly, it can be confirmed that thin connectors, such as the left-most connector in the image, are largely misclassified as a symbol for the 25 × 25 window size case. The same is true for parts of the horizontal dashed connectors. While it looks like the horizontal dashed connectors in (A) have been misclassified as symbols, a closer inspection reveals that the ends of the thin dashes are, in fact, correctly classified. The larger window sizes correctly classify more of the dashes because they are more likely to encompass the end of the dash. In contrast, using the 25 × 25 window size it is possible to correctly classify all of the thick connector (i.e. horizontal line that connects the bottom-left symbol with the bottom-right arrow) with more precision than the other cases. This can be partially attributed to the fact that this window size is not able to capture enough information for the thin connectors and horizontal dashes, but is also unable to capture confounding information to decrease the accuracy on the thick connector.

By visually comparing the 25 × 51 (B) and the 51 × 25 (C) windows, it can be appreciated many more vertical connector pixels are obtained in comparison to the second one, which performs very similar to the 25 × 25 case. Nonetheless, the segmentation of horizontal line connectors is comparable in both cases.

Finally, in the case of the 75 × 75 (D) window size case, the accuracy on detecting the vertical line connector on the left is very high, however as the window size becomes bigger, the likelihood of segmenting portions of the symbols as text increases. This can be noticed in the three symbols in the centre, where it can be seen that parts of the circles have been labelled as text. This effect can be viewed to a lesser extent in (B) and (C) where the shape of the misclassified pixels along the symbol edge bears some resemblance to the window shape.

D. Run time comparison

As stated before, the heuristics-based tool that we currently use\(^1\) to digitise the P&IDs and generate the three layers is a semi-automatic software which allows human interaction after each stage. This means that the tool detects the elements sequentially and then shows the provisional result to the user.

\(^1\)http://cfmgcomputing.blogspot.co.uk/p/circuits-dev-digitisation-tool.html
Then, the user is capable of manually re-assigning any shape to the correct layers. Notice that this process can be very tedious due to the fact that the human has to examine the drawing again and review until all shapes have been detected and classified correctly. Our tests with both programmers and human experts from the Oil & Gas Industry have revealed that to digitise a single page a user takes on average between 3 and 5 hours of work, depending on their expertise both on using the tool and in the domain.

In contrast, the aim of presenting a pixel-based CNN approach in this paper is to show that by learning from a few samples digitised with the heuristics-based tool, it is possible to further automate the task of producing the three layers and then applying other recognition methods (i.e. line detection to the connector layer, optical character recognition to the text layer and any image classifier to the symbol layer) to correctly classify each shape. After experimenting with the new tool, we noticed that the time to digitise a single page can be reduced to 30 min to 1 hour, depending on the expertise. This is vast reduction of time and poses an interesting reduction of human effort, which as evidenced in [22], is essential for the industry.

V. CONCLUSION

This paper presents a first step towards defining a methodology for pixel-based segmentation of symbols, text and connectors in a class of complex engineering drawings known as P&IDs. The framework to implement this methodology is composed of two steps. The first is based on the generation of the layers containing the elements of the three classes through a heuristics-based algorithm presented in [6] designed for a particular P&ID standard. The second is a state-of-the-art CNN architecture trained using pixel patches which are obtained from the layers produced. Experimental validation for different window sizes shows that a size of $25 \times 25$ pixels yields good results in terms of runtime (training and test), while obtaining good results in terms of class precision, recall and $F_1$ score. In addition, the use of rectangular window sizes, such as $25 \times 51$ or $51 \times 25$, and of larger squared patches, such as $75 \times 75$, may increase the accuracy to segment connector pixels, with the drawback of increasing the false positive text classification.

There are numerous ways in which the performance of the system can be improved. To start, it is acknowledged that the CNN architecture used was an out-of-the-box option and few parametrisation was employed. The influence of regular and hyperparameter tuning in this and any CNN architecture has to be thoroughly studied, such as, the convolutional layers, batch size and epochs, amongst others. Moreover, it is intended to use different strides to see if a reduced or increased number of samples has an effect on these results.

Beyond these efforts, there are many more ways in which the segmentation may be re-assessed after the classification produced by the CNN. For instance, it could be possible to reclassify pixels whose neighbours have a different class. One proposed solution is using frameworks similar to [20], which enhances the accuracy of pixel classification in heterogeneous regions, or in cases where the majority of pixels are of a certain
class within a specific contour. Another option is to use more robust features, and not feeding the CNN with the pixel patch directly. To that aim, it is possible to consider sparseness-based features such as the ones used by [18]. Our future work will focus on refining this method and enhancing it in order to fully automate accurate digitisation and contextualisation of P&ID images.
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