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Abstract

In this article, we study branching random walks on graphs modeling division-mutation processes inspired by adaptive immunity. We apply the theory of expander graphs on mutation rules in evolutionary processes and obtain estimates for the cover times of the branching random walk. This analysis reveals an unexpected saturation phenomenon: increasing the mutation rate above a certain threshold does not enhance the speed of state-space exploration.
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1. Introduction

The aim of this article is to understand interactions between mutation and division in evolutionary processes. In particular, we are interested in analyzing characteristic time-scales for which a certain proportion of possible traits is expressed in the population: starting from a single individual, what would be the typical time until a finite proportion of the traits are covered by the exponentially increasing population? In the models we consider, traits are represented as vertices of the N-dimensional hypercube, and the choice of a mutation rule corresponds to the prescription of a graph structure. The division-mutation process is then modeled as a Branching Random Walk (BRW)
on this graph. A division event is always associated to mutation, meaning that the newborn particles move neighboring nodes according to a given mutation rule. We consider two kinds of branching processes: a simple branching random walk (also called COBRA walk [17, 14]) where two or more particles having the same trait coalesce into a single one, and the branching random walk with multiplicity, where we also take into account the number of individuals sharing the same trait within the population. The choice of a mutation rule influences the graph structure, and we show that the theory of expander graphs leads to new results on the typical time-scales of the state-space exploration. To our knowledge, the link between expander graphs theory and evolutionary process is new.

The motivation behind this work is the study of Antibody Affinity Maturation (AAM). This is a key process of the adaptive immune system, which allows to create specific high-affinity antibodies against pathogens that threaten a given organism. Antibodies are proteins which are secreted by B-cells, special lymphocytes trained to recognize the presented antigen [44]. This process takes place in Germinal Centers (GCs) [39, 48], where activated B-cells proliferate, mutate and differentiate. B-cells recognize the antigen thanks to transmembrane proteins called B-cell Receptors (BCRs) [16, 31]. The mutational mechanism that B-cells undergo during a GC reaction is called Somatic Hypermutation (SHM): it affects, at a very high rate, the DNA encoding for the specific portion of the BCR involved in the binding with the antigen, called Variable (V) region [47].

A certain number of mathematical models and results about GC reaction and AAM already exists. In particular, T. B. Kepler and A. S. Perelson in [29, 30] proposed deterministic population dynamics models for SHM and AAM, considering for the first time the hypothesis of the existence of a recycling mechanisms of B-cells during GC reaction. This mechanism has now been confirmed by experiments [49]. In [40, 41, 20, 24] the authors introduced and discussed several immunological problems, such as the size of the repertoire, or the strength of antigen-antibody binding, while providing as well suitable mathematical tools. More recently, other articles have focused on biologically detailed models of the GC reaction (e.g. [37]), in particular
Figure 1: Simulation of the exploration of the state-space of all possible traits, considering division and simple switch-type mutations, i.e. a mutation consists in the switch of a randomly chosen bit. Traits are represented by 7-length binary strings and we give a picture of the evolution of the process at the beginning (a) after 7 time steps (b) and after 15 time steps (c). The process starts with a single individual whose trait corresponds to \( \mathbf{x}_0 = [0, 0, 0, 0, 0, 0, 0] \), represented by the top circle. Starting from the top, on each line we arrange all nodes having an increasing distance from \( \mathbf{x}_0 \), so that, for instance, the bottom circle corresponds to the node \( [1, 1, 1, 1, 1, 1, 1] \). Different colors denote a different number of individuals sharing the same trait. In particular in magenta we plotted nodes with at most 4 individuals lying on them, in red between 5 and 9, in blue between 300 and 499 and in dark more than 500 individuals.

with an agent-based modeling framework ([38], mostly analyzed through extensive numerical simulations). In 2015 the journal *Philosophical Transactions of the Royal Society B* has entirely dedicated an issue to the dynamics of antibody repertoires. For instance, in [18, 36, 13] the authors developed and applied modern statistical methods to investigate selection on BCRs and infer B-cell sequence evolution. We are interested in studying from an analytical point of view evolutionary pathways of BCRs during SHM. Here and in [4, 5], we provide some significant building blocks in this direction and study their mathematical features.

Besides the biological motivations, the class of models studied in this article is interesting from a mathematical point of view, as it is a discrete-time BRW on graphs, a type of branching process which has not been deeply investigated so far to our knowledge, despite its growing number of applications. Since the first articles about branching
processes in the 50’s and 60’s [28, 8, 25, 26, 27], this class of stochastic processes has been used in various situations to model biological, genetic, physical, chemical or technological processes. For example branching processes can model the dynamics of population in genetics [43], or the spread of a piece of data, a rumor or a virus [6]. Most of the works that have been published so far are not interested in studying these processes on graphs. Nevertheless, in some recent papers [9, 10] the authors considers BRWs on multigraphs and mostly focus on weak and strong survival conditions. Dutta C. et al in [17] exhibits bounds on cover times for COBRA walks on trees, grids, and expander graphs (useful later in our analysis) in the context of gossip propagation. Results on expander graphs have been improved in [14] using a new duality relation between the COBRA walk and a discrete epidemic process. Another field of recent interest is the study of BRWs in random environnement. We refer, for example, to [1], where the authors study local and total particle populations or to [33] where conditions for recurrence and transience (almost surely wrt the random environment) are found, for the discrete-time BRW on a rooted tree with random environment. Branching annihilating RWs have been extensively studied in last years due to their applications in biological, chemical, physical and economical systems [35, 11, 12]. In [45] the authors consider these processes on random regular graphs, which they study using Monte Carlo simulations and the generalized mean-field analysis.

In this paper, we focus on BRWs on \( \{0,1\}^N \) with constant division rate 2 (except for Section 5.2), inspired by cellular division. The coupling of branching mechanism and random walk necessarily implies an important speedup in the characteristic time-scales for the exploration of the state-space. Typically, for the simple random walk on the \( N \)-dimensional hypercube, the addition of a branching process enables a speedup from a time \( O(2^N) \) to \( O(N) \) (Section 4.2). Of course this has a cost: considering a branching process means also to produce new individuals at each time step. Indeed, in a time \( T = O(N) \) we have \( 2^T \) individuals (in the case in which multiplicity is taken into account; \( \leq 2^N \) otherwise), as we do not consider here neither selection nor death. The mutation rule, which defines the structure of the graph, also determines the ability of the BRW in covering the vertices of the graph. In particular, using expansion properties, in Section 4 we prove that the best result we can obtain in a time \( O(N) \)
for finite connected expander graphs over the state-space \( \{0,1\}^N \), is to cover a half of the graph.

Moreover, our mathematical analysis of the cover times has revealed an interesting phenomenon concerning the impact of the mutation rate on the exploration speed. Intuitively, one would suggest that increasing the number of mutations at each division would result in a BRW with a faster exploration time-scale. However, we show in Section 4.3 the existence of an early saturation phenomenon: when increasing from one to two mutations, the exploration is indeed faster, but allowing more than two mutations (up to \( N \)) modifies only marginally the exploration speed.

In Section 2 we state the main definitions and notations setting up a general mathematical framework. Section 3 contains preliminary results concerning generic BRWs on graphs and their possible bipartite structure. Bipartiteness actually influences the dynamic of the branching process. In Section 4, we establish quantitative results concerning the portion of the state-space invaded in \( O(N) \) for two different kinds of BRWs (Theorems 3 and 5). In order to do so, we need to determine some characteristics of the graphs, in particular their expansion properties. These results provide quantitative estimates of the typical time-scale for state-space exploration resulting from the interaction between division and mutation. Then, in Section 5, we propose some extensions of the model. In particular, we introduce the BRW with multiplicity and obtain the transition matrix related to the number of individuals carrying a given trait together with their limiting distribution. We investigate as well how this distribution can change by introducing a division rate, and provide comparisons between different mutation/division models. In this way, theoretical results presented in previous sections are displayed in a wider context. Finally, in Section 6 we conclude with a brief summary of this work and discuss the biological setting in which it is embedded justifying our hypotheses. We present as well consequences of our results and discuss possible improvements in order to cover the state-space faster in time, or to drive the covering to main interest areas of the graph.
2. Definitions and Notations

We start this section with some definitions and notations, establishing an elementary mathematical framework for the modeling of antibody affinity maturation in the germinal center.

We first assume that it is possible to classify the amino acids, which determine the chemical properties of both epitope and paratope, into 2 classes, typically positively charged and negatively charged. Henceforth BCRs and antigen are represented by binary strings of a same length $N$, hence, the state-space of all possible BCR configurations is $\{0,1\}^N$ (we refer to [4] for more details).

**Definition 1.** We denote by $\mathcal{H}_N$ the standard $N$-dimensional hypercube. BCR and antigen configurations are represented by vertices of $\mathcal{H}_N$, denoted by $\vec{x}_i$ with $1 \leq i \leq 2^N$, or sometimes simply by their indices.

In this paper we introduce and discuss models including mutation and division. Mathematically, this gives rise to BRWs on $\{0,1\}^N$. The structure of the graph depends then on the mutation rule we consider.

We suppose that there is a single B-cell entering the GC reaction. At each time step, each B-cell divides and mutates according to a given mutational rule. A mutation corresponds to a jump on a neighbor node.

**Definition 2.** Given $\vec{x}_i, \vec{x}_j \in \{0,1\}^N$, we say that $\vec{x}_i$ and $\vec{x}_j$ are neighbors, and denote $\vec{x}_i \sim \vec{x}_j$, if there exists at least one edge (or loop) between them.

We are mostly interested in studying the variation of the number of expressed traits within the population, as a result of the interaction between division and mutation. In this paper we refer to two different kinds of BRWs: the simple $c$-BRW (also called coalescing BRW [17]) and the $c$-BRW with multiplicity.

**Definition 3.** (Simple $c$-BRW) The process starts at an arbitrary node (representing the BCR of a B-cell entering the process of division and mutation during the GC reaction), labelled as active. If at time $t$ node $\vec{x}_i$ is active (i.e. the trait $\vec{x}_i$ is expressed
in the GC population at time \( t \)), then at time \( t+1 \) it chooses \( c \) of its neighbors, independently and with replacement, to become active, while \( \vec{x}_i \) becomes inactive again (unless, of course, another active node at time \( t \) chooses it). In this model, the number of times a node is chosen to be active is not taken into account. We suppose \( c > 1 \), otherwise the BRW simply becomes a RW.

**Definition 4.** (\( c \)-BRW with multiplicity.) The process starts with a B-cell entering the process of mutation and division, lying on an arbitrary node which corresponds to its trait. At each time step a particle lying on a certain node \( \vec{x}_i \) of \( \{0,1\}^N \) gives rise to \( c \) daughter cells, with \( c > 1 \), and die. Each one of the \( c \) newborn particles choses a neighbor node, independently and with replacement, and move on it. More than one particle can lie on the same vertex of \( \mathcal{H}_N \), and each one divides at each time step.

**Notation 1.** Let \( S \subseteq V \) be a subset of vertices of a graph \( G = (V,E) \). Then we denote by \( \mathcal{N}(S) \) the set of the neighbors of all vertices in \( S \). We denote by \( |S| \) and \( |\mathcal{N}(S)| \) the number of vertices in \( S \) and in \( \mathcal{N}(S) \) respectively. \( \mathcal{N}(S) \) may include also some vertices in \( S \).

**Notation 2.** Given a simple \( c \)-BRW on a generic graph \( G \), for all \( t \geq 0 \) we note by \( S_t \) the set of all active nodes at time \( t \) and by \( \mathcal{N}(S_t) \) the set of all the neighbors of the vertex set \( S_t \).

The structure of the graph and consequently the dynamics of the BRW on it depend on the introduced mutation rule, which is defined thanks to the transition probability matrix.

**Definition 5.** Let \( \mathcal{M} \) be the transition probability matrix of a graph \( G \). We denote the BRW referring to \( \mathcal{M} \) and with constant division rate \( c \) by \( c \)-BRW-\( \mathcal{M} \).

In particular, we refer to two mutational rules (see [4] for more details). Here below we give the definitions of the corresponding transition probability matrices.

**Definition 6.** For all \( \vec{x}_i, \vec{x}_j \in \mathcal{H}_N \):

\[
\mathbb{P}(\vec{X}_n = \vec{x}_j | \vec{X}_{n-1} = \vec{x}_i) =: p(\vec{x}_i, \vec{x}_j) = \begin{cases} 
1/N & \text{if } \vec{x}_j \sim \vec{x}_i \\
0 & \text{otherwise}
\end{cases}
\]
Matrix $\mathcal{P} := (p(\vec{x}_i, \vec{x}_j))_{\vec{x}_i, \vec{x}_j \in \mathcal{H}_N}$ gives to $\{0,1\}^N$ the structure of a standard $N$-dimensional hypercube.

We further introduce another transition matrix, which models a mutation rule in which up to $k$ symbols of the string are independently mutated at each division:

**Definition 7.** Let $k \in \{1, \ldots, N\}$, $\mathcal{P}^{(k)} := \frac{1}{k} \sum_{i=1}^{k} \mathcal{P}^i$, $\mathcal{P}$ given by Definition 6.

We finally recall the definition of Hamming distance, which measures, in our model, the affinity between two traits [4]:

**Definition 8.** For all $\vec{x} = (x_1, \ldots, x_N)$, $\vec{y} = (y_1, \ldots, y_N) \in \{0,1\}^N$, their Hamming distance is given by:

$$h(\vec{x}, \vec{y}) = \sum_{i=1}^{N} \delta_i$$

where $\delta_i = \begin{cases} 1 & \text{if } x_i \neq y_i \\ 0 & \text{otherwise} \end{cases}$

**Definition 9.** For all $\vec{x}_i \in \{0,1\}^N$, its affinity with a given vertex $\vec{z}$, $\text{aff}(\vec{x}_i, \vec{z})$ is given by $\text{aff}(\vec{x}_i, \vec{z}) := N - h(\vec{x}_i, \vec{z})$, where $h(\cdot, \cdot) : (\{0,1\}^N \times \{0,1\}^N) \to \{0, \ldots, N\}$ returns the Hamming distance.

### 3. c-BRW on graphs and bipartiteness

The bipartiteness deeply influences the characteristics of the BRW and, in particular, its possibility of covering all nodes of the graph simultaneously at a certain time.

**Definition 10.** A graph $G = (V, E)$ is bipartite if there exists a partition of the vertex set $V = V_1 \sqcup V_2$, s.t. every edge connects a vertex in $V_1$ to a vertex in $V_2$.

We emphasize the relations between a generic $c$-BRW on a given graph $G = (V, E)$, with $c \geq 2$, and the eventual bipartite structure of the above-mentioned graph.

#### 3.1. c-BRW on bipartite graphs

Let us consider a simple $c$-BRW on a generic bipartite graph $G_b(V_1 \sqcup V_2, E)$. Instead of considering a single random active node at the beginning, we suppose that the process starts with a given initial distribution $\mathbf{p}$ of the active set. The results presented
in this section do not change if we consider a \( c \)-BRW with multiplicity instead of a simple \( c \)-BRW. The fact that the trials are made with replacement does not have any consequences either.

**Proposition 1.** If the initial distribution \( p \) is concentrated on \( V_1 \) or on \( V_2 \) then \( |S_t| \leq \max_{i=1,2} (|V_i|) \) for all \( t \geq 0 \), otherwise \( S_t = V_1 \sqcup V_2 \) for some \( t > 0 \) with positive probability.

*Proof.* The proof is a direct consequence of the bipartite structure of \( G_b \). Let us suppose, without loss of generality, that \( p \) is concentrated on \( V_1 \). Then, due to the bipartite structure of \( G_b \) after an even number of steps we have necessarily \( S_{2t} \subseteq V_1 \), while after an odd number of steps we have \( S_{2t+1} \subseteq V_2 \), and so the first statement is proven.

If, on the contrary, \( p \) is not concentrated on \( V_1 \) nor on \( V_2 \), then for all \( t \geq 0 \) we have a positive probability that \( S_t = S_{t,1} \sqcup S_{t,2} \) with \( S_{t,1} \subseteq V_1 \) and \( S_{t,2} \subseteq V_2 \), and consequently, w.p.p. we have \( S_t = V_1 \sqcup V_2 \) for some \( t > 0 \).

**Remark 1.** This qualitative result does not change if we take into account the number of times a node is chosen to become active for the next time step or if we decide to make trials without replacement: these choices only have effects on the speed of the covering.

### 3.2. \( c \)-BRW on non-bipartite connected graphs

Let us now consider a non-bipartite connected graph \( G = (V, E) \). We recall a classical result about bipartite graphs [42], which will be useful later:

**Proposition 2.** A graph is bipartite if and only if it has no odd cycles.

We shall prove the following statement:

**Theorem 1.** Given a \( c \)-BRW on a finite non-bipartite connected graph, then, w.p.p., there exists a time \( t > 0 \) such that \( S_t = V \).

The proof of this theorem is based on the following three lemmas:

**Lemma 1.** If \( G = (V, E) \) is a finite connected graph, then, independently from the initial distribution, \( \forall \bar{x}_i \in V \) there exists a time \( t < \infty \) s.t. \( \bar{x}_i \in S_t \).
In other words, if the graph is finite and connected, then each node will be activated by the BRW at least once in a finite time interval.

Proof. The hitting time of the $c$-BRW to reach any node of a finite connected graph, starting from every possible initial distribution is finite, thanks to the connectivity of the graph and the fact that it has a finite set of nodes. (Note that this is still true if $c = 1$, i.e. for a SRW on a finite connected graph).

**Lemma 2.** If there exists a time $t \geq 0$ such that $\exists \vec{x}_1, \vec{x}_2, \vec{x}_1 \sim \vec{x}_2$ and $\{\vec{x}_1, \vec{x}_2\} \in S_t$, then w.p.p. there exists a time $T > t$ s.t. $S_T = V$ (independently from the initial distribution).

This means that if at a given time $t$ we have two neighbor nodes both active, then we have a positive probability to reach $S_T = V$ later.

Proof. Let us suppose that $\vec{x}_1, \vec{x}_2$ are two neighbor nodes and $S_{t^*} = \{\vec{x}_1, \vec{x}_2\}$ (we suppose that all other nodes are non-active). Then we are able to show that w.p.p., for all $t \geq t^*$, $S_t \subset \mathcal{N}(S_t)$ and $S_t = \mathcal{N}(S_t) \Leftrightarrow S_t = V$, where we recall that $\mathcal{N}(S_t)$ is the set of all neighbors of $S_t$. This implies that w.p.p. the active set can always grow until we reach $S_t = V$. This result is quite intuitive, indeed if $\vec{x}_1 \sim \vec{x}_2$ and $S_{t^*} = \{\vec{x}_1, \vec{x}_2\}$, then necessarily $S_{t^*} \subset \mathcal{N}(S_{t^*})$ and, consequently, there is a positive probability that $S_{t^*} \subset S_{t^*+1}$. That means that w.p.p. $S_{t^*+1}$ contains $x_1, x_2$ and at most $c-1$ distinct neighbors of $\vec{x}_1$ and $c-1$ distinct neighbors of $\vec{x}_2$. Then we can repeat the same argument with all the couples of neighbors active at time $t^*+1$ (w.p.p. all nodes in $S_{t^*+1}$ are neighbors two by two). Thanks to the connectivity of the graph and the fact that it is a finite graph, w.p.p. we can go on with this procedure until we reach $S_t = V$.

**Lemma 3.** If there exists at least an odd cycle on $G = (V, E)$, then, independently from the initial distribution, w.p.p. for a time $t \geq 0$ there exist two nodes $\vec{x}_1, \vec{x}_2, \vec{x}_1 \sim \vec{x}_2$ and $\vec{x}_1, \vec{x}_2 \in S_t$.

Proof. Let us suppose that in graph $G$ there exists an odd cycle of length $2n + 1$ : $C = (\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_{2n+1}, \vec{x}_1)$. Lemma 1 implies the existence of a time $T < \infty$ s.t. $\vec{x}_1 \in S_T$. Then w.p.p. we have that $\{\vec{x}_2, \vec{x}_{2n-1}\} \subseteq S_{T+1}$ (we recall that $c \geq 2$). We make another step and w.p.p. we have that $\{\vec{x}_1, \vec{x}_3, \vec{x}_{2n}\} \subseteq S_{T+2}$. After $n$ steps, w.p.p. we have $\{\vec{x}_{n+1}, \vec{x}_{n+2}\} \subseteq S_{T+n}$, and $\vec{x}_{n+1} \sim \vec{x}_{n+2}$, which proves Lemma 3.
**Theorem 1.** Let \( G = (V, E) \) be a finite non-bipartite connected graph and \( C = (\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_{2(n+1)}, \vec{x}_1) \) an odd cycle of \( G \) (it necessarily exists as \( G \) is non-bipartite (Proposition 2)). Lemma 1 assures that there exists a finite time \( t_1 \) s.t. \( \vec{x}_1 \in S_{t_1} \). Then, thanks to Lemma 3, w.p.p. there exists a time \( t_2 > t_1 \) s.t. \( \{\vec{x}_{(n+1)}, \vec{x}_{(n+2)}\} \subseteq S_{t_2} \), and \( \vec{x}_{(n+1)} \sim \vec{x}_{(n+2)} \). The proof of Theorem 1 can now be achieved by applying Lemma 2.

4. Portion of \( \mathcal{H}_N \) covered in \( \mathcal{O}(N) \) for the simple 2-BRW-\( P \) and the simple 2-BRW-\( P^{(k)} \)

In this Section our aim is to estimate the size of the active node set in a time of the order of \( N \). It clearly depends on the mutational model allowed on the state-space. We can interpret it as the number of possible BCR configurations expressed in our population after \( \mathcal{O}(N) \) mutation steps. In Table 1 we summarize the main results of the current section. In Sections 4.2 and 4.3 we estimate the size of the active set in \( \mathcal{O}(N) \) for the simple 2-BRW referring to \( P \) and \( P^{(k)} \) (Definitions 6 and 7). We prove that the 2-BRW-\( P \) covers a small portion of \( \mathcal{H}_N \), while a half of the state-space will be covered if we take into account \( P^{(k)} \) as transition probability matrix, at least for \( N \) big enough.

**Table 1:** Summary of the main results of Sections 4.2 and 4.3.

| Model  | \(|S_T| \text{ in } T = \mathcal{O}(N)\) |
|--------|----------------------------------|
| \( P \) | \(|S_T| \geq 2^{N-r}, \ r > \frac{N^2 e^{-2} + N - 2}{Ne^{-2} + N - 2}\) |
| \( P^{(k)} \) | \(|S_T| \geq \delta 2^N, \ \delta \leq 1/2\) |

In order to estimate these quantities, we apply a method used in [17] to determine the partial cover time for expander graphs. The partial cover time corresponds to the expected time required to visit at least a certain portion of the state-space. We need to evaluate the expansion properties of the graphs described by \( P \) and \( P^{(k)} \) respectively. For this reason in Section 4.1 we recall some definitions and results about expander graphs. For a more complete overview about this subject see [23].
4.1. Expander graphs

Informally, an expander graph is a graph $G = (V, E)$ which has strong connectivity properties (quantified using vertex, edge or spectral expansion). We give some mathematical characterization of this property.

Unless stated otherwise, throughout this section a graph $G = (V, E)$ is a connected undirected $d$-regular graph with $|V| = n$.

**Definition 11.** $((\alpha, \delta)\text{-expander graph.})$ $G$ is said to be an $(\alpha, \delta)$-expander graph, with $\delta \leq 1/2$, if: $\forall S \subseteq V \text{ s.t. } |S| \leq \delta n \Rightarrow |\mathcal{N}(S)| \geq \alpha |S|$.

In other words, an $(\alpha, \delta)$-expander graph is a graph where the set of all neighbors of each subset $S$ with at most $\delta n$ nodes, has at least $\alpha |S|$ vertices.

4.1.1. Spectrum and expansion

Let us denote by $A_G$ the adjacency matrix of $G$ and by $P_G$ its transition probability matrix. As $G$ is a $d$-regular graph, then $P_G = \frac{1}{d} A_G$.

We denote by $d = \lambda_1^A \geq \lambda_2^A \geq \cdots \geq \lambda_n^A$ and $1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ the eigenvalues of $A_G$ and $P_G$ respectively.

**Definition 12.** We say that $G$ is a $\lambda$ eigenvalue expander, with $\lambda < d$, if $\lambda_2^A \leq \lambda$. It is a $\lambda$ absolute eigenvalue expander if $|\lambda_2^A|, |\lambda_n^A| \leq \lambda$.

**Remark 2.** All $d$-regular connected graphs are $\lambda_2^A$ eigenvalue expanders. Indeed under these hypotheses, the first largest eigenvalue of the adjacency matrix corresponds to $d$ and $d > \lambda_2^A \geq \lambda_i^A$ for all $i \geq 2$.

Then we have the following known result (first proved by R. M. Tanner in [46]):

**Theorem 2.** (Vertex expansion.) Let $G$ be a $\lambda$ eigenvalue expander. Let $S \subseteq V$ s.t. $|S| \leq n/2$. Then $\mathcal{N}(S)$ is large, in particular:

$$|\mathcal{N}(S)| \geq \frac{|S|}{\frac{\lambda_2^A}{d^2} + \left(1 - \frac{\lambda_2^A}{d^2}\right) \frac{|S|}{n}}$$

**Remark 3.** One easily notices that $\left(\frac{\lambda_2^A}{d^2} + \left(1 - \frac{\lambda_2^A}{d^2}\right) \frac{|S|}{n}\right)^{-1} \to 1$ for $\lambda \to d$, is decreasing wrt $\lambda$. 
We also give another characterization of \( d \)-regular expander graphs with respect to their eigenvalues.

**Definition 13.** We say that \( G \) is an \( \epsilon \)-expander graph, with \( \epsilon < 1 \), if the eigenvalues of its adjacency matrix are such that \( |\lambda_i^A| \leq \epsilon d \) for \( i \geq 2 \).

Then in particular, we have the following proposition.

**Proposition 3.** Let \( G \) be not bipartite. Then \( G \) is a \( \lambda_2 \)-expander graph.

**Proof.** As \( P_G = \frac{1}{d} A_G \), we have that: \( |\lambda_i^A| = |\lambda_i| \cdot d \leq \lambda_2 \cdot d, \forall i \geq 2 \). This is not true for bipartite graphs as their spectrum is symmetric with respect to zero. Therefore \( |\lambda_2^A| = d > \lambda_2 \cdot d \).

As an immediate consequence of Theorem 2 applied to \( \epsilon \)-expander graphs, we have:

**Proposition 4.** Let \( G \) be a \( \epsilon \)-expander graph. Then for all \( S \subseteq V \) s.t. \( |S| \leq \delta n, \delta \leq 1/2 \), we have:

\[
|N(S)| \geq \frac{|S|}{\epsilon^2(1-\delta) + \delta}
\]

Finally, let us underline the clear relation existing between Definitions 13 and 11 of \( \epsilon \)-expander graphs and \((\alpha,\delta)\)-expander graphs respectively:

**Corollary 1.** Let \( G \) be not bipartite with second largest eigenvalue \( \lambda_2 \), \( \delta \leq 1/2 \). Then \( G \) is a \((\alpha,\delta)\)-expander graph with:

\[
\alpha = \frac{1}{\lambda_2^2(1-\delta) + \delta}
\]

**Proof.** First of all, Proposition 3 tells us that \( G \) is a \( \lambda_2 \)-expander graph. Then the condition on \( \alpha \) is given by Proposition 4.

### 4.2. Simple 2-BRW-\( P \)

A simple 2-BRW-\( P \) on \( \mathcal{H}_N \) is a generalization of a Simple RW on \( \mathcal{H}_N \) [4]. We want to estimate the size of the active set in \( O(N) \) using \( P \) as transition probability matrix. In order to do so, we use an application of a more general method used in [17] to evaluate partial cover times. We show that the partial cover time for the simple 2-BRW-\( P \) is linear in \( N \), while we already know that for the SRW on \( \mathcal{H}_N \) it is exponential in \( N \) [2]. This highlights how the branching process gives an important speedup in exploring the
hypercube. This speedup in covering is not without a cost. Indeed, for a time $t$ large enough, the size of the population will be of the order of the maximal possible size of $S_t$, which is $2^{N-1}$ in this case (as $H_N$ is bipartite) and $2^N$ in the case of the simple 2-BRW-$P^{(k)}$.

Let us start with a preliminary result about the standard $N$-dimensional hypercube, $H_N$.

**Proposition 5.** For any $N \geq 1$, $H_N$ is a $N$-regular $(r, 2^{-r})$-expander graph, where $r \in \{1, \ldots, N\}$, i.e.:

$$\forall r \in \{1, \ldots, N\}, \forall S \subset \{0,1\}^N \text{ s.t. } |S| \leq 2^{N-r} \Rightarrow |N(S)| \geq r|S|$$

Before giving the proof of Proposition 5, let us observe the maximal number of common neighbors among two or more nodes in $H_N$.

**Remark 4.** Two distinct vertices $\vec{x}_1, \vec{x}_2 \in H_N$ cannot share more than two common neighbors. More generally, $s$ distinct vertices in $H_N$, $\{\vec{x}_i\}_{1 \leq i \leq s \leq 2^N}$ cannot share more than $s$ common neighbors.

Let $A_N$ be the standard representation of the transition probability matrix of $H_N$, obtained recursively as follows [19]:

$$A_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad ; \quad A_N = \begin{pmatrix} A_{N-1} & \mathcal{I}_{2^{N-1}} \\ \mathcal{I}_{2^{N-1}} & A_{N-1} \end{pmatrix}, \text{where } \mathcal{I}_{2^{N-1}} \text{ is the } 2^{N-1}\text{-identity matrix}$$

Then the result is obvious since the main diagonal of $A_{N-1}$ is composed by zeros and that $A_{N-1}$ is a symmetric matrix.

**Proposition 5.** We prove Proposition 5 by double induction on $N$ and on $r$.

First of all, the statement is true for $N = 1$ and $r = 1$, and for $N = 2$ and $r \in \{1, 2\}$. We suppose the statement is true up to dimension $N-1$ and for all $r \in \{1, \ldots, N-1\}$, and we prove it for dimension $N$ and for all $r \in \{1, \ldots, N\}$.
If \( r = N \) it is true, as \( H_N \) is a \( N \)-regular graph.

Let \( r = N - 1 \). Then we want to show that \( \forall S \subset \{0,1\}^N \text{ s.t. } |S| \leq 2 \Rightarrow |\mathcal{N}(S)| \geq (N - 1)|S| \). If \( |S| = 1 \), for the \( N \)-regularity we have necessarily: \( |\mathcal{N}(S)| = N > N - 1 \).

We suppose \( |S| = 2 \), and we consider the graph of \( A_N \).

If we choose both vertices \( \vec{x}_i \) with \( 0 \leq i \leq 2^{N-1} \), then we know, for the induction hypothesis on \( N \) and observing that the top right block of \( A_N \) is an identity matrix, that: \( |\mathcal{N}(S)| \geq (N - 2)|S| + |S| = (N - 1)|S| \).

Now, let us consider two vertices \( \vec{x}_i \) and \( \vec{x}_j \) s.t. \( i \in \{1, \ldots, 2^{N-1}\} \) and \( j \in \{2^{N-1} + 1, \ldots, 2^N\} \). If we do not want to increase considerably \( |\mathcal{N}(S)| \), once \( \vec{x}_i \) is fixed, we need to choose \( \vec{x}_j \) so that \( \vec{x}_i \) and \( \vec{x}_j \) share two common neighbors (Remark 4).

Then, at least we have \( |\mathcal{N}(S)| \geq 2N - 2 = (N - 1)2 = (N - 1)|S| \).

We suppose that the statement is true for dimension \( N \) and for all \( r \in \{t + 1, \ldots, N\} \).

We prove that it’s also true for \( r = t \), i.e.:

\[
\forall S \subset \{0,1\}^N \text{ s.t. } |S| \leq 2^{N-t} \Rightarrow |\mathcal{N}(S)| \geq t|S|
\]

If \( |S| \leq 2^{N-(t+1)} < 2^{N-t} \) then, for the induction hypothesis on \( r \), we have:

\[
|\mathcal{N}(S)| \geq (t+1)|S| > t|S|
\]

Let us suppose \( 2^{N-(t+1)} < |S| \leq 2^{N-t} \).

Again, if we choose all vertices \( \vec{x}_i \) so that \( i \in \{1, \ldots, 2^{N-1}\} \), for the induction hypothesis on \( N \) and as \( r < N - 1 \), we have: \( |\mathcal{N}(S)| \geq (t - 1)|S| + |S| = t|S| \).

Then, we take \( S = \{\vec{x}_i\}_{1 \leq i \leq 2^{N-t}} \) so that:

\[
S = S_1 \sqcup S_2 \quad S_1 = \{\vec{x}_{i_1}\}_{1 \leq i_1 \leq 2^{N-1}} \quad \text{and} \quad S_2 = \{\vec{x}_{i_2}\}_{2^{N-1}+1 \leq i_2 \leq 2^N}
\]

Furthermore, we suppose: \( |S_1| \leq 2^{N-(t+1)} \) and \( |S_2| \leq 2^{N-(t+1)} \), as the other cases are less favorable, if our purpose is to minimize \( |\mathcal{N}(S)| \).

Then we have, from the induction hypothesis on \( N \), together with Remark 4:

\[
|\mathcal{N}(S)| = |\mathcal{N}(S_1 \cup S_2)| \geq t|S_1| + |S_1| + t|S_2| + |S_2| - |S| = t|S|
\]

Remark 5. Considering a simple \( c\)-BRW-\( P \) starting from a single node, we have that \( \mathcal{N}(S_1) \cap S_t = \emptyset \) because of the bipartite structure of the graph. This is not true for generic not-bipartite graphs (see Section 3).
We start by demonstrating the following lemma:

**Lemma 4.** Given a simple $2$-BRW-$\mathcal{P}$:

\[
\forall t \geq 0 \text{ s.t. } |S_t| \leq 2^{N-r} \Rightarrow \mathbb{E}[|S_{t+1}|] \geq (1+\nu)|S_t|
\]

for some constant $\nu > 0$ and for $r > \frac{N^2 e^{-2} + N - 2}{Ne^{-2} + N - 2}$.

Before demonstrating Lemma 4, we prove an elementary result, that we will need later:

**Lemma 5.** Let $c > 0$ and $a, b > 1$ such that $a \leq b$. Then:

\[
e^{-ca} + e^{-cb} < e^{-c(a-1)} + e^{-c(b+1)}
\]

**Proof.**

\[
e^{-ca} + e^{-cb} - \left( e^{-c(a-1)} + e^{-c(b+1)} \right) = e^{-ca} (1 - e^c) + e^{-c(b+1)} (e^c - 1) = (1 - e^c) \left( e^{-ca} - e^{-c(b+1)} \right) < 0
\]

since $c > 0$ and $a < b + 1$

**Lemma 4.** Let $t \geq 0$ so that $|S_t| \leq 2^{N-r}$, for a certain $r \in \{1, \ldots, N\}$ that we will discuss later. The claim is proved if we show:

\[
\mathbb{E}[|N'(S_t) - S_{t+1}|] \leq |N'(S_t)| - (1 + \nu)|S_t|
\]

(1)

For all vertices $v \in N(S_t)$, let $X_v$ be the indicator variable:

\[
X_v = \begin{cases} 
1 & \text{if } v \notin S_{t+1} \\
0 & \text{otherwise}
\end{cases}
\]

Then we have: $\mathbb{P}[X_v = 1] = \left(1 - \frac{1}{N}\right)^{2d_v} =: p$, where $d_v$ represents the number of edges connecting $v$ to $S_t$ ($1 \leq d_v \leq N$).

Clearly $\mathbb{E}[X_v] = p$. Now we have:

\[
\mathbb{E}[|N(S_t) - S_{t+1}|] \leq \mathbb{E} \left[ \sum_{v \in N(S_t)} X_v \right] = \sum_{v \in N(S_t)} \left(1 - \frac{1}{N}\right)^{2d_v} \\
\leq \sum_{v \in N(S_t)} e^{-\frac{2d_v}{N}}
\]
Thanks to Lemma 5, we can claim that this expression is maximized if for any \( v \) (except possibly for one) \( d_v \) is either 1 or \( N \). In particular let us suppose that all \( d_v \) are equal to 1 or to \( N \) and let us denote:

\[
R_1 = |\{ v \in \mathcal{N}(S_t) | d_v = 1 \}| \quad \text{and} \quad R_N = |\{ v \in \mathcal{N}(S_t) | d_v = N \}|
\]

If we are able to demonstrate the result in this particular case, then it will be true for all possible distributions of \( d_v \) in \( \mathcal{N}(S_t) \). Observing that \( \sum_{v \in \mathcal{N}(S_t)} d_v = N |S_t| \) thanks to the \( N \) regularity, we have:

\[
\begin{align*}
R_1 + R_N &= |\mathcal{N}(S_t)| \\
R_1 + NR_N &= N |S_t|
\end{align*}
\]

Then we have:

\[
\mathbb{E}[|\mathcal{N}(S_t) - S_{t+1}|] \leq R_1 e^{-\frac{2}{N}} + R_N e^{-2} = \frac{N}{N-1}(|\mathcal{N}(S_t)| - |S_t|)e^{-\frac{2}{N}} + \frac{1}{N-1}(N |S_t| - |\mathcal{N}(S_t)|)e^{-2}
\]

In order to obtain (1), we have to impose that:

\[
\frac{N}{N-1}(|\mathcal{N}(S_t)| - |S_t|)e^{-\frac{2}{N}} + \frac{1}{N-1}(N |S_t| - |\mathcal{N}(S_t)|)e^{-2} \leq |\mathcal{N}(S_t)| - (1 + \nu) |S_t|
\]

This is equivalent to:

\[
|\mathcal{N}(S_t)| \left( 1 - \frac{N}{N-1} e^{-\frac{2}{N}} + \frac{1}{N-1} e^{-2} \right) + |S_t| \left( \frac{N}{N-1} e^{-\frac{2}{N}} - \frac{N}{N-1} e^{-2} - 1 \right) \geq \nu |S_t|
\]

By hypothesis \( |S_t| \leq 2^{N-r} \), which implies \( |\mathcal{N}(S_t)| \geq r |S_t| \) (Proposition 5). Since \( 1 - \frac{N}{N-1} e^{-\frac{2}{N}} + \frac{1}{N-1} e^{-2} > 0 \), the last inequality will be true if:

\[
r \left( 1 - \frac{N}{N-1} e^{-\frac{2}{N}} + \frac{1}{N-1} e^{-2} \right) + \left( \frac{N}{N-1} e^{-\frac{2}{N}} - \frac{N}{N-1} e^{-2} - 1 \right) \geq \nu
\]

And so, our aim is to find \( r(N) \) s.t. for all \( r > r(N) \):

\[
r \left( 1 - \frac{N}{N-1} e^{-\frac{2}{N}} + \frac{1}{N-1} e^{-2} \right) + \left( \frac{N}{N-1} e^{-\frac{2}{N}} - \frac{N}{N-1} e^{-2} - 1 \right) > 0
\]

And this is true iff:

\[
r > \frac{Ne^{-2} + N - Ne^{-\frac{2}{N}}}{e^{-2} + N - Ne^{-\frac{2}{N}}} =: r(N)
\]
We rearrange (3) writing:

\[(r-1)\left(1 - \frac{N}{N-1}e^{-\frac{2}{N}}\right) - \frac{N-r}{N-1}e^{-2} > 0\]

Then, since \(e^{-\frac{2}{N}} \leq 1 - \frac{2}{N} + \frac{2}{N^2}\) (thanks to the second-order Taylor expansion with integral rest), we obtain that (3) is satisfied if:

\[(r-1)\left(1 - \frac{N}{N-1}\left(1 - \frac{2}{N} + \frac{2}{N^2}\right)\right) - \frac{N-r}{N-1}e^{-2} > 0\]

And finally:

\[r > \frac{N^2e^{-2} + N - 2}{Ne^{-2} + N - 2}\]

Remark 6. • If \(N \geq 2\), the condition on \(r\) that we found in Lemma 4 is met if:

\[r > 1 + Ne^{-2}\left(\frac{N-1}{N-2}\right)\]

• If \(N \geq 3\), then this condition is satisfied if \(r > 1 + 2Ne^{-2}\).

We could also express \(r\) as a function of \(\nu\) (we refer to (2)):

\[\nu^* = \sup\{\nu \mid r_N(\nu) \leq N\}, \text{ then } \nu^* \leq 1.\]

Proof. The proof consists in elementary computations, starting from (2). In particular as far as the second statement is concerned, we impose \(r_N(\nu) \leq N\), and clearly this condition is satisfied iff:

\[\nu \leq N - 1 - Ne^{-\frac{2}{N}}\]

Then, as \(e^{-\frac{2}{N}} \geq 1 - \frac{2}{N}\), we can conclude.

We are now able to state the following result:

**Theorem 3.** Given a simple 2-BRW-P, there exists a time \(T\) such that \(T = \mathcal{O}(N)\) and with high probability \(|S_T| \geq 2^{N-r}\), \(r\) satisfying the hypothesis of Lemma 4.
Proof. The proof is a direct application of a result obtained for generic expander graphs in \cite{17}, Section 4. This result applies to our specific case thanks to Lemma 4. The main idea to prove Theorem 3 is to describe the change in the number of active nodes as a Markov process which lower bounds the growth of the size of the active set \(|S_t|\). The statement is proven for this Markov process and, consequently, it is true also for our BRW.

4.3. Simple 2-BRW-\(\mathcal{P}^{(k)}\)

Let us start by examining an analog of Lemma 4 for the 2-BRW-\(\mathcal{P}^{(k)}\), where we recall that \(\mathcal{P}^{(k)} = \frac{1}{k} \sum_{i=1}^{k} \mathcal{P}^i\) (Definition 7). We show that in this case the BRW covers a significantly bigger proportion of vertices in a time \(O(N)\). We follow again the method used in \cite{17}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{plot.png}
\caption{Evolution of the size of the active set in logarithmic scale comparing the 2-BRW for \(\mathcal{P}\) (blue stars) and \(\mathcal{P}^{(7)}\) (green squares) for \(N = 10\) (average values obtained over 40 simulations). These simulations show that the BRW referring to \(\mathcal{P}^{(k)}\) can explore the whole set of hypercube’s vertices simultaneously (the graph underlying by \(\mathcal{P}^{(k)}\) is not bipartite). Moreover, it is also the faster one in covering. The dark vertical line corresponds to \(t = N\) and the blue and green horizontal lines represent the theoretical percentage of nodes we’re supposed to cover in a time \(O(N)\), as proven in Theorem 3 for \(\mathcal{P}\) and 5 for \(\mathcal{P}^{(k)}\), for \(\mathcal{P}\) and \(\mathcal{P}^{(7)}\) respectively.}
\end{figure}

First of all, we prove that the 2-BRW-\(\mathcal{P}^{(k)}\) allows, for \(k \geq 2\), an exponential growth until it covers at least a half of the vertex set of the hypercube:
Theorem 4. Given a $2$-BRW-$P(k)$:

$$\forall t \geq 0 \text{ s.t. } |S_t| \leq \delta 2^N \Rightarrow \mathbb{E}[|S_{t+1}|] \geq (1 + \nu)|S_t|$$

for some constant $\nu > 0$, $\delta \leq 1/2$ and for $N$ big enough.

In order to prove Theorem 4, we need two preliminary results (Propositions 6 and 7) about the characteristics of $P(k)$.

Proposition 6. Let $M_{N,i} := \min_{j,l} \{(P^i)_{j,l} \mid (P^i)_{j,l} \neq 0\}$. We have:

$$\forall N \geq 1, \forall i \in \{0, \ldots, N\}, M_{N,i} = i! \cdot N^{-i}$$

Proof. Due to the regularity of $\mathcal{H}_N$, we have that $P = \frac{1}{N} A_N$. Then, $M_{N,i} = N^{-i} \min_{j,l} \{(A_N^i)_{j,l} \mid (A_N^i)_{j,l} \neq 0\}$ for all $1 \leq i \leq N$, while $P^0 = A_N^0 = I_{2N}$ for all $N$ (and consequently $M_{N,0} = 1$). We have now to prove that $\min_{j,l} \{(A_N^i)_{j,l} \mid (A_N^i)_{j,l} \neq 0\} = i!$. The proof comes directly by applying the well known result [15]: if $A$ is the adjacency matrix of a graph $G$, $i$ a positive integer, then the $(j,l)^{th}$ entry of $A^i$ corresponds to the number of $i$-length walks between vertex $j$ and $l$ in $G$.

First, in the case of the $N$-dimensional hypercube, the Hamming distance between $j$ and $l$ corresponds to the length of the minimal path (i.e. walk without loops) connecting these vertices. Moreover, because of the bipartite structure of $\mathcal{H}_N$ with an $i$-length walk we can not pass from $j$ to $l$ so that $h(j,l) = i - (2t + 1), t \geq 0$ (i.e. with a $i$-length walk we can connect nodes having distance $k \leq i$, $k$ with the same parity as $i$). It is also clear that if $h(j,l) > i$, then there does not exists any $i$-length walk from $j$ to $l$. The minimal number of $i$-length walks to connect two nodes $j$, $l$ s.t. $h(j,l) = i - 2t$, $t \geq 0$ corresponds to the case $t = 0$. First, if $h(j,l) = i$ we are counting the number of paths between $j$ and $l$, and that corresponds to $i!$ (we have just to choose the order of switching of the $i$ different bits). We briefly prove by combinatorial arguments that given $j_1, l_1, j_2, l_2$ s.t. $h(j_1, l_1) = i$ and $h(j_2, l_2) = i - 2$, $i \leq N$, then $(A^i)_{j_1,l_1} \leq (A^i)_{j_2,l_2}$ i.e. $(A^i)_{j_2,l_2} \geq i!$. In order to cover a distance $i - 2$ with an $i$-length walk we need to change the $i - 2$ different bits in $i$ steps. Then the number of possible $i$-length walks to go from $j_2$ to $l_2$ is given by the sum for $k = 0$ to $i - 2$ of those walks given by the compositions of:
• a $k$-length path from $j_2$ to $j_{2,1}$ s.t. $h(j_{2,1}, l_2) = i - 2 - k : (i - 2 - k)!$ possible choices;

• a step from $j_{2,1}$ to $j_{2,2}$ s.t. $h(j_{2,2}, l_2) = i - 1 - k : (N - (i - 2 - k))$ possible choices;

• a $(i - k - 1)$-length path from $j_{2,2}$ to $l_2 : (i - k - 1)!$ possible choices.

Finally:

\[
(A^i)_{j_2, l_2} = \sum_{k=0}^{i-2} \binom{i-2}{k} (N - (i - 2 - k))(i - k - 1)!
\]  

(5)

We have now to prove that (5) $\geq i!$ :

\[
\sum_{k=0}^{i-2} \binom{i-2}{k} (N - (i - 2 - k))(i - k - 1)! = (i - 2)! \sum_{k=0}^{i-2} (N - (i - 2 - k))(i - k - 1)
\]

And then (5) $\geq i! \iff \sum_{k=0}^{i-2} (N - (i - 2 - k))(i - k - 1) \geq i(i - 1)$. One can prove by an elementary computation that

\[
\sum_{k=0}^{i-2} (N - (i - 2 - k))(i - k - 1) = \frac{1}{6} i(i - 1)(3N - 2i + 4).
\]

Consequently the result is proven if $3N - 2i + 4 \geq 6$ :

\[
3N - 2i + 4 \geq N + 4 \text{ as } i \leq N, \text{ and } N + 4 \geq 6 \text{ as } N \geq 2.
\]

Then, we give recursively the number of neighbors of each node within our graph:

**Proposition 7.** Let $d_{N}^{(k)}$ be the number of neighbors of a generic node $l$ (including possibly $l$) in the graph corresponding to $P^{(k)}$ : $d_{N}^{(k)} = \left| \left\{ l \mid (P^{(k)})_{j,l} \neq 0 \right\} \right|$ for all $l \in \{1, \ldots, 2^N\}$ fixed. Then, $\forall N \geq 2$ :

\[
\begin{align*}
    d_{N}^{(1)} &= N \\
    d_{N}^{(2)} &= N + d_{N-1}^{(2)} \\
    d_{N}^{(k)} &= d_{N-1}^{(k-1)} + d_{N-1}^{(k)} \text{ for } 3 \leq k \leq N - 1 \\
    d_{N}^{(N)} &= 2^N
\end{align*}
\]
Proof. For $k = 1$ and $k = N$ the proof is straightforward: if $k = 1$ then we are considering the standard $N$-dimensional hypercube, and $d_N^{(1)}$ corresponds to the regularity of the graph, while if $k = N$, as we allow all possible switch-type mutations, each vertex is connected to itself and any other node within the graph. Then, as we have exactly $2^N$ vertices, $d_N^{(N)} = 2^N$. In order to prove both cases $k = 2$ and $3 \leq k \leq N - 1$ we rewrite $d_N^{(k)}$ by using powers of $A_N$. Indeed, as $P^{(k)} = \frac{1}{k} \sum_{i=1}^{k} (\frac{1}{N} A_N)^i$, we have: $d_N^{(k)} = \left| \left\{ l \mid \left( \sum_{i=1}^{k} A_N^i \right)_{j,l} \neq 0 \right\} \right|$. Proposition 7 can now be proven by using the recursive construction of the adjacency matrix of $H_N$ [19].

Theorem 4. Let $t \geq 0$ so that $|S_t| \leq \delta 2^N$, for $\delta \leq 1/2$ still unknown. As we did while proving Lemma 4, our aim is to show:

$$E[|N(S_t) - S_{t+1}|] \leq |N(S_t)| - (1 + \nu)|S_t|$$

For all vertices $v \in N(S_t)$, let $X_v$ be the indicator variable:

$$X_v = \begin{cases} 1 & \text{if } v \notin S_{t+1} \\ 0 & \text{otherwise} \end{cases}$$

Then we have: $P[X_v = 1] = \prod_{j \sim v, j \in S_t} \left( 1 - P^{(k)}_{j,v} \right)^2 = p$. We can maximize $p$ as follows:

$$p \leq \prod_{j \sim v, j \in S_t} \left( 1 - \frac{1}{k} \sum_{i=1}^{k} M_{N,i} \right)^2 = \left( 1 - \frac{1}{k} \sum_{i=1}^{k} M_{N,i} \right)^{2d_v},$$

where $d_v$ represents the number of neighbors that $v$ has in $S_t$ ($1 \leq d_v \leq d_N^{(k)}$). As $E[X_v] = p$, we have:

$$E[|N(S_t) - S_{t+1}|] \leq \sum_{v \in N(S_t)} \left( 1 - \frac{1}{k} \sum_{i=1}^{k} M_{N,i} \right)^{2d_v}$$

(7)

Denoting by $\Delta := (1/k) \sum_{i=1}^{k} M_{N,i}$, we finally obtain:

$$(7) \leq \sum_{v \in N(S_t)} e^{-2\Delta d_v}$$

(8)

Applying Lemma 5 this expression is maximized if for any $v$ (except possibly for one) $d_v = 1$ or $d_v = d_N^{(k)}$. In particular let us suppose that all $d_v$ are equal to 1 or to $d_N^{(k)}$.
and let us denote \( R_1 = |\{ v \in \mathcal{N}(S_i) | d_v = 1 \}| \) and \( R_2 = |\{ v \in \mathcal{N}(S_i) | d_v = d_N^{(k)} \}| \). We demonstrate the statement in this particular case. As \( \sum_{v \in \mathcal{N}(S_i)} d_v = d_N^{(k)} |\mathcal{S}_i| \) :

\[
\begin{align*}
R_1 + R_2 &= |\mathcal{N}(S_i)| \\
R_1 + d_N^{(k)} R_2 &= d_N^{(k)} |\mathcal{S}_i| \\
\end{align*}
\]

Then we have:

\[
\mathbb{E}[|\mathcal{N}(S_t) - S_{t+1}|] \leq \frac{d_N^{(k)}}{d_N^{(k)} - 1} (|\mathcal{N}(S_t)| - |\mathcal{S}_t|) e^{-2\Delta} + \frac{1}{d_N^{(k)} - 1} (|\mathcal{N}(S_t)| - |\mathcal{N}(S_t)|) e^{-2\Delta d_N^{(k)}}
\]

Equation (6) will be satisfied if:

\[
\frac{d_N^{(k)}}{d_N^{(k)} - 1} (|\mathcal{N}(S_t)| - |\mathcal{S}_t|) e^{-2\Delta} + \frac{1}{d_N^{(k)} - 1} (|\mathcal{N}(S_t)| - |\mathcal{N}(S_t)|) e^{-2\Delta d_N^{(k)}} \leq |\mathcal{N}(S_t)| - (1 + \nu) |\mathcal{S}_t|
\]

As the graph we are considering is a \( \lambda_{N,2}^{(k)} \)-expander graph (where \( \lambda_{N,2}^{(k)} = \frac{N-2}{2k} \left( 1 - \left( \frac{N-2}{N} \right)^k \right) \) is the second largest eigenvalue of \( \mathcal{P}_N^{(k)} \) [4]), and applying Proposition 4, the last inequality will be true if:

\[
\alpha_N^{(k)} \left( 1 - \frac{d_N^{(k)} \cdot e^{-2\Delta}}{d_N^{(k)} - 1} + \frac{e^{-2\Delta d_N^{(k)}}}{d_N^{(k)} - 1} \right) \left( d_N^{(k)} \cdot e^{-2\Delta} - \frac{d_N^{(k)} \cdot e^{-2\Delta d_N^{(k)}}}{d_N^{(k)} - 1} \right) > 0,
\]

where \( \alpha_N^{(k)} = \frac{1}{\delta \left( 1 - \lambda_{N,2}^{(k)} \right)^2 + \lambda_{N,2}^{(k)^2}} \). That means

\[
\delta < \frac{e^{-2\Delta d_N^{(k)}} - d_N^{(k)} e^{-2\Delta} + d_N^{(k)} - 1}{\left( \frac{e^{-2\Delta d_N^{(k)}} - d_N^{(k)} e^{-2\Delta} + d_N^{(k)} - 1}{1 - \lambda_{N,2}^{(k)^2}} \right) - \lambda_{N,2}^{(k)^2} := \delta_N^{(k)} (10)}
\]

Finally, let us prove that for fixed \( k \geq 2 \), \( \delta_N^{(k)} \) tends to 1 for \( N \) going to infinity. Indeed we have:

- Let \( k \geq 2 \): \( \Delta = \frac{1}{k} \sum_{i=1}^{k} M_{N,i} = \frac{1}{k} \left( \frac{1}{N} + \frac{2}{N^2} \right) + \frac{1}{k} \sum_{i=1}^{k} \frac{d_i}{N^2} \). And then, for \( N \to \infty \),
  \( \Delta \sim \mathcal{O}\left( \frac{1}{N^2} \right) \)
- For fixed \( k \), \( d_N(k) \) is monotonically increasing:
\[k = 1 \Rightarrow d_N^{(1)} = N > N - 1 = d_{N-1}^{(1)};\]
\[k = 2 \Rightarrow d_N^{(2)} = N + d_{N-1}^{(2)} > d_{N-1}^{(2)};\]
\[3 \leq k \leq N - 1 \Rightarrow d_N^{(k)} = d_{N-1}^{(k-1)} + d_{N-1}^{(k)} > d_{N-1}^{(k)};\]
\[k \geq 2 \Rightarrow d_N^{(k)} \geq d_N^{(2)}.\]

By definition: \(d_N^{(2)} = N + d_{N-1}^{(2)} = \sum_{i=0}^{N-3} (N - i) + d_2^{(2)} = \frac{N^2 + N + 2}{2}.\) Therefore, for fixed \(k \geq 2, \Delta d_N^{(k)}\) tends to infinity for \(N \to \infty.\)

Finally we have, for \(k \geq 2\) fixed:

\[
\delta_N^{(k)} = \frac{e^{-2\Delta d_N^{(k)}} - d_N^{(k)} (e^{-2\Delta} - 1) - 1}{\left(1 - \lambda_N^{(k,2)}\right)^2 \left(d_N^{(k)} e^{-2\Delta d_N^{(k)}} - d_N^{(k)} (e^{-2\Delta} - 1) - 1\right)} - \frac{\lambda_N^{(k,2)}^2}{1 - \lambda_N^{(k,2)}} \to 1 \quad \text{for} \quad N \to \infty
\]

Figure 3: The value of \(\delta_N^{(k)}\) for \(1 \leq k \leq N\) and \(N = 7, 10.\) The red line represents \(1/2.\) While for the basic mutational model, the process covers a little portion of the hypercube in \(O(N),\) which is smaller for bigger \(N,\) allowing more than one mutation at each step, the process can actually cover at least a half of the graph in a time of the same order.

Then the strongest condition on \(\delta\) is the one given by Proposition 4 (that we need to obtain (9)): \(\delta \leq 1/2.\) Therefore, the 2-BRW-\(P^{(k)}\) is growing exponentially until it covers half of the hypercube. Then the way the rest of the hypercube is covered is not known.

As we saw in the previous section, we are now able to prove an equivalent of Theorem 3 for this BRW:
Theorem 5. Given a simple 2-BRW-$\mathcal{P}^{(k)}$, there exists a time $T$ such that $T = O(N)$ and with high probability $|S_T| \geq \delta 2^N$, $\delta$ satisfying the hypothesis of Theorem 4.

In Figure 3 we plot the value of the maximal proportion of vertices of the hypercube we can cover in $O(N)$ considering a 2-BRW-$\mathcal{P}^{(k)}$. Of course, the case corresponding to $k = 1$ ($\mathcal{P}^{(k)} = \mathcal{P}$) is obtained by Lemma 4, and we denote $\delta^{(1)}_N := 2^{-r(N)}$ as obtained in (4). These simulations show that actually $\delta^{(k)}_N > 1/2$ for all $k \geq 2$ even for small $N$. This result suggests that once we break the bipartiteness by allowing at least two switch-type mutations at each time step, then the corresponding BRW invades at least half of the hypercube vertex set in $O(N)$ (see Section 5.3 for a further overlook on this issue).

Remark 7. The definition of $\delta$ in Theorems 4 and 5 does not depend on $k \geq 2$; even for small values of $k$, we are able to cover at most a half of the hypercube vertex set in a time $O(N)$. In Figure 4 we simulated the average size of $S_t$ obtained by considering a 2-BRW-$\mathcal{P}^{(k)}$, with $k \in \{1, \ldots, N\}$ for different time $t$. Simulations show that the size of $S_t$ significantly increases passing from $\mathcal{P}$ to $\mathcal{P}^{(2)}$, and it is almost constant for $k$ between 3 and $N$.

![Figure 4](image-url)

**Figure 4:** Average size of $S_t$ after $t = N - 1$, $t = N$ and $t = N + 1$ time steps, comparing the 2-BRW-$\mathcal{P}^{(k)}$ with $k \in \{1, \ldots, N\}$. Here we plot the average values obtained over 100 simulations.

Remark 8. The method applied here does not allow to prove a better covering of $\mathcal{H}_N$.
Lemma 6. Let $M$ be a transition probability matrix over $\mathcal{H}_N$, represents a $d$-regular, connected and non bipartite graph. Let $\lambda_2$ be the second largest eigenvalue of $M$. Given a simple $2$-BRW-$M$, there exists a $\delta(M) := \frac{d\epsilon - 2 - d - 2}{(1-\lambda_2^2)(d^2\epsilon - 2 + d - 2)} - \frac{\lambda_2^2}{1-\lambda_2^2}$ such that in a time $T = \mathcal{O}(N)$ with high probability $|S_T| \geq \delta(M)2^N$. For every such transition probability matrix $M$, $\delta(M) \leq 1/2$.

In other words, applying the method used in Sections 4.2 and 4.3, the best result we can prove for a $2$-BRW-$M$ is $|S_T| \geq \delta 2^N$, $\delta \leq 1/2$ in a time $T = \mathcal{O}(N)$.

Proof. The assumptions made over $M$ and Corollary 1 imply that $M$ expresses a $(\alpha, \delta)$-expander graph, with $\delta \leq 1/2$ and $\alpha = (\delta(1-\lambda_2^2) + \lambda_2^2)^{-1}$. Let us consider a simple $2$-BRW-$M$. The method used in Sections 4.2 and 4.3 for $P$ and $P^{(k)}$ respectively allows to find $\delta(M)$ (depending on $d$ and $\lambda_2$, as given in Lemma 6) s.t. there exists a time $T = \mathcal{O}(N)$ s.t. with high probability $|S_T| \geq \delta(M)2^N$. However we have a restriction over $\delta(M)$, given by Proposition 4, which is $\delta(M) \leq 1/2$.

Furthermore, a similar threshold shall be explicit for a generic $2$-BRW on a bipartite graph defined on the vertices of $\mathcal{H}_N$. At each time step we are observing the evolution of $|S_t|$ over a half part of $\mathcal{H}_N$, hence over a state-space of size $2^{N-1}$. Proceeding as above, we obtain the same results with $N-1$ instead of $N$. Therefore, the best result we can expect in a time $T = \mathcal{O}(N)$ is $|S_T| \geq \delta 2^{N-1}$, $\delta \leq 1/2$.

In Figure 5 we test the evolution of the active set size for a $2$-BRW corresponding to other transition probability matrices over $\mathcal{H}_N$ which assure good expansion properties. We show the ability of these simple $2$-BRWs to cover $\mathcal{H}_N$ for $N = 10$, in logarithmic scale. In particular we consider 5 transition probability matrices:

- $P$, in blue.
- $P^7$, in red.
- $P^{(7)}$, in green.
• $K_{2^9, 2^9}$, in magenta, defined as follows:

$$K_{2^9, 2^9} := \frac{1}{2^9} \begin{pmatrix} 0_{2^9} & J_{2^9} \\ J_{2^9} & 0_{2^9} \end{pmatrix},$$

where $0_{2^9}$ is a $2^9 \times 2^9$ matrix with all entries 0 and $J_{2^9}$ is a $2^9 \times 2^9$ matrix with all entries 1. This is the transition probability matrix corresponding to the complete bipartite graph on $2 \times 2^9$ vertices.

• $K_{2^{10}} := \frac{1}{2^{10} - 1} (J_{2^{10}} - I_{2^{10}})$, in yellow, where $I_{2^{10}}$ is the $2^{10}$-identity matrix. This transition probability matrix corresponds to the complete graph on $2^{10}$ vertices.

Figure 5: Evolution of $|S_t|$ on a log. scale. We compare the 2-BRW for different transition probability matrices and $N = 10$. Average values are plotted obtained over 40 simulations. The green horizontal line corresponds to $\log(2^9)$: we can observe that in a time $t = N$ we do not overtake this threshold, even while considering the complete graph over $2^N$ vertices. The magenta horizontal line corresponds to $\log(2^8)$: BRWs associated to bipartite graphs do not cover more than this value in a time $t = N - 1$. Finally, the blue horizontal line represents the theoretical size of $S_t$ in a time $O(N)$ for the simple 2-BRW-$\mathcal{P}$, as obtained in Theorem 3. The curves corresponding to $\mathcal{P}^{(7)}$ and $K_{2^{10}}$ are almost overlapping: the expansion properties of both matrices ensure a covering of the same order. The same holds for curves corresponding to $\mathcal{P}^7$ and $K_{2^9, 2^9}$, which characterize bipartite graphs over $\{0, 1\}^N$ with an appreciable vertex expansion.
We introduce the complete bipartite graph and the complete graph in order to test the ability in invading the state-space for two transition probability matrices with strong expansion properties. This choice is not biologically motivated and we do not expect that they actually describe actual mutation rules.

We observe that although for the complete graph, which has the best expansion property, in a time $t = N$ we can cover about a half of the state-space, as with the simple 2-BRW-$\mathcal{P}^{(k)}$. Even for small $t > 0$, the process corresponding to $\mathcal{P}^{(7)}$ is faster when compared to 2-BRW-$\mathcal{T}$. It is interesting to compare this fact with a phenomenon observed in [4] where we investigated the typical time-scale of the exploration of $\mathcal{H}_N$ considering RWs without branching. We demonstrated that for $k > 2$, $\mathcal{P}^{k}$ optimizes the hitting time to reach a certain configuration, if compared to $\mathcal{P}^{(k)}$. When we take into account the branching equivalent of these RWs, the exploration of $\mathcal{H}_N$ is more efficient using $\mathcal{P}^{(k)}$ as transition probability matrix instead of $\mathcal{P}^{k}$. That suggests that once added a branching process, the oscillations due to bipartiteness are of greater amplitude and forbid a quick covering even for small $t$.

5. Extensions of the model

In this Section we set some variants of the model considered so far, in which we take into account the multiplicity of each vertex. This adds a further building block to our model. Indeed, taking into account the number of particles lying on the same vertex allows to consider the size of the effective population and not only how many different BCR configurations are expressed at a certain time. Moreover, considering multiplicity also allows us to have a better chance of making $|S_t|$ grow faster, where $|S_t|$ represents here the number of vertices of $\{0, 1\}^N$ on which at least one particle lies. In Section 5.1 we consider BRWs with multiplicity and fixed number of offspring $c$ at each time step. Then, in Section 5.2, we give to each individual a probability $p$ to divide : we observe the impact of division on the limiting distribution. Finally, in Section 5.3, we observe and discuss, through computer simulations, a model for which the division rate depends on affinity.
5.1. c-BRW with multiplicity

At time $t \geq 0$ we have exactly $c^t$ particles, as there is no death nor selection. We consider the distribution of these $c^t$ particles within $\mathcal{H}_N$. In order to do so, we define the Markov process $(X_i^t)_{t \geq 0}$, where for all $i \in \{1, \ldots, 2^N\}$, $X_i^t$ corresponds to the number of particles lying on the $i$th node at time $t$. Proposition 8 is given in the more general case of a c-BRW with multiplicity on a given $d$-regular graph: the case we are interested in is an application with $c = 2$ and $d = N$.

Proposition 8. Given a c-BRW with multiplicity on a $d$-regular graph, then for all $s \geq 0$ :

$$
\mathbb{P} \left[ X_i^t = s \left| \sum_{j \sim i} X_{i-1}^j = n \right. \right] = \begin{cases} 
\binom{cn}{s} \frac{(d-1)^{cn-s}}{d^{cn}} & \text{if } s \leq cn, \\
0 & \text{otherwise.}
\end{cases}
$$

Proof. We show that conditioning on $\sum_{j \sim i} X_{i-1}^j = n$, $X_i^t$ follows a binomial distribution $\mathcal{B}(cn, \frac{1}{d})$. For all $j \sim i$ let us define the random variables $\bar{Z}_{i,r}^j$, where $\bar{Z}_{i,r}^j$ corresponds to the vertex chosen by the $l$th particle lying on $j$ in its $r$th trial, with $j \in S_{i-1} \cap \mathcal{N}(\{i\})$, $1 \leq l \leq X_{i-1}^j$ and $1 \leq r \leq c$. Then we have:

$$
\mathbb{P}[\bar{Z}_{i,r}^j = i] = 1/d \quad \forall j,l,r
$$

At each trial of each particle lying on a vertex $j$, we have exactly a probability of $1/d$ of success (i.e. going on vertex $i$) and a probability of $1 - 1/d$ of failure, and we have exactly $cn$ independent and identically distributed trials. Then the result follows.

In particular, we have:

Proposition 9. Given a c-BRW with multiplicity on the complete graph on $d$ vertices $\mathcal{K}_d$, the distribution of $X_i^t$ given $X_{i-1}^t = s$ is a binomial distribution with parameters
Let $c^t - cs'$ and $\frac{1}{d-1}$, i.e. for all $s \geq 0$:
\[
\mathbb{P}[X_i^t = s | X_{i-1}^t = s'] = \begin{cases} 
\frac{(c^t - cs')}{s} \left( \frac{1}{d-1} \right)^s \left( 1 - \frac{1}{d-1} \right)^{c^t - cs'} & \text{if } s \leq c^t - cs', \\
0 & \text{otherwise.}
\end{cases}
\]

Proposition 9 shows that, for a complete graph on $N$ vertices, the probability of having $s$ particles at time $t$ on the $i$th node depends on the number of particles laying on $i$ at time $t - 1$.

Proof. In this particular case, $i$ is connected to all nodes of the graph, except itself. Therefore each one of the $c^t$ particles produced at time $t$ has a probability $1/(d-1)$ to go to $i$: we have to remove the particles that will leave from $i$, and this is exactly $cs'$.

We establish another property of the $c$-BRW with multiplicity: the asymptotic distribution of the $c^t$ individuals for $t \to \infty$. This concludes this section.

Lemma 7. Let $M$ be the transition probability matrix corresponding to a finite connected graph $G = (V,E)$, $\bar{m}$ its stationary distribution. Let us suppose $M$ aperiodic, and let us consider a $c$-BRW-$M$ starting from a generic initial distribution $\bar{p}$. Therefore:
\[
\forall i \in V, \quad \frac{X_i^t}{c^t} \to \bar{m}_i \quad \text{in probability, for } t \to \infty.
\]

Proof. The position of each of the $c^t$ individuals at time $t$ corresponds to the position reached by a RW with $M$ as transition probability matrix, starting from the initial distribution $\bar{p}$ and independently form others individuals. In other words, at time $t$ we are considering the position of $c^t$ parallel RWs-$M$ starting from the same initial distribution. For all $j \in \{1, \ldots, c^t\}$, let $(X_{j,t})_{t \geq 0}$ i.i.d RWs with transition probability matrix $M$ and starting from the initial distribution $\bar{p}$. By hypothesis, for all $i \in V$, $\mathbb{P}(X_{j,t} = i) \to \bar{m}_i$ for $t \to \infty$. The result follows since convergence in law to a constant implies convergence in probability.

Remark 9. Numerically, we compare the average size of $S_t$ for $t = N = 10$ for the simple 2-BRW-$P$, the simple 2-BRW-$K_{2^9,2^9}$ and the 2-BRW-$P$ with multiplicity. Table 2 below shows the average values obtained over 100 simulations. As expected, the 2-BRW-$P$ with multiplicity is faster than the simple 2-BRW-$P$ because of the number of
particles within the population, which is not affected nor by selection or death, neither by coalescence. At each step, each particle can divide and colonize a new vertex of the hypercube, therefore we have a better chance to cover faster a half of the state-space (we recall that $\mathcal{P}$ is a bipartite graph). Moreover, we can observe that the simple 2-BRW-$\mathcal{K}_{2^9,2^9}$ is faster than the simple 2-BRW-$\mathcal{P}$ : indeed $\mathcal{K}_{2^9,2^9}$ has better expander properties, and thus the BRW invades more efficiently the state-space as noticed in Sec. 4.

Table 2: Average size of $S_t$ after 10 time steps, comparing the simple 2-BRW-$\mathcal{P}$, the simple 2-BRW-$\mathcal{K}_{2^9,2^9}$ and the 2-BRW-$\mathcal{P}$ with multiplicity. We denote by $\overline{|S_{10}|}_n$ the average value obtained over $n$ simulations and by $\hat{\sigma}_n$ its corresponding estimated standard deviation.

| Model                              | $N$ | $n$ | $\overline{|S_{10}|}_n$ | $\hat{\sigma}_n/\sqrt{n}$ |
|------------------------------------|-----|-----|------------------------|---------------------------|
| Simple 2-BRW-$\mathcal{P}$         | 10  | 100 | 222.36                 | 3.376                     |
| Simple 2-BRW-$\mathcal{K}_{2^9,2^9}$ | 10  | 100 | 318.04                 | 1.231                     |
| 2-BRW-$\mathcal{P}$ with multiplicity | 10  | 100 | 398.42                 | 0.972                     |

5.2. Limiting distribution for the BRW-$\mathcal{P}$ with multiplicity and division rate $p$.

Lemma 7 can not be applied to the 2-BRW-$\mathcal{P}$ with multiplicity. Indeed, the bipartite structure of the corresponding graph prevents the convergence through the stationary distribution, i.e. the homogeneous probability distribution, which we denote by $\pi$ [4]. We can overcome this problem by considering a BRW-$\mathcal{P}$ with multiplicity and with a non-constant division rate $p$.

Definition 14. Let us fix $p \in [0,1]$. The process starts with a single individual located on an arbitrary node of $\mathcal{H}_N$. Each time step, a particle lying on a certain node $\vec{x}_i$ of $\mathcal{H}_N$ gives rise to 2 daughter cells and die with probability $p$. With probability $1-p$, it remains in the population for the next time step. When division occurs, each
newborn particle chooses a neighbor node according to matrix $P$, independently and
with replacement, and move on it.

The introduction of a division rate has two immediate consequences. First, it slows
down population’s growth. In order to evaluate the expected number of individuals at
time $t$, we consider a generic Galton-Watson process ([22], chapter I).

**Proposition 10.** Let $Z_t$ be the r.v. describing the number of individuals at generation
time $t$ starting from $Z_0 = 1$ individual. We assume that each individual divides indepen-
dently from the others and from previous generations. Let $\vec{p} := (p_k, k = 0, 1, 2, \ldots)$ be a probabil-
ity distribution s.t. $p_k$ gives the probability of having $k$ offsprings in the next generation.
At each time step, given $Z_t = k$, $Z_{t+1}$ behaves as $k$ independent copies of $Z_1$. Therefore:
$E(Z_t) = (E(Z_1))^t$.

In our specific case we have:

- $p_1 = 1 - p$
- $p_2 = p$
- $p_k = 0$ for all $k \neq 1, 2$

Which gives:

$$E(Z_t) = (1 + p)^t < 2^t \text{ as } p < 1. \quad (11)$$

**Remark 10.** One can observe that $Z_t = \sum_{i=1}^{2^N} X_i^t$, where $X_i^t$ describes the number of
individuals lying on vertex $i$ at time $t$.

The addition of the parameter $p$ overcomes issues related to the bipartite structure
of the graph, discussed in Section 3.

**Lemma 8.** Let us consider a BRW with multiplicity on a finite connected bipartite
graph $G_b$. Let $\vec{p} := (p_k, k = 0, 1, 2, \ldots)$ be the probability distribution of the number of
offsprings of each individuals for the next generation, s.t. $p_1 > 0$ and $p_0 + p_1 < 1$. Then
there exists a time $t \geq 0$ and two nodes $\vec{x}_1, \vec{x}_2$ s.t. $\vec{x}_1 \sim \vec{x}_2$ and $\vec{x}_1, \vec{x}_2 \in S_t$.

Lemma 8 implies that for this type of BRWs, independently from the bipartite
structure of $G_b = (V, E)$, there exists a time $t > 0$ s.t. $S_t = V$ (see Section 3.2).
Proof. Let $0 < T < \infty$ s.t. $\vec{x}_i \in S_T$ ($T$ exists as $G_b$ is finite and connected). As $p_0 + p_1 < 1$, $\exists k \geq 2$ s.t. $p_k > 0$. Then with probability $p_k$, $\exists \vec{x}_{i,1}, \ldots, \vec{x}_{i,k} \in \mathcal{N}(\{\vec{x}_i\})$ s.t. $\{\vec{x}_{i,1}, \ldots, \vec{x}_{i,k}\} \in S_{T+1}$. As $p_1 > 0$, with positive probability at least one among these $k$ vertices does not divide: let $k \in \{1, \ldots, k\}$ s.t. $\vec{x}_{i,k} \in S_{T+2}$. Moreover w.p.p. one among $\{\vec{x}_{i,1}, \ldots, \vec{x}_{i,k}\} \backslash \{\vec{x}_{i,k}\}$ divides and w.p.p. one of its offsprings migrates to $\vec{x}_i$. Therefore, w.p.p. $\{\vec{x}_{i,1}, \vec{x}_{i,k}\} \in S_{T+2}$, and $\vec{x}_{i,k} \sim \vec{x}_i$.

We give an equivalent of Lemma 7 for BRWs characterized by Definition 14.

**Lemma 9.** Let $\mathcal{M}$ be the transition probability matrix corresponding to a finite connected graph $G = (V,E)$, $\vec{m}$ its stationary distribution. Let us consider a BRW-$\mathcal{M}$ with multiplicity starting from a generic initial distribution. Let $\vec{p} := (p_k, k = 0, 1, 2, \ldots)$ be the probability distribution of the number of offsprings of each individual for the next generation, with $p_1 > 0$ and $p_0 + p_1 < 1$. We denote by $Z_t$ the r.v. describing the population size at generation $t$ (starting from $Z_0 = 1$). For all $i \in V$ let $X^i_t$ be the r.v. describing the number of individuals lying on vertex $i$ at time $t$. Therefore:

$$\forall i \in V, \frac{X^i_t}{(\mathbb{E}(Z_t))^t} \rightarrow \vec{m}_i \text{ in probability for } t \rightarrow \infty.$$ 

Proof. The proof is the same as for Lemma 7. In this case, we do not need the hypothesis of aperiodicity of $\mathcal{M}$ as the problem of an eventual periodicity is overcome by the addition of the distribution of the number of offspring $\vec{p}$, as shown in Lemma 8.

Lemma 9 allows us to prove:

**Corollary 3.** Let us consider a BRW-$\mathcal{P}$ with multiplicity and division rate $p \in ]0,1[$.

$$\forall i \in \{0,1\}^N, \frac{X^i_t}{(1+p)^t} \rightarrow \frac{1}{2^N} \text{ in probability for } t \rightarrow \infty.$$ 

Proof. We have already determined $\mathbb{E}(Z_t)$ corresponding to the BRW-$\mathcal{P}$ with multiplicity and division rate $p$ (cf. (11)). Therefore, in order to prove Corollary 3 we have just to observe that the stationary distribution for $\mathcal{P}$ is the homogeneous probability distribution on $\{0,1\}^N$. Then the result follows applying Lemma 9.

**Remark 11.** In a previous paper [4] we overcame the problem of the bipartiteness of the graph underlined by $\mathcal{P}$ by adding $N$ loops at each node. That corresponds to take into account matrix $\mathcal{P}_L := \frac{1}{2}(\mathcal{P} + \mathcal{I}_N)$ instead of $\mathcal{P}$. Considering a BRW-$\mathcal{P}$
with multiplicity and division rate \( p = 1/2 \) is equivalent to consider a 2-BRW-\( \mathcal{P} \_L \) with multiplicity, but with coalescence of those offsprings which decide to remain in place. The only difference is the size of the population at time \( t \), which is \( 2^t \) in the case of a 2-BRW-\( \mathcal{P} \) with multiplicity and \( (3/2)^t \) in the other case. The choice of \( \mathcal{P} \_L \) as transition probability matrix has also biological motivations. Indeed division of B-cells in GCs is asymmetric [38, 7]: only one between the two daughter cells has a mutated trait.

**Remark 12.** More generally, let us consider a transition probability matrix \( \mathcal{M} \) on a graph \( G = (V,E) \), with \( |V| = n \). We can see a BRW-\( \mathcal{M} \) with multiplicity and division rate \( p \) as a 2-BRW-\( \mathcal{M} \_p \) with multiplicity, where \( \mathcal{M} \_p := p\mathcal{M} + (1 - p)I \_n \). Of course, we need to take the same caution as in Remark 11 about the number of individuals at time \( t \).

### 5.3. BRW-\( \mathcal{P} \) with multiplicity and affinity dependent division

In previous sections, the limiting distribution of traits (with or without division rate) only depends on the stationary distribution of the considered transition probability matrix. In particular, if the stationary distribution is homogeneous, than for \( t \) big enough all individuals are uniformly distributed over the state-space. From a biological point of view, it does not seem so efficient to explore all the state-space. It will be rather more interesting to drive mutations through the region of the state-space with greater affinity for the target trait. We can therefore propose a model in which we introduce a division rate dependent on the affinity of the cell.

Formally, \( \forall \vec{x} \_i \in \mathcal{H} \_N \), let \( p_d(\vec{x} \_i) \) be the probability of division of an individual lying on vertex \( \vec{x} \_i \). We can define an increasing function \( f \) s.t. \( p_d(\vec{x} \_i) = f(\text{aff}(\vec{x} \_i, \vec{x})) \), where \( \text{aff}(\vec{x} \_i, \vec{x}) = N - h(\vec{x} \_i, \vec{x}) \) is the affinity of \( \vec{x} \_i \) with respect to the target trait \( \vec{x} \) (Definition 9), and \( h \) return the Hamming distance. The aim is to be able to privilege those individuals having better fitness. This choice has biological motivations. Indeed, recent evidence shows that during GC reaction the acquisition of highest affinity for the presented antigen regulates proliferation and diversification of B-cells [21]. In Figure 6 we compare a model of BRW-\( \mathcal{P} \) with multiplicity and division rate \( p = 0.6 \) with a model of BRW-\( \mathcal{P} \) with multiplicity and affinity dependent division. In this case, we
chose a very simple function for the division rate, defined $\forall \vec{x}_i \in \mathcal{H}_N$, as follows:

$$p_d(\vec{x}_i) = \begin{cases} 
0 & \text{if } \text{aff}(\vec{x}_i, \vec{x}) < N - \overline{t}_s \\
1 & \text{if } \text{aff}(\vec{x}_i, \vec{x}) \geq N - \overline{t}_s 
\end{cases} \quad (12)$$

We plot results obtained for $N = 7$ and $\overline{t}_s = 3$: all individuals having affinity at least 4 with the target trait divide and mutate accordingly to matrix $\mathcal{P}$, they remain unchanged in the population otherwise.

Figure 6: Simulations of the BRW-$\mathcal{P}$ with multiplicity, comparing a model with division rate $p = 0.6$ (in red) and a model with affinity dependent division (in blue). In this last case individuals having affinity at least 4 with the target vertex divide and mutate accordingly to matrix $\mathcal{P}$, they remain unchanged in the population otherwise. (a) Distribution of the affinity to the antigen after 15 time steps, starting from initial affinity 7 (circles) and 6 (stars) respectively. (b) Dependance of the average affinity (after 15 time steps) on the initial affinity $a_0$. (c) Dependance of the final population size (after 15 time steps) on the initial affinity $a_0$. 
unchanged in the population otherwise.

In Figure 6 (a) we represent the final distribution of the affinity of the traits within the population after 15 time steps. As expected, the distribution corresponding to the first model is binomial and does not depend on the initial Hamming distance. Indeed, from Corollary 3 we know that the distribution of the traits is uniform on \(\{0,1\}^N\). We have just to remark that in \(\{0,1\}^N\) there are exactly \(\binom{N}{h}\) nodes having Hamming distance \(h\) from a given vertex, \(0 \leq h \leq N\); this determines the proportion of individuals having a given affinity after 15 time steps. The support of the distribution at time step 15 for the second model corresponds to vertices having affinity 3, 4 or 6 (resp. 3, 5, 7) with the target trait for an initial affinity \(a_0 = 7\), (resp. \(a_0 = 6\)). Indeed, as \(a_0 \geq 4\), the total population can be divided in two subpopulations. The sub-population whose affinity with the target trait is greater than 4 follows a standard 2-BRW-\(P\) with multiplicity. Therefore, we can observe the effects of the bipartiteness of the graph: only traits whose affinity has the same parity as \(a_0\) are expressed at even time step. On the contrary, at odd time steps only vertices with affinity having the opposite parity as \(a_0\) are expressed. The other sub-population is composed by those individuals that after an unfavorable mutation obtain a trait having affinity exactly 3. They remain unchanged for all further time steps, as they can not divide nor die. Therefore, through further time steps, individuals with affinity 3 can only continue to accumulate. This is due to the definition of \(p_d(\vec{x}_i)\) as a step function.

Figure 6 (b) shows the average affinity of the population after 15 time steps. We can see that for the BRW-\(P\) with division rate 0.6 this depends very lightly from the initial affinity, while, as expected, the initial affinity strongly influences the final one if we allow only individuals having affinity greater than 3 to divide. Finally in Figure 6 (c) we see the size of the population after 15 time steps. Again, in the case of random division with rate 0.6, the initial affinity does not affect the final population size, which is always approximately \(1.6^{15} \approx 1152.92\).
6. Conclusions and perspectives

In this paper, we introduce and study BRWs on binary strings, modeling the evolution of cells in a mutation-division process. The edge set (or graph) associated to $H_N := \{0, 1\}^N$, hence the corresponding transition probability matrix, reflects mutations allowed during the evolutionary process. Graph’s characteristics determine the behavior of the BRW, e.g. its ability in covering $H_N$ or the limiting distribution of the traits, as shown in Sections 4 and 5.

We particularly focus on the expander property of the graphs when giving quantitative results about the expected portion of $H_N$ covered in $O(N)$. We observe that strong expansion properties enable a faster invasion of the state-space. From a biological point of view, this property is significant since it ensures that starting from one or a few B-cell, the GC can produce, hence test a huge variety of BCRs against the target antigen. Indeed, GCs seem to be oligoclonal [32, 34], which means that they develop from very few initial naive B-cells (three, on average). Therefore, starting from a single clonal population, it is of interest to understand how a B-cells population invades the BCR state-space.

For this reason, in Section 4, we consider the state-space $H_N$ of every possible $N$-length string (modeling B-cell traits), and compare the ability of different mutation rules in colonizing $H_N$ in a time $O(N)$. We develop upon a method used in [17] to evaluate partial cover times on expander graphs. Nevertheless, our approach differs from [17]. Indeed, we fix the state-space and the main question becomes : how many nodes we are able to activate in a time $O(N)$ for a given graph? In particular, we observe that while matrix $P$, which denotes the structure of the standard $N$-dimensional hypercube, can cover a quite small portion of $H_N$ in a time $O(N)$, the mutation rule $P^{(k)} = \frac{1}{k} \sum_{i=1}^{k} P^i$ leads to a significantly bigger expansion which does not strongly depends on $k$, for values of $k$ greater than 2.

In Section 4, we show that if we simply consider the expansion properties of the structure built over $H_N$, the covering in $O(N)$ is limited at a half the state-space
(Lemma 6). This favors the hypothesis that the expansion property is not enough to insure a quick covering of a large portion of the state-space: considering self-avoiding BRWs on connected graphs could be more efficient, although these are not necessarily good expanders. On the other hand, from a biological point of view, it may not be so efficient to explore the whole state-space, but rather to steer mutations toward a specific region of the state-space with the best affinity. Indeed, the production of new clones has a cost in terms of time and energy, therefore it does not make sense to produce a huge variety of cells with any possible fitness with the presented antigen. Models considered in this paper share this drawback: even if a bigger portion of possible traits is expressed in a time $O(N)$, we can not say much about their average fitness.

We can propose many possible solutions to this problem. We can for example privilege individuals with good fitness by considering a model with affinity dependent division, as discussed in Section 5.3. Another possibility is to consider transition probability matrices whose stationary distribution is concentrated on a specific region of the state-space containing the fittest traits. Indeed, as we observe in Section 5.1, given this hypothesis than the distribution of traits for a 2-BRW with multiplicity only depends on the stationary distribution of the transition probability matrix under consideration. In this case the problem is: does this matrix accounts for realistic mutations? Another way to drive mutations towards a specific region of the state-space is, of course, the introduction of a selection mechanism, which we study in a separate work [3].
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