The extrema of an action principle for dissipative mechanical systems

Tongling Lin and Qiuping A. Wang

Laboratoire de Physique Statistique et Systèmes Complexes, ISMANS, LUNAM Université, 44, Avenue, F.A. Bartholdi, 72000, Le Mans, France.
IMMM, UMR CNRS 6283, Université du Maine, 72085 Le Mans, France

Abstract

A least action principle for damping motion has been previously proposed with a Hamiltonian and a Lagrangian containing the energy dissipated by friction. Due to the space-time nonlocality of the Lagrangian, mathematical uncertainties persist about the appropriate variational calculus and the nature (maxima, minima and inflection) of the stationary action. The aim of this work is to make numerical simulation of damped motion and to compare the actions of different paths in order to get evidence of the existence and the nature of stationary action. The model is a small particle subject to conservative and friction forces. Two conservative forces and three friction forces are considered. The comparison of the actions of the perturbed paths with that of the Newtonian path reveals the existence of extrema of action which are minima for zero or very weak friction and shift to maxima when the motion is overdamped. In the intermediate case, the action of the Newtonian path is neither least nor most, meaning that the extreme feature of the Newtonian path is lost. In this situation, however, no reliable evidence of stationary action can be found from the simulation result.

PACS numbers: 45.10.Db (Variational methods in classical mechanics), 45.20.Jj (Lagrangian mechanics), 47.10.Df (Hamiltonian mechanics), 45.20.dh (Energy conservation in classical mechanics)
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1 Introduction

The Least Action Principle (LAP)\cite{1}-\cite{4}, or the variational principle in general, for damped motion of dissipative mechanical systems is a longstanding question\cite{5, 6}. To our knowledge, the first application of variational calculus to damped motion dates back to Euler’s calculus in 1744 for the brachistochrone (shortest time) problem with friction\cite{7}. More recently, much effort has been focused on finding a Lagrangian function, or a LAP with vanishing first variation of the action to derive the equation of motion for dissipative systems\cite{5}-\cite{15}, including the proposition by Rayleigh of a ‘dissipative function’ \( D = \frac{1}{2} \zeta \dot{x}^2 \) to write \( \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) + \frac{\partial D}{\partial x} - \frac{\partial L}{\partial x} = 0 \), where \( \zeta \) is the drag constant in the Stokes law \( \vec{f}_d = -m\zeta \ddot{x} \) and \( m \) the mass of the damped body. Although the equation of motion is kept in a similar form as Lagrangian equation, LAP is not recovered since there is no a single Lagrangian for defining an action with vanishing first variation. Other major propositions include the Bateman approach\cite{11} to introduce complementary variables and equations, the definition of dissipative Lagrangian by multiplying the non dissipative one with an exponential factor \( \exp(\zeta t) \)\cite{12} where \( t \) is the time, the fractional derivative formulation\cite{13}, and the pseudo-Hamiltonian mechanics\cite{14} where a parameter was introduced to characterize the degree of dissipation. The reader is referred to the reviews in \cite{5, 6, 8, 13, 14} about the details of these propositions.

These solutions have considerably contributed to the development of variational calculus for dissipative mechanical systems. Nevertheless, some drawbacks persist. We can cite for instance the limited application to only some special systems and frictions, the non-uniqueness of the Lagrangian, the lack of energy connection of the Lagrangian and Hamiltonian, and the lose of the optimal character of action in general\cite{5, 6, 8}. In order to avoid these inconveniences and to recover the original elegance of the LAP, it is necessary to find a unique and universal Lagrangian function with close energy connection and without restriction to specific frictions for defining an generic action by time integral of that Lagrangian. The solution we have proposed\cite{16} is a Lagrangian constructed for an isolated total system which contains a moving body and its environment which are coupled to each other by friction. Although the damped body is a nonconservative system, the energy of the total system is conserved since energy is only transfered from the body to the environment. It can be expected that the macroscopic smooth motion (no thermal fluctuation considered) of this total Hamiltonian system may
be subject to a formalism of the LAP. The key step of the formulation was, for defining the action \( A = \int L dt \), to find a single and unique Lagrangian function \( L \) with close energy connection as the usual one (i.e., something like \( L = K - V \) with kinetic energy \( K \) and potential energy \( V \)). This is not that easy because a part of \( K \) and \( V \) of the moving body is transformed by the friction into other energy forms such as heat, acoustic or electromagnetic waves. It is still unknown how to include these forms of energy in the Lagrangian which, without considering this part of energy, may lose its kinship with the Hamiltonian \( H \), e.g., the Legendre transformation (see below) which plays an important role in the usual LAP formulation of Hamiltonian/Lagrangian mechanics.

In our proposition[16], this is solved thanks to a potential like expression of the relation between the friction force and the dissipated energy: the derivative of the latter with respect to the instantaneous position of the damped body yields the friction force. This Lagrangian could also be derived from the virtual work principle[16]. In this formulation of LAP for dissipative systems, the three major conventional formulations of Hamiltonian/Lagrangian mechanics, i.e., the Lagrangian, the Hamiltonian and the Hamilton-Jacobi equations, together with the Legendre transformation, are all preserved.

However, as will be shown below, the nonlocal expression of the dissipative energy makes the Hamiltonian and Lagrangian nonlocal in space and time, which yields an action functional with double time integral. This leaves an uncertainty about how to use the usual variational calculus which has always been applied to actions with local Lagrangian. Another matter of investigation is about the nature (maximum, minimum or inflection) of the possible stationarity of action. If the action of the optimal path is a minimum when there is no friction, does this minimum survive energy dissipation? If not, what will be the nature of the action stationarity?

In what follows, we will discuss in detail the problem coming from this nonlocality and describe the numerical simulation of damped motion as well as the results. The purpose of this simulation is to calculate the actions along the optimal path and many other variational paths created with tiny perturbations of the optimal one, and to see, by comparing the values of these actions, whether there are traces of stationary action and of the nature of the stationarity.
2 LAP for damped motion

LAP was originally formulated for Hamiltonian system, i.e., the Hamiltonian function $H = K + V$ satisfies the Hamiltonian equations[2]. The real trajectories between two given configuration points are prescribed by the LAP, a vanishing first variation $\delta A$ created by tiny perturbation of the trajectories[3]:

\[ \delta A = 0 \]  \hspace{1cm} (1)

where the action $A = \int_0^T L dt$ is a time integral of the Lagrangian $L = K - V$ on the trajectory from a point $a$ to a point $b$ over a fixed time period $T$ (suppose $t_a = 0$ and $t_b = T$). One of the important results of this variational calculus is the Euler-Lagrange equation given by[3] (for one freedom $x$)

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) - \frac{\partial L}{\partial x} = 0 \]  \hspace{1cm} (2)

where $\dot{x}$ is the velocity. In many cases when $H$ and $L$ do not depend on time explicitly, a Hamiltonian system is energy conservative. However, for damped motion with friction force $f_d$, the above equation becomes $\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) - \frac{\partial L}{\partial x} = f_d$

which is equivalent to write $\int_0^T (\delta L + f_d \delta x) dt = 0$, meaning that Eq.(2), with a unique single Lagrangian function defining $A$, is lost.

The solution[16] we proposed is to consider a whole system including the damped body and its environment coupled to each other by a dissipative force. This whole system has a total Hamiltonian $H = K + V + H_i + H_e$ at time $t$ where $H_i$ is the interaction energy between the moving body and its environment, $H_e = H_0 + E_d$ is the total energy of the environment, $H_0$ is its energy at the initial moment of the motion and $E_d$ the energy dissipated by the friction force from the body to the environment from the initial moment ($t = 0$) to the present moment $t$. Since the variation only concerns the period $(0 \leq t \leq T)$, $H_0$ is a constant and can be dropped from the variational calculus. On the other hand, the energy $H_i$, responsible for the friction law, is determined by the coupling mechanism between the moving body and the parts of the environments that are the closest to the body-environment interface. If this interface (body’s shape and size, body-environment distance, nature of the closest parts of the environment etc) and the friction law do not change significantly during the considered period, the interaction mechanism should not change with the virtual variation of paths. So $H_i$ can also be neglected in the calculus. Consequently, for the variational calculus, we only
consider the effective Hamiltonian $H = K + V + E_d$ and Lagrangian $L = K - V - E_d$. $E_d$ is given by the negative work of the friction force $\vec{f}_d = -f_d \vec{k}$ from $a$ to a position $x(t)$ along the path $s = s(t)$ ($0 \leq t \leq T$) where $\vec{k}$ is a unitary vector indicating the direction of the motion at a point $s(t)$ and the magnitude of the friction force $f_d$ can be any function of time, position and velocity. It reads

$$E_d = - \int_{x_a}^{x(t)} \vec{f}_d \cdot d\vec{s}(\tau) = \int_0^{x(t)} f_d \vec{k} \cdot ds(\tau) \vec{k}$$

$$= \int_0^{x(t)} f_d \cdot ds(\tau) = \int_0^t f_d(\tau) \dot{s}(\tau) d\tau$$

where $\tau$ is any time moment between $t_a = 0$ and $t$, $d\vec{s}(\tau) = \vec{s}(\tau)d\tau$ a small displacement along $s$ at time $\tau$ with $\dot{s}(\tau) = ds(\tau)/d\tau$. $E_d$ depends on both the past trajectory and the present instantaneous position $x(t)$. Hence Eq. (3) is a space-time nonlocal expression of $E_d$. The action has been given by

$$A = \int_0^T (K - V - E_d) dt.$$  

Due to the non locality of $E_d$, both $H$ and $L$ defined above are non local. The variational calculus will in this case need more attention than with the usual local Lagrangian.

Fig.1 illustrates a variation operation over the entire optimal path (thick line) from the point $a$ to the end point $b$. Let $\delta(t)$ be the variation on the position at time $t$, with $\delta(a) = \delta(b) = 0$. In the conventional calculus, the local Lagrangian undergoes only a variation at $t$ produced by the position variation $\delta x(t)$ in the Lagrangian, i.e., $\delta A = \int_0^T [L(x + \delta x(t), \dot{x} + \delta \dot{x}(t), t) - L(x, \dot{x}, t)] dt$. The whole variation over the entire path is then taken into account through the time integral from $a$ to $b$. Now with the non local action of Eq. (4), it seems logical to consider the variation $\delta x(\tau)$ at the moment $\tau$ before $t$ since it may change $E_d$.

This calculus, using both $\delta x(t)$ and $\delta x(\tau)$, is shown in the Appendix. It results in a wrong equation of motion. Two reasons are possible for this failure: either $\delta A = 0$ is not true, or the calculus is not appropriate. One may prefer the calculus in view of its mathematical rigor. But a doubt about its physical validity can arise. Indeed, considering $\delta x(\tau)$ means considering the influence of a prior event at time $\tau$ on a later motion at time $t$. Naturally, if
Figure 1: Illustration of an exaggerated variation operation over the entire optimal path (thick line) from the point $a$ to the end point $b$.

the path at $\tau$ is changed a little bit, the work of the friction force will change. This variation of dissipative energy at a previous moment may produce variation of the energy at a later moment if the conservation of energy of the total system is taken into account as a constraint of the variational calculus. However, energy conservation is not a constraint in this version of LAP using the action defined with Lagrangian\cite{2,9}, meaning that the consideration of the variation at time $\tau$ to derive the equation of motion of a later moment $t$ is questionable.

In reality, the energy of the total system is conserved, hence $H = K + V + E_d$ is a constant. This fact can indeed be used as a constraint of variational calculus, as has been done in the usual calculus using Maupertuis action instead of Lagrangian action\cite{2,9}. We have followed this line in \cite{16} and shown that the minimization of the Maupertuis action $A_M = \int_a^b pdx = \int_a^b 2Kdt$ ($p$ is momentum $p = m\dot{x}$) gave rise to the correct equation of damped motion \cite{19}

$$m\ddot{x} = -\frac{\partial(V + E_d)}{\partial x} = -\frac{\partial V}{\partial x} - m\zeta \dot{x}. \quad (5)$$
There is no problem of non locality because $p$ and $K$ are local and the variation $\delta K = -\delta(V + E_d)$ only takes place at $t$.

It is well known that the least Maupertuis action $\delta A_M = 0$ with the constraint of energy conservation is equivalent to the least Lagrange action $\delta A = 0$ with the constraint of constant duration of motion, as long as the Legendre transformation $L = p\dot{x} - H$ is valid[9]. The reasoning is straightforward. From the definition of $A$ and $A_M$ and the Legendre transformation, we have $A = A_M - \bar{H}T$ and the following variational calculus $\delta A + \bar{H}\delta T = \delta A_M - T\delta \bar{H}$ where $\bar{H} = \frac{1}{T} \int_0^T Hdt$ is the time average of the Hamiltonian along the path. This variational relation implies that $\delta A_M = 0$ with energy conservation along the path $\delta \bar{H} = 0$ is equivalent to the LAP $\delta A = 0$ with fixed duration of motion $\delta T = 0$. This equivalence means that $\delta A_M = 0$ and $\delta A = 0$ should correspond, under different constraints, to the same equation of motion. This is one of the elements that advocate in favor of the LAP for dissipative systems with $A = \int_0^T Ldt$ where $L = K - V - E_d$ can be derived from the Legendre transformation $L = p\dot{x} - H$.

Coming back to the calculus with non local Lagrangian, without energy conservation as constraint, a prior variation of path and the concomitant energy change cannot influence later variation of energy and action. From physical point of view, the energy $E_d$ has already been transformed into other forms of energy in the surroundings. Its variation prior to $t$ can modify the surrounding’s motion but not the instantaneous motion of the body at $t$ if the feedback from the surrounding onto the body (heating, acoustic or electromagnetic chocks) is neglected as we have assumed[16].

For the above reasons, we have considered only the variation at $t$ and derived Eq.(5) from $\delta A = 0$. It was also shown that this approach was supported by the virtual work principle and by a differential version of LAP[16]. The argument of the differential LAP is the following. If $A$ is a minimum over the entire optimal path between, the same must be true over any infinitesimal segment of the trajectory, i.e., the time integral of $L$ over a tiny segment must be a minimum whatever its length is. If not, we can always play with this segment to make $A$ smaller than its minimal value along the optimal path. One can therefore choose any segment on the optimal path and make a small variation of it $\delta x(t)$, without making variation elsewhere. This operation avoids the problem of a prior variation before or after $t$, and obviously leads to Eq.(5).

Summarizing the above discussion, it seems physically reasonable to remove the variation of the action $A$ due to $\delta x(\tau)$ in spite of the seemingly
rigorous calculus considering $\delta x(\tau)$ presented in the Appendix. A possible technique of verification of this choice is to make numerical simulation of damped motion and to calculate the action $A$ along the optimal path given by Newtonian equation and many other perturbed paths around the optimal one. Since the perturbations are of arbitrary magnitude, the perturbed paths can be considered as paths undergoing variations. The comparison of the values of the action $A$ should reveal whether or not it is likely for the optimal path to have action extrema, what is their nature (maximum, minimum or inflection) and how they evolve with dissipation. A priori, we can do this for both $A$ and $A_M$. However, the variation of $A_M$, as mentioned above, needs the constraint of fixed Hamiltonian and the arbitrary duration of motion $T$ between two given points $a$ and $b$. This constraint is more difficult to produce in the numerical simulation than with fixed $T$ and arbitrary Hamiltonian for the variation with $A$. In this latter case, the perturbation is just created randomly at each step of the motion. The number of steps of the discrete motion is the same for all the paths, which is easy to produce with iterative computation. Hence the action $A$ defined with the Lagrangian $L = K - V - E_d$ is used throughout this work.

3 Optimal path and action with constant force and Stokes’ drag

The first case we consider is a small particle of mass $m = 1.39 \times 10^{-6}$ kg subject to a constant force $f = mg$ where $g = 10 \text{ m/s}^2$. The friction is given by the Stokes’ drag, i.e., $f_d = m \zeta \dot{x}$, where $\zeta$ is the drag constant. The optimal path corresponding to $\delta A = 0$ or given by Eq. (5) is $x(t) = \frac{g}{\zeta} (1 - e^{-\zeta t}) - \frac{2}{\zeta} t$ for $x(0) = 0$ and $\dot{x}(0) = 0$. The optimal action $A_{op} = \int_0^T \left( \frac{m}{2} \dot{x}^2 - mgx - m \zeta \int_0^t \dot{x}^2 d\tau \right) dt$ can be calculated analytically:

$$A_{op} = \frac{mg^2}{\zeta^2} \left( -\frac{1}{2 \zeta} e^{-2\zeta T} + \frac{2}{\zeta} e^{-\zeta T} - \frac{3}{2} \zeta + T \right) \tag{6}$$

whose $\zeta$ and $T$ dependence are shown in Fig. 2 and Fig. 3, respectively. The usual action $A_0 = \int_0^T \left( \frac{m}{2} \dot{x}^2 - mgx \right) dt$ is given by

$$A_0 = \frac{mg^2}{\zeta^2} \left( -\frac{1}{4 \zeta} e^{-2\zeta T} + \frac{1}{4 \zeta} - \frac{1}{2} T + \frac{1}{2} \zeta T^2 \right). \tag{7}$$
For $\zeta = 0$, $A_0 = \frac{1}{3}mg^2T^3$ as expected. If we define $A_d = \int_0^T E_d dt = m\zeta \int_0^T \dot{x}^2 d\tau dt$ as the dissipative action, it is given by

$$A_d = \frac{mg^2}{\zeta^2} \left( \frac{1}{4}\zeta e^{-2\zeta T} - 2\zeta e^{-\zeta T} + 7 \cdot \frac{3}{2} T + \frac{1}{2} \zeta T^2 \right)$$

which becomes $A_d \approx \frac{1}{12}mg^2\zeta T^4$ for small $\zeta$ and tends to zero for $\zeta \to 0$ when $T$ is finite and fixed. Notice that $A_{op} = A_0 - A_d$. When $\zeta$ and $T$ are sufficiently small, so that $A_d$ can be negligible, $A_{op} = \frac{1}{3}mg^2T^3 = A_0$.

For large $\zeta$ (10$^4$ s$^{-1}$ for example as the particle is in glycerin at ambient conditions) and moderate $T$ (larger than, say, 1 s), the actions become $A_0 \approx \frac{mg^2}{\zeta^2}(-\frac{1}{2}T + \frac{1}{2}\zeta^2 T)$, $A_d \approx \frac{mg^2}{\zeta^2}(-\frac{3}{2}T + \frac{1}{2}\zeta T^2)$ and $A_{op} \approx \frac{mg^2}{\zeta^2}T$, which all decrease with increasing $\zeta$ and increase with increasing duration of motion $T$. $A_{op}$, $A_0$ and $A_d$ are numerically calculated along the optimal path. The particle moves from the initial point to the final point during the time interval $T = n_s\delta t = 1$ s where $n_s = 1000$ is the number of steps and $\delta t = 10^{-3}$ s is the time increment of each step. The results are shown in Fig.2 and Fig.3.

The sharp drop in $A_{op}$ and $A_0$ is first due to the increase of $A_d$ (before its maximum) around $\zeta = 1$ s$^{-1}$ and then to the decrease of the velocity $\dot{x}(t) = \frac{2}{\zeta}(e^{-\zeta t} - 1)$ with increasing $\zeta$ for given $t$. The drop point $\zeta_c$ can be estimated by $\zeta_c T = 1$, as expected from the exponential factors in Eqs.(6) to (8). The reader will find later that this point can be seen as a characteristic point in the change of nature of the extrema of action.

## 4 Transition of extrema of action

At this stage, it is not yet clear whether the vanishing first variation $\delta A = 0$ yields a minimum, maximum or an saddle point action $A_{op}$. We know that when $A_{op} \approx A_0$ or $A_d \to 0$, the optimal action $A_{op}$ is a least one in this case of linear potential. The question is whether this minimum holds for any $\zeta$ and $T$ and how eventually it changes with these parameters. We propose in this work to investigate this matter by comparing the actions calculated along a large number of paths created by arbitrary variation from the optimal one. In the simulation algorithm, the arbitrary variation of position is made at each step of the motion by using a Gaussian distributed random displacements superposed on the optimal path $x(t)$ according to $x'_i = x'_{i-1} + \chi_i + x(t_i) - x(t_{i-1})$ where $\chi_i$ is the Gaussian random displacement at the
Figure 2: $\zeta$ dependence of the actions for the optimal path with $T = 1\text{ s}$ (for $n_s = 1000$ steps with $10^{-3}\text{ s}$ each step). $A_{op} = A_0 - A_d$ is the optimal action (solid line), $A_0$ is the usual action (dashed line), $A_d$ is the dissipative part of the action (dot dashed line). The drop point $\zeta_c$ can be estimated by $\zeta_c T = 1$. The inset is a zoom of the zone around $\zeta_c$ in double logarithm plot.

step $i$ and $i = 1, 2...n_s$. A perturbed path is then a sequence of variations of position $\{x'_0, x'_1, x'_2, \cdots, x'_{n_s}\}$. The magnitude of the perturbation of position at each step can be controlled by the standard deviation $\sigma$ of the Gaussian distribution. Vanishing perturbation of the optimal path can be obtained with vanishing $\sigma$. Examples of these perturbed paths can be seen in Fig.4. These paths are sufficiently smooth and their number of steps $n_s$ is sufficiently large in order to calculate reliable velocity, energy, action and dissipative energy etc. The actions are calculated with different damping coefficient, duration of motion and $\sigma$ to see how the stationarity of action evolves with these parameters.

In each simulation with given $\zeta$, $T$ and $\sigma$, we create about 100 paths and calculate their actions. An example of the comparison of the actions is shown in Fig.5 (a), (b) and (c) for $\zeta = 0.1$, $\zeta = 1$ and $\zeta = 10$, respectively. The duration of motion is $n_s = 1000$ steps with $\delta t = 10^{-3}\text{ s}$ each step ($T = 1\text{ s}$). In (a), the optimal path (dot) has the smallest action $A_{op}$ among all the created paths (circles). In (b) $A_{op}$ is in the middle action range. In (c) $A_{op}$
Figure 3: $T$ dependence of the actions for the optimal path with $\zeta = 1 \text{ s}^{-1}$, where $A_{op} = A_0 - A_d$ is the optimal action (circles), $A_0$ is the usual action (squares), $A_d$ is the dissipative part of the action (stars).

becomes the largest action. So as $\zeta$ increases, there is an obvious transition of the stationary $\delta A = 0$ from minimum regime (a) to maximum regime (c) in passing by a saddle point regime (b). In order to be sure of these results, we repeated the simulation with different values of $\zeta$ (from 0 to $10^{10}$ s$^{-1}$), $T$ (from $10^{-4}$ to 100 s) and $\sigma$ (from $10^{-10}$ to $10^{-3}$ m). The results are similar to those of Fig. 5.

To characterize this evolution, a quantity $\Delta A = \frac{\bar{A} - A_{op}}{|\bar{A}| + |A_{op}|}$ is defined where $\bar{A}$ is the average action over all the paths. This quantity is positive when $A_{op}$ is smaller than $\bar{A}$, negative when $A_{op}$ is larger than $\bar{A}$, and zero when $A_{op}$ is equal to $\bar{A}$. Fig. 5(d) shows the $\zeta$ dependence of $\Delta A$ which can be characterized by a point $\zeta_c$ which is determined by $\bar{A} = A_{op}$. The $T$-dependence of $\zeta_c$ is depicted in Fig. 6. It can be approximated by $\zeta_c T = 1$. Hence $A_{op}$ is in the minimum (maximum) regime for $\zeta$ much smaller (larger) than $\zeta_c$, and in the saddle point regime for $\zeta \approx \zeta_c$.

For given $\zeta$, the evolution of extrema $\delta A = 0$ is a function of the duration of motion $T$. The characteristic point $T_c$ for $\Delta A = 0$ can be approximately determined with $\zeta T_c = 1$, as shown in Fig. 7 which reveals that the three regimes of the evolution of extrema can be characterized by $\zeta T << 1$ (min-
Figure 4: Samples of the different paths created randomly around the optimal path (thick line) given by the solution of Eq. (5) for a small particle moving between two fixed points in linear potential (constant force) and a viscous medium with Stokes’ drag constant $\zeta = 0.1 \text{ s}^{-1}$. The motion lasts $T = 1 \text{ s}$ with $n_s = 1000$ steps and $\delta t = 10^{-3} \text{ s}$ each step.

Further study with different $T$, $\zeta$ and $\sigma$ revealed that this evolution of extrema begins by the lose of the least action whenever $\zeta$ is different from zero. For arbitrarily small $\zeta$, we could always find a $\sigma$ sufficiently small to create paths having smaller actions than $A_{op}$ of the optimal path. For example, Fig. 5 (a) was created with $\zeta = 0.1 \text{ s}^{-1}$ and $\sigma = 0.1 \text{ mm}$. If we use $\sigma = 1 \text{ nm}$, other circles below the dot will appear. In other words, the least action $\delta A_0 = 0$ for non dissipative systems is definitely lost whenever $A_d$ and $\delta A_d$ are nonzero. However, very small $\sigma$ produces so small perturbations of the optimal path and all the perturbed paths are so close to each other that they can be considered as in the set of the optimal paths. Therefore, from practical point of view, for very small $\zeta$, $\delta A \approx \delta A_0 = 0$ is a minimum and determines the set of optimal paths which have the smallest actions among all the possible paths with arbitrary perturbations.

Similar discussion can be made for the maximum regime illustrated in
Fig. 5 (c). For arbitrarily large \( \zeta \) (10\(^{10}\) s\(^{-1}\) for instance), we could always find sufficiently small \( \sigma \) (10\(^{-10}\) m for instance) to create paths having larger action than \( A_{op} \) (circles above the dot). But these paths are so close to the optimal one that they can be considered as the set (bundle) of paths having the largest action. In this sense, it is sure that \( \delta A = 0 \) is a maximum for large \( \zeta \) or overdamped motion.

5 Other forces

From the above results, it is clear that the transition of extrema of action from minimum to maximum is caused by the increasing dissipative energy \( E_d \) or its time integral \( A_d \). In principle, whenever \( A_d \) is no more negligible with respect to \( A_0 \), the minimum action is lost, and when \( A_d \) approaches \( A_0 \), the maximum action occurs as can be seen from Fig. 2, 3 and 5.

From this point of view, similar transition of extrema of action is expected for other friction and conservative forces. We have made simulations for the above system (subject to constant conservative force) damped by constant friction and the quadratic drag \( f_d = m\zeta \dot{x}^2 \), as well as for harmonic oscillator damped by Stokes’ drag. All these cases have similar evolution of extrema from minimum to maximum as shown in Fig. 5 (a), (b) and (c), i.e., the optimal action \( A_{op} \) undergoes a transition from minimum to maximum as the motion goes from underdamped state to overdamped state. The maxima of the optimal action in the overdamped regime are shown in Fig. 8.

6 Concluding remarks

The question we want to answer in this work is whether or not an action, defined with the Lagrangian \( L = K - V - E_d \) for dissipative systems where \( E_d \) is the energy dissipated by friction, is stationary for the path of Newtonian equation of motion. The context is the absence of definitive answer from the calculus of variation, a consequence of the non locality of \( E_d \) depending on the history of the motion. The main part of this work is a study of the stationarity of the action by numerical simulation of the damped motion along the optimal path (solution of Newtonian equation) and along many perturbed paths around the optimal one. These perturbed paths can be considered as the paths with arbitrary variations. In other words, this is
a numerical simulation of variational calculus to show the possible minima, maxima and inflection points of that action.

The simulation is made for a particle subject to constant conservative force and harmonic force, combined with three friction forces: constant friction, Stokes’ drag and quadratic drag. The comparison of the action values of different paths reveals that the minimum action $A_{op}$ of the optimal path persists in the case of weak dissipation, and is replaced by maximum action in the case of strong dissipation. Hence the extrema $\delta A_{op} = 0$ of the optimal path in the underdamped and overdamped cases are confirmed by the numerical simulation. More precisely, when the dissipative energy is negligible (underdamping), the family of the Newtonian optimal paths (a sufficiently thin tube containing the solution of the Newtonian equation) has, as expected, the smallest action. When the dissipative energy is large enough (overdamping), this family of paths has the largest action.

However, there is no clear evidence for the stationarity $\delta A_{op} = 0$ in the intermediate case, the simulation result showing only that $A_{op}$ is neither a minimum nor a maximum. Its rank among all the calculated actions shifts from minimum to maximum with increasing dissipated energy. It is expected that, for $A_{op}$ to be a inflection point, the slope of the curve in the vicinity of the dot (optimal path) in Fig.5 (b) is vanishing with very small $\sigma$, i.e., the action variation is vanishing when the perturbation of the optimal path is vanishingly small. We have checked this slope with very small variation such as, for instance, $\sigma = 10^{-10}$ m for a path of several meters in length. But the slope is not vanishing. However, the inflection point of stationary action in the case of intermediate friction is supported by the following reasoning on the basis of the action extrema in the underdamped and overdamped cases. These extrema implies that, to derive the Newtonian equation from LAP $\delta A_{op} = 0$, it is necessary not to consider the variation $\delta x(\tau)$ in the variational calculus (see appendix). In this case, the optimal path with intermediate friction, as a solution of the Newtonian equation, necessarily has $\delta A_{op} = 0$ corresponding to an inflection point of action. In any case, the verification of this action inflection by numerical simulation is one of the matters of investigation in the future.

This work is only carried out with two conservative forces and three frictions. Hence the conclusion of this work is restrictive. To confirm completely the least action principle with the new action for dissipative systems, it will be necessary to check it with variational calculus and to confirm it with as many conservative and frictional forces as possible. Concerning the calculus
of variation presented in the appendix, we think that some constraints of variation may be necessary for it to be useful.

Finally, it is worth noticing that the transition of the action stationarity from minimum to maximum with increasing dissipation is a specific behavior of the motions considered in the present work. The reason is that the optimal paths of these motions all have minimum action when there is no dissipation ($\zeta = 0$). It will be interesting to see the evolution of the action stationarity when the action of the optimal path with zero dissipation is a maximum or an inflection, cases frequently observed in many mechanical systems[20].
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Appendix

The dissipative action being defined by $A = \int_0^T (K - V - E_d)dt$ with $E_d = \int_0^T f_d(\tau)dx(\tau)$ or $E_d = \int_0^T f(\tau)d\tau$ and $f = f_d(\tau)\dot{x}(\tau)$. The “global” variational calculus, illustrated in Fig.1, which consists in considering both the variation $\delta x(t)$ and the antecedent $\delta x(\tau)$, is given by

$$\delta A = \int_0^T \delta(K - V - E_d)dt,$$

where the first part will be denoted by $\delta A_0 = \int_0^T \delta(K - V)dt$ (without dissipative energy) which is

$$\delta A_0 = \int_0^T \left[ \frac{\partial(K - V)}{\partial x(t)} \delta x(t) + \frac{\partial(K - V)}{\partial \dot{x}(t)} \delta \dot{x}(t) \right] dt$$

in which the variations $\delta x(t)$ and $\delta \dot{x}(t)$ only take place at time $t$. Integrating the second term by parts and using the boundary conditions $\delta x(0) = \delta x(T) = 0$, we get

$$\delta A_0 = \frac{\partial(K - V)}{\partial \dot{x}(t)} \delta x(t) \bigg|_0^T + \int_0^T \left[ \frac{\partial(K - V)}{\partial x(t)} - \frac{d}{dt} \left( \frac{\partial(K - V)}{\partial \dot{x}(t)} \right) \right] \delta x(t) dt$$
\[ \int_0^T \left[ \frac{\partial(K - V)}{\partial x(t)} - \frac{d}{dt} \left( \frac{\partial(K - V)}{\partial \dot{x}(t)} \right) \right] \delta x(t) dt. \]

The second part of the total variation \( \delta A \) will be denoted by \( \delta A_d = \int_0^T \delta E_d dt \) which is given by

\[ \delta A_d = \int_0^T \int_0^t \left[ \frac{\partial f}{\partial x(\tau)} \delta x(\tau) + \frac{\partial f}{\partial \dot{x}(\tau)} \delta \dot{x}(\tau) \right] d\tau dt \]

where the variations \( \delta x(\tau) \) and \( \delta \dot{x}(\tau) \) take place at time \( \tau \).

Now let us make an integration by parts with respect to \( \tau \) of the term containing \( \delta \dot{x}(\tau) \). The result is

\[ \delta A_d = \int_0^T \left[ \int_0^t \frac{\partial f}{\partial x(\tau)} \delta x(\tau) d\tau + \frac{\partial f}{\partial \dot{x}(\tau)} \delta x(\tau) \bigg|_0^t - \int_0^t \frac{d}{d\tau} \left( \frac{\partial f}{\partial \dot{x}(\tau)} \right) \delta x(\tau) d\tau \right] dt \]

Due to the boundary condition \( \delta x(0) = 0 \), the first term is equal to \( \int_0^T \frac{\partial f}{\partial \dot{x}(t)} \delta x(t) dt \).

Making an integration by parts of \( \int_0^t \left[ \frac{\partial f}{\partial x(\tau)} - \frac{d}{d\tau} \left( \frac{\partial f}{\partial \dot{x}(\tau)} \right) \right] \delta x(\tau) d\tau \) with respect to \( t \), \( \delta A_d^{(2)} \) turns out to be

\[ \delta A_d = \int_0^T \frac{\partial f}{\partial \dot{x}(t)} \delta x(t) dt + \left\{ t \int_0^t \left[ \frac{\partial f}{\partial x(\tau)} - \frac{d}{d\tau} \left( \frac{\partial f}{\partial \dot{x}(\tau)} \right) \right] \delta x(\tau) d\tau \right\} \bigg|_0^T \]

\[ - \int_0^T t \frac{d}{dt} \left\{ \int_0^t \left[ \frac{\partial f}{\partial x(\tau)} - \frac{d}{d\tau} \left( \frac{\partial f}{\partial \dot{x}(\tau)} \right) \right] \delta x(\tau) d\tau \right\} dt \]

\[ = \int_0^T \frac{\partial f}{\partial \dot{x}(t)} \delta x(t) dt + T \int_0^T \left[ \frac{\partial f}{\partial x(\tau)} - \frac{d}{d\tau} \left( \frac{\partial f}{\partial \dot{x}(\tau)} \right) \right] \delta x(\tau) d\tau \]

\[ - \int_0^T t \left[ \frac{\partial f}{\partial x(t)} - \frac{d}{dt} \left( \frac{\partial f}{\partial \dot{x}(t)} \right) \right] \delta x(t) dt. \]

Replacing \( \tau \) in the second integral by \( t \), we get:

\[ \delta A_d = \int_0^T \left\{ \frac{\partial f}{\partial \dot{x}(t)} + (T - t) \left[ \frac{\partial f}{\partial x(t)} - \frac{d}{dt} \left( \frac{\partial f}{\partial \dot{x}(t)} \right) \right] \right\} \delta x(t) dt. \]
Finally, \( \delta A = \delta A_0 - \delta A_d \) is given by

\[
\delta A = \int_0^T \left\{ \frac{\partial (K - V)}{\partial x(t)} - \frac{d}{dt} \left( \frac{\partial (K - V)}{\partial \dot{x}(t)} \right) \right\} \delta x(t) dt
- \int_0^T \left\{ \frac{\partial f}{\partial \dot{x}(t)} + (T - t) \left[ \frac{\partial f}{\partial x(t)} - \frac{d}{dt} \left( \frac{\partial f}{\partial \dot{x}(t)} \right) \right] \right\} \delta x(t) dt.
\]

The least action principle \( \delta A = 0 \) implies:

\[
\frac{\partial (K - V)}{\partial x} - \frac{d}{dt} \left( \frac{\partial (K - V)}{\partial \dot{x}} \right) - \frac{\partial f}{\partial x} - (T - t) \left( \frac{\partial f}{\partial x} - \frac{d}{dt} \left( \frac{\partial f}{\partial \dot{x}} \right) \right) = 0.
\]

This equation is not a correct Newtonian equation of motion. For example, with Stokes’ drag \( f_d = m\zeta \dot{x} \), the above equation becomes

\[
m\ddot{x} = -\frac{\partial V}{\partial x} - 2m\zeta \dot{x} + 2(T - t)m\zeta \ddot{x}.
\]

This is not the expected equation of motion Eq.(5). The extra terms are

\[
-m\zeta \dot{x} + 2(T - t)m\zeta \ddot{x}
\]

which are not vanishing, in general, for arbitrary dissipation \( \zeta \) and duration of motion \( T \).

It should be noticed that the Newtonian equation is simply \( \frac{\partial (K - V)}{\partial x} - \frac{d}{dt} \left( \frac{\partial (K - V)}{\partial \dot{x}} \right) - f_d = 0 \), and that, from the above calculus, all the extra terms

\[
f_d - \frac{\partial f}{\partial x} - (T - t) \left( \frac{\partial f}{\partial x} - \frac{d}{dt} \left( \frac{\partial f}{\partial \dot{x}} \right) \right)
\]

come from the consideration of the variations \( \delta x(\tau) \) and \( \delta \dot{x}(\tau) \) at time \( \tau \) prior to the current moment \( t \) of the motion. If only \( \delta x(t) \) and \( \delta \dot{x}(t) \) are considered, the Newtonian equation will be a consequence of \( \delta A = 0 \).
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The usual variational calculus with Maupertuis action is as follows

\[ \delta A_M = \delta \int_a^b p \, dx = \int_a^b (\delta p \, dx + p \delta dx). \]

Substitute \( dx = \dot{x} \, dt \) for \( dx \), the first term becomes \( \delta (\frac{p^2}{2m}) \, dt \) and the second term becomes \( -m \dot{x} \delta x \, dt \) through the time integration by part of \( \delta \dot{x} \) under the condition \( \delta x(a) = \delta x(b) = 0 \). The total energy conservation at the moment \( t \) of the variation means \( \delta H = \delta (\frac{p^2}{2m}) + \frac{\partial V_1}{\partial x} \delta x + \frac{\partial E_d}{\partial x} \delta x = 0 \) or \( \delta (\frac{p^2}{2m}) = -\frac{\partial V_1}{\partial x} \delta x - \frac{\partial E_d}{\partial x} \delta x \). Finally, we have

\[ \delta A_M = \int_0^T \left[ -\frac{\partial V_1}{\partial x} - \frac{\partial E_d}{\partial x} - m \ddot{x} \right] \, \delta x \, dt \]

which implies that the Maupertuis principle \( \delta A_M = 0 \) necessarily leads to the Newtonian equation of damped motion:

\[ m \ddot{x} = -\frac{\partial (V_1 + E_d)}{\partial x} = -\frac{\partial V_1}{\partial x} - f_d \]

where we have used

\[ f_d = \frac{\partial E_d}{\partial x} = \frac{\partial}{\partial x} \int_{x_a}^x f_d \, ds \]

according to the second fundamental theorem of calculus (http://mathworld.wolfram.com/SecondFundamentalTheoremofCalculus.html).
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Figure 5: Illustration of the transition of extrema by comparison of the action of the optimal path (dots) with the actions of other paths (circles) created by random perturbation of optimal one. The number of steps is $n_s = 1000$ with $\delta t = 10^{-3}$ s each step ($T = 1$ s). (a) For $\zeta = 0.1$ s$^{-1}$, (b) for $\zeta = 1$ s$^{-1}$ and (c) for $\zeta = 10$ s$^{-1}$. All calculations were made with an amplitude of variation $\sigma = 0.1$ mm for a total displacement of about 5 m during $T$. (d) $\zeta$ dependence of the quantity $\Delta A = \frac{\bar{A} - A_{op}}{|A| + |A_{op}|}$ where $\bar{A}$ is the average action over all the paths. $\Delta A$ can be used to characterize the evolution of extrema of $A$ in three regimes: the minimum regime ($\Delta A > 0$), the maximum regime ($\Delta A < 0$) and the saddle point regime around $\Delta A = 0$ for $\zeta T \approx 1$. 
Figure 6: $T$ dependence of the characteristic value $\zeta_c$ which decreases with increasing $T$. It can be approximated by $\zeta_c T = 1$.

Figure 7: $T$ dependence of the quantity $\Delta A$ for $\zeta = 1 \text{ s}^{-1}$ and $\delta t = 10^{-3} \text{ s}$. The characteristic point $T_c$ of the evolution can be approximated by $T_c = 1/\zeta$. 
Figure 8: Comparison of the action of the optimal path (dot) with the actions of the perturbed paths (circles) for 3 overdamped motions: (a) with constant conservative force damped by constant friction \( f_d = m\zeta \), where \( \zeta = 9.99 \text{ ms}^{-2} \) and \( \sigma = 0.1 \text{ mm} \); (b) with constant conservative force damped by the quadratic drag \( f_d = m\dot{x}^2 \), where \( \zeta = 1 \text{ m}^{-1} \) and \( \sigma = 0.1 \text{ mm} \); and (c) with harmonic oscillator damped by Stokes’ drag, where \( \zeta = 1.1 \text{ s}^{-1} \) and \( \sigma = 0.1 \text{ mm} \). The number of steps is \( n_s = 1000 \) with \( \delta t = 10^{-3} \text{ s} \) each step (\( T = 1 \text{ s} \)). In all three cases, the action of the Newtonian path (dot) is a maximum while it was a minimum for small \( \zeta \) (not shown here). The \( \zeta \)-dependent transition of extrema is similar to Fig.5.