INFERRING THE GRAVITATIONAL POTENTIAL OF THE MILKY WAY WITH A FEW PRECISELY MEASURED STARS
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Abstract

The dark matter halo of the Milky Way is expected to be triaxial and filled with substructure. It is hoped that streams or shells of stars produced by tidal disruption of stellar systems will provide precise measures of the gravitational potential to test these predictions. We develop a method for inferring the Galactic potential with tidal streams based on the idea that the stream stars were once close in phase space. Our method can flexibly adapt to any form for the Galactic potential: it works in phase-space rather than action-space and hence relies neither on our ability to derive actions nor on the integrability of the potential. Our model is probabilistic, with a likelihood function and priors on the parameters. The method can properly account for finite observational uncertainties and missing data dimensions. We test our method on synthetic data sets generated from N-body simulations of satellite disruption in a static, multi-component Milky Way, including a triaxial dark matter halo with observational uncertainties chosen to mimic current and near-future surveys of various stars. We find that with just eight well-measured stream stars, we can infer properties of a triaxial potential with precisions of the order of 5%–7%. Without proper motions, we obtain 10% constraints on most potential parameters and precisions around 5%–10% for recovering missing phase-space coordinates. These results are encouraging for the goal of using flexible, time-dependent potential models combined with larger data sets to unravel the detailed shape of the dark matter distribution around the Milky Way.
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1. INTRODUCTION

Early large-scale, cosmological simulations of galaxy formation in the ΛCDM paradigm suggested that the spherically averaged density profiles of dark matter halos follow a universal profile across a large dynamic range in mass (Navarro et al. 1996). Since then, higher-resolution simulations—both with and without baryons—have produced dark matter halos that (1) are permeated with substructure on many scales, (2) are triaxial in shape, and (3) have shapes and orientations that vary with radius (Dubinski & Carlberg 1991; Jing & Suto 2002; Kuhlen et al. 2007; Vera-Ciro et al. 2011). Dark-matter-only simulations produce triaxial halos (Jing & Suto 2002) with significant density fluctuations (Zemp et al. 2009). The inclusion of baryons tends to soften the triaxiality and graininess in the inner galaxy through a combination of dissipative infall (Dubinski 1994) or cooling (Bryan et al. 2013). These processes combined with the gravity from a baryonic disk or ellipsoid can act to make the inner halo more oblate or spherical, however, they do not seem to erase the clumpy, triaxial nature of the outer halo (e.g., Pontzen & Governato 2012). This can lead to radically dependent axis ratios, orientation, and smoothness, and suggests that the true mass distributions around Milky-Way-like galaxies are not easily represented by simple, time-independent potentials. Methods that seek to measure the gravitational potentials around such galaxies must be flexible enough to handle generic potential forms where finding simple analytic approximations or computing actions may not be possible.

The bulk of the baryonic matter in galaxies spans roughly 5%–10% of the spatial extent of the host dark matter halo. Hence, the brightest and most easily observable components of a galaxy are sensitive to the inner portion of the host halos mass distribution. For example, the rotation curves of disk galaxies trace the inner mass with exquisite sensitivity since matter in disks can be assumed to move on nearly circular orbits. Measurements of the dark matter distribution at large radii is complicated by the low density of visible tracers, observational difficulties of measuring kinematics of stars at large distances, and unknown orbits. Around external galaxies, the extended mass distribution has been studied using a variety of approaches (see Courteau et al. 2014 for a complete and detailed review). For example, the kinematics of tracer populations such as globular clusters or planetary nebulae can be used to derive mass estimates under the assumptions that these satellite systems are on random orbits and are well-mixed in orbital phase (early investigations include Méndez et al. 2001; Côté et al. 2003). Simple, parameterized fits to both the mass and orbit distribution have been simultaneously constrained using such data (e.g., Napolitano et al. 2011; Deason et al. 2012b). Alternatively, the statistical properties of gravitationally lensed background sources around a galaxy can be used to constrain the projected shape, orientation, and radial profile of mass (see, for example, the Lens Structure and Dynamics Survey described in Koopmans & Treu 2002). Of course, lensing reconstructions can only be performed for galaxies which closely intersect our line of sight to background sources, but the advent of large photometric catalogs has allowed automatic searches for such chance alignments and significant increases in the number of
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objects studied in this way (e.g., the Sloan Lens ACS Survey; see Bolton et al. 2006).

Within the Milky Way, our unique vantage point allows us a three-dimensional (3D) view of stars within our own dark matter halo. Our proximity allows us to use individual stars as kinematic tracers and hence build much larger samples that probe deeper into the halo than the globular cluster and planetary nebula studies of external galaxies. For example, Deason et al. (2012a) used halo blue horizontal branch stars selected from the Sloan Digital Sky Survey (SDSS; York et al. 2000) as a random tracer population to measure the mass and slope of a power-law fit to the potential. Such studies assume that the tracer orbits are randomly sampled from a smooth distribution function and are fully phase mixed. However, large photometric surveys such as the SDSS and Two Micron All Sky Survey (Skrutskie et al. 2006) have discovered copious amounts of substructure—in streams and kinematic associations of stars—in the Milky Way halo (e.g., Belokurov et al. 2006; Rocha-Pinto et al. 2004), thus demonstrating that the stellar distribution is neither on random orbits nor fully phase-mixed. Substructure in the form of stellar streams and clouds is known to bias mass and velocity inferences from random tracer methods by several tens of percent (Yencho et al. 2006).

Another approach to using halo stars as potential measures is to exploit the non-random nature of halo. Tidal streams are dynamically cold systems—debris typically have small distributions of energy and angular momentum—and thus require orders of magnitude fewer tracers than a random sample to get constraints of comparable accuracy. For example, in the simplest case we might assume that debris stars are actually still on the same orbit as their progenitor system (a wrong assumption; see below). This information about the orbits combined with measurements of the full-space velocities \( \mathbf{v} \) at different points \( \mathbf{x} \) in the structure (e.g., along a stream) would give us a direct measure of differences in a potential, \( \Phi \).

Law & Majewski (2010, LM10) used \( N \)-body simulations of the disruption of the Sgr dwarf galaxy to simultaneously fit a model to the available data on the debris stars and a triaxial, analytic Milky Way potential. By varying parameters of the Milky Way potential, they found “best-fit” parameters by comparing the properties of observed Sgr stars to their simulated debris. The computational costs of running \( N \)-body simulations limited their search to a grid of potential parameters and forced the authors to fix many other parameters (e.g., properties of the disk and bulge). Nevertheless, they were able to constrain the 3D shape that their assumed potential model must take in order to best represent the Milky Way out to \( \sim 70 \) kpc and found that the best-fitting halo has a nearly oblate (only mildly triaxial) shape flattened in a direction close to the Sun-Galactic center line. Though an unlikely orientation for the halo—Debattista et al. (2013) find that the disk of the Milky Way would not remain stable in such a configuration—LM10 showed that the data is at a state where such inference is possible.

The computational costs associated with \( N \)-body simulations has motivated the development of many methods that approximately model tidal streams. The simplest alternative is to fit a single orbit to observed debris (e.g., Koppov et al. 2010; Deg & Widrow 2013). Though this is known to be incorrect and leads to biases in inferred properties of the underlying potential (e.g., Eyre & Binney 2011; Lux et al. 2013; Sanders & Binney 2013a), Deg & Widrow (2014) and Lux et al. (2013) have used orbit fitting to demonstrate the power of combining multiple streams in dynamical inference. To account for the offset between the orbit of the progenitor and the orbits of the debris stars, methods have been proposed that add some dispersion or offset around a single orbit either in phase space (e.g., Eyre & Binney 2009; Varghes et al. 2011; Küpker et al. 2012) or action-angle coordinates (Eyre & Binney 2011; Sanders & Binney 2013b; Bovy 2014; Sanders 2014). Other statistical methods have been proposed (Johnston et al. 1999; Peñarrubia et al. 2012; Sanderson et al. 2014) that may prove powerful when applied to, for example, data from the Gaia mission, where full six-dimensional (6D) coordinates will be known for large samples of stars in the halo—and therefore many debris structures—but stream membership is not known for all stars.

Motivated by the strengths of previous work, we identify a minimum set of issues that any approximate stream model or potential recovery method should address (see Section 5 for a more detailed discussion of these points in the context of this work).

1. Observational uncertainties. The known debris structures are \( \gtrsim 10 \) kpc from the Sun where distance and proper motion measurement errors are significant. Thus, it is critical for any method that uses tidal debris to incorporate observational uncertainties and missing dimensions in a consistent and justified way.

2. Form of the potential. There is large uncertainty in the radial profile, shape, orientation, and graininess of the outer halo and the constancy of these parameters over distance. Properly describing the potential may require non-parametric techniques or complex analytic functions so the method should not rely on the existence of or ability to compute conserved orbital properties such as actions.

3. Multiple debris structures. Near future photometric surveys such as Gaia and the Large Synoptic Survey Telescope will likely discover many new streams and kinematic associations of stars. Potential recovery methods should be able to simultaneously use multiple streams and incorporate other dynamical constraints.

4. Comparing models to data. Matching generated streams to observed stellar densities is difficult; models that rely on this must account for observational biases, internal properties of the progenitor, and background halo stars.

5. Computational expense. Full \( N \)-body simulations are expensive to run; incorporating an \( N \)-body simulation into a likelihood function evaluation and then performing a parameter search would be computationally intensive and, presently, intractable.

In Price-Whelan & Johnston (2013), we introduced a simple method based on the work of Johnston et al. (1999) for using individual stars associated with tidal debris combined with knowledge about the mass and orbit of the progenitor to constrain properties of the host galaxy potential. The method exploits the relationship between the phase-space distribution of debris and (measurable) properties of the progenitor system (e.g., the tidal radius and escape velocity). Specifically, a better potential is one in which orbits of test particle stars (integrated backward from their present position) came close (within the tidal radius in position, and escape velocity in velocity) to the orbit of the progenitor at some time in the past.

In this paper, we present a fully probabilistic model (Rewinder) for tidal streams that builds on these simple scalings, which depend only on the mass and orbit of the progenitor and parent potential. By “probabilistic model” we mean a justified, parameterized likelihood function with priors on
the parameters. Rewinder relies on numerical orbit integration in ordinary phase-space and can thus incorporate arbitrarily complex forms for the parent potential (such as time dependence and significant substructure). Individual stars are constraints on the potential, thus Rewinder can handle very small samples of well-measured stars (e.g., eight). Incorporating multiple streams, debris structures, and other kinematic information is trivial but will be explored in future work.

In Section 2 we describe a suite of N-body simulations that span a range of progenitor masses on a characteristic, mildly eccentric orbit and then use them in Section 3 to motivate a new, flexible model for tidal streams that works entirely in phase-space. In Section 4 we demonstrate how Rewinder can be used to measure properties of a non-trivial Galactic potential by performing several experiments with simulated observations of data from N-body simulations. In Section 5, we discuss the results of these experiments and the extent to which we address the above points 1–5. We conclude in Section 6.

2. SIMULATIONS

We first perform a set of N-body simulations with the self-consistent field basis function expansion code (Hernquist & Ostriker 1992) to build realistic models of streams for studying the phase-space distribution of debris as it is stripped from its progenitor. We later use one of these simulations to test Rewinder. In each simulation, a 10^5 particle Navarro–Frenk–White (NFW) profile satellite was inserted at the apogalacticon of its orbit in a static, multi-component galaxy with a triaxial host halo, described below. The satellite was evolved in the NFW distribution), were evolved in the setup described above. Their scale radii, r_0, were adjusted to maintain a constant density across all simulations which results in identical fractional mass-loss rates: 74% of the initial mass is lost by the end of each simulation. The base value is r_0 = 0.01565 kpc at m = 2.5 × 10^6 M_☉. The maximum particle radius (i.e., 35 × r_0) was chosen to encompass the full range of concentrations of dark matter sub-halos seen in cosmological simulations of structure formation (following Bullock & Johnston 2005). Figure 1 shows particle positions in projection at the final timestep of each of the four simulations.

We take care to record the time at which each particle is unbound from the satellite in the simulations: we locate the position of the remnant iteratively by first calculating the satellite potential with all particles, removing particles with kinetic energies sufficient to escape, then recalculate the potential without those particles until the system converges. There is no spatial restriction on where a particle may become unbound and all particles (both bound and unbound) contribute their gravity during normal time-steps, presuming that they are resolved by the basis functions.

In all simulations, the host potential is taken to be a three-component sum of a Miyamoto-Nagai disk (Miyamoto & Nagai 1975), Hernquist spheroid, and a triaxial, logarithmic halo (e.g., Law & Majewski 2010):

$$\Phi_{\text{disk}}(R, z) = -\frac{G M_{\text{disk}}}{\sqrt{R^2 + (a + \sqrt{z^2 + b^2})^2}}$$

(1)
Equation (7)) in Galactocentric, Cartesian coordinates for various halo parameter choices. For all panels, $v_h = 121.858$ km s$^{-1}$, $r_h = 12$ kpc, and $q_z = 1$. Left to right, each column represents a new choice of parameters. If not specified, other parameters are fixed to $q_1 = q_2 = 1$ and $\phi = 0^\circ$ (far left panels). Panels on far right show the best-fit parameter values from LM10.

(A color version of this figure is available in the online journal.)

\[
\Phi_{\text{halo}}(x, y, z) = v_h^2 \ln \left( C_1 x^2 + C_2 y^2 + C_3 x y + (z/q_z)^2 + r_h^2 \right),
\]

where $R$ is the cylindrical radius, $r$ is the spherical radius, $M_{\text{disk}}$ is the mass of the disk, $M_{\text{spher}}$ is the mass of the bulge or spheroid, the ratio $b/a$ sets the flattening of the disk potential, $c$ is the scale-length of the spheroid potential, $v_h$ is the total halo mass normalization, and $C_1$, $C_2$, and $C_3$ are combinations of the $x$ and $y$ axis ratios ($q_1$, $q_2$) and orientation of the halo with respect to the baryonic disk ($\phi$):

\[
C_1 = \frac{\cos^2\phi + \sin^2\phi}{q_1^2},
\]

\[
C_2 = \frac{\sin^2\phi}{q_1^2} \cos^2\phi + \frac{\cos^2\phi}{q_2^2},
\]

\[
C_3 = 2 \sin\phi \cos\phi \left( q_1^{-2} - q_2^{-2} \right).
\]

The total potential then is just

\[
\Phi_{\text{tot}} = \Phi_{\text{disk}} + \Phi_{\text{spher}} + \Phi_{\text{halo}}.
\]

We use this potential not because we think it is a realistic representation of the Galactic potential, but because successful inference with this potential demonstrates that it is possible to recover information about non-trivial potential forms. Figure 2 shows equipotential slices in the Galactic $X-Z$ plane ($Y = 0$) and $Y-Z$ plane ($X = 0$) for a few choices of $q_1$, $q_2$, and $\phi$ while holding all other parameters fixed, as described in the figure caption. The potential parameters used for the simulations are shown in the “Truth” column of Table 1.

3. METHOD (Rewinder)

Rewinder integrates stars and the progenitor back from their present-day, observed positions to the time at which they become unbound from the satellite, where we evaluate the likelihood for each star. Below we (1) motivate a simple model for the debris just as it disrupts and (2) present this idea within a probabilistic framework for incorporating observational uncertainties and missing data. For a satellite galaxy orbiting within a static host potential, mass loss is driven by a combination of tidal stripping by the steady tidal field of the parent system and tidal shocking by the rapidly changing tidal field as the progenitor system moves through pericenter (e.g., Choi et al. 2009). On a mildly eccentric orbit, the tidal shocking is subdominant to the steady disruption. The interplay between these two processes as a function of orbital properties is outside the scope of this paper and will be explored in future work; we focus here on the slow removal of stars by steady tidal forcing.

3.1. Motivation: Tidal Debris

Consider a point-mass satellite with mass $m$ on a circular orbit with frequency $\Omega$ around a more massive “host” mass $M \gg m$ (the “restricted three-body problem”; e.g., Section 8.3 Binney & Tremaine 2008). In a frame rotating with the orbital frequency of the satellite, the satellite remains fixed and the static, effective potential around the satellite has (amongst others) two unstable optima located around galactocentric radii $\sim R \pm r_J$, where $R$ is the orbital radius of the satellite and $r_J$ is the Jacobi or tidal radius,

\[
r_J \sim R \left( \frac{m}{3M} \right)^{1/3}.
\]

Particles that would be bound to the satellite in isolation may have enough (Jacobi) energy to overcome the effective potential barrier at these Lagrange points (Figure 8.6 of BT) and thus will be preferentially stripped from the satellite at these points. For a spherical, extended parent mass distribution the tidal radius instead scales with the enclosed mass at the instantaneous orbital radius, $R(t)$, with additional terms that account for the local slope of the density profile. In general the satellite mass also depends on time. The tidal radius of the debris then follows

\[
r_{\text{tid}}(t) = R(t) \left( \frac{m(t)}{3M_{\text{enc}}(R)} \right)^{1/3},
\]
where \( M_{\text{enc}} \) is the instantaneous enclosed mass of the parent system within orbital radius \( R \). In general, the Lagrange points may not be symmetric about the center of the satellite and may deviate from the tidal radius by factors of the order of unity. The bulk velocity of the satellite will be of the order of \( \sqrt{GM/\hat{r}} \). If the velocity dispersion of the satellite is \( \sigma_v \sim \sqrt{GM/\hat{r}} \), then it follows

\[
\sigma_v(t) \sim \sqrt{\frac{m(t)}{M_{\text{enc}}(t)}}^{1/3}
\]  

(as pointed out in Binney & Tremaine 2008) and hence we expect the debris-star velocities also to scale with \( m/M_{\text{enc}} \)^{1/3}. These scalings assume that the satellite is spherical with isotropic velocities as is reasonable for a globular cluster or dwarf spheroidal galaxy, but non-random, internal satellite orbits (e.g., a disk) will break these assumptions.

In a triaxial potential, the orbital plane of the satellite is not fixed but we still expect there to be effective Lagrange points for a spherical satellite system along the line of centers connecting the origin of the parent potential to the satellite—that is, we expect the stars to be stripped at some characteristic distance from the satellite (near the tidal radius) along the instantaneous position vector of the satellite with some dispersion about these points. We proceed by defining a coordinate system relative to the position and velocity of the progenitor, \((r_p, v_p)\), rotated into the instantaneous orbital plane defined by \( \hat{r} = r_p \times v_p \). The (time-dependent) basis vectors are given by

\[
\hat{x}_1 = \frac{r_p}{|r_p|} \\
\hat{x}_2 = \frac{L \times \hat{x}_1}{|L \times \hat{x}_1|} \\
\hat{x}_3 = \frac{L}{|L|} = \frac{r_p \times v_p}{|r_p \times v_p|}.
\]  

Table 1

| Component         | Parameter | Truth       | Prior          |
|-------------------|-----------|-------------|----------------|
| Disk              | \( M_{\text{disk}} \) | 1.0 \times 10^{11} \, M_\odot | Fixed          |
|                   | \( a \)   | 6.5 kpc     | Fixed          |
|                   | \( b \)   | 0.26 kpc    | Fixed          |
| Spheroid          | \( M_{\text{spher}} \) | 3.4 \times 10^{10} \, M_\odot | Fixed          |
|                   | \( c \)   | 0.7 kpc     | Fixed          |
| Halo              | \( v_b \) | 121.858     | \( \mu(100, 200) \) km s\(^{-1}\) |
|                   | \( q_1 \) | 1.38        | \( \mu(1, 2) \) |
|                   | \( q_2 \) | 1.0         | Fixed          |
|                   | \( q_t \) | 1.36        | \( \mu(1, 2) \) |
|                   | \( \phi \) | 97          | \( \mu(52, 142) \) deg |
|                   | \( r_h \) | 12 kpc      | \( \mu(8, 50) \) kpc |
| Progenitor parameters (\( \Theta_p \)) | | | |
| Position          | \( r_{p,0} \) | \ldots | \( |r_{p,0}| \sim \mu(0, 200) \) kpc |
| Velocity          | \( v_{p,0} \) | \ldots | \( |v_{p,0}| \sim \mu(0, 500) \) km s\(^{-1}\) |
| Lagrange pt. offset | \( a \) | \ldots | \( \mu(0.5, 2.5) \) |
| Initial mass      | \( m_i \) | 2.5 \times 10^{8} \, M_\odot | Fixed          |
| Mass loss         | \( \dot{m} \) | \ldots | 3.2 \times 10^{-5} \, M_\odot/\text{Myr} (fixed) |
| Star parameters (\( \Theta^{(5)} \)) | | | |
| Position          | \( r_0 \) | \ldots | \( |r_0| \sim \mu(0, 200) \) kpc |
| Velocity          | \( v_0 \) | \ldots | \( |v_0| \sim \mu(0, 500) \) km s\(^{-1}\) |
| Tail assignment   | \( \beta \) | \ldots | \pm1 equally likely (fixed at truth) |

Notes. \( N \) is the normal (Gaussian) distribution, and \( \mu \) the uniform distribution. There are 11 parameters for the Milky Way potential, but only the halo parameters are left free to vary; some parameters are fixed (denoted by “(fixed)” at the true values used in the \( N \)-body simulations that generated the fake test data. The progenitor has nine parameters—the position, \( r_p \), and velocity, \( v_p \), vectors each contain three components—but only five are left free to vary. The sky coordinates (e.g., Galactic \( l, b \)) are assumed to be known with negligible uncertainty. Each star has eight associated parameters, five of which are allowed to vary. Sky coordinates are fixed, along with the tail assignment (whether the star belongs to the leading or trailing tail). For inference with eight stars, there are \( 4 \times 5 + 8 \times 4 = 41 \) free parameters.
Figure 3. Orbits of 2000 randomly drawn, disrupted particles projected into the instantaneous orbital plane coordinates (Equations (11)–(13)), normalized by the tidal radius (Equation (9)), and only shown within half a satellite crossing time around \( t_{\text{ub}} \) for each of the four progenitor masses. The orbits were integrated backward from their present-day positions (final time step of the \( N \)-body simulations) as test particles without the potential of the progenitor. Horizontal black line shows \( x_2 = 0 \) (top panels) and \( x_3 = 0 \) (bottom panels), and the unit circle (black circle) illustrates the classical disruption radius in these coordinates.

Figure 4. Same as Figure 3 but for particle velocities normalized by the velocity scale (Equation (10)).

Figure 4 shows the velocity orbits of each star also projected into these coordinates and normalized. The dispersion in velocity is well-normalized by the velocity scale of Equation (10), though it is clear that the velocity dispersion along \( \hat{x}_1 \), the radial vector to the satellite position, is larger than that in other dimensions, possibly because of mild tidal shocking.

We conclude that even on a non-circular orbit in a complex potential, the dispersion—in position and velocity—of tidally stripped debris as it comes unbound from the satellite scales with the mass ratio \((m/M_{\text{enc}})^{1/3}\). This motivates a model for tidal debris in which each star was “released” at the instantaneous, effective Lagrange point at its unbinding time, \( t_{\text{ub}} \), with a dispersion in position and velocity, all of which depend only on the mass and orbit of the progenitor and the parent potential. We present this model in detail below.

3.2. Probabilistic Model

Suppose we observe the 6D position of a star, \( \mathbf{D} = (l, b, d, \mu_l, \mu_b, v_r) \), in heliocentric coordinates—i.e., the measured position on the sky, \((l, b)\); distance, \(d\); proper motions, \((\mu_l, \mu_b)\); and line-of-sight velocity, \(v_r\)—and have determined through some other means that this star was once part of a progenitor system (e.g., satellite galaxy) with mass \(m(t)\) that is disrupting and forming a cold debris structure in the potential, \(\Phi\), of the parent galaxy (e.g., the Milky Way). We assume that the mass of the parent system enclosed within the pericenter of the orbit of the satellite, \(M_{\text{enc}}(R_{\text{peri}})\), is much larger than the initial mass of the satellite, \(M_{\text{enc}}(R_{\text{peri}}) \gg m(t = 0)\). The present position of the progenitor is observed to be at heliocentric position \(\mathbf{D}_p\) (where any subscript \(p\) refers to the progenitor). In general, the
data for the star and progenitor will have significant uncertainties or missing dimensions at distances typical to the Galactic halo, thus we define $W$ and $W_p$ as the true 6D, heliocentric positions of the star and progenitor and will include these in our model. Since we include these positions as parameters, this method will work even when the star has missing dimensions or the progenitor location is unknown (as in the Orphan stream; Belokurov et al. 2007).

To model the true, 6D, present-day position of the star, $W$, we first transform to Cartesian, Galactocentric coordinates where $(r_0, v_0)$ and $(r_p, v_p)$ are the position and velocity of the star and progenitor today. The star is taken as having been sampled at $t = t_{\text{ub}}$ (the unbinding time) from an isotropic Gaussian centered on one of the effective Lagrange points in position, and an isotropic Gaussian centered on the origin in velocity. The present-day phase-space position is the result of integrating this sample forward from $t_{\text{ub}}$ in the parent potential, $\Phi$, whose form is parameterized by the vector $\Theta_\Phi$. We assume that once the star becomes “unbound” from the satellite the potential of the satellite can be ignored, and thus we treat the star as a test particle.

The satellite mass enters this prescription through the tidal radius; a changing satellite mass will skew the positions of the effective Lagrange points and velocity scale. We allow for mass-loss by incorporating the initial satellite mass, $m_0$, and a constant mass-loss term, $\dot{m}$ into the model: $m(t) = m_0 - \dot{m}t$. We assume constant mass loss as an example of a simple, monotonically decreasing function, but this an arbitrary choice. We do not expect this assumption to have a large effect on our conclusions as the mass only enters the model through the tidal radius as $m^{1/3}$; even if we ignored mass loss entirely, the progenitor and orbit considered here has lost 75% of its mass by the end of the simulation corresponding to a factor of just $\sim 1.6$ difference in tidal radius. In principle, with more data, the mass-loss history could be inferred self-consistently by the model, but we leave this exercise for future work.

Finally, we add two additional parameters: a constant, global factor, $\alpha$, that scales the position of the effective Lagrange points relative to the classical tidal radius, and a binary parameter $\beta$ (one for each star), that is either $-1$ or $+1$ depending on whether the star is in the leading or trailing tail. To compress notation, we pack all progenitor parameters into the vector $\Theta_p = (W_p, m_0, \dot{m}, \alpha)$. The likelihood for this model is

$$p(W | \Theta_p, \Theta_\Phi, \beta, t_{\text{ub}}) = p(r_0, v_0, | \Theta_p, \Theta_\Phi, \beta, t_{\text{ub}}) | J |$$

(14)

$$p(r_0, v_0, | \Theta_p, \Theta_\Phi, \beta, t_{\text{ub}}) = \mathcal{N}(r | \Theta_p, \beta) \mathcal{N}(v | \Theta_\Phi)_{\text{ub}},$$

(15)

where $\mathcal{N}$ represents the normal distribution, $t_{\text{ub}}$ is given by Equation (9), and $\sigma_r$ by Equation (10) and the positions and velocities $(r, v, r_p, v_p)$ are evaluated at the unbinding time, $t_{\text{ub}}$, by integrating the orbits backward from $(r_0, v_0, r_p, v_p)$.

Figure 5. Positions of all 64 MCMC walkers (see Section 4) for each parameter at each step of the inference (black lines). The MCMC chains do not display any bulk movement or stray walkers, implying, by eye, that the chains have converged. We also compute the autocorrelation functions for each parameter and find that, for this experiment, the autocorrelation times are short (as shown on each panel in this figure). Projections of the binned samples (posterior densities) are shown in Figure 6.

all possible unbinding times, assuming a uniform prior of unbinding times over the entire interaction time:

$$p(W | \Theta_p, \Theta_\Phi, \beta, t_{\text{ub}}) = \int_0^{t_{\text{ub}}} \int_0^{t_{\text{ub}}} p(W | \Theta_p, \Theta_\Phi, \beta, t_{\text{ub}}) p(t_{\text{ub}}) dt_{\text{ub}},$$

(16)

where the interaction time is taken to be $t_{\text{ub}} = 6$ Gyr, the total duration of the simulations of Section 2.

The likelihood above is evaluated for each star at all time-steps of the simulation during the marginalization with a uniform prior over all possible unbinding times. We chose this approach because the phase-space position (and hence time) at which a star becomes unbound from a satellite can only be strictly defined for the case of a spherical satellite orbiting on a circular orbit in a spherical potential. Various authors have chosen to measure mass loss in simulations of satellite disruption on eccentric orbits in non-spherical potentials by either looking at the kinetic energy of the particles relative to the satellite’s potential energy (Johnston et al. 1995) or looking at the point at which a star crosses the instantaneous tidal radius (Küpper et al. 2012). Neither choice is strictly valid and both have been found useful for representing the mass-loss process. Hence we make the simplest choice of using Gaussians to characterize the phase-space distribution of debris as it makes the transition between being
Figure 6. Projections of the posterior probability distribution over the five potential parameters ($q_1, q_z, \phi, v_h, r_h$) and Lagrange point offset ($\alpha$) assuming negligible uncertainties on the observed phase-space coordinates of eight stars and the progenitor, visualized as two-dimensional histograms of MCMC samples. Solid contours (black lines) show approximately 1σ and 2σ levels of the distribution. Vertical and horizontal lines (blue) show the true, input values for the potential parameters used in the N-body simulations. For the potential parameters, the axis ranges are chosen to be the same for this and the potential posterior plots to follow.

(A color version of this figure is available in the online journal.)

bound and unbound. We find that changing this distribution to a log-normal distribution does not affect our conclusions.

We assume that the observational uncertainties are Gaussian in heliocentric, spherical coordinates, such that

\[ p(D | W) = N(D | W, \Sigma) \]  

(17)

\[ p(D_p | W_p) = N(D_p | W_p, \Sigma_p), \]  

(18)

where the covariance matrices $\Sigma$ and $\Sigma_p$ specify the observational uncertainties on the observed 6D position of the star and progenitor, respectively.

For a single star, the evaluation of the likelihood works as follows: given observed, present-day coordinates for the star and progenitor ($D, D_p$), potential parameter values ($\Theta_\phi$), and nuisance parameter values ($\alpha, \beta$),

1. transform star and progenitor positions in heliocentric coordinates to Galactocentric, Cartesian coordinates;
2. integrate star and progenitor orbits backward as test particles in the potential given by $\Theta_\phi$ for the total interaction time, $t_{\text{int}}$ (in this case, $\sim 6$ Gyr);
3. transform the particle position to the relative, normalized coordinates defined in Section 3.1;
4. compute the likelihood given by Equation (14) at each time-step of the integration and marginalize over the unbinding time, $t_{\text{ub}}$.

Assuming each star is an independent tracer, the full likelihood for many stars is then just the product of the individual likelihoods:

\[ p((D^{(i)}), (D_p^{(i)}) | (\Theta^{(i)}), \Theta_p, \Theta_\phi) = p(D_p^{(i)} | W_p) \prod_i p(D^{(i)} | W^{(i)}) p(W^{(i)} | \Theta_p, \Theta_\phi, \beta^{(i)}), \]

(19)

where $\Theta^{(i)} = (W^{(i)}, \beta^{(i)})$. All parameters are summarized in Table 1.
4. EXPERIMENTS

In what follows, we use Rewinder to model “observations” of a small sample of stars from one of the $N$-body simulations described in Section 2. We consider this a strong test of the method because the data are generated with $N$-body simulations that do not resemble the likelihood function presented above. For all tests in this article, we use the same functional form for the potential as used in the simulations (Equation (7)). When recovering the potential, we hold fixed the disk and spheroid parameters (see Table 1), along with one of the halo parameters: the scale radius, $r_h$. The priors on the remaining halo parameters are taken to be uniform over a conservative domain of realistic values: for $v_h$, 100–200 km s$^{-1}$ corresponds to a range in solar circular velocities from $\sim$210–250 km s$^{-1}$ (holding other parameters fixed); the range in axis ratios allow for prolate, oblate, and generic triaxiality; and $\phi$ is restricted to $\pm 45^\circ$ around the true simulation value, $\phi = 97^\circ$.

For all experiments below, we use a Markov Chain Monte Carlo (MCMC) algorithm to sample from the posterior probability distribution given by our model. Standard MCMC algorithms (e.g., Metropolis–Hastings) update a single chain while exploring parameter space. We instead use an affine-invariant “ensemble” sampler (Goodman & Weare 2010) that at each step in parameter space, updates the positions of many “walkers” (the ensemble). This algorithm is implemented in the Python programming language (Foreman-Mackey et al. 2013) and runs naturally in a parallelized environment such as the message passing interface. In each experiment we run the walkers for a large number of steps from starting positions described below, then throw away these samples and take the positions from the final step of this “burn-in” phase as a starting point for the samples used for inference. We compute the autocorrelation time, $t_{\text{acor}}$, for each sampled parameter (using ACOR8,9) and thin the

---

8 http://www.math.nyu.edu/faculty/goodman/software/acor/
9 https://github.com/dfm/acor
chains by taking every max($t_{acor}$) sample to ensure the samples are close to independent. The autocorrelation time measures the number of steps required to produce independent samples from the posterior probability distribution: a shorter autocorrelation time means that fewer steps (and therefore fewer likelihood evaluations) are required to produce close to independent samples from the posterior.

4.1. Data with Negligible Uncertainties

We test Rewinder using only eight stars (particles)—four from the leading tail, and four from the trailing tail—randomly sampled from the $2.5 \times 10^{8} M_{\odot}$ simulation (Section 2), assuming the observed 6D positions for both the stars and the progenitor have negligible uncertainties. The stars were required to have been stripped after the first pericentric passage and have a present-day distance within 40 kpc of the Sun. Figure 1 (second column from right) shows the randomly chosen stars (black crosses) in Galactic coordinates, over-plotted on all other simulated particles (gray points).

We leave the potential parameters ($q_{1}, q_{2}, \phi, v_{h}, r_{h}$) free to vary, along with the Lagrange point offset, $\alpha$, and initialize an ensemble of 64 MCMC walkers by sampling from the priors summarized in Table 1. We run the walkers for 5000 steps to burn-in, then restart the sampler starting from the final position of the burn-in phase and run for another 10,000 inference steps. Figure 5 shows the walker positions over the 10,000 inference steps for each of the parameters. The autocorrelation time for each parameter is displayed on its corresponding panel. Figure 6 shows projections of the posterior probability distribution for the parameters; with perfect data, the uncertainties on the potential parameters are all <1%.

4.2. Data with Near-future Uncertainties

We next take the same eight stars used in the previous experiment and “observe” them with optimistic observational uncertainties. We require these stars to be RR Lyrae variables which are known to be excellent distance indicators via the mid-infrared period–luminosity relation (as shown in, e.g.,
Madore & Freedman 2012). Nearly 100 RR Lyrae associated with the Sgr stream and ∼30 associated with the Orphan stream will be observed with Spitzer as part of the SMASH survey (Johnston et al. 2013) with expected fractional distance uncertainties around ∼2%. These stars will also be included in the Gaia proper motion catalog: at a distance of ∼50 kpc, a typical RR Lyrae will have a tangential velocity error around ∼20 km s$^{-1}$, though our sample of test stars are all within 40 kpc.

For this experiment, we (1) assume the stars are RR Lyrae stars (e.g., bright distance indicators) such that the fractional distance uncertainty is 2%; (2) neglect the uncertainty in angular position, $l, b$ (for a typical RR Lyrae at 50 kpc this is $\sim 10^{-5}$ deg for Gaia); (3) assume we can measure radial velocities to these stars with 5 km s$^{-1}$ uncertainty; and (4) compute the sky-averaged Gaia proper-motion uncertainty for each star assuming an F0V spectral type using the PyGaia$^{10}$ code and use this uncertainty for both components of proper motion. We further assume that we know the tail assignment for each star, $\beta$. We observe the position of the progenitor with the same observational uncertainties though in reality some coordinates will have even better measurements.

This experiment samples over the 5 potential parameters, the Lagrange point offset, 4 phase-space coordinate parameters for each star (32 total), and 4 phase-space coordinate parameters for the progenitor—41 parameters in total. We use an ensemble of 256 walkers and draw initial conditions for the coordinate parameters by sampling from Gaussian’s centered on the “observed” value with variances specified by the observational uncertainties. Other parameters—potential parameters and $\alpha$—are initialized by drawing from the priors summarized in Table 1. We burn in the walkers for 50,000 steps and run for 100,000 inference steps, but thin the chains by taking every max($t_{\text{acor}}$) sample, where max($t_{\text{acor}}$) $\approx$ 4000 steps. Figures 7–9 show the marginalized posteriors for the potential parameters, satellite parameters, and parameters for a single particle. The uncertainties on the potential parameters are only 5%–7% for the flattenings and circular velocity, but $\sim$15% for the scale radius, $r_h$.

4.3. Precise Distance Measurements with Missing Proper Motions

The Spitzer Merger History and Shape of the Galactic Halo survey (SMASH; Johnston et al. 2013) will be completed within a year (early 2015), long before the final Gaia data release. Thus, we will soon have precise distance measurements for stars in the Sgr and Orphan streams, but poor or no proper motion constraints. SMASH also targets several RR Lyrae in the Sgr core, which will enable a high-precision distance measurement of the progenitor. We now consider a case in which we have

![Figure 9. Projections of the marginal posterior over parameters for one of the stars for observed stars and progenitor with near-future uncertainties (Section 4.2).](image)
high-precision (2%) distances to stream stars and the progenitor, 10 km s$^{-1}$ radial velocity uncertainty, and a proper motion uncertainty for the Sgr core of 0.2 mas yr$^{-1}$ (Pryor et al. 2010), but missing proper motions for the stream stars. As with Section 4.2, this experiment includes 41 model parameters in total. We again use an ensemble of 256 walkers. Potential parameters and α are again initialized by drawing from the priors summarized in Table 1. We burn in the walkers for 50,000 steps and run for 500,000 inference steps. We again thin the chains by taking every max($t_{acor}$) sample, but here the autocorrelation time is found to be very long, max($t_{acor}$) $\approx$ 15,000 steps. Figures 10–12 show the marginalized posteriors for the potential parameters, satellite parameters, and parameters for a single particle. Even a small sample of stars with precise distance measurements provide an enormous amount of information about the triaxiality of the potential. The uncertainties on the potential parameters are only 7%–10% for the flattening and circular velocity, but $\sim$40% for the scale radius, $r_h$. The initially missing star proper-motions are recovered with $\sim$5%–10% uncertainties.

5. DISCUSSION

1. Observational uncertainties. Any method that uses tidal debris as a potential measure must also model the (significant) uncertainties on the kinematic measurements; Rewinder handles observational uncertainties and missing data dimensions by including the true 6D positions of stars and the progenitor as model parameters. In this article we have tested Rewinder using data of varied quality for a small sample of stars.

2. Form of the potential. No assumptions were made about the form of the Galactic potential in deriving the likelihood for Rewinder. The simple experiments in this article infer potential parameters from the same static, analytic potential used in the N-body simulations that generated the fake data. However, in principle the potential could be time-dependent, clumpy, or have properties that vary with radius. The orbits of the stars and progenitor are directly integrated and only require a function that evaluates the acceleration due to the potential at a given position (and

Figure 10. Same as Figure 7 but for data with no proper motion measurements for the stars. (A color version of this figure is available in the online journal.)
Figure 11. Same as Figure 8 but for data with no proper motion measurements for the stars. (A color version of this figure is available in the online journal.)

We have shown that with the correct form for the Galactic potential, precise measurements of the potential parameters are attainable with near-future data, but we have not discussed the accuracy of such measurements due to incorrect assumptions. For example, Bonaca et al. (2014) show that using a static potential model to fit the live potential of the Via Lactea halo with tidal streams can introduce significant biases to measurements of the halo mass, even with perfect knowledge of the 6D coordinates of stars in the streams. In future work, we will (1) try fitting incorrect potential models to see if we can still recover global properties (e.g., flattening); (2) run simulations with smoothly changing potentials (e.g., Buist & Helmi 2014) and attempt to model the time dependence; and (3) explore using a generic, non-parametric potential form (e.g., a basis function expansion) as the recovery potential model.

3. Multiple debris structures. Each stream will provide constraints on different properties of the potential. For example, more eccentric streams may better constrain the radial profile (see Deg & Widrow 2014, who illustrate the power of using multiple streams to simultaneously constrain the potential using orbit fitting). In this article, we only consider a stream on a Sgr-like orbit, which lies nearly in the Galactic x–z plane. We find that the stream puts better constraints on the z-axis flattening, $q_z$, than on the flattening in the x–y plane, $q_1$, as one might expect. The best measurements of the detailed shape of the Galactic potential will come from combining constraints from multiple streams. We have defined above a proper likelihood function for observed stars in a given stream, thus incorporating multiple streams into the inference only requires multiplying the likelihoods computed for each stream and progenitor pair.

4. Comparing models to data. With Rewinder, each star adds constraints on the potential parameters and does not require matching a simulated density to the observed density of stars, thus this method works well even for small samples of well-measured stream stars. It might be that the most relevant stellar samples for inferring the Milky Way potential are small. For instance, stars that produce
good distance estimates might be much more valuable than typical stars in the sample so that we may limit to only variable stars, e.g., RR Lyraes. These valuable stars are rare (and their abundances are age- and metallicity-dependent); there could be many cold structures in the Milky Way halo that are highly constraining on the potential in principle, but which contain only a few good distance-indicating members. It is not yet known what the trade-offs are between having many stars at low precision and a few at high precision, nor is it known how valuable distance information really is, when a structure contains many precisely observed members.

5. Computational expense. One point of concern for Rewinder is that the number of parameters scales with eight times the number of stars: each star has six coordinate parameters (the true position), the unbinding time, and the tail assignment. Computational constraints limit the sample size, but even so, the inference is much faster than full $N$-body modeling because the stars and progenitor are treated as test particles. Each step in parameter space with Rewinder requires integrating the orbits of stars and the progenitor: we presently integrate with a fixed time-step using leapfrog integration. Computing the acceleration due to the given potential at each step is implemented in Cython (and approaches C-like speed), but the rest of the code is written in pure-Python. Though already significantly less computationally intensive than running a full $N$-body simulation for every parameter step, running each MCMC walker for $\gtrsim 100,000$ steps requires parallelization a few hours of CPU time on a compute cluster. Further optimization of the integration method (e.g., using an adaptive method or implementing in Cython) could speed up the inference significantly.

6. CONCLUSIONS

We have presented a probabilistic model (Rewinder)—a likelihood function and with priors on the parameters—for using stars observed in tidal streams to constrain properties of any underlying gravitational potential. Rewinder relies on direct orbit integration and not on computing conserved quantities (e.g., actions) and can thus be used with arbitrarily complex (e.g., time-dependent or clumpy) forms of the potential. We have performed several experiments to show that Rewinder simultaneously constrains the potential and models a tidal stream given simulated data with a range of realistic uncertainties. We find that with future high-quality data—that is, high-precision distance measurements from RR Lyrae and proper motions from Gaia—a small sample of just eight stars in a tidal stream modeled with Rewinder provide measurements of potential

Figure 12. Same as Figure 9 but for data with no proper motion measurements for the stars.

(A color version of this figure is available in the online journal.)
parameters that rival present-day constraints from comparing full N-body simulations to large numbers of stellar tracers with poorly measured kinematics. For this high-quality data, we recover the input potential parameter values with uncertainties of the order of 5%–7%. Without proper motion data the uncertainties range from 10%–40%. We consider this work to be an encouraging first step toward the goal of recovering the (presumably) much more complex—time-dependent, clumpy, with axis ratios and orientations that vary with radius—Milky Way potential with larger data sets.
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