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ABSTRACT. Free quadratic harness is a Markov process from the class of quadratic harnesses, i.e. processes with linear regressions and quadratic conditional variances. The process has recently been constructed for a restricted range of parameters in [7] using Askey–Wilson polynomials. Here we provide a self-contained construction of the free quadratic harness for all values of parameters.

1. Introduction

Quadratic harnesses were introduced in [3] as the square-integrable stochastic processes on $[0, \infty)$ such that for all $t, s \geq 0$

$$E[X_t] = 0, \quad E[X_tX_s] = \min(t, s),$$

conditional expectations $E[X_t | \mathcal{F}_s,u]$ are linear functions of $X_s$ and $X_u$, and second conditional moments $E[X_t^2 | \mathcal{F}_s,u]$ are quadratic functions of $X_s$ and $X_u$

$$E[X_t^2 | \mathcal{F}_s,u] = Q_{t,s,u}(X_s, X_u),$$

where

$$Q_{t,s,u}(x, y) = A_{t,s,u}x^2 + B_{t,s,u}xy + C_{t,s,u}y^2 + D_{t,s,u}x + E_{t,s,u}y + F_{t,s,u},$$

and $A_{t,s,u}, \ldots, F_{t,s,u}$ are some deterministic functions of $0 < s < t < u$. Here, $\mathcal{F}_{s,u}$ is the two-sided $\sigma$-algebra generated by $\{X_r: r \in (0, s] \cup [u, \infty)\}$. We will also use the one sided $\sigma$-algebras $\mathcal{F}_t$ generated by $\{X_r: r \leq t\}$.

It follows that for all $s < t < u$

$$E[X_t | \mathcal{F}_s,u] = a_{t,s,u}X_s + b_{t,s,u}X_u,$$

with $a_{t,s,u} = (u-t)/(u-s)$ and $b_{t,s,u} = (t-s)/(u-s)$, and, under certain technical assumptions, there exist five parameters $\eta, \theta \in \mathbb{R}$, $\sigma, \tau \geq 0$ and $\gamma \in [-1, 1 + 2\sqrt{\sigma \tau}]$.
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such that
\[ A_{t,s,u} = \frac{(u-t)[(1+s\gamma)+\tau - \gamma t]}{(u-s)[(1+s\gamma)+\tau - \gamma s]}, \]
\[ B_{t,s,u} = \frac{(u-t)(t-s)(1+\gamma)}{(u-s)[(1+s\gamma)+\tau - \gamma s]}, \]
\[ C_{t,s,u} = \frac{(t-s)[(1+s\gamma)+\tau - \gamma s]}{(u-s)[(1+s\gamma)+\tau - \gamma s]}, \]
\[ D_{t,s,u} = \frac{(u-t)(t-s)(\theta - \xi)}{(u-s)[(1+s\gamma)+\tau - \gamma s]}, \]
\[ E_{t,s,u} = \frac{(u-t)(t-s)(\xi - \theta)}{(u-s)[(1+s\gamma)+\tau - \gamma s]}, \]
\[ F_{t,s,u} = \frac{(u-t)(t-s)}{(1+s\gamma)+\tau - \gamma s}, \]

and
\[ \text{Var} [X_t | F_{s,u}] = \frac{(u-t)(t-s)}{u(1+s\gamma)+\tau - \gamma s} \left( 1 + \sigma \frac{(uX_s - sX_u)^2}{(u-s)^2} + \frac{\eta (uX_s - sX_u)}{u-s} \right) + \frac{\tau (X_u - X_s)^2}{(u-s)^2} + \theta \frac{X_u - X_s}{u-s} + (1 - \gamma) \frac{(X_u - X_s)(sX_u - uX_s)}{(u-s)^2}, \]

see [3, Theorem 2.2].

Quadratic harnesses may have orthogonal martingale polynomials (see [3] for the assumptions and [10] for some exceptions), some explicit examples of which have been worked out in Section 4 of [3], for some of them the corresponding quadratic harnesses were constructed in a series of papers [4], [5], [6]. A recent development in proving the existence of quadratic harnesses is [7], where the machinery of Askey–Wilson polynomials have been used to construct the processes for a wide range of parameters $\eta, \theta, \sigma, \tau$ and $\gamma$.

However, in some cases, the theory developed in [7], brings some unnecessary limitations for the values of parameters assuring the existence of the given quadratic harness. One of them is the case of free quadratic harness defined in section 4.1 of [3]. Free harnesses have parameter
\[ \gamma = -\sigma \tau; \]
their orthogonal martingale polynomials were identified in [3, Proposition 4.3], for $\sigma, \tau \geq 0$, $\sigma \tau < 1$ and $1 + \alpha \beta > 0$, where
\[ \alpha = \frac{\eta + \theta \sigma}{1 - \sigma \tau}, \quad \beta = \frac{\eta \tau + \theta}{1 - \sigma \tau}. \]

On the other hand, Corollary 5.3 in [7], which discusses the range of parameters that guarantee the existence of the free harness, requires additional assumption
\[ 2 + \eta \theta + 2 \sigma \tau \geq 0 \]

to be compliant with the theory developed in [7]; nevertheless, the univariate Askey-Wilson distributions are still well defined when $2 + \eta \theta + 2 \sigma \tau < 0$.

The goal of this paper is to show that free quadratic harness exists without assumption (1.9) (this is stated in the main result of the paper – Theorem 1.1). The
technique we use is similar to the one used in previously mentioned work ([3], [5], [6]), although various details differ. We rely on explicit three step recurrences for the orthogonal martingale polynomials and on explicit connection coefficients between related families of orthogonal polynomials. We also use an operator representation to prove the quadratic harness property of the constructed process. The paper is self-contained and does not use any results from [7].

Our main result is

**Theorem 1.1.** For $\sigma, \tau \geq 0$, $\sigma \tau < 1$, $\gamma = -\sigma \tau$, and $1 + \alpha \beta > 0$, there exists a Markov process $(X_t)_{t \in [0, \infty)}$ such that (1.1), (1.4), and (1.6) hold. The process $(X_t)_{t \in [0, \infty)}$ is unique among the processes with infinitely-supported one-dimensional distributions that have moments of all orders and satisfy (1.1), (1.4) and (1.6) with the same parameters $\eta, \theta, \sigma, \tau$ and $\gamma = -\sigma \tau$.

The proof of this theorem is given in Section 6 after all auxiliary technical results are established.

It is worth mentioning that for some values of parameters, the univariate laws of free quadratic harnesses are the first component of a two-state free convolution semigroup (for the free bi-Poisson process case see [6]; for an extension to the case of $\sigma = 0$ see [3], Proposition 5).

2. ORTHOGONAL MARTINGALE POLYNOMIALS AND $q$-COMMUTATION EQUATION

This section presents a heuristic principle that can be used to find the recurrence for the polynomials orthogonal with respect to the conditional law $\mathcal{L}(X_t|X_s)$. (For the proof of Theorem 1.1 such a derivation is not needed, as the actual recurrence used in the proof can be accepted as a guess.)

In [3] we defined the orthogonal martingale polynomials associated with the process $(X_t)$ as martingale polynomials (i.e. such that

$$\mathbb{E}[p_n(X_t) | \mathcal{F}_s] = p_n(X_s; s),$$

holds, whenever $0 \leq s \leq t$) that are orthogonal with respect to the one-dimensional distributions of the process. Theorem 2.3 from [3] states that their Jacobi matrix is linear in $t$,

$$C_t = \begin{pmatrix}
\gamma_0 t + \delta_0 & \varepsilon_1 t + \phi_1 & 0 & 0 & \ldots \\
\sigma_\alpha t + \beta_1 & \gamma_1 t + \delta_1 & \varepsilon_2 t + \phi_2 & 0 & \ldots \\
0 & \sigma_\alpha t + \beta_2 & \gamma_2 t + \delta_2 & \varepsilon_3 t + \phi_3 & \ldots \\
0 & 0 & \sigma_\alpha t + \beta_3 & \gamma_3 t + \delta_3 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},$$

and for $n \geq 1$ the coefficients $\alpha_n, \beta_n, \gamma_n, \delta_n, \phi_n, \varepsilon_n$ satisfy

$$\sigma^2 \tau \alpha_n \alpha_{n+1} + \sigma \alpha_n \beta_{n+1} \gamma + \sigma \beta_n \beta_{n+1} = \sigma \alpha_n \beta_{n+1},$$

$$\beta_{n+1} \gamma_{n+1} + \sigma \alpha_{n+1} \delta_n = \sigma \alpha_n (\gamma_n + \gamma_{n+1}) \tau + (\sigma \alpha_n \delta_{n+1} + \beta_n + \gamma_n) \gamma + \beta_{n+1} (\delta_n + \delta_{n+1}) \sigma + \sigma \alpha_{n+1} \theta + \beta_{n+1} \eta,$$

$$\beta_{n+1} \varepsilon_{n+1} + \gamma_n \delta_n + \sigma \alpha_n \varepsilon_n = (\sigma \alpha_{n+1} \varepsilon_{n+1} + \gamma_n^2 + \sigma \alpha_n \varepsilon_n) \tau + (\sigma \alpha_{n+1} \varphi_{n+1} + \gamma_n \delta_n + \beta_n \varepsilon_n) \gamma + (\beta_{n+1} \varphi_{n+1} + \delta_n^2 + \beta_n \varphi_n) \sigma + \gamma_n \theta + \delta_n \eta + 1,$$
as we choose the first polynomials
\[ (2.6) \]
\[ \varepsilon_{n+1} = \varepsilon_n + \varepsilon_{n+1} + \varepsilon_n + \varepsilon_{n+1} \gamma + \varphi_n \varepsilon_{n+1}, \]
with the initial values given by
\[ (2.7) \]
\[ \alpha_1 = 0, \beta_1 = 1, \gamma_0 = 0, \varepsilon_1 = 1, \phi_1 = 0. \]

Now, for a fixed \( r > 0 \), conditionally on \( X_r \), the process \( (Y_t(r))_{t>0} \)
\[ Y_t(r) = \sqrt{\frac{1 + \sigma r}{1 + \eta X_r + \sigma X_r^2}} (X_{r+t} - X_r) \]
still is a quadratic harness. Therefore when one considers the conditional distribution \( L(X_r|X_r) \) and the corresponding orthogonal polynomials \( Q_n(y;x,t,r) \), [8]
Theorem 2.3 implies that their Jacobi matrix is again linear in \( t \) and that its entries again satisfy relations \( (2.2)-(2.6) \). The only difference is that the initial values for the sequences should be modified as follows:
\[ (2.8) \]
\[ \alpha_1 = 0, \beta_1 = 1, \gamma_0 = 0, \delta_0 = x, \varepsilon_1 = \frac{1 + \eta x + \sigma x^2}{1 + \sigma r}, \phi_1 = \frac{-r}{1 + \sigma r} (1 + \eta x + \sigma x^2), \]
as we choose the first polynomials \( Q_n \) as
\[ Q_{-1}(y;x,t,s) \equiv 0, Q_0(y;x,t,s) \equiv 1, Q_1(y;x,t,s) = y - x, \]
and
\[ Q_2(y;x,t,s) = y^2 \frac{1 + \sigma s}{1 + \sigma t} - \]
\[ y \left\{ x \frac{(1 + \sigma s)(1 + \gamma)}{1 + \sigma s + \sigma(\gamma - \tau)} + \frac{(1 + \sigma s)[\theta + \eta \tau + t(\eta + \sigma \theta) - (1 + \gamma)\eta]}{(1 + \sigma t)[1 + \sigma s + \sigma(\gamma - \tau)]} \right\} + \]
\[ x^2 \frac{\gamma + \sigma \tau}{1 + \sigma s + \sigma(\gamma - \tau)} + x \frac{\theta + \eta \tau + s(\eta + \sigma \theta) - (1 + \gamma)\eta}{1 + \sigma s + \sigma(\gamma - \tau)} - \frac{t - s}{1 + \sigma t}. \]

One can use equations \( (2.2)-(2.6) \) with initial values \( (2.8) \) to derive the recurrences for the polynomials \( Q_n \) from several previously studied cases from [3], [4] and [0].

Here we are interested in the free harness case \( \gamma + \sigma \tau = 0 \). After a calculation we get

**Proposition 2.1.** Suppose \( \sigma, \tau \geq 0, \sigma \tau < 1, 1 + \alpha \beta > 0 \), (see \( (1.8) \)) and \( \gamma = -\sigma \tau \). Then recurrences \( (2.2)-(2.6) \) with initial condition \( (2.8) \) have a solution which defines the following three-step recurrence for polynomials \( (Q_n) \) in variable \( y \); here \( s > 0 \) and \( x \in \mathbb{R} \) are parameters.

\[ (2.9) \]
\[ yQ_1(y;x,t,s) = (1 + \sigma t)Q_2(y;x,t,s) + \left( \frac{\alpha + \sigma s}{1 + \sigma s} + \frac{\beta - s(\eta + \sigma x)}{1 + \sigma s} \right) Q_1(y;x,t,s) \]
\[ + \frac{(t - s)(1 + \eta x + \sigma x^2)}{1 + \sigma s} Q_0(y;x,t,s) \]
random variable \(X\) (martingale polynomials

\begin{equation}
\text{Proposition 2.2} \quad \text{in the proofs below.}
\end{equation}

\begin{equation}
\text{cides in this case with \([3, \text{Proposition 4.3}]\) which we cite here for ease of reference.}
\end{equation}

\begin{equation}
\text{parameters such that \(\sigma, \tau\)}
\end{equation}

\begin{equation}
\text{Thus the recurrences for the polynomials \((p_n)\text{)}_n\text{ turn out to be Bernstein–Szegő polynomials (see \([12, \text{§2.6}]\), which are orthogonal with respect to the probability measure with the absolutely continuous part of the form \(\sqrt{ax^2 + bx + c}\rho(x)\), where \(\rho\) is a polynomial.}
\end{equation}

\begin{equation}
\text{3. One dimensional distributions}
\end{equation}

\begin{equation}
\text{Let \(\pi_t\) denote the orthogonality measure of the polynomials \((p_n(y; t))_n\text{ with} \quad t > 0\text{, given by the three step recurrences in Proposition 2.2.}\text{ The existence of \(\pi_t\) is assured by Favard’s Theorem. In order to examine \(\pi_t\) we will compute its Cauchy–Stieltjes transform \(G_t\). Recall that the Cauchy–Stieltjes transform of a probability measure \(\mu\) is an analytic mapping of the upper complex half-plane \(\mathbb{C}_+\) into the lower half-plane \(\mathbb{C}_-\) defined as}
\end{equation}

\begin{equation}
G(z) = \int_{\mathbb{R}} \frac{1}{z - x} \mu(dx).
\end{equation}

\begin{equation}
\text{One of the properties of the Cauchy–Stieltjes transform that we shall use here is}
\end{equation}

\begin{equation}
\lim_{y \to \infty} iyG(iy) = 1
\end{equation}

(see e.g. [9]).
Lemma 3.1. If \( \eta^2 > 4\sigma > 0, \theta^2 > 4\tau > 0 \) and \( \alpha + \sigma\beta > 0 \) then

\[
\pi_t \left( \left( -\eta - \sqrt{\eta^2 - 4\sigma}, -\eta + \sqrt{\eta^2 - 4\sigma} \right) \right) = 0.
\]

Proof. It is known (see [2], (2.10) and Theorem 2.4) that with orthogonal polyno-
mials one can associate a continued fraction (built from the coefficien-
ts of the three-
term recurrence), which, if it converges, is equal to the Cauchy–Stieltjes trans-
form of the orthogonality measure of the polynomials. In the case of the recurrence from

\( (3.2) \)

\[
G_t(z) = \frac{1}{t} \frac{1}{1 + \sigma t} \frac{1 + \alpha \beta (t + \tau)(1 + \sigma t)}{(1 + \sigma t)(1 - \sigma t)^2} \frac{1}{1 + \sigma t} \frac{1 + \alpha \beta (t + \tau)}{(1 + \sigma t)(1 - \sigma t)^2} \frac{1}{1 + \sigma t} \frac{1 + \alpha \beta (t + \tau)}{(1 + \sigma t)(1 - \sigma t)^2} \ldots
\]

so \( g_t \) itself is the Cauchy–Stieltjes transform of a measure and it satisfie-
s the qua-

\( (3.3) \)

\[
g_t(z) = \frac{1}{z - \frac{(\alpha + \sigma\beta) t + \beta + \alpha \tau}{1 - \sigma t} - \frac{(1 + \alpha \beta)(t + \tau)}{(1 + \sigma t)(1 - \sigma t)^2} \cdot g_t(z)
\]

(To justify convergence of the continued fraction expansion of \( g_t \), one can use e.g.
Theorem 2.1 [2].) Hence

\[
(3.3) \quad g_t(z) = \frac{1 - \sigma t}{2(1 + \alpha \beta)(t + \tau)(1 + \sigma t)} \left( (1 - \sigma t)z - (\alpha + \sigma\beta)t - \beta - \alpha \tau \right)
\]

\[
\pm \sqrt{(1 - \sigma t)z - (\alpha + \sigma\beta)t - \beta - \alpha \tau}^2 - 4(1 + \alpha \beta)(t + \tau)(1 + \sigma t).
\]

By the square root in (3.3), we understand

\[
\sqrt{az - b - 2\sqrt{c}} \cdot \sqrt{az - b + 2\sqrt{c}} = a \sqrt{z - \frac{b + 2\sqrt{c}}{a}} \cdot \sqrt{z - \frac{b - 2\sqrt{c}}{a}}
\]

where \( a = 1 - \sigma t > 0, b = (\alpha + \sigma\beta)t + \beta + \alpha \tau \in \mathbb{R}, c = (1 + \alpha \beta)(t + \tau)(1 + \sigma t) > 0 \),
the mappings \( z \mapsto \sqrt{z - (b \pm 2\sqrt{c})/a} \) are analytic on \( \mathbb{C} \setminus \{ (b \pm 2\sqrt{c})/a - t : t > 0 \} \),
and take positive values for \( \mathbb{R} \ni z > (b + 2\sqrt{c})/a \) (so they are the principal branches
of the square root, composed with linear transformations \( z \mapsto z - (b \pm 2\sqrt{c})/a \)).
Hence, by (3.1), one has to choose the " - " sign in the " ± " in (3.3).
Now, after inserting (3.3) into (3.2), a calculation that uses (1.8) gives

\[
G_t(z) = \frac{\tau z + \theta t}{\tau z^2 + \theta t z + t^2} + \frac{t[(1 + \sigma t + 2\sigma t)z + t\eta - \theta]}{2(\sigma z^2 + \eta z + 1)(\tau z^2 + \theta t z + t^2)} - \frac{t\sqrt{[(1 - \sigma t)z - (\alpha + \sigma \beta)t - \beta - \alpha \tau]^2 - 4(1 + \sigma t)(t + \tau)(1 + \alpha \beta)}}{2(\sigma z^2 + \eta z + 1)(\tau z^2 + \theta t z + t^2)}.
\]

Stieltjes–Perron inversion formula (see e.g. [2, Theorem 2.5 and Section 2.3]) states that a finite Borel measure \(\nu\) with the Cauchy–Stieltjes transform \(G\) is absolutely continuous with respect to Lebesgue measure on the set

\[A = \{ x : \lim_{\varepsilon \downarrow 0} G(x + i\varepsilon) = \Phi(x)\},\]

a finite number with \(\text{Im} \Phi(x) \neq 0\). The atoms can only be located at simple poles of \(G\) (see [2]). A very useful result (see [11], Chapter XIII.6) states that if \(B = \{ x : \lim_{\varepsilon \downarrow 0} G(x + i\varepsilon) = \infty\}\), then \(\nu(\mathbb{R} \setminus (A \cup B)) = 0\) and \(\nu\) restricted to \(B\) is singular relative to Lebesgue measure. Therefore we see that the absolutely continuous part of \(\pi_t\) is concentrated on the interval \([a_-(t), a_+(t)]\) with

\[a_\pm(t) = \frac{(\alpha + \sigma \beta)t + \beta + \tau \alpha \pm 2\sqrt{(1 + \sigma t)(t + \tau)(1 + \alpha \beta)}}{1 - \sigma \tau},\]

the atoms can be located at (at most) four points being zeros of the polynomial \((\sigma z^2 + \eta z + 1)(\tau z^2 + \theta t z + t^2)\):

\[b_\pm = \frac{-\eta \pm \sqrt{\eta^2 - 4\sigma}}{2\sigma}, \quad c_\pm(t) = \frac{-t \pm \sqrt{t^2 - 4\tau}}{2\tau},\]

and \(\pi_t\) does not have continuous singular part.

Hence we will have established the lemma if we prove the following claims.

**Claim 3.2.** The continuous part of \(\pi_t\) does not assign any probability to the interval \([b_-, b_+]\).

**Proof.** It suffices to check that \(a_-(t) \geq b_+\) for \(t > 0\). It is easy to see that

\[a''_-(t) = \frac{(1 - \sigma t)\sqrt{1 + \alpha \beta}}{2(1 + \sigma t)^{3/2}(t + \tau)^{3/2}} > 0.\]

Note that \(\alpha - \sigma \beta = \eta\) so

\[t_* = \frac{(\alpha + \sigma \beta)(1 - \sigma t)}{2\sigma \sqrt{(\alpha - \sigma \beta)^2 - 4\sigma}} - \frac{1 + \sigma \tau}{2\sigma}\]

is well defined. The following bound shows that \(t_*\) is in the domain of \(a_-(t)\):

\[(1 + \sigma t_*)(t_* + \tau) = \frac{(1 - \sigma t)^2(1 + \alpha \beta)}{\eta^2 - 4\sigma} > 0.\]

Since \(a''_-(t_* = 0,\) and \(a_\) is convex, this is a global minimum of \(a_-\). It follows that \(a_-(t) \geq a_-(t_*)\) for \(t > 0\). Since \(a_-(t_*) = b_+\), the proof is complete. \(\square\)

**Claim 3.3.** The discrete part of \(\pi_t\) does not assign any probability to the interval \([b_-, b_+]\).
Proof. If \( \eta \theta < 0 \) then the points \( b_\pm \) and \( c_\pm(t) \) are separated by the interval

\((a_-(t), a_+(t))\), so \( c_\pm(t) \notin (b_-, b_+) \) for all \( t > 0 \).

Suppose then that \( \eta \) and \( \theta \) are of the same sign. Since by \((1.8)\)

\[
0 < \alpha + \sigma \beta = \frac{\eta(1 + \sigma \tau) + 2\sigma \theta}{1 - \sigma \tau},
\]

it follows that \( \eta > 0 \) and \( \theta > 0 \). The weights \( p_\pm(t) \) of the points \( c_\pm(t) \) are given by the residues of the Cauchy-Stieltjes transform \( G_t \) at the points \( c_\pm(t) \) (see \([2]\)).

A lengthy calculation reveals that

\[
p_-(t) = \frac{2\tau \left( -t \left[ 2\eta \tau + (1 + \sigma \tau)(\theta - \sqrt{\theta^2 - 4\tau}) \right] + 2\tau \sqrt{\theta^2 - 4\tau} \right)}{\sigma \sqrt{\theta^2 - 4\tau} (\theta - \sqrt{\theta^2 - 4\tau})^2 \left( t - \frac{\theta - \sqrt{\theta^2 - 4\tau}}{\eta - \sqrt{\eta^2 - 4\sigma}} \right) \left( t - \frac{\theta + \sqrt{\theta^2 - 4\tau}}{\eta + \sqrt{\eta^2 - 4\sigma}} \right)},
\]

\[
p_+(t) = \frac{-2\tau \left( \left[ 2\eta \tau + (1 + \sigma \tau)(\theta + \sqrt{\theta^2 - 4\tau}) \right] - 2\tau \sqrt{\theta^2 - 4\tau} \right)}{\sigma \sqrt{\theta^2 - 4\tau} (\theta + \sqrt{\theta^2 - 4\tau})^2 \left( t - \frac{\theta - \sqrt{\theta^2 - 4\tau}}{\eta + \sqrt{\eta^2 - 4\sigma}} \right) \left( t - \frac{\theta + \sqrt{\theta^2 - 4\tau}}{\eta - \sqrt{\eta^2 - 4\sigma}} \right)},
\]

where \((a)_+ = (a + |a|)/2\). Clearly \( p_+(t) = 0 \), and \( p_-(t) > 0 \) only on the finite interval

\[
0 \leq t < \frac{2\tau \sqrt{\theta^2 - 4\tau}}{(\theta - \sqrt{\theta^2 - 4\tau})(1 + \sigma \tau) + 2\eta \tau};
\]

in particular,

\[
\frac{2\tau \sqrt{\theta^2 - 4\tau}}{(\theta - \sqrt{\theta^2 - 4\tau})(1 + \sigma \tau) + 2\eta \tau} < \frac{\theta + \sqrt{\theta^2 - 4\tau}}{\eta + \sqrt{\eta^2 - 4\sigma}}.
\]

Since \( c_- \) evaluated at the right hand side of the above inequality is equal to \( b_+ \), we get that the support of the discrete measure \( p_-(t)\delta_{c_-}(t) \) stays above the level \( b_+ \) for all \( t \geq 0 \).

The proof of Lemma \(3.3\) is complete.

In the next lemma we briefly describe the extreme case of \( \tau = 0 \).

Lemma 3.4. The assertion of Lemma \(3.1\) holds when \( \eta^2 > 4\sigma > 0 \), \( \tau = 0 \), \( \theta^2 > 0 \), and \( \alpha + \sigma \beta > 0 \).

Proof. The proof of Claim \(3.2\) carries over to the case \( \tau = 0 \) without any changes. Next we consider the atomic part of the measure. Instead of two lines \( c_\pm \), we have one

\[
c(t) = -\frac{t}{\theta}
\]

to take care of when examining the discrete part of \( \pi_t \). Since \( \eta^2 > 0 \) and \( \theta^2 > 0 \), as in the proof of Claim \(3.3\) it suffices to consider the case of \( \eta > 0 \) and \( \theta > 0 \). The residue of \( G_t \) at \( c(t) \) is

\[
p(t) = \frac{\left( -t \left[ t(1 + \eta \theta) - \theta^2 \right] \right)_+}{2\sigma \theta^2 t \left( t/\theta + b_- \right) \left( t/\theta + b_+ \right)}.
\]
It follows that \( p(t) > 0 \) for
\[
0 \leq t < \frac{\theta^2}{1 + \eta \theta},
\]
in particular
\[
\frac{\theta^2}{1 + \eta \theta} < -\theta b_+,
\]
so the support of the discrete measure \( p(t) \delta_c(t) \) stays above the level \( b_+ \) for all \( t \geq 0 \).

4. Generating functions and connection coefficients

Our next task is to establish an algebraic relation between the polynomials \((p_n)_n\) and \((Q_n)_n\). In our setting, the relation takes the same form as in [4, Proposition 2.2]; a more complicated example occurs in [4, Theorem 2.1].

**Proposition 4.1.** There exist polynomials \((b_k(x,s))_k\) and \((c_k(x,s))_k\) in variable \( x \) such that \( b_0(x,s) = 1 \) and
\[
Q_n(y; x, t, s) = c_n(x, s) + \sum_{k=1}^{n} b_{n-k}(x, s) p_k(y; t)
\]
and \((b_k)_k\) and \((c_k)_k\) do not depend on \( t \) and \( y \).

**Proof.** Let \( \hat{Q} \) denote the generating function of the polynomials \((Q_n)_n\), that is, let
\[
\hat{Q}(z, y, x, t, s) = \sum_{n=0}^{\infty} z^n Q_n(y; x, t, s).
\]
From (4.1) with \( y = 0 \) and \( t = 0 \) we see that we must have \( c_n(x, s) = Q_n(0; x, 0, s) \). Therefore, to prove the proposition, we need only to verify that the right hand side of
\[
\hat{b}(z, x, s) = \frac{\hat{Q}(z, y, x, t, s) - \hat{Q}(z, 0, x, 0, s)}{\hat{Q}(z, y, 0, t, 0) - 1}
\]
does not depend on variables \( y \) and \( t \). Then the series expansion
\[
\hat{b}(z, x, s) = \sum_{n=0}^{\infty} z^n b_n(x, s)
\]
defines the appropriate sequence \((b_n(x,s))_{n \geq 0}\).

To prove (4.2) we need an explicit formula for \( \hat{Q} \). Using the three step recurrence for \((Q_n)_n\), after a routine calculation one can verify that
\[
y \hat{Q} = y Q_0 + y z Q_1 + z^2 \frac{(t + \tau)(1 + \alpha \beta)}{(1 + \sigma s)(1 - \sigma \tau)} Q_1 + \frac{1 + \sigma t}{z} \left( \hat{Q} - Q_0 - z Q_1 - z^2 Q_2 \right) + \frac{(\alpha + \sigma \beta) t + \beta + \alpha \tau}{1 - \sigma \tau} \left( \hat{Q} - Q_0 - z Q_1 \right) + z \frac{(t + \tau)(1 + \alpha \beta)}{(1 - \sigma \tau)^2} \left( \hat{Q} - Q_0 - z Q_1 \right)
\]
(to save space, we dropped the arguments \((z, y, x, t, s)\) in \(\hat{Q}\) and \((y; x, t, s)\) in \(Q_n\)). From this equation, after an elementary, but lengthy algebra, we first obtain a formula for \(\hat{Q}\) as a rational function of \(z\), and then verify that \((4.2)\) holds true with

\[
\hat{b}(z, x, s) = \frac{1}{1 + \sigma s} \left( \frac{z^2 (1 + \alpha \beta) s + z (1 - \sigma \tau) [s (\alpha + \sigma \beta) - x (1 - \sigma \tau)] + \sigma s (1 - \sigma \tau)^2}{z^2 \tau (1 + \alpha \beta) + z (\beta + \alpha \tau) (1 - \sigma \tau) + (1 - \sigma \tau)^2} + 1 \right).
\]

Since \(\hat{b}(0, x, s) = 1\), we get \(b_0(x, s) = 1\), as claimed. \(\Box\)

5. Quadratic harness property

In [3] we developed an operator approach, related to Lie algebra techniques, to the verification of the quadratic harness property. It uses a representation of the process under investigation through an operator \(X_t = x + ty\), where \(x\) and \(y\) are some operators built from some compositions of the \(q\)-differentiation operator \(D_q\) and the multiplication operator \(Z\).

Here we show how to exploit this technique to prove the quadratic harness property of the Markov process with martingale polynomials given in Proposition 2.2.

Let

\[
(5.1) \quad Q^*_{t, s, u}(x, y) = A_{t, s, u} x^2 + B_{t, s, u} y x + C_{t, s, u} y^2 + D_{t, s, u} x + E_{t, s, u} y + F_{t, s, u}
\]

be the quadratic form in the non-commuting variables \(x, y\) (a dual of [13]). Define the generating function of the polynomials \((p_n)_n\) as

\[
\hat{p}_t(z, y) = \sum_{n=0}^{\infty} z^n p_n(y; t).
\]

In the free harness case, we are going to use the 0-differentiation operator \(D\), skipping the subscript, so

\[
D(g)(z) = \frac{g(z) - g(0)}{z} \quad \text{and} \quad Z(g)(z) = z g(z)
\]

(we treat them as the linear operators on formal series \(g(z)\) in the variable \(z\)).

**Proposition 5.1.** Let \(\gamma = -\sigma \tau\) and

\[
x = D + \beta Z D + \frac{\tau (1 + \alpha \beta)}{1 - \sigma \tau} z^2 D + \frac{\tau (\alpha + \sigma \beta)}{1 - \sigma \tau} z^2 D^2 + \frac{\sigma \tau^2 (1 + \alpha \beta)}{(1 - \sigma \tau)^2} z^3 D^2,
\]

\[
y = Z + \alpha Z D + \frac{\sigma (\beta + \sigma \tau)}{1 - \sigma \tau} z^2 D^2 + \frac{\alpha \beta + \sigma \tau}{1 - \sigma \tau} z^2 D + \frac{\sigma \tau (1 + \alpha \beta)}{(1 - \sigma \tau)^2} z^3 D^2
\]

The operator \(X_t = x + ty\) satisfies

\[
(5.2) \quad X^*_t \equiv Q^*_{t, s, u}(X_s, X_u) \quad \forall \ s < t < u,
\]

with the quadratic form given by \((5.1)\) and \((1.3)\). Moreover,

\[
(5.3) \quad y \hat{p}_t(z, y) = (X_t \hat{p}_t)(z, y).
\]

**Proof.** A long but straightforward calculation shows that \(x\) and \(y\) satisfy the dual version of the \(q\)-commutation equation

\[
(5.4) \quad [x, y]_\gamma = \sigma x^2 + \tau y^2 + \eta x + \theta y + 1.
\]
By \cite[Proposition 4.9]{3}, (5.2) holds. The algebraic identity (5.3) follows from the three step recurrences for the polynomials \((p_n)_n\) given in Proposition 2.2 by another routine calculation.

**Proposition 5.2.** If \((X_t)_t\) is a Markov process such that the random variables \(X_t\) have moments of all orders and \((p_n)_n\) are orthogonal martingale polynomials of the process \((X_t)_t\), then \((X_t)_t\) is a quadratic harness with \(\gamma = -\sigma \tau\).

**Proof.** Condition (1.1) holds true. Indeed,
\[
E[X_t] = E[p_1(X_t; t)p_0(X_t; t)] = 0.
\]
For \(s < t\), by the martingale property (2.1) and the first recurrence in Proposition 2.2 we get
\[
E[X_sX_t] = E[X_sE[p_1(X_t; t)|F_s]] = E[X_s p_1(X_s; s)] =
\]
\[
E[(1 + \sigma s)p_2(X_s; s) + (\alpha s + \beta)p_1(X_s; s) + sp_0(X_s; s)] = s.
\]
An efficient way to verify (1.4) and (1.2) is to use (5.3) to represent the process through the operator \(X_t\) from Proposition 5.1 as
\[
X_t\hat{p}_t(z, X_t) = X_t(\hat{p}_t(z, X_t)).
\]
This, together with the martingale polynomial property, which for the generating function \(\hat{p}_t\) implies
\[
E[\hat{p}_t(\xi, X_t)|X_s] = \hat{p}_s(\xi, X_s),
\]
gives for \(s \leq t \leq u\)
\[
E(\hat{p}_s(\zeta, X_s)X_t\hat{p}_u(\xi, X_u)) = E(\hat{p}_s(\zeta, X_s)X_t\hat{p}_t(\xi, X_t)) =
\]
\[
X_tE(\hat{p}_s(\zeta, X_s)\hat{p}_s(\xi, X_s)) = X_t G_s(\zeta, \xi),
\]
where
\[
G_s(\zeta, \xi) = \sum_{n=0}^{\infty} (\zeta\xi)^n E(p_n(X_s; s))^2,
\]
and \(X_t\) acts on \(G_s(\zeta, \xi)\) as on a series in variable \(\xi\). Thus we arrive at the equivalence of
\[
E(\hat{p}_s(\zeta, X_s)X_t\hat{p}_u(\xi, X_u)) = a_{t,s,u}E(\hat{p}_s(\zeta, X_s)X_u\hat{p}_u(\xi, X_u))
\]
\[
+ b_{t,s,u}E(\hat{p}_s(\zeta, X_s)X_u\hat{p}_u(\xi, X_u))
\]
and
\[
X_tG_s(\zeta, \xi) = a_{t,s,u}X_uG_s(\zeta, \xi) + b_{t,s,u}X_uG_s(\zeta, \xi).
\]
The latter (and so (5.3)) follows from the operator identity \(X_t = a_{t,s,u}X_s + b_{t,s,u}X_u\), which is a trivial consequence of the representation \(X_t = x + ty\), \(t > 0\).

Now (5.3) means that
\[
E(p_n(X_s; s)X_t p_m(X_u; u)) = a_{t,s,u}E(p_n(X_s; s)X_u p_m(X_u; u)) + b_{t,s,u}E(p_n(X_s; s)X_u p_m(X_u; u))
\]
for all \(m, n \geq 0\). Since the random variables \(X_t\) are bounded, polynomials are dense in \(L^2(X_s, X_u)\) (see [8], Theorem 3.1.18). Thus by the fact that \((X_t)_t\) is Markov, (1.4) follows from (5.3).
The proof of (1.2) is similar, since (1.2) is equivalent to
\[
\begin{align*}
\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s^2\bar{p}_u(\xi, X_u)) &= A_{t,s,u}\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s^2\bar{p}_u(\xi, X_u)) \\
&+ B_{t,s,u}\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s\bar{p}_u(\xi, X_u)) + C_{t,s,u}\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_u^2\bar{p}_u(\xi, X_u)) \\
&+ D_{t,s,u}\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s\bar{p}_u(\xi, X_u)) + E_{t,s,u}\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_u\bar{p}_u(\xi, X_u)) \\
&+ F_{t,s,u}\mathbb{E}_t(\bar{p}_s(\zeta, X_s)\bar{p}_s(\xi, X_u)).
\end{align*}
\]
Observe that if \(s \leq u\) then
\[
\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s\bar{p}_u(\xi, X_u)) = \mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s\bar{p}_u(\xi, X_u)) = X_u\mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s\bar{p}_u(\xi, X_u)) = X_uX_sG_s(\zeta, \xi).
\]
Similarly, \(X_u^2G_s(\zeta, \xi) = \mathbb{E}_t(\bar{p}_s(\zeta, X_s)X_s^2\bar{p}_u(\xi, X_u))\) for \(v \in [s, u]\). This and (5.6) show that (5.7) follows from the operator identity (5.2) applied to \(G_s(\zeta, \xi)\) treated as a formal power series in variable \(\xi\), proving (1.2).

\[
\square
\]

6. CONSTRUCTION AND UNIQUENESS

Now we are in a position to prove the main result of this paper.

**Proof of Theorem 1.1.** We first note that since the time inversion \((tX_{1/2})_t\) of the quadratic harness \((X_t)_t\) is still a quadratic harness with parameters \(\eta, \sigma\) replaced by \(\theta, \tau\) (see Remark 2.1 in [2]), it does not matter whether we construct \((X_t)_t\) or its time inversion \((tX_{1/2})_t\). Secondly, we note that if \(\eta^2 > 4\sigma > 0\) and \(\theta^2 > 4\tau > 0\) then it is impossible to have simultaneously \(\alpha + \sigma \beta = 0\) and \(\beta + \alpha \tau = 0\) (recall (1.8)). So passing to time inversion if necessary, we may assume that \(\alpha + \sigma \beta \neq 0\), and passing to \((-X_t)\) if necessary, we may assume, \(\alpha + \sigma \beta > 0\). Similarly, observe that if \(\sigma > 0\), \(\tau = 0\) and \(\eta^2 > 4\sigma\) then \(\alpha + \sigma \beta \neq 0\). Indeed, if \(\sigma = 0\) and \(\alpha + \sigma \beta = 0\) then \(\eta = -2\alpha \theta\); \(\eta^2 > 4\sigma\) implies \(\sigma \theta^2 > 1\) while \(1 + \alpha \beta > 0\) implies \(\sigma \theta^2 < 1\) - a contradiction. Hence we may assume \(\alpha + \sigma \beta > 0\) as before. Therefore, without loss of generality, we will consider the following list of constraints for the parameters for which we want to construct the quadratic harness:

- Case 1: \(\sigma, \tau > 0\) and \(\eta^2 \leq 4\sigma\),
- Case 2: \(\sigma, \tau > 0\) and \(\eta^2 > 4\sigma, \theta^2 > 4\tau\), and \(\alpha + \sigma \beta > 0\),
- Case 3: \(\sigma > 0, \tau = 0, \eta^2 \leq 4\sigma\),
- Case 4: \(\sigma > 0, \tau = 0, \eta^2 > 4\sigma\), and \(\alpha + \sigma \beta > 0\),
- Case 5: \(\sigma > 0, \tau = \theta = 0\),
- Case 6: \(\sigma = \tau = 0\).

We omit Cases 5 and 6, as the full construction of the quadratic harness with \(\sigma = \tau = 0\) appeared in [6] and the case \(\tau = \theta = 0\) is the time-inversion of [5, Theorem 4.3]. In the remaining cases, we will use polynomials \(p_n(x, y; t)\) from Proposition 2.2 to determine measures \(\pi_t\) which will be the univariate laws of \((X_t)\). The orthogonality measures \(P_s(x, dy)\) of the polynomials \((Q_n)\) from Proposition 2.1 will be the transition probabilities of \((X_t)\), i.e. the conditional laws \(L(X_t|X_s = x)\). We will verify that these probabilities satisfy the Chapman–Kolmogorov equation, so that \((X_t)_t\) is indeed a well defined Markov process.

It is clear that the coefficients at \(Q_1\) in (2.10) and \(Q_{n-1}\) at (2.11) are nonnegative. So by Favard’s theorem, in order to define probability measure \(P_s(x, dy)\), we only
Therefore \( P \) is nonnegative for \( x \) from the support of the measure \( \pi_s \).

The coefficient at \( Q_0 \) is obviously nonnegative in Cases 1 and 3, as \( \eta^2 \leq 4\sigma \). By Lemma 3.1, the coefficient at \( Q_0 \) in (2.9) is nonnegative in Case 2. By Lemma 3.4, the coefficient at \( Q_0 \) in (2.9) is nonnegative in Case 4.

Thus, in each case, the polynomials \( (Q_n(x, t, s))_n \) determine the probability measures \( P_{s,t}(x, dy) \) for all \( x \in \text{supp} \pi_s \). Observe that both families of measures \((\pi_t)_t\) and \((P_{s,t}(x, dy))_{s,t,x}\) are compactly supported and uniquely determined, as the coefficients of the three step recurrences (2.9)-(2.11) are bounded in \( n \).

We now verify that the probability measures \((P_{s,t}(x, dy))\) are the transition probabilities of a Markov process. To do so, notice that (6.3) for \( n \geq 1 \) implies

\[
Q_n(y; t, s) = \sum_{k} b_{n-k}(s, x) [p_k(y; t) - p_k(x; s)] \quad \forall \ x, y \in \mathbb{R}.
\]

(Observe that \( Q_n(x, s, s) = 0 \) as a consequence of (2.9)-(2.11).) Since \( b_0 \equiv 1 \) and \( p_0 \equiv 1 \), a recursive use of (6.1) yields

\[
\int_{\mathbb{R}} p_n(y; t) P_{s,t}(x, dy) = p_n(x; s) \quad \forall \ x \in \text{supp} \pi_s.
\]

Let

\[
U = \begin{cases} 
\mathbb{R} \setminus \left( -\eta + \frac{\eta^2 - 4\sigma}{2\sigma}, -\eta - \frac{\eta^2 - 4\sigma}{2\sigma} \right), & \text{when } \sigma > 0, \\
\mathbb{R} \setminus (\eta^{-1}, \infty), & \text{when } \sigma = 0 \text{ and } \eta < 0, \\
\mathbb{R} \setminus (-\infty, \eta^{-1}), & \text{when } \sigma = 0 \text{ and } \eta > 0, \\
\mathbb{R}, & \text{when } \sigma = 0 = \eta.
\end{cases}
\]

We proceed to show that for \( 0 \leq s < t < u \) and for a set of \( x \) of \( \pi_s \)-measure one

\[
P_{s,u}(x, \cdot) = \int_{U} P_{t,u}(y, \cdot) P_{s,t}(x, dy).
\]

First, consider the special case \( s = 0 \) of (6.3), which we state equivalently as

\[
\pi_u(\cdot) = \int_{U} P_{t,u}(y, \cdot) \pi_t(dy).
\]

Define \( \nu(A) = \int_{A} P_{t,u}(y, A) \pi_t(dy) \). To prove that \( \nu(dz) = \pi_u(dx) \), we only need to show that the polynomials \( Q_n(z; 0, 0) = p_n(z; u) \) are orthogonal with respect to \( \nu(dz) \). Since the argument is analogous to the one developed in the general case below, we omit it.

From the fact that (6.3) holds for \( s = 0 \), we deduce that

\[
P_{s,t}(x, U) = 1 \quad \forall \ x \in \text{supp} \pi_s.
\]

Indeed, observe first that since the coefficients in the three step recurrences (2.9)-(2.11) depend continuously on \( x \), the same is true for the Cauchy–Stieltjes transforms of measures \( P_{s,t}(x, dy) \), which take form (6.4) with parameters that depend on \( s, x \), see (2.8). So \( U \ni x \mapsto P_{s,t}(x, U) \) is a continuous function. Then, Lemma 3.1 and (6.4) imply that

\[
1 = \pi_t(U) = \int_{\mathbb{R}} P_{s,t}(x, U) \pi_s(dx).
\]

Therefore \( P_{s,t}(x, U) = 1 \) on a set of \( x \) of \( \pi_s \)-probability one. By continuity of \( P_{s,t}(x, U) \) in \( x \), the conclusion follows for all \( x \in \text{supp} \pi_s \).
We now prove that (6.3) holds in general. Fix \( s > 0 \) and \( x \in \text{supp} \pi_s \), and let 
\[
\nu(\cdot) = \int_U P_{t,x}(y, \cdot) P_{s,t}(x, dy).
\]
We will show that \( \nu(dz) = P_{s,u}(x, dz) \) by checking that the polynomials \( (Q_n(z; x, u, s))_n \) are orthogonal with respect to \( \nu(dz) \). Since \( \nu \) is a probability measure and \( (Q_n)_n \) satisfy a three step recurrence with bounded coefficients, to verify that \( \nu(dz) \) coincides with \( P_{s,t}(x, dz) \), it suffices to prove that \( \nu(dz) \) integrates \( Q_n(z; x, u, s) \) to zero when \( n \geq 1 \). Using consecutively (6.1), (6.2), (6.3), again (6.1), and the fact that \( \int_R Q_n(y; x, t, s) P_{s,t}(x, dy) = 0 \) for \( n \geq 1 \), we get
\[
\int_R Q_n(z; x, u, s) \nu(dz)
= \int_U \sum_{k=1}^n b_{n-k}(x, s) \int_U [p_k(z; u) - p_k(x; s)] P_{t,u}(y, dz) P_{s,t}(x, dy)
= \sum_{k=1}^n b_{n-k}(x, s) \int_U [p_k(y; t) - p_k(x; s)] P_{s,t}(x, dy)
= \sum_{k=1}^n b_{n-k}(x, s) \int_R [p_k(y; t) - p_k(x; s)] P_{s,t}(x, dy)
= \int_R Q_n(y; x, t, s) P_{s,t}(x, dy) = 0.
\]
Thus (6.3) holds and \( P_{s,t}(x, dy) \) are transition probabilities of a Markov process \( (X_t)_t \) on state space \( U \). Since \( p_n(y; t) = Q_n(y; 0, t, 0) \) it follows from the construction that for fixed \( t > 0 \) polynomials \( (p_n(y; t))_n \) are orthogonal with respect to \( \pi_t(dy) = P_{0,t}(0, dy) \); their martingale polynomial property follows from (6.2).

Proposition 5.2 implies that \( (X_t)_t \) is a quadratic harness with parameters \( \eta, \theta, \sigma, \tau \) and \( \gamma \), with \( \gamma = -\sigma \tau \).

Uniqueness of the process \( (X_t)_t \) follows from the fact that orthogonal martingale polynomials \( (p_n)_n \) determine uniquely the joint moments of the process. Recall that the measures \( \pi_t \) are compactly supported, so the joint moments determine the finite dimensional distributions of the process uniquely. \( \square \)
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