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Abstract—We consider continuous-time dynamics for distributed optimization with set constraints in the paper. To handle the computational complexity of projection-based dynamics due to solving a general quadratic optimization subproblem with projection, we propose a distributed projection-free dynamics by employing the Frank-Wolfe method, also known as the conditional gradient algorithm. The process searches a feasible descent direction by solving an alternative linear optimization instead of a quadratic one. To make the approach applicable over weight-balanced digraphs, we design a dynamics for the consensus of local decision variables and another dynamics of auxiliary variables to track the global gradient. Then we prove the convergence of the dynamical systems to the optimal solution, and provide detailed numerical comparisons with both projection-based dynamics and other distributed projection-free algorithms. Also, we derive the distributed discrete-time scheme following the instructive ideas of the proposed dynamics and provide its accordingly convergence rate.
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I. INTRODUCTION

Distributed optimization and its applications have attracted a large amount of research attention in the past decade. Under multi-agent frameworks, the global objective function consists of agents’ local objective functions, and each agent shares limited amounts of information with neighbors through the networks to achieve an optimal solution. Both discrete-time algorithms [1]–[4] and continuous-time algorithms [5]–[10] are extensively developed for solving distributed problems.

Among continuous-time algorithms, projection-based dynamics have been widely adopted to solve distributed optimization with constraints, on the basis of the well-developed theory in nonlinear optimization [11], [12]. Various projection-based dynamics have been designed with techniques in dynamical systems and control theory. For example, [6] proposed a proportional-integral protocol to solve distributed constrained optimization, while [7] proposed distributed dynamics where the projection maps are with respect to tangent cones. However, projection-based design implies that agents will encounter a quadratic subproblem when a variable needs to find its nearest point to a set. When the constraints are expressed as complex structures, the computational cost of quadratic subproblems discourages agents from employing projection-based approaches, particularly for high-dimensional constraints.

Meanwhile, though the primal-dual method is another common tool for distributed constrained optimization [9], [13]–[16], the attendant difficulties and challenges actually occur in the high dimension of the algorithm, since the dimension of dual dynamics is as high as the dimension of the constraints. This brings extra burden in local storage, algorithm iteration and distributed communication. Furthermore, practical constraints are usually equipped with sparsity, that is, we may spend huge calculation resources to iterate the additional dual dynamics. Nowadays, considering the optimization with large-scale data or constraints, such as sparse PCA, structural SVM, and matrix completion, researchers are eagerly seeking efficient and specific tools for optimization with high-dimensional constraints, rather than the common approaches like projection-based or primal-dual algorithms.

Fortunately, the well-known Frank-Wolfe (FW) method [17], also known as the conditional gradient, provides us with a helpful idea. Briefly speaking, the FW method uses a linearized function to approximate the objective function and derives a feasible descent direction by solving optimization with a linear objective. Thanks to the linear programming toolbox, the feasible descent direction can be efficiently computed when the constraints are high-dimensional polyhedrons, which can usually be used as an approximation for general convex sets [18]. Then, this process avoids general projection operations and solving corresponding quadratic subproblems in algorithm iterations. In fact, the FW method is suitable for various sparse optimization with atomic constraints [19], among which the linear constraint is the most comprehensible one. Though proposed early in 1956 [17], the FW method has regained lots of attention in recent years due to its computational advantage for optimization with large-scale sparse constraints, which covers wide applications such as image process in machine learning and data analysis in bioinformation [20]–[23]. Also, there have been massive investigations on the FW method afterward, such as rate analysis over strongly convex sets in [24], online learning over networks in [25], and quantized FW for lower communication in [26].

Motivated by the above, we aim to design a projection-free
dynamics based on the FW method for solving distributed constrained optimization in this paper. Agents have their own local objective functions and need to achieve the optimal solution via communicating with neighbors over networks. The main contributions are as follows.

Contributions

Inspired by the historical literature \[27\], we design a novel FW-based distributed dynamics for agents to solve the constrained optimization. Compared to the dynamics in \[6, 7\], a feasible descent direction is derived by solving optimization with a linear objective. Hence, the dynamics avoids solving complicated quadratic subproblems due to projection operations on set constraints, which actually leads to a projection-free dynamics. Our distributed projection-free dynamics accordingly induces a novel discrete-time format, where averaging consensus is employed both to ensure the consensus of local decision variables and to help auxiliary variables track the global gradient. This differs from the mechanism in the decentralized discrete-time FW algorithm of \[23\]. Hence, we develop a novel convergence analysis with the Lyapunov theory and comparison theorems, and provide the analysis on the convergence rate. Moreover, compared with the projected dynamics given in \[6, 7\] and the discrete-time FW algorithm in \[28\], the distributed projection-free dynamics is applied over the communication networks described by weight-balanced digraphs.

Paper Organization

The organization of this paper is given as follows. Section \[II\] formulates the distributed constrained optimization with basic assumptions, and presents a projection-free algorithm with the corresponding discretization. Then Section \[III\] reports the main results, including the consensus of decision variables, global gradient tracking and convergence of the continuous-time algorithm, as well as the convergence rate of the induced discrete scheme. Finally, Section \[IV\] provides numerical examples with a comparison to the existing algorithms, while Section \[V\] provides some concluding remarks and discussions on future work.

Notations

Here we give some necessary notations in this paper. Denote \(\mathbb{R}^n\) (\(\mathbb{R}^{m \times n}\)) as the set of \(n\)-dimensional (\(m\)-by-\(n\)) real column vectors (real matrices), \(1_n\) (or \(0_n\)) as the \(n\)-dimensional column vectors with all elements of one (or zero), and \(\text{col}\{x_1,\ldots,x_n\} = (x_1^T,\ldots,x_n^T)^T\). Let \(A \otimes B\) as the Kronecker product of matrices \(A\) and \(B\). In addition, take \(\|\cdot\|\) as the Euclidean norm of vectors, and \(\|\cdot\|_F\) as the Frobenius norm of real matrices defined by \(\|Q\|_F = \sqrt{\text{tr}(Q^TQ)}\).

II. DISTRIBUTED PROJECTION-FREE DYNAMICS

In this section, we formulate the constrained distributed optimization, and then propose the distributed projection-free dynamics, as well as a discrete scheme derived from the continuous-time algorithm.

A. Problem Formulation

Consider \(N\) agents indexed by \(\mathcal{V} = \{1, 2, \ldots, N\}\). For agent \(i \in \mathcal{V}\), there is a local cost function \(f_i : \mathbb{R}^n \rightarrow \mathbb{R}\) on the feasible set \(\Omega \subseteq \mathbb{R}^n\). The global cost function is

\[
F(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x).
\]

All agents aim to solve the constrained optimization:

\[
\min_{x \in \mathbb{R}^n} F(x) \quad \text{s.t.}, \quad x \in \Omega. \tag{1}
\]

In a multi-agent network, the \(i\)-th agent controls a local decision variable \(x_i \in \Omega\) to search the optimal \(x^* \in \arg\min \ F(x) \) s.t., \(x \in \Omega\). Also, the information of local cost functions are regarded as private knowledge. The agents communicate with their neighbors through a network described by a digraph \(\mathcal{G}(\mathcal{V}, \mathcal{E})\), where \(\mathcal{V}\) is the set of nodes (regarded as agents here) and \(\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}\) is the set of edges. \(A = [a_{ij}] \in \mathbb{R}^{N \times N}\) is the adjacency matrix subject to \(a_{ij} \geq 0\) if and only if \((i, j) \in \mathcal{E}\), which means that agent \(j\) can send information to agent \(i\), and \(a_{ij} = 0\), otherwise. The Laplacian matrix \(L = D - A\), where \(D \in \mathbb{R}^{N \times N}\) is diagonal with \(D_{ii} = \sum_{j=1}^{N} a_{ij}\), for any \(i \in \mathcal{V}\). A digraph \(\mathcal{G}\) is strongly connected if there exists at least one directed path between any pair of vertices, and \(\mathcal{G}\) is weight-balanced if \(\sum_{j=1}^{N} a_{ij} = \sum_{j=1}^{N} a_{ji}\) for \(i \in \mathcal{V}\).

In addition, the gradient of a differentiable function \(f\) is \(\kappa\)-Lipschitz on convex set \(C \subseteq \mathbb{R}^n\) with a constant \(\kappa > 0\), if

\[
\|\nabla f(x) - \nabla f(y)\| \leq \kappa \|x - y\|, \quad \forall x, y \in C.
\]

Also, the above is equivalent to the following:

\[
f(x) - f(y) \leq (x - y)^T \nabla f(y) + \frac{\kappa}{2} \|x - y\|^2, \quad \forall x, y \in C.
\]

Then we consider solving distributed optimization \(\text{(1)}\) under the following assumptions.

Assumption 1:

- The feasible set \(\Omega\) is convex, compact and nonempty.
- For \(i \in \mathcal{V}\), \(f_i\) is convex and differentiable, and \(\nabla f_i\) is \(\kappa\)-Lipschitz on \(\Omega\).
- The digraph \(\mathcal{G}\) is strongly connected and weight-balanced.

The differentiable cost functions enable us to use the gradient information as in \[24, 25, 28\]. Additionally, the strongly connected and weight-balanced digraph, as a generalization of connected undirected graphs, was studied in other continuous-time distributed algorithms \[16, 29\].

B. Distributed Projection-free Dynamics

To solve the distributed optimization \(\text{(1)}\), we intend to explore a projection-free approach following the FW method. In fact, continuous-time algorithms provide evolved dynamics, which help reveal how each variable achieves the optimal solution with given directions. Also, the analysis techniques in modern calculus and nonlinear systems may lead to comprehensive results with mild assumptions in continuous-time schemes. Hence, we firstly propose a novel projection-free dynamics with the FW method in the following Algorithm.
Algorithm 1 Distributed Projection-free Dynamics for $i \in \mathcal{V}$

Initialization:
$x_i(0) \in \Omega$, $y_i(0) = 0_n$, $z_i(0) \in \mathbb{R}^n$, $v_i(0) \in \Omega$.

Flows renewal:
$\dot{x}_i(t) = \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t)) + \beta(t)(v_i(t) - x_i(t))$,
$v_i(t) \in \operatorname{arg min}_{v \in \Omega} z_i(t)^T v$,
$\dot{y}_i(t) = \sum_{j=1}^{N} a_{ij}(z_j(t) - z_i(t))$,
$z_i(t) = y_i(t) + \nabla f_i(x_i(t))$,
where $\beta(t)$ is a positive time-varying parameter satisfying
$$\lim_{t \to \infty} \beta(t) = 0, \quad \lim_{t \to \infty} \int_0^t \beta(\tau) \, d\tau = \infty.$$

Algorithm [7] is distributed since the dynamics of the $i$th agent is only influenced by local values of $x_i$, $y_i$, $z_i$, $v_i$ and $\nabla f_i(x_i)$. Specifically, the $i$th agent uses local decision variable $x_i$ to estimate the optimal solution $x^* \in \Omega$ and local optimal solution $v_i$ as a conditional gradient. Since each agent is merely capable to calculate its own gradient $\nabla f_i(x)$, rather than the global gradient $\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x)$, thus, $z_i$ serves as the variable that simultaneously operates two processes — one to compute agent $i$’s local gradient, the other is to achieve consensus with neighbors’ local gradients, in order to estimate the global gradient. In fact, the gradient tracking method in [30], [31] motivates our algorithm design. Although the time-varying $\beta(t)$ seems to be a global parameter, it is easy to determine its value for all agents, by merely selecting some general decreasing functions like $\beta(t) = 1/t$. That is analogous to other FW-based works dealing with parameters [25], [28].

C. Discretization

So far, we have devoted to proposing distributed projection-free dynamics to avoid solving complex subproblems owing to projections. Following these instructive ideas in designing the above distributed continuous-time Algorithm 1, we consider deriving its implementable discretization. We notice the decentralized discrete-time FW algorithm in [28]. To make a comparison, we present the discretization of Algorithm [7] by adopting the notations in [28] in the following. To remain consistent with [28], set the network $\mathcal{G}$ undirected and connected, and adjacency matrix $\mathcal{A}$ as symmetric and doubly stochastic. Let $0 < \delta < 1$ be a fixed step-size in discretization, and denote $v_i^k = \delta^k v_i$. Take the weighted average of agent $i$’s neighbors $\mathcal{N}_i$ in the network $\mathcal{G}$ by
$$\operatorname{Avg}_{j \in \mathcal{N}_i} \{x_j^k\} = (1 - \delta) x_i^k + \delta \sum_{j=1}^{N} a_{ij} x_j^k,$$
and similarly,
$$\operatorname{Avg}_{j \in \mathcal{N}_i} \{z_j^k\} = (1 - \delta) z_i^k + \delta \sum_{j=1}^{N} a_{ij} z_j^k.$$

Then, consider the ODE in Algorithm [7]
$$\dot{z}_i(t) = \sum_{j=1}^{N} a_{ij}(z_j(t) - z_i(t)) + \frac{d}{dt} \nabla f_i(x_i(t)).$$

The corresponding difference equation is
$$z_i^{k+1} = (1 - \delta) z_i^k + \delta \sum_{j=1}^{N} a_{ij} z_j^k + \nabla f_i(x_i^{k+1}) - \nabla f_i(x_i^k).$$

Therefore, the discretization of Algorithm [7] gives
$$\begin{cases} x_i^{k+1} = \operatorname{Avg}_{j \in \mathcal{N}_i} \{x_j^k\} + \eta^k (v_i^k - x_i^k), \\
\dot{z}_i^{k+1} = \operatorname{Avg}_{j \in \mathcal{N}_i} \{z_j^k\} + \nabla f_i(x_i^{k+1}) - \nabla f_i(x_i^k), \\
v_i^k \in \operatorname{arg min}_{v \in \Omega} v^T z_i^k. \end{cases} \tag{2}$$

For clarification, the discrete-time FW in [28] is given as
$$\begin{cases} x_i^{k+1} = \operatorname{Avg}_{j \in \mathcal{N}_i} \{x_j^k\} + \eta^k (v_i^k - \operatorname{Avg}_{j \in \mathcal{N}_i} \{x_j^k\}), \\
\dot{z}_i^{k+1} = \operatorname{Avg}_{j \in \mathcal{N}_i} \{\nabla f_i(\operatorname{Avg}_{j \in \mathcal{N}_i} \{x_j^k\})\}, \\
v_i^k \in \operatorname{arg min}_{v \in \Omega} v^T z_i^k. \end{cases} \tag{3}$$

The discretization above reveals that the major difference between [2] and [5] refers to the update protocol of $z_i^{k+1}$. In [2], agent $i$ uses both its neighbors’ gradient values and its own gradient renewal to track the global gradient. In [5], agent $i$ gathers the average value of neighbors’ decision variables to compute local gradient at first. Then agent $i$ makes again the neighbors’ average gradient value to estimate the global gradient. In other words, the consensus format in [5] requires agents to sequentially collect their neighbors’ decision variables $x_{j \in \mathcal{N}_i}$ and auxiliary variables $z_{j \in \mathcal{N}_i}$, which results in more communication burden and data storage. Consider that constructing a reliable communication link is time-consuming and energy-consuming in practice. Therefore, [2] overcomes this weak point by requiring agents to simultaneously collect the both variables. Since the mechanism of Algorithm [7] differs from what in [28], we need to explore new tools for analysis. In addition, we apply Algorithm [7] over weight-balanced digraphs as the generalization of undirected connected graphs in [28], which brings more technical challenges correspondingly.

III. CONVERGENCE ANALYSIS

In this section, we give the convergence analysis of both Algorithm [7] and its discretization [4].

A. Convergence of Algorithm [7]

For convenience of statements in the following, we first provide some compact notations here. Take
$$\Omega \triangleq \Omega \times \cdots \times \Omega,$$
$$x \triangleq \text{col}\{x_1, \ldots, x_N\},$$
\[ y \triangleq \text{col}\{y_1, \ldots, y_N\}, \]
\[ z \triangleq \text{col}\{z_1, \ldots, z_N\}, \]
and \( L = \mathcal{L} \otimes I_n \). Also, define the profile of gradients
\[ G(x) \triangleq \text{col}\{\nabla f_1(x_1), \ldots, \nabla f_N(x_N)\}. \]
Equivalently, Algorithm 2 can be expressed in the following compact form
\[
\begin{cases}
    \dot{x}(t) = -Lx(t) + \beta(t)(v(t) - x(t)), \\
    \dot{y}(t) = -Lz(t), \\
    \dot{z}(t) = y(t) + G(x(t)),
\end{cases}
\]
where \( v \triangleq \text{col}\{v_1, \ldots, v_N\} \) with
\[ v_i \in \arg \min_{v_i \in \Omega} z_i^Tv. \]
Hereupon, we can derive the following results for the convergence guarantees of Algorithm 2.

**Theorem 1:** Under Assumption [1] and with given initial condition \( x_i(0) \in \Omega \), \( y_i(0) = 0 \), \( z_i(0) \in \mathbb{R}^n \) and \( v_i(0) \in \Omega \),

i). all decision variables \( x_i \) achieve consensus, i.e.,
\[ \lim_{t \to \infty} (x_i(t) - x_j(t)) = 0, \quad \forall i, j \in V; \]

ii). all variables \( z_i \) asymptotically track the dynamical global gradient, i.e.,
\[ \lim_{t \to \infty} (z_i(t) - \frac{1}{N} \sum_{j=1}^{N} \nabla f_j(x_j(t))) = 0, \quad \forall i \in V; \]

iii). all decision variables \( x_i \), for \( i \in V \), converge to a consensual optimal solution to problem [1].

The following two lemmas are necessary for the analysis of Algorithm 2, whose proofs can be found in the appendix.

**Lemma 1:** Under Assumption [1], if \( x_i(0) \in \Omega \) for all \( i \in V \), then \( x_i(t) \in \Omega \) for all \( t > 0 \) and for all \( i \in V \).

**Lemma 2:** Given scalars \( \varepsilon(t) \geq 0, s(t) \geq 0, \) and \( \gamma(t) > 0 \), if \( \lim_{t \to \infty} \int_{0}^{t} \gamma(\tau)d\tau = \infty \), \( \lim_{t \to \infty} \varepsilon(t) = 0 \), and
\[ \dot{s}(t) \leq -\gamma(t)s(t) + \gamma(t)\varepsilon(t), \]
then \( \lim_{t \to \infty} s(t) = 0. \)

In this way, we give the proof of Theorem 1.

**Proof.**

i). It follows from Lemma 1 that \( x_i(t) \in \Omega \). Moreover, since \( v_i(t) \) is chosen from \( \Omega \), it implies that \( v_i(t) - x_i(t) \) is bounded. Because \( \beta(t) \to 0 \) as \( t \to \infty \), we have
\[ \beta(t)(v_i(t) - x_i(t)) \to 0_n, \quad \text{as} \quad t \to \infty. \]
Thus, the dynamics for decision variables in Algorithm 2 can be written as
\[ \dot{x}_i(t) = \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t)) + u_i(t), \]
where \( \lim_{t \to \infty} u_i(t) = 0 \). According to the existing results in [2], Section 4.3, all decision variables in (5) reach consensus, i.e.,
\[ \lim_{t \to \infty} (x_i(t) - x_j(t)) = 0, \quad \forall i, j \in V, \]
which yields the result.

ii). Set \( 1 = I_N \otimes I_n, \) and let us investigate
\[ W(t) = z(t) - \frac{1}{N} \hat{1}^TG(x(t)). \]
Considering the orthogonal decomposition in the subspace \( \ker(L) \) and its complementary space \( \ker(L)^\perp \), for \( t \geq 0, \) define
\[ W(t) = W_0(t) + W_\perp, \]
and
\[ z(t) = z_0(t) + z_\perp(t), \]
where
\[ W_0, z_0 \in \ker(L) = \text{span}\{I_N \otimes v : v \in \mathbb{R}^n\}, \]
and \( W_\perp, z_\perp \in \ker(L)^\perp \). Since \( \hat{1}^TG(x(t)) \in \ker(L) \), clearly, we further obtain that
\[ W_0(t) = z_0 - \frac{1}{N} \hat{1}^TG(x(t)), \]
and
\[ W_\perp(t) = z_\perp(t), \quad \forall t \geq 0. \]
Due to the weight-balanced digraph \( G \),
\[ \sum_{i=1}^{N} y_i(t) = \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(z_j(t) - z_i(t)) = 0_n, \quad \forall t \geq 0. \]
Together with the initial condition \( y_i(0) = 0_n \) for \( i \in V \), we can verify that
\[ \sum_{i=1}^{N} y_i(t) = 0_n. \]
Hence,
\[ \sum_{i=1}^{N} z_i(t) = \sum_{i=1}^{N} y_i(t) + \sum_{i=1}^{N} \nabla f_i(x_i(t)) = \sum_{i=1}^{N} \nabla f_i(x_i(t)), \]
or equivalently,
\[ \sum_{i=1}^{N} z_i(t) = \hat{1}^TG(x(t)). \]
It follows from \( z_0 \in \ker(L) \) that \( z_0(t) = z_\parallel(t) \). Therefore,
\[ W_0(t) = z_0 - \frac{1}{N} \hat{1}^TG(x(t)) = 0_{nN}, \]
which indicates that
\[ W(t) = W_\perp(t). \]
Furthermore, let us investigate the function
\[ J(t) = \frac{1}{2} \|W(t)\|^2, \]
and consider its derivative along Algorithm \([1]\) in the following.

\[
\dot{J}(t) = \left( z(t) - \frac{1}{N} \bar{1}^T G(x(t)) \right)^T \left( \dot{z}(t) - \frac{1}{N} \bar{1}^T \dot{G}(x(t)) \right) \\
= \left( - z(t) + \frac{1}{N} \bar{1}^T G(x(t)) \right)^T \dot{L} z(t) \\
+ \left( z(t) - \frac{1}{N} \bar{1}^T G(x(t)) \right)^T \left( I - \frac{1}{N} \bar{1} \bar{1}^T \right) \dot{G}(x(t)),
\]

where \( I = I_{nN} \). By Assumption \([7]\), the digraph is strongly connected and weight-balanced, which yields

\[
L^T \bar{1} = 0_{nN}.
\]

Hence,

\[
J(t) = -W(t)^T L W(t) + W(t)^T \left( I - \frac{1}{N} \bar{1} \bar{1}^T \right) \dot{G}(x(t)) \\
\leq -W(t)^T \left( \frac{1}{2} (L + L^T) \right) W(t) \\
+ \|W(t)\| \|I - \frac{1}{N} \bar{1} \bar{1}^T\|_{F} \|\dot{G}(x(t))\| \\
\leq -\lambda_2 \|W(t)\|^2 + \|W(t)\| \|I - \frac{1}{N} \bar{1} \bar{1}^T\|_{F} \|\dot{G}(x(t))\|,
\]

where \( \lambda_2 \) is the smallest positive eigenvalue of \( \frac{1}{2} (L + L^T) \), and the last inequality follows from the fact \( W(t) = W_1(t) \) and Rayleigh quotient theorem \([33]\) Page 234]. Moreover,

\[
\frac{d}{dt} \|W(t)\| = \frac{d}{dt} \sqrt{2J(t)} = \frac{\dot{J}(t)}{\|W(t)\|} \\
\leq -\lambda_2 \|W(t)\| + \|I - \frac{1}{N} \bar{1} \bar{1}^T\|_{F} \|\dot{G}(x(t))\|.
\]

It follows from Assumption \([7]\) that \( \nabla f_i \) is \( \kappa \)-Lipschitz on \( \Omega \), which leads to the \( \frac{1}{2} \) boundedness of \( \|\nabla G(x)\| \). Thus,

\[
\|\dot{G}(x(t))\| \leq \frac{\kappa}{2} \|\dot{x}(t)\| = \frac{\kappa}{2} \|L x(t) + \beta(t)(v(t) - x(t))\|.
\]

So far, since \( x_i(t) \) achieves consensus and \( \beta(t) \to 0 \) as \( t \to \infty \), we have

\[
\|L x(t) + \beta(t)(v(t) - x(t))\| \to 0, \quad \text{as} \quad t \to \infty,
\]

which indicates that

\[
\lim_{t \to \infty} \|\dot{G}(x(t))\| = 0.
\]

Recall the properties that \( \lambda_2 > 0 \) and \( \|I - \frac{1}{N} \bar{1} \bar{1}^T\|_{F} > 0 \). Therefore, we learn from Lemma \([2]\) that \([6]\) yields

\[
\lim_{t \to \infty} \|W(t)\| = 0,
\]

which implies that all variables \( z_i \) track the dynamical global gradient.

iii. Suppose that \( x^* \) is an optimal solution to problem \([1]\) and denote \( x^* = col\{x^{*1}, \ldots, x^{*n}\} \). Take

\[
\bar{x}(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t), \quad \bar{x} = col\{\bar{x}, \ldots, \bar{x}\}.
\]

Consider the following function

\[
V(t) = F(\bar{x}(t)) - F(x^*) \\
= \frac{1}{N} \sum_{i=1}^{N} f_i(\bar{x}(t)) - \frac{1}{N} \sum_{i=1}^{N} f_i(x^*).
\]

Clearly, \( V(t) \geq 0 \). Then we investigate its derivative.

\[
\dot{V}(t) = \frac{1}{N} \left( \sum_{i=1}^{N} \nabla f_i(\bar{x}(t)) \right)^T \dot{\bar{x}}(t) \\
= \frac{1}{N^2} \left( G^T(\bar{x}(t)) \bar{1} \right) \left( \dot{\bar{1}}^T \bar{x} \right)^T \\
= \frac{\beta(t)}{N^2} G^T(\bar{x}(t)) \bar{1} \bar{1}^T \left( -Lx(t) + \beta(t)(v(t) - x(t)) \right) \\
= \frac{\beta(t)}{N^2} G^T(\bar{x}(t)) \bar{1} \bar{1}^T \left( v(t) - x(t) \right),
\]

where the last equality holds since \( \bar{1}^T L = 0 \). Then,

\[
\dot{V}(t) = \frac{\beta(t)}{N^2} \left( G^T(\bar{x}(t)) \bar{1} \bar{1}^T - N z^T(t) \right) \left( v(t) - x(t) \right) \\
+ \frac{\beta(t)}{N^2} z^T(t) \left( v(t) - x(t) \right).
\]

Recall the derivation of \( v(t) \), or equivalently,

\[
v_i(t) = \arg \min_{v \in \Omega} z_i^T(t) v,
\]

which implies that

\[
z^T(t) v(t) \leq z^T(t) x', \quad \forall x' \in \Omega.
\]

On this basis, take \( x' = x^* \), and thus,

\[
\dot{V}(t) \leq \frac{\beta(t)}{N^2} \left( G^T(\bar{x}(t)) \bar{1} \bar{1}^T - N z^T(t) \right) \left( v(t) - x(t) \right) \\
+ \frac{\beta(t)}{N} z^T(t) \left( x^* - x(t) \right) \\
= \frac{\beta(t)}{N^2} \left( G^T(\bar{x}(t)) \bar{1} \bar{1}^T \left( x^* - x(t) \right) \right) \\
+ \frac{\beta(t)}{N^2} \left( G^T(\bar{x}(t)) \bar{1} \bar{1}^T - N z^T(t) \right) \left( v(t) - x^* \right).
\]

By the convexity of the cost functions,

\[
U_1(t) = \beta(t) \left( \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(\bar{x}(t)) \right)^T \left( x^* - \bar{x} \right) \\
\leq \beta(t) \left( - \frac{1}{N} \sum_{i=1}^{N} f_i(\bar{x}(t)) + \frac{1}{N} \sum_{i=1}^{N} f_i(x^*) \right) \\
= -\beta(t) V(t).
\]

Meanwhile, it follows from \( W(t) = z(t) - \frac{1}{N} \bar{1} \bar{1}^T G(x(t)) \) that

\[
U_2(t) = \frac{\beta(t)}{N^2} \left( G^T(\bar{x}(t)) \bar{1} \bar{1}^T - N z^T(t) \right) \left( v(t) - x^* \right) \\
+ \frac{\beta(t)}{N^2} \left( G^T(\bar{x}(t)) - G^T(\bar{x}(t)) \right) \bar{1} \bar{1}^T \left( v(t) - x^* \right) \\
\leq \frac{\beta(t)}{N} \left( \|W(t)\| + \kappa \|\bar{x}(t) - x(t)\| \right) \|v(t) - x^*\|.
\]
Since $\nu(t), x^* \in \Omega$, there exists a constant $c > 0$ such that $\|\nu(t) - x^*\| \leq c$ and
\[
U_2(t) \leq \frac{c\beta(t)}{N} \left(\|W(t)\| + \kappa \|x(t) - x(t)\|\right).
\]
Therefore,
\[
\dot{V}(t) \leq -\beta(t) V(t) + \frac{c\beta(t)}{N} \left(\|W(t)\| + \kappa \|x(t) - x(t)\|\right).
\]
Recall that we have already proved
\[
\lim_{t \to \infty} \|x(t) - x(t)\| = 0,
\]
as well as
\[
\lim_{t \to \infty} \|W(t)\| = 0.
\]
Moreover, the positive parameter $\beta(t)$ satisfies
\[
\lim_{t \to \infty} \int_{0}^{t} \beta(\tau)d\tau = \infty.
\]
Hence, by Lemma 2 again, we have
\[
\lim_{t \to \infty} V(t) = 0.
\]
Take $X^* \subseteq \Omega$ as the set of optimal solutions to problem (1), and
\[
\rho(x, X^*) = \inf_{x' \in X^*} \|x - x'\|.
\]
Since $\Omega$ is compact, there exists a point $x_\infty \in \Omega$ and a sequence $\{x(t_k), k \in \mathbb{N}\}$ such that
\[
\lim_{k \to \infty} \|x_\infty - x(t_k)\| = 0,
\]
and
\[
\limsup_{t \to \infty} \rho(x(t), X^*) = \lim_{k \to \infty} \rho(x(t_k), X^*).
\]
Since $f_i$ is differentiable and $\rho$ is lower semicontinuous,
\[
\lim_{k \to \infty} \rho(x(t_k), X^*) = \rho(x_\infty, X^*).
\]
Thus,
\[
\lim_{k \to \infty} F(x(t_k)) = F(x_\infty) = F(x^*),
\]
which implies $x_\infty \in X^*$, i.e., the decision variable $x_i$ converges to an optimal solution to problem (1).

**B. Convergence Rate of Discretization**

To compare our discretization [2] with the discrete-time algorithm [23] in [23], we provide theoretical guarantees on the convergence rate of discretization [2]. Similarly, here we need some new notations to describe the discrete scheme. Take $x^k = \text{col}\{x^k_i\}_{i=1}^N$, $z^k = \text{col}\{z^k_i\}_{i=1}^N$ and analogously,
\[
x^k = \frac{1}{N} \sum_{i=1}^{N} x^k_i, \quad \bar{x}^k = \text{col}\{\bar{x}_i^k\}_{i=1}^N,
\]
\[
s^k = \text{col}\{\nu^k_i - x^k_i\}_{i=1}^N, \quad \bar{s}^k = \text{col}\{\frac{1}{N} \sum_{i=1}^{N} \nu^k_i - \bar{x}^k_i\}_{i=1}^N.
\]
Also, denote the averages global gradients by
\[
\nabla^k F = \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^k_i), \quad \bar{\nabla}^k F = \text{col}\{\bar{\nabla}^k F\}_{i=1}^N.
\]
Set $\lambda(\mathcal{A})$ as the second largest eigenvalue of the adjacency matrix $\mathcal{A}$. Select $k_0$ as the smallest positive integer such that
\[
\lambda(\mathcal{A}) \leq \frac{(k_0 + 1)^2 - 4(k_0 + 2)}{(k_0 + 2)(k_0 + 1)}. \tag{7}
\]
The existence of $k_0$ is guaranteed because the adjacency matrix $\mathcal{A}$ is symmetric and doubly stochastic [23]. Then we have the following result on the convergence rate of discrete algorithm [2].

**Theorem 2:** Under Assumption 1, set $\delta = 1$, $\beta^k = \frac{\sqrt{\lambda(\mathcal{A})}}{\kappa}$, and $d$ as the diameter of $\Omega$. For any $k \geq 1$, there exist constants
\[
C_x = \frac{1}{2} \sqrt{N} d(k_0 + 1),
\]
and
\[
C_z = \kappa \sqrt{N} (2C_x + d) (k_0 + 1),
\]
such that
i). all decision variables $x^k_i$ achieve consensus, i.e.,
\[
\|x^k - \bar{x}^k\| \leq \frac{2C_x}{k + 1},
\]
ii). all variable $z^k_i$ track the global gradient, i.e.,
\[
\|z^k - \bar{\nabla}^k F\| \leq \frac{2C_z}{k + 1};
\]
iii). the average $\bar{x}^k$ converges to an optimal solution $x^*$ with a rate of $O(1/k)$, i.e.,
\[
F(\bar{x}^k) - F(x^*) \leq \frac{8dC_z + 8\kappa dC_x + 2\kappa d^2}{k + 1}.
\]

**Proof.**

i). Recall the compactness of $\Omega$ and this is naturally true for $k \in [1, k_0]$. For induction, assume
\[
\|x^k - \bar{x}^k\| \leq \frac{2C_x}{k + 1},
\]
for some $k \geq k_0$. Then, we can verify that
\[
\|x^{k+1} - \bar{x}^{k+1}\| = \|Ax^k + \frac{2s^k}{k + 1} - (\bar{x}^k + \frac{2\bar{s}^k}{k + 1})\|
\leq |\lambda(\mathcal{A})||x^k - \bar{x}^k| + \frac{4\sqrt{N} d}{k + 1}
\leq \frac{2}{k + 1} (|\lambda(\mathcal{A})|C_x + 2\sqrt{N} d)
\leq \frac{2C_x}{k + 2},
\]
where $A = \mathcal{A} \otimes I_N$ and the last inequality follows from (7). Thus, we have the conclusion according to induction.

ii). Similarly, we can verify this for $k \in [1, k_0]$. For induction, assume
\[
\|z^k - \bar{\nabla}^k F\| \leq \frac{2C_z}{k + 1},
\]
for some $k \geq 0$. Then we can verify that
\[
\|z^{k+1} - \bar{\nabla}^{k+1} F\| = \|Ax^k + G(x^{k+1}) - G(x^k) - \bar{\nabla}^k F + \bar{\nabla}^k F - \bar{\nabla}^k F\|
\leq \|Ax^k - \bar{\nabla}^k F\| + \|G(x^{k+1}) - G(x^k)\|
\leq ||\bar{\nabla}^k F - \bar{\nabla}^k F||.
\]

(8)
The first term in (8) satisfies
\[ \|A\tilde{x}^k - \nabla kF\| \leq \|\lambda(A)\|\|\tilde{x}^k - \nabla kF\| \]
\[ \leq \|\lambda(A)\|\frac{2C_z}{k+1}. \]

The second term in (8) satisfies
\[ \|G(x^{k+1}) - G(x^k)\| = \sqrt{\sum_{i=1}^{N} \|\nabla f_i(x^{k+1}_{i}) - \nabla f_i(x^{k}_{i})\|^2} \]
\[ \leq \kappa \sqrt{\sum_{i=1}^{N} \|x^{k+1}_{i} - x^{k}_{i}\|^2}. \]

Note that
\[ \|x^{k+1}_{i} - x^{k}_{i}\| \]
\[ \leq \|\sum_{j=1}^{N} a_{ij}(x^{k}_{j} - x^{k}_{i}) + \frac{2}{k+1}(v^{k}_{i} - x^{k}_{i})\| \]
\[ \leq \sum_{j=1}^{N} a_{ij}(\|x^{k}_{j} - x^{k}_{i}\| + \|x^{k}_{i} - \tilde{x}^k\| + \frac{2}{k+1}\|v^{k}_{i} - x^{k}_{i}\|) \]
\[ \leq \frac{2(2C_z + \bar{d})}{k+1}. \]

So far, we have
\[ \|G(x^{k+1}) - G(x^k)\| \leq 2\kappa\sqrt{N}\frac{2C_z + \bar{d}}{k+1}. \]

Next, the third term in (8) satisfies
\[ \|\nabla k+1F - \nabla kF\| \leq \|G(x^{k+1} - G(x^k))\| \]
\[ \leq 2\kappa\sqrt{N}\frac{2C_z + \bar{d}}{k+1}. \]

To sum up, we obtain that
\[ \|\bar{z}^{k+1} - \nabla k+1F\| \]
\[ \leq \|\lambda(A)\|\frac{2C_z}{k+1} + 4\kappa\sqrt{N}\frac{2C_z + \bar{d}}{k+1} \]
\[ \leq \frac{2C_z}{k+2}. \]

where the last inequality follows from (7) and the definitions of constants $C_z$ and $C_z$. Hence, we get the conclusion according to induction.

iii). Take
\[ g^k \triangleq F(\tilde{x}^k) - F(x^*). \]

It follows from (9) that
\[ \bar{x}^{k+1} = \tilde{x}^{k} + \frac{\beta^k}{N} \sum_{i=1}^{N} (v^{k}_{i} - \tilde{x}^{k}). \]

Since $F$ is $\kappa$-Lipschitz and $\Omega$ is compact,
\[ g^{k+1} \leq g^k + \frac{\beta^k}{N} \sum_{i=1}^{N} (v^{k}_{i} - \tilde{x}^k, \nabla F(\tilde{x}^k)) + \frac{\kappa \bar{d}^2}{2}(\beta^k)^2. \]  \hspace{1cm} (9)

For $i \in \mathcal{V}$, because $v^{k}_{i} \in \arg\min_{v \in \Omega} \langle v, z^{k}_{i} \rangle$,
\[ \langle v^{k}_{i} - \tilde{x}^k, \nabla F(\tilde{x}^k) \rangle \]
\[ \leq \langle v - \tilde{x}^k, z^{k}_{i} \rangle + d\|z^{k}_{i} - \nabla F(\tilde{x}^k)\| \]
\[ \leq \langle v - \tilde{x}^k, \nabla F(\tilde{x}^k) \rangle + 2d\|z^{k}_{i} - \nabla F(\tilde{x}^k)\|, \forall v \in \Omega. \]

Fig. 1. trajectories of the four agents’ decision variables.

Thus, take
\[ v' \in \arg\min_{ v \in \Omega} \langle v, \nabla F(\tilde{x}^k) \rangle. \]

Together with the optimality of $v'$ and the convexity of $F$,
\[ \langle v' - \tilde{x}^k, \nabla F(\tilde{x}^k) \rangle \leq \langle x^* - \tilde{x}^k, \nabla F(\tilde{x}^k) \rangle \]
\[ \leq -g^k. \]  \hspace{1cm} (10)

In addition,
\[ \|z^{k}_{i} - \nabla F(\tilde{x}^k)\| \]
\[ \leq \|z^{k}_{i} - \nabla kF\| + \|\nabla kF - \nabla F(\tilde{x}^k)\| \]
\[ \leq \|z^{k}_{i} - \nabla kF\| + \kappa\frac{\|\tilde{x}^k - x^k\|}{N}. \]  \hspace{1cm} (11)

When $\beta^k = 2/(k+1)$, it follows from the obtained conclusions in i) and ii) that, (11) becomes
\[ \|z^{k}_{i} - \nabla F(\tilde{x}^k)\| \leq \frac{2C_z}{k+1} + \frac{2C_z}{k+1}. \]  \hspace{1cm} (12)

By substituting (10) and (12) into (9), we further have
\[ g^{k+1} \leq g^k - \frac{2g^k}{k+1} + \frac{8\bar{d}(C_z + \kappa C_z)}{(k+1)^2} + \frac{2\kappa d^2}{(k+1)^2}, \]
which yields
\[ g^{k+1} \leq \frac{k - 1}{k+1}g^k + O(1/k^2). \]

Consequently, by [34] Lemma 4], we have $O(1/k)$ convergence rate for $g^k$, that is,
\[ g^k \leq \frac{8\bar{d}(C_z + \kappa C_z) + 2\kappa d^2}{(k+1)}, \forall k \geq 1. \]
This completes the proof. \hfill \Box

IV. NUMERICAL EXAMPLES

In this section, we carry on some experiments to illustrate the effectiveness of our approach in this paper. We first take a simple example with only $N = 4$ agents and only
n = 2 dimensions of the decision variables to illustrate the trajectories of Algorithm [7]. Set the local cost functions as

\[ f_j(x) = (x_j^3 - \frac{5}{3} + \frac{2}{3}j)^2 + (x_j^2 - \frac{5}{3} + \frac{2}{3}j)^2, \quad j = 1, 2, 3, 4. \]

The feasible sets is

\[ \Omega = \{ x \in \mathbb{R}^2 : -2 \leq x^1 \leq 2, -2 \leq x^2 \leq 2 \}. \]

The initial locations are as follows,

\[
\begin{align*}
    x_1(0) &= \begin{bmatrix} -1.8 \\ 1.8 \end{bmatrix}, & x_2(0) &= \begin{bmatrix} -1.8 \\ -1.8 \end{bmatrix}, \\
    x_3(0) &= \begin{bmatrix} 1.8 \\ 1.8 \end{bmatrix}, & x_4(0) &= \begin{bmatrix} 1.8 \\ -1.8 \end{bmatrix}.
\end{align*}
\]

Under this circumstance, the global optimal solution should be the origin on Euclidean space. We employ a directed ring graph as the communication network. Fig.1 shows the trajectory in the plane. The boundaries of the feasible set are in black, while the trajectories of the four agents' decision variables are showed with different colors.

Next, we show the effectiveness of our distributed projection-free dynamics by comparisons. The number of agents is increased to \( N = 20 \). As shown in [19], the FW method works better than projection-based algorithms when the vertices on the boundary of the constraint set are easily to find in high-dimensional decision spaces. Thus, along with quadratic local cost functions, we set the constraint set as \( ||x||_\infty \leq 2 \). Then we choose different dimensions of decision variables and compare our distributed continuous-time projection-free algorithm (DCPf) with two distributed continuous-time projection-based algorithms, (DCPb-Yang) by [6], (DCPb-Zeng) by [7], and a decentralized discrete-time FW algorithm (DeFW) by [28]. Since all these distributed algorithms are suitable for undirected graphs, we set an undirected ring graph as the communication network.

We set the dimensions of decision variables as the power of two. In Fig.2, the \( x \)-axis is for the real running time (CPU time) in seconds, while the \( y \)-axis is for the optimal solution errors in each algorithm. We learn from Fig.2 that as the dimension increases, the real running time (CPU time) of projection-based algorithms is obviously longer than projection-free ones, because searching the vertices on the boundary of high-dimensional constraint sets (to solve a linear program) is faster than calculating a projection on high-dimensional constraint sets (to solve a quadratic program).

Moreover, we can observe from Fig.2 that our DCPf is not second to DeFW over connected undirected graphs. Furthermore, in Tab.1 we list the average real running time of solving subproblems, i.e., linear programs or quadratic programs. When the dimension is low, solving linear programs may take more time than solving quadratic programs over such constraint sets. However, as the dimension increases explosively, solving quadratic programs in such situation turns to be difficult, but the time of solving linear programs still remains almost the same. That conforms with the advantage of projection-free approaches.

| dimensions | n=16 | n=64 | n=256 | n=1024 | n=4096 |
|------------|------|------|-------|--------|-------|
| DCPf (msec)| 11.5 | 12.0 | 12.6  | 13.3   | 14.1  |
| DeFW (msec)| 11.5 | 12.1 | 12.8  | 13.1   | 14.4  |
| DCPb-Zeng (msec)| 8.7 | 13.2 | 19.8  | 27.9   | 40.7  |
| DCPb-Yang (msec)| 8.7 | 13.1 | 19.5  | 28.4   | 43.0  |

**TABLE I**

The Average Real Running Time of Solving Subproblems.

In this paper, we developed a novel projection-free dynamics for solving distributed optimization with constraints. By employing the Frank-Wolfe method, we found a feasible descent direction by solving optimization with a linear objective, which avoided solving high-dimensional subproblems in projection-based algorithms. In the distributed dynamics, we simultaneously made the decision variables achieve consensus and the local auxiliary variables track the global gradient. Then we gave an analysis on the convergence of the projection-free dynamics by the Lyapunov theory. As for the induced discrete-time format, we proved the convergence rate. Finally, we provided comparative illustrations to show the efficiency of our algorithm.

In the future, we may focus on some potential challenges to improve the result in this paper. First, whether fixed constants or self-adaptive settings are suitable for parameter \( \beta(t) \) in the algorithm. Second, more advanced approaches should be investigated for directly analyzing the convergence rate of the continuous-time algorithm itself. Third, whether more general formulations of distributed constrained optimization can adopt analogous projection-free algorithms, such as resource allocation problems with coupled constraints. At last, as the advantages from the FW method itself, such projection-free approaches fit a class of constrained optimization well, including polyhedrons, unit simplices, and unit squares. However, this approach does not always mean efficient for all kinds of constraints, and how to adopt similar ideas to handle diverse constraints is still a challenging but interesting task. Maybe mix-projection schemes for distributed optimization with different constraints will be developed in the near future.
Fig. 2. Optimal solution errors with different dimensions $n = 16, 64, 256$.

### APPENDIX

#### PROOF OF Lemma 1

For a convex set $C \subseteq \mathbb{R}^n$ and $x \in C$, denote the normal cone to $C$ at $x$ by

$$\mathcal{N}_C(x) = \{ v \in \mathbb{R}^n : v^T(y-x) \leq 0, \; \forall y \in C \},$$

and the tangent cone to $C$ at $x$ by

$$\mathcal{T}_C(x) = \{ \lim_{k \to \infty} \frac{x_k - x}{t_k} : x_k \in C, t_k > 0, x_k \to x, t_k \to 0 \}.$$

Let $P_{\Omega}(x_i(t))$ as the projection on $\Omega$ at point $x_i(t)$, which yields that

$$x_i(t) - P_{\Omega}(x_i(t)) \in \mathcal{N}_{\Omega}(x_i(t)).$$

Consider $x_i(t) \in \Omega$ for $i \in \mathcal{V}$ and some $t \geq 0$. Since $v_i(t)$, for $i = 1, \ldots, N$, are also selected from $\Omega$, we have

$$v_i(t) - x_i(t) \in \mathcal{T}_{\Omega}(x_i(t)),$$

and similarly,

$$x_j(t) - x_i(t) \in \mathcal{T}_{\Omega}(x_i(t)).$$

Hence, it follows from the dynamics of Algorithm 7 that

$$\dot{x}_i(t) = \sum_{j=1}^N a_{ij}(x_j(t) - x_i(t)) + \beta(t)(v_i(t) - x_i(t)),$$

which leads to $\dot{x}_i(t) \in \mathcal{T}_{\Omega}(x_i(t))$. On this basis, consider the energy function as

$$E(t) = \frac{1}{2} \| x_i(t) - P_{\Omega}(x_i(t)) \|^2.$$

Its derivative along the dynamics of Algorithm 7 is

$$\dot{E}(t) = \langle x_i(t) - P_{\Omega}(x_i(t)), \dot{x}_i(t) \rangle \leq 0,$$

where the last inequality holds because normal cones and tangent cones are orthogonal. Since $x_i(0) \in \Omega$, we have $E(0) = 0$. Together with $\dot{E}(t) \geq 0$ and $E(t) \leq 0$, we have $E(t) \equiv 0$ at any time $t \geq 0$. This reveals that once all variables are located within $\Omega$ for some $t \geq 0$, they will not escape. Therefore, recalling $x_i(0) \in \Omega$ for $i \in \mathcal{V}$, we complete the proof. $\square$

#### PROOF OF Lemma 2

Let us denote the function

$$h(t) = \exp \int_0^t \gamma(\tau) d\tau,$$

which implies

$$\lim_{t \to \infty} h(t) = \infty, \quad \dot{h}(t) = \gamma(t) h(t).$$

Recall that $s(t) \geq 0$ and

$$\dot{s}(t) \leq -\gamma(t)s(t) + \gamma(t)\epsilon(t).$$

After multiplying the both sides of the inequality above by $h(t)$, we can further obtain that

$$\frac{d}{dt} (s(t)h(t)) \leq \gamma(t)h(t)\epsilon(t).$$
Then we integrate the above on the segment $(0, t)$ by the \textit{Comparison Lemma} in [11], which leads to the following inequality
\[ s(t) \leq \frac{s(0)}{h(t)} + \frac{1}{h(t)} \int_0^t \gamma(\tau) h(\tau) \varepsilon(\tau) d\tau. \]
Hereupon, we can give a detailed discussion based on the above result. On the one hand, if
\[ \int_0^\infty \gamma(\tau) h(\tau) \varepsilon(\tau) d\tau < \infty, \]
then \( \lim_{t \to \infty} s(t) = 0 \) eventually. On the other hand, if
\[ \int_0^\infty \gamma(\tau) h(\tau) \varepsilon(\tau) d\tau = \infty, \]
then it follows from L’ Hospital rule that
\[ \lim_{t \to \infty} \sup s(t) \leq \lim_{t \to \infty} \frac{\gamma(\tau) h(\tau) \varepsilon(\tau)}{\gamma(\tau) h(\tau)} = \lim_{t \to \infty} \varepsilon(t) = 0, \]
which completes the proof. \( \square \)
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