The Spatial Overlap of Police Calls Reporting Street-Level and Behind-Closed-Doors Crime: A Bayesian Modeling Approach
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Abstract: Traditionally, intimate-partner violence has been considered a special type of crime that occurs behind closed doors, with different characteristics from street-level crime. The aim of this study is to analyze the spatial overlap of police calls reporting street-level and behind-closed-doors crime. We analyzed geocoded police calls in the 552 census-block groups of the city of Valencia, Spain, related to street-level crime (N = 26,624) and to intimate-partner violence against women (N = 11,673). A Bayesian joint model was run to analyze the spatial overlap. In addition, two Bayesian hierarchical models controlled for different neighborhood characteristics to analyze the relative risks. Results showed that 66.5% of the total between-area variation in risk of reporting street-level crime was captured by a shared spatial component, while for reporting IPVAW the shared component was 91.1%. The log relative risks showed a correlation of 0.53, with 73.6% of the census-block groups having either low or high values in both outcomes, and 26.4% of the areas with mismatched risks. Maps of the shared component and the relative risks are shown to detect spatial differences. These results suggest that although there are some spatial differences between police calls reporting street-level and behind-closed-doors crime, there is also a shared distribution that should be considered to inform better-targeted police interventions.
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1. Introduction

Spatial modeling is an advanced methodological approach that is increasingly being used in the study of crime. Previous research has spatially analyzed different types of crime, focusing on the prediction of crime, detection of spatial clusters and hotspots, and the neighborhood-level characteristics related to crime risk [1–3]. These studies found that crime is not distributed randomly in cities but shows spatial patterns, which in turn are related to the characteristics of the neighborhoods where it occurs [4–8].

One of the main methodological advances in recent years in the spatial analysis of crime is the application of Bayesian spatial modeling [9]. These models improve on other models by allowing researchers to analyze spatial structures and to assess and map specific area risks [9]. They can also be used to address autocorrelation and heterogeneity issues [5,10], and are particularly suitable for small-area spatial analysis [5,11].

Particularly relevant is the study of street-level crime using Bayesian spatial modeling. Street-level crime refers to any criminal offense occurring in a public place. Following this approach, a large number of studies have explored the spatial distribution of criminal activities such as violent crime and homicides [8,12–14], drug-related outcomes [15,16], burglary [17–20], and juvenile delinquency [21]. Previous findings in the literature showing that community-level characteristics are involved in explaining crime beyond the indi-
vidual level [22,23] were also supported by these Bayesian spatial studies, advancing the knowledge base in this research field.

Few studies, on the other hand, have focused on the spatial patterns of violence behind closed doors, such as intimate-partner violence [24–27], and child abuse and neglect [28–33]. Traditionally, intimate-partner violence (IPV) has been considered a special type of crime that occurs behind closed doors, with different characteristics from street-level crime. Unlike street-level crime, some scholars have considered IPV relatively impervious to contextual factors because of the private environment in which it generally occurs [34]. In addition, the role of social processes in explaining the link between communities and street-level crime, such as informal social control or collective efficacy [23,35], has been debated in the case of IPV [36,37]. If the incidents take place within the privacy of the home, away from the scrutiny of neighbors and community systems, individual and relational factors will probably have more weight in explaining IPV, thus limiting the effect of contextual factors [34].

To examine the link between community factors and IPV with appropriate methodologies, a limited number of studies have assessed the spatial distribution of IPV and its contextual determinants using Bayesian spatial modeling [24–26,38,39]. This body of research supports the view that place matters, and that neighborhood characteristics are relevant to explain IPV risk variations. Among these community characteristics, neighborhood disadvantage—measured by means of poverty, unemployment, education, or neighborhood disorder—emerges as a particularly relevant predictor of spatial inequality in IPV risk [24–26,38].

This body of research shows that violence and crime, whether occurring behind closed doors or in the streets, are not randomly distributed in cities, and highlights the need for advanced spatial methodologies to better understand their links. In this regard, new methodological approaches have emerged in the past years. For example, some studies have explored the common spatial patterns of different outcomes related to crime using multivariate spatial techniques [40–43]. These models aim to understand separately the potentially common spatial component and the two specific spatial patterns [43]; thus, they allow joint assessment of the spatial distribution of two or more types of crime [40,44,45].

In the context of violence behind closed doors, some studies have analyzed the common spatial distribution of child maltreatment and intimate-partner violence [44], as well as the spatial overlap of substantiated and unsubstantiated child-maltreatment referrals [45]. However, to the best of our knowledge, no previous studies have assessed the joint spatial distribution of street-level crime and one type of behind-closed-doors crime, namely intimate-partner violence against women (IPVAW). This approach could provide more information on the spatial relationship of the two types of crime. To this end, in the present study we will analyze the spatial overlap of police calls reporting street-level crime and IPVAW.

2. Materials and Methods

2.1. Data and Study Area

The study area was the city of Valencia, Spain. Valencia is one of the largest cities in Spain, with a population of 800,215 inhabitants (2020 data) and a population density of 5850 inhabitants per square kilometer. The city’s 552 census-block groups were used as the area unit for the study. This is the smallest unit with available administrative data, so it was considered as a proxy for neighborhoods.

The outcomes (street-level and violence-behind-closed-doors crime) were measured as the police calls reporting these types of crimes received by the Valencia Police Department. The Valencia Police Department provided data of all police calls for service made from 2010 to 2016 in the city of Valencia typified as citizen security, offense against the person. The two different types of police calls analyzed were: (1) street-level crime: fights (28%) and assaults (72%), with a total of \( N = 26,624 \), and (2) behind-closed-doors crime: police calls requiring service to help a woman who is a victim of a current or former male partner,
typified as IPVAW \( (N = 11,673) \). Other types of intimate-partner violence, such as violence perpetrated by a woman to her male partner, or violence between same-sex couples were excluded for two main reasons: first, the proportion of these cases is very small compared to IPVAW cases, and second, Spanish legislation classifies intimate-partner violence into two different typologies, IPVAW (which has a special police and judicial protection), and domestic violence, which includes any other type of violence behind closed doors, such as violence between any other two partnered people, but also child maltreatment, child-parent violence, or violence between other family members. Police-call classification is based on this typology, and thus, incorporating domestic violence would add biases due to the heterogeneity of this category.

Data incorporated the coordinates where the incidents took place. The calls were geolocated and counted on the 552 census-block groups. In addition, census-block group level variables set by the City Hall were used as control variables (see Table 1).

Table 1. Descriptive statistics for the outcomes and the control variables.

| Variable                              | Mean | SD     | (Min, Max) |
|---------------------------------------|------|--------|------------|
| Mean income (€)                       | 12,285 | 4031.33 | (5170, 29,364) |
| Education (0–4)                       | 3.15 | 0.33   | (2.39, 3.86) |
| Vulnerability (1–5)                   | 3.07 | 0.34   | (1.77, 3.95) |
| Physical disorder (0–32)              | 8.88 | 5.13   | (0, 26)    |
| Physical decay (0–16)                 | 3.04 | 2.79   | (0, 14)    |
| Vacant lots (%)                       | 1.03 | 3.11   | (0, 63.71) |
| Immigration (%)                       | 15.16 | 7.31   | (3.13, 49.05) |
| Residential instability (per 1000 inhabitants) | 229.70 | 91.18 | (62.00, 606.00) |
| Off-premise density (per km\(^2\))    | 55.13 | 66.8   | (0, 744.04) |
| Restaurant/cafés density (per km\(^2\)) | 48.83 | 72.2   | (0, 581.66) |
| Bar density (per km\(^2\))           | 154.06 | 127.3  | (0, 940.88) |
| Street-level crime calls (per 1000 inhabitants) | 402.97 | 43.00  | (2.23, 402.97) |
| IPVAW calls (per 1000 inhabitants)   | 16.19 | 11.40  | (0.00, 67.46) |

Mean income: The average mean income per person (in euros).

Education level: The average education level was measured on a scale from 0 to 4, where 1 = less than primary education, 2 = primary education, 3 = secondary education, 4 = college education.

Physical vulnerability: Index calculated using various indicators of the difficulty in accessing public resources, including hospitals and healthcare centers, transport, schools, social services, sports centers, police stations, libraries, and parks. The index ranged from 1 (low vulnerability) to 5 (high vulnerability).

Physical disorder and decay: Trained raters assessed the level of disorder using a systematic social observation scale [46]. Two different indicators were used: physical disorder, which included eight items such as cigarettes and trash, or empty bottles in the street, graffiti or abandoned cars; and physical decay, composed of four items, namely vacant houses; abandoned, vandalized and rundown buildings; deteriorated residential units, and deteriorated recreation places. Each item was rated from 0 to 4, where 0 indicates no presence and 4 indicates high presence.

Vacant lots: Percentage of vacant lots in the total area.

Immigration: Percentage of immigrant population.

Residential instability: The proportion of the population who had moved into or out of each census-block group during the previous year per 1000 inhabitants.

Alcohol outlet density: Three categories of alcohol outlets were used [47], off-premise outlets (retail sale of food, wines and beverages), restaurants/cafés (services in restaurants and coffee shops), and bars. The density was calculated as the number of establishments per square kilometer.
2.2. Data Analysis

2.2.1. Joint Spatial Modeling

First, a Bayesian joint model was run to analyze the spatial overlap of police calls reporting street-level crime and IPVAW. We assumed that both outcomes followed a conditional independent Poisson distribution: they are assessed as counts of police calls in each area, and these counts are assumed to be independent of one another. The joint model proposed by Knorr-Held and Best [48] was conducted. This model follows an epidemiological approach and divides the spatial distribution into a shared component as well as two specific components for each outcome. Equation (1) shows the structure of the model:

\[
\begin{align*}
Y_{ik} & \sim Po(\mu_{ik}) \\
\log \mu_{i1} &= \log E_{i1} + \alpha + \phi_i + \delta + \psi_{i1} \\
\log \mu_{i2} &= \log E_{i2} + \alpha + \phi_i/\delta + \psi_{i2}
\end{align*}
\]  

where \(Y_{ik}\) represents the observed counts for outcome \(k\) (1 for police calls reporting street-level crime and 2 for reporting IPVAW) in census block group \(i\); \(\mu_{ik}\) is the unknown mean; \(E_{ik}\) is the expected counts for each outcome \(k\) in census block group \(i\); \(\alpha\) is the intercept; \(\delta\) is the scaling factor that accounts for the gradient in which the shared component (represented by \(\phi\)) is different for each outcome, i.e., as the magnitude of the area-specific relative risks may differ, \(\delta\) controls and rescales the relative risks to avoid this possible difference; and \(\psi_{ik}\) accounts for the two specific components. Finally, \(\phi\) and \(\psi\) are composed of structured and unstructured spatial parameters, i.e., the spatial autocorrelation and the spatial heterogeneity, respectively, following a conditionally autoregressive (CAR) model [49]. The percentage of shared variance was calculated for each outcome (\(\eta_{ik}\)).

2.2.2. Spatial Regression Modeling

Once the spatial overlap was assessed using the joint modeling, two Poisson Bayesian hierarchical models were conducted for each outcome [49]. This modeling allows incorporation of neighborhood-level covariates as fixed effects, but generally it also includes two spatial random effects: a spatial term that controls for the spatial autocorrelation, and a spatial heterogeneity to avoid biases related to data overdispersion. These two models are useful to understand the relationship between the outcomes and the contextual characteristics, but they were especially used to measure the relative risks of each outcome and compare the areas of high risk to assess and map the spatial similarity between reporting street-level crime and reporting IPVAW. The models were defined as follows in Equation (2):

\[
\log \mu_{ik} = \log E_{ik} + \alpha_k + X_i \beta_k + \phi_i + \theta_i
\]  

This model incorporates the spatial autocorrelation and the spatial heterogeneity (\(\phi\) and \(\theta\), respectively), as well as different covariates represented by \(\beta\) as the regression coefficients vector and \(X\) as the matrix of covariates. The covariates were introduced to control for neighborhood characteristics (mean income, education level, physical vulnerability, physical disorder and decay, vacant lots, immigration, residential instability, and alcohol outlet density). The relative risks were analyzed as in Equation (3):

\[
\eta_{ik} = \exp(\alpha_k + X_i \beta_k + \phi_i + \theta_i)
\]

In addition, the Pearson correlation coefficient was calculated and represented in a scatter plot to assess the association between them. Finally, the map of coincident relative risks showed the areas with coincident above-average and below-average levels of relative risk for both outcomes.

2.2.3. Bayesian Inference

Following a Bayesian approach, the parameters were considered random variables, and we assigned prior distributions for each parameter. Specifically, we modeled \(\alpha\) using
an improper uniform distribution (which can take any real value), and the fixed effects \( \beta \) were modeled as vague Gaussian distributions (i.e., normal distributions with a mean of 0 and variance of 100,000). These distributions are uninformative and allow results to be mainly based on the data.

The spatial parameter \( \theta \) (identifying the unstructured spatial term) was modeled as Gaussian random variables \( \mathcal{N}(0, \sigma^2_{\theta}) \), and \( \phi \) (the structured spatial effect) was modeled as a conditional spatial autoregressive (CAR) model [49], following Equation (4):

\[
\phi_i | \phi_{-i} \sim \mathcal{N}\left( \frac{1}{n_i} \sum_{j \sim i} \phi_j, \sigma^2_{\phi n_i} \right)
\]  

(4)

where \( n_i \) is the number of neighboring areas of census block group \( i \); \( \phi_{-i} \) indicates the values of the \( \phi \) vector except the \( i \)-th component; the expression \( j \sim i \) denotes all units \( j \) that are neighbors of census block group \( i \); and \( \sigma_{\phi} \) is the standard deviation parameter. The CAR model is the most common distribution used for modeling spatial dependence when analyzing spatial areas such as census-block groups.

In addition, we assigned a uniform distribution \( \mathcal{U}(0, 2) \) as hyperpriors for the hyperparameters \( \sigma_{\phi} \) and \( \sigma_{\theta} \). In a sensitivity analysis varying the priors of the model, similar results were found.

All Bayesian models were fitted using the Markov Chain Monte Carlo (MCMC) simulation approach [50]. In each model, 100,000 iterations were generated, with a burn-in period of 10,000 iterations. The convergence diagnosis \( R_{\hat{}} \) was near 1.0 for all parameters, indicating a good convergence. The analyses were conducted using the statistical software R, and the Bayesian simulations were performed using WinBUGS software (the BUGS Project, London, UK).

3. Results

3.1. Spatial Joint Modeling

Table 2 shows the results of the posterior distribution of the parameters of spatial joint modeling. Results showed that 66.5% of the total between-area variation in risk of reporting street-level crime was captured by a shared spatial component, while for reporting IPVAW the shared component was 91.1%. This result indicates that the main common spatial pattern is provided by reporting IPVAW, while reporting street-level crime has a large part of its variability (33.5%) explained by its specific component. The scaling factor \( \delta \) shows a value close to 1, indicating that the magnitude of the relative risks for both outcomes are the same.

Table 2. Posterior distribution of the parameters of spatial joint modeling.

|       | Mean | SD  | CrI 95%       |
|-------|------|-----|---------------|
| \( a_1 \) | 0.222 | 0.781 | −0.46, 2.476 |
| \( a_2 \) | 0.27  | 0.749 | −0.373, 2.42  |
| \( \delta \) | 1.004 | 0.068 | 0.911, 1.192 |
| \( \eta_1 \) | 0.665 | 0.124 | 0.542, 0.994 |
| \( \eta_2 \) | 0.911 | 0.131 | 0.59, 0.999  |

CrI, Credible Interval; \( a \), intercept; \( \delta \), scaling factor; \( \eta \), shared variance; 1 Police calls reporting street level crime; 2 Police calls reporting IPVAW.

Figure 1 represents the map of the shared component. It is based on the logarithm of the relative risk, so values can range from negative to positive numbers. Its interpretation is not directly associated with the scale and the specific values, but it is comparative. Areas with higher positive values of the shared component (the darker areas) would show a higher relative risk (in this case, a higher joint prevalence of both outcomes), while areas with lower and negative values (the lighter areas) would indicate a lower level of relative risk (a lower joint prevalence of them).
3.2. Spatial Regression Modeling

As the spatial joint modeling showed a common spatial pattern between police calls reporting street-level crime and IPVAW, it was considered appropriate to conduct two different Bayesian Poisson spatial regression models and analyze the correlation between their relative risks. Table 3 shows the results of the two models, including spatial parameters and control covariates.

Several associations were found between the outcomes and the control covariates, represented by \( \beta_k \) (the regression coefficients) in Equation (2). Specifically, and following the criterion of an above 80% probability of being positive or negative [26] (i.e., considering as relevant those covariates with a posterior probability of being positive or negative higher than 80%), reporting street-level crime was related to areas with higher mean income, higher immigration, higher physical disorder and vacant lots, higher residential instability, and higher bar density. Reporting IPVAW, however, was greater in areas with low levels of education, higher physical vulnerability, higher percentage of immigration, higher physical disorder, and higher bar density.

Regarding the spatial effects, the mean value for the standard deviation of the spatial structured term \( \sigma_0 \) (the spatial autocorrelation) is higher than the standard deviation of the spatial unstructured term \( \sigma_0 \) (the spatial heterogeneity), which means that the first is contributing to a greater extent than the second, but both have a strong weight in the model.

The maps of relative risk are presented in Figure 2. The relative risk values were calculated as \( \eta_{ik} \) as shown in Equation (3). With 1 being the average risk, areas with values
lower than 1 represent a below-average relative risk (the lighter areas in the map), while areas with values indicate an above-average relative risk (the darker areas). Specifically, areas with values over 2 would mean a relative risk twice the average.

Table 3. Posterior distribution of the parameters of the spatial regression models.

| Variable            | Street Level Crime | IPV Calls          |
|---------------------|--------------------|--------------------|
|                     | Mean (SD) 95% CrI  | Mean (SD) 95% CrI  |
| α                   | −0.977 (0.683) −2.363, 0.369 | −0.228 (0.585) −1.311, 0.948 |
| Mean income         | 0.449 (0.178) 0.108, 0.813 | 0.086 (0.191) −0.287, 0.444 |
| Education           | −0.077 (0.206) −0.498, 0.336 | −0.236 (0.192) −0.615, 0.146 |
| Vulnerability       | −0.005 (0.097) −0.187, 0.188 | 0.078 (0.091) −0.111, 0.253 |
| Immigration         | 0.008 (0.009) −0.010, 0.025 | 0.013 (0.009) −0.003, 0.030 |
| Physical disorder   | 0.011 (0.010) −0.009, 0.031 | 0.010 (0.009) −0.009, 0.027 |
| Physical decay      | 0.009 (0.018) −0.027, 0.044 | 0.009 (0.017) −0.025, 0.043 |
| Vacant lots         | 0.009 (0.009) −0.009, 0.026 | 0.002 (0.009) −0.006, 0.018 |
| Immigration         | 0.008 (0.009) −0.010, 0.025 | 0.013 (0.009) −0.003, 0.030 |
| Residential instability | 0.001 (0.001) 0.000, 0.002 | 0.001 (0.001) 0.000, 0.002 |
| Off-premise density | 0.000 (0.000) −0.001, 0.001 | 0.000 (0.000) −0.001, 0.001 |
| Bar density         | −0.001 (0.000) −0.000, 0.000 | −0.000 (0.000) −0.000, 0.000 |
| Restaurants-cafés density | 0.000 (0.000) −0.001, 0.001 | 0.000 (0.000) −0.001, 0.001 |
| σφ                  | 0.889 (0.189) 0.567, 1.245 | 0.683 (0.118) 0.470, 0.941 |
| σθ                  | 0.441 (0.074) 0.297, 0.569 | 0.460 (0.045) 0.365, 0.541 |

CrI, Credible Interval; SD, standard deviation; α, intercept; σφ, standard deviation spatially structured term; σθ, standard deviation spatially unstructured term.

We found areas with similar patterns for both outcomes, as highlighted by the shared spatial component. However, we also detected specific local areas with notable differences in the relative risk. For example, the census-block groups located in the south of the city present high levels of IPVAW calls but low levels of calls reporting street-level crime.

We calculated the Pearson correlation coefficient to obtain a better measure of coincidence between risks; Figure 3 shows the scatter plot for this relationship. The results showed a correlation of 0.53, with many census-block groups matching in low-risk area (blue) and high-risk area (red), but there was also a considerable number of census-block groups with mismatching risks (black).

Figure 4 shows the map of the coincident areas, showing the areas with higher than average (red) or lower than average (blue) relative risks for police calls reporting both street-level crime and IPVAW. Results show 73.6% of the census-block groups either with low or high values in both outcomes, and 26.4% of the areas with mismatched risks.
Figure 2. Relative risk for (a) police calls reporting street-level crime and (b) police calls reporting violence behind closed doors (IPVAW).
4. Discussion

This study aimed to analyze whether there was a shared spatial distribution of police calls reporting street-level crime and IPVAW. A Bayesian joint model was performed in line with previous research that incorporates a multivariate spatial analysis to study crime outcomes [40–43,51,52]. In addition, two different Poisson regression models were conducted to assess the spatial similarity of relative risks.
Two key findings emerged from our study: first, there was a shared distribution between the two types of crime outcomes. Specifically, results showed that 66.5% of the variation in risk of police calls reporting street-level crime was captured by a shared spatial component, while for reporting IPVAW, 91.1% of the variation across city areas was explained by this shared component. This finding indicates that the shared spatial component captured most of the spatial variability of police calls reporting IPVAW; that is, most of the spatial pattern of reporting IPVAW is shared with the spatial pattern of reporting street-level crime. The map of the shared spatial term suggests that the spatial pattern is especially intense in the city center. In addition, we detected a common pattern that separates the western (with higher risks for both outcomes) and the eastern parts of the city (with lower risks), added to another above-risk area along the coast in the east.

The second finding shows that despite sharing these common spatial patterns, there were also some spatial differences between police calls reporting street-level crime and IPVAW. On the one hand, the joint modeling shows a relevant percentage of area variation for reporting street-level crime that is not explained by the shared component (33.5%). This suggests that there is also a crime-specific spatial pattern related to reporting street-level crime that differs from that for police calls reporting IPVAW. The maps of the relative risks show this difference and identify specific areas where the relative risk was higher for street-level crime. The correlation of the relative risks (0.53), in addition, shows that 73.6% of the areas had coincident low or high risk in both types of crime (street-level and behind-closed-doors), but the other 26.4% of the census-block groups had mismatched risks (with a low risk for one outcome and high risk for the other).

These results suggest that some areas of the city present higher levels of police calls regardless of the type of crime (street-level or behind-closed-doors). These areas would require more police resources to attend to the needs of citizens. Other areas, nevertheless, differ in both types of calls, especially those areas with a higher prevalence of police calls for street-level crime only. The prevention and intervention strategies should be sensitive to these localized differences, in order to design better-targeted police interventions.

There is a large tradition in the study of the spatial structures of crime using modeling approaches from a non-Bayesian perspective. This research has explored the spatial distribution of crime following different criminological theories such as crime pattern theory [53,54], social disorganization theory [55,56], near-repeat victimization patterns modeling [57–59], and routine activities theory [60,61]. In addition, other methods, especially from geostatistics, such as Kernel Density Smoothing (KDS) [62]; or Risk Terrain Modeling [63–65] have been used to analyze, visualize, and predict crime data. These methods have contributed to demonstrating that crime is not randomly distributed in the cities; there are notable patterns that should be analyzed to acquire a greater comprehension of crime processes and prediction.

However, Bayesian spatial modeling has proven some advantages, especially related to a better control of biases such as autocorrelation, ecological fallacy, and heterogeneity issues [5,10], which is translating to an increasing use of this methodology for the analysis of crime [8,14,25,26]. This study provides more insights about the spatial distribution of reported street-level and behind-closed-doors crime and its spatial similarity from a Bayesian perspective, a topic where there is less research.

Our study has some limitations that should be kept in mind. First, crime was measured using police calls. Although reporting crime and police calls are commonly used, especially for street-level crime [18,42], this measure may have intrinsic biases due to the possible falsehood of the crime event or the misinterpretation of the crime situation when a witness informs the police. In addition, police calls do not distinguish between single and multiple calls referring to the same incident and/or the same actors, which leads to a possible data dependency bias [24]. Other useful measures such as police-report records of criminal offenses [21,24,41,66], assaults resulting in hospitalizations [12], IPV-related medical records and hospitalizations [38], and self-reported IPV were not available. In addition, violence behind closed doors was measured using IPVAW; however, other IPV types, such as
violence perpetrated by female partners or same-sex couples were not incorporated in this analysis, and thus the results are not generalizable to those types of IPV.

Second, as this study only assessed the shared spatial patterns, future studies would benefit from incorporating a spatio–temporal approach to avoid possible aggregation bias. Moreover, this study used census-block groups, which was the smallest spatial unit available, and it was considered that they better represent neighborhoods compared to larger units such as census tracts or zip codes. Notwithstanding, this aggregation could mask associations between the outcomes and the covariables due to the heterogeneity of areas. This study could be complemented using, when they are available, alternative and smaller units such as streets or street segments [67,68]. Third, this study was conducted in one Spanish city, but results may differ with samples from other countries and cultural contexts. Cross-cultural studies are needed to compare the findings and establish more robust conclusions.

5. Conclusions

This study addresses a shortcoming in the literature, as it analyzes the spatial overlap of police calls reporting street-level crime and a type of behind-closed-doors crime, IPVAW, using an advanced methodological approach—Bayesian spatial modeling. The findings suggest that police calls reporting street-level crime and IPVAW share some spatial structures, although this is a moderate relationship. Using Bayesian spatial models can help to better understand the spatial structures of both street-level crime and IPVAW, and can be a useful tool for crime monitoring and prevention.

Author Contributions: Conceptualization, E.G. and M.L.; methodology, A.L.-Q. and M.M.; formal analysis, A.L.-Q. and M.M.; resources, E.G. and M.L.; data curation, M.M.; writing—original draft preparation, M.M.; writing—review and editing, E.G., A.L.-Q., M.L. and M.M.; visualization, M.M.; supervision, E.G. and M.L.; funding acquisition, M.L. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Cátedra de Protección Ciudadana, Policía Local de Valencia (PROTECPOL), and by FEDER/Spanish Ministry of Science, Innovation, and Universities—State Research Agency (PSI2017-84764-P and PID2019-106341GB-I00).

Institutional Review Board Statement: The study was conducted according to the guidelines of the Declaration of Helsinki, and approved by the Institutional Ethics Committee of the University of Valencia (protocol code H1524218214832).

Informed Consent Statement: Not applicable.

Data Availability Statement: Restrictions apply to the availability of the data. Data were obtained from Valencia Police Department and are not publicly available due to confidentiality issues.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Caplan, J.M.; Kennedy, L.W.; Piza, E.L. Joint Utility of Event-Dependent and Environmental Crime Analysis Techniques for Violent Crime Forecasting. Crime Delinq. 2013, 59, 243–270. [CrossRef]
2. Deryol, R.; Wilcox, P.; Logan, M.; Wooldredge, J. Crime places in context: An illustration of multilevel natura of hot spot development. J. Quant. Criminol. 2016, 32, 305–325. [CrossRef]
3. Ratcliffe, J.H.; McCullagh, M.J. Chasing ghosts? Police perception of high crime areas. Brit. J. Criminol. 2001, 41, 330–341. [CrossRef]
4. Groff, E.; Weisburd, D.; Morris, N.A. Where the Action is at Places: Examining Spatio-Temporal Patterns of Juvenile Crime at Places Using Trajectory Analysis and GIS. In Putting Crime in Its Place: Units of Analysis in Criminology; Weisburd, D., Bernasco, W., Bruinsma, G., Eds.; Springer: New York, NY, USA, 2009; pp. 61–86.
5. Haining, R.; Law, J.; Griffith, D. Modelling small area counts in the presence of overdispersion and spatial autocorrelation. Comput. Stat. Data Anal. 2009, 53, 2923–2937. [CrossRef]
6. Law, J.; Quick, M.; Chan, P. Bayesian Spatio-Temporal Modeling for Analysing Local Patterns of Crime Over Time at the Small-Area Level. J. Quant. Criminol. 2014, 30, 57–78. [CrossRef]
7. Matthews, S.A.; Yang, T.-C.; Hayslett, K.L.; Ruback, R.B. Built environment and property crime in Seattle, 1998–2000: A Bayesian analysis. *Environ. Plann.* A **2010**, *42*, 1403–1420. [CrossRef] [PubMed]

8. Sparks, C.S. Violent crime in San Antonio, Texas: An application of spatial epidemiological methods. *Spat. Spatiotemporal Epidemiol.* **2011**, *2*, 301–309. [CrossRef]

9. Lawson, A.B. *Bayesian Disease Mapping: Hierarchical Modelling in Spatial Epidemiology*, 3rd ed.; CRC Press: Boca Raton, FL, USA, 2018.

10. Bernardinelli, L.; Clayton, D.; Pascutto, C.; Montomoli, C.; Ghislandi, M.; Songini, M. Bayesian analysis of space—Time variation in disease risk. *Stat. Med.* **1995**, *14*, 2433–2443. [CrossRef]

11. Best, N.; Richardson, S.; Thomson, A. A comparison of Bayesian spatial models for disease mapping. *Stat. Methods Med. Res.* **2005**, *14*, 35–59. [CrossRef]

12. Mair, C.; Gruenewald, P.J.; Ponicki, W.R.; Remer, L. Varying Impacts of Alcohol Outlet Densities on Violent Assaults: Explaining Differences Across Neighborhoods. *J. Stud. Alcohol Drugs* **2013**, *74*, 50–58. [CrossRef]

13. Toomey, T.L.; Erickson, D.J.; Carlin, B.P.; Songini, M. The association between density of alcohol establishments and violent crime within urban neighborhoods. *Alcohol. Clin. Exp. Res.* **2012**, *36*, 1468–1473. [CrossRef] [PubMed]

14. Zhu, L.; Gorman, D.M.; Horel, S. Hierarchical Bayesian spatial models for alcohol availability, drug “hot spots” and violent crime. *Int. J. Health Geogr.* **2006**, *5*, 54. [CrossRef]

15. Lum, C. The geography of drug activity and violence: Analyzing crime event types. Subst. *Use Misuse* **2008**, *43*, 195–218.

16. Marco, M.; Gracia, E.; López-Quílez, A. Linking Neighborhood Characteristics and Drug-Related Police Interventions: A Bayesian Spatial Analysis. *ISPRS Int. J. Geo-Inf.* **2017**, *6*, 65. [CrossRef]

17. Li, G.; Haining, R.; Richardson, S.; Best, N. Space–time variability in burglary risk: A Bayesian spatio-temporal modelling approach. *Spat. Stat.* **2014**, *9*, 180–191. [CrossRef]

18. Liu, H.; Zhu, X.; Zhang, D.; Liu, Z. Investigating Contextual Effects on Burglary Risks: A Contextual Effects Model Built Based on Bayesian Spatial Modeling Strategy. *ISPRS Int. J. Geo-Inf.* **2019**, *8*, 488. [CrossRef]

19. Law, J.; Chan, P.W. Bayesian Spatial Random Effect Modelling for Analysing Burglary Risks Controlling for Offender, Socioeconomic, and Unknown Risk Factors. *Appl. Spat. Anal. Policy* **2012**, *5*, 73–96. [CrossRef]

20. Rey, S.J.; Mack, E.A.; Koschinsky, J. Exploratory Space–Time Analysis of Burglary Patterns. *J. Quant. Criminol.* **2012**, *28*, 509–531. [CrossRef]

21. Law, J.; Quick, M. Exploring links between juvenile offenders and social disorganization at a large map scale: A Bayesian spatial modeling approach. *J. Geogr. Syst.* **2013**, *15*, 89–113. [CrossRef]

22. Bursik, R.J.; Grasmick, H.G. * Neighborhoods and Crime: The Dimensions of Effective Community Control*; Lexington: New York, NY, USA, 1993.

23. Sampson, R.J.; Raudenbush, S.W.; Earls, F. Neighborhoods and Violent Crime: A Multilevel Study of Collective Efficacy. *Science* **1997**, *277*, 918–924. [CrossRef]

24. Cunradi, C.B.; Mair, C.; Ponicki, W.; Remer, L. Alcohol Outlets, Neighborhood Characteristics, and Intimate Partner Violence: Ecological Analysis of a California City. *J. Hered.* **2011**, *88*, 191–200. [CrossRef]

25. Gracia, E.; Marco, M.; López-Quílez, A.; Lila, M. Chronic high risk of intimate partner violence against women in disadvantaged neighborhoods: An eight-year space-time analysis. *Prev. Med.* **2021**, *148*, 106550. [CrossRef]

26. Gracia, E.; López-Quílez, A.; Marco, M.; Lladós, S.; Lila, M. The Spatial Epidemiology of Intimate Partner Violence: Do Neighborhoods Matter? *Am. J. Epidemiol.* **2015**, *182*, 58–66. [CrossRef]

27. Marco, M.; Gracia, E.; López-Quílez, A. The university campus environment as a protective factor for intimate partner violence against women: An exploratory study. *J. Community Psychol.* **2018**, *46*, 903–916. [CrossRef]

28. Barzoza, G.E. The geography of child maltreatment: A spatiotemporal analysis using Bayesian hierarchical analysis with Integrated Nested Laplace Approximation. *J. Interpers. Violence* **2019**, *34*, 50–80. [CrossRef] [PubMed]

29. Freisthler, B.; Weiss, R. E Using Bayesian space-time models to understand the substance use environment and risk for being referred to child protective service. *Subst. Use Misuse* **2008**, *43*, 239–251. [CrossRef]

30. Gracia, E.; López-Quílez, A.; Marco, M.; Lila, M. Mapping child maltreatment risk: A 12-year spatio-temporal analysis of neighborhood influences. *Int. J. Health Geogr.* **2017**, *16*, 38. [CrossRef]

31. Marco, M.; Gracia, E.; López-Quílez, A.; Freisthler, B. Child maltreatment and alcohol outlets in Spain: Does the country drinking culture matters? *Child Abus. Negl.* **2019**, *91*, 23–30. [CrossRef]

32. Morris, M.C.; Marco, M.; Maguire-Jack, K.; Kourou, C.D.; Bailey, B.; Ruiz, E.; Im, W. Connecting Child Maltreatment Risk with Crime and Neighborhood Disadvantage Across Time and Place: A Bayesian Spatiotemporal Analysis. *Child Maltreat.* **2018**, *24*, 181–192. [CrossRef]

33. Morris, M.C.; Marco, M.; Bailey, B.; Ruiz, E.; Im, W.; Goodin, B. Opioid prescription rates and risk for substantiated child abuse and neglect: A Bayesian spatiotemporal analysis. *Drug Alcohol Depend.* **2019**, *205*, 107623. [CrossRef] [PubMed]

34. Wright, E.M.; Benson, M.L. Clarifying the Effects of Neighborhood Context on Violence “Behind Closed Doors”. *Justice Q.* **2011**, *28*, 775–798. [CrossRef]

35. Bursik, R.J. The informal social control of crime through neighborhood networks. *Social. Focus* **1999**, *32*, 85–97. [CrossRef]
36. Browning, C.R. The Span of Collective Efficacy: Extending Social Disorganization Theory to Partner Violence. *J. Marriage Fam.* 2002, 64, 833–850. [CrossRef]
37. Sampson, R.J.; Raudenbush, S.W. Systematic Social Observation of Public Spaces: A New Look at Disorder in Urban Neighborhoods. *Am. J. Sociol.* 1999, 105, 605–651. [CrossRef]
38. Cunradi, C.B.; Mair, C.; Ponicki, W.; Remer, L. Alcohol Outlet Density and Intimate Partner Violence-Related Emergency Department Visits. *Alcohol. Clin. Exp. Res.* 2012, 36, 847–853. [CrossRef]
39. Sumetsky, N.; Burke, J.G.; Mair, C. Relationships between Opioid-Related Hospitalizations and Intimate Partner Violence and Child Maltreatment Hospitalizations in Pennsylvania Across Space and Time. *J. Interpers. Violence* 2020. [CrossRef] [PubMed]
40. Chung, J.; Kim, H. Crime Risk Maps: A Multivariate Spatial Analysis of Crime Data. *Geogr. Anal.* 2019, 51, 475–499. [CrossRef]
41. Law, J.; Quick, M.; Jadavji, A. A Bayesian spatial shared component model for identifying crime-general and crime-specific hotspots. *Ann. GIS* 2020, 26, 65–79. [CrossRef]
42. Liu, H.; Zhu, X. Joint Modeling of Multiple Crimes: A Bayesian Spatial Approach. *ISPRS Int. J. Geo-Inf.* 2017, 6, 16. [CrossRef]
43. Quick, M.; Li, G.; Brunton-Smith, I. Crime-general and crime-specific spatial patterns: A multivariate spatial analysis of four crime types at the small-area scale. *J. Crim. Justice* 2018, 58, 22–32. [CrossRef]
44. Gracia, E.; López-Quílez, A.; Marco, M.; Lila, M. Neighborhood characteristics and violence behind closed doors: The spatial overlap of child maltreatment and intimate partner violence. *PLoS ONE* 2018, 13, e0198684. [CrossRef] [PubMed]
45. Marco, M.; Maguire-Jack, K.; Gracia, E.; López-Quílez, A. Disadvantaged neighborhoods and the spatial overlap of substantiated and unsubstantiated child maltreatment referrals. *Child Abus. Negl.* 2020, 104, 104477. [CrossRef] [PubMed]
46. Marco, M.; Gracia, E.; Tomás, J.M.; López-Quílez, A. Assessing neighborhood disorder: Validation of a three-factor observational scale. *Eur. J. Psychol. Appl. Leg. Context* 2015, 7, 81–89. [CrossRef]
47. Marco, M.; Freithabler, B.; Gracia, E.; López-Quílez, A.; Lila, M. Neighborhood Characteristics, Alcohol Outlet Density, and Alcohol-Related Calls-for-Service: A Spatiotemporal Analysis in a Wet Drinking Country. *ISPRS Int. J. Geo-Inf.* 2017, 6, 380. [CrossRef]
48. Knorr-Held, L.; Best, N.G. A shared component model for detecting joint and selective clustering of two diseases. *J. R. Stat. Soc. Ser. A Stat. Soc.* 2001, 164, 73–85. [CrossRef]
49. Besag, J.; York, J.; Mollié, A. Bayesian image restoration, with two applications in spatial statistics. *Ann. Inst. Stat. Math.* 1991, 43, 1–20. [CrossRef]
50. Gelman, A.; Carlin, J.B.; Stern, H.S.; Dunson, D.B.; Vehtari, A.; Rubin, D.B. *Bayesian Data Analysis*, 3rd ed.; CRC Press: Boca Raton, FL, USA, 2013.
51. Quick, M.; Li, G.; Law, J. Spatiotemporal Modeling of Correlated Small-Area Outcomes: Analyzing the Shared and Type-Specific Patterns of Crime and Disorder. *Geogr. Anal.* 2019, 51, 221–248. [CrossRef]
52. Vicente, G.; Goicoa, T.; Ugarte, M.D. Bayesian inference in multivariate spatio-temporal areal models using INLA: Analysis of gender-based violence in small areas. *Stoch. Environ. Res. Risk Assess.* 2020, 34, 1421–1440. [CrossRef]
53. Newton, A.; Felson, M. Crime patterns in time and space: The dynamics of crime opportunities in urban areas. *Crime Sci.* 2015, 4, 11. [CrossRef]
54. Summers, L.; Johnson, S.D. Does the Configuration of the Street Network Influence Where Outdoor Serious Violence Takes Place? Using Space Syntax to Test Crime Pattern Theory. *J. Quant. Criminol.* 2017, 33, 397–420. [CrossRef]
55. De Melo, S.N.; Andresen, M.A.; Matias, L.F. Geography of crime in a Brazilian context: An application of social disorganization theory. *Urban Geogr.* 2017, 38, 1550–1572. [CrossRef]
56. Jones, R.W.; Pridemore, W.A. Toward an Integrated Multilevel Theory of Crime at Place: Routine Activities, Social Disorganization, and The Law of Crime Concentration. *J. Quant. Criminol.* 2018, 35, 543–572. [CrossRef]
57. Bernasco, W.; Kooistra, T. Effects of residential history on commercial robbers’ crime location choices. *Eur. J. Criminol.* 2010, 7, 251–265. [CrossRef]
58. Chainey, S.P.; da Silva, B.F. Examining the extent of repeat and near repeat victimization of domestic burglaries in Belo Horizonte, Brazil. *Crime Sci.* 2016, 5, 1. [CrossRef]
59. Hoppe, L.; Gerrell, M. Near-repeat burglary patterns in Malmö: Stability and change over time. *Eur. J. Criminol.* 2018, 16, 3–17. [CrossRef]
60. Andresen, M.A. A spatial analysis of crime in Vancouver, British Columbia: A synthesis of social disorganization and routine activity theory. *Can. Geogr.* 2006, 50, 487–502. [CrossRef]
61. Groff, E.R. Adding the Temporal and Spatial Aspects of Routine Activities: A Further Test of Routine Activity Theory. *Secur. J.* 2008, 21, 95–116. [CrossRef]
62. Hu, Y.; Wang, F.; Guin, C.; Zhu, H. A spatio-temporal kernel density estimation framework for predictive crime hotspot mapping and evaluation. *Appl. Geogr.* 2017, 2017, 89–97. [CrossRef]
63. Andresen, M.A.; Hodgkinson, T. Predicting Property Crime Risk: An Application of Risk Terrain Modeling in Vancouver, Canada. *Eur. J. Crim. Policy Res.* 2018, 24, 373–392. [CrossRef]
64. Caplan, J.M.; Kennedy, L.W. *Risk Terrain Modeling; Crime Prediction and Risk Reduction*; University of California Press: Oakland, CA, USA, 2016.
65. Kennedy, L.W.; Caplan, J.M.; Piza, E. Risk Clusters, Hotspots, and Spatial Intelligence: Risk Terrain Modeling as an Algorithm for Police Resource Allocation Strategies. *J. Quant. Criminol.* **2011**, *27*, 339–362. [CrossRef]

66. Mahfoud, M.; Bernasco, W.; Bhulai, S.; van der Mei, R. Forecasting Spatio-Temporal Variation in Residential Burglary with the Integrated Laplace Approximation Framework: Effects of Crime Generators, Street Networks, and Prior Crimes. *J. Quant. Criminol.* **2020**, *1*–*28*. [CrossRef]

67. Groff, E.R.; Lockwood, B. Criminogenic facilities and crime across street segments in Philadelphia: Uncovering evidence about the spatial extent of facility influence. *J. Res. Crime Delinq.* **2014**, *51*, 277–314. [CrossRef]

68. Steenbeek, W.; Weisburd, D. Where the action is in crime? An examination of variability of crime across different spatial units in the Hague, 2001–2009. *J. Quant. Criminol.* **2016**, *32*, 449–469. [CrossRef]