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Abstract

The aim of the present study is to consider a heroin epidemic model with age-structure only in the active heroin users. The model was formulated with the help of available literature on heroin epidemic. Instead of treatment as a class, we incorporated recovered population and considered treatment as a control variable and thus a control problem is presented for further analysis. The techniques of weak derivatives and sensitivities were used for obtaining the adjoint equations. The maximum principle of Pontryagin’s type was used for obtaining the optimal value of the control variable. Sample simulations are presented at the end of the study in order to show the effectiveness of the treatment.
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1 Introduction

Heroin is an illegal, highly addictive opioid drug made from morphine. Morphine is an organic compound which is produced from the seed pod of a certain plant, called opium poppy [1, 2]. Such plants are widely grown in Southwest and Southeast Asia, Colombia, and Mexico. Typically, its color is brownish or white in the form of powder. Black tar heroin is a sticky substance that is obtained from the crude processing method and is illegally sold in the US where it comes from Mexico. Most of the addicts inject, snort, smoke, or sniff heroin [2].

Heroin affects its addicts in many ways: medically, socially, and economically. Medical science reported that as heroin makes entry into the body, it targets brain and receptors on cells, especially those which are responsible for controlling the heart rate, feelings of pleasure and pain, breathing and sleeping [1]. Regarding social perspectives, heroin may disrupt a family, can create panic in a workplace, and may destroy education of an addict, which leads towards crime [3]. Due to high cost of heroin, it has a shocking impact on society and costs billions of dollar each year [4, 5].

Heroin epidemic is known as the spread of heroin addiction in a community or population. Usually, the term epidemic is reserved for the transmission of infectious diseases. However, it is worthy to notice that there are certain situations in which a disorder spreads in a similar way without explicit involvement of the infectious agent. The dynamics of
heroin addiction have some familiar characteristics of epidemics, including rapid diffusion and clear geographic boundaries. Therefore, heroin addiction may be treated like an epidemic. From a mathematical point of view, this epidemic has been studied by many researchers [2, 6–10]. A majority of these studies focuses on the derivation of the basic reproduction number $R_0$ (a number used to measure the transmission potential of a disease) and on the stability of the model around equilibria. Usually, $R_0 < 1$ implies that an epidemic will not result from the introduction of one infected individual and in such cases the epidemic will die out from the community, whereas $R_0 > 1$ implies that an epidemic will occur and will tend to persist in the population in the long run. Whenever the basic reproduction number exceeds one, one must look for control measures in order to overcome the epidemic.

Heroin models comprise an ordinary differential equation; see, e.g., the work of Ma [7], Muroya [11], Wangari [12], and Nyabadza [13] to name only a few. The authors have calculated the basic reproduction number and presented stability analysis therein. Mathematical studies of heroin epidemic via delay differential equations also have an extensive literature. For detail analysis, the readers are suggested to see the work [9, 10, 14–16] and references cited therein. It is worthy to notice that again the authors have focused on the stability analysis of the models concerned under certain conditions.

We are living in a world where each quantity of interest depends on hundreds of variables rather than just one independent variable. Various factors contribute to changes in the dynamics of heroin epidemic. For example, susceptibility of individuals varies significantly during the lifetime of a heroin addict due to the development of the immune system and the change of his lifestyle. The mean elapsed time since heroin initiation is about 20.4 years[17]; therefore, models for heroin addiction should include host demography due to the variability of infectivity. Further, treatment age is also important to be included due to behavioral change of the drug users under treatment. Most importantly, chronological age-structure for heroin addiction should be formulated for better understanding the subject matter, as many characteristics (like contact rate, heroin initiation, etc.) are directly related to an individual’s age. These facts and many more forced some researchers to use partial differential equations (PDEs) to study heroin epidemics via age-structured models. In [18], Fang et al. assumed that susceptibility to addiction of an individual may vary in his lifetime and hence developed and analyzed an age-structured heroin epidemic model. The authors investigated equilibrium of the model and checked for stability conditions. Fang et al. in [19] introduced the concept of treatment age in heroin models, and later on the theory was extended by Yang et al. [20] and Djilali et al. [21] by including different forms of incidence rates. Wang et al. [22] constructed and analyzed a multi-group heroin epidemic model by taking into account both the age of susceptibility and treatment age. Again the authors investigated the model for qualitative aspects and presented some results on the global analysis of the steady states. For a detailed analysis of an age-structured heroin epidemic model, the readers are advised to see the work in [23] and references cited therein.

Like other infectious diseases, heroin addiction is also curable. In order to control heroin use, a variety of effective treatments are available, such as medicines and behavioral therapies. Such medicines include methadone and buprenorphine, etc., whereas behavioral therapies may be contingency management and cognitive-behavioral therapy [1]. However, it is crucial and important to identify which treatment is effective and cheap for con-
trolling heroin addiction. It is more appropriate to start medicine treatment for active heroin addicts, i.e., addicts whose age since initiation of heroin is long enough. On the other hand, behavioral therapy is suggested for those heroin addicts who have small class-age. It is worthy to notice that a majority of the drug users are not seeking treatment. Thus, it will be more appropriate to selectively implement the intervention strategies among the users. Individuals who are affecting others could be removed by techniques such as compulsory closed-ward treatment, immunization with long-acting antagonists like cyclazocine, or, as a last resort, imprisonment. Moreover, by stopping the heroin supply with the help of law enforcing agencies, the addicts will have just one option to stop heroin use and seek addiction treatment.

The work cited above is indeed a great contribution to the field of epidemiology in general and to understanding heroin epidemic in particular; however, there are some points that need to be addressed. Though the authors have included heroin users into treatment, treatment variables (strategies) and its cost etc., were not identified. In other words, the authors studied the dynamical aspect of the treatment class while control strategies were given less attention. Thus, it is more convenient to use optimal control theory which will answer such questions. Further, the inclusion of classes, such as those of heroin users and heroin users in treatment, will make the problem more complex; therefore, it will be more realistic if we include only one class in heroin users that will make it simply an SIR model. After the removal of a treatment factor as a class from the model, one can use the treatment factor as a control variable.

In addition, considering the infection-age (time since heroin initiation) is very important in an epidemic model, particularly in modeling the long-lasting diseases like HIV/AIDS and TB. Once an individual starts heroin use, gradually addiction is developed. As the age of infection progresses, the users face many health issues. The infection-age could affect the dynamics of the susceptible population because contacts of susceptible people with an addict (who uses heroin for a very long time) will infect more susceptible individuals compared to an addict who started using heroin recently. Death related to heroin is directly connected with time since heroin initiation. Further, there is a possibility of fast recovery of addicts whose infection-age is minimal compared to addicts with maximal age of infection. Thus, we shall assume only class-age, namely age since heroin initiation in the heroin user’s’ class. Moreover, people who cease the use of heroin are not included in most age-structured models, however, they were included in case of ODE models as in [12]. The current study aims to include the treatment factor as a control variable in heroin users, including heroin addicts who said goodbye to drug-life, and so we present an optimal control problem.

The rest of the paper is organized as follows. In Sect. 2, we will develop the model under certain assumptions and will present the existence and uniqueness of a nonnegative solution to the model. The formulation of the control problem and existence of an optimal control will be discussed in Sect. 3. Numerical solution for verification purposes will be carried out in Sect. 4. We will present conclusion of the stdy in the last section of the manuscript.

2 The model
The above-mentioned work on heroin epidemic is indeed a great contribution to the existing literature on the subject matter; however, the majority of referenced material focuses on the three main compartments of the population, namely susceptible, heroin users
without treatment, and heroin users with treatment. Further, they have included either treatment-age or susceptibility-age, however, it is more important to consider infection-age (here we refer to the time elapsed since heroin initiation as infection-age) as heroin epidemic may be considered a slowly progressive disease. Moreover, the authors have studied only the dynamical aspects of the developed models and, to the best of our knowledge, there is not a single paper on the control theory of age-structured heroin models. We have formulated an age-structured heroin epidemic model considering infection-age and treatment as a control measure to overcome the spread of heroin. We wish to incorporate another independent variable in the modeling, denoted by $a$ which stand for time since heroin initiation. Thus, we can say that the new dependent variable $a$ is a dynamical variable whose dynamics is given by $\frac{da}{dt} = 1$.

Keeping in view the ideas of [12, 22, 24, 25], we have developed a flow diagram (see Fig. 1) which represents the inflow and outflow of population to each compartment. Based on this flowchart, we captured the problem mathematically in the following model governed by ODEs and a PDE:

\begin{align*}
\frac{dS(t)}{dt} &= \Lambda - S(t) \int_0^\infty \sigma(a)u(t,a) \, da - \mu S(t) + \gamma R(t), \quad (2.1a) \\
\frac{\partial u(t,a)}{\partial t} + \frac{\partial u(t,a)}{\partial a} &= - (\mu + \delta + \xi(a))u(t,a), \quad (2.1b) \\
\frac{dR(t)}{dt} &= \int_0^\infty \xi(a)u(t,a) \, da - (\mu + \gamma)R(t), \quad (2.1c) \\
u(t,0) &= S(t) \int_0^\infty \sigma(a)u(t,a) \, da, \quad (2.1d) \\
S(0) &= S_0 > 0, \quad u(0,a) = u_0(a), \quad R(0) = R_0 \geq 0. \quad (2.1e)
\end{align*}

Figure 1 The flow diagram of the model
The independent variable $t$ is the time, and $a$ denotes the age since heroin initiation. The rest of parameters and variables used in model (2.1) are described as follows:

- $S(t)$ represents the susceptible population,
- $u(t, a)$ stands for the density of heroin users such that $\frac{\partial u}{\partial a}$ represents the dynamics of heroin users along infection-age and
- \[ U(t) = \int_0^\infty u(t, a) \, da, \]
  represents the total population of heroin addicts at time $t$.
- $R(t)$ denotes the population who ceased the use of heroin,
- $\mu$ is the natural mortality rate,
- $\Lambda$ is the recruitment rate (new individuals coming to the population, whether by birth or by immigration),
- $\delta$ denotes the heroin-induced removal rate,
- $\xi(a)$ is the age-specific self-cure (users who cease using heroin by self-decision) rate,
- $\sigma(a)$ denotes the age-specific transmission rate.

We have imposed certain assumptions on the model that include:

- Within the modeling time period, the whole population \[ N(t) = S(t) + \int_0^\infty u(t, a) \, da + R(t) \] is assumed to be constant.
- Only active heroin users are infectious to susceptibles.
- Homogenous mixing assumption is true for the model under consideration.
- The fraction of addicts who cease using heroin may be vulnerable to start using heroin again.

The parameters of the model will obey the following conditions:

C1. $\Lambda, \mu, \delta > 0$, and $\xi(a)$ is a continuous positive function.

C2. $\sigma(a) \in L_+^\infty$ with an essential upper bound $\bar{\sigma}$.

C3. $\sigma(a)$ is Lipschitz continuous on $\mathbb{R}_{\geq 0}$, with Lipschitz coefficient $M_\sigma$.

Further, we introducing some notations for the sake of simplicity:

\[ L(t) = \int_0^\infty \sigma(a) u(t, a) \, da, \quad M(t) = \int_0^\infty \xi(a) u(t, a) \, da, \]
\[ \Gamma(a) = e^{-\int_0^a (\mu + \delta + \xi(\tau)) \, d\tau}. \]

The solutions of equation (2.1b) may be obtained by using the method of characteristics in the following form:

\[ u(t, a) = \begin{cases} 
S(t-a)L(t-a)\Gamma(a), & t > a \geq 0; \\
u_0(a-t)\frac{\Gamma(a)}{\Gamma(a-t)}, & a \geq t \geq 0.
\end{cases} \quad (2.2) \]

Integrating (2.1a), (2.1c), and considering relation (2.2) along with the conditions, we get the following system of equations:

\[ S(t) = \int_0^t \left[ \Lambda - S(t-a)L(t-a) + \gamma R(t-a) \right] e^{-\mu a} \, da + S_0 e^{-\mu t}, \quad (2.3a) \]
\[ U(t) = \int_0^\infty u(t, a) \, da = \int_0^t S(t-a)L(t-a)\Gamma(a) \, da + \int_t^\infty u_0(a-t) \frac{\Gamma(a)}{\Gamma(a-t)} \, da, \quad (2.3b) \]
\[ R(t) = \int_0^t M(t-a)e^{-(\mu+\gamma)a} \, da + R_0e^{-(\mu+\gamma)t}. \]  

(2.3c)

A direct application of theorems related to fixed-points from [26], it is handy to show that system (2.3) has a nonnegative solution in the interval \([0, \infty)\).

The desired functional space for system (2.1) is considered in the following form:

\[ Z = R_+ \times L^1_+ \times R_+. \]

Here, \(L^1_+\) represents the space of those functions which are Lebesgue-integrable and non-negative on \([0, \infty)\). Such a space of functions is equipped with the norm

\[ \| (x, \psi, y) \|_Z = |x| + \int_0^\infty |\psi| \, da + |y|. \]

It is to be noted that a physical interpretation of the norm is the size of the total population. Similarly, we can write the initial conditions of the model (2.1) as

\[ Z_0 := (S_0, u_0(0, \cdot), R_0) = (S_0, u_0(\cdot), R_0) \in Z. \]

In light of conditions \(C_1-C_3\), the existence and uniqueness theorems suggest that model (2.1) has a unique nonnegative solution under the additional condition \(Z_0 \in Z\). Further, a continuous semiflow \(\chi : R_+ \times Z \to Z\) is defined by system (2.1), and solutions have a nonempty omega-limit sets because of compact closure [27].

### 3 Optimal control strategies

Optimal control theory and calculus of variations are the two main techniques used for exploring a control law for a model with some predetermined objectives. For problems lying in infinite-dimensional spaces, one can apply the technique of calculus of variations, however, this technique is not dynamic. As the problem under consideration is stated in an infinite-dimensional space, we will apply optimal control theory since it is dynamic. As suggested in [24], we will use the maximum principle type results introduced by Li and Yong [28].

The proposed model has three state variables, \(S(t)\), \(U(t)\), and \(R(t)\), and a single control variable, \(v(t)\), from an admissible control set \(V_{ad} = \{ v \in L^2(0, T) | 0 \leq v(t) \leq l \leq 1, t \in [0, T]\}\). The physical interpretation of the control \(v\) is that of treatment of a heroin addict with medicines. Since we are treating heroin users, the term \(v(t)u(t, a)\) will be subtracted from equation (2.1b), whereas \(v(t)\int_0^\infty u(t, a) \, da\) will be added to equation (2.1c) in model (2.1).

We shall assume that upon treatment of a heroin user, the individual will get a permanent immunity from heroin addiction. The case \(v(t) = 0\) means no treatment, whereas \(v(t) = 1\) will reflect the fact the all heroin users are treated. Usually, the cost on treatment depends quadratically on treatment rate [29, 30], thus, we will analyze a quadratic term for the control variable. Such objective functionals are very common in practice, for instance, one can see that our objective functional is a special case of that in [31] by setting \(L(t) = 0\).

Furthermore, our aim in the current work is to minimize the number of heroin users and to maximize the groups of susceptible and recovered individuals. The objective functional will take the form

\[ J(v) = \int_0^T \left( U(t) + \frac{B}{2} v^2(t) \right) \, dt, \]

(3.1)
subject to

\[
\frac{dS(t)}{dt} = \Lambda - S(t) \int_0^\infty \sigma(a)u(t,a) \, da - \mu S(t) + \gamma R(t),
\]

\[\text{(3.2a)}\]

\[
\frac{\partial u(t,a)}{\partial t} + \frac{\partial u(t,a)}{\partial a} = -(\mu + \delta + \xi(a))u(t,a) - \nu(t)u(t,a),
\]

\[\text{(3.2b)}\]

\[
\frac{dR(t)}{dt} = \int_0^\infty \xi(a)u(t,a) \, da - (\mu + \gamma)R(t) + \nu(t) \int_0^\infty u(t,a) \, da,
\]

\[\text{(3.2c)}\]

\[
u(t) = S(t) \int_0^\infty \sigma(a)u(t,a) \, da,
\]

\[\text{(3.2d)}\]

\[
S(0) = S_0 > 0, \quad u(0,a) = u_0(a), \quad R(0) = R_0 \geq 0.
\]

\[\text{(3.2e)}\]

Here \(B > 0\) is called a balancing factor and it represents the level of acceptance of an addict to treatment. In the following theorem, we will prove that there exist an optimal control variable which minimizes the objective functional.

**Theorem 3.1** There exists a control variable \(v^* \in V_{ad}\) that minimizes the objective functional \(f(v)\) subject to system (3.2).

**Proof** Clearly, the admissible control set \(V_{ad}\) is convex and closed. Further, solutions of the controlled system are bounded, which implies the compactness of the controlled system. The property of compactness of the controlled system is necessary for the existence of an optimal control variable. In addition, on the admissible set the integrand in \(f(v)\) is a convex function. Moreover, there exists \(\xi \in R, > 1\) and \(\eta_1, \eta_2 \in R\), such that

\[
f(v) \geq \eta_2 + \eta_1 v^2.
\]

\[\text{(3.3)}\]

As all of the hypothesis of Theorem 13.8.1 in [32] are satisfied by \(V_{ad}\) and \(f(v)\), there exists an optimal control for the problem. \(\square\)

For obtaining the necessary conditions, let introduce another control \(v^\epsilon(t) = v(t) + \epsilon h(t)\) where \(\epsilon\) is between 0 and 1, and \(h(t)\) is called a variation function. The function \(h\) may be positive or negative in such a way that \(v^\epsilon\) still belongs to \(V\). Since the state variables depend on \(v\), accordingly the state variables will take the form \(S^\epsilon = S(v^\epsilon), U^\epsilon = U(v^\epsilon), R^\epsilon = R(v^\epsilon)\). In the same way, system (3.2) can be written in the following form correspond to the new control variable:

\[
\frac{dS^\epsilon(t)}{dt} = \Lambda^\epsilon - S^\epsilon(t) \int_0^\infty \sigma(a)u^\epsilon(t,a) \, da - \mu S^\epsilon(t) + \gamma R^\epsilon(t),
\]

\[\text{(4.4a)}\]

\[
\frac{\partial u^\epsilon(t,a)}{\partial t} + \frac{\partial u^\epsilon(t,a)}{\partial a} = -(\mu + \delta + \xi(a))u^\epsilon(t,a) - \nu(t)u^\epsilon(t,a),
\]

\[\text{(4.4b)}\]

\[
\frac{dR^\epsilon(t)}{dt} = \int_0^\infty \xi(a)u^\epsilon(t,a) \, da - (\mu + \gamma)R^\epsilon(t) + \nu(t) \int_0^\infty u^\epsilon(t,a) \, da,
\]

\[\text{(4.4c)}\]

\[
u^\epsilon(t) = S^\epsilon(t) \int_0^\infty \sigma(a)u^\epsilon(t,a) \, da,
\]

\[\text{(4.4d)}\]

\[
U^\epsilon(t) = \int_0^\infty u^\epsilon(t,a) \, da,
\]

\[\text{(4.4e)}\]
Next, we will subtract system (3.2) from (3.4) to get the difference quotients \( \frac{S(t+\epsilon)-S(t)}{\epsilon} \), \( \frac{\bar{u}(t+\epsilon)-\bar{u}(t)}{\epsilon} \), and \( \frac{R(t+\epsilon)-R(t)}{\epsilon} \) called the weak or Gateaux derivatives. The sensitivities \( \bar{S}(t) \), \( \bar{u}(t,a) \), and \( \bar{R}(t) \) could be obtained by applying \( \lim_{\epsilon \to 0} \) to the weak derivatives. These sensitivities will satisfy the following linearized version of system (3.2):

\[
\begin{align*}
\frac{d\bar{S}(t)}{dt} &= -\bar{S}(t) \int_0^\infty \sigma(a)u(t,a)da - \mu \bar{S}(t) + \gamma \bar{R}(t) - \bar{S}(t) \int_0^\infty \sigma(a)\bar{u}(t,a)da, \\
\frac{\partial \bar{u}(t,a)}{\partial t} + \frac{\partial \bar{u}(t,a)}{\partial a} &= -(\mu + \delta + \xi(a))\bar{u}(t,a) - \nu(t)\bar{u}(t,a) - h(t)u(t,a), \\
\frac{d\bar{R}(t)}{dt} &= -(\mu + \gamma)\bar{R}(t) + \int_0^\infty \xi(a)\bar{u}(t,a)da + \int_0^\infty \{\nu(t)\bar{u}(t,a) + h(t)u(t,a)\}da, \\
\bar{u}(t,0) &= S(t) \int_0^\infty \sigma(a)u(t,a)da + S(t) \int_0^\infty \sigma(a)\bar{u}(t,a)da, \\
\bar{S}(0) = 0, \quad \bar{u}(0,a) = 0, \quad \bar{R}(0) = 0.
\end{align*}
\]

In the same way, the Gateaux derivative of \( J(u) \) becomes

\[
0 \leq J'(v) = \int_0^T \big[ \bar{U}(t) + B\bar{h}(t)v(t) \big] dt,
\]

where \( \bar{U}(t) = \int_0^\infty \bar{u}(t,a)da \). The sensitivities’ equations in (3.5) can be used for obtaining the adjoint equations. In order to obtain the adjoint system, we will first consider equation (3.5a) as

\[
0 = \left\{ \frac{d\bar{S}(t)}{dt} + \bar{S}(t) \int_0^\infty \sigma(a)u(t,a)da + \mu \bar{S}(t) - \gamma \bar{R}(t) + \bar{S}(t) \int_0^\infty \sigma(a)\bar{u}(t,a)da, \lambda_1(t) \right\},
\]

\[
0 = \left\{ \bar{S}(t), -\frac{d\lambda_1(t)}{dt} + \lambda_1(t) \int_0^\infty \sigma(a)u(t,a)da + \mu \lambda_1(t) \right\} + \left\{ [\bar{u}(t,a), S(t)\sigma(a)\lambda_1(t)] - [\bar{R}(t), \gamma \lambda_1(t)] \right\},
\]

with the conditions

\[
\bar{u}(0,a) = 0, \quad \bar{S}(0) = 0, \quad \lambda_1(T) = 0.
\]

Here \( \langle f_1, f_2 \rangle = \int_0^T f_1(t) f_2(t) dt \) and \( \langle \langle f_1, f_2 \rangle \rangle = \int_0^T \int_0^{\infty} f_1(t) f_2 da dt \). Equation (3.5b) can be written in the form of

\[
0 = \left\{ \frac{\partial}{\partial t} \bar{u}(t,a) + \frac{\partial}{\partial a} \bar{u}(t,a) + (\mu + \delta + \xi(a))\bar{u}(t,a) + h(t)u(t,a), \lambda_2(t,a) \right\},
\]

\[
0 = \left\{ \bar{u}(t,a), -\frac{\partial}{\partial t} \lambda_2(t,a) - \frac{\partial}{\partial a} \lambda_2(t,a) + (\nu + \delta + \xi(a))\lambda_2(t,a) \right\} + \int_0^T \int_0^\infty h(t)u(t,a)\lambda_2(t,a) da dt
\]

\[
- \int_0^T \int_0^\infty [\bar{S}(t)u(t,a) + S(t)\bar{u}(t,a)]\sigma(a)\lambda_2(t,0) da dt.
\]
with the conditions
\[ \dot{u}(0, a) = 0, \quad \ddot{u}(t, \infty) = 0, \quad \lambda_2(T, 0) = 0. \] (3.10)

Similarly, equation (3.5c) can be written as
\begin{align*}
0 &= \langle d\bar{R}(t) + (\mu + \gamma)\bar{R}(t) - \int_0^\infty \xi(a) \ddot{u}(t, a) da \\
&\quad - \int_0^\infty [v(t)\dddot{u}(t, a) + h(t)u(t, a)] da, \lambda_3(t) \rangle,
\end{align*}

\begin{align*}
0 &= \langle \bar{R}(t), -\frac{d\lambda_3(t)}{dt} + (\mu + \gamma)\lambda_3(t) \rangle - \langle [\ddot{u}(t, a), (v(t) + \xi(a))\lambda_3(t)] \\
&\quad - \int_0^T \int_0^\infty h(t)u(t, a)\lambda_3(t) da dt, \lambda_3(t) \rangle,
\end{align*}

with
\[ \bar{R}(0) = 0, \quad \lambda_3(T) = 0. \] (3.12)

Collecting equations (3.7), (3.9), and (3.11) with subsidiary conditions and by rearranging the terms, we get the following adjoint system:
\begin{align*}
\frac{d\lambda_1(t)}{dt} &= \lambda_1(t) \int_0^\infty \sigma(a)u(t, a) da - \lambda_2(t, 0) \int_0^\infty u(t, a)\sigma(a) da + \mu\lambda_1(t), \quad (3.13a) \\
\frac{\partial\lambda_2(t, a)}{\partial t} + \frac{\partial\lambda_2(t, a)}{\partial a} &= (\mu + \delta + \xi(a) + v(t))\lambda_2(t, a) + S(t)\lambda_1(t)\sigma(a) \\
&\quad - S(t)\lambda_2(t, 0)\sigma(a) - (v(t) + \xi(a))\lambda_3(t) - 1, \quad (3.13b) \\
\frac{d\lambda_3(t)}{dt} &= (\mu + \gamma)\lambda_3(t) - \gamma\lambda_1(t), \quad (3.13c)
\end{align*}

with the transversality conditions
\[ \lambda_1(T) = 0, \quad \lambda_2(T, 0) = 0, \quad \lambda_3(T) = 0. \] (3.14)

**Theorem 3.2** If \(v^*\) in \(V_{ad}\) is an optimal control which minimizes \(J(v)\) and \((S^*(t), U^*(t), R^*(t))\) and \((\lambda_1(t), \lambda_2(t, a), \lambda_3(t))\) are the corresponding state and adjoint variables, then
\[ v^*(t) = \min\left\{ l, \max\left\{ 0, \frac{\int_0^\infty (\lambda_2(t, a) - \lambda_3(t))u^*(t, a) da}{B} \right\} \right\}. \] (3.15)

**Proof** By using system (3.13), we can write relation (3.6) as
\begin{align*}
0 &\leq J'(v) = \int_0^T [\dddot{U}(t) + Bh(t)v(t)] dt, \\
&= \int_0^T S(t) \left[ -\frac{d\lambda_1(t)}{dt} + \mu\lambda_1(t) + \lambda_1(t) \int_0^\infty \sigma(a)u(t, a) da \right]
\end{align*}
Since the problem under discussion contains ODEs and a PDE equation, we will use ically. For this purpose, we will present some sample simulations in the present section.

4 Numerical simulations

Though analytically we have obtained an optimal system (3.19) from the given system (3.2), the optimality and effectiveness of the control variable need to be verified numerically. For this purpose, we will present some sample simulations in the present section. Since the problem under discussion contains ODEs and a PDE equation, we will use the
finite difference method. This method is very easy to apply and best suited for implementation on a computer algebra system. Next, we will consider the same step size $\Delta t = \Delta a$. Further, we assumed that $S(t_n) \approx S_n$, $u(t_n, a_i) \approx u_i^n$, $R(t_n) \approx R_n$ for each time point $t_n$ and class-age $a_i$. Following the same procedure presented in [33], we obtained the following numerical scheme for the proposed model:

$$
S_{n+1}^i = \frac{S_n^i + (\Lambda + \gamma R_n^i)\Delta t}{1 + (\sum_{i=1}^{K} \sigma_i u_{i+1}^{n+1} \Delta t + \mu) \Delta t},
$$

$$
u_{i+1}^{n+1} = \frac{u_i^n}{1 + (\mu + \delta + \xi_i + \nu^{n+1}) \Delta t},$$

$$
R_{n+1}^i = \frac{R_i^n + \sum_{i=1}^{K} (\xi_i + \nu^{n+1}) u_i^{n+1} \Delta t}{1 + (\mu + \gamma) \Delta t},
$$

$$
u_0^{n+1} = S_{n+1}^i \sum_{i=1}^{K} \sigma_i u_i^{n+1} \Delta t,$$

$$
S^0 = S_0, \quad u_i^0 = \phi_i, \quad R^0 = R_0.
$$

Here, the method is convergent with order of convergence $O(\Delta t)$ and approximations of the solution converging to the true solution as $C\Delta t \to 0$ whenever $t \to 0$, where $C$ is an appropriate constant. Any numerical method is acceptable if it is convergent at least of order $O(\Delta t)$.

Here $n = 0, \ldots, N - 1$ and $i = 0, \ldots, K - 1$, where $N$ and $K$ are the maximum numbers of points of time and class-age, respectively. Similarly, the adjoint system and the optimal control variable were coded in MATLAB using the same technique. It is important to discretize the whole domain with a discrete square mesh. For this purpose, we will discretize the age and time directions. Since both age and time progress simultaneously, we discretized the age and time with the same step $\Delta t = 0.05$. The initial population and age-distribution of all classes were assumed in light of the assumptions on the model. The values of parameters and their justification are presented in Table 1. The age since heroin initiation is assumed to be 40 years, where the treatment period is 40 days.

The authors in [13] have estimated the range for $\Lambda$ to be 0.04–0.028 in terms of per 100 individuals. Thus our assumption of $\Lambda = 18$ makes sense as we are dealing with population rather than density. The value of the transmission rate $\beta$ in [20] was considered to be constant and equal to 0.03. Here, we assume that the transmission rate is not constant; in fact, it depends on the time since heroin initiation, i.e., $\sigma(a) = 0.03e^{-a}$. Choosing this particular shape of $\sigma(a)$ will cover the value of $\beta = 0.03$ as a special case when we set $a = 0$. Further, an individual who is using heroin for a very long time will definitely face
many health issues and thus his contact with susceptibles will become weak. This fact was mathematically captured in the term $e^{-a}$. Similarly, we assumed the value of age-specific self-cure rate to be $\xi(a) = 0.5e^{-a}$ as it contains the choice of $\xi$ in [12] as a special case when $a = 0$. In addition, the authors claiming that for an individual whose infection-age tends to increase, his/her intention to cease the use of heroin will surely get diminished and this claim was mathematically captured in the form of $e^{-a}$.

Figure 2(a) represents the population of people who are susceptible to heroin use. The figure indicates that the control is very effective, especially in the final course of treatment. In the initial 5 days of the control program, a negligible effect of the control could be observed on the susceptible population; afterwards the susceptible population with control tends to increase at a faster rate in comparison to $S(t)$ without control which is declining and approaching a steady state. Figures 2(b) and 2(c) represent the density of heroin users without and with control, respectively. To present a possible interpretation of these figures, we have plotted some sample curves from Figs. 2(b) and 2(c) (at fixed ages $a$) in Figs. 3(a) and 3(b), respectively. Figure 2(b) along with Fig. 3(a) suggests that the population density of heroin users with infection-age $a \leq 10$ will tend to decline and reach to a stable point $u^* \geq 0.0325$ within a maximum time of 10 days. Heroin users with low infection-age will tend to stabilize fast; however, the value of stabilization points tends to decrease by increasing the time since heroin initiation. Similarly, Figs. 2(c) and 3(b) show that by implementing the control policy, the population irrespective of its infection age stabilizes itself again to a value $u^* \leq 0.22$ in the long run. A population whose class-ages are greater or equal to 3.5 years tends to vanish approximately after 3.8 days for a specific
period whose length depends on the infection-age. Afterwards the population tends to increase again and asymptotically approaches a value less than or equal to 0.057. Here one can observe that the control program will stabilize the population density of heroin users (whose infection-age is smaller) to a non-trivial value in comparison to addicts (whose infection age is higher) which approaches zero soon after the implementation of the control program.

In Figs. 4(a), 4(b), and 4(c), we compared sample solution profiles of $u(t,a)$ with and without control at a fixed infection-age $a$. These figures depict that the control is highly effective for the heroin users whose class-age is less than 15 years, whereas the control shows a moderate effect on heroin users whose class-age is from 15 to 25 years. Initially, the treatment has a good effect on addicts who use heroin for more than 30 years as well, however, after 35 days the curves for cases with and without control behave similarly. This fact is realistic as well because active heroin users are showing ignorance to such a treatment. This means that the treatment shows good outcomes irrespective of infection-age with inverse dependency.

The same argument was supported by Figs. 5(a), 5(b), and 5(c), in which we have chosen some curves from the density function $u(a,t)$ at a fixed time both with and without control cases. The figures depict that an initial population of heroin users is distributed in such a way that individuals with low and high infection age are higher compared to people with middle infection ages. As the time progresses, a remarkable decrease could be observed in the heroin users irrespective of their infection age, and finally the population of heroin users whose infection age is greater than or equal to 30 vanishes in the long run. Referring to Fig. 3(b), we can say that when $4 \leq t \leq 10$ days, we have no heroin users whose age is above 5 years. With the progression of the control program, we have only heroin users whose infection-age is less than or equal to 30 years, and the density of addicts who use heroin for the past 30 years has completely vanished with the successful implementation of the control program. The figure shows that in the initial stages of the control more heroin users tend to cease the use of heroin. However, as the treatment time progresses, the control affects less and less heroin users irrespective of their class-age. Figure 2(d) shows that the treatment effects the recovered population as well, however, due to relapse the recovered population is again vulnerable to the use of heroin and thus it goes back to the susceptible compartment. In Fig. 6(a), we plotted the optimal objective functional, as well as objective functional without optimal values of the state and control variables. The plot
Figure 4 Dynamicsofthepopulationdensityofheroinusersthroughoutime
shows that the values attained by the objective functional are realistic and optimal. The
dynamics of the objective functional suggest that a remarkable difference may be noticed
as time evolves. Similarly, Fig. 6(b) depicts the dynamics of the control variable, which
shows that the control is effective in the initial 10 days of the control program. Afterwards
the control variable tends to decrease and eventually vanishes.

Keeping in mind Fig. 5, we can say that soon after the implementation of the control
program, heroin users with low infection-age start to cease using heroin. In the middle
of the control program, heroin users with moderate and high infection-age show reaction
and they are planning to quit using heroin. It is also worthy to notice that the control slightly
disturbs the dynamics of people who are using heroin for a long time. The people who
cease the use of heroin, start taking the drug again due to susceptibility again. Thus, it is
more appropriate to reduce the relapse rate by using another control for the recovered
population on which the authors will work in the future.

5 Conclusion
In the present work, we have discussed a heroin epidemic model with some predetermined
objectives. Recognizing the impacts of heroin on people first, diagnosing its proper treat-
ment and its effects on the society are the key objectives of this work. Besides time, we
have considered class-age (age since heroin initiation) only in the heroin addict compart-
ment. We have developed a control problem and analyzed it for further discussion. The
weak derivatives and sensitivities were used for obtaining an optimal control problem.
The effect of treatment was investigated during simulation. We infer from the findings
that the heroin users with a small class-age show great improvement/effects with proper treatment/diagnoses.

Prevention should always go first because it is the most cost-effective, and we must look for the most effective way to deal with the illicit drug problem. The final outcomes of such drugs primarily depend upon the number of users, their sources, spreading of the habit, and on the state of mind, as well as on the size of the vulnerable population. Therefore, it is critical to look for different intervention strategies and choose the most cost-effective and best control policy. Further, treatment plans should be individualized to meet the needs of
the patients. This model includes different treatment options for heroin users with diverse infection-age which will definitely help the policy makers in the implementation of any treatment program.

We studied here only the spread pattern of heroin epidemic both with and without treatment at various stages of the addiction. Whenever the tendency to use heroin is high, early treatment could be vital; if treatment is late, its effect becomes smaller until a point is reached when, to be effective, treatment has to be on a huge scale. Early action is the most effective, but there is a position ahead of which action is too small to affect the result significantly.
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