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Abstract—Current end-to-end Reinforcement Learning (RL) approaches are severely limited by restrictively large search spaces and are prone to overfitting to their training environment. This is because in end-to-end RL perception, decision-making and low-level control are all being learned jointly from very sparse reward signals, with little capability of incorporating prior knowledge or existing algorithms. In this work, we propose a novel framework that effectively decouples RL for high-level decision making from low-level perception and control. This allows us to transfer a learned policy from a highly abstract simulation to a real robot without requiring any transfer learning. We therefore coin our approach zero-shot sim-to-real transfer. We successfully demonstrate our approach on the robot manipulation task of object sorting. A key component of our approach is a deep sets encoder that enables us to reinforcement learn the high-level policy based on the variable-length output of a pre-trained object detector, instead of learning from raw pixels. We show that this method can learn effective policies within mere minutes of highly simplified simulation. The learned policies can be directly deployed on a robot without further training, and generalize to variations of the task unseen during training.

I. INTRODUCTION

Reinforcement Learning (RL) approaches for robotic control are an exciting research direction that shows promise in enabling robots to develop new skills autonomously. However, while deep RL has seen success in a wide variety of simulated domains, there are still many limitations to be overcome before robotic systems can learn directly from real-world experience within a reasonable time frame. Training on a robot is costly in terms of both time and mechanical stress, and perception and primitive motor control are amongst the most challenging aspects of learning behavior end-to-end. This is due largely to the richness and high-dimensionality of the data and dynamics involved, both of which are difficult to simulate. A huge amount of training experience is required for policies to succeed at such problems, resulting in a prohibitively large amount of time taken for robots to learn new skills \cite{1}

Moreover, decades of progress in robotics and computer vision have led to many effective solutions to isolated problems. Combining these modular systems together to solve a robotics task usually involves significant engineering effort, and the final hand-engineered behaviors can be prone to fail in unforeseen situations \cite{2}. Ideally, robots would be able to make use of existing solutions to sub-problems in a learned way, optimizing their decision making for the task with the tools available.

To this end, in order to make reinforcement learning more feasible for robotics tasks, we propose an approach relying on a deep sets network architecture for decoupling perception and low-level control from the high-level decision-making aspects of a task. We demonstrate that while the overall task and reward signal remain the same, the high-level observation and action spaces dramatically reduce the time required to learn a good policy.

By abstracting away the details that are difficult to simulate and for which high-performing techniques are available, we are able to implement a simulator that recreates the high-level aspects of the task, and trains policies in minutes for deployment directly to the real robot environment. Utilizing state of the art modules for each sub-task, we are able to embody this learned policy on the real robot, with no performance loss due to transfer.
In spite of the short-comings of deep reinforcement learning, its potential for decision making is well established. Q-Learning, in particular, is provably convergent for fully-observed Markov decision processes in the tabular setting [5]. With the addition of deep neural network function approximation [6], [7] and the application to partially observed domains such as vision-based robotics tasks, these convergence guarantees no longer hold. Furthermore, training large convolutional neural networks purely with reward signals is a challenging optimization problem, with state of the art algorithms still requiring millions of samples [8]–[10]. In this work, we mitigate this by leveraging the strengths of both reinforcement learning and well-established supervised learning.

First, we outline the approach for modularizing robotics tasks for reinforcement learning. We then demonstrate this framework using the real-world robot manipulation task of sorting categorized objects. This task relies on 1) recognizing a range of objects, 2) grasping objects robustly, and 3) making decisions; we abstract the task into these three subproblems, and train an effective policy in simulation, which is then successfully deployed directly onto the robot with no further training. This shows that reinforcement learning, when combined with the state of the art in robotics perception and control, can enable robots to quickly learn to complete useful tasks.

II. RELATED WORK

Recently, end-to-end deep reinforcement learning has been shown to learn complex behaviours in virtual environments [6], [11], [12]. However, these approaches require large amounts of experience and can be unstable due to the complex optimization challenges of training large neural networks on reward signals alone. Such approaches are continually being developed, with improvements including improved sample-efficiency and stability [8]–[10], [13], [14].

The application of deep reinforcement learning to robots in the real world is an emerging research area, with significant potential to provide robots with intelligent decision-making tools [15]–[17] with robotic manipulation being a prominent challenge [1]. Sample-efficiency remains a significant limitation, with these approaches requiring millions of training samples, translating to a restrictive amount of training time and hardware resources [18], [19]. Simulations provide a platform to train robot policies, which can then be transferred, without the implications of training robots in the real world [20]–[22]. Restricted simulation accuracy results in an unavoidable reality gap [23] when attempting to simulate perception and control at a fine-grained level. Ongoing research in this field is concerned with exploring means to improve robustness to environmental changes to more easily handle the intricacies of the real world, such as domain randomization [24]–[26]. Despite impressive progress, these approaches are still limited significantly by the resources required.

Outside of the field of reinforcement learning, state-of-the-art algorithms exist which effectively sidestep several issues faced by end-to-end deep reinforcement learning. For example, in robotic grasping, supervised learning has been used to achieve robust, real time grasp synthesis [4], [27]. Similarly, perception has also been investigated heavily in supervised learning, with object classification and detection systems achieving high accuracy due to the advent of deep convolutional neural networks [3], [28]–[30] and large training datasets [31], [32].

These systems have been shown to be effective in their isolated domains but are task-agnostic, and for them to be functional for real robot tasks, intelligent behaviors such as those provided by reinforcement learning are required. Involving these effective sub-systems in the interface between decision-making and the real world is a focal point of this paper. We propose to make use of deep reinforcement learning for high-level decision-making, leaving low-level perception and control skills to pre-trained and existing off-the-shelf tools (Fig. 2). Previous work exists on factoring out the low-level control and perception in robots in order to facilitate reinforcement learning in the real world [33]–[36], although such approaches have only been applied in heavily constrained environments and were limited by the subsystems used during training time. Making use of such predefined modules reflects the priors that humans utilize when quickly learning new skills [37], and we demonstrate that similar techniques can enable rapid learning in artificial agents as well.

A difficulty that could arise from combining subsystems with neural network policies is that they may provide variable-length observations which are incompatible with the fixed input lengths required by traditional neural networks. A set-based network architecture known as deep sets has
recently been proposed to handle variable-length and order-invariant inputs such as detections [38]. This has been successfully utilized in a simulated game environment to encode ground-truth objects present in the game [39]. We propose a novel way to use this technique by encoding outputs from multiple pre-trained perception or control subsystems to be used by deep neural network policies deployed on a real robot. Not only does such a framework eliminate the need for consistent fixed length outputs from the individual subsystems, but it also has the potential to allow subsystems to be added, removed or replaced as required while reusing the same existing learned policy.

III. Approach

A robot task in the real world may be formulated as a Partially Observable Markov Decision Process (POMDP), with the robot choosing actions based on the observations it receives from the environment. When the robot acts with the intent of maximizing some reward function that indicates progress toward the completion of a task, reinforcement learning methods can be applied to learn the optimal behavior policy.

We show that with our approach reinforcement learning can be an effective method for learning functional behavior in robotics domains, by making effective use of the many tools that research in robotics and computer vision has generated. In order to make use of these systems and to create a reinforcement learning framework for solving robotics problems, we divide the task into distinct modules: perception, decision-making, planning and control. We would like to be able to utilize the state-of-the-art in each module, and combine them using a learned policy, trained to maximize reward for a specific task regardless of the tools. Learning this policy enables us to solve decision-making problems that may not be possible with analytic methods, and to quickly solve tasks that would typically take many hours to train using end-to-end learning from scratch. This is in contrast to popular end-to-end approaches, which attempt to learn policies that map directly from raw observations to low-level actions.

A. Vision

Using vision in robotics is appealing as it an information-rich sensor modality that is commonly available and inexpensive. Furthermore, it holds significant potential for perceiving objects in unstructured real world environments. Utilizing a pre-existing object detection system for perception allows us to extract the important semantic information within the image, without the need for training an end-to-end CNN-based policy. A typical image detection system will take in an image frame, and return a set of proposed detections in the scene, which can be in the form of a variable number of bounding boxes [40]. Such a module can be trained in a supervised manner, which is significantly more data-efficient than end-to-end RL. This variability poses a challenge for typical deep reinforcement learning policy architectures, which generally have feedforward or convolution filter input layers requiring inputs of a-priori known and fixed size [6], [10], [12], [41].

B. Robot Control

Robot control is a similarly well-established area of research. In particular, research in the manipulation field has yielded several approaches to robot grasping that could be used off-the-shelf [4], [27], as well as effective methods of robot control [42]. We formulate a set of discrete actions from which a reinforcement learning policy can select, which invoke these control modules, such as grasping an object of a particular class or moving to a pre-defined location.

C. Modular Reinforcement Learning Framework

Our framework combines the perception and control modules using a novel set-based reinforcement learning approach. The input image is fed into the vision module, resulting in a variable number of possible object detections.

Deep Sets: In order to handle this variable-sized output, we utilize a deep sets encoder to learn a representation of the detection instances that can then be used with a simple feedforward network [38]. This representation is computed by passing class labels through a shared encoder, followed by a permutation-equivariant pooling operation, such as sum, mean or max pooling, over all encoded instances (Fig. 3). This set encoding is combined with any additional state information, such as robot position, before being used as the input to a neural network policy. The policy can then select an action that can make use of the robot control module.

This abstracted decision-making task allows us to train the policy very quickly in a simplified simulated environment. After training, the policy can be then be transferred directly to the real robot with no further training required, without significant loss in performance.

The proposed framework is not specific to a particular problem and can be applied to any domain in which perceptual and motor priors are available. In this paper, we evaluate our framework on a robot sorting task.

IV. Experimental Implementation

To evaluate this modular approach, we consider an object sorting task that relies on robust object detection, grasping and decision-making. The setup consisted of a large bin,
divided into three equally sized regions depicting the fixed number of classes. At the beginning of a run, three classes of objects, corresponding to the bin locations, were dispersed randomly in the bin. An episode was considered complete when all objects were in their assigned bins. The robot moved between three set positions above each region, with an eye-in-hand RGB-D camera. State-of-the-art methods were used for the off-the-shelf components of our architecture. Rewards were provided automatically by the environment on a per-action basis, with a reward of +1 provided for grasping or dropping an object appropriately, and -1 for grasping or dropping an incorrect object.

Two types of perception modules were used for this experiment. The first consisted of a simple color-based object classifier. This was used to detect a variety of objects with adversarial geometry mentioned in [27]. These objects were designed to stress test grasping systems, and were chosen for this task to reflect the difficulty of grasping real world objects. The second consisted of a pre-trained YOLOv3 network [3], a fast and accurate image detection network, trained on the Common Objects in Context (COCO) dataset [32]. This dataset contains the three categories of everyday objects used in our experiments: Teddy Bears, Balls and Bottles. It runs at over 25 frames per second, allowing our system to receive the bounding boxes and class labels of the variable number objects within the camera frame in real time, when invoked.

For the grasping module, depth images were used for producing grasp proposals using the GG-CNN grasping network [4]. GG-CNN is a real-time grasping system which outputs a heat map where points correspond to grasp quality. The highest ranking grasp proposal that falls within a bounding box is invoked by the policy if an object of that class label is selected to be grasped.

Based on the perception and grasping information given, the agent then chose one of 7 possible actions: move to each of the 3 predefined robot positions, grasp one of the 3 possible object classes, or drop a currently grasped object. If a chosen action was infeasible (such as a drop action being chosen when there was no object grasped), no action was performed and no reward was awarded.

A. Simulation Setup

A simulation of the experimental setup was designed for training the reinforcement module, with the perception and control modules abstracted out. Instead, the agent was given the ground truth object set and perfect action execution was assumed. Fig. 1 depicts a rendering of the task simulation. The different object categories were represented by colored circles for visual interpretation only; the agent itself merely perceived the class labels, with no direct meaning assigned to the objects. Reward is easily retrieved from the environment, as the simulator has full state information. This type of setup, with direct abstracted information as input, facilitated efficient policy learning, resulting in merely 10 minutes of training time.

B. Real World Setup

For evaluating the trained agent in the real world, we used a 7DOF Franka Emika Panda robot arm, equipped with an Intel Realsense D435 depth camera. An open area with three distinct ‘bins’ was designated within the robot’s workspace. Objects were shuffled within the bins at the start of an experiment, and the robot began in the centre bin. In this case, the rewards were determined based on the vision subsystem, which was used to identify object classes. This setup is not dependent the specific arm used, the same setup was tested on a Kinova Mico arm with similar results.

C. Agent Architecture

For our experiments, we used DQN [6] as the base reinforcement learning algorithm. The agent consists of a fully-connected instance encoder network of 2 layers, followed by a pooling operation [38]. This encoding is concatenated with the agent state and passed through another encoding layer before finally being input to a 2 layer fully connected Q-Network. As the agent can only perceive a single bin at a time, a frame stacking of 4 is used for the agent’s observations, as in [6]. These stacked observations are passed as input to the final encoding layer before the Q-Network.
TABLE I: List of hyperparameters

| Hyperparameter         | Value          |
|------------------------|----------------|
| Episode time limit     | 300            |
| Instance embedding size| 128            |
| State embedding size   | 128            |
| Discount factor        | 0.9            |
| Replay memory size     | ∞              |
| Frame stacking         | 4              |
| Mini-batch size        | 64             |
| Learning rate          | 0.0001         |
| Initial ϵ exploration  | 1.0            |
| Final ϵ exploration    | 0.05           |
| Maximum episodes ϵ is annealed over | 20 |
| Maximum training episodes | 100        |

The agent was trained for 100 episodes over 5 random seeds, with each episode terminating after a maximum of 300 timesteps. Due to the short training period, there is no limit placed on replay buffer capacity, as the training steps are significantly less than required in [6]. A comprehensive list of hyperparameters used is given in Table I. Excluding the choice of pooling method however, we found that overall agent performance was insensitive to the choice of precise hyperparameter values.

Overall learning time corresponded to approximately 10 minutes in the real world. Training was performed on the CPU of a commercially available desktop computer; further speedups may be possible by use of dedicated hardware such as GPUs, but we did not find this to be necessary.

V. RESULTS

We evaluated the efficacy of our proposed architecture in terms of the time taken to train to convergence and the generalization capabilities across variable numbers of object instances.

A. Training: Comparison of Pooling Types

In order to assess the effectiveness of deep sets as a method for handling the variable number of object detections that an image detection system may provide, we compare a deep sets agent to a baseline agent: a feedforward network with a fixed input size. The pooling operation used for the deep sets architecture depends on the type of task [38]. Therefore, to determine the optimal pooling type for our case, we compare sum, mean and max pooling.

The pooling methods can be defined as:

Max pooling: \[ \max \lim_{j} (\phi_{i,j}) \]

Mean pooling: \[ \frac{\sum_{j=1}^{N_{\text{obs}}} \phi_{i,j}}{N_{\text{obs}}} \]

Sum pooling: \[ \sum_{j=1}^{N_{\text{obs}}} \phi_{i,j} \]

where \( \phi_{j} \) is the feature encoding of the \( j \)th object instance, \( i \) is the feature dimension and \( N_{\text{obs}} \) is the total number of observed instances.

Each policy, originally trained with three objects per bin (nine objects in total), is then deployed in simulation environments with 5, 10, and 100 objects per bin. The input size of the baseline method was set to the maximum number of objects that the policy would encounter (a total of 300).

The baseline method converges to a near optimal policy at slightly faster rate when compared to the other methods, shown in Fig. 5. However, as seen in Fig. 6, its performance when deployed decreases significantly with increase in the number of objects per bin. This is expected, as the network input is representative of all observed instances, and is not required to first learn an adequate representation of the pooled instances, contrary to deep sets. With a maximum of nine objects observed at once during training, the remaining input neurons are never activated, and the corresponding weights are never updated. Furthermore, this approach is sensitive to permutations, with potential overfitting to the specific orders and combinations of objects seen during training.

On the other hand, the deep sets agents are shown to be better equipped to handle the increasing number of objects. In particular, max pooling performance does not appear to deteriorate at all. For this task, it should not matter to the policy how many instances of an object class are observed, and max pooling conveys the presence of relevant features, rather than their quantities. Mean pooling is able to encode both the presence and the ratios of the different observed instances, and thus performs well. However, the increasing magnitude of object occurrences, leads to mean
values that are scaled differently than during training. Sum pooling performs the worst, due to high sensitivity to out-of-distribution magnitudes of pooled instance embeddings.

The inherent encoding capabilities of the three pooling types are reflected in the training times: sum pooling trains the slowest as it has to adapt to the variance in the unconstrained input representations, whereas max and mean pooling learn quickly due to their representations being less sensitive to input sizes.

B. Transfer to Real World

After training in simulation for 100 episodes, we demonstrate that the learned policy can be transferred directly to the real robot environment (Fig. 7). We show performance by plotting the fraction of objects in the correct location for each action in the episode. The performance of the same policy, when embodied with two different perception systems for their corresponding object sets, is shown alongside the average simulation performance. Direct deployment of the trained policy on the real world tasks yielded performance comparable to that in simulation in spite of the challenges of the unstructured environment.

In the YOLO experiment, the objects being sorted can be seen in Fig. 8a. The discrepancies between the simulated performance and the YOLO performance can be attributed to perception failures such as the vision system not recognizing an object (Fig. 8a) or occlusions (Fig. 8b). The Color experiment involved adversarial objects, designed to robustly test the performance of grasping systems (Fig. 8b). The discrepancies in this case can largely be attributed to failed grasps (Fig. 8c).

These failure cases are at this stage unavoidable in the real world, however this method has yielded impressive robot transfer. Another benefit of this framework is the modular components which can be easily switched out as the state of the art modules improve. In the experiments, color thresholding to find bounding boxes for the adversarial objects was seamlessly interchanged with detecting real world objects with YOLOv3 [3]. As object detectors improve, bounding boxes can be suggested by improved systems, or different objects can be substituted in, with no retraining of the policy. Similarly, as robotic grasping improves the module can be swapped out with no retraining.

VI. Conclusion

In this work, we propose real world robot solutions with a modular network. By allowing reinforcement learning to take care of the decision making and utilizing pre-trained or fully determinable modules, the agent is no longer required to learn complex associations between raw input and low-level behaviour. By decoupling the perception and control modules from the real world to simulation and using a deep set method to encode the input, the reinforcement learning algorithm can be quickly and efficiently trained in simulation and the policy directly implemented onto a robot. As the decoupled modules can be trained in a supervised way or determined mathematically, the execution is an effective, high performing, real world robotic solution. We utilize deep sets to process the variable number of observations the agent may encounter, and train the agent to convergence in simulation in only minutes. We show that when embodied on a real robot with effective perception and grasping modules, the agent can be deployed directly with no further training, and only a slight decrease in performance due to the complexities of real world environments.

In order to improve the performance of our framework, the subsystems could be fine-tuned during deployment time. This will likely still be faster than learning end-to-end as it would require fewer data samples to refine an existing trained network [20].

Another approach could be to employ multiple subsystems for perception to increase redundancy and therefore decrease chances of perception failures. This is akin to using multiple modalities to improve robustness of vision systems [43].

Active exploration may be used to see around occlusions. This could either be in the form of incorporating a pre-existing sub-system with exploration capabilities, or by learning exploration on the reinforcement learning side of the framework.

Finally, we would also like to implement our framework on other robotic domains such as navigation to evaluate its generalization capabilities across robotic domains.
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