Three-dimensional Circulation Driving Chemical Disequilibrium in WASP-43b
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Abstract

Spectral features in the observed spectra of exoplanets depend on the composition of their atmospheres. A good knowledge of the main atmospheric processes that drive the chemical distribution is therefore essential to interpret exoplanetary spectra. An atmosphere reaches chemical equilibrium if the rates of the forward and backward chemical reactions converge to the same value. However, there are atmospheric processes, such as atmospheric transport, that destabilize this equilibrium. In this work we study the changes in composition driven by a 3D wind field in WASP-43b using our Global Circulation Model, THOR. Our model uses validated temperature- and pressure-dependent chemical timescales that allow us to explore the disequilibrium chemistry of CO, CO2, H2O, and CH4. In WASP-43b the formation of the equatorial jet has an important impact on the chemical distribution of the different species across the atmosphere. At low latitudes the chemistry is longitudinally quenched, except for CO2 at solar abundances. The polar vortexes have a distinct chemical distribution since these are regions with lower temperature and atmospheric mixing. Vertical and latitudinal mixing have a secondary impact on the chemical transport. We determine graphically the effect of disequilibrium on the observed emission spectra. Our results do not show any significant differences in the emission spectra between the equilibrium and disequilibrium solutions for C/O = 0.5. However, if C/O is increased to 2.0, differences in the spectra due to the disequilibrium chemistry of CH4 become non-negligible. In some spectral ranges the emission spectra can have more than 15% departure from the equilibrium solution.
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1. Introduction

1.1. Background

WASP-43b is a hot Jupiter planet with twice the mass and roughly the same size as Jupiter (Hellier et al. 2011). With a semimajor axis of approximately 0.0153 au, WASP-43b orbits around WASP-43 in just 19.2 hr (Gillon et al. 2012). WASP-43 is a K7 star with a mass of 0.73 M⊙. The atmosphere of WASP-43b has an equilibrium temperature close to 1440 K (e.g., Blecic et al. 2014) and its properties have been studied in previous works. Some of the highlights are the non-detection of thermal inversion on the dayside of the planet (e.g., Gillon et al. 2012; Wang et al. 2013; Blecic et al. 2014; Stevenson et al. 2014) and physical constraints on water abundances from Kreidberg et al. (2014). In this work, we assume WASP-43b to be tidally locked due to its proximity to the parent star, which induces large tidal stresses on the planet (e.g., Guillot et al. 1996 and Showman et al. 2014). The main planet bulk parameters are shown in Table 1. Kataria et al. (2015) performed the first study to explore WASP-43b with a Global Circulation Model (GCM) and found a reasonable fit of the model dayside emission spectra to the Hubble Space Telescope (HST) data from Stevenson et al. (2014). However, in the nightside, the results from Kataria et al. (2015) under-predict the emission fluxes (the nightside is too bright compared to the measured HST data). In Mendonça et al. (2018), we showed that a permanent gray cloud structure in the nightside of WASP-43b is consistent with HST (Stevenson et al. 2014) and Spitzer data (Mendonça et al. 2018). Mendonça et al. (2018) also refer to the possibility that the phase curve at 4.5 μm is better fitted by a GCM-generated phase curve that is enhanced in carbon dioxide relative to its chemical equilibrium. Chemical disequilibrium processes occur in the atmosphere mainly due to atmospheric transport and photochemistry processes. However, at high temperatures in the dayside of hot Jupiter planets, the effects of photochemistry become relatively minor compared to thermochemical processes (e.g., Moses et al. 2011; Kopparapu et al. 2012; Moses 2014). Atmospheric dynamics then becomes the dominant process leading to chemical disequilibrium in hot Jupiter atmospheres. This process can be understood in terms of timescales: disequilibrium happens when the fast transport process (by mean-motion and eddies) has a shorter timescale (τdyn) than the chemical timescale (τche), and the chemical processes are not fast enough to push the chemical constituents back to chemical equilibrium. The chemical timescale refers to the mean characteristic time for production or destruction of a chemical species by local chemical processes. Different scenarios are possible from the competition between dynamical and chemical processes:

1. τdyn ≪ τche. The distribution of the chemical species is dominated by the dynamical transport compared to the localized sources and sinks. In this situation, the dispersive effects of dynamical transport causes the chemical species to be well mixed in the atmosphere.
2. τdyn ≫ τche. Large variability is expected in the distribution of the chemical species, which is kept close to chemical equilibrium (depends solely on local temperature, pressure, and elemental abundance).
3. τdyn and τche are the same order of magnitude. This scenario is more difficult to analyze than the two cases...
Table 1

| Parameters          | Units   |
|---------------------|---------|
| Star temperature   | 4520 K  |
| Planet distance    | 0.015 au|
| Mean radius        | 72427 km|
| Gravity            | 47.0 m s$^{-2}$ |
| Gas constant       | 3714 J/K/kg |
| Specific heat      | 13000 J/K/kg |
| Bond albedo        | 0.18    |
| Highest pressure   | ~100 bar|
| Interior flux      | ~27 kW/m$^2$ |
| Rotation rate      | 9.09 x 10$^{-5}$ s$^{-1}$ |
| Orbit inclination  | 0 deg   |
| Orbit eccentricity | 0 deg   |

above because both chemistry and dynamics have an important role in determining the distribution of the chemical species.

The thermochemical equilibrium is maintained in the hot deep regions where $\tau_{\text{che}}$ is typically shorter than $\tau_{\text{dyn}}$, but at lower pressures the two timescales start to become comparable, and the departures from equilibrium in the atmospheres become larger. When $\tau_{\text{che}}$ becomes larger than $\tau_{\text{dyn}}$ we say that the chemical component became “quenched”. A description of the quenching effect was first described in Prinn & Barshay (1977) to explain the distribution of CO in Jupiter’s troposphere, which is associated with a rapid upward mixing from the deeper atmosphere.

1.2. Motivation

A good understanding of the chemical distribution across the atmosphere is essential to improve our 3D simulations and interpretation of exoplanet atmospheric spectra. Advances on this topic will lead us to a deeper understanding of how different atmospheric processes control the climate in the planets. Theoretical and observational studies of hot Jovian atmospheres (e.g., Knutson et al. 2009; Showman et al. 2009) show that these atmospheres are very dynamically active with equatorial jets of a few km s$^{-1}$ speed, which indicates that a simple thermochemical equilibrium calculation based on local pressure and temperature is not enough to determine its chemical composition across the atmosphere.

Studies with different levels of complexity have explored the problem of chemical disequilibrium driven by atmospheric transport. One-dimensional models, for example, include complex kinetic codes with hundreds to thousands of reactions (e.g., Moses et al. 2011; Kopparapu et al. 2012; Hu & Seager 2014; Venot & Agúndez 2015; Rimmer & Helling 2016; Tsai et al. 2017), but very simplified representations of atmospheric transport (e.g., eddy diffusion parameterization). To interpret the spectra from observational results it is necessary to start looking into the impact of three-dimensional atmospheric transport processes, however, the chemical kinetic schemes used in the simple one-dimensional models are too computationally expensive to be coupled directly with three-dimensional models (e.g., GCMs). Self-consistent three-dimensional simulations require the computation of the chemical kinetic code for each grid box (usually thousands of boxes covering the entire model domain), over a long time integration until the steady-state solution is reached. This latter property is very important in numerical simulations to avoid the final conclusions being influenced by the initial conditions. Despite the complexity, several works have broken through the three-dimensional problem using approaches of intermediate complexity. This hierarchy in model complexity is very important to guide us through the learning process of complex atmospheric mechanisms. Examples are the work of Agúndez et al. (2012) and Agúndez et al. (2014). In these two works the complex chemical kinetics model was coupled with a simplified model to represent the dynamics based on a constant solid-body rotation. The prescribed circulation mimicked the broad equatorial jet predicted by theoretical GCMs (e.g., Showman et al. 2009; Heng & Showman 2015). The simplification in the model made it possible to explore conceptually how the atmospheric transport (along the longitude) impacts the chemical distribution across the atmosphere.

Another approach was the pioneering work of Cooper & Showman (2005, 2006), who used a GCM but with a simplified chemical kinetics model. In this work, the complex chemical network is replaced by a simple parameterization called the chemical relaxation method, which consists of a single Newtonian equation where the chemical species are forced toward an equilibrium value. The strength of the source/sink term in the equation depends on a chemical timescale. Cooper & Showman (2005, 2006) studied the molecular distribution of CO across the HD 209458b planet atmosphere. Their study showed that the vertical winds have an important role in the distribution of CO (vertical quenching). Their chemical relaxation scheme is based on the assumption that a single rate-limiting reaction can describe the interconversion between CO and CH$_4$ over a broad range of pressure and temperature. In Drummond et al. (2018), the simple relaxation method developed in Cooper & Showman (2006) was coupled with a nongray radiation scheme. The results show that in HD 209458b the horizontal transport also has an important impact on the final chemical distribution of methane.

Tsai et al. (2018) extended and validated the model of Cooper & Showman (2006), and developed a pathway analysis tool that identifies the rate-limiting reaction as a function of temperature, pressure, and chemical abundances. Cooper & Showman (2006) used essentially a shorter chemical timescale...
of CO, which was determined by a single rate-limiting reaction. Cooper & Showman (2006) and Drummond et al. (2018) only calculate CO using the relaxation method and relate CH₄ through mass balance, assuming that all the carbons are locked in either CH₄ and CO. We emphasize that this mass balance relation is only valid when the system is in or close to chemical equilibrium and hence not applicable to the relaxation method (see Tsai et al. 2018). Our method makes it possible to study chemical disequilibrium of several chemical species using a GCM at very low computational cost. In this work, we apply the formulation developed in Tsai et al. (2018) to study the chemical distribution of CO, CH₄, CO₂, and H₂O on WASP-43b, with our GCM, THOR (Mendonça et al. 2016). This implementation is part of a model hierarchy (such as the others mentioned above) devoted to studying disequilibrium chemistry in the atmosphere of hot Jupiters. The model presented still does not include a self-consistent representation of the chemistry in the radiative transfer code. The representation of the radiation in the GCM simulations is also simplified (gray radiative transfer code) as we explain below. However, our model has an intermediate level of complexity necessary to help us gain physical information on the chemical disequilibrium problem. Changes in the atmospheric composition due to atmospheric transport have an impact on the observed atmospheric spectra. Coupling the new relaxation method with THOR allows us to attain better knowledge of the distribution of the different chemical species, which is a powerful tool in the interpretation of atmospheric spectra. We also explore and analyze the distribution of different chemical species, however, further detailed analyses of the main dynamical mechanisms transporting these components by, for example, eddies, wave breaking, diffusion, and the impact of different spatial resolutions is beyond the scope of this paper.

1.3. Structure of the Present Study

In Section 2, we explain the theoretical tools, including the GCM and chemical relaxation method used to explore the 3D chemical distribution in WASP-43b. In Section 3, we analyze the results for multiple scenarios integrated with the GCM: with and without thermal inversion in the dayside. In Section 4, we study the chemical distribution across the atmosphere for the different species and compare the physical timescales involved to determine the main process controlling the chemical distribution. In Section 5, we compare the emission spectra from equilibrium and disequilibrium chemistry. Final concluding remarks and future prospects are discussed in Section 6.

2. Global Circulation Model

In this work a comprehensive GCM is used to explore the disequilibrium chemistry in the atmosphere of WASP-43b. This model includes a deep non-hydrostatic code, THOR, a simplified radiative transfer scheme and chemical network, and a convection scheme that mixes entropy in statically unstable atmospheric columns. Note that in this work the radiative transfer does not take into account the changes in chemistry during the model integration.

In Table 1, we show the main model parameters that represent the parent star (WASP-43) and the planet (WASP-43b). Below, we describe dynamical and physical packages which are included in the GCM.

2.1. Dynamical Core

The dynamical core solves the equations that represent the dynamical behavior of the resolved global atmospheric flow. For this work we use our planetary GCM THOR (Mendonça et al. 2016). THOR was developed from scratch to explore a large diversity of planetary conditions, and it solves the full atmospheric fluid equations in a rotating sphere (fully compressible non-hydrostatic system). Numerical solvers based on finite-differences or finite-volume such as the one used in THOR have to be horizontally discretized on a spherical grid. A simple latitude–longitude grid is associated with the convergence of the meridians at the poles, which largely constrains the time-step at high latitudes to maintain the model stability (known as the “pole problem”). In order to relax the Courant–Friedrichs–Lewy condition at high latitudes the equations in THOR are solved on an icosahedral grid, which is a quasi-uniform grid. The icosahedral grid is also modified to increase the numerical accuracy. In this step, the grid distortions are smoothed using a method called “spring dynamics” (Tomita et al. 2001).

To preserve numerical stability we include fourth-order hyperdiffusion and divergence damping as explained in Mendonça et al. (2016). This parameterization removes the numerical noise and also represents the physical phenomena of eddy viscosity and turbulence in the sub-grid scale. The diffusion timescale applied was 940 s. The horizontal and vertical resolutions are roughly 4° for the horizontal and 40 equally spaced layers for the vertical, which covers the atmosphere from roughly 100 bar up to a pressure level of roughly 0.01 mbar.

2.2. Physics Core

Coupled with the dynamical core we include three parameterizations that represent the radiation, chemical kinetics, and convection processes in the atmosphere. We have also implemented a “sponge” layer scheme to improve the stability of the numerical simulations. The time-step in the physical core was set to 100 s when running without the chemical kinetic code, and 30 s with chemistry. The required short time-step when using the chemical relaxation timescale is associated with the short chemical timescales obtained in the very deep atmosphere, which are of the order of tens of seconds.

2.2.1. Radiative Transfer Scheme

The radiation scheme is based on a two-band model: one band solves the equations that represent the stellar radiation and the other the thermal emission from the different atmospheric layers and planet interior. For the thermal radiation we calculated an opacity (kplanet) of 0.05 cm²g⁻¹, which sets the peak emission of the photosphere at roughly 100 mbar consistent with Stevenson et al. (2014). In this work we define the greenhouse parameter G as,

\[ G = \frac{k_{\text{star}}}{k_{\text{planet}}} \quad (1) \]

\( \text{THOR} \) is an open-source software designed to run on Graphics Processing Units (GPUs): https://github.com/exolime/THOR or https://bitbucket.org/jnmendonca/thor.
Varying the value of \( k_{\text{star}} \), which is the opacity for the equation that solves the stellar radiation across the atmosphere, we can control the dayside temperature gradient in the upper atmosphere. The observed dayside thermal structure in WASP-43b is well represented by \( G \) equal to 0.5, as shown in Mendonça et al. (2018). The 3D temperature structure produced with \( G \) equal to 0.5 is also quantitatively similar to the results produced in Kataria et al. (2015), which simulated WASP-43b with a more complex radiative transfer model code. In this work we also explore \( G \) equal to 2, which produces a thermal inversion (the temperature increases with altitude) in the dayside due to the larger deposition of stellar energy at lower pressures. We include a bond albedo of 0.18 that was estimated in Stevenson et al. (2014). The globally averaged flux coming from the planet’s interior \((\sim 27 \text{ kW m}^{-2})\) was calculated to represent an equilibrium temperature consistent with the observed thermal phase curve of WASP-43b (Stevenson et al. 2014 and Mendonça et al. 2018). We include the same gray cloud opacity structure in the nightside as in the reference simulation of Mendonça et al. (2018), which sets the photosphere of the permanent nightside to roughly 10 mbar. We showed in Mendonça et al. (2018) that a cloud deck in the nightside of WASP-43b produces a thermal emission spectra consistent with \( \text{HST} — \text{Wide Field Camera 3} \) (WFC3) (Stevenson et al. 2014) and \( \text{Spitzer} \) (Mendonça et al. 2018) data. Note that the gray clouds forming due to the cooler temperatures of the nightside, represent cloud particles that are large compared to the wavelengths of thermal emission and that the timescale for them to condense out of the atmospheric gas is short compared to any radiative or dynamical timescales (Mendonça et al. 2018).

The zenith angle is the angle between the zenith point and the center of the star’s disk, and the amount of incoming stellar flux at the top of the model’s domain is weighted by the cosine of the zenith angle. The positive values of the cosine are related to the dayside of the planet, negative to the nightside and zero at the terminator. As in Mendonça et al. (2018), we correct the solar path length to take into account the effect of the atmospheric spherical curvature. See Mendonça et al. (2018) for details on the equations solved.

In Section 5, we present the multi-wavelength phase curves that are obtained from post-processing the results from \( \text{THOR} \) with a more sophisticated radiative transfer model. The spectra are generated combining the radiative emission solution from Mendonça et al. (2015) and Malik et al. (2017). For these results we include the main absorbers in the infrared from these line lists — \( \text{EXOMOL: H}_2\text{O} \) (Barber et al. 2006, \( \text{CH}_4 \) (Yurchenko & Tennyson 2014), \( \text{NH}_3 \) (Yurchenko et al. 2011), \( \text{HCN} \) (Harris et al. 2006), \( \text{H}_2\text{S} \) (Azzam et al. 2016) — \( \text{HITEMP} \) (Rothman et al. 2010): \( \text{CO}_2 \), \( \text{CO} — \text{HITRAN} \) (Rothman et al. 2013): \( \text{C}_2\text{H}_2 \). We also add the resonance lines for \( \text{Na} \) and \( \text{K} \) as described in Drake (2011) and add CIA \( \text{H}_3\text{He} \) and \( \text{H}_2\text{He} \) absorption (Richard et al. 2012). We also include in the post-processing analysis the cloud structure used in GCM simulations and defined in Mendonça et al. (2018). As in Mendonça et al. (2018), spectra from the planet atmosphere is obtained from projecting the outgoing intensity for each geographical location of the observed hemisphere that moves with the orbital phase. The spectral resolution in our plots is 3000 spectral bins covering a spectral range from 0.3 \( \mu \text{m} \) to 10 cm. The stellar flux was interpolated from the \( \text{PHOENIX} \) model database (Allard & Hauschildt 1995; Husser et al. 2013). The species in chemical equilibrium were computed using \( \text{FastChem} \) (Stock et al. 2018).

### 2.2.2. Chemistry—Relaxation Timescale Scheme

The chemical kinetics calculations in the 3D simulations are performed using the chemical timescales developed in Tsai et al. (2018). The abundances of the chemical species are updated during the simulations with a backward Euler scheme which is an implicit formulation defined by:

\[
\chi_{\text{new}} = \frac{\chi + \chi_{\text{EQ}} \times dt}{1 + \frac{dt}{\tau_{\text{che}}}},
\]

where \( \chi \) represents the current volume mixing ratio of the chemical species, which is forced linearly toward its chemical equilibrium \( \chi_{\text{EQ}} \) with a timescale of \( \tau_{\text{che}} \) (Smith 1998; Cooper & Showman 2006).

In the particular case of \( \text{CO}_2 \), we use a slightly different version of Equation (2):

\[
[\text{CO}_2]_{\text{new}} = \frac{[\text{CO}_2] + [\text{CO}_2]_{\text{pseudo}} \times \frac{dt}{\tau_{\text{che}}}}{1 + \frac{dt}{\tau_{\text{che}}}},
\]

where the the \( \text{CO}_2 \) concentration ([\( \text{CO}_2 \)]) is forced toward \( [\text{CO}_2]_{\text{pseudo}} \) defined by:

\[
[\text{CO}_2]_{\text{pseudo}} = [\text{CO}_2]_{\text{EQ}} \times \frac{[\text{CO}][\text{H}_2\text{O}]}{[\text{CO}]_{\text{EQ}}[\text{H}_2\text{O}]}.
\]

These two equations are based on the efficient conversion of \( \text{CO} + \text{H}_2\text{O} \leftrightarrow \text{CO}_2 + \text{H}_2 \). \( \text{CO}_2 \) relaxes toward a pseudo equilibrium because its production scheme is relatively fast, which means it can keep a pseudo equilibrium while some ingredients for its production are already quenched (Tsai et al. 2018).

The distribution across the atmosphere of each chemical tracer is defined by the flux form equation plus a net source term \( \mathcal{S} \) in the right side of the equation:

\[
\frac{\partial \rho \chi}{\partial t} + \nabla \cdot (\rho v \chi) = \mathcal{S},
\]

where \( \rho \) is the atmospheric density and \( v \) the 3D wind field. \( \mathcal{S} \) includes the chemical production and loss, and the turbulent diffusion processes working at sub-grid scales. The turbulent diffusion is parameterized with a horizontal fourth-order hyperdiffusion with a timescale of 940 s. The finite-volume method used to solve the equations is the same as that used to solve the entropy equation from the fluid equations (see Mendonça et al. 2016 for more information). Without the \( \mathcal{S} \) term, the chemical tracer would be completely well mixed by the atmospheric dynamics after a long integration period. However, the chemical source/sink term forces the system to maintain spatial variability, and as it was pointed out in Section 1.2, the chemical distribution will depend on the balance between the chemical timescale (\( \tau_{\text{che}} \)) and the dynamical timescale (\( \tau_{\text{dyn}} \)).

Our model has the limitation of not including photochemical effects. One can read more about photochemistry effects on the atmosphere of hot Jupiters in Moses (2014).
2.2.3. Convection

A simple convective adjustment scheme was included. This simple parameterization represents the vertical mixing of potential temperature in a buoyantly unstable atmospheric column. The instability condition is satisfied when $\delta \theta / \delta p > 0$. During the mixing of the potential temperature in an unstable column the total enthalpy ($C_p \times T$) is conserved. The final mean potential temperature is found assuming a dry atmosphere,

$$\bar{\theta} = \frac{\int_{p_{\text{top}}}^{p_{\text{bot}}} C_p \theta \Pi dp}{\int_{p_{\text{top}}}^{p_{\text{bot}}} C_p \Pi dp}$$

where $\Pi$ is the Exner function ($\langle p/p_0 \rangle^{Rd/Cp}$), and $p_{\text{top}}$ and $p_{\text{bot}}$ are the pressures at the top and bottom of the unstable column (e.g., Manabe et al. 1965; Mendonça et al. 2016).

2.2.4. Boundary Layer

At the top of the model’s domain a sponge parameterization is used to damp the eddy component of the wind field to zero. These sponges avoid any non-physical wave reflections at the model’s boundaries. More details about the scheme used is included in the Appendix.

3. Reference Simulations

The two reference simulations of WASP-43b with $G$ equal to 0.5 and 2.0, are started from an isothermal atmosphere at 1400 K and from rest. Both models were integrated for 5000 Earth days, and as we show below, it is long enough to complete the spin-up phase of the simulation, and avoid being biased toward the initial conditions. Note that at this point we have not turned on the chemistry parameterizations in the 3D simulations yet, in order to make the model more efficient (see next section). Figure 1 shows the time evolution of the super-rotation index; also known as the Read number (Read 1986). This number is defined in the literature to classify how strong the super-rotation phenomenon is in planetary atmospheres, but it can also be used as a good indicator of the spin-up phase of simulations (e.g., Lebonnois et al. 2013; Mendonça & Read 2016). The super-rotation index is calculated as the total axial angular momentum of the atmosphere ($M_I$) as a function of time over the total axial angular momentum of the same atmosphere at the rest state ($M_0$) minus one:

$$S = \frac{M_I}{M_0} - 1;$$

$$M = \int \int \int m a^2 \cos \phi d\phi d\lambda dp,$$

where $\phi$ is the latitude, $\lambda$ is the longitude, $p$ is pressure, $g$ is the gravitational acceleration, $a$ is the radius of the planet and $m$ is the angular momentum per unit mass:

$$m = a \cos \phi (a \Omega \cos \phi + u).$$

In Equation (9), $\Omega$ is the rotation rate of the planet and $u$ is the zonal component of the wind velocity. $M_0$ is calculated in the same way as $M_I$, but setting the zonal wind ($u$) to zero. $S$ is a mass-weighted number, so the deepest regions of the atmosphere have the largest contributions. The increase of $S$ is associated with the dynamical adjustment of the atmosphere toward a steady state combined with processes working in the simulations that do not conserve angular momentum, such as the “sponge” layer, divergence damping, and inaccuracies from the numerical methods. The sponge layer does not make a significant contribution to $S$ since this latter quantity is mass-weighted and the sponge layer just acts in the upper layers. Prograde angular momentum is brought from the deeper layers in the atmosphere to form the strong prograde equatorial jet, which results in negative wind speeds in the lower atmosphere. $S$ is then increased because the divergence damping and numerical inaccuracies act on the negative wind field. The numbers in both simulations start at zero and reach roughly 0.007 for the simulation with $G = 0.5$ and 0.001 for $G = 2.0$. The lower values obtained in the simulation with $G = 2.0$ are associated with the weaker atmospheric wind speeds obtained. The long convergence of $S$ is expected due to the large thermal inertia of the deep atmosphere.

Figure 2 shows the results on atmospheric circulation and thermal structure of the two experiments. Panels (a) and (e) show the presence of a broad equatorial jet in both simulations. This is a well known feature (e.g., Menou & Rauscher 2009; Showman et al. 2009; Heng et al. 2011; Heng & Showman 2015) that has an important role transporting heat from the dayside to the nightside. The jet in the atmosphere with thermal inversion in the dayside ($G = 2$) is weaker. The less efficient mechanism driving the strong wind at the equator in this scenario is related to the shorter radiative timescales in the upper atmosphere when the $k_{\tau_{\text{star}}}$ is doubled (e.g., Perez-Becker & Showman 2013). The case $G = 0.5$ shows less steep gradients in latitude in the longitudinally averaged temperature field and no thermal inversion in the dayside. Panels (d) and (h), show a weaker day–night contrast in the case $G = 0.5$, which also shows a broader equatorial jet. The long time averaged in these figures (500 Earth days) is to avoid having transient features in the figure. The radiative timescales of the deeper atmosphere (below the pressure level 10 bar) are of the order of hundreds of Earth days (Iro et al. 2005).
4. Disequilibrium Chemistry

We have integrated THOR coupled with the chemical relaxation method for four different scenarios: with and without thermal inversion in the upper atmosphere \((G = 0.5\) and \(G = 2.0\)) and with different \(C\) to \(O\) ratios \((C/O = 0.5\) and \(C/O = 2.0\)). The four simulations started after the reference simulations analyzed in the previous section reached a statistical steady state. The initial chemical abundances in the simulations were set to chemical equilibrium, and integrated for an extra 1000 Earth days of simulation as shown in Figure 3. The different colors in Figure 3 represent the different chemical species: \(\text{CO}_2\) (red), \(\text{H}_2\text{O}\) (blue), \(\text{CO}\) (magenta), and \(\text{CH}_4\) (green). The different line styles refer to the abundances averaged in longitude and latitude at different pressure levels: 10 mbar (dashed line) and 10 bar (solid line). The solid lines in Figure 3 almost do not change with time because the simulations are starting from chemical equilibrium and the chemical relaxation timescales are shorter than the dynamical timescales in the deep atmosphere. At 10 mbar, the winds become very strong and the chemical timescales increase, leading to larger departures from the chemical equilibrium state. The dashed lines are good indicators of how long the dynamical-chemical simulations have to be integrated until the distribution of the chemical species across the atmosphere have reached a steady state (similar to the spin-up phase described in Section 3). Our plots show that all the chemical species have reached equilibrium at roughly 500 Earth days. All the results obtained before 500 days are discarded because they are biased toward the initial chemical equilibrium condition (see the trends in Figure 3). A striking feature from this figure is the sudden drop of \(\text{CH}_4\) in the two simulations with \(C/O\) equal to 0.5, which is associated with the dominant “quenching effect” present in WASP-43b as explained in the next section.

In our simulations the tracer’s mixing is not considered in the convective adjustment scheme that represents the small-scale convection due to buoyant instability. The thermal structure becomes closer to super-adiabatic in the cloud region of the planet’s nightside, however, we find that the convective adjustments do not have a relevant role driving the atmospheric dynamics in the case studied. Nevertheless, further studies need to be done with more complex convection schemes that represent the tracers’ mixing during small-scale convection.

4.1. Spatial Chemical Distribution

The distribution of the different chemical species in the atmosphere depends on the competition between chemistry and dynamics. In Figure 4, the different panels show the vertical profiles of the chemical abundances obtained at different locations: dayside, nightside, morning terminator, and evening terminator. As we explain in the figure’s caption, the evening terminator is defined as the leading limb in the first transit. The different colors represent the different species: \(\text{CO}_2\) (red), \(\text{H}_2\text{O}\) (blue), \(\text{CO}\) (magenta), and \(\text{CH}_4\) (green). The different line styles represent the chemical equilibrium abundances (dotted line) and the results from the dynamics–chemistry coupling (solid line). The four species are in chemical equilibrium below the \(\sim 1\) bar pressure level. In the upper atmosphere, the abundances start to diverge from chemical equilibrium, in some cases by several orders of magnitude. The magnitude of the departures from chemical equilibrium depend largely on the dynamical mixing, but also on the differences in production rates between the dayside and nightside. The largest departures from equilibrium in the \(C/O = 0.5\) case are from \(\text{CH}_4\) and \(\text{CO}_2\). In the case of \(\text{CO}_2\), the large departure is mainly associated with the fact that the \(\text{CO}_2\) is being forced toward its pseudo equilibrium as shown in Equation (4). The \(\text{CO}_2\) departure from the equilibrium is also large in the \(C/O = 2\)
A large departure from the equilibrium is also seen for H$_2$O. It is worth mentioning that with C/O = 2, H$_2$O and CH$_4$ swap roles of being the major component in equilibrium (Madhusudhan 2012 and Tsai et al. 2017). The presence of a thermal inversion does not have a large impact on the results. There is no large variability in these plots along the longitude which is a consequence of the chemical components being quenched horizontally from the hot dayside as we see later in this section.

Figure 5 shows the dispersion of the chemical species in regions close to the equator. In the experiments with C/O = 0.5, one value could represent the abundances of CO and H$_2$O across the upper atmosphere. When C/O is increased to 2, large variability is obtained for CO$_2$ and H$_2$O. In this carbon-rich atmosphere, CO and CH$_4$ have very little dispersion, as being the major species, their equilibrium abundances vary little with altitude.

In Figure 6, the different panels show the chemical pressure-longitude distribution. If the chemical reactions dominate over the dynamics, the distribution of the different chemical species will be closely correlated with the temperature distribution. Note that in our simulation and plots, noon is at 0° longitude.

As seen in Figure 2, the temperature below roughly 1 bar starts to become uniform in longitude, and together with the typical short chemical timescales at large pressures, results in a chemical distribution in the deep atmosphere that does not change much with longitude. This result is true for the four chemical species explored. Above 1 bar the results start becoming more interesting as previously discussed for Figure 4. In the simulations with solar abundances there are no large differences between simulations with and without thermal inversion in the dayside of the upper atmosphere. The main differences are associated with the larger day–night contrast in the case with thermal inversion, which also enhances the day–night contrast in the distribution of CH$_4$ and CO$_2$. For these two species the warmer dayside reduces their abundance in the dayside of the atmosphere. The uniform distribution in longitude for H$_2$O and CO in the upper atmosphere is tied to the strong horizontal mixing (horizontal quenching) driven by the strong equatorial jet. When C/O is increased to 2, the abundance of CH$_4$ in the upper atmosphere increases. The abundance of CO is also slightly increased when compared to the results from the C/O = 0.5 experiment, where the warmer dayside favors a slight increase in CO abundance in...
the upper atmosphere. The same conclusions on horizontal quenching on CO was obtained by Agúndez et al. (2012). Compared to the solar abundance experiments, H2O naturally decreases its abundance for cases where C/O is increased. In the upper atmosphere (above the pressure level 100 mbar) the higher concentrations of H2O and CO2 are in the nightside. In both cases the concentration is pushed eastwards (in the same direction of the broad jet stream), which results in higher concentrations in the regions around the morning terminator.

In Figure 7, we show the chemical horizontal distribution at 10 mbar, which is roughly the pressure level where the jet reaches maximum strength and is also the photosphere in the nightside of the planet. In general, at low latitudes the broad jet is very efficient, mixing the chemical components along the longitude in the atmosphere, except for CO2 in 3 experiments (G = 0.5 and C/O = 0.5; G = 2 and C/O = 0.5; G = 2 and C/O = 2). In the nightside, the different maps show a well mixed atmosphere at low latitudes but each polar vortex in each hemisphere tend to have distinct chemical distribution. This feature is associated with the typical low temperatures obtained in this region and the low dynamical mixing. However, a very long chemical timescale can lead to the chemical species being well mixed over all latitudes and longitudes as is, for example, CH4 for C/O = 2. It is not the goal of this paper to explore in detail the permeability of the polar vortex area, but this region could be surrounded by a steep Ertel Potential Vorticity (PV) gradient, which can behave as a “transport barrier” for tracers (Hoskins et al. 1985). In these areas of strong PV gradient, the Rossby waves restoring mechanism suppresses Rossby wave breaking, which results in parcels taking the form of reversible wave-like motions (McIntyre 1995). However, the permeability of this transport barrier is reduced by the erosion of atmospheric wave breaking at all scales and due to vertical transport. A more detailed exploration of the transport into the polar vortex could be carried out in the future by computing the effective diffusivity on an isentropic level of an atmospheric tracer map (e.g., Haynes & Shuckburgh 2000a, 2000b).

For C/O equals 2 and G = 0.5, the latitude–longitude map shows an antisymmetric distribution of CH4. The antisymmetric distribution is associated with: the quasi-uniform distribution of CH4, the initial conditions that allowed more CH4 to be contained in one hemisphere than in the other, and

![Figure 4. Vertical distribution of CH4, CO, H2O, and CO2 from the simulations with different G and C/O. The line colors are associated with different species: CO2 (red), H2O (blue), CO (magenta), and CH4 (green). The different rows correspond to different spatial averaging. In the first row the values were averaged over the dayside, the second row over the nightside, the third row over the morning terminator region (between 225° and 305° longitude), and the last row over the evening (between 45° and 135° longitude) terminator region. The evening terminator is defined as the leading limb in the first transit. The dotted lines are the abundances of the chemical species in chemical equilibrium and the solid lines are the abundances obtained from the 3D dynamical simulations. All the results shown in this figure were averaged over the last 100 days of the simulations.](image-url)
the low permeability crossing the equatorial region due to the presence of the strong equatorial jet.

4.2. Timescales

As explained in the introduction, the chemical distribution can be understood in terms of chemical and dynamical timescales. In this section, we compare the chemical timescales computed in Tsai et al. (2018) (representing how fast the species react toward equilibrium) to the dynamical timescales (representing the efficiency of the atmospheric circulation mixing tracers in the atmosphere). The dynamical timescales are defined as a characteristic spatial scale divided by a mean wind speed:

\[
\tau_u = \frac{2\pi R_{\text{planet}}}{\bar{u}}
\]

\[
\tau_v = \frac{\pi R_{\text{planet}}}{\bar{v}}
\]

\[
\tau_w = \frac{\bar{H}_a}{\bar{w}}.
\]

Equations (10)–(12) represent the dynamical timescales in different directions. Equation (10) refers to mixing in the longitudinal direction, Equation (11) in the meridional direction, and Equation (12) in the vertical direction. The numerator in these three equations is the characteristic spatial scale that represents the scale of the dominant pattern in the atmospheric circulation. The characteristic spatial scale in the longitudinal and meridional directions was chosen to be the planet perimeter and half of the planet perimeter, respectively, and the atmospheric scale height in the vertical direction. On the denominator we included the latitude, longitude, and time averaged wind speed ($\bar{u}$-longitude; $\bar{v}$-latitude; $\bar{w}$-vertical). The spatial averaging is based on a root-mean-square method. These timescales are rough estimates of the real values and we use them here to obtain a zero-order estimate of the real values to guide us toward understanding the main drivers setting the chemical distribution across the atmosphere.

Figure 8 shows a comparison between the chemical and the different dynamical timescales. The different panels in this figure contain a large amount of information about the competition between the chemical and dynamical timescales at different locations for the 4 different experiments. We will just focus on the main features. The major component of the dynamical mixing in the atmosphere of WASP-43b is, according to our timescales, the longitudinal component of the wind field. This result is associated with the formation of the strong equatorial jet that transports tracers eastwards. In the nightside of the planet the other two components may become more efficient than the chemical timescale but still a couple of orders of magnitude weaker than the longitudinal mixing.

Figure 8 shows that the chemical timescales for CO2 are the shortest of the other 4 species, and the only region where it is not shorter than the dynamical timescale is above the pressure level 10 mbar in the nightside. The short chemical timescale of CO2 explains the tendency for the formation of a clear day–night contrast. The differences between a scenario with or without thermal inversion are very small. The presence of a thermal inversion results in a slight increase of the chemical distribution day–night contrast, unless the chemical species are very well mixed in the atmosphere, as is the case for CH4 when C/O is 2. For C/O = 0.5, CH4 is the second chemical species with the shortest timescale. The distribution of CH4 in the
upper atmosphere in this scenario is controlled by the conditions on the dayside. CH₄ maintains chemical equilibrium on the dayside due to the high temperature. This abundance is then transported horizontally and quenched outside the dayside. For C/O = 2.0, in the case with no thermal inversion, we obtain similar results than the previous two scenarios, where the chemical abundance of CH₄ is set by the dayside production and quenched in the longitudinal direction, but for C/O = 2.0 the vertical mixing has a stronger contribution vertically homogenizing CH₄. When G is increased to 2 (keeping C/O = 2), the chemical timescales of some species become shorter than the vertical dynamical timescale, and it quenches vertically from pressures around 100 mbar. Our vertical dynamical timescale is overestimated, and does not capture the vertical quenching point suggested by the vertical distribution of CH₄. A more detailed analysis of the mass transport by mean circulation, eddies, and diffusion would reveal the exact nature and efficiency of the mixing, but this detailed analysis is not the main goal of our paper. CO and H₂O for C/O = 0.5, have similar distributions. As we also saw before in Figure 5, the dispersion of CO and H₂O is very small compared to the other molecules. The chemical timescales of these two species are very similar at C/O = 0.5, and both are quenched horizontally and vertically above 100 mbar, which agrees well with the results from Figure 4. There are no differences again between the cases with and without thermal inversion. The slight decrease with altitude is associated with the production of CO and H₂O that is favored in the hotter regions in the upper atmosphere, and mixed rapidly toward the nightside, where it is trapped and destroyed near the polar vortexes, which maintains the abundances close to chemical equilibrium (see the low dynamics in Figure 7). For C/O = 2, the CO maintains roughly the same distribution than with C/O = 0.5 because the equilibrium chemistry and timescales are similar in the two cases. However, for H₂O, the cold polar vortexes are the regions with the largest production of H₂O, which then get eroded by the dynamics (equatorward transport) raising the levels of H₂O in the upper atmosphere. Another mechanism raising the levels of H₂O is the higher production of H₂O at low pressures in the nightside of the planet, which is then mixed in the horizontal and vertical directions as seen in Figure 8. Also it shows that H₂O is longitudinally quenched across the atmosphere except in the dayside at low pressures (longitudinal and chemistry timescales are comparable at low pressures in the case G = 0.5). The comparable timescales in the dayside of the upper atmosphere produce a clear day–night contrast (see Figure 7). Again the differences between the results with and without thermal inversion are minor.

Figure 6. Distribution of CH₄, CO, H₂O, and CO₂ as a function of pressure and longitude from the simulations with different G and C/O. The colors represent the volume mixing ratio of the different chemical species. All the results shown in this figure were averaged over the last 100 days of the simulations, and in latitude between 20° and −20°.
5. Phase curve Spectra

The departures from chemical equilibrium driven by the circulation have an impact in the emission spectra of the planet. The four chemical species explored are the main gas absorbers in the infrared (IR). Figure 9 shows the emission spectra at different orbital phases from the different experiments. The main goal of producing these plots was not to find the best-fit scenario but to learn about the impact of disequilibrium chemistry, driven by the atmospheric circulation, in the emission spectra. A good match of the theoretical spectra with the observations requires a better representation of the cloud physics as mentioned in Mendonça et al. (2018). Our GCM simulations also use a gray radiative transfer, which does not take into account the changes in composition. Radiative transfer codes such as the ones used in Showman et al. (2009) and Amundsen et al. (2014), would help to unveil the impact of the disequilibrium feedback in the radiative heating/cooling rates, which would refine the results found here.

In Figure 9 the solid lines represent the atmospheres that are in chemical equilibrium except for CO, CH₄, H₂O, and CO₂, and for the dashed lines all the gases are assumed to be in chemical equilibrium. When C/O = 0.5 there are no significant differences between the equilibrium and disequilibrium solutions. The main reason for this result is associated with the H₂O being the dominant IR absorber in the upper atmosphere and its abundance is close to chemical equilibrium. When C/O is increased to 2, the abundance of water is reduced and the departures from chemical equilibrium become relatively larger. The largest differences in the emission spectrum for C/O = 2 is for the case with thermal inversion due to the enhanced levels of CH₄ in the dayside upper atmosphere in relation to its equilibrium (see the plots from the fourth column in Figure 4). The largest differences between the dashed and solid lines are between 1.6 to 1.8 μm, 2.2 to 2.6 μm, and 3 to 4 μm, which correspond to the strong absorption features of CH₄ (see for example Malik et al. 2017). The higher fluxes in the red solid line when compared with the dashed red line is due to the larger emission from the upper hot atmosphere (temperature increases with altitude). The opposite trend (absorption feature) is seen for the cyan cases, which do not have a thermal inversion. The fluxes closer to 1 μm come from deep regions in the atmosphere that exist close to equilibrium. The detection of departures from equilibrium, according to our results, would be possible for hot Jupiter atmospheres with C/O higher than 0.5 and good spectral coverage between 1.6 to 1.8 μm, 2.2 to 2.6 μm, and 3 to 4 μm. It is worth highlighting that the prescribed thick cloud deck largely reduces the impact of the disequilibrium chemistry in the nightside. In a cloud-free
atmosphere the large departure from equilibrium in the nightside would be easily found.

Mendonça et al. (2018) reported the difficulty in explaining the absorption at 4.5 \( \mu \text{m} \). In this spectral region CO and CO\(_2\) have important absorption features and enhanced levels of these two molecules in the atmosphere could explain the discrepancy between theory and observations. H\(_2\)O is also efficient absorbing 4.5 \( \mu \text{m} \), but higher levels of H\(_2\)O would make the spectrum inconsistent in other spectral regions. Our current work suggests that chemical disequilibrium produced by the atmospheric winds alone cannot explain the discrepancies between the models and observations. The causes for the larger absorption at this particular wavelength are still not fully explained.

6. Conclusions and Future Prospects

Consistent modeling of chemistry in exoplanets is still poorly explored. In the current work, we study the disequilibrium chemistry driven by atmospheric circulation using a 3D atmospheric model, which includes a complex representation of the atmospheric flow (solves the deep non-hydrostatic equations) and simplified representations of radiation and chemistry. We have chosen to study the planet WASP-43b and explore its main properties associated with the chemical distribution across the atmosphere. Our GCM solves the deep non-hydrostatic Euler equations and coupled with the radiative transfer code we explored two different scenarios: with and without thermal inversion in the dayside of the upper atmosphere. The main differences between these two simulations are the weaker jet and larger day–night contrast in temperature for the case with thermal inversion.

Our new formulation for the chemical timescale, developed in Tsai et al. (2018), allowed us to extend our disequilibrium chemistry study using a GCM to include more molecules than previous works due to the low cost of the parameterization. In the present work we study the chemical distribution of CO\(_2\), CO, CH\(_4\), and H\(_2\)O across the atmosphere of WASP-43b. The distribution of the chemical species depends on the strength of the atmospheric mixing and the efficiency of the chemical reactions. Different molecules have different chemical timescales, which result in different patterns of chemical distribution across the atmosphere. In general, the gas molecules are quenched longitudinally in regions near the equator, except for CO\(_2\) when C/O is 0.5. CO\(_2\) has a shorter chemical timescale than the other molecules for the experiments studied, which resulted in a larger day–night contrast for the abundances of CO\(_2\). In contrast with the regions at low latitude, the polar

**Figure 8.** This figure shows the chemical and dynamical timescales from the simulations with different G and C/O and regions as defined previously in Figure 4. The colors represent the chemical species: CO\(_2\) (red), H\(_2\)O (blue), CO (magenta), and CH\(_4\) (green). The black lines are the dynamical timescales at different directions: longitude (solid line), latitude (dotted line), and vertical (dashed line). All the results shown in this figure were averaged over the last 100 days of the simulations.
vortexes have low levels of dynamical mixing and lower temperatures, which results in a distinct chemical distribution near and inside the polar vortexes. However, if the chemical timescales become very long the chemical species become well mixed over all latitudes and longitudes. The dynamical mixing in the latitudinal and vertical directions is much weaker than in the longitudinal direction, but in the nightside it is more efficient than the chemical production/destruction rates.

The main mechanism driving the chemical space distribution in this work for WASP-43b is different than previous works (e.g., Cooper & Showman (2006) and Drummond et al. (2018)) for HD 209458b. In Cooper & Showman (2006) and Drummond et al. (2018), the vertical mixing is the dominant mechanism, however, Drummond et al. (2018) found that the horizontal transport also has an important impact in the final chemical distribution of methane. In our work, we find the transport in the zonal direction (horizontal quenching) to be the dominant process. The disparity is mainly associated with the differences in the dynamical timescales, which can be associated with the different model parameters used: Cooper & Showman (2006) and Drummond et al. (2018) explored HD 209458b with a clear atmosphere, and in our work, we explored WASP-43b with a cloudy nightside, which has stronger surface gravity (~5× stronger) and faster rotation rate (~4.4× faster) than HD 209458b. These results highlight the diversity of solutions and the need to consider 3D dynamical effects when studying disequilibrium chemistry in hot Jupiter planets.

Figure 9. Emission spectra at different orbital phases (panels (a) to (f)). The primary transit occurs at orbital phase 0.0 and the secondary eclipse at 0.5 (panel (e)). The blue points are WFC3 data from Stevenson et al. (2014) and Spitzer data from Mendonça et al. (2018). The different line colors represent the different experiments: G = 0.5 and C/O = 0.5 (black); G = 0.5 and C/O = 2.0 (cyan); G = 2.0 and C/O = 0.5 (green); G = 2.0 and C/O = 2.0 (red). The different line styles refer to different assumptions for the atmospheric chemical composition: solid lines assume disequilibrium abundances for the four molecules (CO$_2$, CO, H$_2$O, and CH$_4$) studied in previous sections and the dashed lines assume equilibrium chemistry.
The differences in the chemical distribution due to the atmospheric transport have an impact in the emission spectra of the planet. The largest differences exist for the atmosphere at C/O = 2, mainly due to the disequilibrium of CH4. The CH4 molecule has an important impact in the spectral regions between 1.6 to 1.8 μm, 2.2 to 2.6 μm, and 3 to 4 μm. The differences due to CH4 become clearly visible in the dayside of the planet. For C/O = 0.5, the atmosphere is dominated by the IR opacity of H2O that is close to equilibrium.

Our model is currently being updated with a more sophisticated radiative transfer code capable of computing the feedback due to chemical disequilibrium, and cloud formation. The new THOR will be essential to analyze and interpret the data from the James Webb Space Telescope, which will have a better spectral resolution and wavelength coverage than current instruments to deal with the problem of disequilibrium chemistry in exoplanet atmospheres.
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Appendix

Sponge Layer

To formally conserve mass in the model’s domain, the upper and lower boundary conditions are set to be rigid lids. The impermeability of the upper boundary condition causes spurious wave reflections which can lead to unrealistic results in the upper part of the model’s domain and compromise severely the numerical stability of the model. This problem is well known in the 3D climate model community, and the traditional approach to deal with this technical difficulty is to apply a “sponge” layer scheme that damps the eddy components in the upper layers of the model. There is no universal solution for the “sponge” layer scheme, which can have different forms (e.g., Jablonowski & Williamson 2011), and is usually poorly documented. Note that the cases studied in Mendonça et al. (2016) did not require a sponge layer scheme. The sponge layer parameterizations are not physically based, however, they try to represent wave breaking phenomena in the upper atmosphere. Our simple and effective solution is based on a Rayleigh friction formulation:

\[
\frac{d\Psi}{dt} = -\frac{\Psi - \bar{\Psi}}{\tau},
\]

where \(\Psi\) represents the wind velocity components. In this parameterization the horizontal wind is projected as a zonal and meridional component instead of the 3D Cartesian projection used in the dynamical core. The bar over the variable indicates the longitudinal mean. To compute the longitudinal average of a quantity in an icosahedral grid we first decompose the grid into longitudinal rings with predefined latitudinal widths, and inside each ring we calculate the variable average. The longitudinal average is then calculated efficiently by interpolating linearly in latitude the average values of the rings. We assume a simplified formulation for the strength of the damping based on the formulation suggested in Skamarock & Klemp (2008):

\[
\frac{1}{\tau} = \begin{cases} 
0 & \text{if } \eta < \eta_i \\
 k_i \sin^2 \left( \frac{\pi}{2} \frac{\eta - \eta_i}{1 - \eta_i} \right) & \text{otherwise.}
\end{cases}
\]

The value \(k_i\) represents the largest damping at the top of the model’s domain. The damping function increases slowly with altitude, otherwise, the sponge layer could be itself a source of spurious numerical waves. The parameter \(k_i\) was set to \(10^{-3} \text{s}^{-1}\) and \(\eta_i\) to 0.75.
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