Abstract

The experimental measurements on flavour physics, in tension with Standard Model predictions, exhibit large sources of Lepton Flavour Universality violation. This note summarises an analysis of the effects of the global fits to the Wilson coefficients assuming a model independent effective Hamiltonian approach, by including a proposal of different scenarios to include the New Physics contributions. Additionally, we include an overview of the impact of the future generation of colliders in the field of $B$-meson anomalies.
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1 Introduction

In the last few years, several experimental collaborations observed Lepton Flavour Universality Violating (LFUV) processes in $B$ meson decays that would be a clear sign for physics beyond the Standard Model (SM). In the $b \to c\ell\nu$ transitions, signs of violation of lepton universality have been observed in the $e - \tau$, $\mu - \tau$ and $e - \mu$ cases [1–3]. The $R_{D^{(*)}}$ and $R_{D^{(*)}}^{\mu}$ ratios, defined by,

$$R_{D^{(*)}}^\ell = \frac{\text{BR}(B \to D^{(*)}\tau\bar{\nu}_\tau)}{[\text{BR}(B \to D^{(*)}\ell\nu_\ell) + \text{BR}(B \to D^{(*)}\mu\bar{\nu}_\mu)]/2},$$  \hspace{1cm} (1)

and

$$R_{D^{(*)}}^\mu = \frac{\text{BR}(B \to D^{(*)}\tau\bar{\nu}_\tau)}{\text{BR}(B \to D^{(*)}\mu\bar{\nu}_\mu)},$$  \hspace{1cm} (2)

have received special attention. The measurements of these ratios at BaBar [4], Belle [5] and LHCb [6] experiments are larger than the SM prediction ($R_{D}^{\text{SM}} = 0.299 \pm 0.003$, $R_{D^{(*)}}^{\mu, \text{SM}} = 0.258 \pm 0.005$ [7]). The world average of the experimental values for the $R_{D^{(*)}}$ ratios, as obtained by the Heavy Flavour Averaging Group (HFLAV), assuming universality in the lighter leptons, is [7]

$$R_{D}^{\text{ave}} = 0.340 \pm 0.027 \pm 0.013,$$


and

$$R_{D^{(*)}}^{\mu, \text{ave}} = 0.295 \pm 0.011 \pm 0.008.$$  \hspace{1cm} (3)

$R_D$ exceeds the SM value by $1.4\sigma$, and $R_{D^{(*)}}$ by $2.5\sigma$. When combined together, included their correlation, the excess is $3.08\sigma$.

Another class of $B$ meson observables showing signs of LFUV is related to $b \to s\ell^+\ell^-$ processes, namely the optimised angular observable $P_5^\ell$ [8] and the $R_{K^{(*)}}$ ratios,

$$R_{K^{(*)}} = \frac{\text{BR}(B \to K^{(*)}\mu^+\bar{\mu})}{\text{BR}(B \to K^{(*)}e^+e^-)}.$$  \hspace{1cm} (4)

As a consequence of Lepton Flavour Universality (LFU), $R_K = R_{K^{*}} = 1$ with uncertainties of the order of $1\%$ in the SM [9, 10]. These ratios are observables that have small theoretical uncertainties. The latest experimental results from LHCb, in the specified regions of $q^2$ di-lepton invariant mass, are:

$$R_{K^{[0.045,1.1],1.6}}^{[1,1.6]} = 0.66_{-0.07}^{+0.11} \pm 0.03,$$

$$R_{K^{[0.045,1.1],1.6}}^{[1,1.6]} = 0.69_{-0.07}^{+0.11} \pm 0.05.$$  \hspace{1cm} (5)

The compatibility of the individual measurements with respect to the SM predictions is of $3.1\sigma$ for the $R_K$ ratio, $2.3\sigma$ for the $R_{K^*}$ ratio in the low-$q^2$ region and $2.4\sigma$ in the central-$q^2$ region. The Belle collaboration has also recently reported experimental results for the $R_{K^{(*)}}$ ratios [13, 14], although with less precision than the LHCb measurements.

A great theoretical effort has been devoted to the understanding of the deviations in the $R_{K^{(*)}}$ and $R_{D^{(*)}}$ observables, and combined explanations for those deviations (see, for example [2, 15–42] and references therein). Besides, the experimental data has been used to constrain New Physics (NP) models. Several global fits have been performed in the literature [43–50].

These proceedings are mainly based on our previous work in [15, 50] where we investigate the effects of the global fits to the Wilson coefficients assuming a model independent effective Hamiltonian approach. In section 2 we present a brief summary of the Effective Field Theory used to describe possible NP contributions to $B$ decay observables. A summary of the results obtained in [15] for a fit of the $R_{K^{(*)}}$ ratios and the angular observables $P_4^\ell$ and $P_5^\ell$ to the Weak Effective Theory Wilson coefficients is included in this section. Section 3 is devoted to the global fits to the Wilson coefficients, presenting the set of scenarios that we have defined in [50] for the phenomenological study, by considering the NP contributions to the Wilson coefficients in such a way that NP is present in one, two or three of the Wilson coefficients simultaneously. These scenarios are used to study the impact of the global fits to the Wilson coefficients and, therefore, to exhibit more clearly which combinations of Wilson coefficients are preferred and/or constrained by experimental data. We complement our results with a discussion in section 4 of the impact that future $e^+e^-$ linear colliders will have in the $B$ anomalies [51]. Conclusions are presented in section 5.
2 Effective field theories for B observables

One of the most widely used tools to study any possible New Physics (NP) contribution is the Effective Field Theory. The effective Hamiltonian approach allows us to perform a model-independent analysis of NP effects. In this way, it is possible to obtain constraints on NP contributions to the Wilson coefficients of the Hamiltonian from the experimental results.

The Standard Model Effective Field Theory (SMEFT) is formulated at an energy scale $\mu_{\text{SMEFT}} = \Lambda$ higher that the electroweak (EW) scale, and the degrees of freedom are all SM fields. The Weak Effective Theory (WET) is formulated at an energy scale below the EW scale, for example $\mu_{\text{WET}} = m_t$, and the top quark, Higgs, W and Z bosons are integrated out.

The relevant terms of the WET Lagrangian \([52–54]\) are:

$$
\mathcal{L}_{\text{eff}} = -\frac{4G_F}{\sqrt{2}} V_{cb} \sum_{\ell=e,\mu,\tau} (1 + C_{V,L}^\ell) \mathcal{O}_{V,L}^\ell + \frac{4G_F}{\sqrt{2}} V_{tb} V_{ts}^* \frac{e^2}{16\pi^2} \sum_{\ell=e,\mu} (C_{S}^\ell \mathcal{O}_{S}^\ell + C_{10}^\ell \mathcal{O}_{10}^\ell),
$$

where $G_F$ is the Fermi constant, $e$ is the electromagnetic coupling, $V_{qq'}$ are the elements of the Cabibbo-Kobayashi-Maskawa (CKM) matrix and with the dimension six operators defined as,

$$
\mathcal{O}_{V,L}^\ell = (\bar{c}_L \gamma_\alpha b_L)(\bar{\ell}_L \gamma_\alpha \nu_\ell), \quad \mathcal{O}_S^\ell = (\bar{s}_L \gamma_\alpha b_L)(\bar{\ell}_\gamma^\alpha \ell), \quad \mathcal{O}_{10}^\ell = (\bar{s}_L \gamma_\alpha b_L)(\bar{\ell}_\gamma^\alpha \gamma_5 \ell),
$$

and their corresponding Wilson coefficients $C_{V,L}^\ell$, $C_S^\ell$ and $C_{10}^\ell$. The $C_S^\ell$ and $C_{10}^\ell$ Wilson coefficients have contributions from the SM processes as well as any NP contribution,

$$
C_i^\ell = C_i^{\text{SM}}^\ell + C_i^{\text{NP}}^\ell, \quad i = 9, 10.
$$

The dependence of the $R_{D^{(*)}}$ ratios on the Wilson coefficients is given by \([29,33]\):

$$
R_{D^{(*)}}^{\ell,\text{SM}} = \left| \frac{C_{V,L}^\ell}{1 + C_{V,L}^\ell} \right|^2,
R_{D^{(*)}}^{\mu,\text{SM}} = \left| \frac{C_{S}^\ell}{1 + C_{V,L}^\ell} \right|^2.
$$

For the $R_{K^{(*)}}$ ratios, the dependence on the Wilson coefficients has been previously obtained in \([15]\), where an analytic computation of $R_{K^{(*)}}$ as a function of $C_9^{\text{NP}}$, $C_{10}^{\text{NP}}$ in the region $1.1 \leq q^2 \leq 6.0 \text{ GeV}^2$ was performed. The result is given by \([15]\):

$$
R_{K^{(*)}}^{[1,6]} \simeq 0.9875 + 0.1759 \text{ Re } C_9^{\text{NP}} + 0.2954 \text{ Re } C_{10}^{\text{NP}} + 0.0212 |C_9^{\text{NP}}|^2 + 0.0350 |C_{10}^{\text{NP}}|^2,
$$

In \([15]\) we performed a fit of the $R_{K^{(*)}}$ ratios and the angular observables $P_4$ and $P_5$ to the WET Wilson coefficients $C_9^{\text{NP}}$ and $C_{10}^{\text{NP}}$. We considered two hypothesis: both coefficients being real numbers or imaginary numbers. The allowed regions at $1.\sigma$ and $2.\sigma$ are shown in Figure 1. The best fit to the real coefficients is located at $C_9^{\text{NP}} = -1.09$, $C_{10}^{\text{NP}} = 0.48$ improves the SM predictions by $5.95\sigma$, showing a clear preference for non-zero NP contribution to $C_9^{\mu}$. The imaginary fit presents two nearly symmetric minima located at $C_9^{\text{NP}} = -0.75 i$, $C_{10}^{\text{NP}} = -0.74 i$ and $C_9^{\text{NP}} = 0.72 i$, $C_{10}^{\text{NP}} = 0.74 i$, with a pull from the SM of $0.9\sigma$. In conclusion, purely imaginary Wilson coefficients do not provide a good description of the data. Therefore we will only consider real Wilson coefficients in what follows.

The NP contributions at an energy scale $\Lambda$ ($\Lambda \sim \mathcal{O}(\text{TeV})$) is described by the SMEFT Lagrangian as given in \([55]\),

$$
\mathcal{L}_{\text{SMEFT}} = \frac{1}{\Lambda^2} \left( C_{ijkl}^{i j k l} O_{ijkl(1)} + C_{ijkl}^{i j k l} O_{ijkl(3)} \right),
$$

where the dimension six operators are defined as

$$
O_{ijkl(1)}^{ijkl} = (\bar{e}_i \gamma_\mu P_L \ell_j)(\bar{q}_k \gamma_\mu P_L q_l), \quad O_{ijkl(3)}^{ijkl} = (\bar{e}_i \gamma_\mu \tau^I P_L \ell_j)(\bar{q}_k \gamma_\mu \tau^I P_L q_l),
$$

where $\tau^I$ are the Pauli matrices. These operators are.

...
Following notation for their Wilson coefficients:

\[ O^{\ell q} \] generates the \( \tau \)-triplet currents. Consequently, \( O_{\ell q}^{(1)} \) only mediates flavour-changing neutral processes, and \( O_{\ell q}^{(3)} \) mediates both flavour-changing neutral and charged processes. We will restrict our analysis to operators including only third generation quarks and same-generation leptons, and we will use the following notation for their Wilson coefficients:

\[
C_{\ell q}^{\rho} \equiv C_{\ell q}^{133} , \quad C_{\ell q}^{\mu} \equiv C_{\ell q}^{2233} , \quad C_{\ell q}^{\tau} \equiv C_{\ell q}^{3333} .
\] (13)

This particular choice of the Wilson coefficients is motivated by the fact that the most prominent discrepancies between SM predictions and experimental measurements, namely \( R_{K^{(*)}} \) and \( R_{D^{(*)}} \), affect the third quark generation. From a symmetry point of view, this would amount to imposing an \( U(2)^3 = U(2)_q \times U(2)_u \times U(2)_d \) symmetry between the first and second quark generations [56–58], that remain SM-like. In the lepton sector we only consider diagonal entries in order to avoid Lepton Flavour Violating (LFV) decays.

These operators generate the \( C_{V,L}^{\ell} \), \( C_{9}^{\ell} \) and \( C_{10}^{\ell} \) operators of the electroweak effective field theory when matched at the EW scale \( \mu_{EW} \). Using the package \texttt{wilson} [59], we define the \( C_{\ell q} \) operators at \( \Lambda = 1 \text{TeV} \), we calculate their running down to \( \mu_{EW} = M_Z \), then match them with the EW operators and finally run the down to \( \mu = m_b \), where the \( B \)-physics observables are computed. We found the following relations between the Wilson coefficients at high and low energies:

\[
\begin{align*}
C_{\ell q}^{\text{NP}}^{e\mu} & = -0.583 C_{\ell q}^{e\mu,(1)} - 0.596 C_{\ell q}^{e\mu,(3)} , \\
C_{V,L}^{\ell} & = 0.0012 C_{\ell q}^{e\mu,(1)} - 0.0644 C_{\ell q}^{e\mu,(3)} , \\
C_{10}^{\text{NP}}^{e\mu} & = 0.588 C_{\ell q}^{e\mu,(1)} + 0.591 C_{\ell q}^{e\mu,(3)} , \\
C_{V,L}^{\ell} & = -0.0598 C_{\ell q}^{e\mu,(3)} .
\end{align*}
\] (14)

The \( O_{\ell q} \) operators also produce unwanted contributions to the \( B \to K^{(*)}\nu\bar{\nu} \) decays [33, 60]. In order to obey these constraints, we will fix the relation

\[
C_{\ell q}^{ij,(1)} = C_{\ell q}^{ij,(3)} \equiv C_{\ell q}^{ij} .
\] (15)

This relation also has the positive consequence of a partial cancellation of loop-induced effects in Z-pole and LFV observables.

3 Global fits

The effective operators affect a large number of observables. Therefore, any NP prediction based on Wilson coefficients has to be confronted not only with the \( R_{K^{(*)}} \) an \( R_{D^{(*)}} \) measurements, but also with additional several measurements involving the decays of \( B \) mesons. In the case of the SMEFT,
the Renormalization Group evolution produces a mix of the low-energy effective operators and then, modifies the W and Z couplings to leptons. In consequence, NP in the top sector will indirectly affect EW observables, such as the mass of the W boson, the hadronic cross-section of the Z boson $\sigma_{\text{had}}$ or the branching ratios of the Z to different leptons. In order to keep the predictions consistent with this range of experimental test, global fits have proven to be a valuable tool [45–48].

In [50] we have performed global fits to the $C_{\ell q}$ Wilson coefficients using the package smelli v1.3 [60]. The global fit includes the $R_{K^{(*)}}$ and $R_{D^{(*)}}$ observables, the W and Z decay widths, the branching ratios to leptons, the $b \to s\mu\mu$ observables (including $P_2^b$ and the branching ratio of $B_s \to \mu\mu$) and the $b \to s\nu\nu$ observables. The SM input parameters used in the analysis are explicitly given in [50]. They are taken from open source code flavio v1.5 [61], sources used by the program are quoted when available. Concretely, we have supplemented the experimental measurements of the flavio v1.5 database with updated values for $R_K$ [11], $R_{D^{(*)}}$ [13], $B \to K^{*}\ell^+\ell^-$ differential observables [62,63], $B_{(s)} \to \mu^+\mu^-$ [64] and a re-analysis of the EW precision tests from LEP [65].

We have defined some specific scenarios, shown in Table 1, for combinations of the $C_{\ell q}^{i}$ operators such that NP contributions to the Wilson coefficients emerge in one, two or three of the Wilson coefficients simultaneously [50]: in Scenarios I–III NP only modifies the $C_{\ell q}^{i}$ operators in one lepton flavour at a time; in Scenarios IV–VI NP is present in two of the Wilson coefficients simultaneously; and finally in Scenarios VII–IX we consider the more general case in which three of the $C_{\ell q}^{i}$ operators receive NP contributions. The more general one of these last three scenarios is Scenario VII, in which we consider three independent Wilson coefficients.

The goodness of each fit is evaluated with its difference of $\chi^2$ with respect to the SM, $\Delta \chi^2_{SM} = \chi^2_{SM} - \chi^2_{fit}$. The package smelli actually computes the differences of the logarithms of the likelihood function $\Delta \log L = -\frac{1}{2} \Delta \chi^2$. In order to compare two fits $A$ and $B$, we use the pull between them in units of $\sigma$, defined as [66,67]

$$ \text{Pull}_{A \to B} = \sqrt{2} \text{Erf}^{-1}[F(\Delta \chi^2_A - \Delta \chi^2_B; n_B - n_A)], $$

where Erf$^{-1}$ is the inverse of the error function, $F$ is the cumulative distribution function of the $\chi^2$ distribution and $n$ is the number of degrees of freedom of each fit. We will compare each scenario against two cases: the SM ($C_{\ell q}^{i} = 0, n = 0$) and the best fit point using three independent Wilson coefficients (scenario VII). The pull from the SM quantifies how much each scenario is preferred over the SM to describe the data. The larger the pull, the better description of the data of the preferred scenario. The pull of scenario VII quantifies how much the fit over the whole space of parameters is preferred over the simpler and more constrained fits. From the analysis of this pull we are able to discuss the relevance of the proposed scenarios, the larger the pull means that the more restricted scenario represents a worser description of the experimental data.

The results of the fits are summarised in Table 1 for several combinations of $C_{\ell q}^{i}$ operators, with one, two or three lepton flavour present simultaneously in the Wilson coefficients. The best fit values at 1 $\sigma$ and pulls from the SM and to scenario VII for all cases are included in this table.

Summarising the results, we found that the largest pull from the SM prediction when NP only modifies the $C_{\ell q}^{i}$ operators in one lepton flavour at a time, i.e $C_{\ell q}^{s}$, $C_{\ell q}^{\mu}$ or $C_{\ell q}^{\tau}$, is obtained in scenario I where the coupling to electrons is added. It is almost 3 $\sigma$. This result is a reflection of the great impact of the EW precision observables in the global fit. If we restricted our fit to only $b \to s\ell^+\ell^-$ observables, the fit to only muons in scenario II would display a better pull from the SM of 2.34 $\sigma$, in line with the common wisdom about the anomalies, explaining them through NP in the muon sector [19,21,43,66,68]. The worst pull is obtained in the fit to the tau coefficient, with 1.96 $\sigma$, as it does not modify the value of the $R_{K^{(*)}}$ ratios. On the other hand, scenarios I and II both produce SM-like predictions for the observables $R_D$ and $R_{D^*}$. Scenario III, with a larger value of its Wilson coefficient, produces values closer to the experimental measurements; i.e $R_D^{\tau} = 0.318$ and $R_{D^*}^{\tau} = 0.268$. In order to fully address the anomaly in these observables, a larger deviation from the SM would be needed; however such a deviation would be in conflict with the EW precision data, as we obtained in [50], and in agreement with [69].

For the scenario in which NP is present in two of the Wilson coefficients, the best fit corresponds to scenario IV, where the contributions to $C_{\ell q}^{s}$ and $C_{\ell q}^{\mu}$ are favoured with a pull of 4.97 $\sigma$ with respect to
| Scenario | $C^e_{\ell q}$ | $C^\mu_{\ell q}$ | $C^\tau_{\ell q}$ | $\Delta\chi^2_{\text{SM}}$ | Pull from SM | Pull to VII |
|----------|----------------|----------------|-----------------|----------------|-------------|-------------|
| I        | $e$            | $-0.14 \pm 0.04$ |                 | 8.84           | 2.97 $\sigma$ | 4.37 $\sigma$ |
| II       | $\mu$          |                 | $0.10 \pm 0.04$ | 5.47           | 2.34 $\sigma$ | 4.73 $\sigma$ |
| III      | $\tau$         |                 | $-0.38 \pm 0.19$ | 3.85           | 1.96 $\sigma$ | 4.89 $\sigma$ |
| IV       | $e$ and $\mu$  | $-0.25 \pm 0.07$ | $0.24 \pm 0.06$ | 28.42          | 4.97 $\sigma$ | 1.75 $\sigma$ |
| V        | $e$ and $\tau$ | $-0.14 \pm 0.06$ | $-0.4 \pm 0.3$  | 12.98          | 3.17 $\sigma$ | 4.30 $\sigma$ |
| VI       | $\mu$ and $\tau$ | $0.10 \pm 0.06$ | $-0.3 \pm 0.3$  | 8.73           | 2.49 $\sigma$ | 4.77 $\sigma$ |
| VII      | $e$, $\mu$, and $\tau$ | $-0.25 \pm 0.02$ | $0.211 \pm 0.016$ | $-0.3 \pm 0.4$ | 31.50       | 4.97 $\sigma$ |
| VIII     | $e = \mu = \tau$ | $-0.0139 \pm 0.0003$ | $-0.0139 \pm 0.0003$ | $-0.0139 \pm 0.0003$ | 0.30 | 0.55 $\sigma$ | 5.23 $\sigma$ |
| IX       | $e = -\mu = \tau$ | $-0.232 \pm 0.001$ | $0.232 \pm 0.001$ | $-0.232 \pm 0.001$ | 30.74 | 5.54 $\sigma$ | 0.41 $\sigma$ |

Table 1: Best fit values and pulls from the Standard Model and of scenario VII for several combinations of $C^i_{\ell q}$ operators.
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Figure 2: 1σ and 2σ contours for scenarios with two lepton flavours present in the Wilson coefficients: (a) Scenario IV, (b) Scenario V, and (c) Scenario VI. All available data are considered.

The SM. Figure 2 shows the allowed regions for these fits. In the fit to Scenario IV, the $R_{K(\ast)}$ and $R_{D(\ast)}$ observables constrain the $C^e_{\ell q} - C^\mu_{\ell q}$ combination; while the LFU-conserving EW precision observables tightly constrain the combination $C^\mu_{\ell q} + C^\tau_{\ell q}$. Clearly, the EW precision observables play an important role in the global fit and the preferred values for the Wilson coefficients. The reason for this behaviour is justified by deviations in Z-couplings to leptons, the $\tau$-leptonic decays and the Z and W decays widths, as shown in [70]. The values of the $R_{K(\ast)}$ and $R_{D(\ast)}$ observables in this scenario are given in Table 2. Together, these sets of observables constrain the fit to a narrow ellipse around the best fit point. In Scenarios V and VI, the $C^\mu_{\ell q}$ coefficient is determined by the EW precision observables, that are compatible with a SM-like coefficient, and by $R_{D(\ast)}$ observables, that prefer a large negative value. All the experimental constraints for $C^\tau_{\ell q}$ show large uncertainties, which result in less statistical significance of these fits and $C^\mu_{\ell q}$ still being compatible with zero at 2 $\sigma$ level.

As already established, the more general cases are the ones in which three of the $C^i_{\ell q}$ operators receive NP contributions. A particular scenario corresponds with universal couplings (Scenario VIII); i.e the three Wilson coefficients have the same universal contribution, and does not violate LFU. We found the smallest pull with respect to the SM (0.55 $\sigma$) in this case, which shows that LFU NP can
not explain experimental data and, therefore, LFU violation is needed to accommodate it. When the three $C_{\ell q}$ operators receive independent NP contribution (Scenario VII), the pull from the SM, 4.97 $\sigma$, is similar to that of scenario IV, and the values of $C_{\ell q}^c$ and $C_{\ell q}^\mu$ are similar too, therefore the predictions for the $R_{K(*)}$ observables are very similar, as shown in Figure 3a. The value of $C_{\ell q}^c$ is close to that of Scenarios III, V and VI, which allows a best fit to the $R_{D(*)}$ observables, and especially to $R_D^H$, that is compatible at 1 $\sigma$ with its experimental value, as shown in Figure 3b. Therefore, we conclude that the prediction of the $R_{D(*)}$ observables is improved in scenario VII. This scenario was analysed in more detail in [50]. We found that the constraints to the fit can be explained by the combined effect of three different classes of observables: in the first place, the linear combination $C_2 \sim (-C_{\ell q}^c - C_{\ell q}^\mu)/\sqrt{2}$ shows a clear preference for a LFU-violating situation, driven mostly by $R_K$ and $R_K^*$, and in tension with $BR(\pi^+ \to e\nu)$, $R_D^{\ell/\mu}$ and $R_{\tau}(K^+ \to \ell^+\nu)$. The second class of observables are LFU-conserving, affecting the linear combination $C_2 \sim (-C_{\ell q}^c - C_{\ell q}^\mu)/\sqrt{2}$, the more relevant observables being the EW precision tests (the mass of the $W$ boson $m_W$, the $Z$-decay asymmetries $A_e$, $A_\tau$ and $A_{FB}$ and the $Z$ decay width $\Gamma_Z$). Our fit is less sensitive to the third class of observables, those that affect $\tau$ physics in $C_1 \sim -C_{\ell q}^\tau$, where the more relevant constraints come from the leptonic decays $\tau \to e\nu\nu$ and $\tau \to \mu\nu\nu$, the hadronic cross-section of the $Z$ $\sigma_{\text{had}}^0$, and the ratios $R_{D(*)}$. The LFU-violating observables, as well as the $\tau \to e\nu\nu$ decay, proved to be the most relevant observables in the fit overall. Finally, Scenario IX corresponds with the three Wilson coefficients having the same absolute value, but $C_{\ell q}^\mu$ has the opposite sign. This particular arrangement of the coefficients was inspired by the similar absolute values of $C_{\ell q}^c$ and $C_{\ell q}^\mu$ in Scenario VII. This choice produces a good fit, with a pull of 5.54 $\sigma$. It is also the only scenario that remains compatible at 1 $\sigma$ with scenario VII.

The results for the $R_{K(*)}$ and $R_{D(*)}$ observables in the scenarios with best pulls, Scenarios IV, VII and IX, are presented in Table 2. For comparison, an statistical combination of all the available measurements of each observable, performed by flavio is included in the last column of this table. In the case of the $R_{D(*)}$ ratios, this combination does not assume flavour universality between electrons and muons. Figure 3 shows the results for the central value and 1 $\sigma$ uncertainty of these two observables in the three scenarios, compared to the SM prediction (yellow area) and experimental measurements (green area). These three scenarios have similar fits for the Wilson coefficients $C_{\ell q}^c$ and $C_{\ell q}^\mu$, and therefore reproduce the experimental value of $R_{K(*)}^{[1,1,6]}$ and reduce the tension in $R_{K(*)}^{[1,1,6]}$. The main difference between Scenarios IV, VII and IX is the fit for $C_{\ell q}^\tau$: Scenario IV has no NP contribution in the $\tau$ sector and consequently predicts SM-like $R_{D(*)}$ ratios. Scenario VII has a large contribution to $C_{\ell q}^\tau$ and is able to produce a prediction for $R_D^H$ compatible with the experimental results, and significantly improve the predictions for $R_D^\tau$ and $R_D^{\mu\tau}$. Scenario IX has an intermediate value of $C_{\ell q}^\tau$, and consequently its predictions for the $R_{D(*)}$ ratios are not as good as in Scenario VII.

In addition to the observables included in our global fits, it is also possible to constrain the NP contributions to Wilson coefficients using high-energy collision data from LHC [71, 72]. We also have checked that all the results of our fits are compatible with the limits imposed by the high-$p_T$ phenomena [50].

| Observable | Scenario IV | Scenario VII | Scenario IX | Measurement |
|------------|-------------|--------------|-------------|-------------|
| $R_K^{[1,1,6]}$ | 0.799 ± 0.017 | 0.800 ± 0.018 | 0.79 ± 0.02 | 0.85 ± 0.04 |
| $R_K^{[0.045, 1.1]}$ | 0.870 ± 0.009 | 0.871 ± 0.010 | 0.870 ± 0.010 | 0.65 ± 0.09 |
| $R_{K^*}$ | 0.800 ± 0.018 | 0.802 ± 0.019 | 0.80 ± 0.02 | 0.68 ± 0.10 |
| $R_D^H$ | 0.302 ± 0.005 | 0.314 ± 0.007 | 0.311 ± 0.005 | 0.35 ± 0.03 |
| $R_D^\tau$ | 0.254 ± 0.004 | 0.264 ± 0.004 | 0.261 ± 0.004 | 0.296 ± 0.016 |
| $R_D^{\mu\tau}$ | 0.261 ± 0.004 | 0.272 ± 0.004 | 0.269 ± 0.004 | 0.31 ± 0.03 |

Table 2: Values of the $R_{K(*)}$ and $R_{D(*)}$ observables in the scenarios with best pulls.
4 Prospects from $e^+e^-$ colliders

A new generation of particle colliders, complementary to the LHC and its upgrade HL-LHC, will be ready in the coming decades. The International Linear Collider (ILC) will be a linear $e^+e^-$ collider in Japan, operating at center-of-mass energies ranging from $\sqrt{s} = 250$ GeV at the first stages up to $\sqrt{s} = 1$ TeV [73]. The Compact Linear Collider (CLIC) at CERN will also be a circular $e^+e^-$ collider, operating from $\sqrt{s} = 380$ GeV up to $\sqrt{s} = 3$ TeV [74]. The Future Circular Collider (FCC), also at CERN, will be a circular collider first using electrons (FCC-ee) from $\sqrt{s} = 90$ GeV (Z pole) up to $\sqrt{s} = 365$ GeV, and then using hadrons (FCC-hh) reaching $\sqrt{s} = 100$ TeV [75]. These colliders are conceived primarily as Higgs factories, exploring the origin of the electroweak symmetry breaking mechanism and the hierarchy problem. But they can also supplement the flavour programs of the LHCb and Belle in different ways: by producing $b$-flavoured hadrons in $e^+e^- \rightarrow Z \rightarrow b\bar{b}$ events (ILC operating at the Z pole is expected to produce around $10^9$ Zs (“GigaZ”) [76], and the FCC-ee is expected to deliver $10^{12}$ Zs (“TeraZ”) [77]); by searching for new particles responsible for the deviations, such as leptoquarks or $Z'$ bosons; by probing the effects of Wilson coefficients in the kinematical distributions sensible to virtual effects; and by improving the precision of the observables that enter our global fits. Due to the high number of Z bosons produced, EW observables are a prime example of the advantages of $e^+e^-$ colliders.

In what follows, we will focus on the prospects of indirect discovery using Wilson coefficients and EW observables. The increased center-of-mass energy of the future colliders improves the sensitivity to the effects of any dimension-6 Wilson coefficient. This is evident from the energy scaling of the $2 \rightarrow 2$ scattering amplitudes, $A_s \propto \sqrt{s}$ [78].

The study of neutral-current benefits greatly from the clean signatures and small theoretical uncertainties provided by lepton colliders. The use of polarized beams allows for the study of the different helicity structures of the Wilson coefficients. The constraints from lepton colliders for the four-fermion contact operators are the result of a variety of final states. For example, the $e^+e^- \rightarrow t\bar{t}$ events can constrain $C_{lq(1)} - C_{lq(3)}$, while $e^+e^- \rightarrow b\bar{b}$ events can constrain $C_{lq(1)} + C_{lq(3)}$ [79]. Also the leading higher-derivative corrections to the $W$ and $Z$ bosons propagators from the $\mathcal{O}_{2W}$ and $\mathcal{O}_{2B}$ operators,

$$\mathcal{O}_{2W} = (D^\mu W_{\mu\nu}^i)(D_\rho W^{i\rho})^i, \quad \mathcal{O}_{2B} = (\partial^\mu B_{\mu\nu})(\partial_\rho B^{\rho\nu})$$

from the Strongly-Interacting Light Higgs (SILH) basis [80] can be recast into flavour-universal four-fermion operators using the equations of motion

$$\mathcal{O}_{2W} = -\frac{g^2}{4} \sum_{i,j} O_{lq(3)}^{ij} + \cdots, \quad \mathcal{O}_{2B} = -\frac{g^2}{6} \sum_{i,j} O_{lq(1)}^{ij} + \cdots,$$
Figure 4: 95% exclusion reach in future colliders from the operators $O_{2W}$ (blue) and $O_{2B}$ (orange). The effective scale is given by $\Lambda/(g^2\sqrt{C_{2W}})$ for the blue bars, and $\Lambda/(g'^2\sqrt{C_{2B}})$ for the orange bars. Taken from [81].

where $g$ and $g'$ are the gauge couplings for the $SU(2)_L$ and $U(1)_Y$ SM groups.

The exclusion reach for the operators $O_{2W}$ and $O_{2B}$ in the different colliders are depicted in Figure 4, taken from [81]. Lepton colliders provide better sensitivity for singlet operators ($O_{2B}$) than for triplet operators ($O_{2W}$), while the sensitivity of hadron colliders is similar in both cases. In its initial stage at $\sqrt{s} = 250$ GeV, ILC is expected to provide a better sensitivity than the high-luminosity upgrade of LHC.

An important feature of our model is that it predicts NP couplings to electrons similar in magnitude to the couplings to muons. This opens the option of observation in an $e^+e^-$ machine, specially using $e^+e^- \to bs$ production, which has a very clean SM background, since this process is only generated at one loop and CKM-suppressed by $V_{ts}$ [82].

The lepton linear colliders running at their initial stages will generate a great number of $W$ and $Z$ bosons (about $10^8$ in ILC at $\sqrt{s} = 250$ GeV and $10^7$ in CLIC at $\sqrt{s} = 380$ GeV [81]). This will allow to improve the precision of the EW observables: the mass of the $W$ boson $m_W$, and the decay asymmetries $A$ and rates $R$ of the $Z$ boson. A dedicated program running at the $Z$ pole would increase the number of bosons by an order of magnitude, improving accordingly the precision of the measurements. Circular $e^+e^-$ colliders using transversely polarised beams will achieve even better results.

In our fits in section 3 we have shown that the EW observables, due to the mixing via Renormalization Group Equations, offer a set of constraints on NP complementary to those coming from $B$ decays. A significant improvement in the precision of EW observables would have consequently a great impact on our results. In order to asses the impact of the improved precision on our previous analysis, we have performed a new global fit [51] 1. For the central values of the EW observables we have used their predictions in our previous fits [50], and the uncertainty is taken from the ILC at $\sqrt{s} = 250$ GeV projections from [81]. The assumed values of the central EW observables and their uncertainties are shown on Table 3. The other observables are unchanged since our previous work [50]. The largest tensions between our inputs and the SM predictions are found in the observables $A_e$ and $m_W$, being $5.6\sigma$ and $2.9\sigma$ respectively.

The fits to scenarios IV, V and VI using the projected ILC values are already included in Figure 2. For clarification, a detailed region in which the ILC prediction appears is displayed in Figure 5. The LFU-conserving direction of the fit, corresponding to the linear combination $C_2 \sim (-C_{tb}^{\ell} - C_{tb}^{\mu})/\sqrt{2}$, is even more tightly constrained due to the better precision of the EW observables, obtaining $C_2 = -0.034 \pm 0.011$ in scenario VII. The LFUV direction of the fit remains unchanged, since the EW observables are not sensitive to these deviations.

1Work in preparation. Preliminary results are presented here.
| Obs | Central value | Error |
|-----|---------------|-------|
|     | IV            | V     | VI    | VII   | IX    |
| $m_W$ [GeV] | 80.363 | 80.382 | 80.342 | 80.365 | 80.359 | 0.002 |
| $A_e$ | 0.14779 | 0.14900 | 0.14580 | 0.14785 | 0.14738 | 0.00015 |
| $A_\mu$ | 0.1471 | 0.1488 | 0.1457 | 0.14716 | 0.1467 | 0.0008 |
| $A_\tau$ | 0.1474 | 0.1494 | 0.1463 | 0.14798 | 0.1474 | 0.0008 |
| $A_c$ | 0.6677 | 0.6683 | 0.6670 | 0.6677 | 0.6675 | 0.0014 |
| $A_b$ | 0.9347 | 0.9349 | 0.9348 | 0.9347 | 0.9347 | 0.0006 |
| $R_e$ | 20.73 | 20.73 | 20.73 | 20.73 | 20.73 | 0.02 |
| $R_\mu$ | 20.74 | 20.74 | 20.74 | 20.74 | 20.74 | 0.02 |
| $R_\tau$ | 20.78 | 20.77 | 20.77 | 20.77 | 20.77 | 0.02 |
| $R_c$ | 0.1722 | 0.1722 | 0.1722 | 0.1722 | 0.1722 | 0.0008 |
| $R_b$ | 0.2158 | 0.2158 | 0.2158 | 0.2158 | 0.2158 | 0.0002 |

Table 3: Assumed central values for the EW observables and their uncertainties used in the ILC global fits for several scenarios.

![Figure 5](image1.png)

(a) Scenario IV, (b) Scenario V, and (c) Scenario VI. Solid lines correspond to the current fits, and dash-dotted lines to the fits including the ILC projections.

| Observables | Scenario IV | Scenario VII | Scenario IX |
|-------------|-------------|--------------|-------------|
| $R_K^{[1.1,6]}$ | 0.802 ± 0.003 | 0.803 ± 0.005 | 0.807 ± 0.004 |
| $R_K^{[0.045, 1.1]}$ | 0.872 ± 0.004 | 0.872 ± 0.008 | 0.873 ± 0.009 |
| $R_K^{[1.1, 6]}$ | 0.804 ± 0.005 | 0.805 ± 0.006 | 0.809 ± 0.008 |
| $R_D^\ell$ | 0.302 ± 0.005 | 0.309 ± 0.005 | 0.310 ± 0.005 |
| $R_D^{\ell*}$ | 0.254 ± 0.003 | 0.260 ± 0.003 | 0.261 ± 0.004 |
| $R_D^\mu$ | 0.262 ± 0.003 | 0.267 ± 0.004 | 0.269 ± 0.004 |

Table 4: Values of the $R_K^{(*)}$ and $R_D^{(*)}$ observables in the scenarios with better pulls for the fit with the upgraded ILC precision.
Figure 6: Central value and 1σ uncertainty of the (a) $R_K^{(*)}$ observables, and (b) $R_D^{(*)}$ observables in scenarios IV, VII and IX (blue lines for current predictions, red lines for ILC-based predictions), compared to the SM prediction (yellow) and experimental measurements (green).

The predictions for the $R_K^{(*)}$ and $R_D^{(*)}$ observables in the best fit points for scenarios IV, VII and IX with the upgraded ILC precision can be found in Table 4. Clearly, the precision in all those observables is improved. To compare with our previous fit, Figure 6 displays the central value and 1σ uncertainty of the $R_K^{(*)}$ and $R_D^{(*)}$ observables in the above mentioned scenarios for the current predictions (blue lines) and the ILC predictions (red lines). The error in all those observables is now dominated by the theoretical uncertainty, as a consequence of the reduction of the allowed region for the Wilson coefficients in the fits. The error of the $R_K^{(*)}$ observables is improved up to factor of 3, specially in the $1.1 < q^2 < 6$ region, in which the results of the global fits are in agreement with the experimental measurements.

5 Conclusions

Several measurements of $B$ meson decays performed in the recent years indicate a possible violation of Lepton Universality that may represent an indirect signal of New Physics. In this note we summarise the results obtained in [15,50] for the analysis of the effects of the global fits to the Wilson coefficients assuming a model independent effective Hamiltonian approach. The global fit includes $b \rightarrow s\mu\mu$ observables (including the Lepton Flavour Universality ratios $R_K^{(*)}$, the angular observables $P_5'$ and the branching ratio of $B_s \rightarrow \mu\mu$), as well as the $R_D^{(*)}$, $b \rightarrow s\nu\bar{\nu}$ and electroweak precision observables ($W$ and $Z$ decay widths and branching ratios to leptons).

We consider different scenarios for the phenomenological analysis such that New Physics is present in one, two or three of the Wilson coefficients at a time. For all scenarios we compare the results of the global fit with respect to both the SM and the more general scenario: the best fit point of the three independent Wilson coefficients scenario in which New Physics modifies each of the operators independently.

We conclude that, when New Physics contributes to only one lepton flavour operator at a time, the largest pull from the Standard Model prediction, almost 3 $\sigma$, appears when the coupling to electrons is added independently, corresponding to our scenario I. In those scenarios in which New Physics is present in two of the Wilson coefficients simultaneously, the best fit corresponds to the case of scenario IV, where the contributions to $C_{\ell q}^e$ and $C_{\ell q}^\mu$ are favoured with a pull of 4.97 $\sigma$ with respect to the SM. If we focus on the more general scenario of three independent Wilson coefficients, we found that the prediction of the $R_{D^{(*)}}$ and $R_{K^{(*)}}$ observables is improved in the scenario in which the three $C_{\ell q}$ operators receive independent NP contributions: Scenario VII. In this case, the pull from the Standard Model is 4.97 $\sigma$ and the predictions for the $R_{K^{(*)}}$ observables are very similar to the case of
Scenario IV. A better fit to $R_{D(\ast)}$ observables, and specially to $R_{D}^{\ast}$, is obtained in this scenario. We also found that Scenario IX provides a similar fit goodness with a smaller set of free parameters.

Finally, we have discussed that the future particle colliders, and in particular the linear lepton colliders ILC and CLIC, will provide valuable new information to cast light on the $B$ anomalies. For the $R_{K(\ast)}$ observables, the error is improved up to factor of 3, specially in the $1.1 < q^2 < 6$ region, in which the results of the global fits are in agreement with the experimental measurements. Improved precision in electroweak observables will help constrain the global fits in a complementary way to $B$-physics experiments.
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