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Abstract—The advances in agile micro aerial vehicles (MAVs) have shown great potential in replacing humans for labor-intensive or even dangerous indoor investigation, such as warehouse management and fire rescue. However, the design of a state estimation system that enables autonomous flight poses fundamental challenges in such dim or smoky environments. Current dominated computer-vision based solutions only work in well-lighted texture-rich environments. This paper addresses the challenge by proposing Marvel, an RF backscatter-based state estimation system with online initialization and calibration. Marvel is nonintrusive to commercial MAVs by attaching backscatter tags to their landing gears without internal hardware modifications, and works in a plug-and-play fashion with an automatic initialization module. Marvel is enabled by three new designs, a backscatter-based pose sensing module, an online initialization and calibration module, and a backscatter-inertial super-accuracy state estimation algorithm. We demonstrate our design by programming a commercial MAV to autonomously fly in different trajectories. The results show that Marvel supports navigation within a range of 50 m or through three concrete walls, with an accuracy of 34 cm for localization and 4.99° for orientation estimation. We further demonstrate our online initialization and calibration by comparing to the perfect initial parameter measurements from burdensome manual operations.
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1 Introduction

Over the last decade, the rapid proliferation of micro aerial vehicles (MAVs) technologies has shown great potential in replacing human for labor-intensive or even dangerous indoor investigation and search, such as warehouse inventory management and fire rescue [2]–[4]. Specifically, using MAVs to manage inventory for warehouses cuts inventory checks from one month down to a single day [5], and using MAVs for search and rescue in firefighting operations saves the lives of firefighters by the fact that 53% of deaths of the firefighters in the United States occurred in burning buildings in 2017 [6]. These applications require MAVs navigating autonomously in dim warehouses [7] or smoky buildings while reporting to a server or terminal at a distance or through walls.

State estimation is fundamental to the autonomous navigation of MAVs. The state, including position, velocity, and orientation, is the key to the flight control system of an aerial vehicle that adjusts the rotating speed of rotors to achieve desired actions for responding remote control or autonomous operations. The mainstream uses GPS, compass and vision sensors to estimate a MAV’s state. However, GPS-compass based approaches [8], [9] only work in outdoor free space since GPS signals can be blocked by occlusions and compass measurements are easily distorted by surrounding environments. In indoors, computer vision (CV) based approaches have attracted much attentions due to their lightweight, high accuracy, and low cost, while limited to good lighting or texture-rich environments [10]–[14], thereby failing to work in dim warehouses or smoky fire buildings.

Recent years have witnessed much progress in using RF signals to track a target’s pose (position and orientation), holding the potential to state estimation that is highly resilient to visual limitations. Despite novel systems that have led to high accuracy [15]–[20], hardly any of these ideas have made it into the scenario of indoor MAVs that needs the following requirements:

- **Long range/through wall.** To scan items across a warehouse or navigate in a fire building, the system should support the navigation at least across rooms or over an area of tens of meters.
- **Lightweight.** As a MAV is typically compact with limited battery capacity, it requires a lightweight, small-sized, and low-power sensing modality to enable state estimation.
- **Plug-and-play.** To make it practical to emergency rescue and efficient indoor investigation, the system should be instantly operational in an unknown environment.
- **Online initialization.** As a MAV state estimator is nonlinear and thus it is inoperable without a good initial state estimate, a convenient online initialization is required.
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Fig. 1. Usage example.
their operational range is limited. UWB and WiFi based solutions [15], [18], [20] have better operational range while requiring pre-deploying multiple anchors to enable the localizability, failing to meet the plug-and-play requirement. And all these solutions lack online initialization methods when applying them on MAVs.

In this paper, we present Marvel, a state estimation system for MAVs that satisfies all these requirements. As shown in Fig. 1, Marvel is able to support the navigation in burning buildings with smoke and fog in firefighting operations. There are four LoRa backscatter tags attached on the vehicle’s landing gear. The MAV’s terminal on the ground sends CSS signals to excite the tags and enable the state estimation, allowing the vehicle to fly across rooms or in an area of several tens of meters. The system is lightweight in that it merely attaches a few backscatter tags to the landing gear of a commercial MAV without any internal hardware modification. Marvel works in a plug-and-play fashion in that we augment the user’s terminal of the MAV system with a LoRa signal processing module to enable state estimation, without adding any hardware. Moreover, Marvel does not need to the prior knowledge of the terminal’s location. The terminal’s position and the initial state can be initialized online by hand holding and moving the MAV around for few seconds before takeoff. The design of Marvel is structured around three components:

(a) Backscatter-based pose sensing: Marvel’s first component enables a backscatter-based sensing modality that allows it to estimate the response of the attached tags over backscattered signals that are drowned by noise. This sensing modality leverages chrip spread spectrum (CSS) signals to enable the pose tracking in long range or through occlusions where the signal amplitudes and phases are not available. It introduces a set of algorithms that first estimate channel phases of the tags’ backscatter signals under mobility and then use the phases to estimate pose features, including the range, angle and rotation of the MAV to its terminal. This component enables Marvel to operate across rooms or in an area of several tens of meters.

(b) Online initialization and extrinsic calibration: Based on the estimates of the first component, we aim to accurately compute the state of a MAV. The problem will be a nonlinear optimization due to the vehicle’s rotation. Thus, we need a good initialization point to bootstrap a nonlinear solver, e.g., the Gauss-Newton algorithm. Furthermore, since sensors provide measurements in their own reference frames, we require to calibrate the relative pose between the backscatter sensing and the IMU, i.e., extrinsic parameters, to align their measurements. We propose an approach for joint initialization and extrinsic calibration without any knowledge about the sensor layout. This online approach makes our design more practical to obtain a good initialization point and support various commercial products.

(c) Backscatter-inertial super-accuracy state estimation: Marvel’s third innovation is a backscatter-inertial super-accuracy algorithm, which is to solve a highly nonlinear problem that needs the initialization and extrinsic parameters from the previous component to bootstrap the solution. Our method combines the backscatter-based estimates with the onboard IMU measurements to enable accurate state estimation. Despite that IMU suffers in error accumulation, our backscatter sensing is drift-free, i.e., no temporal error accumulation, being able to correct the IMU drift by multi-sensor fusion. It employs a graph-based optimization framework to compute a Gaussian approximation of the posterior over the MAV trajectory. This involves computing the mean of this Gaussian as the configuration of the state that maximizes the likelihood of the sensor observations.

Results. We build a prototype of Marvel using a DJI M100 MAV attached with four LoRa backscatters customized by off-the-shelf components. We demonstrate Marvel’s potential by programming the MAV to autonomously fly in different trajectories in a long-range open space and an across-room indoor test site. The results show that Marvel can support the navigation within a range of 50 m or with three concrete walls blocked the vehicle to its terminal and achieves an average accuracy of 34 cm for localization and 4.99° for orientation estimation. In addition, we further demonstrate the effectiveness of our online initialization and calibration by exhibiting a similar performance to the perfect initial parameter measurements from burdensome manual operations.

Contributions. We introduce a novel backscatter-based pose sensing technique that first extracts the channel phases of CSS signals under mobility and then estimates pose features of a MAV by the phases. This enables pose tracking in long range or through occlusions. Second, we propose an online initialization and extrinsic calibration approach that makes Marvel more practical. Furthermore, we design a backscatter-inertial super-accuracy algorithm that fuses backscatter-based estimates and IMU measurements to enable accurate state estimation. Finally, we implement a prototype and conduct real-world experiments demonstrating the system’s ability to navigate a MAV across rooms or in an area of several tens of meters.

The rest of this paper is organized as follows. We first introduce the background of autonomous flight and give an overview of our system in §2. Then we elaborate on the three designs: the backscatter pose sensing in §3, the online initialization and extrinsic calibration in §4 and the super-accuracy state estimation in §5. The system implementation and performance evaluation are detailed in §6. We review related works in §7 and §8 concludes our work.

2 Background and System Overview

2.1 Background

Fig. 2 shows a typical framework of autonomous aerial vehicles. A terminal on the ground is the user interface that sends desired goals to an aerial vehicle or multiple aerial vehicles. The level of the vehicle autonomy determines the types of user goals that can be supported. Semi-autonomous flight allows users to give desired actions, e.g., forward, backward, and turning left/right. Most of commercial photographic drones work in this way. A user is trained to control the vehicle’s action by the remote terminal. On the other hand, fully autonomous flight can accept high-level goals, e.g., cruise on a certain track, requiring the integration of multiple technologies.

Four components are required to enable fully autonomous flight [21]. The first component is state estimation. This refers to the ability of a vehicle to estimate its position, orientation, and velocity (the rate of change of position and orientation). Second, the vehicle must be able to compute its control commands. Based on where it needs to go and what the estimate of its current state is, the vehicle must be able to compute the commands that need to be sent to the motors or the rotors, and have them rotate at the appropriate speeds to achieve the desired action. Third, the vehicle needs some basic capability to map its environment. If it does not know what the surrounding looks like, then it is incapable of reasoning and planning safe trajectories in this environment.
Finally, the vehicle should be able to compute safe paths, given a set of obstacles and a destination.

The terminal sends a desired goal to the planner of the vehicle to start a task. The planner generates a path using the map from the mapping module. It then sends the path to the trajectory generator. The trajectory generator converts the path into a trajectory and sends it to the attitude controller. The attitude controller derives the desired state based on the trajectory and the current estimated state. It then sends the desired state to the flight control system. The flight control system takes the desired state based on the trajectory and the current estimated state. The flight control system takes the desired state based on the trajectory and the current estimated state. The flight control system takes the desired state based on the trajectory and the current estimated state.

Finally, the state estimator sends the state to the MAV’s flight control system. The flight control system computes the commands that adjust the power to rotors to achieve desired actions.

### 3 Backscatter-based Pose Sensing

#### 3.1 Primer on CSS Processing

In our system, the terminal transmits a linear upchirp signal with a bandwidth \( BW \) to the MAV with backscatter tags. A tag backscatters the signal with a frequency shift \( f_0 \) for preventing the interference from the excitation signal. Multiple tags have different frequency shifts. Marvel uses the chirp signal that is compatible with LoRa protocol. We adopt the configuration options provided by Semtech LoRa chipset \([23]\). It sets a fixed number of options for each parameter, e.g., \( SF \in \{6, 7, 8, 9, 10, 11, 12\} \), with the recommendations for using these parameters. Its duration \( T \) depends on spreading factor (\( SF \)) and bandwidth \([24], [25]\), i.e., \( T = 2SF / BW \). The most prominent recommendation is to use \( SF \) settings of \( SF = 7 \) to 12 and \( BW = 125, 250, \) and 500 KHz. The recommendations ensure the acceptable transmission distance and data rate tradeoff.

In our context, to achieve state estimation in a long-range/through-wall setting, the CSS signal needs good decoding capability. This capability is proportional to the product of signal duration \( T \) and bandwidth \( BW \). As \( T \times BW = 2SF \), we choose \( SF = 12 \). Meanwhile, to improve the range resolution of the backscatter-based pose sensing \((\S 3.3)\), we need the signal bandwidth as large as possible. Thus, we set \( BW = 500 \) KHz. At this configuration, the chirp duration is 8.192 ms. Such a short chirp duration, which is within the channel coherent time, is required by the channel phase extraction \((\S 3.2)\).

To decode the chirp, the receiver first multiplies the received signal with a synthesized downchirp whose frequency linearly varies from \( BW/2 + f_0 \) to \(-BW/2 + f_0 \). Then, it takes a fast Fourier transform (FFT) on this multiplication (Fig. 4). This operation sums the energy across all the frequencies of the chirp, producing a peak at an FFT bin.

#### 3.2 Below-Noise Channel Phase Extraction

Since MAVs are expect to carry out emergency tasks like fire rescue, the system desires the localizability with a single anchor (its terminal) and without prior knowledge of the work space, being instantly deployable and operable wherever required. The position of a target referring to a single anchor can be represented by the angle \( \phi \) and the range \( r \) of the target to the anchor as polar coordinates. And both the parameters can be inferred by the channel phase of the signal.

The channel phase extraction for chirp signals has two steps as shown in Fig. 4: we first combat the Doppler effect to estimate the beginning of the chirp and then we extract the channel phase leveraging the linearity of the chirp frequencies.

To estimate the beginning of the chirp, we leverage a key property of the chirp signal: a time delay in the chirp signal translates to frequency shift. Ideally, decoding the original upchirp
with a downchirp produces a peak in the first FFT bin (see Fig. 3).
When a tag is separated from the terminal, the backscatter signal
handler receives the signal with a timing offset of the signal’s
round trip. The peak appears in the shifted bin \( f_s \). If we move
the beginning of the received chirp \( f_s \) samples closer to its real
beginning and repeat the decoding operation, there will be a new
peak at the first FFT bin again and the symbol at this instant is the
beginning of the transmission. However, under the MAV’s mobility,
the signal additionally experiences the Doppler frequency shift.
The shifted bin \( f_s \) is a mixed result of the timing offset and the
Doppler effect. The above operation can no longer recover the
beginning of the chirp.

Our solution leverages the kinetics and the structure of a MAV. We
attach four backscatters on the landing gear of a MAV. As
shown in Fig. 3, the Doppler frequency shift of a tag, e.g., tag \( T_1 \),
is a combinatorial result of translation and rotation. The shift \( \Delta f(t) \)
can be expressed as,

\[
\Delta f(t) = \frac{\dot{r}}{c} u_r(t) \cdot [v_i(t) + v_r(t)] = \Delta f_t(t) + \Delta f_r(t),
\]

(1)

where \( u_r(t) \) is the unit vector that represents the direction from
the MAV to the terminal, \( f_c \) the carrier frequency, \( c \) the speed of RF
signals in the medium. \( v_i(t) \) and \( v_r(t) \) are the translational velocity
and the rotational velocity. \( \Delta f_t(t) \) and \( \Delta f_r(t) \) correspond to
the translational shift and the rotational shift. To estimate the beginning
of the chirp, we need to isolate the frequency shift translated from
the timing offset by eliminating the effect of Doppler shift.

Eliminating the effect of Doppler shift. We first eliminate
the effect of the rotational shift by the key observation that any
pair of opposing tags on the landing gear, e.g., tags \( T_1 \) and \( T'_1 \) in
Fig. 3, always have rotational velocities with the same magnitude
but opposite directions and all tags share the same translational velocity.
Thus, averaging the shifted peak of two opposing tags eliminates
the rotational shift as shown in Fig. 3. Specifically, decoding the
backscattered signals from a pair of opposing tags, we obtain the FFT bin indices, \( \hat{B}_i \) and \( \hat{B}'_i \),

\[
\hat{B}_i = f_R + \Delta f_t^i + \Delta f_r^i, \quad \hat{B}'_i = f_R + \Delta f_t'^i - \Delta f_r^i,
\]

(2)

where \( f_R \) and \( f_R' \) are the frequency shift translated by the timing
offset, \( \Delta f_t^i \) and \( \Delta f_t'^i \) the translation shift and the rotational shift
of tag \( i \). Note that \( f_R^i \approx f_R'^i \) since their maximal difference is the
translated shift from the traveling time of the distance between
a pair of opposing tags, i.e., the diameter \( D \) of the MAV, which is
negligible as \( D \) (66 cm for the DJI M100) is too small for the speed of RF signal propagation. Thus, averaging them, i.e.,

\[
1/2(\hat{B}_i + \hat{B}'_i) = f_R + \Delta f^i,
\]

eliminates the rotational shift.

Since the two pairs of tags on the MAV are structurally
symmetric, when we perform the above operation to each pair,
the results are expected to be identical. However, they exhibit a
slight difference as shown in Fig. 3. This is because the micro-
controllers of the tags are not synchronized with the terminal, it
introduces an additional carrier frequency offset (CFO) for each
tag, which is a constant. In our approach, \( \Delta \text{CFO} \) is the difference
of CFOs upon averaging the two pairs of tags, which is still a constant.
We can simply apply this to the rest of the transmission to estimate
the right chirp phase.

Now we eliminate the translational shift \( \Delta f^i \) to isolate the
frequency shift \( \Delta f^i \) translated from the timing offset. Then,
we can obtain the signal at the real beginning of the transmission
by moving the beginning of the received chirp \( f_R^i \) samples. \( \Delta f^i \)
can be tracked using the accelerations measured by the onboard IMU.
Initially, the MAV is about to take off. At this initial stage,
there is no motion, 1/2(\( \hat{B}_i + \hat{B}'_i \)) is already the frequency shift \( f_R^i \).
Thus, the channel phase can be obtained according to the workflow
(Fig. 3). Then, we specify \( u_r(t) \) in Eqn. (1) by our angle estimation
algorithm in § 3.3. When the MAV takes off, the accelerations
measured by IMU can track the translational velocity \( v_i(t) \). Thus,
\( \Delta f^i = f_c / c \cdot u_r(t) \cdot v_i(t) \) and \( f_R^i = 1/2(\hat{B}_i + \hat{B}'_i) - \Delta f^i \). Note that
integrating the accelerations to obtain the velocity will suffer from
the temporal drift. The super-accuracy algorithm in § 5 corrects the
drift and feeds back to the flight control system.

Extracting channel phase. At this stage, we have corrected the
signal to the symbol at the beginning of the transmission. Now
we compute the channel phases of all frequencies in the chirp by
the method proposed in [26]. We have

\[
\hat{\theta}_c = \theta_1 + \theta_2 + \cdots + \theta_N = \theta_1 + \theta_1 f_2 f_1 + \cdots + \theta_1 f_N f_1,
\]

(3)

where \( f_1, \cdots, f_N \) are explicitly defined when generating the chirp
signal. Solving the above equation obtains the channel phases of all
frequencies in the chirp.

Notice that this method requires a short chirp duration to be
within the channel coherent time. As we mentioned in § 3.1
we choose the parameters of CSS signals that conform to LoRa
standard as $SF = 12$, $BW = 500$ KHz. According to signal duration $T = 2SF / BW$, the chirp duration is 8 ms, which is within the channel coherent time. Moreover, $SF = 12$ ensures the best decoding capability of CSS signals and $BW = 500$ KHz will benefit the range estimation of the pose sensing in the next subsection.

3.3 Below-Noise Pose Sensing

**Range estimation.** Assume that the terminal is separated from a tag on the MAV by a distance of $r$. A linear chirp signal with $N$ frequencies transmitted by the terminal propagates a total distance of $2r$ for the round trip to and from the tag. The wireless channel of such a signal is, $H = [γ_1e^{−j2πf_1r}, γ_2e^{−j2πf_2r}, \ldots, γ_Ne^{−j2πf_Nr}]^T$, where $γ_i$ is the attenuation corresponding to frequency $f_i$ in the chirp, $i = [1, \ldots, N]$. In the absence of multipath, we can use the obtained channel phases of the backscatter signal to estimate the range $r$. However, due to multipath, the obtained phases is actually the sum of phases of the direct-path signal and the multipath-reflected signals.

To combat multipath while conforming to LoRa protocol, we dynamically send multiple chirps in the channels of 900 MHz band reflected signals. The sum of phases of the direct-path signal and the multipath-chirp, a tag on the MAV by a distance of $r$, duration standard as $D = 500$ KHz. According to signal frequency in the chirp to allow the angle estimation. The virtual measurement matrix $X$ can be written as

$$\hat{X} = \begin{bmatrix} e^{j\theta_1} & e^{j\theta_2} & \cdots & e^{j\theta_N} \\ e^{j\theta_1'} & e^{j\theta_2'} & \cdots & e^{j\theta_N'} \\ \vdots & \vdots & \ddots & \vdots \\ e^{j\theta_1''} & e^{j\theta_2''} & \cdots & e^{j\theta_N''} \end{bmatrix},$$

(5)

where $\theta_{ij}$ denotes the phase of antenna $i$ at frequency $j$. Applying $\hat{X}$ to the super-resolution angle estimation technique [27], we obtain the direct-path angle of a tag to the terminal. The four tags provide four angles for every chirp. We compute the harmonic mean of the four angles as the final result.

**Rotation estimation.** The real problem to determine a MAV’s orientation is how to anchor the yaw, a.k.a., heading. The orientation can be represented by Euler angles: roll $\alpha$, pitch $\beta$, and yaw $\psi$ for a rotation around $x$, $y$, and $z$ axes (Fig. 6). And it can be computed by integrating the 3D angular velocity readings from the onboard IMU. The results however suffer from temporal drifts due to the inherent noise of IMU. The drifts of roll and pitch would tilt the vehicle and move away. They can be corrected by the position, which has been obtained by the above range and angle estimates, as it helps the MAV realize unintended translations. However, the drift of heading causes no translation but rotation. We need drift-free rotation estimates to fix the heading.

Our idea is that the rotational shift is solely determined by the rotation. We can use it to map the rotation. According to Eqn. (2), subtracting the indices of the peaks from two opposing tags $\hat{B}_i$ and $\hat{B}_j$ gives the rotational frequency shift,

$$\Delta f_j = \hat{B}_j - \hat{B}_i = f_{i'} - f_{j'} + 2 \times \Delta f_i \approx 2 \times \Delta f_i.$$

(6)

Now we model the rotational shift. We denote the angle of the MAV to its terminal as $\phi$ and the MAV’s rotation as $\psi$ (refer to Fig. 5), then $\mathbf{u}_p = [\cos \phi \sin \phi]^T$, $\mathbf{v}_r = \frac{2}{c} \omega \left[ \cos (\phi + \frac{\pi}{2}) \sin (\phi + \frac{\pi}{2}) \right]^T$, where $\omega$ is the angular velocity during the rotation. The rotational shift can be expressed as

$$\Delta f_i = \frac{f_c}{2c} \mathbf{u}_p \cdot \mathbf{v}_r = \frac{f_c D}{2c} \omega \sin (\phi - \psi).$$

(7)

The terminal computes $\Delta f_i$ by Eqn. (6) and sends it to the MAV. $\phi$ can be obtained by the angle estimation algorithm. The gyroscope in IMU measures angular velocity $\omega$. The rest parameters are known constants. Thus, rotation $\psi$ can be solved by Eqn. (7).

4 Extrinsic Calibration and Initialization

So far, we have discussed how Marvel measures the pose feature, including the range, angle and rotation of a MAV to its terminal, based on backscattered CSS signals. We intend to
estimate the state of the MAV by fusing these pose features with IMU measurements. As we will see in §4.2 due to the rotation estimation, the system model is highly non-linear, we first need a good initialization to bootstrap the solution. Besides, the extrinsic calibration is required when dealing with measurements from multiple sensors. The problem comes from the fact that each sensor provides measurements in its own reference frame as shown in Fig. 7. The pose features measured by the backscatter-based sensing are referred to the intersection of the four tags while the IMU is not exactly installed and aligned on that point. In this section, we elaborate on our online initialization and calibration approach to recover all initial states, including the positions of the vehicle and its terminal, velocity, attitude (represented by the gravity in the IMU frame), and extrinsic parameters.

We denote (·)* as the backscatter frame, (·)‡ the IMU frame. There exists a relative pose, q and p, between the two coordinate frames. \( q = [q_x, q_y, q_z, q_w] \) ∈ \( \mathbb{R}^4 \) is the Hamilton quaternion [28] representation of the rotation. \( q^b_k \) and \( p^b_k \) denotes the 3-D rotation and position of the backscatter frame with respect to the IMU frame. We further denote (·)‡ as the IMU frame while obtaining the \( k \)th set of pose features from the backscatter sensing. Note that the representations of the world frame, a.k.a., the earth’s inertial frame, is better for user’s understanding. It is however difficult to align the initial frame to the world frame. Fortunately, as introduced by [29], if we change the system’s reference frame to the frame of the first pose sensing \( i_0 \), the dependency on the global pose is removed. Therefore, we transform the output of our system to be at \( i_0 \) frame, i.e., refer to the initial pose. In addition, we use (·) to denote noisy sensor measurements.

### 4.1 Extrinsic Rotation Estimation

The online calibration and initialization procedure requires sufficient rotations. In practice, we hold the MAV and manually rotate it for this procedure. The extrinsic calibration and the initialization can be formulated as two linear systems. We first estimate the relative rotation \( q^b_{i_0} \) by aligning two rotation sequences from the IMU and the backscatter sensing. Then we use this rotation to further estimate the relative position \( p^b_{i_0} \) as well as other initial values in §4.2.

Typically, the IMU data rate (100 Hz) is much higher than the data rate of the backscatter sensing (≈ 10 Hz). Thus, there have been buffered multiple IMU measurements in the interval \([k, k+1]\). We first pre-integrate such IMU data between two sets of pose features from the backscatter sensing. The IMU pre-integration technique has been developed in [29], [30]. We give its usage in our system.

The raw measurements of IMU includes acceleration \( \dot{e}_i \) and angular velocity \( \omega_i \) at time \( t \). Given two time instants that corresponds to two sets of backscatter-based pose features, we can pre-integrate the buffered IMU readings as [29]

\[
\begin{align*}
\dot{t}^b_{i+k+1} &= \int_{t[k,k+1]} R(q^b_t) \dot{t}^b_t \, dt, \\
\dot{y}^b_{i+k+1} &= \int_{t[k,k+1]} \gamma^b_t \otimes [0, \frac{1}{2} \omega^b_t] \, dt,
\end{align*}
\]

where \( \otimes \) denotes the quaternion multiplication operation. \( R(q^b_t) \in SO(3) \) is the conversion from the quaternion to the rotation matrix. We use the quaternion representation for modelling the odometry as a vector. \( \gamma^b_t \) is the incremental rotation from \( i_k \) to current time \( t \), which is available through short-term integration of gyroscope measurements. Then we can write the IMU propagation model for position, velocity, and rotation as [29]

\[
\begin{align*}
\dot{p}^b_{i+k+1} &= \dot{p}^b_i + R(q^b_i) v^b_i \Delta t_k - \frac{1}{2} R(q^b_i) \omega^b_i \Delta t_k + R(q^b_i) g^b \Delta t_k + R(q^b_i) B^b_{i+k+1}, \\
\dot{v}^b_{i+k+1} &= R(q^b_i) v^b_i - R(q^b_{i+k+1}) g^b \Delta t_k + R(q^b_{i+k+1}) B^b_{i+k+1}, \\
\dot{q}^b_{i+k+1} &= R(q^b_i) \gamma^b_t, \\
\end{align*}
\]

where \( \Delta t_k \) denotes the time interval between two consecutive states. \( g^b \) is the initial gravity of the IMU frame. Note that IMU measurements combine the force for countering gravity \( g^b \) and the MAV dynamics. \( g^b \) is initially unknown since the initial attitude of a MAV is unknown. The gravity must be tracked to be aligned with the local frame through the attitude.

After obtaining the IMU rotation \( q^b_{i_k+1} \), we need to know the rotation \( q^b_{i_{k+1}} \) measured by the backscatter sensing. The two terms can be connected through the extrinsic rotation \( q^b_{i_{k+1}} \).

The backscatter sensing estimates the yaw angle \( \hat{\theta}^b_{i_k+1} \). Thanks to the IMU that it only drifts in four degrees of freedom, corresponding to 3D position and the yaw angle (rotation around the gravity direction) [12]. In other words, the IMU has no drift in roll and pitch rotations. It is easy to obtain the incremental rotation from the backscatter sensing with the IMU reading. Specifically, we first compute roll \( \hat{\theta}^b_{i_k+1} \) and pitch \( \hat{\theta}^b_{i_k+1} \), from \( \hat{\theta}^b_{i_k+1} \) (Eqn. [8]). Note that the incremental roll and pitch in the two frames are identical in that the MAV is rigid, i.e., \( \hat{\theta}^b_{i_k+1} = \hat{\theta}^b_{i_{k+1}} \) and \( \hat{\theta}^b_{i_k+1} = \hat{\theta}^b_{i_{k+1}} \). Then we convert \( \hat{\theta}^b_{i_{k+1}}, \hat{\theta}^b_{i_{k+1}}, \hat{\theta}^b_{i_{k+1}}, \hat{\theta}^b_{i_{k+1}} \) to be \( \delta^b_{i_{k+1}} \).

With \( \hat{\theta}^b_{i_k+1} \) and \( \hat{\theta}^b_{i_{k+1}} \), \( \hat{\theta}^b_{i_{k+1}} \otimes \hat{\theta}^b_{i_{k+1}} = \hat{\theta}^b_{i_{k+1}} \otimes \hat{\theta}^b_{i_{k+1}} \) holds for any \( k \). Restructuring this equation gives

\[
\begin{align*}
G_1 (q^b_{i_{k+1}}) - G_2 (q^b_{i_{k+1}}) \cdot \hat{\theta}^b_{i_{k+1}} = G^b_{i_{k+1}} \cdot \hat{\theta}^b_{i_{k+1}} = 0,
\end{align*}
\]

where

\[
G_1 (q) = [q_1, I_3] \begin{bmatrix} q_x \end{bmatrix} \begin{bmatrix} q_{xyc} \end{bmatrix} \begin{bmatrix} q_c \end{bmatrix}, \quad G_2 (q) = [q_1, I_3] \begin{bmatrix} q_{xc} \end{bmatrix} \begin{bmatrix} q_{xc} \end{bmatrix} \begin{bmatrix} q_{xc} \end{bmatrix}.
\]

\( [q_{xyc}, \cdot] \) is the skew-symmetric matrix from the first three elements \( q_{xyc} \) of the quaternion \( q \). \( q_c \) is the fourth element.

With \( N \) incremental rotations along the pose features from the backscatter sensing, we have the following over-constrained linear system

\[
\begin{align*}
G_1^T G_1 \cdots G_{N-1}^T G_N \cdot \hat{\theta}^b_{i_{k+1}} = G_N \cdot \hat{\theta}^b_{i_{k+1}} = 0.
\end{align*}
\]

Solving the above system obtains the extrinsic rotation \( \delta^b_{i_{k+1}} \). Next, we take this to estimate the extrinsic translation \( \hat{p}^b_{i_{k+1}} \) and the initial position, attitude, and velocity of the vehicle together.

### 4.2 Initialization

We adopt a sensor fusion method to obtain the initial state and employ a sliding window formation that incorporates a fixed number of IMU and backscatter sensing measurements to ensure constant computational complexity [31]. We recover the initial state in the first IMU frame. The state vector within the window is defined as,

\[
S = \begin{bmatrix} s_i; s_i; \cdots; s_i; p^b_i; \rho \end{bmatrix}_k \in \mathbb{R}^{4N+3},
\]

where \( s_i \) denotes \( k \)th state in the window, which contains position \( p^b_i \), velocity \( v^b_i \), and the gravity in the IMU frame \( g^b \). \( N \) the number of states in the sliding window, \( \rho \) denotes the position of the terminal, \( p^b_i \) the relative translation of the IMU with respect to the backscatter sensing.
where the vehicle’s state, extrinsic translation, and the terminal’s position.

Finally, we solve the above linear system to initialize $\Delta z$. Its covariance matrix backscatters. The function $f_j^s(t)$ follows the same rule and all rotations are known. We integrate the gyroscopic measurements to compute rotation $q_i^{t_1}$ and $q_i^{t_2}$, and thus system (13) can be solved in a linear fashion.

We first define the measurement model $\{z_{b_j}, H_{b_j}, P_{b_j}\}$ for $j^{th}$ observation of backscatter sensing as

$$z_{b_j} = \tilde{z}_j + \hat{H}_{b_j} S + n_{b_j},$$

where $\tilde{z}_j$ are range and angle measurements from the backscatters. The function $f_j^s(t)$ denotes the transformation of a vector $t$ from frame $X$ to frame $Y$. It can be written as

$$f_j^s(t) = R(q_j^y) \cdot (t - p_j^y).$$

Note that $f_j^s(\cdot)$ follows the same rule and all rotations are known. $n_{b_j}$ is the additive Gaussian noise for the backscatter sensing. Its covariance matrix $P_{b_j}$ can be estimated by statistically analyzing the pose features.

Then we can derive the IMU measurement model $\{\tilde{z}_{i_{k+1}}, H_{i_{k+1}}, P_{i_{k+1}}\}$ between consecutive frames $k$ and $k+1$ from Eqn. (9) (with known $q_i^{t_1}$ and $q_i^{t_2}$) as

$$\tilde{z}_{i_{k+1}} = \hat{H}_{i_{k+1}} S + n_{i_{k+1}}^{t_1},$$

where $n_{i_{k+1}}^{t_1}$ is the additional Gaussian noise for the IMU measurement model. The covariance $P_{k+1}$ can be computed recursively by first-order discrete-time propagation within $\Delta t$, referring to [12] for more details. Finally, we solve the above linear system to initialize the vehicle’s state, extrinsic translation, and the terminal’s position.

### 5 Backscatter-inertial Super-accuracy State Estimation

Basic, solving the state estimation problem consists of estimating the MAV state over its trajectory and the terminal’s location. The terminal is essentially a key feature of the environment in which the MAV moves. This falls into the simultaneous localization and mapping (SLAM) problem domain. Solutions to the SLAM problem can be either filtering-based or graph-based approaches.

We employ a graph-based optimization framework to solve our state estimation problem for better performance [2], [34]. The system is highly nonlinear (refer to Eqn. (19) and (20)). The key variables that cause the nonlinearity is the rotation $q_i$ in difference frames. Thus, an initialization is required (§4) to provide all necessary values for bootstrapping the subsequent nonlinear optimization solver. Then, we use the Gauss-Newton algorithm to solve the optimization problem.

#### 5.1 Problem Formulation

The graph representation of our state estimation problem is shown in Fig. 8. Let $s_k$ denote the state at time $k$. At each $k$, the MAV observes a set of backscatter sensing measurements $z_i$ which include range $\hat{d}_i$, angle $\hat{\psi}_i \in \mathbb{R}$ and yaw rotation $\hat{\phi}_i$. $u_{k+1}$ is the preintegrated result over IMU measurements (defined in Eqn. (8)) that represents the odometry between two consecutive states, i.e., $s_k$ and $s_{k+1}$.

To achieve real-time processing, we still employ an incremental state update scheme [31] that takes IMU and backscatter-based measurements in a fixed time interval for state estimation. As long as a new state with its backscatter-based measurements is available, our approach works in a sliding window fashion that incorporates the new state and marginalizes the oldest state. The marginalization will follow a similar way to [35]. It converts the estimated information from the marginalized measurements into a new prior $(b_{p}, H_{p})$ to constraint later estimates. The full state vector within the window is defined similar to the linear initialization.

The difference is two-fold: 1) the extrinsic transformation matrix is included for refinement; 2) the gravity is replaced by rotation $q_i^{t_1}$ for combating the IMU drift of rotations.

$$S = [s_0; s_1; \cdots; s_n; s_{n}^j; \rho].$$

$$s_k = [p_{k}^i; v_{k}^i; q_{k}^i], k \in [1, n], s_{k}^j = [p_{k}^i; q_{k}^i].$$

In the state vector, we consider variables in different metrics, e.g., meter for position, m/s for velocity, and radian for orientation. Therefore, we choose the Mahalanobis norm to rescale them with their covariance matrices. The covariance matrices of measurements are required to be updated. The objective is to minimize the sum of the Mahalanobis norm of backscatter sensing and IMU residuals to obtain a maximum a posteriori estimation given the prior converted by the marginalization:

$$\min \left\{ \left\| \left( b_p - H_p S \right) \right\|_{P_p}^2 + \sum_{j \in L} \left\| e_L \left( \hat{z}_j, S \right) \right\|_{P_p}^2 + \sum_{k \in L} \left\| e_f \left( \hat{a}_{k+1}^t, S \right) \right\|_{P_p}^2 \right\},$$

where $e_L \left( \hat{z}_j, S \right)$ (briefly denoted as $e_L^j$) and $e_f \left( \hat{a}_{k+1}^t, S \right)$ (briefly denoted as $e_f^j$) are measurement residuals for LoRa backscatter and IMU, respectively.
5.2 Backscatter-inertial State Estimation

We now solve the nonlinear system (18) for state estimation via the Gauss-Newton algorithm. This involves linearizing the nonlinear system by the first order Taylor expansion of the residuals in (19) around the initial values provided by § 4.2, i.e., computing Jacobians. We can use Ceres Solver [36], which is an open-source C++ library that solves complicated optimization problems, to automatically compute these complicated Jacobians and solve (18) to obtain the state estimates. To use this tool, we have to define the measurement residuals for creating template functors.

**Backscatter sensing residual.** Given range \( \hat{d}_b \), angle \( \hat{a}_b \), and rotation \( \hat{q}_{ib}^b \), the residual is defined as,

\[
\begin{pmatrix} \delta d_b \\ \delta a_b \\ \delta \theta_b \end{pmatrix} = \begin{pmatrix} \alpha \\ \beta \\ \gamma \end{pmatrix} = \begin{pmatrix} \hat{d}_b \times (p_{ib}^b - \rho) \\ 2(\hat{q}_{ib}^b \otimes q_{ib})_{xyz} \end{pmatrix},
\]

where \([\cdot]_{xyz}\) extracts the vector part of the quaternion, which is the approximation of the error-state representation. \(\delta \theta_b\) is the 3D error-state representation of quaternion. The covariance matrix \(P_k\) is the measurement noise matrix, which can be estimated by statistically analyzing the pose features.

**IMU residual.** Based on the kinematics, the residual of IMU measurements can be defined as,

\[
e^k = \begin{pmatrix} \alpha_k \\ \beta_k \\ \gamma_k \\ \delta \alpha_k \\ \delta \beta_k \\ \delta \gamma_k \end{pmatrix} = \begin{pmatrix} R(q_{ib}) \left( p_{ib}^b - p_{ib} - \frac{1}{2} g \Delta \rho \right) - \nabla \fake{\Delta} - \delta \dot{\alpha}_{ib} \\ R(q_{ib}) \left( \dot{q}_{ib}^b \otimes \Delta \rho - \dot{q}_{ib}^b \right) - \frac{1}{2} R(q_{ib}) \left( \dot{\omega} \times q_{ib}^b \right) \otimes q_{ib}^b - \delta \dot{\beta}_{ib} \\ p_{ib}^b - 2 \left( \hat{q}_{ib}^b \otimes q_{ib}^b \right)_{xyz} \end{pmatrix},
\]

(20)

where \(\delta \alpha_k\), \(\delta \beta_k\), and \(\delta \gamma_k\) are the preintegrated result defined in Eqn. (19). The covariance \(P_{ib}^k\) can be computed in the same way as in § 4.2. At this stage, the residuals of the nonlinear system (18) have been explicitly defined. We next define the error-state representation \(\delta S\) of our system to clarify the linearization process.

The residuals of the Euclidean part in the state vector such as vehicle’s position, velocity, and terminal’s position can be written as

\[
p = \hat{p} + \delta \rho, \quad v = \dot{\hat{v}} + \delta \dot{\rho}.
\]

(21)

Since the rotation is non-Euclidean, its residual is modeled as the perturbation in the tangent space of the rotation manifold,

\[
q = \hat{q} \otimes \delta q, \quad \delta q \approx \begin{pmatrix} \tau \delta \theta \\ 1 \end{pmatrix}.
\]

(22)

where \(\delta \theta\) is the minimal presentation of rotation residual. Thus the full error-state vector can be written as

\[
\delta \mathbf{S} = [\delta S_0; \delta S_1; \cdots; \delta S_n; \delta \Delta; \delta \rho].
\]

(23)

In each Gauss-Newton iteration, system (18) is linearized at the current state \(\hat{S}\) with respect to the error-state vector \(\delta \mathbf{S}\). Taking the derivative of residual \(e^k\) with respect to \(\delta \mathbf{S}\) produces the corresponding Jacobian matrices. Then we can solve the nonlinear system (18) by Ceres Solver [36].

We summarize the super-accuracy state estimation algorithm in Algorithm 1. The goal of this algorithm is to continuously estimate the MAV state by solving the nonlinear system (18) (Line 1). The pseudocode lists the major steps using Ceres Solver. First, we need the initialization point obtained by solving Eqn. (13) (Line 2). We set the initial state as the current state (Line 3) and create template functors of residuals based on their measurement models (Line 4–6). In the while-true loop, as long as receiving new measurements of the backscatter-based pose sensing, we first carry out the marginalization from [35] (Line 8–9). Then we update the vehicle’s state (Line 11) with the error-state vector obtained by evaluating the residuals in Ceres Solver (Line 10).

**Algorithm 1 Super-accuracy State Estimation**

1: Goal: Continuously estimate the vehicle’s state by solving Eqn. (18) using Ceres Solver [36]
2: Given the initial state and extrinsic parameters \(S_0\) obtained by solving Eqn. (13)
3: Current state \(S \leftarrow S_0\)
4: Create the template functor of the backscatter sensing residual \(T_b\) by model (19)
5: Create the template functor of the IMU residual \(T_i\) by model (20)
6: Create the template functor of the prior \(T_p\) by the marginalization method [35]
7: while true do
8: if Receiving new backscatter-based pose features then
9: Marginalizing the states [35]
10: Error-state vector \(\delta \mathbf{S} \leftarrow \) Evaluating \((T_b + T_i + T_p)\) from current state \(\hat{S}\)
11: \(\hat{S} \leftarrow \hat{S} + \delta \mathbf{S}\)
12: end if
13: end while

6 Implementation and Evaluation

6.1 Implementation and Evaluation Methodology

The terminal is built by two colocated NI USRP-2943 nodes, each with a UBX160 daughterboard. They have four channels to be configured as a data handler with one antenna and a backscatter signal handler with three antennas. The USRPs are driven by a host computer. We configure USRPs to work on 900 MHz band. Specifically, the data handler sends 500 KHz bandwidth signals at 902 MHz center frequency, which is in US902-928MHz ISM band. The backscatter signal handler receives backscattered signals for the channel phase extraction (§ 5.2). The three antennas for the backscatter signal handler are mounted to an acrylic pole separated by a distance of 16 cm. To ease the prototype implementation, we use a Semtech SX1276MB1LAS long-range transceiver driven by the host computer to send phases to another LoRa transceiver on the MAV for pose sensing (§ 5.2). The USRP nodes are synchronized using a NI CDA-2990 8 Channel Clock Distribution Accessory, as an external clock. We run the CSS decoding and the channel phase extraction on the terminal.
The MAV system is built by attaching an Intel NUC, a LORD MicroStrain 3DM-GX4-45 IMU, and an SX1276MB1LAS long-range transceiver on the DJI Matrice 100. In addition, there are four customized LoRa backscatter tags attached on the landing gear of the MAV. The backscatter uses the ADG919 and ADG904 RF switches to enable backscatter communications. The four backscatters are controlled by an Altera STEP-MAX10 FPGA. It configures them to shift 1 MHz frequency with each other when backscattering the linear chirps with 500 KHz bandwidth. We run Marvel on the Intel NUC with a 1.3 GHz Core i5 processor with 4 cores, an 8 GB RAM and a 120 GB SSD, running Ubuntu Linux. The backscatter-based pose sensing module and the backscatter-inertial super-accuracy state estimation algorithm are written in C++. We use Robot Operating System (ROS) to be the interfacing robotics middleware. The experimental platform is shown in Figure 9. All system models and parameters of our experimentations are summarized in Table 1.

| Component/Configuration | Parameter/Model |
|-------------------------|-----------------|
| MAV platform            | DJI Matrice 100 |
| USRP                    | NI USRP-2943    |
| Daughterboard           | UBX160          |
| External clock          | NI CDA-2990     |
| LoRa transceiver        | Semtech SX1276MB1LAS |
| IMU                     | LORD MicroStrain 3DM-GX4-45 |
| Onboard computer        | Intel NUC       |
| FPGA                    | Altera STEP-MAX10 |
| Backscatter switches    | ADG919, ADG904  |
| Center frequency of CSS signals | 902 MHz |
| Signal bandwidth        | 500 KHz         |
| Frequency shift of tags | 1 MHz           |

We conduct experiments in both outdoors and indoors for the evaluations in long-range and through-wall settings. The outdoor experiments are conducted in an open field in front of an office building. There is no obstacle between the MAV and the terminal. The indoor experiments are conducted in a MAV test site of 12 x 8 square meters. The site is located on the basement level of an office building as shown in Fig. 10. Multiple rooms are separated by concrete walls and wooden doors, and have office furniture including tables and computers. To safely conduct indoor experiments, we equipped DJI Guidance[37] to detect obstacles. DJI Guidance is a vision-based navigation aid that can perform hovering and obstacle detection in GPS-denied environments. This system will take over the control from Marvel to perform hovering as long as it detects obstacles, e.g., walls and pillars, within 2 meters of the MAV’s surroundings.

### 6.2 Micro-benchmark Evaluation

We evaluate the performance of positioning and rotation estimation, respectively. To evaluate the positioning approach, we build a sliding rail by the stepper motor ROB-09238[38] that supports the moving with a controllable speed. We place the MAV on a plate mounted on this rail. To evaluate the rotation estimation, we place the MAV on a plate mounted on the stepper motor and control the rotating speed. In long-range experiments, we place the terminal at one end of the field and move the MAV away from the terminal in increments of 10 m. In through-wall experiments, we place the MAV in the test site and move the terminal to different rooms (Fig. 10). There are three concrete walls between the terminal and the MAV at location 5. At each location, we repeat the experiment multiple times and compute the errors. Notice that there are outliers of the backscatter-based pose sensing when we test at position 4 in Fig. 10. When testing at this position, the doors are open. The MAV occasionally flies near the door and there is no obstacle between the terminal and the MAV at this moment. Therefore, we believe the outliers in this case are due to the change of channel path in the duration of the chirp. Nevertheless, these outliers hardly have negative impacts on the system performance as the majority inliers contribute reliable information to the state estimation, making the optimization subject to the multi-view constraint insensitive to these outliers.

**Positioning accuracy.** We first validate the positioning capability of Marvel in different speeds. We compare Marvel with the state-of-the-art CSS-based localization system, µlocate[26], which operates correctly in semi-stationary scenarios. As shown in Fig. 11, the accuracies of the two approaches are similar in stationary case, whose mean error is around 0.8 m. However, the error of µlocate scales with the speed since its channel phase estimates are distorted by the Doppler frequency shift. The red stars in Fig. 11 denote the best and worst errors over each setting. From the stars, we can see that the worst position error reaches 2.45 m for µlocate while Marvel’s accuracy keeps steady. Meanwhile, we also statistically analyze the results and plot the 95% confidence intervals over the bar. The intervals show that the positioning is quite reliable. In the worst case that runs µlocate at a speed of 0.3 m/s, the interval is $1.783 \pm 0.109$ m.

The positioning results in different settings are shown in Fig. 12. The blue dashed lines denote mean errors. The red stars denote the best and worst errors for each setting. We also plot the 95% confidence interval for each setting. To demonstrate that our approach is resilient to the Doppler effect under mobility, we move the MAV along the rail in a speed of 3 m/s, which is the maximum speed allowed.

The long-range result shows that the error scales with the MAV-terminal distance. The position error of 0.58 m at a distance of 1 m, which increases to 0.79 m at a distance of 5 m. This further increases to 1.44 m at a distance of 20 m. This is due to the fact that the angle estimate with limited accuracy maps to a growing uncertain area of the MAV’s position with the increasing distance. Our customized backscatter works at most 50 m at which the worst case position accuracy is 2.66 m. The confidence interval in this case is $1.863 \pm 0.176$ m. Beyond that distance, the power of the received signal is too low to decode even with the CSS coding.

The through-wall result shows that the accuracies at different locations are similar because the MAV-terminal distance does not vary much. But the accuracy in indoors is worse than at a distance of 1 m in the open space due to the multipath fading. The worst case accuracy at location 5 where has three walls blocking the MAV and the terminal is 1.22 m. The confidence interval in this case is $1.216 \pm 0.067$ m. Our terminal is unable to receive the backscatter signal when it goes through more than three walls.
In summary, the position accuracy is limited to meter level in both outdoors and indoors due to the limited signal bandwidth at the 900 MHz band that we use. Nevertheless, with the aid of IMU, Marvel achieves decimeter-level accuracy as shown in § 6.3.

**Rotation estimation accuracy.** We evaluate the rotation estimation by controlling the stepper motor whose angular velocity starts from 0.2 rad/s and increases by the rate 0.05 rad/s until 1.5 rad/s, and then decreases by the same rate to be back at 0.2 rad/s. The whole process takes 52 seconds as shown in Fig. 13. We repeat the experiment 60 times and analyze the data. As expected, the result in the through-wall setting is worse (95% confidence interval 18.8° ± 1.55°, standard deviation 13.3°) than the other (95% confidence interval 9.2° ± 0.83°, standard deviation 6.3°) due to the larger error of angle estimation in the presence of multipath. Fig. 13 also shows that our rotation estimation algorithm succeeds in closely tracking the MAV’s rotation with varying angular velocities in both settings, providing drift-free results.

**Latency.** The latency is the key for the real-time property, which is a must for any state estimator for aerial vehicles. The closed form solution (Eqn. 7) to the rotation estimation makes the computation efficient. But the other two submodules in Marvel are time-consuming in that the angle estimation requires a parameter search (§ 3.3) and the super-accuracy algorithm incorporates a number of states within the optimization framework (§ 5). The computational complexity of the angle estimation is $O(N_a + N_I \times L)$, where $N_a$ and $N_I$ are the number of steps for each path parameter, $L$ is the number of paths. The computational cost depends on the parameter searching steps and ranges. The super-accuracy algorithm is solved by the Gauss-Newton algorithm, which is an iterative method and has no guaranteed computational complexity in theory. The computational cost depends on the initialization point, the scale of the problem, and the rate of convergence. The whole system is implemented in multiple threads. Thus, the overall system latency depends on the largest time cost between these two submodules.

On one hand, we test that the average latency of computing an angle is 37.55 ms. The angle estimation does not hinder the real-time processing. On the other hand, the super-accuracy algorithm has a tradeoff between the accuracy and the latency. The more state involved the more accurate result obtained. But this also increases the latency because a larger state vector and the corresponding measurements are involved in the optimization framework. We tune the number of states in the sliding window from 10 to 50 for testing. The result in Fig. 14 shows that when incorporating 50 states, the positioning accuracy is 0.554 m, which is only 7% better than the accuracy with 30 states. However, the 95% confidence interval of latency is 146.088 ± 7.564 ms, which is 2.5x slower than the latency with 30 states. Therefore, we set 30 states for the rest of our experiments and the average latency is 57.07 ms for each update. The update rate can reach about 17 Hz, which is greater than the data rate (10 Hz) of the backscatter-based pose sensing, ensuring the real-time processing.

6.3 System-level State Estimation

We program the MAV to fly in different trajectories for evaluating the overall performance of Marvel. The ground truth of the flight trajectories is provided by OptiTrack [39]. The maximum linear velocity reaches 2.53 m/s in this experiment.

6.3.1 Manual initialization and extrinsic calibration

We conduct experiments by manually setting the extrinsic parameters, using a vernier caliper and a protractor to measure the relative pose between the IMU and the backscatter sensing. The initial state can be measured by OptiTrack.

In long-range experiments, the MAV flew in a circular trajectory. Since the backscattered signal cannot be decoded when the distance is longer than 50 m, the terminal is placed 20 m away from the MAV before taking off to ensure that the MAV cannot go beyond the distance limitation during the flight. As shown in Fig. 15, the average error of state estimation is 33.66 cm for positioning and 4.99° for orientation estimation. This demonstrates that the super-accuracy algorithm significantly increases the accuracy of pose tracking, enabling accurate state estimation.

In through-wall experiments, for safety reasons, the MAV has to fly in the test site. We placed the terminal at location 5 and the MAV flew in a square trajectory due to the limited area. As shown in Fig. 16, the average position error over the trajectory is 52.56 cm and the average orientation error is 6.64°. The accuracy is slightly worse than in the open field due to the multipath fading and the more aggressive motions around the corners of the square trajectory.

6.3.2 Online initialization and extrinsic calibration

We conduct experiments in a similar setting as the previous content except that the online initialization and extrinsic calibration module is working. Initially, we start running the initialization procedure. Then we hold the MAV by hand and move with enough rotations in about 10 seconds. At this stage, the initialization procedure is completed. The system proceeds to the super-accuracy nonlinear state estimator.

In long-range experiments, we program the MAV flying in an eight-shape trajectory. As shown in Fig. 17, the average error is 39.18 cm for positioning and 5.11° for orientation estimation. The performance is similar to the case with manual settings. In through-wall experiments, the setup and the flying trajectory is the same.
6.4 Discussion

Here we first briefly discuss the limitation of our system to mapping and path planning. Then, we discuss the energy consumption concern of Marvel.

**Limitations.** The CSS signals we use for state estimation cannot observe obstacles due to its large wavelength since the resolution of environmental observation depends on the wavelength of interactive medium [42]. Obstacle detection and avoidance relates to mapping and path planning problems, which are also critical to autonomous flight. The system maps the sizes and positions of obstacles and then generates proper trajectories to circumvent obstacles. Optical signals, e.g., visible light captured by cameras, with nanometer-level wavelength are more effective to detect obstacles. However, cameras fail to work in the harsh environment with smoke and fog in our context. Single-chip millimeter wave (mmWave) radar can penetrate airborne obscurants [43], being robust to detect obstacles behind smoke and fog.

**Energy consumption.** Marvel uses low-power backscatters to enable robust state estimation in long-rang or through-wall settings. However, it cannot reduce the energy consumption in our implementation as the additional payload heavily impacts on the energy consumption. Specifically, according to DJI Matrice 100, as the experiments in manual configuration due to safety reasons in the confined area. In the indoor test, we fly the same trajectory as in Fig. 16 (the result with the manual solution). If we re-plot the trajectory, they will be highly identical. Only small differences can be carefully found. As a result, we compare the statistical result of positioning and orientation estimation as shown in Fig. 18. The result shows that the online initialization procedure achieves similar performance to the case of manual initialization. The 95% confidence intervals are $62.23 \pm 2.82$ cm for the positioning error and $7.12^\circ \pm 0.18^\circ$ for the orientation error respectively.

In principle, the online solution is not as perfect as the manual solution as it optimizes the initial state and extrinsic parameters through noisy sensor measurements. Therefore, Fig. 18 exhibits that the online solution is slightly worse than the manual solution. Such a minor difference does not affect the overall performance.

**6.3.3 Comparison with Other RF-based State Estimators**

In this experiment, we compare Marvel with the state-of-the-art RF-based MAV state estimation systems, CWISE [40] and WINS [41]. They use WiFi signals to estimate MAV states. Therefore, they are incapable of working in a long-range or through-wall setting. To have a fair performance comparison, we place a WiFi access point (AP) at a mild range, in particular, at a distance of 20 m to the MAV in outdoors. In indoor experiments, we place the AP at location 1 where one wall blocks the vehicle and the AP. Moreover, we also compare with a modified $\mu$locate [26] that fuses the position estimates obtained by $\mu$locate with IMU measurements. Due to the inferior accuracies of other approaches, we still use the state estimates from Marvel to control the vehicle. Then we run other approaches along the same trajectory, in particular, a circular trajectory in outdoors and a squared trajectory in the indoor MAV test site. All experiments are conducted by flying the MAV 90 seconds. CWISE and WINS are using active radio while Marvel and $\mu$locate uses more challenging RF backscatters to do the state estimation. Since CWISE and $\mu$locate cannot address the orientation estimation, we take the position error to be the evaluation metric.

Fig. 19 shows that Marvel outperforms all other approaches. In the outdoor scenario, the mean position error of Marvel is 0.235 m. CWISE’s performance is similar to WINS’s because the multipath is insignificant. But CWISE (mean error 1.073 m) is still worse than WINS (mean error 0.525 m) as there are some reflections of signals from the ground and CWISE is very sensitive to multipath. Marvel benefits from the high sensitivity of LoRa against environmental noise, making the phases more faithful to the position. However, $\mu$locate does not eliminate the Doppler effect of fast MAV’s, increasing the positioning error as shown in Fig. 17. Fusing such erroneous estimates with IMU measurements cannot effectively correct the IMU drift. Therefore, its performance is the worst with mean error 2.591 m and the error tends to be larger along time.

In the indoor scenario, the mean position error of Marvel is 0.314 m, being slightly worse due to the presence of multipath. $\mu$locate’s performance is similar to the outdoor case because one wall blockage does not affect the decoding capability of LoRa. Its mean error is 2.741 m. WINS is much worse as expected (mean error 1.056 m) because the wall’s blockage reduces the amplitude of received WiFi signals, making the channel state information (CSI) reported by the WiFi card less accurate and thus increasing the estimation error. Unfortunately, CWISE is completely incapable in indoors due to the multipath. It brings no information to correct the IMU drift. Therefore, we can see that the position error is increasing indefinitely in a fast speed.
the power consumption for hovering is 19 W per 100 g. One of our customized backscatter tags weighs 6 g. Marvel attaches 4 tags on the landing gear, adding a payload of 24 g. Thus, the payload additionally consumes 4.56 W. On the other hand, the power consumption of each backscatter tag is 400 μW, four tags on the MAV consumes 1.6 mW. The power consumption of commercial WiFi is 2.1 W [44]. In terms of the power consumption of communications, we indeed save energy more than 1000x. However, the total amount of energy saving is about 2.1 W, which is less than the additional 4.56 W power consumption for hovering the tags against the gravity. Even we design integrated circuits (ICs) for our backscatter tags, significantly reducing the weight of tags, the power saving for communications is still negligible to the flight.

According to our test, the DJI M100 can hover 1188 seconds without adding any hardware component or running any software algorithm. Our prototype adds additional payload with weight about 970 g, including the expansion bay that can attach additional hardware, an Intel NUC, four backscatter tags, a LoRa transceiver, the DJI guidance system, an FPGA, many TTL cables and a USB expansion. The payload reduces the hovering time from 1188 to 668 seconds (reduced by 43.8%) without running our algorithms. Running Marvel with the same payload the vehicle can perform hovering 650 seconds. This concludes that the energy consumption of the software algorithm is negligible compared with the consumed energy from the additional payload.

Note that our implementation is a prototype that demonstrates the effectiveness of our design. With more advanced hardware, e.g., more compact and powerful DJI Manifold 2, and engineering efforts to miniaturize Marvel’s components, e.g., the LoRa transceiver and backscatterers, the additional payload can be substantially reduced. In addition, running our software has negligible impacts on the flight time. Therefore, Marvel has no mandatory impact on the MAV flight time.

7 Related Work

State estimation for aerial vehicles has been a long studied problem in the robotics community. Before introducing the robot state estimation, we note that there have been numerous research to estimate smartphone’s localization/orientation [19], [20], [45], [46]. They differ from the robot’s state estimation in that robots, e.g., MAVs, require the estimated state to guide their motions, such as hovering, carrying out commands from operators, or navigating to a target position, in unknown environments, while the location and orientation of smartphones are supporting intelligent services for humans other than the devices themselves. Therefore, the location/orientation estimation techniques for smartphones usually do not need to be real-time and robust in a long-term run [45], [47], or they are only functional in a known venue with site survey [19], [20], [46]. On the contrary, the robot’s state estimation, especially for MAVs, must be real-time, robust, and accurate in unknown venues. Otherwise, the vehicles can be out of control or even crashed due to that the motor control system takes the erroneous state to produce a thrust in a wrong direction.

**Optical-based state estimation.** LiDAR and camera are the representative sensors to be equipped for state estimation. Dominated vision-based solutions have provided lightweight and accurate state estimates for autonomous MAVs. Noticeable approaches include ORB-SLAM [48], SVO [49], and VINS [12]. However, they are limited to well-lighted and texture-rich environments. Although vision-based direct methods [50], [51] that work with all the raw pixel information in images have better performance in dealing with textureless scenes, they require high computing power (GPUs) to achieve real-time processing, which is unavailable for payload-limited MAVs. In addition, deep learning based approaches [52], [53] that learn the mapping between the state and the images are insensitive to light conditions and texture. They either require a labor-intensive site survey to label data for supervised learning, or suffer from inferior performance due to the risk of overfitting. LiDAR [54], [55] offers opportunities to address the limitations of vision-based solutions, as it actively illuminates surroundings with laser light. Nevertheless, it is only suitable for standard-size aerial vehicles due to its heavy weight and high cost. Moreover, it also cannot penetrate smoke or fog, making them fail in firefighting operations.

**RF-based state estimation.** To ease the limitation of optical-based solutions, RF-based state estimators have been proposed in that RF signals are highly resilient to visual limitations. Mueller et al. [56] and Liu et al. [15] take advantage of UWB-based ranges to enable state estimation. Li et al. [40] proposed the first MAV state estimator that leverages WiFi channel state information (CSI), demonstrating the feasibility of state estimation using WiFi. However, it is only functional in outdoors due to the lack of multipath resolution capability. Zhang et al. [41], [57] proposed WINS that addressed the multipath challenge using ubiquitous WiFi. It estimates angle-of-arrivals (AoAs) upon an onboard antenna array and fuses them with IMU measurements to obtain MAV states.

Recently, communications with low-power signals in long-range or occlusive settings have been studied in [58], [59]. The signal characteristic and the processing method enable the localizability with such low-power signals. plocate [26] is the first localization system that extracts the channel phases of low-power CSS signals drowned by noise to localize targets by range estimates. It operates correctly in semi-stationary scenarios but not in the presence of agile mobilities of MAVs. The fundamental difference in our context is that the backscattered CSS signals have Doppler frequency shifts. Moreover, plocate only addresses location and requires the floor plan of the work space to localize targets with a single access point (AP).

8 Conclusion

To our knowledge, Marvel represents the first RF backscatter-based MAV state estimation system that works in long range or through-wall with online initialization and calibration. It marks a new sensing modality that complements existing visual solutions in supporting MAV navigation. The system is powered by three components: 1) a backscatter-based pose sensing module that estimates pose features via low-power CSS signals; 2) an online initialization and extrinsic calibration module that recover the initial state and extrinsic parameters by simple hand-hold operations; 3) a backscatter-inertial super-accuracy algorithm that leverages IMU for accurate state estimation. We implement Marvel on USRP and the DJI Matrice 100 platform with customized backscatter tags. The experimental results in both outdoors and indoors show that Marvel holds the promise as a long-range/through-wall, lightweight and plug-and-play MAV state estimation system with online initialization and calibration. In future, we plan to seamlessly combine visual sensing and RF sensing to achieve a more robust state estimation system.
