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ABSTRACT. We consider the nonlocal Hénon-Gelfand-Liouville problem

\[ (-\Delta)^s u = |x|^a e^u \quad \text{in} \quad \mathbb{R}^n, \]

for every \( s \in (0, 1), a > 0 \) and \( n > 2s \). We prove a monotonicity formula for solutions of the above equation using rescaling arguments. We apply this formula together with blow-down analysis arguments and technical integral estimates to establish non-existence of finite Morse index solutions when

\[ \frac{\Gamma(\frac{s}{2})\Gamma(s)}{\Gamma(\frac{2s}{s})} \left( s + \frac{a}{2} \right) > \frac{\Gamma\left(\frac{n-s}{2}\right)}{\Gamma\left(\frac{n-2s}{2}\right)}. \]
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1. INTRODUCTION

We study the following nonlocal Hénon-Gelfand-Liouville equation

\[ (-\Delta)^s u = |x|^a e^u \quad \text{in} \quad \mathbb{R}^n, \tag{1.1} \]

when \( s \in (0, 1), a > 0 \) and \( n > 2s \). For \( s \in (0, 1) \), the nonlocal fractional Laplacian operator \((-\Delta)^s\) is defined by

\[ (-\Delta)^s u(x) = c_{n,s} \text{ P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} dy. \]

Here, P.V. stands for the principle value and \( c_{n,s} \) is the normalizing constant

\[ c_{n,s} = \frac{2^{2s} \Gamma\left(\frac{n+2s}{2}\right)}{\pi^{n/2} |\Gamma(-s)|}. \]

One can interpret equation (1.1) in the following sense

\[ \int_{\mathbb{R}^n} u(-\Delta)^s \varphi dx = \int_{\mathbb{R}^n} |x|^a e^u \varphi dx \quad \text{for every} \quad \varphi \in C_c^\infty(\mathbb{R}^n), \tag{1.2} \]

provided that \( u \in L_s(\mathbb{R}^n) \) and \( |x|^a e^u \in L^1_{\text{loc}}(\mathbb{R}^n) \). Here the space \( L_\mu(\mathbb{R}^n) \) for \( \mu \geq -\frac{n}{2} \) is defined as

\[ L_\mu(\mathbb{R}^n) := \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^n) : \int_{\mathbb{R}^n} \frac{|u(x)|}{1 + |x|^{n+2\mu}} dx < \infty \right\}. \]

Throughout the paper, we shall always assume \( u \in L_s(\mathbb{R}^n) \) and \( |x|^a e^u \in L^1_{\text{loc}}(\mathbb{R}^n) \).

Our interest is to classify the stable and finite Morse index solutions of (1.1). A solution \( u \) to (1.1) is said to be stable in an open set \( \Omega \subseteq \mathbb{R}^n \) if

\[ \frac{c_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(\varphi(x) - \varphi(y))^2}{|x - y|^{n+2s}} dx dy \geq \int_{\mathbb{R}^n} |x|^a e^u \varphi^2 dx \quad \text{for every} \quad \varphi \in C_c^\infty(\Omega). \tag{1.3} \]

While a solution is said to be of finite Morse index if it is stable outside a compact set in \( \mathbb{R}^n \).
When $s = 1$, $a = 0$, equation (1.1) is reduced to the classical Liouville equation, where all the solutions with finite integral of the exponential nonlinearity in dimension two have been classified by Chen-Li in their celebrated paper [3]. They proved that up to a translation, all the solutions are radially symmetric in $\mathbb{R}^2$. The nonlocal counterpart of the Liouville equation when $2s = n = 1$ is studied by Da Lio et al. in [7]. Moreover, it has been shown that the Morse indices of these solutions are finite. In the past decade, the classification of stable and finite Morse index solutions of (1.1) have been a very active and fruitful area in the field of nonlinear PDEs. When $a = 0$, Farina in [17] and Dancer-Farina in [9] established existence of stable solutions to (1.1) for $n \leq 9$ and non-existence of finite Morse index solutions to (1.1) for $3 \leq n \leq 9$. When $a \neq 0$, Wang-Ye in [33] proved some Liouville-type theorems for weak solutions with finite Morse index. Another problem closely related to (1.1) is the following Lane-Emden equation

$$(-\Delta)^s u = |x|^a |u|^{p-1} u \quad \text{in } \mathbb{R}^n.$$  

(1.4)

In [16], Farina obtained the optimal results for stable and finite Morse index solutions to equation (1.4) when $s = 1$ and $a = 0$. Later on, Dávila et al. initiated the study of equation (1.4) in the nonlocal setting and they classified finite Morse index solutions of (1.4) when $a = 0$ and $s \in (0,1)$. Later on, Wei and the first author studied higher-order nonlocal Lane-Emden equation and nonlocal Hénon-Lane-Emden equation in [19] and [20] respectively. Particularly, they proved a Liouville theorem for finite Morse index solutions of the nonlocal Hénon-Lane-Emden equation for Sobolev subcritical exponents $1 < p < p_S(n,a)$ and for Sobolev supercritical exponents $p_S(n,a) < p$ such that

$$\frac{\Gamma(s + \frac{n}{p-1})}{\Gamma(s)} > \frac{(n-2s)^2}{\Gamma(n+a-2s)^2}.$$  

The above is known as the Joseph-Lundgren exponent, see [29]. Here, the Sobolev critical exponent is given by

$$p_S(n,a) = \begin{cases}  +\infty & \text{if } n \leq 2s, \\ \frac{n+2s+2a}{n-2s} & \text{if } n > 2s. \end{cases}$$  

In the absence of stability notion, such classifications for Sobolev subcritical exponent were proposed by Gidas-Spruck in the seminal work [23], see also [31]. The literature in the context of classifying the stable solutions and finite Morse index solutions is too vast to list. For the cosmic string equation, Liouville equation, Lane-Emden equations and systems, we refer readers to [1, 4, 5, 8–13, 16, 17, 19, 26, 33, 35] and references therein.

It is known, see e.g. [32, Proposition 3.2], that the function

$$u_{n,s}(x) := -(2s+a) \log |x| + \log \lambda_{n,s} \text{ for } \lambda_{n,s} := 2^{2s} \frac{\Gamma(n+2s)\Gamma(s)}{\Gamma(n-2s)^2} \left(s + \frac{a}{2}\right),$$

is a singular solution to (1.1). Based on the following Hardy's inequality, see [37, Theorem 2.9] and [25],

$$\frac{C_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(\psi(x) - \psi(y))^2}{|x-y|^{n+2s}} dx dy \geq \Lambda_{n,s} \int_{\mathbb{R}^n} |x|^{-2s} \psi^2 dx, \quad \forall \psi \in C_c^\infty(\mathbb{R}^n),$$

with

$$\Lambda_{n,s} = 2^{2s} \frac{\Gamma^2(n+2s)}{\Gamma^2(n-2s)}.$$
We observe that the singular solution \( u_{n,s} \) is stable if and only if
\[
\frac{\Gamma\left(\frac{n}{2}\right)\Gamma(s)}{\Gamma\left(\frac{n+2s}{2}\right)} \left( s + \frac{a}{2} \right) \geq \frac{\Gamma^2\left(\frac{n+2s}{4}\right)}{\Gamma^2\left(\frac{n-2s}{4}\right)},
\]
where we use the fact that \( |x|^{s}e^{in\cdot x} \) is precisely the weight in Hardy’s inequality.

The stability condition (1.5) for the solution \( u_{n,s} \) suggests that equation (1.1) might not admit any stable solution if the following inequality holds
\[
\frac{\Gamma\left(\frac{n}{2}\right)\Gamma(s)}{\Gamma\left(\frac{n+2s}{2}\right)} \left( s + \frac{a}{2} \right) > \frac{\Gamma^2\left(\frac{n+2s}{4}\right)}{\Gamma^2\left(\frac{n-2s}{4}\right)}.
\]

The aim of this paper is to confirm the above speculation. Our approach is based on studying the extended function \( \overline{u} \) of \( u \) in the upper-half space \( \mathbb{R}^{n+1}_{+} \), which is discovered by Caffarelli and Silvestre in [2]. Let \( \overline{u} \) be the extended function of \( u \) given by the Poisson formula
\[
\overline{u}(x) = \int_{\mathbb{R}^{n}} P(X,y)u(y)dy, \quad X = (x,t) \in \mathbb{R}^{n} \times (0, \infty),
\]
where
\[
P(X,y) = d_{n,s} \frac{t^{2s}}{|(x-y,t)|^{n+2s}},
\]
and \( d_{n,s} > 0 \) is a normalizing constant so that \( \int_{\mathbb{R}^{n}} P(X,y)dy = 1 \). Notice that \( \overline{u} \) is well-defined as \( u \in L_{s}(\mathbb{R}^{n}) \). Next, we define the space \( \dot{H}^{s}(\Omega) \) by
\[
\dot{H}^{s}(\Omega) := \left\{ u \in L_{loc}^{2}(\Omega) : \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^{2}}{|x-y|^{n+2s}}dxdy < \infty \right\}.
\]

The notation \( \dot{H}^{s}_{loc}(\mathbb{R}^{n}) \) stands for the set of all functions in \( \dot{H}^{s}(\Omega) \) for every bounded open set \( \Omega \subset \mathbb{R}^{n} \). It is straightforward to verify that \( \frac{1}{n+2s} \nabla \overline{u} \in L_{loc}^{2}(\Omega \times [0, \infty)) \) whenever \( u \in \dot{H}^{s}(\Omega) \). Then, equation (1.2) in terms of \( \overline{u} \) reads
\[
\int_{\mathbb{R}^{n+1}} t^{1-2s} \nabla \overline{u} \cdot \nabla \Phi(x,t)dxdt = \kappa_s \int_{\mathbb{R}^{n}} |x|^{s} e^{u} \varphi dx,
\]
for every \( \Phi \in C_{c}^{\infty}(\mathbb{R}^{n+1}_{+}) \) where \( \varphi(x) = \Phi(x,0) \) and \( \kappa_s = \frac{\Gamma(1-s)}{2^{1-s} \Gamma(s)} \).

Here is our main result concerning the non-existence of finite Morse index solution.

**Theorem 1.1.** Assume that \( n > 2s \) and \( s \in (0, 1) \). If
\[
\frac{\Gamma\left(\frac{n}{2}\right)\Gamma(s)}{\Gamma\left(\frac{n+2s}{2}\right)} \left( s + \frac{a}{2} \right) > \frac{\Gamma^2\left(\frac{n+2s}{4}\right)}{\Gamma^2\left(\frac{n-2s}{4}\right)},
\]
holds then (1.1) does not admit any finite Morse index solution \( u \in L_{s}(\mathbb{R}^{n}) \cap W_{loc}^{1,2}(\mathbb{R}^{n}) \) satisfying \( |x|^{s} e^{u} \in L_{loc}^{2}(\mathbb{R}^{n}) \).

Roughly speaking, the proof of Theorem 1.1 consists of two steps. First, we introduce the so-called monotonicity formula. Second, we need to express the solution of (1.1) by the representation formula and apply it to derive some technical integral estimates to ensure that each term in the monotonicity formula is bounded. Now, let us give the monotonicity formula in the following theorem.
Theorem 1.2. Let $u \in L_\lambda(\mathbb{R}^n) \cap W^{1,2}_\text{loc}(\mathbb{R}^n)$ be a solution to (1.1). Assume that $|x|^a e^u \in L^2_\text{loc}(\mathbb{R}^n)$. For $x_0 \in \partial B_{n+1}$ and $\lambda > 0$, we define

$$E(\nabla, x_0, \lambda) := \lambda^{2s-n} \left( \frac{1}{2} \int_{B_{n+1}(x_0, \lambda)} t^{1-2s} |\nabla u|^2 dx dt - \kappa_s \int_{B_R(x_0, \lambda)} |x|^a e^{\nabla u} dx \right)$$

$$+ (2s + a) \lambda^{2s-n-1} \int_{\partial B_{n+1}(x_0, \lambda) \cap \mathbb{R}_{n+1}} t^{1-2s} (\nabla + (2s + a) \log r) d\sigma.$$

Then, $E$ is a nondecreasing function of $\lambda$. Furthermore,

$$\frac{\partial E}{\partial \lambda} = \lambda^{2s-n} \int_{\partial B_{n+1}(x_0, \lambda) \cap \mathbb{R}_{n+1}} t^{1-2s} \left( \frac{\partial \nabla}{\partial r} + \frac{2s + a}{r} \right)^2 d\sigma,$$

where $B_{n+1}(x_0, \lambda)$ denotes the Euclidean ball in $\mathbb{R}^{n+1}$ centered at $x_0$ of radius $\lambda$, $\sigma$ is the $n$-dimensional Hausdorff measure on $\partial B_{n+1}(x_0, \lambda)$, $X = (x, t) \in \mathbb{R}_{n+1}$, $r = \|(x - x_0, t)\|$ and $\frac{\partial}{\partial r} = \nabla \cdot X^{-1}(x_0, t)$ is the corresponding radial derivative.

The classification of stable and finite Morse index solutions using monotonicity formulas was initiated in a series of articles [10, 11, 34] for the Lane-Emden equation and [36] for the Liouville type equations. We refer interested readers to [18] for an introduction regarding monotonicity formula in this context. Compared to the Lane-Emden equation, proving a priori estimates for the weighted “Dirichlet” energy and for the boundary integral of linear term are more challenging when dealing with the Gelfand-Liouville equation. This is due to the exponential nonlinearity as opposed to the algebraic nonlinearity in these equations. In this regard, Wang in [36], in the study of stable solutions of Toda system, used the $\epsilon$-regularity theory to justify the boundedness of these two terms. However, applying the same arguments in the nonlocal setting seems to be a challenging problem. Instead, Hyder and the third author in [28] developed a more straightforward method to get uniform estimates for these two integrals in the blow-down procedure, see also [21, 22] for the recent progress on higher-order Gelfand-Liouville equation and nonlocal Toda system. Our classification result on the nonlocal Hénon-Gelfand-Liouville equation relies on an iteration scheme boosting the integrability of $|x|^a e^u$. The revelation of a novel inequality concerning the Poisson integral of $\log |x|$ plays a key role, see Lemma [2.4] in establishing the higher-order integrability of $|x|^a e^u$ despite the difficulty caused by the Hénon weighted term.

The current paper is organized as follows. First, in Section 2, we obtain technical a priori integral estimates concerning solutions of finite Morse index. In Section 3, we derive a monotonicity formula and then perform the blow-down analysis arguments. We classify homogeneous stable solutions, under the condition (1.6), and apply it to prove Theorem 1.1. In Appendix A, we provide some technical estimates for stable solutions which are needed in our proofs.

List of Notations:

- $B_{n+1}$ is the ball centered at 0 with radius $R$ in dimension $(n + 1)$.
- $B_n$ is the ball centered at 0 with radius $R$ in dimension $n$.
- $B_{n+1}(x_0, R)$ is the ball centered at $x_0$ with radius $R$ in dimension $(n + 1)$.
- $B(x_0, R)$ is the ball centered at $x_0$ with radius $R$ in dimension $n$.
- $X = (x, y)$ represents a point in $\mathbb{R}_{n+1}^n = \mathbb{R}^n \times [0, \infty)$.
- $\nabla$ is $s$-harmonic extension of $u$ on $\mathbb{R}_{n+1}^n$.
- $C$ is a generic positive constant which may vary from line to line.
- $R$ is a large positive constant that may vary from line to line.


\( \sigma \) is the \( n \)-dimensional Hausdorff measure restricted to \( \partial B_{n+1}(x_0, r) \).

- \( \Omega^c \) is the complement of a subset \( \Omega \) of the whole set \( \mathbb{R}^n \).
- \( \lfloor x \rfloor \) is the greatest integer smaller than or equal to \( x \).
- \( |x| \sim |y| \) means \( |x| \) is comparable with \( |y| \) in a sense that \( C^{-1}|y| \leq |x| \leq C|y| \) for some positive \( C \).

## 2. Integral Estimates and Preliminaries

In this section, we use the stability condition outside a compact set to derive energy estimates on \(|x|^ae^u\) and the integral representation formula for \( u \). We also give Moser iteration type estimates, see Crandall-Rabinowitz \([6]\) and Farina \([16, 17]\), on the weighted nonlinearity.

**Lemma 2.1.** Let \( u \) be a solution to \((1.1)\) for some \( n > 2s \). Suppose that \( u \) is stable outside a compact set. Then

\[
\int_{B_r} |x|^ae^u dx \leq C r^{n-2s} \quad \text{for every } r \geq 1. 
\]

**Proof.** Let \( R \gg 1 \) be such that \( u \) is stable on \( \mathbb{R}^n \setminus B_R \). We introduce the following test function \( \psi(x) = \eta_R(x) \varphi(\frac{x}{r}) \), where

\[
\eta_t(x) = \begin{cases} 
0 & \text{for } |x| < t \\
1 & \text{for } |x| \geq 2t
\end{cases}
\quad \text{and} \quad \varphi(x) = \begin{cases} 
1 & \text{for } |x| \leq 1 \\
0 & \text{for } |x| \geq 2
\end{cases}.
\]

It is not difficult to see that \( \psi \) is a good test function for the stability condition \((1.3)\). Hence,

\[
\int_{B(x_0, r)} |x|^ae^u dx \leq C + \int_{\mathbb{R}^n} |(-\Delta)^s \psi|^2 dx \leq C + Cr^{n-2s} \leq C r^{n-2s},
\]

where we use \( n > 2s \) and \( r \geq 1 \).

It is straightforward to see that if \( u \) is a solution to \((1.1)\), then

\[
u^\lambda(x) = u(\lambda x) + (2s + a) \log \lambda,
\]

provides a family of solutions to \((1.1)\). In addition, \( u \) is stable on \( \mathbb{R}^n \setminus B_R \) if and only if \( u^\lambda \) is stable on \( \mathbb{R}^n \setminus B_{\lambda R} \). Due to a simple scaling argument, one can conclude that there exists \( C > 0 \) independent of \( \lambda \) such that

\[
\int_{B_r} |x|^ae^u dx \leq C r^{n-2s} \quad \text{for every } r \geq 1.
\]

We now set

\[
u^\lambda(x) := c(n, s) \int_{\mathbb{R}^n} \left( \frac{1}{|x-y|^{n-2s}} - \frac{1}{(1 + |y|)^{n-2s}} \right) |y|^ae^{u^\lambda(y)} dy,
\]

where \( c(n, s) \) is chosen such that

\[
c(n, s)(-\Delta)^s \frac{1}{|x-y|^{n-2s}} = \delta(x-y).
\]

It is straightforward to see that \( u^\lambda \in L^1_\text{loc}(\mathbb{R}^n) \). In addition, we have that \( u^\lambda \in L_s(\mathbb{R}^n) \). This is the conclusion of the following lemma.

**Lemma 2.2.** There exists a \( C > 0 \) independent of \( \lambda \) such that

\[
\int_{\mathbb{R}^n} \frac{|u^\lambda(x)|}{1 + |x|^{n+2s}} dx \leq C.
\]
Moreover, for $R > 0$ sufficiently large, we have
\[
v^\lambda(x) = c(n, s) \int_{B_{2R}} \frac{|y|^n e^{u^\lambda(y)}}{|x-y|^{n+2s}} \, dy + O_R(1) \quad \text{for } \lambda \geq 1, \ |x| \leq R. \tag{2.4}
\]

**Proof.** Let us first consider the term
\[
E(y) := \int_{\mathbb{R}^n} \frac{|f(x, y)|}{1 + |x|^{n+2s}} \, dx \quad \text{for } \ |y| \geq 2,
\]
where
\[
f(x, y) = \left( \frac{1}{|x-y|^{n-2s}} - \frac{1}{(1 + |y|)^{n-2s}} \right).
\]
Now, consider the following decomposition of the entire space into three parts
\[
\mathbb{R}^n = B_{|y|/2} \cup B(y, |y|/2) \cup (B_{|y|/2} \cup B(|y|/2))^c.
\]
One can verify that the following estimates hold
\[
|f(x, y)| \leq C \begin{cases} 
\frac{1 + |x|}{|y|^{n-2s+1}} & \text{if } x \in A_1, \\
\frac{1}{|y|^{n-2s}} + \frac{1}{|x-y|^{n-2s}} & \text{if } x \in A_2, \\
\frac{1}{|y|^{n-2s}} & \text{if } x \in A_3.
\end{cases}
\]
Set
\[
E(y) = \sum_{i=1}^3 E_i(y) \quad \text{for } E_i(y) = \int_{A_i} \frac{|f(x, y)|}{1 + |x|^{n+2s}} \, dx.
\]
For $E_1(y)$, one has
\[
|E_1(y)| \leq \frac{C}{|y|^{n-2s+1}} \int_{A_1} \frac{1 + |x|}{1 + |x|^{n+2s}} \, dx \leq \begin{cases} 
\frac{C}{|y|^{n-2s}}, & \text{if } 2s > 1, \\
\frac{C}{|y|^n \log |y|}, & \text{if } 2s = 1, \\
\frac{C}{|y|^n}, & \text{if } 2s < 1.
\end{cases}
\]
Next, we estimate the second term. Notice that $x \sim y$ for $x \in A_2$. Therefore,
\[
|E_2(y)| \leq C \frac{|y|^n}{|y|^n} + C \frac{1}{|y|^{n+2s}} \int_{A_2} \frac{1}{|x-y|^{n-2s}} \, dx
\leq C \frac{|y|^n}{|y|^n} + \frac{C}{|y|^{n+2s}} \int_{B_{|y|/2}} \frac{1}{|x-y|^{n-2s}} \, dx \leq C \frac{1}{|y|^n}.
\]
While for the last term $E_3(y)$, we have
\[
|E_3(y)| \leq C \frac{|y|^{n-2s}}{|y|^{n-2s}} \int_{\mathbb{R}^n \setminus A_1} \frac{1}{1 + |x|^{n+2s}} \, dx \leq \frac{C}{|y|^n}.
\]
Thus, there exists $\gamma > 0$ such that
\[
|E(y)| \leq \frac{C}{|y|^{n-2s+\gamma}} \quad \text{for } \ |y| \geq 2.
\]
Therefore, we get
\[
\int_{\mathbb{R}^n} \frac{|v^\lambda(x)|}{1 + |x|^{n+2s}} \, dx \leq C \int_{\mathbb{R}^n \setminus B_2} \frac{|y|^n e^{u^\lambda(y)} |E(y)| \, dy}
+ C \int_{\mathbb{R}^n} \int_{B_2} \frac{|y|^n e^{u^\lambda(y)}}{|x-y|^{n-2s}(1 + |x|^{n+2s})} \, dy \, dx \tag{2.5}
+ C \int_{\mathbb{R}^n} \int_{B_1} \frac{|y|^n e^{u^\lambda(y)}}{((1 + |y|)^{n-2s})(1 + |x|^{n+2s})} \, dy \, dx.
\]
One can check that the latter two terms in (2.5) are bounded, so it remains to show that
\[\int_{\mathbb{R}^n\setminus B_2} |y|^a e^{u^\lambda(y)} |E(y)| \, dy \leq C \int_{\mathbb{R}^n\setminus B_2} |y|^a e^{u^\lambda(y)} \frac{1}{|y|^{n-2s+\gamma}} \, dy\]
\[\leq C \sum_{i=1}^{\infty} \int_{2^i \leq |y| \leq 2^{i+1}} |y|^a e^{u^\lambda} \frac{1}{|y|^{n-2s+\gamma}} \, dy \leq C \sum_{i=1}^{\infty} \frac{1}{2^i} < \infty.\]
This finishes the proof of (2.3). In order to prove (2.4), we have
\[v^\lambda(x) = c(n, s) \int_{\mathbb{R}^n} \left( \frac{1}{|x-y|^{n-2s}} - \frac{1}{(1+|y|)^{n-2s}} \right) |y|^a e^{u^\lambda} \, dy\]
\[= c(n, s) \int_{\mathbb{R}^n\setminus B_{2R}} \left( \frac{1}{|x-y|^{n-2s}} - \frac{1}{(1+|y|)^{n-2s}} \right) |y|^a e^{u^\lambda} \, dy\]
\[+ c(n, s) \left( \int_{B_{2R}} |y|^a e^{u^\lambda} \, dy - \int_{B_{2R}} \frac{|y|^a e^{u^\lambda}}{(1+|y|)^{n-2s}} \, dy \right)\]
\[= c(n, s) \int_{B_{2R}} |y|^a e^{u^\lambda} \, dy + O_R(1),\]
where we use that
\[\left| \frac{1}{|x-y|^{n-2s}} - \frac{1}{(1+|y|)^{n-2s}} \right| \leq C \frac{1 + |x|}{|y|^{n-2s+1}} \text{ for } |x| \leq R, |y| \geq 2R.\]
Hence, we finish the proof. \(\square\)

Here, we provide an integral representation of \(u^\lambda(x)\). This plays an essential role in our proof of main results.

**Lemma 2.3.** For some \(c_\lambda \in \mathbb{R}\), we have
\[u^\lambda(x) = c(n, s) \int_{\mathbb{R}^n} \left( \frac{1}{|x-y|^{n-2s}} - \frac{1}{(1+|y|)^{n-2s}} \right) |y|^a e^{u^\lambda} \, dy + c_\lambda. \quad (2.6)\]

**Proof.** We define the difference of \(u^\lambda\) and \(v^\lambda\) by \(h^\lambda\). Based on the definition of \(v^\lambda\), we have \(h^\lambda\) is a \(s\)-harmonic function in \(\mathbb{R}^n\). By [27, Lemma 2.4] one can get that \(h^\lambda\) is either a constant, or a polynomial of degree one. To verify that \(h^\lambda\) is constant, we first claim that
\[v^\lambda(x) \geq -C \log |x| \text{ for } |x| \text{ large}, \quad (2.7)\]
for some constant \(C > 0\). Indeed, by (2.2) we have
\[v^\lambda(x) \geq -C \left( 1 + \int_{2 \leq |y| \leq 2|x|} \frac{1}{(1+|y|)^{n-2s}} |y|^a e^{u^\lambda(y)} \, dy \right)\]
\[\geq -C \left( 1 + \int_{2 \leq |y| \leq 2|x|} \frac{1}{(1+|y|)^{n-2s}} |y|^a e^{u^\lambda(y)} \, dy \right)\]
\[\geq -C - C \log |x|.\]
Hence, (2.7) is proved and \(u^\lambda(x) \geq -C \log |x| + h^\lambda(x)\). Using (2.2) again, we derive that \(h^\lambda \equiv c_\lambda\) and (2.6) holds. \(\square\)

We now establish higher-order integrability estimates for the finite Morse index solutions of (1.1). The methods and ideas applied here are motivated by the ones given in [2, 8, 13, 16, 17, 19, 28]. We present the iteration scheme in this section and, for the convenience of readers, leave some necessary steps to Appendix A. We overcome the major difficulty due to the Hénon weight by absorbing it into the exponential so that Jensen’s inequality applies. Before proving the integral
estimate, we need the following lemma concerning the Poisson integral of \( \log |x| \). This may be known to the analysis community but we could not find a reference for it, so we prove it here.

**Lemma 2.4.** Let \( P(X, y) \) be as defined in (1.7) when \( X = (x, t) \in \mathbb{R}^{n+1}_+ \). For any \( |x|, t > 0 \), we have

\[
\int_{\mathbb{R}^n} P(X, y) \log |y| dy \geq \log |x|.
\] (2.8)

**Proof.** The difference of two sides of (2.8) yields that

\[
|n> hold for all subharmonic functions including but not limited to \( \log |x| \). We wonder whether there is a specific interpretation of the inequality (2.8) if \( n \geq 2 \).

For any \( |x|, t > 0 \), we have

\[
\int_{\mathbb{R}^n} P(X, y) \log |y| dy \geq \log |x|.
\] (2.8)

□

Now, we are ready to state and prove the main result of this section.
Proposition 2.5. Let \( u \in L_s(R^n) \cap \dot{H}^s_{loc}(R^n) \) be a solution to (1.1). Assume that \( u \) is stable on \( R^n \setminus B_R \) for some \( R > 0 \). Then, for every \( p \in [1, \min\{5, 1 + \frac{n}{2s}\}] \) there exists \( C = C(p) > 0 \) such that for \( r \) large

\[
\int_{B_{2r} \setminus B_r} (|x|^a e^u)^p \, dx \leq Cr^{n-2ps}. \tag{2.11}
\]

In particular,

1. For \( |x| \) large and for every \( p \in [1, \min\{5, 1 + \frac{n}{2s}\}] \)

\[
\int_{B(|x|/2)} (|y|^a e^{u(y)})^p \, dy \leq C(p) |x|^{n-2ps}, \tag{2.12}
\]

2. For \( r \) large and for every \( p \in [1, \min\{5, \frac{n}{2s}\}] \)

\[
\int_{B \setminus B_{2R}} (|x|^a e^u)^p \, dx \leq C(p) r^{n-2ps}. \tag{2.13}
\]

Proof. By the Moser’s iteration, see Lemma A.1 and Lemma A.2 in Appendix A, one can show that \( |x|^a e^u \in L^p_{loc}(R^n \setminus B_R) \) for every \( p \in [1, 5] \). To prove (2.11) we first show it holds for \( p \in [0, 1) \). Indeed, by the Hölder’s inequality and Lemma 2.1 we get that for \( p \in [0, 1) \)

\[
\int_{B_{2r} \setminus B_r} (|x|^a e^u)^p \, dx \leq \left( \int_{B_{2r} \setminus B_r} |x|^a e^u \, dx \right)^p \left( \int_{B_{2r} \setminus B_r} 1 \, dx \right)^{1-p} \leq C r^{n-2ps}.
\]

Next we claim that if

\[
\int_{B_{2r} \setminus B_r} (|x|^a e^u)^p \, dx \leq C r^{n-2ps} \quad \text{for } r > 2R, \tag{2.14}
\]

for some \( \alpha \in (0, \min\{\frac{n}{2s}, 2\}) \), then

\[
\int_{B_{2r} \setminus B_r} (|x|^a e^u)^{p+1} \, dx \leq C r^{n-2(p+1)s} \quad \text{for } r > 3R. \tag{2.15}
\]

From (2.14), it is straightforward to show that

\[
\int_{B \setminus B_{2R}} (|x|^a e^u)^p \, dx \leq C r^{n-2ps} \quad \text{for } r > 2R. \tag{2.16}
\]

Indeed, for \( r > 2R \) of the form \( r = 2N_1 \) with some positive integer \( N_1 \), and taking \( N_2 \) to be the smallest integer such that \( 2N_2 \geq 2R \), by (2.14) we deduce

\[
\int_{B_{2N_1} \setminus B_{4R}} (|x|^a e^u)^p \, dx = \left( \int_{B_{2N_2} \setminus B_{4R}} + \sum_{\ell=1}^{N_1-N_2} \int_{B_{2N_2+\ell} \setminus B_{2N_1+\ell}} \right) (|x|^a e^u)^p \, dx
\]

\[
\leq C + C \sum_{\ell=1}^{N_1-N_2} (2N_2+\ell)^{n-2ps} \leq C 2^{N_1(n-2ps)}, \tag{2.17}
\]

where we use \( n-2ps > 0 \). Then, using the hypothesis (2.14), we derive the following decay estimate

\[
\int_{|y| \geq r} \frac{(|x|^a e^{u(x)})^p}{|x|^{n+2s}} \, dx = \sum_{i=0}^{\infty} \int_{2^{i+1}r \geq |x| \geq 2^ir} \frac{|x|^{pa} e^{pu(x)}}{|x|^{n+2s}} \, dx
\]

\[
\leq \frac{C}{r^{(2p+2)s}} \sum_{i=0}^{\infty} \frac{1}{2^{(2p+2)s i}} \leq C r^{-(2p+2)s}. \tag{2.18}
\]
Next, we shall show similar estimates as (2.18) hold for the extended function \( \overline{\omega} \).

For \( r > 3R, x \in B_{3R} \setminus B_{2r/3} \) and \( t \in (0, 2r) \), we first apply the Jensen’s inequality to establish the following

\[
\int_{\mathbb{R}^n \setminus B_{3R}} P(X, y) \left( |y|^a e^{u(y)} \right)^p dy + \int_{B_{3R}} P(X, y) dy
\]

\[
= \int_{\mathbb{R}^n \setminus B_{2R}} P(X, y)e^{\rho(u(y)+a \log |y|)} dy + \int_{B_{2R}} P(X, y) dy
\]

\[
\geq e^\rho \left( f_{u_0}(X,y)(u(y)+a \log |y|)dy - \int_{B_{2R}} P(X,y)(u(y)+a \log |y|)dy \right)
\]

\[
\geq C e^\rho \Pi(x,t) e^{pa} \int_{B_{2R}} P(X, y) \log |y| dy \geq C |x|^p e^{\rho \Pi(x,t)},
\]

where we use

\[
\int_{B_{2R}} (u(y) + a \log |y|) P(X, y) dy \leq C,
\]

for every \( \rho \geq 0 \). We now give an estimate based on (2.16), (2.18) and (2.19)

\[
\int_{B_{3R} \setminus B_{2r/3}} |x|^p e^{\rho \Pi(x,t)} dx
\]

\[
\leq C \int_{B_{3R} \setminus B_{2r/3}} \int_{\mathbb{R}^n \setminus B_{2R}} P(X, y) |y|^p e^{\rho u(y)} dy dx + \int_{B_{3R} \setminus B_{2r/3}} \int_{B_{2R}} P(X, y) dy dx
\]

\[
\leq C \int_{B_{3R}} \left( \int_{B_{2r/2} \setminus B_{2r}} + \int_{\mathbb{R}^n \setminus B_{3R}} \right) P(X, y) |y|^p e^{\rho u(y)} dy dx + CR^n
\]

\[
\leq C \int_{B_{3R} \setminus B_{2r/3}} |y|^p e^{\rho u(y)} \left( \int_{B_{3R}} P(X, y) dx \right) dy + C \int_{B_{3R}} t^2 s \| \nabla \varphi(x) \|_{C^2}^2 dx + CR^n
\]

\[
\leq C r^{-2p} + CR^n \leq C r^{-2p}
\]

(2.20)

where we use \( n - 2p > 0 \).

Now, we fix non-negative smooth functions \( \varphi \) on \( \mathbb{R}^n \) and \( \eta \) on \([0, \infty)\) such that \( \varphi(x) = 1 \) on \( B_2 \setminus B_3 \), \( \varphi(x) = 0 \) on \( B_{2r/3} \setminus B_3 \); \( \eta(t) = 1 \) on \([0, 1] \), \( \eta(t) = 0 \) on \([2, \infty) \).

For \( r > 0 \), we set \( \Phi_r(x, t) = |x|^p \varphi \left( \frac{x}{r} \right) \eta \left( \frac{t}{r^2} \right) \). Then \( \Phi_r \) is a good test function in Lemma A.2. Therefore, as \( \| \nabla \Phi_r \| \leq C \| \frac{x}{r} \| \), by (2.20) we obtain

\[
\int_{\mathbb{R}^n} t^{1-2s} e^{\rho \Pi} \| \nabla \Phi_r \|^2 dt \leq C r^{-2} \int_{\mathbb{R}^n} t^{1-2s} \int_{B_{3R} \setminus B_{2r/3}} \left( |x|^p e^{\rho \Pi(x,t)} \right)^p dx dt
\]

\[
\leq C r^{-2p} \int_{\mathbb{R}^n} t^{1-2s} dt \leq C r^{-2p} (1 + p)
\]

Similarly, we have

\[
\left| \int_{\mathbb{R}^n} e^{\rho \Pi} \cdot [t^{1-2s} \nabla \Phi_r^2] dx dt \right| \leq C r^{-2s(1 + p)}
\]

Then, (2.15) follows from Lemma A.2. Repeating the above arguments finitely many times we get (2.11), while (2.12) follows immediately as \( B(x, |x|/2) \subset B_{2r} \setminus B_{r/2} \) with \( r = |x| \).

In spirit of the estimate (2.17), one can obtain the second conclusion (2.13). This finishes the proof.
3. Monotonicity Formula and Blow-down Analysis

In this section, we provide a proof of our main result. We first present a monotonicity formula for solutions to the extension problem and derive several energy estimates to the finite Morse index solutions by the results stated in Section 2. Then, we show the non-existence of stable homogeneous solutions under the condition (1.6). Finally, we prove that the limit of the blow-down sequence is homogeneous and stable in \( \mathbb{R}^n \ \setminus \{0\} \), which gives a contradiction and it proves Theorem 1.1.

3.1. Monotonicity Formula. In this subsection we give a proof of Theorem 1.2.

Proof of Theorem 1.2 We prove the theorem for \( u \) sufficiently smooth and give the necessary details without the smoothness assumption in the end of proof. Without loss of generality, we assume that \( x_0 = 0 \). Set

\[
E_1(\pi, \lambda) = \lambda^{2s-n} \left( \frac{1}{2} \int_{B_1^{n+1} \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \pi|^2 dt \right) - \kappa_s \int_{B_1^{n+1} \cap \partial \mathbb{R}^{n+1}_+} |x|^a e^{\pi} dx
\]

Define

\[
\pi^\lambda(X) = \pi(\lambda X) + (2s + a) \log \lambda.
\]

Then

\[
E_1(\pi, \lambda) = E_1(\pi^\lambda, 1).
\]

Differentiating \( \pi^\lambda \) with respect to \( \lambda \), we have

\[
\lambda \frac{\partial \pi^\lambda}{\partial \lambda} = r \frac{\partial \pi^\lambda}{\partial r} + 2s + a.
\]

Differentiating the right-hand side of (3.1), we find

\[
\frac{\partial E_1(\pi, \lambda)}{\partial \lambda} = \lambda \int_{B_1^{n+1} \cap \mathbb{R}^{n+1}_+} t^{1-2s} \frac{\partial \pi^\lambda}{\partial \lambda} \left( \frac{\partial \pi^\lambda}{\partial r} + 2s + a \right) dx - \kappa_s \int_{B_1^{n+1} \cap \partial \mathbb{R}^{n+1}_+} |x|^a e^{\pi} \frac{\partial \pi^\lambda}{\partial \lambda} dx
\]

We notice that

\[
E(\pi, \lambda) = E(\pi^\lambda, 1) = E_1(\pi^\lambda, 1) + (2s + a) \int_{\partial B_1^{n+1} \cap \mathbb{R}^{n+1}_+} t^{1-2s} \pi^\lambda \sigma.
\]

From (3.2) and (3.3), we get

\[
\frac{\partial E(\pi, \lambda)}{\partial \lambda} = \lambda \int_{\partial B_1^{n+1} \cap \mathbb{R}^{n+1}_+} t^{1-2s} \left( \frac{\partial \pi^\lambda}{\partial \lambda} \right)^2 \sigma
\]

This proves Theorem 1.2 when the function \( u^\lambda \) is smooth. For general \( u^\lambda \) we set \( u^\lambda_{\epsilon} := u^\lambda \ast \rho_{\epsilon} \), \((\rho_{\epsilon})_{\epsilon > 0}\) are the standard mollifiers, it is straightforward to see that \( u^\lambda_{\epsilon} \) satisfies \((-\Delta)^s u^\lambda_{\epsilon} = (|x|^a e^{\pi}) \ast \rho_{\epsilon} \). Then, we consider \( E(\pi^\lambda_{\epsilon}, 1) \). Following the
same computations as above, we could get
\[
\frac{\partial E(\pi^\lambda, 1)}{\partial \lambda} = \lambda \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \left( \frac{\partial \pi^\lambda}{\partial \lambda} \right)^2 d\sigma \\
+ \kappa_s \int_{B_1} \left( (|x|^\alpha e^{u^\lambda}) * \rho_x - |x|^\alpha e^{u^\lambda} \right) \frac{\partial u^\lambda}{\partial \lambda} dx,
\]
where the second term on the right hand side could be controlled by assuming \( u \in W^{1,2}_0(\mathbb{R}^n) \) and \( e^u \in L^2_0(\mathbb{R}^n) \), and it converges to zero as \( \varepsilon \) tends to 0. Hence we finish the proof. \( \square \)

3.2. Energy Estimates. We begin by stating the following lemma for the third term in the monotonicity formula \( (1.9) \).

**Lemma 3.1.** Let \( \pi^\lambda \) be the \( s \)-harmonic extension of \( u^\lambda \), then
\[
\int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \pi^\lambda(X) d\sigma = c_s c_\lambda + O(1), \tag{3.4}
\]
and
\[
\int_{B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \pi^\lambda(X) dx dt = \omega_s c_\lambda t^{n+2-2s} + C(r), \tag{3.5}
\]
where \( c_\lambda \) is defined in \( (2.2) \), \( c_s \) and \( \omega_s \) are positive finite numbers given by
\[
c_s := \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} d\sigma \quad \text{and} \quad \omega_s = \int_{B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} dx dt.
\]

**Proof.** Since the proof of \( (3.4) \) and \( (3.5) \) are almost the same, we only provide the details for the former one. Using the Poisson formula and \( (2.2) \), we have
\[
\int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \pi^\lambda(X) d\sigma = \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \int_{\mathbb{R}^n} P(X, z) u^\lambda(z) dz d\sigma \\
= \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} c_\lambda d\sigma + \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \int_{\mathbb{R}^n} P(X, z) v^\lambda(z) dz \\
= \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} c_\lambda d\sigma + \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \left( \int_{\mathbb{R}^n \setminus B_2} + \int_{B_2} \right) P(X, z) v^\lambda(z) dz \\
= c_s c_\lambda + O(1) + \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \int_{B_2} P(X, z) v^\lambda(z) dz d\sigma.
\]
We denote the last term in the above equation by \( \Xi \). Concerning the term \( \Xi \), we have that
\[
|\Xi| \leq C + C \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} t^{1-2s} \int_{|z| \leq 2} P(X, z) \left( \int_{|y| \leq 4} \frac{|y|^\alpha e^{u^\lambda(y)} |z - y|^{n-2s} dy dz d\sigma \right) \\
\leq C + C \int_{|y| \leq 4} |y|^\alpha e^{u^\lambda(y)} \int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} \int_{|z| \leq 2} t^{1-2s} P(X, z) \frac{1}{|z - y|^{n-2s} dz d\sigma dy}, \tag{3.6}
\]
where we use \( (2.2) \) and \( (2.4) \). To show that \( \Xi \) is uniformly bounded with respect to \( \lambda \), it suffices to establish the following claim
\[
\int_{\partial B_1^{n+1} \cap \mathbb{R}_+^{n+1}} \int_{B_4} t^{1-2s} P(X, z) \frac{1}{|y - z|^{n-2s}} dz d\sigma \leq C \quad \text{for every} \quad y \in \mathbb{R}^n. \tag{3.7}
\]
Indeed, for \( x \neq y \) we set \( \rho = \frac{1}{2} |x - y| \). Then we have
\[
\int_{B_1} \frac{t}{|x - z, t|^n |y - z|^{n-2s}} dz \\
\leq \left( \int_{B(y, \rho)} + \int_{B \setminus B(y, \rho)} \right) \frac{t}{|x - z|^n |y - z|^{n-2s}} dz \\
\leq C \frac{t}{(\rho + t)^{n+2s}} \int_{B(y, \rho)} \frac{1}{|y - z|^{n-2s}} dz + \frac{1}{\rho^{n-2s}} \int_{B \setminus B(y, \rho)} \frac{t}{|x - z|^n |y - z|^{n-2s}} dz \\
\leq C \left( \frac{t \rho^{2s}}{(\rho + t)^{n+2s}} + \frac{t^{1-2s}}{\rho^{n-2s}} \right) \leq C \left( \frac{1}{\rho^{n-1}} + \frac{t^{1-2s}}{\rho^{n-2s}} \right).
\]
(3.8)

We use the stereographic projection \((x, t) \to \xi \) from \( \partial B_{1 + 1}^{n+1} \cap \mathbb{R}_+^{n+1} \to \mathbb{R}^n \setminus B_1 \), i.e.,
\[
\xi \to (x, t) = \left( \frac{2\xi}{1 + |\xi|^2}, \frac{|\xi|^2 - 1}{1 + |\xi|^2} \right). \\
(x, t) \to \xi = \frac{x}{1 - t}.
\]
Then, \( \rho = \frac{1}{2} \left| \frac{2\xi}{1 + |\xi|^2} - y \right| \) and it follows that
\[
\int_{\partial B_{1 + 1}^{n+1} \cap \mathbb{R}_+^{n+1}} \frac{1}{\rho^{n-1}} d\sigma \leq \int_{|\xi| \geq 1} \frac{1}{\rho^{n-1} \left( 1 + |\xi|^2 \right)^n} d\xi \leq C, \quad (3.9)
\]
and
\[
\int_{\partial B_{1 + 1}^{n+1} \cap \mathbb{R}_+^{n+1}} \frac{t^{1-2s}}{\rho^{n-2s}} d\sigma \leq \int_{|\xi| \geq 1} \frac{1}{\rho^{n-2s} \left( 1 + |\xi|^2 \right)^n} d\xi \leq C. \quad (3.10)
\]
From (3.6)-(3.10), the proof is completed. \( \square \)

In order to estimate the first term in the monotonicity formula (1.9) we need the following result.

**Lemma 3.2.** There exists a constant \( C > 0 \) such that
\[
\int_{B_{r}} |(-\Delta)^{\frac{s}{2}} u^{\lambda}(x)|^2 dx \leq C r^{n-2s} \quad \text{for } r \geq 1, \quad \lambda \geq 1.
\]

**Proof.** We prove the lemma for \( \lambda = 1 \). The general case follows from a rescaling argument. From (2.6), we know that
\[
(-\Delta)^{\frac{s}{2}} u(x) = C \int_{\mathbb{R}^n} \frac{|y|^s e^{u(y)} d y}{|x - y|^{n-s}},
\]
in the sense of distribution. Suppose \( u \) is stable in \( \mathbb{R}^n \setminus B_r \), we decompose \( B_r \) as the union of \( B_{4R} \) and \( B_r \setminus B_{4R} \) for \( r \gg R \). Since \( u \in \dot{H}^{s, \text{loc}}_{\text{loc}}(\mathbb{R}^n) \), we get
\[
\int_{B_{1R}} |(-\Delta)^{\frac{s}{2}} u|^2 dx \leq C(R). \quad (3.11)
\]
In \( B_r \setminus B_{4R} \), we have
\[
|(-\Delta)^{\frac{s}{2}} u(x)| \leq C \left( \int_{B_{2R}} + \int_{B_{2R} \setminus B_{4R}} + \int_{\mathbb{R}^n \setminus B_{2R}} \right) \frac{|y|^s e^{u(y)} d y}{|x - y|^{n-s}} \\
\leq \frac{C}{|x|^{n-s}} + C \int_{B_{2R} \setminus B_{4R}} \frac{|y|^s e^{u(y)} d y}{|x - y|^{n-s}} + C \int_{\mathbb{R}^n \setminus B_{2R}} \frac{|y|^s e^{u(y)} d y}{|y|^{n-s}} \quad (3.12)
\]
\[
=: C \left( \frac{1}{|x|^{n-s}} + I_1(x) + I_2 \right).
\]
For the last term, using (2.1) we get
\[ I_2 = \sum_{k=1}^{\infty} \int_{r^2k}^{r^2(k+1)} \frac{|y|^n e^u(y)}{|y|^{n-s}} \, dy \leq C \sum_{k=1}^{\infty} \frac{2^{k-1}r^{n-2s}}{(2k)^{n-s}} \leq \frac{C}{r^s} \] (3.13)

Therefore,
\[ \int_{B_r} I_2^2 \, dx \leq Cr^{n-2s}. \] (3.14)

For the second term \( I_1(x) \), we make a further decomposition
\[ I_1 = \left( \int_{B_{2r} \setminus B_{2r} \cap B(x, \frac{r}{2})} + \int_{B_{2r} \setminus B_{2r} \cap B(x, \frac{2r}{3})} + \int_{B_{2r} \setminus B_{2r} \setminus B(x, \frac{2r}{3})} \right) \frac{|y|^n e^u(y)}{|x-y|^{n-s}} \, dy \]
\[ = I_{1,1} + I_{1,2} + I_{1,3}. \] (3.15)

For the terms \( I_{1,2} \) and \( I_{1,3} \), by (2.2) and (3.13) we have
\[ I_{1,2} + I_{1,3} \leq C |x|^s. \] (3.16)

While for the left term \( I_{1,1} \), we use Proposition 2.3 together with the Hölder’s inequality to get the following estimates
\[ \left( \int_{B(\frac{2r}{3})} \frac{|y|^n e^u(y)}{|x-y|^{n-s}} \, dy \right)^2 \leq \int_{B(\frac{2r}{3})} \frac{|y|^{2n} e^{2u(y)}}{|x-y|^{n-s}} \, dy \leq C |x|^s \int_{B(\frac{2r}{3})} \frac{|y|^{2n} e^{2u(y)}}{|x-y|^{n-s}} \, dy. \] (3.17)

Combining (3.15) - (3.17), we conclude that
\[ \int_{B_r \setminus B_{4r}} I_1^2 \, dx \leq C r^{n-2s} + C \int_{B_r \setminus B_{4r}} |x|^s \int_{B(\frac{2r}{3})} \frac{|y|^{2n} e^{2u(y)}}{|x-y|^{n-s}} \, dy \, dx \]
\[ \leq C r^{n-2s} + C \int_{B_{2r} \setminus B_{4r}} |y|^{2n} e^{2u(y)} \left( \int_{B(\frac{2r}{3})} \frac{|x|^s}{|x-y|^{n-s}} \, dx \right) \, dy \]
\[ \leq C r^{n-2s} + C \int_{B_{3r} \setminus B_{2r}} |y|^{2(n+1)} e^{2u(y)} \, dy \leq C r^{n-2s}, \] (3.18)

where the last inequality follows from the same argument in proving (2.17) and the fact that \( n > 2s \).

From (3.12), (3.14) and (3.18), we deduce that
\[ \int_{B_r \setminus B_{4r}} |(-\Delta)^{\frac{s}{2}} u|^2 \, dx \leq C r^{n-2s}. \] (3.19)
Then, the lemma follows from (3.11), (3.19) and \( n > 2s \). \( \square \)

We use Lemma 3.2 to prove the following estimate.

**Lemma 3.3.** There exists a constant \( C \) such that
\[ \int_{B_{r+1}^* \setminus \mathbb{R}^{n+1}} 1^{1-2s} \lambda |\nabla^\lambda (X)|^2 \, dx \, dt \leq C(r), \quad \lambda \geq 1. \] (3.20)

**Proof.** We introduce a cut-off function \( \varphi \in C_0^\infty (B_{4r}) \) with \( \varphi = 1 \) in \( B_{2r} \). Writing \( u^\lambda \) into
\[ u^\lambda = u_1^\lambda + u_2^\lambda, \]
where
\[ u_1^\lambda(x) = c(n, s) \int_{\mathbb{R}^n} \left( \frac{1}{|x - y|^{n-2s}} - \frac{1}{(1 + |y|)^{n-2s}} \right) \varphi(y) |y|^a e^{\lambda y} \, dy + c_\lambda, \]
and
\[ u_2^\lambda(x) = c(n, s) \int_{\mathbb{R}^n} \left( \frac{1}{|x - y|^{n-2s}} - \frac{1}{(1 + |y|)^{n-2s}} \right) (1 - \varphi(y)) |y|^a e^{\lambda y} \, dy. \]

Let \( \mathbf{\overline{u}}_i^\lambda \) denote the \( s \)-harmonic extension of \( u_i^\lambda \) for \( i = 1, 2 \) respectively. As in Lemma 3.2, one can show that
\[ \int_{\mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \mathbf{\overline{u}}_1^\lambda(x)|^2 \, dx \, dt = \kappa_s \int_{\mathbb{R}^n} |(-\Delta)^{\frac{s}{2}} u_1^\lambda(x)|^2 \, dx \leq C(r). \tag{3.21} \]

Next, we shall prove that
\[ \int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla \mathbf{\overline{u}}_2^\lambda(x)|^2 \, dx \, dt \leq C(r) \quad \text{for every } r \geq 1, \lambda \geq 1. \tag{3.22} \]

Proceeding similarly as in the proof of Lemma 2.2, one can verify that
\[ \int_{\mathbb{R}^n} \frac{|u_2^\lambda(x)|}{1 + |x|^{n+2s}} \, dx \leq C(r) \quad \text{and} \quad \| \nabla u_2^\lambda \|_{L^\infty(B_{3r/2})} \leq C(r). \tag{3.23} \]

As a consequence, we have
\[ \| u_2^\lambda \|_{L^\infty(B_{3r/2})} \leq C(r). \tag{3.24} \]

In order to prove (3.22), we consider \( \partial_t \mathbf{\overline{u}}_2^\lambda \) and \( \nabla_x \mathbf{\overline{u}}_2^\lambda \) separately. For the first term, we notice that
\[ \partial_t \mathbf{\overline{u}}_2^\lambda(X) = \partial_t \mathbf{\overline{u}}_2^\lambda(x, t) - u_2^\lambda(x) = d_{n,s} \partial_t \left( \frac{t^{2s}}{|(x - y, t)|^{n+2s}} (u_2^\lambda(y) - u_2^\lambda(x)) \right) dy \]
\[ = d_{n,s} \int_{\mathbb{R}^n} \partial_t \left( \frac{t^{2s}}{|(x - y, t)|^{n+2s}} \right) (u_2^\lambda(y) - u_2^\lambda(x)) dy, \]
where we use
\[ d_{n,s} \int_{\mathbb{R}^n} \frac{t^{2s}}{|(x - y, t)|^{n+2s}} dy = 1. \]

From (3.23) and (3.24), for \( |x - x_0| \leq r \) we get
\[ \left| \int_{\mathbb{R}^n \setminus B_{3r/2}} \partial_t \left( \frac{t^{2s}}{|(x - y, t)|^{n+2s}} \right) (u_2^\lambda(y) - u_2^\lambda(x)) dy \right| \leq C(r) t^{2s-1} \int_{\mathbb{R}^n \setminus B_{3r/2}} \frac{|u_2^\lambda(y)| + 1}{1 + |y|^{n+2s}} dy \leq C(r) t^{2s-1}. \tag{3.25} \]

Using (3.23), we have
\[ \left| \int_{B_{3r/2}} \partial_t \left( \frac{t^{2s}}{|(x - y, t)|^{n+2s}} \right) (u_2^\lambda(y) - u_2^\lambda(x)) dy \right| \leq C \| \nabla u_2^\lambda \|_{L^\infty(B_{3r/2})} \int_{B_{3r/2}} \left| \partial_t \left( \frac{t^{2s}}{|(x - y, t)|^{n+2s}} \right) \right| |x - y| dy \leq C(r) (t^{2s-1} + 1). \tag{3.26} \]

By (3.25) and (3.26), we obtain
\[ \int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\partial_t \mathbf{\overline{u}}_2^\lambda|^2 \, dx \, dt \leq C(r) \int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} (t^{1-2s} + t^{2s-1}) \, dx \, dt \leq C(r). \tag{3.27} \]
For the term $\nabla_x u^\lambda$, in a similar way we have
\[
\int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla_x u^\lambda|^2 \, dx \, dt \leq C(r). \tag{3.28}
\]
Then, (3.28) follows from (3.20), (3.21) and (3.27). Hence, the proof is completed. \qed

**Proposition 3.4.** There exists a constant $C$ such that $c_\lambda \leq C$ for $\lambda \in [1, \infty)$. Consequently, we have
\[
\lim_{\lambda \to +\infty} E(u, \lambda) = \lim_{\lambda \to \infty} E(u^\lambda, 1) < +\infty.
\]
**Proof.** Combining (2.2) and Lemma 3.3 implies that the following term
\[
\frac{1}{2} \int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla u^\lambda|^2 \, dx \, dt - \kappa_s \int_{B^{n+1}_r \cap \partial \mathbb{R}^{n+1}_+} |x|^a e^{\lambda^\alpha} \, dx
\]
is bounded in $\lambda \in [1, \infty)$. Applying Theorem 1.2 and Lemma 3.1, we get
\[
E(u^\lambda, 1) = (2s + a) c_\lambda c_{\lambda} + O(1) \geq E(u, 1) = (2s + a) c_1 c_1 + O(1),
\]
which implies that $c_\lambda$ is bounded from below for $\lambda \geq 1$

From (2.3), we have
\[
u^\lambda = v^\lambda + c_\lambda \geq c_\lambda - C \quad \text{in} \quad B_R \quad \text{for} \quad \lambda \geq 1.
\]
Then, by (2.2) we get
\[
c_\lambda \leq C \quad \text{for} \quad \lambda \geq 1.
\]
Thus, we conclude that $c_\lambda$ is bounded. Therefore, Lemma 3.1 implies that
\[
\int_{\partial B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} \nabla u^\lambda(X) d\sigma = O(1).
\]
This finishes the proof. \quad \qed

We end this part with an estimate that will be used in the proof of Theorem 1.3

**Lemma 3.5.** For every $r > 1$ and $\lambda \geq 1$ we have
\[
\int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} (|u^\lambda|^2 + |\nabla u^\lambda|^2) \, dx \, dt \leq C(r).
\]
**Proof.** We apply the Poincaré inequality with $A_2$ Muckenhoupt weight $t^{1-2s}$, see [14, 24, 30], to get
\[
\int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} |u^\lambda| \, dx \, dt \leq C(r) \int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} |\nabla u^\lambda|^2 \, dx \, dt,
\]
where
\[
\text{avg}(u^\lambda) = \frac{\int_{B^{n+1}_r \cap \mathbb{R}^{n+1}_+} t^{1-2s} u^\lambda \, dx \, dt}{\omega_{n+2-2s}},
\]
denotes the average of $u^\lambda$ over the upper half ball. Therefore, the proof follows from Lemma 3.1 and Lemma 3.3. \quad \qed
3.3. Non-existence of Stable Homogeneous Solution. In this part, we prove the non-existence of stable homogeneous solutions of the form of $\tau(\theta) - (2s + a) \log r$.

The arguments in this section are motivated by the ones given in \cite[section 4.1]{28} and in \cite{10,11,19,21} for the classification of stable homogeneous solutions.

**Theorem 3.6.** There is no stable solution of (1.1) of the form $\tau(\theta) - (2s + a) \log r$ provided

$$\frac{\Gamma\left(\frac{n}{2}\right)\Gamma(s)}{\Gamma\left(\frac{n+2s}{2}\right)} \left(s + \frac{a}{2}\right) > \frac{\Gamma^2\left(\frac{n+2s}{4}\right)}{\Gamma^2\left(\frac{n-2s}{4}\right)}.$$  

Here, $\theta = \frac{r}{|r|} \in S^{n-1}$.

**Proof.** For any radially symmetric function $\varphi \in C^\infty_c(\mathbb{R}^n)$, we have

$$\int_{\mathbb{R}^n} \tau(\theta)(-\Delta)^s \varphi \, dx = 0.$$

Then, from (1.2)

$$\int_{\mathbb{R}^n} e^{\tau(\theta) - 2s \log |x|} \varphi \, dx = \int_{\mathbb{R}^n} [\tau(\theta) - (2s + a) \log |x|] (-\Delta)^s \varphi \, dx$$

$$= \int_{\mathbb{R}^n} [- (2s + a) \log |x|] (-\Delta)^s \varphi \, dx$$

$$= \frac{2s + a}{2s} A_{n,s} \int_{\mathbb{R}^n} \varphi \, |x|^{2s} \, dx,$$

where the last equality follows from (see e.g. \cite{32})

$$(-\Delta)^s \log \frac{1}{|x|^{2s}} = A_{n,s} \frac{1}{|x|^{2s}} = 2s \frac{\Gamma\left(\frac{n}{2}\right)\Gamma(1+s)}{\Gamma\left(\frac{n+2s}{2}\right)} \frac{1}{|x|^{2s}}.$$  

This leads to

$$0 = \int_{\mathbb{R}^n} \left( e^{\tau(\theta)} - \frac{2s + a}{2s} A_{n,s} \right) \frac{\varphi}{|x|^{2s}} \, dx$$

$$= \int_0^{\infty} r^{n-1-2s} \varphi(r) \int_{S^{n-1}} \left( e^{\tau(\theta)} - \frac{2s + a}{2s} A_{n,s} \right) \, d\theta \, dr,$$

which implies

$$\int_{S^{n-1}} e^{\tau(\theta)} \, d\theta = \frac{2s + a}{2s} A_{n,s} |S^{n-1}|.$$  

(3.29)

Now, we shall use the stability condition to derive a counterpart equation of (3.29).

We fix a radially symmetric smooth cut-off function

$$\eta(x) = \begin{cases} 1 & \text{for } |x| \leq 1, \\ 0 & \text{for } |x| \geq 2, \end{cases}$$

and set

$$\eta_\varepsilon(x) = \left(1 - \eta\left(\frac{2r}{\varepsilon}\right)\right) \eta(\varepsilon x).$$

It is straightforward to see that $\eta_\varepsilon = 1$ for $\varepsilon < r < \varepsilon^{-1}$ and $\eta_\varepsilon = 0$ for either $r < \frac{\varepsilon}{2}$ or $r > \frac{\varepsilon}{2}$. We test the stability condition (1.3) on the function $\psi(x) = r^{-\frac{n+2s}{2s}} \eta_\varepsilon(r)$.  

Let \(|y| = rt\) and we notice that

\[
\int_{\mathbb{R}^n} \frac{\psi(x) - \psi(y)}{|x - y|^{n+2s}} dy = r^{-\frac{n}{2} - s} \int_0^\infty \int_{S^{n-1}} \frac{\eta_c(r) - t^{n-1} \eta_c(rt)}{(t^2 + 1 - 2t(\theta, \omega))^{\frac{n+2s}{2}}} r^n dt d\omega
\]

\[
= r^{-\frac{n}{2} - s} \eta_c(r) \int_0^\infty \int_{S^{n-1}} \frac{1 - t^{n-1}}{(t^2 + 1 - 2t(\theta, \omega))^{\frac{n+2s}{2}}} r^n dt d\omega
\]

\[
+ r^{-\frac{n}{2} - s} \int_0^\infty \int_{S^{n-1}} \frac{t^{n-1} - \frac{n-2s}{2} (\eta_c(r) - \eta_c(rt))}{(t^2 + 1 - 2t(\theta, \omega))^{\frac{n+2s}{2}}} r^n dt d\omega.
\]

It is known that, see e.g. [15, Lemma 4.1],

\[
\Lambda_{n,s} = c_{n,s} \int_0^\infty \int_{S^{n-1}} \frac{1 - t^{n-1}}{(t^2 + 1 - 2t(\theta, \omega))^{\frac{n+2s}{2}}} r^n dt d\omega.
\]

Therefore,

\[
c_{n,s} \int_{\mathbb{R}^n} \frac{\psi(x) - \psi(y)}{|x - y|^{n+2s}} dy = c_{n,s} r^{-\frac{n}{2} - s} \int_0^\infty \int_{S^{n-1}} \frac{t^{n-1} - \frac{n-2s}{2} (\eta_c(r) - \eta_c(rt))}{(t^2 + 1 - 2t(\theta, \omega))^{\frac{n+2s}{2}}} r^n dt d\omega
\]

\[
+ \Lambda_{n,s} r^{-\frac{n}{2} - s} \eta_c(r).
\]

Based on the above computations, we compute the left-hand side of the stability inequality (1.3)

\[
\frac{c_{n,s}}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(\psi(x) - \psi(y))^2}{|x - y|^{n+2s}} dxdy
\]

\[
= c_{n,s} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(\psi(x) - \psi(y))\psi(x)}{|x - y|^{n+2s}} dxdy
\]

\[
= c_{n,s} \int_0^\infty dt \left[ \int_0^\infty \eta_c(r)(\eta_c(r) - \eta_c(rt))dr \right] \int_{S^{n-1}} \int_{S^{n-1}} \frac{t^{n-1} - \frac{n-2s}{2} d\omega d\theta}{(t^2 + 1 - 2t(\theta, \omega))^{\frac{n+2s}{2}}}
\]

\[
+ \Lambda_{n,s} |S^{n-1}| \int_0^\infty r^{-1} \eta_c^2(r) dr.
\]

We compute the right-hand side of the stability inequality (1.3) for the test function \(\psi(x) = r^{-\frac{n}{2} + s} \eta_c(r)\) and \(u(r) = -(2s + a) \log r + r(\theta)\),

\[
\int_{\mathbb{R}^n} |x|^a e^{\alpha x} \psi^2 dx = \int_0^\infty \int_{S^{n-1}} \eta_c^2(r) r^{-2s} r^{-(n-2s)} e^{\alpha r} r^{n-1} dr d\theta
\]

\[
= \int_0^\infty r^{-1} \eta_c^2(r) dr \int_{S^{n-1}} e^{\alpha r} d\theta.
\]

From the definition of function \(\eta_c\), we have

\[
\int_0^\infty r^{-1} \eta_c^2(r) dr = \log \frac{2}{\varepsilon} + O(1).
\]

One can see that both the first term on the right-hand side of (3.30) and the right-hand side of (3.31) carry the term \(\int_0^\infty r^{-1} \eta_c^2(r) dr\) and it tends to \(\infty\) as \(\varepsilon \to 0\). As [15, 23], one can show that

\[
f_\varepsilon(t) := \int_0^\infty r^{-1} \eta_c(r)(\eta_c(r) - \eta_c(rt)) dr = O(\log t).
\]
Consequently, we have
\[
\int_0^\infty \left[ \int_0^{\infty} r^{-1} \eta_c(r)(\eta_c - \eta_c(rt)) \right] \int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \frac{t^n - t^{-n}}{t^2 + 1 - 2t(\theta, \omega)} \frac{d\omega d\theta dt}{2n} \approx \int_0^\infty \int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \frac{t^n - t^{-n}}{t^2 + 1 - 2t(\theta, \omega)} \frac{d\omega d\theta dt}{2n} = O(1).
\]
Collecting the higher-order term \((\log \varepsilon)\), we get
\[
\Lambda_{n,s}(S^{n-1}) \geq \int_{\mathbb{S}^{n-1}} e^{r(\theta)} d\theta. \quad (3.32)
\]
From (3.30) and (3.32), we obtain that
\[
\Lambda_{n,s} \geq \frac{2s + A}{2s} \Lambda_{n,s},
\]
which contradicts the assumption (1.6). Therefore, such homogeneous solution does not exist and we finish the proof. \(\Box\)

### 3.4. Blow-down Analysis

**Proof of Theorem 1.1**. Let \( n > 2s \) satisfying (1.4). Let \( R > 1 \) be such that \( u \) is stable outside the ball \( B_R \).

From Lemma 3.3, we obtain that there exists a sequence \( \lambda_i \to +\infty \) such that \( \pi^{\lambda} \) converges weakly in \( H^1_{loc}(\mathbb{R}^n, 1^{1-2s} dx \, dt) \) to a function \( \pi^\infty \). Due to Lemma 3.2, the sequence \( \{u^\lambda\} \) has a weak limit \( u^\infty \) and \( u^\lambda \to u^\infty \) strongly in \( L^2_{loc}(\mathbb{R}^n) \).

To show that \( u^\infty \) satisfies (1.2), we need to establish the uniform integrability of \( u^\lambda \) with respect to a function decays at infinity like \( |x|^{-(n+2s)} \), i.e., for any \( \varepsilon \) there exists \( r \gg 1 \) such that
\[
\int_{\mathbb{R}^n \setminus B_r} \frac{|u^\lambda(x)|}{1 + |x|^{n+2s}} dx < \varepsilon, \quad \text{for every } \lambda \geq 1. \quad (3.33)
\]
In fact, as in (2.3), we get
\[
\int_{\mathbb{R}^n \setminus B_r} \frac{|u^\lambda(x)|}{1 + |x|^{n+2s}} dx \leq C \int_{\mathbb{R}^n \setminus B_{r_0}} \frac{c_\lambda}{1 + |y|^{n+2s}} dy + C \int_{\mathbb{R}^n \setminus B_{r_0}} |y|^a e^{u^\lambda(y)} |E(y)| dy + C \int_{\mathbb{R}^n \setminus B_{r_0}} |y|^a e^{u^\lambda(y)} dy + C \int_{\mathbb{R}^n \setminus B_{r_0}} \frac{dy}{(1 + |y|^{n-2s})(1 + |x|^{n+2s})} dx \leq C r^{-2s} + C r_0^{-\gamma} + C r^{-2s} n^{-2s},
\]
where the uniform boundedness of \( c_\lambda \) achieved in Proposition 3.4 is used. We fix first \( r_0 \) large enough such that \( C r_0^{-\gamma} \leq \varepsilon/2 \) and then choose \( r > 1 \) such that \( C r^{-2s} n^{-2s} + C r^{-2s} \leq \varepsilon/2 \). Thus, (3.34) is proved. As a consequence, \( u^\infty \in L^2(\mathbb{R}^n) \), and for any \( \varphi \in C_c(\mathbb{R}^n) \)
\[
\lim_{i \to \infty} \int_{\mathbb{R}^n} u^\lambda(-\Delta)^s \varphi dx = \int_{\mathbb{R}^n} u^\infty(-\Delta)^s \varphi dx. \quad (3.34)
\]
By (3.34), we have that \( u^\infty \) is indeed the restriction of \( \pi^\infty \) on \( \mathbb{R}^n \). On the other hand, we can also show that
\[
\lim_{i \to \infty} \int_{\mathbb{R}^n} |x|^a e^{u^\lambda} \varphi dx = \int_{\mathbb{R}^n} |x|^a e^{u^\infty} \varphi dx, \quad \forall \varphi \in C_c(\mathbb{R}^n). \quad (3.35)
\]
From (3.34) and (3.35), we conclude that \( u^\infty \) satisfies equation (1.2).
Now, we show that the limit function $\bar{\varpi}$ is homogenous, and is of the form $-(2s+a)\log r + \tau(\vartheta)$. First of all, for any $r > 0$ it is easy to see that

$$\lim_{i \to \infty} E(\bar{\varpi}, \lambda_i r) \text{ is independent of } r. \quad (3.36)$$

Applying $(3.36)$ for $R_2 > R_1 > 0$, we get

$$0 = \lim_{i \to \infty} E(\bar{\varpi}, \lambda_i R_2) - \lim_{i \to \infty} E(\bar{\varpi}, \lambda_i R_1) = \lim_{i \to \infty} E(\bar{\varpi}^1, R_2) - \lim_{i \to \infty} E(\bar{\varpi}^1, R_1)$$

$$\geq \lim_{i \to \infty} \inf \int_{(B_{R_2}^{n+1} \setminus B_{R_1}^{n+1}) \cap \mathbb{R}_+^{n+1}} t^{1-2s}r^{2s-n} \left( \frac{\partial \bar{\varpi}^1}{\partial r} + \frac{2s + a}{r} \right)^2 \, dxdt$$

$$\geq \int_{(B_{R_2}^{n+1} \setminus B_{R_1}^{n+1}) \cap \mathbb{R}_+^{n+1}} t^{1-2s}r^{2s-n} \left( \frac{\partial \bar{\varpi}^\infty}{\partial r} + \frac{2s + a}{r} \right)^2 \, dxdt.$$ 

Notice that in the last inequality we only used the weak convergence of $\bar{\varpi}^1$ to $\bar{\varpi}^\infty$ in $H^1_{\text{loc}}(\mathbb{R}_+^{n+1}, t^{1-2s} \, dxdt)$. So,

$$\frac{\partial \bar{\varpi}^\infty}{\partial r} + \frac{2s + a}{r} = 0 \quad \text{a.e. in } \mathbb{R}_+^{n+1}.$$

Thus, the claim is proved. In addition, $u^\infty$ is stable because the stability condition for $u^\lambda$ passes to the limit. Then, from Theorem 3.6 we conclude that $(1.5)$ holds, which contradicts $(1.6)$. This completes the proof. \hfill \Box

**Appendix A.**

The purpose of this appendix is to provide necessary details for the proof of Proposition 2.5. First, we notice that the stability condition $(1.3)$ can be extended to $\bar{\varpi}$. More precisely, if $u$ is stable in $\Omega$ then

$$\int_{\mathbb{R}_+^{n+1}} t^{1-2s}|\nabla \varphi|^2 \, dx dt \geq \kappa_s \int_{\mathbb{R}^n} |x|^a e^u \varphi^2 \, dx, \quad (A.1)$$

for every $\Phi \in C_c^\infty(\mathbb{R}_+^{n+1})$ satisfying $\varphi(\cdot) := \Phi(\cdot, 0) \in C_c^\infty(\Omega)$. Indeed, if $\bar{\varpi}$ is the $s$-harmonic extension of $\varphi$, we have

$$\int_{\mathbb{R}_+^{n+1}} t^{1-2s}|\nabla \varphi|^2 \, dx dt \geq \int_{\mathbb{R}_+^{n+1}} t^{1-2s}|\nabla \bar{\varpi}|^2 \, dx dt$$

$$= \kappa_s \int_{\mathbb{R}^n} \varphi(-\Delta)^s \varphi \, dx \geq \kappa_s \int_{\mathbb{R}^n} |x|^a e^u \varphi^2 \, dx.$$

Before giving the conclusion of Moser’s iteration, we present the following lemma which will be used in the later context.

**Lemma A.1.** Let $e^{\alpha u} \in L^1(\Omega)$ for some $\Omega \subset \mathbb{R}^n$. Then $t^{1-2s}e^{\alpha \bar{\varpi}} \in L^1_{\text{loc}}(\Omega \times [0, \infty))$.

**Proof.** Let $\Omega_0 \Subset \Omega$ be fixed. Since $u \in L^1(\Omega_0)$, we have for $x \in \Omega_0$ and $t \in (0, R)$

$$\bar{\varpi}(x, t) \leq C + \int_{\Omega} u(y) P(X, y) \, dy = C + \int_{\Omega} g(x, t) u(y) \frac{P(X, y) \, dy}{g(x, t)},$$

where $C = \sup_{\Omega_0} \varphi$. Then for $\Omega_0 \Subset \Omega \Subset \mathbb{R}^n$ and $\tau > 0$ we have

$$\int_0^1 \int_{\Omega_0} t^{1-2s} e^{\alpha \bar{\varpi}} \, dx dt \leq \int_0^1 \int_{\Omega_0} t^{1-2s} e^{\alpha \bar{\varpi}} \, dx dt \leq \int_0^1 \int_{\Omega_0} t^{1-2s} e^{\alpha \bar{\varpi}} \, dx dt,$$

where $C$ is a constant.
where $C \leq g(x, t) := \int_{\Omega} P(X, y)dy \leq 1$ for some positive constant $C$ depending solely on $R$, $\Omega_0$ and $\Omega$. Therefore, by the Jensen’s inequality
\[
\int_{\Omega_0} e^{\alpha u(x, t)}dx \leq C \int_{\Omega_0} e^{\alpha g(x, t)u(y)} P(X, y)dydx
\]
\[
\leq C \int_{\Omega_0} \max\{e^{\alpha u(y)}, 1\} P(X, y)dydx \leq C + C \int_{\Omega} e^{\alpha u(y)}dy,
\]
where the constant $C$ depends on $R$, $\Omega_0$ and $\Omega$, but not on $t$. Hence,
\[
\int_{\Omega_0 \times (0, R)} t^{1-2s} e^{\alpha u(x, t)} dxdt \leq \int_0^R t^{1-2s} \int_{\Omega_0} e^{\alpha u(x, t)} dxdt < \infty.
\]
This finishes the proof. \hfill \Box

The following lemma is the main conclusion of this appendix and it is essential in the proof of Proposition 2.3.

**Lemma A.2.** Let $u \in L_2(\mathbb{R}^n) \cap \dot{H}^s(\mathbb{R}^n)$ be a solution to (1.1). Assume that $u$ is stable in $\Omega \subseteq \mathbb{R}^n$. Let $\Phi \in C_0^\infty(\mathbb{R}^n \times [0, 1])$ be of the form $\Phi(x, t) = \varphi(x)\eta(t)$ for some $\varphi \in C_0^\infty(\Omega)$ and $\eta \equiv 1$ on $[0, 1]$. Then for every $0 < \alpha < 2$ we have
\[
(2 - \alpha) \kappa_s \int_{\mathbb{R}^n} |x|^{\alpha} e^{(1 + 2\alpha)u} \varphi^2 dx \leq 2 \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \|u\|} |\nabla \Phi|^2 dxdt - \frac{1}{2} \int_{\mathbb{R}^n \times [0, 1]} e^{2\alpha \|u\|} |(1 - 2s) \nabla \Phi|^2 dxdt.
\]

**Proof.** For $k \in \mathbb{N}$ we set $\overline{u}_k := \min\{\overline{u}, k\}$. Let $u_k$ be the restriction of $\overline{u}_k$ on $\mathbb{R}^n$. It is straightforward to see that $e^{\alpha \overline{u}_k} \Phi$ can be considered as a test function in (1.3). Therefore,
\[
\kappa_s \int_{\mathbb{R}^n} |x|^{\alpha} e^{\alpha u_k} \varphi^2 dx
\]
\[
= 2\alpha \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} \Phi^2 |\nabla \Phi|^2 dxdt + \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} |\nabla \Phi|^2 dxdt \tag{A.2}
\]
\[
= 2\alpha \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} \Phi^2 |\nabla \Phi|^2 dxdt + \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} \Phi^2 dxdt.
\]

Now, we assume that $t^{1-2s} e^{2(\alpha+\varepsilon)\overline{u}_k} \in L_1^{\infty}(\Omega \times [0, \infty))$ for some $\varepsilon > 0$. Then by \cite{28}, Lemma 3.5, up to a subsequence, we have
\[
\kappa_s \int_{\mathbb{R}^n} |x|^{\alpha} e^{\alpha u_k} \varphi^2 dx = (2\alpha + o(1)) \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} \Phi^2 |\nabla \Phi|^2 dxdt + O(1).
\]

Taking $e^{\alpha \overline{u}_k} \Phi$ as a test function in the stability inequality (A.1) yields
\[
\kappa_s \int_{\mathbb{R}^n} |x|^{\alpha} e^{\alpha u_k} \varphi^2 dx
\]
\[
\leq \alpha^2 \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} |\nabla \Phi|^2 dxdt + \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} |\nabla \Phi|^2 dxdt
\]
\[
+ \frac{1}{2} \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} \Phi^2 dxdt \tag{A.3}
\]
\[
= \alpha^2 \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} |\nabla \Phi|^2 dxdt + \int_{\mathbb{R}^n \times [0, 1]} t^{1-2s} e^{2\alpha \overline{u}_k} |\nabla \Phi|^2 dxdt
\]
\[
- \frac{1}{2} \int_{\mathbb{R}^n \times [0, 1]} e^{2\alpha \overline{u}_k} \Phi^2 dxdt.
\]
where the last equality follows from integration by parts. Notice that the boundary term vanishes as \( \eta(t) = 1 \) on \([0,1]\). Combining the prior estimates, we obtain

\[
(2 - \alpha - \varepsilon) \kappa_s \int_{\mathbb{R}^n} \left| x \right|^2 e^{x u} e^{2 \alpha \eta u} \varphi^2 \, dx
\]

\[
\leq (-2 \alpha \varepsilon + o(1)) \int_{\mathbb{R}^{n+1}_+} t^{1-2s} e^{2 \alpha \eta t} |\nabla u_k|^2 \, dx \, dt + O(1)
\]

(A.4)

\[\int_{\mathbb{R}^{n+1}_+} t^{1-2s} e^{2 \alpha \eta t} |\nabla \Phi|^2 \, dx \, dt - \int_{\mathbb{R}^{n+1}_+} e^{2 \alpha \eta t} \nabla \cdot [t^{1-2s} \nabla \Phi^2] \, dx \, dt.\]

Concerning the last term in (A.4), one can notice that

\[\nabla \cdot [t^{1-2s} \nabla \Phi^2] = t^{1-2s} \eta^2 \Delta_t \varphi^2 + \varphi^2 \partial_t (t^{1-2s} \partial_t \eta^2).\]

Again, as \( \eta = 1 \) on \([0,1]\), the second term in the right-hand side of the above expression is identically zero for \(0 \leq t \leq 1\). Therefore, Lemma [A.1] yields

\[\left| \int_{\mathbb{R}^{n+1}_+} t^{1-2s} e^{2 \alpha \eta t} |\nabla \Phi|^2 \, dx \, dt \right| + \left| \int_{\mathbb{R}^{n+1}_+} e^{2 \alpha \eta t} \nabla \cdot [t^{1-2s} \nabla \Phi^2] \, dx \, dt \right| \leq C.\]

Thus,

\[(2 - \alpha - \varepsilon) \int_{\mathbb{R}^n} e^{x u} e^{2 \alpha \eta u} \varphi^2 \, dx \leq C,
\]

provided \( \int_{\Omega} e^{(1+2\alpha)u} \, dx < \infty \). Now, choosing \( \alpha \in (0, \frac{1}{2}) \) and \( 0 < \varepsilon < \frac{1}{2} - \alpha \) in the above estimate and then taking \( k \to \infty \) we conclude \( e^{(1+2\alpha)u} \in L^1_{\text{loc}}(\Omega) \). By an iteration argument we conclude that \( e^{(1+2\alpha)u} \in L^1_{\text{loc}}(\Omega) \) for every \( \alpha \in (0,2) \).

Now, send \( k \to \infty \) in (A.2) to get

\[\int_{\mathbb{R}^{n+1}_+} t^{1-2s} e^{2 \alpha \eta t} |\nabla u_k|^2 \, dx \, dt < \infty.\]

And, take limit in (A.2) and (A.3) as \( k \to \infty \). Then, the proof of lemma follows immediately since the second term on the right-hand side of (A.2) when \( k \to \infty \), can be re-written as

\[\int_{\mathbb{R}^{n+1}_+} t^{1-2s} e^{2 \alpha \eta t} \nabla u_k \cdot \nabla \Phi^2 \, dx \, dt = \frac{1}{2\alpha} \int_{\mathbb{R}^{n+1}_+} t^{1-2s} \nabla e^{2 \alpha \eta t} \cdot \nabla \Phi^2 \, dx \, dt = \frac{-1}{2\alpha} \int_{\mathbb{R}^{n+1}_+} e^{2 \alpha \eta t} \nabla \cdot [t^{1-2s} \nabla \Phi^2] \, dx \, dt.\]

Note that the boundary integral is zero as \( \eta = 1 \) on \([0,1]\). This completes the proof. \( \square \)
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