Exact results for nonlinear Drude weights in the spin-1/2 XXZ chain
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Nonlinear Drude weight (NLDW) is a generalization of the linear Drude weight, which characterizes the nonlinear transport in quantum many-body systems. We investigate these weights for the spin-1/2 XXZ chain in the critical regime. The effects of the Dzyaloshinskii–Moriya interaction and an external magnetic field are also studied. Solving the Bethe equations numerically, we obtain these weights for very large system sizes and identify parameter regimes where the weights diverge in the thermodynamic limit. These divergences appear in all the orders studied in this paper and can be regarded as a generic feature of the NLDWs. We study the origin of these divergences and reveal that they result from nonanalytic finite-size corrections to the ground state energy. Furthermore, we compute closed-form expressions for several weights in the thermodynamic limit and find excellent agreement with the numerical results.

Introduction. — Transport phenomena have been one of the most important subjects in condensed matter and statistical physics. The linear transport phenomena are well explained by the famous linear response theory [1] and widely applied to many experiments. On the other hand, the nonlinear responses are less understood [2] and we still do not have a systematic understanding of them. While the nonlinear responses have been well-studied in the field of nonlinear optics [3] [4], they are still an intriguing topic. For instance, rectification currents [5] [6] and high-harmonic generations [7] [8] in solids are experimentally observed and extensively studied recently. They are used as new experimental probes and expected to be utilized for future optical/electric devises. Stimulated by this situation, the theoretical investigation for nonlinear responses is rapidly developing [9] [13], but further studies are still desired. In particular, the understanding of the nonlinear responses in many-body interacting systems is still poor compared with the non-interacting case [16] [18].

Very recently, nonlinear Drude weights (NLDWs) characterizing the nonlinear static transport have been introduced [19] [20]. This is an extension of the linear Drude weight which was introduced by Kohn as an indicator to distinguish metals and insulators in quantum many-body systems [21] and has been extensively studied in various contexts related to transport phenomena. In particular, the Drude weight is calculable with the exact solutions of one-dimensional quantum many-body systems and thus has been a principal quantity in the studies of their transport phenomena at zero and finite temperature [22]. As the linear one has played a very important role, the NLDWs are also expected to provide useful information about nonlinear transport even in interacting many-body systems. However, most of the properties of NLDWs are still unexplored. For example, Ref. [19] reported the divergent behavior of the third-order Drude weight in the spin-1/2 XXZ chain. This is regarded as a feature of NLDWs not existing in linear Drude weights, and calls for a more detailed analysis of NLDWs, especially in interacting systems.

In this paper, we study the NLDWs at zero temperature in the spin-1/2 XXZ chain, which is a prototypical many-body interacting model [23]. The linear Drude weight of this model has been extensively studied in quantum transport phenomena [22] [24] [29]. The most important advantage of this model is its solvability by the Bethe ansatz [30] [31], which enables us to treat very large system sizes. We also study the effect of the Dzyaloshinskii–Moriya (DM) interaction with a uniform DM vector along the z axis [32] and an external magnetic field which are treatable within the Bethe ansatz technique. By using the exact solutions, we calculate the first several orders of the NLDWs numerically and find parameter regimes where the weights diverge in the thermodynamic limit. While this divergence never appears in the linear one, it appears in all the NLDWs studied in this paper.

Thus, we consider that the divergent behavior is one of the generic features of the NLDWs in interacting systems. To clarify the origin of this divergence, we analyze the finite-size corrections to the ground state energy of the model. The detailed analysis shows that the divergence comes from a nonanalytic term proportional to a noninteger power of $1/N$ ($N$: system size). We explicitly identify the noninteger powers and confirmed the expected divergence by using our numerical results. Furthermore, we derive closed-form expressions in the thermodynamic limit for several NLDWs in the convergent region by using the Wiener-Hopf method [30] [33] [35]. The obtained results match the numerical results with high accuracy.

Models. — The spin-1/2 XXZ chain with periodic
boundary conditions is defined by the Hamiltonian:

\[ \hat{H}(0) = \sum_{l=1}^{N} 2J \left[ \hat{S}_l^x \hat{S}_{l+1}^x + \hat{S}_l^y \hat{S}_{l+1}^y + \Delta \hat{S}_l^z \hat{S}_{l+1}^z \right], \]

where \( \hat{S}_l^\alpha \) (\( \alpha = x, y, z \)) are spin-1/2 operators, \( J > 0 \) is the coupling constant, \( \Delta \) is the anisotropy parameter, and \( N \) is the number of sites. We identify \( N + 1 \) with 1 and assume that \(-1 < \Delta < 1\) and \( N \) is even throughout this paper. Note that this model is mapped to the interacting spinless fermion model via the Jordan-Wigner transformation \([30]\). In this model, the Hamiltonian with the \( U(1) \) flux \( \Phi \) reads

\[ \hat{H}(\Phi) = \sum_{l=1}^{N} 2J \left[ \frac{1}{2} e^{i \Phi \hat{S}_l^z} \hat{S}_l^+ \hat{S}_{l+1}^- + \text{h.c.} + \Delta e^{i \Phi \hat{S}_l^z} \hat{S}_l^\pm \hat{S}_{l+1}^\mp \right], \]

where \( \hat{S}_l^\pm = \hat{S}_l^x \pm i \hat{S}_l^y \). Here it is enough to consider only \(-\pi < \Phi \leq \pi \), as \( \hat{H}(\Phi) \) and \( \hat{H}(\Phi + 2\pi) \) have the same spectrum. The \( \Phi \neq 0 \) case corresponds to the spin-1/2 XXZ chain with DM interaction \([32][36]\). When we consider the effect of an external magnetic field, we add to the Hamiltonian the term \(-h \sum_{l=1}^{N} \hat{S}_l^z \) where \( h \) is the magnetic field.

Since the total magnetization \( \hat{S}_{\text{tot}} = \sum_{l=1}^{N} \hat{S}_l^z \) is conserved even under the magnetic field, we can obtain the lowest energy state in each sector individually by the Bethe ansatz \([37]\). In the sector with \( M \) down spins, the Bethe roots \( \{ \psi_j(\Phi) \} \) are determined by the following Bethe equation for \( j = 1, 2, \ldots, M \):

\[ p_1(\psi_j(\Phi)) + \frac{\Phi}{N} - \frac{1}{N} \sum_{k=1}^{M} p_2(\psi_j(\Phi) - \psi_k(\Phi)) = \frac{\pi}{N} (-M + 2j - 1), \]

where \( p_n(v) \equiv 2 \tan^{-1}\left( \frac{\tanh \frac{v}{2}}{\tan \frac{\eta}{2}} \right) \) and \( \gamma \equiv \arccos \Delta \). Using the Bethe roots, the energy density is given as

\[ e(\Phi, h; M) = \frac{1}{N} \sum_{j=1}^{M} \frac{2J \sin^2 \gamma}{\cos \gamma - \cosh \gamma \psi_j(\Phi)} + \frac{J \Delta}{2} - h - \frac{1}{2} \frac{M}{N}. \]

If \( h = 0 \) and \( \Phi = 0 \), it is known that the ground state lies in the sector of \( M = N/2 \) \([38]\). Thus, for sufficiently small \( \Phi \) the ground state energy density of \( \hat{H}(\Phi) \) is \( e_{gs}(\Phi) = e(\Phi, h = 0; M = N/2) \) \([39]\). Under the magnetic field \( h \), \( M \) is not necessarily equal to \( N/2 \) and the ground state energy density is given as \( e_{gs}(\Phi, h) = \min_{N/2} e(\Phi, h; M) \).

**Nonlinear Drude weight.** — Let us introduce the NLDWs. We follow the argument of Ref. \([19]\]. We consider the application of the time-dependent flux \( \Phi(t) \equiv N \phi(t) \). This induces the spin current density \( j_s(t) = \langle \psi(t) | \partial_t \hat{H}(\Phi(t)) | \psi(t) \rangle \). Here, the state at time \( t \) is defined as \( | \psi(t) \rangle = \hat{U}(t) | \psi_0 \rangle \) where \( \hat{U}(t) = \mathcal{T} \exp \left[ -i \int_{0}^{t} \hat{H}(\Phi(s)) ds \right] \) is the time-evolution operator and \( | \psi_0 \rangle \) is the ground state of \( \hat{H}(\Phi(0)) \). Then, we define the linear and nonlinear conductivities in real time as

\[ j_s(t) - j_s(0) = \sum_{n=1}^{N} \frac{1}{n!} \int_{0}^{t} dt_1 \cdots \int_{0}^{t} dt_n \left( \frac{d^{n} \phi(t)}{dt^{n}} \right) \times \sigma^{(n)}(t - t_1, \ldots, t - t_n) \prod_{l=1}^{n} \left( -\frac{d\phi(t_l)}{dt_l} \right). \]

Since the response function \( \sigma^{(n)}(t_1, \ldots, t_n) \) vanishes whenever \( t_l < 0 \) for any \( l = 1, 2, \ldots, n \) due to causality, the Fourier transform is given as \( \sigma^{(n)}(\omega_1, \ldots, \omega_n) = \int_{-\infty}^{\infty} dt_1 \cdots \int_{-\infty}^{\infty} dt_n \sigma^{(n)}(t_1, \ldots, t_n) \prod_{l=1}^{n} e^{i(\omega_l + i0) t_l} \). The \( n \)-th order Drude weights in a finite system \( D^{(n)}_N \) are defined by the most singular part of \( \sigma^{(n)}(\omega_1, \ldots, \omega_n) \) around \( \omega_1, \ldots, \omega_n = 0 \) and thus reads

\[ \sigma_{\text{Drude}}^{(n)}(\omega_1, \ldots, \omega_n) = D^{(n)}_N \prod_{l=1}^{n} \frac{i}{\omega_l + i0}. \]
where the $n$-th order conductivity is decomposed as

$$\sigma^{(n)} = \sigma^{(n)}_{\text{Drude}} + \sigma^{(n)}_{\text{regular}}.$$  

At zero temperature, NLDWs $D_N^{(n)}$ can be calculated as

$$D_N^{(n)}(\Theta) = N^{n+1} \left. \frac{\partial^{n+1}}{\partial \Phi^{n+1}} e_{\Phi}(\Phi) \right|_{\Phi=\Theta}. \quad (7)$$

This is the one-dimensional version of the nonlinear Kohn formula derived in Refs. [19] and [20] which provide two different derivations, respectively. The finite $\Theta$ corresponds to the DM interaction as mentioned above. Under a finite magnetic field, we define $D_N^{(n)}(\Theta, h)$ with replacing $e_{\Phi}(\Phi)$ by $e_{\Phi}(\Phi, h)$ in Eq. (7). Note that the spin current corresponds to the electric (particle) current when the spin chain is mapped to the fermionic chain and thus the NLDWs defined above are related not only to the spin transport but also to more generic transport properties in interacting many-body systems.

**Numerical results.** — By numerically solving the Bethe equations [Eq. (5)], we calculate the NLDWs $\mathcal{D}_N^{(n)}(\Theta)$. To calculate them, we approximate the derivative in Eq. (7) by finite differences.

First, we study the $\Theta = 0$ case where only the odd orders are nonvanishing. This is because the ground state energy density $e_{\Phi}(\Phi)$ is an even function of $\Phi$. It corresponds to the fact that the even order nonlinear responses vanish in inversion symmetric systems, which is well-known in nonlinear optics [34, 44]. The results for $\mathcal{D}_N^{(n)}(0)$ ($n = 1, 3, 5$) are shown in Figs. 1 (a)+(c). Fig. 1 (a) is consistent with the previous work [24], and Fig. 2 (b) is also consistent with the recent numerical results for small system sizes [19]. The most significant difference between the linear and nonlinear ones is the existence of divergent regions. The third-order one $\mathcal{D}_N^{(3)}(0)$ and the fifth-order one $\mathcal{D}_N^{(5)}(0)$ tend to diverge for $0.5 \lesssim \Delta < 1$ and $0 \lesssim \Delta < 1$, respectively. Note that $\mathcal{D}_N^{(5)}(0)$ crosses zero at $\Delta \simeq -0.29$ and changes its sign when passing through the point as seen in Fig. 1 (c). This is a unique feature which does not appear in the lower orders and there might arise some special properties at this point. We also note in passing that a divergent behavior similar to that of $\mathcal{D}_N^{(3)}(0)$ was found for the fourth derivative of the ground state energy density with respect to the magnetization [41].

Next, we consider the $\Theta \neq 0$ case. As we mentioned, this corresponds to the XXZ spin chain with finite DM interaction which breaks the inversion symmetry. Thus, even order responses are allowed. The results for $\mathcal{D}_N^{(n)}(\Theta \neq 0)$ ($n = 2, 4$) are shown in Figs. 2 (a)+(b). As we expected, $\mathcal{D}_N^{(n)}(\Theta \neq 0)$ is nonzero in finite systems.

We can see the convergence of $\mathcal{D}_N^{(n)}(\Theta \neq 0)$ ($n = 2, 4$) to 0 in a wide range of $\Delta$ in the thermodynamic limit. The interesting point is that there also exist the divergent regions, as seen in Figs. 1 (b) and (c). The second-order one $\mathcal{D}_N^{(2)}(\Theta \neq 0)$ and the forth-order one $\mathcal{D}_N^{(4)}(\Theta \neq 0)$ tend to diverge for $0.81 \lesssim \Delta < 1$ and $0.22 \lesssim \Delta < 1$, respectively. Since the effect of the flux $\Theta$ is rewritten as a twisted boundary condition, the ground state energy density is expected to be independent of $\Theta$ in the thermodynamic limit. Thus, it might seem that $\mathcal{D}_N^{(n)}(\Theta \neq 0)$ is zero. However, since the Drude weights are differential coefficients before taking the thermodynamic limit, the divergence does not contradict the above statement. This reflects that the thermodynamic limit and the differentiation with respect to $\Phi$ are not interchangeable.

Finally, we study the effect of the magnetic field. The results for $\mathcal{D}_N^{(3)}(0, h)$ are shown in Fig. 2 (c). For the $\Delta$ around both $-1$ and $1$, the values are suppressed. Some of the values around $\Delta = -1$ reach zero. It is natural because the gapped regime comes into $|\Delta| < 1$ under the magnetic field [20]. The more nontrivial one is around $\Delta = 1$. It seems that the divergent behavior is suppressed by the magnetic field. Indeed, the $N$ dependence shown in the insets of Fig. 2 (c) confirms that the convergent region becomes wider under the magnetic field. As we discuss later, this behavior can be understood from the low-energy effective field theory. Note
that these properties are seen in other orders of NLDWs as well [12].

**Origin and properties of the divergence.** — As Figs. 1 and 2 imply, the NLDWs diverge in the certain regions by taking the thermodynamic limit. While the same behavior in the third-order one was reported based on numerical diagonalization [19], the origin remains unclear. Here, we show that these behaviors are caused by the special terms included in the power series expansion of \( e_{gs}(\Phi) \). The finite size corrections to the ground-state energy of the XXZ spin chain have been studied in great detail [43–48]. Previous studies revealed that the corrections include both integer and noninteger powers of \( 1/N \), both of which can be accounted for by considering the low-energy effective field theory of the XXZ chain, i.e., the \( c = 1 \) conformal field theory (CFT) perturbed by irrelevant operators. Although the effect of the flux has not been fully explored, it is natural to assume that the coefficient of each correction term can be Taylor expanded around \( \Phi = 0 \). This, together with the fact that \( e_{gs}(\Phi) \) is an even function of \( \Phi \), yields

\[
e_{gs}(\Phi) - e_{gs}(0) = \sum_{k \geq 1} A_{k,1} \left( \frac{1}{N} \right)^{2k} \Phi^{2l} + \sum_{k, l \geq 1} B_{k, l} \left( \frac{1}{N} \right)^{2k + 4m} \Phi^{2l},
\]

where \( A_{k,1} \) and \( B_{k, l} \) are coefficients depending on the parameter \( \gamma \). Note that the coefficients \( A_{1,1}, A_{2,2}, \) and \( B_{1,1} \) can be read off from Eq. (4.1) in Ref. [48], and at the free-fermion point (\( \gamma = \pi/2 \)), all the coefficients can be easily computed explicitly [19]. In the following, for simplicity, we restrict ourselves to the case where \( \gamma \) is generic, i.e., none of the exponents in the second sum are integers. The noninteger exponent can be rewritten as \( 2k + 4m\gamma/(\pi - \gamma) = 2k + 4m(2K - 1) \), where \( K = (\pi/2)/(\pi - \gamma) \) is the Tomonaga-Luttinger parameter of the model [43–45, 49]. This reflects that the nonanalytic finite size corrections originate from irrelevant operators with noninteger scaling dimensions such as \( 4K \) [45–48].

Any term \( \Phi^\alpha/N^\beta \) \((\alpha > \beta)\) in Eq. (4) can contribute to divergences of NLDWs. The straightforward calculation gives

\[
D_N^{(2k-1)}(\Theta) = (2k)! A_{k,k} + B_{1,k,1} N^{2k-2 - \frac{4\gamma}{\pi - \gamma}} + \cdots,
\]

\[
D_N^{(2k)}(\Theta) = (2k + 2)! A_{k+1,k+1} \frac{\Theta}{N} + C_k(\Theta) N^{2k-1 - \frac{4\gamma}{\pi - \gamma}} + \cdots,
\]

where \( C_k(\Theta) \equiv \sum_{l > 2k} (2l)!/(2l - 2k - 1)! B_{l,1,1} \Theta^{2l-2k-1} \).

The above expressions suggest that \( D_N^{(2k-1)}(\Theta) \) and \( D_N^{(2k)}(\Theta) \) are likely to diverge when the exponent of the power of \( N \) in each second term, which can be the leading term, is positive: \( 2k > 2 + 4\gamma/(\pi - \gamma) \) and \( 2k > 1 + 4\gamma/(\pi - \gamma) \), respectively [61]. This enabled us to determine the green regions in Figs. 1 and 2.

Also, Eqs. (9) and (10) imply that \( D_N^{(n)}(\Theta) \) shows the divergence caused by \( N^{\alpha - 1 - \frac{4\gamma}{\pi - \gamma}} \) in the divergent region. In order to confirm this, we define \( r^{(2k-1)}(1/N) \) and \( r^{(2k)}(1/N) \) as

\[
r^{(2k-1)}(1/N) = \frac{D_N^{(2k-1)}(0)}{(2k)! B_{1,k,1} N^{2k-2 - 4\gamma/(\pi - \gamma)}}, \tag{11}
\]

\[
r^{(2k)}(1/N) = \frac{D_N^{(2k)}(\Theta)}{C_k(\Theta) N^{2k-1 - 4\gamma/(\pi - \gamma)}}, \tag{12}
\]

and plot Eq. (11) [Eq. (12)] in the insets of Figs. 1 (b) and (c) [Figs. 2 (a) and (b)]. These figures clearly show that each data is on a straight line to the value near 1 in the large \( N \) region, indicating that the divergences are caused by the noninteger power terms of \( N \) expected from the power series expansion \( [8] \). We stress that the numerical confirmation of these behaviors is quite challenging because it requires large system sizes, which are beyond the reach of other numerical methods such as exact diagonalization.

The suppression of the divergence under the magnetic field around \( \Delta = 1 \), shown in Fig. 2 (c), is also explained by the expansion \( [8] \). In the absence of the magnetic field, the umklapp scattering term with scaling dimension \( 4K = 2\pi/(\pi - \gamma) \) is responsible for the nonanalytic finite-size corrections. However, in the presence of the magnetic field, the Fermi wave vectors become incommensurate with the lattice. As a result, the umklapp term oscillates in space and should be dropped in a renormalization group sense [34, 49, 52]. Therefore, the effect of noninteger powers in Eq. (4) is expected to be small under the magnetic field and thus the divergence is suppressed as well.

**Analytical form in the convergent region.** — By using the expansion \([8]\), we can derive closed-form expressions for NLDWs in the thermodynamic limit. Taking the limit in Eq. (5) in the convergent region, we obtain the NLDWs \( D^{(2k)} = 0 \) and \( D^{(2k-1)} = (2k)! A_{k,k} \) where \( D^{(n)} \equiv \lim_{N \rightarrow \infty} D_N^{(n)}(\Theta) \), and thus the problem is reduced to the calculation of \( A_{k,k} \). These coefficients can be calculated using the Wiener-Hopf method, which is a mathematical technique to solve the Wiener-Hopf integral equations [30, 33, 35] (see Supplemental Material for more details). As a result, the first-order (linear) one is

\[
D^{(1)} = \frac{\pi J \sin \gamma}{2\gamma(\pi - \gamma)}, \tag{13}
\]

for \( 0 < \gamma < \pi \). This reproduces the previous result in Refs. [24, 25]. The third-order and fifth-order ones are given by

\[
D^{(3)} = \frac{-J \sin \gamma}{8\gamma(\pi - \gamma)} \left[ \Gamma\left( \frac{3\pi - 2\gamma}{2\gamma} \right) \Gamma\left( \frac{\pi - 2\gamma}{2\gamma} \right)^3 + \frac{3\pi \tan \left( \frac{\pi}{2\gamma} \right)}{\pi - \gamma} \right], \tag{14}
\]
for $\pi/3 < \gamma < \pi$, and

$$D^{(5)} = \frac{3J \sin \gamma}{32\pi \gamma (\pi - \gamma)} \left[ \frac{\Gamma\left(\frac{\pi}{2}\gamma\right) \Gamma\left(\frac{\pi-\gamma}{2}\right)^5}{\Gamma\left(\frac{\pi(\pi-\gamma)}{2\gamma}\right) \Gamma\left(\frac{\pi}{2}\right)^3} \right.$$  

$$\left. - \frac{5}{3} \frac{\Gamma\left(\frac{\pi}{2}\gamma\right) \Gamma\left(\frac{\pi-\gamma}{2}\right)^6}{\Gamma\left(\frac{\pi(\pi-\gamma)}{2\gamma}\right) \Gamma\left(\frac{\pi}{2}\right)^3} + \frac{15\pi^2 \tan^2 \left(\frac{\pi}{2}\gamma\right)}{(\pi - \gamma)^2} \right]$$

$$\left. + \frac{5\pi \tan \left(\frac{\pi}{2}\gamma\right)}{\pi - \gamma}, \frac{\Gamma\left(\frac{\pi}{2}\gamma\right) \Gamma\left(\frac{\pi-\gamma}{2}\right)^3}{\Gamma\left(\frac{\pi(\pi-\gamma)}{2\gamma}\right) \Gamma\left(\frac{\pi}{2}\right)^3} \right] \right), \quad (15)$$

for $\pi/2 < \gamma < \pi$, respectively. We note that the result of $D^{(5)}$ can also be read off from $A_{2,2}$ in Eq. (8) and is consistent with the result of Ref. [19]. These are plotted in Fig. 1. Clearly, the analytical results match the numerical results with high accuracy.

**Conclusion and Outlook.**—In this study, we calculated the zero-temperature NLDWs of the spin-1/2 XXZ chain in the critical regime numerically for large system sizes, considering the effect of the DM interaction or the external magnetic field. The numerical results [Figs. 1 and 2] revealed that all the NLDWs diverge in certain $\Delta$ regions by taking the thermodynamic limit. Thus, we considered these divergences are a generic feature in interacting systems and investigated their mechanism. Based on the power series expansion [Eq. (8)], we identified the origin of the divergences as nonanalytic finite-size corrections to the ground state energy. This expansion also allows us to identify the regions and strength of the divergences. We confirmed that they are in good agreement with the numerical data. Furthermore by using the Wiener-Hopf method, we obtained the closed forms of several weights in the thermodynamic limit [Eqs. (13)-(15)]. In the convergent regions, they matched the numerical results with high accuracy as seen in Fig. 1. Although in this paper we calculated the analytical expressions for NLDWs by treating the magnetization and the U(1) flux simultaneously (see Supplemental Material), we expect that a direct calculation for zero magnetization should be possible using another method involving nonlinear integral equations [54]. A thorough analysis of NLDWs based on such a sophisticated method would be an interesting future direction.

Our results are a first systematic calculation of the NLDWs in interacting many-body systems for very large system sizes. We found that the divergent behavior generically appears and clarified the origin of the divergence. We believe that our results will help understanding the nonlinear transport in quantum many-body systems.
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Supplemental Material: “Exact results for nonlinear Drude weights in quantum spin chains”

S1. Dzyaloshinskii–Moriya Interaction

Here we consider the spin-1/2 XXZ chain with DM interaction. The model is defined by the Hamiltonian:

\[ \hat{H}(0) + \sum_{l=1}^{N} 2D_l \cdot (\hat{S}_l \times \hat{S}_{l+1}) = \sum_{l=1}^{N} \left[ (J + iD) \hat{S}_l^+ \hat{S}_{l+1}^- + \text{h.c.} + 2J\Delta \hat{S}_l^z \hat{S}_{l+1}^z \right] \]  

(1)

\[ = \sum_{l=1}^{N} 2J_{D} \left[ \frac{1}{2} e^{i\theta} \hat{S}_l^z \hat{S}_{l+1}^z + \text{h.c.} + \Delta_D \hat{S}_l^z \hat{S}_{l+1}^z \right]. \]  

(2)

where we assumed that the DM vector \( D_k \) is uniform and along the \( z \) axis, namely \( D_k = D \hat{z} \), and introduced new parameters: \( \theta = \arg(J + iD) \), \( J_{D} = \sqrt{J^2 + D^2} \), and \( \Delta_{D} = J\Delta/\sqrt{J^2 + D^2} \). Then we can define the unitary transformed one as \( \hat{H}_{DM} \):

\[ \hat{H}_{DM} = \sum_{l=1}^{N} 2J_{D} \left[ \frac{1}{2} e^{i\theta} \hat{S}_l^z \hat{S}_{l+1}^z + \text{h.c.} + \Delta_{D} \hat{S}_l^z \hat{S}_{l+1}^z \right], \]  

(3)

where \( \Theta \) is a uniquely determined constant satisfying \( -\pi < \Theta \leq \pi \). Thus renormalization enables us to identify the above with Eq. (2).

S2. Numerical Calculation of Drude Weights

In order to calculate \( D_N^{(n)}(\Theta) \) \( (n = 1, 2, 3, 4, 5) \), we approximate the derivative in Eq. (7) by finite differences as

\[ D_N^{(1)}(\Theta) \approx N^3 \frac{e_{gs}(\delta + \Theta) + e_{gs}(\delta + \Theta) - 2e_{gs}(\Theta)}{\delta^2}, \]  

(4)

\[ D_N^{(2)}(\Theta) \approx N^2 \frac{e_{gs}(\frac{3\delta}{2} + \Theta) - e_{gs}(\frac{-3\delta}{2} + \Theta) - 3(e_{gs}(\frac{\delta}{2} + \Theta) - e_{gs}(\frac{-\delta}{2} + \Theta))}{\delta^3}, \]  

(5)

\[ D_N^{(3)}(\Theta) \approx N^4 \frac{e_{gs}(2\delta + \Theta) + e_{gs}(-2\delta + \Theta) - 2(e_{gs}(\delta + \Theta) + e_{gs}(-\delta + \Theta)) + 6e_{gs}(\Theta)}{\delta^4}, \]  

(6)

\[ D_N^{(4)}(\Theta) \approx N^5 \frac{e_{gs}(\frac{5\delta}{2} + \Theta) - e_{gs}(\frac{-5\delta}{2} + \Theta) - 5(e_{gs}(\frac{3\delta}{2} + \Theta) - e_{gs}(\frac{-3\delta}{2} + \Theta)) + 10(e_{gs}(\frac{\delta}{2} + \Theta) - e_{gs}(\frac{-\delta}{2} + \Theta))}{\delta^5}, \]  

(7)

\[ D_N^{(5)}(\Theta) \approx N^6 \frac{e_{gs}(3\delta + \Theta) + e_{gs}(-3\delta + \Theta) - 6(e_{gs}(2\delta + \Theta) + e_{gs}(-2\delta + \Theta)) + 15(e_{gs}(\delta + \Theta) + e_{gs}(-\delta + \Theta)) - 20 e_{gs}(\Theta)}{\delta^6}, \]  

(8)

where \( \delta \) is sufficiently small. Note that too small \( \delta \) may lead to numerical precision errors. In order to calculate \( D_N^{(n)}(\Theta, h) \), we have to replace all the \( e_{gs}(\Phi) \) in the above relations by \( e_{gs}(\Phi, h) \).

S3. Wiener-Hopf Method

In this part, we introduce the Wiener-Hopf method \[34, 35\]. The combination of this method and the Bethe ansatz enables us to calculate the lowest energy density of each magnitization sector in the thermodynamic limit.
1. Bethe ansatz in the thermodynamic limit

We consider the spin-1/2 XXZ chain without the magnetic field:

$$\hat{H}(0) = \sum_{i=1}^{N} 2J \left[ \hat{S}_i^x \hat{S}_{i+1}^x + \hat{S}_i^y \hat{S}_{i+1}^y + \Delta \hat{S}_i^z \hat{S}_{i+1}^z \right].$$  \quad (S9)

Since the total magnetization $\hat{S}_\text{tot}^z = \sum_i \hat{S}_i^z$ is conserved in this model, we can obtain the lowest energy state in each magnetization sector individually by the Bethe ansatz. In the sector with $M$ down spins, the Bethe roots are determined by the following Bethe equations:

$$Z_N(v_j) = \frac{2\pi I_j}{N} = \frac{\pi}{N} (-M + 2j - 1) \quad (j = 1, 2, \ldots, M),$$  \quad (S10)

where

$$Z_N(v) \equiv p_1(v) - \frac{1}{N} \sum_{k=1}^{M} p_2(v - v_k)$$  \quad (S11)

with

$$p_n(v) \equiv 2 \tan^{-1} \left( \frac{\tanh \frac{\gamma}{2} v}{\tan \frac{n\gamma}{2}} \right).$$  \quad (S12)

It is known that there exists a unique set of real solutions $\{v_j\}$ satisfying $-\infty \leq v_1 < v_2 < \ldots < v_M \leq \infty$. Differentiating Eq. (S11) with respect to $v$, we get

$$\rho_N(v) = a_1(v) - \frac{1}{N} \sum_{k=1}^{M} a_2(v - v_k),$$  \quad (S13)

where

$$\rho_N(v) = \frac{1}{2\pi} \frac{dZ_N(v)}{dv}$$  \quad (S14)

and

$$a_n(v) = \frac{1}{2\pi} \frac{d}{dv} p_n(v) = \frac{\gamma}{2\pi} \frac{\sin n\gamma}{\cosh \gamma v - \cos n\gamma}.$$  \quad (S15)

Then $\{v_j\}$ gives the lowest energy density as

$$e(M) = -\frac{2\pi A}{N} \sum_{j=1}^{M} a_1(v_j) + \frac{\Delta}{2},$$  \quad (S16)

where $A = 2J \sin \gamma/\gamma$. In the thermodynamic limit, the following relation holds:

$$\frac{1}{N} \sum_{j=1}^{M} f(v_j) = \int_{v_1}^{v_M} f(v) \rho_N(v) dv + \mathcal{O}(N^{-1}) \xrightarrow{N \to \infty} \int_{-Q}^{Q} f(v) \rho(v) dv,$$  \quad (S17)

where $f(v)$ is an arbitrary function of $\mathcal{O}(1)$ and $-Q, Q, \rho(v)$ are new representations of $v_1, v_M, \rho_N(v)$ in the limit, respectively. Thus, Eqs. (S13) and (S16) can be expressed in the limit as follows:

$$\rho(v) = a_1(v) - \int_{-Q}^{Q} a_2(v - x) \rho(x) dx,$$  \quad (S18)

$$e(m) = -2\pi A \int_{-Q}^{Q} a_1(x) \rho(x) dx + \frac{\Delta}{2},$$  \quad (S19)
where \( e(m) \) is the new representation of \( e(M) \). Here we defined a new parameter \( m \) as

\[
m = \lim_{N \to \infty} \frac{N/2 - M}{N} = \frac{1}{2} - \int_{-Q}^{Q} \rho(x) dx,
\]

which corresponds to the magnetization.

Now we calculate the following value by using Eq. (S11):

\[
\mathcal{Z}_N(\infty) - \mathcal{Z}_N(v_M) = \left( \pi - \gamma - (\pi - 2\gamma) \frac{M}{N} \right) - \frac{\pi}{N} (M - 1)
\]

\[
= \frac{\pi}{N} + 2(\pi - \gamma) \left( \frac{1}{2} - \frac{M}{N} \right).
\]

It follows from Eq. (S14) that the left-hand side of the above equation can be expressed as

\[
\mathcal{Z}_N(\infty) - \mathcal{Z}_N(v_M) = 2\pi \int_{v_M}^{\infty} \rho_N(v) dv.
\]

Thus, we obtain

\[
\int_{v_M}^{\infty} \rho_N(v) dv = \frac{1}{2N} + \frac{\pi - \gamma}{\pi} \left( \frac{1}{2} - \frac{M}{N} \right).
\]

Then, by taking the thermodynamic limit we get

\[
\int_{Q}^{\infty} \rho(v) dv = \left( 1 - \frac{\gamma}{\pi} \right) m.
\]

2. Fourier transformation

We define a Fourier transformation of a function \( f(x) \) as

\[
\hat{f}(\omega) = \int_{-\infty}^{\infty} f(x) e^{i\omega x} dx,
\]

which simultaneously means

\[
f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{f}(\omega) e^{-i\omega x} d\omega.
\]

3. The exactly solvable case: \( m = 0 \)

We can solve the integral equation (S18) explicitly only when \( m = 0 \). Since it follows from Eq. (S24) that \( Q = \infty \) for \( m = 0 \), the integral equation becomes

\[
\rho_0(v) = a_1(v) - \int_{-\infty}^{\infty} a_2(v - x) \rho_0(x) dx,
\]

where we defined the solution as \( \rho_0(v) \). By using Fourier transformation on both sides, we see that Eq. (S27) yields

\[
\hat{\rho}_0(\omega) = \hat{a}_1(\omega) - \hat{a}_2(\omega) \hat{\rho}_0(\omega)
\]

\[
\Rightarrow \hat{\rho}_0(\omega) = \frac{\hat{a}_1(\omega)}{1 + \hat{a}_2(\omega)} = \frac{\sinh \left( \frac{\pi}{7} - 1 \right) \omega}{\sinh \frac{\pi}{7} \omega + \sinh \left( \frac{\pi}{7} - 2 \right) \omega} = \frac{1}{2} \cosh \omega.
\]

As a result, \( \rho_0(v) \) can be calculated as

\[
\rho_0(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{\rho}_0(\omega) e^{-i\omega v} d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-i\omega v}}{2 \cosh \omega} d\omega = \frac{1}{4} \frac{1}{\cosh \frac{\pi}{2} v}.
\]
4. Wiener-Hopf method for $m > 0$ case

In the following discussion, we consider only the lowest energy density with infinitesimal magnetization $m$, which means $Q$ is sufficiently large, but not infinite. By dividing the integration interval in [S18] as

$$\rho(v) + \int_{-\infty}^{\infty} a_2(v-x)\rho(x)dx = a_1(v) + \int_{|x|>Q} a_2(v-x)\rho(x)dx$$

(S31)

and using Fourier transformation twice, we can extract $\rho_0(v)$ from $\rho(v)$ as follows:

$$\rho(v) = \rho_0(v) + \int_{|x|>Q} R(v-x)\rho(x)dx.$$  

(S32)

Here $\rho_0(v)$ is the solution at $m=0$, namely $Q=\infty$ (see section S3[3]), and the integral kernel $R(v)$ (see section S3[5]) is defined as

$$R(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega v} \tilde{a}_2(\omega) \frac{d\omega}{1 + \tilde{a}_2(\omega)} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega v} \frac{\sinh \left( \frac{\pi}{\gamma} - 2 \right) \omega}{2 \cosh \omega \sinh \left( \frac{\pi}{\gamma} - 1 \right) \omega} d\omega$$

(S33)

with the Fourier transform of $a_n(v)$:

$$\tilde{a}_n(v) = \int_{-\infty}^{\infty} a_n(x) e^{i\omega x} dx = \frac{\sinh \left( \frac{\pi}{\gamma} - n \right) \omega}{\sinh \frac{\pi}{\gamma} \omega}.$$  

(S34)

Now we introduce new functions

$$g(v) \equiv \rho(v + Q) = g_+(v) + g_-(v),$$

(S35)

$$g_+(v) \equiv \Theta(v) g(v),$$

(S36)

where $\Theta(v)$ is a Heaviside step function. By substituting $v+Q$ to the argument of Eq. [S32], we have

$$g(v) = \rho_0(v + Q) + \int_{-\infty}^{v} R(v + Q - x)\rho(x)dx + \int_{v}^{\infty} R(v + Q - x)\rho(x)dx$$

$$= \rho_0(v + Q) + \int_{-\infty}^{v} R(v - x)\rho(x + Q)dx + \int_{v}^{\infty} R(v - x + 2Q)\rho(x-Q)dx$$

$$= \rho_0(v + Q) + \int_{-\infty}^{v} R(v - x)g(x)dx + \int_{v}^{\infty} R(v + x + 2Q)g(x)dx$$

$$= \rho_0(v + Q) + \int_{-\infty}^{v} R(v - x)g_+(x)dx + \int_{v}^{\infty} R(v + x + 2Q)g_+(x)dx.$$  

(S37)

Next we investigate behaviors of $\rho_0(v + Q)$ and $R(v + Q)$ in $v > 0$. From Eqs. [S30] and [S33], we get

$$\rho_0(v + Q) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega (v+Q)} \frac{d\omega}{2 \cosh \omega} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{\rho}_0(\omega) e^{-i\omega (v+Q)} d\omega$$

(S38)

$$R(v + Q) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega (v+Q)} \frac{\sinh \left( \frac{\pi}{\gamma} - 2 \right) \omega}{2 \cosh \omega \sinh \left( \frac{\pi}{\gamma} - 1 \right) \omega} d\omega$$

(S39)

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{R}(\omega) e^{-i\omega (v+Q)} d\omega.$$

This suggests that poles of $\tilde{\rho}_0(\omega)$ or $\tilde{R}(\omega)$ in the lower-half plane contribute to $\rho_0(v + Q)$ and $R(v + Q)$, respectively. The position of the poles can be read off from the explicit expressions for $\tilde{\rho}_0(\omega)$ and $\tilde{R}(\omega)$:

$$\tilde{\rho}_0(\omega) = \frac{1}{2 \cosh \omega} \to \text{poles}: \omega = -i\pi \left( n - \frac{1}{2} \right),$$

(S40)

$$\tilde{R}(\omega) = \frac{\sinh \left( \frac{\pi}{\gamma} - 2 \right) \omega}{2 \cosh \omega \sinh \left( \frac{\pi}{\gamma} - 1 \right) \omega} \to \text{poles}: \omega = -i\pi \left( n - \frac{1}{2} \right), -i\frac{\pi\gamma}{\pi - \gamma}. $$

(S41)
where \( n, l \in \mathbb{N} \). In the following discussion, we consider only the case where all the poles of \( \tilde{R}(\omega) \) are different, in which case \( \gamma \neq \pi(2n - 1)/(2n - 1 + 2l) \) \((n, l \in \mathbb{N})\). This makes all the poles of \( \tilde{\rho}_0(\omega) \) and \( \tilde{R}(\omega) \) simple poles, and thus we can treat them on an equal footing. Note that there exist double poles for \( \gamma = \pi(2n - 1)/(2n - 1 + 2l) \) \((n, l \in \mathbb{N})\), and we have to treat these cases separately. For \( \gamma \neq \pi(2n - 1)/(2n - 1 + 2l) \) \((n, l \in \mathbb{N})\), \( \rho_0(v + Q) \) and \( R(v + Q) \) can be written as

\[
\rho_0(v + Q) = \text{Res}\left( \tilde{\rho}_0, -i\frac{\pi}{2} \right) \cdot \frac{e^{-\frac{\pi}{4}i(v+Q)}}{i} + \text{Res}\left( \tilde{\rho}_0, -\frac{3\pi}{2} \right) \cdot \frac{e^{\frac{3\pi}{4}i(v+Q)}}{i} + \cdots, \quad (S42)
\]

\[
R(v + Q) = \text{Res}\left( \tilde{R}, -i\frac{\pi}{2} \right) \cdot \frac{e^{-\frac{\pi}{4}i(v+Q)}}{i} + \text{Res}\left( \tilde{R}, -\frac{3\pi}{2} \right) \cdot \frac{e^{\frac{3\pi}{4}i(v+Q)}}{i} + \cdots, \quad (S43)
\]

for \( v > 0 \). Here we denoted a residue of a function \( f(x) \) at \( x = x_0 \) as \( \text{Res}(f, x_0) \). It is obvious that poles closer to the real axis contribute to the smaller power of \( e^{-(\pi/2)Q} \). Therefore, Eq. \( (S37) \) implies that \( g(v) \) can also be expanded as

\[
g(v) = g^{(1)}(v) + g^{(2)}(v) + \cdots, \quad (S44)
\]

where superscripts denote increasing powers of \( e^{-(\pi/2)Q} \). By substituting Eq. \( (S44) \) into Eq. \( (S37) \) and then comparing the terms at each order in \( e^{-(\pi/2)Q} \), we obtain

\[
g^{(1)}(v) = \left[ \rho_0(v + Q) \right]^{(1)} + \int_{-\infty}^{\infty} R(v - x)g^{(1)}_+(x)dx, \quad (S45)
\]

\[
g^{(2)}(v) = \left[ \rho_0(v + Q) \right]^{(2)} + \int_{-\infty}^{\infty} R(v - x)g^{(2)}_+(x)dx + \left[ \int_{-\infty}^{\infty} R(v + x + 2Q)g^{(1)}_+(x)dx \right]^{(2)}, \quad (S46)
\]

\[
g^{(3)}(v) = \left[ \rho_0(v + Q) \right]^{(3)} + \int_{-\infty}^{\infty} R(v - x)g^{(3)}_+(x)dx
\]

\[
+ \left[ \int_{-\infty}^{\infty} R(v + x + 2Q)g^{(1)}_+(x)dx \right]^{(3)} + \left[ \int_{-\infty}^{\infty} R(v + x + 2Q)g^{(2)}_+(x)dx \right]^{(3)}, \quad (S47)
\]

where superscripts again denote increasing powers of \( e^{-(\pi/2)Q} \). Each of the above equations is a linear integral equation of Wiener-Hopf type. By using Fourier transformation, we get

\[
\hat{g}^{(1)}_+(\omega) + \hat{g}^{(1)}_-(\omega) = \left[ \hat{\rho}_0(\omega)e^{-i\omega Q} \right]^{(1)} + \hat{\tilde{R}}(\omega)\hat{g}^{(1)}_+(\omega), \quad (S48)
\]

\[
\hat{g}^{(2)}_+(\omega) + \hat{g}^{(2)}_-(\omega) = \left[ \hat{\rho}_0(\omega)e^{-i\omega Q} \right]^{(2)} + \hat{\tilde{R}}(\omega)\hat{g}^{(2)}_+(\omega) + \left[ \hat{\tilde{R}}(\omega)\hat{g}^{(1)}_+(\omega)e^{-i2\omega Q} \right]^{(2)}, \quad (S49)
\]

\[
\hat{g}^{(3)}_+(\omega) + \hat{g}^{(3)}_-(\omega) = \left[ \hat{\rho}_0(\omega)e^{-i\omega Q} \right]^{(3)} + \hat{\tilde{R}}(\omega)\hat{g}^{(3)}_+(\omega) + \left[ \hat{\tilde{R}}(\omega)\hat{g}^{(1)}_+(\omega)e^{-i2\omega Q} \right]^{(3)} + \left[ \hat{\tilde{R}}(\omega)\hat{g}^{(2)}_+(\omega)e^{-i2\omega Q} \right]^{(3)}. \quad (S50)
\]

Now we introduce a convenient factorization (see section S3.6)

\[
1 - \tilde{R}(\omega) = \frac{1}{G_+(\omega)G_-(\omega)}, \quad (S51)
\]

where \( G_+(\omega) \) and \( G_-(\omega) \) are written as

\[
G_+(\omega) = \frac{\sqrt{2(\pi - \gamma)} \Gamma\left(1 - i\frac{\omega}{2}\right)}{\Gamma\left(\frac{1}{2} - i\frac{\omega}{2}\right) \Gamma\left(1 - i\omega\frac{\pi - \gamma}{\pi}\right)} \left( \frac{\frac{\pi}{\gamma} - 1}{\left(\frac{\pi}{\gamma}\right)^2} \right)^{-\frac{i\omega}{\pi}} \quad (S52)
\]

and are analytic and non-zero in the upper and lower half-plane, respectively. They also show algebraic convergence as follows \( \text{[33]} \):

\[
G_\pm(\omega) \xrightarrow{|\omega| \to \infty} 1 + O(\omega^{-1}). \quad (S53)
\]
Then Eq. (S48) becomes
\[ \frac{\hat{g}_+^{(1)}(\omega)}{G_+(\omega)} + G_-(\omega)\hat{g}_-^{(1)}(\omega) = G_-(\omega)\left[\hat{\rho}_0(\omega)e^{-i\omega Q}\right]^{(1)}. \] (S54)

Now we recall that a Fourier transform \( \hat{f}(\omega) \) can be split as follows:
\[ \hat{f}(\omega) = \hat{f}_+(\omega) + \hat{f}_-(\omega), \] (S55)
where \( \hat{f}_+(\omega) \) and \( \hat{f}_-(\omega) \) are defined as
\[ \hat{f}_+(\omega) \equiv \pm \frac{i}{2\pi} \int_{-\infty}^{\infty} \frac{\hat{f}(\omega')}{{\omega'} - \omega + i\delta} d\omega' \quad \left( = \int_{-\infty}^{\infty} \Theta(\pm x)f(x)e^{i\omega x} dx \right) \] (S56)
and are analytic in the upper and lower half-plane, respectively (actually, \( \hat{g}_{\pm}^{(n)}(\omega) \) are examples). They obviously show algebraic convergence as follows:
\[ \hat{f}_\pm(\omega) \overset{|\omega| \to \infty}{\sim} O(\omega^{-1}). \] (S57)

Then Eq. (S54) yields
\[ \frac{\hat{g}_+^{(1)}(\omega)}{G_+(\omega)} + \left[G_-(\omega)\hat{\rho}_0(\omega)e^{-i\omega Q}\right]^{(1)}_+ = -G_-(\omega)\hat{g}_-^{(1)}(\omega) + \left[G_-(\omega)\hat{\rho}_0(\omega)e^{-i\omega Q}\right]^{(1)}_- \]
\[ \equiv P(\omega). \] (S58)

We see that the left- and right-hand side of Eq. (S58) are analytic in the upper and lower half-plane, respectively. Since both of them are analytic on the real axis, the right-hand side of Eq. (S58) is the analytic continuation of the left-hand side, and thus there should be the entirely analytic form \( P(\omega) \) \[ \text{[S55]} \]. However, Eqs. (S53), (S57) and (S58) suggest that \( P(\omega) \) shows the following algebraic convergence:
\[ P(\omega) \overset{|\omega| \to \infty}{\sim} O(\omega^{-1}), \] (S60)
and therefore regularity of \( P(\omega) \) leads to \( P(\omega) = 0 \).

In the following discussion, we need only \( \hat{g}_+(\omega) \) for our purposes. From the above discussion, \( \hat{g}_+^{(1)}(\omega) \) is written as
\[ \hat{g}_+^{(1)}(\omega) = G_+(\omega)\left[G_-(\omega)\hat{\rho}_0(\omega)e^{-i\omega Q}\right]^{(1)}_+, \] (S61)
and \( \hat{g}_+^{(2)}(\omega) \) and \( \hat{g}_+^{(3)}(\omega) \) can also be obtained in the same way
\[ \hat{g}_+^{(2)}(\omega) = G_+(\omega)\left\{\left[G_-(\omega)\hat{\rho}_0(\omega)e^{-i\omega Q}\right]^{(2)}_+ + \left[G_-(-\omega)\hat{R}(\omega)\hat{g}_+^{(1)}(-\omega)e^{-i2\omega Q}\right]^{(2)}_+\right\}, \] (S62)
\[ \hat{g}_+^{(3)}(\omega) = G_+(\omega)\left\{\left[G_-(\omega)\hat{\rho}_0(\omega)e^{-i\omega Q}\right]^{(3)}_+ + \left[G_-(-\omega)\hat{R}(\omega)\hat{g}_+^{(1)}(-\omega)e^{-i2\omega Q}\right]^{(3)}_+ + \left[G_-(-\omega)\hat{R}(\omega)\hat{g}_+^{(2)}(-\omega)e^{-i2\omega Q}\right]^{(3)}_+\right\}, \] (S63)
but all the \( \cdots \)_+ are to be calculated. The definition \[ \text{[S56]} \] and the existence of \( e^{-i\omega Q} \) in every \( \cdots \)_+ mean that the power of \( e^{-i\omega Q} \) in every term is determined by poles in the lower half-plane of \( \hat{\rho}_0(\omega) \) and \( \hat{R}(\omega) \). By using Eqs. (S40) and (S41), we obtain
\[ \hat{g}_+(\omega) = \hat{g}_+^{(1)}(\omega) + \hat{g}_+^{(2)}(\omega) + \hat{g}_+^{(3)}(\omega) + \cdots \]
\[ = G_+(\omega)\left\{\frac{c_{1,1}}{\omega + \frac{i\pi}{2}} e^{-\frac{2\pi}{\omega + \frac{i\pi}{2}}} + \left(\frac{c_{2,1}}{\omega + \frac{i\pi}{2}} + \frac{c_{2,2}}{\omega + \frac{i\pi}{2}}\right) e^{-\frac{3\pi}{\omega + \frac{i\pi}{2}}} \right. \]
\[ + \frac{c_{2,3}}{\omega + \frac{i\pi}{2}} e^{-\left(\frac{\pi}{\omega + \frac{i\pi}{2}}\right)Q} + \left(\frac{c_{3,1}}{\omega + \frac{i\pi}{2}} + \frac{c_{3,2} + c_{3,3}}{\omega + \frac{i\pi}{2}}\right) e^{-\frac{5\pi}{\omega + \frac{i\pi}{2}}} + \cdots \right\}. \] (S64)
where \(c_{1,1}, c_{2,1}, c_{2,2}, c_{3,1}, c_{3,2} \) and \(c_{3,3}\) are

\[
\begin{align*}
c_{1,1} &= \frac{i}{2} G_+ \left( i \frac{\pi}{2} \right), \\
c_{2,1} &= -\frac{i}{2} G_+ \left( i \frac{3\pi}{2} \right), \\
c_{2,2} &= \frac{i}{4\pi} \tan \left( \frac{\pi^2}{2\gamma} \right) G_+ \left( i \frac{\pi}{2} \right), \\
c_{2,3} &= \frac{i\gamma}{2\pi(\pi + \gamma)} \tan \left( \frac{\pi\gamma}{\pi - \gamma} \right) G_+ \left( i \frac{\pi}{2} \right) G_3^2 \left( i \frac{\pi - \gamma}{2} \right), \\
c_{3,1} &= \frac{i}{2} G_+ \left( i \frac{5\pi}{2} \right), \\
c_{3,2} &= \frac{c_{2,1}}{4\pi} \tan \left( \frac{\pi^2}{2\gamma} \right) G_3^2 \left( i \frac{\pi}{2} \right), \\
c_{3,3} &= \frac{c_{2,2}}{2\pi} \tan \left( \frac{\pi^2}{2\gamma} \right) G_3^2 \left( i \frac{\pi}{2} \right).
\end{align*}
\]

Similarly, all the \(\tilde{g}_+^{(n)}(\omega)\) can be evaluated by focusing on the poles. As a result, \(\tilde{g}_+^1(\omega)\) can be written as

\[
\tilde{g}_+^1(\omega) = \sum_{n=1}^{\infty} \tilde{g}_+^{(n)}(\omega) = e^{-\frac{\pi Q}{2}} \sum_{k,l \geq 0} A_{kl}(\omega) \left( e^{-\frac{\pi Q}{2}} \right)^{2k+\frac{4l\gamma}{\pi}}.
\]

where \(A_{kl}(\omega)\) are calculable coefficients depending on \(\omega\) and \(\gamma\). Actually, we can calculate the exact values of these coefficients, and this is one of the beneficial points of this method.

5. **Derivation of \(R(v)\)**

By using Fourier transformation on both sides of Eq. (S31), we obtain

\[
\tilde{\rho}(\omega) + \tilde{a}_2(\omega) \tilde{\rho}(\omega) = \tilde{a}_1(\omega) + \tilde{a}_2(\omega) \int_{|x|>Q} \rho(x) e^{i\omega x} dx
\]

\[
\Rightarrow \tilde{\rho}(\omega) = \frac{\tilde{a}_1(\omega)}{1 + \tilde{a}_2(\omega)} + \frac{\tilde{a}_2(\omega)}{1 + \tilde{a}_2(\omega)} \int_{|x|>Q} \rho(x) e^{i\omega x} dx.
\]

By using Fourier transformation again, we see that Eq. (S73) yields

\[
\rho(v) = \rho_0(v) + \int_{|x|>Q} \rho(x) dx \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{\tilde{a}_1(\omega)}{1 + \tilde{a}_2(\omega)} e^{i\omega(x-v)}
\]

\[
= \rho_0(v) + \int_{|x|>Q} R(v-x) \rho(x) dx,
\]

where we define \(R(v)\) as

\[
R(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega v} \frac{\tilde{a}_2(\omega)}{1 + \tilde{a}_2(\omega)} d\omega.
\]

6. **Decomposition of \(1 - \tilde{R}(\omega)\)**

Here we make some comments on the convenient factorization (S51)

\[
1 - \tilde{R}(\omega) = \frac{1}{G_+(\omega)G_-(\omega)}.
\]
Since the Fourier transform of $R(v)$ is

$$\tilde{R}(\omega) = \frac{\tilde{a}_2(\omega)}{1 + \tilde{a}_2(\omega)} = \frac{\sinh \left( \frac{\xi}{\gamma} - 2 \right) \omega}{2 \cosh \omega \sinh \left( \frac{\xi}{\gamma} - 1 \right) \omega},$$

(S74)

$1 - \tilde{R}(\omega)$ can be written as

$$1 - \tilde{R}(\omega) = \frac{1}{1 + \tilde{a}_2(\omega)} = \frac{\sinh \frac{\pi}{\gamma} \omega}{2 \cosh \omega \sinh \left( \frac{\pi}{\gamma} - 1 \right) \omega}.$$  

(S75)

Using the formulas

$$\sin z = \frac{z}{\Gamma(1 + \frac{z}{\pi}) \Gamma(1 - \frac{z}{\pi})},$$  

(S76)

$$\cos z = \frac{\pi}{\Gamma\left(\frac{1}{2} + \frac{z}{\pi}\right) \Gamma\left(\frac{1}{2} - \frac{z}{\pi}\right)},$$  

(S77)

we see that $1 - \tilde{R}(\omega)$ factorizes into a product as

$$1 - \tilde{R}(\omega) = 1 \frac{\Gamma\left(\frac{1}{2} - i\frac{\omega}{\gamma}\right) \Gamma\left(\frac{1}{2} + i\frac{\omega}{\gamma}\right) \Gamma\left(1 - i\frac{\omega}{\gamma}\right) \Gamma\left(1 + i\frac{\omega}{\gamma}\right)}{\left(\frac{1}{2} - i\frac{\omega}{\pi}\right) \Gamma\left(1 - i\frac{\omega}{\pi}\right) \Gamma\left(1 + i\frac{\omega}{\pi}\right)}. $$

(S78)

where we defined $G_+(\omega)$ as

$$G_+(\omega) \equiv \frac{\sqrt{2(\pi - \gamma)} \Gamma\left(1 - i\frac{\omega}{\gamma}\right)}{\Gamma\left(\frac{1}{2} - i\frac{\omega}{\pi}\right) \Gamma\left(1 - i\omega\frac{\pi - \gamma}{\pi \gamma}\right)} e^{i\omega \psi}. $$

(S79)

Then $\psi$ is determined by imposing the condition

$$G_\pm(\omega) \xrightarrow{|\omega| \to \infty} 1$$

(S80)

as

$$\psi = \frac{1}{\gamma} \left[ \ln \left( \frac{\pi}{\pi - \gamma} \right) - \frac{\gamma}{\pi} \ln \left( \frac{\gamma}{\pi - \gamma} \right) \right]. $$

(S81)

In the end, we obtain [30]

$$G_+(\omega) = \frac{\sqrt{2(\pi - \gamma)} \Gamma\left(1 - i\frac{\omega}{\gamma}\right) \left(\frac{\pi}{\gamma} - 1\right)^{\frac{\xi}{\gamma} - 1} \left(\frac{\xi}{\gamma}\right)^{-i\xi}}{\Gamma\left(\frac{1}{2} - i\frac{\omega}{\pi}\right) \Gamma\left(1 - i\omega\frac{\pi - \gamma}{\pi \gamma}\right)} = G_-(\omega).$$

Since $1/\Gamma(z)$ is analytic in the entire plane, the poles of $G_+(\omega)$ are determined by those of $\Gamma(1 - i\omega/\gamma)$, namely $\omega = -in\gamma$ ($n \in \mathbb{N}$). Thus, $G_\pm(\omega)$ are analytic and non-zero in the upper and lower half-plane, respectively.
7. The lowest energy density

Here we calculate the lowest energy density of each sector \( m \). We can see that Eqs. (S19) and (S24) are expressed by \( g_+(v) \) as

\[
e(m) - e(0) = 2\pi A \left\{ \int_{-\infty}^{\infty} + \int_{-\infty}^{-Q} \right\} \rho_0(x) \rho(x) dx = 4\pi A \int_{-\infty}^{\infty} \rho_0(x + Q) g_+(x) dx = \pi A \int_{-\infty}^{\infty} \frac{g_+(x)}{\cosh \frac{\pi x}{2} (x + Q)} dx,
\]

\[
\int_{Q}^{\infty} \rho(x) dx = \int_{-\infty}^{\infty} g_+(x) dx = \tilde{g}_+(0) = \left(1 - \frac{\gamma}{\pi}\right) m.
\]

Since the relations \( \text{[S64]} \) and \( \text{[S83]} \) give

\[
(1 - \frac{\gamma}{\pi}) m = \tilde{g}_+^{(1)}(0) + \tilde{g}_+^{(2)}(0) + \tilde{g}_+^{(3)}(0) + \cdots
\]

\[
= G_+(0) \left\{ \frac{C_{1,1}}{i^{\frac{1}{2}}} e^{-\frac{\pi \gamma}{2}} + \left( \frac{C_{2,1}}{i^{\frac{3}{2}}} + \frac{C_{2,2}}{i^{\frac{1}{2}}} \right) e^{-\frac{3\pi \gamma}{2}} + \left( \frac{C_{2,3}}{i^{\frac{3}{2}}} + \frac{C_{3,1}}{i^{\frac{5}{2}}} + \frac{C_{3,2}}{i^{\frac{1}{2}}} \right) e^{-\frac{5\pi \gamma}{2}} + \cdots \right\},
\]

\( e^{\pi Q/2} \) can be expanded with respect to \( m \). Then by using the relation

\[
\int_{-\infty}^{\infty} \frac{g_+(x)}{\cosh \frac{\pi x}{2} (x + Q)} dx = 2 \int_{-\infty}^{\infty} g_+(x) e^{-\frac{\pi}{2}(x+Q)} \left(1 - e^{-\pi(x+Q)} + \cdots \right) dx
\]

\[
= 2 e^{-\frac{\pi Q}{2}} \left[ \tilde{g}_+ \left( \frac{i}{2} \pi \right) - \tilde{g}_+ \left( \frac{3\pi}{2} \right) e^{-\pi Q} + \cdots \right],
\]

Eq. (S82) can be expressed by \( e^{-\pi Q/2} \), which means that it can be expressed also by \( m \). As a result, we obtain

\[
e(m) - e(0) = m^2 \sum_{k,l \geq 0} B_{kl} m^{2k + \frac{4l}{\pi}}
\]

\[
= \frac{\pi J \sin \gamma}{2\gamma(\pi - \gamma)} \cdot \frac{1}{2!} \left(2(\pi - \gamma)m\right)^2
\]

\[
- \frac{J \sin \gamma}{8\gamma(\pi - \gamma)} \left[ \frac{\Gamma \left( \frac{3\pi}{2\gamma} \right) \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^3}{\Gamma \left( \frac{3(\pi - \gamma)}{2\gamma} \right) \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^3} + \frac{3\pi \tan \left( \frac{\pi}{2\gamma} \right)}{\pi - \gamma} \right] \cdot \frac{1}{4!} \left(2(\pi - \gamma)m\right)^4
\]

\[
- \frac{\pi^2 J \sin \gamma \tan \left( \frac{\pi}{2\gamma} \right)}{8\gamma(\pi - \gamma)^2} \left[ \frac{\Gamma \left( \frac{\pi - \gamma}{2(\pi - \gamma)} \right)^2}{\Gamma \left( \frac{\pi - \gamma}{2(\pi - \gamma)} \right)^2} \right] \cdot \frac{\pi^{4\gamma/5}}{4\sqrt{\pi} \Gamma \left( \frac{\pi}{2\gamma} \right)^{5/2}} \cdot \left(2(\pi - \gamma)m\right)^{2(\pi + 1)/5}
\]

\[
+ \frac{3J \sin \gamma}{32\pi \gamma(\pi - \gamma)} \left[ \frac{\Gamma \left( \frac{3\pi}{2\gamma} \right) \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^5}{\Gamma \left( \frac{5(\pi - \gamma)}{2\gamma} \right) \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^5} - \frac{5}{3} \frac{\Gamma \left( \frac{3\pi}{2\gamma} \right)^2 \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^6}{\Gamma \left( \frac{5(\pi - \gamma)}{2\gamma} \right)^2 \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^6}
\]

\[
+ \frac{15\pi^2 \tan^2 \left( \frac{\pi}{2\gamma} \right)}{(\pi - \gamma)^2} + \frac{5\pi \tan \left( \frac{\pi}{2\gamma} \right)}{\pi - \gamma} \cdot \frac{\Gamma \left( \frac{3\pi}{2\gamma} \right) \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^3}{\Gamma \left( \frac{5(\pi - \gamma)}{2\gamma} \right) \Gamma \left( \frac{\pi - \gamma}{2\gamma} \right)^3} \right] \cdot \frac{1}{6!} \left(2(\pi - \gamma)m\right)^6
\]

+ (higher order terms),

where \( B_{kl} \) are calculable coefficients depending on \( \gamma \).
8. Calculation of nonlinear Drude weights

In order to obtain the Drude weights, we have to introduce the $U(1)$ flux to the above discussions. The new Hamiltonian without the magnetic field is defined as

$$
\hat{H}(\Theta) = \sum_{i=1}^{N} 2J \left[ \frac{1}{2} e^{i \Phi} \hat{S}_i^x \hat{S}_{i+1}^x + \text{h.c.} + \Delta \hat{S}_i^z \hat{S}_{i+1}^z \right].
$$

(S88)

As we have already discussed, the Hamiltonian of this case can be regarded as the original chain with the DM interaction \[S3\]. Then the Bethe equations are modified as

$$
Z_N(v_j(\Theta), \Theta) = \frac{2\pi I_j}{N} = \frac{\pi}{N} (-M + 2j - 1) \quad (j = 1, 2, \cdots, M),
$$

(S89)

where

$$
Z_N(v, \Theta) \equiv p_1(v) + \frac{\Theta}{N} - \frac{1}{N} \sum_{k=1}^{M} p_2(v - v_k(\Theta)).
$$

(S90)

Since we have

$$
Z_N(\infty, \Theta) - Z_N(v_M(\Theta), \Theta) = \left( \pi - \gamma + \frac{\Theta}{N} - (\pi - 2\gamma) \frac{M}{N} \right) - \frac{\pi}{N} (M - 1)
$$

$$
= \frac{\pi}{N} + 2(\pi - \gamma) \left( \frac{1}{2} - \frac{M}{N} \right) - \frac{\Theta}{N},
$$

(S91)

$$
Z_N(v_1(\Theta), \Theta) - Z_N(-\infty, \Theta) = \frac{\pi}{N} (M - 1) - \left( -(\pi - \gamma) + \frac{\Theta}{N} + (\pi - 2\gamma) \frac{M}{N} \right)
$$

$$
= \frac{\pi}{N} + 2(\pi - \gamma) \left( \frac{1}{2} - \frac{M}{N} \right) - \frac{\Theta}{N},
$$

(S92)

the Bethe roots are uniquely determined and the set of real solutions $\{v_j(\Theta)\}$ satisfy $-\infty \leq v_1(\Theta) < v_2(\Theta) < \ldots < v_M(\Theta) \leq \infty$ under the condition that

$$
Z_N(\infty, \Theta) - Z_N(v_M(\Theta), \Theta) \geq 0 \land Z_N(v_1(\Theta), \Theta) - Z_N(-\infty, \Theta) \geq 0,
$$

(S93)

which reduces to

$$
|\Theta| \leq \pi + 2N(\pi - \gamma) \left( \frac{1}{2} - \frac{M}{N} \right).
$$

(S94)

By changing the sign of $\Theta$ in the Bethe equations \[S89\], we get

$$
p_1(v_j(-\Theta)) - \frac{\Theta}{N} - \frac{1}{N} \sum_{k=1}^{M} p_2(v_j(-\Theta) - v_k(-\Theta)) = \frac{2\pi I_j}{N}
$$

$$
\Leftrightarrow p_1(-v_j(-\Theta)) + \frac{\Theta}{N} - \frac{1}{N} \sum_{k=1}^{M} p_2(-v_j(-\Theta) + v_k(-\Theta)) = -\frac{2\pi I_j}{N} = \frac{2\pi I_{M-j+1}}{N},
$$

(S95)

and thus the uniqueness of $\{v_j(\Theta)\}$ leads to

$$
-v_j(-\Theta) = v_{M-j+1}(\Theta).
$$

(S96)

Then we define the energy density $e(M, \Theta)$ calculated from these roots as

$$
e(M, \Theta) = - \frac{2\pi A}{N} \sum_{j=1}^{M} a_1(v_j(\Theta)) + \frac{\Delta}{2}
$$

(S97)

$$
= \frac{1}{N} \sum_{j=1}^{M} \frac{2J \sin^2 \gamma}{\cos \gamma - \cos \gamma v_j(\Theta)} + \frac{\Delta}{2},
$$

(S98)
and thus the relation (S96) gives
\[ e(M, \Theta) = e(M, -\Theta). \] (S99)

In the case \(|\Theta| \leq \pi\), \(e(M, \Theta)\) corresponds to the lowest energy density in the sector of \(M\). Otherwise, \(e(M, \Theta)\) corresponds to the excited energy density in the same sector. Now by introducing the function \(\rho_N(v, \Theta)\) as

\[ \rho_N(v, \Theta) = \frac{1}{2\pi} dZ_N(v, \Theta), \] (S100)

we obtain

\[ \rho_N(v, \Theta) = a_1(v) - \frac{1}{N} \sum_{k=1}^{M} a_2(v - v_k(\Theta)), \] (S101)

\[ \int_{v_M(\Theta)}^{\pi} \rho_N(v, \Theta) dv = \frac{1}{2N} + \frac{\pi - \gamma}{\pi} \left( \frac{1}{2} \frac{M}{N} \right) + \frac{\Theta}{2\pi N}, \] (S102)

\[ \int_{-\infty}^{v_1(\Theta)} \rho_N(v, \Theta) dv = \frac{1}{2N} + \frac{\pi - \gamma}{\pi} \left( \frac{1}{2} \frac{M}{N} \right) - \frac{\Theta}{2\pi N}. \] (S103)

We now introduce \(\theta \equiv \Theta/N\) and \(m \equiv 1/2 - M/N\). In the thermodynamic limit, we get the following relations for \(|\theta| < 2(\pi - \gamma)m\):

\[ e(m, \theta) = -2\pi A \int_{-2(\pi - \gamma)m}^{2(\pi - \gamma)m} a_1(x) \rho(x, \theta) dx + \frac{\Delta}{2} = e(m, -\theta), \] (S104)

\[ \rho(v, \theta) = a_1(v) - \int_{-2(\pi - \gamma)m}^{2(\pi - \gamma)m} a_2(v - x) \rho(x, \theta) dx, \] (S105)

\[ \int_{Q(\pi)\Theta}^{\infty} \rho(v, \theta) dv = \left( 1 - \frac{\gamma}{\pi} \right) m + \frac{\theta}{2\pi}, \] (S106)

\[ \int_{-\infty}^{-Q(\pi)\Theta} \rho(v, \theta) dv = \left( 1 - \frac{\gamma}{\pi} \right) m - \frac{\theta}{2\pi}, \] (S107)

where \(e(m, \theta), -Q(\pi)\Theta, Q(\pi)\Theta, \) and \(\rho(v, \theta)\) are new representations of \(e(M, \Theta), v_1(\Theta), v_M(\Theta)\) and \(\rho_N(v, \Theta)\) in the limit, respectively. Note that Eq. (S96) implies \(Q(\pi)\Theta = Q(\pi)(-\theta)\).

Now we consider the infinitesimal \(m\) and \(\theta\). By using the Wiener-Hopf method (see the next section), we obtain the following expansion of \(e(m, \theta)\) for \(|\theta| < 2(\pi - \gamma)m\):

\[ e(m, \theta) - e(0, 0) = \sum_{1 \leq k + l < 2\gamma/(\pi - \gamma) + 1} C_{kl} \left[ \left( 1 - \frac{\gamma}{\pi} \right) m + \frac{\theta}{2\pi} \right]^{2k} \left[ \left( 1 - \frac{\gamma}{\pi} \right) m - \frac{\theta}{2\pi} \right]^{2l} \]

\[ + \mathcal{O} \left( \left[ \left( 1 - \frac{\gamma}{\pi} \right) m + \frac{\theta}{2\pi} \right] \left[ \left( 1 - \frac{\gamma}{\pi} \right) m - \frac{\theta}{2\pi} \right] \right)^{2\gamma/(\pi - \gamma) + 1}. \] (S108)

where we have assumed that \(4\gamma/(\pi - \gamma)\) is noninteger, and \(C_{kl}\) are calculable coefficients depending on \(\gamma\) and satisfying \(C_{kl} = C_{lk}\) because of Eq. (S99). It is obvious that substitution of \(\theta = 0\) into the above restores Eq. (S87). Therefore, all the Drude weights can be calculated as

\[ \mathcal{D}^{(n)} = \lim_{m \to 0} \lim_{\theta \to 0} \frac{\partial^n e(m, \theta)}{\partial \theta^n} e(m, \theta), \] (S109)

and this results in

\[ \mathcal{D}^{(n)} = \frac{\partial^n e(m, 0)}{\partial (2(\pi - \gamma)m)^{n+1}} \bigg|_{m=0} = \frac{\partial^{n+1} e(m)}{\partial (2(\pi - \gamma)m)^{n+1}} \bigg|_{m=0} \] (S110)
when \( e(m) \) is differentiable at the origin. Note that the order of the two limits in Eq. \([S109]\) cannot be exchanged because of the condition \( |\theta| < 2(\pi - \gamma)m \). Thus we can calculate the nonlinear Drude weights from the series expansion of the lowest energy density of each sector with respect to \( m \), i.e., Eq. \([S87]\). As a result, we get

\[
D^{(1)} = \frac{\partial^2 e(m)}{\partial (2(\pi - \gamma)m)^2} \bigg|_{m=0} = \frac{\pi J \sin \gamma}{2(\pi - \gamma)},
\]

\[
D^{(3)} = \frac{\partial^4 e(m)}{\partial (2(\pi - \gamma)m)^4} \bigg|_{m=0} = -\frac{J \sin \gamma}{8\gamma(\pi - \gamma)} \left[ \frac{\Gamma\left(\frac{3\pi - 2\gamma}{2\pi}\right)\Gamma\left(\frac{\pi - \gamma}{2\pi}\right)}{\Gamma\left(\frac{5\pi - 2\gamma}{2\pi}\right)} + \frac{3\pi \tan\left(\frac{\pi}{\gamma}\right)}{\pi - \gamma} \right],
\]

\[
D^{(5)} = \frac{\partial^6 e(m)}{\partial (2(\pi - \gamma)m)^6} \bigg|_{m=0} = \frac{3J \sin \gamma}{32\pi^2(\pi - \gamma)} \left[ \frac{\Gamma\left(\frac{5\pi - 2\gamma}{2\pi}\right)\Gamma\left(\frac{\pi - \gamma}{2\pi}\right)}{\Gamma\left(\frac{3(\pi - \gamma)}{2\pi}\right)\Gamma\left(\frac{3\pi - 2\gamma}{2\pi}\right)} - \frac{5\pi \tan\left(\frac{\pi}{\gamma}\right)}{\pi - \gamma} \right],
\]

in the limited regions determined by \( 2(\pi + \gamma)/(\pi - \gamma) > n + 1 \) for \( D^{(n)} \), where differential coefficients are well-defined at the origin \( m = 0 \). The above results for \( D^{(1)} \) and \( D^{(3)} \) are consistent with the previous results \([19, 24]\).

9. Derivation of \([S108]\)

The derivation of Eq. \([S108]\) is similar to that of Eq. \([S87]\). However, it is more complicated because of the presence of \( U(1) \) flux. Let us define the functions

\[
g(v, \theta) \equiv \rho \left( v + Q(+)(\theta \mod \pi) \right) = g_+(v, \theta) + g_-(v, \theta),
\]

\[
g_\pm(v, \theta) \equiv \Theta(\pm v)g(v, \theta),
\]

where \( \Theta(v) \) is a Heaviside step function. Then from Eqs. \([S104], [S105]\) and \([S106]\) we obtain

\[
e(m, \theta) - e(0, 0) = 2\pi A \left\{ \int_{Q(+)(\theta)}^{\infty} + \int_{-\infty}^{-Q(-)(\theta)} \right\} \rho_0(x)\rho(x, \theta)dx
\]

\[
= 2\pi A \left\{ \int_{-\infty}^{\infty} \rho_0\left( x + Q(+)(\theta) \right) g_+(x, \theta)dx + \int_{-\infty}^{\infty} \rho_0\left( x + Q(-)(\theta) \right) g_+(x, -\theta)dx \right\}
\]

\[
= \pi A \left\{ \int_{-\infty}^{\infty} \frac{g_+(x, \theta)}{\cosh \frac{\pi}{2}(x + Q(+)(\theta))} dx + \int_{-\infty}^{\infty} \frac{g_+(x, -\theta)}{\cosh \frac{\pi}{2}(x + Q(-)(\theta))} dx \right\},
\]

\[
\rho(v, \theta) = \rho_0(v) + \left\{ \int_{Q(+)(\theta)}^{\infty} + \int_{-\infty}^{-Q(-)(\theta)} \right\} R(v - x)\rho(x, \theta)dx,
\]

\[
\int_{Q(+)(\theta)}^{\infty} \rho(x, \theta)dx = \int_{-\infty}^{\infty} g_+(x, \theta)dx = \tilde{g}_+(0, \theta) = \frac{1 - \gamma}{\pi} m + \frac{\theta}{2\pi}.
\]

Here we used the relation

\[
\rho(x, -\theta) = \rho(\bar{x}, \theta),
\]

which can be derived from Eq. \([S101]\) as follows:

\[
\rho_N(v, -\Theta) = a_1(v) - \frac{1}{N} \sum_{k=1}^{M} a_2(v - v_k(-\Theta)) = a_1(v) - \frac{1}{N} \sum_{k=1}^{M} a_2(v + v_k(\Theta))
\]

\[
= a_1(-v) - \frac{1}{N} \sum_{k=1}^{M} a_2(-v - v_k(\Theta)) = \rho_N(-v, \Theta).
\]
By substituting \( v + Q^{(+)}(\theta) \) to the argument of Eq. \( \text{[S17]} \), we find
\[
g(v, \theta) = \rho_0 \left( v + Q^{(+)}(\theta) \right) + \int_{-\infty}^{\infty} R(v - x) g_+(x, \theta) dx + \int_{-\infty}^{\infty} R \left( v + x + Q^{(+)}(\theta) + Q^{(-)}(\theta) \right) g_+(x, -\theta) dx.
\] (S122)

Again we expand \( g(v, \theta) \) as
\[
g(v, \theta) = g^{(1)}(v, \theta) + g^{(2)}(v, \theta) + \cdots,
\] (S123)

where superscripts denote increasing powers of \( e^{-(\pi/2)Q^{(\pm)}(\theta)} \). Then substitution of Eq. \( \text{[S123]} \) into Eq. \( \text{[S122]} \) gives
\[
g^{(1)}(v, \theta) = \left[ \rho_0 \left( v + Q^{(+)}(\theta) \right) \right] + \int_{-\infty}^{\infty} R(v - x) g^{(1)}_+(x, \theta) dx,
\] (S124)
\[
g^{(2)}(v, \theta) = \left[ \rho_0 \left( v + Q^{(+)}(\theta) \right) \right]^2 + \int_{-\infty}^{\infty} R(v - x) g^{(2)}_+(x, \theta) dx + \left[ \int_{-\infty}^{\infty} R \left( v + x + Q^{(+)}(\theta) + Q^{(-)}(\theta) \right) g^{(1)}_+(x, -\theta) dx \right]^2,
\] (S125)
\[
g^{(3)}(v, \theta) = \left[ \rho_0 \left( v + Q^{(+)}(\theta) \right) \right]^3 + \int_{-\infty}^{\infty} R(v - x) g^{(3)}_+(x, \theta) dx + \left[ \int_{-\infty}^{\infty} R \left( v + x + Q^{(+)}(\theta) + Q^{(-)}(\theta) \right) g^{(1)}_+(x, -\theta) dx \right]^3
\] + \left[ \int_{-\infty}^{\infty} R \left( v + x + Q^{(+)}(\theta) + Q^{(-)}(\theta) \right) g^{(2)}_+(x, -\theta) dx \right]^3.
\] (S126)

By using Fourier transformation, we get
\[
\hat{g}^{(1)}_+(\omega, \theta) = G_+(\omega) \left[ G_-(\omega) \rho_0(\omega) e^{-i\omega Q^{(+)}(\theta)} \right]^{(1)}_+,
\] (S127)
\[
\hat{g}^{(2)}_+(\omega, \theta) = G_+(\omega) \left[ G_-(\omega) \rho_0(\omega) e^{-i\omega Q^{(+)}(\theta)} \right]^{(2)}_+ + \left[ G_-(\omega) \hat{R}(\omega) \hat{g}^{(1)}_+(\omega, -\theta) e^{-i\omega \left( Q^{(+)}(\theta) + Q^{(-)}(\theta) \right)} \right]^{(2)}_+,
\] (S128)
\[
\hat{g}^{(3)}_+(\omega, \theta) = G_+(\omega) \left[ G_-(\omega) \rho_0(\omega) e^{-i\omega Q^{(+)}(\theta)} \right]^{(3)}_+ + \left[ G_-(\omega) \hat{R}(\omega) \hat{g}^{(1)}_+(\omega, -\theta) e^{-i\omega \left( Q^{(+)}(\theta) + Q^{(-)}(\theta) \right)} \right]^{(3)}_+
\] + \left[ G_-(\omega) \hat{R}(\omega) \hat{g}^{(2)}_+(\omega, -\theta) e^{-i\omega \left( Q^{(+)}(\theta) + Q^{(-)}(\theta) \right)} \right]^{(3)}_+.
\] (S129)

Then an explicit calculation of all the \([\cdots]_+ \) leads to
\[
\hat{g}_+(\omega, \theta) = \hat{g}^{(1)}_+(\omega, \theta) + \hat{g}^{(2)}_+(\omega, \theta) + \hat{g}^{(3)}_+(\omega, \theta) + \cdots
\]
\[
= G_+(\omega) \left\{ \frac{C_{11}}{\omega + i \frac{3\pi}{2}} e^{-\frac{\pi}{2} Q^{(+)}(\theta)} + \frac{C_{21}}{\omega + i \frac{3\pi}{2}} e^{-\frac{3\pi}{2} Q^{(+)}(\theta)} + \frac{C_{22}}{\omega + i \frac{3\pi}{2}} e^{-\frac{5\pi}{2} Q^{(+)}(\theta) + 2Q^{(-)}(\theta))}
\right.
\]
\[
+ \frac{C_{23}}{\omega + i \frac{5\pi}{2}} e^{-\frac{\pi}{2} Q^{(-)}(\theta) - \frac{3\pi}{2} (Q^{(+)}(\theta) + Q^{(-)}(\theta))} + \frac{C_{31}}{\omega + i \frac{5\pi}{2}} e^{-\frac{\pi}{2} Q^{(+)}(\theta)}
\]
\[
\left. + \frac{C_{32}}{\omega + i \frac{7\pi}{2}} e^{-\frac{\pi}{2} (Q^{(+)}(\theta) + 4Q^{(-)}(\theta))} + \frac{C_{33}}{\omega + i \frac{7\pi}{2}} e^{-\frac{\pi}{2} (3Q^{(+)}(\theta) + 2Q^{(-)}(\theta))} + \cdots \right\},
\] (S130)
where coefficients $c_{1,1}, c_{2,1}, c_{2,2}, c_{2,3}, c_{3,1}, c_{3,2}$ and $c_{3,3}$ are same as before: \([S65] [S71]\). Similarly all the $\tilde{g}_+^{(n)}(\omega, \theta)$ can be evaluated, and as a result we obtain

$$\tilde{g}_+(\omega, \theta) = \sum_{n=1}^{\infty} \tilde{g}_+^{(n)}(\omega, \theta) = X \sum_{k,l,s \geq 0} D_{kl,s}(\omega) X^{2k} Y^{2l}(XY)^{\frac{2\pi}{\omega}} + Y \sum_{k,l,t \geq 0, r \geq 1} E_{klr}(\omega) X^{2k} Y^{2l}(XY)^{\frac{2\pi}{\omega}} \quad (S131)$$

where $D_{kl,s}(\omega)$ and $E_{klr}(\omega)$ are calculable coefficients depending on $\omega$ and $\gamma$, and we denoted $e^{-(\pi/2)Q^{(+)}(\theta)}$ and $e^{-(\pi/2)Q^{(-)}(\theta)}$ as $X$ and $Y$, respectively. Therefore the relations \([S118]\) and \([S130]\) give

$$\left(1 - \frac{\gamma}{\pi}\right) m + \frac{\theta}{2\pi} = \tilde{g}_+(0, \theta) \quad (S132)$$

Similarly, we have

$$\left(1 - \frac{\gamma}{\pi}\right) m - \frac{\theta}{2\pi} = \tilde{g}_+(0, -\theta) \quad (S134)$$

Since the relations \([S132]\) and \([S134]\) mean

$$X = \frac{1}{D_{kl,s}(0)} \left[ \left(1 - \frac{\gamma}{\pi}\right) m + \frac{\theta}{2\pi} - X \sum_{k,l,s \geq 0, k+l+s \geq 1} D_{kl,s}(0) X^{2k} Y^{2l}(XY)^{\frac{2\pi}{\omega}} - Y \sum_{k,l,t \geq 0, r \geq 1} E_{klr}(0) X^{2k} Y^{2l}(XY)^{\frac{2\pi}{\omega}} \right] \quad (S136)$$

$$Y = \frac{1}{D_{kl,s}(0)} \left[ \left(1 - \frac{\gamma}{\pi}\right) m - \frac{\theta}{2\pi} - Y \sum_{k,l,s \geq 0, k+l+s \geq 1} D_{kl,s}(0) X^{2k} Y^{2l}(XY)^{\frac{2\pi}{\omega}} - X \sum_{k,l,t \geq 0, r \geq 1} E_{klr}(0) X^{2k} Y^{2l}(XY)^{\frac{2\pi}{\omega}} \right] \quad (S137)$$

sequential substitution of their right sides into $X$ and $Y$ makes it clear that $X$ and $Y$, namely $e^{-(\pi/2)Q^{(+)}(\theta)}$ can be expanded with respect to products of $\left(1 - \frac{\gamma}{\pi}\right) m + \frac{\theta}{2\pi}$ and $\left(1 - \frac{\gamma}{\pi}\right) m - \frac{\theta}{2\pi}$. Then by using the relation

$$\int_{-\infty}^{\infty} \frac{g_+(x, \theta)}{\cosh \frac{\pi}{2}(x + Q^{(+)}(\theta))} \, dx = 2 \int_{-\infty}^{\infty} g_+(x, \theta) e^{\frac{3\pi}{2}(x + Q^{(+)}(\theta))} \left(1 - e^{-\pi(x + Q^{(+)}(\theta))} + \ldots\right) \, dx \quad \text{S138}$$

$$= 2e^{\frac{\gamma}{\pi}(\theta)} \left(\tilde{g}_+= \left(\frac{\pi}{2}, \theta\right) - \tilde{g}_+\left(\frac{3\pi}{2}, \theta\right) e^{-\pi Q^{(+)}(\theta)} + \ldots\right)$$
Eq. (S116) can be expressed by $e^{-\frac{\pi}{2}Q^{(\pm\theta)}(\theta)}$, which means that it can also be expressed by products of $(1 - \frac{\gamma}{\pi})m + \frac{\theta}{2\pi}$ and $(1 - \frac{\gamma}{\pi})m - \frac{\theta}{2\pi}$. As a result, we obtain

$$e(m, \theta) - e(0, 0) = \sum_{1 \leq k + l \leq 2\gamma/(\pi - \gamma) + 1} C_{kl} \left[ \left(1 - \frac{\gamma}{\pi}\right)m + \frac{\theta}{2\pi} \right]^{2k} \left[ \left(1 - \frac{\gamma}{\pi}\right)m - \frac{\theta}{2\pi} \right]^{2l}$$

$$+ O\left(\left(\left(1 - \frac{\gamma}{\pi}\right)m + \frac{\theta}{2\pi}\right)^{2\gamma/(\pi - \gamma) + 1}\right), \quad (S139)$$

where we have assumed that $4\gamma/(\pi - \gamma)$ is noninteger. Although all the $C_{kl}$ are, in principle, calculable, we do not need their explicit values for our purposes.

**S4. DRUDE WEIGHTS UNDER MAGNETIC FIELDS**

In the main text, we show the third-order Drude weight under the magnetic field. Here, we show the linear Drude weight and the other nonlinear Drude weights under the magnetic field. The numerical results for $D_{N=800}^{(n)}(0, h)$ ($n = 1, 5$) and $D_{N=800}^{(n)}(\Theta = 0.1, h)$ ($n = 2, 4$) are shown in Figs. S1 and S2, respectively. Some of the values around $\Delta = -1$ reach zero. It is natural because the gapped regime comes into $|\Delta| < 1$ under the magnetic field \[30\]. In terms of the NLDWs, the values are suppressed for the $\Delta$ around 1. It seems that the divergent behavior is suppressed by the magnetic field. This behavior seems to be the same as the third-order Drude weights. The origin of this suppression is discussed in the main text.

![FIG. S1. Numerical results for $D_{N=800}^{(n)}(0, h)$ ($n = 1, 5$). All the vertical axes are scaled with $J$. Green regions are the divergent regions of NLDWs without a magnetic field, which are determined by $4\gamma/(\pi - \gamma) < n - 1$.](image1)

![FIG. S2. Numerical results for $D_{N=800}^{(n)}(\Theta = 0.1, h)$ ($n = 2, 4$). All the vertical axes are scaled with $J$. Green regions are the divergent regions of NLDWs without a magnetic field, which are determined by $4\gamma/(\pi - \gamma) < n - 1$.](image2)