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Abstract

We consider the canonical *shared link network* formed by a source node, hosting a library of *m* information messages (files), connected via a noiseless common link to *n* destination nodes (users), each with a cache of size *M* files. Users request files at random and independently, according to a given a-priori demand distribution *q*. A coding scheme for this network consists of a caching placement (i.e., a mapping of the library files into the user caches) and delivery scheme (i.e., a mapping for the library files and user demands into a common multicast codeword) such that, after the codeword transmission, all users can retrieve their requested file. The rate of the scheme is defined as the *average* codeword length normalized with respect to the length of one file, where expectation is taken over the random user demands. For the same shared link network, in the case of deterministic demands, the optimal min-max rate has been characterized within a uniform bound, independent of the network parameters. In particular, fractional caching (i.e., storing file segments) and using linear network coding has been shown to provide a min-max rate reduction proportional to $1/M$ with respect to standard schemes such as unicasting or “naive” uncoded multicasting. The case of random demands was previously considered by applying the same order-optimal min-max scheme separately within groups of files requested with similar probability. However, no order-optimal guarantee was provided for random demands under the average rate performance criterion. In this paper, we consider the random demand setting and provide general achievability and converse results. In particular, we consider a family of schemes that combine random fractional caching according to a probability distribution *p* that depends on the demand distribution *q*, with a linear coded delivery scheme based on chromatic number index coding. For the special but relevant case where *q* is a Zipf distribution with parameter *α*, we provide a comprehensive characterization of the order-optimal rate for all regimes of the system parameters *n, m, M, α*. We complement our scaling law analysis with numerical results that confirm the superiority of our schemes with respect to previously proposed schemes for the same setting.
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I. INTRODUCTION

Content distribution services such as video on demand (VoD), catch-up TV, and internet video streaming are premier drivers of the exponential traffic growth experienced in today’s wireless networks [1]. A key feature of this type of services is the time-shifted nature of user requests for the same content, or asynchronous content reuse [2]: while there exists a relatively small number of popular files that account for most of the traffic, users access them at arbitrary times, such that naive multicasting\(^1\) as implemented in Media Broadcasting Single Frequency Networks (MBSFN) [3], is not useful. In fact, because of the large asynchronism of the user demands, present technology (e.g., DASH, Dynamic Adaptive Streaming over HTTP [4]) employs conventional unicasting, i.e., each user request is treated as an independent information message, thus missing the opportunity of exploiting the redundancy of the user demands.

Due to the increasing cost and scarcity of wireless bandwidth, an emerging and promising approach for improving over both naive multicasting and conventional unicasting consists of using storage resources to cache popular content directly at the wireless edge, e.g., at small-cell base stations or end user devices.\(^2\)

Caching has been widely studied in several wireline contexts, primarily for web proxy caching systems and content distribution networks (CDNs) [5]–[12]. In these works, a range of interrelated problems, such as accurate prediction of demand, intelligent content placement, and efficient online replacement, is considered. The data placement problem was introduced in [5], where the objective is to find the placement of data objects in an arbitrary network with capacity constrained caches, such that the total access cost is minimized. It was shown that this problem is a generalization of the metric uncapacitated facility location problem and hence is NP-Hard [6]. Tractable approaches in terms of LP relaxation [6], [7] or greedy algorithms [8], [9] have been proposed, by exploiting special assumptions such as network symmetry and hierarchical structures. On the other hand, an extensive line of work has addressed the content replacement problem, where the objective is to adaptively refresh the cache(s) content while a certain user data request process evolves in time [10]–[12]. The most common cache replacement/eviction algorithms are least frequently used (LFU) and least recently used (LRU), by which the least frequently/recently used content object is evicted upon arrival of a new object to a network cache. A combination of placement and replacement algorithms is also possible and in fact used in today’s CDNs, which operate by optimizing

\(^1\)Naive multicasting refers to the transmission of a common, not-network-coded stream of data packets, simultaneously received and decoded by multiple users.

\(^2\)Note that the storage capacity has become exceedingly cheap: for example, a 2 TByte hard disk, enough to store 1000 movies, costs less than $ 100.
the placement of content objects over long time periods for which content popularity can be estimated, and using local replacement algorithms to handle short time-scale demand variations.

In a more recent set of works (a non-exhaustive list of which includes [2], [13]–[24]), an information theoretic view of caching has provided insights into the fundamental limiting performance of caching networks of practical relevance. In this framework, the underlying assumption is that there exists a fixed library of \( m \) possible information messages (files) and a given network topology that includes nodes that host a subset of messages (sources), request a subset of messages (users), and/or have constrained cache capacity (helpers/caches). The \textit{caching phase} is part of the code set-up, and consists of filling up the caches with (coding) functions of the messages whose entropy is constrained to be not larger than the corresponding cache capacity. After this set-up phase, the network is “used” for an arbitrary long time, referred to as the \textit{delivery phase}. At each request round, a subset of the nodes (users) request subsets of the files in the library and the network must coordinate transmissions such that these requests are satisfied, i.e., at the end of each round all destinations must decode the requested set of files. The performance metric here is the number of time slots necessary to satisfy all the demands. In the case of symmetric links, the number of time slots can be normalized by the number of time slots necessary to send a single file across a point to point link. Therefore, the performance metric is \textit{rate} defined as in the index coding setting [25]–[34], i.e., the number of equivalent file transmissions.

A. Related work

Focusing on the subset of current works directly relevant to this paper, in [13] (see also the successively published papers [14], [15]) a bipartite network formed by helper nodes (with caches), user nodes (without caches), and capacitated noiseless links, was studied in the case of random i.i.d. requests according to some known demand distribution. This is a special case of the data placement problem with trivial routing [35]. The problem in [13]–[15] consists of minimizing the average rate necessary to satisfy all users, where averaging is over the random requests.

In [16], [17], the data placement problem is generalized to the (coded) content distribution problem (CDP), where information can, not only be stored and routed, but also coded, over the network. The authors showed an equivalence between the CDP and the network coding problem over a so-called caching-demand augmented graph, which proved the polynomial solvability of the CDP under uniform demands (each user requests the same subset of files), and the hardness of the CDP under arbitrary demands. The authors further showed via simulations on simple networks, the potential of network coding to enable cache cooperation gains between caches sharing a multicast link from a content source.
While this work suggested the benefit of cooperative caching via both the direct exchange of information between neighbor nodes as well as via coded multicast transmissions from a common source, the analytical characterization of the optimal caching performance in arbitrary networks remains a hard and open problem. To this end, significant progress has been made by considering specific network models that capture scenarios of practical relevance, especially in wireless networks.

In [2], the authors considered a Device-to-Device (D2D) network with caching nodes that are at the same time helpers and users, communicating with each other under the interference avoidance “protocol model” of [36]. In this setting, under i.i.d. random requests following a Zipf distribution [12], [37] (with Zipf parameter $\alpha < 1$), it was shown that decentralized random caching and uncodded unicast delivery achieves order-optimal average per-user throughput shown to scale as $\Theta \left( \frac{M}{m} \right)$ when both the number of users $n$ and the library size $m$ grow large and satisfy $nM \geq m$ (i.e., the aggregate cache across the network can contain the whole file library).

Concurrently, another line of work in [18], [19] considered a different network topology, here referred to as the shared link network. This is formed by a single source node (a server or base station) with all $m$ files, connected via a shared noiseless link to $n$ user nodes, each with cache of size $M$ files. In [18], [19], the authors addressed the min-max rate problem, i.e., minimizing (over the coding scheme) the worst-case rate (over the user demands). Both deterministic and random caching schemes, with corresponding coded multicast delivery schemes, were shown to provide approximately optimal min-max rate, i.e., within a multiplicative constant, independent of $n, m, M$, from an information theoretic lower bound. Interestingly, when translating the results of [18], [19] in terms of per-user throughput, for the case $nM \geq m$ this scales also as $\Theta \left( \frac{M}{m} \right)$.

The ensemble of these results show the remarkable fact that, both for the D2D and for the shared link network topologies, caching in the user devices can turn memory into bandwidth: Moore’s law (scaling of silicon integration) reflects directly in terms of a per-user throughput gain, in the sense that doubling

---

3We refer to “uncoded” the schemes that send packets of individual files, in contrast to “coded” schemes that send mixtures of packets from different files (inter-session network coding).

4The per-user throughput expressed in bits per time slot is inversely proportional to the rate expressed in number of equivalent file transmissions, through a system constant that is irrelevant as far as scaling laws are concerned. Hence, in this context, maximizing throughput or minimizing rate are equivalent goals.

5We will use the following standard order notation: given two functions $f$ and $g$, we say that: 1) $f(n) = O(g(n))$ if there exists a constant $c$ and integer $N$ such that $f(n) \leq cg(n)$ for $n > N$; 2) $f(n) = o(g(n))$ if $\lim_{n \to \infty} \frac{f(n)}{g(n)} = 0$; 3) $f(n) = \Omega(g(n))$ if $g(n) = O(f(n))$; 4) $f(n) = \omega(g(n))$ if $g(n) = o(f(n))$; 5) $f(n) = \Theta(g(n))$ if $f(n) = O(g(n))$ and $g(n) = O(f(n))$. 
the user device storage capacity $M$ yields seamlessly a two-fold increase in the per-user throughput. The D2D approach of [2] exploits the spatial reuse of D2D local communication, since caching allows each user to access the desired content within a short range. Instead, the approach of [18], [19] exploits the multiplexing gain of global communication, creating network-coded symbols that are simultaneously useful to a large number of users. In an effort of combining these two gains, [21] considered the same D2D wireless network of [2], with a caching and coded delivery scheme inspired by [18], [19]. Somehow counterintuitively, it was shown that spatial reuse and the coded multicasting gains are not cumulative. An informal explanation of this fact follows by observing that D2D spatial reuse and coded multicasting have contrasting goals. On one hand, spatial reuse is maximized by keeping communication as “local” as possible, such that the same time slot can be reused with high density in space. On the other hand, coded multicasting produces codewords that are useful to many users, so that it is advantageous to have (coded) transmissions as “global” as possible.

While several variants and extensions of these basic setups have been recently considered [20], [23], [38]–[47], in this work we focus on the combination of the random requests aspect (as in [2], [13], [16], [17]) and the single source shared link network (as in [18], [19]). This problem has been treated in [20], which considered a strategy based on partitioning the file library into subsets of approximately uniform request probability, and applying to each subset the strategy for the min-max approach of [19]. This is motivated by observing that the average rate with random uniform demands is related, within a constant factor, to the min-max rate under arbitrary demands. Then, by partitioning the set of files and allocating the cache memory across such subsets, the problem is decomposed into subproblems, each of which can be separately addressed by reusing the arbitrary demand strategy. Due to the difficulty of finding the optimal file partitioning and corresponding cache memory allocation, [20] restricts its analysis to a scheme in which for any two files in the same partition, the file popularities differ by at most a factor of two.

### B. Contributions

While in [20] this approach is studied for a general demand distribution, our scaling order-optimality results apply to the specific case of a Zipf demand distribution. This is a very relevant case in practice since the popularity of Internet content has been shown, experimentally, to follow a Zipf power law [12], [37] (or its variations [48]) defined as follows: a file $f = 1, \ldots, m$ is requested with probability

$$q_f = \frac{f^{-\alpha}}{\sum_{i=1}^{m} i^{-\alpha}}, \forall f = \{1, \cdots, m\},$$

(1)
where $\alpha \geq 0$ is the Zipf parameter. In this context, our objective is to characterize the scaling laws of the optimal average rate and provide simple and explicit order-optimal schemes. Specifically, the contributions of this work are as follows:

1) We recognize that the sub-optimality of the scheme analyzed in [20] is due to the fact that files are partitioned according to their local popularity without considering the effects of the remaining system parameters $(n, m, M)$ on the "aggregate user demand distribution". In particular, the probability with which each user requests files can be very different from the probability with which each file is requested by the aggregate users. The other limitation of [20] is that the scheme for coded delivery (see details in Section III) is applied separately for each file group, resulting in missed coding opportunities between different groups. We propose a different way to optimize the random caching placement, according to a caching distribution that depends on all system parameters, and not just the “local” demand distribution $q$. Also, we consider “chromatic number” index coding delivery scheme applied to all requested packets. We refer to this scheme as RAndom Popularity-based (RAP) caching, with Chromatic-number Index Coding (CIC).

2) For the proposed RAP-CIC, we provide a new upper bound on the achievable rate by bounding the average chromatic number of the induced random conflict graph. By numerically optimizing this bound, we demonstrate the efficiency of our method and the gains over the method of [20] by simulation. However, a direct analysis of the proposed scheme appears to be elusive.

3) For the sake of analytical tractability, we further focus on a simpler caching placement scheme where the caching distribution is a step function (some files are cached with uniform probability, and others are not cached at all) and a polynomial-time approximation of CIC, referred to as greedy constrained coloring (GCC). We refer to this scheme as Random Least-Frequently-Used (RLFU) caching, given its analogy with the standard LFU caching policy with GCC delivery, or RLFU-GCC.

4) We provide an information theoretic lower bound on the (average) rate achieved by any caching scheme, and show the order-optimality of the proposed achievability schemes for the special case of a Zipf demand distribution. To the best of our knowledge, these are the first order-optimal results under this network model for nontrivial popularity distributions. In addition, our technique for proving the converse is not restricted to the Zipf distribution, such that it can be used to verify

---

6LFU discards the least frequently requested file upon the arrival of a new file to a full cache of size $M$ files. In the long run, this is equivalent to caching the $M$ most popular files.
average rate order-optimality in other cases.

5) Our analysis identifies the regions in which conventional schemes (such as LFU with naive multicasting) can still preserve order-optimality, as well as exposes the wide range of opportunities for performance improvements via RAP or RLFU, combined with CIC or GCC. We show that, as in the D2D setting of [2], when the Zipf parameter is $0 \leq \alpha < 1$, the average rate with random demands and the min-max rate with arbitrary demands are order-equivalent. On the other hand, when $\alpha > 1$, the average rate can exhibit order gains with the respect to the min-max rate.

We remark that while we consider simultaneous requests, the argument made in [18], [19] to handle streaming sessions formed by multiple successive requests starting at different times holds here as well.

Finally, it is interesting to note that, while RLFU-GCC becomes a special case of the general scheme described in [20], the optimization carried out in this paper and the corresponding performance analysis are new and non-trivial extensions. As pointed out in [20], one would think that an approach based on uniformly caching only the $\tilde{m} \leq m$ most popular files has the disadvantage that “... the difference in the popularities among the $\tilde{m}$ cached files is ignored. Since these files can have widely different popularities, it is wasteful to dedicate the same fraction of memory to each one of them. As a result, this approach does not perform well in general.” In contrast, we show that for the Zipf case, the approach is order-optimal provided that the cache threshold $\tilde{m}$ is carefully optimized as a function of the system parameters. Also, in [20] it was also pointed out that “Another option is to dedicate a different amount of memory to each file in the placement phase. For example the amount of allocated memory could be proportional to the popularity of a file. While this option takes the different file popularities into account, it breaks the symmetry of the content placement. As a result, the delivery phase becomes intractable and the rate cannot be quantified ...” In contrast, using the proposed RAP caching optimization and CIC delivery across all requested packets, it is possible to find schemes that significantly outperform previous heuristics and, again for the Zipf case, are provably order-optimal for all regimes of the system parameters $n, m, M, \alpha$.

The paper is organized as follows. In Section II, we present the network model and the problem formulation. The random caching and coded multicasting scheme is introduced in Section III and a general converse result for the achievable average rate is given in Section IV. In Section V, we prove and discuss the order-optimality of the proposed scheme for the Zipf request distribution. Further results, simulations and conclusive remarks are presented in Section VI and VII.
II. NETWORK MODEL AND PROBLEM FORMULATION

Consider a shared link network [18]–[20] with file library $\mathcal{F} = \{1, \cdots, m\}$, where each file (i.e., message) has entropy equal to $F$ bits, and user set $\mathcal{U} = \{1, \cdots, n\}$, where each user has a cache (storage memory) of capacity $MF$ bits. Without loss of generality, the files are represented by binary vectors $W_f \in \mathbb{F}_2^{F}$. The system setup is as follows:

1) At the beginning of time, a realization $\{W_f : f \in \mathcal{F}\}$ of the library is revealed to the encoder.

2) The encoder computes the cached content, by using a set of $|\mathcal{U}|$ functions $\{Z_u : \mathbb{F}_2^{mF} \to \mathbb{F}_2^{MF} : u \in \mathcal{U}\}$, such that $Z_u(\{W_f : f \in \mathcal{F}\})$ denotes the codeword stored in the cache of user $u$. The operation of computing $\{Z_u : u \in \mathcal{U}\}$ and filling the caches does not cost any rate, i.e., it is done once for all at the network setup, referred to as the caching phase.

3) After the caching phase, the network is repeatedly used. At each use of the network, a realization of the random request vector $f = (f_1, \ldots, f_n) \in \mathcal{F}^n$ is generated. We assume that $f$ has i.i.d. components distributed according to a probability mass function $q = (q_1, \ldots, q_m)$, referred to as the demand distribution. This is known a priori and, without loss of generality up to index reordering, has non-increasing components $q_1 \geq \cdots \geq q_m$.

4) We let $f = (f_1, \ldots, f_n)$ denote the realization of the random request vector $f$. This is revealed to the encoder, which computes a multicast codeword as a function of the library files and the request vector $f$. In this work we consider a fixed-to-variable almost-lossless framework. Hence, the multicast encoder is defined by a fixed-to-variable encoding function $X : \mathbb{F}_2^{mF} \times \mathcal{F}^n \to \mathbb{F}_2^* \times \mathcal{F}^n$ (where $\mathbb{F}_2^*$ denotes the set of finite length binary sequences), such that $X(\{W_f : f \in \mathcal{F}\}, f)$ is the transmitted codeword. We denote by $L(\{W_f : f \in \mathcal{F}\}, f)$ the length function (in binary symbols) associated to the encoding function $X$.

5) Each user receives $X(\{W_f : f \in \mathcal{F}\}, f)$ through the noiseless shared link, and decodes its requested file $W_{f_u}$ as $\hat{W}_{f_u} = \lambda_u(X, Z_u, f)$, where $\lambda_u : \mathbb{F}_2^* \times \mathbb{F}_2^{MF} \times \mathcal{F}^n \to \mathbb{F}_2^F$ denotes the decoding function of user $u$.

6) The concatenation of 1) demand vector generation, 2) multicast encoding and transmission over the shared link and 3) decoding, is referred to as the delivery phase.

Consistently with the existing information theoretic literature on caching networks (see Section [I]), we refer to a content distribution scheme, formed by both caching and delivery phases, directly as a caching scheme, and measure the system performance in terms of the rate during the delivery phase only. In
particular, we define the rate of the scheme as

$$R^{(F)} = \sup_{\{W_j: f \in F\}} \frac{\mathbb{E}[L(\{W_f: f \in F\}, f)]}{F},$$

(2)

where the expectation is with respect to the random request vector.\(^7\)

This definition of rate has the following operational meaning. Assume that the download of a single file through the shared link takes one “unit of time”. Then, (2) denotes the worst-case (over the library) average (over the demands) download time for the whole network, when the users place i.i.d. random requests according to the demand distribution \(q\). The underlying assumption is that the content library (i.e., the realization of the files) changes very slowly in time, such that it is generated or refreshed at a time scale much slower than the time scale at which the users download the files. Hence, it is meaningful to focus only on the rate of the delivery phase, and disregard the cost of filling the caches (i.e., the cost of the caching phase), which is included in the code construction. Users make requests, and the network satisfies them by sending a variable length transmission until every user can successfully decode. After all users have decoded, a new round of requests is made. This forms a renewal process where the recurrent event is the event that all users have decoded their files. In the spirit of fixed-to-variable source coding, \(R^{(F)}\) is the coding rate (normalized coding length) expressed in file “units of time”. Also, by the renewal theorem, it follows that \(1/R^{(F)}\) yields (up to some fixed proportionality factor) the channel throughput in terms of per-user decoded bits per unit time. Finally, since the content library changes very slowly, averaging also over the realization of the files has little operational meaning. Instead, we take the worst-case over the file library realization.

Consider a sequence of caching schemes defined by cache encoding functions \(\{Z_u\}\), multicast coding function \(X\), and decoding functions \(\{\lambda_u\}\), for increasing file size \(F = 1, 2, 3, \ldots\). For each \(F\), the worst-case (over the file library) probability of error of the corresponding caching scheme is defined as

$$P_e^{(F)}(\{Z_u\}, X, \{\lambda_u\}) = \sup_{\{W_j: f \in F\}} \mathbb{P} \left( \bigcup_{u \in U} \left\{\lambda_u(X, Z_u, f) \neq W_{f_u}\right\} \right).$$

(3)

A sequence of caching schemes is called admissible if \(\lim_{F \to \infty} P_e^{(F)}(\{Z_u\}, X, \{\lambda_u\}) = 0\). Achievability for our system is defined as follows:

**Definition 1:** A rate \(R(n, m, M, q)\) is achievable for the shared link network with \(n\) users, library size \(m\), cache capacity \(M\), and demand distribution \(q\), if there exists a sequence of admissible caching schemes.

\(^7\)Throughout this paper, we directly use “rate” to refer to the average rate defined by (2) and explicitly use “average (expected) rate” if needed for clarity.
schemes with rate $R(F)$ such that
\[
\limsup_{F \to \infty} R(F) \leq R(n, m, M, q).
\]

We let $R^*(n, m, M, q)$ denote the infimum (over all caching schemes) of the achievable rates. The notion of “order-optimality” for our system is defined as follows:

**Definition 2:** Let $n, M$ be functions of $m$, such that $\lim_{m \to \infty} n(m) = \infty$. A sequence of caching schemes for the shared link network with $n$ users, library size $m$, cache capacity $M$, and demand distribution $q$, is order-optimal if its rate $R(n, m, M, q)$ satisfies
\[
\limsup_{m \to \infty} \frac{R(n, m, M, q)}{R^*(n, m, M, q)} \leq \nu,
\]
for some constant $1 \leq \nu < \infty$, independent of $m, n, M$.

Notice that in the definition of order-optimality we let first $F \to \infty$ (required by the definition of achievable rate) and then we let $m \to \infty$. In this second limit, we let $n$ and $M$ be functions of $m$, indicating that the notion of “order”, throughout this paper, is with respect to the library size $m$. Depending on how $n$ and/or $M$ vary with respect to $m$, we can identify different system operating regimes.

### III. RANDOM FRACTIONAL CACHING AND LINEAR INDEX CODING DELIVERY

In this section we focus on a particular class of admissible schemes where the caching functions $\{Z_u\}$ are random and independent across the users [2], [19] and the multicast encoder is based on linear index coding [25], [29]. With random coding functions, two flavors of results are possible: 1) by considering the average rate with respect to the random coding ensemble, one can prove the existence of deterministic sequences of caching schemes achieving rate not worse than average; 2) by considering the concentration of the rate conditioned on the random caching functions, we obtain a stronger result: namely, in the limit of large file size $F$, the (random) rate is smaller than a given threshold with high probability. This implies achievability of such rate threshold by the random scheme itself (not only in terms of a non-constructive existence argument based on random coding). Here, we prove achievability in this second (stronger) sense.

---

8The case of constant $m$ while $n \to \infty$ is also considered and treated separately in Section VI.
A. Random Fractional Caching Placement

The caching placement phase works as follows:

1) For some given integer $B$, each file $W_f$ is divided into packets of equal size $F/B$ bits, denoted by $\{W_{f,b} : b = 1, \ldots, B\}$.\footnote{Since we eventually take the limit for $F \to \infty$, for simplicity we neglect the fact that $B$ may not divide $F$.}

2) Each user randomly selects and stores in its cache a collection of $p_fMB$ distinct packets from each file $f \in \mathcal{F}$, where $\mathbf{p} = (p_1, \ldots, p_m)$ is a vector with components $0 \leq p_f \leq 1/M$, such that $\sum_{f=1}^{m} p_f = 1$, referred to as the caching distribution.\footnote{Note that $p_f$ represents the fraction of the memory $M$ allocated to file $f$. Hence, we let $p_f$ be a function of $n, m, M, q$, but not a function of $B$.}

It follows that, for each user $u$,

$$Z_u = \left( W_{1,b_{1,1}^u}, \ldots, W_{1,b_{1,p_1 MB}^u}, W_{2,b_{2,1}^u}, \ldots, W_{2,b_{2,p_2 MB}^u}, \ldots, W_{m,b_{m,1}^u}, \ldots, W_{m,b_{m,p_m MB}^u} \right)$$ \hspace{1cm} (5)

where $b_{f,i}^u$ is the index of the $i$-th packet of file $f$ cached by user $u$, and where the tuples of indices $(b_{f,1}^u, \ldots, b_{f,p_f MB}^u)$ are chosen independently across the users $u \in \mathcal{U}$ and the files $f \in \mathcal{F}$, with uniform probability over all $\left(\frac{B}{p_f MB}\right)$ distinct subsets of size $p_f MB$ of the set of packets of size $B$. The collection of the cached packet indices (over all users and all files) is a random vector, denoted in the following by $\mathbf{C}$. For later use, a given cache configuration, i.e., a realization of $\mathbf{C}$, will be denoted by $\mathbf{C}$. Also, we shall denote by $\mathbf{C}_{u,f}$ the vector of indices of the packets of file $f$ cached by user $u$. Finally, for the sake of notation simplicity, we shall not distinguish between “vectors” (ordered lists of elements) and the corresponding “sets” (unordered lists of elements), such that we write $b \notin \mathbf{C}_{u,f}$ (resp., $b \in \mathbf{C}_{u,f}$) to indicate that the $b$-th packet of file $f$ is not present (resp., present) in the cache of user $u$. Observe that a random fractional caching scheme is completely characterized by the caching distribution $\mathbf{p}$, where $p_f$ denotes the fraction of file $f$ cached by each user. In Section III-D we shall describe how to design the caching distribution as a function of the system parameters.

B. Linear Index Coding Delivery

Finding a delivery scheme for the caching problem in the shared link network is equivalent to finding an index code with side information given by the cache configuration $\mathbf{C}$. It is clear that under the caching functions defined before, each user $u$ requesting file $f_u$ needs to obtain all the packets $W_{f_u,b}$ with $b \notin \mathbf{C}_{u,f_u}$. It follows that a demand vector $\mathbf{f}$, given the cache configuration $\mathbf{C}$, can be translated...
into a packet-level demand vector \( Q \), containing the packets needed by each user. Symmetrically with
the notation introduced for the cache configuration, we denote by \( Q \) the corresponding random vector, and by \( Q_{u,f} \) the packet-level demand restricted to user \( u \) and file \( f \). In particular, if user \( u \) requests file \( f_u \), then \( Q_{u,f} \) is empty for all \( f \neq f_u \) and it contains the complement set of \( C_{u,f_u} \) for \( f = f_u \).

Following the vast literature on index coding (see for example \([25, 29, 31]\)), we define the side-information graph \( S_{C,Q} \) corresponding to the index coding problem defined by \( (C, Q) \) as follows:

- Vertices of \( S_{C,Q} \): For each packet in \( Q \) (i.e., requested by some user), form all possible distinct labels of the form \( v = \{ \text{packet identity}, \text{user requesting}, \text{users caching} \} \), where “packet identity” is the pair \((f, b)\) of file index and packet index, “user requesting” is the index of some user \( u \) such that \( b \in Q_{u,f} \), and “users caching” is the set of all users \( u' \) such that \( b \in C_{u',f} \). Then, a vertex in \( S_{C,Q} \) is associated to each of such distinct labels. For simplicity of notation, we do not distinguish between label and vertex, and refer to “label \( v \)” or “vertex \( v \)” interchangeably, depending on the context. Notice that while “packet identity” and “users caching” are fixed by the packet identity and by the cache realization, the second label component (“user requesting”) can take multiple values, since several users may request the same packet.

- Edges of \( S_{C,Q} \): For each vertex \( v \), \( \rho(v) \), \( \mu(v) \) and \( \eta(v) \) denote the three fields in its label (namely, “packet identity”, “user requesting”, and “users caching”). Any two vertices \( v_1 \) and \( v_2 \) are connected by an edge if at least one of the following two conditions are satisfied: 1) \( \rho(v_1) = \rho(v_2) \), or 2) \( \mu(v_1) \in \eta(v_2) \) and \( \mu(v_2) \in \eta(v_1) \).

The complement graph \( H_{C,Q} \) of the side information graph \( S_{C,Q} \) is known as the conflict graph. In particular, \( H_{C,Q} \) has the same vertices of \( S_{C,Q} \) and any two vertices \( v_1 \) and \( v_2 \) in \( H_{C,Q} \) are connected by an edge if both the following conditions are satisfied: 1) \( \rho(v_1) \neq \rho(v_2) \), and 2) \( \mu(v_1) \notin \eta(v_2) \) or \( \mu(v_2) \notin \eta(v_1) \).

**Example 1:** We consider a network with \( n = 3 \) users denoted as \( U = \{1, 2, 3\} \) and \( m = 3 \) files denoted as \( F = \{A, B, C\} \). We assume \( M = 1 \) and partition each file into \( B = 3 \) packets. For example, \( A = \{A_1, A_2, A_3\} \). Let \( p = \{\frac{2}{3}, \frac{1}{3}, 0\} \), which means that two packets of \( A \), one packet of \( B \) and none of \( C \) will be stored in each user’s cache. We assume a caching realization \( C \) is given by: \( C_{1,A} = \{A_1, A_2\} \), \( C_{1,B} = \{B_1\} \), \( C_{1,C} = \emptyset \); \( C_{2,A} = \{A_1, A_3\} \), \( C_{2,B} = \{B_2\} \), \( C_{2,C} = \emptyset \); \( C_{3,A} = \{A_1, A_2\} \), \( C_{3,B} = \{B_3\} \), \( C_{3,C} = \emptyset \). Suppose that user 1 request \( A \), user 2 request \( B \) and user 3 request \( C \) (\( f = \{A, B, C\} \)) such that \( Q = \{A_3, B_1, B_3, C_1, C_2, C_3\} \). The corresponding conflict graph \( H_{C,Q} \) is shown in Fig. [\( \Box \)]

A well-known general index coding scheme consists of coloring the vertices of the conflict graph \( H_{C,Q} \) and transmitting the concatenation of the packets obtained by EXOR-ing the packets corresponding to
vertices with same color. For any vertex coloring of the conflict graph, vertices with the same color form (by definition) an independent set. Hence, the corresponding packets can be EXOR-ed together and sent over the shared link at the cost of the transmission of a single packet.

Letting $\chi(H_{C,Q})$ denote the chromatic number of $H_{C,Q}$, the corresponding normalized code length is

$$L(\{W_f : f \in F\}, f) = \frac{\chi(H_{C,Q})}{B},$$

since each coded packet corresponds to $F/B$ coded binary symbols, and we have a total of $\chi(H_{C,Q})$ coded packets (i.e., colors). For ease of reference, we denote this coding scheme as Chromatic-number Index Coding (CIC). In passing, we observe that, by design, the CIC scheme allows coding over the full set of requested packets $Q$, unlike the scheme proposed in [20], where coding is allowed within packets of specific file groups. Notice also that, by construction, CIC allows all users to decode their requested packets. Therefore, any sequence of CIC schemes yields probability of error identically zero, for all file lengths $F$, and not just vanishing probability of error in the limit. Hence, while in our problem definition we have considered a fixed-to-variable length “almost-lossless” coding framework, this class of algebraic coding schemes are fixed-to-variable length exactly lossless.

The graph coloring problem is NP-complete and hard to approximate in general [49]. However, it is
clear from the above presentation that any coloring scheme (possibly using a larger number of colors), yields a lossless caching scheme with possibly larger coding length. In particular, exploiting the special structure of the conflict graph originated by the caching problem, we present in the following an algorithm referred to as Greedy Constrained Coloring (GCC), which has polynomial-time complexity of $n, B$ and achieves asymptotically smaller or equal rate with respect to the exponentially complex greedy coloring algorithm proposed in [19] for the case of arbitrary demands. The proposed GCC is the composition of two sub-schemes, referred to as GCC\(_1\) and GCC\(_2\), given in Algorithms [1] and [2] respectively. Eventually, GCC chooses the coloring with the smallest number of colors between the outputs of GCC\(_1\) and GCC\(_2\) (i.e., the shortest codeword).

**Algorithm 1 GCC\(_1\)**

1: Initialize $\mathcal{V} = \text{Vertex-set}(\mathcal{H}_{C,Q})$.

2: while $\mathcal{V} \neq \emptyset$ do

3: Pick any $v \in \mathcal{V}$, and let $\mathcal{I} = \{v\}$.

4: for all $v' \in \mathcal{V} / \mathcal{I}$ do

5: if $\{\text{There is no edge between } v' \text{ and } \mathcal{I} \} \cap \{ \{\mu(v'), \eta(v')\} = \{\mu(v), \eta(v)\} \}$ then

6: $\mathcal{I} = \mathcal{I} \cup \{v'\}$.

7: end if

8: end for

9: Color all the vertices of the resulting set $\mathcal{I}$ by an unused color.

10: Let $\mathcal{V} \leftarrow \mathcal{V} \setminus \mathcal{I}$.

11: end while

Notice that $\{\mu(v), \eta(v)\}$ denotes the (unordered) set of the users either requesting or caching the packet corresponding to vertex $v$. Notice also that each set $\mathcal{I}$ produced by Algorithm [1] is an independent set containing vertices with the same set of users either requesting or caching the corresponding packets. In fact, starting from a “root” node $v$ among those not yet selected by the algorithm, the corresponding set $\mathcal{I}$ is formed by all the independent vertices $v'$ such that $\{\mu(v'), \eta(v')\} = \{\mu(v), \eta(v)\}$.

It is also worthwhile to notice that GCC\(_2\) is nothing else than “naive multicasting”, that we have included here, for the sake of completeness, in a form symmetric to that of GCC\(_1\). In fact, it produces a set $\mathcal{I}$ (and a color) for each requested packet, which is then transmitted (uncoded) and simultaneously received by all requesting users.

We can see that both the outer “while-loop” starting at line 2 and the inner “for-loop” starting at line
Algorithm 2 GCC

1: Initialize \( V = \text{Vertex-set}(H_C, Q) \).

2: while \( V \neq \emptyset \) do
3:     Pick any \( v \in V \), and let \( I = \{ v \} \).
4:     for all \( v' \in V \setminus I \) do
5:         if \( \rho(v') = \rho(v) \) then
6:             \( I = I \cup \{ v' \} \).
7:         end if
8:     end for
9:     Color all the vertices of the resulting set \( I \) by an unused color.
10:    Let \( V \leftarrow V \setminus I \).
11: end while

4 of Algorithm 1 iterate at most \( nB \) times, respectively. The operation in line 5 of Algorithm 1 costs at most complexity \( n \). Therefore, the complexity of Algorithm 1 is \( O(n^3B^2) \) (polynomial in \( n \) and \( B \)). Also, it is easy to see that this complexity dominates that of Algorithm 2. Therefore, the overall complexity of GCC is \( O(n^3B^2) \).

C. Achievable Rate

As anticipated before, we shall consider the concentration of the (random) rate of the scheme described above, where the randomness follows from the fact that the caching functions, and therefore the conflict graph, are random. It is clear from the delivery phase construction that the output length of CIC or GCC does not depend on \( \{ W_f : f \in \mathcal{F} \} \) but only on \( C \) and \( Q \) (see (6)), since the conflict graph is determined by the realization of the caches and of the demands. Therefore, without loss of generality, we can treat the files as fixed arbitrary binary vectors and disregard the sup over \( \{ W_f : f \in \mathcal{F} \} \) in the rate definition (see (2)). Given \( n, m, M \), the demand distribution \( q \) and the caching distribution \( p \), we define

\[
R^{\text{CIC}}(n, m, M, q, p) \triangleq \frac{\mathbb{E}[\chi(H_C, Q) \mid C]}{B}
\]

(7)

to be the conditional rate achieved by CIC. Similarly, we let \( R^{\text{GCC}}(n, m, M, q, p) \) denote the conditional rate achieved by GCC, defined by (7) after replacing the chromatic number with the number of colors produced by GCC. The same definition applies to \( R^{\text{GCC}1}(n, m, M, q, p) \) and \( R^{\text{GCC}2}(n, m, M, q, p) \). In the following, it is intended that we consider the limit of the CIC and GCC schemes for \( F, B \to \infty \) with
fixed packet size $F/B \rightarrow$ constant. The performance of the proposed caching schemes is given by the following result.

**Theorem 1:** For the shared link network with $n$ users, library size $m$, cache capacity $M$, and demand distribution $q$, fix a caching distribution $p$. Then, for all $\epsilon > 0$,

$$\lim_{F \to \infty} P\left(R^\text{GCC}(n, m, M, q, p) \leq \min\{\psi(q, p), \bar{m}\} + \epsilon\right) = 1,$$

where

$$\bar{m} \triangleq \sum_{f=1}^{m} (1 - (1 - q_f)^n),$$

and where

$$\psi(q, p) \triangleq \sum_{\ell=1}^{n} \binom{n}{\ell} \sum_{f=1}^{m} \rho_{f,\ell}(p_f M)^{\ell-1}(1 - p_f M)^{n-\ell+1},$$

with

$$\rho_{f,\ell} \triangleq P\left(f = \text{argmax}_{j \in D} (p_j M)^{\ell-1}(1 - p_j M)^{n-\ell+1}\right),$$

where $D$ is a random set of $\ell$ elements selected in an i.i.d. manner from $F$ (with replacement).

**Proof:** See Appendix A.

**Remarks:**

1) Since by construction $R^\text{CIC}(n, m, M, q, p) \leq R^\text{GCC}(n, m, M, q, p)$ for any realization of $C, Q$, then also $R^\text{GCC}(n, m, M, q, p)$ stochastically dominates $R^\text{CIC}(n, m, M, q, p)$. Therefore, Theorem 1 immediately implies $\lim_{F \to \infty} P\left(R^\text{CIC}(n, m, M, q, p) \leq \min\{\psi(q, p), \bar{m}\} + \epsilon\right) = 1$.

2) As mentioned earlier, both $R^\text{CIC}(n, m, M, q, p)$ and $R^\text{GCC}(n, m, M, q, p)$ are functions of the random caching placement $C$. Hence, not only $E[R^\text{GCC}(n, m, M, q, p)] \leq \min\{\psi(q, p), \bar{m}\}$, but also the (conditional) rate $R^\text{GCC}(n, m, M, q, p)$ concentrates its probability mass all to the left of the bound $\min\{\psi(q, p), \bar{m}\}$, in the limit of $F, B \to \infty$ and $F/B \to$ constant. This means that in the large file limit, choosing a configuration of the caches that “misbehaves”, i.e., that yields a rate larger than the bound of Theorem 1 is an event of vanishing probability.

3) The achievable rate in Theorem 1 is given by the minimum between two terms. The first term, $\psi(q, p)$, follows from the analysis of GCC$_1$ given in Appendix A. In particular, we show that $\lim_{F \to \infty} P\left(|R^\text{GCC}_1(n, m, M, q, p) - \psi(q, p)| \leq \epsilon\right) = 1$, which means that $R^\text{GCC}_1(n, m, M, q, p)$ concentrates its probability mass at $\psi(q, p)$, as $F, B \to \infty$ and $F/B \to$ constant. The second term, $\bar{m}$, is simply the average number of distinct requested files, which is a natural upper bound of $R^\text{GCC}_2$, the average number (normalized by $B$) of distinct requested (uncached) packets. As
will be shown later, after careful design of the caching distribution $p$, the only case in which $\bar{m} < \psi(q, p)$ is in regimes of very small $M$, in which caching is shown to provide no order gains with respect to non-caching approaches such as conventional unicasting or naive multicasting of all requested files. Moreover, in this regime, $\bar{m}$ becomes a tight upper bound of $R^{GCC}$. Accordingly, we disregard $\epsilon$ and the fact that (8) involves a limit for $F \to \infty$ and identify the rate achieved by GCC directly as $R^{GCC}(n, m, M, q, p) = \min\{\psi(q, p), \bar{m}\}$.

4) The events underlying the probabilities $\rho_{f, \ell}$, defined in the statement of Theorem 1, can be illustrated as follows. Let $D$ be a random vector obtained by selecting in an i.i.d. fashion $\ell$ elements from $F$ with probability $q$. Notice that $D$ may contain repeated entries. By construction, $\mathbb{P}(D = (f_1, \ldots, f_\ell)) = \prod_{i=1}^{\ell} q_{f_i}$. Then, $\rho_{f, \ell}$ is the probability that the element in $D$ which maximizes the quantity $(p_j M)^{\ell-1}(1-p_j M)^{n-\ell+1}$ is $f$.

5) For the sake of the numerical evaluation of $\psi(q, p)$, it is worthwhile to note that the probabilities $\rho_{f, \ell}$ can be easily computed as follows. Let $J, J_1, \ldots, J_\ell$ denote $\ell + 1$ i.i.d. random variables distributed over $F$ with same pmf $q$, and define (for simplicity of notation) $g_\ell(j) \triangleq (p_j M)^{\ell-1}(1-p_j M)^{n-\ell+1}$. Since $g_\ell(J_1), \ldots, g_\ell(J_\ell)$ are i.i.d., the CDF of $\frac{Y_\ell}{\Delta} = \max\{g_\ell(J_1), \ldots, g_\ell(J_\ell)\}$ is given by

$$\mathbb{P}(Y_\ell \leq y) = (\mathbb{P}(g_\ell(J) \leq y))^{\ell} = \left( \sum_{j \in F: g_\ell(j) \leq y} q_j \right)^{\ell}.$$  

Hence, it follows that

$$\rho_{f, \ell} = \mathbb{P}(Y_\ell = g_\ell(f)) = \left( \sum_{j \in F: g_\ell(j) \leq g_\ell(f)} q_j \right)^{\ell} - \left( \sum_{j \in F: g_\ell(j) < g_\ell(f)} q_j \right)^{\ell},$$

which can be easily computed by sorting the values $\{g_\ell(j) : j \in F\}$.

D. Random Caching Optimization

Driven by Theorem 1 we propose to use as caching distribution the one that minimizes the rate $R^{GCC}(n, m, M, q, p)$, i.e.,

$$p^* = \arg\min_{p: p_f \leq 1/M, \sum_f p_f = 1} \min\{\psi(q, p), \bar{m}\},$$

where $\psi(q, p)$ is given by (10) with $\rho_{f, \ell}$ in (13) and $\bar{m}$ is given by (9). In the following, we refer to random caching according to the distribution $p^*$ as RAndom Popularity-based (RAP) caching placement. Consequently, the caching schemes with RAP placement and CIC or GCC delivery will be referred to as RAP-CIC and RAP-GCC, respectively.
The distribution $p^*$ resulting from (14) may not have an analytically tractable expression in general. This makes a direct analysis of the performance of RAP-CIC and RAP-GCC difficult, if not impossible. To this end, in the following we also consider a simplified caching placement according to the truncated uniform distribution $\tilde{p}$ defined by:

$$
\tilde{p}_f = \begin{cases} 
\frac{1}{\tilde{m}}, & f \leq \tilde{m} \\
0, & f \geq \tilde{m} + 1
\end{cases}
$$

(15)

where the cut-off index $\tilde{m} \geq M$ is a function of the system parameters.

The form of $\tilde{p}$ in (15) is intuitive: each user caches the same fraction of (randomly selected) packets from each of the most $\tilde{m}$ popular files and does not cache any packet from the remaining $m - \tilde{m}$ least popular files. If $\tilde{m} = M$, this caching placement coincides with the least frequently used (LFU) caching policy [50]. For this reason, we refer to this caching placement as Random LFU (RLFU), and the corresponding caching schemes as RLFU-CIC and RLFU-GCC. For later analysis purposes, we shall use a simplified upper bound on the rate of RLFU-GCC given by the following corollary of Theorem 1:

Lemma 1: For any $\epsilon > 0$, the rate achieved by RLFU-GCC satisfies

$$
\lim_{F \to \infty} \mathbb{P} \left( R_{GCC}^{RLFU}(n, m, M, q, \tilde{p}) \leq \min \left\{ \tilde{\psi}(q, \tilde{m}), \tilde{m} \right\} + \epsilon \right) = 1,
$$

(16)

where

$$
\tilde{\psi}(q, \tilde{m}) = \left( \frac{\tilde{m}}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right)^{nG_{\tilde{m}}} \right) + n(1 - G_{\tilde{m}}),
$$

(17)

with $G_{\tilde{m}} \triangleq \sum_{f=1}^{\tilde{m}} q_f$, and where $\tilde{m}$ is defined in (9).

Proof: See Appendix B.

For convenience, we disregard $\epsilon$ and the fact that (16) involves a limit for $F \to \infty$ and refer directly to the achievable rate upper bound as

$$
R_{ub}^{RLFU}(n, m, M, q, \tilde{m}) \triangleq \min \left\{ \tilde{\psi}(q, \tilde{m}), \tilde{m} \right\},
$$

(18)

where it is understood that the upper bound holds with high probability, as $F \to \infty$.

While RLFU-GCC is generally inferior to RAP-GCC, we shall show in Section V that RLFU-GCC is sufficient to achieve order-optimal rate when $q$ is a Zipf distribution. In order to further shed light on the relative merits of the various approaches, in Section VI we shall compare them in terms of actual rates (not just scaling laws), obtained by simulation.
IV. RATE LOWER BOUND

In order to analyze the order-optimality of RLFU-GCC, we shall compare \( R^{\text{ub}}(n, m, M, \mathbf{q}, \tilde{m}) \) with a rate lower bound on the optimal achievable rate \( R^* (n, m, M, \mathbf{q}) \). This is given by:

**Theorem 2**: The rate \( R(n, m, M, \mathbf{q}) \) of any admissible scheme for the shared link network with \( n \) users, library size \( m \), cache capacity \( M \), and demand distribution \( \mathbf{q} \) must satisfy

\[
R(n, m, M, \mathbf{q}) \geq R^{\text{lb}}(n, m, M, \mathbf{q})
\]

\[
\Delta \max_{\ell, r, z} \left\{ P_1(\ell, r) P_2(\ell, r, \tilde{z}) \max_{z \in \{1, \ldots, \lfloor \min\{\tilde{z}, r\}\} \} z \left( 1 - M/\lfloor \ell/z \rfloor \right) 1\{\tilde{z}, r \geq 1\},
\right.
\]

\[
\left. P_1(\ell, r) P_2(\ell, 1, \tilde{z}) (1 - M/\ell) 1\{\tilde{z} \in (0, 1)\} \right\}.
\]  

(19)

where \( \ell \in \{1, \ldots, m\} \), \( r \in \mathbb{R}_+ \) with \( r \leq n\ell q_\ell \) and \( \tilde{z} \in \mathbb{R}_+ \) with \( \tilde{z} \leq \min \{r, \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) \} \), and where

\[
P_1(\ell, r) \Delta 1 - \exp \left( -\frac{(n\ell q_\ell - r)^2}{2n\ell q_\ell} \right),
\]

and

\[
P_2(\ell, r, \tilde{z}) \Delta 1 - \exp \left( -\frac{\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) - \tilde{z}^2}{2\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right)} \right).
\]

(20)

(21)

**Proof**: See Appendix C.

V. ORDER-OPTIMALITY

The focus of this section is to prove the order-optimality of the RLFU-GCC scheme introduced in Section III-D when \( \mathbf{q} \) is a Zipf distribution (see (1)). Using Lemma 1 and Theorem 2, we shall consider the ratio \( R^{\text{ub}}(n, m, M, \mathbf{q}, \tilde{m}) / R^{\text{lb}}(n, m, M, \mathbf{q}) \) for \( n, m \to \infty \), where \( m \to \infty \) and \( n, M \) are functions of \( m \) as in Definition 2. According to Definition 2, RLFU-GCC is order-optimal if the ratio \( R^{\text{ub}}(n, m, M, \mathbf{q}, \tilde{m}) / R^{\text{lb}}(n, m, M, \mathbf{q}) \) is uniformly bounded for all sufficiently large \( m \). Obviously, order-optimality of RLFU-GCC implies order-optimality of all “better” schemes, employing the optimized RAP distribution and/or CIC coded delivery.

We shall also compare the (order optimal) rate achieved by RLFU-GCC with the rate achieved by other possibly suboptimal schemes, such as conventional LFU caching with naive multicasting and the

11When \( M \) is not explicitly given in terms of \( m \), it means that the corresponding scaling law holds for \( M \) equal to any arbitrary functions of \( m \), including \( M \) constant, as a particular case.

12Recall that with conventional LFU every user caches the \( M \) most popular files and hence there are no coded multicast opportunities. In fact, it is straight forward to show that if we fix the placement scheme to (conventional) LFU in the shared link network, the best delivery scheme is naive multicasting.
scheme designed for arbitrary demands, achieving the order-optimal min-max rate \cite{18}, \cite{19}. We shall say that a scheme A has an order gain with respect to another scheme B if the rate achieved by A is $o(\cdot)$ of the rate achieved by B. We shall say that a scheme A has a constant gain with respect to another scheme B if the rate of A is $\Theta(\cdot)$ of the rate of B, and their ratio converges to some $\kappa < 1$ as $m \to \infty$.

In addition, we shall say that some scheme A exhibits a multiplicative caching gain if its rate is inversely proportional to an increasing function of $M$. Specifically, we say that the multiplicative caching gain is sub-linear, linear, or super-linear if such function is sub-linear, linear, or super-linear in $M$, respectively.

We notice that the behavior of the Zipf distribution is fundamentally different in the two regions of the Zipf parameter $0 \leq \alpha < 1$ and $\alpha > 1$\footnote{The regime $\alpha = 1$ requires not more difficult but somehow different analysis because of the bounding of the Zipf distribution (see Lemma 1 in \cite{2}). For the sake of brevity, given the fact that the analysis is already quite heavy, also motivated by the fact that most experimental data on content demands show $\alpha \neq 1$ \cite{12}, in this paper, we omit this case.} In fact, for $\alpha < 1$, as $m \to \infty$, the probability mass is “all in the tail”, i.e., the probability $\sum_{f=1}^{\tilde{m}} q_f$ of the most probable $\tilde{m}$ files vanishes, for any finite $\tilde{m}$. In contrast, for $\alpha > 1$, the probability mass is “all in the head”, i.e., for sufficiently large (finite) $\tilde{m}$, the set of most probable $\tilde{m}$ files contain almost all the probability mass, irrespectively of how large the library size $m$ is. In the following, we consider the two cases separately.

A. Case $0 \leq \alpha < 1$

In this case, we have:

Theorem 3: For the shared link network with $n$ users, library size $m$, cache capacity $M$, and random requests following a Zipf distribution $q$ with parameter $0 \leq \alpha < 1$, RLFU-GCC with $\tilde{m} = m$ yields order-optimal rate. The corresponding (order-optimal) achievable rate upper bound is given by

$$R_{ub}(n, m, M, q, m) = \min \left\{ \left( \frac{m}{M} - 1 \right) \left( 1 - \left( \frac{M}{m} \right)^n \right) \cdot \tilde{m} \right\}.$$  

Proof: See Appendix D.

RLFU with $\tilde{m} = m$ corresponds to caching packets at random, independently across users, with uniform distribution across all files in the library. Not surprisingly, the order-optimal rate given by Theorem 3 is order-equivalent to the min-max rate under deterministic demands \cite{19}. We will refer to RLFU with $\tilde{m} = m$ also as uniform placement (UP) and to UP-GCC as the scheme with UP as caching placement and GCC as delivery scheme. Intuitively, this result is due to the heavy tail property of the Zipf distribution with $0 \leq \alpha < 1$ such that, in this case, the random demands are approximately uniform over the whole library and, from Lemma 3 in Appendix C we know that the average rate under uniform random demands is order-equivalent to the min-max rate under arbitrary demands.
Nevertheless, making use of the knowledge of the Zipf parameter may yield fairly large constant rate
gains, especially for $\alpha$ close to 1. In particular, we can optimize the parameter $\tilde{m}$ as follows. Define
$H(\alpha, x, y) \triangleq \sum_{i=x}^{y} i^{-\alpha}$ and consider the bounds on the tail of the Zipf distribution given by the following
lemma, proved in [2]:

**Lemma 2:** If $\alpha \neq 1$, then

$$\frac{1}{1-\alpha} (y + 1)^{1-\alpha} - \frac{1}{1-\alpha} x^{1-\alpha} \leq H(\alpha, x, y) \leq \frac{1}{1-\alpha} y^{1-\alpha} - \frac{1}{1-\alpha} x^{1-\alpha} + \frac{1}{x^\alpha}. \quad (22)$$

Notice that for the Zipf distribution with parameter $\alpha$, the term $G_{\tilde{m}}$ in Lemma 1 is written explicitly as
$G_{\tilde{m}} = \frac{H(\alpha, 1, \tilde{m})}{H(\alpha, 1, m)}$. Then, using Lemma 2 in Lemma 1, we can write

$$R^{ub}(n, m, M, q, \tilde{m}) \leq \bar{\psi}(q, \tilde{m}) \leq \frac{(\tilde{m} M - 1) \left(1 - \left(1 - \frac{M}{\tilde{m}}\right)^{H(\alpha, 1, \tilde{m})/H(\alpha, 1, m)}\right)}{(1 - \left(1 - \frac{M}{\tilde{m}}\right)^{1-\alpha}) n}, \quad (23)$$

where (a) follows from the fact that

$$\left(\frac{\tilde{m}}{M} - 1\right) \left(1 - \left(1 - \frac{M}{\tilde{m}}\right)^{H(\alpha, 1, \tilde{m})/H(\alpha, 1, m)}\right) \leq (\frac{\tilde{m}}{M} - 1), \quad (24)$$

and

$$\frac{H(1, \alpha, \tilde{m})}{H(1, \alpha, m)} \geq \left(1 - \frac{1}{1-\alpha} (\tilde{m} + 1)^{1-\alpha} - \frac{1}{1-\alpha} m^{1-\alpha} - \frac{1}{1-\alpha} + 1\right) \rightarrow_{m\tilde{m}\rightarrow\infty} \left(1 - \left(\frac{\tilde{m}}{m}\right)^{1-\alpha}\right) n. \quad (25)$$

Minimizing the upper bound given by (23) with respect to $\tilde{m}$, subject to $M \leq \tilde{m} \leq m$, and treating
$\tilde{m}$ as a continuous variable, we obtain

$$\tilde{m} = \min \left\{ \max \left\{ \left(\frac{n(1-\alpha)}{m} \right)^{\frac{1}{\alpha}}, m \right\}, m \right\}. \quad (26)$$

Fig. 2 shows the significant gains that can be achieved by using RLFU-GCC with optimized $\tilde{m}$ (as given
by (26)) compared to UP-GCC for a network with $m = 50000$, $n = 50$ and $\alpha = 0.9$. For example, given
a target rate of 20, UP-GCC requires a cache capacity $M \approx 2000$, whereas RLFU-GCC with optimized
$\tilde{m}$ requires only $M \approx 800$. 

Fig. 2. Rate versus cache size for UP-GCC and RLFU-GCC with optimized $\tilde{m}$ (see (26)), for $n = 50$, $m = 50000$, and Zipf parameter $\alpha = 0.9$.

B. Case $\alpha > 1$

This case is more intricate and we need to consider different sub-cases depending on how the number of users scales with the library size: namely, we distinguish the cases of $n = \omega (m^\alpha)$, $n = \Theta (m^\alpha)$, and $n = o (m^\alpha)$.

1) Regime of “very large” number of users: $n = \omega (m^\alpha)$:

Theorem 4: For the shared link network with library size $m$, cache capacity $M$, random requests following a Zipf distribution $q$ with parameter $\alpha > 1$, if $m \to \infty$ and the number of users scales as $n = \omega (m^\alpha)$, UP-GCC (i.e., $\tilde{m} = m$) achieves order-optimal rate.

Proof: Theorem 4 can be proved by following the steps of the proof of Theorem 3 in Appendix D. This is omitted for brevity.

2) Regime of “large” number of users: $n = \Theta (m^\alpha)$:

Theorem 5: For the shared link network with library size $m$, cache capacity $M$, random requests following a Zipf distribution $q$ with parameter $\alpha > 1$, if $m \to \infty$ and the number of users scales as $n = \Theta (m^\alpha)$, RLFU-GCC achieves order-optimal rate with the values of $\tilde{m}$ given in Table I for
different sub-cases of the system parameters. The corresponding (order-optimal) achievable rate upper bound $R_{ub}^n(n, m, M, q, \tilde{m})$ is also provided in Table I.

Proof: See Appendix E.

$\rho \geq 1$

$M \geq 0$

$m$

$\min \left\{ \frac{m}{M} - 1 + o \left( \frac{m}{M} \right), m \right\}$

$0 \leq M < 1$

$\rho \frac{1}{\alpha} m$

$2\rho \frac{1}{\alpha} m - 1 + o(m)$

$1 \leq M < \frac{1}{\rho}$

$\rho \frac{1}{\alpha} M^{\frac{1}{\alpha}} m$

$\frac{2\rho \frac{1}{\alpha} m}{M^{1 - \frac{1}{\alpha}}} - 1 + o \left( \frac{m}{M^{1 - \frac{1}{\alpha}}} \right)$

$M \geq \frac{1}{\rho}$

$m$

$\frac{m}{M} - 1 + o \left( \frac{m}{M} \right)$

| $\rho \geq 1$ | $M \geq 0$ | $m$ | $\min \left\{ \frac{m}{M} - 1 + o \left( \frac{m}{M} \right), m \right\}$ |
|-------------|----------|-----|--------------------------------------------------|
| $0 \leq M < 1$ | $\rho \frac{1}{\alpha} m$ | $2\rho \frac{1}{\alpha} m - 1 + o(m)$ |
| $1 \leq M < \frac{1}{\rho}$ | $\rho \frac{1}{\alpha} M^{\frac{1}{\alpha}} m$ | $\frac{2\rho \frac{1}{\alpha} m}{M^{1 - \frac{1}{\alpha}}} - 1 + o \left( \frac{m}{M^{1 - \frac{1}{\alpha}}} \right)$ |
| $M \geq \frac{1}{\rho}$ | $m$ | $\frac{m}{M} - 1 + o \left( \frac{m}{M} \right)$ |

**TABLE I**

Order-optimal choice of $\tilde{m}$ and the corresponding achievable rate upper bound $R_{ub}^n(n, m, M, q, \tilde{m})$ for RLFU-GCC with $\alpha > 1$ and $n = \Theta (m^\alpha)$.

Without loss of generality, we let the leading term of $n$ in terms of $m$ to be $\rho m^\alpha$ for some $\rho > 0$, i.e., $n = \rho m^\alpha + o(m^\alpha)$ for $m \to \infty$. Hence, we distinguish the following case:

- For $\rho > 1$, the network behaves similarly to the case of $n = \omega (m^\alpha)$, and UP-GCC achieves order-optimal rate, which scales as $\Theta \left( \frac{m}{M} \right)$ for $M \geq 1$.
- For $0 < \rho < 1$, we distinguish three regimes of $M$, namely, $0 \leq M < 1$, $1 \leq M < \frac{1}{\rho}$, and $M \geq \frac{1}{\rho}$. The corresponding order-optimal value of $\tilde{m}$ varies from $\rho m^{\frac{\alpha}{\alpha}}$, via $\rho \frac{1}{\alpha} M^{\frac{1}{\alpha}} m$ to $m$. This corresponds to the order-optimal caching placement varying from RLFU to UP. Correspondingly, the scaling law of the rate varies from $\Theta \left( \rho m^{\frac{\alpha}{\alpha}} \right)$, via $\Theta \left( \frac{\rho \frac{1}{\alpha} m}{M^{1 - \frac{1}{\alpha}}} \right)$ to $\Theta \left( \frac{m}{M} \right)$, where the multiplicative caching gain of RLFU-GCC (with order optimal $\tilde{m}$) varies from sub-linear to linear.

3) Regime of “small-to-moderate” number of users $n = o(m^\alpha)$:

**Theorem 6**: For the shared link network with library size $m$, cache capacity $M$, random requests
following a Zipf distribution \( q \) with parameter \( \alpha > 1 \), if \( m \to \infty \) and the number of users scales as \( n = o(m^\alpha) \), RLFU-GCC achieves order-optimal rate with the values of \( \tilde{m} \) given in Tables \( \text{II} \) and \( \text{III} \) for different sub-cases of the system parameters. The corresponding (order-optimal) achievable rate upper bound \( R^{ub}(n, m, M, q, \tilde{m}) \) is also provided in the Tables \( \text{II} \) and \( \text{III} \).

**Proof:** See Appendices \( F \) and \( G \).

| \( M \) | \( \tilde{m} \) | \( R^{ub}(n, m, M, q, \tilde{m}) \) |
|---|---|---|
| \( 0 \leq M < 1 \) | \( n^{\frac{1}{\alpha}} \) | \( 2n^{\frac{1}{\alpha}} + o\left(n^{\frac{1}{\alpha}}\right) \) |
| \( 1 \leq M = o\left(n^{\frac{1}{\alpha}}\right) \) | \( M = o(m) \) | \( M \) \( n^{\frac{1}{\alpha}} \) \( \frac{2n^{\frac{1}{\alpha}}}{M^{1-\frac{1}{\alpha}}} - 1 + o\left(\frac{n^{\frac{1}{\alpha}}}{M^{1-\frac{1}{\alpha}}}\right) \) |
| \( 1 \leq M = \Theta(o) = \kappa_1 m \) | \( m \) | \( \frac{m}{M} - 1 + o\left(\frac{m}{M}\right) \) |
| \( \omega\left(n^{\frac{1}{\alpha}}\right) = M < \frac{m^\alpha}{n} \) | \( M = o(m) \) | \( M \) \( \frac{n}{M^{\alpha-1}} + o\left(\frac{n}{M^{\alpha-1}}\right) \) |
| \( \omega\left(n^{\frac{1}{\alpha}}\right) = M = \Theta(m) = \kappa_1 m \) | \( M \) \( \frac{n}{M^{\alpha-1}} - \frac{n}{m^{\alpha-1}} + o(1) \) |
| \( \frac{m^\alpha}{n} \leq M \) | \( m \) | \( \min\left\{ \frac{m}{M} - 1 + o\left(\frac{m}{M}\right), m \right\} \) |

**Table II**

Order-optimal choice of \( \tilde{m} \) and the corresponding achievable rate upper bound \( R^{ub}(n, m, M, q, \tilde{m}) \) for RLFU-GCC with \( \alpha > 1 \) and \( n = o(m^\alpha) \). Here, \( 0 < \kappa_1 < 1 \) indicates a fixed positive constant.

Since Theorem 6 contains several regimes, it is useful to discuss separately some noteworthy behaviors. We start by consider the case of \( n = o(m^{\alpha-1}) \), for which there are two relevant regimes of \( M \) (see Table II), namely, \( 0 \leq M < 1 \) and \( 1 \leq M < \frac{m^\alpha}{n} \). In particular:

- If \( 0 \leq M < 1 \), the achievable rate upper bound is \( 2n^{1/\alpha} \). This rate scaling can also be achieved by using naive multicasting for all the requested files from the file set \( \{1, \cdots, n^{\frac{1}{\alpha}}\} \) and conventional unicasting for the requested files from the remaining set \( \{n^{\frac{1}{\alpha}} + 1, \cdots, m\} \). It is not difficult to show (details are omitted) that the average number of distinct files requested from the set \( \{n^{\frac{1}{\alpha}} + 1, \cdots, m\} \)
For the case $\alpha \leq 1$, we distinguish the following

1. $M = o(m)$ and conventional unicasting of the remaining less popular files.

2. $M = \Theta(m)$ and caching is not needed at all. We conclude that, in this regime of “small storage capacity” ($M < \frac{m^a}{n}$), caching does not achieve any significant gain over the simple non-caching strategy described above, based on combining naive multicasting for the most popular files and conventional unicasting of the remaining less popular files.

- For the case $1 \leq M < \frac{m^a}{n}$, we notice that the assumption $n = o(m^{\alpha-1})$ yields $\frac{m^a}{n} = \omega(m)$. Hence, the constraint $M < \frac{m^a}{n}$ is dominated by the obvious condition $M \leq m$, which always holds by definition. Considering that $n = o(m^{\alpha-1})$ implies that $m = \omega(n^{\frac{1}{\alpha-1}})$, we distinguish the following

| $M$ | $\tilde{m}$ | $R^{\tilde{m}}(n, m, M, q, \tilde{m})$ |
|-----|-------------|----------------------------------|
| $M = o(m)$ | $\kappa \leq \left( \frac{\eta(\alpha - 1)}{\alpha^2} \right)^{\frac{1}{\alpha}}$ | $\frac{2n^\#}{M^{1-\frac{1}{\alpha}}} - 1 + o\left( \frac{n^\#}{M^{1-\frac{1}{2}}} \right)$ |
| $M = \Theta(m)$ | $1 \leq \frac{m}{M} \leq \frac{1}{\kappa_1}$ | $\min \left\{ \frac{n}{M^{\alpha-1}} + o\left( \frac{n}{M^{\alpha-2}} \right), \frac{n^\#}{M^{1-\frac{1}{2}}} - 1 + o\left( \frac{n^\#}{M^{1-\frac{1}{2}}} \right) \right\}$ |
| $M = \Theta(n)$ | $\kappa \geq 1$ | $\frac{n}{M^{\alpha-1}} + o\left( \frac{n}{M^{\alpha-2}} \right)$ |

TABLE III

SUB-CASE OF $1 \leq M < \frac{m^a}{n}$ AND $M = \Theta\left( n^{\frac{1}{\alpha-1}} \right)$, FOR THE SAME REGIME OF TABLE II. HERE, $\kappa, \kappa_1, \eta$ INDICATE FIXED POSITIVE CONSTANTS, AND $\mu$ IS AN ARBITRARY POSITIVE CONSTANT LARGER THAN 2.
three sub-cases: $1 \leq M = o\left(n^{\frac{1}{\alpha-1}}\right)$, $M = \Theta\left(n^{\frac{1}{\alpha-1}}\right)$, and $\omega\left(n^{\frac{1}{\alpha-1}}\right) = M \leq m$. We now discuss in more details the two regimes $1 \leq M = o\left(n^{\frac{1}{\alpha-1}}\right)$ and $\omega\left(n^{\frac{1}{\alpha-1}}\right) = M \leq m$ shown in Table II while we refer the reader to Table III for the case $M = \Theta\left(n^{\frac{1}{\alpha-1}}\right)$. In the case $1 \leq M = o\left(n^{\frac{1}{\alpha-1}}\right)$ or, equivalently, $\omega(M^{\alpha-1}) = n < m^{\alpha-1}$, if $M = o(m)$, then the order-optimal RLFU parameter is $\tilde{m} = M \frac{1}{\alpha} n^{\frac{1}{\alpha}}$. In this case, the rate is $\Theta\left(\frac{n^{\frac{1}{\alpha-1}}}{M^{\alpha-1} n^{\frac{1}{\alpha}}}\right)$, which exhibits order gain with respect to the rate obtained with UP, given by $\Theta\left(\min\left\{\frac{m}{M}, m, n\right\}\right)$. This also shows that the order-optimal average rate in this regime yields an order gain with respect to the min-max order-optimal rate [18], [19]. We interpret this order gain as the benefit due to caching according to popularity. Intuitively, when $\alpha > 1$ and the number of users is not very large ($n = o(m^{\alpha-1})$), only a limited number of files are requested with non-vanishing probability. Meanwhile, $1 \leq M = o\left(n^{\frac{1}{\alpha-1}}\right)$ and $n = o\left(m^{\alpha-1}\right)$ imply that the cache capacity is $M = o(m)$, i.e., only a sublinear number of files can be cached. Hence, it is critically important to be able to focus on the files that deserve to be cached. We conclude that, in this case, caching according to the knowledge of the demand distribution makes a significant difference (in fact, a difference in the rate scaling order) with respect to UP.

In the other regime, $\omega\left(n^{\frac{1}{\alpha-1}}\right) = M \leq m$, the cache size $M$ can be large. In this case, LFU (obtained by letting $\tilde{m} = M$) combined with the naive multicasting of the uncached requested files achieves order-optimal rate, which scales as $\Theta\left(\frac{n}{M^{\alpha-1}}\right)$ (see Table II). Again, this rate exhibits an order gain with respect to the min-max order-optimal rate.

Intuitively, this is due to the fact that, in this case, users request relatively few files, most of which are the popular ones. Since the storage capacity is large, then LFU caching covers most of the requests and the source node only needs to serve the unpopular requests, which account for a vanishing rate ($\Theta\left(\frac{n}{M^{\alpha-1}}\right) = o(1)$). In addition, we observe that the multiplicative caching gain becomes super-linear for $\alpha > 2$.

Then, we examine the case of $o(m^\alpha) = n = \omega\left(m^{\alpha-1}\right)$ where the number of users is relatively large. The relevant regimes of $M$ (see Table II) in this case are $0 \leq M < 1$, $1 \leq M < \frac{m^\alpha}{n}$, and $\frac{m^\alpha}{n} \leq M < m$. Keeping the order of $n$ in $m$ fixed and increasing the order of $M$ in $m$, the order-optimal $\tilde{m}$ varies from $n^{\frac{1}{\alpha}}$ via $M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}$ to $m$, indicating that the caching placement converges to UP instead of LFU, in contrast to the case of $n = o\left(m^{\alpha-1}\right)$ considered before. This shows that in this regime, with the exception of the “small storage capacity” regime $M < 1$, LFU with naive multicasting fails to achieve order-optimality.

\[15\] We do not discuss the case of $n = \Theta\left(m^{\alpha-1}\right)$ for the sake of brevity and ease of presentation. The corresponding result can be found in Table II and III.
In addition, as the order of $M$ in $m$ increases, the scaling law of the rate varies from $\Theta \left( n^{\frac{1}{M^{1-\epsilon}}} \right)$, via $\Theta \left( \frac{n^{\frac{1}{M^{1-\epsilon}}}}{M} \right)$ to $\Theta \left( \frac{m}{M} \right)$. This indicates that the multiplicative caching gain goes from sub-linear to linear.

C. Remark

We finally remark that in this paper, for the sake of presentation clarity, we let $n$ be a function of $m$ such that $n \to \infty$ as $m \to \infty$. However, when $m$ is a constant independent of $n$, and $n \to \infty$, the ratio between $R^{\text{ub}}(n, m, M, q, \tilde{m})$ and $R^{\text{lb}}(n, m, M, q)$ is also upper bounded by a constant, which is shown by the following corollary.

**Corollary 1:** For the shared link network with $n$ users, a library of constant size $m$, cache capacity $M$, and random requests following a Zipf distribution $q$ with parameter $\alpha \geq 0$, UP-GCC achieves order-optimal with the following gap guarantee:

$$\limsup_{n \to \infty} \frac{R^{\text{ub}}(n, m, M, q, m)}{R^{\text{lb}}(n, m, M, q)} \leq \frac{12}{1 - \epsilon},$$

for some arbitrarily small $\epsilon > 0$, independent of $m, n, M$.

*Proof:* See Appendix H.

VI. DISCUSSIONS AND SIMULATION RESULTS

In Section V, we have seen that, under a Zipf demand distribution, RLFU-GCC with $\tilde{m}$ given in Tables I, II, and III achieves order-optimal rate and so do RLFU-CIC, RAP-GCC and RAP-CIC. In all these schemes, once the cache configuration is given, the delivery phase reduces to an index coding problem. Despite the fact that for general index coding no graph coloring scheme is known to be sufficient to guarantee order-optimality [32], for the specific problem at hand we have the pleasing result that CIC and even the simpler GCC are sufficient for order optimality.

While this result is proved by considering the RLFU-GCC scheme, for the sake of analytical simplicity, one would like to directly use RAP-GCC or, better, RAP-CIC, to achieve some further gain in terms of actual rate, beyond the scaling law. While the minimization of $\min \{ \psi(q, p), \tilde{m} \}$ given in (8) with respect to $p$ is a non-convex problem without a appealing structure, it is possible to use brute-force search or branch and bound methods [51] to search for good choices of the caching distribution $p$. Fig. 3 shows $p^*$ obtained by numerical minimization of the bound $\min \{ \psi(q, p), \tilde{m} \}$ for a toy case with $m = 3, M = 1, n = 3, 5, 10, 15$ and demand distribution $q = [0.7, 0.21, 0.09]$. We observe how the caching distribution $p^*$, which does not necessarily coincide with $q$, adjusts according to the system parameters to balance the local caching and coded multicasting gains. In particular, $p^*$ goes from caching the most popular
files (as in LFU) for \( n = 3 \) to UP for \( n = 15 \). Recall from Theorems 4-6 that the optimized \( \tilde{p} \) follows this same trend, going from LFU (\( \tilde{m} = M \)) to UP (\( \tilde{m} = m \)) as \( n \) increases, while constrained to be a step function. This, perhaps surprising, behavior arises from the fact that even if the "local" demand distribution \( q \) is fixed, when the number of users increases, the "aggregate" demand distribution, i.e., the probability that a file gets requested at least by one user, flattens. This effectively uniformizes the "multicast weight" of each file, requiring caching distributions that flatten accordingly.

The corresponding achievable rate, \( R_{GCC}(n, m, M, q, p^*) \) with \( p^* \) given by (14), is shown in Fig. 4, confirming the performance improvement provided by RAP-GCC. For comparison, Fig. 4 also shows the rates achieved by RLFU-GCC, \( R_{GCC}(n, m, M, q, \tilde{p}) \) with \( \tilde{m} = 1, 2, \) and 3.

![Figure 3](image-url)  
Fig. 3. The optimal caching distribution \( p^* \) for a network, where \( m = 3, M = 1 \) and \( n = 3, 5, 10, 15 \) and the demand distribution is \( q = [0.7, 0.21, 0.09] \).

As discussed in Theorems 4-6, the fact that the caching distribution adjusts to changes in all system parameters, and not just the demand distribution \( q \), is a key aspect of our order-optimal schemes and one of the reasons for which previously proposed schemes have failed to provide order-optimal guarantees.

In addition, unlike uncoded delivery schemes that transmit each non-cached packet separately, or the scheme suggested in [20], where files are grouped into subsets and coding is performed within each subset, another key aspect of the order-optimal schemes presented in this paper is the fact that coding...
is allowed within the entire set of requested packets. When treating different subsets of files separately, missed coding opportunities can significantly degrade efficiency of coded multicasting.

For example, in the setting of Fig. 4 with \( M = 1.5 \) and \( n = 20 \), by following the recipe given in [20], each of the \( m = 3 \) files becomes a separate group, delivered independently of each other, yielding an expected rate of 1.5, which can also be achieved by conventional LFU with naive multicasting. On the other hand, for this same setting, RLFU-GCC uses a uniform caching distribution and GCC over all requested packets, yielding a rate of 0.5.

In Figs. 5 and 6, we plot the rate achieved by RLFU-GCC, given by \( R^{\text{GCC}}(n, m, M, q, \tilde{p}) \) with \( \tilde{m} = \arg\min R^{\text{ub}}(n, m, M, q, \tilde{m}) \), \( \tilde{m} = \arg\min R^{\text{ub}}(n, m, M, q, \tilde{m}) \), which can be computed via simple one-dimensional search. For comparison, Figs. 5 and 6 also show the rate achieved by: 1) UP-GCC (i.e., letting \( \tilde{m} = m \)); 2) LFU with naive multicasting (LFU-NM),

\[ \tilde{m} = \arg\min R^{\text{ub}}(n, m, M, q, \tilde{m}), \quad (28) \]

The achievable rate for the scheme proposed in [20] is computed based on a grouping of the files, an optimization of the memory assigned to each group, and a separate coded transmission scheme for each group, as described in [20].
Fig. 5. Simulation results for $\alpha = 0.6$. a) $m = 5000, n = 50$. b) $m = 5000, n = 500$. c) $m = 5000, n = 5000$. d) $m = 500, n = 5000$. RLFU in this figure corresponds to the RLFU with optimized $\tilde{m}$ given by (28).

given by $\sum_{f=M+1}^{m} (1 - (1 - q_f)^n)$; and 3) the grouping scheme analyzed in [20], which is referred to as “reference scheme” (RS). The expected rate is shown as a function of the per-user cache capacity $M$ for $n = \{50, 500, 5000\}$, $m = \{500, 5000\}$, and $\alpha = \{0.6, 1.6\}$. The simulation results agree with the scaling law analysis presented in Section V. In particular, we observe that, for all scenarios simulated in Figs. 5 and 6, RLFU-GCC is able to significantly outperform both LFU-NM and RS. For example, when $\alpha = 1.6$, $m = 500$ and $n = 5000$, Fig. 6(d) shows that for a cache size equal to just 4% of the library ($M = 20$), the proposed scheme achieves a factor improvement in expected rate of $5\times$ with respect to the reference scheme and $8\times$ with respect to LFU-NM. Interestingly, we notice that the reference scheme (RS) of [20] often yields rate worse than UP-GCC, a scheme that does not exploit the knowledge of the
Fig. 6. Simulation results for $\alpha = 1.6$. a) $m = 5000, n = 50$. b) $m = 5000, n = 500$. c) $m = 5000, n = 5000$. d) $m = 500, n = 5000$. RLFU in this figure corresponds to the RLFU with optimized $\bar{m}$ given by (28).

demand distribution.

Computing the chromatic number of a general graph is an NP-hard problem and difficult to approximate [49]. However, for specific graphs (e.g., Erdős-Rényi random graphs $G(n, p)$), the chromatic number can be approximated or even computed [52]–[55]. In our case, by using the property of the conflict graph resulting from RAP or RLFU, we have shown that the polynomial time ($O(n^3 B^2)$) greedy constrained coloring (GCC) algorithm can achieve the upper bound of the expected rate given in Theorem 1. Finally, we remark that, as recently shown in [56], [57], especially when operating in finite-length regimes ($B$ finite), one can design improved greedy coloring algorithms that, with the same polynomial-time complexity, further exploit the structure of the conflict graph and the optimized RAP caching distribution.
to provide significant rate improvements. This is confirmed by the simulation shown in Fig. 7, where in addition to RLFU-GCC, UP-GCC, and LFU-NM, we also plot the rate achieved by RAP-HgC, where HgC is the Hierarchical greedy Coloring algorithm proposed in [57], for a network with (a) $m = n = 5$, (b) $m = n = 8$, $\alpha = 0.6$, and a finite number of packets per file $B = 500$.

![Fig. 7. Two examples of the simulated expected rate by using RAP-HgC ($B = 500$). The comparison includes UP-GCC ($B \to \infty$), RLFU-GCC ($B \to \infty$ and $\tilde{m}$ given by (28)), LFU-NM ($B \to \infty$). In these simulations, $\alpha = 0.6$. a) $m = n = 5$. b) $m = n = 8$.](image)

VII. Conclusions

In this paper, we built on the shared link network with caching, coded delivery, and random demands, firstly considered in [20]. We formally defined the problem in an information theoretic sense, giving an operational meaning to the per-user rate averaged over the random demands. We analyzed achievability schemes based on random fractional (packet level) caching and Chromatic-number Index Coding (CIC) delivery, where the latter is defined on a properly constructed conflict graph that involves all the requested packets. In particular, any suboptimal (e.g., greedy) technique for coloring such conflict graph yields an achievable rate. Our bound (Theorem 1) considers a particular delivery scheme that we refer to as Greedy Constrained Coloring (GCC), which is polynomial in the system parameters. The direct optimization of the bound with respect to the caching distribution yields a caching placement scheme that we refer to as RAndom Popularity-based (RAP). For analytical convenience, we also considered a simpler choice of the caching distribution, where caching is performed with uniform probability up to an optimized file index cut-off value $\tilde{m}$, and no packets of files with index larger than $\tilde{m}$ are cached. This placement scheme is
referred to as Random Least Frequently Used (RLFU), for the obvious resemblance with conventional LFU caching. We also provided a general rate lower bound (Theorem 2).

Then, by analyzing the achievable rate of RLFU-GCC and comparing it with the general rate lower bound, we could establish the order-optimality of the proposed schemes in the case of Zipf demand distribution, where order-optimality indicates that the ratio between the achievable rate and the best possible rate is upper bounded by a constant as $m, n \to \infty$ (with the special case of $m$ fixed and $n \to \infty$ treated apart).

Beyond the optimal rate scaling laws, we showed the effectiveness of the general RAP-CIC approach with respect to: 1) conventional non-caching approaches such as unicasting or naive multicasting (the default solution in today’s wireless networks); 2) local caching policies, such as LFU, with naive multicasting; and 3) a specific embodiment of the general scheme proposed in [20], which consists of splitting the library into subsets of files with approximately the same demand probability (in fact, differing at most by a factor of two) and then applying greedy coloring index coding separately to the different subsets.

Our scaling results, while seemingly rather cumbersome, point out that the relation between the rate scaling and the various system parameters, even restricting to the case of Zipf demand distribution, can be very intricate and non-trivial. In particular, we characterized the regimes in which caching is useless (i.e., it provides no order gain with respect to conventional non-caching approaches), as well as the regimes in which caching exhibits multiplicative gains, i.e., the rate decreases (throughput increases) proportionally to a function of the per-user cache size $M$. Specifically, we identified the regions where the multiplicative caching gain is either linear or non-linear in $M$, and how it depends on the Zipf parameter $\alpha$. Finally, for the regimes in which caching can provide multiplicative gains, we characterized 1) the regions in which the order-optimal RAP-CIC converges to conventional LFU with naive multicasting, showing when the additional coding complexity is not required, and 2) the regions in which (cooperative) fractional caching and index coding delivery is required for order-optimality.
APPENDIX A

PROOF OF THEOREM 1

Let $J(C, Q)$ denote the (random) number of independent sets found by Algorithm 1 applied to the conflict graph $H_{C,Q}$ defined in Section III, where $C$ is the random cache configuration resulting from the random caching scheme with caching distribution $p$, and $Q$ is the packet-level demand vector resulting from the random i.i.d. requests with demand distribution $q$.

Recall that we consider the limit for $F, B \to \infty$ with fixed packet size $F/B$. Then, since the term $\bar{m}$ in (9) has been already shown to upper bound the average rate due to GCC$_2$ (see Remark 3 in Section III-C), Theorem 1 follows by showing that

$$\lim_{B \to \infty} P \left( \frac{\mathbb{E}[J(C, Q)|C]}{B} \leq \psi(q, p) + \epsilon \right) = 1,$$

for any arbitrarily small $\epsilon > 0$.

By construction, the independent sets $I$ generated by GCC$_1$ have the same (unordered) label of users requesting or caching the packets $\{\rho(v) : v \in I\}$. We shall refer to such unordered label of users as the user label of the independent set. Hence, we count the independent sets by enumerating all possible user labels, and upperbounding how many independent sets Algorithm 1 generates for each user label.

Consider a user label $U_\ell \subseteq U$ of size $\ell$, and let $J_{C,Q}(U_\ell)$ denote the number of independent sets generated by Algorithm 1 with label $\{\mu(v), \eta(v)\} = U_\ell$. A necessary condition for the existence of an independent set with user label $U_\ell$ is that, for any user $u \in U_\ell$, there exist a node $v$ such that: 1) $\mu(v) = u$ (user $u$ requests the packet corresponding to $v$), and 2) $\eta(v) = U_\ell \setminus \{u\}$ (the packet corresponding to $v$ is cached in all users $U_\ell \setminus \{u\}$ and not cached by any other user). Therefore, the following equality holds with probability 1 (pointwise dominance)

$$J_{C,Q}(U_\ell) = \max_{u \in U_\ell} \sum_{v : \rho(v) \ni f_u} 1 \{\eta(v) = U_\ell \setminus \{u\}\}.$$

In (30), with a slight abuse of notation, we denote the condition that the packet $\rho(v)$ associated to node $v$ is requested by user $u$ as $\rho(v) \ni f_u$, indicating that the “file” field in the packet identifier $\rho(v)$ is equal to the $u$-th component of the (random) request vector $f$. The indicator function captures the necessary condition for the existence of an independent set with user label $U_\ell$ expressed (in words) above, and the maximum over $u \in U_\ell$ is necessary to obtain an upper bound. Notice that summing over $u \in U_\ell$ instead of taking the maximum would overcount the number of independent sets and yield a loose bound.
Then, using (30) and the definition of $J(C, Q)$, we can write

$$
E[J(C, Q) | C] = E \left[ \sum_{\ell=1}^{n} \sum_{U_{\ell} \subseteq U} J_{C, Q}(U_{\ell}) \Big| C \right]
$$

$$
= E \left[ \sum_{\ell=1}^{n} \sum_{U_{\ell} \subseteq U} \max_{u \in U_{\ell}} \sum_{v : \rho(v) \ni f_u} 1 \{ \eta(v) = U_{\ell} \setminus \{ u \} \} \Big| C \right]
$$

$$
= \sum_{f \in \mathcal{F}} \left( \prod_{i=1}^{n} q_{f_i} \right) \left( \sum_{\ell=1}^{n} \sum_{U_{\ell} \subseteq U} \max_{u \in U_{\ell}} \sum_{v : \rho(v) \ni f_u} 1 \{ \eta(v) = U_{\ell} \setminus \{ u \} \} \right)
$$

(31)

$$
= \sum_{\ell=1}^{n} \binom{n}{\ell} \sum_{d \in \mathcal{F}} \left( \prod_{i=1}^{\ell} q_{d_i} \right) \left( \max_{u=1, \ldots, \ell} \sum_{v : \rho(v) \ni d_u} 1 \{ \eta(v) = \{1, \ldots, \ell\} \setminus \{ u \} \} \right)
$$

(32)

$$
= \sum_{\ell=1}^{n} \binom{n}{\ell} \sum_{d \in \mathcal{F}} \left( \prod_{i=1}^{\ell} q_{d_i} \right) \left( \sum_{f \in \mathcal{F}} 1 \left\{ f = \text{argmax}_{j \in d} \sum_{v : \rho(v) \ni j} 1 \{ \eta(v) = \{1, \ldots, \ell\} \setminus \{ u \} \} \right\} \cdot \sum_{v : \rho(v) \ni f} 1 \{ \eta(v) = \{1, \ldots, \ell\} \setminus \{ u \} \} \right)
$$

(33)

(34)

where (31) follows by writing the conditional expectation with respect to the demand vector explicitly in terms of a sum over all possible files, after recognizing that the indicator function

$$
1 \{ \eta(v) = U_{\ell} \setminus \{ u \} \}
$$

is a random variable only function of the cache placement $C$ (in fact, this depends only on whether the $\ell - 1$ users in $U_{\ell} \setminus \{ u \}$ have cached or not the packet associated to node $v$), and where (32) follows by noticing that the term

$$
\max_{u \in U_{\ell}} \sum_{v : \rho(v) \ni f_u} 1 \{ \eta(v) = U_{\ell} \setminus \{ u \} \}
$$

depends only on the $\ell$ (possibly repeated) indices $\{ f_u : u \in U_{\ell} \}$. Therefore, after switching the summation order and marginalizing with respect to all the file indices corresponding to the requests of the users not in $U_{\ell}$, due to the symmetry of the random caching placement and the demand distribution (i.i.d. across the users) we can focus on a generic user label of size $\ell$, which without loss of generality can be set to be $\{1, \ldots, \ell\}$. At this point, the sum with respect to $U_{\ell} \subseteq U$ reduces to enumerating all the subsets of size $\ell$ in the user set of size $n$, yielding the binomial coefficient $\binom{n}{\ell}$. Finally, (34) follows from replacing the max with a sum over all possible file indices, and multiplying by the indicator function that picks the maximum.
At this point, we need to study the behavior of the random variable

$$Y_{\ell,f} = \sum_{v: \rho(v) \not\supset f} 1 \{\eta(v) = \{1, \ldots, \ell\} \setminus \{u\}\}, \quad (35)$$

where $u \in \{1, \ldots, \ell\}$ and where, by construction, the sum extends to the nodes corresponding to file $f$ requested by user $u$, i.e., not present in its cache. By construction of the caching scheme, these nodes are $B(1-p_f M)$. Furthermore, the random variable $1 \{\eta(v) = \{1, \ldots, \ell\} \setminus \{u\}\}$ takes value 1 with probability $(p_f M)^{\ell-1}(1-p_f M)^{n-\ell}$, corresponding to the fact that $\ell - 1$ users have cached packet $\rho(v)$ and $n - \ell$ users have not cached it (user $u$ has not cached it by construction, i.e., we are conditioning on this event). However, they are not i.i.d. across different $v$. By denoting $P_{\ell,f} \triangleq (p_f M)^{\ell-1}(1-p_f M)^{n-\ell}$, we can see that

$$\mathbb{E}[Y_{\ell,f}] = \mathbb{E} \left[ \sum_{v: \rho(v) \not\supset f} 1 \{\eta(v) = \{1, \ldots, \ell\} \setminus \{u\}\} \right] = B(1-p_f M)P_{\ell,f}, \quad (36)$$

Then, for $\rho(v), \rho(v') \not\supset f$,

$$\mathbb{P} \left(1 \{\eta(v) = \{1, \ldots, \ell\} \setminus \{u\}\} = 1, 1 \{\eta(v') = \{1, \ldots, \ell\} \setminus \{u\}\} = 1\right) \quad (37)$$

where

$$p'_f = \frac{(p_f M B - 2)}{(p_f M B - 1)} = p_f - \frac{p_f M - 1}{B - 1} = p_f + \delta(B),$$

and $\delta(B) \to 0$ as $B \to \infty$ independently with $p_f$. Let $P'_{\ell,f} \triangleq (p'_f M)^{\ell-1}(1-p'_f M)^{n-\ell}$, then we obtain

$$P'_{\ell,f} = (p'_f M)^{\ell-1}(1-p'_f M)^{n-\ell}$$

$$= ((p_f + \delta(B)) M)^{\ell-1}(1-(p_f + \delta(B)) M)^{n-\ell}$$

$$= P_{\ell,f} + \frac{dP_{\ell,f}}{dp_f} \bigg|_{p_f = p'_f} \cdot \delta(B) + o(\delta(B))$$

$$= P_{\ell,f} + \left( (\ell - 1)(p_f M)^{\ell-2}(1-p_f M)^{n-\ell} M - (n-\ell)(p_f M)^{\ell-1}(1-p_f M)^{n-\ell-1} \right) M \bigg|_{p_f = p'_f} \cdot \delta(B) + o(\delta(B))$$

$$= P_{\ell,f} + \delta'(B), \quad (38)$$
where $\delta'(B) \to 0$ as $B \to \infty$ independently with $P_{\ell,f}$. Then, we have

$$
\mathbb{E}[Y_{\ell,f}^2] = \mathbb{E} \left[ \left( \sum_{\omega, \rho(\omega) \geq f} 1 \{ \eta(\omega) = \{1, \ldots, \ell\} \setminus \{u\} \} \right)^2 \right]
$$

$$
= \sum_{\omega, \rho(\omega) \geq f} P_{\ell,f} + \sum_{\omega, \rho(\omega) \geq f} \sum_{\omega', \rho(\omega') \geq f, \omega' \neq \omega} P_{\ell,f} P'_{\ell,f}
$$

$$
= \sum_{\omega, \rho(\omega) \geq f} P_{\ell,f} + \sum_{\omega, \rho(\omega) \geq f} \sum_{\omega', \rho(\omega') \geq f, \omega' \neq \omega} P_{\ell,f} P_{\ell,f} + P_{\ell,f} \delta'(B)
$$

$$
= \frac{\sum_{\omega, \rho(\omega) \geq f} P_{\ell,f} + \sum_{\omega, \rho(\omega) \geq f} \sum_{\omega', \rho(\omega') \geq f, \omega' \neq \omega} P_{\ell,f} P_{\ell,f}}{\sum_{\omega, \rho(\omega) \geq f} P_{\ell,f}} + \frac{\delta'(B)}{\sum_{\omega, \rho(\omega) \geq f} P_{\ell,f}} \sum_{\omega, \rho(\omega) \geq f} \sum_{\omega', \rho(\omega') \geq f, \omega' \neq \omega} P_{\ell,f} P_{\ell,f}
$$

$$
= B(1 - p_f M) P_{\ell,f}(1 - P_{\ell,f}) + (B(1 - p_f M))^2 P_{\ell,f}^2 + o(B^2)((1 - p_f M))^2 P_{\ell,f}^2,
$$

(39)

Therefore, by using the fact that $\text{Var}(Y_{\ell,f}) = \mathbb{E}[Y_{\ell,f}^2] - \mathbb{E}[Y_{\ell,f}]^2$ and from Chebyshev’s inequality \[^{17}\] we obtain we have that\[^{18}\]

$$
\frac{Y_{\ell,f}}{B(1 - p_f M)} \xrightarrow{p} (p_f M)^{\ell-1}(1 - p_f M)^{n-\ell}, \text{ for } B \to \infty.
$$

Equivalently, we can write

$$
\lim_{B \to \infty} \mathbb{P} \left( \left| \frac{Y_{\ell,f}}{B} - g_{\ell}(f) \right| \leq \epsilon \right) = 1,
$$

(40)

for any arbitrarily small $\epsilon > 0$, where we define the function (already introduced in Remark 5 in Section III-C),

$$
g_{\ell}(f) = (p_f M)^{\ell-1}(1 - p_f M)^{n-\ell+1}.
$$

(41)

It follows that we can replace the last line of (34) by the bound (holding with high probability) $B(g_{\ell}(f) + \epsilon)$. In order to handle the indicator function in (33), we need to consider the concentration (40) of $\frac{Y_{\ell,f}}{B}$ around the values $g_{\ell}(f)$. Sorting the values $\{g_{\ell}(f) : f \in \mathcal{F}\}$ in increasing order, we obtain a grid of at most $m$ discrete values. The limit in probability (40) states that the random variables $Y_{\ell,j}/B$ concentrate around their corresponding values $g_{\ell}(j)$, for any $j \in \mathcal{F}$. Taking $\epsilon$ sufficiently small, the intervals $[g_{\ell}(j) - \epsilon, g_{\ell}(j) + \epsilon]$ for different $j$ are mutually disjoint for different values of $j$, unless there are some $j \neq j'$ such that $g_{\ell}(j) = g_{\ell}(j')$. For the moment we assume that all these values are distinct, and

\[^{17}\]Here we need only convergence in probability.

\[^{18}\]As usual, $\xrightarrow{p}$ indicates limit in probability [58].
we handle the case of non-distinct values at the end (we will see that this does not cause any problem).

Now, we re-write the indicator function in \((33)\) as
\[
1 \left\{ f = \arg \max_{j \in \mathfrak{d}} \sum_{v: \mu(v) \geq j} 1 \{ \eta(v) = \{1, \ldots, \ell\} \setminus \{u\} \} \right\} = 1 \left\{ f = \arg \max_{j \in \mathfrak{d}} Y_{\ell,j} / B \right\} \tag{42}
\]
and compare it with the indicator function
\[
1 \left\{ f = \arg \max_{j \in \mathfrak{d}} g_\ell(j) \right\} . \tag{43}
\]
If \(f \notin \mathfrak{d}\) then both indicator functions are equal to 0. If \(f \in \mathfrak{d}\), suppose that \(f = \arg \max_{j \in \mathfrak{d}} g_\ell(j)\) such that \((43)\) is equal to 1. Then, \((42)\) is equal to 0 only if for some \(j \in \mathfrak{d} : j \neq f\), \(Y_{\ell,j} / B > Y_{\ell,f} / B\). Since \(Y_{\ell,j} / B \in [g_\ell(j) - \epsilon, g_\ell(j) + \epsilon]\) and \(Y_{\ell,f} / B \in [g_\ell(f) - \epsilon, g_\ell(f) + \epsilon]\) with high probability, and, by construction, \(g_\ell(j) + \epsilon < g_\ell(f) - \epsilon\), it follows that this event has vanishing probability as \(B \to \infty\). Similarly, suppose that \(f \in \mathfrak{d}\) and that \(f \neq \arg \max_{j \in \mathfrak{d}} g_\ell(j)\) such that \((43)\) is equal to 0. Then, \((42)\) is equal to 1 only if \(Y_{\ell,f} / B > Y_{\ell,j_{\text{max}}} / B\), where \(j_{\text{max}} = \arg \max_{j \in \mathfrak{d}} g_\ell(j)\). Again, since \(Y_{\ell,f} / B \in [g_\ell(f) - \epsilon, g_\ell(f) + \epsilon]\) and \(Y_{\ell,j_{\text{max}}} / B \in [g_\ell(j_{\text{max}}) - \epsilon, g_\ell(j_{\text{max}}) + \epsilon]\) with high probability, and, by construction, \(g_\ell(f) + \epsilon < g_\ell(j_{\text{max}}) - \epsilon\), it follows that this event has vanishing probability as \(B \to \infty\).

We conclude that
\[
\lim_{B \to \infty} \mathbb{P} \left( \left| 1 \left\{ f = \arg \max_{j \in \mathfrak{d}} Y_{\ell,j} / B \right\} - 1 \left\{ f = \arg \max_{j \in \mathfrak{d}} g_\ell(j) \right\} \right| \leq \epsilon \right) = 1. \tag{44}
\]
Since convergence in probability implies convergence in the \(r\)-th mean for uniformly absolutely bounded random variables \([58]\) and indicator functions are obviously bounded by 1, we conclude that
\[
\mathbb{E} \left[ 1 \left\{ f = \arg \max_{j \in \mathcal{D}} Y_{\ell,j} / B \right\} \right] \to \mathbb{E} \left[ 1 \left\{ f = \arg \max_{j \in \mathfrak{d}} g_\ell(j) \right\} \right],
\]
as \(B \to \infty\), where \(\mathcal{D}\) is a random subset of \(\ell\) elements sampled i.i.d. (with replacement) from \(\mathcal{F}\) with probability mass function \(q\). Now, replacing the last line of \((34)\) with the deterministic bound \(B(g_\ell(f) + \epsilon)\) (which holds with high probability as explained before) and taking expectation of the indicator function using the convergence of the mean said above, we can continue the chain of inequalities after \((34)\) and show that the bound
\[
\frac{\mathbb{E}[J(C, Q) | C]}{B} \leq \sum_{\ell=1}^n \binom{n}{\ell} \sum_{f \in \mathcal{F}} \mathbb{P}(f = \arg \max_{j \in \mathcal{D}} g_\ell(j))(g_\ell(f) + \epsilon) \tag{45}
\]
holds with high probability for \(B \to \infty\), for any arbitrary \(\epsilon > 0\). In the case where for some distinct \(j, j'\) the corresponding values of \(g_\ell(j)\) and \(g_\ell(j')\) coincide, we notice that outcome of the indicator functions \((42)\) and \((43)\) are irrelevant to the value of the bound, as long as they pick different indices which yield
the same maximum value of the function \( g_\ell(\cdot) \). Hence, the argument can be extended to this case by defining “equivalent classes” of indices which yields the same value in the bound.

Theorem 1 now follows by using (41) and by noticing that the probabilities \( P(f = \text{argmax}_{j \in D} g_\ell(j)) \) coincide with the terms \( \rho_{f,\ell} \) defined in (11).

**APPENDIX B**

**PROOF OF LEMMA 1**

Applying Theorem 1 to the case \( p = \tilde{p} \), we have that, for all \( \epsilon > 0 \),

\[
\lim_{F \to \infty} P(R^{G_{\text{CC}}}(n, m, M, q, \tilde{p}) \leq \min\{\psi(q, \tilde{p}), \tilde{m}\} + \epsilon) = 1. \tag{46}
\]

Then, we can write

\[
\psi(q, \tilde{p}) = \sum_{\ell=1}^{n} \binom{n}{\ell} \sum_{f=1}^{m} \rho_{f,\ell}(1 - p_f M)^{n-\ell+1}(p_f M)^{\ell-1} \\
= E \left[ \sum_{\ell=1}^{\tilde{m}} \binom{N_{\tilde{m}}}{\ell} \left( 1 - \frac{M}{\tilde{m}} \right)^{N_{\tilde{m}}-\ell+1} \left( \frac{M}{\tilde{m}} \right)^{\ell-1} \right] + n \sum_{f=\tilde{m}+1}^{m} q_f \\
= E \left[ \left( \frac{\tilde{m}}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right)^{N_{\tilde{m}}} \right) \right] + n \sum_{f=\tilde{m}+1}^{m} q_f \\
= (a) \left( \frac{\tilde{m}}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right)^{\mathbb{E}[N_{\tilde{m}}]} \right) + n \sum_{f=\tilde{m}+1}^{m} q_f \\
= (b) \left( \frac{\tilde{m}}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right)^{n G_{\tilde{m}}} \right) + n (1 - G_{\tilde{m}}) \\
= \tilde{\psi}(q, \tilde{m}), \tag{47}
\]

where \( N_{\tilde{m}} \) is the (random) number of users requesting files with index less than or equal to \( \tilde{m} \), (a) follows from Jensen’s Inequality, and (b) because \( \mathbb{E}[N_{\tilde{m}}] = n \sum_{f=1}^{\tilde{m}} q_f = nG_{\tilde{m}} \).

**APPENDIX C**

**PROOF OF THEOREM 2**

First, notice that since the users decoder \( \lambda_u(\cdot) \) operate independently, the rate of the optimal scheme \( R^*(n, m, M, q) \) is non-increasing in \( n \). In fact, an admissible scheme for \( n \) users is also admissible for any \( n' < n \) users.\(^{19}\)

\(^{19}\)To see this, simply add \( n - n' \) virtual users to the reduced system with \( n' \) users, generate the corresponding random i.i.d. demands according to \( q \), and use the code for the system of \( n \) users, to achieve the same rate, which is clearly larger or equal to the optimal rate for the system with \( n' \) users.
The first step of the proof consists of lower bounding the rate of any admissible scheme with the optimal rate of a genie-aided system that eliminates some users. By construction of the genie, we can lower bound the optimal rate of the genie-aided system by the optimal rate over an ensemble of reduced systems with binomially distributed number of users, reduced library size, and uniform demand distribution. Finally, we lower bound such ensemble average rate with a lower bound on the optimal rate in the case of arbitrary (non-random) demands, by using a result proven in [20], which we state here for convenience, expressed in our notation, as Lemma 3.

Fix $\ell \in \{1, \ldots, m\}$ and consider the following genie-aided system: given the request vector $f$, all users $u \in \mathcal{U}$ such that $f_u > \ell$ are served by a genie at no transmission cost. For each $u \in \mathcal{U}$ such that $f_u \leq \ell$, the genie flips an independent biased coin and serves user $u$ at no transmission cost with probability $1 - \frac{q_f}{q_f}$, while the system has to serve user $u$ by transmission on the shared link with probability $\frac{q_f}{q_f}$. We let $N$ denote the number of users that require service from the system (i.e., not handled by the genie). It is immediate to see that $N \sim \text{Binomial}(n, \ell q_{\ell})$. In fact, any user $u$ has probability of requiring service from the system with probability

$$\mathbb{P}(u \text{ requires service}) = \sum_{f=1}^{m} \mathbb{P}(u \text{ requires service}|f_u = f)q_f \tag{48}$$

where (48) follows from the fact that, by construction, $\mathbb{P}(u \text{ requires service}|f_u = f) = 0$ for $f > \ell$. Notice also that $\ell q_{\ell} \leq 1$, since we have assumed a monotonically non-increasing demand distribution $q$, and if $\ell q_{\ell} > 1$ then $q_f \geq 1/\ell$ for all $1 \leq f \leq \ell$, such that $\sum_{f=1}^{\ell} q_f > 1$, which is impossible by the definition of probability mass function.

Now, notice that the optimal achievable rate for the genie-aided scheme provides a lower-bound to the optimal achievable rate $R^*(n, m, M, q)$ of the original system. In fact, as argued before, the genie eliminates a random subset of users (which depends on the realization of the request vector and on the outcome of the independent coins flipped by the genie). We let $R^*_\text{genie}(n, m, M, q)$ denote the optimal rate of the genie-aided scheme. Furthermore, we notice that in the genie-aided system the only requests that are handled by the system are made with uniform independent probability over the reduced library
\{1, \ldots, \ell\}. In fact, we have
\[
\mathbb{P}(f_u = f | u \text{ requires service}) = \frac{\mathbb{P}(f_u = f, u \text{ requires service})}{\mathbb{P}(u \text{ requires service})} = \frac{\mathbb{P}(u \text{ requires service} | f_u = f) q_f^{\ell q_\ell}}{\mathbb{P}(u \text{ requires service})} = \begin{cases} \frac{q_f^{\ell q_\ell}}{\mathbb{P}(u \text{ requires service})} = \frac{1}{\ell} & \text{for } f \in \{1, \ldots, \ell\} \\ 0 & \text{for } f > \ell \end{cases}
\]  
(50)

It follows that, for a given set of users requiring service, the optimal rate of a system restricted to those users, with library size equal to \(\ell\), and uniform demand distribution, is not larger than the optimal rate of the genie-aided original system. Moreover, by the symmetry of the system with respect to the users, this optimal rate does not depend on the specific set of users requesting service, but only on its size, which is given by \(N\), as defined before. Consistently with the notation introduced in Section [II] for any \(N = N\) this optimal rate is denoted by \(R^*(N, \ell, M, (1/\ell, \ldots, 1/\ell))\). Then, we can write:
\[
R^*(n, m, M, q) \geq R^*_\text{genie}(n, m, M, q) \\
\geq \mathbb{E}[R^*(N, \ell, M, (1/\ell, \ldots, 1/\ell))] \\
= \sum_{N=1}^{n} R^*(N, \ell, M, (1/\ell, \ldots, 1/\ell)) \mathbb{P}(N = N) \\
\geq \sum_{N=r}^{n} R^*(N, \ell, M, (1/\ell, \ldots, 1/\ell)) \mathbb{P}(N = N) \\
\geq R^*(r, \ell, M, (1/\ell, \ldots, 1/\ell)) \mathbb{P}(N \geq r) 
\]  
(51)

(52)

where (51) holds for any \(1 \leq r \leq n\), since the summation contains non-negative terms, and where (52) follows again by the fact that the optimal rate is non-increasing in the number of users.

A lower bound on \(R^*(r, \ell, M, (1/\ell, \ldots, 1/\ell))\) can be given in terms of the lower bound (converse) result on the optimum rate for a shared link network with arbitrary demands (see Lemma 3 in [20]). This is given by the following:

**Lemma 3:** Any admissible scheme achieving rate \(R(r, \ell, M, \{1/\ell, \ldots, 1/\ell\})\) for the shared link network with \(r\) users, library size \(\ell\), cache capacity \(M\), and uniform demand distribution \(\{1/\ell, \ldots, 1/\ell\}\) must satisfy
\[
R(r, \ell, M, \{1/\ell, \ldots, 1/\ell\}) \geq z \left(1 - \frac{M}{\lceil z \rceil}\right) \mathbb{P}(Z \geq z),
\]  
(53)

for any \(z = \{1, \ldots, \ell\}\), where \(Z\) is a random variable indicating the number of distinct files requested when the random demand vector is i.i.d. \(\sim\text{Uniform}\{1, \ldots, \ell\}\). \(\square\)
Using Lemma 3 in (52) we have
\[ R^*(n, m, M, q) \geq z \mathbb{P}(N \geq r) \mathbb{P}(Z \geq z) \left( 1 - \frac{M}{\ell \ell_q} \right). \] (54)

Next, we further lower bound the two probabilities \( \mathbb{P}(N \geq r) \) and \( \mathbb{P}(Z\ell \geq z) \) and find the range of the corresponding parameters. To this purpose, we recall the definition of self-bounding function:

**Definition 3:** Let \( X \subseteq \mathbb{R} \) and consider a nonnegative \( \nu \)-variate function \( g : X^\nu \to [0, \infty) \). We say that \( g \) has the self-bounding property if there exist functions \( g_i : X^{\nu-1} \to \mathbb{R} \) such that, for all \( (x_1, \ldots, x_\nu) \in X^\nu \) and all \( i = 1, \ldots, \nu \),
\[ 0 \leq g(x_1, \ldots, x_\nu) - g_i(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_\nu) \leq 1, \] (55)
and
\[ \sum_{i=1}^\nu (g(x_1, \ldots, x_\nu) - g_i(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_\nu)) \leq g(x_1, \ldots, x_\nu). \] (56)
\( \square \)

The following lemma [59] yields a concentration property of random variables expressed as self-bounding functions of random vectors.

**Lemma 4:** Consider \( X \subseteq \mathbb{R} \) and the random vector \( X = (X_1, \ldots, X_\nu) \in X^\nu \). Let \( Y = g(X) \) where \( g(\cdot) \) has the self-bounding property of Definition 3 Then, for any \( 0 < \mu \leq \mathbb{E}[Y] \),
\[ \mathbb{P}(Y - \mathbb{E}[Y] \leq -\mu) \leq \exp\left( -\frac{\mu^2}{2\mathbb{E}[Y]} \right). \] (57)
\( \square \)

Next, we observe that \( g(x_1, \ldots, x_\nu) = \sum_{i=1}^\nu x_i \) is self-bounding when its argument is a binary vector (i.e., \( X = \{0, 1\} \)). Hence, \( N \) satisfies Lemma 4 and we can write
\[ \mathbb{P}(N \geq \mathbb{E}[N] - \mu) \geq 1 - \exp\left( -\frac{\mu^2}{2\mathbb{E}[N]} \right), \] (58)
with \( 0 < \mu \leq \mathbb{E}[N] \). Since \( N \sim \text{Binomial}(n, \ell q_\ell) \) we have \( \mathbb{E}[N] = n\ell q_\ell \). Hence, letting \( \mu = \mathbb{E}[N] - r \) in (58) we obtain
\[ \mathbb{P}(N \geq r) \geq 1 - \exp\left( -\frac{(n\ell q_\ell - r)^2}{2n\ell q_\ell} \right) \triangleq P_1(\ell, r), \] (59)
for \( 0 < r \leq n\ell q_\ell \).

The variable \( Z \) defined in Lemma 3 can be written as
\[ Z = \sum_{f=1}^\ell I\{ \exists u \text{ requesting file } f \}. \] (60)
Although the binary random variables \(1 \{ \exists u \text{ requesting file } f \} \) are not mutually independent, nevertheless \(Z \) is given as the sum of the components of a binary vector and therefore Lemma 4 applies. In particular, we have

\[
E[Z] = \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right)
\]

such that, operating as before, we arrive at the lower bound

\[
P(Z \geq z) \geq 1 - \exp \left( -\frac{(E[Z] - z)^2}{2E[Z]} \right) \Delta P_2(\ell, r, z)
\]

for \(0 < z \leq E[Z]\).

Then, for some \(\ell, r\), by maximizing the obtained lower bound \(54\) with respect to the free parameter \(z\), we obtain

\[
R^*(n, m, M, q) \geq \mathbb{P}(N \geq r) \max_{z \in \{1, \ldots, \min\{E[Z], r\}\}} \mathbb{P}(Z \geq z)(z - zM/|\ell/z|)
\]

(62)

Let \(\tilde{z} \in (0, E[Z])\), we consider two cases: \(\tilde{z} \geq 1\) and \(0 < \tilde{z} < 1\),

1) if \(\tilde{z} \geq 1\), let \(r \geq 1\), then

\[
R^*(n, m, M, q) \geq \mathbb{P}(N \geq r) \max_{z \in \{1, \ldots, \min\{E[Z], r\}\}} \mathbb{P}(Z \geq z)(z - zM/|\ell/z|) \tag{63}
\]

where (a) is because \(\tilde{z} \leq E[Z]\) and (b) is because that if \(z \leq \tilde{z}\) then \(\mathbb{P}(Z \geq z) \geq \mathbb{P}(Z \geq \tilde{z})\). By using the lower bounds \(59\) and \(61\) in \(54\), we have

\[
R^*(n, m, M, q) \geq P_1(\ell, r) P_2(\ell, r, \tilde{z}) \max_{z \in \{1, \ldots, \min\{\tilde{z}, r\}\}} (z - zM/|\ell/z|). \tag{64}
\]

2) if \(0 < \tilde{z} < 1\), then let \(r = 1\), \(z = 1\) and, using \(59\) and \(61\) into \(54\), we have

\[
R^*(n, m, M, q) \geq \mathbb{P}(N \geq 1) \mathbb{P}(Z \geq 1)(1 - M/\ell) \tag{65}
\]

where (a) follows from observing that \(Z\) is an integer, so that \(\mathbb{P}(Z \geq 1) = \mathbb{P}(Z \geq \tilde{z})\) when \(\tilde{z} \in (0, 1)\). Similarly, (b) holds also for \(r > 1\), since in this case \(\mathbb{P}(N \geq r) \geq \mathbb{P}(N \geq r).\)
Therefore, taking the maximum of (64) and (65), we obtain
\[
R^*(n, m, M, q) \geq \max \left\{ \begin{array}{l}
P_1(\ell, r) P_2(\ell, r, z) \\
\max_{z \in \{1, \ldots, \lfloor zM/(\ell/z) \rfloor \}} (z - zM/\lfloor zM/(\ell/z) \rfloor) 1 \{ z, r \geq 1 \}
\end{array} \right\}.
\]
Maximizing over $\ell, r,$ and $\bar{z},$ we obtain (19) in Theorem 2.

**APPENDIX D**

**PROOF OF THEOREM 3**

Letting $\tilde{m} = m$ and using Lemma 1, we obtain
\[
R^{lb}(n, m, M, q, m) = \min \left\{ \begin{array}{l}
\left( \frac{m}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{m} \right)^n \right), m \end{array} \right\}^{(a)} \\
\leq \min \left\{ \begin{array}{l}
\left( \frac{m}{M} - 1 \right) \left( 1 - \left( 1 - \frac{mM}{m} \right) \right), \frac{m}{M} - 1, m \end{array} \right\} \\
\leq \min \left\{ \begin{array}{l}
n \left( 1 - \frac{M}{m} \right), \frac{m}{M} - 1, m \end{array} \right\} \\
\leq \min \left\{ \begin{array}{l}
\frac{m}{M} - 1, m, n \end{array} \right\},
\]
where in (a) is because that $(1 - x)^n \geq 1 - nx$ for $x \leq 1.$ The proof of Theorem 3 follows by showing that $\min \{ \frac{m}{M} - 1, m, n \}$ is order-optimal.

In the following, we will evaluate the converse shown in Theorem 2 and compute the gap between $R^{lb}(n, m, M, q),$ given in (19), and $R^{ub}(n, m, M, q, \tilde{m})$ to show the order-optimality of RLFU-GCC by appropriately choosing the parameters $\ell, r, \bar{z},$ and $z.$ Specifically we choose:
\[
\ell = m, \\
r = \delta(1 - \alpha)n, \\
\bar{z} = \sigma m \left( 1 - \exp \left( -\delta(1 - \alpha) \frac{n}{m} \right) \right),
\]
where $\delta \in (0, 1)$ and $\sigma \in (0, 1)$ are positive constant independent of the system parameters $m, n, M,$ and determined in the following while $z$ will be determined later according to the different value of $m, n, M.$ Note that $\sigma m \left( 1 - \exp \left( -\delta(1 - \alpha) \frac{n}{m} \right) \right) \leq \delta(1 - \alpha)n$ hence by definition $\bar{z} \leq r.$ We now compute each term in (19) individually.\(^{20}\) To this end, using (68) and (69) we first find an expression for $n\ell q_{\ell}$ and $\ell \left( 1 - (1 - \frac{1}{\ell})^\gamma \right)$ in terms of $\delta, \sigma, m, n,$ and $\alpha.$

\(^{20}\)In evaluating (19), anytime that the value of $z$ or $\lfloor z \rfloor$ diverges as $m \to \infty,$ we ignore the non-integer effect without mentioning.
Specifically, by using Lemma 2, we can write
\[
\ell q = \frac{m^{-\alpha}}{H(\alpha, 1, m)}
\geq \frac{1}{1-\alpha} m^{1-\alpha} - \frac{1}{1-\alpha} + 1
\geq (1 - \alpha)n + o(n),
\]
(71)
and
\[
\ell q = \frac{m^{-\alpha}}{H(\alpha, 1, m)}
\leq \frac{1}{1-\alpha}(m + 1)^{1-\alpha} - \frac{1}{1-\alpha}
= (1 - \alpha)n + o(n).
\]
(72)
from which it follows that
\[
\ell q = (1 - \alpha)n + o(n).
\]
(73)
Furthermore, using (69), we have
\[
\ell \left(1 - \left(1 - \left(1 - \frac{1}{\ell}\right)\right)^r\right) = m \left(1 - \left(1 - \frac{1}{m}\right)^{\delta(1-\alpha)n}\right)
= m \left(1 - \exp\left(-\delta(1-\alpha)\frac{n}{m}\right) + o\left(m \left(1 - \exp\left(-\delta(1-\alpha)\frac{n}{m}\right)\right)\right)\right).
\]
(74)
Then, by using (68)-(70), (74) and (73) in (20) and (21), we obtain
\[
P_1(\ell, r) = 1 - \exp\left(-\frac{(\ell q - \delta(1-\alpha)n)^2}{2\ell q}\right)
= 1 - \exp\left(-\frac{((1 - \alpha)n + o(n)) - \delta(1-\alpha)n)^2}{2((1 - \alpha)n + o(n))}\right)
= 1 - \exp\left(-\frac{(1 - \delta)(1-\alpha)n + o(n))^2}{2(\delta(1-\alpha)n + o(n))}\right)
= 1 - o(1),
\]
(75)
and
\[
P_2(\ell, r, \bar{z})
= 1 - \exp\left(-\frac{(\ell \left(1 - (1 - \frac{1}{\ell})^r\right) - \bar{z})^2}{2\ell \left(1 - (1 - \frac{1}{\ell})^r\right)}\right)
\geq 1 - o(1)
\]
(76)
where (a) follows from the fact that
\[
\frac{\ell (1 - (1 - \frac{1}{\ell})^r) - \bar{z}}{2\ell (1 - (1 - \frac{1}{\ell})^r)} = \Theta \left( m \left( 1 - \exp \left( -\delta (1 - \alpha) \frac{n}{m} \right) \right) \right)
\]

Thus, by using Theorem 2, we obtain
\[
R^{lb}(n, m, M, q) \overset{(a)}{=} P_1(\ell, r) P_2(\ell, r, \bar{z}) \max_{z \in \{1, \ldots, \lceil \bar{z} \rceil\}} (z - z M/\lfloor \ell/z \rfloor)
\geq (1 - o(1))(1 - o(1)) \max_{z \in \{1, \ldots, \lceil \bar{z} \rceil\}} (z - z M/\lfloor \ell/z \rfloor)
\geq (1 - o(1))^2 \max_{z \in \{1, \ldots, \lceil \bar{z} \rceil\}} (z - z M/\lfloor \ell/z \rfloor),
\]
where (a) is because \( \bar{z} \leq r \).

In the following, we consider two cases, namely \( n = \omega(m) \) and \( n = O(m) \). For each of these two cases, we treat separately the sub-regions of \( M \) illustrated in Fig. 8 and Fig. 9, respectively.

\[
\begin{align*}
\begin{cases}
\frac{1}{2\sigma} & \leq M = o(m) \\
n = \omega(m) & M < \frac{1}{2\sigma} \\
M = \Theta(m) & \begin{cases}
m/2M \geq 3 \\
m/2M < 3
\end{cases}
\end{cases}
\end{align*}
\]

Fig. 8. The sub-cases of the regimes of \( M \) when \( n = \omega(m) \).

A. Region of \( n = \omega(m) \)

In this regime, using the fact that \( \frac{n}{m} = \omega(1) \), the expression of \( \bar{z} \), given in (70), reduces to:
\[
\bar{z} = \sigma m \left( 1 - o(1) \right).
\]
Consequently, (77) can be rewritten as:

\[ R_{lb}(n, m, M, q) \geq (1 - o(1))^2 \max_{z \in \{1, \ldots, \lceil \sigma \delta(1 - o(1)) \rceil \}} (z - zM/\lceil \ell/z \rceil). \] (79)

1) When \( \frac{1}{2\sigma(1-o(1))} \leq M = o(m) \):

Letting \( z = \left\lfloor \frac{m}{2M} \right\rfloor \), from (79) we obtain

\[
R_{lb}(n, m, M, q) \geq (1 - o(1))^2 \left( z - \frac{zM}{\left\lfloor \ell/z \right\rfloor} \right)
\]

\[
= (1 - o(1))^2 \left( \frac{m}{2M} - \frac{m}{\left\lfloor \frac{m}{2M} \right\rfloor} \right)
\]

\[
= (1 - o(1))^2 \left( \frac{m}{4M} + o\left( \frac{m}{4M} \right) \right),
\] (80)

from which using (67) we have:

\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq \frac{m}{M} - 1 + o\left( \frac{m}{M} \right) = 4 + o(1).
\] (81)

2) When \( M = \Theta(m) \):
• If $\frac{m}{2M} \geq 3$, letting $z = \lfloor \frac{m}{2M} \rfloor$, from (79) we get

$$R^{lb}(n,m,M,q) \geq (1 - o(1))^2 \left( \frac{\lfloor m \rfloor}{2M} - \frac{\lfloor m \rfloor}{2M} \right) M$$

$$\geq (1 - o(1))^2 \left( \frac{m}{2M} - 1 \right) \left( 1 - \frac{M}{2M} + o(1) \right)$$

$$\geq (1 - o(1))^2 \left( \frac{m}{2M} - \frac{1}{2} + o(1) \right),$$

(82)

from which, using (67), we obtain

$$\frac{R^{ub}(n,m,M,q,\tilde{m})}{R^{lb}(n,m,M,q)} \leq \frac{\frac{m}{M} - 1 + o \left( \frac{m}{M} \right)}{(1 - o(1))^2 \left( \frac{m}{2M} - 1 + o(1) \right)} \leq 6 + o(1).$$

(83)

• If $\frac{m}{2M} < 3$, letting $z = 1$, from (79), we obtain

$$R^{lb}(n,m,M,q) \geq (1 - o(1))^2 \left( 1 - \frac{M}{m} \right),$$

(84)

from which, using (67), we have

$$\frac{R^{ub}(n,m,M,q,\tilde{m})}{R^{lb}(n,m,M,q)} \leq \frac{\frac{m}{M} - 1 + o \left( \frac{m}{M} \right)}{(1 - o(1))^2 \left( 1 - \frac{M}{m} \right)} \leq \frac{m}{M} + o(1) \leq 6 + o(1).$$

(85)

3) When $M < \frac{1}{2\sigma(1-o(1))}$: letting $z = \sigma m \left( 1 - o(1) \right)$, from (79), we get

$$R^{lb}(n,m,M,q) \geq (1 - o(1))^2 \sigma m \left( 1 - \frac{M}{\sigma} \right),$$

(86)

from which, using (67), we obtain

$$\frac{R^{ub}(n,m,M,q,\tilde{m})}{R^{lb}(n,m,M,q)} \leq \frac{\frac{m}{M} - 1 + o \left( \frac{m}{M} \right)}{(1 - o(1))^2 \sigma m \left( 1 - \frac{M}{\sigma} \right)} \leq \frac{1}{\sigma \left( 1 - \frac{m - o(m)}{m - o(m)} \right)} + o(1).$$

(87)

B. Region of $n = O(m)$

1) When $\frac{n}{m} \delta(1 - \alpha) \geq 1$: $\tilde{z}$, given in (70), boils down to:

$$\tilde{z} = \sigma m \left( 1 - \exp \left( -\delta(1 - \alpha) \frac{n}{m} \right) \right)$$

$$\geq \sigma m \left( 1 - e^{-1} \right).$$

(88)

• If $\frac{1}{2\sigma(1-e^{-1})} \leq M = o(m)$, by letting $z = \lfloor \frac{m}{2M} \rfloor$, $R^{lb}(n,m,M,q)$ is given by (80) and consequently using (67), we have

$$\frac{R^{ub}(n,m,M,q,\tilde{m})}{R^{lb}(n,m,M,q)} \leq \frac{\frac{m}{M} - 1 + o \left( \frac{m}{M} \right)}{(1 - o(1))^2 \left( \frac{m}{2M} + o \left( \frac{m}{2M} \right) \right)} = 4 + o(1).$$

(89)
• If $M = \Theta(m)$, by letting $z = \left\lfloor \frac{m}{2M} \right\rfloor$ when $\frac{m}{2M} \geq 3$ and letting $z = 1$ when $\frac{m}{2M} < 3$, and by using (83) and (85), respectively, we conclude that
\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq 6 + o(1). \tag{90}
\]

• If $M < \frac{1}{\sigma(1 - e^{-1})}$, letting $z = \sigma m \left(1 - e^{-1}\right)$, by using (68)-(70) and (77), we have
\[
R_{lb}(n, m, M, q) \geq (1 - o(1))^2 \sigma \left(1 - e^{-1}\right) m \left(1 - \frac{M}{\left\lfloor \frac{1}{\sigma(1 - e^{-1})}\right\rfloor}\right), \tag{91}
\]
from which using (67), we obtain
\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq \frac{m}{(1 - o(1))^2 \sigma \left(1 - e^{-1}\right) m \left(1 - \frac{M}{\left\lfloor \frac{1}{\sigma(1 - e^{-1})}\right\rfloor}\right)} \leq \frac{1}{\sigma \left(1 - e^{-1}\right) \left(1 - \frac{1}{\frac{1}{\frac{1}{\sigma(1 - e^{-1})}}\left\lfloor \frac{1}{\sigma(1 - e^{-1})}\right\rfloor}\right)} + o(1). \tag{92}
\]

2) When $\frac{m}{n} \delta(1 - \alpha) < 1$: $\tilde{z}$ boils down to:
\[
\tilde{z} = \sigma m \left(1 - \exp\left(-\frac{n}{m} \delta(1 - \alpha)\right)\right)
\geq \sigma m \left(\frac{n}{m} \delta(1 - \alpha) - \frac{1}{2} \left(\frac{n}{m} \delta(1 - \alpha)\right)^2\right)
= \sigma \delta(1 - \alpha)n - \frac{1}{2} \sigma \frac{n^2}{m} \delta^2(1 - \alpha)^2
\geq \sigma \delta(1 - \alpha)n - \frac{1}{2} \sigma \frac{1}{\delta(1 - \alpha)} \delta^2(1 - \alpha)^2 n
= \sigma \delta(1 - \alpha)n - \frac{1}{2} \sigma \delta(1 - \alpha)n
= \frac{1}{2} \sigma \delta(1 - \alpha)n, \tag{93}
\]
where (a) follows from $1 - e^{-x} \geq x - \frac{x^2}{2}$, (b) is due to the fact that $\frac{n}{m} \delta(1 - \alpha) < 1$.

• If $\frac{1}{\sigma(1 - \alpha)} \leq M = o(m)$, by letting $z = \left\lceil \frac{m}{2M} \right\rceil$, $R_{lb}(n, m, M, q)$ is given by (80) and finally, using (89), we obtain
\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq 4 + o(1). \tag{94}
\]

• If $M = \Theta(m)$, letting $z = \left\lfloor \frac{m}{2M} \right\rfloor$ when $\frac{m}{2M} \geq 3$ and letting $z = 1$ when $\frac{m}{2M} < 3$, and by using (83) and (85), respectively, we conclude that
\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq 6 + o(1). \tag{95}
\]
• If \( M < \frac{1}{\sigma \delta (1 - \alpha)} \frac{m}{n} \), letting \( z = \frac{1}{2} \sigma \delta (1 - \alpha) n \), and using (68)-(70) and (77), we have

\[
R^b(n, m, M, q) \geq (1 - o(1))^{\frac{1}{2}} \sigma \delta (1 - \alpha)n \left( 1 - \frac{M}{\frac{1}{2} \sigma \delta (1 - \alpha) n} \right). \tag{96}
\]

Recalling that by assumption \( \frac{n}{m} \delta (1 - \alpha) < 1 \) and \( \sigma < 1 \), we have that \( \frac{m}{2 \sigma \delta (1 - \alpha) n} \geq 2 \). We hence consider two cases. For \( \frac{m}{2 \sigma \delta (1 - \alpha) n} \geq 3 \), using (67) and (96), we obtain

\[
\frac{R^{ub}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} \leq \frac{n}{(1 - o(1))^{\frac{1}{2}} \sigma \delta (1 - \alpha)n \left( 1 - \frac{M}{\frac{1}{2} \sigma \delta (1 - \alpha) n} \right)} \leq \frac{2}{(1 - o(1))^{2} \sigma \delta (1 - \alpha) \left( 1 - \frac{1}{\frac{3}{4} \sigma \delta (1 - \alpha) n} \right)} = \frac{8}{(1 - o(1))^{2} \sigma \delta (1 - \alpha)}, \tag{97}
\]

while for \( 2 \leq \frac{m}{2 \sigma \delta (1 - \alpha) n} < 3 \), using (67) and (96), we obtain

\[
\frac{R^{ub}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} \leq \frac{n}{(1 - o(1))^{\frac{1}{2}} \sigma \delta (1 - \alpha)n \left( 1 - \frac{M}{\frac{1}{2} \sigma \delta (1 - \alpha) n} \right)} \leq \frac{2}{(1 - o(1))^{2} \sigma \delta (1 - \alpha) \left( 1 - \frac{3}{4} \right)} = \frac{8}{(1 - o(1))^{2} \sigma \delta (1 - \alpha)}. \tag{98}
\]

**Appendix E**

**Proof of Theorem 5**

In the regime considered by Theorem 5, the number of users is much larger than the library size. For simplicity, we write \( n = \rho m^n \).
From Lemma 1, we have that:

\[
R_{\text{ub}}(n, m, M, q, \tilde{m}) = \min \left\{ (\tilde{m} M - 1) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right)^{n G_{\tilde{m}}} \right) + (1 - G_{\tilde{m}}) n, \bar{m} \right\}
\]  

(99)

from which, under the condition that \( \rho \geq 1 \), letting \( \tilde{m} = m \), we have

\[
R_{\text{ub}}(n, m, M, q, \tilde{m}) \leq \frac{m}{M} - 1 + o\left( \frac{m}{M} \right).
\]

In this case, the converse and order-optimal results follow, with minor changes, the same procedure as in the case of \( n = \omega(m^\alpha) \) shown in the proof of Theorem 3 (see Appendix D-A). The non-trivial case is when \( 0 < \rho < 1 \), where we have the following regions: \( 0 \leq M < 1 \), \( 1 \leq M < \frac{m}{n} = \frac{1}{\rho} \), \( M \geq \frac{1}{\rho} \). All the sub-regions of \( M \) are illustrated in Fig. 10 and will be treated separately in the following proofs.

\[
\left\{ \begin{array}{l}
0 \leq M < 1 \\
1 \leq M < \frac{m}{n} = \frac{1}{\rho} \\
M \geq \frac{m}{n} = \frac{1}{\rho} \\
M = o(m) \\
M = \Theta(m) \\
M \geq 3 \\
\frac{m}{M} \leq 3
\end{array} \right.
\]

(100)

Fig. 10. The sub-cases of the regimes of \( M \) when \( n = \rho m^\alpha \).

For the remainder of this section, in evaluating (19), anytime that the value of either \( z \) or \( \lceil \min\{ \tilde{z}, r \} \rceil \) diverges as \( m \to \infty \), we ignore the non-integer effect without mentioning.

A. Region of \( 0 \leq M < 1 \)

In this case, by using the second term of (99), we can obtain

\[
R_{\text{ub}}(n, m, M, q, \tilde{m}) \leq \tilde{m} \leq \rho^{\frac{1}{\alpha}} m + (1 - G_{\tilde{m}}) n = 2\rho^{\frac{1}{\alpha}} m + o(\rho^{\frac{1}{\alpha}} m).
\]

(100)
As in the proof of Theorem 3, we compute the converse using Theorem 2 and appropriately choosing the parameters $\ell$, $r$, $\tilde{z}$, $z$. Specifically, we choose:

$$\ell = \tilde{m} = \rho^{\frac{1}{\alpha}} m,$$

(101)

$$r = \frac{\delta (\alpha - 1)}{\alpha} \rho^{\frac{1}{\alpha}} m,$$

(102)

$$\tilde{z} = \sigma m \left(1 - \exp \left(-\frac{\delta (\alpha - 1)}{\alpha} \rho^{\frac{1}{\alpha}} m\right)\right),$$

(103)

$$z = \left\lfloor \tilde{z} \right\rfloor,$$

(104)

with $0 < \delta < 1$ and $0 < \sigma < 1$ being positive constants to be determined in the following, and such that $\tilde{z} \leq r$. Next, we compute each term in (19) individually. To this end, using (101) and (102) we first find an expression for $n\ell q_\ell$ and $\ell \left(1 - \frac{1}{\ell}\right)^r$ in terms of $\delta, \sigma, m, n$ and $\alpha$.

Using (101), Lemma 2 and the fact that $n = \rho m^\alpha$, we can write:

$$n\ell q_\ell = n \cdot \tilde{m} \cdot \frac{(\tilde{m})^{-\alpha}}{H(\alpha, 1, m)}$$

$$\geq \frac{\rho^{\frac{1}{\alpha}} m}{\frac{1}{1-\alpha} m^{1-\alpha} - \frac{1}{1-\alpha} + 1}$$

$$= \frac{\alpha - 1}{\alpha} \rho^{\frac{1}{\alpha}} m + o(m).$$

(105)

and

$$n\ell q_\ell = n \cdot \tilde{m} \cdot \frac{(\tilde{m})^{-\alpha}}{H(\alpha, 1, m)}$$

$$\leq \frac{\rho^{\frac{1}{\alpha}} m}{\frac{1}{1-\alpha} (m + 1)^{1-\alpha} - \frac{1}{1-\alpha}}$$

$$= (\alpha - 1)\rho^{\frac{1}{\alpha}} m + o(m),$$

(106)

from which we have

$$\frac{\alpha - 1}{\alpha} \rho^{\frac{1}{\alpha}} m + o(m) \leq n\ell q_\ell \leq (\alpha - 1)\rho^{\frac{1}{\alpha}} m + o(m),$$

(107)

where (105) and (106) follow from the fact that $\alpha > 1$.

Using (102), and the fact that $(1 - 1/x)^{\tau x} \to e^{-\gamma}$ as $x \to \infty$, we have:

$$\ell \left(1 - \frac{1}{\ell}\right)^r$$

$$= m \left(1 - \left(1 - \frac{\frac{\delta (\alpha - 1)}{\alpha} \rho^{\frac{1}{\alpha}} m}{m}\right)^{\frac{\alpha (\alpha - 1)}{\alpha} \rho^{\frac{1}{\alpha}} m}\right)$$

$$= m \left(1 - \exp \left(-\frac{\delta (\alpha - 1)}{\alpha} \rho^{\frac{1}{\alpha}} m\right)\right) + o(m),$$

(108)
from which, by using (20), (21), (107), and (108), we obtain

\[ P_1(\ell, r, z) = 1 - \exp \left( -\frac{\left(n\ell q_\ell - \frac{\delta(\alpha-1)}{\alpha} \rho^n m \right)^2}{2n\ell q_\ell} \right) \]

\[ \geq 1 - \exp \left( -\frac{\left(\frac{\alpha-1}{\alpha} \rho^n m + o(m) - \frac{\delta(\alpha-1)}{\alpha} \rho^n m \right)^2}{2 \left( (\alpha-1) \rho^n m + o(m) \right)} \right) \]

\[ = 1 - o(1), \quad (109) \]

and

\[ P_2(\ell, r, \bar{z}) \]

\[ = 1 - \exp \left( -\frac{\left(\ell(1-\frac{1}{\ell}) - \bar{z}\right)^2}{2 \ell \left(1-\frac{1}{\ell}\right)^2} \right) \]

\[ = 1 - \exp \left( -\frac{\left(1-\sigma\right) m \left(1 - \exp \left(-\frac{\delta(\alpha-1)}{\alpha} \rho^n \right) \right) + o(m) \right)^2}{2 \left(1 - \exp \left(-\frac{\delta(\alpha-1)}{\alpha} \rho^n \right) m + o(m) \right)} \]

\[ = 1 - o(1). \quad (110) \]

Hence, replacing (101)-(104), (109) and (110) in (19), we obtain:

\[ R_{lb}(n, m, M, q) \]

\[ \geq P_1(\ell, r) P_2(\ell, r, \bar{z}) \max_{z \in \{1, \ldots, \lceil\bar{z}\rceil\}} (z - zM/\lfloor \ell/z \rfloor) \]

\[ \geq (1 - o(1))(1 - o(1)) \max_{z \in \{1, \ldots, \lceil\bar{z}\rceil\}} (z - zM/\lfloor \ell/z \rfloor) \]

\[ \geq (1 - o(1))^2 \left(\bar{z} - \frac{\bar{z}M}{\lceil \ell/z \rceil} \right) \]

\[ \geq (1 - o(1))^2 \sigma m \left(1 - \exp \left(-\frac{\delta(\alpha-1)}{\alpha} \rho^n \right) \right) \left(1 - \frac{M}{\lfloor \frac{1}{\rho^n(\alpha-1)} \rfloor} \right) \]

\[ \geq (1 - o(1))^2 \sigma \left(\frac{\rho^n \delta(\alpha-1)}{\alpha} - \frac{1}{2} \left(\frac{\rho^n \delta(\alpha-1)}{\alpha} \right)^2 \right) \left(1 - \frac{1}{\lfloor \frac{1}{\rho^n(\alpha-1)} \rfloor} \right)^m, \quad (111) \]

where (a) is because \(1 - \exp(-x) \geq x - \frac{x^2}{2}\) for \(x \geq 0\).
Using (100) and (111), we obtain
\[ R_{ub}(n, m, M, q, \tilde{m}) \leq \frac{2\rho^{\frac{1}{\alpha}} m}{(1 - o(1))^2 \sigma \left( \frac{\rho^{\frac{1}{\alpha}} \delta (\alpha - 1)}{\alpha} - \frac{1}{2} \left( \frac{\rho^{\frac{1}{\alpha}} \delta (\alpha - 1)}{\alpha} \right)^2 \right) \left( 1 - \frac{1}{\rho^{\frac{1}{\alpha}}} \right) m} \]
\[ = \frac{2}{(1 - o(1))^2 \left( 1 - \frac{1}{\rho^{\frac{1}{\alpha}}} \right) \left( \frac{\delta (\alpha - 1)}{\alpha} - \frac{1}{2} \sigma^{\frac{1}{\alpha}} \left( \frac{\delta (\alpha - 1)}{\alpha} \right)^2 \right)} \]
\[ \leq \frac{2}{(1 - o(1))^2 \left( 1 - \frac{1}{\rho^{\frac{1}{\alpha}}} \right) \left( \frac{\delta (\alpha - 1)}{\alpha} - \frac{1}{2} \sigma \left( \frac{\delta (\alpha - 1)}{\alpha} \right)^2 \right)}, \quad (112) \]

where (a) is because \( \rho < 1 \). (112) shows the order-optimality of the achievable expected rate. In fact, it is easy to find values for the parameters \( \sigma, \delta, \in (0, 1) \) such that the right-hand side of (112) is uniformly bounded with respect to \( n, m \) and \( M \), as shown in the following example: Let \( \sigma = \delta = \left( \frac{1}{2} \right)^{\frac{1}{2}} \). Then \( \sigma \delta = \frac{1}{2} \), which replaced in (112) yields
\[ R_{ub}(n, m, M, q, \tilde{m}) \leq \left( \frac{(\alpha - 1)}{2\alpha} - \frac{1}{4} \left( \frac{1}{2} \right)^{\frac{1}{2}} \left( \frac{(\alpha - 1)}{2\alpha} \right)^2 \right) \left( 1 - \frac{1}{\rho^{\frac{1}{\alpha}}} \right) \left( \frac{\rho^{\frac{1}{\alpha}} \delta (\alpha - 1)}{\alpha} \right)^2 \].
\[ (113) \]

Since \( \frac{2\alpha}{(\alpha - 1)} > 2 \) for \( \alpha > 1 \), then the right hand side of (113) is a positive constant. In the following proofs, for brevity, we do not illustrate the values of the constant parameters.

**B. Region of** \( 1 \leq M < \frac{m^\alpha}{m} = \frac{1}{\rho} \)

Let \( \tilde{m} = \rho^{\frac{1}{\alpha}} M^{\frac{1}{\alpha}} \), by using (99) and Lemma 2, we obtain
\[ R_{ub}(n, m, M, q, \tilde{m}) \leq \left( \frac{\tilde{m}}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right)^n G_{\tilde{m}} \right) + (1 - G_{\tilde{m}}) n \]
\[ = \frac{2\rho^{\frac{1}{\alpha}} m}{M^{1 - \frac{1}{\alpha}}} + o \left( \rho^{\frac{1}{\alpha}} \frac{m}{M^{1 - \frac{1}{\alpha}}} \right). \quad (114) \]

Following the same procedure as in Appendix E-A, we use Theorem 2 to compute the converse. All the parameters of Theorem 2 are summarized in the following:
\[ \ell = \tilde{m} = \rho^{\frac{1}{\alpha}} M^{\frac{1}{\alpha}} \]m, \quad (115)
\[ r = \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1 - \alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \]m, \quad (116)
\[ \tilde{z} = \sigma \left( 1 - \exp \left( - \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1 - \alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) \right) m \]
\[ z = \lceil \tilde{z} \rceil, \quad (117) \]
with the constant parameters \( \delta \in (0, 1) \) and \( \sigma \in (0, 1) \) to be determined in the following, and such that \( \bar{z} \leq r \). Based on (115)-(118), we now compute each term in (19) individually in detail.

Using (115) and Lemma 2, and following the same procedure as in (105) and (106), we can write
\[
\left( \alpha - 1 \right) \frac{1}{M^{\frac{1}{\alpha}}} \rho^\frac{1}{2} m + o(m) \leq n \ell q \leq (\alpha - 1) M^{\frac{1}{\alpha}} \rho^\frac{1}{2} m + o(m).
\]

which replaced in (20), similar to (109), gives:
\[
P_1(\ell, r, z) \geq 1 - o(1).
\]

Furthermore, using (116), we obtain
\[
\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) = m \left( 1 - \left( 1 - \frac{1}{m} \right)^\frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1}{\alpha}} \rho^\frac{1}{2} m \right) = m \left( 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1}{\alpha}} \rho^\frac{1}{2} m \right) \right) + o(m).
\]

Replacing (117) and (121) in (21), as in (110), we obtain:
\[
P_2(\ell, r, \bar{z}) = 1 - o(1).
\]
Finally, replacing (115)-(118), (121), and (122) in (19), we obtain:

\[ R_{lb}^n(n, m, M, q) \]

\[ \geq P_1(\ell, r)P_2(\ell, r, \tilde{z}) \max_{z \in \{1, \ldots, \lceil \tilde{z} / M \rceil\}} (z - zM / \lceil \ell / z \rceil) \]

\[ \geq (1 - o(1))(1 - o(1)) \max_{z \in \{1, \ldots, \lceil \tilde{z} / M \rceil\}} (z - zM / \lceil \ell / z \rceil) \]

\[ \geq (1 - o(1))^2 \left( \frac{\tilde{z} - zM}{M \lceil \ell / z \rceil} \right) \]

\[ \geq (1 - o(1))^2 \left( 1 - \frac{M}{m^{1/\alpha}} \right) \]

\[ = (1 - o(1))^2 \sigma \left( 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) \right) m \]

\[ \cdot \left( 1 - \frac{M}{\sigma \left( 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) \right) - 1} \right) \]

\[ = (1 - o(1))^2 \sigma \left( 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) \right) m \]

\[ \cdot \left( 1 - \frac{M}{\left( M_\rho \right)^{\frac{1}{\alpha}} M^{1-\frac{\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} - 1} \right) \]

\[ \geq (1 - o(1))^2 \sigma \left( 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) \right) m \cdot \left( 1 - \frac{M}{M_\rho^{\frac{1}{\alpha}} - 1} \right) \]

\[ = (1 - o(1))^2 \sigma \left( 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) \right) m \cdot \left( 1 - \frac{1}{\sigma \delta(\alpha - 1) \frac{1}{\alpha}} \right) \]

\[ \geq (1 - o(1))^2 \sigma \left( 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) \right) m \left( 1 - \frac{1}{\sigma \delta(\alpha - 1) \frac{1}{\alpha}} \right) \]

(123)

where (123) follows from the fact that since 1 < M, 1 < \alpha, \delta \in (0, 1), and \sigma \in (0, 1), we have

\[ 1 - \exp \left( - \frac{\delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} \right) < \frac{\sigma \delta(\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^{\frac{1}{\alpha}} < (M_\rho)^{\frac{1}{\alpha}}. \]
On the other hand, since
\[
1 - \exp \left( -\frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^\frac{1}{\alpha} \right) \geq \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^\frac{1}{\alpha} - \frac{1}{2} \left( \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^\frac{1}{\alpha} \right)^2 \geq \frac{1}{2} \left( \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^\frac{1}{\alpha} \right),
\]
(125)

using (123), we obtain
\[
R^{lb}(n, m, M, q) \geq (1 - o(1))^3 \sigma \left( \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^\frac{1}{\alpha} \right) \left( 1 - \frac{1}{\sigma \delta (\alpha - 1) - 1} \right) m,
\]
(126)

from which, using (114), it follows:
\[
\frac{R^{ub}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} \leq \frac{2 M^{\frac{1-\alpha}{\alpha}} \rho^\frac{1}{\alpha} m}{(1 - o(1))^3 \sigma \left( \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} \rho^\frac{1}{\alpha} \right) \left( 1 - \frac{1}{\sigma \delta (\alpha - 1) - 1} \right) m} = \frac{4 \alpha}{(1 - o(1))^3 \sigma \delta (\alpha - 1) \left( 1 - \frac{1}{\sigma \delta (\alpha - 1) - 1} \right)},
\]
(127)

which shows the order-optimality of the achievable expected rate of RLFU-GCC.

C. Region of $M \geq \frac{m^\alpha}{n} = \frac{1}{\rho}$

In this regime, let $\tilde{m} = m$. Using (99), we obtain
\[
R^{ub}(n, m, M, q, \tilde{m}) \leq \frac{m}{M} - 1 + o \left( \frac{m}{M} \right).
\]
(128)

In order to prove the order-optimality of the expected rate achieved by RLFU-GCC, as before, we use Theorem 2 to compute the converse. All the parameters of Theorem 2 are summarized in the following:
\[
\ell = m,
\]
(129)
\[
r = \frac{\delta \rho (\alpha - 1)}{\alpha} m,
\]
(130)
\[
\tilde{z} = \sigma m \left( 1 - \exp \left( -\frac{\delta \rho (\alpha - 1)}{\alpha} \right) \right),
\]
(131)
\[
z = \begin{cases} 
\left\lfloor \frac{\delta \sigma (\alpha - 1)}{2 \alpha} \right\rfloor m / M, & M = o(m) \\
\max\left\{ \left\lfloor \frac{m}{2M} \right\rfloor, 1 \right\}, & \text{otherwise}
\end{cases}
\]
(132)

with the constant parameters $\delta \in (0, 1)$ and $\sigma \in (0, 1)$ to be determined in the following, and such that $\tilde{z} \leq r$. We now compute each term in (19) individually in detail.
Using (129) and following the same steps as in (71) and (72), we have
\[ \alpha - \frac{1}{\alpha} \rho m + o(m) \leq n \ell g_\ell \leq (\alpha - 1) \rho m + o(m). \] (133)
from which, using (20), similar as in (110), we obtain
\[ P_1(\ell, r) = 1 - o(1). \] (134)

Furthermore using (130), we can write
\[
\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) = m \left( 1 - \left( 1 - \frac{1}{m} \right)^{\frac{\delta \rho (\alpha - 1)}{\alpha}} \right) \\
= m \left( 1 - \exp \left( -\frac{\delta \rho (\alpha - 1)}{\alpha} \right) \right) + o(m)
\] (135)
from which, using (21) and (131), we have
\[ P_2(\ell, r, \bar{z}) = 1 - o(1). \] (136)

Replacing (129)-(132), (134) and (136) in (19), we obtain
\[
R_{lb}(n, m, M, q) \geq P_1(\ell, r) P_2(\ell, r, \bar{z}) \max_{z \in \{1, \ldots, \lceil \bar{z} \rceil \}} (z - zM/\lfloor \ell/z \rfloor) \\
\geq (1 - o(1))^2 \max_{z \in \{1, \ldots, \lceil \bar{z} \rceil \}} (z - zM/\lfloor \ell/z \rfloor),
\] (137)
with \( \bar{z} \) and \( z \) given in (131) and (132), respectively. Note that, from (131), it follows that \( \bar{z} \) is lower bounded by:
\[
\bar{z} = \sigma m \left( 1 - \exp \left( -\frac{\delta \rho (\alpha - 1)}{\alpha} \right) \right) \\
\geq \sigma m \left( \frac{\delta \rho (\alpha - 1)}{\alpha} - \frac{1}{2} \left( \frac{\delta \rho (\alpha - 1)}{\alpha} \right)^2 \right) \\
\geq \frac{\sigma \delta \rho (\alpha - 1) m}{2\alpha M},
\] (138)
where (138) follows from the fact that, in this regime, by assumption \( M \geq \frac{m^\alpha}{n} = \frac{1}{\rho} \) and consequently \( \rho m \geq \frac{m}{M}. \)

Now we consider two cases of \( M \): \( M = o(m) \) and \( M = \Theta(m) \) (see Fig. 11).
1) When \( M = o(m) \): From (132),

\[
z = \left\lfloor \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \frac{m}{M} \right\rfloor,
\]

from which, using (138), it follows that \( z \leq \tilde{z} \). Hence, using (129), (137), and footnote 20, we obtain

\[
R_{lb}(n, m, M, q) \overset{(a)}{\geq} (1 - o(1))^2 \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \left( 1 - \frac{M}{\left\lfloor \frac{m}{\delta \sigma (\alpha - 1) \frac{m}{M} M} \right\rfloor} \right) \geq (1 - o(1))^2 \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \left( 1 - \frac{1}{\left\lfloor \frac{2\alpha}{\delta \sigma (\alpha - 1)} \right\rfloor} \right),
\]

(139)

where in (a) we have used the fact that \( \left\lfloor \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \frac{m}{M} \right\rfloor = \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \frac{m}{M} + o(m) \) and that \( \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \frac{m}{M} \to \infty \), and in (b) the fact that \( M > 1 \). Then, using (128), we obtain:

\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} = \frac{\frac{m}{M} - 1 + o(1)}{(1 - o(1))^2 \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \left( 1 - \frac{1}{\left\lfloor \frac{2\alpha}{\delta \sigma (\alpha - 1)} \right\rfloor} \right)} \leq \frac{1}{(1 - o(1))^2 \frac{\delta \sigma (\alpha - 1) m}{2\alpha} \left( 1 - \frac{1}{\left\lfloor \frac{2\alpha}{\delta \sigma (\alpha - 1)} \right\rfloor} \right)} + o(1).
\]

(140)

2) When \( M = \Theta(m) \): Then

- If \( \frac{m}{M} \leq 3 \), from (132), we have that \( z = 1 \). Hence using (129) and (137), we have:

\[
R_{lb}(n, m, M, q) \geq (1 - o(1))^2 \left( 1 - \frac{M}{m} \right),
\]

(141)

from which

\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} = \frac{\frac{m}{M} - 1 + o(1)}{(1 - o(1))^2 \left( 1 - \frac{M}{m} \right)} \leq \frac{m}{M} + o(1)
\]

\leq 3 + o(1).

(142)

- If \( \frac{m}{M} > 3 \), from (132), we have that \( z = \left\lfloor \frac{m}{2\alpha} \right\rfloor \). Hence using (132) and (137) and the fact that
\( M = \Theta(m) \), we obtain
\[
R^{lb}(n, m, M, q) \geq P_1(\ell, r)P_2(\ell, r, \tilde{z}) \max_{z \in \{1, \ldots, |\tilde{z}|\}} (z - zM/\lceil \ell/z \rceil)
\]
\[
\geq (1 - o(1))^2 \left[ \frac{m}{2M} \right] \left( 1 - \frac{M}{\lceil \frac{m}{2M} \rceil} \right)
\]
\[
\geq (1 - o(1))^2 \left[ \frac{m}{2M} \right] \left( 1 - \frac{M}{m} - 1 \right)
\]
\[
= (1 - o(1))^2 \left[ \frac{m}{2M} \right] \left( 1 - \frac{1}{2 - \frac{1}{m}} \right)
\]
\[
\geq (1 - o(1))^3 \frac{1}{2} \left( \frac{m}{2M} - 1 \right),
\] (143)

from which using (128), we have
\[
\frac{R^{ub}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} = \frac{\frac{m}{M} - 1 + o(1)}{(1 - o(1))^3 \frac{1}{2} \left( \frac{m}{2M} - 1 \right)}
\]
\[
\leq \frac{1 + o(1)}{(1 - o(1))^3 \frac{1}{2} \left( \frac{1}{2} - \frac{M}{m} \right)}
\]
\[
\leq 12 + o(1).
\] (144)

Thus, we finish the proof of Theorem 5.

Appendix F

Proof of Table II in Theorem 6

In this section, we provide the proof of Table II in Theorem 6, where we assume \( n, m \to \infty \) and \( n = o(m^\alpha) \). Table II considers the regions \( 0 \leq M < 1 \), \( 1 \leq M < \frac{m^\alpha}{n} \), and \( M \geq \frac{m^\alpha}{n} \), excluding the sub-region \( \{1 \leq M < \frac{m^\alpha}{n}\} \cap \{M = \kappa n^{\frac{1-\alpha}{n}}\} \) whose order-optimality is analyzed in Appendix G and whose corresponding order-optimal results are provided in Table III. Except for the region \( 0 \leq M < 1 \), we further consider the subregions illustrated in Figs. II and 12, treated separately in the following proofs.

A. Region of \( 0 \leq M < 1 \)

In this case, we want to prove that RLFU-GCC with \( \tilde{m} = n^\frac{1}{n} \) is order optimal. To this end, using (99) and Lemma 2, we can write the rate for RLFU-GCC with \( \tilde{m} = n^\frac{1}{n} \) as:
\[
R^{ub}(n, m, M, q, \tilde{m}) \leq \tilde{m} + (1 - G_{\tilde{m}}) n = 2n^\frac{1}{n} + o(n^\frac{1}{n}).
\] (145)
\[1 \leq M = o \left( n^{\frac{1}{\alpha}} \right) \]
\[M = \Theta \left( n^{\frac{1}{\alpha}} \right) \quad \text{see Appendix G}
M = \Theta \left( n^{\frac{1}{\alpha}} \right) \]
\[\omega \left( n^{\frac{1}{\alpha}} \right) = M < \frac{m^\alpha}{n}
M = o \left( m \right) \]
\[M = \Theta \left( m \right) \quad \kappa_1 m \]
\[\frac{1}{\kappa_1} \leq 3
\frac{1}{\kappa_1} > 3
\frac{1}{\kappa_1} \leq 2
\frac{1}{\kappa_1} > 2
\frac{1}{\kappa_1} \leq 3
\frac{1}{\kappa_1} > 2
\frac{1}{\kappa_1} \leq 3
\]

Fig. 11. The sub-cases of the regimes of \( M \) when \( 1 \leq M < \frac{m^\alpha}{n} \), where \( \kappa, \kappa_1 \) are some constants which will be given later.

Next, similarly as in Section [E-A] we evaluate the converse replacing in Theorem 2 the following parameters:

\[\ell = \tilde{m} = n^{\frac{1}{\alpha}},\]
\[r = \frac{\delta (\alpha - 1)}{\alpha} n^{\frac{1}{\alpha}},\]
\[\tilde{z} = \frac{\sigma \delta (\alpha - 1)}{\alpha} n^{\frac{1}{\alpha}},\]
\[z = \lceil \tilde{z} \rceil,\]

with \( 0 < \delta < 1 \), and \( 0 < \sigma < 1 \) positive constants determined in the following and such that \( \tilde{z} \leq r \).

After some algebraic manipulations similar to the ones conducted in Section [E-A] we obtain

\[
\frac{R^{ub}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} \leq \frac{2n^{\frac{1}{\alpha}}}{(1 - o(1))^2 \frac{\sigma \delta (\alpha - 1)}{\alpha} \left( 1 - \frac{1}{\left[ \frac{1}{2 \alpha (\alpha - 1)} \right]} \right) n^{\frac{1}{\alpha}}}
= \frac{2}{(1 - o(1))^2 \frac{\sigma \delta (\alpha - 1)}{\alpha} \left( 1 - \frac{1}{\left[ \frac{1}{2 \alpha (\alpha - 1)} \right]} \right)},
\]

which shows the order-optimality of the achievable expected rate. Eq. (146) proves that in this regime \((0 \leq M < 1 \text{ small enough})\), caching cannot provide large gain, or the gain of caching is at most additive.
\[
\begin{aligned}
\frac{n}{m^{\alpha-1}} = \omega(1) & \quad \begin{cases} 
M = o(m) \\
M = \Theta(m) 
\end{cases} \\
\frac{1}{\kappa_1} \geq 3 & \quad \begin{cases} 
M = \Theta(m) \\
\frac{1}{\kappa_1} \leq 3 
\end{cases} \\
\frac{n}{m^{\alpha-1}} = \Theta(1) \\
\sigma \delta (\alpha - 1) \frac{n}{m^{\alpha-1}} \leq 1 \\
\sigma \delta (\alpha - 1) \frac{n}{m^{\alpha-1}} > 1 \quad \begin{cases} 
\frac{\sigma \delta (\alpha - 1) m}{M} < 2 \\
\frac{\sigma \delta (\alpha - 1) m}{M} \geq 2 
\end{cases}
\end{aligned}
\]

Fig. 12. The sub-cases of the regimes of \( M \) when \( M \geq \frac{m^\alpha}{n} \), where \( \kappa_1, \sigma, \delta \) are some constants which will be given later.

so that \( M \) cannot affect the order of the expected rate.

B. Region of \( 1 \leq M < \frac{m^\alpha}{n} \)

In this regime of \( M \), we have three cases to consider, which are \( 1 \leq M = o \left( \frac{1}{n^{\alpha-1}} \right) \), \( M = \Theta \left( \frac{1}{n^{\alpha-1}} \right) \) and \( \omega \left( \frac{1}{n^{\alpha-1}} \right) = M < \frac{m^\alpha}{n} \) (see Fig. [11]).

1) When \( 1 \leq M = o \left( \frac{1}{n^{\alpha-1}} \right) \): This case further splits in two scenarios: \( M = o(m) \) and \( M = \Theta(m) \) (see Fig. [11]).

- If \( M = o(m) \), letting \( \tilde{m} = M^{\frac{1}{\alpha}} \frac{1}{n^{\frac{1}{\alpha}}} \), using (99) and Lemma 2, after some algebraic manipulations, we obtain

\[
R_{ub}^m(n, m, M, q, \tilde{m}) \leq \left( \frac{\tilde{m}}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right)^{n G_{\tilde{m}}} \right) + (1 - G_{\tilde{m}}) n \\
\leq \frac{2M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}}{M} + o \left( \frac{M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}}{M} \right).
\]

Next, we prove the order-optimality of the expected rate achieved by the proposed scheme. Following the similar steps as before, we use Theorem 2 to compute the converse. The parameters required in
Theorem 2 are summarized in the following.

\[ \ell = \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}, \]  
\[ r = \frac{\delta (\alpha - 1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}, \]  
\[ \tilde{z} = \frac{\sigma \delta (\alpha - 1)}{2\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}, \]  
\[ z = \lfloor \tilde{z} \rfloor, \]

(148) \hspace{1cm} (149) \hspace{1cm} (150) \hspace{1cm} (151)

with \(0 < \delta < 1\), and \(0 < \sigma < 1\) positive constants determined in the following. Note that by definition \(\tilde{z} < r < \tilde{m}\). Next we compute each term in (19) individually. To this end, using (148) and (149), we first find an expression for \(n\ell q_\ell\) and \(\ell \left(1 - \left(1 - \frac{1}{\ell}\right)^r\right)\) in terms of \(\delta, \sigma, m, n\) and \(\alpha\). Specifically, using (148) and Lemma 2 we have

\[ n\ell q_\ell = n \cdot \tilde{m} \cdot \frac{(\tilde{m})^{-\alpha}}{H(\alpha,1,m)} \geq \frac{1}{1-\alpha} \frac{m^{1-\alpha}}{m^{1-\alpha} - \frac{1}{1-\alpha} + 1} \]
\[ = n \left(M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}\right)^{1-\alpha} m^{\alpha - 1} \]
\[ = \frac{1}{1-\alpha} \frac{m^{1-\alpha}}{m^{\alpha - 1} + m^{\alpha - 1}} \]
\[ = \frac{nM^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}}{m^{1-\alpha} - \frac{1}{1-\alpha}} \]
\[ = \frac{\alpha - 1}{\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} + o\left(M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}\right), \]  
\[ (152) \]

and

\[ n\ell q_\ell = n \cdot \tilde{m} \cdot \frac{(\tilde{m})^{-\alpha}}{H(\alpha,1,m)} \leq \frac{1}{1-\alpha} \frac{(m + 1)^{1-\alpha} - \frac{1}{1-\alpha}}{m^{1-\alpha}} \]
\[ = \left(M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}\right)^{1-\alpha} n^{\alpha - 1} m^{\alpha - 1} \]
\[ = \frac{1}{1-\alpha} \frac{m^{\alpha - 1}}{m^{\alpha - 1} - \frac{1}{1-\alpha}} \left(\frac{m}{m + 1}\right)^{1-1} \]
\[ = (\alpha - 1) M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} + o\left(M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}\right), \]  
\[ (153) \]

from which

\[ \frac{\alpha - 1}{\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} + o\left(M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}\right) \leq n\ell q_\ell \leq (\alpha - 1) M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} + o\left(M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}\right). \]  
\[ (154) \]
Next using (148) and (149), we have

\[ \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) = \tilde{m} \left( 1 - \left( 1 - \frac{1}{m} \right) \frac{\delta(\alpha-1)}{2} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \right) \]

\[ = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \left( 1 - \exp \left( -\frac{\delta(\alpha-1)}{\alpha M} \right) \right) + o \left( M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \left( 1 - \exp \left( -\frac{\delta(\alpha-1)}{\alpha M} \right) \right) \right). \]

Then, by using (20), (149), and (154), we obtain

\[ P_1(\ell, r) = 1 - \exp \left( -\left( n\ell q_{\ell} - \frac{\delta(\alpha-1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \right)^2 \right) \]

\[ \geq 1 - \exp \left( -\frac{1}{2} \left( \frac{\delta(\alpha-1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} + o \left( M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \right) \right)^2 \right) \]

\[ = 1 - o(1). \]

while using (21), (150) and (155), we have

\[ P_2(\ell, r, z) \]

\[ = 1 - \exp \left( -\frac{(\ell - \left( 1 - \frac{1}{\ell} \right)^r - \frac{1}{\ell})^2}{2(\ell - \left( 1 - \frac{1}{\ell} \right)^r)} \right) \]

\[ \overset{(a)}{=} 1 - o(1), \]

where (a) follows from

\[ \frac{\delta(\alpha-1)}{2\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} < \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) < \frac{\delta(\alpha-1)}{\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \]

with (158) derived from (155) using \( 1 - \exp(-x) \geq x - \frac{x^2}{2} \) for \( x > 0 \), and \( 1 - \exp(-x) \leq x \) for \( x > 0 \).

Finally, replacing Eqs. (148)-(151), (156), and (157) in Theorem 2 and using footnote 20, we obtain
\[ R^{lb}(n, m, M, q) \]
\[ \geq P_1(\ell, r)P_2(\ell, r, \tilde{z}) \max_{z \in \{1, \ldots, \lceil \tilde{z} \rceil\}} (z - zM/|\ell/z|) \]
\[ \geq (1 - o(1))(1 - o(1)) \max_{z \in \{1, \ldots, \lceil \tilde{z} \rceil\}} (z - zM/|\ell/z|) \]
\[ \geq (1 - o(1))^2 \tilde{z} \left(1 - \frac{M}{\lceil \tilde{m} \rceil} \right) \]
\[ \geq (1 - o(1))^2 \sigma (\alpha - 1) \frac{1}{2\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \left(1 - \frac{M}{\frac{M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}}{\sigma (\alpha - 1)^\frac{1}{\alpha}}} \right) \]
\[ \geq (1 - o(1))^2 \sigma (\alpha - 1) \frac{1}{2\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \left(1 - \frac{1}{\frac{M}{\sigma (\alpha - 1)^\frac{1}{\alpha}}} \right) \]
\[ = (1 - o(1))^2 \sigma (\alpha - 1) \frac{1}{2\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \left(1 - \frac{1}{\frac{M}{\sigma (\alpha - 1)^\frac{1}{\alpha}}} \right) \]
\[ \geq (1 - o(1))^2 \sigma (\alpha - 1) \frac{1}{2\alpha} M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}} \left(1 - \frac{1}{\frac{M}{\sigma (\alpha - 1)^\frac{1}{\alpha}}} \right) M^{\frac{1-\alpha}{\alpha}} n^{\frac{1}{\alpha}}, \tag{159} \]

from which, using (147), we obtain
\[
\frac{R^{lb}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} \leq \frac{2M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}}{M} + o \left( \frac{2M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}}{M} \right)
\]
\[ \leq \frac{2 + o(1)}{(1 - o(1))^2 \sigma (\alpha - 1) \frac{1}{2\alpha} \left(1 - \frac{1}{\frac{M}{\sigma (\alpha - 1)^\frac{1}{\alpha}}} \right)}, \tag{160} \]

where \( \sigma, \delta \in (0, 1) \) can be chosen accordingly (possibly a function of \( \alpha \)) such that
\[
\frac{\sigma (\alpha - 1)^\frac{1}{\alpha}}{2\alpha} \left(1 - \frac{1}{\frac{M}{\sigma (\alpha - 1)^\frac{1}{\alpha}}} \right)
\]
is a positive constant, which shows the order-optimality of the expected rate.

- If \( M = \Theta(m) = \kappa_1 m + o(m) \), where \( 0 < \kappa_1 < 1 \) is a given constant such that \( 1 \leq M < \frac{m^n}{n} \) and \( 1 \leq M = o(n^{\frac{1}{\alpha - 1}}) \), using (99) and letting \( \tilde{m} = m \), we obtain

\[
R^{lb}(n, m, M, q, \tilde{m}) \leq \left( \frac{\tilde{m}}{M} - 1 \right) \left( 1 - \left( 1 - \frac{M}{\tilde{m}} \right) nG_{\tilde{m}} \right) + (1 - G_{\tilde{m}}) n
\]
\[ \leq \frac{m}{M} - 1 + o \left( \frac{m}{M} \right). \tag{161} \]

Following the similar steps as before, we use Theorem 2 to compute the converse. The parameters
appeared in Theorem 2 are summarized in the following.

\[ \ell = \tilde{m} = m, \]  
(162)  
\[ r = \delta (\alpha - 1) \frac{n}{m^{\alpha - 1}}, \]  
(163)  
\[ \tilde{z} = \frac{\sigma \delta (\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}}, \]  
(164)  
\[ z = \max \left\{ \left\lfloor \frac{m}{2M} \right\rfloor, 1 \right\}, \]  
(165)  

with 0 < \delta < 1, and 0 < \sigma < 1 positive constants determined in the following. Note that by definition \( \tilde{z} < r \). As before, we compute each term in (19) individually. To this end, using (162) and (163), we first find an expression for \( n\ell q_\ell \) and \( \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) \) in terms of \( \delta, \sigma, m, n \) and \( \alpha \). Specifically, using (162) and Lemma 2, following similar steps as in (105) and (106), we obtain

\[ \frac{(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) \leq n\ell q_\ell \leq (\alpha - 1) \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right), \]  
(166)  

from which, using (20) and (164), after some algebra, we have

\[ P_1(\ell, r, z) = 1 - \exp \left( -\left( \frac{n\ell q_\ell - \frac{\delta (\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}}}{2n\ell q_\ell} \right)^2 \right) \geq 1 - \exp \left( -\left( \frac{(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) - \frac{\delta (\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) \right)^2}{2 \left( \alpha - 1 \right) \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) \right)^2} \right) = 1 - o(1). \]  
(167)  

On the other hand, using (148) and (149), via Taylor expansion, we obtain

\[ \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) = m \left( 1 - \left( 1 - \frac{1}{m} \right)^{\frac{\delta (\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}}} \right) = \frac{\delta (\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right), \]  
(168)  

from which, using (21) and (164), after some algebra, we have

\[ P_2(\ell, r, z) \]  
(169)  

where (a) follows from the fact that

\[ \frac{\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) - \tilde{z}}{2\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right)} = \Theta \left( \frac{n}{m^{\alpha - 1}} \right). \]
In the following, we distinguish between two cases: $\frac{m}{M} = \frac{1}{\kappa_1} > 3$ and $\frac{m}{M} = \frac{1}{\kappa_1} \leq 3$ (see Fig. 11).

- If $\frac{m}{M} = \frac{1}{\kappa_1} > 3$, from (165), we have:

$$ z = \left\lfloor \frac{m}{2M} \right\rfloor, \quad (170) $$

from which replacing Eqs. (162)-(164), (167), (169) and (170) in (19), we have

$$ R_{lb}^{th}(n, m, M, q) \geq (1 - o(1)) \left( 1 - \frac{M}{\left\lfloor \frac{m}{2M} \right\rfloor} \right) \geq (1 - o(1))^2 \left( 1 - \frac{m}{\left\lfloor \frac{m}{2M} \right\rfloor} \right) \geq (1 - o(1))^2 \left( 1 - \frac{m}{\left\lfloor \frac{m}{2M} \right\rfloor} \right) \geq (1 - o(1))^2 \left( 1 - \frac{m}{\left\lfloor \frac{m}{2M} \right\rfloor} \right) = (1 - o(1))^2 \left( 1 - \frac{1}{\frac{m^2}{2M} - 1} \right) \geq (1 - o(1))^3 \frac{1}{2} \left( \frac{m}{2M} - 1 \right). \quad (171) $$

Thus, we obtain

$$ \frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}^{th}(n, m, M, q)} \leq \frac{\frac{m}{M}}{(1 - o(1))^2 \left( 1 - \frac{m}{\left\lfloor \frac{m}{2M} \right\rfloor} \right)} = \frac{2}{\frac{1}{2} - \frac{M}{m} \leq \frac{2}{\frac{1}{2} - \frac{1}{3}} = 12, \quad (172) $$

proving the order-optimality of the achievable expected rate.

- If $\frac{m}{M} = \frac{1}{\kappa_1} \leq 3$, from (165), we have:

$$ z = 1, \quad (173) $$
from which replacing Eqs. (162)-(164), (167), (169) and (173) in (19), we have

\[ R_{lb}(n, m, M, q) \geq P_1(\ell, r) P_2(\ell, r, z) \max_{z \in \{1, \ldots, \lceil \tilde{z} \rceil\}} (z - zM/\lfloor \ell/z \rfloor) \geq (1 - o(1))^2 \left( 1 - \frac{M}{m} \right). \tag{174} \]

Thus, we obtain

\[ \frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq \frac{\frac{m}{M} - 1}{(1 - o(1))^3 \left( 1 - \frac{M}{m} \right)} = \frac{m}{M} \left( 1 - \frac{M}{m} \right) \leq 3. \tag{175} \]

2) When \( \omega(n^{\frac{1}{\alpha-1}}) = M < \frac{m}{n} \) (see Fig. 11 for a reminder): In this case, letting \( \tilde{m} = M \), we have

\[ R_{ub}(n, m, M, q, \tilde{m}) \leq (1 - G_{\tilde{m}}) n. \tag{176} \]

Next we consider two regimes: \( M = o(m) \) and \( M = \Theta(m) \).

- If \( M = o(m) \), using (176) and Lemma 2, we have

\[ R_{ub}(n, m, M, q, \tilde{m}) \leq nM^{1-\alpha} + o(nM^{1-\alpha}). \tag{177} \]

To compute the converse, in this case we use the second term of (19), with the parameters given by:

\[ \ell = cM, \tag{178} \]

\[ r = \frac{\delta(\alpha - 1)c^{1-\alpha}}{\alpha} nM^{1-\alpha}, \tag{179} \]

\[ \tilde{z} = \sigma, \tag{180} \]

and \( c > 1, 0 < \delta < 1, \) and \( 0 < \sigma < 1 \) positive constants determined in the following. Next we compute each term in (19) individually. To this end, using (178) and (179), and recalling that \( \tilde{m} = M \) we first find an expression for \( n\ell q_{\ell} \) and \( \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) \) in terms of \( \delta, \sigma, m, n \) and \( \alpha \). Specifically, using (148) and Lemma 2, we have

\[ n\ell q_{\ell} = n \cdot cM \cdot \frac{(cM)^{-\alpha}}{H(\alpha, 1, m)} \geq \frac{n(cM)^{1-\alpha}}{1-\alpha m^{1-\alpha} - \frac{1}{1-\alpha} + 1} = \frac{(\alpha - 1)c^{1-\alpha}}{\alpha} nM^{1-\alpha} + o(nM^{1-\alpha}), \tag{181} \]
and

$$n\ell q_\ell = n \cdot cM \cdot \frac{(cM)^{-\alpha}}{H(\alpha, 1, m)}$$

$$\leq \frac{n(cM)^{1-\alpha}}{1-\alpha (m+1)^{1-\alpha} - \frac{1}{1-\alpha}}$$

$$= (\alpha - 1)c^{1-\alpha}nM^{1-\alpha} + o(nM^{1-\alpha}) ,$$

(182)

from which

$$\frac{(\alpha - 1)c^{1-\alpha}}{\alpha}nM^{1-\alpha} + o(nM^{1-\alpha}) \leq n\ell q_\ell \leq (\alpha - 1)c^{1-\alpha}nM^{1-\alpha} + o(nM^{1-\alpha}) .$$

(183)

Using (20), (179), and (183), we obtain

$$P_1(\ell, r)$$

$$= 1 - \exp \left( -\frac{(n\ell q_\ell - \frac{\delta(\alpha-1)c^{1-\alpha}}{\alpha}nM^{1-\alpha})^2}{2n\ell q_\ell} \right)$$

$$\geq 1 - \exp \left( -\frac{(\frac{\delta(\alpha-1)c^{1-\alpha}}{\alpha}nM^{1-\alpha})^2}{2 ((\alpha - 1)c^{1-\alpha}nM^{1-\alpha} + o(nM^{1-\alpha}))} \right)$$

$$\geq \frac{(1 - \delta)^2(\alpha - 1)c^{1-\alpha}}{2\alpha^2}nM^{1-\alpha} + o(nM^{1-\alpha}),$$

(184)

while using (21) and (180) we have

$$P_2(\ell, 1, \tilde{z}) = 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right) .$$

(185)

Then, replacing (178)-(180), (184), and (185) in the second term of (19), we obtain

$$R_{lb}^{th}(n, m, M, q)$$

$$\geq P_1(\ell, r)P_2(\ell, 1, \tilde{z})(1 - M/\ell)$$

$$\geq (1 - o(1)) \left( \frac{(1 - \delta)^2(\alpha - 1)c^{1-\alpha}}{2\alpha^2}nM^{1-\alpha} + o(nM^{1-\alpha}) \right) \left( 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right) \right) \left( 1 - \frac{M}{cM} \right)$$

$$\geq (1 - o(1)) \left( 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right) \right) \left( 1 - \frac{1}{c} \right) \frac{(1 - \delta)^2(\alpha - 1)c^{1-\alpha}}{2\alpha^2}nM^{1-\alpha} + o(nM^{1-\alpha}),$$

(186)
from which using (177), we obtain
\[
\frac{R_{\text{ub}}(n, m, M, q, \tilde{m})}{R_{\text{lb}}(n, m, M, q)} \leq \frac{nM^{1-\alpha} + o(nM^{1-\alpha})}{(1 - o(1)) \left(1 - \exp \left(\frac{1-(\sigma)^{2}}{2}\right)\right) \left(1 - \frac{1}{c}\right)^{\frac{(1-\delta)^{2}(\alpha-1)c^{\alpha-1}}{2a^{2}}}} + o(1),
\]
which shows the order-optimality of the achievable expected rate for RLFU and RAP.

- If \( M = \Theta(m) = \kappa_{1}m + o(m) \), with \( 0 < \kappa_{1} < 1 \), using (176) and Lemma 2, we have
\[
R_{\text{ub}}(n, m, M, q, \tilde{m}) \leq \left(\kappa_{1}^{1-\alpha} - 1\right) nm^{1-\alpha} + o(1)
= \left(1 - \kappa_{1}^{\alpha-1}\right) nM^{1-\alpha} + o(1).
\]
To compute the converse, similar as before, we use the second term of (19). The values of the parameters \( \ell, r, \) and \( \tilde{z} \) in (19) will be different based on the fact that \( \frac{m}{M} = \frac{1}{\kappa_{1}} > 2 \) and \( \frac{m}{M} = \frac{1}{\kappa_{1}} \leq 2 \) (see Fig. 11).

- When \( \frac{m}{M} = \frac{1}{\kappa_{1}} > 2 \), the parameters \( \ell, r, \) and \( \tilde{z} \) in (19) are given as in (178)-(180) with the additional constraint that \( 1 < c < 2 \) to guarantee that \( \ell \leq m \). Following the same steps as in the case of \( M = o(m) \), we obtain (186), from which, using (188) we obtain:
\[
\frac{R_{\text{ub}}(n, m, M, q, \tilde{m})}{R_{\text{lb}}(n, m, M, q)} \leq \frac{1}{\left(1 - \exp \left(\frac{1-(\sigma)^{2}}{2}\right)\right) \left(1 - \frac{1}{c}\right)^{\frac{(1-\delta)^{2}(\alpha-1)c^{\alpha-1}}{2a^{2}}}} + o(1),
\]
which shows the order-optimality of the achievable expected rate for RLFU and RAP.

- When \( \frac{m}{M} = \frac{1}{\kappa_{1}} \leq 2 \), the parameters \( \ell, r, \) and \( \tilde{z} \) in (19) are given by:
\[
\ell = m,
\]
\[
r = \frac{\alpha - 1}{\alpha} \kappa_{1}^{\alpha-1} \delta nM^{1-\alpha},
\]
\[
\tilde{z} = \sigma,
\]
with \( 0 < \delta < 1 \), and \( 0 < \sigma < 1 \) positive constants determined in the following. Next we compute each term in (19) individually. Specifically, using (190) and Lemma 2, recalling that \( \tilde{m} = M \) we have
\[
n\ell q_{\ell} = n \cdot m \cdot \frac{(m)^{-\alpha}}{H(\alpha, 1, m)}
\geq \frac{1}{1-\alpha} m^{1-\alpha} - \frac{1}{1-\alpha} + 1
= \frac{\alpha - 1}{\alpha} \kappa_{1}^{\alpha-1} M^{1-\alpha} + o(nM^{1-\alpha}),
\]
(193)
and
\[ n\ell q_{\ell} = n \cdot m \cdot \frac{(m)^{-\alpha}}{H(\alpha, 1, m)} \leq \frac{nM^{1-\alpha}}{1-\alpha(m+1)^{1-\alpha} - 1} = (\alpha - 1)n\kappa_{1}^{\alpha-1}M^{1-\alpha} + o(nM^{1-\alpha}). \] (194)

Thus, by using (193) and (194), we obtain
\[ \frac{\alpha - 1}{\alpha} n\kappa_{1}^{\alpha-1}M^{1-\alpha} + o(nM^{1-\alpha}) \leq n\ell q_{\ell} \leq (\alpha - 1)n\kappa_{1}^{\alpha-1}M^{1-\alpha} + o(nM^{1-\alpha}), \] (195)

from which, using (191) we have:
\[
P_{1}(\ell, r) \leq 1 - \exp \left(- \frac{(1 - \delta)^{2}(\alpha - 1)\kappa_{1}^{\alpha-1}nM^{1-\alpha}}{2\alpha^{2}} \right)
\geq 1 - \exp \left(- \frac{(1 - \delta)^{2}(\alpha - 1)\kappa_{1}^{\alpha-1}}{2\alpha^{2}} \right) \cdot \frac{nM^{1-\alpha}}{1 - \delta^{2}(\alpha - 1)\kappa_{1}^{\alpha-1}nM^{1-\alpha}} \cdot \frac{1}{\left(\frac{1 - \delta^{2}(\alpha - 1)\kappa_{1}^{\alpha-1}}{2\alpha^{2}} \right)^{2}}.
\] (196)

Furthermore using (21) and (192), we have
\[
P_{2}(\ell, 1, \tilde{z}) = 1 - \exp \left(\frac{(1 - \sigma)^{2}}{2} \right), \] (197)

from which replacing (190)-(192), (196) and (197) in the second term of (19) we obtain
\[
R^{th}(n, m, M, q) \geq P_{1}(\ell, r)P_{2}(\ell, 1, \tilde{z})(1 - M/\ell)
\geq \left(\frac{(1 - \delta)^{2}(\alpha - 1)\kappa_{1}^{\alpha-1}}{2\alpha^{2}} nM^{1-\alpha} \right) \cdot \frac{1}{\left(\frac{(1 - \delta)^{2}(\alpha - 1)\kappa_{1}^{\alpha-1}}{2\alpha^{2}} \right)^{2}} \cdot \left(1 - \exp \left(\frac{(1 - \sigma)^{2}}{2} \right) \right) \left(1 - \frac{M}{m} \right). \] (198)
Thus, by using (188) and (198), we obtain

\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq \left(1 - \kappa_1^{\alpha-1}\right) n M^{1-\alpha} + o(1)
\]

\[
\left(\frac{(1-\delta)^2(\alpha-1)\kappa_1^{\alpha-1}}{2\alpha^2} n M^{1-\alpha} - \frac{1}{2} \left(\frac{(1-\delta)^2(\alpha-1)\kappa_1^{\alpha-1}}{2\alpha^2} n M^{1-\alpha}\right)^2 \right) \left(1 - \exp\left(\frac{(1-\sigma)^2}{2}\right)\right) \left(1 - \frac{M}{m}\right)
\]

\[
\leq \frac{1}{(1-\delta)^2(\alpha-1)\kappa_1^{\alpha-1}} \left(1 - \exp\left(\frac{(1-\sigma)^2}{2}\right)\right) \left(1 - \frac{M}{m}\right)^{\alpha-1} + o(1)
\]

\[
\leq \frac{1}{(1-\delta)^2(\alpha-1)\kappa_1^{\alpha-1}} \left(1 - \exp\left(\frac{(1-\sigma)^2}{2}\right)\right) \left(1 - \frac{M}{m}\right)^{\alpha-1} + o(1).
\]

(199)

Note that

\[
\frac{1 - \frac{M}{m}}{1 - \frac{M}{m}} \leq \left\{
\begin{array}{ll}
1, & \alpha \leq 2 \\
\alpha - 1, & \alpha > 2
\end{array}
\right.
\]

(200a)

(200b)

from which using (199), and (200), we obtain

\[
\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq \max\left\{1, \alpha - 1\right\}
\]

(201)

which shows the order-optimality of the achievable expected rate for RLFU and RAP.

C. Region of \(M \geq \frac{m^n}{n}\)

In this case, we want to prove that RLFU-GCC with \(\tilde{m} = m\) is order optimal. To this end, using (99), we can write the rate for RLFU-GCC with \(\tilde{m} = m\) as:

\[
R_{ub}(n, m, M, q, \tilde{m}) \leq \left(\frac{\tilde{m}}{M} - 1\right) \left(1 - \left(1 - \frac{M}{m}\right)^n G_{\tilde{m}}\right) + (1 - G_{\tilde{m}}) n
\]

\[
\leq \frac{m}{M} - 1 + o\left(\frac{m}{M}\right).
\]

(202)

At this point, we distinguish between two cases: \(\frac{n}{m^{\alpha-1}} = \omega(1)\) and \(\frac{n}{m^{\alpha-1}} = \Theta(1)\) (see Fig. [11]).
1) When $\frac{n}{m^{\alpha-1}} = \omega(1)$: To compute the converse, again, we evaluate the first term of (19) in Theorem 2, with the parameters defined as:

\begin{align*}
\ell &= m, \\
r &= \frac{\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha-1}}, \\
\tilde{z} &= \frac{\sigma\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha-1}}, \\
z &= \left\{ \begin{array}{l}
\left\lfloor \frac{\sigma\delta(\alpha - 1)}{\alpha} \frac{n}{m} \right\rfloor, \quad M = o(m) \\
\max\{ \left\lfloor \frac{m}{2M} \right\rfloor, 1 \}, \quad M = \Theta(m)
\end{array} \right.
\end{align*}

with $0 < \delta < 1$, and $0 < \sigma < 1$ positive constants determined in the following. Note that by definition $\tilde{z} < r$. Next we compute each term in (19) individually. To this end, using (203) and (204), and recalling that $\tilde{m} = m$ we first find an expression for $n\ell q_\ell$ and $\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right)$ in terms of $\delta, \sigma, m, n$ and $\alpha$.

Specifically, using (203) and Lemma 2, following similar steps as in (71) and (72), we have

\begin{align*}
\frac{\alpha - 1}{\alpha} \frac{n}{m^{\alpha-1}} + o \left( \frac{n}{m^{\alpha-1}} \right) &\leq n\ell q_\ell \leq (\alpha - 1) \frac{n}{m^{\alpha-1}} + o \left( \frac{n}{m^{\alpha-1}} \right), \\
\end{align*}

from which, replacing (204) and (207) in (20), we have:

\begin{align*}
P_1(\ell, r) &\geq 1 - \exp \left( - \frac{1}{2} \left( \frac{1}{\ell} \frac{n}{m^{\alpha-1}} - o \left( \frac{n}{m^{\alpha-1}} \right) \right)^2 \right) \\
&\overset{(a)}{=} 1 - o(1).
\end{align*}

Furthermore, using (203) and (204), via Taylor expansion, we obtain

\begin{align*}
\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) &= m \left( 1 - \left( 1 - \frac{1}{m} \right)^{\frac{\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha-1}}} \right) \\
&= \frac{\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha-1}} + o \left( \frac{n}{m^{\alpha-1}} \right),
\end{align*}

from which, replacing (205) and (209) in (21), we have:

\begin{align*}
P_2(\ell, r, \tilde{z}) &\geq 1 - \exp \left( - \frac{1}{2} \left( \frac{\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha-1}} + o \left( \frac{n}{m^{\alpha-1}} \right) - \frac{\sigma\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha-1}} \right)^2 \right) \\
&= 1 - o(1).
\end{align*}
Thus, replacing (208) and (210) in the second term of (19), we obtain

\[ R_{\text{th}}(n, m, M, q) \]
\[ \geq P_1(\ell, r)P_2(\ell, r, z) \max_{z \in \{1, \ldots, [\ell/z]\}} (z - zM/\lfloor \ell/z \rfloor) \]
\[ \geq (1 - o(1))(1 - o(1)) \max_{z \in \{1, \ldots, [\ell/z]\}} (z - zM/\lfloor \ell/z \rfloor) \]
\[ \geq (1 - o(1))^2 \max_{z \in \{1, \ldots, [\ell/z]\}} z(1 - M/\lfloor \ell/z \rfloor). \]  \hspace{1cm} (211)

Next, we find an explicit expression for \(\max_{z \in \{1, \ldots, [\ell/z]\}} z(1 - M/\lfloor \ell/z \rfloor)\). Using (206), after some algebraic manipulations, we have

\[
\max_{z \in \{1, \ldots, [\ell/z]\}} z \left(1 - \frac{M}{\lfloor \ell/z \rfloor}\right) > \begin{cases} 
\frac{\sigma \delta(\alpha - 1)}{\alpha} \left(1 - \frac{\sigma \delta(\alpha - 1)}{\alpha}\right) \frac{m}{M} + o\left(\frac{m}{M}\right), & M = o(m) \tag{212a} \\
\left(1 - \frac{M}{m}\right), & M = \Theta(m) \text{ and } \frac{m}{M} \leq 3 \tag{212b} \\
\frac{1}{2} \left(\frac{m}{2M} - 1\right) + o(1), & M = \Theta(m) \text{ and } \frac{m}{M} > 3, \tag{212c}
\end{cases}
\]

where (212a) follows from footnote 20 and from the fact that \(M \geq \frac{m^\sigma}{n}\), while (212c) follows from the fact that \(z = \left\lfloor \frac{m}{2M} \right\rfloor > \frac{m}{2M} - 1\) and \(\lfloor m/z \rfloor > \frac{m}{2M} - 1\).

Replacing (212) in (211) and using (202), after simple algebraic manipulations we have:

\[
\frac{R_{\text{th}}(n, m, M, q, \tilde{m})}{R_{\text{th}}(n, m, M, q)} < \begin{cases} 
\frac{1}{\sigma \delta(\alpha - 1)} \left(1 - \frac{\sigma \delta(\alpha - 1)}{\alpha}\right) + o(1), & M = o(m) \\
\frac{m}{M} + o(1) \leq 3 + o(1), & M = \Theta(m) \text{ and } \frac{m}{M} \leq 3 \\
(1 - o(1))^2 \frac{2}{\left(\frac{m}{2M} - 1\right)} + o(1) < 12 + o(1), & M = \Theta(m) \text{ and } \frac{m}{M} > 3
\end{cases}
\]

2) When \(\frac{n}{m^\sigma} = \Theta(1)\) (see Fig. 17): Since \(M \geq \frac{m^\sigma}{n}\), we have that \(\frac{n}{m^\sigma} \geq \frac{m}{M}\) and \(M = \Theta(m)\). To compute the converse, similar as before, we use (19) in Theorem 2 with all the parameters given by:

\[
\ell = m, \tag{214}
\]
\[
r = \frac{\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}}, \tag{215}
\]
\[
\tilde{z} = \begin{cases} 
\sigma, & \frac{\sigma \delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} \leq 1 \\
\frac{\sigma \delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}}, & \frac{\sigma \delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} > 1
\end{cases}, \tag{216}
\]
\[
z = \begin{cases} 
1, & \frac{\sigma \delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} \leq 1 \\
\left\lfloor \frac{m}{2M} \right\rfloor, & \frac{\sigma \delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} > 1, \frac{\sigma \delta(\alpha - 1)}{M} \frac{m}{M} < 2
\end{cases}, \tag{217}
\]
with $0 < \delta < 1$, and $0 < \sigma < 1$ positive constants determined in the following. Next, we compute each term in (19) individually. In doing this, we consider to further regions $\frac{\sigma(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} \leq 1$ and $\frac{\sigma(\alpha - 1)}{\alpha} > 1$ (see Fig. 11).

- If $\frac{\sigma(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} \leq 1$, using (214) and Lemma 2 following similar steps as in (71) and (72), we have

$$\frac{\alpha - 1}{\alpha} \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) \leq n^q \left( \frac{\alpha - 1}{\alpha} \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) \right), \quad (218)$$

from which using (20) and (215), we obtain

$$P_1(\ell, r) = 1 - \exp \left( - \frac{\left( n^q \ell - \frac{\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} \right)^2}{2n^q \ell} \right) \geq 1 - \exp \left( - \frac{\left( \frac{(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} - \frac{\delta(\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) \right)^2}{2 \left( (\alpha - 1) \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right) \right)} \right) = 1 - \exp \left( - \frac{(1 - \delta)^2}{2\alpha^2} \right)^{(a)} \geq 1 - \exp \left( - \frac{(1 - \delta)^2}{2\alpha^2} \right), \quad (219)$$

where (a) follows from the fact that $\Theta(1) = \frac{n}{m^{\alpha - 1}} \geq m^\alpha \geq 1$. Furthermore, using using (21) and (216), we have

$$P_2(\ell, 1, \tilde{z}) = 1 - \exp \left( - \frac{(1 - \sigma)^2}{2} \right). \quad (220)$$

Replacing (214)-(216), (219) and (220) in the second term of (19), we obtain

$$R_{lb}^b(n, m, M, q) \geq P_1(\ell, r)P_2(\ell, 1, \tilde{z})(1 - M/\ell) \geq \left( 1 - \exp \left( - \frac{(1 - \delta)^2}{2\alpha^2} \right) \right) \left( 1 - \frac{M}{m} \right), \quad (221)$$

from which using (202), we have

$$\frac{R_{ub}^b(n, m, M, q, \tilde{m})}{R_{lb}^b(n, m, M, q)} = \frac{\frac{m}{M} - 1 + o(1)}{\left( 1 - \exp \left( - \frac{(1 - \delta)^2}{2\alpha^2} \right) \right) \left( 1 - \frac{M}{m} \right)} \leq \frac{1}{\left( 1 - \exp \left( - \frac{(1 - \delta)^2}{2\alpha^2} \right) \right) \frac{m}{M} + o(1)} \leq \frac{\sigma(\alpha - 1)}{\left( 1 - \exp \left( - \frac{(1 - \delta)^2}{2\alpha^2} \right) \right) + o(1)} \quad (222)$$
where (a) is because that $\frac{m}{M} \leq \frac{n}{m^{\alpha - 1}} \leq \frac{\alpha}{\sigma \delta (\alpha - 1)}$.

- If $\frac{\sigma \delta (\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} > 1$, using (214) and (215), and following the same procedure as (158), via Taylor expansion, we obtain

$$\ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) = m \left( 1 - \left( 1 - \frac{1}{m} \right)^{\delta (\alpha - 1) \frac{n}{m^{\alpha - 1}}} \right) \tag{223}$$

where (a) is due to $\frac{\delta (\alpha - 1) \frac{n}{m^{\alpha - 1}}}{\alpha} = \Theta(1)$. Hence, replacing (214), (215), and (218) in (20), we obtain:

$$P_1(\ell, r) = 1 - \exp \left( - \left( \frac{nlq_\ell - \delta (\alpha - 1) \frac{n}{m^{\alpha - 1}}}{2nlq_\ell} \right)^2 \right) \tag{224}$$

where (a) is because that $\frac{n}{m^{\alpha - 1}} \geq \frac{\alpha}{\sigma \delta (\alpha - 1)}$, while replacing (216) and (223) in (21), we obtain:

$$P_2(\ell, r, \tilde{z}) \geq 1 - \exp \left( \frac{(1 - \sigma) \frac{\delta (\alpha - 1) \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right)}{2 \left( \frac{\delta (\alpha - 1) \frac{n}{m^{\alpha - 1}} + o \left( \frac{n}{m^{\alpha - 1}} \right)}{m^{\alpha - 1}} \right)} \right) \tag{225}$$

Replacing (214)-(217), (224), and (225) in the first term of (19), and noticing, from (216), that,
when $\frac{\alpha \delta (\alpha - 1)}{\alpha} \frac{n}{m^{\alpha - 1}} > 1$, by definition, $\bar{z} < r$, we obtain

$$R_{lb}^b(n, m, M, q) \geq P_1(\ell, r) P_2(\ell, r, \bar{z}) \max_{z \in \{1, \ldots, [\bar{z}]\}} (z - z M/\lceil \ell/z \rceil)$$

$$\geq \left(1 - \exp \left(-\frac{(1 - \delta)^2}{2\alpha \sigma \delta}\right)\right) \left(1 - \exp \left(-\frac{(1 - \sigma)^2}{2\sigma}\right)\right) \max_{z \in \{1, \ldots, [\bar{z}]\}} z \left(1 - M/\lceil \ell/z \rceil\right).$$

(226)

Replacing (214) and (217) in (226), we have

$$\max_{z \in \{1, \ldots, [\bar{z}]\}} z \left(1 - \frac{M}{\lceil \ell/z \rceil}\right) \geq \left\{\begin{array}{ll}
\left(1 - \frac{M}{m}\right), & \frac{\alpha \delta (\alpha - 1)}{\alpha} \frac{m}{M} < 2 \\
\frac{1}{2} \left(\frac{m}{2M} - 1\right) + o(1), & \frac{\alpha \delta (\alpha - 1)}{\alpha} \frac{m}{M} \geq 2
\end{array}\right.$$  

(227a)

(227b)

from which replacing (227) in (226) and using (202) we obtain

$$\frac{R_{ub}^b(n, m, M, q, \bar{m})}{R^{e}(n, m, M, q)} \leq \left\{\begin{array}{ll}
\frac{2\alpha}{\sigma \delta (\alpha - 1) \left(1 - \exp \left(-\frac{(1 - \delta)^2}{2\alpha \sigma \delta}\right)\right) \left(1 - \exp \left(-\frac{(1 - \sigma)^2}{2\sigma}\right)\right) + o(1)}, & \frac{\alpha \delta (\alpha - 1)}{\alpha} \frac{m}{M} < 2 \\
\frac{2}{\left(1 - \exp \left(-\frac{(1 - \delta)^2}{2\alpha \sigma \delta}\right)\right) \left(1 - \exp \left(-\frac{(1 - \sigma)^2}{2\sigma}\right)\right) \left(\frac{1}{2} - \frac{\sigma \delta (\alpha - 1)}{2\alpha}\right) + o(1)}, & \frac{\alpha \delta (\alpha - 1)}{\alpha} \frac{m}{M} \geq 2
\end{array}\right.$$  

(228a)

(228b)

where (228a) holds for \(\frac{\alpha \delta (\alpha - 1)}{\alpha} \frac{m}{M} < 2\), while (228b) holds for \(\frac{\alpha \delta (\alpha - 1)}{\alpha} \frac{m}{M} \geq 2\). Note that (227a) follows from lower bounding \(z \) by \(\frac{m}{2M} - 1\), while (228) shows the order-optimality of the achievable expected rate for RLFU and RAP.

**APPENDIX G**

**PROOF OF TABLE III IN THEOREM 6**

In this section, we prove the order-optimality of RLFU for the case when \(n = o(m^\alpha)\) and the memory is such that \(1 \leq M < \frac{m^\alpha}{n}\) and \(M = \Theta(n^{\frac{1}{\alpha - 1}}) = \kappa n^{\frac{1}{\alpha - 1}} + o(n^{\frac{1}{\alpha - 1}}) < \frac{m^\alpha}{n}\) for some positive constant \(\kappa\).

In this case, we have two cases to consider, which are \(\kappa \geq 1\) and \(\kappa < 1\) (see Fig. 13). All the subregions of \(M\) are illustrated in Fig. 13 and will be treated separately in the following proofs.

In the following, since we focus on the asymptotic regime \((n \to \infty)\), in \(M = \kappa n^{\frac{1}{\alpha - 1}} + o(n^{\frac{1}{\alpha - 1}})\), we ignore \(o(n^{\frac{1}{\alpha - 1}})\) and we write directly \(M = \kappa n^{\frac{1}{\alpha - 1}}\).

**A. Region of \(\kappa < 1\)**

In this case, we need to consider the scenarios \(M = o(m)\) and \(M = \Theta(m)\) separately (see Fig. 13).
\[ M = o(m) \]
\[ \kappa \leq \left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \]
\[ \kappa > \left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \]

\[ 1 \leq M < \frac{m^\alpha}{n} \]
and
\[ M = \Theta \left( \frac{1}{n^{\frac{1}{\alpha}}} \right) = \kappa n^{\frac{1}{\alpha}} \]
\[ \kappa < 1 \]
\[ \left\{ \begin{array}{l}
M = o(m) \\
\kappa \leq 1 \\
\kappa > \left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \end{array} \right. \]
\[ \left\{ \begin{array}{l}
M = \Theta(m) \\
\frac{1}{\kappa_1} > 2 \\
\left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \leq \kappa < 1 \\
\frac{1}{\kappa_1} \leq 2 \\
\kappa > \mu \end{array} \right. \]
\[ \left\{ \begin{array}{l}
1 < \kappa \leq \left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \\
M = \Theta(1) = \kappa n^{\frac{1}{\alpha}} \\
\frac{1}{\kappa_1} > 2 \\
\left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \leq \kappa < 1 \\
\frac{1}{\kappa_1} \leq 2 \\
2 < \frac{1}{\kappa_1} \leq \mu \end{array} \right. \]

\[ \kappa \geq 1 \]

Fig. 13. The sub-cases of the regimes of \( M \) when \( 1 \leq M < \frac{m^\alpha}{n} \) and \( M = \Theta(\frac{1}{n^{\frac{1}{\alpha}}}) \), where \( \kappa, \kappa_1, \eta \) are some constants which will be determined later.

1) When \( M = o(m) \): Within this region, we need to consider two subregions again, \( \kappa \leq \left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \) and \( \kappa > \left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \) (see Fig. 13), where \( \eta = \sigma \delta \) with \( 0 < \sigma < 1 \) and \( 0 < \delta < 1 \) positive constants determined later.

- If \( \kappa \leq \left( \frac{\eta \alpha - 1}{\alpha} \right)^{\frac{\alpha - 1}{\alpha}} \), letting \( \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} = \kappa^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \), using (99) and Lemma 2, we have

\[ R_{ub}(n, m, M, q, \tilde{m}) \leq 2\tilde{m}^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} M^{\frac{1}{\alpha}} + o \left( \frac{M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}}}{M^\ell} \right) = 2\kappa^{\frac{1}{\alpha} - 1} - 1 + o(1). \]  

To compute the converse, similar as in previous sections, we use Theorem 2. The parameters required in Theorem 2 are summarized in the following.

\[ \ell = \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} = \kappa^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \]
\[ r = \frac{\delta \alpha - 1}{\alpha} \kappa^{\frac{1}{\alpha} - 1} \]
\[ z = \sigma \delta \alpha - 1 \kappa^{\frac{1}{\alpha} - 1} \]
\[ z = \lfloor \tilde{z} \rfloor \]

with \( 0 < \delta < 1 \), and \( 0 < \sigma < 1 \) positive constants determined in the following. Note that by definition
$\tilde{z} < r$. Next, we compute each term in (19) individually. To this end, using (230) and (231), we first find an expression for $n\ell q_\ell$ and $\ell \left(1 - \left(1 - \frac{1}{\ell}\right)^r\right)$ in terms of $\delta, \sigma, m, n$ and $\alpha$. Specifically, using (230) and Lemma 2 following similar steps as in (152) and (153), we have

$$\frac{\alpha - 1}{\alpha} \kappa^{\frac{1}{\alpha} - 1} + o(1) \leq n\ell q_\ell \leq (\alpha - 1)\kappa^{\frac{1}{\alpha} - 1} + o(1),$$

while using (230) and (231), via Taylor expansion, we obtain

$$\ell \left(1 - \left(1 - \frac{1}{\ell}\right)^r\right) = \tilde{m} \left(1 - \left(1 - \frac{1}{\tilde{m}}\right)^\frac{\alpha(\alpha - 1)}{\alpha} \kappa^{\frac{1}{\alpha} - 1}\right) = \delta(\alpha - 1)\kappa^{\frac{1}{\alpha} - 1} + o(1).$$

Replacing (230)-(232), (234) and (235) in (20) and in (21), we obtain

$$P_1(\ell, r) \geq 1 - \exp \left(- \frac{(\alpha - 1)(\alpha - 1)\kappa^{\frac{1}{\alpha} - 1} + o(1) - \delta(\alpha - 1)\kappa^{\frac{1}{\alpha} - 1} + o(1)}{2(\alpha - 1)\kappa^{\frac{1}{\alpha} - 1} + o(1)}\right)$$

$$= 1 - \exp \left(- \frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \kappa^{\frac{1}{\alpha} - 1}\right) + o(1)$$

$$\geq 1 - \exp \left(- \frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2}\right),$$

and

$$P_2(\ell, r, \tilde{z}) \geq 1 - \exp \left(- \frac{(1 - \sigma)^2(\alpha - 1)\delta}{2\alpha}\right),$$

where (a) in (236) follows from ignoring $o(1)$ and from the fact that $\kappa < 1$. Finally, replacing Eqs.
\[ R_{lb}(n, m, M, q, \bar{m}) \geq P_1(\ell, r) P_2(\ell, r, \bar{z}) \max_{z \in \{1, \ldots, |\bar{z}|\}} (z - zM/|\ell/z|) \]

\[ \geq \Xi \max_{z \in \{1, \ldots, |\bar{z}|\}} \left( 1 - \frac{M}{\bar{m}/|\bar{z}|} \right) \]

\[ \geq \Xi \cdot \bar{z} \left( 1 - \frac{M}{\bar{m}/|\bar{z}|} \right) \]

\[ \geq \Xi \cdot \frac{\sigma \delta (\alpha - 1)}{\alpha} K_{\frac{1}{\alpha}}^{\frac{1}{\alpha} - 1} \left( 1 - \frac{M}{\sigma \delta (\alpha - 1) K_{\frac{1}{\alpha}}^{\frac{1}{\alpha} - 1} - 1} \right) \]

\[ \geq \Xi \cdot \frac{\sigma \delta (\alpha - 1)}{\alpha} K_{\frac{1}{\alpha}}^{\frac{1}{\alpha} - 1} \left( 1 - \frac{1}{\sigma \delta (\alpha - 1) - M} \right) \]

\[ \geq \Xi \cdot \frac{\sigma \delta (\alpha - 1)}{\alpha} K_{\frac{1}{\alpha}}^{\frac{1}{\alpha} - 1} \left( 1 - \frac{1}{\sigma \delta (\alpha - 1) - o(1)} \right), \]

(238)

where in (a) we have defined

\[ \Xi = \left( 1 - \exp \left( -\frac{(1 - \sigma)^2 (\alpha - 1) \delta}{2\alpha} \right) \right) \left( 1 - \exp \left( -\frac{(1 - \delta)^2 (\alpha - 1)}{2\alpha^2} \right) \right), \]

while (b) follows from the fact that \( M = \kappa n^{1 - \alpha} \). Finally using (229) and (238), we obtain

\[ \frac{R_{ub}(n, m, M, q, \bar{m})}{R_{lb}(n, m, M, q)} \leq \frac{2}{\Xi \cdot \frac{\sigma \delta (\alpha - 1)}{\alpha} K_{\frac{1}{\alpha}}^{\frac{1}{\alpha} - 1} \left( 1 - \frac{1}{\sigma \delta (\alpha - 1) - o(1)} \right)}. \]

(239)

- If \( \kappa > \left( \frac{n(\alpha - 1)}{\alpha} \right)^{\frac{1}{\alpha - 1}} \), let \( \bar{m} = M = \kappa n^{\frac{1}{\alpha - 1}} \)

\[ \text{using (99) and Lemma 2, we have} \]

\[ R_{ub}(n, m, M, q, \bar{m}) \leq (1 - G_{\bar{m}}) n \]

\[ \leq \frac{n}{M^{\alpha - 1}} + o \left( \frac{n}{M^{\alpha - 1}} \right) = \kappa^{1-\alpha} + o(1). \]

(240)

\[ ^{21}\text{It can be easily seen that if we let } \bar{m} = M^{\frac{1}{\alpha - 1}}, \text{then the achievable expected rate is also order-optimal. Here we only illustrate the case of } \bar{m} = M = \kappa n^{\frac{1}{\alpha - 1}}. \]
To compute the converse, similar as before, we use the second term of (19) in Theorem 2 where the required parameters are summarized in the following:

\[ \ell = cM, \]  
\[ r = \frac{\delta(\alpha - 1)c^{1-\alpha} \kappa^{1-\alpha}}{\alpha}, \]  
\[ \tilde{z} = \sigma, \]  

with \( 1 < c \), \( 0 < \delta < 1 \), and \( 0 < \sigma < 1 \) positive constants determined in the following. Next, we compute each term in (19) individually. To this end, using (241) and Lemma 2, following the same steps as in (181) and (182), and recalling that \( M = k \frac{1}{\alpha} \) we have:

\[ \frac{(\alpha - 1)c^{1-\alpha} \kappa^{1-\alpha}}{\alpha} + o(1) \leq n\ell q_\ell \leq (\alpha - 1)c^{1-\alpha} \kappa^{1-\alpha} + o(1), \]  

from which using (241) and (20) we have:

\[ P_1(\ell, r) \geq 1 - \exp \left( - \frac{(1 - \delta)^2 (\alpha - 1)c^{1-\alpha} \kappa^{1-\alpha}}{2\alpha^2} \right), \]  

Moreover, using (21) and (243), we have

\[ P_2(\ell, 1, \tilde{z}) = 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right), \]  

from which replacing (241), (243), (245) and (246) in the second term of (19) we obtain:

\[ R^{lb}(n, m, M, q) \geq P_1(\ell, r) P_2(\ell, 1, \tilde{z})(1 - M/\ell) \]
\[ \geq \left( 1 - \exp \left( - \frac{(1 - \delta)^2 (\alpha - 1)c^{1-\alpha}}{2\alpha^2} \right) \right) \left( 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right) \right) \left( 1 - \frac{1}{c} \right). \]  

Using (240) and (247), we obtain

\[ \frac{R^{ub}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} \leq \left( 1 - \exp \left( \frac{(1-\sigma)^2}{2} \right) \right) \left( 1 - \frac{1}{\ell} \right) \left( 1 - \exp \left( - \frac{(1-\delta)^2 (\alpha-1)c^{1-\alpha}}{2\alpha^2} \right) \right) \]
\[ \leq \left( \frac{\alpha \delta}{\sigma \alpha (\alpha - 1)} \right)^{\alpha} \left( 1 - \exp \left( \frac{(1-\sigma)^2}{2} \right) \right) \left( 1 - \frac{1}{\ell} \right) \left( 1 - \exp \left( - \frac{(1-\delta)^2 (\alpha-1)c^{1-\alpha}}{2\alpha^2} \right) \right) \]  

where (a) follows from the fact that \( \kappa > \left( \frac{\eta (\alpha - 1)}{\alpha} \right)^{\alpha} \) with \( \eta = \sigma \delta. \)
2) When \( M = \Theta(m) = \kappa_1 m + o(m) = \kappa n^{\alpha} \), with \( 0 < \kappa_1 \leq 1 \) and \( 0 < \kappa \leq 1 \). In this case, we distinguish between two cases:

- If \( \frac{m}{M} = \frac{1}{\kappa_1} \leq 2 \) and \( \frac{m}{M} = \frac{1}{\kappa_1} > 2 \) (see Fig. 13).

- If \( \frac{m}{M} = \frac{1}{\kappa_1} > 2 \), we need to consider, two further cases: \( \kappa = \left( \frac{\eta(\alpha-1)}{\alpha} \right) \frac{1}{\alpha-1} \) and \( \kappa > \left( \frac{\eta(\alpha-1)}{\alpha} \right) \frac{1}{\alpha-1} \) (see Fig. 13).

- Case \( \kappa \leq \left( \frac{\eta(\alpha-1)}{\alpha} \right) \frac{1}{\alpha-1} \): In this case, letting \( \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} = \kappa^{\frac{1}{\alpha}} n^{\frac{1}{\alpha-1}} \), and following exactly the same procedure adopted in Section G-A1 when \( M = o(m) \) and \( \kappa \leq \left( \frac{\eta(\alpha-1)}{\alpha} \right) \frac{1}{\alpha-1} \), we prove the order optimality of RLFU-GCC with \( \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} = \kappa^{\frac{1}{\alpha}} n^{\frac{1}{\alpha-1}} \).

- Case \( \kappa > \left( \frac{\eta(\alpha-1)}{\alpha} \right) \frac{1}{\alpha-1} \): For this scenario we consider two further sub-cases: \( \frac{1}{\kappa_1} > \mu \) and \( \frac{1}{\kappa_1} \leq \mu \) (see Fig. 13), where \( \mu > 2 \) is an arbitrary positive constant.

1) When \( \frac{1}{\kappa_1} > \mu \), letting \( \tilde{m} = M \) or \( \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \) and following exactly the same procedure adopted in Section G-A1 when \( M = o(m) \) and \( \kappa > \left( \frac{\eta(\alpha-1)}{\alpha} \right) \frac{1}{\alpha-1} \), we prove the order optimality of RLFU-GCC with \( \tilde{m} = M \) or \( \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \). Note that, in this case, differently from the case when \( M = o(m) \) the constant \( c = \ell/M \) given in (241) is constrained to take values in \( 1 < c < \mu \) in order to guarantee that \( \ell < m \).

2) When \( \frac{1}{\kappa_1} \leq \mu \), letting \( \tilde{m} = M \) or \( \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \) and following exactly the same procedure adopted in Section G-A1 when \( M = o(m) \) and \( \kappa > \left( \frac{\eta(\alpha-1)}{\alpha} \right) \frac{1}{\alpha-1} \), we prove the order optimality of RLFU-GCC with \( \tilde{m} = M \) or \( \tilde{m} = M^{\frac{1}{\alpha}} n^{\frac{1}{\alpha}} \). Note that in this scenario, in order to guarantee that \( \ell < m \), recalling that \( \frac{m}{M} = \frac{1}{\kappa_1} > 2 \), the constant \( c \) given in (241) is constrained to take values in \( 1 < c < 2 \).

Moreover, in this case \( \frac{1}{\kappa_1} \leq \mu \), we can prove that UP-GCC is also order-optimal. In the following, we derive the converse and the order-optimality of UP-GCC in this regime. Using (99) and Lemma 2, we have

\[
R^{ub}(n, m, M, q, \tilde{m}) \leq \frac{m}{M} - 1 + o(1) = \frac{1}{\kappa_1} - 1 + o(1).
\]  

To compute the converse, we use the second term in (19), where the required parameters are summarized in the following:

\[
\ell = m, \quad (250)
\]

\[
r = \frac{\alpha - 1}{\alpha} \delta \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1}, \quad (251)
\]

\[
\tilde{z} = \sigma, \quad (252)
\]

with \( 0 < \delta < 1 \), and \( 0 < \sigma < 1 \) positive constants determined in the following. Next, we compute each term in (19) individually. To this end, using (250), Lemma 2 and the fact
that, by assumption, \( M = \kappa_1 m = \kappa n^{\frac{1}{\alpha-1}} \), following the same steps as in (71) and (72), we have:

\[
\frac{\alpha - 1}{\alpha} \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1} + o(1) \leq n \ell q_{\ell} \leq (\alpha - 1) \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1} + o(1), \tag{253}
\]

from which using (20) and (251), we obtain

\[
P_1(\ell, r) \geq 1 - \exp \left( - \frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \left( \frac{1}{\kappa} \right)^{\alpha-1} \right) \geq 1 - \exp \left( - \frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \left( \frac{1}{\mu} \right)^{\alpha-1} \right) \tag{254}
\]

where (a) is because \( \frac{\kappa_1}{\kappa} \geq \frac{1}{\mu} \), while using (21), and (252) we have

\[
P_2(\ell, 1, \bar{z}) = 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right). \tag{255}
\]

Replacing (250)-(252), (254) and (255) in the second term of (19) given in Theorem 2, we obtain

\[
R^{lb}(n, m, M, q) \geq P_1(\ell, r) P_2(\ell, r, \bar{z})(1 - M/\ell) \geq \Xi \cdot \left( \frac{1 - M}{m} \right) \geq \Xi \cdot \left( 1 - \frac{1}{2} \right), \tag{256}
\]

where in (a) we have defined \( \Xi \) as:

\[
\Xi = \left( 1 - \exp \left( - \frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \left( \frac{1}{\mu} \right)^{\alpha-1} \right) \right) \left( 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right) \right),
\]

while in (b) we have used the fact that \( \frac{m}{M} = \frac{1}{\kappa_1} \geq 2 \). From (256) using (249), we have

\[
\frac{R^{\text{ub}}(n, m, M, q, \bar{m})}{R^{\text{lb}}(n, m, M, q)} \leq \frac{1}{\kappa_1} + o(1), \tag{257}
\]

where in (a) we have used the fact that \( \frac{1}{\kappa_1} \leq \mu \).

- If \( \frac{m}{M} = \frac{1}{\kappa_1} \leq 2 \) (see Fig. 13) letting \( \bar{m} = m \), and using (99), we have

\[
R^{\text{ub}}(n, m, M, q, \bar{m}) \leq \frac{m}{M} - 1 + o(1) = \frac{1}{\kappa_1} - 1 + o(1). \tag{258}
\]
To derive the converse, as before, we use the second term of (19) given in Theorem 2 where the parameters $\ell, r, \tilde{z}$ are given as in (250)-(252). Following the same steps adopted in Eqs. (253)-(256), we obtain

$$
\frac{R^{ub}(n, m, M, q, \tilde{m})}{R^{lb}(n, m, M, q)} \leq \frac{1}{\kappa_1} + o(1),
$$

where in (a) we have used the fact that $\frac{1}{\kappa_1} \leq 2$.

**B. Region of $\kappa \geq 1$**

In this case we need to consider two further sub-cases: $M = o(m)$ and $M = \Theta(m)$ (see Fig. 13).

1) When $M = o(m)$: Letting $\tilde{m} = M = \kappa n^{\frac{1}{\alpha} - 1} + o(n^{\frac{1}{\alpha} - 1})$, by using (99) and Lemma 2, we obtain

$$
R^{ub}(n, m, M, q, \tilde{m}) \leq (1 - G_{\tilde{m}})n \leq \frac{n}{M^{\alpha - 1}} + o\left(\frac{n}{M^{\alpha - 1}}\right) = \kappa^{1-\alpha} + o(1).
$$

To compute the converse, similar as before, we use the second term of (19) in Theorem 2 where the required parameters are summarized in the following:

$$
\ell = cM,
$$

$$
r = \frac{\delta(\alpha - 1)c^{1-\alpha} \kappa^{1-\alpha}}{\alpha},
$$

$$
\tilde{z} = \sigma,
$$

with $c > 1$, $0 < \delta < 1$, and $0 < \sigma < 1$ positive constants determined in the following. Next, we compute each term in (19) individually. To this end, using (261), Lemma 2, and the fact that, by assumption, $M = \kappa n^{\frac{1}{\alpha} - 1} + o(n^{\frac{1}{\alpha} - 1})$, following the same steps as in (181) and (182), we have:

$$
\frac{(\alpha - 1)c^{1-\alpha}\kappa^{1-\alpha}}{\alpha} + o(1) \leq n\ell q \leq (\alpha - 1)c^{1-\alpha}\kappa^{1-\alpha} + o(1),
$$

from which using (20) and (262), we obtain

$$
P_1(\ell, r) \geq 1 - \exp\left(-\frac{(1 - \delta)^2(\alpha - 1)c^{1-\alpha}}{2\alpha^2} \kappa^{1-\alpha}\right) \geq \frac{(1 - \delta)^2(\alpha - 1)c^{1-\alpha}}{2\alpha^2} \kappa^{1-\alpha} - \frac{1}{2} \left(\frac{(1 - \delta)^2(\alpha - 1)c^{1-\alpha}}{2\alpha^2} \kappa^{1-\alpha}\right)^2,
$$

(265)
where (a) follows from the fact that $1 - e^{-x} \geq x - \frac{x^2}{2}$. Furthermore, using (21) and (263), we have

$$P_2(\ell, 1, \tilde{z}) = 1 - \exp \left(-\frac{(1 - \sigma)^2}{2}\right),$$

(266)

from which replacing (261)-(263), (265) and (266) in the second term of (19), we obtain:

$$R_{lb}(n, m, M, q) \geq P_1(\ell, r)P_2(\ell, 1, \tilde{z})(1 - M/\ell) \geq \Xi \cdot \left(1 - \frac{1}{c}\right),$$

(267)

with

$$\Xi = \left(\frac{(1 - \delta)^{2(\alpha - 1)c^{1-\alpha}}}{2\alpha^2} - \frac{1}{2} \left(\frac{(1 - \delta)^{2(\alpha - 1)c^{1-\alpha}}}{2\alpha^2}\right)^{2} \left(\kappa^{1-\alpha}\right)^{2}\right) \left(1 - \exp \left(-\frac{(1 - \sigma)^2}{2}\right)\right).$$

Using (260) and (267), we obtain

$$\frac{R_{lb}(n, m, M, q, \bar{m})}{R_{lb}(n, m, M, q)} \leq \frac{\kappa^{1-\alpha}}{\Xi \cdot \left(1 - \frac{1}{c}\right)} \leq \frac{1}{\left(\frac{(1 - \delta)^{2(\alpha - 1)c^{1-\alpha}}}{2\alpha^2} - \frac{1}{2} \left(\frac{(1 - \delta)^{2(\alpha - 1)c^{1-\alpha}}}{2\alpha^2}\right)^{2} \left(\kappa^{1-\alpha}\right)^{2}\right) \left(1 - \exp \left(-\frac{(1 - \sigma)^2}{2}\right)\right) \left(1 - \frac{1}{c}\right)},$$

where (a) is because $\kappa \geq 1$.

2) When $M = \Theta(m) = \kappa_1 m + o(m)$ with $\kappa \geq 1$: In this case, we distinguish between two cases:

- $\frac{m}{M} = \frac{1}{\kappa_1} \leq 2$ and $\frac{m}{M} = \frac{1}{\kappa_1} > 2$, where $0 < \kappa_1 < 1$ (see Fig. 13).
- If $\frac{m}{M} = \frac{1}{\kappa_1} > 2$, letting $\tilde{m} = M$ and following exactly the same procedure adopted in Section G-B1, we prove the order optimality of RLFU-GCC with $\tilde{m} = M$. Note that in this scenario, differently from Section G-B1 in order to guarantee that $\ell < m$, recalling that $\frac{m}{M} = \frac{1}{\kappa_1} > 2$, the constant $c$ given in (241) is constrained to take values in $1 < c < 2$. 

• If \( \frac{m}{M} = \frac{1}{\kappa_1} \leq 2 \), letting \( \bar{m} = M \), using (99) and Lemma 2, we have

\[
R_{ub}(n, m, M, q, \bar{m}) \leq (1 - G_{\bar{m}}) n
= n \sum_{f=\bar{m}+1}^{m} q_f
= n \frac{H(\alpha, \bar{m} + 1, m)}{H(\alpha, 1, m)}
\leq n \frac{\frac{1}{1-\alpha} m^{1-\alpha} - \frac{1}{1-\alpha} (\bar{m} + 1)^{1-\alpha} + \frac{1}{1-\alpha}}{\frac{1}{1-\alpha} (m + 1)^{1-\alpha} - \frac{1}{1-\alpha}}
= n (-m^{1-\alpha} + (\kappa_1 m + 1)^{1-\alpha}) + o(1)
\leq (\kappa_1^{1-\alpha} - 1) nm^{1-\alpha} + o(1) + o(1)
= (\kappa_1^{1-\alpha} - 1) n \left( \frac{\kappa}{\kappa_1 n^{\frac{1}{\alpha-1}}} \right)^{1-\alpha} + o(1)
= (\kappa_1^{1-\alpha} - 1) \kappa^{1-\alpha} \left( \frac{1}{\kappa_1} \right)^{1-\alpha} + o(1)
= \kappa^{1-\alpha} (1 - \kappa_1^{\alpha-1}) + o(1).
\]

(268)

To compute the converse, similar as before, we use the second term of (19) in Theorem 2, where the required parameters are summarized in the following:

\[
\ell = m,
\]

(269)

\[
r = \frac{\alpha - 1}{\alpha} \delta \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1},
\]

(270)

\[
\bar{z} = \sigma,
\]

(271)

with \( 0 < \delta < 1 \), and \( 0 < \sigma < 1 \) positive constants determined in the following. Recall here that, by assumption, \( \kappa > 1 \) while \( 0 < \kappa_1 < 1 \). Next, we compute each term in (19) individually. To this end, using (269), Lemma 2, and the fact that, by assumption, \( M = \kappa n^{\frac{1}{\alpha-1}} = \kappa_1 m \) (see Fig. 13), following the same steps as in (181) and (182), we have:

\[
\frac{\alpha - 1}{\alpha} \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1} + o(1) \leq n \ell q_{\ell} \leq (\alpha - 1) \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1} + o(1),
\]

(272)

from which using using (20) and (270), we obtain

\[
P_1(\ell, r)
\geq 1 - \exp \left( -\frac{(1 - \delta)^2 (\alpha - 1)}{2\alpha^2} \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1} \right)
\geq \frac{(1 - \delta)^2 (\alpha - 1)}{2\alpha^2} \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1} - \frac{1}{2} \left( \frac{(1 - \delta)^2 (\alpha - 1)}{2\alpha^2} \left( \frac{\kappa_1}{\kappa} \right)^{\alpha-1} \right)^2,
\]

(273)
where (a) follows from the fact that \(1 - e^{-x} \geq x - \frac{x^2}{2}\). Furthermore, using using (21) and (271), we have:

\[
P_2(\ell, 1, \bar{z}) = 1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right).
\]

(274)

from which, replacing (269)-(271), (273), and (274) in the second term of (19), we obtain

\[
R_{lb}(n, m, M, q)
\]

\[
\geq \frac{P_1(\ell, r) P_2(\ell, 1, \bar{z})(1 - M/\ell)}{\Xi \cdot \left(1 - \frac{M}{m}\right)},
\]

(275)

with

\[
\Xi = \left(\frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \left(\frac{\kappa_1}{\kappa}\right)^{\alpha - 1} - \frac{1}{2} \left(\frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \left(\frac{\kappa_1}{\kappa}\right)^{\alpha - 1}\right)^2\right) \left(1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right) \right).
\]

Using (268) and (275), we obtain

\[
\frac{R_{ub}(n, m, q, \bar{m})}{R_{lb}(n, m, M, q)} \leq \frac{\kappa^{1 - \alpha} \left(1 - \kappa_1^{\alpha - 1}\right)}{\Xi \left(1 - \frac{M}{m}\right)} \leq \frac{\kappa^{1 - \alpha} \left(1 - \left(\frac{M}{m}\right)^{\alpha - 1}\right)}{\Xi \left(1 - \frac{M}{m}\right)} \leq \frac{\kappa^{1 - \alpha} 1 - \left(\frac{M}{m}\right)^{\alpha - 1}}{\Xi \left(1 - \frac{M}{m}\right)}.
\]

(276)

Next note that, using the fact that \(\kappa > 1\) and \(0 < \kappa_1 < 1\),

\[
\frac{\kappa^{1 - \alpha}}{\Xi} \leq \frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \frac{1}{2^{\alpha - 1}} - \frac{1}{2} \left(\frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2}\right)^2,
\]

(277)

with \(\delta\) selected such that the right-hand side of (277) is positive. Furthermore

\[
1 - \left(\frac{M}{m}\right)^{\alpha - 1} \leq \begin{cases} 1, & \alpha \leq 2 \\ \alpha - 1, & \alpha > 2 \end{cases}
\]

(278a)

(278b)

from which, using (276) and (278), we obtain

\[
\frac{R_{ub}(n, m, q, \bar{m})}{R_{lb}(n, m, M, q)} \leq \frac{\max\{1, \alpha - 1\}}{(1 - o(1)) \left(\frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2} \frac{1}{2^{\alpha - 1}} - \frac{1}{2} \left(\frac{(1 - \delta)^2(\alpha - 1)}{2\alpha^2}\right)^2\right) \left(1 - \exp \left( \frac{(1 - \sigma)^2}{2} \right) \right)}.
\]
To show Corollary 1, we follow the same procedure as the proof of Theorem 3. By using Lemma 1, it is straightforward to see
\[ R^{ub}(n, m, M, q, \tilde{m}) = \min\left\{ \frac{m}{M}, 1, m \right\}. \] (279)

To evaluate the converse in Theorem 2, we compute each term in (19) individually using \( \ell, r, \tilde{z}, z \), as summarized in the following.

\[ \ell = m, \] (280)
\[ r = \delta \frac{m^{1-\alpha}}{H(\alpha, 1, m)} n, \] (281)
\[ \tilde{z} = \max\{(1 - \epsilon)m, 1\}, \] (282)

with \( 0 < \delta < 1 \) positive constants determined in the following and \( 0 < \epsilon < \frac{1}{2} \) an arbitrarily small constant. Note that by assumption, due to the fact that \( n \to \infty \) and \( m \) is kept constant, we have \( \tilde{z} < r \).

Next, we compute each term in (19) individually. To this end, using (261), we have:
\[ n\ell q_{\ell} = n \frac{m^{1-\alpha}}{H(\alpha, 1, m)}, \] (283)
from which, using (20) and using (262), we obtain
\[ P_1(\ell, r) = 1 - \exp\left( -\frac{(1 - \delta)^2 m^{1-\alpha}}{2H(\alpha, 1, m)} n \right) = 1 - o(1). \] (284)

Using (261) and (262), we have
\[ \ell \left( 1 - \left( 1 - \frac{1}{\ell} \right)^r \right) = m \left( 1 - \left( 1 - \frac{1}{m} \right)^{\delta \frac{m^{1-\alpha}}{H(\alpha, 1, m)} n} \right) = m (1 - o(1)), \] (285)
from which using (21) and (263), we have
\[ P_2(\ell, r, \tilde{z}) = 1 - o(1). \] (286)

Replacing (261)-(263), (284) and (286) in (19), we obtain
\[ R^{lb}(n, m, M, q) \geq (1 - o(1))^2 \max_{z \in \{1, \ldots, \lceil \tilde{z} \rceil\}} z(1 - M/\lfloor \ell/z \rfloor) \]
\[ \geq (1 - o(1))^2 \max_{z \in \{1, \ldots, \lceil \max\{(1 - \epsilon)m, 1\} \rfloor\}} z(1 - M/\lfloor \ell/z \rfloor). \] (287)
A. When $M \leq \frac{1}{2}$

In this case, letting $z = \max\{(1 - \epsilon)m, 1\}$, and using (287), we have

$$R_{lb}^{ib}(n, m, M, q) \geq (1 - o(1))^2 \max\{(1 - \epsilon)m, 1\} (1 - M).$$

(288)

Then, by using (279) and (288), we obtain

$$\frac{R_{ub}^{ib}(n, m, M, q, \tilde{m})}{R_{lb}^{ib}(n, m, M, q)} \leq \frac{m}{(1 - o(1))^2 \max\{(1 - \epsilon)m, 1\} (1 - M)}$$

$$\leq \frac{1}{2} \max\{(1 - \epsilon)m, 1\}$$

$$\leq \frac{2}{1 - \epsilon}. \quad (289)$$

B. When $\frac{1}{2} < M \leq 1 + \epsilon$

If $m < 3$, letting $z = 1$, by using (287), we have

$$R_{lb}^{ib}(n, m, M, q) \geq (1 - o(1))^2 \left(1 - \frac{M}{m}\right).$$

(290)

By using (279) and (290), we obtain

$$\frac{R_{ub}^{ib}(n, m, M, q, \tilde{m})}{R_{lb}^{ib}(n, m, M, q)} \leq \frac{m - 1}{(1 - o(1))^2 \left(1 - \frac{M}{m}\right)} = \frac{m}{M} < 6. \quad (291)$$

If $m \geq 3$, letting $z = \lfloor \frac{m}{2} \rfloor$, and using (287), we have

$$R_{lb}^{ib}(n, m, M, q) \geq (1 - o(1))^2 \left(1 - \frac{M}{2}\right).$$

(292)

By using (279) and (292), we obtain

$$\frac{R_{ub}^{ib}(n, m, M, q, \tilde{m})}{R_{lb}^{ib}(n, m, M, q)} \leq \frac{m}{(1 - o(1))^2 \left\lfloor \frac{m}{2} \right\rfloor \left(1 - \frac{M}{2}\right)}$$

$$\leq \frac{m}{(\frac{m}{2} - 1) \left(1 - \frac{M}{2}\right)}$$

$$= \frac{1}{(\frac{1}{2} - \frac{1}{m}) \left(1 - \frac{M}{2}\right)}$$

$$\geq \frac{1}{(\frac{1}{2} - \frac{1}{3}) \left(1 - \frac{1+\epsilon}{2}\right)}$$

$$= \frac{12}{1 - \epsilon}. \quad (293)$$
C. When $1 + \epsilon < M \leq \frac{m}{6}$

Letting $z = \left\lfloor \frac{m}{2M} \right\rfloor$, and using (287), we obtain

$$R_{lb}(n, m, M, q) \geq (1 - o(1))^2 \left(\frac{m}{2M} - 1\right) \left(1 - \frac{M}{2M}\right)$$

$$\geq (1 - o(1))^2 \left(\frac{m}{2M} - 1\right) \left(1 - \frac{3}{4}\right)$$

$$= (1 - o(1))^2 \left(\frac{m}{2M} - 1\right) \frac{1}{4},$$

where (a) is because that when $M > 1 + \epsilon$, $\frac{M}{2M} \leq \frac{3}{4}$. Then, by using (279) and (294), we have

$$\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq \frac{m}{M} (1 - o(1))^2 \left(\frac{m}{2M} - 1\right) \frac{1}{4}$$

$$\leq \frac{4}{\left(\frac{1}{2} - \frac{M}{m}\right)}$$

$$\leq 12.$$

(295)

D. When $M > \frac{m}{6}$

Letting $z = 1$, and using (287), we obtain

$$R_{lb}(n, m, M, q) \geq (1 - o(1))^2 \left(1 - \frac{M}{m}\right).$$

(296)

Hence, using (279) and (296), we have

$$\frac{R_{ub}(n, m, M, q, \tilde{m})}{R_{lb}(n, m, M, q)} \leq \frac{\frac{m}{M} - 1}{(1 - o(1))^2 \left(1 - \frac{M}{m}\right)} \leq \frac{m}{M} \leq 6.$$ 

(297)
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