I. Introduction

As endoscopic, laparoscopic, and robotic surgical procedures become more common, surgical videos are increasingly being treated as records [1,2]. These surgical and procedural videos have become important sources of data for education, academic research [3], and developing new solutions with recent advances in artificial intelligence (AI) technology. However, most hospitals do not have a system to store and manage such videos systematically. After surgery, videos are often copied from the surgical device onto a USB and then...
stored on a PC or an external hard disk. Thus, it is difficult for doctors to search for data and create content in surgical videos. Surgical videos that contain various aspects of surgical knowledge are highly valuable for research purposes. In this paper, we introduce a video archiving and communication system (VACS), which was developed through a research collaboration between MTEG Co. Ltd. and Gachon Medical Device R&D Center, as an effective solution for collecting, managing, and utilizing surgical videos.

II. Methods

The VACS (Figure 1) consists of two components: a video capture device called SurgBox, and a video archiving system called SurgStory. SurgBox captures video from the operating room and transfers it to a server. SurgStory has two systems: a cloud-based system, and an on-premise server-based system. The on-premise server-based system utilizes physical servers in the hospital. SurgStory transcodes and stores videos in a structure capable of streaming. This work focuses on the management and utilization of surgical videos.

1. Video Capture Device
SurgBox (Figure 2) is connected to a surgical device in the operating room. After surgery, it automatically captures and transfers surgical videos to the cloud or on-premise server. The hardware specifications of SurgBox are listed in Table 1.

2. Video Archiving System
SurgStory is a collective term for the archiving system and functions that help doctors create content and research data using the VACS. As seen in Figure 1, it consists of two parts: a cloud-based (surgstory.com) server and an on-premise server.

Table 1. Hardware specifications of SurgBox

| Specification          | 1 TB                                      |
|------------------------|-------------------------------------------|
| Storage                | 1 TB                                      |
| Monitor                | 7 inch, 800 × 480, Resistive touch        |
| Video input            | SDI, HDMI 1 channel                       |
|                        | 525i/59.94 NTSC, 625i/50 PAL, 720p50, 720p59.94, 720p60, 1080p23.98, 1080p24, 1080p25, 1080p29.97, 1080p30, 1080i50, 1080i59.94, 1080i60, 1080PsF23.98, 1080PsF24, 1080PsF25, 1080PsF29.97, 1080PsF30 |
| Video output           | 1080p30                                   |
| Audio input            | HDMI, external microphone                 |
| Foot switch            | JPG                                       |
| Power                  | AC input 100–240 V, 5–2.5 A, 50–60 Hz     |

SDI: serial digital interface, HDMI: high-definition multimedia interface, p: progressive scan, i: interlaced scan, NTSC: National Television Standards Committee, PAL: phase alternating line, PsF: point spread function.
As shown in Figure 3, the video manager of SurgStory manages surgical videos. A user can input and change information (e.g., the type of surgery, surgery date, and the patient's sex, age, and diagnosis) and upload attachments. Users can create, share, copy, move, and delete video files and folders, and extract important sections and scenes from surgical videos and annotate or mark them. SurgStory provides a keyword search function that allows users to search for words, phrases, or sets of words written as annotations, thereby reducing the time it takes to find important sections and scenes, and share them with other users. The hardware specifications of the on-premise server of SurgStory are listed in Table 2.

### 3. Applications

The functions in SurgStory include team communication, web-based video editing, and AI reports. We are continuously developing and applying these functions depending on the requirements of doctors and hospitals.

#### 1) Team communication

Users can create a team and invite other users as team mem-

---

**Table 2. Hardware specifications of the SurgStory on-premise version**

| Specification                  | SS100             | SS200                                    |
|-------------------------------|-------------------|------------------------------------------|
| **Server**                    | AMD5600x, RAM 16 GB, GTX1650, SSD 500 GB (SurgStory Software included) | Web Application Server: Intel i7 9700, RAM 16 GB, SSD 500 GB Transcoder: Intel i7 9700, RAM 16 GB, GTX1650, SSD 500 GB (SurgStory Software included) |
| Gigabit switch                | ×                 | ○                                        |
| AI framework                  | ×                 | Extensible                               |
| Storage                       | 24 TB (max 64 TB) | 96 TB (max 720 TB)                       |
| Power consumption             | Min 700 W        | Min 1,800 W                              |

AMD: Advanced Micro Devices, RAM: random access memory, GTX: Giga Texel Shader eXtreme, SSD: solid state drive, AC: alternating current.
bers. They can upload surgical videos to the team storage space. They can view team members’ annotations and markings, write comments, and exchange questions and answers inside SurgStory (Figure 4).

2) Web-based video editor
SurgStory includes a web-based video editor. Users can edit videos and insert slides, pictures, and text. They can search for annotated sections using the keywords they used in the annotations, and add to the timeline of a new video being edited (Figure 5). Edited videos can be made available for academic conferences, meetings, and education.

3) AI reports
Users can receive AI reports about their surgical videos. We developed a convolutional neural network (CNN)-based object detection model. We used five types of surgical procedures to train AI solutions: gastrectomy, colectomy, myomectomy, prostatectomy, and appendectomy. The CNN model was trained to automatically detect surgical instruments, lesions, organs, bleeding, and events in the surgical video. When a user wants to analyze a surgical video, he or she can request an analysis by clicking a detection button in SurgStory. A server with the AI model analyzes the video and creates a log file. SurgStory visualizes the log file and provides it to the user as an AI report (Figure 6). The AI report shows the frequency and proportion of use of surgical instruments. The timeline of the report includes the use of each instrument and points where bleeding, lesions, or fogging was detected. Users can download and print AI reports.

Figure 4. Annotation and marking function of SurgStory.
Figure 5. Video editor of SurgStory.
AI reports can be made available for publishing academic papers and case studies.

III. Results

We designed a VACS that consists of two parts: a video capture device (SurgBox) and a video archiving system (SurgStory). The VACS collects surgical and procedural videos and provides the following functions to apply to surgical videos: archiving system, team communication, video editing, and AI reports. We trained the AI on 52 instruments and over 180,000 object counts. The AI divides sections of a surgical video into the incision, operation, and closing sections. It can detect the top five surgical tools with an accuracy of over 96% (robotic monopolar scissors, robotic bipolar forceps, robotic graspers, suction irrigators, and LigaSure (Medtronic, Minneapolis, MN, USA). It can detect other objects with an accuracy of 50%, including retained food, retained saliva, esophagus white lesion, and a dilated esophagus. The difference in accuracy between surgical tools and other objects is caused by the imbalance in the amount of data.

IV. Discussion

The VACS has been installed at several university hospitals such as Seoul National University Hospital, Ajou University Hospital, and Gachon University Gil Medical Center. Raphael International, a medical support corporation, uses SurgStory as a tool for Korean doctors to educate and communicate with doctors in Myanmar. To develop AI reporting solutions, we trained a CNN model to detect instruments, lesions, organs, bleeding, and events. Depending on the quality and quantity of videos, the detection accuracy can range from 55% to 96%. We need a continuous supply of high-quality surgical videos to train AI models. To improve the object detection accuracy, we are developing a mask region-based CNN model. As SurgStory is a video-based platform, privacy issues can be raised. We supply the system and can access the data only at the request of the hospital or a doctor. The surgical videos belong to the respective doctor and hospital, not to SurgStory. The information contained in the system is controlled and managed in compliance with the internal regulations of the hospital. The ultimate goal is to provide a service that automatically converts overall surgical information into time-series data (e.g., instruments, bleeding, lesions, and fogging), which can serve as an archive recording the doctor’s actions. The VACS is expected to become a regularly-used tool for doctors who want to teach surgical techniques or improve their surgical skills.
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