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Abstract

We classify the geodetically convex sets and geodetically convex functions on the Heisenberg group $\mathbb{H}^n$, $n \geq 1$.

1 Introduction

A Heisenberg group is the set of $2n + 1$ tuples given by $\mathbb{H}^n = \{(x, y, t)|x = (x_1, ..., x_n), y = (y_1, ..., y_n) \in \mathbb{R}^n, t \in \mathbb{R}\}$ with group operation $\ast$ defined as

$$(x, y, t) \ast (\tilde{x}, \tilde{y}, \tilde{t}) = (x + \tilde{x}, y + \tilde{y}, t + \tilde{t} + 2 \sum_{i=1}^{n} x_iy_i - x_i\tilde{y}_i).$$

It is a Lie group with basis vector fields

$$X_i = \partial_{x_i} + 2y_i\partial_t, \quad Y_i = \partial_{y_i} - 2x_i\partial_t, 1 \leq i \leq n, \quad T = \partial_t$$

where $\{X_i, Y_i : 1 \leq i \leq n\}$ satisfy the Hörmander’s condition

$$[X_i, Y_j] = -4T\delta_{ij}, \quad 1 \leq i, j \leq n.$$
Thus the Lie algebra generated by the vector fields \( \{ X_i(p), Y_i(p) : 1 \leq i \leq n \} \) is the tangent space at the point \( p \) and we denote the horizontal space at \( p \) as \( H_p := \text{Span}\{ X_i(p), Y_i(p) : 1 \leq i \leq n \} \). In this paper, we will classify the geodetically convex subsets of \( \mathbb{H}^n \), extending the results proved in [7] to higher dimension Heisenberg group.

Various notions of a convex domain and convex function in Heisenberg group have been defined, which are not necessarily equivalent. The first definitions appeared in [5] where they discussed the notions of group convexity, horizontal convexity and viscosity convexity or convex in sense of viscosity. For \( \Omega \subseteq \mathbb{H}^n \) and \( u : \Omega \rightarrow \mathbb{R} \) an upper semicontinuous function, we say that \( u \) is convex in the viscosity sense or v-convex in \( \Omega \) if

\[
(D^2_h u)^* \geq 0 \tag{1.1}
\]

in the viscosity sense, i.e., if \( p \in \Omega \) and \( \varphi \in C^2(\Omega) \) with \( \varphi(p) = u(p) \) and \( \varphi(q) \geq u(q) \) for all \( q \) in a neighbourhood of \( p \) we have \( (D^2_h \varphi)^*(p) \geq 0 \).

For a point \( p \in \mathbb{H}^n \), let \( [p \ast h^{-1}, p \ast h] \) denote the line segment which lies in the horizontal space \( p \ast \mathcal{H}_o = \mathcal{H}_p \) which is obtained by left translation of the horizontal space at the origin, which will be denoted henceforth as \( o \). An upper semicontinuous function \( u \) defined on \( \Omega \) is said to be horizontally convex or just \( h \)-convex in \( \Omega \) if for all \( p \in \Omega \) and \( h \in \mathcal{H}_o \) such that \( [p \ast h^{-1}, p \ast h] \in \Omega \) we have

\[
u(p) \leq \frac{u(p \ast h) + u(p \ast h^{-1})}{2}. \tag{1.2}
\]

The above condition corresponds to group convexity if we require \( h \in \mathbb{H}^n \) instead of \( h \in \mathcal{H}_o \).

For more discussions, comparison and equivalences of various notions of convexity, we refer to [2], [4], [5], [1].

Since straight lines are geodesics in Euclidean space, a more natural extension of convex sets would be requiring that the function is convex along the geodesics joining any two points in its domain. This results in the definition of geodetically convex sets-

**Definition 1.1.** A subset \( X \) of \( \mathbb{H}^n \) is said to be geodetically convex if every geodesic connecting every pair of points in \( X \) lies in \( X \).

It was proved in [7] that the only geodetically convex sets in \( \mathbb{H}^1 \) are empty set, points, arcs of geodesic and \( \mathbb{H}^1 \). In this paper, we will extend this result to \( \mathbb{H}^n \), giving a proof which is true for all \( n \geq 1 \). Precisely,

**Theorem 1.2.** If \( A \) is a geodetically convex subset of \( \mathbb{H}^n \) then either \( A \) is an empty set, singleton set, an arc of a geodesic or the whole space \( \mathbb{H}^n \).

The proof of the Theorem 1.2 is a consequence of the following two theorems which will be proved in Section 3.
**Theorem 1.3.** The smallest geodetically convex set containing two distinct points lying on a line parallel to the $t$ axis is the whole space $\mathbb{H}^n$.

**Theorem 1.4.** The smallest geodetically convex subset of $\mathbb{H}^n$ containing three distinct points not all of which lie on a geodesic is the whole space $\mathbb{H}^n$.

Our proof relies on the description of the geodesics in all dimensions given by [3] and direct computations.

We also classify here the geodetically convex functions on $\mathbb{H}^n$.

**Definition 1.5.** A function $u: \mathbb{H}^n \to \mathbb{R}$ is said to be **geodetically convex** if for every $p, q \in \mathbb{H}^n$ and geodesic $\gamma: [a, b] \to \mathbb{H}^n$ from $p$ to $q$, the composite map $u \circ \gamma: [a, b] \to \mathbb{R}$ is convex (in the real sense).

It was proved in [7] that the only geodetically convex functions on $\mathbb{H}^1$ are constant functions.

We prove

**Theorem 1.6.** The only continuous geodetically convex function on $\mathbb{H}^n$ is a constant function.

Note that if we drop the continuity condition, we may have a geodetically convex function which is non constant. The following example demonstrates that continuity is required by a geodetically convex function $u: \mathbb{H}^n \to \mathbb{R}$ for it to be constant.

**Example 1.7.** Consider the function $u: \mathbb{H}^1 \to \mathbb{R}$ defined as follows:

$$u(x, y, t) = \begin{cases} 1 & \text{if } t \notin L, \\ 0 & \text{if } t \in L \end{cases}$$

(1.3)

where $L = \{(x, y, t) \in \mathbb{H}^1 : x = y, t = 0\}$.

Clearly, the function $u$ is not continuous in $\mathbb{H}^1$ and also not constant. We claim that $u$ is geodetically convex. For if not, there exists $p_1, p_2 \in \mathbb{H}^1$ and a geodesic $\gamma: [0, 1] \to \mathbb{H}$ connecting $p_1$ to $p_2$ such that $u \circ \gamma: [0, 1] \to \mathbb{R}$ is not convex (in Euclidean sense). This means, $\exists s_1, s_2 \in [0, 1], \lambda \in (0, 1)$ such that

$$u \circ \gamma(\lambda s_1 + (1 - \lambda)s_2) > \lambda u \circ \gamma(s_1) + (1 - \lambda)u \circ \gamma(s_2).$$

(1.4)

This is possible only if

$$u \circ \gamma(\lambda s_1 + (1 - \lambda)s_2) = 1$$

(1.5)

and

$$u \circ \gamma(s_1) = u \circ \gamma(s_2) = 0.$$  

(1.6)

Using (1.6) and definition of $u$, we have $\gamma(s_1), \gamma(s_2) \in L$. Therefore $\gamma|_{[s_1, s_2]}$ = straight line segment from $\gamma(s_1)$ to $\gamma(s_2)$ lying in $L$. Since, $\gamma(\lambda s_1 + (1 - \lambda)s_2) \in \gamma([s_1, s_2]) \subset L$, by definition of $u$, $u \circ \gamma(\lambda s_1 + (1 - \lambda)s_2) = 0$ which contradicts (1.5). Hence, the function $u$ is geodetically convex.
Remark 1.8. In the above proof, we have used that the straight lines through the origin are geodesics and also the following result: Let \( p_1, p_2 \in \mathbb{R}^{2n} \times \{0\} \subset \mathbb{H}^n \) and \( \gamma : [a, b] \to \mathbb{R}^{2n} \times \{0\} \subset \mathbb{H}^n \) be a geodesic connecting \( p_1 \) to \( p_2 \). Let \( \beta : [c, d] \to \mathbb{C}^n \times \{0\} \subset \mathbb{H}^n \) be a geodesic connecting \( \gamma(s_1) \) to \( \gamma(s_2) \) for some \( s_1, s_2 \) such that \( a < s_1 < s_2 < b \). Then
\[
\gamma([s_1, s_2]) = \beta([c, d]).
\]

Remark 1.9. Possible generalizations of results proved in this paper to Carnot groups, groups of Heisenberg type and vertically rigid manifolds will be studied in a forthcoming paper.

Theorem 1.6 is proved in Section 4. We begin the next section by recalling prerequisites of Heisenberg group required for our results.

## 2 Prerequisites

The Heisenberg group \( \mathbb{H}^n \) can also be written as \( \mathbb{C}^n \times \mathbb{R} = \{ (z, t) | z = (z_1, ..., z_n) \in \mathbb{C}^n, t \in \mathbb{R} \} \) where the operation \( \ast \) is defined as
\[
(z, t) \ast (\xi, s) = (z + \xi, t + s + 2 \text{Im}(z, \xi))
\]
where
\[
\langle z, \xi \rangle = \sum_{j=1}^{n} z_j \bar{\xi}_j
\]
is the Hermitian inner product, while it can be easily verified that
\[
(z, \xi) := \text{Im} \langle z, \xi \rangle = \sum_{j=1}^{n} det[\xi_j, z_j]
\]
is a skew symmetric bilinear form on \( \mathbb{R}^{2n} \). In the above expression, \( \mathbb{C}^n \) is identified with \( \mathbb{R}^{2n} \) using the map
\[
(z_1, z_2, \ldots, z_n) = (x_1 + iy_1, \ldots, x_n + iy_n) \mapsto (x_1, \ldots, x_n, y_1, \ldots, y_n).
\]
Heisenberg group \( \mathbb{H}^n \) is a Lie group and its Lie Algebra(2n + 1 dimensional) of left invariant vector fields is generated by the following 2n + 1 vector fields:
\[
X_i = \frac{\partial}{\partial x_i} + 2y_i \frac{\partial}{\partial t} \quad \text{for} \quad i = 1, 2, ..., n,
\]
\[
Y_i = \frac{\partial}{\partial y_i} - 2x_i \frac{\partial}{\partial t} \quad \text{for} \quad i = 1, 2, ..., n,
\]
\[
T = \frac{\partial}{\partial t}.
\]
These vector fields satisfy the following commutation relations:

\[ [X_i, Y_j] = -4\delta_{ij} T, [X_i, T] = 0, [Y_i, T] = 0. \]

The \textit{Horizontal Space} at a point \( p \) is defined as

\[ \mathcal{H}_p = \text{span}\{ (X_1)_p, \ldots, (X_n)_p, (Y_1)_p, \ldots, (Y_n)_p \} \]

and

\[ \mathcal{H}_p = \text{Ker}(\alpha_p) \quad \forall p \in \mathbb{H}^n \]

where \( \alpha \) is the standard contact form \( \alpha = dt + 2 \sum_{j=1}^{n} (x_j dy_j - y_j dx_j) \).

Instead of working with regular curves, we require that the regular curves that we consider have their tangent vector at every point lie in the horizontal space. Thus, an absolutely continuous curve \( \gamma : [0, S] \to \mathbb{H}^n \) is said to be \textit{horizontal} if \( \dot{\gamma}(s) \in \mathcal{H}_{\gamma(s)} \mathbb{H}^n \) for almost every \( s \in [0, S] \). It is easy to verify (see [1]) that an absolutely continuous curve \( \gamma : [0, S] \to \mathbb{H}^n \) given by \( \gamma = (x_1(s), \ldots, x_n(s), y_1(s), \ldots, y_n(s), t(s)) = (x(s), y(s), t(s)) \) is horizontal iff

\[ \dot{t} = 2 \sum_{j=1}^{n} (\dot{x}_j y_j - \dot{y}_j x_j), \]

i.e.,

\[ t(s) - t(0) = 2 \sum_{j=1}^{n} \int_{0}^{s} [\dot{x}_j(u) y_j(u) - \dot{y}_j(u) x_j(u)] \, du \tag{2.2} \]

for almost every \( s \in [0, S] \). By Chow’s theorem, any two points in \( \mathbb{H}^n \) can be connected by a horizontal curve. Observe that a line segment \( \gamma(s) = (1 - s)p + sq \) joining two points \( p = (x, y, 0) \) and \( q = (u, v, 0) \) is horizontal iff

\[ ((x, y), (u, v)) = \sum_{i=1}^{n} (u_i y_i - x_i v_i) = 0. \tag{2.3} \]

In case of \( \mathbb{H}^1 \) this implies that the vectors \( p \) and \( q \) lie on the straight line segment passing through the origin. For \( n \geq 2 \), for a point \( p \in \mathbb{R}^{2n} \), a line \( p + s \overrightarrow{w} \) in \( \mathbb{R}^{2n} \) in the direction of vector \( \overrightarrow{w} \) will be horizontal in \( \mathbb{H}^n \) iff

\[ (\overrightarrow{w}, p) = 0 \]

i.e., for all \( \overrightarrow{w} \) in the \( 2n - 1 \) dimensional hyperplane \( \{ z \in \mathbb{R}^{2n} : (\overrightarrow{w}, p) = 0 \} \times \{ t = 0 \} \). Thus in higher dimensions, all these will further correspond to geodesics in the plane \( t = 0 \). In particular, any line segment joining a point \( p \in \mathbb{R}^{2n} \) to \( -p \) will be horizontal and hence also a geodesic.
Let $\Gamma : [0, S] \to \mathbb{H}^n$ be a horizontal curve and $\pi : \mathbb{H}^n \to \mathbb{R}^n \times \mathbb{R}^n \times \{0\}$ denote the projection map onto the first $2n$-coordinates, i.e., the $XY$ plane. Let $\gamma = \pi(\Gamma)$, the projection of $\Gamma$ onto $\mathbb{R}^n \times \mathbb{R}^n \times \{0\}$. Then the $\mathbb{H}^n$ length of $\Gamma$ is defined as

$$l_H(\Gamma) = l_E(\gamma)$$

(4.4)

where $l_E$ is the Euclidean length given by $l_E(\gamma) = \int_0^S |\gamma'|^2 ds$. The Carnot Caratheodory metric $d : \mathbb{H}^n \times \mathbb{H}^n \to \mathbb{R}$ is defined as

$$d(p, q) = \inf \{l_H(\Gamma) \mid \Gamma \text{ is a horizontal curve from } p \text{ to } q\}.$$  

(5.5)

A geodesic connecting two points in $\mathbb{H}^n$ is a horizontal curve of shortest $\mathbb{H}^n$ length connecting them. It is known that the left translation in $\mathbb{H}^n$ i.e., $\tau_p : \mathbb{H}^n \to \mathbb{H}^n$ defined as $\tau_p(x) = p \ast x$ is an isometry of $\mathbb{H}^n$. In particular, the left translation of a geodesic is a geodesic. This helps us visualize the geodesics of the Heisenberg group better as for all $p, q \in \mathbb{H}^n$, if $\Gamma$ is a geodesic connecting $0$ to $p^{-1} \ast q$, then $p \ast \Gamma$ is a geodesic connecting $p$ to $q$. The Heisenberg group is complete, i.e., there exists a geodesic connecting every pair of points in $\mathbb{H}^n$ [3]. In view of (2.3), the straight line segments in the plane $\{t = 0\} \subset \mathbb{H}^1$ are geodesics iff they pass through the origin. For any points $p = (x_1, y_1, 0)$ and $q = (x_2, y_2, 0)$ satisfying $x_2 y_1 - x_1 y_2 \neq 0$, applying translation by $p^{-1}$ to $\mathbb{H}^1$ so that the new points are $p^{-1} \ast p = (0, 0, 0)$ and $p^{-1} \ast q = (x_2 - x_1, y_2 - y_1, 2(y_2 x_1 - x_2 y_1))$ we see that the geodesic joining the translated points does not lie on the plane $\{t = 0\}$. Translating this geodesic back by $p$, we will obtain the required geodesic between $p$ and $q$ which is not a straight line segment. For $\mathbb{H}^1$, a horizontal curve joining the origin and a point $(x, y, t)$ with $t \neq 0$ is a geodesic if and only if it is the lift of a circular arc joining the origin with $(x, y, 0)$ in the plane $t = 0$ whose convex hull has the area equal to scalar multiple of $t$. While, a horizontal curve $\Gamma$ from $(0, 0, 0)$ to $(0, 0, T)$ in $\mathbb{H}^1$ is a geodesic if the projection of the trace of $\Gamma$ in $\mathbb{R}^2 \times \{0\}$ is a circle (see [1], [3]). To describe the geodesics in $\mathbb{H}^n$ we will use the parametrization given in [1], [3]. We also recall the following results from [3], which will be useful for proving our Theorems.

**Proposition 2.1.** (i) A horizontal curve $\Gamma : [0, 1] \to \mathbb{H}^n = \mathbb{C}^n \times \mathbb{R}$ of constant speed connecting $(0, 0) \in \mathbb{C}^n \times \mathbb{R}$ to $(0, \pm T) \in \mathbb{C}^n \times \mathbb{R}$, $(T > 0)$ is a geodesic iff

$$\Gamma(s) = \left((1 - e^{\mp 2\pi i a})(A + iB), \pm 2\|A + iB\|^2(2\pi s - \sin 2\pi s)\right)$$

(6.6)

where $A = (A_1, A_2, \ldots, A_n)$, $B = (B_1, B_2, \ldots, B_n) \in \mathbb{R}^n$ are such that

$$\|A + iB\|^2 = A_1^2 + A_2^2 + \ldots + A_n^2 + B_1^2 + B_2^2 + \ldots + B_n^2 = \frac{T}{4\pi}.$$  

(7.7)

(ii) There are infinitely many geodesics connecting $(0, 0, 0)$ to $(0, 0, T)$. All of them can be obtained from one via a rotation about the $t$ axis.
(iii) For any \( q \in \mathbb{H}^n \) which is neither on the \( t \)-axis nor in the subspace \( \mathbb{C}^n \times \{0\} \), there is a unique geodesic connecting the origin to \( q \). This geodesic is part of a geodesic connecting the origin to a point on the \( t \)-axis.

To simplify notations, we will choose one particular geodesic connecting \((0, 0)\) to \((0, T)\) denoted by \( \Gamma_T \) as follows. Since \( A + iB \) is any point on the sphere in \( \mathbb{C}^n \) centered at the origin with radius \( |T|/4\pi \), we may choose a particular point

\[
A = R = \left( \frac{\sqrt{|T|}}{2\sqrt{n\pi}}, \frac{\sqrt{|T|}}{2\sqrt{n\pi}}, \ldots, \frac{\sqrt{|T|}}{2\sqrt{n\pi}} \right) \in \mathbb{R}^n \quad \text{and} \quad B = 0 \in \mathbb{R}^n
\]

so that

\[
\Gamma_T(s) = ((1 - e^{\pm is})R, \pm 2||R||^2(s - \sin s)) = ((1 - e^{\pm is})R, \pm |T|/2\pi(s - \sin s))
\]

\[
\text{with} \quad R = \left( \frac{\sqrt{|T|}}{2\sqrt{n\pi}}, \frac{\sqrt{|T|}}{2\sqrt{n\pi}}, \ldots, \frac{\sqrt{|T|}}{2\sqrt{n\pi}} \right) \in \mathbb{R}^n, \quad s \in [0, 2\pi]. \tag{2.8}
\]

We will refer to \( \Gamma_T \) as a generating geodesic for given \( T \) and in the following, any geodesic between two points on the \( t \)-axis will be obtained by applying suitable rotation of \( \Gamma_T \) about the \( t \)-axis. Thus, a Heisenberg bubble is the “surface of revolution” obtained by the generating curve \( \Gamma_T \) and the whole space \( \mathbb{H}^n \) is foliated by the Heisenberg bubbles. Any point \( p = (z, t) \in \mathbb{H}^n \) for which \( z \neq 0 \) lies on a unique Heisenberg bubble and a geodesic joining the origin and the point \( p \) is the arc of the unique geodesic passing through \( p \) obtained by rotation of \( \Gamma_T \) for some \( T \in \mathbb{R}, \ T \neq 0 \).

### 3 Geodetically Convex Sets in \( \mathbb{H}^n \)

Using Heisenberg translation, any two points on straight line parallel to \( t \)-axis can always be translated to points on the \( t \)-axes. Hence, without loss of generality we may assume that the given two points are the origin \( \xi_0 = o \) and \( \eta_0 = (0, T_0) \) with \( T_0 > 0 \). Let \( A = \{o, \eta_0\} \subset \mathbb{H}^n \) and let \( G(A) \) denote the geodetic convex hull of the set \( A \). Define

\[
G^1(A) = \cup \{\Gamma(\xi_0, \eta_0) : \Gamma(\xi_0, \eta_0) \text{ is a geodesic connecting } \xi_0 \text{ and } \eta_0\}
\]

and for \( m \geq 2 \) the iterated sets

\[
G^m(A) = \cup \{\Gamma(\xi, \eta) : \Gamma(\xi, \eta) \text{ is a geodesic connecting any two points } \xi, \eta \in G^{m-1}(A)\}. \tag{3.2}
\]

It is easy to verify that

\[
G(A) = \cup_{m=1}^{\infty} G^m(A).
\]
Note that $G^1(A)$ is the geodesic bubble discussed in Section 2. In fact, as in case for $H^1$, for $H^n$ too we see that the iterated sets $G^m(A)$, $m \geq 1$ are never geodetically convex, leading to the conclusion of the Theorem 1.3. Precisely, we prove the following theorem in this section.

**Theorem 3.1.** $\cup_{m=1}^{\infty} G^m(A) = \mathbb{H}^n$.

We begin by listing the properties of the sets $G^m(A)$ for any $m \in \mathbb{N}$.

**Proposition 3.2.** For all $m \in \mathbb{N}$, the set $G^m(A)$ defined in (3.2) is

(i) invariant under the map $\mathbb{J} : (z, t) \mapsto (\bar{z}, t)$;

(ii) invariant under the map $(x, y, t) \mapsto (x, -y, -t)$;

(iii) rotationally invariant about the $t$ axis, i.e., if for $\theta = (\theta_1, \ldots, \theta_n) \in \mathbb{T}^n$ where $\mathbb{T}^n = [0, 2\pi]^n$,

if the rotation about the $t$-axis $R_\theta : \mathbb{H}^n \to \mathbb{H}^n$ is given by

$$R_\theta(z, t) = (e^{i\theta_1}z_1, \ldots, e^{i\theta_n}z_n, t); \quad (3.3)$$

then

$$R_\theta(G^m(A)) = G^m(A); \quad (3.4)$$

(iv) invariant under the reflection about the hyperplane $t = \frac{T_0}{2}$ in $\mathbb{C}^n \times \mathbb{R}$.

**Proof.** (i) We note that if $\Gamma_{T_0}(s) \in G^1(A)$ is a geodesic, then the curve

$$\sigma(s) = ((1 - e^{is})R, 2\|R\|^2(-s + \sin s))$$

is a geodesic joining the origin to the point $-T_0$. Since translation in $t$ variable is an isometry, we see that $(0, T_0) \ast \sigma(s)$ is a geodesic joining origin and $T_0$ and hence belongs to $G^1(A)$. Similar argument works for all $G^m(A)$, $m \geq 2$.

(ii) follows from definition of $\Gamma_T$.

(iii) Since $G^1(A)$ is Heisenberg bubble, from definition (2.8), it follows that $G^1(A)$ is rotationally invariant. For any two points $\xi = (z, t)$, $\eta = (w, s) \in G^1(A)$, let $\sigma[\xi, \eta]$ denote a geodesic joining them. Note that $R_\theta(\xi)$ and $R_\theta(\eta) \in G^1(A)$ for any $\theta \in S^{2n}$, and since $R_\theta$ is an isometry of $\mathbb{H}^n$, it follows that

$$\sigma[R_\theta(\xi), R_\theta(\eta)] = R_\theta \sigma[\xi, \eta]$$

is a geodesic joining $R_\theta(\xi)$ and $R_\theta(\eta)$. By definition, $R_\theta \sigma[\xi, \eta] \subset G^2(A)$ for any $\theta \in [0, 2\pi]^n$. Since any point of $G^2(A)$ lies on some geodesic joining any two points of $G^1(A)$, the conclusion follows. We can now proceed by induction to deduce the result.

(iv) We first observe that the Heisenberg bubble $G^1(A)$ is symmetric with respect to the plane $t = \frac{T_0}{2}$. For $\xi_0 := \Gamma_{T_0}(s_0) = ((1 - e^{-is_0})R, 2\|R\|^2(s - \sin s_0))$ a given point on $G^1(A)$,
its reflection with respect to the plane \( t = \frac{T_0}{2} \) is \( \hat{\xi}_0 := ((1 - e^{-is_0}) R, T_0 - 2\|R\|^2(s_0 - \sin s_0)). \) Now from the expression (2.8) it can be easily verified that the point

\[
\Gamma(2\pi - s_0) = ((1 - e^{-i(2\pi - s_0)})R, 2\|R\|^2((2\pi - s_0) - \sin(2\pi - s_0)) = ((1 - e^{is_0}) R, T_0 - 2\|R\|^2(s_0 - \sin s_0)) \in G^1(A).
\]

From (i) we see that

\[
\mathbb{J}(\Gamma_0(2\pi - s_0)) = ((1 - e^{is_0}) R, T_0 - 2\|R\|^2(s_0 - \sin s_0)) = \hat{\xi}_0 \in G^1(A).
\]

Let \( \tau(p) \in G^{m+1}(A) \) where \( \tau : \mathbb{C}^n \times \mathbb{R} \to \mathbb{C}^n \times \mathbb{R} \) defined as \( \tau(x + iy, t) = (x + i0, t) \), i.e.,

\[
\tau(x_1, \ldots, x_n, y_1, \ldots, y_n, t) = (x_1, \ldots, x_n, 0, \ldots, 0, t)
\]

denote the projection of the point \( \xi = (z, t) \) onto the space \( \{y = 0\} \).

**Lemma 3.3.** For any \( m \in \mathbb{N} \), \( \tau G^m(A) \subset G^{m+1}(A) \).

**Proof.** For a point \( \xi = (z_0, t_0) \in G^1(A) \), the straight line segment \( \gamma(s) = ((1 - s)z_0 + sz_0, t_0), s \in [0, 1] \) joining \( \xi \) and the point \( \mathbb{J}\xi \) is a geodesic. Hence by definition of the set \( G^2(A) \),

\[
\gamma(s) \in G^2(A) \quad \text{for all } s \in [0, 1].
\]

In fact, since the set \( G^2(A) \) is rotationally invariant, we conclude that

\[
\{(z, t_0) : |z| \leq |z_0|\} \subset G^2(A)
\]

for any \( \xi \in G^1(A) \) and hence the solid Heisenberg bubble is a subset of \( G^2(A) \). In particular,

\[
\tau G^1(A) \subset G^2(A).
\]

The proof can now be completed using induction on \( m \).
In the following, we further let $T_0 = 1$ to simplify notations, so that
\[ p = (0, 0) \text{ and } q = (0, 1) \]
and $\Gamma_1 : [0, 2\pi] \to \mathbb{H}^n$ defined as
\[ \Gamma_1(s) = ((1 - e^{-is})R_1, 2(s - \sin s)\|R_1\|^2) \text{ where } R_1 = \left( \frac{\|R_1\|}{\sqrt{n}}, \ldots, \frac{\|R_1\|}{\sqrt{n}} \right) \]
(3.5)
with $\|R_1\|^2 = \frac{1}{4\pi}$ is the generating geodesic connecting $p$ to $q$ as in (2.8). Consider the sequence of points $\{p_m, q_m\}$, $m \geq 2$ defined iteratively as
\[ p_2 = \tau\left( \Gamma_1\left(\frac{\pi}{2}\right) \right), q_2 = \tau\left( \Gamma_1\left(\frac{3\pi}{2}\right) \right) \]
(3.6)
and
\[ p_m = \tau\left( \sigma_{m-1}\left(\frac{\pi}{2}\right) \right), q_m = \tau\left( \sigma_{m-1}\left(\frac{3\pi}{2}\right) \right), \quad m \geq 2 \]
(3.7)
where $\sigma_{m-1}$ is the generating geodesic joining $p_{m-1}$ and $q_{m-1}$. For the proof of Theorem 3.1, we need to keep track of how the $t$-th coordinate of grows with $m$ and hence in the following Lemma, we derive the explicit expression for $\Gamma_m$, $m \geq 2$.

**Lemma 3.4.** The geodesic joining $p_2 = \tau\left( \Gamma_1\left(\frac{\pi}{2}\right) \right), q_2 = \tau\left( \Gamma_1\left(\frac{3\pi}{2}\right) \right) \in G^2(A)$ is
\[ \sigma_2(s) = \left( R_1 + (1 - e^{-is})R_2, 2\left(\frac{\pi}{2} - 1\right)\|R_1\|^2 + 2(s - \sin s)\|R_2\|^2 - 2\sin \langle R_1, R_2 \rangle \right). \]
(3.8)
For each $m \geq 3$, the points
\[ p_m = \tau\left( \sigma_{m-1}\left(\frac{\pi}{2}\right) \right), q_m = \tau\left( \sigma_{m-1}\left(\frac{3\pi}{2}\right) \right) \in G^{2m-2}(A) \]
(3.9)
and the geodesic $\sigma_m : [0, 2\pi] \to \mathbb{H}^n$ connecting $p_m$ to $q_m$ is given by
\[ \sigma_m(s) = \left( \sum_{j=1}^{m-1} R_j + (1 - e^{-is})R_m, t_m(s) \right) \]
where
\[ t_m(s) = 2\left(\frac{\pi}{2} - 1\right)\left( \sum_{j=1}^{m-1} \|R_j\|^2 \right) + 2(s - \sin s)\|R_m\|^2 - 2\sum_{j=2}^{m-1} \sum_{k=1}^{j-1} \langle R_k, R_j \rangle - 2\sin \sum_{j=1}^{m-1} \langle R_j, R_m \rangle. \]
(3.10)
Here $\langle \cdot, \cdot \rangle$ denotes the usual (real) inner product and

$$R_m = \left( \frac{\|R_m\|}{\sqrt{n}}, \ldots, \frac{\|R_m\|}{\sqrt{n}} \right)$$

with

$$\|R_m\|^2 = \frac{1}{4\pi} \left[ 2\|R_{m-1}\|^2(\pi + 2) + 2(R_1 + \ldots + R_{m-2}, R_{m-1}) \right].$$

**Proof.** From Lemma 3.3, we observe that

$$p_2 = \tau\left( \Gamma_1\left(\frac{\pi}{2}\right) \right) = (R_1, 2(\frac{\pi}{2} - 1)\|R_1\|^2) \in G^2(A), \quad (3.11)$$

$$q_2 = \tau\left( \Gamma_1\left(\frac{3\pi}{2}\right) \right) = (R_1, 2(\frac{3\pi}{2} + 1)\|R_1\|^2) \in G^2(A) \quad (3.12)$$

with $R_1 = \left( \frac{\|R_1\|}{\sqrt{n}}, \ldots, \frac{\|R_1\|}{\sqrt{n}} \right)$ and $\|R_1\|^2 = \frac{1}{4\pi}$. \quad (3.13)

Both $p_2$ and $q_2$ lie on a axis parallel to the $t$–axis. Hence, a geodesic $\Gamma_2 : [0, 2\pi] \to \mathbb{H}^n$ in $G^3(A)$ connecting $p_2$ to $q_2$ can be obtained by translating the generating geodesic joining the origin and $-p_2 * q_2$ by $p_2$, i.e.,

$$\sigma_2(s) = p_2 * \Gamma_2(s)$$

where $\Gamma_2 : [0, 2\pi] \to \mathbb{H}^n$, as in (2.8) is a geodesic connecting $(0, 0)$ to $-p_2 * q_2$ with

$$R_2 = \left( \frac{\|R_2\|}{\sqrt{n}}, \ldots, \frac{\|R_2\|}{\sqrt{n}} \right) \quad \text{and} \quad \|R_2\|^2 = \frac{1}{4\pi} \left[ 2\|R_1\|^2(\pi + 2) \right].$$

Therefore, we have

$$\Gamma_2(s) = \left( R_1 + (1 - e^{-is})R_2, 2\left(\frac{\pi}{2} - 1\right)\|R_1\|^2 + 2(s - \sin{s})\|R_2\|^2 - 2\sin{s}\langle R_1, R_2 \rangle \right) \quad (3.14)$$

which is as in (3.8).

We prove (3.10) by induction on $m \geq 3$. For $m = 3$, again using the Lemma 3.3 we observe that

$$p_3 = \tau\left( \sigma_2\left(\frac{\pi}{2}\right) \right) = \left( R_1 + R_2, 2\left(\frac{\pi}{2} - 1\right)(\sum_{j=1}^{2} \|R_j\|^2) - 2\langle R_1, R_2 \rangle \right) \in G^4(A), \quad (3.15)$$

$$q_3 = \tau\left( \sigma_2\left(\frac{3\pi}{2}\right) \right)$$

$$= \left( R_1 + R_2, 2\left(\frac{\pi}{2} - 1\right)\|R_1\|^2 + 2\left(\frac{3\pi}{2} + 1\right)\|R_2\|^2 + 2\langle R_1, R_2 \rangle \right) \in G^4(A). \quad (3.16)$$
A geodesic $\sigma_3 : [0, 2\pi] \to \mathbb{H}^n$ in $G^5(A)$ connecting $p_3$ to $q_3$ can be given by

$$\sigma_3(s) = p_3 \star \Gamma_3(s)$$  \hspace{1cm} (3.17)

where $\Gamma_3 : [0, 2\pi] \to \mathbb{H}^n$, as in (2.8) is a geodesic connecting $(0, 0)$ to $-p_3 * q_3$ with

$$R_3 = \left( \frac{\|R_3\|}{\sqrt{n}}, \ldots, \frac{\|R_3\|}{\sqrt{n}} \right) \text{ and } \|R_3\|^2 = \frac{1}{4\pi} \left[ 2\|R_2\|^2(\pi + 2) + 4\langle R_1, R_2 \rangle \right].$$  \hspace{1cm} (3.18)

Therefore, we have

$$\sigma_3(s) = \left( \sum_{j=1}^{2} R_j + (1 - e^{-is})R_3, 2\left( \frac{\pi}{2} - 1 \right) \left( \sum_{j=1}^{2} \|R_j\|^2 \right) + 2(s - \sin s)\|R_3\|^2 \right.$$  

$$\left. - 2\langle R_1, R_2 \rangle - 2\sin s\langle R_1 + R_2, R_3 \rangle \right)$$  \hspace{1cm} (3.19)

which is as in (3.10), proving the result for $m = 3$.

By induction, assuming that the expression for $\sigma_m$, $m \geq 3$ is given by (3.10) we derive it for $\sigma_{m+1}$. Since, $p_m, q_m \in G^{2m-2}$, therefore, by the definition of $G^n(A)$ we can say, $\Gamma_m$ lies in $G^{2m-1}(A)$. Now using Lemma 3.3 again, we see that

$$p_{m+1} = \tau \left( \Gamma_m \left( \frac{\pi}{2} \right) \right)$$

$$= \left( \sum_{j=1}^{m} R_j, 2\left( \frac{\pi}{2} - 1 \right) \left( \sum_{j=1}^{m} \|R_j\|^2 \right) - 2\langle R_1, R_2 \rangle - 2\langle R_1 + R_2, R_3 \rangle -$$

$$\ldots - 2\langle R_1 + \ldots + R_{m-2}, R_{m-1} \rangle - 2\langle R_1 + \ldots + R_{m-1}, R_m \rangle \right) \in G^{2m}(A),$$  \hspace{1cm} (3.20)

$$q_{m+1} = \tau \left( \Gamma_m \left( \frac{3\pi}{2} \right) \right)$$

$$= \left( \sum_{j=1}^{m} R_j, 2\left( \frac{\pi}{2} - 1 \right) \left( \sum_{j=1}^{m-1} \|R_j\|^2 \right) + 2\left( \frac{3\pi}{2} + 1 \right)\|R_m\|^2 - 2\langle R_1, R_2 \rangle - 2\langle R_1 + R_2, R_3 \rangle -$$

$$\ldots - 2\langle R_1 + \ldots + R_{m-2}, R_{m-1} \rangle + 2\langle R_1 + \ldots + R_{m-1}, R_m \rangle \right) \in G^{2m}(A).$$  \hspace{1cm} (3.21)

So,

$$-p_{m+1} * q_{m+1} = (0, 2\|R_m\|^2(\pi + 2) + 4\langle R_1 + \ldots + R_{m-1}, R_m \rangle).$$  \hspace{1cm} (3.22)

A geodesic $\sigma_{m+1} : [0, 2\pi] \to \mathbb{H}^n$ connecting $p_{m+1}$ to $q_{m+1}$ can be given by

$$\sigma_{m+1}(s) = p_{m+1} * \Gamma_{m+1}(s)$$  \hspace{1cm} (3.23)
where $\Gamma_{m+1} : [0, 2\pi] \to \mathbb{H}^n$, as in (2.8) a geodesic connecting $(0, 0)$ to $-p_{m+1} \ast q_{m+1}$ with

$$R_{m+1} = \left( \frac{\|R_{m+1}\|}{\sqrt{n}}, \ldots, \frac{\|R_{m+1}\|}{\sqrt{n}} \right)$$

(3.24)

and

$$\|R_{m+1}\|^2 = \frac{1}{4\pi} \left[ 2\|R_m\|^2(\pi + 2) + 4(R_1 + \ldots + R_{m-1}, R_m) \right].$$

Therefore, we have

$$\sigma_{m+1}(s) = \left( \sum_{j=1}^{m} R_j + (1 - e^{-is})R_{m+1}, 2\left( \frac{\pi}{2} - 1 \right) \left( \sum_{j=1}^{m} \|R_j\|^2 \right) + 2(s - \sin s)\|R_{m+1}\|^2 - 2\langle R_1, R_2 \rangle - 2\langle R_1 + R_2, R_3 \rangle - \ldots - 2\langle R_1 + \ldots + R_{m-1}, R_m \rangle - 2\sin s\langle R_1 + \ldots + R_m, R_{m+1} \rangle \right)$$

(3.25)

which is of the form (3.10).

**Proof of Theorem 3.1** Since the height of geodesic bubble determines its size, to prove the Theorem 3.1 it suffices to show that

$$\|R_m\| \rightarrow \infty \text{ as } m \rightarrow \infty.$$  

(3.26)

From Lemma 3.4, we have for all $m > 3$,

$$\|R_m\|^2 = \frac{1}{4\pi} \left[ 2\|R_{m-1}\|^2(\pi + 2) + 4(R_1 + \ldots + R_{m-2}, R_{m-1}) \right]$$

$$= \|R_{m-1}\|^2 \left( \frac{\pi + 2}{2\pi} \right) + \frac{1}{\pi}(R_1 + \ldots + R_{m-2}, R_{m-1})$$

where each

$$R_k = \left( \frac{\|R_k\|}{\sqrt{n}}, \ldots, \frac{\|R_k\|}{\sqrt{n}} \right) \text{ for } k = 1, 2, \ldots, m.$$ 

Combining the above equations gives us for all $m > 3$,

$$\|R_m\|^2 = \|R_{m-1}\|^2 \left( \frac{\pi + 2}{2\pi} \right) + \frac{1}{\pi}(\|R_1\| + \ldots + \|R_{m-2}\|)\|R_{m-1}\|.$$  

(3.27)

We claim that

$$\|R_m\|^2 > \|R_{m-1}\|^2 \left( \frac{\pi + 2}{2\pi} \right) + \frac{1}{5}\|R_{m-1}\|^2 \text{ for all } m > 3.$$  

(3.28)
To prove the claim, in view of (3.27) it is enough to prove
\[
5\left(\|R_1\| + \|R_2\| + ... + \|R_{m-2}\|\right) > \pi\|R_{m-1}\| \quad \forall m > 3.
\]
Since, \(\|R_j\|\)'s are positive, this is equivalent to showing
\[
25\left(\|R_1\| + \|R_2\| + ... + \|R_{m-2}\|\right)^2 > \pi^2\|R_{m-1}\|^2 \quad \text{for all } m > 3, \tag{3.29}
\]
Substituting the value of \(\|R_{m-1}\|^2\), we have RHS of (3.29) is
\[
\pi\|R_{m-2}\|^2 \frac{(\pi + 2)}{2} + \pi\left(\|R_1\| + \|R_2\| + ... + \|R_{m-3}\|\right)\|R_{m-2}\|.
\]
While by computation, we see that the LHS of (3.29) is
\[
25\left(\|R_1\| + \|R_2\| + ... + \|R_{m-2}\|\right)^2 = 25\left(\|R_{m-2}\|^2 + 2\|R_1\||\|R_{m-2}\| + 2\|R_2\||\|R_{m-2}\| + ... + 2\|R_{m-3}\||\|R_{m-2}\| + \text{other positive terms}\right).
\]
Since,
\[
25\|R_{m-2}\|^2 > \pi\|R_{m-2}\|^2 \frac{(\pi + 2)}{2},
\]
\[
50\|R_1\||\|R_{m-2}\| > \pi\|R_1\||\|R_{m-2}\|,
\]
\[
\vdots
\]
\[
50\|R_{m-3}\||\|R_{m-2}\| > \pi\|R_{m-3}\||\|R_{m-2}\|,
\]
(3.29) and hence (3.28) is true. This gives us
\[
\|R_m\|^2 > (1 + c)\|R_{m-1}\|^2 \quad \forall m > 2 \tag{3.30}
\]
where \(c = \frac{10 - 3\pi}{10\pi} > 0\). It follows that \(\lim_{m \to \infty} \|R_m\|^2 = \infty\) for otherwise if \(\lim_{m \to \infty} \|R_m\|^2 = \alpha < \infty\) then taking limit as \(m \to \infty\) in (3.30) we get a contradiction.

For the proof of Theorem 1.4, we require the extensions Lemma 3.1 in [7] to higher dimensions. Though the steps are similar, we have included the proof for the sake of completeness.

**Lemma 3.5.** Let \(\Omega \subset \mathbb{H}^n\). Suppose there exists a point \(\xi_0 \in \Omega\) and a neighbourhood of \(\xi_0\) in \(\Omega\) which can be expressed as a graph of a continuous function over the \(z\)-plane. Then \(\Omega\) is not geodetically convex.
Proof. Without loss of generality, let $\xi_0 = 0$, the origin and suppose by contradiction that $\Omega$ is geodetically convex. If $\Omega$ contains two distinct points on a line parallel to $t$ axis then by Theorem 1.3, $\Omega = \mathbb{H}^n$ and there is nothing to prove. If not, then any two points in $\xi, \eta \in \Omega$ can be joined by a unique geodesic denoted by $\gamma_{\xi,\eta}$, say. Let $U \subset \mathbb{R}^2$ be a neighbourhood of origin and $f : U \rightarrow \mathbb{R}$ be a continuous function with $f(0) = 0 \in \mathbb{R}$ such that

$$V := \{(x,y,f(x,y)) = (z,f(z)) : (x,y) \in U\} \subset \Omega.$$  \hfill (3.31)

Choose $r_0 > 0$ sufficiently small such that $B(0,r_0) \subset U$ and define

$$g(\omega) = f(\frac{\omega}{\sqrt{n}}, \frac{\omega}{\sqrt{n}}, \ldots, \frac{\omega}{\sqrt{n}}) - f(-\frac{\omega}{\sqrt{n}}, -\frac{\omega}{\sqrt{n}}, \ldots, -\frac{\omega}{\sqrt{n}}) \text{ for } \omega \in S(r_0) \subset \mathbb{C}$$

where $S(r_0)$ is a circle in the complex plane centered at the origin with radius $r_0$. We claim that there exists $\omega_0 \in S(r_0)$ such that

$$g(\omega_0) = 0. \hfill (3.32)$$

To see this, we note that $g$ is a non trivial continuous odd function defined on a circle, and hence there exists $\omega_0 \in S(r_0)$ such that $g(\omega_0) = 0$, i.e.,

$$f(\frac{\omega_0}{\sqrt{n}}, \frac{\omega_0}{\sqrt{n}}, \ldots, \frac{\omega_0}{\sqrt{n}}) = f(-\frac{\omega_0}{\sqrt{n}}, -\frac{\omega_0}{\sqrt{n}}, \ldots, -\frac{\omega_0}{\sqrt{n}}) = t_0 \text{ (say).} \hfill (3.33)$$

Note that

$$z^0 = (\frac{\omega_0}{\sqrt{n}}, \frac{\omega_0}{\sqrt{n}}, \ldots, \frac{\omega_0}{\sqrt{n}}) \in \partial B(0,r_0) \subset U.$$ 

As $\Omega$ is geodetically convex, the geodesic (line segment) $\gamma(s) = (sz^0, t_0) \in \Omega$ and in fact $sz^0 \in U$ for all $s \in [-1,1]$.

If $t_0 \neq 0$ then already $(0, t_0)$ and origin are in $\Omega$ and $\Omega = \mathbb{H}^n$. Hence we must have $t_0 = 0$ and $(sz^0,0) \in V$ for all $s \in [-1,1]$. Let $L := \{(sz^0,0) : s \in [0,1]\}$ denote the line segment in $V \subset \Omega$.

Now we will show that there exists two points $p$ and $q \in B(0, r_0)$ such that the geodesic joining these two points $\tilde{\xi} = (p, f(p))$ and $\tilde{\eta} = (q, f(q)) \in \Omega$ projects onto an arc intersecting the line segment $L$, again a contradiction. Without loss of generality, we may assume

$$z^0 = (x_0^0, \ldots, x_n^0, 0, \ldots, 0);
\tilde{\xi} = (p_\cdot p, \ldots, p, \varepsilon, \ldots, \varepsilon, f(p, \ldots, p, \varepsilon, \ldots, \varepsilon)) = (p, \ldots, p, \varepsilon, \ldots, \varepsilon, t_1)
\tilde{\eta} = (p, \ldots, p, -\varepsilon, \ldots, -\varepsilon, f(p, \ldots, p, -\varepsilon, \ldots, -\varepsilon)) = (p, \ldots, p, -\varepsilon, \ldots, -\varepsilon, t_0),$$

where $0 < p, \varepsilon \in \mathbb{R}$ such that $(p, \ldots, p, 0)$ lies sufficiently close to the origin on the line segment $L$ and $\varepsilon > 0$ is small to be chosen later. It can be verified that the geodesic joining $\tilde{\xi}$ and $\tilde{\eta}$ is given by the curve

$$\sigma(s) = (x(s), y(s), t(s)), \quad s \in [0, s_0] \subset [0, 2\pi)$$
where

\[ x_i(s) = p + \varepsilon \left( \sin s_0 \frac{(1 - \cos s)}{(1 - \cos s_0)} - \sin s \right), \quad 1 \leq i \leq n, \]  

(3.35)

\[ y_i(s) = -\varepsilon + \varepsilon \left( (1 - \cos s) + \frac{\sin s_0 \sin s}{(1 - \cos s_0)} \right), \quad 1 \leq i \leq n, \]  

(3.36)

\[ t(s) = t_0 + \frac{4n\varepsilon^2}{(1 - \cos s_0)}(s - \sin s) + 2 \sum_{i=1}^{n} (-\varepsilon x_i(s) - py_i(s)) \]  

(3.37)

\[ s \in [0, s_0] \text{ such that } \frac{\varepsilon(s_0 - \sin s_0)}{(1 - \cos s_0)} = p, \quad \frac{4n\varepsilon^2}{(1 - \cos s_0)} = t_1 - t_0 + 2p\varepsilon. \]  

(3.38)

Observe that \( t(s) \neq 0 \) for all \( s \in (0, s_0) \) and hence the geodesic \( \sigma \) does not lie in the hyperplane \( t = 0 \). For \( p \) close to origin and \( \varepsilon \) sufficiently small, \( \sigma(s) \) projects onto the curve \((x(s), y(s))\) which intersects the line segment \( L \). Thus we have found two distinct points in \( \Omega \) which are parallel to the \( t \) axis which is a contradiction to \( V \) being a graph.

\[ \square \]

### 3.1 Proof of Theorem 1.2

Let \( o, \xi \) and \( \eta \) be three distinct points in a set \( A \), all of do not lie on a geodesic. Without loss of generality, assume that \( o \) is origin. We prove that the geodetic convex hull \( G(A) = \mathbb{H}^n \).

Due to Theorem 1.3, if \( A \) contains two distinct points which lie on a line parallel to the \( t \)-axis then \( G(A) = \mathbb{H}^n \) and there is nothing to prove. Hence suppose that such points are not in \( A \) and that every pair of points in \( G(A) \) can be joined by a unique geodesic.

Let \( d(\xi, \eta) = d_{\xi\eta} \) denote the distance between the points \( \xi \) and \( \eta \) and \( \sigma : [0, d_{\xi\eta}] \rightarrow \mathbb{H}^n \) denote the unique geodesics joining them with \( \sigma(0) = \xi \) and \( \sigma(d_{\xi\eta}) = \eta \). Also let \( d(o, \sigma(s)) := d_{\sigma(s)} \) denote the distance between the origin \( o \) and \( \sigma(s) \) as \( s \) varies in \( [0, d_{\xi\eta}] \) and define \( \gamma_{\sigma(s)} : [0, d_{\sigma(s)}] \rightarrow \mathbb{H}^n \) to be the (unique) geodesic joining origin to \( \sigma(s) \). Arguing as in 2. of proof of Theorem 1.2 (pg.194, [7]), we see that all of them are distinct and do not intersect each other. Consider the open set \( U := \{(\theta, s) : \theta \in (0, d_{\sigma(s)}), s \in (0, d_{\xi\eta})\} \subset \mathbb{R}^2 \) and define the map \( \Phi : U \rightarrow \mathbb{H}^n \) as

\[ \Phi(\theta, s) = \gamma_{\sigma(s)}(\theta). \]

Then \( \Phi \) is continuous. Let \( \Phi(U) =: V \). Then every \( \nu \in V \) lies on a unique geodesic \( \gamma_{\sigma(s)} \) such that \( \gamma_{\sigma(s)}(\theta) = \nu \) and we define \( P : V \rightarrow \mathbb{R}^{2n} \) as

\[ P(\nu) = \pi_{xy} \gamma_{\sigma(s)}(\theta) \in \mathbb{R}^{2n}, \]  

(3.39)

where \( \pi_{xy} \) denotes the projection onto the \( x - y \) i.e., \( z \)-hyperplane of the unique geodesic \( \gamma_{\sigma(s)} \). The map \( P \) is continuous and one-one. For if \( \nu_1, \nu_2 \in V \) such that \( P(\nu_1) = P(\nu_2), \)
then \( \pi_{xy} \gamma_{\sigma(s_1)}(\theta_1) = \pi_{xy} \gamma_{\sigma(s_2)}(\theta_2) = (x_1^0, \ldots, x_n^0, y_1^0, \ldots, y_n^0) \in \mathbb{R}^{2n} \) say. But then \( \nu_1 \) and \( \nu_2 \) lie on a line parallel to \( t \)-axis and we conclude that either \( A = \mathbb{H}^n \) due to Theorem 1.3 or \( \nu_1 = \nu_2 \).

Suppose \( A \neq \mathbb{H}^n \), so that \( P \) is a one one continuous map. It follows from the Theorem 4.17 of [8] that \( P \) is a homeomorphism from \( V \) onto \( P(V) =: \tilde{V} \subset \mathbb{R}^{2n} \). Define \( f : \tilde{V} \to \mathbb{R} \) as

\[
 f(x, y) := \pi_t (P^{-1}(x, y)) 
\]

where \( \pi_t \) is the projection onto the \( t \)-th coordinate. Then \( V \) is expressed as a graph \((x, y, f(x, y))\) for \((x, y) \in \tilde{V}\) and we again get contradiction due to Lemma 3.5. This completes the proof of Theorem 1.2.

\[
\square
\]

4 Geodetically Convex Functions

Recall that a function \( f : [a, b] \to \mathbb{R} \) is said to be convex if \( \forall x_1, x_2 \in [a, b] \) and \( \forall \lambda \in (0, 1) \), we have

\[
 f(\lambda x_1 + (1 - \lambda)x_2) \leq \lambda f(x_1) + (1 - \lambda)f(x_2). 
\]

In particular, if \( f \) is convex then \( \forall x \in [a, b], \)

\[
 f(x) \leq f(a) \text{ or } f(x) \leq f(b)
\]

since \( \forall x \in [a, b], \)

\[
 f(x) \leq m(x - a) + f(a)
\]

where \( m = \frac{f(b) - f(a)}{b - a} \) is the slope of the line segment joining \((a, f(a))\) and \((b, f(b))\). If \( m \geq 0 \) then \( f(x) \leq f(b) \). Similarly, if \( m \leq 0 \) then \( f(x) \leq f(a) \).

Lemma 4.1. Let \( u : \mathbb{H}^n \to \mathbb{R} \) be geodetically convex and \( p_0 \in \mathbb{H}^n \) then the set

\[
 S = \{ p \in \mathbb{H}^n | u(p) < u(p_0) \}
\]

is geodetically convex.

Proof. Consider any \( p_1, p_2 \in S \) and any geodesic \( \gamma : [0, 1] \to \mathbb{H}^n \) such that \( \gamma(0) = p_1 \) and \( \gamma(1) = p_2 \). We claim that

\[
 \gamma(s) \in S \quad \forall s \in [0, 1]. \quad (4.1)
\]

This can be achieved if we show that \( u(\gamma(s)) < u(p_0) \quad \forall s \in [0, 1] \). Now,

\[
 p_1, p_2 \in S \implies u(p_1), u(p_2) < u(p_0). \quad (4.2)
\]
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Since, $u \circ \gamma$ is convex, $\forall s \in [0,1]$, we have
\[ u \circ \gamma(s) \leq u \circ \gamma(0) \text{ or } u \circ \gamma(s) \leq u \circ \gamma(1). \] (4.3)

In either case, we will have $u \circ \gamma(s) < u(p_0) \forall s \in [0,1]$. Hence, proved. □

**Proof of Theorem 1.6:** It suffices to prove that
\[ u(p) = u(0) \forall p \in \mathbb{H}^n. \] (4.4)

Suppose (4.4) is not true. Then there exists some $q_0 \in \mathbb{H}^n$ such that $u(q_0) \neq u(0)$. Without loss of generality, let us assume $u(q_0) < u(0)$. Define
\[ S_0 = \{q \in \mathbb{H}^n | u(q) < u(0)\}. \] (4.5)

Then $S_0 \neq \emptyset$ open subset of $\mathbb{H}^n$ as $q_0 \in S$ and $u$ is continuous. Therefore, there exists $r > 0$ such that $B(q_0, r) \subset S_0$ and for sufficiently small $\varepsilon > 0$ we have
\[ q_0 - \varepsilon e_{n+1}, q_0 + \varepsilon e_{n+1} \in B(q_0, r) \] (4.6)

where $e_{n+1} = (0, ..., 0, 1) \in \mathbb{H}^n$. By the previous Lemma, $S_0$ is a geodetically convex set containing two points $q_0 - \varepsilon e_{n+1}, q_0 + \varepsilon e_{n+1} \in \mathbb{C}^n \times \mathbb{R}$ with the same projection in $\mathbb{C}^n \times \{0\}$.

Now using Theorem 3.1, $S_0 = \mathbb{H}^n$ which is a contradiction as $0 \notin S_0$ by definition of $S_0$.

Note that if we assume $u(q_0) > u(0)$ then we define
\[ S_{q_0} = \{q \in \mathbb{H}^n | u(q) < u(q_0)\} \]

which is also non empty as $0 \in S_{q_0}$ and similar arguments can be made to arrive at a contradiction. Hence, our supposition is not true, implying $u$ is a constant function. □
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