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A B S T R A C T

Aim: COVID-19 is a pandemic infectious disease which has influenced the life and health of many communities since December 2019. Due to the rapid worldwide spread of this highly contagious disease, making its early detection with high accuracy important for breaking the chain of transition. X-ray images of COVID-19 patients, reveal specific abnormalities associated with this disease.

Methods: In this study, a multi-view feature learning method for detecting COVID-19 based on chest X-ray images is presented. This method provides a framework for exploiting the multiple types of deep features, which is able to preserve both the correlative and the complementary information, and achieve accurate detection at the classification phase. Deep features are extracted using pre-trained deep CNN models of AlexNet, GoogleNet, ResNet50, SqueezeNet, and VGG19. The learned feature representation of X-ray images are then classified using ELM.

Results: The experiments show that our method achieves accuracy scores of 100%, 99.82%, and 99.82% in detecting three classes of COVID-19, normal, and pneumonia, respectively. The sensitivities of three classes are 100%, 100%, and 99.45%, respectively. The specificities of three classes are 100%, 99.73%, and 100%, respectively. The precision values of three classes are 100%, 99.45%, and 100%, respectively. The F-scores of three classes are 100%, 99.73%, and 99.72%, respectively. The overall accuracy score of our method is 99.82%.

Conclusions: The results demonstrate the effectiveness of our method in detecting COVID-19 cases and can therefore assist experts in early diagnosis based on X-ray images.

1. Introduction

COVID-19 is an infectious respiratory disease, which has rapidly spread all across the world and caused the death of hundreds of thousands and infected millions of people [1–4]. COVID-19 has been announced as a pandemic by the World Health Organization (WHO) [5,6]. One of the important steps to prevent the transmission of COVID-19 infection to healthy population is to effectively screen infected patients to isolate and treat them.

Currently, reverse transcription-polymerase chain reaction (RT-PCR) taken from the respiratory tract is the main screening method for COVID-19 [7]. However, it is a costly and time consuming detection method. Those detection tests that give results within minutes are insensitive and occasionally yield false negatives. On the other hand, RT-PCR test kits are limited in number. Therefore, the development of a fast, low cost, and reliable method for automatic detection of COVID-19 is essential. As an alternative to the RT-PCR testing method, artificial intelligence-based automated detection of COVID-19 from radiological imaging of patients can be used [8–10]. Radiographic imaging of the chest, such as computed tomography (CT) and X-ray, is helpful for early COVID-19 detection. In this study, X-ray is preferred to the CT due to cost-effective, low ionizing radiation exposure to patients, and widespread availability of X-ray machines in almost every hospital.

Ismael and Sengür [11] presented three deep convolutional neural networks (CNN) approaches including extraction of deep features, fine-tuned pre-trained CNN models, and end-to-end trained CNN model to detect COVID-19 cases. In the first approach, SVM classifier with various kernel functions was used to classify the deep features. Uçar et al. [12] presented a deep learning method in which extracted deep features from X-ray images on different color spaces were applied to a bidirectional LSTM network for classification the data into COVID-19 or pneumonia. In [13], features of the convolution and fully connected layers of the CNN-based AlexNet model were extracted and combined. The important features were selected by the Relief algorithm and then fed into the SVM classifier for detecting COVID-19 cases. In [14], a CNN model based on class decomposition and transfer learning was developed to detect
COVID-19 cases. Khan et al. [15] presented an Xception deep learning architecture named CoroNet for the detection of COVID-19 cases. In [16], deep features were extracted from MobileNetV2 and SqueezeNet models, and then the feature sets obtained were processed with social mimic optimization (SMO) for feature selection and combination. Finally, the combined feature set was fed into a SVM classifier to detect COVID-19 cases. Elkorany and Elsharkawy [17] presented a COVID-19 detection method in which the ShuffleNet and SqueezeNet models were employed as a feature extractor and the SVM used as classifier. Ashour et al. [18] presented an ensemble-based bag-of-features (BoF) model to detect COVID-19 and normal cases. They utilized the grid method, and SURF descriptor for the keypoints determination and their feature vectors extraction, respectively. In [19], CNN based transfer learning approaches were used to detect COVID-19 cases. The overall accuracy score of 94.72% was achieved using MobileNetV2. Canayaz [20] used two meta-heuristic algorithms containing binary particle swarm optimization (BPSO) and binary gray wolf optimization (BGWO) to select the efficient features among the features extracted from deep CNN models. The selected features were then applied to the SVM to classify the data as COVID-19, normal, and pneumonia cases. The image contrast enhancement algorithm was also used to preprocess the image set. Wang et al. [21] presented an FGCNet model and the extracted features from graph convolutional network (GCN) and CNN for detecting COVID-19 based on CT images. In [22], deep features were extracted from CT images with different pre-trained models, and then the best two features were fused using discriminant correlation analysis. Hasoon et al. [23] presented a method in which the LBP, HOG, and Haralick features were used as features and fed into the KNN and SVM classifiers to detect COVID-19 cases. Al-Waisy et al. [24] presented a COVID-DeepNet model for detecting COVID-19 cases, which fuses the predictions of two deep learning models to make the final decision. Another fusion of deep learning models, COVID-CheXNet, was presented in [25]. In [26], a comprehensive investigation was presented to detect COVID-19 cases using machine learning and convolutional deep learning models. In [27], a feature-fusion based approach was presented to sort COVID-19 related medical waste.

Most previous studies discussed use a single pre-trained CNN model. The extracted features from different pre-trained CNN models often describe information of the same image from different views. Therefore, we propose using a multi-view feature learning framework to exploit useful information from different views so that more comprehensive feature representation may be learned for the diagnosis of COVID-19. The main contributions of this study are as follows:

- A deep multi-view feature learning method for detecting COVID-19 based on X-ray images is presented.
- Deep features are extracted using pre-trained deep CNN models of AlexNet, GoogleNet, ResNet50, SqueezeNet, and VGG19.
- The method transforms the multi-view feature space into a feature space where both the complementary and the correlative information of different views are preserved.
- Accurate classification of the feature representation of images into COVID-19, normal, and pneumonia cases is performed using ELM classifier.

The organization of the paper is as follows. Section 2 demonstrates the dataset and introduces the proposed method used for COVID-19 detection. Section 3 describes the experimental analysis of the study and discussions. Finally, Section 4 provides the conclusion and comments on further extension of this method.

2. Materials and methods

2.1. Dataset

The dataset used here consists of COVID-19, normal, and pneumonia chest X-ray images [20]. This dataset was a collection of 1092 images with three classes created from publicly available chest X-ray datasets [28–30]. The number of images of each class was 364. Fig. 1 shows sample X-ray images of the dataset with their corresponding marked lesions.

2.2. Deep feature extraction

Deep learning using CNN has obtained great success in diagnosing disease using medical image analysis [31–32]. The diagnosis of COVID-19 using CNN has become a popular research technique due to the extraction of powerful features. In medical image classification for rare or emerging diseases, enough labeled images are not available to train a CNN model from scratch. In such cases, ImageNet pre-trained CNN models can be used [33–37].

In this study, the pre-trained CNN model is used as feature extractor to construct the image feature space. The extracted features from different types of pre-trained CNN models generally characterize different description of images. Therefore, we throw the images into V different pre-trained CNN models to construct the multi-view feature space for each image by considering the extracted features from each model as a view.

Then, the features of all views are concatenated and fed into the
presented multi-view feature learning method to achieve more comprehensive features.

2.3. Multi-view feature learning framework (MV-COVIDet)

Given a training data matrix \( X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{d \times N} \) from \( C \geq 2 \) classes, where \( x_i \in \mathbb{R}^d \) and \( N \) is the number of samples. \( Y = [y_1, y_2, \ldots, y_N] \in \mathbb{R}^{N \times C} \) is the corresponding label matrix of \( X \), where each \( y_j \in \mathbb{R}^C \) is the label vector in which only the element associated with the assigned class is 1 and all the others are \(-1\).

The optimization problem of least square regression (LSR) can be written as follows:

\[
\min_{W,b} \| X^T W + b - Y \|^2_F + \lambda \| W \|^2_F
\]

\( W \in \mathbb{R}^{d \times C} \) is a transformation matrix, \( 1_N = [1, 1, \ldots, 1]^T \in \mathbb{R}^N \) is an all one vector, \( b \in \mathbb{R}^m \) is an intercept vector, and \( \lambda \) is a trade-off parameter.

The optimization problem (1) can rewritten as follows:

\[
\min_{W,b} \| X^T W + b - Y \|^2_F + \lambda \| W \|^2_F \quad s.t. M \geq 0
\]  

where \( M \in \mathbb{R}^{N \times N} \) is a non-negative adjustment matrix, and \( \odot \) is a Hadamard product operator. This strategy can enlarge the distance between the true and the false classes. The optimization problem (1) can be extended to the multi-view scenario, where different views of the data are reflected by different types of features. Multi-view learning provides a mechanism for exploiting multiple views of features [40–42]. Let \( X_v = [x_{1v}, x_{2v}, \ldots, x_{Nv}] \in \mathbb{R}^{d_v \times N} \) denote a data matrix from the \( v \)-th view, where \( d_v \) is the feature space dimension for the \( v \)-th view. The optimization problem for multi-view learning scenario is expressed as follows:

\[
\min_{W,V} \sum_{v=1}^V \sqrt{\alpha_v} \| X_v W_v + b_v - Y - Y \odot M \|^2_F + \lambda \sum_{v=1}^V \| W_v \|^2_F \\
\quad s.t. \sum_{v=1}^V \alpha_v = 1, \forall \alpha_v > 0
\]

Updating the parameters \( W \) and \( b \) during the \((t + 1)\)-th iteration: With the fixed parameters \( a^{(t)} \) and \( M^{(t)} \), the optimization problem (4) can be rewritten as

\[
[\vec{W}^{(t+1)}, \vec{b}^{(t+1)}] = \arg \min_{W,b} \sum_{v=1}^V \| X_v^T \vec{W} + b_v - Y - Y \odot M_v^{(t)} \|^2_F + \frac{\lambda}{V} \sum_{v=1}^V \| W_v \|^2_F \\
\quad s.t. M \geq 0, \sum_{v=1}^V \alpha_v = 1, \forall \alpha_v > 0
\]  

where \( M^{(0)} = 0 \) and \( \alpha_v^{(0)} V_{v=1}^V = \frac{1}{V} \). The optimal \( W \) and \( b \) during the \((t + 1)\)-th iteration can be derived by setting the partial deviations of the objective function \( f(W,b) \) to zero. The optimal solution with respect to \( b \) is

\[
\frac{df(W,b)}{db} = 0 \Rightarrow b^{(t+1)} = \frac{1}{N} (Y + Y \odot M^{(t)})^T 1_N - \frac{1}{N} W^T X 1_N
\]

Also, the optimal solution with respect to \( W \) is

\[
\frac{df(W,b)}{dW} = 0 \Rightarrow W^{(t+1)} = \left(XLX^T + \lambda A^{(t)}\right)^{-1} XLY \odot M^{(t)}
\]

where \( A^{(t)} = \text{diag} \left( \frac{1}{\alpha_1}, \ldots, \frac{1}{\alpha_2}, \ldots, \frac{1}{\alpha_v}, \ldots, \frac{1}{\alpha_V} \right) \in \mathbb{R}^{K \times K} \) is a diagonal matrix in which \( \frac{1}{\alpha} \) indicates the reciprocal weight of the \( i \)-th feature in \( X \) during the \( t \)-th iteration, and \( L = I_N - \frac{1}{N} 1_N 1_N^T \) in which \( I_N \) is an \( N \times N \) identity matrix and \( 1_N \) is an \( N \times 1 \) all one matrix.

Updating the adaptive weight parameter \( \alpha \) during the \((t + 1)\)-th iteration: The optimal solution with respect to \( M \) is

\[
M^{(t+1)} = \frac{1}{2} (Y \odot \bar{Y} - 1_{N \times C}) (Y \odot \bar{Y} - 1_{N \times C})^T
\]

where \( \bar{Y} = X^T W^{(t+1)} + b^{(t+1)} \) denotes the predicted labels, \( \| \) computes element-wise absolute values of a matrix, and \( 1_{N \times C} \) is an \( N \times C \) all one matrix.

Updating the adaptive weight parameter \( \alpha \) during the \((t + 1)\)-th iteration: With the fixed parameters \( W^{(t+1)} \), \( b^{(t+1)} \), and \( M^{(t+1)} \), the optimization problem (4) can be rewritten as

\[
\alpha^{(t+1)} = \arg \min_{\alpha} \sum_{v=1}^V \frac{1}{\alpha_v} \| W_v^{(t+1)} \|^2_F \quad s.t. \sum_{v=1}^V \alpha_v = 1, \forall \alpha_v > 0
\]\n
where \( \nu \) is the view index. The optimal solution with respect to \( \alpha \) is

\[
\alpha^{(t+1)} = \frac{\| W_v^{(t+1)} \|^2_F}{\sum_{v=1}^V \| W_v^{(t+1)} \|^2_F}, \quad \forall a = 1, \ldots, V
\]

The obtained weight parameters \( \{\alpha_v\}_{v=1}^V \) can be further used to calculate new weighted transformation matrix \( W \) in the next iteration.
Table 1
The performance metrics of the MV-COVIDet method.

| Model          | Classes      | Se. (%) | Sp. (%) | Pre. (%) | F-score (%) | Acc. (%) | Overall Acc. (%) |
|----------------|--------------|---------|---------|----------|-------------|----------|------------------|
| AlexNet        | COVID-19     | 99.45   | 99.73   | 99.45    | 99.45       | 99.63    | 98.81            |
|                | Normal       | 99.45   | 98.90   | 97.84    | 98.64       | 99.08    |                  |
|                | Pneumonia    | 97.53   | 99.59   | 99.16    | 98.34       | 98.90    |                  |
| VGG19          | COVID-19     | 99.18   | 99.86   | 99.72    | 99.45       | 99.63    | 98.99            |
|                | Normal       | 99.45   | 99.18   | 98.37    | 98.91       | 99.27    |                  |
|                | Pneumonia    | 98.35   | 99.45   | 98.90    | 98.62       | 99.08    |                  |
| GoogleNet      | COVID-19     | 98.90   | 99.59   | 99.17    | 99.04       | 99.36    | 97.16            |
|                | Normal       | 98.08   | 97.53   | 95.20    | 96.62       | 97.71    |                  |
|                | Pneumonia    | 94.51   | 98.63   | 97.18    | 95.82       | 97.25    |                  |
| ResNet50       | COVID-19     | 98.63   | 99.59   | 99.17    | 98.90       | 99.27    | 97.89            |
|                | Normal       | 99.18   | 97.94   | 96.01    | 97.57       | 98.35    |                  |
|                | Pneumonia    | 95.88   | 98.31   | 98.59    | 97.21       | 98.17    |                  |
| SqueezeNet     | COVID-19     | 98.63   | 99.59   | 99.17    | 98.90       | 99.27    | 98.08            |
|                | Normal       | 98.90   | 98.49   | 97.04    | 97.96       | 98.63    |                  |
|                | Pneumonia    | 96.70   | 99.04   | 98.05    | 97.37       | 98.26    |                  |

Table 2
The performance metrics of the ELM classifier.

| Model          | Classes      | Se. (%) | Sp. (%) | Pre. (%) | F-score (%) | Acc. (%) | Overall Acc. (%) |
|----------------|--------------|---------|---------|----------|-------------|----------|------------------|
| AlexNet        | COVID-19     | 98.08   | 99.31   | 98.62    | 98.35       | 98.90    | 96.61            |
|                | Normal       | 98.35   | 97.12   | 94.46    | 96.37       | 97.53    |                  |
|                | Pneumonia    | 93.41   | 98.49   | 96.87    | 95.10       | 96.79    |                  |
| VGG19          | COVID-19     | 99.18   | 99.86   | 99.72    | 99.45       | 99.63    | 98.53            |
|                | Normal       | 99.18   | 98.63   | 97.30    | 98.23       | 98.81    |                  |
|                | Pneumonia    | 97.25   | 99.31   | 98.61    | 97.93       | 98.63    |                  |
| GoogleNet      | COVID-19     | 96.98   | 99.04   | 98.06    | 97.51       | 98.35    | 94.69            |
|                | Normal       | 97.53   | 94.92   | 90.56    | 93.92       | 95.79    |                  |
|                | Pneumonia    | 89.56   | 98.08   | 95.88    | 92.61       | 95.24    |                  |
| ResNet50       | COVID-19     | 97.53   | 98.35   | 96.73    | 97.13       | 98.08    | 94.87            |
|                | Normal       | 97.53   | 96.02   | 92.45    | 94.92       | 96.52    |                  |
|                | Pneumonia    | 89.56   | 97.94   | 95.60    | 92.48       | 95.15    |                  |
| SqueezeNet     | COVID-19     | 95.88   | 98.08   | 96.14    | 96.01       | 97.54    | 92.86            |
|                | Normal       | 95.33   | 94.51   | 89.66    | 92.41       | 94.78    |                  |
|                | Pneumonia    | 87.36   | 96.70   | 92.98    | 90.08       | 93.59    |                  |

Fig. 2. Confusion matrix of MV-COVIDet method for VGG19 features.

Fig. 3. Overall accuracy scores of MV-COVIDet and ELM on the deep features.
In this algorithm, the Covid-19 detection is done based on multi-view deep feature learning, so we named it MV-COVIDet. In this study, we use extreme learning machine (ELM) [43] as classifier due to its fast learning procedure and remarkable generalization performance.

3. Experiments

We first introduce the experimental setup and then perform experiments on the X-ray images data to assess the effectiveness of the MV-COVIDet method in detecting COVID-19, normal, and pneumonia cases. Finally, the results of our method are compared with previous studies.

3.1. Experimental setup

The five types of pre-trained models are considered to extract deep learning based features (e.g. $V = 5$). They are AlexNet, GoogleNet, ResNet50, SqueezeNet, and VGG19. Deep features are extracted from the fully connected layer “fc8” in the AlexNet and VGG19 model, while the fully connected layer “loss3-classifier” is used in the GoogleNet model, the fully connected layer “fc1000” is used in the ReNet50 model, and the pooling layer “pool10” is used in the SqueezeNet model. The input image size of all models is $224 \times 224$, except for the AlexNet and SqueezeNet models in which the input image size is $227 \times 227$. The training of each model is realized in 50 epoch, and the mini-batch size is 64. The stochastic gradient descent (SGD) optimization algorithm with an initial learning rate of $10^{-5}$ is used as solver.

In the experiments, the number of hidden neurons of ELM is empirically set as $\mu = 220$ and the sigmoid function is adopted as an activation function. The trade-off parameter $\lambda$ is tuned using a grid search technique from the set $\{10^{-3}, 10^{-2}, 10^{-1}, 1, 10^1, 10^2, 10^3\}$. The termination parameter is set as $\epsilon = 0.005$.

The 5-fold cross-validation technique is used to evaluate the performance of the MV-COVIDet method. The performance metrics used for the analysis of the experimental results are sensitivity (Se), specificity (Sp), precision (Pre), F-score, accuracy (Acc), and overall accuracy (Overall Acc). The metrics are formulated as follows:

$$Se = \frac{TP}{TP + FN}$$  
(13)

$$Sp = \frac{TN}{TN + FP}$$  
(14)

$$Pre = \frac{TP}{TP + FP}$$  
(15)

$$F\text{-score} = \frac{2TP}{2TP + FP + FN}$$  
(16)

$$Acc = \frac{TP + TN}{TP + TN + FP + FN}$$  
(17)

Table 3

| Model | Classes          | Se. (%) | Sp. (%) | Pre. (%) | F-score (%) | Acc. (%) | Overall Acc. (%) |
|-------|------------------|---------|---------|----------|-------------|----------|------------------|
| AlexNet & VGG19 | COVID-19        | 98.90   | 99.86   | 99.72    | 99.31       | 99.54    | 99.08            |
|        | Normal           | 100     | 99.18   | 98.38    | 99.18       | 99.45    |                  |
|        | Pneumonia        | 98.35   | 99.59   | 99.17    | 98.76       | 99.18    |                  |
| AlexNet & SqueezeNet | COVID-19     | 97.73   | 99.86   | 99.73    | 99.73       | 99.31    | 99.45            |
|        | Normal           | 99.73   | 99.59   | 99.18    | 99.45       | 99.31    | 99.63            |
|        | Pneumonia        | 98.90   | 99.86   | 99.45    | 99.17       | 99.45    | 99.45            |
| SqueezeNet & VGG19 | COVID-19     | 100     | 99.86   | 99.73    | 99.86       | 99.91    | 99.54            |
|        | Normal           | 100     | 99.73   | 99.45    | 99.73       | 99.82    | 99.63            |
|        | Pneumonia        | 99.45   | 99.86   | 99.72    | 99.59       | 99.73    | 99.73            |

Table 4

| Model | Classes          | Se. (%) | Sp. (%) | Pre. (%) | F-score (%) | Acc. (%) | Overall Acc. (%) |
|-------|------------------|---------|---------|----------|-------------|----------|------------------|
| AlexNet & ResNet50 & SqueezeNet & VGG19 | COVID-19 | 100     | 100     | 100       | 100         | 100      | 99.82            |
|        | Normal           | 100     | 99.73   | 99.45    | 99.73       | 99.82    |                  |
|        | Pneumonia        | 99.45   | 100     | 100      | 99.72       | 99.82    |                  |

Fig. 4. Confusion matrix of MV-COVIDet method for the concatenated features of AlexNet, ResNet50, SqueezeNet, and VGG19.

Fig. 4. Confusion matrix of MV-COVIDet method for the concatenated features of AlexNet, ResNet50, SqueezeNet, and VGG19.
while the AlexNet features achieved an overall accuracy score of 98.81% as the second best score, and the SqueezeNet features achieved an overall accuracy score of 98.08% as the third best score. The percentage of success for classifying COVID-19 cases using VGG19, AlexNet, and SqueezeNet features are 99.63%, 99.63%, and 99.27%, respectively. Table 2 shows that the overall accuracy scores achieved by VGG19, AlexNet, and SqueezeNet features are 98.53%, 96.61%, and 92.86%, respectively. It is observed that the MV-COVIDet method provides successful enhancement in detecting COVID-19, normal, and pneumonia cases than applying ELM classifier on extracted deep features. The higher performance of MV-COVIDet method is related to the nature of learned feature representation.

The confusion matrix obtained using the MV-COVIDet method for the VGG19 features is shown in Fig. 2.

Fig. 2 indicates the confusion between COVID-19, normal, and pneumonia cases. It can be seen that while 361 COVID-19, 362 normal, and 358 pneumonia samples are correctly classified, 3 COVID-19, 2 normal, and 6 pneumonia samples are misclassified. Hence, the MV-COVIDet method can be well used for performing detection and classification of COVID-19, normal, and pneumonia cases.

The overall accuracy scores obtained for MV-COVIDet method and ELM classifier on the deep features are also visualized as a bar chart in Fig. 5.

As observed in Fig. 3, MV-COVIDet method produced the top three best-performed results on extracted deep features from VGG19, AlexNet, and SqueezeNet models. Therefore, in the second set of experiments, the focus is on the concatenation of these types of deep features with each other to construct multi-view data. The analysis results of MV-COVIDet method for multi-view data are shown in Table 3.

The reported metric values in Table 3 indicates that the MV-COVIDet method using multiple types of features generally performs better compared to using single feature type. This confirms the logic of combining multiple types of features. It is seen that increasing the number of features improves the classification performance. The MV-COVIDet method on the concatenation of AlexNet, SqueezeNet, and VGG19 features ensured satisfactory results with an overall accuracy of 99.73%.

In the third set of experiments, we examined the effect of constructing multi-view data with top four feature types on the performance of the MV-COVIDet method. The analysis results of MV-COVIDet method on four-view data are shown in Table 4.

From Table 4, it can be observed that increasing the number of types of features from 3 to 4 results in a slight performance improvement for MV-COVIDet method, thus indicating that the method is nearly saturated. Therefore, we do not use more feature types to construct multi-view data. Fig. 4 shows the confusion matrix obtained using the MV-COVIDet method for the concatenated features of AlexNet, ResNet50, SqueezeNet, and VGG19. From Fig. 4, it can be observed that only 2 pneumonia samples are misclassified and the other samples are correctly classified, which signifies the robustness of the method.

The metric values of applying the MV-COVIDet method and ELM classifier on the concatenation of AlexNet, ResNet50, SqueezeNet, and VGG19 features in the form of bar chart are shown in Fig. 5. The results of ELM classifier are taken for comparison.

Fig. 5 confirms that the MV-COVIDet method outperformed the ELM classifier on the concatenation of feature types, because MV-COVIDet learns a feature representation which preserves the correlative and the complementary information in a low-dimensional discriminative feature space. The preservation of correlative and complementary information in multiple feature types is done with the help of adaptive weights.

In the fourth set of experiments, the performance metrics of the MV-COVIDet method with and without adaptive weights are compared to evaluate the effectiveness of the adaptive weights. In this scenario, we used the concatenation of AlexNet, ResNet50, SqueezeNet, and VGG19 features. The experimental results are shown in Fig. 6. It can be seen that the MV-COVIDet method with the adaptive weights performs better than
Fig. 6. Performance comparison of the MV-COVIDet method with and without adaptive weights.
the one without the adaptive weights. It demonstrates the effectiveness of the adaptive weights.

3.3. Comparison with previous studies

Finally, the MV-COVIDet performance is compared with previous studies performed on X-ray images. It is important to know that a fair comparison of results is not possible due to differences in datasets, methods, and validation techniques. The comparison results are shown in Table 5.

It can be observed from Table 5 that the MV-COVIDet method outperforms other methods in terms of overall accuracy score, validating the importance of effectively exploiting the multiple types of deep features. Since the dataset we used in this study is the same as the dataset in the study of [20], a one-to-one comparison is performed only with this study. In [20], the image contrast enhancement algorithm (ICEA) was performed on X-ray images to provide better quality ones. As can be observed, [20] yielded an overall accuracy score of 99.38% while our method reached an overall accuracy score of 99.82% without any use of image processing technique.

4. Conclusion

The outbreak of COVID-19 has put a major pressure on health centers, preventing them from providing effective treatment without the risk of infection. In this study, a method called MV-COVIDet was presented for detecting COVID-19 based on X-ray images which can help medical clinicians in making appropriate decisions for diagnosis. This method leverages multiple types of deep features extracted from X-ray images to learn an efficient feature representation and feed them into the ELM classifier to classify the data into COVID-19, normal, and pneumonia cases. The MV-COVIDet method was evaluated with different types of deep features. Simulation results showed that our method achieved the highest overall accuracy score of 99.82% on the concatenated features of AlexNet, ResNet50, SqueezeNet, and VGG19. The accuracy scores of COVID-19, normal, and pneumonia classes were 100%, 99.82%, and 99.82%, respectively. The comparison of our method with the previous ones indicated its superiority in terms of overall accuracy score. The limitation of the MV-COVIDet method is that it cannot properly handle a set of X-ray and CT images. In the future, we plan to expand the image collection to include X-ray and CT images of lung diseases and assess the performance of the presented method on it. In addition, we intend to extend this method for a scenario where only a limited number of data is labeled.
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