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ABSTRACT

Various shapes of weirs, such as rectangular, trapezoidal, circular, and triangular plan forms, are used to adjust and measure the flow rate in irrigation networks. The discharge coefficient \( (C_d) \) of weirs, as the key hydraulic parameter, involves the combined effects of the geometric and hydraulic parameters. It is used to compute the flow rate over the weirs. For this purpose, a hybrid ISaDE-SVR method is proposed as a hybrid model to estimate the \( C_d \) of sharp-crested W-planform weirs. ISaDE is a high-performance algorithm among other optimization algorithms in estimating the nonlinear parameters in different phenomena. The ISaDE algorithm is used to improve the performance of SVR by finding optimal values for the SVR’s parameters. To test and validate the proposed model, the experimental datasets of Kumar et al. and Ghodsian were utilized. Six different input scenarios are presented to estimate the \( C_d \). Based on the modeling results, the proposed hybrid method estimates the \( C_d \) in terms of \( H/P, L_w/W_{mc} \), and \( L_c/W_c \). For the superior method, \( R^2 \), RMSE, MAPE, and \( \delta \) are obtained as 0.982, 0.006, 0.612, and 0.843, respectively. The amount of improvement in comparison with GMDH, ANFIS and SVR is 3.6%, 1.2% and 1.5% in terms of \( R^2 \).
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HIGHLIGHTS

- A novel hybrid ISaDE method was used to predict the \( C_d \) of W-planform weirs.
- More discharge over W-planform is their major advantage against other types of weirs.
- ISaDE algorithm is used to improve the capability of SVR by finding optimal values for the SVR’s parameters.
- The model which includes parameters \((H/P, L_w/W_{mc}, L_c/W_c)\) has the best results.
- The \( H/P \) parameter was the most important input parameter.
INTRODUCTION

Weirs are among the most essential components of water transmission networks, due to the necessity of determining the flow rate in channels and the allocated amount for consumers. These are essential hydraulic structures for controlling the flow and water level, which can be utilized to increase the height of the water surface level and thereby provide the required water heights to divert the flow to lateral channels. Also, these structures are utilized as flow-measuring devices in crucial applications in rivers and open channels for their safe operation (Emami et al. 2018).

The length and shape of the weir crest are among the effective parameters in the flow rates over the weir, and numerous studies have been carried out on the effect of geometric and hydraulic parameters of weirs on the discharge coefficient ($C_d$). The use of non-linear planar weirs with a specific shape such as triangular, trapezoidal, piano key, circular and parabolic, which are known as labyrinth weirs, is one of the effective ways to increase the flow over a specified width.

Some notable approaches recently proposed to predict the $C_d$ of different plans of labyrinth weirs are shown in Figure 1.

An important type of triangular weir is the sharp-crested W-planform weir. A few attempts have been made to define the $C_d$ of W-planform weirs. More discharge over them is their major advantage against other types of weirs. The first experimental study on labyrinth weirs with different plans was conducted by Taylor (Dehdar-Bezbahani & Parsaei 2016). Besides the development of experimental models, numerical methods including computational fluid dynamic (CFD) techniques (Parsaei et al. 2015; Dehdar-Bezbahani & Parsaei 2016), and artificial intelligent techniques have emerged as distinctive and complementary tools in the subject of hydraulic field (Parsaei et al. 2015; Haghiabi et al. 2018; Parsaei et al. 2018a). Meta-heuristic algorithms as an important branch of artificial intelligence have been widely employed in solving various problems because of their accuracy and high performance. Aydin (2012), Aydin & Emiroglu (2013), Robertson (2014) and Crookston and Tullis (Crookston 2010) used CFD software to model labyrinth weirs and labyrinth side weirs.

Researchers have used neural networks (ANN), genetic programming (GP), support vector machine (SVM) and M5 model tree, group method of data handling (GMDH), adaptive neuro-fuzzy inference system (ANFIS), and meta-heuristic algorithms to optimize and predict the characteristics and geometry of labyrinth weirs with different plan forms including rectangular, trapezoidal, triangular, and a combination of these plans as well and their $C_d$ (Emin Emiroglu et al. 2010; Zaji & Bonakdari 2014; Ebtahaj et al. 2015; Azamathulla et al. 2016; Najafzadeh et al. 2016; Haghiabi et al. 2017; Parsaei et al. 2018b; Bilhan et al. 2018; Roushangar et al. 2018).

Karami et al. (2016) predicted the $C_d$ of the triangular labyrinth weir using SVM, ANN, and GP methods. SVM
is a machine-learning technique that is widely used for classification and regression purposes by means of a separating hyperplane. The benefits of SVM, especially its significant accuracy in classification utilizing the tuning parameters, associated with its wide real-world applications has led to the ever-increasing popularity of SVM in the last decade. Artificial neural network (ANN), as a famous computing technique, is inspired by the biological neural system which is utilized in solving complicated problems. ANNs can enjoy self-learning capabilities with task-specific rules and they reach better results by more available data. Genetic programming (GP) is a subset of machine learning and like all evolutionary algorithms (EAs) works by an iterative process. EAs are generally used to discover solutions to challenging real-world problems. GP starts by setting a goal function and then uses the Darwin evolution principle to generate a set of candidate solutions. The results obtained by Karami et al. (2016) showed that the SVM method was superior to the other two methods with RMSE = 0.0059. Haghiabi et al. (2017) obtained the $C_d$ of the triangular labyrinth weir by using the ANFIS and multi-layer perceptron (MLP) models. An adaptive neuro-fuzzy inference system (ANFIS) is based upon a Takagi–Sugeno fuzzy inference system. This model was first introduced in the early 1990s. It enjoys both neural network and fuzzy logic advantages and it is capable of capturing the benefits of both techniques in a single framework. A multilayer perceptron (MLP) is a subset of the feedforward artificial neural network and is utilized as a powerful ANN model for solving complex systems. MLP is generally used as a nonlinear mapping technique to relate the output vector to the input vector of the system. The results of the two models suggest that both models perform well in predicting the $C_d$. Roushangar et al. (2017) examined the $C_d$ of the arched labyrinth weir using the SVM method and concluded that this method has high accuracy in predicting the $C_d$ of arched weirs. Bonakdari & Zaji (2018) utilized three novel hybrid soft computing approaches, including neuro-fuzzy-differential evaluation (ANFIS-DE), neuro-fuzzy-genetic algorithm (ANFIS-GA) and neuro-fuzzy-particle swarm optimization (ANFIS-PSO), to simulate the $C_d$ of side weirs. The used methods, as the hybrid ones, enjoy the advantages of both employed algorithms. The differential evolution (DE) algorithm, which is utilized together with ANFIS in ANFIS-DE, is a population-based direct search method that uses several vectors. The way of interaction among the vectors is determined by the evolution of living species. This heuristic global optimization algorithm is easy to comprehend, simple, and fast to implement. Parsaie et al. (2018a) applied ANN, SVM and ANFIS models to predict the $C_d$ of a weir-gate system. Performance evaluation of the three models showed that the SVM model had the best performance ($R^2 = 0.94$ and RMSE = 0.008). Bonakdari et al. (2020) employed gene expression programming (GEP) in predicting the $C_d$ of the triangular labyrinth weir and concluded that the proposed method is better than the nearest-living-relative (NLR) method for predicting the $C_d$. Gene expression programming (GEP) is a learning algorithm to find out the relationship between inputs and output of the unknown system. The main advantage of GEP is in realizing the system inter-relationship by a clear mathematical equation that needs to identify a set of pre-defined mathematical operators. Shafiei et al. (2020) applied the ANFIS-FFA method to obtain the $C_d$ of the labyrinth weirs. A comparison of ANFIS-FFA model results with the ANFIS model showed that the proposed model has a good performance in predicting the $C_d$. The firefly algorithm (FFA), which is used together with ANFIS in the study, is a swarm-based meta-heuristic algorithm that mimics the flashing light behavior of fireflies. The algorithm works by mimicking how attracted a firefly is by the flashing light of any other firefly. According to the fireflies’ behavior, attractiveness is specified by the brightness of the flashing light and its distance, which is the foundation of the technique.

According to the above-mentioned studies, different methods of artificial intelligence have been employed as appropriate optimization or simulation tools to determine the $C_d$ of these weirs. In this paper, a hybrid predictive model based on SVR and improved self-adaptive evolutionary optimization algorithm (ISADE) is proposed to study the effect of geometric parameters on the $C_d$ of the sharp-crested W-planform labyrinth weir. The proposed method was evaluated with six different combinations of the effective parameters to determine the most appropriate combination. To train and test the proposed hybrid ISADE-SVR model, the experimental studies of Kumar et al. (2012) and Ghodsian (2009) have been used. Also, the results of the ISADE-SVR method are compared with the previous findings.
The remaining parts are organized as follows. Problem Definition defines the problem that this paper is focused on. Methodology describes the proposed methodology. The experiments are given in the fourth section. Discussion of results is provided in the fifth section. Finally, the sixth section concludes the paper and lists some future interesting directions.

**PROBLEM DEFINITION**

The purpose of determining the $C_d$ is to investigate the performance of the weir by estimating the flow characteristics passing over the weir. The $C_d$ of the W-planform labyrinth weir is a function of six basic parameters, which are: upstream total head of flow ($H$), effective length of weir ($L_e$), weir height ($P$), weir width ($W$), vertex angle ($\theta$) and flow depth ($y$).

The following equation is used to calculate $C_d$ in labyrinth weirs (Bagheri & Heidarpour 2010):

$$Q = \frac{2}{3} C_d \sqrt{2gL_e W H^1.5}$$

(1)

The discharge coefficient of the W-planform weir formula and its effective parameters can be given by Equation (2):

$$C_d = f(H, W_{mc}, W_c, L_w, L_e, P, g, \sigma, \mu, \rho)$$

(2)

where $W_{mc}$ is the main channel width, $W_c$ is the width of one cycle of the weir, $L_w$ is the total length of the weir, $L_e$ is the length of the one cycle, $g$ indicates the acceleration effected by gravity, $\sigma$ is the surface tension, $\mu$ is the dynamic viscosity of the fluid and $\rho$ is the specific mass. Using the dimensional analysis for discharge coefficient, the functional relationship as Equation (3) is derived; as the flow over the weir is turbulent, the Reynolds number and Weber number can be omitted (Gupta et al. 2015):

$$C_d = f\left(\frac{H}{P}, \frac{L_w}{W_{mc}}, \frac{L_e}{W_c}, \frac{L_w}{W_c}, \frac{H}{W_c}\right)$$

(3)

**METHODOLOGY**

**Support vector regression**

Support vector regression (SVR) is a supervised machine-learning method equipped with association learning algorithms (Cortes & Vapnic 1995; Drucker et al. 1997; Zaji et al. 2016). The main principle behind the SVR is the same as that of SVM. For a dataset $D = \{O_i, y_i\}_{i=1}^N$, where $N$ indicates the number of data objects, $O_i = \{a_{i1}, a_{i2}, \ldots, a_{im}\}$ is a defined $m$-dimensional data object and $y_i$ is the label that is assigned to $O_i$. In the SVR algorithm, each data object $O_i \in D$ is considered as a point in $m$-dimensional space. The goal is to create a prediction model using some training data to separate data objects through finding a hyperplane that differentiates the data objects into some separate groups. This hyperplane is calculated based on a few data points, known as support vectors. In other words, SVR aims to maximize the minimum distance of data points from a separator hyperplane by solving the following equation:

$$f(o) = \sum_{i=1}^{N} (a_i - a_i^o) K(o, o_i) + b$$

(4)

where $K(o, o_i)$ denotes the kernel function, which is computed by multiplying the two inner vectors $o$ and $o_i$ in the feature space $\phi(o)$ and $\phi(o_i)$, respectively. Three well-known kernel functions are the radial basis function (RBF), sigmoid, and polynomial basis function. In this paper, the RBF kernel function is used in the SVR due to its high performance and easy configuration compared with other kernel functions. The precise tuning of $C$, $\gamma$ and $\varepsilon$ is an important task to increase the prediction performance of the SVR with RBF kernel. To optimize these parameters, we introduced the ISaDE algorithm, which is described in the next section.

**Self-adaptive differential evolution algorithm**

Self-adaptive differential evolution (SaDE) is a well-known iterative optimization algorithm (Brest et al. 2006). SaDE is an evolutionary and multi-agent algorithm, in which each agent updates its position by the three operators of selection, mutation, and crossover. The flowchart of the SaDE algorithm is shown in Figure 2.

For an $m$-dimensional optimization problem, the initial population is an $N_{pop} \times m$ matrix defined as follows:

$$P = [X_1, X_2, \ldots, X_{N_{pop}}]^T$$

(5)

where each individual $X_i \in P$ is an $m$-dimensional vector defined as follows:

$$X_i = [x_{i1}, x_{i2}, \ldots, x_{im}]$$

(6)
In the mutation step, a mutant individual $M_i$ is produced for $X_i$ as follows:

$$M_i = X_{r_1} + F_i (X_{r_2} - X_{r_3}), \quad \text{where } i \neq r_1 \neq r_2 \neq r_3$$

in which $r_1, r_2, r_3 \in [1, N_{\text{pop}}]$ are random numbers used for identifying individuals that take part in mutation, and $F \in [0, 1]$ indicates a real number that adjusts the amplification of the difference between $X_{r_2}$ and $X_{r_3}$. In standard SaDE, $F_i$ is defined as

$$F_i = \begin{cases} F_{i_{\text{lo}}} + \zeta \times F_{i_{\text{hi}}} & \text{if } \zeta < \Delta_1 \\ F_i & \text{otherwise} \end{cases}$$

where $\zeta \in [0, 1]$ is a uniform random variable, and $\Delta_1$ is a probability value adjusting the control factor $F$. In the simulations, $F_{i_{\text{lo}}} = 0.1$, $F_{i_{\text{hi}}} = 0.9$, and $\Delta_1 = 0.1$. $F$ is a random value in the range $[0, 1]$.

**Crossover**

In the crossover phase, for each individual $X_i$, the algorithm computes a trial vector $T_i$, defined as follows:

$$T_i = [t_{i,1}, t_{i,2}, \ldots, t_{i,D}]$$

where $t_{ij} \in T_i$ is defined as

$$t_{ij} = \begin{cases} m_{ij} & \text{if } r(j) \leq CR \text{ or } j = m(i) \\ x_{ij} & \text{if } r(j) > CR \text{ or } j \neq m(i) \end{cases}$$

in which $r(j) \in [0, 1]$ is a uniform random variable, and $m(i) \in [1, D]$ is a random variable guarantee that $T_i$ gets at least one element from vector $M_i$. $CR \in [0, 1]$ indicates the crossover constant, which is defined as

$$CR_i = \begin{cases} \zeta_3 & \text{if } \zeta_4 < \Delta_2 \\ CR_i & \text{otherwise} \end{cases}$$

where $\zeta_3$ is a uniform random variable in the interval $[0, 1]$, and $\Delta_2$ is a probability value adjusting the crossover constant $CR$. In the simulations, $\Delta_2$ is set to 0.1.

**Selection**

To obtain the next generation, each individual $X_i$ is updated as follows:

$$X_i^{g+1} = \begin{cases} T_i & \text{if } f(T_i) > f(X_i) \\ X_i & \text{otherwise} \end{cases}$$

If the trial vector $T_i$ obtains a better fitness than $X_i$, then $X_i$ is set to $T_i$; otherwise the old value $X_i$ is maintained.

**Improved SaDE (ISaDE)**

As mutation controls the algorithm exploration, it is the core operator of SaDE. Improving this parameter increases the algorithm search capability. In this study, an improved version of the mutation operator is proposed to improve the
optimization ability of standard SaDE. The new algorithm is named the improved SaDE (ISaDE) algorithm. The rest of the parts are the same as in the original SaDE algorithm except for a mutation phase which is introduced here. The result is much easier to implement compared with other extensions of the SaDE algorithm.

The new mutation operator is defined as follows:

\[
M_i = X_{c_1} + \left( X_{c_2} - X_{c_3} \right) \times 3e^{-\left( \frac{k}{I} \right)^2},
\]

where \(i \neq c_1 \neq c_2 \neq c_3\) (13)

in which \(k\) is the current iteration, and \(I\) is the maximum number of iterations; \(c_i\) is the \(i\)th chaotic variable generated based on the Logistic chaotic map. The reason for using a Logistic map is that it shows good chaotic characteristics, represents better randomness than other maps, and helps the algorithm to explore the points that are scattered around the search space as far as possible. The variable \(c_i\) is computed as follows:

\[
c_i^{k+1} = ac_i^k (1 - c_i^k)
\]

where \(a\) is a scaler value, \(c_i^k\) is the \(k\)th chaotic number in the chaotic sequence, and \(k\) is the index of the chaotic sequence. The initial value of \(c_i^0\) is in the range of \((0, 1)\), provided that \(c_i^0 \notin \{0, 0.25, 0.5, 0.75, 1\}\). In this work, \(a = 4\) is used. Equation (14) increases the exploration power of the algorithm such that different points of the search space are explored. The crossover and selection operators are left without change. Figure 3 illustrates the flowchart of the ISaDE algorithm.

The proposed ISaDE-SVR method

As mentioned before, the prediction performance of the SVR with RBF kernel is highly dependent on the three parameters \(C, \gamma,\) and \(\varepsilon\). In other words, selection of optimal values for these parameters improves the speed of training and increases the performance of classification as well. To find the optimal values of the parameters and optimum feature selection, we used the ISaDE optimization algorithm. Figure 4 shows the proposed ISaDE-SVR approach for SVM parameter selection and feature extraction. This algorithm provides a better training effect and improves the prediction accuracy.

A detailed description of the ISaDE-SVR follows.

Generate initial population

Since the feature subset selection and the SVR’s parameter optimization should be addressed simultaneously, each candidate solution in the population is composed of a feature permutation and parameter combination, as follows

\[
X_i = \{p_1, p_2, p_3, f_1, f_2, \ldots, f_6\}
\]

where \(p_1, p_2, p_3\) are float numbers, which are candidate values for the three parameters \(C, \sigma,\) and \(\varepsilon\). These values are generated randomly. The range of values for \(p_1\) is \([0, 100]\), and for \(p_2\) and \(p_3\) it is \([0, 1]\). Each feature \(f_i\) is a
binary variable and its value is 1 when it is considered in the model, and 0 when the feature is ignored.

Computing the fitness function

The fitness of each solution is evaluated using the mean squared error (MSE) of five-fold cross-validation for the SVR. The fitness function is defined as

\[
f(x) = \frac{1}{n} \sum_{i=1}^{n} (\hat{X}_i - X_i)^2
\]  

where \(X_i\) is the observed value, \(\hat{X}_i\) is the predicted value, and \(n\) is the total number of data in the dataset.

The individual with a smaller value of MSE is more preferable. The idea behind using the cross-validation strategy is to prevent under-fitting or over-fitting effects in the ISaDE-SVR approach. In \(n\)-fold cross validation, the training set is divided into \(n\) equal subsets. At each iteration, one of the subsets is taken as the testing set in turn, and \(n-1\) subsets are considered as training sets in the SVR method, then the above procedure is iterated until each subset is validated once.

Until the termination conditions are met, three operators including mutation, crossover and selection are iteratively carried out to update the population.

EXPERIMENT AND DISCUSSION

Evaluation of ISaDE algorithm

To evaluate the performance of the proposed ISaDE algorithm, 14 test problems were used. These functions include nine unimodal and four multimodal functions. Table 1 lists the characteristics of the benchmark problems. A detailed description of the test functions is available in Civicioglu (2013) and Karaboga & Akay (2009).

The ISaDE algorithm is compared with five algorithms including particle swarm optimization (PSO) (Vesterstrom & Thomsen 2004), artificial bee colony (ABC) (Karaboga & Basturk 2007), SaDE (Civicioglu 2013), grey wolf optimization (GWO) (Mirjalili et al. 2014), and salp swarm optimization (SSA) (Mirjalili et al. 2017). The PSO algorithm simulates the swarm intelligence behavior of bird flocking and schooling in nature. In every iteration of PSO, the positions of search agents are updated using the local best knowledge found by each agent and the global knowledge found by the swarm. The ABC simulates the cooperation among honey bees in finding food sources. SaDE is an extension of the differential evolution algorithm that utilizes a self-adaptive approach to tune the parameters. The GWO algorithm simulates the hunting behavior of grey wolves. In GWO, there are four kinds of wolves: alpha, beta, delta and omega. The algorithm updates the positions of the wolves using three main operators: finding prey, encircling prey and attacking prey. These operators hopefully cause the greys to converge to the global optimum point in solution space. The SSA algorithm mimics the swarming mechanism of salps in foraging and navigating in
Table 1 | Test functions used in the test

| Function   | Formulation                                                                 | Dimension | Range           | Minimum |
|------------|-----------------------------------------------------------------------------|-----------|-----------------|---------|
| Easom      | $f_1(x) = -\cos(x_1)\cos(x_2)\exp(-((x_1-\pi)^2 + (x_2-\pi)^2))$            | 2         | $[-100, 100]$   | -1      |
|            | $f_2(x) = 100(x_1^2 - x_2^2) + (x_1 - 1)^2 + (x_2 - 1)^2 + 90(x_2^2 - x_2)$ |           |                 |         |
|            | $f_3(x) = 10.1((x_2 - 1)^2 + (x_4 - 1)^2) + 19.8(x_2 - 1)(x_4 - 1)$          | 4         | $[-10, 10]$     | 0       |
| Beale      | $f_5(x) = (1.5 - x_1 + x_1x_2)^2 + (2.25 - x_1 + x_1x_2)^2 + (2.625 - x_1 + x_1x_2)^2$ | 5         | $[-4.5, 4.5]$   | 0       |
| Trid 6     | $f_6(x) = \sum_{i=1}^n (x_i - 1)^2 - \sum_{i=1}^n x_i x_{i-1}$             | 6         | $[-36, 36]$     | -50     |
| Quartic    | $f_7(x) = \sum_{i=1}^n x_i^2 + \text{random}[0, 1]$                        | 30        | $[-1.28, 1.28]$ | 0       |
| Zakharov   | $f_8(x) = \sum_{i=1}^n x_i^2 + (\sum_{i=1}^n 0.5ix_i^2) + (\sum_{i=1}^n 0.5ix_i)^4$ | 10        | $[-5, 10]$     | 0       |
| Powell     | $f_9(x) = \sum_{i=1}^n x_i^2 + (\sum_{i=1}^n 0.5ix_i^2) + (\sum_{i=1}^n 0.5ix_i)^4$ | 24        | $[-4, 5]$      | 0       |
| Schwefel 2.22 | $f_{10}(x) = \sum_{i=1}^n |x_i| + \prod_{i=1}^n |x_i|$                 | 30        | $[-10, 10]$    | 0       |
| Rosenbrock | $f_{11}(x) = \sum_{i=1}^n [100(x_i - x_i)^2 + (x_i - 1)^2]$                | 30        | $[-30, 30]$    | 0       |
| Michalewicz10 | $f_{12}(x) = -\sum_{i=1}^n \sin(x_i)\sin((ix_i^2/\pi)^m)$, $m = 10$       | 10        | $[0, \pi]$     | -9.66   |
|            | $f_{13}(x) = \sum_{i=1}^n (A_i - B_i)^2$                                   |           |                 |         |
| FletcherPowell 10 | $A_i = \sum_{j=1}^n (a_{ij}\sin a_j + b_{ij}\cos a_j)$                 | 10        | $[-\pi, \pi]$  | 0       |
|            | $B_i = \sum_{j=1}^n (a_{ij}\sin x_j + b_{ij}\cos x_j)$                    |           |                 |         |
| Rastrigin  | $f_{14}(x) = 10n + \sum_{i=1}^n (x_i^2 - 10\cos(2\pi x_i))$                | 30        | $[-5.12, 5.12]$ | 0       |
| Griewank   | $f_{15}(x) = \frac{1}{4000}\left(\sum_{i=1}^n x_i^2\right) - \left(\prod_{i=1}^n \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1\right)$ | 30        | $[-600, 600]$  | 0       |
| Ackley     | $f_{16}(x) = -20\exp\left(-0.2\sqrt{\sum_{i=1}^n x_i^2}\right) - \exp\left(\sum_{i=1}^n \cos(2\pi x_i)\right) + 20 + e$ | 30        | $[-32, 32]$    | 0       |

Oceans. This algorithm updates the positions of salps using their local and global knowledge. Table 2 shows the multi-problem-based pairwise comparison among the algorithms using the Wilcoxon signed-rank test (Derrac et al. 2011). The comparison is performed based on the mean cost values obtained over 30 simulation runs. This test is considered to statistically evaluate the performance of the algorithm when solving several benchmark functions. The results testify that the ISaDE is more successful than its counterparts in converging to the global optimum of the benchmark functions, with a significance value $\alpha = 0.05$. Overall, the ISaDE outperforms the other algorithms in terms of convergence rate and solution quality. Due to the excellent performance of the ISaDE in solving numerical optimization problems, we used it to predict the discharge coefficient of labyrinth weirs.

Table 2 | Multi-problem-based statistical pairwise comparison of ISaDE and comparison algorithms using two-sided Wilcoxon signed-rank test ($\alpha = 0.05$)

| Comparison      | $T_+$ | $T_-$ | $p$-value | Winner |
|-----------------|-------|-------|-----------|--------|
| ISaDE vs PSO    | 57    | 9     | 0.03318   | ISaDE  |
| ISaDE vs ABC    | 76    | 15    | 0.03138   | ISaDE  |
| ISaDE vs SaDE   | 21    | 0     | N/A       | ISaDE  |
| ISaDE vs GWO    | 40    | 5     | 0.02202   | ISaDE  |
| ISaDE vs SSA    | 96    | 9     | 0.00634   | ISaDE  |
Benchmark

To examine the capabilities of the proposed method in predicting the $C_d$ of sharp-crested W-planform weirs, Kumar et al. (2012) and Ghodsian (2009) are used. This dataset contains 223 records, each one consisting of possible values for six hydraulic and geometric parameters of the weir and a measured value for $C_d$. This dataset was gathered in a horizontal rectangular tilting flume made of glass walls with a width of 0.245 m, length of 5.360 m, and a depth of 0.450 m. The sharp-crested W-planform labyrinth weirs were placed 5.150 m away from the flume entrance. The experiments were done with a wide range of W-planform weir parameters including the total length of the weir ($L_{w}$), length of one cycle of the weir ($L_{c}$), the width of one cycle of the weir ($W_{c}$), vertex angle ($\theta$) and flow depth ($y$). The schematic of the flume and the position of the weir used in the experiments are shown in Figure 5. The parameters of the dataset are given in Table 3. We split the dataset into two sets: training and test set. The number of 180 records is randomly selected to be in the training set and the remainder form the test set.

![Figure 5 | Schematic of experimental setup (Kumar et al. 2012).](http://iwaponline.com/ws/article-pdf/21/7/3459/960753/ws021073459.pdf)

**Table 3 | Range of data in the experiments**

| Parameter | Description | Min     | Max     | Avg     | STDEV |
|-----------|-------------|---------|---------|---------|-------|
| $W_{mc}$  | Channel width (m) | 0.245   | 0.300   | 0.271   | 0.019 |
| $W_{c}$   | Cycle width (m)   | 0.123   | 0.280   | 0.213   | 0.075 |
| $L_{w}$   | Weir length (m)   | 0.245   | 1.200   | 0.475   | 0.282 |
| $L_{c}$   | Cycle length (m)  | 0.123   | 1.082   | 0.373   | 0.263 |
| $P$       | Weir height (m)   | 0.092   | 0.170   | 0.110   | 0.024 |
| $H$       | Total head (m)    | 0.007   | 0.145   | 0.046   | 0.024 |
| $C_d$     | Discharge Coefficient (--) | 0.148   | 0.906   | 0.595   | 0.172 |

**Input parameters**

To investigate the most appropriate input parameters, six different input combinations were evaluated. To select the most effective input parameters, first, all input parameters are considered for the development of the ISaDE-SVR model and then one of the input parameters is removed from the inputs and the model is re-trained and tested with the same structure. Table 4 presents the different input combinations. The input parameters are non-dimensional ones that have been used in several other investigations (Parsaie & Haghiabi 2017; Haghiabi et al. 2018; Haghiabi et al. 2019).

**Performance criteria**

Statistical criteria of correlation coefficient ($R^2$), root mean square error (RMSE), mean absolute percentage error (MAPE) and averaged absolute deviation ($\bar{\delta}$) were used to evaluate the efficiency of the proposed method along with other models. RMSE computes the model error at the same scale as the output parameters, but MAPE and $\bar{\delta}$ compute the non-dimensional error of the model. These criteria are defined as follows:

\[
R^2 = \frac{\sum_{i=1}^{n} (e_i - \bar{e})(p_i - \bar{p})^2}{\sum_{i=1}^{n} (e_i - \bar{e})^2 \sum_{i=1}^{n} (p_i - \bar{p})^2}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (e_i - p_i)^2}
\]

**Table 4 | Input scenario**

| Model | Input combinations | Absent |
|-------|--------------------|--------|
| $\Pi_1$ | $H/P, L_{w}/W_{mc}, L_{c}/W_{c}, L_{w}/W_{c}, H/W_{c}$ | $-$ |
| $\Pi_2$ | $H/P, L_{w}/W_{mc}, L_{c}/W_{c}, H/W_{c}$ | $L_{w}/W_{c}$ |
| $\Pi_3$ | $L_{w}/W_{mc}, L_{c}/W_{c}, H/W_{c}$ | $H/P$ |
| $\Pi_4$ | $H/P, L_{c}/W_{c}, H/W_{c}$ | $L_{w}/W_{mc}, L_{w}/W_{c}$ |
| $\Pi_5$ | $H/P, L_{w}/W_{mc}, H/W_{c}$ | $L_{c}/W_{c}, L_{w}/W_{c}$ |
| $\Pi_6$ | $H/P, L_{w}/W_{mc}, L_{c}/W_{c}$ | $L_{w}/W_{c}, H/W_{c}$ |
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Table 5 | Performance evaluation of the ISaDE-SVR method for different input combinations

| Model | Train  | Test  | SVM parameters |
|-------|--------|-------|----------------|
|       | $R^2$ | RMSE | MAPE | $\delta$ | $R^2$ | RMSE | MAPE | $\delta$ | C | $\varepsilon$ | $\gamma$ |
| $\Pi_1$ | 0.884 | 0.009 | 1.202 | 1.290 | 0.845 | 0.011 | 1.343 | 1.352 | 100 | 0.5 | 1 |
| $\Pi_2$ | 0.991 | 0.006 | 0.802 | 0.810 | 0.972 | 0.007 | 0.879 | 0.880 | 10 | 1 | 1 |
| $\Pi_3$ | 0.834 | 0.011 | 1.225 | 1.150 | 0.825 | 0.013 | 1.324 | 1.162 | 10 | 0.5 | 1 |
| $\Pi_4$ | 0.980 | 0.008 | 0.920 | 0.941 | 0.965 | 0.009 | 0.963 | 1.102 | 10 | 1 | 1 |
| $\Pi_5$ | 0.778 | 0.014 | 1.403 | 1.221 | 0.759 | 0.016 | 1.530 | 1.422 | 100 | 0.5 | 1 |
| $\Pi_6$ | 0.996 | 0.005 | 0.521 | 0.792 | 0.982 | 0.006 | 0.612 | 0.843 | 10 | 1 | 1 |

Figure 6 | Comparison of observed $C_d$ and the predicted $C_d$ obtained by SVR on the training stage.
**RESULTS**

**Investigating the effect of input scenarios**

The performance of the proposed hybrid method was performed with six different input scenarios to obtain the $C_d$ of the W-planform weir. Table 5 presents the performance of the ISaDE-SVR method with the different input combinations and the optimized parameters of the SVR.

In ISaDE-SVR, the $\Pi_6$ model, which includes the most effective geometric parameters ($H/P$, $L_{w}/W_{mc}$, $\cdots$), $\cdots$,
$L_c/W_c)$, has the best results with $R^2 = 0.982$ and RMSE = 0.006 in the testing stage. As shown in Table 5, after model $\Pi_6$, models $\Pi_2$ and $\Pi_4$, which include the $(H/W_c)$ parameter in addition to the mentioned geometric parameters, have surprisingly appropriate and satisfactory results. However, their results are significantly weaker than the $\Pi_6$ model.

Figures 6–9 show the scatterplot of the proposed method for the $\Pi_6$ model in the training and testing stages. As indicated in these figures, by using the input combinations as $\Pi_6$, the performance of the ISaDE-SVR model is very close to the observed values. It can be concluded that the ISaDE-SVR method performs properly in predicting the $C_d$ of W-planform weirs.

The numerical results obtained by the proposed method and SVR method for the $\Pi_6$ combination are given in the training and testing stages based on the performance criteria in Tables 6 and 7.

![Scatterplot of the proposed method for the $\Pi_6$ model in the training and testing stages.](image)

**Figure 8** | Comparison of observed $C_d$ and the predicted $C_d$ obtained by SVR on the test stage.
In general, according to the results presented in Figures 6–9, and Tables 6 and 7, the capability of the proposed hybrid method is appropriate for predicting the $C_d$ of W-planform weirs.

**Figure 9** Comparison of observed $C_d$ and the predicted $C_d$ obtained by ISaDE-SVR on the test stage.

**Table 6** Performance of proposed methods in the training dataset

| Method   | $R^2$ | RMSE | MAPE | $\delta$ |
|----------|-------|------|------|----------|
| SVR      | 0.978 | 0.008| 0.745| 0.985    |
| ISaDE-SVR| 0.996 | 0.005| 0.521| 0.792    |

**Table 7** Performance of proposed methods in the test dataset

| Method   | $R^2$ | RMSE | MAPE | $\delta$ |
|----------|-------|------|------|----------|
| SVR      | 0.967 | 0.009| 0.802| 1.120    |
| ISaDE-SVR| 0.982 | 0.006| 0.612| 0.843    |
Figure 10 | The histogram of $\Omega$ index versus the $C_d$. 
To further examine the results of the ISaDE-SVR method, the $\Omega$ index was defined as the ratio of the predicted $C_d$ to the observed values to compare the accuracy of the results. This index helps to recognize the behavior of the models in overestimation or underestimation of the $C_d$. The proximity of the $\Omega$ index to unity indicates the acceptable performance of the proposed method compared with other methods. The histogram of $\Omega$ is plotted for the different input models in Figure 10.

The maximum, minimum, and average values of the $\Omega$ index for the six models are presented in Table 8. Among all the six models, the largest value of the $\Omega$ index is obtained for model $\Pi_5$. Therefore, models $\Pi_2$, $\Pi_4$, and $\Pi_6$ predict the discharge coefficient close to the observed values compared with the other combinations. The $H/P$, $L_w/W_{mc}$, and $L_c/W_c$ parameters were found to be the most effective parameters in the estimation of $C_d$.

Comparison of the results of ISaDE-SVR with previous studies

Given that limited studies have predicted the $C_d$ of W-planform weirs using soft computing techniques, in this section, the results of the ISaDE-SVR model with the input combination of $\Pi_6$ are compared with the prior studies of Haghiabi et al. (2017) and Haghiabi et al. (2019). Figure 11 and Table 9 show a comparison of the proposed method with the results of other mentioned studies. They show that the ISaDE-SVR method has a better performance with $R^2$ of 0.982 compared with ANFIS and GMDH models with $R^2$ of 0.97 and 0.94, respectively. The superiority of the proposed model over the others originates from two sources. The first reason is related to the good performance of the algorithms of the ISaDE and SVR models in recognition of the weight of each effective parameter, and the second reason is that the proposed model enjoys the benefits of both ISaDE and SVR models due to the hybrid property of the model.

**Table 8** | Maximum, minimum and average for the six input combination models

| Model | $\Omega_{max}$ | $\Omega_{min}$ | $\Omega_{ave}$ |
|-------|----------------|----------------|---------------|
| $\Pi_1$ | 1.021 | 0.881 | 0.980 |
| $\Pi_2$ | 1.023 | 0.906 | 0.999 |
| $\Pi_3$ | 1.019 | 0.889 | 0.978 |
| $\Pi_4$ | 1.012 | 0.901 | 0.990 |
| $\Pi_5$ | 1.128 | 0.822 | 1.003 |
| $\Pi_6$ | 1.022 | 0.903 | 0.999 |

**Table 9** | Evaluation of the performance of the ISaDE-SVR method and counterpart methods

| Model | $R^2$ | RMSE | MAPE | $\delta$ |
|-------|-------|------|------|---------|
| GMDH  | 0.946 | 0.055 | –    | –       |
| ANFIS | 0.970 | 0.045 | –    | –       |
| SVR   | 0.967 | 0.009 | 0.802 | 1.120   |
| ISaDE-SVR | **0.982** | **0.006** | **0.612** | **0.843** |

**CONCLUSION**

In this study, a novel hybrid ISaDE method, namely ISaDE-SVR, was used to predict the $C_d$ of W-planform weirs. For this purpose, six models were introduced by combining...
different effective input parameters to predict the $C_d$. Then, by analyzing the computational results, the superior model was determined. This model predicted the $C_d$ in terms of the ratio of total head over weir crest to the weir height ($H/P$), the ratio of the total length of the weir to the main channel width ($L_w/W_m$), and the ratio of the length of one cycle to the main channel width ($L_c/W_c$). Also, the $H/P$ parameter was the most important input parameter in predicting the $C_d$ of the W-planform weir using the proposed method. The results indicate that the proposed ISaDE-SVR model performs more efficiently than other previous studies. The capabilities of both algorithms of ISaDE and SVR models in recognition of the weight of each effective parameter and the combination of these capabilities in the proposed hybrid model are the reasons for the good performance of the model against the others. ISaDE-SVR does need parameter setting and it is a fast convergence algorithm. It outperformed the counterpart algorithms in finding the discharge coefficient. However, the performance of ISaDE-SVR is far from ideal. Therefore, interesting future work is to combine the ISaDE algorithm with artificial neural networks and neuro-fuzzy models to improve the performance of $C_d$ prediction. Another search direction is to apply the ISaDE-SVR method on other optimization problems to evaluate its potential and disadvantages.
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