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ABSTRACT
We integrate sparse radar data into a monocular depth estimation model and introduce a novel preprocessing method for reducing the sparseness and limited field of view provided by radar. We explore the intrinsic error of different radar modalities and show our proposed method results in more data points with reduced error. We further propose a novel method for estimating dense depth maps from monocular 2D images and sparse radar measurements using deep learning based on the deep ordinal regression network by Fu et al. Radar data are integrated by first converting the sparse 2D points to a height-extended 3D measurement and then including it into the network using a late fusion approach. Experiments are conducted on the nuScenes dataset. Our experiments demonstrate state-of-the-art performance in both day and night scenes.
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1. INTRODUCTION
A deep understanding of the outdoor 3D scene geometry is crucial to empower autonomous vehicles. This requires a very precise depth map of the vehicle environment, which can be either detected by depth sensors such as lidar or estimated through stereo or monocular RGB images. While stereo depth estimation algorithms predict a pixel-wise disparity map based on a calibrated stereo pair of images, monocular depth estimation algorithms estimate depth from only a single (monocular) RGB image.

In recent years, the performance of depth estimation algorithms has significantly improved thanks to the development of deep neural networks for image-level feature retrieval and reconstruction. Many works have developed monocular depth estimation models [1, 2, 3, 4, 5, 6], leveraging different architectures and scales of features to improve the extracted representation and resulting in higher accuracy prediction. However, these monocular image-based approaches are limited by the lack of absolute depth information in a single RGB image and the ill-posed intrinsic character of the problem (an infinity of scenes could project to the same 2D image). Hence, many researchers [7, 8, 9] have integrated corresponding lidar data along with RGB images to compensate for the missing absolute depth information and to improve the performance.

Although lidar can add a lot of relevant information about the 3D scene, it is also known to be sensitive to weather conditions and high-resolution sensors are very expensive. Meanwhile, radar has been used for commercial and military purposes for decades because of its robustness to different outdoor conditions and relatively low cost. However, due to its inherent sparseness, noise and limited field of view, radar is absent from most recently developed depth estimation algorithms and datasets. Recently, a new autonomous driving dataset was released including sparse radar data: nuScenes [10]. This has allowed some recent works [11, 12] to conduct experiments and propose a depth estimation model with radar data integrated.

In this work, we propose a method fusing height-extended multi-frame radar data with RGB images and experiment with both early fusion and late fusion integration into a state-of-the-art monocular depth estimation algorithm DORN [3]. Through our experiments, we show (1) that enlarging the reach of sparse radar data by extending each point to a specific height improves the estimated depth accuracy, and (2) that depth estimation models, not designed for taking multi-modal input, can also benefit from sparse radar data.
with a proper fusion strategy and result in a superior prediction. Source code for our work is available online at https://github.com/lochenchou/DORN_radar.

2. RELATED WORK

2.1. Monocular depth estimation

Recently, many improved depth estimation models have been proposed, motivated by the success of deep neural networks in image understanding. Eigen et al. [1, 2] proposed a multi-scale network to retrieve local and global feature maps stage-wisely to refine estimated depth. Fu et al. [3] formulated depth learning as an ordinal regression problem (DORN) and showed faster convergence with ordinal regression loss. Lee et al. [4] proposed local planar modules to replace upsampling layers and reconstruct encoded feature maps back to full resolution depth. Aich et al. [5] introduced bidirectional attention modules that derive from neural machine translation to utilize local and global feature maps in CNN layers to filter out ambiguity. Qiao et al. [6] proposed a model to solve the inverse projection problem that jointly performs monocular depth estimation and video panoptic segmentation and restores a point cloud from image sequences.

2.2. Multi-Modal depth estimation

In addition to estimating depth from RGB images, many works exploit the information from different modalities to improve the accuracy of output prediction. Because low-resolution lidar is cheap and easy to get, several researchers have proposed algorithms based on fusing RGB with sparse lidar. Ma et al. [7] integrated randomly sampled sparse lidar data as an additional channel to RGB images as input to a deep encoder-decoder network and further developed a self-supervised version [8]. Compared with this early fusion strategy, Jaritz et al. [9] proposed a late fusion method to handle sparse lidar and RGB images and improved the depth completion while accomplishing semantic segmentation.

Radar has been used far more often than lidar as a sensing modality in practical military and aviation environments because of its robustness and cost. Lin et al. [11] conducted comprehensive experiments based on the depth completion network from [7], replacing lidar by radar data using different fusion strategies. Their results showed that the late fusion method, concatenating RGB and radar features after the encoder phase, has the best performance among all fusion methods. Siddiqui et al. [12] proposed integration of radar and a monocular depth estimation model with an early fusion approach, and showed slightly enhanced results on a synthetic dataset but no improvements on the nuScenes dataset.

We believe that the poor performance reported in [12] is caused by their early fusion method, directly inserting the noisy and sparse radar data as an extra channel in the input data. Therefore, we propose a different fusion approach, motivated by the late fusion method from [9, 11], as presented in Section 3.

3. METHOD

In this section, we first introduce preprocessing methods for sparse radar data and present our proposed network architecture. Implementation details are described in the final subsection.

3.1. Radar data preprocessing

Although radar is recorded in a similar point cloud format as lidar, three characteristics limit radar usage in depth estimation algorithms:

1. **Sparseness**: the typical number of projected radar points in an image plane is in the order of ten points while lidar sensors deliver up to tens of thousands of points in an image plane.

2. **Noise**: as radar sensing is performed by detecting reflected radio waves, the resulting depth measurements are typically noisier than with lidar measurements.

3. **Field of view**: the acquired radar data in the nuScenes dataset is only two-dimensional, which means that we only have radar depth measurements in a single plane (parallel to the ground plane).

For tackling the sparseness issue, we combine multiple frames of radar data into an image plane. For the limited vertical field of view, [13] demonstrated that the accuracy of their proposed object detection model is improved with height-extended radar depth. Therefore, we extend the height of given multi-frame radar points from a single fixed height of 0.5m to a range of 0.25m to 2m height. Although such extended height radar depth can compensate for the limited vertical field of view, it also introduces potential erroneous
3.2. Architecture

3.2.1. Deep ordinal regression network

Deep ordinal regression network, DORN [3], is one of the state-of-the-art monocular depth estimation models. As illustrated in Fig. 2, the blue part in the proposed architecture (DORN) consists of a ResNet-101 [14] module as a dense feature extractor, followed by a scene understanding module including an atrous spatial pyramid pooling module [15] paralleled with a full image encoder and two $1 \times 1$ convolutional layers to form the encoder part that converts an input image into a latent representation. For the decoder, the latent representation goes through a $1 \times 1$ convolutional layer to adjust the channel size first, and then an upsampling layer is applied to decode back to the input image size. The main difference of the DORN network as compared with other models is the regression method. The use of the ordinal regression loss turns the depth estimation from a standard regression problem into a classification problem. Additionally, ordinal regression loss also takes ordinal correlation in depth values into account, which makes the model converge faster with higher accuracy.

3.2.2. DORN with radar

Our goal is to integrate radar data into DORN, exploit the additional depth information and enhance the estimated depth especially under harsh weather conditions such as night scenes or rain scenes. We integrate the radar data with a late fusion manner as shown in Fig. 2. The dense feature extractor, ResNet-26, is randomly initialized and applied first to extract valuable features from the input sparse radar data. After adjusting the channel size by two $1 \times 1$ convolutional layers, the radar feature map is concatenated with the RGB feature map and forms a scene understanding representation. The feature map further goes through an upsampling layer and regresses with the ordinal regression loss.

### Table 1. Intrinsic error of raw and filtered radar data.

| modality | threshold | $\delta_1$ | RMSE | $\# \text{points}$ (%) |
|----------|-----------|------------|------|------------------------|
| radar$^1$ | -         | 0.433      | 22.829 | 205 (100)             |
|          | $\delta_2$ | 0.684      | 9.139 | 129.2 (61.8)           |
| radar$^2$ | -         | 0.505      | 17.502 | 4510 (100)            |
|          | $\delta_2$ | 0.715      | 7.468 | 3181.9 (69.9)          |

### Table 2. Comparison between different modalities and fusion methods (radar$^1$ for 5-frame radar; radar$^2$ for height-extended 5-frame radar).

| modality | fusion | $\delta_1$ | RMSE | AbsRel |
|----------|--------|------------|------|--------|
| RGB      | -      | 0.872      | 5.382 | 0.117  |
| RGB + radar$^1$ | early | 0.882      | 5.280 | 0.114  |
|          | late   | 0.884      | 5.222 | 0.107  |
| RGB + radar$^2$ | early | 0.881      | 5.345 | 0.115  |
|          | late   | 0.887      | 5.194 | 0.107  |

3.3. Implementation details

All the models we used in our experiments are implemented in a PyTorch [16] framework. To have a fair comparison, we used the same training settings for all experiments. The weights of ResNet-101 are initialized via the pretrained model on ILSVRC [17]. We apply polynomial decay with a starting learning rate of 0.0001 and a power rate of 0.9 as the learning strategy. Batch size is set to 3, and momentum and weight decay are set to 0.9 and 0.0005 respectively. The discretization method for the ordinal regression layer is spacing-increasing discretization and we set the depth interval to 80, with a valid depth range from 1m to 80m. The number of training epochs is set to 25. To speed up training, we downsample RGB images, lidar depth, and radar depth from the original size of $900 \times 1600$ to $450 \times 800$. As the upper region has no depth values available, we further crop the RGB images, lidar, and...
radar depth into a shape of $350 \times 800$, and use this as the training resolution. We accumulate the current radar frame with the previous 4 frames and extend each projected radar point to a height range of $0.25m$ to $2m$. The ground truth dense depth for training is interpolated from sparse lidar and RGB images via the colorization method [18], and evaluation metrics are calculated with the ground truth sparse lidar. The input RGB images are normalized with the mean and standard deviation from Imagenet. While training, we further use data augmentation for RGB images to improve the robustness as follows: gamma contrast in range $(0.9, 1.1)$; brightness adjustment in range $(0.9, 1.1)$; color adjustment in range $(0.9, 1.1)$; horizontal flipping with $0.5$ probability.

## 4. EXPERIMENTS

We introduce the nuScenes dataset first and then show the evaluation result based on our proposed method. The evaluation metrics we use are following previous works [11, 12].

### 4.1. Dataset

In our experiments, we make use of the recently released nuScenes dataset, a multi-modality autonomous driving dataset consisting of RGB images, sparse radar data, and 32-beam Velodyne lidar data. Scenes were captured in Boston and Singapore. nuScenes comprises 1000 driving scenes, each 20s long and fully annotated with 3D bounding boxes, in different locations and weather conditions. Among the 1000 scenes, 850 scenes are officially split as training set while the remaining 150 form the test set. We split the 850 training scenes in 765 training and 85 validation scenes, following the configuration in [11]. For the RGB images, we use the front camera only. In total, this results in 30731 training and 3418 validation pairs.

### 4.2. Intrinsic error of radar data

To show the effectiveness of extending the height of radar data, Table 1 demonstrates the intrinsic error calculated between projected radar depth and interpolated dense depth in training split. The average number of points of 5-frames radar is 215 with the intrinsic error of 0.350 for $\delta_1$ and 25.536 for RMSE. After extending the height, the average number of points increases with a factor of 22 and reaches 4510 points while the intrinsic $\delta_1$ and RMSE errors are better. Although extending the height could introduce noise, the overall intrinsic error is reduced. The same trend is visible after using $\delta_2$ as filter threshold, where the height-extended radar results in far more data points with lower error.

### 4.3. Overall comparison

In Table 2, we compare the performance of both radar formats and fusion methods. It can be seen that all four models integrating radar as input yield better performance than the baseline RGB model (in all metrics). Among all the radar models, the height-extended radar with the late fusion model gives the best performance. The trend is correlated to the intrinsic result in Table 1 that height-extended radar has more data points and less error. The late fusion method can also encode input radar into a better representation than early-fusion as also claimed in [11].

### 4.4. Comparison in different weather conditions

We further analyze the performance in day, night, and rain scenes with the baseline RGB model and the proposed late fusion with and without $\delta_2$ filtering on the height-extended radar in Table 3. The result in the first two rows indicates that additional radar depths boost all metrics in all scenes, where the night scene has the highest performance gain since RGB images do not provide much information in such situations. With further filtering input radar by $\delta_2$ threshold via the prediction of the model itself and finetuning, the filtered radar can bring extra improvements compared with a raw noisy radar. Fig. 3 shows the output prediction from RGB-only baseline and our proposed model with RGB and filtered radar as input in day, night, and rain scenes. It can be seen that the prediction from our proposed method using self-filtered radar depth has more detail than the baseline in both day and night scenes.

## 5. CONCLUSION

We have proposed a novel method for depth estimation from monocular RGB images and radar data. We combined height-extended multi-frame radar data with a monocular depth estimation model (DORN) comparing early and late fusion options. We have shown that a depth estimation model can benefit from a proper fusion method with preprocessed radar data. Our results demonstrated that the model could exploit radar information and enhance the prediction in day, night, and rain scenes.

Acknowledgements: This work was funded by a KU Leuven-Taiwan MOE Scholarship and Internal Funds KU Leuven.
6. REFERENCES

[1] David Eigen, Christian Puhrsch, and Rob Fergus, “Depth map prediction from a single image using a multi-scale deep network,” in Advances in Neural Information Processing Systems, Z. Ghahramani, M. Welling, C. Cortes, N. Lawrence, and K. Q. Weinberger, Eds. 2014, vol. 27, pp. 2366–2374, Curran Associates, Inc.

[2] D. Eigen and R. Fergus, “Predicting depth, surface normals and semantic labels with a common multi-scale convolutional architecture,” 2015 IEEE International Conference on Computer Vision (ICCV), pp. 2650–2658, 2015.

[3] Huan Fu, M. Gong, C. Wang, K. Batmanghelich, and D. Tao, “Deep ordinal regression network for monocular depth estimation,” 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 2002–2011, 2018.

[4] Jin Han Lee, Myung-Kyu Han, Dong Wook Ko, and Il Hong Suh, “From big to small: Multi-scale local planar guidance for monocular depth estimation,” arXiv preprint arXiv:1907.10326, 2019.

[5] Shubhra Aich, Jean M. Uwabeza Vianney, Md. Amirul Islam, Mannat Kaur, and Bingbing Liu, “Bidirectional attention network for monocular depth estimation,” ArXiv, vol. abs/2009.00743, 2020.

[6] Siyuan Qiao, Yukun Zhu, Hartwig Adam, Alan Yuille, and Liang-Chieh Chen, “Vip-deeplab: Learning visual perception with depth-aware video panoptic segmentation,” arXiv preprint arXiv:2012.05258, 2020.

[7] Fangchang Ma and S. Karaman, “Sparse-to-dense: Depth prediction from sparse depth samples and a single image,” 2018 IEEE International Conference on Robotics and Automation (ICRA), pp. 1–8, 2018.

[8] Fangchang Ma, G. Cavalheiro, and S. Karaman, “Self-supervised sparse-to-dense: Self-supervised depth completion from lidar and monocular camera,” 2019 International Conference on Robotics and Automation (ICRA), pp. 3288–3295, 2019.

[9] M. Jaritz, Raoul de Charette, É. Wirbel, Xavier Perrotton, and F. Nashashibi, “Sparse and dense data with cnns: Depth completion and semantic segmentation,” 2018 International Conference on 3D Vision (3DV), pp. 52–60, 2018.

[10] H. Caesar, Varun Bankiti, A. Lang, Sourabh Vora, Venice Erin Liong, Q. Xu, A. Krishnan, Yu Pan, Giancarlo Baldan, and Oscar Beijbom, “nuscenes: A multimodal dataset for autonomous driving,” 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pp. 11618–11628, 2020.

[11] Juan-Ting Lin, Dengxin Dai, and Luc Van Gool, “Depth Estimation from Monocular Images and Sparse Radar Data,” in IEEE International Conference on Intelligent Robots and Systems (IROS), 2020.

[12] Sadique Adnan Siddiqui, Axel Vierling, and K. Berns, “Multi-modal depth estimation using convolutional neural networks,” 2020 IEEE International Symposium on Safety, Security, and Rescue Robotics (SSRR), pp. 354–359, 2020.

[13] F. Nobis, Maximilian Geisslinger, M. Weber, Johannes Betz, and M. Lienkamp, “A deep learning-based radar and camera sensor fusion architecture for object detection,” 2019 Sensor Data Fusion: Trends, Solutions, Applications (SDF), pp. 1–7, 2019.

[14] Kaiming He, X. Zhang, Shaoqing Ren, and Jian Sun, “Deep residual learning for image recognition,” 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp. 770–778, 2016.

[15] Liang-Chieh Chen, G. Papandreou, I. Kokkinos, Kevin Murphy, and A. Yuille, “Deeplab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected crfs,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 40, pp. 834–848, 2018.

[16] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andres Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala, “Pytorch: An imperative style, high-performance deep learning library,” in Advances in Neural Information Processing Systems 32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett, Eds., pp. 8024–8035. Curran Associates, Inc., 2019.

[17] A. Roy and S. Todorovic, “Monocular depth estimation using neural regression forest,” in 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016, pp. 5506–5514.

[18] Anat Levin, Dani Lischinski, and Yair Weiss, “Colorization using optimization,” ACM Trans. Graph., vol. 23, no. 3, pp. 689–694, 2004.