Abstract
An intriguing new class of piecewise deterministic Markov processes (PDMPs) has recently been proposed as an alternative to Markov chain Monte Carlo (MCMC). We propose a new class of PDMPs termed Gibbs zig-zag samplers, which allow parameters to be updated in blocks with a zig-zag sampler applied to certain parameters and traditional MCMC-style updates to others. We demonstrate the flexibility of this framework on posterior sampling for logistic models with shrinkage priors for high-dimensional regression and random effects, and provide conditions for geometric ergodicity and the validity of a central limit theorem.
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1 Introduction
Despite alternative methods ranging from sequential Monte Carlo (Del Moral et al., 2006) to variational inference (Beal, 2003), Markov chain Monte Carlo (MCMC) methods remain the default approach among Bayesian statisticians and show no signs of diminishing in importance. The overwhelming majority of the literature on MCMC methods has focused on reversible Markov chains (that is, Markov chains which satisfy a detailed balance condition), typically constructed as instances of the Metropolis-Hastings (MH) algorithm (Metropolis et al., 1953; Hastings, 1970). This
includes MH samplers that obtain efficient joint proposals using gradient information, ranging from Hamiltonian Monte Carlo (HMC, Duane et al., 1987) to Metropolis-adjusted Langevin algorithms (Roberts and Tweedie, 1996). Likewise, this includes the Gibbs sampler (Geman and Geman, 1987) and generalizations that replace sampling parameters one at a time from their conditional posterior distributions with block updating using a broad class of MH steps.

Data sub-sampling has been explored as a way to speed up MCMC for large datasets (Welling and Teh, 2011; Maclaurin and Adams, 2015; Quiroz et al., 2018). Sub-samples are used to approximate transition probabilities and reduce bottlenecks in calculating likelihoods and gradients, with the current literature focusing mostly on modifications of the MH algorithm. A major drawback of these approaches is that it is typically difficult to create schemes which preserve the correct target distribution. While there has been work on quantifying the error for such approximate MCMC schemes (Pillai and Smith, 2014; Johndrow et al., 2015; Johndrow and Mattingly, 2017), it is in general difficult to do so. The pseudo-marginal approach of Andrieu and Roberts (2009) offers a potential solution, but it is generally impossible to obtain the required unbiased estimators of likelihoods using data sub-samples (Jacob and Thiery, 2015).

There is evidence to show that non-reversible MCMC methods can offer drastic increased sampling efficiency over reversible MCMC methods (Diaconis et al., 2000; Sun et al., 2010; Chen and Hwang, 2013; Rey-Bellet and Spiliopoulos, 2015). A recently popularized class of non-reversible stochastic processes that can be used to construct sampling algorithms (Peters, 2012; Vanetti et al., 2017; Fearnhead et al., 2018) are piecewise deterministic Markov processes (PDMPs). PDMPs follow a Markov jump process, where the process evolves deterministically according to some predefined dynamics in between jump events, with the event times being distributed according to a Poisson process. Examples of PDMPs include the bouncy particle sampler (BPS; Bouchard-Côté et al., 2018) and the zig-zag (ZZ) process (Bierkens et al., 2019a). Very interestingly, in contrast to traditional MH-based algorithms, PDMPs allow error-free sub-sampling of the data. This remarkable feature has been shown to hold for a wide range of PDMPs (Vanetti et al., 2017).

Although theoretically well-founded, PDMP approaches have not yet found widespread use in Bayesian statistics. A major reason for this is the fact that the application of these methods is in general not straightforward. The implementation of PDMPs requires the derivation of upper bounds for the gradient of the log posterior density. These upper bounds must be sufficiently tight for the sampling to remain efficient. While there have been attempts to automate the construction of such upper bounds (Pakman et al., 2017) as well as relax the need for upper bounds (Cotter et al., 2020), these lack theoretical guarantees for the exact preservation of the target measure and as such fall into a similar category as approximate MCMC schemes. An additional challenge is that the upper bounds typically deteriorate as the dimension of the parameter space increases, although this can be mitigated to a certain extent using non-uniform sub-sampling schemes (Sen et al., 2020).

In this article, we address the problem of increasing the versatility of PDMP-based sampling approaches by introducing a new framework which allows the inclusion of component-wise MCMC updates within a PDMP process. The main idea is to update blocks of components for which efficient upper bounds can be easily derived by a PDMP process, and update blocks of components for which such upper bounds are not easily available with a suitable MH scheme. This allows us to combine the versatility of traditional MCMC approaches with the advantages
of PDMPs in sampling problems. This is particularly relevant to Bayesian hierarchical models, where it is common for certain parameters to have conditional posteriors distributions that are easy to sample from via a Gibbs step, while other parameters can be efficiently updated using a PDMP. In order to keep the presentation simple and accessible, we focus our attention on the ZZ process in terms of PDMPs, and we refer to our framework as the Gibbs-zig-zag (GZZ) sampler/process. However, we remark that the proposed framework is generic and allows combining a wide class of PDMPs with block-wise MH updates, as presented in Appendix C.

The rest of the article is organised as follows. We begin with reviewing the ZZ process in Section 2. We present the GZZ sampler in Section 3. In particular, we discuss its construction in Section 3.1, present its application to posterior sampling from Bayesian hierarchical models in Section 3.2, and summarize its main ergodic properties in Section 3.3. Section 4 contains numerical examples for two different contexts related to logistic regression. Finally, Section 5 concludes. Proofs and additional details of sampling algorithms are deferred to the appendix.

2 The zig-zag sampler

We review the zig-zag (ZZ) process as introduced in Bierkens et al. (2019a) in this section. Consider the problem of sampling from a probability measure

\[ \pi(d\zeta) = \frac{1}{Z} \exp\{-U(\zeta)\}d\zeta, \]

where \( U \in C^2(\Omega_\zeta, \mathbb{R}) \) is a smooth potential function defined on \( \Omega_\zeta \subset \mathbb{R}^d \). For the remainder of this paper, we describe the ZZ sampler when \( \Omega_\zeta = \mathbb{R}^d \); however, \( \Omega_\zeta \) can be a strict subset of \( \mathbb{R}^d \) as well (Bierkens et al., 2018). The ZZ process \( \{\zeta(t), \theta(t)\}_{t \geq 0} \) is a piecewise deterministic continuous-time Markov process which lives on an augmented phase space \( \Omega_\zeta \times \{-1, 1\}^d \) and is constructed such that the process is ergodic with respect to the product measure \( \tilde{\pi}(d\zeta, \theta) = \pi(d\zeta)\mu(\theta) \), where \( \mu \) is the uniform measure on \( \{-1, 1\}^d \). The components \( \zeta(t) \) and \( \theta(t) \) are commonly referred to as the position and velocity of the process, respectively.

For a starting point \( \zeta^0 \) and initial velocity \( \theta^0 \), the ZZ process evolves deterministically as

\[ \zeta(t) = \zeta^0 + \theta^0 t, \quad \theta(t) = \theta^0. \]  

(1)

At random times \( (T^k)_{k \in \mathbb{N}} \), bouncing events occur which flip the sign of one component of the velocity \( \theta^{k-1} \). The process then evolves as equation (1) with the new velocity until the next change in velocity; that is,

\[ \zeta(T^k + s) = \zeta^k + \theta^k s, \quad \theta(T^k + s) = \theta^k, \]  

(2)

for \( s \in [0, T^{k+1} - T^k] \), where \( \theta^k = F_{I^k}(\theta^{k-1}) \), with random component index \( I^k \) as specified below and \( F_i \) denoting the operator which changes the sign of the \( i \)-th component of its argument, that is \( F_i : \{-1, 1\}^d \rightarrow \{-1, 1\}^d \) with \( \{F_i(\theta)\}_j = \theta_j \) if \( j \neq i \) and \(-\theta_j \) if \( j = i \). The random event times \( (T^k)_{k \in \mathbb{N}} \) correspond to arrival times of a non-homogeneous Poisson arrival process whose intensity function \( m(t) = \sum_{i=1}^d m_i(t) \) depends on the current phase space value of the process, that is, \( m_i(t) = \lambda_i\{\zeta(t), \theta(t)\} \) (\( i = 1, \ldots, d \)), where \( \lambda_1, \ldots, \lambda_d \) are referred to as rate
functions. The $k$-th waiting time $\tau^k = (T^{k+1} - T^k)$ of this arrival process is $\tau^k = \tau^k_{I^k}$ with $I^k = \arg\min_{i \in \{1, \ldots, d\}} \{\tau^k_i\}$, where $\tau^k_i (i = 1, \ldots, d)$ are random times whose densities are specified by the hazard rates $m^k_i(s) = \lambda_i \{\xi(T^k + s), \theta(T^k + s)\}$.

Let $(x)^+ = \max\{0, x\}$ denote the positive part of $x \in \mathbb{R}$. If the rate functions have the form

$$\lambda_i(\zeta, \theta) = \left\{ \theta_i \frac{\partial U(\zeta)}{\partial \zeta_i} \right\}^+ + \gamma_i(\zeta) \quad (i = 1, \ldots, d)$$

with $\gamma_i(\zeta) \geq 0$, this ensures that $\pi$ is an invariant measure of the process (Bierkens et al., 2019a), where $\zeta = (\zeta_1, \ldots, \zeta_d)$. The $\gamma_i$s are known as the refreshment rates. Slightly more restrictive conditions ensuring exponential convergence in law to the measure $\pi$ and the validity of a central limit theorem can be found in Bierkens and Duncan (2017) (see also Bierkens et al., 2019b).

In general, the integrals $\int_0^s m^k_i(r) \, dr$ of the rate functions $m^k_i(s)$ do not have a simple closed form, and thus the corresponding first arrival times $\tau^k_i$ cannot be sampled using a simple inverse transform. Instead, arrival times are usually sampled via a Poisson thinning step (Lewis and Shedler, 1979) as follows. Assume that we have continuous functions $M_i : \Omega \times \{-1, 1\}^d \times \mathbb{R}_+ \to \mathbb{R}_+$ such that $\lambda_i(\zeta + s\theta, \theta) \leq M_i(\zeta, \theta, s)$. Then

$$m^k_i(s) = \lambda_i(\zeta^k + s\theta^k, \theta^k) \leq M_i(\zeta^k, \theta^k, s) =: M^k_i(s) \quad (i = 1, \ldots, d; \ s \geq 0). \quad (3)$$

Let $\tau^k_1, \ldots, \tau^k_d$ be the first arrival times of Poisson processes with rates $M^k_i(s), \ldots, M^k_d(s)$, respectively. Let $I^k = \arg\min_{i \in \{1, \ldots, d\}} \{\tau^k_i\}$ denote the index of the smallest arrival time. Then, if

(i) $\zeta(t)$ is evolved according to equation (2) for time $s = \tau^k_{I^k}$, and

(ii) after time $\tau^k_{I^k}$ the sign of $\theta_{I^k}$ is flipped with probability $m^k_{I^0}(\tau^k_{I^k})/M^k_{I^k}(\tau^k_{I^k})$,

the resulting process can be shown to be a ZZ process with intensities $m_i(t) = \lambda_i \{\xi(t), \theta(t)\}$ $(i = 1, \ldots, d)$ (Bierkens et al., 2019a).

A particularly appealing feature of the ZZ sampler (and PDMPs in general) is that the Poisson thinning procedure can be modified in a way which allows replacing the partial derivatives of the potential function in computations of the event times of bounces by unbiased estimates without changing the invariant measure of the simulated ZZ process (Vanetti et al., 2017). The unbiased estimates can be obtained by sub-sampling of the data when observations are independent.

3 The Gibbs zig-zag sampler

3.1 Process description

In practice, derivation of tight upper bounds $M_i(t)$ as described in the previous section is often challenging. While using generalized sub-sampling schemes can help in improving the tightness of upper bounds in the setup of sub-sampling (Sen et al., 2020), the construction of upper bounds nonetheless remains a fundamental hurdle limiting the use of PDMPs in practice. In order to
simplify applications of the ZZ sampler, we introduce a novel extension which combines elements of Gibbs sampling with a PDMP framework.

Consider a decomposition of the parameter vector as

$$\zeta = (\xi, \alpha) \in \Omega_\xi \times \Omega_\alpha = \mathbb{R}^p \times \mathbb{R}^r,$$

where $d = (p + r)$, and let $\theta \in \{-1, 1\}^p =: \Omega_\theta$. The idea of the Gibbs zig-zag (GZZ) sampler is to combine updates of the component $\xi$ via a ZZ process, which for fixed value of $\alpha$ preserves the conditional measure

$$\pi(d\xi \mid \alpha) \propto \exp\{-U(\xi, \alpha)\} \, d\xi,$$

with conventional (Markov chain) Monte Carlo updates of the second component $\alpha$, which for given value of $\xi$ preserve the conditional measure

$$\pi(d\alpha \mid \xi) \propto \exp\{-U(\xi, \alpha)\} \, d\alpha.$$

These updates are combined in such a way that the resulting process is a PDMP which samples the target distribution $\pi$.

More precisely, let $L_{ZZ}$ denote the generator of the process which leaves the second component $\alpha$ constant while evolving the first component $\xi$ in the corresponding affine subspace according to a ZZ process with rate function

$$\tilde{m}_i(t, \alpha) = [\theta_i \partial_\xi U\{\xi(t), \alpha\}]^+ + \gamma_i\{\xi(t), \alpha\} \quad (i = 1, \ldots, p; \ t \geq 0); \quad (4)$$

we have used the shorthand notation $\partial_\xi U$ to denote $(\partial / \partial \xi_i)U$. The generator $L_{ZZ}$ takes the form of the differential operator

$$(L_{ZZ}f)(\xi, \alpha, \theta) = \sum_{i=1}^{p} \theta_i \partial_\xi f(\xi, \alpha, \theta) + \lambda_i(\xi, \alpha, \theta) [f\{\xi, \alpha, F_i(\theta)\} - f(\xi, \alpha, \theta)], \ f \in \mathcal{S},$$

when considered as an operator on the set of smooth test functions $\mathcal{S} = C^\infty(\Omega, \mathbb{R})$. Here and in the sequel, we consider $\Omega = \Omega_\xi \times \Omega_\alpha \times \Omega_\theta$ to be equipped with the product topology induced by the Euclidean norms on $\Omega_\xi$ and $\Omega_\alpha$, and the discrete topology on $\Omega_\theta$, so that a function $f : \Omega \to \mathbb{R}$ is continuous exactly if $f_\theta : (\xi, \alpha) \mapsto f(\xi, \alpha, \theta)$ is continuous for all $\theta \in \Omega_\theta$. Similarly, we consider the function $f$ to be differentiable if the partial derivatives $\partial_\xi f_\theta$ ($i = 1, \ldots, p$) and $\partial_\alpha f_\theta$ ($i = 1, \ldots, r$) are well defined for all $\theta \in \Omega_\theta$ and measurable if $f_\theta$ is Lebesgue measurable for all $\theta \in \Omega_\theta$; we have used the shorthands $\partial_\xi f_\theta$ and $\partial_\alpha f_\theta$ to denote $(\partial / \partial \xi_i) f_\theta$ and $(\partial / \partial \alpha_i) f_\theta$, respectively.

Let $Q$ be a Markov kernel which is such that for any $\xi \in \Omega_\xi$, the conditional measure $\pi(d\alpha \mid \xi)$ is preserved under the action of $Q$ in the sense that $\int Q\{(\xi, \alpha'), A\} \pi(d\alpha' \mid \xi) = \int 1_A(\alpha) \pi(d\alpha \mid \xi)$ for any measurable set $A \subset \Omega_\alpha$, where $1_A(\alpha)$ stands for the indicator function which is such that $1_A(\alpha) = 1$ if $\alpha \in A$ and zero otherwise. Let $(T^k)_{k \in \mathbb{N}}$ denote event times of a Poisson process with constant rate $\eta > 0$. The generator of the PDMP in $\Omega_\alpha$ which is constant in between event times
(\tilde{T}^k)_{k \in \mathbb{N}}$ and whose state is resampled from the Markov kernel $Q$ at event times takes the form $\eta \mathcal{L}_{\text{Gibbs}}$, where

$$
(\mathcal{L}_{\text{Gibbs}} f)(\xi, \alpha, \theta) = \int_{\Omega_\alpha} \{ f(\xi, \alpha', \theta) - f(\xi, \alpha, \theta) \} Q\{(\alpha, \xi), d\alpha'\}, \quad f \in \mathcal{S}.
$$

(5)

We obtain the GZZ process by superimposing the two processes described above; that is, we construct the GZZ process as the process whose generator is

$$
\mathcal{L}_{\text{GZZ}} = \mathcal{L}_{\text{ZZ}} + \eta \mathcal{L}_{\text{Gibbs}}.
$$

The corresponding process $\{\xi(t), \theta(t), \alpha(t)\}_{t \geq 0}$ is a PDMP whose trajectory is piecewise linear in $\xi$ and piecewise constant in $\alpha$. It follows from classical results on the simulation of non-homogeneous Poisson processes that the process can be simulated by generating skeleton points $\{(\xi^k, \theta^k, \alpha^k, T^k)\}_{k \in \mathbb{N}}$ according to Algorithm 1 below, which are then linearly interpolated as

$$
\xi(t) = \xi^k + \theta^k(t - T^k), \quad \alpha(t) = \alpha^k, \quad \theta(t) = \theta^k, \quad \text{for } T^k \leq t < T^{k+1}.
$$

(6)

**Remark 1.** We mention two recently proposed sampling schemes that – similar to the GZZ sampler – combine ideas of PDMP with aspects of classical Gibbs sampling, but whose constructions are in fact conceptually very different from the proposed GZZ sampler.

1. The PDMP proposed in Wu and Robert (2020), termed the coordinate sampler, resembles aspects of a classical Gibbs sampler, but other than the fact that certain components are kept constant in between jump events it bears no resemblance to the GZZ sampler. In terms of its construction, the coordinate sampler falls into the same framework as other popular PDMP processes such as the ZZ sampler (Bierkens et al., 2019a) and the BPS (Bouchard-Côté et al., 2018), and unlike the GZZ process, it does not allow the incorporation of MH-updates.

2. In Zhao and Bouchard-Côté (2021), the authors propose a local BPS-within-Gibbs algorithm for the sampling of the posterior distribution of parameters of a continuous Markov chain. Unlike the GZZ sampler, which is a piecewise deterministic continuous time Markov process, the sampling scheme proposed in that work is constructed as a Markov chain where in each step parameters are block-wise updated using either a local BPS sampler or an HMC sampler. A similar construction of a Markov chain that combines a BPS sampler and a Metropolis-Hastings scheme has been also considered in Zhang et al. (2021).

As we discuss in Section 3.3, the GZZ process is path-wise ergodic (see Theorem 2) with respect to the augmented measure

$$
\tilde{\pi}(d\zeta, \theta) = \pi(d\zeta) \mu(\theta),
$$

(7)

where $\mu$ is the uniform measure on $\{-1, 1\}^d$, under some mild conditions on the potential function $U$. As such, it can be used similarly to other PDMP samplers as a Monte Carlo method for the approximate computation of expectations by finite time trajectory averages, that is,

$$
\mathbb{E}_{(\xi, \alpha) \sim \pi} \{ f(\xi, \alpha) \} \approx \frac{1}{t} \int_0^t f(\xi(t), \alpha(t)) \, dt.
$$
**Input:** $(\xi^0, \alpha^0, \theta^0) \in \Omega_\xi \times \Omega_\alpha \times \Omega_\theta$

1: for $k = 1, 2, \ldots$ do
2: Draw $\tau' \sim \text{Exponential}(\eta)$ and $\tilde{\tau}_1, \ldots, \tilde{\tau}_p$ such that

$$
\mathbb{P}(\tilde{\tau}_i \geq s) = \exp \left\{ - \int_0^s \tilde{m}_i(T^k + r, \alpha^k) \, dr \right\} \quad (i = 1, \ldots, p).
$$

3: Let $\tau^k = \min \{ \tau', \tilde{\tau}_1, \ldots, \tilde{\tau}_p \}$.
4: Set $\xi^{k+1} = \xi^k + \tau^k \theta^k$ and $T^{k+1} = T^k + \tau^k$.
5: if $\tau = \tau'$ then
6: Draw $\alpha^{k+1} \sim \mathcal{Q}\{ (\xi^{k+1}, \alpha^k), \cdot \}$.
7: Set $\theta^{k+1} = \theta^k$.
8: else
9: Set $\alpha^{k+1} = \alpha^k$.
10: Bounce: $\theta^{k+1} = F_{i_0}(\theta^k)$, with $i_0 = \arg\min_{i \in \{1, \ldots, p\}} \tilde{\tau}_i$.
11: end if
12: end for

**Output:** Skeleton points $\{(\xi^k, \alpha^k, \theta^k, T^k)\}_{k \in \mathbb{N}}$.

**Algorithm 1:** Gibbs zig-zag (GZZ) algorithm.

Practically, ZZ updates of the $\xi$ component can be performed using Poisson thinning. In this case, an upper bound $\tilde{M}_i : \Omega_\xi \times \Omega_\alpha \times \{-1, 1\}^d \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ satisfying $\lambda_i(\xi + s \theta, \alpha, \theta) \leq \tilde{M}_i(\xi, \alpha, \theta, s)$ for all $s \geq 0$ is required.

The approach is particularly useful if the restriction of the ZZ process onto the component $\xi$ simplifies construction of upper bounds, and efficient MCMC updates for the remaining component $\alpha$ are available. Such a decomposition is often naturally available in the context of Bayesian posterior distributions with hierarchical priors. We describe the application of the GZZ sampler to such models in Section 3.2. In addition, in the context of Bayesian posterior computation, the GZZ sampler can be modified to allow for sub-sampling of data while exactly preserving the measure $\tilde{\pi}$. This is explored numerically in Section 4.

### 3.2 Bayesian posterior sampling with hierarchical priors

Hierarchical Bayesian models can often be specified as

$$
X_1, \ldots, X_n \overset{iid}{\sim} f(x \mid \xi), \quad \xi \mid \alpha \sim h(\xi \mid \alpha), \quad \alpha \sim p_0(\alpha),
$$

where $\alpha$ are hyperparameters with hyper-prior $p_0(\alpha)$, $h$ denotes the conditional distribution of the parameters given the hyperparameters, and $f$ denotes the likelihood of observations given
Bayesian posterior sampling typically proceeds by sampling from

\[ p(\xi, \alpha \mid X_1, \ldots, X_n) \propto \prod_{j=1}^n f(X_j \mid \xi) \times h(\xi \mid \alpha) p_0(\alpha), \]

whose marginal distribution for \( \xi \) is the posterior distribution of \( \xi \) given \( X_1, \ldots, X_n \), which is

\[ p(\xi \mid X_1, \ldots, X_n) \propto \prod_{j=1}^n f(X_j \mid \xi) \int_{\Omega_\alpha} h(\xi \mid \alpha) p_0(\alpha) \, d\alpha. \]

Letting \( \zeta = (\xi, \alpha) \), this corresponds to sampling the Gibbs measure \( \pi(d\zeta) = Z^{-1} \exp\{-U(\zeta)\} \, d\zeta \) with potential function

\[ U(\zeta) = U^0(\xi, \alpha) + \sum_{j=1}^n U^j(\xi), \tag{9} \]

where \( U^0(\xi, \alpha) = -\log h(\xi \mid \alpha) - \log p_0(\alpha) \) and \( U^j(\xi) = -\log f(X_j \mid \xi) \). The GZZ sampler can readily be applied in this context, with \( Q \) corresponding to either an exact update for the hyperparameters (which is the case when using conditionally conjugate priors), or using a suitable Metropolis–Hastings (MH) scheme such as random walk MH or Hamiltonian Monte Carlo (HMC), when such an exact update is not possible. We consider numerical examples of this in Section 4.

### 3.3 Ergodic properties

We provide a high level overview of theoretical results on the ergodic properties of the GZZ sampler in this section. Detailed conditions and theorems as well as proofs are deferred to Appendix A. These results pertain to the long term properties of trajectory averages

\[ \hat{\varphi}_t = \frac{1}{t} \int_0^t \varphi(\xi(s), \theta(s), \alpha(s)) \, ds \]

of \( \bar{\pi} \)-integrable functions \( \varphi \), and as such are intended to justify the usage of the GZZ sampler as a Monte Carlo method. First, Theorem 2 states that under relatively mild conditions (summarized in Assumption 1) on the Markov transition kernel \( Q \) and the refreshment rate functions \( \lambda_i \) \((i = 1, \ldots, p)\), the trajectory averages converge almost surely to corresponding expectations, that is,

\[ \lim_{t \to \infty} \hat{\varphi}_t = \mathbb{E}_{(\xi, \alpha, \theta) \sim \bar{\pi}} \{ \varphi(\xi, \alpha, \theta) \} \quad \text{almost surely.} \]

Secondly, we show in Theorem 4 that under additional conditions on the potential function \( U \) (see Assumption 2), the GZZ process is geometrically ergodic. This implies a central limit theorem (corollary 2) of the form

\[ \sqrt{t} \left[ \hat{\varphi}_t - \mathbb{E}_{(\xi, \alpha, \theta) \sim \bar{\pi}} \{ \varphi(\xi, \alpha, \theta) \} \right] \xrightarrow{\text{law}} N(0, \sigma^2_\varphi) \quad \text{for some } \sigma^2_\varphi > 0 \]

that holds for a wide class of real-valued functions \( \varphi \).

Assumption 1 explicitly requires the refreshment rate function \( \lambda_i \) to be strictly positive. This drastically simplifies the proof of irreducibility of the process. By doing so, we circumvent difficulties (as described and tackled in Bierkens et al., 2019b in the case of the standard ZZ process)
in the proof of the irreducibility of the process. From a theoretical perspective, this makes the presented results less interesting. However, we expect that the GZZ process will typically be used in combination with a sub-sampling scheme so that vanishing refreshment rates are unlikely in practice. Likewise, conditions on the potential function $U$ are rather restrictive in terms of the tail properties of the corresponding density and the coupling between the parameters $\xi$ and the hyperparameters $\alpha$. We acknowledge that some of these conditions might not hold in practice. Instead, we demonstrate in numerical experiments (see Section 4) that the central limit theorem remains valid in settings beyond what it is covered by our theoretical results.

4 Numerical examples

Consider the following generic logistic regression model,

$$
Y_j \sim \text{Bernoulli}\left(\frac{1}{1 + e^{-\psi_j}}\right) \quad (j = 1, \ldots, n),
$$

where $Y_1, \ldots, Y_n \in \{0, 1\}$ denote observations and $\psi_1, \ldots, \psi_n$ are linear predictors that are further assigned a model in a context-specific manner. This is a highly flexible model for which various complexities can be induced by considering different forms for the predictors. PDMP methods for logistic regression with simple (non-hierarchical) priors tend to be efficient (Bouchard-Côté et al., 2018; Bierkens et al., 2019a), but it is not straightforward to modify these samplers to account for hierarchical structure.

We run the GZZ sampler for $10^7$ iterations in all our examples. That is, we run Algorithm 1 for $k = 1, \ldots, 10^7$ attempts. We consider sub-sampling, with a sub-sample of size $n_1 < n$ meaning that $n/n_1$ iterations of the GZZ sampler corresponds to approximately one epoch of data evaluation\(^1\), and therefore $10^7$ iterations of GZZ corresponds to $n_1/n \times 10^7$ epochs of data evaluation. We compare the GZZ sampler to HMC-within-Gibbs. We run the Gibbs sampler for a total of $10^4$ iterations for each setting, which means that we make a total of $10^4$ HMC steps as well. For HMC, we consider the leapfrog integrator as described in, for example, Section 2.3 of Neal (2011). Therefore, for $L$ leapfrog steps, we have $L \times 10^4$ epochs of data evaluation for HMC-within-Gibbs.

4.1 Random effects model

Random effects models are routinely applied in a wide variety of disciplines. We consider the following model as illustration,

$$
Y_{ij} | \beta_j \sim \text{Bernoulli}\left(\frac{1}{1 + e^{-\psi_{ij}}}\right),
$$

$$
\psi_{ij} = m + \beta_j + X_{ij}^\top \upsilon, \quad \beta_j \overset{iid}{\sim} \text{Normal}(0, \phi^{-1}),
$$

\(^1\)In reality, this is actually less than one epoch as updating the hyperparameter $\alpha$ does not involve the data.
where \( j = 1, \ldots, K \) index \( K \) groups and \( i = 1, \ldots, n \) index \( n \) subjects per group\(^2\), and \( \beta_j \) is the random effect for the \( j \)th group. For the \( i \)th observation from the \( j \)th group, \( Y_{ij} \in \{0, 1\} \) denotes the response variable and \( X_{ij} = (X_{ij1}, \ldots, X_{ijp}) \in \mathbb{R}^p \) denote covariates. In addition, \( m \) denotes an overall intercept, \( \upsilon = (\upsilon_1, \ldots, \upsilon_p) \) denotes the fixed effect coefficients, and \( X_{ij}^\top \upsilon = \sum_{l=1}^p X_{ijl} \upsilon_l \).

We consider the following priors:

\[
m \sim \text{Normal}(0, \phi^{-1}), \quad \upsilon_l \overset{iid}{\sim} \text{Normal}(0, \sigma^2) \quad (l = 1, \ldots, p),
\phi \sim \text{Ga}(a_\phi, b_\phi), \quad \sigma^2 \sim \text{IG}(a_\sigma, b_\sigma),
\]

where \( \text{Ga} \) denotes a gamma distribution and \( \text{IG} \) denotes an inverse-gamma distribution. For this problem, we can use a ZZ process with sub-sampling to update \((\upsilon, m, \beta_1, \ldots, \beta_K)\) conditionally on the hyperparameters \((\phi, \sigma^2)\), while the conditional distributions for the hyperparameters can be exactly sampled from; details are provided in Appendix D.1. In the notation of Section 3.1, we have \( \xi = (\upsilon_1, \ldots, \upsilon_p, m, \beta_1, \ldots, \beta_K) \) and \( \alpha = (\phi, \sigma^2) \).

We consider synthetic data generated from model (11) with true \((m, \delta, \xi) = (m_{\text{true}}, \delta_{\text{true}}, \xi_{\text{true}}) \in \mathbb{R}^{1+K+p}\). The covariates \( X_{ij} \)'s are sampled from the mixture distribution \( g_\epsilon(dx) = \epsilon \delta_0(dx) + (1 - \epsilon) \rho(dx) \), where \( \delta_0(dx) \) is a point mass at zero, \( \rho \) is a standard normal density, and \( \epsilon \in (0, 1] \) denotes the level of sparsity among the covariates.

In a first experiment, we study the effect of the switching rate \( \eta \) on the mixing of process; recall that this is given in equation (5). To this end, we consider a simple setup with \( n = 10, K = 2, \) and \( p = 2 \), and we also choose \( \epsilon = 0.5 \). We run the GZZ sampler for various values of the switching rate for mini-batch size ten. We plot the integrated auto-correlation time of the slowest component of \( \xi \) in the left panel of Figure 1. The mixing improves to a certain point as the switching rate increases, beyond which the improvement tapers off. In particular, for \( \eta \leq 10^{-1} \) the integrated auto-correlation time of the slowest component is approximately proportional to \( \eta^{-1} \).

In another experiment, we compare the mixing of the process to the size of the mini-batch used. This is shown in the right panel of Figure 1. When the switching rate is low, increasing the mini-batch size does not have a noticeable effect on the mixing of the process. However, when the switching rate is in the “flat” part of the left panel of Figure 1 (that is, \( \eta = 6.47 \)), increasing the mini-batch size has a clear effect on the mixing of the process.

**Remark 2.** We obtain the integrated auto-correlation times as follows. We first extract equally-spaced samples from the continuous-time process obtained by running the GZZ sampler. We plot each component of \( \xi \)'s auto-correlation function and calculate its integrated auto-correlation time by observing when the auto-correlation function converges to zero and then summing the auto-correlation function up to that time. We do not display these plots here, but these can be found in the notebooks accompanying our code.

Next, we compare the GZZ sampler to HMC-within-Gibbs. We choose \( \epsilon = 5 \times 10^{-2} \), which means that the covariates are 95% sparse. For HMC-within-Gibbs, we replace the ZZ updating by HMC. In this case, we choose \( n = 100 \) and \( p = 5 \), and vary the number of groups \( K \). As \( K \) increases, both the dimension of the sampling problem \((1 + K + p)\) as well as the total number of

\(^2\)We assume that each group is of the same size for simplicity; however, this can easily be extended.
Figure 1: Sensitivity to switching rate \( \eta \) and mini-batch size for the random effects model. The red line in the left plot shows the graph of \( \eta^{-1} \).

observations \( K \times n \) increases. We tune HMC by choosing a range of different leapfrog steps and stepsizes, and looking at cases where the acceptance rate is close to the optimal acceptance rate of 0.651 (Beskos et al., 2013). Among them, we choose the combination of step-size and number of leapfrog steps which gives the highest effective sample size per epoch of data evaluation. We plot the relative effective sample size per epoch of data evaluation for GZZ with sub-sampling divided by the same for HMC in Figure 2, where we observe that the relative performance of using GZZ over HMC increases as the number of groups increases.

**Remark 3.** The total number of observations \( K n \) increases as the number of groups \( K \) increases, which makes each iteration of HMC slower. However, since GZZ uses sub-sampling, the time per iteration of GZZ remains the same. The number of random effects increases as the number of groups increases, which means that the dimension of the parameter space increases (if we treat the random effects as “parameters” whose posterior is to be sampled from). While it is true that GZZ performs worse as the dimension increases, this is offset by the slower run time of HMC.

We acknowledge that the assumptions made in order to prove the central limit theorem (corollary 2), namely Assumptions 1 and 2, do not hold for this example. We nevertheless demonstrate numerically that a central limit theorem does appear to hold for this example. To this end, we choose a simple setting with \( K = 5 \) groups and \( n = 50 \) observations per group, and we choose \( p = 10 \) covariates. We let the test function \( \varphi \) be simply the identity function and estimate \( \varphi_{\text{true}} := \mathbb{E}_{(\xi, \alpha, \theta) \sim \tilde{\pi}} \{ \varphi(\xi, \alpha, \theta) \} \) by running Algorithm 1 for a very long time. We then choose several different time horizons \( T_1 < \cdots < T_M \) and run the GZZ sampler up to each \( T_m \); this can be achieved by running Algorithm 1 till the total time \( T^k \) reaches \( T_m \). We run the GZZ sampler independently \( R = 2 \times 10^2 \) times for each \( T_m \) and obtain estimates \( \hat{\varphi}_{T_m, r} \) for \( m = 1, \ldots, M \) and \( r = 1, \ldots, R \). corollary 2 implies that \( \{ T_m^{1/2} (\hat{\varphi}_{T_m, r} - \varphi_{\text{true}}) \}_{r=1}^{R} \) should converge to samples from a Gaussian distribution with zero mean as \( m \) increases. We demonstrate
Figure 2: Comparison of effective sample size per epoch of data evaluation for Gibbs zig-zag with sub-sampling and Hamiltonian Monte Carlo for the random effects model.

Figure 3: QQ plots for the mixed effects model providing empirical evidence for a central limit theorem.

this by noting that if $X \sim \text{Normal}_p(\mu, \Sigma)$, then $(X - \mu)^\top \Sigma^{-1}(X - \mu) \sim \chi^2_p$. This means that

$$\{(T_m^{1/2}(\varphi_{m,r} - \varphi_{\text{true}}))^\top \hat{\Sigma}_m^{-1}[T_m^{1/2}(\varphi_{m,r} - \varphi_{\text{true}})]\}_{r=1}^R$$

should converge to samples from a $\chi^2_p$ distribution as $m$ increases, where $\hat{\Sigma}_m$ is the empirical covariance matrix of $\{T_m^{1/2}(\varphi_{m,r} - \varphi_{\text{true}})]\}_{r=1}^R$. We display QQ plots for this in Figure 3, where we observe that a central limit theorem appears to hold in this setting.

### 4.2 Shrinkage prior

Consider the case where we have $p$ covariates and let $X_j = (X_{j1}, \ldots, X_{jp})$ be the covariates for the $j$th observation $Y_j$. Equation (10) then corresponds to a typical logistic regression model with $\psi_j = \nu_0 + \sum_{i=1}^p X_{ji} \nu_i$, where $\nu = (\nu_1, \ldots, \nu_p)$ are coefficients for the covariates and $\nu_0$ is an intercept term. Even when $p$ is relatively small compared to $n$, the posterior for $\nu$ is not concentrated around a reference point if the covariates are sparse and the prior is isotropic Gaussian. We instead use the GZZ sampler to employ a shrinkage prior for $\nu$. A popular shrinkage prior is the spike-and-slab prior (Mitchell and Beauchamp, 1988; Ishwaran and Rao, 2005), which is a mixture of a spike at zero and a higher variance component. We consider the following specification of the spike-and-
slab prior:

\[ v_i \sim \gamma_i \text{Normal}(0, \nu \tau^2_i) + (1 - \gamma_i) \text{Normal}(0, \tau^2_i), \]

\[ \gamma_i \sim \text{Bernoulli}(\pi) \quad (i = 1, \ldots, p), \]

\[ \nu \sim \text{IG}(a_\nu, b_\nu), \quad \pi \sim \text{Beta}(a_\pi, b_\pi), \]

where \( \gamma_i \in \{0, 1\} \) \((i = 1, \ldots, p)\), and we choose \( \nu_0 \sim \text{Normal}(0, \sigma^2_0) \) for the intercept. Finally, as recommended by Polson and Scott (2012), we choose i.i.d. half-Cauchy priors for the \( \tau_i \)s as

\[ p_0(\tau_i) \propto \left(1 + \tau^2_i/d_\tau\right)^{-\left(d_\tau+1\right)/2} \quad (i = 1, \ldots, p). \]

In terms of the notation of Section 3.1, a ZZ process with sub-sampling can be used to update \( \xi = (\nu_0, \ldots, \nu_p) \) conditionally on the hyperparameters \( \alpha = (\gamma_1, \ldots, \gamma_p, \tau^2, \pi, \nu) \), while the conditional distributions for the hyperparameters can be sampled using MCMC update steps. Details are provided in Appendix D.2. In contrast to the random effects model of Section 4.1, the dimension of the hyperparameter \( \alpha \) is more than twice that of the parameter \( \xi \) in this case. We consider synthetic data with the covariates being generated in the same way in Section 4.1. The responses \( Y_i \) are sampled from model (10) with “true” \( \nu = \nu_{\text{true}} \in \mathbb{R}^{p+1} \).

In a first experiment, we study the effect of varying mini-batch sizes and varying switching rates \( \eta \) on the efficiency of the GZZ sampler. We choose a simple example with \( n = 50 \) and \( p = 20 \), and \( \epsilon = 0.4 \), and we make the “true” \((v_1, \ldots, v_p)\) sparse by setting only 20% of its components to be non-zero. We run the GZZ sampler for various values of the switching rate for mini-batch size ten and plot the integrated auto-correlation time of the slowest component of \( \xi \) in the left panel of Figure 4, and look at the sensitivity to the mini-batch size in the right panel of Figure 4. The results are similar to those in Section 4.1. In particular, the mixing improves to a certain point with increasing switching rate, beyond which it tapers off, and for \( \eta \leq 10^{-1} \) the integrated auto-correlation time of the slowest component is again approximately proportional to \( \eta^{-1} \). Increasing the mini-batch size does not have a noticeable effect on the mixing for low switching rates and has a clear effect when the switching rate is sufficiently high.

We compare the GZZ sampler to HMC-within-Gibbs. We consider \( p = 10^2 \) and varying values of \( n \). We also choose the “true” \((v_1, \ldots, v_p)\) to be sparse with only 10% of its components being non-zero. For each value of \( n \), we choose \( \epsilon \) such that \( \epsilon \times n \) is fixed at 50. We tune HMC in the same way as in Section 4.1 and compare the effective sample size per epoch of data evaluation of the GZZ sampler with sub-sampling and HMC in the left plot of Figure 5. We observe that as \( n \) increases, the GZZ sampler improves upon HMC; this is due to GZZ being faster due to sub-sampling.

We also perform experiments where we fix \( n = 10^2 \) and consider increasing values of \( p \). The “true” \((v_1, \ldots, v_p)\) is again chosen to be sparse with only 10% of its components being non-zero for each value of \( p \). The right plot of Figure 5 displays the effective sample size per epoch of data evaluation of the GZZ sampler with sub-sampling as compared to HMC. We observe that HMC becomes more efficient as compared to GZZ as the dimension \( p \) increases.

### 4.3 Choice of rate parameter \( \eta \)

In the above reported numerical experiments, we observed that the integrated auto-correlation time of the slowest mixing component is monotonically decreasing, approximately proportional to \( \eta^{-1} \).
Figure 4: Sensitivity to switching rate $\eta$ and mini-batch size for logistic regression with spike-and-slab prior. The red line in the left plot shows the graph of $\eta^{-1}$.

Figure 5: Comparison of effective sample size per epoch of data evaluation for Gibbs zig-zag with sub-sampling and Hamiltonian Monte Carlo while using a shrinkage prior; the left plot is for $p = 10^2$, and the right plot is for $n = 10^2$. 
for sufficiently small $\eta$, and approximately constant for large values of $\eta$. This observation is consistent with the large-deviation results for similar systems (see Lu and Vanden-Eijnden, 2019) and can be used to derive the following heuristic for the parametrization of $\eta$.

Let $C_{\text{Gibbs}}$ and $C_{\text{ZZ}}$ denote the total computational time incurred for updates of the hyperparameters $\alpha$ and the parameters $\xi$ during a simulation of the GZZ process, respectively. We suggest choosing $\eta$ such that $C_{\text{Gibbs}}$ and $C_{\text{ZZ}}$ are of comparable magnitude (for example, such that $r_{\text{Gibbs}} = C_{\text{Gibbs}}(C_{\text{Gibbs}} + C_{\text{ZZ}})^{-1} \approx 0.2$). This can be easily achieved in practice since $C_{\text{Gibbs}} \propto \eta T$, and thus the computational time associated with Gibbs updates can be easily controlled by varying the value of $\eta$.

The motivation behind the heuristic is as follows. Let $\eta_{\text{opt}} > 0$ denote a value of $\eta$ that results in maximal sampling efficiency (measured in terms of effective sample size of the slowest mixing component per computational cost). If the determined value of $\eta$ is larger than $\eta_{\text{opt}}$, then it follows that the loss in sampling efficiency relative to an optimal choice of $\eta$ is bounded from above by $r_{\text{Gibbs}}$. Otherwise, if the determined value of $\eta$ is smaller than $\eta_{\text{opt}}$, then, since the decrease of the integrated auto-correlation time is at most proportional to $\eta^{-1}$, a further increase of $\eta$ would not result in significant increase of sampling efficiency.

5 Discussion

Piecewise deterministic Markov process (PDMP) methods present a promising alternative to traditional (reversible) MCMC algorithms for sampling from posteriors in Bayesian inference. In this paper, we have combined one of the popular PDMPs, the zig-zag process, with Gibbs-like updates. Other variants of the framework that incorporate different PDMPs can be straightforwardly implemented as well (see Appendix C). PMDP-based sampling schemes have found limited applications in past years, mainly due to the fact that for many sampling problems the construction of suitable tight upper bound is cumbersome, if not impossible. This includes the type of posterior sampling problems with hierarchical priors considered in this article. Thus, the proposed framework contributes to extending the applicability of PDMP-based sampling.

In terms of performance, our approach inherits both positive and negative features of classical PDMP-based approaches. Exact sub-sampling allows for computationally very efficient and asymptotically exact sampling in the presence of large data. However, as also demonstrated for other PDMP sampling methods (see, for example, Quiroz et al., 2021), sampling efficiency in
comparison to HMC-within-Gibbs tends to deteriorate as the dimensionality of the sampling problem increases relative to the number of observations.

There are many interesting follow-up directions. While we have focused on PDMP schemes that preserve the exact target distribution, it could be useful to combine Gibbs-like updates with PDMP schemes that only approximately preserve the target distribution like those in Pakman (2017); Cotter et al. (2020). Theoretically, it would be interesting to study high-dimensional scaling limits of the GZZ process along the lines of Bierkens et al. (2022); Deligiannidis et al. (2021). Moreover, the derivation of $\eta$-dependent spectral estimates for the generator of the GZZ process using the Hypocoercivity framework by Dolbeault et al. (2015) (see Andrieu et al. (2021) for an adoption of that framework to PDMPs) would be of interest in order to gain a better understanding of the effect of parameter choices for $\eta$ on sampling efficiency of the GZZ sampler.
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A Ergodic properties and central limit theorem

A.1 Additional notations

In the following, we use $P_{(\xi,\alpha,\theta)}(\cdot) = \mathbb{P}\{\cdot | [\xi(0),\alpha(0),\theta(0)] = (\xi,\alpha,\theta)\}$ as a shorthand for probabilities in terms of the path measure of the GZZ process with initial value $(\xi,\alpha,\theta)$. Similarly, we use the shorthand $E_{(\xi,\alpha,\theta)}(\cdot) = \mathbb{E}\{\cdot | [\xi(0),\alpha(0),\theta(0)] = (\xi,\alpha,\theta)\}$ for expectations with respect to the same path measure. Moreover, for given $t \geq 0$ we denote by $P_t{\{\xi,\alpha,\theta\},\cdot} = \mathbb{P}_{(\xi,\alpha,\theta)}\{\xi(t),\theta(t),\alpha(t)\in \cdot\}$, the transition kernel associated with the GZZ process. The transition kernel $P_t$ may be considered as an operator on the set of probability measures on $\Omega$ whose action on a probability measure $\nu$ is defined as

$$(P_t\nu)(\cdot) = \sum_{\theta \in \Omega_\theta} \int_{\Omega_{\xi} \times \Omega_{\alpha}} P_t{\{\xi,\alpha,\theta\},\cdot} \nu(d\xi d\alpha,\theta).$$

A.2 Invariant measure and Harris recurrence

We first assert that $\tilde{\pi}$ is indeed an invariant measure of the GZZ process.

Proposition 1. The GZZ process has $\tilde{\pi}(d\xi d\alpha,\theta)$ as an invariant measure; that is, $P_t\tilde{\pi} = \tilde{\pi}$ for $t \geq 0$.

In order to show that the invariant measure $\tilde{\pi}$ is unique, we require the following assumption pertaining to the transition kernel $Q$ for hyperparameter updates and the switching rates $\lambda_i$ ($i = 1,\ldots,p$).

Assumption 1 (on $Q$ and $\lambda_i$ ($i = 1,\ldots,p$)).

(A) The Markov transition kernel $Q$ possesses a smooth density, and for any $(\xi,\alpha) \in \Omega_\alpha$, its associated probability measure has full support on $\Omega_\alpha$, that is,

$\mathbb{Q}\{(\xi,\alpha),A\} = \int_A q\{(\xi,\alpha),\alpha'\} d\alpha',$

with $q \in C^\infty [(\Omega_{\xi} \times \Omega_\alpha) \times \Omega_{\alpha},(0,\infty)]$ and $q\{(\xi,\alpha),\cdot\} > 0$ for all $(\xi,\alpha) \in \Omega_{\xi} \times \Omega_\alpha$ and all measurable sets $A \subset \Omega_\alpha$.

(B) The switching rates are bounded away from zero, that is, there exists $\lambda > 0$ such that $\lambda_i(\xi,\alpha,\theta) \geq \lambda$ for all $i = 1,\ldots,p$ and all $(\xi,\alpha,\theta) \in \Omega$.

For $\tilde{\pi}$-integrable $\varphi$, let

$$\hat{\varphi}_t = \frac{1}{t} \int_0^t \varphi\{\xi(s),\theta(s),\alpha(s)\} ds,$$

as previously defined, be the corresponding finite trajectory average up to time $t$. Uniqueness of the invariant measure as well as some other regularity properties of the GZZ process, which hold under Assumption 1, ensure that a law of large numbers (path-wise ergodicity) holds for $\hat{\varphi}_t$ as $t \to \infty$. This is made precise in the following theorem.
Theorem 2. If Assumption 1 is satisfied, then the GZZ process is ergodic with unique invariant measure \( \tilde{\pi} \). In particular, the process is path-wise ergodic in the sense that
\[
\lim_{t \to \infty} \hat{\varphi}_t = \mathbb{E}_{(\xi, \alpha, \theta) \sim \tilde{\pi}} \{ \varphi(\xi, \alpha, \theta) \} \quad \text{almost surely}
\]
for any real-valued \( \tilde{\pi} \)-integrable test function \( \varphi \).

A.3 Geometric ergodicity and central limit theorem

In addition to path-wise ergodicity of the process, we show exponential convergence (geometric ergodicity) of the GZZ process for the practically relevant case where updates of the hyperparameters are performed as Gibbs updates, that is, \( Q\{ (\xi, \alpha), \cdot \} = \pi(\cdot | \xi) \).

More precisely, we show exponential decay of the semi-group operators \( (\exp(tL_{GZZ}))_{t \geq 0} \) in a suitable weighted \( L^\infty \)-space as \( t \to \infty \), where
\[
\{ \exp(tL_{GZZ})\varphi \}(\xi, \alpha, \theta) = \mathbb{E}_{(\xi, \alpha, \theta)}[\varphi(\xi(t), \alpha(t), \theta(t))]
\]
denotes the evolution operator associated with the GZZ process. In order for exponential convergence to hold we require the potential function \( U \) to satisfy certain asymptotic growth conditions and we require the excess switching rates \( \gamma_i \) (\( i = 1, \ldots, p \)) to be bounded.

Assumption 2 (On potential function \( U \) and excess switching rates \( \gamma_i \)).

(A) There exist continuous functions \( g_i : \Omega_\xi \to [0, \infty) \) (\( i = 1, 2 \)), satisfying \( g_i(\xi) \to 0 \) as \( |\xi| \to \infty \) and a constant \( c > 0 \) so that the inequalities
\[
\max\{1, \| \text{Hess}_\xi U(\xi, \alpha) \| \} \leq g_1(\xi) \quad \text{and} \quad \frac{|\nabla_\xi U(\xi, \alpha)|}{U(\xi, \alpha)} \leq g_2(\xi), \tag{12}
\]
hold for all \( \alpha \in \Omega_\alpha \) and \( \xi \in \Omega_\xi \) with \( |\xi| > c \). Here \( \text{Hess}_\xi U \) and \( \nabla_\xi U \) denote the Hessian and gradient of the function \( \xi \mapsto U(\xi, \alpha) \), respectively, and \( |\cdot| \) and \( \|\cdot\| \) denote the Euclidean norm and the Frobenius norm, respectively.

(B) The excess switching rates \( \gamma_i \) (\( i = 1, \ldots, p \)) are bounded from above, that is, there exists \( \overline{\gamma} > 0 \) so that
\[
\sup_{(\xi, \alpha) \in \Omega_\xi \times \Omega_\alpha} \gamma_i(\xi, \alpha) \leq \overline{\gamma}. \tag{13}
\]

(C) Let \( \delta > 0 \) and \( a > 0 \) be such that \( 0 \leq \overline{\gamma}\delta < a < 1 \) with \( \overline{\gamma} \) as specified in Assumption 2. Define the function
\[
V(\xi, \alpha, \theta) = \exp \left[ aU(\xi, \alpha) + \sum_{i=1}^p \phi \{ \theta_i \partial_{\xi_i} U(\xi, \alpha) \} \right]
\]
where \( \phi(s) = \text{sign}(s) \log(1 + \delta |s|)/2 \). There exist a choice of \( a \) and \( \delta \), and a constants \( r > 0 \) and \( c > 0 \) such that the inequality
\[
\int_{\Omega_\alpha} \frac{V(\xi, \hat{\alpha}, \theta)}{V(\xi, \alpha, \theta)} \exp\{-U(\xi, \hat{\alpha})\} d\hat{\alpha} + r < \int_{\Omega_\alpha} \exp\{-U(\xi, \hat{\alpha})\} d\hat{\alpha} \tag{14}
\]
holds for all \( (\xi, \alpha) \in \Omega_\xi \times \Omega_\alpha \) with \( |(\xi, \alpha)| > c \), and all \( \theta \in \{-1, 1\}^p \).
The following theorem provides a simple (yet restrictive) condition on the form of the potential energy function $U(\xi, \alpha, \theta)$ which is sufficient for Assumption 2(C), to be satisfied.

**Theorem 3.** Assumption 2(C) is satisfied if Assumption 1 and Assumption 2(B), hold, and the potential function $U$ can be decomposed as $U(\xi, \alpha) = U_1(\xi) + b(\xi, \alpha) + U_2(\alpha)$, where $b$ is such that the absolute values of $b$ and its derivatives are bounded, that is, there exists $\bar{b} > 0$ such that

$$|b(\xi, \alpha)| \leq \bar{b} \quad \text{and} \quad |\partial_{\xi_i} b(\xi, \alpha)| \leq \bar{b}$$

for all $(\xi, \alpha) \in \Omega_\xi \times \Omega_\alpha$, and $i = 1, \ldots, p$.

For $V : \Omega \to [1, \infty)$, define the corresponding weighted $L^\infty$-norm as

$$\|\varphi\|_{L^\infty_v} = \left\| \frac{\varphi}{V} \right\|_{L^\infty} \quad \forall \varphi : \Omega \to \mathbb{R} \text{ measurable},$$

and denote by $L^\infty_v(\Omega)$ the Banach space induced by this norm. Under Assumptions 1 and 2, there exists a suitable function $V$ such that the difference between $\exp(tL_{GZZ})\varphi$ and the expected value of $\varphi$ under the target measure decays exponentially $L^\infty_v(\Omega)$ as $t \to \infty$.

**Theorem 4.** Let Assumptions 1 and 2 be satisfied and $Q\{(\xi, \alpha), \cdot\} = \pi(\cdot | \xi)$, and consider the function $V$ as defined in (13).

There exist $c > 0$ and $\lambda > 0$ such that

$$\forall \varphi \in L^\infty_v(\Omega), \quad \left\| e^{tL_{GZZ}} \varphi - \int_\Omega \varphi \, d\pi \right\|_{L^\infty_v} \leq c e^{-t\lambda} \left\| \varphi - \int_\Omega \varphi \, d\pi \right\|_{L^\infty_v}.$$  

(15)

We prove Theorem 4 using Lyapunov techniques as presented in, for example, Meyn and Tweedie (2012). More specifically, we show the result as a consequence of Theorem 3.4 of Hairer and Mattingly (2011) by demonstrating that (i) $V$ satisfies a Lyapunov condition of the form

$$L_{GZZ} V \leq -a V + b 1_C,$$

where $a > 0, b \in \mathbb{R}$ are constants and $C$ is a compact set, and (ii) the process satisfies a minorization condition of the form

$$\forall (\xi, \alpha, \theta) \in C, \quad \mathbb{P}_{(\xi, \alpha, \theta)} \left[ \{\xi(t), \theta(t), \alpha(t)\} \in \cdot \right] \geq c \text{Lebesgue}(\cdot \cap C),$$

where Lebesgue denotes the Lebesgue measure and $C \subset \Omega$ is the same compact subset as in the Lyapunov condition (16).

Let $L^\infty_{1,0}(\Omega)$ denote the subspace of $L^\infty_v(\Omega)$ which is comprised of test functions with vanishing expectation, that is, $L^\infty_{1,0}(\Omega) = \{\varphi \in L^\infty_v : \mathbb{E}_{(\xi, \alpha, \theta) \sim \pi} \{\varphi(\xi, \alpha, \theta)\} = 0\}$. Theorem 4 implies (Lelievre and Stoltz, 2016, Proposition 2.1) directly the following corollary.

**Corollary 1.** Under the same conditions as of Theorem 4, the operator $L_{GZZ}$ considered on $L^\infty_{1,0}(\Omega)$ is invertible, and

$$L_{GZZ}^{-1} = -\int_0^\infty e^{tL_{GZZ}} \, dt \quad \text{and} \quad \|L_{GZZ}^{-1}\|_{B(L^\infty_{1,0})} \leq \frac{c}{\lambda}.$$
where \( c \) and \( \lambda \) are the same constants as in Theorem 4, \( \|G\|_{\mathcal{B}(L^\infty_{V,0})} = \sup_{f \in L^\infty_{V,0}} (\|Gf\|_{L^\infty_{V,0}})/(\|f\|_{L^\infty_{V,0}}) \) denotes the operator norm induced by \( \| \cdot \|_{L^\infty_{V,0}} \), and \( \mathcal{B}(L^\infty_{V,0}) \) denotes the space of bounded linear operators on \( L^\infty_{V,0} \) on which the operator norm is well-defined.

By Bhattacharya (1982) and the boundedness of the inverse of the generator, a central limit theorem is obtained as follows.

**Corollary 2** (Central limit theorem for GZZ). Consider the setup of Theorem 4 and let \( \varphi \in L^\infty_V(\Omega) \).

Then there exists \( \sigma^2_\varphi > 0 \) so that

\[
\sqrt{t} \left[ \hat{\varphi}_t - \mathbb{E}_{(\xi,\alpha,\theta) \sim \tilde{\pi}} \{ \varphi(\xi, \alpha, \theta) \} \right] \xrightarrow{\text{law}} N(0, \sigma^2_\varphi).
\]

### B Proofs

#### B.1 Proof of Proposition 1

**Proof.** It is sufficient to show that \( \sum_{\theta \in \{-1,1\}^p} \int_{\Omega_\xi} \int_{\Omega_\alpha} (A f)(\xi, \alpha, \theta) \pi(d\alpha, d\xi) = 0 \) for \( A \in \{\mathcal{L}_{\text{ZZ}}, \mathcal{L}_{\text{Gibbs}}\} \).

For any value of \( \alpha \), it can be shown that

\[
\sum_{\theta \in \{-1,1\}^p} \int_{\Omega_\xi} (\mathcal{L}_{\text{ZZ}} f)(\xi, \alpha, \theta) \pi(d\xi \mid \alpha) = 0,
\]

and thus in particular

\[
\sum_{\theta \in \Omega_\theta} \int_{\Omega_\xi} \int_{\Omega_\alpha} (\mathcal{L}_{\text{ZZ}} f)(\xi, \alpha, \theta) \pi(d\xi, d\alpha) = 0,
\]

which proves that \( \mathcal{L}_{\text{ZZ}} \) preserves the target measure. Similarly, for any value of \( \xi \in \Omega_\xi, \theta \in \{-1,1\}^p \),

\[
\int_{\Omega_\alpha} (\mathcal{L}_{\text{Gibbs}} f)(\xi, \alpha, \theta) \pi(d\alpha \mid \xi)
\]

\[
= \int_{\Omega_\alpha} \int_{\Omega_\alpha} \{f(\xi, \alpha', \theta) - f(\xi, \alpha, \theta)\} Q((\xi, \alpha), d\alpha') \pi(d\alpha \mid \xi)
\]

\[
= \int_{\Omega_\alpha} f(\xi, \alpha', \theta) \left[ \int_{\Omega_\alpha} Q((\xi, \alpha), d\alpha') \pi(d\alpha \mid \xi) \right]
\]

\[
- \int_{\Omega_\alpha} f(\xi, \alpha, \theta) \left[ \int_{\Omega_\alpha} Q((\xi, \alpha), d\alpha') \pi(d\alpha \mid \xi) \right]
\]

3. see Bierkens et al., 2019a, Theorem 2.2 for detailed calculations.
\[ = \int_{\Omega_{\alpha}} f(\xi, \alpha', \theta) \pi(d\alpha' \mid \xi) - \int_{\Omega_{\alpha}} f(\xi, \alpha, \theta) \pi(d\alpha \mid \xi) = 0, \]

where the second-to-last equality follows from the fact that \( Q \) is a transition kernel which preserves the conditional measure \( \pi(d\alpha \mid \xi) \). The proof is concluded as

\[
\sum_{\theta \in \Omega_{\theta}} \int_{\Omega_{\xi}} \int_{\Omega_{\alpha}} (L_{\text{Gibbs}} f) (\xi, \alpha, \theta) \pi(d\alpha \, d\xi) = \sum_{\theta \in \Omega_{\theta}} \int_{\Omega_{\xi}} \int_{\Omega_{\alpha}} (L_{\text{Gibbs}} f) (\xi, \alpha, \theta) \pi(d\alpha \mid \xi) \pi(d\xi) = 0.
\]

\[ \Box \]

### B.2 Additional notations

For convenience purposes, we extend the definition of the flip operator \( F_i \) to index values \( i \in \{0, \ldots, p + 1\} \) as follows: if \( i \in \{1, \ldots, p\} \), we let \( F_i \) to be defined as in Section 2, and if \( i \in \{0, p + 1\} \), we define \( F_i \) to simply be the identity map. Moreover, for a \( k \)-tuple \((i_1, \ldots, i_k)\), we let \( F_{(i_1, \ldots, i_k)} = F_{i_k} \circ \cdots \circ F_{i_1} \) denote the concatenation of the corresponding flip operators.

We refer to a tuple \( u = (t, i) \), where \( t = (t_1, \ldots, t_{m+1}) \in (0, \infty)^{m+1} \) with \( 0 < t_1 < \cdots < t_{m+1} \) and \( i = (i_1, \ldots, i_m) \in \{1, \ldots, p\}^m \) for some \( m \in \mathbb{N} \), as a control sequence. The control sequence defines a piecewise linear trajectory on the time interval \([0, t_{m+1}]\) as follows:

\( \theta(t) = F_{(i_1, \ldots, i_k)} \theta \) if \( t_k \leq t < t_{k+1} \) \((k = 0, \ldots, m)\),

\( \xi(t) = \xi + \int_0^t \xi(s) \, ds. \)

We use \( \Phi_u(\xi, \theta) = \{\xi(t_{m+1}), \theta(t_{m+1})\} \) as a shorthand notation for the final position of the trajectory. In the PDMP literature, a control sequence \((t, i)\) is said to be admissible if the rates \( \lambda_{i_k} \) in a vicinity of each point of the corresponding trajectory at times \( t_k \) \((k = 1, \ldots, m)\) are positive. Note that in the setup considered in this article, we do not require a generalization of the concept of admissibility of a control sequence, since the rates \( \lambda_i(\xi, \alpha) \) \((i = 1, \ldots, p)\) are by Assumption 1(B) always positive irrespective of the value of the hyperparameter. In particular, since the support of the marginal of \( \pi \) in \( \xi \) is a connected set, it follows that for any pair of points \((\xi, \alpha, \theta), (\tilde{\xi}, \tilde{\alpha}, \tilde{\theta}) \in \Omega\), there exists an admissible control sequence \( u \) such that \( \Phi_u(\xi, \theta) = (\tilde{\xi}, \tilde{\theta}) \) irrespective of the values of \( \alpha \) and \( \tilde{\alpha} \).

### B.3 Poisson thinning procedure

In the proofs of the following lemmata, we repeatedly use a Poisson thinning procedure for the simulation of a restricted version of the GZZ process up to a prescribed finite time \( t_{\text{max}} > 0 \). The procedure is akin to Algorithm 1. However, we constrain hyperparameter values to a compact set
ability distribution

By interpolating the generated skeleton points as specified in equation (6), the obtained process \( T \) is identical in law to the GZZ process on \([0, \tau]\). Skeleton points are generated sequentially as \( \hat{\xi} = \xi + (E^{k+1} - E^k)\hat{\theta}^k \), and by applying an accept/reject step as follows.

- If \( U_k \leq \lambda_{I_k}(\hat{\xi}, \hat{\theta}^k, \hat{\alpha}^k) / \overline{\lambda} \), then either the \( I_k \)th velocity component is flipped, that is, \( \hat{\theta}^{k+1} = F_{I_k}(\hat{\theta}^k) \) if \( 1 \leq I_k \leq d \), or, if \( I_k = d + 1 \), the hyperparameter block is updated as \( \hat{\alpha}^{k+1} \sim \hat{Q}_{\Omega_{\alpha}}\{(\hat{\xi}, \alpha^k, \cdot) \} \), where \( \hat{Q}_{\Omega_{\alpha}}\{(\hat{\xi}, \alpha^k, \cdot) \} = Z^{-1}q\{(\hat{\xi}, \alpha^k, \cdot) \} \delta_{\Omega_{\alpha}}(d\alpha') \).

- If \( U_k > \lambda_{I_k}(\hat{\xi}, \hat{\theta}^k, \hat{\alpha}^k) / \overline{\lambda} \), then \( \hat{\theta}^{k+1} = \hat{\theta}^k \), \( \hat{\alpha}^{k+1} = \hat{\alpha}^k \), and \( I_k \) is set to zero indicating a rejection event.

By interpolating the generated skeleton points as specified in equation (6), the obtained process \( [\hat{\xi}(t), \hat{\alpha}(t), \hat{\theta}(t)]_{t \in [0, t_{\text{max}}]} \) is identical in law to the GZZ process on \([0, t_{\text{max}}]\) which targets the probability distribution

\[
\pi_{\hat{\Omega}_{\alpha}}(d\xi, d\alpha, d\theta) = Z^{-1}_{\hat{\Omega}_{\alpha}} \exp\{-U(\xi, \alpha)\} \delta_{\hat{\Omega}_{\alpha}}(d\xi) \delta_{\hat{\Omega}_{\alpha}}(d\alpha) \delta_{\hat{\Omega}_{\alpha}}(d\theta)
\]

where \( Z_{\hat{\Omega}_{\alpha}} \) is a suitable normalization constant.

**B.4 Proof of Theorem 2**

Recall that \( T^k \) \((k \in \mathbb{N})\) denote the random times at which either components of the velocity are flipped or the hyperparameters are updated. Let \( N \) denote the random integer which is such that \( T^N \) is the first time when (i) the hyperparameters have been updated, and (ii) \((p - 1)\) distinct components of \( \theta \) have been flipped. If this does not occur, we set \( N = \infty \). Moreover, we let \( \tau = T^{N+1} \) provided that \( N < \infty \), and \( \tau = \infty \) otherwise, so that \( \tau \) can be understood as the first event time after both the hyperparameter block has been updated and at least \((p - 1)\) distinct components of the velocity have been switched. The following lemma states that the law of \((\xi(\tau), \alpha(\tau))\) is absolutely continuous with respect to the Lebesgue measure.

**Lemma 5.** Let Assumption 1 be satisfied. Then \( \mathbb{P}_{(\xi, \alpha, \theta)}\{\tau < \infty, (\xi(\tau), \alpha(\tau)) \in B\} = 0 \) for any \((\xi, \alpha, \theta) \in \Omega \) and any measurable set \( B \subset \Omega_\xi \times \Omega_\alpha \) with Lebesgue measure zero.
Proof. Let $B$ be a measurable set of Lebesgue measure zero in $\Omega_\xi \times \Omega_\alpha$, and $t_{\text{max}} \geq 0$ be arbitrary. For a prescribed $\alpha \in \Omega_\alpha$ and $\delta > 0$, let $B_\delta(\alpha) = \{ \bar{\alpha} \in \Omega_\alpha : |\bar{\alpha} - \alpha| \leq \delta \}$ be the closed ball of radius $\delta$ centered at $\alpha$, and $\event_{t_{\text{max}}} = \{ [\alpha(s)]_{s \leq t_{\text{max}}} \subseteq B_{t_{\text{max}}(\alpha)} \}$ denote the event that up to time $t_{\text{max}}$, the hyperparameter component of the GZZ process remains within the ball $B_{t_{\text{max}}(\alpha)}$. In order to prove the lemma, it suffices to show that

$$P_{(\xi,\alpha,\theta)}\left( \{ \tau < t_{\text{max}} \} \cap \event_{t_{\text{max}}} \cap \{ [\xi(\tau), \alpha(\tau)] \in B \} \right) = 0,$$

as this implies the statement of the lemma in the limit $t_{\text{max}} \to \infty$ by monotone convergence.

When constrained to realizations in $\event_{t_{\text{max}}}$, the GZZ process is identical in law to the process $(\hat{\xi}(t), \hat{\alpha}(t), \hat{\theta}(t))_{t \in [0,t_{\text{max}}]}$ generated by the thinning procedure described in Appendix B.3. Using the notion introduced there, we can write $\hat{\xi}(\tau)$ as

$$\hat{\xi}(\tau) = \xi + \tau^1 \theta + \tau^2 F_{1,\theta} + \cdots + \tau^{M+1} F_{I_1,\ldots,I_M,\theta},$$

where $M \geq N$ is a random integer, and $\tau^k = (E^k - E^{k-1}) \ (k \in \mathbb{N} \cup \{0\})$ with $E^0 = 0$ denoting the inter-arrival (waiting times) of the Poisson process. Let $R_m$ denote the set of indices $(i_1,\ldots,i_m) \in \{0,\ldots,d+1\}^m$ which are such that $p$ different indices appear in $(i_1,\ldots,i_m)$ and at least one of them is $(p+1)$. Moreover, let

$$c = \max_{\xi \in B_{t_{\text{max}}(\xi)}, \alpha \in B_{t_{\text{max}}(\alpha)}, \alpha' \in B_{t_{\text{max}}(\alpha)}, \xi', \alpha', \alpha' } \sum_{m \in \mathbb{N}} q(\xi', \alpha', \alpha') \ Lebesgue \{ [B_{t_{\text{max}}(\alpha)}] \},$$

and let $U \sim \text{Uniform} \{ B_{t_{\text{max}}(\alpha)} \}$ be a uniform random variable independent of the inter-arrival times $\tau_i \ (i \in \mathbb{N})$. Then,

$$P_{(\xi,\alpha,\theta)}\left( \event_{t_{\text{max}}} \cap \{ \tau < t_{\text{max}}, [\xi(\tau), \alpha(\tau)] \in B \} \right) = P_{(\xi,\alpha,\theta)} \left[ \tau < t_{\text{max}}, \{ \hat{\xi}(\tau), \hat{\alpha}(\tau) \} \in B \right] \leq \sum_{m \in \mathbb{N}} \sum_{(i_1,\ldots,i_m) \in R_m} \sum_{i \in \mathbb{N}} \sum_{(i_1,\ldots,i_m) \in R_m} c \ P_{(\xi,\alpha,\theta)} \left[ \event_{t_{\text{max}}} \cap \{ \tau < t_{\text{max}}, (\xi + \tau^1 \theta + \cdots + \tau^{m+1} F_{i_1,\ldots,i_m,\theta}, U) \in B \} \right],$$

(20)

For each term in $(\xi + \tau^1 \theta + \cdots + \tau^{m+1} F_{i_1,\ldots,i_m})$, the vectors $(\theta, F_{i_1,\theta}, \ldots, F_{i_m,\theta})$ span $\mathbb{R}^p$, and $\tau^k \ (k \in \mathbb{N})$ are independent exponentially distributed random variables. Similarly, the law of $U$ is absolutely continuous with respect to the Lebesgue measure and $U$ is independent of $\tau^k \ (k \in \mathbb{N})$. Thus, the distribution of $(\xi + \tau^1 \theta + \cdots + \tau^{M+1} F_{I_1,\ldots,I_M,\theta}, U)$ is absolutely continuous with respect to the Lebesgue measure on $\Omega_\xi \times \Omega_\alpha$. This implies that all probability terms in the sum of (20) are zero since $B$ is assumed to be a set of zero Lebesgue measure in $\Omega_\xi \times \Omega_\alpha$. \hfill \Box

Lemma 6 (Continuous component). For any two points $(\xi,\alpha,\theta) \in \Omega$ and $(\bar{\xi},\bar{\alpha},\bar{\theta}) \in \Omega$, there exist open sets $A_\xi, A_\alpha, C_\xi$ and $C_\alpha$, with $\xi \in A_\xi, \alpha \in A_\alpha, \bar{\xi} \in C_\xi$, and $\bar{\alpha} \in C_\alpha$, and constants $\varepsilon > 0, t' > 0, c > 0$ such that for any $\bar{\xi} \in A_\xi, \bar{\alpha} \in A_\alpha$, and all $t \in (t', t' + \varepsilon)$,

$$P_{\xi,\alpha,\bar{\alpha}} \left[ \{ \theta(t) = \bar{\theta}, \alpha(t) \in B_\alpha \} \geq c \ Lebesgue(B_\xi \cap C_\xi) \ Lebesgue(B_\alpha \cap C_\alpha) \right],$$

(21)

for any Borel-measurable sets $B_\xi \subset \Omega_\xi$ and $B_\alpha \subset \Omega_\alpha$. 
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Proof. Let $B_\xi \subseteq \Omega_\xi$, $B_\alpha \subseteq \Omega_\alpha$, and $\hat{\theta} \in \Omega_\theta$ be arbitrary and $B = B_\xi \times B_\alpha \times \{\hat{\theta}\}$. Consider a control sequence $u = (t, i) = (t_1, \ldots, t_{m+1}; i_1, \ldots, i_m)$ which is such that $\Phi_u(\xi, \theta) = (\hat{\xi}, \hat{\theta})$ and all component indices appear at least once in $i$. Let $\bar{\Omega}_\alpha$ denote a compact set whose interior contains both $\alpha$ and $\tilde{\alpha}$. Let $t_{\text{max}} = (t_{m+1} + 1)$ and $E_{t_{\text{max}}} = \{(\alpha(s))_{s \leq t_{\text{max}}} \subseteq \bar{\Omega}_\alpha\}$. We have,

$$P_{(\xi, \alpha, \hat{\theta})} \{(\xi(t), \alpha(t), \theta(t)) \in B\} \geq P_{(\xi, \alpha, \hat{\theta})} \{(\xi(t), \alpha(t), \theta(t)) \in B\} \cap E_{t_{\text{max}}}$$

for any $t \geq 0$. By constraining the process to realizations contained in $E_{t_{\text{max}}}$, we can again use the Poisson thinning procedure described in Appendix B.3 to simulate the law of the GZZ process up to time $t_{\text{max}}$. Now consider a collection of closed, bounded and disjoint intervals $U_1, \ldots, U_m$ which are neighborhoods of the points $t_1, \ldots, t_m$, respectively, and $U_m$ is such that for sufficiently small $\varepsilon > 0$, the interval $U_{m+1} = [\max U_m + \varepsilon, t_{m+1}]$ has non-empty interior. For the equivalent process generated by the Poisson thinning procedure, consider the event $E = E_1 \cap E_2$, where $E_1$ is the event that $E^k \in U_k \forall k = 1, \ldots, m$, and $E_2$ is the event that $I_k = i_k \forall k = 1, \ldots, m$ and $I_{m+1} = p + 1$, (which in particular implies that all velocity flips and the update of the hyperparameter block are accepted). Then for $t = t_{m+1}$, we have

$$P_{(\xi, \alpha, \hat{\theta})} \{(\xi(t), \theta(t), \alpha(t)) \in B\} \geq P_{(\xi, \alpha, \hat{\theta})} \{(\xi(t), \alpha(t)) \in B\}$$

where

$$\Psi(\xi, t, s_1, s_2, \ldots, s_m) = \xi + s_1 \lambda + (s_2 - s_1)F_{i_1}\lambda + \cdots + (t - s_m)F_{i_1,\ldots,i_m}\lambda.$$

Let

$$\lambda = \min \left\{ \lambda_i(\tilde{\xi}, \theta, \alpha) : \tilde{\xi} \in B_{\text{max}}(\xi), \theta \in \Omega_\theta, \tilde{\alpha} \in \bar{\Omega}_\alpha, i = 1, \ldots, p + 1 \right\}.$$

Using standard results on Poisson processes and the fact that the random variables $E_k, U_k (k = 1, \ldots, m + 1)$ are mutually independent, we find

$$P(E) = P(E_2 \mid E_1)P(E_1) \geq \left\{ \frac{\lambda}{(p + 1)\lambda} \right\}^{m+1} \exp \left\{ -\lambda \left( t_{\text{max}} - \sum_{k=1}^{m+1} |U_i| \right) \right\} \prod_{i=1}^{m+1} \exp\{-\lambda |U_i|\} = c_1,$$

and therefore

$$P \left\{ \{\Psi(\xi, t, E^1, \ldots, E^m) \in B_\xi \} \cap \{\tilde{\alpha}^{m+1} \in B_\alpha \} \cap E \right\} \geq c_1 P \left\{ \{\Psi(\xi, t, E^1, \ldots, E^m) \in B_\xi \} \cap \{\tilde{\alpha}^{m+1} \in B_\alpha \} \mid E \right\} P(E)$$

and therefore

$$P \left\{ \{\Psi(\xi, t, E^1, \ldots, E^m) \in B_\xi \} \cap \{\tilde{\alpha}^{m+1} \in B_\alpha \} \right\} \geq c_1 P \left\{ \{\Psi(\xi, t, E^1, \ldots, E^m) \in B_\xi \} \right\} P(E).$$
Conditioning on $E = \mathcal{E}_1 \cap \mathcal{E}_2$ renders the arrival times $E_1, \ldots, E_m$ to be mutually independent random variables with supports $U_1, \ldots, U_m$, respectively. Thus, there exists $c_2 > 0$ such that

$$
P \left[ \{ \Psi(\xi, t, E_1, \ldots, E_m) \in \mathcal{B}_\xi \} \cap \{ \tilde{\alpha}^{m+1} \in \mathcal{B}_\alpha \} \mid \mathcal{E} \right]
\geq c_2 P \left[ \{ \Psi(\xi, t, \tilde{U}^1, \ldots, \tilde{U}^m) \in \mathcal{B}_\xi \} \cap \{ \tilde{\alpha}^{m+1} \in \mathcal{B}_\alpha \} \mid \mathcal{E} \right],
$$

with $(\tilde{U}^1, \ldots, \tilde{U}^m)$ being uniformly distributed on $U_1 \times \cdots \times U_m$. Similarly, it follows from the specification of the transition kernel $Q$ that $\tilde{\alpha}^{m+1}$ has full support on $\tilde{\Omega}_\alpha$ and that its density is bounded below by

$$
c_3 = \min_{\xi' \in B_{\text{max}}(\xi), \alpha' \in \tilde{\Omega}_\alpha} Z^{-1}_{\xi', \alpha', \tilde{\Omega}_\alpha} q [([\xi', \alpha'], \alpha'')_1 \tilde{\Omega}_\alpha (\alpha'') > 0,
$$

where $Z_{\xi', \alpha', \tilde{\Omega}_\alpha}$ is an appropriate normalization constant. Thus,

$$
P \left[ \{ \Psi(\xi, t, \tilde{U}^1, \ldots, \tilde{U}^m) \in \mathcal{B}_\xi \} \cap \{ \tilde{\alpha}^{m+1} \in \mathcal{B}_\alpha \} \mid \mathcal{E} \right]
\geq c_3 \text{Lebesgue}(\tilde{\Omega}_\alpha) P \left[ \{ \Psi(\xi, t, \tilde{U}^1, \ldots, \tilde{U}^m) \in \mathcal{B}_\xi \} \cap \{ \tilde{U}^{m+1} \in \mathcal{B}_\alpha \} \right]
\geq c_3 \text{Lebesgue}(\tilde{\Omega}_\alpha) P \left[ \{ \Psi(\xi, t, \tilde{U}^1, \ldots, \tilde{U}^m) \in \mathcal{B}_\xi \} \right] P \left[ \{ \tilde{U}^{m+1} \in \mathcal{B}_\alpha \} \right]
$$

where $\tilde{U}^{m+1} \sim \text{Uniform}(\tilde{\Omega}_\alpha)$ is a uniform random variable independent of the arrival times $E_1^{k} (k \in \mathbb{N})$.

From the fact that the control sequence was chosen such that all velocity components are flipped at least once, it follows that the Jacobian matrix of the map $(s_1, \ldots, s_m) \mapsto \Psi(\xi, t; s_1, s_2, \ldots, s_m)$ has full rank $p$. Thus, under this map, the pushforward of the uniform law of $(\tilde{U}^1, \ldots, \tilde{U}^m)$ on $U_1 \times \cdots \times U_m$ is absolutely continuous with respect to the Lebesgue measure on $\Omega_\xi$, and by construction its support contains the point $\tilde{\xi}$. Therefore,

$$
P \left[ \Psi(\tilde{\xi}, \tilde{t}, \tilde{U}^1, \ldots, \tilde{U}^m) \in \mathcal{B}_\xi \right] \geq c_3 \text{Lebesgue}(\mathcal{B}_\xi \cap \mathcal{C}_\xi)
$$

(22)

for $\tilde{\xi} = \xi$ and $\tilde{t} = t_{m+1}$, some suitable constant $c_3 > 0$ and suitable neighbourhood $\mathcal{C}_\xi$ of $\tilde{\xi}$. This result can be extended to points in a neighbourhood $\mathcal{A}_\xi$ of $\xi$ and an open interval containing $t_{m+1}$ as follows. By viewing $\tilde{\xi}$ and $\tilde{t}$ as parameters of the map $\Psi(\tilde{\xi}, \tilde{t}, \cdot)$, it follows from Lemma 6.3 of Benaîm et al. (2015) that there exists a neighbourhood $\mathcal{C}_\xi$ of $\tilde{\xi}$ and $\varepsilon > 0$ such that for $C_\xi = \mathcal{C}_\xi$, equation (22) holds for all $\tilde{\xi} \in \mathcal{A}_\xi$ and $\tilde{t} \in (t_{m+1} - \varepsilon, t_{m+1} + \varepsilon)$. Likewise, by virtue of the construction of the constant $c_3$, we have

$$
P \left\{ \{ \tilde{U}^{m+1} \in \mathcal{B}_\alpha \} \right\} \geq \text{Lebesgue}(\tilde{\Omega}_\alpha)^{-1} \text{Lebesgue}(\mathcal{B}_\alpha \cap \mathcal{C}_\alpha)
$$

for any $\alpha \in \tilde{\Omega}_\alpha$. This completes the proof. \qed
Let in the following $K_1 \subseteq K_2 \subseteq \cdots$ be a sequence of a increasing of compact subsets of $\Omega_\xi \times \Omega_\alpha$ such that $\lim_{n \to \infty} K_n = \lim \inf_{n \to \infty} K_n = \Omega_\xi \times \Omega_\alpha$. In accordance with (Meyn and Tweedie, 1993, Section 3), we define by

$$\{(\xi, \alpha) \mapsto \infty \} = \liminf_{n \to \infty} \liminf_{t \to \infty} \{ (\xi(t), \alpha(t)) \notin K_n \},$$

the event that the process escapes to infinity.

**Lemma 7.** The process is non-evanescent. That is, for any $(\xi, \alpha, \theta) \in \Omega$, we have

$$P_{(\xi,\alpha,\theta)} \left[ \left\{ |(\xi,\alpha)| \to \infty \right\} \right] = 0.$$

**Proof.** By applying Fatou’s lemma twice, we obtain

$$P_{(\xi,\alpha,\theta)} \left[ \left\{ |(\xi,\alpha)| \to \infty \right\} \right] \\ \leq \liminf_{n \to \infty} \liminf_{t \to \infty} P_{(\xi,\alpha,\theta)} \left[ \left\{ (\xi(t), \alpha(t)) \notin K_n \right\} \right] \\ \leq \liminf_{n \to \infty} \{1 - \pi(K_n)\} = 0,$$

where the last equality holds since the target measure $\pi$ is tight. This shows that the process is non-evanescent for $\pi$-almost all starting points $(\xi, \alpha, \theta) \in \Omega$.

We next show non-evanescence for all starting points $(\xi, \alpha, \theta) \in \Omega$ by using the fact that the law of $(\xi(t), \theta(t), \alpha(t))$ becomes absolutely continuous with respect to $\pi$ within finite time. Let $\tau$ be as defined in the first paragraph of Appendix B.4 and let $\mathcal{N} \subset \Omega$ the set of all points in $\Omega$ for which the process is non-evanescent. Then,

$$P_{(\xi,\alpha,\theta)} \left[ \left\{ |(\xi(t),\alpha(t))| \not\to \infty \right\} \right] \geq P_{(\xi,\alpha,\theta)} \left[ \{ \tau < \infty \} \cap \left\{ |(\xi,\alpha)| \not\to \infty \right\} \right] \\ = E_{(\xi,\alpha,\theta)} \left[ 1_{\tau<\infty} P_{(\xi(\tau),\alpha(\tau),\theta(\tau))} \left[ \left\{ |(\xi,\alpha)| \not\to \infty \right\} \right] \right] \\ \geq E_{(\xi,\alpha,\theta)} \left\{ 1_{\tau<\infty} 1_{\{ (\xi(\tau),\alpha(\tau),\theta(\tau)) \notin \mathcal{N} \}} \right\}. $$

Since by what we have shown above $\Omega \setminus \mathcal{N}$ is a Lebesgue null set, we have

$$E_{(\xi,\alpha,\theta)} \left\{ 1_{\tau<\infty} 1_{\{ (\xi(\tau),\alpha(\tau),\theta(\tau)) \notin \mathcal{N} \}} \right\} = P_{(\xi,\alpha,\theta)} \left[ \{ \tau < \infty \} \cap \left\{ (\xi(\tau),\alpha(\tau),\theta(\tau)) \notin \mathcal{N} \right\} \right] \\ = P_{(\xi,\alpha,\theta)} \left( \tau < \infty \right).$$

Thus,

$$P_{(\xi,\alpha,\theta)} \left[ \left\{ |(\xi,\alpha)| \not\to \infty \right\} \right] \geq P_{(\xi,\alpha,\theta)} \left( \tau < \infty \right) = 1 - \lim_{t \to \infty} P(\tau > t) = 1,$$

since

$$P(\tau > t) \leq \sum_{k=1}^{d+1} P(T^k > t) \\ = \sum_{k=1}^{d+1} \exp \left[ - \int_0^t \lambda_k \{ (\xi(s), \alpha(s), \theta(s)) \} ds \right] \leq (d+1)e^{-2t} \xrightarrow{t \to \infty} 0.$$

\[\square\]
With the results of Lemma 6 and 7 at hand, the proof Theorem 2 is identical to the proof of Theorem 5 of Bierkens et al. (2019b). For the sake of self-contained presentation, we briefly summarize the main steps of that proof, but refer to the original work for details.

First, Lemmas 6 and 7 imply the existence of a non-trivial lower semi-continuous sub-stochastic transition kernel \( T \) which bounds the residual kernel

\[
R\{\xi, \alpha, \theta, \cdot\} = \int_0^\infty \mathcal{P}_t\{\xi, \alpha, \theta, \cdot\}e^{-t}dt
\]

from below so that \( R\{\xi, \alpha, \theta, A\} \geq T\{\xi, \alpha, \theta, A\} \) for all \( (\xi, \alpha, \theta) \in \Omega \) and all measurable sets \( A \subset \Omega \). In the language of Tweedie (1994), this means that the process is a \( T \)-process.

Lemma 6 directly implies that the process is open set irreducible. That is, for any open set \( O \subset \Omega \) and any starting point of the process, the probability that hitting times of the form \( \tau_O = \inf\{t \geq 0, (\xi(t), \alpha(t), \theta(t)) \in O\} \) are finite is positive. By Theorem 3.2 of Tweedie (1994), the open set irreducibility and the fact that the process is a \( T \)-process implies that it is \( \psi \)-irreducible, that is,

\[
\mathbb{E}_{(\xi, \alpha, \theta)} \left[ \int_0^\infty 1_A\{\xi(t), \alpha(t), \theta(t)\}dt \right] > 0,
\]

for any \( (\xi, \alpha, \theta) \in \Omega \) and any measurable set \( A \) with \( \check{\pi}(A) > 0 \).

By Theorem 3.2 of Meyn and Tweedie (1993), non-evanescence is equivalent to Harris-recurrence in the case of \( \psi \)-irreducible \( T \)-processes. Thus, by Lemma 7 it follows that the process is Harris-recurrent.

Finally, by Theorem 6.1 of Meyn and Tweedie (1993), it is sufficient to show irreducibility of an embedded/skeleton Markov chain

\[
x_k = \{\xi(k\delta), \alpha(k\delta), \theta(k\delta)\} \ (k \in \mathbb{N})
\]

with some \( \delta > 0 \) in order to show ergodicity of the continuous-time process. The existence of such a Markov chain follows again by Lemma 6 and standard arguments that rely on the observation that any periodicity issues which would prevent the embedded Markov chain to be irreducible can be overcome by the fact that the process can revisit a sufficiently small neighbourhood of any state within a certain non-empty time interval \([t_0, t_0 + \varepsilon]\).

### B.5 Proof Theorem 3

To show this, we consider a factorization of \( V \) as \( V = V_0 \prod_{i=1}^p V_i \), where

\[
V_0(\xi, \alpha, \theta) = \exp\{aU(\xi, \alpha)\} \quad \text{and} \quad V_i(\xi, \alpha, \theta) = \exp[\phi\{\theta_i\partial_{\xi_i}U(\xi, \alpha)\}] \ (i = 1, \ldots, p).
\]

Let \( s = \text{sign}\{\theta_i\partial_{\xi_i}U(\xi, \alpha)\} \) and \( \tilde{s} = \text{sign}\{\theta_i\partial_{\xi_i}U(\xi, \tilde{\alpha})\} \). Since the derivatives \( \partial_{\xi_i}b \) are bounded, it follows that there are constants \( c_i > 0 \ (i = 1, \ldots, p) \), such that

\[
\frac{V_i(\xi, \alpha, \theta)}{V_i(\xi, \tilde{\alpha}, \theta)} = \left\{1 + \delta|\theta_i\partial_{\xi_i}U(\xi, \alpha)|\right\}^{s/2} = \left\{1 + \delta|\theta_i\partial_{\xi_i}U(\xi, \tilde{\alpha})|\right\}^{\tilde{s}/2} \leq c_i
\]
for all \((\xi, \theta) \in \Omega_\xi \times \Omega_\theta\). Thus, in particular
\[
\int_{\Omega_\alpha} \frac{V(\xi, \alpha, \theta)}{V(\xi, \tilde{\alpha}, \theta)} \exp\{- U(\xi, \alpha)\} \, d\alpha \leq c \int_{\Omega_\alpha} \frac{V_0(\xi, \alpha, \theta)}{V_0(\xi, \tilde{\alpha}, \theta)} \exp\{- U(\xi, \alpha)\} \, d\alpha \quad \text{with} \quad c = \prod_{i=1}^{p} c_i \tag{23}
\]
for all \(\xi \in \Omega_\xi\). By the boundedness of \(b\), it follows that there exist suitable positive constants \(c_0, c_0' > 0\) such that
\[
\int_{\Omega_\alpha} \frac{V_0(\xi, \alpha, \theta)}{V_0(\xi, \tilde{\alpha}, \theta)} \exp\{- U(\xi, \alpha)\} \, d\alpha \leq c_0' e^{-U_1(\xi)} \exp\{- aU_2(\tilde{\alpha})\},
\]
\[
c_0 \exp\{- U_1(\xi)\} \leq \int_{\Omega_\alpha} \exp\{- U(\xi, \alpha)\} \, d\alpha.
\] (24)

Since we assume that \(U_1(\alpha) \to \infty\) as \(|\alpha| \to \infty\), inequalities (23) and (24) imply the validity of equation (14) for sufficiently large \(\tilde{\alpha}\).

## B.6 Proof of Theorem 4

In order to prove Theorem 4, we first show the validity of a minorization condition in Lemma 8 and a Lyapunov condition in Lemma 9.

**Lemma 8** (Minorization condition). Let Assumption 1 be satisfied. If \(A_\xi \subset \Omega_\xi\) and \(A_\alpha \subset \Omega_\alpha\) are compact, then there exists \(\tilde{t} > 0\) and a constant \(c > 0\) such that
\[
\forall (\xi, \alpha, \theta) \in C = A_\xi \times A_\alpha \times \Omega_\theta, \quad \mathbb{P}_{(\xi, \alpha, \theta)} \left[ (\xi(\tilde{t}), \alpha(\tilde{t}), \theta(\tilde{t})) \in \cdot \right] \geq c \text{Lebesgue}(\cdot \cap C).
\]

**Proof.** For any compact set \(A_\xi \subset \Omega_\xi\), we can choose \(t > 0\) sufficiently large (for example, \(t > \max_{(\xi, \tilde{\xi}) \in \Omega_\xi \times \Omega_\xi} |\xi - \tilde{\xi}|\)) such that for any pair of points \((\xi, \theta)\) and \((\tilde{\xi}, \tilde{\theta})\) whose position components are contained in \(A_\xi\), there exists an admissible control sequence \(u = (t, i)\) with \(t = (t_1, \ldots, t_{m+1})\) and \(t_{m+1} = t\) connecting \((\xi, \theta)\) and \((\tilde{\xi}, \tilde{\theta})\). By Lemma 6, for any such pair and any hyperparameter values \(\alpha, \tilde{\alpha}\), there exist neighborhoods of \((\xi, \alpha, \theta)\) and \((\tilde{\xi}, \tilde{\alpha}, \tilde{\theta})\) such that equation (21) holds for \(\tilde{t} = t\) and suitable constants. By compactness of \(C\), there exists a finite cover of \(A_\xi\) of such neighborhoods, which proves the lemma.

**Lemma 9** (Infinitesimal Lyapunov condition). Let Assumption 2 be satisfied. Let \(\delta > 0\) and \(a > 0\) be such that \(0 < \delta \eta < a < 1\) with \(\eta\) as specified in Assumption 2. Further, define \(\phi(s) = \text{sign}(s) \log(1 + \delta|s|)/2\). Then the function
\[
V(\xi, \alpha, \theta) = \exp \left[ aU(\xi, \alpha) + \sum_{i=1}^{p} \phi \{\theta_i \partial_{\xi_i} U(\xi, \alpha)\} \right]
\]
is a Lyapunov function of the GZZ process, that is, \(\lim_{x \to \infty} V(x) = \infty\) and there are suitable constants \(a > 0, b \in \mathbb{R}\) and a compact set \(C \subset \Omega_\xi \times \Omega_\alpha\) such that the Lyapunov condition (16) is satisfied.
Proof. We show the validity of the Lyapunov condition
\[ LV \leq -r V + b 1_C, \]  
with suitable constants \( r > 0, b \in \mathbb{R}, \) and compact set \( C, \) separately for \( L = L_{\text{ZZ}} \) and \( L = L_{\text{Gibbs}}. \)

(I) \( L = L_{\text{ZZ}} \): For fixed \( \alpha \in \Omega_\alpha, \) the function \( V(\cdot, \alpha, \cdot) \) is identical to the Lyapunov function proposed in Section 3.4 of Bierkens et al. (2019b), where it is used to show a similar result for the ZZ process. Using the fact that \( 0 \leq \phi'(s) \leq \delta/2, \) it is shown in the referenced article that
\[ L_{\text{ZZ}} V(\cdot, \alpha, \cdot) \leq \left\{ -\min(1-a, a-\bar{\eta} \delta) \sum_{i=1}^{p} |\partial_{\xi_i} U(\cdot, \alpha)| + \frac{d}{\delta} \right\} V(\cdot, \alpha, \cdot), \]  
which under the asymptotic growth condition of Assumption 2 directly implies the validity of equation (25) for sufficiently large \( C. \)

(II) \( L = L_{\text{Gibbs}} \): We note that
\[ (L_{\text{Gibbs}} V) (\xi, \alpha, \theta) = V(\xi, \alpha, \theta) \int_{\Omega_\alpha} \left\{ \frac{V(\xi, \tilde{\alpha}, \theta)}{V(\xi, \alpha, \theta)} - 1 \right\} \frac{1}{Z_\xi} \exp\{-U(\xi, \tilde{\alpha})\} d\tilde{\alpha}. \]  
Thus, in order for the Lyapunov condition to be satisfied, it is sufficient to show that the parameters \( a > 0 \) and \( \delta > 0 \) of the Lyapunov function \( V(\xi, \alpha, \theta) \) can be chosen such that there exists \( c > 0 \) and \( r > 0 \) so that the inequality \( C(\xi, \alpha, \theta) \leq -r \) holds for all \( \theta \in \{-1, 1\}^p \) and \( (\xi, \alpha) \in \Omega_\xi \times \Omega_\alpha \) with \( |(\xi, \alpha)| > c. \) Indeed, this is directly implied by Assumption 2, (C).

Let \( P = P_t \) with \( \tilde{t} \) as specified in Lemma 8. By Lemma 9 and a simple Grönwall inequality, it follows that \( P \) satisfies a Lyapunov inequality of the form \( \forall t \geq 0, \ e^{tL_{\text{ZZ}}} V \leq r V + h 1_C \) with suitable \( r \in (0, 1) \) and \( h \in \mathbb{R}. \) By Theorem 3.4 of Hairer and Mattingly (2011), it follows that the embedded Markov chain associated with \( P \) is geometrically ergodic with invariant measure \( \tilde{\pi}, \) that is,
\[ \forall n \in \mathbb{N}, \forall \varphi \in L^\infty_\tilde{\pi}(\Omega), \ \| P^n \varphi - \mathbb{E}_{x \sim \tilde{\pi}} \{ \varphi(x) \} \|_{L^\infty} \leq \tilde{c} r^n \| \varphi - \mathbb{E}_{x \sim \tilde{\pi}} \{ \varphi(x) \} \|_{L^\infty} \]  
with \( \tilde{c} > 0. \) It is well known that geometric ergodicity of the embedded Markov chain together with the validity of an infinitesimal Lyapunov condition implies Theorem 4 with \( \lambda = - \log(r)/\tilde{t} \) and sufficiently large constant \( c > 0 \) (see for example, Lelievre and Stoltz, 2016, Section 2.4.2.).

C General construction of Gibbs-PDMP samplers

The ZZ-sampler used to update \( \xi \) within the GZZ process can be replaced by any other PDMP process that has \( \pi(\xi \mid \alpha) \) as its invariant measure. In what follows, we provide a generic algorithm
that generates such a general Gibbs-PDMP sampler. Following the description of a PDMP in terms of a deterministic flow map, event rate, and transition distribution in Fearnhead et al. (2018), we assume that the PDMP used for updating $\xi$ is of the form $z(t) = (\xi(t), \theta(t)) \in \Omega_{\xi} \times \Omega_{\theta}$, where $\Omega_{\theta} \subseteq \mathbb{R}^p$ and is specified by the following $\alpha$-dependent quantities.

- **The deterministic flow map** $\Psi_{\alpha}(z(s), t) = z(t+s)$ that describes the deterministic dynamics of the process between event times.

- **The event rate** $\lambda_{\alpha}(z(t))$ that depends on the current position $z(t)$ of the process. Event times $T^k, k = 1, 2, \ldots$ are generated from the Poisson process $\Pi$ with intensity function $\lambda_{\alpha}(z(t))$.

- **The transition distribution at events:** whenever an event occurs at time $\tau$, the state prior to this event is denoted as $z(\tau-)$, and the state $z(\tau)$ is sampled from the transition kernel $P_{\alpha}$, that is, $z(\tau) \sim P_{\alpha}(z(\tau), \cdot)$.

For any value of $\alpha$, the process specified by the above quantities is assumed to preserve $\pi(d\xi | \alpha)$ (see Fearnhead et al., 2018 for sufficient conditions). In particular, when considering $\alpha$ as a constant part of the process, this family of processes defines a generator $L_{\text{PDMP}}$ that acts on the set of test functions $S = \mathcal{C}^\infty(\Omega_{\xi} \times \Omega_{\alpha} \times \Omega_{\theta}, \mathbb{R})$. The generalization of the Gibbs process, that is, the process associated with the generator $L_{\text{Gibbs−PDMP}} = L_{\text{PDMP}} + \eta L_{\text{Gibbs}}$, can be verified to preserve the target measure $\pi(d\xi, d\alpha)$ by following the same steps as in the proof of Proposition 1. It can be simulated as detailed in Algorithm 2.

**Algorithm 2: General Gibbs-PDMP algorithm.**

1. **Input:** $(\xi^0, \alpha^0, \theta^0) \in \Omega_{\xi} \times \Omega_{\alpha} \times \Omega_{\theta}$
2. **for** $k = 1, 2, \ldots$ **do**
   3. Draw $\tau' \sim \text{Exponential}(\eta)$ and $\tilde{\tau}_1, \ldots, \tilde{\tau}_p$ such that
   $$\mathbb{P}(\tilde{\tau} \geq s) = \exp \left\{ - \int_0^s \lambda(\Psi_{\alpha}(z(T^k), r)) \, dr \right\} (i = 1, \ldots, p).$$
   4. Let $\tau^k = \min \{\tau', \tilde{\tau}\}$.
   5. Set $T^{k+1} = T^k + \tau^k$.
   6. **if** $\tau = \tau'$ **then**
      7. Set $(\xi^{k+1}, \theta^{k+1}) = \Psi_{\alpha}(z(T^k), \tau^k)$
      8. Draw $\alpha^{k+1} \sim Q\{(\xi^{k+1}, \alpha^k), \cdot\}$.
   **else**
   9. Set $\alpha^{k+1} = \alpha^k$.
   10. Resample: $(\xi^{k+1}, \theta^{k+1}) \sim P_{\alpha^k}(\Psi_{\alpha}(z(T^k), \tau^k), \cdot)$.
11. **end if**
12. **end for**

**Output:** Skeleton points $\{(\xi^k, \alpha^k, \theta^k, T^k)\}_{k \in \mathbb{N}}$. 

**Algorithm 2: General Gibbs-PDMP algorithm.**
D Conditional distributions

In the following, $\cdot \mid -$ means conditioned on every variable other than itself.

D.1 Random effects model

We define

$$\tilde{X}_{ij} = (1, X_{ij1}^*, \ldots, X_{ijK}^*, X_{ij1}, \ldots, X_{ijp}) \in \mathbb{R}^{2+K+p},$$

where $X_{ij}^* = 1$ if observation $i \in j$-th group and zero otherwise. This reduces $\xi \mid -$ to a standard logistic regression setup, which can be sampled from using the ZZ process. In addition, the conditional distributions for the hyperparameters are

$$\phi \mid - \sim \text{Ga} \left( a_\phi + \frac{K+1}{2}, b_\phi + \frac{m^2}{2} + \frac{1}{2} \sum_{j=1}^{K} \beta_j^2 \right),$$

$$\sigma^2 \mid - \sim \text{IG} \left( a_\sigma + \frac{3}{2}, b_\sigma + \frac{1}{2} \sum_{i=1}^{p} \nu_i^2 \right),$$

which can be exactly sampled from.

D.2 Spike-and-slab prior

We have the following conditional distributions:

$$p(\nu \mid -) \propto p(\nu_{1:p} \mid \gamma_{1:d}, \nu, \tau_{1:d}^2) \times p_0(\nu)$$

$$\propto \prod_{i=1}^{p} \left[ \frac{1}{\sqrt{\nu} \tau_i} \exp \left( \frac{-\nu_i^2}{2 \nu \tau_i^2} \right) \right] \times \nu^{-(a_\nu+1)} \exp \left( \frac{b_\nu}{\nu} \right)$$

$$= \text{IG} \left( a_\nu + \frac{1}{2} \sum_{i=1}^{p} \gamma_i, b_\nu + \frac{1}{2} \sum_{i=1}^{p} \frac{\gamma_i \nu_i^2}{\tau_i^2} \right);$$

$$p(\pi \mid -) = \text{Beta} \left( a_\pi + \sum_{i=1}^{p} \gamma_i, b_\pi + d - \sum_{i=1}^{p} \gamma_i \right);$$

$$\mathbb{P}(\gamma_i = 1 \mid -) = \frac{p(v_i, \nu_1^2, \pi, \nu, \gamma_i = 1)}{p(v_i, \nu_1^2, \pi, \nu)} = \frac{p(v_i \mid \nu_1^2, \nu, \gamma_i = 1) \times p(\gamma_i = 1 \mid \pi) \times p_0(\pi)}{p(v_i, \tau_i^2, \pi, \nu, \gamma_i = 1) + p(v_i, \tau_i^2, \pi, \nu, \gamma_i = 0)}$$

$$= \frac{(\pi/\sqrt{\nu}) \exp \left\{ -\nu_i^2/(2 \nu \tau_i^2) \right\}}{(\pi/\sqrt{\nu}) \exp \left\{ -\nu_i^2/(2 \nu \tau_i^2) \right\} + (1 - \pi) \exp \left\{ -\nu_i^2/(2 \tau_i^2) \right\});$$

34
\[ P(\gamma_i = 0 \mid -) = 1 - P(\gamma_i = 1 \mid v_i, \tau_i^2, \pi, \nu) \]
\[ = \frac{(1 - \pi) \exp \left\{ -u_i^2/(2\tau_i^2) \right\}}{\left( \pi/\sqrt{\nu} \right) \exp \left\{ -u_i^2/(2\nu\tau_i^2) \right\} + (1 - \pi) \exp \left\{ -u_i^2/(2\tau_i^2) \right\}}. \]

Finally, we consider a MH update step for \( \tau_1^2, \ldots, \tau_d^2 \) by noting that

\[ p_0(\tau_i) \propto \left( 1 + \frac{\tau_i^2}{d_\tau} \right)^{-(d_\tau+1)/2}, \]

and thus

\[
p(\tau_i^2 \mid -) \propto p(v_i \mid \tau_i^2, \gamma_i, \nu) \times p_0(\tau_i^2)
\]
\[ = p(v_i \mid \tau_i^2, \gamma_i = 1, \nu) \times p_0(\tau_i^2) + p(v_i \mid \tau_i^2, \gamma_i = 0, \nu) \times p_0(\tau_i^2)
\]
\[ \propto \frac{\gamma_i}{\tau_i/\sqrt{\nu}} \exp \left( -\frac{u_i^2}{2\nu\tau_i^2} \right) \left( 1 + \frac{\tau_i^2}{d_\tau} \right)^{-(d_\tau+1)/2} + \frac{1 - \gamma_i}{\tau_i} \exp \left( -\frac{u_i^2}{2\tau_i^2} \right) \left( 1 + \frac{\tau_i^2}{d_\tau} \right)^{-(d_\tau+1)/2}
\]
\[ = \frac{1}{\tau_i} \left( 1 + \frac{\tau_i^2}{d_\tau} \right)^{-(d_\tau+1)/2} \left[ \frac{\gamma_i}{\sqrt{\nu}} \exp \left( -\frac{u_i^2}{2\nu\tau_i^2} \right) + (1 - \gamma_i) \exp \left( -\frac{u_i^2}{2\tau_i^2} \right) \right]. \]