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Abstract
The validity of a standardised test is questioned if an irrelevant construct is accounted for the performance of examinees, which is wrongly modeled as the ability in the construct (test items). A test must ensure precision in the examinee’s ability irrespective of their sub-population in any demographic variables. This paper explored the potentials of gender and school location as major covariates on the West African Examinations Council (WAEC) mathematics items among examinees (N=2,866) using Exploratory Structural Equation Modeling (ESEM). The results remarked that the test is multidimensional (six-factors) with compliance fix indices of ($\chi^2$ (940)=4882.024, $p < 0.05$, CFI=0.962, TLI=0.930, RMSEA=0.038, SRMR=0.030, 90 % CI=0.037-0.039, Akaike information criterion (AIC)=147290.577, Bayesian information criterion (BIC)=149585.436 and Sample-size adjusted BIC=148362.154) respectively. Also, there were 10 (20 %) significant DIF items in the WAEC to gender, while 3 (6 %) of the items indicated significant DIF to school location. Observed DIF items acquaint test developers; the existence of DIF may differentially affect the performance of examinees with the same ability level. The implications of the test are severe for the examinees. Hence, accurate and unbiased assessment should be the basic principles for any test item measurement, and test developers need to test the items to be free from biases psychometrically.
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1. Introduction
Ensuring test fairness and equity among examinees is very important. Examinees should be given equal opportunity to display what they know and perform well in the tested area according to their demographic profile, such as race, gender, location, ethnicity, religion, color, linguistic background, etc. The measurement community has increasingly employed standardised testing as one of the significant tools, deployed in assessing examinees’ outcomes and precise ability and examinee potential for future academic success. However, measurement experts over the years were apprehensive of the likelihood that test items, either cognitive or non-cognitive, might function differently (that is, favouring sub-group) across a group of examinees [1, 2]. Thus, the validity of a standardised test is questioned if an irrelevant construct is accounted for the performance of examinees, which is wrongly modeled as the ability in the construct (test items). A test must ensure precision in the examinee’s ability irrespective of their sub-population in any demographic variables. The examinee’s test score interpretation concerns the extent of its statistical independence across and among different groups of examinees in educational testing.

The West African Examinations Council (WAEC) is an examination board, established by law to determine the examinations, required in the public interest in the English-speaking West African countries, to conduct terminal examinations for grade 12 students, and to award certificates comparable to those of equivalent examining authorities internationally [3]. Since its establishment in 1952, the council has contributed to education in Anglophonic countries of West Africa (Ghana, Nigeria, Sierra Leone, Liberia, and Gambia), with the number of examinations they have coordinated and certificates they have issued. It is noteworthy, that this public examining body must avoid integrating items that do not establish a comparative opportunity to examinees’ in their test. They need to assess all items in a given test to ensure that they provide all the examinees equal opportunity to demonstrate their innate ability (traits) regardless of their demographic variables.
Dimensionality is the number of traits, underlying a test that accounts for student test performance variation. The student’s performance, in a higher set of n-dimensional latent space, is often described by a vector of ability scores as \((\theta_1, \theta_2, \ldots, \theta_n)\). Item response models that presume many latent traits, which account for students’ test performance, are known as multidimensional item response models, whereas item response models that assume a single latent ability are known as unidimensional models [4–6]. Also, [7, 8] suggested the exploratory approach to bundle items. This approach involves the use of statistical procedures to identify distinct dimensions, and numerical test items, such as quantitative reasoning, mental ability achievement test, etc., were generally believed to measure more than one trait (multidimensional) [9–12].

A method of assessing the extent, to which each item in a given test gives an equal opportunity to all the examinees, is known as differential Item Function (DIF). Also, differential item function detection is the most potent tool to evaluate the statistical independence of cognitive and non-cognitive instruments across a sub-group of examinees. DIF is a phenomenon that arises when an examinee’s probability of responding to an item correctly is independent of their actual ability but somewhat dependent on group membership. Exclusively, it occurs when examinees from various groups display the differing likelihood of success on the item after matching on their underlying ability that the item is purported to measure. This happens between two groups, a reference group, otherwise known as the majority, while a focal group is a minority (subject of investigation). The essence of DIF is to detect and estimate the interaction between item difficulties and various subgroups within the population of examinees [13–16].

There are two types of DIF that items can flag. These include uniform and non-uniform DIF. An item exhibits uniform DIF if there is no interaction between ability level and group membership; that is, the likelihood of endorsing an item correctly is more significant for one group, uniformly overall matched ability levels. Conversely, for an item with non-uniform DIF, the probability of answering an item correctly is not the same over all the matched ability. There are several methods of describing and detecting DIF. These include; Logistic regression, Item Response Theory Likelihood Ratio Test (IRT-LRT), Simultaneous Item Bias Test (SIBTEST), Mantel-Haenszel [17–22]. However, in this paper Exploratory Structural Equation Model (ESEM) of covariates was advanced. This, to the best of the researcher, had not been explored in the literature to investigate how mathematics items of WAEC behave across different sub-population of examinees. Though researchers have used variants of ESEM like Multiple Indicator Multiple Cause (MIMIC), Measurement Invariant (MI), and Multiple Group Analysis (MGA) to examine how a statistical property of a measurement that indicates the same underlying construct is being measured across groups or time in numerous studies [23–26].

Nevertheless, the question now is how tenable the performance of the exploratory structural equation model in detecting differential item function of the cognitive instrument is? That is the relationship between observed covariates and a latent variable. Although cross-loading of items is more visible and practicable with exploratory factor analysis (EFA), it is crystal clear that better techniques and approaches are more evident with confirmatory factor analysis (CFA) than EFA. Consequently, to combine the two methods, an alternative method was advanced [27, 28] called Exploratory Structural Equation Modeling (ESEM), which integrates advantages of EFA and CFA into its technique.

**Theoretical Framework**

*Exploratory and Confirmatory Factor Analysis*

Confirmatory factor analysis (CFA), according to [29], has been the essential ingredient of psychometric research since its inception and quickly became a default, “go-to” method in psychometrics due to the methodological advances, associated with it (that is, goodness-of-fit, estimation of different models, and the inclusion of method factors) relative to exploratory factor analysis (EFA). Also, its performance compares to EFA in terms of allowing items to load on their respective factor, while constraining cross-loading on other factors to zero is one of the significant underlying characteristics of CFA. Conversely [30–32] submitted that EFA freely estimates all cross-loadings. The researchers do not impose a specific latent structure on the observed indicators.
but rather allow the optimal number of factors to be determined based on several statistical and interpretability criteria. All these might indicate that EFA is less essential and inferior to CFA. Nevertheless, [33] argued that CFA's acceptance, acknowledgment, and usefulness could be seen as a motivation to create more parsimonious measurement models. More often than not, these models and items include a certain level of systematic measurement error in the form of cross-loadings.

[34] asserted that items are rarely pure indicators of their corresponding constructs; they are fallible; thus, at least some degree of construct-relevant association can be expected between items and the non-target, yet conceptually related constructs. When non-zero cross-loadings are present and unexpressed simultaneously, such restrictive constraints (that is, items can only load on one factor) could inflate the associations between the factors as the mis-specified cross-loadings could only be expressed through these factorial associations. Moreover, the goodness-of-fit of the models and the discriminant validity of the factors could also be undermined by these overly restrictive specifications [27]. To proffer solutions to these limitations, the Exploratory Structural Equation Modeling (ESEM) framework [23, 28] has been developed, which integrates the advantages of the less restrictive EFA (that is allowing cross-loadings) and the more advanced CFA (that is goodness-of-fit) at the same time, providing a collaboration that is the best of both features and can sufficiently account for complex measurement models.

**Exploratory Structural Equation Model (ESEM)**

For the exploratory structural equation model [23, 24, 26], the response variables \(Y=(Y_1, \ldots, Y_n)\), the predictor variables \(X=(X_1, \ldots, X_m)\) and \(k\) latent variables \(\eta=(\eta_1, \ldots, \eta_k)\) are under the standard assumptions that the \(\varepsilon\) and \(\zeta\) are normally distributed residuals with mean of zero and variance-covariance matrix \(\theta\) and \(\psi\) respectively. \(\Lambda\) is a factor loading matrix, while \(C\) and \(\Gamma\) are matrices of regression coefficients that relate latent variables.\[Y = \nu + \Lambda \eta + KX + \varepsilon,\]
\[\eta = \alpha + C \eta + \Gamma X + \zeta.\]

However, all parameters can be identified with the maximum likelihood estimation method (MLE); the model is generally not identified unless additional constraints are imposed. In CFA analyses, the two typical approaches are to identify the metric of the latent variable by either fixing the variance of the latent variable to be 1.0 or by fixing one of the factor loadings for each factor typically to be 1.0. The ESEM approach differs from the typical CFA approach in that all factor loadings are estimated, subject to constraints, so that the model can be identified. More importantly, [30] suggested that the ESEM model’s estimation comprises many steps. First, an SEM model is estimated using the ML estimator. The factor variance-covariance matrix is indicated as an identity matrix \((\psi=I)\), giving \(k(k+1)/2\) restrictions. The EFA loading matrix \((\Lambda)\) has all entries above the main diagonal (that is for the first \(k\) rows and column in the upper right-hand corner of the factor loading matrix, \(\Lambda\)), fixed to 0, providing remaining \(k(k-1)/2\) identifying restrictions. This initial, unrotated model provides starting values that can be rotated into an EFA model with \(k\) factors. The asymptotic distribution of all parameter estimates in this starting value model is also obtained. Consequently, the ESEM variance-covariance matrix is computed.

Researchers, such as [32, 35, 36], argued that ESEM was a better and efficient method to adjust for the cross-factor loading instead of latent variables analysis, which assesses a measurement model of constructs through exploratory factor analysis (EFA) in place of CFA. Generally, ESEM showed improved model fit results as well as deflated inter-factor correlations that, in turn, improve the discriminant validity of the factors as well as produce a more realistic representation of the data [31, 33, 34, 37]. Hence, the relative novelty of the ESEM method in literature is now adequately established from various studies within the context of behavioural socio-science research [38–42]. Numerous studies have remarked the impressive performance of ESEM compared to CFA in investigating the measurement structure of latent variables [27, 37, 43].
Based on the review above, it’s expected that ESEM would perform better in detecting differential item function for the demographic profile of the examinees. Consequently, there is a likelihood that the predictors (gender and school location) have unique and distinct effects on the test items that their impact on the latent variables cannot fully explain. Succinctly, bias is an issue to be addressed since tests are used as gatekeepers for educational opportunities, and test items should be fair for every examinee. Their importance is justified only if the measures, used to produce valid outcome data for different sub-populations, are presented with the same test. Personal experience has shown that examinees, responding to WAEC mathematics items, were from various regions in Nigeria and taught by different mathematics teachers. The teachers from these regions employed different constructs and instructional pedagogies to teach the examinees. The areas of specialty, years of experience, and qualifications of these teachers differed; therefore, content exposure and constructs, exposed to students, differed across regions. It is expected, that these students should write the same examination. The question is that do the public examining bodies, such as WAEC, take cognisance of this situation when developing their test items? The answer is an absolute NO.

Consequently, this may have significant interference on the students’ performance in the test due to observed differing content exposure and location. Also, this may pose a threat to equity and fairness and make decisions taken not reflect the students’ actual ability. This could affect the predictive and construct validity of the test since the item biasness was not adequately handled at the level of test development (i.e., assessing the psychometric properties of the items).

Therefore, this study aimed to establish the performance of exploratory structural equation modeling to detect differential item functioning and provides answers to the following research questions. They include (i) what is the number of underlying factors in the WAEC mathematics items, (ii) is there significant effect of gender covariate on the mathematics items, and (iii) is there significant effect of school location covariate on the mathematics items, respectively.

2. Materials and methods

Design, Population, and Sample

Institutional Review Board Statement: The study was conducted according to the guidelines of the Declaration of Helsinki and approved by the Ethics Committee of the University of Johannesburg (protocol code Sem 2-2021-164). Informed consent was obtained from all participants, involved in the study.

This paper employed a non-experimental design of instrumentation research type. The study population was prospective K-12 students, selected randomly from Education District 1 (Agege, Alimosho, and Ifako/Ijaye) of Lagos State, Nigeria. A sample of 2,866 participants, 1,233 (43 %) male, 1,633 (57 %) females, aged between 14 and 20 years, were obtained from 28 schools in the State.

Summary descriptive statistics were calculated (Table 1), followed by exploratory factor analysis using WLSMV estimator and Goemin rotation, and subsequently confirmatory factor analysis (CFA). After finding the best model, differential item functioning (DIF) was conducted using the exploratory structural equation model (ESEM) to determine if the examinee’s responses to item differed by gender and school location after controlling for theta (θ).

Table 1
Summary Descriptive Statistics of WAEC Mathematics Test items

| Variable | Mean Statistic | Std. Deviation Statistic | Skewness Statistic | Std. Error Statistic | Kurtosis Statistic | Std. Error Statistic |
|----------|----------------|--------------------------|--------------------|----------------------|-------------------|---------------------|
| 1        | 1.52           | 0.500                    | −0.077             | 0.046                | −1.995            | 0.091               |
| Location | 1.59           | 0.492                    | −0.369             | 0.046                | −1.865            | 0.091               |
| V1       | 0.72           | 0.449                    | −0.936             | 0.046                | −1.034            | 0.091               |
| V2       | 0.71           | 0.456                    | −0.906             | 0.046                | −1.180            | 0.091               |
| V3       | 0.78           | 0.412                    | −1.381             | 0.046                | −0.093            | 0.091               |
|   | 1     | 2     | 3     | 4     | 5     | 6     | 7     |
|---|-------|-------|-------|-------|-------|-------|-------|
| V4| 0.93  | 0.256 | -3.358| 0.046 | 9.282 | 0.091 |
| V5| 0.63  | 0.484 | -0.524| 0.046 | -1.727| 0.091 |
| V6| 0.64  | 0.481 | -0.574| 0.046 | -1.672| 0.091 |
| V7| 0.73  | 0.442 | -1.064| 0.046 | -0.867| 0.091 |
| V8| 0.65  | 0.478 | -0.613| 0.046 | -1.625| 0.091 |
| V9| 0.76  | 0.426 | -1.229| 0.046 | -0.490| 0.091 |
| V10| 0.68  | 0.467 | -0.769| 0.046 | -1.410| 0.091 |
| V11| 0.73  | 0.446 | -1.015| 0.046 | -0.971| 0.091 |
| V12| 0.51  | 0.500 | -0.038| 0.046 | -2.000| 0.091 |
| V13| 0.69  | 0.462 | -0.830| 0.046 | -1.312| 0.091 |
| V14| 0.79  | 0.407 | -1.432| 0.046 | 0.051 | 0.091 |
| V15| 0.70  | 0.457 | -0.895| 0.046 | -1.200| 0.091 |
| V16| 0.90  | 0.306 | -2.590| 0.046 | 4.712 | 0.091 |
| V17| 0.74  | 0.438 | -1.099| 0.046 | -0.792| 0.091 |
| V18| 0.91  | 0.283 | -2.912| 0.046 | 6.483 | 0.091 |
| V19| 0.70  | 0.460 | -0.857| 0.046 | -1.267| 0.091 |
| V20| 0.63  | 0.482 | -0.552| 0.046 | -1.697| 0.091 |
| V21| 0.69  | 0.461 | -0.844| 0.046 | -1.288| 0.091 |
| V22| 0.68  | 0.465 | -0.795| 0.046 | -1.369| 0.091 |
| V23| 0.70  | 0.457 | -0.895| 0.046 | -1.200| 0.091 |
| V24| 0.66  | 0.475 | -0.655| 0.046 | -1.572| 0.091 |
| V25| 0.61  | 0.487 | -0.458| 0.046 | -1.791| 0.091 |
| V26| 0.65  | 0.477 | -0.623| 0.046 | -1.613| 0.091 |
| V27| 0.74  | 0.437 | -1.112| 0.046 | -0.764| 0.091 |
| V28| 0.52  | 0.500 | -0.087| 0.046 | -1.994| 0.091 |
| V29| 0.69  | 0.462 | -0.832| 0.046 | -1.309| 0.091 |
| V30| 0.71  | 0.452 | -0.949| 0.046 | -1.100| 0.091 |
| V31| 0.73  | 0.442 | -1.054| 0.046 | -0.889| 0.091 |
| V32| 0.57  | 0.495 | -0.296| 0.046 | -1.913| 0.091 |
| V33| 0.57  | 0.495 | -0.296| 0.046 | -1.913| 0.091 |
| V34| 0.75  | 0.434 | -1.146| 0.046 | -0.688| 0.091 |
| V35| 0.87  | 0.339 | -2.168| 0.046 | 2.072 | 0.091 |
| V36| 0.72  | 0.450 | -0.966| 0.046 | -1.106| 0.091 |
| V37| 0.65  | 0.478 | -0.610| 0.046 | -1.629| 0.091 |
| V38| 0.73  | 0.444 | -1.032| 0.046 | -0.935| 0.091 |
| V39| 0.69  | 0.462 | -0.830| 0.046 | -1.312| 0.091 |
| V40| 0.69  | 0.463 | -0.812| 0.046 | -1.341| 0.091 |
| V41| 0.71  | 0.455 | -0.908| 0.046 | -1.177| 0.091 |
| V42| 0.69  | 0.461 | -0.844| 0.046 | -1.288| 0.091 |
| V43| 0.69  | 0.463 | -0.816| 0.046 | -1.335| 0.091 |
| V44| 0.74  | 0.438 | -1.097| 0.046 | -0.797| 0.091 |
| V45| 0.79  | 0.405 | -1.445| 0.046 | 0.089 | 0.091 |
| V46| 0.73  | 0.445 | -1.028| 0.046 | -0.943| 0.091 |
| V47| 0.72  | 0.448 | -0.993| 0.046 | -1.015| 0.091 |
| V48| 0.69  | 0.462 | -0.830| 0.046 | -1.312| 0.091 |
| V49| 0.75  | 0.431 | -1.180| 0.046 | -0.607| 0.091 |
| V50| 0.63  | 0.483 | -0.532| 0.046 | -1.718| 0.091 |

**Instrumentation**

In Nigeria, WAEC is a high-stake examination. It is a standardised examination, prepared by experienced and seasoned item developers from various higher institutions with test and measurement experts. The 2020 mathematics instrument contained 50 items with four options (A-D). Students took a survey with 50 multiple-choice items, drawn across common areas of the math-
ematics syllabus by the examining body. They rest assured that their responses would be treated with utmost secrecy. The survey took a maximum of 1 hour 30 minutes to complete. The empirical reliability was calculated to be 0.85. It was administered to 3,000 participants, and the optical mark’s reader (OMR) sheet was used to shade the correct answers, but 2,866 OMR sheets were returned and used in the analysis. Data obtained was analysed using Mplus 7.4 [44] and estimated with the robust maximum likelihood estimator (MLR), which provides standard errors and tests of model fit that are robust to the non-normality of the data.

3. Results

Participants’ responses to dichotomous test items (mathematics achievement test) were subjected to EFA, implemented in Mplus to determine the test data’s optimal factor. To achieve this, 1-factor was hypothesised that fit the test data. Also, 2-factors were hypothesised that underlie the test data, then the fit indices for 1-factor and 2-factors were compared. Hence, if 2-factors fit the data better than 1-factor, the data is further calibrated under the hypothesis that 3-factors fit the test data, and the fitness of 2-factors and 3-factors were compared in the same trend. This process persists until the optimal factor, underlying the test data, is achieved. Tables 2, 3 presented the model fit summary information for the test data.

Table 2
Model fit summary information for the test data

| Model  | Number of Parameters | Chi-Square | df  | p-value | CFI  | TLI  | SRMR | RMSEA | 90 % C.I |
|--------|----------------------|------------|-----|---------|------|------|------|-------|----------|
| 1–factor | 50 | 9797.73 | 1175 | 0.00 | 0.81 | 0.79 | 0.09 | 0.051 | 0.050–0.052 |
| 2–factor | 99 | 7504.18 | 1126 | 0.00 | 0.86 | 0.84 | 0.08 | 0.044 | 0.044–0.045 |
| 3–factor | 147 | 6579.56 | 1078 | 0.00 | 0.88 | 0.86 | 0.07 | 0.042 | 0.041–0.043 |
| 4–factor | 194 | 5885.70 | 1031 | 0.00 | 0.89 | 0.87 | 0.06 | 0.041 | 0.040–0.042 |
| 5–factor | 240 | 4928.98 | 985 | 0.00 | 0.91 | 0.89 | 0.05 | 0.037 | 0.036–0.038 |
| 6–factor | 285 | 3905.60 | 940 | 0.00 | 0.96 | 0.94 | 0.04 | 0.033 | 0.032–0.034 |

Table 3
Comparison of Model Fit Information

| Models Compared          | Chi-Square | df  | p-value | CFI  | TLI  | SRMR | RMSEA | 90 % C.I |
|--------------------------|------------|-----|---------|------|------|------|-------|----------|
| 1-factor against 2-factor | 1365.6     | 49  | 0.00    | 0.86 | 0.84 | 0.08 | 0.044 |          |
| 2-factor against 3-factor | 920.43     | 48  | 0.00    | 0.88 | 0.86 | 0.07 | 0.042 |          |
| 3-factor against 4-factor | 749.9      | 47  | 0.00    | 0.89 | 0.87 | 0.06 | 0.041 |          |
| 4-factor against 5-factor | 901.49     | 46  | 0.00    | 0.91 | 0.89 | 0.05 | 0.037 |          |
| 5-factor against 6-factor | 873.5      | 45  | 0.00    | 0.96 | 0.94 | 0.04 | 0.033 |          |

Table 2 presents the number of hypothesized factors, underlying the 2020 WAEC mathematics test, while Table 3 depicted the nested model fit when the hypothesised factors were compared. According to [45] as cited in [46], it is suggested, that a Comparative Fit index (CFI) of 0.90 indicates an acceptable level of fit and a value of 0.95 indicates good fit; CFI=1 indicates perfect fit, Tucker-Lewis index (TLI) of 0.90 as an acceptable threshold and 0.95 indicates a good fit; Standardised Root Mean Square Residual (SRMR) of 0.00 indicates perfect fit and value of 0.08 or less is considered to be an indicator of good model fit. The Root Mean Square Error of Approximation (RMSEA) is the benchmark for judging the overall fitness of a model with the threshold value of 0.05 or less as a sign of good model fit.

The nested model in Table 3 indicated that when the fitness of 1-factor model was compared to 2-factor model, 2-factor model fitted the data better with $\chi^2_{(49)}=1365.6$, $p<0.05$, CFI=0.86, TLI=0.84, RMSEA=0.04 and SRMR=0.08. When the fitness of 2-factor and 3-factor models was compared, the analysis showed that 3-factor fitted the data better than the 2-factor model with $\chi^2_{(48)}=920.43$, $p<0.05$, CFI=0.88, TLI=0.86, RMSEA=0.04 and SRMR=0.07. Also, when the fitness of 3-factor was compared with 4-factor, 4-factor fitted the data better than the 3-factor with $\chi^2_{(47)}=749.9$, $p<0.05$, CFI=0.89, TLI=0.87, RMSEA=0.03 and SRMR=0.06. Similarly, when 4-factor was compared with 5-factor, 5-factor fitted the data better than the 4-factor with $\chi^2_{(46)}=901.49$, $p<0.05$, CFI=0.91, TLI=0.89, RMSEA=0.05 and SRMR=0.06. Finally, when 5-factor was compared with 6-factor, 6-factor fitted the data better than the 5-factor with $\chi^2_{(45)}=873.5$, $p<0.05$, CFI=0.96, TLI=0.94, RMSEA=0.04 and SRMR=0.04.
$p<0.05$, CFI=0.89, TLI=0.87, RMSEA=0.04 and SRMR=0.06. Moreover, the procedure continues till when the fitness of 5-factor and 6-factor models was compared, it was remarked, that 6-factor fitted the data better than the 5-factor model with $\chi^2(45)=873.5$, $p<0.05$, CFI=0.96, TLI=0.94, RMSEA=0.03 and SRMR=0.04 respectively. Consequently, the result showed that 6-factors fitted the data better. It is evident, that there are 6 possible sub-factors that reflect the mathematics test item of WAEC.

More importantly, to establish the number and characteristics of the factors, this is interpretable, non-linear exploratory structural equation modeling was employed. Fig. 1 presents the ESEM of the six factors, explaining the variance, observed in the performance of examinees’ in the test.

Fig. 1. Path Diagram of Exploratory Structural Equation Model (ESEM) for the 6-factor

Fig. 1 depicts the ESEM for the 6-factor model for the test. The model remarked that six salient factors, underlying the test, were interpretable with $\chi^2(940)=4882.024$, $p<0.05$, CFI=0.962, TLI=0.930, RMSEA=0.038, SRMR=0.030, 90 % CI=0.037-0.039, Akaiake information criterion (AIC)=147290.577, Bayesian information criterion (BIC)=149585.436 and Sample-size adjusted BIC=148362.154 respectively. Based on these fit indices, six factors are embedded in the test data, with each factor having more than three substantial item loadings of 0.32 and above. Fig. 2 present the performance of ESEM in detecting gender biases in the mathematics test data.

Fig. 2. ESEM with respect to Gender as Covariate
Fig. 2 depicts ESEM with gender as a covariate of the six factors that accounted for the student’s performance in the test. This shows that the 6-factor model, describing the performance of students in mathematics test item, was viable and substantial with, $\chi^2_{(940)}=4938.197$, $p<0.05$, CFI=0.954, TLI=0.960, RMSEA=0.038, SRMR=0.029, 90 % CI=0.036–0.039. Consequently, the extent, to which gender affects the traits that underlie examinees’ performance in mathematics tests, was evaluated. The results are presented in Table 4 as follows:

| Item | Covariate | Estimate | Std. Error (S.E.) | Est./S.E. | p-value | Remarks |
|------|-----------|----------|-------------------|-----------|---------|---------|
| W1   | ON GENDER | 0.019    | 0.022             | 0.842     | 0.400   | No DIF |
| W2   | ON GENDER | 0.050    | 0.064             | 0.791     | 0.429   | No DIF |
| W3   | ON GENDER | 0.145    | 0.050             | 2.923     | 0.003   | DIF    |
| W4   | ON GENDER | −0.033   | 0.012             | −2.749    | 0.006   | DIF    |
| W5   | ON GENDER | 0.012    | 0.020             | 0.613     | 0.540   | No DIF |
| W6   | ON GENDER | 0.138    | 0.047             | 2.963     | 0.003   | DIF    |
| W7   | ON GENDER | 0.026    | 0.019             | 1.409     | 0.159   | No DIF |
| W8   | ON GENDER | −0.025   | 0.020             | −1.251    | 0.211   | No DIF |
| W9   | ON GENDER | −0.002   | 0.019             | −0.126    | 0.900   | No DIF |
| W10  | ON GENDER | 0.029    | 0.021             | 1.385     | 0.166   | No DIF |
| W11  | ON GENDER | −0.362   | 0.060             | −6.029    | 0.000   | DIF    |
| W12  | ON GENDER | −0.017   | 0.022             | −0.755    | 0.450   | No DIF |
| W13  | ON GENDER | −0.032   | 0.019             | −1.743    | 0.081   | No DIF |
| W14  | ON GENDER | −0.034   | 0.017             | −2.063    | 0.039   | DIF    |
| W15  | ON GENDER | −0.013   | 0.018             | −0.683    | 0.495   | No DIF |
| W16  | ON GENDER | −0.015   | 0.014             | −1.067    | 0.286   | No DIF |
| W17  | ON GENDER | 0.015    | 0.019             | 0.803     | 0.422   | No DIF |
| W18  | ON GENDER | −0.044   | 0.012             | −3.524    | 0.000   | DIF    |
| W19  | ON GENDER | −0.002   | 0.019             | −0.093    | 0.926   | No DIF |
| W20  | ON GENDER | −0.031   | 0.020             | −1.572    | 0.116   | No DIF |
| W21  | ON GENDER | 0.188    | 0.071             | 2.647     | 0.008   | DIF    |
| W22  | ON GENDER | 0.282    | 0.062             | 4.548     | 0.000   | DIF    |
|   | 1    | 2    | 3    | 4    | 5    | 6    | 7    |
|---|------|------|------|------|------|------|------|
| W23| ON   | GENDER| 0.031| 0.017| 1.835| 0.066| No DIF |
| W24| ON   | GENDER| –0.002| 0.019| –0.087| 0.931| No DIF |
| W25| ON   | GENDER| –0.007| 0.020| –0.333| 0.739| No DIF |
| W26| ON   | GENDER| 0.036| 0.018| 2.078| 0.038| DIF    |
| W27| ON   | GENDER| –0.003| 0.016| –0.174| 0.862| No DIF |
| W28| ON   | GENDER| 0.014| 0.024| 0.592| 0.554| No DIF |
| W29| ON   | GENDER| –0.044| 0.052| –0.850| 0.395| No DIF |
| W30| ON   | GENDER| 0.017| 0.020| 0.834| 0.404| No DIF |
| W31| ON   | GENDER| 0.017| 0.017| 1.039| 0.299| No DIF |
| W32| ON   | GENDER| 0.008| 0.030| 0.262| 0.793| No DIF |
| W33| ON   | GENDER| 0.022| 0.029| 0.742| 0.458| No DIF |
| W34| ON   | GENDER| 0.015| 0.017| 0.885| 0.376| No DIF |
| W35| ON   | GENDER| 0.011| 0.013| 0.811| 0.417| No DIF |
| W36| ON   | GENDER| 0.019| 0.016| 1.141| 0.254| No DIF |
| W37| ON   | GENDER| –0.004| 0.019| –0.212| 0.832| No DIF |
| W38| ON   | GENDER| 0.026| 0.020| 1.289| 0.197| No DIF |
| W39| ON   | GENDER| –0.027| 0.022| –1.250| 0.211| No DIF |
| W40| ON   | GENDER| –0.035| 0.022| –1.581| 0.114| No DIF |
| W41| ON   | GENDER| –0.001| 0.023| –0.061| 0.951| No DIF |
| W42| ON   | GENDER| 0.009| 0.022| 0.425| 0.671| No DIF |
| W43| ON   | GENDER| 0.038| 0.023| 1.641| 0.101| No DIF |
| W44| ON   | GENDER| 0.015| 0.022| 0.691| 0.490| No DIF |
| W45| ON   | GENDER| 0.008| 0.021| 0.363| 0.716| No DIF |
| W46| ON   | GENDER| 0.028| 0.021| 1.363| 0.173| No DIF |
| W47| ON   | GENDER| 0.012| 0.022| 0.565| 0.572| No DIF |
| W48| ON   | GENDER| –0.014| 0.020| –0.671| 0.502| No DIF |
Continuation of Table 4

| Item | Covariate | Estimate | Std. Error (S.E.) | Est./S.E. | p-value | Remarks |
|------|-----------|----------|------------------|-----------|---------|---------|
| W49 | GENDER ON | 0.036    | 0.020            | 1.806     | 0.071   | No DIF  |
| W50 | GENDER ON | 0.056    | 0.021            | 2.701     | 0.007   | DIF     |

Table 4 shows the DIF assessment of mathematics test items using ESEM with gender as covariate to model their direct effects on the factor’s indicators. The Table 4 remarked that the covariate has direct significant effects on 10 (20%) out of 50 test items, namely; (item 3, p-value=0.003, item 4, p-value=0.006, item 6, p-value=0.003, item 11, p-value=0.000, item 14, p-value=0.039, item 18, p-value=0.000, item 21, p-value=0.008, item 22, p-value=0.000, item 26, p-value=0.038, and item 50, p-value=0.0037). This indicated that these items function differentially across gender of the students.

Fig. 3 shows the ESEM with the location as a covariate of the six factors that underlies the test’s students’ performance. This suggested that 6-factor model, explaining the performance of students in mathematics test item, was viable with $\chi^2_{(940)}=4937.553$, $p<0.05$, CFI=0.968, TLI=0.977, RMSEA=0.038, SRMR=0.029, 90% CI=0.037–0.039. Thus, the extent, to which school location impacts the characteristics that underlie students’ performance in mathematics tests, was evaluated. The results are presented in Table 5.

![Fig. 3. ESEM with respect to school location as a covariate](image)

### Table 5
Model of six factors ESEM with school location as a covariate

| Item | Covariate | Estimate | Std. Error (S.E.) | Est./S.E. | p-value | Remarks |
|------|-----------|----------|------------------|-----------|---------|---------|
| W1   | LOCATION ON | –0.018   | 0.022            | –0.811    | 0.417   | NO DIF  |
| W2   | LOCATION ON | 0.021    | 0.017            | 1.242     | 0.214   | NO DIF  |
| W3   | LOCATION ON | 0.032    | 0.017            | 1.885     | 0.059   | NO DIF  |
| W4   | LOCATION ON | –0.005   | 0.012            | –0.396    | 0.692   | NO DIF  |
| W5   | LOCATION ON | 0.077    | 0.020            | 3.833     | 0.000   | DIF     |
### Continuation of Table 5

|   | 1       | 2       | 3       | 4       | 5       | 6       | 7       |
|---|---------|---------|---------|---------|---------|---------|---------|
| W6| ON      | LOCATION| −0.004  | 0.021   | −0.203  | 0.839   | NO      | DIF     |
| W7| ON      | LOCATION| 0.000   | 0.018   | 0.014   | 0.989   | NO      | DIF     |
| W8| ON      | LOCATION| 0.017   | 0.020   | 0.833   | 0.405   | NO      | DIF     |
| W9| ON      | LOCATION| 0.013   | 0.019   | 0.673   | 0.501   | NO      | DIF     |
| W10| ON    | LOCATION| 0.009   | 0.019   | 0.490   | 0.624   | NO      | DIF     |
| W11| ON     | LOCATION| −0.011  | 0.020   | −0.556  | 0.578   | NO      | DIF     |
| W12| ON     | LOCATION| −0.054  | 0.021   | −2.610  | 0.009   | DIF     |         |
| W13| ON     | LOCATION| 0.009   | 0.018   | 0.471   | 0.638   | NO      | DIF     |
| W14| ON     | LOCATION| −0.005  | 0.016   | −0.281  | 0.779   | NO      | DIF     |
| W15| ON     | LOCATION| −0.015  | 0.018   | −0.831  | 0.406   | NO      | DIF     |
| W16| ON     | LOCATION| 0.004   | 0.013   | 0.349   | 0.727   | NO      | DIF     |
| W17| ON     | LOCATION| 0.009   | 0.018   | 0.520   | 0.603   | NO      | DIF     |
| W18| ON     | LOCATION| −0.012  | 0.012   | −0.999  | 0.318   | NO      | DIF     |
| W19| ON     | LOCATION| −0.016  | 0.018   | −0.893  | 0.372   | NO      | DIF     |
| W20| ON     | LOCATION| 0.000   | 0.018   | 0.006   | 0.996   | NO      | DIF     |
| W21| ON     | LOCATION| −0.032  | 0.019   | −1.740  | 0.082   | NO      | DIF     |
| W22| ON     | LOCATION| −0.066  | 0.018   | −3.718  | 0.000   | DIF     |         |
| W23| ON     | LOCATION| −0.027  | 0.016   | −1.655  | 0.098   | NO      | DIF     |
| W24| ON     | LOCATION| 0.066   | 0.018   | 3.592   | 0.000   | DIF     |         |
| W25| ON     | LOCATION| 0.027   | 0.019   | 1.434   | 0.151   | NO      | DIF     |
| W26| ON     | LOCATION| 0.022   | 0.016   | 1.334   | 0.182   | NO      | DIF     |
| W27| ON     | LOCATION| −0.012  | 0.016   | −0.767  | 0.443   | NO      | DIF     |
| W28| ON     | LOCATION| −0.002  | 0.021   | −0.116  | 0.908   | NO      | DIF     |
| W29| ON     | LOCATION| 0.022   | 0.018   | 1.222   | 0.222   | NO      | DIF     |
| W30| ON     | LOCATION| −0.011  | 0.018   | −0.593  | 0.553   | NO      | DIF     |
| W31| ON     | LOCATION| 0.015   | 0.016   | 0.929   | 0.353   | NO      | DIF     |
Table 5 shows the DIF assessment of mathematics test items using ESEM with school location as a covariate to model their direct effects on the factor’s indicators. The school location showed significant direct effects on 3 (6 %) out of 50 test items, namely; (item 5, p-value=0.000, item 12, p-value=0.009, and item 22, p-value=0.000). The implication is that those items function differentially across the school location of the students.

4. Discussions

The number of factors that underlie the WAEC mathematics test items was established using exploratory factor analysis, resulting in all items having statistically significant loadings on their intended factor. The model fit information was compared, and the 6-factor model demonstrated excellent fit. The six factors were labeled: Number and Numeration, Algebraic Process, Introduction to Calculus, Statistics and Probability, Mensuration, and Trigonometry, respectively. Thus, the instrument is multidimensional, and more than one trait explained the observed variance in
students’ performance to the test items. This submission conforms with the findings of [10–12, 47], who posited that standardised instruments, developed for selections and placement and scholarship awards, might not be unidimensional, especially when test items were from various areas. For instance, the National Benchmark Test in South Africa consists of Academic Literacy, Quantitative Literacy, and Mathematics; Graduate Management Admission Test consists of mathematics, verbal reasoning, quantitative reasoning, and English language; Joint Admission and Matriculation Board consist of Mathematics, English, Physics, Chemistry, Biology and so on. Also, this result laid credence to the findings of [5, 6], which argued that there was no evidence of unidimensionality in 2018 Osun State unified multiple-choice mathematics achievement test items. However, this result was in dissonance with the findings of [4, 48] that the unidimensionality of the test was met when comparing three methods for evaluating dimensionality.

Also, ESEM was used to confirm the appropriateness of isolated six factors for its viability; the fit indices were adequately acceptable, making the factors interpretable. The ESEM was a potent tool for determining and identifying items that function differently across a sub-group of students. Few items were flagged to operating differentially, concerning covariate gender and school location, respectively. The findings align with the results of [21, 22, 25, 34, 37, 49] that personal attributes such as gender and school location systematically affected examinees’ performance on an item, though the method differed from ESEM.

This study has implications for public examining bodies, test developers, and practitioners’ on the existence of DIF, which may inaccurately and differentially affect the performance of examinees with the same ability level in an examination. The implications of the test are severe for the examinees. Hence, stakeholders in educational assessment need to test the items to be free from biases psychometrically. Also, the findings of this study would serve as a scientific basis for drawing inferences, from which conclusions would be deduced, leading to recommendations for better improvements in the process of test development. The study’s limitation is that the results might not be generalised because of the scope of this study.

Further study can establish item biasness of other demographic profiles, such as linguistic background, race, ethnicity, etc., using different methods aside from ESEM. The scope can also be expanded to other regions in the Country, such as south-south, south-east, north-west, north-central, and north-east respectively to establish how these items function. Also, another limitation is that ESEM is a new technique, employed by few researchers to test item biasness and invariance of a measurement instrument across sub-populations (e. g., [30, 39, 42]). Nevertheless, given the peculiarity of the approach and few studies that used it in the past, some caution has to be taken. A recent computational simulation [50] suggests that ESEM has problems with convergence (e. g., the algorithm does not run), especially if the sample sizes are smaller (less than 200 or the ratio of variables to cases may be too small). ESEM is apt when there are considerable cross-loadings of items [50]. In instances where cross-loadings are close to zero and the factor structure is clear (high loadings of items on the relevant factors), ESEM may not be necessary. Hence, ESEM might be an appealing method if a researcher has large samples, and substantive cross-loadings in the model cannot be ignored.

5. Conclusion

It’s crucial for item commission writers and test developers of this public examining body to ensure that the test items are valid, reliable, and free from bias. Factors that increase the validity of these test scores need to be improved. Those variables that lower the validity of scores interpretation from the test should be correctly deleted. These unwanted constructs, embedded in the test that affect the decision, should be removed from the scores. Decisions were made for the students based on the outcomes from this test. However, it is possible for items in a test to function inappropriately for a different subpopulation. It is another way to reason if the observed difference is embedded in the construct being assessed or a source of test interpretation bias. Therefore, differential item functioning should be performed on the items and ascertain that it functions equally across a sub-group of students before administering it. This would bring sanity and increase the credibility of the award certificate by the examining board.
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