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Abstract

In this paper, we study pattern avoidances of generalized permutations and show that the number of all generalized permutations avoiding \( \pi \) is independent of the choice of \( \pi \in S_3 \), which extends the classic results on permutations avoiding \( \pi \in S_3 \). Extending both Dyck path and Riordan path, we introduce the Catalan-Riordan path which turns out to be a combinatorial interpretation of the difference array of Catalan numbers. As applications, we interpret both Motzkin and Riordan numbers in two ways, via semistandard Young tableaux of two rows and generalized permutations avoiding \( \pi \in S_3 \). Analogous to Lewis’s method, we establish a bijection from generalized permutations to rectangular semistandard Young tableaux which will recover several known results in the literature.
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1 Introduction

A composition of a positive integer \( N \) is a sequence \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \) of nonnegative integers such that \( \alpha_1 + \cdots + \alpha_n = N \). Denote by \( [\alpha] = \{1^{\alpha_1}, 2^{\alpha_2}, \ldots, n^{\alpha_n}\} \) the multiset with multiplicity \( \alpha_i \) of \( i \in [n] \). Given two compositions \( \alpha \) and \( \beta \) of \( N \), a generalized permutation of \( \alpha \to \beta \) is a one-to-one correspondence from multisets \( [\alpha] \) to \( [\beta] \). Denote by \( S_{\alpha\beta} \) the set of all generalized permutations of \( \alpha \to \beta \). Each generalized permutation \( \tau \in S_{\alpha\beta} \) can be written uniquely in two-rowed array

\[
\tau = \begin{pmatrix}
1 & \cdots & 1 & 2 & \cdots & 2 & \cdots & n & \cdots & n \\
\tau_{11} & \cdots & \tau_{1\alpha_1} & \tau_{21} & \cdots & \tau_{2\alpha_2} & \cdots & \tau_{n1} & \cdots & \tau_{n\alpha_n}
\end{pmatrix}
\]

such that \( \tau_{i1} \leq \tau_{i2} \leq \cdots \leq \tau_{i\alpha_i} \) for all \( 1 \leq i \leq n \) and \( \{\tau_{11}, \tau_{12}, \ldots, \tau_{n\alpha_n}\} = [\beta] \) as multisets. Without causing confusions, we abbreviate \( \tau = \tau_{11} \tau_{12} \cdots \tau_{n\alpha_n} \) and call the
subsequence $\tau(i) = \tau_{i1}\tau_{i2} \ldots \tau_{i\alpha}$, the $i$-th block of $\tau$. For convenience, write continuous repetitions of equal elements as exponential notations, e.g., the composition $(1, 2, 2, 2, 1)$ is abbreviated $(1, 2^3, 1)$. When $\alpha = \beta = (1^n)$, $S(1^n)(1^n) = S_n$ is the set of all permutations on $[n] = \{1, 2, \ldots, n\}$. As classical counting problems, pattern avoidances of permutations have been well studied, see [11, 16, 20] etc. In this paper, we consider the pattern avoidances of generalized permutations.

**Definition 1.1.** For $\tau = \tau_{11}\tau_{12} \ldots \tau_{n\alpha} \in S_{\alpha\beta}$ and $\pi \in S_m$, $\tau$ avoids the pattern $\pi$ if no index sets $1 \leq i_1 < i_2 < \cdots < i_m \leq n$ and $j_1, j_2, \ldots, j_m$ satisfy that the subsequence $\tau_{i_1j_1}\tau_{i_2j_2} \ldots \tau_{i_mj_m}$ is order isomorphic to $\pi$, i.e., $\tau_{ijs} < \tau_{ijt}$ iff $\pi_s < \pi_t$. Let $S_{\alpha\beta}(\pi)$ denote the set of generalized permutations in $S_{\alpha\beta}$ which avoid the pattern $\pi$.

For example, for $\alpha = (1, 2, 2, 2, 1)$, $\beta = (3, 2, 1)$, and $\tau = (1^2 2^2 3 3 4^2 1)$ $\in S_{\alpha\beta}$, we have

$\tau \in S_{\alpha\beta}(132)$ and $\tau \notin S_{\alpha\beta}(231)$,

since the subsequence $(1^2 2^2 3)$ of $\tau$ is of pattern 231. In 1973, Knuth [8] established a celebrated result on pattern avoidances of permutations.

**Theorem 1.2.** [8] The cardinality

$$|S(1^n)(1^n)(\pi)| = C_n = \frac{1}{n+1} \binom{2n}{n}$$

is independent of the choice of $\pi \in S_3$, where $C_n$ is the $n$-th Catalan number.

In 1985, Simion and Schmidt [16] determined the number $|S(1^n)(1^n)(T)|$ of permutations simultaneously avoiding any given set $T$ of patterns in $S_3$. In 2001, Albert, Aldred, Atkinson, Handley, and Holton [1] calculated $|S(1^n)_{\beta}(T)|$ for any subset $T \subseteq S_3$. In 2006, using the results in [1, 2], Savage and Wilf [15] observed that

**Theorem 1.3.** [15] If $\beta = (\beta_1, \ldots, \beta_m)$ is a composition of $N$, then the cardinality of $S(1^N)_{\beta}(\pi)$ is independent of the choice of $\pi \in S_3$ and the order of entries of $\beta$.

In 2007, Myers [13] gave a bijection proof on Theorem 1.3 by extending the construction of Simion and Schmidt [16] for permutations. Let $\lambda$ be a partition of $N$ and $\mu$ a composition of $N$. The number $K_{\lambda\mu}$ of SSYTs (semistandard Young tableaux) of shape $\lambda$ and type $\mu$ is called the Kostka number, which is independent of the order of entries of $\mu$ and Schur-concave on $\mu$, i.e., $K_{\lambda\mu} \leq K_{\lambda\mu'}$ if $\mu$ dominates $\mu'$ for any two partitions $\mu$ and $\mu'$. Below we consider generalized permutations avoiding $\pi \in S_3$ and obtain a parallel result as above, whose proof is given in Section 2.
Theorem 1.4. Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and \( \beta = (\beta_1, \ldots, \beta_m) \) be two compositions of \( N \) and denote \( (\alpha, \beta) = (\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_m) \). The cardinality of \( S_{\alpha\beta}(\pi) \) is the Kostka number \( K_{(N,N)(\alpha,\beta)} \), i.e.,

\[
|S_{\alpha\beta}(\pi)| = |S_{\beta\alpha}(\pi)| = K_{(N,N)(\alpha,\beta)}
\]

which is independent of the choice of \( \pi \in S_3 \) and the order of entries of \( \alpha \) and \( \beta \), and Schur-concave on both \( \alpha \) and \( \beta \) if \( \alpha \) and \( \beta \) are partitions.

It is well known that the \( n \)-th Catalan number \( C_n \) has two classic combinatorial interpretations via SYTs (standard Young tableaux) of shape \((n^2)\) and permutations avoiding \( \pi \in S_3 \), i.e.,

\[
K_{(n^2)(1^n)} = |S_{(1^n)(1^n)}(\pi)| = C_n.
\]

To the best of our knowledge, no parallel interpretations as above have been found for the Motzkin numbers \( M_n \) and Riordan numbers \( R_n \). In Section 3, we introduce the Catalan-Riordan paths which extend both Dyck and Riordan paths and turn out to be a combinatorial interpretation on the difference array of Catalan numbers. As applications, we obtain two new combinatorial interpretations for Motzkin and Riordan numbers, for \( \pi \in S_3 \),

\[
K_{(n^2)(2^n)} = R_n \quad \text{and} \quad |S_{(2^n)(2^n)}(\pi)| = R_{2n},
\]

\[
K_{((n+1)^2)(1^2,2^n)} = M_n \quad \text{and} \quad |S_{(1,2^n)(1^2,2^n)}(\pi)| = M_{2n}.
\]

In 2011, Lewis [9] established a bijection between block-ascending permutations and rectangular SYTs to enumerate two classes of block-ascending permutations via the celebrated hook length formula. In Section 4, Lewis’s construction will be extended to any pair of SSYTs.

Theorem 1.5. Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and \( \beta = (\beta_1, \ldots, \beta_m) \) be two compositions of \( N \). There is a bijection between the set \( S_{\alpha\beta} \) of all generalized permutations of \( \alpha \to \beta \) and the set of rectangular SSYTs of shape \((N^m)\) and type \((\alpha, N-\beta)\), i.e.,

\[
|S_{\alpha\beta}| = \sum_{\lambda \vdash N} K_{\lambda\alpha} K_{\lambda\beta} = K_{(N^m)(\alpha,N-\beta)},
\]

where \( (\alpha, N-\beta) = (\alpha_1, \ldots, \alpha_n, N-\beta_1, \ldots, N-\beta_m) \).

In Section 5, we present some applications of above results which contain the main results of Lewis [9], Mei and Wang [12], and Chen [7].
2 Proof of Theorem 1.4

Lemma 2.1. [21] Kostka numbers $K_{\lambda\mu}$ are Schur-concave on $\mu$. Namely, if $\lambda$, $\mu$, and $\nu$ are partitions of $N$, $\mu = (\mu_1, \mu_2, \ldots)$ and $\nu = (\nu_1, \nu_2, \ldots)$ satisfy that $\mu_1 + \cdots + \mu_i \geq \nu_1 + \cdots + \nu_i$ for all $i \geq 1$, then $K_{\lambda\mu} \leq K_{\lambda\nu}$.

With the above result, Theorem 1.4 is an easy consequence of three lemmas below. If $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n)$ is a composition, let $\bar{\alpha} = (\alpha_n, \alpha_{n-1}, \ldots, \alpha_1)$ be the reverse of $\alpha$. For $\beta = (\beta_1, \beta_2, \ldots, \beta_m)$ and $\tau \in S_{\alpha\beta}$, define $\tau' \in S_{\bar{\alpha}\bar{\beta}}$ and $\tau'' \in S_{\alpha\beta}$ as follows. The $i$-th block of $\tau'$ is the $(n+1-i)$-th block of $\tau$, i.e., $\tau'_{ij} = \tau_{(n+1-i)j}$ for all $1 \leq j \leq \alpha_{n+1-i}$. The $i$-th block of $\tau''$ is defined by $\tau''_{ij} = \tau_{(\alpha_i+1-j)j}$ for all $1 \leq j \leq \alpha_i$.

E.g., $\alpha = (1,1,2,1)$, $\beta = (2,2,1)$, and $\tau = \begin{pmatrix} 1 & 2 & 3 & 3 & 4 \\ 1 & 2 & 3 & 1 & 2 \end{pmatrix} \in S_{\alpha\beta}$, then $\bar{\alpha} = (1,2,1,1)$, $\bar{\beta} = (2,2,1)$,

$$\tau' = \begin{pmatrix} 1 & 2 & 2 & 3 & 4 \\ 1 & 1 & 2 & 3 & 2 \end{pmatrix} \in S_{\bar{\alpha}\bar{\beta}} \quad \text{and} \quad \tau'' = \begin{pmatrix} 1 & 2 & 3 & 3 & 4 \\ 2 & 1 & 2 & 3 & 3 \end{pmatrix} \in S_{\alpha\beta}.$$  

Below is a quick fact.

Lemma 2.2.

$$|S_{\alpha\beta}(123)| = |S_{\bar{\alpha}\bar{\beta}}(321)|,$$
$$|S_{\alpha\beta}(213)| = |S_{\alpha\beta}(312)| = |S_{\alpha\beta}(132)| = |S_{\alpha\beta}(231)|.$$

Given two compositions $\alpha = (\alpha_1, \ldots, \alpha_n)$ and $\beta = (\beta_1, \ldots, \beta_m)$ of $N$. Let $P$ and $Q$ be SSYTs of the same shape $\lambda = (\lambda_1, \lambda_2)$ (at most two rows) and of types $\alpha$ and $\beta$ respectively. Denote by $P \boxplus Q$ a rectangular SSYT of shape $(N,N)$ and type $(\alpha, \beta)$ whose $(i,j)$-entry is

$$P \boxplus Q(i,j) = \begin{cases} P(i,j) & \text{if } j \leq \lambda_i; \\
 + m + 1 - Q(3-i, N+1-j) & \text{else.}
\end{cases}$$

Namely, $P \boxplus Q$ is obtained by rotating $Q$ by $180^\circ$, replacing each entry $i$ of $Q$ with $n + m + 1 - i$, and jointing the resulting diagram with $P$. E.g., If $P = \begin{bmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \end{bmatrix}$ and $Q = \begin{bmatrix} 7 & 8 \\ 9 & 10 \end{bmatrix}$, then $P \boxplus Q = \begin{bmatrix} 1 & 2 & 3 & 4 \\ 5 & 6 & 7 & 8 \\ 9 & 10 & 11 & 12 \end{bmatrix}$.

For any $\tau \in S_{\alpha\beta}(321)$, if $\tau \xrightarrow{\text{RSK}} (P,Q)$, then $P$ and $Q$ have at most two rows. It is clear that the composition of $\boxplus$ and RSK correspondence

$$\tau \xrightarrow{\text{RSK}} (P,Q) \rightarrow P \boxplus Q$$

gives a bijection from $S_{\alpha\beta}(321)$ to the set of all rectangular SSYTs of shape $(N,N)$ and type $(\beta, \bar{\alpha})$. Thus, $|S_{\alpha\beta}(321)| = K_{(N,N)(\beta,\bar{\alpha})} = K_{(N,N)(\alpha,\beta)}$. 
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Lemma 2.3. For two compositions $\alpha$ and $\beta$ of $N$, the cardinality

$$|S_{\alpha\beta}(321)| = |S_{\beta\alpha}(321)| = K_{(N,N)(\alpha,\beta)}$$

is independent of the order of the entries of $\alpha$ and $\beta$, and Schur-concave on $\alpha$ and $\beta$ respectively if they are partitions.

Lemma 2.4. For any two compositions $\alpha$ and $\beta$ of $N$, we have

$$|S_{\alpha\beta}(213)| = |S_{\alpha\beta}(123)|.$$  

Proof. Suppose $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n)$ and $\beta = (\beta_1, \beta_2, \ldots, \beta_m)$ are compositions of $N$. The result is trivial for $n = 1$. For $n \geq 2$, we will show that $|S_{\alpha\beta}(213)|$ and $|S_{\alpha\beta}(123)|$ have the same recursive formula

$$|S_{\alpha\beta}(\pi)| = \sum_{k=1}^{n} (|S_{\alpha'(k),\beta'}(\pi)| - |S_{\alpha''(k),\beta''}(\pi)|) \quad \text{for } \pi = 123 \text{ or } 213,$$  

(1)

where $|S_{\alpha\beta}(\pi)| = 0$ if some entry of $(\alpha, \beta)$ is negative, $\alpha_0 = 0$, and for $1 \leq k \leq n$,

$$\alpha'(k) = (\alpha_0 + \alpha_1 + \cdots + \alpha_{k-1}, \alpha_k - 1, \alpha_{k+1}, \ldots, \alpha_n),$$

$$\alpha''(k) = (\alpha_0 + \alpha_1 + \cdots + \alpha_{k-1} - 1, \alpha_k - 1, \alpha_{k+1}, \ldots, \alpha_n),$$

$$\beta' = (\beta_1, \ldots, \beta_{m-1}, \beta_m - 1),$$

$$\beta'' = (\beta_1, \ldots, \beta_{m-1}, \beta_m - 2).$$

Given $\tau = \tau_1 \tau_2 \cdots \tau_{n-1} \tau_n \in S_{\alpha\beta}(123)$, let $k \in [n]$ be the minimum index such that $\tau_{\alpha_k} = m$. If $k = 1$, let $\tau'$ be the generalized permutation obtained from $\tau$ by removing $\tau_{1\alpha_1}$. Then $\tau' \in S_{\alpha'(1),\beta'}$ and avoids the pattern 123. It gives a bijection between $\{ \tau \in S_{\alpha\beta}(123) \mid \tau_{1\alpha_1} = m \}$ and $S_{\alpha'(1),\beta'}(123)$. Note $|S_{\alpha''(1),\beta''}(123)| = 0$ by assumptions. Thus

$$\#\{ \tau \in S_{\alpha\beta}(123) \mid \tau_{1\alpha_1} = m \} = |S_{\alpha'(1),\beta'}(123)| - |S_{\alpha''(1),\beta''}(123)|.$$  

If $k \geq 2$, then $\tau_{\alpha_i} < \tau_{\alpha_k} = m$ for all $1 \leq i < k$. Since $\tau$ avoids the pattern 123, the subsequence $\tau_1 \tau_2 \cdots \tau_{1\alpha_1} \cdots \tau_{(k-1)1} \cdots \tau_{(k-1)\alpha_{k-1}}$ of the first $k-1$ blocks avoids the pattern 12, which implies

$$\tau_{(k-1)1} \leq \cdots \leq \tau_{(k-1)\alpha_{k-1}} \leq \cdots \leq \tau_{21} \leq \cdots \leq \tau_{2\alpha_2} \leq \tau_{11} \leq \cdots \leq \tau_{1\alpha_1} < m = \tau_{\alpha_k}.$$  

Let $\gamma = (\gamma_1, \ldots, \gamma_{n-k+2}) = (\alpha_1 + \cdots + \alpha_{k-1}, \alpha_k, \ldots, \alpha_n)$. The sequence

$$\tilde{\tau} = \tau_{(k-1)1} \cdots \tau_{(k-1)\alpha_{k-1}} \cdots \tau_{21} \cdots \tau_{2\alpha_2} \tau_{11} \cdots \tau_{1\alpha_1} \tau_{k1} \cdots \tau_{\alpha_k} \cdots \tau_{n1} \cdots \tau_{n\alpha_n}$$
becomes a generalized permutation in
\[ X = \{ \sigma \in S_{\gamma \beta}(123) \mid \sigma_{1\gamma_1} < \sigma_{2\gamma_2} = m \}. \]
Indeed, the map \( \tau \mapsto \tilde{\tau} \) defines a bijection in this situation, i.e., for \( k \geq 2 \)
\[ |X| = \#\{ \tau \in S_{\alpha \beta}(123) \mid \tau_{i\alpha_i} < \tau_{k\alpha_k} = m \text{ for } 1 \leq i < k \}. \]
Let
\[ X' = \{ \sigma \in S_{\gamma \beta}(123) \mid \sigma_{2\gamma_2} = m \} \quad \text{and} \quad X'' = \{ \sigma \in S_{\gamma \beta}(123) \mid \sigma_{1\gamma_1} = \sigma_{2\gamma_2} = m \}. \]
Obviously, \( |X| = |X'| - |X''| \). Similar as before, we can construct two bijections, between
\( X' \) and \( S_{\gamma(2)\beta'}(123) \) by removing \( \sigma_{2\gamma_2} \) from \( \sigma \in X' \), and between \( X'' \) and \( S_{\gamma''(2)\beta''}(123) \) by removing \( \sigma_{1\gamma_1}, \sigma_{2\gamma_2} \) from \( \sigma \in X'' \). It follows that in this case,
\[ |X| = |S_{\gamma(2)\beta'}(123)| - |S_{\gamma''(2)\beta''}(123)|. \]
Notice
\[ S_{\gamma(2)\beta'}(123) = S_{\alpha'(k)\beta'}(123) \quad \text{and} \quad S_{\gamma''(2)\beta''}(123) = S_{\alpha''(k)\beta''}(123). \]
Hence
\[ \#\{ \tau \in S_{\alpha \beta}(123) \mid \tau_{i\alpha_i} < \tau_{k\alpha_k} = m \text{ for } 1 \leq i < k \} = |S_{\alpha'(k)\beta'}(123)| - |S_{\alpha''(k)\beta''}(123)|. \]
So far, we have proved that \( S_{\alpha \beta}(123) \) satisfies the recursive formula (1). For \( S_{\alpha \beta}(213) \), the proof is similar. For \( \tau \in S_{\alpha \beta}(213) \), let \( k \in [n] \) be the minimum index such that
\( \tau_{k\alpha_k} = m \). If \( k = 1 \), the proof is the same as before. If \( k \geq 2 \), then \( \tau_{i\alpha_i} < \tau_{k\alpha_k} = m \) for all \( 1 \leq i < k \). Since \( \tau \) avoids the pattern 213, the subsequence \( \tau_{i_1} \tau_{i_2} \ldots \tau_{(k-1)1} \ldots \tau_{(k-1)\alpha_{k-1}} \) avoids the pattern 21, which implies
\[ \tau_{i_1} \leq \cdots \leq \tau_{i_{\alpha_1}} \leq \tau_{21} \leq \cdots \leq \tau_{(k-1)1} \leq \cdots \leq \tau_{(k-1)\alpha_{k-1}} < m = \tau_{k\alpha_k}. \]
Then \( \tau \) can be regarded as a generalized permutation in \( X \). Applying the same arguments as before, we can obtain that \( S_{\alpha \beta}(213) \) also has the recursive formula (1). The proof completes by induction on \( N \).

**3 Catalan-Riordan Paths**

A **Dyck path** of length \( 2n \) is a lattice path in the \( xy \)-plane from \((0, 0)\) to \((2n, 0)\) with the step set \( \{(1, 1), (1, -1)\} \) and never going below the \( x \)-axis. The number of Dyck paths of length \( 2n \) is the \( n \)-th Catalan number \( C_n \). Among those combinatorial interpretations
of Catalan numbers, two classic interpretations are via SYTs and pattern avoidance of permutations, i.e.,

\[ K_{(n^2)(1^n)} = S_{(1^n)(1^n)}(\pi) = C_n = \frac{1}{n+1} \binom{2n}{n}. \]  

(2)

A Motzkin path of length \( n \) is a lattice path in the \( xy \)-plane from \((0, 0)\) to \((n, 0)\) with the step set \{\((1, 1), (1, 0), (1, -1)\)\} that never goes below the \( x \)-axis. A Riordan path of length \( n \) is a Motzkin path from \((0, 0)\) to \((n, 0)\) that has no step \((1, 0)\) on the \( x \)-axis. The number of Motzkin and Riordan paths of length \( n \) is the \( n \)-th Motzkin number \( M_n \) and Riordan number \( R_n \) respectively. There are some interpretations on Motzkin and Riordan numbers as SYTs and pattern avoidances of permutations. For Motzkin numbers, Zabrocki interpreted \( M_n \) as the number of SYTs of height \( \leq 3 \), Baril [3] obtained that \( M_n \) is the number of \((n + 1)\)-length permutations avoiding the pattern 132 and the dotted pattern 231, Burstein and Pantone [5] showed that \( M_n \) is the number of \( n \)-length involutions avoiding patterns 4231 and 5276143. For Riordan numbers, Callan obtained that \( R_n \) is the number of 321-avoiding permutations on \([n]\) in which each left-to-right maximum is a descent, Chen-Deng-Yang [6] proved that \( R_n \) is the number of derangements on \([n]\) that avoid both 321 and 3142, Regev [14] found that \( R_n \) is the number of SYTs of shape \((k, k, 1^{n-2k})\) for all \( k \geq 0 \) which gave an expression of \( R_n \) through the hook length formula. See OEIS [17, A001006, A005043] for more investigations and combinatorial interpretations of Motzkin and Riordan numbers.

In this section, we will introduce the Catalan-Riordan path, which extends the concepts of Dyck and Riordan paths. Parallel to the interpretations (2) on Catalan numbers, we obtain two interpretations of Motzkin and Riordan numbers via SSYTs and pattern avoidances respectively, which are new in our knowledge. In 1999, Bernhart [4] studied the difference array of Catalan numbers and gave the following formulae on Catalan, Riordan, and Motzkin numbers.

**Theorem 3.1.** [4] If \( C_n \), \( M_n \), and \( R_n \) are the \( n \)-th Catalan, Motzkin, and Riordan numbers respectively, then

\[ C_n = \sum_{i=0}^{n} \binom{n}{i} R_i, \quad R_n = \sum_{i=0}^{n} (-1)^{n-i} \binom{n}{i} C_i, \quad M_n = R_n + R_{n+1}. \]

**Definition 3.2** (Catalan-Riordan Path). For \( 0 \leq k \leq n \), let \( \mathcal{CR}(n, k) \) be the set of lattice paths of length \( n + k \) in the \( xy \)-plane from \((0, 0)\) to \((n + k, 0)\) such that

1. the first \( 2k \) steps have the step set \{\((1, 1), (1, -1)\)\};

2. the last \( n - k \) steps have the step set \{\((1, 2), (1, 0), (1, -2)\)\}, and no step \((1, 0)\) on the \( x \)-axis;
(3) never go below the $x$-axis.

Members of $\mathcal{CR}(n, k)$ are called Catalan-Riordan paths of size $(n, k)$, and the cardinality of $\mathcal{CR}(n, k)$ is called the $(n, k)$-th Catalan-Riordan number, denoted $CR(n, k)$.

Note that $\mathcal{CR}(n, n)$ is the set of Dyck paths from $(0, 0)$ to $(2n, 0)$. When $k = 0$, replacing all steps $(1, 2)$ and $(1, -2)$ with steps $(1, 1)$ and $(1, -1)$ respectively, $\mathcal{CR}(n, 0)$ becomes the set of Riordan paths from $(0, 0)$ to $(n, 0)$. Namely,

$$CR(n, 0) = R_n \quad \text{and} \quad CR(n, n) = C_n.$$

**Theorem 3.3.** There is a bijection between $\mathcal{CR}(n, k)$ and the set of SSYTs of shape $(n, n)$ and type $(1^{2k}, 2^{n-k})$, i.e.,

$$CR(n, k) = K_{(n,n)}(1^{2k}2^{n-k}).$$

**Proof.** Let $T = (t_{ij})$ be a SSYT of shape $(n^2)$ and type $(1^{2k}, 2^{n-k})$. For $1 \leq s \leq n + k$, suppose the number of $s$ in the first row of $T$ is $y_s$ more than the second row, i.e.,

$$y_s = \#\{j \in [n] \mid t_{1j} = s\} - \#\{j \in [n] \mid t_{2j} = s\}.$$

Obviously, $y_s = 1, -1$ if $1 \leq s \leq 2k$ and $y_s = 2, 0, -2$ otherwise. We construct a lattice path $L$ starting at $(0, 0)$ such that the $s$-th step of $L$ is $(1, y_s)$ for all $1 \leq s \leq n + k$. We claim that this construction defines a map from the set of SSYTs of shape $(n, n)$ and type $(1^{2k}, 2^{n-k})$ to $\mathcal{CR}(n, k)$. Note that all entries $t_{ij}$ with $t_{ij} \leq s$ appearing in $T$ form a SSYT whose second row is no longer than the first row, which implies $y_1 + \cdots + y_s \geq 0$, i.e., the path $L$ never goes below the $x$-axis. To prove the path $L$ has no step $(1, 0)$ on the $x$-axis, suppose $L$ goes to the $x$-axis at step $s \geq 2k$, i.e., $y_1 + \cdots + y_s = 0$. From the definition of $y_s$, the entries $t_{ij}$ with $t_{ij} \leq s$ appearing in $T$ form a SSYT whose two rows have the same length. It forces that both $s + 1$ must lie in the first row of $T$, i.e., $y_{s+1} = 2$. Since two rows of $T$ have the same length, it follows by similar arguments that the path $L$ ends at $(n + k, 0)$. One can easily obtain the inverse map by inverting the above constructions and prove that it is well-defined. \hfill $\Box$

**Corollary 3.4** (Recursive Formula). For $1 \leq k \leq n$,

$$CR(n, k) = CR(n, k - 1) + CR(n - 1, k - 1).$$

In particular, $CR(n + 1, 1) = R_{n+1} + R_n = M_n$.

**Proof.** From Theorem 3.3, $CR(n, k) = K_{(n,n)}(1^{2k}2^{n-k})$. Let

$$T_{n,k} = \{ T \mid T \text{ is a SSYT of shape } (n, n) \text{ and type } (1^{2k}, 2^{n-k}) \}$$

$$= \{ T = (t_{ij}) \in T_{n,k} \mid t_{12} = 2 \} \sqcup \{ T = (t_{ij}) \in T_{n,k} \mid t_{21} = 2 \}.$$
For $T = (t_{ij}) \in T_{n,k}$ with $t_{12} = 2$, replacing $t_{12} = 1$, one obtains a SSYT of shape $(n, n)$ and type $(2, 0, 1^{2(k-1)}, 2^{n-k})$. Thus
\[
\#\{T = (t_{ij}) \in T_{n,k} \mid t_{12} = 2\} = K_{(n,n)(1^{2(k-1)},2^{n-k})}.
\]

For $T = (t_{ij}) \in T_{n,k}$ with $t_{21} = 2$, removing $t_{11}$ and $t_{21}$ from $T$, one obtains a SSYT of shape $(n-1, n-1)$ and type $(1, 2^{k-1}, 2^{n-2k})$. Thus
\[
\#\{T = (t_{ij}) \in T_{n,k} \mid t_{21} = 2\} = K_{(n-1,n-1)(1^{2(k-1)},2^{n-k})}.
\]

By Theorem 3.3, the result holds. \qed

Indeed, similar as above arguments, if $\alpha = (\alpha_1, \ldots, \alpha_m)$ is a composition of $2n$, we can obtain a recursive formula for $K_{(n^2)\alpha}$,
\[
K_{(n^2)\alpha} = \min_{\{\alpha_1, \alpha_2\}} \sum_{i=0}^{\min\{\alpha_1, \alpha_2\}} K_{(n^2)\alpha_1 + \alpha_2 - 2i, \alpha_3, \ldots, \alpha_m)}.
\]

Let $D(f_n) = f_n - f_{n-1}$ be the difference of the sequence $f_n$, and $D^k(f_n) = D(D^{k-1}(f_n))$ the $k$-th difference of $f_n$ for $k \geq 2$. It is easily seen that
\[
CR(n, k) = D^{n-k}(C_n),
\]
which gives a combinatorial interpretation on the difference array of Catalan numbers, see OEIS [17, A059346].

**Corollary 3.5.** If $0 \leq k \leq n$, then
\[
CR(n, k) = \sum_{i=0}^{k} \binom{k}{i} R_{n-i} = \sum_{i=0}^{n-k} (-1)^i \binom{n-k}{i} C_{n-i}.
\]

In particular, $C_n = \sum_{i=0}^{n} \binom{n}{i} R_i$ and $R_n = \sum_{i=0}^{n} (-1)^i \binom{n}{i} C_{n-i}$.

**Proof.** From Corollary 3.4 we have for any $1 \leq l \leq k \leq n$,
\[
CR(n, k) = \sum_{i=0}^{l} \binom{l}{i} CR(n-i, k-l).
\]

Recall that $CR(n, 0) = R_n$, taking $l = k$ in above equation, we have $CR(n, k) = \sum_{i=0}^{k} \binom{k}{i} R_{n-i}$. Since $CR(n, n) = C_n$, we have
\[
C_n = \sum_{i=0}^{l} \binom{l}{i} CR(n-i, n-l) \text{ for all } n \geq 1.
\]
Via the inclusion-exclusion principle, we have
\[ CR(n, n - l) = \sum_{i=0}^{l} (-1)^i \binom{l}{i} C_{n-i}. \]

As an easy consequence of Theorem 1.4, Theorem 3.3, and Corollary 3.5 below we obtain three combinatorial interpretations on the difference array of Catalan numbers, via lattice paths, SSYTs, and pattern avoidances. Note \( CR(n + 1, 1) = M_n \) and \( CR(n, 0) = R_n \). Analogous to Catalan numbers (2), we present two new combinatorial interpretations for Morzkin and Riordan numbers.

**Theorem 3.6.** Let \( \alpha = (1^{m_1}, 2^{n_1}) \) and \( \beta = (1^{m_2}, 2^{n_2}) \) be two compositions of \( n \), and assume \( m_1 + m_2 = 2k \). We have for any \( \pi \in S_3 \),
\[ D^{n-k}(C_n) = CR(n, k) = K_{(n,n)(1^{2k},2^{n-k})} = |S_{\alpha \beta}(\pi)|. \]
In particular,
\[ M_n = K_{((n+1)^2)(1^2,2^n)} \quad \text{and} \quad R_n = K_{(n^2)(2^n)}, \]
\[ M_{2n} = |S_{(1,2^n)(1,2^n)}(\pi)| \quad \text{and} \quad R_{2n} = |S_{(2^n)(2^n)}(\pi)|. \] (3)

In [18, Section 1.5], some classic geometric constructions on permutation matrices can establish a direct bijection between \( S_n(\pi) \) and Dyck paths of length \( 2n \) for each \( \pi \in S_3 \). It would be really interesting if we can find analogous constructions on integral matrices to obtain geometric bijections from \( S_{(1,2^n)(1,2^n)}(\pi) \) to Motzkin paths of length \( 2n \), and from \( S_{(2^n)(2^n)}(\pi) \) to Riordan paths of length \( 2n \).

### 4 Extension of Lewis’s Construction

Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and \( \beta = (\beta_1, \ldots, \beta_m) \) be two compositions of \( N \). In the rest of this paper, \( m \) and \( n \) can be any integer \( m' \) and \( n' \) with \( m' \geq m \) and \( n' \geq n \) respectively only if we take \( \alpha_i = \beta_j = 0 \) for \( n < i \leq n' \) and \( m < j \leq m' \). For any \( d \in \mathbb{N} \), denote
\[ \mathcal{S}_d(\alpha, \beta) = \{(P, Q) \mid \text{sh}(P) = \text{sh}(Q) \subseteq (d^m), \text{type}(P) = \alpha, \text{type}(Q) = \beta\}, \]
\[ \mathcal{T}_d(\alpha, \beta) = \{T \mid \text{sh}(T) = (d^m), \text{type}(T) = (\alpha, d-\bar{\beta})\}, \]
where \( \text{sh}(P) \) and \( \text{type}(P) \) are the shape and type of \( P \), \( d - \bar{\beta} = (d - \beta_m, \ldots, d - \beta_1) \).

Define a map
\[ \theta : \mathcal{S}_d(\alpha, \beta) \to \mathcal{T}_d(\alpha, \beta) \]
such that if $P = (P_{ij})$ and $Q = (Q_{ij})$ are two SSYTs of the same shape $\lambda = (\lambda_1, \lambda_2, \ldots)$ with $\lambda_1 \leq d$ and of types $\alpha$ and $\beta$ respectively, then $\theta(P, Q) = T = (T_{ij})$ is defined as follows, for $1 \leq k \leq m$,

$$T_{ij} = \begin{cases} P_{ij} & \text{if } 1 \leq i \leq l(\lambda), \ 1 \leq j \leq \lambda_i; \\ n + k & \text{if } k \leq i \leq m, \ \lambda_{i-k+1}(m-k+1) < j \leq \lambda_{i-k}(m-k), \end{cases}$$

where $\lambda_0(k) = d$ and $\lambda_i(k)$ is the maximal $j$ such that $Q_{ij} \leq k$, i.e.,

$$\lambda_i(k) = \# \{ j \mid Q_{ij} \leq k \}.$$

Indeed, from the proof of Theorem 4.3, we will see that the map $\theta$ can be realized by the following algorithm which extends those constructions by Lewis [9], Mei and Wang [12].

**Algorithm 4.1.** We start with a Young diagram of shape $(d^m)$ whose upper-left corner of shape $\lambda$ is filled with $P$. Next we fill the remaining empty boxes of shape $(d^m)/\lambda$ by $m$ steps. At the first step, we fill the number $n + m$ into each box of the rightmost $d - \beta_1$ boxes of the bottom row. Generally at the $i$-th step for $2 \leq i \leq m$, for those remaining empty boxes of the diagram $(d^m)$ after step $i - 1$, the bottom one of those $d - \beta_i$ columns where $Q$ contains no $i$ is filled by the entry $m + n + 1 - i$. After the $m$-th step, we obtain $\theta(P, Q)$.

**Example 4.2.** Let $P$ and $Q$ be two SSYTs with $\text{sh}(P) = \text{sh}(Q) = (4, 3, 2)$, type($P$) = (2, 2, 3, 2), and type($Q$) = (3, 2, 1, 1, 2) as follows,

$P = \begin{bmatrix} 1 & 1 & 2 & 3 \\ 2 & 3 & 4 \\ 3 & 4 \end{bmatrix}$ and $Q = \begin{bmatrix} 1 & 1 & 1 & 5 \\ 2 & 2 & 4 \\ 3 & 5 \end{bmatrix}$.

Taking $d = 5$, then we fill the Young diagram of shape $(5^5)$ step by step as follows,
On the other hand, by the definition of $\lambda_i(k)$, we have

\[
\begin{align*}
\lambda_1(1) &= \lambda_1(2) = \lambda_1(3) = \lambda_1(4) = 3, \lambda_1(5) = 4, \\
\lambda_2(1) &= 0, \lambda_2(2) = \lambda_2(3) = 2, \lambda_2(4) = \lambda_2(5) = 3, \\
\lambda_3(1) &= \lambda_3(2) = 0, \lambda_3(3) = \lambda_3(4) = 1, \lambda_3(5) = 2, \\
\lambda_0(k) &= 5 \quad \text{and} \quad \lambda_4(k) = \lambda_5(k) = 0.
\end{align*}
\]

By the definition of $\theta$, we have $T_{ij} = 4 + k$ iff $\lambda_{i-k+1}(5-k+1) < j \leq \lambda_{i-k}(5-k)$. So

\[
\begin{align*}
T_{ij} &= 5 \text{ iff } \lambda_i(5) < j \leq \lambda_{i-1}(4) & \Rightarrow & T_{15} = T_{33} = T_{41} = 5, \\
T_{ij} &= 6 \text{ iff } \lambda_{i-1}(4) < j \leq \lambda_{i-2}(3) & \Rightarrow & T_{51} = T_{42} = T_{24} = T_{25} = 6, \\
T_{ij} &= 7 \text{ iff } \lambda_{i-2}(3) < j \leq \lambda_{i-3}(2) & \Rightarrow & T_{52} = T_{43} = T_{34} = T_{35} = 7, \\
T_{ij} &= 8 \text{ iff } \lambda_{i-3}(2) < j \leq \lambda_{i-4}(1) & \Rightarrow & T_{53} = T_{44} = T_{45} = 8, \\
T_{ij} &= 9 \text{ iff } \lambda_{i-4}(1) < j \leq \lambda_{i-5}(0) & \Rightarrow & T_{54} = T_{55} = 9.
\end{align*}
\]

**Theorem 4.3.** The map $\theta$ is a bijection.

*Proof.* First we prove that $\theta$ is well-defined. Suppose $\theta(P, Q) = T = (T_{ij})$ for $P, Q \in \mathcal{G}_d(\alpha, \beta)$. We need to show that $T$ is a SSYT of shape $(d^m)$ and type $(\alpha, d-\beta)$. By the definition of $\lambda_i(k)$, we have $Q_{ij}(\lambda_i(k)+1) > Q_{ij}(\lambda_i(k)+1) \geq k+1 > Q_{ij}(\lambda_i(k)+1)$ which implies $\lambda_i(k) + 1 > \lambda_{i+1}(k+1)$, i.e.,

\[
\lambda_i(k) \geq \lambda_{i+1}(k+1).
\]

Given $k \leq i \leq m$, since

\[
\begin{align*}
\{j \mid T_{ij} = n + k\} &= \{j \mid \lambda_{i-k+1}(m-k+1) < j \leq \lambda_{i-k}(m-k)\}, \\
\{j \mid T_{ij} = n + k + 1\} &= \{j \mid \lambda_{i-k}(m-k) < j \leq \lambda_{i-k-1}(m-k-1)\},
\end{align*}
\]

we have $\{j \mid T_{ij} \geq n + k\} = \{j \mid j > \lambda_{i-k+1}(m-k+1)\}$. Thus for $1 \leq i \leq m-k+1$,

\[
\{j \mid T_{(i+k-1)j} \geq n + k\} = \{j \mid \lambda_i(m-k+1) < j \leq d\}.
\]

Taking $k = 1$, we obtain

\[
\{(i, j) \mid T_{ij} \geq n + 1\} = \{(i, j) \mid \lambda_i(m) = \lambda_i < j \leq d\},
\]

which implies that the shape of $T$ is $(d^m)$. To prove that the type of $T$ is $(\alpha, d-\beta)$, since $\lambda_i(k)$ is the maximal $j$ such that $Q_{ij} \leq k$, it follows that $Q_{ij} = k$ iff $\lambda_i(k-1) < j \leq \lambda_i(k)$. Thus for $1 \leq i \leq m-k+1$,

\[
\{j \mid Q_{ij} = m-k+1\} = \{j \mid \lambda_i(m-k) < j \leq \lambda_i(m-k+1)\}.
\]
By (3),
\[ \{ j \mid T_{(i+k-1)j} = n + k \} = \{ j \mid \lambda_i(m-k+1) < j \leq \lambda_{i-1}(m-k) \}. \]

Then for \( 1 \leq i \leq m - k + 1 \), we have
\[ \#\{ j \mid Q_{ij} = m - k + 1 \} + \#\{ j \mid T_{(i+k-1)j} = n + k \} = \lambda_{i-1}(m-k) - \lambda_i(m-k). \]

Note that \( \lambda_i(k) = 0 \) for \( i > k \). Then \( \sum_{i=1}^{m}(\lambda_{i-1}(m-k) - \lambda_i(m-k)) = d \). For \( i > m-k+1 \), there is no \( j \in [d] \) such that \( Q_{ij} = m-k+1 \) and \( T_{(i+k-1)j} = n+k \). If each pair \((i, j)\) with \( T_{(i+k-1)j} = n+k \) for \( 1 \leq i \leq m-k+1 \) is substituted by the pair \((i, j)\) with \( T_{ij} = n+k \) for \( k \leq i \leq m \), then
\[ \#\{ (i, j) \mid T_{ij} = n+k \} + \#\{ (i, j) \mid Q_{ij} = m-k+1 \} = d. \]

So \( T \) is of shape \((\alpha, d - \bar{\beta})\). For any \( k \leq i \leq m \), it follows by (3) that in each row of \( T \), the boxes with entry \( n+k+1 \) are strictly right of the boxes with entry \( n+k \); i.e., \( T \) is weakly increasing across each row. It remains to show that \( T \) is strictly increasing down each column. Suppose there exist \( i \) and \( j \) such that \( T_{ij} = n+k \) and \( T_{(i+1)j} = n+k' \) with \( k > k' \). Since \( \lambda_i(k) \geq \lambda_{i+1}(k+1) \), we have
\[ \lambda_{i-k'+1}(m-k') \leq \lambda_{i-k+1}(m-k) \leq \lambda_{i-k+1}(m-k+1). \]

Via the definition of \( T_{ij} \),
\[ j \in \{ j \mid \lambda_{i-k+1}(m-k+1) < j \leq \lambda_{i-k}(m-k) \} \cap \{ j \mid \lambda_{i-k'+2}(m-k'+1) < j \leq \lambda_{i-k'+1}(m-k') \}, \]
which is a contradiction. Thus \( T \in \mathfrak{S}_d(\alpha, \beta) \) and the map \( \theta \) is well-defined.

To prove \( \theta \) is a bijection, it is enough to show that for any \( T \in \mathfrak{S}_d(\alpha, \beta) \), there is a unique pair \( (P, Q) \in \mathfrak{S}_d(\alpha, \beta) \) such that \( \theta(P, Q) = T \). Given \( T \in \mathfrak{S}_d(\alpha, \beta) \), define \( P = (P_{ij}) \) as
\[ P_{ij} = T_{ij} \quad \text{if} \ 1 \leq T_{ij} \leq n. \]

It is obvious that \( P \) is uniquely determined by \( T \). Since \( T \) is of shape \((d^m)\) and type \((\alpha, d - \bar{\beta})\), we have \( \text{sh}(P) \subseteq (d^m) \) and \( \text{type}(P) = \alpha \). Denote by \( \lambda = (\lambda_1, \lambda_2, \ldots) \) the shape of \( P \) and assume \( \lambda_i = 0 \) if \( i > l(\lambda) \). For \( i \in [m] \) and \( s \in [m+n] \), let
\[ \mu_i(s) = \#\{ j \mid T_{ij} \leq s \}. \]

If \( i \in [m] \), \( \mu_i(n) = \lambda_i \) and \( \mu_i(n+k) = d \) for \( i \leq k \). Let \( \mu_i(s) = 0 \) if \( i > m \). Now we construct \( Q = (Q_{ij}) \) as follows, for \( k \in [m] \),
\[ Q_{ij} = m - k + 1 \quad \text{if} \ 1 \leq i \leq m - k + 1, \ \mu_{k+i}(n+k) < j \leq \mu_{k+i-1}(n+k-1). \]
To prove that \( Q \) is a SSYT of shape \( \lambda \) and type \( \beta \), the arguments are similar as before. Since \( T_{i(s+1)} > T_{i(s)+1} \geq s + 1 \geq T_{i(s+1)} \), we have \( \mu_i(s) + 1 > \mu_{i+1}(s+1) \), i.e.,

\[
\mu_i(s) \geq \mu_{i+1}(s+1).
\]

Since

\[
\{ j \mid Q_{ij} \leq m \} = \coprod_{k=1}^{m} \{ j \mid Q_{ij} = m-k+1 \} = \coprod_{k=1}^{m} \{ j \mid \mu_{k+i}(n+k) < j \leq \mu_{k+i-1}(n+k-1) \} = \{ j \mid 1 \leq j \leq \lambda_i \},
\]

it follows that \( Q \) has shape \( \lambda \). To prove type(\( Q \)) = \( \beta \), since \( \mu_i(s) \) is the maximal \( j \) such that \( T_{ij} \leq s \), it follows that \( T_{ij} = s \) iff \( \mu_i(s+1) < j \leq \mu_i(s) \). Thus for \( k \leq i \leq m \),

\[
\{ j \mid T_{ij} = n+k \} = \{ j \mid \mu_i(n+k-1) < j \leq \mu_i(n+k) \}.
\]

By the construction of \( Q_{ij} \),

\[
\{ j \mid Q_{(i-k)j} = m-k+1 \} = \{ j \mid \mu_i(n+k) < j \leq \mu_{i-1}(n+k-1) \}.
\]

For \( k \leq i \leq m+1 \), we have

\[
\# \{ j \mid T_{ij} = n+k \} + \# \{ j \mid Q_{(i-k)j} = m-k+1 \} = \mu_{i-1}(n+k-1) - \mu_i(n+k-1).
\]

Note that \( \mu_{m+1}(k) = 0 \), \( \mu_i(n+k) = d \) for \( i \leq k \). Then \( \sum_{i=k}^{m+1} \mu_{i-1}(n+k-1) - \mu_i(n+k-1) = d \). For \( i < k \), there is no \( j \in [d] \) such that \( Q_{(i-k)j} = m-k+1 \) and \( T_{ij} = n+k \).

Similar as before, we have

\[
\# \{(i,j) \mid T_{ij} = n+k \} + \# \{(i,j) \mid Q_{ij} = m-k+1 \} = d.
\]

This proves that \( Q \) is of type \( \beta \). It remains to show that \( Q \) is a SSYT. Note that

\[
\{ j \mid Q_{ij} = m-k+1 \} = \{ j \mid \mu_{k+i}(n+k) < j \leq \mu_{k+i-1}(n+k-1) \},
\]

\[
\{ j \mid Q_{ij} = m-k \} = \{ j \mid \mu_{k+i+1}(n+k+1) < j \leq \mu_{k+i}(n+k) \}.
\]

It follows that in the \( i \)-th row of \( Q \), the boxes filled with the number \( m-k \) is strictly left of the boxes filled with the number \( m-k+1 \), which means \( Q \) is weakly increasing across each row. Suppose there exist \( i \) and \( j \) such that \( Q_{ij} = m-k+1 \) and \( Q_{(i+1)j} = m-k' + 1 \) with \( k < k' \). Then we have

\[
\mu_{k'+i}(n+k') < j \leq \mu_{k'+i}(n+k' - 1) \text{ and } \mu_{k+i}(n+k) < j \leq \mu_{k+i-1}(n+k-1),
\]

in contradiction with

\[
\mu_{k'+i}(n+k' - 1) \leq \mu_{k'+i}(n+k') \leq \mu_{k+i}(n+k).
\]

Therefore \( Q \) is a SSYT and the map \( \theta \) is a bijection. \( \square \)
Indeed, we can obtain \((P, Q)\) from \(T\) by inverting Algorithm 4.1.

**Example 4.4.** Let \(T\) be a SSYT of shape \((5^5)\) and type \((\alpha, 5 - \beta) = (2, 2, 3, 2, 3, 4, 3, 2)\) for \(\alpha = (2, 2, 3, 2)\) and \(\beta = (2, 1, 1, 2, 3)\). We construct a pair \((P, Q)\) of SSYTs of the same shape from \(T\) as follows,

\[
T = \begin{array}{cccccc}
1 & 1 & 2 & 3 & 5 \\
2 & 3 & 4 & 6 & 6 \\
3 & 4 & 5 & 7 & 7 \\
5 & 6 & 7 & 8 & 8 \\
6 & 7 & 8 & 9 & 9 \\
\end{array} \quad \rightarrow \quad P = \begin{array}{ccc}
1 & 1 & 2 \\
2 & 3 & 4 \\
& & \end{array} \quad \rightarrow \quad Q = \begin{array}{ccc}
1 & 1 & 1 \\
2 & 2 \\
3 & 5 \\
\end{array}
\]

Note that if \(\text{type}(P) = (\alpha_1, \ldots, \alpha_n)\) and \(\text{type}(Q) = (\beta_1, \ldots, \beta_m)\), \(\text{sh}(P) = \text{sh}(Q) \subseteq (d^m)\) iff \(\text{sh}(P) = \text{sh}(Q) \subseteq (d^n)\). By the definition of \(S_d(\alpha, \beta)\), we have

\[
|S_d(\beta, \alpha)| = |S_d(\alpha, \beta)| = \sum_{\lambda \vdash N; \lambda \subseteq (d^m)} K_{\lambda\alpha} K_{\lambda\beta}.
\]

By Theorem 4.3 we have

\[
|S_d(\alpha, \beta)| = |\Xi_d(\alpha, \beta)| = K_{(d^m)(\alpha,d-\beta)} = K_{(d^m)(\alpha,d-\beta)},
\]

\[
|S_d(\beta, \alpha)| = |\Xi_d(\beta, \alpha)| = K_{(d^n)(\beta,d-\alpha)} = K_{(d^n)(\beta,d-\alpha)}.
\]

**Corollary 4.5.** Let \(\alpha = (\alpha_1, \ldots, \alpha_n)\) and \(\beta = (\beta_1, \ldots, \beta_m)\) be two compositions of \(N\). Suppose \(m \leq n\). We have

\[
\sum_{\lambda \vdash N; \lambda \subseteq (d^m)} K_{\lambda\alpha} K_{\lambda\beta} = K_{(d^m)(\alpha,d-\beta)} = K_{(d^n)(\beta,d-\alpha)}.
\]

Recall that RSK correspondence is a bijection sending each generalized permutation of \(\alpha \rightarrow \beta\) to a pair of SSYTs of the same shape and types \(\alpha\) and \(\beta\) respectively, i.e., if \(d = N\),

\[
|S_{\alpha\beta}| = |S_N(\alpha, \beta)| = \sum_{\lambda \vdash N} K_{\lambda\alpha} K_{\lambda\beta} = K_{(N^m)(\alpha,N-\beta)} = K_{(N^n)(\beta,N-\alpha)},
\]

which proves Theorem 1.5.
5 Applications

In this section, we will give some applications of previous results. Let $S^k_{\alpha\beta}$ be the set of generalized permutations $\tau \in S_{\alpha\beta}$ whose second row $\tau_1\tau_2\ldots$ has no weakly increasing subsequence of length $k$, i.e., no index sets $1 \leq i_1 \leq i_2 \leq \cdots \leq i_k$ and $j_1, j_2, \ldots, j_k$ satisfy $\tau_{i_1j_1} \leq \tau_{i_2j_2} \leq \cdots \leq \tau_{i_kj_k}$. When $\beta = (1^{\sum \alpha_i})$, each member of $S^k_{\alpha\beta}$ is a block-ascending permutation which was first studied in [9].

**Theorem 5.1.** [9] If $N = kn$, there are two bijections between

- $S^{k+1}_{(kn)(1^n)}$ and the set of SYTs of shape $(k^n)$,
- $S^{k+1}_{((k-1)n)(1^{n-1})}$ and the set of SYTs of shape $(k^n)$.

By the hook length formula, we have

$$|S^{k+1}_{(kn)(1^n)}| = |S^{k+1}_{((k-1)n)(1^{n-1})}| = f(k^n).$$

His proof is a revisional RSK correspondence which merges a pair $(P, Q)$ of SYTs obtained by RSK correspondence from a block-ascending permutation to a SYT of shape $(k^n)$. Analogous to Lewis’s construction, we [12] obtained the following extension.

**Theorem 5.2.** [12] Let $\alpha = (\alpha_1, \ldots, \alpha_n)$ be a composition of $N$ and $\alpha_i \in \{k-1, k\}$ for all $i \in [n]$. There is a bijection between $S^{k+1}_{\alpha(1^n)}$ and the set of SYTs of shape $(k^n)$. Then by the hook length formula, the cardinality

$$|S^{k+1}_{\alpha(1^n)}| = f(k^n)$$

is independent of the choice of $\alpha_i \in \{k-1, k\}$ for all $i \in [n]$.

Later, Chen [7] proved that for any composition $\alpha$ of $N$, the cardinality of $S^{k+1}_{\alpha(1^n)}$ is independent of the order of entries of $\alpha$. As byproducts, he gave a direct bijection between $S^{k+1}_{\alpha(1^n)}$ and $S^{k+1}_{(kn)(1^n)}$ for any $\alpha \in \{k-1, k\}^n$ without RSK correspondence involved, and proved that the cardinality of $S^{k+1}_{\alpha(1^n)}$ is Schur-concave, i.e., if $\alpha = (\alpha_1, \ldots, \alpha_n)$ and $\beta = (\beta_1, \ldots, \beta_m)$ are partitions of $N$ with $\alpha_1 + \cdots + \alpha_i \geq \beta_1 + \cdots + \beta_i$ for all $i \geq 1$ under the assumption of $\alpha_i = \beta_j = 0$ for $i > n$ and $j > m$,

$$|S^{k+1}_{\alpha(1^n)}| \leq |S^{k+1}_{\beta(1^n)}|.$$

If $\tau \in S^{k+1}_{\alpha\beta}$ and $\tau \xrightarrow{\text{RSK}} (P, Q)$, it is well known that the first row of $\text{sh}(P) = \text{sh}(Q)$ is no longer than $k$. Indeed, RSK correspondence gives a bijection between $S^{k+1}_{\alpha\beta}$ and $\mathcal{S}_k(\beta, \alpha)$. The following result recovers Chen’s Schur-concavity [7] of $|S^{k+1}_{\alpha(1^n)}|$ on the partition $\alpha$ and Theorem 5.2 by taking $\alpha \in \{k-1, k\}^n$ and $\beta = (1^N)$.
Corollary 5.3. Let $\alpha$ and $\beta$ be two compositions of $N$. If $k \in \mathbb{N}$, then

$$|S^{k+1}_{\alpha\beta}| = |S^{k+1}_{\beta\alpha}| = \sum_{\lambda \vdash N; \lambda \subseteq (k^m)} K_{\lambda\alpha} K_{\lambda\beta} = K_{(k^m)(\alpha,k-\beta)}$$

is independent of the order of entries of $\alpha$ and $\beta$. Moreover, $|S^{k+1}_{\alpha\beta}|$ is Schur-concave on partitions $\alpha$ and $\beta$. In particular,

$$|S^{k+1}_{\alpha\beta}| = |S(12 \cdots (k+1))|,$$

where $S(12 \cdots (k+1))$ is the set of all $12 \cdots (k+1)$-avoiding permutations on $[N]$.

From Corollary 5.3 taking $\alpha = 1^N$ and $k = 2$, we have

$$|S^{3}_{(1^N)\beta}| = K_{(2^m)(1^N,2-\beta)}.$$

Corollary 5.4. Let $\alpha = (\alpha_1, \ldots, \alpha_n)$ be a composition of $N$ with $\alpha_i > 0$. If $\alpha \in \{1,2\}^n$, then the number of permutations on the multiset $[\alpha]$ which contain no weakly increasing subsequence of length 3 is the $n$-th Catalan number, i.e.,

$$|S^{3}_{(1^N)\alpha}| = \begin{cases} C_n & \text{if } \alpha \in \{1,2\}^n, \\ 0 & \text{otherwise}. \end{cases}$$

Let $P$ and $Q$ be two SSYTs of the same shape $(n^2)$ and types $(2^n)$ and $(1^{2n})$ respectively. If $(P,Q) \xrightarrow{RSK} \tau$, it follows from RSK correspondence [19] that

$$\tau \in S_{(1^{2n})(2^n)}(321) \cap S_{(1^{2n})(2^n)}^{n+1}.$$

From Theorem 3.2 the number of such pairs $(P,Q)$ is $C_n \times R_n$.

Corollary 5.5. The number of permutations on the multiset $\{1,1,2,2,\ldots,n,n\}$ which avoid the pattern 321 and contain no weakly increasing subsequence of length $n$ is $C_n R_n$, i.e.,

$$C_n R_n = |S_{(1^{2n})(2^n)}(321) \cap S_{(1^{2n})(2^n)}^{n+1}|.$$

If $\alpha = (\alpha_1, \ldots, \alpha_n)$ is a composition of $N$, it is known that the number of permutations on the multiset $[\alpha]$ is $\binom{N}{\alpha_1, \ldots, \alpha_n}$, i.e.,

$$|S_{(1^N)\alpha}| = \binom{N}{\alpha_1, \ldots, \alpha_n}.$$

Corollary 5.6. If $\alpha$ is a composition of $N$ and $f^\lambda$ the number of SYTs of shape $\lambda$, then

$$\sum_{\lambda \vdash N} f^\lambda K_{\lambda\alpha} = \binom{N}{\alpha_1, \ldots, \alpha_n}.$$
From the theory of symmetric functions [10, 19],

\[ h_\lambda = \sum_{\mu} \left( \sum_{\nu} K_{\nu \lambda} K_{\nu \mu} \right) m_\mu, \]

where \( h_\lambda \) is the complete symmetric function and \( m_\mu \) the monomial symmetric function. Theorem 1.5 implies the following result.

**Corollary 5.7.** If \( \lambda \vdash N \) and the length of \( \lambda \) is \( \ell(\lambda) \), then

\[ h_\lambda = \sum_{\mu \vdash N} K_{(N^{\ell(\lambda)}) \mu, N - \lambda} m_\mu, \]

i.e., the transition matrix from the basis \((h_\lambda)\) to the basis \((m_\lambda)\) consists of Kostka numbers of rectangular shape.
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