Slanted snaking of localized Faraday waves
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We report on an experimental, theoretical and numerical study of slanted snaking of spatially localized parametrically excited waves on the surface of a water-surfactant mixture in a Hele-Shaw cell. We demonstrate experimentally the presence of a hysteretic transition to spatially extended parametrically excited surface waves when the acceleration amplitude is varied, as well as the presence of spatially localized waves exhibiting slanted snaking. The latter extend outside the hysteresis loop. We attribute this behavior to the presence of a conserved quantity, the liquid volume, and introduce a universal model based on symmetry arguments, which couples the wave amplitude with such a conserved quantity. The model captures both the observed slanted snaking and the presence of localized waves outside the hysteresis loop, as demonstrated by numerical integration of the model equations.

PACS numbers: 47.54.-r, 47.35.-i, 45.20.Ky

Dissipative systems driven out of equilibrium display spatial patterns that can extend over the whole system or be confined to a localized region [1–3]. Examples of the latter include dissipative solitons, fronts and localized oscillations called oscillons [3] and these have been observed in a great variety of physical systems ranging from simple and complex fluids to liquid crystals, chemical reactions, magnetic materials, granular media and elastic solids. The theoretical understanding of these structures is largely based on detailed studies of the bistable Swift–Hohenberg equation [4] although geometrical methods have been successfully applied to one-dimensional systems [5, 6]. This understanding centers on the presence of a pinning mechanism whereby fronts connecting a homogeneous state to a spatially structured state pin to the latter, resulting in the presence of stationary fronts even at parameter values away from the Maxwell point at which the structured state has the same energy as the competing homogeneous state [3]. The theory shows that the resulting pinning region contains an infinite number of coexisting localized states organized in a snakes-and-ladders structure straddling the Maxwell point [7, 8]. Such states are therefore located within the hysteresis loop between the homogeneous and structured states. For steady localized states the corresponding bifurcation diagrams can take the form of standard snaking [4] in which different length states all coexist within a pinning region, or their intervals of existence may be staggered generating slanted snaking [9–14], an effect attributed to nonlocality [15, 16]. Neither type of structure has thus far been reported in experiments on localized standing oscillations, even though such oscillations are known to be present within the hysteresis loop between extended standing waves and a homogeneous state [17–19].

In this Letter we demonstrate slanted snaking of localized oscillations in a Faraday wave experiment [20], specifically waves at the surface of a water-surfactant mixture held between two-plates in a Hele-Shaw configuration and vibrated vertically. The extended wave pattern appears across the entire experimental cell through a

FIG. 1. (color online) (a) Experimental setup showing a glass cell on a shaker. (b) Spatially extended Faraday wave. (c) Spatially localized Faraday wave with $n = 8$ peaks. In (b) and (c) only a part of the whole domain is shown.
subcritical instability which depends on the contact angle hysteresis of the triple line and the confinement width. Localized Faraday waves are observed both inside and outside of the hysteresis loop between the extended pattern and the flat interface, and display a snaking structure that is slanted. The organization of the observed localized oscillations can be understood using a pair of amplitude equations that capture the coupling between the amplitude of the parametrically excited standing waves and a long wave conserved mode representing the volume of liquid withheld by the meniscus. Numerical simulations of the proposed coupled equations are in good qualitative agreement with theoretical predictions and experimental observations.

The experimental setup is depicted in Fig. 1. Two glass containers (width $w = 1$ mm, height $h = 40$ mm, length $l = 200$ mm) is filled to a height $h_0 = 23$ mm with a mixture of 85% distilled water and 15% surfactant (Kodak Photo-Flo2 200$^{\text{TM}}$) by volume. The volume $w$ and the height $h_0$ vary across the experimental cell by less than 5% and 1%, respectively. The density $\rho$ of the working fluid is estimated at 1004 kg/m$^3$. Its surface tension $\sigma$ was measured at 22 mN/m by the sessile drop method [21]. Its kinematic viscosity was measured at 3 ± 0.3 cSt using a stress-controlled rheometer (RheolabQC from Anton-Paar) at room temperature (20 ± 2$^\circ$C) in a Couette configuration (inner diameter 19.39 mm, outer diameter 21.00 mm, angle of the rotating cone 120$^\circ$) for steady shear rates $\dot{\gamma} \in [40, 100]$ s$^{-1}$, as appropriate to our experiments. Normal stresses were not measured. The wetting angle of the fluid mixture on glass was measured between $[5^\circ, 15^\circ]$, showing partial wetting and contact angle hysteresis [22]. The glass container with the working fluid was mounted vertically on an electromechanical shaker driven sinusoidally by a function generator via a power amplifier. The vertical modulation of the acceleration $a(t) = a_0 \cos(\omega t)$ was monitored by a piezoelectric accelerometer via a charge amplifier. Horizontal accelerations were less than 1%. The experimental control parameter range was $a \in [2, 20]$ m/s$^2$ and $f \equiv \omega/2\pi \in [30, 60]$ Hz. For $f < 35$ Hz, no localized structures were found. In the present study we use $f = 45$ Hz while $a$ spans the whole experimental range.

Images of the surface profile are acquired with a CCD camera over a 10 s time window in a 1220 × 200 px spatial window (0.12 mm/px sensitivity in the horizontal direction and 0.11 mm/px in the vertical direction). For each value of $a$, a sequences of images is taken at frequency $f/2$ using the second output of the function generator as a trigger to ensure a stroboscopic view of the oscillating surface profile. The profile of the fluid elevation $\eta(x,t) \equiv h(x,t) - h_0$ is tracked for every point $x$ in space at each instant $t$ using a simple threshold intensity algorithm [23], as shown in Fig. 1. To do this, white light is passed through a diffusing screen from behind the layer while images are taken from the front, enhancing contrast and improving the functioning of the surface tracking algorithm. Figure 1 shows snapshots of the layer displaying (b) a spatially extended wave and (c) a spatially localized wave.

As we increase $a$ above the critical value $a_c = 13.35$ m/s$^2$, the fluid layer becomes unstable to a parametric instability, displaying a stationary pattern of waves filling the entire experimental cell. Figure 1(b) shows a part of this state. The pattern oscillates at frequency $f/2$ with onset wavelength $\lambda = 9$ mm. The shape of the pattern is not symmetric with respect to the mean height: cusps are sharp and troughs are smooth and flat (see Fig. 1). When $a$ is decreased the extended pattern persists down to $a_{fold}= 10.5$ m/s$^2 < a_c$ where it collapses to the homogeneous flat state, indicating the presence of a hysteresis loop. We have checked that the critical wavelength $\lambda$ does not change with changes in $a$. To characterize the pattern evolution we compute $\langle \eta_h \rangle$, the square root of the time and space-averaged mean-square local surface deformation. Figure 2 shows $\langle \eta_h \rangle$ as a function of $a$. We have confirmed that the hysteresis loop is reproducible by repeating the experimental procedure 5 times with a waiting time of 30 s between measurements. Below $a_{fold}$ our experimental system displays localized patterns, characterized by the number $n$ of peaks exhibited by the pattern (Fig. 1(c)), with $n \in [5, N]$, where $N = 20$ is the number of spatial oscillations in the extended pattern. The existence intervals of these patterns depend on $n$, with patterns with consecutive values of $n$.
n overlapping while shifting to larger values of a as n increases as in Fig. 2.

The physical reason for the appearance of bistability and localized patterns outside this region is the contact angle hysteresis at the surface of the container. To probe this idea we have performed runs in plexiglass cells with the same \( l = 200 \) mm, \( h = 40 \) mm, \( h_0 = 23 \) mm and different widths \( w = 1, 3, 5 \) and \( 8 \) mm. The bifurcation diagrams are shown in Fig. 3(a): as \( w \) increases the threshold \( a_c \) for the parametric instability and the lowest acceleration \( a_{fold} \) at which extended waves are still present both decrease (Fig. 3(b)), and for \( w \gtrsim 3 \) mm the hysteresis and the localized waves both disappear. The up-down asymmetry of the extended pattern also decreases.

Slanted snaking of stationary localized states has been reported before [15, 16, 24] and likewise attributed to the presence of a conserved quantity [25, 26], following earlier work of Matthews and Cox [27, 28]. The conserved quantity responsible for slanted snaking in the present system is the volume of fluid in the container. The volume per unit length (i.e., the cross-sectional area) for a given meniscus height depends on the contact angle at the cross-stream boundaries and the associated angle hysteresis allows for the redistribution of fluid volume along the length of the cell as the contact angle changes. The effect of this redistribution becomes more pronounced with a narrower cell because the volume of fluid associated with this motion constitutes a larger change in height when averaged across the width of the cell. In particular, the experiment reveals a slight decrease in the fluid level relative to the rest state outside of a localized Faraday wave (\( \sim 100 \) \( \mu \)m for localized structures with 5-8 bumps), implying that the oscillatory motion of the interface within the wave acts to draw the conserved fluid away from the background flat state and into the wave.

We write the position of the liquid surface in the form

\[
 h(x, t) = h_0 + (A(X, T)e^{ik_x x} + \tilde{A}(X, T)e^{-ik_x x}) e^{i\omega t/2} + B(X, T) + c.c.,
\]

where \( A(X, T) \) is the (complex) amplitude of a surface wave oscillating with frequency \( \omega/2 \) at wave vector \( k_c = k_c(\omega/2) \) and \( B(X, T) \) is the (real) amplitude of a conserved mode that models the effects of contact angle hysteresis at the transverse walls on the height of the fluid surface. The resulting expression is to be interpreted as describing the width-averaged data. Using symmetry arguments or multiscale analysis [26-28] one finds that the simplest set of equations for the amplitudes \( A \) and \( B \) takes the (scaled) form

\[
 A_T = (\mu + i\nu)A + \gamma \tilde{A} + (1 + i\alpha)A_{XX} - (1 + i\beta)|A|^2 A + (\delta + i\gamma)BA, \quad (2)
\]

\[
 B_T = B_{XX} - (|A|^2)_{XX}. \quad (3)
\]

Equation (2) describes the long-time \( T \) and large-scale \( X \) evolution of the envelope \( A(X, T) \) of a Faraday wave in a system that is parametrically driven near a 2 : 1 temporal resonance [29]. Here \( \mu < 0 \) represents the effects of viscous damping, \( \nu \) corresponds to detuning between \( \omega/2 \) and the natural frequency of oscillation at wavenumber \( k_c \), and \( \alpha, \beta \) and \( \gamma \) measure dispersion, amplitude dependence of the frequency and the magnitude of the time-periodic forcing, respectively. The large scale mode \( B(X, T) \) locally alters both the decay rate of free oscillations and the detuning, while the presence of the Faraday wave results in a redistribution of the conserved \( B \) toward (or away from) regions with a large amplitude pattern.

In the stationary state the amplitude \( A(X) \) satisfies the nonlocal equation

\[
 (1 + i\alpha)A_{XX} + (\mu + i\nu)A - (1 + i\beta)|A|^2 A + \gamma \tilde{A} + (\delta + i\gamma) \left(|A|^2 - (|A|^2)\right) A = 0, \quad (4)
\]

where \( (|A|^2) \equiv \int_{-l/2}^{l/2} |A|^2 dX \). The trivial \( A = 0 \) state corresponds to a flat surface with no pattern while the constant amplitude state \( A = A_0 \neq 0 \) corresponds to a domain-filling Faraday wave. Localized Faraday waves are represented by time-independent states that consist of a section of the \( A = A_0 \) state embedded in an \( A = 0 \) background. In the absence of coupling to the large scale mode \( (\delta = \sigma = 0) \) such states exist at a single value of \( \gamma \). The coupling is responsible for effective dissipation that depends on the spatial extent of the localized state.
thereby generating a slant in the branch of localized solutions as a function of the forcing strength $\gamma$: broader solutions feel larger dissipation and require stronger forcing for their existence. Figure 4 shows stationary localized and domain-filling patterns predicted by the amplitude equations (2)-(3) and confirms that the model equations not only capture qualitatively the predicted snaking of the branch of localized states but also the associated increase in water level as measured by the $B$ field.

Equations (2)-(3) describe small amplitude states near onset of the Faraday instability on the assumption that the envelope of the pattern varies on a length scale that is much longer than the characteristic wavelength $2\pi/k_c$. The resulting separation of the spatial dependence of the solution into dependence on slow and fast spatial scales eliminates pinning of the fronts on either side of the localized structure to the spatial oscillations within [4, 18, 30], thereby collapsing the branches of odd and even states onto a single inclined nonsnaking branch. True snaking, such as that observed in our experiment, is only observed when terms beyond all orders are included in the amplitude equation [31] or, more usefully, in models in which the finite characteristic wave number $k_c$ is built into the equation for the fluctuating part of the wave profile, $\delta h(x, t) = H(x, t) \exp(i\omega t/2) + c.c.$, such as the parametrically forced complex Swift-Hohenberg equation, cf. [32, 33],

$$H_t = (\mu + i\nu)H + i\zeta H_{xx} - (1 + i\alpha)(\partial_x^2 + k_c^2)^2 H + \gamma H - (1 + i\beta)|H|^2 H + (\delta + i\sigma)BH,$$

(5)

coupled to a conserved quantity as in Eq. (3). As shown in Fig. 5(a) odd and even localized solutions of this model do exhibit the type of intertwined slanted snaking observed in the experiment (Fig. 2), even though for smaller values of the parameter $\zeta$ the snaking is replaced by smooth snaking of the type observed in [25, 34]. Larger values of $\zeta$ increase the slanted snaking range and move it further outside the hysteresis loop. However, in all cases the localized Faraday waves originate in a secondary bifurcation from a spatially extended Faraday wave state (Figs. 5(b,d)). Note that detuning ($\nu \neq 0$) is not necessary for this behavior. Our model suggests that the localized states shown in Fig. 2 lie on connected intertwined branches with stable odd and even states separated by unstable states as in Fig. 5(a).

Localized Faraday oscillations in Newtonian fluids confined in a Hele-Shaw cell have been observed before [35] but their origin and possible snaking behavior was not studied. The present experiment reveals a large multiplicity of spatially localized Faraday waves organized in a slanted snaking bifurcation diagram, an observation that can be qualitatively understood using both amplitude equations (Eq. (2)) and a model equation constructed in the spirit of the Swift-Hohenberg model (Eq. (5)), provided that volume conservation is taken into account in both cases (Eq. (3)).
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