Far-field Perfect Imaging with Time Modulated Gratings
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We study the capabilities of time-modulated diffraction gratings as imaging devices. It is shown that a time-dependent but transversally homogeneous slab can be used to make a perfect image of an object in the far-field, since all the evanescent modes couple to propagative time diffracted orders. It is found that, if the image to be obtained is axially symmetric, it can be recovered by measuring the time signal at a single point, without the need of performing a spatial scan, so that time gratings can act as well as single pixel imaging devices. In the case of having an object without axial symmetry, the time grating can be combined with a spatial grating, and then the full image can be recovered again with a measurement at a single point. We apply the theory of compressive sensing to optimize the recovery method and numerical examples are provided. We show therefore that time-modulated gratings can be used to perfectly recover the image of an object in the far field and after measuring at a single point in the space, being therefore a promising approach to superresolution and ultra-fast imaging.

The recovery of the image of an object by analyzing the shape of an undulatory field (typically acoustic or electromagnetic) that interacts with it is the most extended method for imaging. This method has an important limitation imposed by the theory of diffraction, namely, that only details of the order of the wavelength of the field can be coupled to free space. The field carries also information about details finer than the wavelength, but in the form of evanescent waves that exist only in the proximity of the object, so that these can be recovered only in the near-field.\textsuperscript{1}

In order to overcome the limitations imposed by diffraction, a countless number of methods have been proposed, most of which essentially couple these evanescent waves to free propagating waves\textsuperscript{2–9} so that the resolution of the image is finally increased. The underlying idea of these methods consists in enhancing the interaction of evanescent modes with spatially structured objects, so that free propagating waves are excited. However, the resolution of the image is still limited by the finite size of the image processing system, since the evanescent modes are coupled to free waves traveling along all directions in the space. Therefore, in order to fully recover the image of the object we should collect all these waves, which is obviously impossible for a physically finite system.

Due to the extraordinary capability to spatially manipulate fields, metamaterials\textsuperscript{10–12} which are artificial periodic structures especially designed to control optical and acoustic fields, have been widely used to overcome the diffraction limit of conventional imaging systems\textsuperscript{13–16}. Metamaterials have offered such a great number of extraordinary applications that the domain has evolved towards more ambitious horizons, and recently their “time version”, that is, the temporal modulation of the materials’ properties instead of their spatial modulation, is receiving increasing attention, since they present additional properties and applications not achievable by their spatial counterparts, like dynamic control of propagation\textsuperscript{17–19} tunability\textsuperscript{15} non-reciprocity\textsuperscript{19–22} and gain\textsuperscript{23}

In this work we show that a time-modulated surface can be used to couple evanescent modes to the free space, so that this concept can be used to overcome the diffraction limit of conventional imaging systems. In the same way that a spatial grating excites a set of diffracted modes traveling along different directions, a time-grating excites a set of waves at different frequencies, each of which carries information about the Fourier transform of the image we want to recover. It will be shown that we can recover the image of the object either by analyzing the fundamental of these frequencies and make a spatial scan or by analyzing the temporal spectrum at a single point in the space, showing that time-gratings are a new type of ultra-fast and single-pixel imaging devices.

I. TIME GRATINGS AS DYNAMIC SPATIAL FIELD MODULATORS

Our model equation will be the scalar wave equation in free space,

\[ \nabla^2 \psi = \frac{1}{c_0^2} \partial_t \psi. \]  \hspace{1cm} (1)

with \( c_0 \) being the phase speed of the wave field \( \psi \).

The time grating is modeled as an infinitesimally thin impedance boundary which response is time-dependent, consequently the field will be continuous at this interface while the normal component of the derivative will have a step discontinuity\textsuperscript{24} given by

\[ \partial_z \psi^+ - \partial_z \psi^- = \xi(t) \psi \text{ at } z = 0, \]  \hspace{1cm} (2)

where \( \xi \) is the time-modulated impedance of the surface and \( \pm \) indicates the field \( \psi \) at \( z = 0^\pm \). We assume that the impedance is temporally modulated with repetition
frequency $\nu$, so that we can expand $\xi(t)$ as a Fourier series,

$$\xi(t) = \sum_{n=-\infty}^{\infty} \xi_n e^{-i2\pi n \nu t}. \quad (3)$$

Let us assume that a plane wave of unitary amplitude with transverse (grating-in-plane) wavevector $k$ and frequency $\omega_0$ arrives to the grating, as shown in Fig. 1. The solution for the field $\psi(z, t)$ will be given by

$$\psi(z, t) = e^{ik_0 z} e^{-i\omega_0 t} + \sum C_n e^{\pm iq_n z} e^{-i\Omega_n t}, \quad (4)$$

where $q_n = \sqrt{\Omega_n^2/c^2 - k^2}$ (with $k = |k|$) and $\Omega_n = \omega_0 + 2n\pi\nu$. The $\pm$ in (4) refers to either $z > 0$ or $z < 0$. The above solution already satisfies the field continuity condition, while the discontinuity of the derivative condition yields

$$2iq_n C_n = \sum_{m} (\xi_{m-n}(\delta_{m0} + C_m)), \quad (5)$$

so that we can solve for the $C_m$ coefficients from the system of equations

$$\sum_{m} (2iq_n \delta_{nm} - \xi_{n-m}) C_m = \xi_n. \quad (6)$$

The field behind, i.e. $z > 0$, the impedance plane will be composed of a set of diffracted waves with amplitudes

$$T_n = \delta_{n0} + C_n. \quad (7)$$

Therefore, the periodic temporal modulation of the impedance of the surface excites a set of diffracted waves in a similar way as the periodic spatial modulation, and it behaves as a diffraction grating. It is clearly an “active” grating in the sense that energy is not conserved in this process, since the time-dependence in the parameters of the grating has to be induced externally, and some energy has to be supplied to the system.\[\text{21}\]

The above equations have been derived assuming that the incident field is a monochromatic plane wave of unitary amplitude. In a more generic case, the incident field will be made up by a linear combination of plane waves of the form,

$$\psi_0(r, t) = \iint A_0(k) e^{ik \cdot r} e^{i\omega_0 t} d^2 k, \quad (8)$$

where $r$ is a 2-D vector defined in the $x - y$ plane. The transmitted field will be

$$\psi_T(r, t) = \sum_n \iint A_0(k) T_n(k, \omega_0) e^{ik \cdot r} e^{-i\Omega_n t} d^2 k, \quad (9)$$

which can be expressed as

$$\psi_T(r, t) = \sum_n e^{-i\Omega_n t} \iint A_0(r') T_n(r, r') d^2 r', \quad (10)$$

with

$$T_n(r, r') = \iint T_n(k, \omega_0) e^{ik \cdot (r-r')} d^2 k. \quad (11)$$

It can be therefore seen that the role of the grating is to generate an infinite set of harmonics whose field distributions are different, since the transmittance of the grating is different for each harmonic. Interestingly, this is equivalent to say that the grating behaves as a spatial light modulator if the field comprises of optical waves or spatial field modulator in the most general case. Spatial light modulators have been widely used in optics for a countless number of applications, however they need to be spatially modified. In this case, we modulate a signal by a grating and send the harmonics at once with all the possible patterns. We will see later how this effect can be exploited to recover the image of an object after measuring at a single point.

Although the above problem is scalar, the fundamental principles described by it will apply as well to vectorial waves, like elastic or electromagnetic. The main difference will be the calculation of the transmission and reflection coefficients by the grating, but it is obvious that the principles of diffraction and imaging, as explained before, will be identical. Consequently, we limit the study to the scalar wave equation but bearing in mind that the results presented here will be very similar for vectorial waves.

II. FAR-FIELD IMAGING WITH A TIME GRATING

Let us consider now that we want to recover the image of an object illuminated by a plane wave of frequency $\omega_0$. We define the image as a 2-D screen such that just after the screen the field distribution is $\psi_0(r, z = 0)$, so that a set of plane waves which amplitudes can be obtained from the Fourier transform $A_0(k)$ of $\psi_0(r, z = 0)$ is propagating along the $z$ axis. However, for those wavenumbers such that $k > k_0$ the propagation along $z$ is evanescent, since $q_0$ is a complex number. Consequently, the information carried by the amplitude $A_0(k)$ for these wavenumbers ($k > k_0$) exists only in the near field and will be lost upon propagation, therefore we will not be able to fully recover the image at a certain (rather small) distance from the source.

We can avoid this loss of information by putting a time grating just after the object at $z = 0$. The grating’s response $T_n(k)$ depends as well on $\omega_0$, omitted for simplicity, but it depends only on the wavenumber modulus $k$, since at the moment we assume the grating is homogeneous (i.e. its impedance does not depend on position) and it cannot distinguish an image from its rotated version. However, the response of the grating implies that for all $k$ there will be always a diffraction order $n$ such that $q_n$ will be real and, consequently, the information carried by $A_0(k)$ will not be lost at any distance from
the source. Therefore, higher harmonics are responsible for passing higher $k$’s beyond the imaging grating as propagating modes, up to physical constraints related to attenuation of that wave components in a practical realization of the system.

For the recovery of the image, a “mirror-grating” configuration is used. The fundamental idea is illustrated in Fig. 11, where an identical (i.e. $T_{S}(k) = T_{S}(k, \omega_0)$) mirror grating placed at a distance $f$ from the object and the imaging grating, is used as a recovery system, since it will couple all the information of the object into the fundamental component of the field. Then, after the mirror grating we will have

$$\psi_1(r, t) = \sum_{m=-\infty}^{\infty} e^{-i\Omega_m t} \int \int B_m(k) e^{ik \cdot r} d^2k \quad (12)$$

with

$$B_m(k) = A_0(k) \sum_{n=-\infty}^{\infty} T_n(k) T_{m-n}(k) e^{i q_n t} \quad (13)$$

where obviously only the terms for which $q_n$ is real will be relevant for the sum. Thus, if we measure the spatial field distribution corresponding to the source frequency $\omega_0$ and perform its spatial Fourier transform we obtain the $B_0(k)$ coefficients from which we can retrieve the source’s Fourier transform from the above equation for $m = 0$.

The condition to fully recover the image is that we are able to excite a large enough number of temporal harmonics to propagate maximum wavenumber $k_{\text{max}}$, but as long as this happens we will have all the information in the fundamental mode at the mirror grating, without being required the spatial analysis of higher harmonics. It is important to note that with this configuration we only need to excite higher harmonics at the first grating, but not to detect them at the mirror screen, so that perfect imaging can be done by the analysis of the field at the original frequency $\omega_0$ only.

We demonstrate the application of the proposed method with the following example. Assuming unit field frequency, $\omega_0 = 1$ rad/s, and $c_0 = 1$ m/s, we generate real-valued time-modulation signals with desired number of harmonics with their amplitudes and phases described by complex numbers randomly generated from the uniform distribution, $\xi_{[m]} \sim U(-1 - 1i, 1 + 1i)$. The maximum wavenumbers for waves transmitted through the imaging system for modulation signals that excite 2 and 8 harmonics, for two modulation frequencies ($f_0/2$ and $f_0/4$; $f_0 = \omega_0/(2\pi)$) are illustrated in Fig. 2a. It can be further seen from Fig. 2a that the maximum wavenumber to be transmitted is a bi-linear function of the modulation frequency and the number of harmonics excited by the modulation signal, $k_{\text{max}}(\nu, h)$. It is therefore preferred to use high modulation frequencies and/or detect possibly large number of harmonics in order to increase the quality of image reconstruction.

In order to illustrate how the maximum wavenumber, $k_{\text{max}}$, enhanced by the imaging with time-modulated gratings, influences image reconstruction we show in Fig. 3 an example letter that will be processed through the proposed system. Assuming that the object is illuminated by a field of unit frequency $\omega_0 = 1$ rad/s propagating with $c_0 = 1$ m/s, the letter is spatially Fourier-transformed and its spectrum truncated to contain wavevectors only up to $k_{\text{max}}$ that corresponds to a given modulation signal (8 harmonics for $f_0/4$ and $f_0/2$ modulation frequencies, corresponding to Fig. 2a). The reconstruction process consists of inverse Fourier-transforming of the truncated spectrum. The results are presented in Fig. 4 for the same letters assuming their physical dimensions of $\lambda \times \lambda$ (top row of Fig. 4) and $4\lambda \times 4\lambda$ (bottom row of Fig. 4), $\lambda = c_0/f_0$. It is clear that for a letter size equal to the wavelength and no modulation, the reconstructed image does not reveal any features of the original pattern. For only 8 harmonics in the signal, however, and relatively low modulation frequencies, the shape of $\alpha$ can be clearly distinguished, especially for $\nu = f_0/2$. When the wavelength is four-times smaller (bottom row of Fig. 4), the letter is distinguishable for no modulation and almost perfectly reconstructed with 8 harmonics and modulation frequency of $\nu = f_0/2$.

### III. SINGLE-DETECTOR IMAGING WITH TIME GRATINGS

The time grating allows an additional way for recovering the image without performing such a spatial scan. The idea consists in using all the other harmonics $\Omega_n$ to obtain spatial information from the object without scanning the sample. The transversally homogeneous (the impedance uniformly distributed in space) nature of the time grating does not allow to distinguish between different orientations of the image, but we can replace the second grating by an in-homogeneous receiving screen of transmittance $T_S(r)$. The total field after this screen can be collected and integrated, so that a single time-dependent signal is received, as illustrated in Fig. 11. If we measure the spectrum of this integrated signal, we will observe peaks at the different harmonics $\Omega_n$. Then the field distribution of the $n$-th harmonic after this screen will be

$$\psi_1(\Omega_n) = \int \int \int \int A_0(k) T_n(k, \omega_0) e^{ik \cdot r} e^{i q_n t} d^2k,$$

which is equivalent to

$$\psi_1(\Omega_n) = \int \int \int T_S(k) T_n(k, \omega_0) e^{i q_n t} A_0(k) d^2k,$$

where $T_S(k)$ is the Fourier transform of the transmittance of the screen. The above equation can be seen as a linear system of equations of the form

$$y_n = \sum_m M_{nm} A_m,$$
with the quantities $y_n$ being the measurement points $\psi_I(\Omega_n)$ (amplitudes and phases of harmonics) and $A_m$ are the unknown coefficients $A_0(k)$, which have been discretised in a set of $k_m$ elements and ordered in a vector labeled by $m$. Similarly, the matrix $M_{nm}$ is defined as

$$M_{nm} = T_n(k_m, \omega_0) T_S^*(k_m) e^{i q_n t},$$

(17)

and the knowledge of this matrix will allow us to recover all the $A_m$ from the spectrum of a signal received in a single detector. This approach is similar to single-pixel imaging methods, with the notable difference that all the information is encoded in different harmonics. Preferably, a possibly large number of harmonics is required in order to fully recover the components of $A_0(k_m)$. It is known, however, that images are sparse in the $k$ space, hence large $k_{\text{max}}$ does not in general mean that large $n$ in Eq. (16) is necessary. Also, it has to be pointed out that the screen $S$ should not have any inversion symmetry, since this would imply the column vectors of $M_{nm}$ corresponding to $k$ and $-k$ are identical and, consequently, the
matrix $M_{nm}$ would not be invertible. The latter is indeed why the second receiving screen is required to recover the image from one single measurement. Note that since the time-modulated grating is homogeneous in space, only axially symmetric images could be recovered. Also, since the time grating is modulated externally, in the case of axially symmetric images could be recovered. Also, since the time-modulated grating is homogeneous in space, only image from one single measurement. Note that since the second receiving screen is required to recover the image from the proposed single-pixel imaging system: the direct image recovery by directly solving the system \[ \mathbf{A} \mathbf{y} = \mathbf{A}_0 \mathbf{y}_0 \] and a compressive sensing-based recovery using optimization. In both cases we use an inhomogeneous receiving screen with real-only impedance uniformly randomly distributed in space. The coding sequences are real-valued time-modulation signals of \[ \mathcal{S} \], where 16 harmonics \( n = \{0, 1, \ldots, 15\} \) are used and their amplitudes and phases are described by complex numbers randomly generated from the uniform distribution, $\xi_{nm} \sim U(-1, 1)$.

We denote a single measurement a procedure consisting of sending an input modulating sequence through the system and acquiring the temporal Fourier spectrum of the response composed of all signals integrated after passing the receiving screen. From this spectrum, the total number of 31 harmonics (amplitudes and phases; $n$ rows of $M_{nm}$ matrix) are acquired and stored as a column of $M_{nm}$. Then, the procedure is repeated for another coding sequence and another column is appended to $M_{nm}$.

In numerical experiments reported in this section, we consider an image of a letter illustrated in the left panel of Fig. 3 of size 1024 × 1024 pixels. Physical dimension of the letter panel is $\lambda \times \lambda$. For recovery, we use a limited part of the 2-D Fourier spectrum of the letter consisting in $(1 + 128) \times (1 + 128)$ samples (corresponding to the DC and ±64 samples in each direction). The letter reconstructed by using all 129 × 129 samples in the truncated spectrum is presented in the right panel of Fig. 3. Due to the symmetry of the spectrum, the letter is uniquely defined by 8385 complex coefficients $A_m$.

### A. Direct image recovery

For the direct recovery of the image we require the matrix $M_{nm}$ to be square and invertible to recover $A_0$ through $A_m$ coefficients. Consequently, a possibly large number of harmonics and substantial number of measurements will be necessary. We consider 30 harmonics, $n = \{1, \ldots, 15\}$, and take 560 measurements obtaining square $M_{nm}$ and the measurement vector $\mathbf{y}_n$. Through the standard Gauss elimination process we compute $A_m$ from \[ \mathbf{A} \mathbf{y} = \mathbf{A}_0 \mathbf{y}_0 \]. The resultant recovered image of the letter is shown in the bottom right end panel of Fig. 3. The reconstruction process is lossless for the direct recovery.

### B. Compressive sensing of the image

The direct recovery of the image requires a number of measurements to be taken before the problem in \[ \mathbf{A} \mathbf{y} = \mathbf{A}_0 \mathbf{y}_0 \] can be solved. Although, the process is relatively simple and fast, the number of measurements can be substantially reduced due to the sparsity of the image in the
wavenumber domain. The sparsity of the example letter α used in the reconstruction can be clearly verified by inspecting Fig. 5 where the letter was reconstructed only from a very limited number of the most significant samples (highest |A_m|) in the k space.

For signals having sparse representation in some space (the Fourier space in this case), as A_m, the compressive sensing theory can be used to solve Eq. (16) for substantially smaller number of measurements than for the direct reconstruction, i.e. for M_{nm} being a rectangular matrix with n ≪ m. In the compressive sensing process, only the most significant sparse coefficients of the representation are recovered.

FIG. 5: The letter α reconstructed from a limited number of samples (given below the plots in % up to three significant digits) in the k space.

The properties of the measurement matrix M_{nm} are fundamental to proper reconstruction. Therefore, we construct M_{nm} from repeated random measurements and aim at satisfying the restricted isometry property and incoherence between measurements. The solution of (16) for n ≪ m is found through the matching pursuit algorithm by requiring

$$\min \| y_n - \sum_m M_{nm} \hat{A}_m \|,$$

where \( \hat{A}_m \) is found iteratively by computing the correlation vector at j-th iteration as

$$c_j^s = \sum_n M_{n0}^* (y_n - \sum_m M_{nm} \hat{A}_m^j),$$

and updating the current approximation to the sparse representation \( \hat{A}_{m+1}^j = \hat{A}_{m+1}^j + c_s \delta_s \), where the index s maximizes the correlation, i.e. \( \max_s |c_s| \). As a result, each iteration localizes and approximates a sparse coefficient in \( \hat{A}_m \).

The results of the single-pixel reconstruction process for 25, 50, 100, 200, 300, 400 and 500 measurements with 15 harmonics are presented in Fig. 6. Compared to the direct image reconstruction that required 560 measurements, it can be seen that using only 100 experiments (i.e. less than 20% of data), the letter can be clearly recognized.

The possibility of recovering the image of an object from a single-point measurement is more than relevant for those fields where large arrays of detectors are especially expensive, as is the case of microwaves or acoustic waves, where the low frequency of the fields makes it more realistic to physically implement a time-modulated material. Although great advances are currently done in the temporal modulation of materials in the optical domain, the excitation-detection of a large enough number of harmonics to be able to perform perfect imaging for optical waves is something extremely challenging. Therefore, we consider that a realistic proposal for a realization of this imaging system should begin for low frequency fields.

FIG. 6: Letters reconstructed by the compressive sensing approach by using (from top left): 25, 50, 100, 200, 300, 400 and 500 experiments. The last plot (lower right) shows the result of direct reconstruction (corresponding to 560 experiments).

IV. SUMMARY

In summary, we have shown that a time-modulated grating can be used to overcome the diffraction limit for imaging in the far field. It has been shown that placing two identical gratings between the object and the detector produces a field distribution from which we can recover the image of the object with virtually unlimited resolution, since the evanescent components of the image have been coupled to high-frequency harmonics by the first grating and decoupled by the second one. If the object is axially symmetric, this method allows for the recovery of the image by analyzing the temporal spectra of the total field at a single point, being therefore a super-resolution single-pixel imaging system. In the case of having non-symmetric objects, the second time-grating can be replaced by a spatially inhomogeneous screen, and the single-pixel recovery method works similarly. Finally, the theory of compressive sensing has been used to reduce the number of required data significantly, and numerical experiments have been presented supporting our findings. This work shows that space-time gratings can work as ultra-fast single-pixel perfect imaging devices, which opens the door to a new set of applications not only in optics but also in other domains using waves for imaging.
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