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ABSTRACT Time-Sensitive Networking (TSN) is a task group of the IEEE 802.1 standardization working group (WG) developing the IEEE 802.1 TSN communication standards. TSN is developing a “toolbox” of many standards to provide support for enabling the separation of critical and non-critical traffic, the timeliness and dependability, i.e., reliability, fault-tolerance, and security, of critical traffic. In this paper we focus on the Cyclic Queuing and Forwarding (CQF) traffic shapers, such as the original CQF, the Cycle Specified Queuing and Forwarding (CSQF) and an extension of those, the so-called Multi-CQF shaper. We define formally the problem of configuring CQF-based networks. We have developed a Constraint Programming (CP) formulation for Multi-CQF, as well as a Simulated Annealing (SA)-based metaheuristic solution. These solutions can also obtain results for CQF and CSQF, which can be seen as a special case of Multi-CQF. The CQF configuration problem is NP-hard. We evaluate our solutions on several test cases and scenarios. The CP formulation can find optimal solutions for small problem sizes but does not scale for realistic test cases. However, SA is able to handle large test cases and to find good quality solutions, making it suitable for both design-time and runtime network configuration. We also present comprehensive evaluation results comparing the CQF-based variants (CQF, CSQF, Multi-CQF) on industrial use cases, contrast them to the Time Aware Shaper (TAS, 802.1Qbv), and discuss their advantages and disadvantages.

INDEX TERMS IEEE 802.1 time-sensitive networking (TSN), cyclic queuing and forwarding (CQF), cycle specified queuing and forwarding (CSQF), multi-CQF, network configuration, routing, queue assignment, combinatorial optimization, simulated annealing, constraint programming.

I. INTRODUCTION

We are at the beginning of a new industrial revolution (Industry 4.0), which has several benefits, such as, increased productivity and flexibility, mass customization, improved product quality, reduced waste and emissions, and will lead to increased innovation and new business models. Industry 4.0 architectures consist of distributed interconnected cyber-physical systems (CPS) that monitor and control physical processes that manage, e.g., automated manufacturing, critical infrastructures, smart buildings and smart cities. The applications in these areas are typically safety-critical and real-time, requiring guaranteed non-functional properties, such as, real-time behavior, reliability, availability, safety, and security.

Regarding the communication infrastructure, today, industry uses mostly proprietary protocols [1] that lock customers into the product portfolio of individual product vendors, impairing interoperability. The well-known networking standard IEEE 802.3 Ethernet [2] meets the emerging bandwidth requirements for safety-critical networks, besides remaining scalable and cost-effective. However, Ethernet is unsuitable for real-time and safety-critical applications [3]. Many extensions, such as EtherCAT [4], Profinet [5], ARINC 664p7 [6], and TTEthernet [7], have been developed and used in the industry. Although they satisfy the timing requirements, they...
are mutually incompatible, and hence, they cannot operate on the same physical links in a network without losing real-time guarantees. However, industry is moving towards using standardized solutions such as IEEE 802.1 Time-Sensitive Networking (TSN) [8], upcoming 5G wireless standards [9] and services [10], see [11] for a broader context, as well as interoperability standards such as OPC Unified Architecture (OPC UA) [12]. The IEEE 802.1 TSN Task Group [8] has been working since 2012 to standardize the real-time and safety-critical enhancements for Ethernet. TSN primarily consists of amendments to the IEEE 802.1Q standard. TSN is quickly becoming the de facto standard in several areas, e.g., industrial, automotive, avionics, space, with a wide industry adoption and several vendors developing TSN switches.

In this paper we are interested in cyber-physical systems implementing Industry 4.0 applications, which use TSN for communication, see [13] for a high-level presentation of TSN. TSN is developing several standards, such as, for timing and synchronization, 802.1AS-2020, for supporting bounded low latency, e.g., Scheduled Traffic (802.1Qbv), Asynchronous Traffic Shaping (802.1Qcr), Credit Based Shaper (802.1Qav), Cyclic Queuing and Forwarding (802.1Qch) and Frame Preemption (802.1Qbu), for high reliability, e.g., Frame Replication and Elimination (802.1CB), Per-Stream Filtering and Policing (802.1Qci), Path Control and Reservation (802.1Qca) and for resource management, e.g., Stream Reservation Protocol Enhancements and Performance Improvements (802.1Qat) dealing also with configuration (802.1Qcc, 802.1Qcp) and Link-local Registration Protocol (802.1CS). TSN-based systems are composed of end stations (ESes) interconnected by switches (SWs) and full-duplex physical links, see subsection II-A for the model of a TSN network.

TSN supports the convergence of multiple traffic types, i.e., safety critical, real-time, and regular “best-effort” traffic within a single network, and hence, is suitable for mixed-criticality industrial applications. Depending on the application requirements, different traffic types are operating and different combinations of TSN features have to be used. These combinations will determine how messages are scheduled and will require specific approaches for providing timing guarantees. Messages that require low latency and jitter typically use the Time-Triggered (TT) traffic type, implemented via IEEE 802.1Qbv Enhancements to Traffic Scheduling: Time-Aware Shaper (TAS), which relies on schedule tables, called Gate Control Lists (GCLs). These define the exact queue transmission times of frames on every egress port along the route of the respective streams. The schedule tables are synchronized to a global notion of time via clock synchronization IEEE 802.11AS Clock Synchronization. The worst-case end-to-end delays (WCDs) of TT streams are determined by the GCLs. If the WCD of a stream is smaller or equal to its deadline, we say that the stream is schedulable.

However, other traffic types can also be bounded in latency, such as IEEE Audio-Video-Bridging (AVB). AVB [14] introduces two new shaped traffic classes (AVB Class A and B) and uses the Credit-Based Shaper (CBS) defined in IEEE 802.1BA to prevent the starvation of lower priority streams. The WCDs of AVB streams can be bounded by, e.g., Network Calculus-based timing analyses [15]. Besides 802.1Qbv, 802.1Qav, other shapers such as IEEE 802.1Qcr Asynchronous Traffic Shaper (ATS) can be used for applications that require timing guarantees.

For the industrial domain, which is the focus of this paper, TSN has developed the Cyclic Queuing and Forwarding (CFQ) standard IEEE 802.1Qeh-2017 that introduces a “peri-staltic shaper”, see [13] for an introduction. CFQ is useful for applications that do not require very small latencies and jitter, but which are still real-time and require bounded worst-case latencies. CFQ divides the time in cycles, and in each cycle it guarantees the transmission of frames from one hop to the next. The end-to-end delay of a stream is then dependent on the number of hops it traverses, and the routing of streams has to be done such that the bandwidth per cycle is not exceeded. Its shortcomings [16], [17] are that (i) it is difficult to decide on a good cycle time (long cycles lead to long latencies and short cycles lead to higher bandwidth requirements), (ii) it uses two buffers (one receiving, one transmitting) and they cannot be filled and emptied at the same time. Hence, researchers have proposed extensions to CFQ, such as Cycle Specified Queuing and Forwarding (CSQF) [18], which considers three buffers instead of two. A combination of layer 2 local area CFQ and layer 3 wide area CSQF has been proposed in [19]. Furthermore, Finn [16] has recently proposed Multiple Cyclic Queuing and Forwarding (Multi-CQF) as an extension of CFQ (IEEE Std 8021Q—2018 Annex T) and has discussed the advantages and disadvantages of several CQF variants.

A. RELATED WORK

There has been a lot of work on the analysis and configuration of TSN networks. For surveys, the reader is directed to [20], [21]. The problem of finding the routes for AVB flows over TSN-based networks has been addressed in [22]. In [23], the authors propose a solution to determine the routes of TT traffic for TSN-based networks using Integer Linear Programming (ILP). The routing of TT traffic for TSN-based networks was also addressed in [24] and solved using a Tabu Search metaheuristic.

The configuration issues of TAS (IEEE 802.1Qbv), e.g., related to the routing and synthesis of GCLs, have been extensively studied in the literature [20], [21]. For example, the problem of scheduling TT traffic has been first addressed by [25] using Satisfiability Modulo Theories (SMT). The same problem has been solved using metaheuristics [26], [27].

The joint problem of routing and scheduling has also been investigated for TSN networks. For example, the routing and scheduling for TT traffic has been considered in [23] and [28].
using ILP. [29]. The combination of TT and AVB traffic types has been addressed in [30], which solves the problem of jointly routing and scheduling for both TT an AVB, i.e., it searches for the network configuration where the timing requirements of both TT and AVB messages are satisfied.

However, there have been no systematic investigation on the configuration of CQF shapers. With CQF, SWs are forwarding messages from their input (ingress) ports to their output (egress) ports. Each egress port has a number of CQF priority queues, where messages are placed before transmission. The most general of the CQF shapers, i.e., Multi-CQF, uses two or more queues per priority to forward the messages, and the each priority level can have its own cycle length, see subsection II-B for an explanation on how Multi-CQF functions. In our work, the mixed-criticality real-time applications are modeled as a set of periodic streams. For each stream, we know its source and destination ESes, its period and its deadline. See subsection II-C for the details of the application model.

The configuration problem for Multi-CQF can be formulated as follows, see its formal definition in section III. As an input to the problem we have a TSN topology and a set of applications modeled as periodic streams. For each stream, we are interested to determine (i) its route from source to the destination and (ii) the assignment of the stream to the CQF queues in each SW along its route. We are interested in solutions such that all the streams are schedulable (their deadlines are satisfied), the link capacities are not exceeded, and the mean worst-case end-to-end latencies of streams is minimized.

We are the first to investigate the configuration of Multi-CQF shapers. The only works so far addressing CQF configuration are: [31], which proposes an ILP formulation for the routing and queue assignment configuration problem in CSQF, and [32], which considers that the routes are given and focuses on the assignment of streams to queues in CQF.

The advantages and disadvantages of CQF shaper variants have been discussed in [16] and contrasted to ATS. The authors of [17] present a qualitative comparison of CQF, TAS, ATS and CBS in the context of large-scale deterministic networks. However, none of the works so far present quantitative evaluations for CQF. The only work [33] that has a systematic quantitative evaluation of shapers, both in isolation and in combination, does not address CQF shapers.

B. CONTRIBUTIONS

We propose several optimization strategies to solve this Multi-CQF intractable configuration optimization problem: Constraint Programming (CP), which can obtain optimal results but has exponential running times, as well as a Simulated Annealing (SA)-based metaheuristic solution, which does not guarantee finding the optimal solution but in practice has been shown to obtain good quality results in a reasonable time. These solutions can also obtain results for CSQF and CSQF, which can be seen as a special case of Multi-CQF.

We present comprehensive evaluation results comparing TAS and several CQF-based variants (CQF, CSQF, Multi-CQF) on industrial use cases. We consider that the cycle lengths, queue and bandwidth allocation to priority levels is given. We assume that the total bandwidth allocated over all CQF priorities cannot exceed the link capacity. In addition, we assume that every cycle is an integer multiple of the next-faster cycle [16].

We conclude with a discussion of the quantitative results and a qualitative evaluation the advantages and disadvantages of CQF shaper variants, contrasting them to TAS. The results and discussion are intended to inform and help practitioners and researchers to select the appropriate shapers for their application area and uses cases.

The paper makes the following contributions:

- We formally define the Multi-CQF configuration problem, covering also the CQF and CSQF variants.
- We propose several solutions to the problem of configuring Multi-CQF (and its variants, CQF and CSQF).
- We present, for the first time to our knowledge, a systematic quantitative and qualitative evaluation of CQF shaper variants.
- We show that Multi-CQF can handle well streams with tight timing constraints, but it leads to large latencies for networks with over 1,500 devices with realistic loads. We advocate for a combination of TAS and Multi-CQF shapers, using TAS only for the most demanding streams.
- Finally, we discuss the importance of optimizing the switch configuration of Multi-CQF, i.e., the cycle lengths and the allocation of priority levels and bandwidth.

II. SYSTEM MODEL

The system model consists of an architecture model, a Multi-CQF switch model, and an application model described in subsection II-A, subsection II-B and subsection II-C, respectively. Table 1 summarizes the notations.

A. ARCHITECTURE MODEL

The network contains several ESes that are connected to each other via network switches SWs and physical links. An ES is either the source (talker) or the destination (listener) of an application stream, whereas a switch forwards the frames of streams.

We model the architecture as a directed graph \( G = (V, E) \), where \( V \) is the set of vertices. A vertex \( v \in V \) represents a node in the architecture which is either an ES or a SW. \( E \subseteq V \times V \) is the set of links. Nodes have input (ingress) and output (egress) ports. We denote the set of egress ports of a node with \( v.P \). A port \( p \in v.P \) is linked to at most one other node. The set of edges \( E \) represents bi-directional full-duplex physical links. Thus, a full-duplex link between the nodes \( u \) and \( v \) is denoted with both \( e_{u,v} \in E \) and \( e_{v,u} \in E \); a link is attached to one port of the node \( u \) and one port of the node \( v \).
Each link $\epsilon_{u,v}$ is characterized by the tuple $(s, d)$ denoting the bandwidth $\epsilon_{u,v,s}$ of the link in Mbit/s and the propagation delay $\epsilon_{u,v,d}$ of the link in $\mu$s, which depends on the physical medium and the link length.

**B. MULTI-CQF SWITCH MODEL**

In the introduction we have motivated the use of Multi-CQF [16]. Here we model the details of a Multi-CQF switch needed to formulate our problem. For further details on how Multi-CQF works, the reader is directed to [16] and the relevant standards. CQF is the original peristaltic shaper and uses only two queues. All CQF variants operate based on cycles of fixed length. In odd-numbered cycles, one queue buffers the frames received by the input port, and the other queue transmits the frames buffered in the queue of the last even cycle. In the even cycles, the roles of the queues are reversed. CQF has to account for an end of cycle “buffer dead time”. This is a time when no frames should be transmitted to guarantee that the last frame can be received before the cycle’s end, see [16] for details. CSQF introduces a third queue, called a “tolerating queue”, besides transmitting and receiving queues. The tolerating queue is used for receiving the packets that arrive early due to delay variations. Multi-CQF goes one step further and introduces queues for each stream priority, and each such group of queues can have their own different cycle length, see the following discussion for details.

An example Multi-CQF switch architecture is depicted in Figure 1, where we have 8 queues, from queue 7 to queue 0. Each port $p \in v.P$ is attached to a link originating from the node $v$. Thus, the link can also be used alternatively to point out the specific port. Each egress port of a Multi-CQF switch has a set of $N$ priority queues (typically 8) out of which $N_0$ queues are reserved for CQF traffic and form a set $K$ of priority groups. A priority group $k \in K \triangleq \{1, \ldots, |K|\}$ is a grouping of CQF queues that share the same cycle length and are assigned a bandwidth fraction of the total link bandwidth. Formally, each priority group $k \in K \triangleq \{1, \ldots, |K|\}$ consists of number $|Q_k|$ of CQF queues $Q_k$ (at least two, where $\sum_{k \in K}|Q_k| = N_0$ holds) and is assigned a bandwidth $Q_k.b$ and cycle length $||c_k||$.

**TABLE 1. Summary of notations.**

| Notation | Definition |
|----------|------------|
| $G$      | Network topology graph |
| $V$      | Set of network nodes (ES & SW) |
| $v$      | Network device (ES or SW) |
| $v, P$   | Set of egress ports for network device $v$ |
| $p$      | A port |
| $N$      | Number of priority queues |
| $N_0$    | Number of Multi-CQF queues |
| $K$      | Set of queue priority groups |
| $k$      | Priority group |
| $H$      | Hypercycle length |
| $c_k$    | Cycle at priority group $k$ |
| $||c_k||$| Cycle length for a cycle $c_k$ |
| $C_k$    | Set of all the cycles $c_k$ in the hypercycle |
| $|C_k|$   | Number of cycles $c_k$ in the hypercycle |
| $Q_k$    | Set of queues at priority group $k$ |
| $Q_k.b$  | Bandwidth allocated to the set of queues at priority group $k$ |
| $Q_k.B$  | Bandwidth of the set of queues at the priority group $k$ within a cycle $c_k$ |
| $E$      | Set of links |
| $\epsilon_{u,v}$ | A physical link in the network |
| $\epsilon_{u,v,s}$ | Link bandwidth |
| $\epsilon_{u,v,d}$ | Link propagation delay |
| $\epsilon_{u,v,D_k}$ | Link propagation delay in the cycle domain considering the cycle $c_k$ of priority group $k$ |
| $S$      | Set of streams |
| $s$      | A stream |
| $s,k$    | Priority group of stream $s$ |
| $s,v_s$  | Talker node for stream $s$ |
| $s,v_d$  | Listener node for stream $s$ |
| $s,b$    | Size of stream $s$ |
| $s,t$    | Period of $s$ |
| $s,d$    | Deadline of $s$ |
| $s,a$    | Arrival pattern of stream $s$ |
| $s,D$    | Cycle-domain deadline of stream $s$ |
| $R_s$    | Set of all possible routes for $s$ |
| $r_s$    | Route for stream $s$ |
| $r_s^i$  | $i^{th}$ link assignment of route $r_s$ |
| $r_s^i,e$| Associated link for link assignment $r_s^i$ |
| $r_s^i,Q$| Associated queue priority group for link assignment $r_s^i$ |
| $r_s^i,q$| Associated queue number for link assignment $r_s^i$ |

Let us consider the example in Figure 1, where we have 8 queues. Queues 7 to 1 are CQF queues and queue 0 is used for Best Effort (BE) traffic. With our notations, $N_0 = 7$, the number of queues used by CQF out of the total of $N = 8$. In Figure 1 we have three priority groups, i.e., $K = \{1, 2, 3\}$. Priority group 1 has three queues ($Q_1 = \{7, 6, 5\}$) and a cycle length $||c_1|| = 10 \mu s$, priority group 2 has two queues ($Q_2 = \{4, 3\}$) and a cycle length $||c_2|| = 40 \mu s$ and priority group 3 has two queues ($Q_3 = \{2, 1\}$) and a cycle length $||c_3|| = 80 \mu s$.

We define the length of the hypercycle $H$ as the time period after which the network behavior is cyclic, i.e., the network behavior is repeated, typically, the least common multiple (LCM) of the stream periods. For each priority group $k$, we split the hypercycle into several cycles $c_k \in C_k = \{1, \ldots, |C_k|\}$ with the same length $||c_k||$. We denote with $C_k$ the set of all cycles in a hypercycle for the priority group $k$ and with $|C_k|$ the number of such cycles in a hypercycle.
The CQF queues in each priority group are controlled by a port control function and are served in a round-robin fashion. Thus, one active queue \( q \in Q_k \) is open for transmission and closed for reception, and the \( |Q_k| - 1 \) inactive queues are only open for reception. The switching fabric receives streams from the ingress ports and forwards each stream to the corresponding egress port and queue, which are decided by our configuration approaches. The number of cycles a stream waits in a queue is relative to the cycle it has been received and the cycle it will be forwarded.

However, to simplify the modeling, we use an equivalent absolute model, where we assume that the cycle table specifies how many cycles (considering its priority group) each stream should be delayed for transmission relative to its cycle. This means that we have to apply a straightforward post-processing step to our absolute queue configuration to transform it to a relative CQF model that can be loaded in a switch.

Without loss of generality, we assume that (i) the total bandwidth allocated to all priority groups cannot exceed the link bandwidth, (ii) the higher priority groups have a smaller cycle length, and (iii) the starting of cycles at the different nodes is the same and there is no offset. Under these assumptions, every CQF queue will empty before the end of its cycle.\(^2\)

Let us consider an example with 3 streams, with the periods of 80, 160 and 320 \( \mu \)s. In this example the hypercycle length \( H \) is the LCM these values, which is 320 \( \mu \)s. Figure 2 shows an example with 3 priority levels, 1 (highest) to 3 (lowest), inspired by [16]. The figure shows a timeline illustrating the cycles. Priority group 1 has a set \( Q_1 \) of three queues, 7, 6 and 5 and a cycle length \( |c_1| = 10 \) \( \mu \)s. Then, there are \( |C_1| = 32 \) cycles which have the same length of \( |c_1| = 10 \) \( \mu \)s in the hypercycle vector \( C_1 \) for priority group \( k = 1 \). Priority group 2 has a set \( Q_2 \) of two queues, 4 and 3 and their cycle length is \( |c_2| = 40 \) \( \mu \)s. Similarly, we have two queues, 2 and 1 at priority group 3, operating with a cycle length \( |c_3| = 80 \) \( \mu \)s, double of \( |c_2| \). The hypercycle with a length of \( H = 320 \) \( \mu \)s is depicted in the figure.

### C. APPLICATION MODEL

Our application model consists of a set \( S \) of real-time streams. Each stream \( s_i \in S \) is responsible for sending the frames that encapsulate the data and it is characterized by the tuple \(( k, v_s, v_d, b, t, d)\) denoting the priority group \( k \) of the stream, the source node \( v_s \in V \), the destination node \( v_d \in V \), the size in bytes, the period in \( \mu \)s and the stream deadline, i.e., the maximum allowed end-to-end delay in \( \mu \)s, respectively.

A stream \( s_i \) is transmitted via a route \( r_s \in R_s \), where \( R_s \) is the set of all possible routes that the stream can take in the topology graph \( G \) from its source to its destination. The route \( r_s \) is an ordered list of link assignments, where we denote the \( l \)th link assignment with \( r_s^l \), i.e., \( r_s \triangleq [r^1_s, \ldots, r^{N_s}_s]^T \). The number of link assignments in the route \( r_s \) is denoted with \( |r_s| \), and it starts from 2 since we assume there is at least one switch in the route. Each route starts with a link assignment originating from the talker \( s,v_s \), and ends with a link to the listener \( s, v_d \).

Each link assignment \( r_s^l \) is characterized by the tuple \(( \epsilon_{u,v}, k, q)\) denoting the corresponding link, the priority group in the link, and the queue in the priority group, respectively. For example, the second link assignment in the route \( r_s \) is denoted with \( r_s^2 \) and characterized by \(( \epsilon_{5,8}, 1, 2)\) which are the corresponding link \( \epsilon_{5,8} \in E \), the priority group \( k \in K \), and the queue \( 2 \in Q_{5,8} \).

### D. CYCLE DOMAIN TRANSFORMATION

Since Multi-CQF is operating using cycles, for modeling purposes, we transform from the time domain into a cycle domain to be able to express, in section III, the governing constraints and objective function. Hence, for a link in a cycle, we define the cycle-domain propagation delay \( \epsilon_{u,v}D_k \) which is equivalent to the propagation delay \( \epsilon_{u,v}d \) of a link \( \epsilon_{u,v} \), and the cycle-domain bandwidth \( Q_kB \), which is equivalent to the bandwidth \( Q_kb \) of the queues \( Q_k \) at the priority group \( k \).

The delay \( \epsilon_{u,v}D_k \) specifies the link delay in cycles of length \( |c_k| \) at priority group \( k \) and is calculated using \( \epsilon_{u,v}D_k \triangleq \epsilon_{u,v}d/|c_k| \), \( \forall k \in K \). The cycle-domain bandwidth \( Q_kB \) specifies the data size in bytes that the queues \( Q_k \) at the priority group \( k \) can use to transfer data in a cycle \( c_k \) and is defined as \( Q_kB \triangleq Q_kb \times |c_k| \). Note that all switches and links use the same queue configuration, hence the aforementioned properties of priority groups and their queues are system-wide and not link-dependent.

---

\(^2\)The reader interested in the Per-Stream Filtering and Policy (PSFP) applied to CQF is redirected to Annex T.3 in [34].

\(^3\)See the slides that accompany [16]. https://www.ieee802.org/1/files/public/docs2019/df-finn-multiple-CQF-slides-0919-v01.pdf.
Similarly, we define in Equation 1 the arrival pattern \( A \), which is equivalent to the size and period of a stream, and cycle-domain deadline \( s.D \) which is equivalent to the deadline \( s.d \) of a stream \( s \). The arrival pattern \( A \) specifies the data in bytes that is sent from the talker in each cycle, considering the cycle length \( ||c_k|| \) of the stream \( s \) priority group \( k \):

\[
s.A(c_k) = \begin{cases} 
  s.b & \text{for } c_k \times ||c_k|| \mod s.t = 0, \\
  0 & \text{for } c_k \times ||c_k|| \mod s.t \neq 0.
\end{cases} \tag{1}
\]

The cycle-domain deadline \( s.D \) specifies the maximum allowed end-to-end delay in cycles and is defined as \( s.D \triangleq s.d/||c_k|| \).

### III. PROBLEM FORMULATION

Using the models introduced in the previous section, our problem is formulated as follows.

\[
\min_{\{r_s \in R_s \mid s \in S\}} \frac{1}{|S|} \sum_{s \in S} E2E(r_s), \tag{2}
\]

s.t. \( C1 : E2E(r_s) \leq s.D \), \tag{3}

\( C2 : BU(r_s) \leq Q_k.B \), \tag{4}

\( \forall r_s \in R_s, c_k \in C_k, k \in K, s \in S \).

Given the set of all streams \( S \) in the system, the network graph \( G \), we are interested in the routing of streams, the assignment of streams to queues, such that all the streams in the system are schedulable, i.e., their deadlines are satisfied (C1 captured by Equation 3), the link capacity constraints are satisfied (C2 given by Equation 4) and the mean end-to-end delay of all streams as defined by Equation 2 is minimized. Let us now present in detail the optimization problem.

### A. OBJECTIVE FUNCTION

The objective function is to minimize the mean end-to-end delay of all streams, see Equation 2. The \( E2E \) notation represents the worst-case end-to-end delay\(^4\) of each stream and is captured by Equation 5:

\[
E2E(r_s) \triangleq \sum_{l=1}^{r_s.\varepsilon.D_k + r_s.\varepsilon.q}. \tag{5}
\]

The end-to-end delay is the sum of the cycle-domain propagation delay (how many cycles it takes to propagate the stream bits along the link medium) and the cycle shift (how many cycles the stream is delayed in the source node of the link). Assuming that each stream \( s \) will be transmitted via the route \( r_s \), each link assignment \( r_s^l \) carries link delay \( r_s^l.\varepsilon.D_k \) and the associated queue \( r_s^l.q \equiv q \in r_s^l.Q \equiv Q_k \), which captures the number of cycles the stream is delayed. Note that a stream \( s \) has an associated priority group \( s.k \) and hence it can only be assigned the set of queues \( Q_k \) of that priority group \( k \). In addition, all queues \( q \in Q_k \) have the same cycle length \( c_k \). Thus, using the cycle shift and delay for each link assignment in \( r_s \), we determine the worst-case end-to-end delay \( E2E(r_s) \) of the stream \( s \).

\(^4\)We use the terms “delay” and “latency” interchangeably in the paper.

### B. CONSTRAINTS

The constraints are defined as follows.

\( C1 \): This constraint imposes the restriction that all streams in the application model must meet their deadlines. This constraint iterates over all streams \( s \in S \), determines the end-to-end delay of each stream (denoted with \( E2E(r_s) \), considering the route \( r_s \) of the stream) and checks that this delay does not exceed the stream deadline \( s.D \), all defined in the cycle domain.

\( C2 \): This constraint enforces solutions to meet the priority groups’ cycle-domain bandwidth limits. Each queue at a priority group in the architecture must only transmit less amount of data than its bandwidth in each cycle. For each priority group, the constraint is imposed on the streams that are transmitted via routes that include the link and the priority group. Furthermore, the arrival function of these streams should be shifted to the time when they are queued.

In more detail, this constraint computes the consumed bandwidth of each priority group \( k \in K \) in each link \( \epsilon_{u,v} \in E \) in each cycle \( c_k \in C_k \), which is denoted with \( BU(r_s) \) and checks for the consumed bandwidth not to exceed the assigned priority group cycle-domain bandwidth \( Q_k.B \), all in the cycle domain:

\[
BU(r_s) \triangleq \sum_{s \in P_m} s.A(c_k - T(r_s)), \tag{6}
\]

\[
P_m \triangleq \{ S \mid r_s^m.\varepsilon \equiv \epsilon_{u,v} \land r_s^m.Q \equiv Q_k \land r_s^m.q \equiv q \in Q_k \land u, v \in V \}, \tag{7}
\]

\[
T(r_s) \triangleq \sum_{l=1}^{m-1} (r_s^l.\varepsilon.D_k + r_s^l.q) + r_s^m.q, \tag{8}
\]

\( \forall r_s \in R_s, c_k \in C_k, \forall k \in K, m \in M \triangleq \{1, \ldots, |r_s|\} \).

The consumed bandwidth \( BU(r_s) \) in each cycle \( c_k \) considering a priority group \( k \) is defined as the sum of sizes of streams in the set \( P_m \) that are passing through a particular link in the cycle \( c_k \) via the priority group queues. To this end, first we find the streams that are using specific priority group queues in a link for transmission and then determine the latency \( T(r_s) \) that takes for each stream \( s \) to start its transmission on the considered link within its route \( r_s \). We use the arrival pattern function \( s.A(c_k) \) and the latency \( T(r_s) \) for shifting the pattern to find the stream size at the cycle \( c_k \).

### IV. OPTIMIZATION STRATEGIES FOR MULTI-CQF

The problem defined in section III is NP-hard, as proven in [31]. In this section we present the optimization strategies we have developed to determine configuration solutions. We start with a Constraint Programming (CP) formulation that is able to determine an optimal solution, see subsection IV-A. For NP-hard problems, such as our configuration optimization, researchers have also proposed the use of problem-specific heuristics and metaheuristics [35], as an alternative to exact optimization methods such as CP that have exponential running times. Hence, we also
present a Simulated Annealing-based metaheuristic in subsection IV-B.

A. CONSTRAINT PROGRAMMING FORMULATION

In this section we present the CP formulation that is used to optimize the configuration for Multi-CQF. Such an optimization strategy, let us call it CP-MCQF, takes as the inputs the architecture and application models and outputs a set of the best solutions found during search.

CP is a declarative programming paradigm that has been widely used to solve a variety of optimization problems such as scheduling and routing [36]. With CP, a problem is modeled through a set of variables and a set of constraints. Each variable has a finite set of values, called domain, that can be assigned to it. Constraints restrict the variables’ domains by bounding them to a range of values and defining relations between the domains of different variables.

CP-MCQF visits solutions that satisfy the constraints defined in section III and evaluates them using the objective function defined in Equation 2 to check if the solution is an improving solution, i.e., better than the best solutions found so far. By default, the CP solver systematically performs an exhaustive search by exploring all the possibilities of assigning different values to the variables. Although such a search is intractable for NP-complete problems, it guarantees that the solution is optimal if the search terminates.

We define two sets of decision variables for the CP model, which are associated with the stream routes and the stream queue assignments, respectively. Each decision variable is associated with a domain from which the CP solver decides the variable’s value. The mapping function $M$ captures the mapping of streams to the relative routes from their talker nodes to the listener nodes and the assignment to queues. The domain and the co-domain of the function are defined in Equation 9, where the function domain is the set of all streams in the application model and the function co-domain is the set of all routes from the streams’ talker nodes to the listener nodes, captured by the set $R_s$, which includes all the queues considering the streams’ priority group.

\[
M : X \longrightarrow Y, \\
\text{where } X = \{s | s \in S\}, \ Y = \{r_s | r_s \in R_s\}. \quad (9)
\]

The decision variables for stream route and queue assignments, and their domains are defined as $\forall r_s \in R_s, r_s^t, Q \equiv Q_k, r_s^q, q \equiv q \in Q_k$.

B. SIMULATED ANNEALING METAHEURISTIC

Several metaheuristic approaches have been presented in the literature [35], and the challenge is to identify the right metaheuristic for our problem. Metaheuristics aim to find a good quality solution in a reasonable time but do not guarantee that an optimal solution will be found. Based on the review of the related work, we have decided to implement a Simulated Annealing (SA) metaheuristic that has been shown in the literature to be a promising approach for routing problems.

SA-MCQF is presented in 1, and it takes as input the topology graph $G$, the streams $S$, the initial solution $sol_0$ that acts as the starting point of the search, the initial temperature $t_0$, the cooling rate $cr$ that controls the temperature decay, and a parameter $k_{paths}$ that specifies how many “shortest paths” according to Yen’s algorithm [37] to be considered for routing each stream $s$. That is, $R_s$ is restricted to these shortest paths for $s$ instead of considering all possible paths between the talker and listener of $s$. SA-MCQF outputs the best solution $sol^*$ found once a termination condition has been reached (line 5).

For the initial solution $sol_0$ we use the shortest path for each stream (using Dijkstra’s algorithm) and we assign the streams randomly to queues in their priority group. We use a time limit as the termination criterion. SA is a variant of the neighborhood search technique [35], where the local search space is explored via the generation of a new solution $sol'$ starting from the current one $sol$ (line 4). The neighbor solutions $sol'$ are generated through performing design transformations (also called moves) on $sol$. In general, the new solution is accepted if it is improving the objective function (line 6). SA records the best-so-far solution found (line 8) to return it at the end (line 15). However, the key aspect of SA, which helps it to avoid getting stuck into local optima, is that a worse solution can also be accepted with a certain probability (line 10, where $rnd$ returns a random number in $[0, 1]$, with a uniform distribution). The basic concept of SA is inspired by the slow cooling of solid material in a heat bath, known as annealing. The cooling rate affects the properties of the cooled material. Hence, the probability of accepting a worse solution depends on the deterioration of the objective function and on a cooling scheme captured by a control parameter called initial temperature, $t_0$, which is analog to the temperature concept of the physical annealing process and a cooling rate $cr$, which is the rate at which the temperature drops with time.
We use the objective function from Equation 2 in our SA, with the difference that we normalize the worst-case end-to-end delays and we penalize unschedulable and invalid solutions. We allow SA to visit unschedulable and invalid solutions, i.e., solutions where constraints C1 in Equation 3 (meeting all deadlines) and C2 in Equation 4 (meeting the bandwidth limits) are not satisfied. This is to allow SA to explore areas of the search space that may lead to improved solutions. Thus, in case a solution is not schedulable, i.e., the constraint in Equation 3 is not satisfied, we add a “penalty” value of 2. In case a solution is invalid, i.e., a link capacity constraint from Equation 4 is not satisfied, we penalize the objective function value by adding a penalty value of 3. Since, we are adding the penalties to the objective function for invalid solutions, we normalize $\text{Obj}(\cdot)$ to bring it in a similar range as the penalties [38]. Thus, our $\text{Obj}(\cdot)$ is the sum of all stream latencies, divided by the total number of streams, where each latency value is normalized by dividing it with the stream’s deadline. Note that $\text{Obj}$ is smaller or equal to 1 if all streams meet their deadlines.

The $\text{GenerateNeighbor}$ function performs moves that change the routing and queue assignment of a stream, returning a neighboring solution $\text{sol'}$. $\text{GenerateNeighbor}$ selects randomly with a uniform distribution between two moves (1) change route and (2) change queue. For the change route move, $\text{GenerateNeighbor}$ picks a random stream and then picks a random path out of the k-shortest-paths generated by Yen’s algorithm [37]. For the change queue move, $\text{GenerateNeighbor}$, we have the route and we want to modify a queue assignment for one of the links in the route. Hence, we pick a random stream to apply this move and then we pick a random link along its current route. For the egress port corresponding to that link, we change randomly the queue assignment of the stream, keeping the stream in the same priority group.

V. EVALUATION

We have performed several experiments, see the following subsections. The CP formulations have been implemented in C# using Google OR-Tools [39] as the CP solver. The SA for TAS was implemented in C++, whereas the SA for Multi-CQF (SA-MCQF) was done in Python. The termination criteria for both SA implementations were time limits, see respective sections for each experiment. Both the SA parameters and time limits have been determined such that no improvement is seen for longer periods of time. The longer time limit for SA-MCQF has been set to compensate for the slower Python implementation.

We have considered industrial ring topologies that are typical for industrial networks (cf. IEC/IEEE 60802), with 8 to 512 switches, see Table 2. We consider that links have a rate of 1 Gbps and that the propagation delay in the switch is zero. To each switch we connect two end systems, resulting in 16 to 1024 end systems for each test case, respectively. The test cases have an increasing number of streams, from 29 to 1,844, respectively.

We have considered timing constraints which are “relaxed” (corresponding to priority levels 6 and 5 in IEC/IEEE 60802), “tight” (corresponding to priority 7) and “mixed” (a mixture of the relaxed and tight constraints). Thus, for the relaxed test cases we have used periods of 1,000, 2,000, 5,000, and 10,000 $\mu$s and randomly generated message sizes between 50–500 bytes (B). For the tight test cases we have used periods of 100, 500, 1,000, 1,500 and 2,000 $\mu$s and sizes between 30–100 B. The mixed test cases have half of the streams as tight and the other half as relaxed. For all streams, the deadlines are equal to the periods.

We have used ParamILS [40] to determine the SA parameters, i.e., the initial temperature $t_0$ and the cooling rate $cr$. For all SA implementations, the values for $t_0$ for the different test cases are presented in Table 2, where we also show the time limits in seconds. We have used a value of $k_{\text{paths}} = 10$ for all SA runs. All algorithms were run on a MacBook Pro with an ARM-based Apple M1 Pro processor, with 6 performance cores and 2 efficiency cores, and with 32 GB of RAM.

A. COMPARISON OF SA AND CP

In the first experiment we were interested to determine the scalability of our CP and SA implementations for CSQF, and the ability of SA to find good quality solutions. To generate the configurations for TAS we have used the CP-based approach from [41] (let us call it CP-TAS) and the SA-based approach from [30] (let us call it SA-TAS). The CSQF configurations have been obtained with the Multi-CQF approaches we have developed in this work, namely the CP-based approach presented in subsection IV-A and the SA-based approach presented in subsection IV-B, considering the particularities of the three-queue CSQF shaper. These CSQF variants are denoted by CP-CSQF and SA-CSQF.

We have considered test cases number 1 to 3 from Table 2. A cycle length $||c|| = 20$ $\mu$s is used. The CP has been run until completion, which guarantees that the obtained solution is optimal. The first observation is that the CP approach is not scalable, i.e., it can only handle test cases up to 24 switches, and does not terminate (even after running for two days).

| Test Case | Switches | End stations | Streams | $t_0$ | cr | Timeout (s) |
|-----------|----------|--------------|---------|------|----|-------------|
| 1         | 8        | 16           | 29      | 0.90 | 0.05 | 120         |
| 2         | 16       | 32           | 58      | 0.90 | 0.05 | 180         |
| 3         | 24       | 48           | 87      | 0.90 | 0.05 | 180         |
| 4         | 32       | 64           | 116     | 0.90 | 0.04 | 180         |
| 5         | 48       | 96           | 173     | 0.90 | 0.04 | 200         |
| 6         | 64       | 128          | 231     | 1.00 | 0.03 | 240         |
| 7         | 128      | 256          | 461     | 1.00 | 0.03 | 240         |
| 8         | 256      | 512          | 922     | 1.10 | 0.02 | 360         |
| 9         | 512      | 1024         | 1844    | 1.20 | 0.01 | 420         |

| Test Case | Switches | End stations | Streams | $t_0$ | cr | Timeout (s) |
|-----------|----------|--------------|---------|------|----|-------------|
| SA-TAS    |          |              |         |      |    |             |
| SA-CSQF   |          |              |         |      |    |             |
for larger test cases. The CP-CSQF runtime was on average 1,564 s for the three test cases. Therefore, we use CP here only as a way to obtain optimal solutions in terms of mean end-to-end latency, to be used as a baseline for the comparison with the SA approaches, and we do not advocate for its use on realistic test cases.

Figure 3 reports the results obtained. On the y-axis we have the mean worst-case end-to-end latency (henceforth called Mean E2E) in \( \mu s \). On the x-axis we have the three sizes of test cases, with 8, 16 and 24 switches. For each size, we consider relaxed, mixed and tight test cases. The CP-TAS results are plotted with bars using shades of red, and are used as a baseline. We do not plot the SA-TAS results because they are identical to CP-TAS (both algorithms have obtained the optimal results). The CP-CSQF results are depicted with shades of purple and the SA-CSQF with shades of blue.

As expected, TAS always obtains the smallest latencies. TAS has been evaluated in the literature and compared to other shapers [33], and the conclusion is that it provides the lowest latency, jitter and bandwidth usage. This can be seen in the figure, where the red bars (CP-TAS) are smaller than the purple and blue bars. Compared to the optimal CSQF results obtained with CP-CSQF, TAS is able to reduce the mean E2E latencies by 2.69 to 9.99 times. The lowest difference is for relaxed test cases, the largest for tight and the difference for mixed test cases is in-between. In the figure, the darker the shade of color the tighter is a test case in terms of timing constraints. Note that TAS meets all deadlines, whereas CSQF misses a few deadlines due to the larger latencies, see the numbers on top of the bars, which denote the deadline misses. All these deadline misses with CSQF can be avoided by using a cycle length of 10 \( \mu s \) instead of 20, see the next section for a discussion, with the exception of the tight test case with 24 switches, which will still have two missed deadlines out of 87 streams, see Figure 4.

As we can see from the figure, SA-CSQF is able to handle large test cases, with topologies of up to 1,536 devices and 1,844 streams. As in the previous experiment, CSQF results in larger latencies. As mentioned, this may lead to deadline misses. Hence, we have used test cases of increasing size as presented in Table 2. We have used two cycle lengths \(|c|\) of 10 and 20 \( \mu s \). The results are depicted in Figure 4, where we have a similar setup as in the previously discussed Figure 3. All the CSQF results have been obtained with SA-CSQF and the all the TAS results with SA-TAS. With red bars we depict the TAS mean E2E latencies, with purple those for CSQF considering a \(|c|\) of 20 and with blue a \(|c|\) of 10 \( \mu s \). The darker the color, the tighter the timing constraints; each size of test cases considers three variants: relaxed, mixed and tight test cases.

As we can see from the figure, SA-CSQF is able to handle large test cases, with topologies of up to 1,536 devices and 1,844 streams. As in the previous experiment, CSQF results in larger latencies. As mentioned, this may lead to deadline misses. Hence, on top of each CSQF bar we also denote the number of missed deadlines, out of the total number of streams, see Table 2, in the respective test case size.

TAS can handle tight streams with no deadline misses. CSQF has larger latencies than TAS because it has to wait 1, 2 or 3 cycle lengths (depending on the queue assignment) to push data to the next hop. Therefore, as expected, if the cycle length decreases from 20 \( \mu s \) to 10 \( \mu s \), the CSQF latencies are also decreasing, from 9.34 times on average longer than TAS to only 4.85 larger than TAS on average. This means that CSQF can handle small to medium test cases, and can even handle large test cases if the cycle length is small. In the figure, the number of missed deadlines is a more important
metric than the mean E2E latency, which depends on the characteristics of the streams and the network size, i.e., longer routes will lead to larger latencies. CSQF handles better more relaxed test cases, but the size of the test case is a more important factor. Our SA-CSQF approach optimizes the routing of streams and their assignment to queues such that streams with tighter deadlines will use shorter routes and “faster” queues, whereas streams with more relaxed deadlines may end up being placed in “slower” queues and use longer routes.

As the test case size increases, the network load also increases, from a 1% to 104% maximum link utilization. If a link is over 100% capacity it means that the capacity constraint is not satisfied. That was the case in the relaxed test cases for 256 and 512 switches for $|c| = 20 \, \mu s$ and for 128, 256 and 512 switches for $|c| = 10$. For the mixed test cases, the test cases with 64, 128, 256 and 512 switches were infeasible for $|c| = 10$ and only those with 256 and 512 switches remained infeasible when $|c|$ was increased to 20, since increasing the cycle length makes it easier to fulfill the link capacity constraint. For the tight test cases, only the largest test case with 512 switches was infeasible, for both cycle lengths.

For smaller network loads, CSQF can work with small cycle lengths, which reduce the latencies, since the bandwidth capacity constraint in a cycle (see Equation 4) is easier to satisfy. Note that the results in Figure 4 depend on the test cases used for the experiments. In our setup, as mentioned, we have used demanding timing constraints, i.e., periods and deadlines from 100 to 2,000 $\mu s$ (tight test cases and half of the mixed) and from 1,000 $\mu s$ to 10,000 $\mu s$ (relaxed test cases and the other half of the mixed). CQF and its variants are intended to handle streams with more relaxed timing constraints compared to TAS, which is intended for streams that require very low latencies and jitter. Our investigation was aiming to show the limits of CQF, which, as expected, has difficulties with long routes and overloaded networks, since the latencies depend on the number of hops and the cycle length. We explore in the next experiment the impact of the network load on the CSQF ability to handle industrial streams.

### C. EVALUATION OF CSQF FOR INCREASING NETWORK LOAD

Our next experiment investigates the ability of CSQF to handle situations, where the network load is increasing. Hence, we have used a topology with 8 switches, and we have increased the number of streams from 29 to 864 streams, see Table 3 for the details, including the SA parameters used. We have considered “mixed” timing constraints for these test cases.

We depict the results in Figure 5 similarly to the previous graphs. We denote SA-TAS mean E2E latency with red and the results of SA-CSQF with purple. We have also obtained results for CQF, which are denoted with a gray bar. The CQF results have been obtained by configuring SA-MCQF to consider only two queues and a “dead buffer time” of 25% of the cycle length, see [16] for a discussion on how “2-buffer CQF” works. For each test case, we have tried cycle lengths from 10 to 120 $\mu s$.

As the load increases, it is not possible to obtain feasible solutions that satisfy the capacity constraint in Equation 4, which means that there will be cycles when at least one link is overloaded, that is, the link should carry more than 100% its capacity, which is not possible. Therefore, for each test case, we have identified that cycle length which satisfies the capacity constraint, see the three numbers on the x-axis on top of the number of flows in Figure 5. Determining the cycle length that minimizes the worst-case E2E latencies and at the same time satisfies the capacity constraint is an optimization problem in itself. For our optimization problem

### TABLE 3. Test cases for the third experiment, mean link utilization, and time limits. The time limits for SA-CQF are the same as for SA-CSQF.

| Test Case | Switches | End stations | Streams | $\tau_0$ | $\phi$ | Cycle length | Mean LU (%) | Max LU (%) | Timeout (s) |
|-----------|----------|--------------|---------|---------|-------|--------------|------------|------------|-------------|
| SA-TAS    | SA-CSQF  | SA-CQF       |         |         |       |              |            |            |             |
| 10         | 8        | 16           | 144     | 0.29    | 0.019 | 13           | 35%        | 87%        | 120          | 600         |
| 11         | 8        | 16           | 288     | 0.20    | 0.008 | 26           | 75%        | 79%        | 180          | 1000        |
| 12         | 8        | 16           | 432     | 0.29    | 0.007 | 32           | 95%        | 88%        | 180          | 1000        |
| 13         | 8        | 16           | 576     | 0.30    | 0.006 | 44           | 12%        | 88%        | 200          | 1200        |
| 14         | 8        | 16           | 720     | 0.30    | 0.005 | 51           | 15%        | 90%        | 240          | 1400        |
| 15         | 8        | 16           | 864     | 0.30    | 0.004 | 67           | 18%        | 88%        | 320          | 1600        |
we consider that the “switch configuration” is given, i.e., the priority groups, the number of queues in a group, the bandwidth allocations, and the cycle lengths. We leave the optimization of such switch configurations to future work. For the evaluations in this section, we have determined the cycle lengths manually such that the capacity constraints are satisfied (otherwise the solution is invalid) and the mean E2E delay is minimized. Note that for these cycle lengths, although the link capacity constraint is satisfied, not all the deadlines are satisfied in the respective test case. We can see that because of the need to increase the cycle length with CSQF, the mean E2E latencies are also increasing. However, CSQF, which uses three queues, outperforms CQF, which uses only two queues. Thus, CQF results in mean E2E delays that are between 1.35 and 2.10 times larger than those of CSQF. Also, CQF is leading to more deadline misses, see the numbers on top of the gray bars, e.g., deadlines missed for 190 flows out 864 total for the most loaded test case.

The conclusion is that as the load of a network increases, CSQF has to accommodate the increase in bandwidth requirements by increasing the cycle length, leading, therefore, to an increase in latencies and deadline misses, see the numbers on top of the purple bars in Figure 5. CQF experiences larger mean E2E delays compared to CSQF, resulting also in more deadline misses.

D. COMPARISON OF CSQF WITH MULTI-CQF

In this experiment we were interested to evaluate Multi-CQF and contrast it with CSQF. Thus, we have used the “mixed” test cases from Table 2 that were feasible (the bandwidth constraint is satisfied) with a cycle length of 20 $\mu$s using CSQF, i.e., from 8 to 128 switches. Larger “mixed” test cases did not have feasible results for $||c|| = 20$ $\mu$s, i.e., the link capacity constraint was not satisfied. As mentioned, these test cases use a mixture of priority 7, 6 and 5 streams from IEC/IEEE 60802. Hence, we have designed a switch configuration to assign these two stream priorities to two...
different priority groups. Thus, priority group 1, corresponding to stream priority 7, uses three queues, has a cycle length of 10 µs and an allocated bandwidth of 50%. Priority group 2, used for stream priorities 6 and 5, also has three queues, and 50% allocated bandwidth, but uses a cycle length of 20 µs.

Figure 6 shows the results, where we use purple for CSQF and green for Multi-CQF. The setup is similar to the previous graphs that showed the mean end-to-end latencies. In the figure, we show separately the latencies and missed deadlines for the two stream priorities (priority 7, a higher priority with smaller periods and deadlines, and priorities 6 and 5). As we can see from the figure, Multi-CQF is able to reduce the latencies compared to CSQF. This is because it can tailor the cycle length and bandwidth to the particularities of the streams, i.e., it can use a smaller cycle length for the priority 7 streams with smaller periods and deadlines. Also, the Multi-CQF switch configuration we considered is using more queues compared to CSQF.

In Figure 7 we have done the same evaluation as in Figure 6, but instead of the ring topologies used in Table 2, we have used Erdős-Rényi graph topologies. We have used the same SA parameters as in the previous experiments. The same conclusion holds for these topologies, i.e., Multi-CQF is able to produce solutions where the deadlines are satisfied, compared to CSQF, which misses deadlines. Multi-CQF is able to meet the deadlines of the tight streams (priority 7) at the expense of slightly larger latencies for the relaxed streams (priorities 6 and 5), which however, are still meeting their deadlines. By optimizing the switch configuration, e.g., giving more bandwidth to the relaxed streams, it is possible to trade-off the latencies of tight vs. relaxed streams to tailor their requirements. Note that the Erdős-Rényi graphs are easier to solve, since they have shorter routes on average between talkers and listeners compared to the ring topologies used in Figure 6.

This shows that when carefully deciding on the cycle lengths, number of queues and bandwidth allocation for the priority groups, Multi-CQF is capable of handling industrial streams of mixed requirements. However, as the network diameter increases, all the peristaltic shapers (CQF, CSQF, Multi-CQF) experience increase latencies because the latency of a stream depends on the number of hops and cycle length. For realistic network loads, the cycle lengths cannot be reduced too much because this leads to situations, where the link capacities are not satisfied (they are used over 100% capacity). Only Multi-CQF has the option to allocate more bandwidth for the demanding streams that require smaller latencies, at the expense of the other, less demanding, streams in the network. And, even for small cycle lengths, if the routes are long, the latencies will be long. This shows that a combination of shapers, e.g., TAS for streams that require low latencies and Multi-CQF for the other streams is the best combination in practice. Using TAS for only the streams with tight timing constraints will reduce the search space for GCLs, improving the scalability of the configuration solutions.

The conclusion is that Multi-CQF can handle well streams even with tight timing constraints. However, as the network size increases, all the peristaltic shapers experience increase latencies because the latency of a stream depends on the number of hops and cycle length. In such situations, TAS can be used for the most demanding streams, in combination with CQF shapers.

VI. CONCLUSION AND FUTURE WORK

In this paper we have evaluated several CQF traffic shapers, such as the original CQF, the CSQF and the Multi-CQF shapers. We have considered industrial systems where end stations are interconnected via physical links and switches and use IEEE 802.1 TSN.

We have formulated the network configuration problem for these CQF variants and we have developed several solutions, based on CP and SA. The CP formulation can find the optimal solution but does not scale. The SA metaheuristic is able to find good quality solutions in a reasonable time even for large test cases.

We have evaluated CQF, CSQF and Multi-CQF and compared it to TAS. We have used randomly generated test cases following the IEC/IEEE 60802 profile, which were purposely created such that the timing constraints are very tight, to investigate the limits of CQF shapers.

The conclusion is that Multi-CQF can handle well streams even with tight timing constraints. However, as the network size increases, all the peristaltic shapers will lead to larger latencies because the latency of a stream depends on the number of hops and cycle length. In such situations, TAS can be used for the most demanding streams, in combination with CQF shapers.
CSQF, which uses three queues, outperforms CQF, which uses only two queues. They are both outperformed by Multi-CSQF if the switch configuration is adequately selected. Determining the switch configuration is an optimization problem, i.e., deciding the priority groups, their number of queues in a group, cycle lengths and bandwidth allocations. However, this optimization problem has not been addressed in this paper and it is left for future work.

In our work we have considered the TAS and CQF shapers in isolation. However, as [33] shows, there are advantages to use combinations of shapers. For example, it is very interesting to combine TAS and CQF in the same switch, such that TAS handles streams with low latency requirements and CQF handles streams that do not have very tight constraints. In our future work we will (i) compare CQF with other shapers besides TAS, e.g., ATS and CBS, and (ii) consider the combination of TAS and CQF, which requires a joint optimization of TAS and CQF configuration, which is different and interesting optimization problem.
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