Effects of a Short-Term Cycling Interval Session and Active Recovery on Non-Linear Dynamics of Cardiac Autonomic Activity in Endurance Trained Cyclists
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Abstract: Measurement of the non-linear dynamics of physiologic variability in a heart rate time series (HRV) provides new opportunities to monitor cardiac autonomic activity during exercise and recovery periods. Using the Detrended Fluctuation Analysis (DFA) technique to assess correlation properties, the present study examines the influence of exercise intensity and recovery on total variability and complexity in the non-linear dynamics of HRV. Sixteen well-trained cyclists performed interval sessions with active recovery periods. During exercise, heart rate (HR) and beat-to-beat (RR)-intervals were recorded continuously. HRV time domain measurements and fractal correlation properties were analyzed using the short-term scaling exponent alpha1 of DFA. Lactate (La) levels and the rate of perceived exertion (RPE) were also recorded at regular time intervals. HR, La, and RPE showed increased values during the interval blocks (p < 0.05). In contrast, meanRR and DFA-alpha1 showed decreased values during the interval blocks (p < 0.05). Also, DFA-alpha1 increased to the level in the warm-up periods during active recovery (p < 0.05) and remained unchanged until the end of active recovery (p = 1.000). The present data verify a decrease in the overall variability, as well as a reduction in the complexity of the RR-interval-fluctuations, owing to increased organismic demands. The acute increase in DFA-alpha1 following intensity-based training stimuli in active recovery may be interpreted as a systematic reorganization of the organism with increased correlation properties in cardiac autonomic activity in endurance trained cyclists.
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1. Introduction

In recent years, analytics conducted with non-linear dynamics and chaos theory have been adapted to gain further insights into the complex cardiovascular regulation and exercise fatigue [1,2]. Thus, measures of the complexity of physiologic variability of heart rate time series, such as heart rate variability (HRV), may provide new opportunities to monitor cardiac autonomic activity during exercise. The present body of research suggests that cardiac dynamics is controlled by complex interactions between the sympathetic and parasympathetic branches of the autonomous nervous system on the sinus node and non-neural factors [3]. These two branches act competitively, resulting...
in a clear sympathetic activation and parasympathetic withdrawal during exercise [4]. Evaluation of absolute HRV values of time and frequency domain shows that exercise induces diminished variability even at low to moderate exercise intensities. Findings derived from such linear parameters have led to inconsistent results during different exercise intensities [4,5].

In healthy individuals, the HRV signal is mainly composed of quasi-periodic oscillations, but it also shows random fluctuations and so-called fractal structures [6]. Analysis of these structures has become a popular tool useful in the investigation of age and disease [7]. In this respect, analysis methods of non-linear dynamics in HRV do not describe the amplitude of the variability, but qualitative characteristics of the structure and dynamics of the signal. One widely applied approach to investigate scaling characteristics is the Detrended Fluctuation Analysis (DFA). This analysis provides a differentiated view of the random variability from the variability caused by physiological processes in the time series [1,6]. Thus, the DFA is a non-linear method to quantify the fractal scale and the degree of correlation within an HRV signal in the form of a dimensionless measurement. It should be noted that the short-term scaling exponent of DFA has already been applied for cardiovascular risk assessment as well as prognosis in clinical settings [8–11]. The current body of research in this field shows that regardless of the disease or age group investigated, values that differ from the normal value of approximately 1.0 for the short-term scaling exponent (decreasing or increasing) are associated with higher morbidity or worse prognosis. This indicates a loss of fractal dynamics towards random (disorganized randomness) or strongly correlated (periodicity) behavior [12]. This may be related to the maintenance of basic stability of the control systems between order (persistence) and disorder (change) in the context of homeodynamics [13–15]. This is one mechanism by which a complex biological network can avoid too much order, but also too much chaos, to remain close to a critical threshold under resting conditions. When physiologic systems lose their fractal complexity, they are less adaptable and less able to cope with varied stimuli such as exposure to different modes of exercise or changing environmental conditions [16].

As DFA provides robustness against artefacts and has a low dependence on heart rate [4,9], this method is suitable for analyzing the complexity of cardiovascular regulation in terms of the autonomic nervous system activity during various exercise modalities and intensities. Consequently, in addition to time- and frequency-domain measures of HRV, some studies have used DFA to analyze the time series during different exercise modes [1,17–23]. Previous studies that have investigated the isolated influence of different exercise modes on HRV have shown a decrease in variability and a loss of complexity with increasing exercise intensity in incremental exercise test settings [17,18,21]. In recent studies investigating incremental cycling tests until voluntary exhaustion and tests with different cycling cadences, it was shown that the short-term scaling exponent DFA-alpha1 was very sensitive to changes in exercise intensity and varied movement frequencies [21–23]. Furthermore, a stronger reduction in DFA-alpha1 was inversely correlated with a higher aerobic capacity in young athletes, indicating a possible relevant relation between exercise adaptation and nonlinear cardiac autonomic regulation [21]. In this context, nonlinear fluctuations of HRV during exercise may be seen as an outcome of the complex dynamic interplay of electro-physiological, hemodynamic and humoral variables, along with autonomic and central nervous system regulation [21]. Thus, the measurement of non-linear HRV during exercise and recovery might help to gain further insight into the complex heart-brain integration response as a part of a general stress related regulation capacity.

Further studies are necessary to analyze other modes of exercise and their influence on the short-term scaling exponent, as well as changing characteristics in active and passive recovery periods. In addition, further studies could provide new insights for application of non-linear HRV measures as a control parameter in training and therapy [22]. Performance of non-linear HRV analysis during and after high-intensity interval exercise suggests relevant information underlying physiological recovery that could be used to assess organismic demands or cardiovascular risk, such as exercise interventions in the context of therapy, health care, and fitness. A recent review of the markers of cardiac autonomic recovery after exercise supports the application of HRV parameters for the assessment of cardiac
health [24]. In this context, Medeiros et al. [25] emphasized the application of non-linear methods of HRV analysis as a maturing and crucial methodology for the assessment of recovery periods. In addition, non-linear methods have previously demonstrated high reliability in identifying changes in post-exercise HRV during active recovery [26].

It was the aim of the present study to analyze the influence of short-term interval sessions combined with active recovery periods on standard time-domain measures and non-linear dynamics of HRV. The main objective was to determine whether active recovery is effective to prevent the loss of fractal organization in the short-term scaled characteristic of cardiac autonomic activity in endurance trained cyclists.

2. Materials and Methods

2.1. Participants

Sixteen endurance trained male cyclists (age: 25.9 ± 3.8 years; height: 180.7 ± 6.1 cm; body mass: 77.4 ± 8.2 kg; body fat: 12.3% ± 3.4%; VO\(_2\) peak: 54.1 ± 6.1 mL/min/kg) were recruited from local sports clubs. We included non-smoking adults that performed cycling training sessions for at least 8 h per week over the past 6 months. A preliminary medical check-up following the S1 guidelines of the German Association for Sports Medicine and Prevention was performed to ensure that the participants have no cardiovascular, neurologic, pulmonary or orthopedic problems. The check-up also included an electrocardiogram (ECG) at rest and personal anamnesis. Following the explanation of risks and benefits associated with the study, the participants provided written informed consent. All procedures were in line with the declaration of Helsinki and the study protocol was approved by the local ethics committee.

2.2. Procedure

First, aerobic fitness in terms of oxygen uptake was assessed using spiroergometry (Metamax 3b, Fa. Cortex, Leipzig, Germany) during an incremental test until voluntary exhaustion (start: 100 W, increment: 20 W, length: 3 min) on a high-performance bicycle ergometer (E 2000 s, Fa. FES, Berlin, Germany). One week after the first laboratory visit, participants completed an interval session including 3 blocks of 5 intervals (60 s) at maximum power (P\(_{\text{MAX}}\)) determined in the incremental test (see Figure 1) on the same bicycle ergometer and under the same conditions. Prior to the exercise bout, there was a warm-up at 100 W for 10 min followed by 150 W for 5 min. After each interval there was an active recovery at 100 W over a period of 60 s and after each interval block over a period of 10 min.

2.3. Measurements

During exercise, heart rate (HR) and beat-to-beat (RR)-intervals were recorded continuously using a HR-monitor with a time resolution of 1ms (Polar s810i, Fa. Polar Electro GmbH, Büttelborn,)
Collect raw data were transferred to a personal computer via an infrared interface. Subsequently, artefacts were detected with a semi-automatic approach. RR-intervals, which were distinguished by more than 30% difference from the previous interval, were determined as artefacts. Artefacts were replaced with the average calculated from previous and subsequent values, and data sets with more than 5% of artifacts were completely excluded from further processing. Only NN intervals (normal-to-normal intervals) were taken into account during the data analysis. The NN intervals were stored as ASCII files for further data analysis.

Using Kubios HRV software (Version 2.1, Fa. Biosignal Analysis and Medical Imaging Group, Kuopio, Finland), HRV analysis was conducted on data collected from the last minute of the warm-up conditions and the interval blocks. In addition, during each active recovery period between the interval blocks the second and last minute was analyzed. Besides standard parameters obtained from time-domain analysis including the average of normal RR-interval length (meanRR in ms) and the root mean square of successive differences (RMSSD in ms), the scaling behavior was calculated using the non-linear short-term scaling exponent alpha1 of DFA (DFA-alpha1). DFA has been referred to as a modification of the root mean square analysis (RMS) that is also suitable for analyzing short and non-stationary time series data. Briefly, the root mean square fluctuation of the integrated and detrended data is measured in observation windows of different sizes. The data were then plotted against the size of the window on a log-log scale. The scaling exponent represents the slope of the line, which relates (log) fluctuation to (log) window size. In this study, we only computed the short term scaling exponent (window width: 4 ≤ n ≤ 16 beats) due to the relatively short recording times for each condition. DFA-alpha1 values indicate time series fractal correlation properties, i.e., type of noise: Approx. 1.5 for strongly correlated Brownian noise and ≤ 0.5 for uncorrelated white noise with random signals. Approx. 1 signifies a mix of uncorrelated and maximally correlated signal components with 1/f noise (represents a balance between the complete unpredictability (randomness) of white noise and the predictability (strong correlations) of Brownian noise). Larger values of DFA-alpha1 represent a smoother time series and vice versa.

Additionally, blood lactate concentration (La) was assessed with Super GL ambulance (Fa. Dr. Mueller, Freital, Germany) from blood taken from an earlobe and participants were asked to rate perceived exertion (RPE: 6–20). These measures were taken at the last minute of each test condition. All parameters were also assessed in resting state.

2.4. Statistical Analysis

Statistical analysis was performed with SPSS 23.0 for Windows. The Shapiro-Wilk test was applied to verify the Gaussian distribution of the data. The degree of variance homogeneity was verified by Levene test. Subsequently, a one-way ANOVA for repeated measurements was used to investigate the influence of the different conditions of the exercise bout (Interval-Block 1–3: IB (1), IB (2) and IB (3), Active-Recovery 1–6: AR (1), AC (2), AC (3), AR (4), AC (5) and AC (6)) on changes in HR, HRV parameters, La, and RPE. In case of significant main effects, post hoc tests (Bonferroni) were applied to compare differences between conditions. For the comparison in the warm-up periods, a t-test for paired samples was added. For all tests, statistical significance was accepted as p < 0.05. Eta² was used to denote effect sizes.

3. Results

Participants achieved a maximum power output $P_{\text{MAX}}$ of 338.3 ± 30.7 W during the incremental test. The individual $P_{\text{MAX}}$ was taken over for the interval load. For all analyzed parameters a significant main effect of time could be determined (HR: $F(8,15) = 360.551$, $p = 0.000$, $\eta^2 = 0.960$; La: $F(5,15) = 118.119$, $p = 0.000$, $\eta^2 = 0.887$; RPE: $F(5,15) = 77.052$, $p = 0.000$, $\eta^2 = 0.837$; meanRR: $F(8,15) = 219.597$, $p = 0.000$, $\eta^2 = 0.936$; RMSSD: $F(8,15) = 3.321$, $p = 0.037$, $\eta^2 = 0.181$; DFA-alpha1: $F(8,15) = 74.068$, $p = 0.000$, $\eta^2 = 0.832$).
In comparison of the test conditions, a clear influence of the different intensities could be determined. HR, La, and RPE showed significant increased values during the interval blocks (WU (2) vs. IB (1) HR: \( p = 0.000 \); La: \( p = 0.000 \); RPE: \( p = 0.000 \); AR (2) vs. IB (2) HR: \( p = 0.000 \); La: \( p = 0.000 \); RPE: \( p = 0.000 \); AR (4) vs. IB (3): HR: \( p = 0.000 \); La: \( p = 0.000 \); RPE: \( p = 0.000 \); Table 1, Figures 2 and 3). In contrast, all HRV values except RMSSD showed significant decreased values during the interval blocks (WU (2) vs. IB (1) meanRR: \( p = 0.000 \); RMSSD: \( p = 0.041 \); DFA-alpha1: \( p = 0.000 \); AR (2) vs. IB (2) meanRR: \( p = 0.000 \); RMSSD: \( p = 1.000 \); DFA-alpha1: \( p = 0.000 \); AR (4) vs. IB (3): meanRR: \( p = 0.000 \); RMSSD: \( p = 1.000 \); DFA-alpha1: \( p = 0.000 \); Table 1 and Figure 3). We couldn’t find any differences in comparison of the different interval blocks. It was also shown that DFA-alpha1 increased significantly during the active recovery up to the level of the warm-up periods (IB (1) vs. AR (1): \( p = 0.000 \); IB (2) vs. AR (3): \( p = 0.000 \); IB (3) vs. AR (5): \( p = 0.000 \) and remained at nearly the same rate until the end of the active recovery period (AR (1) vs. AR (2): \( p = 1.000 \); AR (3) vs. AR (4): \( p = 1.000 \); AR (5) vs. AR (6): \( p = 1.000 \); Table 1 and Figure 3).

**Figure 2.** Heart rate (HR, black color) and blood lactate concentration (La, grey color) during resting state and all cycling conditions; WU (1): Warm-Up at 100 W; WU (2): Warm-Up at 150 W; IB (1–3): Interval-Block 1–3; AR (1–6): Active-Recovery 1–6; * significant compared to preceding measurement (\( p < 0.05 \)).

**Figure 3.** Short-term scaling exponent (DFA-alpha1, black color) and rate of perceived exertion (RPE, grey color) during resting state and all cycling conditions; WU (1): Warm-Up at 100 W; WU (2): Warm-Up at 150 W; IB (1–3): Interval-Block 1–3; AR (1–6): Active-Recovery 1–6; * significant compared to preceding measurement (\( p < 0.05 \)).
Table 1. Heart rate, lactate and HRV measures (mean ± standard deviation) during resting state and all cycling conditions; WU (1): Warm-Up at 100 W; WU (2): Warm-Up at 150 W; IB (1–3): Interval-Block 1–3; AR (1–6): Active-Recovery 1–6.

|                      | Rest | WU (1) | WU (2) | IB (1) | AR (1) | AR (2) | IB (2) | AR (3) | IB (3) | AR (4) | IB (4) | AR (5) | IB (5) | AR (6) |
|----------------------|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| HR (1/min)           | 66.5 ± 8.2 | 106.4 * ± 7.4 | 119.6 * ± 9.4 | 154.5 * ± 8.4 | 118.4 * ± 10.3 | 114.1 * ± 10.2 | 157.0 * ± 8.4 | 121.6 * ± 11.6 | 116.1 * ± 10.8 | 157.9 * ± 9.1 | 121.3 * ± 11.0 | 116.4 * ± 11.0 |
| La (mmol/L)          | 0.91 ± 0.29 | 0.69 * ± 0.19 | 0.74 ± 0.28 | 3.81 * ± 1.28 | - | 1.09 ± 0.53 | 3.54 * ± 1.18 | - | 1.16 * ± 0.52 | 3.48 * ± 1.25 | - | 1.23 * ± 0.60 |
| RPE (6–20)           | - | 7.7 ± 2.0 | 9.2 * ± 2.2 | 14.8 * ± 1.4 | - | 8.4 * ± 2.3 | 15.4 * ± 1.8 | - | 8.7 * ± 2.4 | 15.6 * ± 1.6 | - | 8.2 * ± 2.2 |
| meanRR (ms)          | 923 ± 108 | 566 * ± 39 | 505 * ± 38 | 390 * ± 22 | 530 * ± 43 | 530 * ± 46 | 384 * ± 22 | 498 * ± 47 | 521 * ± 46 | 383 * ± 23 | 499 * ± 43 | 519 * ± 46 |
| RMSSD (ms)           | 56.3 ± 31.1 | 3.2 * ± 0.6 | 2.9 ± 0.7 | 2.5 * ± 0.5 | 3.1 * ± 0.4 | 2.8 ± 0.6 | 2.6 ± 0.5 | 3.0 ± 0.6 | 2.8 ± 0.6 | 3.0 ± 0.6 | 2.6 ± 0.6 | 3.0 ± 0.6 | 2.8 ± 0.8 |
| DFA-alpha1           | 1.21 ± 0.25 | 1.49 * ± 0.19 | 1.25 * ± 0.30 | 0.67 * ± 0.15 | 1.37 * ± 0.19 | 1.37 * ± 0.20 | 0.57 * ± 0.14 | 1.25 * ± 0.22 | 1.37 ± 0.23 | 0.58 * ± 0.18 | 1.30 ± 0.21 | 1.32 ± 0.24 |

HR: heart rate, La: blood lactate concentration, RPE: rate of perceived exertion, meanRR: average of normal RR intervals, RMSSD: root mean square of successive differences, DFA-alpha1: short-term scaling exponent of detrended fluctuation analysis; * significant compared to preceding measurement (p < 0.05)
4. Discussion

The present data combining interval loads with active recovery periods show that the DFA-alpha1 values return to the level of the warm-up periods very quickly during active recovery and remain at nearly the same values until the end of the active recovery phase in endurance trained cyclists. Therefore, it can be ascertained that the strongly correlated characteristics of the short-term scaling exponent of DFA during passive recovery in sitting position [17] can’t be avoided by active recovery. In addition, the results of the present study indicate that the assessment of DFA-alpha1 allows a distinction between different exercise intensities in short-term cycling interval sessions. This observation is in line with findings of previous studies supporting a discrepancy of the DFA during incremental exercise load and during constant workload with varied cadences [17–19,21–23].

The effect of different exercise intensities is indicated by a change from a predominance of sympathetic activity during high-intensity exercise to a predominance of parasympathetic activity during low-intensity exercise or recovery (parasympathetic reactivation) [17,33–36], and may also be related to a counter regulation (overcompensation) of the organism to the prior interval load. In contrast, Millar et al. [37] stated that the acute increase in DFA-alpha1 following intensity-based training stimuli (supine passive recovery) may also be interpreted as an increase in sympathetic activity and/or a reduction in vagal activity. Millar et al. [37] found that after intensive exercise (multiple sprint interval sessions through performance in four Wingate Tests), higher DFA-alpha1 values occurred in the acute recovery period compared to lower pre-load period (single sprint interval session through performance in one Wingate Test). Goya-Esteban et al. [38] also examined DFA-alpha1 in the recovery phase after a test until voluntary exertion (significantly decreased values during exercise) and were able to determine values in the range of the pre-load immediately after exercise. The values increased slightly for up to five minutes after exercise. The organism responds with a highly correlated behavior and more order in the early recovery period. This behavior was also confirmed by Blasco-Lafarga et al. [39,40] after a high-intensity Judo-specific test-battery and Martínez-Navarro et al. [41] after an ultramarathon. Casties et al. [17] showed that DFA-alpha1 increases at the beginning of the recovery phase followed by renormalization within minutes to hours. The authors justified this behavior with a temporary degradation of the regulatory processes and concluded there is a systemic reorganization in the recovery phase with possibly increased correlation properties by the inclusion of a variety of regulative systems.

The present data also reflect the close relationship of DFA-alpha1 with other load parameters such as RPE. The values of DFA-alpha1 of approximately 0.6 and the RPE values of approximately 15 during the interval blocks were also reached in the previous incremental cycling test in a clearly submaximal workload with an RPE of approximately 15 (6th stage before voluntary exertion; [22]). A comparison with the data from the incremental test shows that the selected intensity and/or duration of the interval periods were too low for a high-intensity interval session. This was also shown by the recorded values of heart rate and blood lactate concentration in the present study. Nevertheless, it was an effective training stimulus with regard to a high exercise intensity to detect the change between the different conditions.

In the present study, a decrease in DFA-alpha1, which corresponded with increasing exercise intensity, verifies a demand-dependent change from strongly correlated to uncorrelated/stochastic or anti-correlated behavior of the RR-intervals and back to strongly correlated behavior in early recovery [10]. This is consistent with previous studies reporting an almost linear reduction of complexity and approximation of the RR data structure towards a merely random and anti-correlated signal for medium to high exercise intensity and increased organismic demands [1,17–19,21–23,42]. The loss of complexity of the RR time series during exercise is related to the breakdown of the equilibrium between the two branches of the autonomic nervous system due to the decreased parasympathetic activity and/or the increased sympathetic activity [4,43]. This particular change could be due to an organismic system withdrawal which aims to protect homeodynamic processes [17,19]. Besides these influences, the great loss of complexity might be a consequence of complementary neural
mechanisms/circuits [44] to maintain locomotor-respiratory coupling during cycling in the context of coordination between heartbeat, breathing patterns and movement frequency (e.g., cadence) [17,21,23]. The coupling and influence of mechanical and neurological processes on the sinus node may arise from ribcage movements, blood pumping of the lower limbs and simultaneous changes in pressure waves [17]. From a general point of view this situation might be favorable to provide maximum aerobic power output for a short period of time, as a stronger reduction in DFA-alpha1 may be related to higher aerobic capacity [21], but a fast recovery seems mandatory as a medium to long-term loss of HRV complexity could be understood as detrimental for the stability of the organism, which is maintained by the Central Autonomous Network (CAN) integrating various internal and external stimuli [45]. In this context, the non-linear analysis of HRV could provide a new approach for the integrated and holistic evaluation of regulatory processes during exercise and recovery [46–48]. Overall, the application of DFA may provide new methods to analyze the relationship between exercise and altered cardiac autonomic activity or control. This could be useful in response to the concern over increased variability and weak reproducibility of frequency-domain HRV measures due to low total spectral power during or immediately after exercise [37,49,50].

5. Limitations

This study tested the applicability of the short-term scaling exponent DFA-alpha1 during a short-term interval session to evaluate the complexity of physiological changes during both interval load and active recovery periods. Unfortunately, it was not possible to evaluate HRV in the first minute of the active recovery periods due to the recording of other measures such as blood lactate concentration. Future studies should take a closer look at how DFA-alpha1 responds shortly after high exercise load and during the recovery processes, especially with time-variant measures. Future studies should also investigate the influence of respiration and other confounding factors [51] on DFA-alpha1 under medium to high exercise intensities. In order to minimize the environment’s external influence and to enable coupling processes, respiration was not prescribed and controlled. Allowing the need of spontaneous breathing might be a limitation, but it is necessary if we aim to analyze individual responses during exercise [21]. Perakakis et al. [52] and Weippert et al. [53] were able to demonstrate a negligible influence of respiration under resting conditions. Nevertheless, Weippert et al. [53] could not prove a significant influence of respiration at very low exercise intensity. However, the authors noted that respiratory activity must be considered as a potential contributor at rest and during light dynamic exercise.

In addition, we are also aware that human physiology and cardiovascular regulation during exercise is too complex and too dependent on certain conditions and assumptions to be broken down into a single key measure. Nevertheless, non-linear analysis of HRV with DFA enables a suitable approach with a differentiated and qualitative view of exercise physiology and it may be useful in combination with other applicable internal and external load measures for diagnostics and training control.

6. Conclusions

The present data show that active recovery periods do not prevent the loss of fractal organization of cardiac autonomic activity in endurance trained cyclists after short-term interval sessions. DFA-alpha1 values return to the level of the warm-up periods during acute active recovery periods. In addition, the study shows a decrease in DFA-alpha1 which went along with an increasing exercise intensity. This observation is in accordance with findings of previous studies during tests with incremental exercise intensity and constant workload with different cadences. This verifies a demand-dependent change from strongly correlated to uncorrelated/stochastic or anti-correlated behavior of the RR-intervals. Therefore, such non-linear parameters of HRV are suitable to distinguish between different organismic demands and may prove helpful to monitor different recovery states. Additionally, this approach provides a more systemic view of cardiovascular regulation in the context
of complex models of exercise and active recovery. The available data suggest that DFA-alpha1 could be used as an adequate and easy-to-access load measure for training (therapy) and recovery. From a methodical and practical perspective of training and exercise science, it would be interesting to further investigate the influence of structured training and therapy interventions and different performance levels on the described processes of autonomic regulation. Those findings might lead to a broader understanding of the underlying mechanisms which, in turn, could open new possibilities to evaluate and enhance the state of health, disease or performance level.

Author Contributions: T.G. wrote the manuscript. O.H. and K.H. reviewed the drafted versions. All authors have read and approved the final version.

Acknowledgments: The authors wish to thank the athletes for their participation in the present study.

Conflicts of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

References
1. Hottenrott, K.; Hoos, O. Heart rate variability analysis in exercise physiology. In ECG Time Series Analysis: Engineering to Medicine; Jelinek, H., Khandoker, A., Cornforth, D., Eds.; CRC Press: London, UK, 2017; pp. 245–257.
2. Michael, S.; Graham, K.S.; Davis, G.M. Cardiac autonomic responses during exercise and post-exercise recovery using heart rate variability and systolic time intervals—A review. Front. Physiol. 2017, 8, 301. [CrossRef] [PubMed]
3. Persson, P.B. Modulation of cardiovascular control mechanisms and their interaction. Physiol. Rev. 1996, 76, 193–244. [CrossRef] [PubMed]
4. Sandercoc, G.R.H.; Brodie, D.A. The use of heart rate variability measures to assess autonomic control during exercise. Scand. J. Med. Sci. Sports 2006, 16, 302–313. [CrossRef]
5. Hottenrott, K.; Hoos, O.; Esperer, H.D. Heart rate variability and physical exercise. Current status. Herz 2006, 31, 544–552. [CrossRef] [PubMed]
6. Goldberger, A.L.; Amaral, L.A.; Hausdorff, J.M.; Ivanov, P.C.; Peng, C.K.; Stanley, H.E. Fractal dynamics in physiology: Alterations with disease and aging. Proc. Natl. Acad. Sci. U.S.A. 2002, 99, 2466–2472. [CrossRef] [PubMed]
7. Voss, A.; Schulz, S.; Schroeder, R.; Baumert, M.; Caminal, P. Methods derived from nonlinear dynamics for analysing heart rate variability. Philos. Trans. A Math. Phys. Eng. Sci. 2008, 367, 277–296. [CrossRef]
8. Huikuri, H.V.; Perkiömäki, J.S.; Maestri, R.; Pina, G.D. Clinical impact of evaluation of cardiovascular control by novel methods of heart rate dynamics. Philos. Trans. R. Soc. A 2009, 367, 1223–1238. [CrossRef]
9. Peng, C.K.; Havlin, S.; Stanley, H.E.; Goldberger, A.L. Quantification of scaling exponents and crossover phenomena in nonstationary heartbeat time series. Chaos 1995, 5, 82–87. [CrossRef]
10. Platisa, M.M.; Gal, V. Correlation properties of heartbeat dynamics. Eur. Biophys. J. 2008, 37, 1247–1252. [CrossRef]
11. Vanderlei, L.C.M.; Pastre, C.M.; Júnior, I.F.F.; de Godoy, M.F. Fractal correlation of heart rate variability in obese children. Auton. Neurosci. 2010, 155, 125–129. [CrossRef]
12. De Godoy, M.F. Nonlinear analysis of heart rate variability: A comprehensive review. J. Cardiol. Ther. 2016, 3, 528–533.
13. Kauffman, S.A. At Home in the Universe: The Search for Laws of Self-Organization and Complexity; Oxford University Press: Oxford, UK, 1995.
14. Iyengar, N.; Peng, C.K.; Morin, R.; Goldberger, A.L.; Lipsitz, L.A. Age-related alterations in the fractal scaling of cardiac interbeat interval dynamics. Am. J. Physiol. Regul. Integr. Comp. Physiol. 1996, 271, R1078–R1084. [CrossRef] [PubMed]
15. Makikallio, T.H.; Høibøer, S.; Keber, L.; Torp-Pedersen, C.; Peng, C.K.; Goldberger, A.L.; Huikuri, H.V. Fractal analysis of heart rate dynamics as a predictor of mortality in patients with depressed left ventricular function after acute myocardial infarction. Am. J. Cardiol. 1999, 83, 836–839. [CrossRef]
16. Goldberger, A.L. Fractal variability versus pathologic periodicity: Complexity loss and stereotypy in disease. Perspect. Biol. Med. 1997, 40, 543–561. [CrossRef] [PubMed]
17. Casties, J.; Mottet, D.; Le Gallais, D. Non-linear analyses of heart rate variability during heavy exercise and recovery in cyclists. Int. J. Sports Med. 2006, 27, 780–785. [CrossRef] [PubMed]
18. Hautala, A.J.; Makikallio, T.H.; Seppanen, T.; Huikuri, H.V.; Tulppo, M.P. Short-term correlation properties of R-R interval dynamics at different exercise intensity levels. Clin. Physiol. Funct. Imaging 2003, 23, 215–223. [CrossRef] [PubMed]
19. Platisa, M.M.; Mazic, S.; Nestorovic, Z.; Gal, V. Complexity of heartbeat interval series in young healthy trained and untrained men. Physiol. Meas. 2008, 29, 439–450. [CrossRef] [PubMed]
20. Tulppo, M.P.; Hughson, R.L.; Makikallio, T.H.; Airaksinen, K.E.; Seppanen, T.; Huikuri, H.V. Effects of exercise and passive head-up tilt on fractal and complexity properties of heart rate dynamics. Am. J. Physiol. 2001, 280, H1081–H1087. [CrossRef]
21. Blasco-Lafarga, C.; Camarena, B.; Mateo-March, M. Cardiovascular and Autonomic Responses to a Maximal Exercise Test in Elite Youngsters. Int. J. Sports Med. 2017, 38, 666–674. [CrossRef]
22. Gronwald, T.; Hoos, O.; Ludyga, S.; Hottenrott, K. Non-linear dynamics of heart rate variability during incremental cycling exercise. Res. Sports Med. 2019, 27, 88–89. [CrossRef]
23. Gronwald, T.; Ludyga, S.; Hoos, O.; Hottenrott, K. Non-linear dynamics of cardiac autonomic activity during cycling exercise with varied cadence. Hum. Mov. Sci. 2018, 60, 225–233. [CrossRef]
24. Peçanha, T.; Bartels, R.; Brito, L.C.; Paula-Ribeiro, M.; Oliveira, R.S.; Goldberger, J.J. Methods of assessment of the post-exercise cardiac autonomic recovery: A methodological review. Int. J. Cardiol. 2017, 227, 795–802. [CrossRef] [PubMed]
25. Medeiros, A.R.; del Rosso, S.; Leicht, A.S.; Hautala, A.J.; Boullosa, D.A. Methods of assessment of the post-exercise cardiac autonomic recovery: Additional important factors to be considered. Int. J. Cardiol. 2017, 239, 23. [CrossRef] [PubMed]
26. Boullosa, D.A.; Barros, E.S.; del Rosso, S.; Nakamura, F.Y.; Leicht, A.S. Reliability of heart rate measures during walking before and after running maximal efforts. Int. J. Sports Med. 2014, 35, 999–1005. [CrossRef] [PubMed]
27. Weippert, M.; Kumar, M.; Kreuzfeld, S.; Arndt, D.; Rieger, A.; Stoll, R. Comparison of three mobile devices for measuring R–R intervals and heart rate variability: Polar S810i, Suunto t6 and an ambulatory ECG system. Eur. J. Appl. Physiol. 2010, 109, 779–786. [CrossRef] [PubMed]
28. Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology. Heart rate variability: Standards of measurement, physiological interpretation and clinical use. Circulation 1996, 93, 1043–1065. [CrossRef]
29. Tarvainen, M.P.; Niskanen, J.P.; Lipponen, J.A.; Ranta-Aho, P.O.; Karjalainen, P.A. Kubios HRV–heart rate variability analysis software. Comput. Methods Programs Biomed. 2014, 113, 210–220. [CrossRef]
30. Mendonca, G.V.; Heffernan, K.S.; Rossow, L.; Guerra, M.; Pereira, F.D.; Fernhall, B. Sex differences in linear and nonlinear heart rate variability during early recovery from supramaximal exercise. Appl. Physiol. Nutr. Metab. 2010, 35, 439–446. [CrossRef] [PubMed]
31. Faude, O.; Meyer, T. Methodische Aspekte der Laktatbestimmung [Methodological Aspects of Lactate Determination]. Disch. Z. Sportmed. 2008, 59, 305–309.
32. Borg, G. Psychophysical bases of perceived exertion. Med. Sci. Sport Exerc. 1982, 14, 377–381. [CrossRef]
33. Kannankeril, P.J.; Goldberger, J.J. Parasympathetic effects on cardiac electrophysiology during exercise and recovery. Am. J. Physiol. Heart Circ. Physiol. 2002, 282, H2091–H2098. [CrossRef] [PubMed]
34. Morales, J.; Garcia, V.; García-Massó, X.; Salvá, P.; Escobar, R. The use of heart rate variability in assessing precompetitive stress in high-standard judo athletes. Int. J. Sports Med. 2013, 34, 144–151. [CrossRef] [PubMed]
35. Stanley, J.; Peake, J.M.; Buchheit, M. Cardiac parasympathetic reactivation following exercise: Implications for training prescription. Sports Med. 2013, 43, 1259–1277. [CrossRef] [PubMed]
36. Buchheit, M. Monitoring training status with HR measures: Do all roads lead to Rome? Front. Physiol. 2014, 5, 73. [CrossRef] [PubMed]
37. Millar, P.J.; Rakobowchuk, M.; McCartney, N.; MacDonald, M.J. Heart rate variability and nonlinear analysis of heart rate dynamics following single and multiple Wingate bouts. Appl. Physiol. Nutr. Metab. 2009, 34, 875–883. [CrossRef] [PubMed]
38. Goya-Esteban, R.; Barquero-Pérez, O.; Sarabia-Cachadina, E.; de la Cruz-Torres, B.; Naranjo-Orellana, J.; Rojo-Alvarez, J.L. Heart rate variability non linear dynamics in intense exercise. Comput. Cardiol. 2012, 39, 177–180.
39. Blasco-Lafarga, C.; Martínez-Navarro, I.; Mateo-March, M. Is baseline cardiac autonomic modulation related to performance and physiological responses following a supramaximal Judo test? PLoS ONE 2013, 8, e78584. [CrossRef]

40. Blasco-Lafarga, C.; Martínez-Navarro, I.; Mateo, M.; Pablos, C.; Carratalá, V. Non-Linear Approach to Cardiac Autonomic Recovery Following an Upper-Limb Judo Test. Int. J. Mot. Learn. Sport Perf. 2011, 2, 72–79.

41. Martínez-Navarro, I.; Chiva-Bartoll, O.; Hernando, B.; Collado, E.; Porcar, V.; Hernando, C. Hydration Status, Executive Function, and Response to Orthostatism After a 118-km Mountain Race: Are They Interrelated? J. Strength Cond. Res. 2018, 32, 441–449.

42. Karasik, R.; Sapir, N.; Ashkenazy, Y.; Ivanov, P.C.; Dvir, I.; Lavie, P.; Havlin, S. Correlation differences in heartbeat fluctuations during rest and exercise. Phys. Rev. E 2002, 66, 062902. [CrossRef]

43. Lewis, M.J.; Short, A.L. Exercise and cardiac regulation: What can electrocardiographic time series tell us? Scand. J. Med. Sci. Sports 2010, 20, 794–804. [CrossRef] [PubMed]

44. Shaffer, F.; McCraty, R.; Zerr, C.L. A healthy heart is not a metronome: An integrative review of the heart’s anatomy and heart rate variability. Front. Psychol. 2014, 5, 1040. [CrossRef] [PubMed]

45. Benarroch, E.E. The central autonomic network: Functional organization, dysfunction, and perspective. Mayo Clin. Proc. 1993, 68, 988–1001. [CrossRef]

46. Smirmaul, B.P.; Fontes, E.B.; Noakes, T.D. Afferent feedback from fatigued locomotor muscles is important, but not limiting, for endurance exercise performance. J. Appl. Physiol. 2010, 108, 458. [PubMed]

47. Marino, F.E.; Gard, M.; Drinkwater, E.J. The limits to exercise performance and the future of fatigue research. Br. J. Sports. Med. 2011, 45, 65–67. [CrossRef] [PubMed]

48. Venhorst, A.; Micklewright, D.; Noakes, T.D. Towards a three-dimensional framework of centrally regulated and goal-directed exercise behaviour: A narrative review. Br. J. Sports Med. 2018, 52, 957–966. [CrossRef] [PubMed]

49. Persson, P.B.; Wagner, C.D. General principles of chaotic dynamics. Cardiovasc. Res. 1996, 31, 332–341. [CrossRef]

50. Tulppo, M.P.; Kiviniemi, A.M.; Hautala, A.J.; Kallio, M.; Seppänen, T.; Mäkikallio, T.H.; Huikuri, H.V. Physiological background of the loss of fractal heart rate dynamics. Circulation 2005, 112, 314–319. [CrossRef]

51. Massaro, S.; Pecchia, L. Heart rate variability (HRV) analysis: A methodology for organizational neuroscience. Organ. Res. Methods 2019, 22, 354–393. [CrossRef]

52. Perakakis, P.; Taylor, M.; Martinez-Nieto, E.; Revithi, I.; Vila, J. Breathing frequency bias in fractal analysis of heart rate variability. Biol. Psychol. 2009, 82, 82–88. [CrossRef]

53. Weippert, M.; Behrens, K.; Rieger, A.; Kumar, M.; Behrens, M. Effects of breathing patterns and light exercise on linear and nonlinear heart rate variability. Appl. Physiol. Nutr. Metab. 2015, 40, 762–768. [CrossRef] [PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).