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Abstract

Credit assignment is a fundamental problem in reinforcement learning, the problem of measuring an action’s influence on future rewards. Explicit credit assignment methods have the potential to boost the performance of RL algorithms on many tasks, but thus far remain impractical for general use. Recently, a family of methods called Hindsight Credit Assignment (HCA) was proposed, which explicitly assign credit to actions in hindsight based on the probability of the action having led to an observed outcome. This approach has appealing properties, but remains a largely theoretical idea applicable to a limited set of tabular RL tasks. Moreover, it is unclear how to extend HCA to deep RL environments. In this work, we explore the use of HCA-style credit in a deep RL context. We first describe the limitations of existing HCA algorithms in deep RL that lead to their poor performance or complete lack of training, then propose several theoretically-justified modifications to overcome them. We explore the quantitative and qualitative effects of the resulting algorithm on the Arcade Learning Environment (ALE) benchmark, and observe that it improves performance over Advantage Actor-Critic (A2C) on many games where non-trivial credit assignment is necessary to achieve high scores and where hindsight probabilities can be accurately estimated.

1. Introduction

As evidenced by a number of high-profile examples in recent years, deep reinforcement learning has the potential to solve many real-world problems, from playing games (Silver et al., 2016) to controlling robots (OpenAI et al., 2018) to regulating power usage in datacenters (Lazic et al., 2018). However, these success stories come at the price of extremely high data requirements and careful reward shaping to allow the RL agent to smoothly learn to perform the desired task, which is a prohibitive barrier for many other tasks of importance.

One major contributing factor to this inefficiency is the difficulty of performing credit assignment, the process of associating actions in the present with the rewards that they influence in the future. For example, as a human it can be hard to determine whether or not winning a baseball game was affected by what you ate that morning, or by the practice put in beforehand, or by wearing your lucky socks. There are also examples among common RL benchmarks— in the Atari game Seaquest the player needs to pick up and bring a diver to the surface to replenish their oxygen tanks within a time limit, and otherwise they will lose a life. A good credit assignment algorithm needs to associate picking up a diver and resurfacing with the additional points gained by using the extra oxygen to spend more time underwater.

While all RL algorithms can solve this sort of problem given sufficient training data, this can be prohibitively slow. For commonly used algorithms such as on-policy advantage actor-critic (A2C) (Mnih et al., 2016) methods, it is difficult for the algorithm to discriminate between when actions are merely correlated with future rewards and when they are causal. This is because policy gradient algorithms such as A2C increase the probabilities of actions preceding a reward regardless of what effect those actions had on the probability of that reward being observed. In the limit this approach is guaranteed to converge to the optimal policy (Sutton & Barto, 2018), but if this prior assumption of correlation implying causation is inaccurate convergence may take a long time.

1.1. Hindsight Credit Assignment

Recently, (Harutyunyan et al., 2019) introduced Hindsight Credit Assignment (HCA), an algorithm for credit assignment. HCA uses information about future events to compute updates for the policy in hindsight. HCA only modifies the probabilities of actions that affect the likelihood of reaching rewarding states, and does not update actions that have no effect.

This algorithm is theoretically well-motivated, and reduces
the credit assignment problem to a supervised learning task – to assign credit to a given action \( a \). HCA learns a hindsight probability function \( h_\phi(a|s_t, s_k) = P(a|s_t, s_k) \) given current state \( s_t \) and future state \( s_k \). This probability can be learned simply by minimizing the negative log-likelihood of actions given \( s_t \) and \( s_k \) pairs collected by a policy. It is then easy to weight updates to the policy based on how \( h \) differs from the policy’s foresight probability \( \pi(a|s_j) \) – the more the two probabilities differ, the bigger the effect the action had on the probability of observing the future state \( s_k \), and the larger the corresponding policy update should be.

However, the existing HCA algorithm is still largely theoretical, has only been demonstrated on very simple tabular MDPs, and has recently been noted to have issues with certain types of MDPs (Mesnard et al., 2020). A number of practical questions remain – How can we learn hindsight probabilities efficiently from limited data? How can we extend HCA to allow a value baseline?

### 1.2. Contributions

In this paper, our goal is to derive practical deep RL credit assignment algorithms that build upon the hindsight credit assignment formalism. We describe several theoretically-justified extensions to HCA, and show that they allow for stable training in deep RL environments where HCA diverges or underperforms. We study the qualitative and quantitative behavior of the combined algorithm on games from the Arcade Learning Environment (ALE) and observe that it outperforms A2C on environments (like BeamRider) where assigning credit based on correlation is a poor prior.

We summarize our contributions as follows:

- We probe the practical limitations of the existing hindsight credit assignment algorithm and the challenges of learning credit on common deep RL environments.

- We propose several extensions to HCA to address these issues and allow for improved training in deep RL environments.

- We characterize the credit assignment abilities of the resulting algorithm and validate their effects on the ALE benchmark.

In the following sections, we first summarize other work on credit assignment in Section 2, then explore the limitations of HCA and improve them in Section 3. We validate our algorithms in Section 4 on the ALE benchmark and conclude with some discussion of future research directions for credit assignment in Section 5.

### 2. Related Work

While the concept of credit assignment in RL is not new, an increasing amount of attention has been paid to explicit credit assignment methods in recent years. While methods differ, the overall goal is to use additional information not normally used by the policy or value functions to compute more efficient policy updates. We will discuss some recent work on this topic here.

Counterfactual Credit Assignment (Mesnard et al., 2020) performs credit assignment implicitly by providing the value function baseline with an additional vector which contains hindsight information about future states but avoids giving away information about the action taken to reach those states. CCA achieves unbiasedness by enforcing an information-theoretical bottleneck on the hindsight vector. Zheng et al. (Zheng et al., 2021) propose a formulation of credit as a temporal weighting function of state, future state, and time horizon which is meta-learned. This approach uses meta-gradients to learn the credit function by differentiating through the policy gradient update. RUDDER (Arjona-Medina et al., 2019) performs value transport to redistribute reward to preceding states which were important for reaching the rewarding state. This approach preserves the total magnitude of policy updates through redistribution across time, rather than eliminating updates for spurious actions. Hung et al. (Hung et al., 2019) perform value transport by learning an attention model over past states, using it to redistribute reward similar to RUDDER. State Associative Learning (Raposo et al., 2021) also decomposes rewards into a sum over states by training a memory-augmented architecture with a carefully designed loss-function. Policy Gradients Incorporating the Future (Venuto et al., 2021) proposes a method that uses information from future states to improve policy gradients in the present, but does not try to solve the credit assignment problem directly.

Many recent online meta learning methods have conceptual similarity to credit assignment. Reward learning (Zheng et al., 2018) in particular has connections to value transport, as both involve a learned shaping of reward functions, but the quantities learned by meta-learning methods are open-ended, rather than a defined property of the environment with a specific formulation as in the case of explicit credit assignment. Xu et al. (Xu et al., 2018) proposed to learn hyperparameters for temporal credit assignment – a discount \( \gamma \) and bootstrapping parameter \( \lambda \).

### 3. Methods

Here, we describe the process and findings of our exploration of hindsight credit for deep RL. We begin with a review of RL notation and the credit formulation proposed in HCA (Harutyunyan et al., 2019), which we base our work on.
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on, before discussing the shortcomings of this approach and our modifications that lead to a practical credit assignment algorithm.

3.1. Background and Notation

Throughout this section we use capital letters for random variables, and lowercase letters for the values they take. A Markov Decision Process (MDP) (Puterman, 2014) is a tuple \((S, A, p, r, \gamma)\). Given a current state \(s \in S\), an agent acting in the MDP takes an action \(a \in A\) and transitions to a next state \(y \sim p(\cdot | s, a)\), receiving reward \(r(s, a)\) in the process. The agent starts at an initial state \(s_0\) and will act according to a policy \(\pi\), i.e. \(a \sim \pi(a|s)\), producing trajectories of states, actions, and rewards \(\tau = (S_t, A_t, R_t)\), while seeking to maximize the expected discounted return \(V^\pi(s_0) = \mathbb{E}_{\tau \mid s_0}[G_0] = \mathbb{E} \left[ \sum_{k \geq 0} \gamma^k R_k \right]\), where \(G_t\) is the discounted return starting from state \(s_t\).

While there exists a wide range of algorithms for deriving and improving a policy, in this work we are interested in policy gradient algorithms in particular, which improve a policy \(\pi_\theta\) with parameters \(\theta\) in the direction of the gradient of the value function \(V^\pi\) (Sutton et al., 1999):

\[
\nabla_\theta V^\pi(s_0) = E_{\tau \mid s_0} \left[ \sum_{t \geq 0} \gamma^t \nabla_\theta \log \pi_\theta(A_t|S_t) G_t \right] \tag{1}
\]

Practical algorithms such as REINFORCE (Williams, 1992) approximate \(G_t\) using a \(T\)-step truncated return \(G_t \approx \sum_{k=t}^{t+T-1} \gamma^{k-t} R_k + \gamma^T V(S_{t+T})\).

3.2. Hindsight Credit Assignment Preliminaries

HCA is a family of algorithms which modify the policy gradient update in Equation (1) through a credit function \(C(a|s_t, F_\tau(\tau))\) that employs hindsight information \(F_\tau(\tau)\), i.e. a concrete outcome from the trajectory \(\tau\) following state \(s_t\), to perform explicit credit assignment of obtained rewards to past actions.

While HCA proposes several possible quantities to use as \(F_\tau(\tau)\), their State HCA formulation, where \(F_\tau(\tau) = s_k\) with \(k > t\), is of particular interest as it allows for fine-grained credit assignment of each reward to each of the actions preceding it. In addition, State HCA is able to assign credit to actions not actually taken, and can update them counterfactually. In this case, (Harutyunyan et al., 2019) propose the following update

\[
\nabla_\theta V^{\pi_\theta}(s_0) = E_{\tau \mid s_0} \left[ \sum_{t \geq 0} \gamma^t \nabla_\theta \log \pi_\theta(a|S_t) G_{t,a}^C \right] = E_{\tau \mid s_0} \left[ \sum_{t \geq 0} \gamma^t \nabla_\theta \log \pi_\theta(a|S_t) \left( \pi_\theta(a|S_t)r(S_t, a) \right) + \sum_{k > t} \gamma^{k-t} C(a|S_t, S_k) R_k \right], \tag{2}
\]

where \(C(a|s_t, s_k) = h(a|s_t, s_k) \overset{\text{def}}{=} P(A_t = a|S_t = s_t, S_k = s_k)\). Intuitively \(h(a|s_t, s_k)\) quantifies the relevance of action \(a\) to the future state \(s_k\) and thus to achieving future reward \(R_k\). If \(a\) is not relevant to reaching \(s_k\) then \(h(a|s_t, s_k) = \pi(a|s_t)\) since there is no additional information in \(s_k\). If \(a\) is instrumental in reaching \(s_k\) then \(h(a|s_t, s_k) > \pi(a|s_t)\) and, vice versa, if \(a\) detracts from reaching \(s_k\), \(h(a|s_t, s_k) < \pi(a|s_t)\). We refer the reader to the reference paper (Harutyunyan et al., 2019) for additional intuition and formal analysis.

Practical implementation of Equation (2) uses a \(T\)-step truncated return with bootstrapping:

\[
G_{t,a}^C \approx \pi_\theta(a|S_t)\hat{r}(S_t, a) + \sum_{k=t+1}^{t+T-1} \gamma^{k-t} C(a|S_t, S_k) R_k + \gamma^T V(S_{t+T}), \tag{3}
\]

where \(\hat{r}\) is an additional model trained to estimate immediate rewards, \(V_0\) is an approximation of \(V^{\pi_\theta}\), and \(h_\theta(a|s_t, s_k)\) is a parametric model trained via cross-entropy to predict \(A_t\).

(Harutyunyan et al., 2019) prove that Equation (2) in the case where the credit function is perfectly accurate will be unbiased, and thus that the policy converges to the same optima as REINFORCE (Williams, 1992). They further demonstrate that this algorithm converges faster than REINFORCE in several illustrative small tabular MDPs where credit assignment is critical for fast convergence.

3.3. Deep Credit Assignment

While the above HCA formulation has been shown to work in simple tabular environments (Harutyunyan et al., 2019) and on a set of illustrative problems (Mesnard et al., 2020), its applicability to more complex MDPs in a deep RL framework remains unknown. Our objective in this section is to identify problems that arise when HCA is implemented using deep neural networks for function approximation (we refer to this version of the algorithm as Deep HCA) and to propose solutions to them.

For our experiments with Deep HCA, we used the Arcade Learning Environment (ALE) (Bellemare et al., 2012)
We implemented Deep HCA on top of a publicly available neural-network-based actor-critic baseline implementation (Kostrikov, 2018) available under MIT licence to allow for direct comparisons between A2C and credit assignment methods.

We use the AtariCNN architecture first proposed by DQN (Mnih et al., 2015) for the agent’s policy \( \pi_\theta(a|s) \), with an additional value head for \( V_\pi \). To estimate hindsight probabilities, we train a separate AtariCNN network \( h_\phi(a|s_t, s_k) \) which takes two concatenated states as input and predicts the action selected by the policy using softmax cross entropy.

In the original State HCA formulation in Equation (2) immediate reward is unconstrained by credit, which is suboptimal for deep RL problems with delayed rewards, as immediate rewards may be unrelated to the current action. Further, in considering how the design of the State HCA algorithm translates when neural networks are used, the immediate reward model \( \hat{r} \) in Equation (3) sticks out as an added source of complexity. Thus, we propose the following simplified update rule that credits immediate reward using the credit function, eliminating the need for an additional reward model:

\[
\nabla_\theta V_\pi(s_0) = E_{\tau|s_0} \left[ \sum_{t \geq 0} \gamma^t \sum_a \nabla_\theta \log \pi_\theta(a|s_t) \right]
\sum_{k \geq t} \gamma^{k-t} C(a|s_t, s_{k+1}) R_{k},
\]

where \( C(a|s_t, s_k) = h_\phi(a|s_t, s_k) \).

This update arises if we consider reward as a function of the next state, rather than of the current state-action pair, or if the hindsight distribution is explicitly conditioned on reward. We further elaborate on this in Appendix A.7.

### 3.3.2. Deep HCA Convergence Issues

In our initial testing, we found that a straightforward implementation of Deep HCA barely makes any progress on ALE benchmark tasks. We identify the following reasons for Deep HCA’s poor performance:

- Slow training of the hindsight distribution \( h_\phi(a|s_t, s_k) \) is a bottleneck for policy training.
- An imperfect and biased hindsight distribution \( h_\phi(a|s_t, s_k) \) could lead to the agent’s policy collapsing to a degenerate deterministic function in environments with negative rewards.
- The lack of advantage limits effective policy training due to high variance.

In the following sections we propose algorithmic modifications to speed up the training of the credit function and alleviate policy collapse while incorporating advantage to the State HCA formulation.

### 3.3.3. Credit Approximation Using a Policy Prior

From Equation 4 it follows that learning progress starts with the hindsight distribution \( h_\phi(a|s_t, s_k) \). Before this classifier learns meaningful credit relationships no rewards are credited to any of the agent’s actions, or worse rewards are credited wrongly. Because of this, \( h_\phi \) needs to be able to rapidly adapt to novel states encountered by the agent, and to quickly credit rare significant outcomes. However, \( h_\phi \) can’t be trained too aggressively because overfitting leads to heavily biased updates. Thus, policy training is bottlenecked by \( h_\phi \).

However, we notice that the hindsight distribution could be rewritten using Bayes’ rule to explicitly use the agent’s policy as a prior, i.e. \( P(A_t = a|S_t = s_t, S_k = s_k) \propto P(S_k = s_k|S_t = s_t, A_t = a_t)\pi(a|s_t) \). We propose to model \( h_\phi \) by explicitly taking this prior into account as \( h_\phi(a|s_t, s_k) \propto \exp(g_\phi(a, s_t, s_k))\pi_\theta(a|s_t) \), which results in the following equation:

\[
\nabla_\theta V_\pi(s_0) = \frac{\exp(g_\phi(a, s_t, s_k) + \log \pi_\theta(a|s_t))}{\sum_{a' \in A} \exp(g_\phi(a', s_t, s_k) + \log \pi_\theta(a'|s_t))},
\]

where \( g_\phi(a, s_t, s_k) \) is a learned credit residual on the policy logits.

This parametrization serves several purposes. First, it speeds up training, as the credit residual only needs to change when \( s_k \) provides information that \( s_t \) doesn’t. Secondly, it allows \( h_\phi \) to rapidly take changes in the agent’s policy into account without the needing to re-learn the prior from data. Finally, it biases \( h_\phi \) to be close to the agent’s policy at the time of initialization and effectively avoids spurious crediting of rewards for \( (a, s_t, s_k) \) tuples until \( g_\phi \) learns a useful residual for them.

In Figure 1 we demonstrate that when trained in parallel on trajectories from an A2C agent on BeamRider, the explicit
While testing the performance of Deep HCA, we discovered when negative returns are transient this property can be avoided if negative returns are transient. The resulting no additional bias while speeding up policy training and introducing shaping doesn’t change the optimal policy and introduces no additional bias while speeding up policy training and preventing the negative return collapse issue. The resulting alternative to the update rule in Equation (4) is:

\[
\nabla \theta V_{\pi \theta}(s_0) = E_{\tau|s_0} \left[ \sum_{t \geq 0} \gamma^t \sum_{a} \nabla \theta \log \pi_\theta(a|S_t) \right. \\
\left. \sum_{k \geq t} \gamma^{k-t} C(a|S_t, S_{k+1}) \omega_k \right],
\]

(6)

where \( T \)-step truncated return approximation takes the simple form

\[
G^C_{t,a} \approx \sum_{k=t}^{t+T-1} \gamma^{k-t} C(a|S_t, S_{k+1}) \omega_k.
\]

Compared to Equation (3) there is no need for a trailing value function, as the expectation of the augmented rewards is zero. Note that the \( V_{\lambda} \) used as a potential function still approximates the discounted sum of original rewards \( R_k \).

It is worth noting that in addition to mitigating the policy collapse problem, these augmented rewards \( \omega_k \) are simply 1-step bootstrapped advantages. Using this algorithm combines advantages with the State HCA formalism and gains benefits such as improved training stability. We combine this modification with our policy prior, and call the resulting algorithm “HCA-Value” (and “Deep HCA-Value” respectively). We show its improved performance and training stability in Figure 2.

An interesting consequence of this formulation is that A2C is a special case of Equation (6), where the credit term is \( C(a|s_t, s_{k+1}) = [A_t = a] \) (\([\cdot]\) is the Iverson bracket and \( A_t \) is a sampled action). That is, A2C simply credits the sampled actions and nothing else– The truncated return in Equation (7) becomes a telescoping sum of 1-step bootstrapped advantages \( \omega_k \), which sums to a \( T \)-step advantage \( \sum_{k=t}^{t+T-1} \gamma^{k-t} R_k + \gamma^T V_{\theta}(S_{t+T}) - V_{\theta}(S_t) \) for the selected action and to zero otherwise.

This means Deep HCA-Value is a generalization of A2C where the credit term is learned rather than fixed, allowing for more expressive power at the cost of needing to learn the credit distribution \( h_\phi(s_t, s_k) \).

3.3.4. Combining Credit and Advantage Via Bootstrapping

While testing the performance of Deep HCA, we discovered that State HCA suffers from policy collapse to a degenerate policy when returns can be negative (See training curves for Pong in Figure 2).

To illustrate this issue, let’s consider the example of a scenario where the hindsight classifier is independent of future state, i.e. \( h_\phi(a|s_t, s_k) = h_\phi(a|s_t) \), and doesn’t change for a while. This could happen at the start of training or when encountering novel states. From Equation 4, the update for state \( s_t \) in this case would be \( (\sum_{k \geq t} \gamma^{k-t} r_k) \sum_a h(a|s_t) \nabla \theta \log \pi_\theta(a|s_t) = -G_t \nabla \theta H(h_\phi, \pi_\theta) \), where \( G_t \) is total return and \( H(h_\phi, \pi_\theta) \) is the cross-entropy of the distribution \( \pi_\theta \) relative to \( h_\phi \). If \( G_t \) is positive, this update minimizes cross-entropy, bringing \( \pi_\theta \) closer to \( h_\phi \). However, maximizing cross-entropy when \( G_t \) is negative moves all the probability mass to \( \text{arg min}_a h_\phi(a|s_t) \). We provide additional details on this phenomenon in Appendix A.6.

This property can be avoided if negative returns are transient throughout training for a given trajectory, as is the case for actor-critic algorithms. To achieve that in Deep HCA, we use a form of Potential Based Reward Shaping (Ng et al., 1999) with \( V_{\theta} \) as a potential function, i.e. we substitute the original environment rewards \( R_k \) with augmented rewards \( \omega_k = \gamma V_{\theta}(S_{k+1}) + R_k - V_{\theta}(S_k) \). This form of reward shaping doesn’t change the optimal policy and introduces no additional bias while speeding up policy training and preventing the negative return collapse issue.
In some environments clipping can stabilize training (see Breakout in Figure 2) and lead to significant performance gains (see NameThisGame and other examples in Appendix A.2), but it can be detrimental to performance when Deep HCA-Value already performs well. Finding a good value for $\lambda$ is thankfully intuitive – increase it until performance starts to deteriorate. Empirically, we found that $\lambda = 3$ worked well on all the games we tested.

As we mentioned in Section 3.3.4 Deep HCA-Value generalizes A2C so giving too much credit to selected action cannot cause convergence issues– Deep HCA-Value performs the same update as A2C in such cases. This means that performance gains from clipping hindsight can only come from limiting the effects of counterfactual updates.

We call this variant of Deep HCA-Value using clipped $h_\phi(a|s_t, s_k)$ “Deep HCA-Value-Clip”.

4. Experiments

In this section, we explore the credit assignment abilities of Deep HCA-Value and validate their effects on the ALE.

We elected to test a broad swathe of 32 ALE games including those which are unlikely to benefit much from better credit assignment. We plot the performance of Deep HCA-Value on a selection of informative games in Figure 2 which we believe reflect the range of typical behaviors, with full training curves for all 32 in Appendix A.2.

For each configuration we train 3 replicates for 50 million environmental steps (200M frames). All deep RL experiments were run on a common code base, hyperparameters shared between methods were tuned on A2C and kept the same for all methods, with hyperparameters specific to Deep HCA tuned via parameter sweeps on multiple ALE games. Our large-scale experiments were run on a cluster composed of 32 NVidia A100 GPUs over the course of about 2 weeks.

From the results in Figure 2 and Appendix A.2, we can see that Deep HCA-Value (with or without clipping) had better final performance than A2C on 10 environments, some (such as Carnival, Seaquest, NameThisGame, etc.) by large margins. In 8 games (Pong, Kangaroo, Amidar, etc.) Deep HCA-Value performed comparably to A2C. On a further 12 games Deep HCA-Value underperformed A2C, in some cases (such as DemonAttack) substantially. In 2 games (Asteroids and Atlantis) we did not observe Deep HCA-Value to improve its policy above random.

To understand these results, we explore what the credit classifier learned in environments where Deep HCA-Value overperforms or underperforms in Section 4.1. We further discuss the games that Deep HCA-Value performs well or poorly on and why in Appendix A.8.

![Figure 2: Training curves for our modifications to Deep HCA alongside reference algorithms. The shading shows min and max across 3 runs. Deep HCA-Value trains faster than A2C on BeamRider, Carnival, BeamRider and StarGunner but slower on DemonAttack and collapses on Breakout. Deep HCA-Value-Clip avoids collapse on Breakout.](image-url)
We hypothesize that these severe mispredictions are caused by the classifier overfitting given limited and correlated data. An important observation is that an extreme case of Deep HCA-Value that is prevented by clipping. Out at the start of the training, which leads to policy collapse for unclipped Deep HCA-Value. In the two underperforming games, DemonAttack and Breakout, the credit horizon grows during training, while in Breakout and DemonAttack severe mispredictions (indicated by vertical stripes of high NLL) hamper policy improvement. We notice a pattern of wide vertical lines where the hindsight classifier badly mispredicts sampled actions as a function of time horizon $\Delta$. The credit classifier predicts actions better given near-future states, and is close to the policy given far-future ones. In Breakout the credit horizon grows during training, while in Breakout and DemonAttack severe mispredictions (indicated by vertical stripes of high NLL) hamper policy improvement.

are close to the future state with a steep decline to almost random guessing after a certain horizon. This is unsurprising as in ALE the future is highly dependent on the nearest past actions with long term consequences are rare.

In Breakout, we notice a pattern of wide vertical lines where the hindsight classifier badly mis predicts sampled actions across all time horizons, causing wrong but confident counterfactual updates. This issue is particularly severe in Breakout at the start of the training, which leads to policy collapse for unclipped Deep HCA-Value that is prevented by clipping. We hypothesize that these severe mispredictions are caused by the classifier overfitting given limited and correlated data from the agent’s rollouts on these games.

4.1.1. CREDIT VERSUS N-STEP TRUNCATION

Based on Figure 3, the hindsight classifier $h_{\phi}(a|s_t,s_{t+\Delta})$ appears to mostly do two things: encourage sampled actions that are close to the rewarding state and give no credit to actions further away. Discouraging selected actions (and thus encouraging counterfactual actions) is relatively rare.

An important observation is that an extreme case of Deep HCA-Value is to encourage selected actions within some fixed time horizon $N$ with full weight, while giving no credit to actions outside that time horizon. Interestingly, this case is equivalent to A2C with N-step truncated advantages.

More formally, if we define the credit function as

$$C(a|s_k) = \begin{cases} A_k & \text{if } k - t \leq N \\ \pi_\theta(a|s_t) & \text{otherwise} \end{cases}$$

where $\pi_\theta(a|s_t)$ is the policy given state $s_t$. Deep HCA-Value outperforms all values of $N$ on BeamRider, and matches $N=5$ on StarGunner.

HCA-Value is to encourage selected actions within some fixed time horizon $N$ with full weight, while giving no credit to actions outside that time horizon. Interestingly, this case is equivalent to A2C with N-step truncated advantages.

In Figure 4 we observe that Deep HCA-Value outperforms all values of $N$ on BeamRider, suggesting that its advantages on this game stem from more sophisticated credit assignment—either from counterfactuals or from learning to vary the effective rollout length dynamically. However on StarGunner Deep HCA-Value’s result is matched by the $N = 5$ configuration, confirming our intuition from Figure 3 that the credit classifier struggles to learn meaningful credits past a fixed time horizon for this game. We present comparisons on additional games in Appendix A.3.

4.1.2. QUALITATIVE CREDIT EXAMPLES

In order to further confirm that Deep HCA-Value learns meaningful credits we took a closer look at the predictions of the credit classifier on BeamRider. In Figure 5 we present predictions for $\pi_\theta(a|s_{t-\Delta})$ and $h_{\phi}(a|s_{t-\Delta},s_t)$ for rewarding state $s_t$ (hit) and 4 states $s_{t-\Delta}$ in the past for $\Delta = 22, 20, 5, 3$ presented in this order from left to right.
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Figure 5: Example hindsight predictions on a sequence of frames leading up to a rewarding state in BeamRider.

In state $s_{t-22}$ the agent decides to FIRE while the credit classifier counterfactually encourages standing still (NOOP and UP) and discourages any movement that decreases the odds of reaching $s_t$. Over the next 9 steps (not shown) the agent performed sporadic actions but returned to the same lane, which means that the Deep HCA-Value update in this case will shorten the path to the rewarding state $s_t$.

In state $s_{t-20}$ the agent is changing lanes, which takes several timesteps during which all actions are effectively NOOP. $h_{\phi}$ correctly gives no credit to any of the actions.

In state $s_{t-5}$ the agent is standing in the leftmost lane, and decides to LEFTFIRE. $h_{\phi}$ gives credit for the resulting hit to LEFTFIRE and to the equally good FIRE. It also discourages moving away from the target or doing nothing.

In state $s_{t-3}$ the classifier encourages every action that does not move. Though these actions do not cause reward, they increase the odds of reaching $s_t$ and so they’re given credit. This is an undesirable crediting, but $h_{\phi}$ has no way of learning which features of the state are relevant to the task and which are not. In this case the exploding target is a relevant feature, while the spaceship’s position is not.

4.1.3. Behavioral Differences

We looked at the learned behaviour of A2C and Deep HCA-Value on the game of Carnival to further explore their behavior. We observed in Figure 2 that Deep HCA-Value outperforms A2C on this game, which motivates understanding.

Carnival is a shooting gallery. There are many small low-rewarding targets, and it is easy to hit them by shooting randomly. In addition, there is a highly-rewarding windmill which is almost entirely hidden by an orange block and therefore requires precise aim to hit. When there are no other targets on the screen, destroying the windmill ends the episode and the agent receives a bonus reward for the number of unused bullets. Example frames are in Figure 6.

As popularized by DQN (Mnih et al., 2015), we train with reward clipping, so both frequent low-rewarding hits on the small targets and rare high-rewarding hits on the windmill result in $+1$ reward. As a result, a hit on the windmill has a very small impact on the return, whereas it is easy to obtain distractor rewards. Thus, to learn to reliably hit the windmill an agent must perform efficient credit assignment.

As shown in the top row of Figure 6, A2C doesn’t learn to hit the windmill, and spends all its bullets hitting small low-rewarding targets, while Deep HCA-Value speeds up reinforcement of the precision shots needed to hit the windmill, as seen in Figure 2.

We observed similar results for Seaquest and NameThisGame where Deep HCA-Value outperforms A2C by a large margin by identifying much more nuanced behavior.

5. Discussion and Conclusions

Finally, we conclude with discussion. Our goal in this work was to explore the benefits, behaviors, and limitations of the HCA credit assignment framework on a relatively complex deep RL benchmark. Starting from the fundamentals of HCA, we developed Deep HCA in several variants, which improved performance on some Atari games. We also investigated what the credit classifier actually learns, and in the process discovered a number of interesting directions for further improving and understanding credit assignment.

The most direct of these is improving on the limitations of credit classifier training. While the Deep HCA-Value formulation can learn non-trivial credit assignment, performance on many games is limited by its stability and learning speed. We also lack a complete understanding as to what aspects of an environment influence the benefits of credit assignment.

In the future, we hope to answer these questions, and further hope that this work can inspire and inform other research into practical credit assignment algorithms for deep reinforcement learning.
References

Arjona-Medina, J. A., Gillhofer, M., Widrich, M., Unterthiner, T., Brandstetter, J., and Hochreiter, S. Rudder: Return decomposition for delayed rewards. In Wallach, H., Larochelle, H., Beygelzimer, A., d’Alché-Buc, F., Fox, E., and Garnett, R. (eds.), *Advances in Neural Information Processing Systems*, volume 32. Curran Associates, Inc., 2019. URL https://proceedings.neurips.cc/paper/2019/file/16105fb9cc614fc29e1bda00dab60d41-Paper.pdf.

Bellemare, M. G., Naddaf, Y., Veness, J., and Bowling, M. The arcade learning environment: An evaluation platform for general agents. *Journal of Artificial Intelligence Research*, Vol. 47:253–279, 2012. doi: 10.1613/jair.3912. URL http://arxiv.org/abs/1207.4708. cite arxiv:1207.4708.

Brockman, G., Cheung, V., Pettersson, L., Schneider, J., Schulman, J., Tang, J., and Zaremba, W. Openai gym, 2016. URL http://arxiv.org/abs/1606.01540. cite arxiv:1606.01540.

Harutyunyan, A., Dabney, W., Mesnard, T., Azar, M. G., Piot, B., Heess, N., van Hasselt, H., Wayne, G., Singh, S., Precup, D., and Munos, R. Hindsight credit assignment. In Wallach, H. M., Larochelle, H., Beygelzimer, A., d’Alché Buc, F., Fox, E. B., and Garnett, R. (eds.), *NeurIPS*, pp. 12467–12476, 2019. URL http://dblp.uni-trier.de/db/conf/nips/nips2019.html#HarutyunyanDMAP19.

Hung, C.-C., Lillicrap, T., Abramson, J., Wu, Y., Mirza, M., Carnevale, F., Ahuja, A., and Wayne, G. Optimizing agent behavior over long time scales by transporting value. *Nature communications*, 10(1):1–12, 2019.

Kostrikov, I. Pytorch implementations of reinforcement learning algorithms. https://github.com/ikostrikov/pytorch-a2c-ppo-acktr-gail, 2018.

Lazic, N., Boutilier, C., Lu, T., Wong, E., Roy, B., Ryu, M., and Imwalle, G. Data center cooling using model-predictive control. In Bengio, S., Wallach, H., Larochelle, H., Grauman, K., Cesa-Bianchi, N., and Garnett, R. (eds.), *Advances in Neural Information Processing Systems*, volume 31. Curran Associates, Inc., 2018. URL https://proceedings.neurips.cc/paper/2018/file/059fddc96baeb75112f09f1dccc740cc-Paper.pdf.

Mesnard, T., Weber, T., Viola, F., Thakoor, S., Saade, A., Harutyunyan, A., Dabney, W., Stepleton, T., Heess, M., Guez, A., Hutter, M., Buesing, L., and Munos, R. Counterfactual credit assignment in model-free reinforcement learning. *CoRR*, abs/2011.09464, 2020. URL http://dblp.uni-trier.de/db/journals/corr/corr2011.html#abs-2011-09464.

Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., Veness, J., Bellemare, M. G., Graves, A., Riedmiller, M., Fidjeland, A. K., Ostrovski, G., et al. Human-level control through deep reinforcement learning. *nature*, 518(7540):529–533, 2015.

Mnih, V., Badia, A. P., Mirza, M., Graves, A., Lillicrap, T., Harley, T., Silver, D., and Kavukcuoglu, K. Asynchronous methods for deep reinforcement learning. In *International conference on machine learning*, pp. 1928–1937. PMLR, 2016.

Ng, A. Y., Harada, D., and Russell, S. Policy invariance under reward transformations: Theory and application to reward shaping. In *Icml*, volume 99, pp. 278–287, 1999.

OpenAI, Andrychowicz, M., Baker, B., Chociej, M., Józefowicz, R., McGrew, B., Pachocki, J., Petron, A., Plappert, M., Powell, G., Ray, A., Schneider, J., Sidor, S., Tobin, J., Welinder, P., Weng, L., and Zaremba, W. Learning dexterous in-hand manipulation. *CoRR*, 2018. URL http://arxiv.org/abs/1808.00177.

Puterman, M. L. *Markov decision processes: discrete stochastic dynamic programming*. John Wiley & Sons, 2014.

Raposo, D., Ritter, S., Santoro, A., Wayne, G., Weber, T., Botvinick, M., van Hasselt, H., and Song, F. Synthetic returns for long-term credit assignment, 2021.

Silver, D., Huang, A., Maddison, C. J., Guez, A., Sifre, L., van den Driessche, G., Schrittwieser, J., Antonoglou, I., Panneershelvam, V., Lanctot, M., Dieleman, S., Grewe, D., Nham, J., Kalchbrenner, N., Sutskever, I., Lillicrap, T., Leach, M., Kavukcuoglu, K., Graepel, T., and Hassabis, D. Mastering the game of go with deep neural networks and tree search. *Nature*, 529:484–503, 2016. URL http://www.nature.com/nature/journal/v529/n7587/full/nature16961.html.

Sutton, R. S. and Barto, A. G. *Reinforcement Learning: An Introduction*. The MIT Press, second edition, 2018. URL http://incompleteideas.net/book/the-book-2nd.html.

Sutton, R. S., McAllester, D. A., Singh, S. P., Mansour, Y., et al. Policy gradient methods for reinforcement learning with function approximation. In *NIPS*, volume 99, pp. 1057–1063. Citeseer, 1999.
Venuto, D., Lau, E., Precup, D., and Nachum, O. Policy gradients incorporating the future. *arXiv preprint arXiv:2108.02096*, 2021.

Williams, R. J. Simple statistical gradient-following algorithms for connectionist reinforcement learning. *Machine learning*, 8(3-4):229–256, 1992.

Xu, Z., van Hasselt, H. P., and Silver, D. Meta-gradient reinforcement learning. In Bengio, S., Wallach, H., Larochelle, H., Grauman, K., Cesa-Bianchi, N., and Garnett, R. (eds.), *Advances in Neural Information Processing Systems*, volume 31. Curran Associates, Inc., 2018. URL https://proceedings.neurips.cc/paper/2018/file/2715518c875999308842e3455eda2fe3-Paper.pdf.

Zheng, Z., Oh, J., and Singh, S. On learning intrinsic rewards for policy gradient methods. In Bengio, S., Wallach, H., Larochelle, H., Grauman, K., Cesa-Bianchi, N., and Garnett, R. (eds.), *Advances in Neural Information Processing Systems*, volume 31. Curran Associates, Inc., 2018. URL https://proceedings.neurips.cc/paper/2018/file/51de85ddd068f0bc787691d356176df9-Paper.pdf.

Zheng, Z., Vuorio, R., Lewis, R. L., and Singh, S. Pairwise weights for temporal credit assignment. *CoRR*, abs/2102.04999, 2021. URL https://arxiv.org/abs/2102.04999.
Towards Practical Credit Assignment for Deep Reinforcement Learning

Figure 7: Tabular validation of our HCA extensions on FrozenLake (left) and FrozenLake with negative rewards (right). HCA-Prior improves over normal State HCA, and HCA-Value improves over HCA-Prior. Like in the ALE, HCA-Prior converges to a local maxima when negative rewards are present.

A. Appendix

A.1. Tabular Experiments

In addition to our ALE experiments, we also implemented tabular versions of State HCA and A2C to validate our modifications in a well-understood setting. As we are primarily concerned with the tabular validity of our modifications in this section, we used the FrozenLake benchmark (Brockman et al., 2016) as a representative tabular task which is not specifically designed to benefit from credit assignment (though credit does affect performance), but which allows us to see whether our modifications improve or worsen performance in a “typical” environment without the challenges of neural network function approximation.

The results of this validation are shown in Figure 7. We evaluated tabular versions of HCA, HCA-Prior, and HCA-Value, running each method with 100 random training seeds and plotting the mean and min/max of all runs. We observe that the policy prior improves over normal HCA, which is stable in this environment. This suggests that the policy prior is applicable to many types of MDPs, rather than being Atari specific. Similar to the results seen for Atari in Figure 2, HCA-Value improves upon HCA-Prior in turn.

To validate our finding that HCA without a value baseline is vulnerable to premature convergence if returns can be negative, we also tested our tabular HCA variants in a modified version of FrozenLake, where we apply a -1 reward penalty when the agent falls in the “holes” in the ice. In this case, the optimal policy is the same, but as we see in Figure 7 HCA-Prior converges to a return of 0 (avoids holes, but does not cross the ice), while HCA-Value’s performance is not reduced compared to the original task.

A.2. Full Atari Results

In Figure 8 we present the full training curves for each game we tested in the ALE. We plot the mean of three training runs for each method, and apply a rolling average of window size 100 for smoothing. The min and max among the three replicates are shown by the shaded region.

A.3. Additional N-Step Truncation Comparisons

In Figure 9 we show the five games where we compared Deep HCA-Value to our N-step truncated A2C variant. In the four games where Deep HCA-Value performs well (BeamRider, Carnival, NameThisGame, and StarGunner) we note that none of the variants exceeds its performance, although in StarGunner N=5 matches it. On DemonAttack, where Deep HCA-Value underperforms A2C, the truncations not only outperform Deep HCA-Value but also outperform A2C, suggesting that while learning to truncate returns is useful on this game the overfitting issues noted in Section 4.1 prevent Deep HCA-Value from
Figure 8: Performance plots on all games for Deep HCA-Value, Deep HCA-Value Clip, and A2C.
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Figure 9: Performance plots on additional games for N-step truncation variants of A2C versus Deep HCA-Value.

Figure 10: Performance plots of ablations to Deep HCA-Value, showing the performance of Deep HCA, Deep HCA-Prior, and various combinations on a selection of games. With the exception of Breakout (discussed further in Section 4) Deep HCA-Value is more stable and performant than other variants.

matching the performance of the truncated variants.

A.4. Additional Deep HCA-Value Ablations

In this section, we evaluate several ablations of Deep HCA-Value. We ran Deep HCA (without our extensions), Deep HCA-Prior (with only the policy prior), Deep HCA-Prior Features (with policy logits passed as features to the hindsight classifier rather than using them as explicit prior), Deep HCA-Value with no prior (but still using bootstrapped advantages), and Deep HCA-Value using policy logits as features. The results are shown in Figure 10. Other than on Breakout, Deep HCA-Value (the version described throughout this paper) performed best among the methods, though Deep HCA-Value with the policy features prior performed comparably on BeamRider.

Breakout is an interesting case because unmodified Deep HCA appears to train stably, while its extensions do not, unlike the other games tested. We hypothesize that this is because without a prior or advantages both the credit classifier and policy train slowly, which may avoid credit-induced policy collapse on this game as discussed in Section 4.1. Also of interest is that Deep HCA-Value without any policy prior starts out competitive with the prior+advantage methods on BeamRider and Pong, but performance collapses early in training, likely due to the moving target issues described in Section 3.3.3.
Table 1: Hyperparameters used for training A2C and Deep HCA-Value.

| Shared Hyperparams | Value | Description |
|--------------------|-------|-------------|
| lr                 | 0.0007| Learning rate for the agent (policy and value) |
| alpha              | 0.99  | \(\alpha\) for the RMSProp optimizer |
| num-steps          | 32    | Number of timesteps to roll out before bootstrapping |
| num-processes      | 8     | Number of parallel threads/environments rolling out |
| gamma              | 0.99  | Time decay discount factor \(\gamma\) for rewards |
| entropy-coef       | 0.01  | Policy entropy bonus for policy training |
| value-loss-coef    | 0.5   | LR multiplier for value updates |
| max-grad-norm      | 0.5   | Max gradient norm for parameter gradients allowed |
| num-env-steps      | 50,000,000 | Number of environment steps to train for |

| Deep HCA Variants | Value | Description |
|-------------------|-------|-------------|
| teacher-num-layers| 3     | Number of FC layers on top of AtariCNN for credit classifier |
| teacher-lr        | 0.0005| Learning rate for the credit classifier trained with Adam |
| teacher-num-batches| 8     | Number of batches to train credit per policy update |
| teacher-batch-size| 528   | Batch size for training the credit classifier |

| Deep HCA HCA-Value Clip Only | Value | Description |
|-------------------------------|-------|-------------|
| clip-hindsight                | true  | Clip hindsight probabilities as discussed in Section A.6 |
| max-ratio                     | 3     | \(\lambda\) as discussed in Section A.6 |

A.5. Additional Experimental Details

In this section, we further elaborate on the experimental details we used to produce our results. Our code was implemented on top of a publicly-available A2C implementation (Kostrikov, 2018), and all non-algorithm-specific hyperparameters and implementation details were shared across algorithms. The hyperparameters we used to train are shown in Table 1. We use a policy and value function which share hidden layers of AtariCNN (Mnih et al., 2015) network, consistent with prior work and our baseline implementation. For the credit classifier we use a separate network that takes two concatenated observations as input and otherwise is identical to AtariCNN architecture with two additional linear layers on top. The AtariCNN architecture consists of 3 convolutional layers and 1 fully-connected layer, with 32, 64, 32, and 512 channels/output units respectively, kernel sizes of 8, 4, and 3 for the 3 convolutional layers, which have strides of 4, 2, and 1. We used ReLU nonlinearities throughout. Each output head (policy, value or credit) is implemented as an additional fully-connected layer to output the desired quantity (action logits, value estimate or credit residuals respectively). We use the RMSProp optimizer to train the agent and Adam to train the credit classifier.

A.6. Negative Return Divergence

In this section we provide additional experiments demonstrating the susceptibility of HCA methods to divergence in the presence of negative returns and describe extra measures to alleviate this issue.

In order to demonstrate that the policy collapse issue described in Section 3.3.4 is not unique to Pong, we test Deep HCA on a modified version of Breakout where we add a penalty of \(-5\) for dropping the ball.

In Figure 11 we observe that both Deep HCA and Deep HCA with policy prior (Deep HCA-Prior) suffer from policy collapse at the start of training, and make no progress on the task. We do observe that Deep HCA-Prior’s entropy collapse is less severe, which reinforces the point that this issue is related to hindsight classifier training speed – a hindsight classifier with an explicit prior parametrization trains faster and thus mitigates policy collapse to some extent.

A.7. Unified Crediting of Rewards

In this section, we will justify the update rule defined in Equation (4), specifically under which assumptions we can simplify Equation (2) by unifying how credit is assigned to rewards.

**Theorem A.1.** Assume a MDP \((S, A, p, r, \gamma)\) where for any action \(a\), state \(s_t\) and next state \(s_{t+1} \sim p(\cdot|s_t, a)\) reward is a function of next state \(r = r(s_{t+1})\). For any two states \(s_t\) and \(s_k\) such that \(k > t\) and any action \(a\) let \(h(a|s_t, s_k)\) be
Towards Practical Credit Assignment for Deep Reinforcement Learning

Figure 11: Training curves for Deep HCA variants without advantage alongside REINFORCE on Breakout with a reward penalty of $-5$ applied for dropping the ball. The shaded regions show min and max across 3 runs. Returns shown are computed using the original environment reward, which cannot be negative. Note that entropy is plotted on a log scale. Deep HCA without advantage suffers from policy collapse, preventing any progress on the task.

conditional probability $P(A_t = a| S_t = s_t, S_k = s_k)$ over trajectories sampled from policy $\pi_{\theta}$. Then the gradient of the value function at some state $s_{0}$ is:

$$\nabla_{\theta} V^{\pi_{\theta}}(s_{0}) = E_{\tau|s_{0}} \left[ \sum_{t \geq 0} \gamma^{t} \sum_{a} \nabla_{\theta} \log \pi_{\theta}(a|S_{t}) \sum_{k \geq t} \gamma^{k-t} h(a|S_{t}, S_{k+1})R_{k} \right]$$

Proof. From the Policy Gradient theorem (Sutton et al., 1999) we have

$$\nabla_{\theta} V^{\pi_{\theta}}(s_{0}) = E_{\tau|s_{0}} \left[ \sum_{t \geq 0} \gamma^{t} \sum_{a} \nabla_{\theta} \pi_{\theta}(a|S_{t}) Q(S_{t}, a) \right],$$

where $Q(s_{t}, a) \overset{\text{def}}{=} E_{\tau|s_{t}, a}[G_{t}] = E_{\tau|s_{t}, a} \left[ \sum_{k \geq t} \gamma^{k-t} R_{k} \right]$. Let's express the Q-function in terms of probability $h(a|s_{t}, s_{k})$:

$$Q(s_{t}, a) \overset{\text{def}}{=} \sum_{k \geq t} \sum_{s \in X} \gamma^{k-t} P(S_{k+1} = s|A_{t} = a, S_{t} = s_{t}) r(s)$$

$$\overset{(a)}{=} \sum_{k \geq t} \sum_{s \in X} \gamma^{k-t} P(A_{t} = a|S_{k+1} = s, S_{t} = s_{t}) P(S_{k+1} = s|S_{t} = s_{t}) r(s)$$

$$\overset{(b)}{=} \sum_{k \geq t} \sum_{s \in X} \gamma^{k-t} P(S_{k+1} = s|S_{t} = s_{t}) h(a|s_{t}, s) \frac{r(s)}{\pi_{\theta}(a|s_{t})}$$

$$= E_{\tau|s_{t}} \left[ \sum_{k \geq t} \gamma^{k-t} h(a|S_{t}, S_{k+1}) \frac{r(s)}{\pi_{\theta}(a|S_{t})} R_{k} \right],$$

where (a) follows from the definition of $Q(s_{t}, a)$ and the assumption $r = r(s_{t+1})$ and (b) follows from Bayes’ rule.
We can then plug the expression above into the Policy Gradient theorem and obtain:

\[
\nabla_\theta V^{\pi_\theta}(s_0) = \mathbb{E}_{\tau|s_0} \left[ \sum_{t \geq 0} \gamma^t \sum_a \nabla_\theta \pi_\theta(a|s_t) \mathbb{E}_{\tau|s_t} \left[ \sum_{k \geq t} \gamma^{k-t} h(a|s_t, S_{k+1}) R_k \right] \right],
\]

where the last equality comes from applying iterated expectations.

The assumption \( r = r(s_{t+1}) \) holds in Atari games where obtained reward is visualized for the player (via special animation or a score visible on screen), and thus each reward has a corresponding state. This assumption also holds for many other applications of interest, such as robotics, where specifying a rewarding goal state is common.

In the most general case when reward is a function of transition tuple (state, action, next state), we can obtain a similar expression for policy gradient by conditioning hindsight probability on the whole transition, which effectively reduces to conditioning on reward.

**Theorem A.2.** Assume an MDP \((S, A, p, r, \gamma)\) where for any action \(a\), state \(s_t\) and next state \(s_{t+1} \sim p(\cdot|s_t, a)\) reward is a function of transition \(r = r(s_t, a, s_{t+1})\). For any two states \(s_t\) and \(s_k\) such that \(k \geq t\) and any action \(a\) let \(h(a|s_t, s_k, a_k, s_{k+1})\) be the conditional probability \(P(A_t = a|s_t = s_t, S_k = s_k, A_k = a_k, S_{k+1} = s_{k+1})\) over trajectories sampled from policy \(\pi_\theta\). Then the gradient of the value function at some state \(s_0\) is:

\[
\nabla_\theta V^{\pi_\theta}(s_0) = \mathbb{E}_{\tau|s_0} \left[ \sum_{t \geq 0} \gamma^t \sum_a \nabla_\theta \log \pi_\theta(a|s_t) \sum_{k \geq t} \gamma^{k-t} h(a|s_t, S_k, A_k, S_{k+1}) R_k \right],
\]

**Proof.** Analogously to Theorem A.1 we start by expressing the Q-function in terms of the hindsight probability \(h\) using the definition of a Q-function and applying Bayes’ rule:

\[
Q(s_t, a_t) = \sum_{k \geq t} \sum_{s \in X} \sum_{a \in A} \sum_{s' \in X} \gamma^{k-t} P(S_k = s, A_k = a, S_{k+1} = s'|A_t = a_t, S_t = s_t)r(s, a, s')
\]

\[
= \sum_{k \geq t} \sum_{s \in X} \sum_{a \in A} \sum_{s' \in X} \gamma^{k-t} P(S_k = s, A_k = a, S_{k+1} = s'|s_t = s_t) \frac{h(a_t|s_t, s, a, s')}{\pi_\theta(a_t|s_t)} r(s, a, s')
\]

\[
= \mathbb{E}_{\tau|s_t} \left[ \sum_{k \geq t} \gamma^{k-t} \frac{h(a_t|s_t, S_k, A_k, S_{k+1})}{\pi_\theta(a_t|s_t)} R_k \right].
\]

We then plug the obtained expression for the Q-function into the Policy Gradient theorem and complete the proof analogously to Theorem A.1.

Theorem A.2 provides a unified way to credit every reward using hindsight probability without the need for special treatment of immediate rewards. This motivates a simplified practical implementation of hindsight-style credit without a learned immediate reward model.
A.8. What types of games does Deep HCA-Value perform well on?

Let’s look at the games where Deep HCA-Value outperformed A2C (See Figure 8). Qualitatively, these games share a number of common elements– They are mostly (BeamRider, StarGunner, Carnival, SeaQuest, etc) “shooting gallery” type games where the agent must move and shoot at multiple targets, with delayed rewards due to the travel time of the agent’s bullets. Some games where Deep HCA-Value moderately outperforms, such as Frostbite and RoadRunner, aren’t shooting galleries but do require balancing short term rewards (jumping to a new platform in Frostbite) and long term rewards (Surviving to return to shore to make additional excursions) and thus have overlapping credit intervals. Curiously, games where Deep HCA-Value underperforms A2C or is comparable tend to have very long delay periods (Pong) or very short ones (Kangaroo).

Two of the games where Deep HCA-Value trains very slowly or requires clipping, Breakout and DemonAttack, are particularly interesting. Both feature pure black backgrounds and simple 1D controls, with very few reward-informative pixels (a tiny ball and mostly static wall, tiny bullets and small enemies). Notably, DemonAttack is a shooting gallery type game, which we would expect Deep HCA-Value to do well on given other games of the type.

Based on the evidence in Section 4.1, we know that severe mispredictions degrade performance in both DemonAttack and (especially) Breakout. We hypothesize that this is in both cases due to the classifier learning to focus on the player’s avatar (paddle or laser cannon) as the most informative feature for predicting actions. As this avatar is directly controlled by the agent, it is easy to predict which action moves it to a given location. We suspect that the credit classifier overfits to assign credit to actions that move the avatar to its future reward-correlated position (ignoring reward-relevant features) rather than crediting actions that result in the entire observed rewarding state (including signifiers of reward).

Of the games tested, Deep HCA-Value failed to train (with or without clipping) on two games where A2C learned a non-random policy: Asteroids and Atlantis. Asteroids features a complex action space and visually diverse states, which likely make credit classifier learning difficult, while Atlantis has very rare rewards with very long delay periods, which likewise make credit hard to learn. As the credit classifier must learn something before the policy can improve, this result fits the hypothesis that these games represent particularly hard cases for credit assignment.