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Abstract

The main objective of this paper is to compute RO(G)-graded cohomology of G-orbits for the group G = C_n, where n is a product of distinct primes. We compute these groups for the constant Mackey functor \( \mathbb{Z} \) and for the Burnside ring Mackey functor \( A \). Among other things, we show that the groups \( H^n_G(S^0) \) are mostly determined by the fixed point dimensions of the virtual representations \( \alpha \), except in the case of \( A \) coefficients when the fixed point dimensions of \( \alpha \) have many zeros. In the case of \( \mathbb{Z} \) coefficients, the ring structure on the cohomology is also described. The calculations are then used to prove freeness results for certain G-complexes.

1 Introduction

The celebrated solution to the Kervaire invariant one problem \[12\] demonstrated how techniques in equivariant stable homotopy theory may be used in the computation of homotopy groups. One of the steps in the computation involves calculating Bredon cohomology groups for the group \( C_8 \). This has given rise to a renewed interest in equivariant cohomology computations after these were initially defined \[4\] some years back.

Bredon cohomology was defined as a natural generalization of ordinary cohomology in the context of obstruction theory. This is graded over integers and was defined for “coefficient systems” \[21\] Section I.4], and they naturally carried suspension isomorphisms \( \tilde{H}^n_G(X;M) \cong \tilde{H}^{n+1}(\Sigma^n X;M) \) for based G-spaces X. However, the integer graded cohomology theory proved to be inadequate for Poincaré duality.

Let G be a finite group and V an orthogonal G-representation. One defines \( S^V \) to be the one-point compactification of V, and uses the orthogonal structure to define G-spaces

\[
D(V) := \{ v \in V : ||v|| \leq 1 \}
\]

and

\[
S(V) := \{ v \in V : ||v|| = 1 \}.
\]

The G-sphere \( S^V \), which is G-homeomorphic to \( D(V)/S(V) \), has a G-fixed basepoint (the \( \infty \) point). The equivariant stable homotopy category \[18\] is
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constructed so that the smash product with \( S^V \) (denoted by \( \Sigma^V \)) is an isomorphism. The category then carries certain strong change of groups isomorphisms such as the Wirthmüller isomorphism and the Adams’ isomorphism (see [4], and [18 Chapter II]). One of the models representing this homotopy category is equivariant orthogonal spectra [19] (see also [23] for a slightly different but equivalent category). We write \( \{-,-\}^G \) to denote the maps in the equivariant stable homotopy category.

Let \( E \) be a \( G \)-spectrum.\(^1\) Then, the cohomology theory represented by \( E \) is graded over \( RO(G) \), the representation ring of \( G \) over \( \mathbb{R} \). For \( \alpha \in RO(G) \) written as \( V - W \), we write \( S^\alpha = \Sigma^{-W} S^V \), and define \( E^\alpha(X) \) as \( \{X, S^\alpha \wedge E\}^G \). The analogue of “ordinary cohomology” theories in this context are the cohomology theories represented by spectra whose (integer-graded) homotopy groups are concentrated in degree 0. These carry more structure than “coefficient systems” and are called Mackey functors [3]. In fact, for any \( G \)-Mackey functor \( \underline{M} \), there is an equivariant Eilenberg-MacLane spectrum \( HM \) [15], and this gives a cohomology theory \( X \mapsto \tilde{H}_G^\alpha(X; \underline{M}) \) on based \( G \)-spaces \( X \). One may further extend this construction so that there is a Mackey functor \( \underline{H}_G^\alpha(X; \underline{M}) \). The groups in grading \( n - V \) compute the integer-graded Bredon cohomology of \( S^V \), and those in grading \( V - n \) compute the integer-graded Bredon homology of \( S^V \).

The category of \( G \)-Mackey functors has a symmetric monoidal structure \( \square \), with the unit being the Burnside ring Mackey functor \( \underline{A} \). Another important Mackey functor from the point of view of computations is \( \underline{Z} \) which is also a monoid under \( \square \). In these cases, the \( RO(G) \)-graded cohomology is a graded commutative ring. Remarkably, the calculation of \( \underline{H}_E^\alpha(S^0; \underline{A}) \) and \( \underline{H}_G^\alpha(S^0; \underline{Z}) \) have proved to be difficult in general. For the group \( C_p \), the additive structure was described by Stong and the ring structure by Lewis [16]. For the group \( C_p \) and the coefficients \( \mathbb{Z}/p \), the ring structure was described by Stong (see Appendix of [3]). For the group \( C_{pq} \), the additive structure for \( \underline{A} \) and \( \mathbb{Z} \) coefficients is described in [3]. There have been significant partial computations for \( \mathbb{Z} \) coefficients for the group \( C_{pq} \), and in the case of other groups. In this paper, we make calculations for \( G = C_n \), where \( n \) is odd and square free. Most of our results also work if \( n \) is even and the sign representation occurs an even number of times. In the following, we describe our results in more detail.

### 1.1. Computations for \( \underline{H}_E^\alpha(S^0; \underline{Z}) \)

The complex irreducible representations of \( C_n \) are given by homomorphisms from \( C_n \) to \( S^1 \), and they are of the form \( \xi^r \) (\( 1 \leq r \leq n \)) where \( \xi \) is the multiplication by the \( n \)th-roots of 1. The ring \( RO(C_n) \) has a basis given by the realizations of \( \xi^r \), for which we retain the same notation. In the computation of \( \underline{H}_E^\alpha(S^0; \underline{Z}) \), we describe the Mackey functor for every \( \alpha \) that is a linear combination of \( \xi^r \) for \( 1 \leq r \leq n \). One has the easily proved equivalence

\[
\underline{H}_{\mathbb{Z}}^\alpha \wedge S^{\xi^s} \simeq \underline{H}_{\mathbb{Z}}^\alpha \wedge S^{\xi^{rs}}
\]

if \( s \) is relatively prime to \( n \). This equivalence implies that it suffices to compute only for \( \alpha \) which is a linear combination of \( \xi^d \) for \( d|n \).

\(^1\)From this point onwards, this means an orthogonal \( G \)-spectrum.
The next observation is that a linear combination of $\xi^d$ for $d|n$ is determined by the collection of fixed point dimensions $(|C^{\alpha}|, d|n)$. It turns out that the formula for the $RO(C_n)$-graded cohomology has a convenient expression when described according to the fixed point dimensions. We compute (5.15)

$$\tilde{H}^0_{C_n}(S^0; \mathbb{Z}) = \begin{cases} 
\mathbb{Z} & \text{if } |\alpha| = 0 \\
\mathbb{Z}/m(\alpha) & \text{if } |\alpha| > 0 \text{ even} \\
\mathbb{Z}/m(\alpha) & \text{if } |\alpha| < 0 \text{ odd} \\
0 & \text{otherwise},
\end{cases}$$

where $m(\alpha)$ is an integer depending on the fixed point dimensions of $\alpha$ (see Definition 5.13). This describes the cohomology groups with $\mathbb{Z}$-coefficients. The Mackey functor values are described as (Theorems 5.10, 5.11, and 5.12)

$$\tilde{H}^n_{C_n}(S^0; \mathbb{Z}) = \begin{cases} 
\mathbb{Z}^{J(\alpha)} & \text{if } |\alpha| = 0 \\
\bigoplus_{|\alpha|c_p \leq 0} K_i(\mathbb{Z}/p_i) & \text{if } |\alpha| > 0 \text{ even} \\
\bigoplus_{|\alpha|c_p > 0} K_i(\mathbb{Z}/p_i) & \text{if } |\alpha| < 0 \text{ odd} \\
0 & \text{otherwise},
\end{cases}$$

For the ring structure, we note that the even degree classes are in non-negative total degree. They form a subring which we denote by $\tilde{H}^+_{C_n}(S^0; \mathbb{Z})$. The odd degree classes are in negative total degree and are denoted by $\tilde{H}^-_{C_n}(S^0; \mathbb{Z})$. This forms a square 0 module over $\tilde{H}^+_{C_n}(S^0; \mathbb{Z})$. We describe the ring structure by writing $\tilde{H}^+_{C_n}(S^0; \mathbb{Z})$ via generators and relations, and then describing $\tilde{H}^-_{C_n}(S^0; \mathbb{Z})$ as a module over it.

One defines classes $a_V \in \tilde{H}^V_{C_n}(S^0; \mathbb{Z})$ and $u_V \in \tilde{H}^{V_{\dim(V)}}_{C_n}(S^0; \mathbb{Z})$ for $C_n$-representations $V$, which satisfies

$$a_Vua_W = a_{V\oplus W}, \quad u_Vu_W = u_{V\oplus W}.$$

One also has the relations

$$\frac{n}{d}a_{\xi^d} = 0, \quad \frac{d}{\gcd(d, s)}a_{\xi^s}u_{\xi^d} = \frac{s}{\gcd(d, s)}u_{\xi^s}a_{\xi^d}.$$

In terms of these generators, we prove

**Theorem 1.2.** The ring $\tilde{H}^+_{C_n}(S^0; \mathbb{Z})$ is a subring of $\mathbb{Z}[u_{\xi^d} | d|n] \otimes \mathbb{Z}[a_{\xi}]/{(na_{\xi})}$.

In fact, we also clearly determine the image of the degree-wise inclusions in the theorem above (Theorems 5.20 and 5.22). For $\alpha$ such that $|\alpha| = 0$, both $\tilde{H}^0_{C_n}(S^0; \mathbb{Z})$ and $\mathbb{Z}[u_{\xi^d} | d|n] \otimes \mathbb{Z}[a_{\xi}]/{(na_{\xi})}$ at degree $\alpha$ is isomorphic to $\mathbb{Z}$, and the inclusion is multiplication by $\frac{n}{m(\alpha)}$. In the case $|\alpha| > 0$, the left hand side is $\mathbb{Z}/m(\alpha)$, the right hand side is $\mathbb{Z}/n$, and the inclusion is also multiplication by $\frac{n}{m(\alpha)}$.

We denote by $\tilde{H}^0_{C_n}(S^0; \mathbb{Z})$ the part of $\tilde{H}^+_{C_n}(S^0; \mathbb{Z})$ in positive total grading. This is $\tilde{H}^+_{C_n}(S^0; \mathbb{Z})$-module, and we prove (Theorem 5.24).
Theorem 1.3. As a $\tilde{H}^\alpha_{C_n}(S^0; \mathbb{Z})$-module, the negative part of $\hat{H}^\alpha_{C_n}(S^0; \mathbb{Z})$ (denoted $\hat{H}^{\alpha}_{C_n}(S^0; \mathbb{Z})$) is isomorphic to $\Sigma^{d}\xi\text{Hom}(\hat{H}^\alpha_{C_n}(S^0; \mathbb{Z}), \mathbb{Q}/\mathbb{Z})$.

One is usually also interested in understanding the part of $\hat{H}^\alpha_{C_n}(S^0; \mathbb{Z})$ in gradings $V - n$ for $V$ a $G$-representation and $n \in \mathbb{Z}$. We denote this as $\hat{H}^{\text{Rep}}_{C_n}(S^0; \mathbb{Z})$, and prove (Theorem 5.23).

Theorem 1.4. The ring $\hat{H}^{\text{Rep}}_{G}(S^0; \mathbb{Z})$ is generated by the classes $u_{\xi^d}$, $a_{\xi^d}$ for divisors $d$ of $n$ such that $d \neq n$, subject to the relations

$$\frac{n}{d^a_{\xi^d}} = 0, \quad \frac{d}{\gcd(d, s)}a_{\xi^d}u_{\xi^d} = \frac{s}{\gcd(d, s)}u_{\xi^d}a_{\xi^d}.$$

1.5. Computations for $H^\alpha_{C_n}(S^0; A)$. We compute the additive structure of the Mackey functor valued cohomology groups $H^\alpha_{C_n}(S^0; A)$ in most cases. For the Eilenberg-MacLane spectrum $H\mathbb{A}$, we no longer have the equivalence of $HA^\wedge \mathbb{S}^{\xi^d}$ and $HA^\wedge \mathbb{S}^{\xi^d}$, so now we would have to compute $H^\alpha_{C_n}(S^0; A)$ for the full $RO(C_n)$-grading and not just the linear combination of $\xi^d$ for divisors $d$ of $n$. However, we prove that the groups $\tilde{H}^\alpha_{C_n}(S^0; A)$, up to isomorphism, depend only on the fixed point dimensions of $\alpha$ (Corollary 6.33).

Theorem 1.6. Let $n = p_1 \cdots p_k$. Then,

$$\hat{H}^\alpha_{C_n}(S^0; A) \cong \mathbb{Z}^{\#\{d|n \mid |\alpha C^d|=0\}} \oplus \bigoplus_{i=1}^{k} (\mathbb{Z}/n_i)_{\#\{d|n_i \mid |\alpha C^d|=0, |\alpha C^d|<0\}}.$$

The Mackey functor valued cohomology $H^\alpha_{C_n}(S^0; A)$ does in fact, depend on the actual representation. This has been observed in [16] for the group $C_p$, and in [3] for the group $C_{pq}$. We say that $\alpha$ is non-zero if all the fixed point dimensions are non-zero, and mostly non-zero if $|\alpha C^d| = 0$ implies that $|\alpha C^d| \neq 0$ for divisors $p$ of $n$ such that $p \nmid d$. We prove that the Mackey functors $H^\alpha_{C_n}(S^0; A)$ depend only on the fixed point dimensions of $\alpha$, if $\alpha$ is mostly non-zero. Examples from [3] demonstrate that if $\alpha$ is not mostly non-zero, the Mackey functor does not depend solely on the fixed point dimensions. This is proved by showing that $H^\alpha_{C_n}(S^0; A)$ decomposes into sum of Mackey functors related to cohomology with constant coefficients. In the non-zero case, we prove (Theorem 6.19).

Theorem 1.7. For $\alpha$ non-zero, there is an isomorphism

$$H^\alpha_{C_n}(S^0; A) \cong \bigoplus_{d|n} (\mathbb{Z}/d) \bigotimes H^\alpha_{C_n}(S^0; \mathbb{Z}).$$

In the mostly non-zero case, we prove (Theorem 6.20).

Theorem 1.8. Let $n = p_1 \cdots p_k$. For $\alpha$ mostly non-zero, there is an isomorphism

$$H^\alpha_{C_n}(S^0; A) \cong \bigoplus_{d|n} (\mathbb{Z}/d) \bigotimes H^\alpha_{C_n}(S^0; \mathbb{Z})[\zeta_d(\{i \mid p_i|d\})].$$
It follows that we have an “independence theorem”

**Theorem 1.9.** 1) For all $\alpha \in RO(C_n)$, the groups $\hat{H}_C^\alpha_n(S^0; A)$ depend only on the fixed point dimensions of $\alpha$.

2) For $\alpha$ mostly non-zero, the Mackey functors $\hat{H}_C^\alpha_n(S^0; A)$ depend, up to isomorphism, only on the fixed point dimensions of $\alpha$.

### 1.10. Freeness theorems.

The cohomology $H^\star_G(X; A)$ of a $G$-space $X$ is a module over $H^\star_G(S^0; A)$. As an application of the calculation of $H^\star_G(S^0; A)$, we provide conditions under which the cohomology is a free module. In the non-equivariant case, one knows that if $X$ has even dimensional cells, the cohomology is torsion-free. In the equivariant case, one considers cell complexes with cells formed out of disks in orthogonal representations. For the group $C_p$, it was shown [16] that the cohomology is free if all the cells are even dimensional, and the cells are attached under some additional fixed point dimension restrictions. The proof involved showing that the attaching maps induce the zero map on cohomology. The additional restrictions were removed in [7, 8] where the attaching maps were not zero, yet the resulting space had free cohomology (with a basis unrelated to the cell structure).

The freeness result of [16] was generalized in [3] for the group $G = C_{pq}$. We further generalize this for the group $C_n$ (Theorem 7.4).

**Theorem 1.11.** Suppose that $X$ is a $C_n$-cell complex with only even cells satisfying the condition : if $G \times_H D(V)$ is attached after $G \times_K D(W)$, then $W \ll V$. Then, $H^\star_n(X; A)$ is a free $H^\star_n(S^0; A)$-module with one generator for each cell of $X$.

From [17] Remark 2.2] and [8], we know that generalizations of the freeness theorem do not exist for the groups $C_{p^2}$ and $C_p \times C_p$, and hence, any groups containing these. Thus, this completely answers the freeness question among Abelian groups. As an application, we verify that the hypothesis is satisfied by projective spaces and the Grassmanians over certain $C_n$-representations (Theorems 7.6 and 7.7).

### 1.12. Organization of the paper.

We start by introducing certain preliminaries on equivariant Eilenberg-MacLane spectra and $RO(G)$-graded cohomology in Section 2. In section 3, we introduce the Mackey functors which turn up in the calculation, and study the set of maps between them in certain cases. Section 4 proves some general results about torsion in $H^\star_n(S^0)$ of order prime to $|G|$, and the cohomology of spheres in the 1-dimensional complex $G$-representations. In Section 5, we describe the computation for the constant Mackey functor $Z$. First, the additive structure is computed, and then the ring structure is described. In Section 6, the additive structure of the cohomology with $A$ coefficients is computed. Firstly, it is computed in the non-zero fixed point case, and then in the case where some fixed points are zero. Finally, the group values are described in the case when many fixed points are zero-dimensional. Section 7 proves freeness results for certain $G$-complexes with applications to Grassmannians and projective spaces.
Notation 1.13. Throughout the document, $G$ denotes the group $C_n$ with generator $\rho$, for $n = p_1 \cdots p_k$ where the $p_i$ are distinct odd primes. The notation $\xi$ stands for the 2-dimensional representation of $G$ in which the chosen generator of $G$ acts by the rotation of angle $\frac{2\pi}{n}$. An element $\alpha \in RO(G)$ is called even (respectively, odd) if its dimension $|\alpha|$ is even (respectively, odd).
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2 Equivariant Eilenberg-MacLane spectra

In this section, we recall certain definitions and notations from equivariant homotopy theory and equivariant stable homotopy theory, with a view toward laying down the important ideas and constructions behind the equivariant Eilenberg-MacLane spectra for use in later sections.

The category of based $G$-spaces and $G$-equivariant maps is denoted by $G T$. We also have an enriched category $T_G$ with based $G$-spaces and all maps with $G$ acting on the mapping spaces by conjugation. We use the notation $[\cdot, \cdot]^G$ to denote the $G$-homotopy classes of maps between two $G$-spaces. The $G$-CW-complexes are defined as spaces obtained by iteratively attaching cells of the type $G/H \times D^m$ along an attaching map out of $G/H \times \partial D^m$. As an example, $S(\xi)$ is the $G$-CW-complex

$$G/e \times D^0 \cup_f G/e \times D^1$$

with $f : G/e \times \{\pm 1\} \to G/e$ given by $(g, -1) \mapsto g$, $(g, 1) \mapsto \rho g$. Analogously, $S(\xi^d)$ is the $G$-CW-complex

$$G/C_d \times D^0 \cup_f G/C_d \times D^1$$

with $f : G/C_d \times \{\pm 1\} \to G/C_d$ given by $([g], -1) \mapsto [g]$, $([g], 1) \mapsto \rho [g]$. As a map in the equivariant stable homotopy category, $f : G/C_d \to G/C_d$ is $\simeq \rho - id$. Hence, we have a cofibre sequence

$$G/C_d^+ \xrightarrow{\rho - id} G/C_d^+ \to S(\xi^d)^+.$$  

2.2. Equivariant orthogonal spectra. The construction of the equivariant stable homotopy category referred to above for the cofibre sequences such as (2.1), is the homotopy category of equivariant orthogonal spectra [19] Chapter II] using the positive stable model category structure. We briefly recall the definition of the objects of this category.

Definition 2.3. 1) A $G$-universe $U$ is a countably infinite dimensional representation of $G$ with an inner product such that $U$ contains countably many copies

2Since $G = C_n$ for $n$ odd, $\alpha$ even (respectively, odd) implies that all the fixed point dimensions are even (respectively, odd).
of each finite dimensional $G$-representation.

2) The category $\mathcal{I}_G$ (enriched over $\mathcal{G}$) contains all finite dimensional subspaces of $\mathcal{U}$ as objects, and the morphisms are given by linear isometric isomorphisms on which $G$ acts by conjugation.

3) An $\mathcal{I}_G$-space $X$ is a $G$-functor $X : \mathcal{I}_G \to \mathcal{T}_G$.

An example of an $\mathcal{I}_G$-space is the functor $S_G$ which sends $V$ to $S^V$. The smash product of based $G$-spaces gives an external smash product $\wedge$ of two $\mathcal{I}_G$-spaces as an $\mathcal{I}_G \times \mathcal{I}_G$-space.

**Definition 2.4.** An orthogonal $G$-spectrum is an $\mathcal{I}_G$-space $X$ together with a natural $G$-map $X \wedge S_G \to X \circ \oplus$ such that unit and associativity diagrams of $[20, \S 1, \S 8]$ commute.

An equivariant orthogonal spectrum $X$, thus, has based $G$-spaces $X(V)$ with $O(V)$-action together with $G$-equivariant structure maps

$$\sigma : X(V) \wedge S^W \to X(V \oplus W)$$

that are $O(V) \times O(W)$-equivariant. One uses the notation $\mathcal{I}_G \mathcal{S}$ for the category of $G$-equivariant orthogonal spectra, and the notation $\{\cdot, \cdot\}^G$ for the homotopy classes of maps. The spectrum $S_G$ stands for the sphere spectrum which we from now on denote by $S^0$. Using smash products with $G$-spaces, we define the $G$-spectra $S^V$ for representations $V$ of $G$, and using the shift desuspension functors of $[19$ Definition II.4.6], we define $S^\alpha$ for $\alpha \in RO(G)$. The equivariant cohomology theory represented by a $G$-spectrum $E$, therefore, carries an $RO(G)$-grading via

$$E^\alpha(X) = \{X, \Sigma^\alpha E\}^G.$$ 

For a subgroup $H \leq G$, with the inclusion functor denoted by $i$, one has an induced forgetful functor $i^*$ on $G$-spaces whose left adjoint sends a based $H$-space $Y$ to $G_+ \wedge_H Y$. For $G$-spectra, this construction is carried out in $[19$ §V.2], and one has (the $H$-universe being $i^*$ applied to the $G$-universe)

$$\mathcal{I}_G \mathcal{S}(G_+ \wedge_H Y, X) \cong \mathcal{I}_G \mathcal{S}(Y, i^* X).$$

If $X$ is an $\Omega$-$G$-spectrum, then it is positive, stable fibrant. Further, if $Y$ is an $H$-CW-complex, then it is stable cofibrant, and we use an analogue of $[20$ Lemma 14.3] to obtain an isomorphism on homotopy classes

$$\{G_+ \wedge_H Y, X\}^G \cong \{Y, i^* X\}^H.$$ 

We also use the construction of the fixed point spectra $[19$ §V.3]. In this respect, we see that for a normal subgroup $K$, write $\epsilon : G \to G/K$, and note that $\mathcal{U}^K$ is a $G/K$-universe. The $K$-fixed point spectrum construction takes an object $X \in \mathcal{I}_G \mathcal{S}$ to the object $X^K$ which evaluated on a subspace $W \subset \mathcal{U}^K$ is $X(W)^K$. For $G/K$-spaces $Y$ one has the isomorphism $[19$ Proposition V.3.10]

$$\mathcal{I}_G \mathcal{S}(\epsilon^* Y, X) \cong \mathcal{I}_{G/K} \mathcal{S}(Y, X^K).$$
In addition, if we assume that $X$ is an $\Omega$-$G$-spectrum, so that it is fibrant in the model structure on $\mathcal{S}$, the equivalence passes to homotopy classes and we have

$$\{\epsilon^*Y, X\}^G \cong \{Y, X^K\}^{G/K}.$$ 

In the above, we are again using an analogue of [20, Lemma 14.3] to compute the homotopy classes using the stable model structure where the $G$-CW-complexes are cofibrant.

2.5. Mackey Functors. Equivariant Eilenberg-MacLane spectra are spectra whose integer-graded homotopy groups are non-zero only in degree $0$. Some of them may be constructed from $\mathbb{Z}[G]$-modules, but the more general Mackey functors also yield these spectra.

Mackey functors are defined as contravariant additive functors from the Burnside category (denoted $\mathcal{B}_G$) to Abelian groups (denoted $\mathcal{A}b$). If $S, T$ are finite $G$-sets we write $C(S, T)$ as the isomorphism classes of diagrams of the type

$$\begin{array}{ccc}
U & \rightarrow & S \\
T & \leftarrow & \end{array}$$

Two diagrams $T \leftarrow U \rightarrow S$ and $T \leftarrow V \rightarrow S$ are isomorphic if there is a commutative diagram

$$\begin{array}{ccc}
U & \rightarrow & S \\
T & \leftarrow & V \\
& \rightarrow & \end{array}$$

The set $C(S, T)$ is a commutative monoid under disjoint union. Using this notation, we define

Definition 2.6. The Burnside category $\mathcal{B}_G$ is a category whose objects are finite $G$-sets, and the morphisms between two object $S$ and $T$ is the group completion of $C(S, T)$. The composition is defined as the pullback.

Let $f: S \rightarrow T$ be a $G$-map. The two morphisms $f_1$ and $f$ in $\mathcal{B}_G$ as depicted in the pictures

$$\begin{array}{ccc}
S & \rightarrow & f \\
\downarrow & & \downarrow \\
T & \rightarrow & \end{array} \quad \text{and} \quad \begin{array}{ccc}
S & \rightarrow & f \\
\downarrow & & \downarrow \\
T & \rightarrow & \end{array}$$

generate all the morphisms of the Burnside category by taking disjoint union and compositions.

Definition 2.7. [6, 11] A Mackey functor $\mathcal{M}$ consists of a pair $(\mathcal{M}_c, \mathcal{M}^*)$ of functors from the category of finite $G$-sets to $\mathcal{A}b$ taking disjoint unions to direct sums, with $\mathcal{M}_c$ covariant and $\mathcal{M}^*$ contravariant. On every object $S$, $\mathcal{M}^*(S) = \mathcal{M}_c(S)$. For every pullback diagram

$$\begin{array}{ccc}
P & \rightarrow & X \\
\downarrow & \gamma & \downarrow \\
Y & \rightarrow & Z. \\
\delta & \alpha & \beta \\
\downarrow & \downarrow & \downarrow \\
\end{array}$$
of finite $G$-sets, the square

$$
\begin{array}{c}
M(P) \xrightarrow{M(P)} M(X) \\
M^*(\gamma) \downarrow \quad \downarrow M^*(\alpha) \\
M(Y) \xrightarrow{M(Y)} M(Z)
\end{array}
$$

commutes, that is, $M^*(\alpha) \circ M_*(\beta) = M_*(\delta) \circ M^*(\gamma)$.

Any finite $G$-set can be written as disjoint union of orbits $G/H$, which leads to an equivalent formulation of Mackey functors is given as follows:\footnote{Observe in our case $G = C_n$ is Abelian, so we have incorporated certain simplifications.} A Mackey functor $M$ comprises
I) For every $H \leq G$, an Abelian group $M(G/H)$.
II) For $H \leq K$, homomorphisms $\text{res}^K_H : M(G/K) \to M(G/H)$ (the restriction map) and $\text{tr}^K_H : M(G/H) \to M(G/K)$ (the transfer map).
III) For every $g \in G$, $c_g : M(G/H) \to M(G/H)$.

These are required to satisfy
1) $\text{tr}^H_H, \text{res}^H_H, c_h : M(G/H) \to M(G/H)$ are identity maps for $H \leq G$ and $h \in H$.
2) If $L \leq H \leq K$ then $\text{tr}^K_L = \text{tr}^H_L \text{tr}^K_H$ and $\text{res}^L_K = \text{res}^H_L \text{res}^K_H$.
3) $c_g c_h = c_{gh}$ for $g, h \in G$.
4) If $H \leq K$ and $g \in G$ then $\text{tr}^K_K c_g = c_g \text{tr}^K_H$ and $\text{res}^K_K c_g = c_g \text{res}^K_H$.
5) $\text{res}^K_J \text{tr}^K_H = (\sum_{x \in [J \cap K/H]} c_x) \text{tr}^J_{J \cap H} \text{res}^H_{J \cap H}$ for all subgroups $J, H \leq K$.

We denote the category of $G$-Mackey functors by $\mathcal{M}_G$. The objects of this category are the Mackey functors defined above, and the morphisms are Mackey functor homomorphisms (that is, groups homomorphisms which commute with all the restriction and transfer maps, and the maps $c_g$).

The Mackey functors are contravariant functors from $\mathcal{B}_G$ to Abelian groups, so the representable functors are examples of Mackey functors. The Mackey functor $\mathcal{B}_G(\_, G/G)$ is called the Burnside ring Mackey functor and denoted by $\underline{A}$. For a finite $G$-set $S$, the Mackey functor $\mathcal{B}_G(\_, S)$ is denoted by $\underline{A}_S$ for any finite $G$-set $S$. The Mackey functor $\underline{A}$ can be described in more explicit terms as $\underline{A}(G/H) = A(H \mathbb{1}^G)$, with restriction maps given by realizing a $K$-set as an $H$-set, and transfer by the functor $K \times_H \_$. If $M$ is a $G$-module, it gives a Mackey functor $M$ by

$$
\underline{M}(G/H) = M^H, \quad \text{res}^K_H = \{ M^K \subset M^H \}, \quad \text{tr}^K_H (m) = \sum_{x \in K/H} x m.
$$

One also notes that the category $\mathcal{B}_G$ is it's own opposite. Thus, a Mackey functor $M$ gives a Mackey functor $M^*$ by flipping the arrows. The $G$-module $\mathbb{Z}$ with trivial action gives a Mackey functor $\underline{\mathbb{Z}}$ (the constant Mackey functor $\underline{\mathbb{Z}}$).
with $Z$-coefficients), and by flipping arrows we get a Mackey functor $Z^*$. More explicitly, the Mackey functor $Z$ is given by

$$Z(G/H) = Z, \quad \text{res}_H^K = \text{id}, \quad tr_H^K = [K : H],$$

and $Z^*$ is given by

$$Z(G/H) = Z, \quad \text{res}_H^K = [K : H], \quad tr_H^K = \text{id}.$$

2.8. **RO($G$)-graded cohomology.** It turns out that the category with finite $G$-sets as objects, and homotopy classes of spectrum maps as morphisms is naturally isomorphic to the Burnside category. Therefore, the homotopy groups of $G$-spectra are naturally Mackey functors. Lewis, May and McClure [15] construct $RO(G)$-graded cohomology theories associated to Mackey functors, which on the objects $G/H$ gave the underlying Mackey functor. In fact, one has

**Theorem 2.9.** [10, Theorem 5.3] For a Mackey functor $M$, there is an Eilenberg-MacLane $G$-spectrum $HM$ which is unique up to isomorphism in the equivariant stable homotopy category. For Mackey functors $M$ and $M'$, \{HM, HM'\}^G \cong \text{Hom}_{GM}(M, M')$.

For a $G$-Mackey functor $\mathcal{M}$, we fix a model of the Eilenberg-MacLane spectrum $HM$ which is an $\Omega$-$G$-spectrum and fibrant in the model structure on $\mathcal{J}_G \mathcal{S}$. This allows us to compute homotopy classes of maps to its fixed point spectra via adjunctions.

**Notation 2.10.** We use the notation $\tilde{H}_G^\alpha(X; M)$, $\alpha \in RO(G)$, for the reduced cohomology of a based $G$-space $X$ for the cohomology theory represented by $HM$. That is,

$$\tilde{H}_G^\alpha(X; M) \cong \{X, S^\alpha \wedge HM\}^G.$$

The change of groups functors for $H \leq G$ induce an isomorphism for cohomology with Mackey functor coefficients

$$\tilde{H}_G^\alpha(G_+ \wedge_H X; M) \cong \tilde{H}_H^\alpha(X; i^*(M)).$$

We will later use the notation $\mathcal{H}_G^\alpha$ for the functor $i^*$ on Mackey functors. For the Mackey functors $A$ and $Z$, we have $i^*(A) = A$ and $i^*(Z) = Z$. Therefore, we have

$$(2.11) \quad H^\alpha_0(G/H_+ \wedge X; A) \cong \tilde{H}_H^\alpha(X; A).$$

In particular, for $H = e$, we have $\tilde{H}_e^\alpha(G_+ \wedge X; A) \cong \tilde{H}^\alpha_0(X; Z)$.

The $RO(G)$-graded theories may be further equipped with a Mackey functor-valued structure as in the definition below.

**Definition 2.12.** Let $X$ be a based $G$-space, $M$ a Mackey functor, and $\alpha \in RO(G)$. The Mackey functor valued cohomology $H^\alpha_0(X; M)$ is defined as

$$H^\alpha_0(X; M)(G/K) := \tilde{H}^\alpha_0(G/K_+ \wedge X; M).$$

The conjugation, restriction, and transfer maps are induced by the appropriate maps of $G$-spectra.
Mackey functor valued objects. We specialize to the case of short exact sequence for $G$

For every $F$ (2.15) representability theorem [21, Chapter XIII.3.3]). Let $I$ be the $G$-spectra representing the cohomology theory $\text{Hom}(\pi_*^G(-), \mathbb{Q})$ (respectively $\text{Hom}(\pi_*^G(-), \mathbb{Q}/\mathbb{Z})$) in the category of $G$-spectra (using the Brown representability theorem [21, Chapter XIII.3.3]). Let $I^G_Z$ be the homotopy fibre of $I^G_{Q/Z}$.

2.14. Equivariant Anderson duality. There is a generalization of the universal coefficient theorem

$$0 \to \text{Ext}(H_{m-1}(X), \mathbb{Z}) \to H^m(X; \mathbb{Z}) \to \text{Hom}(H_m(X), \mathbb{Z}) \to 0$$

to Bredon cohomology using Anderson duality [2]. Equivariant Anderson duality was studied for the group $C_2$ in [22], and formulated for general finite groups in [14]. We briefly recall the results here. Let $I^G_Q$ (respectively $I^G_{Q/Z}$) be the $G$-spectrum representing the cohomology theory $\text{Hom}(\pi_*^G(-), \mathbb{Q})$ (respectively $\text{Hom}(\pi_*^G(-), \mathbb{Q}/\mathbb{Z})$) in the category of $G$-spectra (using the Brown representability theorem [21, Chapter XIII.3.3]). Let $I^G_Z$ be the homotopy fibre of $I^G_{Q/Z}$. For a $G$-spectrum $E$, we write $I^G_Z(E)$ for the function spectrum $F^G(E, I^G_Z)$. We have the following result from the cofibre sequence of spectra

$$(2.15) \quad I^G_Z(E) \to F^G(E, I^G_Q) \to F^G(E, I^G_{Q/Z}).$$

**Theorem 2.16.** For every $G$-spectrum $E$ and grading in $RO(G)$, there is a short exact sequence for $G$-spectra $X$

$$0 \to \text{Ext}_{L}(E_{s-1}(X), \mathbb{Z}) \to I^G_Z(E)^*(X) \to \text{Hom}_{L}(E_s(X), \mathbb{Z}) \to 0.$$  

The notations $\text{Ext}_{L}$ and $\text{Hom}_{L}$ denotes the point-wise $\text{Ext}$ and $\text{Hom}$ for the Mackey functor valued objects. We specialize to the case $E = H^G_Z$. From the definition of $I^G_{Q}$ (respectively $I^G_{Q/Z}$) we have $\pi_*^G F^G(E, I^G_Q) \cong \text{Hom}(\pi_*^G(E), \mathbb{Q})$ (respectively $\pi_*^G F^G(E, I^G_{Q/Z}) \cong \text{Hom}(\pi_*^G(E), \mathbb{Q}/\mathbb{Z})$). Therefore, we observe that $F^G(H^G_Z, I^G_Q) \simeq H^G_Z$, $F^G(H^G_Z, I^G_{Q/Z}) \simeq H^G_Z/\mathbb{Z}^*$, and $I^G_Z H^G_Z \simeq H^G_Z$. Moreover, the cofibre sequence (2.15) is induced by the short exact sequence of Mackey functors $0 \to \mathbb{Z}^* \to \mathbb{Q}^* \to \mathbb{Q}/\mathbb{Z} \to 0$.

Specializing to the group $C_2$, and using the fact $H^G_Z \simeq \Sigma^2 G H^G_Z$, the above theorem reduces to

**Theorem 2.17.** There is a short exact sequence

$$0 \to \text{Ext}_{L}(H^{3-\xi-\alpha}_G(S^0, \mathbb{Z}), \mathbb{Z}) \to H^G_Z(S^0, \mathbb{Z}) \to \text{Hom}_{L}(H^{2-\xi-\alpha}_G(S^0, \mathbb{Z}), \mathbb{Z}) \to 0.$$
3 The category of $G$-Mackey functors

We have already defined the Mackey functors $A$, $A_S$, $Z$ and $Z^*$. Using these we generate a number of $G$-Mackey functors, and in some cases, computations of the set of Mackey functor homomorphisms between them.

We start with the case $C_p$. Using the notation of [19], a Mackey functor $M$ is described by the following diagram.

$$
\begin{array}{c}
\text{M: } M(C_p/C_p) \\
\text{res}_e^p \biggl( \begin{array}{c}
\text{tr}_e^p \\
\end{array} \biggr) \\
\text{M(C_p/e)}
\end{array}
$$

In terms of these diagrams, we have the following depictions for some Mackey functors.

$$
\begin{array}{c}
\text{A: } Z \oplus Z \\
\text{Z: } \begin{array}{c}
1 \\
0
\end{array}
\end{array}
$$

$$
\begin{array}{c}
\text{Z^*: } p \begin{array}{c}
Z \\
0
\end{array}
\end{array}
\begin{array}{c}
\text{(C): } C \\
\text{id}
\end{array}
$$

The right bottom diagram defines the Mackey functor $\langle C \rangle$ for any Abelian group $C$. The Mackey functor $A_{C_p/e}$ is described by the diagram

$$
\begin{array}{c}
\text{A_{C_p/e}: } \Delta \begin{array}{c}
Z \\
Z^p
\end{array}
\end{array}
$$

**Example 3.1.** From the Yoneda lemma, we have $Hom_{MG}(A, M) \cong M(G/G)$. For $G = C_p$, consider the map $A \to \langle Z \rangle$ corresponding to the element $1 \in Z$. In explicit terms, this map is

$$
\begin{align*}
A(C_p/C_p) &= Z \oplus Z \begin{array}{c}
1 \\
0
\end{array} Z = \langle Z \rangle(C_p/C_p) \\
A(C_p/e) &= Z \begin{array}{c}
0 \\
0
\end{array} 0 = \langle Z \rangle(C_p/e).
\end{align*}
$$

The kernel of this map is $Z^*$. Consider the map $A$ to $Z$ corresponding to $1 \in Z \cong Z(C_p/C_p)$. This map is given by

$$
\begin{align*}
A(C_p/C_p) &= Z \oplus Z \begin{array}{c}
1 \\
0
\end{array} Z = Z(C_p/C_p) \\
A(C_p/e) &= Z \begin{array}{c}
id \\
0
\end{array} Z = Z(C_p/e).
\end{align*}
$$

The kernel of this map is $\langle Z \rangle$. Finally, the map $A$ to $Z^*$ corresponding to $1 \in Z \cong Z^*(C_p/C_p)$ is described by

$$
\begin{align*}
A(C_p/C_p) &= Z \oplus Z \begin{array}{c}
1 \\
0
\end{array} Z = Z^*(C_p/C_p)
\end{align*}
$$
\[
\mathbb{A}(C_p/e) = \mathbb{Z} \xrightarrow{p} \mathbb{Z} = \mathbb{Z}^*(C_p/e).
\]

Observe that the composites
\[
\langle \mathbb{Z} \rangle \to \mathbb{A} \to \langle \mathbb{Z} \rangle,
\]
and
\[
\mathbb{Z}^* \to \mathbb{A} \to \mathbb{Z}^*
\]
are multiplication by \(p\).

**Definition 3.2.** Let \(H\) be a subgroup of \(G\). The restriction
\[
\downarrow^G_H: \mathcal{M}_G \to \mathcal{M}_H
\]
and the induction
\[
\uparrow^G_H: \mathcal{M}_H \to \mathcal{M}_G
\]
are given by
\[
\uparrow^G_H \mathcal{M}(T) = \mathcal{M}(i^*(T)), \quad \downarrow^G_H \mathcal{N}(S) = \mathcal{N}(G \times_H S)
\]
for each finite \(G\)-set \(T\), and \(H\)-set \(S\). The structure maps are evident as the constructions \(i^*\) and \(G \times_H -\) induce functors between the Burnside categories.

These two functors are adjoint as noted in the following proposition.

**Proposition 3.3.** [25, Proposition 4.2] For \(H \leq G\), the functors \(\downarrow^G_H\) is a right adjoint to the functor \(\uparrow^G_H\).

The group \(G\) equals \(C_n\) for \(n\) square-free with \(k\) distinct odd prime factors \(p_1, \cdots, p_k\). Subgroups of \(G\) correspond to divisors of \(n\), which in turn are in one-to-one correspondence with subsets \(I \subset k = \{1, \cdots, k\}\) via the correspondence
\[
I \leftrightarrow d = \prod_{i \in I} p_i.
\]

**Notation 3.4.** For \(I \subset k\), write \(|I| = \prod_{i \in I} p_i\), and \#\(I\) for the number of elements of \(I\). We write \(C_I\) for the subgroup \(C_I\) of \(G = C_n\), and \(C_{d}^2\) denotes the subgroup \(C_{d}^2\) of \(G\). For \(p \mid n\) and \(p \nmid \#I\), \(C_{d}^p\) denotes the subgroup \(C_{d}^p\) of \(G\), and \(C_{d/p}^2\) denotes the subgroup \(C_{d/p}^2\).

If \(\mathcal{M}\) is a Mackey functor among \(\{A, \mathbb{Z}, \mathbb{Z}^*, \langle \mathbb{Z} \rangle\}\), we write \(\mathcal{M}_p\) for the Mackey functor \(\mathcal{M}\) defined over \(C_p\), and \(\mathcal{M}_I\) (respectively, \(\mathcal{M}_p^I\), \(\mathcal{M}_{d/p}^I\)) for the corresponding Mackey functor over the group \(C_I\) (respectively, \(C_{d}^p\), \(C_{d/p}^2\), \(C_{d/p}^2\)).

In the following definition, note that for \(d\mid n\), any transitive \(G\)-set may be expressed as a product of a \(C_d\)-set and a \(C_{d/p}\)-set. For a subgroup \(H\) of \(G\) write \(H_1 = C_d \cap H\) and \(H_2 = C_{d/p} \cap H\), and observe that \(G/H = C_d/H_1 \times C_{d/p}/H_2\). The maps between two transitive \(G\)-sets\footnote{A \(G\)-map \(G/H \to G/K\) exists if \(H \leq K\), and is given by multiplication by \(g \in G\).} also split as a product of maps between the two factors.
Definition 3.5. Define $\boxtimes: \mathcal{M}_{C_d} \times \mathcal{M}_{C_n} \to \mathcal{M}_G$ denoted by $(M, N) \mapsto M \boxtimes N$, on objects $G/H = C_d/H_1 \times C_n/H_2$ as

$$M \boxtimes N(G/H) = M(C_d/H_1) \otimes N(C_n/H_2).$$

The conjugation maps $c_g$ are given by $c_{g_1} \otimes c_{g_2}$, where $g = (g_1, g_2)$ under the isomorphism $G \cong C_d \times C_n$. For an inclusion $H \leq K$, define

$$\text{res}_H^K = \text{res}_{H_1}^{K_1} \otimes \text{res}_{H_2}^{K_2}, \quad \text{tr}_H^K = \text{tr}_{H_1}^{K_1} \otimes \text{tr}_{H_2}^{K_2}.$$ 

It is easy to observe that $\mathbb{Z}_d \boxtimes \mathbb{Z}_n \cong \mathbb{Z}$, and $A_d \boxtimes A_n \cong A$. The following Mackey functors also have special importance in our computations.

Definition 3.6. For $I \subseteq k$ and a $C_I$-Mackey functor $M$, define $C_n$-Mackey functors

$$C_{n,I}M := M \boxtimes \mathbb{Z}_I^*$, \quad K_{n,I}M := M \boxtimes \mathbb{Z}_I^c.$$

If $I$ is a singleton $\{i\}$, we also use the notation $C_{n,p}, C_i$, or $C_{p,i}$ for $C_{n,\{i\}}$, and $K_{n,p}, K_i$, or $K_{p,i}$ for $K_{n,\{i\}}$. For $d = |I|$, we also use the notation $C_{n,d}$ for $C_{n,I}$, and $K_{n,d}$ for $K_{n,I}$.

Remark 3.7. The computation of Example 2.13 generalizes to

$$HC_{n,d}M \cong \Sigma^{-\xi_d}K_{n,d}M$$

for $d | n$.

In terms of the notation above, we also note the formula

$$\downarrow^{G}_{C_I}C_{n,I}M \cong \downarrow^{G}_{C_I}K_{n,I}M \cong M.$$ 

Proposition 3.8. Let $M \in \mathcal{M}_G$ and $N \in \mathcal{M}_{C_I}$ for some $I \subseteq k$. Assume that $N$ is such that all the groups in the Mackey functor are torsion, and it has $p$-torsion only for $p | |I|$. We then have

a) A map of Mackey functors $\phi: M \to K_{n,I}(N)$ such that $\downarrow^{G}_{C_I} \phi$ is a split surjection, is a split surjection.

b) A map of Mackey functors $\psi: C_{n,I}(N) \to M$ such that $\downarrow^{G}_{C_I} \psi$ is a split injection, is a split injection.

Proof. We start with the proof of part a). For $J \subseteq k$, we have the following square

$$
\begin{array}{ccc}
M(G/C_J) & \xrightarrow{\phi(G/C_J)} & K_{n,I}(N)(G/C_J) \\
\downarrow \phi_{G/C_J} & & \downarrow \phi_{G/C_J} \\
M(G/C_J \cap I) & \xrightarrow{\phi(G/C_J \cap I)} & K_{n,I}(N)(G/C_J \cap I)
\end{array}
$$

The transfer map $\phi_{G/C_J \cap I}$ for the Mackey functor $K_{n,I}(N)$ equals multiplication by $|J|/|J \cap I|$, which is relatively prime to $|I|$. The given hypothesis on $N$ implies...
that this is an isomorphism. Suppose \( s_{I \cap J} \) is a splitting for the map \( \phi(G/C_{J \cap I}) \), then, \( \frac{|J \cap I|}{|J|} \circ \text{tr}_{C_{J \cap I}}^{C_J} \circ s_{I \cap J} \) is a splitting for the map \( \phi(G/C_J) \).

For \( b \), we use the commutative diagram for \( J \subset k \):

\[
\begin{array}{cccc}
C_{n,I}(N)(G/C_I) & \xrightarrow{\psi(G/C_J)} & M(G/C_J) \\
\text{res}_{C_{J \cap I}}^{C_J} & & \text{res}_{C_{J \cap I}}^{C_J} \\
C_{n,I}(N)(G/C_{J \cap I}) & \xrightarrow{\psi(G/C_{J \cap I})} & M(G/C_{J \cap I})
\end{array}
\]

The hypothesis on \( N \) implies that the left vertical restriction is an isomorphism. Suppose that \( \gamma(G/C_{J \cap I}) \) is the splitting for the map \( \psi(G/C_{J \cap I}) \), then, \( \frac{|J \cap I|}{|J|} \circ \gamma(G/C_{J \cap I}) \) is a splitting for the map \( \psi(G/C_J) \).

For a prime \( p \), note that there is a Mackey functor inclusion \( Z^* \to \mathbb{Z} \) which is an isomorphism at \( C_p/e \) and is multiplication by \( p \) at \( C_p/C_p \). As a consequence, the cokernel of the map is \( \langle \mathbb{Z}/p \rangle \). This fact generalizes as below for inclusions \( Z^* \) to \( \mathbb{Z} \) of \( G \)-Mackey functors.

**Proposition 3.9.** There is a unique map \( \mathbb{Z}^* \xrightarrow{\iota} \mathbb{Z} \) such that \( \iota(G/e) \) is the identity. Further, we have a short exact sequence

\[
0 \to \mathbb{Z}^* \xrightarrow{\iota} \mathbb{Z} \to \bigoplus_{i=1}^{k} K_{n,p_i}(\mathbb{Z}/p_i) \to 0.
\]

**Proof.** The uniqueness of \( \iota \) follows from the fact that \( \iota(G/e) \) is the identity, and all the transfer maps of \( Z^* \) are isomorphisms. As the restriction maps of \( Z^* \) are injective, \( \iota \) is injective at each orbit. Therefore, it is enough to compute the cokernel of \( \iota \). We proceed by induction on \( k \). For each \( i \), there is a short exact sequence

\[
(3.10) \quad 0 \to \mathbb{Z}^* \to \mathbb{Z}_{p_i} \to \langle \mathbb{Z}/p_i \rangle \to 0.
\]

This proves the case \( k = 1 \). By the induction hypothesis, we have the short exact sequence

\[
0 \to \mathbb{Z}^*_{\mathbb{Z}\setminus\{k\}} \xrightarrow{\iota} \mathbb{Z}^*_{\mathbb{Z}\setminus\{k\}} \to \bigoplus_{i=1}^{k-1} K_{n,p_i}(\mathbb{Z}/p_i) \to 0.
\]

We apply the exact functor \( \mathbb{Z}_{p_k}^* \boxtimes - \) to obtain

\[
0 \to \mathbb{Z}^* \to \mathbb{Z}_{p_k} \boxtimes \mathbb{Z}^*_{p_k} \to \bigoplus_{i=1}^{k-1} K_{n,p_i}(\mathbb{Z}/p_i) \boxtimes \mathbb{Z}^*_{p_k} \to 0.
\]

Observe that for two distinct primes \( p_i \) and \( p_j \), \( \mathbb{Z}^*_{p_i} \boxtimes \langle \mathbb{Z}/p_j \rangle \cong \mathbb{Z}_{p_k} \boxtimes \langle \mathbb{Z}/p_j \rangle \). As a consequence, we can identify the Mackey functors \( K_{p_k}(\mathbb{Z}/p_i) \boxtimes \mathbb{Z}^*_{p_k} \cong K_{n,\{i\}}(\mathbb{Z}/p_i) \).
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We also apply the exact functor $\mathcal{C}_{n,\{k\}}$ to \([3.10]\), and get
\[0 \to \mathbb{Z}^* \to \mathbb{Z}_{\mathcal{I}p_k}^* \boxtimes \mathbb{Z}_{p_k} \to \mathcal{C}_{n,\{k\}}(\mathbb{Z}/p_k) \to 0.\]

Using the above short exact sequences we consider the following short exact sequence of chain complexes

\[
\begin{array}{ccccccccc}
0 & 0 & 0 \\
\mathbb{Z}^* & \mathbb{Z}_{\mathcal{I}p_k}^* & \mathbb{Z}_{p_k}^* & \bigoplus_{i=1}^{k-1} \mathcal{K}_{n,\{i\}}(\mathbb{Z}/p_i) & 0 \\
\downarrow{id} & \downarrow{\phi} & \downarrow{coker(\iota)} & 0 \\
0 & \mathbb{Z}^* & \mathbb{Z} & \text{coker}(\iota) & 0 \\
\downarrow{0} & \downarrow{0} & 0 & 0 & 0 \\
\mathcal{C}_{n,\{k\}}(\mathbb{Z}/p_k) & \cong & \mathcal{C}_{n,\{k\}}(\mathbb{Z}/p_k) & 0 & 0 \\
\end{array}
\]

As the homologies of the first and middle vertical complexes are zero, therefore the sequence
\[0 \to \bigoplus_{i=1}^{k-1} \mathcal{K}_{n,\{i\}}(\mathbb{Z}/p_i) \to \text{coker}(\iota) \to \mathcal{C}_{n,\{k\}}(\mathbb{Z}/p_k) \to 0\]
is exact. Observe as above that $\mathcal{K}_{n,p_k}(\mathbb{Z}/p_k) \cong \mathcal{C}_{n,p_k}(\mathbb{Z}/p_k)$, as, $\text{gcd}(p_k, \frac{n}{p_k}) = 1$. Proposition \([3.10]\) implies that the sequence splits. \(\square\)

We make one more computation of Mackey functor maps in the proposition below.

**Proposition 3.11.** Let $\phi : \langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \to \langle \mathbb{Z} \rangle_{\mathcal{I}'} \boxtimes \mathcal{K}_{p_k}(\mathbb{Z}/p_k)$ be a non-zero map where $k \in \mathcal{I}$. Then $\mathcal{I}' = \mathcal{I} \setminus \{k\}$, and up to an isomorphism of the Mackey functors, $\phi$ is the unique map obtained as $\boxtimes$ of the identity on $\langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}}$, the map $\langle \mathbb{Z} \rangle_{p_k} \to \langle \mathbb{Z}/p_k \rangle$, and the usual inclusion $\mathbb{Z}^*_{\mathcal{I}_2} \to \mathbb{Z}_{\mathcal{I}_2}$. The kernel of $\phi$ is $p_k \cdot \langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \subset \langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}}$.

**Proof.** The description of the kernel is immediate from the description of $\phi$, so it suffices to prove that statement. Note that $\langle \mathbb{Z} \rangle_{\mathcal{I}'} \boxtimes \mathcal{K}_{p_k}(\mathbb{Z}/p_k)(G/C_d) = 0$ if $p_k \nmid d$. Assume on the contrary that $\mathcal{I}' \neq \mathcal{I} \setminus \{k\}$. If $i \neq k$ belongs to $\mathcal{I}$ but not $\mathcal{I}'$, then note that $\langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}}(G/C_d) = 0$ if $p_i \nmid d$. For other divisors we use the square (for $p_i \parallel d$, and $p_k \mid d$)

\[
\begin{array}{ccc}
\langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}}(G/C_d) & \phi(G/C_{dp_i}) & \langle \mathbb{Z} \rangle_{\mathcal{I}'} \boxtimes \mathcal{K}_{p_k}(\mathbb{Z}/p_k)(G/C_{dp_i}) \equiv \mathbb{Z}/p_k \\
\downarrow{\text{res}_{C_d}} & & \downarrow{\text{res}_{C_{dp_i}}} \\
\langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}} \boxtimes \mathbb{Z}_{\mathcal{I}}(G/C_d) = 0 & \phi(G/C_d) & \langle \mathbb{Z} \rangle_{\mathcal{I}'} \boxtimes \mathcal{K}_{p_k}(\mathbb{Z}/p_k)(G/C_d) \equiv \mathbb{Z}/p_k,
\end{array}
\]
orbits. The result now follows from this. Hence, \( I \neq I \\{ k \} \). This implies either both \( \langle Z \rangle_I \boxtimes \mathbb{Z}_{I_1} \boxtimes \mathbb{Z}_{I_2}^* (G/C_d) \) and \( \langle Z \rangle_{I'} \boxtimes \mathbb{K}_{pk} (\mathbb{Z}/pk)(G/C_d) \) are 0, or \( \langle Z \rangle_{I} \boxtimes \mathbb{Z}_{I_1} \boxtimes \mathbb{Z}_{I_2}^* (G/C_d) \cong \mathbb{Z} \) and \( \langle Z \rangle_{I'} \boxtimes \mathbb{K}_{pk} (\mathbb{Z}/pk)(G/C_d) \cong \mathbb{Z}/pk \). Among the latter values of \( G/C_d \), the restriction and transfer maps for \( \langle Z \rangle_{I'} \boxtimes \mathbb{K}_{pk} (\mathbb{Z}/pk) \) are isomorphisms. It follows that \( \phi \) is determined by its value on any of the orbits. The result now follows from this.

\[ \phi(G(C_{dp})) = 0 \quad \text{since the transfer map is either the identity or multiplication by } p_i \text{ which is relatively prime to } p_k. \]

4 Torsion in cohomology groups and applications for \( G \)-spheres

The advantage of using \( RO(G) \)-graded cohomology against integer-graded cohomology of \( G \)-spheres, is that we have the isomorphism \( H^*_G(SV; \underline{M}) \cong H^*_G(S^0; \underline{M}). \)

We may try to understand \( H^*_G(SV; \underline{M}) \) in a different way through cell structures for specific \( V \), and then, this gives us a relation in the \( RO(G) \)-graded cohomology leading to effective calculations. In our case we use \( V = \xi^d \), and note the cofibre sequence

\[ S(\xi^d)_+ \to S^0 \to S^\xi. \]

The cohomology of \( S(\xi^d)_+ \) may be computed using the cofibre sequence (2.1). This provides a relation in \( H^*_G(S^0; \underline{M}) \) which we use to prove results inductively.

4.2 Cohomology of transitive \( G \)-orbits. The spectrum \( S(\xi^d)_+ \) is obtained as a cofibre of \( G/C_{d+} \to G/C_{d+} \), so we may compute \( H^*_G(S(\xi^d)_+; \underline{M}) \) from the values

\[ H^*_G(G/C_{d+}; \underline{M}) \cong H^*_C(S^0; \downarrow G_{d+}^* M). \]

In fact, we have

**Proposition 4.3.** Let \( \underline{M} \) be a \( G \)-Mackey functor and \( d \) be a divisor of \( n \). For all \( \alpha \in RO(G) \),

\[ H^\alpha_G(G/C_{d+}; \underline{M}) \cong i^\alpha_{C_d} H^\alpha_C(S^0; \downarrow G_{d+}^* M). \]

**Proof.** Write \( i \) for the inclusion \( C_d \to G \) and note that \( i^* (HM) \cong H(\downarrow G_{d+}^* M). \)

Evaluating the Mackey functor \( H^\alpha_G(G/C_{d+}; \underline{M}) \) at \( G/C_m \), we obtain

\[ H^\alpha_G(G/C_{d+}; \underline{M})(G/C_m) = \{ G/C_m^+ \wedge G/C_{d+}, S^\alpha \wedge (HM) \}^G \]

\[ \cong \{ i^*(G/C_m^+), S^\alpha \wedge i^*(HM) \}^{C_d} \]

\[ \cong H^\alpha_C(S^0; \downarrow G_{d+} M)(i^*(G/C_m)). \]
The result follows. □

We write down explicitly the restriction and transfer maps of the Mackey functor \( H^\alpha_G(G/C; M) \) above. These turn out to be appropriate diagonal and fold maps on the corresponding maps of the Mackey functor \( H^\alpha_G(S^0) \). Let \( d \) correspond the \( I \subset k \). For \( m \mid n \) which corresponds to \( J \subset k \), as a \( C_I \)-set \( G/C_J \) splits as a disjoint union of \( n/|I \cup J| \)-copies of \( C_I/C_I \cap J \). Hence we write

\[
G/C_J \cong C_I/C_I \cap J \times G/C_I \cup J,
\]

where the action of \( C_I \) on the second factor is understood to be trivial.

Now consider \( J' \subset J \), and consider \( \pi_{C_I}^{C_J} : G/C_J \to G/C_J \). Then, \( i^*(\pi_{C_I}^{C_J}) \) using the notation of (4.4) may be expressed as

\[
\bigoplus_{x \in I, y \in J} C_I/C_I \cap J' \to \bigoplus_{x \in I} C_I/C_I \cap J,
\]
given by the canonical projection \( \pi_{C_I}^{C_I \cap J'} \) on each factor. Observe that the restriction map \( \text{res}_{C_I}^{C_J} \) is given by the following composite

\[
\bigoplus_{x \in I, y \in J} \hat{H}^\alpha_{C_I}(C_I/C_I \cap J) \to \bigoplus_{x \in I} \hat{H}^\alpha_{C_I}(C_I/C_I \cap J^+). \]

Analogously, the transfer map \( tr_{C_J}^{C_J} \) for the Mackey functor \( H^\alpha_G(G/C_I) \) is obtained by the following commutative diagram (the fold map \( A^k \to A \) is given by the sum)

\[
\bigoplus_{x \in I, y \in J} \hat{H}^\alpha_{C_I}(C_I/C_I \cap J) \to \bigoplus_{x \in I} \hat{H}^\alpha_{C_I}(C_I/C_I \cap J^+). \]

**4.5. Cohomology of representation spheres.** The real irreducible \( G \)-representations are given by the restrictions of \( \xi^d \) for \( d \leq n \), where \( \xi^d \) and \( \xi^{n-d} \) have the same underlying real representation. We compute the cohomology of \( S(\xi^d) \) for \( d \mid n \), via the following cofibre sequence of \( G \)-spectra (2.1)

\[
G/C_{d+} \to G/C_d \to S(\xi^d)_+.
\]

The computations for other \( d \) are similar. The cofibre sequence for \( S(\xi^d) \) is obtained by replacing \( \rho \) by \( \rho^k \) if \( k \) is relatively prime to \( n \).
As a consequence, one obtains the cohomology long exact sequence (with coefficients in any Mackey functor $M$)

$$\cdots \to H_{c}^{r-1}(G/C_{d+}) \to H_{c}^{0}(S(\xi_{d}^{+})) \to H_{c}^{0}(G/C_{d+}) \xrightarrow{1-H_{c}^{0}(\rho)} H_{c}^{0}(G/C_{d+}) \to \cdots$$

which induces the short exact sequences

\begin{equation}
(4.6) \quad 0 \to \ker(1-H_{c}^{0}(\rho)) \to H_{c}^{0}(S(\xi_{d}^{+})) \to \ker(1-H_{c}^{0}(\rho)) \to 0,
\end{equation}

for every $\alpha \in RO(G)$.

We now write down the structure of the Mackey functors $\ker(1-H_{c}^{0}(\rho))$ and $\ker(1-H_{c}^{0}(\rho))$. The following diagram of stable homotopy classes allows us to compute $H_{c}^{0}(\rho)$ at the orbit $G/C_{m}$. In the following we assume that $d$ corresponds to $I \subset k$ and $m$ to $J \subset k$. We use the notation $i$ for the inclusion $C_{d} \to G$, and the bijection of $C_{I}$-sets $i^{*}(G/C_{I}) \cong \sqcup_{C_{I} \cap J} C_{I} \cap J$.

$$\begin{array}{ll}
\{G/C_{I+} \wedge G/C_{J+}, S^{\alpha} \wedge H M\}^{G} & \xrightarrow{H_{c}^{0}(\rho)(G/C_{I})} \{G/C_{I+} \wedge G/C_{J+}, S^{\alpha} \wedge H M\}^{G} \\
i^{*} & \cong \\
\{G/C_{J+}, i^{*} S^{\alpha} \wedge H M\}^{C_{I}} & \xrightarrow{H_{c}^{0}(\rho)(G/C_{J})} \{G/C_{J+}, i^{*} S^{\alpha} \wedge H M\}^{C_{I}} \\
\cong \bigoplus_{J \subset k} \{C_{I} \cap J, \sum \alpha^{*} \alpha H M\}^{C_{I}} & \xrightarrow{H_{c}^{0}(\rho)(G/C_{I})} \bigoplus_{J \subset k} \{C_{I} \cap J, \sum \alpha^{*} \alpha H M\}^{C_{I}}
\end{array}$$

In the above, the isomorphisms $i^{*}$ are given by (2.11), and the bottom vertical isomorphisms come from (4,4). In the top row, the map represents the action of $\rho$ on cohomology. We now make an assumption on the coefficients $M$ that for a proper subgroup $H$, the Mackey functors $H_{c}^{0}(S^{0}; +_{H} M)$ satisfy that the homomorphisms $c_{h}$ are trivial for $h \in H$. If we are trying to compute the cohomology with $A$ or $\mathbb{Z}$-coefficients inductively, we may make this assumption on subgroups and prove it for $G$. We write $H_{c}^{0}(S^{0}; M)(C_{I}/C_{I \cap J}) = A$. Under this assumption, the map in the bottom row permutes the various factors in the direct sum cyclically. Let $\sigma_{r}$ denote the standard $r$-cycle $(1,2,\ldots,r)$ of the permutation group $\Sigma_{r}$. Therefore, we have

$$H_{c}^{0}(\rho)(G/C_{J}) = \sigma_{r}^{\alpha},$$

after possibly changing the coordinates in the direct sum. Note that $\ker(1-\sigma_{r} : A^{r} \to A^{r}) \cong A$, the diagonal copy of $A$, and $\ker(1-\sigma_{r} : A^{r} \to A^{r}) \cong A$, generated by the image of $(0,\ldots, A,\ldots, 0)$. Using this description, we deduce

1) For $J' \subset J \subset k$, the transfer map $tr^{C_{J'}}_{C_{J}}$ of $\ker(1-H_{c}^{0}(\rho))$ is given by $|I \cup J'|/|I \cup J'|$ times the transfer map $tr^{C_{J}}_{C_{J'}}$ of the Mackey functor $H_{c}^{0}(S^{0})$. The restriction map $res^{C_{J}}_{C_{J'}}$ of $\ker(1-H_{c}^{0}(\rho))$ equals the restriction map $res^{C_{J}}_{C_{J'}}$.

\footnote{The reader may note that the inductive proof of this fact is achieved through the final computation of $H_{c}^{0}(S^{0})$ in the later sections.}
of the Mackey functor $H^G_{\mathcal{C}_d}(S^0)$.

2) For $J \subset J \subset \mathbb{k}$, the restriction map $\text{res}^G_{C_{J'}}$ of $\text{ker}(1 - H^G_\mathcal{C}_d(\rho))$ is given by $|I \cup J|/|I \cup J'|$ times the restriction map $\text{res}^G_{C_{J'}}$ of the Mackey functor $H^G_{\mathcal{C}_{J'}}(S^0)$. The transfer map $\text{tr}^G_{C_{J'}}$ of $\text{ker}(1 - H^G_\mathcal{C}_d(\rho))$ equals the transfer map $\text{tr}^G_{C_{J'}}$ of the Mackey functor $H^G_{\mathcal{C}_d}(S^0)$.

This implies

**Proposition 4.7.** With respect to the above notation,

1) $\text{ker}(1 - H^G_\mathcal{C}_d(\rho)) = \mathcal{C}_{n,1}H^G_{\mathcal{C}_d}(S^0; M)$,
2) $\text{coker}(1 - H^G_\mathcal{C}_d(\rho)) = \mathcal{C}_{n,1}H^G_{\mathcal{C}_d}(S^0; M)$.

Incorporating the results of Proposition 4.7 in (4.6) we obtain the short exact sequence

$$
(4.8) \quad 0 \to \mathcal{C}_{n, d}H^{\alpha - 1}(S^0; M) \to H^G_{\mathcal{C}_d}(S(\xi^d)_+; M) \to \mathcal{C}_{n, d}H^G_{\mathcal{C}_d}(S^0; M) \to 0.
$$

**4.9. Torsions in $H^G_{\mathcal{C}_d}(S^0)$.** We now use (4.8) to deduce some general results about $H^G_{\mathcal{C}_d}(S^0)$. We assume throughout this section that the coefficient Mackey functor is either $A$ or $\mathbb{Z}$, and drop the coefficients from the notation in this case.

**Proposition 4.10.** a) Among the subset of $\alpha \in RO(G)$ such that $|\alpha^H| > 0$ for all $H \neq G$, the Mackey functor $H^G_{\mathcal{C}_d}(S^0)$ depends only on the value of $|\alpha^G|$. b) Among the subset of $\alpha \in RO(G)$ such that $|\alpha^H| < 0$ for all $H \neq G$, the Mackey functor $H^G_{\mathcal{C}_d}(S^0)$ depends only on the value of $|\alpha^G|$.

**Proof.** We prove a) by induction on the number of prime factors of $n$. A similar argument works for b). For $n = p$, a prime, this is a consequence of the computations in (16), and for $n = pq$ a product of two distinct primes, this appears in the proof of Proposition 5.1 of [3]. We apply the same technique to complete the proof in the general case.

Assume $\alpha_1, \alpha_2 \in RO(G)$ such that $|\alpha_1^H| > 0$ for $H \neq G$ and, $|\alpha_1^H| = |\alpha_2^H|$. Then for some integers $j_i$ and $l_s$,

$$\alpha_1 + \sum_i \xi^{j_i} = \alpha_2 + \sum_s \xi^{l_s}.$$  

For $d | n$, we have the following long exact sequence associated to (4.11),

$$
\cdots \to H^G_{\alpha + \xi^d + 1}(S(\xi^d)_+) \to H^G_{\alpha + \xi^d}(S^0) \to H^G_{\alpha + \xi^d}(S^0) \to H^G_{\alpha + \xi^d}(S(\xi^d)_+ + \cdots)
$$

Using the short exact sequence (4.8), and the induction hypothesis, we obtain that $H^G_{\alpha + \xi^d + 1}(S(\xi^d)_+)$ and $H^G_{\alpha + \xi^d - 1}(S(\xi^d)_+)$ are zero. Therefore, $H^G_{\alpha}(S^0) \cong H^G_{\alpha + \xi^d}(S^0)$. Thus, we deduce

$$
H^G_{\alpha}(S^0) = H^G_{\alpha + \xi^d}(S^0) \cong H^G_{\alpha + \xi^d}(S^0) \cong H^G_{\alpha + \xi^d}(S^0) \cong H^G_{\alpha + \xi^d}(S^0).
$$

Hence the result follows.

From Proposition 4.10 and the vanishing of $H^G_m(S^0)$ for $m \neq 0$, we deduce
Corollary 4.12. Let $\alpha \in RO(G)$. Suppose $|\alpha^H| > 0$ or $|\alpha^H| < 0$ for all $H \leq G$. Then $H^G_n(S^0) = 0$.

We have the injective map of Mackey functors $C_{n,d}(H^G_{C_d}(S^0)) \rightarrow H^G_n(S(\xi^d)_+)$ (4.18). From the cohomology exact sequence (4.11), we have the exact sequence $\cdot \cdot \cdot \rightarrow C^G_n(S(\xi^d)_+) \rightarrow H^G_n(S(\xi^d)_+)$ (4.12). From the exact sequence (4.11), we have the exact sequence $\cdot \cdot \cdot \rightarrow C^G_n(S(\xi^d)_+) \rightarrow H^G_n(S(\xi^d)_+) \rightarrow 0$. We now prove that the composite is injective.

Proposition 4.13. The composite

$$C_{n,d}(H^G_{C_d}(S^0)) \rightarrow H^G_n(S(\xi^d)_+) \rightarrow H^G_n(S(\xi^d)_+) \rightarrow 0$$

is an isomorphism at $G/K$ for all $K \leq C_d$. It follows that the composite is injective at all $G/H$.

Proof. The second statement is clear from the fact that the restriction $\text{res}_{G/K}^C_{G/K}(\alpha)$ is injective (in fact, = identity) for the Mackey functor $C_{n,d}(\alpha)$. Let $d$ denote the inclusion $C_d \rightarrow G$. The $C_d$-space $i^* S(\xi^d)_+$ is $S^1$ with trivial action. The cofibre sequence (4.11) restricted to $C_d$ becomes the cofibre $S^1 \rightarrow S^0 \rightarrow S^2$. As $\pi$ is a retract, this induces an isomorphism $H^G_{C_d}(S(\xi^d)_+) = H^G_{C_d}(S^0)$ (4.12), and compute for general $\alpha$, odd, and $H^G_{C_d}(S^0) \otimes \mathbb{Q} = 0$. We show that for every $d$, $H^G_{C_d}(S^0) \otimes \mathbb{Q} = 0$. This will imply the result. From (4.11), we have the exact sequence

$$0 \rightarrow H^G_{C_d}(S^0) \otimes \mathbb{Q} \rightarrow H^G_{C_d}(S(\xi^d)_+) \otimes \mathbb{Q} \rightarrow H^G_{C_d}(S^0) \otimes \mathbb{Q} \rightarrow 0$$

We have another short exact sequence,

$$0 \rightarrow C_{n,d}(H^G_{C_d}(S^0)) \otimes \mathbb{Q} \rightarrow H^G_{C_d}(S(\xi^d)_+) \otimes \mathbb{Q} \rightarrow 0$$

Using the induction hypothesis, we get $H^G_{C_d}(S^0) \otimes \mathbb{Q} = 0$. Thus, from the above short exact sequence we obtain

$$H^G_{C_d}(S(\xi^d)_+) \otimes \mathbb{Q} \cong C_{n,d}(H^G_{C_d}(S^0)) \otimes \mathbb{Q}$$

It follows then from Proposition 4.13 that $\delta$ is injective.

Theorem 4.14. If $\alpha$ is an odd element in $RO(G)$, then $H^G_n(S^0) \otimes \mathbb{Q} = 0$.

Proof. We proceed by induction on $n$. We know that if all the fixed points of $\alpha$ are odd negative then $H^G_n(S^0) = 0$. Start with an $\alpha$ with $|\alpha|$ odd, and $H^G_n(S^0) \otimes \mathbb{Q} = 0$. We show that for every $d$, $H^G_{C_d}(S^0) \otimes \mathbb{Q} = 0$. This will imply the result. From (4.11), we have the exact sequence

$$0 \rightarrow H^G_{C_d}(S^0) \otimes \mathbb{Q} \rightarrow H^G_{C_d}(S(\xi^d)_+) \otimes \mathbb{Q} \rightarrow H^G_{C_d}(S^0) \otimes \mathbb{Q} \rightarrow 0$$

We have another short exact sequence,

$$0 \rightarrow C_{n,d}(H^G_{C_d}(S^0)) \otimes \mathbb{Q} \rightarrow H^G_{C_d}(S(\xi^d)_+) \otimes \mathbb{Q} \rightarrow 0$$

Using the induction hypothesis, we get $H^G_{C_d}(S^0) \otimes \mathbb{Q} = 0$. Thus, from the above short exact sequence we obtain

$$H^G_{C_d}(S(\xi^d)_+) \otimes \mathbb{Q} \cong C_{n,d}(H^G_{C_d}(S^0)) \otimes \mathbb{Q}.$$

It follows then from Proposition 4.13 that $\delta$ is injective.

Theorem 4.14 helps us to deduce that the short exact sequence (4.18) splits.
Theorem 4.15. For all $\alpha \in RO(G)$, the Mackey functor

\[ H^0_G(S(\xi^d)_+) \cong C_{n,d}(H^{\alpha - 1}_G(S^0)) \oplus K_{n,d}(H^0_G(S^0)). \]

Proof. We divide the proof into two cases: $\alpha$ is odd and even. Let us consider the short exact sequence,

\[ 0 \to C_{n,d}(H^{\alpha - 1}_G(S^0)) \to H^0_G(S(\xi^d)_+) \to K_{n,d}(H^0_G(S^0)) \to 0. \]

First consider the case $\alpha$ odd. Theorem 4.14 implies that $K_{n,d}(H^0_G(S^0))$ has only torsion. For $K \leq C_d$,

\[ H^0_G(S(\xi^d)_+)(G/K) \cong \tilde{H}^\alpha_K(S^1) \cong \tilde{H}^\alpha_K(S^0) \oplus \tilde{H}^{\alpha - 1}_K(S^0). \]

So the above short exact sequence splits when evaluated at the orbit $G/K$ for all $K \leq C_d$. Thus the part a) of Proposition 4.13 implies the result.

For $\alpha$ even, the Mackey functor $C_{n,d}H^{\alpha - 1}_G(S^0) \otimes \mathbb{Q}$ vanishes due to Theorem 4.14. Then, we use part b) of Proposition 4.13 to conclude the result.

Finally, we show that $H^\alpha_G(S^0)$ has no torsion relatively prime to $n$.

Theorem 4.16. The Mackey functor $H^\alpha_G(S^0)$ has no $p$-torsion if $p$ does not divide $n$.

Proof. Write $n = p_1 \cdots p_k$, and proceed by induction on $k$. For $k = 1$, this follows from the computations in [10]. Let $d$ be a divisor of $n$. As the number of prime factors of $d$ is smaller than that of $n$, by induction hypothesis we have that $C_{n,d}H^{\alpha - 1}_G(S^0)$ and $K_{n,d}H^0_G(S^0; A)$ have no $p$-torsion. It follows from Theorem 4.16 that $H^0_G(S(\xi^d)_+)$ has no $p$-torsion for every $\alpha$.

We know that if all fixed points of $\alpha$ are negative then $H^0_G(S^0) = 0$ (Corollary 4.12). We now show that the process of adding a copy of $\xi^d$ to $\alpha$ does not pick up any $p$-torsion. This will allow us to conclude the result. Consider the following exact sequence

\[ \cdots \to H^\alpha_G(S(\xi^d)_+) \to H^\alpha_G(\xi^d) \to H^\alpha_G(S^0) \to H^\alpha_G(S(\xi^d)_+) \to \cdots. \]

As $H^\alpha_G(S(\xi^d)_+)$ is $p$-torsion free, it is enough to check that the cokernel of $\delta$ does not contain any $p$-torsion. Using the induction hypothesis, it suffices to prove that the cokernel of $\delta(G/G)$ has no $p$-torsion. For $\alpha$ odd, $H^\alpha_G(S^0)_{(p)} = 0$ by the assumption of the conclusion for $\alpha$ and Theorem 4.14. Hence, the statement follows in odd degrees. In the rest of the proof we assume that $\alpha$ is even. In this case, we localize at $p$ to compute the following map

\[ H^\alpha_G(S(\xi^d)_+)_{(p)} \to H^\alpha_G(S^0)_{(p)}. \]

Applying Theorem 4.13 the left side is $C_{n,d}H^{\alpha + \xi^d - 2}(S^0)_{(p)} \oplus K_{n,d}H^{\alpha + \xi^d - 1}(S^0)_{(p)}$. The second term in the summand is 0 by Theorem 4.14. It follows that $\delta$ is an isomorphism at $G/K$ for $K \leq C_d$ by Proposition 4.13. This in turn implies that
the action of the $c_g$ on $H^k_G(S^0)(p)(G/K)$ is trivial for $K \leq C_d$. From the double coset formula, we conclude
\[ \text{res}_{C_d}^G \circ tr_{C_d}^G(x) = \frac{n}{d}x. \]

Consider the commutative diagram
\[
\begin{array}{c}
\delta(G/C_d) \quad \delta(G/G) \\
\downarrow \quad \downarrow \\
\text{coker}(\delta(G/C_d)) = \text{coker}(\delta(G/G)) \oplus C.
\end{array}
\]

As $\frac{n}{d}$ is relatively prime to $p$, the right vertical restriction map $\text{res}_{C_d}^G$ is surjective, and $\frac{d}{n}tr_{C_d}^G$ is a section. As a consequence, there is some Abelian group $C(=\ker(\text{res}_{C_d}^G))$ such that
\[ H^0_G(S^0)(p)(G/C_d) = H^0_G(S^0)(p)(G/G) \oplus C. \]

As $H^0_G(S^0)(p)(G/G)$ does not contain any $p$-torsion, it turns out that the Abelian group $C$ has no $p$-torsion. Now, the restriction map $\text{res}_{C_d}^G$, and the transfer map $tr_{C_d}^G$ for the Mackey functor $H^{\alpha+\xi^d-1}_G(S^d_+)(p)$ are isomorphisms, and subsequently,
\[ \text{coker}(\delta(G/G)) = \text{coker}(\delta(G/C_d)) \oplus C. \]

Proposition 4.13 implies that the map $\delta(G/C_d)$ is an isomorphism. Therefore, $\text{coker}(\delta)$ has no $p$-torsion.

\section{Cohomology with $\mathbb{Z}$ coefficients}

In this section, we discuss the computations of $H^\ast_G(S^0; \mathbb{Z})$. We use the iterated tensor products
\[ \boxtimes: \mathcal{M}_{C_{p_1}} \times \cdots \times \mathcal{M}_{C_{p_k}} \rightarrow \mathcal{M}_G. \]

We observe that the constant $G$-Mackey functor $\mathbb{Z}$ is $\boxtimes(\mathbb{Z}, \cdots, \mathbb{Z})$ and the pointwise dual $\mathbb{Z}^\ast = \boxtimes(\mathbb{Z}^\ast, \cdots, \mathbb{Z}^\ast)$.

\textbf{Notation 5.1.} For $J = (j_1, \cdots, j_k) \in \{0, 1\}^k$, we write $\mathbb{Z}^J = \boxtimes(N_1, \cdots, N_k)$ where
\[ N_i = \begin{cases} 
\mathbb{Z} & \text{if } j_i = 0 \\
\mathbb{Z}^\ast & \text{if } j_i = 1.
\end{cases} \]

Hence, we have $\mathbb{Z}^{(0, \cdots, 0)} = \mathbb{Z}$, and $\mathbb{Z}^{(1, \cdots, 1)} = \mathbb{Z}^\ast$. In fact if $m = \prod_{j_i=1} p_i$, then
\[ \mathbb{Z}^J = \mathcal{K}_{m,J'} \mathbb{Z}^\ast. \]
5.2. The additive structure of $H^*_G(S^0; \mathbb{Z})$. Recall that for $G = C_p$, with $p$ an odd prime, we have the following formula for $H^*_G(S^0; \mathbb{Z})$ \cite[Appendix B]{7}:

\begin{equation}
H^*_p(S^0; \mathbb{Z}) = \begin{cases}
\mathbb{Z} & \text{if } |\alpha| = 0, \ |\alpha C_p| \leq 0 \\
\mathbb{Z}^* & \text{if } |\alpha| = 0, \ |\alpha C_p| > 0 \\
\langle \mathbb{Z}/p \rangle & \text{if } |\alpha| > 0, \ |\alpha C_p| \leq 0, \text{ and } \alpha \text{ even} \\
\langle \mathbb{Z}/p \rangle & \text{if } |\alpha| < 0, \ |\alpha C_p| > 1, \text{ and } \alpha \text{ odd} \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

(5.3)

The Mackey functors $H^*_G(S^0; \mathbb{Z})$ are all modules over $\mathbb{Z}$, so they satisfy the relation \cite[Proposition 16.3]{21}:

\begin{equation}
tr^G_H \circ res^G_H(x) = [G : H]x.
\end{equation}

(5.4)

Using (5.3) and (5.4) together we observe that $H^*_G(S^0; \mathbb{Z})$ is 0 for a range of values of $\alpha$.

**Theorem 5.5.** Let $\alpha \in RO(G)$. Then,

1) If $|\alpha| > 0$ odd, $H^*_G(S^0; \mathbb{Z}) = 0$.
2) If $|\alpha| < 0$ even, $H^*_G(S^0; \mathbb{Z}) = 0$.
3) If $|\alpha| < 0$ odd and $|\alpha C_p| \leq 1$ for all $1 \leq i \leq k$, $H^*_G(S^0; \mathbb{Z}) = 0$.

**Proof.** We use induction on $k$ to conclude the result. For $k = 1$, this follows readily from (5.3), and for $k = 2$, this follows from \cite[Theorem 7.3]{3}. Using the induction hypothesis, we deduce that the Mackey functor $H^*_G(S^0; \mathbb{Z})$ is 0 at any $G/H$ for $H \neq G$, and hence is of the form $A$ for some Abelian group $A$. Now we note from (5.3) that $a \in A$ must satisfy $pa = 0$ for any $p \mid n$. By taking two distinct prime factors $p$ and $q$ of $n$ we have $pa = 0$ and $qa = 0$ which together implies $a = 0$. Hence the result follows.

Theorem 5.5 provides a starting point for the computation of $H^*_G(S^0; \mathbb{Z})$. We use the cofibre sequences (4.1):

\begin{align*}
S(\xi)_+ & \to S^0 \to S^\xi, \\
S(\xi^p)_+ & \to S^0 \to S^{\xi^p}
\end{align*}

for $1 \leq i \leq k$, and associated long exact sequences

\begin{align*}
\cdots & H_G^{\alpha - \xi}(S^0) \to H_G^\alpha(S^0) \to H_G^\alpha(S(\xi)_+) \to H_G^{\alpha + 1 - \xi}(S^0) \cdots \\
\cdots & H_G^{\alpha - \xi^p}(S^0) \to H_G^\alpha(S^0) \to H_G^\alpha(S(\xi^p)_+) \to H_G^{\alpha + 1 - \xi^p}(S^0) \cdots .
\end{align*}

(5.6) (5.7)

We also recall from Proposition 4.15 that for $\alpha \in RO(G)$, we have

\begin{equation}
H^*_G(S(\xi^p); \mathbb{Z}) \cong K^*_H H^*_G(S^0; \mathbb{Z}) \oplus C^*_H H^*_G(\xi^p) \oplus C^*_H H^{\alpha - 1}(S^0; \mathbb{Z}).
\end{equation}

(5.8)

Hence (5.8) may be used together with (5.3) to write down the cohomology of the representation sphere $S(\xi^p)$. We deduce
Theorem 5.9. For $\alpha \in RO(G)$ with $|\alpha| < 0$ odd,

$$H^0_G(S^0; \mathbb{Z}) \cong \bigoplus_{|\alpha|_{C_{p_i}} > 1} K_i(\mathbb{Z}/p_i).$$

For $|\alpha| > 0$ even,

$$H^0_G(S^0; \mathbb{Z}) \cong \bigoplus_{|\alpha|_{C_{p_i}} \leq 0} K_i(\mathbb{Z}/p_i).$$

Proof. We start with the case $|\alpha| < 0$ odd. Here we first observe

$$H^0_G(S^0; \mathbb{Z}) \cong \begin{cases} H^0_G(S^0; \mathbb{Z}) & \text{if } |\alpha|_{C_{p_i}} \neq 3 \\ H^0_G(S^0; \mathbb{Z}) \oplus K_i(\mathbb{Z}/p_i) & \text{if } |\alpha|_{C_{p_i}} = 3 \end{cases}$$

by working the exact sequence (5.7) in each case.

If $|\alpha|_{C_{p_i}} \leq 1$, (5.8) implies

$$H^0_G(S^0; \mathbb{Z}) = 0$$

and therefore,

$$H^0_G(S^0; \mathbb{Z}) \cong H^0_G(S^0; \mathbb{Z}).$$

If $|\alpha|_{C_{p_i}} = 3$, (5.8) gives

$$H_i(S(\xi^p_i) +; \mathbb{Z}) = 0, \quad H^0_G(S(\xi^p_i) +; \mathbb{Z}) = K_i(\mathbb{Z}/p_i).$$

Hence, we obtain the short exact sequence

$$0 \to H^0_G(S^0; \mathbb{Z}) \to H^0_G(S^0; \mathbb{Z}) \to K_i(\mathbb{Z}/p_i) \to 0.$$ 

The map $H^0_G(S^0; \mathbb{Z}) \to K_i(\mathbb{Z}/p_i)$ above is split at $C_{p_i}$, because $res_{C_{p_i}}(S(\xi^p_i)) \simeq S^1$ with trivial action, and the map is induced by the inclusion of the base point which has a retract given by the projection $S^1_+ \to S^0$. We now apply Proposition 3.3 to deduce $H^0_G(S^0; \mathbb{Z}) \cong H^0_G(S^0; \mathbb{Z}) \oplus K_i(\mathbb{Z}/p_i)$.

If $|\alpha|_{C_{p_i}} > 3$, (5.8) implies

$$H^0_G(S^0; \mathbb{Z}) = C_i(\mathbb{Z}/p_i) \quad \text{and} \quad H^0_G(S^0; \mathbb{Z}) = K_i(\mathbb{Z}/p_i),$$

and Theorem 5.3 implies

$$H^0_G(S^0; \mathbb{Z}) = 0, \quad H^0_G(S^0; \mathbb{Z}) = 0.$$ 

Inputting this data into (5.7) gives the exact sequence

$$0 \to C_i(\mathbb{Z}/p_i) \to H^0_G(S^0; \mathbb{Z}) \to H^0_G(S^0; \mathbb{Z}) \to K_i(\mathbb{Z}/p_i) \to 0.$$ 

It follows by restricting to $C_{p_i}$ as above that

$$H^0_G(S^0; \mathbb{Z}) \cong \text{coker}(\phi) \oplus K_i(\mathbb{Z}/p_i)$$

and

$$H^0_G(S^0; \mathbb{Z}) \cong \text{coker}(\phi) \oplus C_i(\mathbb{Z}/p_i).$$
Finally observe that as \( p_i \) and \( n/p_i \) are relatively prime, \( \mathcal{K}_i(\mathbb{Z}/p_i) \cong \mathcal{C}_i(\mathbb{Z}/p_i) \). This completes the proof in the odd case.

For \( |\alpha| > 0 \) even we apply Theorem 5.14 to obtain the exact sequence

\[
0 \to \text{Ext}_L(\mathbb{H}^3_{\mathbb{Z}}(S^0, \mathbb{Z}), \mathbb{Z}) \to \mathbb{H}^3_{\mathbb{Z}}(S^0, \mathbb{Z}) \to \text{Hom}_L(\mathbb{H}^3_{\mathbb{Z}}(S^0, \mathbb{Z}), \mathbb{Z}) \to 0.
\]

If \( |\alpha| > 0 \) even, \( |3 - \xi - \alpha| < 0 \) odd and \( |2 - \xi - \alpha| < 0 \) even. Theorem 5.5 implies that the right group is 0. The even case now follows from the odd one by the observation \( \text{Ext}_L(\mathcal{K}_i(\mathbb{Z}/p_i), \mathbb{Z}) \cong \mathcal{K}_i(\mathbb{Z}/p_i) \).

Let us consider the function \( J : RO(G) \to \{0, 1\}^k \) with each component given by

\[
J(\alpha)_i = \begin{cases} 
0 & \text{if } |\alpha^{C_{p_i}}| \leq 0 \\
1 & \text{if } |\alpha^{C_{p_i}}| > 0.
\end{cases}
\]

This defines the Mackey functor \( \mathbb{Z}^J(\alpha) \) (Notation 5.1) which is the value of \( \mathbb{H}^3_{\mathbb{Z}}(S^0; \mathbb{Z}) \) for \( |\alpha| = 0 \) by the theorem below.

**Theorem 5.10.** For \( |\alpha| = 0 \),

\[
\mathbb{H}^3_{\mathbb{Z}}(S^0; \mathbb{Z}) \cong \mathbb{Z}^J(\alpha).
\]

**Proof.** We apply Corollary 5.5 and Theorem 5.9 to the exact sequence (5.6). It turns out the short exact sequence

\[
0 \to \mathbb{H}^3_{\mathbb{Z}}(S^0; \mathbb{Z}) \to \mathbb{Z} \to \bigoplus_{|\alpha^{C_{p_i}}| > 0} \mathcal{K}_{n,p_i}(\mathbb{Z}/p_i) \to 0.
\]

Let \( m = \prod_{|\alpha^{C_{p_i}}| > 0} p_i \). We may rewrite the short exact sequence above as

\[
0 \to \mathbb{H}^3_{\mathbb{Z}}(S^0; \mathbb{Z}) \to \mathbb{Z} \to \bigoplus_{p_i|m} \mathcal{K}_{n,m}(\mathcal{K}_{m,p_i}(\mathbb{Z}/p_i)) \to 0.
\]

Note that the functor \( \mathcal{K}_{n,m} \) is exact and additive. Thus Proposition 3.9 implies that \( \mathbb{H}^3_{\mathbb{Z}}(S^0; \mathbb{Z}) \cong \mathbb{K}_{n,m} \mathbb{Z}^* \). Hence the result follows.

**Example 5.11.** The formulas in Theorems 5.5, 5.9 and 5.10 yield formulas for the homology and cohomology of \( G \)-spheres. Let \( V \) be a \( G \)-representation. Observe that \( |V - \dim(V)| = 0 \) and \( J(V - \dim(V)) = (0, \cdots, 0) \). Therefore,

\[
\mathbb{H}^{\dim(V)}_{\mathbb{Z}}(S^0; \mathbb{Z}) \cong \mathbb{H}^G_{\dim(V)}(S^V; \mathbb{Z}) \cong \mathbb{Z}.
\]

We also have \( J(\dim(V) - V) = (1, \cdots, 1) \), so that

\[
\mathbb{H}^{\dim(V) - V}_{\mathbb{Z}}(S^0; \mathbb{Z}) \cong \mathbb{H}^G_{\dim(V)}(S^V; \mathbb{Z}) \cong \mathbb{Z}^*.
\]

Let \( V = \xi + \sum_{i=1}^{k-1} \xi^{p_1 \cdots p_i} \). In this case we conclude,

\[
\mathbb{H}^G_m(S^V; \mathbb{Z}) \cong \begin{cases} 
\mathbb{Z} & \text{if } m = 2k \\
\bigoplus_{i=k-r}^{k} \mathcal{K}_i(\mathbb{Z}/p_i) & \text{if } m = 2r, \ 0 \leq r < k \\
0 & \text{otherwise},
\end{cases}
\]
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and,

\[
\tilde{H}_{G}^{i}(S^{k}; \mathbb{Z}) \cong \begin{cases} 
\mathbb{Z}^{*} & \text{if } m = 2k \\
\bigoplus_{i=0}^{k} K_{i}(\mathbb{Z}/p_{i}) & \text{if } m = 2r + 1, 1 \leq r \leq k - 1 \\
0 & \text{otherwise.}
\end{cases}
\]

5.12. The ring structure for \(\tilde{H}_{G}^{*}(S^{0}; \mathbb{Z})\). In this section, we compute the ring structure on the cohomology with \(\mathbb{Z}\) coefficients. For \(G = C_{p}\), this is computed in [10]. We calculate the ring structure on \(\tilde{H}_{G}^{*}(S^{0}; \mathbb{Z}) = \tilde{H}_{G}^{*}(S^{0}; \mathbb{Z})(G/G)\).

Definition 5.13. For \(\alpha \in RO(G)\), we define \(m(\alpha)\) as

\[
m(\alpha) := \begin{cases} 
\prod_{|\alpha|^{p_{i}} \leq 0} p_{i} & \text{if } |\alpha| \text{ is even} \\
\prod_{|\alpha|^{p_{i}} > 1} p_{i} & \text{if } |\alpha| \text{ is odd.}
\end{cases}
\]

Remark 5.14. If \(\alpha\) is of the form \(V - \dim(V)\) for a \(G\)-representation \(V\), then \(m(\alpha) = n\).

We summarize the values of \(\tilde{H}_{G}^{*}(S^{0}; \mathbb{Z}) = \tilde{H}_{G}^{*}(S^{0}; \mathbb{Z})(G/G)\) from Theorems 5.10, 5.9 and 5.5

\[
\tilde{H}_{G}^{0}(S^{0}; \mathbb{Z}) = \begin{cases} 
\mathbb{Z} & \text{if } |\alpha| = 0 \\
\mathbb{Z}/m(\alpha) & \text{if } |\alpha| > 0 \text{ even} \\
\mathbb{Z}/m(\alpha) & \text{if } |\alpha| < 0 \text{ odd} \\
0 & \text{otherwise.}
\end{cases}
\]

Suppose that \(r\) and \(n\) are relatively prime. For \(d|r\), by smashing \([211]\) and \([411]\) with \(HZ\) we obtain

\[
H\mathbb{Z} \wedge S^{e_{d}} \cong H\mathbb{Z} \wedge S^{e_{d}}.
\]

This implies we have a unit in \(\tilde{H}_{G}^{e_{d}}(S^{0}; \mathbb{Z})\). Therefore in the ring structure, up to units, we may restrict the gradings \(\alpha \in RO(G)\) to linear combinations of \(\xi^{d}\) as \(d\) runs over divisors of \(n\). For the rest of the section we assume that the grading is of this form.

Notation 5.16. We denote by \(\tilde{H}_{G}^{+}(S^{0}; \mathbb{Z})\) (respectively \(\tilde{H}_{G}^{-}(S^{0}; \mathbb{Z})\), \(\tilde{H}_{G}^{0}(S^{0}; \mathbb{Z})\), and \(\tilde{H}_{G}(0)(S^{0}; \mathbb{Z})\)) the non-negative dimensional part (respectively negative dimensional, positive dimensional, and zero dimensional part) of \(\tilde{H}_{G}^{*}(S^{0}; \mathbb{Z})\) (that is, the part of \(\tilde{H}_{G}^{*}(S^{0}; \mathbb{Z})\) for \(|\alpha| \geq 0\) (respectively \(|\alpha| < 0\), \(|\alpha| > 0\), and \(|\alpha| = 0\)).

It readily follows that \(\tilde{H}_{G}^{+}(S^{0}; \mathbb{Z})\) and \(\tilde{H}_{G}(0)(S^{0}; \mathbb{Z})\) are commutative rings (as they are concentrated in even degrees by \([5.15]\)) and, \(\tilde{H}_{G}^{-}(S^{0}; \mathbb{Z})\) and \(\tilde{H}_{G}^{0}(S^{0}; \mathbb{Z})\) are \(\tilde{H}_{G}^{-}(S^{0}; \mathbb{Z})\)-modules. We denote by \(\tilde{H}_{G}^{R}(S^{0}; \mathbb{Z})\) (respectively \(\tilde{H}_{G}^{R}(S^{0}; \mathbb{Z})\)) the part of \(\tilde{H}_{G}^{*}(S^{0}; \mathbb{Z})\) in gradings of the form \(V - m\) (respectively of the form \(V - \dim(V)\)) for \(G\)-representations \(V\).
We will first describe $\tilde{H}_G^+(S^0; \mathbb{Z})$ using generators and relations. The generators used are defined in [12, Section 3] which we now recall.

**Definition 5.17.** Let $V$ be a $G$-representation. We have the $G$-map $S^0 \to S^V$ which induces

$$S^0 \to S^V \land S^0 \to S^V \land H^\mathbb{Z}$$

which we call $a_V \in \tilde{H}_G^V(S^0; \mathbb{Z})$. If $V$ is an oriented $G$-representation,

$$\tilde{H}_G^{V - \dim(V)}(S^0; \mathbb{Z}) \cong \tilde{H}_G^0(S^V; \mathbb{Z}) \cong \mathbb{Z}$$

and the choice of generator is defined as $u_V$.

We also have relations among these generators namely $u_V u_W = u_{V \lor W}$ and $a_V a_W = a_{V \lor W}$. It follows that these classes are products of $u_{\xi^d}$ and $a_{\xi^d}$ as $d < n$ varies over divisors of $n$.

We note that $\tilde{H}_G^{V-m}(S^0; \mathbb{Z}) \cong \tilde{H}_G^m(S^V; \mathbb{Z})$ which implies that the group is 0 if $m > \dim(V)$. It follows that $\tilde{H}_G^0(S^0; \mathbb{Z})$ for $\alpha$ of the form $V - m$ is a subring of $\tilde{H}_G^+(S^0; \mathbb{Z})$. This has been computed for $n = pq$ in [9]. We note from (5.15) that $\tilde{H}_G^+(S^0; \mathbb{Z}) \cong \mathbb{Z}/(\frac{n}{d})$ so that

$$\frac{n}{d} a_{\xi^d} = 0. \tag{5.18}$$

Write $RO_0(G) \subset RO(G)$ to be the elements of dimension 0. For $\alpha \in RO_0(G)$, $\tilde{H}_G^0(S^0; \mathbb{Z}) \cong \mathbb{Z}$ \,[6,13] \ and we easily deduce from Theorem 5.10 that

$$\text{res}_e^G = \frac{n}{m(\alpha)} : \mathbb{Z} \cong \tilde{H}_G^0(S^0; \mathbb{Z}) \to \tilde{H}_G^0(G/e_+; \mathbb{Z}) \cong \mathbb{Z}. \tag{5.19}$$

The cohomology ring of $G/e_+$ may be computed from non-equivariant cohomology and we have the formula

$$\tilde{H}_G^{(0)}(G/e_+; \mathbb{Z}) \cong \mathbb{Z}[\mu_{\xi^d}^\pm | d | n]$$

where $\mu_{\xi^d} = \text{res}_e^G(u_{\xi^d})$. We now deduce the ring structure of $\tilde{H}_G^{(0)}(S^0; \mathbb{Z})$ from the fact that $\text{res}_e^G$ is a ring map which is injective by (5.19). We note that $\alpha \in RO_0(G)$ is uniquely determined by its collection \{ $C_\alpha | s \neq 1 \}$ of fixed points dimensions. Therefore we have the following computation of $\tilde{H}_G^{(0)}(S^0; \mathbb{Z})$.

**Theorem 5.20.** The ring $\tilde{H}_G^{(0)}(S^0; \mathbb{Z})$ is a subring of $\mathbb{Z}[u_{\xi^d}^\pm | d | n]$ such that the degree $\alpha$ part includes in the right hand side by multiplication by $n/m(\alpha)$. In particular $\tilde{H}_G^{\text{Rep}_0}(S^0; \mathbb{Z})$ is isomorphic to $\mathbb{Z}[u_{\xi^d} | d | n]$.

We make the following notation in view of Theorem 5.20.

**Notation 5.21.** For $\alpha = \sum_{d | n} c_d (\xi^d - 2)$, we write $\frac{-n}{m(\alpha)} \prod_{d | n} u_{\xi^d}$ for the generator of $\tilde{H}_G^0(S^0; \mathbb{Z})$. This restricts to $\frac{-n}{m(\alpha)} \prod_{d | n} \mu_{\xi^d}^e$ in $\tilde{H}_G^0(G/e_+; \mathbb{Z})$. 
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For $|\alpha| > 0$ even, we write

$$\alpha = c \xi + \sum_{d|n} c_d (\xi^d - 2),$$

and we apply \[5.6\] to deduce that $\tilde{H}_G^0(S^0; \mathbb{Z})$ is $\mathbb{Z}/m(\alpha)$ generated by the class $a_\xi^{c}[n/m(\alpha)] \prod_{d|n} u_{\xi^d}$. Hence, we deduce

**Theorem 5.22.** The ring $\tilde{H}_G^+(S^0; \mathbb{Z})$ is generated over $\tilde{H}_G^0(S^0; \mathbb{Z})$ by the class $a_\xi$ subject to the relations

$$m(\alpha)a_\xi^{c}[n/m(\alpha)] \prod_{d|n} u_{\xi^d} = 0.$$

From Theorems \[5.22\] and \[5.20\] we readily deduce that the multiplication by $u_{\xi^d}$ is injective on $\tilde{H}_G^+(S^0; \mathbb{Z})$. On $\tilde{H}_G^0(S^0; \mathbb{Z})$, this is multiplication by $\frac{m(\alpha+\xi^d-2)}{m(\alpha)}d$. We then apply this to the commutative square (for divisors $d, s$ of $n$)

$$\begin{array}{ccc}
\tilde{H}_G^0(S^0; \mathbb{Z}) & \xrightarrow{a_{\xi^d}} & \tilde{H}_G^d(S^0; \mathbb{Z}) \\
| \downarrow u_{\xi^d} & & \downarrow u_{\xi^s} \\
\tilde{H}_G^{d-2}(S^0; \mathbb{Z}) & \xrightarrow{a_{\xi^d}} & \tilde{H}_G^{d-2}(S^0; \mathbb{Z})
\end{array}$$

to deduce

$$(5.23) \quad \frac{d}{\gcd(d, s)}a_{\xi^s}u_{\xi^d} = \frac{s}{\gcd(d, s)}u_{\xi^s}a_{\xi^d}.$$ 

In particular, we have for $k < \frac{n}{d}$, $a_{\xi^d}u_{\xi^d} = ku_{\xi^d}a_{\xi^d}$. For the group $C_{pm}$, an analogue of \[5.23\] was proved in \[13\] Theorem 3.5 and called the gold (or au) relation.

**Example 5.24.** For a proper divisor $d$ of $n$, consider the grading $\xi^d + \xi^{n/d} - 2$. We have $m(\xi^d + \xi^{n/d} - 2) = n$, so that $\tilde{H}_G^{\xi^d + \xi^{n/d} - 2}(S^0; \mathbb{Z}) \cong \mathbb{Z}/n$. Among the monomials in the $a$-classes and the $u$-classes, the only ones in this grading are $a_{\xi^d}u_{\xi^{n/d}}$ and $a_{\xi^n/d}u_{\xi^d}$. The relation \[5.18\] implies that

$$\frac{n}{d}a_{\xi^d}u_{\xi^{n/d}} = 0, \quad da_{\xi^{n/d}}u_{\xi^d} = 0,$$

and \[5.23\] does not give any further relation. We prove in Theorem \[5.25\] that these generate the cyclic subgroups of order $n/d$ and $d$ respectively in the group $\mathbb{Z}/n$.

Let $d_1, d_2, d_3$ be proper divisors of $n$ such that $d_1d_2d_3 = n$. Consider the grading $\xi^{d_1} + \xi^{d_2} + \xi^{d_3} - 4$, and observe that $m(\xi^{d_1} + \xi^{d_2} + \xi^{d_3} - 4) = n$. The monomials in this grading are $a_{\xi^{d_1}}u_{\xi^{d_2}}u_{\xi^{d_3}}$, $u_{\xi^{d_1}}a_{\xi^{d_2}}u_{\xi^{d_3}}$, and $u_{\xi^{d_1}}u_{\xi^{d_2}}a_{\xi^{d_3}}$. From \[5.18\], we have

$$d_2d_3a_{\xi^{d_1}}u_{\xi^{d_2}}u_{\xi^{d_3}} = 0, \quad d_1d_2u_{\xi^{d_1}}a_{\xi^{d_2}}u_{\xi^{d_3}} = 0, \quad d_1d_2u_{\xi^{d_1}}u_{\xi^{d_2}}a_{\xi^{d_3}} = 0,$$
and from \((5.23)\), we have
\[
\begin{align*}
d_2 u_{\xi^2} & = d_1 u_{\xi^3}, \\
d_3 u_{\xi^2} & = d_1 u_{\xi^3}, \\
d_3 u_{\xi^2} & = d_2 u_{\xi^3}.
\end{align*}
\]

We prove in Theorem 5.25 that there are no further relations in this grading. More explicitly, \(a_{\xi^d} u_{\xi^e} a_{\xi^f} \) generates the cyclic subgroup (of the group \(\mathbb{Z}/n\)) of order \(d_2 d_3\), \(a_{\xi^d} a_{\xi^e} u_{\xi^f} \) generates the cyclic subgroup of order \(d_1 d_3\), and \(u_{\xi^d} u_{\xi^e} a_{\xi^f} \) generates the cyclic subgroup of order \(d_1 d_2\).

The equations \((5.18)\) and \((5.23)\) are the only relations in degrees of the form \(V - m\) for representations \(V\) and we have the following result.

**Theorem 5.25.** The ring \(\tilde{H}_G^1(S^0; \mathbb{Z})\) is generated by the classes \(u_{\xi^d}, a_{\xi^d}\) for divisors \(d\) of \(n\) such that \(d \neq n\), subject to the relations
\[
\frac{n}{d} u_{\xi^d} = 0, \quad \frac{d}{\gcd(d, s)} a_{\xi^d} = \frac{s}{\gcd(d, s)} u_{\xi^d}.
\]

*Proof.* Let \(\mathcal{R}\) be the ring generated by the \(u_{\xi^d}, a_{\xi^d}\) modulo the relations \((5.18), (5.25)\).

For \(\alpha = \sum c_d \xi^d - 2\mu\), we see that the degree \(\alpha\) part of \(\mathcal{R}\) is a sum of monomials of \(\mu\)-fold product of \(u_{\xi^d}\)s and a \(|\alpha|/2\)-fold product of \(a_{\xi^d}\)s. We assume \(|\alpha| > 0\), so that the products lie in a cyclic group of order \(m(\alpha)\). Since multiplication by \(u_{\xi^d}\) is injective, a monomial \(\prod u_{\xi^d}^{c_j} \prod a_{\xi^d}^{s} \) generates a cyclic subgroup of order \(\gcd(\frac{n}{d})\). Hence, using the gold relation \((5.23)\), the homogeneous part of \(\mathcal{R}\) in degree \(\alpha\) is a cyclic group of order the least common multiple of the above gcds.

If \(p\) is a prime dividing all the \(\frac{n}{d}\), \(p\) does not divide the \(\delta_l\), so that
\[
|\alpha^{C_p}| = \sum_j (|\xi^{d_j}| C_p - 2) \leq 0,
\]
and thus, \(p\) divides \(m(\alpha)\). It follows that the degree \(\alpha\) part of \(\mathcal{R}\) is cyclic of order a divisor of \(m(\alpha)\). Hence, it suffices to prove that the classes \(u_{\xi^d}, a_{\xi^d}\) indeed generate \(\tilde{H}_G^1(S^0; \mathbb{Z})\).

We start with \(\alpha = \sum c_d \xi^d - 2\mu\), and use induction on \(\mu\) to prove that \(\tilde{H}_G^1(S^0; \mathbb{Z})\) is generated by sums of monomials on \(u_{\xi^d}\) and \(a_{\xi^d}\). If \(\mu = 0\), the only possible monomial is \(\prod d a_{\xi^d}^d\) which generates a cyclic group of order \(\gcd(\frac{n}{d})\). Choose \(c_d > 0\), and use induction hypothesis they are in the image of \(\mathcal{R}\). As \(d\) varies over \(c_d > 0\), we show that these span the cyclic group \(\mathcal{Z}/m(\alpha)\). Suppose for some \(p \mid m(\alpha)\) that
\[
p \mid \frac{m(\alpha) m(\alpha - \xi^d + 2)}{m(\alpha - \xi^d)}
\]
for all \(d\). Then \(p \mid m(\alpha - \xi^d + 2)\), so that \(C_p + 2 - |\xi^d| C_p > 0\), which implies \(p \mid d\) for all \(d\). This implies that \(C_p - 2 - |\xi^d| C_p \leq 0\). Therefore, for every \(p \mid m(\alpha)\), there is a \(d\) such that
\[
P \mid \frac{m(\alpha) m(\alpha - \xi^d + 2)}{m(\alpha - \xi^d)}
\]
so that the sum of cyclic groups equal \(\mathcal{Z}/m(\alpha)\), and we are done by induction. \(\square\)
Finally, we describe the \( H^*_G(S^0; \mathbb{Z}) \)-module \( \tilde{H}^*_G(S^0; \mathbb{Z}) \). As elements in \( \tilde{H}^*_G(S^0; \mathbb{Z}) \) multiply to 0, this will complete the description of the ring \( \tilde{H}^*_G(S^0; \mathbb{Z}) \).

From equivariant Anderson duality (Theorem 2.17) we have the following short exact sequence
\[
(5.26) \quad 0 \to \text{Ext}(\tilde{H}_G^{3-\xi-\alpha}(S^0; \mathbb{Z}), \mathbb{Z}) \to \tilde{H}^*_G(S^0; \mathbb{Z}) \to \text{Hom}(\tilde{H}_G^{2-\xi-\alpha}(S^0; \mathbb{Z}), \mathbb{Z}) \to 0.
\]

For \(|\alpha| < 0\) odd, this gives an isomorphism
\[
\tilde{H}^*_G(S^0; \mathbb{Z}) \cong \text{Ext}(\tilde{H}_G^{3-\xi-\alpha}(S^0; \mathbb{Z}), \mathbb{Z}) \cong \text{Hom}(\tilde{H}_G^{3-\xi-\alpha}(S^0; \mathbb{Z}), \mathbb{Q}/\mathbb{Z}).
\]

The exact sequence (5.26) is induced from the short exact sequence of Mackey functors
\[
0 \to \mathbb{Z} \to \mathbb{Q} \to \mathbb{Q}/\mathbb{Z} \to 0,
\]
which is actually a short exact sequence of \( \mathbb{Z} \)-modules. Therefore, on cohomology they induce a long exact sequence of \( \tilde{H}^*_G(S^0; \mathbb{Z}) \)-modules. Hence we have

**Theorem 5.27.** \( \tilde{H}^*_G(S^0; \mathbb{Z}) \) is isomorphic to \( \Sigma^{3-\xi} \text{Hom}(\tilde{H}^{>0}_G(S^0; \mathbb{Z}), \mathbb{Q}/\mathbb{Z}) \) as \( \tilde{H}^*_G(S^0; \mathbb{Z}) \)-modules.

This completes the computation of the ring structure of \( \tilde{H}^*_G(S^0; \mathbb{Z}) \).

## 6 The additive structure for \( A \)-coefficients

The primary subject of this section is the Mackey functor valued cohomology with \( A \)-coefficients. Computations for \( G = C_p \) were made by Stong and Lewis ([10]) and for \( C_{pq} \) in [3]. The method for \( C_{pq} \) involved adding copies of \( \xi^d \) \((d = 1, p, \text{ or } q)\) to negative \( \alpha \) values, and subtracting \( \xi^d \) \((d = 1, p, \text{ or } q)\) from positive \( \alpha \) values, via the exact sequences ([11]). We take a different approach here by proving that in many cases, \( H^*_G(S^0; A) \) decomposes into a direct sum of copies obtained from \( H^*_G(S^0; \mathbb{Z}) \) for various divisors \( d \) of \( n \). We make the following definition

**Definition 6.1.** We say that \( \alpha \in RO(G) \) is non-zero if all the fixed point dimensions \( |\alpha^C_d| \) are non-zero. We say that \( \alpha \) is mostly non-zero if \( |\alpha^C_d| = 0 \) implies \( |\alpha^C_p| \neq 0 \) for all \( p \) dividing \( n \) but not \( d \). We say that \( \alpha \) has many zeros if it is not mostly non-zero.

**Example 6.2.** Let \( n = pq \) so that \( G = C_{pq} \). Consider \( \alpha = \xi^p + \xi^q - 2 \). The fixed point dimensions are given by
\[
|\alpha| = 2, \ |\alpha^{C_p}| = |\alpha^{C_q}| = 0, \ |\alpha^{C_n}| = -2.
\]

Thus \( \alpha \) is not non-zero but it is mostly non-zero.

For mostly non-zero \( \alpha \), we will write down a formula for \( H^*_G(S^0; A) \). This will prove an “independence result”: For \( \alpha \) mostly non-zero, the Mackey functor \( H^*_G(S^0; A) \) is determined up to isomorphism by the fixed point dimensions of \( \alpha \).
Notation 6.3. For the rest of the section, for $I \subset k$, $J$ denotes the complement $k \setminus I$.

We now describe the strategy used in the calculations. Note that for each prime $p$, we have the short exact sequences
\begin{equation}
0 \to \langle \mathbb{Z} \rangle_p \to A_p \to \mathbb{Z}_p \to 0
\end{equation}
and
\begin{equation}
0 \to \mathbb{Z}_p^* \to A_p \to \langle \mathbb{Z} \rangle_p \to 0
\end{equation}
such that the composite $\langle \mathbb{Z} \rangle_p \to A_p \to \langle \mathbb{Z} \rangle_p$ of the maps from (6.4) and (6.5) is given by multiplication by $p$. Let $j \in I$. From (6.4) and (6.5), we have the following short exact sequences of $G$-Mackey functors (see Definition 3.6)
\begin{equation}
0 \to \langle \mathbb{Z} \rangle_p \otimes A_{I \setminus \{j\}} \otimes \mathbb{Z}_J \to A_I \otimes \mathbb{Z}_J \to \langle \mathbb{Z} \rangle_p \otimes A_{I \cup \{j\}} \otimes \mathbb{Z}_J \to 0,
\end{equation}
and
\begin{equation}
0 \to \mathbb{Z}_p^* \otimes A_{I \setminus \{j\}} \otimes \mathbb{Z}_J \to A_I \otimes \mathbb{Z}_J \to \langle \mathbb{Z} \rangle_p \otimes A_{I \setminus \{j\}} \otimes \mathbb{Z}_J \to 0,
\end{equation}
and that, the composite
\begin{equation}
\langle \mathbb{Z} \rangle_p \otimes A_{I \setminus \{j\}} \otimes \mathbb{Z}_J \to A_I \otimes \mathbb{Z}_J \to \langle \mathbb{Z} \rangle_p \otimes A_{I \setminus \{j\}} \otimes \mathbb{Z}_J
\end{equation}
is given by multiplication by $p_j$. We first identify the cohomology of $H^\alpha_G(S^0; \langle \mathbb{Z} \rangle_p \boxtimes \underline{M})$ for $C_{n/p}$-Mackey functors $\underline{M}$. This will allow us to compute $H^\alpha_G(S^0; A_I \boxtimes \underline{Z}_J)$ via an inductive process.

6.8. Identification of $H^\alpha_G(S^0; \langle \mathbb{Z} \rangle_p \boxtimes \underline{M})$. The direct computation of homotopy groups of fixed point spectra [19, Proposition V.3.2] shows that the fixed point spectra of Eilenberg-MacLane spectra are Eilenberg-MacLane spectra. In fact we have
\[ \pi_m(\mathbb{H}_N^K(WK/H)) \cong \begin{cases} \mathbb{N}(G/q^{-1}(H)) & \text{if } m = 0 \\ 0 & \text{if } m \neq 0 \end{cases} \]
Applying this to $K = C_p$ and $\underline{N} = \langle \mathbb{Z} \rangle_p \boxtimes \underline{M}$ we obtain
\begin{equation}
H(\langle \mathbb{Z} \rangle_p \boxtimes \underline{M})^{C_p} \simeq HM^{C_p}
\end{equation}
as $C_p$-spectra.

Notation 6.10. For a $G$-spectrum $X$ and a divisor $d$ of $n$, let $i_d^\ast(X)$ be the $C_d$-spectrum obtained by the restriction of $X$ along the inclusion $C_d \to G$.

We conclude easily using [19, Proposition V.2.3] that if $p \nmid d$,
\begin{equation}
i_d^\ast(H(\langle \mathbb{Z} \rangle_p \boxtimes \underline{M}_p)) \cong H(i_{C_d}^\ast((\langle \mathbb{Z} / p \rangle \boxtimes \underline{M}))) = 0.
\end{equation}
We now use the results above to compute $H^\alpha_G(S^0; \langle \mathbb{Z} \rangle_p \boxtimes \underline{M})$, which turns out to depend only on $\alpha^{C_p}$. We write $d = \frac{n}{p}$, and prove
\[ \text{...} \]
Proposition 6.12. For a $C_d$-Mackey functor $M$ and $\alpha \in RO(G)$, we have

$$H_G^\alpha(S^0; \langle Z \rangle_p \boxtimes M) \cong H^\alpha_{C_d}(S^0; M) \boxtimes (\langle Z \rangle_p).$$

Proof. For $\alpha \in RO(G)$, $\alpha^{C_p}$ is a virtual $C_d$-representation, and we also think of it as a virtual $G$-representation via the map $q : G \to G/C_p \cong C_d$. We first observe that

$$H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes M) \cong H^\alpha_{C_d}(S^0; \langle Z \rangle_p \boxtimes M).$$

To see this, consider $r \mid n$ such that $p \nmid r$. Using Proposition 4.3 and (6.11), we have

$$H^\alpha_G(G/C_r; \langle Z \rangle_p \boxtimes M) \cong H^\alpha_{C_r}(S^0; \langle Z \rangle_p \boxtimes M) = 0.$$Next, using the cofibre sequence (2.1), we readily deduce that $H^\alpha_G(S(\xi^r)_{r+}; \langle Z \rangle_p \boxtimes M) = 0$. Now incorporating this value in the long exact sequence (4.11), we obtain

$$H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes M) \cong H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes M).$$

Therefore, adding or subtracting a copy of $\xi^r$ does not change the value of $H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes M)$ if $p \nmid r$. Observe now that $\alpha - \alpha^{C_p}$ is a $Z$-linear combination of $\xi^r$ where $p \nmid r$. It follows that $H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes M) \cong H^\alpha_{C_d}(S^0; \langle Z \rangle_p \boxtimes M)$. Finally, we prove

$$H^\alpha_{C_d}(S^0; \langle Z \rangle_p \boxtimes M) \cong H^\alpha_{C_d}(S^0; M) \boxtimes (\langle Z \rangle_p).$$

By (6.11), both the sides of the above are 0 at the orbit $G/C_r$ whenever $p \nmid r$. The remaining orbits are of the form $q^*(C_d/K)$ for $K \leq C_d$. In this case, we compute

$$H^\alpha_{C_d}(S^0; \langle Z \rangle_p \boxtimes M)(q^*(C_d/K)) = \{S^{-\alpha^{C_p}} \land q^*(C_d/K)_{+}, H((\langle Z \rangle_p \boxtimes M))^G \cong \{q^*(S^{-\alpha^{C_p}} \land C_d/K)_{+}, H((\langle Z \rangle_p \boxtimes M))^G \cong \{S^{-\alpha^{C_p}} \land C_d/K_{+}, H((\langle Z \rangle_p \boxtimes M))^C_d \cong \{S^{-\alpha^{C_p}} \land C_d/K_{+}, H(M)^C_d \cong (H^\alpha_{C_d}(S^0; M) \boxtimes (\langle Z \rangle_p))(q^*(C_d/K)).$$

In the above, the first equivalence stems from the fact that $q^*(S^{-\alpha^{C_p}}) \cong S^{-\alpha^{C_p}}$, the second equivalence is from [19] Proposition V.3.10, and the third equivalence follows from (6.9). Observe also that the equivalence is functorial with respect to maps $C_d/K_1 \to C_d/K_2$ in the $C_d$-Burnside category. Hence the result follows.

\[ \square \]

6.13. Computations in the non-zero case. We compute $H^\alpha_G(S^0; A)$ using the short exact sequences (6.13) and (6.17). We use Proposition 6.12 to deduce

\[ \text{Proposition 6.14. Let } I \text{ be a subset } k \text{ and } j \in I. \text{ For } \alpha \in RO(G), \text{ there is a short exact sequence} \]

\[ (6.15) \] 

$$0 \to H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes A_{I \setminus \{j\}} \boxtimes \mathbb{Z}_j) \to H^\alpha_G(S^0; A_I \boxtimes \mathbb{Z}_j) \to H^\alpha_G(S^0; A_{I \setminus \{j\}} \boxtimes \mathbb{Z}_{J \setminus \{j\}}) \to 0.$$
Proof. The short exact sequences of Mackey functors \((6.6)\) and \((6.7)\) induce cohomology long exact sequences
\begin{equation}
\cdots \mathcal{H}_G^0(S^0; \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}) \to \mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \boxtimes \mathbb{Z}}) \to \mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}) \cdots
\end{equation}
and
\begin{equation}
\cdots \mathcal{H}_G^0(S^0; \mathbb{Z}_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}) \to \mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \boxtimes \mathbb{Z}}) \to \mathcal{H}_G^0(S^0; \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}) \cdots
\end{equation}
such that the composite
\begin{equation}
\mathcal{H}_G^0(S^0; \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}) \to \mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \boxtimes \mathbb{Z}}) \to \mathcal{H}_G^0(S^0; \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}})
\end{equation}
is given by multiplication by \(p_j\). Using Proposition \(6.12\) we have
\begin{equation}
\mathcal{H}_G^0(S^0; \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}) \cong \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}).
\end{equation}
It follows from Proposition \(6.16\) that the groups have no \(p_j\)-torsion. Therefore, the map
\begin{equation}
\mathcal{H}_G^0(S^0; \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}}) \to \mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \boxtimes \mathbb{Z}})
\end{equation}
is injective for all \(\alpha\). Hence, \(6.16\) reduces to the short exact sequence \(6.15\).
\(\square\)

In fact, we know that multiplication by \(p_j\) is an isomorphism on groups which have no \(p_j\)-torsion. Therefore, the proof of Proposition \(6.14\) further implies

**Proposition 6.17.** The torsion factors in \(\mathcal{H}_G^0(S^0; \langle \mathbb{Z} \rangle_{p^j} \boxtimes \mathcal{A}_{\{i\} \setminus \{j\} \boxtimes \mathbb{Z}})\) are a summand of \(\mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \boxtimes \mathbb{Z}})\).

We now use these results to complete the calculations in the non-zero case.

In the theorem below we use the convention that
\begin{equation}
\mathcal{H}_G^0(C_1; S^0; \mathbb{Z}) = \begin{cases} 0 & \text{if } \alpha \neq 0 \\ \mathbb{Z} & \text{if } \alpha = 0. \end{cases}
\end{equation}
This appears in the case \(J = \varnothing\) below.

**Theorem 6.19.** Suppose \(I\) and \(J\) as in Proposition \(6.14\) and \(\alpha \in RO(G)\) such that \(|\alpha^H| \neq 0\) for all \(H \leq C_I\). Then
\begin{equation}
\mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \boxtimes \mathbb{Z}}) \cong \bigoplus_{\mathcal{I} \subseteq \mathcal{I}} \langle \mathbb{Z} \rangle_{\mathcal{I}} \boxtimes \mathcal{H}_G^0(S^0; \mathbb{Z}).
\end{equation}

Proof. Note that the given non-zero fixed points condition implies that the groups in \(\mathcal{H}_G^0(S^0; \mathbb{Z})\) are all torsion \((6.15)\). By induction on \(#I\), the cardinality of \(I\), we deduce using Proposition \(6.14\) that the groups in \(\mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\} \boxtimes \mathbb{Z}})\) are all torsion.

We proceed to the proof of the theorem again by induction on \(#I\). For \(#I = 1\) (that is \(I = \{i\}\), we use Proposition \(6.17\) to deduce that the short exact sequences
\begin{equation}
0 \to \langle \mathbb{Z} \rangle_{\{i\}} \boxtimes \mathcal{H}_G^{C_1}(S^0; \mathbb{Z}) \to \mathcal{H}_G^0(S^0; \mathcal{A}_{\{i\}} \boxtimes \mathbb{Z}) \to \mathcal{H}_G^0(S^0; \mathbb{Z}) \to 0
\end{equation}
are all split. In the general case, we know from the induction hypothesis that
\[ H_p^\alpha(S^0; A) \cong \bigoplus_{I \subseteq \mathcal{I}_\ell(j)} \langle Z \rangle_I \otimes H^a_{C_p} (S^0; \mathbb{Z}_2). \]

Proposition 6.12 and the induction hypothesis together allow us to conclude
\[ H_p^\alpha(S^0; \langle Z \rangle_p \otimes A \mathcal{I}_\ell(j) \otimes \mathbb{Z}_2) \cong \bigoplus_{I \subseteq \mathcal{I}_\ell(j)} \langle Z \rangle_{I \cup \{j\}} \otimes H^a_{C_p} (S^0; \mathbb{Z}_2). \]

Now summing the two factors we conclude the result by induction.

**Example 6.20.** In the case \( G = C_p \), Theorem 6.19 states that if \( |\alpha| \neq 0 \) and \( |\alpha^{C_p}| \neq 0 \), we have
\[ H^a_{C_p} (S^0; A) \cong H^a_{C_p} (S^0; \mathbb{Z}). \]

In the case \( G = C_{pq} \), Theorem 6.19 states that if \( |\alpha| \neq 0 \), \( |\alpha^{C_p}| \neq 0 \), \( |\alpha^{C_q}| \neq 0 \), and \( |\alpha^{C_{pq}}| \neq 0 \), we have
\[ H^a_{C_{pq}} (S^0; A) \cong H^a_{C_p} (S^0; \mathbb{Z}) \oplus \langle Z \rangle_p \otimes H^a_{C_p} (S^0; \mathbb{Z}) \oplus \langle Z \rangle_q \otimes H^a_{C_q} (S^0; \mathbb{Z}) \oplus H^a_{C_{pq}} (S^0; \mathbb{Z}). \]

An immediate observation from Theorem 6.19 (and also using Theorem 5.5) is the following Corollary.

**Corollary 6.21.** For \( \alpha \in RO(G) \) odd, we have
\[ H^a_{\mathcal{I}_\ell} (S^0; A) \cong \bigoplus_{\mathcal{I} \subseteq \mathcal{I}_\ell} \langle Z \rangle_{\mathcal{I}} \otimes H^a_{C_{\mathcal{I}}} (S^0; \mathbb{Z}_2). \]

If further \( |\alpha^H| \leq 1 \) for all \( H \leq G \), \( H^a_{B} (S^0; A) = 0 \).

**Example 6.22.** The decomposition formula of \( H^a_{\mathcal{I}_\ell} (S^0; A) \) in Corollary 6.21 for odd \( \alpha \) may be stated in more explicit terms (as see Theorem 5.9)
\[ H^a_{\mathcal{I}_\ell} (S^0; A) \cong \bigoplus_{i=1}^{k} \bigoplus_{\mathcal{I} \subseteq \mathcal{I}_\ell \setminus \{i\}, |\alpha^{C_{\mathcal{I}}} < 0, |\alpha^{C_{p^i}}| > 1} \langle Z \rangle_{\mathcal{I}} \otimes \mathbb{Z}_{p^i} \otimes \langle Z/p_i \rangle. \]

From this equation we see that \( H^a_{\mathcal{I}_\ell} (S^0; A) = 0 \), if \( \alpha \) is such that \( |\alpha^{C_{\mathcal{I}}} < 0 \) implies \( |\alpha^{C_{p^i}}| \leq 1 \) for all \( p \mid |\mathcal{I}| \), which is slightly stronger than the condition in Corollary 6.21. For example, in the case \( n = pqr \) we may have the following fixed point dimensions for odd \( \alpha \)
\[ \left\{ \begin{array}{ll}
|\alpha^{C_p}| = 1, & |\alpha| < 0, \\
|\alpha^{C_q}| < 0, & |\alpha^{C_r}| = 1, \\
|\alpha^{C_{pq}}| > 1, & |\alpha^{C_{pq}}| = 1, \\
|\alpha^{C_{pqr}}| \text{ any odd value} & |\alpha^{C_{pqr}}| = 1,
\end{array} \right. \]

where \( H^a_{\mathcal{I}_\ell} (S^0; A) = 0 \).
Another consequence of Theorem 6.19 is

**Corollary 6.23.** The torsion elements $a$ of $H^0_{\alpha}(S^0; \mathbb{A}_i \otimes \mathbb{Z}_j)$ satisfy $na = 0$.

**Proof.** The torsion part of $H^0_{\alpha}(S^0; \mathbb{A}_i \otimes \mathbb{Z}_j)$ breaks up into a direct sum of the torsion part of $H^0_{\alpha}(S^0; (\mathbb{Z}/p_i) \otimes \mathbb{A}_i \setminus \{j\} \otimes \mathbb{Z}_j)$ and a subgroup of the torsion part of $H^0_{\alpha}(S^0; \mathbb{A}_i \setminus \{j\} \otimes \mathbb{Z}_j)$ by Proposition 6.17. Now the result follows by induction and the computation with $\mathbb{Z}$-coefficients. \hfill \Box

### 6.24. Computations in the mostly non-zero case.

We now proceed to extend the arguments of Theorem 6.19 to the mostly non-zero case. In this case the short exact sequences (6.15) may not be split exact, however we work out the extensions to obtain a closed expression. It follows that the Mackey functor values obtained are determined by the fixed point dimensions of the extensions.

**Notation 6.25.** Consider the Mackey functor $H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})$ for some divisor $d$ of $n$ and $\alpha$ even. Assume in addition that $p$ is one of the $p_i$ which divides $d$. Note from Theorem 6.19 that $H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})$ contains a copy of $K_i(\mathbb{Z}/p_i)$ if $|\alpha| > 0$ but $|\alpha_{\mathcal{C}_p}| \leq 0$. We denote

$$H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})[p] = \begin{cases} \bigoplus_{i \in \mathbb{C}_p, i \not\in \mathcal{I}} \mathcal{K}_i(\mathbb{Z}/p_i) & \text{if } |\alpha| > 0 \\ 0 & \text{if } |\alpha| \leq 0. \end{cases}$$

In other words, $H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})[p]$ is obtained from $H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})$ by removing a copy of $K_p(\mathbb{Z}/p)$ if it was a summand. We may further extend the definition to $S \subset \mathbb{Z}$ consisting of divisors of $d$ as

$$H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})[S] = \begin{cases} \bigoplus_{i \in \mathbb{C}_p, i \not\in \mathcal{I}, i \not\in S} \mathcal{K}_i(\mathbb{Z}/p_i) & \text{if } |\alpha| > 0 \\ 0 & \text{if } |\alpha| \leq 0. \end{cases}$$

That is, $H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})[S]$ is obtained from $H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{Z})$ by removing a copy of each $K_p(\mathbb{Z}/p)$ for $p = p_i$ such that $i \in S$ if it was a summand.

In the following theorem we denote for $\mathcal{I} \subset \mathbb{Z}$ and $\alpha \in RO(G)$,

$$\zeta_\alpha(\mathcal{I}) = \{i \in \mathbb{Z} \mid i \not\in \mathcal{I}, |\alpha_{\mathcal{C}_p}| = 0\}.$$

In the case $J = \emptyset$, we use (6.18).

**Theorem 6.26.** Suppose that $\alpha$ is mostly non-zero. Then

$$H^\alpha_{\mathcal{C}_d}(S^0; \mathbb{A}_i \otimes \mathbb{Z}_j) = \bigoplus_{\mathcal{I} \subset \mathcal{J}} (\mathbb{Z}/\mathcal{I} \otimes H^\alpha_{\mathcal{C}_{\mathcal{I}}}(S^0; \mathbb{Z})[\zeta_\alpha(\mathcal{I}) \cap I]).$$
Proof. We work the string of short exact sequences (6.15) proceeding by induction on \#I. Assume by way of induction that the result holds for subsets of \( k \) of cardinality less than \#I. Therefore we have (assuming \( k \in I \))

\[
(6.27) \quad H^\alpha_G(S^0; A/I \setminus \{k\} \otimes \mathbb{Z}/H) = \bigoplus_{I \subset I \setminus \{k\}} (\mathbb{Z}/I \otimes H^\alpha_{C_{Z/I}}(S^0; Z)[\zeta_\alpha(I) \cap I \setminus \{k\}]),
\]

and using Proposition 6.12 that

\[
H^\alpha_G(S^0; (\mathbb{Z}/p_k \otimes A/I \setminus \{k\} \otimes \mathbb{Z}) = \bigoplus_{I \subset I \setminus \{k\}} (\mathbb{Z}/I \otimes H^\alpha_{C_{Z/I}}(S^0; Z)[\zeta_\alpha(I) \cap I \setminus \{k\}) \cap I].
\]

In order to complete the proof, we observe that the Mackey functor \( H^\alpha_G(S^0; A/I \otimes \mathbb{Z}) \) has a summand isomorphic to \( H^\alpha_G(S^0; (\mathbb{Z}/p_k \otimes A/I \setminus \{k\} \otimes \mathbb{Z}) \), and a summand which maps isomorphically to the sub-factors of \( H^\alpha_G(S^0; (A/I \setminus \{k\} \otimes \mathbb{Z}) \) leaving out precisely the factors corresponding to \( (\mathbb{Z}/I \otimes K_{p_k} (\mathbb{Z}/p_k) \), where \( I \subset I \setminus \{k\} \) and \( |\alpha|_{C_{Z/I}} = 0 \).

We work the cohomology exact sequence associated to the coefficient sequence

\[
0 \to \mathbb{Z}/p_k^* \otimes A/I \setminus \{k\} \otimes \mathbb{Z} \to A/I \otimes \mathbb{Z} \to (\mathbb{Z}/p_k \otimes A/I \setminus \{k\} \otimes \mathbb{Z} \to 0
\]
at the index \( \alpha \) which is even. From Proposition 6.14 applied to \( \alpha - 1 \), it follows that

\[
H^\alpha_G(S^0; \mathbb{Z}/p_k^* \otimes A/I \setminus \{k\} \otimes \mathbb{Z}) \to H^\alpha_G(S^0; A/I \otimes \mathbb{Z})
\]
is injective. We prove that for \( \alpha \) mostly non-zero, the inclusion is actually split injective. We note the formula (Remark 3.7)

\[
H^\alpha_G(S^0; \mathbb{Z}/p_k^* \otimes A/I \setminus \{k\} \otimes \mathbb{Z}) \cong H^{\alpha+2-\xi_{Z/I}}_G(S^0; \mathbb{Z}/p_k \otimes A/I \setminus \{k\} \otimes \mathbb{Z}),
\]

which implies that \( H^\alpha_G(S^0; \mathbb{Z}/p_k^* \otimes A/I \setminus \{k\} \otimes \mathbb{Z}) \) is isomorphic to the summand of \( H^\alpha_G(S^0; A/I \setminus \{k\} \otimes \mathbb{Z}/H) \) complimentary to the factors

\[
\bigoplus_{I \subset I \setminus \{k\}, \ |\alpha|_{C_{Z/I}} = 0, |\alpha|_{C_{Z/I}} > 0} (\mathbb{Z}/I \otimes K_{p_k} (\mathbb{Z}/p_k).
\]

In fact, the composite

\[
\mathbb{Z}/p_k^* \otimes A/I \setminus \{k\} \otimes \mathbb{Z} \to A/I \otimes \mathbb{Z} \to (\mathbb{Z}/p_k \otimes A/I \setminus \{k\} \otimes \mathbb{Z}/H)
\]
duces

\[
H^\alpha_G(S^0; \mathbb{Z}/p_k^* \otimes A/I \setminus \{k\} \otimes \mathbb{Z}) \to H^\alpha_G(S^0; A/I \setminus \{k\} \otimes \mathbb{Z}/H)
\]

which is an isomorphism at \( G/H \) for \( p_k \mid |H| \), as

\[
H^\alpha_G(S^0; (\mathbb{Z}/p_k \otimes A/I \setminus \{k\} \otimes \mathbb{Z})) (G/H) = 0.
\]
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To prove that \( H^0_G(S^0; \mathbb{Z}_p \times A_I \{k\} \times \mathbb{Z}_I) \) is a retract we note that each factor other than those of the form \((\mathbb{Z}/p)^i \times \mathbb{K}_{p^i}(\mathbb{Z}/p)\) are either of the form \(\mathbb{Z}_p \times M\), or \(\mathbb{Z}^*_p \times M\). The latter factors support a splitting map

\[
\mathbb{Z}_p \times M \subset H^0_G(S^0; \mathbb{Z}_p \times A_I \{k\} \times \mathbb{Z}_I) \to H^0_G(S^0; A_I \{k\} \times \mathbb{Z}_I) \to \mathbb{Z}_p \times M,
\]

with the composite being an isomorphism at \(G/H\) as above and hence an isomorphism. The factors of the form \(\mathbb{Z}_p \times M\) support a retract by a similar argument. The remaining factors are of the form \((\mathbb{Z}/p)^i \times \mathbb{K}_{p^i}(\mathbb{Z}/p)\). Now we may apply induction, and deduce that this factor also carries a section unless \(J = \emptyset\) and \(I = I \setminus \{k\}\). Otherwise, we may write the factor as \(\mathbb{C}_{pN} \times \mathbb{K}_{pN}\) for some \(p\) (among the \(p_i\)), and we deduce the splitting as in the above argument by changing the \(p_k\). In the final case, the group is \((\mathbb{Z}/p_k)\), and this has a splitting as by Corollary 6.23 there is no higher \(p_k\) torsion in \(H^0_G(S^0; A_I \times \mathbb{Z}_I)\).

Finally, it remains to prove that the kernel of

\[
H^0_G(S^0; (\mathbb{Z}/p_k) \times A_{I \setminus \{k\}} \times \mathbb{Z}_I) \to H^0_G(S^0; \mathbb{Z}_p \times A_I \{k\} \times \mathbb{Z}_I)
\]

is isomorphic to \(H^0_G(S^0; (\mathbb{Z}/p_k) \times A_{I \setminus \{k\}} \times \mathbb{Z}_I)\). For this, note that the torsion parts are all in the kernel by Proposition 6.17. The torsion-free parts are of the form \((\mathbb{Z}/p_k)^{n/p} \times \mathbb{Z}_{p^k}(S^0; \mathbb{Z})\) with \(|\alpha^{C_{p^k}}| = 0\). Now the kernel of

\[
H^{0+1}(S^0; \mathbb{Z}_p \times A_I \{k\} \times \mathbb{Z}_I) \to H^{0+1}(S^0; A_I \times \mathbb{Z}_I)
\]

may only contain terms which are \(p_k\)-torsion, and hence, of the form \((\mathbb{Z}/p_k)^{n/p} \times \mathbb{K}_{p^k}(\mathbb{Z}/p_k)\). We finish the proof by observing (Proposition 3.11) that a non-trivial map

\[
(\mathbb{Z}_{I_{p_k}} \times \mathbb{Z} \times \mathbb{Z}^*) \to (\mathbb{Z}_{I'} \times \mathbb{K}_{p^i}(\mathbb{Z}/p_k))
\]

exists if and only if \(I = I'\) and in this case it is induced by the usual surjection \(\mathbb{Z} \to \mathbb{Z}/p_k\). This kernel is clearly isomorphic to \((\mathbb{Z}_{I_{p_k}} \times H^{0+1}_{C_{p^k}}(S^0; \mathbb{Z})\).

An immediate corollary of Theorem 6.26 is that in the case \(|\alpha| = 0\) and the other fixed points non-zero, the formula is not different from the non-zero case.

**Corollary 6.28.** Let \(\alpha \in RO(G)\) with \(|\alpha| = 0\) and \(|\alpha^H| \neq 0\) for all \(H \neq e\). Then,

\[
H^0_G(S^0; A_I \times \mathbb{Z}_I) = \bigoplus_{I \subseteq J} (\mathbb{Z}_I) \times_H H^0_{C_{n/I}}(S^0; \mathbb{Z}).
\]

**Example 6.29.** In the case \(G = C_p\), the mostly non-zero cases are \(|\alpha| = 0\) or \(|\alpha^{C_p}| = 0\) but not both. For \(|\alpha| = 0\), Theorem 6.26 says that

\[
H^0_{C_p}(S^0; A) \cong H^0_{C_p}(S^0; \mathbb{Z}).
\]

In the case \(|\alpha^{C_p}| = 0\), the computation implies

\[
H^0_{C_p}(S^0; A) \cong (\mathbb{Z}).
\]
The case \( G = C_{pq} \) has the following cases of mostly non-zero \( \alpha \) (using the symmetry between \( p \) and \( q \)):

1. \(|\alpha| = 0, |\alpha^H| \neq 0, H \neq e\)
2. \(|\alpha^{C_r}| = 0, |\alpha^H| \neq 0, H \neq C_p\),
3. \(|\alpha^{C_{pq}}| = 0, |\alpha^{C_r}| \neq 0, |\alpha^{C_{pq}}| \neq 0\).

For \( \alpha \) as in 1, Corollary 6.28 implies (Example 6.20)

\[
H^\alpha_{C_{pq}}(S^0; A) \cong H^\alpha_{pq}(S^0; \mathbb{Z}) \oplus \langle \mathbb{Z} \rangle_p \boxtimes H^\alpha_{C_r}(S^0; \mathbb{Z}) \oplus \langle \mathbb{Z} \rangle_q \boxtimes H^\alpha_{pq}(S^0; \mathbb{Z}).
\]

For \( \alpha \) as in 4 or as in 3, Theorem 6.26 implies

\[
H^\alpha_{pq}(S^0; A) \cong H^\alpha_{pq}(S^0; \mathbb{Z}) \oplus \langle \langle \langle \mathbb{Z} \rangle \rangle \rangle,
\]

with \( \langle \langle \langle \mathbb{Z} \rangle \rangle \rangle \cong \langle \mathbb{Z} \rangle_p \boxtimes \langle \mathbb{Z} \rangle_q \). For \( \alpha \) as in 2, Theorem 6.26 implies

\[
H^\alpha_{pq}(S^0; A) \cong H^\alpha_{pq}(S^0; \mathbb{Z})[p] \oplus \langle \mathbb{Z} \rangle_p \boxtimes H^\alpha_{C_r}(S^0; \mathbb{Z}) \oplus \langle \mathbb{Z} \rangle_q \boxtimes H^\alpha_{pq}(S^0; \mathbb{Z}),
\]

with

\[
H^\alpha_{pq}(S^0; \mathbb{Z})[p] \cong \begin{cases} \mathcal{K}_q(\mathbb{Z}/q) & \text{if } |\alpha| > 0, |\alpha^{C_r}| < 0 \\ 0 & \text{otherwise}. \end{cases}
\]

6.30. The groups \( \tilde{H}^\alpha_G(S^0; A) \) in cases with many zeros. The computation of Mackey functor valued cohomology \( \tilde{H}^\alpha_G(S^0; A) \) in cases with many zeros, depends on the actual expression of \( \alpha \), and not just its fixed points. However, the groups \( \tilde{H}^\alpha_G(S^0; A) \) turn out to depend only on the fixed points. We proceed to compute these finitely generated Abelian groups by describing the torsion-free part and the torsion part separately.

**Theorem 6.31.** The torsion free part of \( \tilde{H}^\alpha_G(S^0; A/I \boxtimes \mathbb{Z}) \) is isomorphic to the free Abelian group of rank \(#\{I \subset I| |\alpha^{C_{pq}}| = 0\}#\).

**Proof.** In order to compute the torsion-free part, we may tensor with \( \mathbb{Q} \). From the short exact sequence (6.13) we have

\[
\dim(H^\alpha_G(S^0; A/I \boxtimes \mathbb{Z}) \otimes \mathbb{Q}) = \dim(H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes A/I \cup \langle Z \rangle \otimes \mathbb{Q}) + \dim(H^\alpha_G(S^0; A/I \cup \langle Z \rangle \otimes \mathbb{Q}).
\]

We may now proceed by induction on \#I noting that the case \( I = \emptyset \) follows from (6.13). From the induction hypothesis we have

\[
\dim(H^\alpha_G(S^0; A/I \cup \langle Z \rangle \otimes \mathbb{Q}) = \#\{I \subset I \setminus \{j\} | |\alpha^{C_{pq}}| = 0\},
\]

and from Proposition 6.12

\[
\dim(H^\alpha_G(S^0; \langle Z \rangle_p \boxtimes A/I \cup \langle Z \rangle \otimes \mathbb{Q}) = \dim(H^\alpha_G(S^0; A/I \cup \langle Z \rangle \otimes \mathbb{Q}))
\]

\[
= \#\{I \subset I \setminus \{j\} | |\alpha^{C_{pq}}| = 0\}.
\]

The result follows from induction. \( \square \)

\(^{a}\)We assume \( \alpha^{C_{pq}} = \alpha \).
We now complete the calculation by determining the torsion part of $\hat{H}_G^a(S^0; A_i \otimes \mathbb{Z}_j)$, that is, by determining the $p$-torsion for every prime divisor $p = p_i$ of $n$. We apply Corollary 6.23 to conclude that the $p$-torsion is a direct sum of copies of $\mathbb{Z}/p$. We denote

$$\nu_i^p(\alpha) = \begin{cases} \# \{ I \in I \mid |\alpha| > 0, |\alpha| \leq 0 \} & \text{if } i \in J \\ \# \{ I \in I \mid |\alpha| > 0, |\alpha| < 0 \} & \text{if } i \notin J, \end{cases}$$

and that $\nu_p^I(\alpha) = 0$ if $p \nmid n$. In terms of this notation we prove,

**Theorem 6.32.** For a prime $p$ dividing $n$, the $p$-torsion of $\hat{H}_G^a(S^0; A_i \otimes \mathbb{Z}_j)$ is $$(\mathbb{Z}/p)^{\nu_p^I(\alpha)}.$$

**Proof.** The theorem follows for $I = \emptyset$ from (5.13), and also for non-zero $\alpha$ from Theorem 6.19 so it suffices to consider $\alpha$ even. We consider the Mackey functor short exact sequence (6.7) which induces the long exact sequence

$$\cdots \rightarrow H^a_G(S^0; \mathbb{Z}_p^* \otimes A_i \otimes \mathbb{Z}_j) \rightarrow H^a_G(S^0; A_i \otimes \mathbb{Z}_j) \rightarrow H^a_G(S^0; (\mathbb{Z})_p \otimes A_i \otimes \mathbb{Z}_j) \rightarrow \cdots.$$

Since $\alpha - 1$ is odd, $H^a_G(S^0; (\mathbb{Z})_p \otimes A_i \otimes \mathbb{Z}_j)$ has no free summand. We now apply Proposition 6.17 to conclude that

$$H^a_G(S^0; \mathbb{Z}_p^* \otimes A_i \otimes \mathbb{Z}_j) \rightarrow H^a_G(S^0; A_i \otimes \mathbb{Z}_j)$$

maps the $p$-torsion injectively, and that the map

$$H^a_G(S^0; A_i \otimes \mathbb{Z}_j) \rightarrow H^a_G(S^0; (\mathbb{Z})_p \otimes A_i \otimes \mathbb{Z}_j)$$

splits at the $p$-torsion subgroup. Therefore, we have

$$p\text{-torsion}(H^a_G(S^0; A_i \otimes \mathbb{Z}_j)) = p\text{-torsion}(H^a_G(S^0; \mathbb{Z}_p^* \otimes A_i \otimes \mathbb{Z}_j)) \oplus p\text{-torsion}(H^a_G(S^0; (\mathbb{Z})_p \otimes A_i \otimes \mathbb{Z}_j)).$$

We also note that (Remark 3.7)

$$H^a_G(S^0; \mathbb{Z}_p^* \otimes A_i \otimes \mathbb{Z}_j) \cong H^a_G+2-\xi_p^a(S^0; A_i \otimes \mathbb{Z}_j)$$

and (Proposition 6.12)

$$H^a_G(S^0; (\mathbb{Z})_p \otimes A_i \otimes \mathbb{Z}_j) \cong H^a_G C_p^a(S^0; A_i \otimes \mathbb{Z}_j).$$

Now we proceed by induction on $\#I$, and realize that it suffices to prove

$$\nu_p^I(\alpha) = \nu_p^I(\alpha + 2 - \xi_p^a) + \nu_p^I(\alpha + 2 - \xi_p^a).$$

We have $p = p_i$ for some $i$, and that $i$ can occur in three different ways: 1) $i \in J$, 2) $i \in I \setminus \{j\}$, and 3) $i = j$. In case 1), for $I \subset I \setminus \{j\}$,

$$\alpha = (\alpha + 2 - \xi_p^a) C_p^a, \quad \alpha = (\alpha + 2 - \xi_p^a) C_p^a.$$
It follows that

\[ \nu \}

\text{It follows that}

\[ H \]

\text{The description of}

\[ G \]

\text{via identification maps on their boundaries. These were defined as generalized cell complexes in \cite{3}. Such cell complexes arise naturally in equivariant Morse theory \cite{26}. We briefly recall their definition.}

Finally in case 3), we have \( p = p_j \) and \( \nu_{p}^{I \setminus \{j\}, J \cup \{j\}}(\alpha C_{p_j}) = 0 \). We also have \( I \subset I - \{j\}, \)

\[ \alpha C_I = (\alpha + 2 - \xi \bar{\nu}) C_I, \quad \alpha C_{p_j} + 2 = (\alpha + 2 - \xi \bar{\nu}) C_{p_j}, \]

so that,

\[ \{ I \subset I \mid |\alpha C_I| > 0, \ |\alpha C_{p_j}| \leq 0 \} \]

\[ \{ I \subset I \mid |\alpha C_I| > 0, \ |\alpha C_{p_j} + 2| \leq 0 \} \]

\[ \{ I \subset I \mid |(\alpha + 2 - \xi \bar{\nu}) C_I| > 0, \ |(\alpha + 2 - \xi \bar{\nu}) C_{p_j}| \leq 0 \}. \]

It follows that \( \nu_{p}^{I \setminus \{j\}, J \cup \{j\}}(\alpha + 2 - \xi \bar{\nu}) = \nu_{p}^{I, J}(\alpha). \)

We summarize the results of Theorem 6.31 and Theorem 6.32 in the following corollary.

\textbf{Corollary 6.33. For } \alpha \in RO(G),

\[ \tilde{H}_G^0(S^0; \mathbb{A}, \otimes \mathbb{Z}_I) \cong \mathbb{Z} \# \{ I \subset I \mid |\alpha C_I| = 0 \} \oplus \bigoplus_i (\mathbb{Z}/p_i) \nu_{p}^{I, J}(\alpha). \]

\textbf{7 G-spaces that have free cohomology}

The description of \( H_G^*(S^0; \mathbb{A}) \) may be used to prove structural results for the cohomology of G-spaces \( X \). In this section, we derive sufficient conditions under which the cohomology becomes a free module over \( H_G^*(S^0; \mathbb{A}) \). The approach followed here is a generalization of the results of Lewis \cite{14} for the group \( C_p \).

The spaces which we consider are formed by attaching disks in G-representations via identification maps on their boundaries. These were defined as generalized cell complexes in \cite{3}. Such cell complexes arise naturally in equivariant Morse theory \cite{26}. We briefly recall their definition.
Definition 7.1. A generalized $G$-cell complex $X$ is a $G$-space with a filtration $\{X_n\}_{n \geq 0}$ of subspaces such that

(a) $X_0$ is a finite $G$-set.

(b) For each $n$, $X_{n+1}$ is formed from $X_n$ by attaching cells of the form $G \times H D(V)$ where $H \leq G$ and $V$ is an $H$-representation.

(c) $X = \cup X_n$ has the colimit topology.

The $G$-sphere $S^V$ may be written as $G/G \cup G \times_G D(V)$, so it is a generalized cell complex. It is also clear that homotopy cofibres of maps between representation spheres are generalized cell complexes. Since the cohomology of $S^V$ is a $V$-fold suspension of $H^*_G(S^0; A)$, it is free on a generator in degree $V$. Thus, it is natural to explore the free cohomology question among these complexes. We prove that if the cells are even dimensional, and if the cell attachments satisfy some condition ("even type" defined below), then the cohomology is a free module. In the following definition note that for $H \leq G$ (which is an inclusion of cyclic groups), $RO(G) \to RO(H)$ is surjective, so, all the cells are of the form $G \times_H D(V)$ for $V \in RO(G)$.

Definition 7.2. a) Let $V$ be a $G$-representation. A cell of type $G \times_H D(V)$ is called even if $V$ is an even element in $RO(G)$.

b) Let $V$ and $W$ be two $G$-representations. We say $W \ll V$ if $|W^S| < |V^S|$ for some subgroup $S$ of $G$ implies $|W^T| \leq |V^T|$ for all subgroups $T$ containing $S$.

We say a generalized $G$-cell complex $X$ is said to be of even type if every cell is even, and if the cell $G \times_H D(W)$ is attached before $G \times_H D(V)$, then $W \ll V$.

The freeness of the cohomology is proved inductively by showing that all the attaching maps induce the zero map on cohomology. This is implied by the two cell case which we prove in the lemma below.

Lemma 7.3. If $W \ll V$, any $H^*_G(S^0)$-module map

$$H^*_G(G/K; A) \to H^*_G(G/K'; A)$$

is zero.

Proof. The proof follows the method of [8, Lemma 8.3]. If both $K$ and $K'$ are $G$, then the $H^*_G(S^0; A)$-module map $H^*_G(W^0; A) \to H^*_G(W^1; A)$ is determined by an element of group $H^*_K(W^0; A)$. Now note that the given conditions imply that $|W + 1 - V|$ is odd, and its fixed point dimensions are $\leq 1$. Therefore, the cohomology group is zero by Corollary 6.2.

We next consider $K = G$, so that a $H^*_G(S^0; A)$-module map $H^*_G(W^0; A) \to H^*_G(W^1; A)$ is determined by the image of 1. We compute

$$H^*_G(W^1; A) \cong H^*_K(W^1; A),$$

which is zero for all subgroups $K'$ of $G$ by Corollary 6.2.

Finally, it remains to prove the case where $K$ is a proper subgroups of $G$. The $H^*_G(S^0; A)$-module map

$$H^*_G(W^0; A) \to H^*_G(W^1; A),$$

is zero.
yields (and is determined by) a $H^\bullet_{C_d}(S^0;A)$-module map (via restriction of orbits of the form $G \times_{C_d} C_d/K$ for $K \leq C_d$)
\[
H^\bullet_{C_d}(S^0;A) \rightarrow H^\bullet_{C_d}(G/C_s;A) \cong \bigoplus_{n \text{gcd}(d,s)} H^\bullet_{C_{d|s}}(S^0;A).
\]

The last equivalence comes from the fact that $G/C_s$ decomposes as a $C_d$-set into a disjoint union of $\frac{n \text{gcd}(d,s)}{ds}$ copies of $C_d/\text{gcd}(d,s)$. It follows that this map is determined by a tuple of elements in the group $H^d_{C_{d|s}}(S^0;A)$ and which is zero by Corollary 6.21. Hence the result follows. □

Lemma 7.3 is now used to prove the freeness result by concluding the attaching maps induce the zero map on cohomology. The following theorem is proved in exactly the same manner as [3, Theorem 8.4].

**Theorem 7.4.** Let $X$ be a generalized $G$-cell complex of even type in which the spaces $X_m$ of the filtration have finitely many cells. Then $H^\bullet_G(X;A)$ is a free $H^\bullet_S(S^0;A)$-module with summands consisting of $H^\bullet_S(X_m;A)$ and one copy of $\Sigma^V H^\bullet_S(G/K;A)$ for each cell of type $G+ \wedge K D(V)$ occurring in the cell structure of $X$.

**Remark 7.5.** Using Example 6.22 instead of Corollary 6.21 we see that the condition $W \ll V$ may be weakened slightly to $W \ll V$ which states $|W^{C_{2r}}| < |V^{C_{2r}}|$ implies $|W^{C_{2r}j}| < |V^{C_{2r}j}|$ for all $j \notin \mathcal{I}$.

Theorem 7.4 has applications to the cohomology of certain equivariant complex projective spaces and Grassmannians. We refer to [3, Section 8.1] for explicit $G$-cell complex structures on these. We write $U(m) = \bigoplus_{r=0}^{m} \mathcal{E}_r$. The complex projective space $\mathbb{C}P(U(m))$ is a generalized cell complex with a cell $D(W_r)$ for each $0 \leq r \leq m$ and $W_r = \xi^{-r}U(r-1)$. These cells are even dimensional and have fixed point dimensions $|W_r^{C_{2r}}| = 2 \frac{(m-r)}{2}$, and therefore, are of even type. Hence we have

**Theorem 7.6.** For $1 \leq m \leq \infty$, the cohomology $H^\bullet_G(\mathbb{C}P(U(m));A)$ is isomorphic to $\bigoplus_{r=0}^{m} H^\bullet_{G^{C_{2r}}}(S^0;A)$.

We may also consider the complex Grassmannian $G(\mathcal{U}(l),m)$ which has a Schubert cell decomposition [3, Chapter 7] with cells $D(W_\underline{a})$ for Schubert symbols $\underline{a} = (0 \leq a_1 \leq a_2 \leq \cdots \leq a_m \leq l - m)$ and $W_{\underline{a}} = \bigoplus_{i=1}^{m} a_{i+1} \xi^{-(a_{i+1})} \otimes \xi^j$.

The fixed point dimensions of $W_{\underline{a}}$ are given by
\[
|W_{\underline{a}}^{C_{2r}}| = 2 \sum_{i=1}^{m} \frac{a_i}{|I|}.
\]

Therefore, $G(\mathcal{U}(l),m)$ is also of even type, and we have
Theorem 7.7. For $1 \leq l \leq \infty$ and $m \leq l$, the cohomology $H^*_G(G(U(l),m);A)$ is isomorphic to a free $H^*_G(S^0;A)$-module with one generator each in dimension $W_a$ for each Schübert symbol $a$.
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