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ABSTRACT

Understanding the mechanisms of complex systems is very important. According to specific dynamic rules, a networked dynamical system, understanding a system as a group of nodes interacting on a given network, is a powerful tool for modelling complex systems. However, finding such models according to time series of behaviours is difficult. Conventional methods can work well only on small networks and for some types of dynamics. This paper proposes a unified framework for an automated interaction network and dynamics discovery (AIDD) on various network structures and dynamics, based on a stochastic gradient descent algorithm. The experiments show that AIDD can be applied to large systems with thousands of nodes and is robust against noise and missing information. We further propose a new method to test data-driven models based on control experiments. The results show that AIDD is able to learn the real network dynamics correctly.

Introduction

Living cells, brains, human society, stock markets, global climate systems, and so forth are complex systems composed of many nonlinear interactive units [1–5]. By decomposing a complex system into a static network with dynamics on nodes, networked dynamical system models are powerful tools to describe complex systems, playing a paramount role in understanding their collective behaviours and controlling their functions [2, 3, 6]. However, building such models requires professional knowledge and modelling experience, which hinders the wide application of these methods. The reconstruction of such networked dynamical systems in a data-driven way remains a fundamental problem, i.e., to retrieve the interaction network structure and the node dynamics from time-series data of complex system behaviours without any subjective biases [7, 8].

Although many classical approaches to time series forecasting have been proposed [9, 10], prediction of the behaviours of complex systems with highly nonlinear and long-range correlations, especially those based on a complex network structure, had not been resolved until the recent introduction of graph (neural) network (GNN) models [11–22]. GNNs are designed particularly for networked dynamical systems. By learning complex functions of information aggregation and propagation on a given network, GNNs can simulate any complex dynamics on such networks. However, a complete graph is always required for most GNN models, which hinders their wider applications [8, 19, 23–26].

How to reveal network structure from time series data is of great importance because the revealed interaction network can not only help us to understand the behaviours of complex systems but also can improve algorithms’ explainability and transparency in terms of causality [5, 27–30]. The interdependence relations or causal structure can be obtained by directly calculating some statistical measures [31–33], perturbing the system [34, 35], optimising a score function [36, 37], or expanding the complex interaction dynamics on a set of basal functions [7, 38, 39], and other methods [40–42].

Among these algorithms, the algorithm for revealing network interactions (ARNI) [43] is one of the most prominent methods. It can not only infer a network with high accuracy but can also be adopted for various nonlinear dynamics. However, one disadvantage is that the performance of the model strongly depends on the choice of the basal functions. If the prior biases on basal functions are missing, this approach becomes very time-consuming, limiting its application to larger systems.

Very few studies have been proposed to perform both network inference and time series forecasting tasks together, although some network inference algorithms are capable of forecasting. The implicit and time-variant network structures can also be obtained from deep learning models for forecasting based on an attention mechanism [8, 25, 44–47]. The first framework to derive an explicit network is NRI (neural relation inference) [19], in which an encoder–decoder framework is used. However, the complicated encoding process to infer the connections from time series data has limited scalability and accuracy on larger
Figure 1. The workflow and evaluation of Automated Interaction and Dynamics Discovery (AIDD). Workflows showing how our proposed AIDD framework models a complex system, and how can be evaluated on tasks of time series forecasting, interaction network inference, and control experiments. The framework of the AIDD is also shown in the inset box. A column of the adjacency matrix for the candidate network is sampled by the network generator. It can be regarded as a mask vector to filter out the supposed unrelated nodes. Then, the time series information for related nodes is input into the dynamics learning module, which then outputs a prediction for the new states of all nodes. After that, the prediction is compared against the data. The loss function can be calculated, and the gradient information can be back-propagated directly. After optimisation, a learned networked dynamical system represented by neural networks can be obtained.

networks [24]. Further studies promote NRI on several aspects, such as the consideration of constraints [23, 48], and inferring hidden nodes [49], whereas the problem of scalability and accuracy remains.

However, despite the large number of experiments on evaluating and comparing various data-driven models that have been conducted based on prediction tasks, much room for improvement remains. According to the three-layer causal hierarchy, intervention and counterfactual experiments rather than predictions are the gold standards for testing a trained data-driven model as a complete substitution of the original system [27, 50]. That is, downstream tasks such as the control experiments of both the learned model and the original systems should be tested and compared [51]. However, we found only a few studies have performed this kind of task [6, 51].

As shown in Fig. 1, this paper proposes a unified framework for automated interactions and dynamics discovery (AIDD). This is a universal framework for learning both the interaction structure and dynamics of a complex system from time series data. The design of a lightweight network generator and a universal dynamics learning component based on Markov dynamics makes AIDD not only applicable to various networks and dynamics, but also enables it to reconstruct very large networks with high accuracy and robustness. The entire framework is differentiable so that it can be optimised directly by automatic differentiation and machine learning techniques [52]. Beyond tasks of network inference and time series forecasting, we propose a new method to test a learned data-driven model based on control experiments. Finally, we test the validity of our framework on real gene regulatory networks under noisy, incomplete, and interrupted data, which is close to realistic situations. The results demonstrate that a high performance can be obtained.
Results

Problem Formulation

Suppose the complex system to be considered evolves under discrete time steps. Thus, the dynamics to be reconstructed can be described by a mapping.

\[ X^{t+1} = f(X^t, A) + \xi^t, \]  
where \( X = [x_1^t, x_2^t, \cdots, x_N^t] \in \mathbb{R}^{N \times D} \) is the state of the system at time \( t \), \( N \) is the number of nodes, \( D \) is the dimension of the state space of each single node, \( A \) is the adjacency matrix of the interaction network to be inferred, and \( \xi^t \in \mathbb{R}^{N \times D} \) is the noise imposed on nodes. However, Equation 1 can only describe the dynamical processes with explicit mathematical forms and cannot be applied to those defined by rule tables or transitional probabilities, such as cellular automata, Boolean dynamics, or Markov chains. Therefore, instead of Equation 1, we use a more general form, a Markov chain \( \{X^t\} \), to describe the dynamics.

\[ f(X^{t+1}|X^t, A) \equiv P(X^{t+1}|X^t, A), \]  
where \( f \) is the dynamics to be discovered, \( X^t \) is the abbreviation for the event that the random variable \( x^t \) takes value \( x^t \in S^N \), where \( S \) is the state space of each single node and can be either a finite set of discrete values or an infinite set with continuous values. \( P \) is the conditional probability. Equation 2 is compatible with Equation 1 but more general [53]. It can even be extended to non-Markov random processes with finite histories by adding more hidden auxiliary variables [54].

However, it is difficult to infer the probabilities in Equation 2, particularly when \( N \) is large. Fortunately, the interactions of complex systems are always localised, which means that \( P(X^{t+1}|X^t, A) \) can be factorised into local transitional probabilities [55]:

\[ P(X^{t+1}|X^t, A) = \prod_{i=1}^{N} P(x_{i}^{t+1}|x_{i}^t \odot A_i), \]  
where \( \odot \) is the element-wise product, and \( A_i \) represents the \( i^{th} \) column of matrix \( A \), and \( X^t \odot A_i \) is a vector representing the state combination of all neighbour nodes of \( i \). Then

\[ f_i(x_{i}^{t+1}|x_{i}^t \odot A_i) \equiv P(x_{i}^{t+1}|x_{i}^t \odot A_i) \]  
represents the local dynamics of node \( i \), which is also called a causal mechanism in the literature [55].

Therefore, our task becomes the reconstruction of the network \( A \) and learning the local dynamics \( f_i \) according to the observed time series \( x = (x^1, x^2, \cdots, x^T) \) with \( T \) time steps on multiple samples.

Model

We build a neural network framework consisting of two modules to solve the reconstruction problem, as shown in the inset panel of Fig. 1. The first module is a network generator that can generate a candidate network adjacency matrix \( \hat{A}(\Theta) \) with the parameters \( \Theta \). The second module then attempts to simulate the system dynamics \( f \) by using a set of neural networks \( f_i(\hat{x}_{i}^{t+1}|x^t \odot \hat{A}_i(\theta_i), \phi_i) \) for any node \( i \), which are parameterized by \( \Phi = (\phi_1, \cdots, \phi_N) \) to predict the future state \( \hat{X}_{i}^{t+1}, \hat{X}_{i}^{t+2}, \cdots \) according to the candidate matrix \( \hat{A}(\Theta) \) and the observed state of the previous time step \( x^t \).

Instead of using the complicated graph network architecture to generate the candidate network as described in [19], we directly sample each element in the adjacency matrix \( \hat{A}_{ij} \sim \text{Bernoulli}(\theta_{ij}) \), where \( \theta_{ij} \in [0, 1] \) represents the probability that the entry of the \( i^{th} \) row and the \( j^{th} \) column in \( \hat{A} \) takes the value 1. To make the sampling process differentiable, we use the Gumbel-softmax technique [19, 56] to generate the adjacency matrix [24].

\[ \hat{A}_{ij} = \sigma((\log(\theta_{ij}) + \xi_{ij})/\tau), \]  
where \( \xi_{ij} \sim \text{Gumbel}(0, 1) \) is a random number following the standard Gumbel distribution, \( \sigma \) is the softmax function, and \( \tau \) is the parameter of temperature to adjust the softness of the sampling process. The random numbers generated by Equation 5 have a similar distribution as \( \text{Bernoulli}(\theta_{ij}) \), especially when \( \tau \) is large. The simulated sampling process is differentiable such that the gradients can be passed by. When \( \tau \to \infty \), \( \hat{A}_{ij} \) exactly equals 1 with probability \( \theta_{ij} \), or 0 with probability \( 1 - \theta_{ij} \).

Compared to other network generation mechanisms based on the Hadamard product of two \( V \) dimensional node feature vectors [8, 19, 44], where \( V \ll N \), our method has higher accuracy in inferring links because more parameters \( (N \times N \text{ v.s. } N \times V) \) are used.
ARNI \cite{arni} and NRI \cite{nri} are both state-of-the-art models for network inference and time series forecasting. The former is based on the block-orthogonal regression method, and the latter is based on deep learning and graph networks. Two other reported results are on the testing dataset. For each model and network, we ran the simulation for various lengths of time. All the three social networks (email, Dorm, and Blog), and a road network (Road) \cite{road} are independent of each other, which means that $\hat{A}$ can be generated column-by-column separately, where each column represents the possible neighbourhood of a single node. In this way, our framework has a large improvement in flexibility and computational efficiency compared to the encoder-decoder frameworks such as \cite{nri} and can be applied to very large networks. However, the limitations are that the networks should be static, and the correlations between elements of $\hat{A}$ are ignored. Further, the introduction of noise $\xi_i$ can push the network generator to jump out of local minimums during optimisation.

According to Equation 3, the dynamics learning module can also be decomposed into local modules node by node. Each local dynamics learner can be modelled by a feedforward or a recurrent neural network $\hat{f}_i(\cdot; \phi_i)$. Both the network structure and the parameters $\phi_i$ can be shared by different nodes or not. If they share the dynamics learning module, they form a graph network \cite{graph_network,arni}, as shown in Fig. 1.

**Objective function**

Finally, the network inference and dynamics learning problem can be solved by minimising the following objective function.

$$L(\Theta, \Phi) = E_{\hat{A} \sim P(\hat{A})} \left( - \sum_{i=1}^{T} \log P(\hat{X}_{i+1} = x_{i+1} | x_i, \hat{A}, \Phi) \right) + \lambda \sum_{ij} \hat{A}_{ij},$$

where

$$L_i(\hat{X}_{i+1} = x_{i+1} | x_i, \hat{A}; \phi_i) = \log \hat{f}_i(\hat{X}_{i+1} = x_{i+1} | x_i \circ \hat{A}; \phi_i)$$

is the local log-likelihood, and $K$ is the number of samples for matrix $\hat{A}$ under a given $\Theta$, and $x_i$ is the observational vector of states of node $i$ at time $t$. Thus, the objective function contains two terms, the former being the log-likelihood, which can be decomposed into local terms. The latter is the structural loss to conform the network to be sparse while avoiding over-fitting \cite{overfitting}. The parameter $\lambda$ can adjust the relative importance of the structural loss. When we perform multiple time predictions, we can use $\hat{X}$ predicted by the previous time series instead of $x_i$ in Equation 7 to calculate the loss.

If the state space $S$ of each node is real, then the local log-likelihood Equation 7 can be taken as a mean-absolute error (MAE) form,

$$L_i(\hat{X}_{i+1} = x_{i+1} | x_i, \hat{A}; \phi_i) = | \hat{f}_i(x_{i+1} | x_i \circ \hat{A}; \phi_i) - \hat{f}_i(x_{i+1} | x_i \circ \hat{A}; \phi_i) |,$$

by assuming that $\hat{f}_i(x_{i+1} | x_i \circ A_i)$ is an independent Laplacian distribution for any data point $\frac{1}{|\mathcal{V}|} \exp \left( -\frac{1}{\nu} \cdot |x_{i+1} - \mu_i (x_i \circ A_i; \phi_i)| \right)$, where, the mean value of the Laplacian distribution $\mu_i$ is modelled by a neural network $\hat{f}_i(x_i \circ A_i; \phi_i)$, which can be regarded as a new form of the dynamics learner \cite{dynamics}. We let $\nu = 1$ in this paper.

Then, the network dynamics to fit the observational data can be obtained by optimising the objective functions Equation 8 node by node \cite{optimisation}. We use the stochastic gradient descent algorithm to optimise. More details about training and testing can be found in the Methods section and the Supplementary Section 1.

**Performances and Comparisons**

To test our model and compare it with others, we generate time series data by a set of network dynamics on a variety of graphs as the ground truths. All continuous, discrete, and binary dynamics are included. Spring (spring dynamics) \cite{springs}, SIR (an inter-city meta-population SIR epidemic model) \cite{sir}, and Michaelis–Menten kinetics \cite{michaelis,menten} all are examples of continuous dynamics. The coupled map network (CMN) \cite{cmn, cmn2} and the voter model \cite{voter} are representatives of discrete and binary dynamics, respectively. The details of the dynamical models can be found in the Supplementary Section 6. The graphs to be inferred are either generated by models (ER \cite{erdos} for Erdos Renyi, WS \cite{ws} for Watts-Strogatz, and BA \cite{barabasi} for Barabasi-Albert) or from empirical data including a gene network (for S. cerevisiae, Gene) \cite{gene}, an inter-city traffic network (City) of China, three social networks (email, Dorm, and Blog), and a road network (Road) \cite{road}. The details of the empirical networks can be found in the Supplementary Section 7. For each model and network, we ran the simulation for various lengths of time. All the reported results are on the testing dataset.

We compare our model to a series of baseline methods for both network inference and single step forecasting tasks. ARNI \cite{arni} and NRI \cite{nri} are both state-of-the-art models for network inference and time series forecasting. The former is based on the block-orthogonal regression method, and the latter is based on deep learning and graph networks. Two other
In the network column, we use network - size format. The networks marked with “D” means that they are directed graphs. All networks generated by models share the same edge density value, which is 1% for large networks (size > 10), and it is 20% and 3% for small networks with sizes smaller than 10, and ER networks with size = 200, respectively, to avoid isolated nodes. All the results are the averages of five repeated experiments. The same data volume is shared for different methods in one row. The items marked by “-” indicate that valid results of the model cannot be obtained due to the limitations of the specific method on dynamics, memory, or time consumption. The best results among all the compared algorithms in the same row are boldfaced, and the second-best results are marked “*”. More parameter settings are shown in the Supplementary Section 9.

frequently used statistical metrics, partial correlation and mutual information, are also compared on the network inference task. In addition, the classic time series forecasting model, long short-term memory (LSTM) [54], is compared on the prediction task. The details of these comparison models can be found in the Supplementary Section 5. In all the experiments, we used a graph network with 128 hidden units as the dynamics learning module (see the method section for details). The neural network is shared by all nodes. Other parameters are shown in the footnote of Table 1 and Supplementary Section 9.

In Table 1, comparisons of performance on network inference and dynamics prediction tasks between AIDD and other selected methods (columns) on different dynamics and networks (rows)

| Type | Model | Network | AUC | MSE | MI | PC | MSE/ACC | NRI | LSTM | OURS |
|------|-------|---------|-----|-----|----|----|---------|-----|------|------|
| Con. | Spring | ER-10   | 0.8953 | 1.34E-03 | 0.7390 | 2.50E-08 | 0.9998* | 0.298E-04 | 2.70E-04* | 1.0  |
|      |        | WS-10   | 0.5125 | 1.38E-03 | 0.6875 | 7.875 | 8.40E-08 | 0.9997* | 3.15E-04 | 3.31E-04* | 1.0  |
|      |        | BA-10   | 0.5169 | 1.10E-03 | 0.6422 | 6.6571 | 7.00E-10 | 0.9999* | 2.14E-04 | 2.90E-05* | 1.0  |
|      |        | ER-2000 | -      | 0.4999 | -    | -    | -       | -    | 2.59E-03 | 1.18E-05 | 0.9866 |
|      |        | WS-2000 | -      | 0.5002 | -    | 5.89E-03 | 8.51E-06 | 0.9933 |
|      |        | BA-2000 | -      | 0.5010 | -    | 4.54E-03 | 2.09E-03 | 0.9523 |
|      | SIR    | SIR-371(D) | 0.5424* | 8.25E-03 | 0.5027 | 0.3119 | -       | 2.28E-03* | 2.98E-05* | 0.9156 |
|      |        | Gene-100(D) | 1.0  | 9.71E-03 | 0.5416 | 0.6574 | -       | 2.29E-03* | 4.37E-05* | 0.9960* |
|      | Memen  | Gene-100(D) | 1.0  | 9.71E-03 | 0.5416 | 0.6574 | -       | 2.29E-03* | 4.37E-05* | 0.9960* |
|      |        | ER-200  | 1.0  | 2.34E-09 | 0.5743 | 0.7804 | 1.40E-05 | 0.8850 | 2.60E-04 | 5.60E-05* | 1.0  |
|      |        | BA-10   | 1.0  | 2.34E-09 | 0.7835 | 9.40E-06 | 0.9331 | 2.40E-04 | 2.80E-05* | 1.0  |
|      |        | WS-2000 | 1.0  | 2.34E-09 | 0.5333 | 0.7493 | -       | 1.46E-04 | 1.95E-06 | 0.9887* |
|      |        | BA-2000 | -      | 0.5670 | -    | -    | 3.54E-05 | 2.92E-06 | 0.9792 |
|      |        | BA-1000 | -      | 0.5290 | -    | -    | 3.46E-05 | 5.48E-05 | 0.9105 |
| Dis.  | CMN    | ER-200  | 1.0  | 2.36E-09 | 0.6089 | 0.7906 | -       | -    | -    | -    |
|      |        | BA-200  | 1.0  | 2.36E-09 | 0.5333 | 0.7493 | -       | 1.46E-04 | 1.95E-06 | 0.9887* |
|      |        | WS-1000 | -      | 0.5670 | -    | -    | 3.54E-05 | 2.92E-06 | 0.9792 |
|      |        | BA-1000 | -      | 0.5290 | -    | -    | 3.46E-05 | 5.48E-05 | 0.9105 |
|      |        | WS-10   | -      | 0.5470* | -    | -    | -       | 0.3171 | 0.6650 | 0.9996 |
|      |        | BA-1000 | -      | 0.5030 | -    | -    | -       | 0.5208* | 0.6758 | 0.9942 |
|      |        | EMAIL-1133 | -   | 0.4999 | -    | -    | -       | 0.5333* | 0.7212 | 0.9576 |
|      |        | ROAD-1174 | -   | 0.5004 | -    | -    | -       | 0.5455* | 0.8942 | 0.9996 |
|      |        | DORM-217(D) | -   | 0.5219 | -    | -    | -       | 0.5735* | 0.6951 | 0.9901 |
|      |        | BLOG-1224(D) | -   | 0.4995 | -    | -    | -       | 0.5295* | 0.6793 | 0.8605 |

Figure 2. Multi-step prediction results of AIDD on CMN dynamics data in a 10-node ER network. In (a), we show the time series data of multi-step predictions and the ground truths for two selected nodes. In (b), we show how the mean square error (MSE) increases with time for CMN dynamics. The parameters are the same as in Table 1.

As shown in Table 1, our model outperforms all the methods on large networks for both tasks. Compared with the ARNI model, AIDD does not rely on the choice of basis functions; as a result, it can be applied to very diverse dynamics. By using neural networks as a universal estimator for dynamics, AIDD avoids the problem of combinatorial explosion of basis functions. This enables AIDD to have competitive performances on space and time complexity ($O(N^2)$ v.s. $O(N^3)$ for ARNI. In ARNI model, the time complexity of finding the interactions of a single node is $O(N^2)$, so the time complexity of revealing the entire
network interactions is $O(N^3)$). In order to compare performance on time series forecasting, we slightly modified the original algorithm of ARNI such that it can also output one-step prediction [43]. Compared to the NRI framework, our model has a much lighter network generation architecture. NRI cannot output any result under the same limitations of time and space on networks with sizes larger than 30 owing to the computational complexity [19].

The model can also output multi-step prediction results by feeding the result of the one-step prediction output back to the model. Figure 2 shows the results for the selected dynamics.

![Figure 2.](image)

**Figure 3.** The performance of AIDD under different factors in network inference and dynamics learning. (a) shows how the number of nodes and the volume of data (the number of samples x the number of time steps, which was fixed to 100) jointly influence the network inference accuracy on WS networks under CMN dynamics. With the exception of 100 nodes with a 4% edge density, all nodes shared the same edge density value, which was 1%. (b) shows how performance decreases with edge density. For the experiments in (b), we set the number of nodes to 100, and the sparse matrix parameter $\lambda$ was set to 0.

In general, AIDD works very well on large sparse networks, and the performance on both tasks decreases as the edge density increases, as shown in Fig. 3(b).

We can improve the accuracy by increasing the amount of data. Figure 3(a) shows how the area under curve (AUC) depends on both network size and data volume to be fed into the model systematically, and similar contours can be obtained on MSE errors (see Supplementary Section 2). There is a trade-off between network size and data volume under a given accuracy, as shown in Fig. 3(a). It is interesting to observe that data volume is sensitive to network size only when the number of nodes is between 300 and 500, and beyond that, a minimum amount of data volume is sufficient to obtain an acceptable accuracy (e.g., $AUC = 0.7$), and this almost does not depend on how large the network is. We suppose that the given total number of epochs is sufficient for training the model only for networks smaller than 300, which is the reason why a sudden increase in data volume is observed. When the size is larger than 500, the model can converge quickly when sufficient data volume is provided; therefore, the curves become insensitive again.

**Robustness against noise and hidden nodes**

A good data-driven model must be robust against noise and unobservable nodes such that it can be applied to the real world. To show the robustness against noise of AIDD, we plot changes in AUC with the magnitude of noise on Michaelis–Menten kinetics [60, 61], which can describe the dynamics of Gene regulatory networks, as shown in Fig. 4. Our model can recover the network structure with 0.85 AUC when the mean magnitude of noise is 0.3.

In real applications, we can only obtain partial information of the entire system owing to the limitations of observation. Thus, a certain proportion of nodes are unobservable or hidden. This requires the inference algorithm to be robust to hidden nodes. Thus, we test the AIDD on an incomplete network. To generate the incomplete network data as the ground truth, we randomly select a certain percentage of nodes as the hidden nodes (Fig. 4(a)), and the time series data of these nodes are removed. AUC decreases and MSE increases as the fraction of the number of unobserved nodes increases on both spring and voice dynamics, as shown in Fig. 4(c); however, the sensitivity depends on various types of dynamics. It is found that when the proportion of missing nodes reaches 50%, the inference accuracy is still above 95%, which proves that our model can achieve superior results in the absence of normally sufficient amounts of data.
Furthermore, we test the ability of AIDD to reveal unknown network structures of unobservable nodes on CMN and Voter dynamics, with only the number of hidden nodes available. We completed this task by performing the same interaction inference task, setting the states for unknown nodes to random values. Figure 4(d) shows the AUCs of the link structures of unknown networks on Voter and CMN dynamics. The results reveal that the network inference accuracy is robust for missing nodes. The algorithm can recover the interactions even for unobservable nodes with over 80% accuracy. The details of the algorithm can be found in [69] and Supplementary Section 3.

Figure 4. The robustness evaluation of AIDD against noise and missing nodes. (a) shows a schematic ground truth network with missing information on the unobserved nodes (grey nodes). (b) shows the influence of proportion of unobserved nodes on the accuracy of interaction inference on the partial network with observed nodes measured by AUC, and the accuracy of dynamic predictions (inset) measured by the MSE of the observable nodes on Spring, CMN, and the AUC of the observable nodes on Voter dynamics. All the experiments were conducted on an ER network with 100 nodes, and all networks generated by models share the same edge density value, which is 4%. (c) shows the dependence of AUC and MSE on the mean of noise added on each node for the Michaelis–Menten kinetics (Gene dynamics) on the yeast S. cerevisiae gene network with 100 nodes. (d) shows the ability of AIDD to infer interactions on the entire network (the light colour bars) and the unobserved partial networks (the dark colour bars). All the experiments are conducted on CMN and Voter dynamics with ER, WS, and BA networks, and all networks contain 100 nodes with 10% unobservable nodes selected randomly, and all networks generated by models share the same edge density value, which is 4%. The parameters in these experiments can be referred to in the Supplementary Section 9.

Control
To further verify that AIDD has learned the ground truth dynamics and that the trained model can replace the original system, we design control experiments. The reasons why we choose the control problem as the test bed for our model include (1) the control problem in a complex network is very important, and it has relevance to many engineering fields [6]; (2) the control problem is more difficult than predictions. This is true because to control a system means to intervene in it. As a result,
we have stood at least on the second level of the causal hierarchy [50].

Here, our control problem is to find a control law based on the learned network dynamics such that if the rule is applied to the ground truth model, we can synchronise the whole system by regulating a few nodes. To do this, we divide the nodes in the network into two groups: the driver nodes, who can be manipulated by the controller directly, and the target nodes, whose states cannot be directly controlled, but can be influenced indirectly. The controller is designed by optimising a set of parameters such that the control objective, that is, the synchronisation of the whole system, is achieved.

The control experiments consisted of two stages as shown in the bottom part of Fig. 1. In the first stage, we find the optimised controller’s parameters on the learned network dynamics to achieve the designed objective. In the second stage, we apply the optimised controller to the ground truth model. In order to verify the learned model, we also optimize another controller on the ground truth model. After that, we compare the deviation curves of the two controllers from the control target on the same ground truth model. If the curves are similar, we conclude that the learned model can substitute for the real model. The detailed methods can be referred to in the Supplementary Section 4.

Two control experiments were designed. The first problem is to synchronise the movement directions of all masses with spring dynamics on a small-size BA network with 10 nodes (see Fig. 5(a)). Three nodes with the largest degrees are selected as the driver nodes. The controller implemented by a neural network adjusts the forces imposed on the drivers according to the current state of the system at each time step. The experimental results are shown in Fig. 5. The two MSE curves in Fig. 5(b) depict the degree of control achieved by the trained model and the ground truth model, respectively. They overlap to show that the learned dynamics can be a good substitute for the real system. Both curves approached 0 within 13 timesteps, indicating that the controllers achieved the goal within the given time.

The second control experiment involves querying all the oscillators in a CMN model on a WS model network with 10 nodes (see Fig. 5(d)) to take the same value of 0.6, which is the mean value an oscillator can take with a given range. The controller is a parameterized neural network, which maps the current state of the system into the control signals (see Supplementary Section 4). The signals are the forces imposed on the two drivers (with the largest degrees) directly. From Fig. 6 (e) and (f), the controls are not well achieved for all nodes because the MSE curves do not converge to zeros. However, the two MSE curves overlap very well, indicating that the surrogate behaves identically to the ground truth model.

**Gene regulatory network inference**

To verify that our algorithm can be applied to actual scenarios and not only on toy models, we attempt to infer the real subnetwork structure from the known transcriptional network of yeast S. cerevisiae according to the time series data of mRNA concentrations generated by GeneNetWeaver (GNW) [67], a famous simulator for gene dynamics.

The networks used by GNWs are extracted from known biological interaction networks (Escherichia coli, Saccharomyces cerevisiae, etc.). On these networks, GNW uses a set of dynamical equations to simulate the transcription and translation processes, and it has considered many factors close to real situations (see Supplementary Section 6 for details). Therefore, GNW is a famous platform for benchmarking and performance assessment of network inference methods.

In the experiment, we used yeast S. cerevisiae gene network with 100 nodes as the benchmark gene network, and we used the default parameters of DREAM4_In-Silico in GeneNetWeaver software to generate data. For the dynamics learner, we use different neural networks for each node because of the heterogeneity of node dynamics and the existence of latent variables, noise, and perturbations [67]. We compare our method with partial correlation, Bayesian network inference, and mutual information algorithms. Our method outperforms others on network inference (Fig. 6(a)) on the AUC(0.82). It can also predict the dynamics with a relatively high accuracy (the average absolute error (MAE) is 0.038, see Fig. 6). This indicates that our method can perform well realistic gene regulatory dynamics.

**Discussion**

In this paper, we propose a unified framework of automatic interaction and dynamics discovery, called AIDD, for large network dynamical systems. We also propose a new standard based on control tasks to evaluate whether the true network dynamics can be learned.

The main highlights of AIDD include scalability, universality, and robustness. The high scalability is reflected by the fact that the model can be applied to large networks with more than thousands of nodes with more than 90% accuracy because the training procedure can be taken node by node. AIDD is a universal framework because it can be applied to various types of dynamics, including continuous, discrete, and binary. AIDD is robust not only on noisy input signals, but also on unobservable nodes. AIDD can recover an entire network even when time series data is missing with more than 90% accuracy. AIDD was also shown to work well on datasets generated by GeneNetWeaver, which emulates the real environment of gene regulatory network dynamics.

Furthermore, we propose a new method based on controls to test the validity of the learned model. We have optimised two controllers, one of which is optimised on the real system and the other is optimised on the model. Then, we apply them to
Figure 5. The control experiments on learned models. (a) shows the spring network that we studied for the first experiment. Three large nodes are driver nodes, and the others are target nodes. The control objective is to request all masses to have the same movement direction. (b) shows the final movement states of all the target nodes under the controls. (c) shows two MSE curves for evaluating goal achievement versus time steps of the controls. One represents the results of learned model, and the other is the ground truth. (d) is a coupled mapping network that we studied in the second experiment. Two large nodes were selected as driver nodes. The control objective is to ask all oscillators to have the same value of 0.6, which is the mean of the value range for all nodes. (e) shows the oscillations of all target nodes during control. (f) shows two MSE curves for evaluating goal achievement versus time steps of the controls. One is for the trained model, and the other for the ground truth. The parameters in these experiments are given in the Supplementary Section 9.

a real system. If they behave similarly, we conclude that the learned model can be a substitute for the real system. Control experiments on spring and CMN dynamics of small networks have proved that well-trained AIDD models can replace the real systems.

This framework has many potential applications. For example, AIDD can be used to infer missing links according to the dynamics information. AIDD can also be used in time series forecasting. In contrast to other forecasting models, a clear binary network can be output by AIDD, which can provide deeper insights into element interactions and potential causal links, increasing the explanability of the model.

However, some drawbacks are present in AIDD. First, a large amount of training data, especially the time series in diverse initial conditions, is required to obtain a good model. Nevertheless, it is difficult to obtain different time series under a variety of initial conditions. Although we can split a long time series into segments, and the first values on each segment can be treated as a new initial condition, the diversity of the initial conditions is always not high enough to train an AIDD model with high quality. Hence we may develop new models that are suitable for small data.

Second, all the dynamics considered in this paper are Markovian, but this property is hardly satisfied in real cases. New extensions and experiments on non-Markovian dynamics should be conducted. For example, we can use a recurrent neural network instead of a feed-forward network as the dynamics learning component.

Finally, our network generator samples networks according to the naive mean field assumption. Although good results have been obtained on network inference, correlations between nodes are ignored. Thus, we can use generative graph models to replace the Bernoulli network generator such that correlations and inductive bias on structures can be considered.
Figure 6. Performances of AIDD and other compared methods on network inference for the gene regulatory network of yeast S. cerevisiae with 100 nodes. (a) ROC curves of different network inference methods. The comparison methods include Bayesian network (BN), partial correlation (PC), mutual information (MI), and AIDD. The AUC for different methods is marked in the legend. (b) shows the comparison between the observed time series of the expression data (real) and the predicted data on selected genes. In this plot, the solid lines represent the predictions and the dotted lines represent the observed data.

Methods

AIDD

The framework consists of two parts: a network generator and a dynamics learner. The input of the model is the state information of all nodes at time $t$, and the output of the model is the predicted state information of all nodes at time $t+1$. The inferred adjacency matrix $\hat{A}$ can also be retrieved from the network generator.

The network generator is simply a differential matrix sampler parameterized by $N^2$ parameters $\Theta$, as described in the model sub-section of the main text. However, the dynamics learners are different for different tasks. We will illustrate the details as follows.

Architecture of the Dynamics Learning module

In all experiments except the final one (the gene regulatory network inference from GeneNetWeaver generated data), we used the same neural network structure to construct the dynamics learning module, as shown in Fig. 7. The network structure and weights are shared by all nodes. This design has been verified to be suitable for learning various complex dynamics [19, 24].

In all experiments, we set the hidden layer size of the dynamics learner to 128. The parameter $\tau$ in the network generator was set to 1. In the experiments, we set $K$ to be the number of epochs because $\hat{A}_i(\Theta)$ are sampled at each epoch.

The $\lambda$ in the objective function is the coefficient of the sparse matrix. In the experiments where the number of nodes is less than 1000, $\lambda$ is set to 0.0001, while $\lambda$ is set to 0.001 for larger networks. More details about the parameters can be found in the Supplementary Section 9.

Architecture of AIDD for gene regulatory network inference

We adopt a heterogeneous network structure in the task of gene regulatory network inference because the regulation dynamics and parameters are heterogeneous for different genes. In detail, the dynamics learning module consists of several multi-layer perceptrons (MLPs), with each MLP corresponding to a single gene. The input of the MLP is a vector produced by the element-wise product of the gene expression vector $X^t$ and the column vector $\hat{A}_i$ of the adjacency matrix, which represents the TF(transcription factors) regulation acting on the corresponding gene $i$. The output of the MLP is $\hat{X}^{t+1}_i$, which is the estimated concentration of gene $i$ at time $t+1$. The concatenation of all MLP outputs is the gene expression value $\hat{X}^{t+1}$ at time $t+1$. Then, we can compare the output estimation $\hat{X}^{t+1}$ and the real expression value $X^{t+1}$ to compute the loss function. Then, the stochastic gradient descent algorithm can be applied to minimise the loss function. The structure diagram of the model is shown in Fig. 8.

Training

We separate the training data by batches and use the stochastic gradient descent algorithm to update the parameters $\Theta, \Phi$ step by step with different learning rates $lr_\theta$ and $lr_\phi$, respectively, until the epochs of training exceed a threshold. The gradients
Figure 7. The feedforward process of the dynamics learning module. It can be divided into four steps. (1) Node to Edge: aggregating the original information of nodes to form representations of edges; (2) Edge to Edge: update the edge representations; (3) Edge to Node: aggregate all information on neighbouring edges of each node to form a new feature vector of the current node; (4) node to node: update the node representations; (5) Output: finally, concatenate the node representations and the input state vectors of node $i$ to feed into a feedforward network, and output the prediction of the next state of $i$.

can be computed directly by the automatic differentiation technique on the Pytorch platform because all the steps in our framework are differentiable. To improve the efficiency, we sampled one adjacency matrix at each epoch and updated the parameters immediately. For the complete algorithm, readers are referred to the Supplementary Section 1. We implemented the gradient descent algorithm with the Adam optimizer, and all the algorithms were run on an RTX 2080Ti(11G).

Network Inference and Time Series Forecasting

After sufficient training, the optimised parameters of $\Theta^*$ and $\Phi^*$ can be obtained. Then, we can use a network generator to sample the complete adjacency matrices as the inferred networks by setting $\Theta = \Theta^*$ and $\tau \to \infty$ to obtain absolute 0 or 1.

A single time-step prediction of states for all nodes can be sampled by using the dynamics learner $\hat{x}_{t+1} \sim P(\hat{X}_{t+1} | \hat{x}_t, \hat{A}(\Theta^*), \Phi^*)$, where $\hat{A}(\Theta^*)$ is a sampled adjacency matrix by the optimal parameters. Multiple time-step predictions can also be obtained in an independent rollout manner [70], that is, sampling the state recursively, $\hat{x}_{t+1} \sim P(\hat{X}_{t+1} | \hat{x}_t, \hat{A}(\Theta^*), \Phi^*)$ for all $t' > 0$. Note that $\hat{x}_t$ represents the sample of $\hat{X}_t$ according to the dynamics learner.

Areas under the curve (AUC) and mean square errors (MSE for continuous values) or AUC (for binary values) are used to evaluate the results of network inference and time series forecasting, respectively. More details on training and evaluation can be found in the Supplementary Section 8 and 9.

Data availability

We used the default parameters of DREAM4_In-Silico in GeneNetWeaver software to generate gene network, GeneNetWeaver software can be download on https://github.com/tschaffter/gnw [67]. Three social networks (email, Dorm, and Blog), and a road network(Road) [68] can be found at http://networkrepository.com/email-enron-only.php#collapse_ack.

Code availability

AIDD code repository can be found at https://github.com/kby24/AIDD. The repository includes example codes for generating data and Algorithms of AIDD.
Figure 8. The architecture of AIDD in the task of gene regulatory network inference. The same network generator is used, but different dynamics learners are set for each node. In the forward process, the adjacency matrix is generated by the network generator through Gumbel softmax sampling. Then, the element-wise products between gene expression vector $X_t$ at time $t$ and column $i$ of the adjacency matrix are calculated as the input for the corresponding dynamics learner $i$. Subsequently, the dynamics learner $i$, which is an MLP, computes the output $\hat{X}_{i}^{t+1}$, which is the estimation of gene $i$’s expression at time $t + 1$. The back-propagation process updates the network generator and dynamics learners simultaneously.
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