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Abstract

The ability of a dialog system to express consistent language style during conversations has a direct, positive impact on its usability and on user satisfaction. Although previous studies have demonstrated that style transfer is feasible with a large amount of parallel data, it is often impossible to collect such data for different styles. In this paper, instead of manually constructing conversation data with a certain style, we propose a flexible framework that adapts a generic retrieval-based dialogue system to mimic the language style of a specified persona without any parallel data. Our approach is based on automatic generation of stylized data by learning the usage of jargon, and then rewriting the generic conversations to a stylized one by incorporating the jargon. In experiments we implemented dialogue systems with five distinct language styles, and the result shows our framework significantly outperforms baselines in terms of the average score of responses’ relevance and style degree, and content diversity. A/B testing on a commercial chatbot shows that users are more satisfied with our system. This study demonstrates the feasibility of building stylistic dialogue systems by simple data augmentation.

Introduction

Many researches show that incorporating role-specific language style makes a dialogue system more human-like and attractive (Li et al.2016b). As shown in Figure 1, in stylistic dialogue generation, the responses are expected to be not only relevant to the context, but also consistent with the desired style. Recently, on the basis of parallel data of an utterance and its stylized version, some studies show the effect of stylistic dialogue generation to account for emotions (Zhou et al.2018a), response attitudes (Niu and Bansal2018), personas (Li, Galley, Brockett, Spithourakis, Gao, and Dolan Li et al.2016b), and gender identification. (Su et al.2020; Su et al.2021).

Despite their success, previous studies are generally conducted in a fully supervised setting requiring stylistic dialogue corpus. However, it is expensive and not always feasible to create such a corpus, due to the lack of parallel data which consists of many triplets in {style, context, response} format. For a target style, previous work either looks for specific data sources such as movie transcripts (Jena et al.2017), or recruits human crowd-workers to create corpora (Zhang et al.2018a). On the other hand, although most state-of-the-art business chatbots are built upon information retrieval technology, there isn’t any practical way to train a stylistic retrieval-based dialogue agent. The only way to prevent the dialogue agent from contradicting its desired style is to carefully annotate all the corpus and deliberately filter out those contradicted pairs, which is expensive and inefficient.

In this paper, we present a light-weight approach that enables a generic retrieval-based dialogue system (which does not embed any persona) to mimic the language style of a specific role. Our framework only requires minimum human inputs (e.g., 500 keywords) for each style, and does not need any paralleled data. Instead of building an entirely new dialogue system for each style from scratch, our framework functions as a “patch” to stylize a generic retrieval-based dialogue system. The main idea is to rewrite a generic dialogue repository into a stylistic one. Specifically, we consider that a target style is represented by a set of jargon phrases (words that are frequently used by a particular group), and propose a jargon-based rewriting schema to tint the responses in dialogue repository with the desired style.
One problem in this rewriting schema is that the jargon in the rewritten stylistic responses may have never occurred in the original repository, and the re-ranking model trained on a generic repository may not understand them. To alleviate this problem, we further propose an alignment process to align each stylized response to an internal response that substitute the jargon phrases with synonyms in plain language. In the re-ranking process the model computes matching degrees based on these internal responses and then the aligned stylized responses are proposed as the final output.

To evaluate our framework, we implement five dialogue agents with distinct personas and styles—trendy teenagers who prefer informal expression and slang, computer junkies who adopt many technical terms in their language, physics fans who frequently use physics jargon, Pokémon fans who like using game jargon, and martial arts fans who frequently mention tricks or characters in martial arts novels. The stylistic dialogues are evaluated by both human annotators and automatic metrics. Extensive experiments show that our system properly balances the trade-off between relevance and style intensity, and yields responses with better comprehensive performance. Online A/B test indicates that our implemented chatbot with the trendy teenager character setting improves users engagement.

This paper has three main contributions:

1. We endow the capability of responding in specific language style to retrieval-based dialogue systems. More importantly, this method can be used to patch any generic dialogue systems for various personas, without any extra fine-tuning or re-training of dialogue models.
2. Our method gets rid of the dependency of paralleled data. Instead we only need a small set of jargon phrases and synonyms to rewrite the dialogue repository.
3. Offline experimental results and online A/B test show the superiority of our approach, as well as the effect of stylistic response on user engagement.

In the remaining part, we review related work. Then we describe our approach in details. Experimental results of both offline evaluation and online A/B test are presented finally.

Related Work

Retrieval-based Dialogue Systems

Recently there has been growing interest in building intelligent chatbots to complete tasks or chitchat. This paper focuses on retrieval-based dialogue system that first recall several response candidates from dialogue corpus via lexical-similarity between context, and then learns a semantic matching function between the conversation context and response candidates for response selection (Yan et al. 2016; Wu et al. 2017; Zhou et al. 2018b; Zhang et al. 2018b; Tao et al. 2019). Such systems generally produce more fluent and diverse responses and are widely used in commercial chatbots (Shum, He, and Li Shum et al. 2018).

Persona-based Dialogue System

Li et al. 2016b introduce persona-based dialogue models which capture speaker’s role and represent it as distributed embeddings. Approaches have been proposed to learn a persona model from user profiles (Zhang et al. 2018a; Luo et al. 2019) and personalized dialogue (Herzig et al. 2017; Zhang et al. 2019; Madotto et al. 2019; Song et al. 2020; Song et al. 2021). However, most persona-based models focus on the consistency of dialogue with the persona, but do not address the language style problem, which is an important aspect of persona-based dialogue.

Some recent studies focus on specific language styles. Jena et al. 2017 introduce a Star Trek chatbot that imitates the speaking style of characters in the show. The chatbot is composed of two models that handle Star Trek style input and everyday conversation separately. Niu and Bansal 2018 propose a set of models for generating polite dialogues. The models are guided by a politeness classifier in generating responses. Su et al. 2021 first extract a non-stylistic prototype from a generic dialogue system and then generate stylistic response via GPT2. Zheng et al. 2020 and Zhu et al. 2021 attempt to using monolingual stylistic data to increase the style intensity of dialogue response. We notice that all these studies focus on a single style, and are difficult to extend to other styles. Compared to these methods, our framework is retrieval-based, and can be used cover for a broader range of personas due to its light-weight nature.

Text Style Transfer

Style transfer of text is a related task of stylizing dialogue systems. The task is transferring a sentence to a specified language style, while keeping the content of the sentence unchanged. A representative approach is learning disentangled latent representations of content and style. Shen et al. 2017 propose a cross-aligned auto-encoder with shared content and separated style representations. Hu et al. 2017 adversarially combine variational auto-encoder and style classifier. Several studies leverage adversarial networks with different discriminators and training objectives (Fu et al. 2018; Yang et al. 2018; John et al. 2019; Liu et al. 2021; Goyal et al. 2021).

Another approach separates content and style via explicit sequence editing. Fu et al. 2019 show that style transfer can be largely achieved by lexical substitution. Li et al. 2018 propose a “delete, retrieve, and generate” framework that replaces style-related words and re-generate the sentence for better fluency. Similar approaches based on pre-trained language model or reinforcement learning are also explored (Xu et al. 2018; Sudhakar et al. 2019; Wu et al. 2019a; Krishna et al. 2020; Li et al. 2020).

Our approach to stylize dialogue is consistent with the above studies (e.g. with the observation of Fu et al. 2019 on lexical substitution). However, we do not employ a heavy mechanism to implement the transfer but exploit a small set of style-related terms to generate stylized sentences. We compare with (Shen, Lei, Barzilay, and Jaakkola Shen et al. 2017) and (Li, Jia, He, and Li Shang et al. 2018) in experiments.

Our Proposed Framework

Main Idea

Our proposed framework is shown in Figure 2. To construct a stylized retrieval-based dialogue system, our main idea is to rewrite the source corpus $X$ to a stylized corpus $X^S$. 
Isn't life hard for everyone? – synonym set, so that the reranking are based on predict; history; trend; uncertain; short-term.

After response rewriting, two main challenges still remain: 1) The ranking model trained on a generic repository may not understand the stylized responses rY, and 2) the stylized responses rY may be irrelevant to the original context c. To alleviate these problems, we further propose two modules, **Response Alignment** module and **Context Rewriting** module, respectively. The former attempts to align rY to a synonymous response rY′ in plain language through the jargon - synonym set, so that the reranking are based on rY′ instead of the rY. For the latter, we rewrite the context of c to c′ by adding some context words that are related to the jargon so that c′ is more relevant to the stylized response. For example, for the jargon “Markov chain”, we rewrite its origin context “Isn’t life hard for everyone?” to “Isn’t life hard for everyone? predict; history; trend; uncertain; short-term”.

**Jargon phrases & synonyms**

We collect a set of jargon phrases from topic-specific websites and ask human experts to annotate them with synonyms in plain language. For instance, for the trendy teenager persona, we collected a list of Internet slang words from Fanjian⁲, a website maintaining a large database of Chinese Internet slang. We took a slang word as a jargon phrase sY. For each slang word, three human annotators were asked to assign a synonymous phrase sX in plain language. The annotators reviewed and discussed each other’s annotation until they reached an agreement. Insulting slang words were removed. Samples of the phrases are presented in Table 1. The synonym phrases mostly explain certain aspects of the jargon phrases in plain language. We collected on average 523 parallel jargon phrase - synonym pairs per style.

**Approach**

In this section, we introduce detailed procedures of **Response Rewriting**, **Response Alignment**, and **Context Rewriting**, given a set of jargon phrases and synonyms. The specified language style is implemented in the first step. The second step guarantees the synonymity of rY and rY′. The third one fixes the relevance between c′ and rY′. We further describe rewriting response and rewriting context in details.

---

²http://www.fanjian.net/

![Figure 2: Framework of a generic dialogue system and our stylized dialogue system.](image)

| Style          | Jargon phrase | Synonym                      |
|----------------|---------------|------------------------------|
| Trendy Teenager| 极好的 (snatched) | really good                  |
|                | 智商税 (stupid tax) | pay for ignorance            |
| Computer       | access token  | key                          |
|                | transfer learning | learn by analogy             |
| Physics        | polarization  | single direction             |
|                | sonic boom    | very fast                    |
| Pokémon        | fire blast    | burn                         |
|                | Squirtle      | turtle                       |
| Martial Arts   | 拳千尺⁰ (Qiu Chianchi) | an antagonist               |

Table 1: Samples of annotated parallel phrases.
Response Rewriting

In this section, we introduce detailed procedures of rewriting responses by jargon phrases. Given an original response \( r \), the goal of rewriting is to obtain a fluent and stylized response \( r^Y \). A trivial way to achieve the goal is letting \( r^Y \) be a common sentence like “I am multi-threaded” for any \( r \). To avoid this, we require that \( r^Y \) has as many overlapping words with \( r \) as possible so that it is more specific. We generate a number of candidates for \( r^Y \), and then filter out ungrammatical ones by a fine-tuned BERT model.

Generating Candidate Response

Given a response \( r = \{w_1, w_2, ..., w_n\} \), which is a sequence of words, we select a sub-sequence \( s_{i,j} = \{w_i, w_{i+1}, ..., w_j\} \) and substitute it with a jargon phrase \( s^Y \). The resulting response \( r^Y = \{w_1, ..., w_{i-1}, s^Y, w_{j+1}, ..., w_n\} \) is proposed as a candidate for further filtering.

This process is similar to that used in existing style transfer models (Li et al.2018; Sudhakar et al.2019; Wu et al.2019b). These models substitute style-related words and keep others, so that the content is unchanged. To increase the coverage, we allow arbitrary words to be substituted. This relaxation yields \( O(n^2) \) possible substitutions, so we adopt the following constraints for pruning:

- **Word constraint**: We only consider words and numbers for substitution. Punctuation marks are not substituted, because they play an important role in grammar. This constraint avoids generating grammatical errors by the change of punctuation.
- **Length constraint**: We try to keep \( s_{i,j} \) short, so that most words of \( r \) are preserved. This choice is made in order to avoid altering too much the initial sentence. Specifically, we limit the length of \( s_{i,j} \) to be less than 5 words.
- **Context constraint**: We also require the sub-sequence \( s_{i,j} \) to share the same preceding or succeeding words with a jargon phrase. For example, suppose we find sentences like “… is fully multi-threaded…” in the stylized corpus \( \mathcal{T} \). We may consider applying the substitution only if \( s_{i,j} \) succeeds the words “is fully”. This constraint helps filter out most of obviously ungrammatical candidates.

Response Filtering

We further filter stylized response candidates that are not fluent via a language model. Since a stylized response candidate is not an entirely new sentence, we only need to estimate the fluency of the substituted part.

We start with the pre-trained BERT model (Devlin et al.2019), and fine-tune it with a non-conversational stylized corpus \( \mathcal{T} \). We mask the jargon phrases in \( \mathcal{T} \) and train the model to recover them. Then we use this model to predict the probability of \( s^Y \) in a given \( r^Y \): \( p(s^Y | r^Y) \). The candidate responses with low \( p(s^Y | r^Y) \) will be filtered.

Aligning Responses

After the Response Rewriting process, it is possible that the generated stylized response \( r^Y \) is not synonymous to the original response \( r \). Moreover, the re-ranking model in the generic dialogue system may not understand \( r^Y \) as well. To alleviate these problems, we substitute stylized phrases in \( r^Y \) with their synonyms in plain language. That is, for each \( s^Y \) in \( r^Y \), we substitute \( s^Y \) with the synonymous \( s^X \). The resulting synonymous response \( r' \) is referred to as the modified response. Such direct substitution ensures the synonymy of \( r' \) and \( r^Y \). Note that \( r' \) could be ungrammatical. This is acceptable because \( r' \) is only used internally by the dialogue system to match with user input and is not shown to users.

Context Rewriting

Now we have pairs of synonymous response \( r' \) and stylized response \( r^Y \), and a remaining problem is that the \( r' \) and \( r^Y \) may be totally irrelevant to the original context \( c \) after style transfer. So we attempt to modify \( c \) to a more relevant one, \( c' \), regarded as the stylized context. To obtain \( c' \), we select keywords similar to the stylized phrase \( s^Y \) to append to \( c \). For example, given \( s^Y = \{\text{“being multi-threaded”}\} \), the stylized context \( c' \) could be \( \{c + \text{“simultaneously”} + \text{“moreover”}\} \). We considered several choices of the keywords, including frequently co-occurred words, nearest words in word embedding space, and simply \( s^X \) itself. We found fastText embedding (Bojanowski et al.2017) yields more reasonable keywords. We choose the top 5 words with the highest cosine similarity to the stylized phrase \( s^Y \).

Evaluation

We conducted both offline experiment and online A/B test to evaluate the performance of our framework. Each system is given an utterance in the testing set as input. The output response is evaluated in terms of its quality.

Dataset

To train a stylized dialogue system, our framework does not need paralleled data. Instead, we need a generic dialogue corpus \( \mathcal{X} \), a stylized non-conversational corpus \( \mathcal{T} \), and stylized jargon phrase - synonymous pairs.

Source dialogue corpus: We use the dialogue corpus collected by (Shang et al.2015) from Sina Weibo, a popular twitter-like service in China. The contexts are extracted from posts. Comments on the posts are taken as responses. The corpus covers various topics from different users, so we consider it to be in a generic language style. We normalized the tokens and removed non-content words like “retweeted from”.

Contexts and responses were tokenized by Jieba toolkit. We sampled 100 posts for testing, and took the remaining 4.4 million context-response pairs as the source dialogue corpus.

Stylized non-conversational corpus: Stylized non-conversational corpus are used for Response Filtering only. For each stylized phrase, we searched Sina Weibo and retrieved the first 500 matched posts. Comments were not retrieved. The posts are pre-processed similarly to the source dialogue corpus. We collected five corpora for the Internet slang style and the computer style.

Jargon phrase - synonymous pairs: As mentioned before, we collected on average 523 parallel jargon phrase - synonym pairs per style.
### Table 2: Evaluation results of stylized dialogue. R: relevance, S: style, D1: distinct-1, D2: distinct-2, *-m: simplified variant without modifying response or context

|                | Trendy Teenager | Computer | Physics | Pokémon | Martial Arts | Average |
|----------------|-----------------|----------|---------|----------|--------------|---------|
|                | R   S  D1  D2 | R   S  D1  D2 | R   S  D1  D2 | R   S  D1  D2 | R   S  D1  D2 | R   S  D1  D2 |
| Generic        | 1.30 .84 .51 | 1.60 .51 .84 | 1.00 .51 .84 | 1.40 .51 .84 | 1.30 .51 .84 | 1.45 .51 .84 |
| MTask+MMI      | 1.10 .79 .40 | 1.00 .19 .38 | 1.10 .21 .40 | 1.00 .19 .39 | 1.10 .19 .38 | 1.07 .16 .39 .62 |
| CAAE-direct    | 0.60 .16 .48 | 0.11 .17 .41 | 0.21 .25 .53 | 0.45 .27 .51 | 0.31 .11 .48 | 0.32 .16 .25 .48 |
| CAAE-patch     | 0.80 .10 .51 | 0.20 .05 .50 | 0.31 .21 .43 | 0.43 .27 .50 | 0.40 .31 .20 | 0.42 .45 .23 .45 |
| DelRetGen-direct | 0.90 .17 .41 | 0.30 .19 .38 | 0.12 .47 .80 | 0.71 .45 .77 | 0.71 .33 .43 .76 | 0.62 .53 .43 .77 |
| Ours-direct    | 1.10 .15 .84 | 1.10 .55 .84 | 1.00 .56 .84 | 1.00 .57 .83 | 0.90 .10 .56 .84 | 1.00 .10 .56 .84 |
| Ours-patch     | 1.10 .17 .80 | 0.90 .18 .81 | 0.90 .49 .83 | 0.90 .75 .83 | 0.80 .12 .50 .84 | 0.86 .53 .49 .82 |

**Experiment Settings**

**Generic dialogue system:** We built a retrieval-based dialogue system as the start point for mimicking different styles. We use Elasticsearch (Gormley and Tong 2015) to build a conversation repository containing the source dialogue corpus $X$. Given an input utterance, we retrieve the top 100 matched contexts and their paired responses. A pre-trained dialogue model selects a proper response as output. The dialogue model was trained with a different corpus other than the corpus $X$ used in this paper.

**Our approach:** We “patch” the generic dialogue system with the proposed method. For each $(c, r)$ pair in $X$, we try to rewrite it to obtain stylized responses. If the rewriting fails, we simply copy the pair, i.e., let $c\prime = c$ and $r\prime = r$.

For ablation study, we consider a simplified variant, where the generic dialogue system is not patched and its output response $r$ is directly rewritten as $r\prime$. We denote our approach and the simplified variant as Ours-patch and Ours-direct.

**Baselines:** We compare with a generation-based approach by Luan et al. 2017. It uses multi-task learning to personalize a dialogue model. We train the model with our dialogue corpus $X$ and non-conversational corpus $T$. We improve its diversity by interpolating the MMI model by Li et al. 2016a. We set its encoder and decoder to be 2-layer LSTMs with 500 hidden units. Its vocabulary (60k) covers words in $X$ and $T$. We refer to this approach as MTask+MMI.

We also consider leveraging text style transfer models. Given an output response $r$ of the generic dialogue system, we use a style transfer model to transform $r$ to a stylized response. Two representative models are used, the cross-aligned auto-encoder by Shen et al. 2017 and the “delete, retrieve, and generate” model by Li et al. 2018. We denote the two approaches as CAAE-direct and DelRetGen-direct. In addition, we consider integrating the style transfer models into our framework. We replace the procedures of Response Rewriting with one of the style transfer models. We keep the remaining procedures and “patch” the generic dialogue system accordingly. This approach is denoted as CAAE-patch.

**Metrics**

We consider three criteria for response’s quality: relevance, style degree, and content diversity.

**Relevance:** Relevance refers to the extent of a response being proper for an input utterance. We follow the same guideline as Shang et al. 2015 to rate Relevance on a scale of 0 to 2.

**Style degree:** Style degree refers to how likely the specified language style can be identified. We rate style degree on a scale of 0 to 2.

- **Strong style (2):** Obvious usage of words in the specified language style can be found.
- **Weak style (1):** Two cases are included: (a) Stylized words are used, but it is still similar to everyday conversation, e.g., “What’s the name of this software?” (b) Common words are used, but they have special meaning for the target persona. For example, “I have an abstract girlfriend”, where “abstract” has a specific meaning in programming.
- **No style (0):** The response is not fluent or does not show any identifiable style.

**Diversity:** Diversity of response is recognized as an important metric of dialogue systems (Li et al. 2016a). Dialogue systems with good diversity produce more interesting responses on various topics. We measure the diversity of responses by the number of distinct unigrams and bigrams divided by total number of words in the responses, i.e., Distinct-1 (D1) and Distinct-2 (D2).

For each style, we obtained 700 responses from the 100 testing input utterances by the evaluated systems. An input utterance and a shuffled list of responses were presented to 3 annotators each time. The annotators were asked to rate each response according to the above guideline.

To measure agreement, we use a generalized form of Scott’s pi coefficient with linear weighting (Gwet 2014). The coefficients indicate fair agreement among ratings (0.37 and 0.44 for relevance; 0.56 and 0.79 for style degree).

**Evaluation Result**

Table 2 shows evaluation results of stylized dialogue. The average of relevance and style degree ratings (denoted as RSA) is included for overall performance. The multi-task approach MTask+MMI does not produce stylized response as expected. We attribute it to the low overlap between the dialogue corpus and the target corpus. On average, only 81.4% words of the target corpus (excluding stop words) appear in the vocabulary of dialogue corpus. The decoder fails to correlate non-overlapping words with the utterance’s encoding, even after we extended its vocabulary.

For CAAE-patch, its relevance increases after modifying context and response, but its style degree decreases dramatically. The average lengths of response are respectively 7.4 and 5.7 tokens for CAAE-direct and CAAE-patch. The root
cause for this behavior is the low content diversity. The model tends to produce short and common responses. The dialogue model has to choose a “safe” but more relevant one, when no other relevant and informative response is available.

Our simplified approach (Ours-direct) achieves a higher relevance and a lower style degree than our complete approach (ours-patch). Among the responses produced by the base system, the simplified approach fails to transfer any response for 25% of queries, whereas ours-patch succeed to return at least one stylized responses for all queries. If we count the queries on which both approaches succeed, the relevance is 0.78 and 0.86, and the style degree is 1.43 and 1.52, for the simplified and the complete approaches. The diversity remains similar. This strongly supports our idea of distinguishing transferring style from keeping meaning unchanged does work well. In general, our complete approach (ours-patch) achieves the best overall performance in terms of RSA (t-tests with $p < 10^{-4}$). Figure 3 illustrates our approach’s responses.

**Changes with Trigger Rate**

There is a trade-off between style degree and relevance. When we allow more stylized responses to return during conversations, a chatbot has more chance to exhibit as its style. However, there is a risk of lowering the relevance. Thus we use trigger rate as our variant and draw curves to show how relevance and style degree change at the same time.

Based on our human labeled data, we simulate the results when different trigger rates are applied. For example, given a style, e.g., trendy teenagers, we set a threshold of the ensemble regression model output to filter out 90% stylized responses. Thus we get 10% trigger rate. Then we average the relevance score and the style degree as the corresponding evaluation results, e.g., 1.3 and 1.8 for the trendy teenager style. Similarly, we can filter out different ratio of stylized responses and get relevance and style degree scores at different trigger rates. Figure 4 shows us the curves for five styles.

| User Query | Trendy Teenagers | Computer Junkies | Physics Fans | Pokémon Fans | Martial Arts Fans |
|------------|------------------|------------------|-------------|--------------|------------------|
| User Query | 好久没吃了，好想吃哇 | 霸王没吃，减肥不存在的，能不诱惑我吗? | 好好啊，看到这汉堡就控制运动速度 | 喂，你觉得我怎么吃啊？ | 不是好久没吃过，其实从来没有吃过... |
| Haven't eaten for a long time and really want to eat it. | Haven't it for a lone time. Losing weight is non-existent. Could you not tempt me? | So hungry, I have to control the movement velocity when I see this hamburger. | Want to eat. Would greedy algorithms tell me how to eat? | Haha, I love eating by lick. | Not for a long time, Su Quan has never eaten it. |

Table 3: Evaluation results of transferred responses by single models. LM: Language Model

| Source | F | S | D1 | D2 | FSA |
|--------|---|---|----|----|-----|
| CAAE   | 1.09 | 1.30 | .14 | .32 | 1.20 |
| DelRetGen | 1.01 | 1.41 | .41 | .77 | 1.21 |
| Ours   | **1.43** | **1.19** | **.53** | **.84** | **1.31** |

*Figure 3: Sample responses by our approach.*

Take the trendy teenager style as an example. We observe that relevance remains high until about 15% stylized responses are triggered. Then relevance goes down gradually. Even if all stylized responses are triggered, the relevance score is around 1.1, which means above fair. The style curve has a similar trend and the highest style degree is achieved when 20% stylized responses are triggered. At that position, the relevance score is close to the maximum. Therefore, if our goal is to add some sense of style while keeping high relevance, we can choose the trigger rate of 20%. It means that in almost one fifth turns users can get the styled responses. That is a proper ratio as even a real trendy teenager does not show her/his style at all utterances.

As Figure 4 shows, other styles have similar trends. We can find a proper trade-off between relevance and style degree in the curves. Our approach provides the flexibility to adjust a dialogue system according to the requirements of relevance and style degree. Some styles may be more difficult than some other styles to transfer. For example, the computer style has lowest relevance. Although the style degree is as high as 1.8, the relevance score is only 0.7 when the trigger rate is 10%. This indicate that there is a big gap between the dialogue corpus and the stylized non-conversational corpus for the computer style. We guess that Weibo users like publishing content about their life, more than about techniques.

**Analysis of Style Transfer**

In this study, we propose a first study to transfer a generic corpus to a stylized one. To evaluate how effective our transfer approach is, we further compare our style transfer model with two baseline methods, CAAE and DelRetGen. The evaluation metrics of style transfer are similar to that of stylized dialogue, and we only change the relevance metric to fluency metric. The fluency metric is rated on a scale of 0 to 2 that represent completely non-sense (0), understandable with minor errors (1), and fluent without error (2), respectively.

Table 3 shows the evaluation results. As expected, source responses are rated with perfect fluency and low style degree. They slightly exhibit Internet slang’s style, because the dataset is collected from social media. On average, our approach achieves much better fluency and diversity but lower style degree compared to the two baselines. CAAE tends to generate “safe” sentences which make use of only a few target style phrases. To see this, we counted distinct target style phrases in transferred responses. The averaged counts are respectively 81, 172, and 181, for CAAE, DelRetGen, and our approach. DelRetGen improves diversity by involving more target style phrases than CAAE. However, its generation step tends to generate frequent words, limiting its overall diversity. In general, our approach outperforms the baselines on overall diversity.

*Table 3: Evaluation results of transferred responses by single models. LM: Language Model.*

*A character in the novel series The Legend of Lu Xiaofeng.*
performance (FSA, D1, and D2; t-tests with $p < 10^{-4}$).

**Online Evaluation**

Compared to the generic dialogue system, our framework (as well as other stylized systems) produces more stylized but less relevant responses. We wonder if it has a positive or negative impact on user satisfaction. We conducted A/B test on a commercial social chatbot during one month. We select the trendy teenager style as our testbed.

We randomly selected a fraction of users as the treatment group. They were served with the patched system. In case where the patched system fails to find a relevant response, we fallback to the generic system. Users in the control group were always served with the generic system. After the A/B test, we collected 12K conversations for the treatment group. A conversation is a sequence $\{(u_1, r_1), (u_2, r_2)\}$, where $u$ is a user utterance and $r$ is a response. We let $r_1$ be the patched system’s response. The same number of conversations were sampled from the control group.

We consider two automatic metrics to measure user satisfaction. The first metric is the sentiment of user’s follow-up utterance. Positive sentiment reflects better user satisfaction. We use a sentiment classifier (Zeng, Song, Lin, and Sakai Zeng et al.2019) to classify the follow-up utterance $u_2$. The classifier outputs labels of $\{-1, 0, 1\}$, for negative, neutral, and positive sentiment. We take the average label for each group as $Sentiment$ in Table 4. The second metric is the fraction of overlapping words between $r_1$ and $u_2$ (See Automatic follow-up in Table 4). It indicates whether the user is following $r_1$ or starting a new topic.

We also use human annotation for evaluation. We sampled 250 conversations from each group, and asked 5 human annotators to rate user’s satisfaction on a scale of -2 to +2:

- **Satisfied (+2)** The user is satisfied with the conversation and shows positive emotion.
- **Follow (+1)** The user understands the response $r_1$ and follows the topic.
- **Neutral (0)** The user keeps chatting but to ignore $r_1$.
- **Not-follow (-1)** The user is confused about $r_1$ or simply exits the chatbot.
- **Unsatisfied (-2)** The user is upset about the conversation and shows negative emotion.

|               | Treatment | Control |
|---------------|-----------|---------|
| Sentiment     | 0.0250    | 0.0217  |
| Automatic follow-up | 0.1120    | 0.10445 |
| Human rating  | 0.488     | 0.436   |

Table 4: Evaluation result of online A/B test.

Table 4 shows the comparison in the above metrics. The patched system performs consistently better than the baseline system across all metrics.

**Conclusion and Future Work**

We propose a light-weight “patching” framework that enables a retrieval-based dialogue system to mimic the language style of a specified character setting. Our framework is flexible and less expensive to apply. Our approach is based on transforming a generic dialogue corpus to a stylized corpus. We design a series of strategies to implement the transformation. Five character settings are implemented. The experiments show that, with several hundreds of manually annotated jargon phrases, our approach is able to produce fluent, relevant, stylized, and diverse responses. A/B test indicates that users are more satisfied about the stylized system.

As future work, we plan to improve relevance further and experiment with combining two or more styles in one chatbot. Theoretically our proposed framework is additive, because it provides a way to put different but non-contradictory personalities together. For example, a chatbot could be a computer junkie and a martial arts fan at the same time. When both character settings have response candidates, we can choose one of them by pre-defined priors. It would be interesting to implement such combination and test its effectiveness.
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