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Abstract
Analyzing data by inferring from unstructured data about customers is one of the main purposes of the tourism and many other industries as well. However, performing unstructured data analysis using traditional methods is quite inconvenient and costly. This can be overcome by using sentiment analysis, an area of application of text mining. Since there is no proven methodology for sentiment analysis, researchers often perform their studies by trial and error. Many studies on sentiment analysis with Turkish content are limited, this study aimed to determine the effects of labeling, stemming, and negation on the success of sentiment analysis using Turkish touristic site analysis. From the data set prepared for this study, 12 different variations were created according to labeling, number of classes, stemming, and negation. These data sets were classified using the algorithms Naive Bayes (NB), Multinomial Naive Bayes (MNB), k-Nearest Neighbor, and Support Vector Machines (SVM), often used in sentiment analyses, and the findings were compared.
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Turistik Mekanlar Hakkındaki Türkçe Duygu İfadelerinin Makine Öğrenmesi Yöntemleri ile İncelenmesi

Öz
Müsterilerle ilgili yapılandırılmamış verilerden çıkarımlar yaparak bu verileri analiz etmek birçok sektör için olduğu gibi turizm sektörü için de temel amaçlardandır. Yapılandırılmamış veri analizinin geleneksel yöntemlerle gerçekleştirilmesi oldukça zahmetli ve maliyetli olmaktadır. Metin analizi uygulama alanlarındandır biri olan duygu analizi kullanılarak bu sorunun üstesinden gelen bir yöntem geliştirildir. Duygu analizi çalışmalarında henüz kanıtlanmış bir metodoloji bulunmamıştır bu araştırmacılar genellikle deneme yanıtı sunulmuş oluyala çalışmalardır oluşturmuşlardır. Duygu analizi alanında yapılan birçok çalışma duygu analizi ön işlemlerinin etkisi ve başarıya etkisi üzerinde sıklıkla analiz edilmişdir. Bu çalışmaya da bu ön işlemler eklemeye çalışılmıştır. Bu çalışmada Türkçe turistik mekan incelemeleri kullanılarak duygu analizi ön işlemlerinden etkileme, köklerine ayırma ve olumsuzlaştırma durumlarına göre 12 farklı varyasyon oluşturulmuştur. Olusturulan bu veri setleri duygu analizi çalışmalarda sıkıla kullanılan Makine Öğrenme (NB), Multinominal Naive Bayes (MNB), k-Nearest Neighbor ve Support Vector Machines (SVM) algoritmalarıyla sınıflandırılak elde edilen sonuçlar karşılaştırılmıştır.
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1. Introduction

Structured data obtained by traditional methods are insufficient for dynamically analyzing changing customer trends (Esen & Türkay, 2017). Therefore, new mechanisms have emerged that allow the dynamic analysis of changing customer trends and support the decision-making of managers in organizations. These mechanisms enable data-driven decision-making using unstructured data sources such as social media posts, blogs, and web server logs (Provost & Fawcett, 2013). Most of the data used in organizations consist of unstructured data, with estimations of around 80% (Beal; Blumberg & Atre, 2003; Lohr, 2012). Therefore, it is of great importance to analyze unstructured data and to extract meaningful information that will be useful for the organization. Through sentiment analysis, which is one of the sub-research areas of text mining, people’s opinions, evaluations, attitudes, and sentiments about products, services, and activities can be analyzed (B. Liu, 2012). In other words, unstructured data can be analyzed using sentiment analysis.

Sentiment analysis can be performed in two ways, namely, dictionary-based method and machine learning method (Can & Alataş, 2017). In the dictionary-based method, there is a dictionary called sentiment dictionary that contains a large number of words, and each word has a sentimental polarity, that is, the word's positivity, negativity, or neutrality degree. In this method, the sentimental polarity of the text is calculated by searching each word, the sentimental state of which is to be determined, in the sentiment dictionary (Baccianella et al., 2010; Esuli & Sebastiani, 2006; Kuw., 2006). Then, data of unknown classes are classified using this model (Pangvd., 2002). In some sentiment analysis studies conducted with machine learning, the classes of the data are determined manually by the researchers (Kulcu & Doğdu, 2016; K.-L. Liu, Li, & Guo, 2012). Some studies perform a labeling process using metadata. These metadata are often scores ranging from one to five or the emojis in the text to be analyzed (Chang, Ku, & Chen, 2019; Gezici & Yankoğlu, 2018; Taecharungroj & Mathayomchan, 2019; Türkmenoğlu & Tantug, 2014).

Aydın and Akçayol (2016), Özyurt and Akçayol (2018), Can and Alataş (2017) reviewed recent studies on sentiment analysis based on their methods, areas of application, and data sets. Considering these reviews and other research in the literature (Bilgin & Şentürk, 2017; Çoban et al., 2015; Kaynar et al., 2016; Kızılkaya, 2018; Meral & Diri, 2014; Salur et al., 2019; Toçoğlu, 2018; Türkmenoğlu, 2015), it is observed that the studies on sentiment analysis are often focused on the classification of examinations, tweets, or comments in a certain area using various machine learning techniques and the comparison of these classification results. It is also found that sentiment analysis studies in the context of tourism are quite limited and there are suggestions to conduct further analysis including Turkish content. Thus, here, it was aimed to create a data set that allows the sentiment analysis of texts about Turkish touristic sites, to determine the effect of labeling on the success of the classification, and to examine the effect of tokenization, stemming, and negation on the success of classification.

To achieve the aims of the study, it is first necessary to create a data set. To create a data set suitable for the subject of the current sentiment analysis, reviews on Tripadvisor, Google Maps, and Foursquare, websites that are frequently mentioned in research on tourism and that allow tourists to make comments or reviews about the places they visit, were used. From these sites, reviews by tourists for 203 touristic sites in the cities of Trabzon, Artvin, and Rize in the Eastern Black Sea region of Turkey were obtained. A total of 49031 reviews were obtained on 10.03.2020. This data consisted of reviews by tourists, the date of their reviews, and scores ranging from one to five given by the tourists. Using these data, the data sets described in the third section were created. Using each of these data sets, machine learning models were created using the classic machine learning algorithms NB, MNB, k-NN, and SVM. The machine learning models were validated by 10-repetitive cross-validation and the findings were obtained by the f-scores of the models.

The second section describes sentiment analysis, the method of the study. The third section explains how the experiments were performed. The fourth section demonstrates the findings. Finally, the last section discusses these findings.

2. Materials and Methods

This section briefly explains how the data are obtained, the aforementioned machine learning algorithms, and the method, sentiment analysis.

2.1. Data Collection

As stated, the data was obtained from the websites of Tripadvisor, Google Maps, and Foursquare to create the data sets. First, a list of touristic sites in the cities of Trabzon, Artvin, and Rize in the Eastern Black Sea region of Turkey was obtained from karadeniz.gov.tr. Then, these touristic sites were searched on the websites and the pages containing comments or reviews on them were obtained. The links to these pages were sent to the
Datashake\textsuperscript{1} data scraping\textsuperscript{2} service with a php script. The reviews were then recorded in the database. Finally, the data in the database were applied the processes specified in the experiment section and the dataset(s) was created.

2.2. Sentiment Analysis

The process of automatically discovering some previously unknown information from different written sources is called text mining (Hearst, 2003). Text mining is divided into seven areas of application as text clustering, text classification, web mining, information extraction, natural language processing, concept extraction, and information retrieval and each area of application has its specific features (Miner et al., 2012). Sentiment analysis is located at the intersection of opinion extraction and document classification (Miner et al., 2012). Sentiment analysis, also known as opinion mining, is a field of study that analyzes people's views, evaluations, attitudes, and feelings about assets such as products, services, organizations, individuals, activities, topics, and their characteristics (B. Liu, 2012). Sentiment analysis is often done by classifying the sentiment in a text in a binary (positive-negative) or ternary (positive-negative-neutral) form (Şeker, 2016). Sentiment analysis can be performed in two ways: dictionary-based method and machine learning method (Can & Alataş, 2017). In the dictionary-based method, each word in the text is searched in dictionaries with predetermined polarities, the opinion score of the text is calculated, and classification is performed (Baccianella, Esuli, & Sebastiani, 2010; Esuli & Sebastiani, 2006; Ku, Liang, & Chen, 2006). In the machine learning method, a machine learning model with labeled data is created and data with unknown classes are tried to be classified using the created model (Pang, Lee, & Vaithyanathan, 2002). In this study, sentiment analysis was performed using the machine learning method, as it has been stated to be the superior method in the literature (Özyurt & Akçayol, 2018).

Since many classification algorithms used in sentiment analysis by machine learning cannot work with categorical data, they must be converted into numerical data. In sentiment analysis, the conversion of categorical data is often carried out by the bag-of-word (BOW) method ("bag-of-word model," 2007; Harris, 1954). In this method, every single term in the text (a word, a sentence, or a certain number of characters) is considered an attribute and the frequency of each term in the text is assigned as the value of the attribute. Thus, categorical text data is converted into digital form.

In many sentiment analysis studies, the data is preprocessed, consisting of steps such as tokenization, normalization, stemming, stop words removal, and term weighting to increase classification success and to reduce the attribute size (Aydoğan&Akçayol, 2016; Çoban, 2016; Çoban et al., 2015; Meral & Diri, 2014; Saad, 2010; Türkmenoğlu, 2015). These steps are briefly explained below.

**Tokenization:** In this step, the text to be classified is divided into terms by various methods. A term can contain one word or multiple words. Using a method called n-grams, the text can be divided into word-based or character-based terms. In word-based n-gram, the number of n words is treated as a term and in character-based n-gram, the number of n characters is treated as a term.

**Normalization:** There may be typos in texts on social media. Normalization is a natural language processing procedure that corrects spelling errors. In Turkish text classification studies, normalization is often performed using the Zemberek-NLP natural language processing tool.

**Stemming:** In the classification of a given text, each word in the text is taken as an attribute; therefore, it is aimed to reduce the number of attributes by stemming. Stemming is a natural language processing operation that is often performed using the Zemberek-NLP natural language processing tool in Turkish (Akın & Akın, 2007).

**Stop words removal:** While classifying a text, removing stop words is performed to reduce the number of attributes in many studies (Çoban, 2016; Kaynar et al., 2016; Meral & Diri, 2014). Stop words are often those that do not affect the sentiment of the sentence, such as prepositions and conjunctions (Sevindí, 2013).

**Term weighting:** In the bag-of-word approach, words with high frequency become dominant and cannot provide much information for the model (Waykole & Thakare, 2018). In other words, terms that appear very often in the text may not have any distinctive significance. However, they can have a high weight value. To prevent this, the frequency of the terms is rescaled by the TF-IDF method (TermFrequency – InverseDocumentFrequency) considering how often the terms occur in all texts (Spärck Jones, 2004). The TF value is calculated by the formula in Eq. 1, the IDF value by the formula in Eq. 2, and the TF-IDF by the formula in Eq. 3.

\[
tf_{ij} = \frac{F_{ij}}{\sum_i F_{ij}} \quad (1)
\]

\[
IDF_j = \log \left( \frac{D}{df_j} \right) \quad (2)
\]

\[
tf_{ij} = \frac{F_{ij}}{\sum_i F_{ij}} \quad (1)
\]

\[
IDF_j = \log \left( \frac{D}{df_j} \right) \quad (2)
\]

---

\textsuperscript{1} Datashake is a web service that provides reviews and comments from over 85 websites using data scraping. Using the data scraping APIs offered by Datashake, users can easily access reviews and comments on websites like Tripadvisor, Foursquare, and Google Maps (Datashake, 2021).

\textsuperscript{2} Data scraping is the process of obtaining desired data from unstructured website content by software using data sets that are suitable for automatic processing (Data Scraping, 2021).
\[ w_{ld} = tf_{ij} \times IDF_j \]  

where \( i \) = text index, \( j \) = term index, \( F \) = frequency, \( df_j \) = number of texts containing \( j \), and \( D \) = the number of texts.

Text classification studies in the literature have used different weighting techniques beside TF-IDF such as A-TF, B-TF, LA-TF, L-TF, Knowledge gain, and Chi-square (Sevindi, 2013; Yıldız, 2016).

2.3. Naïve Bayes Classifier

Naïve Bayes is a classification technique based on the probability theory of Bayes (1763). It is based on the assumption that each attribute to be used in classification is independent of each other. It has been used in text classification studies since the early 1960s (Maron, 1961). The Naïve Bayes classifier briefly estimates the class with the highest probability by calculating the probabilities of all cases for each class. The classifier works as follows.

1. Let \( X \) be a vector that is tried to be predicted and consists of \( n \) attributes.
   \[ X = (x_1, x_2 \ldots x_n) \]  

2. Let there be \( m \) classes in the data set represented by \( C_1, C_2 \ldots C_m \).

3. The classifier calculates the value with the highest successive probability \( P(X | C_i) \) among all classes, as in Eq. 5, to find out which class the vector \( X \) belongs to.
   \[ P(C_i | X) = \frac{P(X | C_i) \times P(C_i)}{P(X)} \]  

a- \( P(C_i) \), is calculated as in Eq. 6 by dividing the number of elements in the \( C_i \) class by the number of all elements.
   \[ P(C_i) = \frac{C_i}{|C|} \]  

b- \( P(X | C_i) \), is calculated as in Eq. 7 since \( X \) is an \( n \)-element property vector. Since the \( x_i \) values are considered independent of each other, there is no need to calculate the \( P(X) \) value.
   \[ P(X | C_i) = \prod_{k=1}^{n} P(x_k | C_i) \]  

4. As a result, the \( C_i \) class, which has the largest \( P(X | C_i) \times P(C_i) \) value, is determined as the class of \( X \).

2.4. Multinominal Naïve Bayes

Multinominal Naïve Bayes is widely used because it is a fast, easy-to-apply, and effective method (Rennie, Shih, Teevan, & Karger, 2003). It is calculated with the formula in Eq. 5 like MNB and NB. In the MNB classifier, different from the NB, the \( P(x_k | C_i) \) value is calculated as shown in Eq. 8.
   \[ P(x_k | C_i) = \frac{N_{ki}}{N_i} \]  

where \( N_{ki} \) indicates the total frequency of \( x_k \) in samples with class \( C_i \) containing the \( x_k \) attribute. \( N_i \) indicates the total frequency of the features included in the samples in the same class (Çoban, 2016; Rennie et al., 2003).

2.5. k-Nearest Neighbor

In this classification method, the \( k \) samples nearest to the sample to be classified are calculated by some distance measurement methods and the plural class of the calculated samples is assigned as the class. The \( k \) value is a parameter entered by the expert making the classification. Entering a too large \( k \) value may cause dissimilar records to be collected together and entering a too small value may cause some records to be assigned to different classes (Khan, Ding, & Perrizo, 2002).

2.6. Support Vector Machines

This is a machine learning algorithm developed by Cortes and Vapnik (1995) for two-group classification problems. Although it was developed for two-group classification problems, it can also be used in multi-group classification problems with planar separation mechanisms in three-dimensional space and hyperplanar separation in multi-dimensional space (Güran, Uysal, & Doğrusöz, 2014).

2.7. Evaluation of Classification Results

In classification processes performed with machine learning, metrics such as accuracy, recall, precision, and f-score are often used to evaluate classification success (Altunkaynak, 2017; Köse, 2018; Parlar & Özel, 2016). These metrics are briefly explained below.

Accuracy: This is a metric that shows what percentage of classified records has been correctly classified. It is obtained by dividing the correct number of classified records by the total number of records. Accuracy is calculated as shown in Eq. 9 in a two-class (positive-negative) classification process (Köse, 2018).
Identifying Turkish Reviews:

Since only reviews written in Turkish were to be used in the study, it was necessary to determine the language in which the reviews were written. Many software or services do this. The language values of the data were determined using the language detection method in the Google Translation API\(^3\) and only reviews detected to be in Turkish were used (Google, 2019).

Cleaning and Lower Casing: All other characters in the text such as punctuation marks, numbers, and special characters are cleared. All characters are converted to lowercase letters.

Term Normalization: The data is normalized as explained in Section 2.2 using Zemberek-NLP to eliminate spelling errors.

Stemming and Negation: All words are separated using Zemberek-NLP to reduce the number of attributes. Since Turkish is an agglutinative language, negativity in words is made by suffixes. A negative word can become positive as a result of stemming. Therefore, negative words should be found and appropriate negativity suffixes such as “siz/siz,” “me/ma,” and “h/li” should be added to their roots. This process is called negation (Gezici & Yanıkoğlu, 2018). This process was applied to all words that needed to be negated in the sentiment analysis.

Stop Words Removal: Finally, all stop words defined by Sevindi (2013) were deleted. The data were prepared for sentiment analysis. After removing non-Turkish reviews and all stop words, the number of reviews decreased from 49,031 to 37,912.

3.2. Preparation of Data Sets

A number of data sets were created to achieve the aims mentioned in the introduction. To create these data sets, the 37,464 reviews prepared for sentiment analysis in section 3.1 were read one by one by the researcher and the positive, negative, and neutral comments were determined. In other words, manual labeling was performed. The data were also labeled according to the scores. Reviews with scores of four and five were labeled as positive, those with three as neutral, and those with one and two as negative. As a result of the automatic labeling process according to scores, 3458 records were labeled as negative, 5556 as neutral, and 28898 as positive. As a result of manual labeling, 5614 records were labeled as negative, 5614 as neutral, and 26640 as positive.

After the labeling process, data sets were created by taking an equal number of samples from each class. The data sets were created according to the number of classes, the status of labeling, the stems of the words, and negation. The data sets are presented in Table 1. A systematic code was given to each data set for easy use.

As seen in Table 1, data sets are first separated according to their labeling status to determine how the type of labeling affected classification success. Since both two-class and three-class sentiment analysis will be performed with the data sets, they are also divided according to the number of classes. To determine the effect of stemming and negation on classification

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  
\[ \text{Recall} = \frac{TP}{TP + FN} \]  
\[ \text{Precision} = \frac{TP}{TP + FP} \]  
\[ F - \text{Score} = \frac{2 * \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  

3. Experimental Setup

An experiment was carried out in this section to achieve the aims stated in the introduction. The steps for this experiment are given below.

3.1. Data Preparation

Since the study is a sentiment analysis study, the data should be prepared for analysis. The following operations were carried out for this preparation.

Identifying Turkish Reviews: Since only reviews written in Turkish were to be used in the study, it was necessary to determine the language in which the reviews were written. Many software or services do this. The language values of the data were determined using

---

\(^3\) Google Translation API is a translation and language detection service that supports over 100 languages (Google, 2019).
success, the data sets are divided into three according to the stems of the words and negation.

3.3. Experiment

The data sets were classified using the classic machine learning algorithms NM, MNB, k-NN, and SVM over the WEKA\textsuperscript{4} software. The adjustments made in the WEKA software for the classification are listed below.

- The String to Word Vector filter was used to convert the texts to numeric data.
- TF-IDF was used for term weighting.
- The texts in the data sets are divided into word-based n-grams. Tests were conducted with values of 1-gram, 2-gram, and 3-gram.

\textbullet{} In the k-Nearest Neighbor algorithm, the value of k was considered as three, considering the uses in the literature (Silahtaroglu, 2013). The default parameters of the WEKA software are used in other classification algorithms.

\textbullet{} All data sets were validated by 10-fold cross-validation and classification results were obtained.

4. Results

With the data sets mentioned in the previous section, 144 tests were carried out. With the tests performed, the

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Labeling Status & Number of Classes & Stemming and Negative Condition & Data Set Code \\
\hline
\multirow{3}{*}{Labeled Manually} & Two (Positive, Negative) & Not Stemmed & M2-DS1 \\
& & Stemmed and Not Negated & M2-DS2 \\
& & Stemmed and Negative & M2-DS3 \\
\hline
& Three (Positive, Negative, Neutral) & Not Stemmed & M3-DS1 \\
& & Stemmed and Not Negated & M3-DS2 \\
& & Stemmed and Negated & M3-DS3 \\
\hline
\multirow{3}{*}{Auto Labeled by Score} & Two (Positive, Negative) & Not Stemmed & S2-DS1 \\
& & Stemmed and Not Negated & S2-DS2 \\
& & Stemmed and Negated & S2-DS3 \\
\hline
& Three (Positive, Negative, Neutral) & Not Stemmed & S3-DS1 \\
& & Stemmed and Not Negated & S3-DS2 \\
& & Stemmed and Negated & S3-DS3 \\
\hline
\end{tabular}
\caption{Data sets used in the study}
\end{table}

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Labeling Type & Data set & n-gram & NB & MNB & SVM & K-NN \\
\hline
\multirow{3}{*}{Manually Labeled} & M2-DS1 & 1-gram & 0.88 & 0.93 & \textbf{0.94} & 0.79 \\
& & 2-gram & 0.87 & \textbf{0.94} & \textbf{0.94} & 0.63 \\
& & 3-gram & 0.87 & \textbf{0.94} & 0.93 & 0.62 \\
\hline
& M2-DS2 & 1-gram & 0.86 & 0.92 & \textbf{0.94} & 0.81 \\
& & 2-gram & 0.87 & \textbf{0.94} & \textbf{0.94} & 0.71 \\
& & 3-gram & 0.87 & \textbf{0.94} & \textbf{0.94} & 0.70 \\
\hline
& M2-DS3 & 1-gram & 0.86 & 0.93 & \textbf{0.95} & 0.81 \\
& & 2-gram & 0.87 & 0.94 & \textbf{0.95} & 0.70 \\
& & 3-gram & 0.87 & \textbf{0.94} & \textbf{0.94} & 0.69 \\
\hline
Average F-score & & 0.87 & \textbf{0.94} & \textbf{0.94} & 0.72 \\
\hline
\multirow{3}{*}{Automatically Labeled by Score} & S2-DS1 & 1-gram & 0.84 & 0.87 & \textbf{0.91} & 0.36 \\
& & 2-gram & 0.85 & 0.87 & \textbf{0.92} & 0.35 \\
& & 3-gram & 0.85 & 0.87 & \textbf{0.92} & 0.35 \\
\hline
& S2-DS2 & 1-gram & 0.86 & 0.86 & \textbf{0.91} & 0.36 \\
& & 2-gram & 0.86 & 0.87 & \textbf{0.93} & 0.35 \\
& & 3-gram & 0.86 & 0.87 & \textbf{0.93} & 0.35 \\
\hline
& S2-DS3 & 1-gram & 0.86 & 0.86 & \textbf{0.91} & 0.36 \\
& & 2-gram & 0.86 & 0.87 & \textbf{0.93} & 0.35 \\
& & 3-gram & 0.86 & 0.87 & \textbf{0.93} & 0.35 \\
\hline
Average F-score & & 0.86 & 0.87 & \textbf{0.92} & 0.35 \\
\hline
\end{tabular}
\caption{Classification results of the two-class sentiment analysis process}
\end{table}

\textsuperscript{4} Weka (Waikato Environment for Knowledge Analysis) is an open-source software used in data mining and machine learning (Witten, Frank, Hall, & Pal, 2016).
The words in the data sets ending with DS2 were applied stemming. The words in the data sets ending with DS3 were applied both stemming and negation. Besides, each data set was classified into tokens with parameters of one, two, and three grams and the classification process was carried out. The difference between the classification results of data sets ending with DS2 and DS1 shows the contribution of stemming to classification success. Similarly, the difference between the classification results of data sets ending with DS3 and DS2 shows the contribution of negation to classification process. In the light of this information, when Table 3 is examined, it is seen that stemming manually labeled two-class data sets with the k-NN classifier had a significant contribution to classification success. On the other hand, in the classification of automatically labeled two-class data sets with the NB, SVM, and k-NN classifiers, stemming had little contribution. In the classification of manually labeled two-class data sets, negation had a general contribution to classification success. However, the same does not apply to automatically labeled two-class data sets, where negation was found to have no contribution.

Table 3. Contribution of stemming and negation to classification success in two-class sentiment analysis

| Data Set          | n-gram | NB | MNB | SVM | K-NN |
|-------------------|--------|----|-----|-----|------|
| M2-DS2 – M2-DS1 (Stemming) | 1-gram | -0,02 | -0,01 | 0   | 0,03 |
|                   | 2-gram | -0,01 | -0,01 | 0   | 0,08 |
|                   | 3-gram | -0,01 | -0,01 | 0   | 0,08 |
| M2-DS3 – M2-DS2 (Negation) | 1-gram | 0,01 | 0   | 0,01 | -0,01 |
|                   | 2-gram | 0,01 | 0   | 0   | -0,01 |
|                   | 3-gram | 0,01 | 0   | 0   | -0,01 |
| S2-DS2 – S2-DS1 (Stemming) | 1-gram | 0,02 | -0,01 | 0   | 0,01 |
|                   | 2-gram | 0,01 | -0,01 | 0   | 0   |
|                   | 3-gram | 0,01 | -0,01 | 0   | 0   |
| S2-DS3 – S2-DS2 (Negation) | 1-gram | 0   | 0   | 0   | 0   |
|                   | 2-gram | 0   | 0   | 0   | 0   |
|                   | 3-gram | 0   | 0   | 0   | 0   |

Table 4. Three-class sentiment analysis classification results

| Labeling Type     | Data set  | n-gram | NB  | MNB  | SVM  | K-NN  |
|-------------------|-----------|--------|-----|------|------|-------|
|                   | M3-DS1    | 1-gram | 0,70 | 0,72 | 0,79 | 0,61  |
|                   |           | 2-gram | 0,70 | 0,74 | 0,80 | 0,49  |
|                   |           | 3-gram | 0,70 | 0,74 | 0,79 | 0,49  |
| Manually Labeled  | M3-DS2    | 1-gram | 0,70 | 0,72 | 0,79 | 0,64  |
|                   |           | 2-gram | 0,70 | 0,73 | 0,79 | 0,55  |
|                   |           | 3-gram | 0,70 | 0,73 | 0,79 | 0,54  |
|                   | M3-DS3    | 1-gram | 0,70 | 0,72 | 0,80 | 0,64  |
|                   |           | 2-gram | 0,70 | 0,74 | 0,80 | 0,54  |
|                   |           | 3-gram | 0,71 | 0,73 | 0,79 | 0,54  |
|                   | Average F-score | S3-DS1 | 0,70 | 0,73 | 0,79 | 0,54  |
|                   |           | 1-gram | 0,59 | 0,63 | 0,70 | 0,20  |
|                   |           | 2-gram | 0,59 | 0,64 | 0,70 | 0,19  |
|                   |           | 3-gram | 0,59 | 0,63 | 0,69 | 0,18  |
|                   | S3-DS2    | 1-gram | 0,62 | 0,62 | 0,71 | 0,22  |
|                   |           | 2-gram | 0,62 | 0,63 | 0,71 | 0,19  |
|                   |           | 3-gram | 0,62 | 0,62 | 0,70 | 0,19  |
|                   | S3-DS3    | 1-gram | 0,63 | 0,63 | 0,71 | 0,23  |
|                   |           | 2-gram | 0,62 | 0,63 | 0,71 | 0,19  |
|                   |           | 3-gram | 0,62 | 0,63 | 0,70 | 0,19  |
|                   | Average F-score |         | 0,61 | 0,63 | 0,70 | 0,20  |
is examined, it is seen that the most successful classifier in the three-class sentiment analysis was the SVM. In manually labeled three-class datasets (M3-DS1, M3-DS2, M3-DS3), average f-scores were 0.79 for SVM, 0.73 for MNB, 0.70 for NB classifier, and 0.54 for k-NN. In automatically labeled three-class data sets (S3-DS1, S3-DS2, S3-DS3), average f-scores were 0.70 for SVM, 0.63 for MNB, 0.61 for NB, and 0.20 for k-NN. These results show that classification with manually labeled three-class data sets was more successful than classification with automatically labeled three-class data sets.

Table 5 shows the contributions of stemming and negation in three-class sentiment analysis to classification success. When Table 5 is examined, it is seen that negation had a significant contribution to classification success in the classification of manually labeled three-class data sets using the k-NN classifier. However, stemming had little contribution in the classification of automatically labeled three-class data sets using the NB, SVM, and k-NN classifiers. It is also seen that negation contributed to classification success in the processes with the NB, MNB, and SVM classifiers.

5. Conclusion

In this study, a sentiment analysis was carried out with the machine learning method using Turkish reviews for touristic sites. The classification success of the NB, MNB, SVM, and k-NN classifiers was compared in the sentiment analysis, the effects of stemming and negation on classification success were investigated, and the effect of the type of labeling on classification success was measured. Both two-class (positive-negative) and three-class (positive-negative-neutral) sentiment analyses were performed. As a result, the most successful classification result in two-class sentiment analysis was reached using the SVM classifier with an f-score of 0.95. The most successful classification result in three-class sentiment analysis was again reached using the SVM classifier with an f-score of 0.80. It was concluded that the classification results were more successful in the sentiment analysis of manually labeled data sets compared to data sets automatically labeled according to scores. It was determined that stemming significantly contributed to classification success, especially in the k-NN classifier. It was observed that stemming had little contribution to classification success in the NB and SVM classifiers, and a negative effect on classification success in the MNB classifier. Negation resulted in a general increase in classification success in the NB, MNB, and SVM classifiers.

Considering that similar studies in the literature reported f-score values of 0.78 – 0.92 for two-class sentiment analyses and 0.59 – 0.78 for three-class sentiment analyses, it can be said that the results are quite successful (Çoban et al., 2015; Kaya et al., 2012; Kaynar et al., 2016; Velioglu et al., 2018; Yildirim et al., 2015). While the findings suggest that the sentiment analysis model created here is feasible for Turkish touristic site reviews, using the data sets in further research and comparing the findings will result in better interpretations.

In the sentiment analysis performed here, the bag-of-word method was used for word representation and classic machine learning algorithms were used as classifiers. Future studies should aim to measure the classification performance of the data sets created here using different word representation methods such as fastText, word2Vec, or glove, along with different machine learning techniques such as artificial neural networks.
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