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On matrix sets invariant under conjugation and taking linear combinations of commuting elements

Subsets of a matrix algebra over a field that are invariant under conjugation and contain the linear span of each two of their commuting elements are described. They obviously include the subsets of diagonalizable and nilpotent matrices. In the paper, the case of an algebraically closed field is considered. The problem is easily reduced to description of subsets of diagonalizable matrices and subsets of nilpotent matrices with the given properties. So, among diagonalizable matrices, there are four of such subsets. As for the nilpotent case, it is proved that the subset should be defined by the condition that the sizes of all Jordan cells of the matrix belong to a certain number set. An explicit criterion is obtained in terms of this set.
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§ 1. Introduction

In researching abstract theory of Lie groups and algebras — for example, in [1, 2] — different forms of Jordan decomposition play quite important role. So, semisimple Lie algebras over algebraically closed fields of characteristic zero involve two special types of elements: semisimple and nilpotent ones — and the uniquely defined additive Jordan decomposition of an arbitrary element into the sum of two commuting elements of these types. Each of the subsets of all semisimple and of all nilpotent elements is preserved under the inner automorphisms and contains the linear span of each two of its commuting elements.

The proof of this fact is based on elementary concepts of linear algebra and does not use the Lie structure of the associative operator algebra (it is worth noting that, similarly, two given types of elements of semisimple Lie algebras are defined through the analogical properties of the corresponding adjoint operators). At the same time, these two subsets fundamentally
differ intersecting only by the zero element. It led to the problem of describing all subsets with the same properties of invariance. In the paper, it is solved for the operator algebra (also involving two above-mentioned types of elements) that gives perspectives for considering semisimple Lie algebras. Presumably, the case of a simple Lie algebra of type $A_r$ can be reduced to the result obtained by concerning the (not needed in this paper) Lie structure of the operator algebra.

So, let $F$ be a field, $n$ a positive integer, and $A$ the algebra $\text{End}(F^n)$ (naturally identified with $M_n(F)$). The paper is devoted to describing subsets $M \subset A$ such that

$$0 \in M; \quad (1.1)$$

$$\forall g \in A^* \quad gMg^{-1} = M; \quad (1.2)$$

$$\forall X, Y \in M \quad ([X, Y] = 0) \implies (\langle X, Y \rangle \subset M). \quad (1.3)$$

The family $\mathcal{M}$ of all these sets is obviously closed under intersection. Besides, it includes the subset $A_s$ of all diagonalizable operators and the subset $A_n$ of all nilpotent operators.

An arbitrary subset of the algebra $A$ all of whose elements pairwise commute will be called commutative.

Remark. The condition (1.3) is equivalent to the fact that the intersection of $M$ with any commutative subspace in $A$ is a subspace. Also, if it holds, then we have $FM \subset M$ (it suffices to consider equal $X$ and $Y$) and, thus, the condition (1.1) becomes equivalent to non-emptiness of $M$.

Further, let us suppose that $F = \mathbb{F}$ (consequently, $|F| = \infty$). In the algebra $A$, denote the subspace of all matrices with trace 0 by $A_0$ and the semisimple and nilpotent parts of an arbitrary element $X$ by $X_s$ and $X_n$ respectively.

Lemma 1.1. If $M \in \mathcal{M}$, then, for each $X \in M$, we have $X_s, X_n \in M$.

Assume that $X$ is a Jordan matrix (it is true up to conjugation). Then $(X_s)_{ij} = 0$ once $j \neq i$ and $(X_n)_{ij} = 0$ once $j - i \neq 1$. Hence, for an arbitrary element $a \in F^* \setminus \{1\}$ and the diagonal matrix $g \in A^*$, $g_{kk} := a^{-k}$, we have $gX_s g^{-1} = X_s$ and $gX_n g^{-1} = aX_n$ implying $Y := X_s + aX_n = gX g^{-1} \in M$. The subspace $\langle X, Y \rangle = \langle X_s, X_n \rangle \subset A$ is commutative and, thus, lies in $M$.

Let $M_s$ (resp. $M_n$) be the family of all $M \in \mathcal{M}$ contained in $A_s$ (resp. in $A_n$).

Theorem 1.1. One has mutually inverse bijections

$$\mathcal{M} \to M_s \times M_n, \quad M \to (M \cap A_s, M \cap A_n);$$

$$M_s \times M_n \to \mathcal{M}, \quad (M_s, M_n) \to \{X \in A: X_s \in M_s, X_n \in M_n\}.$$

In the algebra $A$, the following holds: if elements $X$ and $Y$ commute, then the subset $\{X, X_{s,n}, Y, Y_{s,n}\}$ is commutative, any $a, b \in F$ satisfying $(aX + bY)_{s,n} = aX_{s,n} + bY_{s,n}$. It remains to apply Lemma 1.1.
Let $M$ be an arbitrary subset of the family $\mathcal{M}_s$. Its intersection $L$ with the commutative subspace $A_d \subset A$ of all diagonal matrices is a subspace, and, also, by (1.2),

$$M = \{ gXg^{-1} : X \in L, g \in A^* \}. \quad (1.4)$$

Hence, the subspace $L \subset A_d$ is invariant under permutations of diagonal elements and, therefore, coincides with one of the subspaces $0, FE, A_d, A_d \cap A_0$. Applying (1.4) again, we obtain that $M$ is one of the subsets $\{0\}, FE, A_s, A_s \cap A_0$. Conversely, each of these subsets obviously belongs to $\mathcal{M}_s$.

Further, let us describe subsets of the family $\mathcal{M}_n$. The conjugacy class of each nilpotent matrix is uniquely defined by the non-ordered set of the cell sizes of its Jordan form (with considering multiplicities). Therefore, any subset of the family $\mathcal{M}_n$ is defined among $A_n$ by the condition that this set belongs to a certain family of sets. Moreover, we will further show that each subset of the family $\mathcal{M}_n$ is the set $M(Q) = \{ X \in A_n : \text{def}(X) \in Q \}$ of all nilpotent matrices, in whose Jordan forms, all cells have sizes from $Q \cup \{1\}$. Thus, the problem of describing the family $\mathcal{M}_n$ is reduced to that of searching all subsets $Q \subset \{2, \ldots, n\}$ such that the set $M := M(Q)$ satisfies (1.3) (the conditions (1.1) and (1.2) obviously hold).

Once $Q = \emptyset$, we have $M(Q) = \{0\} \in \mathcal{M}_n$. As for the case of non-empty $Q$, the following criterion of the inclusion $M(Q) \in \mathcal{M}_n$ will be obtained in the article.

**Theorem 1.2.** Assume that $Q \neq \emptyset$. Then $M(Q) \in \mathcal{M}_n$ if and only if there exists a number $m_0 \in \left\{2, \ldots, \left\lfloor \frac{\sqrt{n}}{2} \right\rfloor + 1\right\}$ equal either to $\left\lfloor \frac{\sqrt{n}}{2} \right\rfloor + 1$ or to $(\text{char} \ F)^k$ $(k \in \mathbb{N})$ and such that the set $Q$ contains all numbers $2, \ldots, m_0$ all its rest elements being at most $2m_0$ and at least $n - m_0 + 2$, i. e.

$$2, \ldots, m_0 \in Q; \quad \forall m \in Q \quad (m_0 + 1 \leq m \leq n) \quad \Rightarrow \quad (n - m_0 + 2 \leq m \leq 2m_0). \quad (1.5)$$

In the case $m_0 = \left\lfloor \frac{\sqrt{n}}{2} \right\rfloor + 1$ the condition (1.6) automatically holds: $\frac{\sqrt{n}}{2} < \left\lfloor \frac{\sqrt{n}}{2} \right\rfloor + 1 = m_0$, $n < 2m_0$, $n \leq 2m_0 - 1$, $m_0 + 1 = (2m_0 - 1) - m_0 + 2 \geq n - m_0 + 2$. Therefore, the main result immediately implies the following theorem.

**Theorem 1.3.** The condition $2, \ldots, \left\lfloor \frac{\sqrt{n}}{2} \right\rfloor + 1 \in Q$ is sufficient for the inclusion $M(Q) \in \mathcal{M}_n$ and, once $\text{char} \ F = 0$ and $Q \neq \emptyset$, equivalent to it.

§ 2. Notations and auxiliary facts

Let $V$ be an $n$-dimensional space, $A$ the algebra $\text{End}(V)$, and $A_n \subset A$ the subspace of all nilpotent operators. For $X \in A$, set $\text{def}(X) := \dim(\ker X)$.

Consider an arbitrary operator $X \in A_n$ and its Jordan form. Denote by $h(X)$ the maximal size of a cell. It is known that, for each $p \in \mathbb{N}$, the number of cells of sizes $\geq p$ is
equal to $\operatorname{def}(X^p) - \operatorname{def}(X^{p-1})$ (in part, the total number of cells equals $\operatorname{def}(X)$). Besides, $h(X) = \min\{k \in \mathbb{N} : X^k = 0\} \in \{1, \ldots, n\}$.

The algebra $\operatorname{End}(\mathbb{F}^m)$ ($m \in \mathbb{N}$) will be naturally identified with $M_m(\mathbb{F})$. Denote by $J_{\lambda,m}$ the Jordan cell of size $m$ with the eigenvalue $\lambda \in \mathbb{F}$.

For an arbitrary $f \in (\mathbb{F}[t]) \setminus \{0\}$, set $k(f) := \max\{k \geq 0 : f^k \neq 0\}$.

**Lemma 2.1.** The centralizer of the matrix $J_{0,m}$ is the subalgebra $\mathbb{F}[J_{0,m}]$.

We omit the proof since it is well-known.

**Lemma 2.2.** For any $f \in (\mathbb{F}[t]) \setminus \{0\}$, we have $\operatorname{def}(f(J_{0,m})) = \min\{m; k(f)\}$.

□ Set $X := f(J_{0,m})$ and $k := k(f)$. Then,

$$\forall i, j = 1, \ldots, m$$

$$(j - i < k) \implies (x_{ij} = 0);$$

$$(j - i = k) \implies (x_{ij} \neq 0).$$

Hence, $\operatorname{rk} X = \max\{0; m - k\}$, $\operatorname{def}(X) = m - (\operatorname{rk} X) = \min\{m; k\}$.

□

**Lemma 2.3.** If $f \in (\mathbb{F}[t]) \setminus \{0\}$, $k := k(f) \in (0; m]$, $q := \left\lceil \frac{m}{k} \right\rceil$, and $r := m - kq$, then the matrix $f(J_{0,m})$ is nilpotent, and its Jordan form contains exactly $k$ cells, $r$ of them having size $q + 1$ and all the rest — size $q$.

□ Set $X := f(J_{0,m})$. According to condition,

$$k > 0 \implies f^t, f^m : t^m \implies X^m = 0;$$

$$k \leq m \implies q \geq 1;$$

$$q \leq \frac{m}{k} < q + 1 \implies kq \leq m < k(q + 1), \ 0 \leq r < k.$$

By Lemma 2.2,

$$\forall p \geq 0 \quad \operatorname{def}(X^p) = \min\{m; k(f^p)\} = \min\{m; kp\}.$$

Consider the Jordan form of the matrix $X$. For any $p \in \mathbb{N}$, the number $k_p$ of cells of size $\geq p$ equals $\operatorname{def}(X^p) - \operatorname{def}(X^{p-1}) = \min\{m; kp\} - \min\{m; k(p - 1)\}$. In part,

$$\forall p \in [1; q]$$

$k_p = \min\{m; kp\} - \min\{m; k(p - 1)\} = kp - k(p - 1) = k$;

$k_{q+1} = \min\{m; k(q + 1)\} - \min\{m; kq\} = m - kq = r$;

$k_{q+2} = \min\{m; k(q + 2)\} - \min\{m; k(q + 1)\} = m - m = 0$.

Note also that the total number of cells equals $k_1 = k$.

□

**Corollary 2.1.** In the conditions of the previous lemma, the set of sizes of all cells (without considering multiplicities) of the Jordan form of the matrix $f(J_{0,m})$ is $\left\{ \left\lceil \frac{m}{k} \right\rceil ; \left\lceil \frac{m}{k} \right\rceil \right\}$. 
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In the notations of Lemma 2.3, the numbers of cells of sizes \( q \) and \( q + 1 \) equal respectively \( k - r \) and \( r \), cells of other sizes not existing. Besides, \( 0 \leq r < k, k - r > 0, \left\lceil \frac{m}{r} \right\rceil \in \{q; q + 1\} \), and, also, \( \left( \left\lceil \frac{m}{r} \right\rceil = q \right) \Leftrightarrow \left( \frac{m}{r} = q \right) \Leftrightarrow (r = 0). \)

\[ \Box \]

Corollary 2.2. If \( f \in (\mathbb{F}[t])\setminus\{0\} \) and \( k(f) = 1 \), then the matrix \( f(J_{0,m}) \) is similar to \( J_{0,m} \).

Lemma 2.4. In the space \( V \), consider commuting nilpotent operators \( X \) and \( Y \), and, also, \( X \)-invariant subspaces \( W \) and \( U \), such that \( V = W \oplus U \) and \( YW \subset U \). Besides, assume that, in the Jordan form of the operator \( X|_{W} \), all cells have sizes greater than \( k + 1 \) where \( k := h(X|_{U}) \). Then,

\[ \forall p, q \geq 0 \quad (p + q > \dim U) \Rightarrow (Y^{p}X^{q}U = 0). \]

It follows from condition that

\[ X^{k}U = 0 \neq X^{k-1}U; \]

\[ \forall i = 1, \ldots, k \quad n_{i} := \dim (\ker(X^{i}|_{U})) - \dim (\ker(X^{i-1}|_{U})) > 0; \]

\[ X^{k}YW \subset X^{k}U = 0, \quad X^{k}YW = 0. \]

Let \( i \in \{0, \ldots, k\} \) be an arbitrary number. Denote by \( V_{i} \) the (obviously \( Y \)-invariant) subspace \( \ker(X^{i}) \oplus (X^{k-i+1}V) \subset V \). According to condition,

\[ \ker(X^{i}) = \ker(X^{i}|_{W}) \oplus \ker(X^{i}|_{U}), \quad X^{k-i+1}V = (X^{k-i+1}W) \oplus (X^{k-i+1}U); \]

\[ X^{k-i+1}U \subset \ker(X^{i}|_{U}), \quad X^{k-i+1}W \supset \ker(X^{i}|_{W}); \]

\[ V_{i} = (X^{k-i+1}W) \oplus \ker(X^{i}|_{U}) \supset \ker(X^{i+1}|_{W}) \oplus \ker(X^{i}|_{U}). \quad (2.1) \]

Suppose additionally that \( i \neq 0 \). Then,

\[ XV_{i} \subset V_{i-1} \subset V_{i}; \]

\[ X^{i-1}(Y^{n_{i}}X^{k-i+1}W) = Y^{n_{i-1}}(X^{k}YW) = 0, \]

\[ Y^{n_{i}}(X^{k-i+1}W) \subset \ker(X^{i-1}) \subset V_{i-1}. \quad (2.2) \]

Besides, \( \ker(X^{i}|_{W}) \oplus \ker(X^{i-1}|_{U}) \subset V_{i-1} \cap \ker(X^{i}) \),

\[ \dim (V_{i-1} \cap \ker(X^{i})) \geq \dim (\ker(X^{i}|_{W})) + \dim (\ker(X^{i-1}|_{U})) = \dim (\ker(X^{i})) - n_{i}. \]

Thus, in the space \( V \), the subspaces \( V_{i-1} \) and \( \tilde{V}_{i-1} := V_{i-1} + \ker(X^{i}) \supset V_{i-1} \) are invariant under the nilpotent operator \( Y \), and, also,

\[ \dim (\tilde{V}_{i-1}/V_{i-1}) = \dim (\ker(X^{i})) - \dim (V_{i-1} \cap \ker(X^{i})) \leq n_{i}, \]

implying \( Y^{n_{i}}(\tilde{V}_{i-1}/V_{i-1}) = 0 \), \( Y^{n_{i}}(\ker(X^{i})) \subset V_{i-1} \), \( Y^{n_{i}}(\ker(X^{i}|_{U}) \subset V_{i-1} \). Therefore (see (2.1) and (2.2)), \( Y^{n_{i}}V_{i} \subset V_{i-1} \).

Applying (2.1) again, we obtain that
• \( V_0 = X^{k+1}W, \ YV_0 = YX^{k+1}W = X(X^kYW) = 0; \)
• \( V_k \supset \text{Ker}(X^{|U|}) = U. \)

Note also that \( \sum_{i=1}^{k} n_i = \dim(\text{Ker}(X^k|_U)) = \dim U. \)

Assume that there exist \( p, q \geq 0 \) such that \( p + q > \dim U \) and \( Y^qX^pU \neq 0. \) Then, \( X^pU \neq 0, \) and, thus, \( p < k, \) \( 0 < k - p \leq k, \) \( X^pU \subset X^pV_k \subset V_{k-p}. \) For \( r := \sum_{i=1}^{k-p} n_i, \) we have

\[
dim U - r = \left( \sum_{i=1}^{k} n_i \right) - \left( \sum_{i=1}^{k-p} n_i \right) = \left( \sum_{k-p < i \leq k} n_i \right) \geq p > \dim U - q,
\]

\[
r < q, \quad q \geq r + 1; \quad (2.3)
\]

\[
Y^rX^pU \subset Y^rV_{k-p} \subset V_0, \quad Y^{r+1}X^pU \subset YV_0 = 0. \quad (2.4)
\]

By (2.3) and (2.4), \( Y^qX^pU = 0. \) So, we came to a contradiction that proves the claim. ■

**Corollary 2.3.** In the conditions of Lemma 2.4, each of the operators \( Y^qX^p (p \geq 0, \ q \geq 1, \ p + q > \dim U + 1) \) is trivial.

\[
\square \quad \text{We have } q := q - 1 \geq 0 \text{ and } p + q' > \dim U \text{ implying } Y^{q'}X^pU = 0. \text{ Hence, }
\]

\[
Y^qX^pU = Y(Y^{q'}X^pU) = 0, \quad Y^qX^pW = (Y^{q'}X^p)(YW) \subset Y^{q'}X^pU = 0. \quad \square
\]

**Corollary 2.4.** In the conditions of Lemma 2.4, the following holds:

\[
\forall r \geq (\dim U + 2) \quad \forall Z \in A \quad ([Z, X] = [Z, Y] = 0) \quad \Rightarrow \quad ((Y + XZ)^r = (XZ)^r).
\]

\[
\square \quad \text{We have } (Y + XZ)^r = \sum_{p+q=r} \left( C^p_q Y^q(XZ)^p \right) = (XZ)^r \text{ since, once } q \geq 1, \text{ the corresponding summand is } C^p_q Y^q X^p Z^p = 0 \text{ (see Corollary 2.3).} \quad \square
\]

**Theorem 2.1.** If \( X, Y \in A_n, \ [X, Y] = 0, \ m := h(X), \ l := h(Y), \ m \geq \frac{n}{2} + 1, \) and \( l > n - m + 2, \) then \( l = \left\lfloor \frac{m}{2} \right\rfloor \) for some \( p \in \mathbb{N}. \)

\[
\square \quad \text{By condition, } 2m \geq n + 2, \ n - m \leq m - 2. \text{ Further, in the space } V, \text{ there exists a basis } (e_1, \ldots, e_n) \text{ in which the operator } X \text{ has a Jordan matrix with the first cell of size } m.
\]

So, \( V \) is the direct sum of the \( X \)-invariant subspaces \( W := \langle e_i : i < m \rangle \) and \( U := \langle e_i : i > m \rangle. \)

Note that \( k := h(X|_U) \leq \dim U = n - m < m - 1 \) implying \( X^{m-1}U = 0. \) For the subspaces \( \tilde{W} := \langle e_i : i < m \rangle \) and \( \tilde{V} := \text{Ker}(X^{m-1}) = \tilde{W} \oplus U, \) we have \( Y\tilde{V} \subset \tilde{V}, \ Y \in A_n, \) and \( \dim(\tilde{V}/\tilde{V}) = 1. \) Therefore, \( YV \subset \tilde{V}, \ Y e_m \in YV \subset \tilde{V} = \tilde{W} \oplus U, \) i.e. \( Y e_m = w + u (u \in U, \ w \in \tilde{W} = \langle X^i e_m : i \in \mathbb{N} \rangle), \) and, thus, \( w = (XZ)e_m (Z \in F[X]). \)

Note that \( XZ = f(X) \) where \( f \in (F[t]) \setminus \{0\} \) and \( f : t. \) So, \( p := k(f) \in \mathbb{N}. \)
The subalgebra $\widetilde{A} := \mathbb{F}[X, Y, Z] = \mathbb{F}[X, Y] \subset A$ is commutative. Hence, $\widetilde{A}_n := \widetilde{A} \cap A_n \triangleleft \widetilde{A}$. Also, $X, Y, Z \in \widetilde{A}$ and $X, Y \in \widetilde{A}_n$ implying $\widetilde{Y} := Y - XZ \in \widetilde{A}_n$. Further,

$$\widetilde{Y}e_m = Ye_m - (XZ)e_m = Ye_m - w = u \in U;$$

$$\widetilde{Y}W = \widetilde{Y}\left((\mathbb{F}[X])e_m\right) = (\mathbb{F}[X])(\widetilde{Y}e_m) \subset (\mathbb{F}[X])U = U. \quad (2.5)$$

Thus, $X, \widetilde{Y} \in \widetilde{A}_n$ are commuting nilpotent operators. Besides, $m - 1 > k, m > k + 1$. Using Corollary 2.4 and the relation (2.5), we obtain for an arbitrary $r \geq \dim U + 2$ the equality $Y^r = (\widetilde{Y} + XZ)^r = (XZ)^r = f^r(X)$ that, since $k(f^r) = pr$, implies the equivalences

$$(r \geq l) \iff (Y^r = 0) \iff (f^r(X) = 0) \iff (f^r ; t^m) \iff (k(f^r) \geq m) \iff (pr \geq m) \iff (r \geq \frac{m}{p}).$$

By condition, $l, l - 1 \geq n - m + 2 = \dim U + 2$. Hence, $l \geq \frac{m}{p} > l - 1$, $l = \left\lceil \frac{m}{p} \right\rceil$. ■

**Corollary 2.5.** If $X, Y \in A_n, [X, Y] = 0$, and $m := h(X) \geq \frac{m}{p} + 1$, then each cell size of the Jordan form of the operator $Y$, that is greater than $n - m + 2$ and $\left\lceil \frac{m}{p} \right\rceil$, equals $m$.

□ By Theorem 2.1, at least one of the following conditions holds:

1) $h(Y) \leq n - m + 2$;
2) $h(Y) \leq \left\lceil \frac{m}{p} \right\rceil$;
3) $h(Y) = m$.

In the case 1) (resp. 2)), all cells of the Jordan form of the operator $Y$ have sizes $\leq n - m + 2$ (resp. $\leq \left\lceil \frac{m}{p} \right\rceil$). In the case 3), one of these cells is of size $m$, and all the rest — of sizes $\leq n - m$. ■

**Lemma 2.5.** If $m > \frac{m}{p}, X, Y \in A_n$, and $X^m = Y^m = [X, Y] = 0$, then

$$\forall p, q \geq 0 \quad (p + q = m) \quad \Rightarrow \quad (Y^q X^p = 0).$$

□ Use induction by $n$. The case $n = 1$ is obvious. So, prove the claim for $n > 1$ with an assumption that it is already proved for all less values.

Since $n < 2m$, the number of cells of sizes $\geq m$ in the Jordan form of the operator $X$ is $\leq 1$ and, on the other hand, equal to $\text{def}(X^m) - \text{def}(X^{m-1}) = \text{rk}(X^{m-1}) - \text{rk}(X^m) = \text{rk}(X^{m+1})$. In the space $V$, the subspace $X^{m-1}V$ of dimension $\text{rk}(X^{m-1}) \leq 1$ is invariant under the nilpotent operator $Y$, and, hence, $Y(X^{m-1}V) = 0, YX^{m-1} = 0$.

First, suppose that $\text{def}(Y) \geq 2$.

The subspace $\widetilde{V} := YV \subset V$ is $X$- and $Y$-invariant. Besides, $X^{m-1}\widetilde{V} = X^{m-1}YV = 0, Y^{m-1}\widetilde{V} = Y^mV = 0$, and, also, $\dim \widetilde{V} = n - \text{def}(Y) \leq n - 2 < n, 2(m - 1)$. Applying the inductive hypothesis to the commuting nilpotent operators $X|_{\widetilde{V}}, Y|_{\widetilde{V}} \in \text{End}(\widetilde{V})$, we obtain

$$\forall p, q \geq 0 \quad (p + q = m - 1) \quad \Rightarrow \quad (Y^q X^p \widetilde{V} = 0).$$
For arbitrary \( p, q \geq 0 \), such that \( p + q = m \), we have \( Y^qX^p = 0 \). Indeed, if \( q = 0 \), then \( p = m \) and \( Y^qX^p = X^m = 0 \). If \( q \geq 1 \), then \( q' := q - 1 \geq 0 \) and \( p + q' = m - 1 \) implying \( Y^{q'}X^{p+1}V = Y^{q'}X^{p}YV = Y^{q'}X^{p}X^{q}V = 0 \).

Now assume that \( \text{def}(Y) = 1 \).

The Jordan form of the operator \( Y \) includes exactly one cell. According to Lemma 2.1, the operator \( X \) belongs \( F[Y] \) and, being nilpotent, has form \( YZ \) where \( Z \in F[Y] \). Clearly, \( [Y, Z] = 0 \). Hence, if \( p, q \geq 0 \) and \( p + q = m \), then \( Y^qX^p = Y^p(YZ)^q = Y^mZ^p = 0 \).

**Corollary 2.6.** If \( m > \frac{p}{2} \), \( X, Y \in A_n \) and \( X^m = Y^m = [X, Y] = 0 \), then, for any \( Z \in \langle X, Y \rangle \), we have \( Z^m = 0 \).

**Lemma 2.6.** If \( m, k \in \mathbb{N} \), \( m = (\text{char} F)^k \), \( X, Y \in A_n \), and \( X^m = Y^m = [X, Y] = 0 \), then for any \( Z \in \langle X, Y \rangle \), we have \( Z^m = 0 \).

According to condition, \( p := \text{char} F \) is a prime positive integer. On the commutative algebra \( A := F[X, Y] \subset A \), the mapping of raising to the power \( p \) is an endomorphism of the ring \( A \); the same can be said about the mapping \( \varphi: A \to A \) of raising to the power \( m \).

Also, \( \langle X \rangle, \langle Y \rangle \subset \text{Ker} \varphi \) implying \( \langle X, Y \rangle = \langle X \rangle + \langle Y \rangle \subset \text{Ker} \varphi \).

### § 3. Proofs of the results

Recall that the main field \( F \) is supposed to be algebraically closed (and, consequently, infinite).

Consider the set \( \mathcal{P} \) of all finite non-ordered sets of non-unit positive integers, taking multiplicities into account while, in part, defining the order \( |P| \), the element sum \( \Sigma(P) \), the union operation \( \cup \), and, also, while defining a set by listing its elements in figure brackets. Assigning to each matrix \( X \in A_n \) the set \( G(X) \in \mathcal{P} \) of all non-unit sizes of its Jordan cells, we obtain a surjective mapping \( G \) of the set \( A_n \) to the subset \( \mathcal{P}(n) := \{ P \in \mathcal{P} : \Sigma(P) \leq n \} \subset \mathcal{P} \) whose fibres are exactly the orbits of the action of \( A^* \) on \( A_n \) by conjugations.

Let \( M \in M_n \) be an arbitrary subset.

By (1.2), \( M = \{ X \in A_n : G(X) \in \mathcal{P}_M \} \) \( (\mathcal{P}_M \subset \mathcal{P}(n)) \).

**Theorem 3.1.** If \( P_1, P_2, P := P_1 \cup P_2 \in \mathcal{P}(n) \), then \( (P \in \mathcal{P}_M) \iff (P_1, P_2 \in \mathcal{P}_M) \).

Let \( X \in A_n \) be an arbitrary matrix such that \( G(X) = P \). It is naturally represented in the form \( X_1 + X_2 \), where \( X_i \in A_n \), \( G(X_i) = P_i \), \( [X_1, X_2] = 0 \), \( M' := \{ X_1 + aX_2 : a \in F^* \} \subset A_n \), and \( G(M') = \{ G(X) \} = \{ P \} \) (see Corollary 2.2). Besides, the subspace \( L := \langle M' \rangle = \langle X_1, X_2 \rangle \subset A \) is commutative, and, hence, its subset \( M \cap L \) is a subspace. It rests to note that

\[
(P \in \mathcal{P}_M) \iff (M' \subset M) \iff (M' \subset M \cap L) \iff (M \cap \{M \cap L \} \iff (M \cap L = L);
\]
\[
(P_1, P_2 \in \mathcal{P}_M) \iff (X_1, X_2 \in M) \iff (X_1, X_2 \in M \cap L) \iff (M \cap \{M \cap L \} \iff (M \cap L = L). \]


Corollary 3.1. An arbitrary set \( \{n_1, \ldots, n_k\} \in \mathcal{P}(n) \) belongs to \( \mathcal{P}_M \) if and only if \( \{n_i\} \in \mathcal{P}_M \) for any \( i = 1, \ldots, k \).

Thus, the subset \( M \) is uniquely defined by the subset \( Q_M \) of all \( m \in \{2, \ldots, n\} \) such that \( \{m\} \in \mathcal{P}_M \). Namely, to each subset \( Q \subset \{2, \ldots, n\} \), corresponds a subset \( M(Q) \subset A_n \) (see § 1), and then \( M = M(Q_M) \). Obviously, \( (Q_M = \emptyset) \Leftrightarrow (M = \{0\}) \).

Lemma 3.1. If \( k \in \mathbb{N} \) and \( X \in M \), then \( X^k \in M \).

□ Assume that \( k > 1 \) (otherwise, it is nothing to prove).

The matrix \( Y := X + X^k \) is similar to \( X \) (see Corollary 2.2) and, therefore, lies in \( M \).

Besides, \( [X, Y] = 0 \) implying \( M \ni \langle X, Y \rangle \ni Y - X = X^k \).

□

Corollary 3.2. If \( m \in Q_M \) and \( k \in \{1, \ldots, m\} \), then \( \begin{bmatrix} m \end{bmatrix}, \begin{bmatrix} m \end{bmatrix} \in Q_M \cup \{1\} \).

□ Follows from Lemma 3.1 and, also, Corollaries 2.1 and 3.1.

Lemma 3.2. If \( M \neq \{0\} \), then \( 2 \in Q_M \).

□ By condition, \( Q_M \neq \emptyset \).

Let \( m \in Q_M \) be an arbitrary element. Then, \( m \geq 2 \), \( m - 1 \in \{1, \ldots, m\} \). According to Corollary 3.2, \( \begin{bmatrix} m \end{bmatrix} \in Q_M \cup \{1\} \). Also, \( \frac{m}{m-1} = 1 + \frac{1}{m-1} \in (1; 2] , \begin{bmatrix} m \end{bmatrix} = 2 \).

□

Theorem 3.2. If \( m \in Q_M \) and \( m \leq \frac{n}{2} \), then at least one of two following conditions holds:

1) \( m + 1, m - 1 \in Q_M \cup \{1\} \);
2) \( m \) is a power of \( \text{char } F \).

□ By Corollary 3.1, \( \{m, m\} \in \mathcal{P}_M \).

\( \{m, m\} \) is finite. Assume that it is nontrivial (otherwise, 2) holds).

We will naturally identify the algebra \( M_{2m}(F) \) with \( M_2(M_{m}(F)) \), i.e. partition \( \begin{bmatrix} 2m \end{bmatrix} \times \begin{bmatrix} 2m \end{bmatrix} \)-matrices into \( (m \times m) \)-blocks. Set \( J := J_{0,m} \in M_m(F) \).

Let \( a, b \in F^* \) be arbitrary elements. In the algebra \( M_{2m}(F) \), define the matrices

\[ Z := \begin{pmatrix} J & 0 \\ 0 & J \end{pmatrix} , \quad Z_{a,b} := \begin{pmatrix} aJ & E \\ 0 & bJ \end{pmatrix} . \]

Clearly, \( J^m = 0 \), \( Z^m = 0 \), and \( [Z, Z_{a,b}] = 0 \). Besides, for any \( k \in \mathbb{N} \), we have

\[ Z_{a,b}^k = \begin{pmatrix} a^k J^k & I_{a,b}^{(k)} \\ 0 & b^k J^k \end{pmatrix} , \]

\[ I_{a,b}^{(k)} := \sum_{i,j \geq 0; \ i+j = k-1} (a^j b^i) , \quad S_{k}(a,b) := \sum_{i,j \geq 0; \ i+j = k-1} (a^j b^i) \in F . \]
It is easy to see that \((S_k(a, b)) \cdot (a - b) = a^k - b^k\) (k ∈ \(\mathbb{N}\)) and, also,

\[
Z_{a,b}^{m+1} = 0 \neq Z_{a,b}^{-1};
\]

\[
(Z_{a,b}^m = 0) \iff (S_m(a, b) = 0).
\]

Show that \(\text{def}(Z_{a,b}) = 2\). Indeed, the subspace \(\text{Ker}(Z_{a,b}) \subset \mathbb{F}^{2m} \cong (\mathbb{F}^m)^2\) consists exactly of all vectors \((x, y)\) such that \(aJx + y = bJy = 0\), i.e. \(y = c_1e_1, x = -\frac{c_2}{a}e_2 + c_2e_1\) (\(c_i \in \mathbb{F}\)) and, hence, is two-dimensional. Thereafter, the matrix \(Z_{a,b}\) is nilpotent, and its Jordan form contains exactly two cells with the set of sizes

\[
\{h(Z_{a,b}), 2m - h(Z_{a,b})\} = \begin{cases}
  \{m, m\}, & S_m(a, b) = 0;
  \{m + 1, m - 1\}, & S_m(a, b) \neq 0.
\end{cases}
\]

Let \(\varepsilon_0 \in U_m \setminus \{1\}\) be an arbitrary element. Then \(1 - \varepsilon_0^m = 0 \neq 1 - \varepsilon_0\) implying \(S_m(1, \varepsilon_0) = 0\). Hence, the Jordan form of each of the matrices \(Z\) and \(Z_{1,\varepsilon_0}\) contains two cells \(J_{0,m \pm 1}\). Prove that, for some element \(t \in \mathbb{F}\), the Jordan form of the matrix \(tZ + Z_{1,\varepsilon_0} = Z_{t+1, t+\varepsilon_0}\) contains cells \(J_{0,m \pm 1}\). For this, it suffices that \(t + 1, t + \varepsilon_0 \neq 0\) and \(S_m(t + 1, t + \varepsilon_0) \neq 0\).

Also, \(\text{dim}(\mathbb{F}^m) = 2\). Consequently, there exists an element \(t \in \mathbb{F}\) satisfying \(t \neq -1, -\varepsilon_0\) and \(S_m(t + 1, t + \varepsilon_0) \neq 0\), — this element is as required. Since \(2m \leq n\), there exist matrices \(X, Y \in A_n\) such that \([X, Y] = 0\), \(G(X) = G(Y) = \{m, m\}\), and the set of the cell sizes of the Jordan form of the matrix \(tX + Y \in A_n\) is \(\{m + 1, m - 1, \ldots, 1\}\). Also, \(\{m, m\} \in P_M, X, Y \in M\), and, thus, \(M \supset (X, Y) \ni tX + Y, G(tX + Y) \in P_M\). According to Corollary 3.1, 1) holds.

**Theorem 3.3.** If \(m, m_1 \in Q_M \cup \{1\}\), \(m_1 > m + 2\), and \(m + m_1 \leq n\), then \(m + 2 \in Q_M\).

\[\square\]

Set \(m_2 := m + 2\). By condition, \(m_1 > m_2 > 2\), \(m_2 \leq m_1 - 1\).

For any \(i \in \{1, 2\}\), consider an \(m_i\)-dimensional space \(V_i\), in it — a basis \((e_{i,1}, \ldots, e_{i,m_i})\) and the operator \(Z_i\) with matrix \(J_0, m_i\) in this basis. Continue the operators \(Z_1\) and \(Z_2\) onto the space \(V := V_1 \oplus V_2\) by the rule \(Z_iV_j := 0\) (\(i \neq j\)). Clearly, \(Z_1Z_2 = Z_2Z_1 = 0\). For the operator \(Z_0 := Z_1 + Z_2 \in \text{End}(V)\) the subspaces

\[
W := (e_{1,k}: i = 1, 2; k < m_1) \oplus (e_{1,m_1} + e_{2,m_2}) \subset V;
\]

\[
U := (e_{1,1} + e_{2,1}) \subset V,
\]

we have \(U \subset W, \text{dim}(W/U) = m_1 + m_2 - 2 = m_1 + m \leq n\), \(Z_iU = 0\), and \(Z_iV \subset W\) (\(0 \leq i \leq 2\)). Consequently, in the space \(W/U\), the operator \(Z_1\) (resp. \(Z_2\)) induces an operator \(\tilde{Z}_1\) (resp. \(\tilde{Z}_2\)) satisfying \(\tilde{Z}_1\tilde{Z}_2 = \tilde{Z}_2\tilde{Z}_1 = 0\) and \(\tilde{Z}_0 = \tilde{Z}_1 + \tilde{Z}_2\). Thus, \([\tilde{Z}_i, \tilde{Z}_j] = 0\) (\(0 \leq i, j \leq 2\)) and \(\tilde{Z}_0^k = \tilde{Z}_1^k + \tilde{Z}_2^k\) (\(k \in \mathbb{N}\)).
Let $i \in \{1, 2\}$ be an arbitrary number. Find the Jordan form of the operator $\tilde{Z}_i$.

We have $Z_i^{m_i} = 0$ and $Z_i^{m_i-1}(e_{1,m_1} + e_{2,m_2}) = e_{i,1} \notin U$ that follows $\tilde{Z}_i^{m_i} = 0 \neq \tilde{Z}_i^{m_i-1}$. Further, for the subspace $W_i := \langle e_{i,k} : k < m_i \rangle$, we have $Z_iW = W_i$ and $W_i \cap U = 0$ implying $\text{rk } \tilde{Z}_i = \dim W_i = m_i - 1$, $\text{def } (\tilde{Z}_i) = \dim(W/U) - m_i + 1$. Therefore, $\tilde{Z}_i$ is a nilpotent operator whose Jordan form contains exactly $\dim(W/U) - m_i + 1$ cells with the maximal size $m_i$, i.e. with the set of sizes $\{m_i, 1, \ldots, 1\}$.

Now, find the Jordan form of the operator $\tilde{Z}_0$. As said above, $m_2 \leq m_1 - 1$, and, hence, $\tilde{Z}_1^{m_1} = \tilde{Z}_2^{m_1-1} = 0 \neq \tilde{Z}_1^{m_1-1}$, $\tilde{Z}_1^{m_1} = \tilde{Z}_2^{m_1} = 0$, $\tilde{Z}_0^{m_1-1} = \tilde{Z}_1^{m_1-1} + \tilde{Z}_2^{m_1-1} \neq 0$. Further, $Z_0^{-1}(U) = \langle e_{1,1}, e_{2,2} \rangle \supset U$ implying $\text{def } (Z_0) = \dim(Z_0^{-1}(U)) - \dim U = 2$. Therefore, $\tilde{Z}_0$ is a nilpotent operator whose Jordan form contains at most two cells with the maximal size $m_1$, i.e. with the set of sizes $\{m_1, m_2\}$.

Since $\dim(W/U) \leq n$, there exist pairwise commuting matrices $X_0, X_1, X_2 = X_0 - - X_1 \in A_n$ with the sets of the cell sizes of Jordan forms respectively $\{m_1, 1, \ldots, 1\}$, $\{1, 2, \ldots, m_2\}$, and $\{1, 2, \ldots, m_2\}$. Note that $m_1, m_2 \in Q_M \cup \{1\}$, and, by Corollary 3.1, $G(X_0) \in \mathcal{P}_M, X_0, X_1 \in M$ implying $M \supset \langle X_0, X_1 \rangle \supset X_2, G(X_2) \in \mathcal{P}_M$. On the other hand, $G(X_2) = \{m_2\}$. Hence, $m_2 \in Q_M$.

Suppose that $M \neq \{0\}$.

Due to Lemma 3.2, there exists a maximal number $m_0 \in \left\{2, \ldots, \left\lceil \frac{n}{2} \right\rceil + 1\right\}$ such that $2, \ldots, m_0 \in Q_M$. If $m_0 \neq \left\lceil \frac{n}{2} \right\rceil + 1$, then $m_0 \leq \left\lceil \frac{n}{2} \right\rceil \leq \frac{n}{2}, m_0 + 1 \notin Q_M$, and, by Theorem 3.2, $m_0$ is a power of char $\mathbb{F}$. Clearly, $m' := m_0 - 1 \in Q_M \cup \{1\}$.

Show that each number from $Q_M \setminus \{2, \ldots, m_0\}$ is at most $2m_0$ and at least $n - m_0 + 2$, assuming that $m_0 \leq \left\lceil \frac{n}{2} \right\rceil$ and $m_0 + 1 \notin Q_M$ (once $m_0 = \left\lceil \frac{n}{2} \right\rceil + 1$, it holds automatically as noted in §1).

Let $m_1 \in Q_M$ be an arbitrary number greater than $m_0$. We have $m' + 2 = m_0 + 1 \notin Q_M$ implying $m_1 > m_0 + 1 = m' + 2$. Besides, $m, m_1 \in Q_M \cup \{1\}$, and, according to Theorem 3.3, $m' + m_1 > n, m_1 + m_0 = m_1 + m' + 1 > n + 1, m_1 + m_0 \geq n + 2$. Hence, $m_1 \geq n - m_0 + 2$ and, also, $2m_1 > m_1 + m_0 \geq n + 2, m_1 > \frac{n}{2} + 1$.

Suppose that there exists a number $m \in Q_M$ greater than $2m_0$. By Corollary 3.2, $m_1 := \left\lceil \frac{n}{2} \right\rceil \in Q_M \cup \{1\}$. Also, $m_1 > \frac{n}{2} > m_0 > 1$ implying $m_1 \in Q_M$. Consequently, $m_1 > \frac{n}{2} + 1$. On the other hand, $m_1 \leq \left\lceil \frac{n}{2} \right\rceil < \frac{n}{2} + 1$. So, we came to a contradiction.

Thus, all numbers from $Q_M \setminus \{2, \ldots, m_0\}$ are at most $2m_0$ and at least $n - m_0 + 2$.

So, we proved the «only if» statement in Theorem 1.2. Let us prove the «if» one.

Suppose that a subset $Q \subset \{2, \ldots, n\}$ and a number $m_0 \in \left\{2, \ldots, \left\lceil \frac{n}{2} \right\rceil + 1\right\}$ equal either to $\left\lceil \frac{n}{2} \right\rceil + 1$ or to $(\text{char } \mathbb{F})^k (k \in \mathbb{N})$ satisfy (1.5) and (1.6). Show that $M(Q) \in \mathcal{M}_n$. 11
The inequality \( \left\lceil \frac{n}{2} \right\rceil + 1 > \frac{n}{2} \), Corollary 2.6, and Lemma 2.6 imply that, if \( X_1, X_2 \in A_n \) and \( X_1^{m_0} = X_2^{m_0} = [X_1, X_2] = 0 \), then \( Y^{m_0} = 0 \) for any \( Y \in \langle X_1, X_2 \rangle \).

Let \( X_1, X_2 \in M(Q) \) be arbitrary commuting matrices. In view of their nilpotence, \( \langle X_1, X_2 \rangle \subset A_n \). It is required to prove that \( \langle X_1, X_2 \rangle \subset M(Q) \). Assume that there exists a matrix \( Y \in \langle X_1, X_2 \rangle \subset A_n \) not belonging to \( M(Q) \). Its Jordan form contains a cell of size \( l \notin Q \cup \{1\} \), and, hence, \( l > m_0 \), \( Y^{m_0} \neq 0 \). Consequently, there exists a number \( i \in \{1, 2\} \) such that \( X_i^{m_0} \neq 0 \), \( m := h(X_i) > m_0 \). Since \( X_i \in M(Q) \), we have \( m = h(X_i) \in Q \cup \{1\}, m \neq 1 \).

Further, \( m > m_0 > 1 \) implying \( m \in Q, n - m_0 + 2 \leq m \leq 2m_0, 2m > m + m_0 \geq n + 2, m > \frac{n}{2} + 1 \). Therefore, \( m_0 \geq n - m + 2 \) and \( \left\lceil \frac{m}{2} \right\rceil \leq \left\lceil \frac{2m_0}{2} \right\rceil = m_0 \). Thus, \( m > \frac{n}{2} + 1, l > m_0 \geq n - m + 2, \left\lceil \frac{m}{2} \right\rceil \), and \( l \neq m \). Finally, \( [X_i, Y] = 0 \). It contradicts Corollary 2.5 and shows that \( \langle X_1, X_2 \rangle \subset M(Q) \).

So, we completely proved Theorem 1.2 and, consequently, Theorem 1.3.
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