Leaf Blights Detection and Classification in Large Scale Applications
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Abstract: Crops are very important to the financial needs of a country. Due to various diseases caused by different pathogens, a large number of crops have been destroyed. As humanoids, our basic need is food for survival, and the most basic foundation of our food is agriculture. For many developing countries, it is mainly an important source of income. Bacterial diseases are one of the main diseases that cause improper production and a major economic crisis for the country. Therefore, it is necessary to detect the disease early. However, it is not easy for humans to analyze the different leaves of plants by themselves when recognizing diseases. In this article, a variety of machine learning methods are used to classify and detect leaf blight. We use the fusion of deep convolutional neural network (CNN) models obtained from SqueezeNet and ShuffleNet to improve the accuracy and robustness of large-scale applications. We use entropy to reduce the complexity of the calculation process and reduce the features in the deep learning process. In addition, we use a support vector machine (SVM) classifier to obtain the classification. We use the CIELAB color space to capture the entire color range to improve accuracy. Our results are very promising because we have achieved 98% accuracy in the early detection of leaf blight.
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1 Introduction

As human beings, we need food to survive, and our main source of food is agriculture. It is mainly an important source of income, especially in many developing countries. In crops, infections or bacterial diseases have caused major financial crises in various countries [1]. Therefore, good crop quality is very important. Since agricultural plants are usually unprotected and exposed to sunlight in open areas, they are susceptible to many bacterial and fungal diseases. In the end, due to fluctuations in intensity exposure, plants cannot perform normal photosynthesis processes [2]. For many years, scientists and farmers have been working hard to improve the quality of crops and protect them from various diseases.
There are many crop-related diseases \cite{3,4}, but in the proposed method, the main work focuses on leaf blight. Leaf blight is a disease caused by bacteria and is characterized by black lesions or brown spots. In order to prevent further loss of plants, it must be discovered as soon as possible. Therefore, a new method to discover its early detection is proposed. The normal and diseased images of the leaves are shown in Fig. 1.

The traditional method of diagnosing agricultural problems involves the physical study of specimens by skilled farmers or crop analysts. However, this takes a lot of time and therefore affects the total output of crops. Sometimes due to physical limitations and limited knowledge of farmers, the disease cannot be detected correctly \cite{5}. Conventional methods require a lot of time to analyze diseases, and at the same time, crops may suffer more damage due to actual diseases. As a result, this has led to an increase in the number of imports, thereby stimulating demand in the country. This led to rising prices and rising inflation, which affected the country's economy, especially for developing countries. Another problem with imports is that the quality of imported materials has been frozen for many days, so their quality is not as good as fresh produce. The latest developments in learning methods allow us to diagnose possible problems in agricultural plants early. Therefore, compared with traditional methods, the time of physical analysis is saved and higher accuracy is provided. Researchers are trying to improve these methods by improving the accuracy of early disease detection \cite{6}. In addition, these advanced technologies also contribute to precision agriculture, which is a technology that uses drones to spray pesticides in specific areas. Machine learning methods include obtaining specimens (data sets) of healthy and affected agricultural plants, then extracting their features, and finally classifying them using benchmark classifiers such as support vector machine (SVM). Through deep learning methods involving multiple levels of complexity, we can simply distinguish healthy plants from affected plants with high accuracy. We can also change the parameters of each layer and find the ideal parameter settings to achieve accuracy \cite{6}.

In this article, we propose a method to detect and classify leaf fusarium wilt images from healthy images. The key contributions of this paper are as follows:

- We first use CIE L * a * b * color threshold to detect leaf blight to enhance image quality because it specifies all colors visible to the human eye.
- We perform preprocessing to resize the entire dataset of 128 X 64 dimensions into a single insulated pixel. We perform preprocessing to adjust the size of the data set (i.e., 128 X 64 dimensions) to a single insulated pixel. We also use additional feature mapping channels for feature extraction through Squeezenet and Shufflenet in order to reduce communication between services and encode additional information.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{normal_diseased_images.png}
\caption{Compression of the diseased and normal images}
\end{figure}
• We use entropy for feature reduction and optimization because it provides feature independence and avoids discretization. After that, we perform feature fusion, in which deep convolutional neural network (CNN) model features are fused for classification.

The rest of this article is structured as follows. Section 2 summarizes the literature review. Section 3 presents the proposed method. Section 4 discusses test cases and experimental results. Finally, the last section draws our conclusion.

2 Literature Review

Agriculture is the main source of food in the country. Therefore, it is very important to detect diseases caused by bacteria, fungi and viruses as early as possible. In the literature, methods based on machine learning have been found to detect diseases on agricultural plants. In [6], the authors emphasized automated methods for early detection of the disease on various plants. They used an image dataset of various plants containing images of healthy and affected leaves. Three feature descriptors such as Hu moment, Haralick and color histogram are used to detect the color, shape and texture of healthy and affected plant leaves. Then use different classifiers (such as SVM, decision tree, Navies Bayes) to classify the leaves, and found that the random forest classifier gives the best results. The classification result of various plant data sets is reported as 98%. In [7], research shows that machine learning and computer vision technology can classify healthy plant leaves from affected leaves. Therein, unnecessary data is deleted from the image in the preprocessing step, and then K-means clustering and Round Hough transform are used to segment the diseased part. After feature extraction, a multi-support vector machine is applied for classification, which exceeds 90% of the classification accuracy of tomatoes and peppers.

Plant reflections can be used as a measure to detect diseases using machine learning methods. For example, capsicum annuum (pepper) is used to detect diseases [8]. A spectroradiometer can be used to record the reflections of peppers, and each reflection contains special properties, such as a specific wavelength in a specific range. The feature vector is calculated from the wavelength, and then classifiers such as K-nearest neighbor (KNN), naive Bayes, and artificial neural networks (ANN) are used for classification. The study shows that KNN can provide 100% accuracy for pepper diseases, while the detection and discrimination of the four diseases can reach almost 98%. Some studies have shown that among all other classifiers, the random forest classifier can best prove the discovery of different diseases. In [9], a set of 8000 images (including images of healthy leaves and diseased leaves) was used to evaluate different classifiers (e.g., random forest trees, decision trees, and naive Bayes) for classification. Then, the authors converted the images to HSV color space and used K-means clustering and HSV value changes to segment the image. In this study, statistical method i.e., gray-level co-occurrence matrix is used for feature extraction. The author proves that the random forest tree is the best among all classifiers.

Studies have proved that the performance of SVM classifier is better than other classifiers [10]. Among them, 8000 free image data sets from Kaggle were used, which contained 9 kinds of plant leaves. First, the Otsu's method for adaptive thresholding was sued. Then authors performed functional engineering to make the data into the same format. In this study, we can see that the SVM classifier is found superior to other classifiers. On the contrary, some studies also show that compared with existing methods such as SVM, the KNN classifier provides higher accuracy [11]. Therein, it is proved that the accuracy of KNN is 98.56%, while the existing plant classification system is linear SVM with an accuracy of 97.6%. Similarly, in addition to KNN, PNN is also used for classification [12]. We can find performance comparisons between deep learning models for agricultural disease classification in the literature. The performance of the Inception V3 model is better than other models with an accuracy of 98% [13]. Many researchers used deep learning methods to develop smartphone applications to classify plant diseases in real time [14].
In the literature [15–17], extensive research has been conducted on precision agriculture using machine learning technology, in which 500 tomato images from real fields and 2100 images from online resources can be divided into three categories using CNN. For this purpose, transfer learning performed by Google's initial model can be used. In [15], the accuracy of using 90–10 train testers is about 98%. Therefore, after classification, drones can be used to accurately spray pesticides on the most severely affected crops. In precision agriculture [16], a similar method can also be used by using transfer learning in VGG16 instead of GoogleNet, in which 125 pearl millet images were used to detect mildew. More precisely, 98 of them are used for training and 25 are used for testing. The accuracy of the verification data set is 95%. Similarly, some studies discuss that weeds are affecting crops as in [17]. Therefore, precision farming has used CNN methods (especially optimized Resnet18) to detect weeds in crops through unsupervised learning, and unmanned aerial vehicles (UAV) to obtain real-time data. After unsupervised learning, the two categories are classified into weeds and usable crops at the end of the study. Experiments show that the correct rate after evaluation reaches 90%. In [18], we can see that researchers are using some well-known deep learning models (such as Inception, Xception, MobileNets, DenseNet, and VGGNets) to solve weed and crop classification problems, and through general regression such as SVM. However, the combinations of DenseNet and SVM results in an F1 score of 98.29%.

Northern leaf blight is a disease caused by Exserohilum Turcicum, which is characterized by damage to corn crops. Research shows that northern leaf blight is affecting corn crops. In [19], a deep convolutional neural network is applied to the optimization layer, and an accuracy of about 98.40% is achieved. This research enabled an optimized version of the Deep CNN model, which can be tested in real time on Internet of Things (IoT) devices such as Raspberry Pi-3, and reached an accuracy of about 88.66%. The author conducted various experiments on the improved Google Net and Cifar10 models to detect diseases in corn leaves [20]. A data set containing 500 corn leaf images from Plant Village and some online sources is used, which is divided into 9 categories, of which 8 are diseased and one is healthy. The author reported 98.9% and 98.8% accuracy by using the enhanced version of Google Net and CIFAR10, respectively. Similarly, the author in [21] discussed the deep forest method of corn leaf classification. Deep Forest is a method based on decision trees, which can partially build deep models. The literature on the use of CNN to detect pests in crops can also be found in [22]. The author divides the data set into 16 categories, of which 15 are affected by pests and 1 is healthy. The study shows that ResNet34 has an F value of 0.98 compared to all other deep networks.

Some studies have solved the problem of using CNN to detect three diseases in rice leaves, including rice blast, fusarium wilt and brown spot [23]. Since the rice data set is not easily available, the author took photos from a local farm and then used transfer learning to increase the data set. Their data set contains 1649 images containing the disease and 507 healthy leaf images of rice, with an accuracy of 92.46%. Similarly, the CNN model is used to detect rice diseases in [24]. The author used the data set in the UCI machine learning repository, which achieved 95.83% accuracy through the Deep Residual network.

In [25], the adjustment of hyperparameters in different deep networks (such as AlexNet and ResNet) in the classification of crop-related diseases has been studied. In [26], researchers have proved the early detection of the disease by using Inception V3 and VGG16 models. The data is divided into three categories according to the severity of the disease. The VGG16 model achieved the highest accuracy in the laboratory i.e., 93.75%, and 81.25% in the field environment. In contrast, the highest accuracy of the initial model v3 is 92.30% in the laboratory and 93.20% in the field environment. Authors in [27] discussed that the use of deep models for crop classification requires a large amount of data for training and computational overhead. Therefore, the author introduces a fast learning (FSL) algorithm for disease classification. The FSL algorithm requires a small amount of data set, rather than the big data used in traditional deep models. The Plant Village data set with labelled data can achieve 91.4% accuracy.
In [28], the use of the Deep model to classify apple plant diseases has been studied. The authors applied different technologies of the deep model DenseNet-121, and obtained 93.71% accuracy. In [29] and [30], different computer vision methods are discussed, and machine learning models are used to detect diseases early in the agricultural plants. In [31], deep learning methods in plant disease detection have been proposed. Similarly, we can use AI-Tools to detect early diseases and help farmers improve agricultural growth to obtain location-based information for precision agriculture [32]. In [33], the author used the SVM classifier to classify lesion images from healthy leaf images with a maximum accuracy of 91%. Their process involves extracting different features (such as shapes and colors) and then using machine learning models for classification. The authors use the L*a*b color model with three classifiers including KNN, SVM, and DT (decision tree), and find that SVM is superior to other color classifiers.

Smart agriculture is a new agricultural technology that allows farmers to use computer-assisted methods to improve the quality and quantity of crops. In the past, machine learning methods have been helping scientists improve smart agricultural technology, but after the introduction of deep neural networks, DNN has been helping scientists use this technology. We can find many deep technologies for smart agriculture in [34]. Plant diseases are classified in four steps [35]. The first step is normalization, which uses a median filter to eliminate noise. The second step is feature extraction. They extracted HOG, LBP and SFTA features. The third step is feature fusion, and these fusions are completed serially. Using SVM, the accuracy of potato late blight is 96%, and the accuracy of potato early blight is 97%. In [36], the author discussed statistical methods of machine learning to improve agricultural plants, including disease detection, precision agriculture, and plant reduction per unit area. Statistical indicators include supervised and unsupervised machine learning methods, which have been briefly introduced in this white paper about agricultural plants. Tea tree disease was detected using a convolutional neural network [37]. Therein, common methods are used, including image acquisition, detection and enhancement to extract features, and then diseased images and healthy images are classified. More precisely, 93.75% of the images can be obtained using CNN, which is much higher than SVM. In [38], authors discussed machine learning methods to solve the problem of grape downy mildew (GDM). They collected data from local farms and applied different machine learning algorithms (for example, gradient enhancement, random forest and LASSO), and found that the effect of gradient enhancement was better than all other methods.

3 Proposed Methodology

Color space is the process of making a large number of logos from a small number of key colors. Each model has a different logo/color, which we call a color space. However, the color spaces in different schemes are not completely similar [39]. In this article, we can use CIELAB (L * a * b *) color space to detect leaf blight. The CIELAB space is composed of a luminosity “L*” or lighting layer, a chromaticity layer “a***” representing the shade reduction along with the red and green axis, and a chromaticity layer “b***” representing the shade reduction along the Blue-Yellow axis. In this method, we used image enhancement techniques called guided filters and Gaussian blur to eliminate noise in the image. The L*a*b* space is realized by the threshold for detecting leaf blight. In this work, there are two types of results: one is detection using classification, and the other is detection without classification. For classification, we have some pre-processing techniques called resizing and unit8 conversion. In addition, we extract features from the SqueezeNet Deep CNN model and ShuffleNet Deep CNN model. Entropy is used to simplify features to achieve better calculations and results. As shown in Fig. 2a support vector machine (SVM) is used to fuse these selected features of two Deep CNN models for classification.
3.1 Image Enhancement

Image enhancement technology is being applied to data sets to improve image information. Guided filters and Gaussian blur are used to enhance the image. The purpose of the guide filter is to complete the smoothing of the preserved edges on the image [40]. The guide filter can be used to maintain the flattening operation of the disposable edge, because its closed-end performance is also very good [41]. In computer vision, Gaussian blur is also considered to be able to compress image noise and reduce details through Gaussian function [42]. The representation of the steering filter and Gaussian blur is shown in Fig. 3. The steering filter is mathematically defined in the binary basic step of multi-point filtering [43]. We can calculate the multipoint evaluation ($f_i$) of each pixel ($i$) in the image domain according to the linear transformation ($f_i = y_i f_i + z_e$), where the guidance image ($y_e$, $z_e$) is the minimizer, and ($q$) is the
filtering input, and \((\hat{\varepsilon})\) is a constant, \(H_i(x)\) and \(J_i(x)\) represent the variance of \(x\) [43], as shown below,

\[
\min_{y_e,z_e} \prod_{i \in e} (y_i + z_i - q_i) + y_i^2
\]  

(1)

\[
y_e = \frac{H_i(I_q) - H_i(I)H_i(q)}{J_i(I) + \hat{\varepsilon}}
\]  

(2)

\[
z_e = H_i(q) - y_iH_i(I)
\]  

(3)

where \((i)\) has multiple evaluations through \(e \in I\), the filtering outcome \(g\) is clearly defined, because the average multipoint approximation can be written as,

\[
\forall i = H_i(I)I_i + H_i(I)
\]  

(4)

\[
\text{Figure 3: Image enhancement under Guided Filter and Gaussian Blur methods}
\]

### 3.2 Leaf Blights Detection

A threshold is applied in the L*\(a^*b^*\) space to detect leaf blight. Color detection based on the color characteristics of image pixels assumes that similar colors in the image are similar to separate groups, so the communication objects in the image are similar. In other words, each bundle describes a session that shares pixels of similar color. The detection result depends on the cast-off color space, so the color spaces in different schemes are not completely similar. We detect the target area and convert the images into binary images to achieve better visualization, as shown in Fig. 4. L* \(a^* b^*\) color conversion in color pitch \(\Delta C_p * ab\) refers to the degree of color [44] as follows,

\[
\Delta C_p * ab = \sqrt{(\Delta L^*)^2 + (\Delta a^*)^2 + (\Delta b^*)^2}
\]  

(5)

The \(\Delta L^*, \Delta a^*, \) and \(\Delta b^*\) conversions in the L*, a*, and b* values are between the sample color and the mark color. Grace L* is similar to L* in the L*a*b* color space, Chroma c* and Metric Angle are,

\[
c^* = \sqrt{(\Delta a^*)^2 + (\Delta b^*)^2}
\]  

(6)

\[
A = \tan^{-1}\left(\frac{a^*}{b^*}\right) \text{ (D)}
\]  

(7)

\(a^*, b^*\) are the coordinates in the L*a*b* color space. We do not consider the metric angle variance for transformation quantities. W, however, calculate the “indicator modification” based on the following:
\[ \Delta A = \sqrt{(\Delta C_p'ab)^2 - (\Delta L^*)^2} = \sqrt{(\Delta a^*)^2 + (\Delta b^*)^2 + (\Delta c^*)^2} \]  
\[ \Delta L^* = L^* - L^* \]  

### 3.3 Preprocessing

In the preliminary process, resizing and unit8 conversion are the preprocessing part of our proposed method. Resizing is a technique in which all slices of the matrix look like single insulated pixels in the displayed image. Several pictures (such as true color images) use super-dimensional arrays to represent the images. In a true color image, the first plane of extra size represents the intensity of red pixels, the second level represents the intensity of green pixels, and the third level represents the intensity of blue pixels. In order to adjust the size of the image quality, we use this technique to show two behaviours in the column. If the input image has additional dimensions, only the first two dimensions will be adjusted. In this article, we scale the size of each image in a 64 x 64 ratio [45], as follows,

\[ r(\text{Img}, \text{scale}) = \prod_{j=1}^{n} (\text{Img}_j) \]

### 3.4 Feature Extraction

The next part of the method is to use a deep CNN model for classification. In addition, we classified whether there is an implementation of L,a,b*. In this classification, we used SqueezeNet and ShuffleNet deep CNN models for feature extraction. SqueezeNet is a convolutional neural network (CNN) with a depth of 18 layers, while the ShuffleNet network has a depth of 50 layers. The CNN deep network container organizes images into 1000 object categories. Suppose X-ray and CT scan images contain categories, including color, shape, area of interest, etc. Therefore, the system has learned the satire function with a wide range of images. The image input size of the network is 256 × 256 [46–47].
We assume that the dimensional points are the contribution data of the feature extraction problems. For classification, we extract features from the deep CNN model SqueezeNet, which does not contain any features. The SqueezeNet model is mainly composed of convolutional sequences, which includes functions in the convolution and pooling layers. SqueezeNet is a CNN deep model with 18th layer depth. We load the pre-training type of the network that trains the image from the database, as shown in Fig. 5. SqueezeNet creates a smaller neural network with fewer constraints, which can fit directly into mainframe memory and can propagate in the network more easily [48].

![SqueezeNet Deep CNN Model](image1)

**Figure 5:** SqueezeNet Deep CNN Model

We also extract features from the ShuffleNet deep CNN model, which does not contain any features. The ShuffleNet model contains 1000 elements from the convolution and pooling layers. The final classification layer can supervise and propagate error signals, as shown in Fig. 6. Structure design operates two new processes, namely group convolution and channel shuffling. Classification and target detection experiments confirm the higher performance of ShuffleNet on other structures [49].

![ShuffleNet Deep CNN Model](image2)

**Figure 6:** ShuffleNet Deep CNN model
3.5 Feature Selection

After performing the preprocessing technique, entropy is used for feature reduction, which is pre-
considered on some feature values in a single discretization container [50]. Interpretability continues to
improve, but at the same time data loss is reduced. This can be done by creating novel, unrelated
variables that are constantly changing. We use SqueezeNet and ShuffleNet Deep CNN models. These
models contain layers that represent no images. Deep learning models are usually developed by neural
networks, in which the weight can be adjusted to find the prediction mode [51]. In entropy mathematics
(E(fn|e) and E(e|fn)) is the entropy represented by Shannon [52],

\[ E(A|B) = E(A, B) - E(B) \]  \hspace{1cm} (11)

where additional standard founded on biased joint entropy presented by Chi [52] is:

\[ f = -\prod_{i=1}^{n} q(f = a_i) \prod_{i=1}^{n} q(f = a_i, c_i) \log_2 q(f = a_i, c_i) = E_{nf}[E(f = a_i, c)] \]  \hspace{1cm} (12)

3.6 Feature Fusion

After using entropy for feature selection, these selected features of the deep CNN model are merged.
Feature fusion is a crucial technology in computer vision, which can be recognized as a special design
classification problem, and many experiments have been carried out on this technology. Feature fusion
technology can use multiple features of the image and compensate each other to obtain stronger and more
accurate results. The feature fusion algorithm based on deep learning strengthens the feature learning
process of deep neural network models. Feature fusion is expressed mathematically as,

\[ I = \left( \prod_{j=1}^{n} x_j \right) \cup \left( \prod_{z=1}^{n} y_z \right) \]  \hspace{1cm} (13)

4 Experiments and Results

In this section, we discuss experiments and test cases as proof of robust technology. All of these
experiments were performed on data sets publicly available on Mendeley [53]. In this data set, we use
guava leaves to detect and classify leaf blight. All these results are from a personal computer Lenovo
T440 s, i7, 8GB Ram, and 500GB SSD. A large number of tests are being performed using isolated
multiple functions. This article gives the results and proves that our contribution/method is reliable. This
compression test is based on LEAF BLIGHTS Binary. A complete description of the test cases and
experiments is given in Tab. 1.

There are several performance measurement techniques that can be used to analyze the performance of
our system. Performance measurement is a process of analyzing system accuracy based on data collection.
The error matrix is a measure used to analyze system performance based on classes. There are four types of
conditional exits in the error matrix, that is, the statement is positive means the observation is positive, the
statement is negative means the observation is incorrect, the statement is positive and the prediction is
positive means that the observation and the prediction are both positive and the analysis is correct.
Finally, one is that the statement is not affirmative, but the prediction is affirmative, which means that the
observation is incorrect but the prediction is correct. These four conditions are denoted by TP, TN, FP,
FN [54]. These conditions are expressed mathematically as,
accuracy = \frac{TP + TN}{TP + FP + TN + FN} \times 100 \quad (14)

sensitivity = \frac{TP}{TP + FN} \times 100 \quad (15)

specificity = \frac{TN}{FP + TN} \times 100 \quad (16)

auc = \left( \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right) \times 100 \quad (17)

We performed a number of the tests using the isolation number. Only the best results are presented in this article, proving that our contribution/method is reliable. This compression test is based on “leaf blight”. A complete description of the test cases and experiments is given in Table 1, which shows the detailed information of the test case, such as class, number of functions, etc.

This article introduces various experiments/test cases. The experiment was performed on the original data set and the enhanced data set to classify leaf blight with and without L*a*b* implementation. In these experiments, a 50:50 ratio was used in the training and testing process. The fold cross-10 is used to evaluate and estimate all results. In each test case, we choose the best SVM classifier result with training and prediction time. Using entropy, we selected 250 features of two deep CNN models. In these test cases, we selected 250 SqueezeNet functions and 250 ShuffleNet functions, and merged these functions together (250 SqueezeNet functions + 250 ShuffleNet functions) for classification, as shown in Table 2.

Table 1: Test cases and experiments details

| Experiments       | Dataset     | Classes | L*a*b* Detection | Total number of features |
|-------------------|-------------|---------|-------------------|--------------------------|
|                   |             |         |                   | SqueezeNet | ShuffleNet |
| Test Case 1       | Original    | Binary  | No                | 250         | 250         |
| Test Case 2       | Original    | Binary  | Yes               | 250         | 250         |
| Test Case 3       | Augmented   | Binary  | No                | 250         | 250         |
| Test Case 4       | Augmented   | Binary  | Yes               | 250         | 250         |
| Test Case 5       | Original    | Binary  | No                | 500         | 500         |
| Test Case 6       | Original    | Binary  | Yes               | 500         | 500         |
| Test Case 7       | Augmented   | Binary  | No                | 500         | 500         |
| Test Case 8       | Augmented   | Binary  | Yes               | 500         | 500         |
| Test Case 9       | Original    | Binary  | No                | 750         | 750         |
| Test Case 10      | Original    | Binary  | Yes               | 750         | 750         |
| Test Case 11      | Augmented   | Binary  | No                | 750         | 750         |
| Test Case 12      | Augmented   | Binary  | Yes               | 750         | 750         |
In individual test cases, we chose the best SVM classifier result with training and prediction time. Using entropy, we specified 500 features of two deep CNN models. In these test cases, we selected 500 SqueezeNet functions and 500 ShuffleNet functions, and merged these functions together (500 SqueezeNet functions + 500 ShuffleNet functions) for classification, as shown in Tab. 3.

| Experiments | Classifier | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|-------------|------------|--------------|-----------------|-----------------|
| Test Case 1 | Q-SVM      | 98.8         | 98.05           | 98.09           |
| Test Case 2 | MG-SVM     | 98.5         | 98.50           | 98.50           |
| Test Case 3 | MG-SVM     | 97.9         | 98.21           | 98.98           |
| Test Case 4 | Q-SVM      | 98.5         | 98.25           | 98.75           |

In more tests, we selected 750 features of two deep CNN models through entropy, and selected the best SVM classifier with training and prediction time. We use the original and the enhanced data sets, which are classified based on leaf blight, with or without L * a * b * implementation. We use the same 50:50 ratio for training and testing and evaluated the results using the fold cross-10. This time, we selected 750 SqueezeNet functions and 750 ShuffleNet functions, and merged these functions together (750 SqueezeNet functions + 750 ShuffleNet functions) for classification. The results are shown in Tab. 4.

| Experiments | Classifier | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|-------------|------------|--------------|-----------------|-----------------|
| Test Case 5 | MG-SVM     | 98.8         | 98.05           | 98.09           |
| Test Case 6 | Q-SVM      | 98.8         | 98.51           | 98.98           |
| Test Case 7 | Q-SVM      | 98.9         | 98.05           | 98.09           |
| Test Case 8 | CG-SVM     | 98.8         | 98.70           | 98.45           |

We discussed different test cases based on the randomness of functions. We show the operating characteristic curve (ROC) of the receiver in Fig. 7. We noticed that by selecting the fusion of 500 features of SqueezeNet and ShuffleNet deep CNN models, we found the best results, as shown in
Tab. 5. For feature selection, we use entropy because it is the best technique for dimensionality reduction and can provide the best results, proving that the proposed method is reliable.

![ROC Curves of Optimal Results]

**Figure 7:** Optimal results under all of the cases. (a) MG-SVM, Test case 7, (b) Q-SVM, Test case 8, (c) CG-SVM, Test case 10, (d) Q-SVM, Test case 9
5 Conclusion

In the real world, many farmers are facing huge crop losses due to various diseases caused by pathogens. Therefore, early detection of diseases in crops is very important to prevent further losses. Previously, different machine learning models were used for this purpose. However, with the development of deep learning, we have seen broad prospects for deep learning in the field of agricultural disease detection. We propose a new method based on deep learning to detect “leaf blight” in crop leaves. We managed to merge the deep functions obtained from SqueezeNet and ShuffleNet and achieved 98% accuracy. Then, we use entropy for feature selection and reduction. Therefore, our proposed method can detect “leaf blight” early and help prevent the further loss of valuable crops. In future work, we can choose more features by optimizing different depth models to improve accuracy.
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