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Abstract

In this work, we establish new analytical results which are required for the derivation of subtle properties of the members of two classes of the generalized Feller–Spitzer distributions introduced in our paper [6].
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1. Preliminaries

This work contains several analytical results which are closely related to two classes of the generalized Feller–Spitzer distributions introduced in our recent paper [6]. In particular, Theorem 1 provides a series expansion for the probability density function of a certain absolutely continuous distribution, whereas Lemmas 1 and 2 present useful closed-form expressions in terms of hypergeometric and digamma functions, and the Poincaré asymptotic series, respectively, for a certain “integrated tail” which involves a specific modified Bessel function (1.3). Finally, the new Bessel function inequalities (4.1) and (4.2) are employed in [6] for the derivation of some properties of the generalized Feller–Spitzer distributions.

Next, we introduce some relevant special functions that will be used in this work.

Definition 1 (Gauss hypergeometric function, see, for example, [[3], (15.2.1)]). Given arbitrary complex $a$ and $b$, $c \neq 0, -1, -2, \ldots$, and argument $z \in \mathbb{C}$ with $|z| < 1$, the convergent series which emerges on the right-hand side of (1.1)

$$
\sum_{\ell=0}^{\infty} \frac{(a)_{\ell} \cdot (b)_{\ell}}{(c)_{\ell}} \cdot \frac{z^\ell}{\ell!}
$$

(1.1)

generates the so-called Gauss hypergeometric function. Hereinafter, $(a)_{k} = \Gamma(a + k)/\Gamma(a)$ is the Pochhammer symbol.

The infinite series which is present on the right-hand side of (1.1) can often be simplified. For instance, see [[3], (4.1)] for a few relevant special cases of function $2F_1(1/2, 1; c; z)$.
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Definition 2 (Generalized hypergeometric function $\text{}_3F_2$, see [3, (16.2.1) and case 16.2(iii)]). Given arbitrary complex $a, b, c, d \neq 0, -1, -2, \ldots, e \neq 0, -1, -2, \ldots$, and argument $z \in \mathbb{C}$ with $|z| < 1$, the function

$$
\text{}_3F_2\left(\begin{array}{c}a, b, c \\ d, e\end{array}; z\right) := \sum_{\ell=0}^{\infty} \frac{(a)_\ell \cdot (b)_\ell \cdot (c)_\ell}{(d)_\ell \cdot (e)_\ell} \cdot \frac{z^\ell}{\ell!}
$$

(1.2)

is called a generalized hypergeometric function $\text{}_3F_2$.

In addition, we refer to [3, (16.2.1)] for a more general form $pFq$ of a generic member of the class of generalized hypergeometric functions.

The modified Bessel function of the first kind of order $\nu$ is defined by

$$I_\nu(t) := \sum_{k=0}^{\infty} \frac{(t/2)^{2k+\nu}}{k! \cdot \Gamma(k+1+\nu)} (|t| < \infty).$$

(1.3)

In the sequel, we will use the digamma function which is hereinafter denoted by

$$\psi(z) := \frac{\Gamma'(z)}{\Gamma(z)}$$

(1.4)

with the Euler–Mascheroni constant $\gamma := -\psi(1)$.

2. A series expansion for a particular inverse Laplace transform

Here, we concentrate on the consideration of the probability density function (introduced by (2.2)) of a certain non-negative random variable. Set

$$\phi(x) := x \cdot \sqrt{1-x^2} \quad \text{with} \quad |x| \leq 1.$$  

(2.1)

Observe that the trigonometric transformations of the function $\phi(x)$ defined by (2.1) admit the following representations in terms of Taylor series which are convergent for $|x| \leq 1$:

$$\cos \phi(x) = \sum_{n \geq 0} \frac{(-1)^n}{(2n)!} x^{2n} (1-x^2)^n,$$

and

$$\sin \phi(x) = \sum_{n \geq 0} \frac{(-1)^n}{(2n+1)!} x^{2n+1} (1-x^2)^{n+1/2}.$$

For real $t > 0$, define

$$\mathcal{I}(t) := \frac{e^{-t}}{2\pi i} \int_{c-\infty i}^{c+\infty i} \frac{e^{wt} e^{\sqrt{w^2-1}-w^2+1}}{w + \sqrt{w^2-1}} \cdot dw.$$  

(2.2)

Here, real $c > 1$ is fixed.

It follows from Cauchy’s theorem that the inverse Laplace transform which emerges on the right-hand side of (2.2) does not depend on a particular value of real $c > 1$.

Theorem 1 The following representation for the above function $\mathcal{I}(t)$ in terms of the difference of two convergent series holds:

$$\mathcal{I}(t) = \frac{2te^{-t}}{\sqrt{\pi}} \left( \sum_{n \geq 0} \frac{(-2)^n}{(2n)!} \sum_{r \geq 0} b_r(n) \left( \frac{1}{t} \cdot \frac{d}{dt} \right)^n (t-r)^{-2} I_{2n+r+1}(t) \right)$$

(2.3)
\[-\sum_{n \geq 0} \frac{(-2)^n}{(2n+1)!} \sum_{r \geq 0} b_r(n) \left( \frac{1}{t} \frac{d}{dt} \right)^{n+1} \left[ t^{-r-1} I_{2n+r+2}(t) \right], \tag{2.3}\]

where \(b_r(n) := 2^r \cdot \Gamma(n + r + \frac{1}{2})/r! \) for integer \(r \geq 0\).

**Proof of Theorem 1** We omit for now the factor \(e^{-t}\) outside the integral in (2.2), we evaluate the integral per se as follows:

\[
\begin{align*}
\mathbf{I} & := \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{w t} e^{w^2 - 1 - u^2 + 1} dw \\
& = \frac{1}{2\pi i} \int_{-1}^{1} e^{xt-x^2+1} \left\{ \frac{e^{-ix\sqrt{1-x^2}}}{x-i\sqrt{1-x^2}} - \frac{e^{ix\sqrt{1-x^2}}}{x+i\sqrt{1-x^2}} \right\} dx \\
& = \frac{e}{\pi} \int_{-1}^{1} e^{xt-x^2} \left\{ \sqrt{1-x^2} \cos \phi(x) - x \sin \phi(x) \right\} dx. \tag{2.4}\end{align*}
\]

In obtaining (2.4), the integration path \((c - \infty, c + \infty)\) has been collapsed onto the upper and lower sides of the branch cut in the \(w\)-plane between \([-1, 1]\).

Subsequently, we can decompose the integral \(\mathbf{I}\) given by (2.4) into the following difference:

\[
\mathbf{I} = \mathbf{I}_1 - \mathbf{I}_2, \tag{2.5}\]

where

\[
\begin{align*}
\mathbf{I}_1 &= \frac{e}{\pi} \sum_{n \geq 0} \frac{(-1)^n}{(2n)!} \int_{-1}^{1} e^{xt-x^2} x^{2n}(1-x^2)^{n+1/2} dx \\
& = \frac{2e}{\pi} \sum_{n \geq 0} \frac{(-1)^n}{(2n+1)!} \sum_{k \geq 0} \frac{t^{2k}}{(2k)!} \int_{0}^{1} e^{-x^2} x^{2n+2k}(1-x^2)^{n+1/2} dx \tag{2.6}\end{align*}
\]

and

\[
\begin{align*}
\mathbf{I}_2 &= \frac{e}{\pi} \sum_{n \geq 0} \frac{(-1)^n}{(2n+1)!} \int_{-1}^{1} e^{xt-x^2} x^{2n+2}(1-x^2)^{n+1/2} dx \\
& = \frac{2e}{\pi} \sum_{n \geq 0} \frac{(-1)^n}{(2n+1)!} \sum_{k \geq 0} \frac{t^{2k}}{(2k)!} \int_{0}^{1} e^{-x^2} x^{2n+2k+2}(1-x^2)^{n+1/2} dx. \tag{2.7}\end{align*}
\]

Now, \(\text{Section 3.383(1)}\) implies that

\[
\int_{0}^{1} e^{-x^2} x^{2n+2k}(1-x^2)^{n+1/2} dx = \frac{\Gamma(n + \frac{3}{2})\Gamma(n + k + \frac{1}{2})}{2\pi e^{2\Gamma(2n + k + 2)}} F_1(n + \frac{3}{2}; 2n + k + 2; 1),
\]

so that, with \(\chi = t^2/4\) the inner sum over \(k\) appearing in the expression that emerges on the right-hand side of (2.6) and defines \(\mathbf{I}_1\) is

\[
\begin{align*}
\frac{\sqrt{\pi}}{2e} \sum_{k \geq 0} \frac{\chi^k \Gamma(n + k + \frac{1}{2})}{k! \Gamma(k + \frac{1}{2})} \sum_{r \geq 0} \frac{\Gamma(n + r + \frac{3}{2})}{r! \Gamma(2n + k + r + 2)}
& = \frac{\sqrt{\pi}}{2e} \sum_{r \geq 0} \frac{\Gamma(n + r + \frac{3}{2})}{r!} \sum_{k \geq 0} \frac{\chi^k (k + \frac{1}{2}) \cdots (k + n - \frac{1}{2})}{k! \Gamma(2n + k + r + 2)}
\end{align*}
\]
A similar argument produces the representation

\[
I_1 = \sqrt{\frac{\chi}{\pi}} \sum_{n \geq 0} \frac{(-1)^n}{(2n)!} \sum_{r \geq 0} \frac{\Gamma(n + r + \frac{3}{2})}{r!} \left( \frac{d}{d\chi} \right)^n \left[ \chi^{-r/2-1} I_{2n+r+1}(2\sqrt{\chi}) \right].
\]

Hence,

\[
I_1 = \sqrt{\frac{\chi}{\pi}} \sum_{n \geq 0} \frac{(-1)^n}{(2n)!} \sum_{r \geq 0} \frac{\Gamma(n + r + \frac{3}{2})}{r!} \left( \frac{d}{d\chi} \right)^n \left[ \chi^{-r/2-1} I_{2n+r+1}(2\sqrt{\chi}) \right].
\]

A similar argument produces the representation

\[
I_2 = \sqrt{\frac{\chi}{\pi}} \sum_{n \geq 0} \frac{(-1)^{n+1}}{(2n+1)!} \sum_{r \geq 0} \frac{\Gamma(n + r + \frac{3}{2})}{r!} \left( \frac{d}{d\chi} \right)^{n+1} \left[ \chi^{-r/2-1/2} I_{2n+r+2}(2\sqrt{\chi}) \right].
\]

This then leads to the following expressions in terms of the derivatives of specific modified Bessel functions for \(I_1\) and \(I_2\):

\[
I_1 = \frac{2t}{\sqrt{\pi}} \sum_{n \geq 0} \frac{(-2)^n}{(2n)!} \sum_{r \geq 0} \frac{2^r \Gamma(n + r + \frac{3}{2})}{r!} \left( \frac{1}{t} \frac{d}{dt} \right)^n \left[ t^{-r-2} I_{2n+r+1}(t) \right] \tag{2.8}
\]

and

\[
I_2 = \frac{2t}{\sqrt{\pi}} \sum_{n \geq 0} \frac{(-2)^n}{(2n+1)!} \sum_{r \geq 0} \frac{2^r \Gamma(n + r + \frac{3}{2})}{r!} \left( \frac{1}{t} \frac{d}{dt} \right)^{n+1} \left[ t^{-r-1} I_{2n+r+2}(t) \right]. \tag{2.9}
\]

To conclude, note that the validity of representation (2.8) is easily obtained by combining (2.2), (2.3), (2.4), (2.8) and (2.9). □

3. Two lemmas pertaining to a certain integrated tail which involves a Bessel function

In this section, we establish two analytic assertions for the “integrated tail” that involves some modified Bessel functions.

**Lemma 1** For arbitrary fixed parameter \(\rho > 1/2\) and argument \(y \in \mathbb{R}_+^1\),

\[
2^{\rho-1} \cdot \Gamma(\rho) \cdot \int_y^\infty \frac{e^{-x} I_{\rho-1}(x)}{x^\rho} \, dx = -\gamma + y \cdot \zeta(1, \rho + \frac{1}{2}, \frac{1}{2}, 2) - 2y - \log(2y) + \psi(2\rho - 1) - \psi(\rho - \frac{1}{2}). \tag{3.1}
\]

**Proof of Lemma** By [3] (10.32.2), we have the following integral representation valid for \(\rho > 1/2\):

\[
I_{\rho-1}(x) = \frac{(\pi x)^{\rho-1}}{\sqrt{\pi} \Gamma(\rho - \frac{1}{2})} \int_{-1}^{1} (1 - t^2)^{\rho-3/2} e^{xt} \, dt.
\]

Consider the integral

\[
J := 2^{\rho-1} \Gamma(\rho) \int_y^\infty \frac{e^{-x} I_{\rho-1}(x)}{x^\rho} \, dx.
\]
where in view of [3 (6.6.2)], the inner integral equals
\[ E_1(y(1-t)) = -\gamma - \log y(1-t) - \sum_{n \geq 1} \frac{(-)^n y^n (1-t)^n}{n! n!} . \]

\(^1\) Here, \( E_1(z) := \int_1^\infty t^{-1} e^{-t} \, dt \) is the exponential integral. Subsequently,
\[
J = \frac{\Gamma(\rho)}{\sqrt{\pi} \Gamma(\rho - \frac{1}{2})} \left\{ (-\gamma - \log y) \int_{-1}^1 (1-t^2)^{\rho-3/2} \, dt \right. \\
- \int_{-1}^1 (1-t^2)^{\rho-3/2} \log(1-t) \, dt - S \right\} \\
= -\gamma - \log y - \frac{1}{2} (\psi(\rho - \frac{1}{2}) - \psi(\rho)) - \frac{\Gamma(\rho) S}{\sqrt{\pi} \Gamma(\rho - \frac{1}{2})},
\]
where
\[
S = \sum_{n \geq 1} \frac{(-y)^n}{n \cdot n!} \int_{-1}^1 (1-t^2)^{\rho-3/2} (1-t^n) \, dt \\
= \sum_{n \geq 1} \frac{(-y)^n}{n \cdot n!} \int_{-1}^1 (1-t)^{\rho+n-3/2} (1+t) \, dt \\
= \sum_{n \geq 1} \frac{(-y)^n}{n \cdot n!} n^{2n+2\rho-2} \int_0^1 w^{\rho+n-3/2} (1-w)^{\rho-3/2} \, dw \\
= 2^{2\rho-2} \Gamma(\rho - \frac{1}{2}) \sum_{n \geq 1} \frac{(-y)^n}{n \cdot n!} \frac{\Gamma(n+\rho-\frac{1}{2})}{\Gamma(n+2\rho-1)} \\
= 2^{2\rho-2} \Gamma(\rho - \frac{1}{2}) \Gamma(\rho + \frac{1}{2}) \sum_{n \geq 0} \frac{(-y)^{n+1}(\rho+\frac{1}{2})_n}{(n+1)(2)_{2n}(2\rho)_n}.
\]

Hence,
\[
\frac{\Gamma(\rho) S}{\sqrt{\pi} \Gamma(\rho - \frac{1}{2})} = -y \sum_{n \geq 0} \frac{(-2y)^n}{(2)_n(2\rho)_n n!} \left( \frac{(1,1,\rho+\frac{1}{2})}{(2,2,2\rho)_n} ; -2y \right) = -y_3 F_3\left( \frac{1,1,\rho+\frac{1}{2}}{2,2,2\rho} ; -2y \right).
\]

Using the result
\[
\psi(2\rho - 1) = \frac{1}{2} (\psi(\rho - \frac{1}{2}) - \psi(\rho)) + \log 2,
\]
we finally find that for \( y > 0 \),
\[
J = -\gamma - \log 2y + \psi(2\rho - 1) - \psi(\rho - \frac{1}{2}) + y_3 F_3\left( \frac{1,1,\rho+\frac{1}{2}}{2,2,2\rho} ; -2y \right),
\]
and (3.1) is thus proved. \( \square \)
Lemma 2 For an arbitrary fixed \( \rho > 1/2 \), the following Poincaré asymptotic expansion holds as \( y \to +\infty \):
\[
\int_y^\infty e^{-x} \frac{I_{\rho-1}(x)}{x^\rho} \, dx \sim \frac{y^{-\rho+1/2}}{\sqrt{2\pi}} \sum_{k=0}^{\infty} \frac{(-1)^k \Gamma(\rho + k - \frac{1}{2})}{(\rho + k - \frac{1}{2}) \Gamma(\rho - k - \frac{1}{2})} (2y)^{-k}. \tag{3.2}
\]

Proof of Lemma 2 In order to establish (3.2), we find from (3.1) that for \( y \in \mathbb{R}_+ \),
\[
\int_y^\infty e^{-x} \frac{I_{\rho-1}(x)}{x^\rho} \, dx = \frac{2^{1-\rho}}{\Gamma(\rho)} \left\{ -\Lambda(y) + y \cdot _3F_3\left( \begin{array}{c} 1, 1, \rho + \frac{1}{2} \\ 2, 2, 2\rho \end{array} ; -2y \right) \right\}, \tag{3.3}
\]
where
\[
\Lambda(y) := \gamma + \log(2y) + \psi(\rho - \frac{1}{2}) - \psi(2\rho - 1).
\]
From [5, Section 7.2.3 (12)], we have the integral representation
\[
_3F_3\left( \begin{array}{c} 1, 1, \rho + \frac{1}{2} \\ 2, 2, 2\rho \end{array} ; -2y \right) = \frac{\Gamma(2\rho)}{\Gamma(\rho + \frac{1}{2})} \frac{1}{2\pi i} \int_L \frac{\Gamma(-s)\Gamma(s + \rho + \frac{1}{2})}{(s + 1)^2\Gamma(s + 2\rho)} (2y)^s \, ds,
\]
where \( L \) is a path parallel to the imaginary \( s \)-axis that separates the poles of \( \Gamma(-s) \) from the double pole at \( s = -1 \) and the simple (when \( \rho > 1/2 \)) poles at \( s = -\rho - \frac{1}{2} - k \), where \( k = 0, 1, 2 \ldots \). Noting that the residue at the double pole \( s = -1 \) is given by \( \Lambda(y)/y \), we find upon displacement of the integration path to the left in the usual manner that as \( y \to +\infty \),
\[
y_3F_3\left( \begin{array}{c} 1, 1, \rho + \frac{1}{2} \\ 2, 2, 2\rho \end{array} ; -2y \right) \sim \Lambda(y) + \frac{y\Gamma(2\rho)}{\Gamma(\rho + \frac{1}{2})} 
\times \sum_{k=0}^{\infty} \frac{(-1)^k \Gamma(\rho + k - \frac{1}{2})}{(\rho + k - \frac{1}{2}) \Gamma(\rho - k - \frac{1}{2})} (2y)^{-k-1/2}.
\]
The representation (3.2) then follows upon use of the duplication formula for the gamma function. \( \square \)

4. Two modified Bessel function inequalities

In this section, we establish the following two (possibly) unknown inequalities involving the modified Bessel function \( I_\nu(x) \) whose consideration was motivated by the needs of probability theory, but which are also important for the theory of special functions in their own right (see formulas (4.11) and (4.12)).

Theorem 2 Fix an arbitrary real \( \nu > -1/2 \) and assume that the argument \( x \in \mathbb{R}_+^1 \). Then the following two inequalities hold:
\[
\frac{1}{x} I_\nu(x) I_{\nu+1}(x) > I_{\nu+1}(x)^2 - I_\nu(x) I_{\nu+2}(x); \tag{4.1}
\]
\[
I_\nu(x) > \left( 1 + \frac{2\nu + 1}{2x} \right) I_{\nu+1}(x). \tag{4.2}
\]

The second inequality (4.2) implies that for \( x > 0 \) and \( \nu > -1/2 \),
\[
I_\nu(x) > I_{\nu+1}(x), \tag{4.3}
\]
which was established by Jones [2].
Proof of Theorem 2

(i) In order to prove (4.1), we denote \( f(x) := e^{-x} g(x) \), where
\[
g(x) := x^{-\nu} I_\nu(x). 
\]
Then
\[
f'(x) = e^{-x} (g'(x) - g(x)) = e^{-x} x^{-\nu} (I_{\nu+1}(x) - I_\nu(x)) < 0
\]
by virtue of (4.3).

Also,
\[
f''(x) = e^{-x} (g(x) - 2g'(x) + g''(x)),
\]
and so the convexity condition (4.6) reduces to the inequality (4.1).

Now \( g'(x) = x^{-\nu} I_{\nu+1}(x) \), and \( g''(x) = x^{-\nu-1} I_{\nu+1}(x) + x^{-\nu} I_{\nu+2}(x) \),

so that the convexity condition (4.6) reduces to the inequality (4.1).

From \([3, (10.32.15)]\), we have the integral representation
\[
I_\mu(x) I_\nu(x) = \frac{2}{\pi} \int_0^{\pi/2} I_{\mu+\nu}(w) \cos(\mu - \nu) \theta \, d\theta
\]
for \( \mu + \nu > -1 \), where \( w := 2x \cos \theta \). This enables us to express the products of Bessel functions in inequality (4.1) in terms of a single Bessel function. Then (4.1) becomes \( J > 0 \), where
\[
J := \frac{2}{\pi} \int_0^{\pi/2} \{ I_{2\nu+1}(w) \cos \theta - x I_{2\nu+2}(w)(1 - \cos 2\theta) \} \, d\theta
\]
\[
= \frac{2}{\pi} \int_0^{\pi/2} \{ I_{2\nu+1}(w) \cos \theta - 2x I_{2\nu+2}(w) \sin^2 \theta \} \, d\theta.
\]

An integration by parts applied to the first integral then yields
\[
J = \frac{2}{\pi} I_{2\nu+1}(0) + \frac{4x}{\pi} \int_0^{\pi/2} \{ I'_{2\nu+1}(w) - I_{2\nu+2}(w) \} \sin^2 \theta \, d\theta.
\]

But
\[
I'_{2\nu+1}(w) = I_{2\nu+2}(w) + \frac{2\nu + 1}{w} I_{2\nu+1}(w)
\]
and so
\[
J = \frac{2}{\pi} I_{2\nu+1}(0) + \frac{2(2\nu + 1)}{\pi} \int_0^{\pi/2} I_{2\nu+1}(w) \frac{\sin^2 \theta}{\cos \theta} \, d\theta.
\]

The integral behaves near \( \theta = \pi/2 \) like \( 2w^{\nu+1} \cos^{\nu+1} \theta \cos \theta \) and so converges provided \( \nu > -1/2 \) and in this case \( I_{2\nu+1}(0) = 0 \). Since the integrand is non-negative in \( \theta \in [0, \pi/2] \) it follows that \( J > 0 \), which concludes the proof of the validity of inequality (4.1).
(ii) In order to prove inequality (4.2), note that with \( f(x) \) defined as above, we have
\[
f''(x) = e^{-x}(g(x) - 2g'(x) + g''(x)) = x^{-\nu} e^{-x} \{ I_\nu(x) + I_{\nu+2}(x) \}
\]
\[+ x^{-1} I_{\nu+1}(x) - 2 I_{\nu+1}(x) \} = 2x^{-\nu} e^{-x} \left\{ I_\nu(x) - \left( 1 + \frac{2\nu + 1}{2x} \right) I_{\nu+1}(x) \right\}
\]
upon use of the fact that
\[ I_\nu(x) + I_{\nu+2}(x) = 2 I_\nu(x) - \frac{2\nu + 2}{x} I_{\nu+1}(x). \]

From [3, (10.32.2)] we have the integral representation
\[
I_\nu(x) = \frac{(\frac{x}{2})^\nu}{\sqrt{\pi} \Gamma(\nu + \frac{1}{2})} \int_0^\pi e^x \cos \theta \sin^{2\nu} \theta \, d\theta \quad (\nu > -1/2)
\]
so that
\[
J' := \sqrt{\pi} \cdot \Gamma(\nu + 1/2)(x/2)^{-\nu} \left\{ I_\nu(x) - \left( 1 + \frac{2\nu + 1}{2x} \right) I_{\nu+1}(x) \right\}
\]
\[= \int_0^\pi e^x \cos \theta \sin^{2\nu} \theta \left( 1 - \frac{2\nu + 1}{2x} \right) \frac{x \sin^2 \theta}{2\nu + 1} \, d\theta
\]
\[= \int_0^\pi e^x \cos \theta \sin^{2\nu} \theta \cdot (1 - \frac{1}{2} \sin^2 \theta) \, d\theta - \frac{x}{2\nu + 1} \int_0^\pi e^x \cos \theta \sin^{2\nu+2} \theta \, d\theta \right\}.
\]
An integration by parts applied to the second integral yields
\[
\frac{x}{2\nu + 1} \int_0^\pi e^x \cos \theta \sin^{2\nu+2} \theta \, d\theta = \int_0^\pi e^x \cos \theta \sin^{2\nu} \theta \cos \theta \, d\theta,
\]
where the integrated term vanishes provided \( \nu > -1/2. \) Hence,
\[
J' = \int_0^\pi e^x \cos \theta \sin^{2\nu} \theta \cdot \left( 1 - \frac{1}{2} \sin^2 \theta - \cos \theta \right) \, d\theta
\]
\[= \int_0^\pi e^x \cos \theta \sin^{2\nu} \theta \cdot \sin^4(\theta/2) \, d\theta > 0
\]
thereby establishing the validity of (4.2). \( \Box \)
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