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Abstract

This paper studies the multi-commodity two-echelon capacitated vehicle routing problem with time windows. This problem takes customer-specific origin to destination, non-substitutable demands into account. The main components are: (i) first echelon tours, (ii) second echelon tours and (iii) movement of commodities from first echelon to second echelon, considering route connection and synchronization. Exploiting the structure of the problem, we propose a decomposition scheme which decouples the first and second echelon routing problems, by deleting the third component, and re-couples them by using constraints ensuring movement of commodities between the two echelons. Based on this decomposition, we present (i) a number of model formulations for the MC-2E-VRPTW, and (ii) develop an exact solution approach for this real-life problem. A computational study on a comprehensive set of instances shows the effectiveness in terms of computational effort and solution quality.
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1. Introduction

An important city logistics solution approach for planning freight vehicles going into cities, each delivering small drop quantities, is to consolidate these volumes outside the city, in so-called urban distribution centers. In this case, a second layer of distribution centers is introduced, with the sole purpose to increase efficiency both stream upward (from the shipping warehouses) and stream downward (towards the customers) (Savelsbergh and Van Woensel, 2016). As suggested by (Cuda et al., 2015), these two-echelon problems receive more and more attention (both in the literature and in practice) but mostly these efforts are focused on basic problem variants. Many important real-life issues still need to be incorporated and analyzed.
More specifically, we study an important real-life variant of the two-echelon vehicle routing problem (2E-VRP) where customer-specific (non-substitutable) goods are transferred to customers by using intermediate facilities. There are three types of facilities that are located in a hierarchical structure: (i) Freight depots (distribution centers) are intermodal logistic sites located at the first level and act as the sources of consolidated goods; (ii) Intermediate facilities are used to consolidate goods coming from depots into same vehicle tours and are located at the second level; (iii) Final customers are located at the last level and are destinations of the goods. Whereas the (freight) depots are quite far from the end customers, the intermediate facilities are located closer to the customers, facilitating more efficient last mile distribution with greener vehicles (Grangier et al. (2016)).

The distinguishing real-life feature added to the two-echelon problem considered, is the inclusion of customer-specific demand (i.e. non-substitutable origin-destination flows, e.g., parcel, package). In this case, each demand starts from a specific depot and is supposed to be delivered to a specific customer. Most of the existing studies in the field of 2E-VRP focused on the basic variant of the problem without customer-specific demand. Clearly, this assumption is not realistic in practice (where parcels are typically non-interchangeable among customers). Although some papers introduced the concept of customer-specific demand in the 2E-VRP (e.g., Crainic et al. (2009)), the related routing problems are not treated extensively from an optimization point of view.

Our problem on-hand is referred to as the multi-commodity two-echelon capacitated vehicle routing problem with time windows (denoted as MC-2E-VRPTW in the remainder of this paper). We handle customer-specific demands by defining commodities. A commodity consists of the destination customer, its origin depot, a specific volume, and a time window in which the delivery should take place. Note that every customer directly corresponds to a single commodity.

In what follows, we use the terminology proposed by Crainic et al. (2010): the intermediate facilities are called satellites, the first echelon vehicles are referred to as urban vehicles (e.g., large trucks) and the second echelon vehicles are called city freighters (e.g., vans, bikes, etc.). The MC-2E-VRPTW is an extension of the 2E-VRP, which differs significantly by additionally considering multiple commodities and time windows for customers. It is known from the literature that the 2E-VRP is a complex problem for which only a limited number of algorithms (both exact and heuristic) are proposed. For an overview of two-echelon distribution systems, we refer the interested reader to the survey by Cuda et al. (2015).

The objective of this paper is to present (i) a number of model formulations for the MC-2E-VRPTW, and (ii) develop an effective exact solution approach. The contributions of this paper are as follows:

1. The MC-2E-VRPTW model formulations involve arc-based and path-based formulations, as well as a combined arc-path based model. Solution approaches involving
branch-and-price based algorithms are discussed for the developed model formulations. In this way, we assess the quality of all model formulations and solution approaches, from an optimal solution perspective. Note that the current literature has only focused on the basic variant of the 2E-VRP, ignoring customer-specific demands.

2. We build an exact solution algorithm to deal with our problem. We extend the solution approach developed by Dellaert et al. (2019). This requires better lower bound estimates for the first echelon tours and new types of capacity constraints in the 2-path formulation.

3. The numerical evaluation through a large set of instances demonstrates the power of the developed models and their respective solution methods. We study the strengths and weaknesses of the proposed solution approaches for the different formulations. We are able to solve instances up to 100 customers and 5 satellites to (near-)optimality.

The remainder of this paper is organized as follows. A literature review of the 2E-VRP is given in Section 2. The problem description is discussed in Section 3. We describe the modeling approaches and the different mathematical formulations in Section 4. Details of the MC2E-2P formulation are given in Section 5. The computational experiments are presented and discussed in Section 6. We conclude and give suggestions for future research in Section 7.

2. Literature review

The problem addressed in this paper fits within the larger two/multi-echelon routing and location-routing literature, but includes attributes that few papers in that literature do. Cuda et al. (2015) discusses both aspects in their 2E-VRP survey, while the location-routing surveys of Nagy and Salhi (2007) and, more recently, Prodhon and Prins (2014) discuss the 2E-VRP literature.

Crainic et al. (2009) introduced a 2E-VRP with origin-destination time-dependent demand, capacitated intermediate facilities, and time-dependent, synchronized, multi-depot, heterogeneous fleets (on all echelons), multi-tours, and time windows. The authors introduce a path-based MIP formulation and discuss solution avenues, but do not present any computational experiments. Perboli and Tadei (2010); Perboli et al. (2011) formally introduced the term 2E-VRP for the basic problem setting where most of the attributes mentioned above are not included (e.g., the problem is static with no synchronization, the demand is single substitutable product, fleets are homogeneous). The authors proposed a MIP formulation and derived valid inequalities. Huang et al. (2018) study the delivery cost impact of route choice restrictions in the 2E-VRP setting. A two-echelon multi-trip vehicle routing problem with a dynamic satellite is considered in He and J.Li (2019).

Several meta-heuristics were proposed for the 2E-VRP in its basic setting (e.g., Crainic et al., 2010; Mancini, 2013; Crainic et al., 2013, 2008). The two meta-heuristics that currently offer the best performances are the large neighborhood searches proposed by Hemmelmayr et al. (2012) and Breunig et al. (2016) (see also Breunig et al., 2019).
A limited number of papers concentrate on developing exact algorithms for the 2E-VRP. Contardo et al. (2012) propose lower and upper bounds for the 2E-CVRP combining a branch-and-cut algorithm based on addressing a new 2-index formulation of the problem and the ALNS of Hemmelmayr et al. (2012). An exact algorithm is also proposed by Baldacci et al. (2013), where a new mathematical formulation for the problem is introduced and used to derive valid lower bounds. The authors develop an exact algorithm based on a decomposition of the problem into a limited set of multi-depot capacitated vehicle routing problems with side constraints. Gonzalez-Feliu (2008) presents a column generation method to solve the linear programming relaxation of the problem. Jepsen et al. (2013) show that the proposed mixed integer liner programming formulation by Perboli et al. (2011) may not provide a correct upper bound when more than two satellites are selected in the solution. They propose a branch and cut method, based on an edge flow model. Santos et al. (2013) and Santos et al. (2014) present two branch-and-price implementations. Marques et al. (2019) propose a branch-cut-and-price algorithm, including several advances features to handle the 2E-CVRP. Dellaert et al. (2019) worked on branch-and-price based algorithms for the 2E-CVRP considering time windows.

As this brief literature survey indicates, several important attributes are still not addressed in the 2E-VRP literature, in particular the multi-commodity, non-substitutable origin-to-destination demand, in combination with customer time windows.

The rest of the paper presents the formal description, formulations, solution methods, and experimental results we propose for the MC-2E-VRPTW.

3. Problem description

Consider a directed graph $G = (V,A)$ with the vertex set $V$ and the arc set $A$. The vertex set $V$ is partitioned into $V = \mathcal{P} \cup \mathcal{S} \cup \mathcal{Z}$ where $\mathcal{P}$ is the set of depot locations, $\mathcal{S}$ is the set of satellite locations and $\mathcal{Z}$ is the set of customer locations. The edge set $A$ is partitioned to $A = A_1 \cup A_2$, where $A_1$ is the set of first echelon arcs from node $i \in \mathcal{P} \cup \mathcal{S}$ to node $j \in \mathcal{S}$ and from node $i \in \mathcal{S}$ to node $j \in \mathcal{P}$ (returning to depot) and $A_2$ is the set of second echelon arcs from node $i \in \mathcal{S} \cup \mathcal{Z}$ to node $j \in \mathcal{Z}$ and from node $i \in \mathcal{Z}$ to node $j \in \mathcal{S}$ (returning to satellite). There is a travel cost $c_{ij}$ associated with each arc $(i,j) \in A$ which represents the transportation cost of a vehicle traveling on the arc form node $i$ to node $j$. Moreover, there is a travel time $t_{ij}$ associated with each arc $(i,j) \in A$ which represents the travel time of a vehicle on the arc.

Each satellite is open and ready to give service. A constant service time $s_i$ is considered for each satellite $i$ where the de-consolidation and consolidation occurs. Clearly, in many cases, a variable service costs could be incurred as well, representing the loading and offloading of the vehicles. To keep the models tractable, we leave the inclusion of this variable costs for future research. In practice (van Duin et al., 2010; Kin et al., 2018), most of the satellites (or Urban Consolidation Centers) have ample capacity, as they mainly operate as a cross-dock. Mostly, no inventory is carried in the satellites. More restrictive, could be e.g. the docking capacity for the vehicles (city freighters and urban vehicles). This dimension is left out of scope in this paper and we leave this for future research.
Each customer \( z \in Z \) has a demand of size \( d_z \) from the depot \( p_z \) which should be delivered within hard time window \([a_z, b_z]\) (the delivery of the commodity is not allowed either before the start of the window or after the end of this window). There is a service time \( s_z \), required to unload the commodity from a city freighter and deliver it to the customer \( z \).

A homogeneous fleet of urban vehicles \( T \) is used to transfer commodities from depots to satellites. Each urban vehicle \( \tau \in T \) has a capacity of \( K^{(1)} \) and a fixed cost \( h^{(1)} \) paid per tour. Similarly, a homogeneous fleet of city freighters \( \Upsilon \) is used to transfer freight from satellites to customers. Each city freighter \( \upsilon \in \Upsilon \) has a capacity of \( K^{(2)} \) and associated fixed cost \( h^{(2)} \) paid per tour.

Define an itinerary of a commodity as an urban vehicle tour (starting from the origin depot of the commodity) continued by a transshipment operation at a satellite and a city freighter tour used to transfer the commodity from the satellite to its destination customer. The associated urban vehicle tour starts (and ends) at the depot where the commodity is available and visits the associated satellite where the transshipment occurs. Similarly, the associated city freighter tours start (and end) at the satellite and visit the customer. An itinerary is feasible if the associated city freighter departs from the satellite after the associated urban vehicle arrived at the satellite and the time windows of the customer is respected.

Every shipment follows the two echelons connected through the satellites where de-consolidation and consolidation activities take place:

- **First echelon** Consolidated commodities are picked up by urban vehicles (first echelon vehicles) from depots and are delivered to the satellites. Each urban vehicle tour starts from a depot, delivers a subset of commodities to a subset of satellites and ends at the same depot.

- **De-consolidation and consolidation** Commodities received from one or more urban vehicle tours are de-consolidated first and then consolidated to one or multiple city freighters at satellites. Satellites have no capacity constraints.

- **Second echelon** Consolidated commodities are distributed to the final customers by city freighter tours (second echelon vehicles). Each city freighter tour starts from a satellite and delivers a subset of commodities to their customers and ends at the same satellite.

Transferring goods from one urban vehicles to city freighters at satellites requires a connection and synchronization between the urban vehicle and the city freighter which are used to transfer the same commodity. (i) Connection: the urban vehicle should deliver the commodity to the starting satellite of the city freighter. (ii) Synchronization: the departure time of the city freighter should be later than the arrival time of the urban vehicle to the satellite (clearly, a city freighter which is transferring a subset of commodities should wait for the arrival of all urban vehicles which bring at least one of these commodities).

A solution for the problem consists of the first and second echelon routing decisions such that these two echelon routes are connected and synchronized. Additionally, for each
commodity, its path (as a combination of the first and second echelon routes) through the network is described in full (from origin to destination via a specific satellite). Therefore, an optimal solution of the problem consists of the vehicle tours of both echelons such that each commodity is delivered to its associated customer through a satellite, while the time windows of customers are respected, and the total transportation costs are minimized.

Figure 1 shows an example of the problem with 2 depots \{A, B\}, 3 satellites \{i, ii, iii\} and 8 customers \{1, ..., 8\}. A possible feasible solution is shown, which consists of two urban vehicle tours and three city freighter tours. An example of the consolidation activities can be observed at satellite (ii) where the commodities of customers \{2, 3, 4, 5, 7\} delivered by two urban vehicle tours, originating from depots A and B, are consolidated to one city freighter tours to finally deliver them to the customers.

![Figure 1: An MC-2E-VRPTW instance](image)

4. Mathematical model formulations

In this section, we first discuss some of the modeling choices for the MC-2E-VRPTW. Then, the mathematical formulations are explained.

4.1. Modeling discussion

A straightforward arc-based formulation is inspired from the arc-based formulation of the (single commodity) 2E-VRPTW proposed by Dellaert et al. (2019). Dealing with multiple commodities brings the need to introduce extra variables and constraints to show how these commodities are transferred from depots to customers. Specifically, we introduce assignment variables to show which urban vehicle, city freighter and satellite is used to handle each
commodity. These variables are used to introduce constraints which assure that the first
and second echelon vehicle tours are connected and synchronized. This model has the typical
challenges of the arc-based models. It is intractable to all but small size instances of the
problem. This poor computational performance mainly arises from the fact that the LP-
relaxation of the mathematical formulation of this model provides poor lower bounds for
the problem.

Inspired on the framework introduced by Crainic et al. (2009), using an integrated model-
ing approach, we propose a 3-path model formulation, denoted as the multi-commodity two-
echelon three-path formulation, or MC2E-3P. The three types of paths are in this model: (1)
the first echelon tours, (2) the second echelon tours and (3) the interconnected two-echelon
structures (itineraries) which manage the flow and synchronization for the demands. How-
ever, solving this proposed 3-path formulation is not straightforward using column generation
(see Section 4.3 for a detailed discussion). The challenge is that the reduced cost formula-
tions rely on unknown dual variables (see Section 4.3). There is some literature to estimate
the unknown dual variables (e.g., Rezaei (2016) and Gendreau et al. (2002)). Also note that
Muter et al. (2013) proposed a simultaneous column-and-row generation mechanism to deal
with a similar issue.

As an alternative, we decouple the two routing elements by eliminating the itinerary
paths, but re-coupling them with constraints which ensure the synchronization. This de-
composition makes the two routing elements independent. Therefore different modeling
approaches can be used for each routing element independent of the other one. This ap-
proach leads to two model formulation variations: a 2-path formulation and an arc-path
formulation. The 2-path formulation builds on the approach of Baldacci et al. (2013) and
Dellaert et al. (2019). The combined arc-path model benefits from advantages of both arc-
based and path-based modeling approaches. In both cases, because of the high density of
the second echelon graph, a path-based modeling approach is used for the second echelon.
Additionally, extra variables and constraints are used to connect and synchronize the first
and second echelon vehicle tours.

In the next sections, we describe the different model formulations in detail.

4.2. A 2-arc formulation (MC2E-2A)

In the 2-arc formulation, we model all flow decisions as arc variables. Specifically, the
decision variables are categorized into three main categories:

- First echelon routing (arc-based):
  - Route definition: \( r_{ij}^\tau = 1 \) if arc \((i, j), i \in P \cup S, j \in S\) is traveled by urban vehicle \( \tau \in T \); 0 otherwise;
  - Vehicle selection: \( u_\tau = 1 \) if vehicle \( \tau \in T \) is used at the first echelon; 0 otherwise;
  - Commodity-urban vehicle assignment: \( y_z^\tau = 1 \) if demand of customer \( z \) is assigned
to vehicle \( \tau \in T \);
  - Timing: \( \omega_s^\tau \) shows the arrival time of the urban vehicle \( \tau \) at satellite \( s \).
• Second echelon routing (path-based):
  
  – Route definition: \( x_{ij}^{\upsilon} = 1 \) if arc \((i, j), i \in S \cup Z, j \in Z\), is traveled by city freighter \( \upsilon \in \Upsilon \); 0 otherwise;
  
  – Vehicle selection: \( u_{\upsilon} = 1 \) if city freighter \( \upsilon \in \Upsilon \) is used at the second echelon; 0 otherwise;(note that each vehicle can make only one trip)
  
  – Commodity-city freighter assignment: \( y_{\upsilon}^{z} = 1 \) if demand of customer \( z \) is assigned to city freighter \( \upsilon \in \Upsilon \);
  
  – Timing: \( \omega_{\upsilon}^{z} \) shows the arrival time of the city freighter \( \upsilon \) at customer \( z \).

• Connecting the first and second echelon routes:
  
  – Commodity-satellite assignment: \( q_{s}^{z} = 1 \) if the demand of the customer \( z \) is satisfied through satellite \( s \).

This formulation is referred to as the MC2E-2A formulation because the arc flow variables are used to represent the components of the problem at both echelons. The MC2E-2A formulation for the MC-2E-VRPTW can be written as follows:

\[
\text{minimize } \sum_{\tau \in T} \sum_{i \in P \cup S} \sum_{j \in P \cup S} c_{ij} r_{ij}^{\tau} + \sum_{\upsilon \in \Upsilon} \sum_{i \in S \cup Z} \sum_{j \in S \cup Z} c_{ij} x_{ij}^{\upsilon} \\
+ \sum_{\upsilon \in \Upsilon} h^{\upsilon} u_{\upsilon} + \sum_{\tau \in T} h^{\tau} u_{\tau} \\
\text{subject to:} \\
\sum_{l \in P \cup S} t_{ij}^{\tau} - \sum_{l \in P \cup S} r_{jl}^{\tau} = 0, \quad \forall j \in P \cup S, \tau \in T \quad (2) \\
\sum_{i \in S} \sum_{j \in P} r_{ij}^{\tau} \leq u_{\tau}, \quad \forall \tau \in T \quad (3) \\
\sum_{s \in S} r_{ps}^{\tau} \geq y_{z}^{\tau}, \quad \forall z \in Z, \tau \in T \quad (4) \\
\sum_{z \in Z} d_{z} y_{z}^{\tau} \leq K^{(1)} u_{\tau}, \quad \forall \tau \in T \quad (5) \\
\sum_{\tau \in T} y_{z}^{\tau} = 1, \quad \forall z \in Z \quad (6) \\
\omega_{\upsilon}^{z} \geq \omega_{\upsilon}^{\tau} + t_{ij} + s_{i} - M(1 - r_{ij}^{\tau}), \quad \forall i \in S \cup P, j \in S, \tau \in T \quad (7) \\
M(2 - y_{z}^{\tau} - q_{s}^{z}) + \sum_{k \in P \cup S} r_{sk}^{\tau} \geq 1, \quad \forall z \in Z, s \in S, \tau \in T \quad (8) \\
\sum_{j \in S \cup Z} x_{ij}^{\upsilon} - \sum_{j \in S \cup Z} x_{jl}^{\upsilon} = 0, \quad \forall j \in S \cup Z, \upsilon \in \Upsilon \quad (9)
\]
\[ \sum_{s \in S} \sum_{v \in T} x_{sv}^v = u_v, \quad \forall v \in \Upsilon \]  
\[ \sum_{k \in S \cup Z} x_{zk}^v + \sum_{k \in Z} x_{zk}^s - q_{sz}^v \geq y_{z}^v, \quad \forall z \in Z, s \in S, v \in \Upsilon \]  
\[ \sum_{k \in S \cup Z} x_{zk}^v \geq y_{z}^v, \quad \forall z \in Z, v \in \Upsilon \]  
\[ \sum_{z \in Z} d_{z}y_{z}^v \leq K^v u_v, \quad \forall v \in \Upsilon \]  
\[ \sum_{v \in \Upsilon} y_{z}^v = 1, \quad \forall z \in Z \]  
\[ \omega_{z}^v \geq \omega_{i}^v + t_{iz} + s_{i} - M(4 - x_{iz}^v - q_{i}^z - y_{z}^{\tau} - y_{z}^v), \quad \forall z \in Z, i \in S, \tau \in T, v \in \Upsilon \]  
\[ \omega_{z}^v \geq \omega_{i}^v + t_{ij} + s_{i} - M(1 - x_{ij}^v), \quad \forall i \in Z, j \in Z, v \in \Upsilon \]  
\[ \omega_{z}^v \geq a_{z} - M(1 - y_{z}^v), \quad \forall z \in Z, v \in \Upsilon \]  
\[ \omega_{z}^v \leq b_{z} - M(1 - y_{z}^v), \quad \forall z \in Z, v \in \Upsilon \]  
\[ r_{ij}^z \in \{0, 1\}, \quad \forall i, j \in S \cup P, \tau \in T \]  
\[ x_{ij}^v \in \{0, 1\}, \quad \forall i, j \in S \cup Z, v \in \Upsilon \]  
\[ q_{j}^z \in \{0, 1\}, \quad \forall z \in Z, s \in S \]  
\[ y_{z}^v \in \{0, 1\}, \quad \forall z \in Z, i \in T \cup \Upsilon \]  
\[ u_{i} \in \{0, 1\}, \quad \forall i \in T \cup \Upsilon \]  
\[ \omega_{s}^v \geq 0, \quad \forall s \in S, \tau \in T \]  
\[ \omega_{z}^v \geq 0, \quad \forall z \in Z, v \in \Upsilon \]  

Objective function (1) minimizes the total cost which consists of first echelon transportation cost, second echelon transportation cost and vehicle usage costs.

Constraint (2) is the flow conservation constraint for the first echelon. Constraint (3) relates the urban vehicle selection and first echelon routing variables. Constraint (4) ensures that if a commodity is assigned to an urban vehicle, then that vehicle departs from the depot where the commodity is available. Constraint (5) is the capacity constraint for urban vehicles. Constraint (6) ensures that each commodity is assigned to one urban vehicle. Constraint (7) relates the arrival time of an urban vehicle to a satellite with the arrival time at the preceding location (either a depot or a satellite). Constraint (8) relates the commodity-satellite assignment variables with the first echelon routing variables. Actually, it assures that if a commodity is assigned to a satellite \( (q_{sz}^v = 1) \) and an urban vehicle \( (y_{z}^{\tau} = 1) \), then the urban vehicle should bring the commodity to the satellite \( (\sum_{k \in P \cup S} r_{sk}^\tau > 0) \).

Constraint (9) is the flow conservation constraint for the second echelon. Constraint (10) relates the city freighter selection and second echelon routing variables. Constraint (11) assures that if a commodity is assigned to a city freighter and is handled through a satellite, then the city freighter should start from the satellite and visit the destination customer of the commodity. Constraint (12) ensures that if a commodity is assigned to a city
freighter, then that vehicle visits the destination customer of the commodity. Constraint (13) is the capacity constraint for city freighters. Constraint (14) assures that each commodity is assigned to a city freighter.

Constraint (15) relates the arrival time of an urban vehicle (to a satellite) and arrival time of a city freighter (to a customer) if they meet at a satellite to transfer a commodity and the customer is visited as the first customer in the city freighter tour. Constraint (16) relates the arrival times of a city freighter to a pair of customers \((i, j)\) if \(j\) is visited immediately after \(i\). Constraints (17) and (18) are hard time window constraints. Constraints (19-25) are the domain constraints.

4.3. A 3-Path formulation (MC2E-3P)

Let \(R\) denote the set of all urban vehicle tours. Each urban vehicle tour \(r \in R\) starts (and ends) at a depot and visits a subset of satellites \(S_r\) with an associated cost \(c_r\). This captures the first echelon transportation cost and the vehicle usage cost. In a similar way, let \(L\) denote the set of all feasible city freighter tours. Each city freighter tour \(l \in L\) starts (and ends) at a satellite and visits a subset of customers \(Z_l\). The associated second echelon transportation cost and the vehicle usage cost are captured in the city freighter tour cost \(c_l\).

Moreover, let \(B_z\) be the set of all feasible itineraries for the commodity of the customer \(z\). Each itinerary \(\beta \in B_z\) starts from the depot \(p_z\), employing urban vehicle tour \(r(\beta)\), arrives at satellite \(s_\beta \in S_{r(\beta)}\), takes a city freighter tour \(l(\beta)\) together with demands of other customers \(Z_{l(\beta)}\), departs from the satellite and arrives at final customer within the time window. As arrival and departure times of the urban vehicle tours and city freighter tours are known, it is straightforward to establish the feasibility of an itinerary.

Let us define the following decision variables:

- First echelon routing: \(\lambda_r = 1\) if urban vehicle tour \(r\) is selected; 0 otherwise;
- Second echelon routing: \(\delta_l = 1\) if city freighter tour \(l\) is selected; 0 otherwise;
- Commodity itineraries: \(\gamma_\beta = 1\) if itinerary \(\beta\) is selected; 0 otherwise.

The 3-Path formulation of the MC-2E-VRPTW (denoted as MC2E-3P) becomes:

\[
\begin{align*}
\text{minimize} & \quad \sum_{r \in R} c_r \lambda_r + \sum_{l \in L} c_l \delta_l \\
\text{subject to} & \quad \sum_{z \in Z} \sum_{\beta \in B^r_z} d_z \gamma_\beta \leq K^{(1)} \lambda_r, \quad \forall r \in R \\
& \quad \sum_{\beta \in B^l_z} \gamma_\beta \leq \delta_l, \quad \forall l \in L, z \in Z \\
& \quad \sum_{\beta \in B_z} \gamma_\beta = 1, \quad \forall z \in Z \\
& \quad \lambda_r \in \{0, 1\}, \quad \forall r \in R \\
\end{align*}
\]
\( \delta_l \in \{0, 1\}, \quad \forall l \in L \) 
\( \gamma_\beta \in \{0, 1\}, \quad \forall \beta \in B_z, z \in Z \) 

The objective function (26) minimizes the total cost which is the sum of urban vehicle and city freighter services cost. Constraint (27) ensures that for any urban vehicle tour the capacity of the associated urban vehicle is respected. Note that, for each urban vehicle tour \( r \) and the commodity of customer \( z \), \( B'_r = \{ \beta \in B_z | r(\beta) = r, r \in R \} \) shows all itineraries of the commodity which use that urban vehicle tour. In a similar way, for each city freighter tour \( l \) and the commodity of customer \( z \), \( B'_l = \{ \beta \in B_z | l(\beta) = l, l \in L \} \) shows all itineraries of the commodity which use that city freighter tour. Constraint (28) relates city freighter tours with itineraries. Constraint (29) indicates that each commodity should be satisfied employing only one itinerary. Constraints (30 - 32) are the domain constraints.

4.4. A 2-Path formulation (MC2E-2P)

Observe again that the itineraries govern the flow of the demands, and impose synchronization requirements. Once the itineraries are eliminated, the two echelon routes become decoupled and thus constraints should re-couple them. Note that, for each commodity an urban vehicle and a city freighter should meet at a satellite such that the departure time of the city freighter is after the arrival time of the urban vehicle and a possible service time.

For the 2-Path formulation (denoted as MC2E-2P), we fix a first level routing, by which the variables \( \lambda_r \) are no longer decision variables (Baldacci et al., 2013). Following Dellaert et al. (2019), we first determine good lower bounds for all relevant first echelon routes and consider them as candidates according to their lower bounds. Knowing the arrival times of all first level trips and the latest departure times of all second level trips, we can determine for every column/second level trip whether it is feasible for this first echelon routing and which quantities must be delivered by which combination of first level trips. At this phase, it is not necessary to set the commodity itineraries and assign customers of second level trips to first level trips. It is sufficient to make sure that the aggregate capacity to do so is present. The actual assignment problem has no influence on the total cost and only has to be solved in the end when we have an integer feasible solution for the first and second level routing and the only remaining decision is the itinerary choice \( \gamma_\beta \).

For the aggregate capacity problem, we consider the demand from the depots independently. Let \( M \) be the set of first level trips that we consider and \( L^M \) the set of feasible second level trips for the set \( M \). Let \( C^M_d \) denote the subset of \( M \) that contains the feasible first level trips leaving from depot \( d \) for the second level trip \( l \). It is an empty set when no customers from depot \( d \) are involved in trip \( l \). For every depot, the number of possible feasible sets is at most two to the power of the number of first level trips from that depot minus 1. Number all combinations \( 1, \ldots, S^M \), where each set \( C^M_d \) corresponds with such a combination. We denote the demand for trip \( l \) to be delivered by combination \( s \) as \( d^l_s \). The total capacity of each combination is based on the total capacity of the first level trips in the combination, denoted by \( K^M_s \). Finally, let \( b_{lz} \) indicate whether customer \( z \) is served in trip \( l \).

Now, we give our MC2E-2P formulation:
minimize $C_M + \sum_{l \in L^M} c_l \delta_l$ \hspace{1cm} (33)

subject to $\sum_{l \in L^M} d_{sl} \delta_l \leq K_s^M, \quad \forall s \in S^M$ \hspace{1cm} (34)

$\sum_{l \in L^M} b_{lz} \delta_l = 1, \quad \forall z \in Z$ \hspace{1cm} (35)

$\delta_l \in \{0, 1\}, \quad \forall l \in L$ \hspace{1cm} (36)

**Example**

In order to illustrate Constraint (34), consider the following example. Suppose that five first level trips visit (i.e. arrive at) satellite $1$. The trips 1, 2 and 3 are departing from depot 1 and have arrival times of 50, 100 and 150, respectively. The trips 4 and 5 are departing from depot 2, and have arrival times of 60 and 90.

Suppose six trips are leaving from satellite 1. Table 1, describes the quantities required from depot 1 and from depot 2, and the departure time from the satellite (the satellite has a service time of 10). Then, the last 5 columns present the $d_{sl}$- values for the specific relevant combinations of first level trips.

| Combination | 1 | 2 | 3 | 4 | 5 |
|-------------|---|---|---|---|---|
| Second level | Depot 1 | Depot 2 | Dep. time | \{1\} | \{1,2\} | \{1,2,3\} | \{4\} | \{4,5\} |
| 1 | 20 | 30 | 75 | 20 | 20 | 20 | 30 | 30 |
| 2 | 40 | 0 | 70 | 40 | 40 | 40 | 0 | 0 |
| 3 | 0 | 50 | 85 | 0 | 0 | 0 | 50 | 50 |
| 4 | 50 | 0 | 115 | 0 | 50 | 50 | 0 | 0 |
| 5 | 20 | 30 | 130 | 0 | 20 | 20 | 0 | 30 |
| 6 | 40 | 0 | 180 | 0 | 0 | 40 | 0 | 0 |

4.5. A combined arc-path formulation (MC2E-A-P)

Let $L^*_z \subset L$ denote the subset of city freighter tours which start from the satellite $s$ and visit the customer $z$. Moreover, the constant $\xi_{ij}^l = 1$ indicates that the city freighter $l$ visits the customer $j$ immediately after visiting customer $i$. Similarly, the constant $\pi_{ij}^l = 1$ indicates that the city freighter $l$ visits both customers $i$ and $j$, but the customer $i$ is visited as the first customer in the tour.

- First echelon routing (arc-based):
  - Route definition: $r_{ij}^\tau = 1$ if arc $(i, j), i \in P \cup S, j \in S$, is traveled by urban vehicle $\tau \in T$; 0 otherwise;
- Vehicle selection: \( u_\tau = 1 \) if vehicle \( \tau \in T \) is used at the first echelon; 0 otherwise.
- Commodity-urban vehicle assignment: \( y_\tau^z = 1 \) if demand of customer \( z \) is assigned to vehicle \( \tau \in T \);
- Timing: \( \omega_\tau^s \) shows the arrival time of the urban vehicle \( \tau \) at satellite \( s \).

- Second echelon routing (path-based):
  - City freighter tour: \( \delta_l = 1 \) if city freighter tour \( l \) is selected; 0 otherwise;
  - Timing: \( \omega_z \) shows the arrival time at customer \( z \).

- Connecting the first and second echelon routes:
  - Commodity-satellite assignment: \( q_s^z = 1 \) if the demand of the customer \( z \) is satisfied through satellite \( s \).

The MC2E-A-P formulation of the MC-2E-VRPTW becomes:

\[
\text{minimize} \, \sum_{\tau \in T} \sum_{i \in P \cup S} \sum_{j \in P \cup S} c_{ij} r_{ij}^\tau + \sum_{\tau \in T} h^{(1)} u_\tau + \sum_{l \in L} c_l \delta_l \\
\text{subject to} \, \sum_{l \in P \cup S} r_{ij}^\tau - \sum_{l \in P \cup S} r_{jl}^\tau = 0, \quad \forall j \in P \cup S, \tau \in T \\
\sum_{i \in S} \sum_{j \in P} r_{ij}^\tau \leq u_\tau, \quad \forall \tau \in T \\
\sum_{s \in S} r_{p_z,s}^\tau \geq y_\tau^z, \quad \forall z \in Z, \tau \in T \\
\sum_{z \in Z} d_z y_\tau^z \leq K^{(1)} u_\tau, \quad \forall \tau \in T \\
\sum_{\tau \in T} y_\tau^z = 1, \quad \forall z \in Z \\
\omega_j^\tau \geq \omega_j^\tau + t_{ij} + s_i - M(1 - r_{ij}^\tau), \quad \forall i \in S \cup P, j \in S, \tau \in T \\
M(2 - y_j^z - q_j^k) + \sum_{k \in P \cup S} r_{s_k}^\tau \geq 1, \quad \forall z \in Z, s \in S, \tau \in T \\
\sum_{s \in S} q_s^z = 1, \quad \forall z \in Z \\
\sum_{l \in L} \delta_l = q_z^s, \quad \forall z \in Z, s \in S \\
\omega_i \geq \omega_k^\tau + t_{ki} + s_k - M(4 - r_{kj}^\tau - q_i^k - q_j^k - \sum_{l \in L} \pi_{ij}^1 \delta_l), \\
\forall i \in Z, j \in Z, k \in S, \tau \in T
\]
\[ \omega_j \geq \omega_i + t_{ij} + s_i - M(1 - \sum_{l \in L} \xi_{ij}^l \delta_l), \quad \forall i \in Z, j \in Z \] (48)

\[ \omega_z \geq a_z, \quad \forall z \in Z \] (49)

\[ \omega_z \leq b_z, \quad \forall z \in Z \] (50)

\[ r_{ij}^\tau \in \{0, 1\}, \quad \forall i, j \in S \cup P, \tau \in T \] (51)

\[ q^s_z \in \{0, 1\}, \quad \forall s \in Z, s \in S \] (52)

\[ y^i_z \in \{0, 1\}, \quad \forall z \in Z, i \in T \] (53)

\[ u_i \in \{0, 1\}, \quad \forall i \in T \] (54)

\[ \delta_l \in \{0, 1\}, \quad \forall l \in L \] (55)

\[ \omega^s_\tau \geq 0, \quad \forall s \in S, \tau \in T \] (56)

\[ \omega^v_z \geq 0, \quad \forall z \in Z, v \in \Upsilon \] (57)

There are three sets of constraints: (1) Constraints (38-44) are associated with the first echelon, (2) Constraints (45-47) are associated with both first and second echelons (synchronization), and (3) constraints (48 - 50) are associated with the second echelon.

The objective function (37) minimizes the total transportation and vehicle usage cost at both echelons. Constraints (38-44) are similar as the MC2E-2A formulation.

Constraint (45) makes sure that each commodity is handled through a satellite. Constraint (46) relates the commodity-satellite assignment variables with the second echelon routing variables. It assures that if a commodity is assigned to a satellite, then one city freighter tour should depart from the satellite and deliver the commodity to the associated customer. Constraint (47) relates the arrival time at each customer with the arrival time of an urban vehicle at a satellite, if the customer is visited as the first customer in a city freighter tour and the urban vehicle feeds the city freighter.

Constraint (48) relates the arrival times at pair of customers, if one of the customers is visited immediately after visiting the other customer by a city freighter. Constraints (49) and (50) are hard time windows constraints. Constraints (51-56) are domain constraints.

The MC2E-A-P formulation encompasses a large number of city freighter tours to be generated. A column generation method combined with a branch-and-bound approach (branch-and-price) is used to solve this formulation.

5. Branch-and-Price based solution approach for the MC2E-2P model formulation

The MC2E-2P problem formulation can be solved by a smart enumeration of the first level combinations and using a branch-and-price approach, using \( \psi_s \) and \( \varphi_z \) as the dual variables respectively associated to Constraints (34) and (35). After this reformulation, we can use the approach from Dellaert et al. (2019). In the Appendix, we give a basic solution approach for the MC2E-A-P formulation.

For each of the first echelon configurations, we derive a lower bound for the total costs by considering the exact first echelon costs and a dual-cost-based lower bound estimation for
the second echelon, based upon aggregate characteristics of the first echelon configuration. We sort the first echelon configurations in increasing costs and step-wise add them to the branch-and-bound tree, whenever the lower bound of the branch-and-bound tree solution exceeds the lower bound of the next first echelon configuration. At each node of the branch-and-bound tree, a relaxed master problem (RMP) is obtained by considering the new set of city freighter tours $L$ at the LP-relaxation of the MC2E-2P formulation (33-36).

An insertion algorithm is used to solve the pricing problem to generate negative reduced cost city-freighter tours. Multiple branching strategies are used to create the branch-and-bound tree. We use a best-first strategy, which selects the branch with the best lower bound value. Algorithm 1 summarizes the procedure and each step is described in detail in the following sections.

**Algorithm 1** Pseudo-code of the MC2E-2P branch-and-price algorithm

Initialization:
- Generate the sorted set of all relevant first echelon configurations $M$
- Start the tree with the lowest cost configuration as a root node $T = \{\text{root}\}$

1: while $LB < UB$ do
2:   Select a node from the tree $T$
3:   while there exists at least one negative reduced cost city freighter tour do
4:     for each first level trip and corresponding satellites $s \in S$ do
5:        Solve the pricing problem with the exact insertion procedure
6:     Add the generated city freighter tours to $L'$
7:     Solve LP-relaxation of the problem (33)-(36) by replacing $L$ with $L'$
8:   Perform strong branching, considering the best option among:
9:     - Branch on 2 commodities in the same tour
10:    - Branch on the commodity-satellite combination
11:    - Branch on a complete tour
12:   Set the $LB$ equal to the lowest lower bound value of the leaf nodes of the tree $T$
13:  If an integer solution is found: check assignment and update $UB$
14:  Add a new first echelon configuration when its lower bound $< LB$.

**Evaluating the LP (Lines (3-7))**

The column generation scheme searches for the city freighter tour with the most negative reduced cost by solving a pricing problem. Using $\psi_s$ and $\varphi_z$ as the dual variables associated to Constraints (34) and (35), respectively, and $r$ as the first echelon configuration of the node, the pricing problem is formulated as follows:

$$\min_{\ell \in L^M} \{ \bar{c}_\ell = c_\ell - \sum_{z \in Z_\ell} \varphi_z + \sum_{s \in S^M} d_{sl} \psi_s \}$$  \hspace{1cm} (58)
City freighter tours with negative reduced cost values are added to $L'$ and the RMP with new $L'$ is re-solved. This is repeated until no city freighter tour with negative reduced cost exists.

The pricing problem (58) uses all information about the schedule of the city freighter (departure time from the satellite, arrival and departure times at customers). Thus, only tours that are feasible for this specific first level configuration $r$ are considered. By considering all relevant combinations of first level trips and satellites one by one, a search space explosion is avoided. In our insertion procedure we first rank the potential customers in decreasing dual costs. This is also the insertion sequence. We also explicitly calculate the savings potential for every combination of remaining capacity and last inserted customer and using this we can easily prune solutions that cannot lead to the most negative reduced cost solution.

**Branching strategy (Lines (9-11))**

As usual, we use branching to deal with fractional values of the decision variables. We deal with multiple types of decision variables. Therefore, the branching is done on:

- Combination of two commodities in a tour,
- Commodity-satellite assignment variables,
- Fixing one complete tour.

In our strong branching, we first select good candidates, based on fractional solutions close to 0.5, and for the 12 potentially strongest candidates, we determine the improvement to the objective function by solving each of the corresponding LP-relaxations with the existing columns. Ultimately, the one with the largest improvement is chosen.

**Issues with larger problems**

When we deal with larger problems (i.e., 50 or more commodities, 5 or more satellites), it is important that we have good lower bounds for the first level configurations, as there are many potential candidates. We improve the lower bounds by explicitly considering aggregate characteristics, like the earliest departure times from the satellites and the potential commodities from other depots in every configuration. It is important to keep a good balance between improving the branch-and-bound tree LB, adding new configurations, and searching for a better upper bound. To find a better upper bound, we diversify the search to consider the node with the lowest number of fractional solutions (rather than lowest costs). Of course, finding optimal solutions is not always possible for larger problem sizes and heuristic solutions become inevitable.

**6. Computational study**

We present the results of computational tests on newly generated instances of the problem using the proposed models. All tests were performed using C++ on a PC with Intel Core
i7-4770 Processor (3.40 GHz) and 8.00 GB of RAM. CPLEX v12.6.0 was used to solve the arc-based formulation and the LP-relaxations. We report the computation time and the bounds to show the performance of our algorithms.

No instances are available in the literature for the MC-2E-VRPTW. We modify instances of the 2E-VRPTW from the literature to generate MC-2E-VRPTW instances. In order to introduce commodities, a random depot is assigned to each customer (commodity). There is one set of instances for the 2E-VRPTW in the literature proposed by Dellaert et al. (2019). These instances are generated by simulating an urban area.

There are four categories of instances differing in the time windows and demands of customers: $C_a$, $C_b$, $C_c$ and $C_d$. For all instances, urban vehicle capacity, city freighter capacity, urban vehicle cost and city freighter cost are set to $K^{(1)} = 200$, $K^{(2)} = 50$, $h^{(1)} = 50$, $h^{(2)} = 25$. Moreover, the service time for all customers and satellites is set to 10.

We keep the notation of Dellaert et al. (2019) to address instances, but add "MC" to the start of the instance names.

6.1. Performance of the MC2E-2A formulation

We test the 2-arc model on instances with 2 depots, 3 satellites and 15 customers, due to the long CPU time required to solve all other larger instances.

Table 2 gives the results for the MC2E-2A formulation using CPLEX for these instances. We impose a time limit of one hour. As expected with arc-based formulations, CPLEX fails to solve any of the instances to optimality and is not able to generate any upper bound for 3 instances.

6.2. The MC2E-2P model formulation and solution approach

We consider the MC2E-2P formulation and solution approach to work on some larger problems up to 100 customers ($|Z| = \{50, 100\}$).

From Table 3 we learn that most instances with 50 customers can be solved to optimality, some of them even within a few minutes. Most of the cases with 100 customers and 2 depots can be solved close to optimality, but when we have 3 depots and 5 satellites we have a maximum gap of almost 4 percent.

In the last column, labeled $FLC$ we give the number of First Level Combinations that are added to the branch-and-bound tree. We see that this number can be really huge for the case with 5 satellites. In the case of 50 customers, it takes less time to add a first level combination than in the case of 100 customers and, therefore, we can add more combinations in our limited computation time. The large number of combinations that are added to the tree is completely different from the single commodity situation, as considered in Dellaert et al. (2019). When there is only a single commodity, which can be supplied by all depots, most first level tours in the optimal situation only visit one (nearby) satellite, whereas in the multi-commodity situation most of the first level tours visit multiple satellites in order to make better second level tours.
Table 2: Results for the MC2E-2A formulation: instances with 2 depots, 3 satellites and 15 customers

| Instance   | LB    | UB    | GAP%  | B&B N. |
|------------|-------|-------|-------|--------|
| MC-Ca1-2-3-15 | 497.701 | -     | -     | 178,602 |
| MC-Ca2-2-3-15 | 447.528 | 757.856 | 40.95 | 206,823 |
| MC-Ca3-2-3-15 | 442.433 | -     | -     | 227,780 |
| MC-Ca4-2-3-15 | 429.047 | 708.112 | 39.41 | 147,126 |
| MC-Ca5-2-3-15 | 447.307 | 618.553 | 27.68 | 195,130 |
| MC-Cb1-2-3-15 | 494.759 | 730.880 | 32.38 | 62,631 |
| MC-Cb2-2-3-15 | 403.037 | -     | -     | 251,682 |
| MC-Cb3-2-3-15 | 474.070 | 638.259 | 25.72 | 143,879 |
| MC-Cb4-2-3-15 | 407.561 | 724.645 | 43.76 | 158,590 |
| MC-Cb5-2-3-15 | 396.025 | 674.662 | 41.30 | 143,879 |
| MC-Cc1-2-3-15 | 466.829 | 823.838 | 43.33 | 153,326 |
| MC-Cc2-2-3-15 | 403.907 | 593.751 | 31.97 | 160,693 |
| MC-Cc3-2-3-15 | 450.340 | 699.634 | 35.63 | 179,734 |
| MC-Cc4-2-3-15 | 411.939 | 753.934 | 45.36 | 141,069 |
| MC-Cc5-2-3-15 | 386.194 | 621.434 | 37.85 | 177,390 |
| MC-Cd1-2-3-15 | 499.340 | 670.776 | 25.56 | 142,850 |
| MC-Cd2-2-3-15 | 389.781 | 734.455 | 46.93 | 253,184 |
| MC-Cd3-2-3-15 | 439.991 | 752.754 | 41.55 | 176,237 |
| MC-Cd4-2-3-15 | 430.357 | 642.778 | 30.05 | 171,910 |
| MC-Cd5-2-3-15 | 419.241 | 621.021 | 32.49 | 289,874 |

| Average    | 36.76% |

6.3. The effect of commodities

In this section, we describe the effect of single versus multiple commodities. We evaluate first in terms of the effect on the solution method and, secondly, in terms of costs.

In general, the solution time increases in the multi-commodity situation. Especially in cases with more depots, the number of first level trips increase, as there is no pooling between depots. In the optimal solution, we see far more multi-satellite routes in the first level. We thus need to consider many more first level combinations because of the bigger gap between initial lower bound and optimal solution. We also noticed this effect in the arc-path formulation, where it was even stronger. For the second level routes, we have to consider more satellite options, with different departure times, although often with fewer customers. The percentage of trips with customers from multiple depots is between 30 and 70 percent. In all situations a minimum number of vehicles is used at the first level, and at the second level only occasionally an extra vehicle is used. All in all, we can say that the multi-commodity situation with 3 or more depots is tougher than the single commodity problem.

In terms of costs, we observe a 13 percent total cost increase for the 2 depot situation and 27 percent for the 3 depot situation. The cost increase is the largest for the first level travel costs. Table 4 obtains the percentage cost increases for the four cost categories.
Table 3: Results for the MC2E-2P formulation: Instances with 2/3 depots, 3/5 satellites and 50/100 customers

| Instance     | LB_i | LB_f | UB    | CPU (s) | FLC |
|--------------|------|------|-------|---------|-----|
| MC-Ca1-2-3-50| 1738.77 | 1808.20 | 1808.20 | 43      | 271 |
| MC-Ca2-2-3-50| 1656.24 | 1738.86 | 1743.18 | 10,800  | 476 |
| MC-Ca3-2-3-50| 1709.48 | 1766.50 | 1766.50 | 186     | 556 |
| MC-Ca4-2-3-50| 1567.42 | 1607.81 | 1607.81 | 30      | 565 |
| MC-Ca5-2-3-50| 1566.21 | 1617.26 | 1617.26 | 116     | 268 |
| MC-Ca1-3-5-50| 1745.20 | 1814.70 | 1814.70 | 4,386   | 8308|
| MC-Ca2-3-5-50| 1747.96 | 1828.66 | 1828.66 | 4,758   | 26972|
| MC-Ca3-3-5-50| 1586.75 | 1664.81 | 1664.81 | 2,158   | 21565|
| MC-Ca4-3-5-50| 1630.29 | 1711.82 | 1711.82 | 200     | 4667|
| MC-Ca5-3-5-50| 1546.71 | 1685.09 | 1685.09 | 2,469   | 34964|
| MC-Ca1-2-3-100| 3112.96 | 3121.87 | 3134.32 | 10,800  | 208 |
| MC-Ca2-2-3-100| 3201.22 | 3261.86 | 3283.98 | 10,800  | 247 |
| MC-Ca3-2-3-100| 2910.12 | 3002.82 | 3004.25 | 10,800  | 290 |
| MC-Ca4-2-3-100| 3224.04 | 3290.17 | 3337.43 | 10,800  | 1633|
| MC-Ca5-2-3-100| 3052.79 | 3093.20 | 3103.31 | 10,800  | 427 |
| MC-Ca1-3-5-100| 3176.95 | 3206.67 | 3206.67 | 2,919   | 7531|
| MC-Ca2-3-5-100| 2961.56 | 2981.76 | 3097.73 | 10,800  | 4368|
| MC-Ca3-3-5-100| 2967.09 | 3000.80 | 3029.88 | 10,800  | 4759|
| MC-Ca4-3-5-100| 3050.66 | 3070.90 | 3140.37 | 10,800  | 11911|
| MC-Ca5-3-5-100| 2896.13 | 2922.13 | 2981.56 | 10,800  | 2996|

7. Conclusions and Future Research

In this paper, we introduced the MC-2E-VRPTW which deals with commodities to manage the indirect shipment of non-substitutable demands from specific origin depots to final customer through satellites.

We modeled this problem in different ways. We designed a 3-path formulation which defines urban vehicle tours, city freighter tours and itineraries as the three types of path variables. This formulation is a compact one but has big challenges when column generation is used to solve LP-relaxations. The reduced cost formulations rely on unknown dual variables which seems to make this formulation not suitable for branch-and-price. We de-

Table 4: Average percentage cost increase per echelon

| Instance     | Fixed costs 1e | Travel costs 1e | Fixed costs 2e | Travel costs 2e | Total |
|--------------|----------------|----------------|----------------|----------------|-------|
| MC-Ca-2-3-50 | 10             | 58             | 0              | 14             | 15    |
| MC-Ca-3-5-50 | 25             | 105            | 1              | 35             | 33    |
| MC-Ca-2-3-100| 5              | 61             | 1              | 11             | 12    |
| MC-Ca-3-5-100| 15             | 100            | 0              | 31             | 22    |
composed the problem into the first and second echelon routing problems and replaced the itineraries by constraints securing the synchronization.

Alternative formulations are discussed. A 2-arc formulation is proposed where arc-flow variables are used to represent the routes at both echelons. We also introduced a combined arc-path formulation which uses an arc-based modeling approach for the first echelon and a path-based modeling approach for the second echelon and lets constraints connect and synchronize the vehicle routes of the first and second echelons. Finally, we elaborated on a 2 path formulation, where again constraints do the flow synchronization. We designed branch-and-price algorithms. The 2-path model and solution approach proved to be efficient and effective. We succeeded to solve instances with up to 5 satellites and 100 customers to near-optimality.

The proposed models are essential for further research. In terms of modeling, extensions of the proposed models could be studied to capture more realistic aspects (e.g., uncertainty in problem parameters, time-dependent travel times, etc.). In terms of solution approach, a branch-and-cut-and-price method could be investigated. Moreover, a branch-and-price method could be developed for the 3-path formulation by estimating the unknown dual variables. Alternatively, a simultaneous column-and-row generation mechanism seems promising as well (Muter et al., 2013). In addition, math-heuristic and meta-heuristic methods could be studied to solve bigger problem instances.
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Appendix A. Outline of the MC2E-A-P algorithm

The proposed MC2E-A-P algorithm is based on a column generation method (see Lübbecke and Desrosiers (2005) for an overview) which computes the lower bounds (Lines (3-9)). At each node of a branch-and-bound tree, a restricted master problem (RMP) is achieved by replacing the set of city freighter tours \( L \) by a subset \( L' \subset L \) at the LP-relaxation of the MC2E-A-P formulation (Line 9). However, all first echelon routing arc variables \( (r^\tau_{ij}, u^\tau, y^\tau_z, \text{ and } \omega^\tau_s) \), second echelon timing variables \( (\omega^z) \), and the commodity-satellite assignment variables \( (q^s_z) \) are the input of the model.

Both heuristics and an exact algorithm are used to solve a pricing problem to generate negative reduced cost city freighter tours (Lines (5-7)). Multiple branching strategies are used to create the branch-and-bound tree (Lines (10-13)). We use a best-first strategy, which selects the branch with the best lower bound value. Each step is described in detail in the following sections. The outline of the proposed algorithm is given in Algorithm 2.

Algorithm 2 Pseudo-code of the MC2E-A-P branch-and-price algorithm

Initialization:

A search tree with a root node \( T = \{\text{root}\} \)
An initial set of city freighter tours \( L' \)

1: while \( LB \leq UB \) do
2: Select a node from the tree \( T \)
3: while there exists at least one negative reduced cost city freighter tour do
4: for each satellite \( s \in S \) do
5: Solve the pricing problem with:
6: The heuristic labeling: if new tours found, go to Line 8
7: The exact labeling
8: Add the generated city freighter tours to \( L' \)
9: Solve LP-relaxation of the problem (37)-(56) by replacing \( L \) with \( L' \)
10: Branch on the number of city freighter tours, if not possible, go to Line 11
11: Branch on the first echelon routing variables, if not possible go to Line 12
12: Branch on the commodity-satellite variables, if not possible go to Line 13
13: Branch on the second echelon arcs
14: Set the \( LB \) equal to the lowest lower bound value of the leaf nodes of the tree \( T \)
15: if an integer solution is found: update \( UB \)

Evaluating the LP (Lines (3-9))

Replace the constraints (51-55) in the model (37-56) by continuous domain constraints to get an LP-relaxation which provides a lower bound for the problem. For the first echelon
we also add sub-tour elimination constraints.

An RMP is obtained by replacing \( L \) by \( L' \) in the LP-relaxation problem. Starting from a small \( L' \) new columns are generated in an iterative manner. Let \( \theta_s^z, z \in Z, s \in S, \varrho_{ij}^{s\tau}, i \in Z, j \in Z, s \in S, \tau \in T \) and \( \rho_{ij} \) be the dual variables associated with constraints (46), (47) and (48) respectively. The column generation scheme searches for the city freighter tour with the most negative reduced cost by solving a pricing problem. The pricing problem is formulated as follows:

\[
\min_{l \in L} \{ \bar{c}_l = c_l - \sum_{z \in Z_l} \theta_s^z(l) + M \sum_{i \in Z} \sum_{j \in Z, \tau \in T} \pi_{ij}^l \varrho_{ij}^{s(l)\tau} + M \sum_{i \in Z} \sum_{j \in Z} \xi_{ij}^l \rho_{ij} \} \quad (A.1)
\]

City freighter tours with negative reduced cost values are added to \( L' \) and the RMP with new \( L' \) is re-solved. This is repeated until no city freighter tour with negative reduced cost exists.

The pricing problem (A.1) finds city freighter tours without any information about the schedule of the city freighter (departure time from the satellite, arrival and departure times at customers). As an attempt to exclude some infeasible city freighter tours, we consider the earliest possible departure time for each city freighter tour. This is simply the time distance of the starting satellite to the closest depot plus the service time of the satellite.

The exact departure times are calculated in Constraints (47-50) which make sure that the routes are feasible regarding the time. Considering that such a city freighter tour could start from (and end at) any satellite, it is reasonable to consider each satellite independently. Therefore, to solve the pricing problem we define \(|S|\) subproblems, where in each subproblem, we consider a particular satellite individually. Each subproblem with a particular satellite \( s \) is defined on a modified directed graph \( G'_s = (V'_s, A'_s) \) with the vertex set \( V' = \{s\} \cup Z \) and edge set \( A' = \{(i, j) \in A^2 | i \in V', j \in V'\} \).

**Branching strategy (Lines (10-13))**

We use branching to deal with fractional values of the decision variables. Let \( \mathbb{L} \) be the set of all existing city freighter tours for the current node. Furthermore, for each pair of customers \((i, j)\), let \( L_{ij} \subset \mathbb{L} \) show the set of city freighter tours where customer \( j \) is visited immediately after visiting customer \( i \).

Therefore, the branching is done as follows:

- **First echelon routing variables.** We branch on a route definition variable \( r_{ij}^\tau \) by making two nodes where \( r_{ij}^\tau = 0 \) at one of the nodes and \( r_{ij}^\tau = 1 \) at the other node. We use a most infeasible branching strategy for these variables (select the variable with the closest value to 0.5).

- **Commodity-satellite assignment variables.** We branch on a commodity-satellite assignment variable \( q_s^z \) by making two nodes where \( q_s^z = 0 \) at one of the nodes and \( q_s^z = 1 \) at the other node. We select the variable by a most infeasible branching strategy.
• Number of city freighter tours variables. We branch on the number of city freighter tours $|\sum_{l \in L} \delta_l|$ by making two nodes where $|\sum_{l \in L} \delta_l| > \lceil |\sum_{l \in L} \delta_l| \rceil$ at one of the nodes and $|\sum_{l \in L} \delta_l| < \lfloor |\sum_{l \in L} \delta_l| \rfloor$ at the other node.

• Second echelon arc variables. We branch on a second echelon arc $(i, j)$ (pair of customers) by making two nodes where the arc is forced to be used by a city freighter tour at one node and it is forbidden to be used at the other node.

A strong branching strategy is used. We use a most infeasible strategy to find candidate pairs which are potentially good options to be used in branching ($\arg \max_{i \in Z, j \in Z} |0.5 - \sum_{l \in L_{ij}} \delta_l|$). The final candidate pair is the candidate that gives the best improvement to the objective function by solving each of the corresponding LP-relaxations only with the existing columns.