Algebraic change-point detection
Michel Fliess, Cédric Join, Mamadou Mboup

To cite this version:
Michel Fliess, Cédric Join, Mamadou Mboup. Algebraic change-point detection. Applicable Algebra in Engineering, Communication and Computing, Springer Verlag, 2010, 21 (2), pp.131-143. 10.1007/s00200-010-0119-z . inria-00439226

HAL Id: inria-00439226
https://hal.inria.fr/inria-00439226
Submitted on 6 Dec 2009

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Michel Fliess · Cédric Join · Mamadou Mboup

Algebraic change-point detection

Received: date / Revised: date

Abstract Elementary techniques from operational calculus, differential algebra, and noncommutative algebra lead to a new approach for change-point detection, which is an important field of investigation in various areas of applied sciences and engineering. Several successful numerical experiments are presented.
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1 Introduction

Let \( f : \mathbb{R} \to \mathbb{R} \) be a piecewise smooth function with discontinuities at \( t_1, t_2, \ldots \). Its pointwise derivative \( f^{(1)} \) which exists and is continuous except at \( t_1, t_2, \ldots \), and its distribution derivative \( f' \) in Schwartz’s sense are, as well known, related by

\[
  f'(t) = f^{(1)}(t) + (f(t_1^+) - f(t_1^-)) \delta(t-t_1) + (f(t_2^+) - f(t_2^-)) \delta(t-t_2) + \ldots
\]
where
\[ f(\tau^+) = \lim_{t \downarrow \tau} f(t), \quad f(\tau^-) = \lim_{t \uparrow \tau} f(t), \]
\[ \delta \text{ is the Dirac delta function.} \]

A huge literature\(^1\) has been devoted to the detection of \(t_1, t_2, \ldots\), which is a crucial question in signal processing, in diagnosis, and in many other fields of engineering and applied sciences, where those discontinuities are often called \textit{change-points} or \textit{abrupt changes}.\(^2\) Difficulties are stemming from

\[- \text{- corrupting noises which are blurring the discontinuities,} \]
\[- \text{- the combined need of} \]
\[- \text{- fast online calculations,} \]
\[- \text{- a feasible software and/or hardware implementation.} \]

Most of the existing literature is based on statistical tools (see, for instance, [1, 4, 5, 8] and the references therein).

The origin of our algebraic viewpoint lies in the references [18, 19] which are devoted to the parametric identification of linear systems in automatic control.\(^3\) We employ elementary techniques stemming from operational calculus,\(^4\) differential algebra and noncommutative algebra. We are replacing Eq. (1) by its operational analogue which is easier to handle. Restricting ourselves to solutions of operational linear differential equations with rational coefficients lead to noncommutative rings of linear differential operators. By representing a change-point by a \textit{delay operator}, i.e., an operational exponential, Sect. 2 concludes with the \textit{identifiability} of change-points, i.e., the possibility of expressing them via measured data.\(^5\) Higher order change-points, i.e., discontinuities of derivatives of various orders are briefly discussed in Sect. 3. Sect. 4 presents several successful numerical experiments,\(^6\) which

\[- \text{- exhibit good robustness properties with respect to several types of additive} \]
\[- \text{- and multiplicative corrupting noises;} \]
\[- \text{- indicate that our approach is still valid outside of its full mathematical} \]
\[- \text{justification.} \]

Preliminary results may be found in [17] and [16, 27].

\(^1\) See the excellent account due to Basseville and Nikiforov [1] for more details.
\(^2\) The most popular terminology in French is \textit{ruptures}.
\(^3\) Change-point detection has also been studied in [2] via tools stemming from [18, 19], but in a quite different manner when compared to us.
\(^4\) Mikusinski’s foundation [29, 30] of operational calculus, which is not based on the usual Laplace transform, is a better choice for the connection with the other algebraic tools. Mikusinski’s work, which is a superb example of \textit{algebraic analysis}, is too much neglected in spite of some advertisements like the nice book by Yosida [39].
\(^5\) In the context of constant linear control systems with delays, which bears some similarity with what is done here, the identification of delays has also been tackled in [3, 31, 36] via techniques from [18, 19].
\(^6\) Let us emphasize that our techniques have already been applied in some concrete case-studies, where the signals to be processed are stemming from either biology [26, 37] or finance [13, 14].
\(^7\) It goes without saying that this Section, which is mainly descriptive, is not intended to be fully rigorous.
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2 Algebra via operational calculus

2.1 Differential equations

Take a commutative field $k_0$ of characteristic zero. The field $k_0(s)$ of rational functions over $k_0$ in the indeterminate $s$ is obviously a differential field with respect to the derivation $\frac{d}{ds}$ and its subfield of constants is $k_0$ (cf. [6,34]). Write $k_0(s)[\frac{d}{ds}]$ the noncommutative ring of linear differential operators of the form

$\sum_{\text{finite}} g_{\alpha} \frac{d^\alpha}{ds^\alpha} \in k_0(s) \left[ \frac{d}{ds} \right], \quad g_{\alpha} \in k_0(s)$ (2)

We know that $k_0(s)[\frac{d}{ds}]$ is a left and right principal ideal ring (cf. [28,34]). Any signal $x$ is assumed here to be operationally holonomic, i.e., to satisfy a linear differential equation with coefficients in $k_0(s)$: there exists a linear differential operator $\varpi \in k_0(s)[\frac{d}{ds}], \varpi \neq 0$, such that $\varpi x = 0$.

Remark 1 Let us explain briefly this assumption. We consider only holonomic time functions $z(t)$, i.e., time functions which satisfy linear differential equations with polynomial coefficients:

$\left( \sum_{i=0}^{N} p_i(t) \frac{d^i}{dt^i} \right) z = 0, \quad p_i \in \mathbb{C}[t], \quad t \geq 0$

The corresponding operational linear differential equation reads (cf. [39])

$\left( \sum_{i=0}^{N} p_i \left( - \frac{d}{ds} \right)^i \right) \hat{z} = I(s)$

where $I \in \mathbb{C}[s]$ depends on the initial conditions. A homogeneous linear differential equation is obtained by differentiating both sides of the previous equation enough times with respect to $s$.

Let $\bar{K}$ be the algebraic closure of $k_0(s)$: $\bar{K}$ is again a differential field with respect to $\frac{d}{ds}$ and its subfield of constants is the algebraic closure $\bar{k}_0$ of $k_0$. It is known that $x$ belongs to a Picard-Vessiot extension of $\bar{K}$ (cf. [6,34]).

Remark 2 Holonomic functions play an important rôle in many parts of mathematics like, for instance, combinatorics (see, e.g., [10]).

* Note that [34] is not employing, contrarily to [28], the usual terminology of ring and module theory.

9 See also [12,17,25].
2.2 Annihilators

Consider now the left $k_0(s)[\frac{d}{ds}]$-module $M$ spanned by a finite set $\{x_\i | \i \in I\}$ of such signals. Any $x_\i$ is a torsion element (cf. [28]) and therefore $M$ is a torsion module. The annihilator $A_I$ of $\{x_\i | \i \in I\}$ is the set of linear differential operators $\varpi I \in k_0(s)[\frac{d}{ds}]$ such that, $\forall$ $\i \in I$, $\varpi I x_\i = 0$. It is a left ideal of $k_0(s)[\frac{d}{ds}]$ and it is therefore generated by a single element $\Delta \in k(s)[\frac{d}{ds}]$, $\Delta \neq 0$, which is called a minimal annihilator of $\{x_\i | \i \in I\}$. It is obvious that $\Delta$ is annihilating any element belonging to the $k_0$-vector space spanned $k_0(x_\i | \i \in I)$. The next result is straightforward:

**Lemma 1** Let $\Delta_1, \Delta_2, \Delta_1 \neq \Delta_2$, be two minimal annihilators. There exists $\rho \in k_0(s)$, $\rho \neq 0$, such that $\Delta_1 = \rho \Delta_2$.

We will say that the minimal annihilator is unique up to left multiplications by nonzero rational functions.

A rational function $\frac{p}{q}$, $p, q \in k_0[s]$, $q \neq 0$, is said to be proper (resp. strictly proper) if, and only if, the $d^p p \leq d^q q$ (resp. $d^p p < d^q q$). A differential operator (2) is said to be proper (resp. strictly proper) if, and only if, any $g_\alpha$ is proper (resp. strictly proper). The next result is an obvious corollary of Lemma 1:

**Corollary 1** It is possible to choose an annihilator, which is minimal or not, in such a way that it is proper (resp. strictly proper).

A rational function $\frac{p}{q}$, $p, q \in k_0[s]$, $q \neq 0$, is said to be in a finite integral form (resp. strictly finite integral form) if, and only if, it belongs to $k_0[\frac{1}{s}]$ (resp. $k[\frac{1}{s}]$). A differential operator (2) is said to be in a finite integral form (resp. strictly finite integral form) if, and only if, any $g_\alpha$ is in a finite integral form (resp. strictly finite integral form). Consider a common multiple $m \in k[s]$ of the denominators of the $g_\alpha$’s. The operator $s^{-N} m \varpi$ is in a (strictly) finite integral form for large enough values of the integer $N \geq 0$.

**Corollary 2** It is possible to choose an annihilator, which is minimal or not, in such a way that it is in a finite integral form (resp. strictly finite integral form).

2.3 Delay operators

Let $k/k_0$ be a transcendental field extension. The field $k(s)$ of rational functions over $k$ in the indeterminate $s$ is again a differential field with respect to $\frac{d}{ds}$ and its subfield of constants is $k$. The noncommutative ring $k(s)[\frac{d}{ds}]$ of linear differential operators is defined as in Sect. 2.1. Pick up an element $t_r \in k$, called delay, which is transcendental over $k_0$. Write the delay operator with its classic exponential notation $e^{-t_r s}$ (cf. [33]), as it satisfies the differential equation $(\frac{d}{ds} + t_r) e^{-t_r s} = 0$. According to Sect. 2.2, the differential operator $\frac{d}{ds} + t_r \in k(s)[\frac{d}{ds}]$ is a minimal annihilator of $e^{-t_r s}$.

---

10 Such a module is called a differential module in [34].
2.4 Identifiability of the delay

2.4.1 Main result

Let $\varpi_1, \varpi_2 \in k_0(s)[\frac{d}{ds}]$ be minimal annihilators of two signals $x_1, x_2, x_1x_2 \neq 0$. Introduce the quantity

$$X = x_1 + x_2e^{-t_\tau s}$$  \hspace{1cm} (3)

Multiplying on the left both sides of Eq. (3) by $\varpi_1$ yields $\varpi_1 X = \varpi_1 x_2 e^{-t_\tau s}$. Thus

$$\varpi_1 X e^{t_\tau s} = \varpi_1 x_2$$

and

$$\varpi'_2 \varpi_1 X e^{t_\tau s} = 0$$  \hspace{1cm} (4)

where $\varpi'_2 \in k_0(s)[\frac{d}{ds}]$ is a minimal annihilator of $\varpi_1 x_2$. The next proposition follows at once:

**Proposition 1** Eq. (4) is equivalent to

$$\sum_{\nu} t_{\nu} (\pi_{\nu} X) = 0, \quad \pi_{\nu} \in k_0(s) \left[ \frac{d}{ds} \right]$$

where at least one $\pi_{\nu}$ is not equal to 0.

Write $k_0(s)(X)$ the differential overfield of $k_0(s)$ generated by $X$.

**Corollary 3** $t_\tau$ in Eq. (3) is algebraic over the differential field $k_0(s)(X)$.

**Remark 3** Assume that the quantity $X$ is measured, i.e., there exists a sensor which gives at each time instant its numerical value in the time domain. Then, according to the terminology in [15], Corollary 3 may be rephrased by saying that $t_\tau$ is algebraically identifiable.

2.4.2 First example

Set $x_i = \sum_{\nu_i=0}^{N_i} \gamma_{\nu_i} s^{N_i+1}$, $i = 1, 2$, $\gamma_{\nu_i} \in k_0$, where $N_i$ is a known non-negative integer. Then $d^{N_i+2}_{ds} s^{N_i+1}$ is a minimal annihilator of $x_i$. It follows at once that Proposition 1 and Corollary 3 apply to this case.

Straightforward calculations demonstrate that $t_\tau$ is the unique solution of an equation of the form

$$p \left( \frac{d}{ds} + t_\tau \right)^{\varrho} X = 0$$  \hspace{1cm} (5)

where $p \in k_0(s)[\frac{d}{ds}]$, $1 \leq \varrho \leq N_2$.

\[\text{footnote}^{11}\] The coefficients $\gamma_{\nu_i}$ are not necessarily known.
2.4.3 Second example

Assume that \( x_2 = \frac{\bar{y}_2}{s^{N_2+1}} \), \( \bar{y}_2 \in k_0 \), in Sect. 2.4.2. Multiply both sides of Eq. (3) by \( (\frac{d}{ds} + t_r)s^{N_2+1} \) yields

\[
(\frac{d}{ds} + t_r)s^{N_2+1}X = (\frac{d}{ds} + t_r)s^{N_2+1}x_1
\]

Eq. (5) becomes

\[
\pi_1(\frac{d}{ds} + t_r)s^{N_2+1}X = 0 \tag{6}
\]

where \( \pi_1 \in k_0(s)[\frac{d}{ds}] \) is a minimal annihilator of \( (\frac{d}{ds} + t_r)s^{N_2+1}x_1 \).

**Proposition 2** \( t_r \) satisfies an algebraic Equation (6) of degree 1.

**Remark 4** If \( X \) is measured as in Remark 3, then, according to the terminology in [18, 19], Proposition 2 may be rephrased by saying that \( t_r \) is linearly identifiable.

2.4.4 Third example

Assume in Eq. (3) that \( x_2 = \frac{\bar{y}}{s} \in k_0(s) \), \( a, b \in k_0[s] \), \( (a, b) = 1 \), is a known rational function, i.e.,

\[
X = x_1 + \frac{a}{b} e^{-t_r s} \tag{7}
\]

Multiplying both sides by \( (\frac{d}{ds} + t_r)\frac{b}{a} \) yields \( (\frac{d}{ds} + t_r)\frac{b}{a}X = (\frac{d}{ds} + t_r)\frac{b}{a}x_1 \). Since \( t_r \) is constant, there exists an annihilator \( \pi \in k_0(s)[\frac{d}{ds}] \) of \( (\frac{d}{ds} + t_r)\frac{b}{a}x_1 \), i.e.,

\[
\left( \pi \frac{b}{a} X \right) t_r + \pi \frac{d}{ds} \left( \frac{b}{a} X \right) = 0 \tag{8}
\]

**Proposition 3** \( t_r \) in Eq. (7) satisfies an algebraic Equation (8) of degree 1.

**Remark 5** If \( X \) is measured as in Remark 3, then, according to Remark 4, Proposition 3 may be rephrased by saying that \( t_r \) is linearly identifiable.

3 Higher order change-points

Take again as in the introduction a piecewise smooth function \( f \), which is now assumed to be \( C^n \), \( n \geq 0 \), i.e., \( f \) and its pointwise derivatives up to order \( n \) are continuous. We might be interested in the discontinuities of its \( (n+1)\)th order pointwise derivative, which are called change-points, or abrupt changes, of order \( n+1 \).

By replacing Eq. (3) by

\[
s^{(n+1)}X = x_1 + x_2 e^{-t_r s}
\]

it is straightforward to extend all the results of Sect. 2.4 to higher order change-points.
4 Some numerical experiments

4.1 General principles

From now on \( k_0 \) is a subfield of \( \mathbb{R}, \mathbb{Q} \) for instance. We utilize the calculations of Sect. 2.4.3 like follows:

- Multiplying both sides of Eq. (6) by \( s^{-N} \), where \( N > 0 \) is large enough, yields
  \[
  s^{-N} \pi_1 \left( \frac{d}{ds} + t_r \right) s^{N_2 + 1} X = 0
  \]  
  (9)

where \( s^{-N} \pi_1 \left( \frac{d}{ds} + t_r \right) s^{N_2 + 1} \) is a strictly integral operator.

- Going back to the time domain is achieved via the classic rules of operational calculus [29, 30, 39], where \( \frac{d^\nu}{ds^\nu} \) corresponds to the multiplication by \( (-t)^\nu \).

\[ x_1 = \sum_{\nu_1 = 0}^{N_1} x_{\nu_1 s^{\nu_1 + 1}} \] and \( x_2 = \frac{2s^{-1}}{s^{N_2 + 1}} \) correspond in the time domain to the polynomial functions \( \sum_{\nu_1 = 0}^{N_1} \frac{2s^{-1} t_\nu_1}{s^{\nu_1 + 1}} \) and \( \frac{2s^{1-N_2}}{N_2} \).

- Those time functions are assumed to approximate on a “short” time interval the signal where change-points have to be detected.

- Consider the numerical value \( v \) taken by the time analogue of the left side of Eq. (9) when the value given to \( t_r \) is the middle of a given “short” time window. If \( v \) is “close” to 0, then we say that the middle of the time window is a change-point.

- This time window is sliding in order to capture the various change-points, which are assumed to be not too “close”, i.e., the distance between two consecutive change-points is larger than the time window.

- The corrupting noises are attenuated by the iterated time integrals which corresponds in the time domain to the negative power of \( s \) in the left side of Eq. (9).\(^{12}\)

4.2 Examples\(^{13}\)

The following academic examples are investigated:

- piecewise constant and polynomial real-valued functions,
- a real-valued sinusoid plus a piecewise constant real-valued function.

\(^{12}\) Noises in [11] are viewed, via nonstandard analysis, as quickly fluctuating phenomena (see also [23] for an introductory presentation). The noises are attenuated by the iterated time integrals, which are simple examples of low-pass filters (we may also choose, according to Lemma 2, more involved low-pass filters (see, e.g., [7])). No statistical tools are required and we are by no means restricted to Gaussian white noises, like too often in the engineering studies. Moreover the corrupting noises need not to be additive. They might also be multiplicative.

\(^{13}\) Interested readers may ask C. Join for the corresponding computer programs (Cedric.Join@cran.uhp-nancy.fr).
The robustness with respect to corrupting noises, which is reported in Table 1, is tested thanks to several noises, of various powers,\textsuperscript{14} which are of the following types:

1. additive, zero mean, and either normal, uniform or Perlin,\textsuperscript{15}
2. multiplicative, of mean 1, and uniform.

We finally note that

– piecewise polynomial functions were difficult to analyze even via recent techniques like wavelets (see, e.g., \cite{9, 24});
– we do not need any \textit{a priori} knowledge of the upper bound of the number of change-points (see, e.g., \cite{21, 35});
– we are not limited to a given type of noises and we are able to handle multiplicative noises as well (see, e.g., \cite{20, 22, 38});
– the results remain satisfactory even with a very high noise level (see Figures 1 and 2).

\textbf{Remark 6} The so-called Perlin noises, which are not familiar in signal processing and in automatic control, contain components which are obviously not quickly fluctuating. It is all the more remarkable that our computer simulations are still good, in spite of the fact that this example goes beyond the theoretical justifications provided in Sect. 4.1.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig1a}
\includegraphics[width=0.4\textwidth]{fig1b}
\caption{Piecewise constant signal – Normal additive noise – SNR: 0 dB}
\end{figure}

\textsuperscript{14} We are utilizing the notion of \textit{signal-to-noise ratio}, or \textit{SNR}, which is familiar in signal processing (see \textit{Wikipedia}, for instance).

\textsuperscript{15} \textit{Perlin’s noises} \cite{32} are quite popular in computer graphics.
Change-point detection

Fig. 2 Piecewise constant signal – Normal additive noise – SNR: -6 dB

Fig. 3 Piecewise polynomial signal – Normal Additive noise – SNR: 25 dB

Fig. 4 Piecewise polynomial signal – Uniform additive noise – SNR: 25 dB
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