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Abstract
A broad class of smooth, possibly data-adaptive nonparametric copula estimators that contains empirical Bernstein copulas introduced by Sancetta and Satchell (and thus the empirical beta copula proposed by Segers, Sibuya and Tsukahara) is studied. Within this class, a subclass of estimators that depend on a scalar parameter determining the amount of marginal smoothing and a functional parameter controlling the shape of the smoothing region is specifically considered. Empirical investigations of the influence of these parameters suggest to focus on two particular data-adaptive smooth copula estimators that were found to be uniformly better than the empirical beta copula in all of the considered Monte Carlo experiments. Finally, with future applications to change-point detection in mind, conditions under which related sequential empirical copula processes converge weakly are provided.

Keywords: data-adaptive smooth empirical copulas, empirical beta copula, sequential empirical copula processes.

\textbf{2010 MSC:} Primary 62G05. Secondary 62G20.

1. Introduction

Let \( \mathcal{X}_{1:n} = (X_1, \ldots, X_n) \) be a stretch of \( d \)-dimensional random vectors from a stationary time series \((X_i)_{i \in \mathbb{Z}}\). The distribution function (d.f.) \( F \) of \( X_1 \) is assumed to have continuous univariate margins \( F_1, \ldots, F_d \). As a consequence of a well-known theorem of Sklar [26], the multivariate d.f. \( F \) can be expressed as

\[
F(x) = C(F_1(x_1), \ldots, F_d(x_d)), \quad x \in \mathbb{R}^d,
\]

in terms of a unique copula \( C \), that is, a unique \( d \)-dimensional d.f. with standard uniform margins.

To carry out statistical inference on the unknown copula \( C \) using the available observations \( \mathcal{X}_{1:n} \), it is often necessary to have at hand nonparametric estimators of \( C \). The best known such estimator is called the empirical copula [6]. Under a rather weak condition (see Condition 23 in Section 6), the latter is asymptotically equivalent to the empirical d.f. of the multivariate ranks obtained from \( \mathcal{X}_{1:n} \) scaled by \( 1/n \) which was studied in [21]. Two smooth versions that are genuine copulas when there are no ties in the components samples of \( \mathcal{X}_{1:n} \) are the empirical checkerboard copula [see, e.g., 9, 10, and the references therein] and the empirical beta copula proposed in [24]. The latter was found to have better small-sample properties than the former and the classical empirical copula in the Monte Carlo experiments reported in [24].

In this work, we investigate extensions of the construction that allowed Segers et al. [24] to study the asymptotics of empirical Bernstein copulas introduced in [22], and thus of the empirical beta copula. The initial motivation for this undertaking stems from an early attempt to obtain sequential versions of the asymptotic results of [24] (with an application to change-point detection in mind) during which it appeared that alternative ways of smoothing could be considered. In particular, we allow the underlying smoothing distributions to depend on the data, leading to a rather broad class of smooth, possibly data-adaptive empirical copulas.
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The paper is organized as follows. In Section 2, we define a broad class of smooth, possibly data-adaptive nonparametric copula estimators that contains empirical Bernstein copulas, and thus the empirical beta copula. Conditions under which such smooth estimators have standard uniform univariate margins, are multivariate d.f.s or are genuine copulas are provided in Section 3. In Section 4, we focus on a subclass of empirical copulas that depend on a scalar parameter that determines the amount of marginal smoothing and a functional parameter that controls the shape of the smoothing region in \([0, 1]^d\). Using an implementation for the R statistical environment [19] (available on the web page of the first author), we investigate the influence of these parameters through Monte Carlo experiments in Section 5 and, as a result, we suggest to focus on two specific smooth data-adaptive copula estimators that were found to be uniformly better than the empirical beta copula in all of the considered Monte Carlo experiments. Finally, in Section 6, we study the weak convergence of the sequential empirical copula processes related to the general class of smooth estimators proposed in Section 2 and, in particular, establish conditions under which they are asymptotically equivalent to the classical sequential empirical copula process initially studied in [2].

2. A broad class of smooth, possibly data-adaptive empirical copulas

For any \(j \in \{1, \ldots, d\}\), let \(F_{1:n,j}\) be the empirical d.f. computed from the \(j\)th component sample \(X_{1:j}, \ldots, X_{n:j}\) of the available observations \(X_{1:n}\). Then, let

\[
R_{1:n}^{i,j} = n F_{1:n,j}(X_{i:j}) = \sum_{i=1}^{n} 1(X_{i:j} \leq X_{i})
\]

be the (maximal) rank of \(X_{i:j}\) among \(X_{1:j}, \ldots, X_{n:j}\). Furthermore, let \(R_{i:n}^{1:n} = (R_{i:n}^{1,j}, \ldots, R_{i:n}^{d,j})\) and \(U_{i:n}^{1:n} = R_{i:n}^{1:n}/n, i \in \{1, \ldots, n\}\), be the multivariate ranks and the multivariate scaled ranks, respectively, obtained from \(X_{1:n}\). Note that the \(d\)-dimensional random vectors \(U_{1:n}^{1:n}, \ldots, U_{n:n}^{1:n}\) are sometimes referred to as pseudo-observations from \(C\) [see, e.g., 13, Chapter 4]. Following [21], the empirical copula \(C_{1:n}\) of \(X_{1:n}\) at \(u = (u_1, \ldots, u_d) \in [0, 1]^d\) can then be defined by

\[
C_{1:n}(u) = \frac{1}{n} \sum_{i=1}^{n} \prod_{j=1}^{d} 1\left(R_{i:n}^{1:n}/n \leq u_j\right) = \frac{1}{n} \sum_{i=1}^{n} \prod_{j=1}^{d} 1(U_{i:n}^{1:n} \leq u_j),
\]

where inequalities between vectors are to be understood componentwise.

A smooth version of the empirical copula \(C_{1:n}\) was proposed in [24] by replacing indicator functions in (1) by d.f.s of particular beta distributions. Specifically, the empirical beta copula of \(X_{1:n}\) is defined by

\[
C_{1:n}^{\text{beta}}(u) = \frac{1}{n} \sum_{i=1}^{n} \prod_{j=1}^{d} \beta_{\alpha,\beta}(u_j), \quad u = (u_1, \ldots, u_d) \in [0, 1]^d,
\]

where, for any \(n \in \mathbb{N}\) and \(r \in \{1, \ldots, n\}\), \(\beta_{\alpha,\beta}(r)\) denotes the d.f. of the distribution \(\text{Beta}(\alpha, \alpha + n - 1 - r)\) (the beta distribution with shape parameters \(\alpha = r\) and \(\beta = n + 1 - r\)). When there are no ties in the component samples of \(X_{1:n}\), Lemma 2.6 in [24] states that the empirical beta copula is actually a particular case of the empirical Bernstein copula introduced in [22] and further studied in [15]. Proposition 2.8 in [24] additionally shows that the supremum distance between the empirical beta copula \(C_{1:n}^{\text{beta}}\) and the classical empirical copula \(C_{1:n}\) is \(O(n^{-1/2}\ln(n)^{1/2})\), thereby suggesting that the empirical beta copula is a smoothing of \(C_{1:n}\) at approximately bandwidth \(O(n^{-1/2})\); see also Corollary 3.7 in [24].

To study the asymptotics of the empirical beta copula, Segers et al. [24] cleverly used the fact that it could be written as a mixture involving the classical empirical copula. For any \(n \in \mathbb{N}\) and \(u \in [0, 1]^d\), let \(\mu_{n,u}\) be the law of the \(d\)-dimensional random vector \((S_{n,1:n}/n, \ldots, S_{n,d:n}/n)\), where \(S_{n,1:n}, \ldots, S_{n,d:n}\) are independent random variables and, for each \(j \in \{1, \ldots, d\}\), \(S_{n,j:n}\) is \(\text{Binomial}(n, u_j)\), that is, \(S_{n,j:n}\) follows a binomial distribution with parameters \(n\) and \(u_j\). The following lemma proven in Appendix A is instrumental for understanding the approach of [24].

**Lemma 1.** For any \(u \in [0, 1]^d, n \in \mathbb{N}\) and \(r_1, \ldots, r_d \in \{1, \ldots, n\},\)

\[
\int_{[0,1]^d} \prod_{j=1}^{d} \beta_{\alpha,\beta}(u_j) = \int_{[0,1]^d} \prod_{j=1}^{d} 1(r_j/n \leq w_j) d\mu_{n,u}(w).
\]
Using Lemma 1, by linearity of the integral, one immediately obtains that, for any \( u \in [0, 1]^d \),
\[
C_{1:m}^m(u) = \frac{1}{n} \sum_{j=1}^n \int_{[0,1]^d} \prod_{j'=1}^d \mathbf{1}_{\{X_{ij'}/n \leq w_{j'}\}} \, d\mu_{i,n}(w) = \int_{[0,1]^d} C_{1:n}(w) \, d\mu_{n,n}(w).
\] (3)

The main aim of this work is to study generalizations of the empirical beta copula based on alternative smoothing distributions, possibly depending on the data. As we continue, for any \( m \in \mathbb{N} \), \( x \in (\mathbb{R}^d)^m \) and \( u \in [0, 1]^d \), \( v_u \) will denote a law on \([0, 1]^d\) such that, for any \( j \in \{1, \ldots, d\} \), \( \int_{[0,1]^d} w_{j} \, dv_{u}^j(w) = u_j \); it is meant to be a generalization of \( \mu_{n,n} \) in (3) that possibly depends on the data set \( x \). Furthermore, let \( p \geq d \) be a fixed integer, let \( U \) be a \( p \)-dimensional random vector whose components are independent and standard uniform, and consider the following assumption.

**Condition 2** (Construction of smoothing random vectors). For any \( m \in \mathbb{N} \), \( x \in (\mathbb{R}^d)^m \) and \( u \in [0, 1]^d \), there exists a function \( \mathcal{W}_u : [0, 1]^p \to [0, 1]^d \) such that \( \mathcal{W}_u = \mathcal{W}_{u}^x(U) \) is a \([0, 1]^d\)-valued random vector with law \( v_u \).

To be able to define, for any \( n \in \mathbb{N} \), \( \mathcal{X}_{1:n} = (X_1, \ldots, X_n) \) and, for any \( m \leq n \), the random vectors \( \mathcal{W}_u^m \), \( x \in (\mathbb{R}^d)^m \), \( u \in [0, 1]^d \), on the same probability space (the case \( m < n \) will be needed in Section 6), we assume that the underlying probability space \((\Omega, \mathcal{A}, P)\) has a product structure, that is, \( \Omega = \Omega_x \times \Omega_u \) with probability measure \( P = P_x \otimes P_u \), where \( P_u \) denotes the probability measure on \( \Omega_u \) such that, for any \( \omega \in \Omega \), \( \mathcal{X}_{1:n}(\omega) \) only depends on the first coordinate of \( \omega \) and \( U(\omega) \) only depends on the second coordinate of \( \omega \). To be able to define the function \( \mathcal{W}_u \), assume that \( \mathcal{X}_{1:n} \) and \( U \) are independent. In that case, it can be verified using Fubini’s theorem that \((x, A) \mapsto \mathbb{P}_x(\mathcal{W}_u^x(U) = A) = \mathbb{P}(\mathcal{W}_u^x = A) = \nu_u(A) \) defines a regular version of the conditional distribution \( P(\mathcal{W}_u^x \in \cdot | \mathcal{X}_{1:n}) = \mathcal{W}_u^x(\cdot, U) \). As a consequence, in the rest of the paper, for an arbitrary real-valued function \( h \), \( \mathbb{E}(h(\mathcal{W}_u^x) | \mathcal{X}_{1:n}) \) is to be understood as \( \int_{[0,1]^p} h(w) \, dv_{u}^x(w) \).

As we continue, for any \( m \in \mathbb{N} \), \( x \in (\mathbb{R}^d)^m \) and \( u \in [0, 1]^d \), the \( d \) components of the random vector \( \mathcal{W}_u^m \) will be denoted by \( \mathcal{W}_u^X_{1:m}, \ldots, \mathcal{W}_u^X_{d:m} \), to indicate that the \( j \)th component of \( \mathcal{W}_u^m \) depends on \( u_j \) but not on \( u_{1}, \ldots, u_{j-1}, u_{j+1}, \ldots, u_d \). It is however important to keep in mind that the joint distribution of \( \mathcal{W}_u^X_{1:m}, \ldots, \mathcal{W}_u^X_{d:m} \) may still depend on \( u \). The fact that, for any \( x \in (\mathbb{R}^d)^m \) and \( u \in [0, 1]^d \), \( \mathcal{W}_u^X \) has its support included in \([0, 1]^d\) implies that, for any \( j \in \{1, \ldots, d\} \), \( \text{Var}(\mathcal{W}_u^X_{j:m}) = 0 \) if \( u_j \in [0, 1] \). Note that, more generally, for any \( x \in (\mathbb{R}^d)^m \), \( u \in [0, 1]^d \) and \( j \in \{1, \ldots, d\} \), one has that
\[
\text{Var}(\mathcal{W}_u^X_{j:m}) = \mathbb{E}((\mathcal{W}_u^X_{j:m})^2) - \mathbb{E}(\mathcal{W}_u^X_{j:m})^2 \leq \mathbb{E}(\mathcal{W}_u^X_{j:m}) - u_j^2 = u_j(1 - u_j).
\] (4)

By analogy with (3), we then define alternative smooth versions of the empirical copula \( C_{1:n} \) of the sample \( \mathcal{X}_{1:n} = (X_1, \ldots, X_n) \) in (1) by
\[
C_{1:n}^m(u) = \int_{[0,1]^d} C_{1:n}(w) \, dv_{u}^x(w), \quad u \in [0, 1]^d.
\] (5)

Roughly speaking, for any \( u \in [0, 1]^d \), \( C_{1:n}^m(u) \) can be thought of as a “weighted average” of \( C_{1:n}(w) \) for \( w \) “in a neighborhood of \( u \)” according to the smoothing distribution \( v_u^x \) (that may depend on the available observations \( \mathcal{X}_{1:n} \)).

**Remark 3.** Let us comment on Condition 2. For \( n \in \mathbb{N} \), \( x \in (\mathbb{R}^d)^m \) and \( u \in [0, 1]^d \), let \( H \) be the d.f. corresponding to \( v_u \), let \( D \) be a copula of \( H \) and let \( H_1, \ldots, H_d \) be the d univariate margins of \( H \). Assume for instance first that \( D \) is an absolutely continuous copula. Then, using the inverse of the well-known transformation of Rosenblatt [20], it is possible to obtain, from the first \( d \) components of \( U \), a d-dimensional random vector \( V \) with d.f. \( D \) [see, e.g., 13, Section 2.7 for more details]. The random vector \( W_u^x \) can then be defined by \( (H_1^{-1}(V_1), \ldots, H_d^{-1}(V_d)) \), where \( H_1^{-1}, \ldots, H_d^{-1} \) are the quantile functions (generalized inverses) obtained from the \( d \) univariate margins of \( H \). As another example, assume that \( D \) is the empirical beta copula obtained from the data set \( x \in (\mathbb{R}^d)^m \) whose component samples contain no ties. Let \( r_{ij} \), \( i \in \{1, \ldots, n\} \), \( j \in \{1, \ldots, d\} \), be the corresponding multivariate ranks. Then, according to [17, Section 3.2], a d-dimensional random vector \( V \) with d.f. \( D \) can be obtained by computing \( I = [n U_{d+1}] + 1 \) and \( V_j = \text{beta}_{a_{ij}}(U_j), \quad j \in \{1, \ldots, d\} \), where, as in (2), \( \text{beta}_{a_{ij}} \) denotes the d.f. of the distribution Beta(\( a_{ij} \)).

Finally, the random vector \( W_u^x \) can again be defined by \( (H_1^{-1}(V_1), \ldots, H_d^{-1}(V_d)) \). More generally, as soon as there exists a method to generate random variates from the copula \( D \), it is likely that we will be able to define the function \( \mathcal{W}_u^x \) transforming \( U \) into the random vector \( W_u^x \) with law \( v_u^x \).

3
Remark 4. Let \( n, m_1, \ldots, m_d \in \mathbb{N} \). For any \( x \in (\mathbb{R}^d)^n \) and \( u \in [0, 1]^d \), let \( \nu_u^x \) be the law of the random vector \( (S_{m_1,1,n}/m_1, \ldots, S_{m_d, d,n}/m_d) \), where \( S_{m_1,1,n}, \ldots, S_{m_d, d,n} \) are independent random variables and, for each \( j \in \{1, \ldots, d\} \), \( S_{m_j,j,n} \) is Binomial\((m_j, u_j)\). Then, from Section 3 in [24], \( C_{1,n}^\nu \) corresponds to the empirical Bernstein copula with polynomial degrees \( m_1, \ldots, m_d \). Since, from Lemma 2.6 in [24], the empirical beta copula is the empirical Bernstein copula with \( m_1 = n, \ldots, m_d = n \), it is obviously a particular case of \( C_{1,n}^\nu \). It is obtained when, for any \( x \in (\mathbb{R}^d)^n \) and \( u \in [0, 1]^d \), \( \nu_u^x \) is defined as the measure \( \mu_{n,u} \) appearing in (3) which is the law of the random vector \( (S_{n,1,n}/n, \ldots, S_{n, d,n}/n) \).

As we shall see in Section 4, when defining some specific members of the above general class of smooth copulas, we will consider the possibly random smoothing distributions \( \nu_u^x \), \( u \in [0, 1]^d \), to be either all discrete or all continuous with the understanding that, because of (4), if \( u_j \in [0, 1) \), the \( j \)th component of \( W_u^x \) will be degenerate (non-random).

For any \( n \in \mathbb{N} \), \( x \in (\mathbb{R}^d)^n \), \( r \in [0, n]^d \) and \( u \in [0, 1]^d \), let
\[
\mathcal{K}_r^x(u) = \int_{[0,1]^d} 1(r/n \leq w) d\nu_u^x(w) = \mathbb{E}(1(r/n \leq W_u^x)) = \mathcal{L}_r^x, \tag{6}
\]
where \( \mathcal{L}_r^x(w) = \mathbb{P}(W_u^x \geq w) \), \( w \in [0, 1]^d \). Note that this implies that, almost surely, \( \mathcal{L}_r^x(w) = \mathbb{P}(W_u^x \geq w | \mathcal{F}_r^x) \), \( w \in [0, 1]^d \). By linearity of the integral, with probability 1, we can then express \( C_{1,n}^\nu \) as
\[
C_{1,n}^\nu(u) = \frac{1}{n} \sum_{i=1}^n \mathcal{K}_r^x(u), \quad u \in [0, 1]^d. \tag{7}
\]

3. Properties and general form of the smooth estimators

In this section, we provide conditions under which smooth empirical copulas of the form (5) have standard uniform univariate margins and then conditions under which they are multivariate d.f.s.

3.1. Univariate margins of the smooth estimators

We start by investigating the univariate margins of the studied nonparametric copula estimators. As already hinted at in the introduction, the following simple condition plays an important role.

Condition 5 (No ties). With probability 1, there are no ties in each of the component samples \( X_{1,j}, \ldots, X_{n,j} \), \( j \in \{1, \ldots, d\} \), of \( \mathcal{F}_{1,n} \).

As verified in [24], under this condition, the empirical beta copula \( C_{1,n}^{\beta_u} \) defined in (2) has standard uniform margins. In the rest of the paper, for any \( j \in \{1, \ldots, d\} \) and any \( u \in [0, 1]^d \), let \( u^{(j)} \) be the vector of \([0, 1]^d\) defined by \( u_i^{(j)} = u_i \) if \( i = j \) and 1 otherwise. With this notation, the property of having standard uniform univariate margins can be simply written as \( C_{1,n}^{\beta_u}(u^{(j)}) = u_j \) for all \( j \in \{1, \ldots, d\} \) and \( u \in [0, 1]^d \). For the smooth empirical copula \( C_{1,n}^\nu \) defined in (5), we have the following result proven in Appendix A.

Proposition 6 (Univariate margins of \( C_{1,n}^\nu \)). Under Condition 5, for any \( j \in \{1, \ldots, d\} \) and \( u \in [0, 1]^d \), with probability 1,
\[
C_{1,n}^\nu(u^{(j)}) = \mathbb{E}\left( W_{u^{(j)}}^{\nu_x} | \mathcal{F}_{1,n} \right).
\]

Since \( \sup_{w \in [0,1]} |nw|/n - w| \to 0 \) as \( n \to \infty \) and \( \mathbb{E}(W_{u^{(j)}}^{\nu_x} | \mathcal{F}_{1,n}) = u_j \) almost surely by construction, under Condition 5, a smooth empirical copula \( C_{1,n}^\nu \) will at least have standard uniform margins asymptotically. Actually, it is easy to verify that, under Condition 5, \( C_{1,n}^\nu \) will have standard uniform margins if and only if the following condition is satisfied.

Condition 7 (Condition for uniform margins). For any \( x \in (\mathbb{R}^d)^n \), \( u \in [0, 1]^d \) and \( j \in \{1, \ldots, d\} \), \( W_{u^{(j)}}^{x} \) takes its values in the set \([0, 1/n, \ldots, (n - 1)/n, 1]\).
The previous condition is for instance satisfied when, for any \( x \in (\mathbb{R}^d)^n, u \in [0, 1]^d \) and \( j \in \{1, \ldots, d\} \), \( W_{j,u,i} = S_{n,u,i}/n \), where \( S_{n,u,i} \) is Binomial\( (n, u_j) \). Notice that, when \( u_j \in (0, 1) \) and \( W_{j,u,i} \) does not take all its values in the set \( \{0, 1/n, \ldots, (n - 1)/n, 1\} \), one has with probability 1 that
\[
C_{1,n}(u^{(j)}) = \mathbb{E} \left( \frac{nW_{j,u,i}}{n} \mid \mathcal{F}_{1,n} \right) < \mathbb{E} \left( W_{j,u,i} \mid \mathcal{F}_{1,n} \right) = u_j
\]
since \( nw_j/n < w \) for all \( w \in [0, 1] \setminus \{0, 1/n, \ldots, (n - 1)/n, 1\} \). Hence, in that case, from a marginal perspective, \( C_{1,n} \) will systematically underestimate \( C \).

One possible remedy to this situation is to carry out an asymptotically negligible correction consisting of using \( \mathcal{K}_{r,x}^{x_i} \) instead of \( \mathcal{K}_{r,x}^{x_i} \) in (7), where \( a = (a, \ldots, a) \in (0, 1)^d \). Indeed, mimicking the proof of Proposition 6, one obtains that, under Condition 5, for any \( j \in \{1, \ldots, d\} \) and \( u \in [0, 1]^d \), \( C_{1,n}(u^{(j)}) = \mathbb{E}(nw_{j,u,i} + a/n \mid \mathcal{F}_{1,n}) \) almost surely. It then seems reasonable to choose \( a = 1/2 \) given that \( \sup_{w\in[0,1]}|nw + a|/n - w| = \max(a, 1 - a)/n \) is minimized for \( a = 1/2 \) and \( \mathbb{E}(W_{j,u,i} \mid \mathcal{F}_{1,n}) = u_j \) almost surely by construction. For this reason, from now on, when using smoothing distributions for which Condition 7 is not satisfied, instead of \( C_{1,n} \) in (7), we will consider the asymptotically equivalent estimator defined by
\[
C_{1,n}^{\text{cor}}(u) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{K}_{r,x}^{x_i} \left( u \mid \mathcal{F}_{1,n} \right), \quad u \in [0, 1]^d.
\]  

**Remark 8.** Some additional thinking reveals that (8) would have been equivalently obtained if, in (5), the classical empirical copula \( C_{1,n} \) in (1) were replaced by the empirical d.f. of the modified pseudo-observations \( C_{1,n}^{r,n} = (R_{i,n}^{r,n} - 1/2)/n, i \in \{1, \ldots, n\} \). The latter asymptotically equivalent definition of the empirical copula was for instance considered in [16, Section 5.10.1] and has univariate margins that are uniformly closer to the d.f. of the standard uniform distribution than \( C_{1,n} \) in (1).

### 3.2. General form of the smooth estimators

As already mentioned, we will choose the possibly random smoothing distributions \( \nu_{x_i}^{x_i}, u \in [0, 1]^d \), to be either all discrete or all continuous with the understanding that, because of (4), if \( u_j \in (0, 1) \), the \( j \)th component of \( W_{u} \) will be degenerate. In the discrete case, we will further impose Condition 7 so that, from Proposition 6, the corresponding smooth empirical copulas of the form (7) have standard uniform margins. This property will not hold if the smoothing distributions are chosen continuous. Considering in that case the asymptotically equivalent definition in (8) will however make the uniform distance between the univariate margins of the smooth estimator and the d.f. of the standard uniform distribution smaller than \( 1/(2n) \).

Notice that the expressions of \( C_{1,n} \) in (7) and \( C_{1,n}^{\text{cor}} \) in (8) both depend on the quantity \( \mathcal{K}_{r,x}^{x_i}, x \in (\mathbb{R}^d)^n, r \in [0, n]^d \), defined in (6). Specifically, recall that, for any \( x \in (\mathbb{R}^d)^n, r \in [0, n]^d \) and \( u \in [0, 1]^d \), \( \mathcal{K}_{r,x}^{x_i}(u) = \mathcal{K}_{r,x}^{x_i}(w/r), w \in [0, 1]^d \). For any \( x \in (\mathbb{R}^d)^n \) and \( u \in [0, 1]^d \), let \( \mathcal{F}_{u}(w) = \mathbb{P}(W_{u} \geq w), w \in [0, 1]^d \), be the survival function of \( W_{u} \) and note that \( \mathcal{F}_{u}(w) = \mathcal{F}_{u}(w), w \in [0, 1]^d \), if \( W_{u} \) is continuous and that \( \mathcal{F}_{u}(r/n) = \mathcal{F}_{u}(r - 1)/n), r \in [1, \ldots, n]^d \), where \( 1 = (1, \ldots, 1) \notin \mathbb{R}^d \) if \( W_{u} \) takes its values in the set \( \{0, 1/n, \ldots, (n - 1)/n, 1\} \). Interestingly enough, for any \( x \in (\mathbb{R}^d)^n \) and \( u \in [0, 1]^d \), we can additionally use the fact that, from Sklar’s theorem for survival functions [see, e.g., 13, Section 2.5], there exists a copula \( \mathcal{F}_{u} \) (called a survival copula of \( W_{u} \)) such that
\[
\mathcal{F}_{u}(w) = \bigwedge_{j=1}^{d} \mathcal{F}_{u}(W_{x_j}(w_j)), \quad w \in [0, 1]^d,
\]
where, for any \( j \in \{1, \ldots, d\} \), \( \mathcal{F}_{u}^{x_i}(w) = \mathbb{P}(W_{x_j}(w) > w), w \in [0, 1] \), is the \( j \)th univariate margin of \( \mathcal{F}_{u}^{x_i} \). Note that \( \mathcal{F}_{u}^{x_i} \) is not uniquely defined unless \( W_{x_j} \) is a continuous random vector and that \( \mathcal{F}_{u}^{x_i} \) is not a copula of the random vector \( W_{u} \) but a copula of the random vector \( W_{u}^{x_i} \).

Combining the previous elements, one has that, if the smoothing distributions satisfy Condition 7, for any \( x \in (\mathbb{R}^d)^n, r \in [1, n]^d \) and \( u \in [0, 1]^d \), \( \mathcal{K}_{r,x}^{x_i}(u) \) in (6) can be expressed as
\[
\mathcal{K}_{r,x}^{x_i}(u) = \mathcal{F}_{u}^{x_i} \left[ \mathcal{F}_{x_j}^{x_i}[(r_1 - 1)/n], \ldots, \mathcal{F}_{x_d}^{x_i}[(r_d - 1)/n] \right],
\]
which implies that, with probability 1, the smooth empirical copula $C_{1:n}^{\nu}$ in (7) can be expressed, for any $u \in [0, 1]^d$, as
\[
C_{1:n}^{\nu}(u) = \frac{1}{n} \sum_{i=1}^{n} \frac{x}{\nu} \left[ \frac{1}{1:n} \left( \frac{R_{1:i}^{\nu} - 1}{n} \right), \ldots, \frac{1}{d_i:n} \left( \frac{R_{d_i:i}^{\nu} - 1}{n} \right) \right],
\]
(10)
whereas, if the smoothing distributions are continuous, as already mentioned, it is better from a marginal perspective to consider the asymptotically equivalent estimator $C_{1:n}^{\nu}$ in (8) which, with probability 1, can be expressed, for any $u \in [0, 1]^d$, as
\[
C_{1:n}^{\nu, \text{cor}}(u) = \frac{1}{n} \sum_{i=1}^{n} \frac{x}{\nu} \left[ \frac{1}{1:n} \left( \frac{R_{1:i}^{\nu} - 1/2}{n} \right), \ldots, \frac{1}{d_i:n} \left( \frac{R_{d_i:i}^{\nu} - 1/2}{n} \right) \right]
\]
(11)
since, for any $x \in (\mathbb{R}^d)^n$, $r \in [1, n]^d$ and $u \in [0, 1]^d$, $K_{r,1/2}(u)$ can be expressed as
\[
K_{r,1/2}(u) = \frac{x}{\nu} \left[ \frac{1}{1:n} \left( \frac{r_1 - 1/2}{n} \right), \ldots, \frac{1}{d_i:n} \left( \frac{r_d - 1/2}{n} \right) \right].
\]
(12)

3.3. Conditions for being multivariate d.f.s

From a finite-sample perspective, it seems desirable to focus on estimators that are multivariate d.f.s and thus, possibly, genuine copulas. The following conditions are sufficient for that matter.

**Condition 9** (Condition on the smooth copulas). For any $x \in (\mathbb{R}^d)^n$ and $u \in [0, 1]^d$, the copulas $\hat{C}_u^x$ in (9) and (12) do not depend on $u$.

**Condition 10** (Condition on the discrete smooth margins). For any $x \in (\mathbb{R}^d)^n$, $j \in \{1, \ldots, d\}$ and $w \in [0, 1)$, the function $t \mapsto \hat{F}_{j}^x(w)$ is right-continuous and increasing on $[0, 1]$.

The following result is proven in Appendix A.

**Proposition 11** ($C_{1:n}^{\nu}$ is a multivariate d.f.). Assume that Conditions 9 and 10 hold. Then, the smooth empirical copula $C_{1:n}^{\nu}$ in (10) is a multivariate d.f.

**Corollary 12** ($C_{1:n}^{\nu}$ is a genuine copula). Assume that Conditions 5, 7, 9 and 10 hold. Then, the smooth empirical copula $C_{1:n}^{\nu}$ in (5) is a genuine copula.

In the case of continuous smoothing distributions, we consider the following analog of Condition 10.

**Condition 13** (Condition on the continuous smooth margins). For any $x \in (\mathbb{R}^d)^n$, $j \in \{1, \ldots, d\}$ and $w \in (0, 1)$, the function $t \mapsto \hat{F}_{j}^x(w)$ is right-continuous and increasing on $[0, 1]$.

The following result is proven in Appendix A.

**Proposition 14** ($C_{1:n}^{\nu, \text{cor}}$ is a multivariate d.f.). Assume that Conditions 9 and 13 hold. Then, the smooth empirical copula $C_{1:n}^{\nu, \text{cor}}$ in (11) is a multivariate d.f.

### 4. Estimators based on smoothing distributions with scaled binomial, scaled beta-binomial or beta margins

In order to define specific smooth empirical copulas of the form (10) or (11) that are multivariate d.f.s, we start by making three proposals for the smoothing survival margins. We first make two proposals for the (discrete) smoothing survival margins of the estimator (10) for which Condition 10 is satisfied and then one proposal for the (continuous) smoothing survival margins of the estimator (11) for which Condition 13 is satisfied. We end this section by discussing the choice of the survival copula of the smoothing distributions.
4.1. Scaled binomial and beta-binomial smoothing survival margins

Having Corollary 12 in mind for the estimator (10) and given \( u \in [0, 1] \), we wish to define a random variable \( W \) that takes its values in the set \([0, 1/n, \ldots, (n-1)/n, 1]\) such that \( \mathbb{E}(W) = u \). From (4), only the case \( u \in (0, 1) \) actually needs to be dealt with. Following [24], it is natural to attempt to start from a random variable \( S \) that takes its values in \([0, 1, \ldots, n]\) and to set \( W = S/n \). A first straightforward choice due to [24] is to take \( S \) to be Binomial\((n, u)\). As already mentioned, this immediately leads to \( W \) taking its values in the set \([0, 1/n, \ldots, (n-1)/n, 1]\) and satisfying \( \mathbb{E}(W) = u \) and \( \text{Var}(W) = u(1-u)/n \).

As an alternative distribution for the random variable \( S \) taking its values in \([0, 1, \ldots, n]\), we investigate next the possibility of considering the (more dispersed) Beta-Binomial\((n, \alpha, \beta)\) whose shape parameters \( \alpha > 0 \) and \( \beta > 0 \) remain to be specified. Recall that the probability mass function of the latter distribution is given by

\[
P(S = s) = \binom{n}{s} \frac{B(s + \alpha, n - s + \beta)}{B(\alpha, \beta)}, \quad s \in [0, 1, \ldots, n],
\]

where \( B \) is the Beta function.

We start from the fact that, since \( S \) is Binomial\((n, \alpha, \beta)\),

\[
\mathbb{E}(W) = \frac{\alpha}{\alpha + \beta}, \quad \text{(13)}
\]

\[
\text{Var}(W) = \frac{\alpha \beta (\alpha + \beta + n)}{n(\alpha + \beta)^2 (\alpha + \beta + 1)}, \quad \text{(14)}
\]

Since the expectation of \( W \) is required to be \( u \) by construction, we immediately obtain from (13) that

\[
\beta = \frac{\alpha (1-u)}{u}, \quad \text{(15)}
\]

which, combined with (14), allows us to rewrite the variance of \( W \) as

\[
\text{Var}(W) = \frac{\alpha u (\alpha + un)}{n(\alpha + u)} = \frac{u(1-u)}{n} \times \frac{\alpha + un}{\alpha + u}.
\]

The variance of \( W \) is thus the variance of \( W \) if \( S \) were Binomial\((n, u)\) multiplied by the factor \((\alpha + un)/(\alpha + u)\). Ideally, we would want to control how much more dispersed scaled beta-binomial margins are compared to the corresponding scaled binomial margins. To do so, we set the latter factor to be a constant \( \rho > 1 \), that is,

\[
\frac{\alpha + un}{\alpha + u} = \rho
\]

and attempt to solve for \( \alpha > 0 \). Provided that \( \rho < n \), we obtain that \( \alpha = u(n - \rho)/(\rho - 1) \) and then, using (15), that

\[
\beta = (1-u)(n-\rho)/(\rho-1).
\]

In summary, as an alternative distribution for the discrete random variable \( S \), we consider the Beta-Binomial\((n, u(n-\rho)/(\rho-1), (1-u)(n-\rho)/(\rho-1))\), where \( \rho \in (1, n) \) is an additional parameter. As required, we have that \( \mathbb{E}(W) = u \).

Furthermore,

\[
\text{Var}(W) = \rho \times \frac{u(1-u)}{n}, \quad \text{(16)}
\]

so that the factor \( \rho \) describes how much more dispersed a scaled beta-binomial smoothing survival margin will be compared to the corresponding scaled binomial.

Notice that the probability mass functions of the Binomial\((n, u)\) and the Binomial\((n, 1-u)\) are symmetrical with respect to \( n/2 \), and that, for any \( \rho \in (1, n) \), the probability mass functions of the Beta-Binomial\((n, u(n - \rho)/(\rho - 1), (1-u)(n-\rho)/(\rho-1))\) and the Beta-Binomial\((n, (1-u)(n-\rho)/(\rho-1), u(n-\rho)/(\rho-1))\) are also symmetrical with respect to \( n/2 \). This implies that, with respect to one coordinate, the smoothing around \( u \) will be the “reflection” of the smoothing around \( 1-u \).

For any \( u \in [0, 1] \), let \( \tilde{B}_{n,u} \) be the survival function of the Binomial\((n, u)\) and, for any \( u \in [0, 1] \) and \( \rho \in (1, n) \), let \( \tilde{B}_{n,u,\rho} \) be the survival function of the Beta-Binomial\((n, u(n-\rho)/(\rho-1), (1-u)(n-\rho)/(\rho-1))\). Two subclasses of
the class of smooth empirical copulas given by (10) that, under Condition 9, still depend on the choice of the possibly data-dependent survival copula $\mathcal{C} = \mathcal{C}_x^\cdot$, can thus be defined, for any $u \in [0, 1]^d$, by

$$C_{1,n}(u) = \frac{1}{n} \sum_{i=1}^n \mathcal{C}_x^\cdot \left\{ \bar{B}_{n,u}(R_{i1}^{1:n} - 1), \ldots, \bar{B}_{n,u}(R_{id}^{1:n} - 1) \right\},$$

(17)

$$C_{-1,n}(u) = \frac{1}{n} \sum_{i=1}^n \mathcal{C}_x^\cdot \left\{ \bar{B}_{n,u}(R_{i1}^{1:n} - 1), \ldots, \bar{B}_{n,u}(R_{id}^{1:n} - 1) \right\},$$

(18)

respectively. It is of course possible to imagine a version of the second estimator for which the common additional parameter $\rho$ of the $d$ scaled beta-binomial smoothing survival margins depends on the data, that is, $\rho = \rho_x^\cdot$ (subject to the constraint that $\rho_x^\cdot \in (1, n)$ almost surely). By construction, the smoothing survival margins satisfy Condition 7, which, according to Proposition 6, implies that $C_{1,n}$ and $C_{-1,n}$ have standard uniform univariate margins. As far as Condition 10 is concerned, we have the following results proven in Appendix B.

**Proposition 15.** Condition 10 is satisfied with $\mathcal{P}_{1,m}$ defined by $\mathcal{P}_{1,m}(w) = \mathcal{B}_{n,w}(nw), w \in [0, 1]$. Specifically, for any $w \in [0, 1]$, the function $t \mapsto \mathcal{B}_{n,t}(nw)$ is continuous and increasing on $[0, 1]$.

**Proposition 16.** Condition 10 is satisfied with $\mathcal{P}_{1,m}$ defined by $\mathcal{P}_{1,m}(w) = \mathcal{B}_{n,t}(nw), w \in [0, 1]$, for any $\rho \in (1, n)$. Specifically, for any $\rho \in (1, n)$ and $w \in [0, 1]$, the function $t \mapsto \mathcal{B}_{n,t}(nw)$ is continuous and increasing on $[0, 1]$.

Hence, according to Proposition 11, the estimators $C_{1,n}$ and $C_{-1,n}$ are multivariate d.f.s and therefore, according to Corollary 12, genuine copulas if Condition 5 holds. Notice also that the smooth empirical copula $C_{1,n}$ coincides with the empirical beta copula $C_{\beta,m}$ in (2) if $\mathcal{C}_x^\cdot$ is taken to be the independence copula $\Pi$. Based on (17), an alternative notation for the empirical beta copula is thus $C_{\beta,m}^n$.

**Remark 17.** Let $m \in \mathbb{N}$ and recall from Remark 4 that if, for any $x \in (\mathbb{R}^d)^n$ and $u \in [0, 1]^d$, $\nu_x^\cdot$ is the law of the random vector $(S_{m,1,u}/m, \ldots, S_{m,d,u}/m)$ where $S_{m,1,u}, \ldots, S_{m,d,u}$ are independent random variables such that, for each $j \in \{1, \ldots, d\}$, $S_{m,j,u}$ is Binomial$(m,u_j)$, then, from Section 3 in [24], $C_{1,n}$ in (5) is the empirical Bernstein copula with polynomial degrees all equal to $m$. It immediately follows that the expectation and variance of the $j$th margin of the underlying smoothing distribution corresponding to $u \in [0, 1]^d$ are $u_j$ and $u_j(1-u_j)/m$, respectively. Let $\rho \in (1, n)$ and let us focus on the special case $m = [n/\rho]$. The underlying smoothing distribution corresponding to $u \in [0, 1]^d$ can then be regarded as close to the smoothing distribution corresponding to the same $u$ involved in the definition of the estimator $C_{-1,n}$ generically defined in (18) with dispersion parameter $\rho$. Indeed, both smoothing distributions have independent copula, expectation $u$ and the variances of their $j$th margin are $u_j(1-u_j)/[n/\rho]$ and $\rho u_j(1-u_j)/n$, respectively (see (16)). The estimator $C_{-1,n}$ with dispersion parameter $\rho$ can however be regarded as an advantageous replacement of the empirical Bernstein copula with polynomial degrees all equal to $[n/\rho]$. Indeed, if Condition 5 holds, the former is a genuine copula by Corollary 12 (no matter how $\rho \in (1, n)$ is chosen) whereas the latter is a genuine copula only when $n$ is a multiple of $[n/\rho]$ by Proposition 2.5 in [24]. When $\rho = 3$, the disadvantages in terms of finite-sample performance of the empirical Bernstein copula with polynomial degrees all equal to $[n/\rho]$ are highlighted in Fig. 3 of [24].

### 4.2. Beta smoothing survival margins

Since the support of the beta distribution is included in $[0, 1]$, it is natural to attempt to use it to define the continuous smoothing survival margins involved in the definition of the estimator (11). Thus, given $u \in [0, 1]$, let $W$ be a random variable with the beta distribution $\text{Beta}(\alpha, \beta)$ whose shape parameters $\alpha > 0$ and $\beta > 0$ need to be determined so that $\mathbb{E}(W) = u$. Again, from (4), only the case $u \in (0, 1)$ needs to be addressed. We know that

$$\mathbb{E}(W) = \frac{\alpha}{\alpha + \beta},$$

(19)

$$\mathbb{V}(W) = \frac{\alpha \beta}{(\alpha + \beta)^2(\alpha + \beta + 1)}. $$

(20)
From the fact that the expectation of $W$ is required to be $u$ and (19), we obtain that $\beta = \alpha(1-u)/u$, which, combined with (20), implies in turn that

$$\text{Var}(W) = \frac{u^2(1-u)}{\alpha + u} = \frac{u(1-u)}{n} \times \frac{nu}{\alpha + u}.$$

Proceeding as for the scaled beta-binomial smoothing survival margins but keeping in mind that the variance of the beta distribution with expectation $u$ can be arbitrarily small, we set

$$\frac{nu}{\alpha + u} = \rho > 0$$

and attempt to solve for $\alpha > 0$. Provided that $\rho < n$, we obtain that $\alpha = u(n-\rho)/\rho$ and, consequently, that $\beta = (1-u)(n-\rho)/\rho$. The distribution of $W$ can thus be taken to be the Beta($u(n-\rho)/\rho, (1-u)(n-\rho)/\rho$), where $\rho \in (0,n)$ is an additional parameter. As required, we have that $\mathbb{E}(W) = u$, whereas the parameter $\rho$ controls the variance of $W$ which is given by

$$\text{Var}(W) = \rho \times \frac{u(1-u)}{n}.$$  \hfill (21)

Hence, the variance of $W$ can again be compared to the variance of the corresponding scaled binomial survival margin. Notice however that, unlike for scaled beta-binomial survival margins, beta survival margins can be underdispersed compared to the corresponding scaled binomial survival margins.

From the fact that the densities of the Beta($\alpha,\beta$) and the Beta($\beta,\alpha$) are symmetrical with respect to 1/2, we again have that, with respect to one coordinate, the smoothing around $u$ will be the “reflection” of the smoothing around $1-u$.

For any $u \in [0, 1]$ and $\rho \in (0, n)$, let $\tilde{\beta}_{n,\alpha,\rho}$ be the survival function of the Beta($u(n-\rho)/\rho, (1-u)(n-\rho)/\rho$), $\rho \in (0, n)$. One subclass of the class of smooth empirical copulas (11) that, under Condition 9, still depends on the choice of the possibly data-dependent survival copula $\mathcal{G} = \mathcal{G}^{x_{1*}}$, can then be defined by

$$C_{1,n}^{G^{x_{1*}}}(u) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{G}_{i,n}^{x_{1*}}[(R_{i1}^{1,n} - 1/2)/n, \ldots, \tilde{\beta}_{n,\alpha,\rho}^{x_{1*}}((R_{id}^{1,n} - 1/2)/n)], \quad u \in [0, 1]^d.$$  \hfill (22)

As for the estimator (18), it is possible to imagine a version of $\rho$ for which the common additional parameter $\rho$ of the $d$ beta smoothing survival margins depends on the data, that is, $\rho = \rho^{x_{1*}}(w)$ (subject to the constraint that $\rho^{x_{1*}} \in (0, n)$ almost surely). As far as Condition 13 is concerned, we have the following result proven in Appendix B.

**Proposition 18.** Condition 13 is satisfied with $\tilde{\mathcal{F}}_{x_{1*}} = \tilde{\beta}_{n,\alpha,\rho}$, for any $\rho \in (0, n)$. Specifically, for any $\rho \in (0, n)$ and $w \in (0, 1)$, the function $t \mapsto \tilde{\beta}_{n,\alpha,\rho}(w)$ is continuous and increasing on $[0, 1]$.

Hence, according to Proposition 14, $C_{1,n}^{G^{x_{1*}}}$ is a multivariate d.f. If Condition 5 holds, it is however not a genuine copula since it does not have standard uniform margins. The latter can for instance be verified numerically using the R implementation of the estimator provided on the web page of the first author.

4.3. On the survival copula of the smoothing distributions

In view of Propositions 11 and 14, it seems desirable to choose the survival copulas of the smoothing distributions appearing in (10) and (11) such that Condition 9 holds. In order to propose a meaningful choice for the resulting possibly data-dependent survival copula $\mathcal{G} = \mathcal{G}^{x_{1*}}$, we first gather hereafter some theoretical facts.

Assume that Condition 5 holds and fix $u \in [0, 1]^d$. If $W_{u,i}^{x_{1*}}$ takes its values in the set $[0, 1/n, \ldots, (n-1)/n, 1]^d$, it is easy to verify from (10) that

$$\mathbb{E}[C_{1,n}(u)] = \mathbb{E}[\mathcal{G}^{x_{1*}}_{1,n}[(R_{i1}^{1,n} - 1)/n, \ldots, \tilde{\mathcal{F}}_{d,\alpha,\rho}^{x_{1*}}((R_{id}^{1,n} - 1)/n)]]$$  \hfill (23)
5. Experiments for understanding the influence of the spread and the shape of the smoothing distributions for many bivariate and trivariate data-generating models. These preliminary investigations will then be used to propose a natural way of choosing \( \bar{C} \) in (17), and, moreover, proceeding similarly to (24), that

\[
\begin{align*}
\mathbb{E}[\hat{\mathcal{F}}_{x_{1:n}}((R_{1:j}^n - 1)/n)] &= \mathbb{E} \left( \mathbb{E} \left[ \hat{\mathcal{F}}_{x_{1:n}}((R_{1:j}^n - 1)/n) \mid \mathcal{F}_{1:n} \right] \right) = \mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left[ \hat{\mathcal{F}}_{x_{1:n}}((i - 1)/n) \mid \mathcal{F}_{1:n} \right] \right] \\
&= \mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left[ |W_{x_{1:n}}| > (i - 1)/n \mid \mathcal{F}_{1:n} \right] \right] = \mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left[ \mathbf{1}(W_{x_{1:n}} \geq i/n) \mid \mathcal{F}_{1:n} \right] \right] \\
&= \mathbb{E} \left[ \mathbb{E}(W_{x_{1:n}} \mid \mathcal{F}_{1:n}) \right] = \mathbb{E}(u_j) = u_j.
\end{align*}
\]

In other words, the expected value of \( C_{1:n}(u) \) is the expectation of a random variable obtained by applying the copula \( \mathcal{F}^{x_{1:n}} \) to the components of a random vector with expectation \( u \). Similarly, if \( W_{x_{1:n}} \) is continuous, from (11), we have that

\[
\mathbb{E}(C_{1:n}^{\text{core}}(u)) = \mathbb{E}(\mathcal{F}^{x_{1:n}}[\hat{\mathcal{F}}_{x_{1:n}}((R_{1:n}^1 - 1)/n), \ldots, \hat{\mathcal{F}}_{x_{1:n}}((R_{1:n}^n - 1)/n)])
\]

and, moreover, proceeding similarly to (24), that

\[
\begin{align*}
\mathbb{E}[\hat{\mathcal{F}}_{x_{1:n}}((R_{1:j}^n - 1)/2)/n)] &= \mathbb{E} \left( \frac{\lfloor nW_{x_{1:n}}/2 \rfloor + 1}{n} \right),
\end{align*}
\]

which, combined with the fact that \( \sup_{w \in [0,1]} |nw/2 + w| = 1/(2n) \), implies that

\[
\mathbb{E}[\hat{\mathcal{F}}_{x_{1:n}}((R_{1:j}^n - 1)/2)/n)] - u_j \leq 1/(2n).
\]

In other words, in the case of a continuous smoothing distribution, the expected value of \( C_{1:n}^{\text{core}}(u) \) is the expectation of a random variable obtained by applying the copula \( \mathcal{F}^{x_{1:n}} \) to the components of a random vector whose expectation is within \( 1/(2n) \) of \( u \).

Given that \( C_{1:n}(u) \) and \( C_{1:n}^{\text{core}}(u) \) are estimators of \( C(u) \), the previous derivations suggest that it may be meaningful to expect that, in many situations, their biases will be minimized (or at least will be small) if the survival copula \( \mathcal{F}^{x_{1:n}} \) of \( W_{x_{1:n}} \) is taken equal to the copula \( C \). When \( C \) is the independence copula \( \Pi \), the above choice is optimal if Condition 7 holds. Indeed, setting \( \mathcal{F}^{x_{1:n}} = \Pi \) in (23) and using (24) immediately yields that \( C_{1:n}(u) \) is an unbiased estimator of \( C(u) = \Pi(u) \). Similarly, if \( W_{x_{1:n}} \) is continuous, one straightforwardly obtains from (25), (26), and (27) that the bias of \( C_{1:n}^{\text{core}}(u) \) will decrease quickly as \( n \) increases.

The previous discussion focusing on the bias thus suggests, if \( C \) were known, to choose the survival copula \( \mathcal{F}^{x_{1:n}} \) in (10) and (11) equal to \( C \). Since \( C \) is not known, a natural solution consists of taking \( \mathcal{F}^{x_{1:n}} \) equal to a pilot estimate of \( C \) based on \( \mathcal{F}_{1:n} \). This aspect will be empirically investigated in Section 5.

5. Suggested data-adaptive alternatives to the empirical beta copula

The first aim of this section is to study, under Condition 9, the finite-sample performance of the estimators \( C_{1:n}^{\text{opt}} \) in (17), \( C_{1:n}^{\text{hs}} \) in (18) and \( C_{1:n}^{\text{kh}} \) in (22) in the case when the survival copula \( \mathcal{F}^{x_{1:n}} \) does not depend on the data. These preliminary investigations will then be used to propose a natural way of choosing \( \mathcal{F}^{x_{1:n}} \) from the data in the expressions of \( C_{1:n}^{\text{opt}} \), \( C_{1:n}^{\text{hs}} \) and \( C_{1:n}^{\text{kh}} \). The finite-sample performance of the resulting estimators will be finally studied for many bivariate and trivariate data-generating models.

5.1. Experiments for understanding the influence of the spread and the shape of the smoothing distributions

Following [24], for each sample size \( n \) under consideration, each data generating copula \( C \) and each copula estimator \( C_{1:n} \) under investigation, we estimated the following three performance measures:

\[
\text{integrated squared bias}: \int_{[0,1]^n} \left[ \mathbb{E} \left( C_{1:n}(u) - C(u) \right) \right]^2 du,
\]
Influence of the dispersion parameter $\rho$ of the beta smoothing survival margins and of the value of Kendall’s tau (given on the $x$-axis of each panel) of the smoothing Frank copula $\hat{C}_{1:n}^{\rho}$ (not taken to depend on the data) on the three performances measures of the smooth estimator $C_{1:n}$ in (22) computed from samples of size $n = 30$ from a Frank copula with a Kendall’s tau in $(0, -0.3, -0.6, -0.9)$.

$$\text{integrated variance: } \int_{[0,1]^2} \mathbb{E} \left[ \left( \hat{C}_{1:n}(u) - \mathbb{E}[\hat{C}_{1:n}(u)] \right)^2 \right] du,$$

$$\text{integrated mean squared error: } \int_{[0,1]^2} \mathbb{E} \left[ \left( \hat{C}_{1:n}(u) - C(u) \right)^2 \right] du.$$

To do so, we proceeded by Monte Carlo simulation using 20,000 independent random samples of size $n$ from $C$ and applied the trick described in detail in Appendix B of [24]. All the numerical experiments were carried out using the R statistical environment and its packages copula [12] and extraDistr [28].

As a first experiment, we considered $n \in \{10, 30, 50\}$ and $C$ to be the bivariate Frank copula [8] with a Kendall’s tau in $(0, -0.3, -0.6, -0.9)$. We then estimated the above three performance measures for the smooth empirical copula $C_{1:n}$ in (22) with $\rho \in \{0.5, 1, 2, 3\}$ and $\hat{C}_{x,1:n}$ the Frank copula with a Kendall’s tau in $\{-0.9, -0.8, \ldots, 0.9\}$ (thus not taken to depend on the data). The results are represented in Fig. 1 for $n = 30$ and are qualitatively similar for $n \in \{10, 50\}$. Each column of graphs corresponds to a different Kendall’s tau for the data generating Frank copula. The first (resp. second, third) row of plots reports the integrated squared bias (resp. integrated variance, integrated mean squared error). The four curves in each panel represent the four considered values of the dispersion parameter $\rho$ and give the value of the performance measure against the value of Kendall’s tau of the (data-independent) Frank copula $\hat{C}_{x,1:n}^{\rho}$ of the smoothing survival distribution.
From the first row of graphs in Fig. 1, we see that, as expected from the discussion in Section 4.3, the integrated squared bias is minimized when the survival copula \( \hat{C}^{X_{1n}} \) is close to the data generating copula \( C \). The larger the value of the marginal dispersion parameter \( \rho \), the more obvious the previous conclusion is. The second row of plots reveals, on one hand, that the shape of the smoothing distribution controlled by \( \hat{C}^{X_{1n}} \) has relatively little influence on the integrated variance (although the latter seems always minimized when \( \hat{C}^{X_{1n}} \) is close to the independence copula \( \Pi \)) and, on the other hand, that the larger \( \rho \), the lower the integrated variance. The third row of graphs combines the previous conclusions and shows that the integrated mean squared error seems minimized when \( \hat{C}^{X_{1n}} \) is close to \( C \) and \( \rho \) is large provided the absolute value of Kendall’s tau of \( X_{1n} \) is close to the data generating copula \( C \). The largest \( \rho \) is close to \( C \) and in the case of strongly (negatively) dependent observations, the lowest integrated mean squared error seems also reached for \( \rho = 0.5 \), the latter setting having the advantage of being hardly unaffected by the choice of \( \hat{C}^{X_{1n}} \).

As a second experiment, we considered a similar setting but with \( C \) a bivariate Clayton copula \([5]\) and for the estiamtors \( C^{X_{1n}} \) in (17) and \( C^{X_{2n}} \) in (18) involving scaled binomial and scaled beta-binomial smoothing survival margins with dispersion parameter \( \rho \in \{2, 4\} \). This time, we also allowed \( \hat{C}^{X_{1n}} \) to be a survival Clayton copula (still not taken to depend on the data). Note that a Clayton copula and the corresponding survival copula have the same value of Kendall’s tau whereas they are very different: the former is lower tail dependent while the latter is upper tail dependent [see, e.g., \(13\), Section 3.4.1]. The results are represented in Fig. 2 for \( n = 30 \). The conclusions
are the same as those drawn after the first experiment. In particular, the curves for \( \hat{\mathcal{C}}^{X_1|X_2} \) the Clayton copula and \( \hat{\mathcal{C}}^{X_1|X_2} \) the corresponding survival Clayton copula for the same value of \( \rho \) in Fig. 2 confirm that the integrated bias and the integrated mean squared error are minimized when \( \hat{\mathcal{C}}^{X_1|X_2} \) is approximately equal to \( C \). The conclusions remain qualitatively the same for \( n \in \{10, 50\} \) or when the Clayton family is replaced by the Gumbel–Hougaard family \([11, 14]\).

5.2. Suggested data-adaptive smooth estimators and their finite-sample performance

The previous experiments confirm what the theoretical hints given in Section 4.3 already suggested: it seems meaningful to take the survival copula \( \hat{\mathcal{C}}^{X_1|X_2} \) of the smoothing distributions equal to the data generating copula \( C \). Since the latter is unknown and since the empirical beta copula \( C_{1;n}^{\text{beta}, \pi} \) in (2) is probably one of the best available estimators of \( C \), it is a natural choice for \( \hat{\mathcal{C}}^{X_1|X_2} \). As far as the dispersion parameter \( \rho \) is concerned, the results reported in Section 5.1 suggest that taking its value to be larger than one, say \( \rho \in [2, 4] \), may be a good general choice. Two suggested smooth data-adaptive copula estimators are thus \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho \in [2, 4] \). The first one, generically defined in (18), has scaled beta-binomial smoothing survival margins and uses the empirical beta copula for \( \hat{\mathcal{C}}^{X_1|X_2} \). The second one, generically defined in (22), has beta smoothing survival margins and also uses the empirical beta copula for \( \hat{\mathcal{C}}^{X_1|X_2} \).

As competitors to these estimators in our Monte Carlo experiments, we considered:

- the empirical beta copula \( C_{1;n}^{\text{beta}, \pi} \), which is the same as the estimator \( C_{1;n}^{\text{beta}, \pi} \) in (17) with \( \hat{\mathcal{C}}^{X_1|X_2} = \Pi \),
- the estimators \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho \in [2, 4] \), which can be regarded as smoother versions of \( C_{1;n}^{\text{beta}, \pi} = C_{1;n}^{\text{beta}, \pi} \),
- and the estimators \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho = 0.5 \) which are marginally rougher than all of the previously considered ones.

In a first series of experiments, we considered \( d \in [2, 3] \) and \( C \) to be either the \( d \)-dimensional Clayton, Gumbel–Hougaard or Frank copula whose bivariate margins have a Kendall’s tau of \( \tau \) in Section 5.1 suggest that taking its value to be larger than one, say \( \rho \in [2, 4] \), may be a good general choice. Two suggested smooth data-adaptive copula estimators are thus \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho \in [2, 4] \). The first one, generically defined in (18), has scaled beta-binomial smoothing survival margins and uses the empirical beta copula for \( \hat{\mathcal{C}}^{X_1|X_2} \).

The conclusions remain qualitatively the same for \( n \in \{10, 20, 30, 40\} \) and for \( \tau \) in either \( [0, 0.1, \ldots, 0.9] \) or in \( \{-0.9, -0.8, \ldots, 0\} \). The estimated integrated mean squared errors are given against Kendall’s tau in the panels of Fig. 3 in which the following abbreviations are used:

- “e.b.c.” for “empirical beta copula”,
- “beta-bin. rho = 2 / indep” for the estimator \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho = 2 \),
- “beta-bin. rho = 2 / e.b.c.” for the estimator \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho = 2 \),
- “beta rho = 2 / indep” for the estimator \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho = 2 \),
- “beta rho = 2 / e.b.c.” for the estimator \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho = 2 \),

and similarly for the estimators with \( \rho = 4 \).

The following conclusions can be drawn from Fig. 3:

- the estimators \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) with \( \rho \in [2, 4] \) are uniformly better than the empirical beta copula in terms of integrated mean squared error for the data generating models under consideration; setting \( \rho \) to 4 is overall better than setting \( \rho = 2 \), except when, approximately, \( n \leq 30 \) and \( |\tau| \geq 0.6 \),
- as expected from Section 4.3 and the experiments reported in Section 5.1, all other settings being equal, the estimators for which \( \mathcal{C}^{X_1|X_2} = \Pi \) are better than their analogs for which \( \mathcal{C}^{X_1|X_2} = \mathcal{C}_{1;n}^{\text{beta}, \pi} \) when \( \tau \) is close to 0; their advantage, particularly large for small \( n \), decreases as \( n \) increases, that is, as the performance of the pilot estimator \( C_{1;n}^{\text{beta}, \pi} \) improves,
- as expected from the experiments reported in Section 5.1, setting \( \rho = 0.5 \) in the expressions of \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) can have advantages only when \( |\tau| \) is large and \( n \) is small,
- as can be seen from the first and second rows of plots (and from other non reported results), for the same value of \( \rho > 1 \), there is hardly any difference between the estimators \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) (resp. \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \)) in terms of integrated mean squared error.

Note that we have no explanations for the somehow surprising behavior occurring in the third line of graphs when \( \tau \) changes from \(-0.8\) to \(-0.9\).

In a last series of experiments, we compared the integrated mean squared error of \( C_{1;n}^{\text{beta}, \pi} \) with that of \( C_{1;n}^{\text{beta}, \pi} \), \( C_{1;n}^{\text{beta}, \pi} \), \( C_{1;n}^{\text{beta}, \pi} \) and \( C_{1;n}^{\text{beta}, \pi} \) for \( \rho \in [2, 4] \) for various bivariate and trivariate data-generating models and \( n \in \{10, 20, \ldots, 100\} \). Specifically, we considered:
Fig. 3: Estimated integrated mean squared errors against Kendall’s tau \( \tau \) for \( \tau \) in either \( [0.0, 0.1, \ldots, 0.9] \) or \( [-0.9, -0.8, \ldots, 0] \) of various estimators of \( C \) for the bivariate Clayton (first and second row of graphs), the bivariate Frank (third row of graphs) or the trivariate Gumbel–Hougaard copula (fourth row of graphs) for \( n \in \{10, 20, 30, 40\} \). The abbreviations used in the legends are those defined in Section 5.2.

- bivariate normal copulas with a Kendall’s tau \( \tau \in [-0.75, -0.5, -0.25, 0.25, 0.5, 0.75] \),
- non-exchangeable bivariate Khoudraji–Clayton copulas with first shape parameter \( s_1 \in \{0.4, 0.6, 0.8\} \), second shape parameter \( s_2 = 0.95 \) and Clayton copula parameter equal to 6 (see Section 3.4.2 in [13] and Fig. 3.19 therein in particular),
- trivariate Gumbel–Hougaard copulas whose bivariate margins have a Kendall’s tau \( \tau \in [0.25, 0.5, 0.75] \),
- the trivariate \( \ell \) copula with 4 degrees of freedom and pairwise correlation parameters \( \rho_{12} = -0.2, \rho_{13} = 0.5 \) and \( \rho_{23} = 0.4 \) as in [24].
the trivariate nested Archimedean copula with Frank generators and with a Kendall’s tau equal to 0.3 at the upper node and 0.6 at the lower node as in [24],

the trivariate nested Archimedean copula with Frank generators and with a Kendall’s tau equal to 0.5 at the upper node and 0.8 at the lower node.

The estimated integrated mean squared errors are plotted against \( n \in \{10, 20, \ldots, 100\} \) in the graphs of Fig. 4 for the estimators (other than \( C_{1,n}^{\rho,a} \)) that have beta smoothing survival margins. As already mentioned, the estimated integrated mean squared errors of the estimators having scaled beta-binomial survival margins (all other settings being equal) are almost identical. Again, as can be seen from Fig. 4, the estimators \( C_{1,n}^{\rho,a} \) and \( C_{1,n}^{\rho,b} \) with \( \rho \in [2, 4] \) are uniformly better than the empirical beta copula in terms integrated mean squared error for all the data generating models under consideration, the best of the two being overall the one with \( \rho = 4 \), except for very small \( n \). For an easier evaluation of the possible gain resulting from the use of the latter estimator, Fig. 5 reports estimated relative efficiencies with respect to the estimator \( C_{1,n}^{\rho,a} \) with \( \rho = 4 \) against \( n \in \{10, 20, \ldots, 100\} \) (the relative efficiency of an estimator with respect to \( C_{1,n}^{\rho,a} \) with \( \rho = 4 \) is simply the ratio of its integrated mean squared error to that of \( C_{1,n}^{\rho,a} \) with \( \rho = 4 \) multiplied by 100). As already observed in the previous set of experiments, the estimators \( C_{1,n}^{\rho,a} \) and \( C_{1,n}^{\rho,b} \) with \( \rho \in [2, 4] \) can be of interest only when the true copula is close to the independence copula \( \Pi \).

6. Asymptotics of related sequential empirical processes

Recall the definition given in (5) of the smooth, possibly data-adaptive empirical copulas \( C_{k,l}^\nu \) investigated in this work. Conditions under which empirical processes of the form \( \sqrt{n} (C_{k,l}^\nu - C) \) converge weakly will be a consequence of the sequential results to be stated in this section. The reason for considering this more general setting follows from our intention to apply the studied smooth estimators in change-point analysis in a forthcoming project.

Before providing the asymptotic theory for the related sequential empirical processes, we start by briefly explaining how the quantities introduced in Section 2 can be defined from substretches of the available stretch of observations \( \mathcal{X}_n = (X_1, \ldots, X_n) \). Given a substretch \( \mathcal{X}_{k,l} = (X_{i,k}, \ldots, X_{i,l}) \), \( 1 \leq k \leq l \leq n \), let \( F_{k,l,j} \) be the empirical d.f. computed from the \( j \)th component subsample \( X_{i,j}, \ldots, X_{l,j} \), \( j \in \{1, \ldots, d\} \) of \( \mathcal{X}_{k,l} \). Then, let \( R_{k,l,j}^l = (l-k+1)F_{k,l,j}(X_{i,j}) \) be the (maximal) rank of \( X_{i,j} \) among \( X_{i,j}, \ldots, X_{l,j} \). Furthermore, let \( R_{k,l}^l = (R_{k,l,j}^l, \ldots, R_{k,l,j}^l) \) and \( \bar{U}_{k,l}^l = R_{k,l,j}^l/(l-k+1), \ i \in \{k, \ldots, l\} \) be the multivariate ranks and the multivariate scaled ranks, respectively, obtained from \( \mathcal{X}_{k,l} \). The empirical copula \( C_{k,l}^\nu \) of \( \mathcal{X}_{k,l} \) at \( u = (u_1, \ldots, u_d) \in [0, 1]^d \) is then

\[
C_{k,l}^\nu(u) = \frac{1}{l-k+1} \sum_{i=k}^{l} \prod_{j=1}^{d} \mathbf{1}(R_{k,l,j}^l/(l-k+1) \leq u_j) = \frac{1}{l-k+1} \sum_{i=k}^{l} \mathbf{1} (\bar{U}_{k,l}^l \leq u),
\]

and, by analogy with (5), the corresponding smooth version \( C_{k,l}^\nu \) based on the possibly random smoothing distributions \( v_{\alpha_{x_{k,l}}} \), \( u \in [0, 1]^d \), is defined by

\[
C_{k,l}^\nu(u) = \int_{[0,1]^d} C_{k,l}(w) dv_{\alpha_{x_{k,l}}}^{\nu}(w), \quad u \in [0, 1]^d.
\]

Note that, if \( k > l \), we adopt the convention that \( C_{k,l} = C_{k,l}^\nu = 0 \) and that, for any \( u \in [0, 1]^d \), \( v_{\alpha_{x_{k,l}}}^{\nu} \) is the Dirac measure at \( u \).

We can now define the corresponding sequential empirical copula processes which are the main focus of this section. Let \( \Delta = \{(s,t) \in [0, 1]^2 : s \leq t\} \) and let \( \lambda_{k}(s,t) = ([nt] - [ns])/n \), \( (s,t) \in \Delta \). The two-sided sequential empirical copula process was defined in [2] by

\[
\mathcal{C}_k(s,t,u) = \sqrt{n} \lambda_{k}(s,t)(C_{[nt]+1,[nt]}(u) - C(u)), \quad (s,t) \in \Delta, u \in [0, 1]^d,
\]

where \( C_{[nt]+1,[nt]} \) is generically defined in (28). The two-sided sequential empirical copula process corresponding to the smooth empirical copula in (29) is then naturally defined by

\[
\mathcal{C}_k^\nu(s,t,u) = \sqrt{n} \lambda_{k}(s,t)(C_{[nt]+1,[nt]}^\nu(u) - C(u)), \quad (s,t) \in \Delta, u \in [0, 1]^d.
\]
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Fig. 4: Estimated integrated mean squared errors against $n \in \{10, 20, \ldots, 100\}$ of five estimators of $C$ for the bivariate and trivariate data-generating models considered in Section 5.2.
Fig. 5: Estimated relative efficiencies (r.e.) with respect to the estimator $\frac{\hat{C}}{C_{\beta}}$ with $\rho = 4$ against $n \in \{10, 20, \ldots, 100\}$ for the four other estimators of $C$ appearing in Fig. 4 for the bivariate and trivariate data-generating models considered in Section 5.2.
The aim of this section is to establish the asymptotics of the latter.

As frequently done in the literature, we consider the following nonrestrictive condition on the unknown copula $C$ initially proposed in [23].

**Condition 19 (Smooth partial derivatives).** For any $j \in \{1, \ldots, d\}$, the partial derivative $\partial C/\partial u_j$ exists and is continuous on the set $[u] \in [0, 1]^d : u_j \in (0, 1)$.

The latter condition can be considered nonrestrictive because, as shall become clear in the forthcoming developments, it is necessary for the candidate weak limit of both $C_n$ and $C_n^\circ$ to exist pointwise and have continuous trajectories. In the rest of the paper, following [4], for any $j \in \{1, \ldots, d\}$, $\partial C/\partial u_j$ is arbitrarily defined to be zero on the set $[u] \in [0, 1]^d : u_j \in \{0, 1\}$, which implies that, under Condition 19, $C$ is defined on the whole of $[0, 1]^d$.

In view of the mathematical derivations carried out in [24] to study the asymptotics of the empirical beta copula process and with (4) in mind, it seems particularly meaningful to impose the following condition on the smoothing distributions involved in the definition of the smooth empirical copulas under consideration.

**Condition 20 (Variance condition).** There exists a constant $\kappa > 0$ such that, for any $n \in \mathbb{N}$, $x \in (\mathbb{R}^d)^n$, $u \in [0, 1]^d$ and $j \in \{1, \ldots, d\}$, $\operatorname{Var} W_{nj} \leq \kappa u_j(1 - u_j)/n$.

**Remark 21.** As verified at the beginning of Section 4.1, the previous condition is clearly satisfied if, for any $n \in \mathbb{N}$, $x \in (\mathbb{R}^d)^n$, $u \in [0, 1]^d$ and $j \in \{1, \ldots, d\}$, $W_{nj} = S_{n,j,n}/n$, where $S_{n,j,n}$ is Binomial($n$, $u_j$). From (16) and (21), we see that it will also be satisfied for smoothing distributions with scaled beta-binomial and beta survival margins as defined in Sections 4.1 and 4.2 provided that the dispersion parameter $\rho$ is constant. For versions of these models in which $\rho$ is data-adaptive, one needs to assume that there exists a constant $\gamma > 0$, such for any $n \in \mathbb{N}$ and $x \in (\mathbb{R}^d)^n$, the dispersion parameter $\rho = \rho(x)$ (which may thus depend on $x$) is bounded by $\gamma$.

In the rest of this section, unless stated otherwise, all convergences are with respect to $n \to \infty$. Furthermore, the arrow $\rightsquigarrow$ denotes weak convergence in the sense of Definition 1.3.3 in [27] and, given a set $T$, $\mathcal{C}(T)$ (resp. $\mathcal{C}(T)$) represents the space of all bounded (resp. continuous) real-valued functions on $T$ equipped with the uniform metric. The following result is proven in Appendix C.

**Theorem 22 (Asymptotics of $C_n^\circ$).** Assume that Conditions 19 and 20 hold, and that $C_n \rightsquigarrow C$ in $\mathcal{C}(\Delta \times [0, 1]^d)$, where the trajectories of the limiting process $C$ are continuous almost surely. Then,$\sup_{(s,t,u) \in [0,1]^d} |C_n^\circ(s,t,u) - C_n(s,t,u)| = o_p(1)$.

Consequently, $C_n^\circ \rightsquigarrow C$ in $\mathcal{C}(\Delta \times [0, 1]^d)$.

Roughly speaking, the smooth sequential empirical copula process $C_n^\circ$ in (31) is asymptotically equivalent to the classical sequential empirical copula process $C_n$ in (30) when the latter converges weakly to a limiting process whose trajectories are continuous almost surely. From Section 3 in [2], a key assumption for such a convergence to hold concerns the weak convergence of the two-sided sequential empirical process

$$B_n(s,t,u) = \frac{1}{\sqrt{n}} \sum_{i=|u_n|+1}^{nt} I(U_i \leq u) - C(u), \quad (s,t,u) \in \Delta \times [0, 1]^d,$$

where $U_1, \ldots, U_n$ is the unobservable sample obtained from $\mathcal{X}_1 = (X_1, \ldots, X_n)$ by the probability integral transformations $U_{ij} = F(X_{ij}, i \in \{1, \ldots, n\}, j \in \{1, \ldots, d\}$, and with the convention that $B_n(s,t,\cdot) = 0$ if $[nt] - [ns] = 0$. Specifically, the following condition was considered in [2].

**Condition 23 (Weak convergence of $B_n(0, \cdot, \cdot)$).** The sequential empirical process $B_n(0, \cdot, \cdot)$ converges weakly in $\mathcal{C}([0, 1]^{d+1})$ to a tight centered Gaussian process $Z_C$ concentrated on $\{f \in \mathcal{C}([0, 1]^{d+1}) : f(s,u) = 0 \text{ if one of the components of } (s,u) \text{ is 0, and } f(s,1,\ldots,1) = 0 \text{ for all } s \in (0, 1]\}$. 
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Under Condition 23, it immediately follows from the continuous mapping theorem that \( B_n \rightsquigarrow B_C \) in \( \ell^\infty(\Delta \times [0, 1]^d) \), where
\[
B_C(s, t, u) = Z_C(t, u) - Z_C(s, u), \quad (s, t, u) \in \Delta \times [0, 1]^d. \tag{33}
\]

When the underlying stationary time series \( (X_i)_{i \in \mathbb{Z}} \) consists of independent random vectors, Condition 23 is a direct consequence, for instance, of Theorem 2.12.1 in [27]. More generally, Condition 23 also holds when \( (X_i)_{i \in \mathbb{Z}} \) is strongly mixing. Given a stationary time series \( (Y_i)_{i \in \mathbb{Z}} \), denote by \( \mathcal{F}_i^\infty \) the \( \sigma \)-field generated by \( (Y_j)_{j \leq 0 \cup \{k \in \mathbb{Z} \mid j, k \in \mathbb{Z} \cup [-\infty, +\infty] \)\), and recall that the strong mixing coefficients corresponding to the stationary sequence \( (Y_i)_{i \in \mathbb{Z}} \) are then defined by
\[
a^{Y}_{r} = \sup_{A \in \mathcal{F}_n^\infty, B \in \mathcal{F}_r^\infty} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|, \quad r \in \mathbb{N}, \ r > 0,
\]
with \( a^{Y}_{r} = 1/2 \) and that the sequence \( (Y_i)_{i \in \mathbb{Z}} \) is said to be strongly mixing if \( a^Y_r \to 0 \) as \( r \to \infty \). Then, if the stretch \( U_1, \ldots, U_d \) is drawn from \( \mathcal{F}_0^\infty \) whose strong mixing coefficients satisfy \( \alpha^Y_r = O(r^{-a}) \) with \( a > 1 \) (which occurs if the strong mixing coefficients of the time series \( (X_i)_{i \in \mathbb{Z}} \) satisfy \( \alpha^X_i = O(r^{-a}) \) with \( a > 1 \), Theorem 1 in [1] implies that Condition 23 holds with the covariance function of the process \( Z_C \) being
\[
\text{Cov}(Z_C(s, u), Z_C(t, v)) = \min(s, t) \sum_{k \in \mathbb{Z}} \text{Cov}(1(U_i \leq u), 1(U_k \leq v)).
\]

Recall that, for any \( j \in \{1, \ldots, d\} \) and any \( u \in [0, 1]^d \), \( u^{(j)} \) is the vector of \( [0, 1]^d \) defined by \( u^{(j)} = u \) if \( i = j \) and 1 otherwise. The following result is then an immediate consequence of Theorem 3.4 in [2] and Proposition 3.3 of [3], and can be used to obtain a straightforward corollary of Theorem 22.

**Theorem 24 (Asymptotics of \( C_n \)).** Under Conditions 19 and 23, \[
\sup_{(s, t, u) \in \Delta \times [0, 1]^d} \left| C_n(s, t, u) - \tilde{C}_n(s, t, u) \right| = o_P(1),
\]
where
\[
\tilde{C}_n(s, t, u) = B_n(s, t, u) - \sum_{j=1}^{d} \tilde{C}_j(u) B_n(s, t, u^{(j)}), \quad (s, t, u) \in \Delta \times [0, 1]^d,
\]
and \( B_n \) is defined in (32). Consequently, \( C_n \rightsquigarrow C_C \) in \( \ell^\infty(\Delta \times [0, 1]^d) \), where
\[
C_C(s, t, u) = B_C(s, t, u) - \sum_{j=1}^{d} C_j(u) B_C(s, t, u^{(j)}), \quad (s, t, u) \in \Delta \times [0, 1]^d,
\]
and \( B_C \) is defined in (33).

7. **Concluding remarks**

A broad class of smooth, possibly data-adaptive empirical copulas containing the empirical beta copula was studied. A good general choice within this class appears to be the estimator \( C_{\text{beta}}^{\text{est}} \) generically defined in (18) that uses the empirical beta copula as survival copula of the smoothing distribution and scaled beta-binomial smoothing survival margins with dispersion parameter \( \rho = 4 \). From Corollary 12, the latter is a genuine copula in the absence of ties in the component samples. In our bivariate and trivariate Monte Carlo experiments, it was found to be uniformly better than the empirical beta copula for all the considered data-generating models. However, its better finite-sample performance compared to the empirical beta copula comes at the price of a higher computational cost since this more complex estimator uses the empirical beta copula as a pilot estimator of the true unknown copula. Specifically, we see from (18) that one estimation of the unknown copula at a given point \( u \in [0, 1]^d \) will require \( n \) evaluations of the empirical beta copula. Whether this overhead is acceptable for a given application can be assessed using the \( R \) implementation of the estimator available on the web page of the first author.

In addition to these finite-sample results, conditions under which sequential empirical copula processes constructed from the studied general class of smooth, possibly data-adaptive estimators converge weakly were provided. In a forthcoming project, these results will be used to show the asymptotic validity of a sequential dependent multiplier bootstrap [2, 3] allowing to apply the proposed smooth, possibly data-adaptive empirical copulas to change-point detection in a time series setting.
A. Proofs of Lemma 1, Proposition 6, Proposition 11 and Proposition 14

Proof of Lemma 1. For any \( u \in [0, 1]^d \), \( n \in \mathbb{N} \) and \( r_1, \ldots, r_d \in [1, \ldots, n] \), we have

\[
\int_{(0,1)^d} \prod_{j=1}^d \mathbf{1}(r_j/n \leq w_j) d\nu_n(u)(w) = \mathbb{E}\left\{ \prod_{j=1}^d \mathbf{1}(r_j/n \leq S_{u,j}(w)/n) \right\} = \prod_{j=1}^d \mathbb{E}(\mathbf{1}(r_j \leq S_{u,j})) = \prod_{j=1}^d \mathbb{P}(S_{u,j} \geq r_j)
\]

\[
= \prod_{j=1}^d \left(1 - \mathbb{P}(S_{u,j} \leq r_j - 1)\right) = \prod_{j=1}^d \left(1 - \sum_{x=0}^{r_j-1} \binom{n}{x} w_j^x (1 - u_j)^{n-x}\right)
\]

\[
= \prod_{j=1}^d \left(\sum_{x=0}^n \binom{n}{x} w_j^x (1 - u_j)^{n-x} - \sum_{x=0}^{r_j-1} \binom{n}{x} w_j^x (1 - u_j)^{n-x}\right) = \prod_{j=1}^d \sum_{x=r_j}^n \binom{n}{x} w_j^x (1 - u_j)^{n-x} = \prod_{j=1}^d \beta_{u,j}(u_j).
\]

Proof of Proposition 6. Fix \( j \in \{1, \ldots, d\} \) and \( u \in [0, 1]^d \). Then, from (4), all the components of \( W_{W_{j}}^{x_{i,n}} \) except possibly the \( j \)-th are deterministic and equal to 1. It follows from (6) and (7) that, almost surely,

\[
C_{1,n}^{\nu}(u^{(j)}) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{P}_{R_{1,n}}^{x_{i,n}}(u^{(j)}) = \frac{1}{n} \sum_{i=1}^{n} \int_{[0,1]^d} \mathbf{1}(R_{i,n}^{(j)}/n \leq w_j) d\nu_{n}(w) = \frac{1}{n} \sum_{i=1}^{n} \left(\int_{[0,1]^d} \mathbf{1}(i/n \leq w_j) d\nu_{n}(w)\right)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left( \mathbf{1}(i/n \leq W_{U,j}^{x_{i,n}}) \right) = \mathbb{E}\left( \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}(i \leq nW_{U,j}^{x_{i,n}}) \right) = \mathbb{E}\left( \frac{\frac{nW_{U,j}^{x_{i,n}}}{n}}{1} \right).
\]

Proofs of Propositions 11 and 14. We only provide the proof of Proposition 11 as the proof of Proposition 14 is very similar.

Let us check that \( C_{1,n}^{\nu} \) in (10) satisfies the four properties listed in Theorem 1.2.11 of [7] necessary for it to be a multivariate d.f. From (9), under Condition 9, for any \( u \in [0, 1]^d \) and \( i \in \{1, \ldots, n\} \), one has that, almost surely

\[
\mathcal{P}_{R_{1,n}}^{x_{i,n}}(u) = \tilde{\mathcal{P}}_{x_{i,n}}^{R_{1,n}}(\mathcal{F}_{1,n}(R_{1,n}^{(i)}/n - 1)/n), \ldots, \tilde{\mathcal{P}}_{x_{i,n}}^{R_{1,n}}(\mathcal{F}_{d,n}(R_{d,n}^{(i)}/n - 1)/n).
\]

Since, for any \( u \in [0, 1]^d \) and \( j \in \{1, \ldots, d\} \), \( W_{j}^{x_{i,n}} = 0 \) if the \( j \)-th coordinate of \( u \) is zero and \( \tilde{\mathcal{P}}_{x_{i,n}}^{R_{1,n}} \) is a copula, we obtain that, with probability 1, \( \mathcal{P}_{R_{1,n}}^{x_{i,n}}(u) = 0 \) for all \( i \in \{1, \ldots, n\} \) if at least one coordinate of \( u \) is zero. The latter implies that the estimator \( C_{1,n}^{\nu} \) in (10) is grounded. Similarly, if \( u = 1 \) \in [0, 1]^d \), with probability 1 \( W_{j}^{x_{i,n}} = 1 \) for all \( j \in \{1, \ldots, d\} \) and \( \mathcal{P}_{R_{1,n}}^{x_{i,n}}(u) = 1 \) for all \( i \in \{1, \ldots, n\} \), which implies that \( C_{1,n}^{\nu}(1) = 1 \) almost surely.

From Condition 10 and the fact that \( \tilde{\mathcal{P}}_{x}^{R} \) is a copula for all \( x \in (\mathbb{R}^d)^n \), we have that, for any \( x \in (\mathbb{R}^d)^n \), \( j \in \{1, \ldots, d\} \), \( u \in [0, 1]^d \) and \( w \in [0, 1]^d \), the function from \( [0, 1] \) to \([0,1] \) defined by

\[
t \mapsto \tilde{\mathcal{P}}_{x_{j,n}}^{R_{1,n}}(w_{1}), \ldots, \tilde{\mathcal{P}}_{x_{j,n}}^{R_{1,n}}(w_{j-1}), \tilde{\mathcal{P}}_{x_{j,n}}^{R_{1,n}}(w_{j}), \tilde{\mathcal{P}}_{x_{j,n}}^{R_{1,n}}(w_{j+1}), \ldots, \tilde{\mathcal{P}}_{x_{j,n}}^{R_{1,n}}(w_{d})
\]

is right-continuous. The latter implies that, with probability 1, for any \( j \in \{1, \ldots, d\} \) and \( u \in [0, 1]^d \), the function from \( [0, 1] \) to \([0,1] \) defined by \( t \mapsto C_{1,n}^{\nu}(u_{1}, \ldots, u_{j-1}, t, u_{j+1}, \ldots, u_{d}) \) is right-continuous as well.

For any \( a, b \in [0, 1]^d \) such that \( a \leq b \), let \( (a, b] = (a_1, b_1] \times \cdots \times (a_d, b_d] \) and, for any function \( H \) on \([0,1]^d \), let the \( H \)-volume of \((a, b] \) be defined by

\[
\Delta_{(a,b]} H = \sum_{i \in \{0,1\}^d} (-1)^{d-i} H(a_1^{1-i} b_1^{1-i}, \ldots, a_d^{1-i} b_d^{1-i}).
\]

Then, some thought reveals that, for any \( a, b \in [0, 1]^d \) such that \( a \leq b \), Condition 10 and the fact that \( \tilde{\mathcal{P}}_{x}^{R} \) is \( d \)-increasing [see, e.g., 7, Definition 1.2.9] for all \( x \in (\mathbb{R}^d)^n \) imply that, with probability 1, \( \Delta_{(a,b]} C_{1,n}^{\nu} \geq 0 \) for all \( i \in \{1, \ldots, n\} \), which in turn implies that \( \Delta_{(a,b]} C_{1,n}^{\nu} = \frac{1}{n} \sum_{i=1}^{n} \Delta_{(a,b]} \tilde{\mathcal{P}}_{x_{i,n}}^{R_{1,n}} \geq 0 \) almost surely, and thus that the estimator \( C_{1,n}^{\nu} \) is \( d \)-increasing with probability 1.

The desired conclusion finally follows from Theorem 1.2.11 in [7].

\[\square\]
B. Proofs of Propositions 15, 16 and 18

The proofs of Propositions 15, 16 and 18 are based on six lemmas which we prove first.

Lemma 25. For any \( n \in \mathbb{N} \) and \( w \in [0,n) \), the function \( t \mapsto B_{n,t}(w) \) is continuous on \([0,1]\).

Proof. Fix \( n \in \mathbb{N} \) and \( w \in [0,n) \). The desired result is an immediate consequence of the fact that
\[
B_{n,t}(w) = 1 - \sum_{k=0}^{[w]} \binom{n}{k} t^k (1-t)^{n-k}, \quad t \in [0,1],
\]
is a polynomial in \( t \).

Lemma 26. For any \( n \in \mathbb{N}, \rho \in (0,n) \) and \( w \in (0,1) \), the function \( t \mapsto \tilde{B}_{n,t}(w) \) is continuous on \([0,1]\).

Proof. Fix \( n \in \mathbb{N}, \rho \in (0,n) \) and \( w \in (0,1) \) and let \( \tau = (n-\rho)/\rho > 0 \). From the properties of the beta distribution Beta(\( \tau, (1-t)\tau \)), for any \( t \in (0,1) \),
\[
\tilde{B}_{n,t}(w) = 1 - \int_0^w f_{\tau,\tau}(x) \, dx,
\]
where
\[
f_{\tau,\tau}(x) = \frac{\Gamma(\tau)}{\Gamma(\tau) \Gamma(1-\tau)} x^{\tau-1} (1-x)^{(1-\tau)-1}, \quad x \in (0,1),
\]
and \( \Gamma \) is the gamma function. Fix \( t_0 \in (0,1) \) and let us verify that \( t \mapsto \tilde{B}_{n,t}(w) \) is continuous at \( t_0 \). To do so, let \( t_m \) be an arbitrary sequence in \((0,1)\) such that \( t_m \to t_0 \) as \( m \to \infty \). By continuity of \( \Gamma \) on \((0,\infty)\), we have that, for any \( x \in (0,1) \), \( f_{\tau,\tau}(x) \to f_{\tau,\tau}(x) \) as \( m \to \infty \). Furthermore, since there exists a constant \( K > 0 \) such that \( \Gamma(z) \geq K \) for all \( z \in (0,\infty) \), we have that, for any \( m \in \mathbb{N} \) and \( x \in (0,1) \), \( f_{\tau,\tau}(x) \leq \Gamma(\tau)/K^2 \). The dominated convergence theorem then implies that \( \tilde{B}_{n,t_m}(w) \to \tilde{B}_{n,t}(w) \) as \( m \to \infty \), which implies that the function \( t \mapsto \tilde{B}_{n,t}(w) \) is continuous on \((0,1)\). Furthermore, from Markov’s inequality, we have that, for any \( t \in (0,1) \), \( \tilde{B}_{n,t}(w) \leq t/w \), which combined with the fact that \( \tilde{B}_{n,0}(w) = 0 \), implies that \( \lim_{t \to 0^+} \tilde{B}_{n,t}(w) = \tilde{B}_{n,0}(w) \), and therefore that the function \( t \mapsto \tilde{B}_{n,t}(w) \) is continuous at 0. Finally, using symmetry properties of the density of the Beta(\( \tau, (1-t)\tau \)), some thought reveals that, for any \( t \in (0,1) \), \( \tilde{B}_{n,1-t}(w) = \tilde{B}_{n,t}(1-w) = 1 - \tilde{B}_{n,t}(1-w) \), which implies that \( \lim_{t \to 1^-} \tilde{B}_{n,t}(w) = \lim_{t \to 1^-} \tilde{B}_{n,1-t}(w) = 1 - \lim_{t \to 0^+} \tilde{B}_{n,t}(1-w) = 1 = \tilde{B}_{n,1-t}(w) \) since, from Markov’s inequality, for any \( t \in (0,1) \), \( \tilde{B}_{n,t}(1-w) \leq t/(1-w) \).

Lemma 27. For any \( n \in \mathbb{N}, \rho \in (0,n) \) and \( w \in [0,n) \), the function \( t \mapsto \tilde{B}_{n,t}(w) \) is continuous on \([0,1]\).

Proof. Fix \( n \in \mathbb{N}, \rho \in (1,n) \) and \( w \in [0,n) \) and let \( \tau = (n-\rho)/(\rho-1) > 0 \). From the properties of the beta-binomial distribution Beta-Binomial(\( n, \tau, (1-t)\tau \)), for any \( t \in (0,1) \), we have that
\[
\tilde{B}_{n,t}(w) = 1 - \sum_{k=0}^{[w]} \binom{n}{k} \frac{\Gamma(k + \tau) \Gamma(n - k + (1-t)\tau) \Gamma(\tau)}{\Gamma(n + \tau) \Gamma((1-t)\tau)}.
\]
Since \( \Gamma \) is continuous on \((0,\infty)\), we immediately obtain that \( t \mapsto \tilde{B}_{n,t}(w) \) is continuous on \((0,1)\). For some \( t \in (0,1) \), let \( X \) be Beta-Binomial(\( n, \tau, (1-t)\tau \)). Using Markov’s inequality, we have that
\[
\tilde{B}_{n,t}(w) = \mathbb{P}(X > w) = \mathbb{P}(X \geq [w] + 1) \leq \frac{nt}{[w] + 1}.
\]
The latter display implies that \( \lim_{t \to 0^+} \tilde{B}_{n,t}(w) = 0 = \tilde{B}_{n,0}(w) \) since \( X \) is degenerate and equal to 0 if \( t = 0 \). It remains to verify that \( t \mapsto \tilde{B}_{n,t}(w) \) is continuous at 1. Using symmetry properties of the probability mass function of the Beta-Binomial(\( n, \tau, (1-t)\tau \)), some thought reveals that, for any \( t \in (0,1) \), \( \tilde{B}_{n,1-t}(w) = \tilde{B}_{n,t}(n-w) = 1 - \tilde{B}_{n,t}(n-w) \), which implies that \( \lim_{t \to 1^-} \tilde{B}_{n,t}(w) = \lim_{t \to 0^+} \tilde{B}_{n,1-t}(w) = 1 - \lim_{t \to 0^+} \tilde{B}_{n,t}(n-w) = 1 = \tilde{B}_{n,1-t}(w) \) since, from Markov’s inequality, for any \( t \in (0,1) \), \( \tilde{B}_{n,t}(n-w) \leq nt/(\lfloor n-w \rfloor + 1) \).
Lemma 28. For any \( n \in \mathbb{N} \) and \( w \in [0, n) \), the function \( t \mapsto \tilde{B}_{n,w}(w) \) is increasing on \([0, 1]\).

**Proof.** Fix \( n \in \mathbb{N} \). We need to prove that, for any \( w \in [0, n) \), \( \tilde{B}_{n,w}(w) \leq \tilde{B}_{n,w}(w) \) whenever \( 0 \leq t_1 \leq t_2 \leq 1 \). Notice that, for any \( w \in [0, n) \), \( \tilde{B}_{n,0}(w) = 0 \) and \( \tilde{B}_{n,n}(w) = 1 \) so that it suffices to prove that, for any \( w \in [0, n) \), \( \tilde{B}_{n,w}(w) \leq \tilde{B}_{n,w}(w) \) whenever \( 0 < t_1 \leq t_2 < 1 \). Fix \( 0 < t_1 \leq t_2 < 1 \) and let \( X \) be Binomial(\( n, t_1 \)) and \( Y \) be Binomial(\( n, t_2 \)). Some thought reveals that the latter is proven if we show that \( X \leq_{st} Y \), where \( \leq_{st} \) denotes the usual stochastic order. Indeed, by definition, \( X \leq_{st} Y \) if \( \mathbb{P}(X > x) \leq \mathbb{P}(Y > x) \) for all \( x \in \mathbb{R} \). According for instance to Theorem 1.C.1 in [25], \( X \leq_{st} Y \) will hold if \( X \leq_{lr} Y \), where \( \leq_{lr} \) denotes the likelihood ratio order.

Let \( f \) be the probability mass function of \( X \) and let \( g \) be the probability mass function of \( Y \). Then, by definition,
\[
\begin{align*}
f(x) &= \binom{n}{x} t_1^n (1 - t_1)^{n-x}, \\
g(x) &= \binom{n}{x} t_2^n (1 - t_2)^{n-x}, \\
&\quad \quad \quad \quad \quad x \in \{0, \ldots, n\}.
\end{align*}
\]
According for instance to Section 1.C.1 in [25], to prove that \( X \leq_{lr} Y \), by definition, we need to show that the function \( x \mapsto g(x)/f(x) \) is increasing on \([0, n]\). To prove the latter, it suffices to show that the function
\[
h(x) = \frac{t_2^n (1 - t_2)^{n-x}}{t_1^n (1 - t_1)^{n-x}}, \quad x \in [0, n],
\]
is increasing on \([0, n]\). To do so, we shall prove that the derivative of \( h \) is positive on \([0, n]\). Let \( l(x) = \log(h(x)) \), \( x \in [0, n] \). Then, for any \( x \in [0, n] \),
\[
\frac{d}{dx} [h(x)] = \frac{d}{dx} [e^{l(x)}] = e^{l(x)} \frac{d}{dx} [l(x)] = e^{l(x)} \frac{d}{dx} [\log(h(x))] = e^{l(x)} \frac{d}{dx} \left[ \log \left( \frac{t_2^n (1 - t_2)^{n-x}}{t_1^n (1 - t_1)^{n-x}} \right) \right]
\]
\[
= e^{l(x)} \frac{d}{dx} \left[ x \log(t_2) - x \log(t_1) - (n - x) \log(1 - t_2) + (n - x) \log(1 - t_1) \right] = e^{l(x)} \log \left( \frac{t_2(n-1)}{t_1(n-1)} \right) \geq 0,
\]
since \( 0 < t_1 \leq t_2 < 1 \) implies that \( t_2/t_1 \geq 1 \) and that \((1 - t_1)/(1 - t_2) \geq 1 \). \( \square \)

Lemma 29. For any \( n \in \mathbb{N} \), \( \rho \in (0, n) \) and \( w \in (0, 1) \), the function \( t \mapsto \tilde{B}_{n,\rho,w}(w) \) is increasing on \([0, 1]\).

**Proof.** Fix \( n \in \mathbb{N} \) and \( \rho \in (0, n) \). We need to prove that, for any \( w \in (0, 1) \), \( \tilde{B}_{n,\rho,w}(w) \leq \tilde{B}_{n,\rho,w}(w) \) whenever \( 0 \leq t_1 \leq t_2 \leq 1 \). Since, for any \( w \in (0, 1) \), \( \tilde{B}_{n,0,w}(w) = 0 \) and \( \tilde{B}_{n,n,w}(w) = 1 \), it suffices to prove that, for any \( w \in (0, 1) \), \( \tilde{B}_{n,\rho,w}(w) \leq \tilde{B}_{n,\rho,w}(w) \) whenever \( 0 < t_1 \leq t_2 < 1 \). Fix \( 0 < t_1 \leq t_2 < 1 \) and let \( X \) be Beta(\( t_1, \tau \), \( 1 - t_1, \tau \)) and \( Y \) be Beta(\( t_2, \tau \), \( 1 - t_2, \tau \)), where \( \tau = (n - \rho)/\rho > 0 \). As explained in the proof of Lemma 28, it then suffices to prove that \( X \leq_{st} Y \).

Let \( f \) be the density of \( X \) and \( g \) be the density of \( Y \). By definition, we have that
\[
f(x) = \frac{\Gamma(\tau)}{\Gamma(t_1 \tau) \Gamma(1 - t_1) \tau} x^{t_2-1} (1 - x)^{t_1-1}, \\
g(x) = \frac{\Gamma(\tau)}{\Gamma(t_2 \tau) \Gamma(1 - t_2) \tau} x^{t_2-1} (1 - x)^{t_1-1}, \quad x \in (0, 1).
\]
According for instance to Section 1.C.1 in [25], to prove that \( X \leq_{st} Y \), we need to show that the function \( x \mapsto g(x)/f(x) \) is increasing on \((0, 1)\). Let \( l(x) = \log(g(x)/f(x)) \), \( x \in (0, 1) \). Then, we have that, for any \( x \in (0, 1) \),
\[
\frac{d}{dx} [g(x)/f(x)] = \frac{d}{dx} \left[ \frac{e^{l(x)}}{e^{l(x)}} \right] = \frac{d}{dx} [l(x)] = \frac{d}{dx} \left[ \log \left( \frac{\Gamma(t_1 \tau) \Gamma(1 - t_1) \tau}{\Gamma(t_2 \tau) \Gamma(1 - t_2) \tau} \right) \right]
\]
\[
= \frac{d}{dx} \left[ \log \left( \frac{\Gamma(t_1 \tau) \Gamma(1 - t_1) \tau}{\Gamma(t_2 \tau) \Gamma(1 - t_2) \tau} \right) \right] \geq \log \left( \frac{\Gamma(t_2 \tau) \Gamma(1 - t_1) \tau}{\Gamma(t_1 \tau) \Gamma(1 - t_2) \tau} \right) \geq 0.
\]
\( \square \)

Lemma 30. For any \( n \in \mathbb{N} \), \( \rho \in (1, n) \) and \( w \in [0, n) \), the function \( t \mapsto \tilde{B}_{n,\rho,w}(w) \) is increasing on \([0, 1]\).
Proof. Fix \( n \in \mathbb{N} \) and \( \rho \in (1, n) \) and let \( \tau = (n - \rho)/(\rho - 1) > 0 \). We need to prove that, for any \( w \in [0, n) \), \( \mathbb{P}_{n,\tau,\rho}(w) \leq \mathbb{P}_{n,\tau,\rho}(w) \) whenever \( 0 \leq t_1 \leq t_2 \leq 1 \). For any \( w \in [0, n) \), \( \mathbb{P}_{n,\tau,\rho}(w) = 0 \) and \( \mathbb{P}_{n,1,\rho}(w) = 1 \) so that it suffices to prove that, for any \( w \in [0, n) \), \( \mathbb{P}_{n,\tau,\rho}(w) \leq \mathbb{P}_{n,\tau,\rho}(w) \) whenever \( 0 < t_1 \leq t_2 < 1 \). Fix \( 0 < t_1 \leq t_2 < 1 \) and let \( X \) be Beta-Binomial\((n, t_1\tau, (1 - t_1)\tau)\) and \( Y \) be Beta-Binomial\((n, t_2\tau, (1 - t_2)\tau)\). The latter is then proven if we show that \( X \leq_{\text{st}} Y \).

It is well-known that the distributions of \( X \) and \( Y \) can be viewed as compound distributions: let \( \Theta_1 \) (resp. \( \Theta_2 \)) be Beta\((t_1\tau, (1 - t_1)\tau)\) (resp. Beta\((t_2\tau, (1 - t_2)\tau)\)) and let \( Z_p \) be Binomial\((n, p)\); then, with some abuse of notation, \( X \) (resp. \( Y \)) has the same distribution as \( Z_{\Theta_1} \) (resp. \( Z_{\Theta_2} \)). From the proof of Lemma 28, we have that \( Z_{\Theta_1} \leq_{\text{st}} Z_{\Theta_2} \) whenever \( 0 < p_1 \leq p_2 < 1 \), while from the proof of Lemma 29, we have that \( \Theta_1 \leq_{\text{st}} \Theta_2 \). Theorem 1.6 in [25] then implies that \( X \leq_{\text{st}} Y \), which completes the proof.

Proofs of Propositions 15, 16 and 18. Proposition 15 (resp. Proposition 16, Proposition 18) is an immediate consequence of Lemmas 25 and 28 (resp. Lemmas 27 and 30, Lemmas 26 and 29).

C. Proofs of Theorem 22

The proof of Theorem 22 is based on two lemmas which can be seen as extensions of similar results stated in Section 3 of [24]. The first lemma involves the following condition which is implied by Condition 20.

Condition 31. There exists a positive sequence \( h_n \downarrow 0 \) such that, for any \( n \in \mathbb{N} \), \( x \in (\mathbb{R}^d)^p \), \( u \in [0, 1]^d \) and \( j \in [1, \ldots, d] \), \( \text{Var}(W^x_{t, u}) \leq h_n \).

Lemma 32. Let \( X_n \) be a process in \( C^\infty([0, 1]^d) \) such that, for all \( u \in [0, 1]^d \) and \( s \in [0, 1] \), \( X_n(s, s, u) = 0 \). Furthermore, assume that \( X_n \xrightarrow{a.s.} X \) in \( C^\infty([0, 1]^d) \) where \( X \) has continuous trajectories almost surely. Then, under Condition 31,

\[
\sup_{(s,t,u)\in [0,1]^d} \left| \int_{[0,1]^d} X_n(s,t\varepsilon) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} - X_n(s,t\varepsilon) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} \right| \leq o_\varepsilon(1).
\]

Proof. Let \( |\cdot|_{\infty} \) denote the maximum norm on \( \mathbb{R}^d \). For any \( \varepsilon > 0 \),

\[
\sup_{(s,t,u)\in [0,1]^d} \left| \int_{[0,1]^d} X_n(s,t\varepsilon) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} - X_n(s,t\varepsilon) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} \right| \\
\leq \sup_{(s,t,u)\in [0,1]^d} \left| \int_{[0,1]^d} (X_n(s,t\varepsilon) - X_n(s,t\varepsilon)) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} \right| \\
+ \sup_{(s,t,u)\in [0,1]^d} \left| \int_{[0,1]^d} (X_n(s,t\varepsilon) - X_n(s,t\varepsilon)) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} \right| \\
\leq \sup_{(s,t,u)\in [0,1]^d} \left| \int_{[0,1]^d} (X_n(s,t\varepsilon) - X_n(s,t\varepsilon)) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} \right| + \sup_{(s,t,u)\in [0,1]^d} \left| \int_{[0,1]^d} (X_n(s,t\varepsilon) - X_n(s,t\varepsilon)) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} \right| \\
\times v_u^{x(s\varepsilon^{-1}+\varepsilon)}(\{w \in [0, 1]^d : |u - w|_{\infty} > \varepsilon\}).
\]

Since \( X_n \xrightarrow{a.s.} X \) in \( C^\infty([0, 1]^d) \) and \( X \) has continuous trajectories almost surely, it is stochastically equicontinuous. Hence, for any given \( \eta > 0 \), we can choose \( \varepsilon = \varepsilon(\eta) > 0 \) sufficiently small such that

\[
\limsup_{n \to \infty} \mathbb{P} \left\{ \sup_{(s,t,u)\in [0,1]^d} \left| \int_{[0,1]^d} X_n(s,t\varepsilon) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} - X_n(s,t\varepsilon) dW_u^{x(s\varepsilon^{-1}+\varepsilon)} \right| > \eta \right\} \leq \eta.
\]
Some thought then reveals that, to complete the proof, it suffices to show that
\[
\sup_{(s,t,u)\in X, \omega(0,1)} \left[ |X_u(s,t,w) - X_u(s,t,w)| \right]^{r_{X_u+1}(\omega(1))} (|w| \in [0,1] : |w - w| > e) = o_p(1).
\] (34)

For any \( \delta > 0 \), the supremum on the left-hand side of (34) is smaller than
\[
\sup_{(s,t,u)\in X, \omega(0,1)} \left[ |X_u(s,t,w) - X_u(s,t,w)| \right]^{r_{X_u+1}(\omega(1))} (|w| \in [0,1] : |w - w| > e) \\
+ \sup_{(s,t,u)\in X, \omega(0,1)} \left[ |X_u(s,t,w) - X_u(s,t,w)| \right]^{r_{X_u+1}(\omega(1))} (|w| \in [0,1] : |w - w| > e),
\]
which is in turn smaller than
\[
2 \sup_{(s,t,u)\in X, \omega(0,1)} \left[ |X_u(s,t,w) + X_u(s,t,w)| \right]^{r_{X_u+1}(\omega(1))} (|w| \in [0,1] : |w - w| > e).
\]

Using again the fact that \( X_u \) is stochastically equicontinuous and that it vanishes on the subset \((s,t,u) : s \in [0,1], u \in [0,1]^d \) of \( \Delta \times [0,1]^d \) for any given \( \eta > 0 \), we can choose \( \delta = \delta(\eta) > 0 \) sufficiently small such that
\[
\lim_{\eta \to 0} \sup_{(s,t,u)\in X, \omega(0,1)} \left[ |X_u(s,t,w) + X_u(s,t,w)| \right]^{r_{X_u+1}(\omega(1))} (|w| \in [0,1] : |w - w| > e) = o_p(1).
\] (35)

From the weak convergence of \( X_u \), we have that \( \sup_{(s,t,u)\in X, \omega(0,1)} |X_u(s,t,u)| = O_p(1) \) whereas the second factor in the product on the left-hand side of (35) can be shown to converge to zero almost surely. Indeed, proceeding along the lines of [24, Section 3] using Chebyshev’s inequality and Condition 31, for almost any sequence \( X_1, X_2, \ldots \), conditionally on \( X_1, X_2, \ldots \), we obtain that
\[
\sup_{(s,t,u)\in X, \omega(0,1)} \left[ |X_u(s,t,w) + X_u(s,t,w)| \right]^{r_{X_u+1}(\omega(1))} (|w| \in [0,1] : |w - w| > e) = \sup_{(s,t,u)\in X, \omega(0,1)} \left[ \left| \mathcal{W}_u(s,t,w) - \mathcal{W}_u(s,t,w) \right| \right]^{r_{X_u+1}(\omega(1))} (|w| \in [0,1] : |w - w| > e) = o_p(1).
\]

It follows that the second factor in the product on the left-hand side of (35) converges almost surely to zero, which completes the proof.

**Lemma 33.** Assume that Conditions 19 and 20 hold. Then, almost surely,
\[
\sup_{(s,t,u)\in X, \omega(0,1)} \sqrt{n_l}_n(s,t) \left| \int_{[0,1]^d} C(w) d\nu_{X_u+1}(w) - C(u) \right| = o(1).
\]
Proof. Let \( a_n = [n^{1/2}] \), \( n \in \mathbb{N} \). With probability 1, one has that
\[
\sup_{(s,t) \in [0,1]^2} \sqrt{n} \Lambda_n(s,t) \left( \int_{[0,1]} \left| C(w) dwu^{X_{n-1}^i(w)} - C(u) \right| \right) = \max_{1 \leq k \leq 5 n} \left\{ \frac{l-k+1}{\sqrt{n}} \sup_{w \in [0,1]^2} \left| \int_{[0,1]^2} C(w) dwu^{X_{n-1}^i(w)} - C(u) \right| \right\} \leq \max(L_n, M_n),
\]
where
\[
L_n = \max_{1 \leq k \leq 5 n} \left\{ \frac{l-k+1}{\sqrt{n}} \sup_{w \in [0,1]^2} \left| \int_{[0,1]^2} C(w) dwu^{X_{n-1}^i(w)} - C(u) \right| \right\},
\]
\[
M_n = \max_{1 \leq k \leq 5 n} \left\{ \sqrt{l-k+1} \sup_{w \in [0,1]^2} \left| \int_{[0,1]^2} C(w) dwu^{X_{n-1}^i(w)} - C(u) \right| \right\}.
\]
(36)
Since \( 0 \leq C \leq 1 \), we have that \( \sup_{w \in [0,1]^2} \left| \int_{[0,1]^2} C(w) dwu^{X_{n-1}^i(w)} - C(u) \right| \leq 1 \) almost surely for all \( 1 \leq k \leq l \leq n \) and, therefore, with probability 1, that
\[
L_n \leq \max_{1 \leq k \leq 5 n} \frac{l-k+1}{\sqrt{n}} \leq \frac{a_n + 1}{\sqrt{n}} = o(1).
\]
The aim of the remainder of this proof is to show that the term \( M_n \) in (36) converges to zero almost surely as well. To do so, it suffices to show that, for almost any sequence \( X_1, X_2, \ldots \), conditionally on \( X_1, X_2, \ldots, M_n \) converges to zero.

We thus reason conditionally on \( X_1, X_2, \ldots \) in the rest of this proof.

Let \( \eta > 0 \) and let us show that \( M_n \) can be made smaller than \( d\eta \) provided \( n \) is large enough. The forthcoming arguments are very close to those used in the proof of Proposition 3.4 in [24]. We provide all the steps nonetheless for the sake of completeness.

Given \( u, w \in [0, 1]^2 \), set \( w(t) = u + t(w - u) \), \( t \in [0, 1] \). The function \( G(t) = C(w(t)), t \in [0, 1] \), is continuous on \( [0, 1] \) and, by Condition 19, is continuously differentiable on \( (0, 1) \) with derivative
\[
G'(t) = \sum_{j=1}^d (w_j - u_j) C_j(w(t)), \quad t \in (0, 1).
\]
By the fundamental theorem of calculus, \( G(1) - G(0) = \int_0^1 G'(t) dt \), that is,
\[
C(w) - C(u) = \sum_{j=1}^d (w_j - u_j) \int_0^1 C_j(w(t)) dt.
\]
Note that, under Condition 19 and with the adopted conventions, some thought reveals that the previous equality holds no matter how \( u \) and \( w \) are chosen in \( [0, 1]^2 \). Using Fubini’s theorem, we then obtain that, for any \( u \in [0, 1]^d \) and \( 1 \leq k \leq l \leq n \),
\[
\int_{[0,1]^2} (C(w) - C(u)) dwu^{X_{n-1}^i(w)} = \sum_{j=1}^d \int_0^1 \left\{ \int_{[0,1]^2} (w_j - u_j) C_j(w(t)) dwu^{X_{n-1}^i(w)} \right\} dt,
\]
which implies that
\[
M_n = \max_{1 \leq k \leq 5 n} \left\{ \sqrt{l-k+1} \sup_{w \in [0,1]^2} \left| \sum_{j=1}^d \int_0^1 \left\{ \int_{[0,1]^2} (w_j - u_j) C_j(w(t)) dwu^{X_{n-1}^i(w)} \right\} dt \right| \right\} \leq \max_{1 \leq k \leq 5 n} \left\{ \sqrt{l-k+1} \sum_{j=1}^d \sup_{w \in [0,1]^2} \left| \int_0^1 \left\{ \int_{[0,1]^2} (w_j - u_j) C_j(w(t)) dwu^{X_{n-1}^i(w)} \right\} dt \right| \right\} \leq \sum_{j=1}^d I_{j,n},
\]
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where, for any \( j \in \{1, \ldots, d\} \),

\[
I_{jn} = \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \int_0^1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} (w_j - u_j) C_j(w(t)) d\nu^\xi_{u_j}(w) \right| \right\}.
\]

Fix \( j \in \{1, \ldots, d\} \). We shall now show that, provided \( n \) is large enough, \( I_{jn} \) is smaller than \( \eta \). For any \( \delta \in (0, 1/2) \), we have that \( I_{jn} \leq J_{jn, \delta} + K_{jn, \delta} \), where

\[
J_{jn, \delta} = \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \int_0^1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} (w_j - u_j) C_j(w(t)) d\nu^\xi_{u_j}(w) \right| \right\},
\]

\[
K_{jn, \delta} = \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \int_0^1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} (w_j - u_j) C_j(w(t)) d\nu^\xi_{u_j}(w) \right| \right\}.
\]

Term \( J_{jn, \delta} \): From the monotonicity and Lipschitz continuity of \( C \), \( 0 \leq C_j \leq 1 \) [see, e.g., 18, Section 2.2] and therefore, using additionally Hölder’s inequality and Condition 20,

\[
J_{jn, \delta} \leq \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \sup_{w \in [0,1]^d} \int_{[0,1]^d} \left| w_j - u_j \right| d\nu^\xi_{u_j}(w) \right\}
\]

\[
\leq \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \sup_{w \in [0,1]^d} \int_{[0,1]^d} \left| w_j - \mathbb{E}(W^\xi_{u_j} | \mathcal{F}_t) \right|^2 d\nu^\xi_{u_j}(w) \right\}
\]

\[
= \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \sup_{w \in [0,1]^d} \int_{[0,1]^d} \left| \text{Var}(W^\xi_{u_j} | \mathcal{F}_t) \right| \right\} \leq \sup_{w \in [0,1]^d} \sqrt{\kappa u(1 - u)}.
\]

Hence, we can choose \( \delta = \delta(\eta, \kappa) \) sufficiently small such that \( J_{jn, \delta} < \eta/3 \).

Term \( K_{jn, \delta} \): Since \( \int_{[0,1]^d} \left| w_j - u_j \right| d\nu^\xi_{u_j}(w) = 0 \) for all \( 1 \leq k \leq l \leq n \), we can rewrite the term \( K_{jn, \delta} \) in (37) as

\[
K_{jn, \delta} = \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \int_0^1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} (w_j - u_j) \left[ C_j(w(t)) - C_j(u) \right] d\nu^\xi_{u_j}(w) \right| \right\}.
\]

Then, for any \( \epsilon \in (0, \delta/2) \),

\[
K_{jn, \delta} \leq \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \int_0^1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} (w_j - u_j) \left[ C_j(w(t)) - C_j(u) \right] d\nu^\xi_{u_j}(w) \right| \right\}
\]

\[
+ \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \int_0^1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} (w_j - u_j) \left[ C_j(w(t)) - C_j(u) \right] d\nu^\xi_{u_j}(w) \right| \right\}
\]

\[
\leq K'_{jn, \delta, \epsilon} + K''_{jn, \delta, \epsilon},
\]

where

\[
K'_{jn, \delta, \epsilon} = \sup_{w \in [0,1]^d} \sup_{u \in [0,1]^d} \left| C_j(w) - C_j(u) \right| \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} \left| w_j - u_j \right| d\nu^\xi_{u_j}(w) \right| \right\},
\]

\[
K''_{jn, \delta, \epsilon} = \sup_{w \in [0,1]^d} \sup_{u \in [0,1]^d} \left| C_j(w) - C_j(u) \right| \max_{1 \leq j \leq n} \left\{ \sqrt[4]{1} - k + 1 \sup_{w \in [0,1]^d} \left| \int_{[0,1]^d} \left| w_j - u_j \right| d\nu^\xi_{u_j}(w) \right| \right\},
\]
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\[ K''_{j,n,\delta,\varepsilon} = \max_{1 \leq j \leq n} \left\{ \sqrt{\text{Var}(W_{j,n}) | \mathcal{I}_{k,l})} \right\}, \]

where we have used the fact that, for all \( u \in [0, 1]^d \) and \( t \in (0, 1) \),

\[
\sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} |C_j(w) - C_j(u)| \leq \sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} |C_j(w) - C_j(u)|
\]

and, again, that \( 0 \leq \hat{C}_j \leq 1 \). Using Condition 20, we obtain that, for any \( 1 \leq k \leq l \leq n \),

\[
\sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} |w_j - u_j| |v_{w_j}^{W_{j,n}}(w)| \leq \sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} \sqrt{\text{Var}(W_{j,n}) | \mathcal{I}_{k,l})} \leq \sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} \sqrt{\frac{\kappa u(1 - u)}{l - k + 1}} \leq \sqrt{\frac{\kappa}{l - k + 1}}. \tag{38}
\]

Since Condition 19 holds, by uniform continuity of \( C_j \) on the set \( \{u \in [0, 1]^d : u_j \in [\delta/2, 1 - \delta/2]\} \), we can choose \( \varepsilon = \varepsilon(\delta, \eta, \kappa) > 0 \) sufficiently small such that

\[
\sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} |C_j(w) - C_j(u)| \leq \frac{\eta}{3 \sqrt{k}}. \tag{39}
\]

Combining (38) and (39), we obtain that \( K''_{j,n,\delta,\varepsilon} \leq \eta/3 \). As far as \( K'''_{j,n,\delta,\varepsilon} \) is concerned, using the Cauchy-Schwarz inequality,

\[
K'''_{j,n,\delta,\varepsilon} \leq \max_{1 \leq j \leq n} \left\{ \sqrt{l - k + 1} \sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} \sqrt{\text{Var}(W_{j,n}) | \mathcal{I}_{k,l})} \right\}.
\]

Then, using Chebyshev’s inequality and Condition 20, we obtain that, for any \( u \in [0, 1]^d \) such that \( u_j \in [\delta, 1 - \delta] \) and for any \( 1 \leq k \leq l \leq n \),

\[
v_{w_j}^{W_{j,n}}(w \in [0, 1]^d : |u - w|_\infty > \varepsilon) = \mathbb{P} \left\{ \bigcup_{j=1}^d \left\{ W_{j,n}^{W_{j,n}} - u_j > \varepsilon \right\} | \mathcal{I}_{k,l}) \right\} \leq \sum_{j=1}^d \mathbb{P} \left\{ W_{j,n}^{W_{j,n}} - u_j > \varepsilon | \mathcal{I}_{k,l}) \right\} \leq \frac{\kappa d}{(l - k + 1)\varepsilon^2}. \tag{41}
\]

Furthermore, using Condition 20, for any \( 1 \leq k \leq l \leq n \),

\[
\sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} \sqrt{\text{Var}(W_{j,n}) | \mathcal{I}_{k,l})} \leq \sup_{u \in [0, 1]^d \setminus \{w : |w - u|_\infty > \varepsilon\}} \sqrt{\frac{\kappa u(1 - u)}{l - k + 1}} \leq \sqrt{\frac{\kappa}{l - k + 1}}. \tag{42}
\]

Hence, from (40), (41) and (42), we obtain that

\[
K''_{j,n,\delta,\varepsilon} \leq \max_{1 \leq j \leq n} \left\{ \sqrt{l - k + 1} \times \sqrt{\frac{\kappa d}{(l - k + 1)\varepsilon^2}} \times \sqrt{\frac{\kappa}{l - k + 1}} \right\} \leq \frac{\kappa \sqrt{d}}{\varepsilon} \times \max_{1 \leq j \leq n} \sqrt{\frac{1}{l - k + 1}} \leq \frac{\kappa \sqrt{d}}{\varepsilon} \times \sqrt{\frac{1}{d_n + 1}},
\]

which implies that, for \( n \) sufficiently large, \( K'''_{j,n,\delta,\varepsilon} < \eta/3 \). Thus, provided that \( n \) is large enough, this successively implies that \( K_{j,n,\delta} \leq 2\eta/3 \), that \( I_{j,n} \leq \eta \) and finally, since \( M_n \leq \sum_{j=1}^d I_{j,n} \), that \( M_n \leq d\eta \). The latter holds conditionally on \( X_1, X_2, \ldots \) for almost any sequence \( X_1, X_2, \ldots \), which completes the proof. \( \square \)
Proof of Theorem 22. From (29) and (31), for any \((s, t) \in \Delta\) and \(u \in [0, 1]^d\), we have that

\[
C_n^\ast(s, t, u) = \sqrt{n} \lambda_n(s, t) \left[ \mathbb{E} \left[ \left( C_{\lfloor ns \rfloor + 1, \lfloor nt \rfloor}(w) - C(w) + C(w) \right) \mathbb{I}_{[0,1]^d}(w) \right] - C(u) \right]
\]

\[
= \mathbb{E} \left[ \mathbb{I}_{[0,1]^d}(w) \left( C(w) \mathbb{I}_{[0,1]^d}(w) - C(u) \right) \right] + \sqrt{n} \lambda_n(s, t) \left[ \mathbb{E} \left[ \left( C_{\lfloor ns \rfloor + 1, \lfloor nt \rfloor}(w) - C(w) \right) \mathbb{I}_{[0,1]^d}(w) \right] - C(u) \right].
\]

From (29) and (31), for any \((s, t) \in \Delta\) and \(u \in [0, 1]^d\), we have that

\[
C_n^\ast(s, t, u) = \sqrt{n} \lambda_n(s, t) \left[ \int_{[0,1]^d} \left( C_{\lfloor ns \rfloor + 1, \lfloor nt \rfloor}(w) - C(w) + C(w) \right) \mathbb{I}_{[0,1]^d}(w) \right] - C(u) \]

\[
= \int_{[0,1]^d} C_n(s, t, w) \mathbb{I}_{[0,1]^d}(w) + \sqrt{n} \lambda_n(s, t) \left[ \int_{[0,1]^d} C(w) \mathbb{I}_{[0,1]^d}(w) - C(u) \right].
\]

Following [24], the first (resp. second) term on the right of (43) can be called the stochastic (resp. bias) term in the decomposition of \(C_n^\ast(s, t, u)\). Notice that both terms are equal to zero for any \((s, t) \in \Delta\) such that \([ns] = [nt]\). It then immediately follows from the triangular inequality that

\[
\sup_{s, t \in \Delta, u \in [0, 1]^d} \left| C_n^\ast(s, t, u) - C_n(s, t, u) \right| \leq \sup_{s, t \in \Delta, u \in [0, 1]^d} \left| \int_{[0,1]^d} C_n(s, t, w) \mathbb{I}_{[0,1]^d}(w) - C_n(s, t, u) \right| + \sup_{s, t \in \Delta, u \in [0, 1]^d} \left| \sqrt{n} \lambda_n(s, t) \left[ \int_{[0,1]^d} C(w) \mathbb{I}_{[0,1]^d}(w) - C(u) \right] \right|,
\]

and the desired result is finally a direct consequence of Lemmas 32 and 33. 
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