Development of a web-based land-use mapping
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Abstract

Local Government Units (LGUs) in the Philippines are mandated to conduct land classification mapping of their areas which brings up an issue about a time-consuming and expensive data gathering. This paper aims at achieving a land use classification system that correlates with the traditional way of mapping of LGUs. This study introduces the development of a web application that can classify land use (Agricultural, Commercial, Residential, and Industrial) in different areas of Greater Manila. The system involves the utilization of freely accessible satellite images from Google Maps and benchmark dataset from the EuroSAT dataset for the categorization of the areas through deep learning using Convolutional Neural Network (CNN). Evaluation results show that the system in a web application could help with the mapping of the Greater Manila area with the web application being simple yet informative and efficient.
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1. Introduction

The Philippines has a policy about land classification and urban planning as stated in Republic Act No. 7279 Article 4, “Land Use, Inventory, Acquisition and Disposition” [1]. Land use for every city and municipal governments requires an inventory. Frequent monitoring can help local government units to have immediate action for problems such as an appropriate settlement allocation. As a result, every local government unit in the country should monitor the land use over their area for proper distribution of their cities’ resources. Classification of land use in the areas of the Philippines is a challenge, especially because of the time-consuming and costly traditional and manual way of land mapping of government institutions. Also, studying land use in the country is a challenge with the limited data of ground truths and references that are publicly available because most datasets are confidentially owned by administrative bodies and cannot be accessed publicly.

One solution to this limitation of information is with the use of satellite imagery. The rapid progresses in remote sensing technology, and the reduction of acquisition costs, makes a large bulk of images of the Earth readily available for academic and commercial purpose due to efforts made by governmental agencies such as National Aeronautics and Space Administration’s (NASA) Landsat and European Space Agency’s (ESA) Copernicus [2, 3]. With access to such data, applications in different domains, including urban development, can be realized [4].

With these means, the general objective of this study is to develop a web application for land use classification. This research focuses on processing the acquired publicly available satellite images through CNN deep learning method to fully utilize these openly accessible remote sensing data and integrating this system to a web application which can help LGUs and the public with the purpose of providing land classification for zoning reference and to help improve the land use classification problem of the country.
2. Related works

To develop the land use classification system, previous policy of land use classification in the Philippines and studies about satellite imagery applications and land use and land cover classification is studied by the researchers working with different views. Furthermore, open source for satellite images, remotely sensed aerial and satellite image datasets, and classification methods for land use classification are presented [4].

Technology nowadays allows data from different sources to be studied to be able to help in solving world problems or even the smallest problem in the society. With multiple sources, data can be found everywhere [5]. One of these sources of data can be from satellites.

Satellite imaging was used before only for military activities, but today due to advanced technology, satellite images are also used for different applications. Satellite imaging with radar can be used nowadays for climate monitoring, coastal monitoring, land use, forestry and agriculture, natural resources exploitation, map updating and compiling, marine environment, natural disaster, etc. These shows that satellite imagery has a wide range of applications that have great impact on our daily lives [6].

In 2015, Gopinath et al. [7] aimed the monitoring of different levels of drought with the use of geospatial techniques. Satellite data are obtained from MODIS-Terra satellite of the NASA. Normalized Difference Vegetation Index (NDVI) is the major parameter used in measuring the vegetation health and for over 13 years of the Kerala state, the mean NDVI is calculated. Based on which the drought risk classification is done, over the same period, NDVI daily anomalies were determined from long term mean NDVI. Vulnerable to drought are areas with high negative NDVI anomaly. Levels of drought risk can be identified using Land Use/Land Cover data. The drought risk for different crops is given by covering daily NDVI Anomaly drought risk map on land use/land cover map.

With the launch of the first Philippine microsatellite – DIWATA-1, which has been built to undertake scientific earth observation missions related to weather observation, environmental monitoring, and disaster risk management [8], the proponents looked into one of the applications of satellite imagery which is the study of land use classification in certain areas in the Philippines. With this, the following are some of the open access portals that provide satellite imagery data:

**Copernicus open access hub**
An open access portal developed by ESA, which steps up efforts in improving Earth observation within its Copernicus program. Under this program, ESA operates a series of satellites known as Sentinels [4]. Data from these satellites are often used for land use classification for it obtains imagery over land and coastal waters. Spatial resolutions of these satellites range from 10m to 60m.

**USGS earth explorer**
An online tool developed by the United States Geological Survey (USGS) which is the primary provider of Landsat Satellite image data [9]. Landsat is also often used in land use classification which has a spatial resolution that ranges from 30m to 60m. USGS Earth Explorer also provides data from other satellites.

**Google maps**
A free-to-use, web-based mapping service that combines conventional cartographic maps with satellite imagery and high-resolution aerial photography [10]. Satellite images come from various satellites including Copernicus’ Sentinel.

Along with the use of satellite data, deep learning methods can be utilized in the classification of the images. Deep learning permits computational models that consist of several processing layers to study depictions of data with several stages of abstraction which have enhanced diverse recognitions and detections such as speech and objects. Deep convolutional networks and recurrent networks have carried innovations in handing out images, video, speech, and audio for the former, and on sequential data such as text and speech for the latter [11].

CNN is deep neural networks that do image recognition or classification. CNN is improving every year and is used for different services. Nowadays, it is prominent for the programmer in the aspect of image processing because of the accuracy of an artificial intelligence of it to recognize everything [12]. Neural networks can be fast in producing results and can identify connections between seeing data instances that humans can hardly see [13]. In this study, classification of the satellite images that are obtained was implemented.
In 2016, Jean et al. [14] exhibit how a convolutional neural system can be instructed to characterize picture attributes that can represent as meager as 75% of the change in money related outcomes at neighborhood level utilizing study data and satellite data from five African nations – Nigeria, Tanzania, Uganda, Malawi, and Rwanda. Their paper shows an exact way to deal with assessing utilization and the benefits of high-goal satellite imaging that would be financially savvy and adaptable. The methodology, which just needs transparently open data, can turn endeavors in rising countries to screen and target destitution. It likewise shows how solid AI strategies can be actualized in a situation with confined preparing data and proposes wide imminent applications in a few science fields.

Training a CNN from scratch could take a lot of time. For this reason, transfer learning/fine tuning an existing network would be more efficient. A study at the University of San Diego [15] have evaluated pre-trained CNNs using basic transfer learning for satellite or aerial images. In this article, the proponents present an assessment on the transferability of functionalities for satellite imaging from pre-trained Deep CNNs. Their developed and trained features can be transferred from an unlabelled dataset to a distinct data set. The mix of characteristics taken from a multitude of profound network architectures is explored and evaluated, and more than 2,000 network-layer configurations systematically evaluated. This technique might be helpful when unlabelled pictures and other automated teaching assignments are clustered. The outcome is that these networks can be generalized to other datasets with or without a minimum of practice. Creating an information capacity issue in satellite mapping to identify the contents of pictures is now more spatially, spectrally, and temporally available. Figure 1 shows the sample image patches from the UC Merced Land Use dataset (combined classes). Figure 2 shows the sample image patches from the EuroSAT dataset (combined classes). Because of the performance of CNN in satellite image classification, the following CNNs are tested and evaluated for this study.

![Figure 1](image1.png) Sample image patches from the UC Merced Land Use dataset (combined classes)

![Figure 2](image2.png) Sample image patches from the EuroSAT dataset (combined classes)
VGG16
A convolutional neural network architecture that uses a very small (3x3) convolution filters developed by Velasco et al. [16]. This has a very uniform architecture that consists of 16 convolutional layers [17].

ResNet-50
A deep residual network with a depth of 50 layers that is developed by Kaiming He, Velasco et al. [16]. This has an architecture with “skip connections”, also known as gated recurrent units and has a feature of heavy batch normalization [17].

Development and testing of computational methods are dependent on experimental data. Only in comparison to existing knowledge can method performance be assessed. For that purpose, benchmark datasets with known and verified outcome are needed [18]. Benchmark dataset is used as a standard which solution can be compared and is used both in training and testing.

A study in Germany, Helber et al. [4], proposed a basis for a large-scale training of deep neural networks for the task of satellite image classification. The proponents present EuroSAT, a novel dataset based on Sentinel-2 satellite images covering 13 spectral bands and consisting out of 10 classes with a total of 27,000 labeled and geo-referenced images. They provide benchmarks for this novel dataset with its spectral bands using state-of-the-art deep Convolutional Neural Network (CNNs). With the proposed novel dataset, an overall classification accuracy of 98.57% is achieved. The resulting classification system opens a gate towards several Earth observation applications. The classification system can be used for detecting land use and land cover changes assist in improving geographical maps.

Another study at the University of California of Yang and Newsam [19], investigates bag-of-visual-words (BOVW) approach to land use classification in high-resolution overhead imagery. The proponents evaluated the method using 21 land-use classes selected from aerial orthoimagery with a pixel resolution of one foot. 100 images measuring 256x256 pixels were manually selected for each of the following 21 classes: agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense residential, forest, freeway, golf course, harbor, intersection, medium density residential, mobile home park, overpass, parking lot, river, runway, sparse residential, storage tanks, and tennis courts.

This is the UC Merced Land Use dataset which is widely used for land use classification. Because of the limited reference data that is openly accessible in the Philippines, the researchers adapted these benchmark datasets for training the CNNs in this study.

In 2018, Fujo and Dida [20], aims to develop a web-based admission system for private schools to replace the existing manual admission system. Likewise, the proponents of this land use classification study aims to develop a web-based land use mapping system that could help in improving the manual procedures in land use classification of LGUs.

Relating land use and web application, Budlong [21] developed a computer administered application that can give automated answers to land related inquiries. Land information, spatial information and city advancement codes, strategy and zoning rules are changed and converted into usable information to produce a usable search. Another example of an application is Disclosed, developed by Harrison [22], which is a land website that offers a custom-made database on which data can be kept, recovered, modified, and transmitted (e.g., by email) linking to a portion of a land. The database can be available via a security key through the Internet and may be scrambled for communication. The said application gives an exclusive means of packaging information involving a portion of property in a sole, available site. Many map data and image data are given to support the user in illustrating the borders.

Web applications in relation to land monitoring have also been developed. In the drought risk mapping study [7], an Internet application has been established for Northern districts of Kerala State in India which can be utilized to strategize for drought supervision measures and can also aid as a record for drought analysis. In 2019, Da et al. [23] developed a mapping system for hydrogeomorphic flood hazard of European rivers which enables users to picture “consistent hydrogeomorphic floodplain delineation at 25 m spatial resolution and which may evolve into a more powerful tool that attends to users’ needs and expectations in supporting evidence-based decision making”. These monitoring systems can be compared to weather monitoring web applications, one of Adhy et al. [24] that retrieves data in relatively real-time and present information as the users’ needs.

In this study, the land classification system that will be developed can be visualized using a web
application for, such as in satellite imaging, data visualization is required in displaying the results after extracting information from big data [25]. This web application is aimed to be publicly accessible and everyone that has created an account can access the webpage anytime and anywhere over the Internet in which information can be shown necessary to the user.

3. Methods

The aim of this study is to develop a land use classification system utilizing satellite imagery and CNN that is integrated into a web application. Different aspects are considered in acquiring the needed data for this study. The goal is to use open access data that is available. To develop the land use classification system, different satellite imagery tools are considered also as with the benchmark datasets and CNNs that would be used in developing the land use classification web application.

3.1 Data Acquisition

For acquiring the satellite images, Copernicus Open Access Hub, USGS Earth Explorer and Google Maps are contemplated. Considering that an objective of this study is to create a web-based land mapping system, Google Maps has an Application Programming Interface (API) that can be accessed freely which is used to link the classification system to the web application developed. With this, Google Maps is used in obtaining the satellite images for the land use classification. The table below shows the differences among the open access, satellite imagery portals that the researchers considered.

Because of the limited ground truths/references of areas in the Philippines, two benchmark datasets from the United States and Europe are considered in this study – the UC Merced Land Use dataset and the EuroSAT dataset, respectively. Both can be obtained from the TensorFlow datasets catalogue (https://www.tensorflow.org/datasets/catalog/overview).

The benchmark datasets have more categories than the four (4) proposed classifications in this study (agricultural, commercial, industrial, and residential). With this, categories from the datasets which have almost the same features or can be seen in that classification, by visual analysis, are combined which are shown in Tables 2 and 3. The datasets are split into 80% training and 20% testing sets class-wise. The table below shows the classes included in the UC Merced Land Use and EuroSAT datasets, and the combined classes for the dataset to be used in the study. Table 1 shows the comparison of open access satellite imagery portals.

| Table 1 Comparison of open access satellite imagery portals |
|---------------------------------------------------------------|
| **Resolution** | **Copernicus open access Hub** | **Google maps** | **USGS earth explorer** |
| Resolution | 10m; 20m; 60m | 15m; 30m; 10m; 15m; 20m; 30m; 100m | 10m; 20m; 30m; 60m |
| Land Area per tile size | 100x100 sq. km | About 100,000 sq. km | 100 x 100 sq. km |
| Download Time | More than an hour (API has a subscription) | Linked through API (API can be accessed freely) | 1 hour (API needs request access) |
| Cloud cover percent | 0% to 100% | < 1 percent | 0% to 100% |
| Satellite Used | Sentinel 2 | Various satellite depending on the zoom (Landsat, Sentinel) | Landsat, Sentinel 2 |
| Availability | Publicly accessible | Publicly accessible | Publicly accessible |


Table 2 UC Merced dataset original & combined class

| Original Class       | Combined class |
|----------------------|----------------|
| Agricultural         | Agricultural   |
| Beach                |                |
| Chaparral            |                |
| Forest               |                |
| River                |                |
| Airplane             |                |
| Baseballdiamond      | commercial     |
| Freeway              |                |
| Golfcourse           |                |
| Harbor               |                |
| Intersection         |                |
| Overpass             |                |
| Parkinglot           |                |
| Runway               |                |
| Tenniscourt          |                |
| Denseresidential     | Residential    |
| Mediumresidential    |                |
| Sparseresidential    |                |
| Mobilehomes          |                |
| Buildings            | Industrial     |
| Storagetanks         |                |

Table 3 EuroSAT dataset original & combined class

| Original class               | Combined class |
|-------------------------------|----------------|
| Annualcrop                   | Agricultural   |
| Forest                       |                |
| Herbaceousvegetation         |                |
| Pasture                      |                |
| Permanentcrop                |                |
| River                        |                |
| Sealake                      | Commercial     |
| Highway                      | Industrial     |
| Industrial                   |                |
| Residential                  |                |

3.2 Convolutional neural network

The convolutional neural network (CNN) acts as a classifier and recognizer of the system [26–32]. The VGG16 and ResNet-50 are two of the highest performing architectures/top competitors of CNN that competed in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [17]. Thus, these two CNN architectures are considered in this study.

3.3 Software development

To be able to maximize the use of the land use classification system that is developed, the system is integrated into a web application. With this, the system would be open for public use, especially for the use of LGUs that could help in the land mapping of their areas. Figure 3 shows the machine learning process starting from the satellite images from Google Maps that is linked to the website. The result of the detection is visualized on the device that is used.

In developing the web application in which the land use classification system would be integrated, also considering the importance of the users in designing the User Experience (UX) [33], the researchers used the following website developing tools in designing the web application:

Front-end user interface

HTML 5, CSS3 and Bootstrap 3 is used for the positioning of the elements of the webpage and aesthetics. The query is used to make the usage of JavaScript much easier. JavaScript and jQuery are assigned for the events of the page (e.g., what modal will show when a button is clicked), for the display of Google Maps, and for the data to be sent to the server.
for image processing and for the response to be received.

**Back-end user interface**

Python and Django are responsible in running the main web server, and in receiving the data from the front-end to process the image (an image that is captured from the map to the image processing) and to return the result to the website. Fast AI is used for image processing.

The process of the land classification system of the developed software is shown in *Figure 4*. PythonAnywhere, which is an online integrated development environment (IDE) that is based on the Python programming language, is used as the web hosting service for the web application to be accessible via Internet. A Google Map display is shown on the web page which is linked through an API. The image is acquired from a screenshot of the map (chosen area of the user) and is sent to the server for image processing. The deep learning library of Fast AI is used to provide the best results of the image processing. Django, a python-based web framework, is used to run the main server which then receives the data from the front-end to undergo imaging processing, generates a response, and sends it back to the webpage to let the users visualize the result.

![Figure 3 Machine learning process flow chart](image)

![Figure 4 Block diagram of the land classification system of the web application](image)
3.4 Testing procedure/fine-tuning of CNN

The CNNs, VGG16 and ResNet-50, are tested for the satellite image classification. Both are fine-tuned/transfer learning is applied to both CNNs on each of the benchmark datasets. Since these are pre-existing CNNs, these have already learned the features that are essential to the classification problem that the researchers have in this study. Initial training is done on both CNNs to test their performance and accuracy. The benchmark dataset-CNN that will have the better performance will be adapted to the land use classification system. Figure 5 shows the confusion matrix of training ResNet-50 on EuroSAT dataset (combined classes). Figure 6 shows the home page of the developed web application (TUPSI web app). Figure 7 shows the Google map display linked through an API.

![Confusion matrix of training ResNet-50 on EuroSAT dataset (combined classes)](image)

**Figure 5** Confusion matrix of training ResNet-50 on EuroSAT dataset (combined classes)

![Home page of the developed web application (TUPSI web app)](image)

**Figure 6** Home page of the developed web application (TUPSI web app)
4. Results

4.1 Testing the CNN

In the initial training of the CNNs, VGG16 and ResNet-50 are trained each to the UC Merced Land Use dataset (combined classes) and the EuroSAT dataset (combined classes), to assess the performance of the CNNs with different datasets.

After the initial training on each of the datasets, the CNN models are evaluated based on accuracy, precision, recall, and f1-score, which are shown in Tables 4 and 5. ResNet-50 achieved higher performance than VGG16 on both datasets. With these results, ResNet-50 is the CNN model adopted in this study. On the other hand, the EuroSAT dataset (combined classes) is used as the benchmark for the land classification system. Using it as the benchmark together with ResNet-50 has shown significant result of an accuracy of 94.41% in the initial training than the EuroSAT-VGG16 accuracy of 90.71%.

Further fine-tuning of the adapted ResNet-50 on EuroSAT (with an unbalanced data for the combined classes) and tweaking its parameters have resulted in an error rate of 1.53% for a higher accuracy of 98.47%. This is comparable with the study of Helber, et al., [4] wherein here, the 21-class benchmark EuroSAT dataset is proposed with ResNet-50 being the best performing classifier that achieved the highest accuracy of 98.57%.

4.2 Evaluation of the web application

The developed system is evaluated by Information Technology (IT) professionals based on end-user’s experience. The following figures and table show the interface of the web application and the evaluation results, respectively.

The interviewed IT experts evaluated the developed web application. The IT experts that answered the online survey (online evaluation form) evaluated the web application based on CNN used and the end-user’s experience. Figure 8 shows the location list and the location list drop down menu. Figure 9 shows the sample highlighted map showing the color-coded classifications. Table 6 shows the further fine-tuning accuracy of ResNet-50 on the EuroSAT dataset (combined classes) and comparison with the previous study of EuroSAT. Table 7 shows the evaluation results of the web application.
Table 4 Evaluation of the CNN models on UC Merced dataset (combined classes)

| CNN     | Accuracy | Precision | Recall | F1-Score |
|---------|----------|-----------|--------|----------|
| VGG16   | 47.62%   | 0.12      | 0.25   | 0.16     |
| ResNet-50 | 90.71%   | 0.94      | 0.81   | 0.84     |

Table 5 Evaluation of the CNN models on EuroSAT dataset (combined classes)

| CNN     | Accuracy | Precision | Recall | F1-Score |
|---------|----------|-----------|--------|----------|
| VGG16   | 70.37%   | 0.18      | 0.25   | 0.21     |
| ResNet-50 | 94.41%   | 0.91      | 0.93   | 0.91     |

Table 6 Further fine-tuning accuracy of ResNet-50 on the EuroSAT dataset (combined classes) and comparison with the previous study of EuroSAT

| ResNet-50 | Accuracy |
|-----------|----------|
| Previous study | 98.57%  |
| This study    | 98.47%   |

Table 7 Evaluation results of the web application

| S. No | Evaluation questions                                      | Outstanding | Very satisfactory | Satisfactory | Fair | Needs improvement |
|-------|-----------------------------------------------------------|-------------|-------------------|--------------|------|-------------------|
| 1     | How will you rate the CNN used in the web application?    | 30.8%       | 61.5%             | 7.7%         | 0%   | 0%                |
| 2     | How will you rate the loading time of the web application?| 38.5%       | 15.4%             | 38.5%        | 7.7% | 0%                |
| 3     | How will you rate the accuracy of the web application?    | 23.1%       | 46.2%             | 23.1%        | 7.7% | 0%                |
| 4     | What will be your over-all evaluation of the web application? | 15.4%       | 38.5%             | 46.2%        | 0%   | 0%                |
Figure 8 (a) Location list; (b) location list drop down menu

Figure 9 Sample highlighted map showing the color-coded classifications

5. Discussion
A land-use mapping web application is developed that utilizes CNN to train with identified patches to classify the different land-use in different cities and municipalities in the Philippines. Adapted CNN for the study is ResNet-50 which displays higher training error when the depth surges, but can effortlessly gain accurateness from significantly improved depth, creating outcomes which are more improved than the other network.

Based on the data from the evaluation, most users approved the accuracy of the system. On the other hand, a fair view is given with the loading time and over-all evaluation of the web application. As with the user-friendliness of the web application, mostly approves, with some giving suggestions for the improvement of the system. Evaluators approved the usage of the web application for the system could help with the mapping of different areas with the website being simple yet informative and efficient.
5.1 Limitations
The system for the web application has four classification categories: agricultural, residential, commercial, and industrial, and the scope of the study is the Greater Manila Area (Nueva Ecija, Tarlac, Pampanga, Rizal, Metro Manila, Cavite, Bulacan, Laguna and Batangas).

Because of the limited ground truths/references of different areas in the Philippines, this study considered benchmark datasets from the United States and Europe, which resemble scenes of land cover of areas in the Philippines.

As for the web application, an event of classification can be done with the use of the highlight icon which will show the color-coded classification of the land use, and the other one is with the use of the box cursor which will show the classification of the area within the box and the percentage of accuracy. Classification with the use of the box cursor is more accurate than the color-coded classification. Occasionally, some functions fail when using internet browsers other than Google Chrome because of the languages used for web creation. Also, as the web application relies on the use of the internet, the loading time of the classification may be affected by slow internet connection. Using the web application in mobile phones can affect the classification because of the smaller screen size.

6. Conclusion and future work
In this paper, a more cost-efficient and less time-consuming way of land use mapping is presented through a land use classification system that is integrated in a web application. Furthermore, a solution to the limited availability of data of land use classification in the areas of the Philippines is presented in which various aspects of the acquisition of data required in the study is considered and tested. This is to be able to choose the best classification to be used in the integration of the system with a web application.

Integrating the land use classification system on a web application and making it for public use can help, especially government institutions with their urban planning or resource allocations.

While many studies have already manifested great results with the use of satellite imagery and machine learning in land use classification, it is a significant way of showing that utilizing freely available satellite data and machine learning in different applications can help in providing useful data for the improvement of the country.

6.1 Future work
For further betterment of this study and for future works, the following are recommended:

- The land classification system can be improved with the availability of ground truths covering Philippine scenes. Further studies could help identify other datasets for better classification of the different land use in the Philippines with collection of additional data and update in mapping details.
- The User Interface (UI) of the web application can be enhanced more for a better user experience (best viewing and navigation) and the availability of the UI of the system for mobile application to be accessible to everyone.
- This study can also be improved for distinguishing, surveying, and reducing the risks of disaster given that roads and homes in most of the cities in the Greater Manila area immediately flood when it rains continuously. A real-time map is preferable to foresee the changes in land cover immediately.
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