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Abstract

We discuss some basic aspects of quantum fields on star graphs, focusing on boundary conditions, symmetries and scale invariance in particular. We investigate the four-fermion bulk interaction in detail. Using bosonization and vertex operators, we solve the model exactly for scale invariant boundary conditions, formulated in terms of the fermion current and without dissipation. The critical points are classified and determined explicitly. These results are applied for deriving the charge and spin transport, which have interesting physical features.
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1 Introduction

The physics of quantum wires is nowadays a widely investigated topic, the main driving force being the fast development of nano-scale technology. Quantum wires are networks of junctions and wires which are very thin – of the order of few nanometers. For this reason such devices, which are now created and tested in laboratory, are fairly well modeled by graphs. Among others, the most interesting physical problems concern the charge and the spin transport. The fact that these problems can be investigated in depth by means of quantum field theory (QFT) is our basic motivation for the construction and the study of quantum fields on graphs. In this context the development of bosonization and vertex algebras is essential and interesting also from the mathematical point of view.

For simplicity, we consider below graphs of the type shown in Fig. 1. They are called star graphs and represent the building blocks for generic graphs. Each point $P$ in the bulk $\Gamma \setminus V$ of the graph $\Gamma$ belongs to some edge $E_i$ and can be parametrized by the pair of coordinates $(x, i)$, where $x > 0$ is the distance of $P$ from the vertex (junction) $V$ along $E_i$. The embedding of $\Gamma$ and the relative position of its edges in the ambient space are irrelevant in what follows.

This contribution reviews some previous works [4], [5] on QFT on star graphs, adding some new results about the spin transport and its interplay with the conductance. More details about the conductance away of criticality are also provided. We show that besides the resistance, in this regime the quantum wire develops a non-trivial inductance as well.

The paper is organized as follows. In section 2 we describe some specific properties of quantum fields on graphs related to symmetries and boundary conditions. In section 3 we illustrate the basic concepts developing the theory of scalar fields and vertex operators on star graphs. Special attention is devoted to the scale invariant boundary conditions, which define in the physical terminology the so called critical points of the system. The Casimir energy density on $\Gamma$ and the correction to the Stefan-Boltzmann law, due to the interaction at the vertex $V$, are also determined.

In section 4 we describe the bosonization procedure on $\Gamma$. We introduce vertex operators and derive the associated two-point correlators and scaling dimensions. The results obtained so far are applied in section 5 for solving the Tomonaga-Luttinger model on $\Gamma$ and answering some basic questions left open in the pioneering work by Nayak and collaborators [36]. We derive here both the charge and spin conductance and establish a simple relationship among them. Section 6 contains our conclusions and some ideas for further developments.

$^5$For $n = 3, 4$ junctions of this type have been already created in the laboratory [40].
We conclude this short introduction by commenting on the basic tools adopted in the paper. Besides the conventional methods of QFT, we use below some elementary results from the spectral theory of linear operators on graphs [6], [11]-[13], [15], [16], [19]-[25], which is the main topic of the present volume. For the application to QFT it is useful to translate this analytic input in algebraic form. Since the vertex $V$ of $\Gamma$ can be fully characterized by a scattering matrix, it can be considered as a point-like defect (impurity) and one can apply the language of reflection-transmission (RT) algebras, developed recently [28], [29], [31]-[35] in the context of QFT with defects. We will see that RT algebras define a very convenient coordinate system in field space in the case of graphs as well.

2 Characteristic features of QFT on $\Gamma$

It is well known that symmetries play a fundamental role in QFT. Quantum fields on graphs present in this respect some new features. Let $\{j_\nu(t, x, i) : \nu = t, x\}$ be a conserved current, i.e.

$$\partial_t j_t(t, x, i) - \partial_x j_x(t, x, i) = 0. \quad (2.1)$$

In the spirit of axiomatic QFT we assume [18] that $j_\nu$ are (tempered) operator-valued distributions with a common dense domain $D$ in the Hilbert space $\mathcal{H}$ of states of the system. The time derivative of the corresponding charge is

$$\partial_t \sum_{i=1}^{n} \int_{0}^{\infty} dx \, j_t(t, x, i) = \sum_{i=1}^{n} \int_{0}^{\infty} dx \, \partial_x j_x(t, x, i) = - \sum_{i=1}^{n} j_x(t, 0, i), \quad (2.2)$$

implying charge conservation if and only if Kirchhoff's rule

$$\sum_{i=1}^{n} j_x(t, 0, i) = 0 \quad (2.3)$$
holds in the vertex $V$.

The condition (2.3) imposes some restrictions on the interaction at the junction. This is a simple but essential novelty with respect to QFT on the line $\mathbb{R}$. Since different conserved currents generate in general nonequivalent Kirchhoff’s rules, one may expect the presence of obstructions for lifting all symmetries on the line to symmetries on $\Gamma$. It may happen in fact that two Kirchhoff’s rules are in contradiction for generic boundary conditions. In this case one can preserve on $\Gamma$ one of the corresponding symmetries, but not both of them. One should keep in mind however that for star graphs with even number of edges $n = 2k$, there exist boundary conditions for which, after changing the orientation of $k$ edges, the graph is equivalent to a bunch of $k$ independent lines. Clearly, for such boundary conditions, called in what follows exceptional, the symmetry content of the theory on $\Gamma$ coincides with that on the line.

The above discussion shows that the choice of boundary conditions in QFT on graphs is a crucial point. It is important to have in this respect some general criterion for selection. This is the question we are going to address now. We consider in what follows systems which are invariant under time translations. It is well known that the relative conserved current is the energy momentum tensor $\{\theta_{tt}(t, x, i), \theta_{tx}(t, x, i)\}$. The associated Kirchhoff’s rule

$$\sum_{i=1}^{n} \theta_{tx}(t, 0, i) = 0 \quad (2.4)$$

selects all boundary conditions for which the Hamiltonian

$$H = \sum_{i=1}^{n} \int_{0}^{\infty} dx \theta_{tt}(t, x, i) \quad (2.5)$$

is time independent. Let us observe in passing that for $n = 1$ (2.4) implies

$$\theta_{tx}(t, 0) = 0 , \quad (2.6)$$

which is the starting point [7] of boundary conformal field theory on $\mathbb{R}_+$. In that case one has total reflection from the boundary $x = 0$. For $n \geq 2$ partial reflection and transmission among the various edges is possible as well.

Once we have a time-independent Hamiltonian, assuming that the components $\{\theta_{tt}(t, x, i), \theta_{tx}(t, x, i)\}$ of the energy-momentum tensor are symmetric operators on

\footnote{This feature resembles very much anomalies in QFT and will be illustrated explicitly in the next section. In our context the phenomenon has its origin in the boundary conditions at the vertex $V$, which do not respect in general all symmetries of the system on the line.}

\footnote{An explicit example is provided in section 3 by the $S$-matrix (3.31).}
\( \mathcal{D} \), one can deduce that \( H \) is symmetric as well. In order to ensure unitary time evolution (in particular, no dissipation), one must show in addition that \( H \) admits self-adjoint extensions. Equivalently, one should check that the deficiency indices of \( H \) coincide, i.e.
\[
  n_+(H) = n_-(H).
\] (2.7)
This is a delicate point because (2.7) is usually hard to verify. Using a well known argument of von Neumann however, the index condition (2.7) is satisfied for systems which are invariant under time-reversal. In that case, there exists an antilinear operator \( T \), which implements time-reversal according to
\[
  THT^{-1} = H.
\] (2.8)
In the sequel we consider systems which are invariant under time-reversal. As expected, this requirement leads to some restrictions on the boundary conditions.

In the next section we elaborate on the above points using concrete examples.

3 Scalar fields on \( \Gamma \)

3.1 The field \( \varphi \)

The massless scalar field \( \varphi \) on \( \Gamma \) is defined by the equation of motion
\[
  \left( \partial_t^2 - \partial_x^2 \right) \varphi(t, x, i) = 0, \quad x > 0, \quad i = 1, \ldots, n,
\] (3.9)
the initial conditions (canonical commutation relations)
\[
  [\varphi(0, x_1, i_1), \varphi(0, x_2, i_2)] = 0, \quad i_1, i_2
\] (3.10)
\[
  [(\partial_t \varphi)(0, x_1, i_1), \varphi(0, x_2, i_2)] = -i \delta_{i_1 i_2} \delta(x_1 - x_2),
\] (3.11)
and the vertex boundary condition
\[
  \sum_{j=1}^n [A_{ij} \varphi(t, 0, j) + B_{ij}(\partial_x \varphi)(t, 0, j)] = 0, \quad \forall t \in \mathbb{R}, \quad i = 1, \ldots, n,
\] (3.12)
\( A \) and \( B \) being in general two \( n \times n \) complex matrices. Clearly the pairs \( \{A, B\} \) and \( \{CA, CB\} \), where \( C \) is any invertible matrix, define equivalent boundary conditions. The results of [19] imply that the operator \(-\partial_x^2\) on \( \Gamma \) is self-adjoint provided that\(^8\)
\[
  AB^* - B A^* = 0,
\] (3.13)
\(^8\)We denote by * the Hermitian conjugation.
and the composite matrix \((A,B)\) has rank \(n\). It turns out that these conditions ensure also the Kirchhoff’s rule for the energy-momentum tensor of \(\varphi\) given by equations (3.37, 3.38) below. The general solution of the constraints (3.13) on \(\{A, B\}\) is [15]-[20]

\[
A = C(\mathbb{I} - U), \quad B = -iC(\mathbb{I} + U),
\]

where \(C\) is an arbitrary invertible matrix and \(U\) is any unitary matrix.

The problem of quantizing (3.9) with the initial conditions (3.10, 3.11) and the boundary condition (3.12) has a unique solution. It can be written in the form [4]

\[
\varphi(t, x, i) = \int_{-\infty}^{\infty} \frac{dk}{2\pi \sqrt{2|k|}} \left[ a_i^*(k)e^{i(|k|t-0)x} + a_i(k)e^{-i(|k|t-0)x} \right],
\]

where \(\{a_i(k), a_i^*(k) : k \in \mathbb{R}\}\) generate the reflection-transmission (boundary) algebra [28]-[34] corresponding to the boundary condition (3.12). This is an associative algebra \(\mathcal{A}\) with identity element 1, whose generators \(\{a_i(k), a_i^*(k) : k \in \mathbb{R}\}\) satisfy the commutation relations

\[
a_{i_1}(k_1)a_{i_2}(k_2) - a_{i_2}(k_2)a_{i_1}(k_1) = 0,
\]

\[
a_{i_1}^*(k_1)a_{i_2}^*(k_2) - a_{i_2}^*(k_2)a_{i_1}^*(k_1) = 0,
\]

\[
a_{i_1}(k_1)a_{i_2}^*(k_2) - a_{i_2}^*(k_2)a_{i_1}(k_1) = 2\pi \left[ \delta_{i_1i_2} \delta(k_1 - k_2) + S_{i_1i_2}(k_1)\delta(k_1 + k_2) \right],
\]

and the constraints

\[
a_i(k) = \sum_{j=1}^{n} S_{ij}(k)a_j(-k), \quad a_i^*(k) = \sum_{j=1}^{n} a_j^*(-k)S_{ji}(-k).
\]

The \(S\)-matrix in (3.18, 3.19) equals [19]

\[
S(k) = -[(\mathbb{I} - U) + k(\mathbb{I} + U)]^{-1}[(\mathbb{I} - U) - k(\mathbb{I} + U)]
\]

and has the following simple physical interpretation: the diagonal element \(S_{ii}(k)\) is the reflection amplitude on the edge \(E_i\), whereas \(S_{ij}(k)\) with \(i \neq j\) is the transmission amplitude from \(E_i\) to \(E_j\). Being fully characterized by the \(S\)-matrix (3.20), the vertex \(V\) can be viewed as a sort of point-like defect. It is not surprising therefore that the algebra \(\mathcal{A}\), appearing in the context of QFT with boundaries or defects [28]-[34], applies in the present case as well. \(\mathcal{A}\) provides a simple algebraic description of the boundary value problem at hand and defines convenient coordinates in field space.
We assume in what follows that $U$ is such that
\[
\int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{-ikx} S_{ij}(k) = 0, \quad x > 0.
\] (3.21)
This condition guarantees the absence of bound states and implies the canonical commutation relations (3.10, 3.11).

By construction (3.20) is unitary
\[
S(k)^* = S(k)^{-1},
\] (3.22)
and satisfies Hermitian analyticity\(^9\)
\[
S(k)^* = S(-k).
\] (3.23)
Combining (3.22) and (3.23), one gets
\[
S(k) S(-k) = \mathbb{I},
\] (3.24)
which ensures the consistency of the constraints (3.19).

The time-reversal transformation (2.8) is implemented on $\varphi$ by
\[
T \varphi(t,x) T^{-1} = \varphi(-t,x).
\] (3.25)
Requiring time-reversal invariance and Hermiticity $\varphi(t,x,i)^* = \varphi(t,x,i)$ one gets [5]
\[
S(k)^t = S(k),
\] (3.26)
where the superscript $t$ denotes transposition.

Let us focus now on scale invariance. The scaling transformations are defined by
\[
t \mapsto \rho t, \quad x \mapsto \rho x, \quad \rho > 0.
\] (3.27)
It is well known that systems which are invariant under (3.27) greatly simplify but still capture some universal physical information. So, it is interesting to investigate in our context the scale invariant $S$-matrices. For this purpose we observe that (3.27) induce in momentum space
\[
k \mapsto \rho^{-1} k.
\] (3.28)
Accordingly, our system is scale invariant if and only if
\[
S(k) = S(\rho^{-1} k) \quad \forall k \in \mathbb{R},
\] (3.29)
\(^9\)This property implies that the *-operation is an involution in $\mathcal{A}$. 
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which, combined with (3.20), implies that $S$ is $k$-independent. Therefore, in view of (3.22, 3.23, 3.26), any scale invariant $S$-matrix obeys (3.21) and

$$S^* = S^{-1}, \quad S^* = S, \quad S^t = S.$$  \hspace{1cm} (3.30)

The classification of these $S$-matrices (critical points) is now a simple matter. Indeed, one easily deduces from (3.30) that the eigenvalues of $S$ are $\pm 1$. Let us denote by $p$ the number of eigenvalues $-1$. The values $p = 0$ and $p = n$ correspond to the familiar Neumann ($S_N = I$) and Dirichlet ($S_D = -I$) boundary conditions respectively. For $0 < p < n$ the $S$-matrices satisfying (3.30) depend on $p(n - p) \geq 1$ parameters.

It is instructive to give at this stage some examples. For $n = 2$ and $p = 1$ one has the one-parameter family \[S = \frac{1}{1 + \alpha^2} \begin{pmatrix} \alpha^2 - 1 & -2\alpha \\ -2\alpha & 1 - \alpha^2 \end{pmatrix}, \quad \alpha \in \mathbb{R}.\] \hspace{1cm} (3.31)

The value $\alpha = -1$ illustrates the concept of exceptional boundary conditions, introduced in the previous section. One has in fact full transmission and no reflection and after changing the orientation of one of the edges one gets the free massless scalar field on the line.

The case $n = 3$ has a richer structure: for $p = 2$ and $p = 1$ one has the two-parameter ($\alpha_1, \alpha_2 \in \mathbb{R}$) families

$$S_2(\alpha_1, \alpha_2) = \frac{1}{1 + \alpha_1^2 + \alpha_2^2} \begin{pmatrix} \alpha_1^2 - \alpha_2^2 - 1 & 2\alpha_1\alpha_2 \\ 2\alpha_1\alpha_2 & -\alpha_1^2 + \alpha_2^2 - 1 \end{pmatrix}$$ \hspace{1cm} (3.32)

and

$$S_1(\alpha_1, \alpha_2) = -S_2(\alpha_1, \alpha_2).$$ \hspace{1cm} (3.33)

Details about the case $n = 4$ can be found in [5].

### 3.2 The dual field $\tilde{\varphi}$ and symmetries

The dual field $\tilde{\varphi}$ is defined in terms of $\varphi$ by the relations

$$\partial_t \tilde{\varphi}(t,x,i) = -\partial_x \varphi(t,x,i), \quad \partial_x \tilde{\varphi}(t,x,i) = -\partial_t \varphi(t,x,i), \quad x > 0, \quad i = 1, \ldots, n,$$ \hspace{1cm} (3.34)

which imply that

$$(\partial_t^2 - \partial_x^2) \tilde{\varphi}(t,x,i) = 0, \quad x > 0, \quad i = 1, \ldots, n.$$ \hspace{1cm} (3.35)
as well. The solution is
\[
\tilde{\varphi}(t, x, i) = \int_{-\infty}^{\infty} \frac{dk \, \varepsilon(k)}{2\pi \sqrt{2|k|}} \left[ a_i^*(k)e^{i(|k|t-kx)} + a_i(k)e^{-i(|k|t-kx)} \right],
\]
(3.36)
where \(\varepsilon(k)\) is the sign function. Both \(\varphi\) and \(\tilde{\varphi}\) are local fields, but we stress that they are not relatively local. This feature is fundamental for bosonization.

The invariance of the equations of motion (3.9, 3.34) under time translations implies the conservation of the energy-momentum tensor
\[
\theta_{tt}(t, x, i) = \frac{1}{2} : \left( \partial_t \varphi \right) \left( \partial_t \varphi \right) : (t, x, i),
\]
(3.37)
\[
\theta_{tx}(t, x, i) = \frac{1}{2} : \left( \partial_t \varphi \right) \left( \partial_x \varphi \right) : (t, x, i),
\]
(3.38)
where : \(\cdots\) : denotes the normal product in the algebra \(\mathcal{A}\). The associated Kirchhoff rule (2.4) is satisfied by construction, being a consequence [19] of (3.12), (3.14).

Equations (3.9, 3.34) are also invariant under the transformations
\[
\varphi(t, x, i) \mapsto \varphi(t, x, i) + c, \quad \tilde{\varphi}(t, x, i) \mapsto \tilde{\varphi}(t, x, i) + \tilde{c}, \quad c, \tilde{c} \in \mathbb{R},
\]
(3.39)
which implies the conservation of the currents
\[
j_\nu(t, x, i) = \partial_\nu \varphi(t, x, i), \quad \tilde{j}_\nu(t, x, i) = \partial_\nu \tilde{\varphi}(t, x, i), \quad \nu = t, x.
\]
(3.40)
These currents have a deep physical meaning. In fact, in the framework of bosonization \(j_\nu\) and \(\tilde{j}_\nu\) control the charge and spin transport respectively. It is therefore crucial to check the relative Kirchhoff’s rules. Using the solution (3.15) and the constraints (3.19) one finds that \(j_x\) satisfies Kirchhoff’s rule if and only if
\[
\sum_{j=1}^{n} S_{ij}(k) = 1, \quad \forall \; i = 1, \ldots, n, \; k \in \mathbb{R}.
\]
(3.41)
Analogously, for \(\tilde{j}_x\) one finds
\[
\sum_{j=1}^{n} S_{ij}(k) = -1, \quad \forall \; i = 1, \ldots, n, \; k \in \mathbb{R},
\]
(3.42)
showing that the Kirchhoff’s rules for \(j_\nu\) and \(\tilde{j}_\nu\) cannot be satisfied simultaneously. Accordingly, one should expect that at most one of the charges
\[
Q = \sum_{i=1}^{n} \int_{0}^{\infty} dx \, j_\nu(t, x, i), \quad \tilde{Q} = \sum_{i=1}^{n} \int_{0}^{\infty} dx \, \tilde{j}_\nu(t, x, i),
\]
(3.43)
is \( t \)-independent. This is always the case for \( n = 2k + 1 \) and for generic boundary conditions when \( n = 2k \). Only in the case \( n = 2k \) with exceptional boundary conditions there exist \( Q \) and \( \tilde{Q} \) which are both conserved\(^\text{10}\).

The conditions (3.41) and (3.42) have a simple impact on the space invariant \( S \)-matrices. Requiring (3.41), one eliminates the Dirichlet point \((p = n)\) and is left only with \((n - p - 1)\) parameters for \( 0 < p < n \). For instance, imposing (3.41) on (3.32), one gets \( \alpha_1 = \alpha_2 = 1 \), leading to the isolated critical point

\[
S_2 = \frac{1}{3} \begin{pmatrix}
-1 & 2 & 2 \\
2 & -1 & 2 \\
2 & 2 & -1
\end{pmatrix},
\]

which is invariant under edge permutations. From (3.33) one obtains instead \( \alpha_2 = -(1 + \alpha_1) \). Therefore, setting \( \alpha \equiv \alpha_2 \), one has in this case the one-parameter family

\[
S_1(\alpha) = \frac{1}{1 + \alpha + \alpha^2} \begin{pmatrix}
-\alpha & \alpha(\alpha + 1) & 1 + \alpha \\
\alpha(\alpha + 1) & \alpha + 1 & -\alpha \\
\alpha + 1 & -\alpha & \alpha(\alpha + 1)
\end{pmatrix}, \quad \alpha \in \mathbb{R},
\]

which is not invariant under edge permutations for generic \( \alpha \).

Analogous considerations apply to the case when, instead of the Kirchhoff’s rule (3.41), one imposes (3.42). In conclusion, we see that the currents \( j_\nu \) and \( \tilde{j}_\nu \) nicely illustrate the obstructions which appear for generic boundary conditions when symmetries on \( \mathbb{R} \) are lifted to \( \Gamma \).

### 3.3 Representations of the RT algebra \( \mathcal{A} \)

For the physical applications one must choose at this point a representation of \( \mathcal{A} \). We focus here on two of them: the Fock representation \( \mathcal{F}(A) \) and the Gibbs representation \( \mathcal{G}_\beta(A) \) at inverse temperature \( \beta \sim 1/T \). These two representations have different physical interpretation. The fundamental (cyclic) state of \( \mathcal{F}(A) \) does not contain particle excitations (vacuum state) and is annihilated by the generators \( a_i(k) \) of \( \mathcal{A} \). On the contrary, the fundamental state of \( \mathcal{G}_\beta(A) \) involves an infinite number of particles, which model a heat bath maintaining the system at constant inverse temperature \( \beta \). Referring for the details concerning \( \mathcal{F}(A) \) and \( \mathcal{G}_\beta(A) \) to \( \text{[28]} \) and \( \text{[33]} \), we collect below only the two-point expectation values of \( \{a_i(k), a_i^*(k) : k \in \mathbb{R}\} \). In \( \mathcal{F}(A) \) one has

\[
\langle a_i(p)a_i^*(q) \rangle = 2\pi [\delta_{ij} \delta(p - q) + S_{ij}(p) \delta(p + q)], \quad \langle a_i^*(p)a_j(q) \rangle = 0.
\]

\(^{10}\)Some care is needed in the construction of \( \tilde{Q} \) in this case because \( \tilde{j}_\nu \) is sensitive to the orientation of the edges.
In $G_{\beta}(A)$ one finds instead
\begin{equation}
\langle a_i(p)a_j^*(q)\rangle_{\beta} = \frac{1}{1 - e^{-\beta|p|}} 2\pi \left[ \delta_{ij} \delta(p - q) + S_{ij}(p)\delta(p + q) \right],
\end{equation}
\begin{equation}
\langle a_i^*(p)a_j(q)\rangle_{\beta} = \frac{e^{-\beta|p|}}{1 - e^{-\beta|p|}} 2\pi \left[ \delta_{ij} \delta(p - q) + S_{ij}(-p)\delta(p + q) \right].
\end{equation}

As an application of the Gibbs representation $G_{\beta}(A)$, we derive now the energy density $\langle \theta_{tt}(t, x, i)\rangle_{\beta}$ in the Gibbs state. This quantity is determined up to a constant.

Taking as a reference point the energy density on the whole line $\mathbb{R}$ and at zero temperature and using the point-splitting regularization, one finds
\begin{equation}
\langle \theta_{tt}(t, x, i)\rangle_{\beta} - \langle \theta_{tt}(t, x)\rangle_{\infty} = \varepsilon_{S-B}(\beta) + \mathcal{E}_c(x, i) + \mathcal{E}(x, i, \beta),
\end{equation}
where
\begin{equation}
\varepsilon_{S-B}(\beta) = \int_{-\infty}^{+\infty} \frac{dk}{2\pi} |k| \frac{e^{-\beta|k|}}{1 - e^{-\beta|k|}} = \frac{\pi}{6\beta^2} \sim T^2,
\end{equation}
is the Stefan-Boltzmann contribution,
\begin{equation}
\mathcal{E}_c(x, i) = \frac{1}{2} \int_{-\infty}^{+\infty} \frac{dk}{2\pi} |k| S_{ii}(k)e^{2ikx}
\end{equation}
is the Casimir energy density associated with the interaction in the vertex of $\Gamma$ at zero temperature and
\begin{equation}
\mathcal{E}(x, i, \beta) = \int_{-\infty}^{+\infty} \frac{dk}{2\pi} |k| \frac{e^{-\beta|k|}}{1 - e^{-\beta|k|}} S_{ii}(k)e^{2ikx}
\end{equation}
is the finite temperature correction to the latter. The integrals over $k$ are easily computed in the scale invariant case and give
\begin{equation}
\mathcal{E}_c(x, i) = -\frac{S_{ii}}{8\pi x^2}, \quad \mathcal{E}(x, i, \beta) = \frac{\pi S_{ii}}{2\beta^2 \sinh^2 \left( \frac{2\pi x}{\beta} \right)} - \frac{S_{ii}}{8\pi x^2}.
\end{equation}
The Casimir energy of a segment $[\delta, \delta + L] \subset E_i$ with $\delta, L > 0$ is therefore
\begin{equation}
E_c(i; \delta, L) = \int_{\delta}^{\delta + L} dx \mathcal{E}_c(x, i) = -\frac{S_{ii}}{8\pi} \frac{L}{\delta(\delta + L)},
\end{equation}
which is increasing with the length $L$ (for any $\delta > 0$) if $S_{ii} < 0$ and decreasing if $S_{ii} > 0$. For the properties of the Casimir energy on star graphs with compact edges we refer to [I3].
4 Bosonization and vertex operators

Bosonization is a fundamental tool of quantum field theory on the line. It plays an essential role for constructing exact solutions \[30\], \[14\], \[41\] of some models and establishing the equivalence among others \[8\]. The non-abelian variant of bosonization \[43\] produces also relevant results in two-dimensional conformal field theory and string theory. Bosonization is in particular the basis of the Coulomb gas representation \[10\] of the minimal conformal invariant models on the line.

The main idea of bosonization belongs to Jordan and Wigner and dates back to 1928. There exist nowadays a rather extensive literature on the subject (see e.g. \[39\] and references therein). It is well-known that the fundamental building blocks on the line are the free massless scalar field $\phi$ and its dual $\tilde{\phi}$. Both $\phi$ and $\tilde{\phi}$ are local fields, but it turns out that they are not relatively local. As recognized already in the early sixties \[42\], this feature is in the heart of bosonization, duality, chiral superselection sectors, generalized (anyonic) statistics and many other phenomena, characterizing the rich structure of QFT on the line. We already mentioned that the fields $\phi$ and $\tilde{\phi}$, defined by (3.15) and (3.36), preserve the above mentioned locality properties on $\Gamma$ as well. It is quite natural therefore to extend \[5\] the bosonization procedure on the line to star graphs. The extension involves composite operators which are constructed in terms of $\phi$ and $\tilde{\phi}$ and have non-trivial scaling dimensions and peculiar exchange relations. In particular, interacting fermions can be expressed in this framework via the free bosonic fields $\phi$ and $\tilde{\phi}$ (hence the name “bosonization”). Due to the point-like interaction at the vertex $V$, the construction on $\Gamma$ presents new intriguing features, which are briefly summarized below.

4.1 Vertex operators

Following \[42\], the basic objects constructed in terms of $\phi$ and $\tilde{\phi}$ are the so called vertex operators, which are essentially exponentials of $\phi$ and $\tilde{\phi}$. The vertex operators\[^{11}\] allow one to represent fermion fields and, more generally anyons \[26\], in terms of boson fields. Using the vertex representation of fermion fields, one can express the conserved vector and axial fermion currents as gradients of $\phi$ and $\tilde{\phi}$ respectively, which greatly simplifies the study of the current-current interactions. We will illustrate all these aspects here and in the next section.

Although vertex operators exist \[34\] on $\Gamma$ for the general boundary condition (3.12), at a scale invariant point they have simpler and more remarkable structure. For this reason we focus to the end of the paper on the scale invariant case and

\[^{11}\]See for example \[17\] for more details about these operators on the line.
introduce for convenience the right and left chiral fields
\[ \varphi_{i,R}(t-x) = \varphi(t,x,i) + \tilde{\varphi}(t,x,i), \quad \varphi_{i,L}(t+x) = \varphi(t,x,i) - \tilde{\varphi}(t,x,i). \] (4.55)

Inserting (3.15,3.36) in (4.55) one gets
\[ \varphi_{i,R}(\xi) = \int_0^\infty \frac{dk}{\pi \sqrt{2k}} [a_1^*(k)e^{ik\xi} + a_i(k)e^{-ik\xi}], \quad \xi \equiv \xi_1 - \xi_2. \] (4.56)

which satisfy
\[ [\varphi_{i,R}(\xi_1), \varphi_{j,R}(\xi_2)] = -i\varepsilon(\xi_{12})\delta_{ij}, \quad \xi_{12} \equiv \xi_1 - \xi_2. \] (4.57)

Moreover, using that \( S \) is constant by scale-invariance, the constraints (3.19) imply
\[ \varphi_{i,L}(\xi) = \sum_{j=1}^n S_{ij} \varphi_{j,R}(\xi). \] (4.58)

We will need also the chiral charges given by
\[ Q_{i,Z} = \frac{1}{4} \int_{-\infty}^{\infty} d\xi \partial_\xi \varphi_{i,Z}(\xi), \quad Z = R, L. \] (4.59)

Using (3.16,3.18), one can easily verify that
\[ [Q_{i,1}, Q_{j,2}] = 0, \] (4.60)
\[ [Q_{i,1}, \varphi_{i,2}(\xi)] = \begin{cases} -\frac{i}{2}\delta_{i,2}, & Z_1 = Z_2, \\ -\frac{i}{2}S_{i,2}, & Z_1 \neq Z_2. \end{cases} \] (4.61)

Now, we are in position to introduce a family of vertex operators parametrized by \( \zeta = (\sigma, \tau) \in \mathbb{R}^2 \) and defined by
\[ v(t, x, i; \zeta) = z_i q(i; \zeta) : \exp \left\{ i\sqrt{\pi} [\sigma \varphi_{i,R}(t-x) + \tau \varphi_{i,L}(t+x)] \right\} : , \] (4.62)

where the value of the normalization constant \( z_i \in \mathbb{R} \) will be fixed later on,
\[ q(i; \zeta) = \exp \left\{ i\sqrt{\pi} (\sigma Q_{i,R} - \tau Q_{i,L}) \right\} , \] (4.63)

and : \( \cdots \): denotes the normal product in the algebra \( A \).

The exchange properties of \( v(t, x, i; \zeta) \) determine their statistics. A standard calculation shows that
\[ v(t_1, x_1, i_1; \zeta_1)v(t_2, x_2, i_2; \zeta_2) = \mathcal{R}(t_{12}, x_1, i_1, x_2, i_2; \zeta_1, \zeta_2) v(t_2, x_2, i_2; \zeta_2)v(t_1, x_1, i_1; \zeta_1) , \] (4.64)
where the exchange factor $\mathcal{R}$ is a c-number and $t_{12} \equiv t_1 - t_2$. The statistics of $v(t, x, i; \zeta)$ is determined by the value of $\mathcal{R}$ at space-like separation $t_{12}^2 - x_{12}^2 < 0$ with $x_{12} \equiv x_1 - x_2$. By means of equations (4.57, 4.58, 4.60, 4.61) one finds

$$
\mathcal{R}(t_{12}, x_1, i_1, x_2, i_2; \zeta_1, \zeta_2)|_{t_{12}^2 - x_{12}^2 < 0} = e^{-i\pi(\sigma_1\sigma_2 - \tau_1\tau_2)}\varepsilon(x_{12})\delta_{i_1i_2}.
$$

Therefore $v(t, x, i; \zeta)$ obey anyon (abelian braid) statistics [27] with statistical parameter

$$
\psi = \sigma_1\sigma_2 - \tau_1\tau_2,
$$

when localized at the same wedge $E_i$. Otherwise, $v(t, x, i; \zeta)$ commute.

In order to obtain fermions, we take any $\zeta = (\sigma > 0, \tau)$ with $\sigma \neq \pm \tau$ and set

$$
\zeta' = (\tau, \sigma).
$$

Then we define

$$
\mathcal{V}(t, x, i; \zeta) = \eta_i v(t, x, i; \zeta), \quad \mathcal{V}(t, x, i; \zeta') = \eta'_i v(t, x, i; \zeta'),
$$

where $\{\eta_i, \eta'_i\}$ are the so called Klein factors [5] satisfying the relations

$$
\eta_{i_1}\eta_{i_2} + \eta_{i_2}\eta_{i_1} = 2\delta_{i_1i_2}1, \quad \eta'_{i_1}\eta'_{i_2} + \eta'_{i_2}\eta'_{i_1} = 2\delta_{i_1i_2}1, \quad \eta_{i_1}\eta'_{i_2} + \eta'_{i_2}\eta_{i_1} = 0.
$$

It is not difficult to show [5] that (4.68) and their Hermitian conjugates obey Fermi statistics provided that

$$
\sigma^2 - \tau^2 = 2k + 1, \quad k \in \mathbb{Z}.
$$

For $k = 0$ on has in particular canonical fermions.

### 4.2 Correlation functions

The basic two point correlators of the chiral fields in the Fock representation $\mathcal{F}(A)$ are easily derived:

$$
\langle \varphi_{i_1,R}(\xi_1)\varphi_{i_2,R}(\xi_2) \rangle = \langle \varphi_{i_1,L}(\xi_1)\varphi_{i_2,L}(\xi_2) \rangle = \delta_{i_1i_2} u(\mu \xi_{12}),
$$

$$
\langle \varphi_{i_1,R}(\xi_1)\varphi_{i_2,L}(\xi_2) \rangle = \langle \varphi_{i_1,L}(\xi_1)\varphi_{i_2,R}(\xi_2) \rangle = S_{i_1i_2} u(\mu \xi_{12}),
$$

where

$$
u(\mu \xi) = -\frac{1}{\pi} \ln(\mu |\xi|) - \frac{i}{2} \varepsilon(\xi) = -\frac{1}{\pi} \ln(i\mu \xi + \epsilon), \quad \epsilon > 0 .
$$
In order to compute the correlation functions of the vertex operators (4.68), we need also a representation of the algebra of Klein factors. We adopt the one defined by the two-point correlators

\[
\langle \eta_{i_1} \eta_{i_2} \rangle = \langle \eta'_{i_1} \eta'_{i_2} \rangle = -\langle \eta'_{i_2} \eta_{i_1} \rangle = \kappa_{i_1,i_2} = \begin{cases} 
1, & i_1 \leq i_2, \\
-1, & i_1 > i_2,
\end{cases}
\]

(4.74)

A standard computation [5] now gives

\[
\langle V(t_1,x_1,i_1;\zeta) V^*(t_2,x_2,i_2;\zeta) \rangle = z_{i_1} z_{i_2} \mu^{-[(\sigma^2+\tau^2)\delta_{i_1,i_2}+2\sigma \tau S_{i_1,i_2}] \kappa_{i_1,i_2}} \left[ \frac{1}{i(t_{12} - x_{12}) + \epsilon} \right]^{\sigma^2 \delta_{i_1,i_2}} \left[ \frac{1}{i(t_{12} + x_{12}) + \epsilon} \right]^{\tau \delta_{i_1,i_2}}
\]

(4.75)

with \( \bar{x}_{12} = x_1 + x_2 \). This equation suggest to take the normalization factor

\[
z_i = \mu^{\frac{1}{2}(\sigma^2+\tau^2+2\sigma \tau S)}.
\]

(4.76)

In this way the vertex correlator (4.75) is \( \mu \)-independent, when localized on the same edge. Performing in (4.75) the scaling transformation (3.27), one obtains

\[
\langle V(\rho t_1, \rho x_1, i_1; \zeta) V^*(\rho t_2, \rho x_2, i_2; \zeta) \rangle = \rho^{-D_{i_1,i_2}} \langle V(t_1, x_1, i_1; \zeta) V^*(t_2, x_2, i_2; \zeta) \rangle,
\]

where

\[
D = (\sigma^2 + \tau^2)I_n + 2\sigma \tau S.
\]

(4.78)

The scaling dimensions \( d_i \) are determined by the eigenvalues of the matrix \( D \). Diagonalizing (4.78) one finds

\[
d_i = \frac{1}{2}(\sigma^2 + \tau^2) + \sigma \tau s_i, \quad i = 1, \ldots, n,
\]

(4.79)

where \( s_i \) are the eigenvalues of \( S \). Since in the scale invariant case \( s_i = \pm 1 \), one has

\[
d_i = \frac{1}{2}(\sigma + s_i \tau)^2 \geq 0.
\]

(4.80)

Recalling that the same vertex operator on the line \( \mathbb{R} \) has dimension

\[
d_{\text{line}} = \frac{1}{2}(\sigma^2 + \tau^2),
\]

(4.81)

we see that the interaction at the junction affects the scaling dimensions.
5 The four-fermion interaction on Γ

In this section we introduce and investigate non-trivial bulk interactions on Γ. We focus on the Tomonaga-Luttinger (TL) model which captures the universal features of a wide class of one-dimensional quantum many-body systems called Luttinger liquids. The Lagrangian density defining the dynamics of the TL model is

\[ \mathcal{L} = i\psi_1^*(\partial_t + v_F \partial_x)\psi_1 + i\psi_2^*(\partial_t - v_F \partial_x)\psi_2 - g_+ (\psi_1^*\psi_1 + \psi_2^*\psi_2)^2 - g_- (\psi_1^*\psi_1 - \psi_2^*\psi_2)^2, \]  

(5.82)

where \( \psi_\alpha = \psi_\alpha(t, x, i) \) with \( \alpha = 1, 2 \) are complex fermion fields, \( v_F \) is the Fermi velocity and \( g_\pm \in \mathbb{R} \) are the coupling constants.

It is well known \cite{14, 41} that this model is exactly solvable on the line \( \mathbb{R} \) by bosonization. On the graph Γ however the situation is more involved, because some boundary conditions must be imposed in the vertex \( V \). The simplest boundary conditions one can imagine are linear in \( \psi_\alpha \) and are generated by the variation of the boundary Lagrangian density \[ \mathcal{L}_V = \psi_\alpha^*(t, 0, i)B_{\alpha\beta, ij} \psi_\beta(t, 0, j), \]  

(5.83)

localized at \( x = 0 \). After bosonization \( \mathcal{L}_V \) involves exponential boundary interactions of the scalar field and the theory defined by \( \mathcal{L} + \mathcal{L}_V \) is no longer exactly solvable. Nevertheless, using instanton gas expansion and strong-weak coupling duality on a star graph with \( n = 3 \) edges, Nayak and collaborators \cite{36} established the existence of a critical point in which the electric conductance \( G \) is enhanced \[ G = \frac{4}{3} G_{\text{line}}. \]  

(5.84)

This inspiring result, which has been confirmed more recently by different authors \cite{3, 9, 37}, raises some interesting open problems:

(i) existence of other critical points and their classification;
(ii) behavior under edge permutations;
(iii) is enhancement of the conductance universal or reduction is possible as well?
(iv) what is the law governing the spin transport?

These questions are answered in the rest of the paper. The main idea behind our analysis is to modify the boundary conditions in such a way that they become linear after bosonization. We show that this is indeed possible \cite{14} and, applying the results of section 3, the model can be solved exactly. All critical points can be classified and their characteristic features are easily investigated.

---

\(^{12}\) \( B \) is the matrix defining the boundary interaction among the fermions.

\(^{13}\) A possible explanation \cite{36} of this result is based on the so-called Andreev reflection \cite{1}.

\(^{14}\) As expected, the new boundary conditions are non-linear in terms of \( \psi_\alpha \).
5.1 The Thirring model on $\Gamma$ and its solution

It will be enough for our purposes to analyze the TL model in the special case when $g_+ = -g_- \equiv g\pi > 0$ and $v_F = 1$. The classical equations of motion of this system, known as a Thirring model, can be written in the following matrix form

$$i(\gamma_t \partial_t - \gamma_x \partial_x)\psi(t, x, i) = 2\pi g [\gamma_t J_t(t, x, i) - \gamma_x J_x(t, x, i)]\psi(t, x, i), \quad (5.85)$$

where

$$\psi(t, x, i) = \begin{pmatrix} \psi_1(t, x, i) \\ \psi_2(t, x, i) \end{pmatrix}, \quad \gamma_t = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma_x = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \quad (5.86)$$

and

$$J_\nu(t, x, i) = \bar{\psi}(t, x, i)\gamma_\nu\psi(t, x, i), \quad \bar{\psi} \equiv \psi^* \gamma_t. \quad (5.87)$$

is the conserved vector current. The number of edges $n$ is arbitrary.

For quantizing the model, we set $\sigma > 0$ and

$$\psi_1(t, x, i) = \frac{1}{\sqrt{2\pi}} \mathcal{V}(t, x; \zeta), \quad \psi_2(t, x, i) = \frac{1}{\sqrt{2\pi}} \mathcal{V}(t, x; \zeta'). \quad (5.88)$$

In order to have canonical fermions we require

$$\sigma^2 - \tau^2 = 1, \quad (5.89)$$

implying $\sigma \neq \pm \tau$.

The quantum current $J_\nu$ is constructed by point-splitting according to

$$J_\nu(t, x, i) = \frac{1}{2} \lim_{\epsilon \to 0^+} Z(\epsilon) \left[ \bar{\psi}(t, x, i)\gamma_\nu\psi(t, x + \epsilon, i) + \bar{\psi}(t, x + \epsilon, i)\gamma_\nu\psi(t, x, i) \right], \quad (5.90)$$

where $Z(\epsilon)$ is some renormalization constant. The latter can be fixed \([5]\) in such a way that

$$J_\nu(t, x, i) = -\frac{1}{(\sigma + \tau)\sqrt{\pi}} \partial_\nu \varphi(t, x, i) = -\frac{1}{(\sigma + \tau)\sqrt{\pi}} j_\nu(t, x, i), \quad (5.91)$$

thus generating the $U(1)$-charge transformation

$$[J_i(t, x, i), \psi(t, y, j)] = -\delta(x - y)\delta_{ij}\psi(t, x, j). \quad (5.92)$$

Because of \([5.91]\) the quantum equation of motion takes the form

$$i(\gamma_t \partial_t - \gamma_x \partial_x)\psi(t, x, i) = -\frac{2g\sqrt{\pi}}{(\sigma + \tau)} : (\gamma_t \partial_t \varphi - \gamma_x \partial_x \varphi) \psi : (t, x, i). \quad (5.93)$$
Now, using the vertex realization (5.88) of \( \psi \), one easily verifies that (5.93) is satisfied provided that
\[
\tau(\sigma + \tau) = g. \tag{5.94}
\]
Combining (5.89) and (5.94) one determines \( \sigma \) and \( \tau \) in terms of the coupling constant:
\[
\sigma = \frac{1 + g}{\sqrt{1 + 2g}} > 0, \quad \tau = \frac{g}{\sqrt{1 + 2g}}. \tag{5.95}
\]
We generated above a solution of the Thirring model on \( \Gamma \) and it is natural to ask what kind of boundary conditions does it satisfy. From (4.58) and (5.91) one immediately finds
\[
J_x(t, 0, i) = -\sum_{k=1}^{n} S_{ik} J_x(t, 0, k), \tag{5.96}
\]
which has a transparent physical interpretation. The boundary condition (5.96) describes the dissipationless splitting of the charge current at the junction \( x = 0. \)

According to (5.87, 5.91) it is \textit{quadratic} in the fermion field \( \psi_{\alpha} \), but \textit{linear} in \( \varphi \). This fundamental difference with respect to the boundary conditions adopted in [36] is the crucial novelty allowing to solve the model exactly.

The scaling dimensions of our solution follow from (4.80). The result is
\[
d_i = \frac{1}{2} (1 + 2g)^{s_i}, \quad s_i = \pm 1 \tag{5.97}
\]
and reflects both the non-trivial bulk and boundary (vertex) interactions.

Let us discuss now the spin-transport. It is well known that there is no true spin in one space dimension (and therefore on \( \Gamma \)) because there are no space-rotations. Nevertheless, one can associate a “spin” \(-\frac{1}{2}\) to \( \psi_{1} \) and \( \frac{1}{2} \) to \( \psi_{2} \). This assignment is not only formal, because there exists a conserved current describing the transport of this quantum number (chirality). Consider in fact the axial current
\[
\tilde{J}_\nu(t, x, i) = \frac{1}{2} \lim_{\epsilon \to +0} \tilde{Z}(\epsilon) \left[ \bar{\psi}(t, x, i) \gamma_\nu \gamma_5 \psi(t, x + \epsilon, i) + \bar{\psi}(t, x + \epsilon, i) \gamma_\nu \gamma_5 \psi(t, x, i) \right] \tag{5.98}
\]
with \( \gamma_5 = -\gamma_t \gamma_x \). A suitable choice [5] of the renormalization constant \( \tilde{Z}(\epsilon) \) leads to
\[
\tilde{J}_\nu(t, x, i) = -\frac{1}{2(\sigma - \tau) \sqrt{\pi}} \partial_\nu \bar{\varphi}(t, x, i) = -\frac{1}{2(\sigma - \tau) \sqrt{\pi}} \tilde{j}_\nu(t, x, i), \tag{5.99}
\]
which is indeed conserved. Moreover,
\[
[\tilde{J}_t(t, x, i), \psi_\alpha(t, y, j)] = \begin{cases} 
-\frac{1}{2} \delta(x - y) \delta_{ij} \psi_1(t, y, j), & \alpha = 1, \\
\frac{1}{2} \delta(x - y) \delta_{ij} \psi_2(t, y, j), & \alpha = 2. 
\end{cases} \tag{5.100}
\]
We turn finally to the critical points. As already discussed in section 3.1, the critical points are fully classified by eq. (3.30). If one requires in addition the conservation of the charge associated with the electric current (5.91), one must impose the Kirchhoff’s rule (3.41). In this way, besides the Neumann point, the remaining critical points for \( n = 3 \) are \( S_2 \) and \( S_1(\alpha) \), defined by (3.44, 3.45). We will see in the next section that \( S_2 \) is precisely the critical point discovered by Nayak and collaborators in [36]. The one-parameter family \( S_1(\alpha) \) is new and is not invariant under edge permutations for generic \( \alpha \). This statement clarifies points (i) and (ii) at the beginning of this section.

5.2 Charge and spin transport

In order to derive the electric and spin conductance, we couple the system to a classical external field \( A_\nu(t, x, i) \) by means of the substitution

\[
\partial_\nu \mapsto \partial_\nu + iA_\nu(t, x, i)
\]

in eq. (5.85). The resulting Hamiltonian is time dependent. The conductance can be extracted from the expectation value \( \langle J_x(t, x, i) \rangle_{A_\nu} \), more precisely, from the linear term of the expansion of \( \langle J_x(t, x, i) \rangle_{A_\nu} \) in terms of \( A_\nu \). This term can be computed by linear response theory which gives for the conductance tensor [5]

\[
G_{ij} = G_{\text{line}} (\delta_{ij} - S_{ij}) ,
\]

(5.102)

where

\[
G_{\text{line}} = \frac{1}{2\pi(\sigma + \tau)^2} = \frac{1}{2\pi(1 + 2g)}
\]

(5.103)

is the conductance on the line \( \mathbb{R} \).

The simple expression (5.102), describing the electric conductance of the Thirring model at a critical point, has a number of remarkable properties. As expected, it satisfies the Kirchhoff’s rule

\[
\sum_{j=1}^{n} G_{ij} = 0 , \quad i = 1, ..., n ,
\]

(5.104)

provided that (3.41) holds, i.e. the electric charge is conserved. The conductance \( G_{ii} \) of the edge \( E_i \) is enhanced with respect to \( G_{\text{line}} \) if \( S_{ii} < 0 \) and reduced if \( S_{ii} > 0 \). In particular, at the critical point (3.44) one reproduces the result (5.84) of [36]. Note that enhanced conductance takes place when the Casimir energy (3.54) is increasing with \( L \) and vice versa.
The properties (3.30) of the $S$-matrix imply $|S_{ii}| \leq 1$, leading to the simple bound
\[
0 \leq G_{ii} \leq 2G_{\text{line}}, \tag{5.105}
\]
where we have used that $G_{\text{line}}$ is positive. Another constraint on the diagonal elements of $G$ is the sum rule
\[
\text{Tr } G = 2pG_{\text{line}}, \tag{5.106}
\]
p being the number of eigenvalues $-1$ of $S$.

Inserting the new family of critical points (3.45) in (5.102) we conclude that both enhancement and reduction of the conductance with respect to the line are possible. This fact is illustrated by the plots in Fig. 2 and answers the question (iii) from the beginning of this section.

![Figure 2: $G_{11}(\alpha)$ (left), $G_{22}(\alpha)$ and $G_{33}(\alpha)$ (right) for $G_{\text{line}} = 1$.](image)

Away of criticality the conductance takes the form \[5\]
\[
G_{ij}(\omega) = G_{\text{line}} [\delta_{ij} - S_{ij}(\omega)], \tag{5.107}
\]
where $S$ is given by (3.20) and $\omega$ is the frequency of the Fourier transform $\hat{A}_x(\omega, i)$ of the external field $A_x(t, i)$ applied to the system. Since $S_{ij}(\omega)$ are in general complex, in this regime the system admits non-trivial inductance as well. Let us compare for instance a star graph with $n = 2$ edges to an impedance $Z(\omega)$, characterized by the condition $Z(1) = R + iL$. The ingoing electric currents $I(\omega, i) = \langle J_x(\omega, i) \rangle_{A_\nu}$ can be expressed in the form
\[
\begin{pmatrix}
  I(\omega, 1) \\
  I(\omega, 2)
\end{pmatrix}
= Z^{-1}(\omega)
\begin{pmatrix}
  1 & -1 \\
  -1 & 1
\end{pmatrix}
\begin{pmatrix}
  \hat{A}_x(\omega, 1) \\
  \hat{A}_x(\omega, 2)
\end{pmatrix}, \tag{5.108}
\]
Confronting this relation with (5.107) and using the explicit form (3.20) of $S(\omega)$ one finds
\[
Z(\omega) = R + i\omega L, \tag{5.109}
\]
so that the most general impedance, which can be obtained for \( n = 2 \), has a real component \( R = G_{\text{line}}^{-1} \) and a generic inductive component \( i\omega L \) depending on the boundary conditions. Following the above procedure, one can analyze all the admittances characterizing star graphs with \( n > 2 \) away of criticality.

Finally, to answer the last question (iv), we investigate the spin transport governed by the dual current (5.99). In this case one should evaluate the expectation value \( \langle \tilde{J}_x(t,x,i) \rangle_{\Lambda_{\nu}} \). The result for the spin conductance tensor is

\[
\tilde{G}_{ij} = \tilde{G}_{\text{line}} (\delta_{ij} + S_{ij}),
\]

(5.110)

where

\[
\tilde{G}_{\text{line}} = \frac{1}{4\pi(\sigma^2 - \tau^2)} = \frac{1}{4\pi}.
\]

(5.111)

We see that the spin conductance differs from the electric one. In particular, the conservation of the electric charge (3.41) spoils the Kirchhoff’s rule for \( \tilde{G}_{ij} \). Therefore, the spin is not a conserved quantum number in this case. Alternatively, one can impose the Kirchhoff’s rule (3.42), which guarantees spin conservation but breaks down the charge conservation.

Comparing (5.102) and (5.110), one discovers a simple but deep interplay between charge and spin transport: enhancement of the electric conductance corresponds to reduction of the spin conductance and vice versa. This feature clearly shows an effective separation in the dynamics of the charge and spin degrees of freedom of the model, extending to \( \Gamma \) the charge-spin separation [41] in the Luttinger model on the line.

### 6 Outlook and perspectives

Quantum field theory on graphs is an interesting subject both from the physical and the mathematical point of view. This contribution describes some fundamental aspects of this theory on a star graph \( \Gamma \). First of all we discussed the impact of the Kirchhoff’s rule (associated with any conserved current) on the symmetry content of the theory. In this context we established the crucial role of the energy-momentum tensor for selecting all boundary conditions which do not dissipate energy in the vertex of \( \Gamma \). We described in detail the massless scalar field \( \varphi \) and its dual \( \tilde{\varphi} \), which represent the basic building blocks for the construction of vertex operators on \( \Gamma \). Our construction is based on the point-like character of the boundary interactions at the vertex, the theory of self-adjoint extension of Hermitian operators on graphs [19–21] and the algebraic technique [28, 29, 31–35] for dealing with defects in QFT. In this framework we derived the Casimir energy density on \( \Gamma \) and classified
all scale invariant boundary conditions (critical points). We computed also the two-point correlation functions of the vertex operators and extracted their scaling dimensions at any critical point. Extending the method of bosonization on star graphs, we analyzed the four-fermion bulk interaction. Imposing scale invariant boundary conditions in terms of the electric current, we solved the massless four-fermion interaction exactly. This result was applied for the study of the charge and spin transport along $\Gamma$, which show interesting physical properties.

The content of the above investigation can be generalized in several directions, which can certainly help a better understanding of the physics of quantum wires. Among others, we have in mind the study of generic graphs, integrable and more involved bulk interactions, finite temperature systems and dissipative phenomena at the vertex.
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