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Abstract—The rapid growth of the so-called Internet of Things is expected to significantly expand and support the deployment of resource-limited devices. Therefore, intelligent scheduling protocols and technologies such as wireless power transfer, are important for the efficient implementation of these massive low-powered networks. This paper studies the performance of a wireless powered communication network, where multiple batteryless devices harvest radio-frequency from a dedicated transmitter in order to communicate with a common information receiver (IR). We investigate several novel selection schemes, corresponding to different channel state information requirements and implementation complexities. In particular, each scheme schedules the k-th best device based on: a) the end-to-end (e2e) signal-to-noise ratio (SNR), b) the energy harvested at the devices, c) the uplink transmission to the IR, and d) the conventional/legacy max-min selection policy. We consider a non-linear energy harvesting (EH) model and derive analytical expressions for the outage probability of each selection scheme by using tools from high order statistics. Moreover, an asymptotic scenario in terms of the number of devices is considered and, by applying extreme value theory, the system’s performance is evaluated. We derive a complete analytical framework that provides useful insights for the design and realization of such networks.
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I. INTRODUCTION

The rapid evolution of the Internet of Things (IoT) leads inevitably to the large-scale deployment of low-powered devices and to a huge amount of information flow. A well-known and efficient way to deal with a large number of devices is the concept of scheduling [2], i.e., selecting a single device to transmit. Indeed, by scheduling the user with the best channel, exploits channel fluctuations due to fading, and thus provides multiuser diversity and maximizes the sum capacity [3], [4]. On the other hand, recharging these devices regularly becomes inconvenient, and in some cases even infeasible. To overcome this issue, wireless power transfer (WPT) is emerging as a promising solution for extending the lifetime of power-constrained devices by powering them remotely through dedicated radio-frequency (RF) signals [5], [6]. Therefore, the proper utilization of scheduling protocols and WPT is necessary for the implementation of energy sustainable IoT networks via a reliable, efficient and controlled manner.

In order to enhance the performance of wireless communication systems, selection-diversity techniques which utilize the principle “select the best”, are widely reported in the literature in the context of antenna selection [7], as well as relay selection in cooperative [8] and cognitive networks [9]. In the context of cooperative relaying networks, the work in [10] studies the outage performance of the best relay selection in adaptive decode-and-forward cooperative networks. Specifically, the best relay is selected as the relay node that can achieve the highest signal-to-noise ratio (SNR) at the destination node. Therefore, it is shown that the best relay selection reduces the amount of required resources, such as channels or time-slots, and achieves full diversity order. In cognitive radio networks, in order to improve the performance of secondary transmissions, an adaptive cooperation diversity scheme with a best relay selection policy is investigated in [9]. However, in practice, the best device may be unavailable due to some scheduling, load balancing or imperfect channel state information (CSI) feedback conditions [11]. Therefore, a more general selection diversity scheme that features the selection of the k-th best link constitutes an interesting practical solution. Furthermore, a generalized selection diversity scheme, improves the performance from a fairness standpoint but at the expense of diversity gain [13]. Generalized selection schemes have been considered in various communication scenarios such as cooperative relaying and cognitive radio networks, where the system’s performance is analyzed, deriving closed-form expressions in terms of outage probability. The work in [11] analyzes the performance of adaptive decode-and-forward and amplify-and-forward cooperative diversity systems, with a generalized relay selection scheme over identical and non-identical Rayleigh fading channels. Furthermore, the performance analysis for underlay cognitive decode-and-forward relay networks with a generalized relay selection scheme is studied in [12] over independent and identically distributed (i.i.d.) Rayleigh fading channels.

Since IoT networks employ a large number of devices, a practical tool in order to analyze the performance of such systems is extreme value theory (EVT), which provides tractable and accurate asymptotic expressions for several performance metrics [14]. The work in [15] studies the average SNR and ergodic capacity of large-scale relay networks with best relay selection. By applying EVT, the authors obtain an implicit expression for the asymptotic cumulative distribution function.
(CDF) of the received SNR when the number of relays is high. In addition, an EVT approach for the asymptotic analysis of the effective average throughput and the average bit error probability of the $k$-th best link over different fading channels, is presented in [16]. Moreover, closed-form asymptotic expressions for the average and effective throughput of the $k$-th best secondary user in noise-limited and interference-limited secondary multiuser networks of underlay cognitive radio systems are derived in [13] and [17], respectively.

In recent works, selection has also been considered in the context of wireless powered communications. In wireless communication systems, WPT can be realized by two main network architectures: wireless powered communication networks (WPCNs) and simultaneous wireless information and power transfer (SWIPT). WPCNs refers to the scenario, where WPT-based devices harvest energy broadcasted by a dedicated RF transmitter in order to power their uplink transmissions [5], [18]. Specifically, orthogonal channels are allocated for energy and information transmission, respectively, which can be separated either in frequency or in time [19]. On the other hand, SWIPT refers to the scenario, where the transmitted RF signal is used simultaneously for both information and energy at the WPT-based devices [20], [21]. In particular, performance benefits of relay selection for SWIPT are shown in [22], where a trade-off between the information transfer to the designated receiver and the harvested energy to a set of energy harvesters is established. Furthermore, the work in [23] proposes multiuser scheduling schemes in which the trade-off between the sum rate and the average amount of harvested energy can be controlled. In order to exploit multiuser diversity and facilitate EH in a multiuser downlink SWIPT system, a joint user scheduling and power allocation algorithm is studied in [24] for the maximization of the long-term average total harvested power. Moreover, an adaptive scheduling scheme for EH-based multiuser systems is proposed in [25], where multiuser diversity is investigated in terms of the harvested energy and achievable rate, providing a significant gain on both of these objectives at the same time, compared with conventional scheduling schemes.

The aforementioned works only consider selection in the context of SWIPT and assume that the EH process is linear. In contrast to previous works, in our paper, we examine a generalized selection problem in a WPCN taking into consideration a non-linear energy harvesting model. Specifically, the considered non-linear EH model captures practical limitations of the energy harvester, such as the saturation effect, i.e., the power level above which the output power remains constant [26], [27]. Moreover, we propose novel selection/scheduling schemes that feature a generalized selection, i.e., a $k$-th best selection based on a specific ordering. Finally, by utilizing EVT tools, we analyze the system’s performance under an asymptotic scenario appropriate for IoT applications, where the number of the devices is large.

- We consider a network with batteryless devices that harvest RF energy from a dedicated energy transmitter (ET). A single device is selected for information transmission to a common information receiver (IR) based on a specific selection scheme. The selection mechanism consists of several novel selection/scheduling schemes corresponding to different implementation complexities and CSI requirements. Specifically, the proposed schemes are based on: a) the e2e SNR, b) the energy harvested at the devices, c) the uplink transmission to the IR, and d) the conventional max-min selection policy.

- By considering a generalized selection approach and by employing order statistics tools, we derive analytical expressions which characterize the outage probability of each of the proposed selection schemes. In particular, a complete analytical framework for the performance of the $k$-th best device is presented. We also extend this framework to take into account the joint selection of a pair of devices. Finally, by using tools from EVT, we evaluate the asymptotic performance of the system in terms of the number of the devices and a more tractable analytical framework is provided.

- Our analysis considers a practical non-linear EH model, from which useful insights on the design of the network can be derived. Consequently, the system’s performance converges to an error floor, regardless of the selection scheme, and closed-form expressions for the high SNR regime are derived. We show that each selection policy is ideal under specific conditions. However, in general, the selection scheme based on the e2e SNR provides the best performance among the proposed selection schemes.

The rest of the paper is organized as follows. Section II presents the considered system model and the main assumptions. In Section III, we present the proposed selection schemes and analyze their outage probability performance. Then, Section IV provides asymptotic analytical results for the proposed selection schemes. Numerical results are provided in Section V and the paper is concluded with Section VI.

**Notation:** $|z|$ denotes the magnitude of a complex variable, $P[X]$ denotes the probability of the event $X$, and $E[X]$ represents the expected value of $X$. $K_1(\cdot)$ is the modified Bessel function of the second kind of the first order, $B(p,q)$ denotes the beta function, $\Gamma(\cdot)$ denotes the gamma function, $\gamma(p,q)$ denotes the incomplete gamma function, $\log(\cdot)$ is the natural logarithm, and $\binom{M}{k}$ is the binominal coefficient.

**II. SYSTEM MODEL**

In this section, we describe the considered system model. The main mathematical notation related to the system model is summarized in Table I.

**A. Topology & Channel Model**

We consider a WPCN topology consisting of an ET, $M$ i.i.d.\(^1\) devices $D_i$, $i = 1, \ldots, M$, and a common IR; all the nodes are equipped with single antennas and the devices are located midway between the ET and IR. Time is slotted and the time slot duration is equal to $T$ (time units). During the harvesting phase with duration $t_1T$, $0 < t_1 < 1$, the ET

\(^1\)The i.i.d. channel assumption accommodates the selection process and it is a common approach in the literature [8], [12], [16], [17].
transmits an RF energy signal with power $P_t$ to the devices, which harvest energy based on the received signal. During the communication phase with duration $t_2 T$, where $t_2 = 1 - t_1$, by applying the harvest-then-transmit protocol [18], the $k$-th best device (determined by the selection mechanism) transmits information to the IR by using all the harvested energy. We consider a Rayleigh block fading and therefore, the channel coefficients are complex Gaussian distributed with zero mean and unit variance. We denote by $g_i$ and $h_i$ the channel coefficient for the energy and information transmission, respectively, i.e., $g_i, h_i \sim \mathcal{CN}(0, 1)$. Finally, all wireless links in the network exhibit additive white Gaussian noise (AWGN) with variance $\sigma^2$.

For the sake of simplicity, we assume a normalized slot duration $T = 1$ (time units). Fig.1 illustrates the considered system topology.

![Fig. 1: A WPCN topology consisting of an ET that transmits power to $M$ batteryless devices and an IR that receives the information from the $k$-th best device.](image)

### B. Energy Harvesting & Information Transfer

The devices of the network have WPT capabilities, and through a rectifying antenna (rectenna) convert RF to direct current power in order to operate their uplink transmission [28]. The rectification process is based on diode circuits and is a highly non-linear process. In order to capture this behavior, several practical EH models have been proposed [26], [29], [30]. In our analysis, we consider the non-linear EH model proposed in [28] that refers to specific excitation signals and is mathematically more tractable. Therefore, the energy $E_i$ harvested by the $i$-th device during the harvesting phase $t_1$ is described by

$$E_i = t_1 \left( \frac{a P_t |g_i|^2 + b}{P_t |g_i|^2 + c} - \frac{b}{c} \right),$$

where $|g_i|^2$ is the channel gain between the ET and the $i$-th device and $a$, $b$, $c$ are parameters determined by the rectification circuit through curve fitting [28]. Note that we also consider the harvested energy based on the linear EH model, which is described by $E_i = t_1 P_t |g_i|^2$; the linear EH model is used as a useful performance benchmark across the paper.

During the communication phase, the received signal at the IR can be written as

$$y_{IR} = h_i \sqrt{P_t s_i} + n_{IR},$$

where $P_t = \frac{E_i}{t_2 T}$ is the transmission power available for the communication phase, $s_i$ is the $i$-th device’s message and $n_{IR} \sim \mathcal{CN}(0, \sigma^2)$ is the AWGN at the IR. Then, the SNR at the IR from the $i$-th device is given by

$$X_i = \frac{|h_i|^2}{t_2 \sigma^2} E_i,$$

where $|h_i|^2$ is the channel gain between the $i$-th device and the IR.

### C. Order-based Selection & Extreme Value Theory

Let $\gamma_i$ with $i \in \{1, \ldots, M\}$ be $M$ i.i.d. random variables, corresponding to certain parameters which characterize the performance of the devices, that is, the SNR $X_i$, the energy harvested $E_i$, and the uplink channel gain $|h_i|^2$. Without loss of generality, we assume the following ordering [7]

$$\gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_M,$$

where the knowledge of this ordering is acquired through a training period. Without loss of generality, we implement a proactive device selection, i.e., the selection is performed prior to the energy transmission. Now, since all the devices harvest energy and become active, the $k$-th best device that is selected, transmits its own data by using all the energy it harvested. The $k$-th best selection mechanism is based on the principles of each selection scheme and the details are described in the following section.

Assuming that $\gamma^*$ denotes the $k$-th best device’s index for each selection scheme, the PDF of $\gamma^*$ is given by [16]

$$f_{\gamma^*}(x) = k \binom{M}{k} f_{\gamma_1}(x) F_{\gamma_1}(x)^{M-k} (1 - F_{\gamma_1}(x))^{k-1},$$

### Notation

| Notation | Description |
|----------|-------------|
| $M$ | Number of devices |
| $g_i$ | Channel coefficient of $i$-th device between ET and $D_i$ |
| $h_i$ | Channel coefficient of $i$-th device between $D_i$ and IR |
| $a, b, c$ | Rectification circuit’s parameters |
| $X_i$ | SNR of the $i$-th device |
| $P_t$ | Transmission power of $i$-th device |
| $n_{IR}$ | IR AWGN |
| $\Gamma_q^T$ | Outage probability of selection scheme $q$ |
| $E_{\gamma_1}(x), f_{\gamma_1}(x)$ | CDF, PDF of $\gamma_1$ |
| $Q$ | Information threshold |
| $\xi, \eta$ | Normalizing constants |

### Summary of Notations

| Notation | Description |
|----------|-------------|
| $M$ | Number of devices |
| $g_i$ | Channel coefficient of $i$-th device between ET and $D_i$ |
| $h_i$ | Channel coefficient of $i$-th device between $D_i$ and IR |
| $a, b, c$ | Rectification circuit’s parameters |
| $X_i$ | SNR of the $i$-th device |
| $P_t$ | Transmission power of $i$-th device |
| $n_{IR}$ | IR AWGN |
| $\Gamma_q^T$ | Outage probability of selection scheme $q$ |
| $E_{\gamma_1}(x), f_{\gamma_1}(x)$ | CDF, PDF of $\gamma_1$ |
| $Q$ | Information threshold |
| $\xi, \eta$ | Normalizing constants |
where \( F_{\gamma_i}(x) \) and \( f_{\gamma_i}(x) \) are the CDF and probability density function (PDF) of \( \gamma_i \), respectively. According to the previous discussion, for scenarios where the selection is over a large number of devices, i.e., \( M \to \infty \), we analyze the system performance by employing tools from EVT. Based on EVT, the distribution of \( \gamma_M \), i.e., the maximum random variable, converges to one of three limiting distributions: the Gumbel distribution, the Fréchet distribution, or the Weibull distribution \([7]\). Through this, the asymptotic distribution of the \( k \)-th best device can be approximated. More details will be given in Section IV.

III. SELECTION SCHEMES AND PERFORMANCE ANALYSIS

In this section, we present the proposed selection schemes, each corresponding to a different implementation complexity and CSI requirements. Even though the devices will consume some energy during the training phase, or due to a circuit dissipation, we assume that this is negligible and that the energy consumption is dominated by the transmit power \([31], [32]\). Their performance is analyzed in terms of the outage probability, defined as the probability that the information rate falls below a required threshold level. The general expression for the outage probability is given by

\[
\Pi(x) = \mathbb{P}\{t_2 \log_2(1 + X_i) \leq Q\} = \mathbb{P}\{X_i \leq x\},
\]

where \( X_i \) is the SNR of \( i \)-th device given by (3), \( Q \) is the required threshold level and \( x = 2^{\frac{Q}{t_2}} - 1 \). We first present the random selection (RS) scheme, which is used as a useful performance benchmark and also assists the performance analysis of the proposed selection schemes.

A. Random Selection Scheme

The RS scheme is a low implementation complexity scheme that does not require any CSI, where a device is randomly (uniformly) selected for information transmission. As all the devices harvest the energy signals from the ET, without loss of generality, we assume that the \( i \)-th device is selected to communicate with the IR. Then, the outage probability achieved by the RS scheme is given by the following theorem.

**Theorem 1.** The outage probability achieved by the RS scheme, is defined by

\[
\Pi_{\text{RS}}(x) = 1 - 2\sqrt{\frac{\sigma_n^2 c t_2 x}{P_i t_1 (ac - b)}} \exp\left(-\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)}\right) \times K_1\left(2\sqrt{\frac{\sigma_n^2 c t_2 x}{P_i t_1 (ac - b)}}\right).
\]

**Proof.** See Appendix A. \( \square \)

The outage probability achieved by the RS scheme with the simplified linear EH model is

\[
\Pi_{\text{RS,L}}(x) = 1 - 2\sqrt{\frac{\sigma_n^2 t_2 x}{P_i t_1}} K_1\left(2\sqrt{\frac{\sigma_n^2 t_2 x}{P_i t_1}}\right),
\]

where its derivation follows similar steps as the one for the non-linear model and so it is omitted. For the special case with \( P_i \to \infty \), the asymptotic outage probability for the RS scheme with the non-linear model is given by

\[
\Pi_{\text{RS}}^\infty(x) = 1 - \exp\left(-\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)}\right),
\]

which follows the fact that \( K_\nu(x) \approx \frac{1}{2} \Gamma(\nu) \left(\frac{x}{2}\right)^{-\nu}, \nu > 0 \), as \( x \to 0 \) \([33]\). Observe that the asymptotic performance of the RS scheme is independent of the number of devices but depends on the rectenna’s parameters and the ratio \( \frac{c}{t_1} \). Also note that the linear EH model is not restricted by any saturation effects and thus the outage probability with \( P_i \to \infty \) tends asymptotically to zero. This also holds for all the proposed \( k \)-th best selection schemes with the linear EH model.

As already mentioned, for many practical communication scenarios, the best device may not be available due to scheduling or load balancing conditions. Therefore, a more general strategy that features a generalized selection is of practical interest. In the following, we will focus on the impact of \( k \)-th best device selection on the outage probability for different selection schemes. The general expression of the outage probability for the \( k \)-th best selection schemes in the considered system model is given by

\[
\Pi^{(k)}(x) = \mathbb{P}\{t_2 \log_2(1 + X_{i^*}) \leq Q\} = \mathbb{P}\{X_{i^*} \leq x\},
\]

where \( X_{i^*} \) is the SNR of the \( k \)-th best device. Below the proposed \( k \)-th best device selection schemes are described in detail.

B. SNR-based Selection (SBS) Scheme

We first consider a selection scheme based on the e2e output SNR at the IR. Therefore, this scheme requires the knowledge of the received signal strength of all the links, i.e., both downlink and uplink. According to the SNR-based selection (SBS) scheme, the \( k \)-th best device is the one that achieves the \( k \)-th highest e2e output SNR. By assuming the ordering \( X_1 \leq X_2 \leq \cdots \leq X_M \), the index of the \( k \)-th best device selected for information transmission to the IR, is described by

\[
i^* = \arg \max_{i \in \{1, \ldots, M\}} \{X_1, \ldots, X_M\}.
\]

The outage performance, i.e., the CDF of the \( k \)-th best device’s e2e output SNR, is described by the following theorem.

**Theorem 2.** The outage probability achieved by the SBS scheme where the \( k \)-th best device is selected, is defined by

\[
\Pi^{(k)}_{\text{SBS}}(x) = I_{F_{X_i}(x)}(M - k + 1, k),
\]

where \( I_{\psi}(p, q) = \frac{1}{B(p, q)} \int_0^\psi t^{p-1}(1 - t)^{q-1}dt \) denotes the normalized incomplete beta function \([38, 8, 39]\) and \( F_{X_i}(x) \) describes the CDF of the \( i \)-th device’s SNR given in (7).

**Proof.** See Appendix B. \( \square \)

The outage probability for the SBS scheme with the linear EH model is given by (12) with \( F_{X_i}(x) \) as in (8). For the
Theorem 3. The outage performance of the k-th best device, achieved by the EBS scheme, is described by

$$\Pi_{EBS}^{(k)}(x) = 1 - 2k \left( \frac{M}{k} \right) \frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1} \sum_{m=0}^{M-k} (-1)^m \left( \frac{M-k}{m} \right) \Phi(x,m) \sqrt{\frac{c}{ac-b}},$$

where

$$\Phi(x,m) = \exp \left( -\frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1} \right) \sqrt{\frac{c}{ac-b}} \times K_1 \left( 2 \sqrt{\frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1}} (k+m) \right).$$

Proof. See Appendix C.

It is important to note here the impact of the harvesting/communication phase duration, i.e., $\frac{t_c}{t_t}$ on the system's performance. From (16), we observe that for the extreme case, i.e., $\frac{t_c}{t_t} \rightarrow 0$ the outage performance significantly degrades. In other words, when $\frac{t_c}{t_t} \rightarrow 0$, the harvesting phase becomes longer and dominates the communication phase, resulting in a limited time for the uplink transmission. This observation also holds for the rest of the selection schemes and is verified in Section V, where the trade-off between the outage performance and the time duration of the harvesting phase is also illustrated. It is also worth mentioning that the selected device based on the EBS scheme may not harvest sufficient energy from the ET due to the saturation region of the considered EH model. However, the parameters $a, b, c$ which capture the rectenna’s characteristics could be designed in such a way as to achieve the network’s objective, i.e., a specific outage requirement.

When the simplified linear EH model is considered, the outage performance achieved by the EBS scheme is given by

$$\Phi_L(x, m) = K_1 \left( 2 \sqrt{\frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1}} (k+m) \right).$$

If $k = 1$, i.e., the best device is selected, the outage probability can be written as

$$\Pi_{EBS}^{(1)}(x) = 1 - 2M \exp \left( -\frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1 (ac-b)} \right) \times \sum_{m=0}^{M-1} (-1)^m \left( \frac{M-1}{m} \right) \frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1 (ac-b)(m+1)} \times K_1 \left( 2 \sqrt{\frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1}} (m+1) \right).$$

Similarly, for the linear EH model with $k = 1$, we have

$$\Pi_{EBS,L}^{(1)}(x) = 1 - 2M \sum_{m=0}^{M-1} (-1)^m \left( \frac{M-1}{m} \right) \frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1 (m+1)} \times K_1 \left( 2 \sqrt{\frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1}} (m+1) \right).$$

Also, by considering $P_t \rightarrow \infty$, the asymptotic outage probability based on the non-linear EH model, can be expressed as

$$\Pi_{EBS}^{\infty}(x) = 1 - \exp \left( -\frac{\sigma_n^2 \sigma^2_c t^2 x}{P_t t_1 (ac-b)} \right).$$

Observe that the asymptotic performance of the EBS scheme does not depend on the parameter $k$, i.e., which device is selected, since all the devices have the same EH performance at the high SNR regime. Recall that the RS scheme performs in the same way. Indeed, asymptotically when $P_t \rightarrow \infty$, the EBS and RS schemes converge to the same error floor, i.e., they become asymptotically equivalent (see (9)). Hence, due to this observation, it is preferable to employ the RS scheme at the high SNR regime, as it is of lower complexity. In order to
overcome these limitations of the EBS scheme, we propose a selection scheme that ignores the harvesting phase and focuses entirely on the communication phase.

### D. Information-based Selection (IBS) Scheme

We now consider a selection scheme based on the information received at the IR, i.e., we prioritize the uplink transmission. Based on the information-based selection (IBS) scheme, the \( k \)-th best device is the one that has the \( k \)-th best uplink channel. In this case, in contrast to the EBS scheme, the knowledge required is only the links’ signal strength between \( D_i \) and IR. By assuming the ordering for the channels between \( D_i \) and IR as \(|h_1|^2 \leq |h_2|^2 \leq \cdots \leq |h_M|^2\), the index of the \( k \)-th best device selected for communicating with the IR, is described by

\[
i^* = \arg\max_{i \in \{1, \ldots, M\}} \{|h_1|^2, \ldots, |h_M|^2\}.
\]

**Theorem 4.** The outage probability achieved by the IBS scheme with the \( k \)-th best device, can be written as

\[
\Pi_{\text{IBS}}^{(k)}(x) = 1 - k \left( \frac{M}{k} \right)^M \prod_{m=0}^{M-k} (\frac{M-k}{m}) \Phi(x, m),
\]

where

\[
\Phi(x, m) = \int_{r}^{\infty} \exp\left(-(m+1)z - \frac{cr}{P_t(z-r)}\right) dz,
\]

with \( r = \frac{\sigma_w^2 t_0 x}{T_1(\alpha c-b)} \).

**Proof.** See Appendix D.

Note that the outage probability achieved by the IBS scheme with the linear EH model is given by (16), with \( \Phi_L(x, m) \) described by (18). In other words, the linear EH model provides the same performance for both the IBS and EBS schemes. This holds due to the fact that the linear model is not restricted by any saturation effects and so this creates a symmetry between the downlink and uplink channels.

Now, for the special case where the best device is selected \((k = 1)\), the outage probability for the IBS scheme is given by

\[
\Pi^{(1)}_{\text{IBS}}(x) = 1 - 2M \prod_{m=0}^{M-1} (\frac{M-1}{m}) \times \int_{r}^{\infty} \exp\left(-(m+1)z - \frac{cr}{P_t(z-r)}\right) dz,
\]

while for the linear EH model, is given by

\[
\Pi^{(1)}_{\text{IBS, L}}(x) = 1 - 2M \prod_{m=0}^{M-1} (\frac{M-1}{m}) \times \sqrt{\frac{\sigma_w^2 t_0 x}{T_1 P_t(m+1)}} K_1 \left(2 \sqrt{\frac{\sigma_w^2 t_0 x}{T_1 P_t(m+1)}}\right).
\]

As before, we look at the case with \( P_t \to \infty \). Then, the asymptotic outage probability for the EBS scheme is reduced to

\[
\Pi_{\text{EBS}}^\infty(x) = 1 - k \left( \frac{M}{k} \right)^M \sum_{m=0}^{M-k} (-1)^m \left(\frac{M-k}{m}\right) \frac{1}{k+m} \times \exp\left(-\frac{\sigma_w^2 t_0 x}{T_1(\alpha c-b)}(k+m)\right).
\]

It is clear that in the high SNR regime and in contrast to the EBS scheme, the IBS scheme depends on the parameter \( k \). Indeed, it is easy to see that for \( k = 1 \), we have \( \Pi_{\text{IBS}}^\infty(x) < \Pi_{\text{EBS}}^\infty(x) \). This justifies the consideration of this scheme in order to overcome the limitations of the EBS scheme. However, this inequality does not always hold. In particular, for \( k = M \), i.e., selecting the last device, it can be easily deduced that \( \Pi_{\text{IBS}}^\infty(x) > \Pi_{\text{EBS}}^\infty(x) \). It is also important to note that for high SNR regime, IBS converges to the SBS scheme. This can be easily deduced by considering \( P_t \to \infty \) in (58) and (67), respectively, where we can obtain \( \Pi_{\text{IBS}}^\infty(x) = \Pi_{\text{IBS}}^\infty(x) \). This observation is reasonable because with \( P_t \to \infty \), all the devices are in the saturation region, and therefore, the uplink transmission dominates the harvesting phase.

### E. Max-min Selection (MMS) Scheme

Finally, we look at a well-known selection scheme in the literature, namely, the max-min selection (MMS) [34], which is suitable for distributed implementation. The MMS constitutes a diversity-optimal strategy for relay selection and user scheduling and has been extensively considered in cooperative networks, due to its efficiency and low implementation complexity. As with SBS scheme, this selection scheme requires the knowledge of all the links. According to the MMS scheme, the worst link between the uplink and downlink of each device is determined and then the device with the \( k \)-th strongest worst link is selected. By assuming that the worst link of each device is denoted by \( \rho_i = \min\{|g_i|^2, |h_i|^2\}, i \in \{1, \ldots, M\} \) and by considering the ordering \( \rho_1 \leq \rho_2 \leq \cdots \leq \rho_M \), the index of the \( k \)-th best device is

\[
i^* = \arg\max_{i \in \{1, \ldots, M\}} \{\rho_1, \ldots, \rho_M\}.
\]

**Theorem 5.** The outage performance of the \( k \)-th best device selection based on the MMS scheme is expressed as

\[
\Pi_{\text{MMS}}^{(k)}(x) = k \left( \frac{M}{k} \right)^M \prod_{m=0}^{M-k} (\frac{M-k}{m}) \left(1 - \exp\left(-\frac{2\delta s}{\delta}\right)\right)
\leq \int_{0}^{s} \exp\left(-w - (2\delta - 1)y\right) dy
\leq \int_{0}^{\delta} \exp\left(-v - (2\delta - 1)z\right) dz,
\]

where \( v = -\frac{cr}{P_t(z-r)}, w = r + \frac{cr}{P_t}, s = \sqrt{\frac{r^2 + cr}{T_1 P_t} + \frac{r}{\delta}} \), \( \delta = k + m \), and \( r \) is given in Theorem 4.

**Proof.** See Appendix E.
The MMS scheme with linear EH model achieves the following outage probability

\[ \Pi_{\text{MMS,L}}^{(k)}(x) = k \left( \frac{M}{k} \right) \sum_{m=0}^{M-k} (-1)^m \left( \frac{M-k}{m} \right) \left( \frac{1-\exp(-2m+1)s}{m+1} - \frac{2(\exp(-s)-\exp(-(2m+2)s))}{2m+1} \right), \]

where \( v = w = s = \sqrt{\frac{\sigma^2}{1-P_t}} \), \( \delta = k + m \). When the best device is selected \( (k = 1) \), the outage probability for the MMS scheme is given by

\[ \Pi_{\text{MMS}}^{(1)}(x) = M \sum_{m=0}^{M-1} (-1)^m \left( \frac{M-1}{m} \right) \left( \frac{1-\exp(-2m+1)s}{m+1} - \frac{2(\exp(-s)-\exp(-(2m+2)s))}{2m+1} \right). \]

Finally, for \( P_t \to \infty \), the asymptotic outage probability for the MMS scheme is

\[ \Pi_{\text{MMS}}^{(k)}(x) = k \left( \frac{M}{k} \right) \sum_{m=0}^{M-k} (-1)^m \left( \frac{M-k}{m} \right) \left( \frac{1-\exp(-2\delta r)}{\delta} - \frac{\exp(-r) - \exp(-(2(\delta-1)r))}{2\delta-1} \right), \]

which, as expected, depends on the number of the devices, the \( k \)-th selected device and the parameters of the rectenna, as the SBS scheme.

The previous analysis focuses on the selection of a single device. Although the single device selection is of practical interest, due to the massive connectivity, more than one device might be selected for information transmission. For the sake of simplicity, the selection of a pair of devices is considered. In the next subsection, we extend our analysis for scenarios where two devices are selected and simultaneously access the channel.

F. Pair Device Selection

Here, we examine the impact of the joint selection of two devices, say the \( k \)-th and \( l \)-th best devices, on the performance of the system. By considering a single user detection at the IR, the general expression for the outage probability is given by

\[ \Pi_{\text{RS}}^{(k,j)}(x) = P \left\{ t_2 \log_2(1 + X^{(k)}) \leq Q \cap t_2 \log_2(1 + X^{(j)}) \leq Q \right\}, \]

where \( X_i^* \) and \( X_j^* \) are the SNRs of the \( k \)-th and \( l \)-th best device, respectively. Other more sophisticated multiple access techniques can also be used but the single user detection keeps the complexity low and is used for simplicity. For the sake of brevity, we focus on the RS and SBS schemes but the analytical methodology follows a similar approach for the other schemes as well.

According to the SNR-based pair device selection, the \( k \)-th and \( l \)-th best device are the ones that achieve the \( k \)-th and \( l \)-th highest SNR. By considering the ordering \( X_1 \leq X_2 \leq \cdots \leq X_M \), the indices for \( k \)-th and \( l \)-th best device are given by

\[ i^* = \arg \max_{i \in \{1, \ldots, M\}} \{X_1, \ldots, X_M\}, \]

and

\[ j^* = \arg \max_{i \in \{1, \ldots, M\}} \{X_1, \ldots, X_M\}, \]

respectively. Then, by assuming \( i^* < j^* \) and \( z < y \), the joint PDF of the \( k \)-th and \( l \)-th best devices’ SNR is described by

\[ p_{X_i^*, X_j^*}(y,z) = \frac{M!(1-F_{X_i}(y))^{j-i}f_{X_i}(y)(F_{X_i}(y)-F_{X_i}(z))^{k-j-i}}{(j-i)!(k-j-i)!} \frac{p_{X_i^*, X_j^*}(y,z)}{F_{X_i}(z)^{M-k}}, \]

where the CDF of the \( i \)-th device’s SNR is given by (7).

By combining (37) and (34), we derive the joint outage performance, i.e., the joint CDF of the \( k \)-th and \( l \)-th best device’s SNR, provided in the following theorem.

Theorem 6. The joint outage performance of the \( k \)-th and \( l \)-th best device achieved by the SBS scheme can be expressed as

\[ \Pi_{\text{SBS}}^{(k,j)}(x) = \int_0^{\frac{x^2}{\sigma_n^2}} \int_0^{\frac{x}{\max\{z, z + \sigma_n^2\}}} p_{X_i^*, X_j^*}(y,z) dydz, \]

where \( p_{X_i^*, X_j^*}(y,z) \) is given by (37).

It is important to point out here, that there is a constraint on the parameter \( x \). Specifically, since \( i^* < j^* \), the inequality \( \frac{x_i^* + \sigma_n^2}{x_j^* + \sigma_n^2} < 1 \) must hold. Hence, we obtain that \( x < 1 \) which is in line with the analytical constraint of the integral’s lower limit in (38), i.e., \( 1 - x > 0 \). The joint outage probability based on the linear EH model is described by (38), where the joint pdf is given by (37) with CDF of the \( i \)-th device’s SNR as in (8). When \( P_t \to \infty \), the asymptotic joint outage probability can also be written as (38), where the joint PDF is described by (37) with the CDF of the \( i \)-th device’s SNR as in (9). By considering the RS scheme, the joint outage probability can be written as

\[ \Pi_{\text{RS}}^{(k,j)}(x) = \int_0^{\frac{x^2}{\sigma_n^2}} \int_0^{\frac{x}{\max\{z, z + \sigma_n^2\}}} p_{X_i^*, X_j^*}(y,z) dydz, \]

with joint PDF described by

\[ p_{X_i^*, X_j^*}(y,z) = f_{X_i}(y)f_{X_i}(z), \]

where the PDF of the \( i \)-th device’s SNR is given by (7). For the linear EH model, following the same analytical steps with SBS
scheme, the outage probability can be expressed as (38) with the joint pdf described by (40). Similarly with the SBS scheme, when \( P_t \to \infty \), the asymptotic joint outage probability can be also written as (38), where the joint pdf is given by (40) with the CDF of the \( i \)-th device’s SNR as in (9).

In what follows, we will consider a more practical scenario in IoT, where the number of the devices significantly increases. The impact of the number of the devices on the system performance is analyzed extensively by using EVT tools.

IV. EVT-BASED PERFORMANCE ANALYSIS

In this section, we examine the asymptotic performance of the system in terms of the number of the devices, i.e., when \( M \to \infty \). We analyze the performance of the proposed \( k \)-th best selection schemes by deriving the limiting distribution of the \( k \)-th best device and evaluate the asymptotic outage probability based on EVT tools. Through this methodology, we observe that the analytical expressions for the outage probability are simplified compared to the finite case, which we derived in the previous section.

Consider the ordering given by (4), where \( \gamma_M \) denotes the largest order statistic of \( M \) i.i.d. random variables. Furthermore, assume that \( \frac{\gamma_M}{\gamma} \) has a limiting CDF \( G(x) \), where \( \eta \) and \( \xi \) are normalizing constants. Then, for a fixed \( k \) and \( M \to \infty \), the limiting CDF of \( \frac{\gamma_M - k + 1 - \eta}{\xi} \) can be written as [2]

\[
G^{(k)}(x) = G(x) \sum_{j=0}^{k-1} \frac{(-\log(G(x)))^j}{j!}.
\]

(41)

Recall that the limiting distribution of the maximum of i.i.d. random variables converges to one of three limiting distributions; the Gumbel distribution, the Fréchet distribution, or the Weibull distribution. In our case, we can easily prove that the following criterion

\[
\lim_{x \to \infty} \frac{1 - F_{\gamma_M}(x)}{f_{\gamma_M}(x)} = \lambda, \quad \lambda > 0,
\]

(42)

is valid for all the selection schemes, where \( F_{\gamma_M}(x) \) and \( f_{\gamma_M}(x) \) are the CDF and PDF of \( \gamma_M \), respectively. Therefore, it follows that the limiting distribution of the best device is of the Gumbel type with CDF given by

\[
G(x) = \exp(-\exp(-x)), \quad -\infty < x < \infty.
\]

(43)

The normalizing constants \( \xi > 0 \) and \( \eta \) satisfy the following condition \( \lim_{M \to \infty} F_{\gamma_M}(\xi x + \eta) = G(x) \), where \( F_{\gamma_M}(\cdot) \) is the CDF of the best device. These constants can be obtained by solving the following equations [7]

\[
1 - F_{\gamma_M}(\eta) = \frac{1}{M},
\]

(44)

and

\[
1 - F_{\gamma_M}(\eta + \xi) = \frac{1}{eM},
\]

(45)

where \( e \) is Euler’s number. The CDF of the limiting distribution of the \( k \)-th best device for fixed \( k \) and \( M \to \infty \) is described by [16]

\[
G^{(k)}(x) = \exp(-\exp(-x)) \sum_{j=0}^{k-1} \frac{\exp(-jx)}{j!}.
\]

(46)

Therefore, the outage probability of the \( k \)-th best can be approximated as [16]

\[
\Pi^{(k)}(x) \triangleq \mathbb{P}\{X_{M-k+1} \leq x\} = \mathbb{P}\left\{\frac{X_{M-k+1} - \eta}{\xi} \leq \frac{x - \eta}{\xi}\right\} \\
\approx \mathbb{P}\left\{Z \leq \frac{x - \eta}{\xi}\right\} = G^{(k)}\left(\frac{x - \eta}{\xi}\right).
\]

(47)

A. Single Device Selection

In the following propositions, we derive the asymptotic analytical expressions in terms of the number of the devices for the outage probability achieved by the proposed \( k \)-th best selection schemes.

**Proposition 1.** The asymptotic outage probability of the \( k \)-th best device achieved by the SBS scheme can be written as

\[
\Pi^{(k)}_{\text{SBS}}(x) = \exp\left(-\exp\left(-\frac{x - \eta_{\text{SBS}}}{\xi_{\text{SBS}}}ight)\right) \\
\times \sum_{j=0}^{k-1} \frac{1}{j!} \exp\left(-j \frac{x - \eta_{\text{SBS}}}{\xi_{\text{SBS}}}\right).
\]

(48)

By substituting the CDF of the \( i \)-th device’s SNR described by (7), in (44), (45), we evaluate numerically the normalizing constants \( \eta_{\text{SBS}} = F_{X_i}^{-1}(1 - \frac{1}{M}) \) and \( \xi_{\text{SBS}} = F_{X_i}^{-1}(1 - \frac{1}{M}) - \eta_{\text{SBS}} \).

**Proposition 2.** The asymptotic outage performance of the \( k \)-th best device based on EBS scheme can be expressed as follows

\[
\Pi^{(k)}_{\text{EBS}}(x) = 1 - \frac{1}{\Gamma(k)} \exp(-r) \sum_{n=0}^{\infty} \frac{(-1)^n M^{n+k}}{n!} \sqrt{\frac{4rc}{P_t(n+k)}} \\
\times K_1\left(4rc(n+k)/P_t\right),
\]

(49)

where \( r \) is given in Theorem 4.

**Proof.** See Appendix F.

**Proposition 3.** The asymptotic outage probability of the \( k \)-th best device for the IBS scheme is given by

\[
\Pi^{(k)}_{\text{IBS}}(x) = \frac{1}{\Gamma(k)} \sum_{n=0}^{\infty} \frac{M^{n+k}(-1)^n}{n!} \left(\frac{\exp(-r(n+k))}{n+k}\right) \\
- \sum_{m=0}^{\infty} \frac{1}{m!} \left(-\frac{cr}{P_t}\right)^m \int_r^{\infty} \exp(-z(n+k)) z^{-m} dz,
\]

(50)

where \( r \) is given in Theorem 4.

**Proof.** See Appendix G.

**Proposition 4.** The asymptotic outage performance of the \( k \)-th best selection achieved by the MMS scheme is described by

\[
\Pi^{(k)}_{\text{MMS}}(x) = \frac{1}{2} \frac{M^{k+1}}{\Gamma(k)} \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{m=0}^{\infty} \left(\binom{n}{m}\right) (-1)^m (-\zeta)^{-m-1} \\
\times \left(\binom{k+1}{2} \frac{m}{2} \theta(r) - k^m \exp(-v) \left(\theta(r) - \theta(s)\right)\right)
\]

where

\[
\zeta = \frac{x - \eta}{\xi}.
\]
where \( \zeta = 2(n - m) \), \( \theta(\omega) = \gamma(m + 1, 2\zeta\omega) \) and \( r \) and \( s \) are given in Theorems 4 and 5, respectively.

**Proof.** See Appendix H.

The system’s parameters apart from \( M \), affect the performance in the same way as in the finite case, which has been discussed in Section III. What is important here is how \( M \) affects the outage performance. Regarding Proposition 1, we observe that \( M \) is incorporated in the argument of the term \( \exp\left(-\exp\left(-\frac{-\gamma H^{\text{IBS}}}{\zeta^{\text{IBS}}}\right)\right) \) and, therefore, an increase in \( M \) results in an enhanced outage performance. Moreover, as the parameter \( k \) increases, the outage probability in (48) decreases slowly. On the other hand, the EBS and the IBS schemes are affected from the factor \( M^{n+k} \). Therefore, it can be noted that a decrease in the outage performance is slower compared to the SBS scheme. This observation is verified in Section V.

Similar to the finite case, we examine the pair device selection, i.e., the joint selection of \( k \)-th and \( l \)-th best device, based on the SBS scheme.

### B. Pair Device Selection

Assuming that \( j^* \) denotes the \( l \)-th best device’s index, the output SINRs of the \( k \)-th and \( l \)-th best device are given by

\[
X^{(k)} = \frac{X_i}{X_j + \sigma_n^2}, \quad X^{(j)} = \frac{X_j}{X_j + \sigma_n^2}.
\]

In order to analyze the asymptotic behavior of the system, where \( M \to \infty \), we need to obtain the asymptotic joint distribution. We know that the difference \( \mathbb{P}\{\gamma_1 \leq x_1, \gamma_\ldots \leq x_M\} - \mathbb{P}\{\gamma_1 \leq x_1\}\mathbb{P}\{\gamma_\ldots \leq x_M\} \) tends to zero for \( M \to \infty \), whatever the underlying distribution is [35]. In other words, any “lower” extreme is asymptotically independent of any “upper” extreme [2]. Due to this observation, the asymptotic joint outage probability of the \( k \)-th and \( l \)-th best can be approximated by

\[
\Pi^{(k,l)}(x) = \mathbb{P}\left\{t_2 \log_2(1 + X^{(k)}) \leq Q \cap t_2 \log_2(1 + X^{(j)}) \leq Q\right\} = \mathbb{P}\left\{\frac{X_i}{X_j + \sigma_n^2} \leq x \cap \frac{X_j}{X_j + \sigma_n^2} \leq x\right\} = F_{X^{(k)}}(x)F_{X^{(j)}}(x),
\]

where \( F_{X^{(k)}}(x) \) and \( F_{X^{(j)}}(x) \) are the marginal CDFs of the \( k \)-th and \( l \)-th best device’s SNR, respectively, described by

\[
F_{X^{(k)}}(x) = \int_0^\infty \int_z^\infty p_{X_i, Y_k}(y, z)dydz,
\]

and

\[
F_{X^{(j)}}(x) = \int_0^\infty \int_z^\infty p_{X_j, Y_k}(y, z)dydz,
\]

where \( p_{X_i, Y_k}(y, z) \) is the joint PDF given by (37).

---

**Fig. 2:** Outage probability versus transmit power \( P_t; M = 5 \).

### V. NUMERICAL RESULTS

In this section, we validate the derived analytical expressions with Monte Carlo simulations. The analytical results are illustrated with lines and the simulation results with markers. The selection of the \( k \)-th best device occurs from a set of \( M = 5 \) devices. The normalizing constants for the non-linear EH model are set as \( a = 2.463 \), \( b = 1.635 \), \( c = 0.826 \) [28]. Moreover, the transmit power is set as \( P_t = -10 \) dBm, the required threshold level as \( Q = 0 \) dB and the AWGN with variance \( \sigma_n^2 = -50 \) dBm [36]. The time duration of the harvesting phase is set as \( t_1 = 0.5 \). Note that these parameters have been chosen for the sake of presentation and a different selection of these values will lead to the same observations.

Fig. 2a illustrates the outage probability performance of the proposed selection schemes in terms of the transmit power \( P_t \). As expected, the performance of the proposed selection schemes improves as the power transmit increases. We also observe that RS scheme provides the worst performance and the SBS outperforms all the other selection schemes. It is clear that the EBS scheme converges to the RS asymptotically, i.e.,
Fig. 3: Outage probability versus $k$; $P_t = -10$ dBm.

$P_t \rightarrow \infty$, which verifies our discussion in Section III. Due to the fact that the EH model considered has a saturation region, all the selection schemes converge to an error floor, for high values of $P_t$ that validates the corresponding analytical results. We also observe that the IBS scheme converges slowly to the error floor and therefore the convergence cannot be noticed in Fig. 2a. On the other hand, in Fig. 2b with $k = 4$, we observe that the IBS will eventually converge to the same floor as the SBS scheme asymptotically, i.e., $P_t \rightarrow \infty$, as shown analytically in Section III, but has a slower convergence. The outage performance of the proposed selection schemes based on the linear EH model is used as a benchmark in Fig. 2a. Finally, theoretical curves match with our simulation results.

Fig. 3 highlights the impact of the parameter $k$ on the performance of the system. As the parameter $k$ increases the performance of all the selection schemes degrades, as expected. We also observe that SBS scheme provides the best performance among all the other selection schemes. However, as we discussed before, under a specific scenario, i.e., when $k = M$, EBS scheme outperforms all the other selection schemes and the SBS scheme provides the worst performance. Specifically, the device with the lowest harvested energy might have a stronger uplink channel and due to the saturation effect in the harvesting phase, the downlink channel becomes negligible. Therefore, for this scenario, the uplink transmission dominates the harvesting phase and affects significantly the system’s performance.

The effect of the joint selection of the $k$-th and the $l$-th best device on the performance of the system is shown in Fig. 4. We consider a setup with $k = 1, 2, j \in \{3, \ldots, M\}$ and $M = 10, 20, 30$. Due to the restriction that we have pointed out in Section III-F, the threshold level is set as $Q = -4$ dB. The performance improves as the difference of $k$-th and $l$-th increases. For example, the best performance is achieved when the best and the worst device are selected. This follows from the fact that we consider single user detection, and thus the strongest user dominates the weakest and provides the best performance. It can be also noticed that the outage performance improves as the total number of devices increases, as expected. The asymptotic outage performance improves as the number of devices increases and the SBS scheme provides the best performance among all the other selection schemes which is in line with the non-asymptotic case. The best selection ($k = 1$) is used as a benchmark. Obviously, asymptotically, the harvesting phase is negligible due to saturation, and the communication phase dominates the system’s performance. Furthermore, it is important to point out here, that for $P_t \rightarrow \infty$, the IBS converges to SBS scheme, however, as $M \rightarrow \infty$, a remarkable difference between them is observed. Theoretical curves match with our simulation results and validate our analytical framework.

The impact of the harvesting/communication phase duration can be observed in Fig. 6, which plots the outage probability
versus the duration of the harvesting phase $t_1$. A trade-off between the outage probability and $t_1$ can be noticed for all the proposed selection schemes. Specifically, the outage performance improves as $t_1$ increases, as more energy can be harvested by the devices. However, after a certain point the duration of communication phase $t_2$ becomes small which degrades the performance. We provide the point that minimizes the outage probability for each selection scheme through numerical tools such as Matlab `fminit` function. The optimization of $\frac{t_2}{t_1}$ is critical for the performance of the proposed selection schemes. What is interesting is that the value of $t^* = 0.5256$, in this case, is the same for all the proposed selection schemes. Moreover, although for small or high values of $t_1$, all the selection schemes perform similarly, at $t^*$ we observe a remarkable performance gain achieved by the SBS scheme over all the other schemes. In Fig. 6, we also study the impact of channel estimation error based on the minimum mean square error (MMSE) estimator, assuming that $\sigma_E^2$ is given a priori [37]. Therefore, the estimated channels are complex Gaussian distributed with zero mean and variance $1 - \sigma_E^2$, i.e., $\hat{g}_i, \hat{h}_i \sim \mathcal{C}N(0, 1 - \sigma_E^2)$. We observe that as $\sigma_E^2$ increases, the outage performance degrades, as expected.

**VI. Conclusions**

In this paper, we have studied the problem of a generalized selection in WPCN, where batteryless devices harvest RF energy in order to communicate with a common receiver. The selection mechanism consists of several novel selection/scheduling schemes corresponding to different implementation complexities and CSI requirements. A complete analytical framework for the performance of the $k$-th best device for both single and pair device selection, was presented. In particular, we considered a non-linear EH model and derived analytical closed-form expressions for the outage probability of the proposed selection schemes, by using tools from high order statistics. Moreover, we considered an asymptotic scenario in terms of the number of devices and by employing EVT, the system’s performance was evaluated. The derived analytical framework provides useful insights for the design of such networks in terms of the main system parameters.

**APPENDIX**

### A. Proof of Theorem 1

The CDF of the $i$-th device’s SNR $X_i$ is evaluated as

$$F_{X_i}(x) = \mathbb{P}\left\{t_1 \left(\frac{\alpha P_t |g_i|^2 + b}{P_t |g_i|^2 + c} - \frac{b}{c} \right) \frac{|h_i|^2}{t_2 \sigma_n^2} \leq x \right\}$$

$$= \mathbb{P}\left\{|h_i|^2 \leq \sigma_n^2 ct_2 x (P_t |g_i|^2 + c) \right\} \to \mathbb{E}\left[1 - \exp\left(-\frac{\sigma_n^2 ct_2 x (P_t |g_i|^2 + c)}{P_t t_1 |g_i|^2 (ac - b)}\right)\right], \quad (56)$$

which follows from the CDF of $|h_i|^2$ which is an exponential random variable with unit variance. Note that the CDF based on RS can be derived by solving the expression with respect either to $|h_i|^2$ or $|g_i|^2$. Thus, we have

$$F_{X_i}(x) = \int_0^\infty \exp(-y) \left(1 - \exp\left(-\frac{\sigma_n^2 ct_2 x (P_t y + c)}{P_t t_1 y (ac - b)}\right)\right) dy.$$  \quad (57)

The final expression is derived by using [38, 3.324-1], which completes the proof.

### B. Proof of Theorem 2

In order to derive the CDF of the $k$-th best device’s SNR for the SBS scheme, we integrate the PDF given by (5), as follows

$$F_{X_{*,k}}(x) = \int_0^x f_{X_{*,k}}(y) dy$$

$$= k \binom{M}{k} \int_0^x f_{X_k}(y) F_{X_k}(y)^{M-k}(1 - F_{X_k}(y))^{k-1} dy,$$  \quad (58)
which can be written as (12), by using the transformation $t \rightarrow F_{X_i}(y)$ and the definition of the normalized incomplete beta function [38].

For the linear EH model, we have

$$F_{X_{i,L}}(x) = \int_{0}^{\infty} \exp(-y) \left( 1 - \exp \left( -\frac{\sigma_n^2 t_2 x}{P t_1 y} \right) \right) dy,$$

which simplifies to (8) by using [38, 3.324-1).

C. Proof of Theorem 3

Regarding the EBS scheme, we focus on the harvesting phase and derive the PDF for the $k$-th device’s channel gain $|g_i|^2$. By combining (56) and (5), the outage probability achieved by the EBS scheme can be expressed as

$$\Pi_{EBS}^{(k)}(x) = \int_{0}^{\infty} \left( 1 - \exp \left( -\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)} - \frac{\sigma_n^2 c t_2 x}{P t_1 y (ac - b)} \right) \right)$$

$$\times f_{g_i}(y) dy,$$

where $f_{g_i}(y)$ denotes the PDF of the $k$-th best channel gain $|g_i|^2$, where $|g_i|^2$ follows an exponential distribution. After some algebraic manipulations, we have

$$\Pi_{EBS}^{(k)}(x) = k \left( \begin{array}{c} M \\ k \end{array} \right) \int_{0}^{\infty} \left( \exp(-y)^k (1 - \exp(-y))^{M-k} \right.$$\

$$- \exp(-y)^k (1 - \exp(-y))^{M-k} \times \exp \left( -\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)} - \frac{\sigma_n^2 c t_2 x}{P t_1 y (ac - b)} \right) \right) dy$$

$$= k \left( \begin{array}{c} M \\ k \end{array} \right) \int_{0}^{\infty} \left( \exp(-y)^k \right) dy$$

$$\times \exp \left( -\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)} \right) \sum_{m=0}^{M-k} (-1)^m \left( \begin{array}{c} M-k \\ m \end{array} \right)$$

$$\times (m + (k + m) y - \frac{\sigma_n^2 c t_2 x}{P t_1 y (ac - b)} dy),$$

where the first term follows by [38, 3.312.1], the second term follows by [38, 3.324-1] and the binomial theorem $(x+y)^n = \sum_{m=0}^{n} \binom{n}{m} x^{n-m} y^m$. Thus, the outage probability of the EBS scheme is given as follows

$$\Pi_{EBS}^{(k)}(x) = k \left( \begin{array}{c} M \\ k \end{array} \right) \left( B(k, M - k + 1) - 2 \sum_{m=0}^{M-k} (-1)^m \left( \begin{array}{c} M-k \\ m \end{array} \right) \exp \left( -\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)} \right) \right.$$\

$$\times \sqrt{\frac{\sigma_n^2 c t_2 x}{P t_1 (ac - b) (k + m)}}$$

$$\times K_1 \left( 2 \sqrt{\frac{\sigma_n^2 c t_2 x}{P t_1 (ac - b) (k + m)}} \right),$$

which can be written as (16) with $\Phi(x, m)$ given by (17).

For the linear EH model, the outage probability for the EBS scheme can be expressed as

$$\Pi_{EBS,L}^{(k)}(x) = \int_{0}^{\infty} \left( 1 - \exp \left( -\frac{\sigma_n^2 t_2 x}{P t_1 y} \right) \right) f_{g_i}(y) dy,$$

which simplifies to (16) with $\Phi_1(x, m)$ defined by (18), following similar analytical steps as the analysis of the EBS scheme, presented in Appendix C. However, here, we focus on the communication phase and firstly evaluate the CDF of the $i$-th device’s SNR $X_i$, by solving with respect to $|g_i|^2$, as

$$F_{X_i}(x) = \mathbb{E} \left[ 1 - \exp \left( -\frac{\sigma_n^2 c t_2 x}{P t_1 |h_i|^2 (ac - b) - \sigma_n^2 c t_2 x} \right) \right],$$

which follows from the CDF of $|g_i|^2$, which is an exponential random variable. Thus, we have

$$F_{X_i}(x) = 1 - \int_{\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)}}^{\infty} \exp \left( -\frac{\sigma_n^2 c t_2 x}{P t_1 z (ac - b) - \sigma_n^2 c t_2 x} \right)$$

$$\times \exp(-z) dz.$$

In addition, by using (5), the outage probability of the IBS scheme can be expressed as follows

$$\Pi_{IBS}^{(k)}(x) = k \left( \begin{array}{c} M \\ k \end{array} \right) \int_{0}^{\infty} f_{|h_i|^2}(z) dz$$

$$- \int_{\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)}}^{\infty} \exp \left( -\frac{\sigma_n^2 c t_2 x}{P t_1 z (ac - b) - \sigma_n^2 c t_2 x} \right)$$

$$\times f_{|h_i|^2}(z) dz,$$

where $f_{|h_i|^2}(z)$ denotes the PDF of the $k$-th best channel gain $|h_i|^2$, which follows an exponential distribution. After some algebraic manipulations, we have

$$\Pi_{IBS}^{(k)}(x) = k \left( \begin{array}{c} M \\ k \end{array} \right) \int_{0}^{\infty} \exp(-z)^k \left( 1 - \exp(-z) \right)^{M-k} dz$$

$$- \int_{\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)}}^{\infty} \exp(-z)^k \left( 1 - \exp(-z) \right)^{M-k}$$

$$\times \exp \left( -\frac{\sigma_n^2 c t_2 x}{P t_1 z (ac - b) - \sigma_n^2 c t_2 x} \right) dz$$

(67)

$$= k \left( \begin{array}{c} M \\ k \end{array} \right) \left( \int_{0}^{\infty} \exp(-z)^k \exp(-z)^{k} \right) dz$$

$$- \int_{\frac{\sigma_n^2 c t_2 x}{t_1 (ac - b)}}^{\infty} \sum_{m=0}^{M-k} \left( \begin{array}{c} M-k \\ m \end{array} \right) \exp(-(k + m) z)$$

$$\times \exp \left( -\frac{\sigma_n^2 c t_2 x}{P t_1 z (ac - b) - \sigma_n^2 c t_2 x} \right) dz,$$

(68)

where the first term follows by [38, 3.312.1] and the second term follows by the binomial theorem $(x+y)^n = \sum_{m=0}^{n} \binom{n}{m} x^{n-m} y^m$. Therefore, the outage probability achieved by the IBS scheme is given by

$$\Pi_{IBS}^{(k)}(x) = k \left( \begin{array}{c} M \\ k \end{array} \right) \left( B(k, M - k + 1) - \sum_{m=0}^{M-k} \left( \begin{array}{c} M-k \\ m \end{array} \right) \right)$$

$$\times \exp(-z)^k \left( 1 - \exp(-z) \right)^{M-k} dz.$$
For the linear EH model, we follow similar analytical steps with above, with a difference on the CDF of the i-th device’s SNR $X_i$. Therefore, the outage probability for the IBS scheme with linear EH can be expressed as

$$
\Pi_{\text{IBS,L}}^{(k)}(x) = \int_0^\infty \left( 1 - \exp \left( - \frac{\sigma_n^2 c t_2 x}{P_i t_1 z (ac - b) - \sigma_n^2 c^2 t_2 x} \right) \right) dz,
$$

which has the same form with (63) and hence, simplifies to (16) with $\Phi_L(x, m)$ defined by (18).

E. Proof of Theorem 5

According to the MMS scheme, the outage probability can be expressed as the sum of the outage probabilities conditioned on $|g_i|^2 < |h_i|^2$ or $|g_i|^2 > |h_i|^2$, since the worst link of each device pair is determined and then the device pair with the k-th strongest worst link is selected. Therefore, we can write

$$
\Pi_{\text{MMS}}^{(k)}(x) = \mathbb{P}\{X \leq x, |g_i| < |h_i|^2\} + \mathbb{P}\{X \leq x, |g_i| > |h_i|^2\}
= \frac{1}{2} \mathbb{P}\{X \leq x, |g_i| < |h_i|^2\} + \frac{1}{2} \mathbb{P}\{X \leq x, |g_i| > |h_i|^2\}. \tag{71}
$$

By using (5), the outage probability achieved by the MMS scheme can be expressed as follows

$$
\Pi_{\text{MMS}}^{(k)}(x) = \frac{1}{2} \int_y^x \int_{y}^z f_{|g|}(z) f_{|h|}(y) dz dy \\
+ \frac{1}{2} \left( \int_{0}^\infty \int_{0}^z f_{|g|}(z) f_{|h|}(y) dz dy - \int_{0}^\infty \int_{0}^z f_{|g|}(z) f_{|h|}(y) dz dy \right).
$$

F. Proof of Proposition 2

By substituting the CDF of the i-th device’s channel gain denoted by $F(y) = 1 - \exp(-y)$ in (44) and (45), we evaluate and substitute $\eta_{\text{EBS}} = \log(M)$ and $\xi_{\text{EBS}} = 1$ in (47). Then, by differentiating (47) and substituting the result in (60), we obtain the asymptotic outage probability for the k-th best device achieved by the EBS scheme as

$$
\Pi_{\text{EBS}}^{(k)}(x) = \int_0^\infty \frac{dG^{(k)}(y - \log(M))}{dy} \\
\times \left( 1 - \exp \left( - \frac{\sigma_n^2 c^2 t_2 x}{P_i t_1 z (ac - b) - \sigma_n^2 c^2 t_2 x} \right) \right) dy,
$$

which, after some algebraic manipulations, can be written as

$$
\Pi_{\text{EBS}}^{(k)}(x) = 1 - \frac{M^k}{\Gamma(k)} \exp(-r) \\
\times \int_0^\infty \exp \left( -M \exp(-y) - ky - \frac{rc}{P_i y} \right) dy. \tag{75}
$$

G. Proof of Proposition 3

Similarly to the EBS scheme, we use the CDF of the i-th device’s channel gain, i.e. $F(z) = 1 - \exp(-z)$, in (44) and (45). Then, we evaluate and substitute $\eta_{\text{IBS}} = \log(M)$ and $\xi_{\text{IBS}} = 1$ in (47). Finally, by differentiating (47) and substituting the result in (66), we obtain the asymptotic outage probability of the k-th best for the IBS scheme as

$$
\Pi_{\text{IBS}}^{(k)}(x) = \int_0^\infty \frac{dG^{(k)}(z - \log(M))}{dz} \\
\times \left( 1 - \exp \left( - \frac{\sigma_n^2 c^2 t_2 x}{P_i t_1 z (ac - b) - \sigma_n^2 c^2 t_2 x} \right) \right) dz, \tag{76}
$$

which, after some algebraic manipulations, can be written as

$$
\Pi_{\text{IBS}}^{(k)}(x) = \frac{M^k}{\Gamma(k)} \int_r^\infty \left( 1 - \exp \left( - \frac{cr}{P_i (z - r)} \right) \right) exp(-M \exp(-z) - k z) dz, \tag{77}
$$

and the proposition is proved.

H. Proof of Proposition 4

The EVT is applied over the worst links from each device pair. By assuming that the CDF of the i-th device’s worst channel gain is denoted by $F(y) = 1 - \exp(-2y)$ and $F(z) = 1 - \exp(-2z)$, for the cases $|g_i|^2 < |h_i|^2$ and $|g_i|^2 > |h_i|^2$, respectively, we calculate the normalizing constants as $\eta_{\text{MMS}} = \frac{1}{2} \log(M)$ and $\xi_{\text{MMS}} = \frac{1}{2}$. Then, by differentiating (47) and substituting the result in (72), we find the asymptotic outage probability of the k-th best for the MMS scheme as

$$
\Pi_{\text{MMS}}^{(k)}(x) = \frac{1}{2} \int_0^\infty \int_y^z f_{|h|}(z) \frac{dG^{(k)}(2y - \log(M))}{dy} dz dy
$$

and

$$
\nu = w = s = \sqrt{\frac{\sigma_n^2 c^2 t_2 x}{t_1 P_i}}, r = 0, \tag{73}
$$

and by using the binomial theorem $(x + y)^n = \sum_{m=0}^n \binom{n}{m} x^{n-m} y^m$, we obtain (30).
By utilizing the binomial theorem and by using a Taylor series expansion, the asymptotic outage probability for the MMS scheme can be written as

\[
\Pi_{\text{MMSe}}^{(k)}(x) = \frac{1}{(k+1)^{M-k}} \sum_{m=0}^{M} \frac{(-1)^{m}}{n!} \frac{1}{m!} (M^{k+n-m}) \\
\times \Gamma(2m+1)(2m+1)\gamma(m+1,2(n-m)s) \\
+ \left(\frac{(2k+1)^{m}}{(2k)^{m}} - \frac{(2k)^{m}}{(2k)^{m}} \exp(-v)\right) \\
\times \frac{\gamma(m+1,2(n-m)s)}{2} \right) \\
+ k\left(\frac{M-k}{M} \sum_{m=0}^{M} \frac{(-1)^{m}}{m!} - \frac{\exp(-2k(m+r))}{2} \frac{r}{2k+m}, \right)
\]

which follows with the help of [38, 3.351-1]. Then, we obtain the final result through algebraic operations.
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