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ABSTRACT. Various combinatorial classes such as outerplanar graphs and maps, series-parallel graphs, substitution-closed classes of permutations and many more allow bijective encodings by so-called enriched trees, which are rooted trees with additional structure on the offspring of each node. Using this universal description we develop sampling procedures that uniformly generate objects from this classes with a given size $n$ in expected time $O(n)$. The key ingredient is a representation of enriched trees in terms of decorated Bienaymé–Galton–Watson trees, which allows us to develop a novel combination of Devroye’s efficient sampler for trees [21] with Boltzmann sampling techniques. Additionally, we construct expected linear time samplers for critical Bienaymé–Galton–Watson trees having exactly $n$ (out of $\geq n$ total) nodes with outdegree in some fixed set, enabling uniform generation for many combinatorial classes such as dissections of polygons.

1. Introduction and Main Results

Suppose that we are given a combinatorial class $C$, that is, a countable set equipped with a size function $|\cdot| : C \to \mathbb{N}_0$ such that $C_n := \{C \in C : |C| = n\}$ is finite for all $n \in \mathbb{N}_0$. A sampler for $C$ is a sequence of instructions involving random decisions that construct an element $C \in C$ following some given probability distribution. The development of efficient samplers, or equivalently, the efficient random generation of combinatorial objects, is an active and prominent research area with widespread applications. There is a plethora of results and techniques, many of which address specific problems and develop ad hoc methods, and others that create universal techniques that are applicable in various situations.

Let us start right away with an important case that is very well understood and also directly relevant to the results that will be derived here. Let $\xi$ be a random non-negative integer. We create a tree $T$ by starting with a single vertex and attaching to it a random number of vertices/children distributed like $\xi$. Subsequently, we repeat this procedure for every newly created vertex, using independent copies of $\xi$ to determine the number of their children. The resulting tree is the well-known Bienaymé–Galton–Watson tree with offspring distribution $\xi$, and by conditioning $T$ to have $n$ vertices we obtain a simply generated tree $T_n$. For example, if we choose $\xi$ to be a Poisson distribution, then the distribution of $T_n$ (after distributing labels to vertices uniformly at random) is the uniform distribution on the class of all rooted Cayley trees with $n$ vertices. Improving earlier results addressing special cases or having a longer running time, Devroye presented in [21] a general algorithm for sampling $T_n$ that runs in expected linear time when $E[\xi] = 1$ and $\xi$ has finite variance. So, this fundamental case is from today’s viewpoint very well understood.

Probably the first systematic approach that applies to a broader setting is the recursive method by Nijenhuis and Wilf [34] that can be applied to combinatorial structures defined by specific recursive decompositions. The original method, although quite broad in applicability, was rather inefficient and thus was developed further and improved in several works [28, 19], where eventually samplers with almost linear average time and space complexity were developed. However, all these results are limited to classes that do not allow in general the powerful operation of substitution, that is, constructions in which atoms (like vertices or edges in a graph) are replaced by other objects; this limits the applicability of the method to only moderately
complex combinatorial classes. Moreover, all variants of the recursive method require (at least) quadratic preprocessing time.

The recursive method is best suited for exact-size sampling, where we fix, for example, the size of the object that we want to sample in advance. This paradigm was relaxed in the seminal paper by Duchon, Flajolet, Louchard and Schaeffer [24], allowing samplers to generate objects with varying target size that may be distributed over the whole of \( \mathbb{N} \). The so-called Boltzmann sampling paradigm developed in that paper is inspired from methods in Physics and postulates to generate objects from the entire class \( C \) with probability proportional to \( x^{|C|}/|C|! \) for \( C \in C \), where \( x > 0 \) is a predefined control parameter. Boltzmann samplers have many advantages: their complexity is (for combinatorial specifications) linear in the size of the generated object, in many cases we have good control of the output size by tuning \( x \), and their description is simple and intuitive. For all these reasons the paper [24] ignited a whole new line of research, where substantial extensions and improvements were proposed, including the celebrated approximate-size linear time sampler for planar graphs [29], substantial Pólya-Boltzmann extensions for unlabelled structures [26, 12], multi-parametric samplers [10, 5] enabling the control of several parameters simultaneously, numerical procedures for approximating the values of the generating functions [38] and many more [8, 9, 11]. The Boltzmann framework enables us to perform exact-size sampling by rejection (discard objects until the target size is met) and truncation (stop sampling as soon as the objects become too large). In particular, exact-size sampling is possible in expected quadratic time whenever the counting sequence for \( (|C_n|)_{n \in \mathbb{N}} \) satisfies certain properties, for example if \( |C_n| = \Theta(n^{-a} \gamma^n n!) \) for some \( a \in (1, 2) \) and \( \gamma > 0 \), see the so-called ‘singular samplers’ in [24]. The Boltzmann framework also enables sampling in this setting with a target size interval of the form \([ (1 - \epsilon)n, (1 + \epsilon)n] \) in expected time \( O(n/\epsilon) \) for fixed but arbitrary \( \epsilon > 0 \). However, this so-called approximate size sampling may introduce unpredictable error terms when performing simulations, so there is significant added value in performing efficient exact-size sampling.

In this article we combine the world of Devroye – linear time sampling of conditioned Bienaymé–Galton–Watson trees – with the world of Boltzmann sampling to assemble efficient linear time and exact-size samplers that are applicable to a broader spectrum of combinatorial classes. Concretely, the classes that we can treat follow a unified representation in terms of enriched trees [36, 43]. Before giving a formal definition later, let us mention a few concrete examples that fall within our scope.

Example 1.1. Our approach allows us to treat in a unified setting the following classes:

1. subcritical graph classes, including connected series-parallel, outerplanar and cactus graphs;
2. Bienaymé–Galton–Watson trees conditioned on the number of vertices whose degree lies in a given set and otherwise no restriction on the size;
3. families of outerplanar maps;
4. certain subcritical substitution-closed classes of permutations;
5. cographs (with expected runtime being linear in the output size);
6. level-\( k \) phylogenetic networks.

Let us describe at this point exemplary for the case of series-parallel (SP) graphs what the main obstacles in the development of efficient and exact-size samplers are. First of all, the good news is that these objects can be put in some specific way in bijection to a class of trees; this follows from the general decomposition of connected graphs in parts of higher connectivity [17]. On the other hand, these trees are not simply-generated – in fact, they are multi-type Bienaymé–Galton–Watson trees – and thus Devroye’s sampler is not applicable. Moreover, the combinatorial specification of 2-connected SP graphs, which play a central role in the specification of connected SP graphs, contains the operation of difference of classes (see also Section 5.1, where we treat this specific example). This is a significant obstacle causing problems.

\[\text{Implementations for exact-size samplers of selected classes such as outerplanar graphs are available on github: } \text{https://github.com/BenediktStufler/}\]
on various levels of the analysis, as it introduces a ‘−’-sign on the level of the specification. A further problem that also appears (more prominently) in other examples is that sampling from the specification is only the first step: in order to obtain the desired object we further have to apply a bijection. The time required to do so must be taken into account as well.

The approach taken in this work makes it possible to develop expected linear-time exact-size samplers for the classes in Example 1.1 by addressing all of the aforementioned problems. Very roughly speaking, the problem of the appearance of multi-type trees is addressed by studying the class of enriched trees, that puts us in a position to spot an adequate underlying ‘simply-generated’ tree. Moreover, the Boltzmann sampling component that we include allows us to solve the problem of the difference of sets by rejection in a rather straightforward way. Finally, we account explicitly in all examples for the cost of realizing the underlying bijections.

One consequence of our main result is the development of new or the improvement of all (with the notable exception of outerplanar maps [14]) existing samplers for the classes in Example 1.1. For instance, prior to this work, the state-of-the-art samplers for series-parallel, outerplanar and cactus graphs run in expected time $O(n^2)$ and are based on Boltzmann sampling, as the number of such graphs of size $n$ is $\Theta(n^{-3/2}\gamma^n n!)$ for some $\gamma > 0$. See [13] and [2]. Moreover, the sampler for 3. in the examples can be used to sample from classes that are in bijection to these objects, for example dissections of polygons. Finally, in [4], among other results, a superlinear uniform sampler for substitution-closed classes of permutations with a finite number of excluded patterns is presented. Here we will show how to sample from these classes in (optimal) linear time as a consequence of a more general result.

As a last remark let us mention that parallel to this work and by using completely different techniques, Sportiello developed in [41] a rather different method for sampling from irreducible context-free combinatorial structures. His approach solves the problem of exact-size sampling from multi-type Bienaymé–Galton–Watson trees and thus addresses in a different and complementary way some of the problems that are also tackled here. Moreover, the approach presented there only makes it possible to sample from classes related to SP graphs, for example SP networks (or two-terminal SP graphs).

1.1. Main result: linear-time sampling of enriched trees. When measuring the running time or the complexity of an algorithm we always assume that we operate under the so-called RAM model of computation. This is a widely used approach, followed also in Devroye’s paper [21], to establish complexity results that are independent of the actual machine on which the algorithm is executed. In this model we assume that we operate a hypothetical computer called the Random Access Machine under the following conditions, see for example [40, Ch. 2]:

(1) Basic logical and arithmetic operators like \{if, call\} and \{+, −, ×, ÷\} take one time step.

(2) Loops and subroutines are not basic operators and count as the composition of many single-step operators.

(3) Each memory access takes exactly one step.

(4) A number drawn uniformly at random from [0, 1] can be generated in one step.

In particular, in this model real numbers can be stored without loss of precision. Let us mention at this point that it is an important question and a significant challenge to develop and analyse algorithms that operate efficiently under other models of computation, for example on a Word RAM with random bits or on a Turing machine; to our knowledge, this is already an open problem for the case considered by Devroye [21].

In the setting considered here we can already formulate a first consequence of our main result, which, among other things, says that we develop linear-time algorithms for sampling series-parallel and outerplanar graphs, as well as permutations from specific substitution-closed classes and trees with a given number of leaves.

**Theorem 1.2.** Under the RAM model of computation, the samplers in Section 5 produce objects of size $n$ uniformly at random in expected time $O(n)$ for all the classes in Example 1.1.
Towards the proof of Theorem 1.2 we will switch somehow our point of view and look at combinatorial classes as special cases of so-called ‘enriched trees’. Generally speaking, the enriched tree viewpoint emphasizes that Galton–Watson trees take a special place among random recursive structures. Specifically, we may sample a random recursive structure by sampling a size-constrained Galton–Watson tree and adding local random ‘decorations’ later. All classes listed in Example 1.1 are well-known to admit encodings of this form.

Before we continue let us fix some notation. Let $\mathcal{C}$ be a combinatorial class. We (always) consider the labelled setting, meaning that all atoms composing an object of size $n$ bear distinct labels, typically in the set $[n] := \{1, \ldots, n\}$. Any other finite set of labels $U$ with $|U| = n$ is also admissible; then we write $\mathcal{C}[U]$ to emphasize that we consider objects with labels in $U$.

With this notation at hand we may describe the main class of objects that we shall study.

Given a combinatorial class $\mathcal{R}$, the class $\mathcal{A}_R$ of $\mathcal{R}$-enriched trees may informally be described as the class containing all rooted labelled unordered trees, where in addition the offspring set of each vertex is decorated with an object from $\mathcal{R}$. More formally, let us denote by $\mathcal{A}$ the class of rooted Cayley trees, i.e., rooted labelled unordered acyclic connected graphs. We (slightly) abuse notation and write $v \in T$ to denote that $v$ is a vertex of $T \in \mathcal{A}$. Let $P_v$ be the label set of the offspring of $v$, where by ‘offspring’ we define the set of nodes that are connected to $v$ and are at the same time farther away from the root than $v$. We further define the outdegree $d^+_T(v)$ to be $|P_v|$. Then $\mathcal{A}_R$ contains all sequences of the form

$$(T, (R_v)_{v \in T}), \quad T \in \mathcal{A} \text{ and } R_v \in \mathcal{R}[P_v] \text{ for all } v \in T,$$

where the size of an $\mathcal{R}$-enriched tree $A = (T, (R_v)_{v \in T})$ is defined as $|A| = |T| = \sum_{v \in T} |R_v| + 1$. In light of this definition and in order to avoid trivial cases we assume that $|\mathcal{R}_0| > 0$ (otherwise $\mathcal{A}_R$ is empty) and $|\mathcal{R}_k| > 0$ for some $k \geq 2$ (otherwise $\mathcal{A}_R$ is equivalent to a collection of paths), see also Condition (A) in Definition 1.3 below.

Let us write in the sequel $r_k := |\mathcal{R}_k|$ for $k \in \mathbb{N}_0$ and define the generating functions

$$\mathcal{R}(x) := \sum_{k \in \mathbb{N}_0} \frac{r_k}{k!} x^k \quad \text{and} \quad \mathcal{A}_R(x) := \sum_{k \in \mathbb{N}} \frac{|\mathcal{A}_R[[k]]|}{k!} x^k.$$

The two functions are related by the important equation

$$(1.1) \quad \mathcal{A}_R(x) = x \mathcal{R}(\mathcal{A}_R(x)),$$

see also Section 3, where we present more related facts about $\mathcal{R}$-enriched trees. Let $\rho_R$ and $\rho_{\mathcal{A}_R}$ be the radii of convergence of $\mathcal{R}(x)$ and $\mathcal{A}_R(x)$, respectively. It is rather well-known that Equation (1.1) and the aforementioned assumptions $r_0 > 0$ and $r_k > 0$ for at least one $k \geq 2$ entail that $\rho_{\mathcal{A}_R}, \mathcal{A}_R(\rho_{\mathcal{A}_R})$, and $\mathcal{R}(\mathcal{A}_R(\rho_{\mathcal{A}_R}))$ are finite, see Lemma 4.1 and for more background Section 3.2.

The previous considerations imply that $\mathcal{R}(\mathcal{A}_R(\rho_{\mathcal{A}_R})) \geq r_0 > 0$ and thus enable us to define a random variable $\xi$ with distribution

$$(1.2) \quad p_k := P(\xi = k) := \frac{r_k \mathcal{A}_R(\rho_{\mathcal{A}_R})^k}{\mathcal{R}(\mathcal{A}_R(\rho_{\mathcal{A}_R})) k!}, \quad k \in \mathbb{N}_0.$$

We will also need the Boltzmann random variable $\Gamma \mathcal{R}(t)$ for $0 < t < \rho_R$ given by

$$P(\Gamma \mathcal{R}(t) = R) = \frac{t^{|R|-1} |R|!}{\mathcal{R}(t)|R|!}, \quad R \in \mathcal{R}.$$

We now come to the most crucial part, namely the assumptions that we make for the class of enriched trees that we consider.

**Definition 1.3.** We call a class of enriches trees tame if it has the following properties:

(A) ‘Non-triviality’: $r_0 > 0$ and there exists $k \geq 2$ with $r_k > 0$.

(B) ‘Subcriticality’: $\rho_R > \mathcal{A}_R(\rho_{\mathcal{A}_R})$.

(C) ‘Computability’: $\mathcal{A}_R(\rho_{\mathcal{A}_R})$ and $\mathcal{R}(\mathcal{A}_R(\rho_{\mathcal{A}_R}))$ are given, and $p_k$ can be computed in $e^{o(k)}$ steps for $k \in \mathbb{N}_0$. 
(D) 'Boltzmann sampler for $\mathcal{R}$': For any $0 < t < \rho_{\mathcal{R}}$ there exists a sampling procedure for $\Gamma_{\mathcal{R}}(t)$ running in expected constant time.

As we will see, the most critical and essential property is Assumption (B), which ensures together with well-known results by Janson [31] that $p_k$ has exponential tails. Moreover, note that under the RAM model of computation the determination of $A_{\mathcal{R}}(\rho_{\mathcal{A}_{\mathcal{R}}})_k/k!$ takes $O(k)$ steps, so that (C) actually means that we need to be able to compute $r_k$ (which is in $\mathbb{N}_0$) in $e^{o(k)}$ steps. This is usually no severe restriction, as most of the classes we consider have some kind of combinatorial decomposition, allowing us to use the aforementioned recursive method [34] to compute $r_k$ in $O(k)$ time. Further, $A_{\mathcal{R}}(\rho_{\mathcal{A}_{\mathcal{R}}})$ and $\mathcal{R}(A_{\mathcal{R}}(\rho_{\mathcal{A}_{\mathcal{R}}}))$ being given means that we are able to compute these values beforehand. Finally, (D) is a rather mild condition, since $t < \rho_{\mathcal{R}}$ and thus all moments of $\Gamma_{\mathcal{R}}(t)$ exist; such samplers can (usually) be designed from the general principles developed in [24, 12].

A crucial ingredient in the proof of Theorem 1.2 is the following fact on which we elaborate in Section 5.

**Fact 1.4.** For every combinatorial class $\mathcal{C}$ given in Example 1.1 there exists $\mathcal{R}$ such that the class $\mathcal{C}$ corresponds to the class of enriched trees $A_{\mathcal{R}}$, where $A_{\mathcal{R}}$ is tame.

In Section 2 we present the backbone of our main result, namely a sampler generating an instance of the random object $A_n$ drawn uniformly at random from all objects in $A_{\mathcal{R}}$ of size $n$. Hence together with the next theorem Fact 1.4 guarantees that the linear time samplers claimed in Theorem 1.2 do indeed exist.

**Theorem 1.5.** Assume $A_{\mathcal{R}}$ is tame. Then under the RAM model of computation the sampler in Section 2 generates the $\mathcal{R}$-enriched tree $A_n$ in expected time $O(n)$.

At this point we already anticipate that the algorithm generating $A_n$ is structured as follows. We first sample a Bienaymé–Galton–Watson tree with offspring distribution $\xi$ of size $n$ using Devroye’s algorithm. Subsequently, for each node we repeatedly call the sampling procedure $\Gamma_{\mathcal{R}}(t)$ until an $\mathcal{R}$-object of the same size as the outdegree of the node at hand is produced. The latter step enhances the offspring of each node with an additional structure leading to an $\mathcal{R}$-enriched tree.

### 1.2. Plan of the paper

In Section 2 we present our sampler, Algorithm 2.1, for tame $\mathcal{R}$-enriched trees as claimed in Theorem 1.5. To prove the linear time complexity of our algorithm we first collect some preliminaries in Section 3. In particular, we recall basic facts about combinatorial classes and $\mathcal{R}$-enriched trees, simply generated trees and local limit theorems for iid random variables. Subsequently, the proof of Theorem 1.5 is conducted in Section 4. Finally, in Section 5 we explain in detail how the sampler for $\mathcal{R}$-enriched trees can be used to obtain linear time samplers for the classes listed in Example 1.1. We emphasize that for most of the examples this is not ‘just’ an application of Algorithm 2.1 but a rather involved task leading to new efficient sampling procedures for the classes at hand.

### 2. The Sampler

In this section we present the sampler for $A_n$ that is needed in the proof of Theorem 1.5. We briefly recall the construction of a Bienaymé–Galton–Watson (BGW) tree with offspring distribution $\xi$. We start with a distinguished root to which a number of ordered children according to an independent copy of $\xi$ is appended. Repeat this procedure for any node that has not received any children yet or the outcome of the copy of $\xi$ was 0. The result is the arbitrarily sized unlabelled ordered rooted tree $T$ such that the distribution of its vertex-degrees is $(p_k)_{k \geq 0}$. The corresponding size-constrained tree is defined as $T_n := (T \mid |T| = n)$ for $n \in \mathbb{N}$. We use the notation that $v \in T$ is some node in the unlabelled ordered tree $T$. With this at hand, our sampler operates as follows.

**Algorithm 2.1.** *(Uniform $\mathcal{R}$-enriched tree of size $n$)*
(1) Generate the size-constrained Bienaymé–Galton–Watson tree $T_n$ with offspring distribution $\xi$ as in [21].

(2) For some $A(p_{AR}) < t_0 < \rho_R$ repeatedly call for each $v \in T_n$ the sampler $\Gamma R(t_0)$ until it produces an object $R_v$ of size $d^+_v(v)$.

(3) Distribute labels in $\{1, \ldots, n\}$ uniformly at random and drop the ordering of the vertices afterwards.

The last step requires some explanation. In Steps 1 and 2 we generate an object $(T, (R_v)_{v \in T})$, where $T$ is an unlabelled ordered rooted tree of size $n$ and $R_v \in R[[d^+(v)]]$ for $v \in T$. The ordering of the offspring of $v \in T$ corresponds to a canonical labelling of the vertices, say $(v, 1), \ldots, (v, d^+(v))$ so that we may see the object $R_v$ as being labelled with elements from $\{(v, 1), \ldots, (v, d^+(v))\}$. Naming the root $o$, the children of the root are hence labelled $(o, 1), \ldots, (o, d^+(o))$, the children of the first child of the root by $((o, 1), 1), \ldots, ((o, 1), d^+(o, 1))$ and so on. In particular the labels are all distinct and by generating a uniform permutation of $[n]$ we may canonically relabel the entire object with labels in $[n]$.

Remark 2.2. Alternatively we could use in Step (2) of the algorithm an exact-size sampler for obtaining objects from $R_k$ for $k = d^+_T(v)$ that runs in time $e^{ck}$ for some (small) $c > 0$. This will not affect the asymptotic expected running time, as we will see later that typically the largest degree in $T_n$ is in $O(\log n)$. However, we will not consider this setting further here.

The next lemma guarantees that Algorithm 2.1 produces an uniform object of size $n$ from $A_R$.

Lemma 2.3. In distribution $(T_n, (R_v)_{v \in T_n}) = A_n$.

The proof is rather straightforward (combine the distribution of $T_n$ with the fact that a Boltzmann sampler generates objects of a given size uniformly) and can be found in [44, Lem. 6.1]. So, the proof of Theorem 1.5 boils down to validating that Algorithm 2.1 can be implemented to run in expected linear time. This will be done in Section 4. Before we come to that, let us first have a closer look at Devroye’s algorithm [21] for sampling size-constrained trees, that is, Step 1 of Algorithm 2.1. Any rooted ordered tree is uniquely determined by its outdegree sequence in breadth first search order and, on the other hand, any sequence $(d_1, \ldots, d_n)$ such that $\sum_{1 \leq i \leq n} d_i = n - 1$ and $1 + \sum_{1 \leq i \leq t} (d_i - 1) > 0$ for all $1 \leq t \leq n$ corresponds uniquely to such a tree. Define $S_t := 1 + \sum_{1 \leq i \leq t} (\xi_i - 1)$ for $1 \leq t \leq n$. The outdegrees of a Bienaymé–Galton–Watson trees are per definition given by the offspring distribution $\xi$, so that the random tree $T_n$ can be identified with the distribution of

\[
(\xi_1, \ldots, \xi_n) \mid \left\{ \sum_{1 \leq i \leq n} \xi_i = n - 1, S_t > 0 \text{ for all } 1 \leq t \leq n - 1 \right\}.
\]

This fact, that we also shall exploit, is used in [21] to generate efficiently $T_n$ as explained in the following algorithm. Recall that $p_k = \mathbb{P}(\xi = k)$.

Algorithm 2.4. (Size-constrained BGW tree $T_n$ with offspring distribution $\xi$.)

1. Sample the multinomial random vector $(N_0, N_1, \ldots)$ with parameters $(n, p_0, p_1, \ldots)$ repeatedly until $\sum_{1 \leq i \leq n} iN_i = n - 1$.

2. Create a sequence of length $n$ populated with $N_j$ times $j$ for $0 \leq j \leq n$.

3. Randomly permute this sequence with each permutation equiprobable.

4. Shift the elements of the sequence cyclically until the condition in (2.1) is fulfilled.

For generating a multinomial vector in the first step [21] proposes a sub-routine that samples binomial random variables.

Algorithm 2.5. (Multinomial random vector $(N_0, N_1, \ldots)$ with parameters $(n, p_0, p_1, \ldots)$.)

1. Let $N_0 = \text{Bin}(n, p_0)$.

2. For $i \geq 1$, if $\sum_{0 \leq j \leq i - 1} N_j < n$, let $N_i = \text{Bin}(n - \sum_{0 \leq j \leq i - 1} N_j, p_i/(1 - \sum_{0 \leq j \leq i - 1} p_j)$ and otherwise set $N_i = 0$. 
In [21] it is established that under the RAM model of computation the expected number of steps taken by Algorithm 2.4 is \( O(n) \), provided that \( \xi \) has finite variance and that it takes one step to generate an independent copy of \( \xi \). Our setting, however, is slightly different, as we do not a priori know the entire vector \((p_0, p_1, \ldots)\). We need to incorporate the time it takes to compute this vector into the runtime of Step 1 of Algorithm 2.1. Conveniently, it is sufficient to consider \((p_0, p_1, \ldots)\) truncated at \( K := \max_{1 \leq i \leq n} \xi_i \), the step at which \( N_j = 0 \) for all \( j > K \) in Algorithm 2.5 and hence the point in time after which the precise value of \( p_j \) for \( j > K \) is not needed anymore. Since \( \xi \) has finite exponential moments we will essentially obtain that \( K = O(\log n) \) and together with (C) this will not spoil the overall linear runtime.

**Lemma 2.6.** If \( A_R \) is tame, Algorithm 2.4 can be implemented to have an expected running time of \( O(n) \).

### 3. Preliminaries

#### 3.1. Combinatorial classes

In this section we recall some background information about combinatorial classes. A comprehensive survey of the theory is given in the excellent books [27, 6]. As already said, a combinatorial class is given by a countable set \( C \) equipped with a size function \( |·| : C \to \mathbb{N}_0 \) such that \( C_n := \{|C \in C : |C| = n\} \) is finite for all \( n \in \mathbb{N}_0 \). Elements of \( C \) are called objects or structures and any object in \( C_n \) is said to be comprised of \( n \) atoms or to be of size \( n \).

We call \( C \) labelled if each atom of an object in \( C \) bears a distinct label. For convenience, let the label set of any \( C \in C_n \) be given by \([n]\). If we want to stress out a different labelling, we simply write \( C \in C[U] \) describing an object \( C \in C[U] \) labelled according to the finite set \( U \). For any bijection \( \sigma : U \to V \) between finite sets \( U, V \) and \( C \in C[U] \) we write \( C.U \) for the object obtained by replacing the label \( \ell_v \in U \) of each atom \( v \) of \( C \) by \( \sigma(\ell_v) \in V \). Clearly the resulting object is in \( C[V] \). For coherence we assume that \( C \in C[U] \) implies that \( \sigma.C \in C[U] \) for any bijection \( \sigma : U \to U \). The (exponential) generating series of \( C \) is the formal power series defined by

\[
C(x) := \sum_{n \geq 0} |C_n| \frac{x^n}{n!}.
\]

**Example 3.1.** Consider the class \( A \) of rooted labelled unordered acyclic connected graphs, in short Cayley trees. We see in Figure 1 some \( T \in A_5 \) with labels in \([5]\). Applying the bijection \( \sigma \) mapping \( 1 \mapsto a, 2 \mapsto b \) and so on, we retrieve an object \( \sigma.T \) in \( A[\{a, b, c, a, e\}] \).

![Figure 1. Relabelling T under the bijection \( \sigma \).](image)

#### 3.1.1. Basic Classes

The basic combinatorial classes are the empty class \( \emptyset \), the atomic class \( X \), the set class \( SET \), the cycle class \( CYC \) and the sequence class \( SEQ \). Let \( S_n \) be the symmetric group containing all permutations of \([n]\) and write \( (a_1, \ldots, a_n) \simeq (b_1, \ldots, b_n) \) if one of the two sequences is obtained by cyclically shifting the indices of the other. Then the basic classes are defined by, letting \( n \in \mathbb{N}_0 \),

- \( |\emptyset|_n = 1_{n=0}, \)
- \( |X|_n = 1_{n=1}, \)
- \( SET = \{\{1, \ldots, n\}\}, \)
- \( CYC_n = \{\langle \sigma(1), \ldots, \sigma(n)\rangle : \sigma \in S_n\} \)
- \( SEQ_n = \{\langle \sigma(1), \ldots, \sigma(n)\rangle : \sigma \in S_n\}. \)
The respective generating series are computed to be
\[ \theta(x) = 1, \quad \mathcal{X}(x) = x, \quad \text{SET}(x) = \exp(x), \quad \text{CYC}(x) = \log \frac{1}{1 - x} \quad \text{and} \quad \text{SEQ}(x) = \frac{1}{1 - x}. \]

### 3.1.2. Constructions

Given classes \( \mathcal{A} \) and \( \mathcal{B} \) there are several ways to construct more complex classes.

**Pointing.** The collection of elements \( (A, a) \) where \( A \in \mathcal{A} \) and \( a \) is a distinguished atom (the root) in \( A \) forms the pointed class \( \mathcal{A}^\bullet \). Since \( |\mathcal{A}^\bullet| = n|\mathcal{A}_n| \) we obtain
\[ \mathcal{A}^\bullet(x) = x \cdot \frac{\partial}{\partial x} A(x). \]

**Derivation.** Let \( \star \) denote a special label such that any atom bearing this label does not contribute to the total size of the object at hand. The derived class \( \mathcal{A}' \) is given by the collection of objects in \( \mathcal{A} \) where the largest label is replaced by \( \star \), i.e. \( \mathcal{A}'_{n-1} := \mathcal{A}([1, \ldots, n-1, \star]) \) for all \( n \in \mathbb{N} \). Hence the generating series is computed to be
\[ \mathcal{A}'(x) = \frac{\partial}{\partial x} A(x). \]

**Disjoint union.** If \( \mathcal{A} \) and \( \mathcal{B} \) are disjoint then the disjoint union \( \mathcal{A} + \mathcal{B} \) is the union \( \mathcal{A} \cup \mathcal{B} \) in the standard set-theoretic sense. Formally and to avoid the assumption that the two classes at hand are disjoint we introduce two disjoint sets, say \( \{0\} \) and \( \{1\} \), and set
\[ \mathcal{A} + \mathcal{B} := (\{0\} \times \mathcal{A}) \cup (\{1\} \times \mathcal{B}). \]

The size of an object in \( \mathcal{A} + \mathcal{B} \) is the size of the respective object in \( \mathcal{A} \) or \( \mathcal{B} \). It is straightforward that
\[ (\mathcal{A} + \mathcal{B})(x) = \mathcal{A}(x) + \mathcal{B}(x). \]

**Product.** The product class \( \mathcal{A} \cdot \mathcal{B} \) contains all tuples \( (A, B) \) with \( A \in \mathcal{A} \) and \( B \in \mathcal{B} \) relabelled with labels in \( \{1, \ldots, |A| + |B|\} \). The size function is defined by \(|(A, B)| = |A| + |B|\). The generating series is
\[ (\mathcal{A} \cdot \mathcal{B})(x) = \mathcal{A}(x)\mathcal{B}(x). \]

**Substitution.** For this construction we assume \( \mathcal{B}_0 = \emptyset \). An object in the substitution class \( \mathcal{A} \circ \mathcal{B} \), sometimes also \( \mathcal{A}(|\mathcal{B}|) \), is comprised of an \( \mathcal{A} \)-object whose atoms are replaced by \( \mathcal{B} \)-objects. In other words, \( \mathcal{A} \circ \mathcal{B} \) contains all equivalence classes of sequences of the form
\[ \left( A, B_1, \ldots, B_k \right)_{\sim}, \quad A \in \mathcal{A}([P_1, \ldots, P_k]), B_i \in \mathcal{B}[P_i], 1 \leq i \leq k, \]
where \( k \geq 0 \) and \( P_1, \ldots, P_k \) is a partition of \( \{1, \ldots, \sum_{1 \leq i \leq k} |B_i| \} \) with \( |P_i| = |B_i| \) for \( 1 \leq i \leq k \). The equivalence relation \( \sim \) terms two sequences \( (A, B_1, \ldots, B_k) \) and \( (A', B'_1, \ldots, B'_k) \) isomorphic if \( A = A' \) and for any permutation \( \sigma : \{1, \ldots, k\} \rightarrow \{1, \ldots, k\} \) such that \( \sigma \cdot A = A \) it holds that \( B_{\sigma(i)} = B'_i \) for \( 1 \leq i \leq k \). Hence any \( M \in \mathcal{A} \circ \mathcal{B} \) possesses a core structure \( A \) and components \( B_1, \ldots, B_k \). The size is then given by \(|M| = \sum_{1 \leq i \leq k} |B_i|\). The respective generating series fulfills
\[ (\mathcal{A} \circ \mathcal{B})(x) = \mathcal{A}(\mathcal{B}(x)). \]

### 3.1.3. \( R \)-enriched trees

The theory of this subsection is extensively treated in [6, Ch. 3]. Let \( \mathcal{R} \) be a combinatorial class and \( \mathcal{A} \) the class of rooted Cayley trees. As we already defined in Section 1.1, the class of \( \mathcal{R} \)-enriched trees \( \mathcal{A}_\mathcal{R} \) contains all sequences
\[ (T, (R_v)_{v \in T}), \quad T \in \mathcal{A}, R_v \in \mathcal{R}[P_v], v \in T, \]
where \( P_v \) is the label set of the offspring of vertex \( v \in T \) and the sequence \( (R_v)_{v \in T} \) is canonically ordered, for example in breath first search appearance of \( v \in T \). Further, recall that the size of any \( A = (T, (R_v)_{v \in T}) \in \mathcal{A}_\mathcal{R} \) is defined as \(|A| = |T|\). As any \( \mathcal{R} \)-enriched tree is comprised of a root to which an \( \mathcal{R} \)-structure is attached whose atoms are replaced by \( \mathcal{R} \)-enriched trees, we obtain the functional equation
\[ \mathcal{A}_\mathcal{R}(x) = \mathcal{X} \cdot \mathcal{R}(\mathcal{A}_\mathcal{R}), \]
see Theorem 2 in [6, Ch. 3]. This is a combination of the product and substitution construction and so the generating series satisfies the equation

\[(3.1) \quad A_R(x) = xR(A_R(x)).\]

**Example 3.2.** Letting \( \mathcal{R} \) be one of the basic combinatorial classes, we retrieve basic models of trees, see also Figure 2. To wit:

- By choosing \( \mathcal{R} = \text{SET} \) no additional structure is imposed on the offspring set of each vertex, so that we obtain that \( A_{\text{SET}} = A \), the class of rooted Cayley trees.
- When \( \mathcal{R} = \text{SEQ} \) the offspring of each vertex is given an ordering and we obtain that \( A_{\text{SEQ}} = T \), the class of rooted labelled ordered trees.
- By cyclically ordering the offspring of each vertex (that is, \( \mathcal{R} = \text{CYC} \)) we obtain the class \( A_{\text{CYC}} = \mathcal{P} \) of rooted labelled plane trees.

3.2. **Simply generated trees.** In the following we recall results concerning simply generated trees discussed thoroughly in [31, Ch. 7 and 8]. We will use these results to study the offspring distribution defined in (1.2). Denote the class of rooted unlabelled ordered trees by \( \tilde{T} \) that is obtained by taking equivalence classes under relabelling in \( T \), the labelled version shown in Example 3.2. Let \( \omega = (\omega_k)_{k \geq 0} \) be a real-valued non-negative sequence and set \( \Phi(x) := \sum_{k \geq 0} \omega_k x^k \). For any given finite ordered tree \( T \) in \( \tilde{T} \) define its weight by

\[ \omega(T) := \prod_{v \in T} \omega_{d^+(v)}. \]

Define by \( T_n(\omega) \) the \( n \)-sized random tree with distribution

\[(3.2) \quad \mathbb{P}(T_n(\omega) = T) = \frac{\omega(T)}{Z_n}, \quad \text{where } T \in \tilde{T}_n, \quad Z_n = \sum_{T' \in \tilde{T}_n} \omega(T'). \]

We only consider values for \( n \) such that \( Z_n \), the so-called partition function, is strictly greater than zero. In the next lemma we gather important properties of the generating function of the sequence of partition functions \( Z(x) := \sum_{n \geq 1} Z_n x^n \).

**Lemma 3.3** ([31, Rem. 3.2, Thm. 7.1, Rem. 7.5]). The generating function of the partition functions satisfies the relation

\[ Z(x) = x\Phi(Z(x)). \]

If in addition \( \omega \) is such that \( \omega_0 > 0 \) and \( \omega_k > 0 \) for some \( k \geq 2 \), then \( Z(x) \) has radius of convergence

\[ \rho_Z = \frac{\tau}{\Phi(\tau)}, \quad \text{where } \tau = Z(\rho_Z) \in (0, \infty), \Phi(\tau) \in (0, \infty). \]

If \( \omega \) is a probability weight sequence we readily notice that \( T_n(\omega) \) defined in (3.2) is just the size-constrained Bienaymé–Galton–Watson tree with offspring distribution \( \omega \). Thus, simply generated trees are a generalization of Bienaymé–Galton–Watson trees. However, as we will see in a moment, using a technique called *tilting*, it is often possible to view \( T_n(\omega) \) as a Bienaymé–Galton–Watson tree even if \( \omega \) is not a probability sequence. We actually claim even more: there
are cases – in particular the ones that we consider here – where it is possible to transform \( \omega \) to a probability sequence such that simultaneously the distribution of the underlying simply generated tree is not altered and in addition the offspring distribution is critical, meaning that the mean is 1 and of finite variance. More specifically, letting \( \tau \) be as in Lemma 3.3, the candidate for the offspring distribution is the \textit{tilted} sequence

\[
\pi_k := \frac{\omega_k \tau^k}{\Phi(\tau)}, \quad k \in \mathbb{N}_0.
\]

Note that in general this is not necessarily a probability sequence (for example, if \( \tau = \infty \)). In order to establish conditions under which \((\pi_k)_{k \geq 1}\) is a probability sequence we need some more notation. Denote the radius of convergence of \( \Phi(x) \) by \( \rho \). Set

\[
\Psi(x) := \frac{x\Phi'(x)}{\Phi(x)} \quad \text{and} \quad \nu := \lim_{x \to \rho} \Psi(x) \in (0, \infty].
\]

**Lemma 3.4** ([31, Thm. 7.1, Rem. 7.5 and Ch. 8 Ia]). Let \( \omega \) be a weight sequence such that \( \omega_0 > 0 \) and \( \omega_k > 0 \) for some \( k \geq 2 \). If in addition \( 0 < \tau < \rho \) (case (Ia) in [31]) then \((\pi_k)_{k \geq 0}\) is a probability sequence with mean 1 and finite exponential moments. In particular we have that \( \rho_2, Z(\rho_2) \) and \( \Phi(Z(\rho_2)) \) are finite.

The other ranges for \( \tau \) can be treated as well, see [31, Ch. 8], but that is not needed here.

### 3.3. Local limit theorems

Let in this subsection \( \xi \) be a non-negative integer-valued random variable. Further let \( \xi_1, \xi_2, \ldots \) be iid copies of \( \xi \) and set \( \Xi_n := \xi_1 + \cdots + \xi_n \) for \( n \in \mathbb{N} \). Define the span \( d \) by

\[
d := \max\{d \geq 1 : d \mid i \text{ whenever } P(\xi = i) > 0\}.
\]

The following local central limit theorem holds for any distribution with finite variance, so in particular in our intended application.

**Lemma 3.5** ([31, Lem. 4.1 and Rem. 14.2]). If \( E[\xi] = 1 \) and \( V[\xi] < \infty \)

\[
P(\Xi_n = n - 1) \sim \frac{d}{\sqrt{2\pi \sigma^2 n}} \quad \text{as } n \to \infty \quad \text{and } n \text{ divisible by } d.
\]

Furthermore,

\[
P(\Xi_n = m) \leq \frac{d + o(1)}{\sqrt{2\pi \sigma^2 n}}, \quad m \in \mathbb{N}.
\]

### 4. Proofs

In this section we prove Theorem 1.5. We first show that Algorithm 2.4 runs in linear time in our setting as claimed in Lemma 2.6. The following statement about the distribution \( \xi \) defined in (1.2) will be a helpful tool for that matter and is a straightforward consequence of results about simply generated trees in presented in the previous section.

**Lemma 4.1.** We have \( E[\xi] = 1 \) and there exists \( \varepsilon > 0 \) such that \( E[(1 + \varepsilon)\xi] < \infty \). In particular, the quantities \( \rho_{\mathcal{A}_R}, \mathcal{A}_R(\rho_{\mathcal{A}_R}) \) and \( \mathcal{R}(\mathcal{A}_R(\rho_{\mathcal{A}_R})) \) are finite.

**Proof.** Let \( T_n(\omega) \) be the simply generated tree of size \( n \) with weight sequence \( \omega = (r_k/k!)_{k \geq 0} \) as defined in (3.2), i.e.,

\[
P(T_n(\omega) = T) = \frac{\omega(T)}{Z_n}, \quad \text{where } \omega(T) = \prod_{v \in T} \frac{r^d(v)}{d^r(v)!}, \quad Z_n = \sum_{T \in \tilde{T}_n} \omega(T'), \quad T \in \tilde{T}_n.
\]

Then the generating function \( Z(x) \) of the partition functions \((Z_n)_{n \geq 0}\) is recursively given by \( Z(x) = x\mathcal{R}(Z(x)) \). Let \((\mathcal{A}_R)_n\) be the collection of objects in \( \mathcal{A}_R \) of size \( n \). Since \( \mathcal{A}_R = \mathcal{X} \cdot \mathcal{R}(\mathcal{A}_R) \) we know by (3.1) that \( \mathcal{A}_R(x) = x\mathcal{R}(\mathcal{A}_R(x)) \) by which we deduce

\[
\mathcal{A}_R(x) = Z(x) \quad \text{and} \quad \frac{|(\mathcal{A}_R)_n|}{n!} = Z_n, \quad n \in \mathbb{N}_0.
\]
We conclude that due to Lemma 3.3 the radius of convergence \( \rho_{AR} \) of \( \mathcal{A}_R(x) \) (or equivalently \( Z(x) \)) is given by
\[
\rho_{AR} = \frac{\tau}{R(\tau)}, \quad \text{where } \tau = \mathcal{A}_R(\rho_{AR}).
\]
Assumption (B) immediately implies that \( 0 < \tau < \rho_{R} \) and we deduce due to Lemma 3.4 that \((\pi_k)_{k \geq 0} \) as defined in (3.3) is the probability distribution with mean 1 and finite exponential moments such that the distribution of \( T_n(\omega) \) is not altered by switching to \((\pi_k)_{k \in \mathbb{N}_0} \). Further we observe that this is also the distribution of \( \xi \) given in (1.2), i.e.
\[
\pi_k = \frac{r_k \tau^k}{R(\tau)k!} = \frac{r_k A(\rho_A)^k}{R(A(\rho_A))k!} = p_k, \quad k \in \mathbb{N}_0
\]
and hence the claim is verified. \( \square \)

With these considerations at hand we first prove Lemma 2.6 and then Theorem 1.5. In the following let \( \xi_1, \xi_2, \ldots \) be independent copies of \( \xi \).

**Proof of Lemma 2.6.** Define
\[
K := \max_{1 \leq i \leq n} \xi_i, \quad \tau_n := \mathbb{E}[K] \quad \text{and } \varphi_n := \mathbb{P}\left( \sum_{1 \leq i \leq n} \xi_i = n - 1 \right).
\]
According to [21] the expected time needed in Step 1 of Algorithm 2.4 (i.e. the expected running time of Algorithm 2.5) is \( O((1 + \tau_n)/\varphi_n) \) + \( O(n) \) if the probabilities \((p_0, p_1, \ldots)\) are given. Here the term \( 1 + \tau_n \) corresponds to the expected time until a multinomial vector \((N_0, N_1, \ldots, N_K, 0, \ldots)\) is generated, and it takes on average \( \varphi_n^{-1} \) rejections until a vector is found such that \( \sum_{1 \leq i \leq n} iN_i = n - 1 \). Note that after the (random) multinomial vector has been generated in Algorithm 2.4, Step 2 is deterministic and takes \( O(n) \) steps, Step 3 is a standard shuffling procedure (e.g. [32, Alg. P (Shuffling)]) of \( n \) elements and takes \( O(n) \) steps and Step 4 is again performed in \( O(n) \) steps. In our setting we additionally have to take care of the computation time of \((p_0, p_1, \ldots, p_K)\) in Step 1. Denoting the expected time to do so by \( X \) we obtain that the total expected running time of Algorithm 2.4 in our setting is
\[
O\left( \frac{1 + \tau_n + X}{\varphi_n} \right) + O(n).
\]

Lemma 4.1 guarantees that \( \mathbb{E}[\xi^2] < \infty \), so we immediately obtain from [21] that \( \tau_n = O(n^{1/2}) \) and \( \varphi_n^{-1} = O(n^{1/2}) \). This means that it suffices to show that \( X = O(n^{1/2}) \). Assumption (C) yields that there exists a non-negative sequence \((f_i)_{i \in \mathbb{N}_0}\) with \( f_n \to 0 \) as \( n \to \infty \) such that the expected time to compute \((p_0, p_1, \ldots, p_K)\) is
\[
X = \mathbb{E}\left[ \sum_{0 \leq i \leq K} e^{f_{i+1}} \right] = \sum_{m \geq 1} \mathbb{P}(K = m) \sum_{0 \leq i \leq m} e^{f_{i+1}}.
\]
Since \( f_n \to 0 \) we obtain that for every \( \varepsilon > 0 \) there is \( C > 0 \) such that for all \( m \in \mathbb{N} \)
\[
\sum_{0 \leq i \leq m} e^{f_{i+1}} \leq C \cdot e^{\varepsilon m}.
\]
Thus, continuing with (4.3)
\[
X \leq C \sum_{m \geq 1} \mathbb{P}(K = m) e^{\varepsilon m} = CE[e^{\varepsilon K}].
\]
By applying Lemma 4.1 we may choose a \( t > 0 \) such that \( \mathbb{E}[e^{\varepsilon t \xi}] < \infty \). We use the Log-Sum-Exp estimate \( \max_{1 \leq i \leq n} x_i \leq \log(e^{x_1} + \cdots + e^{x_n})/\alpha \) for any \((x_1, \ldots, x_n) \in \mathbb{N}_0^n\) and \( \alpha > 0 \) to obtain
\[
\mathbb{E}[e^{\varepsilon K}] \leq \mathbb{E}[e^{\varepsilon/t \log(\exp(\xi_1) + \cdots + \exp(\xi_n))}] = \mathbb{E}[\exp(t \xi_1) + \cdots + \exp(t \xi_n)]^{\varepsilon/t}.
\]
Pick \( \varepsilon > 0 \) such that \( 0 < \varepsilon/t < 1/2 \). Then the Jensen inequality entails \((x \mapsto x^{\varepsilon/t}) \text{ is concave})
\[
\mathbb{E}[(\exp(t \xi_1) + \cdots + \exp(t \xi_n)]^{\varepsilon/t} \leq \mathbb{E}[\exp(t \xi_1) + \cdots + \exp(t \xi_n)]^{\varepsilon/t} = (n\mathbb{E}[e^{\varepsilon \xi}])^{\varepsilon/t} = o(n^{1/2}).
\]
\( \square \)
Proof of Theorem 1.5. Subsequently we go through each step in Algorithm 2.1 and explain how the expected runtime of $O(n)$ is achieved. For Step 1 see Lemma 2.6. Let us next investigate Step 2. Recall that $A(\rho_A) < t_0 < \rho_R$. The probability that $\Gamma R(t_0)$ produces a $k$-sized object is
\[
P(|\Gamma R(t_0)| = k) = \frac{r_k t_0^k}{k! R(t_0)}, \quad k \in \mathbb{N}_0.
\]
Hence the time until an object of size $k \in \mathbb{N}_0$ is distributed like a random variable $G(k)$ with geometric distribution and with mean
\[
g(k) = \frac{r_k t_0^k}{k! R(t_0)} \sum_{\ell \geq 1} \ell \left(1 - \frac{r_k t_0^k}{k! R(t_0)}\right)^{\ell-1} = \frac{k! R(t_0)}{r_k t_0^k}.
\]
Let $W_n$ denote the total waiting time until Step 2 is completed and set $\Xi_n = \sum_{1 \leq i \leq n} \xi_i$. Recall that $T_n$ can be equivalently represented by its outdegree sequence as outlined in (2.1) so that we deduce
\[
(4.4) \quad \mathbb{E}[W_n] = \mathbb{E}\left[\sum_{v \in T_n} G(d^+_n(v))\right] = \sum_{1 \leq i \leq n} \mathbb{E}\left[G(\xi_i) \mid \Xi_n = n - 1, S_t > 0 \text{ for } 1 \leq t \leq n - 1\right].
\]
Next we use the fact, sometimes referred to as the cycle lemma, see for example [20], that for any sequence $(d_1, \ldots, d_n)$ of non-negative integers such that $\sum_{1 \leq i \leq n} d_i = n - 1$ there exists a unique $1 \leq \ell \leq n$ such that the shifted sequence $(\tilde{d}_1, \ldots, \tilde{d}_n) = (d_\ell, \ldots, d_n, d_1, \ldots, d_{\ell-1})$ fulfills that $1 + \sum_{1 \leq i \leq j} (\tilde{d}_i - 1) > 0$ for $1 \leq t \leq n - 1$. Since this shift is only one of $n$ possible shifts and we are dealing with iid random variables we obtain
\[
P(\Xi_n = n - 1, S_t > 0 \text{ for } 1 \leq t \leq n - 1) = \frac{1}{n} P(\Xi_n = n - 1),
\]
a well-known relation. Further, as $\xi_1, \xi_2, \ldots$ are iid the random variable $G(\xi_i)$ is not altered by rotating $(\xi_1, \ldots, \xi_n)$ so that we also get for any $k \in \mathbb{N}
\[
P(G(\xi_i) = k, \Xi_n = n - 1, S_t > 0 \text{ for } 1 \leq t \leq n - 1) = \frac{1}{n} P(G(\xi_1) = k, \Xi_n = n - 1), \quad 1 \leq i \leq n.
\]
Combining the latter two equations into (4.4) yields
\[
(4.5) \quad \mathbb{E}[W_n] = n \mathbb{E}\left[G(\xi_1) \mid \Xi_n = n - 1\right].
\]
Next we compute
\[
\mathbb{E}\left[G(\xi_1) \mid \Xi_n = n - 1\right] = \sum_{k, \ell \geq 0} \ell \mathbb{P}(G(k) = \ell) \mathbb{P}\left(\xi_1 = k \mid \Xi_n = n - 1\right)
\]
\[
= \sum_{k \geq 0} g(k) \mathbb{P}\left(\xi_1 = k \mid \Xi_n = n - 1\right).
\]
With this at hand we obtain with Lemma 3.5 (which we are allowed to apply due to Lemma 4.1) that
\[
(4.6) \quad \mathbb{E}\left[G(\xi_1) \mid \Xi_n = n - 1\right] = \sum_{k \geq 0} g(k) \mathbb{P}(\xi = k) \frac{P(\Xi_{n-1} = n - k - 1)}{P(\Xi_n = n - 1)}
\]
\[
= O\left(\mathbb{E}[g(\xi)]\right).
\]
Since $t_0 > A(\rho_A)$,
\[
(4.7) \quad \mathbb{E}[g(\xi)] = \sum_{k \geq 0} \frac{R(t_0)}{A(\rho_A)} \left(\frac{A(\rho_A)}{t_0}\right)^k < \infty.
\]
Looking back at (4.5) this immediately gives us $\mathbb{E}[W_n] = O(n)$, as desired. Finally, generating a uniform permutation of $[n]$ in Step 3 takes time $O(n)$, see for example [32, Alg. P (Shuffling)].
5. Main Applications

We study several models of random trees, graphs and permutations. For each we explain in detail how they fit into the general framework of $R$-enriched trees and devise linear time exact size sampling algorithms by verifying the conditions of our main theorem.

5.1. Subcritical classes of connected graphs. Let us first recall a few basic notions from graph theory. A subgraph of a graph $G$ is called a block of $G$ if it is maximal such that it is either (isomorphic) to an edge or if it is 2-connected otherwise. We call a class $G$ block-stable if it contains the graph that is isomorphic to a single edge and that has the property that a graph belongs to $G$ if and only if all of its blocks belong to $G$. Block stable classes are ubiquitous, and include, for example, classes that are specified by excluding a finite list of minors.

It is well-known, see for example [17], that any block stable class $C$ of connected graphs satisfies the decomposition

$$C^* \simeq X \cdot (\text{SET} \circ B' \circ C^*),$$

where $B$ denotes the class of 2-connected graphs in $C$ (together, possibly, with the graph that is isomorphic to an edge) and $X$ contains a single vertex. The combinatorial constructions used in that formula are defined in the preliminaries, see Section 3.1. This decomposition of connected graphs is a consequence from the decomposition into blocks that enables us to describe a graph in terms of a tree and associated subgraphs of higher connectivity. Roughly speaking, Equation (5.1) follows from the fact that the root vertex of a connected rooted graph is incident to an unordered collection of blocks, that is, maximal 2-connected subgraphs. The entire graph may be described by this collection, with arbitrary rooted connected graphs glued to each of its non-root vertices.

What is important here is that block stable classes are isomorphic to enriched trees $A_R$ with $R = \text{SET} \circ B'$; this observation is not new and was also exploited elsewhere [37, 43, 44]. The correspondence is illustrated in Figure 3. Roughly speaking, we “unroll” the decomposition in (5.1). That is, given a rooted connected graph, we form the collection of blocks incident to the root vertex. This collection will become the decoration of the root of the associated tree. The non-root vertices of this collection correspond to the children of the root of the associated tree. As the entire graph consists of this collection with arbitrary rooted graphs glued to each of its non-root vertices, this transformation is then recursively applied to each of these graphs, grafting the resulting enriched trees to the children of the root in the enriched tree.

From the description of block stable classes, see also (1.1), we immediately obtain the relation

$$C'(x) = \exp(B'(xC'(x)))$$

for the corresponding exponential generating functions. We will study here the particular case in which the composition of the generating functions is subcritical, meaning that the largest value that $xC'(x)$ can attain, where $x$ is at most the radius of convergence of $C(x)$, lies strictly within the disc of convergence of $B'(x)$.
Definition 5.1. Let $C$ be a block stable class of connected graphs and $B$ the corresponding class of 2-connected graphs together with the graph that is isomorphic to an edge. Let $\rho_C$ and $\rho_B$ denote the radii of convergence of $C(x)$ and $B(x)$. We say that $C$ is subcritical if $\rho_B > \rho_C C'(\rho_C)$.

Subcritical graph classes have been studied from various viewpoints and include many important classes like trees, outerplanar and series-parallel graphs, but exclude also others, like planar graphs. From an analytical viewpoint, in the subcritical case the behavior of $C(x)$ near its singular points is not dictated by the behavior of $B(x)$, but it is rather a consequence of the composition $B'(xC'(x))$; this is in stark contrast to critical compositions (where necessarily $\rho_B = \rho_C C'(\rho_C)$), where there is an explicit interplay. From a combinatorial viewpoint subcritical classes are very much tree-like, in the sense that the blocks are typically small, the largest one having at most logarithmic size in the size of the graph. This makes it possible to study subcritical classes rather abstractly without explicitly fixing $B$, and by now there are many results that address the local as well the global structure of ‘typical’ members of such classes [23, 7, 22, 35]. Here we extend this list of results by providing linear-time exact-size samplers for many important classes including cactus, outerplanar and series-parallel graphs; many other classes for which there is a decomposition of the 2-connected graphs can be treated analogously.

In order to apply our main result we begin with the following fact, which is a simple consequence of the definition of subcritical classes.

Fact 5.2. Let $C$ be subcritical. Then $C$ has the properties (A) and (B) in the definition of a tame class of $R$-enriched trees for $R = SET \circ B'$.

So, what remains to be done in order to obtain an expected linear-time exact-size sampler for $R$-enriched trees by applying Theorem 1.5 is to verify the properties (C) and (D) in the definition of tame enriched trees for the classes at hand. In particular, we have to show that $|R_k| = |SET \circ B'_k|$ can be computed in time $e^{o(k)}$ and that we have a Boltzmann sampler for $R = SET \circ B'$. Assuming for the moment that this can be done (we will verify this condition for cacti graphs, outerplanar graphs, and series-parallel graphs in the following subsections), we may apply Theorem 1.5 that utilizes Algorithm 2.1 with the a random variable $\xi$ that has distribution, see also (1.2),

\[
P(\xi = k) = \frac{|R_k| \rho_C C'(\rho_C)^k}{C(\rho_C) k!}, \quad \text{with pgf} \quad E[z^\xi] = \frac{\rho_C R(C'(\rho_C)z)}{C'(\rho_C)},
\]

to obtain a linear-time exact-size sampler for $R$-enriched trees. In order to obtain a linear-time exact-size sampler for $C$ we need to transform this enriched into a rooted graph and drop the root-vertex:

Algorithm 5.3. (Uniform $n$ vertex graphs from a subcritical graph class $C$) Let $C$ be subcritical and assume that properties (C) and (D) in the definition of tame enriched trees are met. Then the following generates a uniform $n$-vertex graph from $C$ in expected time $O(n)$.

1. Generate a uniform $n$-vertex $R = SET \circ B'$ enriched tree using Algorithm 2.1.
2. Transform the enriched tree into a rooted graph from $C^*$.
3. Create an unrooted graph by forgetting which was the root vertex.

First, the algorithm is correct, since a uniform enriched tree corresponds to a uniform rooted connected graph. Any $n$-vertex labelled graph corresponds to $n$ rooted versions, hence forgetting the root vertex yields the uniform distribution on $n$-vertex labelled unrooted graphs.

Second, Theorem 1.5 guarantees that generating a uniform $n$-vertex enriched tree takes expected time $O(n)$. Transforming it into a graph takes expected time $O(n)$ by the following lemma, hence Algorithm 5.3 runs in expected linear time.

Lemma 5.4. A uniformly selected $n$-vertex $R = SET \circ B'$ enriched tree may be transformed into a rooted connected graph from $C^*$ in an expected linear number of steps.

Proof. Let $(T, (R_v)_{v \in T})$ denote an $n$-vertex $R$-enriched tree for $R = SET \circ B'$. We may construct the associated rooted graph by traversing the tree $T$ in some order (for example breadth-first-search) and gluing the respective blocks together as depicted in Figure 3.
At any point in this traversal, when we arrive at a vertex \( v \in T \) we glue the blocks from \( R_v \) to the graph constructed so far. If the graphs are represented by adjacency lists, then the time required for this step is bounded by a constant multiple of the number of edges in the blocks from \( R_v \). As the number of non-\( \omega \)-vertices of \( R_v \) agrees with the number \( d^+_T(v) \) of children of \( v \) in \( T \), the number of edges in \( R_v \) is at most \( O(d^+_T(v)^2) \).

Hence the time required for transforming \( (T, (R_v)_{v \in T}) \) into a graph is bounded by a constant multiple of \( \sum_{v \in T} d^+_T(v)^2 \). Hence it follows from Lemma 2.3 that for a uniformly selected \( n \)-vertex \( A_n(T_n, (R_v)_{v \in T_n}) \) the expected required time is bounded by a constant multiple of

\[
\mathbb{E} \left[ \sum_{v \in T_n} d^+_T(v)^2 \right].
\]

By identical arguments as for Equations (4.4), (4.5), and (4.6), it follows that this bound belongs to \( O(n) \) and the proof is complete. \( \square \)

The following subsections are devoted to verifying (C) and (D) for the classes of cactus, outerplanar and series-parallel graphs, which are all subcritical, see for example [37]. Further minor-closed classes (such as the class of graphs that contain no cycle of length at least five) that fall into the present setting were described in [30], but we omit the details.

**Cactus Graphs.** A cactus graph is a graph in which each edge is contained in at most one cycle, that is, the class of such graphs is the block-stable class in which each every block is either an edge or a cycle. So, for this class we have

\[
\mathcal{B} = e + \text{CYC}(\mathcal{X}), \quad \text{and} \quad \mathcal{R} = \text{SET} \circ \mathcal{B}',
\]

where \( e \) is class of graphs that consists only of a single edge of size two. We immediately obtain that, see the relations for generating functions in Section 3.1 or directly in [37, Sec. 8.4],

\[
\mathcal{B}'(x) = x + \frac{x^2}{2(1-x)}, \quad \mathcal{R}(x) = (\text{SET} \circ \mathcal{B}')(x) = e^{\mathcal{B}'(x)}.
\]

In order to verify Condition (C) we have to show how to compute \( |\mathcal{R}_k| \) in time \( e^{o(k)} \). In this case, the counting sequence for \( \mathcal{B}' \) is explicit: we have \( |\mathcal{B}'_1| = 1 \) and \( |\mathcal{B}'_k| = k! \) for \( k \geq 2 \). Then, computing the \( k \)-th coefficient of \( e^{\mathcal{B}'(x)} \) can readily be done in polynomial (actual, at most cubic) time by using for example the recursive method [34].

It remains to verify Condition (D). From the general principles for the construction of Boltzmann samplers [24] we infer that a Boltzmann distributed object from \( \mathcal{R} \) contains a Poisson number of independent \( \mathcal{B}' \) components, each of which is also Boltzmann distributed. Moreover, a Boltzmann distributed object from \( \mathcal{B}' \) is with some constant probability an edge, and with the remaining probability a Boltzmann distributed cycle. To be completely explicit in this example, the Boltzmann sampler for \( \mathcal{R} \) is given by the following algorithm.

**Algorithm 5.5.** Boltzmann sampler \( \Gamma \mathcal{R}(t) \) for the class of cactus graphs, where \( 0 \leq t < \rho_{\mathcal{R}} \).

1. Let \( \ell \) be Poisson distributed with parameter \( \mathcal{B}'(t) \).
2. For each \( 1 \leq k \leq \ell \) let independently \( b'_1, \ldots, b'_\ell \) be a random graph from the Boltzmann distribution from \( \mathcal{B}' \) with parameter \( t \).
3. Distribute uniformly at random labels from \( \sum_{1 \leq k \leq \ell} |\mathcal{B}'_k| \) to \( b'_1, \ldots, b'_\ell \) and return the collection of relabeled \( b'_1, \ldots, b'_\ell \).

Note that this algorithm is actually a generic algorithm for sampling from the Boltzmann distribution for a class \( \text{SET} \circ \mathcal{B}' \), provided that we have a corresponding sampler for \( \mathcal{B}' \). We will (re-)use this algorithm in the following examples – outerplanar and series-parallel graphs – as well. It remains to specify the Boltzmann sampler for \( \mathcal{B}' \).

**Algorithm 5.6.** A Boltzmann sampler \( \Gamma \mathcal{B}'(t) \) for the class of connected cactus graphs without a cut vertex, where \( 0 \leq t < \rho_{\mathcal{B}} = \rho_{\mathcal{R}} = 1 \).

1. Let \( h \) be equal to one with probability \( t/\mathcal{B}'(t) \) and zero otherwise.
(2) If \( h = 1 \) create an edge and otherwise a cycle with \( 2 + d \) vertices, where \( d \) is geometrically distributed with parameter \( t \).
(3) Replace in the created graph the largest label with \( * \) and return.

Outerplanar Graphs. An outerplanar graph is a planar graph that can be embedded in such a way that every vertex lies on the boundary of the outer face. In this case, the blocks essentially correspond to edges and dissections of polygons, see for example [37, Sec. 8.5] for the (well-known) following statement.

**Lemma 5.7.** Let \( B \) be the class of all connected outerplanar graphs not containing a cut-vertex. Then there is a bijection

\[ B' + B' \simeq X + D, \]

where the class \( D \) of dissections satisfies \( D = X + \text{SEQ} \geq 2 \circ D \).

See Figure 4 for the specification of the class of dissections and the corresponding bijection. Lemma 5.7 enables us to compute via the recursive method [34] \( x_k(x) \) and \( e_B' \) in time \( e^{o(k)} \) with plenty of room to spare; this verifies Condition (C). In order to verify (D) we use, as already announced, Algorithm 5.5 as the Boltzmann sampler for \( R = \text{SET} \circ B' \), where we additionally need to specify the sampler for \( B' \). This, in turn, following the general Boltzmann sampling principles [24], can be realized by making a two-way choice between \( X \) (with probability \( t/2B'(t) \)) and \( D \) (with the remaining probability), in complete analogy to what we did in Algorithm 5.6. Finally, the sampler for \( D \) can be immediately obtained from the specification: we make (again) a two-way choice between \( X \) (this time with probability \( t/D(t) \)) and \( \text{SEQ} \geq 2 \circ D \), where in the latter the number of \( D \) components follows a geometric distribution, that is conditioned to be \( \geq 2 \), with parameter \( D(t) \).

Series-Parallel Graphs. In the case of series-parallel graphs we will use the following property of the associated class \( B' \) (connected series-parallel graphs with no cut-vertex).

**Lemma 5.8.** Let \( X \) be the class of graphs consisting of a single graph that is an isolated vertex, \( X_2 \) the class consisting of a single graph that contains exactly two isolated vertices, and \( e \) the class consisting of a single graph that is an isolated edge, where the size of it is defined to be zero. Then the class \( B' \) has the decomposition

\[ B' + B'_{(rm)} \simeq e \cdot X + B'_{(r)} + B'_{(m)}, \]

where \( B'_{(rm)} \subseteq B' \) and

\[ B'_{(r)} \simeq X_2 \cdot (e + P)^2 \cdot D, \quad B'_{(m)} \simeq X \cdot (e \cdot \text{SET} \geq 2(S) + \text{SET} \geq 3(S)), \quad B'_{(rm)} \simeq X \cdot P \cdot S, \]

and

\[ D \simeq e + S + P, S = (e + P) \cdot X \cdot D, P = e \cdot \text{SET} \geq 1(S) + \text{SET} \geq 2(S). \]

This lemma is taken from [7, Sec. 6.1], where also the simple bijections – that can be implemented in linear time – behind the given isomorphisms are depicted. We will not repeat this here, since it would be a mere reconstruction of what is done in [7]. Let us just mention that in Lemma 5.8 the classes \( D, S \) and \( P \) correspond to the well-known classes of general, series and parallel networks, which are, roughly speaking, 2-connected series-parallel graphs with a removed edge whose endpoints are distinguished and do not contribute to the size. Their decomposition has been known since the 1980’s. Moreover, the decomposition of \( B' \) follows from
the general decomposition scheme of connected graphs in their 3-connected components; for
details we refer to our primary source [7] and the paper [17].

With Lemma 5.8 at hand we proceed as usual in this section. We are again in a position to
compute via the recursive method [34] \(|x^k|B'(x)\) and \(|x^k|c^{B'(x)}\) in time \(e^{o(k)}\) with room to spare;
this verifies Condition (C). In order to verify (D) we again use Algorithm 5.5 as the Boltzmann
sampler for \(R = \text{SET} \circ B'\), where the last remaining step is to specify the sampler for \(B'\). Using
the decomposition in Lemma 5.8 we readily obtain a Boltzmann sampler for \(B' + B'_{\text{rm}}\) from the
general principles for the construction of Boltzmann samplers from [24]. In addition to that,
since \(B'_{\text{rm}} \subseteq B'\), we obtain a sampler for \(B'\) by rejection: if the sampled graph is in \(B'_{\text{rm}}\), we
reject it with probability 1/2 and repeat the experiment.

5.2. Bienaymé–Galton–Watson trees conditioned on the number of vertices with given degrees.
Throughout this section we fix a proper subset \(\Omega \subseteq \mathbb{N}\) satisfying \(0 \in \Omega\). See Remark 5.11 below
for comments on this assumption. We let \(\Omega^c := \mathbb{N} \setminus \Omega\) denote its complement. Let \(\zeta\) be a random
non-negative integer satisfying

\[
\mathbb{P}(\zeta = 0) > 0, \quad \mathbb{P}(\zeta \geq 2) > 0, \quad \text{and} \quad \mathbb{P}(\zeta \in \Omega) > 0. \tag{5.3}
\]

Our aim in this section is to develop an expected linear-time sampler for a tree \(A^\Omega_n\) that is
distributed like a \(\zeta\)-Bienaymé–Galton–Watson \(A\) tree conditioned on having \(n\) vertices with outdegree in
\(\Omega\). Formally, letting \(L_\Omega(\cdot)\) denote the number of vertices with outdegree in \(\Omega\), we set \(A^\Omega_n = (A \mid L_\Omega(A) = n)\). Of course, we only consider integers \(n\) for which this is well defined, that is, where
\(\mathbb{P}(L_\Omega(A) = n) > 0\). Furthermore, in order to obtain a procedure that samples in linear time, we
assume that

\[
\mathbb{E}[\zeta] = 1 \quad \text{and} \quad \mathbb{E}[(1 + \epsilon)^\zeta] < \infty \quad \text{for some } \epsilon > 0. \tag{5.4}
\]

We also assume that the weight \(\mathbb{P}(\zeta = k)\) may be computed in time \(\exp(o(k))\) for each \(k \geq 0\),
and that the probability \(\mathbb{P}(\zeta \in \Omega)\) is also given.

A result by Kortchemski [33, Thm. 8.1] asserts that for some constant \(c = c(\Omega) > 0\)

\[
\mathbb{P}(L_\Omega(A) = n) \sim cn^{-3/2}. \tag{5.5}
\]

Hence, we may use Boltzmann sampling as described in the introduction (rejection and truncation)
to obtain a polynomial time exact-size sampler for \(A^\Omega_n\). This performance is not optimal,
hence our motivation for describing a generator that accomplishes this in linear time.

The procedure we are going to describe is based on the fact that rooted trees satisfying
\(L_\Omega(\cdot) = n\) correspond bijectively to \(n\)-vertex \(R\)-enriched trees for a specific class \(R\), see [25, 39].
Since we may generate \(R\)-enriched trees in expected linear time via Algorithm 2.1, and since
the transformation to a plane tree with \(L_\Omega(\cdot) = n\) also takes expected linear time, we will
arrive at generator for \(A^\Omega_n\) that runs in expected time \(O(n)\). To be fully precise, we will use a
straight-forward extension of Algorithm 2.1 to weighted species, because \(A^\Omega_n\) is not (necessarily)
uniform among all plane trees \(A\) with \(L_\Omega(A) = n\). To wit, for a tree \(A\)

\[
\mathbb{P}(A^\Omega_n = A) = \frac{\mathbb{P}(A = A)}{\mathbb{P}(L_\Omega(A) = n)} = \frac{1}{\mathbb{P}(L_\Omega(A) = n)} \prod_{v \in A} \mathbb{P}(\zeta = d^\Omega_A(v)). \tag{5.6}
\]

Consequently, the random \(n\)-vertex \(R\)-enriched tree corresponding to \(A^\Omega_n\) is not (necessarily)
uniform. Furthermore, again to be fully precise, Algorithm 2.1 is formulated for labelled
structures. The plane trees we generate here are asymmetric unlabelled structures. That is, it is
irrelevant whether we consider them as labelled or unlabelled, since they have no non-trivial
symmetries. Thus, we may safely ignore labels in this section.

Let us start with the description of the weighted species \(R\) in question. For each integer
\(k \geq 0\) we let \(R_k\) denote the collection of all tuples \(R = (y, x_1, \ldots, x_\ell)\) satisfying \(\ell \geq 0\), \(y \in \Omega\),
\(x_1, \ldots, x_\ell \in \Omega^c - 1\), and \(y + \sum_{i=1}^\ell x_i = k\). To each such tuple \(R\) we assign a weight \(\gamma(R)\) by

\[
\gamma(R) = \mathbb{P}(\zeta = y) \prod_{i=1}^\ell \mathbb{P}(\zeta = x_i + 1). \tag{5.7}
\]
It was shown in [25, 39] in a more general context that an ordered rooted tree $A$ corresponds bijectively to a pair $(T, \beta)$ of an ordered rooted tree $T$ with $n$ vertices, and a map $\beta$ that assigns to each inner vertex $v \in T$ a structure $\beta(v) \in R_{\mathcal{d}_T(v)}$. Here $A$ is constructed from $T$ by a blow-up procedure that replaces a vertex $v \in T$ and the edges to its children by a tree constructed from $\beta(v)$ as illustrated in Figure 5.

![Figure 5. Blow-up procedure of a vertex $v$ (red) having 5 children and decoration $\beta(v) = (2, 2, 0, 3)$.
](image)

This correspondence is weight-preserving in the sense that the weight $P(A = A)$ of the tree $A$ equals the weight $\prod_{v \in T} \gamma(\beta(v))$ of the decorated tree $(T, \beta)$. Furthermore, the random decorated tree $(T_n, \beta_n)$ corresponding to the random tree $A_n^T$ has the property that $T_n$ is distributed like a $\xi$-Galton–Watson tree conditioned on having $n$ vertices, where the random integer $\xi \geq 0$ has probability generating function

$$\mathbb{E}[z^\xi] = \left( \sum_{k \in \Omega} \mathbb{P}(\xi = k)z^k \right) \left( 1 - \sum_{k \in \Omega} \mathbb{P}(\xi = k)z^{k-1} \right)^{-1}. \quad (5.8)$$

Conditional on $T_n$, each decoration $\beta_n(v)$ gets drawn from $R_{\mathcal{d}_{\mathcal{T}}(v)}$ with probability proportional to its $\gamma$-weight, independently from the rest. Setting $|\mathcal{R}_k|_\gamma = \sum_{R \in \mathcal{R}_k} \gamma(R)$ for each $k \geq 0$, the ordinary generating series of the species $\mathcal{R}$ is given by

$$\mathcal{R}(z) := \sum_{k \geq 0} |\mathcal{R}_k|_\gamma z^k = \mathbb{E}[z^\xi]. \quad (5.9)$$

See [25, 39, 44] for detailed justifications.

Our strategy for generating $A_n^T$ in expected time $O(n)$ is to generate the $\mathcal{R}$-enriched plane tree $(T_n, \beta_n)$ with Algorithm 2.1 and apply the blow-up procedure. In order to verify that this works we have to do two things. First, we have to check that the conditions of Algorithm 2.1 are met. Second, we have to check that the expected time for applying the blow-up procedure to $(T_n, \beta_n)$ is $O(n)$. Note that there is a subtle difficulty in the second step, because the number of vertices of $A_n^T$ may be much larger than $n$ and the blow-up procedure may take very long.

Let us start by verifying the conditions of Algorithm 2.1. Condition (5.4) and the definition of the probability generating function of $\xi$ in (5.8) entail that $\mathcal{R}(z) = \mathbb{E}[z^\xi]$ has radius of convergence $\rho_\mathcal{R} > 1$. (Specifically, $\rho_\mathcal{R}$ is the supremum of the collection of all $x > 0$ for which $\mathbb{E}[x^\xi 1_{\xi \in \Omega}] < \infty$ and $\mathbb{E}[x^{\xi-1} 1_{\xi \in \Omega}] < 1$.) For any parameter $t > 0$ with $\mathcal{R}(t) < \infty$ we define a Boltzmann sampler $\Gamma \mathcal{R}(t)$ with distribution

$$\mathbb{P}(\Gamma \mathcal{R}(t) = R) = \frac{\gamma(R)t^{k(R)}}{\mathcal{R}(t)}, \quad R \in \bigcup_{k \geq 0} \mathcal{R}_k \quad (5.10)$$

for $k(R) \geq 0$ the unique integer with $R \in \mathcal{R}_k(R)$.

**Algorithm 5.9. A Boltzmann sampler $\Gamma \mathcal{R}(t)$:**

1. Generate a random integer $y$ with probability generating function $\mathbb{E}[(zt)^y 1_{\xi \in \Omega}]/\mathbb{E}[t^\xi 1_{\xi \in \Omega}]$.

2. Generate a random integer $\ell$ with geometric distribution with parameter $\mathbb{E}[t^{\xi-1} 1_{\xi \in \Omega}]$. 

(3) For each \(1 \leq i \leq \ell\) generate a random integer \(x_i\) with probability generating function given by \(E[t^{k-1}1_{\zeta \in \Omega}]^{-1} \sum_{k \in \Omega} P(\zeta = k)(zt)^{k-1}\).

(4) Return \((y, x_1, \ldots, x_\ell)\).

For any integer \(k \geq 0\) (satisfying \(|R_k| > 0\)) we may condition \(\Gamma R(t)\) on returning an element from \(R_k\). The element generated in this way is drawn with probability proportional to its \(\gamma\)-weight from \(R_k\). Since all coordinates of a tuple from \(R_k\) are at most \(K\), we may fix some \(K \geq k\) and work with a truncated version \(\Gamma_{\leq K} R(t)\) instead. That is, \(\Gamma_{< K} R(t)\) uses truncated versions \((y \mid y \leq K)\) and \((x_i \mid x_i \leq K)\) instead, and conditioning \(\Gamma_{\leq K} R(t)\) on producing an element from \(R_k\) also yields a random element that gets drawn with probability proportional to its \(\gamma\)-weight. Furthermore, constructing \(\Gamma_{\leq K} R(t)\) only requires knowledge of \(P(\zeta \in \Omega)\) and the probabilities \(P(\zeta = i)\) for \(0 \leq i \leq K\). We assumed that \(P(\zeta \in \Omega)\) is given and that \(P(\zeta = i)\) may be computed in \(e^{o(i)}\) steps. Hence constructing \(\Gamma_{\leq K} R(t)\) requires \(e^{O(K)}\) preprocessing time. Running a single instance of \(\Gamma_{\leq K} R(t)\) only requires constant time in expectation. Moreover, \(P(\Gamma_{\leq K} R(t) \in R_k) \geq P(\Gamma R(t) \in R_k)\), hence generating a random element from \(R_k\) using \(\Gamma_{\leq K} R(t)\) is at least as fast as using \(\Gamma R(t)\).

We may now state our final algorithm for sampling \(A^\Omega_n\).

**Algorithm 5.10.** A generator for \(A^\Omega_n\) that runs in expected time \(O(n)\).

1. Use Algorithm 2.4 to sample a Bienaymé–Galton–Watson tree \(T_n\) with offspring distribution \(\xi\) conditioned on having \(n\) vertices.
2. Let \(K\) denote the maximal outdegree of \(T_n\). For a fixed \(1 < t_0 < \rho_R\) repeatedly call for each \(v \in T_n\) the sampler \(\Gamma_{\leq K} R(t_0)\) until it produces an object \(\beta_n(v)\) from \(R_{d_{T_n}(v)}\).
3. Perform the blow-up procedure illustrated in Figure 5 on \((T_n, \beta_n)\) to create \(A^\Omega_n\).

Here’s a justification why Algorithm 5.10 runs in expected time \(O(n)\).

**Proof.** We first show that Step (1) can be implemented in expected time \(O(n)\). The expression of \(E[z^\xi]\) in (5.8) allows us to compute \(P(\xi = k)\) in \(e^{o(k)}\) steps for any \(k \geq 0\), since we assumed \(P(\xi = k)\) to be computable in \(e^{o(k)}\) steps. Furthermore, using \(E[\xi] = 1\) it follows from (5.8) that \(E[z^\xi] = 1\), see [39, Thm. 6] for details on the calculation. Moreover, \(\xi\) has finite exponential moments. Thus, Algorithm 2.4 samples from the distribution of \(T_n\) in expected time \(O(n)\).

We proceed with the analysis of Step (2) in Algorithm 5.10. Determining the maximum degree \(K\) takes \(O(n)\) steps. As argued before, constructing the sampler \(\Gamma_{\leq K} R(t)\) takes \(e^{O(K)}\) steps. Hence, the expected time for doing so is bounded by

\[
E[e^{O(K)}] \leq E \left[ \sum_{v \in T_n} e^{O(d_{T_n}(v))} \right].
\]

By identical arguments as for Equations (4.4), (4.5), and (4.6), and since \(\xi\) has an exponential tail, it follows that this bound belongs to \(O(n)\).

The unique generating series \(A_R(z)\) with \(A_R(z) = z R(A_R(z))\) satisfies \([z^n] A_R(z) = P(L_{\Omega}(A) = n)\). By (5.5) it follows that it has radius of convergence \(\rho_{A_R} = 1\) and hence \(A_R(\rho_{A_R}) = R(1) = 1\) (since \(R(z) = E[z^\xi]\)). We observed above that \(\rho_R > 1\). Thus, as justified in the proof of Thm. 1.5, we may generate the decoration \(\beta_n\) in expected time \(O(n)\) by repeatedly running \(\Gamma_{\leq K} R(t)\) for each vertex \(v \in T_n\) until we generate an element from \(R_{d_{T_n}(v)}\).

We conclude with the analysis of the blow-up procedure in Step (3). The time required for performing the blow-up of a vertex \(v \in T_n\) with decoration \(\beta_n(v) = (y(v), x_1(v), \ldots, x_{\ell(v)}(v))\) is bounded by \(O(d_{T_n}(v) + \ell(v))\). Recall that the outdegrees of a tree with \(n\) vertices sum up to \(n - 1\). Summing over the \(n\) vertices of \(T_n\), the total time for performing all blow-up operations is hence bounded by

\[
n - 1 + \sum_{v \in T_n} \ell(v).
\]
Arguing analogously as for Equations (4.4), (4.5), and (4.6), only with conditional moments, and using $t > 1$ and $\mathbb{E}[\ell] < \infty$, it follows that
\[
\mathbb{E}[\sum_{v \in \Omega_n} \ell(v)] = O(n) \sum_{k \geq 0} \mathbb{E}[\ell | y + x_1 + \ldots + x_\ell = k] \mathbb{P}(\xi = k) = O(n) \mathbb{E}[\ell] \sum_{k \geq 0} \frac{\mathbb{P}(\xi = k)}{\mathbb{P}(y + x_1 + \ldots + x_\ell = k)} = O(n) \sum_{k \geq 0} \frac{[z^k] R(z)}{[e^k] R(tz)} = O(n).
\]
It follows that the expected time for performing the blow-up is $O(n)$. Hence the total expected time for generating $A_n^\Omega$ using Algorithm 5.10 is $O(n)$. \hfill \Box

Remark 5.11. Throughout, we assumed that $0 \in \Omega$. Rizzolo’s [39] methods may be used to generalize the procedure so that this assumption is no longer necessary. However, the decorations and the blow-up procedure are far more technical in the case $0 \notin \Omega$. We leave the details to the reader, because all applications of the present section to models of combinatorial structures considered below are already covered by the special case $\Omega = \{0\}$.

5.2.1. Dissections of convex polygons. Let $D = \mathcal{X} + \text{SEQ}_{\geq 2} \circ D$ denote the class of dissections of polygons, compare to Figure 4. In this section we present a sampler generating uniform dissections $D_n$ of size $n$ in expected time $O(n)$ as an application of Algorithm 5.10 for $A_n^\Omega$ with $\Omega = \{0\}$. First we need some notation and an alternative viewpoint for the class $D$. For $n \geq 3$ let $P_n$ denote the polygon in the complex plane with $n$ sides whose vertices are the $n$-th roots of unity. A dissection $D$ of $P_n$ is the union of all sides of $P_n$ together with a collection of diagonals (connecting vertices of $P_n$) that may only intersect in their endpoints. Then $D_n$ contains all dissections of $P_{n+1}$. See the first two images in Figure 6 for an example.

Figure 6. From left to right: the polygon $P_8$, a dissection in $D_7$, the bijection $\Phi$ applied to this dissection and the corresponding tree.

In order to specify a sampler for $D_n$ (the uniform distribution on $D_n$) we exploit the following fact that can be found for instance in [18, Prop. 2.2]. There is a bijection $\Phi$ between $D_n$ and rooted plane trees with $n$ leaves where no node has outdegree 1. We abbreviate this set of trees by $\mathcal{H}_n$. Given a dissection $D \in D_n$ the tree $\Phi(D) \in \mathcal{H}_n$ is constructed as follows, see also the transition from the third to the fourth image in Figure 6. First place a vertex in each of the faces of $D$ and outside each side of $P_{n+1}$. Then join any two vertices whose corresponding faces share a common edge. Let the root be the vertex connected to the vertex outside of the side connecting vertex 1 with $e^{2\pi i/(n+1)}$ and delete this vertex and its adjacent edge. Vice versa given a tree $T \in \mathcal{H}_n$ it is straightforward to obtain the corresponding dissection $\Phi^{-1}(T) \in D_n$ as depicted in the example (third and fourth image) in Figure 6.

It was shown in [18] that there is a model of Galton-Watson-trees in $\mathcal{H}_n$ corresponding to uniform dissections. More concretely, for $c \in (0,1/2)$ consider the distribution of a random variable $\zeta$ given by
\[
\mathbb{P}(\zeta = 0) = \frac{1 - 2c}{1 - c}, \quad \mathbb{P}(\zeta = 1) = 0 \quad \text{and} \quad \mathbb{P}(\zeta = k) = c^{k-1} \quad \text{for} \quad k \geq 2.
\]
Denote by $A_n$ the Galton-Watson tree with offspring distribution $\zeta$ and being conditioned on having $n$ leaves. Note that this corresponds to $A_n^\Omega$ in the previous section in the case $\Omega = \{0\}$. Then $A_n$ has the same distribution as $\Phi(D_n)$ for any $c \in (0, 1/2)$ according to [18, Prop. 2.3]. With this at hand, the sampler for $D_n$ involves two steps.

**Algorithm 5.12. Uniform dissection $D_n$ from $D_n$.**

1. Use Algorithm 5.10 to generate $A_n$.
2. Translate $A_n$ to $\Phi^{-1}(A_n)$.

In Step (1) of Algorithm 5.12 we generate a degree sequence $(d_1, \ldots, d_K)$ for some $K \in \mathbb{N}$ representing the rooted plane tree $A_n$ with $n$ leaves (and $K + 1$ vertices), compare to (2.1). To state a complete sampler for $D_n$ we still need to clarify a subroutine for Step (2) translating this sequence into the corresponding dissection.

**Algorithm 5.13. Translating a degree sequence $(d_1, \ldots, d_K)$ to the corresponding dissection.**

1. Create a directed cycle with $d_1 + 1$ vertices labelled counterclockwise by $\{1, \ldots, d_1 + 1\}$. Let $E_1 = ((1, 2), (2, 3), \ldots, (d_1 + 1, 1))$ be the sequence of edges.
2. For $2 \leq i \leq K$ set $E_i = E_{i-1}$ if $d_i = 0$. If $d_i > 0$ (implying that $d_i \geq 2$) do the following. Let $(v_1, v_2)$ be the $i$-th edge in the sequence $E_{i-1}$. Create a directed cycle of size $d_i + 1$ such that one edge is $(v_1, v_2)$. Label the remaining vertices counterclockwise (starting at $v_2$) with successive labels in $\mathbb{N}$ which have not been used so far. Append the newly created edges counterclockwise to $E_{i-1}$ to obtain $E_i$.
3. Let $V$ contain all the labels in $E_K$ and let $E$ be the set of edges in $E_K$. Return the graph $(V, E)$. (To draw the dissection in the way defined above embed the graph $(V, E)$ into the complex plane such that its vertices are the $n$-th roots of unity, the vertex with label $1$ sits at $1$ and all the edges are non-crossing. Drop the labels afterwards.)

**Theorem 5.14. Choosing $c = 1 - 2^{-1/2}$ Algorithm 5.12 has expected runtime $O(n)$.**

**Proof.** Per definition of $\zeta$ we have that $\mathbb{P}(\zeta = 0) > 0$ and $\mathbb{P}(\zeta \geq 2) > 0$ verifying (5.3). The choice $c = 1 - 2^{-1/2}$ further guarantees that $\mathbb{E}[\zeta] = 1$ and for $\varepsilon > 0$ such that $(1 + \varepsilon)c < 1$ we have that

$$\mathbb{E} \left[ (1 + \varepsilon)^{\zeta} \right] = (1 + \varepsilon)^{-c} \frac{1 - 2c}{1 - c} + c^{-1} \sum_{k \geq 2} (1 + \varepsilon)^k c^k < \infty.$$ 

Hence Equation (5.4) is valid. Finally, the probability $\mathbb{P}(\zeta = k)$ can be computed in $e^{o(k)}$ steps as $c$ is explicitly given. We deduce that all conditions at the beginning of Section 5.2 are fulfilled so that Algorithm 5.10, Step (1) of Algorithm 5.12 respectively, runs in expected time $O(n)$.

Let us next explain why Step (2) or equivalently Algorithm 5.13 runs in expected time $O(n)$ for any degree sequence $(d_1, \ldots, d_K)$ corresponding to a tree $T \in \mathcal{H}_n$. First of all note that there is no vertex with outdegree $1$ in $T$ implying that $K \leq 2n$ so that we have $O(n)$ iterations in steps (1) and (2) of Algorithm 5.13. The number of created edges is $n + 1$ (for the edges of the polygon of length $n + 1$) plus the additional edges accounting for the diagonals of the dissection. But in each iteration of Step (2) at most one diagonal edge (if $d_i > 0$ is created so that the total number of edges is $O(n + 1 + K) = O(n)$. As each edge is only created once the total time needed to finish Step (2) is $O(n)$. □

5.3. Subcritical substitution-closed classes of permutations. An $n$-sized permutation $\sigma : [n] \to [n]$ may be denoted in multiple ways, for example by the sequence of numbers $\sigma(1)\sigma(2) \ldots \sigma(n)$, or graphically by a diagram corresponding to the collection of points $\{(i, \sigma(i)) \mid i \in [n]\}$. Given permutations $\nu_1, \ldots, \nu_n$ of arbitrary sizes $k_1, \ldots, k_n \geq 1$, we may form the $(k_1 + \ldots + k_n)$-sized permutation $\sigma[\nu_1, \ldots, \nu_n]$ by performing a substitution-operation, where for each $1 \leq i \leq n$ the point $(i, \sigma(i))$ gets replaced by the diagram of the permutation $\nu_i$, and the rows and columns are rescaled accordingly. This is best explained by Figure 7 which depicts an example.

A class $\mathcal{C}$ of permutations is called substitution-closed if $\sigma, \nu_1, \ldots, \nu_n \in \mathcal{C}$ implies $\sigma[\nu_1, \ldots, \nu_n] \in \mathcal{C}$. Letting $C_n \subset \mathcal{C}$ denote the subset of $n$-sized permutations in $\mathcal{C}$, the ordinary generating function of $\mathcal{C}$ is given by $\mathcal{C}(x) = \sum_{n \geq 1} |C_n| x^n$. A permutation $\sigma$ of size at least $3$ is called simple, if
it cannot be represented as a substitution of permutations, except of course in a trivial manner by $\sigma = \sigma[1, \ldots, 1]$ and $\sigma = 1[\sigma]$. We let $S \subset C$ denote the subclass of permutations that are simple and lie in $C$.

**Definition 5.15.** We call the substitution-closed class $C$ of permutations subcritical, if the radius of convergence $\rho_S$ of the ordinary generating series $S(z)$ satisfies

$$S'(\rho_S) > \frac{2}{(1 + \rho_S)^2} - 1. \tag{5.11}$$

This is always satisfied if $\rho_S = \infty$, for which the right-hand side equals $-1$ per convention. In particular, it encompasses the case when $S$ is finite. The subclass $S$ of simple permutations plays an analogous role for substitution-closed classes of permutations as the class of blocks does for block-stable classes of graphs. Inequality (5.11) is the analogon to the subcriticality condition in Definition (5.1) for subcritical classes of graphs. The condition also crops up in work on permutron limits [3, 15].

A Boltzmann sampling procedure is available for the subclass $S$ of simple permutations (for example, when this class if finite), and if the class $C$ is subcritical in the sense defined above, then a Boltzmann sampler for $C$ may be constructed that lets us generate a uniform $n$-sized permutation from $C$ in expected time $O(n^2)$. In the following, we pursue a different approach that allows us to perform this task in time $O(n)$ instead, assuming that we may compute the number $[x^k] S(x)$ of simple permutations of size $k$ in $C$ in at most $e^{o(k)}$ steps.

For all $k \geq 2$ we define the permutations $\oplus_k = 1 \ldots k$ and $\ominus_k = k \ldots 1$. We call a permutation $\oplus$-indecomposable if it cannot be expressed as a substitution $\oplus_k(\nu_1, \ldots, \nu_k)$ for some $k \geq 2$. The term $\ominus$-indecomposable is defined analogously. As detailed in [1, Prop. 2], any permutation in $C$ of size at least 2 may be uniquely represented as a substitution $\sigma[\nu_1, \ldots, \nu_n]$ where $\nu_1, \ldots, \nu_n \in C$ and exactly one of the following three cases hold:

(a) $\sigma \in S$, or
(b) $\sigma \in \{ \oplus_k \mid k \geq 2 \}$ and $\nu_1, \ldots, \nu_k$ are $\oplus$-indecomposable, or
(c) $\sigma \in \{ \ominus_k \mid k \geq 2 \}$ and $\nu_1, \ldots, \nu_k$ are $\ominus$-indecomposable.

This leads to unique representations of permutations from the class $C$ as canonical decomposition trees, which are plane trees whose inner vertices are decorated with permutations from $S \cup \bigcup_{k \geq 2} \{ \oplus_k, \ominus_k \}$, such that no two adjacent vertices may carry both an $\oplus$-decoration or both an $\ominus$-decoration. If the permutation is of the form $\sigma[\nu_1, \ldots, \nu_n]$ as in one of the three discussed cases, then the root of the associated tree is decorated with $\sigma$, and its $n$ children are roots of the (recursively defined) canonical decomposition trees corresponding to the permutations $\nu_1, \ldots, \nu_k$. See Figure 8 for an illustration. This way, the size of the permutation corresponds to the number of leaves of the associated canonical decomposition tree.

Our first observation describes how the permutation associated to a canonical decomposition tree may be computed in linear time.

**Lemma 5.16.** A canonical decomposition tree with $n$ leaves may be transformed into a permutation in $O(n)$ steps.

**Proof.** A canonical decomposition tree with $n$ leaves is given by a plane tree $T$ with $n$ leaves, together with a family of permutations $(\sigma_v)_v$ from $S \cup \bigcup_{k \geq 2} \{ \oplus_k, \ominus_k \}$ with the index $v$ ranging over all inner vertices of $T$. Of course, $T$ and $(\sigma_v)_v$ are subject to the discussed constraints, so
that the size of \( \sigma_v \) is equal to the number of children of \( v \) for each inner vertex \( v \), and so that no two adjacent inner vertices of \( T \) are both decorated with a \( \ominus \)-permutation, or both with a \( \ominus \)-permutation.

First step: assign labels to the leaves. Note that any inner vertex of \( T \) has at least two children, because all permutations from \( S \cup \bigcup_{k \geq 2} \{ \ominus k, \ominus k \} \) have size at least 2. Hence the total number of vertices in such a tree with \( n \) leaves is at most \( 2n - 1 \). Hence we may assign numeric labels from 1 to \( n \) to the leaves of \( T \) according to their lexicographic order in \( O(n) \) time by performing a depth-first-search traversal.

Second step: recursively calculate a linked list of numbers. The next step is to form a linked list that represents the inverse of the permutation that we want to compute. We use a data type that additionally has pointers to the first and last element of the list, so that we may concatenate two such lists in a bounded number of steps, regardless of their length. See [32, Ch. 2] for details on this data structure.

The algorithm works recursively: If the tree consists of a single vertex, we return its numeric label as a linked list of length 1. If it is not, then the root is decorated with some permutation \( \sigma \), and has some number \( d \geq 2 \) of children. The decorated fringe subtrees \( T_1, \ldots, T_d \) corresponding to these children have disjoint leaf label sets, and calling the algorithm recursively for each returns linked lists \( L_1, \ldots, L_d \). The inverse of a permutation may be computed in linear time, hence we may calculate the inverse \( \sigma^{-1} \) of \( \sigma \) in \( O(d) \) steps. The employed datatype allows us to form the concatenation \( L \) of \( L_{\sigma^{-1}(1)}, \ldots, L_{\sigma^{-1}(d)} \) in that order in \( O(d) \) steps.

Now, the number of steps required for this algorithm is \( O(d) \) plus the number of steps required for the recursive calls to compute \( L_1, \ldots, L_d \). Hence, each vertex of \( T \) contributes an \( O(d_{\mathcal{T}}(v)) \) number of steps, with \( d_{\mathcal{T}}(v) \) denoting its number of children. Hence the total number of steps required to compute the list \( L \) is \( O(\sum_{v \in T} d_{\mathcal{T}}(v)) = O(n) \).

Third step: return the inverse of the permutation associated to that list. The list \( L \) computed in the second step corresponds to a permutation that for each \( 1 \leq i \leq n \) maps the number \( i \) to the \( i \)th element of \( L \). The inverse \( \sigma \) of this permutation may be calculated in \( O(n) \) steps.

Correctness and time complexity. We have argued that each of the three steps may be completed in \( O(n) \) steps, hence the algorithm completes in linear time. In order to check that it actually computes the permutation associated to \( (T, (\sigma_k)_v) \), simply note in the second step that if for each \( 1 \leq i \leq d \) the list \( L_i \) represents the inverse of the permutation corresponding to the tree \( T_i \), then the concatenation \( L \) of \( L_{\sigma^{-1}(1)}, \ldots, L_{\sigma^{-1}(d)} \) represents the inverse of the permutation corresponding to \( T \). Hence correctness of the algorithm follows by structural induction.

A closing example. Let us close with an example. The canonical decomposition tree \( T \) in Figure 8 consists of an outdegree \( d = 4 \) root vertex decorated by the permutation \( \sigma = 3142 \), with 4 decorated trees \( T_1, \ldots, T_4 \) attached to it. The first step of the algorithm labels the leaves from 1 to 8 in lexicographic order, that is, from left to right in the drawing in Figure 8. The lists corresponding to the subtrees in the second step are given by \( L_1 = (1, 3, 2), L_2 = (4), L_3 = (6, 5), \) and \( L_4 = (7, 8) \). The inverse of \( \sigma \) is given by \( \sigma^{-1} = 2413 \). Hence the list \( L \) is

\[
\text{Figure 8. The permutation 46518723 and its associated canonical decomposition tree.}
\]
Figure 9. A canonical decomposition tree and its corresponding packed tree.

given by the concatenation of $L_2, L_4, L_1, L_3$, that is, $L = (4, 7, 8, 1, 3, 2, 6, 5)$. Its inverse is the permutation 47813265 corresponding to the tree $T$. □

The drawback of canonical decomposition trees is that the constraints for the decoration of the children of a vertex depend on the decoration of the vertex itself. This violates one of the requirements of $\mathcal{R}$-enriched trees, where the decoration of a vertex is only constrained by the number of its children.

For this reason, packed trees were introduced in [15]. The idea is to encode canonical decomposition trees by trees with different kinds of decorations. To this end, we define a gadget as a special kind of canonical decomposition tree, with the additional requirements that it has height at most 2, and the root is an internal vertex decorated by a simple permutation, and each child of the root is either a leaf or an internal vertex decorated by an increasing permutation from $\{\oplus_k \mid k \geq 2\}$. The size of a gadget is its number of leaves. We define the class $\mathcal{Q}$ as the union of the collection of all gadgets and the collection $\{\ast_k \mid k \geq 2\}$ of formal objects, the index $k$ denoting the formal size of such an object $\ast_k$. Thus, the ordinary generating series of the class $\mathcal{Q}$ is given by

$$Q(x) = \frac{x^2}{1 - x} + S\left(\frac{x}{1 - x}\right).$$

A packed tree is a rooted plane tree where each internal vertex is decorated by an object from the class $\mathcal{Q}$, with the size of the object matching the number of children of the vertex. The size of a packed tree is defined to be its number of leaves.

As argued in [15, Prop. 2.15], there is a size-preserving bijection between the class of packed trees and the subclass of canonical decomposition trees whose root is not decorated by an increasing permutation from $\{\oplus_k \mid k \geq 2\}$. That is, those that correspond to $\oplus$-indecomposable permutations in $\mathcal{C}$. Let us call such decomposition trees $\oplus$-indecomposable, and define $\ominus$-indecomposable decomposition trees analogously.

Our next observation tells us that the number steps required for applying this bijection is linear in the size of the input.

Lemma 5.17. The $\oplus$-indecomposable canonical decomposition tree corresponding to a given packed tree with $n$ leaves may be computed in $O(n)$ steps.

Proof. The canonical decomposition tree associated to a packed tree $P$ gets constructed in two steps:

First step: Blow-up gadgets. We perform a blow-up procedure where each internal vertex $v$ of $P$ that is decorated by a gadget $G$ gets replaced by its gadget. That is, we delete $v$ and add an edge between its parent and the root of $G$. For each integer $i$ from 1 to the number $d$ of children of $v$ we merge the root of the $i$-th subtree attached to $v$ with the $i$-th leaf of $G$.

The time required to perform a single blow-up of $v$ is $O(d)$. Hence the total time required for all blow-ups is linear in the number of vertices of $P$. Since $P$ has $n$ leaves and each internal vertex has at least two children, its number of vertices is at most $2n - 1$. Hence the time required for the first step is $O(n)$. 

Second step: Replace ◦-signs. We traverse the vertices of the tree ˜P resulting from the first step in a breadth-first-search order. Whenever we encounter a vertex v that is decorated by ⊕k for some k ≥ 2, we replace ⊕k by either ⊖k or ⊕k according to the following rule. If v is the root of ˜P, then we replace it with ⊖k. If v is not equal to the root of ˜P, then its parent is decorated with ⊕k or ⊖k (possibly due to modifications done in prior steps of the breadth-first-search traversal), and we replace the decoration of v with the opposite sign of its parent.

The time required for this is linear in the number of vertices of ˜P. As ˜P has n leaves and each internal vertex has at least two children, it has at most 2n − 1 vertices. Hence the time required for the second step is O(n).

Note that packed trees also correspond bijectively to ◦-indecomposable canonical decomposition trees. The only difference to the bijection with ◦-indecomposable permutations here is that in the second step we replace the decoration of the root by ⊕k in case that it previously carried ◦k for some k ≥ 2.

Next, we are going to describe how uniform packed trees may be generated in expected linear time. The class P of packed trees (with leaves as atoms) is related to the class Q via

\[ P(x) = x + Q(P(x)). \]

This identifies the class P as Q-enriched Schröder parenthesizations, which are in bijection to SEQ(Q/X)-enriched trees by the Ehrenborg–Méndez bijection [25]. (Here Q/X denotes the class constructed from Q by shifting the sizes of the objects so that its generating series is given by Q(x)/x.) We hence have two options for generating them in expected linear time. The first is to employ this bijection and apply our main Algorithm 2.1 for \( R = \text{SEQ}(Q/X) \). The second option is to employ a variant of this algorithm that uses Galton–Watson trees conditioned on their number of leaves instead, as opposed to the total number of vertices. This is possible, since Algorithm 5.10 allows us to sample these trees in expected linear time. From our viewpoint it is more natural to go with the second option.

Throughout the rest of this section let us assume that the class C is subcritical, that is, Inequality (5.11) holds. We let \( r_P \) denote the radius of convergence of P(x). It was shown in [15, Proof of Prop. 3.5 and Sec. 3.1] that in this case Q(x) has a positive radius of convergence \( r_Q > 0 \), and that there is a unique number \( 0 < \kappa \leq r_S \) with

\[ S'(\kappa) = 2/(1 + \kappa)^2 - 1. \]

Moreover, it was shown that \( y := P(r_P) = \kappa/(1 + \kappa) \in [0, r_S] \) satisfies \( Q'(y) = 1 \), and we may define a random non-negative integer \( \zeta \) with probability generating function

\[ \mathbb{E}[x^\zeta] = 1 - Q(y)/y + Q(xy)/y \]

having radius of convergence strictly larger than 1, so that \( \zeta \) has finite exponential moments. It follows that \( \zeta \) satisfies

\[ \mathbb{E}[\zeta] = Q'(y) = 1. \]

As shown in [44, Sec. 6.4] for general enriched Schröder parenthesizations, and noted in [15, Lem. 3.4, Sec. 3.4] for the special case of the present setting, a uniform packed tree may be generated by conditioning a \( \zeta \)-Galton–Watson tree on having \( n \) leaves, and adding uniform Q-decorations to each internal vertex in the second step. The result of the present work enable us to perform this in expected linear time, in analogy to Algorithm 2.1. Suppose that for some \( t_0 > 0 \) with \( P(r_P) < t_0 < r_S \) there is a Boltzmann sampler \( \Gamma Q(t_0) \) that runs in expected finite time. Recall that we assume that \( [x^k] S(x) \) (and hence also \( P(\zeta = k) \)) may be computed in \( \exp(o(k)) \) steps.

Algorithm 5.18. A generator for a uniform packed tree with \( n \) leaves that runs in expected time \( O(n) \).

\(^2\) The constant \( y \) and the random variable \( \zeta \) defined here correspond to the constant \( t_0 \) and the random variable \( \xi \) defined in [15, Prop. 3.5].
Algorithm 5.19. A generator for a uniform $\oplus$-indecomposable canonical decomposition tree, and likewise to an $\ominus$-indecomposable canonical decomposition tree.

Algorithm 5.19. A generator for a uniform $n$-sized permutation from the subcritical class $\mathcal{C}$ that runs in expected time $O(n)$.

1. Use Algorithm 5.18 twice to sample two independent $n$-sized packed trees $P_1$ and $P_2$. If both have a root decorated by $\oplus$-symbols, discard them and try again until at least one of the two has a root decorated by a gadget.

2. We make a case distinction.
   (a) If both $P_1$ and $P_2$ have a root decorated by a gadget, use the procedure from Lemma 5.17 to compute the canonical decomposition tree $T$ corresponding to $P_1$.
   (b) If $P_1$ has a root decorated by a gadget, but $P_2$ doesn’t, then use the procedure from Lemma 5.17 to compute the canonical decoration $\ominus$-indecomposable tree $T$ corresponding to $P_2$.
   (c) If $P_2$ has a root decorated by a gadget, but $P_1$ doesn’t, then use (minor adaptation of) the procedure from Lemma 5.17 to compute the canonical decoration $\oplus$-indecomposable tree $T$ corresponding to $P_1$.

3. Use the procedure from Lemma 5.16 to compute the permutation corresponding to the canonical decomposition tree $T$. Return this permutation.

Proof. First, let us verify that this algorithm actually samples a uniform permutation from $\mathcal{C}$. The generating series $T(x)$ for canonical trees (identical to $\mathcal{C}(x)$) may be split up into three series,

$$T(x) = T_\oplus(x) + T_\ominus(x) + T_S(x),$$

depending on whether the root is decorated with an $\oplus$-symbol, and $\ominus$-symbol, or a simple permutation from $\mathcal{S}$. By symmetry it holds that

$$T_\oplus(x) = T_\ominus(x).$$

A packed tree whose root is decorated with an $\oplus$-symbol may be interpreted either as an element from $T_\oplus$ or from $T_\ominus$. A packed tree whose root is decorated by a gadget corresponds to a canonical decoration tree from $T_S$.

Hence $a_n = [x^n]T_\oplus(z) = [x^n]T_\ominus(x)$ equals the number of packed trees with a $\oplus$-root, and $b_n = [x^n]T_S(x)$ equals the number of packed trees with a gadget root. The canonical tree $T$ generated in the first two steps of the procedure satisfies

$$\mathbb{P}(T \in T_S) = \left( \frac{b_n}{a_n + b_n} \right)^2 \left( 1 - \left( \frac{a_n}{a_n + b_n} \right)^2 \right)^{-1} = \frac{b_n}{2a_n + b_n}.$$

Likewise,

$$\mathbb{P}(T \in T_\oplus) = \mathbb{P}(T \in T_\ominus) = \frac{a_nb_n}{(a_n + b_n)^2} \left( 1 - \left( \frac{a_n}{a_n + b_n} \right)^2 \right)^{-1} = \frac{a_n}{2a_n + b_n}.$$
Conditional on belonging to either of these three classes the tree $T$ is uniformly distributed. Hence $T$ is uniformly distributed among all canonical decomposition trees with $n$ leaves. Consequently, the Algorithm produces a uniform $n$-sized permutation from the class $C$.

As for the performance of this algorithm, note that the number of pairs $(P_1, P_2)$ we need to sample in the first step follows a geometric waiting time for an event with probability $1 - \left(\frac{a_n}{a_n + b_n}\right)^2$. By for example [15, Eq. (12), (13)] we know that $c_n := [x^n]T(x) = 2a_n + b_n$ satisfies $c_n \sim (a_n + b_n)/(1 - \mathcal{P}(\rho \mathcal{P}))^2$ with $\mathcal{P}(\rho \mathcal{P}) \in ]0, 1[$. Dividing by $a_n + b_n$ on both sides it follows that

$$\lim_{n \rightarrow \infty} a_n = \frac{1}{(1 - \mathcal{P}(\rho \mathcal{P}))^2} - 1 \in ]0, 1[.$$ 

Hence we need an expected finite number of pairs, each of which may be sampled with an expected time $O(n)$ by Algorithm 5.18. Hence the first step takes time $O(n)$ in expectation. The time for the second step admits a deterministic $O(n)$ upper bound by Lemma 5.16. Likewise, the time for the third step takes is $O(n)$ by Lemma 5.16. Hence the expected time for the entire algorithm is $O(n)$.

5.4. Further examples. As mentioned in the introduction, the framework of the present work allows for the construction of linear-time exact-size samplers for a large variety of classes. The key property are bijections between these classes to instances of $\mathcal{R}$-enriched trees and resulting connections to mono-type branching processes.

Going through the details would require us to recall large amounts of combinatorial background on these classes and their bijective encodings. Since the construction of the samplers may be performed in analogous manner as in the treated examples, we will only briefly comment on each case. We also remark that the list presented in the present work makes no claim to be exhaustive. Further class might be treated in the same way.

5.4.1. Outerplanar maps. Planar maps are embeddings of planar graphs into the 2-sphere, considered up to orientation-preserving homeomorphism. The faces of a planar map are the connected components that remain after removing the map from the sphere. Usually one distinguishes and orients a root-edge, and calls the face to its right the outer face. A planar map is called outerplanar if all its vertices lie on the frontier of the outer face.

As mentioned in the introduction, earlier work [14] already described a linear-time exact-size sampler for uniform random $n$-vertex simple outerplanar maps. Later, [42] established a bijective encoding between outerplanar maps in terms of $\mathcal{R}$-enriched trees for

$$\mathcal{R} = \text{SEQ} \circ \mathcal{D},$$

with $\mathcal{D}$ the class of dissections. Similar as for the block-stable graph classes treated in Subsection 5.1, this class of $\mathcal{R}$-enriched trees can be shown to be tame and the bijection may be applied in an expected linear time. This results in an alternative exact-size sampler that operates in expected linear time.

5.4.2. Cographs. Cographs may be characterized recursively as follows: Any graph consisting of a single vertex and no edges is a cographs. The disjoint union of two cographs is a cograph. The complement of a cographs is a cograph.

The recent work [46, Lem. 5.1] describes how a uniformly chosen cograph with $n$ labelled vertices may be generated from a tree $\tau_n$ obtained by conditioning a Bienaymé–Galton–Watson tree on having $n$ leaves. The offspring distribution $\zeta$ is given by its probability generating function

$$\mathbb{E}[z^\zeta] = 2(1 - 1/\log 2) + 2^z/\log 2 - z.$$ 

A parity $p \in \{\text{even}, \text{odd}\}$ is chosen uniformly at random (only once). The $n$ leaves of the random tree $\tau_n$ form the vertex set of the associated cograph. Any two distinct leaves of the tree are adjacent in the cograph if the parity of the height of their lowest common ancestor in $\tau_n$ equals $p$.

The tree $\tau_n$ may be generated in expected time $O(n)$ as described in Subsection 5.2. The corresponding cograph may be generated in generated in $O(n^2)$ steps. The average runtime
of the resulting exact-size sampling procedure is linear in the output size, since the expected number of edges of the random cograph has order $n^2$ by [46].

5.4.3. Level-$k$ phylogenetic networks. Phylogenetic networks model the evolutionary history of species that have undergone reticulation events. From a mathematical perspective, they are simple rooted directed graphs with no directed cycles subject to the following constraints: The root has indegree 0 and outdegree 2. All non-root vertices are either tree nodes (indegree 1, outdegree 2), reticulation nodes (indegree 2, outdegree 1), or leaves (indegree 1, outdegree 0).

The leaves of a phylogenetic network are labelled by elements of a finite collection of species, similar to labels of a graph. Roughly speaking, given an integer $k \geq 1$ a level-$k$ network $N$ is a phylogenetic network where each block (of the associated undirected graph) contains at most $k$ reticulation nodes of $N$. Additionally, any block with at least 3 vertices is required to contain at least 2 vertices that are sources of bridges of $N$.

At least for $k = 1$ and $k = 2$, it was shown by [16] that Boltzmann samplers may be constructed that allow approximate-size sampling of random level-$k$ networks in expected linear time, and exact-size sampling in expected quadratic time. Recent work [45, Sec. 2] showed that for $k \geq 1$ random $n$-leaf phylogenetic networks may be generated by applying a blow-up procedure to a Bienaymé–Galton–Watson tree (with offspring distribution depending on $k$) conditioned on having $n$ leaves. This random tree may be generated in time $O(n)$ as described in Subsection 5.2, and the expected time for applying the blow-up procedure is $O(n)$ by analogous arguments as in Subsection 5.1. This results in a linear time exact-size sampler for random $n$-leaf level-$k$ phylogenetic networks.
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