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Abstract

Deaf signers who wish to communicate in their native language frequently share videos on the Web. However, videos cannot preserve privacy—as is often desirable for discussion of sensitive topics—since both hands and face convey critical linguistic information and therefore cannot be obscured without degrading communication. Deaf signers have expressed interest in video anonymization that would preserve linguistic content. However, attempts to develop such technology have thus far shown limited success. We are developing a new method for such anonymization, with input from ASL signers. We modify a motion-based image animation model to generate high-resolution videos with the signer identity changed, but with preservation of linguistically significant motions and facial expressions. An asymmetric encoder-decoder structured image generator is used to generate the high-resolution target frame from the low-resolution source frame based on the optical flow and confidence map. We explicitly guide the model to attain clear generation of hands and face by using bounding boxes to improve the loss computation. FID and KID scores are used for evaluation of the realism of the generated frames. This technology shows great potential for practical applications to benefit deaf signers.
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1. Introduction

We present here a new method for anonymizing American Sign Language (ASL) videos. Our approach is based on a state-of-art image animation model (Siarohin et al., 2021) to generate a video expressing the linguistic message of the original signer, as articulated by the hands, arms, and face, but retargeted to appear as though the signing is produced by a different person whose image is used as the source for generating the new video. In order to generate high-resolution videos with articulate hand gestures and accurate facial expressions, we enhance the model by using an asymmetric encoder-decoder structured image generator for high resolution image generation and designing a new Hand & Face Focused Loss function for better generation of hand gestures and facial expressions. Our method generates promising results for sign language video anonymization.

2. The Need for Video Anonymization

American Sign Language (ASL) is the natural language that serves as the primary means of communication within the Deaf Community in the United States and parts of Canada. In parallel with manual signing, signed languages use the nonmanual channel—facial expressions and movements of the head and upper body—to express many types of linguistic information, including syntactic marking of, e.g., negation, topics, question status, and clausal type (Baker-Shenk, 1985; Kacorri and Huenerfauth, 2016; Neidle et al., 2000). Thus, the face, in particular, cannot be obscured to achieve anonymity (e.g., for communicating about sensitive topics, such as medical, legal, or controversial issues) without loss of critical linguistic information.

Although there have been a number of writing systems developed for sign language (Arnold, 2009), there is no standard written form for ASL. Communicating in written English is, in principle, an option for preservation of privacy; however, this is often dispreferred by native signers, who may be less proficient and less comfortable in English than in ASL.

Many Deaf signers have expressed interest in a tool that would preserve linguistic information while allowing the signer’s identity to be disguised (Lee et al., 2021). This could be used to enable, for example: anonymous peer review for academic submissions in ASL; neutrality in a range of multimodal ASL-based tools, making possible anonymized definitions in an ASL dictionary; or neutrality in interpreting situations, including messaging. It could also increase participation in video-based AI databases (Bragg et al., 2020), which are quite valuable for research.

3. Previous Approaches to Privacy Preservation

Various approaches to enabling preservation of privacy in ASL videos have been explored. See Isard (2020) for a detailed overview.
3.1. Concealment of Part or All of the Face
There have been attempts to disguise the face in various ways. They all suffer from the same unavoidable problem: that facial expressions convey essential linguistic information, which is degraded or lost by concealment. For example, in [Bragg et al. (2020)], a tiger-shape filter was used to disguise the signer’s face, as shown in Figure 1. However, the absence of facial expression resulted, unsurprisingly, in severely diminished comprehension. Likewise, blocking out certain regions of the face, as in Figure 2, results in loss of critical linguistic information [Bleicken et al., 2016].

![Figure 1: Tiger-shape filter used to protect signer privacy, taken from Figure 2 of Bragg et al. (2020)](image1)

Figure 1: Tiger-shape filter used to protect signer privacy, taken from Figure 2 of Bragg et al. (2020)

![Figure 2: Anonymized video frames from Swiss broadcast footage, from Figure 1 of Camgöz et al. (2021)](image2)

Figure 2: Anonymized video frames from Swiss broadcast footage, from Figure 1 of Camgöz et al. (2021)

3.2. Sign Animation Controlled by Users
Heloir and Nunnari (2016) and Efthimiou et al. (2015) explored providing instructions to enable signers to manipulate virtual humans to generate anonymous messages in sign language. However, these technologies are difficult to master, and it usually takes a long time for non-experts to produce reasonable messages.

3.3. Reproduction of the Original Signing
Several approaches have also been taken to reproduce the original signer’s production, to preserve anonymity.

3.3.1. Actors
Use of actors as a way to share information from signed videos when privacy must be preserved has been considered. However, as [Isard (2020)] points out (§3.2.1):

For total anonymity, short examples from a corpus can be reproduced by a human actor. In this case complete anonymity is assured, but there are several disadvantages as a result. The process is very labour-intensive, requiring not only the time of the signer but also of a studio and technicians to carry out the recording. In addition, no matter how well the second signer copies the original, some information will be lost. Performativity is a vital part of sign language and it is impossible to fully separate the affective and grammatical functions of facial expressions.

3.3.2. Avatars
In principle, a signer can be replaced by a cartoon-like character replicating what the original person had signed. However, the state-of-the-art in avatar generation (see, e.g., [Bragg et al. (2019)]) does not make it possible to automate this process; human intervention is required. Furthermore, there are serious technical difficulties such that the use of avatars usually results in dispreferred, unrealistic results [Kipp et al., 2011].

3.3.3. Skeleton-based AI Approaches to Image Generation
As deep learning technology has developed, some researchers have used image-to-image transformation models for sign language anonymization. Recent work such as AnonSign [Saunders et al., 2021] uses a combination of VAEs and GANs to generate sign language frames with different identities. Accurate skeleton keypoints are used as constraints for image generation. A style loss is proposed to generate human appearance of different identities. The results are encouraging. However, the generation quality and accuracy of the hand gestures and facial expressions largely depend on the skeleton keypoints. In sign language, hand movements are often rapid, causing blurring in the video frame. Occlusions of the face happen frequently. Pre-trained human pose estimation models are trained on datasets unrelated to sign language, which have different statistical properties. As a result, they may not transfer well when applied to sign language videos (a problem known as domain gap). All these problems make it difficult to obtain accurate keypoint information. State-of-the-art models, such as AlphaPose (Li et al., 2018; Fang et al., 2017; Xiu et al., 2018), can get a rough estimation over bounding boxes. But the accuracy and robustness of handshape estimation remain questionable. See figure 3 for failed cases of AlphaPose on the ASLLRP DSP dataset (see Section 6.1).

![Figure 3: Failed cases of the AlphaPose human pose estimator on ASLLRP DSP dataset.](image3)

Figure 3: Failed cases of the AlphaPose human pose estimator on ASLLRP DSP dataset.

3.3.4. Facial Expression Transfer using Motion-based Animation Models
Recent work (Lee et al., 2021) applies the facial expression transfer method of Siarohin et al. (2019) for sign language anonymization. The signer’s face in videos is replaced by another person’s face with the facial expressions transferred. Thus, linguistic meanings are
preserved while the identity of the signer in the video changes. Signers provided positive feedback with respect to this application. However, since in Lee et al. (2021) only the face has been transferred, the extent of the anonymization is limited.

3.3.5. Unsupervised Image Animation
Another way to reproduce signing is by using an unsupervised image animation model (Siarohin et al., 2021) to transfer the whole body in sign language videos. We have been the first to explore this approach to sign language anonymization. We present here enhancements to our method that we have introduced to overcome some of the problems we had encountered previously. For example, we are now able to generate high-resolution anonymized videos, with good visual representations of the hands and face, in a computationally efficient and robust way. This method has advantages over other approaches that (1) it enables anonymization of the whole body (including clothing), without being limited to the face; and (2) it does not require (error-prone) extraction of skeletons from videos.

4. Challenges
Sign language video anonymization is extremely challenging. Accurate hand configurations and movements and detailed facial expressions are essential to preservation of linguistic meaning. Although video animation with retargeting offers many advantages over the other approaches described above, there are several difficult challenges that would need to be overcome.

4.1. Resolution & Computing Cost
The linguistically essential information is concentrated in the face, hands, and arms, although these regions make up only a small portion of the entire video frame. Rapid hand movements can result in blurring if the resolution is not optimal. Thus, high-quality videos are required as input to the model in order to preserve important information. The generated frames also need to be of high resolution for high image quality. However, for the unsupervised animation model, if we directly use the entirety of the high-resolution frames as input, the computation cost is high, and this may not be feasible if the training set contains a large number of videos. Furthermore, generating high-resolution images in one stage is not stable and degrades the image quality.

4.2. Information Density from Hands & Face
In sign language videos, hand movements and facial expressions carry important linguistic meanings. However, they occupy a relatively small part of the total frame as compared to the torso. Therefore, the information density is unbalanced in sign language videos. During training, generative neural network models calculate the difference between the generative frames and the ground truth to compute the loss function, which is important to enable the model to produce better results. Although loss function designs vary, the loss computation usually focuses on the whole image and neglects the small parts. This makes anonymization of sign language videos very challenging because the hands and face, with significantly higher information density than the torso, are neglected by the model.

4.3. 3D Hand Gesture Estimation
Hand gestures in sign language videos are complex movements with a high degree of freedom. For generation of sign language handshapes, 2D hand information is not adequate because of self-occlusion, blurriness from rapid hand movements, and the complex structure of the hands. Therefore, obtaining accurate 3D handshapes would greatly benefit anonymization of sign language videos. However, estimating 3D hand gestures from 2D images or videos is an extremely difficult problem. Pretrained models do not work well on videos in the wild because of the domain gap explained in Section 3.3.3. The absence of 3D hand information makes hand generation in anonymized sign language videos very challenging.

5. Model Overview & Innovations to Address some of these Challenges
An overview of our methodology for sign language anonymization is presented in Section 5.1. In 5.2.1, we address the problem of computing efficiency for high-resolution image generation by using an asymmetric encoder-decoder structured image generator. In 5.2.2, we introduce a new focused $L_1$ loss function, which focuses on the the hands and face to improve their appearance in the generated images (given their importance in sign language and the challenges just mentioned with respect to information density). In Section 7, we will demonstrate that these innovations improve the quality of the generated videos.

5.1. Model Overview
Our approach uses 2 inputs. The first is a video sequence of a person signing an utterance (the driving video), while the second is the source image to be used for anonymization: we retarget the movements of the ASL signer in the driving video to a new video sequence based on the source image. The result is an anonymized video of the input utterance. To achieve this goal, we use a novel deep learning methodology that consists of training and inference phases.

5.2. Training Phase
As shown in Figure 4(A), during training, a pair of frames, $S_H$ and $D_H$, is randomly chosen from the input utterance video sequence, which we term the high-resolution video sequence. To improve the efficiency and the quality of the generated anonymized video, we use a multiresolution approach. In the first stage, $S_H$ and $D_H$ are downsampled to half-size resolution images, $S_L$ and $D_L$. To obtain an improved motion representation in latent space, we define an intermediate frame $R$. This conceptual frame is used to improve
Figure 4: **Method Overview: Phase I - Training.** (A) Model is trained to generate the driving frame from the source frame. First, 2 high-resolution (H) frames are downsampled to low-resolution (L). Then the region motion estimator predicts the motion heatmap and coarse motion representation between these 2 frames. The dense motion estimator estimates the dense optical flow and confidence map from the heatmaps, coarse motion representation, and source image. The image generator outputs a high-resolution generated frame. (B) The image generator is an asymmetric encoder-decoder structured network with a High-Resolution Generation (HRG) module. The encoder takes the low-resolution source frame to obtain multiscale latent feature maps. The estimated optical flow is used to modify the feature maps. The confidence maps serve as the weights for latent feature fusions in the skip connections. The decoder along with the HRG module generates a high-resolution frame. (C) Multiscale perceptual loss based on VGG-16 and the Hand & Face Focused Loss ($L_{HF}$), designed for better generation of face and hands, are computed between the high-resolution generated frames and the driving frames.

Figure 5: **Method Overview: Phase II - Inference.** In the inference phase, the source image for anonymization and the extracted frames from the driving video are input to the model. All the images are of low resolution. The model predicts the optical flow and confidence map between the source image and each frame in the driving video. The encoder-decoder takes the source image as input and outputs the high-resolution generated frames with the help of the estimated optical flow and confidence map.
the estimation of the foreground motion difference between frames \( S_L \) and \( D_L \). The region motion estimator is used to estimate the motion heatmap \( M_k \) of \( k \) regions between the reference frame \( R \) and these 2 frames, \( S_L \) and \( D_L \). The affine transformation matrix \( A_{D_L \leftarrow R}^k \), \( A_{S_L \leftarrow R}^k \) \( \in \mathbb{R}^{2 \times 3} \) of the region \( k \) between the reference frame \( R \) and \( D_L \), \( S_L \) is computed using principal component analysis (PCA) (Wall et al., 2003) on the heatmaps \( M_k \).

Thus, the foreground motion between the anonymization source frame \( S_L \) and the frame from the driving video \( D_L \) is modeled as an affine transformation and can be computed by equation 1:

\[
A_{S_L \leftarrow D_L}^k = A_{S_L \leftarrow R}^k \left[ \begin{array}{cc} A_{D_L \leftarrow R}^k & 0 \\ 0 & 1 \end{array} \right]^{-1} \tag{1}
\]

In addition, we predict another affine transformation matrix \( A_{S_L \leftarrow D_L}^k \), \( k=0 \) for the background motion by taking \( S_L \) and \( D_L \) into an encoder and predict the six parameters of the affine matrix using a network-based regression operation.

The motion estimator takes the source image, the motion heatmap representation, and the foreground and background affine transformation matrices to predict the dense optical flow \( O(z) \) between \( S_L \) and \( D_L \). \( O(z) \) is considered as a weighted summation of all the affine transformations, given by following formula 2, where \( z \) represents the \((x, y)\) coordinates of a pixel, \( W_k^k(z) \) is the weight matrix predicted by motion estimator:

\[
O(z) = \sum_{k=0}^{K} W_k^k(z)A_{S_L \leftarrow D_L}^k z \tag{2}
\]

The network also outputs a confidence map \( C \) for each pixel, indicating the pixels that need to be inpainted during the image generation stage.

The last step in the training phase is to use the image generator to reconstruct the high-resolution driving frame \( D_H \) based on the source image \( S_L \), the estimated dense optical flow, and the confidence map between \( S_L \) and \( D_L \). The loss function is computed between \( D_H \) and the generated frame \( D_H \).

5.2.1. Asymmetric Image Generator with HRG

As already mentioned, in the first stage of our approach, the input frames are downsampled to half-resolution for initial estimation of the motion representation between the 2 selected video sequence frames. However, our goal is to generate a high-resolution image (of the same resolution as the driving video) for the final generated ASL video sequence. Therefore, the information from the high-resolution input video frames is crucial during the image generation phase.

To generate the desired high-resolution video images, we design our image generator as an asymmetric encoder-decoder structured network. Figure 4(B) gives details of our proposed asymmetric image generator. The source frame \( S_L \) is input to the encoder, so that the multiscale latent feature maps can be obtained. The estimated optical flow is used to modify each feature map. The multiscale deformed feature maps contribute to the input of each layer in the decoder through skip connections. Therefore, for each layer of the decoder, the input is a weighted summation of the output features from the previous layer and the multiscale deformed feature maps through the skip connections. The weight matrix for this feature fusion approach is decided by the predicted confidence maps.

The High-Resolution Generation (HRG) module—which contains an upsampling layer, a convolutional layer, and a batch norm layer—is added before the final output layer in the decoder. This HRG module increases the width and height in the latent feature space. Therefore, our decoder does not learn a trivial solution to increase the resolution, such as interpolation. The generated frame \( D_H \) is of the same resolution as \( D_H \). The loss function is computed between these 2 high-resolution frames. This asymmetric encoder-decoder structure with the HRG module addresses the problem of computation cost and improves the quality of the generated images.

5.2.2. Loss Function

The model is trained to minimize 3 loss functions, including: the multisresolution perceptual loss \( L_{MP} \), the equivalence loss \( L_{EQ} \), and the Hand & Face Focused \( L_1 \) Loss (\( L_{HF} \)); see equation 3. Figure 4(C) demonstrates the computation of \( L_{MP} \) and \( L_{HF} \). In particular, \( L_{HF} \) is designed to explicitly guide the model to generate fine-grained and accurate hand movements and facial expressions:

\[
L = \lambda_1 L_{MP} + \lambda_2 L_{EQ} + \lambda_3 L_{HF} \tag{3}
\]

where \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are the loss function weights.

Multiresolution Perceptual Loss (\( L_{MP} \)): This loss function forces the model to reconstruct images with similar high-level features extracted from a pretrained VGG-19 network (Johnson et al., 2016; Wang et al., 2018). The generated frame \( \hat{D}_H \) and driving frame \( D_H \) are input to a downsampling operator \( F_i \). The differences between the feature maps extracted by the \( i \)-th layer of the VGG-19 network are calculated and serve as the reconstruction perceptual loss.

\[
L_{MP}(\hat{D}_H, D_H) = \sum_i \sum_k |V_i(F_i, \hat{D}_H) - V_i(F_i, D_H)| \tag{4}
\]

Equivariance Loss (\( L_{EQ} \)): This loss function is used to improve the model’s robustness and stability for estimating the affine transformation matrix. \( \hat{X} \) is image \( X \) transformed by \( A \), and \( \hat{A} \) is some random geometric transformation used for data augmentation.

\[
L_{EQ} = |A_{X \leftarrow R}^k - \hat{A}_{X \leftarrow R}^k| \tag{5}
\]

Hand & Face Focused \( L_1 \) Loss (\( L_{HF} \)): In sign language videos, accurate and clear hand gestures and facial expressions are essential for expression of linguistic meaning. Therefore, the model needs to focus especially on the area around the hands and face, which
suggests that the generation quality of these areas needs to contribute more to the loss function. To achieve that, we explicitly guide the model to focus more on the hand and face areas by computing the loss within the hand and face bounding boxes. The bounding boxes are produced using Alphapose [Li et al., 2018] [Fang et al., 2017] [Xiu et al., 2018]. This loss computation is implemented by constraining weighted masks of both the hands \( H_r \), \( H_l \) and the face \( F \) based on bounding boxes, calculated in equation \( L_{HF} = |(\hat{D}_H - D_H) \ast (H_l + H_r + F)| \) (6) The Hand & FaceFocused \( L_1 \) Loss allows for capture of more details of the hands and face, thereby improving generation of hand gestures and facial expressions.

5.3. Inference Phase

Figure 5 illustrates the Inference Phase. Our model is capable of generating high-resolution source image using the low-resolution image source and driving videos. First, we extract the frames from the driving video. We estimate the bounding box of the human body and make sure the body pose in the source image is roughly aligned with those in the driving video for best results. Then, we input each pair of source image and driving frames to the model and estimate the optical flow and confidence map between them. The encoder takes the source image as input for anonymization and obtains the latent feature map. The latent feature map is then modified using the estimated optical flow and confidence map in the same manner as in the training phase. The decoder outputs the high-resolution generated frames, which preserve the identity of the source image but have the motion in the driving frames.

6. Experiments

6.1. Datasets

We trained our model on the American Sign Language Linguistic Research Project (ASLLRP) Continuous Signing Corpora (Neidle et al., 2018; Neidle and Opoku, 2021) and the BU SignStream® 3 Corpus from (1) the BU SignStream® 3 Corpus, and (2) the DSP dataset, generously contributed by DawnSignPress [DawnSignPress, 2022]. We selected 527 videos from each of the 2 ASLLRP datasets. We use 90% of the data for training and 10% for testing. Each video contains a continuous signed sentence. We trained our model on each dataset separately.

6.2. Implementation Details

We trained our model on 8 RTX6000 GPUs with a batch size of 24. The input images are cropped and resized to (768, 768). For both models, we set the training epoch numbers at 100. The region number parameter \( k \) is set to 30. The learning rate is set to be \( 2e^{-4} \) at the beginning, and decreases at the epoch of 60 and 90.

7. Results

Figures 6 and 7 illustrate some of our results from the 2 ASLLRP corpora.

7.2. Qualitative Evaluation

We focus on the quality of facial expressions and hand gestures in the generated frame. First, we compare hand gesture generation with and without the

| \( HRG \) | \( L_{HF} \) | \( FID \) | \( KID \) |
|---|---|---|---|
| ✓ | ✓ | 50.10 | 0.026 |
| ✓ | | 51.30 | 0.027 |
| ✓ | | 58.95 | 0.042 |
| ✓ | | 57.47 | 0.038 |

Table 1: KID and FID scores on the ASLLRP DSP dataset (top) and the ASLLRP SignStream® 3 Corpus (bottom). The ✓ marks the modifications used in our model. The best results are highlighted in bold.

7.1. Quantitative Evaluation

We used Fréchet Inception Distance (FID) [Parmar et al., 2022] [Heusel et al., 2017] and Kernel Inception Distance (KID) [Binkowski et al., 2018] as metrics to evaluate the quality of the generated images. These metrics measure the discrepancy between the generated and real frames.

For each of the 2 datasets, we randomly sample frames from test videos to construct the test image dataset. For each model, we select driving videos and source image pairs to generate anonymized videos. Then, we randomly select frames from these anonymized videos and construct the generated image set. Finally, we calculated the FID and KID scores between the test image set and generated image sets. The table 1 shows the effects of 2 aspects of our model on the realism of the results. Lower FID and KID scores indicate that the generated image is more similar to the real image set, and thus is considered to be more realistic. Our modifications improve the realism of the generated images. In particular, with the \( HRG \) module, our method is able to generate high-resolution images and achieve more realistic results. The improvements from using the Hand & Face Focused \( L_1 \) Loss are not reflected in the KID and FID scores. This is reasonable because this modification is intended to improve the quality of small parts in the image, which the KID and FID scores neglect.

FID and KID scores measure the overall generation quality of the images. They do not reflect the image details and cannot assess the preservation of linguistic meaning. In order to show that our method improves the generation of facial expressions and hand gestures, we compare the generated images in the next section.

7.2. Qualitative Evaluation

We focus on the quality of facial expressions and hand gestures in the generated frame.
Figure 6: **Anonymization examples from the ASLLRP DSP dataset.** Our method takes the driving frames from a sign language video sequence as the motion reference and generates a new sign language video with the human appearance and body pose taken from the designated source frame. In this example, 6 driving frames $D = 1...6$ are selected from a video sequence. We use four source frames $S = 1, 2, 3, 4$ to provide the human appearance and body pose for the generated anonymized video sequence. So, Row 1 shows frames from the original signer; Column 1 shows four different source images providing the appearance to be used for the anonymized versions driven by the signing from Row 1; those generated images are shown in the rest of the frames in each row.

Figure 7: **Anonymization examples from the ASLLRP SignStream® 3 Corpus.** Display is similar to Figure 6. The **HRG modification** and Hand & Face Focused $L_1$ Loss ($L_{HF}$) function. As seen in the sample results shown in Figure 8 the **HRG** modification improves the quality and clarity of the images. The $L_{HF} \text{Loss}$ adds more details to the hand configuration and further improves the hand appearance in the generated videos. In Figure 9 our full model gives the clearest face generation. The **HRG** modification increases accuracy of details around the eyes and mouth in the generated videos. In particular, the improved model is able to generate wrinkles and teeth. Moreover, the generated faces have higher resolution than the low-resolution input videos. The $L_{HF}$ Loss helps with preservation of facial expressions and alleviates possible facial distortions.
8. Conclusions & Directions for Future Research

We have been developing methods for anonymizing ASL videos with input from Deaf signers. For example, [Lee et al., 2021] reports on user studies with Deaf signers who evaluated our earlier experiments using facial expression transfer for purposes of video anonymization. They evaluated the extent to which the anonymized videos looked natural, succeeded in transmitting the linguistic information, and disguised the identity of the original signer. They also commented on the extent to which they would find it useful to be able to anonymize videos in this way for various purposes. Although the overall feedback was quite positive, the fact that only the face was anonymized presented a serious drawback to that technology. We have thus been developing new methods, as presented here, to enable full-body anonymization. Here we described several innovations that we developed in order to overcome challenges involved in image animation with retargeting to anonymize sign language videos. Preliminary user interviews indicate that our new method is extremely promising. With respect to the success in disguising the identity of the signer, one Deaf signer commented: “Unrecognizable – amazing work! I could not recognize the original signer, yet it kept the signing style. Impressive!” However, there are still some cases where the handshape or facial expression is not generated perfectly in certain frames, because of issues just discussed, including the fact that we are not doing any explicit 3D modeling. We will continue to refine our methods to improve these remaining glitches, after which we will conduct another set of comprehensive user studies with Deaf signers for quantitative evaluation of the degree to which the identity has been successfully disguised and of the comprehensibility and naturalness of the resulting anonymized signing.
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