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Abstract

We present a new algorithm, the efficient jet marching method (EJM), for computing the quasipotential and its gradient for two-dimensional SDEs. The quasipotential is a potential-like function for non-gradient SDEs that gives asymptotic estimates for the invariant probability measure, expected escape times from basins of attractors, and maximum likelihood escape paths. The quasipotential is a solution to an optimal control problem with an anisotropic cost function which can be solved for numerically via Dijkstra-like label-setting methods. Previous Dijkstra-like quasipotential solvers have displayed in general 1st order accuracy in the mesh spacing. However, by utilizing higher order interpolations of the quasipotential as well as more accurate approximations of the minimum action paths (MAPs), EJM achieves second-order accuracy for the quasipotential and nearly second-order for its gradient. Moreover, by using targeted search neighborhoods for the fastest characteristics following the ideas of Mirebeau, EJM also enjoys a reduction in computation time. This highly accurate solver enables us to compute the prefactor for the WKB approximation for the invariant probability measure and the Bouchet-Reygner sharp estimate for the expected escape time for the Maier-Stein SDE. Our codes are available on GitHub.

1 Introduction

Consider the following stochastic differential equations in $\mathbb{R}^n$:

$$dX_t = b(X_t)dt + \sqrt{\epsilon}dW_t, \quad X_0 = x_0 \in \mathbb{R}^n,$$

where $b: \mathbb{R}^n \to \mathbb{R}^n$, $W_t$ is a standard Brownian motion in $\mathbb{R}^n$ and $\epsilon > 0$ is a positive parameter. When $\epsilon > 0$ is small, the solution $X_t$ typically follows very closely the trajectories of the deterministic system

$$dY_t = b(Y_t)dt, \quad Y_0 = x_0.$$  

If, in addition, the vector field $b: \mathbb{R}^n \to \mathbb{R}^n$ admits a globally attracting equilibrium at $\mathcal{O} \in \mathbb{R}^n$, the solution $X_t$ will spend exponentially long time periods in $\epsilon^{-1}$ near the attractor $\mathcal{O}$ before experiencing $\mathcal{O}(1)$ size deviations from $\mathcal{O}$. 
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The long-time behavior can be characterised by the invariant probability measure \( \mu \) of (1). A key result of the Freidlin-Wentzell theory [13] is that the measure \( \mu \) is approximately Gibbsian for small \( \epsilon > 0 \), in the sense that
\[
\frac{d\mu}{dx}(x) \approx \exp\left(-\frac{U(x)}{\epsilon}\right),
\]
where the symbol \( \approx \) denotes logarithmic equivalence in the \( \epsilon \to 0 \) limit. The exponent \( U : \mathbb{R}^n \to \mathbb{R} \) in (3) is the so called quasipotential, which is the primary object of interest in this paper.

1.1 An overview

The quasipotential \( U(x) \), whose definition is given in Section 2, can be interpreted as the minimum cost of moving from the attractor \( \mathcal{O} \) to the point \( x \), as measured by an appropriate action functional. Thus, a logical way to compute \( U(x) \) for a given \( x \) is to conduct this minimization numerically. Indeed, one can construct a numerical version of the action function via quadrature and then perform a high-dimensional minimization over a suitably rich path space. Since methods of this form invariably return the minimum action paths (MAP) themselves, we refer to them as path-based methods.

In practice, techniques conducting the minimizations of two types of action functionals are used. The Minimum Action Method (MAM) [9] and Adaptive Minimum Action Method (AMAM) [36] find MAPs by minimizing the Freidlin-Wentzell action, while the Geometric Minimum Action Method (GMAM) [15] and the recent Ritz method [16] do so by minimizing the geometric action. By design, these techniques are applicable to both finite and infinite dimensional problems. For example, the GMAM was used to find the MAP between two stationary solutions of a 2D reaction-diffusion partial differential equation in [15] and to find the MAP between two solitary waves of different amplitudes of nonlinear Schrödinger equations in [27].

An important advantage of path-based methods is that they are computationally cheap and suitable for any dimension. However, they have a number of key drawbacks. First, they allow for computation of the quasipotential along a single MAP, but do not provide a mechanism for efficient computation of the quasipotential over an entire region of space. In particular, they are ill-suited for the task of identifying quasipotential minima. Second, path-based techniques work well if the MAP is relatively simple, but their convergence tends to stall if the MAP exhibits spiraling or other complicated behavior. These issues become even more severe if the MAP has infinite length. Finally, the MAPs obtained by these methods are biased by the initial guess, typically taken to be straight line segments, and may only be local minimizers of the action that lead to incorrect estimates of the quasipotential. While various attempts have been undertaken to address these issues [34, 17], none of the proposed solutions have become commonly used due to complexity and lack of robustness.

This article focuses on Dijkstra-like mesh-based quasipotential solvers, descendants of Dijkstra’s algorithm for identifying the shortest path in a network [8], and, more specifically, of Sethian’s Fast Marching Method for solving the eikonal equation [29, 30]. These methods treat the quasipotential \( U(x) \) as the first hitting time at location \( x \) of a fictitious wavefront propagating outwards from the point attractor \( \mathcal{O} \), as illustrated in Figure 1. In this analogy, the level set \( \{ x : U(x) = T \} \) represents the state of the wavefront at “time” \( T \). The MAP passing through a point \( x \) can be seen as representing the trajectory of the particular particle that was the first to reach \( x \). The advantages of methods of this type are that they (i) find the quasipotential in a whole region of space and allow us to estimate the invariant probability measure, (ii) require no initial guess, and (iii) allow for reconstruction of the MAP passing through any given point \( x \). Their primary disadvantage is that they suffer from the curse of dimensionality and hence are limited to two or three dimensions.

All current mesh-based quasipotential solvers [3, 7, 6, 35, 5] inherit the MAP search algorithm from Sethian’s and Vladimirsky’s ordered upwind method (OUM) for solving static Hamilton-Jacobi equations with bounded anisotropic speed functions [31, 32]. Roughly speaking, this
involves an exhaustive search over rather large neighborhoods, with significant rationalizations in later solvers called ordered line integral methods (OLIMs) [7, 6, 35, 5]. An important aspect of the problem of computing the quasipotential is that its anisotropic speed function is unbounded, and the optimal choice of the radius for the search neighborhood remains an important issue; only rules of thumb based on detailed studies of particular systems have been proposed so far [7, 6, 35]. Like OUM, the OLIMs are only first-order accurate, though their error constants are by orders of magnitude smaller than in the adjusted OUM [3].

In this work, we introduce a new solver, the efficient jet marcher (EJM), that exhibits second-order convergence and uses a targeted search algorithm for segments of the MAPs. The aforementioned issue of choosing the radius for the search neighborhood is completely eliminated. This solver serves as a pilot project whose purpose is to explore new technical solutions for enhancing accuracy and reducing computation time. Therefore, we limit ourselves to the simplest setting, two-dimensional SDEs with point attractors, and focus on the development of a highly accurate, fast, and robust numerical algorithm.

The first key feature is the use of higher-order approximations of (a) the quasipotential between mesh points and (b) local segments of MAPs. Concerning (a), our solver propagates the quasipotential and its gradient by taking advantage of the geometric relationship between the gradient of the quasipotential, and the direction of the MAP. This enables us to use Hermite cubic interpolation of $U$ between mesh points rather than linear interpolation as done in [3, 7, 6, 35]. The idea of using Hermite interpolation originally comes from the jet scheme for solving an advection equation [24]. Concerning (b), our solver approximates MAP segments using cubic curves, while all previous quasipotential solvers have approximated them with straight line segments. We remark that a similar family of jet marching methods (JMMs) for isotropic eikonal equations was recently introduced in [28]. In comparison with the eikonal JMMs, our EJM for computing the quasipotential is significantly more nuanced and complicated as the optimal control problem for the quasipotential is notably harder than the eikonal equation. The improved approximation scheme provides our method with an $O(h^2)$ convergence rate for the eikonal and $\sim O(h^{1.8})$ for its gradient with respect to the mesh spacing $h$, as we demonstrate empirically on a collection of test problems. To our knowledge, this is the first such quasipotential solver with second-order in $h$ accuracy.

The aforementioned improvement in accuracy does come at the cost of an increase in runtime due to the more computation-intensive MAP approximations. However, this increase in runtimes

\[
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Figure 1: The quasipotential problem as a wavefront propagation problem.

1.2 A brief summary of main results

In this work, we introduce a new solver, the efficient jet marcher (EJM), that exhibits second-order convergence and uses a targeted search algorithm for segments of the MAPs. The aforementioned issue of choosing the radius for the search neighborhood is completely eliminated. This solver serves as a pilot project whose purpose is to explore new technical solutions for enhancing accuracy and reducing computation time. Therefore, we limit ourselves to the simplest setting, two-dimensional SDEs with point attractors, and focus on the development of a highly accurate, fast, and robust numerical algorithm.

The first key feature is the use of higher-order approximations of (a) the quasipotential between mesh points and (b) local segments of MAPs. Concerning (a), our solver propagates the quasipotential and its gradient by taking advantage of the geometric relationship between the gradient of the quasipotential, and the direction of the MAP. This enables us to use Hermite cubic interpolation of $U$ between mesh points rather than linear interpolation as done in [3, 7, 6, 35]. The idea of using Hermite interpolation originally comes from the jet scheme for solving an advection equation [24]. Concerning (b), our solver approximates MAP segments using cubic curves, while all previous quasipotential solvers have approximated them with straight line segments. We remark that a similar family of jet marching methods (JMMs) for isotropic eikonal equations was recently introduced in [28]. In comparison with the eikonal JMMs, our EJM for computing the quasipotential is significantly more nuanced and complicated as the optimal control problem for the quasipotential is notably harder than the eikonal equation. The improved approximation scheme provides our method with an $O(h^2)$ convergence rate for the eikonal and $\sim O(h^{1.8})$ for its gradient with respect to the mesh spacing $h$, as we demonstrate empirically on a collection of test problems. To our knowledge, this is the first such quasipotential solver with second-order in $h$ accuracy.

The aforementioned improvement in accuracy does come at the cost of an increase in runtime due to the more computation-intensive MAP approximations. However, this increase in runtimes
is offset by the algorithm’s second key feature: implementation of pre-computed anisotropic stencils, inspired by the Anisotropic Stencil Refinement (ASR) algorithm of Mirebeau [22]. The anisotropic unbounded speed function in the quasipotential problem requires the searching of very large “neighborhoods” of mesh points in the search for MAPs. Mirebeau’s ASR algorithm pre-computes smaller, more targeted neighborhoods, which results in a significantly smaller number of total MAP searches at a comparable overall accuracy. Adoption of a modified version of these ideas provided EJM with a significant reduction in computation time.

The EJM is implemented in C++. Our codes are available on GitHub [26].

We compare the performance of the EJM algorithm with other mesh-based quasipotential solvers on a variety of different drift fields $b$ and demonstrate a dramatic gain in efficacy.

The highly accurate numerical solution not only for the quasipotential but also for its gradient allows us to solve the transport equation for the WKB prefactor that contains second derivatives of the quasipotential. This yields a sharp estimate for the invariant probability measure. We do so for the Maier-Stein SDE [18] at two parameter values: $\beta = 3$ where the SDE is nongradient but the quasipotential is smooth, and $\beta = 10$ where the gradient of the quasipotential is discontinuous along an interval of the $x$-axis. As predicted in [19], the WKB approximation yields a good estimate for the invariant measure at $\beta = 3$ but not at $\beta = 10$ where the prefactor blows up. In addition, we use our numerical solutions to evaluate the Bouchet-Reygner formula for the expected escape time from the basin of the left attractor of the Maier-Stein SDE at various values of $\epsilon$. We compare our estimates for the invariant measure and the expected escape time to those obtained by means of the transition path theory [10] and observe a good agreement.

As you will see, the high accuracy and efficiency of the EJM come at the cost of its complexity. Pros and cons of the EJM and its possible extensions to three-dimensional SDEs and SDEs with geometric noise will be discussed in Section 7.

The rest of the paper is organized as follows. Background on the Freidlin-Wentzell theory and the optimal control problem for the quasipotential is given in Section 2. Relevant numerical algorithms that have motivated our solver are described in Section 3. The new solver, the efficient jet marcher (EJM), is detailed in Section 4. A full analysis of the accuracy-speed trade-off is provided in Section 5. The application to the Maier-Stein SDE is found in Section 6. The results are summarized and perspectives are discussed in Section 7. Some calculations necessary for implementation of the EJM are placed in Appendix A. Some details on the transition path theory are provided in Appendix B.

2 Background

Let $X^\epsilon(t)$ be the solution to SDE (1) in $\mathbb{R}^2$ for a fixed $\epsilon > 0$ where $W_t$ is the standard Brownian motion in $\mathbb{R}^2$. We assume that the drift field $b : \mathbb{R}^2 \to \mathbb{R}^2$ is a smooth vector field that admits a stable attracting equilibrium at the point $O$. Suppose that the set $D \subset \mathbb{R}^2$ is the basin of attraction of $O$ for the deterministic system (2). When $\epsilon$ is small, the process $X_t$ will remain close to the attractor $O$ for large periods of time until a sufficiently strong realization of the driving noise $W_t$ drives the $X_t$ farther away from $O$. We are interested in quantifying these deviations from the deterministic dynamics. In this section, we provide a primer on Freidlin-Wentzell theory to define the quasipotential, describe its importance in obtaining asymptotic probability estimates, and formulate the optimal control problem for the quasipotential.

2.1 Freidlin-Wentzell theory

The $\epsilon \downarrow 0$ dynamics described by the Freidlin-Wentzell theory are driven by a least action principle. Indeed, for any fixed $T > 0$ the asymptotic likelihood of the solution $X(t)$ following a given trajectory $\phi \in C([0,T]; \mathbb{R}^2)$ is controlled by the Freidlin-Wentzell action functional
of the quasipotential $U$

By a simple reparametrization argument (see Section 3 in [3]), it can be shown that the definition of the action functional called the geometric action functional

$$S_T : C([0, T]; \mathbb{R}^2) \to [0, +\infty]$$

given by

$$S_T(\phi) := \begin{cases} \frac{1}{2} \int_0^T \left\| \dot{\phi}_t - b(\phi_t) \right\|^2 dt, & \text{if } \phi \text{ is absolutely continuous,} \\
+\infty, & \text{otherwise.} \end{cases}$$

Formally speaking, we say that the families of solutions $\{X^\epsilon\}_{\epsilon > 0}$ of equation (1) satisfy a large deviations principle on $C([0, T]; \mathbb{R}^2)$ with action function $S_T$. Effectively, this means that the probability of $X^\epsilon$ lying in a tube around $\phi$ decays at the exponential rate $\exp(-S_T(\phi)/\epsilon)$ as $\epsilon \downarrow 0$.

The quasipotential $U : D \to [0, +\infty]$, defined with respect to the stable attractor $\mathcal{O}$ and for $x$ in its domain of attraction, is the cost of the cheapest path, as measured by the Freidlin-Wentzell action functional, that starts at $\mathcal{O}$ and terminates at $x$. That is,

$$U(x) := \inf \left\{ S_T(\phi) : T > 0, \ \phi \in C([0, T]; \mathbb{R}^n), \ \phi(0) = \mathcal{O}, \ \phi(T) = x \right\}. \quad (4)$$

The function $U$ determines much of the behavior of equation (1) in the asymptotic long-time limit for small $\epsilon > 0$. As mentioned in the Introduction, the leading order term of the stationary measure $\mu_\epsilon$ of (1) behaves like equation (3) (Theorem 4.3 of [13]). Via this asymptotics on the stationary measure, the quasipotential $U$ can be used to obtain estimates on the mean first exit times from bounded domains.

Indeed, consider the problem of the first exit of the solution $X^\epsilon_t$ from a bounded domain $\bar{D} \subset D$. Provided that $b$ does not grow too steeply, one can show that the solution $X^\epsilon_t$ starting at $\mathcal{O}$ will almost surely exit $\bar{D}$ eventually due to the noise. In fact, the mean first exit time $\tau^\epsilon := \inf\{t > 0 : X^\epsilon_t \notin \bar{D}\}$ can be shown to obey the inverse asymptotic growth rate of the stationary measures. Namely,

$$\mathbb{E}\tau^\epsilon \asymp \exp \left( \frac{\inf_{x \in \partial \bar{D}} U(x)}{\epsilon} \right).$$

In effect, the average first exit time is entirely controlled by the cost of the cheapest path from $\mathcal{O}$ to the boundary $\partial \bar{D}$. In fact, if there exists a unique minimizer $x^* \in \partial \bar{D}$, then as $\epsilon \downarrow 0$ the actual escape trajectory concentrates with overwhelming probability closer and closer to the minimizing path $\phi^*$ from $\mathcal{O}$ to $x^*$.

A similar analysis holds in the case where the drift admits multiple attractors. In such systems, an important phenomenon is the probabilistic switching from one metastable attractor to another. For stochastic differential systems, the leading order calculation of mean transition rates can be quantified in the same manner. This is often a topic of interest in application. For instance, in [25], they utilize this framework to understand transitions between different stable population configurations in an ecological model.

### 2.2 The optimal control problem for the quasipotential

In actuality, the infimum in definition 4 over $T > 0$ is not achieved. Rather, the corresponding minimum action path departs $\mathcal{O}$ with infinitesimally small speed and the minimizer of the action exists only as a $T \to \infty$ limit. Nonetheless, the graph of the path does exist in practice. To identify this minimum action path, it is convenient to reparametrize and to work with a modified action functional called the geometric action functional

$$\bar{S}_L(\varphi) := \begin{cases} \int_0^L \left[ \parallel \dot{\varphi}_r \parallel \left\| b(\varphi_r) \right\| - \dot{\varphi}_r \cdot b(\varphi_r) \right] dr, & \text{if } \varphi \text{ is absolutely continuous,} \\
+\infty, & \text{otherwise.} \end{cases} \quad (5)$$

By a simple reparametrization argument (see Section 3 in [3]), it can be shown that the definition of the quasipotential $U(x)$ with $S$ replaced by $\bar{S}$ is equivalent. The paths $\phi$ and $\varphi$ relate via
\[
\dot{\phi} = \|b(\phi)\|\dot{\phi}.
\]
Therefore, an alternative definition which we stick to throughout the remainder is
\[
U(x) := \inf \left\{ \tilde{S}_L(\varphi) : L > 0, \ \varphi \in C([0, L]; \mathbb{R}^2), \ \varphi_0 = \mathcal{O}, \ \varphi_L = x \right\}.
\] (6)

Note that the integrand of the geometric action can be written as \(s(\varphi, \dot{\varphi})\|\dot{\varphi}\|\), where
\[
s(x, v) = \|b(x)\| - b(x) \cdot \frac{v}{\|v\|}, \quad \text{where} \quad v \equiv \dot{\varphi}.
\] (7)

The quantity \(s(x, v)\) can be interpreted as the anisotropic slowness function at point \(x\) in the direction \(v\). Note that \(s(x, v)\) is bounded from above by \(2\|b(x)\|\) which makes \(U(x)\) Lipschitz-continuous in any bounded region in \(\mathbb{R}^2\). On the other hand, \(s(x, v)\) is zero at any equilibrium point and whenever the directions of \(v\) and \(b(x)\) coincide. As a result, the speed function \(f(x, v) \equiv 1/s(x, v)\) is unbounded from above.

Using definition (6) of the quasipotential, the infimum in \(U\) may be achieved, although this is not guaranteed as infinite length minimum action paths are possible. Moreover, in [3] it is shown that the direction of the minimizing path \(\varphi \in C([0, L]; \mathbb{R}^2)\) passing through \(x\) can be related to the gradient of the normal to the level sets of \(U\) by the relation
\[
\nabla U(\varphi) = \|b(\varphi)\|\dot{\varphi} - b(\varphi).
\] (8)

The quasipotential allows us to decompose the drift field \(b(x)\) into a sum of potential and rotational components:
\[
b(x) = -\frac{1}{2} \nabla U(x) + l(x), \quad \text{where} \quad l(x) := b(x) + \frac{1}{2} \nabla U(x).
\] (9)

Both, the trajectories of \(dx = b(x)dt\) and the MAPs follow the rotational component \(l(x)\). However, at the same time, the trajectories descend down the potential component \(-\frac{1}{2}U(x)\), while the MAPs climb up it, as one can see by recasting (8) as \(\dot{\phi} = b(\phi) + \nabla U(\phi) \equiv \frac{1}{2} \nabla U(\phi) + l(\phi)\).

We can investigate the invariant measure further by considering again the Fokker-Planck equation with the WKB ansatz that the density takes the form of Gibbs density multiplied by a subexponential pre-factor. Namely, we take
\[
p(x) = C(x) \exp \left( -\frac{U(x)}{\epsilon} \right).
\] (10)

Justification for the WKB approximation is given in e.g. [33, 19]. Plugging (10) into the Fokker-Planck equation and grouping terms by order in \(\epsilon\) yields the Hamilton-Jacobi-Bellman equation for the quasipotential
\[
b \cdot \nabla U + \frac{1}{2} \|\nabla U\|^2 = 0,
\] (11)

and the transport equation for the leading order term in the exponential prefactor
\[
(\nabla \cdot b + \frac{1}{2} \Delta U)C + (b + \nabla U) \cdot \nabla C = 0.
\] (12)

In general, the quasipotential is not continuously differentiable. At worst, it is Lipschitz continuous [13] and the Lebesgue measure of the set of points for which it is not differentiable is 0. Moreover, it can be shown that when \(U\) is continuously differentiable, it is a classical solution to (11) endowed with the boundary condition \(U(\mathcal{O}) = 0\), and a viscosity solution otherwise.

Furthermore, even if the classical solution to (11) with the boundary condition \(U(\mathcal{O}) = 0\) exists, it is not unique. There are at least two solutions, the quasipotential defined by (6), and \(U \equiv 0\). In general, one can check that there are as many solutions as there are invariant subspaces for the linearized at \(\mathcal{O}\) drift field. Therefore, we solve the optimal control problem (6) rather that the boundary-value problem for (11).
3 Mesh-based label-setting algorithms

In this section, we describe the structure of Dijkstra-like solvers of anisotropic eikonal equations. We also provide a description of Mirebeau's design for the anisotropic (ASR) algorithm [22].

3.1 Dijkstra-like eikonal solvers

Consider the geometric action expressed in the line integral form

\[
\tilde{S}_L(\varphi) = \int_0^L s(\varphi_r, \dot{\varphi}_r) \|\dot{\varphi}_r\| \, dr = \int_0^L \frac{\|\dot{\varphi}_r\|}{f(\varphi_r, \dot{\varphi}_r)} \, dr. \tag{13}
\]

Written in this way, \(\tilde{S}_L(\varphi)\) gives the cost of trajectory \(\varphi\) using the instantaneous anisotropic cost function \(s(x, v)\). If we are to proceed with the wavefront analogy introduced in Section 1, we can interpret \(f(x, v)\) as the instantaneous speed of particles moving in the \(v\) direction at point \(x\). At each point along the wavefront, one can envision more particles being spawned and sent out in all directions with speed \(f(x, v)\). For this reason, we call the function \(f(x, v)\) the speed function and \(s(x, v)\) the slowness function. The quasipotential \(U(x)\) will then measure the quickest time for one of these particles to hit the point \(x\), while the MAP passing through \(x\) will trace that particle's path back to its origin at \(\mathcal{O}\).

An alternative perspective can be taken by expressing the HJB equation (11) for the quasipotential in the form

\[
F(x, \hat{n}) \|\nabla U(x)\| = 1, \quad U(\mathcal{O}) = 0, \tag{14}
\]

where \(F(x, \hat{n}) = \frac{1}{-2b(x) \cdot \hat{n}(x)}\) and \(\hat{n}(x) = \frac{\nabla U(x)}{\|\nabla U(x)\|}\) is the outward pointing normal vector to the level set of the quasipotential. Here, the quantity \(F(x, \hat{n}) \geq 0\) can be interpreted as the speed at which the wavefront expands outward in the normal direction.

For a general \(F\), equation (14) is referred to as an anisotropic eikonal equation or static Hamilton-Jacobi equation. When the front speed \(F\) does not depend on direction \(v\), we refer to it just as an eikonal equation. In general, the front speed \(F\) can be reconstructed from the particle speed function \(f\) by taking the weighted dual norm

\[
F(x, u) = \max_{\forall v \neq 0} \frac{u \cdot v}{\|v\|} f(x, v). \tag{15}
\]

Note that in the isotropic case, it is clear from (15) that \(F(x) = f(x)\). Namely, particle speeds are equal in all directions. In particular, this implies that the MAPs will always be normal to the wavefront. This is not the case for the quasipotential problem, where instead the direction of travel is given by

\[
\dot{\varphi} = \frac{b(\varphi) + \nabla U(\varphi)}{b(\varphi)}, \tag{16}
\]

(see e.g. [3] for details). As we will see, this lack of orthogonality will pose some computational difficulties.

We now introduce the main ideas of Sethian's fast marching algorithm for computing the viscosity solution \(U(x)\) to equation (14) in 2-dimensions. Let \(\mathcal{X}\) be a discretization of the domain \(D\) into a uniform rectangular mesh with common horizontal and vertical spacing \(h > 0\). We assume for simplicity that the attractor \(\mathcal{O}\) is a member of the mesh \(\mathcal{X}\). Dijkstra-like algorithms rely on the partition of \(\mathcal{X}\) into the following three disjoint groups:

- **Unknown**: Mesh points for which no value of \(U\) has been computed. The value of \(U\) defaults to \(+\infty\).
- **Considered**: Mesh points for which a tentative value of \(U\) has been computed.
• **Accepted:** Mesh points for which a final, immutable value of $U$ has been computed.

Initially, all mesh points will begin in the **Unknown** category. As the algorithm proceeds, points will be gradually moved from **Unknown** to **Considered** as tentative values of $U$ are computed. For each mesh point, one of those tentative values will eventually be finalized, at which time that point will be moved into the **Accepted** category. Figure 2 displays a snapshot in time of what this setup may look like, while Algorithm 1 provides a template for fast marching Dijkstra-like eikonal solvers.

**Algorithm 1** Fast marching method template for solving eikonal equations

**Initialization**
Start with all mesh points in $\mathcal{X}$ in **Unknown** and set them to $U = +\infty$.
Set $U(O) = 0$ and add $O$ to **Considered**.

**Main Body**

1: while (**Considered** is non-empty) do
2:    Set $x := \arg \min_{z \in \mathcal{X}} \{ U(z) : z \in \text{Considered} \}$.
3:    Switch $x$ from **Considered** to **Accepted** and finalize its current value of $U(x)$.
4:    for each neighbor $y$ of $x$ such that $y \notin \text{Accepted}$ do
5:        Compute a value $U_{\text{new}}(y)$ using the values of $U(x)$ and possibly $U(z)$ for other $z$ in **Accepted**.
6:        Set $U(y) := \min(U(y), U_{\text{new}}(y))$.
7:    Switch $y$ to **Considered** if it was previously in **Unknown**.
8: end for
9: end while

Let us remark on some of the key steps of Algorithm 1. First, in line 2, the mesh point $x$ with the smallest tentative value of $U$ among all **Considered** points is selected. This point is effectively the next point to be “hit” by the expanding wavefront, and one can envision the level
set \{r \in \mathbb{R}^d : U(r) = U(x)\} as actually representing the current state of the front, as illustrated in Figure 2. Since the minimizer will need to be extracted from the Considered list at each iteration, the Considered list is often given a heap-sort structure in practice so that the argmin can be computed in \(O(\log N)\) operations.

Next, we note that the definition of neighbors (line 4) and the process for computing estimates \(U_{\text{new}}(y)\) (line 5) are left unspecified in Algorithm 1. These are the main areas in which Dijkstra-like eikonal solvers will differ, and we describe some of the possible choices for these procedures below.

Finally, we note that after computing a new tentative value \(U_{\text{new}}(y)\), this value replaces the previous tentative value only if it is smaller. This particular choice of Accept/Reject rule tries to filter out those estimates of \(U(y)\) that come from mesh points \(x\) which are not necessarily near the MAP passing through \(y\).

### 3.1.1 Computation of \(U_{\text{new}}\)

We discuss techniques for computing the update value \(U_{\text{new}}(y)\) in line 5 of Algorithm 1. Suppose, as in Algorithm 1 that \(x\) has just been switched to Accepted and we are now interested in using \(U(x)\) to compute a tentative value of \(U(y)\) for a nearby “neighbor” \(y\). Appropriate definitions of “neighbor” are made precise in Section 3.1.2.

To compute \(U(y)\), we seek to identify the MAP that passes through \(y\) (Figure 3). In general, this MAP will not pass directly through \(x\); however, it may pass between \(x\) and another neighboring mesh point \(z\) that also lies in the Accepted group. In this case, the MAP will pass through the point \(x_\lambda = (1 - \lambda^*)x + \lambda^*z\) for some \(\lambda^* \in [0, 1]\). By noting that \(U(y)\) is the minimum cost (geometric action in the quasipotential case) over all paths terminating at \(y\), we can write

\[
U(y) = \min_{\lambda \in [0,1]} \left[ U(x_\lambda) + \inf_{\substack{L > 0 \\varphi \in C([0,L];\mathbb{R}^2) \\int_0^L \|\dot{\varphi}(r)\| dr : \varphi(0) = x_\lambda, \varphi(L) = y}} \frac{\int_0^L \|\dot{\varphi}(r)\| dr}{f(\varphi(r), \dot{\varphi}(r))} \right].
\]  

(17)

The key decisions to be made concern how best to approximate the right hand side of equation (17). This requires determining (a) how to interpolate \(U(x_\lambda)\), since \(x_\lambda\) in general lies between mesh points, (b) what path-space to take the inner minimization over, and (c) what quadrature rule to use to approximate the action integral.

The simplest answers to these three questions are to (a) linearly interpolate \(U(x_\lambda)\) between the finalized values of \(U(x)\) and \(U(z)\), (b) use a linear path connecting \(x_\lambda\) and \(y\), so that no inner minimization need occur at all, and (c) use right endpoint quadrature (at \(y\)) of the action integral.
integral. This route is taken, for instance, by the Ordered Upwind Method (OUM) of [32]. With these approximations, (17) becomes

\[
U_{\text{new}}(y) = \min_{\lambda \in [0,1]} \left[ (1 - \lambda)U(x) + \lambda U(z) + \frac{\|y - x\|}{f(y, \frac{y - x}{\|y - x\|})} \right].
\]

(18)

This univariate minimization can then easily be carried out numerically. For the isotropic case where \(f(y, v) = f(y)\), the minimizer \(\lambda^*\) can be found analytically by solving a quadratic equation.

The ordered line integral methods (OLIMs) [7, 6] for solving for the quasipotential also use linear interpolation for \(U(x, \lambda)\) and linear paths, but they employ higher order quadrature rules instead of the right-hand rule. The most efficient choice turned out to be the midpoint rule, which reduced the error constants by two-to-three orders of magnitude compared to right-hand rule quadrature.

Update formula (18) in general leads to an \(O(h)\) convergence rate. It is perfectly valid for the quasipotential problem, however in EJM we will opt for higher order approximations of (17) in pursuit of a \(O(h^2)\) convergence rate.

3.1.2 Neighborhoods

The remaining undiscussed components of Algorithm 1 are (i) how to choose the neighbors \(y\) to update from \(x\) (line 4) and (ii) how to choose points \(z\) to pair with a given \(x\) and \(y\) for the computation of (18) (line 5).

The goal of neighborhood design is to assure that every mesh point \(y\) experiences at least one of the (17) updates with an \(x\) and \(z\) that straddle its MAP as in Figure 3. Since we do not a priori know where the MAPs will be coming from, many updates will necessarily have to be performed where \(x\) and \(z\) do not surround the MAP at all. These minimizations should result in boundary \((\lambda = 0\) and \(\lambda = 1)\) minimizers of equation (17). Moreover, these solutions will typically result in proposed values of \(U_{\text{new}}(y)\) that are larger than the true value. Therefore, they should eventually be discarded by the Accept/Reject rule of line 6 if a proper interior solution is found. However, for this to happen, the neighborhoods must be large enough to include a valid \(\triangle xzy\) triangle where the MAP passes between \(x\) and \(z\). We refer to such a triangle \(\triangle xzy\) of mesh points, where \(U(x) < U(y), U(z) < U(y)\), and \(y\)’s MAP passes between \(x\) and \(z\), as a causal triangle.

Due to this filtering system, it is in general harmless to increase the size of the neighborhoods, since any extraneous updates will automatically be filtered out by the Accept/Reject rule in the end, though the rule might be sophisticated – see the end of Section 4.2.2. The most obvious drawback of using very large neighborhoods is simply the additional computation time present in performing the additional minimizations (17). The main goal of design is then to create neighborhoods that are just large enough to ensure that at least one causal triangle is checked for each \(y\). If a ball-shaped neighborhood is used for a mesh point \(y\), the minimal necessary radius of the ball is determined by the anisotropy ratio of the speed function [32]:

\[ r(y) := h \sup_v f(y, v) \frac{\|y - x\|}{\inf_v f(y, v)}. \]

Note that for the optimal control problem for the quasipotential (6), this ratio is infinite. In the next section, we discuss the construction of specialized star-shaped neighborhoods proposed by Mirebeau [22].

3.2 Anisotropic stencil refinement

In this section we describe the Anisotropic Stencil Refinement (ASR) algorithm of Mirebeau [22] for solving anisotropic eikonal equations. The ASR algorithm follows the prescription of Algorithm 1 and uses the approximation scheme (18), but with pre-computed stencils serving as
the “neighborhoods”. These stencils are significantly smaller than the neighborhoods used in [32], so that the ASR algorithm is significantly faster than OUM and only slightly less accurate.

Suppose we wish to solve the minimum cost problem associate with an action of the form (13) where \( f \) has a finite anisotropy ratio. For each mesh point \( y \), we first construct the stencil \( \mathcal{N}(y) \), representing the candidates for \( x \) and \( z \) in a potentially causal triangle \( \triangle xzy \). The neighborhood referred to in line 4 of Algorithm 1 will then be the reversed stencil

\[ \mathcal{N}^{-1}(x) := \{ y \in \mathcal{X} : x \in \mathcal{N}(y) \} , \]

which represents the points \( y \) of which \( x \) might be a member of a causal triangle.

Next, we define the function

\[ \mathcal{F}(x, v) := s(x, v) \| v \| , \]

representing the integrand in the action functional (13). We assume that for each \( x \), the mapping \( \mathcal{F}(x, \cdot) : \mathbb{R}^2 \to [0, +\infty) \) is an asymmetric norm, that is, it is subadditive and positive definite, but only satisfies positive homogeneity: \( \mathcal{F}(x, \lambda v) = \lambda \mathcal{F}(x, v) \) for all \( \lambda \geq 0 \).

**Definition 3.1.** Let \( x \) be fixed. The vectors \( u \) and \( v \) are said to form an acute angle with respect to an asymmetric norm \( \mathcal{F}(x, \cdot) : \mathbb{R}^2 \to [0, +\infty) \) (or \( \mathcal{F} \)-acute angle, for short) provided that

\[ \mathcal{F}(x, u + \delta v) \geq \mathcal{F}(x, u), \quad \text{and} \quad \mathcal{F}(x, v + \delta u) \geq \mathcal{F}(x, v) , \]

for all \( \delta \geq 0 \).

We note that if the asymmetric norm \( \mathcal{F} \) is differentiable, it is easy to see that acuteness conditions (19) are equivalent to

\[ u \cdot \nabla_v \mathcal{F}(x, v) \geq 0, \quad \text{and} \quad v \cdot \nabla_v \mathcal{F}(x, u) \geq 0 . \]

The objective will then be to construct a stencil \( \mathcal{N}(y) \) for any \( y \) that is a collection of directions such that neighboring line segments terminating at \( y \) form \( \mathcal{F}(y, \cdot) \)-acute angles. That is, for each mesh point \( y \), we seek to construct a finite (and rotationally ordered) collection of mesh points \( \mathcal{N}(y) = \{ y_k \}_{k=1}^{n_y} \), such that \( y - y_k \) and \( y - y_{k+1} \) form a \( \mathcal{F}(y, \cdot) \)-acute angle for each \( k = 1, \ldots, n_y \). Note that when \( s(x, v) = s(x) \), the norm \( \mathcal{F}(x, \cdot) \) is a multiple of the standard Euclidean norm so that \( \mathcal{F}(x, \cdot) \)-acute angles become ordinary Euclidean acute angles. Thus, the standard 4-point diamond neighborhood is an admissible stencil, since neighboring directions are separated by right angles.

The guarantee that such a stencil creates causal triangles is provided by the following causality property.

**Proposition 3.1** (Proposition 1.3 of [22]: Causality Property). Let \( \mathcal{F}(x, \cdot) \) be an asymmetric norm on \( \mathbb{R}^2 \). Let \( u, v \in \mathbb{R}^2 \) be linearly independent and let \( d_u, d_v \in \mathbb{R} \). Assume that \( u \) and \( v \) form an \( \mathcal{F} \)-acute angle. Define

\[ d_w := \min_{t \in [0, 1]} td_u + (1-t)d_v + \mathcal{F}(x, tu + (1-t)v) , \]

and assume that this minimum is not attained for \( t \in \{0, 1\} \). Then \( d_u < d_w \) and \( d_v < d_w \).

We do not provide the proof here, but rather defer it to [22]. It can be done rather succinctly using Lagrange multipliers. We do, however, provide a geometric proof in Section 4 of a similar statement in the quasipotential case that sheds more light on why this acuteness condition is relevant.

Let us remark on Proposition 3.1. The right-hand side of (20) is precisely the right-hand side of the update formula (18) for \( \text{U}_{\text{new}}(y) \), if \( u = x, v = z \), \( d_u = \text{U}(x) \) and \( d_v = \text{U}(z) \). Thus Proposition 3.1 can be interpreted as saying that if the \( xy \) and \( zy \) legs of the \( \triangle xzy \) triangle form a \( \mathcal{F}(y, \cdot) \)-acute angle and an interior minimum is found, then necessarily \( \text{U}(x) < \text{U}_{\text{new}}(y) \) and...
$U(z) < U_{\text{new}}(y)$. This means, assuming $U(x) > U(z)$ without loss of generality, that when $x$ is switched to Accepted, $z$ would already be an Accepted point so that the triangle $\triangle xzy$ would yield a valid interior update, as desired.

The final step is then to define a method for creating causal stencils for a given problem. In [22], Mirebeau defines stencils via Algorithm 2, in which the base stencil is a 4-point diamond that will be refined as necessary, until all neighboring angle are $\mathcal{F}(y, \cdot)$-acute.

**Algorithm 2** FM-ASR Stencil Design [22]

```plaintext
for $y \in \mathcal{X}$ do
    Set $L := [(1, 0)]$ and $M := [(1, 0), (0, -1), (-1, 0), (0, 1)]$.
    while $M$ is non-empty do
        Set $u$ and $v$ to the last elements of $L$ and $M$, respectively.
        if $u$ and $v$ are $\mathcal{F}(y, \cdot)$-acute then
            Remove $v$ from $M$ and append $v$ to $L$.
        else
            Append $u + v$ to $M$.
        end if
    end while
    Set $\mathcal{N}(y) := y - L$.
end for
Output $\{\mathcal{N}(y)\}_{y \in \mathcal{X}}$.
```

### 4 Our algorithm: Efficient Jet Marcher

Like the previously discussed solvers, our efficient jet marcher (EJM) follows the general template of Algorithm 1. Unlike the previously discussed solvers, EJM will instead use a higher order MAP approximation scheme as compared to (18), as well as a modified version of Mirebeau’s pre-computed stencils. The full structure of the solver is shown in Algorithm 3.

We remark briefly on key observations about Algorithm 3; detailed descriptions are provided in the subsequent sections. The first observation is that the gradient $\nabla U$, is now treated as part of the solution and is included in all of the update computations. This will be necessary to perform the higher order MAP interpolations in the update step of line 7 (Section 4.2).

As in the OLIM methods [7, 6], we apply a slightly more involved initialization process. This is typically only needed when the MAPs exhibit significant curvature near the origin. The most common technique is to simply initialize $U$ and $\nabla U$ with the exact solution corresponding to a linearized version of $b$ around the attractor $\mathcal{O}$.

Concerning the construction of anisotropic stencils, we follow the ideas of Mirebeau [22], discussed in Section 3.2. However, we also use the fact that stencils only depend on the angle of $b(x)$ and not its magnitude, to save the stencils only for a binned collection of possible angles of $b$. This drastically reduces the memory requirement and the runtime of pre-processing phase. Moreover, this allows us to skip the stencils entirely and compute the reversed stencils directly, since these are ultimately the objects used in the body of Algorithm 3. We also use a slightly different stencil construction algorithm. All of which is described in Section 4.1.

The if-statement and subsequent fail-safe method, mentioned in lines 3 and 4, are used to prevent values of $U(x)$ computed from one-point updates (boundary solutions to the update minimization problem (17)) from becoming finalized values. As we will see, due to the assumption of linear MAPs in their construction, the stencils are not perfect and will occasionally fail to find causal triangles when the mesh is not sufficiently refined. If these failures are not caught and corrected, the higher order accuracy may not be achieved. This fail-safe is called only very
rarely. When called, it searches a much larger area than the stencil until it finds a successful triangle update (interior solution of (17)).

Finally, the most important difference lies in the structure of the update procedure (line 7) and prescription for computing the right-hand side of (17). This procedures is responsible for the $O(h^2)$ error convergence rate. It is discussed in detail in Section 4.2.

Algorithm 3 Efficient Jet Marching Algorithm (EJM)

Initialization and Pre-processing

Start with all mesh points in $X$ in Unknown and set them to $U = +\infty$ and $\nabla U = (\infty, \infty)$. Initialize the $U$ and $\nabla U$ values of an 8-point rectangular neighborhood of the attractor $O$. Switch each of these points into Considered.

For each $\theta_k = \frac{2\pi k}{N_{\text{bins}}}$, $k = 0, ..., N_{\text{bins}} - 1$, build the reversed stencils $N^{-1}(\theta_k)$ (Section 4.1). For each $x$ in the 8-point neighborhood of the attractor $O$, assign $N^{-1}(x) := N^{-1}(\theta_k)$ where $k$ is such that

$$-\angle b \in \left(\theta_k - \frac{\pi}{N_{\text{bins}}}, \theta_k + \frac{\pi}{N_{\text{bins}}}\right),$$

where $\angle b$ denotes the angle between $b$ and the positive direction of the $x$-axis, i.e., the polar angle of $b$.

Main Body

1: while (Considered is non-empty) do
2:     Set $x := \arg\min_{z \in X} \{U(z) : z \in \text{Considered}\}$.
3:     if $x$’s last update is a one-point update then
4:         Run the fail-safe on $x$ (Section 4.4).
5:     end if
6:     Switch $x$ from Considered to Accepted.
7:     for each $y \in N^{-1}(x)$ such that $y \notin \text{Accepted}$ do
8:         Update $U(y)$ and $\nabla U(y)$ from $x$ and possibly other $z \in \text{Accepted}$ (Section 4.2).
9:         Switch $y$ to Considered if it was previously in Unknown.
10:    end for
11: end while

4.1 Anisotropic stencils

We return to the anisotropic stencil ideas discussed in Section 3.2. For the quasipotential problem, we have

$$\mathcal{F}(y, v) = \|b(y)\| \|v\| - b(y) \cdot v.$$

This is subadditive and positive homogeneous, but not positive definite, since

$$\mathcal{F}(y, \lambda b(y)) = 0,$$

for any $y$ and any $\lambda > 0$. Nonetheless, the machinery of the ASR method can still be applied, for instance, by considering instead a modified function

$$\mathcal{F}^\alpha(y, v) = \|b(y)\| \|v\| - \alpha b(y) \cdot v,$$

where $\alpha = 1 - \delta$ for some $\delta > 0$ very small. Such an $\mathcal{F}^\alpha(y, \cdot)$ is an asymmetric norm for any $y$ such that $b(y) \neq 0$. 
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For each $y \in \mathcal{X}$, we seek to construct a stencil $\mathcal{N}(y)$ such that neighboring points $y_k, y_{k+1} \in \mathcal{N}(y)$ form line segments $u = \frac{y - y_k}{\|y - y_k\|}$ and $v = \frac{y - y_{k+1}}{\|y - y_{k+1}\|}$ that satisfy the acuteness conditions (19), which, in the quasipotential case, reduces to the conditions

$$u \cdot v \geq u \cdot (-b(y)), \quad \text{and} \quad u \cdot v \geq v \cdot (-b(y)).$$

It is not intuitively clear where these acuteness conditions come from. To motivate them, we provide a simple geometric proof of the following proposition, which is essentially a corollary of Proposition 3.1 for the specific case of the quasipotential problem.

**Proposition 4.1.** Suppose the drift field $b$ is smooth, fix $y \in \mathbb{R}^2$ and let $\varphi$ denote the MAP passing through $y$. Suppose that $D$ is a rotationally ordered collection of unit directions in $\mathbb{R}^2$ such that any neighbors $\hat{u}, \hat{v} \in D$ satisfy

$$\hat{u} \cdot \hat{v} \geq \max \left( -\hat{u} \cdot \hat{b}, -\hat{v} \cdot \hat{b}, 0 \right),$$

where $\hat{b} = b(y)/\|b(y)\|$. Then there exist neighbors $\hat{u}, \hat{v} \in D$ and $h > 0$ small enough that $\varphi$ passes between $A := y + h\hat{u}$ and $B := y + h\hat{v}$ while $U(A) < U(y)$ and $U(B) < U(y)$.

**Proof.** Suppose first that $U$ is continuously differentiable at $y$. Let $\hat{\tau}$ be the tangent vector of the level set $\{z : U(z) = U(y)\}$ at $y$. Picking scale $h > 0$ such that $U$ and $\varphi$ are locally flat, the setup looks like Figure 4. By taking the dot product of both sides of equation $\nabla U(y) = \|b(y)\|\dot{\varphi} - b(y)$ (see (8)) with $\hat{\tau}$, we immediately have that

$$\left( \frac{\dot{\varphi}}{\|\dot{\varphi}\|} \right) \cdot \hat{\tau} = \hat{b} \cdot \hat{\tau} =: \cos(\theta).$$

The result then follows by noting that there must exist a direction $\hat{u} \in D$ lying between $-\dot{\varphi}$ and $-\hat{\tau}$, as in Figure 4. We can see this by realizing that there cannot exist neighbors $\hat{u}, \hat{v} \in D$ that straddle the wedge created by $-\hat{\tau}$ and $-\dot{\varphi}$. If there did exist such neighbors, $\hat{u}$ between $-\hat{b}$ and $-\hat{\tau}$ and $\hat{v}$ between $\hat{b}$ and $-\dot{\varphi}$, then we would immediately contradict the acuteness requirement, since

$$-\hat{b} \cdot \hat{u} > -\hat{b} \cdot (-\hat{\tau}) = \cos \theta = -\left( \frac{\dot{\varphi}}{\|\dot{\varphi}\|} \right) \cdot (-\hat{\tau}) = -\hat{u} \cdot \hat{v}.$$ 

Hence nearest neighbors cannot straddle the wedge, and there must be neighbors $\hat{u}, \hat{v} \in D$ surrounding $\dot{\varphi}$ that both lie in the half-plane of directions opposite $\nabla U$. 

![Figure 4: If (21) is satisfied, there must exist neighbors $\hat{u}, \hat{v} \in D$ that sandwich the incoming MAP $\varphi$ and both lie in the shaded region $\{x : U(x) < U(y)\}$.](image)
We now seek to construct stencils such that neighboring directions satisfy acuteness condition (21). To do this, we make the following two approximations to reduce computation time and memory requirements.

1. We take the reversed stencils to be

\[ \mathcal{N}^{-1}(y) = -\mathcal{N}(y), \tag{22} \]

so that the reversed stencils are readily obtained by choosing a set of directions satisfying

\[ \hat{u} \cdot \hat{v} \geq \max(\hat{u} \cdot \hat{b}, \hat{v} \cdot \hat{b}, 0) \]

and the original stencils \( \mathcal{N}(y) \) need not be computed at all.

2. We save reversed stencils only for \( N_{\text{bin}} \) different uniformly spaced values of the angle of \( \hat{b}(y) \).

Approximation (1) is taken to speed up the computation time of the pre-processing phase of Algorithm 3. The process of inverting the stencil can be time consuming for fine meshes, since its complexity is \( \mathcal{O}(K(N)h^{-2}) \) where \( K(N) \) is the average stencil cardinality. Moreover, the approximation (22) is very close to exact on a scale \( h > 0 \) such that the MAPs are approximately flat.

Approximation (2) is taken to reduce memory requirements of the algorithm. Here, we take use of the fact that the metric \( F(y, \cdot) \) only depends on the angle of \( b(y) \). Therefore, the reversed stencils can be saved for a common set of \( \theta = \angle b \) values rather than one for every mesh point \( y \in \mathcal{X} \). Angles are binned as mentioned in the pre-processing phase of Algorithm 3. We do note however, that this shortcut is only possible because we are using a mesh that is translation invariant, so that we need only to store the shifts in the reversed stencil. This would not be possible if instead we were using a non-uniform mesh.

To construct the reversed stencils, one option is to follow the prescription of Algorithm 2. However, since \( F(y, \cdot) \) is not positive definite, one should modify the process or else it will never terminate, as it will attempt to refine the reversed stencil in the direction of \(-b(y)\) indefinitely. One solution, is to instead use the modified version of \( F^\alpha \), mentioned above, for some \( \alpha \) very slightly below 1. The value of \( \alpha \) will control how refined the reversed stencil is in the \(-b(y)\) direction: our typical values is 0.9999. An alternative option is simply to cut off the production algorithm once the leg in the direction of \(-b(y)\) reaches some maximum threshold value.

We opted to construct the reversed stencils via another route. Instead, we noted that for a given value of \( \angle b \), a minimal set of directions satisfying relations (21) can be easily written down. In fact, consider the infinite collection of angles \( \{\alpha_k\}_{k=-\infty}^{\infty} \) where

\[ \alpha_k = \angle b + \text{sgn}(k)\frac{\pi}{2|k|}, \tag{23} \]

which is displayed in Figure 5. Here, it is clear that \( \alpha_{k+1} - \alpha_k = \alpha_k - \angle b \) so that relation (21) holds with equality. Such a simple characterization of an “ideal” stencil is certainly not possible for the general case of an anisotropic eikonal equation. Thus, rather than following Algorithm 2 which is designed to work for the general case, we seek to construct stencils by directly discretizing rotated versions of the collection shown in Figure 5.

The construction of our discretization of Figure 5 is given in Algorithm 4, with the supporting Figure 6. The reversed stencil consists of a discretization of \(|k| - 1\) equi-spaced points along each of the \( \alpha_k \) rays in Figure 5, up until some maximum \( k \) value. Since these are all non-integer points, their nearest neighbor in \( \mathbb{Z}^2 \) is added instead. In addition to these points, the standard 8-point neighborhood is included.

Algorithm 4 is a rather simple method for discretizing Figure 5 in a way that is both non-hollow and elongated in the direction of \( \hat{b} \). Example stencils created via the two methods are displayed in Figure 7. The stencil created via Algorithm 4 is slightly less concentrated in the direction of anisotropy and has denser interior: properties that have shown to perform slightly better in practice by causing fewer calls of the fail-safe procedure.
Algorithm 4 Construction of dense oblong reversed stencils

Let $\theta$ be the binned value of $-\angle b$.

Set $k_{\text{cutoff}} = \text{largest } k \text{ to include in discretization of } \alpha_k$ (Figure 5). Value $k_{\text{cutoff}} = 4$ is typical.

Set $d_{\text{gap}} = \text{spacing between sampled points on each ray (in multiples of } h)$. Value $d_{\text{gap}} = 3$ is typical.

1: Add $\{(1,0),(1,1),(0,1),(-1,1),(-1,0),(-1,-1),(0,-1),(1,-1)\}$ to $\mathcal{N}^{-1}(\theta)$.
2: Let $M$ be an empty list of points.
3: for $k = 2 : k_{\text{cutoff}}$ do
4:   for $n = 1 : |k| - 1$ do
5:     Add $n \cdot d_{\text{gap}} \cdot (\cos(\theta + \frac{\pi}{2k}), \sin(\theta + \frac{\pi}{2k}))$ to $M$
6:   end for
7: end for
8: for each point $(x,y) \in M$ do
9:     Add the closest integer pair $(\text{round}(x), \text{round}(y))$ to $\mathcal{N}^{-1}(\theta)$.
10: end for

Figure 6: The stencil consists of all of the blue circled mesh points, along with the analog procedure done on the other side of $\hat{b}$ and overlayed with a standard 8-point neighborhood of $z$. 
4.2 Update procedure

In this section, we discuss how the update procedure (line 7 of Algorithm 3) is conducted. In EJM, this procedure is considerably more involved than in the OUM where a quadratic equation is solved, and in the OLIMs where a 1D minimization problem is solved. We provide a full description of the update process in Algorithm 5 at the end of this section.

As mentioned in Section 4, we henceforth distinguish between the process of checking for interior and exterior solutions to (17), which we refer to as one-point updates and triangle updates, respectively. That is, one-point updates compute values of $U(y)$ and $\nabla U(y)$ from a single mesh point $x$, while triangle updates, when successful, compute values of $U(y)$ and $\nabla U(y)$ from two mesh points $x$ and $z$.

4.2.1 One-point updates

As in Algorithm 3, we suppose that mesh point $x$ has just been switched to Accepted, and the mesh point $y \in N^{-1}(x)$ is to be updated from $x$. Let $\varphi$ be the MAP that passes through $y$. In view of equation (17), it follows that

$$
U(y) \geq U(x) + \inf_{L > 0, \varphi \in C([0,L];\mathbb{R}^d)} \left\{ \int_0^L \frac{\|\dot{\varphi}(r)\|}{f(\varphi(r),\dot{\varphi}(r))} \, dr : \varphi(0) = x, \varphi(L) = y \right\},
$$

(24)

with equality if and only if $x$ lies on the MAP $\varphi$. The one-point update will be a numerical approximation of this right-hand side. The resulting proposed value of $U(y)$ will in general only be a good estimate of the true value if $x$ lies very near $\varphi$. It will be a significant overestimate otherwise.

In approximating the right-hand side of (24), we opt to conduct the minimization over the two-parameter family of paths $\tilde{\varphi}_{\alpha,\beta} : [0,L] \to \mathbb{R}^2$, $L := \|x - y\|$, consisting of cubic curves with fixed endpoints at $x$ and $y$. This family is parametrized by the entry and exit angles $\alpha$ and $\beta$ (Figure 8(a)), while each individual path $\tilde{\varphi}_{\alpha,\beta}$ is parametrized by its coordinate in the $y - x$ direction. Complete formulas can be found in Appendix A.

For a given path $\tilde{\varphi}_{\alpha,\beta}$, we approximate the integral in (24) by using Simpson’s quadrature rule. We also adopt the notation $U_{\text{new}}^x(y)$ and $\nabla U_{\text{new}}^x(y)$ to denote the proposed values of $U(y)$.
and $\nabla U(y)$, respectively, from the one-point update from mesh point $x$. Hence, we set

$$U_{\text{new}}^x(y) := \nabla U(x) + \min_{\alpha, \beta \in [0, 2\pi]} \frac{\|y - x\|}{6} \left[ \frac{\|\dot{\varphi}_{\alpha, \beta}(0)\|}{f(x, \dot{\varphi}_{\alpha, \beta}(0))} \right.$$

$$+ 4 \frac{\|\dot{\varphi}_{\alpha, \beta}(L/2)\|}{f(\varphi_{\alpha, \beta}(L/2), \dot{\varphi}_{\alpha, \beta}(L/2))} + \left. \frac{\|\dot{\varphi}_{\alpha, \beta}(L)\|}{f(y, \dot{\varphi}_{\alpha, \beta}(L))} \right].$$

We conduct this two-dimensional minimization over $\alpha$ and $\beta$ by using Newton’s method. Details are provided in Appendix A.

In view of relation (8), the proposed one-point update value of $\nabla U(y)$ is

$$\nabla U_{\text{new}}^x(y) = \|b(y)\| \dot{\varphi}_{\alpha^*, \beta^*}(L) - b(y),$$

where $\alpha^*$ and $\beta^*$ are the minimizing angles of (25). We remark that if the numerical solver fails to find a minimizer of (25), then the values $\alpha = 0$ and $\beta = 0$ are used to compute $U_{\text{new}}^x(y)$ and $\nabla U_{\text{new}}^x(y)$. The proposed update value then represents an approximation of using a linear MAP and Simpson’s rule quadrature. From our empirical observations, such a failure is extremely rare unless there is a significant amount of curvature of the MAP over the one-point update in question. In scenarios where the MAP is very flat, minimizing values of $\alpha$ and $\beta$ are very close to 0 and the Newton solver has little difficulty finding them.

### 4.2.2 Triangle Updates

Conversely, suppose now that points $x$ and $z$ are Accepted and that we seek to update the values of $U(y)$ and $\nabla U(y)$ using $x$ and $z$. The triangle update will search for interior (in $\lambda$) minimizers of (17) corresponding to a situation described by Figure 3.

As in the case of the one-point update, we approximate the MAP with a cubic polynomial terminating at $y$. However, here the starting point $x_\lambda = (1 - \lambda)x + \lambda z$ is allowed to vary on along the $xz$ line segment as part of the minimization.

In approximating the right-hand side of (17), we opt to conduct the minimization over the three-parameter family of paths $\varphi_{\alpha, \beta, \lambda} : [0, L] \to \mathbb{R}^2$, $L := \|y - x_\lambda\|$, consisting of cubic curves with fixed endpoints at $x_\lambda$ and $y$ (Figure 8(b)). As before, this family is parametrized by the entry and exit angles $\alpha$ and $\beta$, in addition to the value of $\lambda \in [0, 1]$. Each path $\varphi_{\alpha, \beta, \lambda}$ is parametrized by its coordinate in the $y - x_\lambda$ direction. In particular, the coordinate systems vary with the value of parameter $\lambda$. 

Figure 8: Diagrams for the (a) one-point updates and (b) triangle updates. The MAP is approximated by minimizing the geometric action over the families $\varphi_{\alpha, \beta}$ and $\varphi_{\alpha, \beta, \lambda}$, respectively.
Notice that in the one-point update, we did not use the value of $\nabla U(x)$ in order to perform the update. We use it here, however, to interpolate the value of $U(x_\lambda)$. In particular, we interpolate $U(x_\lambda)$ with the unique cubic Hermite polynomial $p : [0, 1] \to \mathbb{R}$ satisfying boundary conditions

\[
\begin{aligned}
p(0) &= U(x), \quad p'(0) = \nabla U(x) \cdot (z - x), \\
p(1) &= U(z), \quad p'(1) = \nabla U(z) \cdot (z - x).
\end{aligned}
\]

Then, similar to the case of the one-point update, we take a Simpson's rule approximation of the integral in (17). As before, we adopt the notation $U_{\text{new}}^{x,z}(y)$ and $\nabla U_{\text{new}}^{x,z}(y)$ to denote the proposed values of $U(y)$ and $\nabla U(y)$, respectively, from the triangle update of $y$ from $x$ and $z$. Thus, we set

\[
U_{\text{new}}^{x,z}(y) := \min_{\lambda \in [0, 1], \alpha, \beta \in \mathbb{R}} \left( p(\lambda) + \frac{\|y - x_\lambda\|}{6} \left[ \frac{\|\hat{\phi}_{\alpha,\beta,\lambda}(0)\|}{f(x_\lambda, \hat{\phi}_{\alpha,\beta,\lambda}(0))} \right. \\
+ \left. \frac{\|\hat{\phi}_{\alpha,\beta,\lambda}(L/2)\|}{f(\hat{\phi}_{\alpha,\beta,\lambda}(L/2), \hat{\phi}_{\alpha,\beta,\lambda}(L/2))} + \frac{\|\hat{\phi}_{\alpha,\beta,\lambda}(L)\|}{f(\hat{\phi}_{\alpha,\beta,\lambda}(L), \hat{\phi}_{\alpha,\beta,\lambda}(L))} \right) \right). \tag{26}
\]

As before, we perform the three-dimensional minimization over $\alpha, \beta$ and $\lambda$ using Newton's method with exact derivatives, see Appendix A. Similarly, the proposed update value of the gradient is

\[
\nabla U_{\text{new}}^{x,z}(y) = \|b(y)\| \hat{\phi}_{\alpha^*, \beta^*, \lambda^*}(L) - b(y),
\]

where $\alpha^*, \beta^*, \lambda^*$ are the minimizing parameter values of (26).

We are only interested in interior solutions since exterior solutions are handled by separate one-point updates. As such, we terminate the numerical solver once the working value of $\lambda$ leaves the interval $[0, 1]$ and return failure of the triangle update. Since the triangle update should only succeed if the MAP passes through the $xz$ line segment, the vast majority of attempted triangle updates should result in failure.

We now state the full update procedure (Algorithm 5). Justification for lines 2 and 7, Accept/Reject Rule 1, and the choice of points $z$ for the triangle updates (line 4) are given in Section 4.3.

**Algorithm 5** Update neighbors $y$ of $x$ (line 7 of Algorithm 3)

Let $x$ be newly Accepted and $y \in N^{-1}(x)$ be Unknown or Considered.

1. Compute one-point update values $U_{\text{new}}^x(y)$ and $\nabla U_{\text{new}}^x(y)$ from (25).
2. if $U_{\text{new}}^x(y) < U(y)$ then
3. \hspace{0.5cm} Set $U(y) := U_{\text{new}}^x(y)$ and $\nabla U(y) := \nabla U_{\text{new}}^x(y)$.
4. end if
5. for $z$ in the 8-point nearest neighborhood of $x$ (Figure 9) do
6. \hspace{0.5cm} if $z$ is Accepted then
7. \hspace{1.0cm} Compute triangle update values $U_{\text{new}}^{x,z}(y)$ and $\nabla U_{\text{new}}^{x,z}(y)$ from (26).
8. \hspace{1.0cm} if triangle update is successful and the Accept/Reject Rule 1 is met then
9. \hspace{1.5cm} Set $U(y) := U_{\text{new}}^{x,z}(y)$ and $\nabla U(y) := \nabla U_{\text{new}}^{x,z}(y)$.
10. \hspace{1.0cm} end if
11. \hspace{0.5cm} end if
12. end for

Accept/Reject Rule 1. Let $U_{\text{new}}^{x,z}(y)$ and $\nabla U_{\text{new}}^{x,z}(y)$ be the values proposed from a successful triangle update with minimizing $\lambda$ value $\lambda^*$. The proposed values are Accepted if and only if
4.3 Practical difficulties

There are several key algorithmic difficulties that arise in EJM but are not present in the previous first-order quasipotential solvers [3, 7, 6, 35, 5]. We describe these in detail in this section, in order to justify the decisions made in Algorithm 5 and the fail-safe method, discussed in the next section.

Large triangles. First, we note that with cubic interpolation, the error in the approximation of $U(x)$ in the triangle updates grows more quickly with respect to the length of the $xz$ line segment. If we suppose that $U(x)$, $U(z)$, $\nabla U(x)$ and $\nabla U(z)$ are equal to the correct values, then the error for the Hermite interpolation scales as $O(\|x - z\|^4)$ whereas error of the linear interpolation grows as $O(\|x - z\|^2)$.

As such, it is critical to reduce the size of the $xz$ leg of triangle updates as much as possible. To this purpose, we opt to run a triangle update with $x$ and each of its 8-point nearest neighbors as $z$ (see Figure 9). This limits the $xz$ leg to a length of either $h$ or $\sqrt{2}h$, compared to a potentially much larger $xz$ length when neighboring elements of the stencil are used as in [22].

The cost of this improvement in accuracy, however, is the increase of the total number of calls for triangle update by a factor of around 3.

A more difficult but related problem to handle is the reduction of the size of the update length $\|x_\lambda - y\|$ in both the triangle updates and the one-point updates. Here, due to Simpson’s quadrature rule we expect the local error of a (26) update to scale with update length as $O(\|x - z\|^5)$ and can be of either sign. There are cases where it is unavoidable to have a large update length $\|x_\lambda - y\|$ when the angle between the MAP and level set of $U$ is small (see Figure 11 for example). In fact, we see very clearly that in those situations the accuracy benefits of the EJM algorithm are significantly reduced (see Section 5).

Our solution to minimizing this triangle leg is the introduction of item (B) in Accept/Reject Rule 1. Instead of using the rule $U(y) := \min(U(y), U_{\text{new}}(y))$ of Algorithm 1, we accept a new triangle update over a previous triangle update, only if the new update length $\|x_\lambda - y\|$ leg is smaller than the previous update length. We do not, however, require that the new triangle update $U_{\text{new}}(y)$ is smaller than all previous proposed one-point update values $U_{\text{new}}(y)$ of $y$. (A) If the current tentative value of $U(y)$ came from a triangle update $\Delta x_{\text{old}} z_{\text{old}} y$, then we must have

$$\|x_\lambda - y\| < \|x_{\lambda_{\text{old}}} - y\|,$$

where $x_{\lambda_{\text{old}}} = (1 - \lambda_{\text{old}})x_{\text{old}} + \lambda_{\text{old}}z_{\text{old}}$ and $\lambda_{\text{old}}$ is the minimizing $\lambda$ from the $x_{\text{old}} z_{\text{old}} y$ update.
update proposes a smaller value of $U(y)$ then the previous triangle update value because the value with a longer update length may be artificially too small.

In addition, to reduce the effect of the increased quadrature error of formulas (25) and (26) for large triangles, we increase the refinement of Simpson’s rule quadrature. Specifically, once the minimizing path $\tilde{\varphi}_{\alpha^*,\beta^*,\lambda^*}$ of (26) is found, the actual proposed update value $U_{\text{new}}^z(y)$ is computed with a Simpson’s rule approximation of (17) along $\tilde{\varphi}_{\alpha^*,\beta^*,\lambda^*}$, but with a larger number of nodes sampled along $\tilde{\varphi}_{\alpha^*,\beta^*,\lambda^*}$. For the number of nodes, we typically use the smallest odd number greater than $1 + \|x_{\lambda^*} - y\|/h$. Thus, for update lengths of $h$ and $\sqrt{2}h$, the number of nodes used in the Simpson’s rule evaluation is the usual 3, but for larger triangles, the number of nodes is proportional to $\|x_{\lambda^*} - y\|$. This refinement significantly reduces quadrature error when there is a large number of long-distance updates.

**Missed triangle updates.** Second, the vast reduction in the error from triangle updates (26) causes the error from one-point updates to be unacceptably large by comparison. The error discrepancy between the two types of updates is still present in earlier quasipotential solvers, but is of far smaller magnitude. In fact, with the EJM method, a small handful of mesh points whose final updates are one-point updates will destroy the expected $O(h^2)$ error convergence rate. It is therefore essential that the final Accepted value of $U(y)$ for each $y$ comes from a triangle update rather than a one-point update. This is precisely the purpose of the fail-safe discussed in Section 4.4.

**Undesirable local minima.** Finally, there is a third more subtle problem introduced by adopting item (A) of Accept/Reject rule 1: namely, that the right-hand side of (26) may have local minima that have nothing to do with the desired MAP. An example of such a local minimum that does not correspond to a MAP is shown in Figure 10(a). Under the traditional rule $U(y) := \min(U(y), U_{\text{new}}(y))$, the presence of these local minima is not an issue since these “fake” paths necessarily correspond to overestimates of $U(y)$ and are hence filtered out. This is not the case when we just use item (B) as the accept/reject rule, since we are filtering based on update length.

To mitigate this problem, we introduce item (A) of Accept/Reject Rule 1. With (A), a valid triangle update must propose a value of $U(y)$ smaller than any previously proposed one-point update values of $U(y)$. This filters out any “fake” paths that lead to answers worse than the best of the one-point updates. This is certainly not a guarantee that all of the other possible local minima will be prevented, but rather, a guarantee that the ones that do slip by, will provide update values at least as good as the best one-point update.
4.4 Fail-safe

As mentioned above, it is critical that Accepted mesh points have a final value of $U$ coming from a triangle update, rather than from a one-point update. To ensure this is the case we run the following fail-safe procedure on any mesh points whose final update is a one-point update.

Let $x$ be the Considered mesh point with the smallest value of $U$ in Considered as in Algorithm 3. Suppose that $x$'s most recent update is a one-point update. As shown in Figure 11, let $B_k$ be the set of mesh points at distance $kh$ in $\ell^1$ norm away from $y$. We simply search each $B_k$, starting from $k = 1$, for a pair of Accepted neighbors $A$ and $B$ in $B_k$ that provide a successful triangle update of $x$. If we find such a pair, we use the associated triangle update values of $U(x)$ and $\nabla U(x)$. If the procedure does not succeed through some large $k$ threshold (we typically use $k = 20$), we revert to the prior one-point update value of $U(x)$.

It is important to note that since the value of $U(x)$ is changed (and typically lowered) after $x$ was selected from the Considered list, we may lose the monotonic ordering of points in Accepted. That is, a mesh point may have its value of $U$ lowered during the fail-safe procedure such that it is now smaller than some points already in the Accepted list. This would have some significant adverse consequences if the fail-safe is called too frequently. However, provided that the fail-safe is called only for a small fraction of mesh points, these potential deviations from causality have a negligible impact.

We note also that the presence of the fail-safe allows some flexibility in the creation of the stencils. As long as the stencils are reasonably well refined in the direction of anisotropy, the fail-safe will correct for the few cases where the MAP might be able to sneak by the stencils.

5 Performance tests

In this section, we set up a family of test problems with nonlinear drift fields with varying rotational components. We compare the performance of the following mesh-based quasi-potential solvers:

**EJM**, the algorithm we have introduced in the preceding sections;
Figure 12: Flow lines (blue) and MAPs (red) for drift field (27) for three values of $a$. (a): $a = 0.1$. (b): $a = 1$. (c): $a = 10$.

**FM-ASR**, the original algorithm of Mirebeau [22] which uses linear interpolation for $U$, linear approximation for MAP segments, the right-hand quadrature rule for approximating the geometric action integrals along the MAP segments, and anisotropic stencils constructed from the asymmetric norms $F^a$ by Algorithm 2 (see Section 4.1);

**OLIM-midpoint**, the ordered line integral method [7] featuring an exhaustive search for MAPs with a “hierarchical update strategy”, linear interpolation for $U$, linear approximation for MAP segments, and midpoint quadrature rule;

**JM**, a jet marching algorithm which we have devised to pinpoint the gain in efficiency due to the targeted search for MAP segments in EJM; it has the same MAP search algorithm as the OLIMs [7] and the same update procedure as EJM.

### 5.1 Nonlinear drift with varying rotational components

We have set up a family of test problems with the nonlinear drift field

$$b(x, y) = -\frac{1}{2} \left[ 4x + 3x^2 \right] + \frac{a}{2} \left[ -2y \right] + 2y \left[ 4x + 3x^2 \right].$$  \hspace{1cm} (27)

The drift field $b$ admits a stable attracting equilibrium at $O = (0, 0)$ and a saddle at the point $x_0 = (-\frac{4}{3}, 0)$, for any value of $a$. The orthogonal decomposition $b = -\frac{1}{2} \nabla U + \ell$ with $\ell \perp \nabla U$ is apparent from (27), so that the quasipotential in the basin of $O = (0, 0)$ is $U(x, y) = 2x^2 + x^3 + y^2$.

The parameter $a$ controls the rotational component of the drift field. The flow lines of (27) (sample trajectories of the deterministic system $\dot{X} = b(X)$) are shown in Figure 12 with blue curves. For $|a| < 2^{-3/2} \approx 0.35355$ the eigenvalues of the linearization of $b$ around $O$ are both real, and there is no spiraling of the flow lines, while for $|a| > 2^{-3/2}$ the origin is a stable spiral point. MAPs, the red curves in Figure 12 behave in the same way as the flow lines, but with a flipped potential component.

We compare the performance of EJM with the three other solvers listed above for three different values of $a$: $a = 0.1$, $a = 1$, and $a = 10$. We compute the quasipotential $U$ and its gradient $\nabla U$ on the box $D = [-1, 1] \times [-1, 1]$ discretized into an $N \times N$ square mesh with common horizontal and vertical mesh spacing $h = 2/(N - 1)$. The values of $N$ used in our experiments are: $N = 2^k + 1$ for $k = 7, \ldots, 12$. Each solver is terminated once the first boundary mesh point is added to **Accepted**, corresponding to the first time the “wave” hits the edge of the box. Since this domain $D$ is within the well of attraction of $O$, the solution $U(x) = 2x^2 + x^3 + y^2$ is the quasipotential. We remark that outside the well of attraction, this is not the case.
Errors in $U$. In the left column of Figure 13, we plot the maximum error of $U$ over all accepted points versus $N$ for each of the 4 methods and each of the three values of $a$. Best polynomial fits were computed and are shown in Table 1.

The most important takeaway is the clear 2nd order convergence rate in the errors for EJM and JM for the cases of mild ($a = 0.1$) and moderate ($a = 1$) rotational components of the drift (left panel of Figures 13a and 13b). A convergence rate slightly below 2 is observed for the large rotational component at $a = 10$. This slight rate degradation is mostly due to the larger number of long-distance triangle updates associated with the high-rotational components, which cause relatively larger errors in our higher-order approximation scheme.

On the other hand, FM-ASR and OLIM-midpoint display the expected first-order convergence rates for $a = 0.1$ and $a = 1$. For the largest grid size $N = 4096$ that we sampled, the errors in $U$ by the EJM and the JM are by four and five orders of magnitude smaller than those by OLIM-midpoint and FM-ASR, respectively.

As expected, the convergence rate for $a = 10$ also degrades for FM-ASR. On the contrary, the convergence rate of OLIM-midpoint increases to almost 1.5. This curious phenomenon is investigated in [35]. Nonetheless, the errors by EJM and JM are a few times smaller than those for OLIM-midpoint for all considered mesh sizes. The convergence rates for JM and EJM for $a = 10$ are 1.89 and 1.82, respectively.

|       | $a = 0.1$          | $a = 1$          | $a = 10$         |
|-------|-------------------|-----------------|-----------------|
| EJM   | $0.14 \cdot N^{-1.96}$ | $0.20 \cdot N^{-1.94}$ | $5.91 \cdot N^{-1.82}$ |
| JM    | $0.17 \cdot N^{-1.98}$ | $0.22 \cdot N^{-1.95}$ | $6.03 \cdot N^{-1.89}$ |
| FM-ASR| $0.72 \cdot N^{-0.99}$ | $0.70 \cdot N^{-0.99}$ | $0.02 \cdot N^{-0.61}$ |
| OLIM-midpoint | $0.36 \cdot N^{-0.96}$ | $0.18 \cdot N^{-0.94}$ | $1.79 \cdot N^{-1.48}$ |

Table 1: Best fits for the supremum error of $U$ as a function of $N$.

Runtime. To analyze the utility of the anisotropic stencils, we compare the EJM with the JM method. As we see in the left panel of Figure 13, in the $a = 0.1$ and $a = 1$ case the errors of these two methods are indistinguishable, while in the $a = 10$ case they are very close. This is expected since these two methods differ only in the choice of neighborhoods and not in the update procedures.

The important piece of information is the difference in runtime between these two methods, shown in the right panel of Figure 13. For the $a = 0.1$ and $a = 1$ cases, EJM is consistently between 7 and 8 times faster. In the $a = 10$ case, the improvement factor is only about 5, likely due to a larger number of fail-safe calls due to stencil sparsity.

Errors in $\nabla U$. Next we consider the error of $\nabla U$. In Figure 14 we plot both the sup error (left panels) and root mean square (RMS) error (right panels) of $\nabla U$ against $N$. Best polynomial fits for these plots are included in Tables 2 and 3. The behavior of sup error and RMS error are markedly different. For the sup error (right panel), all 4 methods, including EJM, display linear in $h$ convergence rates. For the EJM, this is simply due to a few one-point updates making it into the final cut, and is not overly significant.

|       | $a = 0.1$          | $a = 1$          | $a = 10$         |
|-------|-------------------|-----------------|-----------------|
| EJM   | $0.40 \cdot N^{-1.81}$ | $1.02 \cdot N^{-1.75}$ | $68.13 \cdot N^{-1.81}$ |
| JM    | $0.47 \cdot N^{-1.81}$ | $1.22 \cdot N^{-1.75}$ | $12.74 \cdot N^{-1.59}$ |
| ASR-endpoint | $0.90 \cdot N^{-0.82}$ | $3.38 \cdot N^{-0.98}$ | $146.61 \cdot N^{-1.08}$ |
| OLIM-midpoint | $1.72 \cdot N^{-0.99}$ | $3.95 \cdot N^{-1.00}$ | $22.69 \cdot N^{-0.75}$ |

Table 2: Best fits for the RMS error of $\nabla U$ as a function of $N$.

The RMS errors for EJM, on the other hand, display higher order convergence. Indeed, the best fit convergence rates (Table 2) are 1.81, 1.75 and 1.81 for $a = 0.1$, 1 and 10, respectively.
Figure 13: Error plots of $U$ for drift field (27) for the three values of $a$. Sup error of $U$ over all Accepted mesh points is plotted against $N$ and computation time.

These are close to 2nd order. On the other hand, OLIM-midpoint displays the expected 1st order in $h$ convergence of $\nabla U$ associated with linear methods which is as good as one can expect from a method with linear approximation to MAP segments. Careful numerical analysis of EJM aiming at establishing convergence rates for $U$ and $\nabla U$ analytically is complicated and left for future work.
Figure 14: Error plots of $\nabla U$ for drift field (27) for the three values of $a$. Sup error and RMS error of $\nabla U$ are plotted against $N$.

6 The Maier-Stein SDE: sharp estimates for the invariant measure and for the escape time

We consider the SDE
\[
d\begin{bmatrix} X_t \\ Y_t \end{bmatrix} = \begin{bmatrix} x - x^3 - \beta xy^2 \\ -(1 + x^2)y \end{bmatrix} dt + \sqrt{\epsilon} dW_t,
\]
\[ (28) \]
where $\beta > 0$ is a parameter, and $dW_t$ is the two-dimensional Brownian motion. This SDE was introduced by R. Maier and D. Stein in 1993 [18] as an example of a system with a bistable nongradient drift field. The invariance with respect to $y \leftrightarrow -y$ makes it amenable to analysis by
Table 3: Best fits for the supremum error of $\nabla U$ as a function of $N$. 

|     | $a = 0.1$ | $a = 1$  | $a = 10$ |
|-----|-----------|----------|----------|
| EJM | $0.12 \cdot N^{-1.10}$ | $0.50 \cdot N^{-1.01}$ | $31.81 \cdot N^{-1.03}$ |
| JM  | $0.14 \cdot N^{-1.03}$ | $0.67 \cdot N^{-1.04}$  | $7.13 \cdot N^{-0.92}$  |
| ASR-endpoint | $14.48 \cdot N^{-0.92}$ | $66.24 \cdot N^{-1.06}$ | $578.00 \cdot N^{-1.04}$ |
| OLIM-midpoint | $1.44 \cdot N^{-0.65}$ | $10.98 \cdot N^{-0.77}$ | $51.79 \cdot N^{-0.72}$ |

Table 3: Best fits for the supremum error of $\nabla U$ as a function of $N$.

means of asymptotic techniques. The system is also symmetric with respect to \( x \leftrightarrow -x \). For any $\beta > 0$, the drift (28) admits stable attracting equilibria at $\mathcal{O}_- := (-1, 0)$ and $\mathcal{O}_+ := (1, 0)$ and a saddle at $\mathcal{O}_* := (0, 0)$. The $y$-axis is the boundary of the basins of attraction of $\mathcal{O}_-$ and $\mathcal{O}_+$.  

A detailed study of this system is offered by Maier and Stein in a long paper of 1996 [19]. They considered the Lagrangian manifold consisting of MAPs emanating from $\mathcal{O}_+$ in the four-dimensional lifted space. They showed that as the parameter $\beta$ increases, the Lagrangian manifold undergoes a number of bifurcations. If $\beta = 1$, the system is gradient with a potential given by

$$V(x) = \frac{x^4}{4} - \frac{x^2}{2} + \frac{x^2 y^2}{2} + \frac{y^2}{2} + \frac{1}{4}. \quad (29)$$

If $1 < \beta < 4$, the MAPs emanating from $\mathcal{O}_+$ do not intersect, the Lagrangian manifold has no folds, the quasipotential is smooth, and the WKB approximation (10) for the invariant probability measure is valid. In particular, the MAP connecting $\mathcal{O}_+$ and the saddle $\mathcal{O}_*$ is simply a segment along the $x$-axis. For $\beta > 4$, the Lagrangian manifold acquires folds, corresponding to locations where MAPs intersect along the $x$-axis. In fact, the MAP connecting $\mathcal{O}_+$ with the saddle $\mathcal{O}_*$ bifurcates into two symmetric maps arching above and below the $x$-axis, respectively. As a result, the quasipotential is nondifferentiable along a certain segment of the $x$-axis for each $\beta > 4$. Indeed, the $j$th bifurcation of the Lagrangian manifold (consisting of adding the $j$th fold) occurs at $\beta = (j + 1)^3$, $j = 1, 2, \ldots$. These bifurcations lead to a failure of the WKB approximation due to a blow-up of the prefactor $C(x)$ at the points where MAPs intersect.

The Maier-Stein SDE has become a benchmark example for testing various methods for computing transition paths and the quasipotential [14, 3, 6, 16]. We use EJM to compute the quasipotential $U$ with respect to $\mathcal{O}_-$ at two values of $\beta$: $\beta = 3$ and $\beta = 10$. At $\beta = 3$, the system is nongradient but the quasipotential is smooth and the WKB approximation is expected to work. At $\beta = 10$, $\nabla U$ is discontinuous along the segment $[x^*, 0]$ of the $x$-axis where $x^* \approx -0.668$, and the WKB prefactor is expected to blow up [19]. Besides the quasipotential, we also compute the prefactor for the WKB approximation (10) by solving the transport equation (12). This is the first work offering a numerical solution for the WKB prefactor to the best of our knowledge. In addition, we calculate a sharp estimate for the expected escape time from the basin of $\mathcal{O}_-$ using the Bouchet-Reyner formula [2]. To validate our results, we compare them with the invariant measure and the expected transition time computed using the machinery of the transition path theory [10].

6.1 The WKB approximation for the invariant measure

Using EJM, we compute the quasipotential with respect to the equilibrium $\mathcal{O}_- = (-1, 0)$ for $\beta = 3$ and $\beta = 10$ in the box $(x, y) \in [-2, 0] \times [-1, 1]$ discretized to a $2049 \times 2049$ mesh. The computation is stopped as soon as the computation reaches the saddle $\mathcal{O}_*$ at the origin.

The value of the quasi-potential at the origin $\mathcal{O}_*$ computed by EJM for $\beta = 3$ is equal to 0.5 exactly up to the machine precision. This matches the exact value, which can be computed analytically since the MAP connecting $(-1, 0)$ and the origin is a segment of the $x$-axis. Indeed,
the computation of the geometric action (5) along this MAP [19] is given by:

\[ U(O_\ast) = \int_{-1}^{0} \|b(x,0)| - b(x,0)dx = \int_{-1}^{0} 2(x - x^3)dx = 0.5. \]

The computed value of the quasipotential by EJM at the saddle \( O_\ast \) for \( \beta = 10 \) is 0.340039. The level sets of the quasipotential for \( \beta = 3 \) and \( \beta = 10 \) are shown in Figure 15. The numerical tests of Section 5 suggest that the RMS error for the gradient \( \nabla U \) decays superlinearly as \( h \to 0 \). Therefore, we can afford differentiating the rotational component \( l := b + \frac{1}{2} \nabla U \) numerically using central differences and calculate the divergence of the rotational component \( \nabla \cdot l \). We observe that the transport equation for the prefactor (12) can be written as

\[
(\nabla \cdot l)C + \phi \cdot \nabla C = 0,
\]

where \( \phi = b + \frac{1}{2} \nabla U \) is the velocity of the MAP with respect to time. Therefore \( \phi \cdot \nabla C \) is merely the time derivative of \( C \) along the MAP. This allows us to rewrite (30) along the MAP as

\[
\frac{d}{dt}C + (\nabla \cdot l)C = 0
\]

It is more convenient to integrate along the MAPs with respect to their arclength \( dr \) and prescribe endpoints in space rather than in time. Observing that \( dr = \|\dot{\phi}\|dt = \|b\|dt \), we obtain the following formula for the WKB prefactor \( C \) at the point \( (x, y) \) as an integral along the MAP \( \varphi \) parametrized by its arclength passing through \( (x_0, y_0) \) and arriving at \( (x, y) \):

\[
C(x, y) = C(x_0, y_0) \exp \left\{ - \int_{0}^{L} \frac{(\nabla \cdot l(\varphi))}{\|b(\varphi)\|} \, dr \right\}.
\]

Thus, we need to propagate the prefactor along the MAPs emanating from \( O_- \). To do so numerically, we first we compute the function

\[
f(z) := \frac{\nabla \cdot l(z)}{\|b(z)\|},
\]

on the mesh by differentiating \( l = b + \frac{1}{2} \nabla U \) using central differences. Second, we need to initialize this computation in the neighborhood of the attractor. We observe that the quasipotential can be approximated by the quasipotential for the linearized SDE

\[
dZ_t = JZ_t \, dt + \sqrt{\epsilon} dW_t, \quad Z_t = [X_t, Y_t]^T, \quad \{J\}_{ij} = \left( \frac{\partial b_i}{\partial Z_j}(O_-) \right),
\]
Figure 16: The prefactors for the WKB approximation for the invariant measure for the Maier-Stein SDE (28) with $\beta = 3$ (a) and $\beta = 10$ (b). Thin white curves are the MAPs emanating from $(-1,0)$ computed as described in [1].

with accuracy $O(\rho^3)$ in a ball of radius $\rho$ centered at $O_-$. For the linear SDE (34), the quasipotential is of the form $U(z) = z^\top Qz$, and the potential and rotational components are, respectively $Qz$ and $Rz$. The matrices $Q$ and $R$ satisfy: $Q$ is symmetric positive definite, $-Q + R = J$, and $QR$ is antisymmetric. One can show that $\text{tr} R = 0$ (see Corollary 5.1 in [4]) which implies that the rotational component is divergence-free. Indeed,

$$\nabla \cdot l(z) = \nabla \cdot (Rz) = \text{tr} R = 0.$$ 

Therefore, $C(z)$ is constant for the linearized system in the neighborhood of the attractor. Since the constant is arbitrary, we set it to 1. This suggests a simple initialization for the computation of $C$: we pick a level set of the quasipotential $U$ corresponding to some small value and initialize $C = 1$ inside this level set. We used the level set $U = 0.001$.

Finally, we use the parent-child relationship from the computation of the quasipotential $U$ to compute values of $C$ for the rest of the mesh points exactly in the same order as they were added to Accepted in the original EJM procedure. Each mesh point $z = (x, y)$ whose value was finalized by a triangle update, has two parents, $p_1$ and $p_2$, and a value of the parameter $\lambda$ determining the onset of the MAP segment arriving at $z$ from the interval $[p_1, p_2]$:

$$p_\lambda := p_1 + \lambda(p_2 - p_1).$$

We use linear interpolation to approximate $C$ at $p_\lambda$: $C(p_\lambda) = C(p_1) + \lambda(C(p_2) - C(p_1))$ and the backward Euler scheme to approximate $C(z)$ from (32)

$$C(z) = C(p_\lambda) - \left\| z - z_\lambda \right\| f(z) C(z), \text{ i.e., } C(z) = \frac{C(p_\lambda)}{f(z) \left\| z - z_\lambda \right\|}.$$ \hspace{1cm} (35)

We have chosen this scheme due to its stability. Of course, we could calculate the integral in (32) using Simpson’s rule and take the exponent of it, but combined with the linear interpolation to obtain $C_0 \equiv C(p_\lambda)$ this results in a numerical instability. The computed prefactors for $\beta = 3$ and $\beta = 10$ are shown in Figure 16. It is evident that the computed prefactor $C$ for $\beta = 10$ blows up exactly at the point where the MAPs cross, as predicted in [19].

We pick $\epsilon = 0.1$ and normalize the WKB approximation to the invariant measure

$$\mu_{WKB}(z) = C(z)e^{-U(z)/\epsilon},$$

so that its integral over the mesh is 1. For comparison, we also compute the invariant measure using the transition path theory (TPT) [10] (see Appendix B for details). The results for $\beta = 3$ are displayed in Figure 17(a). To emphasize the effect of the prefactor, we also plot the level sets

\footnote{The maximum of the numerical solution for $C$ is about $8 \cdot 10^3$.}
Figure 17: (a): The level sets of the WKB approximation for the invariant measure for the Maier-Stein SDE (28) with $\beta = 3$ (solid curves) and the level sets of the TPT invariant measure (dashed curves). (b): The level sets of $Z^{-1}e^{-U/\epsilon}$ (solid curves) and the level sets of the TPT invariant measure (dashed curves). In all cases, $\epsilon = 0.1$.

of $Z^{-1}e^{-U(z)/\epsilon}$ in Figure 17(b). The invariant measure computed using the WKB approximation is in a good agreement with the TPT invariant measure. The discrepancy between $Z^{-1}e^{-U(z)/\epsilon}$ and the TPT invariant measure is notably larger.

6.2 The Bouchet-Reygner sharp estimate for the expected escape time

Accurate computation of the quasipotential and its gradient allows us to obtain a sharp estimate for the expected escape time using the Bouchet-Reygner formula. If the quasipotential is twice continuously differentiable at the saddle point $O^*$ between two stable equilibria $O_-$ and $O_+$ in a bistable system, Bouchet and Reygner [2] showed that the expected escape time from the basin of $O_-$ is estimated by

$$
E\tau_{O_+ \to O_-} \approx 2\pi \sqrt{\frac{|\det H(O_+)|}{\det H(O_-)}} \exp \left( \int_0^L f(\varphi^*) \, dr \right) \exp \left( \frac{U(O_+)}{\epsilon} \right),
$$

(36)

where $H$ is the Hessian of the quasipotential, $\lambda^+_*$ is the unique positive eigenvalue of the Jacobian matrix of the drift field at the saddle point $O_*$, $\varphi^*$ is the MAP from $O_-$ to $O_+$, and $f$ is given by (33). We remark that we have replaced the integral in (36) with respect to time $t$ with the one with respect to the arclength $r$.

The TPT reactive current and the MAPs at $\epsilon = 0.04$ for $\beta = 3$ and $\beta = 10$ are displayed in Figure 18. The quasipotential with respect to $O_-$ is smooth for $\beta = 3$ in the left half-plane, hence (36) is applicable. While this is not the case for $\beta = 10$, we still can evaluate (36) estimating $|\det H(O_*)|$ by replacing $O_*$ with a nearby mesh point lying in the upper left quadrant. We compare the estimates for $E\tau_{O_- \to O_+}$ obtained using (36) to the inverse TPT rate for $\epsilon = 0.01, 0.02, \ldots, 0.1$. Details for computing the reactive current and the TPT rate are provided in Appendix B. The results for $\beta = 3$ and $\beta = 10$ are shown, respectively, in Figures 19 and 20. Note that the implementation of the TPT tools becomes difficult if $\epsilon$ is very small. The plots exhibit an agreement between these expected escape times at best up to $\sim 15\%$ for $\beta = 3$ and $\sim 12\%$ for $\beta = 10$, which is very good given that both techniques bear certain errors.

Nonetheless, Figures 19(b) and 20(b) reveal an $\epsilon$-dependence of the TPT prefactor which is not captured by the Bouchet-Reygner formula and can be a subject of a future investigation.

There is an error in equation (10) in [6]: the integrand of the integral should be divided by $\|b + A^{-1}\nabla U\|$.
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Figure 18: The magnitude of the TPT reactive current \[10\] at \(\epsilon = 0.04\) and the MAPs connecting \(O_-\) and \(O_+\) for \(\beta = 3\) (a) and \(\beta = 10\) (b).

Figure 19: (a): The expected escape time \(E\tau_{O_--\to O_+}\) from the basin of \(O_-\) for \(\beta = 3\) obtained by the Bouchet-Reygner formula and by inverting the TPT rate for \(\epsilon = 0.02, 0.03, \ldots, 0.10\). (b): The same expected times \(E\tau_{O_--\to O_+}\) at \(\beta = 3\) multiplied by the exponent \(\exp(-U(O_+)/\epsilon)\) in order to expose the prefactor.

Figure 20: (a): The expected escape time \(E\tau_{x--\to x^*}\) from the basin of \(O_-\) for \(\beta = 10\) obtained by the Bouchet-Reygner formula and by inverting the TPT rate for \(\epsilon = 0.02, 0.03, \ldots, 0.10\). (b): The same expected times \(E\tau_{x--\to x^*}\) at \(\beta = 10\) multiplied by the exponent \(\exp(-U(x^+)/\epsilon)\) in order to expose the prefactor.
7 Discussion

We have developed EJM, the first semi-Lagrangian quasipotential solver exhibiting second order of convergence. Besides the quasipotential, EJM also computes its gradient with nearly second order of convergence. Due to an adaptation of Mirebeau’s idea of designing causal stencils, the runtimes of this algorithm are similar to those of OLIM-midpoint. Accurately computed gradients can be differentiated numerically, allowing us to compute the prefactor for the WKB approximation for the invariant measure. We have done it for the Maier-Stein SDE. This is the first reported numerical solution for the prefactor to the best of our knowledge.

Thus far, we have tested the efficacy of EJM on nonlinear drift fields that have known, smooth solutions. In such cases, it has proven far more accurate than previous techniques when the drift fields contain at most moderate rotational components. In particular, it displays 2nd order convergence in the error of $U$ and close to 2nd order convergence in the gradient $\nabla U$. Note that if the gradient were evaluated using finite differences, it would be only first-order accurate. Nonetheless, it remains to test our algorithm in more diverse settings.

Admittedly, our solver suffers from an issue of over-complexity in a couple of areas. First, the higher-order updates require minimizations (25) and (26) that are performed via Newton’s method with first and second-order derivatives computed and implemented by hand. These formulas are extremely lengthy and complicated, which makes EJM a very difficult algorithm to implement from scratch. Our codes are available on GitHub [26]. We have yet to explore the efficacy of implementing automatic differentiation techniques. Second, the Accept/Reject procedure described in Algorithm 5 and Condition 1 are more complicated than in traditional Fast Marching methods, which accept a new proposed update $U_{\text{new}}$ value if it is smaller than any previously proposed values. Instead, EJM requires a more complicated rule. The two key issues that cause this are the (a) unacceptably large errors coming from triangle updates computed over large distances and (b) the presence of undesired local minimizers of (26). The procedure presented in this article is our best attempt to simultaneously circumvent both of these issues, but it is possible there exist more concise solutions.

Numerical analysis of EJM is left for future work. Establishing theoretical convergence guarantees for the quasipotential and its gradient is an interesting and challenging problem in its own right.

The promotion of the EJM to 3D will involve two components: a targeted search for the fastest characteristic and at least cubically accurate local approximations. The targeted search has been implemented in higher dimensions for the eikonal equation in Riemannian metrics [21, 23]. An upgrade for 3D of our version of the inverse stencil generator (Algorithm 4) is straightforward. The extension of local approximations presents a bigger challenge. In the 3D version of the OLIM [28] simplex updates with linear interpolation in their triangular bases were used. While one can build bicubic interpolants in square faces of cubic mesh cells following the recipe in [24], this will make the solver less flexible as it will require four Accepted points to attempt a 3D update. On the other hand, an interpolation based on values of the quasi-potential and its gradient at the vertices of a triangle is only second-order accurate [12], which may lead to deterioration of quadratic accuracy of the quasipotential solver extended to 3D in a manner similar to the OLIM. Another concern is that the extension of the EJM to 3D may exacerbate the issues originating from the imperfection of stencils whose construction is based on the linear approximation for MAP segments. In 2D, we address these issues by introducing a sophisticated Accept/Reject rule and the Fail-Safe procedure. In sum, the extension of the EJM to 3D is possible but requires resolving some technical issues.

Extending the EJM for SDEs with nondegenerate geometric noise, i.e., for $dX_t = b(X_t)dt + \sqrt{\epsilon} \sigma(X_t) dW_t$ where $\det(\sigma(X_t)) > \delta > 0$ is straightforward. We chose not to do it in this work as it would somewhat complicate formulas to be evaluated at each step of the algorithm and require significant additional testing. The extension of the OLIM to this case [6] has shown that the numerical errors are sensitive to the ratio of the largest and the smallest eigenvalues of the diffusion matrix $\sigma(X_t)\sigma^\top(X_t)$. 
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In summary, we have achieved our goal to design a second-order accurate and efficient quasipotential solver. It did provide us with a tool for computing the full WKB approximation for the invariant probability measure and the sharp Bouchet-Reygner estimates for the expected escape time. However, the resulting method is complicated and involves a number of safeguards such as the fail-safe procedure and a sophisticated Accept/Reject rule.
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A Appendix: Solving minimization problems arising in update procedures

The minimization problems (25) and (26) for one-point update and triangle update are solved using Newton’s method. In order to implement it, one needs to calculate the gradient and the Hessian of the objective function. First, we will redefine the objective function for triangle update in a way more amenable for taking derivatives. For each update, we introduce a local Euclidean coordinate system with the origin at the point \(x_\lambda\) and axes directed along

\[
\hat{e}_y := \frac{y - x_\lambda}{h_\lambda} \quad \text{and} \quad \hat{e}_w := R \hat{e}_y,
\]  

where \(h_\lambda := \|y - x_\lambda\|\) and \(R = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}\) is the 90 degree counter clockwise rotation matrix (Figure 21). The cubic curve \(\tilde{\varphi}_{\alpha,\beta,\lambda}\) approximating the MAP segment arriving at \(y\) from \(x_\lambda\) is represented as a graph of a cubic polynomial in this coordinate system. Let \(a_0 := \tan \alpha\) and \(a_1 := \tan \beta\). Then

\[
\tilde{\varphi}_{\alpha,\beta,\lambda}(r) = \begin{bmatrix} r \\ q(r) \end{bmatrix}, \quad \text{where} \quad q(r) = a_0 r - \frac{a_0}{h_\lambda} r^2 + \frac{a_0 + a_1}{h_\lambda^2} r^2 (r - h_\lambda), \quad r \in [0, h_\lambda].
\]  

Note that the cubic polynomial \(q(r)\) satisfies \(q(0) = q(h_\lambda) = 0, q'(0) = a_0, q'(h_\lambda) = a_1\), and the cubic curve \(\tilde{\varphi}_{\alpha,\beta,\lambda}\) is parametrized by the arclength of its chord. Then the velocity vector for \(\tilde{\varphi}_{\alpha,\beta,\lambda}\) is

\[
\dot{\tilde{\varphi}}_{\alpha,\beta,\lambda}(r) = \begin{bmatrix} 1 \\ \dot{q}(r) \end{bmatrix}, \quad \text{where} \quad \dot{q}(r) = a_0 - \frac{2a_0}{h_\lambda} r + \frac{a_0 + a_1}{h_\lambda^2} (3r^2 - 2h_\lambda r).
\]
Figure 21: An illustration for solving the triangle update optimization problem (26).

Therefore, the geometric action along $\tilde{\varphi}_{\alpha, \beta, \lambda}$ is

$$\int_0^{h_\lambda} \|b(\tilde{\varphi}_{\alpha, \beta, \lambda})\| \|\tilde{\varphi}_{\alpha, \beta, \lambda}\| - \langle b(\tilde{\varphi}_{\alpha, \beta, \lambda}), \tilde{\varphi}_{\alpha, \beta, \lambda} \rangle dr,$$  \hspace{1cm} (A-4)

where $\langle \cdot, \cdot \rangle$ denotes the dot product, and the integrand can be detailed as

$$\|b(x_\lambda + r\hat{e}_y + q(r)\hat{e}_w)\| \sqrt{1 + [q'(r)]^2} - \langle b(x_\lambda + r\hat{e}_y + q(r)\hat{e}_w), \hat{e}_y + q'(r)\hat{e}_w \rangle.$$ \hspace{1cm} (A-5)

To apply Simpson’s rule, we need to evaluate (A-5) at the endpoints $r = 0$ and $r = h_\lambda$, and at the midpoint

$$\bar{x}_\lambda = x_\lambda + \frac{h_\lambda}{2} \hat{e}_y + q\left(\frac{h_\lambda}{2}\right) \hat{e}_w = \frac{y + x_\lambda}{2} + \frac{h_\lambda}{8} (a_0 - a_1).$$

We show how one can write the dot product in (A-5) in a compact manner:

$$\langle b(\tilde{\varphi}_{\alpha, \beta, \lambda}(r)), \hat{e}_y + q'(r)\hat{e}_w \rangle = \langle b(\tilde{\varphi}_{\alpha, \beta, \lambda}(r)), \hat{e}_y + q'(r)R\hat{e}_w \rangle$$

$$= \langle b(\tilde{\varphi}_{\alpha, \beta, \lambda}(r)), (I + Rq'(r))\hat{e}_y \rangle = \langle \hat{e}_y, (I + Rq'(r))^T b(\tilde{\varphi}_{\alpha, \beta, \lambda}(r)) \rangle.$$

We denote the matrix $I + Rq'(r)$ by $R_{q'(r)}$, $R_{q'(r)} = \begin{bmatrix} 1 & -q'(r) \\ q'(r) & 1 \end{bmatrix}$. Observing that $R_{q'(r)}^T R_{-q'(r)}$ and $q'(\frac{h_\lambda}{2}) = -\frac{1}{2} (a_0 + a_1)$, we write out the objective function for triangle update:

$$G(a_0, a_1, \lambda) = p(\lambda) + \frac{h_\lambda}{6} \left( \|b(x_\lambda)\| \sqrt{1 + a_0^2 + 4\|b(\bar{x}_\lambda)\| \sqrt{1 + \frac{(a_0 + a_1)^2}{16}}} + \|b(y)\| \sqrt{1 + a_1^2} \right)$$

$$- \frac{1}{6} \left\langle y - x_\lambda, \left( R_{-a_0} b(x_\lambda) + 4 R_{a_0 + a_1} b(\bar{x}_\lambda) + R_{-a_1} b(y) \right) \right\rangle,$$ \hspace{1cm} (A-6)
Here, the polynomial \( p(\lambda) \) is the Hermite interpolant for \( U \) along the segment \([x, z]\) given by

\[
p(\lambda) = u_0 p_0(\lambda) + u_1 p_1(1 - \lambda) + u'_0 p_1(\lambda) - u'_1 p_1(1 - \lambda),
\]

where \( u_0 = U(x), \ u_1 = U(z), \ u_0' = (z - x) \cdot \nabla U(x), \ u_0' = (z - x) \cdot \nabla U(z), \ p_0(\lambda) = 1 - 3\lambda^2 + 2\lambda^3, \)

and \( p_1(\lambda) = \lambda(1 - \lambda)^2 \).

The objective function for one-point update is obtained in a similar manner:

\[
G_1(a_0, a_1) = U(x) + \frac{h}{6} \left( \|b(x)\| \sqrt{1 + a_0^2} + 4 \|b(x)\| \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} + \|b(y)\| \sqrt{1 + a_1^2} \right)
- \frac{1}{6} \left( y - x, \left( R - a_0 b(x) + 4 R a_0 a_1 b(x) + R - a_1 b(y) \right) \right).
\]

We conduct minimization with respect to the slopes \( a_0 \) and \( a_1 \) rather than with respect to the angles \( \alpha \) and \( \beta \). Now, as we have the objective functions (A-6) and (A-8), it is straightforward to calculate their first and second derivatives.

Below we will write out the derivatives for \( G(a_0, a_1, \lambda) \). The derivatives for \( G_1(a_0, a_1) \) are readily obtained from them. We use the following shorthands:

\[
\delta := z - x, \\
q_\lambda := \frac{dx_\lambda}{d\lambda} = \frac{1}{2} \left( \delta - \frac{a_0 - a_1}{4} R \delta \right), \\
h'_{\lambda} = \frac{dh_{\lambda}}{d\lambda} = - \frac{\langle y - x, \delta \rangle}{h_{\lambda}}, \\
h''_{\lambda} = \frac{d^2h_{\lambda}}{d\lambda^2} = \frac{\|\delta\|^2}{h_{\lambda}} - \frac{\langle y - x, \delta \rangle^2}{h_{\lambda}^2}, \\
\hat{w}_{\lambda} := R(y - x_{\lambda})
\]

Also, we will use the following notation for the derivatives of \( b \): \( Db \) is the Jacobian matrix for \( b \): \((Db)_{ij} = \frac{\partial b_i}{\partial x_j}, \ i, j = 1, 2, \) and \( D^2b \) is the second derivative tensor: \((D^2b)_{ijk} = \frac{\partial^2 b_i}{\partial x_j \partial x_k}, \) and \((uD^2bv)_{ij} = u_j (D^2b)_{ijk} v_k \).

**Gradient:**

\[
\frac{\partial G}{\partial a_0} = \frac{h_\lambda}{6} \left[ \frac{a_0}{\sqrt{1 + a_0^2}} b(x_{\lambda}) \right] + \frac{1}{4} \frac{a_0 + a_1}{\sqrt{1 + \frac{(a_0 + a_1)^2}{16}}} b(x_{\lambda}) + \frac{h_\lambda}{2} \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} \left( b(x_{\lambda}), Db(x_{\lambda}) \hat{w}_{\lambda} \right)
- \frac{1}{2} \left( R_{(a_0 + a_1)/4} Db(x_{\lambda}) \hat{w}_{\lambda}, y - x_{\lambda} \right); \]

\[
\frac{\partial G}{\partial a_1} = \frac{h_\lambda}{6} \left[ \frac{a_1}{\sqrt{1 + a_1^2}} b(y) \right] + \frac{1}{4} \frac{a_0 + a_1}{\sqrt{1 + \frac{(a_0 + a_1)^2}{16}}} b(x_{\lambda}) - \frac{h_\lambda}{2} \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} \left( b(x_{\lambda}), Db(x_{\lambda}) \hat{w}_{\lambda} \right)
+ \left( R_{(a_0 + a_1)/4} Db(x_{\lambda}) \hat{w}_{\lambda}, y - x_{\lambda} \right); \]

\[
\frac{\partial G}{\partial \lambda} = \frac{h_\lambda}{6} \left[ \frac{a_0}{\sqrt{1 + a_0^2}} b(x_{\lambda}) \right] + \frac{1}{4} \frac{a_0 + a_1}{\sqrt{1 + \frac{(a_0 + a_1)^2}{16}}} b(x_{\lambda}) - \frac{h_\lambda}{2} \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} \left( b(x_{\lambda}), Db(x_{\lambda}) \hat{w}_{\lambda} \right)
+ \left( R_{(a_0 + a_1)/4} Db(x_{\lambda}) \hat{w}_{\lambda}, y - x_{\lambda} \right); \]

\[
\frac{\partial G}{\partial \lambda} = \frac{h_\lambda}{6} \left[ \frac{a_1}{\sqrt{1 + a_1^2}} b(y) \right] + \frac{1}{4} \frac{a_0 + a_1}{\sqrt{1 + \frac{(a_0 + a_1)^2}{16}}} b(x_{\lambda}) - \frac{h_\lambda}{2} \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} \left( b(x_{\lambda}), Db(x_{\lambda}) \hat{w}_{\lambda} \right)
+ \left( R_{(a_0 + a_1)/4} Db(x_{\lambda}) \hat{w}_{\lambda}, y - x_{\lambda} \right); \]
\[
\frac{\partial G}{\partial \lambda} = p'(\lambda) + \frac{h'_\lambda}{6} \left[ \sqrt{1 + a_0^2 |b(x_\lambda)|} + 4 \sqrt{1 + \frac{(a_0 + a_1)^2}{16} |b(x_\lambda)|} + \sqrt{1 + a_1^2 |b(y)|} \right] \\
+ \frac{h_\lambda}{6} \left[ \sqrt{1 + a_0^2 \frac{(b(x_\lambda), Db(x_\lambda) \delta)}{|b(x_\lambda)|}} + 4 \sqrt{1 + \frac{(a_0 + a_1)^2}{16} \frac{(b(x_\lambda), Db(x_\lambda) q_\lambda)}{|b(x_\lambda)|}} \right] \\
+ \frac{1}{6} \langle \delta, R_{-a_0} b(x_\lambda) + 4 R_{(a_0 + a_1)/4} b(x_\lambda) + R_{-a_1} b(y) \rangle \\
- \frac{1}{6} \langle y - x_\lambda, R_{-a_0} Db(x_\lambda) \delta + 4 R_{(a_0 + a_1)/4} Db(x_\lambda) q_\lambda \rangle,
\]

Hessian:
\[
\frac{\partial^2 G}{\partial a_0 \partial a_1} = \frac{h'_\lambda}{16} \left[ \sqrt{1 + a_0^2 |b(x_\lambda)|} + \frac{1}{4} \sqrt{1 + \frac{(a_0 + a_1)^2}{16} |b(x_\lambda)|} \right] \left[ \langle Db(x_\lambda) \hat{w}_\lambda^2, (b(x_\lambda), \hat{w}_\lambda D^2 b(x_\lambda) \hat{w}_\lambda) \rangle \\
- \langle (b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda)^2 \rangle \right] \\
+ \frac{h_\lambda}{2} \left[ \sqrt{1 + \frac{(a_0 + a_1)^2}{16} \frac{(b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda)}{|b(x_\lambda)|}} \right] \\
+ \frac{h_\lambda}{6} \left[ \sqrt{1 + \frac{(a_0 + a_1)^2}{16} \frac{(b(x_\lambda), Db(x_\lambda) \delta)}{|b(x_\lambda)|}} \right] \\
+ \frac{h_\lambda^2}{12} \left[ \sqrt{1 + \frac{(a_0 + a_1)^2}{16} \frac{(Db(x_\lambda) \hat{w}_\lambda, Db(x_\lambda) q_\lambda) + \langle b(x_\lambda), \hat{w}_\lambda D^2 b(x_\lambda) q_\lambda \rangle}{|b(x_\lambda)|}} \right] \\
- \frac{\langle b(x_\lambda), Db(x_\lambda) R \delta \rangle}{h_\lambda |b(x_\lambda)|} - \frac{\langle b(x_\lambda), Db(x_\lambda) q_\lambda \rangle \langle b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda \rangle}{|b(x_\lambda)|^3} \\
+ \frac{1}{6} \langle \delta, -Rb(x_\lambda) + Rb(x_\lambda) \rangle + \frac{h_\lambda}{2} R_{(a_0 + a_1)/4} Db(x_\lambda) \hat{w}_\lambda \\
- \frac{1}{6} \langle y - x_\lambda, -RDb(x_\lambda) \delta + RDb(x_\lambda) q_\lambda + \frac{h_\lambda}{2} R_{(a_0 + a_1)/4} \hat{w}_\lambda D^2 b(x_\lambda) q_\lambda \\
- \frac{1}{2} R_{(a_0 + a_1)/4} Db(x_\lambda) R \delta \rangle,
\]

\[
\frac{\partial^2 G}{\partial a_1 \partial \lambda} = \frac{h'_\lambda}{6} \left[ \sqrt{1 + \frac{(a_0 + a_1)^2}{16} |b(x_\lambda)|} \right] \\
+ \frac{1}{\sqrt{1 + a_1^2 |b(y)|}} + \frac{h_\lambda}{6} \left[ \sqrt{1 + \frac{(a_0 + a_1)^2}{16} \frac{(b(x_\lambda), Db(x_\lambda) q_\lambda)}{|b(x_\lambda)|}} \right] \\
+ \frac{h_\lambda^2}{12} \left[ \sqrt{1 + \frac{(a_0 + a_1)^2}{16} \frac{\langle Db(x_\lambda) \hat{w}_\lambda, Db(x_\lambda) q_\lambda \rangle + \langle b(x_\lambda), \hat{w}_\lambda D^2 b(x_\lambda) q_\lambda \rangle}{|b(x_\lambda)|}} \right] \\
+ \frac{\langle b(x_\lambda), Db(x_\lambda) R \delta \rangle}{h_\lambda |b(x_\lambda)|} + \frac{\langle b(x_\lambda), Db(x_\lambda) q_\lambda \rangle \langle b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda \rangle}{|b(x_\lambda)|^3} \\
+ \frac{1}{6} \langle \delta, -Rb(y) + Rb(x_\lambda) \rangle - \frac{h_\lambda}{2} R_{(a_0 + a_1)/4} Db(x_\lambda) \hat{w}_\lambda \\
- \frac{1}{6} \langle y - x_\lambda, -RDb(x_\lambda) \delta + RDb(x_\lambda) q_\lambda + \frac{h_\lambda}{2} R_{(a_0 + a_1)/4} \hat{w}_\lambda D^2 b(x_\lambda) q_\lambda \\
- \frac{1}{2} R_{(a_0 + a_1)/4} Db(x_\lambda) R \delta \rangle,
\]
After discretizing the generator to an $N \times N$ mesh, we denote the discretized generator by $SDE (1)$ is given by
\[
\frac{\partial^2 G}{\partial a_0^2} = \frac{h_\lambda}{6} \left[ (1 + a_0^2)^{-3/2} |b(x_\lambda)| + \frac{1}{4} \left( 1 + \frac{(a_0 + a_1)^2}{16} \right)^{-3/2} |b(x_\lambda)| \right]
\]
\[
+ \frac{h_\lambda^2}{96} \left( a_0 + a_1 \right) \langle b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda \rangle
\]
\[
+ \frac{h_\lambda^3}{96} \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} \left| Db(x_\lambda) \right| \left| b(x_\lambda) \right| \left| b(x_\lambda) \right|^3 \left| \langle b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda \rangle \right|^2
\]
\[
+ \frac{h_\lambda^2}{24} \langle \hat{w}_\lambda, Db(x_\lambda) \hat{w}_\lambda \rangle - \frac{h_\lambda^2}{96} \langle R_{(a_0 + a_1)/4} \hat{w}_\lambda Db(x_\lambda) \hat{w}_\lambda, y - x_\lambda \rangle,
\]

\[
\frac{\partial^2 G}{\partial a_1^2} = \frac{h_\lambda}{6} \left[ (1 + a_1^2)^{-3/2} |b(y)| + \frac{1}{4} \left( 1 + \frac{(a_0 + a_1)^2}{16} \right)^{-3/2} |b(x_\lambda)| \right]
\]
\[
+ \frac{h_\lambda^2}{96} \left( a_0 + a_1 \right) \langle b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda \rangle
\]
\[
+ \frac{h_\lambda^3}{96} \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} \left| Db(x_\lambda) \right| \left| b(x_\lambda) \right| \left| b(x_\lambda) \right|^3 \left| \langle b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda \rangle \right|^2
\]
\[
- \frac{h_\lambda^2}{24} \langle \hat{w}_\lambda, Db(x_\lambda) \hat{w}_\lambda \rangle - \frac{h_\lambda^2}{96} \langle R_{(a_0 + a_1)/4} \hat{w}_\lambda Db(x_\lambda) \hat{w}_\lambda, y - x_\lambda \rangle,
\]

\[
\frac{\partial^2 G}{\partial \lambda^2} = p''(\lambda) + \frac{h'_\lambda}{6} \left[ \sqrt{1 + a_0^2} |b(x_\lambda)| + 4 \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} |b(x_\lambda)| + \sqrt{1 + a_1^2} |b(y)| \right]
\]
\[
+ \frac{h_\lambda}{3} \left[ \sqrt{1 + a_0^2} \left| Db(x_\lambda) \right| + \frac{1}{4} \left( 1 + \frac{(a_0 + a_1)^2}{16} \right) \left| Db(x_\lambda) \right| \left| \langle b(x_\lambda), Db(x_\lambda) \hat{w}_\lambda \rangle \right| \right]
\]
\[
+ \frac{h_\lambda}{6} \sqrt{1 + a_0^2} \left| Db(x_\lambda) \delta^2 + \langle b(x_\lambda), \delta Db(x_\lambda) \rangle \right|^2 - \left| \langle b(x_\lambda), Db(x_\lambda) \delta \rangle \right|^2 \left| b(x_\lambda) \right|^3 \left| \langle b(x_\lambda), Db(x_\lambda) \rangle \right|^2
\]
\[
+ \frac{2h_\lambda}{3} \left[ \sqrt{1 + \frac{(a_0 + a_1)^2}{16}} \left| Db(x_\lambda) \right| \left| b(x_\lambda) \right| \left| b(x_\lambda) \right|^3 \left| \langle b(x_\lambda), Db(x_\lambda) \rangle \right|^2
\]
\[
+ \frac{1}{3} \langle \delta, R_{-a_0} Db(x_\lambda) \delta + 4 R_{(a_0 + a_1)/4} Db(x_\lambda) \rangle \hat{w}_\lambda
\]
\[
- \frac{1}{6} (y - x_\lambda, R_{-a_0} \delta^2 b(x_\lambda) \delta + 4 R_{(a_0 + a_1)/4} q_\lambda D^2 b(x_\lambda) q_\lambda) \hat{w}_\lambda.
\]

**B Appendix: estimating transition rate using the transition path theory**

The transition path theory [10] is a mathematical framework for quantifying transitions between metastable states in stochastic systems. The generator of the stochastic process governed by SDE (1) is given by
\[
\mathcal{L} := b(x) \cdot \nabla + \frac{\xi}{2} \Delta.
\]

After discretizing the generator to an $N \times N$ mesh, it can be viewed as a generator matrix of a Markov jump process on this mesh, where jumps are enabled only between nearest neighbors. Denoting the discretized generator by $L$, we easily obtain its adjoint $L^*$ by transposing it. The eigenvector of $L^*$ corresponding to its zero eigenvalue is normalized so that the sum of its entries is one and it provides the invariant probability distribution $\mu$ on the mesh. The computational domain for finding $\mu$ was set to $D = [-2,0] \times [-1,1]$, and $N = 1025$. The
homogeneous Neumann boundary conditions were used at $\partial D$ which correspond to reflecting boundary condition. The symmetry of the Maier-Stein drift field with respect to the $y$-axis and the extremely low probability of reaching the other parts of $\partial D$ justify this choice.

The transition process between given regions $A$ and $B$ is described by the vector field called the reactive current. The sets $A$ and $B$ are usually picked as neighborhoods of attractors of $\dot{x} = b(x)$. For the Maier-Stein SDE, We chose $A$ and $B$ to be balls of radius 0.3 surrounding $O_-$ and $O_+$. The reactive current for SDE (1) is given by \[ J_R = q_+ q_- J + \frac{\mu \epsilon}{2} (q_- \nabla q_+ - q_+ \nabla q_-) , \] (B-10)

where $J = \mu b - \frac{\epsilon}{2} \nabla \mu$ is the probability current, and $q_+$ and $q_-$ are the forward and backward committor functions. The forward committor $q_+(x)$ is the probability that the process starting at $x$ first hits $B$ rather than $A$. The backward committor is the probability that the process arriving at $x$ last exited from $A$ rather than from $B$. The forward and backward committors are the solutions to the following boundary-value problems:

\[
\begin{align*}
\mathcal{L} q_+ &= 0, & x \in \mathbb{R}^n \setminus (A \cup B), \\
q_+ &= 0, & x \in \partial A, \\
q_+ &= 1, & x \in \partial B; \\
\end{align*}
\]

\[
\begin{align*}
\mathcal{L}^\dagger q_- &= 0, & x \in \mathbb{R}^n \setminus (A \cup B), \\
q_- &= 1, & x \in \partial A, \\
q_- &= 0, & x \in \partial B. \\
\end{align*}
\] (B-11)

The operator $\mathcal{L}^\dagger$ is the generator for the time-reversed process. It is easier to find its discrete counterpart using the formula: $L^\dagger = M^{-1} L^\top M$, where $M = \text{diag}\{\mu\}$ is the diagonal matrix with the invariant distribution $\mu$ along its diagonal \[20\]. To compute the reactive current, we used the computational domain $[-1.5, 1.5] \times [-0.75, 0.75] \setminus (A \cup B)$ with homogeneous Neumann boundary conditions at the outer boundary. The box $[-1.5, 1.5] \times [-0.75, 0.75]$ was discretized to $N \times N$ mesh with $N = 1025$.

The reaction rate, i.e., the mean number of transitions from $A$ to $B$ per unit time is equal to the average flux of the reactive current through any surface $S$ dividing $A$ and $B$:

\[
\nu_{AB} = \frac{1}{S} J_R \cdot \hat{n} d\sigma ,
\] (B-12)

where $\hat{n}$ is the unit normal to the surface $S$ pointing towards $B$ and $d\sigma$ is the surface element. For the Maier-Stein SDE, we chose the $y$-axis as the dividing surface.
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