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Our approach: Discretize the ODE with known Runge-Kutta integrators (e.g. Euler, midpoint, RK44) and provide theoretical guarantees for convergence rates.
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