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Abstract—Soft robotic grippers facilitate contact-rich manipulation, including robust grasping of varied objects. Yet the beneficial compliance of a soft gripper also results in significant deformation that can make precision manipulation challenging. We present visual pressure estimation & control (VPEC), a method that infers pressure applied by a soft gripper using an RGB image from an external camera. We provide results for visual pressure inference when a pneumatic gripper and a tendon-actuated gripper make contact with a flat surface. We also show that VPEC enables precision manipulation via closed-loop control of inferred pressure images. In our evaluation, a mobile manipulator (Stretch RE1 from Hello Robot) uses visual servoing to make contact at a desired pressure; follow a spatial pressure trajectory; and grasp small low-profile objects, including a microSD card, a penny, and a pill. Overall, our results show that visual estimates of applied pressure can enable a soft gripper to perform precision manipulation.

I. INTRODUCTION

High compliance helps soft robotic grippers conform to the environment and apply low forces during contact, but it also results in significant deformation that makes precise motions more difficult to achieve. For precision manipulation tasks, small position errors due to deformation can lead to failure. For example, tasks using fingertips to press a small button, flip a small switch, or pick up a small object depend on pressure being applied with precision.

One approach to precisely apply pressure is to explicitly model the mechanics of the gripper. Rigid-body models enable precise control of rigid grippers, but result in errors when applied to soft grippers. For example, sliding a soft gripper’s fingertips across a surface can result in large deviations from the gripper’s undeformed geometry. Soft-body models can represent the compliant geometry of soft grippers, but are more complex than rigid-body models and depend on quantities that can be difficult to measure, such as external forces and internal strain. Embedded sensors in soft grippers can make relevant measurements, but increase hardware complexity and often alter gripper mechanics. For both rigid and soft grippers, an explicit model of the gripper needs to be related to the environment to model applied pressure, which often involves additional sensors and calibration.

We present a novel approach that circumvents these modeling and instrumentation complexities by using an external camera to directly estimate the pressure applied by a soft gripper to the world. Our approach relies on two key insights. First, many manipulation tasks only depend on the pressure applied by the gripper to the world, rather than the gripper’s detailed state. For these tasks, directly estimating and controlling pressure applied to the world is sufficient for task success. Second, the pressure applied to the world by a soft gripper can be directly estimated by the gripper’s visible deformation. This takes advantage of high compliance, since larger deformations are more easily observed by an external camera.

Our method, visual pressure estimation & control (VPEC), uses a convolutional neural network, VPEC-Net, to infer a 2D pressure map overlaid on the input RGB image from an external camera (see Figure 1). In other words, contact

Fig. 1. Left: Given a single RGB input image, VPEC-Net estimates the pressure applied by a soft gripper to a flat surface. Middle Left and Middle Right: Pressure images are shown overlaid on the input image. VPEC-Net outputs a pressure image with a pressure estimate for each pixel of the input image. The estimated pressure image closely matches the ground truth pressure image obtained with a planar pressure sensing array. Right: Using visual servoing with estimated pressure images, a robot grasps small objects, including a penny.
locations and pressure are estimated in the image space with an estimated pressure for each pixel in the image. A control loop achieves pressure objectives in the image space, enabling a robot to precisely control pressure applied to the world and thereby grasp a small object observed by the camera. In addition to gripper deformation, VPEC-Net has the potential to use other information, such as cast shadows and motion blur.

For this paper, we consider contact with a horizontal plane, which is a common surface relevant to manipulation. To construct a training dataset, we hand-operated a tendon-driven soft gripper and a pneumatic soft gripper to make contact with a high-resolution planar pressure sensor. We capture these interactions with four RGB cameras and use camera extrinsics to project the pressure sensor data onto the RGB images, creating a labeled dataset for training VPEC-Net. We collected approximately one hour of data for each gripper, yielding a dataset of 650K frames. Our contributions include the following:

- **VPEC**: An algorithm that infers pressure applied by a soft gripper to a planar surface using a single RGB image.
- **Precision Manipulation with VPEC**: Evaluations in which a mobile manipulator with a soft gripper achieves pressure objectives via closed-loop control and grasps small objects, including a washer and a coin.
- **Release of dataset, trained models, and code**: We will release our core methods online to support replication of our work.

## II. Related Work

Our work builds on prior efforts to visually infer pressure applied by human hands [1]. We use the same neural network architecture, but apply it to inference and control of soft robotic grippers.

We evaluate our approach with the task of precision manipulation on a flat surface. Our method controls the pressure applied by a soft gripper to the surface to grasp small objects. Similarly, humans often slide their fingertips across flat surfaces when picking up small objects [2], [3], which has inspired robotic grasping methods [4], [5], [6]. Work on grasping with soft end effectors has focused on larger objects than we consider [7], [8], [9]. Grasping smaller objects tends to be more sensitive to gripper deformation, such as deformation due to sliding while in contact.

Prior work has used internal sensors to infer contact and pressure based on deformation of the gripper’s surface [10], [11], [12], [13], [14], changes to gripper vibration [15], deflection of the gripper’s compliant joints [16], and changes to the gripper’s motion [17]. We expect that our method can use similar information by observing a soft gripper with an external camera. For this paper, estimation only uses a single image, which can have motion blur but lacks information available in sequences of images.

Research on image-based force estimation has focused on inferring force and torque applied by a rigid tool to a deformable object [18], [19], [20], [21], [22], [23]. Early work inferred grip force for a microgripper [24]. Cross-modal research has used vision to predict the output of robot-mounted tactile sensors [25], [26], [27]. Our approach relies on soft grippers that visibly deform to infer the output of tactile sensors mounted to the world.

Our method uses visual servoing [28] to achieve pressure objectives in the camera’s image space. Prior work has demonstrated visual control of a robot’s arm relative to flat surfaces based on shadows [29]. Marker-based visual servoing has achieved precise in-hand manipulation with a soft gripper [30]. Visual object tracking has enabled precision insertions with a soft gripper [31]. Our system enables a soft gripper to grasp small, low-profile objects from a flat surface.

Our system can be thought of as using a virtual tactile sensor array mounted to the world with which it attempts to achieve pressure objectives. As such, our approach is similar to tactile servoing with real tactile sensor arrays [32], [33], [34], [35], [36]. Notably, our system reports inferred pressure for each pixel of the input RGB image. This enables our system to directly relate pressure and vision. For example, in our grasping evaluation, the robot uses the RGB image to find the centroid of the target object, which determines key pressure objectives.

## III. Visual Pressure Estimation

In this section, we describe the grippers used and the capture process to create our dataset. We also describe the network architecture and training procedure of VPEC-Net.

### A. Selected Grippers

For a vision-based approach to successfully estimate contact and pressure, there must be visual cues to indicate the presence of these quantities. As a result, we train and test VPEC-Net with soft robotic grippers. These grippers are compliant and deform when in contact with an object. We select two different models of grippers that are examples from common classes of grippers used by researchers.

**Tendon-Actuated Gripper**: The first gripper we consider is the Stretch Compliant Gripper that comes with the Stretch RE1 mobile manipulator by Hello Robot Inc. This gripper has suction-cup-shaped soft rubber fingertips supported by spring steel flexures that bend when the gripper closes. To close the gripper, an actuator uses a tendon to pull the inner flexures. In a user study, a similar commercially available grabber tool was found to be adept at manipulating various household objects [37]. During the collection of the dataset (Sec III-B), we used a hand-operated version of this gripper.

The gripper displays several visual cues that may indicate pressure when grasping. The rubber fingertips visibly deform to match the contours of the grasped object or when in contact with a surface, and the steel flexures bend when in contact with a surface (Figure 2).

**Pneumatic Gripper**: The second gripper we consider is a pneumatic gripper sold by SoftGripping GmbH [38]. The gripper is made of a flexible silicone, and contains hollow cavities for pressurized air. When inflated, the sides of the finger expand asymmetrically, resulting in the fingers closing.
Due to its silicone construction, the gripper is soft, and the entire finger deforms when in contact (Figure 2). Additionally, as the pressure in the finger cavity increases, the exterior of the gripper expands.

B. Data Capture Setup

We built a custom data capture rig to collect RGB images with synchronized ground truth pressure. The rig uses aluminum framing to rigidly support a pressure sensor and cameras. The parts of the rig visible to cameras are covered with a white vinyl covering to provide a consistent visual background.

To record pressure data, we use a Sensel Morph [39] sensor. The Morph is a flat pressure sensor with an active area of $23 \times 13$ cm and features a grid of $185 \times 105$ individual force-sensitive resistor (FSR) elements. The sensor produces high-resolution pressure data at approximately 100 Hz.

Four Azure Kinect cameras are mounted at different locations around the cage to observe the pressure sensor and gripper from a variety of viewpoints. The RGB feed from the cameras is captured in 1080p at 30 Hz. The capture rig additionally has two lights mounted to provide illumination which can be turned on or off in any combination. Bright lighting reduces the effect of motion blur, but during fast motions, some blurring is still visible.

The cameras and pressure sensor are calibrated before each recording session using a specialized fiducial board. The board uses ChArUco [40] markers on the top for localization in camera space, while pins on the bottom push into the edges of the pressure sensor, allowing consistent positioning.

C. Data Capture Protocol

While our work is targeted toward robotic grippers, we operate the grippers by hand for data collection (Figure 2). Collecting data with a human operator allows for efficient capture of a diverse dataset including a wide range of pressure levels, orientations, grasp styles, and speeds. The grippers are mounted on a handle 60 cm in length to allow a person to operate the gripper easily. In Section V, we show that a network trained on this data can be used to control the position of a robot-actuated gripper.

We designed a capture protocol to systematically collect data from the grippers. We studied actions where the gripper makes contact with the surface of the planar pressure sensor. Our data is divided into three classes of actions: make contact, where both fingers of the gripper are lowered onto the surface, slide, where the gripper is translated along the surface, and close gripper, where the gripper is closed while in contact with the surface. We additionally collect no contact data, where the gripper held just above the surface without making contact to provide adversarial training data.

Data collection is further divided by the amount of force applied, the lighting configuration, the speed of the human operator, and the approach angle of the gripper. At least 30 seconds of data is collected for each combination of parameters, where the operator approaches the sensor and performs multiple grasps. Between individual grasps, the operator varied the translation and angle of the gripper. We record 32 actions each with 3 lighting conditions, resulting in 96 individual sequences for each gripper. Approximately 1 hour of data is collected for each gripper.

We randomly remove 20% of the sequences to create a held-out test set.

D. Network Architecture

We develop VPEC-Net, a neural network to estimate pressure in image space. The network uses a single RGB image as input and produces an estimated pressure for each input pixel. To generate ground truth pressure data for this approach, the data measured by the pressure sensor is warped.
Estimated Pressure
Ground Truth Pressure

Fig. 3. **Left**: Examples of pressure estimation for the tendon-actuated gripper. **Right**: Examples of pressure estimation for the pneumatic gripper. **Input Image Column**: The input RGB image used by VPEC-Net to infer pressure. **Estimated Pressure Column**: The estimated pressure image overlaid on the input image. **Ground Truth Pressure Column**: The ground truth pressure measurements from a pressure sensing array overlaid on the input image.

### TABLE I

| Method                     | Temporal Acc. | Contact IoU | Volumetric IoU | MAE  |
|----------------------------|---------------|-------------|----------------|------|
| Tendon-Actuated Gripper    | 95.9%         | 73.8%       | 58.2%          | 5.3 Pa |
| Pneumatic Gripper          | 95.1%         | 63.3%       | 52.0%          | 9.7 Pa |

**RESULTS OF VISUAL PRESSURE ESTIMATION**

VPEC-Net’s architecture takes inspiration from image-to-image translation neural networks used in the semantic segmentation literature. For an input RGB image $I$, a pressure image $\hat{P} = f(I)$ is estimated. The network uses an encoder-decoder architecture with skip connections. An SE-ResNeXt50 network [41], [42], [43], [44] with weights from pretraining on ImageNet [45] is used for the encoder, and an FPN network [46] is used for the decoder.

The task of pressure estimation is framed as a classification problem. The pressure range is divided into 8 discrete bins placed evenly in logarithmic space, including an additional zero pressure bin. For each pixel in the output pressure image, the network classifies which pressure bin the pixel should reside in. The network is trained with a cross-entropy loss. We tested various output representations and found that this outperformed a direct regression of a pressure scalar.

Images from the cameras are cropped to extend slightly past the edges of the pressure sensor. VPEC-Net is trained for 600k iterations using the Adam optimizer [47]. The learning rate is initially set at $1e^{-3}$, which drops to $1e^{-4}$ after 100k iterations. During training, several types of augmentations are used, including flips, random rotations, translations, scaling, brightness, and contrast changes.

**IV. EVALUATION OF VISUAL PRESSURE ESTIMATION**

To evaluate the performance of VPEC-Net, we perform evaluations on the held-out test set. We use a variety of evaluation metrics similar to [1] to quantify pressure estimation accuracy.

a) **Temporal Accuracy**: To evaluate the temporal accuracy of pressure estimates, if any pressure pixel is above a threshold of 1.0 kPa, the frame is marked as containing contact. Temporal Accuracy measures the consistency between the presence of ground truth and estimated contact.

b) **Contact IoU**: To determine the spatial and temporal accuracy of pressure estimates, binary contact images are generated by thresholding pressure at the same value used for temporal accuracy. The ground truth contact image and estimated contact image are compared to calculate intersection over union (IoU).

c) **Volumetric IoU**: To assess the magnitude of pressure estimates, we extend the Contact IoU to Volumetric IoU. This
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V. ROBOTIC CONTROL OF PRESSURE

We evaluated VPEC-Net with robotic manipulation tasks involving pressure objectives and precision grasping. We first show that VPEC-Net can be used to modulate the pressure applied to a surface and increase the spatial accuracy of a compliant robot. We then show how our approach can be used to pick up small objects (penny, screw) that require precision manipulation. For all experiments, we used a Stretch REI mobile manipulator with its stock gripper.

A. Making Contact with a Desired Pressure

VPEC-Net can be used to regulate the amount of force a gripper exerts while in contact with a surface. We perform an experiment where the robot is commanded to exert a specified amount of normal force by lowering the gripper to make contact with a pressure sensor.

The pressure estimated by VPEC-Net is integrated with feedback from VPEC-Net’s visual pressure estimation. The actual force is measured using the pressure sensor.

\[ \hat{F} = \int f(I)dA \]  

Each trial begins with the robot placed 3-5 cm above the pressure sensor with VPEC-Net running on a single camera at a rate of 12 Hz. Once the pressure estimates indicate that the target force has been achieved, the ground truth force is measured with the pressure sensor. We conduct a total of 60 trials, with 10 trials being recorded for each force level ranging from 0 to 5N (Figure 5).

VPEC-Net can accurately estimate force at higher levels. However, it tends to underestimate forces in the range of 1 to 2N, near the boundary of contact. This may be due to
differences between the manually operated gripper used for training and the robotic gripper used for testing.

B. Following a Spatial Pressure Trajectory

Due to the inherent compliance of soft grippers, the precise pose of the gripper can be difficult to control. This is especially true when in contact with a surface, as deformation and friction with the surface can cause the gripper to stick and slip. Figure 6a shows that the gripper has significant deflection in response to an external disturbance. Additionally, to move the gripper laterally, the Stretch RE1 drives on a carpeted floor with its differential drive mobile base, which can result in movement variations and inaccurate positioning due to wheel slip and other phenomena.

We show that an open-loop controller accumulates significant error while executing a trajectory in contact (Figure 6b, blue). The robot gripper was rotated and lowered to a constant height such that one fingertip was in contact with the surface. The robot was then commanded to move in an 8cm square path. The true path of the gripper was measured by calculating the center of pressure detected by the pressure sensor.

To achieve a higher accuracy, we use an image-based visual servoing (IBVS) controller [28] that leverages the image space pressure estimates from VPEC-Net (Figure 6b, green). The error function $E(t)$ uses the position of the maxima in the estimated pressure image, $M(t)$, and a desired target position in image space $T$.

$$E(t) = \begin{bmatrix} e_x \\ e_y \end{bmatrix} = \begin{bmatrix} T_x - M_x(t) \\ T_y - M_y(t) \end{bmatrix}$$  \hspace{1cm} (3)

This error is transformed into robot actuator commands $\dot{q}$ with the image Jacobian $J$ and a gain $\lambda$: $\dot{q}(t) = \lambda J^+ E(t)$, where $J^+$ is the pseudo-inverse. Because we observe both the target and gripper contact location in the same image, our controller is 'endpoint closed-loop' [28] and robust to inaccuracies in $J$.

C. Grasping Small Low-Profile Objects

To demonstrate the real-world value of VPEC, we perform grasping trials with a range of objects (Figure 6c), including very thin objects. Humans typically grasp these small objects by using their fingers to first make contact with the surface near the object, then slide their fingertips to close around the object. We take inspiration from this approach and design a robot control algorithm to grasp objects while maintaining contact with the surface.

The robot must autonomously approach the object, grasp it, and pick it up without dropping it for 5 seconds (Figure 7). Trials where any of the robot’s actuators exceed their torque limits are marked as failures. We remove the pressure sensor from our capture rig (Figure 2) during grasping experiments, providing the robot with a larger workspace and demonstrating that VPEC-Net can generalize to a new surface. We conduct 10 grasping attempts for each object. The object is reset to a random position and orientation after each trial.

Our system used a simple color thresholding algorithm to find the centroid of the object in the image. The robot starts with the gripper positioned above the surface and is lowered until pressure above a threshold is reported by VPEC-Net. The normal force exerted by the gripper is continuously controlled to maintain a set force (Sec V-A).

We then perform visual servoing (Sec V-B) to grasp the object. Our algorithm attempts to navigate the mean position of the two local pressure maxima produced by the gripper fingertips to the object centroid in image space. Once the average fingertip position is within a fixed radius of the object centroid, the gripper is closed and lifted.
D. Grasping Results

We find that VPEC allows the robot to accomplish precision grasping using images from a single RGB camera. The robot is able to grasp all 11 objects in our set (Table II), and achieves an average success rate of 93%. The robot is also able to maintain contact with the surface, allowing the visual servoing controller to accurately track the position of the robot in image space and modulate normal force to grasp thin objects on a flat surface.

Failures during grasping experiments can be attributed to a few causes. As our dataset was collected without distractor objects present, when objects are placed in the camera’s field of view, the network occasionally estimates pressure near the object in image space. This extra pressure estimate may cause the gripper to lift off the surface. We also find that the network may occasionally overestimate the gripper pressure, also causing the gripper to be in inconsistent contact with the surface. In very rare cases, pressure is underestimated, causing the gripper to be driven into the surface such that the motor torque limits are exceeded and the trial is stopped. We would expect additional training data to increase robustness and alleviate these issues.

VI. CONCLUSION

We present VPEC, a method to visually estimate pressure from changes in the appearance of a soft gripper. We demonstrate that a trained model can accurately estimate pressure for two designs: a tendon-actuated gripper and a pneumatic gripper. These pressure estimates can be used to perform closed-loop control of a robot to maintain a desired pressure, accurately trace a trajectory, and successfully manipulate small objects. Our results suggest that visual estimation of pressure is a promising approach for soft robotic grippers.
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