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Error thresholds and the constraints to RNA virus evolution

Edward C. Holmes

RNA viruses are often thought of as possessing almost limitless adaptability as a result of their extreme mutation rates. However, high mutation rates also put a cap on the size of the viral genome by establishing an error threshold, beyond which lethal numbers of deleterious mutations accumulate. Herein, I argue that a lack of genomic space means that RNA viruses will be subject to important evolutionary constraints because specific sequences are required to encode multiple and often conflicting functions. Empirical evidence for these constraints, and how they limit viral adaptability, is now beginning to accumulate. Documenting the constraints to RNA virus evolution has important implications for predicting the emergence of new viruses and for improving therapeutic procedures.

Studies of RNA virus evolution are dominated by the idea that their high mutation rates, short replication times and often immense population sizes mean that these organisms harbour an enormous amount of genetic diversity, and as such can quickly adapt to changing environments. Indeed, it is the inherent adaptability of RNA viruses that hinders our attempts to develop broadly effective antiviral drugs and vaccines, and also means that they represent the most important cause of emerging diseases. However, although it is undoubtedly true that populations of RNA viruses are often remarkably diverse, it does not necessarily follow that they have little trouble responding to environmental challenges. There is mounting evidence for important constraints in RNA virus evolution, and that these constraints are a predictable outcome when mutation rates reach an error threshold.

Mutation and the error threshold

Mutation rates in RNA viruses are several orders of magnitude higher than those in DNA based life-forms. Such an inference can be made from the high levels of viral genetic variation seen within and among infected hosts [1], studies of long-term rates of nucleotide substitution [2] and most importantly from direct measurements of error frequency [3]. Together, these suggest an average mutation rate in the region of approximately one mutation per genome, per replication; although, slightly lower rates have been reported recently [4] and little is known about the variation in mutation rates among RNA viruses. A high mutation rate is a natural expectation given that the RNA polymerase, or reverse transcriptase, used for replication lacks proofreading ability.

In addition to producing a great deal of genetic variation, the high mutation rate of RNA viruses is pivotal from an evolutionary perspective because it is close to the notional ‘error threshold’, which is set at approximately the reciprocal of the genome size [5,6]. Beyond this threshold, so many deleterious mutations occur during each replication cycle that ‘fit’ viral genomes are unable to reproduce themselves faithfully and the population eventually becomes extinct. RNA viruses are therefore permanently close to ‘error catastrophe’. Although this might appear an inherently unstable evolutionary strategy, provided that viral population sizes are sufficiently large, life at the error threshold does allow RNA viruses to produce a myriad of potentially useful mutations within a very short time.

There is now sufficient empirical evidence to suggest that the error threshold is more than just a theoretician’s whimsy. First, populations of RNA viruses often harbour numerous defective genomes, which is to be expected if deleterious mutations arise at a high frequency. A recent example is provided by dengue virus [7]. More dramatic evidence comes from experimental studies that show that increasing mutation rates beyond the error threshold by artificial means with the application of mutagens can result in the extinction of viral populations, a procedure known as ‘lethal mutagenesis’ [8–11]. Although it is possible that this could lead to a new generation of antiviral therapies, one important uncertainty concerns the effect of recombination. To date, most work on lethal mutagenesis has involved essentially clonal RNA viruses, where recombination plays little or no role in shaping genetic diversity. However, for viruses like human immunodeficiency virus (HIV), the rate of recombination per base can exceed that of mutation [12]. It might be expected that recombination will allow RNA viruses to avoid error catastrophe by regenerating fit genomes from defective ones, much in the same way that recombination can prevent the accumulation of deleterious mutations in small populations, a process known as Muller’s Ratchet. However, simulation studies have revealed that recombination in RNA viruses is more likely to create combinations of deleterious mutations than purge them from genomes, and in doing so reduce the error threshold, so that dramatic fitness reductions occur at lower mutation rates [13]. If this also applies in nature, not only will recombination assist lethal mutagenesis, but it is possible
that recombination rates have been selectively reduced during RNA virus evolution. RNA viruses would then truly represent evolutionarily unique organisms. This is clearly an area that needs to be explored further.

Further evidence for the error threshold comes from comparative studies. In particular, a phylogenetic analysis of 50 RNA viruses showed a negative correlation between rates of nucleotide substitution (a surrogate of mutation rate) and genome size; the longer the RNA virus genome in question, the lower its substitution rate [2]. This is exactly the relationship predicted by the error threshold theory [6], although these studies will need to be reproduced with more direct estimates of mutation rate. Because substitution rates are largely a function of genome size, it can be argued that RNA viruses do not individually select their mutation rates to produce adaptively useful changes, as these would vary depending on the life-history of the virus in question, but rather that these rates are simply an inherent by-product of replication by error-prone RNA polymerases. Moreover, the existence of an error threshold does not prove that RNA viruses form the complex interconnected population structure referred to as the quasispecies [14]. Although error thresholds are certainly compatible with quasispecies theory, they can easily be produced by ‘classical’ population genetic models; every life-form probably faces a mutational meltdown if the rate of deleterious mutation is sufficiently high, although the exact limit is unknown because of the uncertain influence of sexual reproduction [15,16].

Another aspect of the error threshold that is of fundamental importance for understanding RNA virus evolution is that it sets an upper limit on genome size. As was recognized long ago by Manfred Eigen [5], it is impossible to replicate excessively long pieces of RNA because too many deleterious mutations accumulate. Notably, the vast majority of RNA viruses do not have genomes that are longer than ~15 kb, indicating that this is the genome size normally set by the error threshold, which is in stark contrast to the much larger genomes observed in many DNA viruses. The most notable exceptions are the coronaviruses with RNA genomes of ~30 kb, which should evolve measurably slower than other RNA viruses. Crucially, by limiting genome size, RNA viruses are automatically constrained; all viral functions must be encoded within a confined genomic space. This means that specific regions of genome sequence will often have multiple and sometimes very diverse functions, and that mutations that adapt a virus to one environment might have a negative affect in another. Therefore, the limitation to genome size, and the consequent lack of evolutionary elbow room, make it probable that RNA viruses will experience extensive pleiotropy, epistasis and negative fitness trade-offs, which together prevent them from adapting to all environmental conditions with equal success.

Constraints on RNA virus evolution

Paradoxically, although RNA viruses possess enormous mutational power that allows them to rapidly generate adaptively useful genetic variation, this high mutation rate also limits their adaptability by constraining genome size. Although the idea that RNA viruses are subject to strong constraints at first appears to be contradicted by the speed at which they can develop antigenic variation or resistance to antiviral agents, it is reflected in other key aspects of their evolution. These are discussed below. Although equivalent constraints can be observed in other organisms, RNA viruses are perhaps unique in the extent to which these constraints apply.

RNA virus genomes often use overlapping reading frames

One manifestation of the evolutionary constraints imposed by limited genome size is that RNA viruses frequently use overlapping reading frames to maximize the genetic information available to them. More than 120 of the RNA viruses for which complete genome sequence data are available on GenBank use overlapping reading frames, and in many cases the region of overlap extends to more than 500 bp. Mutations that occur within these regions are expected to be subject to complex fitness trade-offs, which might affect estimates of rates of nucleotide substitution and phylogenetic relationships.

Individual sequence regions have multiple functions

There are now a variety of examples where specific regions of viral genomes, or even individual mutations, have multiple and sometimes conflicting functions. In particular, the occurrence of mutations that affect both antigenicity and cell tropism has been documented in several viruses [17], with those in the V3 loop-region of the HIV-1 envelope gene particularly well studied [18]. Such functional overlap could have important evolutionary consequences. For example, the recognition of certain cell types could be ‘out of reach’ for viruses that are forced to fix conflicting immune-escape mutations, even though they might only be a few mutational steps away. Played out over evolutionary time, such a process could partially determine the host range of viruses.

Individual mutations can be subject to strong constraints

In some cases it has been possible to identify the evolutionary constraints acting on individual mutations. For example, there are instances where selectively advantageous mutations take far longer to appear than expected. One such case involves escape from cytotoxic T-lymphocyte (CTL) recognition in HIV-infected patients that express HLA-B27 + epitopes. Here, a single escape substitution at residue 264 in p24 gag might not occur until many years post-infection [19]. Given the rapid mutation and replication rates in HIV, the delayed appearance of a single escape mutation strongly suggests that its occurrence is inhibited by functional constraints. Indeed, residue 264 is highly conserved in HLA-B27 – patients, indicating that mutations at this site are normally deleterious, requiring compensatory amino acid changes to counteract any deleterious effects on capsid structure. Although drug-resistance mutations in HIV often appear more readily, the low fitness of many such mutants compared with wild-type in the absence of drug therapy [20] is testament to the high rate of deleterious mutation in RNA viruses.
Convergent and parallel evolution are frequent
High levels of convergent or parallel evolution have been reported in a variety of RNA viruses [21–24]. For example, in vitro analysis of vesicular stomatitis virus (VSV) revealed that 12 out of 25 variable sites contained convergent evolutionary changes, often with the same mutation appearing multiple times [24]. Convergent evolution is also frequently reported in the context of HIV drug-resistance [25]. Although there is currently no data to assess whether convergent evolution is more common in RNA viruses than in other organisms, it must be considered a natural expectation if RNA viruses are subject to strong evolutionary constraints. Specifically, if most mutations available to RNA viruses are deleterious, then there might only be a few pathways of evolutionary change that can easily be explored.

Fitness trade-offs are commonplace
I have already argued that evolutionary constraints mean that complex fitness trade-offs will be commonplace in RNA virus evolution. One important, although controversial, example concerns vector-borne RNA viruses (arboviruses). Because of the requirement to replicate in hosts that are as phylogenetically distinct as mammals and invertebrates, it might be expected that mutations that adapt the virus to the vector are sometimes deleterious for replication in a mammal (and vice versa). Support for this hypothesis is that arboviruses are subject to far less positive selective pressure in their surface-exposed structural genes than other RNA viruses [26], and also that they exhibit lower rates of non-synonymous substitution [2]. However, in vitro studies of arbovirus evolution have provided conflicting evidence for the existence of negative fitness trade-offs [27–29]. Whether these differing results reflect the complex nature of epistasis when adapting viruses to particular cell types, or indicate that experimental studies of viral diversification are not always an accurate reflection of natural evolution, remains to be seen.

The constrained evolution of arboviruses hints at a more general evolutionary rule; the greater the number and diversity (in terms of receptors) of cell types that a virus replicates in, the more it will be forced into fitness trade-offs and adaptive compromises, and the more constrained its evolution will be. An example might be provided by rabies virus, which displays lower rates of non-synonymous substitution than seen in many other RNA viruses [30]. Although this low rate could signify a lack of immune-driven positive selection, it might also reflect the very broad cell-tropism of rabies virus, in that many of the amino acid mutations that appear are deleterious in at least one cell type.

RNA secondary structure might limit genetic variation
The observation that some RNA viruses have complex RNA secondary structures and that these affect patterns of genetic variation suggests that RNA secondary structure might also be a factor in constraining sequence diversity [31]. In particular, constraints imposed by RNA secondary structure might mean that not all synonymous mutations are neutral and therefore able to accumulate in the monotonous fashion usually imagined. Although the importance of RNA secondary structure has been demonstrated in some RNA viruses, its overall role is uncertain and clearly needs to be explored further.

Major viral phenotypes rarely change
One striking observation from studies of long-term RNA virus evolution is that major phenotypic characteristics, such as the transmission mechanism, appear to change relatively infrequently. Therefore, genera or families of RNA viruses are usually comprised of individuals members with a limited range of transmission mechanisms, indicating that these traits are rather difficult to evolve (although possessing multiple transmission mechanisms would clearly result in greater reproduction). For example, the genus Flavivirus only contains viruses that are vector-borne or directly transmitted, usually by unknown means, and within the vector-borne group there is a strong phylogenetic ordering that reflects whether the viruses are tick-borne or transmitted by Aedes or Culex mosquitoes [32]. Overall, the limited evolvability of these traits strongly suggests that they are constrained by important fitness trade-offs.

Implications for RNA virus evolution
The constraints faced by RNA viruses have important implications for their evolution and their eventual control. For example, one way in which DNA viruses adapt to new species is by host-gene capture [33]. However, this route will generally not be open to RNA viruses and has only been recorded occasionally [34]. Consequently, an increase in genome size would possibly result in the virus crossing the error threshold. For the same reasons, RNA viruses are rarely expected to undergo the process of gene duplication, which is so common in other life-forms. Not only will this limit adaptability, but it will have a major bearing on attempts to reconstruct all-encompassing RNA virus phylogenies using genome structure and organization [35]. The phylogenetic analysis of RNA viruses is also probably affected by constraints against individual base changes. As noted previously, if there are only a limited number of pathways that virus evolution can follow, without falling into the trap set by deleterious mutations, then it is possible that the same mutations will appear on unrelated branches. This will affect the accuracy of phylogenetic trees, as well as estimates of rates of nucleotide substitution and viral divergence times [36].

There are, however, more positive implications of the evolutionary constraints faced by RNA viruses. Most notably, it will be difficult for RNA viruses to acquire all of the characteristics that maximize their disease impact on human populations. For example, a lack of evolutionary space helps to explain the evolution of virulence in RNA viruses, especially the nature of the relationship between virulence and transmissibility [37,38]. As both traits might be encoded by the same gene, they might encounter negative fitness trade-offs, so that neither can increase without having an adverse affect on each other. Similarly, evolutionary constraints mean that the use of combinations of drugs will probably be more effective than single
drugs because of fitness trade-offs between resistance mutations. Finally, understanding the constraints to RNA virus evolution could be of fundamental importance for studies of viral emergence. Although RNA viruses are perhaps able to jump species boundaries more readily than other pathogens [39], it does not follow that all RNA viruses are equally well equipped in this respect. In particular, if evolutionary constraints mean that some RNA viruses are inhibited in their ability to jump species boundaries, for instance because the necessary change in cell-receptor recognition has a deleterious effect on some other component of fitness, then the study of constraints might help us predict what viruses could emerge in the future.

Although we can continue to marvel at the adaptability of RNA viruses, it is also the case that their evolution might be much more constrained than we usually imagine. High mutation rates do provide RNA viruses with the raw materials for adaptation, but also produce a small and complex genome, so that viral evolution will be characterized by intricate fitness trade-offs and epistatic interactions. RNA viruses might therefore only explore a small fraction of the total sequence space available to them. Although the constraints to RNA virus evolution have been hinted at previously [40,41], it is important that we now explore their mechanistic basis in far more detail. Therefore, rather than thinking about what RNA viruses can do in their evolution, we should concentrate on their limitations. RNA viruses might be more at the mercy of their mutation rates than we think.
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