Abstract—This paper studies the problem of jointly estimating multiple network processes driven by a common unknown input, thus effectively generalizing the classical blind multi-channel identification problem to graphs. More precisely, we model network processes as graph filters and consider the observation of multiple graph signals corresponding to outputs of different filters defined on a common graph and driven by the same input. Assuming that the underlying graph is known and the input is unknown, our goal is to recover the specifications of the network processes, namely the coefficients of the graph filters, only relying on the observation of the outputs. Being generated by the same input, these outputs are intimately related and we leverage this relationship for our estimation purposes. Two settings are considered, one where the orders of the filters are known and another one where they are not known. For the former setting, we present a least-squares approach and provide conditions for recovery. For the latter scenario, we propose a sparse recovery algorithm with theoretical performance guarantees. Numerical experiments illustrate the effectiveness of the proposed algorithms, the influence of different parameter settings on the estimation performance, and the validity of our theoretical claims.
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I. INTRODUCTION

Since networks encode pairwise relationships between a set of agents, they can be used to model a wide range of real-world systems, with relevant examples including social [2], technological [4], [5], and biological [6], [7] networks. Currently, an increasing amount of data associated with the agents (nodes) that form these networks is being collected, thus creating the pressing need to better understand graph-structured data. The modeling and analysis of such structured data have attracted the attention from different disciplines that include statistics, machine learning, and signal processing. Within the latter, graph signal processing (GSP), a research area that seeks to generalize concepts and tools in classical digital signal processing (DSP) to data (signals) defined on a graph, has been gaining traction [8]–[10]. Examples of relevant problems that have been recently addressed using GSP tools include graph signal sampling [11]–[15], graph-based wavelet and Fourier transforms [16], [17], and topology identification [18]–[22], to name a few.
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In GSP, the data collected from the nodes of the network is referred to as the graph signal, and the network topology is captured by the so-termed graph shift operator (GSO) which is the graph counterpart of the time shift in DSP [8]. The graph filter, a linear transformation between graph signals, generalizes the classical notion of a linear time-invariant system [8]. Graph filters can represent local interactions among nodes and, hence, offer the ability to model network diffusion processes, which allows us to apply signal processing tools to the study of network science problems. In the past years, substantial effort has been devoted to the development and understanding of graph filters, including their optimal design under different metrics [23]–[25], the synthesis of graph filter banks [26]–[28], and the consideration of non-linear filters [29]–[31].

By modeling network diffusion processes as graph filters, we recast the estimation of network processes as a problem of blind identification of graph filters. In particular, we seek to blindly estimate the filter coefficients by observing the filter output with no knowledge of the input. Relevant examples of network processes include the spread of an epidemic disease in a population and the evolution of opinions in a social network. Correspondingly, we might be concerned with questions such as how fast the disease spreads or how interactions between people affect the formation of their opinions. Ultimately, answering these questions can provide insights on how to design strategies to constrain the transmission of the disease, or to avoid the proliferation of violent ideas. Making the connection with the graph-filter formalism, in the opinion formation example, the filter’s input, output, and coefficients correspond to people’s original opinions, the opinions after interaction with their peers, and how open each person is to be influenced by their peers when updating his own opinion, respectively.

The problem of blind identification of graph filters has been studied in the past [32]–[35]. The schemes in [32] and [33] seek to recover the coefficients of a single graph filter from a single output under the assumption that the unknown input is sparse. In [34], the authors consider a single graph filter excited by multiple sparse inputs, each of them giving rise to a different output. Moreover, [35] addresses the case where a single observation formed by the sum of multiple outputs is available, and it is assumed that these outputs are generated by different sparse inputs diffused through different graph filters.

However, in many scenarios, we have access to the outputs of multiple related network processes excited by a common input, such as different patterns of brain activity when an individual is presented with the same visual stimulation. Alternatively, we can think of a single network diffusion process
that is sensed at different points in time as corresponding to multiple network diffusions of different durations driven by the same input. For both cases, the common input motivates a joint estimation formulation, which is the focus of this paper. Formally, this paper aims at recovering the coefficients of multiple graph filters defined on one GSO and driven by a common unknown input from the observation of their outputs. Moreover, the sparse input assumption is not required here, further departing from previous works.

The problem of blind identification of multiple graph filters is a generalization of the classical blind multi-channel identification problem in DSP, which is well studied and solutions have been provided under different assumptions. Specifically, some approaches leverage second-order [36, 37] or higher-order [38–45] statistical knowledge of the input for the recovery. However, these statistics-based algorithms might suffer from model mismatch when the number of observations is limited. To solve this problem, subspace-based algorithms [46–51] have been proposed, whose success reveals that the intrinsic single-input multiple-output structure is essential to blind identification [52]. Our work follows this direction and requires no knowledge about the input.

Contributions and paper organization: This paper studies the problem of estimating network processes from the observation of their outputs. By leveraging GSP tools and modeling network processes as graph filters, the problem is recast as one of blind identification of multiple graph filters. Moreover, we consider two settings: one where the filter orders are known and another one where they are not. For the setting of known filter orders, a least-squares approach is presented along with sufficient, necessary, as well as necessary and sufficient conditions for recovery. For the setting of unknown filter orders, we overshoot the filter orders and propose a sparse recovery algorithm; performance guarantees for identifiability and robust recovery are also provided.

The rest of the paper is organized as follows. In Section II, we first present basic concepts in GSP, then briefly introduce the classical problem of blind multi-channel identification, and finally state our problem formulation. In Sections III and IV, the two problems of estimation of multiple network processes and a single network process are respectively discussed. Within each of these two sections, we tackle the two scenarios where the filter orders are respectively known and unknown. Experimental results are presented in Section V and closing remarks are included in Section VI.

Notation: The entries of a matrix $X$ and a vector $x$ are denoted as $[X]_{ij}$ and $x_i$, respectively. Operations $(\cdot)^\top$ and $(\cdot)^\dagger$ represent matrix transpose and pseudo-inverse, respectively. $\text{diag}(x)$ is a diagonal matrix whose $i$th diagonal entry is $x_i$. $0_{m \times n}$ refers to the vector and the $m \times n$ matrix whose entries are all zero. $|| \cdot ||_p$ denotes the $\ell_p$ norm of the argument vector or matrix. $x_{\mathcal{I}}$ denotes the vector formed by the entries of $x$ indexed by $\mathcal{I}$. $X_{\mathcal{I}}$ denotes the submatrix formed by the columns of $X$ indexed by $\mathcal{I}$. We use $X_{\mathcal{I}}^\top$ to represent the transpose of $X_{\mathcal{I}}$ rather than a submatrix of $X^\top$.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Fundamentals of Graph Signal Processing

A directed graph $\mathcal{G}$ consists of a node set $\mathcal{N}$ of cardinality $N$ and an edge set $\mathcal{E}$ such that the ordered pair $(i, j)$ belongs to $\mathcal{E}$ if there exists an edge from node $i$ to node $j$. The incoming neighborhood of node $i$ is defined as the set $\mathcal{N}_i := \{ j (j, i) \in \mathcal{E} \}$. A graph signal defined on $\mathcal{G}$ can be represented as a vector $x = [x_1, \cdots, x_N]^\top \in \mathbb{R}^N$, where $x_i$ denotes the signal value associated with node $i$. The graph structure is captured by the GSO $\mathbf{S} \in \mathbb{R}^{n \times n}$ [8], whose entry $[\mathbf{S}]_{ij}$ can be non-zero only if $(i, j) \in \mathcal{E}$ or $i = j$. Notice that $\mathbf{S}$ reflects the local connectivity of $\mathcal{G}$. Specifically, if $y = \mathbf{S}x$, node $i$ can compute $y_i$ as a linear combination of $x_j$ where $j \in \mathcal{N}_i$. Typical choices for $\mathbf{S}$ are the adjacency matrix [8] and the graph Laplacian [9]. We assume that $\mathbf{S}$ is diagonalizable, so that $\mathbf{S} = \mathbf{V} \Lambda \mathbf{V}^{-1}$, where $\mathbf{V}$ collects the eigenvectors of $\mathbf{S}$ as columns and $\Lambda = \text{diag}(\lambda)$ collects the eigenvalues $\lambda = [\lambda_1, \cdots, \lambda_N]^\top$. Following the DSP terminology, the distinct eigenvalues and the eigenvectors of $\mathbf{S}$ are called the graph frequencies and frequency components respectively [8]. Linear and shift-invariant graph filters can be expressed as polynomials of $\mathbf{S}$ [8]

$$H := \sum_{l=0}^{L-1} h_l \mathbf{S}^l. \quad (1)$$

For a given input $x$, the output of the graph filter is given by $y = Hx$. Define the vector $h := [h_0, \cdots, h_{L-1}]^\top$ to collect the filter coefficients, where $L$ is called the order of the filter (i.e., the size of $h$) and $L-1$ the degree of the filter (i.e., the degree of the polynomial $H$). Notice that, any graph filter defined as in (1) has a unique equivalent filter on the same graph whose order is at most $N_S$ where $N_S$ denotes the degree of the minimal polynomial of $\mathbf{S}$ [8, Thm. 3]. For diagonalizable $\mathbf{S}$, $N_S$ equals the number of distinct eigenvalues of $\mathbf{S}$. We assume that $L \leq N_S$ throughout the paper.

Graph signals and filters can also be represented in the frequency domain. Define $U := \mathbf{V}^{-1}$ and $\Psi$ as a Vandermonde matrix of dimension $N \times L$ where $[\Psi]_{ij} := \lambda_j^{i-1}$, then the frequency representations of a signal $x$ and a filter $h$ are defined as $\tilde{x} := Ux$ and $\tilde{h} := \Psi h$, respectively [8]. Correspondingly, graph filters can be rewritten as $H = U^{-1}(\sum_{l=0}^{L-1} h_l A^l)U = U^{-1}\text{diag}(\Psi h)U$, and the frequency representation of the output is given by

$$\hat{y} = Uy = UHx = \text{diag}(\Psi h)Ux = \text{diag}(\tilde{h}) \tilde{x} = \tilde{h} \circ \tilde{x}, \quad (2)$$

with (2) being the graph counterpart of the classical convolution theorem.

B. Classical Blind Multi-Channel Identification

Consider the discrete multi-channel system [48] formed by one deterministic input signal $x(\cdot)$ of length $N \times M$ channels represented by finite impulse responses $(h_m(\cdot))_{m=1}^M$ of maximum degree $L$, and $M$ outputs $(y_m(\cdot))_{m=1}^M$. In the noise-free case, they are related as

$$y_m(t) = \sum_{l=0}^L h_m(l)x(t-l), \quad m = 1, \cdots, M. \quad (3)$$
Given the outputs \( \{y_m(t), m = 1, \ldots, M; t = L, \ldots, N\} \), determine the channel coefficients \( \{h_m(\cdot)\}_{m=1}^M \) without knowing the common input \( x(\cdot) \). Notice that (4) can be compactly written as \( y_m(t) = h_m(t) \ast x(t) \), where \( \ast \) denotes the classical convolution operation. Thus, for any pair of noise-free outputs \( y_m(t) \) and \( y_n(t) \), we have

\[
h_n(t) * y_m(t) = h_n(t) * h_m(t) * x(t) = h_m(t) * y_n(t), (4)
\]

which can also be written in matrix form

\[
\begin{bmatrix}
B_m & -B_n
\end{bmatrix}
\begin{bmatrix}
h_n \\
h_m
\end{bmatrix} = 0, (5)
\]

where \( h_m := [h_m(L), \ldots, h_m(0)]^\top \), and \( B_m \) is a Hankel matrix of dimension \( (N-2L+1) \times (L+1) \) whose \((i, j)\) entry is \( [B_m]_{ij} := y_m(i + j + L - 2) \). To leverage all the possible cross relations simultaneously, we apply the Data Selection Transform (DST) \( D \) [52] to \( \{B_m\}_{m=1}^M \). In particular, define \( D(\{B_m\}_{m=1}^M) := \{B_2, -B_1\} \), and \( D(\{B_m\}_{m=1}^M) := 2 < m \leq M \) are recursively given as

\[
D(\{B_m\}_{m=1}^M) :=
\begin{bmatrix}
D(\{B_{m'}\}_{m'=1}^{m-1}) & 0 \\
B_m & -B_{m-1}
\end{bmatrix}.
\]

Consequently, all the possible cross relations of the form in (5) can be condensed in

\[
Bh = 0. \quad (7)
\]

where \( B := D(\{B_m\}_{m=1}^M) \) and \( h := [h_1^\top, \ldots, h_M^\top]^\top \). If \( B \) has a one-dimensional null space, the channel coefficients \( h \) can be recovered uniquely (up to a scalar multiple) from (7).

C. Problem Formulation

Using the previously introduced notions, we can formalize the problem to be addressed. Consider \( M \) graph filters based on one common GSO \( S \). For the \( m \)th graph filter, let \( L_m \) denote its order and \( h^{(m)} := [h^{(m)}_0, h^{(m)}_1, \ldots, h^{(m)}_{L_m-1}]^\top \) collect its coefficients. The outputs generated by these filters when excited by a common input \( x \) are given by

\[
y^{(m)} := H^{(m)} x, \quad H^{(m)} := \sum_{l=0}^{L_m-1} h^{(m)}_l S^l, \quad m = 1, \ldots, M.
\]

We define the solution to Problem 1 to be identifiable if it can be determined up to a scalar multiple, since the observed outputs keep unchanged if we multiply all the filter coefficients \( \{h^{(m)}_l\}_{l=1}^{L_m} \) by a scalar \( \alpha \) and multiply \( x \) by \( 1/\alpha \) simultaneously. To see the practical relevance of this problem, notice that graph filters can be adopted to model linear diffusion dynamics which depend on the network topology \([23, 24, 32]\), with the filter coefficients and the filter orders corresponding to the diffusion rates and durations, respectively. Potential applications range from social networks where a rumor is spread across the network via local opinion exchanges, to brain networks where an epileptic seizure emanating from few regions is later diffused across the entire brain. The outputs \( \{y^{(m)}_t\}_{m=1}^M \) might be sampled from multiple processes run on the same network or a single network process at different points in time, and we will study these two cases in Sections III and IV, respectively. For the former case, we make no assumption on the filter coefficients, while for the latter case, the filter coefficients are dependent. This implies that the estimation problem of a single network process can also be seen as a special case of the more general problem of joint estimation of multiple network processes. For each case, we further consider two settings depending on whether the filter orders \( L_m \) are known or not. When the filter orders are given, a least-squares approach is advocated, whereas a sparse recovery algorithm is proposed for the more challenging setting of unknown filter orders. Identifiability conditions and theoretical guarantees are also discussed.

III. JOINT ESTIMATION OF MULTIPLE NETWORK PROCESSES

A. Known Filter Orders

The knowledge of the filter orders \( \{L_m\}_{m=1}^M \) allows us to define a series of Vandermonde matrices \( \{\Psi^{(m)}\}_{m=1}^M \) where \( \Psi^{(m)} \) is of dimension \( N \times L_m \) and \( \{\Psi^{(m)}\}_{ij} := \lambda^{ij-1} \). From this point onward, we reserve \( \Psi \) to represent a block diagonal matrix whose \( M \) main-diagonal blocks are respectively given by \( \{\Psi^{(m)}\}_{m=1}^M \). Moreover, we define a series of matrices \( \{Y^{(m)}\}_{m=1}^M \) where \( Y^{(m)} := \text{diag}(y^{(m)}) \) and \( \text{diag}(\cdot) \) is the frequency representation of the \( m \)th output \( y^{(m)} \). Applying the DST defined in (6) to \( \{Y^{(m)}\}_{m=1}^M \), we further define \( \bar{Y} := D(\{Y^{(m)}\}_{m=1}^M) \).

\[
\text{Proposition 1} \quad \text{Defining } h := [h^{(1)}_1^\top, h^{(2)}_1^\top, \ldots, h^{(M)}_1^\top]^\top \text{ obtained by vertically concatenating the coefficients of the } M \text{ unknown graph filters, the following expression holds }
\]

\[
\bar{Y}\Psi h = 0. \quad (9)
\]

\textbf{Proof:} From (2) it follows that \( \bar{Y} := h^{(1)}_1 \circ \bar{x} \). From (6), we have that \( h^{(n)} \circ \bar{y}^{(m)} = h^{(n)} \circ h^{(m)} \circ \bar{x} = h^{(n)} \circ \bar{h}^{(m)} \circ \bar{x} = h^{(m)} \circ \bar{y}^{(n)} \), where \( \circ \) denotes the entrywise product.

\[
\text{Problem 1 (Blind Identification of Multiple Graph Filters)} \quad \text{Given } S \text{ and the outputs } \{y^{(m)}_t\}_{m=1}^M \text{ adhering to the model in (6), identify the filter coefficients } \{h^{(m)}_l\}_{l=1}^{L_m} \text{ with no knowledge of the common input } x.
\]

It follows from Proposition 1 that, in the noise-free case we can estimate the filter coefficients \( h \) by solving (9). Notice that the outputs from multiple filters are correlated since they are excited by the same input, and the basic idea here is to take advantage of this correlation [cf. (10)]. Proposition 1 also
reveals that the solution to (9) is identifiable if and only if 
\[ \text{rank}(Y\Psi) = \sum_{m=1}^{M} L_m - 1. \]

Next, we will give an interpretation of (9) in polynomial form which can help get further insights on the identifiability of the solution. To this end, let us define the polynomial
\[ p^{(m)}(z) := \sum_{i=0}^{L_m-1} h_i^{(m)} z^i \]  
(11)
associated with \( h^{(m)} \) for \( m = 1, \ldots, M \). Moreover, we define the index set \( \Omega_m \subseteq \{1, \ldots, N\} \) as the largest possible set such that for all \( i \in \Omega_m \), \( x_i \neq 0 \) and every \( \lambda_i \) is distinct. Note that \( |\Omega_m| \) equals the number of (distinct) graph frequencies contained in the input and thus reflects its spectral richness, which depends on both the input and the GSO. The following relation can be shown between the polynomials \( p^{(m)}(z) \) associated with a generic solution \( h \) to (9) and the polynomials \( p^{(m)}(z) \) associated with the true filter coefficients \( h \).

**Proposition 2** The polynomials \( \{p^{(m)}(z)\}_{m=1}^{M} \) defined as in (11) associated with the solution \( h \) to (9) satisfy
\[ p^{(m)}(\lambda_i) p^{(n)}(\lambda_i) = p^{(n)}(\lambda_i) p^{(m)}(\lambda_i) \]  
(12)
for all \( 1 \leq m < n \leq M \) and \( i \in \Omega_1 \).

**Proof:** First notice that the \( i \)th entry of \( \tilde{h}^{(m)} \) equals \( p^{(m)}(\lambda_i) \). Thus, from (10) we have
\[ p^{(m)}(\lambda_i) \tilde{p}^{(n)}(\lambda_i) \tilde{x}_i = \tilde{p}^{(n)}(\lambda_i) \tilde{p}^{(m)}(\lambda_i) \tilde{x}_i \]  
(13)
for all \( 1 \leq m < n \leq M \) and \( i = 1, \ldots, N \). According to the definition of \( \Omega_1 \), the result follows. \( \square \)

Proposition 2 relates the solution \( h \) to (9) with polynomials \( \{p^{(m)}(z)\}_{m=1}^{M} \) that satisfy (12). Based on this, we obtain the sufficient conditions and necessary conditions for identifiability of the solution to (9) and state them in Theorems 1 and 2 respectively.

**Theorem 1** The solution \( h \) to (9) can be identified uniquely (up to a scalar multiple) if:

i) \( |\Omega_1| \geq L_{\text{max}} + L_{\text{min}} - 1 \), where \( L_{\text{max}} \) and \( L_{\text{min}} \) are the maximum and minimum values in \( \{L_m\}_{m=1}^{M} \), and

ii) There does not exist a root shared by all the polynomials \( \{p^{(m)}(z)\}_{m=1}^{M} \).

**Proof:** We will show that under conditions i) and ii) it must be that \( h = \alpha h \). Choose the index \( m \) as one satisfying \( L_m = L_{\text{min}} \) and fix an arbitrary \( n \neq m \). It follows from Proposition 2 that the polynomial \( p_{mn}(z) = p^{(m)}(z)p^{(n)}(z) - p^{(n)}(z)p^{(m)}(z) \) has at least \( |\Omega_1| \) roots given by \( \{\lambda_i\}_{i \in \Omega_1} \). However, the degree of \( p_{mn}(z) \) is at most \( L_{\text{max}} + L_{\text{min}} - 2 \), thus, from condition i) we have that \( p_{mn}(z) = 0 \) for all \( z \in \mathbb{C} \). Equivalently, we have that
\[ p^{(m)}(z)p^{(n)}(z) = p^{(n)}(z)p^{(m)}(z) \]  
(14)
for all \( z \in \mathbb{C} \). It follows that each root \( z_0 \) of \( p^{(m)}(z) - \) i.e., a zero in the left-hand side of (14) – must be a root of \( p^{(m)}(z) \), since by condition ii) there must exist an \( n^* \) such that \( p^{(n^*)}(z_0) \neq 0 \), and we know that \( p^{(n^*)}(z_0)p^{(m)}(z_0) = 0 \). If \( p^{(m)}(z) \) has distinct roots, we obtain that \( p^{(m)}(z) = \alpha p^{(m)}(z) \) for some scalar \( \alpha \) since \( p^{(m)}(z) \) and \( p^{(m)}(z) \) have the same degree. Finally, replacing this equality in (14) we obtain that \( p^{(n)}(z) = \alpha p^{(n)}(z) \) for all arbitrary \( n \), and thus \( h = \alpha h \). \( \square \)

**Theorem 2** The solution \( h \) to (9) is unidentifiable if:

i) \( |\Omega_1| < L_{\text{max}} \), or

ii) There exists a root shared by all the polynomials \( \{p^{(m)}(z)\}_{m=1}^{M} \).

**Proof:** We will first show that, under condition i), the filters are not identifiable even if the input is known. The necessary condition of this problem should also be that of the blind identification problem since the latter one has no knowledge of the input. If \( x \) is known, the \( m \)th filter can be found by solving \( \text{diag}(x)\Psi^{(m)}h^{(m)} = \hat{\gamma}^{(m)} \) [cf. (2)]. If \( \hat{x}_i = 0 \), the entries in the \( i \)th row of \( \text{diag}(x)\Psi^{(m)} \) are all zero. If \( \lambda_i = \lambda_j \), the \( i \)th row and the \( j \)th row of \( \text{diag}(x)\Psi^{(m)} \) are linearly dependent. Hence, under condition i), the row rank of \( \text{diag}(x)\Psi^{(m)} \) is less than \( L_{\text{max}} \), and thus the filter with the largest order cannot be uniquely identified. For condition ii), if there is a common root \( z_0 \) shared by all the polynomials \( \{p^{(m)}(z)\}_{m=1}^{M} \), we can write \( p^{(m)}(z) = q^{(m)}(z)(z - z_0) \) for all \( m \). In this case, the filter coefficients associated with the polynomials \( q^{(m)}(z)(z - z_0) \) for any choice of \( z_0 \) also solve (9). \( \square \)

Theorems 1 and 2 reveal how the identifiability of the solution to (9) depends on \( |\Omega_1| \) and \( \{p^{(m)}(z)\}_{m=1}^{M} \), which in fact characterize the spectral richness of the input and the filter coefficients, respectively. These theorems successfully parallel the classical results in [48, Thm. 1 and 2]. Notice that in [48] multiple channels are assumed to have the same order, while here we do not make such assumption and consider the more general case. In addition, \( |\Omega_1| \) depends on both the input and the underlying graph, while the richness of the input in [48] is defined as the linear complexity of the input sequence and exclusively determined by the input since there is no underlying graph in the classical setting.

By Theorems 1 and 2 if there does not exist a root shared by all the polynomials \( \{p^{(m)}(z)\}_{m=1}^{M} \), the filters are identifiable if \( |\Omega_1| \geq L_{\text{max}} + L_{\text{min}} - 1 \), and they cannot be uniquely identified if \( |\Omega_1| < L_{\text{max}} \). To tackle the case where \( L_{\text{max}} \leq |\Omega_1| < L_{\text{max}} + L_{\text{min}} - 1 \), the sufficient and necessary identifiability condition is given in Theorem 3 in which the spectral richness of the input and the polynomials associated with the filter coefficients cannot be decoupled.

**Theorem 3** Let \( z_1, z_2, \ldots, z_{|\Omega_1|} \) denote the entries in \( \lambda_{\Omega_1} \).

Define \( p(z) := [p^{(1)}(z), p^{(2)}(z), \ldots, p^{(M)}(z)]^\top \). Let \( Z(z) \) denote a block diagonal matrix which contains \( M \) main-diagonal blocks with the \( m \)th one being \( [1, z_1, \ldots, z_{L_m-1}] \). Then, the solution \( h \) to (9) can be identified uniquely (up to a scalar multiple) if and only if the matrix
\[ [p(z_{\Omega_1}), Z(z_{\Omega_1})] \]  
(15)
\(^1\)The proof for the case of repeated roots is given in Appendix A.
has a one-dimensional null space.

Proof: This proof is given in Appendix B.

Notice that the matrix in (15) has $|\Omega_1| + \sum_{m=1}^M L_m$ columns and $M|\Omega_1|$ rows. If it has a one-dimensional null space, we should have $M|\Omega_1| \geq |\Omega_1| + \sum_{m=1}^M L_m - 1$. Hence, Theorem 3 implies that the solution is not identifiable if $(M-1)|\Omega_1| < \sum_{m=1}^M L_m - 1$. Moreover, as shown in Appendix B, the vector

$$[1, 1, \ldots, 1, -h^T]_T$$

is always in the null space of the matrix in (15) no matter what the values of $z_1, \ldots, z_{|\Omega_1|}$ are. Thus, Theorem 3 can be interpreted as stating that the frequencies contained in the input (i.e., $\lambda_{\Omega_1}$) cannot allow other vectors – independent of that in (16) – to be in the null space of the matrix in (15). The frequencies contained in the input are the counterpart to the input modes in the classical setting [48].

Thus far, we have established identifiability conditions for recovery in the absence of noise. However, in the practical case where there exists noise in the observations, one can estimate $h$ by solving the following simple least-squares problem

$$\hat{h} = \min_{\|h\|_2 = 1} \|\hat{Y}\hat{h}\|_2^2,$$  \hspace{1cm} (17)

where the constraint is added in order to eliminate the scalar ambiguity.

B. Unknown Filter Orders

When the filter orders are unknown, the approach proposed in Section III-A is no longer feasible since it requires knowledge of $\{L_m\}_{m=1}^M$ to build matrix $\Psi$. A workaround for this issue is to overshoot the filter orders, and then incorporate a sparsity based regularizer that promotes shorter filters whenever they can appropriately explain the observed outputs. To be precise, we assume that the order of the $m$th filter is $Q_m$, where we ensure that $Q_m \geq L_m$ for all $1 \leq m \leq M$ by selecting large enough $Q_m$ as guided by available domain knowledge. We then define a series of Vandermonde matrices $\{\Theta(m)\}_{m=1}^M$, where $\Theta(m)$ is of dimension $N \times Q_m$ and $[\Theta(m)]_{ij} := \lambda_i^{j-1}$. We further define a block diagonal matrix $\Theta$ whose $M$ main-diagonal blocks are respectively given by $\{\Theta(m)\}_{m=1}^M$. Notice that $\Theta = \Psi$ if $Q_m = L_m$ for all $m$. Based on the true filter coefficients $\Theta(m)$, define the zero-padded vectors $\Theta(m)^{\top} := [\Theta(m)^{\top}, 0_{(Q_m-L_m) \times 1}]^\top$ and $\hat{h} := [\hat{h}(1)^{\top}, \ldots, \hat{h}(M)^{\top}]^\top$. Clearly, $\Theta(m)^{\top} \hat{h}(m) = \Psi(m) \hat{h}(m)$ and thus $\Theta \hat{h} = \Psi \hat{h}$. Hence, it follows from Proposition 1 that

$$\hat{Y} \hat{h} = 0.$$  \hspace{1cm} (18)

We can estimate $\hat{h}$ by solving (18) as the approach proposed in Section III-A. But it becomes harder to guarantee the identifiability of the solution since the number of unknown parameters to be determined has been increased due to overshooting the filter orders. Hence, we propose to estimate $\hat{h}$ by solving the following convex optimization problem in which we leverage a priori information, i.e., that the solution is sparse,

$$\hat{h} = \arg\min_{\|h\|_1} \|\Delta h\|_1 \text{ s.t. } \hat{Y} \hat{\Theta} \hat{h} = 0, \hat{h}_1 = 1,$$  \hspace{1cm} (19)

where $\Delta$ is a diagonal matrix that contains positive predefined weights. When we choose $\Delta = I$, (19) seeks among all non-trivial solutions to $\hat{Y} \hat{\Theta} \hat{h} = 0$ for the sparsest one where the $\ell_1$ norm has been used as a convex surrogate of the non-convex $\ell_0$ pseudo-norm. Moreover, given that the true $\hat{h}$ is formed by concatenating $M$ zero-padded vectors $\{\hat{h}(m)\}_{m=1}^M$, when solving (19) we seek to strongly promote zeros for the filters coefficients associated with larger degrees in every $\hat{h}(m)$. This can be achieved by setting increasing weights in each $\hat{h}(m)$, where we ensure that $Q_m \times Q_m$ is the $m$th main-diagonal block matrix in $\Delta$. Indeed, the experiment results in Section IV will show that there is a clear advantage associated with the consideration of weight matrices $\Delta$ different from the identity matrix. Lastly, the second constraint in (19) is simply enforced to avoid the trivial solution $\hat{h} = 0$. Given that the recovery is always considered up to a scalar multiple, this constraint is only making the mild assumption that $h_1(1) \neq 0$ for the true filters.

In order to further simplify (19), let us write $\hat{Y} \hat{\Theta} = [\hat{b}, \Theta]$ where $\hat{b}$ is the first column of $\hat{Y} \hat{\Theta}$ and $\Theta$ consists of the remaining columns. We denote by $\hat{h}_{(-1)}$ the vector obtained by dropping the first entry of $\hat{h}$ and by $\Delta_{(-1)}$ the matrix obtained by dropping the first column and the first row of $\Delta$. Then, (19) can be rewritten as

$$\hat{h}_{(-1)} = \arg\min_{\|h\|_1 \neq 1} \|\Delta_{(-1)} \hat{h}_{(-1)}\|_1 \text{ s.t. } \Phi \hat{h}_{(-1)} = -\hat{b}.$$  \hspace{1cm} (20)

Problem (20) is in the form of an $\ell_1$-analysis model [53]. Next, in Theorem 4 we show the sufficient conditions under which the solution to (20) – or, equivalently, to (19) – is unique and coincides with the true filter coefficients $\hat{h}$. We denote by $I = \text{supp}(\hat{h}_{(-1)}) \subseteq \{1, \ldots, \sum_{m=1}^M Q_m - 1\}$ the set of indices of the non-zero true coefficients (after dropping $\hat{h}_1$), and by $I^c$ its complement. With this notation in place, the following result can be shown.

**Theorem 4** The solution $\hat{h}$ to (19) coincides with the true $\hat{h}$ if the following two conditions hold:

i) $\text{rank}(\Phi_I) = |I|$, and

ii) There exists a constant $\delta > 0$ such that

$$\delta := \|\Phi_I^\top (\delta^{-2} \Delta_{(-1)}^{-1} \Phi \Phi^{-1} \Delta_{(-1)}^{-1} + \Phi I_{I^c} I_{I^c}^{-1})^{-1}\|_2 < 1.$$

**Proof:** See Appendix C

In Theorem 4, condition i) requires the null space of matrix $\Phi_I$ to have dimension zero. Otherwise, there would exist a non-zero vector $r$ satisfying $\Phi_I r = 0$ and $\Phi r = 0$ such that $\Phi(\hat{h}_{(-1)} + r) = \Phi \hat{h}_{(-1)}$. This would imply the existence of a nonempty interval $R = [\hat{h}_{(-1)} - \alpha r, \hat{h}_{(-1)} + \alpha r]$ where $\alpha > 0$ is sufficiently small so that $\Phi r = \Phi \hat{h}_{(-1)}$ and $\|\Delta_{(-1)} r\|_1$ is linear for $r \in R$. Hence, $\hat{h}_{(-1)}$ could not be the unique solution of (20). Condition ii) is derived from the construction of a strictly-complementary dual certificate which is able to certify the optimality of $\hat{h}_{(-1)}$.

When there exists noise in the observed outputs, (20) can be adapted to

$$\hat{h}_{(-1)} = \arg\min_{\|h\|_1 \neq 1} \|\Delta_{(-1)} \hat{h}_{(-1)}\|_1 \text{ s.t. } \Phi \hat{h}_{(-1)} + \hat{b} \leq \epsilon.$$  \hspace{1cm} (21)
where $\epsilon$ depends on the noise strength. We denote the maximum and minimum diagonal entries of $\Delta_{(-1)}$ as $\Delta_{\max}$ and $\Delta_{\min}$ respectively, which also correspond to the maximum and minimum singular values of $\Delta_{(-1)}$. And we assume that $\Delta_{(-1)}$ is normalized to satisfy $\Delta_{\max} = 1$. With this notation and assumption, the following theorem shows the result on robust recovery of multiple filters.

**Theorem 5** For arbitrary noise $w$, let $\Phi \tilde{h}_{(-1)} + b = w$ and $\epsilon = \|w\|_2$. If the conditions stated in Theorem 4 are met, then every minimizer $\tilde{h}_{(-1)}$ of problem (2) satisfies

$\left\| \Delta_{(-1)} \left( \tilde{h}_{(-1)} - \tilde{h}_{(-1)} \right) \right\|_1 \leq C\epsilon, \quad C = 2C_1 + 2C_2\sqrt{C_3},$

where

$C_1 = \frac{\sqrt{|I|}}{\sigma_{\min}(\Phi_X)}, \quad C_2 = \frac{1 + \Delta_{\max} C_1}{1 - \psi}, \quad C_3 = \|\Phi^T \Delta\|_2^2 \sum_{m=1}^{M} Q_m,$

and $\sigma_{\min}(-)$ denotes the minimum singular value of the argument matrix.

**Proof:** See Appendix [D].

**IV. ESTIMATION OF A SINGLE NETWORK PROCESS**

The assumption that multiple network processes are driven by a common input might not hold in some practical scenarios. This section considers a more pragmatic setting where the outputs $\{y^{(m)}\}_{m=1}^{M}$ are sequentially sampled from a single network process at different points in time and, thus, the same input assumption is naturally satisfied. For this case, the graph filters defined in Section III-C are dependent and partially share common coefficients. More precisely, assuming that $L_1 < \cdots < L_M$, the filters can be rewritten as $\tilde{H}^{(m)} = \sum_{l=0}^{L_m-1} h_l^{(m)} S_l$. To eliminate redundancy in the $\{h^{(m)}\}_{m=1}^{M}$ and concentrate on the newly added coefficients in each filter, we define $d^{(l)} = h^{(l)}$ and $d^{(m)} = \Phi$ as the vector collecting the last $L_m - L_{m-1}$ elements of $h^{(m)}$ for $2 \leq m \leq M$, then we write $h^{(m)} = [d^{(m)}_1^T, \ldots, d^{(m)}_{L_m-L_{m-1}}]_T$ and $h^{(m)} = \left[ d^{(1)}_T, \ldots, d^{(M)}_T \right]^T$. The goal is to recover $\{d^{(m)}\}_{m=1}^{M}$.

**A. Known Filter Orders**

With known filter orders, we can define the following matrix

$$\Psi := \begin{bmatrix} 
\Psi^{(1)} \\
\Psi^{(2)} \\
\vdots \\
\Psi^{(M)} 
\end{bmatrix},$$

where the definitions of $\{\Psi^{(m)}\}_{m=1}^{M}$ are given in Section III-A. From (9), it follows that

$$\tilde{Y} \tilde{W} d = 0,$$

where $d := [d^{(1)^T}, \ldots, d^{(M)^T}]^T$ and thus $d = h^{(M)}$. It can be observed from (23) that we can recover the true $d$ if and only if rank($\tilde{Y} \Psi$) $= L_M - 1$. In order to express (23) in polynomial form so that we can have a better understanding of the relations between this problem and the one in Section III, let us define the polynomials

$$d^{(l)}(z) := \sum_{m=0}^{L_m-1} d^{(m)}_l z^l, \quad d^{(m)}(z) := \sum_{m=0}^{L_m-L_{m-1}-1} d^{(m)}_l z^l, \quad 2 \leq m \leq M,$$

where the coefficients are respectively given by $\{d^{(m)}\}_{m=1}^{M}$. Notice that, $d^{(l)}(z) = p^{(l)}(z)$ and $d^{(m)}(z) = z^{-L_{m-1}}(p^{(m)}(z) - p^{(m-1)}(z))$ for $2 \leq m \leq M$. Moreover, define the index set $\Omega_2 \subseteq \{1, \ldots, N\}$ as the largest possible set satisfying that $\hat{x}_i \neq 0$ for all $i \in \Omega_2$ and the eigenvalues $\lambda_i$ indexed by $i \in \Omega_2$ are non-zero and non-repeated. Note that $\Omega_2 \subseteq \Omega_1$ (cf. the definition of $\Omega_1$ in Section III-A), due to the added requirement of non-zero eigenvalues.

**Proposition 3** The polynomials $\{d^{(m)}(z)\}_{m=1}^{M}$ defined as in (24) associated with the solution $d$ to (23) satisfy

$$d^{(m)}(\lambda_i) \hat{d}^{(m)}(\lambda_i) = d^{(n)}(\lambda_i) \hat{d}^{(n)}(\lambda_i),$$

for all $1 \leq m < n \leq M$ and $i \in \Omega_2$.

**Proof:** Define $d_{mn}(z) := z^{-L_m}(p^{(n)}(z) - p^{(m)}(z))$. Notice that $d_{mn}(z) = d^{(n)}(z)$ when $n = m + 1$. From Proposition 2, we have that

$$\hat{p}^{(m)}(\lambda_i) \hat{d}^{(m)}(\lambda_i) = d^{(n)}(\lambda_i) \hat{d}^{(n)}(\lambda_i),$$

for all $1 \leq m < n \leq M$ and $i \in \Omega_2$, and it follows that

$$p^{(m)}(\lambda_i) \hat{d}^{(m)}(\lambda_i) = d^{(n)}(\lambda_i) \hat{d}^{(n)}(\lambda_i),$$

When $n > m + 1$, replace $n$ in (27) with $n - 1$ and we get

$$p^{(m)}(\lambda_i) \hat{d}^{(m)}(\lambda_i) = d^{(n)}(\lambda_i) \hat{d}^{(n)}(\lambda_i).$$

Subtracting (28) from (27), we obtain that

$$p^{(m)}(\lambda_i) \hat{d}^{(m)}(\lambda_i) = d^{(n)}(\lambda_i) \hat{d}^{(n)}(\lambda_i),$$

where we leveraged the fact that $d_{mn}(z) - d_{m(n-1)}(z) = d^{(n)}(z) \hat{d}^{(n)}(\lambda_i)$. For $n = m + 1$, we can directly obtain (29) from (27). Hence, (29) holds for all $n > m$. For $m > 1$, replace $m$ in (29) with $m - 1$ and we have that

$$p^{(m-1)}(\lambda_i) \hat{d}^{(m)}(\lambda_i) = d^{(n)}(\lambda_i) \hat{d}^{(n)}(\lambda_i),$$

Subtract (30) from (29) and we obtain (25). When $m = 1$, we can directly obtain (25) from (29). Hence, (25) holds for all $1 \leq m < n \leq M$ and $i \in \Omega_2$.

First notice that the results in Section III including Proposition 2 are still valid for the problem discussed in this section. However, the fact that the filters share part of the coefficients implies that the results in Section III are not tight enough for this case. Proposition 3 leverages the additional structure presented here, tailoring Proposition 2 to the estimation problem of a single network process. Moreover, here we consider $\Omega_2$
instead of $\Omega_1$ since (12) always holds when $\lambda_i = 0$ for the single network process scenario where $p^{(m)}(0) = h_2^{(M)}$ for all $1 \leq m \leq M$. Since Proposition 5 has the same form as Proposition 2 from where Theorems 1 and 3 are developed, we can use similar methods to obtain identification conditions for problem (23) based on Proposition 3. Theorems 6 and 8 can be proved in the same way as shown in the proofs for Theorems 1 and 3 respectively, and thus their proofs are omitted. By contrast, we include the proof of the first condition in Theorem 7 since it does not directly follow from the proof of Theorem 2.

**Theorem 6** The solution $\hat{d}$ to (23) can be identified uniquely (up to a scalar multiple) if:

i) $|\Omega_2| \geq \bar{L}_{\text{max}} + \bar{L}_{\text{min}} - 1$, where $\bar{L}_{\text{max}}$ and $\bar{L}_{\text{min}}$ are the maximum and minimum values in the set $\{L_1, L_2 - L_1, \ldots, L_M - L_{M-1}\}$, and

ii) There does not exist a root shared by all the polynomials $\{d^{(m)}(z)\}_{m=1}^{M}$.

**Proof:** Define a block diagonal matrix $\mathbf{X}$ which has $M$ main-diagonal blocks $\text{diag}(\hat{x})$ and set $\hat{y} := [\hat{y}^{(1)^\top}, \ldots, \hat{y}^{(M)^\top}]^\top$. Then, all the equations $\text{diag}(\hat{x})\Psi^{(m)}\mathbf{h}^{(m)} = \hat{y}^{(m)}$ for $1 \leq m \leq M$ can be condensed in

$$
\mathbf{X} \hat{\Psi} \hat{d} = \hat{y}. \tag{31}
$$

If the input is known, the solution $\hat{d}$ can be found by solving (31). If (31) does not have a unique solution, neither does the blind identification problem. Rewrite $\Psi^{(m)} = \{\Psi_1^{(m)}, \ldots, \Psi_M^{(m)}\}$ where $\Psi_1^{(m)}$ collects the first $L_1$ columns, $\Psi_2^{(m)}$ collects the following $L_2 - L_1$ columns and so forth. The matrix $\mathbf{X} \hat{\Psi}$ can be transformed to a block diagonal matrix whose $M$ main-diagonal blocks are respectively given by $\{\text{diag}(\hat{x})\Psi_1^{(m)}\}_{m=1}^{M}$ via elementary row operations. Hence, we have

$$
\text{rank}(\mathbf{X} \hat{\Psi}) \geq \sum_{m=1}^{M} \text{rank}(\text{diag}(\hat{x})\Psi_1^{(m)}). \tag{32}
$$

Therefore, under condition i), we get that $\text{rank}(\mathbf{X} \hat{\Psi}) < L_M$ and the solution to (23) cannot be identified uniquely. The proof of condition ii) is similar to that of condition ii) in Theorem 2 and thus is omitted. \qed

Condition i) in Theorem 7 implies that the solution to (23) is not identifiable if $|\Omega_1| < L_1$ or $|\Omega_2| < \max_{2 \leq m \leq M} \{L_m - L_{m-1}\}$.

Theorems 6 and 7 respectively state the sufficient conditions and necessary conditions for the identifiability of the solution to (23), and the sufficient and necessary condition is given in the following theorem.

**Theorem 8** Let $\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_{|\Omega_2|}$ denote the entries in $\lambda_{|\Omega_2|}$. Define $d(\tilde{z}_i) := [d^{(1)}(\tilde{z}_i), d^{(2)}(\tilde{z}_i), \ldots, d^{(M)}(\tilde{z}_i)]^\top$. Let $\mathbf{Z}(\tilde{z}_i)$ denote a block diagonal matrix whose $M$ main-diagonal blocks are given by $[1, \tilde{z}_1, \ldots, \tilde{z}_1^{L_{m-1}}]$ and $[1, \tilde{z}_1, \ldots, \tilde{z}_1^{L_{m-2} - L_{m-1}}]$ for $2 \leq m \leq M$. Then, the solution $\hat{d}$ to (23) can be identified uniquely (up to a scalar multiple) if and only if the matrix

$$
\begin{bmatrix}
d(\tilde{z}_1) & 0 & \mathbf{Z}(\tilde{z}_1) \\
0 & \ddots & \vdots \\
& \ddots & d(\tilde{z}_{|\Omega_2|}) & \mathbf{Z}(\tilde{z}_{|\Omega_2|})
\end{bmatrix} \tag{33}
$$

has a one-dimensional null space.

Mimicking the discussion after Theorem 2, notice that the matrix in (33) has $|\Omega_2| + L_M$ columns and $M|\Omega_2|$ rows. If it has a one-dimensional null space, we should have $M|\Omega_2| \geq |\Omega_2| + L_M - 1$, which implies that we cannot identify the filters uniquely if $(M - 1)|\Omega_2| < L_M - 1$.

**B. Unknown Filter Orders**

In this section, we consider the case of unknown filter orders while we assume that outputs are sequentially sampled, i.e., the filter orders satisfy $L_1 < \cdots < L_M$ although we do not know their exact values. Similar to Section III-B we assume that the order of the $m$th filter is $Q_m$ and ensure that $Q_m \geq L_m$.

Define the following matrix

$$
\Theta := \begin{bmatrix}
\Theta^{(1)} & 0 & \cdots & 0 \\
\Theta^{(1)} & \Theta^{(2)} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
\Theta^{(1)} & \Theta^{(2)} & \cdots & \Theta^{(M)}
\end{bmatrix}, \tag{34}
$$

where the definitions of $\{\Theta^{(m)}\}_{m=1}^{M}$ are given in Section III-B. Moreover, let us define $\bar{d}^{(1)} := [d^{(1)^\top}, 0^\top_{(Q_1 - L_1)\times 1}]^\top$ and $d^{(m)} := [0^\top_{L_{m-1} \times 1}, d^{(m)^\top}, 0^\top_{(Q_m - L_m)\times 1}]^\top$ for $2 \leq m \leq M$. Set $\bar{d} := [d^{(1)^\top}, \ldots, d^{(M)^\top}]^\top$, then it follows from (23) that

$$
\mathbf{Y} \Theta \bar{d} = 0. \tag{35}
$$

We can directly recover $\bar{d}$ from (35) while the identifiability conditions stated in Section IV-A become harder to satisfy due to overshooting the filter orders. Hence, we recover $\bar{d}$ via solving the following problem that is in the same form as (19)

$$
\bar{d} = \arg \min_{\bar{d}} \| \Delta \bar{d} \|_1 \quad \text{s.t.} \quad \mathbf{Y} \Theta \bar{d} = 0, \quad \bar{d} = 1, \tag{36}
$$

where the diagonal matrix $\Delta$ contains positive predefined weights, and the second constraint is added to avoid the trivial zero solution. Notice that the selection of $\Delta$ should adopt different strategies from (19) since $d^{(m)}$ and $\bar{h}^{(m)}$ have different sparsity patterns. Furthermore, let us denote by $\mathbf{I}$ the matrix obtained by dropping the first column of $\mathbf{Y} \Theta$, by $\bar{d}_{(-1)}$ the vector obtained by dropping the first entry of $\bar{d}$, and by $\Delta_{(-1)}$ the matrix obtained by dropping the first column and the first row of $\Delta$. Define $\tilde{J} = \text{supp}(\bar{d}_{(-1)}) \subset \{1, \ldots, \sum_{m=1}^{M} Q_m - 1\}$ and $\tilde{J}^c$ as its complement. Similar to Theorem 4, we can have the following theorem that states
the sufficient conditions under which the solution to (36) is unique and coincides with the true \( \mathbf{d} \).

**Theorem 9** The solution \( \hat{\mathbf{d}} \) to (36) coincides with the true \( \mathbf{d} \) if the following two conditions hold:

i) \( \text{rank}(\mathbf{I}_J) = |J| \), and

ii) There exists a constant \( \delta > 0 \) such that

\[
\xi = \|\mathbf{I}_J^{-1}(\delta^{-2} \Delta_{-1}^{-1} \mathbf{I}^\top \Delta_{-1}^{-1} \mathbf{I}_J^{-1})^{-1}\mathbf{I}_J\|_\infty < 1.
\]

Similar to Section III-B, we can also develop robust recovery guarantees as stated in Theorem 1 for problem (36), which are omitted here for brevity.

**V. NUMERICAL EXPERIMENTS**

The goal of this section is to run numerical experiments to verify the theoretical results, evaluate the performance of the novel schemes for a range of scenarios, and provide insights on their performance. Unless otherwise stated, we consider undirected and connected graphs, and use their adjacency matrices as graph shift operators.

**A. Multiple Network Processes of Known Filter Orders**

In this section, we estimate multiple network processes with known filter orders and, hence, we adopt the schemes proposed in Section III-A.

**Verification of Theorems 1-3** We first consider the noiseless case and verify the proposed Theorems 1-3 via experiments. Combining Theorems 1 and our discussion after Theorem 3 one can conclude that when the polynomials defined by filter coefficients do not share any common roots, the graph filters are identifiable if \( |\Omega_1| \geq L_{\text{max}} + L_{\text{min}} - 1 \) and unidentifiable if \( |\Omega_1| < \max\{L_{\text{max}}, (\sum_{m=1}^M L_m - 1)/(M - 1)\} \).

We consider unweighted Erdős-Rényi (ER) random graphs [54] with \( N = 25 \) nodes and edge-formation probability \( p = 0.2 \), and \( M = 5 \) graph filters of identical order \( L = 8 \). We generate filter coefficients as \( \mathbf{h}^{(m)} = a\mathbf{h}^{(1)} + (1-a)\mathbf{n}^{(m)} \) for \( 1 < m \leq M \), where the entries in \( \mathbf{h}^{(1)} \) and \( \mathbf{n}^{(m)} \) are independently drawn from the standard normal distribution (SND). We set \( a \in \{0, 0.5, 0.8, 0.9\} \) to impose increasing levels of correlation among filters. In particular, the coefficients of different filters are uncorrelated when \( a = 0 \). The input \( \mathbf{x} = \mathbf{V}\mathbf{x} \) is generated as a bandlimited graph signal, so that the first \( |\Omega_1| \) entries of \( \mathbf{x} \) are independently drawn from the SND and the remaining ones are set to zero.

For this scenario, only a scaled version of the true graph filters can be recovered. Hence, we compute the recovery error as \( \|\mathbf{h} - \mathbf{h}\|_2/\|\mathbf{h}\|_2 \) after setting \( \|\mathbf{h}\|_2 = \|\mathbf{h}\|_2 \) and \( \mathbf{h}^\top \mathbf{h} > 0 \), where \( \mathbf{h} \) is the ground truth and \( \mathbf{h} \) is the estimate. We consider the recovery to be successful if the recovery error is less than 0.01. We consider \( |\Omega_1| \in \{1, 2, \ldots, 24\} \). For each value of \( |\Omega_1| \), we run 1000 experiments and compute the average recovery rate; see Fig. 1(a). According to our analysis above, the recovery rate should be one if \( |\Omega_1| \geq 15 \) and should be zero if \( |\Omega_1| \leq 9 \). We can see that the experiment results are consistent with our theoretical results. Moreover, there is a transition region when \( 9 < |\Omega_1| < 15 \), and it can be observed that the recovery is more challenging for larger values of \( a \). As expected, when the correlation between graph filters is larger, their identification is more difficult.

**Influence of the input spectral richness.** We study the impact of the cardinality of \( \Omega_1 \) – which characterizes the spectral richness of the input – on the recovery error under different noise levels. For this, we consider two types of unweighted graphs having the same size \( N = 30 \) and expected value of number of edges: i) ER graphs with edge-formation probability \( p = 4/30 \); and ii) small-world graphs [54] of mean node degree 4 and rewiring probability 0.2 generated using a Watts-Strogatz model. We consider \( M = 3 \) graph filters of identical order \( L = 3 \). The filter coefficients are independently drawn from the SND. The method of generating the input is the same as that used in generating Fig. 1(a) and we set \( |\Omega_1| \in \{12, 18, 24\} \). The noisy output for process \( m \) is generated as \( \mathbf{y}^{(m)} = \mathbf{H}^{(m)}\mathbf{x} + \gamma\mathbf{w}^{(m)} \) where the entries of \( \mathbf{w}^{(m)} \) are independently drawn from the SND and \( \gamma = \sigma\sqrt{\|\mathbf{H}^{(m)}\mathbf{x}\|_2^2/N} \) controls the expected signal-to-noise ratio. We consider different noise levels by varying the entries of \( \mathbf{H}^{(m)} \).
Median recovery error can be leveraged [cf. (10)]. Thus, larger values of $|\Omega|$ decreases and as the number of filters $M$ increases, both the number of cross relations and the number of unknown filter coefficients increase, but under our parameter setting the former one increases faster, so the recovery accuracy is improved.

To see why this is the case, notice that for larger values of $x$ vanishes for larger values of $|\Omega|$. Indeed, for $|\Omega| = 12$, we can observe that the random nature of ER graphs is beneficial for recovery, whereas this advantage vanishes for larger values of $|\Omega|$.

**Influence of the number and lengths of filters.** We study how the number of filters $M$ and the filter lengths (to facilitate exposition we assume $L_m = L$ for all $m$) affect the recovery error under different noise levels. We adopt the stochastic block model (SBM) to generate unweighted graphs with $N = 30$ nodes and two blocks of equal size, where the vertex attachment probabilities across blocks and within blocks are $0.1$ and $0.3$, respectively. Both the filter coefficients and the entries in the input $x$ are independently drawn from the SND. We consider five combinations of $M$ and $L$; see Fig. 1(e).

The plot confirms that the recovery accuracy increases as $L$ decreases and as $M$ increases. To better understand this effect, notice that when $M$ is fixed and $L$ increases, the number of cross relations between filters keeps unchanged while the number of unknown filter coefficients increases, and this increases the recovery difficulty. On the other hand, when $L$ is fixed and $M$ increases, both the number of cross relations and the number of unknown filter coefficients increase, but under our parameter setting the former one increases faster, so the recovery accuracy is improved.

### B. Multiple Network Processes of Unknown Filter Orders

In this section, we implement the method proposed in Section II-B to jointly estimate multiple network processes when their orders are unknown. We adopt unweighted ER graphs of size $N = 30$ and edge-formation probability $p = 0.1$. We consider $M = 3$ graph filters of identical order $L = 3$. The first entry of the filter $h^{(1)}$ is set to 1, and all of the other filter coefficients, as well as the entries in the input $x$, are independently drawn from the SND. We consider an identical overshoot filter length $Q$ across all filters. For the weight matrix $\Delta$ in (19), we consider two settings: i) no weights, i.e. $\Delta = I$, and ii) exponential weights, in which we set $\Delta_{ij} = \exp(i \mod Q)$ and mod is the modulo operation.

**Verification of Theorem 4.** We first verify Theorem 4 in the noiseless case. Three combinations of $Q$ and $\Delta$ are considered, as shown in Fig. 2(a). For each setting, we implement 20,000 realizations, and in each realization, we make sure that condition i) in Theorem 4 is satisfied. We plot the number of successes and failures in recovering the graph filters as a function of $\xi$ defined in Theorem 4 where we set $\delta = 0.02$ (the fraction of realizations for which $\xi > 5$ is very small and, thus, those realizations are not shown in the figures). The recovery is considered to be successful if the recovery error, which is computed as $\|h_{(-1)} - \bar{h}_{(-1)}\|_2/\|\bar{h}_{(-1)}\|_2$ [cf. (20)], is less than 0.01.

We can see that, as expected, for all realizations satisfying $\xi < 1$ a successful recovery is achieved, and failed recoveries start to appear when $\xi \geq 1$. Moreover, a smaller value of $\xi$ should imply an easier recovery. We plot the median values of $\xi$ across successful, failed, and all recoveries using blue, orange and green vertical lines, respectively. Comparing the two top plots in Fig. 2(a) we find that selecting a larger $Q$ penalizes the recovery due to the increased degrees of freedom.
In addition, the comparison of the bottom two plots in Fig. 2(a) shows that the exponential weighting scheme improves the algorithm performance significantly.

**Influence of overshoot filter lengths and weight matrices.** We next explore how different overshoot filter lengths and weight matrices affect the recovery accuracy under different noise levels. We consider six combinations of $Q$ and $\Delta$ as shown in Fig. 2(b), including the case when $Q$ equals the true filter length $L = 3$. We use CVX [55] to solve (21) and, recalling the decomposition $Y\Theta = [b, \Phi]$, we set $\epsilon = \| \Phi h_{(-1)} + b \|_2$ where $h_{(-1)}$ is the ground truth.

The results are consistent with those shown in Fig. 2(a). It can be observed that the recovery accuracy decreases as $Q$ increases due to the increased degrees of freedom. For a fixed $Q > L$, selecting an exponential weighting scheme achieves a better recovery than setting $\Delta = I$, since the former facilitates the identification of the zeros artificially added. Moreover, when $Q = L$, the two weighting choices achieve almost the same performance.

**C. Single Network Process**

**Influence of the number of observations.** We use the method proposed in Section IV-A to estimate a single network process when the filter orders are known and analyze the influence of the number of observations. We compare three settings: i) $L_1 = 4$, $L_2 = 8$ (represented as $L = [4 8]$ for simplicity), ii) $L = [3 5 8]$, and iii) $L = [2 4 6 8]$. These settings have the same number of unknown filter coefficients to be estimated but have an increasing number of observations. We adopt weighted ER graphs of size $N = 30$ and edge-formation probability $p = 0.1$. The edge weights are randomly selected from the uniform distribution $U(0.1, 0.7)$. The filter coefficients and the entries in the input $x$ are independently drawn from the SND. The noisy output is generated in the same way as the one used in Fig. 1(b). The results are shown in Fig. 3(a). As expected, the recovery accuracy increases as the number of observations increases.

A real-world network. Lastly, we consider a more practical case. We consider a real-world social network, namely the Zachary’s karate club network [56], which contains $N = 34$ nodes and 78 edges. We assume that there is one information diffusion process on this network. We generate positive and decreasing filter coefficients modeling the fact that people’s opinions are more likely to be affected by the neighbors that are closer to them. The outputs are observed at $L_1 = 3$, $L_2 = 5$, and $L_3 = 7$, implying that the total filter length is $7$. The filter coefficients (except for the first one, which is set to 1) are randomly selected from $U(0.2, 1)$ and then sorted in decreasing order.

We compare four methods: i) assume unknown filter orders and adopt the algorithm proposed in Section IV-B with $Q_1 = Q_2 = Q_3 = 7$; ii) based on method i), add the constraint that the filter coefficients are non-negative to the optimization problem (56); iii) based on method i), add the constraints that the filter coefficients are non-negative and decreasing; and iv) assume known filter orders and use the approach proposed in Section IV-A. We plot the average recovery error as a function of the noise level $\sigma$; see Fig. 3(b). It can be observed that, for all methods, the recovery error decreases as $\sigma$ decreases. The extra prior information, especially the one that the filter coefficients are all positive, helps to improve the recovery accuracy. As expected, the method leveraging the true filter orders performs best.

**VI. Conclusions**

We investigated the problem of blind identification of multiple graph filters. This is a generalization of the classical blind multi-channel identification problem to signals defined on graphs and can be of interest in estimating network diffusion processes. These multiple network processes can indeed correspond to different processes defined on the same network or a single process that is sensed at different points in time. For both scenarios, we considered two cases where the filter orders are known and unknown, respectively. A least-squares approach was advocated for the former case and a
sparse recovery algorithm was proposed for the latter case. Recovery conditions and theoretical guarantees were also provided. Numerical experiments demonstrated the effectiveness of the proposed methods and validated our theoretical claims. Current and future research avenues include: i) the estimation of multiple network processes defined on different (but related) graphs; ii) the joint estimation of the network topology and the specifications of the network processes when the underlying graph is (partially) unknown; iii) the identification of non-linear network processes; and iv) the application of the developed techniques to real-world datasets, especially in the field of neuroscience.

**APPENDIX A**

**PROOF OF THEOREM 1 (CONT.)**

We are left with the task of showing that \( \hat{p}^{(m)}(z) = \alpha p^{(m)}(z) \) for the case where \( p^{(m)}(z) \) has repeated roots. Assuming that \( p^{(m)}(z) \) has a repeated root \( z_0 \) of multiplicity \( k > 1 \), it follows that the \( i \)th order derivative of \( p^{(m)}(z) \hat{p}^{(n)}(z) \) equals zero for \( i = 0, \ldots, k-1 \), i.e.,

\[
\frac{d^i}{dz^i} \left( p^{(m)}(z) \hat{p}^{(n)}(z) \right) \bigg|_{z=z_0} = 0. \tag{37}
\]

From (14), we have

\[
\frac{d^i}{dz^i} \left( p^{(m)}(z) \hat{p}^{(n)}(z) - p^{(n)}(z) \hat{p}^{(m)}(z) \right) = 0 \tag{38}
\]

for all \( z \in \mathbb{C} \) and thus it also holds for \( z = z_0 \). Combining (37) and (38), we have

\[
\frac{d^i}{dz^i} \left( \hat{p}^{(n)}(z) \hat{p}^{(m)}(z) \right) \bigg|_{z=z_0} = 0. \tag{39}
\]

When \( i = 1 \), (39) can be rewritten as

\[
\frac{dp^{(n)}(z)}{dz} \hat{p}^{(m)}(z) + p^{(n)}(z) \frac{d\hat{p}^{(m)}(z)}{dz} \bigg|_{z=z_0} = 0, \tag{40}
\]

from where it follows that \( \frac{d\hat{p}^{(m)}(z)}{dz} \bigg|_{z=z_0} = 0 \) since \( \hat{p}^{(m)}(z_0) = 0 \) and there must exist one \( n^* \) such that \( p^{(n^*)}(z_0) \neq 0 \). When \( i = 2, \) (39) can be rewritten as

\[
\frac{d^2p^{(n)}(z)}{dz^2} \hat{p}^{(m)}(z) + 2 \frac{dp^{(n)}(z)}{dz} \frac{d\hat{p}^{(m)}(z)}{dz} + p^{(n)}(z) \frac{d^2\hat{p}^{(m)}(z)}{dz^2} \bigg|_{z=z_0} = 0, \tag{41}
\]

and it follows that \( \frac{d^2\hat{p}^{(m)}(z)}{dz^2} \bigg|_{z=z_0} = 0 \) since \( \hat{p}^{(m)}(z_0) = 0 \), \( \frac{d\hat{p}^{(m)}(z)}{dz} \bigg|_{z=z_0} = 0 \) and there must exist one \( n^* \) such that \( p^{(n^*)}(z_0) \neq 0 \). Similarly, we can prove that \( \frac{d^i\hat{p}^{(m)}(z)}{dz^i} \bigg|_{z=z_0} = 0 \) for \( i = 3, \ldots, k-1 \) successively by leveraging (39) and the results obtained in the previous \( i-1 \) steps. This means that \( z_0 \) is also a repeated root of \( \hat{p}^{(m)}(z) \) of multiplicity \( k \). Hence, for the case of repeated roots, we still have that \( p^{(m)}(z) \) and \( \hat{p}^{(m)}(z) \) share the same roots (and multiplicity), from where it follows that \( h = \alpha h \).

**APPENDIX B**

**PROOF OF THEOREM 3**

The proof is inspired by the proof of [48] Thm. 3.

**Necessary Part:** We prove this part by showing that if the condition stated in Theorem 3 does not hold, the solution to (9) is not identifiable. Clearly, the vector \([1, \ldots, 1, -h^T] \) of size \( |\Omega_1| + \sum_{m=1}^M L_m \) is in the null space of the matrix defined in (15). If the condition stated in Theorem 3 does not hold, i.e., there exists another independent vector \([g_1, \ldots, g_{|\Omega_1|}, -h^T]^T \) which is also in the null space of the matrix in (15), then it follows that \( \hat{p}(z_i) = g_i p(z_i) \) and \( p^{(m)}(z_i) = g_i p^{(m)}(z_i) \) for \( 1 \leq i \leq |\Omega_1| \) and \( 1 \leq m \leq M \). Notice that \( \hat{p}(\cdot) \) and \( p^{(m)}(\cdot) \) are defined in a similar way to \( p(\cdot) \) and \( p^{(m)}(\cdot) \) but associated with \( h \). Then, for any pair of two filters \( m \) and \( n \), we have that

\[
\hat{p}^{(m)}(z_i)p^{(n)}(z_i) = g_i p^{(m)}(z_i)p^{(n)}(z_i) = p^{(n)}(z_i)p^{(m)}(z_i). \tag{42}
\]

Hence, \( h \) is another solution.

We are left to show that the solutions \( h \) and \( h \) are indeed not linearly dependent, i.e., that \( h \parallel \alpha h \) for every scalar \( \alpha \). To show this, we assume that \( h = \alpha h \) and arrive to a contradiction. From our assumption it follows that \( (\alpha - g_i) p(z_i) = 0 \), which implies that \( \alpha = g_i \) or \( p(z_i) = 0 \). If \( \alpha = g_i \) is not for all \( 1 \leq i \leq |\Omega_1| \), the two vectors \([1, \ldots, 1, -h^T]^T \) and \([g_1, \ldots, g_{|\Omega_1|}, -h^T]^T \) are dependent, which contradicts our assumption. Hence, there exists at least one \( j \) satisfying that \( g_j \neq \alpha \) and \( p(z_j) = 0 \). This means that all filters share one common root \( z_j \), and in this case, the solution is not identifiable according to Theorem 2.

**Sufficient Part:** We first show that if the condition stated in Theorem 3 holds, there does not exist a root shared by all the filters. Suppose that there exists a root \( z_0 \) shared by all the filters, we can write \( \hat{p}^{(m)}(z) = q^{(m)}(z) - z_0 \). If \( z_0 \in \Lambda_{\Omega_1} \), the matrix defined in (15) will have a column whose entries are all zero, then the condition stated in Theorem 3 does not hold. If \( z_0 \notin \Lambda_{\Omega_1} \), we set \( \hat{p}^{(m)}(z) = q^{(m)}(z) - z_0 \) where \( z_0 \neq 0 \) and \( 1 \leq m \leq M \). Then it follows that

\[
\hat{p}(z_i) = q^{(m)}(z_i)(z_i - z_0)(z_i - z_0)' g_i p^{(m)}(z_i), \tag{43}
\]

where we set \( g_i = \frac{z_i - z_0}{z_i - z_0} \). Then, \([g_1, \ldots, g_{|\Omega_1|}, -h^T]^T \) will be another independent null vector of the matrix defined in (15), which contradicts the condition stated in Theorem 3.

Next, we show that if the condition stated in Theorem 3 holds, the solution is identifiable. We show this by proving its contrapositive statement, i.e., if the solution is not identifiable then the matrix in (15) does not have a one-dimensional null space. If the solution cannot be uniquely identified, there exists another solution \( h \) independent of \( h \) and satisfying (12). Then we have that

\[
\begin{bmatrix}
P_1 & 0 \\
\vdots & \ddots \\
0 & \vdots & P_{|\Omega_1|} \\
Z(z_1) & \vdots \\
\end{bmatrix}
\begin{bmatrix}
\hat{h} \\
\end{bmatrix} = 0, \tag{44}
\]
where \( P_l \) of dimension \((M - 1) \times M\) is defined as
\[
\begin{bmatrix}
-p^{(1)}(z_i)
& p^{(1)}(z_i) \\
\vdots
& \vdots \\
-p^{(l)}(z_i)
& p^{(l)}(z_i) \\
\vdots
& \vdots \\
-p^{(M)}(z_i)
& p^{(M)}(z_i)
\end{bmatrix}
\]
where \( l_i \in \{1, \ldots, M\} \) and satisfies \( p^{(l)}(z_i) \neq 0 \). We can always find such \( l_i \), otherwise \( z_i \) will be a common root shared by all filters.

It can be observed that \( \text{rank}(P_l) = M - 1 \) and \( P_l \) has a single null vector \( p(z_i) \) up to some scalar multiple. Hence, the null space of \( P \) is the column space of the following matrix
\[
\begin{bmatrix}
p(z_1) \\
\vdots \\
p(z_{\Omega(1)})
\end{bmatrix}
\]
(45)

From (44), it follows that \( \bar{zh} \) should be in the null space of \( \bar{P} \), which implies that there exist scalars \( g_1, \ldots, g_{\Omega(1)} \) such that
\[
\begin{bmatrix}
p(z_1) \\
\vdots \\
p(z_{\Omega(1)})
\end{bmatrix} = \begin{bmatrix}
g_1 \\
\vdots \\
g_{\Omega(1)}
\end{bmatrix} \begin{bmatrix}
Z(z_1) \\
\vdots \\
Z(z_{\Omega(1)})
\end{bmatrix} = 0.
\]
(46)

Since \( [1, \ldots, 1, -\hat{h}^\top \hat{c}] \) is another independent null vector, the matrix defined in (15) has at least a two-dimensional null space, which contradicts the condition stated in Theorem 3.

**APPENDIX C**

**PROOF OF THEOREM 3**

We show that the conditions in the theorem guarantee that the solution to (20) coincides with the true filter \( \hat{h}_{(-1)} \). Due to the equivalence between problems (19) and (20), the result follows.

The following two conditions are required for the solution of (20) to coincide with the true filter coefficients \( \hat{h}_{(-1)} \) [53 Thm. 1]:

a) \( \text{Ker}(\Delta_{(-1)} \bar{T}_2) \cap \text{Ker}(\Phi) = \{0\} \), and

b) There exists \( z \in \mathbb{R}^{\sum_{m=1}^M Q_m - 1} \) such that \( \Delta_{(-1)} z = \text{Im}(\Phi^\top) \), \( z_\bar{T} = \text{sign}(\Delta_{(-1)} z \bar{T}_2 \hat{h}_{(-1)}) \), and \( \|z_\bar{T}\|_\infty < 1 \), where \( \text{Ker}(\cdot) \) and \( \text{Im}(\cdot) \) denote the null and column spaces of the argument matrix respectively. The proof now reduces to showing that conditions i) and ii) in Theorem 4 imply conditions a) and b) above.

First, we show that i) in Theorem 4 implies a). Since \( \Delta_{(-1)} \) is a diagonal matrix with positive diagonal entries, \( \text{Ker}(\Delta_{(-1)} \bar{T}_2) \) is spanned by the columns of \( \bar{T}_2 \). For a) to hold, we need the \( |\bar{T}| \) columns of \( \Phi \) in positions \( \bar{T} \) to form a full column rank matrix, i.e., condition i) in Theorem 4.

Next, we will show that ii) in Theorem 4 implies b). We construct the following \( \ell_2 \)-norm minimization problem and we will show later that its solution satisfies b) if ii) in Theorem 4 holds:
\[
\min \delta^2 \|u\|_2 + \|z\|_2^2 \quad \text{s.t.} \quad z = \Delta_{(-1)}^{-1} \Phi^\top u, \quad z_\bar{T} = \text{sign}(\bar{h}_{(-1)} z_\bar{T})
\]
(47)

where \( \delta \) is a positive tuning constant. The two constraints in problem (47) guarantee the first two requirements in b), hence we are left to show that \( \|z_\bar{T}\|_\infty < 1 \). From the first constraint in (47), we have that
\[
\Delta_{(-1)}^{-1} \Phi^\top z = I_\bar{T} z_\bar{T} + I_{\bar{T}} z_{\bar{T}^c} = I_\bar{T} \text{sign}(\bar{h}_{(-1)} z_\bar{T}) + I_{\bar{T}} z_{\bar{T}^c},
\]
(48)

Defining \( \Upsilon = [\delta^{-1} \Delta_{(-1)}^{-1} \Phi^\top I_\bar{T}] \) and \( t = [\delta u^\top, -z_{\bar{T}^c}^\top]^\top \), we get
\[
I_\bar{T} \text{sign}(\bar{h}_{(-1)} z_\bar{T}) = \Delta_{(-1)}^{-1} \Phi^\top \delta^{-1} z - I_{\bar{T}} z_{\bar{T}^c} = \Upsilon t.
\]
(49)

Then we can rewrite (47) as
\[
\min_{t} \|t\|_2^2 \quad \text{s.t.} \quad \Upsilon t = I_\bar{T} \text{sign}(\bar{h}_{(-1)} z_\bar{T}).
\]
(50)

The solution to (50) is given by \( t = \Upsilon^\top I_\bar{T} \text{sign}(\bar{h}_{(-1)} z_\bar{T}) \), where \( \Upsilon^\top = \Upsilon^\top (\Upsilon \Upsilon^\top)^{-1} = \Upsilon^\top (\delta^{-2} \Delta_{(-1)}^{-1} \Phi^\top \Phi \Delta_{(-1)}^{-1} + I_{\bar{T}} I_{\bar{T}}^\top)^{-1} \). Condition a) guarantees the existence of the inverse. Hence, we have that
\[
z_{\bar{T}^c} = -I_{\bar{T}^c} (\delta^{-2} \Delta_{(-1)}^{-1} \Phi^\top \Phi \Delta_{(-1)}^{-1} + I_{\bar{T}} I_{\bar{T}}^\top)^{-1} I_{\bar{T}} \text{sign}(\bar{h}_{(-1)} z_\bar{T}).
\]
(51)

Since \( \|\text{sign}(\bar{h}_{(-1)} z_\bar{T})\|_\infty = 1 \), we can see that ii) in Theorem 4 enforces \( \|z_{\bar{T}^c}\|_\infty < 1 \), which completes the proof.

**APPENDIX D**

**PROOF OF THEOREM 5**

Theorem 5 can be obtained by applying the second claim in [53, Thm. 2]. Since \( \Phi \) does not meet the full row rank assumption in [53], \( C_3 \) depends on its pseudo-inverse here instead of its inverse in [53]. We also use \( \|z_{\bar{T}^c}\|_\infty \leq \xi \) and \( \|z\|_2 < \sqrt{\sum_{m=1}^M Q_m} \) to make \( C_1 \) and \( C_3 \) independent of the dual certificate \( z \); see Appendix C.
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