SIMPLE ANALYTICAL APPROXIMATIONS FOR TREATMENT OF INVERSE COMPTON SCATTERING OF RELATIVISTIC ELECTRONS IN THE BLACKBODY RADIATION FIELD
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ABSTRACT

The inverse Compton (IC) scattering of relativistic electrons is one of the major gamma-ray production mechanisms in different environments. Often, the target photons for IC scattering are dominated by blackbody (or graybody) radiation. In this case, the precise treatment of the characteristics of IC radiation requires numerical integrations over the Planckian distribution. Formally, analytical integrations are also possible but they result in series of several special functions; this limits the efficiency of usage of these expressions. The aim of this work is the derivation of approximate analytical presentations that would provide adequate accuracy for the calculations of the energy spectra of upscattered radiation, the rate of electron energy losses, and the mean energy of emitted photons. Such formulae have been obtained by merging the analytical asymptotic limits. The coefficients in these expressions are calculated via the least-squares fitting of the results of numerical integrations. The simple analytical presentations, obtained for both the isotropic and anisotropic target radiation fields, provide adequate (as good as 1%) accuracy for broad astrophysical applications.
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1. INTRODUCTION

Relativistic electrons can transfer their energy to gamma rays through the process of inverse Compton (IC) scattering of the ambient low-energy photons. Together with bremsstrahlung, this process represents a major channel to gamma-ray production by relativistic electrons (and positrons). At energies below 100 MeV, a non-negligible contribution to the gamma-ray continuum can be supplied by annihilation of positrons on flight. In the same energy band, one may expect a contribution from the synchrotron radiation of electrons. However, the latter scenario can be effectively realized only in quite unique objects called extreme accelerators, when the particle acceleration proceeds at the maximum (theoretically possible) rate. In general, the synchrotron radiation is released well below the gamma-ray band and, in fact, is considered a dissipative process as long as it concerns the efficiency of gamma-ray production. Indeed, in environments with the energy density of the magnetic field significantly exceeding the energy density of the radiation field, \( f = B^2/(8\pi w_{\text{rad}}) \gg 1 \), only a small fraction \((f^{-1})\) of the kinetic energy of electrons is released in high-energy gamma rays. Otherwise, the radiative cooling of electrons is dominated by the IC scattering, making the latter an extremely effective gamma-ray production mechanism, especially at very high energies, when the radiative cooling (due to bremsstrahlung) is suppressed compared with the IC scattering.5 Because of the large cross section of the process and the presence of high-density radiation fields, the IC scattering undoubtedly is the most prolific and universal gamma-radiation mechanism that contributes from low \((\text{MeV})\) to ultrahigh \((\text{TeV})\) energies of emission of almost all nonthermal source populations—supernova remnants (SNR), pulsar wind nebulae (PWNe), compact binary systems, active galactic nuclei (AGNs), etc.

The energy spectrum of the upscattered photons depends strongly on the energy of target photon, especially in the Thomson regime, when the average energy of the upscattered photon is proportional to the energy of the target photon. In the Klein–Nishina regime, the highest fraction of the electron energy is transferred to the upscattered photon, thus the dependence on the target photon energy gradually disappears. Given this non-trivial dependence on the target photon energy, accurate calculations of the IC spectrum require good knowledge of the energy distribution of the target photons. Fortunately, in many cases, the dominant contribution to the IC scattering comes from photons belonging to blackbody (or graybody) radiation, i.e., they are described by the standard Planckian distribution:

\[
\frac{dN_{\text{ph}}}{d\omega} \propto \frac{\omega^2 d\omega}{\omega_0^3/T - 1},
\]

where \(T\) and \(\omega_0\) are the photon gas temperature and the photon energy, respectively (hereafter, the energies of both photons and electrons, as well as the photon gas temperature, are expressed in units of \(m_e c^2\)).

The Planckian distribution is realized in the case of IC scattering on the 2.7 K cosmic microwave background radiation (CMBR). Remarkably, in SNRs and PWNe in our Galaxy, as well as in extragalactic objects like large-scale AGN jets and clusters of galaxies, the IC scattering in the very high energy band is strongly dominated by CMBR. The target photons for the IC scattering can be well described by the Planckian distribution also in compact systems such as gamma-ray emitting binaries containing either a pulsar (binary pulsars) or a black hole (microquasars). Despite the different origins of the nonthermal...
energy, supported in the first case by a rotation-powered pulsar wind and in the second case by an accretion-powered jet, the most likely mechanism of gamma radiation is IC scattering. In both types of objects, the target photons are supplied by the thermal radiation of the bright optical star. Finally, in some cases, quite complex photon distributions can be represented as a superposition of several graybody components.

Since the Planckian distribution of photons is characterized by a rapid decrease in the density both at low and at high energies, numerical integrations of the Compton cross section over the Planckian photon field generally do not impose computational difficulties, but simply require additional computational time. Often, to shorten the calculations, different approximations are used. The most common approach is the $\delta$-functional approximation for the narrow Planckian spectrum. This approximation can correctly describe the lower energy part of the spectrum, but is not applicable for the precise computations of the entire gamma-ray spectra (see Section 6). Therefore, some other approximations for calculations of IC spectra have been recently suggested in the literature (see Petruk 2009; Zdziarski & Pjanka 2013). These approaches provide a better description for the IC spectra and are characterized by a higher precision than the $\delta$-functional approximation is, although they are not free of certain limitations (see the discussion in Section 6).

In this paper, we propose new, very simple analytical presentations obtained for both isotropic and mono-directional angular distributions of a target radiation field assuming that its energy spectrum is precisely described by the Planckian distribution. We provide analytical formulae for the energy spectra of upscattered radiation, as well as for the interaction and the energy-loss rates of electrons. The “threshold” for the accuracy of these formulae in all cases has been set at a level of 1%.

2. APPROXIMATE DESCRIPTION OF THE IC PROCESS

The interaction of electrons with photons is described with the standard means of quantum electrodynamics. In the astrophysical context, the general expressions for the Compton cross section can be significantly simplified using the fact that the energy of the target photons is typically small, $\omega_{0} \ll 1$, and that the electrons are relativistic, $E \gg 1$ (this condition, in particular, implies that the upscattered photon moves in the direction of the initial velocity of the electron). Under these circumstances, for the target photons with a fixed direction, the scattering rate by an initial velocity of the electron). Under these circumstances, for

$$\frac{dN_{\text{iso}}}{d\omega} = \frac{1}{2} \frac{\omega}{E} \left( 1 - \frac{\omega}{E} \right) \frac{d\sigma}{d\omega}$$

(2)

where $E$, $\omega_{0} = b_{0}/[2E(1 - \cos \theta)]$, and $\omega = zE$ are the energies of the electron, soft photon, and upscattered photon, respectively, $r_{0} = e^{2}/(mc^{2})$ is the electron classical radius, and $N_{\text{ph}}$ is the number of target photons per unit of volume. If the target photon field is isotropic, the above expression should be averaged over the interaction angle

$$\frac{dN_{\text{iso}}}{d\omega} = \frac{1}{2} \frac{\omega}{E} \left( 1 - \frac{\omega}{E} \right) \frac{d\sigma}{d\omega}$$

(3)

where $b = 4\omega_{0}E$ is the Klein–Nishina parameter and the notation log is used for logarithm to the base $e$, i.e., the “natural logarithm.” Note that Equation (3) has been originally derived by Jones (1968) in a straightforward way, without using the intermediate angle-dependent rate given by Equation (2) (for a review, see Blumenthal & Gould 1970).

In the case of blackbody target photons, the scattering rates given by Equations (2) and (3) should be integrated over the Planckian distribution of target photons:

$$dN_{\text{ph}} = \frac{m_{e}^{3}c^{3}k}{\pi^{2}h^{3}} \frac{e^{\omega/T}}{e^{\omega/T} - 1}$$

(4)

where $\kappa$ is the dilution factor in the case of graybody radiation. The lower integration limit, $\omega_{0} \geq \epsilon_{\text{ani/iso}}$, is determined by the kinematic conditions (i.e., conditions imposed by the conservation of 4-momentum) as

$$\epsilon_{\text{ani}} = \frac{\omega}{2E(1 - \cos \theta)} = \frac{1}{z - T}$$

(5)

and

$$\epsilon_{\text{iso}} = \frac{\omega}{4E(1 - \omega)} = \frac{z}{1 - z}$$

(6)

for the cases of mono-directional and isotropic photon distributions, respectively. Here, the following notations are used: $t_{0} = 2ET(1 - \cos \theta)$ and $t = 4ET$.

Formally, for large values of $\omega_{0} \to +\infty$, Equations (2) and (3) are not applicable, since the basic assumption, $\omega_{0} \ll \omega$, used for the derivation of these expressions fails. However, assuming a non-relativistic photon temperature $T \ll 1$, one can safely extend the integration upper limit to $+\infty$. Therefore, the interaction rate with a blackbody distribution of target photons is

$$\frac{dN_{\text{ani/iso}}}{d\omega} = \frac{T^{3}m_{e}^{3}c^{3}k}{\pi^{2}h^{3}} \int_{\epsilon_{\text{ani/iso}}/T}^{\infty} \frac{d\epsilon_{\text{ani/iso}}}{d\omega} \frac{x^{2}dx}{e^{x} - 1}$$

(7)

The substitution of Equations (2) and (3) into Equation (7) leads to an expression that can be presented in a form that contains the following functions introduced by Zdziarski & Pjanka (2013) (Equations (15) and (29) in their paper):

$$f_{i} = \int_{t_{0}}^{\infty} x^{i} \frac{dx}{e^{x} - 1}$$

(8)

for $i = -1, 0, \text{and} +1$ and

$$f_{\ln} = \int_{x_{0}}^{\infty} \frac{\log(x)dx}{e^{x} - 1}$$

(9)

while the integral $f_{0}$ is expressed through elementary functions:

$$f_{0} = -\log(1 - e^{-x_{0}})$$

(10)
and \( f_{1,2} \) allow for a representation with a dilogarithm function (see Equation (7) of Zdziarski & Pjanka 2013). The two other functions \( (f_{-1} \text{ and } f_{0}) \), as shown by Zdziarski & Pjanka (2013), can be expressed through series (Equations (14) and (28) of Zdziarski & Pjanka 2013). However, each of these terms contains special functions, which makes the usage of these expressions rather inconvenient.

We use a different approach to obtain approximate formulae for the IC cross section. First, we present the cross section in a form containing strictly positive terms. This dramatically reduces the risk of large mistakes because of the summation of rounding errors. Furthermore, we approximate these terms by simple analytical expressions. The derivations of these expressions are based on analytical computations of the asymptotic limits and the introduction of correction functions for the intermediate range of energies by invoking a least-squares fit. This allows us to present Equation (7) in a form that contains only elementary functions.

For the case of a mono-directional photon field, Equation (7) can be expressed as

\[
\frac{dN_{\text{uni}}}{d\omega \, dt} = \frac{2\pi^2 m_e^3 c^4 \kappa T^2}{\pi^3 E^2} \left[ \frac{z^2}{2(1-z)} \frac{F_1(x_0) + F_2(x_0)}{F_3(x_0) + F_4(x_0)} \right],
\]

where \( x_0 = (z/(1-z)t_0) \) and the positive functions \( F_1 \) and \( F_2 \) are determined as

\[
F_1(x_0) = f_{+1}(x_0),
\]

\[
F_2(x_0) = f_{+1}(x_0) + 2x_0^2 f_{-1}(x_0) - 2x_0 f_0(x_0).
\]

For the case of an isotropic photon field, Equation (7) takes the following form:

\[
\frac{dN_{\text{iso}}}{d\omega \, dt} = \frac{2\pi^2 m_e^3 c^4 \kappa T^2}{\pi^3 E^2} \left[ \frac{z^2}{2(1-z)} \frac{F_3(x_0) + F_4(x_0)}{F_1(x_0) + F_2(x_0)} \right],
\]

where \( x_0 = z/(1-z)t \). The positive functions \( F_3 \) and \( F_4 \) are expressed via \( f_{-1}, f_0, f_{+1}, \) and \( f_{0} \):

\[
F_3(x_0) = f_{+1}(x_0) - x_0 f_0(x_0)
\]

and

\[
F_4(x_0) = (f_{+1}(x_0) - x_0 f_0(x_0)) + 2x_0 \log(x_0) f_0(x_0) - f_{0}(x_0)) + 2x_0 (f_{0}(x_0) - x_0 f_{-1}(x_0)).
\]

Thus, the IC radiation spectra can be presented in simple analytical forms of Equations (11) and (14) as functions of the variable \( z \) through the term \( z^2/(2(1-z)) \) and the four functions \( F_1, F_2, F_3, \) and \( F_4 \). All of these functions depend only on the parameter \( x_0 \), which is equal to \( z/(1-z)t_0 \) and \( z/(1-z)t \) in the case of mono-directional and isotropic photon fields, respectively.

The functions \( F_1 \) and \( F_2 \) have the same asymptotic limits:

\[
F_{1,2} = \begin{cases} 
\frac{z^2}{2}, & x_0 \ll 1 \\
\frac{x_0 e^{-x_0}}{x_0}, & x_0 \gg 1
\end{cases}
\]

A simple function with the similar asymptotic behavior can be used as a zeroth-order approximation for the functions \( F_1 \) and

\[
G_{1,2}^{(0)}(x_0) = \left( \frac{\pi^2}{6} + x_0 \right) e^{-x_0}.
\]

A numerical comparison of these functions shows that \( G_1^{(0)} \) provides an accuracy of 10% and 50% for \( F_1 \) and \( F_2 \), respectively. To improve the accuracy, we introduce correction functions:

\[
G_{1,2} = G_{1,2}^{(0)}(x_0) \times g_{1,2}(x_0).
\]

We present the correction factors \( g_1 \) and \( g_2 \) as functions of the variable \( x_0 \) with four free parameters:

\[
g_i(x_0) = \left[ 1 + \frac{a_i x_0^b_i}{1 + b_i x_0^b_i} \right]^{-1}.
\]

The parameters \( a_i > 0, a_1 \beta_i > a_i, b_i > 0 \) were used for the least-squares fitting of the functions \( F_{1,2} \). Obviously, this is not a unique representation for the approximation function, but since \( g \rightarrow 1 \) for \( x \ll 1 \) and \( x \gg 1 \), the considered function family should preserve the asymptotic behavior of the zeroth-order fit \( G_{1,2}^{(0)} \) and provide enough freedom for fitting. We therefore use Equation (20) as the correction function for fitting procedures used in this paper.

The numerical least-squares fitting gives the following sets of parameters:

\[
\alpha_1 = 0.857, \quad \beta_1 = 1.84, \quad b_1 = 0.254
\]

and

\[
\alpha_2 = 0.691, \quad \beta_2 = 1.33, \quad b_2 = 0.534
\]

which provide a precision of better than 1% for the entire range of \( x_0 \), as shown in Figures 2 and 3.

\[6\] The functions \( G_1^{(0)} \) and \( G_2^{(0)} \) are identical.
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Figure 2. Ratios of the function $F_{1}$ to the approximations $G_{1}^{(0)}$ and $G_{1}$. (A color version of this figure is available in the online journal.)

Figure 3. Ratios of the function $F_{2}$ to the approximations $G_{2}^{(0)}$ and $G_{2}$. (A color version of this figure is available in the online journal.)

A similar approach can be used for the approximation of the angle-averaged IC spectra determined by Equation (14). The functions $F_{3}$ and $F_{4}$ have the same asymptotic:

$$F_{3,4} = \begin{cases} \frac{2}{6}, & x_{0} \ll 1 \\ e^{-b_{0}}, & x_{0} \gg 1 \end{cases},$$

which suggests the following family of approximation functions:

$$G_{3,4} = G_{3,4}^{(0)}(x_{0}) \times g_{3,4}(x_{0}),$$

where

$$G_{3,4}^{(0)}(x_{0}) = \frac{\pi^{2}}{6} \frac{1 + c_{3,4} x_{0}}{1 + \frac{\pi^{2} c_{3,4}}{6} x_{0}} e^{-x_{0}} .$$

The functions $G_{3,4}^{(0)}$ have a similar asymptotic behavior as the functions $F_{3,4}$, as demonstrated in Figure 4. Here, $c_{3,4} > 0$ are parameters that do not change the asymptotic behavior of $G_{3,4}^{(0)}$. Therefore, they can be optimized for a better description of the functions $F_{3,4}$. In particular, for the value of $c_{3} = 2.73$, the function $G_{3}^{(0)}$ provides a 3% accuracy for the function $F_{3}$, as shown in Figure 4.

As can be seen in Figure 4, the function $F_{4} \times e^{a_{i}}$ features a ~30% dip at $x_{0} \sim 1$, which cannot be reproduced by the function $G_{4}^{(0)}$. Therefore, the parameter $c_{4}$ alone cannot provide an approximation with precision better than a 30% for the function $F_{4}$ (such accuracy can be achieved for $c_{4} \approx 50$). However, Equation (24) provides a five-parameter ($a_{3,4}, \alpha_{3,4}$, $b_{3,4}, \beta_{3,4}$, and $c_{3,4}$) function family that can be used for fitting functions $F_{3,4}$. The numerical least-squares fits resulted in the following sets of parameters:

$$\begin{align*}
\alpha_{3} &= 0.606, & a_{3} &= 0.443, \\
\beta_{3} &= 1.481, & b_{3} &= 0.54, \\
& & c_{3} &= 0.319 ,
\end{align*}$$

and

$$\begin{align*}
\alpha_{4} &= 0.461, & a_{4} &= 0.726, \\
\beta_{4} &= 1.457, & b_{4} &= 0.382, \\
& & c_{4} &= 6.62 ,
\end{align*}$$

which gave a <1% precision for the entire range of $x_{0}$, as shown in Figures 5 and 6.

The parameterizations for the functions $F_{1}, F_{2}, F_{3},$ and $F_{4}$ given by Equations (19) and (24), with corresponding parameters from Equations (21)–(22) and (26)–(27), allow us to describe the IC spectra, Equations (11) and (14), with a precision better than $1\%$. Note that this value corresponds to the maximum deviation of the approximate formulae from the precise value; in the case of a broad distribution of electrons, the accuracies obviously will be significantly better.

The approximations obtained above describe the IC spectra for two different, isotropic, and mono-directional angular distributions of target photons. The former scenario with an involvement of the CMBR is often realized in different objects like SNRs, PWNe, and clusters of galaxies. However, in many other cases, the background photon field can be approximated as a graybody (or a superposition of a several graybody components). In this case, the energy, $\omega_{s}$, at which the spectral energy distribution (i.e., $\nu F_{\nu}$) of target photons achieves the maximum...
allows us to define the temperature of the graybody emission:

\[ T = 0.255 \omega_\nu. \]  

(28)

The energy density of the target photon field, \( w_\nu \), allows us then to obtain the corresponding dilution coefficient:

\[ \kappa = \frac{\Delta \Omega}{4\pi}. \]  

(30)

where \( \Delta \Omega \ll 1 \) is the solid angle of the target photons’ source, as seen from the IC production region. In case the source of the target photons is compact; namely, in the IC production region, the value of \((1 - \cos \theta)\) should not vary significantly for the photons coming from different regions of the source. Then, in the IC production site, the target photon field is typically diluted by a factor

\[ \kappa = \left( \frac{R_\ast}{2R} \right)^2. \]  

(31)

### 3. THE RATE OF IC LOSSES

IC energy losses of a particle in a Planckian photon field can be expressed as

\[
\dot{E}_{\text{ani/iso}} = \frac{m_e^3 c^3 k T^2}{8\pi} \int_0^{\infty} d\omega_\nu \frac{\omega^2}{e^{\omega_\nu/T} - 1} \int_0^{\infty} dz \frac{d\nu_{\text{ani/iso}}}{d\omega dN_{ph} dt} ,
\]

(32)



where \( \bar{z}_{\text{max}} = b/(1 + b) \) or \( b_0/(1 + b_0) \) for isotropic and mono-directional photon fields, respectively. Formally, the integration lower limit is not equal to 0, however, the contribution to the integral from the region of small \( z \) is negligible. Therefore, we formally set the lower limit to 0.

**Figure 5.** Ratios of the function \( F_1 \) to the approximations \( G_3^{(0)} \) (taken for \( c_3 = 2.73 \)) and \( G_3 \). The fitting parameters used are indicated by Equation (26). (A color version of this figure is available in the online journal.)

**Figure 6.** Ratios of the function \( F_1 \) to the approximations \( G_4^{(0)} \) (taken for \( c_4 = 47.1 \)) and \( G_4 \). We show this plot for an increased range of \( \omega_\nu \) as compared with Figures 1–5, to include the region where the ratio of \( F_1 \) to \( G_4 \) achieves its maximum. (A color version of this figure is available in the online journal.)

The structure of Equation (32) allows us to determine the dependence of the energy-loss rate on the electron energy and photon field temperature. Namely, if the IC scattering proceeds with a fixed interaction angle, one obtains

\[
\dot{E}_{\text{ani}} = \frac{r_0^2 m_e^3 c^4 k}{2\pi} \frac{1}{\hbar^3(E(1 - \cos \theta))^2} \int_0^{\infty} db_0 \frac{b_0}{e^{b_0/t_0} - 1} \times \int_0^{\bar{z}_{\text{max}}} \frac{d\bar{z} \bar{z}}{n_{\nu}(\bar{z})} \left[ 1 + \frac{z^2}{2(1 - z)} - \frac{2z}{b_0(1 - z)} + \frac{2z^2}{b_0^2(1 - z)^2} \right] \frac{2r_0^2 m_e^3 c^4 k T^2}{\pi \hbar^3} F_{\text{ani}}(t_0) .
\]

(33)

Based on the asymptotic behavior of the function \( F_{\text{ani}} \):

\[
F_{\text{ani}}(u) = \begin{cases} 
\frac{u^2}{35} & u = \frac{1}{2} \frac{c_{\text{ani}}}{c_{\text{ani}}} \log(u) = 0.822 \log(u), & u \ll 1, \\
\frac{c_{\text{ani}}}{u} & u \gg 1, 
\end{cases}
\]

(34)

we suggest the following approximate presentation for the function \( F_{\text{ani}} \):

\[
G_{\text{ani}}^{(0)}(u) = \frac{c_{\text{ani}} u \log(1 + 2.16 u/c_{\text{ani}})}{1 + c_{\text{ani}} u/0.822} .
\]

(35)

Least-squares fitting for the parameter \( c_{\text{ani}} \) results in \( c_{\text{ani}} = 6.13 \), for which Equation (35) provides an accuracy of an order of 1% (see Figure 7).

Similarly, if IC cooling proceeds with isotropized scattering angles, the energy loss rate is

\[
\dot{E}_{\text{iso}} = \frac{r_0^2 m_e^3 c^4 k}{8\pi} \frac{1}{\hbar^3 E^2} \int_0^{\infty} db \frac{b}{e^{b/T} - 1} \int_0^{\infty} d\bar{z} \bar{z} \times \left[ 1 + \frac{z^2}{2(1 - z)} + \frac{z}{b_0(1 - z)} - \frac{2z^2}{b_0^2(1 - z)^2} - \frac{z^3}{b(1 - z)^2} \right] \frac{2r_0^2 m_e^3 c^4 k T^2}{\pi \hbar^3} F_{\text{iso}}(t_0) .
\]

(36)
The asymptotic behavior of function $F_{\text{iso}}$ is similar to Equation (34): 

$$F_{\text{iso}}(u) = \begin{cases} \frac{\pi}{12} u^2 = 0.722 u^2, & u \ll 1 \\ \frac{\pi}{12} \log(u) = 0.822 \log(u), & u \gg 1. \end{cases}$$

Therefore, we can use a function similar to Equation (35):

$$G_{\text{iso}}^{(0)}(u) = \frac{c_{\text{iso}} u \log(1 + 0.722 u/c_{\text{iso}})}{1 + c_{\text{iso}} u/0.822}.$$  

Least-squares fitting for this function renders a value of $c_{\text{iso}} = 4.62$, for which Equation (38) provides a $\sim 5\%$ precision (see Figure 7). This approximation can be improved by using the correction function defined by Equation (20). In particular, a set of the parameters

$$a_{\text{iso}} = 0.682, \quad b_{\text{iso}} = -0.362, \quad p_{\text{iso}} = 1.281, \quad q_{\text{iso}} = 0.826, \quad c_{\text{iso}} = 5.68$$

provides a $\sim 1\%$ precision (see Figure 7). A similar expression (although less optimized, with an accuracy of $3\%$) was originally presented in Bosch-Ramon & Khangulyan (2009).

The equation obtained for $F_{\text{ani}}$ (Equation (35)) and Equations (38)–(39) for $F_{\text{iso}}$ allow a precise description of the energy losses with formulae Equations (33) and (36), which correspond to the case of electron–photon interactions at a specific angle and angle-averaged, respectively. It is important to note that the latter can be realized also in cases when the target photons are mono-directional in the source frame. For example, if particles are isotropized by the source magnetic field, the production of the IC emission toward the observer proceeds at a specific interaction angle, since relativistic particles emit within a narrow cone in the direction of their motion. However, if the IC cooling time exceeds the particle isotropization timescale, each particle can interact with photons at an arbitrary angle and therefore particle losses are effectively determined by the interaction with an isotropic photon field, i.e., by Equation (36).

The particle cooling described by Equation (33) can be realized, for example, in the so-called Compton-drag scenarios, i.e., when the temperature of the emitting particles is very small and the bulk motion component is dominant. In particular, this may be relevant to the pulsar-wind zone for pulsars located in systems with bright stars (see, e.g., Khangulyan et al. 2007, 2011). Also, a similar situation can arise if the IC cooling time is shorter than the isotropization timescale.

Often, it is convenient to characterize the energy losses through the cooling time:

$$t_{\text{ic}} = \frac{E}{E} = \frac{\pi h^3}{2 r_0 m_e c^4 \kappa T^2} \frac{E}{F_{\text{ani/iso}}(t_{\text{ic}})}.$$  

In the Thomson limit, for the case of an isotropic photon field, this expression gives

$$t_{\text{ic}} = \left( \frac{4 \kappa E \pi^2 T^4 m_e c^3}{3 15 h^3 \frac{8 \pi r_0^3}{3}} \right)^{-1},$$

where the middle term corresponds to the ratio of energy density of the blackbody photon distribution to $n_e c^2$.

It was suggested in Aharonian et al. (2006) and further generalized by Bosch-Ramon & Khangulyan (2009) that, in the case of an isotropic photon field, the IC cooling time in the Klein–Nishina limit can be described by a simple function:

$$t_{\text{ic}} \approx 5 \times 10^{-17} T^{-2.3} E^{0.7} \, \text{s},$$

where we transformed the numerical coefficient from Equation (13) in Bosch-Ramon & Khangulyan (2009) to the units used in this paper and adopted a dilution coefficient to be 1. The comparison of Equations (40) and (42) shows that the latter implies that the function $F_{\text{iso}}$ has been approximated as $F_{\text{iso}} \simeq 0.4 t^{0.3}$, which provides an accuracy of $< 30\%$ for $5 < t < 10^3$.

### 4. Interaction Rate

Another important characteristic of Compton scattering is the interaction rates:

$$\dot{N}_{\text{ani}} = \frac{m_e c^4 \kappa}{\pi^2 \hbar^3} \int_0^\infty \omega_c \frac{\omega_0}{e^{\omega_0/T} - 1} (1 - \cos \theta) \sigma(b_0),$$

and

$$\dot{N}_{\text{iso}} = \frac{m_e c^4 \kappa}{\pi^2 \hbar^3} \int_0^\infty \omega_c \frac{\omega_0}{e^{\omega_0/T} - 1} \times \int_{-1}^1 \frac{d \cos \theta}{2} (1 - \cos \theta) \sigma(b_0),$$

for the scattering at a fixed interaction angle and for the angle-averaged interactions, respectively. Here, $\sigma$ is the Lorentz-invariant cross section for Compton scattering (see, e.g., Berestetskii et al. 1971):

$$\sigma(x) = \frac{2 \pi r_0^2}{x} \left[ \left( 1 - \frac{4}{x} - \frac{8}{x^2} \right) \log(1 + x) + \frac{1}{2} + \frac{8}{x} - \frac{1}{2(1 + x)^2} \right].$$
For the case of a fixed scattering angle, the interaction rate can be expanded as

\[
\dot{N}_{\text{ani}} = \frac{r_0^2 m_\nu^3 c^4 \kappa}{4\pi h^3 E^3 (1 - \cos \theta)^2} \times \int_0^\infty db_0 \frac{b_0}{e^{b_0/t_0} - 1} \left[ \left( \frac{1}{b_0} - \frac{8}{b_0^2} \right) \log(1 + b_0) + \frac{1}{2} + \frac{8}{b_0} - \frac{1}{2(1 + b_0^2)} \right] \approx \frac{2r_0^2 m_\nu^3 c^4 \kappa T^2}{\pi h^3 E} F_{n,\text{ani}}(t_0).
\]

(46)

The integral term in Equation (46) has the following asymptotic behavior:\footnote{Here, \(\zeta\) denotes the Riemann Zeta function.}

\[
F_{n,\text{ani}}(u) = \begin{cases} 
\frac{3}{2} \zeta(3) u = 1.6 u, & u \ll 1, \\
\frac{3}{12} \log(u) = 0.822 \log(u), & u \gg 1,
\end{cases}
\]

(47)

therefore in the zeroth-order approximations this function can be presented in the form:

\[
G_{n,\text{ani}}^{(0)}(u) = 0.822 \log(1 + 1.95u).
\]

(48)

Like in the previous cases, one can improve this approximate formula by the correction function given in Equation (20). In Figure 8, we show \(G_{n,\text{ani}}^{(0)}(u) \times g(u)\) for the following parameter values:

\[
\alpha_{n,\text{ani}} = 0.885, \quad \alpha_{n,\text{ani}} = 1.05, \quad \beta_{n,\text{ani}} = 1.213, \quad b_{n,\text{ani}} = 2.46.
\]

(49)

It can be seen that this approximation provides a precision at the level of 1%.

If the photon field is isotropic, the interaction rate can be expressed as

\[
\dot{N}_{\text{iso}} = \frac{r_0^2 m_\nu^3 c^4 \kappa}{16\pi h^3 E^3} \frac{1}{e^{b_0/t_0} - 1} \int_0^b dx \left[ \left( \frac{4}{x^2} - \frac{8}{x^3} \right) \log(1 + x) + \frac{1}{2} + \frac{8}{x} - \frac{1}{2(1 + x^2)} \right] \approx \frac{2r_0^2 m_\nu^3 c^4 \kappa T^2}{\pi h^3 E} F_{n,\text{iso}}(t_0).
\]

(50)

Here, the integral term has properties similar to those of Equation (47):

\[
F_{n,\text{iso}}(u) = \begin{cases} 
\frac{3}{2} \zeta(3) u = 0.801 u, & u \ll 1, \\
\frac{3}{12} \log(u) = 0.822 u, & u \gg 1,
\end{cases}
\]

(51)

Thus, in the zeroth-order approximation, this function can be presented as

\[
G_{n,\text{iso}}^{(0)}(u) = 0.822 \log(1 + 0.97u).
\]

(52)

This approximation provides relatively poor precision (at the level of <30%). However, adopting the correction function given in Equation (20), one achieves a much higher precision (better than 1%; see Figure 8) with the following set of parameters:

\[
\alpha_{n,\text{iso}} = 0.88, \quad \alpha_{n,\text{iso}} = 0.829, \quad \beta_{n,\text{iso}} = 1.135, \quad b_{n,\text{iso}} = 1.27.
\]

(53)

Combining Equations (32), (43) and (44) one can determine the temperature dependence of the emitted photon mean energy:

\[
\tilde{\varepsilon}_{\text{ani}} = \frac{1}{E} \frac{\dot{E}_{\text{ani/iso}}}{\dot{N}_{\text{ani/iso}}} = \frac{F_{n,\text{ani/iso}}(u)}{F_{n,\text{ani/iso}}(u)}.
\]

(54)

In the case of a mono-directional photon field, the argument of the function in the above equation is \(u = 2ET(1 - \cos \theta)\); in the case of an isotropic photon field, the argument is \(u = 4ET\).

Obviously, the approximate formulae found for the functions \(F_{n,\text{ani}}, F_{n,\text{iso}}\), \(F_{n,\text{ani}}\) and \(F_{n,\text{iso}}\) (see Equations (35), (38), (48), (49), (52), (53)) allow for the derivation of high-precision analytical formulae for \(\tilde{\varepsilon}\). However, the one-parameter freedom in Equations (35) and (38) allows for a significant simplification of the expressions. Namely, in the case of a mono-directional photon field, the mean energy can be approximated as

\[
\tilde{\varepsilon}_{\text{ani}} = \frac{G_{n,\text{ani}}^{(0)}}{G_{n,\text{ani}}^{(0)}}
\]

(55)

with \(c_{\varepsilon,\text{ani}} \approx 4.26\) in \(G_{n,\text{ani}}^{(0)}\) that minimizes the deviation of the approximation function from the precise expression. As seen in Figure 9, the error remains below 3%. Rounding the coefficients to one non-zero digit (i.e., keeping the precision at the level of 10%), one obtains:

\[
\tilde{\varepsilon}_{\text{ani}} = \frac{t_0}{t_0 + 0.2} \log(1 + t_0/2).
\]

(56)

Similarly, for the case of an isotropic photon field, the approximated formula for the fraction of the mean energy,

\[
\tilde{\varepsilon}_{\text{iso}} = \frac{G_{n,\text{iso}}^{(0)}}{G_{n,\text{iso}}^{(0)}}
\]

(57)
results in a 5% precision (see Figure 9) for the value of $c_{\text{ph}, \text{iso}} = 2.9$ in $G_{\text{ph}, \text{iso}}$. Rounding the coefficients to one non-zero digit, one obtains

$$z_{\text{iso}} = \frac{t}{t + 0.3} \log(1 + t/4).$$

(58)

The mean photon energy characterizes the typical energy band of upscattered photons in which an electron loses its energy via the IC process. Note that in many cases the inverse problem is more common, i.e., a reconstruction of the electron energy from the target photons. In other words, one needs to solve the transcendental Equation (58) (or Equation (56)), to obtain $t$ (or, respectively, $t_0$) as a function of $\omega$ and $T$. Using Equations (56) and (58), one can derive the following approximate solution:

$$t_{0/\text{iso}} = \frac{v^{1/2}(1 + 2v^{1/2})}{2} \sqrt{\frac{\log(1 + v^{1/2})}{\log(1 + v^{1/2}/V_0)}},$$

(59)

which allows one to obtain the lepton energy with <10% precision over the entire range of parameters. One should adopt $V_0 = 3$ and $v = 2\delta T(1 - \cos \theta)$ for the case of a mono-directional photon field and $V_0 = 4$ and $v = 4\delta T$ for an isotropic distribution of photons.

5. IMPACT OF RELATIVISTIC MOTION

The formulae presented in the previous sections correspond to the reference system, where the source of photons is at rest (we refer to this system as $K$). Since the particle distribution can be always transformed to this coordinate system, these formulae can, in principle, cover all the required calculations. However, under certain conditions it is more convenient to perform calculations in another coordinate system, $K'$ (the physical quantities measured in this system are marked with prime, i.e., $\omega'_0$). In the case that the target photons are mono-directional in the reference frame $K$ (in the relevant region of space), the transformation of the obtained formulae is straightforward. Indeed, in this case, the photon distribution function in the six-dimensional momentum-coordinate phase space ($dN = \rho d^3p d^3r$) has the following form:

$$\rho(p, r) = \delta(n_p - n_0) \frac{c}{p^2} n_{\text{ph}}(\omega_0).$$

(60)

where $n_p = p/p$, $\omega_0 = cp$, and $n_0$ is the unit vector corresponding to the direction of photons in the system $K$. Function $n_{\text{ph}}$ corresponds to the energy distribution of the target photons, i.e., $dN_{\text{ph}} = n_{\text{ph}}d\omega_0$, and in the system $K$ is Planckian. The function $\rho$ is a Lorentz invariant (see, e.g., Landau & Lifshitz 1975), i.e., $\rho(p, r) = \rho'(p', r')$, and it can be shown that, in this specific case, the function $n_{\text{ph}}$ is an invariant as well:

$$n'_{\text{ph}}(\omega'_0) = n_{\text{ph}}(\omega_0).$$

(61)

Here, target photon energies $\omega_0$ and $\omega'_0$ are related via the Lorentz transformation: $\omega_0 = D_\omega \omega'_0$, where $D_\omega = [\Gamma(1 - (v_0/c) \cos \chi)]^{-1}$ is the Doppler factor between the source of blackbody photons (reference system $K$) and the gamma-ray production region (reference system $K'$) moving with relative velocity $v_0$, which makes an angle $\chi$ to the photon momentum (the variable $\Gamma = (1 - (v_0/c)^2)^{-1/2}$ denotes the bulk Lorentz factor). Since the function $n_{\text{ph}}(\omega_0)$ in Equation (61) is determined by Equation (4), one can see that in the moving coordinate system $K'$ the Planckian distribution of photons is preserved, but the temperature of the photon field is corrected for the bulk motion:

$$T' = D_T^{-1} T,$$

(62)

and an additional dilution factor is applied:

$$\kappa' = D_\kappa^2.$$  

(63)

Equations (62) and (63) allow for a generalization of the formulae obtained in the previous sections for the case of a mono-directional photon field to a moving system $K'$. As it follows from their derivations, Equations (60) and (61) do not account for the relativistic effects related to the transformation of the IC emission from the source frame to the observer frame (for details, see, e.g., Rybicki & Lightman 1979; Jester 2008). Also, we note that the interaction angle, $\theta$, should be transformed to the system $K'$. The transformation of the interaction angle can be readily obtained by considering the scalar product of the four-momenta of the electron and the target photon (i.e., a Lorentz invariant quantity). Finally, in the case when the emitting particles are isotropized in the reference frame $K'$, the energy loss rate is described by Equation (36) with corrections imposed by Equations (62) and (63).

We leave as beyond the scope of this paper the transformation of a photon field isotropic in the system $K$ to the moving system $K'$. If looked at from the system $K'$, such a photon field is not an isotropic field, therefore the basic equation (Equation (3)) is not applicable for the description of the IC scattering process. If the bulk Lorentz factor is large, $\Gamma \gg 1$, the photon field in the $K'$ system appears to be nearly mono-directional, with photons moving against the bulk velocity. However, the energy distribution of the photons in this case deviates significantly from the Planckian distribution. We note, however, that in the case of an isotropic photon field, the distribution of electrons can be transformed to the system $K$ and the formulae obtained for the spectrum can be used.
6. COMPARISON WITH OTHER APPROACHES

In order to simplify calculations, one may try to replace the relatively narrow Planckian distribution by the δ function, or alternatively, use a simplified description of the cross section, e.g., the Heaviside step function (Petruk 2009). For the sake of brevity, in what follows, we discuss the δ-functional approximation for a mono-directional target photon field and the step function approximation of Petruk (2009) for the scattering off an isotropic photon field.

The δ-functional approximation for target photons assumes the following photon field:

\[
\frac{dN_{\text{ph}}}{d\omega} \simeq n_\text{s}\delta(\omega_0 - \omega_\text{s}). \tag{64}
\]

It is easy to be convinced that for \(n_\text{s} = (2\xi(3)\mu_0^2c^3\kappa T^3)/(\pi^2\hbar^3)\) and \(\omega_\text{s} = \pi^4/(30\xi(3)) T \simeq 2.7 T\) one can reproduce correctly both the number and energy densities of the Planckian photon field. However, to a certain extent, the choice of these parameters is arbitrary.

The substitution of Equation (64) into Equation (7) results in the following expression:

\[
\frac{dN_{\text{ani}}}{d\omega dt} = \frac{2\kappa^3 c^3 k T^2}{\pi \hbar E^2} \left[ \frac{z^2}{2(1-z)} G_{1,\delta}(x_0) + G_{2,\delta}(x_0) \right], \tag{65}
\]

where

\[
G_{1,\delta}(x_0) = \frac{n_\text{s}\hbar^3 \pi^2}{\kappa T^2 \omega_\text{s} m_\text{e}^3 c^3} \Theta \left( \frac{\omega_\text{s}}{T} - x_0 \right) \tag{66}
\]

and

\[
G_{2,\delta}(x_0) = \frac{n_\text{s}\hbar^3 \pi^2}{\kappa T^2 \omega_\text{s} m_\text{e}^3 c^3} \Theta \left( \frac{\omega_\text{s}}{T} - x_0 \right) \times \left( 1 - \frac{2x_0}{\omega_\text{s}/T} + \frac{2x_0^2}{(\omega_\text{s}/T)^2} \right). \tag{67}
\]

Here, \(\Theta(x_0)\) is the Heaviside step function.

The comparison of Equations (66) and (12) and Equations (67) and (13) allows us to estimate the errors introduced by the δ-functional approximation: (1) the lower energy part of the spectrum \((x_0 \ll 1)\) can be reproduced quite well if the selected parameters satisfy the condition \(n_\text{s}/(T^2 \omega_\text{s}) = km_\text{e}^3 c^3/(6\hbar^3)\) and (2) the accuracy declines significantly for the high-energy part \((x_0 \gtrsim 1)\). The δ function imposes an artificial cutoff at \(x_0 = \omega_\text{s}/T\). Also, the accuracy close to the cutoff appears to be quite poor. For example, the accuracy of the term \(G_{1,\delta}\) can be estimated as \(G_{1,\delta}/G_{1,0}\), which gives a factor of three error for \(x_0 = 2\) (assuming that \(\omega_\text{s}/T > 2\), as commonly adopted).

Similarly, it can be shown that for the cross section averaged over the interaction angle, the δ-functional approximation gives a similar precision. This means that although a practical realization of the δ-functional approximation is characterized by a similar complexity as the approach suggested in this paper, the accuracy provided by the δ-functional approximation is very poor, especially in the Klein–Nishina regime.

A more complicated approach has been suggested by Petruk (2009) for the case of the cross section averaged over the interaction angle. In this approach, the IC cross section was approximated by a step function and integrated over the Planckian photon distribution. This approximation can be expressed as

\[
\frac{dN_{\text{iso}}}{d\omega dt} = \frac{2\kappa^3 c^3 k T^2}{\pi \hbar E^2} \left[ \frac{z^2}{2(1-z)} G_{3,\delta}(x_0) + G_{4,\delta}(x_0) \right], \tag{68}
\]

where

\[
G_{3,\delta}(x_0) = \frac{\pi^2}{6} e^{-\delta x_0 - \frac{2}{3} \delta^3} \tag{69}
\]

and

\[
G_{4,\delta}(x_0) = \frac{\pi^2}{6} e^{-\delta x_0 - \frac{2}{3} \delta^3}. \tag{70}
\]

In Figure 10, we compare the approximation of Petruk (2009) with precise numerical calculations and arrive at a conclusion, similar to the statement of Zdziarski & Pjanka (2013), that for certain parameters this approximation cannot guarantee a precision better than \(\sim 50\%\) (we note that Petruk 2009, did not approximate the cross section in the region of the exponential tail, i.e., for \(x_0 \gtrsim 1\)).

Finally, Zdziarski & Pjanka (2013) suggested an analytical method to describe Equations (2) and (3) based on the truncation of series, which describe the functions \(f_{-1}\) and \(f_{in}\). In Figure 11,
we compare precise numerical calculations for the approximated values, $G_{3,z}$ and $G_{4,z}$, that were obtained by substitution of Equations (7), (8), (14), and (28) from Zdziarski & Pjanka (2013) (the value of $N = 3$, as suggested by the authors, was adopted) into Equations (15) and (16). Since Zdziarski & Pjanka (2013) obtained analytical expressions for the functions $f_{+1}$ and $f_0$, the function $G_{3,z}$ is strictly equal to $F_1$, which can be seen in Figure 11. The accuracy provided by the function $G_{4,z}$ is very high, at the level of 0.3% (see Figure 11). The approach by Zdziarski & Pjanka (2013) can provide an arbitrary precision (simply by increasing the number of preserved terms in the series), however, in our view, it also contains a certain shortcoming. Namely, this approach implies the usage of special functions (dilogarithm and exponential integral), which may limit practical usage.

Another important difference of our approach is that while in other studies one provides an approximate description for the cross section, we suggest an approach for a common description of all the relevant processes of IC scattering on the blackbody photons: scattering rates, energy losses, cross sections, and mean photon energy. Also, all of the approximations use the same type of correction function, Equation (20).

### 7. SUMMARY

In this paper, we suggest simple analytical presentations for calculations of different characteristics (differential spectra, interaction rates, and energy losses) of the IC scattering of relativistic electrons in a radiation field that is described by the Planckian distribution. Two different types of angular distribu-

### Table 1

| Function Used in Equations | Approximated Description | Fit Parameters Values | Precision | Figure |
|----------------------------|--------------------------|-----------------------|-----------|--------|
| $F_1$ Equation (11) $G_{1}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 10\%$ | Figures 1 and 2 |
| $F_1$ Equation (11) $G_{1}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 10\%$ | Figures 1 and 2 |
| $F_2$ Equation (11) $G_{2}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 50\%$ | Figures 1 and 3 |
| $F_2$ Equation (11) $G_{2}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 1\%$ | Figures 1 and 3 |
| $F_3$ Equation (14) $G_{3}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 3\%$ | Figures 4 and 5 |
| $F_3$ Equation (14) $G_{3}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 1\%$ | Figures 4 and 5 |
| $F_4$ Equation (14) $G_{4}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 1\%$ | Figures 4 and 6 |
| $F_4$ Equation (14) $G_{4}^{(0)} = \frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | $\frac{z}{t^2} \cdot x_0 \cdot e^{-x_0}$ | ... | ... | ... | ... | $\sim 1\%$ | Figures 4 and 6 |

### Notes
- A typical parameterization consists of a zeroth-order approximation function, $G^{(0)}$, multiplied by the correction factor $g$. The zeroth-order approximation depends on the variable, which is listed in the fourth column of the table, and, in some cases, on the parameter $c$. The correction factor is given by Equation (20) and depends on the same variable as the zeroth-order approximation and four parameters ($a$, $b$, $b$, and $\beta$).
tion of the target radiation field, namely, mono-directional and isotropic distributions, have been considered.

The obtained parameterizations are characterized by a high precision, of the order of 1%, and cover the entire parameter space, allowing for an accurate description of the IC scattering in the Thomson and Klein–Nishina limits, as well as in the transition region. The derived formulae preserve the precise asymptotic behavior and have similar structures, which simplifies their practical usage (see Table 1).

The main objective of the obtained approximate analytical presentations is the fast, but convenient and accurate, calculations of characteristics of the upscattered IC emission in radiation fields described by a Planckian distribution. At the same time, the simple forms of these parameterizations allow for the derivation of some useful relations. In particular, we propose simple formulae which, for the given temperature of target photons, relate the mean energy of the electrons and upscattered photons.
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