Composition dependence of radiation induced patterns in non miscible alloys
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We present a theoretical approach exhaustively predicting the variety of steady-state shapes emerging under irradiation in thermodynamically unstable binary mixtures. We show that stripes or honeycomb structures are controlled not only by the two classical irradiation parameters: the irradiation flux and the temperature, but also by the nominal composition of the mixture. A rationale is thereby established for the results found in the literature. Moreover, the present developments lead to a simple methodology for predicting irradiation patterning without solving any evolution equation. It is foreseen, that this hands-on method will allow preparing materials with desired properties stemming from metastable irradiation microstructures produced on demand.

In this work, we show that steady-state shapes emerging under irradiation in thermodynamically unstable binary mixtures can be exhaustively predicted by a mean-field analytic approach without explicitly solving the evolution equation and that the main parameters controlling the microstructure are, the irradiation flux, \( \phi \), the temperature, \( T \), and the nominal composition of the mixture \( \eta \). Beneficial effects of this twofold achievement are (i) the rational classification of results existing in the literature within a generic phase diagram revealing the link between steady-states and the above listed control parameters and (ii) the setup of a practical method for predicting the steady-state microstructures forming under irradiation in any decomposing binary mixture provided the triplet of values \((\tau, \phi, T)\) is specified. Thereby credit is given to the perspective of preparing materials with the desired properties via irradiation-driven tailoring of their microstructures.

In the following, a succinct description is first given of the theoretical framework underlying this work, followed by the presentation of the additional developments we have made leading to the main findings summarized above. For the illustration purpose, the developed practical method has been applied to a random solid solution, \( Ag_{0.30}Cu_{0.61} \), evolving under a flux, \( \phi = 6 \times 10^{12} cm^{-2}s^{-1} \), of 1 MeV Kr ions at \( T=440 \) K and numerically modelled in two dimensions (2D) for the sake of simplicity. Finally, the results are discussed and briefly compared to these found in the literature.

The time evolution of a decomposing binary mixture under irradiation additively combines the re-distribution of species via thermal diffusion enhanced by radiation-induced mobile point defects with average mobility, \( \Gamma_{th}(T, \phi) \), and atom relocation triggered by ballistic collisions between incident ions and the matrix yielding the mobility, \( \Gamma_{irr}(\phi) \). At the mesoscale, the local composition \( c(r, t) \) of one species \( A \) of the alloy, is usually described by the conserved order parameter \( \eta(r, t) = c(r, t) - c_0 \), where, \( c_0 \) is the composition of species \( A \) at the critical temperature\(^6\).

Focusing on the low temperature range, thus neglecting noise effects, the thermal evolution of the decomposing mixture is given by\(^4\):

\[
\frac{\partial \eta(r, t)}{\partial t} \bigg|_{th} = \Gamma_{th}(T, \phi) \nabla^2 \frac{\delta F[\eta]}{\delta \eta}
\]

where \( F[\eta] = \int f(\eta(r, t))dr \) represents the free energy and determines the chemical affinity of species in the mixture. In this expression, the free energy density \( f(\eta(r, t)) \) is represented by a Landau fourth order expansion \( \frac{\delta^2 F[\eta]}{\delta \eta^2} \eta(r, t)^2 + \frac{\delta^2 F[\eta]}{\delta \eta^4} \eta(r, t)^4 \) appropriately describing first-order transformations (negative value of \( a_3 \)) such the spinodal decomposition of mixtures, of central interest in this work\(^5,9\). Spatial heterogeneity of \( \eta(r, t) \) is represented by adding to \( F[\eta] \) the Ginzburg term, \( \int \kappa |\nabla \eta(r, t)|^2 d\mathbf{r} \) where \( \kappa > 0 \) relates to the energetic cost of interfaces forming between separating phases\(^8\).

On the other hand, displacements of atoms induced by ballistic mixing under irradiation are modelled via\(^10,11\):

\[
\frac{\partial \eta(r, t)}{\partial t} = \Gamma_{irr}(\phi) \left( \int p_R(r-r')\eta(r', t)dr' - \eta(r', t) \right)
\]

with, \( p_R(r) \), the probability density of atom relocation in displacement cascades and \( R \) the mean free path of relocated atoms\(^3,4\). Considering the functional, \( \mathcal{L}[\eta] = F[\eta] + \frac{1}{2}G[^{\eta}(\phi, T)] \) where the kinetic enhancement factor, \( \Delta(\phi, T) = \frac{\Gamma_{irr}(\phi)}{\Gamma_{th}(\phi, T)} \), and \( G[^{\eta}(\phi, T)] = \int \int \eta(r, t)g(\mathbf{r} - \mathbf{r'}')\eta(r', t)d\mathbf{r}d\mathbf{r}' \) with \( \nabla^2 g = p_R - \delta^{3,12} \), the global evolution of the mixture is conveniently described by\(^3,12\):

\[
\frac{\partial \eta(r, t)}{\partial t} \bigg|_{tot} = \Gamma_{th}(T, \phi) \nabla^2 \left( \frac{\partial \mathcal{L}[\eta(r, t)]}{\partial \eta(r, t)} \right)
\]
Eq. (3) governs the evolution of the microstructure. Computing $\eta$ in large systems, the first and the third space derivatives of $\eta$ vanish at the system boundaries. The always positiveness and monotonous time decreasing of $\Delta$ insures that $\mathcal{L}[\eta]$ is a Lyapounov functional representing the effective free energy of the system. Thus, minima of $\mathcal{L}[\eta]$ correspond to all steady states solutions of Eq. (3). For a decomposing under irradiation binary solution, these can be classified in a pseudo phase diagram spanned by, $R$ and $\Delta$, the species relocation and the kinetic enhancement factors respectively, as is shown in Fig. 1. However, at this stage, in the patterning domain (hatched zone in Fig. 1), specific information about the symmetry elements and the distribution in space of emerging phases as well as their composition is not available, whereas it is intuitively foreseen that the nominal composition of the solution, $\overline{c}$, should be the selection factor determining the kind of emerging patterns.

The main objective of the present work is to establish a link between $\overline{c}$, the composition and the symmetry elements of the spatial distribution of irradiation patterns, proving thereby that Fig. 1 represents a 2D projection of the complete 3D phase diagram including as third axis the nominal composition of the mixture.

For estimating this last, it is first worth remarking that in the long-time limit, the structure factor $S(k, t)$ of the evolving patterns is sharply peaked at the wave vector with modulus $k_0$ minimizing $\mathcal{L}$, whereas its width evolves with time as, $t^{-\frac{1}{2}}$. Therefore, the long-time limit of, $D(k) = S(k, \infty)^{-1}$, is reasonably approximated by the following second-order expansion:

$$D(k) \approx S^{-1}(k_0) - \frac{S''(k_0)}{8k_0^2 S(k_0)}(k^2 - k_0^2)^2$$

$$\approx D(k_0) + \frac{D''(k_0)}{8k_0^2}(k^2 - k_0^2)^2$$

with $D''(k_0)$ the second derivative of $D(k)$ at $k_0$. As $k_0$ is a maximum of $S$, $D''(k_0)$ is always positive.

The second step consists in re-writing Eq. (3) in reduced units scaling space and time, $l_0 = \sqrt{\frac{4a_0}{\alpha_0}}$ and $t_0 = \frac{1}{\sqrt{a_0 r_0}}$, with $\alpha = \frac{q_+ - q_-}{2}$ and $\eta_{\pm}$, the phase compositions minimizing the homogeneous free-energy density. The Lyapounov functional, $\mathcal{L}$, expression in reduced variables, $r' = \frac{r}{t_0}$, $t' = \frac{t}{t_0}$ and $\eta'(r, t) = \eta(\frac{r}{t_0}, \frac{t}{t_0})$, is:

$$\mathcal{L}_{SH}[\eta'] = \frac{1}{2} \int \eta'(r_1, t') \left[D(k_0) + \frac{D''(k_0)}{8k_0^2}(\nabla^2 + k_0^2)^2\right]$$

$$\eta'(r_2', t')dr_1'dr_2' + \int \eta(r_1', t')dr_1'$$

One recognizes in $\mathcal{L}_{SH}$, the Swift-Hohenberg (SH) functional, extensively employed in studies of nonequilibrium systems\textsuperscript{15-17}, with standard form given by:

$$\mathcal{L}_{SH}[\psi] = \frac{1}{2} \int \psi(r_1) \left[ -\epsilon + (1 + \nabla^2)^2 \right] \psi(r_2) dr_1 dr_2$$

$$+ \int \frac{\psi(r_1)^4}{4} dr_1$$

where $r_i = k_0 r_i'$, $\mathcal{L}_{SH} = \mathcal{L}_{SH}' \sqrt{\frac{8}{D''(k_0)k_0}}$ and $\psi = \eta' \sqrt{\frac{8}{D''(k_0)k_0}}$. One can write the $\epsilon$ parameter as a function of $\Delta$ and $R$ as: $\epsilon(R, \Delta) = \frac{R^2 \sqrt{\Delta^2 + \Delta (\Delta - 1) - 1 - R^2}}{(\sqrt{(\Delta^2 + \Delta (\Delta - 1) - 1)} )^2}$.

In the patterning regime, $\Delta$ values range from $\Delta_{\text{min}}$ to $\Delta_{\text{max}}$ given by:\textsuperscript{4}

$$\Delta_{\text{min}} = R^{-4}$$

$$\Delta_{\text{max}} = \left( \frac{1 + R^2}{2R^2} \right)^2$$

thus implying that, $\epsilon$, is always positive, whereas the minima of $\mathcal{L}_{SH}$, defining the phase compositions at the steady state, are functions of the reduced nominal composition of the mixture, $\psi$.

This is the pivotal result of the present work reducing the irradiation problem into the standard case of the (SH) representation of dynamical systems. As a direct consequence, morphology and composition of the emerging patterns are directly related to the nominal composition $\psi$ and the $\epsilon(R, \Delta)$ parameter.

For the illustration purpose, a 2D case-study is treated here, whereas the 3D extension of this analysis is straightforward. By following the methodology given...
in the minima of $L_{SH}$ are classified for this conservative case in the "phase diagram" displayed in Fig. 2, thus considerably improving the incomplete representation of Fig. 1.

In the patterning domain, only three distinct steady-states exist with space distribution of phases that can be identified in the small $\epsilon$ limit (one mode approximation):\(^{15,17,18}\):

- a uniform microstructure with $\psi(r) = \overline{\psi}$ (graph 6 in Fig. 2).
- a labyrinthine microstructure with composition fluctuations, $\psi(r) = \overline{\psi} + A_s \cos(\mathbf{k} \cdot \mathbf{r})$ and wave vectors, $\mathbf{k} = k_0 \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $\mathbf{k} = k_0 \begin{pmatrix} 0 \\ 1 \end{pmatrix}$ (graph 1 in Fig. 2).
- a honeycomb structure with composition fluctuations $\psi(r) = \overline{\psi} + A_h \sum_{j=1}^3 e^{2\pi j \mathbf{k}_j \cdot \mathbf{r}} + \text{c.c.}$ and wave vectors, $\mathbf{k}_1 = k_0 \begin{pmatrix} 1 \\ 0 \end{pmatrix}$, $\mathbf{k}_2 = k_0 \begin{pmatrix} -1/2 \\ \sqrt{3}/2 \end{pmatrix}$ and $\mathbf{k}_3 = k_0 \begin{pmatrix} -1/2 \\ -\sqrt{3}/2 \end{pmatrix}$ (graph 3 in Fig. 2).
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**FIG. 2.** A-dimensional phase diagram function of the nominal composition, $\overline{\psi}$ and the $\epsilon$ parameter. Solid lines represent the limits between different morphology and hatched areas are associated with phase-coexistence domains. Displayed 2D simulated microstructures (Eq. (3), black for $\eta > 0$, white for $\eta < 0$) for domain size, $L=200$ (reduced units). Values of $\Delta = 0.2$ and $R = 3$ correspond to constant $\epsilon = 0.86$. From top-left to bottom-right, 1: $\overline{\psi} = 0.2$, 2: $\overline{\psi} = 0.2$, 3: $\overline{\psi} = 0.35$, 4: $\overline{\psi} = 0.5$, 5: $\overline{\psi} = 0.65$, 5: $\overline{\psi} = 0.7$.

As expected, the formation of different microstructures is controlled by the value of $\overline{\psi}$: labyrinthine lamellar stripes at low $|\overline{\psi}|$, a honeycomb structure of spherical precipitates for intermediate $|\overline{\psi}|$ values and a homogeneous solid solution at large $|\overline{\psi}|$ values. Moreover, phase-coexistence domains form (hatched areas in fig. 2), combining two different pattern morphologies (graphs 2, 4 and 5 in fig. 2). It is worth noting that solving numerically Eq. (3) yields identical results, thus confirming the validity of the approximations made in deriving the $L_{SH}$ functional.

In parallel to the identification of microstructures, the minimization of $L_{SH}[\psi]$, provides at the same time the stationary values of the species concentrations specific to each steady-state: $A_s = \frac{4}{3} \sqrt{3} \epsilon - 9 \overline{\psi}^2$ and $k_0 = 1$ for stripes, $A_h = \frac{4}{3} \overline{\psi} + \sqrt{15 \epsilon - 30 \overline{\psi}^2}$ and $k_0 = \sqrt{4}$ for honeycomb-like patterns. These expressions are explicit functions of the irradiation flux, $\phi$, of the temperature, $T$ and of the nominal composition, $\overline{\psi}$, yielding the solubility limits (maximum values of $|\psi(r)|$). In Fig. 3 these limits are represented as a function of $\Delta$ (full red lines) and reveal remarkably close to the solubility values obtained by solving numerically Eq. (3) (full squares). Interestingly, the agreement between the two series of data is better in the region labeled II in this figure, where holds the relation, $\epsilon(R, \Delta) < 1$. As expected, with increasing $\epsilon$ (decreasing $\Delta$), the overlap between the corresponding data-sets is not perfect since there, the one-mode approximation fails.

As a byproduct of the above results, a PRactical method emerges for studying Irradiated Micro-structures (PRIM), with the power to predict the composition and the symmetry elements of phases without solving explicitly Eq. (3). The method consists in three steps: (i) identifying the set of parameters of the free-energy density, $a_2, a_3, a_4$, such as to reproduce the experimental phase diagram and the interfacial stiffness coefficient, $\kappa$, from experiments or via MD and Monte-Carlo (MC) simulations, (ii) estimating the kinetic enhancement factor, $\Delta$, from knowledge of the thermal mobility and of the relocation distance of species $R$ and (iii) locating in the a-dimensional phase diagram of Fig. 2 the steady-state patterns and computing the phase compositions, from the reduced values of $\epsilon$ and $\overline{\psi}$, obtained in the preceding two steps.

![Fig. 3.](image)

**FIG. 3.** Comparison of the solubility limits $A_s$ and $A_h$ (full red line) extracted from minimization of Eq. (3) and from direct numerical simulations (black squares) for honeycomb (left, $\overline{\psi} = 0.25$) and labyrinthine (right, $\overline{\psi} = 0$) structures for $R = 3$. The dashed line ($\epsilon = 1$), represent the limitation of the one-mode approximation (I: $\epsilon > 1$, II: $\epsilon < 1$).
neous Ag-Cu mixture ($\tau_{Ag} = 0.39$) irradiated by 1 MeV Kr ions at flux value, $\phi = 6 \times 10^{12} \text{cm}^{-2} \text{s}^{-1}$ at $T = 440K$. The free-energy density parameters, $a_2$, $a_3$, $a_4$, have been determined as indicated above in (i) and are further detailed in\(^6\), whereas the interfacial stiffness coefficient, $\kappa$, has been estimated by fitting on to the grand-canonical MC prediction of the species composition profiles across Ag/Cu (100) semi-coherent interfaces the predictions via Eq. (1) including the Ginzburg term\(^5\). The kinetic enhancement factor has been extracted from MD simulations and experimental thermal mobility values\(^6,11,19\). Therefrom, the values are obtained, $R = 3$, $\Delta = 0.2$, leading to $\epsilon = 0.86$ and $\psi = 0$, which correspond to the 2D steady-state pattern shown in the left-hand side of Fig. 4 according to the a-dimensional phase diagram in Fig. 2. Worth noting, the associated 2D structure factor is sharply peaked as expected (right-hand side, bottom of Fig. 4). The same steady-state microstructure is also predicted for the equimolar Ag/Cu mixture studied by Enrique et al.\(^19\) for which, $\psi \neq 0$ (Fig. 4).

Modelling the effects of binary mixtures submitted to irradiation and predicting the steady-state patterns thereby produced has been the subject of several contributions in recent years. Among these, Martin\(^20\) has proposed a theoretical analysis that led to the concept of ‘effective temperature’ according which irradiation acts simply as an excess temperature enhancing the evolution of the mixture and producing dynamical steady-states. However, this analysis has revealed unable predicting the ordered steady-state patterns the present work shows triggered by the irradiation\(^8,4\). Subsequent contributions to the subject\(^19\) have not identified the crucial role of the nominal composition of the mixture in determining the multiplicity of steady-state irradiation patterns and the corresponding compositions of phases that the present work has firmly established.

In summary, the present work shows that irradiation phase diagrams should be drawn in the three-dimensional space spanned by the nominal composition of the considered mixture, the relocation average distance of species and the kinetic enhancement factor combining thermal and irradiation triggered mobilities. The theoretical developments presented here allow for predicting irradiation patterns and phases compositions via an a-dimensional phase diagram conveniently integrated within an operational method (PRIM), bypassing the need of solving the evolution equations for the case of interest. Applying the PRIM method in experimental studies, would facilitate identifying the characteristic features of irradiation microstructures, which might constitute a decisive contribution in this area crucially lacking of experimental support.

Ongoing and future work focus respectively on experimental investigations of mixtures decomposing in presence of irradiation with ions and on investigation of the relative stability of irradiation-triggered steady states (noise effects)\(^21\).

We thank A. Forestier and N. Ofori-Opoku for helpful remarks.
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**FIG. 4.** Random $A_{0.39}C_{0.61}$ mixture ($\psi = 0$), before (top) and after (bottom) irradiation with 1 MeV Kr ions at flux $\phi = 6 \times 10^{12} \text{cm}^{-2} \text{s}^{-1}$ ($R = 3$ and $\Delta = 0.2$). Initial and steady state 2D distributions of species (left-hand side) and the corresponding structure factor 2D representations (right-hand side). It should be noted that in the steady state the structure factor is radially symmetric and sharply peaked around $k_0$ (white ring, bottom right image). The full line in these representations is the profile of the structure factor along the $k_x$ component of the wave vector at $k_y = 0$.
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