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Abstract Barry Simon conjectured in 2005 that the Szegő matrices, associated with Verblunsky coefficients $\{\alpha_n\}_{n \in \mathbb{Z}}$, obeying $\sum_{n=0}^{\infty} n^\gamma |\alpha_n|^2 < \infty$ for some $\gamma \in (0, 1)$, are bounded for values $z \in \partial \mathbb{D}$ outside a set of Hausdorff dimension no more than $1 - \gamma$. Three of the authors recently proved this conjecture by employing a Prüfer variable approach that is analogous to work Christian Remling did on Schrödinger operators. This paper is a companion piece that presents a simple proof of a weak version of Simon’s conjecture that is in the spirit of a proof of a different conjecture of Simon.

1 Introduction

This paper is concerned with Barry Simon’s Hausdorff dimension conjecture for orthogonal polynomials on the unit circle (OPUC).

There has been a large amount of activity studying OPUC in the past two decades, primarily due to the monographs [7, 8] by Simon, to which we refer the reader.
for general background material. In these monographs, Simon makes a number of conjectures, which are listed for the reader’s convenience in [8, Appendix D]. Our main purpose here is to prove a result related to one of these conjectures, the Hausdorff dimension conjecture; see [8, Conjecture D.3.5, p. 982].

Before stating this conjecture, let us describe the general setting of OPUC. Suppose \( \mu \) is a non-trivial (i.e., not finitely supported) probability measure on the unit circle \( \partial \mathbb{D} = \{ z \in \mathbb{C} : |z| = 1 \} \). By the non-triviality assumption, the functions \( 1, z, z^2, \cdots \) are linearly independent in the Hilbert space \( \mathcal{H} = L^2(\partial \mathbb{D}, \mu) \), and hence one can form, via the Gram-Schmidt procedure, the monic orthogonal polynomials \( \Phi_n(z) \), whose Szegő dual is defined by

\[
\Phi_n^* = z^n \Phi_n(1/z).
\]

There are constants \( \{ \alpha_n \}_{n \in \mathbb{Z}_+} \) in \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \), called the Verblunsky coefficients, so that

\[
\Phi_{n+1}(z) = z \Phi_n(z) - \overline{\alpha}_n \Phi_n^*(z), \quad \text{for } n \in \mathbb{Z}_+,
\]

which is the so-called Szegő recurrence (here and throughout the paper, \( \mathbb{Z}_+ \) denotes the set of all non-negative integers and \( \mathbb{N} \) will denote the set of positive integers). Conversely, every sequence \( \{ \alpha_n \}_{n \in \mathbb{Z}_+} \) in \( \mathbb{D} \) arises as the sequence of Verblunsky coefficients for a suitable nontrivial probability measure on \( \partial \mathbb{D} \).

If we consider instead the orthonormal polynomials

\[
\varphi_n(z) = \frac{\Phi_n(z)}{||\Phi_n(z)||_\mu},
\]

where \( || \cdot ||_\mu \) is the norm of \( \mathcal{H} \), one can verify that (1) becomes

\[
\rho_n \varphi_{n+1}(z) = z \varphi_n(z) - \overline{\alpha}_n \varphi_n^*(z), \quad \text{for } n \in \mathbb{Z}_+,
\]

where \( \rho_n = (1 - |\alpha_n|^2)^{1/2} \).

The Szegő recurrence can be written in a matrix form as follows:

\[
\begin{bmatrix}
\varphi_{n+1}(z) \\
\varphi_n^*(z)
\end{bmatrix} = \frac{1}{\rho_n} \begin{bmatrix}
z & -\overline{\alpha}_n \\
-\alpha_n z & 1
\end{bmatrix} \begin{bmatrix}
\varphi_n(z) \\
\varphi_n^*(z)
\end{bmatrix}, \quad \text{for } n \in \mathbb{Z}_+.
\]

Alternatively, one can consider a different initial condition and derive the orthogonal polynomials of the second kind, by setting \( \psi_0(z) = 1 \) and then

\[
\begin{bmatrix}
\psi_{n+1}(z) \\
-\psi_n^*(z)
\end{bmatrix} = \frac{1}{\rho_n} \begin{bmatrix}
z & -\overline{\alpha}_n \\
-\alpha_n z & 1
\end{bmatrix} \begin{bmatrix}
\psi_n(z) \\
\psi_n^*(z)
\end{bmatrix}, \quad \text{for } n \in \mathbb{Z}_+.
\]

In particular, the sequence \( \{ \psi_n(z) \}_{n \in \mathbb{Z}_+} \) is precisely the same as the first-kind polynomials for the measure \( \mu \) with Verblunsky coefficients \( \overline{\alpha}_n = -\alpha_n \); compare the discussion in [7, Section 3.2, p. 222], especially Equations (3.2.2) and (3.2.3). Define
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\[ T_n(z) = \frac{1}{2} \left[ \varphi_n(z) + \psi_n(z) \varphi_n(z) - \psi_n(z) \right] \left[ \varphi_n(z) - \psi_n(z) \varphi_n(z) + \psi_n(z) \right], \text{ for } n \in \mathbb{Z}_+. \quad (5) \]

We can now state [8, Conjecture D.3.5, p. 982]:

**Hausdorff Dimension Conjecture** Assumption that the Verblunsky coefficients obey a decay estimate of the form

\[ \sum_{n=0}^{\infty} n^{|\gamma| |\alpha_n|^2} < \infty \quad (6) \]

for some \( \gamma \in (0, 1) \), the associated Szegő matrices \( T_n(z) \) are bounded in \( n \in \mathbb{Z}_+ \) for values \( z \in \partial \mathbb{D} \) outside a set of Hausdorff dimension no more than \( 1 - \gamma \).

The primary interest in such a statement comes from the general principle that says that the singular part of \( \mu \) is supported by the set of those \( z \in \partial \mathbb{D} \) for which the associated Szegő matrices are unbounded, that is, such a result will imply that the singular part of the measure, \( \mu_{\text{sing}} \), has a support of Hausdorff dimension at most \( 1 - \gamma \). As discussed in [8], the upper bound on the Hausdorff dimension of the exceptional set of spectral parameters for which the Szegő matrices are unbounded is tight, that is, it cannot be improved.

Three of the authors recently proved Simon’s Hausdorff dimension conjecture [3]. While the proof of the full conjecture (which is inspired by work of Remling [5, 6]) is not short and somewhat technical, we show here that if one is willing to give up a factor 2, then there is a rather short proof. In other words, we will show how to quickly establish the following result:

**Theorem 1.1** Suppose that \( \mu \) is such that the associated Verblunsky coefficients satisfy (6). Then there is a set \( S \subset \partial \mathbb{D} \) of Hausdorff dimension at most \( 2(1 - \gamma) \) so that for \( z \in \partial \mathbb{D} \setminus S \),

\[ \sup_{n \geq 0} \|T_n(z)\| < \infty. \]

In particular, \( \mu_{\text{sing}} \) is supported by a set of dimension at most \( 2(1 - \gamma) \).

Of course, the theorem is only meaningful for \( \gamma \in (1/2, 1) \), so by giving up a factor of 2 in the estimate, one not only loses the tightness of the estimate, one also reduces the size of the relevant range of \( \gamma \)’s by half. Nevertheless, we feel it is still worthwhile to point out that this weaker result can be obtained via a short argument, which avoids the lengthy and intricate arguments used in [3]. This short argument is inspired by the work [2], which incidentally proves another conjecture of Simon, namely [8, Conjecture D.3.4, p. 982]. Earlier related work can be found in [4]. We will prove Theorem 1.1 in Section 2.

Let us briefly remark that one can extend Theorem 1.1 to cover the case of logarithmic divergence.

**Corollary 1.2** Suppose that \( \mu \) is such that the associated Verblunsky coefficients satisfy

\[ \sum_{n=0}^{N} n^{|\gamma| |\alpha_n|^2} \leq A(\log N)^B \quad (7) \]
for all $N \geq 2$, where $A, B > 0$, $\gamma \in (0, 1)$ are constants. Then there is a set $S \subset \partial \mathbb{D}$ of Hausdorff dimension at most $2(1 - \gamma)$ so that for $z \in \partial \mathbb{D} \setminus S$,
\[
\sup_{n \geq 0} \|T_n(z)\| < \infty.
\]
In particular, $\mu_{\text{sing}}$ is supported by a set of dimension at most $2(1 - \gamma)$.

All four of the authors of this manuscript have ties to Texas, so we are familiar with and grateful for Lance’s contributions to advancing mathematics in this state in his role at Baylor University. Many happy returns, Lance!
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**2 A Weak Version of Simon’s Hausdorff Dimension Conjecture**

**2.1 A Basic Estimate**

We start by deducing a basic consequence of the assumption (6). Define $d := 1 - \gamma$.

**Lemma 2.1** Under the assumption (6), \( \{n^{-(d/2 + \varepsilon/4)} |\alpha_n|\}_{n \in \mathbb{N}} \in \ell^1(\mathbb{N}) \) for all $\varepsilon > 0$.

**Proof** Applying the Cauchy-Schwarz inequality to dyadic blocks, for example, we see that
\[
\sum_{n=1}^{\infty} n^{-(d/2 + \varepsilon/4)} |\alpha_n| = \sum_{k=0}^{\infty} \left( \sum_{n=2^k}^{2^{k+1}-1} n^{-(d/2 + \varepsilon/4)} |\alpha_n| \right) \\
\leq \sum_{k=0}^{\infty} \left( \sum_{n=2^k}^{2^{k+1}-1} n^{-(1/2 + \varepsilon/4)} n^{\gamma/2} |\alpha_n| \right)^{1/2} \left( \sum_{n=2^k}^{2^{k+1}-1} n^{\gamma} |\alpha_n|^2 \right)^{1/2}
\]
These variables obey the following pair of equations:

\[
\Phi_n(z) = \sum_{k=0}^{\infty} 2^{-k} e^{4k} < \infty,
\]

as desired. \(\Box\)

### 2.2 Prüfer Variables

Let \(\{\alpha_n\}_{n \in \mathbb{Z}}\) be the Verblunsky coefficients of a nontrivial probability measure \(\mu\) on \(\partial \mathbb{D}\). As mentioned above, the \(\alpha\)'s give rise to a sequence \(\{\Phi_n(z)\}_{n \in \mathbb{Z}}\) of monic polynomials (via the Szegő recurrence) that are orthogonal with respect to \(\mu\). For \(\beta \in [0, 2\pi]\), we also consider the monic polynomials \(\{\Phi_n(z, \beta)\}_{n \in \mathbb{Z}}\) that are associated in the same way with the rotated Verblunsky coefficients \(\{e^{i\beta} \alpha_n\}_{n \in \mathbb{Z}}\).

Let \(\eta \in [0, 2\pi]\). Define the Prüfer variables by

\[
\Phi_n(e^{i\eta}, \beta) = R_n(\eta, \beta) \exp \left[ i(\eta + \theta_n(\eta, \beta)) \right],
\]

where \(R_n > 0, \theta_0 \in [0, 2\pi]\), and \(|\theta_{n+1} - \theta_n| < \pi/2\) (compare [8, Corollary 10.12.2]). These variables obey the following pair of equations:

\[
\frac{R_{n+1}^2(\eta, \beta)}{R_n^2(\eta, \beta)} = 1 + |\alpha_n|^2 - 2 \Re \left( \alpha_n e^{i[(n+1)\eta + \beta + 2\theta_n(\eta, \beta)]} \right),
\]

\[
e^{-i(\theta_{n+1}(\eta, \beta) - \theta_n(\eta, \beta))} = \frac{1 - \alpha_n e^{i[(n+1)\eta + \beta + 2\theta_n(\eta, \beta)]}}{\left[ 1 + |\alpha_n|^2 - 2 \Re \left( \alpha_n e^{i[(n+1)\eta + \beta + 2\theta_n(\eta, \beta)]} \right) \right]^{1/2}}.
\]

We also define \(r_n(\eta, \beta) = |\varphi_n(\eta, \beta)|\).

When \(\{\alpha_n\} \in \ell^2\),

\[
r_n(\eta, \beta) \sim R_n(\eta, \beta) \sim \exp \left( - \sum_{j=0}^{n-1} \Re \left( \alpha_j e^{i[(j+1)\eta + \beta + 2\theta_j(\eta, \beta)]} \right) \right),
\]

(We write \(f_n \sim g_n\) if there is \(C > 1\) such that \(C^{-1} g_n \leq f_n \leq C g_n\) for all \(n\).) For the Prüfer equations and (8), see [8, Theorems 10.12.1 and 10.12.3].

### 2.3 Unboundedness and Infinite Energy

In this section, we will prove that the set of \(\eta \in (0, 2\pi)\) for which the radius is unbounded has Hausdorff dimension no more than \(2d\), which is stated as follows. The overall strategy in our proof of this statement will be inspired by Damanik-Killip [4].
Proposition 2.2 Assume (6). Then the set
\[ S = \{ \eta \in [0, 2\pi) : R_n(\eta, \beta) \text{ is unbounded for some } \beta \} \]
has Hausdorff dimension no more than 2d = 2(1 - \gamma).

By (6), \( \{ \alpha_n \}_{n \in \mathbb{Z}} \in \ell^2 \). Therefore, because of (8), it suffices for our purposes to show that
\[ A(n, \eta, \beta) = \sum_{j=0}^{n-1} \alpha_j e^{i[(j+1)\eta+2\theta_j(\eta,\beta)]} \]
is a bounded function of \( n \) for all \( \beta \), provided that \( \eta \) is away from a set of Hausdorff dimension at most 2d.

Lemma 2.3 If
\[ \hat{\alpha}(\eta, n) = \lim_{N \to \infty} \sum_{j=n}^{N} \alpha_j e^{ij\eta} \]
e exists and obeys
\[ \sum_{j=1}^{\infty} |\hat{\alpha}(\eta, j)\alpha_{j-1}| < \infty, \quad (9) \]
then \( \eta \notin S \).

Proof We will show that \( A(n, \eta, \beta) \) is bounded (in \( n \)) for every \( \beta \in [0, 2\pi) \) when (9) holds. The assertion then follows from (8).

Write \( \gamma_j(\eta, \beta) = (j + 1)\eta + \beta + 2\theta_j(\eta, \beta) \). We have
\[ A(n, \eta, \beta) = \sum_{j=0}^{n-1} \hat{\alpha}(\eta, j - \hat{\alpha}(\eta, j + 1)) e^{i\gamma_j(\eta, \beta) - ij\eta} \]
\[ = \sum_{j=1}^{n-1} \hat{\alpha}(\eta, j) \left[ e^{i\gamma_j(\eta, \beta)} - e^{i\gamma_{j-1}(\eta, \beta) + \eta\eta} \right] e^{-ij\eta} + O(1). \]

Since
\[ |e^{i\gamma_j(\eta, \beta)} - e^{i\gamma_{j-1}(\eta, \beta) + \eta}| \leq |\gamma_j(\eta, \beta) - \gamma_{j-1}(\eta, \beta) - \eta| \]
\[ = 2|\theta_j(\eta, \beta) - \theta_{j-1}(\eta, \beta)| \]
\[ \leq |\alpha_{j-1}|, \]
where the first inequality follows from the mean value theorem and the last inequality follows from [8, Corollary 10.12.2] as well as the fact that \( \alpha \)'s are uniformly bounded away from 1, boundedness of \( A(n, \eta, \beta) \) follows. \( \square \)

Lemma 2.4 Let \( \nu \) be a positive measure on \([0, 2\pi)\). For each \( s \in (0, 1) \) and every measurable function \( m : [0, 2\pi) \to \mathbb{Z}_+ \),
where $E_s(\nu)$ denotes the $s$-energy of $\nu$, which is defined by

$$E_s(\nu) = \iint (1 + |x - y|^{-s}) \, d\nu(x) \, d\nu(y).$$

**Proof** This follows by slightly adjusting the calculation from [9, §XIII.11, p. 196] (see also [1, §V.5]).

**Proof (Proof of Proposition 2.2.)** We will apply the criterion of Lemma 2.3. Let us first note that by the theorem of Salem-Zygmund [9, Theorem XIII.11.3(2)] and the connection between capacity and Hausdorff measure [1, §IV.1], the series defining $\tilde{\alpha}$ converges off a set of Hausdorff dimension $d$. Therefore, we may exclude from consideration those values of $\eta$ for which $\tilde{\alpha}$ is not defined.

By Lemma 2.1, $\{n^{-(d/2+\varepsilon)/4}a_n\}_{n \in \mathbb{N}} \in \ell^1(\mathbb{N})$ for all $\varepsilon > 0$. Hence the proposition will follow from Lemma 2.3 once we prove that for all $\varepsilon > 0$, the set of $\eta$ for which $n^{(d/2+\varepsilon)/4}n(\eta, n) = n^{(d+\varepsilon)/4}n(\eta, n)$ is unbounded is of Hausdorff dimension no more than $2d + \varepsilon$.

Recall that $d = 1 - \gamma$. We consider the case where $2d < 1$, as otherwise there is nothing to prove. Choose $\varepsilon > 0$ small enough so that $2d + \varepsilon < 1$. Let $m(\eta)$ be a measurable $\mathbb{Z}_s$-valued function on $[0, 2\pi)$. Because of (6), applying Lemma 2.4 with $s = 2d + \varepsilon$ yields

$$\int \left| \sum_{n = m_1(\eta)}^{2^{l+1}-1} a_n e^{i \eta n} \right| d\nu(\eta) = \int \left| \sum_{n = m_1(\eta)}^{2^{l+1}-1} a_{2^{l+1}-1-n} e^{-i \eta n} \right| d\nu(\eta)$$

$$\leq \left\{ \sum_{n = 2^l}^{2^{l+1}-1} (n + 1)^{-(2d+\varepsilon)} |a_n|^2 \right\}^{1/2} \sqrt{E_{2d+\varepsilon}(\nu)}$$

$$= \left\{ \sum_{n = 2^l}^{2^{l+1}-1} (n + 1)^{-(d+\varepsilon)} (n + 1)^{\gamma} |a_n|^2 \right\}^{1/2} \sqrt{E_{2d+\varepsilon}(\nu)}$$

$$\leq 2^{-(d+\varepsilon)l/4} \sqrt{E_{2d+\varepsilon}(\nu)}$$

where $m_1(\eta) = \max\{m(\eta), 2^l\}$, $m_1(\eta) = \min\{2^l - 1, 2^{l+1} - 1 - m(\eta)\}$, and sums with lower index greater than their upper index are to be treated as zero. Multiplying both sides by $2^{(2d+\varepsilon)l/4}$, summing this over $l$, and applying the triangle inequality on the left gives

$$\int m(\eta)^{(2d+\varepsilon)/4} \sum_{n = m(\eta)}^\infty a_n e^{i \eta n} \, d\nu(\eta) \leq \sqrt{E_{2d+\varepsilon}(\nu)}.$$
That is, for any measurable integer-valued function $m(\eta)$, and any finite measure $\nu$ on $[0, 2\pi]$,
\[
\int m(\eta)^{(2d+\varepsilon)/4} \|\alpha(\eta, m(\eta))\| d\nu \leq \sqrt{E_{2d+\varepsilon}(\nu)}.
\]
This implies that the set on which $n^{(2d+\varepsilon)/4} \alpha(\eta, n)$ is unbounded must be of zero $(2d + \varepsilon)$-capacity (i.e., it does not support a measure of finite $(2d + \varepsilon)$-energy).

As the Hausdorff dimension of sets of zero $(2d + \varepsilon)$-capacity is less than or equal to $2d + \varepsilon$ (see [1, §IV.1]), this completes the proof of the fact that $S$ has Hausdorff dimension no more than $2d$. □

### 2.4 Proof of Theorem 1.1 and Corollary 1.2

We are now in a position to prove Theorem 1.1.

**Proof (Proof of Theorem 1.1)** By Proposition 2.2, we obtain that the set
\[
S = \{ \eta \in [0, 2\pi) : R_n(\eta, \beta) \text{ is unbounded for some } \beta \}
\]
has Hausdorff dimension no more than $2d = 2(1 - \gamma)$. By (8), $R_n \sim r_n$. Since $r_n(\eta, 0) = |\phi_n(e^{i\eta})|$ and $r_n(\eta, \pi) = |\psi_n(e^{i\eta})|$, we see that $\phi_n$ and $\psi_n$ are bounded away from the set $S$. In view of (5), the first assertion follows. The second assertion follows since $\mu_{\text{sing}}$ is supported on the set $S$; compare [8, Corollary 10.8.4]. □

**Proof (Proof of Corollary 1.2)** If (7) holds, then, for any $\tau < \gamma$, writing $\delta = \gamma - \tau > 0$, we have the following after partitioning into dyadic blocks:
\[
\sum_{n=1}^{\infty} n^\tau |\alpha_n|^2 = \sum_{k=0}^{\infty} \sum_{n=2^k}^{2^{k+1}-1} n^{-(\gamma-\tau)} n^\gamma |\alpha_n|^2
\leq \sum_{k=0}^{\infty} 2^{-\delta k} \sum_{n=2^k}^{2^{k+1}-1} n^\gamma |\alpha_n|^2
\leq \sum_{k=0}^{\infty} 2^{-\delta k} \cdot (k+1)^B
< \infty.
\]
Thus, (6) holds for all $\tau < \gamma$. Consequently, Theorem 1.1 implies that the set of $z \in \partial\mathbb{D}$ for which $T_n(z)$ is unbounded has Hausdorff dimension at most $2(1 - \tau)$ for all $\tau < \gamma$, so this set of $z$ has Hausdorff dimension bounded above by $2(1 - \gamma)$, as desired. □
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