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Abstract—Understanding causality helps to structure interventions to achieve specific goals and enables predictions under interventions. With the growing importance of learning causal relationships, causal discovery tasks have transitioned from using traditional methods to infer potential causal structures from observational data to the field of pattern recognition involved in deep learning. The rapid accumulation of massive data promotes the emergence of causal search methods with brilliant scalability. Existing summaries of causal discovery methods mainly focus on traditional methods based on constraints, scores and FCMs, there is a lack of perfect sorting and elaboration for deep learning-based methods, also lacking some considers and exploration of causal discovery methods from the perspective of variable paradigms. Therefore, we divide the possible causal discovery tasks into three types according to the variable paradigm and give the definitions of the three tasks respectively, define and instantiate the relevant datasets for each task and the final causal model constructed at the same time, then reviews the main existing causal discovery methods for different tasks. Finally, we propose some roadmaps from different perspectives for the current research gaps in the field of causal discovery and point out future research directions.
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I. INTRODUCTION

CAUSALITY is a relationship between an outcome and the treatment that cause it. [1] It is ubiquitous in our lives involved in several fields such as statistics [2]–[5], economics [6], [7], computer science [8]–[11], epidemiology [12]–[14], and psychology [15], [16]. Take a common phenomenon in life, for example, many people wearing umbrellas because it is raining, or a student doing badly in an exam because he has not studied. This direct relationship between cause and effect is the simplest expression of causality. However, we need to be aware of the differences between statistical correlations and causality [17], [18]. For example, nylon socks and lung cancer teemed simultaneously in the last century, we can only conclude there was a correlation between them but not causality, owing to smoking also rose at this time. In recent years, the study of causality has become a crucial part of the field of artificial intelligence, thus overcoming some limitations of statistics-based machine learning [19]–[21]. Based on the directed acyclic graph (DAG) [22], [23] structure and Bayesian models [24], [25], it aims to learn the statistical relationship between two observed variables under the influence of another variable. Moreover, causality can generally be divided into two main aspects, causal discovery and causal effect inference [26], [27]. The causal discovery [28], [29] focuses on obtaining causal relationships from observed data and constructing structural causal models (SCMs) [30], [31], so that causal effect inference [32]–[34] can estimate the change of a variable through the SCMs. Causal discovery is regarded as a necessary way, as well as a prerequisite for causal inference, has been attracting most attention in recent years.

Causal discovery is the process of identifying causality starting with establishing a causal skeleton, further ending with a rigorous DAG usually called SCMs by related algorithms [21]. The causal skeleton [27], [35] refers to a completely undirected graph, all the pairwise variables are connected by undirected edges in it. Then, the causal algorithms used on the causal skeleton according to the statistical methods such as conditional constraint and independent component analysis [36], the undirected edges are oriented and obtained SCMs where each directed edge represents the effect of one variable on another. Back in the early days of machine learning [37], [38], it proposed methods based on conditional constraints such as IC [39], [40], SGS [41] and PC [38], [42], [43], and the score-based method GES [44] was came up with later on, these traditional approaches proposed correct causal assumptions and combined graph models to discover causality. Then, the methods based on Functional Causal Models (FCMs) including LiNGAM [45], [46], and ANM [47], [48] was put forward, further improving the computational efficiency and applicability of the model. These are the mainstream causal discovery methods, so there are many hybrid methods [49]–[51] and improved methods that combined their strengths.

Mentioned above are suitable for exploring causal relationships between the multiple endogenous variables with a certain number and value, and it’s also the initial area of causal discovery studied. In light of the abundant research foundations, the causal discovery has gradually spread to the fields of pattern recognition [52], [53], such as image pattern recognition and text pattern recognition. Researchers found causality is also between different regions and parts in these endogenous binary-variable samples, such as in face recognition [54], [55], fine-grained recognition [56], text emotion recognition [57], and other tasks [58], [59]. This kind of causal discovery method requires interpreting the correlation between the sample and label in traditional pattern recognition as the causal structure...
of each region or part of the recognizable sample, according to the researchers’ prior knowledge or modeling needs. With the gradual diversification of causal discovery methods in this field, we consider if there exists another type of more complex variable. On the one hand, in the perspective of a task, the overall achievement in static tasks such as recognition, classification, and segmentation has prompted researchers to explore dynamic sequences composed of a series of static tasks; on the other hand, in the perspective of models, the deepening of mainstream network models means simple tasks no longer reflect the gap between models, so there is a growing need for finer-grained labels and more interpretable research. All these reasons promote the research field of causal discovery to go deeper into sequence tasks in the deep learning area.

In addition, the roadmap of causal discovery is the construction of USCM. According to the idea of existing methods, we propose three roadmaps, priori-based, sampling-based, and deterministic-based approaches. Causality is essentially a theory that considers potential causes [60] beyond two variables. In terms of the original purpose for the creation of causal theory, if we just limiting it to a definite or semidefinite causal skeleton is not enough close to the realistic causality. As deep learning continues to evolve, USCM is the ultimate goal for causal theory to approach real-world causation. This will also drive us to address more causally relevant tasks, such as the process of constructing affective and knowledge products. Moreover, research based on interventions and counterfactuals can go further to try to reach the next stage of the AI field.

Overall, our contributions are as follows. First of all, we define the three types of tasks and illustrate their process; Secondly, we define the three types of variable datasets and compare their different characteristic; Thirdly, we define the three types of variable causal paradigm and analysis their processing of how to build up the SCMs; Finally, for the new challenge of USCM we propose some roadmaps to solve the problem of lack of causal discovery method caused by insufficient sampling.

The remaining sections of the paper are organized as follows. The second section defines definite task, MVD and DSCM, summarizes some common MVD and causal discovery methods under this paradigm. The third section defines semidefinite task, BVD and SSCM, collates BVD in different domains and the corresponding causal discovery methods. Likewise, we define undefined task, IVD, and USCM, sums up the existing common datasets and associated tasks, further compares the similarities and differences between the three datasets and SCM in section IV. In light of this, we analyze the current challenge and put forward the roadmaps in section V. The last section draws a general conclusion of this paper.

II. DEFINITE TASK

This section concentrates on the construction of DSCM based on the multi-variable dataset (MVD) in the definite task. In section A, we define the definite task. Then, we define and instantiate MVD in section B. In section C we define the definite structural causal model (DSCM). Besides, we sum up different types of causal discovery methods for DSCM, including constraint-based in section D, score-based in section E, the algorithms based on functional causal structure models in section F, and the mixture of the above methods in section G. Finally, we summarize these approaches in section H.

A. Definition of Definite Task

In general, the change of one variable often leads to multiple variables change, then will influence multiple variables to interact with each other and produce a series of changes. Therefore, exploring the pure causal relationship between pairwise variables often needs to exclude the interference of other variables [61]. SCMs use DAG [62], [63] to describe causality, with nodes representing variables and edges representing the direct causal relationship. Then, although the variables in the real environment affect each other, if it is limited to a certain two variables, only the most closely related variables in the graph can be considered.

Let’s consider two variables V and W, variables V, W, X₁, X₂, ..., Xₙ, Z₁, Z₂, ..., Zₚ are the most closely variables of V and W, where X₁, X₂, ..., Xₙ are variables generally recognized to be related to V and W which can be sampled directly, Z₁, Z₂, ..., Zₚ are variables not recognized to be related to V and W or difficult to sample directly. Therefore, the existing causal discovery tasks can be divided into three tasks according to the difficulty of the research and the method of solving the problem. The first task is also the most common and primitive task in causal discovery, aims to discover causal relationship between multiple definite variables. Thus, we can define it as follows:

**Definition 1 (Definite Task)** Explore the causality between V and W only under the influence of the variables X₁, X₂, ..., Xₙ, s = 1, 2, ..., p is known and definite.

In this type of task, V, W and X₁ are equivalent, and it’s not limited to obtaining the causality between V and W, but also all direct or indirect causal relationships between other two variables. This type of task applies to multi-variable datasets and aims to construct a definite causal structure model, the dataset and SCM we will define below. The process of definite task is shown in Figure 1. In definite tasks, according to the known equivalent variables, we can obtain only one and the same causal skeleton, and further construct only one SCM through causal discovery methods.
B. Multi-Variable Dataset and Examples

The dataset applied to definite task, have three or more equivalent and certain variables, often considered in statistical analysis for regression because of there is a causal relationship between its variables. Therefore, for definite task, we can construct multi-variable dataset contains \( V, W, X_1, X_2, \ldots, X_s \) as follows:

**Definition 2 (Multi-Variable Dataset)** A set is in form of \((X_{s+1}, X_{s+2}, X_2, \ldots, X_s) = (v^{(j)}, w^{(j)}, x_1^{(j)}, x_2^{(j)} \ldots, x_s^{(j)})\), \( j = 1, 2, \ldots, k \) is multi-variable dataset (MVD), and \((X_{s+1}, X_{s+2}) = (v^{(j)}, w^{(j)})\) represents \( V, W \), and \( X_i \) are equivalent.

In MVD, each variable is definite and each datapoint in the dataset contains a sample of variable X. Here are some examples as shown in Table I. The Erdos-Rényi model is a custom model, so that researchers can construct random graph models with \( n \) nodes according to the probability \( p = \frac{|E|}{V^2} \) in independently at the nodes \((i, j)\). SynTReN \[65\] acts as a network generator, it creates synthetic transcriptional regulatory networks and produces simulated gene expression data that approximates experimental data. In Census Income KDD \[66, 67\], there is a causal relationship between the three variables, AAGE (age), AHRSPAY (wage per hour), and DIVVAL (dividends from stocks), and the DSCM can be constructed on them. Economic data \[68\] contains quarterly data on economic indicators for the US from 1965 - 2017 and can be used to investigate the causal relationships between GDP, inflation, economic growth and unemployment rates. Arrhythmia \[69\] is case record dataset from patients with arrhythmias, including four causally related variables: age, height, weight and heart rate, and is often used in regression prediction tasks to determine whether a patient will develop an arrhythmia. DWD climate \[64\] comes from 349 weather stations in Germany, with no missing data, and its elevation, temperature can be used to construct DSCM. Soil Properties \[70\] contain a number of variables related to biological root decomposition, including soil properties such as clay content, soil organic carbon content, and soil moisture measured in both grassland and forest environments, in addition to decomposition rates. AutoMPG \[69\] as a common dataset for causal discovery experiments, it contains nine vehicle properties and their fuel consumption. Abalone \[72\] is a morphological dataset for different conch abalone, including 9 variables, the data on their sex, length, diameter, height, whole weight, shucked weight, viscera weight, shell weight.

HK Stock Market \[73\] is the dividend-adjusted daily closing prices of 10 different stocks in Hong Kong from 10 September 2006 to 8 September 2010, the 10 stocks are calculated by 4 different classification indices. There is also a causal relationship between the closing prices of different stocks due to inter-industry causality and measurement indices. Sachs \[74\] is a causal signal dataset of proteins and phospholipids in human cells, it reflects the relationship between stimulation or inhibition of cells by different signals, and its variables are 11 chemical signals. The deep learning-based causal discovery methods SAM and the Augmented Lagrangian Method (ALM) with constrained optimization to solve the causal structure are all based on this dataset to verify the effectiveness. Breast Cancer Wisconsin dataset \[69\] was developed to explore the cause of cancer, it contains 11 variables about different types of cells associated with breast cancer, including cellular protein types, cellular telomeres and so on. Similarly, the CogUSA study \[75\] included 16 variables such as age, gender and BMI in order to investigate the causes of aging. fMRI \[76\] organized the different voxel data into regions of interest (ROIs) according to functional magnetic resonance imaging data including anatomical images and obtained 25 ROIs to analyze the causal relationships between the different ROIs.

C. Definite Structural Causal Model

MVD is fundamental to obtain the causal skeleton between variables, and if we know just a few of the points, we can accurately deduce the rest according to SCM, it is also the final goal of definite task. So we put forward the definition of Definite structural causal model according to definite task and MVD:

**Definition 2 (Definite Structural Causal Model)** Let \( \mathcal{V} = (V, W, X_1, X_2, \ldots, X_s) \) is the set of variables in MVD, it forms the directed acyclic graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) is definite structural causal model (DSCM).
In definite paradigm, according to the samples in MVD contain same definite variables, we can construct causal skeleton directly whose nodes corresponding to the variables in MVD. The causal skeleton in definite task is the same and only one, so that it produces only one structural causal model named DSCM. Moreover, we need some causal discovery methods to construct DSCM, we will propose them below.

D. Constraint-based Algorithms

Constraint-based causal discovery methods rely on statistical tests of conditional independence [77], [78], they are easy to understand and widely used. These methods usually under the assumptions of causal Markov property [79] and faithfulness [80], [81], also assuming there are no unobserved confounding variables, so they efficiently search to obtain a Markov equivalence class [82] of graphs, that is a set of causal structures that satisfy the same conditional independence. Most constraint-based methods first estimate the possible skeletons also named undirected edges, then determine the collider (V-structure) [83] to obtain the CPDAG [84], and then determine the direction of the other edges as far as possible.

**IC Algorithm (Inductive Causation algorithm):** The IC algorithm [85] works in two major steps. First, for each pair of variables A and B within the set of nodes, it finds the separation set $S_{AB}$ of the two variables, with $S_{AB}$ as the condition when A and B are independent of each other. If there is no separation $S_{AB}$ between A and B, then A and B are always related, so that undirected edges are added to A and B. A partially undirected graph is obtained after all two-way judgements. Then for each pair of nodes A and B that are not adjacent and have a common neighboring node C, its structure is in form of A-C-B, check whether C $\in S_{AB}$ and if so, proceed to retrieve the next pair, if not, this means C as a condition does not make A and B independent, so it is considered a V-structure (collider): $A \rightarrow B \leftarrow C$. After determining all collision structures, a partially directed graph is obtained. The process of determining the orientation of the remaining undirected edges follows two conditions according to the rules: the orientation cannot create new collision structures and the orientation cannot generate directed loops.

There is also an IC* algorithm based on the IC algorithm, it has the same first two steps as the IC algorithm. In orienting the other remaining undirected edges of the partially directed graph, IC* identifies the remaining undirected edges as true causal relationships, potential causal relationships, spurious correlations, and relationships that remain undetermined, giving explicit definitions of potential and true causal relationships. In all these definitions, the criterion for a causal relationship between two variables X and Y would require the third variable Z exhibit a particular pattern of dependence on X and Y, coinciding with the nature of the causal statement as the behavior of X and Y under the influence of the third variable. The difference only lies in the variable Z, as a virtual control, must be identifiable and knowable within the data itself. In contrast to the IC algorithm, the IC* setting releases the causal adequacy assumption and has no requirement for unobserved potentially confounding variables.

Exhausting the test of independence between all nodes is a very large search problem, it is also the disadvantage of this type of approach, and the amount of computation is unacceptable when the number of nodes is large. For this reason, there are also improved algorithms (such as the PC algorithm) perform the test by gradually increasing the number of nodes.

**PC Algorithm (Peter-Clark algorithm):** The PC algorithm [88, 43] reduces unnecessary independence tests and searches compared to the IC algorithm and the SGS algorithm, the predecessor of the PC algorithm. PC algorithm can also be roughly divided into two steps. First, construct an undirected complete graph, and respectively retrieve whether there are pairs of variables A and B in the graph when $n = 0, 1, 2, \ldots$ are conditioned on other n variables. If satisfied, delete all undirected edges between two nodes like A and B, add these n variables to the separation set $S_{AB}$ of A and B, update the undirected graph, and increment n until no two variables are in the When conditional on the remaining n variables, it is shown as d-separation in the graph. After obtaining the partially directed graph with the irrelevant edges removed, find a three-vertex structure similar to $A \rightarrow C \rightarrow B$. If C is not in $S_{AB}$, then the v-structure can be determined, and the remaining undirected edges can be determined based on other rules.

The difference between the PC algorithm and its predecessor, the SGS algorithm, is that some edges are removed from a completely undirected graph. Let V be the set of points of all vertices, and for each pair of vertices A and B, remove the edge between them from the completely undirected graph if there exists a subset S of V \ \{A, B\} such that A and B are d-separation in a given S. This search method of SGS is more stable compared to the PC algorithm, but its complexity is higher, and for each pair of variables adjacent to each other in the graph G, we search for all remaining possible subsets of variables, which is an exponential search. In contrast, the PC algorithm is much less computationally intensive, let $k$ be the maximum degree of any vertex and let n be the number of vertices. The worst-case time complexity can be limited to $2^n \sum_{i=0}^{k} \binom{n-1}{i}$, which converges to $\frac{n^2(n-1)^{n-k}}{(k-1)!}$.

**FCI Algorithm (Fast Causal Inference Algorithm):** Also based on causal Markov property and faithfulness, the FCI algorithm [86]–[88] is a generalization of the PC algorithm. However, unlike the three methods mentioned above, the generality of FCI lies in the fact that FCI can be used in the presence of unobserved confounding variables (i.e. violating the causal sufficiency assumption), and its results are proven to be asymptotically correct.

Firstly, construct a complete graph consisting of undirected edges. For vertices $X_i$ and $X_j$, given $X_i$ conditioned on the set $M$ of adjacency subsets, do a conditional independence test on the two vertices, if the conditional independence relation holds, remove the edges between them and save the corresponding neighbouring subset $M$ to the separating sets $\text{Sepset}(X_i, X_j)$ and $\text{Sepset}(X_j, X_i)$. The skeleton derived in the first step is the superset of the final skeleton. For an open triple $(X_i, X_j, X_k)$, if $X_j$ is not in $\text{Sepset}(X_i, X_k)$ and $\text{Sepset}(X_k, X_i)$, then orient this triple into a v-structure. For each vertex $X_i$ in V, find its $pds(X_i, \cdot)$. Then for
all $X_i$ the adjacency vertices $X_j$, test whether there exists $X_i \perp X_j | (Y \cup S)$, where $Y \in psd(X_i, \cdot) \setminus \{X_i, X_j\}$. If it exists then remove the edge between the two vertices and save the corresponding adjoint subset $M$ to the separating sets $Sepset(X_k, X_i)$ and $Sepset(X_i, X_k)$. This breaks the skeleton of the graph and requires a reorientation of the $v$-structure. So finally change all edges back to undirected edges. Repeat for all triples $(X_i, X_j, X_k)$ are retrieved and the $v$-structure is reoriented. The remaining undirected edges are given as many edges as possible to orient according to the orientation criterion in rules.

The FCI algorithm is a method for inferring the causal relationship between observable variables with latent variables and selected variables. In light of the PC algorithm, the conditional independence test is carried out on the two vertices of the existing edge, it is more universal and avoids the problems arising from the existence of unobservable latent variables and selection variables. It has the disadvantage of high time complexity. There also exists a variant of FCI, RFCI [86], which speeds up the algorithm by sacrificing less information.

CD-NOD Algorithm (Constraint-based Causal Discovery from Heterogeneous/Nonstationary Data): In real practice, mechanisms or parameters associated with causal models may change over data sets or over time, so some causal links in the structure may disappear or appear in certain domains or over time. CD-NOD [89] is a constraint-based causal discovery approach from heterogeneous/Nonstationary data to efficiently identify variables with local mechanisms of change and use the information carried by distribution shifts to determine the causal direction.

All in all, constraint-based methods all follow Markov property and faithfulness, and their output is a causal graph with partially marked causal edges (PDAG), i.e., Markov equivalence classes, a set of causal structures that satisfy the same conditional independence, and any directed graph that satisfies the Markov equivalence classes satisfies the conditional independence set of the data. Therefore, the existence of DAGs that cannot be distinguished from Markov equivalence classes is also a general problem with constraint-based methods. These methods involve conditional independence tests, which would be difficult to implement if the form of the dependencies were unknown. It has the advantage that it is universally applicable, but also has the additional disadvantage that faithfulness is a strong assumption and it may require a very large sample size to get a good conditional independence test, due to faithfulness requires a large sample to be confirmed.

E. Score-based Algorithms

Traditional methods of causal discovery include, in addition to constraint-based methods, score-based methods, whose goal is to find causal structure by optimizing a suitably defined score function. For the disadvantage that faithfulness needs to be confirmed with large samples, the score-based methods will dilute the faithfulness assumption by applying a goodness-of-fit test instead of a conditional independence test. Similarly, under the causal adequacy assumption, these methods will maximize the score $S$ of a causal graph $G$ given the data to find the optimal graph $G$.

GES Algorithm (Greedy Equivalence Search): Unlike PC, SGS, and FCI, starting with an undirected complete graph to build the causal skeleton. GES [44], [90] starts with an empty graph, adding the edges currently needed and then eliminating unnecessary edges in the causal structure. At each step of the algorithm, when it is decided to add a directed edge to the graph will increase the fit as measured by the score function, the edge that best improves the fit is added, performing the Insert operator. The resulting model is then mapped to the appropriate Markov equivalence class, and the update is repeated to continue the process. When the score can no longer be improved, the GES algorithm searches edge by edge, and if deleting any edge maximizes the score, it removes that edge, executing the Delete operator, until deleting any edge can no longer increase the score function fit value.

Scoring functions are often chosen from Bayesian scoring functions or information theory-based functions such as Bayesian information criterion (BIC) [91], [92], BDeu scoring criterion [93], [94]. Generalized score [70], K2 scoring [95], [96], MDL scoring [79], [98], posterior scoring of graphs given data, and so on.

GES is a method for learning Bayesian networks from data using greedy search. Its use of the equivalence class of the graph as a search state can make the scoring of operators in the method more efficient, with the advantage of avoiding the difficulties that independence tests may have, and the disadvantage of high space complexity and low operational efficiency, and its inability to be applied in the presence of unknown confounders.

fGES Algorithm (fast Greedy Equivalence Search): fGES [99], [100] adds two improvements to GES, parallelization and reorganization of the cache, for discovering directed acyclic graphs over random variables from sample values. fGES radically improves the running time of the algorithm.

Like constraint-based methods, score-based methods suffer from the problem of indistinguishability of Markov equivalence classes. This type of methods avoids the possible problems of independence tests, although it’s not as simple to illustrate as the constraint-based methods. In the large sample limit, both algorithms converge on the same Markov equivalence class under almost identical assumptions.

F. Algorithms based on Functional Causal Models (FCMs)

Unlike the previous two methods, FCMs effectively avoids problems such as the inseparability of the MEC and the need for large samples to confirm causal faithfulness. FCMs can obtain the entire causal graph under certain constraints on the functional class of the causal mechanism by exploiting the asymmetry between the causal and anti-causal directions. For
continuous variables, the FCM represents the influence variable \( Y \) as a function of the direct cause \( X \) and some (unobservable) noise term \( \varepsilon \), \( Y = f(X, \varepsilon) \), where \( \varepsilon \) is independent of \( X \). Due to the constrained functions, the conditional independence between the noise \( \varepsilon \) and the cause \( X \) applies only to the true causal direction and not to the wrong causal direction, so that the causal relationship between \( X \) and \( Y \) the causal direction is identifiable.

LiNGAM (Linear Non-Gaussian Acyclic Model): LiNGAM [45] is a concrete causal relationships model based on a Bayesian network. Its assumptions: (1) the data generation process is linear, (2) there are no unobserved confounders, and (3) the disturbance terms have a non-Gaussian distribution with non-zero variance and are independent of each other. Its modeling idea is shown in Figure 2.

The LiNGAM model can be written as \( x = Bx + \varepsilon; \), \( x, B \) and \( \varepsilon \) respectively denote the vector of variables, the adjacency matrix of the causal map and the noise vector. \( x \) and the columns of \( B \) are respectively sorted according to the causal order \( k(i) \) of each variable. Varying the equation yields \( (I - B)x = \varepsilon \), so that \( A = (I - B)^{-1} \) and \( x = A \varepsilon \) is a pure equation, since \( B \) is a strict lower triangular matrix, then \( A \) is a non-strict lower triangular matrix. For \( x = A \varepsilon \), we can use ICA [36] method to find theoretically \( W = A^{(-1)} \) for a unique arrangement of rows such that it yields a matrix that contains no zeros on the main diagonal \( \bar{W} \). But in practice a smaller estimation error would result in all elements of \( W \) being non-zero, so in practice one needs to find the alignment that makes \( \sum_i |W_{i1}| \) the smallest possible arrangement. By dividing \( \bar{W} \) each row of the matrix by its corresponding diagonal element to obtain a new matrix \( \bar{W}' \), with all elements of its diagonal being 1. Then, the estimate of \( B \) can be calculated from \( \hat{B} = I - \bar{W}' \), and calculate the estimate of \( B \) as \( \hat{B} \); finally, to find the causal order, look for \( \hat{B} \) the substitution matrix \( \hat{P} \), then generating a matrix \( \hat{B} = \hat{P}BP^{T} \) to get it as close as possible to the strict lower triangular shape, which can be verified by \( \sum_{i,j} \hat{B}_{ij} \). Thus, the adjacency matrix \( B \) of the causal diagram can be obtained, leading to the structural causal model.

ICA estimates are usually according to the optimization of non-quadratic (possibly non-convex) functions, and the algorithm may fall into local minima. As a result, different estimates of \( \hat{W} \) may be obtained for different random initial points used in the optimization algorithm. However, typical ICA algorithms are relatively stable when the model holds and unstable when the model does not hold. Computational solutions to this problem need to be based on re-running the ICA estimates with different initial points. Therefore, LiNGAM may have a defect of local convergence, making the solution result often locally optimal rather than globally optimal.

ANM (Additive Noise Models): LiNGAM is able to identify causal structures thanks to the non-Gaussian nature of the noise terms which are non-symmetrical, but in reality, many causal relationships are more or less non-linear, and ANM [47], [48] demonstrates non-linearity can also break the symmetry between variables, thus allowing us to identify the direction of causality between variables. ANM is based on two assumptions: (1) the observed effect \( Y \) can be expressed as a function of the cause \( X \) and additive noise \( \varepsilon \) as a function of the model, \( Y = f(X) + \varepsilon \), (2) the cause \( X \) and additive noise \( \varepsilon \) are independent.

If \( f(\cdot) \) is a linear function and the noise is non-Gaussian distributed, the ANM works in the same way as LiNGAM. The model is learned by regression in two directions and testing for independence between the hypothesized cause and noise (residuals) in each direction, with the decision rule being to choose the less correlated direction as the true causal direction. For the two input variables, if \( X \) and \( Y \) are statistically correlated, and thus test if \( Y = f(X) + \varepsilon \) matches the data, the corresponding residual is calculated \( \varepsilon = Y - f(X) \) and test for \( \varepsilon \) and independence between \( X \); similarly, if \( X = f(Y) + \varepsilon \) matches the data, then calculate residual \( \varepsilon = X - f(Y) \) and test for \( \varepsilon \) and \( Y \); if neither of the two directions fits the data, the model cannot be fitted. Repeat the above steps until each pair of variables has been tested.

The ANM algorithm assumes that only one direction fits the model and cannot handle the linear Gaussian case, as the data can fit the model in both directions, so the asymmetry between cause and effect disappears. The improved ANM can be extended to the linear Gaussian case, and the improved model is also more effective in the multivariate case.

PNL (post-nonlinear model): In PNL [101], [102], the effect \( Y \) is a nonlinear transformation of the cause \( X \) plus some internal additional noise and then an external nonlinear transformation, denoted as \( Y = f(g(X) + \varepsilon) \), whose residuals can be calculated \( \varepsilon = f^{-1}(Y) - g(X) \). If the two variables \( x \) and \( y \) are statistically correlated, test if \( Y = f(g(X) + \varepsilon) \) fits the data, \( \varepsilon = f^{-1}(Y) - g(X) \) and test for the independence between \( X \) and \( \varepsilon \); similarly if \( X = f(g(Y) + \varepsilon) \) fits, then \( \varepsilon = f^{-1}(X) - g(Y) \) and independence between \( Y \) and \( \varepsilon \); if neither of the two two directions fits the data, then the model cannot be fitted. Repeat the above steps until each pair of variables has been tested.

The estimation process of PNL assumes only one direction fits the model, its causal model takes into account the effects of cause, noise effects, and possible sensor or measurement distortions in the observed variables. The form of PNL is very general and its identifiability is demonstrated, but PNL is sensitive to the assumed noise distribution and a Bayesian inference-based PNL causal model estimation method allows for automatic model selection and provides a flexible model of the noise distribution, it can effectively address this issue.

IGCI (Information Geometry Causal Inference Model): The IGCI model [103] is based on the assumption, the marginal distribution \( P(X) \) and the conditional distribution \( P(Y|X) \) are independent of each other in a particular way if \( X \) is the cause of \( Y \). An applicable and explicit form of reference measurement is the entropy-based IGCI or the slope-based IGCI.

FOM (Fourth-order moment Model): The existing algorithms based on functional causal models almost always assume the data are homoscedastic; in heteroskedastic data, the assumption of independence between noise and cause variables no longer holds, and the previously described methods in light of this assumption are unable to identify the direction of causality. The assumption of homoskedasticity noise is usually
unrealistic in real-world applications because of the ubiquity of unobserved confounding factors. The FOM [104] method based on the fourth-order moment asymmetric measure can solve the causal identification of heteroskedasticity data by setting its functional causal model $Y = f(X) + \alpha \varepsilon$, where the fluctuation factor $\alpha$ is used to represent the heteroskedasticity of the data. The correct causal direction can be obtained by comparing the heteroskedasticity in different pairwise variable directions.

As indicated previously, in contrast to traditional causal discovery methods, FCMs represents the outcome as a function of the direct cause and an independent noise term, and suggests some pathways to address the assumption of no confounders. On the other hand, many tests for conditional independence make certain assumptions about the data distribution, functional form or additive noise in practice. When these assumptions are not met, the conditional independence test may fail. Therefore, the FCMs also do not restrict the values to the deterministic variables presented in this paper, and its applicability is much broader.

G. Mixed methods

**GFCI (GES & FCI):** It is a method that combines GES and FCI, uses GES to find the hypergraph of the skeleton and FCI to prune the hypergraph of the skeleton and find the orientation. The GFCI algorithm [62], [105] has also been shown to be more accurate than the original FCI algorithm in many simulation experiments.

**MMHC (Max-Min Hill-Climbing) Algorithm:** The MMHC algorithm [49], [106] is extremely scalable for thousands of variables. First, it learns the skeleton of the causal graph using the MaxMin Parents and Children (MMPC) algorithm, which is similar to the constraint-based algorithm. Then, edges are localised using a Bayesian scoring hill-climbing search method similar to the score-based algorithm.

**SELF (Structural Equational Likelihood Framework):** Most of the previous studies have adopted two distinct methods under the Bayesian network framework, namely global likelihood maximization and marginal distribution local complexity analysis. For example, traditional causal discovery methods carry out causal discovery from a global perspective, while FCMs carry out causal discovery from a local perspective. SELF [59] combines these methods to form a new global optimization model with local statistical significance. The noise is injected into the variables independently on the graphical model, given a set of structural equations corresponding to the variable generation process, the observed distribution of the variables is completely determined by the distribution of the noise. SELF focuses on noise estimation, which maximizes the global likelihood of the entire Bayesian network while maintaining the local statistical independence between noise and causal variables, taking into account both perspectives.

**SADA (Scalable Causation Discovery Algorithm):** SADA [51], [107] is a hybrid method combined constraint-based and FCMs. It can be used to solve the false discovery rate control problem on high-dimensional data. The causality discovery problem through SADA can be decomposed into sub-problems and solved using recursive methods to improve the accuracy of the algorithm.

H. Summary

In this section, we define the initial causal discovery task as definite task, dataset MVD used in this task, and the final model DSCM to show the causal relationship in known multiple variables. As indicated previously, there are different types of causal methods we can use to construct DSCM. The constraint-based and score-based methods are relatively easy to understand, but they are limited by assumptions that lead to some problems such as MEC inseparability, the need for large samples to prove faithfulness, and the inability to deal with potential confounders. Therefore, the methods based on FCMs are universal to apply through formalizing causality in terms of matrices and introduced the concept of exogenous variables also named noise term for the first time. These methods had an assumption, such as the independence between data and non-Gaussian properties of exogenous variables. They can not only solve the above limitations but also avoid other problems that may be encountered in conditional correlation or score functions. The benefit of a hybrid approach is that it combines the strengths of different approaches, but it can also mean increased complexity. In short, it is easy for researchers to obtain the SCM through any type of approach. Therefore, they can choose different methods according to the modeling need, characteristics of the dataset, and personal preferences.

III. Semidefinite Task

This section focuses on the construction of a semidefinite structural causal model (SSCM) consisting of binary-variable dataset (BVD) under the semidefinite task. In section A, We define semidefinite task. Then, we separately define and instantiate the BVD and the SSCM in section B and C. In addition, we propose some causal discovery methods for SSCM in sections D and E respectively, summarizing datasets used for SSCM at the same time. Finally, we summarize these approaches in section F.

A. Definition of Semidefinite Task

According to the definition of causality, causal discovery makes sense in at least three variables in general. But in some bivariate data only have endogenous variables $V$ and $W$, exploring the potential causal relationship in these samples also appeared. Under pattern recognition is difficult to significantly improve, the thinking of false-correlation gradually increases. One of the most widely studied ways related with false-correlation is fine-grained recognition [108]–[110], because we can extract multiple highly similar local regions’ points as new multiple variables from one sample, further to predict the label variable according to their relationships. In light of this, we define semidefinite task below to discover the causality between two endogenous variables. Because so few variables are known, such tasks still need to consider some exogenous variables $Z_1, Z_2, \ldots, Z_l$ that are not generally recognized to be related to $V$ and $W$ or difficult to sample directly.
Definition 4 (Semidefinite Task) Explore the causality between $V$ and $W$, under the influence of the variables $X_1, X_2, \ldots, X_s$ and $Z_1, Z_2, \ldots, Z_t$, where $s = 1, 2, \ldots, p$ and $t = 1, 2, \ldots, q$ are unknown but finite.

Semidefinite task usually studied the influence of unknown but finite variables between two variables when $s = 0$. Since there is no additional information to know the number of exogenous variables $Z_t$, it is up to the researcher to determine the number according to their prior in the task. In addition, $V$, $W$ and $X_1$ are not equivalent here, and this task focus to obtain the direct or indirect causal relationship between variable $V$ and its label $W$. Semidefinite task applies to binary-variable datasets and aims to construct semidefinite structural causal model in the end, the dataset and SSCM we will define below.

Let us show a bird dataset as an example. The CUB200-2011 dataset contains 11,788 images of 200 bird species, with each sample containing two variables: the image ($V$) and the bird species ($W$). In order to distinguish the species of bird in the image, different researchers will divide the picture into multiple variables according to different types to derive some variables like $Z_1, Z_2, \ldots, Z_t$. So that they can obtain the influence caused by exogenous variables. As shown in Figure 3, researchers consider that the relationship between several parts might be helpful to classify. Such as researcher A thought head, wings and tail are important factors, because some birds may have a special tail or larger wings, as well as a different shape of the head, while researcher B may add additional environmental factors. Therefore, they can obtain the initial causal skeleton in theory through variables they extracted from the different parts of the image, and further construct SCMs using causal discovery approaches.

All in all, we summarize the feature of semidefinite task and its difference from definite task: (1) semidefinite task is applicable in BDV, but definite task is applied to MVD; (2) semidefinite need to construct causal skeleton according to researchers’ prior, but definite task van construct it directly; (3) semidefinite task construct multiple SCMs in the end, but definite task constructs only one. Therefore, the definite part of semidefinite task is the binary variables $V$ and $W$, they are exogenous and given in advance. In contrast, the endogenous variables $Z_1, Z_2, \ldots, Z_t$ are unknown in a task, they are varying with each individual, so the unknown of endogenous variables is the indefinite part of semidefinite task.

B. Binary-Variable Dataset

Our defined binary-variable dataset with two exogenous variables, usually called data and ground truth, apply in pattern recognition and classification tasks in machine learning generally. According to the characteristic of semidefinite task, since $V$, $W$ and $X_1$ are usually not equivalent when $s = 0$ or $s \neq 0$, we can give the definition of BVD.

Definition 5 (Binary-Variable Dataset) A set is in form of $\{(V, W) = (v_1^{(j)}, w_1^{(j)}), j = 1, 2, \ldots, k\}$ binary-variable dataset (BVD) in narrow sense, and it can also be in form of multi-variable dataset $\{(V, W, X_1, X_2, \ldots, X_t) = (v_1^{(j)}, w_1^{(j)}, x_1^{(j)}, x_2^{(j)}, \ldots, x_t^{(j)}), j = 1, 2, \ldots, k\}$ in broad sense, where $(V, W)$ are the main variables of BDV, and the remaining variables are the secondary data.

The data in BDV is in form of multidimensional space-time sequence, usually as pictures, text, audio, etc. As above mentioned, we can summarize some characteristics of BVD: (1) There are two given variables, the data contain many information and the ground truth; (2) According to researchers’ prior knowledge and modeling needs, the dataset needs to be processed in some way of extracting points or deriving variables before using.

C. Semidefinite Structural Causal Model

In definite task, all variables are given in MVD, so we can construct a causal skeleton directly. But in the semidefinite task, since the known binary variables in BDV cannot be directly modeled, we need to extract other variables from samples to model the causal skeleton, so the causal discovery step proposed in the DSCM is no longer applicable here, and we need to define new SCM applicable to other methods. Therefore, we can in line with BDV to define the SSCM.

Definition 6 (Semidefinite Structural Causal Model) Take a definite $q$ firstly and under the prior assumptions, get the distribution of $Z_1, Z_2, \ldots, Z_t (t = 1, 2, \ldots, q)$ or some kind of its sampling. Let $V = (V, W, X_1, X_2, \ldots, X_s, Z_1, Z_2, \ldots, Z_t)$, then the directed acyclic graph set $G = \{G_1, G_2, \ldots, G_m\}$ constructed form $V$ is a semidefinite structured causal model (SSCM), where $G_j = (V_j, E_j)$ and the edge $E_j$ in the graph represents the causal relationship between variables.

As mentioned previously, $s$ is usually 0 in semidefinite task, so USCM usually only needs to consider two exogenous variables $V$ and $W$, and the exogenous variables $Z_1, Z_2, \ldots, Z_t$ need to be confirmed in quantity $q$. Moreover, only the one-way relation of $V$ and $W$ is considered, but they are equivalent in causal relationships. Due to $q$ represents the maximum of exogenous variables that can be derived from a BVD, it depends on the sample size of the dataset, so it can also be named as the sampleable critical point of a BVD. Moreover, although different researcher may divide and extract different $Z_1, Z_2, \ldots, Z_t$ depend on their prior, further to construct different causal skeleton, there is still a limit to $m$, which represents the number of causal skeletons a BVD can construct. Because it depends on the information content, $m$ should be in the range of $1 \leq m \leq \frac{FBIN}{IIN}$, where $IIN$ is the information content of input data and $FBIN$ is the information content of each separated feature block.
In addition, due to different researcher has different priors and task expects, the final SSCM they constructed is diverse. And it is difficult to analyze the quality of different SSCM directly from the result indicators, because the result indicators are depending on many aspects, such as the computational power of the model, the upper limit of the dataset itself and so on. Therefore, we propose some metrics to describe some visualization results indirectly related to SSCM performance, where $q$ and $m$ mentioned above can be used to describe it: (1) The smaller $q$ means higher sampling, and there is a stronger hypothesis of SSCM; The larger $q$ or it’s close to the critical point of sampleable, means lower sampling and SSCM with relatively weaker hypothesis. (2) The lager $m$ means the more point blocks are divided and extracted from data, so the coincidence rate of nodes in SSCM will be higher, and it’s easier for SSCM to overfit; In contrast, the smaller $m$ means the number of SCM nodes is smaller, it will lead to have much confounders we didn’t take that into account.

All in all, with SSCM, we can obtain the relationship between causal variables in the semidefinite task and facilitate the results of the pattern recognition task. We summarize the characteristics of SSCM as follows: (1) In SSCM, the number of all variables are definite before modeling, containing the endogenous variables and the exogenous variable depended on researchers’ prior; (2) The final SSCM constructed is indefinite, its form of existence is diverse because of the indefinite content of the endogenous causal variables.

Another significant aspect of SSCM is how to construct it. As we discussed above, the data in BDV is in form of multidimensional space-time sequence, and a BDV will not construct a unique SSCM in the end, so we cannot use the causal discovery methods we proposed in DSCM for whole dataset to construct SSCM. In the next two sections, we

---

**Table II: Examples of BDV in Text Domain.**

| Dataset                  | Training Set | Test Set | Introduction                                                                 |
|--------------------------|--------------|----------|-------------------------------------------------------------------------------|
| Amazon reviews [112]     | 346,686,770  | -        | Amazon.com product reviews, goods related to books, electronics, clothing and other 26 categories. |
| Yelp reviews [113]       | 130,000      | 10,000   | Merchant review site user review data in Yelp, including restaurants, shopping centers, hotels, tourism and other areas of merchants around the world. |
| Yelp polarity reviews [113] | 280,000      | 19,000   | Based on the previous dataset, binary labels such as positive or negative are included. |
| IMDB [114]               | 25,000       | 25,000   | IMDB movie review data                                                       |
| CNC [115]                | 3,559        | -        | Social News Data Corpus                                                      |
| OutoNotes5 [116]         | 6,672 ~ 34,492 | 280 ~ 2,327 | Large news corpus, including 7 types.                                        |
| AG’s news corpus [117]   | 30,000       | 900      | Classified coverage from over 2,000 news sources.                            |
| Sogou news corpus [117]  | 90,000       | 2,000    | A combination of SogouCA and SogouCS news corpus, containing various topic channels. |
| CFPB compliant [115]     | 555,957      | -        | U.S. Consumer Financial Protection Bureau (CFPB) Consumer Complaint Data.    |
| Gender Citation Gap [118] | 3,201         | -        | Data from the TRIP database obtained from the IR literature since 1980.       |
| Weiboscope [119]         | 4,685        | -        | Real-time posting data of Weibo social media users.                         |
| SNIPS [120]              | 13,084       | 700      | The personal voice assistant collects data containing 7 domains             |
| CAIS [121]               | 7,995        | 1,012    | Voice collection by artificial intelligence speakers on 11 topics             |
| CrisisTextLine [122]     | 10,118       | 55,473   | Session data of counselor and mentee.                                       |
| JDDC [123]               | 1,024,196    | -        | JD customer service staff on the topic of after-sales conversations         |

---

**Fig. 4.** Overview of the bidirectional LSTM architecture for Cause-Effect relation extraction.\(^1\)

---

\(^1\)The Figure\(^4\) is driven from [124].
summarize some studies for semidefinite task in image and text domains.

D. Examples in Text Domains

Causality in the text domain exists in various forms, it is commonly expressed as explicit and implicit causality, as well as marked and unmarked causality. Marked causality refers to the presence of linguistic signals of causality [125], [126], such as the presence of causal markers like "because" and "so". Explicit causality means both cause and effect are expressed in the sentence, and implicit causality may lack the expression of the cause or effect. Many explorations of causality and models have emerged in the text domain, and these fall under the semidefinite task we defined. Automatic extraction of textual causality [124], [127] is mainly through three different approaches: linguistic rule-based [128], supervised [129], and unsupervised machine learning methods. The initial extraction methods focus on extracting causal pairs of individual words, and this linguistic rule approach relies heavily on domain and linguistic knowledge, making it difficult to scale up. Due to the presence of implicit causality, nested causal expressions and so on, traditional machine learning methods have emerged, but machine learning methods also rely heavily on feature engineering. In light of these problems, we propose two effective deep learning-based methods here, both of them are not limited to extracting causal relations of individual words and also avoid the above problems.

BCERE (Bidirectional LSTM Architecture for Cause-Effect Relation Extraction): A linguistic information-based deep neural network architecture [124] for automatic cause-effect relationship extraction from text documents, using word-level embeddings and other linguistic features to detect causal events and their effects.

The architecture applies a bidirectional LSTM to detect causal instances from sentences, as shown in Figure 4. The problem of insufficient training data was also addressed by using additional linguistic feature embeddings instead of regular word embeddings. By using this deep language-based architecture, phrases are effectively extracted as events, avoiding the erroneous results caused by extracting individual words as events like many existing tasks, as well as complex feature engineering tasks.

CLCE (Conceptual-Level causality extraction): This method [130] aims to identify causal relationships between concepts, also named between linguistic variables, and represent the output in the form of a causal Bayesian network. This idea breaks the existing methods that mostly can only extract low-level causality between single events, and allows the machine to extract causality between disjoint events.

The method is divided into three subtasks: extracting linguistic variables and values, identifying causality between extracted variables, and creating conditional probability. We first need to extract the linguistic variables and values from the corpus, for example, the linguistic variable can be "Age ", "Young ", "Old" and other specific descriptions. Then according to the causal markers in PDTB and the set of verbs in AltLexes, the authors create a causal database, and further define the causal relationship between two concepts or linguistic variables. Finally, the normalized pointwise mutual information scores were used to calculate the probability distributions of the linguistic variables and represent them in a causal Bayesian network.

In addition, we summarize some relevant datasets involving text for causal discovery and inference below, as shown in Table II. Amazon reviews [112] and Yelp reviews [113] are two common large user review corpora, and they can be used to build SSCM to identify review propensity or product category through reviews. IMDB [114] movie review data can similarly be used to build SSCM to identify the category of the film and the emotional orientation of the reviews. CNC [115], IAC [131], OntoNotes 5 [116], AG’s news corpus [117], and Sogou news corpus [117] are several multi-category news corpora with different sample sizes, they can be used to identify causal relationships in news statements or to build SSCM to identify news categories and sentiment tendencies. CFPB complaint [115] is consumer complaint data from the U.S. Consumer Financial Protection Bureau (CFPB) with the category label of whether the complaint was resolved promptly, it can be used for the semidefinite task of identifying features of complaints resolved. Gender Citation Gap [118] is literature data from TRIP with the ground truth of literature citation, previous studies have used this dataset to study the influence of author gender on citations. Considering the article topics will also affect citations, we can extract topics from the text as new variables, and construct SSCM by combining author gender, article citations, etc. WeiboScope [119] dataset is a real-time posting data of Weibo social media users, it can be used to investigate the causal effect of censorship experience on subsequent censorship and posting rate of Chinese social media users. SNIPS [120] and CAIS [121] are all discourses on different topics collected by AI voice assistants, they can be used for causal discovery between utterances or constructing SSCM for classification according to features in the text. CrisistextLine [122] is a corpus of conversations between counselors and counseling clients, it can also be used by some researchers to calculate and evaluate the causal effect between assignment tendency and counseling effectiveness using text as a mediating variable. JDDC [123] is a conversation data from Jingdong customer service staff about after-sales topics, it can be used to analyze the reasons for after-sales consultation of not similar products.
E. Examples in Image Domain

Turning now to other domains, semidefinite tasks also exist in the field of vision, and they are mainly carried out according to image datasets. Image datasets usually contain only two variables, image and ground truth, so the researcher is required to extract other variables, also called causal features, from the image features to perform causal discovery. This type of semidefinite task often identifies the deeper features of the image and thus better contributes to the results of pattern recognition. In this paper, we summarize three kinds of semidefinite tasks in the image domain, they are studied from different angles according to the causal signals present in the image.

NCC (The neural causation coefficient method): A method [132] to reveal causal relationships between pairs of entities in an image, it confirms that there are observable signals in the image. The signals can explain causal relationships, also mean the higher-order attributes of the image dataset contain informations about the causal distribution of the objects. The method generalizes the features in images into object features, context features, causal features, and anti-causal features. The object features are those mostly activated inside the bounding box of the object of interest, and the context features are mostly activated outside the bounding box of the object of interest. Independently and in parallel, causal features are those that cause the presence of the object in the scene, whereas anti-causal features are caused by the presence of the object in the scene. Considering this, the method assumes there is a clear statistical dependency between object features and anti-causal features, while statistical dependence between context and causal features is absent or much weaker. This hypothesis is a support for the presence of causal signals in the image, and is also proven to exist.

The NCC method is similar to the algorithms based on functional causal models to determine the causal direction mentioned in the previous section, it considers the independence between the cause and the mechanism (ICM) only satisfied in the correct causal direction \( X \rightarrow Y \), and it is not satisfied under the wrong causal direction \( Y \rightarrow X \). In this way, the causal direction between the main variables of interest will leave detectable features in their joint distribution. Therefore, NCC introduces neural networks to learn such detectable causal features. For ordinary binary data points \( \{(x_{ij}, y_{ij})\}_{(i=1)}^m \), it can be directly brought into NCC; for binary data sets containing only image and the ground truth, NCC will be applied to the scatter plot \( \{(f_{jl}, y_{jk})\}_{(j=1)}^m \) where \( k \) corresponds to the number of category labels, and \( l \) corresponds to the number of features which is also the number of hidden layer units of the neural network. Then the features are mapped to multidimensional for each point, and finally to a binary classifier to obtain whether the two variables belong to a causal or non-causal relationship.

The proposed NCC effectively distinguishes causal and anti-causal features, possessing a relatively low computational complexity. Its complexity in forward annotating is linearly related to the sample size, whereas the computational complexity of the sota kernel-based additive noise models is the cube of the sample size. And NCC can be trained using a mixture of different causal and anti-causal generative models for a wide range of applications. Its differentiable activation function can also embed NCC into larger neural architectures. In light of this, methods such as HDCC [135], which extends causal inference to more than two variables, have also been derived.

CIRL (Causality Inspired Representation Learning for Domain Generalization): A representation learning method [133] according to causal mechanisms for solving the domain generalization problem prevalent in image classification scenarios in CV, and is an application of causal discovery to domain generalization. It solves the problem of modeling the relationship between data and ground truths with statistical models that cannot be generalized when the distribution changes. The framework of CIRL as shown in Figure 6.

\[ F(e_1, e_2, l_1, l_2) \]

Fig. 6. The framework of CIRL. It consists of three modules: causal intervention module, causal factorization module and adversarial mask module. The input is an image, and the output is the causal direction of the causal factor.

Fig. 7. Demonstration of the proposed model. The method first extracts the events in the image, and then identifies the causal relationship between the events.
The method assumes each input is composed of causal and non-causal factors, and only the former causes the classification judgments. By the nature of the Common Cause Principle and the Independent Causal Mechanisms Principle, causal factors are separated from non-causal factors, are joint independent and causally sufficient for the classification task \( X \rightarrow Y \) are causally sufficient. The method aims to extract causal factors from the input and then reconstruct the invariant causal mechanisms. The causal learning representation algorithm consists of three modules: causal intervention module, causal factorization module and adversarial mask module. The causal intervention module generates enhanced images, and intervene on the non-causal factors. Both the original and the enhanced image representations are sent to the causal factorization module, this model imposes a decomposition loss to force the representation to be separated and jointly independent from the non-causal factors. Finally, the adversarial mask module conducts an adversary between the generator and a masker, rendering the representations to be causally sufficient for classification.

The method effectively solves the problem of statistical models in domain generalization cannot be generalized, reconstructs the causal factors, and uncovers the intrinsic causal mechanisms, so that the causal representations learned by the CIRL framework can model the causal factors based on the ideal properties we emphasize.

**VCC (Vision-Contextual Causal Model):** A method [134] for learning contextual causal relationships from visual signals, and explores the possibility of learning causal knowledge from time-consecutive images. The method points out some causal relationships exist only in specific contexts, so the method acquires causal knowledge from time-consecutive frames cropped from the video, and find all possible causal relationships between each image pair \( P \) contains two images \( I_1 \) and \( I_2 \), it requires to identify all the events in the images first before to identify the causal relationships between the events. The demonstration of the proposed model as shown in Figure 7.

The VCC model consists of three main components: event encoding, visual context encoding, and cross attention. First, in the event encoding module, events represented in natural language are transformed into vectors and encoded using the BERT [147] model. Then the object detection module [148] is used to detect objects from images and use all extracted objects to represent the visual context. The cross-attention module is used to select the important context objects to reduce the effect of noise. Finally, the causality score can be predicted to determine the causality of the context.

Here, we list some common BDVs in the image domain, as shown in Table III. The first major categories such as CIFAR-10,
CIFAR-100, and ImageNet are commonly used pervasive object recognition datasets, all of them contain only two variables, images, and their category labels, with the difference in sample size and label classes. ObjectNet [136] is an image recognition data containing more than 300 categories, objects in the picture are displayed in a messy room with different shooting angles, they can be used to identify the causal relationship between the main object in the picture and the surrounding scene. The second major category is the facial recognition dataset, they can be used for the important downstream task of face recognition. PPB [137] is a facial dataset constructed by collecting photos of members of parliaments in six different countries, and its collection process takes into account the possible biases that can occur when building structural causal models with gender or skin color as category labels. The YFCC-100M Flickr [138] facial recognition dataset was originally collected to reduce bias in facial recognition for Caucasians, gender, skin color, and age can be selected as category labels for recognition, and likewise the Casual Conversations [139], CelebA [140] facial recognition dataset. Aff-wild2 [141] downloaded video data for facial recognition from Youtube, subjects had posture, age, lighting conditions, race, and occupation very different, and these features can be considered as dependent variables. WEBEmo [142] is face recognition data suitable for binary emotion classification, it is widely used for facial emotion recognition tasks, and similarly for several datasets such as CK+, MMI, Oulu-CASIA, Deep Sentiment, and emotion-6. The third category of image data belongs to a large class and is usually used for individual or model recognition tasks within the same superclass. Market1501 [143] pedestrian re-identification data can be refined to local area features for fine-grained recognition of different pedestrians, and similarly, the Veri-776 [145] vehicle re-identification dataset. CIFAR-2011 [111] contains image data of 200 different bird species, FGVC-Aircraft [56] contains image data of 100 different types of aircraft, and the Cityscapes [146] contains image data of 50 different street scenes recorded at different periods, all of them can be used to construct SCMs to explore causal signals in images using local features and data labels.

F. summary

In this section, we defined another common causal discovery task, and according to its characteristics defined the corresponding dataset and SCM, summarizing the existing research methods. As previously stated, we conducted a comparative study of the different methods, for instance, it is easier to divide feature blocks and extract prior consensus on image data than text data. Causal representations are intuitive and easy to represent in image data, however, we need word vectors to represent the data and then extract feature blocks from keywords according to the priori. This process may be affected by different writing styles, where features are less intuitive than in image data, so it is also different to avoid confounders we neglected and other biases. On the other hand, text data can intuitively convey some information to researchers to infer causality easily, such as text theme and emotion analysis, syntax analysis, etc. These advantages can help solve some difficulties and contradictions in image recognition. In addition, we propose some indicators to describe visual results indirectly related to SSCM performance. Although this cannot directly judge whether a SSCM is good or not, it can bring more interpretable content to subsequent experiments. All in all, the existence of SSCM in causal discovery is important and inevitable, it helps us better to learn sample representation and its context features through deep learning approaches.

IV. Undefinite Task

This section focuses on the construction of undefinite structural causal model (USCM) over infinite-variable dataset (IVD) in undefinite task. In section A, we define the undefinite task in causal discovery. Then, we respectively define and instantiate the IVD and the USCM in sections B and C. Moreover, we show some IVD in the dialogue, audio and video domains. Finally, we discuss some similarities and differences between MVD, BVD and IVD in section D.

A. Definition of Undefinite Task

Besides definite and semidefinite tasks we defined previously, there is still another necessary task that has not been studied, corresponding to the causal discovery we proposed on sequence tasks. With the increasing demand of sequence tasks for sequence semantic understanding, the study of its causality is inevitable. Because the order of the sequence itself combines with semantic information to form a new order named causal order, that means the causal relationship in sequence can be obtained by coupling the order of the sequence with the semantic information, it can solve many problems. For instance, it accounts for the sequence fragments of the same relative position cannot be represented as the same node in the SCMs because of different semantic information, and the reason of study causal relationships in sequence tasks is because this is an enhanced sequence task essentially. Thus, we define undefinite task as follows:

Definition 7 (Undefinite Task): Explore the causality between V and W, under the influence of the variables X₁, X₂, ..., Xₘ and Z₁, Z₂, ..., Zₜ, where s = 1, 2, ..., ∞ and t = 1, 2, ..., ∞ are unknown and undefinite.

Undefinite task is like the semidefinite task. Both need to consider the causal discovery of exogenous variables Z₁, Z₂, ..., Zₜ, and need to obtain the causal skeleton according to a priori. Due to the known variables X₁, X₂, ..., Xₘ do not
provide the complete causal relationship, so additional variables still need to be introduced. But there are also significant differences between them: (1) Tasks apply to different datasets, undeﬁnite task applied to IVD but semideﬁnite task applied to BVD. Variables V, W in undeﬁnite task affected by unknown and possibly inﬁnite variables are in more complex forms; (2) Tasks have a different prior basis to construct causal skeleton at present, undeﬁnite task lacks recognized valid priors. This type of causal discovery task is suitable for inﬁnite datasets and the ﬁnal aim is to construct USCM, we will deﬁne them below.

B. Inﬁnite-Variable Dataset

Under the above task deﬁnition, the ground truth of the data in the dataset used here is in the form of sequence, and the data is also in sequence form such as conversation sequences, audio sequences, video sequences, etc. So, there is each fragment in the sample corresponds to one ground truth, not only one ground truth for the whole sample. Each sequence sample in a dataset is almost different due to the length, meaning, and number of different sequence fragments consisting of it. Since s and t maybe ∞, we can deﬁne inﬁnite-variable dataset contains V, W, X, . . . , X∞ as follows:

Deﬁnition 8 (Inﬁnite-Variable Dataset) A multivariate set is in form of \{(V, W, X1, X2, . . . , X∞) = (v(1), v(2), . . . , v(l), X1 = x(j1), X2 = x(j2), . . . , Xj = x(j), Xelse = ∅), j = 1, 2, . . . , k, l < ∞, ji ∈ N,} is inﬁnite-variable dataset (IVD), where ∅ is null set.

In general, the data and ground truth of IVD are both in multidimensional space-time sequences. Therefore, we should consider each labeled fragment as a variable to construct a causal skeleton, to avoid the bias in a sequence sample resulting from neglecting causal order affects the understanding of sequence context. Combing the existing form of data, the characteristics of IVD fall under two headings: (1) Each sample contains a different number of variables, and the length of each sample is inﬁnite. For example, a conversation can be several seconds or several hours, and a piece of music can be two minutes or ﬁve minutes because there is no limitation to its length in practice. (2) Each variable in the dataset is different lie in its length and meaning, so even sequence fragments of the same position in different samples cannot be represented by the same variable. As discussed above, these are also the inﬁnite property of IVD.

Let us use a conversation sequence dataset [149] as an example for further explanation the content of each sequence fragment is different too. Molweni is an English corpus of multi-speaker conversations, where the ﬁrst conversation is composed of 6 utterances from 3 speakers, and the second conversation is composed of 7 utterances of dialogue from 4 speakers. For each utterance Ui in the conversation sequence, there is a ground truth Ti for it, the keyword that the speaker wants to express. Two conversations are shown in Figure 8 the utterance (U) in two conversations have different semantics because they are in different backgrounds, although they have the same order in conversation. If these variables are in the order of the data set itself, such as in time order, the fragments of the same relative position are represented by the same relative time node, they can be considered as the same variable. But when these orders are mapped to causal orders, they cannot be considered as the same variable because they represent different semantics U1 and U2. Hence, we can’t construct one causal skeleton for the two samples in an IVD, because each utterance is inﬂuenced by the speakers’ style, the context and background the conversation takes place.

C. Undeﬁnite Structural Causal Model (USCM)

Under the undeﬁnite task, the undeﬁnite structural causal model is established to explore the causality between diﬀerent sequence fragment in IVD, and materialize the causal order between inﬁnite variables in IVD according to some priors from researchers and causal discovery method, so its speciﬁc deﬁnition is as follows:

Deﬁnition 9 (Undeﬁnite Structural Causal Model): With a deﬁnite prior, for each sample \{(V, W, X1, X2, . . . , X∞) = (v(j), w(j), X1 = x(j1), X2 = x(j2), . . . , Xj = x(j), Xelse = ∅), j = 1, 2, . . . , k, l < ∞, ji ∈ N,} let Vj = (V, W, X1, X2, . . ., Xj, Zj1, Zj2, . . ., Zjm), then the set of directed acyclic graphs \{G = (G1, G2, . . ., Gm) formed by them in undeﬁnite structural causal model (USCM), Gj = (Vj, Ej)} and the edge Ej represents causal relationship.

According to the deﬁnition of undeﬁnite task and IVD, USCM has two main characteristics: (1) The causal skeleton and SCMs constructed on each datapoint vary. As we above mentioned, diﬀerent sequence samples in a dataset have diﬀerent lengths, and each sequence fragment is also diﬀerent. So the causal skeleton we construct for each sample with sequence fragments as variables is almost different, the same as for the ﬁnal SCMs; (2) The sparsity caused by sample space makes it impossible to sample variables in USCM. Regarding DSCM, the strong prior properties of MVD make all samples available for DSCM to construct the only SCM; Whereas in SSCM, due to the number of causal variables being deﬁnite, it can always ﬁnd similar samples with the same label, although a dataset does not only construct one SSCM. But for USCM, the sparsity between variables directly leads to it being diﬃcult to ﬁnd a similar sample in IVD for one causal skeleton we mentioned previously. For example, in a conversation dataset like Molweni, the smallest labeled sequence in a conversation is an utterance (U). Considering the largest word list which can compose any U, each U in the conversation is composed of n words or phrases from this word list. The utterance U can be treated as a sample in the word list set and n is much smaller than the word number N of the word list, so each utterance has signiﬁcant sparsity. This property can also be mapped to sequence tasks like audio and video. Therefore, the m of G1, G2, . . ., Gm in USCM exists m ≤ s and m is approximately s, where s is the sample size of IVD. Hence, there are not enough samples to discover causal relationships for such data and USCM has non-samplability.

The process of constructing USCM is shown in Figure 8. For example in Molweni, due to the existence of causal order in utterances, utterances at the same position in the different samples represent different variables in IVD and different
nodes in SCM. In addition, different researchers may have different priors of causal order, which all lead to different SCM we finally obtained. Thus, the two samples construct two SCMs. Considering the specific case, when we compare two sequence samples with the same number of utterances, different utterances have different semantics. So that even if the number of sequence fragments is the same, the sequence samples cannot be represented by the same node in the SCM. Therefore, even if a sequence sample has the same number of sequence fragments, it cannot be represented by the same causal skeleton.

However, if a task is not to explore the causality between the sequence fragment, but to explore the causality between the whole sequence and some ground truth, the task turns indefinite into semidefinite. In this case, the causal relationship between sequence fragments still exists. If each fragment has a label, then we should divide the semidefinite task into two steps: the first step is to solve the indefinite task inside the model, and then according to the result solve the semidefinite. If there is no label for each segment and we still consider the relationship between segments, the final SCM we constructed is unqualified because the assumption is too weak to over the number of samplable information points we mentioned in section III-C.

Moreover, the non-samplability of USCM let us cannot obtain the definite causal skeleton, and there is also no suitable causal discovery method for constructing SCM. Undefined task is still sequence task in essence, the key to solve the difficulties of this task is how to find a united prior rule to construct the different causal skeleton under the different variables, and to find the appropriate causal discovery methods instead of the method we mentioned previously in Sparse sample space. We’ll discuss this in section V.

D. Related Tasks and Datasets

The sample data in the infinite-variable dataset is in the form of multidimensional space-time sequences, so dialogue, audio, and video data all conform to the form of such a sequence. In building a structural causal model, each utterance of dialogue, each track or each lyric of a piece of music, each frame of a video, or the subtitle in that frame can be considered as nodes to construct a causal skeleton. In turn, by analyzing the context and data features, we can build a suitable structural causal model. We have collated some of the available indeterminate-variable datasets and related tasks carried out on these data for researchers’ reference.

**Conversation data.** One of the more novel types of UVD is conversation data, which includes task-based conversation, question-and-answer conversation, and small talk conversation. Task-based conversations are usually considered to be multiround conversations, which are conversation service systems that perform a specific task in a specific context; question-and-answer conversations are mostly single-round conversations, that is one-question-and-answer forms, such as recognizing the intention of the questioner and selecting the answer from the knowledge base to return; and small talk conversations are not restricted in any way and are completely dominated and influenced by the interlocutor. Conversation datasets are mostly used for discourse parsing, and discourse parsing techniques have been successfully applied to tasks such as question and answer, text classification, sentiment classification and language modeling. The main approaches to parsing discourse in multi-person conversations are those based on manual feature construction and deep learning. However, these two approaches also suffer from the limitations of manually designed features and the limitations of deep learning models’ generalization ability. Considering the specificity of the conversational corpus, graph structure-based approaches may be able to better analyze the inter-semantic relationships. We have compiled here some commonly used conversation data for different tasks, as shown in Table IV.

IEMOCAP [150] is an English dialogue corpus of actors’ lines from TV scripts, collected during the emotional interaction between different pairs of actors, and is therefore often used for dialogue comprehension and dialogue emotion recognition tasks. MELD [152] is an English corpus of daily conversations with sentiment labels, action labels, and topic labels for sentiment recognition, action recognition and sentiment generation respectively. STC [154] is an open-domain short-text conversation dataset constructed from a corpus crawled from Weibo, which can be used for open-domain conversation generation in addition to conversation sentiment recognition. Similar to the Douban Conversation Corpus [155] from the Douban forum, and the WDC-Dialogue [156] from public Empathetic Dialogues is also an open domain dialogue data, but it has been used to generate empathetic dialogues, based on which an empathy-oriented open domain dialogue model has been built. PERSONAL-CHAT [158] is personalized conversation data collected for different speakers, which contains at least five utterances for each speaker that highlight their personality, and can therefore be used for speaker identification tasks. As well as Ubuntu IRC Logs [159] from Ubuntu online chat rooms, which can be used for user profiling. Reddit Dataset [160] is multi-person conversation data from Reddit forums, and STAC [149] multi-person conversation data from online games, both of which can be used for multi-person conversation recognition tasks.

**Music data.** Similarly, music sequence data can be seen as Undefinite-Variable data for modeling purposes. Music sequences are a little more complex than contextual text-only conversation data, as they take into account not only the contextual relationship of the voice, but also the influence of other voices and tracks. Therefore, this paper compiles some common music data that contains only melodies but not lyrics.

The Bach Chorales dataset [176] is a dataset of Bach’s four-part congregational chants, containing at least four vocal parts: Alto, Tenor, Soprano, and Bass. Although this is a polyphonic dataset, each life part is monophonic. Therefore, if each vocal part is counted as a separate melody, the dataset is monophonic-monophonic. Similarly, there is the Nottingham

5In examples of tasks in Table IV ERC is Emotional Conversation Generation [161], [162], NLU is Natural Language Understanding [163], [164], AR is Action Recognition [165], [166], SR is Speaker Recognition [167], [168]. ECG is Emotional Conversation Generation [169], [170]. ODGG is Open-Domain Dialogue Generation [171], ERG is Empathetic Response Generation [172], CD is Conversation Disentanglement [173], DST is Dialog State Tracking [174], [175].
### TABLE IV
EXAMPLES OF CONVERSATION DATASETS.5

| Dataset       | Language | Examples of Tasks | Contents                                                                                                                                 |
|---------------|----------|-------------------|------------------------------------------------------------------------------------------------------------------------------------------|
| IEMOCAP [150]| English  | ERC NLU           | A conversation script for 10 male and female actors during their emotionally binary interactions, containing 151 conversations, 7433 utterances, 10 conversation roles, and 10 emotional labels. |
| SEMAINE [151]| English  | ERC               | A conversation between four fixed-image robots and a human being, labelled with four emotional dimensions.                                  |
| MELD [152]   | English  | ERC AR SR         | A selection of conversation clips from the movie Friends, including 1433 conversations and 13708 utterances, providing 3 major categories of coarse-grained sentiment labels and 7 fine-grained sentiment labels. |
| DailyDialog [153]| English | ERC AR ECG       | A daily conversation dataset with 13,118 conversations, 102K conversational utterances, annotated with 7 emotions, 4 categories of conversational actions (DA) and 10 conversational themes. |
| STC [154]    | Chinese  | ERC ODGG          | STC is an open domain Short-Text Conversation dataset constructed from a corpus crawled from Weibo, containing 4.4 million conversations.   |
| DBCC [155]   | Chinese  | ERC ODGG          | A large open-domain conversation dataset from public social media, with mostly single-round conversations, including 1.4B conversations, and 3.0B utterances. |
| WDC-Dialogue [156]| Chinese | ERC NLU          | A large open-domain conversation dataset from public social media, with mostly single-round conversations, including 1.4B conversations, and 3.0B utterances. |
| OpenSubtitles [153]| multilinguals | ODGG           | Multilingual open domain conversation clips.                                                                                               |
| Empathetic Dialogues [157]| English | ERG            | Open domain conversation data, consisting of 25,000 conversations, provides 32 sentiment labels.                                             |
| PERSONAL-CHAT [158]| English | SR             | Personalised conversation data, including 10,981 conversations and 164,356 utterances, by 1,155 people involved in conversations.              |
| Ubuntu IRC Logs [159]| English | CD DST          | From the Ubuntu IRC log dataset, each chat room in the Ubuntu IRC is full of users discussing a variety of topics, mostly technical issues related to Ubuntu. |
| Reddit Dataset [160]| English | DST            | Consisting of posts and corresponding replies in the Reddit forum, it contains a total of 4,500 conversations, 120,000 utterances, and 35,000 speakers. |
| STAC [149]   | English  | DST              | The corpus is derived from player statements made during the online game *The Setters of Catan* and contains 10,677 lines of conversation.       |
TABLE V  
EXAMPLES OF AUDIO DATASETS.

| Dataset                      | Sample Size | Contents                                      | Tasks                                      |
|-----------------------------|-------------|-----------------------------------------------|--------------------------------------------|
| Bach Chorales dataset [176] | 300-400     | Bach’s four-part congregational hymn dataset. | Melodic generation, Harmonic modelling, Polyphonic generation, Counterpoint generation |
| Nottingham Dataset [177]    | 1000        | Folk Song Folk Data.                          | Style recognition, Melody generation, Chord notation |
| The conversation [178]       | 7000        | A melodic dataset of Irish folk music         | Melody generation                          |
| The MAESTRO Dataset [179]   | 700-800     | Data set of the classical piano competition Piano-e-Competition | Melody generation, Style recognition       |
| GiantMIDI-Piano [180]        | 10,854      | The largest classical piano dataset.          | Music information retrieval, Automatic composition, Intelligent music composition |
| MedleyDB [181]               | 196         | Polyphonic Pop Music Dataset                  | Composition of polyphonic music, Instrumental music generation, Polyphonic transcriptions |
| Video Game Dataset [182]     | 31,810      | Music data in video games                     | Melody generation, Style recognition       |

Dataset [177], a more classic folk ballad dataset with individual chord markers that can be used for style recognition, melody generation, and chord annotation. The conversation [178] is a monophonic melody dataset of Irish folk music, uploaded by the user, which will have some repeated fragments and can be used for melody generation tasks. Data that is a little more complex than monophonic-monotone can be classified as a monophonic-polyphonic dataset. This type of data is most often found in music played on a piano, such as piano scores or MIDI where there is only one voice (instrument) on the piano, but the piano can be played with ten fingers, so up to ten notes can be pressed simultaneously. The MAESTRO Dataset [179] and GiantMIDI-Piano [180] are two of the larger classical piano datasets, The MAESTRO Dataset is performance data from previous classical piano competitions and can be used for style recognition and melody generation. GiantMIDI-Piano is the latest collection of the world’s largest classical piano dataset, which can be used for music information retrieval, automatic composition, and intelligent music creation. A little more sophisticated is the polyphonic dataset. Most polyphonic datasets contain piano guitars, which at once adds a strong polyphonic element. The content of common polyphonic-polyphonic datasets can be a whole orchestra of popular music or various repertoire, and the most complex is the score of a large orchestra, such as a symphony orchestra. A more difficult point with this kind of data than above is the need to distinguish between instruments/voices or to model them separately. It is possible that the amount of data available for certain voices, especially the backing voices, is quite small and insufficient to support modeling or training. medleyDB [181] is an audio dataset of polyphonic music, that can be used for polyphonic music composition, instrumental music generation, and polyphonic transcriptions. video game Dataset [182] is a dataset of polyphonic music in video games that spans a wide range of time and game categories, and can be used for melody generation and style recognition.

Video data. Video data is also stored as sequences, which are also consistent with the characteristics of the proposed indeterminate-variable dataset. The video sequences are transformed into a frame-by-frame picture, that is the undefined structural causal model can be constructed in this unit. Video form datasets are commonly used for action recognition tasks, target segmentation tasks, target tracking tasks, and so on. In this paper, we have collated commonly used video datasets, as shown in Table VI YouTube - 8M [183] is a competition
video from YouTube, which contains nearly 4000 different categories of videos with large sample size and is commonly used for tasks such as scene detection, target tracking, and video classification. The multi-category video data collected from YouTube, with different motion patterns, atomic visual actions, and object interactions as classification criteria, have clear boundaries between the different classes, and the video data is highly stable and suitable for performing many different video recognition tasks.

E. Comparing and Contrasting

In this section, we defined a fresh causal discovery task, indefinite task, and according to its characteristics defined the corresponding dataset IVD and USCM, summarizing the existing different types of IVD. In addition, there are some features in IVD. Sequence data itself contains many causal relationships. For example, in conversation sequences, conversations between different people are interdependent; In music sequences, different rhythmic parts interact with each other; In video sequences, every frame of a video is a picture, and different objects in the picture have their own causal relationships. From another perspective, causality is more continuous in video sequences than in conversation sequences, the nature of dialogue leads to discrete causality.

Through the arrangement and comparison of MVD, BVD and IVD, we found that the similarities between them lie in they all involve the same causal issues and conclusions. For example, there are priors in these data sets; All these datasets may have confounders, the confounders in them all exist in fork-structure, and all need to exclude the influence of confounders; Likewise, we can all carry out some causal operations such as interventions and counterfactual on these data sets. On the other hand, there are also some differences between them. In MVD, multiple variables are definite reflected in the number, meaning and sampling, therefore, when we can directly obtain the unique causal skeleton according to the priori of MVD and further construct the unique DSCM; In BVD, it has only two definite original variables, multidimensional time-space series data is labeled into multiple types, the causal skeleton can only be constructed by dividing other exogenous variables from the data according to the priori of researchers. Although there are a definite number of causal variables, the SSCM we finally get is not unique due to the weak prior of BVD. Besides, IVD also has two variables, but its data and labels exist in the form of sequence, so it is difficult for us to obtain other definite information except for the sample size. We need to take different sequence fragments as causal variables to construct the causal skeleton, so the USCM obtained is not uniquely caused by its non-sandability, and the number of USCM is close to the sample size of IVD. For MVD and BVD, there are plenty of ways to build SCMs from data sets, but there are gaps in IVD, and that’s what we’ll focus on in the next section.

V. FUTURE ROADMAPS

This section focuses on some roadmaps of corresponding solutions for causal discovery in infinite-variable paradigms. Because the nodes of each sample in IVD are different, the sparsity of its sample space leads to the non-samplability of USCM. Therefore, the methods used in the construction of DSCM and SSCM cannot be continued here. Transforming non-samplability to samplability is the key to extending the causal discovery algorithm to indefinite task. In section A, we proposed a priori-based causal discovery method, it is stipulated by the prior knowledge of each node is the same, so that the partial cause and effect diagram constituted from each node and its related nodes can be sampled; In section B, we proposed sampling-based method, aiming to make every sample can generate enough and similar sample, to make the samples can be sampled; In section C, we also proposed deterministic-based method, through mapping all nodes to a maximum graph, then the maximum graph can meet the samplability. We’ll cover these roadmaps in more detail below.

A. Prior-based Method

In Section IV, we proposed support of non-sampling in IVD, which leads to an intractable injective model from variables to nodes. Specifically, as their datapoints are variable-length and unstructured, IVD segments differ from the MVD variables. Hence, instead of focusing on a common skeleton for all variable-length IVD sequences, we design a way to build a common skeleton for each segment from several broadly accepted prior knowledge, called prior-based method. In Figure 9, we detailed how to build a whole skeleton via prior-based sub-skeleton. Each sub-skeleton centered a target node and contained other nodes directly related to the target node. That is, each segment has a corresponding sub-skeleton via regarding the segment as the target node. Therefore, we can obtain a whole skeleton consisting of N sub-skeleton, and N equals the number of segment in a sequence.

We can formalize the prior-based method under several mild hypotheses. We detailed 3 basic hypotheses as follows:

Hypothesis 1. Each IVD segment has the same sub-skeleton.

Hypothesis 2. As the target node, each segment is influenced by the fixed number of related segments.

Hypothesis 3. There is no confounder in the final skeleton.

Under Hypothesis 1, there is a common sub-skeleton for all segments in IVDs, and under Hypothesis 2, each target segment enjoys the complete independent relationships in corresponding sub-skeleton. Therefore, we can analysis the causal relationship in sub-skeleton with it satisfying the
sampling. Besides, Hypothesis 3 impose strict constraints upon designing sub-skeletons which ensure the whole skeleton not involved with confounder.

Recent years, there are some conversation-based studies proposed several instantiation of sub-skeleton to achieve dialogue dataset problems. We show 3 generally accepted prior knowledge which can be extended to other types of IVDs as follows:

**Prior Knowledge 1.** Each target node receives information from all other nodes.

Under **Prior Knowledge 1**, we can obtain a full-connected DAG as a sub-skeleton, all edges pointing to the target nodes. Moreover, the whole skeleton is a full-connected undirected graph. This prior offer that all variables are potentially related and need more complex causal discovery algorithm. [188] models the clause-to-clause relationships via exploiting graph attention to learn clause representation, facilitating pair ranking through building the underlying relationship between two clauses. Besides, they proposed support of the causal relationship of inter-clauses that the probability of two distant clauses containing causal relationship is relatively small. Based on this consideration, they build a full-connected graph with each node representing a clause and each edge representing the latent relationship between two clauses. However, when the graph attention algorithm was used for yielding clause representation, they considered the relative position information between two clauses of a pair to cut off most edges. Furthermore, [189] proposed another full-connected skeleton for the same task. They construct a pair graph to model dependency relationships among local neighborhood candidate pairs. There are three categories of dependency relationships and each dependency relationship representation a different way of information passing.

**Prior Knowledge 2.** Each target node receives information by different types of edges.

Under **Prior Knowledge 2**, we can obtain a heterogeneous graph as a sub-skeleton, different types of edges pointing to the target nodes. Moreover, the whole skeleton is a heterogeneous undirected graph. By leveraging different types of edges, some strong inductive bias involved with the sub-skeleton. [190] proposed that speaker identity is the strong inductive bias in conversation text. Hence they defined two types of edges: one is that two utterances belong to the same speaker, other is that two utterances has different speaker identities. Specifically, they proposed a more intuitive way to model the information flow between same and different speakers. In music sequence dataset, there are also similar studies which disentangle music flow between same and different speakers. In music sequence into different types. Such as pitch and rhythm [191]. Moreover, [192] proposed support that regions are also an effective inductive bias when analyse music sequence.

**Prior Knowledge 3.** Each target node only receives information from predecessor nodes.

Under **Prior Knowledge 3**, we can obtain a acyclic graph as a sub-skeleton, all edges pointing to the successor nodes. Moreover, the whole skeleton is a PDAG graph. Under this strict prior knowledge, each node can not propagate information backward to itself and its predecessors through any path. This characteristic indicates that a sub skeleton can be regarded as a DAG. [193] provided supports of the emotional inertia, which was a concept that the interlocutor's emotional state was resistant to change, despite the influence from counterparts. Hence, they proposed a connectionist model that capture the dependence of graph via message passing from the predecessor nodes. Besides, [194] formalize the conversation via GNN model and describe the clause-to-clause relationship by DAG.

Despite many studies and prior knowledges, there more problems applying them to USCM in IVDs. Confounder is the most crucial concerning when more than one prior knowledges above are adopted. To alleviate the bias lead by confounder, some excessive edges should be removed. Hence, how to define a more mild and effective prior to ensure the low confounder deserves more future research.

### B. Sampling-based Method

In order to solve the problem that the USCM is difficult to figure out, one solution is to increase the number of samples. If each node can perform enough samples, the relationship between nodes will be more robust. In order to augment the data, we can use some data augmentation method to sample.

**Condition 1.** The specific category to which each piece of data belongs can be known.

This condition is very strong, and we can regard the original data as incomplete data, so the idea of completing missing data can be adopted to obtain the relationship of complete data from original data [195]. Specifically, the missing mode of the data can be assumed according to the missing at random (MAR), and the filling mode can be the EM algorithm [196] or Gibbs sampling [197].

**Condition 2.** The subject category of some data, and the upper limit of the category can be known.

In this condition, we can get an upper limit on the number of nodes in the causal graph [75], so the method of augmenting the same theme can be adopted, and each node can be augmented separately, and then iteratively judge the mutual causal relationship according to the method of generating the causal graph, so as to complete the data augmentation.

**Condition 3.** The type of each piece of data in the data set can be specified, but each piece of data belongs to different nodes.

As long as the type of data can be clarified, it can still be augmented by data augmentation. Since there is only a single piece of data per node, data augmentation methods may rely on deeper, more incomprehensible connections to the data. A feasible idea is to use neural network models. There are some examples to prove it.

1. Using the autoencoder (AE). The encoder uses a multi-layer with a small parameter network to learn, trying to learn its deep features, and uses the decoder to generate new data similar to the original data. Using the network to iterate, you can repeatedly augment the data, and then use other algorithms for causal discovery.

2. Using the variational autoencoder (VAE). Due to its relatively strong generalization, it may be necessary to use a network with smaller parameters for learning. The decoder of the trained model can generate multiple sets of approximate
data at one time, eliminating the error accumulation of the iterative process., to ensure that the distance between the newly generated data and the original data is close.

(3) Using the generative adversarial model GAN [198], the core is to design a generator and an evaluator. In the generator, it is specified that it is generated according to a causal graph model, and in the evaluator, the generated data is evaluated according to the relationship with the original data by whether the original distribution has been changed. if the generated data and the original data are within a reasonable distance, the relationship can be regarded as consistent, otherwise inconsistent.

**Condition 4.** The category to which each piece of data in the dataset belongs is completely unknown.

This type of problem is probably the most difficult problem to solve, which means that the number of types of data and the relationship between data of the same type cannot even be known at all, so even these needs to be self-generated from the data and optimized. One idea is to use the diffusion model DM to form a series of Markov chains of noised data by adding noise to the original data set, and then use its reverse process to generate data from isotropic Gaussian noise. There is no guarantee that the distribution of the new data set is exactly the same as that of the original data set, but the nature of the original data set itself is not enough to extract more information without a priori hypothesis, so it even seems impossible to judge whether there is a judgment. But more data is usually useful for subsequent learning, and maybe this way can help us find some missing data set construction.

**C. Maximum Graph Based Method**

In addition to the above two roadmaps, we can also try to propose a maximum complete graph based on the dataset or batch. From the properties of the Undeﬁnite Structural Causal Model (USCM), we can know that for different samples in an IVD, the causal skeleton (causal diagram) we ﬁnally obtain is different. Therefore, we expect to construct a common graph of all samples, so that each sample can be mapped to this maximum graph. In this way, for each variable (sequence fragment) of each sample in the IVD, we can find a unique corresponding node in the maximum graph to represent, and each sample also has the same node. This is in line with the characteristics of our previously proposed deﬁnite structural causal model (DSCM), and the maximum graph based method actually turns inﬁnite variables into deﬁnite variables. Therefore, after obtaining the causal skeleton according to this method, we can continue to use the causal discovery method used in the deﬁnite task to explore the causal relationship between variables.

For any IVD, let it contain samples \((x^{(1)}_{11}, x^{(1)}_{12}, \ldots, x^{(1)}_{15})\) and \((x^{(2)}_{21}, x^{(2)}_{22}, \ldots, x^{(2)}_{24})\), the causal skeleton is shown in the Figure [10]. For any anchor in each sample skeleton, such as \(x^{(i)}_{11}\), we can ﬁnd the most similar nodes from other sample skeletons \(x^{(j)}_{11}, x^{(j)}_{21}, \ldots, x^{(j)}_{(j-1)}\), also known as a positive of \(x^{(i)}_{11}\), the distance between these similar nodes is very small, and eventually all can be represented as node \(x_1\) in the maximum graph. Each anchor \(x^{(i)}_{(j,i)}\) are not similar with other variables \(x^{(j)}_{12}, x^{(j)}_{13}, \ldots, x^{(j)}_{1i}\) in the same sample and variables in different samples except positive, the distance between them is large enough, and ﬁnally represented as different nodes \(x_1, x_2, \ldots, x_1\) in the common maximum graph.

The premise of constructing the maximum graph is to conduct sample mining [199], distinguishing positive and negative examples to improve the ability of models to recognize different variables and prevent overﬁtting from falling into local optimum, resulting in wrong skeletons. Therefore, we assume in an IVD, a typical set of samples consists of an anchor, negative \(A\), negative \(B\), and positive. Positive is the variables similar to the anchor variable, and negative \(A\) and \(B\) are variables different from the anchor. For the determination of positive and negative, we will make the following assumptions to ensure the representativeness of the same node for similar variables and to ensure that dissimilar variables can be effectively distinguished.

**Hypothesis 4.** The anchor in each sample can ﬁnd a unique similar variable in other samples, which are recorded as positive.

**Hypothesis 5.** The anchor in each sample is dissimilar to other variables except itself, and the negative in these sample \(\{x^{(j)}_{11}, x^{(j)}_{22}, \ldots, x^{(j)}_{1i}, x^{(j)}_{n}\}\) are recorded as negative \(A\).

**Hypothesis 6.** The anchor in each sample is dissimilar to the non-positive ones in other samples. These negatives in other samples \(\{X_{j1}, X_{j2}, \ldots, X_{ji}\} \neq \{X_{anchor}, X_{positive}\}\) are denoted as negative \(B\).

As shown in Figure [10] in light of the above three hypotheses, we need to perform sample mining according to the distance between the anchor and its positive and negative pairs. This distance can be calculated by the Euclidean distance [200] or Mahalanobis distance [201] of direct metric learning [202]. The distance between anchor and positive is denoted as \(S_p\), and the distance between anchor and negative \(A\) and \(B\) is denoted as \(S_n\). According to the difference of distance between the anchor and its positive and negative, we can identify the variables with the closest distance to the anchor as its positive according to Hard Negative Mining [203], and the rest of the samples are its negative, so there is \(S_p < S_n\). For the maximum number of nodes in the graph, we can prior set it to be equal to the maximum number of variables in a single sample, expressed as \(l = max\{l^{(1)}, l^{(2)}, \ldots, l^{(k)}\}\), where \(k\) is the sample size of IVD, and \(l^{(k)}\) is the number of variables in the \(k\) th sample.

Loss functions also play a very important role in deep metric...
learning. Many loss functions for deep metric learning are built on sample pairs or triplets, and the magnitude of the sample space is very large. In order to avoid falling into a local optimum, we usually do targeted optimization on the sample. The input of Contrastive loss \[204\] is a sample pair consisting of two samples, and the input of Triplet loss \[205\] consists of a triplet containing the anchor with its positive and negative. The input in the maximum graph we constructed involves anchors, positives, and multiple negatives from the same sample and different samples. There are many samples to be compared, and it is not suitable to use Contrastive loss and Triplet loss directly. Therefore, we summarize here two loss functions suitable for such multiple inputs:

1. **N-pair loss.** \[206\], \[207\] It uses multiple negative samples when calculating the loss function value of mini-batch, and does not slow down like ternary loss and contrastive loss. Each training sample of N-pair loss consists of \(N + 2\) tuples, namely \(x, x^+, x_1, \ldots, x_k\), where \(x^+\) represents the positive relative to anchor \(x, x_1, \ldots, x_k\) are negatives respectively picked from current sample and other samples.

\[
L(x, x^+, x_1, \ldots, x_k) = \log(1 + \sum_{i=1}^{K} \exp(f^T f_i - f^T f^+))
\] (1)

\(f(\cdot; \theta)\) is the embedding kernel defined by the deep neural network.

2. **Lifted Structured loss.** \[208\], \[209\] The loss is calculated based on all positive and negative sample pairs in the training set (mini batch), which is defined as

\[
L = \frac{1}{2|\hat{P}|} \sum_{(i,j) \in \hat{P}} \max(0, L_{i,j})^2
\] (2)

\[
L_{i,j} = \max_{(i,k) \in \hat{N}} \alpha - D_{i,k} + \max_{(j,l) \in \hat{N}} \alpha - D_{j,l} + D_{i,j}
\] (3)

Among them, \(\hat{P}\) is the set of positive sample pairs; \(\hat{N}\) is the set of negative sample pairs; \(D_{i,j}\) is the distance of the sample pair \((i, j)\).

During this learning process, if without informative sample mining or an select an inappropriate loss function, the problem of sample inseparable \[210\] may occur. The inseparable problem means that no matter what value \(\theta\) of the projection function takes, it cannot satisfy \(d(f_{\theta}(x_i), f_{\theta}(x_j)) < d(f_{\theta}(x_i), f_{\theta}(x))\), where \(x_j\) is a positive of \(x_i\), \(x_i\) is the negative of \(x_i\). This situation exists in both linear metric learning and deep metric learning, because most loss functions focus on minimizing \((S_n - S_p)\), it is inflexible because it penalizes every single similarity score equally. At this time, we need to use a more effective metric learning algorithm, which can eliminate indivisible samples without affecting the stability of the loss function. Circle loss \[211\] proposes if a similarity score is far from the optimal center, it should be paid more attention (i.e., penalized). For this purpose, circle loss re-weights those under-optimized similarity scores.

\[
L_{\text{circle}} = \log[1 + \sum_{i=1}^{K} \sum_{j=1}^{L} \exp(\gamma \alpha^i_n (s^i_n - \Delta_n) - \alpha^j_p (s^j_p - \Delta_p))]
\] (4)

In Equation V-C \(s^i_n = d(x, x^+_i)\) is the distance between the anchor \(x\) and its \(j\) th positive, \(s^j_p = d(x, x^+_j)\) is the distance between the anchor \(x\) and its \(j\) th positive, \(\alpha^i_n = [s^i_n - O_n]_+\) and \(\alpha^j_p = [O_p - s^j_p]_+\) are the parameters obtained by self-learning. The loss function of Circle Loss can be transformed into

\[
L_{\text{circle}} = \log[1 + \sum_{i=1}^{K} \sum_{j=1}^{L} \exp(\gamma (s^i_n - s^j_p + m))]
\] (5)

Where \(m = \alpha^i_n \Delta_p - \alpha^j_p \Delta_n\) can be considered as a margin, \(s^i_n = \alpha^i_n s^i_n\) and \(s^j_p = \alpha^j_p s^j_p\) are weighted distances, we minimize \((s^i_n - s^j_p + m)\) to satisfy constraint \(s^i_n > s^j_p\). Compared with the traditional optimization \(s\) and the weighted \(s\), there still has the same gradient and decision surface at different sample points, but it can dynamically adjust the gradient to make the optimization direction clearer.

The above is one of roadmaps for how to build USCM from the perspective of constructing a maximum graph. After obtaining the skeleton of the maximum graph, the researcher also needs to analyze the different included sample variables, so as to name the nodes in the maximum graph. How to effectively learn the loss function, reduce the computational complexity, and how to determine the maximum number of nodes in the graph are issues that need to be further considered in practice. Simply equating the maximum number of nodes with the maximum number of nodes in a single sample may result in some samples not being able to find a suitable mapping in the ending maximum graph. Therefore, we may need to combine the loss function and set a threshold to limit the number of nodes in the maximum graph, so as to ensure that each variable in a single sample can find a reasonable mapping in the maximum graph.

VI. CONCLUSION

Our work takes different variable paradigms as the entry point, defining and dividing the possible tasks of causal discovery into three types, namely definite task, semidefinite task, and undefined task. Under each task, we give a specific definition of the task, and correspondingly define the dataset applied to the task, and the final manifestation of them: the structural causal models(SCMs) of different paradigms. In the definite task, we define the multi-variable dataset (MVD) and summarize some common MVDs, and then define the definite structural causal model (DSCM) according to the characteristics of the task and dataset, summarizing the existing applicable methods under this task in various. In the semidefinite task, we define the binary-variable dataset (BVD) and the semidefinite structural causal model (SSCM), summarize the differences of semidefinite tasks and semidefinite structural causal models between definite variable paradigm and their characteristics, and also some BVDs in different domains and its causal discovery methods. In the undefined task, we give the definition of the infinite-variable dataset (IVD) and the undefined structural causal...
model (USCM), clarifying the characteristics of this variable paradigm and its differences of tasks and SCMs between the first two variable paradigms. Undefinite tasks are the existing research gap in the field of causal discovery, and it is also a part that will inevitably be involved in causal discovery with the rapid development of deep learning. Because causality itself is a more advanced and perfect sequence relationship. Here we propose three roadmaps from different perspectives, namely prior-based method, sampling-based method and maximum addition, there are many special challenges in the process of sufficient sampling in undefinite tasks, which makes it difficult to build USCM, and how to effectively implement it also depends on further exploration attempts by researchers. In addition, there are many special challenges in the process of reliable causal discovery, such as sampling bias, measurement error, the presence of confounders, nonlinear effects, etc., these are also problems that we need to solve in improving the quality of causal structure search.
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