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Abstract: Problem statement: Recommender Systems (RS) have become a widely researched area as it is extensively used in web usage mining and E-commerce platforms. Approach: There were a number of recommender systems available to suggest the web pages for the web users. Results: A recommender system acted as an intelligent intermediary that automatically generates and predicts information and web pages, which suit the users’ behavior and users’ needs. Conclusion: The various recommender models and analyzing the key features of those models and analyzing the features of portal sites that employ recommender systems to help the research community are the key features of this study and survey.
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INTRODUCTION

The challenge of finding the needed information from the web has led to the development of a number of recommender systems, which typically watch the user navigation behavior as a sequence of pages and suggest another set of web pages, products and other information besides the actual information. With the exponential growth of the web, the study of modeling and predicting a user’s access on the web has become crucial to the researchers and portal developers.

E-Commerce sites suggest products to their customers by using Recommender systems. Recommended products can be based on the top sellers on a web site, based on the demographics of the customer or the analysis of the past buying behavior of the customer as a prediction for future buying behavior (Schafer et al., 1999). Broadly, these techniques are part of personalization on a site. Loh et al. (2004) is a recommender system that helps travel agents in discovering options for customers, especially those who do not know where to go and what to do. Textual messages transferred between the travel agent and the customers through the private Web chat was analyzed by the system and recommends tourism information. Many on-line stores provide recommendation services for promoting the business are considered.

The research on recommender systems has started as important field as early as 1990 with the appearance of the first study on collaborative filtering. More work has been done in industry, e-commerce and academia on developing new approaches and models for recommender systems over the last decade. The interest and importance in this area still remain very high because it constitutes a problem rich research area. Many tools help users to deal with information overload and provide personalized recommendations and contents. Web usage Mining techniques are used to discover web user profiles and to extract frequent access patterns from the history of the user click-streams stored in web log files, which can also be used for recommender systems (Nasraoui et al., 2008). Given this backdrop, this study analyzes a set of recommender systems that span the range of different applications and models.

Recommendation approaches: One of the most frequently used representations of recommendation tasks is Collaborative Filtering (CF), essentially a nearest-neighbor method applied to a rating matrix. Collaborative filtering perfectly implements the idea of word-of-mouth promotion, in which the opinions of friends and benchmarking reports could influence predominantly the buying decision. The first applications of recommender technologies were the personalized recommendation of news and Web sites; the former application is often based on collaborative filtering and the latter is based on content-based
filtering. Content-based filtering uses features of items the user liked in the past to infer new recommendations. Unlike collaborative approaches, content-based filtering can’t provide serendipitous recommendations. It selects and recommends all products on the basis of purchasing information available from the current user.

In both collaborative and content-based filtering, user profiles are long-term models. These approaches don’t exploit deep knowledge about the product domain and both are excellent for supporting the recommendation of simple products such as books or movies. A major strength of these approaches is that no additional knowledge acquisition efforts are necessary if historical data is available (O’Donovan and Smyth, 2005).

In recent years, researchers have proposed more complex statistical models for recommender systems that improve recommendation quality, for example, Bayesian networks with a hidden class variable, compound classification models (Bose et al., 2006) and Relational Markov Models (Anderson et al., 2002). Some have tried hybridization strategies that combine collaborative and content-based information. Meanwhile, others have worked on attribute-aware recommender models that try to take co-user and product information into account in parallel (Loh et al., 2004).

Customers purchasing complex products such as financial services, computers, or digital cameras need both information and intelligent interaction mechanisms that support the selection of appropriate solutions. So, an explicit representation of product, marketing and sales knowledge are necessary. Knowledge-based approaches use this type of representation (Krol et al., 2006; Haruechaiyasak et al., 2004; Baraglia et al., 2006). Such deep knowledge lets these recommender systems.

Study on recommender engines: Recommender systems have proven to be effective at delivering the user a more intelligent and proactive information service by making concrete product or service recommendations that are sympathetic to their learned preference and needs by combining ideas from user profiling, information filtering and machine learning (O’Donovan and Smyth, 2005). Recommender systems form a specific type of filtering technique that attempts to present information items, products or services that are likely of interest to the user. Typically, a recommender system compares the user’s profile to some reference characteristics and seeks to predict the rating, that a user would give to an item, products or services they have not yet considered. These characteristics may be from the information item, the content-based approach or the user’s social environment using the collaborative filtering approach. For example CF to mobile settings using physical co-presence as the basis for measuring user similarity (De Spindler et al., 2008).

In this study some such recommender systems surveyed and the implemented models, techniques have been studied and presented.

MATERIALS AND METHODS

Click-stream: Gunduz and Ozsu (2003) proposed a new model based on click-stream tree representation of user behavior. The model considers the order of information pages in a session. The user sessions are clustered based on the similarity of the user sessions. When a request is received from an active user, a recommendation set consisting of three different pages that the user has not yet visited, is proposed using the best matching user sessions. The best matching user session is found by exploring the top n clusters that have the highest n similarity values computed using the first two request of the active user session. The rest of the recommendations for the same active user session are made by using the top n clusters. The novelty of the approach lies in the method of computing the similarity of user sessions and the clustering. Session similarity measure is based on FastLSA sequence alignment method. The clustering of user sessions reduces the search space and each cluster is represented by a click-stream tree. The model recommends three pages when the time of the last visited page of the active user sessions are given. The click-stream tree enables to insert the entire session of the user with out any information loss. They considered the problem of modeling the behavior of a web user during a single visit to the web site.

Concept hierarchy: Bose et al. (2006) proposed another model that effectively combines usage information with information from the conceptual structure of the web site to generate recommendations. It is important to note that the hierarchy of pages of an individual web site is considered, not deal with a hierarchy of the entire web. The prediction model is using click-stream trees. Each node in the tree consists of page identifier, time spent and a counter for sessions traversed in each node. Users session is matched against the sessions in the clusters and recommendation score is assigned to each such match. Recommendations are given based on the highest score to the user.
With time impact coefficient: Krol et al. (2006) proposed two generic recommender mechanisms, implemented in cadastre internet information system. List of last queries submitted by the user and list of page profiles recommended to a user are the two systems proposed. The page recommendation is based on the concept of the page profile which represents the system option, type of retrieval mechanisms and search criteria. The rank values for the page profiles are calculated based on the usage frequency and the time impact coefficient. Rank value $r_u(p_j)$ of a page profile $p_j$ used by user $u$ is calculated in the following way:

$$r_u(p_j) = \sum_{d=0}^{D-u} f_u(p_j)^w (1 - \frac{d}{D_u})$$

where, $f_u(p_j)$ is the usage frequency of page profile $p_j$ by $u$ and $d$ days back before the day of rank calculation. The recommended page is selected by the user from the list facilitates and the search.

Web recommender system: Haruechaiyasak et al. (2004) proposed a new framework based on data mining algorithms, combines both content-based and collaborative filtering methods. Content-based filtering integrates both textual analysis and the user personalization during recommendation process, collaborative filtering is based on the method of mining user access patterns. This approach has a better potential of reducing the user access time on the web site compared to the existing Markov model approach. The response time of this system is very high. This proposed framework is applied to construct a system prototype for recommending the University of Miami’s web pages and automatically generates recommended list of web pages based on users preferences.

πSuggest: Baraglia et al. (2006) contributed a privacy enhanced RS πSuggest, that allows for creating serendipity recommendations with out breaching users privacy. The system that helps users to navigate through the web by providing dynamically generated links to pages that have not yet been visited and are of potential interest. The architecture of πSuggest is based on a two tier structure. One of them is the browser at the client-side. The other tier is based on an incremental personalization procedure, tightly coupled with the Web server. Its knowledge base is incrementally updated by monitoring usage data and then notified to the client, which will be able to use it to personalize on-the-fly the requested HTML page, by appending a list of page links. This system does not maintain any database, it needs to maintain a data structure i.e., an undirected graph from which recommendations were made. A triangular adjacency matrix is used to store the knowledge base. When a session starts on clients side, the πSuggest plug in asks the server for page clusters extracted from the knowledge base. The plug in holds the user session and creates the suggestions for the user.

ICPF: Zhu et al. (2003) describes an effective complete-web recommender system. Information content pages ICPF. This system is in client side and it is not specific to a single website but can point users to pages anywhere in the web. The goal of this approach is to recommend only “Information Content” (IC) pages; i.e., pages that are essential to the user’s task. To determine this, first a set of annotated web logs were collected, from which the learning algorithm learned to characterize the IC-page associated with the pages in any partial sub sessions contribution. IC-pages for the users are estimates from the current click-stream, based on properties of the words that appear, that is, if the word $w$ appears in at least 2 recent pages and $w$ appears in a snippet that was followed, then $w$ will tend to appear in IC-pages. This rule assert the IC-word and ICPF compute the browsing properties for essential of all the words that appear in any of the pages and this model is used to predict the users current information need.

AIE is used as a client-side tool for collecting the training data, which allows the user to explicitly indicate which pages were IC-pages for the specific current task. ICPF system needs client-side information in the form of annotated web-logs, the sequence of web pages that users have visited. The pages are separated into a sequence of “IC-sessions” and ends with an IC-pages or the end of the users entire session.

Recommendation method for LTV: Iwata et al. (2008) present a novel recommendation method that maximizes the probability of the Lifetime Value (LTV) for the customers. The method finds frequent purchase patterns among high LTV users and recommends items for a new user that simulate the found patterns (Iwata et al., 2008). Survival analysis techniques were used and efficiently find the patterns from the log data. Users interests are inferred from the purchase history and based on the interests the effective recommendations were generated. To estimate users interest, the maximum entropy models was used. To increase LTV, online stores providing measured services and encourage users to purchase many items. On the other hand, online stores providing subscription services need to encourage users to extend their subscription periods. Therefore, online stores should recommend items using
different strategies depending on measured or subscription services and the authors proposed different recommendation methods for each of them. The method recommends item $\hat{s}$ that maximizes $P(l|u,s)$, which is the probability of improving the LTV of user $u$ when item $s$ is recommended, as follows:

$$\hat{s} = \arg \max_{s \in S} P(l|u,s)$$

Where:
$s = A$ set of items
$l = The$ improvement of the LTV
$S = The$ recommended item

and also recommended $m$ items with the highest $P(l|u,s)$ values.

RESULTS AND DISCUSSION

Implementation of recommended systems in web:
The RS compares the collected data to similar information collected from others and calculates a list of recommended items for the user. Commercial and non-commercial examples are identified in this study. Recommender systems are a potential alternative to search algorithms. Since RS help users discover items that they might not have found by themselves. Interestingly enough, recommender systems are often implemented using search engines indexing non-traditional data (Wikipedia, 2009a). Here we present some of the businesses that utilize recommender system technology in their web sites (Wikipedia, 2009b)

Amazon.com allows users to submit reviews to the web page of each product. As part of their review, users must rate the products. Rating Scale was given in the site that is from one to five stars. ChoiceStream is one of the sites that offer pay for performance marketing services. Collarity is a privately funded web services that provide a recommendation system, social search and online advertising services for web publishers. Digg-a social news website, eBay.com, an online auction and shopping website, H eatii, IMDb, Last.fm, LibraryThing, StumbleUpon, Amie Street-an online music store and social network service, iLike-an online service site allows users to download and share music, iTunes-a proprietary digital media player application, used for playing and organizing digital music and video files and Musicmatch are some other E-commerce sites that provide recommendations using collaborative filtering (Wikipedia, 2009a; 2009b)

Netflix.com is another online DVD rental service site which maintains an extensive personalized video-recommendation system based on ratings and reviews by its customers, similar to the system used by Amazon.com, Netflix uses RS to suggest movies to its 10 million-plus customers and they challenged the developers communities to beat the accuracy of their RS (Monroe, 2009; Ampazis, 2008). In Table 1 it is attempted to summarize the business applications, recommendation technology, interfaces and findings that is how the users find recommendations for all the example and applications.

Survey of the recommender engines and techniques:
The Recommended methods described in this study, are good in several applications, including the ones for real estate cadastre web site RS (Krol et al., 2006), social network Mobile setting (De Spindler et al., 2008), recommending books (Kawashoma et al., 2006), news articles, pages in NASA and Clark net sites (Gunduz and Ozsu, 2003), web server logs of an college, tourism (Loh et al., 2004) movies (Ampazis, 2008), health care system and other items discussed in this study, Implementation of RS in Web. All the businesses described in implementation of RS in Web and (Gunduz and Ozsu, 2003; Kawashoma et al., 2006) were based on the model, collaborative filtering.

Recommendation interface and findings are the two more criteria’s considered for this survey. Through the examples of recommender system, we have identified different methods for finding recommendations each of which may provide access to more than one recommendation interface and/or technology. In finding Selection option process, the customers must interact with the system in order to receive the recommendations. The Predefined options are the base for their recommendations. For example Amazon.com has more predefined choices.

In Table 2 it is attempted to summarize the features of recommendation technology. The models and technology used and proposed, view of data/main data, representation of data, methods used, the application categories and algorithms used are considered for the feature analysis. The RS described in study on Recommender Engines is summarized in Table 2 that can be extended to the capabilities of RS (Adomavicius and Tuzhith, 2005), that includes understanding of users and items, model-based recommendation techniques, multidimensional views of recommendations, multi criteria ratings, non-intrusiveness, flexibility, effectiveness, trustworthiness, scalability and privacy issues of RS.
Table 1: Recommendation features implemented in portals

| Applications       | Model based recommended techniques used | Recommendation interface          | Finding Recommendations                  |
|--------------------|-----------------------------------------|------------------------------------|------------------------------------------|
| Amazon.COM         | Collaborative filtering                 | Rating Scale                       | Selection options organic navigation    |
| BAYNOTE            | Active filtering, passive filtering      | Nonintrusive                       | Based on previous visitors with similar interests in similar contexts |
| ChoiceStream       | Collaborative filtering cohort analysis  | Automated and personalized rating   | Off base suggestions using multiple correlation tables |
| Collarity          | Collaborative filtering                  | Nonintrusive implicit               | Based on information value hierarchy    |
| Digg               | Collaborative filtering                  | Nonintrusive implicit               | Voting basis                            |
| eBay INC.          | Passive filtering CF                     | Implicit behavior content based     | Organe: Navigation                      |
| Heeii              | CF                                       | Nonintrusive                        | Based on array of implicit behavior     |
| IMDb- internet     | CF                                       | Rating scale intrusive              | Explicit ratings                        |
| movie database     | CF                                       |                                    |                                          |
| LAST.FM            | CF                                       | Explicit feedback intrusive         | Based on Multi criteria ratings          |
| LibraryThing       | Collaborative filtering                  | Implict knowledge                   | Based on catalog with similar data      |
| Strands, INC.      | Collaborative filtering                  | History of other members, intrusiveness | Find other members with similar tastes to their own |
| Netflix            | CF                                       | Intrusive real ratings              | Based on Explicit ratings               |
| StumbleUpon        | Collaborative filtering                  | Multi criteria ratings              | Explicit rating                         |

Table 2: Recommendation system feature chart

| Recommender systems | Model, technology used and proposed | View of data/ systems used | Representation | Method | Application categories | Algorithms used |
|---------------------|-------------------------------------|---------------------------|----------------|--------|------------------------|-----------------|
| 1                   | Two-dimensional sequential model    | Server logs NASA and Clark net web server | Graph click-stream tree | FastLSA sequence alignment method | Calculating the similarity of user sessions, identical pages and time spent on pages, graph based clustering | Build click-stream tree algorithm, find best path algorithm |
| 2                   | Concept hierarchy, prediction model using click-stream tree, similarity model method | Matrix, web server logs | Click-stream tree graph | Sequence alignment concept aware similarity model | Similarity score, sessions are clustered, click stream sessions | Cluto-clustering algorithm based on graph partitioning build click stream tree |
| 3                   | Search criteria and option tree with search forms | Log of submitted queries, log of recommended pages | Rank value of pages | Page profile | Page profiles recommended to the user, list facilitate and search | Query criteria, rank value, page profile recommendation |
| 4                   | Combines collaborative filtering and content based utilizes data mining techniques | URL’s, log records, Crawling and parsing textual and hyperlink contents, Classification | Page similarity in the keywords, | Association rule mining | Integrates textual analysis and user personalization, University web site focused | SQL queries, association rules |
| 5                   | Triangular adjacency matrix          | Undirected graph             | n suggest, a privacy enhanced recommender system | User ratings considered, two tier system work both in server and client side | Not for a single site, can point users to pages anywhere in the web | Incremental connected components algorithm |
| 6                   | Naïve Bays (NB) classifier           | Set of annotated web logs, IC labels in each page | Information pages | Sequential attributes, search query | AIE Browser (Annotation Internet Explorer) ICSI | |
| 7                   | Maximum entropy model for estimate user’s interest, life time value, frequency model, collaborative filtering | Log data, user purchase history | ----- | Survival analysis | Probability (Q, R, NO recommend) | User behavior in a measured service and subscription service |

Most of the recommender systems produce ratings that are based on a limited understanding of the users. The RS methods produce ratings that are based on the understanding of the users and items as captured by the user and item profiles. The methods take full advantage of the information in the user’s transactional histories and other available data. Classical collaborative filtering methods use the user and item profiles for recommendation purpose and rely exclusively on the rating information to make recommendations.

Using various statistical and machine learning techniques, some of the model-based approaches provide rigorous rating estimations. Other areas of mathematics and computer science, like mathematical approximation theory, Memory-based and model based CF algorithms predict recommendation value based on the rating matrix (Su et al., 2007; Zhu et al., 2005; Shai et al., 2005) also contribute to developing better rating estimation methods and machine learning models. For example MDP is a model for sequential stochastic decision problem (Shai et al., 2005). Drachsler et al. (2008) Proposed memory-based recommender system techniques.

Recommender systems are proposed to work in multidimensional settings. Two dimensional user× items space were used in earlier RS. That is the recommendations were made based only on the user and item information and do not take into consideration the
additional contextual information. Some of the applications may be critical because the utility of a certain product to a user may depend on time (Iwata et al., 2008; Petridou et al., 2008). Time of the year, such as season, month, day or week and it also depends on the persons whom the product will be consumed or shared and under which circumstances. Time-related issues in web users, the duration of the user’s accessing on a page and the succession of their visits i.e., click-streams (Bose et al., 2006; Gunduz and Ozsu, 2003), in such situations, the RS must take additional contextual information. Such as time, place, company and other related information of user, into consideration when recommending a product or other information. So the system is in need of multidimensional settings. The inclusion of the knowledge about the user’s task into the RS algorithm leads better recommendation (Petridou et al., 2008; Adomavicius and Tuzhilin, 2008). RS mostly deals with single criterion ratings, such as ratings of movies, songs, books and other products, However, in some applications, such as restaurant recommendations and tourism recommendations (Loh et al., 2004).

Recent studies have indicated that multiple item characteristics may be taken into consideration when making a recommendation. It might not be sufficient to base recommendation on single-attribute ratings. So the researchers highlighted the potential need of Multi-Criteria Decision Making methods in recommender systems (Manouselisi, 2008). Incorporate Multi-criteria ratings into recommendation methods, finding optimal solutions, taking linear combinations of multiple criteria and reducing the problem to a single-criteria optimization problem, optimizing the most important criterion and converting other criteria constraints are some of the methods used in recommender systems for multi-criteria ratings.

Most of the recommender systems are intrusive in the sense that they require explicit feedback from the user and often at a significant level of user involvement. For example, before recommending any products, movies, books or news group articles, the system needs to acquire the ratings of previously read books or articles and, often many of them. Some of the RS uses nonintrusive rating determination methods where certain proxies are used to estimate real ratings. For example, the amount of time a user spends time for reading an article, book or web site can serve as a proxy of the site or article’s rating given by the user (Adomavicius and Tuzhilin, 2005; Zhu et al., 2002).

Flexibility, effectiveness of recommendation as speed address based on metrics, Scalability and privacy are some of the issues and features of recommender system. RS also underlines many less overtly commercial sites, such as those providing music or news. But in each case a recommender system tries to discern a user’s likely preferences from a frustratingly small data set about that user (Monroe, 2009). Web based RS is very popular nowadays. Further, critical challenge for Web-based recommender systems is generating accurate results in less than a second. To maintain rapid responses as databases grow, researchers want continually trade off effectively with speed, accuracy, privacy and security.

RS is technology based system and provides personalized recommendations to the web users. Recommendations are suggested from opinions and actions of other users with similar tastes. However, with increasing popularity of recommender systems in E-commerce sites they have become susceptible to shilling attacks. In shilling attacks, attackers try to influence the system by inserting biased data into the system. An attack on a RS is mounted by injecting a set of biased attack profiles into the system. Each attack profile contains biased rating data and a target item. Profiles are injected into the system by fictitious user identities created by the attacker. Every attack can be classified as a push attack or a nuke attack. In a push attack, the objective of the attacker is to increase the likelihood of the target item being recommended to a large section of the users in the system. While in a nuke attack, the objective is to prevent the target item from being recommended (Ray and Mahanti, 2008). So new algorithms needed to improve robustness and stability of recommender systems against such security problems.

**CONCLUSION**

RS has become more or less the backbone of many of the major firms and businesses on the Web space. The next generation of RS will rely more on implicit information, such as the pages or items that a web user clicks on while navigating a web site. Based on the users navigation patterns, the system correlating the products or pages and the user’s will get very valuable information as suggested by the RS.

In this study, some of the recommendation system technologies and application examples were surveyed. The field of recommendation system is still young and much work lies ahead. Given the huge amount of information available on the Internet and increasingly important role that the Web plays in today’s society, Web usage mining services will become the most flourishing subfields in Web mining. However the contemporary models of recommender system surveyed
in this study still require further research in security and privacy to be applied in a wider range of applications. Also the evaluation of RS models is a challenging as there is no concrete framework or base template for analysis.
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