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ABSTRACT

As users often express their preferences with binary behavior data (implicit feedback), such as clicking items or buying products, implicit feedback based Collaborative Filtering (CF) models predict the top ranked items a user might like by leveraging implicit user-item interaction data. For each user, the implicit feedback is divided into two sets: an observed item set with limited observed behaviors, and a large unobserved item set that is mixed with negative item behaviors and unknown behaviors. Given any user preference prediction model, researchers either designed ranking based optimization goals or relied on negative item mining techniques for better optimization. Despite the performance gain of these implicit feedback based models, the recommendation results are still far from satisfactory due to the sparsity of the observed item set for each user. To this end, in this paper, we explore the unique characteristics of the implicit feedback and propose Set2setRank framework for recommendation. The optimization criteria of Set2setRank are two folds: First, we design an item to an item set comparison that encourages each observed item from the sampled observed set is ranked higher than any unobserved item from the sampled unobserved set. Second, we model set level comparison that encourages a margin between the distance summarized from the observed item set and the most “hard” unobserved item from the sampled negative set. Further, an adaptive sampling technique is designed to implement these two goals. We have to note that our proposed framework is model-agnostic and can be easily applied to most recommendation prediction approaches, and is time efficient in practice. Finally, extensive experiments on three real-world datasets demonstrate the superiority of our proposed approach.
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1 INTRODUCTION

Collaborative Filtering (CF) provides personalized ranking list for each user by leveraging the collaborative signals from user-item interaction data, and are popular in most recommender systems with easy to collect data and relatively high performance [3, 40, 43, 46]. Earlier approaches worked on the explicit user feedback data (e.g., 1-5 rating scale), and relied on pointwise optimization functions by comparing the error of each predicted rating and the real rating value [19, 29, 53]. Nevertheless, in real-world applications, most feedback from users are presented in the implicit manner, such as clicking a product, purchasing an item, and visiting a restaurant. The implicit feedback is more common and much easier to collect than the explicit feedback. Therefore, researchers focus on the implicit feedback based recommendation.

Different from the explicit rating values, in implicit feedback recommendation scenario, we only have users’ observed behaviors while the majority of users’ preferences are unknown [25, 27]. As the unknown records are much larger than the observed feedbacks, some researchers proposed to use weighted regression optimization, e.g., weighted matrix factorization to assign lower weights for unobserved behaviors than the observed behaviors [17]. Since the task of recommendation is to provide a personalized ranking to users, a natural idea is to use ranking based optimization. The current ranking based optimization models can be mainly categorized into pairwise and listwise models. Pairwise models are based on the pairwise comparison between a relevant item and an irrelevant item at each time \cite{27, 31, 51}. E.g., the most widely used pairwise method of Bayesian Personalized Ranking, assumes that a user prefers an observed item than a randomly selected unobserved item \cite{31, 44}. Most listwise models optimize the top-N ranking oriented measure or maximize the permutation probability of the most likely permutation of the defined list, such as the overall item set \cite{14, 47}, or the list that is composed of an observed item and unobserved items \cite{45}. As computing top-N probability grows exponentially with N, nearly all listwise models simplify N as 1.
for efficiency consideration. These ranking based models treat the recommendation as a ranking task, and show better performance than pointwise metrics for recommendation.

In these ranking based methods, as the size of the unobserved items are much larger than the size of the observed items, researchers proposed to randomly sample a portion of items from the unobserved set as negative items at each iteration, in order to reduce time complexity without much performance loss. Instead of the random selection, researchers proposed to select negative items based on heuristics, such as sampling items based on the popularity [10, 36, 43]. Another kind of models argued that different unobserved items have different importance in the ranking process, instead of random selection or heuristic selection models, researchers designed models to dynamically choose negative training samples from the ranked list produced in the current prediction model [4, 11, 54, 55]. E.g., researchers proposed a non-uniform sampling distribution that adapts to both the context and the current state of learning [30]. The negative item sampling techniques further improve collaborative ranking performance by mining the valuable samples from the large set of unobserved item behaviors.

Despite the advances of collaborative ranking based approaches for implicit feedback, we argue that performance of current ranking models for CF are still far from satisfactory. For each user, the implicit feedback are divided into two sets: an observed item set with limited observed behaviors, and a large unobserved item set that is mixed with negative and unknown behaviors. Each user’s observed item size is very small, and usually far less than the size of unobserved items. E.g., the density of most user-item interaction matrix is less than 1%. How to well exploit the structure information hidden in two sets, especially the observed set is the key challenge. For most ranking based CF models, the limited observed set is only used at element wise level independently, while the relationships of observed items have not been well exploited. Specifically, pairwise approaches take each observed-unobserved item pair with independence assumption of each selected pair. Listwise approaches resort to top-1 ranking for efficiency consideration and could not model observed set from a global perspective. Given the sparse observed set and the large unobserved set, can we better learn patterns between two sets, such that more self-supervised information hidden in users’ behaviors can be learned for recommendation?

In this paper, we design Set2setRank for collaborative ranking with implicit feedback. The key idea of our proposed ranking framework is that: instead of treating each element in the observed set independently, we explore how to better exploit the structure hidden in each set, and the structure information between two sets for implicit feedback. To this end, we design a novel Set2setRank approach to better exploit the structure information hidden in the observed set and unobserved set to guide implicit feedback based ranking. At each iteration, we sample an observed set and an unobserved set from implicit feedback. We design a newly two-level comparison to learn more self-supervised information hidden in users’ behaviors. The first level is an item to an item set comparison that encourages each sampled unobserved item is ranked lower than any sampled observed items. The second level is a set to set comparison to encourage a margin between distance of observed items summarized from the observed set, and distance of the most “hard” item selected from the first level comparison. Moreover, we design an adaptive sampling algorithm to implement our proposed two-level comparison, where the size of the two sampled sets vary at each iteration. We have to note that our proposed framework is model-agnostic and can be easily applied to most recommendation prediction approaches, and is time efficient in practice. Finally, extensive experiments on three real-world datasets demonstrate the superiority of our proposed approach.

2 RELATED WORK

CF exploits the collaborative signals from user-item interaction behaviors for recommendation [3, 40, 43]. Among all models for CF, learning user and item embeddings have been popular for modern recommender systems, as embedding learning shows flexibility and relative high performance [20, 40]. After that, the preference of a user to an item is predicted by the inner product of the user and item embedding. Most research works have been focused on designing user and item embedding architecture. Matrix factorization based approaches learn user and item embedding based on low rank decomposition of the user-item interaction matrix [16, 48]. Recently, due to the huge success of graph neural networks, researchers have treated the user-items behaviors as a user-item bipartite graph, and designed neural graph models [5, 42]. E.g., NGCF is one of the first few attempts that designed embedding propagation to inject the node centric graph structure for user and item embedding learning [42]. LightGCN [12] and LR-GCCF [5] use simple graph convolutions, which are easier to tune and show better performance.

Another research line of CF designed optimization and ranking goals. Earlier works modeled explicit rating values, and most of them directly use pointwise loss of root mean squared error [15, 29, 53]. As implicit feedback in more common in recommender systems, many researchers worked on implicit feedback based recommendation [22, 52]. In implicit feedback, there is a limited number of observed behaviors with a rating value of 1, and the remaining are unobserved behaviors. Some approaches extended pointwise approaches, and treated all unobserved items as negative items by assigning them with smaller confidence values [49].

As recommendation is a ranking problem that provides top ranked items, researchers proposed ranking based optimization approaches for recommendation. These ranking approaches can be divided into pairwise models [27, 31] and listwise models [2, 14]. Bayesian Personalized Ranking (BPR) is a popular pairwise approach that is designed for implicit feedback based recommendation [31]. Given a user, by selecting an observed-unobserved item pair, BPR assumes a user prefers an observed item compared to the unobserved item. BPR is easy to implement, and the time complexity is linear with the observed ratings. However, pairwise approaches treat each item pair independently, and ignore the correlation of multiple observed items and multiple unobserved items. To explore the correlation of more data, GBPR [27] and ABPR [24] built the correlation among users. Specifically, users with the same interests of items are grouped together, then these two models defined user group preference to build a relationship among users. Another direction involves modeling the correlation among multiple items [13, 26]. For example, by computing the mean value of each item in a set of items to form a set preference, CoFiSet is proposed.
to introduce the correlation between multiple items for enhancing ranking performance [26]. However, most of these methods only focus on a single aspect of correlation. How to better exploit the structure information of implicit feedback, especially with the limited observed behaviors is still under explored.

The listwise approaches formulate a listwise based ranking loss to measure the distance between predicted list and true list [47], such as ListNet [2], ListRank-MF [35] and ListCF [14]. Some listwise approaches were applied for memory based CF, and needed explicit ratings for nearest neighbor ranking [14, 41]. SQL-Rank is proposed to cast listwise collaborative ranking as maximum likelihood under a permutation model which applies probabilities to permutations of the item set [45]. As the observed items are all treated as rating 1, SetRank is proposed to use the permutation probability to encourage one observed item ranks in front of multiple unobserved items in each list [38]. SetRank provides a new research perspective for listwise learning for implicit feedback, and achieves state-of-the-art ranking results. Another direction is directly maximizing the ranking metrics [1, 21, 33, 50]. Since most of the ranking metrics are not differentiable, existing models approximate the ranking metrics by optimizing metrics [1, 25, 39]. Other researchers developed techniques to pick valuable observed behaviors and a large portion of unobserved interactions.

Some algorithms sampled negative items from a large portion of unobserved feedback, such as observed feedback >u unobserved feedback where >u represents the preference structure of user u. Pairwise learning is one of the most widely techniques to define a pairwise preference assumption. For each user u, pairwise learning assumes and uses self-information that the connected observed item i is more relevant than sampling unobserved item j, which can be formulated as follows:

\[ i >_u j, \quad \forall i \in R_u^+, \quad \forall j \in R_u^- . \]  

To this end, the corresponding rankings can be formulated as follows:

\[ \hat{r}_{ui} > \hat{r}_{uj}, \]  

where \( i \in R_u^+ \) and \( j \in R_u^- \). In this situation, each pairwise item preference data is modeled independently without considering the complex correlations of multiple items [38]. For example, a user u likes item \( i_1 \) and \( i_2 \), and has an unobserved item set of \( \{ j_1, j_2, j_3 \} \). By independently sampling two pairwise relations: \( i_1 > u j_1 \) and \( i_2 > u j_2 \), the ground truth of \( i_2 > u j_1 \) is not considered due to the independence assumption. Thus, the self-supervised information of implicit feedback is not fully utilized.

Listwise learning directly looks at all items [45] or entire observed items [34] at one time, and assumes that the correct sorting is better than the incorrect sorting. Let \( \pi \) be a ranking permutation (or sorting) of a list of items for a user. With the predicted ratings of each ranked user-item pair as \( \hat{r}_{ui} \), the permutation probability can be calculated as:

\[ P(\pi) = \prod_{j=1}^{m} \phi(\hat{r}_{uj})/\sum_{\pi} \phi(\pi) \]\n
is a monotonically increasing function that transforms the predicted rating into probability. Then, the goal of the listwise ranking is to find the best permutation probability of all users given the ground-truth rankings from the implicit feedback. In fact, this permutation probability needs to be calculated every time when the list has changed its order. Due to the high time cost of permutation probability calculation, nearly all listwise models consider top-1 for simplicity. However, this simplification ignores most of the information hidden in the entire observed item set, which leads to insufficient usage of implicit feedback information.

It is important to understand that these two ways (pairwise learning and listwise learning) do not make full use of implicit feedback. Given the uniqueness of the implicit feedback based CF, the following question should be considered: since observed items
and unobserved items are disordered inside each set, sampling entire items and sorting them is time consuming and unnecessary. On the other hand, considering only one positive item is insufficient for the utilization of limited observed items. Therefore, how to explore the self-supervised relationship for implicit feedback based ranking is the main challenge that we need to tackle.

4 THE PROPOSED SET2SETRANK FRAMEWORK

In this section, we propose Set2setRank framework. In order to make full use of the implicit feedback, we propose to analyze the interactions between items and users at set level. Specifically, we first sample an observed set and an unobserved set. Then, we introduce the optimization and two-level comparison of our proposed Set2setRank framework. For easier understanding, Figure 1 illustrates the overall architecture of our proposed Set2setRank framework with the two-level comparison. After that, we design an adaptive sampling technique to further improve the ability of Set2setRank framework. Finally, we make a discussion about the properties of our proposed Set2setRank framework.

4.1 Construction of Two Sets

As mentioned before, pairwise method suffers from independent assumption. Meanwhile, comparing all items in listwise methods leads to low efficiency problem. To this end, we try to make a compromise between these two methods. Specifically, we focus on an intermediate sampling to flexible use of observed and unobserved feedback. We intend to sample L observed items from the interactive item set \( R^u \), and utilize the corresponding predictive score to construct the observed set \( S^u \) during training. Meanwhile, the same operation is applied to construct the unobserved set \( S^u \). This process can be formulated as follows:

\[
S^u = \{r^u_{ui} | i \in R^u\}, \quad |S^u| = L, \\
S^u = \{r^u_{uj} | j \in R^u\}, \quad |S^u| = K, 
\]

where \( i \) and \( j \) indicate the \( i \)th observed sample and the \( j \)th unobserved sample for user \( u \). For user \( u \), \( r^u_{ui} \) and \( r^u_{uj} \) denote the predicted ratings for the sampled observed item \( i \) and sampled unobserved item \( j \). \( K \) and \( L \) are the sample size of \( S^u \) and \( S^u \). Since the size of observed items is much smaller than unobserved items, comparing them at set level can not only fully exploit the structure information hidden in each set, but also effectively analyze the noise unobserved information with the guidance of observed information.

4.2 Optimization Criteria of Set2setRank

Since we have sampled two sets of each user, we aim at maximizing the following preference:

\[
S^u >_u S^u, \quad (4)
\]

where \( >_u \) denotes the preference structure of user \( u \). In order to model the interactions of users and items based on the observed set and unobserved set in a comprehensive way, we design two-level comparisons (i.e. item to set comparison and set to set comparison) to achieve this constraint (Eq. (4)) concretely. In the following part, we first introduce the preference gain. Then, we give a detailed analysis about our newly designed two-level comparison.

4.2.1 Preference Gain Function and Comparison Function. Eq. (4) describes the preference of user \( u \), in which the observed items should be rated higher than the unobserved items. One step further, we should rank the observed items in front of the unobserved items. However, Eq. (4) is not differentiable. We need a replacement to satisfy the requirements above and also be differentiable. To this end, we define a preference gain \( D(x, y) \), where \( x \) and \( y \) are sampled from predictions of the observed set \( S^u \) and predictions of unobserved set \( S^u \) separately. The output should be large, indicating the predicted ratings of the two samples are far away. Since the pairwise loss function in BPR is an intuitive and widely used preference function in implicit feedback, we adopt the same preference metric as BPR [31], which is formulated as follows:

\[
D(x, y) = \sigma(x - y), \quad (5)
\]

where \( \sigma() \) is the activation function. \( \{x, y\} \) is the input of this function, and is two scalar data like two samples from \( S^u \) or \( S^u \).

For set comparison, we intend to fully exploit the structure information hidden in the implicit feedback and make full use of observed set to model user preference. Therefore, we try to build multiple comparisons/views between observed set and unobserved set. More specifically, we need each sample in one set (e.g., \( S^u \)) to be far away from the entire another set (e.g., \( S^u \)). To this end, we
define a comparison function for our proposed set comparison on the set level as follows:
\[
F(X, y_j) = \sum_{i=1}^{|X|} D(x_i, y_j),
\]
where \(y_j\) denotes the \(j\)th elements in the set \(Y\) (e.g., unobserved set \(S_u^+\)), and \(X\) represents another set (e.g., observed set \(S_u^-\)). \(|X|\) is the number of elements in the set \(X\). Next, we introduce the technical details of our proposed two-level comparison on the sets.

4.2.2 Item to Set Comparison. Different from the comparison of a pair of items at each time of pairwise learning models, the comparison between observed set and unobserved set has to deal with multiple samples. Therefore, how to effectively and fully use set data to ensure the personalized recommendation performance is our main focus. There is explicit set-level preference information. For one user, we have confidence that most unobserved samples have lower predicted ratings than ratings of the observed set. In other words, the predicted rating of each unobserved item is encouraged to be smaller than all the predicted ratings of observed items. This constraint can be implemented as follows:
\[
L_2(u) = \mathbb{E}_{S_u^-} \left[ \sum_{i=1}^{K} \min \{1, \frac{\ln D(S_u^+ u_i), \hat{r}_{u_i})}{\ln D(S_u^- u_i), \hat{r}_{u_i})} \right],
\]
where \(\{\hat{r}_{u_i}\} j = 1, ..., K\) is all the samples in \(S_u^-\).

By utilizing this loss function, the recommendation method can push the distance between observed samples(set) and unobserved set(samples) larger. Please note that, this formulation differs from pairwise models, as pairwise models can only push two items far away at one time. In contrast, the item to set level comparison pushes each unobserved item far away from entire items in the observed set for optimization.

4.2.3 Set to Set Comparison. The item to set comparison has exploited the structure information hidden in implicit feedback by optimizing \(L + 1\) items (one negative item and \(L\) observed items from the sampled observed set) at one optimization step. Since the size of observed items is much smaller than unobserved items in the implicit feedback, item to set comparison still is in short of fully utilizing the structure information in observed set. In view of this drawback, we propose a set to set comparison to fully explore observed set and exploit useful information from the noise unobserved set. We assume that the summarized distance among observed set should be smaller than the distance between observed samples and the most "hard" unobserved sample.

Specifically, for each element \(\hat{r}_{ui}^+\) in the observed set, the summary of an observed set \(S_u^+\) can be implemented by directly measuring the distance between observed samples:
\[
f_{pos}(S_u^+, S_u^-) = 1/L \sum_{i=1}^{L} \ln F(S_u^+, \hat{r}_{ui}^+).
\]
For each item from the unobserved set \(S_u^-\), since we have already calculated the distance between the observed set and each unobserved item in Eq.\(7\), we pick the "hard" unobserved item as:
\[
f_{neg}(S_u^+, S_u^-) = \min \{\ln F(S_u^+, \hat{r}_{ui}^+), \ln F(S_u^+, \hat{r}_{ui}^-), ..., \ln F(S_u^+, \hat{r}_{uiK})\} = \min \{\ln F(S_u^+, \hat{r}_{uij}) | j = 1, ..., K\},
\]
where \(S_u^- = \{\hat{r}_{ui1}^-, ..., \hat{r}_{uiK}^-\}\), \(\min\) represents picking the most "hard" unobserved item that is closely to the observed set. It combines the idea of negative sampling and has the advantage of low computational complexity.

As the distance of observed items (Eq.\(8\)) is smaller than the distance of the most "hard" unobserved items, we enlarge the margin:
\[
L_3(u) = \mathbb{E}_{S_u^-} \max \{\ln D(f_{neg}(S_u^+, S_u^-), \beta * f_{pos}(S_u^+, S_u^-))\},
\]
where \(\beta\) is a margin parameter to adjust the distance between sets.

Another intuitive idea is that, similar as selecting the "hard" unobserved sample to keep the set-level distance, we can also select the "easy" observed sample for set to set comparison. Then, we push the "easy" observed sample far from the "hard" unobserved sample. This process can be achieved as:
\[
g_{pos}(S_u^+) = \max \{\ln D(S_u^+, S_u^-)\}, \quad L_4(u) = \mathbb{E}_{S_u^-} \max \{\ln D(f_{neg}(S_u^+, S_u^-), \beta * g_{pos}(S_u^+))\}.
\]

In practice, we find that \(g_{pos}(S_u^+)\) performs a little worse than the performance as \(f_{pos}(S_u^+, S_u^-)\). A possible reason is that, the "easy" observed positive item has already been calculated in the item to set level comparison. By selecting the "easy" observed positive item, we only increase the weight of a single observed item. In the following, we select \(f_{pos}(S_u^+, S_u^-)\) to achieve the set-level constraint.

4.2.4 Objective Function. We integrate two set comparison losses to obtain two correlated views of the same user. The overall loss can be formulated as maximizing the following loss:
\[
Loss = \sum_{u \in U} Loss(u) = \sum_{u \in U} [L_2(u) + \lambda * L_3(u)],
\]
where \(\lambda\) is a weighting parameter. By taking the consideration of two-level comparison, \(Loss(u)\) can force Set2setRank to make observed items closer to the user and unobserved items far away from the user, which is in favor of providing better results.

4.3 Adaptive Set2setRank
In the previous part, we require each observed set have \(L\) items. In fact, the number of observed items varies greatly among different users, with some users having very large number of interaction records, while others have only several ratings [6, 32]. Therefore, instead of a fixed size \(L\) of the sampled observed set, the size of the observed set can be flexibly designed. To further enhance the ability of our proposed framework, we design a simple and effective mask method, which can flexibly select the set size.

Word masking randomly picks and replaces some words, which is widely applied in representation learning in many natural language processing scenarios [7, 8]. Inspired by word masking, we enhance Set2setRank in a similar way. Specifically, in each observed set \(S_u^+\), we use a random mask to remove some observed samples and keep at least two observed samples. The mask \(Mask = \{Mask_1, ..., Mask_j, ..., Mask_K\}\) randomly selects some observed samples from observed set in each update. In order to integrate the Mask
into our framework, we modify Eq.(6) with the Mask as follows:

\[
\text{Mask}_j = \begin{cases} 
1, & \text{selected} \\ 
0, & \text{else}
\end{cases} \quad \text{and} \quad \sum_{i=1}^{L} \text{Mask}_j \geq 2, \quad (13)
\]

\[
\tilde{F}(X, y_j) = \sum_{i=1}^{X} [D(x_i, y_j) \ast \text{Mask}_i], \quad (14)
\]

please note that, Mask is generated by a random probability.

We have to note that our proposed Mask is compositional, which can be flexibly formed with different combinations of set lengths during training. This is equivalent to using a variety of sampling methods to form the observed set, thus observed set is actually changeable and dynamic to suit different lengths. Therefore, using the mask method can adaptively deal with the different numbers of observed samples. In this way, the item to set comparison \(L_2\) in Eq.(7) will be modified as follows:

\[
L_2(u) = \mathbb{E}_{S^u_0} \left\{ \sum_{j=1}^{K} \ln \tilde{F}(S^u_{ij}, \tilde{r}_{uij}) \right\}. \quad (15)
\]

Meanwhile, Eq.(8) and Eq.(9) will be changed into:

\[
\tilde{f}_{\text{pos}}(S^u_0, S^u_1) = 1/L \sum_{i=1}^{L} \ln \tilde{F}(S^u_{ui}, \tilde{r}^+_{ui}), \quad (16)
\]

\[
\tilde{f}_{\text{neg}}(S^u_0, S^u_1) = \min\{\ln \tilde{F}(S^u_{ui}, \tilde{r}^-_{ui}) | i = 1, 2, ..., K\}. \quad (17)
\]

By applying mask technology into Set2setRank, our proposed framework can deal with different numbers of observed samples for each user. Along this line, it can flexibly accommodate different combinations of observed samples. Thus, it is able to cope with different interactions and improves its generalization ability.

4.4 Model Discussion

Connections with Previous Works. In order to make full use of implicit feedback, we propose to compare the observed interactions and unobserved interactions at set level. This is the main difference of Set2setRank compared with pairwise and listwise methods. By introducing the item to set level comparison, we break the independence assumption of each item pair in pairwise based methods, and can jointly compare multiple unobserved items at the same time. Besides, the set to set level comparison pushes away the distance of positive items, and distance of the “hard” negative items picked from the item to set level calculation. The set to set level comparison jointly considers observed items, unobserved items together by modeling self-supervised information of the limited observed behaviors. However, listwise models either considered top-1 recommendation or surrogate optimization function with efficiency consideration, and could not well exploit the limited observed behavior for better ranking.

In practice, if we simply set \(\lambda = 0\) and \(|S^u_0| = |S^u_1| = 1\) in Eq.(12), \(\text{Loss}(u)\) degenerates to pairwise loss, which is a typical target of pairwise learning. Furthermore, if we enlarge \(|S^u_0|\) and \(|S^u_1|\) to maximum lengths, Set2setRank is modified to a special listwise method, where a list of all observed items and all unobserved items are considered for ranking.

Complexity Analysis. We perform complexity analysis in this part. First of all, we introduce some notations. Let \(M_{\text{avg}}\) denote the average number of user’s observed items, \(M_{\text{max}}\) denote the maximum number of users’ observed items. As each user has very limited observed behaviors, e.g., the density of most CF data is less than 1%, the average number of unobserved items can be regarded as the item set size. Therefore, almost all methods use sampling techniques to pick some unobserved items, and sample \(K\) unobserved items at a time. We analyze our proposed framework with four typical ranking methods, including pairwise ranking model of BPR [31], listwise ranking models of CLiMF [34] and SetRank [28], and a negative sampling based approach of AoBPR [30]. As all of these models are designed for ranking based optimization, for fair comparison, we omit the time complexity of predicting users’ preferences, and only compare the time complexity of the loss optimization part.

- **BPR** [31]: BPR compares one observed item and one unobserved item at each time, and the total number of unobserved items is \(|U| M_{\text{avg}} K\). Thus, its time complexity is \(O(|U| M_{\text{avg}} K)\).
- **CLiMF** [34]: It compares the relevance scores between all the observed items to optimize a smoothed version of the MRR. As the number of observed items vary largely of different users, the time complexity depends on the users that have largest observed set size. Therefore, its time complexity can be calculated as \(O(|U| M_{\text{max}} K)\).
- **SetRank** [38]: SetRank compares each observed item and \(K\) unobserved items to form a list of \(K + 1\) items with permutation probability calculation. For each user, SetRank needs to formulates \(M_{\text{max}}\) sets to ensure each observed item is considered. Its time complexity is \(O(|U| M_{\text{max}} K + 1)\).
- **AoBPR** [30]: It is an adaptive sampling model based on BPR. The time complexity of adaptive sampling is \(O(D + |V| \log |V|)\), where \(D\) is the dimension of the embedding vector. Therefore, the overall time complexity is the time complexity of BPR plus the adaptive sampling, which equals to \(O(|U| M_{\text{avg}} K + D + |V| \log |V|)\).

For Set2setRank, the time cost mainly depends on the complexity of item to set comparison (Eq.(7)) and set to set comparison (Eq. (10)). For each user, Set2setRank samples \(L\) observed items and \(K\) unobserved items at each time. Since each user’s observed items need to be considered, all observed rating records \((|U| M_{\text{avg}})\) need to be sampled \(|U| M_{\text{avg}} L\) times. For item to set comparison (Eq.(7)), it involves \(K L\) comparisons of \(L\) observed items and \(K\) unobserved items. Thus, its time complexity can be calculated as \(O((|U| M_{\text{avg}} L) K L) = O(|U| M_{\text{avg}} K)\). The \(K L\) comparison in Eq.(7) can be reused in Eq.(9). The additional time complexity in set to set comparison (Eq.(10)) only comes from \(f_{\text{pos}}\) (Eq.(8)). The \(f_{\text{pos}}\) involves \(L^2\) comparisons, its time complexity can be calculated as \(O(\sqrt{|U| M_{\text{avg}} L}) L^2) = O(|U| M_{\text{avg}} L)\).

For most recommender systems, \(M_{\text{max}} \gg M_{\text{avg}}\) always exists (e.g., \(M_{\text{max}} = 6479\) and \(M_{\text{avg}} = 101\) on MovieLens-20M dataset). Thus, two listwise approaches (CLiMF and SetRank) have the higher time complexity. For BPR and Set2setRank, their time complexity are very similar. In practice, for our proposed Set2setRank, the values of \(K\) and \(L\) are very small, and we find \(L = K - 1\) achieves relatively high ranking performance. Thus, we have \(O(|U| M_{\text{avg}} (K + L)) = O(|U| M_{\text{avg}} K)\). The above time complexity of Set2setRank is very similar to the time complexity of BPR.
Table 1: Overall performance of HR@N and NDCG@N on three datasets.

| Dataset         | Models                  | N-10 | N-20 | N-30 | N-40 | N-50 |
|-----------------|-------------------------|------|------|------|------|------|
|                 | HR          | NDCG  | HR  | NDCG | HR  | NDCG | HR  | NDCG | HR  | NDCG |
| AmazonBooks     | BPR         | 0.3185 | 0.3010 | 0.2853 | 0.2619 | 0.1682 | 0.1543 | 0.1437 | 0.1291 | 0.1155 | 0.3205 |
|                 | Pop-Sampling | 0.3195 | 0.3174 | 0.3008 | 0.2868 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | AoBPR       | 0.3190 | 0.3167 | 0.3001 | 0.2861 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | CLMIF       | 0.3144 | 0.3131 | 0.2971 | 0.2834 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | DeepSetRank | 0.3195 | 0.3174 | 0.3008 | 0.2868 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | Set2setRank_BPR | 0.3285 | 0.3264 | 0.3121 | 0.3084 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | Set2setRankGCL | 0.3289 | 0.3268 | 0.3121 | 0.3084 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | LR-GCCF     | 0.3269 | 0.3240 | 0.3121 | 0.3084 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | Set2setRank_GCN | 0.3247 | 0.3219 | 0.3121 | 0.3084 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
|                 | NDCG        | 0.3264 | 0.3236 | 0.3121 | 0.3084 | 0.1672 | 0.1535 | 0.1430 | 0.1293 | 0.1157 | 0.3235 |
| Yelp            | BPR         | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |
|                 | Pop-Sampling | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |
|                 | AoBPR       | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |
|                 | CLMIF       | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |
|                 | DeepSetRank | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |
|                 | Set2setRank_BPR | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |
|                 | Set2setRank_GCN | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |
|                 | NDCG        | 0.3440 | 0.3410 | 0.3304 | 0.3276 | 0.2522 | 0.2412 | 0.2302 | 0.2193 | 0.2084 | 0.3468 |

5 EXPERIMENTS

5.1 Experimental Setup

Datasets and Evaluation Metrics. We use three publicly available datasets: Amazon Books1, MovieLens-20M2 and Yelp3. We follow the setting of Amazon Books in previous works [5, 42]. Amazon Books provides 3 million ratings from 52 thousand users on 91 thousand items. Yelp dataset is adopted from the 2018 edition of the Yelp challenge, and we use the 10-core setting. Then Yelp provides 1 million ratings from 45 thousand users on 45 thousand items. MovieLens-20M dataset provides 20 million ratings from 138 thousand users on 27 thousand movies. Since our framework focuses on the top-N recommendations, we employed two widely ranking metrics for model evaluation: HR and NDCG [37]. For each user, we select all unrated items as candidates, and mix them with the records in the validation and test sets to select the top-N results.

Baseline. As mentioned before, our proposed framework is model-agnostic and can be applied to CF-based models. Thus, we adopt two typical models as the base CF model, including the classical matrix factorization model (BPR) [31] and a state-of-the-art graph-based recommendation model (LR-GCCF) [5]. For the sake of convenience, we use Set2setRank_BPR and Set2setRank_GCN to distinguish different base rating prediction models of our proposed framework. Besides, we use Set2setRank(A)_BPR and Set2setRank(A)_GCN to denote the adaptive Set2setRank ranking approach that is proposed in Section 4.3. In order to better verify the effectiveness of our proposed framework, we select the following baselines:

- BPR [31]: BPR is a widely used pairwise method.
- LR-GCCF [5]: LR-GCCF is a state-of-the-art graph-based recommendation model, which is easier to tune and shows better performance than BPR. We use the pairwise ranking loss as BPR as the optimization goal of LR-GCCF.
- CLiMF [34]: CLiMF is a typical listwise method for implicit feedback, which optimizes the lower bound of the MRR.
- DeepSetRank [38]: DeepSetRank is a state-of-the-art listwise learning model that achieves better performance than most permutation based ranking models. This method maximizes top-1 permutation probability to guarantee that each user prefers an observed item to multiple unobserved items.
- Pop-Sampling: Instead of the randomly sampling negative items for BPR, Pop-Sampling samples unobserved items based on the popularity of each item in the training data [30].
- AoBPR [30]: AoBPR proposed an adaptive and context-dependent sampling distribution to build a non-uniform item sampler.

Parameter Settings. In this part, we list the parameter settings of Set2setRank. The number K of sampled unobserved set size influences all ranking based models, for fair comparison, we set the number of unobserved item to 5 for all models, including our proposed model. We set L = 2 in Set2setRank_BPR and Set2setRank_GCN. To evaluate the model performance more comprehensively, we select the top-N values in the range of N = [10, 20, 30, 40, 50]. The parameter \( \beta = 0.5 \) for Set2setRank and \( \beta = 0.2 \) for Set2setRank(A). The parameter \( \lambda = 1 \). We test parameters using the MindSpore [23] and other tools. We implement the proposed framework using the MindSpore [23] and other open-source Python libraries.

5.2 Experimental Results and Analyses

5.2.1 Overall Performance Comparison. Tables 1 reports the overall experimental results on different datasets with different evaluation metrics. We can obtain the following observations:
Table 2: Performance of using different observed set size $K$ and unobserved set size $L$ on Amazon Books.

| Models                  | N=10 | N=20 | N=30 | N=40 | N=50 |
|-------------------------|------|------|------|------|------|
| BPR                     | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.2580 | 0.2504 | 0.2512 | 0.2464 | 0.2767 | 0.2522 | 0.3012 | 0.2593 | 0.3240 | 0.2668 |
| LR-GCCF                 | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.3072 | 0.3234 | 0.3243 | 0.3195 | 0.3539 | 0.3266 | 0.3883 | 0.3380 | 0.4112 | 0.3433 |
| Set2setRank_BPR(L=2,K=5) | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.3052 | 0.3067 | 0.3261 | 0.3077 | 0.3584 | 0.3168 | 0.3899 | 0.3270 | 0.4188 | 0.3367 |
| LR-GCCF                 | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.2902 | 0.2844 | 0.3175 | 0.2914 | 0.3515 | 0.3022 | 0.3853 | 0.3131 | 0.4130 | 0.3235 |
| Set2setRank_BPR(L=2,K=10) | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.3101 | 0.3262 | 0.3239 | 0.3205 | 0.3550 | 0.3281 | 0.3860 | 0.3578 | 0.4142 | 0.3473 |
| LR-GCCF                 | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.3110 | 0.3269 | 0.3280 | 0.3230 | 0.3585 | 0.3305 | 0.3882 | 0.3398 | 0.4151 | 0.3490 |
| MovieLens-20M           | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.351 | 0.374 | 0.352 | 0.353 | 0.355 | 0.348 | 0.3222 | 0.3566 | 0.4317 | 0.3761 |

Table 3: Performance of using different observed set size $K$ and unobserved set size $L$ on MovieLens-20M.

| Models                  | N=10 | N=20 | N=30 | N=40 | N=50 |
|-------------------------|------|------|------|------|------|
| BPR                     | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.2219 | 0.2019 | 0.2033 | 0.2129 | 0.2524 | 0.2066 | 0.2915 | 0.2172 | 0.2888 | 0.2464 |
| LR-GCCF                 | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.2314 | 0.2177 | 0.2168 | 0.2159 | 0.2557 | 0.2166 | 0.2962 | 0.2163 | 0.2888 | 0.2462 |
| Set2setRank_BPR(L=4,K=5) | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.3211 | 0.3431 | 0.3431 | 0.3451 | 0.3901 | 0.3518 | 0.4222 | 0.3566 | 0.4317 | 0.3761 |
| LR-GCCF                 | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.3325 | 0.3560 | 0.3531 | 0.3531 | 0.3903 | 0.3508 | 0.4274 | 0.3829 | 0.4214 | 0.3742 |

Table 4: Performance under different set to set comparisons, with “easy” means using the “easy” observed sample (Eq. (11)).

| Dataset                  | N=10 | N=20 | N=30 | N=40 | N=50 |
|--------------------------|------|------|------|------|------|
| Amazon Books             | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.04518 | 0.03198 | 0.03034 | 0.02476 | 0.04458 | 0.02934 | 0.05476 | 0.03519 | 0.06385 | 0.03645 |
| MovieLens-20M           | HR   | NDCG | HR   | NDCG | HR   |
|                         | 0.03917 | 0.03204 | 0.03235 | 0.03169 | 0.03590 | 0.03248 | 0.03873 | 0.03344 | 0.04141 | 0.03459 |

Table 5: Performance of the two modules of Set2setRank on AmazonBooks: item to set comparison and set to set comparison.

| Models                  | Item to set comparison | Set to set comparison |
|-------------------------|------------------------|-----------------------|
| BPR                     | ✓                      | ✗                     |
| LR-GCCF                 | ✓                      | ✗                     |
| Set2setRank_BPR(L=3,K=5) | ✓                      | ✓                     |
| LR-GCCF                 | ✓                      | ✓                     |
| Set2setRank_BPR(L=4,K=5) | ✓                      | ✓                     |
| LR-GCCF                 | ✓                      | ✓                     |
| Set2setRank_BPR(L=5,K=5) | ✓                      | ✓                     |
| LR-GCCF                 | ✓                      | ✓                     |

- Our proposed Set2setRank achieves the best performance across all datasets with different evaluation metrics. Specifically, Set2setRank_BPR(A) outperforms the baseline by an average relative boost of 9%, 11% and 4% on Amazon Books MovieLens-20M, and Yelp, respectively. Set2setRank_BPR(A) also outperforms all the baselines. The adaptive setting usually performs better than the counterpart without adaptive sampling. These observations demonstrate that our proposed two-level set comparison can not only fully exploit implicit feedback to model user preference, but also provide accurate recommendation results. Moreover, based on Set2setRank, the improvement of BPR is better than LR-GCCF. The reason is that LR-GCCF uses more characteristics of implicit feedback than BPR, which can further prove the effectiveness of our proposed Set2setRank framework on implicit feedback utilization.
- Set2setRank_GCN (Set2setRank_BPR) also achieves promising performance on all datasets. However, the corresponding improvements are not so obvious than Set2setRank_GCN (Set2setRank_BPR), demonstrating that our newly designed adaptive sampling technique can further improve the model performance. Moreover, we obtain that the improvement is not much. We speculate one possible reason is that the length of unobserved samples set and observed samples set in this experiment is small, which limits the ability of our proposed adaptive sampling technique.
- Among all baselines, CLiMF does not achieve satisfactory performance on all datasets. This is because CLiMF focuses...
on the first relevant item of recommendation lists. This situation also appears in [18, 50]. Meanwhile, Deep-SetRank outperforms the pairwise learning and listwise learning method, this is also consistent with the results in Deep-SetRank [38].

5.2.2 Influence of Set Size. Since we propose to compare the observed samples and unobserved samples at set level, the sizes of these two sets play an important role. In order to explore the influence of different negative set size $K$ and positive set size $L$, we make additional experiments on Amazon Books and MovieLens-20M datasets to verify the model performance. Moreover, we select Set2setRank_BPR to avoid the influence of our proposed adapted sampling technique. The results are reported in Table 2 and 3. From these two tables, we can observe that with the increase of $K$ and $L$, the results first increase and then decrease. The best setting is $L = 3, K = 50$ for Amazon Book dataset, and $L = 3, K = 50$ for MovieLens-20M dataset. On the one hand, with the increase of $K$ and $L$, the model can compare more observed samples and unobserved samples, which is very helpful for hidden structure information exploration and implicit feedback utilization. On the other hand, since the size of unobserved items is much larger than observed items, continually increasing $K$ and $L$ will lead to the inconsistency of sampled observed set and sampled unobserved set, which will result model performance drop. This observation inspires us to carefully determine the value of $K$ and $L$ for the best performance of our proposed framework.

5.2.3 Set to Set Comparison Strategy. In Section 4.2.3, we have mentioned that the set to set comparison in our proposed two-level comparison has two strategies: 1) in Eq.(8), considering the relationships of all observed pairs as the summary of the observed set, 2) in Eq.(11), selecting the "easy" observed sample with the consideration of the observed set. In this part, we compare the performance of these two set to set comparison strategies. We employ Set2setRank_BPR as the base model and make additional experiments to verify the effectiveness of each strategy. Table 4 summaries the corresponding results on Amazon Books and MovieLens-20M datasets. From the results, we can conclude that both strategies achieve relatively high performance on two datasets with different evaluation metrics, in which summarizing all observed pairs achieves better performance. We speculate a reasonable reason is that selecting the "hard" unobserved sample already fully exploits the observed set and is also an effective way to improve performance, as shown by the negative sampling model [17, 30]. If we further select "easy" positive item, this positive item information has already been calculated from item to set level comparison, and set to set comparison degenerates to increase weights of "easy" positive item. In contrast, the summary information of the observed set is not well exploited. Therefore, considering the relationships of all observed pairs in Eq.(8) shows the best performance. To this end, we select the strategy in Eq.(8) to implement our proposed framework.

5.2.4 Ablation Study. In this part, we investigate the effectiveness of each component: item to set comparison (Eq.(7)) and set to set comparison (Eq.(10)) of our proposed Set2set framework. The results are illustrated in Tables 5 and 6. From the two tables, we can obtain the following observations. First, each single component (item to set comparison or set to set comparison) can still help model achieve comparable performance, indicating the usefulness of our proposed comparison at set level. Moreover, with single component, the model achieves similar performance, indicating that both of them are very important for user preference modeling and model performance improvement. Besides, compared with the performance of models with single component, models with both of them (entire Set2setRank framework) have better performance on all datasets, demonstrating that necessity of both components in our proposed two-level comparison. As these two components consider different self-supervised information for implicit feedback, combining them together reaches the best performance.

6 CONCLUSION
In this paper, we argued that current ranking models for CF are still far from satisfactory due to the sparsity of the observed user-item interactions for each user. To this end, we proposed to compare the observed items and unobserved items at set level to fully explore the structure information hidden in the implicit feedback. Specifically, we first constructed the sampled observed set and sampled unobserved set. Then, we proposed a Set2setRank framework for the utilization of implicit feedback. Set2setRank mainly consisted of two parts: item to set comparison to encourage unobserved samples are ranked lower than the observed set, and set to set comparison to fully explore the limited observed set to be far away from the hard negative sample from the unobserved set. Moreover, we designed an adaptive technique to further improve the performance of Set2setRank framework. Extensive experiments on three real-world datasets clearly showed the advantages of our proposed framework.
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