ABSTRACT

Image to Image Translation (I2I) is a challenging computer vision problem used in numerous domains for multiple tasks. Recently, ophthalmology became one of the major fields where the application of I2I is increasing rapidly. One such application is the generation of synthetic retinal optical coherence tomographic (OCT) scans. Existing I2I methods require training of multiple models to translate images from normal scans to a specific pathology: limiting the use of these models due to their complexity. To address this issue, we propose an unsupervised multi-domain I2I network with pre-trained style encoder that translates retinal OCT images in one domain to multiple domains. We assume that the image splits into domain-invariant content and domain-specific style codes, and pre-train these style codes. The performed experiments show that the proposed model outperforms state-of-the-art models like MUNIT and CycleGAN synthesizing diverse pathological scans.
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1 Introduction

The human eye is one of the vital and complex organs which provides the ability to see and perceive the surrounding world. When the light enters the pupil and strikes the retina, it is converted into nerve signals that are processed by the brain. Due to the aging population and increase in the prevalence of diabetes, diseases like age-related macular degeneration(AMD), and Diabetic Macular Edema(DME) became reasons for the majority of vision loss [1][2].

Optical Coherence Tomography (OCT) is a leading noninvasive imaging technique utilized to acquire cross-sectional retinal imaging in ophthalmology[3]. It helps doctors to diagnose diseases, monitor their progress, and navigate during surgery. Thus, playing a vital role in the treatment of retinal diseases. Several deep learning methods were employed to automate this process and tackle various image analysis tasks like detection and segmentation in OCT imaging [4][5][6][7]. However, to achieve these tasks, a large dataset is usually required.

Traditional image augmentation methods like image shifting, rotation, scaling, and deformation are used widely in medical imaging but limit the diversity of the features obtained from the augmented images [5]. Goodfellow et al. proposed Generative Adversarial Networks (GANs) [8] that led to the emergence of using synthetically generated data for improving the performance of various medical image analysis tasks with deep learning [9][10].
To generate images of the desired pathology from Normal B-Scan images, we propose a Generative Adversarial Network (GAN) model in this paper. We evaluate our model with other existing models by generating both prevalent and rare diseases.

2 Related Work

The advent of GANs led to their application in various fields like image generation\[11\], super-resolution\[12\], image inpainting\[13, 14\], etc. They usually contain two networks: a generator that learns to generate images and a discriminator that distinguishes between the generated fake image and real image. Conditional GAN (cGAN) \[15\] is a variant of GAN where the class knowledge is provided into the network to impose control on the generated image. Image to Image Translation (I2I) falls into one of the cGAN applications where the model learns mapping to translate input images between different domains. Initially, researchers used input-output pair images to achieve the I2I task between two domains \[16\]. However, obtaining these paired images is often difficult for many tasks and CycleGAN \[17\] alleviates this problem by using unpaired images. CycleGAN displayed that it can produce high-quality images but it lacks in the diversity that is addressed by MUNIT \[18\].

Recently, Zheng et al assessed the quality of high-resolution retinal OCT images generated by GANs \[19\]. The generated images were evaluated by two ophthalmologists and it was determined that synthetic retinal OCT scans aid in training and educational activities and can also serve as data augmentation to enhance the existing dataset for building machine learning models. Xiao et al \[20\] proposed an open set recognition system by using synthetic OCT images. These generated images are considered to be of unknown class and thus making the classifier able to detect rare or unknown diseases. Furthermore, a study was conducted focusing on the role of GAN-generated images in improving the accuracy of classifiers for detecting rare diseases \[21\]. They trained 5 CycleGAN models where each CycleGAN model translates from a normal retinal OCT image to one rare disease. The translated images were then evaluated by experts and they also show that these synthetic images help increase the accuracy of the classifier.

In all of these works, even though GANs have shown promising results they lack control between different classes since the models that were used only translate between two domains. Due to this, if we want to translate normal images into pathological images then we have to train an individual model for each pathology thus limiting the application of GANs in retinal imaging as it requires a lot of time. Models like StarGANv2 \[22\] learn a many-to-many mapping between multiple domains which is not necessary since we only have to translate from a normal image to multiple pathological images. Hence, in this work, we propose a model that can generate multiple pathological images from normal images. Inspired by StarGANv2, we adapt the one generator and one discriminator policy while training the model in an unpaired fashion like MUNIT, without showing the real pathological images to the generator.

3 Approach

In this section, we discuss the proposed method to generate multi-domain retinal OCT images.

3.1 Framework

Consider we have images that are normal without any pathology in the domain $X$ and all the target pathological images of different classes be $Y_1, Y_2, Y_3, ..., Y_n$ (where $n$ represents the class). Our goal is to learn the mapping $X \rightarrow \{Y_n | n > 0\}$ to generate the target image. Figure 1 represents the proposed architecture for unsupervised multi-domain I2I translation of OCT images.

Style Encoder Pre-training: Gram matrices have been introduced to represent the stylistic features of a reference image in neural style transfer \[23\]. Many models use learned style encoding that is similar to the style encoding obtained from gram matrices to enforce condition on generated image \[18, 24\]. The main problem with this approach is that they depend on the target dataset and don’t capture styles that are not well represented. Recently, Meshry et al \[25\] showed that style encoder pre-training mitigates this issue due to a more robust latent space representation and produces expressive results. This encoder pre-training helps us to gain control over the pathologies especially in retinal OCT imaging where the diseases may have overlapping characteristics. It also enables us to generate various retinal OCT images with desired characteristics.

We aim to train the style embedding network such that the output embeddings of similar classes are close together. While Meshry et al \[25\] used triplet loss to train the network by selecting triplets using style distance metric, there has been a series of work exploring different triplet mining techniques and losses \[26, 27, 28, 29\]. In this work, we proceed to train the style encoder by using Easy Positive Hard Negative triplet mining proposed by Xuan et al \[29\].
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Figure 1: Proposed Framework. The network architecture mainly consists of 3 parts: (a) Pre-trained Style Encoder: We have one style encoder $E$ that extracts the style codes of respective domains. These codes are then used for reference-guided synthesis. Here $s, \tilde{s}$ represent the corresponding style codes for target and input images. (b) Generator: We also use only one generator $G$ that translates the input image into multiple target domains by utilizing the style code. (c) Discriminator: The discriminator $D$ captures the relation between the real and fake images. It has multiple branches with outputs specific to the input domain that can be selected while training.

Style Encoder: Given an input image $x$, our style encoder $E$, produces the style embeddings $z = E(x)$ that are lower-dimensional projections of Gram matrices.

Generator: Providing an image $x$, our generator $G$ generates the output image $G(x, s)$ translating input to the target domain. Here, $s$ is the style code of the target domain that is obtained from the pre-trained style encoder $E$. We feed the style information into the generator by using Adaptive Instance Normalization (AdaIN)[24].

Training: There are two stages of training in the proposed approach:

- **Stage 1:** For all the classes present in a given dataset, cluster the style embeddings produced by the style encoder $E$.
- **Stage 2:** After successful training, we freeze the weights of $E$ and train the generator $G$. The style encoder $E$ delivers the target domain information into the generator which translates the input image.

Following the works of Meshry et al, an additional stage can be employed that requires combined fine-tuning of both style encoder and generator. Here, we unfreeze the style encoder weights and train the entire model as a single-stage architecture. However, in this work, we only present the results obtained by training with the earlier two stages and make this stage completely optional since careful hyperparameter tuning is required.

Discriminator: Recently relativistic discriminators[30] have proved their ability to produce high quality images in various domains[31, 32, 33]. We adopt this relative discriminator with the multi-task discriminator[34] to design a relativistic multi-task discriminator. Given an image $z$ and label $\hat{z}$, the discriminator $D$ outputs multiple branches with each branch representing an individual label. For each branch, the outputs range from 0 to 1 representing fake and real images. The discriminator only targets to optimize the branch corresponding to the given label establishing an intraclass relationship. To further make the training more stable, we employ spectral normalization[35] and R1 regularization[36].

3.2 Losses

Adversarial Loss: There are a variety of losses with their functionality proposed for GANs. To avoid bad basins that result in the mode collapse we use Relative pairing hinge loss[37] for stable training and faster convergence.
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\[ L_{adv}^D = \mathbb{E}_{x,y} \left[ \max(0, 1 + (D_{\hat{y}}(G(x,s)) - D_{\hat{y}}(y))) \right] \] (1)

\[ L_{adv}^G = \mathbb{E}_{x,y} \left[ \max(0, 1 + (D_{\hat{y}}(G(x,s)) - D_{\hat{y}}(y))) \right] \] (2)

where \( \hat{y} \) is the corresponding class label for the target domain \( y \) and \( D_{\hat{y}}(.) \) denotes the output of the discriminator for the target class label \( \hat{y} \). The \( s = E(y) \) is the style embedding generated for the reference image \( y \).

**Cycle Consistency loss:** To make sure that the model is preserving the source characteristics, we use cycle consistency loss. After generating image \( G(x,s) \) from image \( x \) we again try to reconstruct the input image. Cycle consistency loss \cite{22} is defined as,

\[ L_{cyc} = \mathbb{E}_x[\|x - G(G(x,s),\tilde{s})\|_1] \] (3)

where \( s \) is the target domain style code and \( \tilde{s} = E(x) \) the style embedding for the input image \( x \).

**Style Consistency Loss:** To ensure the reference and generated images have closely aligned style characteristics, we employ a style consistency loss to enforce style characteristics by reconstructing the style.

\[ L_{sty} = \mathbb{E}_x[\|s - E(G(x,s))\|_1] \] (4)

where \( E(G(x,s)) \) is the reconstructed style code from the output image \( G(x,s) \) for input \( x \) and target style code \( s \). When compared to other models \cite{18, 22}, the main difference here is that we only have one style encoder \( E(.) \) with a single branch that enforces the Generator to bring style characteristics while reducing the need for itself to be trained.

**Total Loss:** The final total loss that has to be minimized can be expressed as:

\[ L_{total} = L_{adv} + \lambda_{cyc}L_{cyc} + \lambda_{sty}L_{sty} \] (5)

where \( \lambda_{cyc}, \lambda_{sty} \) are hyperparameters and are equal to 1.

### 4 Experiments and Results

In this section, the dataset preparation is described, and we analyze the performance of our model with standard baselines CycleGAN \cite{17} and MUNIT \cite{18}. All the comparative experiments were conducted using the provided author implementations.

#### 4.1 Dataset Description

We use two publicly available datasets provided by Kermany \cite{1} and TaeKeun You\cite{2} to create the results in this work. Kermany’s dataset consists of 4 prevalent classes of retinal OCT images: Normal, Drusen \cite{1}, DME \cite{2}, Choroidal Neovascularization(CNV) \cite{38}. TaeKeun’s dataset has 5 diseases that are considered to be rare: central serous chorioretinopathy (CSC), macular hole (MH), retinitis pigmentosa (RP), macular telangiectasia (Mactel) and Stargardt disease. We aim to study the performance of various models given the limited amount of available data.

While Kermany’s dataset is a large scale dataset consisting of 27110 normal, 37455 CNV, 11598 DME, and 8866 drusen retinal images, TaeKeun’s dataset is collected from google with only 30 CSC, 30 MH, 24 Mactel, 19 RP, and 16 Stargardt disease images. For each class, we sample 1000 train images and 100 test images from the Kermany’s dataset. For TaeKun’s dataset we randomly augment the images by shifting from −5% to +5%, rotating between −15° and +15°, scaling up to 20%, altering brightness between −10% and +10%, and elastic transformation \cite{21}. We generated 400 images for training and 80 test images for each class. The normal images were utilized in the same ratio taken from Kermany’s images for training the TaeKun’s dataset as well.

\[ \text{https://data.mendeley.com/datasets/rschj9b9sj/3} \]

\[ \text{https://data.mendeley.com/datasets/btv6yrdbmv/2} \]
4.2 Experimental Setup and Results

All of the experiments are done on a single 12GB Nvidia Tesla K80 graphic card with 64GB RAM and Intel Xeon E5-2670 processor. We train the models at $128 \times 128$ resolution with batch size 8 and learning rate 0.0001 for 100 epochs using Adam optimizer [39]. For CycleGAN and MUNIT we train multiple models for each normal and disease pair since they can translate between two domains only. To assess style-based translation fairly between MUNIT and our model we evaluate reference-based translation only.

**Qualitative evaluation:** Figure 2 and 3 compares the generated images by the three models for the considered two datasets. We can observe that in Figure 2 both CycleGAN and our model generate good quality images while MUNIT is still learning on Taekun dataset. The style encoder in the MUNIT needs to be trained along with the generator model which makes the training complex and slow, which is overcome by our pre-trained style encoder thus making the convergence faster. And in Figure 3 for Kermany dataset, our pre-trained style encoder shows its ability to capture representations that are not prevalent and generate pathologies, where both CycleGAN and MUNIT fail to do so. Figure 4 shows the generation of pathological images for various input and reference images. We can see that the proposed model generates the reference pathology while preserving the content characteristics of the input image.

**Quantitative evaluation:** We report FID [40] and LPIPS [41] metrics to evaluate the models both on their quality and diversity. We generate 10 pathological images from each normal retinal image for individual classes and calculate the metrics. Table 1 shows the obtained metrics for all the models. Since CycleGAN is limited in diversity we don’t calculate LPIPS scores for it. We can observe that for Kermany’s dataset even with the low FID scores, both the CycleGAN and MUNIT fail to generate pathologies. Our model surpasses the performance of both of the models by generating higher quality images while also showing good diversity.
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| Model       | Taekun FID ↓ | Taekun LPIPS ↑ | Kerman FID ↓ | Kerman LPIPS ↑ |
|-------------|------------|-------------|------------|-------------|
| CycleGAN    | 160.72     | -           | 94.19      | -           |
| MUNIT       | 182.71     | 0.0765      | 89.175     | 0.01997     |
| Ours        | 108.30     | 0.1710      | 60.8       | 0.14648     |
| Ground Truth| 35.94      | -           | 52.31      | -           |

Table 1: Quantitative comparison of the models with reference-guided synthesis for MUNIT and our model.

Figure 4: **Reference based synthesis on Taekun dataset.** The first column presents the normal images that are given to our model as the source images while the first row corresponds to various pathologies that are provided as reference images. All the other images are outputs generated by our model translating from normal b-scan to pathological b-scan. Images in each row represent generated outputs for the same source image with different styles or domains. It can be noted that the source domain characteristics are well preserved while translating into the target domain.
5 Conclusion and Future Work

In this work, a generative adversarial network model to generate synthetic retinal OCT data was proposed to address the problem of translating between only two domains. The proposed GAN model presents a pre-training style encoder which results in obtaining a robust style code that helps to achieve better results. We also introduce a new discriminator by combining multi-task discriminator and relative discriminator. The model is then evaluated on two distinct datasets and the results show that it can generate good quality images even with limited data and outperform previous models \cite{17, 18} that are remarkably outstanding. Although our model achieves good results, it mainly depends on the style encoder pre-training. We have observed that bad pre-training may not cluster the style embeddings appropriately which in turn affects the discriminator and lose its ability to distinguish between different classes. This results in degradation of generated images and uncontrolled disease synthesis while drastically affecting the training of the model. In future work, different pre-training methods for style encoder and the maximum number of domains that the model can translate robustly need to be explored.
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