Phase diagrams of Weyl semimetals with competing intraorbital and interorbital disorders
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A Weyl semimetal (WSM) is a topological material that hosts Weyl fermions as quasiparticles in the bulk. We study the combined effect of intra- and interorbital disorders on WSMs by adopting a tight-binding model that supports the WSM, three-dimensional quantum anomalous Hall insulator (3D QAHI) and normal insulator (NI) phases in the clean limit. Based on the calculation of the localization length and the Hall conductivity, we present rich phase diagrams due to the interplay of intra- and interorbital disorders. We find that the WSM with well-separated Weyl nodes is stable to both weak intra- and interorbital disorders. However, weak intraorbital disorder can gap out a WSM close to the 3D QAHI phase in the clean phase diagram, forming a 3D QAHI, and it can also drive a NI near the WSM phase to a WSM. By contrast, weak interorbital disorder can cause a 3D QAHI-WSM transition for a 3D QAHI in proximity to the WSM phase in the clean limit, and it can annihilate a WSM near the NI phase, bringing about a WSM-NI transition. We observe a diffusive anomalous Hall metal (DAHM) phase at moderate disorder strength. The DAHM appears in a wide range of the phase diagram when the intraorbital disorder dominates over the interorbital disorder, while the DAHM is found to exist in a narrow region or be missing in the phase diagram when the interorbital disorder dominates.

I. INTRODUCTION

Since the discovery of topological insulators$^{1,2}$, the search for exotic topological phases of matter has been a major research topic in condensed matter physics. Weyl semimetals$^3$ (WSMs) are a newly discovered class of gapless topological phases, which are characterized by linearly dispersive band-touching points, called Weyl nodes. The low energy excitations in the vicinity of a Weyl node behave exactly as Weyl fermions. Each Weyl node can be viewed as a monopole or an anti-monopole of the Berry curvature in momentum space. The Weyl nodes in a WSM must come in pairs with opposite chirality according to the no-go theorem$^4,5$, and are protected by topology. Owing to the nontrivial band topology, WSMs exhibit Fermi arc electron states connecting Weyl nodes on the surface. Because of the existence of Weyl nodes and Fermi arc states, WSMs exhibit exotic transport properties such as the chiral anomaly induced negative magnetoresistance$^6-8$ and the Weyl orbit physics$^9-12$.

In the last few years, the effect of the chemical potential disorder in WSMs has been intensively studied$^{13-31}$. It has been found that the WSM phase is robust against weak chemical potential disorder. Remarkably, a normal insulator (NI) can be converted into a WSM at finite disorder strength. The chemical potential disorder can also open a band gap in WSMs, resulting in a WSM-three-dimensional quantum anomalous Hall insulator (3D QAHI) phase transition$^{28-30}$. By means of the self-consistent Born approximation, the phase transitions at weak disorder can be understood by the renormalization effect of the topological mass. The same effect has also been found in type-II WSMs with weak disorders very recently$^{32,33}$. Interestingly, it was found that the WSM becomes a diffusive metal with finite Hall conductivity at moderate disorder$^{17,18,21-24,28-31}$, which is called the diffusive anomalous Hall metal (DAHM)$^{30}$.

Except for the chemical potential disorder, there also exists the interorbital disorder, which has been proposed to play a distinct role in modulating topological properties of various systems$^{34-37}$. For example, the chemical potential disorder can induce a phase transition from a NI to the topological Anderson insulator$^{38-41}$, whereas for the interorbital disorders, the topological Anderson insulator phase is missing$^{34}$. Although the effect of the chemical potential disorder on WSMs is well established, the stability of WSMs in the presence of the interorbital disorder has not been well explored.

In this paper, we investigate the effect of coexisting intra- and interorbital disorders in WSMs by employing both numerical and analytical methods. The competition of intra- and interorbital disorders gives rise to rich phase diagrams which are determined by numerically computing the normalized localization length and the Hall conductivity. We show that a WSM is robust against weak disorders when the Weyl nodes are well separated in momentum space. Weak intraorbital disorder may annihilate a WSM close to the 3D QAHI phase in the clean phase diagram, causing a 3D QAHI, while it could drive a NI near the WSM phase to a WSM. By contrast, weak interorbital disorder can destroy a 3D QAHI in proximity to the WSM phase in the clean limit, resulting in a 3D QAHI-WSM transition, or it can gap out a WSM close to the NI phase, leading to a WSM-NI transition.
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These phase transitions at weak disorder are analytically verified by using the self-consistent Born approximation and can be explained by the topological mass renormalization. Before Anderson localization induced by strong disorder occurs, we observe a 3D DAHM phase at moderate disorder strength. The DAHM appears in a wide range of the phase diagram when the intraorbital disorder dominates over the interorbital disorder, while the DAHM is found to exist in a narrow region or be missing in the phase diagram when the interorbital disorder dominates.

The rest of the paper is organized as follows. In Sec. II, we introduce a disordered two-band WSM Hamiltonian and then give the details of our numerical methods. Then we provide phase diagrams in \( (W_{xy}, W_z) \) space for the disordered 3D QAHI, WSM and NI phases, respectively, in Sec. III, and interpret the weak disorder results in terms of the self-consistent Born approximation in Sec. IV. At last, a brief discussion and summary is presented in Sec. V.

II. MODEL AND METHOD

We begin with a simple two-band tight-binding model Hamiltonian defined on a cubic lattice with unity lattice constant:

\[
H^0(k) = (m_z - t_z \cos k_z) \sigma_z + m_0 (2 - \cos k_x - \cos k_y) \sigma_z + t_x \sigma_x \sin k_x + t_y \sigma_y \sin k_y,
\]

(1)

where \( t_i (i = x, y, z) \), \( m_z \), and \( m_0 \) are the model parameters. \( \sigma_i \) are Pauli matrices acting on the orbital (or spin) space. This Hamiltonian lacks the time-reversal symmetries, and can be considered as a stack of 2D QAHIIs with an orbital dependent tunneling \( t_z \).

The phase diagram of the pure Hamiltonian \( H^0(k) \) is shown in Fig. 1(a). When \( |m_z/m_0| < t_z/m_0 \), the model yields a pair of gapless Weyl nodes at \( (0, 0, \pm k_0^0) \) with \( k_0^0 = \arccos(m_z/t_z) \), which realizes the WSM phase [Fig. 1(b)]. For \(-2 + t_z/m_0 < m_z/m_0 < -t_z/m_0 \), the model has a topological bulk gap, corresponding to the 3D QAHI phase [Fig. 1(c)]. When \( m_z/m_0 > t_z/m_0 \), the bulk gap of the model is topologically trivial, giving rise to the NI phase [Fig. 1(d)]. In the following calculations, we fix the parameters as \( t_x = t_y = 1, m_0 = 2.1 \) and the chemical potential \( \mu = 0 \).

Now we introduce the intra- and interorbital disorders to the model, and the onsite disorder terms write

\[
\Delta H = \sum_i \left[ U^1_{x} c_i^\dagger \sigma_x c_i + U^1_{y} c_i^\dagger \sigma_y c_i + U^1_{z} c_i^\dagger \sigma_z c_i \right],
\]

(2)

where \( c_i^\dagger (c_i) \) represents the creation (annihilation) electron operator at site \( i \), the first two terms describe the interorbital disorder, and the last term represents the intraorbital disorder. \( U^1_{x,y,z} \) are uniformly distributed within \([-W_{x,y,z}/2, W_{x,y,z}/2] \) with \( W_{x,y,z} \) representing the disorder strengths. We take \( W_x = W_y = W_{xy} \) in our numerical simulation since both \( U^1_{x} \) and \( U^1_{y} \) describe the interorbital disorder and play the same role in phase transition and localization. It is necessary to point out that the chemical potential disorder (the \( \sigma_0 \)-type intraorbital disorder), which has been intensively studied in the literature\(^{28-30} \), is ignored in our model. The reason is that the \( \sigma_0 \)-type and \( \sigma_z \)-type disorders give the same self-energy correction to the topological mass within the self-consistent Born approximation theory, and they are equivalent in determining phase transitions. Thus, the total disordered Hamiltonian is \( H = H^0 + \Delta H \).

We will construct phase diagrams where each phase is determined by the localization length \( \lambda \) and the Hall conductivity \( \sigma_{xy} \). To calculate the localization length, we use the standard transfer matrix method\(^{44-51} \), and consider a quasi-one-dimensional system of cross section \( L_x \times L_y = L \times L \) and length \( L_z \) with periodic boundary conditions in the \( x \) and \( y \) directions. The system can be divided into slices along the \( z \) direction, and the Schrödinger equation is expressed as

\[
H_{n,n} \psi_n + H_{n,n+1} \psi_{n+1} + H_{n,n-1} \psi_{n-1} = E \psi_n, \tag{3}
\]

where \( \psi_n \) is the wave function at the \( n \)th slice, \( H_{n,n} = \langle n|H|n \rangle, H_{n,n+1} = \langle n|H|n+1 \rangle, \) and \( H_{n,n-1} = \langle n|H|n-1 \rangle. \) The Schrödinger equation can be rearranged into the following form in terms of the transfer matrix \( T_n \):

\[
\begin{pmatrix}
\psi_{n+1} \\
\psi_{n}
\end{pmatrix} = T_n \begin{pmatrix}
\psi_n \\
\psi_{n-1}
\end{pmatrix},
\]

(4)
with
\[ T_n = \left( H_{n,n+1}(E \mathbf{I} - H_{n,n}) - H_{n,n+1}^{-1} H_{n,n-1} \right)^{-1}. \]

A Lyapunov exponent \( \gamma^i \) is defined by the following limiting value
\[ \gamma^i = \lim_{L_z \to \infty} \frac{\ln \varepsilon_i}{2L_z}, \]
where \( \varepsilon_i \) is the \( i \)-th positive eigenvalue of the matrix product \( T^i T \), and \( T = \prod_{n=1}^L T_n \). The smallest positive Lyapunov exponent \( \gamma_{\text{min}} \) is related to the localization length \( \lambda \) by \( \lambda = \frac{1}{\gamma_{\text{min}}} \). Furthermore, the normalized localization is defined as \( \Lambda = \frac{\lambda}{L} \). In general, the normalized localization length \( \Lambda \) increases with \( L \) in a metallic phase, and decreases with \( L \) in an insulator phase. At the critical point of phase transition, \( \Lambda \) is independent of \( L \).

In the presence of intra- and interorbital disorders, we calculate the ensemble averaged Hall conductivity \( \sigma_{xy} \) of 3D samples by use of the noncommutative Kubo formula under periodic boundary conditions\(^54-56\). In the clean limit, for fixed \( k_z \), one can treat the Hamiltonian as a 2D Dirac Hamiltonian \( H^0(k_z, k_y) \) with a \( k_z \)-dependent mass term\(^56-57\). In the present model, the Weyl nodes are located at \((0, 0, \pm k^0_z)\). For \( k_z < |k^0_z| \), each of the topological nontrivial 2D Hamiltonian \( H^0(k_z, k_y) \) contributes a quantized Hall conductivity \( \sigma_{xy}^{2D}(k_z) = e^2/h \). Therefore, the total 3D Hall conductivity \( \sigma_{xy} \) is given by \( \sigma_{xy} = \sum_{k_z} \sigma_{xy}^{2D}(k_z)/L_z \), which is proportional to the distance between the two Weyl nodes.

## III. NUMERICAL SIMULATION

In this section, we investigate the combined effect of intra- and interorbital disorders in the localization effect and phase transitions. We map out phase diagrams in the parameter space \((W_{xy}, W_z)\) for the disordered 3D QAHI, WSM, and NI phases in Secs. IIIA, IIIB, and IIIC, respectively.

### A. Disordered 3D QAHI

First of all, we study the disorder effect of a 3D QAHI near the phase boundary between 3D QAHI and WSM in the clean phase diagram [marked by the red dot \( \Lambda \) in Fig. 1(a)]. The phase diagram for the disordered 3D QAHI is plotted in the space of inter- and intraorbital disorder strengths \((W_{xy}, W_z)\). For different \( W_z \), we identify this metal phase as a WSM phase. Further increasing \( W_{xy} \), the Hall conductivity reduces to a fractional conductivity \( \sigma_{xy} = 5e^2/6h \). Thus, we identify this metal phase as a WSM phase. Further increasing \( W_{xy} \), the Hall conductivity reduces to a fractional conductivity \( \sigma_{xy} = 3e^2/6h \). It is worth noting that the appearance of discrete fractional \( \sigma_{xy} \) is due to the finite size effect. The decrease of the Hall conductivity in the WSM phase can be understood within the framework of the self-consistent Born approximation (see Sec. IV). In this effective physical picture, increasing the interorbital disorder strength reduces the distance between the Weyl nodes and decreases the Hall conductivity as it is proportional to the distance. This is in striking contrast to the case of the chemical potential disorder, in which the Hall conductivity rises with increasing the
FIG. 3. (Color online) The normalized localization length and Hall conductivity as a function of $W_{xy}$ for (a) $W_z = 0$, (b) $W_z = 5$, (c) $W_z = 8$, and of $W_{xy}$ for (d) $W_{xy} = 3$, (e) $W_{xy} = 4.5$, which correspond to the red and blue arrows shown in Fig. 2, respectively. We set the parameter $m_z/m_0 = -0.55$. The cross-section sizes in calculating the normalized localization length are $L = 8$ (blue circle), 10 (red square), 12 (orange up triangle), and 14 (cyan down triangle). The dashed vertical lines represent the phase transition lines. The system size for $\sigma_{xy}$ is $30 \times 30 \times 6$. The error bars are magnified three times to show the standard deviation of the conductivity for 100 samples.

FIG. 4. (Color online) Phase diagrams in the $(W_{xy}, W_z)$ space for the disordered WSM with (a) $m_z/m_0 = -0.45$ and (b) $m_z/m_0 = 0.45$. The color map represents the Hall conductivity $\sigma_{xy}$ and the solid lines are determined by the localization length $\Lambda$. The system size for $\sigma_{xy}$ is $20 \times 20 \times 6$. The black and yellow dashed lines in (a) and (b) are obtained from the self-consistent Born approximation, which correspond to the phase boundary defined as $\Delta_0 (\sigma_{xy}) = 0$ and $\Delta_0 (0, 0, 0) = 0$, respectively.

B. Disordered WSM

In this section, we study the competition of intra- and interorbital disorders in WSMs. We consider two WSMs...
On the contrary, in Fig. 5(b), when we fix $W_{xy} = 0.7$ and increase $W_z$, a phase transition from the WSM to the DAHM phase occurs as evidenced by a Hall conductivity transition from $5e^2/6h$ to $e^2/h$. This means that when the intraorbital disorder dominates, the WSM phase tends to move towards the phase boundary of 3D QAHI-WSM, which is similar to the case of the $\sigma_0$-type disorder. Figure 5(c) shows that, for a fixed $W_{xy} = 1$, a phase transition from the WSM to the DAHM happens at $W_z = 8$. Before the phase transition occurs, we can see that $\sigma_{xy}$ increases at $W_z \approx 5$ and reaches $3e^2/6h$ before decreasing at $W_z = 8$. Figure 5(d) shows the multiple NI-WSM-DAHM phase transition as a function of $W_z$ for a fixed $W_{xy} = 2.5$. Surprisingly, for $W_{xy} = 2.5$, the Hall conductivity even disappears at vanishing $W_z$ when the WSM phase collapses, however it reappears as $W_z$ increases.

The reentrant behavior of the WSM phase originates from the interplay of intra- and interorbital disorders.

C. Disordered NI

The phase diagram of the disordered NI is shown in Fig. 6. The location of NI in the clean phase diagram Fig. 1(a) is marked by red dot D. We find that a WSM phase emerges in the phase diagram when the intraorbital disorder is dominant, while the NI phase occupies the phase diagram when the interorbital disorder dominates.

FIG. 5. (Color online) The normalized localization length and Hall conductivity as a function of $W_{xy}$ for (a) $m_z/m_0 = -0.45, W_z = 0$, and of $W_z$ for (b) $m_z/m_0 = -0.45, W_{xy} = 0.7$, (c) $m_z/m_0 = 0.45, W_{xy} = 1$, (d) $m_z/m_0 = 0.45, W_{xy} = 2.5$, which correspond to the red and blue arrows shown in Fig. 4, respectively. The cross-section sizes in calculating the normalized localization length are $L = 8$ (blue circle), 10 (red square), 12 (orange up triangle), and 14 (cyan down triangle). The dashed vertical lines represent the phase transition lines. The system size for $\sigma_{xy}$ is $30 \times 30 \times 6$. The error bars are magnified three times to show the standard deviation of the conductivity for 100 samples.

with $m_z/m_0 = -0.45$ [see the red dot B in Fig. 1(a)] and $m_z/m_0 = 0.45$ [see the red dot C in Fig. 1(a)], which are near the phase boundaries of 3D QAHI-WSM and WSM-NI, respectively. Figures 4(a)–4(b) show two corresponding phase diagrams of disordered WSMs in the $(W_{xy}, W_z)$ space. In Fig. 4(a), we find that a 3D QAHI phase appears between the WSM and the DAHM phases only when the intraorbital disorder strength $W_z$ dominates over the interorbital disorder strength $W_{xy}$. Like the disordered 3D QAHI case, the DAHM phase emerges before the system becomes localized at strong disorders. On the contrary, in Fig. 4(b), the 3D QAHI phase is absent, and only the DAHM phase appears when $W_z$ is much greater than $W_{xy}$. The system undergoes a direct phase transition from a WSM to a NI when the interorbital disorder dominates. Taking a few line cuts of Fig. 4 marked by the arrows, we plot $\Lambda$ and $\sigma_{xy}$ of as a function of disorder strength $W_{xy}$ or $W_z$ in Fig. 5. At $W_x = 0$, as shown in Fig. 5(a), the interorbital disorder induces a phase transition from the WSM phase to the DAHM phase at $W_{xy} \approx 5$. Before that, the Hall conductivity decreases from $5e^2/6h$ to $3e^2/6h$ with increasing the interorbital disorder. This is consistent with the discussion of the interorbital disorder in the previous section. On the other hand, in Fig. 5(b), when we fix $W_{xy} = 0.7$ and increase $W_z$, a phase transition from the WSM to the DAHM phase becomes localized at strong disorders.
IV. BORN APPROXIMATION

To better understand the phase transitions induced by the intra- and interorbital disorders at weak disorder strength, we deal with them within the self-consistent Born approximation in which high-order scattering processes are neglected. In the basis of the pure Hamiltonian $H^0(k)$, the self-energy correction $\Sigma$ induced by intra- and interorbital disorders are given by the following integral equation\textsuperscript{15,34,37,40}:

$$\Sigma(E) = \sum_{i=x,y,z} \frac{W_i^2}{12} \left( \frac{a}{2\pi} \right)^3 \int_{\text{FBZ}} dk [\sigma_i(E-H^0(k))^{-1}\sigma_i],$$

where the self-energy can be expressed as $\Sigma = \Sigma_0 + \Sigma_x \sigma_x + \Sigma_y \sigma_y + \Sigma_z \sigma_z$. The coefficient $1/12$ comes from the variance $\langle U_x^2 \rangle = W_x^2/12$ of a random variable uniformly distributed in the range $[-W_x/2,W_x/2]$. This integration is over the first Brillouin zone (FBZ). By calculating the band gap $\Delta_E(k)$ of the renormalized Hamiltonian $\tilde{H}^0(k) = H^0(k) + \Sigma$ as functions of $W_{xy}$ and $W_z$, we obtain the curves in Figs. 2, 4, and 6. $\Delta_E(k)$ is defined as $\Delta_E(k) = E_c(k) - E_v(k)$, where $E_c$ and $E_v$ are the energy spectra of the conduction and valence bands. The black dashed lines in Figs. 2 and 4(a) correspond to the phase transition lines $\Delta_E(0,0,\pi) = 0$, which means the gap closes at the Brillouin zone boundary. The yellow dashed lines in Figs. 4(b) and 6 correspond to gap closure at the Brillouin zone center with $\Delta_E(0,0,0) = 0$. We can see that the results based on the Born approximation fit well with the numerical ones. Both intra- and interorbital disorders have a renormalization effect on the bulk band gap $\Delta_E$, leading to various topological phases and exotic phase transitions in the present system.

To corroborate the physical interpretation of the numerical simulation, we neglect $\Sigma$ on the right hand side of Eq. (6) and expand $H^0$ to the $k^2$ order. We find that the intra- and interorbital disorders renormalize the model parameter $m_z$ with

$$\tilde{m}_z = m_z + \left(2W_{xy}^2 - W_z^2\right) T,$$

where

$$T = \frac{a^2}{96\pi^2 m_0} \int_{-\pi}^{\pi} \ln \left[ \frac{m_0}{t_z - t_x k_x^2 - m_z} \right] \left( \frac{\pi}{a} \right)^4 \left| \frac{k_z}{a} \right| \right| \right| \right| \right|$$

and we keep only the logarithmically divergent part of the integral. Clearly, the intraorbital disorder has a negative correction to the model parameter $m_z$, provided $m_0 > 0$. On the contrary, the interorbital disorder gives rise to a positive correction to the parameter $m_z$. This explains why the intraorbital disorder and the interorbital disorder induce phase transitions in the opposite directions. The features of phase diagrams of the system are determined by the competition of intra- and interorbital disorders.

V. CONCLUSION

In summary, we investigate the combined effect of intra- and interorbital disorders in WSMs. By numerically calculating the normalized localization length and the Hall conductivity, we show rich phase diagrams due to the interplay of intra- and interorbital disorders. We found that the WSM with well-separated Weyl nodes is stable to weak intra- and interorbital disorder. The weak intraorbital disorder can induce a WSM-3D QAHI transition or a NI-WSM transition, while the interorbital disorder can cause phase transitions in inverse directions, i.e., a 3D QAHI-WSM transition and a WSM-NI transition. In the framework of the Born approximation, these phase transitions in the weak disorder regime can be well explained by the renormalization effect of the topological mass. We found that these two types of disorder give rise to corrections with opposite signs to the bare topological mass. We observe a 3D DAHM phase at moderate disorder strength. The DAHM appears in a wide range of the phase diagram when the intraorbital disorder dominates over the interorbital disorder, while the DAHM is found to exist in a narrow region or be missing in the phase diagram when the interorbital disorder dominates. Phase diagrams in $(W_{xy},W_z)$ space display distinguishing features compared with the phase diagram produced by the intraorbital disorder alone.

Recently, WSM phases induced by externally applied pressure and strain are reported\textsuperscript{58,59}. Meanwhile, it is found that externally applied pressure and strain can also drive WSM-NI phase transitions\textsuperscript{58,59}. Our study could be applied in these works since the lattice distortion induced by pressure or strain may be described by the intra- and interorbital disorders. Although the intra- and interorbital disorders are described by onsite potentials in our study, we believe they catch the essential physics in the localization and phase transitions. A more realistic way to model the lattice distortion is to introduce the random hopping type disorders and study the competition of the in-plane and out-of-plane random hopping disorders, and it will be explored in our future work.

In addition, it was shown that the on-site Hubbard interaction can annihilate a WSM and give rise to a 3D QAHI\textsuperscript{60} in the present model we use, which means we can also manipulate different topological phases by tuning electron-electron interaction. Therefore, we can expect that the interplay of disorder with electron-electron interaction\textsuperscript{26} in WSM systems will produce more intriguing physical phenomena.
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