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Abstract: Although the state evaluation method based on characteristic parameters and weight factors can extract the characteristic quantities in time domain and frequency domain according to the collected acoustic and vibration signals of reactors, it is necessary to analyze a large number of test data to establish the functional relationship between the characteristic quantities and the defect states, and to establish the function relationship between the characteristic quantities and the defect states. The method can directly learn the data samples, and self-study the correlation rules of characteristic parameters and defects through the training of neural network. In this paper, the deep learning neural network model is constructed, and the data obtained from reactor defect simulation experiment and field measurement are used as samples to train the deep learning network. Through the training of neural network, the characteristics of acoustic vibration signal are automatically learned, and the characteristics are stored in the parameters of neural network. Finally, the state of reactor is realized by the classifier at the end of the network assessment.

1 Introduction

For acoustic signal and vibration signal, the common fault diagnosis methods are based on analytical model, signal processing and artificial intelligence. The method based on analytical model is one of the earliest developed and most systematic fault diagnosis methods[1]. This method needs to diagnose and process the measured information according to certain mathematical methods on the basis of the mathematical model of the diagnosis object[2]. Its advantage is that it can go deep into the dynamic nature of the system essence and real-time diagnosis, and has inherent sensitivity to unknown faults, but its disadvantage is usually difficult. Because of modeling error, disturbance and noise, the problem of robustness becomes more and more prominent. For the reactor, it is obviously unrealistic to establish its analytical model, so this method cannot be applied[2].

The fault diagnosis method based on signal analysis is to use the signal analysis theory to obtain a variety of deep-seated eigenvectors in time domain and frequency domain, and use the relationship between these eigenvectors and system fault sources to determine the location of fault sources[3]. This method is mainly used in the system where the analytical model of the diagnosis object is difficult to establish, but some state or output parameters of the system can be measured. The advantage of this method is that the signal model can be directly used without the mathematical model of the object, thus avoiding the difficulty of establishing the mathematical model of the object. The disadvantage is that the prior knowledge of the characteristic vector and fault relationship is needed.

With the rapid development of artificial intelligence and computer technology, a new theoretical basis for fault diagnosis technology has been provided. There are fault diagnosis methods based on knowledge and without precise mathematical model of the object[4]. There are diagnosis methods based on neural network, diagnosis method based on rough set, genetic algorithm, diagnosis method based on fault tree, etc. These methods do not need to extract features. However, a large number of fault data are needed to train the diagnosis model.

In essence, deep learning is a solution. This scheme can make the computer learn from the existing experience, and the concept system can be divided into layers, so as to deepen the computer's understanding of the material world. Each concept is defined by its connection with some relatively simple concepts. Deep learning enables the computer to acquire knowledge from experience, which can avoid the formal specification of all the knowledge required by the computer.

Deep learning is a kind of machine learning, which has strong ability and flexibility. It formed several key concepts in the period of connectionism in the 1980s. The distributed representation can use linear parameters to represent regions of exponential numbers. With distributed representation, you can learn very complex
functions with fewer instances. With the increasing amount of data, the significant increasing trend of data is driven by the increasingly digital society. Due to the increasing scale of the Internet, records are more easily organized into data sets for machine learning applications. With the increasing scale of models, the existing computing resources can run larger models. From the connectionist point of view, when many neurons in an animal work together, they become smarter and more effective than neurons alone or chickens and chickens. With the increasing precision, complexity and impact on the real world, the ability of deep learning to provide accurate identification and prediction has been improving since the 1980s. And more and more widely used in the depth of practical learning.

Due to its high flexibility, high autonomy, high accuracy and high learning, the defect early warning technology based on deep learning has more advantages than other defect early warning technologies.

For the acoustic vibration detection system operating in the actual working condition, the biggest difficulty is that there is no normal operation reactor acoustic vibration data and reactor acoustic vibration data under different operating conditions, especially the reactor acoustic vibration data under defect state is relatively small. In this case, the deep learning method is more suitable because it does not need a large number of training samples use.

2 Diagnosis of typical mechanical defects of reactor

Although the state evaluation method based on characteristic parameters and weight factors can extract the characteristic quantities in time domain and frequency domain according to the collected acoustic and vibration signals of reactors, it is necessary to analyze a large number of test data to establish the functional relationship between the characteristic quantities and the defect states, and to establish the function relationship between the characteristic quantities and the defect states, and to establish the function relationship between the characteristic quantities and the defect states. The method can directly learn the data samples, and self-study the correlation rules of characteristic parameters and defects through the training of neural network.

In this paper, the deep learning neural network model is constructed, and the data obtained from reactor defect simulation experiment and field measurement are used as samples to train the deep learning network. Through the training of neural network, the characteristics of acoustic vibration signal are automatically learned, and the characteristics are stored in the parameters of neural network. Finally, the state of reactor is realized by the classifier at the end of the network assessment.

3 Reactor condition evaluation method based on deep learning

Referring to the successful application experience of deep learning in image processing, this project regards the combination of all acoustic vibration measurement points as a frame image, and each acoustic measurement point and vibration measurement point is regarded as a pixel block, and the method of convolution neural network is used for deep learning of acoustic and vibration signals of reactor. The input of neural network model is the data collected from acoustic signal and vibration signal measurement points. The input data is extracted features through convolution layer, and then the "activated neuron features" are preserved and mapped by activation function. Then, the feature dimension of convolution layer output is reduced by pooling layer, and the over fitting phenomenon of neural network is suppressed. Finally, the full connection layer of the network acts as a classifier in the whole convolution neural network, mapping the vibration signal of the acoustic signal of the reactor to the state of the reactor. The multi-dimensional acoustic and vibration signals are mapped to one-dimensional reactor state vector through the whole convolution neural network.
The structure of convolution neural network is similar to that of traditional neural network. The network consists of input layer, multi-layer hidden layer and output layer. There is no connection between neurons in each layer, and there is full connection between layers. The network model is shown in the figure. Convolution neural network model is essentially a kind of mapping relationship, which can be obtained by learning a large number of samples. During training, label samples are used for supervised learning. The basic algorithm includes two aspects: forward propagation of signal and backward propagation of error. In other words, the actual output is calculated according to the direction from input to output, while the correction of weight and threshold is carried out from the direction of output to input.

\[
net_j = \sum_{j=1}^{M} w_{ij} x_j + \theta_i
\]  

\[
y_i = \phi(net_j) = \phi(\sum_{j=1}^{M} w_{ij} x_j + \theta_i)
\]  

\[
net_k = \sum_{j=1}^{N} w_{kj} y_j + a_k = \sum_{j=1}^{N} w_{kj} \phi(\sum_{i=1}^{M} w_{ij} x_j + \theta_i) + a_k
\]  

\[
o_k = \psi(net_k) = \psi(\sum_{j=1}^{N} w_{kj} y_j + a_k) = \psi\left(\sum_{j=1}^{N} w_{kj} \phi(\sum_{i=1}^{M} w_{ij} x_j + \theta_i) + a_k\right)
\]
\begin{align*}
E_p &= \frac{1}{2} \sum_{i=1}^{n} (T_i - o_i)^2 \\
E &= \frac{1}{2} \sum_{j=1}^{n} \sum_{i=1}^{m} (T_i^j - o_i^j)^2 \\
\Delta w_{ij} &= -\eta \frac{\partial E}{\partial w_{ij}} \\
\Delta a_{ji} &= -\eta \frac{\partial E}{\partial a_{ji}} \\
\Delta w_{i} &= -\eta \frac{\partial E}{\partial w_{i}} \\
\Delta a_{i} &= -\eta \frac{\partial E}{\partial a_{i}} \\
\Delta \theta &= -\eta \frac{\partial E}{\partial \theta} \\
\frac{\partial E}{\partial x} &= -\sum_{j=1}^{m} \sum_{i=1}^{n} (T_i^j - o_i^j) \cdot \psi'(net_i) \cdot w_{ij} \\
\frac{\partial \theta}{\partial x} &= \frac{\partial \theta}{\partial x} = 1 \\
\frac{\partial \theta}{\partial \theta} &= \frac{\partial \theta}{\partial \theta} = 1 \\
\frac{\partial \theta}{\partial \theta} &= \frac{\partial \theta}{\partial \theta} = 1 \\
\Delta w_{ij} &= \eta \sum_{i=1}^{n} \sum_{j=1}^{m} (T_i^j - o_i^j) \cdot \psi'(net_i) \cdot y_i \\
\Delta w_{i} &= \eta \sum_{i=1}^{n} \sum_{j=1}^{m} (T_i^j - o_i^j) \cdot \psi'(net_i) \\
\Delta w_{i} &= \eta \sum_{i=1}^{n} \sum_{j=1}^{m} (T_i^j - o_i^j) \cdot \psi'(net_i) \cdot \delta_{i} \\
\Delta \theta &= \eta \sum_{i=1}^{n} \sum_{j=1}^{m} (T_i^j - o_i^j) \cdot \psi'(net_i) \cdot \delta_{i} \\
\end{align*}

4 Conclusion

In this paper, the deep learning neural network model is constructed, and the data obtained from reactor defect simulation experiment and field measurement are used as samples to train the deep learning network. Through the training of neural network, the characteristics of acoustic vibration signal are automatically learned, and the characteristics are stored in the parameters of neural network. Finally, the state of reactor is realized by the classifier at the end of the network assessment.
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