Generative Data Augmentation for Non-IID Problem in Decentralized Clinical Machine Learning
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Abstract—Swarm learning (SL) is an emerging promising decentralized machine learning paradigm and has achieved high performance in clinical applications. SL solves the problem of a central structure in federated learning by combining edge computing and blockchain-based peer-to-peer network. While there are promising results in the assumption of the independent and identically distributed (IID) data across participants, SL suffers from performance degradation as the degree of the non-IID data increases. To address this problem, we propose a generative augmentation framework in swarm learning called SL-GAN, which augments the non-IID data by generating the synthetic data from participants. SL-GAN trains generators and discriminators locally, and periodically aggregation via a randomly elected coordinator in SL network. Under the standard assumptions, we theoretically prove the convergence of SL-GAN using stochastic approximations. Experimental results demonstrate that SL-GAN outperforms state-of-art methods on three real world clinical datasets including Tuberculosis, Leukemia, COVID-19.

Index Terms—Swarm learning, privacy-preserving decentralized machine learning, non-IID, data augmentation, generative adversarial network.

I. INTRODUCTION

Machine learning (ML) models are data hungry. In precision medicine [1], the performance of ML models that identify patients with life-threatening diseases, such as leukemia, tuberculosis or COVID-19, increases with the size and diversity of the training samples [2]. In practice, to train a robust clinical ML model, patient-related data often needs to be centralized in a central repository [3], [4]. However, such data sharing across different institutions or countries, faces privacy and legal obstacles. This problem has been solved by federated learning [5], in which multiple participants jointly train a ML model under a central coordinator. In federated learning, each participant trains a local model using the local data separately, and then shares the learned model gradients to the coordinator for model aggregation. Under the standard assumptions, we theoretically prove the convergence of SL-GAN using stochastic approximations. Experimental results demonstrate that SL-GAN outperforms state-of-art methods on three real world clinical datasets including Tuberculosis, Leukemia, COVID-19.

Existing methods for solving the non-IID problem in decentralized learning can be roughly divided into two categories: algorithm-based methods and data-based methods. Algorithm-based methods improve the model robustness by modifying the local loss function [10], [11] to make the local model consistent with the global model, designing a new aggregation scheme [12], [13] to improve the model aggregation mechanism, or training personalized models [14], [15] for each participant. To tackle the limitations of federated learning, swarm learning (SL) [7] combines edge computing and blockchain-based peer-to-peer network. In SL, a new participant register via a blockchain smart contract, obtains the global model, and trains the model locally. After a user-defined synchronization interval, local model parameters are exchanged and merged to update the global model by a randomly elected edge node. The chosen edge node replaces the role of central coordinator in federated learning. In the context of clinical data mining, SL provides a fairness environment for multi-parties ML model training and creates a strong incentive to collaborate without data sharing. As SL secures data sovereignty, security, and confidentiality, it has been successfully applied in healthcare fields [7], [8], [9]. However, the non-independent and identical distributed (non-IID) data heavily limit the performance of SL. As shown in Figure 1, with the degree of non-IID increases (β from 5 to 0.05), the AUC scores of SL decreases from 93% to 69%.

Existing methods for solving the non-IID problem in decentralized learning can be roughly divided into two categories: algorithm-based methods and data-based methods. Algorithm-based methods improve the model robustness by modifying the local loss function [10], [11] to make the local model consistent with the global model, designing a new aggregation scheme [12], [13] to improve the model aggregation mechanism, or training personalized models [14], [15] for each participant.
participant rather than the same global model. However, as discussed in [16], existing algorithm-based methods are not always better than vanilla FedAvg [5]. Data-based methods construct a more balanced data distribution among participants or on the server by data sharing or augmentation strategies [17], [18], which achieve a high performance on non-IID data. Unfortunately, there are still two challenges in directly applying these methods to SL. On the one hand, these methods need a trusted central coordinator to employ data sharing or data augmentation, which is contrary to the assumption in SL. On the other hand, data augmentation strategies based on generative adversarial network (GAN) remains a challenge is that GAN may not converge on non-IID data. To the best of our knowledge, there are currently no works to solve the non-IID problem in SL.

To address these challenges, we propose a novel generative augmentation framework in SL called SL-GAN, which augments the non-IID data to a balanced data distribution among each participant by using a generative model. In SL-GAN, discriminators and generators are trained locally and aggregated after a user-defined synchronization interval by a randomly elected edge node. Furthermore, under the standard assumption in SL, we theoretically prove the convergence of SL-GAN using stochastic approximations. We evaluate our SL-GAN on three real-world clinical datasets with various data distributions among participants. The experimental results show that SL-GAN can effectively improve the performance of SL on non-IID data and outperforms the state-of-the-art methods.

The main contributions of this paper are as follows:

1) To the best of our knowledge, this is the first study on the non-IID problem in SL. We propose SL-GAN, a novel data augmentation framework in SL, which jointly trains a global generative model to augment the non-IID data without a central coordinator.

2) We theoretically prove our SL-GAN converges with non-IID data under the standard assumption in SL.

3) We test SL-GAN on three real-world clinical datasets with various data distributions. The experimental results demonstrate that SL-GAN outperforms the state-of-the-art approaches and is robust to varies data distributions.

II. RELATED WORKS

A. Non-IID in Decentralized Learning

Since there are currently no works to solve the non-IID problem in swarm learning, we describe the related works in other decentralized learning method, such as federated learning. Existing methods in federated learning to deal with the non-IID problem are divided into two categories [19]: algorithm-based methods and data-based methods.

1) Algorithm-based methods: As suggested in [20], the weight divergence of local models caused by non-IID data is the root cause of model performance degradation. To alleviate this problem, Fedprox[10] adds a penalty term in the objective function to make the local model consistent with the global model. SCAFFOLD[21] controls the similarity between the local model and the global model by adding a regularization term to the local loss function. To avoid the influence of the local model from nodes with large data volumes, FedNova[11] normalizes the local model before model aggregation. Unlike modifying the objective, personalized federated learning [14], [15] aims to train personalized models in each participant rather than the same global model. However, as shown in [16], existing algorithm-based methods are not always better than vanilla FedAvg [5].

2) Data-based methods: To construct a balanced data distribution among each participant, data-based methods perform data augmentation or data sharing strategies under the coordination of a central server. Mixup[17] is a simple and commonly used data augmentation method, which constructs a new sample by linear interpolation, and FedMix[22] is another work that using Mixup strategies. However, Mixup cannot generate unseen labels. Unlike data augmentation, data sharing methods [23], [24] alleviates the non-IID problem by collecting a small subset of samples from participants on the central server. However, these methods violate the privacy assumption in federated learning. Unlike these methods, our SL-GAN trains a global GAN for data augmentation.

B. Federated Generative Models

To synthesize fake data with a distribution similar to the global data, federated GAN [18], [25] train a global generative model among participants in federated learning. Existing federated GANs can be divided into two categories. One type is that generator trained on the server, discriminators are trained on the client. DP-FedAvg-GAN [25] is the first work in such architecture to train a global GAN for data generation, which under the assumption of IID data. F2U [26] follows previous settings and assign different weights for local discriminators in the process of model aggregation on the non-IID data. Another type [18] is that both discriminator and generator are trained on the client and aggregated on the server. Unfortunately, these methods require a central server and cannot guarantee the convergence of the GAN on non-IID data. Another type [18] is that both discriminator and generator are trained on the client and aggregated on the server. Unfortunately, these methods require a central server and cannot guarantee the convergence of the GAN on non-IID data. In contrast to these methods, our SL-GAN trains a global GAN without a central coordinator. And we theoretically prove the convergence of SL-GAN.

III. PROPOSED METHODS

In this section, we propose SL-GAN framework, describe its training algorithm and theoretically prove its convergence. Table I summarizes notations used in this paper.

A. SL-GAN

Figure 2 shows the architecture of our SL-GAN, in which jointly trains a GAN among participants. In SL-GAN, each participant trains generator and discriminator locally. When a user-defined synchronization interval reached, the trained local discriminators and generators are aggregated on a randomly elected participant and then sent back to each participant with the swarm network. After SL-GAN converges, the trained
The classification model is trained using the combination of the generator and discriminator. Finally, the target clinical machine learning model is aggregated on a elected edge node. Synthetic data generated by the trained generator is used to balance the data distribution among participants.

Fig. 2. SL-GAN architecture. The green dotted arrow circle represents a swarm network used for aggregating the target clinical machine learning model. The blue dotted arrow circle denotes the swarm network that used to aggregate the parameters of GAN. Discriminators and generators are trained locally and aggregated on a elected edge node. Synthetic data generated by the trained generator are used to balance the data distribution among participants.

Algorithm 1 describes the training process of SL-GAN.

(1) Each participant trains local generator and discriminator using standard GAN training procedure. The discriminator is trained using the real data $X_{real}$ and the fake data $X_{fake}$ generated by the generator, the generator is updated follow the discriminator (lines 1-6 of Algorithm 1).

(2) When reached the pre-defined synchronization interval $T$, participants send their local discriminator and generator to a temporarily elected node for aggregation with the weight $p_c, p_c = \frac{|X_i|}{\sum_{j \in C} |X_j|}$ (lines 7-10 of Algorithm 1).

(3) After model aggregation, each participant receives the aggregated discriminator and generator and updates their local model (line 11 of Algorithm 1). The algorithm repeats the above process until SL-GAN converges.

**B. Convergence Analysis**

In this section, we show that our SL-GAN converges in swarm learning with non-IID data. We denote the gradient of discriminator and generator in participant $i$ by $\hat{g}_D^i$ and $\hat{g}_G^i$. Let $\theta_i = (\theta_D^i, \theta_G^i)^T$ be the parameter of the participant $i$. The true gradient rather than stochastic gradient of each client is specified as $g_D$ and $g_G$. In addition, we define the stochastic gradient errors $M^{(g_D)}$ and $M^{(g_G)}$, where $M^{(g_D)} = g_D - \sum_i p_i g_D^i$ and $M^{(g_G)} = g_G - \sum_i p_i g_G^i$.

We follow the assumptions in the centralized GAN.

1) $\|g_D\|$ and $\|g_G\|$ are $L$-Lipschitz.
2) $\Sigma_n l_r = \infty, \Sigma_n l_r^2 < \infty$
3) $\{M^{(\theta_D)}_n\}$ and $\{M^{(\theta_G)}_n\}$ are martingale difference sequence of the increasing $\sigma$-filed $F_n = \sigma(\theta_D^1, \theta_G^1, M^{(\theta_D)}_1, M^{(\theta_G)}_1, 1 \leq n, n \geq 0$.
4) $\sup_{n} \|\theta_D\| < \infty$ and $\sup_{n} \|\theta_G\| < \infty$
5) $\mathbb{E}\|\hat{g}_D^i - g_D\| \leq \sigma_{g_D}, \mathbb{E}|g_D^i - g_D^i| \leq \sigma_{g_G}$ and $|g_D^i - g_D^i| \leq \mu_{g_D}$

**TABLE I**

**SUMMARY OF NOTATIONS**

| Notation | Description |
|----------|-------------|
| $C$      | set of participants |
| $X$      | local dataset of participants |
| $l_r$    | learning rate |
| $N$      | local training epochs |
| $T$      | aggregation time interval |
| $g_D, g_G$ | stochastic gradient of discriminator and generator |
| $\theta_D, \theta_G$ | parameters of discriminator and generator |
| $p$      | aggregation weight |
| $M^{(g_D)}, M^{(g_G)}$ | stochastic gradient errors |
| $l_r$    | discriminator parameters in the interval |
| $n$      | maximum round between two aggregations |
| $\alpha$ | expectation |
| $\beta$  | mean value |
| $\sigma$ | standard deviation |
GAN follows (1) asymptotically. As proofed in [18], we have, GAN is transformed into proving that the parameter of SL-GAN asymptotically tracks the parameter updates of SL-GAN asymptotically tracks the ODE updates [27]. We prove that the ODE representing the con-cvergence of GAN to the convergence of an ordinary gradient divergence.

where (1)-(4) are used in stochastic approximation of GAN convergence. In assumption (5), the first bound ensures that the local stochastic gradient is close to the local true gradient, the second bound ensures that the local discriminator true gradient of the non-IID data are close to the discriminator true gradient of the pooled data [18], the last bound represents bounded gradient divergence.

To prove the convergence of SL-GAN, we connects the convergence of GAN to the convergence of an ordinary differential equations (ODE) representation of the parameter updates [27]. We prove that the ODE representing the parameter updates of SL-GAN asymptotically tracks the ODE representing the parameter updates of the centralized GAN. As defined in [27], [28], the centralized GAN tracks the following ODE asymptotically.

\[
\begin{align*}
\hat{\theta} &= \begin{pmatrix} \theta_D(t) \\ \theta_G(t) \end{pmatrix} = \begin{pmatrix} g_D(\theta_D(t), \theta_G(t)) \\ g_G(\theta_D(t), \theta_G(t)) \end{pmatrix},
\end{align*}
\]

(1)

Therefore, the problem of proving the convergence of SL-GAN is transformed into proving that the parameter of SL-GAN follows (1) asymptotically. As proved in [18], we have,

\[
\frac{\sigma_{\theta_D} + \mu_{\theta_D} + \sigma_{\theta_G}}{2L} \left(1 + 2r(n - 1)L\right)^n \mod K - 1
\]

(2)

\[
\frac{\sigma_{\theta_D} + \mu_{\theta_D} + \sigma_{\theta_G}}{2L} \left[1 + 2r(n - 1)L\right]^K - 1 - lr(n - 1)\mu_{\theta_G} K
\]

(3)

\[
v_n \text{ and } \phi_n \text{ represent the parameter of discriminator and generator in the interval between two aggregations, respectively. The specific definition is as follows}
\]

\[
v_n = \theta_{D_{n+1}} + \sum_{k=n+1}^{n} lr(k)g_{D}(\phi_k, v_k),
\]

(4)

\[
\phi_n = \theta_{G_{n+1}} + \sum_{k=n+1}^{n} lr(k)g_{G}(\phi_k, v_k)
\]

(5)

where \(n_1\) means the nearest aggregation timestamp. However, in swarm learning, there is no \(K\), which indicates every \(K\) local epochs. Fortunately, we can still prove that in the interval between every two adjacent aggregations, the local epochs for every client is bounded,

\[
n^i - n_1 \leq \alpha, \forall i \in \{1, \cdots, m\} \quad \alpha > 0
\]

which is trivial because a participant will not train itself infinitely anyway. We just need to treat \(max(n^i - n_1)\) as \(K\), bringing it to the Equations (2) and (3), we will get the same result as federated learning. Based on the Theorem 1 in [18] and Theorem 2 in [29], \(\theta\) in SL-GAN tracks the ODE (1) asymptotically, namely it will converge eventually.

IV. EXPERIMENTS

A. Experimental Setup

1) Datasets: We use three real-world clinical datasets, as shown in Table II, and their details are as follows:

- **Tuberculosis** [7] is an RNA-Seq dataset based on whole blood transcriptomes, which combines data from healthy controls with published data in Gene Expression Omnibus (GEO). This dataset merged from 9 independent datasets: GSE101705, GSE107104, GSE112087, GSE128078, GSE66573, GSE79362, GSE84076, GSE89403. There are 1550 samples from patients with active tuberculosis, latent tuberculosis, fatigue, autoimmune diseases, HIV and controls. All active tuberculosis samples are listed as CASE and all other samples are listed as CONTROL. After data preprocessing, there are 18136 genes (columns) in this dataset.

- **Leukemia** dataset [30] contains 2379 transcriptomes derived from peripheral blood mononuclear cells (PBMC) or bone marrow, published at the GEO under subseries GSE122505. In this dataset, independent data sets selected from GEO are as follows: GSE10255, GSE1159, GSE12417, GSE12995, GSE13425, GSE14471, GSE14895, GSE16129, GSE25571, GSE26281, GSE33315, GSE34860, GSE37642, GSE43176, GSE4698, GSE51082, GSE6269, GSE67684, GSE83449, GSE8879, GSE9006, GSE9476. Acute Myeloid Leukemia (AML) samples are classified as CASE and all other samples are classified as CONTROL.

- **COVID-19** [7] is an RNA-Seq dataset based on whole blood transcriptomes, which contains 296 samples from
patients with COVID-19, as well as 2104 other control samples (autoimmune disease, Fatigue, healthy controls, HIV, latent tuberculosis and active tuberculosis). COVID-19 samples are labeled as CASE and all other samples are labeled as CONTROL. After data preprocessing, there are 19400 genes (columns) in this dataset.

Table II shows the statistical information of three datasets. We split the total samples into training dataset and test dataset with the ratio 8:2.

2) Baseline Methods: We adapted two state-of-the-art algorithm-based methods (Fedprox, FedNova) in federated learning and one data-based method (Mixup) to swarm learning as baseline methods. The detail information of baseline methods are as follows:

- **Fedprox** [10] is an algorithm-based method, which modify the objective function of participant $k$ as follows,

$$h_k (w; w^t) = F_k(w) + \frac{\mu}{2} \| w - w^t \|^2 \quad (6)$$

where $F_k(w)$ represents the original objective function, $w^t$ is the parameter of the global model obtained in the $t$-th round.

- **FedNova** [11] is an algorithm-based method, which modify the original aggregation method to

$$w^{t+1} - w^t = \left( \sum_{k=1}^{K} \frac{p_k \Delta_k(t)}{\tau_k(t)} \right) \sum_{k=1}^{K} p_k \Delta_k(t) \quad (7)$$

where $\tau_k(t)$ is the number of iterations of participant $k$ in round $t$, and $\Delta_k(t)$ is the gradient of participant $k$ in round $t$.

- **Mixup** [17] is a simple data augmentation method,

$$\begin{cases} \tilde{x} = \lambda x_i + (1 - \lambda) x_j \\ \tilde{y} = \lambda y_i + (1 - \lambda) y_j \end{cases} \quad (8)$$

where $(x_i, y_i)$ and $(x_j, y_j)$ are two randomly selected samples, $\lambda \in (0, 1)$.

3) Data Partition: To simulate the non-IID data in real world, we use the distributed-based label imbalance method in [16], that each participant is allocated a proportion of the samples of each label according to Dirichlet distribution. In practice, we allocate a $p_k,j$ ($p_k,j \sim Dir(\beta)$) proportion of the samples of label $k$ to participant $j$, where $Dir(.)$ represents Dirichlet distribution and $\beta (\beta > 0)$ is its parameter. In this approach, we can flexibly control the degree of the non-IID by varying the parameter $\beta$. The smaller the $\beta$ is, the more unbalanced the data distribution is.

4) Data Augmentation: After SL-GAN converges, the synthetic data generated by the trained generator is used to augment local data based on global data distribution. During training, each participant contains the same amount of data and its label distribution is consistent with the global label distribution. For instance, the data contained in a participant is {CONTROL:40, CASE:414} on the Tuberculosis dataset with $\beta = 1$, and the distribution of global data is CONTROL:CASE = 1:1. After data augmentation, the data of the three participants are {CONTROL:556, CASE:556}.

### B. Performance on Classification

Figures 3 - 5 show the comparisons of the performance on Tuberculosis, COVID-19, Leukemia dataset, respectively. We compare vanilla swarm learning, Fedprox, FedNova, Mixup with our SL-GAN in four different data distributions ($\beta = 0.05, 0.1, 0.5, 1$). SL-GAN outperforms all the baseline methods in terms of F1 score, accuracy, and AUC in three datasets. In many cases, the vanilla SL algorithm outperforms Fedprox and FedNova, which is consistent with the conclusion in [16]. This is because algorithm-based methods do not fundamentally address the problem of data imbalance. In contrast, Mixup and SL-GAN both perform better than the vanilla SL algorithm in almost all cases, which means that data augmentation methods have a significant effect on alleviating data imbalance. Unfortunately, in Figure 3 (a) and Figure 4 (a), F1 scores of Fedprox and FedNova are close to 0, which suggests that these methods fail to make the local model consistent with the global model under extreme data imbalances. Compared with Mixup, SL-GAN shows more reliable performance in various distributions. This is because Mixup cannot generate the class of samples that are not available in the local. Therefore, in some cases, the enhancement is redundant data features. SL-GAN trains a generative model among participants and learns the real distribution, which can generate synthetic data with an approximate distribution of the global data. To summarize, in almost all cases, SL-GAN achieves the best performance. In general, data-based methods show better performance than algorithm-based method because they construct a balanced data distribution among each participant.

Figure 6 shows the training round on the COVID-19 dataset. As we can see, by augmenting the synthetic data, SL-GAN converges to a smaller loss than the vanilla SL algorithm.

| Dataset       | % of samples (training set) | % of samples (test set) | % of columns | Distribution of samples (training set) (CASE:CONTROL) | Distribution of samples (test set) (CASE:CONTROL) |
|---------------|-----------------------------|-------------------------|--------------|------------------------------------------------------|--------------------------------------------------|
| Tuberculosis  | 1240                        | 310                     | 18136        | 620:620                                              | 155:155                                          |
| Leukemia      | 1943                        | 436                     | 22283        | 826:1117                                              | 206:230                                          |
| COVID-19      | 1920                        | 480                     | 19400        | 237:1683                                              | 59:421                                           |

### TABLE II

Statistics of Datasets

| Dataset       | % of samples (training set) | % of samples (test set) | % of columns | Distribution of samples (training set) (CASE:CONTROL) | Distribution of samples (test set) (CASE:CONTROL) |
|---------------|-----------------------------|-------------------------|--------------|------------------------------------------------------|--------------------------------------------------|
| Tuberculosis  | 1240                        | 310                     | 18136        | 620:620                                              | 155:155                                          |
| Leukemia      | 1943                        | 436                     | 22283        | 826:1117                                              | 206:230                                          |
| COVID-19      | 1920                        | 480                     | 19400        | 237:1683                                              | 59:421                                           |
shown in Figure 6, with the degree of non-IID increases ($\beta$ form 0.1 to 0.05), the vanilla SL algorithm has difficulty in convergence. In contrast, the model augmented by SL-GAN can still converge to a relatively small loss, which means
that the data augmentation method proposed in this paper can significantly improve the efficiency and effect of the model training.

C. Synthetic Data Utility

To evaluate the utility of the synthetic data that generated by SL-GAN, we train 10 machine learning models on the synthetic data and test these models on the real data. The performance of the synthetic data for COVID-19 dataset shown in Table IV-C. As shown in Table IV-C, as the value of $\beta$ decreases (from 1 to 0.05), the accuracy of the synthetic data does not change. This shows that the proposed SL-GAN can converge stably on the non-IID data. In many cases, the performance of the synthetic data is close to that of the original data. However, The average accuracy of the SL-GAN is 10% lower than that of the original data, which means that our generative method does not always successfully capture the real features of the original data.

V. CONCLUSION AND FUTURE WORKS

In this paper, we presented a generative augmentation framework in swarm learning for non-IID data, which called SL-GAN. We jointly train a GAN in the swarm learning network, and theoretically prove the convergence of the SL-GAN. We augments the non-IID data into IID data using SL-GAN. We evaluated the proposed SL-GAN on three real-world clinical dataset. The experimental results show that our SL-GAN outperforms the state-of-the-art work in various data distributions.
In the future, in order to protect the data privacy, the differential privacy will be introduced to the SL-GAN and the privacy of the synthetic data will be studied. Furthermore, as differential privacy will be introduced to the SL-GAN and the privacy of the synthetic data will be studied. Furthermore, as

---

**TABLE III**

| Classifier         | Original data | $\beta = 1$ | $\beta = 0.5$ | $\beta = 0.1$ | $\beta = 0.05$ |
|--------------------|---------------|-------------|---------------|---------------|---------------|
| LGBMClassifier     | 0.98          | 0.99        | 0.97          | 0.95          | 0.93          |
| XGBClassifier      | 0.97          | 0.97        | 0.97          | 0.96          | 0.94          |
| BaggingClassifier  | 0.97          | 0.98        | 0.97          | 0.96          | 0.95          |
| SVC                | 0.96          | 0.97        | 0.97          | 0.96          | 0.95          |
| RandomForestClassifier | 0.96        | 0.97        | 0.98          | 0.97          | 0.96          |
| LabelPropagation   | 0.88          | 0.88        | 0.88          | 0.88          | 0.88          |
| ExtraTreesClassifier | 0.96        | 0.97        | 0.98          | 0.97          | 0.96          |
| CalibratedClassifierCV | 0.96       | 0.97        | 0.98          | 0.97          | 0.96          |
| GaussianNB         | 0.83          | 0.84        | 0.84          | 0.84          | 0.84          |
| LabelSpreading     | 0.88          | 0.88        | 0.88          | 0.88          | 0.88          |
| LabelPropagation   | 0.88          | 0.88        | 0.88          | 0.88          | 0.88          |

**Average** 0.935 0.831 0.827 0.841 0.801

---
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