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1. Introduction

Voice wake-up is becoming popular in people everyday life as smart devices are widely used. Usually, detecting a trigger phrase including two stages, the first is a KWS system to detect the prefixed keywords, and the second is a SV system to confirm the identity of the speaker. PVTC2020 [1] includes joint wake-up word detection with speaker verification on close talking data (task 1) and joint wake-up detection with speaker verification on far-field multi-channel microphone array data (task 2). More details about the dataset, task and evaluation metrics refer to [1]. In this paper, we mainly focus on task 1. From a practical standpoint, the whole system should satisfy the requirements of low latency. Typically, SV task needs lager networks than KWS task, an always-on SV model will lead to unnecessary computation and high latency. So we employed a cascaded 2-stage architecture, where a low cost KWS system decides whether triggered and then the keyword segment is fed to a larger SV model of KWS system. In the posterior handling module, the confidence score is computed within a sliding window of size 50 by taking average, and the confidence score is computed over a fixed window of size 50. The method of confidence computation is proposed in [21], in which the confidence score subject to the
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2. System description

2.1. KWS sub-system

The KWS system consists of three modules: (i) a feature extraction module, (ii) a deep neural network, and (iii) a posterior handling module. The features are 80-dimensional log-mel filterbank (FBank) computed with a 25ms window and shifted every 10ms. And we apply a window of 40 frames, which contain context information of sub-keywords, to generate training samples as the input of the model. We choose CNN as the acoustic model of KWS system. In the posterior handling module, the sequence of acoustic features is projected into SV system via MT learning. Thus, we proposed a multi-CTC x-vector network for PVTC2020 task 1 and significantly improved the performance compared with the official baseline.

We demonstrate the whole system in Section 2. Experimental details are presented in Section 3, and results are reported and analyzed in Section 4. Finally, we conclude this work in Section 5.
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constraint that the sub-keywords are uttered in the same order as in the specified keyword. The system triggers whenever the confidence score is higher than a predefined threshold.

2.1.1. Temporal convolution

The Temporal Convolution ResNet (TC-ResNet) model \cite{6} is composed of sequence of residual blocks which use one dimensional convolution named Temporal Convolution (TConv). We treat the input FBank as time series. Conventionally, the FBank features are denoted as $I \in \mathbb{R}^{F \times T}$, where $F$ represents the dimension of FBank feature, and $T$ denotes the number of frames. As shown in Figure 1, Conventional CNNs reshape the input from $I$ to $X_{2d} \in \mathbb{R}^{C \times F \times T}$, where $C = 1$ means the channel dimension. In TConv, the feature dimension is equal to the channels of the input feature map, so the input feature map $X$ is transformed to $X_{1d} \in \mathbb{R}^{F \times C \times T}$, where $F = 80$ and $C = 1$. Therefore, all convolutions in the model are along the temporal dimension, avoiding stacking a large number of layers to capture high-level frequency features. In addition, TConv requires a smaller number of computations compared with the conventional 2d convolution. What’s more, it can decrease the output feature map (i.e., the input feature map of the next layer) of the TConv and dramatically reduce the computations in the following layers.

2.1.2. Model architecture overview

Our Temporal Depthwise Separable Convolution ResNet (TDSC-ResNet) is based on MatchboxNet \cite{22}. As shown in Figure 2, the model uses TConv and depthwise and pointwise convolution. We first apply SpecAugment \cite{23} on the bottom of the architecture thus enable the acoustic model to become more robust. After SpecAugment, the input feature map $I \in \mathbb{R}^{F \times T}$ is transformed to $X_{1d} \in \mathbb{R}^{F \times C \times T}$ as illustrated in Sec. 2.1.1. Then TConv and Squeeze-and-Excitation (SE) \cite{24} block can better accommodate feature maps. Inside the repeated blocks are separable convolution, $1 \times 1$ pointwise convolutions, batch norm, ReLU, and dropout (see the right part of Figure 2), and we set the $n = 3$ which means there is 3 blocks in the architecture. Finally we position two layers of additional TConv followed by an average pooling layer and then a fully connected layer and a softmax activation layer are applied to obtain the sub-words occurrence probability of the keyword. The detail settings of the model is listed in Table 1. The receptive field of the model is designed according to the length of input samples.

2.2. SV sub-system

The standard x-vector system supports the input to have fixed length. We first modified the x-vector system to allow various lengths input to better fit the CTC loss training. The feature is 40-dim MFCCs with 3-dim Pitch, 25ms frame length and 10ms shift. Cepstral mean-normalization (CMN) with a sliding window of 3 seconds and voice active detection (VAD) are also applied. In the training phase, the training data contains keyword and other contents. But in the evaluation phase, the SV system extract discriminative speaker embeddings of the keyword segments, which are much shorter than training data. Hence, we optimize the model through two steps. First the model is trained with all the training data. Then only the keyword segments are used to fine-tune the model again. SpecAugment is applied during training. In enrollment stage, the average vector of the three utterances’ embedding extracted from the target speaker is saved as the enrollment speaker embedding vector.

2.2.1. Connectionist temporal classifier

Unlike cross entropy, in which the alignments between input and target sequences should be given, the CTC loss automatically learn the alignments. Suppose there are $N$ modeling la-

---

**Table 1:** The configuration of TDSC-ResNet. The number after Block denotes the index of the repeated blocks.

| Layers         | Kernel size | Channels |
|----------------|-------------|----------|
| TConv\(\oplus\) | 1x6         | 128      |
| Block\(\oplus\) Depthwise Conv | 1x7         | 128      |
| Block\(\oplus\) Pointwise Conv  | 1x1         | 64       |
| Block\(\oplus\) Depthwise Conv  | 1x8         | 64       |
| Block\(\oplus\) Pointwise Conv  | 1x1         | 64       |
| Block\(\oplus\) Depthwise Conv  | 1x9         | 64       |
| Block\(\oplus\) Pointwise Conv  | 1x1         | 64       |
| TConv\(\oplus\)               | 1x14        | 128      |
| TConv\(\oplus\)               | 1x1         | 128      |

---

**Figure 1:** Schematic diagram of the difference between Conventional Convolution and Temporal Convolution.

**Figure 2:** Schematic diagram of TDSC-ResNet.
bel units, the softmax layer before CTC consists of $N$ units and a blank unit. The introduction of blank unit enable outputs to define the probabilities of all possible alignments of the input sequence. Given a T frames utterance, the CTC path $\pi = (\pi_0, ..., \pi_{T-1})$ contains repetitions of no-blank labels and the blank unit. After a many-to-one mapping function $\beta$, which means removing the repeated labels and blanks, the CTC path can be mapped to the corresponding label sequence (e.g. $\beta(\text{a-ab-}) = \beta(\text{aa- -abb}) = \text{aab}$). Summing all the possibilities of CTC paths has heavy computing burden, and a forward-backward dynamic programming algorithm [17] was proposed to solve this problem. Given the label sequence, CTC naturally tends to align each label prediction. In this way, the sequence of frame-level posterior probability distribution before CTC loss is similar to that before CE loss, while the later requires a predetermined alignment.

### 2.2.2. The frame-level multi-task learning

We adopt time delay neural network (TDNN) with SE-block as the speaker embedding extractor, which is optimized by AAM-Softmax [25] loss. The detailed configuration is shown in Table 2. The MT system is depicted in Figure 3 and the configuration of TDNNs in phonetic branch is the same as that in speaker part. Unlike the MT system in [15], the phonetic branch and the speaker branch in our MT system are trained jointly by a total loss function (1) for each examples, and the phonetic branch is more inclined to assist SV branch to achieve a better performance. After training, the phonetic part is removed from the model. For the back-end, the embedding far in Figure 3 is for PLDA scoring and embedding near for cosine scoring. PLDA model is trained corresponding to the train set. Submean and normalization are applied during scoring.

$$L_{loss} = L_{speaker} + \alpha L_{speech}$$ (1)

For the multi-Cross-Entropy x-vector (MT-CE-XV) system, the phonetic branch in Figure 3 is trained by CE loss. To get the aligned label, we used the PVT conversion training data to train a lattice-free MMI based ASR [26] refer to Kaldi [27] recip[27]. Then, the frame-level phoneme alignment is obtained through the ASR model. Assume an utterance with T frames, the $L_{speech}$ in (2) is defined as

$$L_{speech} = \frac{1}{T} \sum_{t=1}^{T} CE(O_t^p, Y_t^p)$$ (2)

where $O_t^p$ denotes the output of the phonetic branch at time $t$, $Y_t^p$ is its corresponding frame-level phoneme label.

For the multi-CTC x-vector (MT-CTC-XV) system, the $L_{speech}$ is

$$L_{speech} = L_{CTC}(Y_l)$$ (3)

where $\pi$ is the possibility distribution permutation before the CTC and $Y_l$ is the label sequence.

A multi-CE-CTC x-vector (MT-CTC-CE-XV) system is a combination of CE and CTC loss in MT learning. That is, there are two phonetic branches, one for CE loss and another for CTC. Here the $L_{speech}$ is

$$L_{speech} = \frac{1}{T} \sum_{t=1}^{T} CE(O_t^p, Y_t^p) + L_{CTC}(Y_l)$$ (4)

### 3. Experimental setup

All of the models are implemented based on our open source toolkits: ASV-Subtool [28]. In the KWS system, The validation set is randomly selected 10 out of 300 speakers’ data in the training set. The keyword ‘xiao le xiao le’ is split to three sub-keywords (i.e., ‘1.xiao le’, ‘2.xiao le’, ‘3.xiao le’), and each sub-keyword contains an interval between Chinese characters inside the keyword. The labels for each input is determined by force-alignment with a large ASR system as the official pipeline. In the evaluation period, a simple VAD is applied to detect voice activity, and only the audio clips which trigger the KWS system are saved to be further transformed to speaker embeddings.

To train the SV system, the model is first pre-trained by the all training data and then fine-tuned by the keyword segments. Here are some details about training strategy:

- **KWS**: Stochastic gradient descent (SGD) is used with a batch size of 128 for 100 epochs. The initial learning rate is set as 0.01 and decreases by a factor of 0.5 when the model reaches a valid loss plateau. Early stopping is employed when the valid loss is not decreasing.
- **Pre-train SV**: The Radam optimizer [29] is used to optimize the models with a batch size of 32 for 20 epochs.
- **Fine-tune SV**: SGD optimizer with a batch size of 128 for 20 epochs. The learning rate is initialized as 0.03 and decreases by a factor of 0.5 when the model reaches a valid loss plateau.

### 4. Results and analysis

#### 4.1. Performance of KWS sub-system

We choose the false rejection rate under one false alarm per hour as the KWS system performance criterion. In a real scenario,
the main cost of time comes from the always-on KWS system. We first calculate the process time $T_{kws}$ of KWS system which consists of the time to trigger the system and the time to generate the keyword clips. The real time factor (RTF) is calculated as follows:

$$RTF = \frac{T_{kws}}{T_{total dev}}$$

(5)

where $T_{total dev}$ is the total duration of the development set audios, and here $T_{total dev} = 20.13$. The KWS systems are evaluated on an Intel(R) Xeon(R) E5-2643 v4 CPU clocked at 3.4 GHz. As shown in Table 4, our KWS system has higher accuracy and lower latency compared with the baseline.

4.2. Performance of SV models

After KWS system, the keyword segments of the whole utterance in development set compose a new dataset, which will determine the threshold of the following SV system. We choose the mean threshold of Equal Error Rate (EER) and minDCF (72) as the threshold of the SV system.

The statistic score is calculated from the miss rate and the FA rate according to the following equation:

$$score = Miss + alpha \times FA$$

(6)

where Miss represents the proportion of errors in all positive label samples, and FA refers to the rate of errors in all negative label samples. The alpha constant is set as 19, which is calculated by the assumption that the probability of the positive samples is 0.05.

The results of different systems are shown in Table 3. From System S4 to S10, all SV models apply a cosine scoring except the one in S10, which also uses PLDA scoring with the embedded far in Figure 3. As the official baseline selected as pre-training data, our x-vector system in S5 performs worse than S4. We observe that all the multi-task learning SV models from S6 to S10 achieve better performance than S5. It proves the point that the frame-level phonetic information obtained by multi-task benefits SV system.

We choose the MT-CTC-XV-char SV system and use PLDA to estimate scores, then the cosine scores and PLDA scores of S10 are fused. Compared with SV-baseline, the single SV system in S10 gets better performance without other pre-training data. To make SV models more robust, MUSAN [33] and RIRs [34] noises are added to the training data as a method of data augmentation (S11). Finally, with the score fusion on SV systems in S11 and SV-baseline (S4), we get a competitive result (S12) compared with the top 2 teams (S2,S3), and the score gap on the evaluation set may stem from the additional information of other pre-training data.

4.3. Effect of multi-task learning

Meanwhile, different types of multi-task learning are also investigated. Compared with MT-CE-XV (S6), MT-CTC-XV (S7,S8) trains with the label sequence directly and automatically utilizes phonetic information. We find that S8 outperforms S7, and the difference between them is the CTC modeling unit. The Chinese char unit contains more context information compared with phoneme unit, and contributes better performance. However, combining CTC loss and CE loss in multi-CE-CTC (S9) does not lead to further improvement, suggesting that the two phonetic branches may have learned duplicate frame-level phonetic information.

5. Conclusions

This paper presents a two-pass system for personalized voice trigger. We applied TDSC-ResNet to Deep-KWS system and made it more accurate and faster. In addition, various multi-task learning framework are explored to jointly learn frame-level phonetic information in SV system. What’s more, a MT-CTC-XV system, which is simpler than MT-CE-XV system, is proposed to utilize the phonetic information for SV task. The system can be easily applied to transfer learning and get further improvement. After score fusion, the single MT-CTC-XV sub-system gets a better performance compared with official SV system. At last, the fusion system achieves a score of 0.098 on evaluation set.
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