Abstract

A critical need in assistive robotics, such as assistive wheelchairs for navigation, is a need to learn task intent and safety guarantees through user interactions in order to ensure safe task performance. For tasks where the objectives from the user are not easily defined, learning from user demonstrations has been a key step in enabling learning. However, most robot learning from demonstration (LfD) methods primarily rely on optimal demonstration in order to successfully learn a control policy, which can be challenging to acquire from novice users. Recent work does use suboptimal and failed demonstrations to learn about task intent; few focus on learning safety guarantees to prevent repeat failures experienced, essential for assistive robots. Furthermore, interactive human-robot learning aims to minimize effort from the human user to facilitate deployment in the real-world. As such, requiring users to label the unsafe states or keyframes from the demonstrations should not be a necessary requirement for learning. Here, we propose an algorithm to learn a safety value function from a set of suboptimal and failed demonstrations that is used to generate a real-time safety control filter. Importantly, we develop a credit assignment method that extracts the failure states from the failed demonstrations without requiring human labelling or prespecified knowledge of unsafe regions. Furthermore, we extend our formulation to allow for user-specific safety functions, by incorporating user-defined safety rankings from which we can generate safety level sets according to the users' preferences. By using both suboptimal and failed demonstrations and the developed credit assignment formulation, we enable learning a safety value function with minimal effort needed from the user, making it more feasible for widespread use in human-robot interactive learning tasks.

Introduction

A key challenge of developing assistive robots, such as assistive wheelchairs for navigation, is enabling learning a user’s task intent and safety limits for a task in order to ensure successful, safe performance during task execution. For challenging tasks not easily defined by a simple objective or reward function, learning from demonstration and inverse reinforcement learning has been key for enabling robot learning even from novice users. However, LfD methods primarily rely on successful, typically optimal or expert, demonstrations in order to successfully learn a control policy or reward function, which can often be difficult to obtain, particularly when trying to extend these methods into the real-world with non-robotics experts. Furthermore, for challenging tasks, especially for tasks involving complicated robot dynamics, such as navigating a nonholonomic system (e.g., a wheelchair) or fine precision, successful demonstrations can often be difficult to obtain. This can mean that the approaches often necessarily require expert users or require users to generate a large number of attempts from which successful demonstrations can be filtered, which may be infeasible. In such cases, developing methods that enable the most information gain from the fewest number of demonstrations is critical.

Failed demonstrations can be highly informative, enabling a robot to still extract task information from them. While some recent work focusing on using suboptimal and failure demonstrations to learn task definitions (e.g., reward functions or policies), they do not extract failure states from
the failure demonstrations in order to guarantee safety. This lack of guarantee is particularly important for safety-critical tasks, such as navigation and obstacle avoidance. One main challenge for doing so is the need for methods to extract the relevant task information from the provided trajectory—in particular, determining what the cause is of the failure without requiring human knowledge or labelling of failure keyframes. While credit assignment is a challenging problem, learning safety limits without requiring user input for labeling failure states is essential for feasibly learning from humans.

This challenge of efficient learning is further exacerbated when learning user-specific safety limits. Particularly relevant for assistive robots (e.g. wheelchair navigation), users may have different safety preferences and priorities when combining task performance and safety tolerances. In these scenarios, being able to effectively learn safety limits (and task intent simultaneously) efficiently is critical for deploying these methods for daily use. As such, the focus for developing learning algorithms in these scenarios should be focused on maximizing the information gain from each demonstration in order to minimize the effort needed from the user to learn. To do so, it requires both learning as much information as possible from a small set of demonstrations and acquiring the most informative data to aid the learning process.

Here we present a method developed to address these main issues in the context of learning safety sets from human demonstrations that does not require predefined knowledge of the safe and unsafe regions in the workspace, for which we can provide safety guarantees for encountered failure states. As such, we focus on the following contributions here to do so: 1) developing credit assignment algorithm that utilizes human demonstrations containing optimal, suboptimal, and failure demonstrations to extract safety-guarantees without requiring human labeling of failure states; and 2) using an optional ranked demonstrations to learn user-specific safety level sets that correspond to their specific safety tolerances. This learned safety value function is used to generate a real-time resulting control safety filter that generates the optimal action with respect to task execution and safety.

**Related Work**

Most IRL and RL methods focus on learning a task reward function and successful task policy from a demonstration set. Few give guarantees on safety and performance (Ar- gall et al. 2009), though, safety has been introduced through performance bounds, with initial probabilistic bounds of the number of demonstrations needed to be within epsilon of the existing demonstrations (Abbeel and Ng 2004, Syed and Schapire 2008). However, they rely on optimal demonstrations to enable assumptions of optimality and safety during reward and policy learning. Some recent work focusing on using suboptimal and failure demonstrations to learn what is intended to be done from them. In reinforcement learning, work using suboptimal demonstrations has been done where they initialize a policy using suboptimal demonstrations and then improve this policy using the ground truth reward signal (Gao et al. 2018, Taylor, Suay, and Chernova 2011). These methods do not focus on learning what not to do from the suboptimal demonstration set, and use the learned suboptimal policy as a baseline for RL.

Some work in IRL and LfD have been done to extract optimal behavior from the suboptimal demonstration set. [Zheng, Liu, and Ng 2014, Choi, Lee, and Oh 2019] both require majority of expert demonstrations in order to identify which demonstrations are suboptimal. [Shiarlis, Messias, and Whiteson 2016, Brown et al. 2019] do not require majority optimal demonstrations, but show that optimal rewards can be learnt with labelled or ranked demonstrations. Few LfD work focus on learning what not to do instead. [Grollman and Billard 2011, 2012] require demonstrations that are clustered into two groups representing undershooting and overshooting the desired behavior. [Kalinowska et al. 2021] learns desired and undesired state spaces from a demonstration, given demonstrations labelled as success and failures. However, they do not attempt to learn safety functions or provide safety guarantees of not encountering those failure states.

To learn a safety value function from a demonstration, we draw upon the ideas of control barrier functions. To enable safe controls and exploration, control barrier functions (CBF) (Ames et al. 2016) have been used to guarantee safe actions for safety-critical systems. They use control barrier functions to generate safety control filters for task controllers (Ames et al. 2016, 2019, shared control (Zhang, Yang, and Khurshid 2020), and reinforcement learning (Cheng et al. 2019). However, these works require prespecified safety sets and corresponding CBFs in order to generate the safety-critical control. Robey et al. [Robey et al. 2020] learns the control barrier function from provided expert demonstrations. However, they still require prespecified unsafe and boundary regions in addition to the demonstrations to construct the CBF. In contrast, this work learns the CBF entirely from provided demonstrations without assuming knowledge of unsafe regions or unsafe states in the demonstration. The benefit of this formulation is that this method can be combined with any inverse reinforcement learning method (that can learn from optimal and suboptimal demonstrations) to simultaneously extract a reward function and policy from the same demonstration set. This can be combined with our learned safety controller to generate a policy that accomplishes task-relevant goals and while also guaranteeing safety.

**Methods**

We describe our formulation for learning a safety value function (optionally, with user-specific safety level sets) from a set of demonstrations.

**Problem Formulation**

We assume we have robot with state $x(t) \in \mathbb{R}^n$ and control input $u(t) \in \mathbb{R}^m$ governed by control affine dynamical system

$$\dot{x}(t) = f(x(t)) + g(x(t))u(t),$$

where $x(0) \in \mathbb{R}^n$. 

**Related Work**

Here we present a method developed to address these main issues in the context of learning safety sets from human demonstrations that does not require predefined knowledge of the safe and unsafe regions in the workspace, for which we can provide safety guarantees for encountered failure states. As such, we focus on the following contributions here to do so: 1) developing credit assignment algorithm that utilizes human demonstrations containing optimal, suboptimal, and failure demonstrations to extract safety-guarantees without requiring human labeling of failure states; and 2) using an optional ranked demonstrations to learn user-specific safety level sets that correspond to their specific safety tolerances. This learned safety value function is used to generate a real-time resulting control safety filter that generates the optimal action with respect to task execution and safety.

**Related Work**

Most IRL and RL methods focus on learning a task reward function and successful task policy from a demonstration set. Few give guarantees on safety and performance (Argall et al. 2009), though, safety has been introduced through performance bounds, with initial probabilistic bounds of the number of demonstrations needed to be within epsilon of the existing demonstrations (Abbeel and Ng 2004, Syed and Schapire 2008). However, they rely on optimal demonstrations to enable assumptions of optimality and safety during reward and policy learning. Some recent work focusing on using suboptimal and failure demonstrations to learn what is intended to be done from them. In reinforcement learning, work using suboptimal demonstrations has been done where they initialize a policy using suboptimal demonstrations and then improve this policy using the ground truth reward signal (Gao et al. 2018, Taylor, Suay, and Chernova 2011). These methods do not focus on learning what not to do from the suboptimal demonstration set, and use the learned suboptimal policy as a baseline for RL.

Some work in IRL and LfD have been done to extract optimal behavior from the suboptimal demonstration set. [Zheng, Liu, and Ng 2014, Choi, Lee, and Oh 2019] both require majority of expert demonstrations in order to identify which demonstrations are suboptimal. [Shiarlis, Messias, and Whiteson 2016, Brown et al. 2019] do not require majority optimal demonstrations, but show that optimal rewards can be learnt with labelled or ranked demonstrations. Few LfD work focus on learning what not to do instead. [Grollman and Billard 2011, 2012] require demonstrations that are clustered into two groups representing undershooting and overshooting the desired behavior. [Kalinowska et al. 2021] learns desired and undesired state spaces from a demonstration, given demonstrations labelled as success and failures. However, they do not attempt to learn safety functions or provide safety guarantees of not encountering those failure states.

To learn a safety value function from a demonstration, we draw upon the ideas of control barrier functions. To enable safe controls and exploration, control barrier functions (CBF) (Ames et al. 2016) have been used to guarantee safe actions for safety-critical systems. They use control barrier functions to generate safety control filters for task controllers (Ames et al. 2016, 2019, shared control (Zhang, Yang, and Khurshid 2020), and reinforcement learning (Cheng et al. 2019). However, these works require prespecified safety sets and corresponding CBFs in order to generate the safety-critical control. Robey et al. [Robey et al. 2020] learns the control barrier function from provided expert demonstrations. However, they still require prespecified unsafe and boundary regions in addition to the demonstrations to construct the CBF. In contrast, this work learns the CBF entirely from provided demonstrations without assuming knowledge of unsafe regions or unsafe states in the demonstration. The benefit of this formulation is that this method can be combined with any inverse reinforcement learning method (that can learn from optimal and suboptimal demonstrations) to simultaneously extract a reward function and policy from the same demonstration set. This can be combined with our learned safety controller to generate a policy that accomplishes task-relevant goals and while also guaranteeing safety.

**Methods**

We describe our formulation for learning a safety value function (optionally, with user-specific safety level sets) from a set of demonstrations.

**Problem Formulation**

We assume we have robot with state $x(t) \in \mathbb{R}^n$ and control input $u(t) \in \mathbb{R}^m$ governed by control affine dynamical system

$$\dot{x}(t) = f(x(t)) + g(x(t))u(t),$$

where $x(0) \in \mathbb{R}^n$. 

**Related Work**

Here we present a method developed to address these main issues in the context of learning safety sets from human demonstrations that does not require predefined knowledge of the safe and unsafe regions in the workspace, for which we can provide safety guarantees for encountered failure states. As such, we focus on the following contributions here to do so: 1) developing credit assignment algorithm that utilizes human demonstrations containing optimal, suboptimal, and failure demonstrations to extract safety-guarantees without requiring human labeling of failure states; and 2) using an optional ranked demonstrations to learn user-specific safety level sets that correspond to their specific safety tolerances. This learned safety value function is used to generate a real-time resulting control safety filter that generates the optimal action with respect to task execution and safety.
Assume we have access to set of $M$ successful and unsuccessful demonstration trajectories $D = \{d_1, d_2, \ldots, d_M\}$. Each demonstration $d_j = \{X, r\}$, consisting of a demonstration trajectory of $N$ discretized data points such that $X := \{(x_i, u_i)\}_{i=1}^{N}$, along with corresponding reward signals $r$ respectively that reflects demonstration quality. We require that for all failed demonstrations, reward signal is negative define $r_f = r < 0$. The reward signal for successful demonstrations are positive semidefinite $r_s, r_b = r \geq 0$, where $r_s$ for an (optimally) safe demonstration, $r_b$ is successful but suboptimally safe (called semisafe). The reward signal values correspond to either user-specified safety ranking or fixed constants representing failure, semisafe, and optimally safe, which labels the entire demonstration. The only constraints on the reward signal are that $r_f < 0$, $r_b, r_s \geq 0$, $r_b < r_s$.

**Safety Function Optimization**

Here we show the optimization for learning the safety barrier function $h(x)$ from the set of demonstrations. To compute a valid safety value function from the demonstration trajectories, we use the following optimization problem:

\[
\text{minimize } \|h\| + C \sum_{j} \xi_j
\]

subject to:

\[
h(x_i) \geq r_s, \forall x_i \in \bar{X}_{\text{safe}},
\]

\[
h(x_i) \leq r_f + \xi_j, \forall x_j \in \bar{X}_{\text{unsafe}},
\]

\[
\xi_j > 0, \forall j \in I_1
\]

\[
h(x_k) \geq r_b, \forall x_k \in \bar{X}_{\text{semisafe}},
\]

\[
q(x_k, u_k) \geq \gamma_{\text{dyn}}, \forall x_i \in \bar{X}_{\text{semisafe}}
\]

where

\[
q(x_k, u_k) = (\nabla h(x_k), (f(x_k) + g(x_k)u_k) + \alpha(h(x_k))),
\]

where $\xi_j \in R$ are slack variables assigned to each point in the unsafe demonstration set $\bar{X}_{\text{unsafe}}$ that relax the safety constraints. $\bar{X}_{\text{safe}}, \bar{X}_{\text{semisafe}}, \bar{X}_{\text{unsafe}}$ consists of all the trajectory points in any safe, semisafe, and failure demonstration respectively. Because all points in a failure demonstration are assigned the failure reward signal $r_f$, irrespective of if they caused the failure or not, a point may occur both in the safe demonstration set ($\bar{X}_{\text{safe}}$ or $\bar{X}_{\text{semisafe}}$), as well as the failure set ($\bar{X}_{\text{unsafe}}$) from failure demonstrations that start off well and end-up in a failure. As such, the slack terms are critical for enabling credit assignment, by extracting from the set of failure points, which points are safe, based on inclusion in the safe set, and which cause the failure. $C$ is a scalar penalty parameter on the slack variables and $\gamma_{\text{dyn}}$ is a hyperparameter that are set.

We represent the barrier function $h(x)$ using RBF kernel:

\[
h(x) = \sum_{i}^{N} \theta_i \phi(x, x_i) + b_i,
\]

\[
\phi(x, x_i) = \exp\left(-\frac{\|x - x_i\|^2}{2\sigma^2}\right)
\]

where $N$ represents the number of radial basis functions and $\phi(x, x_i)$ represents the Gaussian radial basis function, and $\theta_i, b_i$ are the learned parameters of the RBF.

**Preliminary Results**

We simulate a robotic system with state $X(t) = [x(t), y(t)] \in \mathbb{R}^n$ and velocity-based control input $u(t) \in \mathbb{R}^m$ governed by dynamical system

\[
x(t) = u(t),
\]

where $dt$ is the time step of the system.

**Data Acquisition**

![Figure 2: Set of Demonstrations for reaching a target while avoiding an obstacle located at $(0.5, 0.4)$ with radius $\text{obj} = 0.1$. The set contains successful and failed demonstrations with safety reward values (reflected by the color).](image)

We obtain a set of demonstrations $D = d_1, d_2, \ldots, d_M$ consisting of successful (but possibly suboptimal) and failed demonstrations and an associated reward signal that represents the quality of the demonstration— from failure demonstrations unsuccessfully attempting the task to successful demonstrations of the task itself. We define failure demonstrations as demonstrations that collide with the object and fail to reach the target as a result as shown in Figure 2. We define suboptimal demonstrations here as demonstrations that are technically successful (reaching the target without colliding with the obstacle), but are too close to the obstacle for the user’s preference (reflected by the safety reward value). The set of points extracted from the failure demonstrations all have the same safety reward value of $r_f = -0.5$. The set of points extracted from all successful demonstrations have safety reward values based on the minimum distance the robot came with respect to the obstacle multiplied by the successful reward scaling $r = 5$ (i.e., $r_s = \min(\text{distance}(X_{\text{tf}} - x_{\text{obj}})) \times 5$). All points in a single demonstration have the same safety reward value based on minimum distance it has with the obstacle.
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Figure 3: Learned Safety Value Function from Demonstra-
tion Set

Results
Using the proposed method, we learn a safety value func-
tion \( h(x) \), reflecting the overall safety over the workspace
from the demonstration set. For the learning process, we set
\( C = 1, \gamma_{\text{dyn}} = 0.1 \) and \( \alpha = 1 \). The learned safety func-
tion accurately extracts the unsafe region (defined as neg-
ative values in the workspace), where the obstacle is lo-
cated, from the demonstration data, with prior knowledge
of the location, number or shape of the object. Importantly,
the failed demonstrations stop at the collision point and do
not go through the obstacle itself, yet the extracted unsafe
region accurately reflects the obstacle. Furthermore, all the
points in the failed demonstrations have the same unsafe re-
ward signal, but the proposed approach accurately identifies
what parts of the demonstration is safe and which cause
the failure. The lighter region around \((0.9, 0.6)\) reflects re-
gions that are classified as less safe, as there are not enough
safe demonstrations to indicate that the area is fully safe and
there are some states which are only reflected in the unsafe
dataset.

Planned Experiments
We plan to test the full framework in a wheelchair navi-
gation task, both in a simulated environment and and on
a real wheelchair, shown in Figure 1 (Granados, Kadone,
and Suzuki 2018; Gonon, Paez-Granados, and Billard 2021).
The nonholonomic dynamics and difficult controls make it
challenging to generate optimal demonstrations and likelihood of failure is high during these tasks. Furthermore, users
will generate demonstrations and assign a safety ranking for
each based on their own preferences. Using this, we plan to
develop a systematic credit assignment framework for learn-
ing and extracting safety functions from suboptimal and
failed demonstrations and learn user-specific safety func-
tions that can guarantee safety based on user preferences.
These will be used to generate and test real-time safety con-
trol filters to enable real-time user control that generates the
best action based on the task or user intent while still guar-
teeing safety.

Conclusion and Future Work
In this work, we propose an algorithm for extracting and
learning a safety value function from demonstrations with
suboptimal and failed demonstrations. The algorithm en-
ables safety credit assignment, extracting the failure states
directly from the demonstration set without requiring prede-
ined knowledge of the unsafe regions in the workspace. Fur-
thermore, we can learn user-specific safety functions, that
generate safety level sets specific to the user’s particular
safety tolerances. Preliminary results show successful credit
assignment and safety learning, and we plan to develop for-
mal safety guarantees for the resulting learned safety value
functions. We plan to extend this work by developing an ac-
tive querying algorithm that uses this framework as a ini-
tial baseline, and improves upon it by querying users for
safety values for specific demonstrations and states based
on the uncertainty of the learned function using information-
theoretic measures as a principle for driving the active learn-
ing process.
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