Regularization methods for the short-term forecasting of the Italian electric load

Alessandro Incremona\textsuperscript{a,}\textsuperscript{*}, Giuseppe De Nicolao\textsuperscript{a}

\textsuperscript{a}Department of Industrial and Information Engineering, University of Pavia, Via Adolfo Ferrata 5, 27100, Pavia, Italy

Abstract

The problem of forecasting the whole 24 profile of the Italian electric load is addressed as a multitask learning problem, whose complexity is kept under control via alternative regularization methods. In view of the quarter-hourly samplings, 96 predictors are used, each of which linearly depends on 96 regressors. The $96 \times 96$ matrix weights form a $96 \times 96$ matrix, that can be seen and displayed as a surface sampled on a square domain. Different regularization and sparsity approaches to reduce the degrees of freedom of the surface were explored, comparing the obtained forecasts with those of the Italian Transmission System Operator Terna. Besides outperforming Terna in terms of quarter-hourly mean absolute percentage error and mean absolute error, the prediction residuals turned out to be weakly correlated with Terna’s, which suggests that further improvement could ensue from forecasts aggregation. In fact, the aggregated forecasts yielded further relevant drops in terms of quarter-hourly and daily mean absolute percentage error, mean absolute error and root mean square error (up to 30%) over the three test years considered.
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1. Introduction

In the energy field, the availability of accurate forecasts is crucial in order to ensure the equilibrium between electricity demand and production. This balance must be continuously maintained within the national power grid for guaranteeing a stable electricity supply to all the consumers and preventing dangerous instabilities that could lead to blackout phenomena, which represent a serious risk from a social and economical perspective. Moreover, with the liberalization of the energy markets, load forecasts provide crucial information to players in the energy market bidding and inaccurate predictions might cause relevant financial losses.

While long-term forecasts refer to future times ranging from some months to years ahead and are relevant for long-term tasks such as planning and maintenance schedules, short-term predictions cover a period of time ranging from few minutes to one-day ahead. Typically, it is required to predict the whole 24-hour profile of the electric load, based on historical data up to the previous day and exogenous variables such as weather forecasts.

It is beyond our scopes providing a comprehensive review of the extensive literature devoted to short-term electric load forecasting. Herein, it will suffice to observe that a variety of techniques have been investigated. For what concerns classical statistical methods, some of the most popular techniques are Exponential Smoothing (ES) [1], Autoregressive model (AR), Moving Average model (MA), Autoregressive Moving Average model [2, 3, 4] (with all their variants and extensions for including seasonal phenomena, exogenous variables and so on [5, 6]), non-parametric regression [7], semi-parametric regression [8, 9], state space models and Kalman filter [10, 11, 12]. On the other hand, machine learning and artificial intelligence techniques have been extensively applied to the energy forecasting field in the recent years, with techniques such as Artificial Neural Networks (ANNs) [13, 14, 15, 16, 17, 18], fuzzy logic [19, 20], Support Vector Machines (SVMs) [21, 22].

There are multiple factors that should be considered when developing a
forecasting model: while, as already said, accuracy is one of the main aspect, the complexity of the underlying model matters as well. A model considering too many parameters and predictors requires a complex tuning procedure and it is difficult to interpret, while a simpler model has the advantage of being more robust and transparent, which allows to better understand the underlying phenomenon and simplify calibration and fault detection.

The purpose of this work is the development of a whole-day ahead forecast for the quarter-hourly electric load of Italy during normal days by relying exclusively on the loads recorded in the previous days. This can be done for the load demand time series, without resorting to exogenous data such as weather forecasts, in view of its highly correlated nature [23, 24, 25, 26]. The analysis is restricted to so-called ‘normal days’, that is those days without special events such as holidays. It will be shown that, after a suitable data preprocessing, consisting of a logarithmic transformation and a 7-day differentiation, accurate one-day ahead predictions of the 24-hour profile can be achieved via a weighted linear combination of the 24-hour profile of the previous day. In view of the quarter-hourly sampling, the load time series is decomposed into 96 time series, each representing the load during a quarter-hour of a day. Accordingly, our goal is predicting the 96-dimensional vector of loads. The preprocessing includes a logarithmic transformation, detrending, and the computation of the 7-day differenced series. This last time series represents our target to predict. Tomorrow’s 96 samples of the target are modelled as the linear combination of today’s 96 samples, which corresponds to a first-order Vector Autoregressive (VAR) model structure, see [27, 28] for extensive reviews about VAR models. The identification of the predictor weights involves the estimation of a $96 \times 96$ matrix. However, in view of the strong correlation between consecutive quarter-hourly load values, it is reasonable to assume that the entries of the matrix behave as samples of a smooth surface. This justifies the adoption of regularization-based machine learning techniques. In the context of sparsity and regularization techniques applied to control the complexity of VAR models, one might mention tensor decomposition [29], LASSO shrinkage [30], and ridge regression [31],
none of which was however applied to load forecasting. In this work, alternative strategies are applied in order to reduce the degrees of freedom and the variance of the parameters of the vector predictor: besides standard ridge regularization, a bidimensional penalty on the second-order differences of the weights along both directions of the surface, a regularized Radial Basis Function, and two sparsity methods, called ‘Two-edges model’ and ‘One-edge model’. The obtained forecasts are compared over different test years, using as benchmark the predictor of the national Transmission System Operator (TSO) Terna, which every day within 00:00 and 00:15, publishes the quarter-hourly prediction of the Italian load demand for the entire day.

One of the main findings of this work is that, with a proper preprocessing step and a clever usage of regularization and sparsity techniques, our linear predictor provides accurate predictions that compare favourably with our benchmark. Indeed, the new forecaster achieves significant improvements, in terms of Mean Absolute Percentage Error (MAPE), Root Mean Squared Error (RMSE) and Mean Squared Error (MAE). In the final part of the paper it is shown that, due to the low correlation between the residuals obtained by the proposed approaches and Terna’s one, a simple aggregation allows to increase the performances even further. Depending on the test year the improvement varies around 30% which appears rather remarkable.

The paper is organized as follows: in Section 2 the dataset and the preprocessing phase are described, while in Section 3 the problem statement is formulated. Section 4 presents the different modelling techniques adopted and Section 5 describes the experiment setups. Section 6 compares and discusses the predictive performances of the proposed techniques. Finally, Section 7 summarizes the main results and concludes the paper.

2. Dataset and preprocessing

The available data consist of: (i) a 5-year long time series of quarter-hourly Italian electric load demands (from 2015 to 2019); (ii) a 3-year long time se-
ries of quarter-hourly forecasts elaborated by the national Transmission System Operator (TSO) Terna (from 2017 to 2019)\footnote{The 2015 and 2016 forecasts were also available on the Terna Transparency Report Platform. However, their forecasting error appears significantly biased, making them unusable for benchmarking purposes.} Both datasets were downloaded from the\footnote{\cite{source}}.

The Italian electric load demand is displayed in Fig. 1 while Fig. 2 displays an example of one-day ahead predictions by Terna over a week. It can be seen that, although the performance is rather good, there might still be some room for improvement, which motivates the analysis of this paper.

In the following, $L(d, q)$ denotes the country load demand at the $q$-th quarter-hour of the day $d$, where $1 \leq q \leq 96$ and $d$ is an integer serial number representing the whole number of days from a fixed, preset date (e.g. January 0, 0000) in the proleptic ISO calendar.

In the following, when referring to the signal $L(d, q)$, we will mean the univariate time series

$$\{ \ldots L(1, 1) \quad L(1, 2) \quad \ldots \quad L(1, 96) \quad L(2, 1) \quad \ldots \quad L(2, 96) \quad \ldots \}$$

Before proceeding with the implementation of the predictive model, a suit-
Figure 2: Italian quarter-hourly electric load demand vs Terna prediction over the first week of October 2018. In spite of the good accuracy, there is room for improvement as seen on Tuesday and Wednesday, where the actual load value is underestimated.

A rather common step is resorting to a logarithmic transformation of the data \[ S(d, q) := \ln (L(d, q)) \]

which results in the time series displayed in Fig. 3 top. For a short-term prediction purpose, low frequency components such as trend and yearly periodicities can be neglected, while faster phenomena such as weekly seasonalties remain relevant and must be taken into account. In particular, weekly periodicity is modelled by assuming that, on a short range framework,

\[ S(d, q) = p(d, q) + \eta(d, q) \]

where \( p(d, q) = p(d + 7, q), \forall q \), is a deterministic periodic function in the first argument with period \( T = 7 \) days and the time series \( \eta(d, q) \) is a zero-mean stationary stochastic process, with the exception of the so called ‘intervention events’, i.e. special days such as holidays, during which the typical weekly pattern is altered. In order to filter the weekly periodicity of the signal, a 7-day
differentiation is applied to the log-transformed time series:

$$\hat{Y}(d, q) := S(d, q) - S(d - 7, q) = \eta(d, q) - \eta(d - 7, q)$$

The resulting time series $\hat{Y}(d, q)$, shown in Fig. 3 bottom, can be considered, in a short timespan, to be zero-mean and stationary, with the exception of special days that are excluded from this analysis, since they need an ad hoc modelling strategy.

In this preprocessing phase, the logarithmic transformation applied before the 7-day difference operator is crucial in order to make the marginal distributions of the data on each quarter-hour less skewed and closer to Gaussianity, which would allow an effective adoption of simple linear predictive models to achieve high forecasting performances.

Let $\mathcal{D}_s$ be the set of all the special days (see Appendix) and $Y(d, q)$ the series of ‘cleaned’ 7-day difference of log-load values, defined as:

$$Y(d, q) = \begin{cases} \text{missing, if } (d \in \mathcal{D}_s) \text{ or } (d - 7 \in \mathcal{D}_s) \\ \tilde{Y}(d, q), \text{ otherwise} \end{cases}$$

3. Problem statement

The main objective of this paper is the development of a one-day ahead forecaster $\hat{L}(d, q)$ for the daily profile of the Italian electric load $L(d, q), 1 \leq q \leq 96$, based on the knowledge of $L(t, q), \forall t < d, \forall q$. For the subsequent analysis, it is convenient to introduce the following lifted representation of the signals:

$$\mathbf{L}(d) = \begin{bmatrix} L(d, 1) & L(d, 2) & \ldots & L(d, 96) \end{bmatrix}^T$$

According to the lifted notation,

$$\mathbf{L}(d) = \exp\left(\tilde{Y}(d)\right)$$

where exponentiation is applied elementwise.

$$\tilde{Y}(d) = S(d) - S(d - 7)$$

7
and \( \{Y\} \) is a suitable subset of \( \{\tilde{Y}\} \). The one-day ahead prediction problem then amounts to obtaining the prediction \( \hat{L}(d) \), based on \( \{L(t), t < d\} \).

The solution approach will go through the calculation of a predictor \( \hat{Y}(d) \) of \( Y(d) \), given \( \{Y(t), t < d\} \). Then, the predicted load is straightforwardly obtained as

\[
\hat{L}(d) = \exp \left( \hat{S}(d) \right) = \exp \left( \hat{Y}(d) + S(d-7) \right)
\]

A general (nonlinear) prediction model can be written as

\[
\hat{Y}(d) = f(Y(d-1), Y(d-2), \ldots)
\]
where \( f(\cdot, \cdot, \ldots) \) is a suitable nonlinear function. The predictor that minimizes the mean square error

\[
\text{MSE} = E \left[ \left( \hat{Y}(d) - Y(d) \right)^2 \mid Y(d-1), Y(d-2), \ldots \right]
\]

is the conditional expectation

\[
f(Y(d-1), Y(d-2), \ldots) = E[Y(d) \mid Y(d-1), Y(d-2), \ldots]
\]

Estimating the conditional expectation is generally a demanding task, but a dramatic simplification occurs when the stochastic process \( \{Y(\cdot)\} \) is Gaussian, in which case the conditional expectation is a linear function of past observations:

\[
E[Y(d) \mid Y(d-1), \ldots, Y(d-n)] = \sum_{i=1}^{n} A_i Y(d-i)
\]

where \( A_i \) are suitable coefficient matrices which depend on the second order statistics of the process \( Y(\cdot) \) and will have to be estimated from data.

The next step is the choice of the order \( n \) of the predictor. In Fig. 4 it is possible to see that the autocorrelation of the signal, as a consequence of the 7-day differentiation, converges to zero rather quickly, suggesting that a low-order predictor may suffice.

In particular the most simple model will be the first-order one

\[
\hat{Y}(d) = AY(d-1)
\]

where \( A \) is a 96 \times 96 matrix of weights defined as:

\[
A = \begin{bmatrix}
a_{1,1} & a_{1,2} & \cdots & a_{1,96} \\
a_{2,1} & a_{2,2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
a_{96,1} & \cdots & \cdots & a_{96,96}
\end{bmatrix}
\]

This predictor structure lends itself to an insightful interpretation. In fact, \( a_{i,j} \) is the weight assigned to \( Y(d-1)_j = Y(d-1,j) \) for predicting \( Y(d)_i = Y(d,i) \). With these assumptions, the purpose of this work will be the estimation of the weights \( \{a_{i,j}\} \).
Figure 4: Autocorrelation of 7-day difference of log-load values computed on the first week of October 2019. As a consequence of the 7-day difference, the autocorrelation tends to stay close to zero as the lag approaches 7 days.

4. Forecasting methods

Let

\[ a = \text{vec}(A) = \begin{bmatrix} a_{1,1} & \ldots & a_{1,96} & \ldots & a_{96,1} & \ldots & a_{96,96} \end{bmatrix}^T \in \mathbb{R}^{96^2} \]

be the vectorization of \( A \in \mathbb{R}^{96 \times 96} \). Moreover, let

\[ y = \begin{bmatrix} Y(1) \\ Y(2) \\ \vdots \\ Y(n_{\text{day}}) \end{bmatrix} \in \mathbb{R}^{96n_{\text{day}}} \]

be the vector of all outputs and

\[ \Phi = \begin{bmatrix} \mathbf{I}_{96 \times 96} \otimes Y^T(0) \\ \mathbf{I}_{96 \times 96} \otimes Y^T(1) \\ \vdots \\ \mathbf{I}_{96 \times 96} \otimes Y^T(n_{\text{day}} - 1) \end{bmatrix} \in \mathbb{R}^{96n_{\text{day}} \times 96^2} \]

the regressor matrix, where \( n_{\text{day}} \) is the number of considered days.
Then, letting $\hat{y}$ denote the prediction of $y$, it is possible to rewrite (1) as follows:

$$\hat{y} = \Phi a$$

In the following, six different techniques are considered for the estimation of $a$: Ordinary Least Squares (OLS), a Tikhonov-based amplitude regularization model (TA), a Tikhonov-based second derivative regularization model (TS), a Regularized Radial Basis Functions-based model (RBF), and two sparse models selecting just a suitable subset of the weights, the ‘Two-Edges’ (TE) and the ‘One-Edge’ (OnE) models.

4.1. Ordinary Least Squares approach (OLS)

The most direct way to estimate the weight vector $a$ is to resort to ordinary least squares:

$$a^{OLS} = \arg \min_a (y - \Phi a)^T (y - \Phi a)$$ (2)

Recall that each quarter-hour of the target day is predicted as the linear combination of all the quarter-hours of the previous day. Then, it is easy to see that (2) is completely equivalent to 96 OLS problems, each of which provides the OLS estimate of one of the 96 rows of $A$. This approach is consistent with the multimodel paradigm to the joint design of predictors for different horizons \[35, 36\]. The multimodel paradigm offers a flexible alternative to the single-model approach that relies on a unique model of a stochastic process from which multistep optimal predictors are computed. However, when a unique model is estimated from data it may suffer from some bias that propagates to the predictors. For instance, if a Prediction Error Method is used for identifying the model, the one-step-ahead predictor errors are minimized, but, if the model is biased, there is no guarantee that long-range predictions are equally satisfactory. Hence the idea of estimating a different predictor for each prediction range, which goes under the name of multi-model approach. In this way, it is possible to reduce the bias of each single predictor, because more degrees of freedom are available. This is obviously more flexible at the cost of possible
overparametrization. In our case, in fact, we are estimating $96 \times 96 = 9216$

independent parameters.

In view of the previous considerations, it is not surprising that, when we
display as a surface the entries of matrix $A$ estimated from 2018 data, it turns
out to be very rough, see Fig. 5. The roughness reflects two features: the
variance of the estimates and the oscillations from one column to another. This
last feature is best appreciated by looking at the top view displayed in Panel
(b) of Fig. 5, where the colormap exhibits vertical stripes, a symptom of greater
variability across columns than across rows.

This different variability can be explained by considering the problem of
predicting the target (i.e. the seven-day difference of the log-loads) at two
consecutive quarter-hours $i$ and $i + 1$, i.e. the problem of predicting $Y(d, i)$ and
$Y(d, i + 1)$, given $Y(d - 1)$. The log-loads are sampled frequently and cannot
vary abruptly from one quarter-hour to another, a property that propagates to
the seven-day difference, so that $Y(d, i) \approx Y(d, i + 1)$. Observe also that the
two predictors

$$
\hat{Y}(d, i) = \sum_{j=1}^{96} a_{i,j} Y(d - 1, j)
$$

$$
\hat{Y}(d, i + 1) = \sum_{j=1}^{96} a_{i+1,j} Y(d - 1, j)
$$

share the same regressors, i.e. the vector $Y(d - 1)$. Since

$$
\hat{Y}(d, i) \approx \hat{Y}(d, i + 1)
$$

it follows that, for each given $j$, the weights $a_{i,j}$ and $a_{i+1,j}$ cannot be too
different, which explains the smaller variability across rows.

The irregularity of the surface derives from the overparametrization of the
model. On the other hand, there are good reasons for the weight surface to
be smooth. Indeed, for any given $i$, it is reasonable to assume that weights
$a_{i,j}$ and $a_{i,j+1}$, associated to consecutive quarter-hours, do not differ very much
from each other. This justifies the design of alternative estimation schemes that
reduce the degrees of freedom by enforcing some kind of smoothness on the weight surface.

4.2. Tikhonov regularization

The shortcomings of the OLS estimate can be addressed through Tikhonov regularization techniques which, at the cost of some bias, reduce the variance (and the degrees of freedom) of the estimate, by adding a penalty term to the quadratic loss function (2) \[ \|y - X\beta\|_2^2 \]. For the problem of predicting \( y \) by means of \( \hat{y} = X\beta \), the Tikhonov estimate of \( \beta \) is

\[
\beta_{\text{reg}} = \arg \min_{\beta} (y - X\beta)^T (y - X\beta) + \beta^T T \beta \tag{3}
\]

where \( T > 0 \) is a matrix whose choice determines the type of regularization. For instance, \( T = \lambda \Gamma^T \Gamma \) yields

\[
\beta^T T \beta = \lambda \| \Gamma \beta \|_2^2
\]

where \( \Gamma \) is the Tikhonov matrix and \( \lambda \) is a regularization parameter that controls the balance between the residual sum of squares and the penalty term in (3). The tuning of \( \lambda \) can be performed according to different methods. Hereafter, a cross-validation approach is adopted, whose details are given in Section 5.
The solution to (3) is

$$\beta^{reg} = (X^T X + T)^{-1} X^T y$$

so that

$$\hat{y} = H y, \quad H = X (X^T X + T)^{-1} X^T$$

where $H$ is the so-called ‘hat matrix’. A useful measure of the complexity of the model is given by the equivalent degrees of freedom, defined as

$$\text{dof} = \text{Tr} (H).$$

**Tikhonov amplitude regularization (TA).** A possible regularization strategy consists of applying a penalty to the amplitude of the parameters in order to favor solutions with smaller norm. This technique, also known as *ridge regression*, is associated with the following choice of the $T$ matrix:

$$T = \lambda I.$$ 

Letting $X = \Phi$ and $\beta = a$, the corresponding regularized weight surface estimated from the 2018 data is displayed in Fig. [6] Compared to Fig. [5] the shape is smoother, although some ‘stripe effect’ is still visible in Panel (b). Indeed, it is easy to see that solving (3) with $T = \lambda I$ is equivalent to solving 96 independent ridge regression problems, one for each row of $A$. In other words, regularity is enforced by damping the amplitude of the entries of $A$, but oscillations between columns are not explicitly penalized.

It is worth noting that the visual inspection of the Top view (Panel (b) of Fig. [6] reveals the presence of two ‘edges’, one horizontal and one diagonal, highlighted by the yellow/light green color. The former is in correspondence with the left side of the square (associated with the last column of matrix $A$) and the latter is in correspondence of the diagonal of the square (associated with the main diagonal of matrix $A$). This observation will be the basis of two regularization methods (OnE and TE) that reduce the degrees of freedom by imposing a structured sparse structure on $A$. 
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Figure 6: Tikhonov amplitude (TA) regularized weight surface estimated on the 2018 data: 3D view (left) and top view (right). In the latter view the yellow and light green colors highlight the presence of two main edges, a vertical and a diagonal one.

The two edges, that identify the most relevant regressors for the prediction of tomorrow’s target variable, admit a very meaningful interpretation. The vertical edge highlights the importance of the most recent observations, i.e. those just before midnight. The diagonal edge, conversely, indicates that, when predicting tomorrow’s \( i \)-th value \( Y(d, i) \), a great weight is assigned to \( Y(d - 1, i) \), which is rather intuitive.

**Tikhonov second derivative regularization (TS).** The idea of this approach is to force the weight surface to be ‘smooth’ along both directions. In order to do so, two penalty terms are applied to \( \mathbf{a} \) in order to penalize the squares of the second differences along both rows and columns. Letting \( \mathbf{X} = \Phi \) and \( \beta = \mathbf{a} \), the corresponding Tikhonov regularization problem can be stated as follows:

\[
\mathbf{a}_{\text{der}2} = \arg \min_{\mathbf{a}} (\mathbf{y} - \mathbf{a})^T (\mathbf{y} - \mathbf{a}) + \lambda_1 \| \mathbf{\Delta}_2 \mathbf{a} \|_2^2 + \lambda_2 \| \mathbf{\Delta}_2 \mathbf{a} \|_2^2 \quad (4)
\]
where $\lambda_1$ and $\lambda_2$ are two regularization parameters and $\Delta_1 \in \mathbb{R}^{94 \times 96 \times 96}$ and $\Delta_2 \in \mathbb{R}^{94 \times 96 \times 96}$ are such that

$$\Delta_1 a = \begin{bmatrix} a_{1,3} + 2a_{1,2} - a_{1,1} \\ a_{1,4} + 2a_{1,3} - a_{1,2} \\ \vdots \\ a_{1,96} + 2a_{1,95} - a_{1,94} \\ a_{2,3} + 2a_{2,2} - a_{2,1} \\ \vdots \\ a_{96,96} + 2a_{96,95} - a_{96,94} \end{bmatrix}, \quad \Delta_2 a = \begin{bmatrix} a_{3,1} + 2a_{2,1} - a_{1,1} \\ a_{4,1} + 2a_{3,1} - a_{2,1} \\ \vdots \\ a_{96,96} + 2a_{95,96} - a_{94,96} \end{bmatrix}$$

yield the row-wise and column-wise second differences of the entries of $A$. It is immediate to see that the corresponding $T$ matrix is

$$T = \lambda_1 \Delta_1^T \Delta_1 + \lambda_2 \Delta_2^T \Delta_2.$$ 

It is worth noting that if $\lambda_1 = \lambda_2$ the regularization penalty in (4) boils down to the classical discrete Laplacian operator. In this work, the formulation with two independent regularization parameters is preferred in view of its greater flexibility.

The corresponding surface, displayed in Fig. 7, is even smoother than the TA one. The vertical and diagonal edges are still well seen in Panel (b).

4.3. Regularized Radial Basis Functions regularization (RBF)

The approach described in this subsection consists of regularizing the weight surface by representing it as the sum of a cubic polynomial term, which is used to capture its trends, and a set of Regularized Radial Basis Functions (RBF) to capture the local details of the surface [39], [40]. In particular:

$$a_{i,j} = \bar{a}_{i,j} + \tilde{a}_{i,j}$$

$$\bar{a}_{i,j} = c_1 + c_2 i + c_3 j + c_4 i^2 + c_5 i j + c_6 j^2 + c_7 i^3 + c_8 i^2 j + c_9 i j^2 + c_{10} j^3$$

$$\tilde{a}_{i,j} = \sum_{k=0}^{m} \sum_{z=0}^{m} \theta_{k,z} \phi \left( \sqrt{(i-w_k)^2 + (j-v_z)^2} \right)$$
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where

\[ \phi (r) = \exp \left( \frac{-r^2}{2\sigma^2} \right) \]

and \((w_k, v_z)\), with \(k, z = 1, \ldots, m\), are the coordinates of the centers of the radial functions that are assumed to be located on a uniform square grid:

\[ w_k = \frac{96k}{m}, \quad k = 0, \ldots, m \]  \quad \text{(5)}

\[ w_z = \frac{96z}{m}, \quad z = 0, \ldots, m \]  \quad \text{(6)}

and \(\sigma\) is the standard deviation.

Notice that the parameter vector \(\mathbf{a}\) can be written as

\[ \mathbf{a} = \bar{\mathbf{a}} + \tilde{\mathbf{a}} \]

with the corresponding weight surface given by

\[ \mathbf{A} = \bar{\mathbf{A}} + \tilde{\mathbf{A}} \]

where \(\bar{\mathbf{A}}\) denotes the polynomial component and \(\tilde{\mathbf{A}}\) the RBF one. Once again, the optimization problem is the one given in (3), with

\[ \mathbf{y} = \Phi(\bar{\mathbf{a}} + \tilde{\mathbf{a}}), \quad \bar{\mathbf{a}} = \mathbf{Pc}, \quad \tilde{\mathbf{a}} = \mathbf{R}\theta \]
so that

\[ X = \Phi \begin{bmatrix} P & R \end{bmatrix}, \quad \beta = \begin{bmatrix} c \\ \theta \end{bmatrix} \]

where the matrices \( P \) and \( R \) are the cubic polynomial and the radial basis functions matrices, respectively. The matrix \( T \) applies ridge regularization to the amplitudes of the radial basis functions, while no shrinking is applied to the polynomial coefficients.

\[
T = \begin{bmatrix} 0 & 0 \\ 0 & \lambda I_m \end{bmatrix}
\]

In particular,

\[
P = \begin{bmatrix} 1 & i & j & i^2 & \ldots & j^3 \end{bmatrix} \in \mathbb{R}^{96 \times 10}
\]

\[
R = \begin{bmatrix}
\phi \begin{bmatrix} 1-w_0 \\ 1-v_0 \end{bmatrix} & \cdots & \phi \begin{bmatrix} 1-w_m \\ 1-v_m \end{bmatrix} \\
\phi \begin{bmatrix} 2-w_0 \\ 1-v_0 \end{bmatrix} & \cdots & \phi \begin{bmatrix} 2-w_m \\ 1-v_m \end{bmatrix} \\
\phi \begin{bmatrix} 96-w_0 \\ 1-v_0 \end{bmatrix} & \cdots & \phi \begin{bmatrix} 96-w_m \\ 1-v_m \end{bmatrix} \\
\phi \begin{bmatrix} 96-w_0 \\ 96-v_0 \end{bmatrix} & \cdots & \phi \begin{bmatrix} 96-w_m \\ 96-v_m \end{bmatrix} \\
\phi \begin{bmatrix} 96-w_0 \\ 96-v_0 \end{bmatrix} & \cdots & \phi \begin{bmatrix} 96-w_m \\ 96-v_m \end{bmatrix}
\end{bmatrix} \in \mathbb{R}^{96^2 \times m^2}
\]
where

\[ i = \left[ 1 \ldots 96 \ 1 \ldots 96 \ldots 1 \ldots 96 \right]^T \in R^{96^2 \times 1}, \]
\[ j = \left[ 1 \ldots 1 \ 2 \ldots 2 \ldots 96 \ldots 96 \right]^T \in R^{96^2 \times 1} \]
\[ c = \left[ c_1 \ c_2 \ldots c_{10} \right]^T \in R^{10 \times 1} \]
\[ \theta = \left[ \theta_{1,1} \ldots \theta_{1,m} \ \theta_{2,1} \ldots \theta_{m,m} \right]^T \in R^{m^2 \times 1} \]

In this work, the value of \( \sigma \) has been fixed to 4 while \( m \) has been fixed to 12 (which leads to \( 13 \times 13 = 169 \) bell-shaped basis functions). The vector \( \theta \) contains the parameters \( \theta_{k,z} \), each one representing the amplitude of the radial function centered in \((w_k, v_z)\). The cubic surface component \( \bar{A} \), the regularized radial basis function surface \( \tilde{A} \) and the final surface \( A \) are shown in Fig. 8(a), 8(b) and 8(c), respectively.

Again, the visual inspection of the Top view (Panel (d) of Fig. 8) reveals the presence of two ‘edges’, one horizontal and one diagonal, highlighted by the yellow/light green color. The dominance of such edges motivates the exploration of the sparse identification strategy, described in the next subsection.

### 4.4. Two-edges model (TE)

We now consider a simplified sparse model of the weight surface \( A \). The name ‘Two-edges’ is due to the fact that only two vectors (herein called ‘edges’) are estimated instead of a full \( 96 \times 96 \) surface of weights, namely the last column

\[ a^{last} = \left[ a_{1,96} \ a_{2,96} \ldots a_{95,96} \right]^T \in R^{95 \times 1} \]

and the main diagonal

\[ a^{diag} = \left[ a_{1,1} \ a_{2,2} \ldots a_{96,96} \right]^T \in R^{96 \times 1} \]

of \( A \), which leads to a model with 191 parameters (note that \( a_{96,96} \) is shared by the last column and the main diagonal).
Figure 8: Regularized Radial Basis Functions weight surface estimated on 2018 data: cubic polynomial component (top left), Gaussian component (top right), final Regularized Radial Basis Functions surface 3D view (bottom left) and top view (bottom right).
The new model formulation is

\[ \hat{y} = X\beta \]

with \( \beta (\mathbf{a}^{\text{diag}}, \mathbf{a}^{\text{last}}) = \begin{bmatrix} a_{1,1} & a_{1,96} & a_{2,2} & a_{2,96} & \cdots & a_{96,96} \end{bmatrix}^T \in \mathbb{R}^{191 \times 1} \) and

\[ \Psi = \begin{bmatrix} \mathbf{I}_{96 \times 96} \otimes \psi_k^T(0) \\ \mathbf{I}_{96 \times 96} \otimes \psi_k^T(1) \\ \vdots \\ \mathbf{I}_{96 \times 96} \otimes \psi_k^T(n_{\text{day}} - 1) \end{bmatrix}^T \in \mathbb{R}^{96n_{\text{day}} \times 1} \]

with \( \psi_k(j) = \begin{bmatrix} y(j,k) & y(j,96) \end{bmatrix}^T \).

Further regularization can be introduced by adding two penalty terms \( \lambda^{\text{diag}} \) and \( \lambda^{\text{last}} \) that shrink the second derivatives of each edge. The optimization problem becomes

\[
\beta = \arg \min_{\beta} (y - \Psi \beta)^T (y - \Psi \beta) + \lambda^{\text{last}} \| \Delta^{\text{last}} \beta \|_2^2 + \lambda^{\text{diag}} \| \Delta^{\text{diag}} \beta \|_2^2
\]

where \( \Delta^{\text{last}} \in \mathbb{R}^{94 \times 191} \) and \( \Delta^{\text{diag}} \in \mathbb{R}^{94 \times 191} \) are such that

\[
\Delta^{\text{last}} \beta = \begin{bmatrix} a_{3,96} - 2a_{2,96} + a_{1,96} \\ a_{4,96} - 2a_{3,96} + a_{2,96} \\ \vdots \\ a_{96,96} - 2a_{95,96} + a_{94,96} \end{bmatrix},
\]

\[
\Delta^{\text{diag}} \beta = \begin{bmatrix} a_{3,3} - 2a_{2,2} + a_{1,1} \\ a_{4,4} - 2a_{3,3} + a_{2,2} \\ \vdots \\ a_{96,96} - 2a_{95,95} + a_{94,94} \end{bmatrix}
\]

(7)

The corresponding \( T \) matrix is

\[
T = \lambda^{\text{last}} \Delta^{\text{last}}_T \Delta^{\text{last}} + \lambda^{\text{diag}} \Delta^{\text{diag}}_T \Delta^{\text{diag}}.
\]
The estimated parameters $a^{last}$ and $a^{diag}$ are shown in Fig. 9. It is clear that $a^{diag}$ and $a^{last}$ are correlated, which suggests a further simplification of the parametrization, which is discussed in the next subsection.

4.5. One-edge model (OnE)

The ‘One-edge’ model reduces the weight matrix $A$ just to its diagonal entries, that is the vector of parameters $a^{diag}$. According to this model, the 7-day difference at a certain quarter-hour of the target day is proportional to the 7-day difference of the previous day at the same quarter-hour.

In the resulting model, $\beta = a_{diag}$ and $X = \Xi$ with

$$\Xi = \begin{bmatrix} \text{diag}(Y(0)) \\ \text{diag}(Y(1)) \\ \vdots \\ \text{diag}(Y(n_{\text{day}} - 1)) \end{bmatrix}^T \in \mathbb{R}^{96 \times 96}$$

where the diagonalization operator $\text{diag}(\cdot)$ is defined as
A penalty term on the second derivative of the parameter vector is included in the cost function:

\[
\beta = \arg \min_{\beta} (\mathbf{y} - \mathbf{X}\beta)^T(\mathbf{y} - \mathbf{X}\beta) + \lambda_{\text{diag}} \| \Delta_{\text{diag}} \beta \|_2^2
\]

with \( \Delta_{\text{diag}} \) defined as in (7). The corresponding \( T \) matrix is given by

\[
T = \lambda_{\text{diag}} \Delta_{\text{diag}}^T \Delta_{\text{diag}}.
\]

The regularized solution, shown in Fig. 10, is characterized by a dramatic decrease of the degrees of freedom, compared to the other models. Before illustrating the results of the prediction models, that will be presented in Section 6, we introduce another methodology relying on an aggregation paradigm.
4.6. Aggregated forecast

The combination of multiple forecasts is a commonly adopted technique in order to improve forecasts [41]. A great variety of aggregation techniques has been proposed in the literature [42, 43, 44, 45]. The simple average method is in general an effective and robust strategy adopted to reduce the prediction variance [43, 44, 45].

Let $M_i$, $i = 1, \ldots, m$, denote a set of prediction models and $\hat{L}_{M_i}(d,q)$ the corresponding load demand forecasts generated by $M_i$. Then

$$\hat{L}_{Avg}(d,q) = \frac{1}{m} \sum_{i=1}^{m} \hat{L}_{M_i}(d,q)$$

is the aggregated forecast obtained by averaging the predictions generated by $M_i$.

In order to better understand the potential benefit of aggregation, consider the simple case of just two prediction models, i.e. $m = 2$, and define the corresponding residuals as:

$$e_{M_i}(d,q) = L(d,q) - \hat{L}_{M_i}(d,q)$$

It is immediate to verify that

$$e_{Avg}(d,q) = L(d,q) - \hat{L}_{Avg}(d,q) = \frac{1}{2} (e_{M_1}(d,q) + e_{M_2}(d,q))$$

Then the Mean Squared Error (MSE) of the aggregated forecast is given by:

$$MSE_{Avg} = E\left[e_{Avg}^2\right] = E\left[\frac{1}{4} (e_{M_1}^2 + e_{M_2}^2 + 2e_{M_1} e_{M_2})\right] =$$

$$= \frac{1}{4} \left( E\left[e_{M_1}^2\right] + E\left[e_{M_2}^2\right] + 2E\left[e_{M_1} e_{M_2}\right]\right) =$$

$$= \frac{1}{4} MSE_{M_1} + \frac{1}{4} MSE_{M_2} +$$

$$+ \frac{1}{2} \left( Cov\left[e_{M_1}, e_{M_2}\right] + E\left[e_{M_1}\right] E\left[e_{M_2}\right]\right) =$$

$$= \frac{1}{4} MSE_{M_1} + \frac{1}{4} MSE_{M_2} +$$

$$+ \frac{1}{2} \left( \rho_{e_{M_1}, e_{M_2}} \sigma_{e_{M_1}} \sigma_{e_{M_2}} + E\left[e_{M_1}\right] E\left[e_{M_2}\right]\right)$$

(8)

where $\rho_{e_{M_1}, e_{M_2}}$ is the coefficient of correlation between $e_{M_1}$ and $e_{M_2}$. 
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Assume that $\mathcal{M}_1$ performs better than $\mathcal{M}_2$, that is $MSE_{\mathcal{M}_1} < MSE_{\mathcal{M}_2}$. Then the aggregated forecaster $\hat{L}_{Avg}(d, q)$ improves on $\hat{L}_{\mathcal{M}_1}(d, q)$ provided that the following inequality is satisfied:

$$MSE_{\mathcal{M}_2} < 3MSE_{\mathcal{M}_1} - 2E[e_{\mathcal{M}_1}e_{\mathcal{M}_2}] - 2b_1 b_2$$

where $bias_1 = E[e_{\mathcal{M}_1}]$ and $bias_2 = E[e_{\mathcal{M}_2}]$ are the bias of $\mathcal{M}_1$ and $\mathcal{M}_2$ respectively.

Consider for instance the case when at least one of the predictors has a negligible bias. Then, provided that the covariance between the errors $e_{\mathcal{M}_1}$ and $e_{\mathcal{M}_2}$ is small, the aggregation between the two predictors brings an improvement even when the MSE of the worse one is up to three times larger than that of the best one. As a consequence, there is room for designing predictors that employ different strategies aiming at obtaining scarcely correlated prediction errors. Later on, the correlation between the residuals of the newly proposed method and those of the Italian TSO predictor will be studied in order to assess the potential benefits ensuing from an aggregation.

5. Experimental validation setup

Three scenarios were considered for evaluating and comparing the proposed models:

- Training = 2016, Test = 2017
- Training = 2017, Test = 2018
- Training = 2018, Test = 2019

This choice is driven by the fact that the Terna forecasts, that are used as benchmark for comparison purposes, are available for the years 2017, 2018, 2019.

The performances of the models were evaluated using three metrics: Mean Absolute Percentage Error (MAPE), Root Mean Square Error (RMSE), and
Mean Absolute Error (MAE), each one both on quarter-hourly and daily data, for a total of six performance indexes:

\[
\begin{align*}
MAE &= \frac{100}{n} \sum_{d \in \mathcal{D}_t} \frac{1}{96} \sum_{q=1}^{96} |L(d, q) - \hat{L}(d, q)| \\
RMSE &= \sqrt{\frac{1}{n} \sum_{d \in \mathcal{D}_t} \sum_{q=1}^{96} \left( L(d, q) - \hat{L}(d, q) \right)^2} \\
MAPE &= \frac{1}{n} \left( 100 \sum_{d \in \mathcal{D}_t} \frac{1}{96} \sum_{q=1}^{96} \frac{L(d, q) - \hat{L}(d, q)}{L(d, q)} \right) \\
MAPE_{daily} &= \frac{100}{n_{day}} \sum_{d \in \mathcal{D}_d} \frac{1}{96} \sum_{q=1}^{96} \frac{L_{daily}(d) - \hat{L}_{daily}(d)}{L_{daily}(d)} \\
RMSE_{daily} &= \sqrt{\frac{1}{n_{day}} \sum_{d \in \mathcal{D}_d} \left( L_{daily}(d) - \hat{L}_{daily}(d) \right)^2} \\
MAE_{daily} &= \frac{1}{n_{day}} \sum_{d \in \mathcal{D}_d} \left| L_{daily}(d) - \hat{L}_{daily}(d) \right|
\end{align*}
\]

where \( \mathcal{D}_t \) is the set of test days, \( n \) is the number of quarter-hourly test data, and \( n_{day} \) is the number of daily test data. In particular, \( \mathcal{D}_t = \{ d : d \notin \mathcal{D}_s, d - 7 \notin \mathcal{D}_s \} \), where \( \mathcal{D}_s \) includes special days such as Winter, Summer, Easter and national holidays (see Appendix). \( L_{daily} \) and \( \hat{L}_{daily} \) are respectively the time series of daily averages of electric load observations and the associated forecasts:

\[
\begin{align*}
L_{daily}(d) &= \frac{1}{96} \sum_{q=1}^{96} L(d, q), \quad \hat{L}_{daily}(d) = \frac{1}{96} \sum_{q=1}^{96} \hat{L}(d, q)
\end{align*}
\]

The hyperparameters of the models described in Section [4] are tuned through cross-validation choosing the MAPE as objective function and using, for each scenario, the two years preceding the test one as training and validation: e.g. for the first scenario (test year = 2017) cross-validation is performed on the years 2015 and 2016, using the first year for training and the second one for validation. All the results of the hyperparameters tuning phase are summarized in Table [1].
| Train: 2015 | TA | TS | RBF | TE | OnE |
|-------------|----|----|-----|----|-----|
| Val: 2016   | $\lambda = 0.1$ | $\lambda_1 = 10$ | $\lambda_2 = 100$ | $\lambda_{diag} = 0.01$ | $\lambda_{last} = 100$ | $\lambda_{diag} = 10$ |
| Train: 2016 | $\lambda = 0.1$ | $\lambda_1 = 10$ | $\lambda_2 = 1$ | $\lambda_{diag} = 1$ | $\lambda_{last} = 0.01$ | $\lambda_{diag} = 10000$ |
| Val: 2017   | $\lambda = 1$ | $\lambda_1 = 100$ | $\lambda_2 = 10$ | $\lambda_{diag} = 0.01$ | $\lambda_{last} = 1$ | $\lambda_{diag} = 10000$ |

6. Forecasting results

In this section, the predictive performances of the models described in Section 4 are discussed and compared to the Terna forecaster. The results for the three test scenarios are summarized in Table 2, 3, 4 where, for each predictor, the performance indexes introduced in Section 5 and the Degrees of Freedom (dof), accounting for the complexity of the underlying models, are reported.

In all scenarios the OLS approach performs poorly: it achieves the worst performances and has too many degrees of freedom ($96 \times 96 = 9216 = \# \text{ of parameters}$). On the other hand, the OnE model is too parsimonious: while it achieves results that improve on the OLS approach and in some cases are comparable to the benchmark ones (e.g. see 2018 and 2019 MAPE), its performances are significantly worse on the 2017 scenario and in all daily indexes. Significant improvements are obtained by resorting to regularized predictors. The TA, TS and RBF models achieve comparable results over the three test years, the main difference being represented by the complexity of the three approaches, where the last predictor stands out for being the most parsimonious one (dof around 178 in the three scenarios).
Table 2: Forecast performances on 2017, with the percentage variation with respect to Terna results between brackets.

| Model | MAPE [%] | RMSE [GW] | MAE [GW] | MAPE daily [%] | RMSE daily [GW] | MAE daily [GW] | dof |
|-------|-----------|-----------|----------|----------------|-----------------|----------------|-----|
| Terna | 2.16      | 1.06      | 0.83     | 1.22           | 0.62            | 0.47           | Unknown |
| OLS   | 2.63 (22%) | 1.41 (33%) | 1.01 (22%) | 1.86 (52%) | 0.95 (33%) | 0.69 (47%) | 9216 |
| TA    | 1.97 (−9%) | 1.07 (1%) | 0.75 (−10%) | 1.42 (16%) | 0.73 (18%) | 0.53 (13%) | 1686.12 |
| TS    | 1.97 (−9%) | 1.07 (1%) | 0.76 (−8%) | 1.41 (16%) | 0.73 (18%) | 0.53 (13%) | 138.38 |
| RBF   | **1.97 (−9%)** | 1.08 (2%) | **0.76 (−8%)** | 1.43 (17%) | 0.73 (18%) | 0.54 (15%) | 132.88 |
| TE    | 2.06 (−5%) | 1.13 (7%) | 0.79 (−5%) | 1.57 (29%) | 0.79 (27%) | 0.59 (26%) | 97.06 |
| OaE   | 2.64 (22%) | 1.4 (32%) | 0.99 (19%) | 2.04 (67%) | 1.12 (81%) | 0.77 (64%) | 11.12 |

The TE model, which further reduces the complexity of the predictor (dof in the range from 100 to 115) ranks first in the 2018 scenario, while it is slightly inferior to the RBF predictor in the other two scenarios. In view of this, it provides an effective compromise between accuracy and simplicity.

The percentage decreases of MAPE and the MAE brought by TA, TS, RBF and TE with respect to the benchmark reach 20% in 2018 and 24% in 2019, while they are less evident in terms of RMSE (2% in 2018, 12% in 2019). This can be explained by a better accuracy of the proposed predictors during the night (where there are lower demands) and by the presence of few large errors within the predictions (to which the RMSE score is more sensitive than MAPE and MAE).
Table 3: Forecast performances on 2018, with the percentage variation with respect to Terna results between brackets.

|        | MAPE[%] | RMSE(GW) | MAE(GW) | MAPE_dAILY[%] | RMSE_dAILY(GW) | MAE_dAILY(GW) | dof     |
|--------|---------|----------|---------|---------------|----------------|---------------|---------|
| Terna  | 2.41    | 1.14     | 0.9     | 1.65          | 0.76           | 0.62          | Unknown |
| OLS    | 2.74 (14%) | 1.45 (27%) | 1.07 (19%) | 2.0 (21%) | 0.99 (30%) | 0.76 (23%) | 9216    |
| TA     | 1.93 (−20%) | 1.07 (−6%) | 0.75 (−17%) | 1.48 (−16%) | 0.74 (−3%) | 0.55 (−11%) | 1569.78 |
| TS     | 1.93 (−20%) | 1.07 (−6%) | 0.75 (−17%) | 1.49 (−16%) | 0.74 (−3%) | 0.55 (−11%) | 406.03  |
| RBF    | 1.92 (−20%) | 1.06 (−7%) | 0.74 (−18%) | 1.46 (−12%) | 0.73 (−4%) | 0.55 (−11%) | 80.49   |
| TE     | 1.87 (−22%) | 1.01 (−11%) | 0.72 (−20%) | 1.4 (−15%) | 0.68 (−11%) | 0.52 (−16%) | 114.5   |
| OnR    | 2.32 (−6%) | 1.22 (7%) | 0.89 (−1%) | 1.77 (7%) | 0.89 (17%) | 0.67 (8%) | 4.15    |

The 2017 scenario is the tougher one. In particular, while percentage improvements on the quarter-hourly MAPE and MAE are relatively small (7%), the quarter-hourly RMSE results achieved by Terna are slightly better than ours. Moreover, the daily performances of Terna are superior than the ones achieved by the proposed models.

This is the consequence of a few large errors within the proposed forecasts, possibly related to the fact that the proposed predictors do not account for any exogenous variables such as the temperature, which can be crucial for the prediction in some seasons of the year and some phases of the day. By contrast, this information is exploited by the Terna forecaster. In Fig. 11, 12 and 13 it is possible to visualize how the forecasts of the RBF and TE models compare to the Terna ones over different weeks of 2017, 2018 and 2019.
Table 4: Forecast performances on 2019, with the percentage variation with respect to Terna results between brackets.

|                | MAPE [%] | RMSE [GW] | MAE [GW] | MAPE daily [%] | RMSE daily [GW] | MAE daily [GW] | dof     |
|----------------|----------|-----------|----------|----------------|-----------------|----------------|---------|
| Terna          | 2.53     | 1.2       | 0.94     | 1.89           | 0.85            | 0.71           | Unknown |
| OLS            | 2.51 (−1%) | 1.33 (11%) | 0.98 (4%) | 1.98 (5%)     | 0.92 (8%)       | 0.74 (4%)      | 9216    |
| TA             | 1.9 (−25%) | 1.02 (−15%) | 0.73 (−22%) | 1.42 (−25%) | 0.72 (−15%)   | 0.54 (−24%)   | 477.36  |
| TS             | 1.84 (−27%) | 0.99 (−18%) | 0.71 (−24%) | 1.37 (−28%) | 0.68 (−20%)   | 0.51 (−28%)   | 179.04  |
| RBF            | 1.84 (−27%) | 0.99 (−18%) | 0.71 (−24%) | 1.36 (−28%) | 0.68 (−20%)   | 0.51 (−28%)   | 78.42   |
| TE             | 1.91 (−25%) | 1.04 (−13%) | 0.74 (−21%) | 1.48 (−22%) | 0.73 (−14%)   | 0.56 (−21%)   | 106.37  |
| OnE            | 2.41 (−5%) | 1.25 (4%)  | 0.92 (−2%) | 1.88 (−1%)   | 0.97 (14%)     | 0.72 (1%)     | 3.71    |

In particular, the residual plots reveal that, while the error profiles of the proposed models are similar, they are almost uncorrelated with the Terna forecast error, as confirmed by the inspection of the scatter plots in 2017, 2018 and 2019 of the residuals for Terna vs RBF (correlation coefficient \( \rho_{\text{M}_{\text{RF}} \cdot \text{M}_{\text{Terna}}} \) ranging from 0.26 to 0.31) and Terna vs TE (\( \rho_{\text{M}_{\text{TE}} \cdot \text{M}_{\text{Terna}}} \) ranging 0.3 from to 0.35), see Fig. 14. It turns out that the absolute values of the biases of RBF and TE are always less than 0.1.

In view of this, there is room for improving the quality of the forecasts by combining Terna’s predictions with those produced by the new proposed methods \[43, 45\]. The margin for improvement was assessed by plugging into formula [8] the values reported in Table 5. The formula predicts that a significant improvement can be achieved.
Figure 11: RBF, TE and Terna prediction (top) and residual (bottom) over two sample weeks on 2017.

Figure 12: RBF, TE and Terna prediction (top) and residual (bottom) over two sample weeks on 2018.
Figure 13: RBF, TE and Terna prediction (top) and residual (bottom) over two sample weeks on 2019.

Figure 14: Scatter plots between the Terna residual and RBF (blue dots) and TE (orange dots) model residuals on the three test scenarios (left: 2017, middle: 2018, right: 2019). The Pearson correlation coefficients indicate a weak correlation between the proposed models errors and the Terna forecast error.

In particular, the best $MSE$ that ranges from 0.98 (RBF) in 2019 to 1.13 $[GW^2]$ (Terna) in 2017 is predicted to range between 0.71 and 0.81 throughout the considered years when the aggregated predictors AVG(RBF) and AVG(TE) are employed. All the aggregated predictions obtained from the models proposed in Section 4 were evaluated according to the same framework. The re-
results, summarized in Tables 6, 7, 8, highlight a very substantial improvement with respect to Terna benchmark in all three scenarios, for all performances indexes and in both the quarter-hourly and the daily cases. In particular, the improvement with respect to the TSO benchmark for the quarter-hourly indexes is always not less than 20%, reaching 32% for the $MAPE_{2019}$ (Avg(RBF)), while the improvement of the daily indexes is always not less than 15%, reaching 35% for $MAPE_{daily}$ and $MAE_{daily}$ in 2019 (Avg(RBF)). The predicted performances of the aggregated forecasters provided by formula (5.15) are remarkably accurate: the error is always not greater than 0.02 $[GW^2]$, see Table 5.

The time plots and residual plots for the Avg(RBF) and the Avg(TE) cases over some sample weeks of 2017, 2018 and 2019 are displayed in Fig. 15, 16 and 17. Overall, the new prediction strategy offers the opportunity for a significant reduction of the prediction errors, especially if considering an aggregated predictor that takes advantage of the uncorrelatedness of the errors committed by the new predictors and the Terna one.

![Figure 15: Avg(RBF), Avg(TE) and Terna prediction (top) and residual (bottom) over two sample weeks on 2017.](image-url)
Figure 16: Avg(RBF), Avg(TE) and Terna prediction (top) and residual (bottom) over two sample weeks on 2018.

Figure 17: Avg(RBF), Avg(TE) and Terna prediction (top) and residual (bottom) over two sample weeks on 2019.
Table 5: Covariances, biases and Mean Squared Errors of RBF, TE and Terna forecasters, and the corresponding aggregated predictors.

|                  | 2017 | 2018 | 2019 |
|------------------|------|------|------|
| $\text{Cov}[e_{\text{RBF}}, e_{\text{Terna}}]$ | 0.29 | 0.33 | 0.29 |
| $\text{Cov}[e_{\text{TE}}, e_{\text{Terna}}]$  | 0.36 | 0.36 | 0.31 |
| $\text{bias}_{\text{Terna}}$                   | 0.16 | −0.52 | −0.65 |
| $\text{bias}_{\text{RBF}}$                     | −0.03 | 0.02 | −0.06 |
| $\text{bias}_{\text{TE}}$                      | −0.04 | −0.01 | −0.09 |
| $\text{MSE}_{\text{Terna}}$                    | 1.13 | 1.29 | 1.43 |
| $\text{MSE}_{\text{RBF}}$                      | 1.16 | 1.12 | 0.98 |
| $\text{MSE}_{\text{TE}}$                       | 1.28 | 1.02 | 1.09 |
| $\text{MSE}_{\text{Avg}(\text{RBF})}$          | 0.72 | 0.77 | 0.75 |
| $\text{MSE}_{\text{Avg}(\text{RBF})}$          | 0.71 | 0.77 | 0.77 |
| $\text{MSE}_{\text{Avg}(\text{TE})}$           | 0.78 | 0.76 | 0.79 |
| $\text{MSE}_{\text{Avg}(\text{TE})}$           | 0.78 | 0.76 | 0.81 |
Table 6: Aggregated forecast performances on 2017, with the percentage variation with respect to Terna results between brackets.

|        | MAPE [%] | RMSE [GW] | MAE [GW] | MAPE [daily] [%] | RMSE [daily] [GW] | MAE [daily] [GW] |
|--------|----------|-----------|----------|------------------|--------------------|------------------|
| Terna  | 2.16     | 1.06      | 0.83     | 1.22             | 0.62               | 0.47             |
| Avg(OLS)| 1.87 (−13%) | 0.96 (−9%) | 0.72 (−13%) | 1.19 (−2%) | 0.6 (−3%) | 0.45 (−4%) |
| Avg(TA) | 1.66 (−23%) | 0.85 (−20%) | 0.63 (−24%) | 1.06 (−18%) | 0.53 (−15%) | 0.4 (−15%) |
| Avg(TS) | 1.66 (−23%) | 0.85 (−20%) | 0.63 (−24%) | 1.04 (−15%) | 0.52 (−16%) | 0.39 (−17%) |
| Avg(RBF)| 1.66 (−23%) | 0.85 (−20%) | 0.63 (−24%) | 1.04 (−15%) | 0.52 (−16%) | 0.39 (−17%) |
| Avg(TiE)| 1.72 (−20%) | 0.88 (−17%) | 0.66 (−20%) | 1.13 (−7%) | 0.57 (−8%) | 0.42 (−11%) |
| Avg(OuE)| 2.04 (−6%) | 1.03 (−3%) | 0.77 (−7%) | 1.44 (18%) | 0.76 (23%) | 0.55 (17%) |
Table 7: Aggregated forecast performances on 2018, with the percentage variation with respect to Terna results between brackets.

|         | MAPE[\%] | RMSE[GW] | MAE[GW] | MAPE\text{daily}[\%] | RMSE\text{daily}[GW] | MAE\text{daily}[GW] |
|---------|-----------|----------|---------|-----------------------|-----------------------|---------------------|
| Terna   | 2.41      | 1.14     | 0.9     | 1.65                  | 0.76                  | 0.62                |
| Avg(OLS) | 1.94 (−20\%) | 1.01 (−11\%) | 0.74 (−18\%) | 1.32 (−20\%) | 0.66 (−13\%) | 0.49 (−21\%) |
| Avg(TA) | 1.71 (−29\%) | 0.88 (−23\%) | 0.65 (−28\%) | 1.16 (−30\%) | 0.58 (−24\%) | 0.43 (−31\%) |
| Avg(TS) | \textbf{1.7} (−29\%) | 0.87 (−24\%) | 0.65 (−28\%) | \textbf{1.15} (−30\%) | 0.57 (−25\%) | \textbf{0.43} (−31\%) |
| Avg(RBF) | 1.71 (−29\%) | 0.88 (−23\%) | 0.65 (−28\%) | 1.16 (−30\%) | 0.58 (−24\%) | 0.43 (−31\%) |
| Avg(TE) | 1.72 (−29\%) | \textbf{0.87} (−24\%) | \textbf{0.65} (−28\%) | 1.18 (−28\%) | \textbf{0.57} (−25\%) | 0.44 (−29\%) |
| Avg(OnE) | 1.9 (−21\%) | 0.96 (−16\%) | 0.72 (−20\%) | 1.34 (−19\%) | 0.67 (−12\%) | 0.5 (−19\%) |
Table 8: Aggregated forecast performances on 2019, with the percentage variation with respect to Terna results between brackets.

|       | MAPE [%] | RMSE [GW] | MAE [GW] | MAPEdaily [%] | RMSEdaily [GW] | MAEdaily [GW] |
|-------|----------|-----------|----------|--------------|----------------|---------------|
| Terna | 2.53     | 1.2       | 0.94     | 1.89         | 0.85           | 0.71          |
| Avg(OLS) | 1.95 (−23%) | 0.99 (−18%) | 0.74 (−21%) | 1.45 (−23%) | 0.69 (−19%) | 0.54 (−24%) |
| Avg(TA)  | 1.76 (−30%) | 0.89 (−26%) | 0.67 (−29%) | 1.28 (−32%) | 0.63 (−26%) | 0.48 (−32%) |
| Avg(TS)  | 1.73 (−32%) | 0.88 (−27%) | 0.65 (−31%) | 1.23 (−35%) | 0.6 (−29%) | 0.46 (−35%) |
| Avg(RBF) | 1.73 (−32%) | 0.88 (−27%) | 0.65 (−31%) | 1.23 (−35%) | 0.6 (−29%) | 0.46 (−35%) |
| Avg(TF)  | 1.78 (−30%) | 0.9 (−25%) | 0.67 (−29%) | 1.3 (−31%) | 0.64 (−25%) | 0.49 (−31%) |
| Avg(OnE) | 1.98 (−22%) | 1.0 (−17%) | 0.75 (−20%) | 1.51 (−20%) | 0.74 (−13%) | 0.57 (−20%) |

38
7. Conclusions

We have shown that accurate one-day ahead predictions of the Italian electric load demand can be achieved on normal days, by a short-term predictor that does not model yearly seasonality and does not use exogenous information such as the one-day ahead prediction of the temperature. The considered prediction problem consists of predicting tomorrow’s quarter-hourly demand profile based on the knowledge of today’s profile until midnight. In particular we focused on the development of effective algorithms capable of exploiting the highly correlated nature of the signal. The first steps are a logarithmic transformation to achieve a more stable and symmetric signal and a 7-day differentiation that removes the weekly periodicity. The key idea behind the proposed forecaster is a multipredictor strategy, i.e. developing 96 linear predictors, each of which provides the prediction of the target signal during one of tomorrow’s quarter-hours. In other words, each prediction is a linear combination of today’s 96 samples. The full model, characterized by $96 \times 96 = 9216$ parameters, is obviously overparametrized so that different regularization approaches were employed to reduce the degrees of freedom without penalizing the predictive capabilities. The main observation is that the 9216 parameters can be represented as a surface that, in view of the regularity of the load signal, should exhibit some smoothness properties.

The test results over 2017-2019 have shown that, through a wise application of regularization techniques it is possible to obtain competitive predictors whose MAPEs improve on that of Terna. Moreover, the residuals of the proposed predictors are weakly correlated with Terna’s, suggesting that aggregated forecasters could further improve the final results.

As a matter of fact, averaging the Terna predictions with the proposed forecasts allows to reach an improvement up to the 30% with respect to the Terna benchmark forecast in all performance indexes, both in a quarter-hourly and daily framework.
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Appendix

The set $\mathcal{D}_s$ of special days includes Winter, Summer, Easter and national holidays and their associated windows of influence. The days included in this set are summarized below.

Winter holidays

Winter holidays account for Christmas Eve, Christmas, St. Stephen’s Day, New Year’s Eve, New Year and Epiphany holidays and include all days within December 22 and January 6, for a total of 16 days.
Summer holidays

Summer holidays consists of a range of three weeks around August 15, in particular from August 5 to August 24 (20 days).

National holidays

The national holidays in Italy are: Liberation Day (April 25), Labour Day (May 1), Republic Day (June 2), All Saints’ Day (November 1), Feast of the Immaculate Conception (December 8). For each national holiday, a window of influence of five days is considered (two days before and after the holiday itself), for a total of 25 days.

Easter holidays

Easter represent a particular case of holiday since its date is not fixed but it varies within March and April, while its weekday is always Sunday. In this work, a window of 5 days is associated to Easter holidays, in particular from the Thursday before to the Monday after (Easter Monday). According to this convention, the following table summarizes the dates of Easter holidays of the years 1990-2019.
| Year | Date               |
|------|--------------------|
| 1990 | April 12 - April 16 |
| 1991 | March 28 - April 1  |
| 1992 | April 16 - April 20 |
| 1993 | April 8 - April 12 |
| 1994 | March 31 - April 4 |
| 1995 | April 13 - April 17 |
| 1996 | April 4 - April 8  |
| 1997 | March 27 - March 31 |
| 1998 | April 9 - April 13 |
| 1999 | April 1 - April 5  |
| 2000 | April 20 - April 24 |
| 2001 | April 12 - April 16 |
| 2002 | March 28 - April 1  |
| 2003 | April 17 - April 21 |
| 2004 | April 8 - April 12 |
| 2005 | March 24 - March 28 |
| 2006 | April 13 - April 17 |
| 2007 | April 5 - April 9  |
| 2008 | March 20 - March 24 |
| 2009 | April 9 - April 13 |
| 2010 | April 1 - April 5  |
| 2011 | April 21 - April 25 |
| 2012 | April 5 - April 9  |
| 2013 | March 28 - April 1  |
| 2014 | April 17 - April 21 |
| 2015 | April 2 - April 6  |
| 2016 | March 24 - March 28 |
| 2017 | April 13 - April 17 |
| 2018 | March 29 - April 2  |
| 2019 | April 18 - April 22 |