An agent-based algorithm exploiting multiple local dissimilarities for clusters mining and knowledge discovery
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Abstract We propose a multi-agent algorithm able to automatically discover relevant regularities in a given dataset, determining at the same time the set of configurations of the adopted parametric dissimilarity measure that yield compact and separated clusters. Each agent operates independently by performing a Markovian random walk on a weighted graph representation of the input dataset. Such a weighted graph representation is induced by a specific parameter configuration of the dissimilarity measure adopted by an agent for the search. During its lifetime, each agent evaluates different parameter configurations and takes decisions autonomously for one cluster at a time. Results show that the algorithm is able to discover parameter configurations that yield a consistent and interpretable collection of clusters. Moreover, we demonstrate that our algorithm shows comparable performances with other similar state-of-the-art algorithms when facing specific clustering problems. Notably, we compare our method with respect to several graph-based clustering algorithms and a well-known subspace search method.
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1 Introduction

Finding characterizing regularities in data is an important knowledge discovery task, which can be exploited for a multitude of purposes. When there is not any a priori knowledge on the dataset at hand, it could be useful to perform an initial exploratory analysis of the data to learn how to compare the elements in a meaningful way, so that relevant patterns in the dataset can be discovered. Clustering (Kannan et al. 2004; Nguyen and Wu 2013; Cao et al. 2013; Pedrycz 2005; Bianchi et al. 2015; Izakian et al. 2013; Zhang et al. 2014) is a well-established approach that can be used to this end. Among the many solutions available in this field, it is worth citing those clustering techniques based on graph-theoretical results and multi-agent systems (Bulò and Pelillo 2013; Tabrizi et al. 2013; Ferrer et al. 2009; Galluccio et al. 2012, 2013; Azran and Ghahramani 2006; North 2014; Agogino and Tumer 2006; Giannella et al. 2004). Graph-based techniques have the fundamental advantage of mapping the original problem onto a “dimensionless” object: the graph. Moreover, graph theory offers a plateau of theoretical results and multi-agent systems (Bulò and Pelillo 2013; Tabrizi et al. 2013; Ferrer et al. 2009; Galluccio et al. 2012, 2013; Azran and Ghahramani 2006; North 2014; Agogino and Tumer 2006; Giannella et al. 2004). Graph-based techniques have the fundamental advantage of mapping the original problem onto a “dimensionless” object: the graph. Moreover, graph theory offers a plateau of theoretical results to be exploited by effective algorithms, which easily integrate with the agent-based paradigm. Typical settings involving the interplay of both approaches include random walk (RW)-based algorithms (Alamgir and von Luxburg 2010; Gallesco et al. 2011), in which agents move and interact on the graph via specific (probabilistic) mechanisms.
An important family of clustering techniques is the subspace clustering, which consists in finding a subset of dimensions where the clusters are better defined (Parsons et al. 2004; Vidal 2010). This is performed by removing dimensions which are irrelevant or redundant in the clusters. The approach can be thought as an extension of feature selection, attempting to find clusters in different subspaces of the same dataset. In fact, while feature selection aims at compressing information by analyzing the entire dataset, subspace algorithms identify, for each cluster, the subspace that better characterizes its structure. Subspace algorithms are specifically designed to treat data represented with vectors and many implementations are not capable of treating values defined on discrete or circular domains.

When there is uncertainty about importance, interpretability or relationships of the features in the dataset at hand, a fundamental issue is the definition of the dissimilarity among the input data (Livi et al. 2014; Gisbrecht and Schleif 2015; Duin and Pękalska 2012), since the specific dissimilarity measure adopted by a data mining procedure affects the possibility of discovering meaningful regularities. Depending on the application at hand, data can be collected, transformed, and visualized using different representations. Accordingly, many (non-metric) parametric dissimilarity measures could be designed depending on the specific task (Livi et al. 2015). Recently, there is a steady increasing interest in using several, possibly heterogeneous, dissimilarity measures at the same time (Kim and Duin 2009; Pedrycz 2013; Queiroz et al. 2013; Bereta et al. 2013; Gönen and Alpaydın 2011). Regardless of the number of dissimilarity measures, the setting of their characterizing parameters is what really allows to discover the relevant information hidden in the data.

Metric learning (Shen et al. 2014; Yang et al. 2010; Yin et al. 2012; Zhang et al. 2012; Chang 2012) is an important topic in pattern recognition. Techniques in this field deal with the problem of learning an optimal setting of the parameters characterizing the particular dissimilarity for the problem at hand—usually it is assumed to be a metric distance. For a given dissimilarity measure, it is possible to distinguish two main approaches (Mu et al. 2013): those trying to determine a partition of data, and those that focus on searching for isolated clusters surrounded by uncategorised data. Local description of data is of particular interest, since it allows to characterize the input data by means of a heterogeneous collection of descriptions (Bereta et al. 2013).

In this paper, we propose the Local Dissimilarities-Agent-Based Clusters Discoverer (LD-ABCD) algorithm. LD-ABCD is designed to discover (learn) configurations of a parametric dissimilarity measure yielding one or more well-formed clusters. Cluster discovery is implemented by means of multiple RWS, which are independently performed by several agents on graphs representing the dataset. Each agent initially selects a specific Parameter Configuration (PC), which fully determines the dissimilarity measure used for building a weighted graph that encodes the proximity among the input data. The edges of the graph represent the dissimilarity among the elements in the dataset. The outcome of the dissimilarity measure depends on the specific PC used. For this reason, the edge labels are modified each time the adopted PC changes; consequently also the RW performed on the labeled graph is affected by the choice of the PC. During an RW, an agent searches and takes decisions autonomously for one cluster at a time. A suitable online mechanism is designed to decide whether a set of elements processed (i.e., “walked upon”) by an agent should be accepted as a meaningful cluster or rejected. To this end, we heavily exploit the graph conductance concept (Kannan et al. 2004).

The agent-based approach herein exploited allows the design of scalable algorithms. Scalability is an important requirement as the size of the dataset increases and when multiple computational resources are involved. In fact, the agent-based paradigm represents a straightforward solution for distributing the computation over different threads or even machines; this set the basis for handling large datasets in a distributed manner, an aspect that, however, is not directly explored in this work. Another advantage is that agents are able to perform their tasks in an autonomous, asynchronous manner and hence they can be created and removed at runtime if the availability of computational resources changes during the execution of the procedure. Moreover, multiple agents can perform different specialized tasks and autonomously modify their policy in a decentralized manner, as long as they maintain a common interface of communication with each other.

We demonstrate the validity of our approach by performing different types of experiments. First, we consider some synthetic datasets to highlight the features and the functioning of the algorithm, evaluating the capability of LD-ABCD in discovering Relevant PCs (RPCs), that is, those yielding well-formed clusters. Additionally, we provide demonstrative examples on the concept of equivalence among PCs, which will be later discussed in the paper. Successively, we processed some real datasets to compare the performances of LD-ABCD with respect to (w.r.t.) state-of-the-art algorithms, to assess the effectiveness of different features of our system. In particular, we compared the capability of LD-ABCD with other graph-based clustering algorithms in discovering clusters composed of elements belonging to the same (predefined) class. We also evaluated the accuracy of our algorithm w.r.t. a subspace clustering method in the characterization of different classes, in terms of discriminative features used in a classification task. Finally, we designed a test to appreciate a variant of the LD-ABCD algorithm, used for speeding up the generation of new candidate PCs.

The remainder of the paper is structured as follows. In Sect. 2 we introduce LD-ABCD, describing in detail all
reduces the amount of data transmitted between the various sites, i.e., to reduce the communication overhead. One of the main issues of distributed mining is how to mine across multiple heterogeneous data sources like multi-database and multi-relational data.

LD-ABCD identifies clusters on a dataset that is represented through a labeled graph: graph clustering is a well-known problem and it has been addressed in many other works (Delvenne et al. 2010; Bulò and Pelillo 2013; Tabrizi et al. 2013; Ferrer et al. 2009; Galluccio et al. 2012, 2013; North 2014). Such clusters are discovered by different agents, which operate according to a paradigm inspired by the multi-agent systems that can be found in the literature (Azran and Ghahramani 2006; Negenborn et al. 2010; Chandrasekhar and Naga 2011; Chaimontree et al. 2012; De Smet and Aeyels 2009; Alamgir and von Luxburg 2010; North 2014). Agent-based models offer a suitable framework for mining data in a distributed environment. The problem of distributed data mining consists in aggregating information collected by multiple agents in different sites and in discovering patterns in the global dataset (Cao 2009; Klusch et al. 2003). The goal here obviously would be to minimize the amount of data transmitted between the various sites, i.e., to reduce the communication overhead. One of the main issues of distributed mining is how to mine across multiple heterogeneous data sources like multi-database and multi-relational mining. Recently, the topic has received attention, especially for what concerns the distributed classification technique (Dittrich 1997; Gorodetsky et al. 2003; Provost and Hennessy 1996; Prodromidis et al. 2000; Han et al. 2011).

In the method that we present in this paper, each agent examines the elements of a dataset by performing an RW (Alamgir and von Luxburg 2010; Gallesco et al. 2011), trying to group them into a compact and populated cluster. Once a cluster is identified, it is evaluated using the well-known conductance measure (Kannan et al. 2004), which is computed using numerical approximation techniques (Arora et al. 2008; Hoory et al. 2006; Trefethen and Bau 1997; Leighton and Rao 1999; Arora et al. 2009; Madry 2010; Gkantsidis et al. 2003; Sarma et al. 2011). Each agent searches the clusters using different configurations of the adopted dissimilarity measure, seeking for the ones that better characterize the set of elements contained in the cluster. This approach can be related to the collaborative clustering technique, which was originally introduced in Pedrycz (2002) with the aim of discovering a common underlying structure in an ensemble of different data sites. The author considered a vertical partitioning scenario, and captured the collaboration between multiple clusterings via pairwise interaction coefficients. This resulted in an extended cost function to accommodate the collaboration effect in the optimization process. In Mitra et al. (2006) the authors presented an hybrid rough-fuzzy collaborative architecture where the collaboration was implemented by exchanging and even moving cluster prototypes from one site to another. In Forestier et al. (2010) the principle of collaboration is used for increasing the efficiency and the accuracy of the clustering: different methods work together and share their knowledge to reach an agreement on the partitioning of a common dataset.

Finally, it is worth stressing that, for problems where the data are represented by real-valued vectors and the task is to identify the subset of the most relevant features for each cluster, LD-ABCD behaves equivalently to a subspace clustering algorithm (Kriegel et al. 2009; Parsons et al. 2004; Vidal 2010), where the PC of the dissimilarity measure is assumed to be a set of binary weights. Our system, however, can, in principle, be generalized into any dissimilarity function, where there is not a direct relation between the parameters of the distance function and the features of the data.

2 The proposed LD-ABCD algorithm

The proposed multi-agent algorithm is designed to operate over a general input domain, $\mathcal{X}$, which may not necessarily be a subset of $\mathbb{R}^n$. Let $d : \mathcal{X} \times \mathcal{X} \to \mathbb{R}^+$ be a symmetric dissimilarity measure (not necessarily metric) that depends on some parameters/weights, i.e., PCs, which we denote as $m \in \mathcal{M}$. The main goal of LD-ABCD is to identify a set of RPCs which are capable of inducing a well-formed cluster structure. In this sense, our algorithm should be intended also as a “knowledge discovery” procedure, since, in addition to the clusters discovered using local configurations of $d(\cdot, \cdot; m)$, it determines all relevant settings of the parameters characterizing the dissimilarity measure, which may be useful in terms of interpretability of the data and related clusters. Without loss of generality, here we also assume that $\mathcal{M} = [0, 1]^D$, where $D$ is the number of parameters/weights characterizing $d(\cdot, \cdot; m)$.

Figure 1 provides the overall high-level schema of LD-ABCD, together with details of the operations performed by
Fig. 1 Overall schema of the LD-ABCD algorithm. Initially, several agents are generated and each of them performs a series of tasks, which are shown in detail for the first agent. At first a new PC is generated and it is used for building a weighted graph of the dataset $S$, then an RW is performed on it. The set of visited nodes is treated as a cluster, which is evaluated by the agent. If the cluster is accepted, then it will be saved along with the other clusters found so far; otherwise if it is rejected, the agent restarts the whole procedure from the selection of a new PC. Similar clusters are aggregated into the same meta-cluster and the procedure goes on until a given number of iterations is performed. When all agents terminate their search, the meta-clusters and their associated PCs are returned a single agent within the proposed system. Each agent $a_i$ uses a different PC $m_j^{(i)}$ for evaluating the dissimilarity between the elements in the input dataset $S = \{x_1, x_2, \ldots, x_n\} \subset \mathcal{X}$. The dataset is initially represented as a weighted complete undirected graph, $G_j = (\mathcal{V}, \mathcal{E}, w)$, where each edge $e_{kl} \in \mathcal{E}$ is characterized by a weight, $w(e_{kl}; m_j^{(i)}) \in [0, 1]$, which depends on the dissimilarity $d(x_k, x_l; m_j^{(i)})$ evaluated with the specific $m_j^{(i)}$. Each agent performs a Markovian RW (Lovász 1996) on the graph $G_j$, visiting a number of vertices (nodes) until a quantity called “energy” is not depleted.

The RW transition probabilities from one node to another are determined by the weights of the edges and hence depend on the parameter configuration associated with the agent. When an agent $a_i$, equipped with the PC $m_j^{(i)}$, runs out of energy, the vertices visited during the RW are interpreted as a cluster $c_h(m_j^{(i)}) \subset \mathcal{V}$ (or $c_{hj}$ to simplify the notation) found by the agent—which corresponds also to the subgraph $g_{hj}$. Therefore, each agent generates a single cluster at a time that is readily evaluated by the agent itself, which takes an autonomous decision on its acceptance. Since each agent generates the clusters independently from the others, the clusters returned by LD-ABCD may overlap (i.e., a given element can belong to more than one cluster) and, also, their union could not be equal to $S$; thus LD-ABCD does not generate a partition of the data (i.e., not all the elements in the data set will certainly belong to a cluster). During its lifetime, an agent performs several RWs on different versions of the same graph, which depends on the adopted PCs. Since for an agent it is possible to find similar clusters when using different PCs, these are progressively aggregated in prototypes called meta-clusters. The final output of the system is the list of discovered meta-clusters, which are returned along with the PCs used in the discovery of the set of clusters that they represent. The computation proceeds until a maximum number of iteration is reached, which is chosen by the user according to the available resources and the desired quality of the solution. In LD-ABCD, the number of agents is defined a priori by the user and it remains the same during the execution.

In the following, we provide the details about the tasks performed by a single agent during its lifetime. First, we discuss how the weighted graph is constructed over the input dataset (Sect. 2.1). Then we focus on the implementation of the RWs (Sect. 2.2) and the evaluation of the discovered clusters (Sect. 2.3). In Sect. 2.4, we describe how we manage the energy of an agent and the process of selection of the new PC.
2.1 Graph construction

Let us assume that an agent $a_i$ is equipped with the PC $m_j^{(i)}$, and let $\mathcal{S}$ be the dataset under analysis, with $n = |\mathcal{S}|$. The corresponding weighted graph $G_j = (\mathcal{V}, \mathcal{E}, w)$ is described by the vertices $\mathcal{V}$, each one representing an element in $\mathcal{S}$, and by the edges $\mathcal{E}$, which are weighted by computing $w(\cdot)$ as the exponential kernel:

$$w(e_{lk}; m_j^{(i)}) = \exp\left(-\tau_{\text{exp}} \cdot d(x_l, x_k; m_j^{(i)})\right).$$

(1)

The setting of the parameter $\tau_{\text{exp}} \geq 0$ is an important issue and it will be discussed later in Sect. 2.2. A weighted graph can be described by the $n \times n$-weighted adjacency matrix $A_j$, defined as:

$$A_j(l, k) = w(e_{lk}; m_j^{(i)}).$$

(2)

Since the vertex set is not affected by the specific PC, we keep the related data in a shared data structure, which is accessible by all agents. The edges, which instead can differ on the base of the specific PC, are stored locally by each agent, encoded in their weighted adjacency matrix.

2.2 Random walk for cluster search

To perform an RW on $G_j$ we need to define the so-called transition matrix (Lovász 1996), $M_j$, which is used by an agent to navigate among the vertices. $M_j$ is defined as follows,

$$M_j = D_j^{-1}A_j,$$

(3)

where $D_j$ is the (diagonal) degree matrix: $D_j(l, l) = \sum_{k=1}^{|\mathcal{V}|} A_j(l, k)$. An RW can be effectively characterized by exploiting the stationary distribution (SD) of the Markov process underlying the RW. The SD can be interpreted as the left eigenvector of $M_j$, associated to the largest eigenvalue, i.e., 1. Every complete and non-bipartite graph has a unique stationary distribution (Lovász 1996) corresponding to the degree distribution,

$$\pi_j(v_l) = \frac{D(l, l)}{2|\mathcal{E}|}, \quad \forall v_l \in \mathcal{V}.$$

(4)

We use the SD $\pi_j$ for selecting the starting vertex $v_l$ of an RW, since highly central vertices will have higher probability according to the SD. In this way, we let an agent start an RW from a dense region of the graph, rather than from a peripheral region in which it could be stuck or it could easily move to a vertex belonging to a different dense region (see Fig. 2).

A correct setting of $\tau_{\text{exp}}$ in Eq. (1) is crucial, since it affects the behavior of the RW performed by an agent. In fact, a higher value of $\tau_{\text{exp}}$ magnifies the edge weights between similar elements, making less likely the unwanted transitions to vertices connected by low weights (i.e., dissimilar elements). If we assign to $\tau_{\text{exp}}$ a value that is too high, the lower weights could be excessively magnified. In this case, an agent would repeatedly move on a very small set of vertices, instead of exploring a larger portion of the graph (i.e., transition probabilities become degenerate). On the other hand, assigning a too small value to $\tau_{\text{exp}}$ leads to the opposite situation, as it allows the agent to jump to different regions of the graph during the RW (i.e., transition probabilities become uniform).

As we process new datasets, different values of $\tau_{\text{exp}}$ must be determined for defining the transition matrix. In our experiments, we used an effective heuristic approach, that consists in generating a transition matrix for every value of $\tau_{\text{exp}}$ in the interval $[\tau_{\text{exp}}^{\text{min}}, \tau_{\text{exp}}^{\text{max}}]$, then performing a sufficiently high number of RWs using each matrix and evaluating the average quality and the dimension of the obtained clusters. Since the general trend is that the dimension of the cluster decreases as its quality increases (see Sect. 2.3 for the definition of cluster quality), the selected value must be a good trade-off between those two quantities. Of course, more accurate methods could be defined for estimating $\tau_{\text{exp}}$. However, since in our setting $d(\cdot, \cdot)$ may not be metric (and also not algebraic, i.e., which cannot be expressed in closed/analytic form), it is hard to find a strong relation among $\tau_{\text{exp}}$ and the transition probabilities.

2.3 Cluster quality evaluation

An agent $a_i$ generates a cluster $c_{ghj}$ during an RW performed on $G_j$ with the PC $m_j^{(i)}$, which consists in the set of vertices of the subgraph $g_{ghj}$ visited during the RW (see Fig. 2). In the following, we will refer equivalently to $g_{ghj}$ and $c_{ghj}$. Once a cluster $c_{ghj}$ is returned by an agent $a_i$, the cluster can be either accepted or rejected, depending on its quality. Intuitively, a cluster is considered to be good if it contains several elements, which are also very similar to each other according to the current PC, i.e., if it is a populated and compact cluster. A well-established measure used for evaluating the quality of a cluster associated to a subgraph of a larger graph is the conductance (Kannan et al. 2004), $\phi(c_{ghj})$, which quantifies how well knit is the subgraph internally and how many edges (with their associated weights) connected to vertices outside the cluster are cut. In terms of clustering, a subgraph with low conductance represents a compact and populated cluster, which is also well-separated from the remaining elements of the dataset. A straightforward method for evaluating the
quality of a cluster then consists in defining a function $CQ_1$ as follows:

$$CQ_1(c_{hj}) = 1 - \phi(c_{hj}).$$

A cluster $c_{hj}$ is, therefore, accepted if $CQ_1(c_{hj}) \geq \tau_{CQ}$, where $\tau_{CQ} \geq 0$ is a user-defined threshold.

However, directly using the conductance as a quality measure of clusters discovered in different datasets could be difficult to handle. In fact, the value of the conductance of a cluster depends also on the configuration of all the other elements in the dataset and thus it could fall within very diverse ranges, making the decisions and interpretations regarding its quality a difficult task. Additionally, since in our work we made no assumption on the employed dissimilarity measure used for comparing the data, it is not possible to express the variation of the conductance in closed-form as a function of the PC.

Fig. 2 RW example. Small dissimilarity values are represented with continuous lines, while the large ones with dashed lines. The probability of moving from one node to another is given by the transition matrix (3), which takes into account the magnitude of the dissimilarities. The current node is represented with dark gray color, while explored and unexplored nodes are represented, respectively, with light gray and white colors. The graph is fully connected but some edges are not shown for clarity. (a) The agent starts from node $B$, which is a central node in the graph selected using the SD $\pi$. b The agent uses the transition matrix $M$ for choosing the next node to visit. In this case, the node $A$ is selected with probability $P_{BA}$ as the next node in the walk. c The agent continues its walk moving from node $D$ to node $C$. d The resulting set of all the nodes visited by the agent during its walk.

For these reasons, we now introduce a new quantity for evaluating the quality of a cluster, which takes into account the properties of the whole graph constructed using a specific PC. In particular, we assert that the quality of a cluster $c_{hj}$ is proportional to the closeness of its conductance, $\phi(c_{hj})$, to the minimum conductance of the entire graph $G_j$ (or simply the conductance of $G_j$), denoted as $\Phi(G_j)$. The exact computation of $\Phi(G_j)$ is an NP-Hard problem (Kannan et al. 2004), and hence is not computationally feasible. As a consequence, in this paper we use an approximation for $\Phi(G_j)$, defined through a pair of real numbers, $lb(\Phi(G_j)), ub(\Phi(G_j))$, which represents, respectively, the lower and the upper bound of the interval that contains the actual value of $\Phi(G_j)$. These values can be computed exploiting the Cheeger’s inequality, by means of a procedure that is discussed in Appendix. We introduce a novel cluster quality function, $CQ_2$, defined as:
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CQ2(c_h_j) = 1 - \frac{\phi(c_h_j) - lb(\Phi(G_j))}{ub(\Phi(G_j)) - lb(\Phi(G_j))}, \quad (6)

From our experiments, we observed that the use of CQ2 rather than CQ1 characterizes much better the quality of the clusters in our multi-parameter setting. To explain this fact with greater detail, let us consider an example where the two aforementioned functions are used for evaluating the cluster quality in two different datasets of \(\mathbb{R}^2\) vectors depicted in Fig. 3. We decided to consider two different datasets because the evaluation of the conductance is strictly correlated not only to the cluster itself, but also to the whole dataset to which it belongs. In both datasets, we select two different subsets of vertices of the respective graph representations: the first one is associated with a well-defined cluster, while the second one is randomly determined, which accordingly induces a low-quality cluster. In Fig. 4a, b we plot the values assumed by CQ1 and CQ2 on the well-defined clusters, which are evaluated as a function of the PCs (in this case uniformly sampled in the parameters space \([0, 1]^2\)). Instead, in Fig. 4c, d we performed the same calculations for the randomly determined clusters. As it is possible to observe, the values assumed by CQ2 fall within similar ranges in the two datasets, allowing to use comparable threshold values (i.e., \(\tau_{CQ}\)) for evaluating good clusters in different datasets. Using the CQ2 rather than CQ1, we are also able to better discriminate those PCs that better characterize the clusters—for the first dataset, these are individuated along the bisecting line, while for the second one PCs close to the \([0, 1]\) setting are preferable. In fact CQ2, in correspondence of such PCs, assumes values that better evaluate the quality of clusters: random clusters are always highly penalized while well-formed clusters are better magnified.

To conclude, since CQ2 is normalized according to the conductance of the graph, we consider Eq. (6) as an absolute quality measure that can be used for comparing clusters generated by different agents using different PCs. The soundness of such an assumption will be demonstrated by the experiments. In the following of this paper we will always use CQ2 as the function used for evaluating the quality of a cluster and, for the sake of notation, we will refer to it simply as “CQ”.

2.4 Energy update and selection of new PCs

The RW of an agent \(a_i\) is terminated when its energy \(e_i\) reaches a value lower or equal than zero. There exists then a dependency between the length of the RW and the energy quantity, in particular with its initial value \(e_{\text{init}}\) and the way it is updated. If the agent visits new vertices the energy value is decremented by 1, if the vertex has been already visited the energy is instead decremented by 0.01. This is done to ensure that paths between visited nodes come to an end if no new nodes are visited after a certain number of steps. For what concerns \(e_{\text{init}}\), if the transition probabilities are well defined, it is unlikely that an agent will walk out of an existing cluster on the graph. For this reason, even with many iterations the result will be prevalently stable and so we assigned a high value to the starting energy proportional to the dimension of the dataset, in particular we set \(e_{\text{init}} = \frac{n}{2}, n\) being the size of the dataset. The subset of vertices that have been visited during the RW forms the resulting cluster, \(c_{h_j}\), whose quality is evaluated according to Eq. (6). If CQ(\(c_{h_j}\)) is greater or equal than the threshold \(\tau_{CQ}\), the cluster is added to the collection of good clusters discovered by the agents, along
Fig. 4 With this figure we provide an example to justify our choice about the function used for evaluating the quality of a cluster. In particular, we plot the profile of the cluster quality computed using $CQ_1$ (in blue) and by considering $CQ_2$ (in red) when varying the PCs (2 parameters). In a and b we plot the profiles associated to well-defined clusters in the two datasets in Fig. 3, while in c and d we plot the profiles of the cluster quality evaluated on some random points in the same datasets. $CQ_2$ shows a better discriminative power as it generally assumes a larger range of values w.r.t. $CQ_1$, hence allowing for a better separation of relevant PCs. Furthermore, if we consider a and c or b and d, it is possible to observe a more marked difference of the values associated to different clusters. In particular, if we use $CQ_2$ the difference of the values associated to good and bad clusters results to be higher w.r.t. the values obtained with $CQ_1$ (color figure online).

with the PC $m_j^{(i)}$ used by the agent to discover such cluster. Since it is likely that a dataset contains more than one cluster of elements which are similar w.r.t. the same PC, it is reasonable to assume that if a PC $m_j^{(i)}$ has led to the identification of a good cluster, it can be further exploited to discover additional good clusters. Then, when a cluster is accepted, the initial quantity of energy of the agent is restored, i.e., it is set to $e_i = e_{\text{init}}$, and a new RW starts on the same weighted graph, enabling an agent to explore a new unseen region of the graph. To do this, we set to zero the weights of the matrix $A_j$ associated to the vertices which have been already visited by $a_i$ in the previous RW using $m_j^{(i)}$. To this end, both $\pi_j$ and $M_j$ are modified: changing $\pi_j$ has the effect that the next RW starts from another dense region of the graph, while the modification of $M_j$ prevents the agent from reaching vertices which have already been included in an accepted cluster.

Otherwise if $CQ(ch_j)$ is not high enough, $ch_j$ is rejected and the agent selects a new PC, say $m_{\text{new}}$; also in this case the energy $e_i$ is set to the default starting value, $e_{\text{init}}$. This implies the recalculation of $A_{\text{new}}, M_{\text{new}},$ and hence of $\pi_{\text{new}},$ inducing a completely new RW characterized by a possibly different behavior. The new PC $m_{\text{new}}$ is selected by considering a uniform distribution over $M$.

In Sect. 3 we describe a variant of LD-ABCD that implements a different PC selection strategy, which is more suitable for scenarios where the core dissimilarity measure is characterized by many parameters.

2.5 Aggregation of clusters/PCs

As long as the execution of LD-ABCD proceeds, an agent might find very similar (or even equal) clusters using different PCs, in the sense that they may overlap significantly. If the same cluster $ch_j$ is identified using two different PCs, $m_a$ and $m_b$, we say that such PCs are equivalent w.r.t. $ch_j$, in the sense that $ch_j$ contains elements that are characterized similarly by considering either $m_a$ or $m_b$. This is an important qualitative information that describes the cluster in terms of the parameters of the dissimilarity measure used for discriminating the elements of the cluster from the rest of the
To group similar clusters, we merge into a single meta-cluster all such clusters whose intersection, in terms of contained elements, is sufficiently high. It is, therefore, necessary to define a dissimilarity measure among clusters: to do that, we represented each cluster \( c_{hj} \) with a Boolean vector, \( c_{hj} \in \{0, 1\}^p \), where each entry of the vector represents an index to an element in \( S \), in particular the \( t \)th entry \( c_{hj}(t) = 1 \) if the \( t \)th element of \( S \) is contained in \( c_{hj} \), while \( c_{hj}(t) = 0 \) otherwise. At this point, the dissimilarity among clusters is computed through the Hamming distance \( d_H(\cdot, \cdot) \), which evaluates the distance among the two Boolean vectors that represent the clusters. Two clusters \( c_1 \) and \( c_2 \) are considered similar if their Hamming distance \( d_H(c_1, c_2) \) is less or equal to \( \theta \). The parameter \( \theta \geq 0 \) represents the maximum percentage of elements that can be different in two clusters to be considered similar.

With \( \hat{C}_x \), we call the \( x \)th meta-cluster that represents a collection of clusters \( C_x \) sufficiently similar to each other w.r.t. the Hamming distance. The meta-cluster \( \hat{C}_x \) is composed of a Boolean vector \( \mu_x \), where the value of the \( t \)th component is equal to the most frequent value among all the \( t \)th components of the clusters in \( C_x \), and a list \( L_x \) that contains all PCs used for discovering the clusters in \( C_x \). Each PC \( m_j \) in \( L_x \) is associated to a CQ value, which is derived from the conductance of the subgraph \( g_x \) of the graph \( G_x \), where \( g_x \) is the subgraph represented by \( \mu_x \) and \( G_x \) is the graph associated to the PC \( m_j \). Such CQ values are ordered in descending order and they represent a “ranking” that as confirmed in our experiments (see Sects. 4.1.1, 4.1.2) reflects the grade at which each PC in \( L_x \) characterizes \( \hat{C}_x \).

Every time a cluster \( c_{hj} \) is discovered by an agent \( a_i \), using a metric \( m_j^{(i)} \), it is compared with all the Boolean vectors \( \mu_1, \ldots, \mu_K(t) \) of the \( K(t) \) meta-clusters existing at time \( t \), and it is assigned to the most similar meta-cluster, say \( \hat{C}_x \). Then \( c_{hj} \) is added to the set \( C_x \) and \( \mu_x \) is recomputed on such set. Then, the PC \( m_j^{(i)} \) is added to \( L_x \) and its CQ is evaluated on \( g_x \).

If no meta-cluster has been generated, or if the dissimilarity value to the most similar meta-cluster is above the threshold \( \theta \), a new meta-cluster \( \hat{C}_x \) is instantiated starting from \( c_{hj} \). In this case, \( \mu_x \) is initialized with \( c_{hj} \) and the metric \( m_j^{(i)} \) used for discovering \( c_{hj} \) is inserted in the list \( L_x \), which initially will be empty.

2.6 Analysis of computational complexity

In this section, we study the time and space complexity of LD-ABCD. For what concerns the space occupancy, the upper bound consists in storing the weighted adjacency matrix, \( A \), which each agent must use to represent the graph. The space required to store the matrix is \( O(n^2) \), where \( n = |S| \).

On the other hand, the time complexity strictly depends on the number of iterations performed by each agent during the random walk. The length of a typical RW is related to the energy \( e \) of the agent and on how this quantity is modified (which is affected by the experimental setting of the algorithm and by the intrinsic random nature of the RWs). The energy variation depends also on the nature of the dataset at hand, which makes a precise analysis difficult to perform. To give an estimation of the computational time complexity, we assume here that an agent performs in average \( T \) different steps during a typical RW.

The time complexity can be estimated as the composition of several costs. The operations performed by an agent can be divided into the following categories, which scale with the input data size in different ways:

- the PC initialization step, which includes the generation of the PC given the selected policy and the evaluation of the adjacency and transition matrices and the computation of the graph conductance bounds. Sampling a random PC has a cost that scales linearly with the number of parameters of the dissimilarity measure, and so it can be generally considered negligible w.r.t. the costs depending on dataset size. Building the adjacency and transition matrices has a cost of \( O(n^2 \cdot \delta) \), where \( \delta \) is the cost of the dissimilarity measure. Evaluating the bounds of the graph conductance, used for evaluating CQ [see Eq. (6)], has the same cost of computing the second eigenvalue of the adjacency matrix, which in our study it has been approximated with the power method described in Appendix. The power method complexity scales as \( O \left( \left( n + n^2 \right) \cdot \frac{\epsilon}{\epsilon^2} \cdot \log \frac{\epsilon}{\delta} \right) \), where \( \epsilon \) represents the precision of the approximation. We refer then to the time required for initialization step with \( t_{\text{init}} = O(n^2 \cdot (\delta + \log(n))) \);
- the random walk step, which consists in selecting a new node and updating the energy \( e \) of an agent, according to the variation of the conductance of the subgraph visited so far. While the energy updating procedure can be performed in a constant time, selecting the next node in the RW is an operation which involves analyzing all the elements of the row of the adjacency matrix relative to the current node, which scales as \( O(n) \). We then define the cost \( t_{\text{step}} = O(n) \);
- the cluster quality evaluation step consists in the evaluation of the cluster conductance, which is an operation that costs \( O(n^2) \), since all the edges of the (complete) graph must be considered—see Appendix. The estimated time required for performing this step is given by \( t_{\text{eval}} = O(n^2) \).
the cluster aggregation step that consists in updating the set of existing meta-clusters with the cluster that has been accepted by the agent. This operation consists in comparing the cluster with all the \( K(t) \) meta-clusters which have been generated so far at the time \( t \), using the hamming distance. The hamming distance is linear in the number of the elements, which is the size of the dataset \( n \), since each cluster is represented in the vectorial form described in Sect. 2.5. Note that the aggregation procedure occurs only when a cluster is accepted, i.e., when its quality is sufficiently high, so this cost sometimes is equal to zero.

We can then define \( t_{aggr} = O(K(t) \cdot n) \).

To summarize, the total time \( t_{tot} \) required by an agent to evaluate a PC \( m_{ij} \) can be expressed as:

\[
t_{tot} = t_{init} + T \cdot t_{step} + t_{eval} + t_{aggr} = O(n^2 \cdot (\delta + \log(n))) + T \cdot O(n) + \cdots + O(n^2) + O(K(t) \cdot n)
\]

Since the procedure must be repeated each time a new PC is considered, the total time required for executing the whole LD-ABCD system is \( M \cdot t_{tot} \), where \( M \) is the number of PCs evaluated (we remind the reader that the number of agents is fixed in our algorithmic setting).

3 LD-ABCD with exploration–exploitation agents

Since the PC space can be extremely large in the case of dissimilarity measures with many parameters, the technique used for searching PCs described in Sect. 2.4—uniform sampling—may result ineffective. In this section, we propose an alternative approach for exploring the PC space. The search method is inspired to the well-known Metropolis–Hastings algorithm (Metropolis et al. 1953), often employed in statistical physics. In this variation, the agents operate according to two different policies, which we named, respectively, exploration and exploitation. An agent that operates according to the exploration strategy is called “explorer”. The exploration strategy coincides with the uniform search described in Sect. 2.4 and it is meant to perform an exploratory, wide-range search in the PC space. An explorer randomly evaluates several different PCs. Every time an RPC is identified by an explorer, it is stored to a shared data structure to allow successive tentative improvements via the exploitation. Accordingly, an agent that implements the exploitation strategy, instead, is called “exploiter”. The objective of the exploiters consists in trying to improve the RPCs found so far by the explorers. An exploiter randomly selects one of the available RPCs, say \( m_{ij}^{(i)} \), along with its corresponding cluster \( c_{hj} \), and initiates a search in the PC space nearby \( m_{ij}^{(i)} \), given a suitable PCs similarity measure \( d_{PC}(\cdot, \cdot) \). This search strategy is meant to discover other PCs that yield a higher CQ (6) on the same cluster \( c_{hj} \). In fact, since it is reasonable to assume that agents with similar PCs are likely to perform similar RWs (and hence accept/reject similar clusters), we keep the cluster structure fixed (i.e., the patterns that it contains) and we just recompute its CQ using the new PCs. The fact that we recompute the CQ of the cluster without performing a new RW results in a significant improvement in terms of computational resources. The implementation of the similarity measure between PCs depends on the nature of the parameters (e.g., Hamming distance for binary configurations, Euclidean distance for real-valued parameters, etc.). If an exploiter is able to select a new PC \( \bar{m}_{ij}^{(i)} \) that yields a better CQ than \( m_{ij}^{(i)} \), this latter is deleted and it is replaced by \( \bar{m}_{ij}^{(i)} \).

Every agent can exclusively assume the role of the explorer or the exploiter (Fig. 5), modifying hence its search strategy accordingly. Before starting a new RW, an agent checks the current ratio of explorers and exploiters operating

![Fig. 5 Diagram of the exploration–exploitation procedure for selecting the new PC. The thick arrows represent the read/write operations performed by the agents on the shared data structure, highlighted in gray, containing the discovered clusters and PCs](image-url)
in the system. If the ratio is above a user-defined threshold, $0 < \tau_{\text{EXP}} \leq 1$, and at least one RPC has been already discovered by an explorer, the agent adopts the exploitation policy, otherwise it behaves as an explorer. The factor $\tau_{\text{EXP}}$ controls the balance between the diversity and the accuracy of the returned RPCs and can be tuned according to the available computational resources and the particular problem at hand. The exploration–exploitation version of LD-ABCD herein discussed is designed to be able to perform a more targeted search on large PC spaces. This results, in general, in a faster convergence of the whole algorithm, with a faster discovery of the high-quality clusters and related PCs present in the data—we will provide experimental evidence of this claim later in Sect. 4.1.3. Finally, the herein presented exploration–exploitation variant is characterized by the same computational costs described in Sect. 2.6, as the operations for the explorers and exploiters are asymptotically the same.

4 Experiments

In this section, we present and discuss different typologies of experiments performed to assess the performances of LD-ABCD. First, in Sect. 4.1 we present three tests on synthetic datasets, whose purpose is to highlight the features of the algorithm and to demonstrate its effectiveness. In Sect. 4.2 we face two different kind of problems, processing some well-known benchmarking datasets to compare the capabilities of our system with other state-of-the-art algorithms. Notably, in Sect. 4.2.1 we compare LD-ABCD with other graph-based algorithms, while in Sect. 4.2.2 we evaluate the performances w.r.t. a well-known subspace search method on suitable problems of classification.

As stressed throughout the paper, our approach is dissimilarity based. Therefore, LD-ABCD is able to process virtually any input data type (e.g., graphs, sequences and so on). However, for the sake of simplicity and for an easier interpretation of the results, we decided to test only datasets of real-valued vectors (features); extensions to other settings are straightforward. The adopted dissimilarity measure is the weighted Euclidean distance; each $D_j$ is a vector in $[0, 1]^D$, where $D$ is the dimensionality of the data at hand. Our algorithm depends on a number of parameters and thresholds: $\tau_{\text{EXP}}$, $\tau_{\text{CQ}}$, $\theta$, and the maximum number of allowed iterations. In Sect. 2.2, we described a heuristic method to estimate $\tau_{\text{EXP}}$ that selects the value which generates clusters with a CQ value averagely high. The median CQ value can moreover be used to infer a suitable threshold $\tau_{\text{CQ}}$. In most of cases the chosen value is slightly higher than the measured average CQ. For what concerns $\theta$, we set it so that two clusters are merged together in the same meta-cluster if they both share at least 90% of their elements. Finally, increasing the maximum number of iterations allows the potential discovery of more clusters and PCs, to the detriment of computational time. In our experiments, with 1000 iterations we were able to discover a high number of meta-clusters having associated many equivalent PCs, while keeping the computational time under a reasonable threshold.

4.1 Tests on synthetic datasets

In this section, we report three different tests on synthetic datasets. The first, described in Sect. 4.1.1 underlines the capability of our system to discover relevant information in noisy datasets. Notably, the identification of relevant clusters, together with the PCs used for discovering such clusters, provides a semantic characterization and a high-level description of the data. The second test in Sect. 4.1.2 demonstrates the capability of LD-ABCD to discover multiple PCs which characterize individual clusters, defining then a relation among the features considered by each PCs in the data contained in the cluster. Finally, in Sect. 4.1.3 we discuss the results obtained using the exploration–exploitation technique described in Sect. 3 to speed up the selection of RPCs.

4.1.1 Discovering relevant PCs

In this test we identify a collection of meta-clusters (see Sect. 2.5) associated with the list $\mathcal{L}$ of the equivalent PCs that have been used in the process of cluster discovery. We order the PCs in $\mathcal{L}$ according to their CQ (see Sect. 2.3) evaluated on the resulting meta-cluster. Since by definition each cluster of the considered dataset is characterized by its own specific PC, we expect (i) to retrieve the correct PC and (ii) that the PC associated to the highest CQ is the one that better characterizes the cluster.

To demonstrate the capabilities of LD-ABCD, we have generated a dataset in $\mathbb{R}^4$, which contains 4 different clusters $c_1$, $c_2$, $c_3$, and $c_4$. The vectors forming each cluster are characterized by values drawn from a tensor product of a three-dimensional Gaussian distribution with spherical covariance matrix and unidimensional uniform distribution, which plays the role of the noise. For each of the 4 clusters, we select a specific dimension to add the values that come from a uniform distribution. Specifically, referring with $x[n]$ as the $n$th component of the vectors of the dataset, we insert the values drawn from the uniform distribution in $x[1]$ relatively to the patterns of $c_1$, in $x[2]$ for the patterns of $c_2$, in $x[3]$ for the patterns of $c_3$, and finally in $x[4]$ for the patterns of $c_4$.

In Fig. 6 we show the first three components of the considered patterns, omitting the 4th component, $x[4]$. As it is possible to observe from the figure, although the clusters are characterized by a narrow variance on a specific dimension,
they are clearly well separated. While the clusters $c_1$, $c_2$, and $c_3$ (plotted with blue dots) have the component containing the noise in one of the three displayed dimensions (respectively, on $x[1]$, $x[2]$, and $x[3]$), $c_4$ (plotted with red dots) has all the components with values drawn from the Gaussian distribution in $\mathbb{R}^3$ and the component containing the noise is $x[4]$. Note that the values of $x[4]$ for the blue clusters are drawn from a Gaussian distribution instead. We execute LD-ABCD using Boolean PCs only ($m_j$ are Boolean vectors), for a fixed number of iterations. As expected, LD-ABCD discovered four different meta-clusters $\hat{c}_i$, $\hat{c}_{ii}$, $\hat{c}_{iii}$, and $\hat{c}_{iv}$. In Table 1 we report the PC with higher CQ found for each meta-cluster and the relative CQ value.

As it is possible to observe, the PCs that have been found showing the highest CQ values are those that assign 1 in each cluster in correspondence of the components drawn from the Gaussian distribution (i.e., the signal), and 0 to the component drawn from uniform distribution (i.e., the noise). This demonstrates that LD-ABCD is able to discover the local structure of the relevant clusters in the dataset, identifying also the specific PC that allows such structures to emerge.

In our experiment, we reported for each cluster the first PC in the list $\mathcal{L}$ of equivalent PCs, that is the one with the highest CQ value, and thus the one that better characterizes the cluster. Such PCs are reported in Table 1. Notice that for this test the threshold $r_{CQ}$ can be set to an arbitrarily low value, because we are considering only the first PC (in terms of CQ) in $\mathcal{L}$ and ignoring the others.

### 4.1.2 Identification of equivalent PCs

In Sect. 2.5 we have introduced the concept of equivalent PCs which are associated to each meta-cluster. Such PCs are collected in the structure $\mathcal{L}$ associated to each meta-cluster in $\hat{\mathcal{C}}$. Each PC in $\mathcal{L}$ is characterized by a specific CQ value: the higher the CQ, the better the PC characterizes the meta-cluster. If a meta-cluster is associated with a set of PCs that are characterized by high and similar CQ values, we interpret them as equivalent, in the sense that they can be used interchangeably to suitably identify and locally characterize a cluster. Furthermore, we can identify relations among the parameters w.r.t. the dataset at hand.

To show this process and make it easily understandable, we have used a synthetic dataset in $[0, 1]^4$ that contains four different clusters—see Fig. 7 for an illustration. Each cluster contains data points which are very compact in two dimensions, while having uncorrelated values in the other two dimensions. More precisely, the projection of the cluster on the hyperplane formed by the first two dimensions is normally distributed with narrow variance around the center. This means that the first cluster is defined by the vectors whose first two components are extracted from two Gaussian distributions, $G_A$ and $G_B$; the second cluster is formed by vectors whose third and fourth components are drawn from the distributions $G_E$ and $G_F$, and so on. On the remaining dimensions, the vectors contain values which are drawn from a mixture of different Gaussian distributions (each one belonging to a different cluster) or noise. Since we wanted to keep the data in each cluster sufficiently isolated from the others, we drew the noise values by a random sampling considering a domain obtained by subtracting from $[0, 1]^4$ a suitable neighborhood of all the clusters.

In this sense, each cluster can be identified by PCs which assign high weights to any of the two signal components (or both), and a low weight to the others. For example, if we consider Boolean PCs, the cluster which contains vectors of the type $[A, B, \sim, \sim]$, where $\sim$ denotes either a signal different from $A$ and $B$ or a noisy component, can be identified by the following equivalent PCs: $\{1, 1, 0, 0\}$, $\{0, 1, 0, 0\}$, and $\{1, 0, 0, 0\}$.

In the herein presented experiment, we have generated a dataset of the form described above, which is exemplified in Fig. 7. Such a dataset contains 300 vectors in $[0, 1]^4$.

![Fig. 6](image-url) First three dimensions of the dataset characterized by four clusters in $[0, 1]^4$. Every cluster contains vectors with a component whose values are drawn from a uniform distribution, which plays the role of a noisy component. The blue clusters have that component in one of the displayed dimensions, while the 4th dimension of the red cluster is the one containing the noise (color figure online)

| Meta-cluster | PC | CQ      |
|--------------|----|---------|
| $\hat{c}_i$  | $\{x[1], x[2], x[3], x[4]\} = \{0, 1, 1, 1\}$ | 0.9247  |
| $\hat{c}_{ii}$ | $\{x[1], x[2], x[3], x[4]\} = \{1, 0, 1, 1\}$ | 0.9442  |
| $\hat{c}_{iii}$ | $\{x[1], x[2], x[3], x[4]\} = \{1, 1, 0, 1\}$ | 0.9181  |
| $\hat{c}_{iv}$ | $\{x[1], x[2], x[3], x[4]\} = \{1, 1, 1, 0\}$ | 0.9475  |
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Given a PC which is returned by an explorer, the exploiter randomly switches a parameter of the exploited PC equal to 1 from the original selected PC. This means that an exploiter generates similar PCs that have a hamming distance as a function of time (i.e., algorithm iterations).

By definition, the MCQ ranges from \( \tau \) to 1, which it intersects the most and the related cardinality of the intersection expressed in percentage as a function of time (i.e., algorithm iterations). Of course, after a short initial transient a higher MCQ value, at every given time step, indicates a faster identification of the RPCs. The generated dataset lies in a 30-dimensional space and it is characterized by ten well-separated clusters. The PC space consists of binary vectors of 30 parameters, so there are \( 2^{30} - 1 \) possible PCs (the all zeros configuration is never considered). We defined the Hamming distance as the dissimilarity measure \( d_{PC}(\cdot, \cdot) \) used for comparing different PCs (see Sect. 3). Given a PC which is returned by an explorer, the exploiters generate similar PCs that have a hamming distance equal to 1 from the original selected PC. This means that an exploiter randomly switches a parameter of the exploited PC to obtain the new candidate PC to be tested.

Figure 8 shows a plot of the MCQ obtained by both search methods, the uniform and the exploration–exploitation search, as a function of time. The exploration-exploitation setting has been run with the ratio \( r_{EXPL} = 3/4 \) over a total of 4 agents, i.e., 3 explorers and 1 exploiter. Such results are intended as the average of five different runs considered for each method, executed by changing the random seeds. As it is possible to observe, the MCQ obtained with the exploration–exploitation strategy rapidly assumes higher values w.r.t. those of the uniform search approach, and this behavior is preserved until convergence.

Please note that we are not reporting the results obtained by applying the exploration–exploitation strategy on the experiments described in the previous sections, since there are no significant variations worth discussing; in those problems the number of parameters of the dissimilarity measure was limited (less than 10 generally) and the improvement on the performance using the exploration–exploitation strategy can be better appreciated on high-dimensional parameter spaces.

### 4.2 Tests on Real Datasets

In this section, we applied our algorithm in two different kind of problems on real datasets, to compare our system with other existing algorithms which share some important features and fields of application with the LD-ABCD system. In Sect. 4.2.1, we compare the quality of the clusters identified by our system with the ones found by other graph-based clustering algorithms, on the basis of the uniformity of the class labels of the patterns contained within a single cluster. The second experiment (Sect. 4.2.2) consists in identifying the cluster that better represents the entire class. Successively, the PC associated to such a cluster is used for training a dissimilarity-based classifier which aims to correctly accepting/rejecting test patterns.

We have processed five different real-world classification datasets from the UCI Machine Learning Repository (Bache and Lichman 2013), which are Wine, Breast Cancer, Iris, SPECTF Heart, and E-Coli.

#### 4.2.1 Evaluating the purity of the RWs

As we described in Sect. 2.3, LD-ABCD uses the CQ [Eq. (6)]—a criterion based only on the evaluation of the conductance—for accepting or rejecting the clusters identified during the RWs. In the following experiments, we...
demonstrate the reliability of our (unsupervised) cluster acceptance criterion using the supervised information of the class labels. In this test, the PCs are defined as real-valued numbers.

We provide a comparison with the MARW algorithm (Alamgir and von Luxburg 2010) and two other algorithms therein considered, which are Nibble (Spielman and Teng 2013) and AprPageRank (Andersen et al. 2006) (in the following shortened as N and APR), relatively to the first two datasets (Wine and Breast Cancer). MARW is an agent-based and RW-based clustering algorithm. Agents perform the RW on the same graph together, with the constraint of having a (geodesic) distance of at most $l$ from each other. This corresponds to decreasing the chance that the multi-agent RW “mistakenly” merges two different clusters (low transition probabilities are easily zeroed). To make results comparable, we adopted the same performance measure described in Alamgir and von Luxburg (2010) for evaluating the purity of a cluster. The purity is the percentage of vertices visited during the RW that has the same class label of the starting vertex. Let $v_s$ be the starting vertex, $l(v)$ the true label value of $v$, and $c_h$ the accepted cluster made of vertices visited during an RW. The cluster purity (CP) is defined as:

$$r = \frac{|\{v \mid l(v) = l(v_s)\}|}{|c_h|}.$$  

In LD-ABCD, the starting node, $v_s$, is selected from the SD, $\pi$ (see Sect. 2.2). Hence, $v_s$ is selected from a central part of the graph, making its class label a reliable estimation of the class of the cluster to which $v_s$ effectively belongs.

For each processed dataset, we identify $K$ meta-clusters and their associated collection of equivalent PCs (see Sect. 2.5). From each meta-cluster, we chose the PC that has generated the cluster with the highest CQ and then we check its CP (7). We use the average value of those $K$ CPs as the performance index on the whole dataset (we report the standard deviations). The results obtained by our system are reported in Table 4, along with the results found by the other algorithms for what concerns the first two datasets.

In addition to this numerical comparison, in the following we briefly discuss the behavior of LD-ABCD in each dataset, to provide a more complete overview of its functioning. Since there is no pre-processing on the considered data, we decided to show a principal component analysis (PCA), which we use only for facilitating the comprehension of the following discussion (see Fig. 9).

**Wine** In this dataset, LD-ABCD was able to identify three different meta-clusters that correctly cover the three classes of the dataset. Each meta-cluster contains only patterns belonging to a single class and thus the CP associated to the PC with the highest CQ is 1 in every meta-cluster. According to MARW (Alamgir and von Luxburg 2010), we stopped the RWs as soon as a given number $z$ of different vertices are visited. The value of $z$ is selected proportional to the smallest class in the dataset at hand.

**Breast Cancer** This dataset contains two different classes of patterns which are characterized by a very different distribution, as we can see from the related PCA in Fig. 9. The elements of the first class are very similar and they occupy a compact portion of the space, while the others are spread on a less dense region. On this dataset our algorithm returned only one meta-cluster containing patterns belonging exclusively to the first class and thus the resulting average CP is 1. If at a first sight the absence in the output of a meta-cluster representing the second class may look as a failure, this behavior is perfectly aligned with the design of LD-ABCD, which tries to identify only the most compact and separated clusters in the dataset. From the point of view of clustering, in this dataset there is only one well-defined cluster (the one represented with yellow triangles). In fact, every time an agent tries to evaluate a cluster over the elements of the class represented with red dots, it systematically rejects those clusters because the related CQ is too low (they are highly conductive).

**Iris** For this dataset we have performed two different runs. In the first one, we have kept the threshold $\tau_{CQ}$ to the standard value (0.9) used in all other experiments, while in the second run we have lowered it to 0.5. In this way we allowed the algorithm to return more clusters, since the ones with a lower CQ are accepted. In the first test, only one meta-cluster is returned that contains points from the most isolated region

| Datasets | CP results on the considered UCI datasets |
|----------|------------------------------------------|
| Name (40) | Size | Dims | Classes | $N$ | APR | MARW $a = 3$ | MARW $a = 4$ | LD-ABCD |
| Wine (40) | 178 | 13 | 3 | 82.31 | 86.80 | 88.02 | 91.76 | 100.0 ± 0.000 |
| Breast cancer (160) | 683 | 9 | 2 | 93.26 | 94.66 | 94.37 | 96.02 | 100.0 ± 0.000 |
| Iris (40) | 150 | 4 | 3 | – | – | – | – | 76.00 ± 0.120 |
| E-Coli (50) | 336 | 8 | 8 | – | – | – | – | 91.00 ± 0.231 |

In parentheses we show the number of distinct vertices required to stop the RWs.
Fig. 9 First two components of the PCA of the considered UCI datasets. We use different colors and shapes for each class in the dataset (color figure online).

(see the PCA in Fig. 9). The CP obtained in this first run is equal to 1.

In the second run, instead, three different meta-clusters are returned. The first one contains again elements of the most isolated class and its CP is equal to 1, while the other two meta-clusters represent the two remaining classes and their CP is lower. In fact they are not well separated and the agent during a random walk switch between elements belonging to these two different classes, decreasing the CP of the resulting clusters. Also the CQ of those two clusters is significantly low since the agent moves freely on a larger portion of the graph, returning then a subgraph characterized by a higher conductance. The CP associated to the PC with the highest CQ of those two clusters is, respectively, 0.6 and 0.67, making the total CP obtained on the dataset equal to 0.76.

E-Coli Notwithstanding the dataset contains 8 different classes, the number of the resulting meta-clusters is 3 and they are mainly populated by patterns belonging to the largest classes of the dataset. In fact, the number of elements in the 5 remaining classes is remarkably lower, and they have been partially aggregated in the clusters representing the 3 principal classes. For this reason, the CP obtained on this dataset is not 1, even if it still maintains a good score; the best PC of the 3 clusters have the following CP: 0.96, 0.93 and 0.84, making the average CP of the whole dataset 0.91.

4.2.2 Classification using subspaces

When data are represented with sectioned vectors (Komorowski and Zytkow 1997) and the parameters of the dissimilarity measure represent the importance of each single feature, the task performed by LD-ABCD in tuning the PC corresponds to the selection of relevant features for each cluster and can be straightforwardly associated to the problem of subspace clustering. Among all the subspace clustering algorithms, we selected PROCLUS (Aggarwal et al. 1999), which was one of the first algorithms implementing the top-down approach (Parsons et al. 2004).

PROCLUS consists in three different steps called initialization, iteration, and cluster refinement, during which the clustering is iteratively improved. In the initialization, PROCLUS selects with a greedy strategy a set \( \mathcal{M} \) of candidates, called medoids, for the cluster representatives in the original
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input space. The iteration phase selects a random set of $k$ medoids from $\mathcal{M}$ and for each medoid the algorithm considers a neighborhood and the set of dimensions along which the distances of the elements in the neighborhood are small. The total number of dimensions associated to medoids must be proportional to $l$, an input parameter selected by the user. Successively, all the elements of the dataset are assigned to their closest medoid, using a dissimilarity measure which considers for each medoid only the associated dimensions. At the end of each iteration bad medoids are replaced with new ones. Successively, the clustering quality is checked to assess improvements. The refinement phase computes new dimensions for each medoid based on the clusters formed (rather than on the neighborhood) and then reassigns points to medoids, removing outliers. One of the main drawbacks of the algorithm is its strong dependence on the parameters $k$ and $l$ which, in many cases, can be hard to be set in advance, since it requires an adequate knowledge of the problem and the dataset. Additionally, since the average number of dimensions is given, the subspaces for each cluster will be composed of similar dimensions. The output of PROCLUS is then a set of $k$ disjoint clusters with the associated relevant dimensions and an additional set of outliers:

$$\{\langle c_1, d_1 \rangle, \ldots, \langle c_k, d_k \rangle, \text{outliers} \}.$$ 

If the parameters of the dissimilarity measure are binary weights, $\{0, 1\}$, which are in charge of considering or not the relative feature in the dissimilarity computation, the dimensions returned by PROCLUS coincide with the PC of LD-ABCD.

To test our algorithm we have designed the following experiment. We run both LD-ABCD and PROCLUS on a dataset for classification with $K$ classes to obtain a collection of clusters. In particular, the result of PROCLUS is a partition of the dataset and a set of outliers, while the output returned by LD-ABCD is the set of meta-clusters. For each class $\gamma_i$ in the dataset, we initially find the meta-cluster $c_j$ that better represents such a class, according to the score function $s(c_j, \gamma_i)$ defined as follows:

$$s(c_j, \gamma_i) = \frac{|\{v(j) \mid l(v(j)) = \gamma_i\}|}{|\{v(j) \mid l(v(j)) \neq \gamma_i\}|} \cdot |c_j|, \quad (8)$$

where $v(j)$ is an element of cluster $c_j$ and its class is given by the value of the function $l(\cdot)$. Once the two clusters $c_{\text{best}}$ and $c_{\text{best}}^i$ have been identified as representatives for the class $\gamma_i$ among the clusters, respectively, returned by PROCLUS and LD-ABCD, we retrieve their associated dissimilarity configurations $m_{\text{best}}^p$ and $m_{\text{best}}^i$. For what concerns PROCLUS, $m_{\text{best}}^p$ is the set of the relevant dimensions of the cluster $c_{\text{best}}^p$, while in LD-ABCD $m_{\text{best}}^i$ is the PC with the highest CQ among the ones associated to $c_{\text{best}}^i$. Then, for each class $\gamma_i$ we train a specific classifier using the dissimilarity measure configured with the parameters retrieved by the two algorithms. Such classifier is designed to discern all the elements of class $\gamma_i$ from the remaining elements of the dataset. The classification is performed using a k-NN classifier (with $k = 7$) adopting the leave-one-out policy: $n - 1$ patterns are considered for training and the remaining one is classified simultaneously by the K classifiers. The procedure is repeated $n$ times (to effectively test all patterns in the original dataset) and $K$ confusion matrices are returned as output, each one relative to a specific classification problem. Due to the stochastic nature of the results of both PROCLUS and LD-ABCD, such a procedure is repeated 10 different times. In Table 5 we report the classification results, described by five different indicators, which are the True-Positive Rate (TPR), False-Positive Rate (FPR), Accuracy (ACC), F-score (F1), and Matthews Correlation Coefficient (MCC). Those indicators are extracted from the confusion matrix and we reported their average value and their variance computed on 10 different runs.

As we can observe from the results, the performances obtained using the dissimilarity configured using LD-ABCD are very similar and in many cases better than the ones shown by PROCLUS. This confirms the effectiveness of our method when applied in a subspace-clustering context. The only case in which LD-ABCD performs poorly is on the Breast Cancer dataset. Like in the previous test in Sect. 4.2.1, LD-ABCD identifies correctly only one cluster in this dataset. In fact, the two classes are characterized by a very different distribution and consequently patterns belonging to the class characterized by a low-density cluster are rarely visited by the agents performing RWs. However, this behavior is expected, given the design of LD-ABCD.

However, our algorithm, w.r.t. PROCLUS, offers an important advantage. In fact, as stated previously, PROCLUS depends on the two critical parameters, $k$ and $l$, which are in general unknown. For setting them, in our experiments we tried all the possible combinations of $l$ in $2, \ldots, D$, where $D$ is the maximum number of dimensions, and $k \in \{K - 1, K, K + 1\}$, being $K$ the correct number of classes. Then we executed the algorithm 10 times with each instance of $\langle k, l \rangle$ and we evaluated the average purity of the clusters obtained and the number of outliers. We then select the configuration $\langle k^*, l^* \rangle$ which obtained a good average purity and a low number of outliers. We can then claim that PROCLUS requires a priori knowledge for tuning such parameters, which in this case were the class labels, while LD-ABCD can rely exclusively on the CQ that operates in an unsupervised way.

To provide an additional evidence of the reliability of the CQ as an effective measure to identify the discriminating fea-
that is, the representation of the data in the dimensions of the principal component space. In this representation, which we call WinePCA, the dimensions of the data are ordered according to the data covariance, implying that the first two components of the pattern vectors are the most discriminat-

For each class, we configured the dissimilarity measure according to the PC associated to the cluster which better represents each class. We reported the results obtained using the most representative PC found by LD-ABCD and the one found by PROCLUS.

| Class | TPR | FPR | ACC | F1 | MCC |
|-------|-----|-----|-----|----|-----|
| Wine  |     |     |     |    |     |
| Proclus | 1  | 91.6 ± 1.7 | 0.3 ± 0.8 | 94.3 ± 1.1 | 95.5 ± 0.9 | 88.2 ± 2.2 |
| 2     | 99.6 ± 0.8 | 6.4 ± 2.7 | 97.2 ± 0.8 | 97.7 ± 0.6 | 94.2 ± 1.6 |
| 3     | 96.7 ± 0.8 | 0.0 ± 0.0 | 97.6 ± 0.6 | 98.3 ± 0.4 | 94.3 ± 1.4 |
| LD-ABCD | 1  | 98.7 ± 0.7 | 1.3 ± 0.7 | 98.9 ± 0.4 | 99.2 ± 0.3 | 97.7 ± 1.0 |
| 2     | 1.0 ± 0.0 | 9.2 ± 4.6 | 96.2 ± 1.8 | 97.0 ± 1.4 | 92.4 ± 3.6 |
| 3     | 97.8 ± 1.0 | 0.0 ± 0.0 | 98.4 ± 0.7 | 98.9 ± 0.5 | 96.2 ± 1.7 |
| Iris  |     |     |     |    |     |
| Proclus | 1  | 1.0 ± 0.0 | 0.0 ± 0.0 | 1.0 ± 0.0 | 1.0 ± 0.0 | 1.0 ± 0.0 |
| 2     | 95.6 ± 0.5 | 5.6 ± 0.9 | 95.2 ± 0.3 | 96.3 ± 0.2 | 89.3 ± 0.6 |
| 3     | 97.4 ± 0.5 | 9.2 ± 1.0 | 95.2 ± 0.3 | 96.4 ± 0.2 | 89.1 ± 0.6 |
| LD-ABCD | 1  | 1.0 ± 0.0 | 0.0 ± 0.0 | 1.0 ± 0.0 | 1.0 ± 0.0 | 1.0 ± 0.0 |
| 2     | 96.6 ± 0.8 | 4.0 ± 0.0 | 96.4 ± 0.5 | 97.2 ± 0.4 | 92.0 ± 1.2 |
| 3     | 96.4 ± 1.3 | 9.6 ± 0.8 | 94.4 ± 0.5 | 95.8 ± 0.4 | 87.3 ± 1.2 |
| Spectf |     |     |     |    |     |
| Proclus | 1  | 92.4 ± 1.5 | 90.4 ± 4.6 | 75.4 ± 0.8 | 85.6 ± 0.5 | 2.8 ± 5.7 |
| 2     | 9.8 ± 4.6 | 7.6 ± 1.5 | 75.4 ± 0.8 | 13.8 ± 6.2 | 2.8 ± 5.7 |
| LD-ABCD | 1  | 84.6 ± 2.3 | 60.7 ± 5.2 | 75.3 ± 2.4 | 84.5 ± 1.6 | 24.1 ± 6.4 |
| 2     | 37.8 ± 4.5 | 14.0 ± 1.4 | 76.1 ± 1.0 | 39.4 ± 3.3 | 24.6 ± 3.6 |
| Breast |     |     |     |    |     |
| Proclus | 1  | 94.1 ± 1.0 | 2.8 ± 0.2 | 96.1 ± 0.4 | 94.4 ± 0.6 | 91.4 ± 0.9 |
| 2     | 97.0 ± 0.1 | 0.0 ± 1.4 | 96.4 ± 0.5 | 97.3 ± 0.4 | 92.1 ± 1.2 |
| LD-ABCD | 1  | 95.0 ± 1.0 | 3.3 ± 0.6 | 95.9 ± 0.6 | 94.1 ± 0.8 | 91.0 ± 1.2 |
| 2     | 93.0 ± 0.7 | 7.3 ± 2.2 | 92.8 ± 4.8 | 94.3 ± 4.0 | 84.8 ± 9.3 |
| E-coli |     |     |     |    |     |
| Proclus | 1  | 94.9 ± 0.8 | 3.6 ± 0.7 | 95.5 ± 0.8 | 96.0 ± 0.7 | 90.9 ± 1.6 |
| 2     | 90.2 ± 2.4 | 28.8 ± 2.3 | 85.9 ± 2.4 | 90.8 ± 1.6 | 60.7 ± 6.0 |
| 3     | 99.0 ± 0.8 | 66.0 ± 46.5 | 95.1 ± 3.6 | 97.5 ± 1.8 | 34.8 ± 51.9 |
| 4     | 95.0 ± 1.5 | 19.6 ± 8.4 | 92.7 ± 2.6 | 95.6 ± 1.5 | 73.1 ± 9.6 |
| 5     | 1.0 ± 0.0 | 1.0 ± 0.0 | 99.8 ± 0.2 | 99.9 ± 0.1 | 98.7 ± 0.3 |
| 6     | 1.0 ± 0.0 | 1.0 ± 0.0 | 99.4 ± 0.1 | 99.7 ± 0.0 | 99.1 ± 0.2 |
| 7     | 95.1 ± 0.3 | 73.7 ± 20.4 | 87.9 ± 2.3 | 93.4 ± 1.2 | 23.9 ± 19.3 |
| 8     | 99.5 ± 0.6 | 19.3 ± 31.7 | 99.1 ± 0.8 | 99.5 ± 0.4 | 62.3 ± 19.3 |
| LD-ABCD | 1  | 95.8 ± 0.3 | 2.6 ± 1.3 | 95.5 ± 0.8 | 96.0 ± 0.7 | 90.9 ± 1.6 |
| 2     | 89.6 ± 1.5 | 27.5 ± 2.3 | 85.6 ± 1.7 | 90.5 ± 1.1 | 60.5 ± 4.3 |
| 3     | 99.2 ± 0.1 | 42.2 ± 2.7 | 96.8 ± 0.1 | 98.3 ± 0.0 | 67.8 ± 1.4 |
| 4     | 95.9 ± 1.2 | 26.1 ± 1.7 | 92.5 ± 0.7 | 95.5 ± 0.5 | 71.0 ± 1.9 |
| 5     | 1.0 ± 0.0 | 1.0 ± 0.0 | 99.4 ± 0.0 | 99.7 ± 0.0 | 99.3 ± 0.2 |
| 6     | 1.0 ± 0.0 | 1.0 ± 0.0 | 99.4 ± 0.0 | 99.7 ± 0.0 | 99.4 ± 0.1 |
| 7     | 95.6 ± 0.5 | 47.4 ± 4.3 | 91.1 ± 0.9 | 95.0 ± 0.5 | 90.4 ± 5.0 |
| 8     | 98.8 ± 0.3 | 12.0 ± 26.8 | 98.7 ± 0.5 | 99.3 ± 0.2 | 67.6 ± 18.7 |

In the dataset, we monitored how the weights associated to such features in the PCs are selected. To this end, we applied a principal component analysis (PCA) on Wine and we considered our dataset to be the principal component scores, that is, the representation of the data in the dimensions of...
The PCs found and we order them according to their CQ.

Successively, we studied how each value of the \( i \)th component PC\((i) \) changes with decreasing CQ. Since high CQ values correspond to PCs that better distinguish the relevant dimensions in the data, we expect that PCs with high CQ, select the first dimensions as relevant more often than the PCs that come after in the ordering. In other words, the first components’ PC\((i) \), which in Wine_{PCA} are associated to the most discriminative dimensions, should be set equal to 1 more often in the first PCs rather than in the latter.

For verifying this trend with a visual representation, in Fig. 10 we reported a moving average of the value of each component PC\((i) \) as a function of the decreasing CQ value. Notice that while each PC\((i) \in \{0, 1\} \), each value on the Y-axis in Fig. 10 is the average value assumed by PC\((i) \) in a set of “neighbouring” PCs with similar CQ rank value. As we can see the first two components PC\((1) \) and PC\((2) \) (depicted in red and blue in the image) are selected very often in the PCs with high CQ values and their selection frequency drastically decreases as the CQ decreases. We note also that the remaining components (depicted in the image with black lines) of the PC are always selected with the same frequency and they do not influence the results, since they are referring to features which are much less important for discriminating the patterns.

This proves the effectiveness of the CQ as a measurement for evaluating PC which select features which are discriminative in the problem at hand.

5 Conclusions

In this paper, we have proposed a dissimilarity-based multi-agent system, LD-ABCD, capable of discovering relevant clusters in a dataset, whose elements are grouped according to different but possibly equivalent configurations (instances of parameter values) of the dissimilarity measure. Agents in LD-ABCD perform multiple and independent random walks over the dataset represented as a weighted graph. Accordingly, each agent discovers and takes decisions independently over one cluster at a time. The multiple parameter configurations highlight the characteristics of patterns within a cluster that are considered to be discriminative, and represent the key for interpreting and characterizing semantically the regularities found in the dataset. The identified clusters are subgraphs whose quality is evaluated as a function of their conductance normalized by considering the bounds of the conductance of the entire graph. Guiding the evolution of our system with a cluster quality measure based on the conductance, allowed us to define a powerful tool for evaluating the effectiveness of a given configuration of the parameters and to identify well-formed clusters, as outlined also by the tests performed on the UCI datasets for classification. Our work highly relied on the celebrated Cheeger’s inequality as reference to define suitable bounds for the definition of the cluster quality. In this paper, we employed a very fast approach for computing an approximation of the minimum conductance of a graph, which is based on the numerical approximation of eigenvalues using the power method. This solution proved to be very useful and handy in our practical implementation.

We presented two different approaches for searching the parameters characterizing the dissimilarity measure: (i) the first one consisted in extracting configurations of the dissimilarity function parameters by means of a uniform distribution and (ii) an improved search strategy in which the initial solutions are successively refined by searching in their neighborhood (the exploitation search strategy). In this second strategy, agents are divided into two main families: the explorers and the exploiters. Performance comparison has been performed w.r.t. both graph-based and subspace clustering algorithms taken from the literature. The discussed experiments showed how LD-ABCD is capable of identifying the characterizing parameters of the dissimilarity measure, locally tailored for each single discovered cluster. Furthermore, when applied on the UCI datasets with a known class structure, the clusters returned by our algorithm contain elements belonging mostly to the same class.

Our future work will be focused on applying our system for clusters and knowledge discovery to larger datasets. Accordingly, we will focus on the aspects related to scalability and parallelization, showing how our algorithm can work by distributing the computations over different cores and/or distinct workstations, each of which would access a suitable
fraction of the entire dataset. In fact, since LD-ABCD does not produce a partition of the data, it could also operate only on a suitable subset of the entire dataset.
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6 Appendix: Graph conductance and related approximation

Given a graph $G = (V, E)$, with $n = |V|$, the conductance of a cut induced by the subset $S \subset V$ is defined as:

$$\phi(S) = \frac{\sum_{u \in S, v \in \bar{S}} A(u, v)}{\min(A(S), A(\bar{S}))},$$

(9)

where $\bar{S} = V \setminus S$ and $A(S) = \sum_{u, v \in S} A(u, v)$ are the number of edges in $S$. If the graph is weighted, then $A(u, v)$ contains the weight (i.e., the strength) of the edge among $u$ and $v$; if it is not weighted then $A(u, v)$ is equal to one if and only if there is an edge among $u$ and $v$. While computing the conductance (9) of any subset $S \subset V$ is simple, computing the conductance of the graph $\Phi(G)$ consists in solving the following NP-hard problem (Chung 1994):

$$\Phi(G) = \min_{S \subset V} \phi(S).$$

(10)

Finding the global optimum is infeasible even for small graphs. As a consequence, many approximation techniques have been proposed so far (Leighton and Rao 1999; Arora et al. 2009; Madry 2010; Gkantsidis et al. 2003; Sarma et al. 2011).

Among the many techniques, spectral techniques (Chung 1994) provide a very powerful approach. Let $A$ be the (weighted) adjacency matrix of $G$, and let $D$ be diagonal matrix containing the vertex degrees:

$$D = \text{diag}(d_1, \ldots, d_n), \text{ where } d_i = \sum_{j=1}^{n} A(i, j).$$

(11)

Let us define the transition matrix $M$ as:

$$M = D^{-1}A.$$  

(12)

The matrix $M$ is not always symmetric. Therefore, it does not always admit a spectral representation of the form $M = \Lambda U U^T$, where $\Lambda$ is a diagonal matrix containing the $n$ eigenvalues and $U$ is a matrix containing the corresponding eigenvectors. Notwithstanding, $M$ is conjugate to a symmetric matrix, $N$, which is defined as follows:

$$N = D^{-1/2}AD^{-1/2} = D^{1/2}MD^{-1/2}.$$  

(13)

$M$ and $N$ have the same eigenvalues and the eigenvectors are linearly correlated (Lovász 1996; Chung 1994). The eigenvalues of $N$ satisfy the following relation:

$$1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq -1.$$  

(14)

The celebrated Cheeger inequality (Lovász 1996) establishes an important relation among the conductance of $G$ (10) with $\lambda_2$:

$$\frac{\Phi(G)^2}{8} \leq 1 - \lambda_2 \leq \Phi(G),$$  

(15)

which can be rewritten as:

$$1 - \lambda_2 \leq \Phi(G) \leq \sqrt{8(1 - \lambda_2)}.$$  

(16)

Since $\phi(S) \geq \Phi(G)$ for any $S \subset V$, Eq. (16) can be used as a local reference for a specific graph. According to Eq. (16), it is possible to define the lower and the upper bound of the graph conductance as

$$\text{lb}(\Phi(G)) = 1 - \lambda_2,$$

$$\text{ub}(\Phi(G)) = \sqrt{8(1 - \lambda_2)},$$

(17)

which can be used for evaluating how much the conductance of a cut $\phi(S)$ is close to the conductance of the whole graph, $\Phi(G)$.

To make use of the bounds of Eq. (17), we need to compute the $\lambda_2$ eigenvalue. The QR decomposition (Trefethen and Bau 1997) is the most straightforward numerical technique for this purpose, which is, however, characterized by a cubic computational complexity. To overcome this drawback, we can use the power method described in Trefethen and Bau (1997), a fast algorithm that is able to compute in pseudo-linear time the largest eigenvalue and related eigenvector of a positive semi-definite (PSD) matrix. Notably, the computational complexity of the power method is $O((|V| + |E|)^{1/2} \log \frac{|V|}{\epsilon})$, where $\epsilon \geq 0$ is the approximation used in computing $\lambda_2$. Algorithm 1 describes the pseudo-code of the power method. The algorithm starts by randomly initializing a vector, $x_0 \in [-1, 1]^n$; it returns the vector $x_f = \tilde{M}x_0$, where $\tilde{M}$ is the PSD under analysis. The following theorem is an important result for the convergence of the power method (Arora et al. 2008; Hoory et al. 2006).
Theorem 1 For every PSD matrix $\tilde{M}$, positive integer $t$, a parameter $\epsilon > 0$ and a vector $x_0$ randomly picked with uniform probability $p$ in $[-1, 1]^n$, with $p > \frac{1}{10}$ over the choice of $x_0$, the power method outputs a vector $x_t$ such that

$$\frac{x_t^T M x_t}{x_t^T x_t} \geq \lambda_1 (1 - \epsilon) \frac{1}{1 + 4n (1 - \epsilon) 2^t}, \quad (18)$$

where $\lambda_1$ is the largest eigenvalue.

The eigenvector $v_1$ related to $\lambda_1$ would be approximated by $\frac{x_0}{\|x_0\|}$. Given a PSD matrix $M$ and the (unitary) eigenvector $v_1$ related to $\lambda_1$, we can compute $\lambda_2$ by means of Algorithm 2, which is a variation of Algorithm 1. The algorithm (2) returns a vector $x_t \perp v_1$, such that

$$\frac{x_t^T M x_t}{x_t^T x_t} \geq \lambda_2 (1 - \epsilon) \frac{1}{1 + 4n (1 - \epsilon) 2^t}. \quad (19)$$

The power method can only be applied to a PSD matrix, which is not the case of $N$, whose eigenvalues are the ones in Eq. (14). Consider now the matrix $\tilde{N} = N + I$. Every eigenvector of $N$ with eigenvalue $\lambda$ is clearly also an eigenvector of $\tilde{N}$ with eigenvalue $1 + \lambda$ and vice versa, thus $\tilde{N}$ has eigenvalues $2 = 1 + \lambda_1 > 1 + \lambda_2 \geq \cdots \geq 1 + \lambda_n \geq 0$ and thus it is PSD.

Using $v_1$ (an eigenvector of $\lambda_1$ computed with Algorithm 1), and setting $t = O(\epsilon^{-1} \log \frac{2}{\epsilon})$, Algorithm 2 will find with probability at least $3/16$ a vector $x_t \perp v_1$, such that

$$\frac{x_t^T M x_t}{x_t^T x_t} \geq \lambda_2 - 4\epsilon. \quad (20)$$

From Eq. (20), it is possible to derive the approximation of $\lambda_2$ that in turn can be used in Eq. (17).

Algorithm 1 Power method algorithm.

**Input:** PSD matrix $M$, tolerance $\epsilon$

**Output:** Approximation of eigenvector $v_1$ and related eigenvalue $\lambda_1$

1: Pick random vector $x_0 \in [-1, 1]^n$ with uniform probability;
2: $t = \epsilon^{-1} \log \frac{2}{\epsilon}$
3: for $i = 1$ to $t$
4: $x_i = M \cdot x_{i-1}$
5: $x_i = \frac{x_i}{\|x_i\|}$
6: end
7: $v_1 = x_t$
8: $\lambda_1 = \frac{x_0^T M x_0}{x_0^T x_0}$
9: return $v_1, \lambda_1$

Algorithm 2 Computation of the second eigenvalue.

**Input:** PSD matrix $M$, eigenvector $v_1$, and tolerance $\epsilon$

**Output:** Approximation of $\lambda_2$

1: Pick random vector $x_0 \in [-1, 1]^n$ with uniform probability;
2: $x_0 = x_0 - (v_1 \cdot x_0) v_1$
3: $t = \epsilon^{-1} \log \frac{2}{\epsilon}$
4: for $i = 1$ to $t$
5: $x_i = M \cdot x_{i-1}$
6: $x_i = \frac{x_i}{\|x_i\|}$
7: $x_i = x_i - (v_1 \cdot x_i) v_1$
8: end
9: return $\lambda_2 = \frac{x_0^T M x_0}{x_0^T x_0} - 1$.
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