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ABSTRACT: The lowest excited state of the acetylenyl radical, HCC, is a \( 2^\Sigma^+ \) state, only 0.46 eV above the ground state, \( 2^\Sigma^+ \). The promotion of an electron from a \( \pi \) bond pair to a singly occupied \( \sigma \) hybrid orbital is all that is involved, and so we set out to tune those orbital energies, and with them the relative energetics of \( 2^\Pi \) and \( 2^\Sigma^+ \) states. A strategy of varying ligand electronegativity, employed in a previous study on substituted carbynes, RC, was useful, but proved more difficult to apply for substituted acetylenyl radicals, RCC. However, \( \pi \)-donor/acceptor substitution is effective in modifying the state energies. We are able to design molecules with \( 2^\Pi \) ground states (NaOCC, H2NCC (\( 2^\Pi^\prime \)), HCSi, FCSi, etc.) and vary the \( 2^\Sigma^+ - 2^\Pi \) energy gap over a 4 eV range. We find an inconsistency between bond order and bond dissociation energy measures of the bond strength in the Si-containing molecules; we provide an explanation through an analysis of the relevant potential energy curves.

INTRODUCTION

The CH bond in acetylene is quite strong, 5.72 eV.1,2 Homolytic CH cleavage leads to the acetylenyl radical HCC, a molecule that is a key intermediate in acetylene combustion3,4 and has also been observed in a cold matrix5−7 in molecular beams,8−10 and in the interstellar medium.11−14 In astrochemistry and astrophysics, HCC serves as a detective species for carbon-rich environments.15 It has also been proposed to be an intermediate in the formation of longer carbon chains,16,17 larger unsaturated hydrocarbons, and carbon clusters18 in space. The radical/H exchange reactions between HCC and unsaturated hydrocarbons are thought to play a role in astrochemistry and may be involved in the origin of life.19−21 Similar reactions also lead to the formation of polycyclic aromatic hydrocarbons,22 which in combustion environments eventually form soot.23,24 HCC is thus an undesired species in combustion engineering.

Since a \( \sigma \) bond is broken in acetylene in forming HCC, a \( \sigma \) radical would be expected. And the ground state of HCC is indeed \( 2^\Sigma^+ \). The surprise lies in the unexpectedly low energy of the first excited state of the radical, the \( 2^\Pi \) state—the experimental 0-0 transition energy is about 0.46 eV (3692 cm\(^{-1}\)).25

In a previous study, three of us (T.Z., N.A., and R.H.) saw our way to tune the difference between the doublet (\( 2^\Pi \)) and quartet (\( 2^\Sigma^+ \)) states of carbynes, RC (or silylynes, RSi) over an astounding range, of more than 5 eV.26 The configurations involved in these two spectroscopic states are shown in 1 and 2 in Scheme 1, with the \( \sigma \) orbital lying lower than the \( \pi \) orbital (\(-9.4 \) vs \(-1.7 \) eV of HC).27

The \( 2^\Pi \) and \( 2^\Sigma^+ \) HC states differ in both spin multiplicity and spatial symmetry, whereas in HCC it is only a matter of spatial symmetry. Yet in both molecules the difference is in electronic occupations of \( \sigma \) vs \( \pi \) orbitals, as Figure 1 shows. The nonbonding \( \pi \) orbitals of CH, pure C \( 2p_x \) and \( 2p_y \), are transformed by bonding with another C in HCC into a lower \( \pi \) and an upper \( \pi^* \) combination.
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Scheme 1. Electron Occupation Scheme of the \( 2^\Pi \) (1) and \( 2^\Sigma^+ \) (2) States of Carbynes

Figure 1. The rough positions and occupations of free carbon atom (left), RC (middle, both \( 2^\Pi \) and \( 2^\Sigma^+ \) states), and RCC (right, both \( 2^\Sigma^+ \) and \( 2^\Pi \) states) valence orbitals are indicated.
The $^2\Sigma^+$ ground state of HCC is well-described by the configuration $\pi^2\sigma^1$, the $^2\Pi$ excited state by $\pi^1\sigma^2$. Can we find an R that would invert the state order found in HCC? Could we tune the $^2\Sigma^+$ – $^2\Pi$ energy difference as dramatically as we did in HC? What might be the effect of changing either of the two C atoms for another group 14 element? The first objective of our study is to answer those questions. The computational methodology we use is specified in the Theoretical Methods section at the end of the paper.

An interesting species whose electronic states are related to those of HCC is its “deprotonated” anionic analogue $\text{C}_2^-$. It also has the same frontier orbital level ordering as HCC, with one interesting distinction. In $\text{C}_2^-\text{H}$ one also has $\sigma_u$ above $\pi_u$, i.e., a $^2\Sigma^-\text{u}$ ground state, with a short CC distance of 1.268 Å, and a $^2\Pi_u$ as the first doublet excited state, at a longer CC separation, 1.313 Å.28,29 The difference between $\text{C}_2^-\text{H}$ and HCC is that the H–C bonding orbital (not shown in Figure 1) of the latter evolves into a relatively high-lying $\sigma_u$ orbital of the former. The $\sigma_u$ orbital of $\text{C}_2^-\text{H}$ has nonbonding character and higher energy, closer to the aforementioned $\pi_u$ and $\sigma_l$ orbitals. This makes the $B^2\Sigma^+$ excited state of $\text{C}_2^-\text{H}$, which involves $\sigma_u$-to-$\sigma_l$ excitation, lie only 2 eV above the ground state,29,30 while the corresponding $X^\Sigma^+$-to-$B^2\Sigma^+$ transition of HCC requires about 7 eV.31

The choice between the $^2\Sigma^+$ and $^2\Pi$ ground states of RCC is clearly related to tuning the $\pi$ and $\sigma$ orbital energies in the molecule: the higher the $\sigma$ and lower the $\pi$ orbital energy, the more likely is a $^2\Sigma^+$ ground state. The other way around favors a $^2\Pi$ ground state. Our experience with RC and RSi should guide us, but as we will see, there are important differences.

As mentioned above, HCC is an important interstellar species. Possessing a nonzero electric dipole moment, it can be observed through rotational transitions in its microwave spectrum.11,15,32 These transitions display fine and hyperfine splittings due to spin-rotation coupling, electronic-nuclear spin coupling, spin–orbit coupling (SOC), and A-doublet (LD).11,33–35 The projection of the electronic spatial angular momentum onto the molecular axis (0 for $\Sigma$ and ±1 for $\Pi$) determines the presence of first-order SOC and LD in a specific electronic state ($\Sigma$, No; $\Pi$, Yes). As more and more elements heavier than H and He (known generally as “metals” in astronomy46) and functional groups are detected in the space,97–91 we have reason to explore substituents other than H. Understanding the relation between the ligand R and the ground state symmetry of the molecule can facilitate identifications of RCC species based on the magnitude of the SOC- or LD-induced splitting, in interstellar space as well as combustion environments. This serves as a second motivation of the present work, in addition to our quest for further understanding of interesting radicals like RC, RCC, and $\text{C}_2^-\text{H}$.

### CONTRASTING HC AND HCC

The $\pi$ and $\sigma$ orbital energies in RCC can, in principle, be manipulated by changing $\pi$/$\sigma$ donor/acceptor characteristics of R. HCC serves as our point of reference—a $\sigma$-donor, R, in RCC, is an element or group less electronegative than H, while a $\pi$-acceptor involves a substituent more electronegative than H. A $\pi$-acceptor would be an R group with low-lying empty orbitals of $\pi$ symmetry, capable of interacting with the $\pi$ orbitals of the CC triple bond, such as CN, NO, NO$_2$, Br$_2$. And a $\pi$ donor would be a substituent with high-lying filled $\pi$ orbitals—NH$_2$, OH, a halogen.

It will be more difficult to change the ground state symmetry from $^2\Sigma^+$ to $^2\Pi$ than it was to effect an analogous $^2\Pi$ to $^4\Sigma^-$ change in RC. The reasons are as follows:

1. In RCC the $\sigma$ orbital has less density on R than in RC. This is qualitatively shown in Figure 2, one contour of the $\sigma$

![Figure 2. The $\sigma$ Orbitals of HCC and HC (isosurfaces with value 0.1 au).](image-url)

orbitals of HCC (left) and HC (right) taken from the $^2\Sigma^+$ and $^2\Sigma^-$ states, respectively. In those states, both $\sigma$ orbitals are singly occupied (see Figure 1). More quantitatively, a Mulliken population analysis shows that the H contribution to the $\sigma$ orbital of HCC is only 0.005, compared against 0.070 for the HC $\sigma$ orbital. We hence expect that the RCC $\sigma$ orbital will respond less to electronegativity change in R.

2. The $\pi$ orbitals in RC, pure $2\pi$ orbitals on C, are nonbonding, while those in RCC are CC bonding orbitals. The lack of bonding stabilization makes the $\pi$ orbitals in RC more susceptible to $\pi$-acceptor manipulation. Energy arguments suggest greater sensitivity to $\pi$-donor substitution in RCC. But a second factor (affecting both $\pi$-donors and acceptors) enters: the acetylenyl $\pi$-system is spread out over two carbons, while that of RC is just on a single C. The Hamiltonian coupling matrix element in the interaction will be diminished in RCC for both acceptor and donor type perturbation.

This can be seen by the $\pi$ orbital energies in the RC and RCC with R = H, CF$_3$ (a good $\pi$-acceptor), and NaO (a good $\pi$-donor). The energies are −1.7, −2.9, and 3.4 eV in HC, F$_2$CC, and NaOC, and −10.0, −11.0, and −5.6 eV in HCC, F$_3$CCC, and NaOCC.42 Replacing H by a $\pi$-acceptor CF$_3$ ($\pi$-donor ONa), the $\pi$ orbital energy is decreased (increased) noticeably more in RC than in RCC.

3. An effect that we did not anticipate, but calculations show, is that the character ($\sigma$/$\pi$-donor/acceptor) of R is consistently blurred in RCC, and it is not straightforward to associate orbital energy variations with the character of R. This blurring is the result of commensurate first-order effects on the $\sigma$, and second-order effects on the $\pi$ orbitals. This finding is not as mysterious as it sounds and is best illustrated through the examples below.

### CASE STUDIES OF MODIFYING THE SUBSTITUENT R

We start with HCC. For this molecule, $^2\Sigma^+$ is the ground state, and $^2\Pi$ lies 0.51 eV higher (calculated, minimum-to-minimum). This energy interval compares favorably with the experimental value of 3692 cm$^{-1}$ (0.46 eV) for the 0-to-0 excitation energy.25 Both states are linear; the calculated and experimental bond lengths are given in Table 1. The satisfactory agreement in both molecular structure and excitation energy supports the accuracy of our methodology.

The $^2\Pi$ CC bond length is 0.08 Å longer than in the $^2\Sigma^+$ state. This is expected; the $\pi^2\sigma^1$ occupation of the $^2\Pi$ state generates a formal CC bond order of 2.5. The $\sigma$ and $\pi$ orbital energies are −9.7 and −10.0 eV. These two orbital energies will be taken as references in the discussion below. All calculated results reported here are at the level of General Multi-
the greater electronegativity of Cl, makes the CC unit positive for this dihedral angle of the molecule, by electron withdrawal from the CC unit, a consequence of the degenerate. The system of the CC unit, raising the orbital energy is also raised, substantially so, from −10.0 to −7.0 eV. This is a second-order effect, albeit a large one. The negative charging of the CC piece of the molecule, by electron transfer in the σ system from Na to CC, raises the energy of the π orbitals (the π* level is also raised from 7.7 to 9.7 eV). The net result is that the Π lies only 0.37 eV higher than the σ* state in our calculations.

Next we investigate a σ-acceptor, i.e., an electronegative substituent, in CICC.43 We find a Σ* ground state, with the Π now lying only 0.11 eV higher. The two states are almost degenerate. The π orbital energy remains invariant (−10.0 eV), and the σ orbital energy is decreased from −9.7 to −10.0 eV. Here the withdrawal of electron from the CC unit, a consequence of the greater electronegativity of Cl, makes the CC unit positive and lowers the σ orbital energy. The 0.3 eV decrease of the π−σ orbital energy gap is commensurate with the 0.4 eV reduction of the σ−π orbital energy gap. It is worth mentioning that CICC here (and [ArCC]+ later) is a model system, and we do not consider the possibility of a bent structure, which is the case for FCC.46

The dilemma facing us emerges. The σ-electronegativity of the substituent R has little effect on the π−σ orbital energy gap, mostly because of the small (e.g., from HCC to CICC) and parallel (e.g., from HCC to NaCC) change in π and σ energies. This is in strong contrast to our findings for RC, where electronegativity affects the σ orbital energy more. We examine this difference in greater detail.

RC VS RCC
A comparison of electronegativity effects in RC (large) and RCC (small) is important at this point. In Figure 3, we summarize the change of orbital energies of RC and RCC with three representative ligands, electronegative Cl, "electronegativity-neutral" H, and electropositive Na. The trend in both RC and RCC is that as the electronegativity decreases (from Cl, to H, and to Na), both σ and π orbital energies are increased. One exception is that the π orbital energy decreases slightly by −0.1 eV from CIC to HC, a likely consequence of losing the π-donor effect of Cl, an effect separate from the electronegativity change. The difference between the upper and the lower halves of the figure is evident: unlike the almost parallel change in σ and π orbital energies of RCC from R = Cl to Na, the increase in σ orbital energy is more significant in RC.

The different responses of the RC and RCC σ orbitals to the electronegativity of R have been analyzed thoroughly in the previous section. Note the evolution of the RCC σ, moving upward with decreasing electronegativity of R. The contribution that R makes, small as it is (Figure 2), to the σ orbital is responsible for this upward change.

For the π orbitals, their energy responses to the electronegativity change are not so different in RC and RCC, e.g., an increase of 1.9 eV from HC to NaC vs 2.6 eV from HCC to NaCC. The reason for the parallel behavior is that the electronegativity of R has similar consequences for the partial charge of the C in RC and that of the CC unit of RCC—the carbon segments of the molecules become negatively charged as the R electronegativity decreases, and the π orbital energies of RC and RCC thus rise. The parallel change of σ and π orbital energies of RCC with respect to the R electronegativity is supported by examining the energy changes from CICC to [ArCC]+. The more electronegative Ar− drags down the σ and π orbital energies from −10.0 to −16.4 and −17.5 eV, respectively, largely parallel decreases (−6.4 eV and −7.5 eV). Accompanying the decrease of σ and π orbital energies in [ArCC]+ is a slight increase in σ−π gap from 0.11 to 0.78 eV, consistent with the larger π−σ energy gap (1.1 vs 0.0 eV).

The parallel change of σ and π orbital energies in the lower half of Figure 3 is indicative of the problem facing us: we cannot systematically tune the σ−π energy order of RCC through changing the electronegativity of R. This is a situation very different from RC. Rather, we need to modify the π-donor/acceptor character of R, despite the predicted small response of π orbital energy in RCC compared with that in RC.

**π-EFFECTS**
We examined a series of R substituents with different π-donor/acceptor character; the differential energies between the Π and Σ* states of those RCC are shown in Table 2, along with the σ and π orbital energies and their differences. ΔE(Π−Σ*) indicates the energy difference between the two terms: E(Π) − E(Σ*), positive for Σ* state lower, negative for Π state lower. Some
Table 2. Differential Energies between $^2\Pi$ and $^2\Sigma^+$ ($\Delta_{E_{\Sigma^-}-}\Delta_{E_{\Pi}} = E^\Pi - E^{\Sigma^+}$), $\sigma$ and $\pi$ Orbital Energies ($E_{\sigma}$ and $E_{\pi}$), and the Symmetry of the Optimized Structures, and the Term Symbols in the Structures That Correlate to the $^2\Pi$ and $^2\Sigma^+$ Terms in Linear Structure.

| Species | $\Delta_{E_{\Sigma^-}}$ | $E_{\sigma}$ | $E_{\pi}$ | $\Delta_{E_{\Pi}}$ | Symmetry and Terms |
|---------|-----------------|---------|---------|-----------------|-------------------|
| [NCC]$^+$ | −2.81 | 3.8 | 7.1 | −3.3 | Linear |
| [HNCC]$^+$ | −1.87 | −3.1 | −0.8 | −2.3 | C$_3$v $^2\Sigma^+$ to $^2\Pi$ to $A^\pi$ |
| [OCC]$^+$ | −1.40 | −2.9 | −0.9 | −2.0 | Linear |
| NaOCC | −0.82 | −7.1 | −5.6 | −1.5 | Linear |
| H$_2$NCC | −0.61 | −9.2 | −7.8 | −1.4 | C$_2v$ $^2\Sigma^+$ to $^2\Pi$ to $A^\pi$ |
| HSCC | −0.23 | −9.9 | −8.8 | −1.1 | C$_2v$ $^2\Sigma^+$ to $^2\Pi$ to $A^\pi$ |
| HOCC | −0.21 | −9.7 | −8.6 | −1.1 | C$_2v$ $^2\Sigma^+$ to $^2\Pi$ to $A^\pi$ |
| NCCC | 0.33 | −10.8 | −10.4 | −0.4 | Linear |
| HCC | 0.51 | −9.7 | −10.0 | 0.3 | Linear |
| OBCC | 0.62 | −10.7 | −11.0 | 0.3 | Linear |
| F$_3$CCC | 0.66 | −10.6 | −11.0 | 0.4 | C$_2v$ $^2\Sigma^+$ to $^2\Pi$ to $A^\pi$ |
| [OCC$\prime$]$^+$ | 1.12 | −17.2 | −18.2 | 1.0 | Linear |

*All energies are in the unit of eV. Coordinates of all species are given in the Supporting Information. One of the $^2\Pi$ species in Table 2 has such low-lying $^2\Sigma^+$ states that the $^2\Pi$ ground state is now the ground state. Si substitution can thus reverse the $^2\Pi$ to $^2\Sigma^+$ orbital energy gap and favor a $^2\Pi$ ground state.*

The molecules in Table 2 are sorted in order of increasing $^2\Pi$−$^2\Sigma^+$ differential energies. The order follows the $\pi$-donor/acceptor character of the ligands. The molecules with a $^2\Pi$ ($^2\Sigma^+$) ground state have a $\pi$-donor (acceptor) ligand.

The $\pi$-effects are readily demonstrated by the $\sigma$−$\pi$ orbital energy gaps. A $\pi$-donor ligand generally gives a small, negative orbital energy gap ($\sigma$ below $\pi$, reverse in the order shown in Figure 1), while a $\pi$-acceptor gives a large, positive orbital gap. The correlation between the $^2\Pi$−$^2\Sigma^+$ energy gaps (selection of ground state symmetry) and the $\sigma$−$\pi$ orbital energy gaps ($\pi$-effects) in Table 2 is clearly seen in Figure 4, with the red plus markers. The fitted trend line also shown in Figure 4 has a slope close to 1, reflecting the orbital gap’s determining influence on the state gap. Our strategy of using $\pi$-effects to tune the ground state symmetry of RCC works — a 4 eV range in term splitting is pretty good.

### Extending the Carbon Chain

Another systematic way to reverse the $\sigma$−$\pi$ and $^2\Pi$−$^2\Sigma^+$ energy orders is worth mentioning. If one were to extend the carbon chain by two carbons, or four, the particle-in-box nature of the oligoacetylenoid $\pi$ orbitals tells us that for each C=C unit added to the chain, the energy of the highest occupied $\pi$ orbital rises, as an extra node is introduced. This is so even as the highest occupied and lowest unoccupied $\pi$ orbitals do not converge to the same energy, a consequence of bond alternation. Figure 5a shows the highest occupied $\pi$ orbitals explicitly for HCC, HC$_4$, and HC$_6$. Meanwhile, the $\sigma$ orbital energy remains largely invariant as the added C=C unit is “electronegativity-neutral” with respect to the original C=C fragment.

The different responses of the $\sigma$ and $\pi$ orbitals will ultimately make the $\pi$ orbital higher than the $\sigma$. The argument is not original to us, as Figure 5b, reproduced from the work of Pauzat and Ellinger shows. At the level of Hückel theory, this crossover was found to occur at HC$_6$. This reverse in orbital energy order leads to the fact that HCC and HC$_4$ have a $^2\Sigma^+$ ground state, while HC$_6$ and those longer have a $^2\Pi$ ground state. Near the crossover, one encounters some very small state differences, which in turn lead to an excellent laboratory for studying the Renner–Teller effect. The molecules in question, HC$_n$, $n = 1$–12, are of prime interest to the astrophysical community, as they have been observed in the interstellar medium. We have confirmed the computational results cited for the doublet states of HC$_4$.

### Replacing One C by Si

Our success in tuning the ground state symmetry of RCC through modification of the $\pi$ orbital energy encourages us to move to a stronger perturbation, replacing one of the C atoms by Si. Si is known to have less propensity to form a good $\pi$ bond. The substitution will then raise the energy of the $\pi$ orbital and localize it at the C site, while decreasing the energy of the $\sigma$ orbital and localizing it at the Si. The substitution can thus reverse the $\sigma$−$\pi$ orbital energy gap and favor a $^2\Pi$ ground state.

Table 3 shows the $^2\Pi$−$^2\Sigma^+$ gaps for HSiC and FSiC. For both cases, the $^2\Pi$ state is now the ground state. Si-substitution gives an exceptionally strong preference for the $^2\Pi$ ground state, such that the $^2\Pi$ state lies as much as 1.47 and 2.05 eV lower than the $^2\Sigma^+$ state! Only some negatively charged RCC species in Table 2 have such low-lying $^2\Pi$ states. We also investigated the other Si-substituted molecules, HSiC and FSiC. Although they both have $^2\Pi$ ground state at their linear structure, they are subject to a significant Renner–Teller effect and distort to bent geometries, whose ground states cannot be clearly associated with $^2\Pi$ or $^2\Sigma^+$.

Plotted in Figure 6a is the $\pi$ orbital of HSiC. As expected, the orbital is localized on the C site, and its energy (listed in Table
Figure 5. (a) CASSCF calculated highest occupied π orbitals of HCC, HCSi, and HCF (isosurfaces with value 0.1 au); (b) Hückel energy diagram in units of ΔE for the π and top σ orbitals in the HC series. The striped area gives the approximate position of the σ orbitals. Panel (b) is a reproduction of Figure 1 in Pauzat, F. and Ellinger, Y. Astron. Astrophys. Vol. 216, pp 305–309, 1989 (Ref. 47), reproduced with permission ©ESO. Here one only needs to focus on the HC chains with an even number of carbon atoms.

Table 3. Differential Energies (eV) between \( ^2\Pi \) and \( ^2\Sigma^+ \) States (\( \Delta \Pi - \Sigma = E(\Pi) - E(\Sigma^+) \)) of the Two RCSI Molecules\(^b\)

| species | \( \Delta \Pi - \Sigma \) | \( E_\sigma \) | \( E_\pi \) | \( \Delta \sigma - \pi \) | \( \mu_\Pi \) | \( \mu_\Sigma \) |
|---------|-----------------|---------|---------|-----------------|---------|---------|
| HCSi    | −1.47           | −9.1    | −7.2    | −1.9            | 0.48    | −1.43   |
| FCSI    | −2.05           | −10.6   | −7.1    | −3.5            | −0.37   | −2.34   |

\(^b\)All energies are in the unit of eV. Dipole moments are in the unit of Debye.

Figure 6. (a) π bonding orbitals of HCSi, (b) schematic electron rearrangement involved in the \( ^2\Pi \to ^2\Sigma^+ \) transition in HCSi, and (c) Si–C π bonding orbitals with antibonding contribution from F in FCSI. The isosurfaces in (a) and (c) correspond to the value 0.1 au. In (b) the solid arrows with "μ" on top indicate the direction of the dipole moment, with the δ+ and δ− at the two ends indicating the partial charge.

3) is substantially higher than that of HCC, −7.1 vs −10.0 eV. In addition to the weaker C–Si π bonding mentioned in the beginning of this section, cramming most of the π electrons onto the C site also contributes to this increase in energy. The variation of the σ orbital energy is small, from −9.7 eV of HCC to −9.1 eV of HCSi. The σ hybrid on Si should have been significantly higher in energy than that on C due to the different electronegativities of the two elements. The reason for this mild 0.6 eV increase in energy is that the positive charge on Si mitigates the energy rise. Overall, the σ–π energy gap is reversed from 0.3 eV of HCC to −1.9 eV of HCSi, resulting in a \( ^2\Pi \) ground state.

While the negative σ–π energy gap is largely responsible for the \( ^2\Pi \) state being lower than the \( ^2\Sigma^+ \) state, the gap between those two states is further enhanced by the charge-transfer character of the excitation. As shown in Figure 6b, the \( ^2\Pi \to ^2\Sigma^+ \) transition of HSiC involves moving an electron from the Si-localized σ lone pair to the C-localized π bonding orbital. Transferring one more electron to the already electron-rich C and creating a hole in the already electron-deficient Si require a higher energy, resulting in the large state gap.

The charge transfer picture also explains the sign change in electric dipole moment accompanying the \( ^2\Pi \to ^2\Sigma^+ \) transition of HCSi. The state-specific dipole moments are listed in Table 3. The \( ^2\Pi \) ground state features an outward-protruding σ hybrid orbital that contributes substantially, in a manner leading to a “positive” dipole moment, i.e., pointing from the terminal Si to the H. In determining the dipole moment direction, the σ lone pair competes with the reverse polarization of the electrons in the σC–Si and πC–Si bonding orbitals, arising from the electronegativity difference between C and Si. The result is a small positive dipole (0.48 D); the situation is similar to the famous anomalous dipole direction of CO.\(^{55}\) However, in the interatomic transition from Si to C shown in Figure 6b, the balance between the electronegativity (pro-negative dipole) and the σ hybrid (pro-positive dipole) effects is broken, and the dipole moment flips from 0.48 to −1.43 D.
With the antibonding interaction to the π orbital induced by substituting H by F, shown in Figure 6c, the σ−π gap is increased in magnitude from −1.9 eV in HCSi to −3.5 eV in FCSi. The magnitude of the 2 Σ−2 Π gap is correspondingly increased from 1.47 to 2.05 eV, resulting in the “most favored” 2 Π ground state of all neutral species investigated in this work. The charge transfer argument above for HCSi is also applicable for FCSi; the magnitude of electric dipole moment is reduced from −2.34 to −0.37 D during the 2 Η-2 Σ transition. But this time, the electron-negative F outcompetes the charge-transfer excitation in determining the dipole direction, and the dipole flip does not occur.

The state gaps and orbital gaps of HCSi and FCSi are also plotted in Figure 4. As expected, they do not fall on the trend line for the RCC data, but the general correlation is maintained.

**Scheme 2** shows Lewis dot structures for the two states of HCSi. On the basis of their MO occupation schemes, the 2 Σ state may be described by a C–Si triple bond and an odd electron in the σ nonbonding orbital. The 2 Π state has a C–Si bond order of 2.5 since one of the π bonds contains only a single electron.

**Scheme 2. Comparison of Lewis Structures, C–Si Bond Lengths (R), Bond Dissociation Energies (D), and Force Constants (k) of the 2 Σ and 2 Π States of HCSi**

| State | R (Å) | D (eV) | k (N/cm) |
|-------|-------|--------|----------|
| 2 Σ   | 1.607 | 4.26   | 7.4      |
| 2 Π   | 1.690 | 5.57   | 5.5      |

According to Scheme 2, we find the 2 Σ(I) state to have a minimum at a shorter C–Si distance, and we observe a sharper well around the minimum than the 2 Π(I) state. While the 2 Σ(I) PEC rises steeply to a high energy dissociation limit, which should have given it a large Dc, it encounters the PEC of 2 Σ(II) and undergoes an avoided crossing at the C–Si distance around 2.7 Å. The 2 Σ(II) PEC repulsive character in this avoided crossing and its PECs drop down to the ground state dissociation limit of HC (2 Π) and Si (2 Π).

We can now reconcile the inconsistency between the 2 Σ state’s short bond and low Dc: the dissociation limit that is used to calculate its Dc does not match well the character of the state near its equilibrium separation. The relatively small Dc of 4.26 eV is not reflective of the underlying bond strength of the 2 Σ state. A similar avoided crossing argument was used to account for the mismatch between the Dc and k of the C2 molecule. However, the avoided crossing in the C2 case is quite large and reduces the corresponding force constant, not only the dissociation energy.

The ground 2 Π state of HCSi also undergoes an avoided crossing, at about R_C–Si = 3.0 Å (Figure 7). But it is a mitigated one, in comparison to the 2 Σ avoided crossing, and there is no “bend-down” of its PEC. The 5.57 eV Dc hence represents the bond strength of the 2 Π state more appropriately.

We conclude that bond length and force constant are more indicative of what qualitatively is taken to be the “bond strength”. Dissociation energies require a careful analysis of dissociation limit states and intervening level crossings. The literature contains examples of a variety of bonds where the bond length, force constants, and the dissociation energies are in “mismatch”; a particularly clear exposition for Sn–Sn bonds has been given by Kaupp and co-workers. Those cases may constitute genuine breakdowns of the Badger rule.

**OTHER STRATEGIES**

In addition to the strategies introduced here, there may be yet other approaches to tune the ground state symmetry of RCC. One way is to directly modify the σ orbital energy by attaching a σ-acceptor (acid (A), such as BH3). The resultant RCCA molecule will have a 2 Η ground state, but it should not be considered as an RCC radical.
Another option is through hydrogen bonding. Placing a hydrogen bond donor (HF, say) near the terminal C of RCC and pointing its H toward the σ hybrid may induce one electron to transfer from the fully occupied π to the singly occupied σ orbital, forming a σ lone pair while maintaining the chemical identity of RCC. However, due to the strong C−H bond of acetylene, it is very likely that the RCC will abstract an H atom from the hydrogen-bond provider. For instance, the O−H bond of H₂O is weaker than the C−H bond of acetylene (5.15 eV vs 5.72 eV of bond dissociation energy), and H-abstraction occurs readily. With a stronger bond (5.91 eV dissociation energy), HF may be a better candidate. Another challenge in this strategy is ensuring that the hydrogen bond donor adopts the right position and orientation. Considering this, HF is not a good candidate, as our optimized structure for the [HCC-HF] complex has the HF pointing toward the π orbital; i.e., the π bond pair donates electrons to form the hydrogen bond. Seeking an appropriate hydrogen bond donor to tune the RCC ground state symmetry is an interesting subject for future research.

**CONCLUSIONS**

From the outset we knew that it would be more difficult to manipulate the 3Σ−→ΣΠ energy order and spacing in RCC than in RC. This is because the σ orbital energy responds less dramatically to electronegativity change in R, an outcome of the localization of the σ hybrid and the subsequent small R contribution in it. Also, in a second-order effect, the π system of the CC part of the molecule is affected in a parallel way to the σ orbital by the electronegativity of R.

Nevertheless, we find it possible to tune the 3Σ−→ΣΠ energy order and spacing through π-donor/acceptor effects of the ligand R, as well as by substituting one of the two C atoms by Si. The acetylenyl π orbital energy can be increased, making it close in energy to the σ orbital of the molecule. And the overall 3Σ−→ΣΠ term energy difference can be made positive. In the end, the 2Σ−→ΣΠ gap can be tuned over a range of at least 4 eV, from negative to positive. The apparent inconsistency between the high bond order and low bond dissociation energy in the 2Σ− state of the molecules with a 3Π ground state that we observe in the Si-substituted species is explained. The low bond dissociation energy stems from avoided crossing and does not reflect the bond strength.

The revealed relation between the character of the ligand R and the ground state symmetry of RCC will facilitate identification in future spectroscopic investigations of such molecular species in the interstellar medium and in combustion environments.

**THEORETICAL METHODS**

The GMCTP method is used to optimize structure and calculate state energy for most of the molecules, except as further specified. This methodology accounts for both dynamical and nondynamical correlations of electrons. The active space is selected to include the C−C (or C−Si) π bonding, π* antibonding, and the terminal σ orbitals, and all electrons distributed among them. When R is a π-donor, the two filled π orbitals on R are included in the active space. Similarly, when R is a σ-acceptor, the low-lying empty π orbitals of R are included. The active space of each molecule is given in the Supporting Information along with its geometry. The reported orbital energies come from the Complete Active Space Self-Consistent Field (CASSCF) step in the GMCTP calculations. The cc-pVTZ basis set is used throughout. GMCTP and CASSCF calculations were done with the GAMESS-US program package and MRCI with Molpro 2010. All molecular structures are plotted using MacMolPlt.
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