End-to-end Whispered Speech Recognition with Frequency-weighted Approaches and Layer-wise Transfer Learning

Heng-Jui Chang, Alexander H. Liu, Hung-yi Lee, Lin-shan Lee

College of Electrical Engineering and Computer Science, National Taiwan University

Abstract

Whispering is an important mode of human speech, but no end-to-end recognition results for it were reported yet, probably due to the scarcity of available whispered speech data. In this paper, we present several approaches for end-to-end (E2E) recognition of whispered speech considering the special characteristics of whispered speech and the scarcity of data. This includes a frequency-weighted SpecAugment policy and a frequency-divided CNN feature extractor for better capturing the high frequency structures of whispered speech, and a layer-wise transfer learning approach to pre-train a model with normal speech then fine-tuning it with whispered speech to bridge the gap between whispered and normal speech. We achieve an overall relative reduction of 19.8% in PER and 31.9% in CER on a relatively small whispered TIMIT corpus. The results indicate as long as we have a good E2E model pre-trained on normal speech, a relatively small set of whispered speech may suffice to obtain a reasonably good E2E whispered speech recognizer.
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1. Introduction

Although less frequently used than normal speech, whispering is an important mode of human speech used in special occasions such as conversing in meetings, theaters, libraries or bedrooms, or for patients with impaired glottises. Machine recognition of whispered speech is crucial yet extremely difficult due to the very special nature of whispered speech, such as no vocal cord vibrations [1, 2], lower speaking rates [1, 3], lower energy [4, 5, 6], upward shift of formant frequencies [4, 5], flatter spectra [4, 5, 6, 7], etc. Automatic speech recognition (ASR) systems trained on normal speech are reasonably preserved in whispers for higher frequencies, but seriously lost in lower frequencies, as shown in Fig. 1 and [1, 2, 4, 5, 6, 7]. So, we suspect the
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Figure 1: Mel-spectrograms of the same sentence produced by the same speaker in normal and whispered voice. The high frequency features (red box) are preserved in whispered speech, while the low frequency features (yellow box) are seriously lost.

However, the effectiveness of E2E approaches over whispered speech is yet to be confirmed. Previous works suggested that deep learning was useful for whispered speech recognition [21-23], while the success of E2E approaches on normal speech ASR was widely believed to depend on the quantity of data [24] and the model architecture [25]. It is much more difficult to collect whispered speech data of reasonable size, and the special characteristics of whispered speech may need special considerations in model design and training. These are the questions this paper wishes to obtain at least some answers to.

This paper is to our knowledge the earliest report focusing on whispered speech recognition with E2E models. We propose a frequency-weighted SpecAugment policy, a frequency-divided CNN extractor, and a layer-wise transfer learning approach to bridge the gap between whispered and normal speech. We achieve an overall relative reduction of 19.8% in PER and 31.9% in CER on a relatively small whispered TIMIT corpus [2], which is already a very narrow gap from the performance for normal speech.

2. Proposed Methods

This work is based on the CTC model [13] for E2E ASR consisting of a deep CNN feature extractor [27] and a multi-layer bidirectional LSTM. The model takes a sequence of acoustic features \( \mathbf{x} = (x_1, \ldots, x_T) \) with length \( T \) for the input utterance. It is encoded first by the deep CNN extractor performing downsampling, and further by the BLSTMs to obtain a sequence of hidden states. This sequence is then linearly transformed into a sequence \( \mathbf{y} = (y_1, \ldots, y_T) \), where each \( y_t \) represents a probability distribution over all possible output symbols at each time index, and \( T' < T \). The ASR model is trained to minimize the CTC loss function [18, 28].

2.1. Analysis for Frequency Importance

It has been well known that the characteristics for normal speech are reasonably preserved in whispers for higher frequencies, but seriously lost in lower frequencies, as shown in an example in Fig. 1 and [1, 2, 4, 5, 6, 7]. So, we suspect the
higher frequencies are more important to E2E ASR for whispered speech, although both high and low frequencies play important roles for normal speech. We first analyze this assumption here.

We use two E2E ASR systems pre-trained with normal and whispered speech respectively for the experiment below. We define a learnable weight vector \( \mathbf{w} = [w_0 \ w_1 \ \ldots \ w_{\nu - 1}]^T \) for all the Mel-frequency bins, where \( \nu \) is the total number of the frequency bins of the considered Mel-spectrogram. This vector \( \mathbf{w} \) is first transformed into a probability distribution by softmax, \( \mathbf{w} = [\exp(w_0) \ \exp(w_1) \ \ldots \ \exp(w_{\nu - 1})]^T / \text{softmax}(\mathbf{w}) \), then used to weight the respective Mel-filterbank features,

\[
x_{t,f}^j = x_{t,f} \cdot \exp(-\hat{w}_f / r),
\]

where \( x_{t,f} \) is the feature for the \( j \)-th Mel-frequency bin at time \( t \), \( x_{t,f}^j \) is the weighted value, and \( r \) is a positive scaling factor. So the features are suppressed more if the corresponding weights are higher. The weighted features are then fed to the pre-trained E2E ASR systems to learn the weight distribution \( \hat{\mathbf{w}} \) for maximizing the CTC loss function, which is supposed to be minimized. So those frequency bins suppressed more by higher weights are those more important for ASR. Stochastic gradient ascent is used to obtain the learnable weight \( \hat{\mathbf{w}} \).

With the experimental setup to be described in Sec. 3.1 below, the results for the weight distribution \( \hat{\mathbf{w}} \) are in Fig. 2a. We see the learned weights \( \hat{\mathbf{w}} \) were very different for E2E ASR for whispered and normal speech. For whispered speech more emphasis was clearly on higher frequencies, indicating more importance was there. Although some low frequencies were also weighted highly, these frequencies were actually equally important for both whispered and normal speech. On the other hand, for normal speech the E2E ASR turned out to pay almost the same level of attention to either low or high frequencies. This led to the approaches proposed below.

2.2. Frequency-weighted SpecAugment

Frequency masking of SpecAugment [26] has been shown to be an effective method for data augmentation for E2E ASR models. It is summerized below. A mask size of \( \Delta f \) is first sampled from a frequency range \([F_1, F_2] \) uniformly. The lower end of the mask, \( f_0 \), is then sampled uniformly from \([0, \nu - \Delta f] \), where \( \nu \) is the total number of frequency bins of the spectrogram. This defines the mask \([f_0, f_0 + \Delta f] \), in which all frequency bins are set to zero when masked.

With the observation in Fig. 2a we try to mask lower frequencies more often for whispered speech. This is referred to as Frequency-weighted SpecAugment, in which instead of sampling \( f_0 \) uniformly from \([0, \nu - \Delta f] \) as mentioned above, it can be sampled from a linearly or geometrically decreasing distribution as shown in Fig. 2b. The probability that the lower frequency bins being masked would thus be higher, or the machine would learn less precise information from, or rely less on lower frequencies.

2.3. Frequency-divided CNN Extractor

Since the standard deep CNN extractor [27] used for E2E ASR treats all frequencies equally, here we propose a Frequency-divided CNN extractor containing two CNN extractors respectively processing the lower and higher frequency half of the features separately as shown in Fig. 3. Though with the same total number of feature parameters as the standard extractor, the low-frequency extractor has fewer filters. Therefore, the high-frequency extractor with more filters can capture more cues and offer more information from the preserved structures in high frequency regions of whispered speech.

2.4. Layer-wise Transfer Learning from Normal Speech

The scarcity of whispered speech data makes training E2E ASR challenging, but much more data for normal speech are available. We therefore propose to perform transfer learning [29] by having an E2E ASR model pre-trained on a large normal speech corpus fine-tuned on a smaller whispered speech corpus. Because BLSTMs are prone to overfit [30], fine-tuning the whole model did not work well. But since the goal is to transfer between speech types with differences primarily in acoustic characteristics, we propose to fine-tune only the bottom layers closer to the acoustic features. This layer-wise transfer learning is similar to but different from that reported for transfer between different languages, in which fine-tuning top layers allowed better transfer [29].

3. Experiments

3.1. Experimental Setup

The following two datasets were used in our experiments: TIMIT. The whispered TIMIT corpus [2] consisted of parallel whispered and normal speech data each around 26 hours, including 48 speakers whispering and speaking 450 phonetically balanced sentences chosen from TIMIT [31]. It was originally partitioned into the TRAIN and TEST set randomly. However, the existence of many overlapping utterances with the same sentences spoken by different speakers made it difficult to estimate
the actual recognition accuracy, as will be shown later in Table 1. We thus re-partitioned the dataset into train/dev/test sets, each containing 400/25/25 sentences split from the 450 sentences.

**LibriSpeech.** The LibriSpeech English corpus \( \text{[22]} \) included approximately 1000 hours of speech. We used the 460-hour clean set to be the additional large corpus for normal speech for transfer learning.

For comparing with HMM-based ASR, a DNN-HMM hybrid system \( \text{[33]} \) baseline was constructed using the TIMIT recipe \( \text{[34]} \). 13-dimensional MFCC features with delta and delta-delta were used as the recipe did. For E2E ASR, 80-dimensional log Mel-filterbank features with delta and normalization were used. Two E2E ASR models were used. The standard model used a 4-layered BLSTM of 512 units per direction and a CNN feature extractor \( \text{[23]} \). Another light model with a 3-layered bidirectional GRU with 128 units per direction was used for small training sets such as the experiment producing the results in Fig. 2 to prevent overfitting. All results reported below were averaged over 3 runs.

### 3.2. E2E v.s. Hybrid for Whipped Trained on Whispered

We first compared the HMM-based hybrid model with standard E2E ASR without any approach proposed here, assuming only the whispered part of wTIMIT was available for training. The phoneme level (total 39 phonemes) annotation was used to train both models from scratch, and the phoneme error rates (PER) are in Table 1. The light E2E ASR model used to produce Fig. 2 was used here.

Section (I) of Table 1 is for the original TRAIN/TEST partition provided by wTIMIT, in which we see the E2E ASR model offered a very low error rate (row(b)) as a result of the overlapping utterances between the TRAIN/TEST sets. So all experiments below were based on our partition as mentioned in Sec. 3.1 with results in Section (II). Here we see the E2E model was slightly better than the hybrid (rows(d) v.s. (c)), even with only 26 hours of training data, for which hybrid typically outperformed E2E. This indicated E2E ASR was a more proper choice for whispered speech if the data set was not too small.

### 3.3. Proposed Frequency-weighted Approaches with Small Normal Speech Training

Now, we considered the case when only limited normal speech (i.e. the 26 hours of normal speech from wTIMIT) was available for training E2E ASR, but with the several approaches proposed here, to verify these approaches were useful for whispered speech regardless of the training data. The light model same as that used in Sec. \( \text{[32]} \) was used. The results are listed in Table 2.

### 3.4. Training with Extra Normal Speech Data

Here, we tried to reduce the performance gap between whispered and normal speech recognition by utilizing an additional large normal speech training corpus (LibriSpeech). The models below were trained on grapheme level (characters without lexicon) following previous works \( \text{[35][36][37]} \), with frequency-weighted SpecAugment and frequency-divided CNN extractor applied.
Layer-wise Transfer Learning Here we studied the layer-wise transfer learning mentioned in Section 2.4. We used the 460-hr LibriSpeech normal speech data to pre-train an E2E ASR model, and then fine-tuned it with the small whispered set in wTIMIT. Instead of fine-tuning the whole model, only several bottom layers were fine-tuned. Fig. 4 depicts the results for whispered and normal speech from left to right when fine-tuning was performed on different number of bottom layers, starting with no fine-tuning.

We can see from Fig. 4 the character error rate (CER) for whispered speech was improved from 37.0% all the way to 25.2% when fine-tuning the frequency-divided CNN extractor and the first two BLSTM layers simultaneously, which was a 31.9% error rate reduction relative to the pre-trained model. Fine-tuning the 3rd BLSTM layer or further did not boost the performance, probably because layers close to the output were more related to characters and language modeling [29], and fine-tuning too many parameters affected the ability of the model and further overfitted it on the small wTIMIT corpus. We actually tried to also fine-tune the output layer, but that slightly damaged the performance probably because we were recognizing the same language. The best result of 25.2% here was only 1.9% absolutely higher than the best performance on normal speech when fine-tuning an extra layer. These results verified that the BLSTMs also played important roles in encoding acoustic features, and thus fine-tuning part of the bottom layers of a pre-trained model was helpful.

Different Methods for Training with Both Speech Types Here we wish to explore different methods using both whispered and normal speech to train the E2E ASR for whispered speech. We first set three baseline models trained solely on the wTIMIT whispered set (wTM-w), the wTIMIT normal set (wTM-n), and the LibriSpeech corpus separately, respectively in rows (a)(b)(c) in the first section of Table 3. We then used all the three sets of whispered and normal speech jointly to train the E2E ASR in rows (d)(e)(f) in the 2nd half of Table 3. This included directly sampling them randomly regardless of the size of the corpus (row(d)), oversampling whispered speech to the same size as normal speech (referred to as imbalanced learning, previously used for whisper detection [38]) (row(e)), and the layer-wise transfer learning described above (row(f)). All results in Table 3 are CERs.

First of all, the baseline models using the wTIMIT dataset performed poorly compared to using LibriSpeech (rows(a)(b) v.s. (c)). This confirmed that E2E models required a large amount of training data to work well [35]. Next, mixing all whispered and normal speech data together improved the performance slightly on the whispered set but degraded it on the normal set compared to the model using only normal speech (row(d) v.s. (c)). Though with a relatively small amount of whispered speech (only about 5%), the E2E ASR model was still able to learn to recognize whispered speech. On the other hand, the imbalanced learning method damaged the E2E ASR severely (row(e)), probably due to the low diversity of the sentences in wTIMIT, the system thus failed to model the characters and words.

In contrast, for the layer-wise transfer learning method (row(f)), we divided the training phase into two, pre-training with normal speech and fine-tuning with whispered speech. This method outperformed all other methods. Based on the model well-initialized with a large normal set, fine-tuning a part of its layers properly adapted it to whispered speech while preserving its original capability to recognize the various words in the vocabulary. In other words, the layer-wise transfer learning proposed here enables us to bridge the gap between recognizing normal and whispered speech. This implies we can use any E2E model we already have pre-trained on normal speech and do not need to collect a large amount of whispered speech.

4. Conclusions

This is the first paper focusing on exploring the possibility of E2E recognition for whispered speech. We propose a frequency-weighted SpecAugment approach and a frequency-divided CNN extractor to boost the recognition performance. With the aid of a larger normal speech corpus and a layer-wise transfer learning approach, we further show the performance gap between whispered and normal speech recognition can be reduced to very narrow.
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