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Abstract

Coarsely-labeled semantic segmentation annotations are easy to obtain, but therefore bear the risk of losing edge details and introducing background pixels. Impeded by the inherent noise, existing coarse annotations are only taken as a bonus for model pre-training. In this paper, we try to exploit their potentials with a confidence-based reweighting strategy. To expand, loss-based reweighting strategies usually take the high loss value to identify two completely different types of pixels, namely, valuable pixels in noise-free annotations and mislabeled pixels in noisy annotations. This makes it impossible to perform two tasks of mining valuable pixels and suppressing mislabeled pixels at the same time. However, with the help of the prediction confidence, we successfully solve this dilemma and simultaneously perform two subtasks with a single reweighting strategy. Furthermore, we generalize this strategy into an Adversarial Reweighting Module (ARM) and prove its convergence strictly. Experiments on standard datasets show our ARM can bring consistent improvements for both coarse annotations and fine annotations. Specifically, built on top of DeepLabv3+, ARM improves the mIoU on the coarsely-labeled Cityscapes by a considerable margin and increases the mIoU on the ADE20K dataset to 47.50.

1. Introduction

Driven by tons of high-quality dense-annotated images, existing segmentation models (e.g. [5,31,35]) have achieved remarkable performance. However, the labeling cost is still unaffordable for practical applications that rely on large-scale data. As reported by Cityscapes [6], the labeling time for only 5,000 images has reached 7,500 hours. To provide more annotations with less cost, Cityscapes introduces the coarse annotation. As shown in Figure 1, different from the existing fine annotation which aims to label each pixel accurately, the coarse annotation only labels objects with coarse polygons. By using it, Cityscapes shortens the labeling time of a single image from 1.5 hours to 7 minutes and provides up to 20,000 images with only 2,333 hours.

Although these coarsely-labeled images are easy to obtain, the inherent label noise makes them challenging to be exploited. As a workaround, existing methods usually only take coarse annotations as a bonus for model pre-training and then perform fine-tuning on fine annotations to obtain the optimal results. Inspired by the recent progress in segmentation with box-level annotations [17, 18, 32] and the analysis of the coarse annotation in [23, 44], we want to examine whether coarse annotations have the potential to generate high-quality semantic segmentations, which may help us to escape from the expensive annotation cost and further benefits to practical applications. Working towards this goal, we define the task Coarse Semantic Segmentation as training a model only with coarsely-labeled images.

In this paper, we try to treat each image pixel as an independent sample and then suppress the pixel-wise label noise with a reweighting strategy. However, the following observations put us into a dilemma. In noise-free datasets, methods like OHEM [27] and Focal loss [22] usually identify valuable hard samples by the high loss value. While in noisy datasets, methods like GCE [40] also identify harmful mislabeled samples by the high loss value. After dividing samples according to the loss value and the correctness of label, we can put samples into the grids of Figure 2(a). As we can see, high-loss samples actually contain two types of samples at the same time, namely, correctly-labeled valuable samples and mislabeled harmful samples. While focusing
extensive experiments for searching the optimal hyperparameter values usually require considerable efforts. Consid-
ering that the confidence indicator can play an important role in improving model performance. The loss value is enough to perform the adversarial training.

A similar work to ours is the MetaWeight [28], yet, our ARM is fundamentally different from theirs. While their reweighting module aims to minimize the loss on an extra validation dataset, our ARM manages to maximize the loss on the training dataset. See more details about our ARM in Sec. 3.3 and Sec. 3.4. Extensive experiments are conducted on two semantic segmentation benchmarks, namely, Cityscapes [6] and ADE20k [43]. Results on both coarse annotations and fine annotations demonstrate the robustness and effectiveness of our ARM. Specifically, built on top of DeepLabv3+, we improve the mIoU on the coarsely-labeled Cityscapes by a considerable margin and increase the mIoU on the ADE20K dataset to 47.50.

2. Related Work

Label Noise. Dealing with label noise is a long-standing problem and is mainly studied in the image classification field. A typical solution is identifying noisy samples and then correct these wrong labels [21], or directly assigning smaller weights to them to reduce noise impact [26, 33]. An alternative strategy involving training samples attempt to reorganize sampling priority and frequency of samples [3, 14]. Another class of methods tries to design robust loss functions inherently tolerant to noisy labels [24, 40]. By assuming the noisy labels are corrupted good ones by a noise transition matrix and embedding the estimated matrix into loss functions, [11] also relieves noise burden. A detailed overview on this topic can be found in [29].

Reweighting Strategy. Reweighting strategies play an important role in improving model performance. The loss value is easily accessible and can be taken as a good indicator used in reweighting strategies. However, there exist two entirely contradicting ideas when talking about reweighting by loss. To mine valuable hard samples in noise-free datasets, OHEM [27] and Focal loss [22] assign samples

| Loss value | Low Loss | High Loss |
|------------|----------|-----------|
| correct-labeled | less valuable | more valuable |
| mislabeled | less harmful | more harmful |

(a) Divide samples with the Loss value

| Confidence value | Low Confidence | High Confidence |
|------------------|----------------|-----------------|
| correct-labeled | more valuable | less valuable |
| mislabeled | less harmful | more harmful |

(b) Divide samples with the Confidence value

Figure 2. Divide samples with different indicators. The confidence value can distinguish more valuable samples from more harmful samples while the loss value cannot.

| Confidence | High-loss samples will suffer from noisy labels, an opposite operation will ignore many valuable samples. To solve this dilemma, we propose to divide samples by the prediction confidence, namely, how confident the model thinks which category a sample should belong to. We have the following observations: For noise-free datasets, high loss means hard-to-classify, in other words, valuable samples identified by the high loss value actually are those low-confidence ones. For noisy datasets, high loss means easy-to-classify but mislabeled, in other words, harmful samples identified by the high loss value actually are those high-confidence ones. For a better understanding, we re-divide samples according to the confidence value in Figure 2(b). As we can see, different from Figure 2(a), valuable samples and harmful samples now can be distinguished by the confidence value. Furthermore, we find high-confidence samples are either less valuable or more harmful. For correctly-labeled samples, high confidence means the model can easily classify the sample to the correct category. Since mining hard samples usually means suppressing easy samples, with the same goal of OHEM, we think these high-confidence samples are less valuable and should be suppressed. On the other hand, once these high-confidence samples are mislabeled, a large classification loss will seriously interfere with the training process. Thus, suppressing high-confidence samples can not only act as OHEM in both noise-free and noisy datasets, but also can simultaneously suppress mislabeled samples in noisy datasets. Unfortunately, our thesis shows the existing confidence indicator introduced by KL loss [15] cannot produce robust results as expected. In this work, we resort to the pixel-wise class-likelihoods \( p_{1: C} \) and take its variance as an acceptable confidence indicator. Note that, our work’s contribution is mainly on the reweighting strategy “suppressing high-confidence samples” instead of designing an optimal confidence indicator. Any existing confidence indicator can be applied to our reweighting strategy.

Our second contribution is oriented with how to map the confidence into a sample weight properly. Considering existing weight mapping functions usually require extensive experiments for searching the optimal hyper-

parameters, we propose a reweighting module named Adversarial Reweighting Module (ARM) and strictly prove its convergence. Our ARM has the following advantages:

- Adopting the idea of suppressing high-confidence samples, ARM is a robust module and can be applied to both noisy datasets and noise-free datasets.
- Guaranteed by the proof of convergence, ARM can automatically derive the optimal weight mapping function with only a single experiment.
- Designed with 53 parameters, ARM is lightweight and only brings negligible computational overhead.
- Performing operation on the final class-likelihood map, ARM is model-independent and can be applied any pixel-wise loss function.
- Just changing the learning rate of ARM to a negative value is enough to perform the adversarial training.

with high loss a large weight; while, to suppress mislabeled samples in noisy datasets, robust loss functions like GCE [40] tend to assign samples with high loss a small weight or gradient. As can be seen, reweighting by loss cannot distinguish hard samples from mislabeled samples. To solve this issue, researchers in the meta-learning field try to introduce a noise-free validation set and then reweight according to whether the sample can increase the performance on this validation set. [28] and [26] determine the sample weight to whether the sample can increase the performance on this validation set. 

Apart from these methods, [3] assigns weight to a sample based on its variance of predicted probabilities collected from previous epochs. In the object detection task, sample reweighting is also an effective method, e.g., PISA [2] proposes to reweight anchors by IoU and develop a sampling strategy called Prime Sample Attention.

**KL Loss.** Kendall et al. [15] make an in-depth analysis on KL Divergence and then propose the KL loss to explicitly modeling prediction uncertainty for the regression task. Later, they show that this idea is also applicable to classification tasks [16]. Following this spirit, many works study KL loss and intend to leverage it for boosting performance. For example, in the object detection field, [13] introduces KL loss to simultaneously learn the bounding box offset and the localization uncertainty and further performs a soft NMS based on this predicted uncertainty. Taking a step further, [1] jointly learns sample weights for both classification and regression tasks. Recently, [42] introduces KL loss into cross-domain semantic segmentation. They explicitly estimate the prediction uncertainty and then use it as a cue to rectify the pseudo-label learning.

### 3. Methodology

In this section, we start with a brief analysis of the weakness of KL loss and then propose another acceptable confidence indicator variance. After that, we generalize the strategy “suppressing high-confidence samples” to an adversarial reweighting module named ARM and strictly prove its convergence. Finally, we give an example pipeline and illustrate how to use our ARM in segmentation task. It is recommended to immediately reading Figure 3 to form a general understanding before continuing.

#### 3.1. Dive into KL Loss

KL loss for classification task is defined in [16] as

$$KL(p_{1:C}, s, gt) = \frac{1}{s} CE(p_{1:C}, gt) + \frac{1}{2} \log s,$$

(1)

where $CE(p_{1:C}, gt)$ indicates the cross-entropy (CE) loss between class-likelihoods $p_{1:C}$ and ground-truth label $gt$, and $s$ indicates the predicted uncertainty. By minimizing KL loss with regard to $s$ in Eq. 2, we can find the optimal $\hat{s}$

$$\hat{s} = \arg \min_{s \in \mathbb{R}^+} KL(p_{1:C}, s, gt) = -2 \log p_{gt}. (2)$$

A well-trained model on a noise-free dataset tends to act as: $p_{gt} \rightarrow 1 \Rightarrow s \rightarrow 0$ and $p_{gt} \rightarrow 0 \Rightarrow s \rightarrow +\infty$. Since $1/s$ in Eq. 1 is a loss weight of CE loss, a high $p_{gt}$ actually leads to a high sample weight $1/s$. In other words, contrary to the reweighting strategy we advocate, **KL loss will assign larger weights to high-confidence samples.** This reweighting strategy may work well on noise-free datasets, however, applying it to noisy datasets tend to be very fragile, since there may exist an unexpected inconsistency between the expected $gt$ and the labeled $\hat{gt}$. Once a high-confidence sample is mislabeled, the low labeled $p_{gt}$ will produce a large loss $-\log p_{gt}$ while the high expected $\hat{p}_{gt}$ will further assign this sample a big weight. Therefore, KL loss tends to enlarge the abnormal gradient of a mislabeled high-confidence sample and is not robust to noisy datasets.

#### 3.2. Variance as a Confidence Indicator

Alternatively, we take the variance of the pixel-wise class-likelihoods $p_{1:C}$ as a confidence indicator. We have

$$\sum_c p_c = 1, p_c \in [0, 1], \bar{p} = \frac{1}{C},$$

$$var = \sum_c (p_c - \bar{p})^2 \in \left[0, \frac{C - 1}{C^2}\right].$$

(3)

Two inspiring observations can be made from Eq. 3:
First, \( \text{var}_{\text{min}} \) is obtained when equal likelihoods are predicted over all classes, which means the model does not know which class the pixel belongs to. Second, \( \text{var}_{\text{max}} \) is obtained when the likelihood of a specific class is predicted to 1, which means the model has absolute confidence. Consequently, \( \text{var} \) is positively related to predicted confidence.

We also visualize the low-variance region with images in the Cityscapes dataset. The segmentation model we use is only supervised with the cross-entropy loss without any tricks. As shown in Figure 4, almost all low-variance pixels locate in the boundaries of adjacent semantic regions. This is consistent with the consensus that segmentation models are weak at generating clear boundaries and also proves the variance is a good confidence indicator.

Since high-confidence samples can be identified by their variance values, it is natural to transform the training strategy “suppressing high-confidence samples” to “suppressing high-variance samples”. Moreover, this transformation makes it possible to give a solid proof for the rationality of “suppressing high-variance samples” (See our Appendix).

Note that, the definition of our variance is different from all methods in Sec. 2. The variance in [1, 13, 15, 16] is obtained from the \( s \) term in KL loss. The variance in [42] is calculated among two feature maps outputted from different heads. The variance in [3] is calculated from its historical probability values in previous epochs. However, our variance is derived from a single feature map and is calculated among the pixel-wise class-likelihoods.

### 3.3. Adversarial Reweighting Module

To illustrate the proposed reweighting strategy concretely, we formulate the training process as follows

\[
\begin{align*}
p_{i,1:C} &= S(x_i; \theta_S), \\
w_i &= W(v_i; \theta_W), \\
l_i &= L(p_{i,1:C}, gt_i), \\
\hat{\theta}_S &= \arg\min_{\theta_S} \sum_i w_i l_i.
\end{align*}
\]

Firstly, a segmentation model \( S(x) \) controlled by parameters \( \theta_S \) predicts the class-likelihoods \( p_{i,1:C} \) for each pixel \( x_i \). Then a weight mapping function \( W(v) \) controlled by parameters \( \theta_W \) generates the weight \( w_i \) from the pixel-wise variance \( v_i \). After that, the pixel-wise loss \( l_i \) is calculated from the \( p_{i,1:C} \) and the \( gt_i \). Finally, the optimal \( \theta_S \) is obtained by minimizing the weighted sum of the \( w_i \) and \( l_i \).

Considering all samples with \( v_i = v \) share a same weight \( W(v) \), after gathering all samples with \( v_i = v \), we define the sum of their loss values as

\[
L(v) = \sum_{\{i \mid v_i = v\}} l_i.
\]

By doing this, the optimization target can be transformed to

\[
Q = \sum_{\{i \mid v_i = v\}} w_i l_i = W(v) L(v)
\]

Having laid the groundwork in Eq. (4-6), we will now analyze \( W(v; \theta_W) \) and \( L(v; \theta_S) \) separately.

\( W(v; \theta_W) \) is determined by our reweighting strategy. The strategy “suppressing high-variance samples” requires \( W(v) \) to assign samples with larger \( v \) a smaller \( w_i \), namely,

\[
v_1 > v_2 \implies W(v_1) < W(v_2).
\]

\( L(v; \theta_S) \) is determined by our segmentation model and indicates the sum of loss values in different variance intervals. To figure out the curve shape of \( L(v; \theta_S) \), we make a statistic on the Cityscapes dataset. Since we usually do iterative training on the mini-batch, the statistic is made on the expectation (average) value of loss values, instead of the sum of them. As shown in Figure 5, \( L(v; \theta_S) \) acts as

\[
v_1 > v_2 \implies L(v_1) < L(v_2).
\]

which means the average loss of low-confidence intervals is bigger than those in high-confidence intervals.

Based on Eq. (7-8), we can say \( W(v; \theta_W) \) actually tends to focus on the high \( L(v) \) interval. In more detail, while...
$S(x; \theta_S)$ targets on predicting more accurate $p_{i,1:C}$ and producing lower weighted sum $Q$: $W(v; \theta_W)$ tends to assign larger weights to samples with lower confidence and produce higher $Q$. Thus, we introduce the adversarial training strategy as

$$
\theta_s = \arg\min_{\theta_s} Q,
\theta_w = \arg\max_{\theta_w} Q.
(9)
$$

and name $W(v; \theta_W)$ as our ARM.

Although Eq. 9 seems difficult to solve, a vanilla SGD is actually sufficient. There are two key points to simplify this problem. First, $\theta_S$ can only adjust the $L(v)$, and $\theta_W$ can only adjust the $W(v)$. $\theta_S$ and $\theta_W$ is independent and parallel. Second, for continuous functions, the fastest increasing direction is the opposite of the fastest decreasing direction. While assigning a positive learning rate to $\theta_S$ tends to minimize $Q$, assigning a negative learning rate to $\theta_W$ tends to maximize $Q$. Therefore, just changing the learning rate of $\theta_W$ to a negative value and minimizing $Q = \sum w_i l_i$ as usual is enough to solve Eq. 9 and implements our ARM.

**What is ARM?** Our ARM is a learnable mapping function $W(v; \theta_W)$. Its input is a pixel-wise normalized variance $v_i \in [-1, 1]$. Its output is a pixel-wise sample weight $w_i \in [0, 1]$. Its curve shape is controlled by the parameter $\theta_W$. Existing weight mapping functions are usually designed to a fixed representations like $(av + b)$ or $(a \log(v + b))$ and then grid-search the hyper-parameter $a$ and $b$ with multiple experiments. However, our ARM can embed the mapping function into a multilayer perceptron, and obtain the optimal $W(v; \theta_W)$ with only a single experiment.

### 3.4. Convergence of ARM

We can start with an easy but fundamental problem. Let $l_1 = 1.2, l_2 = 0.6, l_3 = 0.1$, if we constrain $\|W\|_p = (w_1^p + w_2^p + w_3^p)^{\frac{1}{p}} = 1$ with $p \geq 1$, what is the solution of

$$
w_1, w_2, w_3 = \arg\max_{\|W\|_p = 1, w_i > 0} w_1 l_1 + w_2 l_2 + w_3 l_3.
(10)
$$

We can find that $p = 1$ produces a sparse solution

$$
w_1 : w_2 : w_3 = 1 : 0 : 0,
(11)
$$

which indicates $l_1$ obtains the total weight; while $p > 1$ produces a smooth solution

$$
w_1 : w_2 : w_3 = 1.2^{\frac{1}{p-1}} : 0.6^{\frac{1}{p-1}} : 0.1^{\frac{1}{p-1}},
(12)
$$

which indicates all of $l_1, l_2$ and $l_3$ will get a weight.

The above analysis gives us an intuition that different constraints on $W$ will lead to different solutions, and applying L1 Norm ($p = 1$) to $W$ will cause the model only focus on the hardest sample, which is very fragile. Thus, it is necessary to constrain $\|W(v; \theta_W)\|_p$ with $p > 1$. In fact, the theorem “Holder’s inequality” [10] provides a detailed analysis for optimization problem like Eq. 13. The definition of $W(v)$ and $L(v)$ are consistent with the previous section.

$$
W(v) = \arg\max_{\|W\|_p = 1, p > 1} \int W(v) L(v) dv,
(13)
$$

**Theorem 3.1 (Holder’s inequality).**

Let $(S, \Sigma, \mu)$ be a measure space and let $p, q \in (1, \infty)$ with $\frac{1}{p} + \frac{1}{q} = 1$. For all measurable functions $f$ and $g$, we have

$$
\|fg\|_1 \leq \|f\|_p \|g\|_q
$$

where $\|f\|_p = \left( \int |f(x)|^p dx \right)^{\frac{1}{p}}$, and if both $f$ and $g$ are contiguous and positive, then this inequality becomes an equality iff $f(x) = |g|^\frac{-1}{q} x^{\frac{1}{p-1}}$ almost everywhere.

Therefore, as long as $p > 1$, the Holder’s inequality will always guarantee $W(v; \theta_W)$ converge to the closed-form formula $\|L\|_q^{-\frac{1}{q-1}} L^{-\frac{1}{q-1}}(v)$.

### 3.5. Training Pipeline

Our ARM can be easily attached to existing segmentation models. As illustrated in Figure 3, we first explicitly calculate the pixel-wise variance $v_i$, using the class-likelihood map, and then normalize $v_i$ from $[0, \frac{C-1}{C}]$ to $[-1, 1]$. Following that, we use ARM to map $v_i$ to $w_i$ and constrain the weight map with $\|W\|_p = 1, p > 1$ for better convergence. At last, we minimize the weighted loss sum of the weight map and the loss map as usual. However, by simply multiplying $-1$ to the learning rate of $\theta_W$, we achieve a kind of the adversarial training. While the segmentation model targets predicting more accurate class-likelihoods and producing a lower weighted loss; our ARM tends to force the segmentation model to focus more on lower confidence regions and produce a higher weighted loss. It is worth mentioning that Figure 3 shows the actual structure of our ARM, which only contains 53 learnable parameters. This module is fairly lightweight and only brings negligible computational overhead.

### 4. Experiments

#### 4.1. Benchmarks and Evaluations

We select two finely-labeled datasets and two coarsely-labeled ones to evaluate the effectiveness of our ARM.

**ADE20K.** The ADE20K dataset [43] is tasked for general scene parsing, which contains 150 semantic categories, including 35 stuff classes and 115 discrete objects. This dataset is divided into 20,210/2,000/3,000 images for training, validation and testing.

**Cityscapes Fine.** The Cityscapes dataset [6] targets for urban scene understanding, which contains 30 semantic categories but only 19 categories are used for evaluation. It
provides 5,000 finely-labeled images which are further divided into 2,975/500/1,525 images for training, validation and testing. We name these images and the corresponding fine annotations as Cityscapes Fine.

Cityscapes Coarse. The Cityscapes dataset also provides coarse annotations for the 5,000 images mentioned above. We name these images and the corresponding coarse annotations as Cityscapes Coarse. For a fair comparison, the evaluation is also performed on Cityscapes Fine validation set. Note that, the annotation type is the only difference between Cityscapes Fine and Cityscapes Coarse.

Cityscapes Coarse Extension. Except for the 5,000 images mentioned above, Cityscapes provides additional 20,000 coarsely-labeled images. We name these coarsely-labeled images as Cityscapes Coarse Extension and also perform the evaluation on Cityscapes Fine validation set.

Following previous works, Results are reported in three metrics, namely, overall accuracy (aAcc), class average accuracy (mAcc) and mean IoU (mIoU).

4.2. Implementation Details

Segmentation Network. We take DeepLabv3+ [5] as the base model and only supervise the model with the cross-entropy loss. Following [41], we adopt the auxiliary loss [30] and assign its loss weight to 0.4. For Cityscapes, ResNet101 [12] is selected as the backbone. For ADE20K, the backbone is replaced with ResNeSt101 [38] for better performance. All experiments are performed on 8 GTX2080Ti GPUs with mixed precision training. The optimizer is SGD with a weight decay 0.0001. The learning rate is multi-step with warming up: given a base learning rate $\alpha_0$ and the total number of iterations $T$, the learning rate $\alpha$ will linearly increase from $\alpha_0/100$ to $\alpha_0$ in the first $0.05T$, and then decay to $\alpha_0/10$ at $0.6T$, and decay to $\alpha_0/100$ at $0.9T$. We set $\alpha_0$ to 0.02 for all experiments, while take $T$ as a dataset-related parameter. With the batch size unified to 16, we set $T = 40,000$ for Cityscapes Fine and Cityscapes Coarse (about 216 epochs), $T = 160,000$ for ADE20K (about 127 epochs) and $T = 200,000$ for Cityscapes Coarse Extension (about 160 epochs).

The data augmentation contains a series of randomly color-jittering, randomly horizon-flipping, randomly resizing, and randomly cropping. Only the image shape $(H, W)$ after randomly cropping is dataset-related, which is set to (512, 1024) for Cityscapes, and (512, 512) for ADE20K. The code repository will be released later.

Adversarial Reweighting Module. ARM is implemented by four $1 \times 1$ convolution layers. Its interlayer activation function is Swish [25] and the final Sigmoid is used to squeeze the sample weight to $[0, 1]$. After grid-searching the optimal normalize type and the optimal input type in Table 2, we set the input parameter of ARM to the normalized variance, and constrain ARM with $\|W\|_2 = 1$. The learning rate of ARM is always kept the same with the main segmentation model, except for an extra negative sign. Considering the prediction confidence may be unreliable in the early training stage, we train ARM and the main model isolatedly in the first 0.05$T$ and then jointly optimize them in the remaining iterations.

A dedicated training details is that the weight map must be normalized twice. Specifically, the weight map is first divided by its L2 norm to guarantee the convergence, and further divided by its L1 norm to ensure the same magnitude of loss before and after reweighting. Note that, both operations are indispensable. Only dividing by L1 norm makes ARM fail to converge (see Table 2); while only dividing by L2 norm makes the sum of sample weights greater than 1. In other words, the learning rate is implicitly increased.

4.3. Ablation Study

All experiments in this section are trained on the training set of each benchmark and evaluated on the corresponding validation set. For simplicity, we only report the single-scale-testing results in this section.

Linear ARM. Before grid-searching hyper-parameters for ARM, some fundamental experiments need to be performed first. For this purpose, we introduce a simplified ARM as $W(v) = k \ast v + b$ with $k$ and $b$ taken as constants. Since it is a linear mapping function, we name it as Linear ARM. The parameter $k$ plays a key role in the reweighting strategy. A positive $k$ means assigning high-confidence samples a large weight and focusing on them, while a negative $k$ means suppressing these high-confidence samples.

Detaching Gradient. An essential question is whether to detach the gradient of $p_{i,1:C}$ when calculating the variance $v_i$ and the sample weight $w_i$, more vividly, whether to tell the segmentation network that ARM is performing the reweighting task. As shown in Table 1, the mIoU of our base model (DeepLabv3plus + ResNet101) is 70.33. However, after applying ARM to the segmentation model and calculating $w_i$ without detaching the gradient of $p_{i,1:C}$, the mIoU drops to 40.03. Furthermore, once we detach the gradient, the mIoU increases to 72.13.

An intuition explanation is as follows: If the segmentation model knows the existence of the ARM, then for $\theta_s$, the problem $\theta_s = \operatorname{argmin}_{\theta_s} \sum_i w_i l_i$ can be solved by two approaches. The first one is minimizing $l_i$ by classifying a

| Table 1. Some training details about our ARM. |
|----------------- |---------------- |---------------- |
| detach | aAcc | mAcc | mIoU |
| Base model | 93.55 | 82.21 | 70.33 |
| Linear ARM | 30.72 | 8.27 | 4.03 |
| Linear ARM ✓ | 93.92 | 83.30 | 72.13 |
| Base model | 93.55 | 82.21 | 70.33 |
| Linear ARM (suppressing) ✓ | 93.92 | 83.30 | 72.13 |
| Linear ARM (focusing) ✓ | 93.44 | 81.46 | 69.54 |
sample to the correct class, while the second one is minimizing $w_i$ by generating a higher variance $v_i$. Obviously, directly generating a higher $v_i$ is much easier than classifying a sample to the correct class. Therefore, when not detaching the gradient, our ARM unexpectedly provides a shortcut for the segmentation model to cheat. But after detaching the gradient, our ARM obtains a significant performance improvement and increases the mIoU by 1.80.

**Suppressing vs Focusing.** Experiments are conducted with Linear ARM. $W(v) = -0.5 * v + 0.5$ is used to suppress high-variance samples while $W(v) = 0.5 * var + 0.5$ is used to focus on them. As shown in Table 1, focusing on high-variance samples produces the lowest mIoU, and is even worse than our base model.

**The Convergence of Our ARM.** To validate the theory provided in Sec. 3.4, we perform experiments by constraining $||W||_p = 1$ with $p = 1, 2, 3$, respectively. As shown in Table 2, the L1 norm does not converge, and the L2 norm produces the best mIoU. This validates the conclusion in Sec. 3.4: $q > 1$ is critical to the convergence of our ARM.

**The Optimal Input Type.** Except for the variance, other statistics about $p_i$ can also be used to indicate the confidence, like $std, log \ var$ and $entropy = \sum_{i=1}^{C} p_i \log p_i$. As shown in Table 2, the performance gap between $var, std$ and $log \ var$ is very small. However, setting the input type to $entropy$ makes ARM not converge, which may be caused by its numerical instability.

**Applying ARM to Different Backbones.** We report the model performance with different backbones, namely, ResNet50 and ResNet101. As shown in Table 3, ARM brings consistent performance improvement, and the mIoU of ResNet50 enhanced by our ARM outperforms the vanilla ResNet101 on both Cityscapes Coarse and Cityscapes Fine.

**Applying ARM to Different Heads.** To prove our ARM is model-independent, we attach it to different segmentation heads, namely, DeepLabv3+ and OCR [35]. As shown in Table 3, our ARM brings consistent performance improvement on different models and different annotation types. Though adopting the same hyper-parameters for all experiments affects the performance of OCR, the relative improvement brought by ARM is still acceptable.

**4.4. Comparison with SOTA**

We adopt the same test time augmentation (TTA) as [35], which contains multi-scale testing and horizon flipping. Results of Cityscapes Fine and Cityscapes Coarse are trained

---

**Table 2. Search hyper-parameters for our ARM.**

| Hyper-parameter | subtype | aAcc  | mAcc  | mIoU  |
|-----------------|---------|-------|-------|-------|
| Normalize type  | Base model | 93.55 | 82.21 | 70.33 |
|                 | L1 norm    | NaN   | NaN   | NaN   |
|                 | L2 norm    | 93.88 | 83.83 | 71.94 |
|                 | L3 norm    | 93.84 | 83.39 | 71.10 |
| Input type      | Base model | 93.55 | 82.21 | 70.33 |
|                 | var        | 93.88 | 83.83 | 71.94 |
|                 | std        | 93.88 | 83.46 | 71.83 |
|                 | log var    | 93.84 | 83.27 | 71.93 |
|                 | entropy    | NaN   | NaN   | NaN   |

---

**Table 3. Applying ARM to different backbones and heads.**

| Dataset    | Head type | Model | aAcc  | mAcc  | mIoU  |
|------------|-----------|-------|-------|-------|-------|
| Cityscapes Coarse | OCR [35] | Base model | 93.66 | 82.52 | 70.51 |
|             |           | ARM   | 93.77 | 83.31 | 71.79 |
| Cityscapes Fine | OCR [35] | Base model | 96.49 | 90.47 | 80.76 |
|             |           | ARM   | 96.62 | 90.97 | 81.73 |

---

**Table 4. Applying ARM to different loss functions.**

| Loss type | use ARM | aAcc  | mAcc  | mIoU  |
|-----------|---------|-------|-------|-------|
| KL        | ✓       | 93.83 | 83.01 | 71.86 (+2.80) |
| CE        | ✓       | 93.88 | 83.83 | 71.94 (+1.61) |
| GCE       | ✓       | 93.85 | 83.28 | 72.08 (+0.85) |

**Applying ARM to Different Loss Functions.** We perform experiments with the cross-entropy loss (CE), the robust loss function Generalized CE loss (GCE) [40], and the KL loss mentioned above. For GCE, we grid-search its hyper-parameter $q$ and find the optimal $q$ is 0.1. After that, we combine GCE with ARM by setting ARM’s input parameter to $var$. For KL, we combine it with ARM by setting ARM’s input parameter to the $s$ term in KL loss. From Table 4, we can observe that the base model supervised by different losses show a clear performance gap. GCE performs the best, and “KL is worse than CE” validates the analysis in Sec. 3.1. By applying our ARM to them, all of these three loss functions obtain significant performance improvements. This strongly proves the robustness and effectiveness of our ARM.

**Comparison with OHEM** We perform experiments to prove our ARM is better than OHEM. The hyper-parameter of OHEM is adopted from [35]. As shown in Table 5, OHEM only brings performance improvements on Cityscapes Fine and ADE20K, but does not on Cityscapes Coarse. Though ARM performs slightly worse than OHEM on ADE20K, it brings consistent performance improvements on all datasets. This shows that our ARM is more robust and more effective than OHEM.
on train+val and evaluated on test online. Results of ADE20K are trained on train and evaluated on val.

Specifically, for Cityscapes Fine and Cityscapes Coarse, we take DeepLabv3plus + ResNet101 as the base model and train it on train+val with \( T = 40,000 \). Note that, Cityscapes Fine and Cityscapes share the same training images, but are labeled with different annotation type. For ADE20K, we set \( T = 100,000 \) and replace the backbone with ResNeSt101 [38] for better performance.

As shown in Table 6, OHEM only performs well on finely-labeled datasets, while our ARM and Linear ARM bring consistent improvements on all datasets and obtain a performance comparable to SOTAs. This observation is consistent with the analysis in the introduction and strongly proves that the confidence-based reweighting strategies are more robust and effective than loss-based ones. Moreover, Linear ARM seems to perform better on the finely-labeled Cityscapes Fine and ADE20K, while ARM does better on Cityscapes Coarse. We may conclude that a linear reweighting function is enough for noise-free datasets, while noisy datasets need a more complicated reweighting function.

Note that, with the help of ResNet101, Linear ARM achieves a mIoU of 47.50 on the ADE20K validation set, which outperforms all other methods.

### 4.5. Discussion

**Linear ARM vs ARM.** Both Linear ARM and ARM are just an implementation of \( W(v; \theta_W) \). Linear ARM is designed with only two fixed constants \( k \) and \( b \) and is not learnable; while ARM is designed with 53 learnable parameters and is optimized by a negative learning rate.

Though ARM may be inferior to Linear ARM sometimes, we still think it is interesting to automatically learning an acceptable \( W(v; \theta_W) \) with only a negative learning rate. Besides, both OHEM and Linear ARM need to perform multiple rounds of experiments for manual tuning the hyper-parameters. However, ARM can automatically obtain an acceptable mapping function by only one round of experiments. Furthermore, the existing ARM only introduces a negligible amount of calculation, and there is still great potential for mining.

**Coarse Semantic Segmentation.** Looking back now, our original intention is to tailor-make a reweighting strategy for coarse annotations and narrow the performance gap between two annotation types. However, as illustrated in Table 6, our ARM actually brings similar performance improvement for both annotation types. The mIoU gap between these two annotation types remains about 10 points, which is a little disappointing.

So does there still exist potentials for coarse semantic segmentation? We answer yes for two reason. First, the coarse annotation is easy to obtain. While the fine annotation requires nearly 1.5 hours to label, the coarse one takes just 7 minutes, which is 1/13 of the former. The mIoU of 82.05 is achieved by 2975+500 finely-labeled images with a labeling time of 5,175 hours. As long as we can use coarse annotations achieve this mIoU within 5,175 hours, the task coarse semantic segmentation is still meaningful. In our appendix, we increase the mIoU from 71.96 to 73.90 with 19,998 images in Cityscapes Coarse Extension (2,333 hours to label) and narrow the mIoU gap from 10.09 to 8.15. Second, the reweighting strategy is not the only way to solve the noise problem. Identifying and correcting mislabeled pixels may further boost the performance of coarse annotations. To conclude, we think coarse semantic segmentation is an interesting task and worthy of more in-depth analysis.

### 5. Conclusion

In this paper, we take coarsely-labeled images as a noisy semantic segmentation dataset and suppress the label noise with a reweighting strategy. After pointing out the dilemma faced by loss-based reweighting strategies, we propose a confidence-based one and generalize it to an adversarial reweighting module named ARM. Extensive experiments on different datasets and different annotation types prove the effectiveness and robustness of our ARM.
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