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We study the interplay of intrinsic-electronic and environmental factors on long-range charge transport across molecular chains with up to \( N \sim 80 \) monomers. We describe the molecular electronic structure of the chain with a tight-binding Hamiltonian. Thermal effects in the form of electron decoherence and inelastic scatterings are incorporated with the Landauer-Büttiker probe method. In short chains of up to 10 units we observe the crossover between coherent (tunneling, ballistic) motion and thermally-assisted conduction, with thermal effects enhancing the current beyond the quantum coherent limit. We further show that unconventional (nonmonotonic with size) transport behavior emerges when monomer-to-monomer electronic coupling is made large. In long chains, we identify a different behavior, with thermal effects suppressing the conductance below the coherent-ballistic limit. With the goal to identify a minimal model for molecular chains displaying unconventional and effective long-range transport, we simulate a modular polymer with alternating regions of high and low rigidity. Simulations show that, surprisingly, while charge correlations are significantly affected by structuring environmental conditions, reflecting charge delocalization, the electrical resistance displays an averaging effect, and it is not sensitive to this patterning. We conclude by arguing that efficient long-range charge transport requires engineering both internal electronic parameters and environmental conditions.

I. INTRODUCTION

Electron transport is central to biology with many life-sustaining processes relying on it including photosynthesis, protein function, DNA mutagenesis and carcinogenesis. Furthermore, charge transport is obviously at the heart of technologies such as electronics, thermoelectric energy generation, optoelectronics, spintronics, and plasmonics. Atomic-scale and single-molecule junctions represent the ultimate limit of miniaturization of electronic devices. They further allow unique and fundamental studies, such as the detection of chemical reactions at the resolution of a single molecule in time.

Experimental studies of charge transport across ultrashort metal-molecule-metal junctions, shorter than 1 nm (made e.g., of a single benzene ring) are well explained with the fully quantum-coherent Landauer approach, see for example Ref.[1]. However, longer molecules such as oligomers with up to 10 units and extending up to 10 nm, demonstrate the onset of thermally-assisted transport, with thermal effects in the electrodes and the molecule facilitating conduction. Indeed, based on timescale considerations, in long molecules, the impact of nuclear degrees of freedom on electron transmission cannot be ignored. However, while rigorous computational treatments of vibrationally-coupled charge transport can be worked out for small (few site) models, see e.g., Refs.[12,13] in long junctions such methods reach their computational limit. Alternatively, a common approximate approach to deal with the impact of nuclear effects on electronic conduction is to employ classical molecular dynamics simulations for sampling molecular configurations, in conjunction with the Green’s function formalism for transport. Yet, even this approximate method becomes computationally impractical for large systems and it requires an additional level of coarse-graining. Moreover, this tool obviously fails to capture dynamical (contrasting static) effects arising due to the interaction of electrons with e.g., intramolecular nuclear vibrations and the solvent.

In this work, we study long-range charge transport in molecular junctions, homogeneous and modular. Our goal is to explore how intrinsic molecular electronic parameters and environmental-thermal effects play together to support long-range transport. Specifically, our goal is to build models where quantum-coherent and thermal effects coexist and combine to contribute to effective transport characteristics.

To incorporate electronic decoherence and elastic and inelastic electron scatterings in the junction, we employ the Landauer-Büttiker probe (LBP) simulation technique. In this approach, “probes” mimic the interactions between conduction electrons and other physical degrees of freedom. The LBP method has been originally developed to describe the coherent-to-incoherent turnover of conduction in mesoscopic devices. More recently, the LBP technique has been used to study thermally-assisted charge transport at the nanoscale, through organic and biological molecules. Applications of the LBP method to one-dimensional molecular junctions include studies of their electrical conductance, nonlinear (high volt-
age) characteristic, thermopower, and thermal conductance. The spin selectivity effect was examined in chiral structures such as in double-stranded DNA and helical protein, using LBP simulations, albeit at zero temperature. More recent applications of the LBP method include investigations of the conductance of a multiterminal DNA tetrahedron junction under decoherence effects. Beyond studies of short (1-10 units) molecular junctions, there have been fundamental applications of the LBP method to understand scaling relations in transport. This includes simulations of carriers’ transport in periodic and quasi-periodic lattices under dissipation and the coherent (ballistic) to Ohmic (diffusive) crossover in charge and phonon transport.

Our interest in exploring possible mechanisms of long-range charge transport is motivated by studies on electrically-conductive protein nanowires, specifically the Geobacter (G.) Sulfurreducens. This bacteria, found in soil, reduces sulfur, but the main interest in this system concerns its electrical capabilities. G. Sulfurreducens has a pilus (tail) that can transport charge up to the micrometer scale. This observation has sparked much interest in the community, with recent works reporting high rates of heme-to-heme electron transfer in multiheme cytochromes, while other experiments questioning the nanowire capabilities of the Geobacter pilus. Multiple theories have been proposed to decipher the workings of long-range biological charge transport, see e.g. Refs. and references therein. It was argued that charge transport in protein nanowires cannot be satisfactorily described by either a metallic-like conduction, or a completely classical-diffusive mechanism. Rather, it was argued that a mixed coherent-incoherent mechanism takes place, with charge delocalization over “islands”. This conduction process could be facilitated by the varying rigidity of the molecule.

In our work, we attempt to understand the interlaced role of internal electronic parameters and environmental effects on long-range charge transport, particularly in modular systems with segments of varying rigidity. Using simulations, we probe the following questions: (Q1) What are some of the unique mixed coherent-incoherent transport mechanisms that can take place in short chains? (Q2) When do inelastic-dissipative effects assist long-range transport, and when do they hamper it? (Q3) What is the impact of structuring the molecule, to include segments of alternating rigidity, on long-range charge transport?

Models of electron transfer offer an enormous richness in their transport characteristics; in our work here we discuss selected classes of models, and aim to draw general lessons from simulations. Our results include the observation of nontrivial, non-monotonous trends in transport—once inter-site electronic couplings are made strong, the observation of a transition from thermally-assisted to thermally-hampered transport in long homogeneous chains, and an exposition of the intricate role of alternating molecular rigidity on electronic conduction.

The plan of the paper is as follows. In Sec. II we recount conventional charge transport mechanisms that were theoretically proposed and experimentally observed in molecular electronic junctions, and post several questions that guide us in our study. In Sec. III we briefly discuss the LBP method that we use throughout this paper. Simulations for short chains are presented in Sec. IV. Systems of alternating environmental effects are examined in Sec. VI. We conclude in Sec. VII.

II. CONVENTIONAL MECHANISMS AND OPEN QUESTIONS

A. Setup and conventions

Our setup includes a molecule connecting two metal electrodes in a metal-molecule-metal configuration. We focus on linear, quasi-one-dimensional chains, and study the electronic conduction of junctions. A central nontrivial effect in this regard is the interaction of conduction electrons with other degrees of freedom, specifically nuclear motion in the form of vibrations. While this many-body problem can be analyzed rigorously for small models such as the Anderson-Holstein model, the problem is very difficult to tackle in a numerically-exact manner when many sites and vibrations are involved.

We now clarify our working assumptions in this study: We only focus on low bias-voltage situations with the charge current being linear in the applied voltage bias. As such, the electrical conductance $G$ (or its inverse, the resistance $R$) is the relevant measure for charge transport. Assuming non-magnetic components, we ignore the electron spin degree of freedom since it simply multiplies the electrical conductance by a factor of two. We set the Fermi energy $\epsilon_F$ at zero; electronic site energies are measured relative to the Fermi energy. As for the temperature, we assume that it is uniform throughout the structure and identical for all degrees of freedom, nuclear and electronic. We focus in this study on charge current only, but control of exciton dynamics and realizing long-range exciton energy currents are similarly of an interest, and they display rich coherent-incoherent effects.

We refer to “environmental effects” as factors leading to decoherence (phase loss) and elastic and inelastic scatterings of electrons. In the context of molecular junctions, these environmental effects arise from the motion of atoms in the molecule and the surrounding environments, e.g., the solvent. The impact of environmental effects on electron transport should become more pronounced as we raise the temperature. We note that in the LBP method, the influence of the environment is controlled by scattering rate constants, $\gamma$. In reality, elastic and inelastic scattering effects depend on the temperature, as well as on the local environment, and one could enrich the model to account for those aspects.
We focus on molecular junctions operating at temperatures in the range of 100–400 K, where many experiments are performed. We distinguish between short and long chains: We refer to short chains as systems with \( N = 1 – 10 \) units, roughly translating to 0.5 – 5 nm, assuming a unit (monomer) ≈ 5 Å long, see e.g. Refs.\(^6\). In these junctions, one often observes the traditional mechanisms of tunneling, ballistic transport, and thermally-assisted hopping. Chains with \( N = 20 – 80 \) units (longer than \( \approx 10 \) nm but shorter than 50 nm) are considered “long” here\(^9\), and the question of what transport mechanisms they display remains theoretically largely unexplored—and is a central focus of this work. Longer chains with hundreds of sites, \( \gtrsim 200 \) nm, approach the thermodynamic limit, and while interesting for understanding different phases in many-body physics (see e.g. Refs.\(^14\)), they are not considered in this study.

### B. Standard transport mechanisms in short chains

In short metal-molecule-metal junctions of \( N = 1 – 10 \) sites, three mechanisms typically show up, as sketched in Fig. 1: (i) deep tunnelling, (ii) thermally-assisted hopping, and (iii) ballistic motion\(^1\).\(^2\).\(^3\).\(^4\). The electrical conductance of many short junctions is adequately described using these classes, which we now elaborate on.

In the tunnelling mechanism, the energy of molecular orbitals relevant for transport, e.g., the highest occupied molecular orbital (HOMO) is off-resonant from the Fermi energy. This leads to electrical resistance that increases exponentially with the barrier (molecular) size. This mechanism dominates transport in short molecules of approximately up to 1 nm, such as the Benzenedithiol molecular junctions.

In longer molecular junctions (up to 10-15 units), thermally-assisted hopping or ballistic motion dominate the conductance, depending on the thermal and environmental conditions. In ballistic motion, electrons arriving from the metal, which are in resonance with molecular electronic orbitals, dominate transport. As a result, this contribution, while susceptible to scattering effects, is independent of molecular size. In contrast, in thermally-assisted hopping nuclear effects promote the thermal activation of electrons to occupy the molecule, as well as the hopping motion of electrons between sites. In short chains of 1-10 sites, thermal effects enhance the total current, compared to the quantum-coherent frozen case by opening the hopping transport pathway.

The resistance \( R \) of molecular junctions in these three different conventional cases is given by the approximate scaling relations,

\[
R \propto \begin{cases} 
  e^{\kappa N} & \text{tunneling} \\
  N^1 & \text{hopping} \\
  N^0 & \text{ballistic} 
\end{cases}
\]

with \( N \) the number of sites in the chain and \( \kappa^{-1} \) a decay length characterizing the height and width of the tunneling barrier.

Note that the discussion of vibrationally-assisted mechanisms here is not intended to be comprehensive; other transport mechanisms relying on static and dynamical fluctuations, and important for both short and long-range transport, are e.g. through flickering resonance\(^6\), quantum unfurling\(^5\), variable-range hopping\(^7\), and polaron formation\(^8\).

### C. Open questions: Short and long-range charge transport

We now pose the following questions, which concern mixed coherent and incoherent effects in short and long-range transport, and direct us in this study:

(Q1) Beyond conventional mechanisms controlling charge transport in short chains, as discussed in Sec. II B, what other unique, mixed coherent-incoherent scenarios can develop? Specifically, in thermally-assisted transport, (i) resistance grows monotonically with size, and (ii) conductance is enhanced with increasing thermal effects. How can we tune the structure to display e.g., a non-monotonic length dependence of the resistance?

(Q2) In short molecular junctions, the interaction of electrons with the environment leads to thermally-assisted hopping, which is beneficial for conduction. However, in the classical diffusion limit, the resistance grows with length. When does this crossover, between thermally-assisted and thermally-suppressed conduction, take place? What are the signatures of this crossover?

(Q3) Considering chains with alternating rigidity, e.g., made of segments of different electronic tunneling energies and environmental effects: What is the impact of this structuring on charge delocalization, and long-range charge transport?

In the next sections, we address these questions with minimal models and using LBP simulations. Given the richness of the problem, we do not aim for a comprehensive study of mixed quantum-classical transport effects. Rather, we focus on specific classes of chains: homoge-
neous and modular. Other systems leading to uncoventional effects were investigated e.g. in Refs. [33,63,69].

III. MODEL AND METHOD

A. Model Hamiltonian

The molecular junction is described by the Hamiltonian

\[ \hat{H} = \hat{H}_W + \hat{H}_L + \hat{H}_R + \hat{V}_T + \hat{V}_P + \hat{V}_P. \]  (2)

Here, \( \hat{H}_W \) is the electronic Hamiltonian of the molecular chain. \( \hat{H}_L, \hat{H}_R \) are the Hamiltonians of the two metals, including collections of noninteracting electrons with \( \hat{V}_T \) as the tunneling Hamiltonian between the metals and the molecule. \( \hat{V}_P \) and \( \hat{V}_P \) describe the probe contribution to the Hamiltonian, which are the source for decoherence and inelastic scatterings effects. The molecule is described with a tight-binding Hamiltonian with \( N \) sites,

\[ \hat{H}_W = \sum_{n=1}^{N} \varepsilon_n \hat{c}_n^{\dagger} \hat{c}_n + \sum_{n=1}^{N-1} \tau_{n,n+1} \hat{c}_n^{\dagger} \hat{c}_{n+1} + h.c. \]  (3)

Here, \( n = 1, 2, ..., N \) is the site index. Sites do not necessarily correspond to a single atom: a site could represent a monomer in organic polymers or a base-pair in a double-stranded DNA. \( \hat{c}_n^{\dagger} (\hat{c}_n) \) are fermionic creation (annihilation) operators to generate an electron at site \( n \). The parameters \( \varepsilon_n \) and \( \tau \) are the site energies and the inter-site tunneling energies, respectively. We assume nearest-neighbor tunneling only. \( h.c. \) stands for the hermitian conjugate.

The metal electrodes are similarly described with fermionic creation (annihilation) operators, \( \hat{a}_{v,k}^{\dagger} (\hat{a}_{v,k}) \), of momentum \( k \) in lead \( v \),

\[ \hat{H}_v = \sum_k \varepsilon_{v,k} \hat{a}_{v,k}^{\dagger} \hat{a}_{v,k}, \quad v = L, R. \]  (4)

The tunneling Hamiltonian couples the \( L \) lead to site 1 and the \( R \) lead to site \( N \) with tunneling energies \( g_{v,k} \),

\[ \hat{V}_T = \sum_k g_{L,k} \hat{a}_{L,k}^{\dagger} \hat{c}_1 + \sum_k g_{R,k} \hat{a}_{R,k}^{\dagger} \hat{c}_N + h.c. \]  (5)

The essence of the LBP method is that the physical system is coupled to so-called “probes”, where decoherence and incoherent effects are implemented. Mathematically and computationally, probes are described similarly to physical electrodes (albeit with additional constraints, see below). As a result, the LBP method becomes tractable numerically and of a significant utility.

We assume that each site \( n \) is coupled to a local probe \( n \), representing an independent local environment,

\[ \hat{H}_P = \sum_{n=1}^{N} \sum_k \varepsilon_{n,k} \hat{a}_{n,k}^{\dagger} \hat{a}_{n,k}. \]  (6)

Here, \( \hat{a}_{n,k}^{\dagger} \) is a fermionic creation operator with momentum \( k \) in the \( n \)th probe. The tunneling between the molecule and the probe is given by

\[ \hat{V}_P = \sum_{n=1}^{N} \sum_k g_{n,k} \hat{a}_{n,k}^{\dagger} \hat{c}_n + h.c., \]  (7)

with \( g_{n,k} \) as the tunneling energy. The coupling of the metals (physical or probes) to the molecule is captured by hybridization functions,

\[ \gamma_\alpha (\varepsilon) = 2\pi \sum_k \left| g_{\alpha,k} \right|^2 \delta (\varepsilon - \varepsilon_{\alpha,k}), \]  (8)

Here, \( \alpha \) is an index collecting the probes as well as the physical electrodes, \( \alpha = 1, 2, ..., N, L, R \). For simplicity, in simulations we assume the wideband limit and take \( \gamma_\alpha \) as an energy-independent parameter. We assume that the molecule is coupled with the same strength to the two metals, \( \gamma_v = \gamma_{L,R} \). The probe coupling parameter \( \gamma_v \) controls the strength of interactions between the environment and conduction electrons. When \( \gamma_v = 0 \) at every site, transport is purely quantum-coherent and the conductance reduces to the Landauer formula. Fig. 2 shows a scheme of the model with \( \varepsilon, \tau, \gamma \) identical along the chain, representing a homogeneous system.

![FIG. 2. Schematic diagram of a molecular junction, using probes to emulate environmental effects. Molecular electronic systems are represented by full lines with energies \( \varepsilon_n \) and nearest-neighbor tunneling \( \tau \). Each molecular site suffers local thermal scattering effects emulated by a probe (pentagon) with a rate constant \( \gamma \). Probes are metal objects, thus characterized by the Fermi distribution function given at temperature \( T \) and chemical potential \( \mu_\alpha \) (solved for with the “probe condition”, Eq. 13). The physical metals at the boundaries are coupled to the molecule with the hybridization energies \( \gamma_{L,R} \).](https://example.com/image.png)

B. The Landauer-Büttiker Probe method

The LBP method was recently implemented for molecular junctions in Ref. [22]. For completeness, we review it below. The index \( v \) identifies the physical metal electrodes at the boundaries, \( L, R \); \( n = 1, 2, ..., N \) stands for the probe terminals. The index \( \alpha \) is used to identify both physical leads and probes. The net charge current flowing in the system is calculated at the left site,

\[ I_L = \frac{e}{2\pi \hbar} \int_{-\infty}^{\infty} T_{L,\alpha} (\varepsilon) \left[ f_L (\varepsilon) - f_{\alpha} (\varepsilon) \right] d\varepsilon, \]  (9)
where \( f_\alpha(\epsilon) = \left[ 1 + \exp(\beta(\epsilon - \mu_\alpha)) \right]^{-1} \) is the Fermi function with \( k_BT = \beta^{-1} \) and \( \mu_\alpha \) the chemical potential of the \( \alpha \) terminal. The chemical potentials of the probes are calculated from the particle conservation condition, Eq. (13), which we describe below. Eq. (9) is given in terms of the transmission function

\[
T_{\alpha,\alpha'}(\epsilon) = \text{Tr} \left[ \tilde{\Gamma}_\alpha(\epsilon) \hat{G}^{\alpha'}(\epsilon) \tilde{\Gamma}_{\alpha'}(\epsilon) \right],
\]

(10)

with \( \hat{G} \) being the retarded Green’s function, \( \hat{G}^{\alpha} = \left[ \hat{I}_e - H_W + i \sum_\alpha \hat{\Gamma}_\alpha / 2 \right]^{-1} \) and \( [\hat{G}^{\alpha}]^\dagger = \hat{G}^{\alpha^*} \). \( \hat{\Gamma} \) are the hybridization matrices. In our setup, all elements in these matrices are null except in one place, corresponding to the site that is connected to a physical metal or a probe,

\[
\{\tilde{\Gamma}_n(\epsilon)\}_{n,n} = \gamma_n, \quad n = 1, 2, \ldots, N
\]

(11)

Recall that we work in the wideband limit. Having built the transmission function, we solve for the probes’ chemical potentials at each site by enforcing current conservation on the physical system: The net charge current flowing between each probe and the system must be zero,

\[
I_n = \frac{e}{2\pi\hbar} \sum_\alpha \int_{-\infty}^{\infty} \left[ T_{L,\alpha}(\epsilon) [f_\alpha(\epsilon) - f_\alpha(\epsilon)] \right] d\epsilon = 0.
\]

(12)

Under low applied bias, that is, in linear response, this condition translates to a set of \( N \) linear equations,

\[
\begin{align*}
\mu_n \sum_\alpha \int_{-\infty}^{\infty} \left( -\frac{\partial f}{\partial \epsilon} \right) T_{L,\alpha}(\epsilon) d\epsilon & \\
- \sum_{n'} \mu_{n'} \int_{-\infty}^{\infty} \left( -\frac{\partial f}{\partial \epsilon} \right) T_{n,n'}(\epsilon) d\epsilon & \\
= \int_{-\infty}^{\infty} d\epsilon \left[ \frac{d}{d\epsilon} \left[ T_{n,L}(\epsilon) \mu_L + T_{n,R}(\epsilon) \mu_R \right] \right]
\end{align*}
\]

(13)

which can be written in a compact form as \( M\mu = v \).

Solving this system yields the chemical potentials of each probe, \( \mu_n \), used in turn in Eq. (9) to calculate the net low-bias current,

\[
I = \frac{e}{2\pi\hbar} \sum_\alpha \left[ \int_{-\infty}^{\infty} T_{L,\alpha}(\epsilon) \left( -\frac{\partial f}{\partial \epsilon} \right) d\epsilon \right] (\mu_L - \mu_\alpha).
\]

(14)

Finally, the electrical conductance is given by \( G \equiv I / \Delta V \), and its inverse \( R = 1/G \) is the resistance of the junction.

### IV. SHORT HOMOGENEOUS CHAINS

We begin our analysis with Q1 (Sec. II C) on realizing unconventional transport trends. We focus first on short homogeneous chains with \( N = 1 - 10 \) identical units and assume that all sites experience the same degree of environmental decoherence and scatterings, \( \gamma = \gamma_n \). To clarify trends, we typically extend molecules to up to 15 sites. In simulations, we discretize integrals assuming electronic bands with hard cutoffs at \( D = \pm 5 \text{ eV} \), approximating the wideband limit. The voltage is assumed small with \( \mu_L = -\mu_R = 0.005 \text{ eV} \).

#### FIG. 3. Electrical resistance as a function of molecular size for short chains with \( N = 1 - 15 \) sites at small intersite tunnelling energies, \( \epsilon_n \gg \tau \). (a) Three different mechanisms: deep tunneling, ballistic motion and thermally-assisted hopping are exposed when inspecting the resistance as a function of size and \( \gamma \). (b) Coherent, deep-tunneling behavior is manifested for short chains with an exponential enhancement of resistance with size \( \gamma \). (c) Hopping behavior develops as we increase \( \gamma \) in long systems (note the linear scale). Parameters are \( T = 200 \text{ K}, \epsilon_n = 0.5 \text{ eV}, \tau = 0.05 \text{ eV} \) and \( \gamma_L,R = 0.05 \text{ eV} \).

#### FIG. 4. Electrical resistance as a function of molecular size for short chains with large tunneling energies, \( \epsilon_n \approx \tau \). Parameters are the same as in Fig. 3 besides \( \tau = 0.2 \text{ eV} \).

We first study in Fig. 3 a setup that displays what we regard as conventional transport. Here, the intersite tunnelling energies are taken much smaller than site energies (taken relative to the Fermi energy of the metals),
$\tau/(\epsilon_n - \epsilon_F) \ll 1$. In accordance with theoretical and experimental studies, see e.g. Refs. 6, 25, 63, this junction demonstrates a smooth transition from the tunnelling regime in short molecules to the thermally-assisted hopping mechanism for $N \geq 3$, once environmental effects are active with $\gamma \neq 0$. A transition from deep-tunneling to ballistic motion shows up when $\gamma = 0$. Organizing our observations, we recount the following trends in Fig. 3:

(i) Increasing the probe coupling $\gamma$ lowers the resistance due to the contribution of the hopping mechanism. In Refs. 63 we showed that at large enough $\gamma$ (order of few eVs, unphysical in the context of molecular junctions) a Kramers-like turnover takes place and the resistance begins to increase with $\gamma$. (ii) Hopping resistance increases linearly with size, which can be seen in Fig. 3(c). (iii) Tunnelling is demonstrated for very short chains. This mechanism becomes less dominant as the system size increases: In isolated systems ($\gamma = 0$), the resistance becomes length-independent in long enough chains, indicative of the ballistic regime. In contrast, under environmental effects the resistance becomes Ohmic with $R \propto N$.

Contrasting this conventional scenario, in Fig. 4 we increase the electronic intersite tunneling energy, making it now comparable to site energies, $\tau \approx (\epsilon_n - \epsilon_F)$. Compared to Fig. 3 this situation represents a more rigid molecular structure, which better facilitates tunnelling between sites. Fig. 4 shows two nontrivial results: (i) The resistance is no longer monotonically increasing with $\gamma$. In fact, the resistance is higher by about 20% when $\gamma = 1$ meV, compared to the isolated case. (ii) The resistance no longer increases monotonically with size. Instead, a local maxima shows for $N \sim 5$ when $\gamma$ is small.

Aiming to elucidate these phenomena, we study the isolated case of $\gamma = 0$ in Fig. 3 by analyzing the energy-resolved conductance for $\tau = 0.05$ eV and $\tau = 0.2$ eV, corresponding to Figs. 3 and 4 respectively. Recall that in the coherent case ($\gamma = 0$), the electrical conductance is proportional to the integral of the transmission function multiplied by the derivative of the Fermi function. There are two main contributions to the conductance integral: (i) Near the Fermi energy, $\epsilon = 0$. (ii) Around energies of molecular orbitals, $\epsilon \approx \epsilon_n \pm \tau$.

According to Fig. 3 for small $\tau$ and in short chains the dominant contribution to the conductance arises from the region near the Fermi energy (scenario (i)). However, as more sites are added, the major contribution shifts to the transmission peaks (scenario (ii)). This latter contribution hardly changes with size and it leads to the ballistic transport with resonant thermal electrons dominating transport. In contrast, when $\tau \approx \epsilon_n$, the transmission functions are broad with resonant features pushed closer to the Fermi energy, thus dominating the conductance (scenario (ii)). As we increase the molecular size, the peak structure is further pushed towards the Fermi energy thus enhancing (reducing) the conductance (resistance). This effect, of the suppression of resistance with increasing length, is slowly diminishing with the introduction of each successive site, leading to the eventual plateau seen in Fig. 3 indicative of ballistic motion.

As to the non-monotonic behavior of the resistance with $\gamma$ at small $\gamma$, it cannot be easily examined by watching the transmission function since many probes contribute to the overall conductance. It remains a curious observation that merits further explorations.

Concluding this part, which focused on short homogeneous chains: We showed that by increasing the intersite tunneling energy, representing a more rigid structure, the resistance of short molecules developed nontrivial trends. Specifically, in rigid systems with weak environmental effects the resistance no longer increased monotonically with size.

V. LONG HOMOGENEOUS CHAINS

For short chains with $N = 1 - 15$ sites, Figs. 3 and 4 had taught us that environmental effects in the form of $\gamma \neq 0$ are generally advantageous for transport, activating the hopping conduction. We now address Q2: What is the impact of environmental effects on transport in long chains? We expect that dissipation should eventually lead to an increase in the junction’s resistance in long enough chains, compared to the ballistic limit. But how long should the chain be to demonstrate this environmental-hindered transport effect?

Results of simulations are presented in Figs. 3 and 4. Here, we study chains of up to $N \approx 80$ sites with varied probe values in the range of 1 to 20 meV, comparable to the thermal energy. In analogy to short chains, we consider two cases, of weak ($\tau = 0.05$ eV) and intermediate-strong ($\tau = 0.2$ eV) intersite tunneling energies. Our
simulations clearly show that while for short system (left region, pink) the environment assists transport and the resistance is reduced when increasing $\gamma$, long systems (right region in light blue) manifest the opposite trend; as we increase $\gamma$, the resistance grows. For completeness, we also display in Fig. 6 the short-system behavior (similar to Fig. 3 albeit at a higher temperature) and showcase the full crossover picture. Similarly, Fig. 7 extends the range of Fig. 4.

Note that to exemplify this crossover—from environmentally-assisted to environmentally-hindered transport—we set the temperatures at 400 K; at lower temperatures this transition take place for longer chains with hundreds of sites, where simulations become difficult to perform. Comparing Figs. 6 to 7, of small and large intersite tunneling, respectively, we find that in the latter case the advantageous role of the environment on transport persists up to $N \approx 60$. As well, it is worthwhile to highlight that the resistance for the large-$\tau$ junction is significantly lower compared to the small-$\tau$ case.

Overall, while in short chains transport is enhanced with increasing interaction to the surrounding environment, the opposite trend is observed in long chains where the most effective transport is metallic-like (ballistic, non-dissipative).

Complementing the length dependence investigation, in Fig. 8 we study how the resistance depends on the environmental coupling $\gamma$. In Fig. 8(a), we focus on the range $\gamma = 1-20$ meV, comparable to the thermal energy and relevant for molecular conductors. In line with the discussion above, short chains benefit from enhanced $\gamma$ while the resistance of long chains of e.g. $N = 30$ grows with $\gamma$. In between, we find that the resistance of a “magic” chain with $N = 18$ sites is robust against the environment. This is a unique effect where the negative impact of the environment compensates its advantage, leading to $R$ being about fixed with $\gamma$. The specific size at which this novel effect shows up depends on the energy parameters of the chain and the temperature.

As we further raise $\gamma$ from 50 meV to 1 eV (values that are irrelevant for molecular conductors) we observe nontrivial trends in Fig. 8(b) with the resistance behaving non-monotonically. We roughly distinguish in panel (b) between the weak and intermediate dissipation limits and the strong dissipation limit, in accord with Kramers’ turnover behavior. However, unlike the original Kramers’ model, the behavior in Fig. 8(b) is quite complex since it further depends on the molecular length.

VI. MODULAR CHAINS

We turn to Q3 (see Sec. II) probing the impact of structuring the chain on long-range transport. We limit the discussion to specific type of inhomogeneity, focusing on structures that include segments of alternating molecular rigidity.

Long-range charge transport has been reported in the G. Sulfurreducens bacteria up to a micrometer scale. Studies have shown that the geobacteria’s long-range transport cannot be replicated by solely using hopping or coherent transport mechanisms. Newly-proposed mechanisms have been suggested based on the alternating rigidity of the protein conducting the charge in biological nanowires.
FIG. 8. Resistance as a function of coupling energy $\gamma$. (a) The weak dissipation limit, which is relevant for this study, brings rich behavior with environmentally-assisted transport for $N = 6$ (square), environmentally-hindered transport for $N = 30$ (circle), and a unique, environmentally-passive transport for $N = 18$ (diagonal). (b) Short chains ($N = 6$, square) display a Kramers-like turnover behavior from environmentally-assisted transport at weak-intermediate coupling to the strong damping limit with transport hindered by $\gamma$. The situation however is more rich for long systems ($N = 18$, diagonal; $N = 30$, circle). Parameters are the same as in Fig. 6.

Inspired by biological nanowires, in this section, we explore the use of probe “blocks” to mimic modular nanowires of alternating rigidity and study the resulting effect on the resistance of the system. We begin by assuming that the electronic structure is uniform, but that there are segments of the molecule that are better protected from the environment, and thus are more rigid (frozen). Other segments are prone to environmental effects, with electron transport there interacting more strongly with intramolecular or intermolecular degrees of freedom. We hypothesize that such a structured system could support mixed coherent-incoherent transport, with rigid blocks supporting delocalized charge transport, and “flexible” sections supporting Ohmic conduction.

To address this type of system, we build a chain with blocks of alternating probe condition, see Fig. 9. For computational simplicity, each block is made of three sites. For a given block, we set a probe coupling parameter at $\gamma_A$, followed by three sites with a different coupling parameter, $\gamma_B$.

FIG. 9. Schematic diagram of the alternating-block motif. In this modular chain, three sites share the same probe coupling conditions ($\gamma_A$), followed by three sites of a different probe coupling condition ($\gamma_B$). Such units of 6 total sites are repeated in our simulations.

A. Resistance

In Fig. 10, we show simulation results for the resistance, jumping in units of six sites (AB block). In addition to simulating an alternating system, we also present results for a uniform “averaged” chain with $\gamma = (\gamma_A + \gamma_B)/2$.

FIG. 10. Modular chains. Resistance as a function of chain size plotted for homogeneous systems ($\gamma = 10.5$ meV, diagonal) and alternating-$\gamma$ systems ($\gamma_A = 20$, $\gamma_B = 1$ meV, circle). While the resistance per site is nearly identical in the two cases, the block system overall has a higher resistance. The inset shows results for the uniform chain with $\gamma = 1$ meV, demonstrating ballistic transport. Parameters are $T = 400$ K, $\epsilon_n = 0.5$, $\tau = 0.2$, $\gamma_L,R = 0.05$ (eV).

One important observation from Fig. 10 is that the resistance of the alternating chain is simply Ohmic, $R \propto N$. This result is nontrivial: A homogeneous chain with $\gamma = 1$ meV supports ballistic motion (inset), while a long homogeneous chain with $\gamma = 20$ meV leads to an Ohmic behavior (Fig. 7). Naively, one would expect that a chain alternating between those two lim-
its would manifest mixed characteristics of these two mechanisms. Instead, we find that the alternating junction shows a simple Ohmic behavior, and with the same slope as the homogeneous chain of an averaged coupling, $\gamma = (\gamma_\text{A} + \gamma_\text{B})/2$. The difference between the resistance of the two systems shown in Fig. 10 probably corresponds to the contact resistance, which is distinct in the alternating and the averaged cases. In addition to the AB alternating system, we also simulated a BA alternating system, which yielded the same results.

As an additional note, in studies of the $\text{G. Sulfurreducen}$, the efficiency of long-range transport had been attributed to its alternating rigidity. In contrast, our alternating system resulted in a somewhat higher resistance compared to the averaged system.

B. Correlations

To better understand the averaging behavior seen in Fig. 10 where the resistance per site of a modular system equals that in an averaged-$\gamma$ homogeneous chain, we inspect charge correlations in the alternating and uniform systems, $\rho_{n,m} = \text{Tr}[\hat{c}^\dagger_n \hat{c}_m \hat{\rho}]$, where $\hat{c}^\dagger_n$ and $\hat{c}_n$ are creation and annihilation operators of electrons on the molecular site $n$, respectively. We obtain the density matrix of the system using the Green’s function approach \cite{footnote13}

$$\rho_{j,k} = \frac{1}{2\pi} \sum_\alpha \int_{-\infty}^{\infty} dt \left[ \hat{G}^\dagger (t) \hat{\Gamma}_\alpha \hat{G} (t) \right]_{j,k} f_\alpha (t). \quad (15)$$

Recall that $\hat{\Gamma}_\alpha$ is a system-metal hybridization matrix and $f_\alpha (t)$ is the Fermi function of a probe or real metal. Site populations appear on the diagonal of the density matrix, while correlations between sites appear on the off-diagonal elements.

Results are plotted in Fig. 11 and we study both homogeneous and modular-alternating systems. Comparing the two chains we note the following: (i) In the alternating case, Fig. 11(b), the density matrix has a grid-like pattern due to the alternating $\gamma$ setting. This grid spans about six sites, which corresponds to the size of the repeating unit. In contrast, correlations in the homogeneous chain quickly decay away from the diagonal, Fig. 11(a). (ii) Compared to the uniform system, the alternating chain shows significantly stronger correlations. For example, the correlation $|\rho_{18,60}|$ is about $10^{-8}$ in the homogeneous case, while in the modular case, $|\rho_{18,60}| \approx 10^{-3}$. The intriguing observation is that, although the alternating chain has larger and more extended correlations than the homogeneous system, these internal correlations do not translate into qualitatively-different resistances in the two cases, see Fig. 10.

Our motivation in introducing alternating-$\gamma$ chains has been to examine the role of alternating rigidity on the resistance. We had envisioned that such structuring would allow long-range transport due to partial delocalization, with higher currents than the averaged limit. However, our simulations show that this is not the case: The resistance of an alternating chain is about the same as of an homogeneous chain of an averaged $\gamma$. We found however that charges in the system are delocalized and correlated over many sites.

To further test these seemingly incompatible observations, we analyze a related problem in Appendix A. There, we study the steady-state flux of particles through homogeneous or alternating chains (without metal electrodes) by adopting the Lindblad quantum master equation (QME). We find that, once again the flux (which is related to the electrical conductance in the LBP simulations) is insensitive to internal modulations of $\gamma$, and it shows an averaging effect. This qualitative agreement,
between the Landauer Büttiker probe method and the Lindblad QME is significant, and it supports the physicality of the LBP simulations.

C. Chains with alternating electronic and environmental parameters

To break the averaging effect, it is clear that we need to further enrich the model, e.g., by structuring electronic parameters on top of the environmental patterning. We present here an example of such a setup. We use again two different blocks, A and B, now characterized by alternating both electronic parameters $\tau$ and environmental coupling $\gamma$ using $(\tau_A, \gamma_A)$ in block A and $(\tau_B, \gamma_B)$ in B. By introducing these alternating parameters, one can more closely mimic biological nanowires of alternating rigidity. In the enriched model, we pair a small probe coupling value with large intersite tunneling energy, and vice-versa: In rigid regions, the electronic coupling is large, and the system is less prone to environmental effects. In addition to this setup, we simulate a chain with the opposite pairings of $\gamma$ and $\tau$.

Results are presented in Fig. 12. The blue line (square) corresponds to the physical pairing representing blocks of high and low rigidity. When the pairing is mixed, we get the black line (triangle). Indeed, with the modulation of both electronic structure parameters and environmental effects, we find a notable difference between the two situations both in the total resistance, and the resistance per site, with the slopes differing by roughly a factor of 4. The resistance however is still of an Ohmic nature; it remains a challenge to enrich the model such that charge transport would display unique characteristics—beyond Ohmic trends—in long chains.

With regard to Q3, we thus encountered several fundamental aspects, that (i) modular environmental effects are insufficient to imprint resistance distinct from the averaged value, unless the electronic parameters are further modified, and that (ii) Ohmic resistance may persist even when charge delocalization effect is significant.

VII. CONCLUSIONS

We studied short and long-range charge transport in one-dimensional, homogeneous and modular molecular chains looking for unconventional transport trends. For short molecules, we showed that beyond traditional trends associated with deep-tunneling, ballistic motion, and environmentally-assisted transport, junctions can show nonmonotonic characteristics (resistance vs. size) when the internal electronic coupling is increased. In long homogeneous chains, we demonstrated the crossover from environmentally-assisted to environmentally-hindered transport as one increases the molecular length. We further showed that there are cases when parameters play together to generate length-independent resistance even when the system is coupled to the environment.

Inspired by biological electron transfer, we constructed an alternating-block system where some sections of the molecule were exposed to the environment, while other segments were protected. While chains made of each different segment (A or B) showed distinct conductance (ballistic-delocalized vs. Ohmic), the modular AB system did not exhibit unique transport behavior, and the resistance was simply Ohmic and of a similar magnitude to what one would get for an homogeneous chain with an A-B averaged probe parameter. However, the alternating system supported stronger correlations in the chain, pointing to the fact that quantum delocalization effects were at play, though not manifested in the overall conductance.

In a broader context, our simulations show that by solely engineering dissipation on different sites one cannot control the resistance and it behaves as in the averaged-homogeneous case. In future work, we will explore the emergence of novel transport regimes under the control of both electronic and environmental conditions. Further benchmarking the LBP method against microscopic models is necessary, to validate the physicality of the model.

ACKNOWLEDGMENTS

DS acknowledges the NSERC discovery grant and the Canada Research Chair Program.

The data that support the findings of this study are available from the corresponding author upon reasonable request.
APPENDIX: LONG-RANGE CHARGE TRANSPORT WITH THE LINDBLAD QUANTUM MASTER EQUATION

To complement and validate LBP simulations in alternating systems, we use here the Lindblad quantum master equation (QME) and study charge transports in linear chains. The Lindblad equation has the form of\[1]\[A1\]
\[
\dot{\rho} = -i [\hat{H}_W, \rho] + \sum_{n \geq 1} \gamma_n \left[ \hat{L}_n \rho \hat{L}_n^\dagger - \frac{1}{2} \{ \hat{L}_n \hat{L}_n^\dagger, \rho \} \right].
\]

Here, \(\rho\) is the density matrix of the molecular electronic system with the Hamiltonian \(\hat{H}_W\). Limiting our study to local decoherence effects, the Lindblad jump operators are selected as \(\hat{L}_n = \gamma_n |n\rangle \langle n|\), where \(n\) denotes a specified site and \(\gamma_n\) is the dephasing rate constant at each site. We organize the elements of the density matrix as a vector with the matrix \(M\) prepared based on Eq. \(A1\), \(\dot{\rho} = M \rho\).

To solve the problem in steady state and calculate the particle flux (which roughly corresponds to the electrical conductance in the LBP method) we fix the population of the entry site ‘1’ at \(\rho_{1,1}^s = 1\). To induce the steady state, population is depleted from the last site with a rate constant \(\Gamma_{\text{leak}},\) which is an additional parameter in the problem (roughly corresponding to the hybridization energy in the LBP method). In the long time limit, \(\dot{\rho} = 0\) and the time-dependent QME becomes a linear problem with\[2\]
\[
\begin{pmatrix}
1 \\
\vdots \\
0
\end{pmatrix} = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & M_{m,n} & \\
0 & \ldots & M_{N,N} - \Gamma_{\text{leak}}
\end{pmatrix} \begin{pmatrix}
\rho_{1,1}^s \\
\vdots \\
\rho_{1,2}^s \\
\rho_{N,N}^s
\end{pmatrix} (A2)
\]

Note that \(-\Gamma_{\text{leak}} \rho_{N,N}\) is added to the equation of motion of the last site; half the decay rate process \((-\Gamma_{\text{leak}}/2) \rho_{i,N}\) and \((-\Gamma_{\text{leak}}/2) \rho_{N,i}\), \(\forall i\), are added to the off-diagonal terms involving the leak site.\[3\] In Eq. \(A2\), \(M_{m,n}\) is constructed based on the dissipator and \(\rho_{i,N}\) are the steady state elements of the system’s density matrix, obtained after a matrix inversion. As a proxy to the electrical conductance, the carrier’s flux is given by \(\Phi = \Gamma_{\text{leak}} \rho_{N,N}^s\).

We simulate two scenarios: homogeneous chains with probe coupling \(\gamma\), and a modular wire with \(\gamma_A\) and \(\gamma_B\) alternating every three sites. Results are presented in Fig. 13. We find that at each period (6 sites) the flux of carriers in the alternating-block system is the same as the flux calculated for the averaged-uniform system of \(\gamma = (\gamma_A + \gamma_B)/2\). Once again, this suggests that an averaging effect is taking place in the alternating-\(\gamma\) system, similarly to what we observed with the LBP method, Sec. VI.

We note that in the model considered here all energy levels are equal, unlike the molecular junction model with \(\epsilon_n - \epsilon_F > 0\). This implies that in the present case the flux does not include contact effects.
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