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Through the analysis of facial feature extraction technology, this paper designs a lightweight convolutional neural network (LW-CNN). The LW-CNN model adopts a separable convolution structure, which can propose more accurate features with fewer parameters and can extract 3D feature points of a human face. In order to enhance the accuracy of feature extraction, a face detection method based on the inverted triangle structure is used to detect the face frame of the images in the training set before the model extracts the features. Aiming at the problem that the feature extraction algorithm based on the difference criterion cannot effectively extract the discriminative information, the Generalized Multiple Maximum Dispersion Difference Criterion (GMMSD) and the corresponding feature extraction algorithm are proposed. The algorithm uses the difference criterion instead of the entropy criterion to avoid the “small sample” problem, and the use of QR decomposition can extract more effective discriminative features for facial recognition, while also reducing the computational complexity of feature extraction. Compared with traditional feature extraction methods, GMMSD avoids the problem of “small samples” and does not require preprocessing steps on the samples; it uses QR decomposition to extract features from the original samples and retains the distribution characteristics of the original samples. According to different change matrices, GMMSD can evolve into different feature extraction algorithms, which shows the generalized characteristics of GMMSD. Experiments show that GMMSD can effectively extract facial identification features and improve the accuracy of facial recognition.

1. Introduction

Film and television animation, in a broad sense, is to turn some originally inactive things into moving images through film production and projection, which is called film and television animation. Movie animation is the collective term for movie animation, TV animation, and animation in movies. It is an active, virtual image created by various technical means. It is a comprehensive art that integrates movies, literature, painting, and music. Film and television animation is the crystallization of audiovisual art and technology. Its inclusiveness and interdisciplinarity are unmatched by any other art form; its complex and pluralistic nature cannot be replaced by other art forms. The production of film and television animation is a very complicated process. It is labor-intensive labor that requires a team to complete it. It is the crystallization of collective wisdom. Any complete film and television animation must have three major components: story, character, and scene [1]. The story is the content of the plot; the role is the actor who develops the story and the conflicts; the scene is all the scenery that has a relationship with the role along with the development of the story, the living place, the natural environment, the social environment, and the historical environment [2]. In film and television animation, these three parts are equally important, inseparable, and indispensable.

The film and television animation scene is a typical space environment for the unfolding of the plot and role activities, and it is the main creative link in the formation of animation style. For the modeling performance of the animation scene, it can show the animation style, light, color, and other aspects, which play a very important role in the expansion of
the plot and the formation of the character’s character [3]. Film and television animation scenes have a strong uniqueness in artistic creation, and research on it is of great significance for improving the level of animation production [4]. Facial transplantation is not too problematic due to the precise feature positioning technology. In order to improve the authenticity of the transplantation result, eye movement and head posture rotation are also very critical factors. Because of the temporal correlation between the eye expression and the head, that is, the action of the previous frame has a direct influence on the action of the next frame, while the face has no temporal correlation [5]. How to deal with the transplantation of the face, eyes, and head at the same time is the biggest problem [6].

This article builds a lightweight 3D facial feature extraction model. Since there are currently fewer 3D face data sets publicly available, this article annotates the 3D face data sets required for training and testing the model and makes corresponding predictions for the data sets. In order to narrow the search range of the feature extraction model, before training the model, face frame detection is performed on the training samples. The detection algorithm is a face detector with an inverted triangle structure, which combines the fast speed of the Adaboost algorithm based on LAB features. The high accuracy of detection and the eye classifier based on SURF features, from coarse to fine step by step, fully considers the speed and accuracy. In the 3D face feature extraction stage, considering the light weight of the depth separable convolution structure, this article uses it as the main structure of the model to design a more accurate feature point extraction with lower computational complexity lightweight convolutional neural network model. This paper proposes the GMMSD criterion. Based on this criterion, QR decomposition is applied to solve the feature matrix to extract feature vectors that are more discriminative for recognition, which is used for facial recognition and facial recognition. The criterion uses the idea of interclass and intraclass scatter matrix difference to avoid the “small sample” problem that may appear in the Fisher criterion. At the same time, the transformation matrix is extracted from the dewhitenning sample data, which effectively reduces the training time of the algorithm and maintains the effectiveness of the algorithm. Due to the generalized characteristics of GMMSD, choosing different transformation matrices can evolve into different feature extraction algorithms. The experimental comparison results of Jaffe and RML face libraries, AR, FERET, and Yale face libraries show that the GMMSD algorithm can not only improve the recognition accuracy but also has lower training complexity than other algorithms.

2. Related Work

Because of the wide application prospects of face recognition technology, it has attracted a large number of researchers to research and improve it theoretically [7]. Therefore, face recognition technology has been greatly developed in recent years. Many software research and development units have also invested a lot of manpower and material resources to develop face recognition systems that can be used in commercial applications [8]. However, the most current face recognition system adopts two-dimensional face recognition technology. Although the accuracy of the two-dimensional face recognition technology has been greatly improved with the further development of the technology, the accuracy of the two-dimensional face recognition technology has been greatly improved. In the process of face recognition, the recognition defects caused by the changes in illumination, posture, face, etc., can only be compensated by three-dimensional face recognition technology. Therefore, three-dimensional face recognition has become a relatively new research direction in the current image processing research [9]. The recognition method based on three-dimensional face data is mainly used to solve the difficult facial pose caused by the two-dimensional face recognition method.

At present, the main channel for obtaining 3D face image information is the 3D face data information obtained by the laser scanner method, but the method of obtaining data through this channel is expensive, and the noise of the obtained data is relatively large, which cannot be directly applied to 3D face recognition; reconstruction of the realistic three-dimensional face through the front and side color images, due to the complexity of face surface information, is easy to cause the loss of a lot of depth information [10, 11]. The amount of calculation and data required is large and the speed is very slow. These methods for obtaining 3D information have various defects, but the biggest obstacle to the application of 3D face recognition in practice is that a large amount of data during use often consumes a lot of time, and it is difficult to meet the real-time needs in actual applications [12, 13].

Relevant scholars obtain multiple samples of a single-sample face based on the Singular Value Decomposition (SVD) perturbation algorithm and apply the traditional LDA algorithm for feature extraction [14]. Although these methods can alleviate the recognition accuracy of the single-sample face recognition problem to a certain extent, there is a common problem. That is, the virtual face samples have a very high correlation, and these samples cannot be regarded as independent. Therefore, the distinguishable feature subspaces learned in the feature extraction stage have redundancy [15]. Although there is only a single sample for each type of face in the database, the sample expansion method can generate virtual multiple samples of these faces from the original sample image, expanding the number of training samples for each type [16]. Through the sample expansion method, each person in the training face image database no longer has a single sample, which becomes a general multiple face recognition problem. Researchers proposed a general learning framework, and based on this framework, they proposed several distinguishable feature extraction algorithms based on the entire image [17]. Relevant scholars have proposed a transfer subspace learning method, which can perform single-sample face recognition by learning from a general training sample set to obtain information that distinguishes different people in the transfer subspace model [18].
The regression model based on cascading shapes first creates a rough face shape and then gradually optimizes the rough shape to the most suitable point by a multistage regression. Because it can be used to train large-scale data, it is easy to operate and it is more convenient to replace different features, so the algorithm is popular as soon as it is proposed [19]. But it also faces some drawbacks, such as slow positioning speed and low positioning accuracy when the posture is complex. In this regard, scholars proposed a robust cascaded shape regression model [20–22]. The model also labels the occluded part of the face in the training set and sets a value for the visibility of each area. The occlusion problem in face alignment is solved. In addition, the introduction of shape index features improves the accuracy of face positioning in many situations, but the model is very complicated and the running speed will still be affected [23, 24]. In recent years, many improved algorithms have appeared, but the cascaded regression structure always needs to construct the initial face shape, and the possible deviation is still inevitable [25, 26]. Relevant scholars proposed a denoising autoencoder on the basis of a stacked autoencoder [27]. By adding noise to the signal as a training set, the reconstructed signal is compared with the signal without added noise as the reconstruction error. The device has the ability to resist noise. Since the deep belief network ignores the two-dimensional structure of the image, for detecting the weight of a given feature, each position must be learned separately, which undoubtedly increases the amount of calculation. On this basis, related scholars combined deep belief networks and convolutional neural networks [28]. By sharing weights at all positions in an image, they proposed convolutional deep belief networks and applied them to voice recognition and face recognition. Convolutional deep belief networks are based on convolution restricted Boltzmann machines. CRBM is similar to RBM, but all positions in a graph share the weights between the hidden layer and the visible layer. It is found that the receptive field of small (usually the smallest) convolutional neurons produces a large amount of network depth, which is roughly similar to the sparsely connected neural layer between the retina and visual cortex of mammals, and only activated neurons are affected. According to this, related scholars unite multiple deep network models to do averaging processing and achieve comparable competitiveness with human performance in some recognition tasks [29].

3. Facial Feature Point Cloud Data Processing Method Based on 3D Scanning Engineering Modeling

3.1. Point Cloud Data Flattening Method. The splicing of point cloud data is an important part of preprocessing, and there are many forms of splicing. For the splicing of point cloud data with obvious characteristics, the coordinate values of the point cloud data can be determined by means of points, lines, and surfaces for splicing. Most products are composed of free-form surfaces, there are no obvious data features on the model, the position of the measured parts is arbitrarily placed during the measurement, and the connection between the obtained point cloud data coordinate system is not available. Therefore, it is particularly important to combine the data.

The ICP algorithm is one of the most used matching algorithms in the point cloud data registration process. It optimizes the matrix through iteration. In each iteration process, each point on the target point set must be found in the reference point set to find the closest point, calculate the corresponding rotation matrix and translation vector by using the closest point found in this way, apply these parameters to the target point set to obtain a new target point set and proceed to the next iteration process, and finally get an excellent conversion matrix.

The basic principle of the ICP algorithm is to give a data point set and a model, establish a point-to-point correspondence by continuously searching each data point in the data point set to the closest point of the model, and then iteratively calculate the sum of the data point set and the model. Taking the alignment of two curves as an example, the basic principle of the ICP algorithm can be described as follows: ideally, when the relationship between the corresponding points on the two curves is determined, it is obvious that the correct rotation matrix and translation matrix can be found to align the two curves.

Given two point sets to be spliced and , we set as the reference point set (fixed point set), and as the target point set (it needs to be transformed to the coordinate system based on ). In order to make and can be spliced together, first, we find a point in that is the closest to it for each point in the point set , establish the point-to-point mapping relationship, and then calculate an optimal coordinate by the least square method, that is, rotation matrix and translation vector , and set , and then iterative solution until the accuracy is met, and the final rotation matrix and translation vector can be obtained.

We solve the rotation matrix and the translation vector according to the rigid body transformation so that the sum of the squares of the distances of all the closest points is minimized, and the error function is established:

\[ E(R, T) = e \sum \| R p - T q \|^2. \]  

One transformation does not minimize the error function. It takes multiple iteration calculations to find the optimal rotation matrix and translation vector. Suppose that the rotation matrix obtained in the th iteration is and the translation vector is , let

\[ P_{k+1} = R_k \cdot P_{k-1} - T_k \cdot T_{k-1}. \]  

The conditions for determining the number of iteration terminations are as follows. Given a threshold , the results of two adjacent iterations satisfy the following formula, the iteration ends.

\[ E(R_k, T_k) - E(R_{k-1}, T_{k-1}) \leq \gamma. \]  

We calculate the centroids of the point sets and respectively:
4 Complexity

4.1 Face Detection. Before feature extraction, choosing a suitable algorithm for face detection is a very important step, which will help improve the results of feature extraction. The existing face detector is used to detect a single face with a clear front, but there are some uncontrollable factors in the face to be detected in practical applications, such as the following: the head deflection angle is too large, the face is exaggerated, and the face is too strong or too strong. These factors are a test of the robustness of the face detector. In order to solve the multiview face problem, the most direct way is to use multiple detection models to form a parallel structure to detect various angles of the face. However, this method requires each model to classify the candidate window, resulting in computational cost, and the false alarm rate is relatively high.

As shown in Figure 1(a), the first step is to classify the sample set S1 to obtain a subclassifier C1. In order to enhance the processing of classified wrong faces, the wrong faces are weighted to obtain a new sample set S2.

The second step is to classify S2 and train a subclassifier C2, as shown in Figure 1(b). The wrongly classified faces are weighted to obtain a new sample set S3. As shown in Figure 1(c), the third step is to classify S3 to obtain the subclassifier C3. Finally, the subclassifiers of the first three steps are combined. Although there are certain errors in each of the previous steps of the classification process, the three weak classifiers can be combined in a specific way to achieve extremely high classification accuracy.

Therefore, the top layer uses multiple Adaboost cascade classifiers to extract local binary Haar features and quickly and roughly estimate the face range. The second and third layers mainly verify whether the candidate window output by the upper layer is a facial area and combine the multilayer perceptual classifier with SURF features to classify finer areas while ensuring speed. After two-layer rough detection, the last layer uses a unified multilayer perceptron combined with shape index features to integrate the output windows of the previous layer. The complexity of the classifier gradually decreases from top to bottom, and the classification accuracy is gradually improved. In addition, the number of classifiers gradually decreases from top to bottom in the structural design, and the features of the top and second and third layers are selected in consideration of speed, so the final detection speed is also guaranteed.

4.2 Deeply Separable Convolution Structure. The depth separable convolution structure is a change from the traditional convolution structure. In the traditional convolution structure, the channel of each convolution kernel is convolved with the data of the corresponding channel of the input data, and the calculation results of all channels are superimposed after the convolution is completed. Assuming a convolutional layer of a * a, the input channel is M and the output channel is N, then N convolution kernels are needed to complete the convolution, and each convolution kernel needs a * a * M parameters, because the convolution kernel needs to perform a convolution with all input data channels, so the total number of parameters required is a * a * M * N, and the computational complexity is very high. The depth separable convolution structure is shown in Figure 2.

We compare the number of parameters required by the traditional convolution structure and the depth separable convolution structure. Compared with the traditional convolution, the number of parameters of the depth separable convolution is greatly reduced, and the amount of calculation is also reduced accordingly. In addition, the traditional convolution structure often considers the two factors of channel and region at the same time, while the depth separable convolution structure separates the two. The region is considered first and then the channel is considered. Experiments have proved that the building is built in this way. The accuracy of the final model is better than the model built by traditional convolution, and the running speed is correspondingly improved. For applications targeting mobile devices, this type of model has strong applicability.

$$\overrightarrow{u}_p = e^{1/(n-1) \sum_{i=1}^{n-1} p_i}$$

$$\overrightarrow{u}_q = e^{1/(n-1) \sum_{i=1}^{n-1} q_i}$$

According to the rotation matrix $R$ and the centroids $\overrightarrow{u}_p$ and $\overrightarrow{u}_q$ of the two point sets, the translation vector can be obtained:

$$T = \overrightarrow{u}_q + R \overrightarrow{u}_p.$$
In order to evaluate the error between the output coordinates of the model and the real coordinates, this paper uses the Smooth $L_1$ function as the loss function, and the formula is as follows:

$$\text{loss}(x_i, y_i) = \begin{cases} 
\frac{2}{3} \ln(x_i - y_i), & |x_i - y_i| < 1, \\
\ln(x_i - y_i - \frac{1}{2}), & |x_i - y_i| \geq 1.
\end{cases}$$

The error of this function is the square loss in the $(-1, 1)$ interval and the $L_1$ loss in other cases. This method cleverly avoids the problem of gradient explosion.

4.3. 3D Facial Rapid Modeling. Delaunay triangle mesh algorithm is mainly divided into point-by-point insertion method and region growing method. The region growing method is mainly for the processing of point cloud data, while the point-by-point interpolation method is more suitable for grid reconstruction based on feature points. The region growth law first constructs an initial triangle surface, adds three edges to the boundary set, adds the rest to the surface set, and then grows from the boundary to generate a new triangle surface area until a complete triangle mesh is generated. The point-by-point insertion method is to insert all the discrete points in sequence, find the triangles that contain new points in the circumscribed circle, and connect the points with these triangles to realize the insertion of the new points. This paper uses point-by-point interpolation to reconstruct the grid. The insertion process is shown in Figure 3, and the specific details can be seen in Figure 4.

5. Experimental Results and Analysis

5.1. Comparison Experiment of GMMSD versus MMSD. Since both GMMSD and MMSD use the method of difference criterion to extract discriminative features, this section compares the recognition performance of GMMSD and MMSD based on different numbers of training samples.
samples of each face (or each person) participate in training, and the remaining samples are used as tests. Figure 5 shows the recognition rates of different numbers of training samples corresponding to different numbers of feature vectors.

It can be seen from the above experimental results that the number of identification feature vectors is different, and the recognition rate is also different. When the number of trainingsamples increases, therecognition rates of GMMSD and MMSD both increase significantly, as shown in Figure 5(a). It is worth noting that, on the one hand, the recognition performance of GMMSD is comparable to that of MMSD, and in most cases, the recognition performance of GMMSD is better. On the other hand, compared with MMSD, GMMSD has the advantage of low computational complexity. Similar results were obtained on the FERET library, as shown in Figure 5(b).

5.2. Feature Extraction Performance Analysis of Each Algorithm in the Face Database. In order to further evaluate the classification performance of GMMSD, simulation and comparison of five traditional feature extraction algorithms are PCA + LDA, R-LDA, N-LDA, MSD, and MMSD. Similarly, the nearest neighbor classification method is used in classification and recognition. Figures 6(a) and 6(b), respectively, show the recognition performance of five feature extraction algorithms in two face databases. It can be observed from Figure 6 that the recognition results of GMMSD and MMSD are higher than other algorithms. In addition, the recognition results of GMMSD and MMSD are similar. This is because they all extract discriminative features from the dewhited sample matrix. However, GMMSD has lower computational complexity than MMSD.

The recognition performance of R-LDA is better than PCA + LDA, and the recognition performance of N-LDA is the worst. The reason may be that R-LDA is closer to Fisher’s linear criterion, just to avoid the singularity of the intraclass scatter matrix, a disturbance matrix is added to it, and N-LDA loses a lot of discrimination information in the feature extraction process.

5.3. Comparison of Feature Extraction and Recognition Performance between GMMSD and Other Algorithms. This section attempts to give a comparison of recognition rates between GMMSD and several other popular algorithms. In particular, it should be pointed out that due to the different experimental environment and parameters, such as the
number of samples, face types, and other factors, the results of different algorithms may not be directly compared and studied, but the identification results can still reflect the discriminating ability of these algorithms. Figure 7 shows the comparison and recognition results of several algorithms. The first seven use the entire face as a sample, while the latter three use key areas of the face as a sample. It can be seen from Figure 7 that GMMSD achieves the best recognition effect.

5.4. Comparison and Analysis of Computational Complexity.
In order to verify the advantages of the GMMSD algorithm in terms of computational complexity, this section simulates and compares the computational complexity of GMMSD, involving algorithms such as MMSD, MSD, PCA+LDA, N-LDA, and R-LDA. The experiment was run on a personal laptop computer with the main configuration: Intel Celeron CPU and 4 GB RAM. Randomly, we combine 10 samples of each person (each face) into the training set. In order to obtain statistically significant test results, the experiment of each algorithm is repeated 10 times. Figure 8 shows the average time required for each algorithm to extract features. It can be seen from Figure 8 that the feature extraction time of GMMSD is less than 30 s and is significantly shorter than that of MMSD and MSD. The training efficiency of each algorithm is also simulated and compared on the FERET library and the Yale library. As shown in Figures 8(b) and 8(c), it can also be seen that the computational complexity of GMMSD is much lower than other algorithms.
Figure 7: The recognition rate of different algorithms in the Jaffe face library.

Figure 8: Comparison of computational complexity. (a) RML library. (b) FERET library. (c) Yale library.
6. Conclusion

This paper proposes a lightweight convolutional neural network (LW-CNN) based on a separable convolution structure, which integrates the advantages of a separable convolution structure to extract more accurate feature points with fewer parameters. Considering that the feature extraction method based on the difference criterion cannot extract effective discriminative features, the Generalized Maximum Dispersion Difference Criterion (GMMSD) and the corresponding feature extraction algorithm are proposed. Using QR decomposition can extract effective discriminative features for facial feature extraction, while also reducing the complexity of feature extraction. GMMSD avoids the “small sample” problem, there is no need to perform feature representation on the original face sample, and there is no need to perform preprocessing steps on the sample. It uses QR decomposition to extract the features of the original sample, and the original identification information is not lost after the sample is reduced in dimension, and the distribution characteristics of the original sample are well preserved. According to different change matrices, GMMSD can evolve into different feature extraction algorithms, indicating the generalized characteristics of the GMMSD algorithm. Experimental simulations on RML and Jaffe face libraries, as well as Yale, FERET, and AR face libraries, show that the GMMSD algorithm can effectively extract facial and facial discriminative features, and the recognition results obtained are higher than traditional subspace analysis algorithms and popular ones. The mapping algorithm in this article uses a facial transplant technology based on feature point difference vectors. This technology does not require high requirements on the acquisition equipment and can be implemented only by ordinary cameras, which can be applied to portable machines. However, this also directly affects the mapping effect and it is difficult to achieve the transplantation of facial effects such as wrinkles. In this regard, if you want to improve the application field of transplantation technology, how to solve the mapping effect of subtle faces is a point to be improved.
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