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Abstract

People changing residence within their own country is the most common type of migration and is one of the main driving forces of a country’s demography. Yet, due to a lack of data and tools, some key characteristics of internal migration such as the propensity to remain in the same city or to return to previous locations are frequently ignored. Here, a network-based model of city-to-city migration is constructed, where the movement of individuals is modelled using the frequency of distinct network motifs. We fit this model to longitudinal data on 3.3 million workers in Colombia, including 1.4 million migrations, and compare the motif frequency based on migration and return rates between men and women, and between distinct age and income groups. Results show that the majority of people do not move in general, but that there is a small group which exhibits frequent migration, particularly the young and male. Nearly three out of four times that a person moves, they are going back to a previous city, although women and mature people are less likely to move and more likely to return if they actually move. At a city level, different onward and return migration patterns are observed, whereby people from small secondary towns are more likely to leave and not return than people from large metropolitan areas like Bogotá or Medellín.

1 Introduction

Our understanding of human mobility has drastically evolved over the past few decades, mainly due to the availability of geolocated datasets (1; 2; 3) combined with processing power. A specific type of mobility characterised by long distances and periods of time is migration (4; 5) which has an impact at a city, country and global level (6). Migration is the principal source of population redistribution and changes in the patterns of human settlement (7; 8). Further, it tends to accelerate ageing in places where the young are more likely to move, increasing the pressure on those who remain, and deepens the gender imbalance by altering the gender ratio of a place (9; 10; 11).

Internal migration is a key driver of metropolitan development in many parts of the World (12) and the sorting mechanism of productive workers across cities (13). In the
US, for instance, more than 8 million people move each year from one metropolitan area to another, whilst in the UK, 10% of the population change residence each year (14). Similar patterns are observed in other countries. For example, migration between urban areas accounted for more than half of all internal population flows in Panama, Paraguay and Brazil (15). Individual decisions of those who decide to move or stay collectively determine the macro behaviour at neighbourhood, city and country level (16) and so models of human migration are a primary tool for forecasting city size and its demand for resources (17; 18; 19).

Frequently, when a person migrates, they move back to places in which they lived before. For many reasons, perhaps due to unemployment after moving or to reduce the emotional or monetary costs of being far away from home, people are frequently return migrants (20; 13). Hence, some movements can be classified as onwards migration, while others are classified as return migration, if she or he goes back to any location in which they previously lived. There is a limited literature on return migration. Notably, and perhaps unsurprisingly, the longer a person lives in location, the lower probability that the person will leave their city (21; 22). Cumulative inertia is observed both for people who move and for people who decide to stay in a place. Only a small population group is ever a migrant. Hence we might observe those who frequently keep moving, called the “repeat migrants”, and those who never move, called the “stayers” (20). Migration is a path-dependent complex phenomena, whereby only a few individuals move frequently, often moving to previously-lived places. Yet, the level of concentration of migration and the rate at which different population groups return has not yet been fully captured due to the complexity of return and repeated movement patterns and the difficulty of measuring these patterns in real-world data.

The interest in understanding generalisable patterns of migration dates back decades. The laws of migration (23), published by Ernst Georg Ravenstein in 1885, were developed by looking at migration data at a county level from and to the UK, Ireland and Scotland. The law states, among other things, that the majority of migrants move short distances (24) and large towns grow as a result of migration rather than natural population growth (6). Since then, a variety of novel data sources that help capture more aspects of migration (beyond census data) have been used to analyse migration. These include, for example, data from social media (25), card transactions (26), mobile phone data (27; 28; 29), and others (30; 31; 32). These studies have shown, for example, that women tend to make shorter trips (33) and visit less diverse places than men (34). Using mobile phone call records and manual data collection, researchers analysed daily trip patterns to classify individuals as explorers and returners (30), and showed that daily trips can be described by a limited number of network patterns (35). Nevertheless, in terms of migration, a classification of explorers and returners within a framework that captures distinct types of complex movements is missing.

One of the most significant challenges for the study of migration is that mobility data is often a byproduct of sources which were not originally intended to provide information on the movements of people (36). Significant details are often unknown. For instance, individuals are frequently observed from an arbitrary starting point (particularly when individuals are not surveyed), which means that their precise origin (and likely first migrations) are ignored. Thus, it is impossible to detect if a person moves frequently or if the person is returning, as previous locations are not captured by the data. Many migration studies are based on surveys, with different waves of individuals each time, and so migration is treated as a one-time event (37). Hence, in most cases
path-dependency in terms of migration is difficult to capture. Detecting the extent to which individuals tend to migrate and return between cities, and whether gender, age or income play a role in an individual’s return frequency, is critical to better understand internal migration patterns and to characterise distinct types of migrants.

Here we construct a model to capture the complex patterns formed by people who move. The model has two key components. First, we represent migration signatures via motifs on a network (38; 39). This approach enables us to measure and compare the path-dependent intensity of return and onward migration. Network motifs are frequently used in biology, ecology, engineering (39), in social network analysis (40), and even to detect crime patterns (41), as well as mobility patterns (35). Second, we develop a probabilistic model in order to transform the raw data of migration counts into migration rates which explicitly take into account the fact that each person is observed only for a finite window of time. Hence, this approach means that we can ignore whether we are observing the first or subsequent migrations of an individual. We then apply a mixture model to these rates to estimate the number and size of population groups corresponding to distinct rates. This model fits two model parameters to the observed motifs, the migration intensity and the return propensity, and enables us to reproduce complex migration patterns and measure the gender, age and income divide in terms of migration.

Latin America is one of the most urbanised regions in the world, moving from just 30% urbanised in 1950 to over 85% today. With more than 80% of its 50 million inhabitants living in one of 62 geographically isolated cities, Colombia is representative of highly urbanised middle-income Latin American nations and presents an ideal observatory from which to observe and analyse inter-city migration patterns. In this paper we use data from the Colombian Social Security (PILA) which contains nine consecutive years of administrative data for 3.3 million formal employees between 2008 and 2016. Within this time period we extract 1.4 million city-to-city migrations.

2 Results

2.1 Representing onward and return migration

Our main data source is administrative data on formal employees in Colombia provided by firms to the Ministry of Health and Social Protection. The Planilla Integrada de Liquidación de Aportes (PILA) dataset we use spans 2008-16 and contains 3.3 million individuals. As detailed in the Methods section, we use this dataset to detect 1.4 million inter-city migrations. We note that this data does not capture international migration or internally displaced people due to conflict, which are combined thought to have involved over 10 million people (42).

The frequency of specific patterns of onward and return migration is captured by constructing migration motifs for all individuals on a network. Mobility networks have been used to study migration (43; 44; 20) and daily human mobility (45; 35). These studies found that most mobility patterns can be described by a small number of daily movements or “motifs” (2). Schematically (as in (37)), we represent the known locations of an individual across the 9 years we observe them in our dataset as a sequence of 9 characters. For example, we could have $AAA|AAA|AAA$, $AAA|AAB|BBB$, or $AAA|ABB|CCA$, where $A$, $B$ and $C$ represent different cities (or the countryside which is also represented by a single letter in our case). Hence, instead of a labelled network
where each node corresponds to a distinct city, we construct a network where all individuals start at node $A$, and if they move to new locations, they move in alphabetical order (so they move to node $B$, then $C$ and so on). If a person moves for the second time, then return migration forms the sequence $ABA$ and onward migration forms the sequence $ABC$. We then use this sequence of locations to construct motifs, which correspond to this sequence but removing repetitions of consecutive locations. Hence, if an individual does not move, its motif is simply $A$. If an individual moves once, it has motif $AB$. If a person moves three times and the last one is a return migration, then the motif would be $ABCA$. Some further examples of motifs are shown in Table 1.

| Known locations | Motif | Migrations $M_i$ | Locations $L_i$ | Number of returns | Number of onward |
|-----------------|-------|-----------------|----------------|------------------|-----------------|
| AAA|ABB|BBB | $AB$ | 1 | 2 | 0 | 1 |
| AAB|BBB|BAA | $ABA$ | 2 | 2 | 1 | 1 |
| AAA|ABB|CAA | $ABCA$ | 3 | 3 | 1 | 2 |
| AAB|ACC|CCB | $ABACB$ | 4 | 3 | 2 | 2 |
| ABC|CDD|BAC | $ABCDBAC$ | 6 | 4 | 3 | 3 |

Table 1: Number of migrations, distinct locations, return migrations and onward migrations based on the person’s imputed data.

Many individuals do not move during the nine years of the data, but some move more than once according to different motifs. In particular, complex motifs which include a return to a previous city are very frequent. For example, from the group of individuals who move twice (8% of the people), it is observed that 81% of them returned to their previous location and only 19% exhibited onwards migration. And individuals who moved three times are 2.9 times more likely to have moved only between two cities than between four cities. Overall, we find that 95% of individuals who move can be described with motifs which include just three three distinct characters, such as $AB$, $ABAC$, $ABCAB$, $ABABC$. Thus, there is a very high rate of return migration (Figure 1). Other, more complicated motifs are also observed, for example, the motif $ABCADA$ was observed among 0.19% of individuals. See the Appendix for the frequency of the top 30 motifs.

Below we propose a parameter-based model to generate a similar frequency of distinct motifs as the observed ones. We then fit these parameters to the data in order to empirically capture the return rates and the concentration of migration for particular populations.

### 2.2 A migration model based on a network

One of the problems with data collection in a passive manner is that we begin observing a person at some arbitrary starting point. This means that we do not know if their first known location corresponds to their origin, or even if their first (known) migration is a return migration to a city in which they previously lived or an onward migration. Instead of assuming that people have not moved before we begin observing them, we propose a method to estimate the migration rate of each person and then group individuals based on their migration rate. This technique has been applied to crime data, for example, where people are usually observed via yearly victimisation surveys.
Figure 1: Distribution of motifs when the person moves four times or less. All individuals begin in the blue node (left) and move according to the arrows. When a person moves twice, for instance, motifs are either $ABA$, which represent 6.51% of the observed motifs, or $ABC$, which represent only 1.52% of the motifs.
In this case the fact that a person was not the victim of any crimes for a period of a year does not imply that the person is immune to suffering crime (46; 47).

Formally, let \( M_i(t) \) be the number of times that person \( i \) has moved between time \( t_0 \) and \( t \). Let us assume that if a person moves it does not affect the probability of future migrations. Hence, migrations occur independently and we assume that the rate at which the person moves is constant. Therefore, the number of migrations follows a Poisson distribution with rate \( \lambda_i t \),

\[
M_i(t) \sim \text{Po}(\lambda_i t).
\] (1)

Both are strong assumptions with respect to migration (independence of observations and constant rate) that are not observed in reality (48). It is known that the longer a person lives in a single location, the lower the probability that the person will leave their city (21; 22). Hence, a migration is more likely to occur after a recent migration (not independence) and a constant rate is not necessarily the case. Yet, regarding migration as a Poisson distribution with a constant rate enables us to analyse the rate at which individuals move (\( \lambda_i \)) rather than the number of migrations directly. This approach enables us to take into account the fact that while a person might not move as a result of a very small rate (or even \( \lambda_i = 0 \)), this could also be the result of a high rate and simply “luck”. Hence, instead of counting the number of migrations directly, we observe migration through the lens of “speed”. In turn, issues with the arbitrary starting point and observation window are less relevant.

Let \( L_i(t) \) be the number of distinct locations that individual \( i \) has lived in since time \( t_0 \). Then, if \( M_i = 0 \) (so, the person has not moved) the number of locations is \( L_i = 1 \). With \( M_i = 1 \), then \( L_i = 2 \), since the person moved between two locations. But, if \( M_i = 2 \), then on the second migration the person might have moved to their first location (ABA), or might have moved to a new location (ABC). Assume that for each migration after the first one, the person decides whether to move back to a previously known location, with probability \( \pi \), called the “return rate”, or moves to a new location with probability \( 1 - \pi \). Then, the conditional distribution of \( L_i(t) \) given \( M_i(t) = m \) is given by

\[
L_i(t)\mid[M_i(t) = m] \sim \text{Bin}(m - 1, 1 - \pi) + 1,
\] if \( m > 1 \), so the person moves more than once, and

\[
L_i(t)\mid[M_i(t) = m] = m + 1
\] if \( m = 0 \) or \( 1 \), so the person does not move, or moves only once.

It is easy to show that a Binomial distribution, conditional on a Poisson distribution, also follows a Poisson distribution, with the combined rates and probability \( \pi \), so that

\[
L_i(t) \sim \text{Po}(\lambda_i(1 - \pi)t) + 1,
\] if the person moves at least once.

With our method we can estimate the speed (or rate) at which migration occurs \( \lambda_i \), as well as the rate at which a person moves to a new location, \( \lambda_i(1 - \pi) \) (i.e., the migration rate discounted by the return rate \( 1 - \pi \)). Both rates enable us to describe migration patterns in a succinct manner (Figure 2) and to extend the observed patterns outside the limits of the data (either through simulations or through the analytical expressions of the corresponding distributions).

Although
2.3 Classifying individuals based on their migration rate

The individual migration $\lambda_i$ and the return $\pi$ rate enables us to quantify and reproduce migration motifs using a minimal number of parameters. This, in turn, enables us to compare migration rates between distinct populations, such as men and women, the young and the mature. We combine individuals using a mixture model (49), a novel technique in mobility studies, which groups individuals based on their rates. This technique is frequently used in medical studies to divide populations into distinct groups (49; 50), and has also been applied to study the victimisation rates. In this case, instead of migrations the number of crimes suffered by each person, and its associated rate, is studied (47; 46).

Using a mixture model, we group individuals based on their migration rate into $k$ groups, such that $0 \leq \lambda_1 < \lambda_2 < \cdots < \lambda_k$ and with relative sizes $q_1, q_2, \ldots, q_k$ such that $\sum q_j = 1$. All individuals are assigned to a single group with the same migration rate. The number of groups $k$ is determined by the data, and not known a priori. In this case, distinct groups may correspond to ‘types’ of individuals in terms of migration, i.e., those who move frequently or rarely are likely to be grouped together.

For a population, its corresponding parameters are estimated as follows. We fit a finite mixture model (51; 49; 52) which takes as input the number of migrations of each individual, $M_1, M_2, \ldots$, and gives the number of groups, $\hat{k}$ and the corresponding rate $\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_k$ and size $\hat{q}_1, \hat{q}_2, \ldots, \hat{q}_k$ of each group. Then, the best fit return rate $\pi$ is estimated from the data by generating a simulated sequence of nine characters (which represents a motif for a person), and minimising the mean square error between the observed and simulated frequencies for a range of $\pi$. The return rate is also compared to scenarios with discouraged ($\pi = 0$), preferential ($\pi = 1$) and random returns ($\pi = 1/N$), where $N$ is the number of locations. Results show that the models with no return
migration and with random returns cannot reproduce the observed frequency of motifs (see the Appendix for more details).

Hence, with just a small set of parameters (the migration rate of the group \( \lambda_j \), its size \( q_j \) and the return rate \( \pi \), which is assumed to be the same for the whole population), we can summarise movements and measure return migration for distinct population groups. Once the parameters are obtained, after a period of \( \tau \) years, a person expects to move \( \tau \lambda P \) times and expects to live in \( \tau \lambda P (1 - \pi P) + 1 \) distinct cities for values of \( \tau > 0 \).

2.4 Most individuals will never migrate

Migration is highly concentrated among a few individuals. The mixture model applied individuals in our dataset yields \( \hat{k} = 3 \), meaning that based on the number of migrations, people can be divided into three groups (relative sizes and rates are shown in Table 2). Our results show that 69.3% of people will not move and can be considered as “stayers”, and that there is a small group containing 2.5% of the individuals who move very frequently, at a rate of \( \hat{\lambda}_3 = 3.04 \), who can be considered “supermigrants”.

| Group     | \( \hat{q} \)   | \( \hat{\lambda} \)   | \( \hat{\lambda}(1 - \hat{\pi}^*) \) |
|-----------|-----------------|------------------------|-------------------------------------|
| 1 stayers | 0.6926          | 0.0000                 | 0.0000                              |
| 2 migrants| 0.2826          | 1.2827                 | 0.3077                              |
| 3 supermigrants | 0.0248 | 3.0331 | 0.7275 |

Table 2: Migration profile of Colombia. The finite mixture model divides the population into three groups: one containing nearly 70% of the population that does not move, and one with less than 2.5% of the population that moves very frequently.

The rate of return migration is \( \hat{\pi}^* = 0.7612 \pm 0.0007 \) (with intervals obtained through bootstrapping) meaning that after the first migration, roughly three out of four times a person moves back to a previous city. Our results indicate that there is a strong preferential return migration, far from the no-return values with \( \pi_H = 0 \), and from random returns \( \pi_R = 0.016 \) but also far from the case with only returns \( \pi_O = 1 \) (see the Appendix for the details). The distribution of the number of distinct locations of a person in group 3, the supermigrants, for instance, is \( L_3 \sim Po(0.7275) + 1 \), which means that roughly 18% of the population from that group expects to live in three or more cities.

The top 5% migratory individuals accumulate nearly 25% of the migration rate in Colombia and the top 24% accumulate 80% of the migration rate. Similar to the dichotomy observed for daily mobility patterns (30), here we observe a large population group which will never move and a small population which moves with a high intensity, frequently returning to previous cities.

We can deploy this methodology to uncover migration rates for different population partitions, e.g., men and of women; low and high income and young and elderly, along with their return rates \( \pi_m \) and \( \pi_w \) respectively. This enables us to shed light on distinct migration behaviours observed for sub-population groups.

2.5 Women move less and return more frequently

We divide the population by gender and consider each separately. In the data, 61.4% of individuals are male and 38.6% are female. For both genders, the mixture model
gives $k = 3$ groups, meaning that both men and women can be subdivided into three groups. The migration profile of each gender (or any subpopulation) is determined by the set of pairs $(q_j, \lambda_j)$ for each group. These pairs provide an overall description of the migration intensity and can be visually displayed as a step-wise function (see Figure 3 in which individuals are plotted on the horizontal axis, and their corresponding rate on the vertical axis). We observe that both men and women have a sizeable group who is stayer (65.8% in the case of males and 74.5% in the case of females) and in the case of men, a small group (4.2%) are identified as supermigrants. The average migration rate for men is $\lambda^{(m)} = 0.53$, and the average migration rate for women is $\lambda^{(w)} = 0.29$, meaning that, as it has been observed elsewhere (53; 54) and for other types of mobility (34), men move more frequently than women.

Unlike what was encountered for international migration, where it was observed that men are more likely to move and return than women (55), we find that women are more likely to return ($\pi^{(w)} = 0.8161$) than men ($\pi^{(m)} = 0.7407$). Men are more likely, however, to explore a new city. Comparing, for instance, the most migratory groups between men and women, the expected number of distinct locations is 45% larger for men than for women. The motifs per gender (Figure 4) highlight that women are more likely to stay in the same city, to move only once, if they move, to travel slightly shorter geodesic distances (5% shorter on average). If they move twice or more, they tend to return to previous cities.

The migration profile is a multi-dimensional description of migration rates at a population level. However, given two distinct migration profiles (say, men and women) it might not be easy to detect if the rates are more or less concentrated in the population. The concentration of migration is computed as the Gini coefficient of the migration rates from the population (47). Since the Gini coefficient has scale independence (some population groups could be more migratory as a whole) and population independence (it does not matter how large the population is) it is a comparable metric for the concentration of migration. We find that the concentration is higher for women (0.75) than it is for men (0.69). This is because women move at a lower rate than men and those who move do it at a lower rate with a higher chance of returning than men.

2.6 Mature and low-income people move less and return more

Age is a key driver of migration (55), whereby young adults have the highest migration intensity (53) but with significant variation according to age (56). For example, younger adults tend to move to large cities to benefit from density, jobs and amenities, but elderly people frequently move in the opposite direction (57; 58; 59; 60; 53). To investigate these differences in our dataset, as we did with gender, we subdivide the population into two according to their age in 2016. We consider the 25% youngest population (age smaller than 35.9 years) and the 25% oldest population (age larger than 50.9 years) as the young and the mature population respectively (Figure 3). The young population is subdivided by the mixture model into three groups, where 62.9% of the population is a stayer and 1.8% is a supermigrant, with a rate of $\lambda^{(y)} = 3.2$. The mature population is subdivided into four groups, where 76.1% of the population is stayer, and 2.2% of the population is supermigrant, with a migration rate $\lambda^{(r)} = 3.1$.

Hence, the young population is nearly twice as migratory as the mature population and has a more explorer profile as has been observed for international migration (55). Combined, the young population expects to live in 16% more distinct locations than
Figure 3: Migration profile for women (upper part) and for men (lower part) in the upper panel, where all individuals are sorted (horizontal axis) according to their migration rate (vertical axis). A similar comparison in the middle panel for young and mature populations. In the bottom panel, the migration profile of the population with lower and higher income.
Figure 4: Observed migration motifs for women (top panel) and for men (bottom panel). Women who move twice, for instance, return to their first city ($ABA$) 84% of the time, and move to a new city ($ABC$) 16% of the time. Men return to the first city 79% of the time and move to a new city 21% of the time.
the mature population. Unlike what we encountered with respect to the gender divide, the distance between origin and destination for the young and the mature populations is of similar magnitude (223 kilometres each time a person moves).

It is frequently assumed that income or employment are some of the main drivers of migration (61), whereby a person compares their expected income with and without moving (and among distinct destinations) and chooses the best option (62; 63; 64; 2). Migrants are frequently thought to be ‘pushed’ out of areas with lower income and attracted to areas with higher earnings (65; 66). Still, as it has been noted, expectations might not materialise or people could move for non-monetary reasons and so a person might not earn more income after migration (67). Surprisingly, dividing the population between the 25% with the highest and lowest income in 2016 does not yield such a strong division as much as age or gender (Figure 3). The average migration rates are $\lambda^{(l)} = 0.44$ for low income individuals and $\lambda^{(h)} = 0.42$ for high income individuals and profiles for both groups are similar. A more significant difference is observed in the return rate since the low-income population is more likely to return to previously-lived cities.

Workers in bigger cities are usually more productive and earn more than workers in smaller cities and rural areas (68; 69) although large cities disproportionately attract both high- and low-skilled workers (70). Here, we observe - perhaps counter-intuitively - that (at a country level) people with high and low income have similar migration patterns in terms of their rates and the motifs generated when moving, meaning that a person is almost equally likely to move within a country and to return if they have a low or a high income. Next, we investigate these age and gender divides at a city level, comparing large wealthy cities in the north of Colombia to mid-size and typically poorer cities in the south.

2.7 People from large cities move less and return more frequently

Beyond migration profiles for different population groups (such as women, men, young or mature), motifs also enable us to compare migration profiles between distinct cities. For a city (say $A$) we compute motifs similarly by looking at the frequency at which a person stays from one year to the next one ($AA\ldots$), migrates ($AB\ldots$) and returns ($ABA\ldots$) and construct the migration profile of the city as follows. The probability of moving $\mu_A$ is the ratio between the number of migrations and the number of years in which locations are known. The return rate $\rho_A$ is the frequency at which people who moved from city $A$ return to live in it. Results show that people from large cities, such as Bogotá, Medellín and Cali, have a small probability of moving. Also, if a person moves from these cities, there is a very high chance that the person will return (Figure 5). In smaller cities, the opposite happens. There is a 25% chance that a person from Buga, for example, will move, and only 1 in 8 of those who move will return to that city. As has been seen before (71), there are nonlinear effects between city size and migration, and people from larger cities are much less likely to move and more likely to return than their small-city counterparts. Movements between distinct areas of the countryside are not detected by our method, but we do observe that people from the countryside more generally are very likely to move (to a city) and are 36% less likely to return to any part of the countryside than people from Bogotá.

Next, we apply our methodology to different population groups within the largest cities (bottom panel of Figure 5). The gender and the age divide observed at a national
Figure 5: Probability of moving $\mu$ (horizontal axis) and return rate $\rho$ (vertical axis) for the 62 metropolitan areas and the countryside in Colombia (top panel). The bottom panel shows the same points, but in this case our analysis considers four population groups (men, women, young and mature) for a subset of the largest cities separately. The coloured arrows indicate the probability of moving $\mu$ and return rate $\rho$ for men (yellow), women (orange), the young (blue) and the mature (red) for each of these cities.
level are also observed at a similar scale at a city level. Overall, we find that women and mature populations tend to move less, while young and male groups tend to move more. A young person from the countryside, for example, is 2.4 times more likely to move than a mature person, and 7% less likely to return.

Thus far, we have observed significant age and gender differences in migration motifs. Yet, this marked difference is not homogeneously observed across the country. In some cities, men and women have similar migration and return rates, whereas in other parts, particularly small cities and countryside, the gender - and age - divide is more pronounced. This type of city-level disparity is the mechanism through which accelerated ageing and gender imbalance in a city is deepened in some parts of the country (11; 9). We measure the age divide for each city as the Euclidean distance between the probability of moving $\mu$ and the return rate $\rho$ between the mature and the young population groups. The gender divide is measured similarly as the distance between the probability of moving $\mu$ and the return rate $\rho$ between women and men. A larger divide, whether it is age or gender, means more distinct migration patterns between the population groups.

We find that the age and gender divide are not homogeneous across Colombia (Figure 6). In Bogotá and Cali there is a large age divide, indicating that young people from those two cities move more frequently, but both cities have a smaller gender divide than the national average. The opposite happens in Medellín and Barranquilla, where the gender divide is much larger than the age divide. In fact, Medellín has the smallest age divide. In general terms cities from South Colombia have a greater age divide than a gender divide, whereas in North Colombia, age divide and gender divide are of similar magnitude. In the North part of Colombia many large and industrialised cities attract nearby workers, whereas in the rural parts of the South the age and gender divide is much more substantial than most parts of the country.
3 Discussion

Internal migration is critical for urban dynamics. With the progressive convergence of birth and death rates between countries, migration is the principal source of population re-distribution within countries (7). Migration is a specific type of mobility with a lower frequency and much more extended periods, which in turn, poses a severe challenge to most data-driven models, as individuals need to be observed for many years to detect aspects such as the concentration of migration and return patterns. Access to an administrative dataset enabled us to consider nine years for individuals and their internal migration in Colombia. Far from being a representative sample of the country, it enabled us to understand internal migration for a specific set of people: formal employees who worked (almost) continuously between 2008 and 2016. It is a biased sample of the population in terms of age, income, gender and other demographics, but we have a complete set of locations for each person. We designed a generative algorithm for reproducing migration motifs based on population-level parameters of onwards and return migration.

A frequent challenge when analysing migration is that data is usually available for a restricted time window with an arbitrary starting point (2008 in our case) and so an individual might not have moved in the observed time window but could have recently moved or might move soon after. Furthermore, the first observed movements might not be identified as return migrations since we might not know the first locations. Our method allows backcasting and forecasting data and migration patterns, as it is based on estimated speeds (of migrating and returning) so that observations can be constructed outside the observed time limits of the available data. A similar methodology can be applied to analyse job switching or the evolution of a criminal career, whereby the observed motifs between different types of crime could reveal the progress between minor offences and violent crimes.

The concentration of migration and return migration are two key ingredients to capture internal migration patterns. Results show that 77% of the individuals observed did not move for nine years, so we consider them stayers, but some moved many times, so migration is highly concentrated among a few individuals. The concentration of migration is high, with a coefficient of 0.7206 for all Colombia, but it is even more concentrated among the mature (0.7942) and female (0.7501) populations. Return migration is widespread. Three out of four times a person moves, after their first migration, they will move back to previously lived cities. Thus, a large part of the internal migration flow is going back. Still there is a large difference between young and mature, between men and women and between cities. Young people from the countryside are highly likely to move and not going back, as opposed to mature people from large cities, who are likely not to move and if they do, they almost certainly return.

Our results highlight a very substantial challenge in terms of gender. We observe that women suffer from a wage gap (72), are less likely to belong to be formal employees (40% of the formal market in 2016 were women), and are also less likely to pass our filtering procedure (38.6% of the filtered observations), which indicates that some women are slightly more likely than men to work only for a few years in the formal economy or to work intermittently. Women are more likely to stay in the same city; women who move, do it at a lower rate than their male counterparts, have a higher tendency of returning to previously-lived cities, and even in terms of geodesic distance, female migration is slightly shorter. The gender divide exhibits a larger difference than the age
divide. Most of these differences might be rooted in the country’s gender inequality, with substantial implications for Colombia’s mobility and productivity.

Finally, we also observe a challenge for secondary cities in Colombia in terms of their migration patterns. Smaller cities and the countryside tend to combine a larger outflow of people with fewer returns, compared to Medellín, Cali and Bogotá. Secondary cities in Colombia create less formal jobs and have a smaller formality rate (73), and in our data, we are only observing formal employees who remain in the labour market for consecutive years. Thus, small secondary cities are lagging metropolitan areas, less capable of creating formal employment, and are less capable of keeping their workers or attracting them to return after their first migration and compete with primary cities (74). The challenge is substantial, as 68.3% of the population from Colombia lives in one of the 62 metropolitan areas considered here, with 43% residing in a city with more than one million inhabitants and 57% in smaller cities. Most Colombians live in a secondary city with less than one million inhabitants (25.2%) or the countryside (31.2%), where people are more inclined to leave and never return. Our results indicate that small cities in Colombia will suffer an accelerated ageing process due to internal migration. A similar process is also expected in other parts of the world, as countries experience a higher intensity of inter-urban migration (75) and so it is likely that small cities from Mexico or the rural area from Brazil, for example, experience a similar migration process and thus, the same accelerated ageing problem as a result.

4 Methods

4.1 Defining metropolitan areas

Colombia is divided into 1,122 municipalities, some with a population of a few million and the three smallest municipalities with less than 1,000 inhabitants in 2018. Some of the municipalities are part of the same metropolitan area, such as Medellín and Envigado, and many of the municipalities are rural. We merge urban municipalities into metropolitan areas, spatially delineated through commuting patterns, according to previous research (76; 73).

The metropolitan area of Bogotá, for instance, consists of 23 municipalities, including the municipality of Bogotá itself, Soacha, Facatativá and others. In total, 19 metropolitan areas are formed as the union of two or more municipalities (the four largest metropolitan areas are Bogotá with 9.7 million inhabitants; Medellín with 3.9 million; Cali with 2.9 million; and Barranquilla with 2.4 million inhabitants) and are labelled with the name of the largest municipality. Movements of people within the same metropolitan areas are ignored (for example, if a person moved from Soacha to Bogotá it is not considered migration).

Also, 43 municipalities which are not part of the 19 metropolitan areas but are urban are considered as separate “cities”, including for example Ibagué and Santa Marta (with more than 500 thousand inhabitants). In total, we obtain 62 “cities” with this method (19 metropolitan areas and 43 urban municipalities), and use the term cities to refer this set.

Municipalities which are not added by this method are considered to be “rural”. In total, 964 municipalities are labelled as rural and movements between different parts of the rural areas are not considered, although movements between the countryside and cities are studied.
In total, migration between 63 distinct locations is studied: 19 metropolitan areas; 43 urban municipalities and the countryside.

4.2 Data selection and missing information

There are 16,576,254 observations in the PILA dataset. Any formal employee who worked for at least one month on any given year between 2008 and 2016 appears on the dataset. However, to detect migration patterns, we need to know their location across a number of years. Since some of the individuals appear only a few years, we need to filter out individuals for whom not enough information is known.

For each year, the most frequent location of each person is selected. For some individuals, their location during nine years is known (so that we have full information), but for some, there is some missing data, which includes people who retired between 2008 and 2016, a person who did not work for a period of time or who joined the labour market after 2008.

It is impossible to detect migration for individuals in which their location is known only for a few years. Observations are filtered and missing information imputed trying to keep as many observations as possible, but avoiding biases in the number of locations and migrations. The procedure is as follows:

- Observations are dropped if they have any two consecutive years of missing information.
- For the remaining individuals, if there is one missing year, the missing location for that specific year is imputed by the location of the previous year.
- If an individual is missing the location of the first year, it is imputed by the location of the second year.

Schematically, if we represent with \(\circ\) the missing year, we have the following filtering and imputation scenarios (Table 3).

| Observation | Kept? | Imputation | Motif |
|-------------|-------|------------|-------|
| \(\circ\circ\ A|\ A\A \A\ A\ A\ | |No| |–| |–| |
| AAA| \(\circ\circ\ B|B\ B\ B\ B\ B\ B\ | |No| |–| |–| |
| AAAA| AAAA| \(A\circ\circ\ | |No| |–| |–| |
| \(\circ\AA\ A\circ\ A|\ A\ A\ A\ A\ | |Yes| |\AA\ A\ A\ A\ A\ A\ A\ | | A | |
| AAAA| \(\circ\circ\ B|B\ |B\ B\ B\ B\ B\ B\ | |Yes| |\AA\ A\ A\ B\ B\ B\ | | A | |
| \(\circ\circ\ \circ\ A|\ C\circ\ |\ C\ |\ D | |Yes| |\AA\ A\ C\ C\ C\ D\ D\ | | A | |
| AAAA| CD| A| E | |Yes| |\AA\ A\ C\ D\ D\ | | A | |

Table 3: Distinct scenarios on the filtering and the imputation based on the observed data for each year.

Notice that with this filtering and imputing process, individuals who could have lived in a city for more than 12 months without it being detected in our dataset are dropped (as the first three examples on the table, which could be an undetected migration) but we keep individuals for whom undetected migration is not possible. The imputing procedure does not increase the number of migrations and does not alter motifs. For instance, on fourth row of Table 3, there are three missing years and they are all imputed.
with $A$ which assumes that the person did not move. In the fifth row, for which there is one missing year, this alternatively be imputed with $A$ or $B$ but it would not change the number of migrations or locations of the individual, or the migration motif. An individual is kept if they are missing up to five years but those are not consecutive (as the sixth row), and the procedure also keeps return migrations (as the seventh row of the table).

4.3 Reproducing complex motifs

Internal migration patterns are complex and they are the emergent result of millions of people deciding to move for individual reasons, but exhibiting collective behaviour. A generative algorithm is constructed for the sequence of cities of each individual, which takes as input the migration motif of each person and a model parameter called the return rate, which is estimated as follows. Firstly, individuals are grouped based on a mixture model into an unknown number of groups, each group of individuals with the same migration rate $\lambda_j$. A sampled probability $\pi \in [0, 1]$ is used to simulate motifs. For person $i$, with migration rate $\lambda_i$, the number of migrations in $\tau$ years is sampled from $M_i \sim Po(\tau \lambda_i)$. After the first migration, and each time a person moves, they move back to any of the cities in which they previously lived with probability $\pi$. If there is more than one city in which they previously lived, it is randomly chosen. The algorithm generates a sequence of $M$ characters, which is then transformed into a (simulated) motif. For a population of $P$ individuals, we compare the observed frequency of observed and simulated motifs and keep the value of $\pi$ which produces the best fit to the data ($\hat{\pi}$ i.e., the value which best reproduces the observed frequency of motifs).

We also compare the frequency of each motif with two distinct models. A null model, with no return migration, so $\pi_H = 0$, and so each time the person moves, they choose a different city with no return migration, so motifs arise such as $A$, $AB$, $ABC$ and so on. We also compare with a second model with complete randomness in the sequence of cities, so each time the person moves, they select any of the $N - 1$ cities randomly and moves. Under complete randomness, after the first migration, return migration could occur if the person randomly chooses a city in which they previously lived. If $\hat{\pi}$ gives values close to zero, we observe discouraged returns, meaning that individuals rarely move back. In the extreme case, if $\hat{\pi} = 0$, we obtain the model with no return. With values of $\hat{\pi} \approx 1/(N - 1)$ we observe random returns, meaning that return migration happens at a similar frequency in which randomness would happen. With high values of $\hat{\pi}$ we observe preferential returns, meaning that people return more frequently than randomness to previous cities, where the extreme case of $\hat{\pi} = 1$ produces only motifs with two cities, with the form $ABAB \ldots$.

After estimating the best fit of $\hat{\pi}$, we observe that the model with a return rate $\pi_H = 0$ is capable of dividing those who move and those who do not move, and produces some of the onward migration patterns ($AB$, $ABC$ and so on) although it tends to overestimate their frequency (Figure 7). The return model (with a return rate $\pi_R = 1/(N - 1)$) captures some of the frequency of return migration, but it overestimates the motif $ABC$ and underestimates the motif $ABA$, as it does not favour return migration. This behaviour is best captured by our model, named the Poisson return model, which mimics quite well the motifs generated by migrants in Colombia. For the frequently observed motifs, the Poisson return model does capture most of the frequency, so the model is capable of reproducing the frequency of complex motifs,
such as $ABCADA$ or others.

The most frequently observed motifs are captured with the Poisson return model with a value of $\hat{\pi} = 0.7612$, with a return rate much higher than the random model $\pi_R = 0.0161$, meaning that return migration happens much more frequently than under a model assuming random movements. Return migration is indeed much more frequent than a null hypothesis and people are much more likely to go back than move to new locations. The Poisson return model is also a generative algorithm since it is possible to simulate migrations for longer (or shorter) periods of time.

### 4.4 Return rate for different subgroups

The rate of return migration for the whole population is $\pi^* = 0.7612$, obtained by minimising the mean square error between the observed and the modelled motifs using the Poisson return model (Figure 8). For other subgroups the return rate, estimated with the same generative algorithm, has different values. The smallest return rate is obtained for the 25% youngest population with $\pi_Y = 0.5799$ and the highest is obtained for women $\pi_W = 0.8161$, so that women are 40% more likely to return than a person from the 25% youngest group.
Figure 8: Square error of the motif frequency (observed vs simulated) for different values of the return rate $\pi$, where the value $\pi^* = 0.7612$ minimises the error. The same analysis (and corresponding curves) are computed for the return rate for male and female, and similar (curves not shown) for young and mature populations. Random returns would be when $\pi = 1/62 = 0.0161$, so there is a much higher preferential return, particularly for women.

5 Data availability

We use administrative records of the social security system in Colombia (abbreviated as PILA in Spanish, meaning the Integrated Report of Social Security Contributions), which contains job information about all formal workers in Colombia. We are unable to directly share the raw data. However, there is a protocol for gaining secure access to the data via the Ministry of Finance and Public Credit (MFPC) of Colombia or the Ministry of Health and Social Protection (MHSP) of Colombia. We followed that protocol and gained permission to use the PILA dataset for the current study. Please contact the ministries directly for more information.

6 Code availability

No relevant code was produced for this manuscript.
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