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Abstract—Dijkstra’s algorithm is one of the most popular classical path-planning algorithms, achieving optimal solutions across a wide range of challenging tasks. However, it only calculates the shortest distance from one vertex to another, which is hard to directly apply to the Dynamic Multi-Sources to Single-Destination (DMS-SD) problem. This paper proposes a modified Dijkstra algorithm to address the DMS-SD problem, where the destination can be dynamically changed. Our method deploys the concept of the Adjacent Matrix from Floyd’s algorithm and achieves the goal with mathematical calculations. We formally show that all-pairs shortest distance information in Floyd’s algorithm is not required in our algorithm. Extensive experiments verify the scalability and optimality of the proposed method.

Index Terms—multiple sources path planning

I. INTRODUCTION

The emerging Industry 5.0 puts forward new requirements for the future intelligent transportation system. Based on the vision of Industry 4.0, beyond the autonomy, digitalization, self-awareness, connectivity, and interoperability in the future factory, Industry 5.0 also defines a new era of human-machine collaborative work that places sustainability, human care, and production resilience as the center [1] [2]. As an essential part of a smart city, future smart transportation management, which coordinates, schedules, and monitors the city traffic, is expected to evolve following this wave in realizing the harmony among residents, urban, and society [3] [4]. To date, multiple enabling technologies, such as the internet of things, big data analytics, and artificial intelligence, drive the modern transportation network that converges and analyses transportation data to schedule and navigate [5] [4]. In future Industry 5.0, smart transportation management must also reduce process waste and reinforce humanity’s design while delivering adequate transportation. Thus, the future smart city is calling for new concepts, methods, and technologies to enhance its transportation management.

Smart navigation system plays a decisive role in smart transportation management. As a coordinator in smart transportation management, smart navigation systems schedule and allocate residents’ commutes to optimize the city traffic condition [6]. In Industry 5.0, smart navigation system tends to be increasingly important due to its influence on city productivity and residents’ well-being. The vital point of the smart navigation system is the collaborative action analysis behind it. In real-time on-site situations, a smart navigation system must rapidly receive and respond to all users’ states to derive an optimal traffic plan. Through the development of modern cities, the growing city population and vehicles have been introducing more commute units in transportation networks. Besides, the constructions of infrastructures bring in fluctuating road conditions. Therefore, complexity in transportation management keeps climbing rapidly. Thus, algorithms of collaborative action analysis must evolve abreast.

Existing problems of collaborative action analysis remain unsolved in navigation research, and the Dynamic Multi Sources Single Destination problem (DMS-SD) is a critical one in transportation management. Congregate activities, such as sports competitions, outings, and business propagations, are arguably residents’ most common daily affairs. Most congregate activities can only commence when all engagers have arrived. Therefore, while meeting at the same location, each engager’s traveling time should be approximately the same to prohibit the waiting time of engagers who arrive...
earlier. Besides, the overall traveling time of each engager must be minimized to ensure the punctuality of congregate activities. As most road conditions in a city are generally the same, it can be hypothesized that traveling time is generally equivalent to traveling distance here. Moreover, on many occasions, congregate activities ought to temporarily change plans due to unpredicted issues (rain during outdoor activities, incomplete venue constructions, fire alarms, etc.). Thus, the original place must change to ensure congregate activities proceed, and so does the navigation destination.

As a summary of such a problem in navigation terms, DMS-SD depicts a scenario in which multiple activity engagers need to unite at a specified location, where each engager travels equally and shortest distance. The intended destination may change dynamically depending on real-time on-site situations. Thus, route plans must be refreshed for every engager in correspondence. Meanwhile, as Industry 5.0 emphasizes process waste reduction, there are three additional requirements for DMS-SD solutions: (1) DMS-SD solutions should emphasize ‘dynamic’ so engagers can run the navigation system in real-time software with reasonable computation time; (2) Computation tasks of DMS-SD solutions should consume limited resources to run in engagers’ mobile devices, rather than introducing enormous loads to a central server; (3) DMS-SD solutions should minimize the total distance to reduce power consumption generated from traveling.

Conventionally, path planning algorithms simplify the problem into a point-to-point shortest time or shortest distance problem, defined as a Single Source to a Single Destination Problem (SS-SD). Based on this simplification, most existing approaches seek optimal routes according to performance indicators. For example, A* and Dijkstra algorithm can ensure an optimal solution via exploitation of entire path computations [7] [8]. However, these methods are not effective enough to resolve DMS-SD problems as paths to all nodes must be simulated to obtain the shortest path in iterations, especially in a large-scale map. Besides, recent research also seeks solutions via Q-learning-based reinforcement learning algorithms [9] [10]. However, it is noticed to be challenging in DMS-SD problems due to the complexity of reward design.

This paper proposes an innovative modified Dijkstra algorithm to address the DMS-SD problem. This modified algorithm introduces the Adjacent Matrix in classic Floyd’s algorithm to store the shortest distance between nodes. Hence, this storage method avoids the mass computation work in Floyd’s algorithm about distance calculations for every pair of nodes. On the base of adjustments brought by Adjacent Matrix, a temporary destination could only associate with the current locations of people in the DMS-SD problem. Therefore, this algorithm possesses the capacity for the optimal solution to the current state of people to navigate without a pre-training model. More importantly, individuals keep their personal preferences during decision-making. In this work, considering individual preference an influential factor, multiple preferences are provided to people, including distance, time, and meeting place, to satisfy different meeting goals rather than distance only. These beneficial changes enhance the completeness of problem-solving and fortify its user-friendly. The contributions of this paper lie in the following:

- Resolving the DMS-SD problem that has not been well discussed in past studies.
- Proposing an efficient algorithm to address the DMS-SD problem based on Dijkstra’s algorithm, which can effectively compute an optimal solution without generating the entire Adjacent Matrix. More importantly, the proposed method can address a large scaled DMS-SD problem with linearly increasing time.

The rest of the paper is organized as follows: Section 2 will clarify the details of the modified Dijkstra algorithm. Section 3 will present evaluations of the modified Dijkstra algorithm based on computation time, optimality, and dynamicity. Section 4 will review related work about multi-agent path planning to highlight the contribution and validation of this research. Section 5 will conclude the paper and discuss future relevant work.

II. THE MODIFIED DIJKSTRA’S (MD) ALGORITHM

Dijkstra’s algorithm was proposed by [8] in 1959. This algorithm aims to search the shortest distance between a pair of vertices. In our work, we record all shortest distances from the source node to all other vertices using Adjacent Matrix, which is typically used in Floyd’s algorithm. Then, by applying several matrix calculations, we achieve our goal: every user travels the shortest and equally distant to the destination based on the current state. The proposed algorithm spends much less time than Floyd’s algorithm on solving the DMS-SD problem as well as efficiently generating an optimal solution.

A. Adjacent Matrix

The standard Adjacent Matrix ($M_{adj}$) is a 2-Dimensional matrix used to represent the connection between vertices in a graph. For example, provided a graph $G = (V, E)$ where the vertex set $V = \{v_1, v_2, v_3\}$ and $E$ is the edge set, the initial form of the $M_{adj}$ of $G$ can be represented as in Eq. 1.

$$M_{adj} = \begin{bmatrix} v_1 & v_2 & v_3 \\ v_1 & 0 & 2 & 4 \\ v_2 & 2 & 0 & \infty \\ v_3 & 4 & \infty & 0 \end{bmatrix}$$ (1)

where the notation $\infty$ means there is no direct road between those two vertices. $\infty$ can be updated to the actual number later if the destination can be achieved via another vertex. In our work, we use the Adjacent Matrix to present the shortest distance from a person to all other nodes. This means the matrix can be unsymmetric, as shown in Eq. 2.

$$M_{adj} = \begin{bmatrix} A & 0 & 2 & 4 & 1 \\ B & 2 & 0 & 6 & 3 \end{bmatrix}$$ (2)

Where $A$ and $B$ are two people. Additionally, we use a tuple $(v_x, v_y)$ to represent the distance shown in the $M_{adj}$. For example, $(A, v_2)$ in Eq. 2 shows the distance from person...
A to vertex \(v_2\) is 2; \((A,v_1)\) indicates distance 1 because the person \(A\) is at \(v_1\).

1) Initialise Adjacent Matrix: The initial state of \(M_{\text{adj}}\) only records the distance from people to their neighbours and themselves, while other distances are \(\infty\).

B. Update Adjacent Matrix

\(M_{\text{adj}}\) is updated while exhausting the entire map. Firstly, we initialise a priority queue \(Q\) sorted by the distance from the starting point (typically the person’s current position) in ascending order. Initially, the \(Q\) only contains the starting point \(S\). We also maintain a list of visited vertices \(L_v\), avoiding duplicate visitings. Then, the first vertex \(n_i\) in the \(Q\) is popped out, and each neighbour vertex of \(n_i\) is examined. In specific, we update the distance from \(S\) to the neighbour \(n_{\text{neighbour}}\) if the new distance \(S + n_i + n_{\text{neighbour}}\) is smaller than \((S,n_{\text{neighbour}})\) in the \(M_{\text{adj}}\). We repeat these operations until there is no vertex to be explored anymore in \(Q\). The overview of how \(M_{\text{adj}}\) is updated is summarised in the Algorithm 1.

**Algorithm 1 Dijkstra’s Algorithm with Adjacent Matrix**

initialise Adjacent Matrix \(M_{\text{adj}}\)

\[ N \leftarrow \text{set of available nodes} \]

\[ Q \leftarrow \text{exploring priority queue} \]

\[ L_v \leftarrow \text{list of visited nodes} \]

add the start node \(S\) to \(Q\)

while \(Q\) is not empty do

\[ n_i \leftarrow \text{pop an item from} \ Q \]

if \(n_i\) is not in then

\[ L_{\text{un}} \leftarrow \text{list of unvisited neighbours of} \ n_i \]

update distance of \(L_{\text{un}}\) from \(Q\)

add \(L_{\text{un}}\) to \(Q\)

add \(i\) to \(L_v\)

end if

end while

C. Extract Destination Node

Since the updated \(M_{\text{adj}}\) is optimal for the shortest distance between people and other vertices, we use the result of \(M_{\text{adj}}\) to perform further calculations. Based on our targets, the extraction process can be two parts: (i) calculating the shortest total distance and (ii) every person travels a similar distance.

The first part \(D_{\text{total}}\) is calculated by Eq. 3:

\[ D_{\text{total}} = \sum_{a \in \text{people}} M_{\text{adj}}^a \]  \hspace{1cm} (3)

where \(M_{\text{adj}}^a\) is the row of Adjacent Matrix where the person \(a\) is located. By summing up the from each person to a specific vertex, we can then choose the minimal distance from the \(D_{\text{total}}\) row, which indicates the shortest total moving distance overall for all people. For example, the result of applying Eq. 3 on the Adjacent Matrix in Eq. 2 is

\[ M_{\text{adj}} = \begin{bmatrix} v_1 & v_2 & v_3 & v_4 \\ 2 & 2 & 10 & 4 \end{bmatrix} \]  \hspace{1cm} (4)

It is very obvious that vertices \(v_1\) and \(v_2\) are with the shortest distance because person \(A\) and \(B\) are next to each other, in which either node costs a total distance of 2 to be achieved.

For the second criterion, we use Eq. 5 to maintain a similar distance for every person:

\[ D_{\text{sim}} = \sum_{a \in \text{people}} \left( \sum_{a' \in \text{people}} |M_{\text{adj}}^a - M_{\text{adj}}^{a'}| \right) \]  \hspace{1cm} (5)

We assume each node in \(M_{\text{adj}}^a\) in Eq. 5 is a potential destination, thus, we calculate the distance difference from each node to all other people. For example, the result of applying Eq. 5 on the Adjacent Matrix in Eq. 2 is

\[ M_{\text{adj}} = \begin{bmatrix} v_1 & v_2 & v_3 & v_4 \\ 2 & 2 & 2 & 2 \end{bmatrix} \]  \hspace{1cm} (6)

Then, all \(D_{\text{sim}}\)s are normalised by Eq. 7 to avoid scaling problems, where the normalised value is between 0 and 1.

\[ \text{norm}(x^i) = \frac{1 - \sum_{c \in x^i} c}{2} \]  \hspace{1cm} (7)

Finally, \(D_{\text{total}}\) and \(D_{\text{sim}}\) are summed up with prioritised weights

\[ D = \alpha D_{\text{total}} + D_{\text{sim}} \]  \hspace{1cm} (8)

where \(\alpha\) and \(\beta\) show the corresponding weight of variables. For example, \(D_{\text{total}}\) is more preferred (dominant), then \(\alpha\) can be 0.9 and \(\beta\) can be 0.1. The final solution is \(\text{argmin}(D)\), extracting the node with minimal value as the goal destination.

D. Multi-Objectives

The \(M_{\text{adj}}\) currently represents the shortest distance, and we may use multiple \(M_{\text{adj}}\) to demonstrate other metrics, e.g. time. The priority scores \(S_{\text{priority}}\) are pre-defined by users, showing the weights of different preferences (0 to 5). Again, \(S_{\text{priority}}\) are normalised by Eq. 7 to avoid scaling problems. For example, there are two objectives, distance and time, and two users set their preferences to \((4, 5)\) on priority scores of distance \(S_{\text{distance}}\) and \((3, 4)\) on priority scores of time \(S_{\text{time}}\); we assign the weight 0.56, 0.44 to corresponding Adjacent Matrix: \(M_{\text{adj}}\) distance and \(M_{\text{adj}}\) time respectively. Eventually, the \(M_{\text{adj}}\) is

\[ M_{\text{adj}} = aM_{\text{adj}}^\text{distance} + bM_{\text{adj}}^\text{time} \]

where \(a\) and \(b\) are 0.56, 0.44 in this example.

E. Expected Performance

The standard Dijkstra’s algorithm needs \(O(V + E \log(V))\) time to compute the result for each user, where \(V\) is the number of nodes (vertices) and \(E\) is the number of edges. The complexity can be enormous when there are many nodes, say 10,000. Consequently, it can cost time to compute the result, where users may not be satisfied with the response time. However, since Dijkstra’s algorithm exhausts all possible solutions, the algorithm then guarantees an optimal solution, which is the critical advantage.
In this section, we evaluate the performance of the modified Dijkstra algorithm. We construct an environment that can load and render defined maps to test the algorithm. The map involves three elements, as shown in Fig. 2: (i) the wall (the black block), where users cannot pass through it; (ii) the accessible path (space); and (iii) the start point of each user (red letter U). Additionally, we use dots, D and I, representing the visited path, the achieved destination, and the initial destination, respectively. In the small map tests, there are only 22x10 vertices, and no walls are included inside the main map, as shown in Fig. 2. In another test, we simulate obstacles inside an 88x27 map to increase the difficulty of their movements. Both tests are terminated when all users meet at the same vertex. Our code\(^1\) for these simulations is open-sourced and implements our methods under the OpenAI Gym environment, which other researchers and practitioners can use to evaluate our approaches.

**a) Computation time:** Fig. 1a shows the average computation time with the change in the number of users in three different size maps. In all three tests, it is evident that the computation time increases linearly when the number of users increases. Mainly, we observe that the computation time of the 109x128 map can be over the 60s when seven users are trying to find a common destination. This is because the modified Dijkstra’s algorithm still needs to calculate the shortest distance from a user to all other vertices to find the optimal solution, which costs $O(V + E \log(V))$ time for each user. However, it only computes a partial Adjacent Matrix. More importantly, experiments show that our algorithm can be well scaled up to many vertices or users, where the time cost only increases linearly. Floyd’s algorithm relies heavily on the effectiveness of generating the entire Adjacent Matrix. Compared with Floyd’s algorithm in Fig. 1b, our proposed method costs much less; the maximum computation time of Floyd’s algorithm in our test can be several hours.

**b) Optimality:** We use the exhausting method to validate our first objective: if the total travel distance is minimized. The results of our tests show that our produced solutions are always optimal. However, there can be multiple solutions for a single state because of the objective, equal travel distance. For example, in Fig. 2a, the two user move 7 and 8 steps, respectively; we can let the left user moves eight steps, whereas another user moves 7 degrees, which still achieves both of our objectives. We also observe that the algorithm tries to ensure that each user travels an equal distance. However, it is not fair for those users who are close to each other. For example, the right bottom users in Fig. 3b have to travel to the center of the map because the left top user is far away from those users.

**c) Dynamicity:** We note that the final destination is different from the initial calculation, such as in Fig. 2d, Fig. 2e, Fig. 3a and Fig. 3b, where I is not overlapped with D. This is because there may exist multiple choices of movements for the current state. For example, a user can go up or down at a specific state, where both directions are the shortest distance to the position $\text{argmin}(D)$ calculated by Eq. 8 and are towards the same destination. Although each movement for users is optimal for the global state, the destination for the current state can be changed and different from the initial one. This deviation can be magnified in a large map, such as in Fig. 3a and Fig. 3b. Consequently, in Fig. 3a, we can see wasted movements on the right side of I, which repeatedly moves to the left and right because the destination changes.

On the other hand, our algorithm can competently deal with state changes, including the shift in users’ positions. It

\(^1\)https://github.com/zirenxiao/maze-gym-rl/
is beneficial when our algorithm is applied too frequently in changing environments, such as traffic jams, users’ different moving speeds, and wrong path selection for a user.

IV. RELATED WORK

Research on multi-agent path planning for smart cities is still in its infancy. Search-based methods use mathematical formulas or strategies to calculate the final solution. Existing search-based studies can be roughly classified into two types: exhaust search and partial search. Early search-based methods, such as Dijkstra’s algorithm [8] and Floyd’s algorithm [11], visit every vertex in the search space and exhaust all possibilities to search for the best solution to an SS-SD problem. Although these can eventually generate an optimal solution, the computing time increases exponentially when the search space becomes bigger. A-STAR-Dijkstra-integrated algorithm [12], MPI [13] and Cooperative Conflict-Based Search (Co-CBS) [14] attempt to address MS-SD, where the destination is fixed and known. Compared with the original Dijkstra algorithm, these partial search-based approaches considerably reduce the computation time and promptly provide sub-optimal solutions for real problems because only heuristic-guided solutions are explored. Other variants of A*-algorithm focusing on MS-SD with dynamically moving obstacles in the environment, such as Cooperative A* (CA*) [15], Hierarchical Cooperative A* (HCA*) [15], Windowed Hierarchical Cooperative A* (WHCA*) [15], MAPP [16], Multi-Robot D* Lite [17] and Uncertainty M* [18] algorithms implement heuristic functions to find the near-optimal path. Algorithms for searching collision-free trajectories in a multi-agent system were proposed in [19] and [20]. The existing search-based algorithms can solve SS-SD and potentially MS-SD planning problems based on fixed destinations. Due to partial area search, the heuristic-based search algorithms require less computational time to calculate the sub-optimal solution than entire-search algorithms. However, partial-search algorithms do not guarantee optimal solutions, causing inaccurate estimations of the destination; the error can be further magnified
by multiple re-calculation of the destination and changes in users’ state, which leads to a significant deviated destination. Additionally, partial-search methods require consideration of collision avoidance for motion planning.

V. Conclusion

In this paper, we propose a modified Dijkstra algorithm to address DMS-SD. It achieves optimal solutions based on the mathematical calculations in Adjacent Matrix, especially fitting the requirements of DMS-SD, and can better meet user needs. Experiments conducted on the simulation environment demonstrate that the algorithm can effectively generate optimal solutions and achieve high scalability. However, in the extensive map test, we observe an unfairness in that the algorithm tries to ensure every user travels an equal distance, even for the isolated user and users who are very close. Therefore, as one of the future directions, we may consider that the isolated user can travel more distance to approach a group of users who are close enough instead of travelling a distance for all users equally.
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