A perturbative solution to metadynamics ordinary differential equation
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Metadynamics is a popular enhanced sampling scheme wherein by periodic application of a repulsive bias, one can surmount high free energy barriers and explore complex landscapes. Recently metadynamics was shown to be mathematically well founded, in the sense that the biasing procedure is guaranteed to converge to the true free energy surface in the long time limit irrespective of the precise choice of biasing parameters. A differential equation governing the post-transient convergence behavior of metadynamics was also derived. In this short communication, we revisit this differential equation, expressing it in a convenient and elegant Riccati-like form. A perturbative solution scheme is then developed for solving this differential equation, which is valid for any generic biasing kernel. The solution clearly demonstrates the robustness of metadynamics to choice of biasing parameters and gives further confidence in the widely used method.

I. INTRODUCTION

Molecular Dynamics (MD) simulations have been very popular over the last few decades for studying the static and dynamic properties of a variety of systems in physical, chemical and biological sciences. However, for many real-world systems MD simulations are plagued by sampling issues. Most such systems can be characterized by deep stable free energy basins separated by high barriers. As such, a Boltzmann-weighted sampling is not sufficient to accurately sample the free energy landscape, as the system mostly stays trapped in a small region of the configuration space. To efficiently sample such landscapes within computer time restraints, over the years several non-Boltzmann sampling paradigms have been proposed.

Metadynamics is one such technique that builds a memory-dependent bias potential and hence continuously changes the sampling weight through the course of the simulation. By gradually enhancing the fluctuations of certain carefully chosen low-dimensional order parameters, commonly known as collective variables, the system is coaxed to visit and spend time in regions of the configuration space that it would ordinarily not visit or visit only rarely. Recently it was rigorously demonstrated that the discrete protocol of adding bias every certain number of integration steps can be mapped into an ordinary differential equation. It was also shown that this differential equation has a unique fixed point, and as such in the long-time limit metadynamics always gives the true underlying free energy as a function of the deposited bias.

In this short communication, our aim is three-fold as we revisit the differential equation of Ref. First, we simplify it and express it in a Riccati-like form. Second, we develop a perturbative scheme that allows us to look not just at the eventual fixed points of this differential equation, but actually obtain the dominant solution at any simulation time and for any biasing form, as long as the kernels are reasonably narrow for a perturbation scheme to apply. Third, from our perturbative solution we demonstrate the robustness of metadynamics free energy estimators that have been in use over the last decade, with respect to precise choice of the biasing form and parameters, and even when far from the infinite time limit needed in Ref. Note that the results of this work are not an attempt to calculate the rate at which metadynamics converges. Instead, this communication shows that for all practical purposes, the free energy estimator in popular use for metadynamics that was derived assuming delta-like kernels, is actually the dominant part of the true free energy estimator derived here for generic kernels of narrow but finite width. The results are illustrated through a simple 1-d model landscape. The mathematics described in this article should further re-enforce the confidence in using metadynamics for sampling complex free energy landscapes.

II. BACKGROUND: THE METADYNAMICS DIFFERENTIAL EQUATION

Let \( s(R) \) denote a low-dimensional collective variable (CV) that is a function of the system coordinates \( R \) at a temperature \( T \) of interest. Metadynamics involves building a history-dependent bias \( V_n(s) \) in the CV space where \( n \) denotes the number of MD integration steps that have been carried out, and \( s_n \) denotes the value of \( s(R) \) at iteration \( n \). The precise rule for the update of the bias...
is
\[ V_{n+1}(s) = V_n(s) + G(s, s_{n+1}) e^{-\frac{V_n(s_{n+1})}{\Delta T}} \] (1)

Here \( G(s, s_{n+1}) \) is the hill function or biasing kernel deposited at time \( t_{n+1} \) and centered around \( s = s_{n+1} \). The points \( s_n \) are sampled as per the time-dependent probability density \( P(s, t) \) that evolves due to the bias addition. Through the use of a tempering parameter \( \Delta T \), the amplitude of the hill function each time a point is revisited can be tuned down, depending on the bias already deposited. Often this tempering factor is expressed in the form of the so-called biasing factor \( \frac{1}{1 + \gamma} \), where \( \gamma \) is set to converge to in its original formulations. It was recently proven that for any generic form of the biasing kernel \( G(s, s') \), metadynamics is guaranteed to eventually converge to the final state that it was designed to converge to in its original formulations. We will first summarize the broad outlines of the technical proof. A complete description has been given in Ref. \( \cite{17} \) and the interested reader is referred to it for further details.

In their proof, Dama and co-authors divide the total bias at any point \( s \) into an average bias \( \bar{V}_n = \frac{\int V_n(s) ds}{\int ds} \) and a so-called driving bias \( \tilde{V}_n(s) = V_n(s) - \bar{V}_n \). Note that the average bias is a kernel-dependent offset that is the same for all \( s \) values, and it amounts to lifting up the whole landscape by a constant without affecting the relative probabilities. As such it is irrelevant for our purposes, and it suffices to understand the effect of \( \tilde{V}_n(s) \). The update scheme that results for this driving bias is of the form:

\[ \tilde{V}_{n+1}(s) = \tilde{V}_n(s) + e^{-\frac{\tilde{V}_n}{\Delta T}} \Gamma(s, s_{n+1}, \tilde{V}_n) \] (2)

where \( \Gamma \) is a functional of the biasing kernel \( G \) and the bias \( \tilde{V}_n(s) \), the full expression for which can be found in Ref. \( \cite{17} \). Take note of the structure of Eq. \( \ref{2} \). It is of the generic form \( \theta_{n+1} = \theta_n + \epsilon_n Y_n(\theta_n, x_n) \). Here \( \theta_n \) are the iterating values of the driving bias, \( \epsilon_n = e^{-\frac{\tilde{V}_n}{\Delta T}} \) are step sizes, and \( Y_n(\theta_n, x_n) \) are history-dependent updates.

For such a generic stochastic iteration, there is a result described in Ref. \( \cite{17} \) that says that this discrete stochastic iteration converges like the solution of the differential equation \( \frac{dy}{d\tau} = Y(\theta, x) \) under certain conditions, where \( \nu = \Sigma \epsilon_n \) and the expectation is taken over the equilibrium distribution of \( x \) given \( \theta \). Ref. \( \cite{17} \) describes these conditions in detail and why metadynamics as per Eq. \( \ref{2} \) satisfies them - here we mention just one of these. As per this particular condition, the differential equation will hold if the sum of \( \epsilon_n \) diverges, the sum of \( c_n^2 \) converges and the \( Y_n \) are bounded. It can be demonstrated as done in Ref. \( \cite{17} \) that these conditions hold true for metadynamics given the terms in Eq. \( \ref{2} \) and setting \( \epsilon_n = e^{-\frac{\tilde{V}_n}{\Delta T}} \). It is remarkable that at least in the authors’ knowledge, no other timescale definition in Eq. \( \ref{2} \) seems to meet these divergence-convergence criteria. Thus, the discrete operation of metadynamics can be mapped in the long time limit to a differential equation which after substituting various terms (Ref. \( \cite{17} \) and some further straightforward algebraic manipulations turns out to be:

\[ \frac{dV(s, t)}{dt} = \int ds' e^{-\frac{V(s', t)}{\Delta T}} G(s, s') p_b(s', t) \] (3)

Here \( p_b(s, t) = e^{-\int ds' e^{-\frac{V(s', t)}{\Delta T}} G(s, s') p(s', t)} \) is the biased equilibrium distribution and \( t \) is the simulation time.

This equation contains an exponential non-linearity, but we will now show it can be simplified into an equation with only a simpler quadratic non-linearity. We begin by introducing a second timescale \( \tau \) defined as

\[ \tau = \int_0^t dt' \left[ \int ds e^{-\frac{V(s, t')}{\Delta T}} p(s) \right]^{-1} = \int_0^t dt' e^{\frac{\tilde{V}(t')}{\Delta T}} \] (4)

where \( p(s) \) is the unbiased probability distribution of the system, and we have introduced the function \( c(t) \) that is a lower bound estimate of the reversible work done on the system through the course of metadynamics:

\[ c(t) \equiv T \log \int dse^{-\beta F(s)} \] (5)

Such a lower bound becomes tighter and tighter as the simulation progresses. By expressing Eq. \( \ref{3} \) in terms of \( \tau \) and working in the units of time so that \( \omega \gamma / \Delta T = 1 \), we then obtain a simpler-looking (but not so easy to solve) integro-differential Riccati-like equation that governs metadynamics for any generic biasing kernel \( G \):

\[ \frac{dy(s, \tau)}{d\tau} = -y(s, \tau) \int ds' G(s, s') y(s', \tau) \] (6)

where \( y(s, \tau) \equiv p(s) e^{-\gamma V(s, \tau)/\Delta T} \). In the rest of this communication, we will be solving Eq. \( \ref{6} \).

III. SOLUTION

We first solve Eq. \( \ref{6} \) for the special case when \( G(s, s') = \delta(s, s') \). This can be interpreted as the zero width biasing kernel limit. In this case which was also solved in Ref. \( \cite{16} \), the convolution in Eq. \( \ref{6} \) integrates out with standard methods and we obtain as solution:

\[ y_0(s, \tau) = \frac{p(s)}{1 + \tau p(s)} \] (7)

where the subscript 0 denotes 0-th order solution. Given that this delta-like kernel limit is tractable, we propose to solve for the general case of Eq. \( \ref{6} \) by considering a perturbation series around the difference \( G(s, s') - \delta(s, s') \). This will be a singular perturbation series valid only in the limit of narrow hills, and we do not characterize the radius of convergence in this publication except by example. However, from an intuitive unit analysis it is clear that the terms scale as the length-scale of the added hills divided by the length-scale of the...
underlying probability distribution, ensuring that this series has a clear physical sense as a narrow-hill limit and thus that the radius of convergence in $G(s,s')$ is in principle meaningful and finite for any $p(s)$ that could be encountered in practice.

Let us write the true solution to Eq. 6 as

$$y(s,\tau) = \sum_{n=0}^{\infty} \varepsilon^n y_n(s,\tau)$$  \hspace{1cm} (8)

where we have introduced a bookkeeping parameter $\varepsilon$ for each order in $G-\delta$, that we will later set as 1. By putting Eq. 8 in Eq. 6 and equating terms with same power in $\varepsilon$ we obtain

$$\frac{dy_n(s,\tau)}{d\tau} = -\sum_{i=0}^{n} y_i(s,\tau) y_{n-i}(s,\tau) - \sum_{i=0}^{n-1} y_i(s,\tau) \int ds' (G(s,s') - \delta(s,s')) y_{n-i-1}(s',\tau)$$

\hspace{1cm} (9)

To solve this equation we note that for any $n$ it is of the generic form

$$\frac{dy_n(s,\tau)}{d\tau} + 2 y_0(s,\tau) y_n(s,\tau) = f_n(s,\tau)$$

\hspace{1cm} (10)

which is a first order linear ordinary differential equation with an inhomogeneous term $f_n$ set by the lower-order terms of the solution as

$$f_n(s,\tau) = -\left[\sum_{i=1}^{n-1} y_i(s,\tau) y_{n-i}(s,\tau)\right] - \sum_{i=0}^{n-1} y_i(s,\tau) \int ds' (G(s,s') - \delta(s,s')) y_{n-i-1}(s',\tau)$$

\hspace{1cm} (11)

By using Eq. 8 we can then solve Eq. 11 to obtain

$$y_n(s,\tau) = \frac{1}{\left(1 + \tau p(s)\right)^2} \int_0^\tau (1 + \tau' p(s))^2 f_n(s,\tau') d\tau'$$

\hspace{1cm} (12)

So far the perturbative solution is exact and can be solved in an iterative manner by gradually ascending in $n$. We now look at the dominant term in the first order $G-\delta$ correction. That is given by

$$y_1(s,\tau) = \frac{p(s)^2}{\left(1 + \tau p(s)\right)^2} \int ds' (G(s,s') - \delta(s,s')) \frac{1}{p(s')} \log[1 + \tau p(s')]$$

\hspace{1cm} (13)

Recall here that $y(s,\tau) \equiv p(s)e^{-\gamma V(s,\tau)/\Delta T}$. Using the above equation we can thus write the first-order free energy estimator for metadynamics that is valid for finite width biasing kernels to linear correction:

$$F(s) = e^{-\beta p(s)} = F_0(s) + F_1(s) = -\frac{T \gamma}{\Delta T} \left\{ V(s,\tau_0) - \int ds' (G(s,s') - \delta(s,s')) V(s',\tau_0) \exp[-\gamma V(s',\tau_0)/\Delta T] \right\}$$

\hspace{1cm} (14)
where the subscripts denote the order of correction used to evaluate the respective quantities. Eq. 14 is one of the central results of this paper. It provides an explicit correction to metadynamics free energy for finite-width non δ-like biasing kernel, expressed as an easy to calculate convolution integral of the deposited bias. Note that the correction scales as $V(s, \tau) \exp[-\frac{\gamma (s, \tau)}{2 \Delta T}]$, and in the zeroth order, $V(s, \tau)$ grows logarithmically with simulation time. Thus, at least on scales comparable to the hill size or larger, any finite size-effects in fact vanish polynomially fast in simulation time. As can be seen by putting Eq. 14 in Eq. 12 the second and higher order correction terms vanish even more quickly than the first order term, since each increasing order brings out an extra $\frac{1}{\tau^2}$ term up-front. In Fig. 1 we provide results for a 1-d asymmetric double well (Fig. 1(a)) with a single high barrier, demonstrating the precise and increasingly vanishing contribution of the second term in the Eq. 14 to the free energy evaluated from a metadynamics simulation with a variety of hill widths. In Fig. 1(b), we provide the error in the estimated free energy using the full Eq. 14 versus the reference value, as a function of simulation time. Error was calculated using the metric defined in Ref. 23 with a cutoff of 20 $k_B T$ from the global minimum, and averaged over 400 independent runs for each case. Irrespective of the value of the Gaussian width, there is a generic rate at which the error decays. Fig. 1(c) gives the difference in errors with respect to the reference, as defined in (b), using the full Eq. 14 diminished by the error using only the first term of Eq. 14. Note that after a transient, the full estimator including first order corrections generally does give slightly less error than only the zeroth-order term - however this difference is only a negligibly small fraction of $k_B T$, and furthermore it vanishes as the simulation progresses. The relative insensitivity to the choice of Gaussian width $\sigma$ is to be underlined, even with $\sigma$ values close to the potential minimum width.

The metadynamics simulations were performed on the potential of Fig. 1(a), with $G(s, s') = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(s-s')^2}{2\sigma^2}}$, and differing values of the Gaussian width $\sigma$ as marked in the legends to Figs. 1(b-c). The biasing factor $\gamma$ equaled 15, $\omega = 5 \times 10^{-4} k_B T$ (MD steps)$^{-1}$ and the temperature was maintained using a Langevin thermostat. The simulation time is displayed in units of Gaussians deposited, with a Gaussian deposited every 2000 MD steps.

IV. CONCLUSIONS

In this short communication, we revisited the ordinary differential equation that governs the evolution of metadynamics, and expressed it in a simple Riccati-like form valid for any generic biasing kernel. We then solved this Riccati equation using a perturbative scheme. Our solution clearly demonstrates that the perturbative effect of using finite-width hills is a negligible source of error for the method compared to the effects of discrete sampling, and therefore using the free energy estimator for metadynamics derived assuming delta-like Gaussians is well-motivated. Assuming delta-like Gaussians contributes essentially no error compared to the assumption of quasi-equilibrium sampling even when the simulation has not reached the long time limit as needed in Ref. 17 and for non-delta like biasing kernels. To conclude, our work further reinforces confidence in the usability of the popular metadynamics protocol for generic biasing kernels and provides a perturbative framework to systematically evaluate finite-time, finite-width corrections in the perfect sampling limit.
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