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ABSTRACT. Gusakova and Zaporozhets conjectured that ellipsoids in $\mathbb{R}^n$ are uniquely determined (up to an isometry) by their Steiner polynomials. Petrov and Tarasov confirmed this conjecture in $\mathbb{R}^3$. In this paper we solve the dual problem. We show that any ellipsoid in $\mathbb{R}^n$ centered at the origin is uniquely determined (up to an isometry) by its dual Steiner polynomial. To prove this result we reduce it to a problem of moments. As a by-product we give an alternative proof of the result of Petrov and Tarasov.

1. Introduction

The study of behavior of volume under the Minkowski (vector) addition is the main focus of the Brunn-Minkowski theory. Let $K$ be a convex body in $\mathbb{R}^n$. Denote by $B^n_2$ the unit Euclidean ball in $\mathbb{R}^n$. The classical Steiner formula asserts that for every $\epsilon > 0$,

$\text{vol}(K + \epsilon B^n_2) = \sum_{i=0}^{n} \kappa_{n-i} V_i(K) \epsilon^{n-i},$

where vol is the Lebesgue measure on $\mathbb{R}^n$, the addition $+$ is the Minkowski addition, and $\kappa_{n-i}$ is the volume of $B^{n-i}_2$. The coefficients $V_i(K)$ are known as the intrinsic volumes of $K$. The geometric interpretation of some of these quantities is the following: $V_n(K)$ is the volume of $K$, $V_{n-1}(K)$ is (a multiple of) the surface area, $V_1(K)$ is (a multiple of) the mean width. A thorough discussion of intrinsic volumes can be found in [9].

Gusakova and Zaporozhets asked if ellipsoids are uniquely determined by their intrinsic volumes (up to an isometry). Namely, they conjectured the following.

**Conjecture 1.** Let $\mathcal{E}_1$ and $\mathcal{E}_2$ be two ellipsoids in $\mathbb{R}^n$ such that $V_1(\mathcal{E}_1) = V_1(\mathcal{E}_2)$, $V_2(\mathcal{E}_1) = V_2(\mathcal{E}_2), \ldots, V_n(\mathcal{E}_1) = V_n(\mathcal{E}_2)$. Then $\mathcal{E}_1$ and $\mathcal{E}_2$ are congruent.

Petrov and Tarasov [8] confirmed this conjecture in $\mathbb{R}^3$. For higher dimensions, the problem is still open.

The purpose of this paper is to show that a similar question for dual volumes has a positive answer in all dimensions. Dual volumes were introduced by Lutwak [7] within the framework of the dual Brunn-Minkowski theory. In this theory the
Minkowski addition of convex bodies is replaced by the radial addition of star bodies (see the next section for definitions of these concepts). The dual version of the Steiner formula asserts that
\[
\text{vol}(K + \epsilon B^n_d) = \sum_{i=0}^{n} \binom{n}{i} \tilde{V}_i(K) \epsilon^{n-i},
\]
where \(K\) is a star body in \(\mathbb{R}^n\) and \(\tilde{+}\) is the radial addition. The coefficients \(\tilde{V}_i(K)\) are called the dual volumes. Note that \(\tilde{V}_n(K)\) is equal to the volume of \(K\). Denoting by \(\rho_K\) the radial function of \(K\), one can write the dual volumes of \(K\) as follows:
\[
(1) \quad \tilde{V}_i(K) = \frac{1}{n} \int_{S^{n-1}} \rho_K^i(\theta) d\theta,
\]
where the integration is with respect to the spherical Lebesgue measure.

Note that while the intrinsic volumes are invariant under translations, the dual volumes depend on the choice of the origin. Both the intrinsic volumes and dual volumes are invariant under orthogonal transformations.

Our main result is the following.

**Theorem 1.** Let \(\mathcal{E}_1\) and \(\mathcal{E}_2\) be two ellipsoids in \(\mathbb{R}^n\), \(n \geq 2\), centered at the origin such that \(\tilde{V}_1(\mathcal{E}_1) = \tilde{V}_1(\mathcal{E}_2)\), \(\tilde{V}_2(\mathcal{E}_1) = \tilde{V}_2(\mathcal{E}_2)\), ..., \(\tilde{V}_n(\mathcal{E}_1) = \tilde{V}_n(\mathcal{E}_2)\). Then \(\mathcal{E}_1\) and \(\mathcal{E}_2\) are congruent.

As one can see, the right-hand side of formula (1) makes sense for all real \(i\). This allows to use (1) as a definition of dual volumes of any order \(i\). In view of this remark, in the statement of Theorem 1 the collection of the dual volumes \(\{\tilde{V}_i\}_{i=1}^{n}\) can be replaced by any \(n\)-tuple of the form \(\{\tilde{V}_{i_k}\}_{k=1}^{n}\), where \(i_1, \ldots, i_n\) are distinct non-zero real numbers from the interval \((-2, n]\). In some cases one can take numbers from a larger interval, as will be discussed later.

To prove Theorem 1 we reduce it to a problem of moments. Using this idea we also give an alternative proof of the result of Petrov and Tarasov for the intrinsic volumes of ellipsoids in \(\mathbb{R}^3\). In the final section we investigate Conjecture 1 in the setting of ellipsoids of revolution.

\[2. \text{ Preliminaries}\]

Let \(K\) be a convex body in \(\mathbb{R}^n\), that is a convex compact set with non-empty interior. The support function of \(K\) is defined by
\[
h_K(x) = \max_{y \in K} \langle x, y \rangle, \quad x \in \mathbb{R}^n.
\]
The first intrinsic volume of \(K\) is a multiple of its mean width:
\[
(2) \quad V_1(K) = \frac{1}{\kappa_{n-1}} \int_{S^{n-1}} h_K(\theta) d\theta,
\]
where the integration is with respect to the spherical Lebesgue measure.

Let \(\mathcal{E}\) be an ellipsoid in \(\mathbb{R}^n\) with semi-axes \(a_1, \ldots, a_n\). Its volume is given by
\[
\text{vol}(\mathcal{E}) = \kappa_n a_1 \cdots a_n.
\]
Below we will always assume that \( E \) is centered at the origin and its axes coincide with the coordinate axes; i.e.,

\[
E = \left\{ x \in \mathbb{R}^n : \frac{x_1^2}{a_1^2} + \cdots + \frac{x_n^2}{a_n^2} \leq 1 \right\}.
\]

The support function of this ellipsoid \( E \) is given by

\[
h_{E}(x) = \left( a_1^2 x_1^2 + \cdots + a_n^2 x_n^2 \right)^{1/2}, \quad x \in \mathbb{R}^n.
\]

For a convex body \( K \subset \mathbb{R}^n \) its polar body \( K^\circ \) is defined as follows:

\[
K^\circ = \{ x \in \mathbb{R}^n : \langle x, y \rangle \leq 1, \forall y \in K \}.
\]

For the ellipsoid \( E \) defined above by (3), its polar body is also an ellipsoid given by

\[
E^\circ = \{ x \in \mathbb{R}^n : a_1^2 x_1^2 + \cdots + a_n^2 x_n^2 \leq 1 \}.
\]

We say that a compact set \( K \subset \mathbb{R}^n \) is star-shaped about the origin if for every point \( x \in K \) each point of the interval \([0, x)\) is an interior point of \( K \). The Minkowski functional of \( K \) is defined by

\[
\| x \|_K = \min\{ a \geq 0 : x \in aK \}, \quad x \in \mathbb{R}^n.
\]

We say that \( K \) is a star body if it is compact, star-shaped about the origin and its Minkowski functional is a continuous function on \( \mathbb{R}^n \).

The Minkowski functional of ellipsoid (3) is given by

\[
\| x \|_E = \left( \frac{x_1^2}{a_1^2} + \cdots + \frac{x_n^2}{a_n^2} \right)^{1/2}, \quad x \in \mathbb{R}^n.
\]

For the Euclidean ball \( B^n_2 \), we will denote its Minkowski functional simply by \( |x| \).

If \( K \) is a convex body containing the origin in its interior then we have the following relation:

\[
\| x \|_K = h_{K^\circ}(x), \quad x \in \mathbb{R}^n.
\]

The radial function of a star body \( K \) is defined by

\[
\rho_K(\xi) = \max\{ a \geq 0 : a\xi \in K \}, \quad \xi \in S^{n-1}.
\]

Clearly, \( \rho_K(\xi) = \| \xi \|_K^{-1} \) for \( \xi \in S^{n-1} \).

If \( K \) and \( L \) are star bodies, and \( \alpha \) and \( \beta \) are positive numbers, then the radial sum \( \alpha K + \beta L \) is the star body with the radial function

\[
\rho_{\alpha K + \beta L} = \alpha \rho_K + \beta \rho_L.
\]

Let us now recall some basic facts about the Gamma-function and fractional derivatives. If \( z \in \mathbb{C} \) with \( \Re(z) > 0 \), then

\[
\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt.
\]

The Gamma-function can be extended to the set \( \mathbb{C} \setminus (-\mathbb{N} \cup \{0\}) \) using the relation

\[
\Gamma(z + 1) = z \Gamma(z).
\]
Let \( f \) be a continuous integrable function on \([0, \infty)\) which is infinitely smooth in some neighborhood of zero. If \( q \in \mathbb{C}, -1 < \Re(q) < 0 \), the fractional derivative of \( f \) of order \( q \) at zero is defined by
\[
f^{(q)}(0) = \frac{1}{\Gamma(-q)} \int_0^\infty t^{-1-q} f(t) \, dt.
\]
This formula is in fact valid for all \( q \in \mathbb{C}, \Re(q) < 0 \), if \( t^{-1-q} f(t) \) decays at infinity sufficiently fast.

For \( q \) with \( \Re(q) > 0 \) that are not positive integers, the fractional derivatives are defined using analytic continuation; see, e.g., [3] or [6]. In particular, if \( m \) is a positive integer, then for \( m - 1 < \Re(q) < m \) we have
\[
f^{(q)}(0) = \frac{1}{\Gamma(-q)} \int_0^\infty t^{-1-q} \left( f(t) - \sum_{k=0}^{m-1} \frac{f^{(k)}(0)}{k!} t^k \right) \, dt.
\]
Fractional derivatives of positive integer orders coincide with ordinary derivatives (up to a sign).

The reader is referred to the books [2], [6], [9] for other facts on the topics discussed above.

3. Main results

It is known that the intrinsic volumes of an ellipsoid and its polar are related by the following formula.

\[
V_i(\mathcal{E}) = \frac{\kappa_i}{\kappa_n \kappa_{n-i}} V_n(\mathcal{E}) V_{n-i}(\mathcal{E}^\circ);
\]

see [5, Prop. 4.8].

Let us prove a similar formula for the dual volumes.

**Lemma 1.** Let \( \mathcal{E} \) be a centered ellipsoid in \( \mathbb{R}^n \). Then for all real \( i \) we have
\[
\tilde{V}_i(\mathcal{E}) = \frac{1}{\kappa_n} V_n(\mathcal{E}) \tilde{V}_{n-i}(\mathcal{E}^\circ).
\]

**Proof.** The formula is trivial when \( i = n \), so we will assume that \( i \neq n \). We have
\[
\tilde{V}_i(\mathcal{E}) = \frac{1}{n} \int_{S^{n-1}} \|\theta\|^{-i} \, d\theta = \frac{n-i}{n(2^{n-i} - 1)} \int_{S^{n-1}} \int_1^2 r^{n-i-1} \|\theta\|^{-i} \, d\theta \, dr
\]
\[
= \frac{n-i}{n(2^{n-i} - 1)} \int_{2B_2^2 \setminus B_2} \|x\|^{-i} \, dx.
\]
Assuming without loss of generality that
\[
\|x\|_\mathcal{E} = \left( \frac{x_1^2}{a_1^2} + \cdots + \frac{x_n^2}{a_n^2} \right)^{1/2}, \quad x \in \mathbb{R}^n,
\]
and making a change of variables, we get
\[
\tilde{V}_i(\mathcal{E}) = \frac{n-i}{n(2^{n-i} - 1)} \int_{2B_2^2 \setminus B_2^2} \left( \frac{x_1^2}{a_1^2} + \cdots + \frac{x_n^2}{a_n^2} \right)^{-i/2} \, dx
\]
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\[ = a_1 \ldots a_n \frac{n-i}{n(2^n-i-1)} \int_{2\mathcal{E}^o \setminus \mathcal{E}^o} (x_1^2 + \cdots + x_n^2)^{-i/2} dx \]

\[ = a_1 \ldots a_n \frac{n-i}{n(2^n-i-1)} \int_{S^{n-1}} \int_{\parallel \theta \parallel_{\mathcal{E}^o}^{-1}} r^{n-i-1} dr d\theta \]

\[ = a_1 \ldots a_n \frac{1}{n} \int_{S^{n-1}} \parallel \theta \parallel_{\mathcal{E}^o}^{-n-i} d\theta \]

\[ = \frac{1}{\kappa_n} \widetilde{V}_n(\mathcal{E}^o) \widetilde{V}_{n-i}(\mathcal{E}^o). \]

We will now obtain a representation of dual volumes as certain moments.

**Lemma 2.** Let \( \mathcal{E} \) be an ellipsoid centered at the origin with semi-axes \( a_1, \ldots, a_n \). If \( i \) is a real number (not necessarily an integer) such that \( 0 < i < n \), then

\[ \widetilde{V}_i(\mathcal{E}) = \frac{4\pi^{n/2}}{n \Gamma\left(\frac{n-i}{2}\right) \Gamma\left(\frac{i}{2}\right)} \int_0^\infty \frac{u^{i-1}}{\sqrt{\left(1 + \frac{u^2}{a_1^2}\right) \cdots \left(1 + \frac{u^2}{a_n^2}\right)}} du. \]

If \(-2 < i < 0\), then

\[ \widetilde{V}_i(\mathcal{E}) = \frac{4\pi^{n/2}}{n \Gamma\left(\frac{n-i}{2}\right) \Gamma\left(\frac{i}{2}\right)} \int_0^\infty u^{i-1} \left(\frac{1}{\sqrt{\left(1 + \frac{u^2}{a_1^2}\right) \cdots \left(1 + \frac{u^2}{a_n^2}\right)}} - 1\right) du. \]

If \( n < i < n+2 \), then

\[ \widetilde{V}_i(\mathcal{E}) = \frac{4\pi^{n/2}}{n \Gamma\left(\frac{n-i}{2}\right) \Gamma\left(\frac{i}{2}\right)} \int_0^\infty u^{i-1} \left(\frac{1}{\sqrt{\left(1 + \frac{u^2}{a_1^2}\right) \cdots \left(1 + \frac{u^2}{a_n^2}\right)}} - \frac{a_1 \ldots a_n}{u^n}\right) du. \]

**Proof.** Applying an orthogonal transformation if needed, we can assume that the Minkowski functional of \( \mathcal{E} \) is given by

\[ \|x\|\mathcal{E} = \left(\frac{x_1^2}{a_1^2} + \cdots + \frac{x_n^2}{a_n^2}\right)^{1/2}, \quad x \in \mathbb{R}^n. \]

Recall that for all \( i \) we have

\[ \widetilde{V}_i(\mathcal{E}) = \frac{1}{n} \int_{S^{n-1}} \|\theta\|_{\mathcal{E}^o}^{-i} d\theta. \]

First we will consider the case \( i \in (0, n) \). Observe that

\[ \int_{S^{n-1}} \|\theta\|_{\mathcal{E}^o}^{-i} d\theta = \frac{2}{\Gamma\left(\frac{n-i}{2}\right)} \int_{\mathbb{R}^n} \|x\|_{\mathcal{E}^o}^{-i} e^{-|x|^2} dx. \]

To check this, pass to the polar coordinates in the latter integral:

\[ \int_{\mathbb{R}^n} \|x\|_{\mathcal{E}^o}^{-i} e^{-|x|^2} dx = \int_{S^{n-1}} \|\theta\|_{\mathcal{E}^o}^{-i} d\theta \int_0^\infty r^{n-i-1} e^{-r^2} dr = \frac{1}{2} \Gamma\left(\frac{n-i}{2}\right) \int_{S^{n-1}} \|\theta\|_{\mathcal{E}^o}^{-i} d\theta. \]
Thus, we have

$$\tilde{V}_i(E) = \frac{2}{n\Gamma\left(\frac{n-i}{2}\right)} \int_{\mathbb{R}^n} \|x\|^i e^{-|x|^2} dx.$$  

Now observe that, for $i > 0$, we have

$$\|x\|^i = \frac{2}{\Gamma\left(\frac{i}{2}\right)} \int_0^\infty s^{i-1} e^{-\|x\|^2} s^2 ds.$$ 

This can be checked by a change of the variable in the latter integral.

Therefore,

$$\tilde{V}_i(E) = \frac{4}{n\Gamma\left(\frac{n-i}{2}\right)\Gamma\left(\frac{i}{2}\right)} \int_0^\infty s^{i-1} \int_{\mathbb{R}^n} e^{-\left(\frac{x_1^2}{a_1^2} + \cdots + \frac{x_n^2}{a_n^2}\right)} s^2 e^{-|x|^2} dx ds$$

$$= \frac{4}{n\Gamma\left(\frac{n-i}{2}\right)\Gamma\left(\frac{i}{2}\right)} \int_0^\infty s^{i-1} \int_{\mathbb{R}} e^{-x_1^2\left(1 + \frac{a_1^2}{s^2}\right)} dx_1 \cdots \int_{\mathbb{R}} e^{-x_n^2\left(1 + \frac{a_n^2}{s^2}\right)} dx_n ds$$

$$= \frac{4}{n\Gamma\left(\frac{n-i}{2}\right)\Gamma\left(\frac{i}{2}\right)} \int_0^\infty \frac{\sqrt{\pi}}{\sqrt{1 + \frac{s^2}{a_1^2}}} \cdots \frac{\sqrt{\pi}}{\sqrt{1 + \frac{s^2}{a_n^2}}} ds,$$

as claimed.

To treat the case $i < 0$, we will use the analytic continuation technique. Using the formula for $\tilde{V}_i(E)$, $0 < i < n$, proved above and making a change of variables, we get

$$\tilde{V}_i(E) = \frac{2\pi^{n/2}}{n\Gamma\left(\frac{n-i}{2}\right)\Gamma\left(\frac{i}{2}\right)} \int_0^\infty \frac{u^{i/2-1}}{\sqrt{(1 + \frac{u}{a_1^2}) \cdots (1 + \frac{u}{a_n^2})}} du.$$ 

Denoting

$$f_{\varepsilon}(u) = \frac{1}{\sqrt{(1 + \frac{u}{a_1^2}) \cdots (1 + \frac{u}{a_n^2})}},$$

we see that

$$(10) \quad \tilde{V}_i(E) = \frac{2\pi^{n/2}}{n\Gamma\left(\frac{n-i}{2}\right)} f_{\varepsilon}^{(-i/2)}(0),$$

where $f_{\varepsilon}^{(-i/2)}(0)$ is the fractional derivative of $f$ of order $-i/2$ at zero.

The left hand-side of (10) is an analytic function of $i \in \mathbb{C}$ and the right-hand side is analytic for in $\{i \in \mathbb{C} : \Re(i) < n\}$. Since they coincide on the interval $i \in (0, n)$, they coincide for all $i < n$. Thus formula (10) is valid for all $i < n$. In particular, for $-2 < i < 0$, we have

$$\tilde{V}_i(E) = \frac{2\pi^{n/2}}{n\Gamma\left(\frac{n-i}{2}\right)\Gamma\left(\frac{i}{2}\right)} \int_0^\infty u^{i/2-1} \left(\frac{1}{\sqrt{(1 + \frac{u}{a_1^2}) \cdots (1 + \frac{u}{a_n^2})}} - 1\right) du.$$

Replacing $u$ by $u^2$, we get the formula given in the statement of the lemma.
To deal with the case when $i > n$, we will first use (5) and then apply (10) with $n - i$ instead of $i$ and with $E^e$ instead of $E$:

$$\tilde{V}_i(E) = a_1 \cdots a_n \tilde{V}_{n-i}(E^e) = a_1 \cdots a_n \frac{2\pi^{n/2}}{n!} f^{(i-n)/2}(0),$$

where

$$f^{(i-n)/2}(u) = \frac{1}{\sqrt{(1 + u a^2_1) \cdots (1 + u a^2_n)}}.$$

In particular, for $n < i < n + 2$, we have

$$\tilde{V}_i(E) = \frac{2\pi^{n/2} a_1 \cdots a_n}{n! (n-i)!} \int_0^\infty u^{(n-i)/2-1} \left( \frac{1}{\sqrt{(1 + u a^2_1) \cdots (1 + u a^2_n)}} - 1 \right) du$$

$$= \frac{4\pi^{n/2}}{n! (n-i)!} \Gamma \left( \frac{n-i}{2} \right) \int_0^\infty u^{i-1} \left( \frac{1}{\sqrt{(1 + u^2/a^2_1) \cdots (1 + u^2/a^2_n)}} - \frac{a_1 \cdots a_n}{u^n} \right) du.$$

Now we are ready to prove our main result.

**Proof of Theorem 1.** Let $E_1$ be an ellipsoid with semi-axes $a_1, \ldots, a_n$, and $E_2$ an ellipsoid with semi-axes $b_1, \ldots, b_n$. Assume that $\tilde{V}_i(E_1) = \tilde{V}_i(E_2)$, for all $i = 1, \ldots, n$.

Note that $\tilde{V}_n(E_1) = \tilde{V}_n(E_2)$ is the equality of the volumes of $E_1$ and $E_2$, which gives $a_1 \cdots a_n = b_1 \cdots b_n$.

By Lemma 2 from the equalities of the dual volumes of orders from 1, $\ldots$, $n - 1$ we get

$$\int_0^\infty \frac{u^{i-1}}{\sqrt{(1 + u^2/a^2_1) \cdots (1 + u^2/a^2_n)}} du = \int_0^\infty \frac{u^{i-1}}{\sqrt{(1 + u^2/b^2_1) \cdots (1 + u^2/b^2_n)}} du,$$

for all $i = 1, \ldots, n - 1$.

Denoting for brevity

$$(11) \quad F(u) = \frac{1}{\sqrt{(1 + u^2/a^2_1) \cdots (1 + u^2/a^2_n)}} - \frac{1}{\sqrt{(1 + u^2/b^2_1) \cdots (1 + u^2/b^2_n)}},$$

we get

$$\int_0^\infty u^{i-1} F(u) du = 0,$$

for all $i = 1, \ldots, n - 1$. This means that for any polynomial $P$ of degree at most $n - 2$ we have

$$\int_0^\infty P(u) F(u) du = 0.$$
Now observe that the function $F$ has at most $n - 2$ positive real roots, unless it is identically equal to zero. Indeed, solving $F(u) = 0$ is equivalent to solving
\[
\left(1 + \frac{u^2}{a_1^2}\right) \cdots \left(1 + \frac{u^2}{a_n^2}\right) = \left(1 + \frac{u^2}{b_1^2}\right) \cdots \left(1 + \frac{u^2}{b_n^2}\right),
\]
which can be written in the form
\[
1 + u^2 q(u^2) + \frac{u^{2n}}{a_1^2 \cdots a_n^2} = 1 + u^2 r(u^2) + \frac{u^{2n}}{b_1^2 \cdots b_n^2},
\]
where $q$ and $r$ are polynomials of degree $n - 2$.

Since $E_1$ and $E_2$ have equal volumes, the latter equation reduces to $q(u^2) = r(u^2)$, which has at most $n - 2$ positive real roots.

Now choose such a non-zero polynomial $P$ that changes sign exactly at those positive numbers where $F$ changes its sign. This guarantees that the product $PF$ is either everywhere non-negative or non-positive. Since the integral of $PF$ is zero, we conclude that $F$ is identically zero. This means that the sets of numbers $\{a_1, \ldots, a_n\}$ and $\{b_1, \ldots, b_n\}$ coincide. The theorem is proved.

\[\square\]

We will now explain how to adjust the proof above to the case when dual volumes of other orders are given. Let us take any non-zero numbers $i_k, k = 1, \ldots, n$ from the interval $(-2, n]$. Using either formula (6) or (7), the equality $\tilde{V}_{ik}(E_1) = \tilde{V}_{ik}(E_2)$ gives

\[
(12) \quad \int_0^\infty u^{i_k - 1} F(u) \, du = 0,
\]
if $i_k \neq n$. Here, $F$ is the same function as in (11).

If some $i_k$ is equal to $n$ then $F$ has at most $n - 2$ positive real roots, and we proceed as above with the help of the following lemma.

**Lemma 3** (Lemma 19, [1]). Let $f : [0, \infty) \rightarrow \mathbb{R}$ be a continuous function that changes sign at most $N - 1$ times in the interval $(0, \infty)$. If there exist $N$ real numbers $p_1, \ldots, p_N$ such that

\[
\int_0^\infty t^{p_k} f(t) \, dt = 0, \quad \text{for every} \quad k = 1, \ldots, N,
\]

then $f$ is identically equal to zero.

If neither of $i_k$ is equal to $n$, then we can only conclude that $F$ has at most $n - 1$ positive real roots, but we have $n$ conditions of the form (12), so we can still use the above lemma.

To show how to extend Theorem 1 to a larger set of indices, let us first give a few formulas that follow from the proof of Lemma 2. For $-4 < i < -2$ formula (10) yields
\[ \tilde{V}_i(\mathcal{E}) = \frac{4\pi^{n/2}}{n\Gamma\left(\frac{n-i}{2}\right)\Gamma\left(\frac{1}{2}\right)} \times \int_0^\infty u^{i-1} \left( \frac{1}{\sqrt{(1 + \frac{u^2}{a_1^2}) \cdots (1 + \frac{u^2}{a_n^2})}} - 1 + \frac{1}{2} \left( \frac{1}{a_1^2} + \cdots + \frac{1}{a_n^2} \right) u^2 \right) du. \]

When \( i = -2 \), we have
\[ \tilde{V}_{-2}(\mathcal{E}) = \frac{\pi^{n/2}}{n\Gamma\left(\frac{n+2}{2}\right)} \left( \frac{1}{a_1^2} + \cdots + \frac{1}{a_n^2} \right). \]

For \( n + 2 < i < n + 4 \) we get
\[ \tilde{V}_i(\mathcal{E}) = \frac{4\pi^{n/2}}{n\Gamma\left(\frac{n-i}{2}\right)\Gamma\left(\frac{1}{2}\right)} \times \int_0^\infty u^{i-1} \left( \frac{1}{\sqrt{(1 + \frac{u^2}{a_1^2}) \cdots (1 + \frac{u^2}{a_n^2})}} - \frac{a_1 \cdots a_n}{u^n} + \frac{a_1 \cdots a_n (a_1^2 + \cdots + a_n^2)}{2u^{n+2}} \right) du. \]

When \( i = n + 2 \), we have
\[ \tilde{V}_{n+2}(\mathcal{E}) = \frac{\pi^{n/2}a_1 \cdots a_n}{n\Gamma\left(\frac{n+4}{2}\right)} \left( a_1^2 + \cdots + a_n^2 \right). \]

Now observe that in some cases we can take the interval \((-2, n + 2)\) instead of the interval \((-2, n]\). If we assume that \( \tilde{V}_n(\mathcal{E}_1) = \tilde{V}_n(\mathcal{E}_2) \) and \( \tilde{V}_i(\mathcal{E}_1) = \tilde{V}_i(\mathcal{E}_2) \) for some distinct numbers \( i_k \in (-2, n + 2) \setminus \{0, n\}, k = 1, \ldots, n - 1 \), then along with the formulas (6) and (7), we can also use (8), since \( \tilde{V}_i(\mathcal{E}_1) - \tilde{V}_i(\mathcal{E}_2) = 0 \) with \( n < i < n + 2 \) gives
\[ \int_0^\infty u^{i-1} F(u) du = 0, \]
with the same function \( F \) as used above.

Using this argument one can proceed even further. For example, if \( \tilde{V}_{-2}(\mathcal{E}_1) = \tilde{V}_{-2}(\mathcal{E}_2) \) and \( \tilde{V}_n(\mathcal{E}_1) = \tilde{V}_n(\mathcal{E}_2) \), then we can take the remaining \( n - 2 \) indices from the interval \((-4, n + 2)\). We will have \( n - 2 \) conditions of the form (12), while the function \( F \) will have at most positive \( n - 3 \) roots. To explain the latter, observe that the equation
\[ \left( 1 + \frac{u^2}{a_1^2} \right) \cdots \left( 1 + \frac{u^2}{a_n^2} \right) = \left( 1 + \frac{u^2}{b_1^2} \right) \cdots \left( 1 + \frac{u^2}{b_n^2} \right) \]
can be written in the form
\[ 1 + u^2 \left( \frac{1}{a_1^2} + \cdots + \frac{1}{a_n^2} \right) + u^4 q(u^2) + \frac{u^{2n}}{a_1^2 \cdots a_n^2} = 1 + u^2 \left( \frac{1}{b_1^2} + \cdots + \frac{1}{b_n^2} \right) + u^4 r(u^2) + \frac{u^{2n}}{b_1^2 \cdots b_n^2}, \]
where $q$ and $r$ are polynomials of degree $n - 3$.

Using similar ideas, one can get uniqueness results involving $\tilde{V}_{-4}$, $\tilde{V}_{n+2}$, and so forth.

4. **Intrinsic volumes of ellipsoids in $\mathbb{R}^3$**

In this section we will give an alternative proof of the following result of Petrov and Tarasov [8].

**Theorem 2.** Let $E_1$ and $E_2$ be two ellipsoids in $\mathbb{R}^3$ such that $V_1(E_1) = V_1(E_2)$, $V_2(E_1) = V_2(E_2)$, $V_3(E_1) = V_3(E_2)$. Then $E_1$ and $E_2$ are congruent.

**Proof.** Let $E$ be an ellipsoid in $\mathbb{R}^3$. Using formulas (2), (1), and (5), we can write its first intrinsic volume as follows:

$$V_1(E) = \frac{1}{\pi} \int_{S^2} h_E(\theta) d\theta = \frac{1}{\pi} \int_{S^2} ||\theta||_E d\theta = \frac{3}{\pi} \tilde{V}_{-1}(E^o) = \frac{4}{V_3(E)} \tilde{V}_1(E).$$

To find the second intrinsic volume of $E$, we will use formulas (4), (2), and (1).

$$V_2(E) = \frac{3}{8} V_3(E) \cdot V_1(E^o) = \frac{3}{8\pi} V_3(E) \int_{S^2} h_{E^o}(\theta) d\theta$$

$$= \frac{3}{8\pi} V_3(E) \int_{S^2} ||\theta||_E d\theta = \frac{9}{8\pi} V_3(E) \tilde{V}_{-1}(E).$$

Thus the knowledge of $V_1$, $V_2$, $V_3$ is equivalent to the knowledge of $\tilde{V}_{-1}$, $\tilde{V}_4$, $\tilde{V}_3$. The latter information determines the ellipsoid uniquely, as was shown in the previous section. $\square$

5. **Intrinsic volumes of ellipsoids of revolution in $\mathbb{R}^n$**

In this section we will discuss uniqueness of ellipsoids of revolution with given intrinsic volumes. As we will see below, we do not need to know all intrinsic volumes $V_1, \ldots, V_n$, only a few of them.

Let $K$ be an origin-symmetric convex body. $K$ is called a zonoid if $K$ can be approximated in the Hausdorff metric by finite Minkowski sums of segments. It is known (see [9, Thm 3.5.3]) that $K$ is a zonoid if and only if

$$h_K(x) = \int_{S^{n-1}} ||\langle x, \theta \rangle|| d\mu(\theta), \quad x \in \mathbb{R}^n,$$

where $\mu$ is a non-negative even Borel measure on $S^{n-1}$. The measure $\mu$ is called the generating measure of $K$.

Let $E$ be an ellipsoid in $\mathbb{R}^n$ centered at the origin. It is easy to see that $E$ is a zonoid. Moreover, its generating measure is given by

$$d\mu(\theta) = \frac{\kappa_n}{2\text{vol}(E)\kappa_{n-1}} ||\theta||_E^{n-1} d\theta.$$
Indeed, let $A$ be a linear transformation such that $E = AB_2^n$. Then
\[
\int_{S^{n-1}} |\langle x, \theta \rangle| \|\theta\|_{\mathcal{E}}^{-n-1} d\theta = (n + 1) \int_{B_2^n} |\langle x, y \rangle| dy = (n + 1) \det A \int_{B_2^n} |\langle x, Ay \rangle| dy
\]
\[
= (n + 1) \det A \int_{B_2^n} |\langle A^T x, y \rangle| dy
\]
\[
= (n + 1) \det A |A^T x| \int_{B_2^n} \left| \frac{A^T x}{|A^T x|} \right| dy
\]
\[
= (n + 1) \det A |A^T x| C_n,
\]
where
\[
C_n = \int_{B_2^n} |\langle u, y \rangle| dy = \frac{1}{n + 1} \int_{S^{n-1}} |\langle u, \theta \rangle| d\theta = \frac{2\kappa_{n-1}}{n + 1},
\]
for any $u \in S^{n-1}$; see e.g., [4, Lemma 3.4.5].

Thus,
\[
\int_{S^{n-1}} |\langle x, \theta \rangle| \|\theta\|_{\mathcal{E}}^{-n-1} d\theta = 2\kappa_{n-1} \det A |A^T x| = 2\frac{\kappa_{n-1}}{\kappa_n} \text{vol}(\mathcal{E}) h_{AB_2^n}(x) = 2\frac{\kappa_{n-1}}{\kappa_n} \text{vol}(\mathcal{E}) h_\mathcal{E}(x),
\]
as claimed.

Recall (see formulas (5.31) and (5.82) in [9]) that the $k$-th intrinsic volume of a zonoid $K$ with generating measure $\mu$ is given by
\[
V_k(K) = C(n, k) \int_{S^{n-1}} \cdots \int_{S^{n-1}} D_n(v_1, \ldots, v_n) d\mu(v_1) \cdots d\mu(v_k) dv_{k+1} \cdots dv_n,
\]
where $D_n(v_1, \ldots, v_n)$ is the volume of the parallelepiped spanned by the vectors $v_1, \ldots, v_n$, and $C(n, k) = \frac{2^n}{n! \kappa_{n-k} \kappa_{n-1}^{n-k}}$.

Therefore, for an ellipsoid $E = AB_2^n$, we have
\[
V_k(\mathcal{E}) = \frac{\kappa_{n-k}^k}{2^k \text{vol}(\mathcal{E})^{k\kappa_{n-1}}} C(n, k) \int_{S^{n-1}} \cdots \int_{S^{n-1}} D_n(v_1, \ldots, v_n) |v_1|_{\mathcal{E}}^{-n} dv_1 \cdots |v_k|_{\mathcal{E}}^{-n} dv_k dv_{k+1} \cdots dv_n
\]
\[
= \frac{C(n, k)(n + 1)^n \kappa_n^k}{2^k \text{vol}(\mathcal{E})^{k\kappa_{n-1}}} \int_{\mathcal{E}} \cdots \int_{B_2^n} \cdots \int_{B_2^n} D_n(v_1, \ldots, v_n) dv_1 \cdots dv_n
\]
\[
= \frac{C(n, k)(n + 1)^n}{2^k \kappa_{n-1}^k} \int_{B_2^n} \cdots \int_{B_2^n} D_n(Av_1, \ldots, Av_k, v_{k+1}, \ldots v_n) dv_1 \cdots dv_n
\]
\[
= \frac{C(n, k)}{2^k \kappa_{n-1}^k} \int_{S^{n-1}} \cdots \int_{S^{n-1}} D_n(Av_1, \ldots, Av_k, v_{k+1}, \ldots v_n) dv_1 \cdots dv_n.
\]
Now assume that $\mathcal{E}$ is an ellipsoid of revolution of the form
\[
\mathcal{E} = \left\{ x \in \mathbb{R}^n : \frac{x_1^2}{a^2} + \cdots + \frac{x_{n-1}^2}{a^2} + \frac{x_n^2}{b^2} \leq 1 \right\}.
\]
The corresponding matrix $A$ is diagonal, with the entries $a, \ldots, a, b$ on the main diagonal. It will be convenient to use the following notation: $A = \text{diag} \{a, \ldots, a, b\}$. We have
\[
D_n(Av_1, \ldots, Av_k, v_{k+1} \ldots v_n) = \text{abs} \begin{vmatrix}
av_1^1 & \cdots & \av_1^k & v_{k+1}^1 & \cdots & v_n^1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\av_k^1 & \cdots & \av_k^k & v_{k+1}^1 & \cdots & v_n^1 \\

\end{vmatrix} = a^k \text{abs}
\]
where abs stands for the absolute value and $v_i^j$ denotes the $j$-th coordinate of vector $v_i$.

Let $Q = \text{diag} \left\{ \frac{b}{a}, \ldots, \frac{b}{a}, 1, \ldots, 1 \right\}$. Denoting $v^i = (v_i^1, \ldots, v_i^n)$, we see that
\[
D_n(Av_1, \ldots, Av_k, v_{k+1} \ldots v_n) = a^k D_n(v^1, \ldots, v^{n-1}, Qv^n).
\]

Therefore, using an integral representation similar to (9), we get
\[
V_k(\mathcal{E}) = \frac{C(n, k)}{2^k \kappa_{n-1}} \int_{S^{n-1}} \cdots \int_{S^{n-1}} D_n(Av_1, \ldots, Av_k, v_{k+1} \ldots v_n) \, dv_1 \cdots dv_n
\]
\[
= \frac{2^{n-k}C(n, k)}{\kappa_{n-1} (\Gamma \left( \frac{n+1}{2} \right))^{n-1}} \int_{\mathbb{R}^n} \cdots \int_{\mathbb{R}^n} D_n(Av_1, \ldots, Av_k, v_{k+1} \ldots v_n) e^{-|v_1|^2 - \cdots - |v_n|^2} \, dv_1 \cdots dv_n
\]
\[
= \frac{2^{n-k}C(n, k)a^k}{\kappa_{n-1} (\Gamma \left( \frac{n+1}{2} \right))^{n-1}} \int_{\mathbb{R}^n} \cdots \int_{\mathbb{R}^n} D_n(v^1, \ldots, v^{n-1}, Qv^n) e^{-|v_1|^2 - \cdots - |v_n|^2} \, dv^1 \cdots dv^n
\]
\[
= \frac{2^{-k}C(n, k)a^k}{\kappa_{n-1} (\Gamma \left( \frac{n+1}{2} \right))^{n-1}} \int_{S^{n-1}} \cdots \int_{S^{n-1}} D_n(v^1, \ldots, v^{n-1}, Qv^n) \, dv^1 \cdots dv^n
\]
\[
= \frac{C(n, k)}{n \kappa_{n-1} a^k} V_k(\tilde{\mathcal{E}}),
\]
where $\tilde{\mathcal{E}} = QB^2_2$. 
Thus, by \[2\],
\[
V_k(\mathcal{E}) = C(n, k) a^k \int_{S^{n-1}} \left( \frac{b^2}{a^2} (\theta_1^2 + \cdots + \theta_k^2) + \theta_{k+1}^2 + \cdots + \theta_n^2 \right)^{1/2} d\theta,
\]
where \(C(n, k) = \frac{\binom{n}{k}}{n^{k-n} k^{n-k}}\).

Now suppose that we are given \(V_k(\mathcal{E})\) and \(V_k(\mathcal{E})\), for some \(k, 1 \leq k \leq n - 1\). It is easy to see that these two intrinsic volumes do not determine an ellipsoid of revolution uniquely. Indeed, after a rescaling, we can assume that \(\mathcal{E}\) has the same volume as the ball \(B_2^n\), i.e., \(a^{n-1} b = 1\). Thus,
\[
(14) \quad V_k(\mathcal{E}) = C(n, k) \int_{S^{n-1}} \left( a^{2k-2n} (\theta_1^2 + \cdots + \theta_k^2) + a^{2k} (\theta_{k+1}^2 + \cdots + \theta_n^2) \right)^{1/2} d\theta.
\]

The latter integral is a continuous function of \(a \in (0, \infty)\), and it approaches infinity as \(a \to 0\) and \(a \to \infty\). This shows that there are two non-congruent ellipsoids of revolution with equal \(V_n\) and \(V_k\). Thus in order to prove a result in the positive direction, we need more intrinsic volumes.

**Theorem 3.** Let \(\mathcal{E}_1\) and \(\mathcal{E}_2\) be two ellipsoids of revolution in \(\mathbb{R}^n\) such that \(V_n(\mathcal{E}_1) = V_n(\mathcal{E}_2)\), \(V_k(\mathcal{E}_1) = V_k(\mathcal{E}_2)\), \(V_{n-k}(\mathcal{E}_1) = V_{n-k}(\mathcal{E}_2)\) for some \(k \neq n/2, 1 \leq k \leq n - 1\). Then \(\mathcal{E}_1\) and \(\mathcal{E}_2\) are congruent.

*Proof.* Without loss of generality we can assume that the volumes of \(\mathcal{E}_1\) and \(\mathcal{E}_2\) are equal to the volume of \(B_2^n\). Thus we will deal with two ellipsoids whose semi-axes are \(a, \ldots, a, a^{-n+1}\) and \(b, \ldots, b, b^{-n+1}\) correspondingly. Our goal is to show that \(a = b\).

Consider the ellipsoids \(\tilde{\mathcal{E}}_1 = Q_a B_2^n\) and \(\tilde{\mathcal{E}}_2 = Q_b B_2^n\), where
\[
Q_a = \text{diag} \left\{ a^{-2k+2n}, \ldots, a^{-2k+2n}, a^{-2k}, \ldots, a^{2k} \right\}_{k \text{, } n-k}
\]
and
\[
Q_b = \text{diag} \left\{ b^{-2k+2n}, \ldots, b^{-2k+2n}, b^{-2k}, \ldots, b^{-2k} \right\}_{k \text{, } n-k}.
\]

By formula \(14\), we see that \(V_k(\tilde{\mathcal{E}}_1) = V_k(\tilde{\mathcal{E}}_2)\) is equivalent to \(\tilde{V}_{n-k}(\tilde{\mathcal{E}}_1) = \tilde{V}_{n-k}(\tilde{\mathcal{E}}_2)\). Replacing \(k\) by \(n - k\) in \(14\), we see that \(V_{n-k}(\tilde{\mathcal{E}}_1) = V_{n-k}(\tilde{\mathcal{E}}_2)\) is equivalent to \(\tilde{V}_{n-k}(\tilde{\mathcal{E}}_1) = \tilde{V}_{n-k}(\tilde{\mathcal{E}}_2)\), which in turn is equivalent to \(\tilde{V}_{n+1}(\tilde{\mathcal{E}}_1) = \tilde{V}_{n+1}(\tilde{\mathcal{E}}_2)\), by formula \(3\). Thus Lemma \(2\) gives
\[
\int_0^\infty u^{-2} F(u) \, du = 0 \quad \text{and} \quad \int_0^\infty u^n F(u) \, du = 0,
\]
where
\[
F(u) = \frac{1}{(1 + a^{2k-2n} u^2)^{\frac{k}{2}} (1 + a^{2k} u^2)^{\frac{n-k}{2}}} - \frac{1}{(1 + b^{2k-2n} u^2)^{\frac{k}{2}} (1 + b^{2k} u^2)^{\frac{n-k}{2}}}.
\]
To use the ideas of Section 3 it remains to show that \( F \) has at most one positive root, unless it is identically equal to zero. To this end observe that \( F \) has the same roots as the function \( g \) given by
\[
g(u) = \ln \left( \frac{(1 + a^{2k-2n}u^2)^{\frac{1}{2}}}{(1 + a^{2k}u^2)^{\frac{n-k}{2}}} \right) - \ln \left( \frac{(1 + b^{2k-2n}u^2)^{\frac{1}{2}}}{(1 + b^{2k}u^2)^{\frac{n-k}{2}}} \right).
\]
Computing its derivative, we get
\[
g'(u) = u \left( \frac{ka^{2k-2n} - kb^{2k-2n}}{(1 + a^{2k-2n}u^2)(1 + b^{2k-2n}u^2)} + \frac{(n-k)a^{2k} - (n-k)b^{2k}}{(1 + a^{2k}u^2)(1 + b^{2k}u^2)} \right).
\]
One can see that \( g' \) has at most two positive real roots. Since \( g(0) = 0 \) and \( \lim_{u \to \infty} g(u) = 0 \), we conclude that \( g \) has at most one positive root.

Now assume \( n \) is even and \( V_n(\mathcal{E}_1) = V_n(\mathcal{E}_2) = V_n(B_2^n) \), \( V_{n/2}(\mathcal{E}_1) = V_{n/2}(\mathcal{E}_2) \), \( V_k(\mathcal{E}_1) = V_k(\mathcal{E}_2) \) for some \( k \neq n/2, n \). By Lemma 2, \( V_{n/2}(\mathcal{E}_1) \) is (up to a multiplicative constant) equal to
\[
\int_0^\infty u^{n-2} \left( 1 - \frac{1}{(1 + a^{-n}u^2)(1 + a^n u^2)^{\frac{n}{2}}} \right) du.
\]
The function \( (1 + a^{-n}u^2)(1 + a^n u^2) \) considered as a function of \( a \) is decreasing from 0 to 1 and increasing from 1 to \( \infty \) (for every \( u \)). Thus the integral above is decreasing/increasing on the same intervals with respect to \( a \). Moreover, the integral is invariant under the transformation \( a \to a^{-1} \). Thus, if \( V_{n/2} \) is prescribed a given value, then there are at most two ellipsoids of revolution with this intrinsic volume and they must be polars of each other. Hence either \( \mathcal{E}_2 = \mathcal{E}_1 \) or \( \mathcal{E}_2 = \mathcal{E}_1^o \). Assume the latter. By virtue of formula (4), \( V_k(\mathcal{E}_1) = V_k(\mathcal{E}_1^o) \) yields \( V_{n-k}(\mathcal{E}_1^o) = V_{n-k}(\mathcal{E}_1^o) \). By what we proved above, this information guarantees that \( \mathcal{E}_1 = \mathcal{E}_1^o \). Thus \( \mathcal{E}_1 = B_2^n \), and therefore \( \mathcal{E}_2 = B_2^n \). So \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) cannot be different.

\[\square\]
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