Constructive Relationships Between Algebraic Thickness and Normality
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Abstract. We study the relationship between two measures of Boolean functions; algebraic thickness and normality. For a function $f$, the algebraic thickness is a variant of the sparsity, the number of nonzero coefficients in the unique $F_2$ polynomial representing $f$, and the normality is the largest dimension of an affine subspace on which $f$ is constant. We show that for $s < 3$, any function with algebraic thickness $n^s$ is constant on some affine subspace of dimension $\Omega\left(n^{\frac{s}{s-2}}\right)$. Furthermore, we give a randomized algorithm for finding such a subspace. In the literature, often so called $0$-restrictions are used. We show that finding the optimal $0$-restriction is $\mathbf{NP}$-hard. We give a construction which shows that for $2 < s < 3$, our algorithm finds an affine subspace that is at most a factor of $\Theta\left(\sqrt{n}\right)$ from the best guarantee, and restricted to the class of $0$-restrictions, it is at most a factor of $\Theta\left(\sqrt{\log n}\right)$ from the best guarantee.

1 Introduction and Known Results

Boolean functions play an important role in many fields of computer science. In cryptography, Boolean functions are sometimes classified according to some measure of complexity (also called cryptographic complexity [5], nonlinearity criteria [12] or nonlinearity measures [11]). Examples of such measures are nonlinearity, algebraic degree, normality, algebraic thickness and multiplicative complexity, and there are a number of results showing that if a function has a small value according to a certain measure, the function is vulnerable to a certain attack, (see [6] for a good survey).

A significant amount of work has been put into establishing relationships between these measures, e.g. considering questions of the form “if a function $f$ is simple (or complex) according to one measure, what does that say about $f$ according to some other measure”.

In this paper we focus on the relationship between algebraic thickness and normality. Both of these measures capture, each in their own way, how “different” functions are from being linear [4,5]. That is, there is an intuitive connection and it is natural to consider to which extent this relationship is formal. In fact, these two measures have been studied in the same papers previously (see e.g.
The relationship between these measures was initiated in the work of Cohen and Tal in [8], where they show that functions with a certain algebraic thickness have a certain normality. The proof is existential in nature and does not immediately imply an efficient algorithm - randomized nor deterministic - for witnessing this normality. For relatively small values of algebraic thickness, we tighten their bounds and furthermore present a randomized algorithm to witness this normality. The question of giving a constructive proof of normality is not just a theoretical one. Recently a generic attack on stream ciphers with low normality was successfully mounted in the work [14]. If it is possible to constructively compute a witness of normality given a function with low algebraic thickness, this implies that any function with low algebraic thickness is likely to be vulnerable to the attack in [14], as well as any other attack based on normality. Our work suggests that this is indeed possible for functions with small algebraic thickness.

2 Preliminaries and Known Results

Let $\mathbb{F}_2$ be the field of order 2, $\mathbb{F}_2^n$ the $n$-dimensional vector space over $\mathbb{F}_2$, and $[n] = \{1, \ldots, n\}$. A mapping from $\mathbb{F}_2^n$ to $\mathbb{F}_2$ is called a Boolean function. It is a well known fact that any Boolean function $f$ in the variables $x_1, \ldots, x_n$ can be expressed uniquely as a multilinear polynomial over $\mathbb{F}_2$ called the algebraic normal form (ANF) or the Zhegalkin polynomial. That is, there exist unique constants $c_{\emptyset}, \ldots, c_{\{1, \ldots, n\}}$, such that

$$f(x_1, \ldots, x_n) = \sum_{S \subseteq [n]} c_S \prod_{j \in S} x_j,$$

where arithmetic is in $\mathbb{F}_2$. In the rest of this paper, most arithmetic will be in $\mathbb{F}_2$, although we still need arithmetic in $\mathbb{R}$. If nothing is mentioned it should be clear from the context what field is referred to. The largest $|S|$ such that $c_S = 1$ is called the (algebraic) degree of $f$, and functions with degree 2 are called quadratic functions. We let $\log$ be the logarithm base two, $\ln$ the natural logarithm, and $\exp(\cdot)$ the natural exponential function with base $e$.

Algebraic Thickness For a Boolean function, $f$, let $\|f\| = \sum_{S \subseteq [n]} c_S$, with arithmetic in $\mathbb{R}$. This measure is sometimes called the sparsity of $f$ (e.g. [8]). The algebraic thickness [2,4] of $f$, denoted $\mathcal{T}(f)$ is defined as the smallest value of $\|f\|$ when some affine bijection has been applied to the inputs of $f$. More precisely, letting $A_n$ denote the set of affine, bijective operators on $\mathbb{F}_2^n$,

$$\mathcal{T}(f) = \min_{A \in A_n} \|f \circ A\|. \quad (1)$$

Algebraic thickness was introduced and first studied by Carlet in [2,4,3]. Affine functions have algebraic thickness at most 1, and Carlet showed that...
for any constant $c > \sqrt{\ln 2}$, for sufficiently large $n$ there exist functions with algebraic thickness
\[ 2^{n-1} - cn^{\frac{\ln 2}{n}} \]
and that a random Boolean function will have such high algebraic thickness with very high probability. Furthermore no function has algebraic thickness larger than $2^{n}$.

Carlet observes that algebraic thickness was also implicitly mentioned in [13, Page 208] and related to the so called “higher order differential attack” due to Knudsen [10] and Lai [11] in that they are dependant on the degree as well as the number of terms in the ANF of the function used.

Normality A $k$-dimensional flat is an affine (sub)space of $\mathbb{F}_2^n$ with dimension $k$. A function is $k$-normal if there exist a $k$-dimensional flat $E$ such that $f$ is constant on $E$ [12]. For simplicity define the normality of a function $f$, which we denote $N(f)$, as the largest $k$ such that $f$ is $k$-normal. We recall that affine functions have normality at least $n - 1$ (which is the largest possible for non-constant functions), while for any $c > 1$, a random Boolean function has normality $c \log n$ with high probability.

$k$-normal functions are often called affine dispersers of dimension $k$, and a great deal of work has been put into deterministic constructions of functions with low normality. Currently the asymptotically best known deterministic function, due to Shaltiel, has normality $2^{\log 0.9 n}$ [16].

Notice the asymmetry in our definitions: linear functions have very low algebraic thickness (0 or 1) but very high normality ($n$ or $n - 1$), whereas random functions, with high probability, have very high algebraic thickness (at least $2^{n-1} - 0.92 \cdot n \cdot 2^{-n^2}$) but low nonlinearity (less than $1.01 \log n$) [3].

Remark on Computational Efficiency In this paper, we say that something is efficiently computable if it is computable by a Turing machine in time polynomially bounded in the size of the input. Some algorithms in this paper will have a Boolean function with a certain algebraic thickness as input. In such cases, we assume that the function is represented by the ANF of the function witnessing this small algebraic thickness. That is, if a function $f$ with algebraic thickness $T(f) = T$ and $g = f \circ A$ for some affine bijection $A$, has $\|g\| = T$, the input to the algorithm is a representation of $A$ along with a description of the ANF of $g$. That is, in this setting, representing a function $f$ uses $\text{poly}(T(f) + n^2)$ bits. Besides that, we will not go further into details regarding the computational model or representation.

Quadratic Functions The normality and algebraic thickness of quadratic functions are well understood due to the following theorem due to Dickson [9] (see also [6] for a proof).

Theorem 1 (Dickson). Let $f : \mathbb{F}_2^n \to \mathbb{F}_2$ be quadratic. Then there exist an invertible $n \times n$ matrix $A$, a vector $b \in \mathbb{F}_2^n$, $t \leq \frac{n}{2}$, and $c \in \mathbb{F}_2$ such that for
\[ y = Ax + b \] one of the following two equations holds

\[ f(x) = y_1 y_2 + y_3 y_4 + \ldots + y_{t-1} y_t + c, \]  
\[ f(x) = y_1 y_2 + y_3 y_4 + \ldots + y_{t-1} y_t + y_{t+1}. \]

Furthermore, \( A, b \) and \( c \) can be found efficiently.

That is, any quadratic function is affine equivalent to some inner product function. We highlight a simple but useful consequence of Theorem 1. Simply by setting one variable in each of the degree two terms to zero, one gets:

**Proposition 1.** Let \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) be quadratic. Then \( N(f) \geq \left\lceil \frac{n+1}{2} \right\rceil \). Furthermore, a flat witnessing the normality of \( f \) can be found efficiently.

**Some Relationships** It was shown in [4] that normality and algebraic thickness are logically independent of (that is, not subsumed by) each other. Several other results relating these measures to algebraic thickness and normality are given in [4]. We mention a few relations to other measures.

Clearly, functions with degree \( d \) have algebraic thickness \( O(n^d) \), so having superpolynomial algebraic thickness requires superconstant degree. The fact that there exist functions with low degree and low normality has been established in [2] and [8] independently.

**Theorem 2 ([2,8]).** Let \( f \) on \( n \) variables be a random degree three polynomial (that is, all terms in the ANF occur independently with probability \( \frac{1}{2} \)). Then with high probability, \( f \) remains nonconstant on any subspace of dimension \( c\sqrt{n} \), for some fixed constant \( c > 0 \).

In fact, as mentioned in [8] it is not hard to generalize this to the fact that for any constant \( d \), a random degree \( d \) polynomial has normality \( O(n^{1/(d-1)}) \). The authors show that this is, in fact, tight. More precisely they give an elegant proof showing that any function with degree \( d \) has \( N(f) \in \Omega(n^{1/(d-1)}) \). They use this result to show the following relation between algebraic thickness and normality.

**Theorem 3 (Cohen and Tal [8]).** Let \( c \) be an integer and let \( f \) have \( T(f) \leq n^c \). Then \( N(f) \in \Omega(n^{1/(4c)}) \).

The proof goes in two steps: First they show by probabilistic methods that \( f \) has a restriction with a certain number of free variables and a certain degree, and after this they appeal to a relation between degree and normality. This latter result is nonconstructive in nature and does not naturally induce an algorithm.

### 3 A computational problem: Sparsest 0-restriction

In this section we will consider a particular kind of restriction of Boolean functions.

**Definition 1.** Let \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \). Setting \( k < n \) of the bits to 0 results in a new function \( f' \) on \( n - k \) variables. We say that \( f' \) is a 0-restriction of \( f \).
By inspecting the proof in the next section and the proof of Theorem 3, one can see that most of the restrictions performed are in fact setting variables to 0. Furthermore, by inspecting the flat used for the attack performed in [14] (section 5.3), one can see that it is of this form as well. Given these observations it is natural to consider the computational complexity of the problem: Given a function represented by its ANF, reduce the number of terms as much as possible by setting (at most) \( k \) variables to 0. Formally we define the decision problem as follows:

**Definition 2.** Let the language 0-Restriction be as follows: A string is in 0-Restriction if it represents two integers \( \Delta, k \) and the ANF of a Boolean function, with the property that it is possible to set \( k \) variables to 0 and reduce the number of terms in the ANF by at least \( \Delta \).

This problem turns out to be \( \text{NP} \)-complete.

**Theorem 4.** 0-Restriction is \( \text{NP} \)-complete.

**Proof.** To see that the language is in \( \text{NP} \), notice that a certificate can simply be the list of variables set to 0. To show completeness, we reduce from Vertex Cover. Let the graph \( G = (V,E,k) \) be a vertex cover instance with vertices \( V \), edges \( E \) and the problem is to determine if there exists a set of \( k \) vertices such that every edge is incident to at least one such vertex. Let \( |V| = n \) and \( |E| = m \). From \( G \) we construct the ANF of a function on the variables \( x_1, \ldots, x_n \) as follows: for each edge \( (v_i, v_j) \) we include the term \( x_i x_j \).

We claim that \( G \) has a vertex cover of size \( k \) if and only if there exist \( k \) variables such that when set to 0 the number of terms is reduced by \( m \). Suppose \( \{v_{i_1}, \ldots, v_{i_k}\} \) is a vertex cover of \( G \). Setting the corresponding variables to 0 makes the function constantly zero, hence reduces the number of terms by \( m \). Conversely if there exist \( k \) variables such that when set to 0 they reduce the number of terms with \( m \), the corresponding vertices form a vertex cover in \( G \).

Interestingly, we notice that the instances produced in the reduction above are, in fact, quadratic functions. So finding a “small” 0-restriction that makes a quadratic function constant is \( \text{NP} \)-complete, whereas by Proposition 1 the corresponding question for general flats (as opposed to just 0-restrictions) is polynomial time solvable. To the best of our knowledge, the computational complexity of the problem of finding small flats for arbitrary functions represented by their ANF is open (see also [8]).

4 Algebraic Thickness and Normality

This section is devoted to showing that functions with algebraic thickness at most \( n^{3-\epsilon} \) are constant on flats of somewhat large dimensions. Furthermore our proof reveals a randomized polynomial time algorithm to find such a subspace. In the following, a term of degree at least 3 will be called a crucial term, and for a function \( f \), the number of crucial terms will be denoted \( T_{\geq 3}(f) \).
Our approach can be divided into two steps: First it uses 0-restrictions to obtain a quadratic function, and after this we can use Proposition 1. As implied by Theorem 4, finding the optimal 0-restrictions is indeed a computationally hard task. Nevertheless, as we shall show in this section, the following greedy algorithm gives reasonable guarantees. The greedy algorithm simply works by continually finding the variable that is contained in the largest number of terms, and sets this variable to 0. We begin with a simple proposition about the greedy algorithm that will be useful throughout the section, and it gives a tight bound.

**Proposition 2.** Let \( g : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) have \( T^{\geq 3}(g) \geq m \). Then some variable \( x_j \) is contained in at least \( \lceil \frac{3m}{n} \rceil \) crucial terms.

**Proof.** Suppose for the sake of contradiction that each variable is contained in strictly less than \( \lceil \frac{3m}{n} \rceil \) crucial terms. Let \( v_i \) be the number of terms containing variable \( x_i \), and \( t_j \) be the number of variables contained in the \( j \)-th term, and suppose \( v^* = \max_{i \in [n]} v_i < \frac{3m}{n} \). By counting the number of variable occurrences in two different ways, we obtain the following inequalities:

\[
3m \leq \sum_{j=1}^{n} t_j = \sum_{i=1}^{n} v_i \leq n v^* < n \left( \frac{m}{n} \right) = 3m,
\]

arriving at the desired contradiction.

### 4.1 Case 1: Algebraic thickness at most \( O(n^2) \)

The following Lemma can be seen as a toy example of our main result of this section. The proof is simple but yet it contains the most important ideas for the subsequent results in the paper.

**Lemma 1.** Let \( c \leq \frac{4}{5} \) and let \( f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) have \( T^{\geq 3}(f) \leq cn \). Then \( f \) has a 0-restriction \( f' \) on \( n' \geq n - \lceil \frac{4c-1}{5}n \rceil \) variables with \( T^{\geq 3}(f') \leq \frac{c}{n} \).

**Proof.** Let the greedy algorithm run until a function \( f' \) on \( n' \) variables with \( T^{\geq 3}(f') \leq \frac{c}{n} \) is obtained. By Proposition 2 we eliminate at least 2 terms in each step. The number of algorithm iterations is at most \( \lceil \frac{4c-1}{5}n \rceil \). Indeed, let \( \lceil \frac{4c-1}{5}n \rceil = \frac{4c-1}{5}n + \delta \) for some \( 0 \leq \delta < 1 \). After this number of iterations the number of variables left is

\[
n' = n - \frac{3c - 1}{5} n - \delta = \frac{6 - 3c}{5} n - \delta
\]

and the number of critical terms is at most

\[
 cn - 2 \left( \frac{3c - 1}{5} n - \delta \right) = \frac{2 - c}{5} n - 2\delta.
\]

In particular \( \frac{n'}{n} \geq \frac{2 - c}{5} n - 2\delta \).
Lemma 1 is essentially tight. That is, for every rational $\frac{1}{3} \leq c \leq \frac{2}{3}$ there exist infinitely many functions where this number of restrictions is necessary. Let $\frac{1}{3} \leq c \leq \frac{2}{3}$ be fixed. Consider the function on 6 variables:

$$f(x) = x_1x_2x_3 + x_1x_4x_5 + x_2x_4x_6 + x_3x_5x_6.$$ 

Setting any one of the variables to 0 kills two terms and it is possible to kill all four terms by setting two variables to 0. Now consider the following function defined on $n = 30m$ variables. For convenience we index the variables by $x_{i,j}$ with $1 \leq i \leq 5m$, $1 \leq j \leq 6$.

$$g(x) = \sum_{i=1}^{5m} f(x_{i,1}, x_{i,2}, x_{i,3}, x_{i,4}, x_{i,5}, x_{i,6})$$

This function has $\mathcal{T}^{2,3}(g) = \frac{2}{3}n$. This shows that the lemma is tight for $c = \frac{2}{3}$.

To see that it is tight for $c < \frac{2}{3}$, consider the function the greedy algorithm has obtained at the point in time when the number of variables is $n'$ and $\mathcal{T}^{2,3}(g') = cn'$ (assuming $cn'$ is an integer). By the structure of this polynomial it is never possible to eliminate more than two terms per variable restriction, so the bound from Lemma 1 is tight.

Lemma 1 and its proof suggest the general principle: The more terms there are, the more terms are killed in each step of the greedy algorithm. This is the key idea in the proof of the following lemma.

**Lemma 2.** Let $f : \mathbb{F}_2^n \to \mathbb{F}_2$ have $\mathcal{T}^{2,3}(f) \leq tn$ for $t \leq \frac{n}{6}$. Then $f$ has a 0-restriction $f'$ on $n' \geq n \left(\frac{(3t-1)^2n-1}{6t-1}\right)^2 - 1$ variables with $\mathcal{T}^{2,3}(f') \leq n'\frac{2}{3}$.

**Proof.** We consider the greedy algorithm at the point where it has $n'$ free variables and at most $\frac{2}{3}n'$ crucial terms. For the sake of analysis, we divide the execution of the algorithm into phases. At any point in time let $f'$ (resp. $n'$) denote the current function (resp. the number of free variables). The algorithm is in phase $i$ when

$$\frac{(i-1)}{3}n' < \mathcal{T}^{2,3}(f') \leq \frac{i}{3}n',$$

thus we start in phase $3t$, then go to phase $3t - 1$, etc. We let $n_i$ be $n'$ when the algorithm enters phase $i$, so initially $n = n_{3t}$. A priori it is not even clear that the algorithm will ever leave phase $3t$. We will rely heavily on the following claim.

**Claim.** The number of steps in phase $i$ is at most $\left\lfloor \frac{n_i}{2i+1} \right\rfloor$.

**Proof (Proof of claim).** As long as the algorithm is in phase $i$, Proposition 2 gives that at least one variable, say $x_q$, occurs in at least $i$ different crucial terms. By setting $x_q = 0$, the number of crucial terms decreases by at least $i$. Let $0 \leq \delta < 1$ such that $\left\lceil \frac{n_i}{2i+1} \right\rceil = \frac{n_i}{2i+1} + \delta$. After $\left\lfloor \frac{n_i}{2i+1} \right\rfloor$ iterations the number of crucial terms left is at most

$$T \leq \frac{i}{3}n_i - i \left\lfloor \frac{n_i}{2i+1} \right\rfloor = \frac{n_i2(i-1)}{6i+3} - \delta i,$$
and the number of free variables left is
\[ n' = n_i - \left[ \frac{1}{2i+1} n_i \right] = n_i - \frac{n_i}{2i+1} - \delta = n_i \left( \frac{2i}{2i+1} \right) - \delta, \]
so in particular
\[ \frac{i - 1}{3} n' = \frac{n_i 2i(i - 1)}{6i + 3} - \delta \frac{i - 1}{3} \geq T, \]
with equality only if \( \delta = 0 \), proving the claim.

Notice that if we through the entire execution of the algorithm have that
\( 2i + 1 \) divides \( n_i \), the number of variables when entering \( n_1 \) would be at least
\[ n_1 \geq n \prod_{j=1}^{3t-1} \frac{2j}{2j+1} = n \frac{(3t-1)! 2^{3t-1} 2}{(6t-1)!}. \]

The question remaining to consider is when \( 2i + 1 \) does not divide \( n_i \), possibly several times during the execution. In terms of the behavior of the algorithm this corresponds to the fact that in the last variable restriction in a phase \( i \), the greedy algorithm kills more terms than what is needed to leave phase \( i \). We now give an amortized argument showing that for all but the last phase this is only better for the algorithm than in the case of Equation 2.

For each restriction of a variable \( x_a \) in a phase \( i > 1 \), if \( s \) terms are killed, we transfer \( \frac{s}{i} \) units of credit to \( x_a \). The goal is now to show that each variable killed receives at least 1 unit of credit. If each variable receives exactly 1 unit of credit, we meet the bound from Equation 2 with equality, and the more variables that receive more than 1 unit of credit, the more pessimistic the bound. Suppose at some point the division does not go up and the greedy algorithm restricts a variable \( x_a \), eliminates \( s \) terms and is left with \( (i - 1)n' - s_1 \) terms and \( n' \) variables for some \( 0 < s_1 < s \). We bookkeep this by letting \( s_1 \) terms count as if they were killed in phase \( i - 1 \), so \( x_a \) gets the transfer of
\[ \frac{s - s_1}{i} + \frac{s_1}{i - 1} > \frac{s}{i}. \]

By the nature of the greedy algorithm and Proposition 2, \( s \geq i \), so \( x_a \) receives strictly more than 1 unit of credit. By doing this analysis, and possibly rounding up in the last phase, we end up with the desired statement.

When \( t \) is superconstant this can be approximated by a simpler expression. In the proof of the next theorem we will rely on Stirling’s approximation [15] that for \( m \geq 1 \)
\[ \sqrt{2\pi mn^m e^{-m} e^{1/(12m+1)}} \leq m! \leq \sqrt{2\pi nm} e^{-m} e^{1/12m}, \]

Theorem 5. Let \( 5 \leq t \leq n/6 \), let \( T^{2/3}(f) \leq tn \). Then for sufficiently large \( n \), \( f \) has a 0-restriction \( f' \) on at least \( n' \geq \left\lceil \frac{n}{\sqrt{6m-1}} - \frac{1}{3} \right\rceil \) variables, which is constant. Furthermore this flat can be found by the greedy algorithm.
Proof. By Lemma 2 the greedy algorithm finds such a function with \( n' \geq n (3t-1)b^{3t-1} - 1 \). Using Equation 3

\[
\frac{n (3t-1)b^{3t-1}}{(6t-1)!} - 1 \geq n \left( \frac{\sqrt{2\pi(3t-1)(3t-1)e^{-(3t-1)}e^{1/(12(3t-1)+1)}2^{3t-1}}}{\sqrt{2\pi(6t-1)(6t-1)e^{-(6t-1)}e^{1/12(6t-1)}}} - 1 \right)
\]

\[
= n \frac{2\pi(3t-1)(3t-1)e^{-(3t-1)}e^{1/(12(3t-1)+1)}2^{3t-1}}{\sqrt{2\pi(6t-1)(6t-1)e^{-(6t-1)}e^{1/12(6t-1)}}} - 1
\]

\[
= n \sqrt{2\pi} \frac{1}{\sqrt{6t-1}} \left( \frac{3t-1}{6t-1} \right)^{6t-1} e^{2/(12(3t-1)+1)} e^{-6t+2e^{1/(12(3t-1)+1)}2^{3t-1}}
\]

\[
= n \frac{1}{2} \sqrt{2\pi} \frac{1}{\sqrt{6t-1}} \left( \frac{3t-1}{6t-1} \right)^{6t-1} e^{2/(12(3t-1)+1)} e^{-6t+2e^{1/(12(3t-1)+1)}2^{3t-1}} - 1.
\]

When \( t \geq 5 \) we have

\[
\left( \frac{3t-1}{6t-1} \right)^{6t-1} e^{2/(12(3t-1)+1)} \geq 0.36,
\]

so we have that the number of variables is at least \( ne^{1/2} \sqrt{2\pi} 0.36 e^{-6t+2e^{1/(12(3t-1)+1)}2^{3t-1}} \geq \frac{1}{2} \frac{1.22}{\sqrt{6t-1}} - 1 \). Now there are at most \( \frac{n}{\pi} \) crucial terms left. The greedy algorithm can kill all these terms with at most \( \frac{n}{\pi} \) variable restrictions, hence at the point in time when there are no crucial terms left, the number of variables is at least

\[
\left[ n \frac{1.22}{\sqrt{6t-1}} - \frac{1}{3} \right].
\]

Now one can use Proposition 1 to obtain a flat of dimension at least

\[
\left[ \frac{n - 0.40}{\sqrt{6t-1}} - \frac{1}{3} \right]
\]

on which \( f \) is constant, proving the theorem.

It should be noted that when \( t \) is large one can get a better bound than in Equation 1. More precisely similar calculations show that

\[
\lim_{t \to \infty} \frac{(3t-1)b^{3t-1}}{(6t-1)!} \sqrt{t} = \sqrt{\frac{\pi}{12}}.
\]

4.2 Case 2: Superquadratic Algebraic Thickness

The analysis from Lemma 2 does not immediately extend to the case where \( T^{\geq 3}(f) \geq 2n^2 \) simply because the number of phases alone is larger than \( n \). For this case we invoke a different analysis of the same greedy algorithm.

**Lemma 3.** Let \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) and \( T^{\geq 3}(f) \leq 2n^2 \). Then \( f \) has a 0-restriction \( f' \) on \( n' \) variables and \( T^{\geq 3}(f') \leq 4(n')^2 \) with

\[
n' \geq n \sqrt{\frac{2}{(t-3)(t-2)}} - 1.
\]
Proof. As in the proof of Lemma \[ \text{2} \], we divide the execution into phases, but now we say that the algorithm is in phase \( i \) when the number of crucial terms satisfy

\[ i n^2 < T^{2^3}(f') \leq (i + 1)n^2, \]

and as before we let \( n_i \) be the number of variables left when the algorithm enters phase \( i \). Our goal is to show that at the point in the time when the algorithm enters phase 3, the number of free variables is as desired. By Proposition \[ \text{2} \], in each iteration, the greedy algorithm reduces the number of terms by at least \( 3(\alpha n \geq \frac{\alpha^2 n^2 + 2\alpha n^2}{2}) \).

We leave the phase when this number is at most \( i ((1 - \alpha)n) \). Notice that this holds with equality when \( \alpha = \frac{i}{3 - \sqrt{i^2 - 2i}} = 1 - \sqrt{\frac{i - 2}{i}} \).

We conclude that for \( i \geq 3 \), after \( \left[ (1 - \sqrt{i^2 - 2i}) n \right] \) iterations the greedy algorithm leaves phase \( i \). Similar to the proof of Lemma \[ \text{2} \], we are interested in an upper bound on the number of iterations used by the greedy algorithm. Hence by the same reasoning we can assume that the number of iterations in all phases except for the last one is exactly \( (1 - \sqrt{i^2 - 2i}) n \) and the number of iterations in phase 4 is \( (1 - \sqrt{\frac{i - 2}{2}}) n + 1 \). Hence we have that

\[ n_3 \geq \prod_{j=3}^{t-1} \sqrt{\frac{j - 2}{j}} - 1 \geq n \sqrt{\frac{(t - 3)!}{(t - 1)!}} - 1 = n \sqrt{\frac{2}{(t - 3)(t - 2)}} - 1. \]

Which proves the Lemma.

We conclude this section by collecting the preceding results into one single algorithm that given a function with low algebraic thickness finds a large flat on which the function is constant. The algorithm is partially randomized, with zero error and expected polynomial running time.

**Theorem 6.** There exists a randomized algorithm with expected polynomial running time that given \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) with \( T^{2^3}(f) \leq n^s \) for \( 1 < s < 3 \) finds a flat of dimension \( \Omega \left( n^{2^{-s}} \right) \) on which \( f \) is constant.

**Proof.** If \( T^{2^3}(f) \leq \frac{n^2}{4} \), the result follows directly from Theorem \[ \text{5} \], so suppose \( T^{2^3}(f) > \frac{n^2}{4} \) and let \( \tau = s - 2 \). Now if \( T^{2^3}(f) > 4n^2 \), we use Lemma \[ \text{5} \] with \( t = n^\tau \) to obtain a 0-restriction \( f' \) with \( T^{2^3}(f') \leq 4n^2 \) and \( n' \in \Omega \left( n^{1-\tau} \right) \). This is too high in order to invoke Theorem \[ \text{5} \]. Now we set each variable independently
to 0 with probability 0.99. Every fixed crucial term survives this restriction with probability at most $0.01^3 = 0.000001$. So the expected number of variables after this restriction is $0.01n'$ while the number of expected crucial terms is at most $0.000004n'^2$. It follows from Chernoff bounds that for large $n$, the number of variables is $n'' \leq 0.0099n'$ with probability less than 0.01. Markov’s inequality implies that the probability of having $T \geq 3(f'') \geq 0.000005n'^2$ is at most 0.8.

That is, with probability at least 0.19 we obtain a function $f''$ where the number of crucial terms left is at most $0.000005n'^2$ and the number of variables left is at least $0.099n'$. In expectation, after $\Theta(1)$ attempts, such a function is obtained. In this case we have

$$T \geq 3(f'') \leq 0.000005n'^2 < \frac{(0.0099n')^2}{6} \approx 0.0000163n'^2,$$

so we can now apply Proposition 1 to find a flat of dimension

$$\Omega \left( \sqrt{n''} \right) = \Omega \left( n^{\frac{1}{2}} \right).$$

This improves on Theorem 3 for functions with algebraic thickness $n^s$ for $s \leq 2.83$, and the smaller $s$, the bigger the improvement, e.g. for $T(f) \leq n^2$, our bound guarantees $N(f) \in \Omega(n^1/2)$, compared to $\Omega(n^{1/8})$.

4.3 Normal Functions with low sparsity

There are at least two obvious questions to ask when faced with Theorem 6. First, can the algorithm can be modified to work with functions of higher algebraic thickness, that is, $T \geq 3(f) \in \Omega(n^3)$? Consider the function whose ANF contains all terms of degree 3. Setting any number of variables constant results in a function on $n'$ variables and $\binom{n'}{3}$ crucial terms. This already shows that if one wants to improve Theorem 6 to hold for the cubic case, one needs to do something more sophisticated than 0-restrictions.

Second, to what extent can the algorithm be improved to find flats of larger dimensions? The purpose of this section is first to show that the result from Theorem 6 is at most a factor of $\Theta(\sqrt{n})$ from being tight. More precisely, we show that for any $2 < s < 3$ there exist functions with thickness at most $n^s$ that are nonconstant on flats of dimension $O(n^{2-s})$. Notice that when $s = 3$, this result implies Theorem 2.

**Theorem 7.** For any $2 < s < 3$, for sufficiently large $n$, there exist functions with degree 3 and algebraic thickness at most $n^s$ that remain nonconstant on all flats of dimension $4.3n^{2-s}$.

**Proof.** The proof uses the probabilistic method. We endow the set of all degree 3 Boolean functions with a probability distribution $D$, and show that under this distribution a function has the promised normality with high probability.

The proof is divided into the following steps. First we describe the probability distribution $D$. Then, we fix an arbitrary $k$-dimensional flat $E$, and bound
the probability that a random $f$ chosen according to $\mathcal{D}$ is constant on $E$. We show that for $k = Cn^{2-s/2}$, where $C$ is a constant to be determined later, this probability is sufficiently small that a union bound over all possible choices of $E$ gives that there exist a function $f$ with normality at least $k$.

We define $\mathcal{D}$ by describing the probability distribution on its ANF. We let each possible degree 3 term be included with probability $\frac{1}{n^3 - s}$. The expected number of terms is thus $n^s - \frac{s}{2}$, and the probability of having more than $n^s$ terms is less than 0.001 for large $n$. Now let some $k$-dimensional flat $E$ be arbitrary but fixed.

One way to think of a function restricted to a $k$-dimensional flat is that it can be obtained by a sequence of $n - k$ affine variable substitutions of the form $x_i := \sum_{j \in S} x_j + c$. This changes the ANF of the function since $x_i$ is no longer a “free” variable. Assume without loss of generality that we substitute for the variables $x_n, \ldots, x_{k+1}$ in that order. Initially we start with the function $f$ given by

$$f(x) = \sum_{\{a,b,c\} \subseteq [n]} I_{abc} x_a x_b x_c,$$

where $I_{abc}$ is the indicator random variable, indicating whether the $x_a x_b x_c$ is contained in the ANF. Suppose we perform the $n - k$ restrictions and obtain the function $\tilde{f}$. The ANF of $\tilde{f}$ is given by

$$\tilde{f}(x) = \sum_{\{a,b,c\} \subseteq [k]} \left( I_{abc} + \sum_{s \in S_{abc}} I_s \right) x_a x_b x_c,$$

where $S_{abc}$ is some set of indicator random variables depending on the restrictions performed. It is important that the indicator random variable corresponding to $x_a x_b x_c$ for $\{a, b, c\} \subseteq [k]$ is only occurring at $x_a x_b x_c$. Hence we conclude that independently of the outcome of all the indicator random variables $I_{a'b'c'}$ with

$$\{a', b', c'\} \not\subseteq [k],$$

we have that the marginal probability for any $I_{abc}$ with $\{a, b, c\} \subseteq [k]$ occurring remains at least $\frac{1}{n^s}$.

Define $t = \binom{k}{3}$ random variables, $Z_1, \ldots, Z_t$, one for each potential term in the ANF of $\tilde{f}$, such that $Z_j = 1$ if and only if the corresponding term is present in the ANF, and 0 otherwise. The obtained function is only constant if there are no degree 3 terms, so the probability of $\tilde{f}$ being constant is thus at most
\[ \mathbb{P}[Z_1 = \ldots = Z_t = 0] \leq \left(1 - \frac{1}{n^{3-s}}\right)^t \]

\[ = \left(1 - \frac{1}{n^{3-s}}\right)^{\binom{t}{k}} \]

\[ \leq \left(1 - \frac{1}{n^{3-s}}\right)^{\frac{C^3}{27} (n^{6-3s/2})} \]

\[ = \left(\left(1 - \frac{1}{n^{3-s}}\right)^{n^{3-s}}\right)^{\frac{C^3}{27} (n^{3-s/2})} \]

\[ \leq \exp\left(-\frac{C^3}{27} n^{3-s/2}\right). \]

The number of choices for \( E \) is at most \( 2^n (k+1) \), so the probability that \( f \) becomes constant on some affine flat of dimension \( k \) is at most

\[ \exp\left(-C^3\frac{2^k}{27} n^{3-s/2}\right) \exp\left(\ln(2)nC(n^{2-s/2} + 1)\right) \]

\[ = \exp\left(-\frac{C^3}{27} n^{3-s/2} + C \ln(2)n^{3-s/2} + n\right). \]

Now if \( C > 3\sqrt{3} \ln(2) \approx 4.33 \), this quantity tends to 0. We conclude that with high probability the function obtained has algebraic thickness at most \( n^s \) and normality at least 4.33 \( n^{2-\frac{s}{2}} \).

There is factor of \( \Theta(\sqrt{n}) \) between the existence guaranteed by Theorem 6 and the upper bound given in Theorem 7 and we leave it as an interesting problem to close this gap.

The algorithm studied in this paper works by setting variables to 0 until all remaining terms have degree at most 2, and after that appealing to Theorem 1. It turns out that the construction from the proof of the above theorem shows that among such algorithms, the upper bound from Theorem 6 is very close to being asymptotically tight.

**Theorem 8.** For any \( 2 < s < 3 \), there exist functions with degree 3 and algebraic thickness at most \( n^s \) that remain nonconstant on any 0-restriction of dimension \( 3\sqrt{\ln n} n^{\frac{3-s}{2}} \).

**Proof.** We use the same proof strategy as in the proof of Theorem 7. Endow the set of all degree 3 Boolean functions with the same probability distribution \( \mathcal{D} \). For large \( n \), the number of terms is larger than \( n^s \) with probability at most 0.001. Now we set all but \( C\sqrt{\ln n} n^{\frac{s}{2}} \) of the variables to 0, and consider the probability of the function being constant under this fixed 0-restriction. We will show that this probability is so small that a union bound over all such choices gives that
with high probability the function is nonconstant under any such restriction. At the end of the proof we will see that setting $C = 3$ will suffice. There are $(C\sqrt{\ln n n^{3-s}})$ possible degree 3 terms on these remaining variables, and each one is included with probability $\frac{1}{n^{3-s}}$. The function is constant on this 0-restriction only if no such term is included, and this happens with probability

$$
\left(1 - \frac{1}{n^{3-s}}\right)^{(C\sqrt{\ln n n^{2-s}})} \leq \left(1 - \frac{1}{n^{3-s}}\right)^{\frac{C^3}{27}\left(\sqrt{\ln n} n^{2-s}\right)}
$$

$$
= \left(1 - \frac{1}{n^{3-s}}\right)^{n^{3-s}\left(\ln n\right)^{3/2}}
$$

$$
\leq \exp\left(\frac{C^3}{27}\left(\sqrt{\ln n} (\ln n)^{3/2}\right)\right),
$$

and the number of 0-restrictions with all but $C\sqrt{\ln n n^{3-s}}$ variables fixed is

$$
\left(\frac{n}{C\sqrt{\ln n n^{3-s}}}\right)^{n^{3-s}C\sqrt{\ln n n^{2-s}}} \leq \left(\frac{n^{3-s}C\sqrt{\ln n n^{2-s}}}{n^{3-s}C\sqrt{\ln n n^{2-s}}!}\right)
$$

$$
= \exp\left(\ln n^{3-s}C\sqrt{\ln n n^{2-s}} - \ln((C\sqrt{\ln n n^{2-s}})!)/n^{3-s}C\sqrt{\ln n n^{2-s}}!\right)
$$

$$
\leq \exp\left(\ln n^{3-s}C\sqrt{\ln n n^{2-s}} - 0.99\ln(C\sqrt{\ln n n^{2-s}})\right)
$$

$$
\leq \exp\left(\ln n^{3-s}C\sqrt{\ln n n^{2-s}} - \frac{3-s}{2}n^{3-s}C\sqrt{\ln n n^{2-s}}\right)
$$

$$
= \exp\left(\ln n^{3-s}C\sqrt{\ln n n^{2-s}}\left(1 - 0.98\frac{3-s}{2}\right)\right),
$$

where the last two inequalities hold for sufficiently large $n$. Now, letting $C \geq 3$ shows that for large enough $n$ this probability tends to zero, hence we have that with high probability the function does not have a 0-restriction on $3\sqrt{\ln n n^{2-s}}$ variables.

5 Open Questions

We end this paper with some open questions. Although the gap between the results in Theorem 6 and Theorem 8 is relatively small, it would be interesting to narrow it or close it: Is it possible to come up with an algorithm that finds a larger 0-restriction with no crucial terms? Even a stronger nonconstructive relationship would be interesting.

It seems even more interesting to close the gap between Theorem 6 and Theorem 7. We suspect that it could be possible to use the full strength of
affine restrictions to make an algorithm giving better guarantees than the one in Theorem 6. It might also be possible to improve the bound in Theorem 7.

The algorithm in Theorem 6 is randomized, but randomization is only used in one step. It would be interesting to give a completely deterministic version of the algorithm.
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