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Abstract We study Volterra processes $X_t = \int_0^t K(t,s)dW_s$, where $W$ is a standard Wiener process, and the kernel has the form $K(t,s) = a(s) \int_s^t b(u)c(u-s)du$. This form generalizes the Volterra kernel for fractional Brownian motion (fBm) with Hurst index $H > 1/2$. We establish smoothness properties of $X$, including continuity and Hölder property. It happens that its Hölder smoothness is close to well-known Hölder smoothness of fBm but is a bit worse. We give a comparison with fBm for any smoothness theorem. Then we investigate the problem of inverse representation of $W$ via $X$ in the case where $c \in L^1[0,T]$ creates a Sonine pair, i.e. there exists $h \in L^1[0,T]$ such that $c \ast h \equiv 1$. It is a natural extension of the respective property of fBm that generates the same filtration with the underlying Wiener process. Since the inverse representation of the Gaussian processes under consideration are based on the properties of Sonine pairs, we provide several examples of Sonine pairs, both well-known and new.
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Introduction

Among various classes of Gaussian processes, consider the class of the processes admitting the integral representation via some Wiener process. Such processes arise in finance, see e.g. [3]. They are the natural extension of fractional Brownian motion (fBm) which admits the integral representation via the Wiener process, and the Volterra kernel of its representation consists of power functions. The solution of many problems related to fBm is based on the Hölder properties of its trajectories. Therefore it is interesting to consider the smoothness properties of Gaussian processes admitting the integral representation via some Wiener process, with the representation kernel that generalizes the kernel in the representation of fBm. The next question is what properties should the kernel have in order for the Wiener process and the corresponding Gaussian process to generate the same filtration. It turned out that the functions in the kernel should form, in a specific way, so called Sonine pair, property that the components of the kernel generating fBm have. Thus, the properties of the Gaussian process turned out to be directly related to the analytical properties of the generating kernel. The present work is devoted to the study of these properties. It is organized as follows. Section 1 is devoted to the smoothness properties of the Gaussian processes generated by Volterra kernels. Assumptions which supply the existence and continuity of the Gaussian process are provided. Then the Hölder properties are established. They have certain features. Namely, under reasonable assumptions on the kernel we can establish only Hölder property up to order 1/2 while fBm with Hurst index $H$ has Hölder property of the trajectories up to order $H$, and for $H > 1/2$ (exactly the case from which we start) fBm has better smoothness properties. In this connection, we establish the conditions of smoothness that is comparable with the one for fBm, but only on any interval separated from zero. Finally, we establish the conditions on the kernel supplying Hölder property at zero. Section 2 describes how the generalized fractional calculus related to a Volterra process with Sonine kernel can be used to invert the corresponding covariance operator. Section 3 contains examples of Sonine pairs, and Section 4 contains all necessary auxiliary results.

1 Gaussian Volterra processes and their smoothness properties

Let $(\Omega, \mathcal{F}, F = \{\mathcal{F}_t, t \geq 0\}, P)$ be a stochastic basis with filtration, and let $W = \{W_t, t \geq 0\}$ be a Wiener process adapted to this filtration. Consider a Gaussian process of the form

$$X_t = \int_0^t K(t, s)dW_s$$

(1)

where $K \in L^2([0, T]^2)$ is a Volterra kernel, i.e. $K(t, s) = 0$ for $s > t$. Obviously, $X$ is also adapted to the filtration $F$. Recall that a very common example of such process is a fractional Brownian motion (fBm) with Hurst index $H$, i.e., a Gaussian process
\[ B^H = \{ B^H_t, t \geq 0 \}, \text{admitting a representation} \]
\[ B^H_t = \int_0^t K(t, s) dW_s, \]

with some Wiener process \( W \) and Volterra kernel

\[ K(t, s) = c_H s^{1/2-H} (t(t-s))^{H-1/2} - (H - 1/2) \int_s^t u^{H-3/2} (u-s)^{H-1/2} du \] \( 0 < s < t, \tag{2} \]

where \( c_H = \left( \frac{2H}{1-H} \right)^{1/2} \). If \( H > \frac{1}{2} \), then the kernel \( K \) from (2) can be simplified to

\[ K(t, s) = \left( H - \frac{1}{2} \right) c_H s^{1/2-H} \int_s^t u^{H-1/2} (u-s)^{H-3/2} du. \tag{3} \]

Now, motivated by a fractional Brownian motion with \( H > 1/2 \), we assume that the kernel in the representation (1) is given by

\[ K(t, s) = a(s) \int_s^t b(u)c(u-s) du, \tag{4} \]

where \( a, b, c : [0, T] \to \mathbb{R} \) are some measurable functions. Since many applications of fBm are based on its smoothness properties, we consider what properties of functions \( a, b, c \) provide a certain smoothness of the process \( X \) which, in the case under consideration, takes the form

\[ X_t = \int_0^t \left( a(s) \int_s^t b(u)c(u-s) du \right) dW_s, \ t \in [0, T]. \tag{5} \]

Our first goal is to investigate the assumptions which supply the existence and continuity of process \( X \). Considering \( L \)-spaces, we put, as is standard, \( 1/\infty = 0 \) and \( 1/0 = \infty \).

**Theorem 1.** Assume that

(K1) \( a \in L^p[0, T], b \in L^q[0, T], \) and \( c \in L^r[0, T] \) for \( p \in [2, \infty], q \in [1, \infty], \) \( r \in [1, \infty], \) such that \( 1/p + 1/q + 1/r \leq \frac{3}{2} \).

Then

\[ \sup_{t \in [0,T]} \| K(t, \cdot) \|_{L^2[0,t]} < \infty, \]

which means that the process \( X \) is well defined.

If, in addition, \( 1/p + 1/r < \frac{1}{2} \), then the process \( X \) has a continuous modification.

**Remark 1.** In the case of fBm with \( H > 1/2 \) we have \( a(t) = \left( H - \frac{1}{2} \right) c_H t^{1/2-H}, \)
\( b(t) = t^{H-1/2} \) and \( c(t) = t^{H-3/2} \). Therefore, \( p \) can be any number such that \( \frac{1}{2} >
\[
\frac{1}{p} > H - \frac{1}{r}, \quad q \text{ can be any number from } [1, \infty], \text{ and } r \text{ can be any number such that } \frac{1}{p} > \frac{1}{r} > \frac{1}{2} - H. \text{ It means that both conditions of Theorem 1 are satisfied if we put } \frac{1}{p} = H - \frac{1}{q} + \frac{1}{2}, \quad \frac{1}{q} = \frac{q}{2} \text{ and } \frac{1}{r} = \frac{q}{2} - H + \frac{q}{2}, \text{ where } 0 < \epsilon < \min \left(3 \left( \frac{1}{2} - H \right), 3(1-H), \frac{1}{2} \right).
\]

**Proof.** For both statements, without loss of generality, we can assume that \(1/q + 1/r \geq 1\). Considering statement 2) we can assume that \(q < \infty\).

1) Extend the functions \(a, b, c\) onto the entire set \(\mathbb{R}\) assuming \(a(s) = b(s) = c(s) = 0\) for all \(s \notin [0, T]\). Extend the kernel \(K(t, s)\) assuming \(K(t, s) = 0\) for \(s \notin [0, t]\). Then we have

\[
K(t, s) = a(s)(b 1_{[0,t]} * \bar{c})(s), \quad \text{for all } \quad 0 \leq t \leq T, \quad s \in \mathbb{R}, \quad (6)
\]

where \(\bar{c}(v) = c(-v)\). By Young’s convolution inequality \([19]\)

\[
\|b 1_{[0,t]} * \bar{c}\|_{(1/q + 1/r - 1)'} \leq \|b 1_{[0,t]}\|_q \|\bar{c}\|_r \leq \|b\|_q \|c\|_r. \quad (7)
\]

(Here we applied inequality \(1/q + 1/r \geq 1\). By Hölder inequality \([20]\) for non-conjugate exponents

\[
\|K(t, \cdot)\|_{(1/p + 1/q + 1/r - 1)'} = \|a(b 1_{[0,t]} * \bar{c})\|_{(1/p + 1/q + 1/r - 1)'} \leq \|a\|_p \|b 1_{[0,t]} * \bar{c}\|_{(1/q + 1/r - 1)'} \leq \|a\|_p \|b\|_q \|c\|_r. \quad (8)
\]

Hence \(K(t, \cdot) \in L^{(1/p + 1/q + 1/r - 1)'}[0, t]\). Since \((1/p + 1/q + 1/r - 1)' > 2\), we conclude that \(K(t, \cdot) \in L^2[0, t]\), and it follows from \((8)\) that the norms are uniformly bounded. It completes the proof of the first statement.

2) Let \(0 \leq t_1 < t_2 \leq T\). It follows from \((6)\) that

\[
K(t_2, s) - K(t_1, s) = a(s)(b 1_{[t_1,t_2]} * \bar{c})(s), \quad s \in \mathbb{R}. \quad (9)
\]

Similarly to \((7)\) and \((8)\),

\[
\|b 1_{[t_1,t_2]} * \bar{c}\|_{(1/q + 1/r - 1)'} \leq \|b 1_{(t_1,t_2)}\|_q \|\bar{c}\|_r \leq \|b 1_{(t_1,t_2)}\|_q \|c\|_r,
\]

and

\[
\|K(t_2, \cdot) - K(t_1, \cdot)\|_{(1/p + 1/q + 1/r - 1)'} = \|a(b 1_{(t_1,t_2)} * \bar{c})\|_{(1/p + 1/q + 1/r - 1)'} \leq \|a\|_p \|b 1_{(t_1,t_2)} * \bar{c}\|_{(1/q + 1/r - 1)'} \leq \|a\|_p \|b 1_{(t_1,t_2)}\|_q \|c\|_r.
\]

Notice that \(2 < (1/p + 1/q + 1/r - 1)'\), and the function \(K(t_2, \cdot) - K(t_1, \cdot)\) is zero-valued outside the interval \([0, t_2]\). Apply the inequality \([21]\) between the norms in \(L^2[0, t_2]\) and \(L^{(1/p + 1/q + 1/r - 1)'}[0, t_2]\):

\[
\|K(t_2, \cdot) - K(t_1, \cdot)\|_2 \leq \|K(t_2, \cdot) - K(t_1, \cdot)\|_{(1/p + 1/q + 1/r - 1)'_2} \|b 1_{[t_1,t_2]}\|_q \|c\|_r \|t_2 - t_1\|_2^{\frac{1}{2} - (1/p + 1/q + 1/r)} \leq C\|b 1_{[t_1,t_2]}\|_q.
\]
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with \( C = T^{\frac{1}{2} - 1/p - 1/q - 1/r} \|a\|_p \|c\|_r \). Hence

\[
E \left[ (X_t - X_{t_1})^2 \right] = \|K(t_2, \cdot) - K(t_1, \cdot)\|^2 \leq C^2 \|b \ 1_{(t_1, t_2)}\|^2_q
\]

\[
= C^2 \left( \int_{t_1}^{t_2} |b(s)|^q \, ds \right)^{2/q} = (F(t_2) - F(t_1))^{2/q},
\]

where

\[ F(t) = C^q \int_0^t |b(s)|^q \, ds \]

is a nondecreasing function. By Lemma 5, the process \( \{X_t, \ t \in [0, T]\} \) has a continuous modification.

Now, let us establish the conditions supplying Hölder properties of \( X \).

**Lemma 1.** Assume that \( a \in L^p[0, T], b \in L^q[0, T], \) and \( c \in L^r[0, T] \) with \( p \in [2, \infty],\)
\( q \in (1, \infty], \) \( r \in [1, \infty], \) so that \( 1/p + 1/r \geq \frac{1}{2} \) and \( 1/p + 1/q + 1/r < \frac{3}{2}. \) Then the stochastic process \( X \) defined by \( \tilde{X} \) has a modification satisfying Hölder condition up to order \( \frac{3}{2} - 1/p - 1/q - 1/r. \)

**Remark 2.** As it was mentioned in Remark 1 in the case of fractional Brownian motion, for any small positive \( \varepsilon, \) we have chose \( p, q, \) and \( r \) so that \( 1 < 1/p + 1/q + 1/r \leq 1 + \varepsilon. \) Therefore in conditions of Lemma 1 we get for fBm Hölder property only up to order 1/2 while in reality we know Hölder property up to order \( H > 1/2. \)

**Proof.** Extend the functions \( a, b, c \) and \( K(t, s) \) as it was done in the proof of Theorem 1. Let \( 0 \leq t_1 < t_2 \leq T. \) We are going to find an upper bound for \( \|K(t_2, \cdot) - K(t_1, \cdot)\|^2 \) using a representation \( (9). \)

By Hölder inequality for non-conjugate exponents \( (20), \)

\[
\|b \ 1_{(t_1, t_2)}\|_{\frac{1}{2} - 1/p - 1/r} \leq \|b\|_q \|1_{(t_1, t_2)}\|_{\frac{1}{2} - 1/p - 1/q - 1/r} = \|b\|_q (t_2 - t_1)^{\frac{1}{2} - 1/p - 1/q - 1/r}.
\]

Here we use that \( 1/p + 1/q + 1/r \leq \frac{3}{2}. \) By Young’s convolution inequality \( (19), \)

\[
\|b \ 1_{(t_1, t_2)} * \tilde{c}\|_{\frac{1}{2} - 1/p} \leq \|b \ 1_{(t_1, t_2)}\|_{\frac{1}{2} - 1/p - 1/r} \|\tilde{c}\|_r
\]

\[
\leq \|b\|_q \|\tilde{c}\|_r (t_2 - t_1)^{\frac{1}{2} - 1/p - 1/q - 1/r}.
\]

Here \( \tilde{c}(v) = c(-v); \) we used inequalities \( r \geq 1, \frac{1}{2} \leq 1/p + 1/r < \frac{3}{2} \) so \( \frac{3}{2} - 1/p - 1/r \geq 1, \) and \( p \geq 2, \) so \( (\frac{3}{2} - 1/p - 1/r)^{-1} \geq 2. \)

Again, by Hölder inequality for non-conjugate exponents,

\[
\|K(t_2, \cdot) - K(t_1, \cdot)\|^2 = \|a(b \ 1_{(t_1, t_2)} * \tilde{c})\|^2 \leq \|a\|_p \|b \ 1_{(t_1, t_2)} * \tilde{c}\|_1 \|\tilde{c}\|_{\frac{1}{2} - 1/p}
\]

\[
\leq \|a\|_p \|b\|_q \|\tilde{c}\|_r (t_2 - t_1)^{\frac{1}{2} - 1/p - 1/q - 1/r}.
\]

Hence
\[
E \left[ (X_{t_2} - X_t)^2 \right] = \|K(t_2, \cdot) - K(t_1, \cdot)\|^2_2 \\
\leq \|a\|^2_p \|b\|^2_q \|c\|^2_r (t_2 - t_1)^{3-2(1/p+1/q+1/r)}.
\]

By Corollary \[\text{the process } \{X_t, \ t \in [0, T]\} \text{ has a modification that satisfies Hölder condition up to order } \frac{1}{2} - \frac{1}{p} - \frac{1}{q} - \frac{1}{r}.\]

The following statement follows, to some extent, from Lemma \[\text{Now we drop the condition } 1/p + 1/r \geq \frac{1}{2}, \text{ and simultaneously relax the assertion of the mentioned lemma.}\]

**Theorem 2.** Let \(a \in L^p[0, T], b \in L^q[0, T], \) and \(c \in L^r[0, T] \) with \(p \in [2, \infty), \ q \in (1, \infty), \) and \(r \in [1, \infty], \) which satisfy the inequality \(1/p + 1/q + 1/r < 1/2.\)

Then the stochastic process \(X\) defined in (5) has a modification that satisfies Hölder condition up to order \(\frac{1}{2} - 1/q - \max(\frac{1}{2}, \frac{1}{p} + 1/r).\)

**Remark 3.** For the fBm with Hurst index \(H \in (\frac{1}{2}, 1)\) and functions \(a, b\) and \(c\) and exponents \(p, q\) and \(r\) defined in Remark \[\text{Theorem 2 provides Hölder condition up to order } \frac{1}{2} - \frac{1}{q} - \max(\frac{1}{2}, \frac{1}{p} + 1/r).\]

Now, let us formulate stronger conditions on the functions \(a, b\) and \(c, \) supplying better Hölder properties on any interval, “close” to \([0, T],\) but not on the whole \([0, T].\)

**Theorem 3.** Let \(\eta_1 \geq 0, \ \eta_2 \geq 0 \) and \(\eta_1 + \eta_2 < T.\) Let the functions \(a, b\) and \(c\) and constants \(p, q, r,\) and \(r_1\) satisfy the following assumptions

\[
a \in L^p[0, T] \cap L^p[\eta_1, T], \text{ where } 2 \leq p \leq p_1; \\
b \in L^q[0, T] \cap L^q[\eta_1 + \eta_2, T], \text{ where } 1 < q \leq q_1; \\
c \in L^r[0, T] \cap L^r[\eta_2, T], \text{ where } 1 \leq r \leq r_1.
\]

Also, let \(1/p + 1/q + 1/r \leq \frac{1}{2}, \) and \(1/q_1 + \max(\frac{1}{2}, \frac{1}{p} + 1/r_1, \frac{1}{p_1} + 1/r_1) < \frac{1}{4}.\)

Then the stochastic process \(\{X_t, \ t \in [\eta_1 + \eta_2, T]\}\) has a modification that satisfies Hölder condition up to order \(\frac{1}{2} - 1/q - \max(\frac{1}{2}, \frac{1}{p} + 1/r_1, \frac{1}{p_1} + 1/r_1).\)

**Remark 4.** Consider the fBm with Hurst index \(H \in (\frac{1}{2}, 1)\) on interval \([0, T].\) Define the functions \(a, b\) and \(c\) and exponents \(p, q\) and \(r\) as it is done in Remark \[\text{Let } p_1 = q_1 = r_1 = 3/\epsilon, \text{ where } \epsilon \text{ comes from Remark } 1 \text{ and let } t_1 = t_2 = t_0/2 \text{ for some } t_0 \in (0, T). \text{ Then the conditions of Theorem 3 are satisfied, and, according to Theorem 3 the fBm has a modification which satisfies Hölder condition in the interval } [t_0, T] \text{ up to order } \frac{3}{2} - \frac{1}{q} - \max(\frac{1}{2}, \frac{3}{2} - H + \frac{2\epsilon}{3}, H - \frac{1}{4} + \frac{2\epsilon}{3}) = H - \epsilon.\]

This is equivalent to the fact that the fBm satisfies Hölder condition in the interval \([t_0, T]\) up to order \(H.\)
Proof. Let us extend the function \(a(s), b(s), c(s)\) and \(K(t, s)\) as it was done in the proof of Theorem 1. With this extension, (4) holds true for all \(t \in [0, T]\) and \(s \in \mathbb{R}\). Denote

\[
\begin{align*}
   a_1(s) &= a(s) 1_{[0,t_1]}, & b_1(s) &= b(s) 1_{[t_1+t_2, T]}, \\
   a_2(s) &= a(s) 1_{[t_1,T]}, & c_1(s) &= c(s) 1_{[t_1, T]}, \\
   \tilde{c}(s) &= c(-s), & \tilde{c}_1(s) &= c_1(-s) = c(-s) 1_{[-T, -t_3]}(s).
\end{align*}
\]

The process \(\{X_t, \; t \in [0, T]\}\) is well-defined according to Theorem 1. We consider the increments of the process \(\{X_t, \; t \in [t_1 + t_2, T]\}\). Let \(t_3\) and \(t_4\) be such that \(t_1 + t_2 \leq t_3 < t_4 < T\). Then

\[
K(t_4, s) - K(t_3, s) = a(s) \int_{t_3}^{t_4} b(u)c(u - s) \, du = a(s) \int_{t_3}^{t_4} b_1(u)c(u - s) \, du
\]

for all \(s \in \mathbb{R}\);

\[
K(t_4, s) - K(t_3, s) = a_1(s) \int_{t_3}^{t_4} b_1(u)c_1(u - s) \, du \quad \text{for} \quad 0 \leq s < t_1;
\]

\[
K(t_4, s) - K(t_3, s) = a_2(s) \int_{t_3}^{t_4} b_1(u)c(u - s) \, du \quad \text{for} \quad t_1 \leq s \leq T.
\]

Thus, for all \(s \in \mathbb{R}\)

\[
K(t_4, s) - K(t_3, s) = a_1(s) \int_{t_3}^{t_4} b_1(u)c_1(u - s) \, du + a_2(s) \int_{t_3}^{t_4} b_1(u)c(u - s) \, du
\]

\[
= a_1(s) (b_1 1_{(t_3,t_4)} \ast \tilde{c}_1)(s) + a_2(s) (b_1 1_{(t_3,t_4)} \ast \tilde{c})(s).
\]

Functions \(a_1, b_1\) and \(c_1\) with exponents \(p, q_1\) and \(\left(\max(1/r_1, \frac{1}{2} - 1/p)\right)^{-1}\) satisfy conditions of Lemma 1. Functions \(a_2, b_1\) and \(c\) with exponents \(p_1, q_1\) and \(\left(\max(1/r, \frac{1}{2} - 1/p_1)\right)^{-1}\) also satisfy conditions of Lemma 1. By inequality (10) in the proof of Lemma 1

\[
\|a_1 (b_1 1_{(t_3,t_4)} \ast \tilde{c}_1)\|_2 \leq \|a_1\|_p \|b_1\|_{q_1} \|c_1\|_{1/\max(1/r_1, \frac{1}{2} - 1/p)} (t_4 - t_3)^{\lambda_1},
\]

\[
\|a_2 (b_1 1_{(t_3,t_4)} \ast \tilde{c})\|_2 \leq \|a_2\|_{p_1} \|b_1\|_{q_1} \|c\|_{1/\max(1/r, \frac{1}{2} - 1/p_1)} (t_4 - t_3)^{\lambda_2}
\]

where

\[
\lambda_1 = \frac{3}{2} - \frac{1}{p} - \frac{1}{q_1} - \max \left( \frac{1}{r_1}, \frac{1}{2} - \frac{1}{p} \right) = \frac{3}{2} - \frac{1}{q_1} - \max \left( \frac{1}{2}, \frac{1}{r_1} + \frac{1}{p} \right),
\]

\[
\lambda_2 = \frac{3}{2} - \frac{1}{p_1} - \frac{1}{q_1} - \max \left( \frac{1}{r}, \frac{1}{2} - \frac{1}{p_1} \right) = \frac{3}{2} - \frac{1}{q_1} - \max \left( \frac{1}{2}, \frac{1}{p_1} + \frac{1}{r} \right).
\]

Denote
Lemma 2. Let $\lambda = \min(\lambda_1, \lambda_2) = \frac{3}{2} - \frac{1}{q_1} - \max \left( \frac{1}{2}, \frac{1}{p_1}, \frac{1}{r_1}, \frac{1}{r} \right)$. Then

$$\|K(t_4, \cdot) - K(t_3, \cdot)\|_2 \leq \|a_1(b_1 I_{[t_1, t_4]} * e_1)\|_2 + \|a_2(b_1 I_{[t_3, t_4]} * e)\|_2 \leq C(t_4 - t_3)^{\lambda},$$

where

$$C = \|a_1\|_p \|b_1\|_{q_1} \|e_1\|_{l_1}^{1/\max(r_1, \frac{1}{2} - 1/p)} T^{(1 - \lambda) A_1}$$

$$+ \|a_2\|_{p_1} \|b_1\|_{q_1} \|e\|_{l_1}^{1/\max(r, \frac{1}{2} - 1/p_1)} T^{(1 - \lambda) A_2}.$$ 

Finally,

$$E \left[ (X_{t_4} - X_{t_3})^2 \right] \leq \int_{t_3}^{t_4} (K(t_4, s) - K(t_3, s))^2 ds$$

$$= \|K(t_4, \cdot) - K(t_3, \cdot)\|_2^2 \leq C^2(t_4 - t_3)^{2\lambda}.$$ 

By Corollary 1, the stochastic process $\{X_t, t \in [t_1 + t_2, T]\}$ has a modification that satisfies Hölder condition up to order $\lambda$.

The next result, namely, Lemma 2 generalizes Lemma 1 and Theorem 2. It allows us to apply the mentioned lemma directly to the power functions $a(s) = s^{-1/p_0}$ and $c(s) = s^{-1/r_0}$.

**Lemma 2.** Let $p_0 \in (0, +\infty]$, $q_0 \in (1, +\infty]$, $r_0 \in (0, +\infty]$ with $1/p_0 + 1/q_0 + 1/r_0 < \frac{1}{2}$. Also, for any $p \in (0, p_0]$ let $a \in L^{\max(2, p)}[0, T]$, for any $q \in (1, q_0)$ let $b \in L^q[0, T]$, and for any $r \in (0, r_0)$ let $c \in L^{\max(1, r)}[0, T]$.

Then the stochastic process $X$ defined in (5) has a modification that satisfies Hölder condition up to order $\lambda = \frac{3}{2} - 1/q_0 - \max(\frac{1}{2}, 1/p_0 + 1/r_0)$.

**Remark 5.** In Remark 1, we applied Lemma 1 and obtained that the fBM with Hurst index $H > \frac{1}{2}$ has a modification that satisfies Hölder condition up to order $\lambda$. With Lemma 2, we can obtain the same result more easily. We just apply Lemma 2 for $p_0 = \left(H - \frac{1}{2}\right)^{-1}$, $q_0 = \infty$ and $r_0 = \left(\frac{1}{2} - H\right)^{-1}$ and do not bother with $\epsilon$.

**Proof.** Notice that $0 < \lambda \leq 1$. Denote $A = \left\{ m \in \mathbb{N} : m > \max(3, \frac{\lambda p_0}{q_0}) \right\}$ a set of “large enough” positive integers.

Let $n \in A$. Let $p_n$, $q_n$ and $r_n$ be such real numbers that $1/p_n = \min(\frac{1}{2}, 1/p_0 + \lambda/n)$, $1/q_n = 1/q_0 + \lambda/n$, and $1/r_n = \min(1, 1/r_0 + \lambda/n)$. Then $p_n \in \left[\frac{1}{2}, \infty\right)$, $q_n \in (1, \infty)$, $r_n \in (1, \infty)$, and $1/p_n + 1/q_n + 1/r_n < \frac{1}{2}$. Apply Lemma 1 for functions $a$, $b$, $c$ and exponents $p_n$, $q_n$ and $r_n$. By Lemma 1 the process $X$ has a modification $X^{(n)}$ that satisfies Hölder condition up to order $\frac{3}{2} - 1/q_n - \max(\frac{1}{2}, 1/p_n + 1/r_n) \geq (n - 3)\lambda/n$.

For different $n \in A$, the processes $X^{(n)}$ coincide almost surely on $[0, T]$. Let $B$ be a random event which occurs when all these processes coincide:
Then $P(B) = 1$, and $X = X^{(k)} \mathbf{1}_F$ (where $k = \min A$ is the least element of the set $A$) is a modification of $X$ that satisfies Hölder condition up to order $\lambda$.

**Lemma 3.** Let $a \in L^p[0,T]$, $b \in L^q[0,T]$, $c \in L^r[0,T]$, where the exponents satisfy relations $p \in [2,\infty]$, $q \in [1,\infty)$, $r \in [1,\infty]$, and $1/p + 1/q + 1/r \leq 1/2$. Let there exist $\lambda > 0$ and $C \in \mathbb{R}$ such that

$$\forall t \in [0,T] : 0 < \|b 1_{[0,t]}\|_q \leq C t^\lambda.$$

Then the stochastic process $\{X_t, \ t \in [0,T]\}$ has a modification which is continuous on $[0,T]$ and satisfies Hölder condition at point 0 up to order $\lambda$.

**Remark 6.** For the fBm with Hurst index $H > 1/2$, apply Lemma 3 to the functions $a$, $b$ and $c$ defined in Remark 4 but for exponents $1/p = H - 1 + \frac{\epsilon}{2}$, $1/q = \frac{1}{2} - \epsilon$, and $1/r = \frac{2}{3} - H + \frac{\epsilon}{2}$ for some $\epsilon$ such that $0 < \epsilon < \min(2(1-H), \frac{3}{2}, 2(1-H))$. Verify the conditions of Lemma 3. We have $H - \frac{1}{2} < 1/p < \frac{1}{2}$, $0 < 1/q < 1$, $\frac{3}{2} - H < 1/r < 1$ (whence $a \in L^p[0,T]$ and $c \in L^r[0,T]$; the relation $b \in L^q[0,T]$ holds true for all $q \geq 1$) and $1/p + 1/q + 1/r = \frac{3}{2}$. Moreover, $\|b 1_{[0,t]}\|_q = C t^{H-1/2+1/q}$, where $C \epsilon = ((H - \frac{1}{2}) + 1)^{-1}/q$. According to Lemma 3 the fBm satisfies Hölder condition at point 0 up to order $H - \frac{1}{2} + 1/q = H - \epsilon$. As this can be proved for any $\epsilon > 0$ small enough, the fBm satisfies Hölder condition at point 0 up to order $H$.

**Proof.** Without loss of generality we can assume that $1/q + 1/r \geq 1$. Indeed, under original conditions of the lemma, let $r' = \min(r, q/(q-1))$. Then $1 \leq r' \leq r$, $1/q + 1/r' \geq 1$, $1/p + 1/q + 1/r' \leq \frac{3}{2}$, and $c \in L^r[0,T]$. The inequality $1/p + 1/q + 1/r' \leq \frac{3}{2}$ can be proved as follows:

$$\frac{1}{p} + \frac{1}{q} + \frac{1}{r'} = \frac{1}{p} + \frac{1}{q} + \frac{1}{r} \leq \frac{3}{2} \quad \text{if} \quad r \leq \frac{q}{q-1};$$

$$\frac{1}{p} + \frac{1}{q} + \frac{1}{r'} = \frac{1}{p} + \frac{1}{q} + \frac{q-1}{q} = \frac{1}{p} + 1 \leq \frac{3}{2} + 1 = \frac{3}{2} \quad \text{if} \quad r \geq \frac{q}{q-1}.$$

The other relations can be proved easily. Thus, after substitution of $r'$ for $r$ all conditions of Lemma 3 still hold true, as well as $1/q + 1/r \geq 1$.

Denote

$$F(t) = \int_0^t |b(s)|^q \, ds + t^b_q.$$

Then $F : [0,T] \to [0,\infty)$ is a strictly increasing function such that

$$F(0) = 0, \quad F(t) \leq C_1 t^b_q \quad \text{if} \quad 0 \leq t \leq T,$$

$$\|b 1_{[t_1,t_2]}\|_q < (F(t_2) - F(t_1))^{1/q} \quad \text{if} \quad 0 \leq t_1 < t_2 \leq T.$$

Let $0 \leq t_1 < t_2 \leq T$. Again, denote $\tilde{c}(v) = c(-v)$. Let us construct an upper bound for $\|K_1(t_2, \cdot) - K_1(t_1, \cdot)\|_2 = \|a(\mathbf{b} 1_{[t_1,t_2]} + \tilde{c})\|_2$, see 3. By Young’s convolution...
Thus, all the paths of the stochastic process $\bar{X}$ satisfy Hölder condition at point 0 with exponent $\lambda_1$. 

Inequality (19).

$$||b_1(t, s) \ast \bar{c}\|_{1/q + 1/r - 1} \leq ||b_1(t, s)\|_q \|\bar{c}\|_r \leq (F(t_2) - F(t_1))^{1/q} \|c\|_r.$$ 

Here we used that $q \geq 1, r \geq 1$ and $1/r + 1/q \geq 1$.

The function $a(b_1(t, s) \ast \bar{c})$ is equal to 0 outside the interval $[0, t_2]$. Noticing that $2 ≤ (1/p + 1/q + 1/r - 1)^{-1}$, using the inequality (21) for norms in $L^2[0, t_2]$ and $L^{1/p + 1/q + 1/r - 1}[0, t_2]$ and Hölder inequality for non-conjugate exponents (20), we get

$$||a(b_1(t, s) \ast \bar{c})||_2 \leq ||a||_p ||b_1(t, s) \ast \bar{c}||_1/p + 1/q + 1/r - 1)^{-1} t_2^{2} \leq ||a||_p ||b_1(t, s) \ast \bar{c}||_1/p + 1/q + 1/r - 1)^{-1} t_2^{2} \leq ||a||_p (F(t_2) - F(t_1))^{1/q} ||c||_r t_2^{2} \leq (F(t_2) - F(t_1))^{1/q} ||c||_r t_2^{2} \leq (F(t_2) - F(t_1))^{1/q} ||c||_r t_2^{2}.$$ 

Hence

$$E \left( (X_{t_2} - X_t)^2 \right) = ||K(t_2, \cdot) - K(t, \cdot)||_2^2 = ||a(b_1(t, s) \ast \bar{c})||_2^2 \leq ||a||_p^2 (F(t_2) - F(t_1))^{2/q} ||c||_r^2 t_2^{3-2(1/p + 1/q + 1/r)}.$$ 

Consider stochastic process $Y = \{Y_s : s \in [0, F(T)]\}$, with $Y_{F(t)} = X_t$ for all $t \in [0, T]$. This process $Y$ satisfies inequality

$$E \left( (Y_{s_2} - Y_{s_1})^2 \right) \leq ||a||_p^2 ||s_2 - s_1||^{2/q} ||c||_r^2 T^{3-2(1/p + 1/q + 1/r)}$$ 

if $0 \leq s_1 < s_2 \leq F(T)$.

By Corollary 1 the process $Y$ has a modification $\bar{Y}$ that satisfies Hölder condition up to order $1/q$. Therefore, for any $\lambda_1 \in (0, \lambda)$

$$\exists C_2 \forall s_1 \in [0, F(T)] \forall s_2 \in [0, F(T)] : \|\bar{Y}_{s_2} - \bar{Y}_{s_1}\| \leq C_2 |s_2 - s_1|^{\lambda_1/(1/q)},$$

Where $C_2$ is a random variable; $C_2 < \infty$ surely. In particular,

$$\exists C_2 \forall s \in [0, F(T)] : \|\bar{Y}_s - \bar{Y}_0\| \leq C_2 s^{\lambda_1/(1/q)}.$$ 

The stochastic process $\bar{X} = \{\bar{X}_t, t \in [0, T]\} = \{\bar{Y}_{F(t)}, t \in [0, T]\}$ is a modification of the stochastic process $X$. It satisfies inequalities

$$\exists C_2 \forall t \in [0, T] : |\bar{X}_t - \bar{X}_0| \leq C_2 F(t)^{\lambda_1/(1/q)};$$

$$\exists C_3 \forall t \in [0, T] : |\bar{X}_t - \bar{X}_0| \leq C_3 t^{\lambda_1}.$$ 

Thus, all the paths of the stochastic process $\bar{X}$ satisfy Hölder condition at point 0 with exponent $\lambda_1$. 
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Consider now a natural question: for which kernels \( K \) of the form (4) Gaussian process of the form (5) with Volterra kernel \( K \) generates the same filtration as the Wiener process \( W \). Sufficient condition for this is the representation of the Wiener process \( W \) as

\[
W_t = \int_0^t L(t, s) dX_s
\]  

(11)

where \( L \in L^2([0, T]^2) \) is a Volterra kernel, and the integral is well defined, in some sense. As an example, let us consider fractional Brownian motion \( B^H, H > 1/2 \) admitting a representation (1) with Volterra kernel \( K \). For any \( 0 < \varepsilon < 1 \) consider the approximation

\[
B_t^{H, \varepsilon} = dH \int_0^t \left( s^{1/2-H} \int_s^t u^{H-1/2} (u-\varepsilon s)^{H-3/2} du \right) dW_s, t \geq 0.
\]

Unlike the original process, in such approximation we can change the limits of integration and get that

\[
B_t^{H, \varepsilon} = dH \int_0^t \left( \int_0^u s^{1/2-H} (u-\varepsilon s)^{H-3/2} dW_s \right) du.
\]

This representation allows to write the equality

\[
\int_0^t u^{1/2-H} dB_u^H = dH \int_0^t \left( \int_0^u s^{1/2-H} (u-\varepsilon s)^{H-3/2} dW_s \right) du, \quad t \geq 0
\]

(12)

and it follows immediately from (12) that

\[
\int_0^t (t-u)^{1/2-H} u^{1/2-H} dB_u^{H, \varepsilon} = dH \int_0^t (t-u)^{1/2-H} \left( \int_0^u s^{1/2-H} (u-\varepsilon s)^{H-3/2} dW_s \right) du = dH \int_0^t s^{1/2-H} \left( \int_s^t (t-u)^{1/2-H} (u-\varepsilon s)^{H-3/2} du \right) dW_s. \quad \text{(13)}
\]

Applying Theorem 3.3 from [1], p.160, we can go to the limit in (13) and get that

\[
\int_0^t (t-u)^{1/2-H} u^{1/2-H} dB_u^H = dH \int_0^t s^{1/2-H} \left( \int_s^t (t-u)^{1/2-H} (u-s)^{H-3/2} du \right) dW_s.
\]

Now the highlight is that the integral \( \int_s^t (t-u)^{1/2-H} (u-s)^{H-3/2} du \) is a constant, namely, \( \int_s^t (t-u)^{1/2-H} (u-s)^{H-3/2} du = \int_0^t (t-u)^{1/2-H} u^{H-3/2} du = B(3/2-H, H - \varepsilon) \)
1/2), where $B$ is a beta-function. After we noticed this, then everything is simple:

$$Y_t := \int_0^t (t-u)^{1/2-H}u^{1/2-H} dB_u^H = d_H B(3/2 - H, H - 1/2) \int_0^t s^{1/2-H} dW_s,$$

and finally we get that

$$W_t = e_H \int_0^t s^{H-1/2} dY_s$$

with some constant $e_H$. It means that we have representation (11) and, in particular, $W$ and $B^H$ generate the same filtration. Of course, these transformations can be performed much faster, but our goal here was to pay attention on the role of the property of the convolution of two functions to be a constant. This property is a characterization of Sonine kernels.

### 2.2 General approach to Volterra processes with Sonine kernels

First we give basic information about Sonine kernels, more details can be found in [11]. We also consider, in a simplified form, the related generalized fractional calculus introduced in [5].

**Definition 1.** A function $c \in L^1[0,T]$ is called a Sonine kernel if there exists a function $h \in L^1[0,T]$ such that

$$\int_0^t c(s)h(t-s) ds = 1, \quad t \in (0,T].$$

(14)

Functions $c, h$ are called Sonine pair, or, equivalently, we say that $c$ and $h$ form (create) a Sonine pair.

If $\hat{c}$ and $\hat{h}$ denote the Laplace transforms of $c$ and $h$ respectively, then (14) is equivalent to $\hat{c}(\lambda)\hat{h}(\lambda) = \lambda^{-1}$, $\lambda > 0$. Since the Laplace transform characterizes a function uniquely, for any $c$ there can be not more than one function $h$ satisfying (14). Examples of Sonine pairs are given in Section 3.

Let functions $c$ and $h$ form a Sonine pair. For a function $f \in L^1[0,T]$ consider the operator

$$I^c_{0+} f(t) = \int_0^t c(t-s) f(s) ds.$$

It is an analogue of (forward) fractional integration operator. Let us identify an inverse operator. In order to do this, for $g \in AC[0,T]$ define

$$D^h_{0+} g(t) = \int_0^t h(t-s)g'(s) ds + h(t)g(0).$$

Note that
\[ \begin{align*}
\int_0^t D_{0+}^h g(u) du &= \int_0^t \left( \int_0^u h(u - s)g'(s) ds + h(u)g(0) \right) du \\
&= \int_0^t \int_0^u h(s)g'(u - s) ds du + g(0) \int_0^t h(u) du \\
&= \int_0^t h(s) \int_s^t g'(u - s) du ds + g(0) \int_0^t h(u) du \\
&= \int_0^t h(s)(g(t - s) - g(0)) ds ds + g(0) \int_0^t h(u) du = \int_0^t h(s)g(t - s) ds,
\end{align*} \]

so we can also write

\[ D_{0+}^h g(t) = \frac{d}{dt} \int_0^t h(s)g(t - s) ds = \frac{d}{dt} \int_0^t h(t - s)g(s) ds, \quad (15) \]

where the derivative is understood in the weak sense. Similarly, we can define an analogue of backward fractional integral:

\[ I_{T-}^c f(s) = \int_s^T c(t - s)f(t) dt, \quad f \in L^1[0, T] \]

and the corresponding differentiation operator

\[ D_{T-}^c g(s) = g(T)h(T - s) - \int_s^T h(t - s)g'(t) dt. \]

**Lemma 4.** Let \( g \in AC[0, T] \). Then \( I_{0+}^c(D_{0+}^h g)(t) = g(t) \) and \( I_{T-}^c(D_{T-}^h g)(s) = g(s). \)

**Proof.** We have

\[ I_{0+}^c(D_{0+}^h g)(t) = \int_0^t c(t - s) \left( \int_0^s h(s - u)g'(u) du + h(s)g(0) \right) ds \]

\[ = \int_0^t \int_0^t c(t - s) h(s - u) g'(u) du ds + g(0) \int_0^t c(t - s) h(s) ds \]

\[ = \int_0^t g'(u) du + g(0) = g(t), \]

as required. Similarly,

\[ I_{T-}^c(D_{T-}^h g)(s) = \int_s^T c(t - s) \left( h(T - t)g(T) - \int_t^T h(u - t)g'(u) du \right) ds \]

\[ = g(T) \int_s^T c(t - s) h(T - t) dt - \int_s^T \int_s^u c(t - s) h(u - t) dt g'(u) du \]

\[ = g(T) - \int_s^T g'(u) du + g(s) = g(s) \]
as required.

In the case where \( X \) is given by integral transformation of type (1) (not necessarily of the form (4)), we can write

\[
R_{\mu}(t) = \int_0^T R(t, s)\mu(ds) = \int_0^T \int_0^{t\wedge s} K(t, u)K(s, u)du \mu(ds)
\]

\[
= \int_0^t K(t, u) \int_u^T K(s, u)\mu(ds)du,
\]

i.e. the covariance operator admits the decomposition \( R = KK^* \), where

\[
Kf(t) = \int_0^t K(t, s)f(s)ds
\]

and

\[
K^*\mu(s) = \int_s^T K(t, s)\mu(dt).
\]

When \( K \) is given by (4) satisfying (K1), we can further write

\[
Kf(t) = \int_0^t a(s)\int_s^t b(u)c(u-s)du f(s)ds
\]

and

\[
K^*\mu(s) = a(s)\int_s^T b(t)c(t-s)\mu(dt).
\]

We are going to identify inverse to these operators. Clearly, it is not possible in general, so we will assume that

(S) the function \( c \) forms a Sonine pair with some \( h \in L^1[0, T] \).

In this case the operators \( K \) and \( K^* \) can be written in terms of “fractional” operators defined above. Namely,

\[
K'f(t) = \int_0^t \frac{\partial}{\partial t}K(t, s)f(s)ds = b(t)\mathbf{I}_0^c(af)(t),
\]

and

\[
K^*g(s) = a(s)\mathbf{I}_{T-}(bg)(s).
\]

In order for these operators to be injective, we assume

(K2) the functions \( a, b \) are positive a.e. on \([0, T]\).

For \( f \) such that \( fb^{-1} \in AC[0, T] \), define

\[
\mathcal{L}f(t) = a(t)^{-1}D_{0+}^{fb^{-1}}(fb^{-1})(t) = a(t)^{-1}\left(\int_0^t h(t-s)(fb^{-1})'(s)ds + h(t)(fb^{-1})(0)\right),
\]

and for \( g \) such that \( ga^{-1} \in AC[0, T] \), define
\[
\mathcal{L}^*g(s) = b(s)^{-1}\mathcal{D}_T^b(ga^{-1})(s) = b(s)^{-1}\left(h(T-s)(ga^{-1})(T) - \int_s^T h(t-s)(ga^{-1})'(t)dt\right).
\]

**Proposition 1.** Let the assumptions [S], [K1], and [K2] hold. Then the operators \(\mathcal{K}'\) and \(\mathcal{K}''\) are injective, and for functions \(f, g\) such that \(f b^{-1} \in AC[0,T], ga^{-1} \in AC[0,T]\),

\[
\mathcal{K}'\mathcal{L}f(t) = f(t), \quad \mathcal{K}''\mathcal{L}^*g(s) = g(s).
\]

**Proof.** Assume that \(\mathcal{K}'f = 0\) for some \(f \in L^2[0,T]\). Then, by [K2], \(I_{0^+}(bf) = 0\) a.e. on \([0,T]\). Therefore, for any \(t \in [0,T]\)

\[
0 = \int_0^t h(t-s)I_{0^+}(bf)(s)ds = \int_0^t h(t-s)\int_0^s c(s-u)b(u)f(u)du \, ds
\]

\[
= \int_0^t \int_u^t h(t-s)c(s-u)ds \, b(u)f(u)du = \int_0^t b(u)f(u)du,
\]

whence \(bf = 0\) a.e. on \([0,T]\), so, appealing to [K2] once more, \(f = 0\) a.e. The injectivity of \(\mathcal{K}''\) is shown similarly, and the second statement follows from Lemma [K3].

Now we are in a position to invert the covariance operator \(\mathcal{R} = \mathcal{KK}'\). We need a further assumption.

(K3) \(a^{-1} \in C^1[0,T], d := b^{-1} \in C^2[0,T]\) and either \(d(0) = d'(0) = 0\) or \(a^{-2}h \in C^1[0,T]\).

**Proposition 2.** Let the assumptions [S], [K1], [K3] hold, and \(f \in C^3[0,T]\) with \(f(0) = 0\). Then \(h = \mathcal{L}^*\mathcal{L}f'\) is such that \(\mathcal{R}h = f\).

**Proof.** Thanks to [K3], \(f'b^{-1} \in AC[0,T]\) and

\[
a^{-1}(t)\mathcal{L}f'(t) = a(t)^{-2}\left(\int_0^t h(t-s)(f b^{-1})'(s)ds + h(t)(f b^{-1})(0)\right). \tag{16}
\]

Similarly to [15], \(\int_0^t h(t-s)(f b^{-1})'(s)ds\) is absolutely continuous with

\[
\frac{d}{dt} \int_0^t h(t-s)(f b^{-1})'(s)ds = \int_0^t h(s)(f b^{-1})''(t-s)ds + h(t)(f b^{-1})'(0).
\]

Then, thanks to [K3], both summands in the right-hand side of (16) are absolutely continuous with bounded derivatives. So by Proposition [K1]

\[
\mathcal{K}''h = \mathcal{K}'\mathcal{L}^*(\mathcal{L}f') = \mathcal{L}f'
\]

and
\( \mathcal{K}' \mathcal{K} h = \mathcal{K}' \mathcal{L} f' = f' \).

Therefore,
\[
\mathcal{R}h(t) = \int_0^t \mathcal{K}' \mathcal{K} h(s) ds = \int_0^t f'(s) ds = f(t),
\]
as required.

### 3 Examples of Sonine kernels

**Example 1.** Functions \( c(s) = s^{-\alpha} \) and \( h(s) = s^{\alpha-1} \) with some \( \alpha \in (0, 1/2) \) were considered above in connection with fractional Brownian motion, see subsection 2.1.

**Example 2.** For \( \alpha \in (0, 1) \) and \( A \in \mathbb{R} \), let \( \gamma = \Gamma'(1) \) be Euler-Mascheroni constant, \( l = \gamma - A \). Then
\[
c(x) = \frac{1}{\Gamma(\alpha)} x^{\alpha-1} \left( \ln \frac{1}{x} + A \right)
\]
and
\[
h(x) = \int_0^\infty x^{l-\alpha} e^{lt} \frac{dt}{\Gamma(1-\alpha+l)}
\]
create a Sonine pair, see [11].

**Example 3.** This example was proposed by Sonine himself [12]: for \( \nu \in (0, 1) \),
\[
h(x) = x^{-\nu/2} J_{-\nu}(2\sqrt{x}), \quad c(x) = x^{(\nu-1)/2} I_{\nu-1}(2\sqrt{x}),
\]
where \( J \) and \( I \) are, respectively, Bessel and modified Bessel functions of the first kind,
\[
J_{\nu}(y) = \sum_{k=0}^{\infty} \frac{(-1)^k y^{2k}}{2^{\nu} k! \Gamma(\nu + k + 1)},
\]
and
\[
I_{\nu}(y) = \sum_{k=0}^{\infty} \frac{y^{2k}}{2^{\nu} k! \Gamma(\nu + k + 1)}.
\]
In particular, setting \( \nu = 1/2 \), we get the following Sonine pair:
\[
h(x) = \frac{\cos 2\sqrt{x}}{2\sqrt{\pi x}}, \quad c(x) = \frac{\cosh 2\sqrt{x}}{2\sqrt{\pi x}}.
\]

**Remark 7.** It is interesting that the creation of Sonine pairs allows to get the relations between the special functions (see [8] Section 1.14]). Let
\[
e(x) = x^{-1/2} \cosh(ax^{1/2}),
\]
and

\[ h(x) = \int_0^x s^{\nu/2} J_\nu(as^{1/2}) (x-s)^\nu \, ds, \]

be a fractional integral of \( s^{\nu/2} J_\nu(as^{1/2}) \), where \(-1 < \nu < -\frac{1}{2}, \gamma + \nu = -\frac{3}{2}\). If we denote \( F_\gamma(\lambda) \) Laplace transform of function \( y \) at point \( \lambda \), then the Laplace transforms of these functions equal

\[
F_\nu(\lambda) = (\pi/\lambda)^{1/2} \exp(a^2/4\lambda), \\
F_h(\lambda) = \Gamma(\gamma + 1)2^{-\nu}a^{-\nu-1} \exp(-a^2/4\lambda)\lambda^{-\gamma-1} \\
= \Gamma(\gamma + 1)2^{-\nu}a^{-\nu-1/2} \exp(-a^2/4\lambda), \\
F_c(\lambda)F_h(\lambda) = \Gamma(\gamma + 1)2^{-\nu}\sqrt{\pi}a^{-\nu}\lambda^{-1}, \quad \lambda > 0,
\]

whence their convolution equals

\[
(c \ast h)_t = \Gamma(\gamma + 1)2^{-\nu}\sqrt{\pi}a^{-\nu}, t > 0.
\]

Therefore \( c(x) \) and \((\Gamma(\gamma + 1)2^{-\nu}\sqrt{\pi}a^{-\nu})^{-1}h(x)\) create a Sonine pair. However, comparing with Example 3 with \( \alpha = 2 \), and taking into account that the pair in Sonine pair is unique, we get that

\[
4\sqrt{\pi}(\gamma + 1)^{-1} \int_0^x s^{\nu/2} J_\nu(2s^{1/2}) (x-s)^\gamma \, ds = \frac{\cos 2\sqrt{x}}{\sqrt{x}}.
\]

Similarly, let \( c(x) = \int_0^x t^{-1/2} \cosh(\alpha t^{1/2}) (x-t)^\gamma dt, \quad h(x) = x^{\nu/2} J_\nu(ax^{1/2}) \) with \( \gamma \in (-1, -\frac{1}{2}), \nu \in (-1, 0), \gamma + \nu = -\frac{3}{2} \). Then

\[
F_c(\lambda) = \pi^{1/2} \Gamma(\gamma + 1)\lambda^{-\gamma-3/2} \exp(a^2/4\lambda),
\]

and

\[
F_h(\lambda) = \frac{\alpha^\nu}{2\nu} \lambda^{-\nu-1} \exp(-a^2/4\lambda), \quad \text{whence} \quad F_c(\lambda)F_h(\lambda) = \pi^{1/2} \Gamma(\gamma + 1) \frac{\alpha^\nu}{2\nu} \lambda^{-1}.
\]

If we put \( \alpha = 2 \) and compare with \( 17 \), we get the following representation

\[
\pi^{-1/2}(\Gamma(\gamma + 1))^{-1} \int_0^x t^{-1/2} \cosh(2t^{1/2}) (x-t)^\gamma dt = x^{(-\nu-1)/2} I_{-\nu-1}(2\sqrt{x}).
\]

**Example 4.** On the way of creation of the new Sonine pairs, a natural idea is to consider \( g(s) = e^{\beta s}s^{\alpha-1} \) with \( \beta \in \mathbb{R} \) and examine if this function admits a Sonine pair. It happens so that the answer to this question is positive, but far from obvious and not simple. All preliminary results are contained in subsection 3.4. Let

\[
g(x) = \frac{\exp(\beta x)}{\Gamma(\alpha)x^{1-\alpha}}, \quad 0 < \alpha < 1, \quad \beta < 0; \quad y(x) = 1.
\]
Then
\[ h(x) = \alpha \beta \cdot F_1(\alpha + 1; \beta x) < 0, \quad x \in [0, T]. \]

The conditions of Theorem 7 hold true. The equation (34) has a unique solution in 
\( L^1[0, T] \) (Actually, it has many solutions, but each two solutions are equal almost everywhere.) The solution has a representative that is continuous and attains only positive values on the left-open interval \((0, T]\), and it is a Sonine pair to \( g(s) = e^{\beta s} s^{\alpha - 1} \).

### 4 Appendix

#### 4.1 Inequalities for norms of convolutions and products

Recall notation \( \|f\|_p \) for the norm of function \( f \in L^p(\mathbb{R}), \ p \in [1, \infty] \). The convolution of two measurable functions \( f \) and \( g \) is defined by integration

\[ (f * g)(t) = \int_{\mathbb{R}} f(s)g(t - s) \, ds. \]  \( 18 \)

Now we state an inequality for the norm of convolution of two functions. If \( p \in [1, \infty], \ q \in [1, \infty] \) but \( 1/p + 1/q \geq 1 \), \( f \in L^p(\mathbb{R}), \ g \in L^q(\mathbb{R}) \), then the convolution \( f * g \) is well-defined almost everywhere (that is the integral in (18) converges absolutely for almost all \( t \in \mathbb{R} \)), \( f \ast g \in L^{(1/p + 1/q) - 1}(\mathbb{R}) \), and

\[ \|f * g\|_{(1/p + 1/q) - 1} \leq \|f\|_p \|g\|_q. \]  \( 19 \)

Now we state an inequality for the norm of the product of two functions \( (fg)(t) = f(t)g(t) \). We call it Hölder inequality for non-conjugate exponents. If \( p \in [1, \infty], \ q \in [1, \infty], \ 1/p + 1/q \leq 1 \), \( f \in L^p(\mathbb{R}), \ g \in L^q(\mathbb{R}) \), then \( fg \in L^{(1/p + 1/q) - 1}(\mathbb{R}) \) and

\[ \|fg\|_{(1/p + 1/q) - 1} \leq \|f\|_p \|g\|_q. \]  \( 20 \)

Now we state an inequality for the norms in \( L_p[a, b] \) and \( L_q[a, b] \). If \( -\infty < a < b < \infty, \ 1 \leq p \leq q \leq \infty, \ f \in L^q(\mathbb{R}) \) and the \( f(t) = 0 \) for all \( t \notin [a, b] \), then \( f \in L^p(\mathbb{R}) \) and

\[ \|f\|_p \leq (b - a)^{1/p - 1/q} \|f\|_q. \]  \( 21 \)

Remark 8. Conditions for inequalities (20) and (21) are over-restrictive because of restrictive notation \( \|f\|_p \). This notation can be extended to all \( p \in (0, \infty] \) and all measurable functions \( f \). Then the conditions for inequalities (20) and (21) may be relaxed.

Inequality (19) is proved in [6] Theorem 4.2; see item (2) in the remarks after this theorem and part (A) of its proof. If \( p < \infty \) and \( q < \infty \), then inequality (20) follows from the conventional Hölder inequality. Otherwise, if \( p = \infty \) or \( q = \infty \),
then inequality (20) is trivial. Inequality (21) can be rewritten as \( \|f 1_{[a,b]}\|_p \leq \|f 1_{[a,b]}\|_{(1/p-1/q)^{-1}} \|f\|_q \), and so follows from (20).

### 4.2 Continuity of trajectories and Hölder condition

Kolmogorov continuity theorem provides sufficiency conditions for a stochastic process to have a continuous modification. The following theorem aggregates Theorems 2, 4 and 5 in [2].

**Theorem 4 (Kolmogorov continuity theorem).** Let \( \{X_t, \ t \in [0,T]\} \) be a stochastic process. If there exist \( K \geq 0, \alpha > 0 \) and \( \beta > 0 \) such that

\[
E \left[ |X_t - X_s|^\alpha \right] \leq K |t-s|^{1+\beta} \quad \text{for all} \quad 0 \leq s \leq t \leq T,
\]

then

1. The process \( X \) has a continuous modification;
2. Every continuous modification of the process \( X \) whose trajectories almost surely satisfies Hölder condition for all exponents \( \gamma \in (0, \beta/\alpha) \).
3. There exists a modification of the process \( X \) that satisfies Hölder condition for exponent \( \gamma \in (0, \beta/\alpha) \).

This theorem can be applied for Gaussian processes.

**Corollary 1.** Let \( \{X_t, \ t \in [0,T]\} \) be a centered Gaussian process. If there exist \( K \geq 0 \) and \( \delta > 0 \) such that

\[
E \left[ (X_t - X_s)^2 \right] \leq K |t-s|^{\delta} \quad \text{for all} \quad 0 \leq s \leq t \leq T,
\]

then the following holds true:

1. The process \( X \) have a modification \( \bar{X} \) that has continuous trajectories.
2. For every \( \gamma, \ 0 < \gamma < \frac{1}{2} \delta \), the trajectories of the process \( \bar{X} \) satisfy \( \gamma \)-Hölder condition almost surely.
3. The process \( X \) has a modification that satisfies Hölder condition for all exponents \( \gamma \in (0, \frac{1}{2} \delta) \).

Since \( X_t - X_s \) is a centered Gaussian variable,

\[
E \left[ |X_t - X_s|^\alpha \right] = \frac{2^{\alpha/2}}{\sqrt{\pi}} F_{\alpha+1} \left( \frac{\alpha+1}{2} \right) \left( E \left[ (X_t - X_s)^2 \right] \right)^{\alpha/2}.
\]

The first statement of the corollary can be proved by applying Kolmogorov continuity theorem for \( \alpha > 2/\delta \) and \( \beta = \frac{2}{\delta} \alpha \delta - 1 \). The second statement of the corollary can be proved by applying Kolmogorov continuity theorem for \( \alpha > \frac{2}{\delta-2} \) and \( \beta = \frac{1}{2} \alpha \delta - 1 \). Consider the random event
The measurability of $A$ follows from the continuity of the process $\tilde{X}$). By the second statement of Corollary \[\P(A) = 1.\] Thus, $\{\tilde{X}_t, t \in [0,1]\}$ is the the desired modification which satisfies H"older condition for all exponents $\gamma \in (0,\frac{1}{2} \delta)$.

**Remark 9.**

1. Corollary \[\P\] holds true even without assumption that the Gaussian process $X$ is centered.
2. The first statement of Corollary \[\P\] can be proved with Xavier Fernique’s continuity criterion \[\P\] as well.

**Lemma 5.** Let $\{X_t, t \in [0,T]\}$ be a centered Gaussian process. Suppose that there exist $\delta > 0$ and a nondecreasing continuous function $F : [0,T] \to \mathbb{R}$ such that

$$E \left[ (X_t - X_s)^2 \right] \leq (F(t) - F(s))^{\delta} \quad \text{for all} \quad 0 \leq s \leq t \leq T. \quad (22)$$

Then

1. The process $X$ have a modification $\tilde{X}$ that has continuous trajectories.
2. If the function $F$ satisfies Lipschitz condition in an interval $[a,b] \subset [0,T]$, then for every $\gamma$, $0 < \gamma < \frac{1}{2} \delta$, the process $\tilde{X}$ has a modification whose trajectories satisfy $\gamma$-H"older property on the interval $[a,b]$.

**Proof.** Without loss of generality, we can assume that the function $F$ is strictly increasing. Indeed, if the condition \[\P\] holds true for $F$ being continuous nondecreasing function $F_1$, it also holds true for $F = F_2$ with $F_2(t) = F_1(t) + t$, where $F_2$ is a continuous strictly increasing function.

With this additional assumption, the inverse function $F^{-1}$ is one-to-one, strictly increasing continuous function $[F(0), F(T)] \to [0,T]$. Consider a stochastic process $\{Y_u, u \in [F(0), F(T)]\}$, with $Y_u = Y_{F^{-1}(u)}$. The stochastic process $Y$ is centered and Gaussian; it satisfies condition

$$E \left[ (Y_v - Y_u)^2 \right] = E \left[ (X_{F^{-1}(v)} - X_{F^{-1}(u)})^2 \right] \leq (F(F^{-1}(v)) - F(F^{-1}(u)))^{\delta} = (v - u)^{\delta}$$

for all $F(0) \leq u \leq v \leq F(T)$. According to Corollary \[\P\] the process $Y$ has a modification $\bar{Y}$ with continuous trajectories. Then $\tilde{X}$ with $\tilde{X}_t = Y_{F(t)}$ is a modification of the process $X$ with continuous trajectories.

The second statement of the lemma is a direct consequence of Corollary \[\P\] If the function $F$ satisfies Lipschitz condition with constant $L$ on the interval $[a,b]$, then

$$E \left[ (X_t - X_s)^2 \right] \leq L^2(t-s)^{\delta} \quad \text{for all} \quad a \leq s \leq t \leq b,$$

which is the main condition for Corollary \[\P\]
4.3 Application of fractional calculus

The lower and upper Riemann–Liouville fractional integrals of a function \( f \in L^1[a,b] \) are defined as follows:

\[
(I^\alpha_{a+}f)(x) = \frac{1}{\Gamma(\alpha)} \int_a^x \frac{f(t) \, dt}{(x-t)^{1-\alpha}}, \quad (I^\alpha_{b-}f)(x) = \frac{1}{\Gamma(\alpha)} \int_x^b \frac{f(t) \, dt}{(t-x)^{1-\alpha}}.
\]

The integrals \((I^\alpha_{a+}f)(x)\) and \((I^\alpha_{b-}f)(x)\) are well-defined for almost all \( x \in [a,b] \), and are integrable functions of \( x \), that is \( I^\alpha_{a+}f \in L^1[a,b] \) and \( I^\alpha_{b-}f \in L^1[a,b] \). Thus, \( I^\alpha_{a+} \) and \( I^\alpha_{b-} \) might be considered linear operators \( L^1[a,b] \to L^1[a,b] \).

A reflection relation for functions \( g(x) = f(a+b-x) \) imply the following relation for their fractional integrals:

\[
(I^\alpha_{a+}g)(x) = (I^\alpha_{a+}f)(a+b-x);
\]

see [10] Chapter 1, Section 2.3.

The integration-by-parts formula is given, e.g., in [10] Chapter 1, Section 2.3.

**Proposition 3 (integration-by-parts formula).** Let \( \alpha > 0 \), \( f \in L^p[a,b] \), \( g \in L^q[a,b] \), \( p \in [1, +\infty] \), \( q \in [1, +\infty] \), while \( \frac{1}{p} + \frac{1}{q} \leq 1 + \alpha \) and \( \max\left(1 + \alpha - \frac{1}{p} - \frac{1}{q}\right) > 0 \). Then

\[
\int_a^b (I^\alpha_{a+}f)(t) g(t) \, dt = \int_a^b f(t) (I^\alpha_{b-}g)(t) \, dt.
\]

Now we establish conditions for a function to be in the range of the fractional operator \( I^\alpha_{a+} \), and we provide formulas for the preimage, which is called a fractional derivative. The following statements are the modifications of the Theorem 2.1 and following corollary in [10] Chapter 1. The formulas for the fractional derivative are also provided in [7] Section 2.5.

**Theorem 5.** Let \( 0 < \alpha < 1 \). Consider the integral equation

\[
I^\alpha_{a+}f = g
\]

with unknown function \( f \in L^1[a,b] \) and known function (i.e., a parameter) \( g \in L^1[a,b] \). Denote

\[
h(x) = \begin{cases} 
(I^{1-\alpha}_{a+}g)(x) & \text{if } a < x \leq b,
0 & \text{if } x = a.
\end{cases}
\]

If \( h \in AC[a,b] \), then equation (24) has a unique (up to equality almost everywhere in \( [a,b] \)) solution \( f \), namely \( f(x) = h'(x) \). Otherwise, if \( h \notin AC[a,b] \), then equation (24) has no solutions in \( L^1[a,b] \). If for some \( x \in (a,b] \) the integral \((I^{1-\alpha}_{a+}g)(x)\) is not well-defined, then equation (24) does not have solutions in \( L^1[a,b] \).
Corollary 2. Let $0 < \alpha < 1$. The integral equation (24) with unknown function $f \in L^1[a, b]$ and known function $g \in AC[a, b]$ has a unique solution. The solution is equal to

$$f(x) = (I_{\alpha+}^1 g')(x) + \frac{g(a)}{\Gamma(1 - \alpha)(x - a)\alpha}$$

$$= \frac{1}{\Gamma(1 - \alpha)} \left( \int_0^x \frac{g'(t) \, dt}{(x - t)\alpha} + \frac{g(a)}{(x - a)\alpha} \right).$$

### 4.4 Existence of the solution to Volterra integral equation where the integral operator is an operator of convolution with integrable singularity at 0

Consider Volterra integral equation of the first kind

$$\int_0^x f(t) g(x - t) \, dt = y(x), \quad x \in (0, T],$$

with $g(x)$ and $y(x)$ known (parameter) functions and $f(x)$ unknown function. Suppose that the function $g(x)$ is integrable in the interval $(0, T]$ but behaves asymptotically as a power function in the neighborhood of 0:

$$g(x) \sim \frac{K}{x^{1-\alpha}}, \quad x \to 0,$$

where $0 < \alpha < 1$. More specifically, assume that $g(x)$ admits a representation

$$g(x) = \frac{1}{\Gamma(\alpha)x^{1-\alpha}} + (I_{0+}^{\alpha} h)(x) = \frac{1}{\Gamma(\alpha)} \left( \frac{1}{x^{1-\alpha}} + \int_0^x \frac{h(t) \, dt}{(x - t)^{1-\alpha}} \right),$$

where $\Gamma(\alpha)$ is a gamma function, $I_{0+}^{\alpha} h$ is a lower Riemann–Liouville fractional integral of $h$,

$$(I_{0+}^{\alpha} h)(x) = \frac{1}{\Gamma(\alpha)} \int_0^x \frac{h(t) \, dt}{(x - t)^{1-\alpha}},$$

and $h(x)$ is a absolutely continuous function.

The sufficient conditions for existence and uniqueness of the solution to integral equation claimed in [7, Section 2.1-2] are not satisfied. The kernel of the integration operator in (25) is unbounded, and $y(0)$ might be nonzero.

But we use Remark 2 in [7, Section 2.1-2]. We reduce the Volterra integral equation of the first kind to a Volterra integral equation of the second kind similarly as it is done for regular functions $g(x)$; compare with [7, Section 2.3] for the case of regular $g(x)$. 
For the next theorem we keep in mind that if a function $f$ is a solution to (25), then every function that is equal to $f$ almost everywhere on $[0, T]$ is also a solution to (25).

**Theorem 6.** Let $y, h \in C^1[0, T]$ and $g$ be defined in (26). Then the equation (25) has a unique (up to equality almost everywhere) solution $f \in L^1[0, T]$. The solution is (more precisely, some of almost-everywhere equal solutions are) continuous in the left-open interval $(0, T]$.

**Proof.** Substitute (26) into (25):

$$\int_0^x f(t) \left( \frac{1}{\Gamma(\alpha)(x-t)^{1-\alpha}} + (I^\alpha_{0+} h)(x-t) \right) dt = y(x),$$

$$(I^\alpha_{0+} f)(x) + \int_0^x f(t) (I^\alpha_{0+} h)(x-t) dt = y(x).$$

Denote $h_\lambda(t) = h(x-t)$. According to equation (23), the fractional integrals of $h$ and $h_\lambda$ satisfy the relation $(I^\alpha_{0+} h)(x-t) = (I^\alpha_{0+} h_\lambda)(t)$. Hence, equation (25) is equivalent to the following one:

$$(I^\alpha_{0+} f)(x) + \int_0^x f(t) (I^\alpha_{0+} h_\lambda)(t) dt = y(x). \tag{27}$$

Now apply the integration-by-parts formula. We have $f \in L^1[0, x]$, $h_\lambda \in L^\infty[0, x]$, and $1 + 0 < 1 + \alpha$. Hence, by Proposition 3,

$$\int_0^x f(t) (I^\alpha_{0+} h_\lambda)(t) dt = \int_0^x (I^\alpha_{0+} f)(t) h_\lambda(t) dt.$$

It means that equation (27) is equivalent to the following ones:

$$(I^\alpha_{0+} f)(x) + \int_0^x (I^\alpha_{0+} f)(t) h_\lambda(t) dt = y(x),$$

and

$$(I^\alpha_{0+} f)(x) + \int_0^x (I^\alpha_{0+} f)(t) h(x-t) dt = y(x).$$

Denote $F = I^\alpha_{0+} f$, and obtain a Volterra integral equation of the second kind:

$$F(x) = y(x) - \int_0^x F(t) h(x-t) dt. \tag{28}$$

Equation (28) has a unique solution in $C[0, T]$, as well as in $L^1[0, T]$. In other words, (28) has a unique integrable solution, and this solution is a continuous function.

According to Theorem 5, either unique (up to almost-everywhere equality) function $f$, or no functions $f$ correspond to the function $F$. Thus, all integrable solution to integral equation (25) are equal almost everywhere.
Now we construct a solution to equation (25) that is continuous and integrable on \((0, T]\). Differentiating (28), we obtain
\[
F'(x) = y'(x) - F(x) h(0) - \int_0^x F(t) h'(x-t) \, dt,
\]
whence \(F \in C^1[0, T]\). According to Corollary 2, the integral equation \(F = I_0^a f\) has a unique solution \(f \in L^1[0, T]\), which is equal to
\[
f(x) = \frac{1}{\Gamma(1-\alpha)} \left( \int_0^x \frac{F'(t) \, dt}{(x-t)^\alpha} + \frac{F(0)}{x^\alpha} \right).
\]
(29)
The constructed function \(f(x)\) is continuous and integrable in \((0, T]\), and \(f(x)\) is a solution to (25).

Remark 10. In Theorem 6 the condition \(h \in C^1[0, T]\) can be relaxed and replaced with the condition \(h \in AC[0, T]\). In other words, if the function \(h\) is absolutely continuous but is not continuously differentiable, the statement of Theorem 6 still holds true.

4.4.1 Example: \(g(x) = \exp(\beta x)x^{\alpha-1}/\Gamma(\alpha)\) and \(y(x) = 1\)

It is well known that
\[
\int_0^x \frac{1}{\Gamma(1-\alpha)^a} \frac{1}{\Gamma(\alpha)(x-t)^{1-\alpha}} \, dt = 1.
\]
(30)

In this section, we prove that the equation
\[
\int_0^x f(t) \frac{e^{x-t}}{\Gamma(\alpha)(x-t)^{1-\alpha}} \, dt = 1
\]
(31)
has an integrable solution. According to (30), \(f(x) = x^{-\alpha}/\Gamma(1-\alpha)\) is a solution to (31) if \(\beta = 0\).

Denote
\[
g(x) = \frac{\exp(\beta x)}{\Gamma(\alpha)x^{1-\alpha}}
\]
(32)
Demonstrate that \(g(x)\) admits a representation (26). To construct \(h\), we need Kummer confluent hypergeometric function (13):
\[
i_F(a; b; z) = \frac{1}{B(a, b-a)} \int_0^1 e^{zt} t^{a-1}(1-t)^{b-a-1} \, dt, \quad 0 < a < b, \quad z \in \mathbb{C}.
\]
For \(a\) and \(b\) fixed, \(i_F(a; b; \cdot)\) is an entire function. Its derivative equals
\[
\frac{\partial}{\partial z} i_F(a; b; z) = \frac{a}{b} i_F(a+1; b+1; z).
\]
For all \(0 < a < b\) and \(z \in \mathbb{R}\)

\[
_{1}F_{1}(a; b; z) > 0, \quad _{1}F_{1}(a; b; 0) = 1.
\]

Notice that if \(0 < \alpha < 1\) and \(x > 0\), then

\[
\frac{1}{B(\alpha, 1 - \alpha)} \int_{0}^{x} \frac{\exp(z t) \, dt}{t^{1-\alpha}(x-t)^{\alpha}} = _{1}F_{1}(\alpha; 1; xz).
\]

Being considered an equation for unknown \(h\), (26) is equivalent to \(I_{0+}^{\alpha} h = g_{0}\), where

\[
g_{0}(x) = g(x) - \frac{1}{\Gamma(\alpha)x^{1-\alpha}} = e^{\beta x} - 1.
\]

Then

\[
(I_{0+}^{1-\alpha} g_{0})(x) = \frac{1}{B(\alpha, 1 - \alpha)} \int_{0}^{x} \frac{e^{\beta t} - 1}{t^{1-\alpha}(1-t)^{\alpha}} \, dt = _{1}F_{1}(\alpha; 1; \beta x) - 1.
\]

Besides, \(_{1}F_{1}(\alpha; 1; \beta x) - 1\) is an absolutely continuous function in \(x\), and \(_{1}F_{1}(\alpha; 1; \beta x) - 1 = 0\) if \(x = 0\). According to Theorem 5 the equation \(I_{0+}^{\alpha} h = g_{0}\) has the unique solution \(h = L^{1}[0, T]\), which is equal to

\[
h(x) = \frac{\partial(_{1}F_{1}(\alpha; 1; \beta x) - 1)}{\partial x} = \alpha \beta \, _{1}F_{1}(\alpha+1; 2; \beta x).
\] (33)

The constructed function \(h(x)\) is a solution to (26) and is continuously differentiable.

In summary, \(h \in C^{1}[0, T]\), \(y(x) = 1\), and \(y \in C^{1}[0, T]\). According to Theorem 6 the integral equation

\[
\int_{0}^{x} f(t) \, g(x-t) \, dt = 1, \quad x \in (0, T],
\] (34)

has a unique solution \(f \in L^{1}[0, T]\) (up to equality almost everywhere). The solution is continuous in \((0, T]\).

**Remark 11.** The fact that the functions \(g\) and \(h\) defined in (32) and (33), respectively, satisfy (26), can be checked directly. For such verification, one can apply Lemma 2.2(i) from [9].

### 4.4.2 Positive solution to the Volterra integral equation

**Theorem 7.** Let the conditions of Theorem 6 hold true. Additionally, let

\[
y(x) > 0, \quad y'(x) \geq 0, \quad h_{0}(x) < 0 \quad \text{for all} \quad x \in [0, T].
\]

Then the continuous solution \(f(x)\) to (25) attains only positive values in \((0, T]\).
Proof. Notice that (28) implies \( F(0) = y(0) > 0 \). Taking this into account, let’s differentiate both sides of (28) the other way:

\[
F(x) = y(x) - \int_0^x F(x - t) h(t) \, dt,
\]

\[
F'(x) = y'(x) - F(0) h(x) - \int_0^x F'(x - t) h(t) \, dt.
\]  

(35)

Let us prove that \( F'(x) > 0 \) in \([0, T]\) by contradiction. Assume the contrary, that is \( \exists x \in [0, 1] : F'(x) \leq 0 \). Since the function \( F'(x) \) is continuous in \([0, T]\), the contrary implies the existence of the minimum in

\[ x_0 = \min \{ x \in [0, T] : F'(x) \leq 0 \}. \]

But for \( x = x_0 \) the left-hand side in (35) is less or equal then zero, while the right-hand side is greater than zero. Thus, (35) does not hold true.

The proof also works for \( x_0 = 0 \). There is a contradiction. Thus, we have proved that \( F'(x) > 0 \) for all \( x \in [0, T] \). By (29), \( f(x) > 0 \) for all \( x \in (0, T) \).
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