Fundamental quantum limits in optical metrology from rate-distortion theory

Ranjith Nair

Department of Electrical & Computer Engineering, National University of Singapore, Singapore 117583, Singapore

E-mail: nairanjith@gmail.com

Received 19 May 2018, revised 26 August 2018
Accepted for publication 4 September 2018
Published 18 September 2018

Abstract
We derive fundamental lower bounds on the performance of optical metrology and communication systems in a Bayesian framework. The derivation uses classical rate-distortion theory in conjunction with bounds on the capacity to transmit classical information of various optical channels specified by the system design. The bounds are expressed in terms of the system parameters, the prior probability distribution of the parameter, and the average energy, i.e. number of photons $E$ in the probe state. For phase estimation, the bounds pertain to a cyclic mean squared error criterion incorporating the cyclic nature of the phase. In the absence of optical loss, our bounds are applicable to multimode linear phase modulation schemes (including ancilla-assisted ones), and to nonlinear modulations on a single mode. The bounds display inverse-quadratic Heisenberg-limit scaling of the cyclic mean square error with respect to $E$. In the presence of any finite amount of loss, a lower bound on ancilla-assisted phase estimation with standard quantum limit scaling is derived, which is shown to be little different from a similar bound for coherent-state probes. For systems involving a single optical mode, we also obtain lower bounds on the mean squared error of estimating any classical parameter, and on the average error probability of any $M$-ary communication system under an average energy constraint. The bounds are valid for arbitrary quantum measurements, for any prior probability distribution, and do not rely on unbiasedness assumptions.
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1. Introduction

Quantum metrology, which may be defined as the science of the fundamental quantum limits on precision measurement using finite resources, has traditionally been studied in the non-random (or frequentist) setting in which the classical parameter(s) that are being measured are considered to be unknown but no prior probability distribution is assigned to them. This approach is analogous to that in classical estimation theory, in which the well-known Cramér–Rao bound [1] lower-bounds the variance of any unbiased estimator of an unknown parameter. In the quantum domain, the parameter modulates the quantum state of a physical system and a corresponding quantum Cramér–Rao bound [2] lower-bounds the variance of any estimate of the parameter obtained from an unbiased quantum measurement. In this setting, the key quantity is the so-called quantum Fisher information (QFI) which is a ‘local’ quantity that measures the degree to which the quantum state varies as the parameter is varied. The reader is referred to the review articles [3–6] on the theory and practice of quantum metrology and sensing in various physical systems using the local QFI-based approach—the article [5] is devoted specifically to fundamental quantum limits in optical interferometry.

While giving rise to an elegant and rich theory, the QFI-based approach gives valid bounds only for measurements that are unbiased. In principle, the bounds may be achievable in the asymptotic limit [2], although little seems to be known in the way of asymptotic achievability results for energy-constrained estimation schemes. This situation has given rise to many claims on the scaling of the variance that do not seem to be achieved in reality—see [7, 8] for discussions on this issue. In practice, one is typically faced with a finite number of quantum systems and/or resources with which to estimate the parameter and for which an asymptotic analysis is insufficient. When multiple parameters are to be estimated, the question of achievability of QFI-based bounds becomes even more subtle [2, 9].

In contrast to the local approach, the Bayesian approach in statistical estimation assumes a prior probability distribution on the parameter(s) to be estimated and considers the ‘global’ mean squared error (MSE) of an estimate averaged over this prior distribution. In quantum metrology, this provides an alternative to the QFI-based approach and opens the possibility of obtaining rigorous lower bounds on the MSE of metrology schemes that are valid in the non-asymptotic regime and without restrictive assumptions on the quantum measurements that can be made. For example, it has long been argued that the MSE in sensing an optical phase shift can exhibit, at best, an inverse quadratic scaling with the mean number of photons in the quantum state used to sense the phase [10]. A few years ago, following claims based on the QFI-based approach that this so-called Heisenberg limit on phase estimation may be beaten [11–13], several authors revived the subject by providing rigorous proofs of lower bounds—not limited to optical interferometry—with Heisenberg-limit scaling [7, 14–20]. These proofs use diverse techniques, e.g. the speed limit on quantum evolutions [16, 17], the entropic uncertainty relations [14, 18], the quantum Ziv–Zakai bound [15, 17, 21], methods from information theory [7, 19]1, and the quantum Weiss–Weinstein bound [20].

In this paper, we elaborate on a method combining classical rate-distortion theory with quantum information bounds to obtain fundamental limits on parameter estimation and communication in optical systems. The method was pioneered by Yuen [22, 23] and has been developed in the works [7, 19, 24]. While the works [7, 14–18, 20, 22–24] deal exclusively with noiseless estimation scenarios, we show here that the approach can provide strong bounds

1 This paper is an updated and extended version of [19]. The results for lossless estimation are closely related to those of [7].
even in noisy scenarios by applying it to phase estimation in the presence of the ubiquitous optical loss.

Rate-distortion theory is a branch of classical information theory \cite{25, 26} that was introduced in \cite{25} and elaborated in \cite{27} by Shannon, and forms the theoretical basis for the lossy compression of data sources. In the simplest scenario involving a continuous data source, the source generates an output modeled as a real-valued random variable $U$, and we wish to map $U$ to another random variable $V$—one that perhaps presents lesser storage requirements—in such a way that a predefined distortion measure such as the mean squared error between $U$ and $V$ is kept below a tolerable level $D$. Roughly speaking, rate-distortion theory tells us how much information must remain in $V$ in order to do so, and shows that coded schemes can achieve this compression limit. A fascinating historical introduction into the theory and practice of lossy data compression and other applications of rate-distortion theory may be found in \cite{28, 29}.

The development of quantum information theory \cite{30, 31} in the past few decades has been much influenced by the ideas of classical information theory, including rate-distortion theory. One of the first results of quantum information theory, the noiseless coding theorem of Schumacher \cite{32} is a quantum version of Shannon’s noiseless source coding theorem, which itself corresponds to the rate-distortion theory with allowed distortion set to zero. More recently, there have been efforts to formulate a quantum rate-distortion theory applicable to the lossy compression of quantum rather than classical information sources \cite{33}.

In this paper, we apply the rate-distortion theory approach to optical quantum metrology under average energy, (i.e. photon number) constraints in the Bayesian setting. In section 2.1, we review the relevant background from rate-distortion theory and also introduce the cyclic mean squared error measure that is relevant to phase estimation. In section 2.2, we review the theorem from rate-distortion theory that is basic to our results in this paper—the so-called information transmission inequality. The application of these tools to quantum metrology begins in section 3 where we consider arbitrary estimation and communication schemes involving a single optical mode. We also argue that for lossless phase estimation, the quantum limit derived in this section applies to multimode ancilla-assisted schemes as well. In section 4, we consider multimode multipass protocols for phase estimation and derive a bound on their MSE with Heisenberg-limit scaling. In section 5, we obtain a fundamental limit on the MSE of any lossy ancilla-assisted phase estimation scheme exhibiting the inverse-linear standard quantum limit (SQL) scaling with the average energy. We conclude with a discussion and outlook in section 6.

2. Rate-distortion theory and the information transmission inequality

2.1. Distortion measures, the rate-distortion function, and Shannon’s lower bound

Suppose that we are given a real-valued random variable $X$ with prior probability density $P_X(x)$. In rate-distortion theory, $X$ is viewed as a data source with differential entropy $h(X)$ given by

\[
    h(X) = -\int_{-\infty}^{\infty} \ln P_X(x) P_X(x) \, dx \tag{1}
\]

\(^2\)As is conventional in information theory, we use upper case letters for random variables (though not exclusively for random variables) and the corresponding lower case letters to denote their instances.
and measured in nats/symbol. For another real-valued random variable \( \hat{X} \) representing a noisy estimate of \( X \), we can define the squared error distortion measure

\[
d(x, \hat{x}) = (x - \hat{x})^2,
\]

and the mean square error (or MSE) as its ensemble average:

\[
\text{MSE} := E_d (X, \hat{X}) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dx P_X(x) P_{\hat{X}|X}(\hat{x}|x) (x - \hat{x})^2,
\]

where \( P_{\hat{X}|X}(\hat{x}|x) \) is the conditional density of \( \hat{X} \) given \( X \). Here \( E \) denotes statistical expectation of the random function following it.

The squared error (2) is but one example of a distortion measure between two real-valued quantities, albeit the most widely used one. Another example is the absolute error of the random function following it.

For an arbitrary source \( D \)ortion of up to \( \delta \) redundant information per symbol emitted by the source when allowing for an average distortion less than or equal to \( \delta \), it is natural to define a cyclic squared error distortion measure as

\[
d(\hat{\phi}, \phi) := \begin{cases} (\hat{\phi} - \phi)^2 & \text{if } |\hat{\phi} - \phi| \leq \pi, \\ 2\pi - |\hat{\phi} - \phi| & \text{otherwise.} \end{cases}
\]

\[(4)\]

In other words, \( d(\hat{\phi}, \phi) \) is the squared length of the shorter of the two arcs between \( \hat{\phi} \) and \( \phi \) on the unit-radius phase circle. The resulting cyclic mean squared error is then

\[
\text{CMSE} := E_d (\hat{\Phi}, \Phi).
\]

\[(5)\]

If one maps the phase circle onto any interval of length \( 2\pi \) on the real line, we clearly have \( d(\hat{\phi}, \phi) \leq d(\hat{\phi}, \phi) \), where the latter quantity is the squared error distortion (2) between \( \phi \) and \( \hat{\phi} \) considered simply as real numbers in the chosen \( 2\pi \)-interval ignoring their cyclic nature.

For an arbitrary source \( X \) and distortion measure \( d(x, \hat{x}) \), the rate-distortion function \( R(D) \) is defined as \([26, 27]\)

\[
R(D) = \inf_{P_{\hat{X}|X}(\hat{x}|x); \text{Ed}(X, \hat{X}) \leq D} I(X; \hat{X}),
\]

\[(6)\]

where the quantity being minimized is the mutual information \( I(X; \hat{X}) \) between the source and estimate and the infimum is over all conditional distributions \( P_{\hat{X}|X}(\hat{x}|x) \) that yield average distortion less than or equal to \( D \). Note that \( R(D) \) depends on the prior distribution \( P_X(x) \) as well as the given distortion measure.

The rate-distortion function \( R(D) \) may be thought of informally as the amount of non-redundant information per symbol emitted by the source when allowing for an average distortion of up to \( D \) in a reconstructed version of the source. Examples of the computation of
for some standard sources and distortion measures may be found in [26, 27], although numerical evaluation is usually required for an arbitrary source. In general, the function $R(D)$ and its inverse $D(R)$ are decreasing and convex in their respective arguments. For a real-valued random variable $X$ and the squared error distortion measure (2), the following lower bound on the rate-distortion function (called the Shannon lower bound) has been derived [26–28]:—

$$R(D) \geq \frac{1}{2} \ln \left( \frac{Q_X}{D} \right),$$

where

$$Q_X = \frac{1}{2\pi e} e^{2h(X)},$$

is the entropy power of $X$ [26]. Note that the bound is useful for $D \in (0, Q_X]$ (outside which it can be replaced by zero) and is convex and decreasing on this interval. The lower bound

$$D(R) \geq Q_X e^{-2R}$$

on $D(R)$ follows from equation (7).

For a phase random variable $\Phi$, an estimate $\hat{\Phi}$ thereof, and the cyclic squared error measure, we have the rate-distortion function

$$R(D) := \inf_{P_{\hat{\Phi}|\Phi \leq D}} I(\Phi; \hat{\Phi}).$$

We now derive a Shannon lower bound on (10) that will be needed for our later results. First note that we may write the quantity to be minimized in equation (10) as

$$I(\Phi; \hat{\Phi}) = h(\Phi) - h(\Phi|\hat{\Phi})$$

$$= h(\Phi) - \int_{-\pi}^{\pi} d\hat{\phi} P_{\Phi}(\hat{\phi}) h(\Phi|\hat{\Phi} = \hat{\phi}),$$

where $P_{\Phi}(\hat{\phi})$ is the marginal distribution of $\hat{\Phi}$ and

$$h(\Phi|\hat{\Phi} = \hat{\phi}) = -\int_{-\pi}^{\pi} d\phi P_{\Phi|\Phi}(\phi|\hat{\phi}) \ln P_{\Phi|\Phi}(\phi|\hat{\phi}),$$

i.e. the differential entropy of the conditional distribution of $\Phi$ on the phase circle for a given value of $\hat{\phi}$. We now upper bound this quantity as follows. Suppose the phase circle is cut and unrolled into an interval of the real line centered at $\hat{\phi}$ and that $\Phi$ is now considered as a real-valued random variable. Such an operation leaves the differential entropy unchanged. Further, for any value $\phi$ of $\Phi$ the cyclic squared error $\delta(\phi, \hat{\phi})$ agrees with the squared error $(\phi - \hat{\phi})^2$. Now the expectation (over the conditional distribution of $\Phi$ alone) $E_{\Phi}(\Phi - \hat{\phi})^2 \geq \text{Var}[\Phi|\hat{\phi}]$, the conditional variance of $\Phi$ given $\hat{\phi}$. Given the fact that of all probability distributions on the real line with variance $V$, the Gaussian distribution has the maximum differential entropy $\frac{1}{2} \ln(2\pi e V)$ [26], we have

$$h(\Phi|\hat{\Phi} = \hat{\phi}) = \int_{-\pi}^{\pi} d\hat{\phi} P_{\Phi}(\hat{\phi}) h(\Phi|\hat{\Phi} = \hat{\phi})$$

$$\leq \frac{1}{2} \int_{-\pi}^{\pi} d\hat{\phi} P_{\Phi}(\hat{\phi}) \ln \left( 2\pi e E_{\Phi}(\Phi - \hat{\phi})^2 \right)$$

$$\leq \frac{1}{2} \ln \left( \frac{Q_X}{\sqrt{2\pi e V}} \right).$$
\[
\frac{1}{2} \int_{-\pi}^{\pi} d\phi P_\Phi(\phi) \ln \left( 2\pi e E_\Phi d(\Phi, \hat{\phi}) \right) \tag{16}
\]
\[
\leq \frac{1}{2} \ln \left( 2\pi e \int_{-\pi}^{\pi} d\phi P_\Phi(\phi) E_\Phi d(\Phi, \hat{\phi}) \right) \tag{17}
\]
\[
= \frac{1}{2} \ln \left( 2\pi e E d(\Phi, \hat{\phi}) \right) \tag{18}
\]
\[
\leq \frac{1}{2} \ln \left( 2\pi e D \right). \tag{19}
\]

Here, we have used the concavity of the logarithm and the fact that the maximum allowed CMSE in the minimization of equation (10) is \(D\). Together with (11), we thus have the lower bounds
\[
R(D) \geq \frac{1}{2} \ln \left( \frac{Q_\Phi}{D} \right) \equiv R(D), \tag{20}
\]
and
\[
D(R) \geq Q_\Phi e^{-2R} \equiv D(R), \tag{21}
\]
where, \(Q_\Phi = e^{2h(\Phi)/(2\pi e)}\) is the entropy power of \(\Phi\). While these bounds are identical in form to the lower bounds (7) and (9) for the squared error measure, it is important to note that the average distortion appearing in the bounds (20) and (21) is the average of the cyclic squared error distortion and the latter bounds do not follow as special cases of the former.

2.2. The information transmission inequality

The operational significance of the rate-distortion function is elucidated by the positive and converse parts of the noisy source coding theorems of Shannon [27]. For our purpose of obtaining lower bounds on the achievable average distortion, the converse part is of primary relevance. The fundamental result in this connection, called the information transmission inequality (ITI in the sequel) [28], is stated below (refer figure 1).

\textbf{Theorem 2.1 (information transmission inequality—theorem 1 of [27]).} Given \(k\) independent and identically distributed (i.i.d.) source outputs \(\Phi = \Phi_1, \ldots, \Phi_k\), each with prior distribution \(P_\Phi(\phi)\). For any given distortion measure \(d(\Phi, \hat{\phi})\), let the rate-distortion function of the source be \(R(D)\) nats/symbol. We are given an encoder \(\mathcal{E}\) that maps \(\Phi = \Phi_1, \ldots, \Phi_k\) to an \(n\)-symbol-long codeword \(X = X_1, \ldots, X_n\) that is transmitted over a channel \(C\) with capacity \(C\) nats/use. Let the channel output codeword be \(Y = Y_1, \ldots, Y_n\) which is mapped by a decoder \(\mathcal{D}\) to an estimate \(\hat{\Phi} = \hat{\Phi}_1, \ldots, \hat{\Phi}_k\) of \(\Phi\). Defining a per-symbol average distortion measure \(\mathbb{E}d(\Phi, \hat{\phi}) = \sum_{i=1}^{k} \mathbb{E}d(\Phi_i, \hat{\Phi}_i)/k\), we have
\[
\mathbb{E}d(\Phi, \hat{\Phi}) \geq D \left( \frac{n}{k} C \right), \tag{22}
\]
where \(D(\cdot)\) is the function inverse to \(R(D)\).
Note that, unlike the positive part of the noisy source coding theorem which applies in the asymptotic limit of long codes with $n \to \infty$, theorem 2.1 applies to any given system of the form of figure 1. It has been used to obtain performance lower bounds in classical estimation and communication systems [34]. In its application to quantum metrology [22, 23], the key point is to implement the classical channel $C$ appearing in figure 1 using a quantum system in the following way. Given a codeword symbol $X$, we implement a modulation map $\mathcal{M}$ that takes the symbol $X$ and a given probe state $\rho$ in the Hilbert space $\mathcal{H}$ of the quantum system of interest into another density operator $\rho_X$ on $\mathcal{H}$. We then make a quantum measurement on $\rho_X$ described by a positive-operator-valued measure (POVM) $\{\Pi_Y\}$ [2, 30], whose outcome $Y$ is the output codeword symbol (see blow-up of $C$ in figure 1). Any such choice of probe state, modulation map, and POVM induces a probability transition matrix $P_{Y|X}(y|x)$, i.e. a classical channel, for which a channel capacity $C$ may be defined. This $C$ may then be used in equation (22) to yield a lower bound on the distortion. The calculation of $C$ can be made to incorporate any constraints relevant to the sensing problem, e.g. an energy constraint on the probe state, a constraint on the kind of modulation allowed, or a constraint on the measurement POVM.

In the context of quantum optics, we can consider a fixed class of probe states, e.g. coherent or quadrature squeezed states, certain kinds of modulation such as phase modulation or displacement in phase space, or restrict ourselves to standard measurements such as photon counting, homodyne or heterodyne detection. The channel capacities under a mean energy constraint under these probe, modulation, and measurement choices are known in many cases [23, 35]. Using this approach, performance bounds for the communication or sensing of a Gaussian source were obtained in [23]. In addition, for lossless estimation of a uniform phase
In this paper, we are mainly concerned with lower bounds on the CMSE for lossless and lossy phase estimation under a mean energy constraint $E$ on the probe state $\rho$ used to sense the phase. We will not consider coding over multiple instances of the phase, i.e. we set $k = n = 1$ in figure 1 so that $X = \Phi \equiv \Phi$ and $Y = \Phi \equiv \Phi$. This assumption of no coding is realistic in the single-parameter estimation problem considered here, though it may be relaxed in more general situations. In line with the remarks above, a large part of our work consists in estimating the classical capacity of the particular channel resulting from phase modulation of the probe state, while allowing arbitrary POVM measurements on the modulated states.

3. Quantum limits on single-mode phase estimation and communication

In this section, we begin our study of quantum limits by considering metrology and communication scenarios involving a single optical mode with Hilbert space $H$. Figure 2 depicts an arbitrary phase modulation scheme wherein a phase parameter $\phi$ is modulated onto a probe state $\rho$ of $H$ via a Hamiltonian that is an arbitrary function $\hat{G} = f(\hat{N})$ of the number operator $\hat{N}$ of the mode. While $\hat{G} = \hat{N}$ corresponds to the usual linear modulation, many authors have suggested that nonlinear Hamiltonians improve the sensitivity of phase estimation beyond the Heisenberg limit in the local approach based on the QFI [36–38]. For any such $\hat{G}$, the resulting output ensemble $\mathcal{E} = \{p_\phi, \rho_\phi\}$, where $\rho_\phi = \exp(-i\phi\hat{G})\rho\exp(i\phi\hat{G})$. The average energy of the probe (and thus each state in the output ensemble) is assumed to be bounded as:

$$\text{Tr} \rho \hat{N} \leq E.$$  \hspace{1cm} (23)

For an arbitrary estimator $\hat{\phi}$ of $\phi$ that results from implementing a POVM on the ensemble, we are interested in lower bounds on the CMSE of equation (5).

Figure 3 depicts a single-mode $M$-ary digital communication scheme. Here, an ensemble $\mathcal{E} = \{p_k, \rho_k\}_{k=1}^M$ consisting of $M$ states $\{\rho_k\}_{k=1}^M$ of $H$ drawn with probabilities $\{p_k\}_{k=1}^M$ is given under the average energy constraint $\sum_k p_k \text{Tr} \rho_k \hat{N} \leq E$. The sender draws one of the states of the ensemble while the receiver implements a POVM $\{\hat{P}_k\}_{k=1}^M$ of his choice that yields an estimate $\hat{k}$ of the message chosen by the sender with a view to minimizing the average error probability.
In section 3.2, we will derive a lower bound on \( P_e \) in terms of \( E \) and \( M \).

### 3.1. Heisenberg limits for noiseless phase estimation

Consider the single-mode phase estimation scheme of figure 2. As mentioned above the state of the output ensemble corresponding to the value \( \phi \) is \( \rho_\phi = \exp(-i\phi\hat{G})\rho\exp(i\phi\hat{G}) \) with \( \hat{G} = f(\hat{N}) \). If the average energy of the probe \( \rho \) is less than or equal to \( E \), the average energy of the output ensemble is also bounded by \( E \). The unrestricted classical capacity \( C(E) \) (in nats/use) of a single-mode noiseless channel under a mean energy constraint on the output ensemble is well known [39] and is given by

\[
g(E) \equiv (E + 1) \ln (E + 1) - E \ln E,
\]

which is an increasing function of \( E \). By ‘unrestricted’, we mean that there is no constraint on the output ensemble of the modulation map other than that the ensemble has mean energy \( E \), and that the POVM used on the output ensemble is arbitrary. In particular, the energy-constrained capacity \( C_{ph}(E) \) of the phase modulation scheme of figure 2 satisfies \( C_{ph}(E) \leq g(E) \). We can now apply the ITI (22) by taking the channel \( C \) of figure 1 to be realized by phase modulation as in figure 2 and taking \( k = n = 1, X = \Phi, \) and \( \Phi = Y \). Adopting the cyclic square error distortion measure (4), we apply the Shannon lower bound (21) to get (recall that the inverse of the rate-distortion function \( D(\cdot) \) is a decreasing function of its argument):

\[
CMSE \geq D(C_{ph}(E)) \geq D(g(E)) \\
\geq D(g(E)) = Q_\Phi \left( 1 + \frac{1}{E} \right)^{-2E} \frac{1}{(E + 1)^2} \\
\geq \frac{Q_\Phi}{e^2} \frac{1}{(E + 1)^2}.
\]

This lower bound on the CMSE is valid for arbitrary generators \( \hat{G} = f(\hat{N}) \) and has the form of a Heisenberg limit by virtue of its inverse quadratic dependence on \( E \). Further, it depends on the prior distribution of the phase through its entropy power \( Q_\Phi \). For linear modulation \( \hat{G} = \hat{N} \), the above argument for Heisenberg-limit scaling was, in essence, given by Yuen in [22], though specialized to a uniform prior and for the squared error distortion measure. It is
also interesting to note that the above bound agrees with a different Bayesian bound of Hall and Wiseman [18] (see equation (17) and the surrounding discussion therein) for a phase distribution uniformly distributed on an interval of length $L$ in $(-\pi, \pi]$, in which case $Q_\Phi = L^2/2\pi e$. It also agrees with another bound valid for a uniform prior distribution on $(-\pi, \pi]$ and derived using entropic uncertainty relations [14].

For the important special case of linear phase estimation for which $f(\hat{N}) = \hat{N}$, consider the potentially more powerful ancilla-assisted parallel strategy in which a joint probe state $\rho$ of $M$ ‘signal’ modes ($S$) and an arbitrary ‘ancilla’ system $A$ with a total average energy $E$ in the signal modes is prepared. The signal modes each undergo a phase shift $\phi$ while the ancilla modes remain unaffected so that we have the output state

$$\rho_\phi = \hat{U}_\phi \rho \hat{U}_\phi^\dagger$$

for

$$\hat{U}_\phi = \left( \bigotimes_{m=1}^M e^{-i\phi \hat{N}_m} \right) \otimes \hat{I}_A,$$

where $\{\hat{N}_m\}_{m=1}^M$ are the photon number operators of the $M$ signal modes and $\hat{I}_A$ is the identity operator on the ancilla system. Finally, a POVM is implemented on the joint signal-ancilla system to yield an estimate $\hat{\Phi}$ of $\Phi$. However, it can be shown [40] (see also [41]) that any such strategy has the same performance as a suitably chosen single-mode probe of average energy $E$ or less so that the same Heisenberg limit (26) applies to such strategies. Similarly, it is easy to verify that for any nonlinear generator $f(\hat{N})$ acting on a single signal mode, any ancilla-assisted scheme is equivalent to a corresponding scheme involving states of the signal mode alone. Such schemes are accordingly subject to the Heisenberg limit (26) as well.

In another direction, we may wonder if the bound (26) may be strengthened by evaluating and using in the derivation the capacity $C_{ph}(E)$ of a single-mode channel that is restricted to employ phase modulation on a probe rather than the unrestricted capacity $g(E)$. Indeed, the ensembles well-known to achieve $g(E)$ are the number states with a thermal distribution [39] and coherent states with a circularly-symmetric Gaussian distribution on the phase space [42]. However, using uniform phase modulation on the probe state

$$|\psi\rangle = \frac{1}{\sqrt{E+1}} \sum_{n=0}^\infty \left( \frac{E}{E+1} \right)^{n/2} |n\rangle,$$

achieves $C_{ph}(E) = g(E)$ [43], so that (26) cannot be improved in this way. However, if the probe state is restricted to be a single-mode coherent state $|\sqrt{E}\rangle$, the capacity achievable using any linear or nonlinear Hamiltonian for phase modulation is bounded by the Holevo bound [30, 39, 44] as:

$$C_{ph}(E) \leq S \left( \int d\phi P_\Phi(\phi) \rho_\phi \right) \equiv S(\overline{\rho})$$

$$\leq S(\langle \hat{N} \rangle),$$

$^3$ A sketch of the argument: without loss of generality, we may consider a pure-state probe of the signal modes and ancilla. We then show that the inner product between the modulated states for any pair of phases $(\phi, \phi')$ is the same as that of a suitably chosen single-signal-mode probe of the same energy. This probe and the original probe must therefore yield the same optimal performance.
where $S(\cdot)$ is the von Neumann entropy, $\mathcal{N}$ is the quantum channel given by

$$\mathcal{N}(\sigma) := \sum_{n=0}^{\infty} \langle n | \sigma | n \rangle | n \rangle \langle n |$$

(32)

and representing a measurement in the photon number basis \{\ket{n}\}, and the last inequality follows from the fact that this channel is unital and hence entropy non-decreasing [30]. Thus, $C_{\text{ph}}^{\text{CS}}(E)$ is upper-bounded by the (Shannon) entropy of a Poisson distribution of mean $E$. The Shannon entropy of an integer-valued random variable $X$ can be bounded in terms of its variance as [45]:

$$H(X) \leq \frac{1}{2} \ln \left( 2\pi e \left( \text{Var} X + \frac{1}{12} \right) \right),$$

(33)

resulting in

$$C_{\text{ph}}^{\text{CS}}(E) \leq \frac{1}{2} \ln \left( \frac{2\pi e (E + \frac{1}{12})}{Q_\Phi} \right).$$

(34)

Inserting this bound into the ITI as above results in the lower bound

$$\text{CMSE} \geq \frac{Q_\Phi}{2\pi e (E + \frac{1}{12})},$$

(35)

which shows an SQL scaling of the CMSE with $E$ (see also the discussion in [7]).

We note that several authors have derived Bayesian bounds with Heisenberg-limit scaling in terms of the mean value of the generator $\hat{G} = f(\hat{N})$ of the modulation [15, 17, 18, 20]. The bounds derived here are rather in terms of the physically relevant probe energy and are stronger than the former for superlinear functions $f$.

Finally, we note that our use of the unrestricted capacity $g(E)$ in the derivation of the Heisenberg limit (26) implies that it also applies to any modulation scheme of a real-valued parameter $x \in \mathcal{X} \subset \mathbb{R}$ on to states $\rho_x$ of $\mathcal{H}$ (with the CMSE replaced by the usual MSE (3)), which may be neither unitary nor energy-conserving as long as the average energy of the output ensemble is less than or equal to $E$. This generality is one of the useful features of the rate-distortion approach to Bayesian metrology bounds.

### 3.2. Limit on optical M-ary communication

Consider now the general $M$-ary digital communication scheme shown in figure 3. A sender wishes to communicate one of $M$ messages $\{1, \ldots, M\}$ to a receiver over a single-mode optical channel. The message, represented by the random variable $K$, has the prior probability distribution $\{p_k\}_{k=1}^{M}$. The modulation map $\mathcal{M}$ takes message $k$ into a state $\rho_k$ of $\mathcal{H}$ in any manner that satisfies the average energy constraint

$$\sum_k p_k \text{Tr} \rho_k \hat{N} \leq E.$$

(36)

The receiver implements a POVM $\{\hat{\Pi}_k\}_{k=1}^{M}$ that yields an estimate $\hat{K}$ of the message chosen by the sender with a view to minimizing the average error probability

$$P_e = 1 - \sum_{k=1}^{M} p_k \text{Tr} \rho_k \hat{\Pi}_k$$

(37)
in terms of the Hamming distortion function \( d(k, \hat{k}) = 1 - \delta_k \hat{k} \). Similar to our approach to obtain MSE (or CMSE) bounds for estimation problems, we may consider the rate-distortion function for \( K \) with the Hamming distortion measure \([26, 46]\), derive a Shannon lower bound on it, and apply the ITI along with the unrestricted capacity \( g(E) \) of a single-mode channel to get a lower bound on \( P_e \). It turns out that the final result is equivalent to applying Fano’s inequality \([26, 47]\) which states in the present context that

\[
H_2(K|\hat{K}) \leq h_2(P_e) + P_e \log_2(M - 1). \tag{39}
\]

Here \( h_2(x) = -x \log_2(x) - (1 - x) \log_2(1 - x) \) is the binary entropy function and the subscripts on the entropies indicate that logarithms to base 2 are being taken. Applying the inequalities \( P_e \leq \sqrt{P_e} \) and \( h_2(x) \leq 2\sqrt{x(1-x)} \leq 2\sqrt{x} \) for \( 0 \leq x \leq 1 \) \([48]\), and using the Holevo bound on \( I(K|\hat{K}) \), we have \( H(K|\hat{K}) = H(K) - I(K; \hat{K}) \geq H(K) - g(E) \geq H(K) - \ln(1 + E) - 1 \). Rearranging, we get

\[
\sqrt{P_e} \geq \frac{\ln(2) [H(K) - \ln(E + 1) - 1]}{\ln[2(M - 1)]}, \tag{40}
\]

which represents a fundamental tradeoff between \( P_e, E \) and \( M \).

In particular, consider the possibility of zero-error communication \( (P_e = 0) \) for a given \( M \). For equiprobable messages, equation (40) implies that

\[
E \geq M/e - 1 \tag{41}
\]

is a necessary condition for this to be possible. Sending the number states \( \{|0\}, \ldots, |M-1\rangle \) and performing photon counting at the receiver achieves zero error with an average energy of \((M - 1)/2\). Transmitting the eigenstates of the Pegg–Barnett phase operator \([49]\) defined on a space truncated to a maximum photon number of \( M - 1 \) also achieves zero error at the same average energy \([41]\). Although the condition (41) is not tight for these examples, it implies that no other \( M \)-ary communication scheme can achieve zero error with a substantially smaller average energy.

4. Heisenberg limit for multimode multipass phase estimation

In section 3.1, the performance of phase modulation schemes involving multiple signal modes, ancilla-assisted schemes, and schemes involving nonlinear modulation were reduced to that involving a single signal mode. However, in all those schemes, a given signal mode is modulated by the phase element only once. It may be feasible in some situations for each signal mode to be linearly modulated by the phase being sensed multiple times in so-called sequential schemes \([3]\). It is well-known in the QFI-based approach that such sequential schemes may result in greater measurement precision for the same resources—see, e.g. \([50, 51]\). In this section, we derive limits on the CMSE of multimode multipass schemes for phase estimation under an energy constraint. Such schemes (see figure 4) are a hybrid of parallel and sequential strategies and have been studied both theoretically and experimentally \([50, 52–54]\).

For optical phase estimation in the absence of additional loss or noise, and in the Bayesian framework considered here, we showed in section 3.1 that the most general ancilla-assisted entangled parallel strategy has the same performance as a suitable single-signal-mode ancilla-free strategy. For ancilla-free multipass, i.e. sequential strategies with a single signal mode, the analysis of section 3.1 goes through unchanged and the Heisenberg scaling \([26]\) with respect to the average signal energy cannot be beaten.
Let us now consider multipass strategies using $M$ signal modes. The unrestricted capacity of $M$ optical modes with a total energy constraint of $E$ across the modes is $\frac{Mg(E/M)}{E}$ and applying the ITI yields a lower bound on the CMSE $\propto \exp(-E)$ in the limit $M \to \infty$, which—if realizable—is potentially highly significant [7, 22]. We can leverage the results of [7] to get a tighter bound for multimode multipass phase estimation. Suppose that the $m$th mode makes $\pi_m$ passes through the phase element (figure 4)—see [52] for an experimental realization that exploits the quantum phase estimation algorithm [30, 50]. For $\hat{N}_m$ the number operator of the $m$th mode, the $M$-mode probe state $\rho$ is transformed as:

$$\rho \mapsto \rho_{\phi} = \exp(-i\phi \hat{G}) \rho \exp(i\phi \hat{G}),$$

with the generator $\hat{G}$ given by:

$$\hat{G} = \sum_{m=1}^{M} \pi_m \hat{N}_m.$$  

(42)

In [7], it was shown that the mutual information (and hence the capacity under phase modulation) $I(\Phi; \hat{\Phi})$ between $\Phi$ and the outcome $\hat{\Phi}$ of any POVM measured on the modulated state is bounded as

$$I(\Phi; \hat{\Phi}) \leq A_{G}(\rho) \leq H(\hat{G}\rho)$$

(44)

where $A_{G}(\rho)$ is the $\hat{G}$-asymmetry of the probe state [55] which is in turn bounded by the Shannon entropy of the measurement of the observable $\hat{G}$ on the probe state. The spectrum of $\hat{G}$ consists of a subset of the non-negative integers so that

$$H(\hat{G}\rho) \leq g\left(\left(\hat{G}\right)\rho\right) = g\left(\sum_{m=1}^{M} \pi_m \left\langle N_m\right\rangle_{\rho}\right) \leq g\left(\pi_{\text{max}}E\right),$$

(45)

where $\pi_{\text{max}}$ is the largest of $\{\pi_m\}_{m=1}^{M}$. Together with the ITI, this yields the Heisenberg limit

$$\text{CMSE} \geq \frac{Q_{\phi}}{\eta^2} \frac{1}{(\pi_{\text{max}}E + 1)^2}.$$  

(46)
If the number of passes and the total energy are considered as independent parameters, equation (46) shows that Heisenberg scaling with the total energy $E$ cannot be beaten by a multi-mode multipass strategy with fixed $M$ and $\{\pi_m\}_{m=1}^M$. In particular, the exponential scaling with respect to the average number of photons demonstrated in [52] can be seen as a consequence of the maximum number of passes in the setup being itself exponential in the number of photons. The bound (46) suggests that the route of multimode multipass linear phase modulation is impractical for obtaining super-Heisenberg scaling with respect to the total average energy in the signal modes.

5. Quantum limit for ancilla-assisted phase estimation in loss

As our final example of the application of the rate-distortion approach to phase estimation, we consider phase estimation in the presence of the experimentally ubiquitous loss. As a first approach to the problem, consider the single-mode scenario of figure 2 with the addition of a loss element in the optical beam post the phase modulation represented by a beamsplitter of transmittance $\eta < 1$. The analysis of section 3.1 can then be carried through as before provided only that the capacity $g(E)$ of the noiseless single-mode channel is replaced by that of a lossy single-mode channel, which is known to be $g(\eta E)$ [42]. The resulting lower bound on the CMSE is therefore the same as (26) with $E$ replaced by $\eta E$, which is a stronger bound but still shows Heisenberg scaling relative to $E$.

Unlike the noiseless single-mode channel, the only known ensemble attaining the capacity of the lossy single-mode channel consists of coherent states of mean amplitude distributed according to a circularly symmetric Gaussian distribution in phase space [42]. Such an ensemble is generated by applying Gaussian-distributed displacements to the vacuum state. Thus, it is reasonable to expect that the capacity of the lossy channel with an input ensemble generated via phase modulation on a probe state of energy $E$ is strictly less than its unrestricted capacity $g(\eta E)$. We show below that this is indeed the case even for more general ancilla-assisted phase estimation schemes.

Consider the ancilla-assisted phase estimation scheme shown in figure 5 where the signal mode $S$ suffers zero loss represented by the beamsplitter of transmittance $\eta < 1^4$. An average energy constraint of $E$ is imposed on the signal mode. We assume that the ancilla system

---

4 We note that the composition of loss and phase shift channels shown in figure 5 produces the correct output state $\rho_\phi$ independent of the order in which the loss interaction and phase shift are applied. The phase-shift and loss may also both be distributed over the path of the beam—the output state depends only on the total values of these parameters.
A (which can be arbitrary) is held noiselessly—any loss or noise in this system can only worsen the performance, so that the bound we derive is valid regardless. We allow for arbitrary POVMs to be performed on the joint signal-ancilla system in order to obtain the phase estimate $\Phi$.

An arbitrary pure-state probe on the joint signal-ancilla system can be written as

$$|\psi\rangle = \sum_{n=0}^{\infty} \sqrt{p_n} |n\rangle_S |\xi_n\rangle_A,$$  \hspace{1cm} (47)

where $\{|n\rangle_S\}$ are number states of the signal mode, $\{p_n\}$ is the probability distribution of the signal photon number and $\{|\xi_n\rangle_A\}$ are arbitrary normalized states of the ancilla. Due to our assumption that the ancilla system is undisturbed, the state of equation (47) can be isometrically mapped into any other ancilla Hilbert space with countably infinite dimension and made to yield the same performance with an appropriately transformed POVM on the target Hilbert space. Without loss of generality, therefore, we can take the ancilla system to be a single bosonic mode as shown in figure 5. This conclusion is also valid for a mixed-state probe since it can first be purified into the form (47) on a larger ancilla system before arguing as above.

For any $\eta < 1$, and for given $\{p_n\}$, it was shown in [40] (theorem 1 therein) that the states (47) with the $\{|\xi_n\rangle_A\}$ taken to be mutually orthonormal optimize any Bayesian cost function, and therefore the CMSE as well. Such probes are called number-diagonal-signal (NDS) probes since the reduced density operator of the signal mode is diagonal in the number basis, and we can confine attention to them in order to derive a lower bound on the CMSE.

The state $\rho'$ of $SA$ after the loss interaction but before the phase modulation (see figure 5) can be calculated by standard techniques, e.g. by explicitly calculating the output state from the unitary interaction between the signal and an environment mode initially in the vacuum state followed by tracing out the environment mode. If the probe state (47) is NDS, it turns out that $\rho'$ has the spectral decomposition

$$\rho' = \sum_{l=0}^{\infty} q_l |\chi_l\rangle \langle \chi_l|,$$  \hspace{1cm} (48)

Here, $q_l$ can be interpreted as the probability that $l$ photons are lost to the environment during the beam-splitter interaction and is given by

$$q_l = \sum_{n \geq l} p_n \binom{n}{l} \eta^{n-l} (1 - \eta)^l = \sum_{n \geq l} p_n B_\eta(n, l).$$  \hspace{1cm} (49)

The states $\{|\chi_l\rangle\}$ in equation (48) are given by

$$|\chi_l\rangle = \frac{1}{\sqrt{q_l}} \sum_{n \geq l} \sqrt{p_n B_\eta(n, l)} |n - l\rangle_S |\xi_n\rangle_A,$$  \hspace{1cm} (50)

and form an orthonormal set, i.e. $\langle \chi_l | \chi_{l'} \rangle = \delta_{ll'}$ by virtue of the fact that the $\{|\xi_n\rangle_A\}$ are orthonormal. The modulated state $\rho_\phi$ of figure 5 is therefore given by

$$\rho_\phi = \sum_{l} q_l |\chi(l\phi)\rangle \langle \chi(l\phi)|,$$  \hspace{1cm} (51)

where

$$|\chi(l\phi)\rangle = \frac{1}{\sqrt{q_l}} \sum_{n \geq l} \sqrt{p_n B_\eta(n, l)} e^{i\phi(n-l)} |n - l\rangle_S |\xi_n\rangle_A.$$  \hspace{1cm} (52)
For $\mathcal{N}$ the unital quantum channel of equation (32) so that
\begin{equation}
\mathcal{N}(\rho') = \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} p_n B_n(n, l) |n - l\rangle_S \langle n - l| \otimes |\xi_n\rangle_A \langle \xi_n|.
\end{equation}

The orthogonality of $\{|\xi_n\rangle_A\}$ then implies that
\begin{equation}
S(\mathcal{N}(\rho')) = H(N, N - L),
\end{equation}
where $N$ and $N - L$ are the classical random variables corresponding to a measurement on $\mathcal{N}(\rho')$ of the index of the $\{|\xi_n\rangle_A\}$ basis on the ancilla mode and the photon number in the signal mode respectively, and $H(\cdot)$ is the Shannon entropy. Similarly, the orthogonality of $\{|\chi_l\rangle\}$ implies that
\begin{equation}
S(\rho') = H(L).
\end{equation}

Combining the above facts, we have
\begin{align}
I(\Phi; \tilde{\Phi}) &\leq S(\mathcal{N}(\rho')) - S(\rho') \\
&= H(N, N - L) - H(L) \\
&= H(N, L) - H(L) \\
&= H(L|N) - [H(L) - H(N)] \\
&\leq \sum_n p_n H(L|N = n) - [H(L) - H(N)] \\
&\leq \sum_n \frac{p_n}{2} \ln \left[ 2\pi e \left( \eta (1 - \eta) n + \frac{1}{12} \right) \right] \\
&\leq \frac{1}{2} \ln \left[ 2\pi e \left( \eta (1 - \eta) E + \frac{1}{12} \right) \right] \\
&= [H(L) - H(N)].
\end{align}

Here we have used standard entropy manipulations to obtain equation (61). To obtain (62), we have used (33) and the fact that, conditioned on $N = n$, $L$ has the binomial distribution $\text{Bin}(n, 1 - \eta)$. Equation (63) follows from concavity of the logarithm.
We now bound the second term in equation (63). Consider the single-mode pure-loss channel \( L \) depicted in figure 6. It is readily verified that, for the input state \( \rho_{in} = \sum_n p_n |n\rangle\langle n| \), the channel outputs the state \( \rho_{out} = \sum_l q_l |l\rangle\langle l| \) so that the entropy gain from input to output is precisely \( H(L) - H(N) \). For the channel \( L \) of figure 6, Holevo has shown (see theorem 2 of [56]) that the minimum entropy gain
\[
\inf_{\rho_{in} \in \mathcal{H}_S} [S(\mathcal{L}(\rho_{in})) - S(\rho_{in})] = \ln (1 - \eta),
\]
where the infimum is over all input states in \( \mathcal{H}_S \) and therefore includes the input state of figure 6. We thus have
\[
\ln (1 - \eta) \leq H(L) - H(N),
\]
which, combined with (63), gives the upper bound
\[
I(\Phi; \tilde{\Phi}) \leq \frac{1}{2} \ln \left[ \frac{2\pi e}{(1-\eta)^2} \left( \eta (1-\eta) E + \frac{1}{12} \right) \right]
\]
on the mutual information. The now familiar argument using the ITI along with the Shannon lower bound (21) gives the sought lower bound
\[
\text{CMSE} \geq \frac{Q_\Phi (1 - \eta)^2}{2\pi e [\eta (1 - \eta) E + \frac{1}{12}]}
\]
on the CMSE of lossy ancilla-assisted phase estimation. Observe that it exhibits SQL scaling in the energy for any \( \eta < 1 \). For large \( E \), it differs from the lower bound (35) for coherent states (with \( E \) replaced by \( \eta E \) to account for the attenuation of the coherent-state amplitude due to the loss) by only a factor of \( (1 - \eta) \). We have thus obtained a very strong limitation on the improvement in CMSE that an ancilla-assisted phase estimation scheme using arbitrary nonclassical probe states can offer over the practically much simpler scheme using a single-mode laser-light probe.

6. Discussion and outlook

We have developed fundamental lower bounds on various phase estimation and communication scenarios involving one or more optical modes using rate-distortion theory. The bounds are valid for any prior probability distribution and arbitrary quantum measurements, including adaptive ones. The bounds explicitly display dependencies on the system design parameters and energy constraints, as well as on the prior statistics of the parameter via the entropy power of the distribution. They are non-asymptotic and valid for all values of the average energy \( E \) including in the limit of \( E \to 0 \) in which the minimum MSE (or CMSE) is dictated purely by the amount of prior information available. For phase estimation, our bounds are given in terms of the stronger CMSE criterion naturally suited to phase parameters.
The Heisenberg limits obtained in section 3.1 for single-mode linear and nonlinear phase estimation schemes agree with those in [7], while that for the multimode multipass scheme of section 4 is stronger than that in [7, 22]. We should mention that SQL scaling for phase estimation (with the usual linear modulation) in the presence of loss has also been derived in the QFI-based quantum metrology framework [57–59]. Thus, the following bound for lossy phase estimation was shown in [57]:

\[ \delta \Phi^2 \geq \frac{1 - \eta}{4 \eta E} + \frac{1}{4 \langle \Delta N_\rho^2 \rangle} \tag{68} \]

where the left-hand side \( \delta \Phi^2 \) is the mean squared error achieved by any unbiased estimator for a particular (but arbitrary) value of \( \phi \) and \( \langle \Delta N_\rho^2 \rangle \) is the variance of the signal photon number of the probe state \( \rho \). This bound, based as it is on the quantum Cramér–Rao bound, regards \( \phi \) as an unknown rather than random parameter and holds provided the estimate \( \hat{\Phi} \) is unbiased.

In the regime of large \( \langle \Delta N_\rho^2 \rangle \) for a fixed \( E \), the second term can be neglected and the \( \eta \)-dependence of the bounds (67) and (68) is rather similar. It should be noted, however, that the latter bound holds for biased measurements as well and does not diverge in the limit \( E \to 0 \).

Some frequentist bounds on the mean squared error of phase estimation explicitly depend on the parameter \( \phi \)—see, e.g. [60]—indicating greater phase sensitivity at some points. We leave for future work the question whether Bayesian bounds tighter than those developed here can display such phase dependence, perhaps using tighter bounds on the phase-modulation capacity. A Bayesian bound showing SQL scaling for joint signal-ancilla states of fixed total photon number and a uniform phase prior has also been derived in [61].

The results obtained here can potentially be extended in several directions. Natural multi-mode problems that may be tackled using the approach of this paper are optical ranging [62], measuring transverse displacements of optical beams [63, 64], and general image estimation problems [40]. The technique may also be extended to multiple-parameter problems [24], and even to the estimation of continuous waveforms [65] building on the rate-distortion theory for sources generating random processes [29]. The results of section 5 appear to be extendable to multimode lossy scenarios. It would also be interesting to attempt to generalize them to multiple-parameter scenarios with other kinds of decoherence such as phase diffusion [66–68].

Acknowledgments

Valuable discussions with Rafał Demkowicz-Dobrzański, Saikat Guha, Michael J W Hall, Marcin Jarzyna, Jan Kolodyński, Mankei Tsang, and Brent J Yen are much appreciated. I am grateful to Horace P Yuen for introducing me to the rate-distortion approach in quantum metrology. This work is supported by the Singapore National Research Foundation under NRF Grant No. NRF-NRFF2011-07 and the Singapore Ministry of Education Academic Research Fund Tier 1 Project R-263-000-C06-112.

ORCID iDs

Ranjith Nair © https://orcid.org/0000-0002-0186-4279
References

[1] Cramér H 2016 Mathematical Methods of Statistics (PMS-9) vol 9 (Princeton, NJ: Princeton university press)
Rao C R 1945 Bull. Calcutta Math. Soc. 37 81
Van Trees H L 2001 Detection, Estimation, and Modulation Theory: Part I 1st edn (New York: Wiley)
[2] Helstrom C W 1976 Quantum Detection and Estimation Theory (New York: Academic)
Holevo A S 2011 Probabilistic and Statistical Aspects of Quantum Theory (Pisa: Edizioni della Normale)
Hayashi M (ed) 2005 Asymptotic Theory of Quantum Statistical Inference: Selected Papers (Singapore: World Scientific)
[3] Giovannetti V, Lloyd S and Maccone L 2011 Nat. Photon. 5 222
[4] Töth G and Apellaniz I 2014 J. Phys. A: Math. Theor. 47 424006
[5] Demkowicz-Dobrzański R, Jarzyna M and Kolodyński J 2015 Prog. Opt. 60 345
[6] Degen C L, Reinhard F and Cappellaro P 2017 Rev. Mod. Phys. 89 035002
[7] Hall M J W and Wiseman H M 2012 Phys. Rev. X 2 041006
[8] Hall M J W 2013 Proc. of the 1st Int. Workshop on Entangled Coherent States and Its Application to Quantum Information Science (Tamagawa University Quantum ICT Research Institute, Japan, 2013) p 19
[9] Ragy S, Jarzyna M and Demkowicz-Dobrzański R 2016 Phys. Rev. A 94 052108
[10] Yuurke B, McCall S L and Klauder J R 1986 Phys. Rev. A 33 4033
Sanders B C and Milburn G J 1995 Phys. Rev. Lett. 75 2944
Ou Z Y 1996 Phys. Rev. Lett. 77 2352
[11] Anisimov P M, Raterman G M, Chiruvelli A, Plick W N, Huver S D, Lee H and Dowling J P 2010 Phys. Rev. Lett. 104 103602
Rivas Á and Luis A 2012 New J. Phys. 14 093052
Zhang Y R, Jin G R, Cao J P, Liu W M and Fan H 2013 J. Phys. A: Math. Theor. 46 035302
Hall M J W, Berry D W, Zwierz M and Wiseman H M 2012 Phys. Rev. A 85 041802
Tsang M 2012 Phys. Rev. Lett. 108 230401
Giovannetti V, Lloyd S and Maccone L 2012 Phys. Rev. Lett. 108 260405
Giovannetti V and Maccone L 2012 Phys. Rev. Lett. 108 210404
Hall M J W and Wiseman H M 2012 New J. Phys. 14 035040
Nair R 2012 (arXiv:1204.3761)
Lu X-M and Tsang M 2016 Quantum Sci. Technol. 1 015002
Zhang Y-R and Fan H 2014 Phys. Rev. A 90 043818
[22] Yuen H P 1992 Proc. of the Workshop on Squeezed States and Uncertainty Relations (NASA, Goddard Space Flight Center, MD, USA, 1992) (NASA Conf. Publication vol 3135) p 13
[23] Yuen H P 2004 Quantum Squeezing ed P D Drummond and Z Ficek (Berlin: Springer) ch 7, pp 225–64
Hall M J W 2018 J. Phys. A: Math. Theor. 51 364001
Shannon C E 1948 Bell Syst. Tech. J. 27 379
Shannon C E 1948 Bell Syst. Tech. J. 27 623
[26] Cover T M and Thomas J A 2006 Elements of Information Theory 2nd edn (New York: Wiley)
Shannon C E 1959 IRE Nat. Conv. Rec. 4 1
Sloane N J A and Wyner A D (ed) 1993 Coding theorems for a discrete source with a fidelity criterion Claude E. Shannon: Collected Papers (New York: Wiley) p 968
[28] Berger T and Gibson J D 1998 IEEE Trans. Inf. Theory 44 2693
[29] Berger T 2003 Rate-distortion theory Wiley Encyclopedia of Telecommunications (New York: Wiley) (https://doi.org/10.1002/0471219282.eot142)
[30] Nielsen M A and Chuang I L 2000 Quantum Computation and Quantum Information (Cambridge: Cambridge University Press)
[31] Wilde M M 2017 Quantum Information Theory 2nd edn (Cambridge: Cambridge University Press)
Schumacher B 1995 Phys. Rev. A 51 2738
[32] Barnum H 2000 Phys. Rev. A 62 042309
Devetak I and Berger T 2002 IEEE Trans. Inf. Theory 48 1580–9
Datta N, Hsieh M H and Wilde M M 2013 IEEE Trans. Inf. Theory 59 615–30
[34] Van Trees H L 1971 Detection, Estimation, and Modulation Theory: Part II 1st edn (New York: Wiley)
[35] Shapiro J H 2009 IEEE J. Sel. Top. Quantum Electron. 15 1547
[36] Luis A 2004 Phys. Lett. A 329 8
[37] Beltrán J and Luis A 2005 Phys. Rev. A 72 045801
[38] Ou Z Y 2012 Phys. Rev. A 85 023815
[39] Yuen H P and Ozawa M 1993 Phys. Rev. Lett. 70 363
[40] Nair R and Yen B J 2011 Phys. Rev. Lett. 107 193602
[41] Nair R, Yen B J, Guha S, Lloyd S, Maccone L, Shapiro J H and Yuen H P 2004 Phys. Rev. Lett. 92 027902
[42] Guha S, Dutton Z, Nair R, Shapiro J H and Pirandola S 2012 Phys. Rev. A 85 023815
[43] Garcia-Luis A 2004 Phys. Lett. A 329 8
[44] Beltrán J and Luis A 2005 Phys. Rev. A 72 045801
[45] Holevo A S 1973 Probl. Pereda. Inf. 9 177
[46] Massey J L 1988 Proc. Beijing Int. Workshop on Information Theory pp C1.1–4
[47] Yeung R W 2012 A First Course in Information Theory (Berlin: Springer)
[48] Fano R M 1961 Transmission of Information: a Statistical Theory of Communications (Cambridge, MA: MIT Press)
[49] Fuchs C and van de Graaf J 1999 IEEE Trans. Inf. Theory 45 1216
[50] Childs A M, Preskill J and Renes J 2000 J. Mod. Opt. 47 155
[51] Nair R and Yen B J 2011 Phys. Rev. Lett. 107 193602
[52] Higgins B L, Berry D W, Bartlett S D, Wiseman H M and Pryde G J 2007 Nature 450 393
[53] Higgins B L, Berry D W, Bartlett S D, Mitchell M W, Wiseman H M and Pryde G J 2009 New J. Phys. 11 073023
[54] Xiang G Y, Higgins B L, Berry D W, Wiseman H M and Pryde G J 2011 Nat. Photon. 5 43
[55] Vaccaro J A, Anselmi F, Wiseman H M and Jacobs K 2008 Phys. Rev. A 77 032114
[56] Holevo A S 2010 Dokl. Math. 82 730
[57] Holevo A S 2010 (arXiv:1003.5765)
[58] Escher B, de Matos Filho R and Davidovich L 2011 Nat. Phys. 7 406
[59] Demkowicz-Dobrzański R, Kołodyński J and Guţă 2012 Nat. Commun. 3 1063
[60] Tsang M 2013 New J. Phys. 15 073005
[61] Liu J, Jing X and Wang X 2013 Phys. Rev. A 88 042316
[62] Giovannetti V, Lloyd S and Maccone L 2001 Nature 412 417
[63] Fabre C, Fouet J B and Maître A 2000 Opt. Lett. 25 76
[64] Delaubert V, Treps N, Fabre C, Bachor H A and Réfrégier P 2008 Europhys. Lett. 81 44001
[65] Berry D W, Tsang M, Hall M J W and Wiseman H M 2015 Phys. Rev. X 5 031018
[66] Crowley P J D, Datta A, Barbieri M and Walmsley I A 2014 Phys. Rev. A 89 023845
[67] Vidrighin M D, Donati G, Genoni M G, Jin X-M, Kolthammer W S, Kim M, Datta A, Barbieri M and Walmsley I A 2014 Nat. Commun. 5 3532
[68] Szczykulska M, Baumgratz T and Datta A 2017 Quantum Sci. Technol. 2 044004