Abstract

In this paper, we prove the propagation of uniform upper bounds for the spatially homogeneous relativistic Boltzmann equation. These polynomial and exponential $L^\infty$ bounds have been known to be a challenging open problem in relativistic kinetic theory. To accomplish this, we establish two types of estimates for the gain part of the collision operator. First, we prove a potential type estimate and a relativistic hyper-surface integral estimate. We then combine those estimates using the relativistic counterpart of the Carleman representation to derive uniform control of the gain term for the relativistic collision operator. This allows us to prove the desired propagation of the uniform bounds of the solution. We further present two applications of the propagation of the uniform upper bounds: another proof of the Boltzmann $H$-theorem, and the asymptotic convergence of solutions to the relativistic Maxwellian equilibrium.
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1. Introduction

This paper studies the special relativistic Boltzmann equation in the spatially homogeneous case for initial data of unrestricted size. The Boltzmann equation
including Einstein’s theory of special relativity describes the statistical distribution of gaseous particles [14,15]; it is a central dynamical model in special relativistic kinetic theory.

### 1.1. Relativistic Boltzmann Equation

The Cauchy problem for the spatially homogeneous relativistic Boltzmann equation reads as

\[ \partial_t f = Q(f, f), \]
\[ f(p, 0) = f_0(p), \]

where the particle distribution function \( f(p, t) \) represents the density function of particles with momentum \( p \in \mathbb{R}^3 \) at time \( t \geq 0 \). The collision operator \( Q(f, h) \) then can be decomposed as

\[ Q(f, h) = Q^+(f, h) - Q^-(f, h), \]

where the gain part \( Q^+ \) and the loss part \( Q^- \) are defined by

\[ Q^+(f, h) = \frac{1}{p_0^0} \int_{\mathbb{R}^3} \frac{dq}{q_0} \int_{\mathbb{R}^3} \frac{dq'}{q_0'} \int_{\mathbb{R}^3} \frac{dp'}{p_0'} W(p, q|p', q') f(p') h(q'), \]
\[ Q^-(f, h) = \frac{1}{p_0^0} \int_{\mathbb{R}^3} \frac{dq}{q_0} \int_{\mathbb{R}^3} \frac{dq'}{q_0'} \int_{\mathbb{R}^3} \frac{dp'}{p_0'} W(p, q|p', q') f(p) h(q). \]

The transition rate \( W(p, q|p', q') \) is

\[ W(p, q|p', q') = \frac{1}{2} s \sigma(g, \theta) \delta^{(4)}(p^\mu + q^\mu - p'^\mu - q'^\mu), \]

where \( \sigma(g, \theta) \) is the scattering kernel measuring the interactions between particles, and the Dirac-delta function, \( \delta^{(4)} \), enforces the conservation of energy and momentum (1.12). For the sake of simplicity, and without loss of generality, we normalize several physical constants to be 1, in particular we do not include notations for the speed of light and the rest mass. Other notations are defined in the next section.

For later convenience, we define the collision frequency \( Lf \) as

\[ Lf = \frac{1}{p_0^0} \int_{\mathbb{R}^3} \frac{dq}{q_0} \int_{\mathbb{R}^3} \frac{dq'}{q_0'} \int_{\mathbb{R}^3} \frac{dp'}{p_0'} W(p, q|p', q') f(q), \]

and then we rewrite (1.1) as

\[ \partial_t f + f Lf = Q^+(f, f). \]

The relativistic Boltzmann operator \( Q(f, f) \) satisfies (for \( i = 1, 2, 3 \)) that

\[ \int_{\mathbb{R}^3} Q(f, f) dp = \int_{\mathbb{R}^3} p^i Q(f, f) dp = \int_{\mathbb{R}^3} p^0 Q(f, f) dp = 0. \]
These identities on the collision operator respectively lead to the formal conservation laws of mass, momentum, and energy respectively as follows:

\[
\int_{\mathbb{R}^3} \begin{pmatrix} 1 \\ p \\ p^0 \end{pmatrix} f(t, p) dp = \int_{\mathbb{R}^3} \begin{pmatrix} 1 \\ p \\ p^0 \end{pmatrix} f_0(p) dp. \tag{1.5}
\]

The Boltzmann collision operator also formally satisfies that

\[
\int_{\mathbb{R}^3} Q(f, f) \ln f dp \leq 0.
\]

This leads to the Boltzmann H-theorem for solutions to (1.1), which says that the entropy is non-increasing:

\[
H(f(t)) + \int_0^t D(f(s)) ds \leq H(f_0). \tag{1.6}
\]

Here the entropy functional is defined by

\[
H(f(t)) = \int_{\mathbb{R}^3} f(t, p) \ln f(t, p) dp. \tag{1.7}
\]

Furthermore, the entropy production rate is defined as

\[
D(f) = \int_{\mathbb{R}^6} v \phi \sigma(\varrho, \theta) \left\{ f(p') f(q') \\
- f(p) f(q) \right\} \log \left( \frac{f(p') f(q')}{f(p) f(q)} \right) d\omega dp dq. \tag{1.8}
\]

This shows that the entropy functional \( H(f(t)) \) is decreasing in time for solutions to the relativistic Boltzmann equation (1.1). We will establish in Section 7 that the bounds proven in our main results grant sufficient control to prove that our solutions satisfy (1.6). In the next subsection we define our notations.

### 1.2. Notation

In this section we will define our various notational conventions on relativistic 4-vectors and the function spaces to be used in this article.

- We use the notation \( p^\mu \) where \( \mu = 0, 1, 2, 3 \) to denote a relativistic 4-vector. We denote the 4-vector by its components \( p^\mu \in \{ p^0, p^1, p^2, p^3 \} \) for \( \mu \in \{ 0, 1, 2, 3 \} \). Henceforth we usually call 4-vectors just vectors.
- Generally Latin (spatial) indices \( a, b, j, k, \) etc., take on the values 1, 2, 3, and Greek indices \( \kappa, \lambda, \mu, \nu, \) etc., take on the values 0, 1, 2, 3. Indices are raised and lowered with the Minkowski metric \( \eta_{\mu\nu} \) and its inverse \( (\eta^{-1})^{\mu\nu} \), such that \( p_\mu = \eta_{\mu\nu} p^\nu \). In this article, we have that

\[
\eta_{\mu\nu} = (\eta^{-1})^{\mu\nu} = \text{diag}(-1, 1, 1, 1).
\]
Here and throughout the rest of this article we use Einstein’s summation convention that repeated indices, with one “up” and one “down” are summed over.

Then the Lorentz inner product of two 4-vectors with raised and lowered indices is given by

\[ p^\mu q_\mu = p^\mu \eta_{\mu \nu} q^\nu = -p^0 q^0 + \sum_{i=1}^{3} p^i q^i. \]  (1.9)

When a relativistic 4-vector \( p^\mu \) satisfies the mass shell condition \( p^\mu p_\mu = -1 \) with \( p^0 > 0 \), we call it an energy-momentum vector. In this case, we can express \( p^\mu \) as \((p^0, p)\) with \( p \in \mathbb{R}^3 \). Then \( p^0 \), the energy of a relativistic particle with momentum \( p \), is given by \( p^0 = \sqrt{1 + |p|^2} \). In this article we always use the notation \( p^\mu \) and \( q^\mu \) to denote an energy-momentum vector. Further the vectors \( p^\mu, q^\mu, p'^\mu \) and \( q'^\mu \) that appear in the relativistic Boltzmann equation (1.1) with (1.2) are all energy-momentum vectors.

We call a 4-vector \( a^\mu \) space-like if \( a^\mu a_\mu > 0 \).

Alternatively we call \( a^\mu \) time-like if \( a^\mu a_\mu < 0 \).

We define the weighted \( L^1 \) space \( L^1_\rho \) with \( \rho \geq 0 \) as

\[ L^1_\rho = L^1_\rho(\mathbb{R}^3) = \{ f : f \text{ measurable on } \mathbb{R}^3, \| f \|_{L^1_\rho} < \infty \}, \]

where

\[ \| f \|_{L^1_\rho} \overset{\text{def}}{=} \int_{\mathbb{R}^3} dp(p^0)^\rho |f(p)|. \]

Similarly, we define the weighted \( L^\infty \) space \( L^\infty_\rho \) for \( \rho \geq 0 \) with the norm

\[ \| f \|_{L^\infty_\rho} \overset{\text{def}}{=} \sup_{p \in \mathbb{R}^3} |(p^0)^\rho f(p)|. \]

With these notations in hand, in (1.3), \( s \) represents the square of the energy in the center of momentum frame

\[ s = s(p^\mu, q^\mu) \overset{\text{def}}{=} -(p^\mu + q^\mu)(p_\mu + q_\mu) = 2(-p^\mu q_\mu + 1) \geq 0, \]  (1.10)

and \( g \) denotes the relative momentum

\[ g = g(p^\mu, q^\mu) \overset{\text{def}}{=} \sqrt{(p^\mu - q^\mu)(p_\mu - q_\mu)}. \]  (1.11)

Then, from (1.9), we have

\[ g = g(p^\mu, q^\mu) = \sqrt{-(p^0 - q^0)^2 + |p - q|^2}, \]

where \( |p - q| \) is the standard Euclidean distance from \( p \) to \( q \) in three dimensional space. In this paper we will always use \( g \) and \( s \) to mean \( g = g(p^\mu, q^\mu) \) and \( s = s(p^\mu, q^\mu) \). However we will also use \( g(a^\mu, b^\mu) \) etc for other four-vectors \( a^\mu \)
and \( b^{\mu} \). Note that \( s \) and \( g \) are related by \( s = g^2 + 4 \). The scattering angle \( \theta \) is defined by

\[
\cos \theta = \frac{(p^{\mu} - q^{\mu})(p'^{\mu} - q'^{\mu})}{g^2}.
\]

This is known to be a well defined angle [26], see the discussion below (1.18).

Note that with the collision invariance

\[
p^{\mu} + q^{\mu} = p'^{\mu} + q'^{\mu}, \quad \mu = 0, 1, 2, 3,
\]

we further have that \( g(p^{\mu}, q^{\mu}) = g(p'^{\mu}, q'^{\mu}) \), and similarly, that \( s(p^{\mu}, q^{\mu}) = s(p'^{\mu}, q'^{\mu}) \).

Throughout this paper, \( C \) denotes a generic positive (generally large) uniform constant where \( C \) may change values from line to line. Further \( A \lesssim B \) means that there is a generic constant \( C > 0 \) such that \( A \leq CB \). Then \( A \approx B \) means that both \( A \lesssim B \) and \( B \lesssim A \) hold.

1.3. Maxwellian Equilibria

We now introduce the relativistic Maxwellians which are equilibria to (1.1), they are also called the Jüttner distributions.

Given constants \( n > 0, \vartheta > 0, u^0 > 0 \), and an energy-momentum vector \( u^\kappa \) such that \( u_\kappa u^\kappa = -1 \), we define the corresponding relativistic Maxwellian as follows:

\[
J = J(n, \vartheta, u^\nu; p^{\mu}) \overset{\text{def}}{=} \frac{n}{4\pi k_B \vartheta} K_2\left(\frac{1}{k_B \vartheta}\right) \exp\left(\frac{p^\kappa u_\kappa}{k_B \vartheta}\right).
\]

Above, \( k_B > 0 \) is Boltzmann’s constant, and \( K_j(z) \) are the following modified second order Bessel functions:

\[
K_j(z) \overset{\text{def}}{=} \frac{(2j)!}{(2j)!} \frac{1}{z^j} \int_{\lambda = z}^{\lambda = \infty} e^{-\lambda}(\lambda^2 - z^2)^{j-(1/2)} \, d\lambda, \quad (j \geq 0).
\]

The relativistic Maxwellians (1.13) are well known to be the global equilibrium solutions of the relativistic Boltzmann equation (1.1); they also minimize the entropy (1.7) under the restriction that their fluid proper number density \( n \), their fluid temperature \( \vartheta \) and their fluid four-velocity \( u^{\mu} \) are fixed (see for example [15, Chapter 2] and [26, 28]).

In particular, we note that since both \( u^\nu \) and \( p^{\mu} \) are future-directed (that is \( u^0 > 0 \) and \( p^0 > 0 \)) and timelike then we have that \( p^\kappa u_\kappa < 0 \) since it holds that \( p^\kappa u_\kappa \leq -|p^\kappa p_\kappa|^{1/2}|u^\kappa u_\kappa|^{1/2} = -1 \). We refer to [39, Section 1.4] for some additional explanations of the relativistic Maxwellians.

We will now define \( T^{\mu\nu}[h] \), which is the energy-momentum tensor for the relativistic Boltzmann equation, and \( I^{\mu}[h] \), which is the particle current. Given
any function \( h(p) \), they are defined as follows:

\[
\begin{align*}
T^{\mu\nu}[h] &\equiv \int_{\mathbb{R}^3} p^\mu p^\nu h(p) \frac{dp}{p^0}, \quad (0 \leq \mu, \nu \leq 3), \\
I^\mu[h] &\equiv \int_{\mathbb{R}^3} p^\mu h(p) \frac{dp}{p^0}, \quad (0 \leq \mu \leq 3).
\end{align*}
\] (1.15)

We can now express the conservation laws (1.5) for a solution \( f \) to the relativistic Boltzmann equation (1.1) as follows:

\[
\begin{align*}
T^{\mu0}[f(t)] &= T^{\mu0}[f_0], \quad (0 \leq \mu \leq 3), \\
I^0[f(t)] &= I^0[f_0].
\end{align*}
\]

Following the calculations in [39, Proposition 3.3], it can further be shown that for the relativistic Maxwellian (1.13) plugged into (1.15) we have

\[
\begin{align*}
T^{\mu0}[J] &= \left( n \frac{K_1(1/k_B\vartheta)}{K_2(1/k_B\vartheta)} + 4k_B n \vartheta \right) u^\mu u^0 + k_B n \vartheta (\vartheta^{-1})^\mu, \quad (0 \leq \mu \leq 3), \\
I^0[J] &= nu^0.
\end{align*}
\]

Then for suitable initial data \( f_0 \geq 0 \), such as those in our main theorems, we can choose constants \( n > 0, \vartheta > 0 \) and an energy-momentum vector \( u^\kappa \) such that

\[
\begin{align*}
T^{\mu0}[J] &= T^{\mu0}[f_0], \quad (0 \leq \mu \leq 3), \\
I^0[J] &= I^0[f_0].
\end{align*}
\]

This holds because there are five conservation laws and five unknowns from the constants. Then further \( u^0 > 0 \) is defined by \( u_\kappa u^\kappa = -1 \). We refer to the details of similar calculations in [9, 26, 39] and [28, p. 339]. This will be used in Section 8.

In the rest of this paper, due to the Lorentz invariance of the relativistic Boltzmann equation without loss of generality but for the sake of simplicity, we can normalize the physical constants to be one including choosing the fluid four-velocity \( u^\mu \) to be \((1, 0, 0, 0)\) with \( n = \vartheta = u^0 = 1 \). Then, the global relativistic Maxwellian defined in (1.13) is now equal to

\[ J(p) = \frac{1}{4\pi} e^{-p^0}. \]

Here we choose the Boltzmann constant \( k_B = 1 \) as well as \( n = \vartheta = u^0 = 1 \). For the statement of Theorem 1.2 and the proof in Section 6, we use different temperatures, \( \vartheta_0 \) and \( \vartheta_1 \), while keeping the same \( n = u^0 = k_B = 1 \) so that we can make use of different global relativistic-Maxwellians such as

\[ C_0 e^{-R_0 \sqrt{1+|p|^2}} \text{ and } C_1 e^{-R_1 \sqrt{1+|p|^2}}, \]

where \( R_0 = \frac{1}{\vartheta_0} \) and \( R_1 = \frac{1}{\vartheta_1} \) for different \( \vartheta_0 \) and \( \vartheta_1 \) such that \( \vartheta_1 > \vartheta_0 > 0 \).
1.4. Center of Momentum Framework

There are several ways to carry out the Dirac-delta integration in the collision operator (1.2). In the center-of-momentum frame (or alternatively sometimes called the center-of-mass frame) the gain term \( Q^+ \) and the loss term \( Q^- \) are written (see [15,42]) as

\[
Q^+(f, h) = \int_{\mathbb{R}^3 \times S^2} v_\phi \sigma(g, \theta) f(p') h(q') d\omega dq,
\]

\[
Q^-(f, h) = \int_{\mathbb{R}^3 \times S^2} v_\phi \sigma(g, \theta) f(p) h(q) d\omega dq,
\]

where \( \sigma(g, \theta) \) is again the scattering kernel, and the Møller velocity \( v_\phi \) is given by

\[
v_\phi = v_\phi(p, q) = \sqrt{\frac{p_0^2 - q_0^2}{p^0 q^0} - \frac{|p^0 q^0|}{|p + q|^2}} = \frac{g \sqrt{s}}{p^0 q^0}.
\]

Now the pre-collisional momentum pair \((p, q)\) and the post-collisional momentum pair \((p', q')\) are related by

\[
p' = \frac{p + q}{2} + \frac{g}{2} \left( \omega + (\gamma - 1)(p + q) \frac{(p + q) \cdot \omega}{|p + q|^2} \right),
\]

\[
q' = \frac{p + q}{2} - \frac{g}{2} \left( \omega + (\gamma - 1)(p + q) \frac{(p + q) \cdot \omega}{|p + q|^2} \right),
\]

where \( \gamma = (p^0 + q^0)/\sqrt{s} \). The microscopic energy is given [42] by

\[
p^0 = \frac{p^0 + q^0}{2} + \frac{g}{2\sqrt{s}} \omega \cdot (p + q), \quad q^0 = \frac{p^0 + q^0}{2} - \frac{g}{2\sqrt{s}} \omega \cdot (p + q).
\]

The relationship between the unitary \( \omega \in S^2 \) introduced in (1.18) and the scattering angle \( \theta \) introduced in the scattering kernel \( \sigma(g, \theta) \) is given by

\[
\cos \theta = \frac{(p^\mu - q^\mu)(p'^\mu - q'^\mu)}{g^2} = \frac{k}{|k|} \cdot \omega,
\]

where \( k \) is defined as

\[
k = -\frac{p + q}{\sqrt{s}} (p^0 - q^0) + (p - q) + (\gamma - 1)(p + q) \frac{(p + q) \cdot (p - q)}{|p + q|^2}.
\]

The proof for this identity is given in [42, pp. 5–6]. We note that the collision frequency \( Lf \) is then written by

\[
Lf = \int_{\mathbb{R}^3 \times S^2} v_\phi \sigma(g, \theta) f(q) d\omega dq.
\]

In the next section we will explain our main results.
1.5. Main Results

In [46, Theorem 4.2, p. 933], it was shown under hypothesis (1.21) below that

\[ f_0(p) \geq 0, \quad \|f_0\|_{L^1} < \infty, \quad \int_{\mathbb{R}^3} f_0 \ln f_0 \, dp < \infty, \]  

(1.20)

then there exists a unique global in time solution \( f(p, t) \geq 0 \) to (1.1) satisfying the conservation of mass, momentum and energy (1.5). It was also shown that for this solution the H-theorem holds as in (1.6). For these solutions specifically (1.23) holds. Similar results were shown in [36, Theorem 3.1, p. 2257].

1.5.1. Hypothesis on the Collision Kernel \( \sigma(g, \theta) \)

We assume the relativistic analogue of the ideal hard-sphere assumption with Grad’s angular cut-off assumptions. Specifically, we assume that the collision kernel \( \sigma(g, \theta) \geq 0 \) satisfies

\[ \sigma(g, \theta) \approx g. \]  

(1.21)

We call this the “hard ball” as the kernel behaves as the classical Newtonian hard-sphere kernel (that is \( |p - q| \) if either \( |p + q| \) or \( |p - q| \) is close to zero, or if \( |p - q| \) is much larger than \( |p^0 - q^0| \). We refer to [41, Appendix B] for a more detailed physical discussion of the collision kernels in relativistic kinetic theory.

Under this hypothesis, we obtain the following new \( L^\infty \) propagation theorem:

**Theorem 1.1.** (Uniform upper bound) Fix \( \rho > \frac{5}{2} \), and suppose that

\[ \|f_0\|_{L^1} < \infty, \quad \int_{\mathbb{R}^3} f_0 \ln f_0 \, dp < \infty, \quad \|f_0\|_{L^\infty} < \infty. \]  

(1.22)

Let \( f(p, t) \geq 0 \) be a solution to the Cauchy problem (1.1) such that

\[ \sup_{t \geq 0} \|f(t)\|_{L^1} < \infty, \quad \sup_{t \geq 0} \int_{\mathbb{R}^3} f(p, t) \ln f(p, t) \, dp < \infty. \]  

(1.23)

Then \( f(p, t) \) is uniformly bounded in \( p \) and \( t \) as

\[ \sup_{t \geq 0} \|f(t)\|_{L^\infty} \leq C f_0 \]

for a constant \( C f_0 > 0 \) which only depends only on the size of the initial quantities in (1.22) and the conservation laws (1.5).

Note that conditions (1.22) and (1.23) are the minimal requirements that we use to prove the propagation of the \( L^\infty \) bound. For the current existence theory, however, a slightly more stringent condition on \( f_0 \), such as (1.20), is needed to guarantee the existence of \( f \) satisfying (1.23) as in [46, Theorem 4.2, p. 933].

Also, under some additional hypothesis described below, we can further obtain the propagation of polynomial moments and the propagation of relativistic Maxwellian upper bounds in the \( L^\infty \) sense as follows:
Theorem 1.2. (Polynomial and Maxwellian upper bounds) In addition to the assumptions of Theorem 1.1, suppose further that $f_0$ is bounded by a relativistic Maxwellian as

$$f_0(p) \leq C_0(p^0)^{-m_0} e^{-R_0 \sqrt{1+|p|^2}}$$

for some $C_0 > 0$, for some integer $m_0 \geq 0$ and for $R_0 > 0$. Then there exist uniform constants $C_1 > 0$ and $R_1 > 0$ that are independent of $t$ such that

$$f(p,t) \leq C_1(p^0)^{-m_0} e^{-R_1 \sqrt{1+|p|^2}} \text{ for all } t > 0.$$ 

We remark that $R_1 < R_0$.

Next we obtain the polynomial bounds under some slightly different assumptions.

Theorem 1.3. (Polynomial upper bounds). In addition to the assumptions of Theorem 1.1, we assume that $\|f_0\|_{L^1_{m_0+1}} < \infty$. Suppose further that $f_0$ is bounded for some $C_0 > 0$ as

$$f_0(p) \leq C_0(p^0)^{-m_0-\rho}, \quad \rho > \frac{5}{2}, \quad m_0 \geq 0.$$ 

Then there exist a uniform constant $C_1 > 0$ that is independent of $t$ such that

$$f(p,t) \leq C_1(p^0)^{-m_0} \text{ for all } t \geq 0.$$ 

Now the propagation of uniform, polynomial, and Maxwellian upper-bounds is one of the most interesting issues in the study of Boltzmann equation in that (1) it gives a control on the solution which the a-priori quantities of the Boltzmann equation, namely the conserved quantities (1.5) and the entropy (1.6), cannot immediately provide, and (2) it is derived through the full exploitation of two important mathematical properties of the collision operator, namely, the damping effect of the loss term and the regularizing effect of the gain term. The $L^\infty$ theory also has various applications to the study of the Boltzmann equation. For example, it can be used in the proof of the H-theorem, since the $L^\infty$ propagation theory can guarantee that the approximate solution associated to the mollified initial data remains bounded from above and below so that the formal computation to derive the H-theorem can be justified (this is discussed in Section 7). As such, a suitable $L^\infty$-estimate can be an important building block in the study of the asymptotic behavior of the Boltzmann equation, which is one of the most highlighted issues in the kinetic theory.

In this paper, we generalize the non-relativistic framework of [4,10]. In [10], Carleman established the uniform upper bound propagation for rotationally symmetric solutions to the classical homogeneous Boltzmann equation. And Arkeryd in [4] then extended the result to general solutions without rotational symmetry.

The main idea is as follows. If one can obtain a uniform lower bound of $L$, as $Lf \geq C_1$ (damping effect), and a uniform upper bound for $Q^+$, as $Q^+ \leq C_2$ (regularizing effect), for some positive constants $C_1, C_2$, one gets from (1.4) that

$$\partial_t f + C_1 f \leq C_2,$$
which immediately implies the uniform boundedness of the solution. Therefore, the key difficulty to realize this idea arises in the uniform control of $L_f$ and $Q^+$. The relativistic adaption of these arguments, however, turned out to be highly non-trivial due to the complicated structure of the relativistic collision operator. The lower-bound estimate of $L_f$ is already given in [46], so the main issue is whether we can obtain the uniform control on $Q^+$ as well. Applying existing known techniques for the $Q^+$ estimates from the classical Boltzmann literature such as [4,10] to the relativistic situation, however, turned out to be extremely difficult for the following reasons:

- It is very limited to use the change of pre-post collisional variables $p \mapsto p'$ as the Jacobian is no longer uniformly bounded above and below in the relativistic scenario. This was studied in [33].
- We have lacked a relativistic counterpart for the Carleman representation formula that we were able to use in this framework.
- The relativistic counterpart of the interaction hypersurface turned out to be a 2-dimensional hyperboloid: $(p'\mu - p\mu)(q'\mu - p\mu) = 0$, which is highly nonlinear.
- Most crucially, each of the integral estimates requires extremely complicated computations due to the representations of the post-collisional momentums such as (1.18) and the use of the nonlinear 2-dimensional hyperboloid. For example, estimating $Q^+(Q^+(f,g),h)$ as in (1.2), using the prior methods, appears to be extremely difficult in the relativistic regime due to the very complicated non-linear relativistic geometry.

In this paper, in order to resolve the difficulties above, we derive a relativistic counterpart of the celebrated Carleman representation (Proposition 5.1)

\[
Q^+(f,f) = \frac{1}{2p^0} \int_{\mathbb{R}^3} \frac{dp'}{p^0} f(p') \int_{(p'\mu - p\mu)(q'\mu - p\mu)=0} \frac{d\pi_{q'}}{q'^0} \left| \frac{s\sigma u(p^0 + q^0 - p^0)f(q')}{(p^0 - p^0) q'^0 - (p' - p)} \right|,
\]

where $u(x)$ is defined in (3.3). This expression is achieved by raising the 3-dimensional integral in (1.2), on the mass-shell boundary to the four-dimensional integral, carrying out the Dirac-delta integration and applying the simple layer formula. Then, a careful analysis of an intermediate form of the relativistic Carleman representation reveals that we need to establish a potential type estimate of $Q^+$

\[
\int_{\mathbb{R}^3} \frac{(p^0)^{1/2}}{g(p^\mu, a^\mu)} Q^+(f,f) dp
\]

for any energy-momentum vector $a^\mu$, and we need to establish the estimate of the integral of $Q^+$ restricted to relativistic hyper-surfaces

\[
\int_{\mathbb{R}^3} dp(p^0)^{1/2} Q^+(f,f) \delta(a^\mu(p^\mu - b^\mu))
\]

for an arbitrary space-like 4-vector $a^\mu$ and energy-momentum 4-vector $b^\mu$. In general, we write the weak formulation for the homogeneous relativistic Boltzmann equation (1.4) as

\[
\partial_t \int_{\mathbb{R}^3} f \varphi(p) dp + \int_{\mathbb{R}^3} f L f \varphi(p) dp = \int_{\mathbb{R}^3} Q^+(f,f) \varphi(p) dp.
\]
We then say that \( f \) is a weak solution to the relativistic Boltzmann equation if it satisfies (1.24) for every \( \varphi \) that is a nonnegative Radon measure.

The key factor common for both estimates is to transform the integral by applying a suitable change of variables to the Dirac-delta representation of \( Q \) from (1.2) using a specific Lorentz transformation matrix given in (2.3), which enables one to work in the center-of-momentum frame. Unlike most of the previous results where the specific form of the Lorentz transformation is irrelevant, however, we estimate the contribution of each row of the Lorentz transformation separately and show that only the first row matters in the estimate, which enables one to avoid estimating the highly prohibitive singularities in all the other rows of the type \( 1/|p \times q| \). This all leads to the following control from below of the relative momentum:

\[
\sqrt{-\left(\frac{\sqrt{s}}{2} - \Lambda^0_{\mu}a^\mu\right)^2 + \left|\frac{g}{2}\omega - \Lambda a\right|^2} \geq \frac{|\frac{g}{2}\omega - \Lambda a|}{\sqrt{a^0(p^0q^0)^{1/2}}}.
\]

This is shown in Lemma 3.1. The manipulations used to compute each row of the Lorentz transformation separately, to the author’s best knowledge, have never previously been employed in the study of relativistic kinetic equations.

1.6. A Brief History of Previous Results

In this section we will give a brief history of previous results in relativistic kinetic theory. We will only emphasize the results that are most closely related to this paper.

The first global-in-time existence result for the relativistic Boltzmann equation was obtained by Dudyński and Ekiel-Jeżewska for the linearized equation in [18,21] in 1988–1989. The full nonlinear case was then studied by Glassey and Strauss [25,28] in 1993 and 1995. The global existence, uniqueness and stability of the relativistic Vlasov-Maxwell-Landau system with self consistent electro-magnetic field was proven by Guo and Strain in [43] for nearby relativistic Maxwellian equilibrium initial data in 2004. They further proved the global existence for the relativistic Vlasov–Maxwell–Boltzmann equation [29] near Maxwellian in 2012. Here the center of momentum coordinates and another set of coordinates were used in a complementary manner to control the singularities created by the derivatives of the post-collisional momentum variables in the relativistic collision operator. For a systematic derivation of the center of momentum representation of the relativistic collision operator, see [42]. Glassey established in 2006 in [27] a relativistic counterpart of the the near-vacuum regime theory; see also [41]. For the Newtonian limit of the relativistic Boltzmann equation, see [8,41]. A study of blow-up for the relativistic Boltzmann equation without the loss term can be found in [3]. We refer to [19,20,22,35] for the Cauchy problem in the framework of the renormalized solutions [16,17]. In regards to the regularizing effect of the relativistic collision operator we have [2,34,49].

Works on various relaxation time approximations of the relativistic Boltzmann equation started recently. See [5,6,32] for the study of the Marle type relativistic
BGK model, and [31] for the Anderson-Witting type relativistic BGK model. Recently, a novel BGK type model was introduced in [38] and the existence is derived in [30].

The \( L^{\infty} \) propagations for the classical homogeneous Boltzmann equation is well established. We would like to mention the work of Bobylev [7] in 1997, which shows that the exponentially-weighted \( L^1 \) estimates propagate in the 3-dimensional hard-sphere case. Motivated by this work, Gamba, Panferov and Villani [24] in 2009 proved that the exponentially-weighted \( L^{\infty} \) (pointwise) estimates propagate by means of the Carleman representation for example under the assumption that the angular transition \( b(\cos \theta) \sin^\alpha \theta \) is bounded for some \( 0 \leq \alpha < d - 1 \). More recently, Alonso et al. [1] extended this result under the more general assumption in the angular transition that \( b(\theta) \in L^1(S^2) \) and improved the decay rate to the Maxwellian equilibrium.

In contrast to the Newtonian case where the homogeneous theory for the Boltzmann equation is well established, the literature on the spatially homogeneous relativistic Boltzmann equation is very limited. The Cauchy problem for various cosmological models is studied in [36]. The existence and various moment estimates are studied in [46]. In [44], the entropy dissipation estimate was shown for weak solutions to the spatially homogeneous relativistic Landau equation. Then, with that estimate, the global existence of a standard weak solution was established as well as the propagation of any high order polynomial moment. In [45] the conditional uniqueness of a weak solution was shown for the spatially homogeneous relativistic Landau equation. Further general references on relativistic and non-relativistic kinetic equations can be found in [12–15,23,26,48].

1.7. Outline of the Remainder of this Article

The rest of this paper is organized as follows. In Section 2, we present various useful technical lemmas. In Section 3, we establish a potential type estimate of \( Q^+ \) and an estimate of \( Q^+ \) restricted to relativistic hyper-surfaces. In Section 4, we use the \( Q^+ \) estimates of Section 3 to obtain corresponding uniform estimates for the solutions to (1.1). We then derive the relativistic Carleman representation in Section 5, and then we use it to establish a uniform bound on \( Q^+ \) for solutions to (1.1). This uniform bound for \( Q^+ \) then yields Theorem 1.1. Section 6 is devoted to the proof of the propagation of uniform polynomial and Maxwellian upper bounds. In Sections 7 and 8, we present two applications of our main results, namely, the celebrated \( H \)-theorem and the asymptotic behavior of solutions, respectively.

2. Preliminary Estimates

In this section we will introduce some technical lemmas that will be crucially used later in the paper. We start with the following well known coercive inequality for the relative momentum in the center of momentum framework.
Lemma 2.1. (Lemma 3.1 (i) on p. 316 of [28]) The relative momentum $g$ satisfies the following inequalities:

$$|p - q| \leq g(p^\mu, q^\mu) \leq |p - q|. \quad (2.1)$$

Proof. It is very easy to see that

$$g = \sqrt{-(p^0 - q^0)^2 + |p - q|^2} \leq |p - q|.$$  

For the lower-bound, we observe from (1.11) that

$$g^2 = 2(p^0 q^0 - p \cdot q - 1) = \frac{2((p^0 q^0)^2 - (p \cdot q + 1)^2)}{p^0 q^0 + p \cdot q + 1} \geq \frac{2(|p|^2 + |q|^2 + |p|^2|q|^2 - (p \cdot q)^2 - 2p \cdot q)}{2p^0 q^0} = \frac{|p - q|^2 + |p \times q|^2}{p^0 q^0}.$$  

Above we use the Cauchy–Schwarz inequality as $p^0 q^0 \geq p \cdot q + 1$. \hfill \square

In the next lemma, we derive a uniform lower bound estimate for the loss term.

Lemma 2.2. (Lemma 3.3 on p. 925 of [46]) Let $f(p, t)$ have finite mass, energy, and entropy as in (1.5), (1.6), (1.22) and (1.23). Then there exists uniform positive constants $C_\ell > 0$ and $C_\alpha > 0$, which are determined only by the mass, energy, and entropy of the initial data $f_0$, such that the following estimate holds:

$$C_\ell p^0 \leq \int_{\mathbb{R}^3 \times S^2} v_\phi \sigma(g, \theta) f(q, t) dq d\omega = (L f)(p, t) \leq C_\alpha p^0.$$  

We remark that this lemma holds for a more general kernel such as $\sigma(g, \theta) = g^\rho \sigma_0(\theta)$ as long as $0 \leq \rho \leq 1$ and $\int_{S^2} \sigma_0(\theta) d\omega$ is constant, see [46].

The two lemmas above will be used in the mathematical developments below. We will now discuss a few elementary aspects of Lorentz transformations which will also be useful throughout the rest of this paper. Let $\Lambda$ be a $4 \times 4$ matrix (of real numbers) denoted by $\Lambda = (\Lambda^\mu_\nu)_{0 \leq \mu, \nu \leq 3}$. The matrix $\Lambda$ is called a (proper) Lorentz transformation if $\det(\Lambda) = 1$ and

$$\Lambda^\kappa_\mu \eta_{\kappa \lambda} \Lambda^\lambda_\nu = \eta_{\mu \nu}, \quad (\mu, \nu = 0, 1, 2, 3). \quad (2.2)$$

This implies the following invariance of the Lorentz inner product from (1.9):

$$p^\kappa q_\kappa = p^\kappa \eta_{\kappa \lambda} q^\lambda = (\Lambda^\kappa_\mu p^\mu) \eta_{\kappa \lambda} (\Lambda^\lambda_\nu q^\nu).$$

For a Lorentz transformation with components $\Lambda^\mu_\nu$, then $\mu$ denotes the column and $\nu$ denotes the row as in (2.3) below. Then any such $\Lambda$ is invertible and the inverse matrix is denoted $\Lambda^{-1} = (\Lambda^\mu_\nu)_{0 \leq \mu, \nu \leq \dim}$. Further the inverse $(\Lambda^{-1})_\nu^\mu = \Lambda^\mu_\nu$ is
also a Lorentz transformation. We refer to [39–41,47] and the references therein for further discussions of Lorentz transformations.

We now define the following specific Lorentz transform $\Lambda$ which will be used throughout the paper:

$$\Lambda = (\Lambda^\mu_\nu) = \begin{pmatrix} \frac{p^0 + q^0}{\sqrt{s}} & \frac{p^1 + q^1}{\sqrt{s}} & \frac{p^2 + q^2}{\sqrt{s}} & \frac{p^3 + q^3}{\sqrt{s}} \\ \frac{1}{\sqrt{s}} & \frac{1}{\sqrt{s}} & \frac{1}{\sqrt{s}} & \frac{1}{\sqrt{s}} \\ \frac{(p \times q)_1}{g} & \frac{(p \times q)_2}{g} & \frac{(p \times q)_3}{g} & \frac{q}{g} \\ \frac{p^0 - q^0}{g} & \frac{p^1 - q^1}{g} & \frac{p^2 - q^2}{g} & \frac{p^3 - q^3}{g} \end{pmatrix} \tag{2.3}$$

Here the second row is given by

$$\Lambda^1_0 = \frac{2|p \times q|}{g \sqrt{s}} , \quad \Lambda^1_i = \frac{2\left(p^i \{p^0 + q^0 p^\mu q^\mu\} + q_i \{q^0 + p^0 p^\mu q^\mu\}\right)}{g \sqrt{s}|p \times q|} \quad (i = 1, 2, 3).$$

We note that this matrix satisfies (2.2). The matrix $\Lambda$ also satisfies the following identities for energy-momentum vectors $p^\mu$ and $q^\mu$ (for $\mu = 0, 1, 2, 3$):

$$\Lambda^\mu_\nu(p^\nu + q^\nu) = (\sqrt{s}, 0, 0, 0), \quad \text{and} \quad -\Lambda^\mu_\nu(p^\nu - q^\nu) = (0, 0, 0, g), \tag{2.4}$$

where $s \equiv s(p^\mu, q^\mu)$ is given by (1.10) and $g$ is given by (1.11). The specific form of this Lorentz matrix was given in [40,41,47] where these details were explained.

**Lemma 2.3.** Every element in the first row of (2.3) satisfies

$$|\Lambda^0_\nu| \lesssim (p^0 q^0)^{1/2}, \quad \nu = 0, 1, 2, 3.$$

**Proof.** From (1.10) we have $s = (p^0 + q^0)^2 - |p + q|^2$ which allows us to compute

$$|\Lambda^0_0| = \frac{p^0 + q^0}{\sqrt{(p^0 + q^0)^2 - |p + q|^2}} = \frac{p^0 + q^0}{\sqrt{(p^0 + q^0 - |p + q|)(p^0 + q^0 + |p + q|)}} \leq \frac{(p^0 + q^0)^{1/2}}{\sqrt{p^0 + q^0 - |p + q|}},$$

as $|p + q| \geq 0$. Then we observe that

$$p^0 + q^0 - |p + q| \geq p^0 + q^0 - |p| - |q| \geq \frac{1}{2} p^0 + \frac{1}{2} q^0 = \frac{p^0 + q^0}{2p^0 q^0},$$

since

$$p^0 - |p| = \frac{(p^0)^2 - |p|^2}{p^0 + |p|} = \frac{1}{p^0 + |p|} \geq \frac{1}{2p^0}.$$  

Thus we obtain

$$\Lambda^0_0 \leq \sqrt{2} (p^0 q^0)^{1/2}.$$
The remaining part can be treated similarly, for \( j = 1, 2, \) or 3 we have
\[
|\Lambda^0 j| \leq \frac{|p + q|}{\sqrt{s}} \leq \frac{p^0 + q^0}{\sqrt{s}} = |\Lambda^0 0| \leq \sqrt{2(p^0 q^0)^{1/2}}.
\]
This completes the proof. \( \square \)

This completes our discussion of the preliminary estimates. In the next section we will prove estimates for \( Q^+ \) from (1.2) for an arbitrary function \( f \geq 0.\)

### 3. Estimates of the Gain Term

In this section, we provide two necessary estimates for the gain term of the collision operator. The first estimate in Lemma 3.1 is a pointwise potential type estimate. The second estimate in Proposition 3.2 studies the integration of the gain term over relativistic hyper-surfaces. Note that throughout this section we assume that the arbitrary non-negative function \( f \) is not necessarily a solution to (1.1).

#### 3.1. Potential Type Estimate of \( Q^+ \)

First we obtain an estimate which gives control on the relative momentum. Notice that the estimates for the rows of \( \Lambda \) other than the first row are systematically avoided, and the singularities in those rows therefore do not result in any harm.

**Lemma 3.1.** Let \( \Lambda \) be the Lorentz transform in (2.3), and let \( a^\mu \) be an arbitrary energy-momentum vector. Then we have
\[
\sqrt{\left(\frac{\sqrt{s}}{2} - \Lambda^0 _\mu a^\mu \right)^2 + \left| \frac{g}{2} \omega - \Lambda a \right|^2} \gtrsim \frac{|g\omega - \Lambda a|}{\sqrt{a^\mu (p^0 q^0)^{1/2}}}. 
\]

In the equation above and in the proof below we slightly abused notation to define \( \Lambda a \overset{\text{def}}{=} ((\Lambda a) _1, (\Lambda a) _2, (\Lambda a) _3) \) by \( (\Lambda a) _i \overset{\text{def}}{=} \Lambda_i ^\mu a^\mu \) for \( i = 1, 2, 3.\)

**Proof.** We now define a 4-vector \( A^\mu \) by
\[
A^\mu = \left( \frac{\sqrt{s}}{2}, \frac{g}{2} \omega \right).
\]

Then we observe that both \( A^\mu \) and \( \Lambda^\mu _\nu a^\nu \) are energy-momentum vectors as
\[
A^\mu A_\mu = -\frac{s}{4} + \frac{g^2}{4} = -1,
\]
and similarly for \( \Lambda^\mu _\nu a^\nu \) using (2.2). Therefore, we see from (1.11) that
\[
\sqrt{\left(\frac{\sqrt{s}}{2} - \Lambda^0 _\nu a^\nu \right)^2 + \left| \frac{g}{2} \omega - \Lambda a \right|^2} = g(A^\mu, \Lambda^\mu _\nu a^\nu). 
\]
Thanks to the coercive inequality in Lemma 2.1, we derive
\[ \sqrt{-\left( \frac{\sqrt{s}}{2} - \Lambda_0 \omega a^v \right)^2 + \left| \frac{g}{2} \omega - \Lambda a \right|^2} \geq \frac{|\frac{g}{2} \omega - \Lambda a|}{\sqrt{\frac{\sqrt{s}}{2} \Lambda_0 a^v}}. \]  
(3.1)

Then, we apply Lemma 2.3 and \( s \lesssim p^0 q^0 \) to get the desired result,
\[ \sqrt{\frac{\sqrt{s}}{2} \Lambda_0 a^v} \lesssim (p^0 q^0)^{\frac{1}{2} + \frac{1}{4}} \sqrt{a^0} \lesssim (p^0 q^0)^{1/2} \sqrt{a^0}, \]
which holds using \( 1 + \sum_{j=1}^3 (a^j)^2 = (a^0)^2 \). This completes the proof. \( \Box \)

We now prove a potential type estimate for the relativistic collision operator.

**Proposition 3.2.** Suppose \( f \in L^1_1(\mathbb{R}^3) \). Then, for an arbitrary energy-momentum vector \( a^\mu \) we have
\[ \int_{\mathbb{R}^3} \frac{(p^0)^{1/2}}{g(p^\mu, a^\mu)} Q^+(f, f) dp \lesssim \sqrt{a^0} \| f \|^2_{L^1_1}, \]
where we recall the definition (1.11)

**Proof.** By choosing \( \varphi(p) = \frac{(p^0)^{1/2}}{g(p^\mu, a^\mu)} \) in (1.24), we observe that the right-hand side of the weak formulation is equal to
\[ I \triangleq \int_{\mathbb{R}^3} dp \frac{(p^0)^{1/2}}{g(p^\mu, a^\mu)} Q^+(f, f) \]
\[ = \frac{1}{2} \int_{\mathbb{R}^3} \frac{dp}{p^0} \frac{(p^0)^{1/2}}{g(p^\mu, a^\mu)} \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} dq' \int_{\mathbb{R}^3} \frac{dp'}{p'^0} \frac{sg\delta^{(4)}(p^\mu + q^\mu - p'^\mu - q'^\mu) f(p') f(q')}{g(p'^\mu, a'^\mu)}. \]

Doing a pre–post relabelling of the variables \((p^\mu, q^\mu) \to (p'^\mu, q'^\mu)\) and using the fact that \( s \) and \( g \) are invariant under this transformation, we obtain that the integral \( I \) is equal to
\[ \frac{1}{2} \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} dq' \int_{\mathbb{R}^3} \frac{dp'}{p'^0} \frac{(p^0)^{1/2}sg\delta^{(4)}(p^\mu + q^\mu - p'^\mu - q'^\mu) f(p) f(q)}{g(p'^\mu, a'^\mu)}. \]

We then use \( p'^0 \lesssim p^0 + q^0 \) from (1.12), to see that \( I \) is bounded above by
\[ \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} dq' \int_{\mathbb{R}^3} \frac{dp'}{p'^0} \frac{(p^0 + q^0)^{1/2}sg\delta^{(4)}(p^\mu + q^\mu - p'^\mu - q'^\mu) f(p) f(q)}{g(p'^\mu, a'^\mu)}. \]

The next estimate will be performed in the center-of-momentum frame where \( p + q = 0 \). For this, we make a change of variable using the specific choice of the Lorentz transform given in (2.3) as follows:
\[ \Lambda^\mu_v p^v \overset{\text{def}}{=} P'^\mu = (P^0, P'), \quad \Lambda^\mu_v q^v \overset{\text{def}}{=} Q'^\mu = (Q^0, Q'). \]  
(3.2)
Then, we will use the Lorentz invariance of $\delta^{(4)}$ as follows:

$$\delta^{(4)}(p'^\mu + q'^\mu - p^\mu - q^\mu) = \delta^{(4)}(\Lambda^\mu_\nu(p'^\nu + q'^\nu - p^\nu - q^\nu)).$$

We will similarly use the Lorentz invariance of $g$ as

$$g(p'^\mu, a^\mu) = g(\Lambda^\mu_\nu p'^\nu, \Lambda^\mu_\nu a^\nu) = g(P'^\mu, \Lambda^\mu_\nu a^\nu).$$

We also remark that $d^5q = a_0$ is a Lorentz transformation invariant measure as in (3.4).

Now we can bound the integral $I$ from above using this change of variable as

$$I \lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} \int_{\mathbb{R}^3} \frac{dQ'}{Q^0} \int_{\mathbb{R}^3} \frac{dP'}{P^0} \frac{1}{g(P'^\mu, \Lambda^\mu_\nu a^\nu)} \delta(P^0 + Q^0 - \sqrt{s}) \delta^{(3)}(P' + Q'),$$

where we used (2.4). Therefore, carrying out the integration over $Q'$, we obtain

$$I \lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} s g f(p) f(q)(p^0 + q^0)^{1/2} \int_{\mathbb{R}^3} \frac{dP'}{P^0} \frac{1}{g(P'^\mu, \Lambda^\mu_\nu a^\nu)} \delta(2P^0 - \sqrt{s}).$$

We now introduce a step function

$$u(x) = \begin{cases} 1 & x > 0, \\ 0 & x \leq 0, \end{cases} \quad (3.3)$$

and raise the 3-dimensional integral with respect to $P'$ to a 4-dimensional integral with respect to $P'^\mu$ as follows:

$$\int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} s g f(p) f(q)(p^0 + q^0)^{1/2} \int_{\mathbb{R}^4} \frac{dP'^\mu}{P^0} u(P^0) \delta(P'^\mu P'_\mu + 1) \frac{\delta(2P^0 - \sqrt{s})}{P^0},$$

Above, we also used the Lorentz invariant property of the measure $\frac{dp'}{p^0}$ as

$$\int_{\mathbb{R}^3} \frac{dP'}{P^0} = \int_{\mathbb{R}^4} dP'^\mu \ u(P^0) \delta(P'^\mu P'_\mu + 1). \quad (3.4)$$

We will also use the next calculation, recalling that $s = g^2 + 4$, to obtain

$$\delta\left(\frac{\sqrt{s}}{2} - P^0\right) = \delta\left(\frac{s/4 - 1 - |P'|^2}{\sqrt{s}/2 + P^0}\right) = \delta\left(\frac{g^2/4 - |P'|^2}{\sqrt{s}}\right).$$
\[
\delta \left( \frac{g/2 - |P'| (g/2 + |P'|)}{\sqrt{s}} \right) = \frac{\sqrt{s}}{g} \delta \left( g/2 - |P'| \right).
\]

To get to this, we used that
\[
\delta \left( \frac{|P'|^2 - \frac{g}{2}}{4} \right) = \frac{\delta(|P'| - \frac{g}{2}) + \delta(|P'| + \frac{g}{2})}{g},
\]
and the fact that \( \delta(|P'| + \frac{g}{2}) \) causes that integral to be zero.

Then, carrying out \( \delta(P^0 - \frac{\sqrt{s}}{2}) \) and using (1.9), we have
\[
I \lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} g s f(p) f(q)(p^0 + q^0)^{1/2} \int_{\mathbb{R}^3} dP' \frac{\delta(|P'|^2 - \frac{g^2}{4})}{g(P'^{\mu}, \Lambda^{\mu} a^{\nu})} \frac{2}{\sqrt{s}}
\]
\[
\lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} \sqrt{s} f(p) f(q)(p^0 + q^0)^{1/2} \int_{\mathbb{R}^3} dP' \frac{1}{g(P'^{\mu}, \Lambda^{\mu} a^{\nu})} \delta \left( |P'| - \frac{g}{2} \right).
\]

Now writing \( P' = |P'| \omega \) in polar coordinates, we have
\[
I \lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} \sqrt{s} f(p) f(q)(p^0 + q^0)^{1/2} \int_{\mathbb{S}^2} d\omega \delta(|P'|^2 \frac{g}{2}) \frac{1}{\sqrt{- \left( \frac{\sqrt{s}}{2} - \Lambda^{\mu} a^{\nu} \right)^2 + |P'| \omega - \Lambda a|^2}}.
\]

where we denote the vector \( \Lambda^{\mu} a^{\nu} = (\Lambda^{0} a^{\nu}, \Lambda a) \). Computing the delta function,
\[
I \lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} \sqrt{s} f(p) f(q) \int_{\mathbb{S}^2} d\omega \frac{g^2}{4} \frac{(p^0 + q^0)^{1/2}}{\sqrt{- \left( \frac{\sqrt{s}}{2} - \Lambda^{0} a^{\nu} \right)^2 + |\frac{g}{2} \omega - \Lambda a|^2}}.
\]

We then use Lemma 3.1 to bound \( I \) by
\[
I \lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} g \sqrt{s} f(p) f(q) \int_{\mathbb{S}^2} d\omega \frac{p^0 q^0 \sqrt{a^0}}{|\omega - \frac{2\Lambda a}{g}|}.
\]

Using \( \int_{\mathbb{S}^2} d\omega \frac{1}{|\omega - z|} \leq 1 \) independent of \( z \in \mathbb{R}^3 \), we have
\[
I \lesssim \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} g \sqrt{s} f(p) f(q) p^0 q^0 \sqrt{a^0}.
\]

Finally, we employ \( g \leq \sqrt{s} \lesssim \sqrt{p^0 q^0} \) to get the result in Proposition 3.2. \( \square \)
3.2. Hyper-Surface Integral of $Q^+$

We now estimate the integral of the gain term $Q^+$ on a relativistic hypersurface.

**Proposition 3.3.** Let $a^\mu$ be a space-like vector, and $b^\mu$ be an energy-momentum vector. Suppose $f \in L^1_1(\mathbb{R}^3)$. Then we have

$$
\int_{\mathbb{R}^3} dp (p^0)^{1/2} Q^+(f, f) \delta(a^\mu (p^\mu - b^\mu)) \lesssim \frac{1}{\sqrt{a^\mu a^\mu}} \|f\|^2_{L^1_1}.
$$

(3.6)

**Proof.** By choosing $\varphi(p) = (p^0)^{1/2} \delta(a^\mu (p^\mu - b^\mu))$ in (1.24), we observe that the right-hand side of the weak formulation is equal to

$$
I \overset{\text{def}}{=} \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} dq' \int_{\mathbb{R}^3} dp' (p^0)^{1/2} \text{sgf}(p') f(q')
\times \delta^{(4)}(p^\mu + q^\mu - p'^\mu - q'^\mu) \delta(a^\mu (p^\mu - b^\mu)).
$$

Similar to the previous proof, we again do a pre-post relabelling of the variables $(p^\mu, q^\mu) \to (p'^\mu, q'^\mu)$ and use the fact that $s$ and $g$ are invariant under this transformation, we obtain that the integral $I$ is bounded above by

$$
I \lesssim \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} dq' \int_{\mathbb{R}^3} dp' (p^0 + q^0)^{1/2} \text{sgf}(p) f(q)
\times \delta^{(4)}(p^\mu + q^\mu - p'^\mu - q'^\mu) \delta(a^\mu (p^\mu - b^\mu)),
$$

where we used $p^0 \leq p^0 + q^0$. Similar to the proof of Proposition 3.2, we will use the change of variable (3.2). We also define $A^\mu$ and $B^\mu$ by

$$
A^\mu = (A^0, A) = \Lambda^\mu_\nu a^\nu, \quad B^\mu = (B^0, B) = \Lambda^\mu_\nu b^\nu.
$$

Then, following the same argument as used in the proof of Proposition 3.2, the 3-dimensional delta function of the momentum conservation laws in the 4-dimensional delta function reduces the $dQ'$ integral and then we can bound $I$ above by

$$
\int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \text{sgf}(p) f(q)(p^0 + q^0)^{1/2} \int_{\mathbb{R}^3} dp' \left( \frac{\sqrt{s}}{2} - p^0 \right) \delta\left( \frac{\sqrt{s}}{2} - p^0 \right) \frac{\delta(A^\mu (P^\mu_\nu - B^\mu_\nu))}{p^0}
$$

$$
= \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \text{sgf}(p) f(q)(p^0 + q^0)^{1/2} \int_{\mathbb{R}^3} dp' \frac{\sqrt{s}}{2} \delta\left( \frac{g}{2} - |P'| \right) \delta\left( A^\mu (P^\mu_\nu - B^\mu_\nu) \right)
$$

$$
= \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \text{sgf}(p) f(q)(p^0 + q^0)^{1/2} \mathcal{B}(p, q),
$$

(3.7)
up to a constant. We now express $\mathcal{B}$ in the polar coordinates, with $\theta$ denoting the angle between $A$ and $P'$, as

$$
\mathcal{B} = \int_{\mathbb{R}^3} \frac{dP'}{(P'^0)^2} \frac{\sqrt{s}}{g} \delta \left( \frac{g}{2} - |P'| \right) \delta \left( -a^0 P'^0 + A \cdot P' - A^\mu B_\mu \right) \\
= \int_{S^2} d\omega \int_0^\infty \frac{|P'|^2 d|P'|}{(P'^0)^2} \frac{\sqrt{s}}{g} \delta \left( \frac{g}{2} - |P'| \right) \delta \left( -a^0 \sqrt{1 + |P'|^2} + |A||P'| \cos \theta - A^\mu B_\mu \right) \\
= \frac{g}{\sqrt{s}} \int_{S^2} d\omega \delta \left( -\frac{\sqrt{s}}{2} a^0 + |A| \frac{g}{2} \cos \theta - A^\mu B_\mu \right) \\
= \frac{2}{\sqrt{s}|A|} \int_{S^2} d\omega \delta \left( \cos \theta - \frac{2 A^\mu B_\mu + a^0 \sqrt{s}}{|A|} \right).
$$

Note that we have used $|P'| = \frac{g}{2}$ and $P'^0 = \frac{\sqrt{s}}{2} \geq 1$ when we carried out the delta function of $\delta \left( \frac{g}{2} - |P'| \right)$ as also done in the proof of Proposition 3.2.

Then we make a change of variable $v = \cos \theta$ to compute that

$$
\mathcal{B} = \frac{2}{\sqrt{s}|A|} \int_0^{2\pi} d\psi \int_{-1}^1 dv \delta \left( v - \frac{2 A^\mu B_\mu + a^0 \sqrt{s}}{|A|} \right) \lesssim \frac{4\pi}{\sqrt{s}|A|}.
$$

We put this estimate back into (3.7) to obtain the upper bound

$$
I \lesssim \frac{1}{|A|} \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} q_0 \sqrt{s} g f(p) f(q) (p^0 + q^0)^{1/2} \\
\lesssim \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \left( p_0 q_0 \right)^{1/2} f(p) f(q) \frac{1}{|A|} \lesssim \frac{1}{|A|} \|f\|_{L^\frac{1}{2}}^2,
$$

where we also used that $g < \sqrt{s} \lesssim \sqrt{p^0 q^0}$. Now, the desired result follows from

$$
|A|^2 \geq |A|^2 - (A^0)^2 = \Lambda^\mu_\nu a^\nu \eta_{\mu\lambda} \Lambda^\lambda_k a^k = a^\mu a_\mu = -(a^0)^2 + |a|^2 > 0,
$$

which holds because $a^\mu$ is space-like. This completes the proof. □

4. Estimates of the Solutions

In this section we will establish corresponding potential type estimates and hyper-surface integral estimates of any solution to (1.1). Specifically, in contrast to the results in the previous section, we now in this section assume that $f(p, t)$ is a solution to (1.1) and the proofs below will make use of the dynamics of the Boltzmann equation (1.1).

Lemma 4.1. Suppose $f_0$ satisfies (1.22) with $\rho \geq 1$. Let $f$ be a solution to (1.1) satisfying (1.23). Then we have

$$
\int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f(p, t)}{g(p^\mu, a^\mu)} \lesssim (a^0)^{1/2} \left( \|f_0\|_{L^\infty} + \|f_0\|_{L^1} \right) + \frac{\sqrt{a^0}}{C_\ell} \|f_0\|_{L^1} (1 - e^{-C_\ell t})
$$

for any energy-momentum vector $a^\mu$ with $g(p^\mu, a^\mu)$ defined in (1.11). Here $C_\ell > 0$ is the constant from Lemma 2.2.
We remark that the proof of Lemma 4.1 below only uses the entropy bounds from (1.22) and (1.23) in the application of the lower bound for the collision frequency from Lemma 2.2.

**Proof.** We multiply (1.4) by \( \frac{(p^0)^{1/2}}{g(p^\mu, a^\mu)} \) and integrate with respect to \( dp \) to get

\[
\partial_t \int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f(p)}{g(p^\mu, a^\mu)} + \int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f(p)Lf(p)}{g(p^\mu, a^\mu)} \leq \int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{Q^+(f, f)}{g(p^\mu, a^\mu)}.
\]

We then apply Lemma 2.2 and Proposition 3.2 and (1.5) to derive

\[
\partial_t \int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f(p)}{g(p^\mu, a^\mu)} + C_\ell \int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f(p)}{g(p^\mu, a^\mu)} \lesssim \sqrt{a^0} \|f_0\|_{L^1_t}^2,
\]

which leads to

\[
\frac{d}{dt} \left( e^{C_\ell t} \int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f(p, t)}{g(p^\mu, a^\mu)} \right) \lesssim \sqrt{a^0} \|f_0\|_{L^1_t}^2 e^{C_\ell t}.
\]

Therefore, we conclude that

\[
\int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f(p, t)}{g(p^\mu, a^\mu)} \lesssim e^{-C_\ell t} \int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f_0(p)}{g(p^\mu, a^\mu)} + \frac{\sqrt{a^0}}{C_\ell} \|f_0\|_{L^1_t}^2 (1 - e^{-C_\ell t}).
\]

We then use the coercive inequality in (2.1) to compute

\[
\int_{\mathbb{R}^3} dp (p^0)^{1/2} \frac{f_0(p)}{g(p^\mu, a^\mu)} \leq \sqrt{a^0} \int_{\mathbb{R}^3} dp p^0 \frac{f_0(p)}{|p - a|} = \sqrt{a^0} \int_{|p - a| < 1} dp p^0 \frac{f_0(p)}{|p - a|} + \sqrt{a^0} \int_{|p - a| > 1} dp p^0 \frac{f_0(p)}{|p - a|} \lesssim (a^0)^{1/2} \left( \|f_0\|_{L^\infty_t} + \|f_0\|_{L^1_t} \right),
\]

which yields the desired result. \( \square \)

Now we prove an estimate of the integral of a solution over a hypersurface.

**Lemma 4.2.** Let \( a^\mu \) be a space-like vector and \( b^\mu \) be an energy-momentum vector. Suppose \( f_0 \) satisfies (1.22) for \( \rho > \frac{5}{2} \). Let \( f \) be a solution to (1.1) satisfying (1.23). Then we have

\[
\int_{\mathbb{R}^3} dp (p^0)^{1/2} f(p, t) \delta(a^\mu(p^\mu - b^\mu)) \lesssim \frac{1}{|a|} \|f_0\|_{L^\infty_t} + \frac{1 - e^{-C_\ell t}}{C_\ell} \frac{1}{\sqrt{a^\mu a^\mu}} \|f_0\|_{L^1_t}^2,
\]

where \( C_\ell > 0 \) is the constant given in Lemma 2.2.
We remark again that the proof of Lemma 4.2 only uses the entropy bounds from (1.22) and (1.23) in the application of the lower bound for the collision frequency from Lemma 2.2.

**Proof.** We integrate (1.4) with respect to \((p^0)^{1/2} \delta(a^\mu (p_\mu - b_\mu)) dp\) to obtain
\[
\partial_t \int_{\mathbb{R}^3} dp (p^0)^{1/2} f(p) \delta(a^\mu (p_\mu - b_\mu)) + \int_{\mathbb{R}^3} dp (p^0)^{1/2} f(p) L_f(p) \delta(a^\mu (p_\mu - b_\mu)) = \int_{\mathbb{R}^3} dp (p^0)^{1/2} Q^+(f, f) \delta(a^\mu (p_\mu - b_\mu)).
\]

Then we have from Lemma 2.2 and Proposition 3.3 that
\[
\partial_t \int_{\mathbb{R}^3} dp (p^0)^{1/2} f(p) \delta(a^\mu (p_\mu - b_\mu)) + C_\ell \int_{\mathbb{R}^3} dp (p^0)^{1/2} f(p) \delta(a^\mu (p_\mu - b_\mu)) \lesssim \frac{1}{\sqrt{\alpha^\mu a_\mu}} \| f \|_{L^1_{1/2}}^2 \lesssim \frac{1}{\sqrt{\alpha^\mu a_\mu}} \| f_0 \|_{L^1_1}^2,
\]
which immediately gives
\[
\frac{d}{dt} \left( e^{C_\ell t} \int_{\mathbb{R}^3} dp (p^0)^{1/2} f(p) \delta(a^\mu (p_\mu - b_\mu)) \right) \lesssim \frac{1}{\sqrt{\alpha^\mu a_\mu}} \| f_0 \|_{L^1_1}^2 e^{C_\ell t}.
\]

Therefore, we obtain
\[
\int_{\mathbb{R}^3} dp (p^0)^{1/2} f(p) \delta(a^\mu (p_\mu - b_\mu)) \lesssim e^{-C_\ell t} \int_{\mathbb{R}^3} dp (p^0)^{1/2} f_0(p) \delta(a^\mu (p_\mu - b_\mu)) + \frac{1 - e^{-C_\ell t}}{C_\ell} \frac{1}{\sqrt{\alpha^\mu a_\mu}} \| f_0 \|_{L^1_1}^2.
\]

It remains to estimate the first term in the upper bound. For this, we use the standard polar-coordinate representation of \(p \mapsto (r, \theta, \phi)\) with \(z\) axis parallel to the vector \(a = (a^1, a^2, a^3)\) from \(a^\mu\) so that we have
\[
I_1 \overset{\text{def}}{=} \int_{\mathbb{R}^3} dp (p^0)^{1/2} f_0(p) \delta(a^\mu (p_\mu - b_\mu))
\]
\[
= \int_0^\infty r^2 dr \int_0^{2\pi} d\theta \int_0^\pi \sin \phi d\phi (1 + r^2)^{1/4} f_0(p) \delta(-a^0 \sqrt{1 + r^2} + |a|r \cos \phi - a^\mu b_\mu)
\]
\[
= \int_0^\infty dr \int_0^{2\pi} d\theta \int_0^\pi d\phi \sin \phi r^2 (1 + r^2)^{1/4} f_0(p) \frac{1}{|a|r} \delta \left( \cos \phi - \frac{a^0 \sqrt{1 + r^2} + a^\mu b_\mu}{|a|r} \right).
\]

We then perform another change of variables, \(v = \cos \phi\), to compute
\[
I_1 = \int_0^\infty dr \int_0^{2\pi} d\theta \int_{-1}^1 dv (1 + r^2)^{1/4} f_0(p) \frac{r}{|a|} \delta \left( v - \frac{a^0 \sqrt{1 + r^2} + a^\mu b_\mu}{|a|r} \right)
\]
\[
\leq \| f_0 \|_{L^p} \int_0^\infty dr \int_0^{2\pi} d\theta \int_{-1}^1 dv (1 + r^2)^{1/4} \frac{r}{|a|} \delta \left( v - \frac{a^0 \sqrt{1 + r^2} + a^\mu b_\mu}{|a|r} \right)
\]
\[
\leq \| f_0 \|_{L^p} \int_0^\infty dr \int_0^{2\pi} d\theta \int_{-1}^1 dv (1 + r^2)^{1/4} \frac{r}{|a|} \delta \left( v - \frac{a^0 \sqrt{1 + r^2} + a^\mu b_\mu}{|a|r} \right).
\]
\[
\leq 2\pi \| f_0 \|_{L_p^\infty} \int_0^\infty dr \frac{(1 + r^2)^{\frac{1}{2} - \frac{2}{3}r}}{|a|}
\]
\[
\lesssim \| f_0 \|_{L_p^\infty} \rho \int_0^\infty dr \int_0^\infty \left(1 + r^2 \right)^{\frac{1}{4} - \frac{2}{3}r} |a|.
\]
which holds for \( \rho > \frac{5}{2} \). This completes the proof. \( \square \)

5. Propagation of the Uniform Upper Bound

In this section, we prove the propagation of the uniform \( L^\infty \) upper bound for solutions to (1.1) that is given in Theorem 1.1.

5.1. Uniform Bound of \( Q^+ \)

The last ingredient that we will use in our proof of Theorem 1.1 is the uniform upper bound for \( Q^+ \). To obtain this bound, we will derive the relativistic version of the Carleman representation:

**Proposition 5.1.** (Relativistic Carleman representation) The relativistic gain operator \( Q^+ \) has the following alternative representation.

\[
Q^+(f, f) = \frac{1}{2p^0} \int_{\mathbb{R}^3} \frac{dq'}{q^0} \int_{\mathbb{R}^3} \frac{dq'}{q^0} \int_{\mathbb{R}^3} \frac{dp'}{p^0} \delta(4)(p^\mu + q^\mu - p^\mu - q^\mu) f(p') f(q').
\]

Here \( u(x) \) is defined as in (3.3) and \( d\pi_{q'} \) is the surface measure on the relativistic hypersurface, so we have

\[
\left\{ q'^\mu \in \mathbb{R}^4 \mid (p'^\mu - p^\mu)(q'^\mu - p^\mu) = 0 \right\}.
\]

**Proof.** We recall from (1.2) and (1.3) that \( Q^+ \) can be written as

\[
Q^+(f, f) = \frac{1}{2p^0} \int_{\mathbb{R}^4} \frac{dq}{q^0} \int_{\mathbb{R}^3} \frac{dq'}{q^0} \int_{\mathbb{R}^3} \frac{dp'}{p^0} s \sigma \delta(4)(p^\mu + q^\mu - p^\mu - q^\mu) f(p') f(q').
\]

We use (3.4) with (3.3) to raise the 3-fold integral with respect to \( dq \) to a 4-fold integral with respect to \( dq^\mu \). In the rest of this proof we will for brevity use the notation \( Q^+ = Q^+(f, f) \). Then we have

\[
Q^+ = \frac{1}{2p^0} \int_{\mathbb{R}^4} dq^\mu \int_{\mathbb{R}^3} dq' \int_{\mathbb{R}^3} dp' \frac{dp'}{p^0} s \sigma \delta(4)(p^\mu + q^\mu - p^\mu - q^\mu) \delta(q^\mu q_\mu + 1)
\]
\[
\times u(q^0) f(p') f(q').
\]

Now we reduce the integral with respect to \( dq^\mu \) by evaluating the 4-dimensional delta function as follows:

\[
Q^+ = \frac{1}{2p^0} \int_{\mathbb{R}^3} \frac{dq'}{q^0} \int_{\mathbb{R}^3} \frac{dp'}{p^0} s \sigma \delta ((p'^\mu + q'^\mu - p^\mu)(p'_\mu + q'_\mu - p^\mu) + 1)
\]
\[ \times u(p^0 + q^0 - p^0) f(p') f(q'). \]

Now the Lorentz inner product inside the delta function can be expanded as

\[
(p''^\mu + q''^\mu - p^\mu)(p''_\mu + q''_\mu - p_\mu) + 1
= 2p''^\mu q''_\mu - 2p''^\mu p_\mu - 2q''^\mu p_\mu + p''^\mu p'_\mu + q''^\mu q'_\mu + p^\mu p_\mu + 1
= 2p''^\mu q''_\mu - 2p''^\mu p_\mu - 2q''^\mu p_\mu + 2p''^\mu p_\mu
= 2(p''^\mu - p^\mu)(q''_\mu - p_\mu),
\]

where we used that these are all energy-momentum vectors as

\[ p''^\mu p'_\mu + q''^\mu q'_\mu + p^\mu p_\mu + 1 = -2 = 2p''^\mu p_\mu. \]

Therefore, the gain term \( Q^+ \) is equal to

\[
Q^+ = \frac{1}{4p^0} \int_{\mathbb{R}^3} \frac{dp'}{p'^0} f(p') \int_{\mathbb{R}^3} \frac{dq'}{q'^0} s \delta((p''^\mu - p^\mu)(q''_\mu - p_\mu)) u(p^0 + q^0 - p^0) f(q'),
\]

(5.1)

since \( \delta(2x) = \delta(x)/2 \). We now apply the simple layer formula in the \( q' \) variable as

\[
\int_{\mathbb{R}^n} f(x) \delta(g(x)) dx = \int_{g(x) = 0} \frac{f(x)}{|\nabla_x g(x)|} \, d\pi_x.
\]

Plugging this into (5.1) completes the proof. \( \square \)

We will now show that the gain term is uniformly bounded from above under (1.22) and (1.23). For the estimates in the proof of Proposition 5.2, we will use the representation (5.1) without applying the simple layer formula.

**Proposition 5.2.** (Uniform upper bound of \( Q^+ \)) Suppose \( f_0 \) satisfies (1.22) for \( \rho > \frac{5}{2} \). Let \( f \) be a solution to (1.1) satisfying (1.23). Then, there exists a uniform constant \( C_{Q^+} = C_{Q^+}(\|f_0\|_{L^\infty}, \|f_0\|_{L^1}) > 0 \) such that

\[
Q^+(f, f) \leq C_{Q^+}.
\]

We mention that the proof of Proposition 5.2 only uses the entropy bounds from (1.22) and (1.23) in the application of the lower bound for the collision frequency from Lemma 2.2 that was used in the proofs of Lemmas 4.1 and 4.2.

**Proof.** We start with the relativistic Carleman representation in (5.1). Note that \( g^2(p^\mu, q^\mu) \leq s(p^\mu, q^\mu) = s(p''^\mu, q''^\mu) \leq p^0 q^0 \) and our hypothesis on the collision cross-section \( \sigma \) from (1.21) says that \( \sigma \approx g \). Also \( u \leq 1 \) as in (3.3). Then we obtain

\[
Q^+(f, f) \lesssim \frac{1}{p^0} \int_{\mathbb{R}^3} \frac{dp'}{p'^0} \int_{\mathbb{R}^3} \frac{dq'}{q'^0} (p'^0 q'^0)^{3/2} \delta((p''^\mu - p^\mu)(q''_\mu - p_\mu)) f(p') f(q').
\]
Note that $p'^{\mu} - p^{\mu}$ is a space-like vector as long as $p'^{\mu} - p^{\mu} \neq 0$, since then we get

$$(p'^{\mu} - p^{\mu})(p'_\mu - p_\mu) = g^2 (p'^{\mu}, p^{\mu}) > 0.$$ 

Then by Lemma 4.2 with $a^{\mu} = (p'^{\mu} - p^{\mu})$ and $b^{\mu} = p^{\mu}$ (where the role of $q'^{\mu}$ is that of $p^{\mu}$ in Lemma 4.2) we obtain that

$$\frac{1}{p^0} \int_{\mathbb{R}^3} dp' (p'^0)^{1/2} f(p') \int_{\mathbb{R}^3} dq' (q'^0)^{1/2} f(q') \delta ((p'^{\mu} - p^{\mu})(q'_\mu - p_\mu))$$

$$\leq \frac{1}{p^0} \int_{\mathbb{R}^3} dp' \frac{(p'^0)^{1/2} f(p')}{|p' - p|} \|f_0\|_{L^\infty_\rho} + \frac{1 - e^{-C_\ell t} \|f_0\|_{L^1_\rho}^2}{C_\ell} \int_{\mathbb{R}^3} dp' \frac{(p'^0)^{1/2} f(p')}{g(p'^{\mu}, p^{\mu})}$$

$$\leq \left( \frac{\|f_0\|_{L^\infty_\rho}}{p^0} + \frac{1 - e^{-C_\ell t} \|f_0\|_{L^1_\rho}^2}{C_\ell} \right) \frac{1}{p^0} \int_{\mathbb{R}^3} dp' \frac{(p'^0)^{1/2} f(p')}{g(p'^{\mu}, p^{\mu})},$$

where in the last inequality we used $|p' - p| \geq g(p'^{\mu}, p^{\mu})$ from (2.1). Now we use Lemma 4.1 to obtain that

$$\frac{1}{p^0} \int_{\mathbb{R}^3} dp' \frac{(p'^0)^{1/2} f(p')}{g(p'^{\mu}, p^{\mu})} \leq \frac{1}{p^0} (p^0)^{1/2} (\|f_0\|_{L^\infty_\rho} + \|f_0\|_{L^1_\rho} + \|f\|_{L^2_\rho}^2).$$

Therefore, we conclude that $Q^+(f, f) \leq (p^0)^{-1/2} C_{Q^+} (\|f_0\|_{L^\infty_\rho}, \|f_0\|_{L^1_\rho}).$ \qed

Now we are ready to prove our main theorem.

**Proof of Theorem 1.1.** Under the assumptions on the initial date in Theorem 1.1, we have a global in time solution to (1.1), as given in [46, Theorem 4.2, p. 933], satisfying (1.23). Therefore, applying Lemma 2.2 and Proposition 5.2 to (1.1), we obtain that

$$\partial_t f + C_\ell f \leq C_{Q^+},$$

which directly implies

$$f(p, t) \leq e^{-C_\ell t} f_0(p) + \frac{C_{Q^+}}{C_\ell} \left( 1 - e^{-C_\ell t} \right) < \infty.$$ 

Since we have assumed that $f_0 \in L^\infty_\rho$, this completes the proof. \qed

### 6. Propagation of the Polynomial and the Maxwellian Upper Bounds

In this section, we will prove Theorems 1.2 and 1.3. For the proof of both theorems, we will use the following Theorem 6.1 as well as Theorem 1.1:

**Theorem 6.1.** (Theorem 5.2 of [46]) Let $f_0$ satisfy the assumptions given in (1.20). Then by [46, Theorem 4.2, p. 933] we have a unique global in time solution $f(p, t) \geq 0$ to (1.1). This solution will further have the propagation of moments as follows:
(1) If \( f_0 \) additionally satisfies for some \( k \geq 1 \) that

\[
\int_{\mathbb{R}^3} f_0(p)(p^0)^k \, dp < \infty,
\]

then there exists a uniform constant \( C > 0 \) such that the polynomial moment will propagate in time as follows:

\[
\int_{\mathbb{R}^3} f(p, t)(p^0)^k \, dp \leq C < \infty, \quad \forall t \geq 0.
\]

(2) If \( f_0 \) additionally satisfies for some constant \( R_0 > 0 \) that

\[
\int_{\mathbb{R}^3} f_0(p)e^{R_0 p^0} \, dp < \infty,
\]

then the exponential moment will propagate in the sense that there exists a constant \( R = R(f_0, R_0) > 0 \) such that there is uniform constant \( C > 0 \) satisfying

\[
\int_{\mathbb{R}^3} f(p, t)e^{R p^0} \, dp \leq C < \infty, \quad \forall t \geq 0.
\]

We note that in general \( R = R(f_0, R_0) > 0 \) in Theorem 6.1 satisfies \( R < R_0 \). Now we are ready to prove Theorem 1.2. The proof contains several steps.

**Proof of Theorem 1.2.** Suppose that \( f \) is a solution to (1.1) with the initial data \( f_0 \) which satisfies the assumptions of Theorem 1.2 with \( R_0 > 0 \). We clearly have

\[
\int_{\mathbb{R}^3} f_0(p)(p^0)^m_0 e^{\tilde{R}_0 p^0} \, dp < \infty, \quad \tilde{R}_0 < R_0.
\]

Then, by Theorem 6.1, there exists \( R = R(f_0, \tilde{R}_0) > 0 \) and \( C > 0 \) such that

\[
\int_{\mathbb{R}^3} f(p, t)(p^0)^m_0 e^{R p^0} \, dp \leq C < \infty, \quad \forall t \geq 0.
\]

Now, we fix a constant \( R_1 > 0 \) which satisfies that \( R_1 < R \), and we define

\[
h(p, t) \overset{\text{def}}{=} f(p, t)(p^0)^m_0 e^{R_1 p^0}.
\]

We will show that there exists a constant \( C > 0 \) such that \( h(p, t) \leq C \) for all \( t \geq 0 \). To this end we observe that \( h \) satisfies

\[
\partial_t h = \partial_t f(p, t)(p^0)^m_0 e^{R_1 p^0} = (p^0)^m_0 e^{R_1 p^0} Q(f, f) = (p^0)^m_0 e^{R_1 p^0} (Q^+(f, f) - Q^-(f, f)).
\]

Since \( Q^-(f, f) = f Lf \), we have

\[
\partial_t h + h Lf = (p^0)^m_0 e^{R_1 p^0} Q^+(f, f).
\]
We use Lemma 2.2, with $C_\ell > 0$, to further obtain that
\[ \partial_t h + C_\ell (p^0) h \leq (p^0)^{m_0} e^{R_1 p^0} Q^+(f, f). \tag{6.1} \]

Next, we observe that
\[
4(p^0)^2 (q^0)^2 = 2(p^0)^2 (q^0)^2 + 2(p^0)^2 (q^0)^2 \\
\geq (p^0)^2 + (q^0)^2 \\
= (p_0 + q_0)^2 \\
\geq (p_0)^2,
\]
to obtain using (1.16) that
\[
Q^+(h, h) = \int_{\mathbb{R}^3} dq \int_{S^2} d\omega \, v_\phi \sigma (g, \theta) (q^0)^{m_0} (p^0)^{m_0} e^{R_1 (p^0 + q^0)} f(q') f(p') \\
= \int_{\mathbb{R}^3} dq \int_{S^2} d\omega \, v_\phi \sigma (g, \theta) (q^0)^{m_0} (p^0)^{m_0} e^{R_1 (p^0 + q^0)} f(q') f(p') \\
\geq \int_{\mathbb{R}^3} dq \int_{S^2} d\omega \, v_\phi \sigma (g, \theta) 2^{-m_0} (p^0)^{m_0} e^{R_1 (p^0 + q^0)} f(q') f(p') \\
\geq 2^{-m_0} (p^0)^{m_0} e^{R_1 p^0} \int_{\mathbb{R}^3} dq \int_{S^2} d\omega \, v_\phi \sigma (g, \theta) f(q') f(p') \\
= 2^{-m_0} (p^0)^{m_0} e^{R_1 p^0} Q^+(f, f).
\]
Therefore, using (6.1), we conclude that $h$ satisfies
\[ \partial_t h + C_\ell (p^0) h \leq 2^{m_0} Q^+(h, h). \tag{6.3} \]

Now we define $h_0 \overset{\text{def}}{=} f_0 (p^0)^{m_0} e^{R_1 p^0}$. Then $|h_0|_{L_\rho^\infty}$ is bounded for any $\rho > 0$ because
\[
|h_0|_{L_\rho^\infty} = \sup_{\rho \in \mathbb{R}^3} |(p^0)^{\rho + m_0} f_0(p) e^{R_1 p^0}| \lesssim \sup_{\rho \in \mathbb{R}^3} |f_0(p) e^{R_0 p^0}| \overset{\text{def}}{=} A_1 < \infty,
\]
since $R_1 < R < R_0$. We also have that $|h|_{L_1^1}$ is bounded because
\[
|h|_{L_1^1} = \int_{\mathbb{R}^3} dp \, (p^0)^{1 + m_0} f(p, t) e^{R_1 p^0} \lesssim \int_{\mathbb{R}^3} dp \, f(p, t) e^{R_0 p^0} \overset{\text{def}}{=} A_2 < \infty.
\]
Furthermore, $|h_0|_{L_1^1}$ is bounded because $R_1 < R < \bar{R}_0$ and
\[
|h_0|_{L_1^1} = \int_{\mathbb{R}^3} dp \, (p^0)^{1 + m_0} f_0(p) e^{R_1 p^0} \lesssim \int_{\mathbb{R}^3} dp \, f_0(p) e^{R_0 p^0} \overset{\text{def}}{=} A_3 < \infty.
\]
We note that the constants $A_1$, $A_2$ and $A_3$ are uniform for fixed $R_0$. Therefore, by Proposition 5.2, there exists a constant $C' > 0$ such that
\[ Q^+(h, h) \leq C', \quad C' = C'(A_1, A_2, A_3). \]
The results of Proposition 5.2 as above follow from the fact that Lemmas 4.1 and 4.2 and hence Proposition 5.2 remain true following the same proofs even if \( h \) only solves the differential inequality (6.3) instead of (1.1). Note that \( C' \) depends only on \( f_0, R_0, R, \) and \( s \), but not on \( R_1 \). Hence, we have from (6.3) that

\[
\partial_t h + C_\ell h \leq C'
\]

for \( C_\ell > 0 \) and \( C' > 0 \). Therefore, we obtain

\[
h(p, t) \leq e^{-C_\ell t} h_0(p) + \frac{C'}{C_\ell} \left( 1 - e^{-C_\ell t} \right) \leq |h_0|_{L^\infty} + \frac{C'}{C_\ell} \overset{\text{def}}{=} C_1.
\]

Thus, we further obtain that

\[
f(p, t) \leq C_1(p_0)^{-m_0} e^{-R_1 p^0}
\]

for \( t > 0 \). This completes the proof of Theorem 1.2. \( \square \)

Next we prove the uniform polynomial bound given in Theorem 1.3.

**Proof of Theorem 1.3.** We will use the same strategy as in the proof of Theorem 1.2, thus we only give a brief sketch of the differences. We suppose that \( f \) is a solution to (1.1) with the initial data \( f_0 \) which satisfies the assumptions of Theorem 1.3 with \( \rho > \frac{5}{2} \). Then, by Theorem 6.1, there exists \( C > 0 \) such that

\[
\int_{\mathbb{R}^3} f(p, t)(p_0)^{m_0} dp \leq C < \infty, \forall t \geq 0.
\]

Now, we define

\[
h(p, t) \overset{\text{def}}{=} f(p, t)(p_0)^{m_0}.
\]

We show that there exists a constant \( C > 0 \) such that \( h(p, t) \leq C \) for all \( t \geq 0 \).

As in the proof of Theorem 1.2, \( h \) satisfies

\[
\partial_t h + h L f = (p_0)^{m_0} Q^+(f, f).
\]

We use Lemma 2.2, with \( C_\ell > 0 \), to similarly obtain that

\[
\partial_t h + C_\ell (p_0) h \leq (p_0)^{m_0} Q^+(f, f). \tag{6.4}
\]

Next, we recall (6.2) to obtain similarly using (1.16) that

\[
Q^+(h, h) \geq 2^{-m_0} (p_0)^{m_0} Q^+(f, f).
\]

Therefore, using (6.4), we conclude that \( h \) satisfies

\[
\partial_t h + C_\ell (p_0) h \leq 2^{m_0} Q^+(h, h). \tag{6.5}
\]

Now we define \( h_0 \overset{\text{def}}{=} f_0(p_0)^{m_0} \). Then \( |h_0|_{L_{p_0}^{\infty}} \) is bounded for any \( \rho > \frac{5}{2} \) because we assume initially that \( |h_0|_{L^\infty} = |f_0|_{L_{m_0+\rho}^{\infty}} < \infty \). We also have that \( |h|_{L_1} \) is bounded because \( |h(t)|_{L_1} = |f(t)|_{L_{m_0+1}^1} \leq \tilde{C} < \infty \) for a uniform constant \( \tilde{C} > 0 \forall t \geq 0 \).
by using Theorem 6.1 and $|f_0|_{L^1_{m_0+1}} < \infty$. Similarly, $|h_0|_{L^1_{m_0+1}} = |f_0|_{L^1_{m_0+1}} < \infty$. Therefore, again by Proposition 5.2, there exists a constant $C' > 0$ such that

$$Q^+(h, h) \leq C', \quad C' = C'(\tilde{C}, |f_0|_{L^1_{m_0+1}}, |f_0|_{L^\infty_{m_0+1}}).$$

Again the proofs of Proposition 5.2, Lemmas 4.1, and 4.2 still go through even if $h$ only solves the differential inequality (6.5). We conclude (6.5) that

$$\partial_t h + C_i h \leq C'.$$

The proof is completed using the same argument in the proof of Theorem 1.2. □

7. H-theorem

In this section, as an application of our $L^\infty$ estimates, we provide a proof of the $H$-theorem as in (1.6) for the solutions to (1.1) from [46, Theorem 4.2, p. 933]. Note that the $H$-theorem for (1.1) is also established in [46] under different assumptions on the solution, based on the argument of [4]. However our uniform upper bounds established in Theorems 1.1, 1.2 and 1.3 enable us to prove the $H$-theorem in a much more direct way. To this end we consider the following approximated problem for (1.1) for any small $\varepsilon > 0:

$$\partial_t f^\varepsilon = Q(f^\varepsilon, f^\varepsilon),$$

$$f^\varepsilon(0) = f_{0, \varepsilon}(p) \geq 0. \quad (7.1)$$

Here truncated initial data $f_{0, \varepsilon}$ is defined by

$$f_{0, \varepsilon}(p) = \min \left( \frac{1}{\varepsilon}, f_0 \right) 1_{|p| < 1/\varepsilon} + \varepsilon e^{-p^0}.$$ 

Here $1_A$ is the standard indicator function of the set $A$. Since we have from the definition of $f_{0, \varepsilon}$ that

$$\|f_{0, \varepsilon}\|_{L^\infty_{\rho}} \leq C(\varepsilon, \rho) < \infty$$

for any $\rho > 0$, the global existence of $f^\varepsilon \geq 0$ conserving the mass, momentum and energy as in (1.5) (without assuming the entropy bound) is guaranteed as in [36, Theorem 3.1] and [46, Theorem 4.2]. Then we see that $f^\varepsilon$ is strictly positive by using the Duhamel formula for (7.1) as

$$f^\varepsilon(p, t) = e^{-\int_0^t L f^\varepsilon(s) ds} f_{0, \varepsilon}(p) + \int_0^t e^{-\int_0^s L f^\varepsilon(\tau) d\tau} Q^+(f^\varepsilon, f^\varepsilon)(s) ds$$

$$\geq e^{-\int_0^t L f^\varepsilon(s) ds} f_{0, \varepsilon}(p)$$

$$\geq \varepsilon e^{-t C_\varepsilon T(p^0)^{1/2}} e^{-p^0}, \quad (7.2)$$

where we used that $\partial_t f^\varepsilon = Q^+(f^\varepsilon, f^\varepsilon) - f^\varepsilon L f^\varepsilon$ and we further used that

$$L f^\varepsilon = \int_{\mathbb{R}^3 \times S^2} v_\phi \sigma f^\varepsilon(q) dq d\omega \leq \int_{\mathbb{R}^3} (p_0^0 q_0)^{1/2} f^\varepsilon(q) dq$$
\[
\lesssim \| f^\varepsilon \|_{L^{1/2}(p_0^{1/2})} \lesssim \| f_{0,\varepsilon} \|_{L^{1}(p_0^{1/2})},
\]
since \( v_\phi \lesssim 1 \) and \( \sigma \approx g \lesssim (p_0 q_0^{1/2}) \) from (1.21) and (1.11).

On the other hand, instead of using Lemma 2.2 which involves the entropy bound in (1.23), we alternatively use the trivial lower bound

\[
Lf^\varepsilon \geq 0
\]  
(7.3)
to get from (7.1) that

\[
\partial_t f^\varepsilon \leq Q^+(f^\varepsilon, f^\varepsilon).
\]  
(7.4)

Now, following the proofs of Lemma 4.1 and Lemma 4.2 and Proposition 5.2 reveals that, even without the entropy bounds using (7.3) instead of Lemma 2.2, we still obtain the following time dependent bound (instead of the uniform-in-time bound in Proposition 5.2) for \( T > 0 \):

\[
Q^+(f^\varepsilon, f^\varepsilon) \leq C_{\varepsilon,T}.
\]  
(7.5)

Note that we have not used the \( H \)-functional, defined in (1.7), at all in our arguments in this section thus far. Now, gathering the estimates in (7.3), (7.4) and (7.5), we derive the following local-in time bound for (7.1):

\[
f^\varepsilon \leq f_{0,\varepsilon} + TC_{\varepsilon,T}, \quad \forall 0 \leq t \leq T.
\]  
(7.6)

Now, the lower and upper bound in (7.2) and (7.6) guarantees that the \( H \)-functional for \( H(f^\varepsilon(t)) \), in (1.7), is well-defined, and the standard formal computations for the \( H \)-theorem are justified, see for example [14,15], so that we obtain

\[
H(f^\varepsilon) + \int_0^t D(f^\varepsilon)ds = H(f_{0,\varepsilon}).
\]

Then, we let \( \varepsilon \to 0 \) and use convexity to obtain that (1.6) indeed holds for our unique solutions to (1.1).

8. Asymptotic Behavior

In this section, we will show that our uniform estimates from the previous sections can be crucially used in the study of the asymptotic behavior of (1.1) as in the following theorem:

**Theorem 8.1.** We assume that (1.22) holds with \( \rho > \frac{13}{2} \). We construct a global relativistic Maxwellian (1.13), denoted \( J \), that has the same mass, momentum and energy (1.5) as \( f_0 \); this is explained in Section 1.3. Then, the solution \( f \) to (1.1) satisfying (1.23) further converges asymptotically to the relativistic Maxwellian

\[
\lim_{t \to \infty} \| f(t) - J \|_{L^1} = 0.
\]
To prove this theorem, we will make use of the general arguments and strategy from [11, Section 5, p. 708]. In that paper a general convergence result is presented. In order to use those arguments we will prove the following lemma. After that we will explain how to conclude Theorem 8.1 from this lemma.

**Lemma 8.2.** Suppose there exists a subsequence \( \{t_n\}_{n \geq 1} \) such that

\[
\lim_{n \to \infty} \| f(t_n) - J \|_{L^1} = 0.
\]

Then we have

\[
\lim_{n \to \infty} E(t_n) = 0,
\]

where \( E(t_n) \overset{def}{=} A(t_n) + B(t_n) \), and \( A \) and \( B \) are defined by

\[
A(t) \overset{def}{=} \| Q^+(f(t), f(t)) - Q^+(J, J) \|_{L^1},
\]

\[
B(t) \overset{def}{=} \| f(t) L(f(t) - J) \|_{L^1}.
\]

**Proof of Lemma 8.2.** We will start by proving that \( \lim_{n \to \infty} A(t_n) = 0 \). To this end we initially show that \( Q^+ \) is Lipschitz continuous with respect to translation of \( p \) in the \( L^1 \) space as follows. To do this, for some sufficiently large \( R > 0 \), we consider

\[
\| Q^+(f, f) (\cdot + h, t) - Q^+(f, f)(\cdot, t) \|_{L^1}
\]

\[
= \int_{\mathbb{R}^3} |Q^+(f, f)(p + h, t) - Q^+(f, f)(p, t)| dp
\]

\[
= \int_{|p| \leq R} |Q^+(f, f)(p + h, t) - Q^+(f, f)(p, t)| dp
\]

\[
+ \int_{|p| > R} |Q^+(f, f)(p + h, t) - Q^+(f, f)(p, t)| dp
\]

\[
= I + II,
\]

By the Cauchy–Schwarz inequality, the Parseval identity and the regularizing estimate of \( Q^+ \) in [34, Theorem 1.1, p. 164], we have

\[
I \leq C_R \left( \int_{\mathbb{R}^3} |1 - e^{i \xi \cdot h/2} Q^+(f, f) \|^2 d\xi \right)^{1/2}
\]

\[
\leq C_R |h| \left( \int_{\mathbb{R}^3} |\xi|^2 Q^+(f, f) \|^2 d\xi \right)^{1/2}
\]

\[
\leq C_R |h| \| f \|_{L^1} \| f \|_{L^2},
\]

where we observe that \( \| f \|_{L^2} \lesssim \| f \|_{L^\infty} \lesssim 1 \) for some \( \rho > 3/2 \).

On the other hand, thanks to \( u_\phi \lesssim 1 \) from (1.17) and

\[
g(p^\mu, q^\mu) = g(p'^\mu, q'^\mu) \lesssim (p^0 q^0)^{1/2}
\]
as in (1.11), without loss of generality for \(|h| \leq 1\), we get

\[
II \leq \int_{|p| > R} |Q^+(f, f)(p + h, t)| dp + \int_{|p| > R} |Q^+(f, f)(p, t)| dp
\]
\[
= \left( \int_{|p-h| > R} + \int_{|p| > R} \right) dp \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_\phi \sigma(g, \omega) f(p') f(q')
\]
\[
\leq \left( \int_{|p-h| > R} + \int_{|p| > R} \right) dp \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ g f(p') f(q')
\]
\[
\leq \left( \int_{|p-h| > R} + \int_{|p| > R} \right) dp \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ (p^0 q^0)^{1/2} f(p') f(q').
\]

We then employ the propagation of polynomial decay in Theorem 1.3 to find

\[
II \lesssim \left( \int_{|p-h| > R} + \int_{|p| > R} \right) dp \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ (p^0 q^0)^{-\rho + \frac{1}{2}} \|f\|_{L^p}^2
\]

Using the computation in (6.2), we observe that \(4(p^0 q^0)^2 \geq p^0 q^0\). Then since \(\rho > \frac{13}{2}\) we can bound \(II\) as

\[
II \lesssim \left( \int_{|p-h| > R} + \int_{|p| > R} \right) dp \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ (p^0 q^0)^{-\frac{3}{2} + \frac{1}{2}} \|f\|_{L^p}^2
\]
\[
\lesssim \|f\|_{L^p}^2 R^{1/2} \left( \frac{1}{1 + |R - h|^{\frac{3}{2}}} + \frac{1}{1 + |R|^{\frac{3}{2}}} \right).
\]

Therefore, we conclude that

\[
\|Q^+(f, f)(\cdot + h, t) - Q^+(f, f)(\cdot, t)\|_{L^1} = \Lambda_I(h) + \Lambda_{II}(h, R).
\]  \(8.1\)

Here \(\Lambda_I(h)\) and \(\Lambda_{II}(h, R)\) are defined as the upper bounds of the respective \(I\) and \(II\) estimates given above. Then we first send \(|h| \to 0\) which implies \(\Lambda_I(h) \to 0\). Second we notice that \(\Lambda_{II}(0, R)\) is arbitrarily small for any large and fixed \(R > 0\) and further \(\Lambda_{II}(0, R) \to 0\) as \(R \to \infty\). Therefore we obtain

\[
\lim_{h \to 0} \|Q^+(f, f)(\cdot + h, t) - Q^+(f, f)(\cdot, t)\|_{L^1} = 0.
\]  \(8.2\)

This, combined with the boundedness of \(\|Q^+(f, f)\|_{L^1}\) gives the strong compactness of \(Q^+\) in \(L^1\) using standard arguments [37].

Here, the boundedness of \(\|Q^+(f, f)\|_{L^1}\) follows, since we observe that

\[
\|Q^+(f, f)\|_{L^1} = \left| \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_\phi \sigma(g, \omega) f(p') f(q') \right|
\]
\[
= \left| \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ \frac{g^2 \sqrt{\xi}}{p^0 q^0} f(p') f(q') \right|
\]
\[ = \left| \int_{\mathbb{R}^3} dp' \int_{\mathbb{R}^3} dq' \int_{\mathbb{S}^2} d\omega \frac{g^2 \sqrt{\gamma}}{p^{\rho_0} q^{\rho_0}} f(p') f(q') \right| \]
\[ \lesssim \int_{\mathbb{R}^3} dp' \int_{\mathbb{R}^3} dq' \int_{\mathbb{S}^2} d\omega \frac{g^2 \sqrt{\gamma}}{p^{\rho_0} q^{\rho_0}} |f(p')||f(q')| \]
\[ \lesssim \int_{\mathbb{R}^3} dp' \int_{\mathbb{R}^3} dq' \int_{\mathbb{S}^2} d\omega (p^{\rho_0} q^{\rho_0})^{\frac{1}{2}} |f(p')||f(q')| \lesssim \|f\|_{L^1_{\frac{1}{2}}}^2, \]

where the third identity is by the pre-post change of variables \((p, q) \mapsto (p', q')\) (see [42] for an explanation of this change of variables in this coordinate system), and the last inequality is by \(g \lesssim \sqrt{p^{\rho_0} q^{\rho_0}}\) and \(s = s(p_{\mu}, q_{\mu}) = s(p'_{\mu}, q'_{\mu}) \lesssim p^{\rho_0} q^{\rho_0}\).

On the other hand, it can be readily verified from the weak convergence assumption of \(f(t_n)\) to \(J\) and the regularization of the gain term that

\[ \lim_{n \to \infty} \int_{\mathbb{R}^3} \{ Q^+(f(t_n), f(t_n)) - Q^+(J, J) \} \phi(p) dp = 0 \quad (8.3) \]

for any \(L^\infty(\mathbb{R}^3)\) function \(\phi\). Therefore, we conclude from (8.2) and (8.3) that

\[ \lim_{n \to \infty} \| Q^+(f(t_n), f(t_n)) - Q^+(J, J) \|_{L^1} = 0. \]

This establishes that \(\lim_{n \to \infty} A(t_n) = 0\).

We now prove \(\lim_{n \to \infty} B(t_n) = 0\). For this, we divide the integral as

\[ \|f(t_n)L(f(t_n) - J)\|_{L^1} \leq \int_{\mathbb{R}^3} f(p, t_n) \left| \int_{|p-q| \leq R} v_{\phi g} \{ f(q, t_n) - J \} \, dq \right| \, dp \]
\[ + \int_{\mathbb{R}^3} f(p, t_n) \left| \int_{|p-q| > R} v_{\phi g} \{ f(q, t_n) - J \} \, dq \right| \, dp \]
\[ = I(t_n) + II(t_n). \]

Now, \(I\) vanishes by the compactness of \(f(t_n)\):

\[ \lim_{n \to \infty} I(t_n) = 0. \]

Further \(II\) can be controlled as

\[ II(t_n) \leq C \int_{\mathbb{R}^3} f(p, t_n) \int_{|p-q| > R} v_{\phi g} \{ f(q, t_n) + J \} \, dp \, dq \]
\[ \leq \frac{C'}{R} \int_{\mathbb{R}^3} f(p, t_n) \int_{\mathbb{R}^3} |p - q|^2 (f(q, t_n) + J) \, dp \, dq \]
\[ \leq \frac{C'}{R} \left( \|f\|_{L^1}^2 + \|f\|_{L^2}^2 \right) \leq \frac{C \left( \|f_0\|_{L^1}^2 \right)}{R}, \]

where we used \(v_{\phi} \lesssim 1\) from (1.17) and \(g \leq |p - q|\) from (2.1), and the propagation of \(L^1\) moments from [46] that we restated in Theorem 6.1. We conclude that \(II(t_n) \to 0\) as \(R \to \infty\) uniformly in \(t_n\). This completes the proof. \(\square\)

Now we will use Lemma 8.2 to give a proof of Theorem 8.1.
**Proof of Theorem 8.1.** We will not explain in precise detail why Lemma 8.2 implies Theorem 8.1. We can follow a similar argument as to that in the proof for the part (II) of Theorem 4 in [11, Section 5, p. 708].

We first observe that (1.23), Lemma 2.2, and Proposition 5.2 together imply that
\[
\lim_{|t-s| \to 0} \|f(t) - f(s)\|_{L^1} = 0, \quad \text{and} \quad \sup_{t \geq 0} \|f(t)\|_{L^1} < \infty. \quad (8.4)
\]

To see the above, we additionally use that
\[
\|f(t) - f(s)\|_{L^1} = \left| \int_s^t \left( \int_{\mathbb{R}^3} dp \left( Q^+(f, f) - Q^-(f, f) \right)(p, \tau) \right) \right| \lesssim |t - s|.
\]

The above follows from the boundedness of \(Q(f, f)\) in \(L^1(\mathbb{R}^3)\).

We now choose and fix any sequence \(\{t_n\}_{n \geq 1} \subset [0, \infty)\) satisfying \(t_n \to \infty\) as \(n \to \infty\) and \(\sup_{n \geq 1} \|f(t_n)\|_{L^1} < \infty\). Then there exists a sequence \(\{\tilde{t}_n\}_{n \geq 1} \subset [t_n, t_n + \delta_n]\) such that \(D(f(\tilde{t}_n)) \leq \delta_n \to 0\) as \(n \to \infty\) where
\[
\delta_n \overset{\text{def}}{=} \left( \int_{t_n}^{t_n + \delta_n} D(f(t)) \, dt + \frac{1}{n} \right)^{1/2},
\]

since then,
\[
\frac{1}{\delta_n} \int_{t_n}^{t_n + \delta_n} D(f(t)) \, dt < \delta_n.
\]

Therefore, by the \(L^1(\mathbb{R}^3)\)-compactness of \(\{f(\cdot, t)\}_{t \geq 0}\), we can always find a subsequence of \(\{t_n, \tilde{t}_n\}_{n \geq 1}\) (still denoted by the same notation) and functions \(0 \leq f_\infty, \tilde{f}_\infty \in L^1(\mathbb{R}^3)\) such that \(f(t_n) \to f_\infty\) and \(f(\tilde{t}_n) \to \tilde{f}_\infty\) as \(n \to \infty\) in \(L^1(\mathbb{R}^3)\).

Then we further conclude that \(f_\infty = \tilde{f}_\infty = J\), since
\[
0 \leq D(\tilde{f}_\infty) \leq \lim_{n \to \infty} D(f(\tilde{t}_n)) = 0,
\]

and \(D(f) = 0\) implies that \(f = J\) as in (1.13), and similarly for \(\{t_n\}\) and \(f_\infty\).

Therefore, we observe that we have two subsequences \(\{t_n\}\) and \(\{\tilde{t}_n\}\) such that
\[
\lim_{n \to \infty} \|f(\tilde{t}_n) - J\|_{L^1} = \lim_{n \to \infty} \|f(t_n) - J\|_{L^1} = 0.
\]

Now, using Lemma 8.2, we then have
\[
\lim_{n \to \infty} E(t_n) = \lim_{n \to \infty} E(\tilde{t}_n) = 0. \quad (8.5)
\]

Note that, using the same proof as [11, Eq. (5.15) on p. 710], we have
\[
\|Q(f, f)(t)\|_{L^1(\mathbb{R}^3)} \lesssim \sqrt{D(f(t))}.
\]

Then using the same proof as [11, Eq. (5.16) on p. 710], we have
\[
\|f(t) - J\|_{L^1(\mathbb{R}^3)} \lesssim \frac{1}{LR} \left( \sqrt{D(f(t)) + E(t)} + \frac{1}{R} \right).
\]
where $R > 0$ is large and $L_R \overset{\text{def}}{=} \min_{|p| \leq R} L(J)(p) > 0$ from Lemma 2.2. Furthermore, recall from the proof of Lemma 8.2 that we also have

\[ \lim_{n \to \infty} D(f(t_n)) = \lim_{n \to \infty} D(f(\bar{t}_n)) = 0. \tag{8.6} \]

These are the basic estimates that we will use to conclude the proof.

Now choose the original sequence $\{t_n\}$ at the start of this proof to satisfy

\[ \limsup_{t \to \infty} \|f(t) - J\|_{L^1} = \lim_{t \to \infty} \|f(t_n) - J\|_{L^1}. \]

Then we choose the subsequences as explained previously in this proof. Therefore, we conclude that (8.4), (8.5) and (8.6) together imply that

\[ \limsup_{t \to \infty} ||f(t) - J||_{L^1} = 0. \]

This completes the proof. \Box
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