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Abstract
We compare our Monte Carlo reaction rates (see Paper II of this series) to previous results that were obtained by using the classical method of computing thermonuclear reaction rates. For each reaction, the comparison is presented using two types of graphs: the first shows the change in reaction rate uncertainties, while the second displays our new results normalized to the previously recommended reaction rate. We find that the rates have changed significantly for almost all reactions considered here. The changes are caused by (i) our new Monte Carlo method of computing reaction rates (see Paper I of this series), and (ii) newly available nuclear physics information (see Paper III of this series).

1. Introduction
In the final paper of this series, referred to as Paper IV, we compare our Monte Carlo reaction rates to previously derived results. In Paper I we point out that previously reported (or “classical”) reaction rates have a different meaning from our Monte Carlo rates. The latter are presented in Paper II and are subject to a straightforward statistical interpretation, while the former are statistically meaningless. Consequently, one has to be very careful when comparing such qualitatively and quantitatively different results. Since we did not want to complicate the discussion in Paper II by comparing “apples with oranges”, we avoided so far a comparison between present and previous reaction rates.

On the other hand, we realize that for practical purposes many readers are precisely interested in such a comparison: by how much did a particular reaction rate change? How accurate was a previous reaction rate? Does a given rate used in a particular stellar
model need updating or not? How significant is this new Monte Carlo method compared to classical techniques of computing thermonuclear reaction rates? In order to answer these questions, we present a comparison of our new rates with previous results.

Section 2 provides a few useful comments. A brief summary is presented in Sec. 3. Results are presented in graphical form in the Appendix, together with information on how to interpret the figures.

2. Discussion

The comparison of Monte Carlo with classical reaction rates is presented in graphical form in the Appendix. For each reaction considered, two types of graphs are presented. The first shows the change in reaction rate uncertainties, while the second graph displays the new results normalized to the previously recommended reaction rate. Detailed information on how to interpret the graphs is also given in the Appendix.

Generally, the previous results used for the comparison are adopted from the latest reference that lists recommended reaction rates and, if available, associated uncertainties in tabular form. This reference is provided after each rate comparison figure. Most of the previous reaction rates are adopted from Angulo et al. [1] or Iliaidis et al. [22]. For some reactions, newer rates have been presented in the literature, but in graphical form only. In such cases we requested (and obtained) from the original authors the numerical reaction rates used to produce the literature plots.

Visual inspection of the graphs reveals that for almost all reactions our new thermonuclear rates differ substantially from previous results. The changes are caused both by our new Monte Carlo method of computing reaction rates (see Paper I of this series), and by newly available nuclear physics information (see Paper III of this series). We did not analyze in detail for each reaction the sources of a rate change at a given temperature. Such a comprehensive analysis would require considerably more efforts in computing time and manpower. Nevertheless, we feel that many readers may find the graphs presented here useful for a variety of purposes.

3. Summary

Our new Monte Carlo reaction rates (see Paper II) are compared with previous results. For each reaction the comparison is presented in graphical form. It is found that the rates of almost all reactions considered here have changed significantly. The changes are caused by our new Monte Carlo method of computing reaction rates (see Paper I) and by newly available nuclear physics information (see Paper III).
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Appendix

For each reaction, the comparison of present (Monte Carlo) with previous (classical) thermonuclear rates is presented in two graphs. The x-axis shows the entire temperature range of $T=0.01-10.0$ GK, while the y-axis displays a reaction rate ratio. The meaning of the curves is given below.

- $N_A \langle sv \rangle_{MC}^{high}$: Present high Monte Carlo reaction rate
- $N_A \langle sv \rangle_{MC}^{med}$: Present median Monte Carlo reaction rate
- $N_A \langle sv \rangle_{MC}^{low}$: Present low Monte Carlo reaction rate
- $N_A \langle sv \rangle_{clas}^{high}$: Previous high classical reaction rate
- $N_A \langle sv \rangle_{clas}^{ad}$: Previous adopted classical reaction rate
- $N_A \langle sv \rangle_{clas}^{low}$: Previous low classical reaction rate

**Top graph:**
- upper solid line: $N_A \langle sv \rangle_{MC}^{high} / N_A \langle sv \rangle_{MC}^{med}$
- lower solid line: $N_A \langle sv \rangle_{MC}^{low} / N_A \langle sv \rangle_{MC}^{med}$
- upper dashed line: $N_A \langle sv \rangle_{clas}^{high} / N_A \langle sv \rangle_{clas}^{ad}$
- lower dashed line: $N_A \langle sv \rangle_{low} / N_A \langle sv \rangle_{ad}$

**Bottom graph:**
- upper thin solid line: $N_A \langle sv \rangle_{MC}^{high} / N_A \langle sv \rangle_{clas}^{ad}$
- thick solid line: $N_A \langle sv \rangle_{MC}^{med} / N_A \langle sv \rangle_{clas}^{ad}$
- lower thin solid line: $N_A \langle sv \rangle_{low} / N_A \langle sv \rangle_{clas}^{ad}$
Fig. A.1. Previous reaction rates: Ref. [7]. No numerical reaction rates are presented in more recent work of Ref. [13].
Fig. A.2. Previous reaction rates: Ref. [7]. No numerical reaction rates are presented in more recent works of Refs. [5,12,14,25].
Fig. A.3. Previous reaction rates: Ref. [15]. Rate uncertainties have not been determined in their work.
Fig. A.4. Previous reaction rates: Ref. [1].
Fig. A.5. Previous reaction rates: Ref. [11].
Fig. A.6. Previous reaction rates: Ref. [1].
Fig. A.7. Previous reaction rates: Ref. [1].
Fig. A.8. Previous reaction rates: Ref. [8].
Fig. A.9. Previous reaction rates: Ref. [8].
Fig. A.10. Previous reaction rates: Ref. [1].
Fig. A.11. Previous reaction rates: Ref. [1]. A more recent rate is displayed in Fig. 3 of Ref. [24], but numerical rate values are not available.
Fig. A.12. Previous reaction rates: Ref. [1].
Fig. A.13. Previous reaction rates: Ref. [2].
Fig. A.14. Previous reaction rates: Ref. [9].
Fig. A.15. Previous reaction rates: Ref. [9].
Fig. A.16. Previous reaction rates: Ref. [29]. Only lower and upper rate limits are shown in Fig. 7 of Ref. [29]; we estimated the previous adopted rate by using the geometric mean of the rate limit values.
$^{20}\text{Ne}(p, \gamma)^{21}\text{Na}$

Fig. A.17. Previous reaction rates: Ref. [1].
Fig. A.18. Previous reaction rates: Ref. [1].
$^{21}\text{Ne} (p, \gamma)^{22}\text{Na}$

Fig. A.19. Previous reaction rates: Ref. [22].
Fig. A.20. Previous reaction rates: Ref. [22].
Fig. A.21. Previous reaction rates: Ref. [1].
$^{22}\text{Ne}(\alpha, n)^{25}\text{Mg}$

Fig. A.22. Previous reaction rates: Ref. [23].
Fig. A.23. Previous reaction rates: Ref. [10]. Rate uncertainties have not been determined previously.
Fig. A.24. Previous reaction rates: Ref. [1].
Fig. A.25. Previous reaction rates: Ref. [22].
Fig. A.26. Previous reaction rates: Ref. [22].

\[^{23}\text{Na}(\rho, \alpha)^{20}\text{Ne}\]
Fig. A.27. Previous reaction rates: Ref. [6]. A more recent rate is reported in Tab. IV of Ref. [18], but the differences compared to Ref. [6] are relatively small.
Fig. A.28. Previous reaction rates: Ref. [20]. A more recent rate is displayed in Fig. 2 of Ref. [30], but numerical rate values are not available.
Fig. A.29. Previous reaction rates: Ref. [22].
Fig. A.30. Previous reaction rates: Ref. [28]. Rate uncertainties have not been determined previously.
Fig. A.31. Previous reaction rates: Ref. [22].
Fig. A.32. Previous reaction rates: Ref. [22].
Fig. A.33. Previous reaction rates: Ref. [22].
Fig. A.34. Previous reaction rates: Ref. [22].
Fig. A.35. Previous reaction rates: Ref. [26]. Previous rate uncertainties are displayed in Fig. 2 of Ref. [26], but numerical values for the upper and lower rate limits are not available.
Fig. A.36. Previous reaction rates: Ref. [19]. Rate uncertainties have not been determined previously.
$^{25}\text{Al}(p, \gamma)^{26}\text{Si}$

Fig. A.37. Previous reaction rates: Ref. [32].
Fig. A.38. Previous reaction rates: Ref. [22].
Fig. A.39. Previous reaction rates: Ref. [17]. The entry for the recommended rate at $T=0.5$ GK in Tab. 5 of Ref. [17] is presumably a misprint.
Fig. A.40. Previous reaction rates: Ref. [22].
Fig. A.41. Previous reaction rates: Ref. [16]. Rate uncertainties have not been determined previously.
Fig. A.42. Previous reaction rates: Ref. [21].
Fig. A.43. Previous reaction rates: Ref. [1].
Fig. A.44. Previous reaction rates: Ref. [22].
$^{30}\text{Si}(p, \gamma)^{31}\text{P}$

Fig. A.45. Previous reaction rates: Ref. [22].
Fig. A.46. Previous reaction rates: Ref. [19]. Rate uncertainties have not been determined previously.
Fig. A.47. Previous reaction rates: Ref. [4].
\textsuperscript{31}P(p, \gamma)\textsuperscript{32}S

Fig. A.48. Previous reaction rates: Ref. [22].
$^{31}\text{P}(p, \alpha)^{28}\text{Si}$

Fig. A.49. Previous reaction rates: Ref. [22].
Fig. A.50. Previous reaction rates: Ref. [31]; two values given in their Tab. IV, at T=0.04 GK (“high” value) and T=0.25 GK (“low” value), are erroneous.
\( ^{31}\text{S}(\rho, \gamma)^{32}\text{Cl} \)

Fig. A.51. Previous reaction rates: Ref. [21].
$$^{32}\text{S}(\rho, \gamma)^{33}\text{Cl}$$

Fig. A.52. Previous reaction rates: Ref. [22].
Fig. A.53. Previous reaction rates: Ref. [19]. Rate uncertainties have not been determined previously.
Fig. A.54. Previous reaction rates: Ref. [27]. Note that the stellar rate is displayed in the original work, but we compare our results to the previous laboratory rate.
Fig. A.55. Previous reaction rates: Ref. [22].
Fig. A.56. Previous reaction rates: Ref. [22].
Fig. A.57. Previous reaction rates: Ref. [19]. Rate uncertainties have not been determined previously.
Fig. A.58. Previous reaction rates: Ref. [21].
\[ ^{36}\text{Ar}(p, \gamma)^{37}\text{K} \]

Fig. A.59. Previous reaction rates: Ref. [22].
Fig. A.60. Previous reaction rates: Ref. [22]. Rate uncertainties have not been determined previously.
$^{39}\text{Ca}(p, \gamma)^{40}\text{Sc}$

Fig. A.61. Previous reaction rates: Ref. [21].
Fig. A.62. Previous reaction rates: Ref. [22].
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