Population health science as a unifying foundation for translational clinical and public health research
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A B S T R A C T

Separated both in academics and practice since the Rockefeller Foundation effort to “liberate” public health from perceived subservience to clinical medicine a century ago, research in public health and clinical medicine have evolved separately. Today, translational research in population health science offers a means of fostering their convergence, with potentially great benefit to both domains. Although evidence that the two fields need not and should not be entirely distinct in their methods and goals has been accumulating for over a decade, the prodigious efforts of biomedical and social sciences over the past year to address the COVID-19 pandemic has placed this unifying approach to translational research in both fields in a new light. Specifically, the coalescence of clinical and population-level strategies to control disease and novel uses of population-level data and tools in research relating to the pandemic have illuminated a promising future for translational research. We exploit this unique window to re-examine how translational research is conducted and where it may be going. We first discuss the transformation that has transpired in the research firmament over the past two decades and the opportunities these changes afford. Next, we present some of the challenges—technical, cultural, legal, and ethical—that need attention if these opportunities are to be successfully exploited. Finally, we present some recommendations for addressing these challenges.

1. The transformation of translational research for public health and clinical medicine

1.1. The legacy of translational research

Translational research in clinical medicine has a long and distinguished history, reified in 2003 by the introduction of the NIH “Roadmap.” (Zerhouni, 2006) With the overarching goal of finding new and better medical treatments for the gamut of diseases, the process has proceeded along the pathway depicted in Fig. 1.

Against an essential background of research aimed at understanding biologic mechanisms more broadly and developing tools to support research relevant to multiple disciplines (often referred to as “basic science”), translational scientists have focused on 1) describing the clinical characteristics of diseases, often facilitated by assembly of patient registries; 2) using these detailed observations as the foundation for development of animal models—or, more recently, in vitro systems, including organoids, derived from animal or human tissues—which become the foundation for 3) explorations of the unique biology of each disease, and 4) the search for targets to disrupt the disease process. With maturity of this work and experiments suggesting such interventions might be beneficial, 5) medicinal chemists search for compounds or other moieties that might achieve that benefit in humans at an acceptable cost in terms of side effects and risks. After such an agent or device has been deemed ripe for testing, 6) trials commence starting with first-in-human tests to determine whether the effects in humans resemble that in animals and assess the dose-related adverse consequences. With that evidence in hand, the typical next step is 7) the conduct of a
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primary tools for generating evidence to inform public health and better treatments for the gamut of diseases, has proceeded along the NIH and occupational regulations, or the use of policies to discourage harmful behaviors, historically has proceeded in a quite different way (Fig. 2).

By contradistinction, the search for evidence about public health interventions, such as nutritional supplements (e.g. Vitamin D in milk; fluoride in drinking water), environmental and occupational regulations, or policies to discourage harmful behaviors, historically has proceeded in a quite different way (Fig. 2).

Relying on vital records (births, deaths by cause, etc.), surveillance data, periodic community surveys, and assembly of large cohorts, epidemiologic research—cohort and case-control studies—became the primary tools for generating evidence to inform public health randomized controlled trial (RCT) of the new therapy compared to the standard of care or placebo.

The same vast expansion has occurred in the clinic as medical information has become digitized, essentially rendering complete health records part of the potential research quarry. Combining these two sources of information—clinical and biologic—has already yielded exceptional information about the role genes play in virtually every clinical condition (Tam et al., 2019). These analyses have also suggested that genes alone do not account alone for the fraction of disease believed to be heritable based on earlier studies (Boyce et al., 2020).

The past two decades have witnessed enormous advances in basic biology. Not only can we sequence an individual’s genome at reasonable cost, but we can measure the epigenome, transcriptome, metabolome and the scope and spectrum of the microbiome. Combining these advances in biology and those in data science, we can now scale the depth and breadth of our research to study large cohorts in which each individual’s biology is characterized with petabytes of data, exemplified by the explosion of GWAS studies (Mills & Rahal, 2019). The concurrent expansion of biobanking has further afforded researchers the ability to quickly leverage new research modalities even for rarer patient populations (Ahadi et al., 2020). The same vast expansion has occurred in the clinic as medical information has become digitized, essentially rendering complete health records part of the potential research quarry. Combining these two sources of information—clinical and biologic—has already yielded exceptional information about the role genes play in virtually every clinical condition (Tam et al., 2019). These analyses have also suggested that genes alone do not account alone for the fraction of disease believed to be heritable based on earlier studies (Boyce et al., 2020).

New opportunities in the era of big data are further enriched by the availability of vast, detailed, longitudinal data on environmental, social, physical, and behavioral factors that could link biology and social factors of populations with long-term outcomes (Rehkopf et al., 2016). Potential sources include not only the large administrative datasets held by government and private organizations, but also the troves of personal data collected transactionally on each of us every day as we use our phones, computers, credit cards, and customer loyalty program cards. Additionally, there are the rapidly growing repositories of “user-generated” data from fitness, health monitoring, and other apps; the geolocation data generated from geotracking technologies embedded in cellphones and smart watches; social media tracking of who we interact with, when, and where and the recordings made of our physical movement as we steer our car, move our computer mouse, or work the screens of our smartphones. In essence, we are all undergoing extensive psychometric testing all day, every day.

Deferring for now discussion of the myriad privacy concerns this raises, at least two previously unimaginable opportunities for
translational research become feasible. First, because these data are obtained in an ongoing fashion and many historical datasets have been digitized, following people and populations across the life course becomes possible beyond the older, painstaking strategy of long-term cohorts (Humphreys et al., 2018). Second, we can better link health to the many different ways we each—individually—lead our lives. Of course, this would be impossible but for concomitant developments in computer and data science. These huge leaps—e.g., the cloud and evolution of machine learning (ML)—elevate the analytical possibilities far beyond the traditional modeling methods upon which statisticians and epidemiologists have long relied (Chen et al., 2020a).

1.3. The opportunity for translational research

Numerous obstacles must be overcome in order to fully and responsibly realize the promise of the new data age for translational research. Before turning to these, we lay out the opportunity under the most favorable possible trajectory: all impediments can be overcome, and the resources needed to fulfill the promise can be garnered.

Fig. 3 visualizes a new paradigm for translational research in which the centerpiece is linkable, individual-level data derived from large populations. It depicts a research environment in which sources of biologic, clinical, physiologic, environmental, sociodemographic, transactional, and behavioral data are available for whole populations—serially—to facilitate a life course data panorama.

Many kinds of questions could be addressed within this data ecosystem. At the person level, data spanning the life course should allow linkage between conditions at early stages in life and later health. Each of the observed factors—medical, environmental or social—could be studied to generate hypotheses similar to the so-called “Barker hypothesis” that in utero exposure to food insecurity leads to later-life obesity (Almond & Currie, 2011). Every medical intervention could be traced forward into adulthood, indeed all the way to mortality. Complex aspects of life, such as work environment, social and neighborhood effects, life-long dietary exposures and habits, sleep patterns, and virtually every intervention that doctors and the health care system impose would become amenable to scrutiny in relation to virtually any short or long-term health outcome of interest. Where biologic and physiologic data are available on a sufficient sample are available and of high quality, not only the outcomes but the pathways between early causes and later outcomes might be elucidated.

Perhaps most exciting in this vision is the potential for “personalizing” our knowledge of these relationship based on our ability to predict likely responses to various therapeutic or preventive options. Failure of traditional studies to elucidate the optimal lifestyle suggest that “one size does not fit all” as we have begun to recognize for many drugs and medical treatments as well (Agarwal & Ioannidis, 2019; Markozannes et al., 2016). Average beneficial or harmful effects—the primary output of clinical trials and most observational studies—are exactly what the term implies: average effects across the population studied. Yet as we recognize the substantial diversity among us based on our unique biology and biography, what we want to discover are person- or person-type-specific treatment effects. This is most especially true in the realm of prevention, where presently most guidance regarding lifestyle, behavior, and environment is generic (one size fits all) (Arnett et al., 2019). This potential has already spawned speculation about the potential to personalize dietary recommendations (Topol, 2019).

2. The challenges

The data we anticipate will be central to the vision for Population Health Science as a unifying scheme for translational research are already being collected, some with the active consent and participation of the subjects, most passively. Collection of more or new data, per se, will not be critical. Making those data safely and securely available to the broad scientific community; creating new and refining existing computer and analytic tools; revolutionizing the culture and beliefs of the scientific and wider communities; and translating into practice the evidence they produce are the challenges that need attention (Leonelli, 2019). We approach these issues under three rubrics: technical challenges, cultural issues, and legal and ethical dilemmas.

2.1. Technical challenges

First, technical challenges must be surmounted to assure translational researchers access to relevant data and the ability to safely use and share them. Certain core principles have become axiomatic, frequently summarized by the acronym FAIR (Wilkinson et al., 2016). First, the data need to be Findable. In other words, there must be dataset search engines. The data need to be Accessible, either to acquire or analyze on a suitable computational environment. To function as research data they must as well be structured in a format recognizable to each user, following a common data structure with shared data definitions, referred to as being Interoperable.

Finally, the data need to be Re-useable by new investigators. This requires extensive documentation, generally referred to as “meta-data”
which ensures all users know the assumptions, limitations, choices and concerns of the originators of the data. Only in this way can analyses be reproduced and replicated.

Government-held data meeting these standards, such as vital records, census, immunization registries, and all-payer claims data represent troves of unique researcher interest. While several federal agencies have collaborated with the Census Bureau to support the Federal Statistical Research Data Centers (FSRDC) (The Federal Statistical R, 2020) in making these granular data, including identifiable variables, available for research, the process remains cumbersome and expensive—all work must be done on site at one of the 31 centers—hence serving only a fraction of the potential research demand (Jarmin, 2021).

These requisites are also becoming a reality for the now more than 60 million individual datasets in wide use around the world that do not include proprietary, highly sensitive or otherwise personally identifiable information (PII). The challenge for health research is to extend such work to these sensitive datasets as well. While it is generally not necessary for a data analyst to have access to any directly identifying feature, the ability to merge datasets together—for example, to look at environmental measures in relation to health outcomes—demands that a data manager retains the means to link the files. In many cases precise geo-spatial information is sufficient. But even after the identifiers themselves have been stripped, the greater the number of variable fields on each subject, the easier re-identification becomes (Harron et al., 2017; Wirth et al., 2021).

Most often, at present, we evaluate requirements for datasets that do not include identifiers specifically enumerated in privacy laws by having institutional “experts” who render a judgment at the institutional level regarding privacy, hosting security and specific stipulations about user-access based on training and research credentials. The lack of standards for such classification is problematic, and the process fraught with potential for unwanted variation (McGraw & Mandl, 2021).

Of course, many datasets are high-risk. Efforts to mitigate their risks have proliferated, and are generally discussed under the concept of differential privacy, achieved by creating “synthetic” data—datasets with the same distributions as the original but in which no single file is unaltered (Boedihardjo et al., 2109). While possibly expedient in the short-term, such mitigations result in a sharp reduction in the long-term utility of the data, e.g. blurring geospatial coordinates, as have been done with many surveys to limit re-identification. Many partial technical fixes are evolving, institution by institution, from which hopefully will evolve a small number of best-in-show products that could be commonly adopted.

2.2. Cultural challenges

Four aspects of the present “culture” of the translational research community demand attention if the proposed vision for population health science can be achieved. First, there needs to be more universal expertise in the principles of this science among all those who contribute. Second, the present academic incentive structure for appointments, promotions and other rewards heavily rewards individual prowess and successful “labs,” where teams are more likely to succeed going forward. Third, present deep biases in the relative value and utility of observational evidence, as opposed to that from randomized controlled trials will need to be reevaluated, and finally, the value of creation and sharing of critical research datasets must be more heavily rewarded. We discuss each in turn:

2.2.1. Training in population health science for translational researchers

Presently, research training in our academic medical centers (AMCs), and associated universities is well suited for the historic approach, illustrated in Fig. 1. Translational scientists, selected and promoted based on individual research prowess, garner the resources to embellish knowledge, typically in a narrow area, identifying collaborators with necessary ancillary skill sets or methods as needed. Core precepts, such as “prediction,” “cause,” or “standards of evidence,” are relegated to specialists in those areas—biostatisticians and informaticians—and often adopted uncritically. Translational researchers in training, including MD/PhD candidates and post-doctoral fellows among others, have historically been taught far more about genetics and immunology than about applications of data science to clinical and population health problems, or causal inference; most are assigned to a wet lab very early on. Yet as we shift from the old paradigm, heavily dominated by development of animal or in vitro disease models in wet labs to the “information age” these imbalances and omissions will have to change.

Even as translational researchers increasingly make use of large datasets either as clinical research or in addition, they typically get more training in computer coding than in fundamental issues such as sampling strategy or analysis, or the difference between predictors of a health outcome and its (potentially treatable) causes. Invariably such investigators leverage the assistance of a colleague in informatics or statistics to apply the newest algorithms for machine learning or statistical testing, but revealingly, discussion sections of final reports focus more on putative biologic mechanisms—assuming the result is true—than critical assessment of the potential biases and limitations of study design (Giovannucci et al., 2008; Narod et al., 2019).

Two fundamental shortcomings stand out: 1) understanding the meaning of the “population” exploited for such research, and 2) confusion between prediction and cause. We elaborate on these two issues to illustrate the critical need for all translational researchers to be co-trained in data science broadly as, in the past, all have been trained in basic human biology.

So what is a “population,” anyway? The term is now widely used to describe any large number of people with one or another feature in common, for instance: all 3 million people who have received care at a particular hospital; 12,000 patients with inflammatory bowel disease assembled from multiple patient registries; 10,000 participants in a public survey; or all children born in Denmark (Bengtsson et al., 2019).

No machine learning algorithm will discern, or alert an unprepared investigator to recognize, that inferences drawn from each of these “populations” will be different: some more representative than others of a larger population to which inferences may later be applied.

A parallel problem is the increasing, but potentially uncritical use of predictive models appearing in the biomedical literature (Luo et al., 2016). User-friendly statistical packages and their increasing availability make such analyses easy to conduct, but both users and consumers of resulting studies may lack understanding of what the models imply. There are many reasons one characteristic of a subject might “predict” a subsequent event: Fever in is a strong predictor of sepsis, but hardly a cause. Zip code is a strong predictor of excess hospital utilization but not a viable intervention target for individual patients (Chen et al., 2020h).

Many of the strongest correlates of risk from Covid such as race and ethnicity have proved largely due to other, initially unmeasured factors. Many of the strongest correlates of risk from Covid such as race and ethnicity have proved largely due to other, initially unmeasured factors (Asfaw, 2021). Even strong correlates of outcome can be badly confounded, like serum beta-carotene, shown repeatedly to be a strong predictor of low cardiovascular and cancer risks, yet when tested as a supplement in an RCT it proved lethal (Omenn et al., 1996; Shekelle, Liu, Raynor, Lepper, & Maliza, 1981).

This is not to say we require knowledge of causal pathway or mechanism of action to optimally prevent or treat. Indeed, as we will discuss below, one of the putative benefits of RCTs as a source of evidence is that they typically don’t require the additional step of proving why one arm of a trial may prove more successful than another. But what we do want to have is evidence that modifying the single factor on which we intervene will (at least on average) improve an outcome of interest.

2.2.2. Translational science as a team sport

Many institutions recruit trainees and faculty for translational science using the principle of “best athlete”; the individuals most likely to achieve stellar personal success. Even where overall balance of faculty is
considered, the aim is not team building but breadth. And while most learn quickly the importance of cross-specialty input in preparing grants and papers—adding a statistician here, an economist or engineer there—the incentives for success are squarely on the “PI,” who will be judged by the impact of their first and last authored papers in journals deemed of highest value to the PI’s department.

Recognizing the limitations of such a structure, the notion of “team science” as integral to translational medicine research has achieved some cache over the past decade. Two distinct meanings have evolved. One is the concept of “broadly engaged team science” referring to the critical inclusion of all of the actors in late-stage translation, from trials to implementation. The focus of these teams is on inclusion of nonmedical professionals, patients, and members of stakeholder communities (Selker & Wilkins, 2017).

The second meaning refers to teams of scientists of very different skills and motivations who assemble to address problems that extend beyond the scope any one discipline. The COVID-19 pandemic offers a striking example: virologists, immunologists, geneticists, chemists, physicians, demographers, epidemiologists, computer scientists, mathematicians, economists, engineers ethicists, legal scholars, health behaviorists, health communications experts, and political scientists all play major parts. But this effort occurred under the extreme circumstances of a shared public and clinical health crisis, and has not been normative. To fully realize this conception of team science will require reorganization of existing research organization, with configurations of transdisciplinary teams, not PI labs “with consultants.” Efforts to explore how such teams form, function, and survive in an academic universe not optimized around outputs that transcend narrow disciplinary norms has begun (Committee Toward an Open Science Enterprise, 2018; Stokols et al., 2008), but remains in its infancy.

2.2.3. Hierarchies of evidence: critical acceptance of observational research

The availability of rich population-level data could serve to markedly advance the efficiency and interpretability of many RCTs. For one thing, established “cohorts,” with proper respect for privacy, can offer a ready-made template for trial recruitment; the preliminary observational analyses may further suggest an ideal sampling frame, pre-specifying subgroups for potential differential responses to the treatment in a prospective manner, and for addressing issues in generalization from recruits to larger clinical populations (Westreich et al., 2017). Once the study group has been selected, comparison with the larger observed population data could provide critical insight into how the study volunteers may, once selected, differ from the other potential subjects, impacting the interpretation of results and offering insight into the generalizability of the treatment effect measured.

But by far the biggest “gain” from the envisioned data-centered translational research universe will come from enhanced attention to the observational data themselves. And it is in this regard that the (presently) limited conversancy with the theory and practice of population health science among researchers in translational science has become rate-limiting. A strong belief has developed within the research community in which the evidence from randomized controlled trials is considered of materially greater value to decision making than observational data, however thoughtfully collected and analyzed, however well supported by ancillary scientific data (e.g. effects in animals) and however plentiful (i.e. replicated). There are very sound scientific reasons that experimental (RCT) data have achieved this preeminence, most notably that random assignment is the surest way to avoid the many “confounders” as noted above. Confounders include easily recognized and measurable relationships, e.g., smoking in examining the relationship asbestos and lung cancer (Klebe et al., 2019), or much harder to assess factors, like diet or stress. Most vexing of all for observational research are the myriad sources of “selection”—people and their doctors make choices for all sorts of reasons that themselves may be associated with different outcomes and generally difficult to directly observe.

Without disparaging the extraordinary benefit conferred on population level research by randomization, we propose to bring a pause to the often unbridled enthusiasm for the RCT as a research tool (Wang et al., 2015). Notwithstanding the biggest problem—many critical questions are not amenable to RCT for ethical or practical reasons—trials also have significant limitations (Deaton & Cartwright, 2018). Two concerns appear most salient. First is the belief that because neither measured nor unmeasured confounding factors can, by design, be correlated with treatment assignment in an RCT except by chance, no bias can creep in unless studies are poorly conducted. While this may be true for an “instantaneous” assignment, where the entire treatment immediately follows randomization (such as surgery vs. stenting for CAD), non-random treatment “drift” occurs in trials that require longer treatment periods, as patients (non-randomly) drop out, take other interventions to treat side effects or even seek a supply of the active agent being tested. Use of the “Intention to Treat” approach provides a conservative solution for small drifts, but not larger divergences between assignment and treatment (Robins & Greenland, 1994). While strategies to adjust for these “late” biases have been developed, they involve approaches not well suited to address bias in observational studies (Hernán et al., 2013).

Perhaps the deeper limitation, though, relates to the output of RCTs: Average treatment effects (ATE, the absolute difference between prespecified outcomes in treated vs. control arms). Neither biographical nor biologic attributes of subjects that may lead to heterogenous responses can be confidently estimated even for prespecified subgroups of interest because such subjects are typically too few compared to what could be observable in a study with real world data, such as post-marketing observations once an intervention is approved. As a result, RCTs have limited value in the effort to actualize “precision” or “personalized” medicine. Efforts to exploit large observational datasets as an alternative to exploring for heterogeneous effects have begun in earnest (Bodnar et al., 2020; Daoud & Johansson, 2019).

In the (Bayesian) scientific framework in which every study is premised on a foundation of prior beliefs, the notion that observational studies can only provide hypotheses for subsequent experiments is no longer tenable. Respectable observational studies demand a well justified conceptual framework in which all known or suspect causes, and their suspect inter-relationships are as prespecified as design of any RCT (Hernán & Robins, 2016; Robins, 1987). More than one hypothesis can be tested, with careful attention to statistical inference when multiple outcomes are considered simultaneously (VanderWeele et al., 2020; Vansteelandt & Dukes, 2020). In particular, where N is large and observations are rich, specific relationships between subject characteristics and outcomes of intervention can be tested. Methods have evolved over the last several decades to address biases, such as substitution for actual assignment by so-called “instrumental variables” (Marra & Radice, 2011; Rodu & Baiocchi, 2001) long used in economics—and dynamic marginal structural models for time varying covariates of concern (Robins, 1986). Newer methods are under exploration which would exploiting increasingly-available biologic “intermediate endpoints” (Athey et al., 2019). A novel contribution to the methodologic armamentarium, exploiting large data sets which have been genotyped, is “Mendelian randomization”—using the random assignment of measurable alleles as an instrumental variable to study environmental factors known to be directly impacted by that gene (such as variants of Apo E) (Smith, 2010). Myriad limitations of observational studies continue to be highlighted (Collins et al., 2020; Davey Smith & Phillips, 2020), while relevant concerns for interpretation of RCTs are typically ignored or downplayed.

In the end of the day both RCTs and observational studies are invaluable tools for translational research. No one doubts the importance of RCTs for definitive testing if new therapies confer more benefit on average than harm, as is apparent in the rush to treat COVID patients in the present pandemic. That said, much about the impact on health of human behaviors and exposures—including the role of medical
interventions and treatments—may best be learned from skilled analyses and inferential reasoning of increasingly rich person-level data.

2.2.4. Data sharing challenges

The transition to a research universe built on rich observational data cannot occur unless researchers can actually access these data. One persistent access barrier is the prevailing tendency of the research community to hoard academic assets once they are generated or obtained (Tenopir et al., 2011). Such hoarding not only detracts from the potential of population health science to generate new discoveries, but also hampers efforts to reproduce and replicate findings.

Presently, markets for research data appear to be absent from the academic marketplace. Researchers in all fields have historically exchanged data resources among small groups of collaborators, but in most, the practice of open data sharing has not evolved into a buoyant data market. Because the accumulation of academic reputation and credit is garnered primarily by high-impact publications (Nosek et al., 2012) and pioneering discoveries (Strevens, 2003), scientists are disincentivized to share research data. In addition, scientists in some fields face disincentives to act as custodians of openly available data due to a perception that papers using such data are less impactful than primary (Wickham, 2019).

Over the last decade, the importance of data sharing for reproducibility, transparency, accelerated discovery, and collaboration has been recognized among stakeholders, including funding agencies, science agencies (Committee Toward an Open Science Enterprise, 2018) and academic journals (Alberts et al., 2015; Nosek et al., 2015). A growing number of journals encourage (and some mandate) making data supporting articles available (Vasilevsky et al., 2017).

Despite efforts to “open” data (and hence science), academic data exchanges to date lack an essential precondition for functional marketplaces: thickness (Roth, 2007). Too few scientists participate, because the data market is disconnected from the academic markets of scientific credit (Merton, 1973; Pierce et al., 2019) and hiring and promotion (Moher et al., 2018). Shifting the culture to foster more data sharing will facilitate its broad sharing.

2.3. Legal and ethical challenges

Of course, no matter how collaborative the research community becomes, much of the most relevant data arises not from academic research per se but from administrative data collection and curation as in health care and other daily business and government transactions. Access to—and responsible use of—the observational data crucial to the future of population health science hinges on our ability to address a spate of legal and ethical issues. Chief among these are concerns about data privacy and security and data use agreements (Jenca et al., 2018; Metcalf & Crawford, 2016; Mikal et al., 2016; Mittelstadt & Floridi, 2016; Rothstein, 2015; Stahl & Wright, 2018; Vayena et al., 2015).

2.3.1. Data privacy and security

Repeated reports of large-scale data security breaches has drawn attention to one harsh reality of the modern world described dispassionately above: we all live “under surveillance.” Although reasonable people could debate the degree to which this is relatively benign or worrisome, it is clear that individuals have limited ability to control how much information is collected about them and how it is used. Some have curtailed their digital footprint by keeping Alexa and her friends out of their homes, limiting use of apps and online services, and setting their devices to strict “do not track/do not share” modes. But they do so at the expense of all of the services these apps and devices could provide, for free or at very low cost. Others concerned about data security and privacy have pushed for more regulation, in the form of strict limits to which data can be collected and how those data may be used. Yet others have pushed for a more market-driven solution, in which all personal data would reside legally and exclusively in the possession of the person on whom—not by whom—they are collected, leaving individuals in a position to sell or license some or all to bidders of their choice (Sonin et al., 2021).

The privacy of health information is only one among many related issues about big data that are currently under societal debate, but it has achieved particular salience. This stems in part from special protections given health data by law in most countries—so-called “health data exceptionalism.” Also relevant is the widespread perception that health information is more intimate than information about other aspects of our lives, despite evidence that people may be even less forthcoming about, for example, their income (Tourangeau & Yan, 2007). In the realm of data security, health information actually has lower salience: it is less valuable to hackers than personal information that more directly facilitates lucrative crimes. It is relatively easy to identify potential harms caused by improper use or disclosure of health data. What is more difficult to measure is the opportunity cost of failure to use these data to their highest and fullest extent. As population health science advances three thorny privacy-related problems must be resolved.

First, the commercial-sector data ecosystem is too opaque. Most individuals have little or no awareness of the nature, scope, and value of the data trades they make every day when they use the internet and their devices. Put simply, “nearly everything done online involves trading personal information for things of value” (Cohen & Mello, 2018). Even information that is not, on its face, about health (for instance, income or neighborhood of residence) is useful—and increasingly used—to support modeling and inferences about health (Cohen & Mello, 2018). The world of commercially traded data is especially difficult to penetrate, but individuals may not even be aware of how their EHR information is used and passed on to third parties by their healthcare providers (Cohen & Mello, 2019). Nor are most individuals aware of the potential value of making these data—with proper privacy and security protections—available for observational research studies. Both sides of this issue should be elevated in the public consciousness so that those designing regulations and making everyday decisions about sharing their personal information can weigh the advantages and disadvantages in a more informed and deliberate fashion. For example, while few would doubt the public benefit that has accrued from the efforts to corral and analyze data on COVID-19, many would be disturbed to learn that no public tracking system in the US provides health investigators routine ongoing access to which individuals received the various vaccine preparations which would enable active adverse event case reporting reminiscent of a much earlier era in public health (Centers for Disease Control and Prevention, 2021).

Second, despite the potential for more informed decision making, there is reason for skepticism about perpetuating an information privacy regulatory scheme that leans on the notion of individual consent (McGraw & Mandl, 2021). Privacy laws in the US and abroad seek to ensure that individuals have an opportunity to authorize uses of their data to the maximum extent possible. The federal Health Information Privacy and Accountability Act (HIPAA), for example, provides that healthcare providers who collect identifiable health information electronically cannot disclose it to others, except for narrow purposes relating to treatment, health payment, and public health reporting, unless patients authorize the disclosure. For research purposes, designated “Privacy Boards” (typically institutional review boards, doing double duty) can grant a waiver of this requirement, but only if several conditions attach, such as the impracticability of seeking patient authorization.

While the idea that patients should be able to control uses of their health information has strong intuitive appeal, it consistently falters upon execution (Canino, 2016; Kim, 2013; Meinel, 2016). Every patient
who has been asked to sign a HIPAA authorization form would agree that the process of reviewing and agreeing to these wordy, legalistic documents bears little resemblance to meaningful informed consent. Executing individual consent in the online context is even more farcical: research demonstrates that consumers do not read online privacy policies and end-user license agreements; moreover, even if they did, online service providers offer few or no alternatives to agreeing to the terms. In short, these permission-giving rituals are often hollow exercises that fail to effectuate the goal of meaningful consent and control over personal information. Yet, privacy law continues to rely upon them (California Office of the Attorney General, 2018; Wollford).

Third, health information privacy regulation relies on an outdated notion of “deidentified” data (McGraw & Mandl, 2021). When data are shared without personal identifiers attached, the transfer and use do not implicate the regulatory frameworks we have relied on for decades to protect individuals: federal human subjects research regulations and federal and state privacy laws (Cohen & Mello, 2018; Kaye, 2012). These laws date to a time in which reidentifying data that lacked personal identifiers was a practical impossibility, but advances in computing have greatly enhanced the technical feasibility of re-identification through data triangulation and hashing (Cohen & Mello, 2018; Kaye, 2012; Price & Cohen, 2019; Stead, 2017). “Deidentified” is increasingly recognized as a relative condition. Companies routinely approach health delivery systems to obtain “deidentified” patient health data (Farr, 2018). Although the datasets can be rendered “anonymized” based on deletion of PHI, techniques to link the records with existing data are abundant (Harron et al., 2017; Wirth et al., 2021). Although such linkages have the potential to elucidate important and otherwise unanswerable questions about the relationships between social behaviors and health, the proposed arrangement would likely raise patients’ hackles, but does not violate US law, suggesting the need for approaches to more thoughtfully weigh and adjudicate trade-offs.

Recently enacted privacy laws such as the CCPA (California Office of the Attorney General, 2018) and GDPR (Wollford) impose more stringent standards for considering a dataset deidentified, but do not decouple information privacy regulation from a determination about whether or not data are identifiable (McGraw & Mandl, 2021). Because current privacy laws push investigators to strip identifiers from datasets in order to reduce the risk that a privacy board or institutional review board will require them to seek individual consent for new uses of the data, they undercut potentially productive uses of data and limit the prospects for population health science. Consequently, scholars have suggested a need to reorient the law to “protect privacy while minimizing the cost to innovation” (Price & Cohen, 2019).

It is not even clear that the current regime addresses the concerns that animated its adoption. Although many consumers are concerned about potential consequences that may flow from wrongful disclosure or misuse of their identifiable personal information, for others the mere awareness that their personal data are accumulating on servers and in clouds of various organizations, including government, without their explicit consent, is of itself a “harm” (Sonin et al., 2021). These individuals would not in general be willing to allow the use of their data even in putatively deidentified form. Indeed, some resist even participating in the U.S. Census and would not likely volunteer their data for any initiative without strict control over all present and potential future uses. While it is unclear what fraction of any population shares this perception, the moral weight of their argument offers a potent challenge to the open accessibility by researchers to population data.

2.3.2. Data use agreements

One factor impeding the efficient flow of data between data generators (including government agencies, private companies, and academic researchers) and secondary users in the research community is the length of time it takes to execute data use agreements, or DUAs (Major et al., 2020). These legal contracts, which spell out the rights and responsibilities of data generators and users and the remedies available to each party for breaches of the agreement, are negotiated on behalf of academic researchers by university administrators, and by legal counsel on behalf of nonacademic institutions. They are complex contracts, which augur lengthy wait times for negotiation and execution (Microsoft, 2022; O’Hara, 2020). This can deter many investigators from seeking access to the best sources of data for their scientific question when inferior but more accessible sources appear to suffice (Mello et al., 2020). The exigencies of negotiation also may lead to compromises on DUAs provisions that threaten researchers’ academic freedom or ability to share data with others in the scientific community (Kanous & Brock, 2015).

Some problems contributing to delays in executing DUAs have ready solutions—for example, universities can increase staffing of the offices that handle them and create better portals for researchers to submit requests for a DUA (Mello et al., 2020). Some delays arise from persistent disagreements between the parties about particular provisions, however, e.g., data generators often demand data security architecture that is incommensurate the data risk profile or does not exist at universities (Mello et al., 2020; Saunders et al., 2015). For their part, universities insist on protecting researchers’ rights to publish their research results, while many private companies are not acculturated to the importance of such freedom as a norm of academic science. On other matters, universities tend to resist making concessions with less justification: they may refuse to indemnify data generators in the event someone sues the data generator over some aspect of the research, for instance, although the actual risk of such a lawsuit is so low that it is not worth obstructing research over (Mello et al., 2020).

Perhaps the most fundamental obstacle to the timely execution of DUAs is that many private data generators, like academics, lack incentives to share data (Mello et al., 2020). Government and private companies generate an enormous amount of data of tantalizing research utility, but typically have no mandate or market incentive to allow researchers to use them. Possible exceptions include those in the business of healthcare itself, such as large public and private organizations that pay for healthcare or profit directly from it, such as pharmaceutical companies. Organizations in this sector have a positive incentive because of the economic value study results could produce, but also the reputational threat and potential liability that any breach or even public revelation of the research could present. For a great many other organizations, especially those in the digital-services business like Google and Facebook, managing and selling data for various kinds of analyses is a core business; there is no need to collaborate with academic researchers. Even when a company does perceive a business advantage from having a researcher answer a particular question, circumstances may change mid-course (O’Hara & Nelson, 2019). This creates an uncertainty hazard for the academic research enterprise, which relies on secure arrangements to assure completion of student projects and adherence to the rigid timelines of research grants and contracts.

3. Pathways forward

We have described a potentially exciting future for translational research, but also several challenges that must be surmounted to reach it. Next, we identify strategies for addressing the technical, cultural, legal, and ethical conundrums identified.

3.1. Addressing technical challenges

Simply put, the technical challenge is to achieve a state where qualified researchers working towards the broad aims of translational clinical and public health research can avail data that are “FAIR” while at the same private and secure. While developments proceed on each component of this ideal condition—e.g., development of a standardized and automated instrument to assess re-identifiability of any data set, or machine learning tools that can rapidly “harmonize” data using differing data models—the ultimate ambition is to create safe research
ecosystems that incorporate these principles and are practicable in the research climate: It must be feasible, even attractive, for translational researchers in all settings to take full advantage. The trend has been towards development of “enclaves”—servers where the data of many relevant kinds are available with reasonable cost and effort, meet FAIR standards, and outputs of data off the enclave are surveilled for privacy risk.

Several specific efforts to achieve this merit special attention. First, the FSRDC model developed by the US Census Bureau, discussed above, is a useful exemplar for other governmental agencies to consider adopting (Jarmin, 2021; FSRDC, 2020). Importantly, not only are the number of available sites expanding but other governmental organizations in the US and around the world, are exploring smaller models, auguring a potentially rich role for the public sector in further development. (Special issue: Data) The simple step of developing State All-Payer Claims Data troves for research now underway in many states, may be an important baby step in this direction (APCD Council, 2020).

Universities (Georgetown, 2022; Stanford, 2022) are also developing resources of this kind, if only as a stop gap to achieve data access to social and biomedical researchers on their own campuses. Nor is the private sector uninvolved: a consortium of private data vending and tech firms has been a leader in the provision of real-time, granular clinical and social data on the US population during the pandemic, providing a resource both to government and academic researchers when such data were not otherwise available (Datavant, 2022). Whether any of the non-governmental models is sustainable remains unproved, but momentum has been enhanced by the pandemic.

But to assure the future infrastructure of translational medicine will require that the major translational research funders—government and non-profit foundations—need to begin to enhance their investments and better coordinate their efforts. Presently, NSF, many of the NIH Institutes and Centers, and myriad foundations, global and domestic, have jumped into the fray to fund the underlying data science methods, for example novel approaches to differential privacy, or common data model development. But while advancing methods, including enhanced strategies for causal inference, are critical needs, they alone will not solve the broader infrastructure problem to achieve FAIR data, practically available for all translational researchers.

3.2. Overcoming cultural barriers

The cultural barriers we have identified are possibly more formidable than the technical ones. Improving training in population health science; strengthening incentives for team science and data sharing; continuing to develop best practices for observational studies to build confidence that they belong higher up in the evidence hierarchy; and enhancing the incentives for data creation and sharing all must be pursued as part of the “long game” for translational research.

The most immediately actionable step is to begin enhancing the data and population science curriculum of medical and biomedical graduate students developing careers in translational research. For some training programs, such as MD/PhD programs, it might make sense to add such training as a prerequisite for admission rather than try to shoehorn it into the already crowded curriculum, or to encourage joint training programs with better established tracks in public health schools or programs. For others (e.g., post-doctoral research fellows in clinical departments), requirements and support for such training should become the norm. As these changes to training unfold, key allies of adding population science to the curriculum may be those waging the still-lonely fight to enhance scientific integrity and transparency.

Hiring, promotion, and recognition processes must further evolve to reward decisions to share rather than hoard, and to devote time and effort to creation of tools and resources that help others advance the field. The widely applied “impact” criterion could, for example, be interpreted broadly to include not just the ways in which scientists’ research has changed thinking in the field, but also the ways resources they have created have enhanced the impact of others’ research. Medical schools have already found ways to reward other material contributions faculty make, such as new technologies and intellectual property, patient referrals to trials, and the like; similar rewards could be developed for data-related contributions.

Two things need to happen first. There must be a simple way to count these contributions. The designation of standardized approaches to referencing datasets by journal editors, requirements that these be cited with every use of data, and establishment of standard ways of presenting them on CVs are crucial steps. Second, studies of “data markets” should be launched to establish the value to science of such contributions. The COVID-19 pandemic, which has brought unprecedented openness in the forms of preprinting and data sharing, may provide just such a natural experiment.

COVID-19 has also reinforced the value of team science: the problem is vast, multifaceted and not amenable to the solution a single lab could provide. Understanding the roles of host-factors, work, social behavior, and physical environment have been just as important to disease control as bringing vaccines to market at unprecedented speed. The value of team science will, in our view, win out over time without much additional deliberate intervention or promotion; our biggest immediate challenge is to train our workforce to adapt to and embrace this change.

One idea to foster this is to re-examine the century-old split between schools of medicine and schools of public health, with an eye towards the emergence of “Schools of Health Science.”

Finally, how can the culture of science be shifted to promote confidence in observational studies and disrupt established hierarchies of evidence? Clearly it will be important to further explore the limits of causal inference from observational data and develop of new methods and tools to address them. Research funders should earmark a pipeline of funding for this purpose. The ultimate objective is to enhance the utility of our growing trove of observational data and reduce reliance on RCTs to the settings in which they will add the greatest incremental value.

3.3. Approaches to the legal and ethical dilemmas

The legal and ethical dilemmas confronting translational science require a host of responses both short- and long-term. Increasing transparency around the “data trades” we make as consumers and improving public understanding of the actual and potential benefits of permitting responsible use of personal data, can and should begin now, while the pandemic experience is fresh in the public eye. Technical solutions to privacy problems should also continue to be pursued with vigor. New methods of safeguarding data and minimizing reidentification risks within and across datasets can help avoid wrenching decisions about whether to strip out useful but potentially identifying data fields from research datasets. They could also help build public trust.

A third short-term strategy for easing legal tensions is to promote standardization of the terms of data use in DUAs. Data generators and would-be recipients should not waste precious time haggling over points that should be non-negotiable (Mello et al., 2020). One promising development is the Federal Demonstration Partnership (FDP) project, in which 10 federal agencies and 90 research institutions are collaborating to identify ways of improving the efficiency of research; early efforts have focused on development of standardized DUA templates (Mello et al., 2020). In addition to supporting this approach, universities should increase staffing in the offices responsible for negotiating DUAs, recognizing that their workload has greatly expanded (Mello et al., 2020).

The long game for addressing legal and ethical tensions in observational research will be won by recentering our privacy protection regulatory regime so that it no longer balances precariously on the unstable pillars of individual consent and deidentification (McGraw & Mandl, 2021). In some contexts, such as prospective collection of observational data as part of a research study, it is both feasible and reasonable to require researchers to engage in an informed consent process with
prospective participants. But for secondary uses of information obtained for other purposes, whether online or in the physician’s office, the hollow consent rituals that now dominate should be replaced, or at least joined, by deliberative, group consent approaches. As Cohen and Mello have argued in reference to secondary uses of EHR data, “Authorization that is individualized, upstream (i.e., obtained early), and typically one-and-done can be supplemented with governance that is group-based, downstream (i.e., obtained at the time of particular uses), and ongoing” (Cohen & Mello, 2019).

Two notable features of this approach is that the permission attaches not to the transfer of personal data but to specific uses; and that decisions are made by a multi-stakeholder committee that includes patient representatives but also experts in information technology and other fields who understand the potential privacy and security pitfalls associated with particular uses (Parasidis et al., 2019). Data ethicists have described other elements of a “systematic oversight approach” to data governance that would help undergird the oversight structure with more than the eroding concepts of individual consent and deidentification, and better balance the goals of protecting privacy and facilitating socially beneficial uses of personal data (McGraw & Mandl, 2021; Price & Cohen, 2019; Vayena & Blasieme, 2018).

Whatever permission-giving structures are adopted, it is clear that their remit going forward must include consideration of secondary uses of “deidentified” data. The assumption that uses of such data are risk free is simply outdated. Privacy laws should evolve to reflect this reality (McGraw & Mandl, 2021); their applicability or inapplicability to particular data transfers or uses should turn not on the presence of personal identifiers per se but on a broader assessment of risk and societal benefit. Further, these assessments should be made in a way that accounts for the rapid evolution of methods for triangulating and linking datasets.

In closing, we recognize the changes we propose are a tall order, and that resistance will continue to emerge from virtually every sphere. Rather than belabor the difficulty of that squeeze, “we choose to emphasize the “juice”—the enormous window of opportunity and potential benefit to every patient and individual who dreams of having decisions about their care guided by robust, highly specific evidence—decisions made by a multi-stakeholder committee that includes patient representatives but also experts in information technology and other fields who understand the potential privacy and security pitfalls associated with particular uses (Parasidis et al., 2019). Data ethicists have described other elements of a “systematic oversight approach” to data governance that would help undergird the oversight structure with more than the eroding concepts of individual consent and deidentification, and better balance the goals of protecting privacy and facilitating socially beneficial uses of personal data (McGraw & Mandl, 2021; Price & Cohen, 2019; Vayena & Blasieme, 2018).
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