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Abstract—A 3D architecture made up of a CMOS layer combined with a 3D stack of bipolar memristor crossbar arrays provides an innovative approach to hardware support for utilizing the strength of CMOS combined with the strength of memristors. Memristors have been evaluated for implementing a broad spectrum of applications such as memory, computations, hardware-based security primitives, cryptography, etc., and numerous studies have shown that memristors are desirable candidates for such applications. This paper proposes a novel 3D memristive crossbar architecture (i.e., a stack of memristive crossbar arrays built on top of CMOS substrate) with a specific focus on the way of connecting the crossbar arrays to the CMOS layer. The proposed architecture is configurable and allows restructuring crossbar arrays and creating 1D arrays with adjustable sizes. The proposed architecture enables parallel and pipeline computations where data can move or be processed in planes perpendicular to the stacked crossbar arrays. In addition, the proposed architecture is scalable meaning that stacks of crossbar arrays can be connected without additional overhead. This paper shows examples of implementing a full adder, a 4-bit look-ahead carry generator, and an 8-bit multiplexer. Simulations and area, delay, and power analysis demonstrate the behavior of the proposed 3D circuit.

Index Terms—3-D circuit, memristor crossbar arrays, parallel and pipeline computation, stateful logic computation.

I. BACKGROUND AND INTRODUCTION

The inherent memory wall bottleneck of the von Neumann architecture and the end of Moore’s law being approached has led to a scramble for new architectures and nanodevices. One innovative architecture combines a 3D memristor crossbar array with a 3D architecture made up of a CMOS layer and memristor crossbar array [1]. Memristors [2], [3] are examples of nanodevices. Memristors are the fourth passive element with many attractive properties—the other three elements are resistors, capacitors, and inductors. Memristors have memory, but the other three do not. Memristors are low-power devices with fast switching speed, high endurance, excellent scalability, and CMOS compatibility [4]–[8]. Memristors have been proposed for a broad spectrum of applications including, memory, computation, and hardware-based security applications such as PUFs (Physically Unclonable Functions) [9]–[11], [32], [33]. Examples of new architectures for digital memories or reconfigurable logic circuits are CMOL (CMOS+MOLecular-scale devices) FPGA [1], [12], FPNI (Field Programmable Nanowire Interconnect) [13], three-dimensional crossbar arrays of rectifying memristors [14], 3D crossbar arrays for network on chip based on post-silicon devices [15], and three-dimensional integration of Carbon Nanotube FETs with Silicon CMOS [16], [17]. CMOL FPGA consists of a crossbar array fabricated above a sea of CMOS inverters. This crossbar array is slightly rotated for connecting each nanowire electrically to one metallic pin (or interconnect) extending up from the CMOS substrate. FPNI tradeoffs some speed, density, and fault-tolerance of CMOL in exchange for easier fabrication, lower power dissipation, and greater freedom in selecting nanowires in crossbar array [13]. The CMOS-memristor architectures have further improved by fabricating stacked crossbar arrays of rectifying memristors in an attempt to mitigate the sneak currents in crossbar arrays [14]. In addition to memristor technology, other technologies such as carbon nanotube FETs with silicon CMOS have been proposed in 3D architectures [16], [17].

This paper proposes a novel 3D memristive crossbar architecture. The novelty of this architecture is in the way of connecting the crossbar arrays to the CMOS layer. There are existing 3D CMOS-memristor architectures as described in the previous paragraph. The emphasis in our paper is not speed, power, or density but rather the flexibility of the circuits and their interconnections. The proposed architecture provides programmable flexibility in connecting the stacked crossbar arrays. These connections are configurable and can turn the 3D architecture into, e.g., 1D arrays with adjustable sizes for parallel and pipeline computing, resulting in a highly configurable architecture. In addition, the proposed architecture can move or process data in planes perpendicular to the stacked crossbar arrays. This circuit architecture is different from conventional 3D memristive architectures in the literature. The proposed architecture also provides programmable flexibility for implementing completely different functions such as RAM arrays, logic gates, etc. This paper shows examples of implementing some combinational circuits (n-bit adder and 8-bit multiplexer), demonstrating the behavior of the proposed architecture. The rest of the paper is organized as follows. Section II describes the new 3D crossbar architecture, and Section III shows examples of implementing circuits in the new architecture. Section IV evaluates the proposed architecture, and Section V concludes the paper.
II. PROPOSED IMPLEMENTATION

The proposed architecture consists of $l$ (limited by technology) stacked memristive crossbar arrays of $m \times n$ and allows processing data in any plane (XY, YZ, and XZ) in the 3D architecture. This unconventional 3D architecture requires different interconnects (for connecting a CMOS chip to crossbar nanowires) from ones introduced in the CMOL architecture [1]. The proposed architecture utilizes only two-terminal selectors, i.e., memristors with intrinsic current-rectifying characteristic. This current-rectifying characteristic can 1) effectively break the sneak current paths and is a key reason that the array proposed here can operate without having an external transistor or diode at each cross-point, 2) reduce the difficulties of fine-tune programming of memristors in crossbar arrays, and 3) enable multi-bit storage ability [19]. The proposed architecture enables in-memory computations and overcomes the memory bottleneck in von-Neumann architectures. Details of the circuit architecture are available in Section II-A.

A. Architecture Details

Fig. 1 shows a schematic of the proposed architecture. The crossbar arrays are stacked above a CMOS layer in XY planes extending up toward Z-axis. The crossbars and CMOS circuits communicate through nanowires and CMOS switches shown in Fig. 1. The CMOS layer supplies the voltage needed for operating the crossbar arrays where logic and storage are implemented. For the following description, we use five stacked $7 \times 6$ crossbar arrays. As mentioned earlier, data can move in any plane perpendicular to the stacked crossbar arrays, and for that, the CMOS switches play a major role. Fig. 2 shows how horizontal CMOS switches can connect rows of (seven) memristors in an XZ plane. The brown squares are memristors located at intersections of gray nanowires. Yellow planes are insulating layers. The CMOS peripheral switches (on both sides) allow data to move between the stacked crossbar arrays in XZ planes. Each XZ plane can be used for implementing multiple operations in parallel. For example, connecting two rows of memristors by two CMOS switches results in three separate arrays, i.e., one with a size of $1 \times 14$ and the others with a size of $1 \times 7$. These three arrays can implement three different types of operations all at once. Note that the horizontal and vertical switches connect the relative memristors anti-serially. Fig. 3 shows the stacked crossbar arrays in a YZ plane. Note that gray lines are vertical nanowires connected to vertical switches. These switches allow data to move between stacked crossbar arrays in YZ planes. Since there are five stacked crossbar arrays, each plane of memristors (seen as a row or column of memristors in Fig. 2 and Fig. 3) is connected to five CMOS switches from each side. When all vertical and horizontal switches are turned off, the stacked crossbar arrays are disconnected, and each crossbar array can implement only one type of logic operation [18]. Therefore, adding vertical and horizontal switches facilitates reconfiguring the topology of the architecture for compact and efficient use. The circuit in Fig. 4 shows the functionality of the peripheral CMOS switches. Each nanowire (a gray line in Fig. 1) on each side is connected to a non-inverting tristate buffer and a transmission gate (Fig. 4a). The crossbar arrays communicate through these switches. For example, moving one bit from crossbar A1 to crossbar B1 occurs through a non-inverting tristate buffer connected to a crossbar A1 nanowire, and a transmission gate connected to a crossbar B1 nanowire (Fig. 4b). The non-inverting tristate buffer is used as an amplifier, whereas a transmission gate is used as a selector. The overall number of transistors used in Fig. 4a is 10 including two transistors (an inverter) used for generating $EN$. These peripheral switches are fabricated in the CMOS layer. There are more transistors required to select a connection to multiple voltage levels as discussed in Section IV.
In addition, the authors fabricated five stacked crossbar arrays between each layer of a crossbar array for electrical isolation. They fabricated three stacked crossbar arrays using the fluid-supported membrane bar arrays of rectifying memristors. They practically demonstrated several stacked crossbar paths by the rectifying memristors. Furthermore, the authors possibility of fabricating 3D crossbar arrays similar to our scenario. Their simulations also show the correct operation of the 3D circuit. These examples in the literature show the feasibility of our architecture. Although memristor fabrication is improving there are still several challenges ahead such as heat dissipation, routing difficulties for active (1T1R) arrays, and high-temperature steps. An example of the 3D circuit. These examples in the literature show the feasibility of our architecture. Although memristor fabrication is improving there are still several challenges ahead such as heat dissipation, routing difficulties for active (1T1R) arrays, and high-temperature steps. An example of the 3D circuit. These examples in the literature show the feasibility of our architecture.

B. Fabrication Possibilities

Improvements in fabrication technology for 3D memristors demonstrate the feasibility of our architecture. Although memristor fabrication is improving there are still several challenges ahead such as heat dissipation, routing difficulties for active (1T1R) arrays, and high-temperature steps. An example of the feasibility of our architecture is provided by Li et al. [14] where they practically demonstrated several stacked crossbar arrays of rectifying memristors. They fabricated three stacked crossbar arrays using the fluid-supported membrane transfer technique. They used a hydrogen silsesquioxane layer between each layer of a crossbar array for electrical isolation. In addition, the authors fabricated five stacked crossbar arrays using a different approach. They showed successful readout for different scenarios confirming the efficient blocking of sneak paths by the rectifying memristors. Furthermore, the authors simulated the readout resistance in different states in a 64 x 64 crossbar array with different layers, considering the worst-case scenario. Their simulations also show the correct operation of the 3D circuit. These examples in the literature show the possibility of fabricating 3D crossbar arrays similar to our proposed one.

III. EXAMPLE APPLICATIONS

This section shows examples of calculating logic functions in the proposed 3D architecture. Here, the goal is to demonstrate the scalability of the design and show examples of both parallel and pipeline computations in the 3D architecture. The details of the following examples are included to clearly demonstrate the flexibility of this architecture. The examples are 1-bit full adder (Section III-B), 4-bit full adder (Section III-C), and 8-bit multiplexer (Section III-D) implemented with volistor and programmable diode gates [18], [24], [27] in crossbar arrays of rectifying memristors [14], [19], [20]. The functionality of these logic gates is briefly explained in Section III-A.

A. Volistor and Programmable Diode Gates

The implementation of volistor and programmable diode gates relies on rectifying memristors, i.e., memristors with intrinsic diode behavior. The use of rectifying memristors eliminates the sneak currents in a crossbar array due to the diode-like behavior and the need for individual selectors for each memristor. This work exploits the high rectifying ratio of the memristors for logic applications. Below, we review different implementations of some volistor and programmable diode gates utilized in the examples.

Programmable Diode OR and Volistor NOR Gates: Here, we show schematics for implementing an n-input programmable diode-OR and volistor NOR gates. Fig. 5a shows a schematic of a programmable diode OR gate, where inputs are voltage signals applied to terminal A of the memristors (see the inset in Fig. 5), and the output is the voltage on wired-OR I, vO. When inputs are similar, either low or high, vO will be equal to the input voltages. However, when inputs are different, vO will be equal to the high input voltage. Specifically, all memristors connected to a low input are reverse-biased, expressing a high resistance as if they were programmed to an HRS. Here, the low input is chosen 0V, which encodes logic 0, and the high input is chosen 0.6V, which encodes logic 1. A configuration example under which the gate operates correctly is also shown in Fig. 5a where inputs vI are chosen to be non-destructive to the memristors’ states, i.e., vI < V+TH and V+TH is a memristor positive threshold voltage. The state of each memristor in Fig. 5a is used to either connect or disconnect an input to the gate. As a memristor is set (or programmed to a low resistance state, LRS), it connects the input to the gate, but if the memristor is reset (or programmed to a high resistance state, HRS), it suppresses the input. The truth table in Fig. 5 summarizes the correct behavior of the programmable diode-OR gate.

The output of the programmable diode OR gate can be stored as resistance. Fig. 5b shows an implementation of a volistor NOR gate, which stores the logic output of the diode OR in an output memristor. The output memristor is connected to bias voltage V+g, chosen so that vO ≤ VRESET when at least one of the inputs connected to the gate (through a volistor NOR gate) is high. Here, VRESET is a voltage that programs a memristor in an LRS to an HRS. A voltage configuration under which the volistor NOR gate operates correctly is also shown in Fig. 5b. This implementation requires initializing the output memristor to an LRS.

Fig. 5c and 5d show two schematics for implementing a NOR gate, where both input and output are stored in memristors (as logic resistance). These schematics, which have been used in the literature, have different implementations than the volistor NOR gate. Specifically, in volistor NOR, the wired-NOR is floated; however, the wired-NOR in other schematics is grounded through a reference resistor. (This is true for other volistor gates, as well). In Fig. 5c, V+g, a positive voltage smaller than V+TH is applied to terminal A of the input memristors, V+g is applied to the output memristor, and wired-OR I is grounded through reference resistor Rg. The value of Rg should be chosen with care to reflect the logic values stored in the input memristors. In general, Rg should be much larger than the LRS and much smaller than the HRS. One choice for Rg, chosen in this paper, is the geometric mean of LRS and HRS. Here, we discuss the conditions under which the NOR gate operates correctly by considering all input combinations of the gate. If at least one input is
Fig. 5. Implementations of logic OR and NOR gates. (a) Schematic of a programmable diode OR gate, (b) Schematic of a volistor NOR gate, (c) Schematic of a NOR gate, (d) Schematic of a NOR gate. The inset shows the polarity of a memristor connected to a voltage source. The flow of current into the device decreases its resistance. The other inset shows symbols of a memristor in an LRS and HRS. The truth table summarizes the correct behavior of a programmable diode OR gate. Descriptions close to each schematic are examples of bias conditions under which the gates operate correctly.

logic ‘1’, i.e., one input memristor is in an LRS, the voltage on wire-OR \( l \) should be close to \( V_{\text{TH}}^{+} \); and therefore, the voltage across the output memristor should be about \( V_{\text{RESET}}^{+} - V_{\text{TH}}^{+} \). This negative voltage should be equal to or smaller than \( V_{\text{RESET}}^{+} \) to program the output memristor, which is initialized to an LRS, to an HRS or logic ‘0’. And, if all memristors are in an HRS, the voltage on wired-OR should be close to 0V; therefore, the voltage across the output memristor should be about \( V_{\text{RESET}}^{+} \), which is insufficient to program the memristor to an HRS. This correct behavior of the logic NOR gate can be achieved by the voltage configuration shown in Fig. 5c. The schematic of the NOR gate in Fig. 5d is similar to that in Fig. 5c. Here, a negative bias voltage, \( V_{l}^{-} \), which is larger than \( V_{\text{TH}}^{+} \), a memristor’s negative threshold voltage, is applied to terminal B of the input memristors, and \( V_{\text{W}}^{+} \), a positive voltage, is applied to the output memristor. A voltage configuration under which the NOR gate operates correctly is also shown in Fig. 5d. Note that the schematic of NOR can be modified for implementing a NOT gate by reducing the number of inputs to one. In this implementation, the same voltage configuration of NOR gates would realize a NOT gate. All the implementations discussed above have been used in the examples shown in Section III.

Programmable Diode AND and Volistor AND Gates: Here we show schematics for implementing an \( n \)-input programmable diode-AND and volistor AND gates. Fig. 6a shows a schematic of a programmable diode AND gate, where inputs are voltage signals applied to terminal B of the memristors (see the inset in Fig. 5), and the output is the voltage on wired-AND \( l \), \( v_l \). When inputs are similar, either low or high, \( v_l \) will be equal to the input voltages. However, when inputs are different, \( v_l \) will be equal to the low input voltage. All memristors connected to high inputs are reverse-biased, expressing a high resistance as if they were programmed to an HRS. Here, the low input is chosen 0V, which encodes logic 0, and the high input is chosen 0.6V, which encodes logic 1. A voltage configuration under which the gate operates correctly is also shown in Fig. 6a. Specifically, inputs \( v_l \) are chosen to be non-destructive to the states of the memristors, i.e., \( v_l - v_l > V_{\text{TH}}^{-} \). The state of each memristor in Fig. 6a is used to either connect or disconnect an input to the gate. If a memristor is set, it connects the input to the gate, but if the memristor is reset, it suppresses the input.

Fig. 6b shows another schematic for implementing an \( n \)-input programmable diode AND gate. Here, inputs are resistance, whereas the output is voltage. Specifically, inputs are states of memristors connected to reference resistors, \( R_g \). A positive voltage, \( V_{r}^{+} \), smaller than \( V_{\text{TH}}^{+} \), is applied to the input memristors to read their logic values, \( v_l \), which in turn are applied to the programmable diode AND gate in Fig. 6a.

Fig. 6c shows a schematic for implementing a volistor AND gate, where inputs are voltage, and the output is resistance.
Fig. 6. Implementations of a logic AND gate. (a) Schematic of a diode AND gate where both inputs and the output are voltage. (b) Schematic of a diode AND gate where inputs are resistance, and the output is voltage. (c) Schematic of a volistor AND gate where inputs are voltage and the output is resistance. (d) Schematic of a volistor AND gate where both inputs and the output are resistance. (e) Schematic of a diode AND gate where inputs are a combination of voltage and resistance, and the output can be either voltage or resistance.

In this schematic, the output of the programmable diode AND gate, shown in Fig. 6a, is stored in an output memristor, connected to bias voltage $V^+_{\text{W}}$. This implementation requires initializing the output memristor to an LRS. A voltage configuration under which this gate operates correctly is also shown in Fig. 6c.

Fig. 6d shows another schematic for implementing a volistor AND gate, where both input and output are resistances. In this schematic, $V^+_{\text{r}}$ is applied to the input memristors to read their values, $v_i$, which in turn are applied to the volistor gate, shown in Fig. 6c. This implementation requires initializing the output memristor to an LRS. A voltage configuration under which this gate operates correctly is also shown in Fig. 6d.

Fig. 6e shows the last schematic for implementing an AND gate, where inputs are a combination of voltage and resistance. This schematic is more flexible than those in Fig. 6a-Fig. 6d. The gate’s output can be either voltage or resistance. Note that the memristors located at intersections of input voltages and input resistances must be programmed to an HRS, as shown in Fig. 6e. For ease of reference, all schematics discussed above are summarized in Table I.

One advantage of using volistor and programmable diode gates is that the bias voltages connected to output memristors will not disturb the states of other memristors connected to the input voltages. The reason is that the output memristors are always reverse-biased and suppress the reverse currents. Let’s consider the NOR gate in Fig. 5b, as an example. For any input combinations, the voltage across the output memristor is negative, therefore the memristor is always reverse-biased and suppresses the current. In addition, the voltage across
other memristors is sufficiently smaller than $V_{TH}^+ = 1V$ or larger than $V_{TH}^- = −1V$ and does not disturb their resistance states. For example, when the inputs are equal, the voltage across these memristors is about 0V, or when the inputs are different, the voltage is close to either 0V or $V_{TH}/2$, which induces insignificant state drifts in these memristors.

### B. 1-Bit Full Adder

There are several ways of implementing arithmetic adders in crossbar memristors, e.g., [21]–[26], [30]. This paper cascades programmable diode OR gates [24] (i.e., gate 1 in Table I, implemented in crossbar A in Fig. 7) and volistor AND gates (i.e., gate 7 in Table I, implemented in crossbars B and C in Fig. 7) for realizing a 1-bit full adder. The top two arrays are preprogrammed to be 1-bit adder. Red memristors in the lower array contain the results based upon voltage inputs. Inputs and their complements are applied to crossbar array A1 as voltage signals, i.e., $v_a$, $v_b$, $v_c$, $v_{a'}$, $v_{b'}$, and $v_{c'}$. If $v_a$ is a high input voltage, its complement $v_{a'}$ is a low voltage input and vice versa. The adder calculates the outputs ($s$ and $c_o$) in one clock cycle. Crossbar arrays A1 and B1 are connected through horizontal CMOS switches, whereas crossbar arrays B1 and C1 are connected through vertical CMOS switches—here, only two columns of crossbar arrays B1 and C1 are connected. The adder is implemented in the POS (Product-Of-Sums) form where sums are realized by wired-OR logic in rows of crossbar array A1, and products are realized by wired-AND logic in columns of crossbar array B1. For example, the voltage on the top most nanowire in crossbars A and B encodes logic $a+b+c$, and the voltage on the left most nanowire in crossbars B1 and C1 encodes logic $(a+b+c)$ $(a+b'+c)$ $(a'+b+c)$. $V_{SET}$ in Fig. 7 is a positive voltage that toggles an HRS of a memristor to an LRS, $V_{W}^+$ $(\geq V_{SET})$ is a positive voltage applied to the output memristor in volistor AND gate, and $R_{\text{Hi}}$ is a reference resistor, which connects a nanowire to the ground. This implementation does not change the states of memristors in crossbar arrays A1 and B1, hence, the same crossbar arrays can implement a $k$-bit ripple carry adder in about $k$ clock cycles. Black squares are memristors in an HRS, and gray squares are memristors in an LRS. This example shows how peripheral switches can customize the crossbar structure for pipeline computing.

### C. 4-Bit Look-Ahead Carry Generator

This example utilizes two stacks of the crossbar arrays (Stack 1 and Stack 2 in Fig. 8) connected through horizontal CMOS switches. Crossbar arrays A1, B1, C1, D1, and E1 belong to Stack 1, and crossbar arrays A2, B2, C2, D2, and E2 belong to Stack 2. Similarly, a network of the proposed architecture can be connected through the vertical and horizontal switches. The carry generator is implemented in three steps by, first, calculating complements of carry bits, second, calculating the carry bits, and third, calculating the sum bits. The circuit configuration in Fig. 9a shows how to calculate complemented carry bits $c_1'$, $c_2'$, and $c_3'$ by cascading AND-NOR gates. This step is implemented in one clock cycle. Inputs are $a$, $b$, and $c_{\text{in}}$ stored in cyan memristors, and outputs are $c_1'$, $c_2'$, and $c_3'$ stored in red memristors. The complemented carry bits, $c_1'$, $c_2'$, and $c_3'$, are calculated in the SOP (Sum-of-Products) form. Specifically, $c_1'$ is calculated by cascading three programmable diode AND gates (i.e., gate #6 in Table I) in crossbar A1, and a 3-input volistor NOR gate (i.e., gate #2 in Table I) in crossbar B1. The products computed in crossbar A1 are $a_0b_0$, $b_0c_{\text{in}}$, and $a_0c_{\text{in}}$. $c_2'$ is calculated by cascading three AND gates (i.e., gate #9 in Table I) in crossbar C1 and a 3-input volistor NOR gate (gate #2 in in Table I) in crossbar D1. The products computed in crossbar C1 are

---

**TABLE I**  
**LIST OF LOGIC GATES IMPLEMENTATIONS USED IN THE EXAMPLES**

| # | Logic Gates                  | Gate’s Input-Output | Ref.    |
|---|------------------------------|---------------------|---------|
| 1 | Programmable diode OR        | V-V                 | Fig. 5a |
| 2 | Volistor NOR                 | V-R                 | Fig. 5b |
| 3 | NOR                          | R-R                 | Fig. 5c |
| 4 | NOR                          | R-R                 | Fig. 5d |
| 5 | Programmable diode AND       | V-V                 | Fig. 6a |
| 6 | Programmable diode AND       | R-V                 | Fig. 6b |
| 7 | Volistor AND                 | V-R                 | Fig. 6c |
| 8 | Volistor AND                 | R-R                 | Fig. 6d |
| 9 | AND                          | $\{V\}, \{-V\}$ or $\{R\}$ | Fig. 6e |
\(a_1b_1, b_1c_1, \text{and } a_1c_1\). The input voltage to the AND gates, \(v_{c1}\), which encodes carry bit \(c_1\), is calculated in crossbar B1 by a programmable diode OR gate (i.e., gate \#1 in Table I). Similarly, \(c_3\) is calculated by cascading three AND gates (gate \#9 in Table I) in crossbar A2 and a 3-input volistor NOR gate (gate \#2 in Table I) in crossbar B2. The products computed in crossbar A2 are \(a_2b_2, b_2c_2, \text{and } a_2c_2\). The input voltage to the AND gates, \(v_{c2}\), which encodes carry bit \(c_2\), is calculated in Crossbar D1. In Fig. 9a, \(V^+\) (which is equal to \(V_{\text{SET}}^+\), a positive voltage for reading a state of a memristor) is applied for suppressing sneak currents. Next, carry bits \(c_1, c_2, \text{and } c_3\) are calculated and stored in crossbar arrays E1, C2, and D2, respectively, by using three NOT gates (Fig. 9b).

This step is realized in one clock cycle. Note that the NOT gate that calculates \(c_1\) (in crossbar B1 and E1) uses the same voltage configuration as the NOR gate in Fig. 5d, whereas the other two NOT gates that calculate \(c_2\) and \(c_3\) (in crossbar D1 and C2 and in crossbar B2 and D2) use the same voltage configuration as the NOR gate in Fig. 5c. In Fig. 9b, \(V^-\) (which is equal to \(V_{\text{RESET}}^-\), a negative voltage for reading a state of a memristor) is applied for suppressing sneak currents. Next, complements of these carry bits are again calculated (by using three NOT gates with the same voltage configuration as in the NOR gate in Fig. 5c) and stored in the same crossbar arrays where carry bits are located. This step, which is not shown in Fig. 9, is realized one clock cycle. Finally, sum bits \(s_0, s_1, s_2, \text{and } s_3\) are calculated in the SOP form and stored in the bottom-right memristors in crossbar arrays E2, E1, C2 and D2 in Fig. 9c. This step is implemented in two clock cycles. In the first clock cycle, products \(a_1b_1c_1, a_2b_2c_2, a_1b_1c_1, a_2b_2c_2, b_1c_1, b_2c_2, a_1b_1, a_2b_2, a_1c_1, a_2c_2, b_1c_1, b_2c_2, a_1b_1, a_2b_2, a_1c_1, a_2c_2, b_1c_1, b_2c_2\) and \(a_1b_1c_1, a_2b_2c_2, b_1c_1, b_2c_2, a_1b_1, a_2b_2, a_1c_1, a_2c_2, b_1c_1, b_2c_2, a_1b_1, a_2b_2, a_1c_1, a_2c_2, b_1c_1, b_2c_2\) are calculated simultaneously with volistor AND gates (i.e., gate \#8 in Table I), as shown in the upper crossbar arrays in Fig. 9c. And in the second clock cycle, the sums of the products (sum bits) are calculated with NOR gates (gate \#3 in Table I), as shown in the lower crossbar arrays in Fig. 9c. Note that \(V_{W}(\geq V_{\text{SET}})\) connected to the output memristors in volistor AND gates (Fig. 9c) is different from \(V_{W}(\geq V_{\text{TH}})\) connected to the output memristors in NOT gates (Fig. 9b). In all computations, the working memristors (i.e., the gray and black memristors) maintain their resistance states. Therefore, only input and output memristors (i.e., the cyan and red memristors) need to be reprogrammed for implementing the next 4-bit addition. Programming the input and output memristors takes only four clock cycles. Overall, nine clock cycles are required for implementing the 4-bit look-ahead carry generator as explained above.

D. 8-Bit Multiplexer

This example shows an 8-bit multiplexer implementation in stacked crossbar arrays A1, B1, C1, D1, and E1. The multiplexer selects between inputs \(a \text{ and } b\) based on the selector’s value, \(x\) (i.e., \(c = x'a + xb\) where \(c\) is the multiplexers’ output). This example utilizes AND and NOR gates and implements the multiplexer in \(c = (x'a + xb)b'\) form, which requires writing the input complements (instead of true inputs) in the input memristors. Fig. 10 shows crossbar arrays for calculating \(x'a\) (Fig. 10a and Fig. 10b) and \(x'a + xb\) (Fig. 10c and Fig. 7d), and the crossbar arrays for calculating \(xb\) are not shown, as they are very similar to Fig. 10a and Fig. 10b. Cyan memristors show values of \(a \text{ and } b\), and orange memristors show the value of \(x\) and its complement, \(x'\). The circuit calculates \(x'a\) and \(xb\) with volistor AND gates (i.e., gate \#7 in Table I) and stores the results in red memristors. These products are calculated in two consecutive clock cycles due to the limited size of crossbar arrays. In the first clock cycle, input bits \(a_4 \ldots a_0\) (and \(b_4 \ldots b_0\)) stored in crossbar A1 (and C1) are applied to crossbar B1 in Fig. 10a (and D1) for calculating products \(x'a_4, x'a_3, x'a_2, x'a_1, x'a_0\) (and \(xb_4, xb_3, xb_2, xb_1, xb_0\)). And, in the second clock cycle, input bits \(a_7a_6a_5\) (and \(b_7b_6b_5\)) stored in crossbar B1 (and D1) are applied to crossbar A1 in Fig. 10b (and C1) for calculating products \(x'a_7, x'a_6, x'a_5\) (and \(xb_7, xb_6, xb_5\)).

IV. Area, Time, and Power Evaluations

This section analyzes the size, delay, and power of the proposed architecture. The size was evaluated with respect to the number of transistors and memristors, the delay was measured based on the number of clock cycles for implementing a function, and the mean power of all circuits discussed above was calculated using the LTSpice simulator, as well. There are five transistors required for selecting a connection to one of four voltage levels or a reference resistor. These transistors are different from the peripheral switches shown in Fig. 4. Each nanowire in the crossbar arrays can be driven by four voltage levels \(V^-\leq V_{\text{TH}}\), \(0V\), \(V^+\leq V_{\text{TH}}\), and \(V_{W}\leq V_{\text{RESET}}\), connected to reference resistor \(R_{\text{s}}\), and set to high impedance \(Z\), where \(V^-\text{ and } V^+\) are non-destructive voltages to the states of memristors and are chosen to satisfy \(V^-\leq V_{\text{RESET}}\). These voltage levels are sufficient for both logic computation and crossbar initialization, and the same CMOS circuits implement both operations. Setting and resetting operations require connecting a memristor to \(V_{\text{RESET}}\) and \(V_{\text{RESET}}\), respectively, and these operations are realized in the same manner as in a 2D crossbar array. In other words, there is no difference between selecting a specific memristor in our 3D architecture and a 2D crossbar array.
A. Simulations

The proposed architecture was simulated for implementing all circuits explained above using the LTSpice simulator, 50nm TSMC process BSIM4 models, and a rectifying memristor model used in [28]. Table II shows the memristor parameters. $R_{ON}$ and $R_{OFF}$ are the low and high resistance values of...
a rectifying memristor, $T$ is the state transition delay of a memristor, and $\alpha$ is a positive constant related to the programming rate. For simplicity, we assume that $V_{TH}^-$ and $V_{TH}^+$ are symmetric, but in practice, these threshold voltages may not be symmetric. The goal here is to investigate the proposed architecture with a multitude of memristors, and this simple model allows for efficient simulations. Therefore, the simulation results should be considered only as suggestive as the physical implementations might show different characteristics. We use the same reasoning as in [28] to emphasize architectural behavior rather than detailed circuit behavior. This goal can be achieved even though this model is a simple one. For example, the model assumes a piecewise linear dependency between its programming rate and the applied voltage. It also assumes fixed threshold voltages, which is not correct for many physical devices [19], [20].

The memristor model used assumes a diode-like behavior only at LRS similar to [29]. In other words, the device is non-rectifying at HRS, but it shows a high resistance value. However, in [16], the rectifying memristors in an HRS are more conductive when forward-biased compared to when reverse-biased. Fig. 11a shows the I-V characteristics of the rectifying memristor model used [28] with varied $\alpha$ sampled 10 times from a normal distribution with mean $125 \times 10^7$ $(V/s)^{-1}$ and standard deviation $50 \times 10^6(V/s)^{-1}$. Fig. 11b shows the I-V characteristics of 10 different rectifying memristors from a fabricated crossbar array with $10$ Gbits/cm$^2$. 

| Memristor Parameter | Value       |
|---------------------|-------------|
| $V_{SET}$           | $1.2V$      |
| $V_{TH}^-$          | $1V$        |
| $V_{TH}^+$          | $1V$        |
| $V_{SET}$           | $1.2V$      |
| $R_{ON}$            | $500 K\Omega$ |
| $R_{OFF}$           | $500 M\Omega$ |
| $T$                 | $4$ns       |
| $\alpha$            | $125 \times 10^7$ $(V/s)^{-1}$ |
Fig. 11. (a) I-V characteristics of the rectifying memristor model used in this work [28]. (b) I-V characteristics of fabricated rectifying memristors shown in [19].

| Table III | Examples of Resistance Values of Rectifying Memristors |
|-----------|--------------------------------------------------------|
| Ref       | $R_{off}$     | $R_{on}$   | Rectifying Ratio |
| [14]      | $\approx 3V/10^3A$ | $\approx 3V/10^5A$ | $10^4$       |
| [19]      | $100k\Omega$-$1M\Omega$ | $75M\Omega$-$750M\Omega$ | -           |
| [20]      | $\approx 5V/10^{18}A$ | $\approx 3V/10^{18}A$ | $10^4$       |
| [29]      | $\approx 0.5V/40+10^4A$ | $\approx 0.5V/10^4A$ | $>10^4$     |

*When a bias voltage is larger than 1.5V.

density [19]. The model used simulates the behavior of the real memristors when reverse-biased.

If a memristor model with a diode-behavior (for both HRS and LRS) is used in our simulations, the circuits shown above work more efficiently by further reducing the sneak path currents in crossbar arrays and improving logic implementations in crossbar arrays by increasing the margin between logic states. For example, in the volistor NOR gate shown in Fig. 5b, the memristor in an HRS allows a smaller reverse current compared to our Spice implementation, in which the reverse current is equal to the forward current. Our Spice implementation would show a smaller voltage on wired-NOR when the number of reverse-biased memristors in an HRS increases. This smaller voltage would increase the transition delay in the output memristor and the power dissipation of the gate.

The rectifying memristors have large resistance values. Table III shows some of these published values in the literature. The simulation results show that the circuits operate correctly for $T_C = T$, where $T_C$ is the clock time of the circuits. For example, Fig. 12a shows the simulation results of applying inputs $(v_a, v_b, v_c) = (1, 0, 1)$ to the adder in Fig. 7. The outputs are $s$ and $c$ stored as resistance in two memristors in crossbar C. Voltages on horizontal nanowires of crossbar B exhibit the outputs of wired-OR gates, utilized for implementing the addition operation in the Product-of-Sums form. To assess the tolerance of the circuit to variations in threshold and programming voltages, we ran Monte Carlo simulations 200 times. The varied threshold and programming voltages were sampled from normal distributions with means 1V and 1.2V and standard deviation 0.05. Fig. 12b shows the state variations in the carry bit memristor for bias voltage $V^+_{W}$ is 1.4V demonstrating the correct operation of the circuit.

The switching dynamics in memristors are highly nonlinear, i.e., the switching time varies exponentially with the voltage.
Thus, voltages close but not higher than the threshold will induce some switching that changes the voltage on a wired logic. The model used, as mentioned above, assumes linear switching dynamics for memristors. This assumption, however, has a minor effect on the operations of programmable diode gates (1, 5, and 6 in Table I) because they use small input and output voltages (i.e., as small as almost half the threshold voltages that induce negligible state drifts in memristors). The model also has a minor effect on the operations of volistor gates because they use the same voltage configuration at the input as programmable diode gates. As a result, state drifts in memristors connected to inputs are negligible. The switching can only occur in the output memristors, which are always reverse-biased. This switching would further increase the resistances of the output memristors (as opposed to just being reverse-biased) [20] and would further decrease reverse currents, which impact the wired-logic connecting the output memristors to other memristors driven by the inputs (see e.g., volistor NOR in Fig. 5b). The switching dynamics in a rectifying memristor for HRS and LRS are different, and both volistors and programmable diode gates were designed to benefit from this device characteristic.

B. Size

Each stack in the proposed architecture consists of $m \times n \times l$ memristors where $l$ is the number of crossbar arrays. The number of transistors connected to each nanowire is assumed to be five (as described above), therefore, the number of transistors connected to the crossbar arrays is $(m + n) \times 5l$. In addition, the number of transistors in peripheral switches for connecting stacks of adjacent crossbar arrays is $(m + n) \times 20l$, where the two switches on each side of the stack are non-inverting tristate buffers and transmission gates, and each non-inverting tristate buffer and transmission gate consist of ten transistors. Concluding that the number of transistors connected to each stack is $(m + n) \times 25l$, i.e., five for the voltage levels and 20 for the interconnect tristate buffers and transmission gates. Therefore, the number of transistors to memristors ratio is $25(m + n) \times l : m \times n \times l$ or approximately 7.74:1 for the size of crossbar arrays used above. When the size of the crossbar arrays increases, the number of transistors to memristors decreases. For example, for a stack of $m \times n$ crossbar arrays, when $m = n$, the transistor to memristor ratio becomes 50:1. When $n > 50$, this ratio becomes smaller than one. Fig. 13 shows the number of transistors to memristors ratio for different sizes of crossbar arrays demonstrating the area behavior of the 3D architecture for large crossbar arrays. The area behavior of the 3D architecture comes not only due to the over numbered memristors versus transistors, but also the size of the memristors is smaller than transistors.

C. Delay

This paper assumes a clock time of $T_C$, which is sufficient to toggle the state of a memristor under $V_{SET}$ or $V_{RESET}$. In the first example, the 1-bit full adder, the circuit was realized in $3T_C$ including the initialization of output memristors to HRS and then to LRS and the computation. In the second example, the 4-bit adder was implemented in $9T_C$ that includes the initialization and programming of the input memristors ($4T_C$), and the computation of the carry and sum bits ($5T_C$). In the third example, the 8-bit multiplexer, the circuit was implemented in $8T_C$ including the initialization and programming of the input memristors ($4T_C$), and the computation ($4T_C$).

Note that in the current memristor technology, speed is a big shortfall of memristor-based logic as opposed to conventional-CMOS logic [31], i.e., reprogramming a memristor, over creating an inversion layer in a transistor channel, requires a significant amount of energy (and thus time) due to its large bandgap of ions. In addition, the switching time of memristors outweighs the RC delay, calculated for estimating the propagation delay of a logic gate in a crossbar array. Specifically, the transit-time in the 50nm process is 9.489ps and no memristor logic family can compete with this unless implemented as resistor-transistor logic [31].

D. Power

For all examples, the power consumption in the 3D architecture was evaluated based on memristor parameters used in [28] and shown in Table II. In addition, this paper utilizes the following voltage levels and a reference resistor for implementing logic functions: $-0.7V$, 0V, 0.6, 1.4, and 15MΩ. These voltage levels are generated by dividing down a single supply. Although this approach avoids the need for charge pumps and additional power regulation but largely increases the power consumption in the circuit. However, cascading programmable diode gates and volistor gates for logic computation in crossbar arrays avoid static power consumption. This feature does not exist in CMOS circuits and some memristor logic families.

The computational power for implementing the 1-bit full adder in crossbar arrays A1, B1, and C1 and peripheral switches was calculated. For any combination of inputs, except for 000 and 111, the mean power is about 350 nW. For the other two input combinations, the mean power is about 270 nW. Note that the memristor model used was intended for slow sweep experiments. Typically higher threshold voltages need to be applied for fast switching, which increases the power consumption. For example, the power consumption at $V^{+}_W = 1.6V$ increases by 1.4%.
The computational power for implementing a 4-bit look-ahead carry generator in two stacks of crossbar arrays and the peripheral switches was calculated, as well. Fig. 14 summarizes the power analysis of the circuit for four combinations of inputs \( a, b, \) and \( c_0 \) over five clock cycles used for implementing the adder (see Section III-C). Note that the adder consumes more power in the first clock cycle as opposed to other clock cycles. In fact, the adder uses more CMOS switches in the first clock cycle than other clock cycles (see Fig. 9a). These switches consume 74-90% of the total power consumed in the first clock cycle. Furthermore, the peak power, which is 2.3 uW, occurs in the first clock cycle.

The computational power for implementing the 8-bit multiplexer in crossbar arrays A1 through E1 and peripheral switches was calculated. Fig. 15 summarizes the power analysis of the circuit for two combinations of inputs \( a, b, \) and \( c_0 \) over six clock cycles used for implementing the multiplexer (see Section III-D). Note that the power consumed during the initialization step is not shown in Fig. 15. The peak power occurs in the second clock cycle and equals 310 nW. In the previous example, the CMOS switches dominated the power in the first cycle, whereas in this example, the CMOS switches dominate the power in both the first and second cycles.

Table IV shows similarities and differences of multiple 3D architectures. Our circuit trades off some of the area of CMOL in exchange for flexibility (e.g., memory access, programming speed, moving data between crossbars, and programmability of applications).

| Table IV | Comparisons of 3D Circuits Designs |
|----------------|---------------------------------|
|               | Proposed 3D Circuit | CMOL [1][12] | FPNA [13] | [14] |
| Sneak current Eliminated by | Rectifying memristors | Biasing nanowires[34] | Biasing nanowires | Rectifying memristors |
| Connecting Crossbars-to-CMOS | Extended Nanowires-to-CMOS | Nano-Pins (with different sizes) underneath crossbar | Pads and Pins (much larger than CMOL. Nano-Pins underneath crossbar) | Peripheral Contact Pads |
| Applications | Memristive Logic, memory, etc. | CMOS Logic, memory, etc. | CMOS Logic (routing in crossbar) | Memristive Logic, memory, etc. |
| Memory access | 1-word per crossbar | 1-bit per stacked crossbars | 1-bit per crossbar | 1-word per crossbar |
| Programming/mapping speed | 1-word per crossbar per cycle | 1-bit per stacked crossbars per cycle | 1-bit per crossbar per cycle | 1-word per crossbar per cycle |
| Computation speed | Slow (in crossbars as opposed to CMOS) | Fast | Fast | Slow (in crossbars as opposed to CMOS) |
| #vias | Large \((2n^2 l)\) per crossbar | Small \((2n^2)\) per stacked crossbars | Small \((2n^2)\) per stacked crossbar | Large \((2n^2)\) per crossbar |
| # via translation layer (above CMOS) | 0 | 1 | 0 | 0 |
| # external selector | Not required | Cannot be used | Cannot be used | Not required |
| Overhead used for memory application | 5-transistor per each nanowire | 4 decoders per stacked crossbars | - | - |
| CMOS Overhead for logic implementation | 5-transistor per nanowire | CMOS logic gates and flip flops | CMOS logic gates | - |
| Overall | Larger | Smaller | Small | - |
| Vias (contact) locations | Flexible | Precise | More flexible than CMOL | Flexible |
| Data transfer | Extremely flexible (all crossbar planes) | Restricted (one plane) | Restricted (one plane and only for routing) | - |
| Connecting stacked crossbars | Yes | No | - | Set at fabrication |
| Programmability of applications | Any array can be programmed for any type of application | No | No | No |
| Connecting a network of 3D architectures | Feasible | - | - | - |
| Performance (circuit area4) | Power (uW) | 20.27 | - | 61 | - |
| Delay (ns) | 36 | 3.3 | 28.7 | - |

1 Two pairs of decoders are needed to facilitate accessing of one pair of pins independently, which in turn allows accessing one memristor in stacked crossbar arrays.
2 For \( n^2 l \) is the size of a crossbar array, and \( l \) is the number of crossbar arrays in a stack.
3 Five transistors per nanowire are sufficient for both logic and memory applications.
4 Calculation delay of alu4 in CMOS FPGA was reported 5.1ns [35].

The computational power for implementing a 4-bit look-ahead carry generator in two stacks of crossbar arrays and the peripheral switches was calculated, as well. Fig. 14 summarizes the power analysis of the circuit for four combinations of inputs \( a, b, \) and \( c_0 \) over five clock cycles used for implementing the adder (see Section III-C). Note that the adder consumes more power in the first clock cycle as opposed to other clock cycles. In fact, the adder uses more CMOS switches in the first clock cycle than other clock cycles (see Fig. 9a). These switches consume 74-90% of the total power consumed in the first clock cycle. Furthermore, the peak power, which is 2.3 uW, occurs in the first clock cycle.

The computational power for implementing the 8-bit multiplexer in crossbar arrays A1 through E1 and peripheral switches was calculated. Fig. 15 summarizes the power analysis of the circuit for two combinations of inputs \( a, b, \) and \( c_0 \) over six clock cycles used for implementing the multiplexer (see Section III-D). Note that the power consumed during the initialization step is not shown in Fig. 15. The peak power occurs in the second clock cycle and equals 310 nW. In the previous example, the CMOS switches dominated the power in the first cycle, whereas in this example, the CMOS switches dominate the power in both the first and second cycles.

Table IV shows similarities and differences of multiple 3D architectures. Our circuit trades off some of the area of CMOL in exchange for flexibility (e.g., memory access, programming speed, moving data between crossbars, and programmability of applications).
A combination of a CMOS layer and a 3D stack of memristor crossbar arrays in a 3D architecture provides an innovative approach to utilize the benefit of CMOS, memristors, and 3D circuits. This paper proposes a configurable 3D architecture based on memristor crossbar arrays with a specific focus on connecting the crossbar arrays to the CMOS layer and to each other. The proposed architecture demonstrates programmable flexibility in connecting the stacked crossbar arrays. The proposed architecture also utilizes programmable flexibility for implementing completely different functions such as RAM arrays, logic gates, etc. The proposed connections facilitate changing the architecture topology, which allows data to move (be processed) in planes perpendicular to the stacked crossbar arrays. In addition, these connections make connecting stacks of crossbar arrays feasible as demonstrated in Example 2 (Fig. 8). Simulations were conducted, and area, delay, and power analysis were shown demonstrating the behavior of the proposed architecture. The goal of our architecture is increased flexibility for programming circuits, functions, and interconnects, not the comparison of size, performance, and power to other architectures. Our architecture is suitable for pipeline and parallel computing and enables in-memory computations as examples show.

V. CONCLUSION
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