A Novel Inversion Method to Determine the Coronal Magnetic Field Including the Impact of Bound–Free Absorption
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Abstract

The magnetic field governs the corona; hence, it is a crucial parameter to measure. Unfortunately, existing techniques for estimating its strength are limited by strong assumptions and limitations. These techniques include photospheric or chromospheric field extrapolation using potential or nonlinear force-free methods, estimates based on coronal seismology, or direct observations via, e.g., the Cryo-NIRSP instrument on DKIST, which will measure the coronal magnetic field but only off the limb. Alternately, in this work, we investigate a recently developed approach based on the magnetic-field-induced transition (MIT) of FeX 257.261 Å. In order to examine this approach, we have synthesized several FeX lines from two 3D magnetohydrodynamic simulations, one modeling an emerging flux region and the second an established mature active region. In addition, we take bound–free absorption from neutral hydrogen and helium and singly ionized helium into account. The absorption from cool plasma that occurs at coronal heights has a significant impact on determining the magnetic field. We investigate in detail the challenges of using these FeX lines to measure the field, considering their density and temperature dependence. We present a novel approach to deriving the magnetic field from the MIT using inversions of the differential emission measure as a function of the temperature, density, and magnetic field. This approach successfully estimates the magnetic field strength (up to 18% relative error) in regions that do not suffer from significant absorption and that have relatively strong coronal magnetic fields (>250 G). This method allows regions where absorption is significant to be masked.

Unified Astronomy Thesaurus concepts: Active solar corona (1988); Solar active region magnetic fields (1975); Solar coronal lines (2038); Solar ultraviolet emission (1533); Solar extreme ultraviolet emission (1493)

Supporting material: animations

1. Introduction

The evolution and strength of the solar coronal magnetic field are of great importance in understanding the driving of energetic flares (Benz 2017) and coronal mass ejections (CMEs; Chen 2011). It forms the framework upon which the energy transport in coronal waves occurs (Cranmer & van Ballegooijen 2005) and further forms complex structures and arcades in active regions (Schrijver et al. 1997). In the quiet Sun, the magnetic field connects the corona with photospheric motions, mainly through the chromospheric network where the energetics are dominated by phenomena such as shock waves, spicules, and other types of jets (Martínez-Sykora et al. 2017; De Pontieu et al. 2021). Moreover, the magnetic field links the layers from the solar interior, where the field is created, to the outer bounds of our heliosphere more than 100 au from the Sun. Beyond solar physics, the ability to measure stellar fields is also crucial, for instance, in understanding superflares (Maehara et al. 2012) or the impact of stellar CMEs (Argiroffi et al. 2019) on exoplanets (Dong et al. 2017).

The magnetic field is measured at photospheric heights via the Zeeman and Hanle effects (del Toro Iniesta & Ruiz Cobo 2016; Asensio Ramos et al. 2008) using, for instance, spectropolarimeters (e.g., the Swedish Solar Telescope (SST), the Solar Optical Telescope on board Hinode (SOT), or the Daniel K. Inouye Solar Telescope (DKIST); Scharmer et al. 2003; Tsuneta et al. 2008; de Wijn et al. 2022). Recently, this has also been applied to strong non-LTE lines formed in the chromosphere by inverting their full Stokes profiles (de la Cruz Rodríguez et al. 2019). However, Zeeman splitting is generally very weak and hence negligible for coronal lines. DKIST will have sufficient signal and spectral resolution in the infrared using the Cryo-NIRSP instrument to study the coronal magnetic field (Rast et al. 2021). However, such observations will be possible only at the solar off limb where confusion along the line of sight (LOS) is possible and perhaps likely. Another approach to estimating the coronal magnetic field strength and topology lies in using photospheric (or chromospheric) magnetic measurement and performing field extrapolations based on these. Nonlinear force-free field (NLFFF) extrapolations are commonly used in the literature, but these have clear limitations since the photosphere and chromosphere are pressure gradient dominated (De Rosa et al. 2015), thus making the assumption of force-free fields at least partially invalid. These methods can be aided or improved by the concurrent use of intensity maps from the transition region or coronal spectral lines (Aschwanden et al. 2016). Similarly, the non-force-free nature of lower atmosphere fields plagues the more advanced magneto-friction numerical methods, which aspire to capture the time-dependent evolution of the magnetic
field (e.g., Cheung & DeRosa 2012). Clearly, direct measurements of the coronal magnetic field would be an important supplement to these techniques.

Recent work suggests the use of magnetic-field-induced transition (MIT), e.g., the Fe X 257.261 Å line, to directly measure the coronal magnetic field (Li et al. 2015, 2016; Chen et al. 2021a). Such MIT transitions are highly sensitive to the strength of the magnetic field. However, the MIT transition is an unresolvable blend with two other Fe X lines, which decreases the sensitivity of the total 257 Å line to the magnetic field. Several methods have been proposed to measure the magnetic field using the 257 Å blended lines: Originally, Si et al. (2020) proposed line intensity ratios between the total intensity of the 257 Å line and other Fe X lines; later Landi et al. (2020) proposed a combination of intensity ratios capable of removing the blending contributions and improving the accuracy of the magnetic field measurement. However, regardless of the method, the intensity of the 257 Å line is also dependent on the electron temperature and density, so these two parameters need to be constrained in order to achieve a good estimate of the field strength. In addition, all MIT studies have ignored the absorption that the observed spectral line emission will suffer due to the presence of neutral hydrogen, helium, and singly ionized helium. Berger et al. (1999), de Pontieu et al. (1999), Schrijver et al. (1999), and De Pontieu et al. (2003) pointed out that cool plasma may be present at coronal heights (e.g., in the moss or upper transition region of hot loops), leading to EUV absorption. Anzer & Heinzel (2005) showed that EUV emission lines may expect significant bound–free absorption from neutral hydrogen, helium, and singly ionized helium and focused on such plasmas in filaments and prominences. De Pontieu et al. (2009) used numerical models and observations to show evidence of this type of absorption in moss, while Hansteen et al. (2019) showed it in the presence of recently emerged magnetic flux.

The MIT technique of measuring coronal magnetic fields has already been applied to existing observations. For example, Landi et al. (2021) estimated the magnetic field during a C2 flare using Hinode/EIS. Similarly, Brooks et al. (2021) conducted a study of the field strength in coronal loops. Chen et al. (2021b) have tested the method for observations of stellar atmospheres.

In this study, we will not only investigate the impact of absorption from high-lying cool gas, but we will also present a new approach to inverting the observed data to determine the magnetic field by using the differential emission measure (DEM). This new approach is based on using the method of Cheung et al. (2019a) to derive simultaneously the density, temperature, and magnetic field of the coronal plasma. These inversions can also be used to disambiguate the spectrum from multislit observations, e.g., MUSE (Cheung et al. 2019a; De Pontieu et al. 2020), or slitless spectrographs, e.g., COSIE (Winebarger et al. 2019). In the following, we give a short description of the forward radiative modeling code, which includes absorption (Section 2). This code is used to compute the spectral line intensities in two different 3D radiative MHD models which are described in Section 3. One is a simulation of an emerging flux region using the Bifrost code (Gudiksen et al. 2011). The results are discussed in the main text. The second simulation is of a mature active region (Cheung et al. 2019b) using MURAeM (Rempel 2017), and the results are summarized in the appendices. The results in Section 4 are composed of a first part that goes into the details of the properties of the various spectral lines with and without MIT and absorption (Section 4.1) and a second part where we apply the inversions to derive the magnetic fields and compare them to the models’ ground truth (Section 4.2). Section 5 contains the conclusions and discussion.

2. Synthesis

The synthesized EUV spectral line intensities \( I(\lambda) \) are computed assuming that the radiation is optically thin and that the ionization state of the emitting ion is in statistical equilibrium with the temperature and density of the emitting plasma. However, we do allow for absorption by bound–free processes in the overlying cold plasma:

\[
I(\lambda) = \int n_e n_H G_\lambda(T, n_e, B) e^{-\tau} \, dl, \tag{1}
\]

where \( n_e \) and \( n_H \) are the electron and the hydrogen number densities, respectively. \( G_\lambda(T, n_e, B) \) is the contribution function (see Appendix A). The integration is carried out along the LOS \( l \), which is along the vertical axis mimicking disk-center observations for our models. In cases where we take the absorption into account, we have included absorption by neutral hydrogen, helium, as well as singly ionized helium in computing \( e^{-\tau} \) following the recipes of Anzer & Heinzel (2005; see Appendix A for details).

This computation has been done using CHIANTI v.10 (Del Zanna et al. 2021) along with the Chiantipy software, and the integration has been done with GPUs using CUDA (pyCUDA): This allows us to use GPUs to vastly accelerate the calculations, which in turn allows the use of a finer grid along the LOS, improving accuracy. We have assumed coronal abundances (Feldman et al. 1992). Further details on the model of Fe X can be found in Appendix A.

Figure 1 shows the contribution function of the lines of interest for this effort. All lines show some degree of density dependence, especially Fe X 174 Å (panels a and e) and 257.261 Å (panels c and g). It is also important to note that the largest intensities are expected for the Fe X 174 Å line (panel a). Depending on the density, Fe X 257.261 Å (panel c) may have a much smaller contribution to the total intensity than the Fe X 257.259 Å line, with which it is blended (panel b).

The magnetic field dependence of the contribution function for Fe X 257.261 Å \( (G(T, n_e, B)_{257.261}) \) is shown in Figure 2, normalized with the contribution function of the 174 Å line. Note that the magnetic field dependence varies strongly with density and temperature. The variation of the contribution function is greater with density and temperature than with magnetic field when comparing with \( G(T, n_e)_{174} \). The bottom row shows the impact if the Fe X 257 Å blend is included in the contribution functions: The ratio with the 174 Å line is now less sensitive to the magnetic field. Note that we use photon units in contrast to Chen et al. (2021a), who used energy units. These properties between the various contribution functions need to be considered when used for density or magnetic field diagnostics.

3. Models

The current work uses a flux emergence simulation computed with the Bifrost code and an AR simulation computed with MURAeM. The results from the MURAeM simulation are collected and shown in Appendix B.
Figure 1. Contribution functions \( G(T, n_e, B) \) as a function of temperature and density for Fe X 174, 257.259, 257.261, and 345 Å are shown in the top row normalized by a factor of \( 10^{-27} \). The contribution functions are normalized with \( G(T) \) for a fixed density of \( 10^{10} \text{ cm}^{-3} \) in the bottom row. All lines have some degree of density dependence, but this is especially true for 174 Å and 257.261 Å. The plots for Fe X 257.261 Å have zero magnetic fields \( (B = 0 \text{ G}) \).

Figure 2. Contribution function \( G(T, n_e, B) \) as a function of the magnetic field and density (left) or temperature (right) for Fe X 257.261 Å (top) and the blended lines Fe X 257 Å (bottom). The contribution functions have been normalized with the contribution function of Fe X 174 Å.
The Bifrost code (Gudiksen et al. 2011) is run with a plasma of solar photospheric abundance (Asplund et al. 2009) obeying an equation of state in thermodynamic equilibrium. Therefore, the temperature, pressure, ionization degree, and opacities at all points are computed (via a lookup table) from the density and internal energy. Radiative losses are given by optically thick radiation, including scattering, in four spectral bins, while radiative losses (and gains) in the upper chromosphere are treated according to Carlsson & Leenaarts (2012). In the corona, optically thin losses are computed. In addition, thermal conduction along the magnetic field is included. To maintain an effective temperature close to that of the Sun, the entropy of inflowing gas is set at the bottom boundary, as is the strength and direction of the horizontal magnetic field as described below. The upper boundary in the corona uses characteristic methods to remain nearly transparent while the temperature gradient is set to zero. The horizontal boundaries are periodic.

The flux emergence simulation covers a computational domain of $72 \times 72 \times 60$ Mm$^3$, the vertical extent of which goes from the bottom boundary 8.5 Mm below the photosphere to the upper boundary 52 Mm above. This computational box is covered by $720 \times 720 \times 1120$ grid points, giving a horizontal resolution of 100 km and a varying vertical simulation, with a 20 km resolution in the photosphere, chromosphere, and transition region stretching to 100 km in the deeper layers of the convection zone and the corona. The simulation starts with an initial horizontal field of 100 G up to the photosphere and is close to 0 G in the overlying atmosphere. The simulation is evolved for several hours with a horizontal magnetic field (a sheet) of 200 G injected at the bottom boundary for the first 95 minutes, which is ramped up to 1000 G for the next 70 minutes, then again to 2000 G for another 150 minutes. Thereafter, a horizontal field of 300 G is injected continuously. The simulation has run for 8 hr of solar time at the moment of the snapshot considered in this study.

When magnetic flux becomes strong enough to pierce the photosphere and rise into the upper solar atmosphere, it carries with it plasma of roughly photospheric temperatures. This cool gas drains back through the chromosphere to the photosphere eventually as the field continues to rise, but this can take a significant amount of time; thermal conduction is very inefficient perpendicular to the field, preventing the plasma from heating to coronal temperatures, while at the same time the nearly horizontal field will prevent a rapid fall. Thus, at times when there is significant emergence of the magnetic field, we expect, and find in the model, the corona to contain cool gas with temperatures of order $10^4$ K. This may be the case in emerging flux regions in the Sun, as found in the model used here. More generally, the total amount of cool gas found in the corona is not well known. A full description of this model and its evolution is in preparation (V. H. Hansteen et al. 2022, in preparation).

In Figure 3, we show the vertical $B_z$ component of the magnetic field in the photosphere along with the emissivity of the Fe X 174.35 line, colored by the strength of the magnetic field. Low-intensity regions are made transparent. The emissivity is multiplied by $\exp(-\tau)$ where the opacity, caused by neutral hydrogen, helium, and once-ionized helium, stems from high-lying cool gas in part carried aloft by flux emergence. The largest vertical field strengths in the photosphere are of order 2000 G or higher, while the mean strength is of order 80 G. At the height of the Fe X emission, 1.5 Mm above the photosphere and higher, the maximum (total) field strengths have fallen to roughly 300 G, which is toward the low end of the field strengths possible to measure with the method described here. While we believe that this is a fairly typical coronal field strength for an emerging ephemeral region, it is toward the low end of what is possible to measure with the technique described here, as evidenced by Figure 2. We will therefore artificially increase by six times this field strength in much of the analysis that follows.

4. Results

4.1. Intensities, MIT, and Absorption

We have computed the synthetic intensities of several Fe X lines from the two simulation snapshots considered. As mentioned above, we will focus on the flux emergence simulation in the main text while the equivalent figures for the MURaM simulation can be found in Appendix B. Figure 4 shows the Fe X 174, 257.259, 257.261, and 345 Å intensities. The 257.261 Å line has been computed assuming $B = 0$ in panels c, h, and m, while in panels d, i, and n, we set a field strength six times larger than that found in the model to enhance the effects of the MIT. In the middle row, we also consider absorption. The intensities of the various lines differ in some cases by more than one order of magnitude. The Fe X 174 Å line is the strongest emitter. Note also that, for the high-density model presented here, which has flux emergence, the Fe X 257.261 Å intensity is lower than 257.259 Å (see also panels b and c in Figure 1). For solar conditions at lower coronal densities, the relative contributions of these two lines may be significantly different. A close look at the third and fourth columns of Figure 4 shows that the 257.261 Å line is brighter in some locations if the MIT is included. However, the absorption also leads to significant changes in intensity for all lines in varying degrees.

To clarify the role of absorption from neutral cold gas, we compute the ratio of the line intensities with and without including absorption, i.e., we present the ratio of the top and middle rows of Figure 4, shown in the bottom row. As expected, the longer the wavelength, the greater the difference between the intensity with and without absorption. This dependence on wavelength comes about because the opacity scales with $\lambda^3$ (see Section 2). It is also important to note that the opacity has contributions from neutral and singly ionized helium for spectral lines below 504 Å and 228 Å, respectively (Anzer & Heinzel 2005; Rumph et al. 1994). This simulation, which has a significant amount of cool gas carried aloft as a result emerging flux, has large opacities and hence absorption in all lines for extended regions. Still, other regions have very little or zero absorption. A central question is thus if it is possible to discern which intensity variations are due to density, temperature, or magnetic field versus which are due to absorption, or at least to find in what regions absorption is important.

Existing methods to derive the coronal magnetic field rely on the comparison of different spectral lines with varying sensitivity to the density and temperature to obtain an estimate of these thermodynamic parameters in the emitting plasma (Landi et al. 2020; Chen et al. 2021b; Brooks et al. 2021) and thereafter to use these values when computing the magnetic field. To illustrate the complexity of this task, we compare Fe X 257 lines with the 174 Å line (Figure 5). The variation of the ratio of Fe X 257.259 and 174 Å (panel a) is due to the different density and temperature sensitivity of the contribution functions of both lines. Absorption by cool gas also impacts the ratio of these two...
lines (panel f). The Fe X 257.261/174 line ratio (panel b) reveals a much smaller temperature and density variation since the dependence of the Fe X 257.261 and 174 lines is very similar (Figure 1). However, the MIT effect (panel c) is relatively small, so it is critical to estimate the densities correctly in order to measure the magnetic field accurately. Unfortunately, absorption can play a large role when comparing Fe X 257.261 and 174 (panels g and e). With the densities found in this model, the dominant contribution from Fe X 257 comes from the Fe X 257.259 line, which highlights that the density sensitivity

Figure 3. Three-dimensional rendering of the emissivity including bound–free absorption with increased rendering opacity for stronger emission. The color in the render from black through red to white represents the magnetic field strength, white being 300 G and black 50 G. The photospheric magnetic field is shown in the gray probe.

Figure 4. Logarithmic scale intensities of the Fe X lines in W cm$^{-1}$ sr$^{-1}$ without taking into account the absorption shown in the top row and the intensities where absorption from high-lying cool gas is included in the middle row. In the bottom row we show the ratio of the intensity of Fe X lines computed taking into account bound–free absorption with respect to the intensity of these lines computed without taking into account absorption. The third and fourth columns show the difference between ignoring and including the MIT effect. From left to right, we find the lines Fe X 174, 257.259, 257.262, and 345 Å. See the corresponding figure for the AR simulation in Appendix B (Figure 11).
and absorption by cool gas play a large role when comparing these two lines. We also notice that the absorption will change the height from which the emission predominantly originates. This has an impact on the role of the MIT effect since different heights will have different magnetic fields. In the following, we present an inversion technique that may help us determine whether and where the data are not affected by absorption and retrieval of the magnetic field is possible (Section 4.2).

4.2. Inversions: DEM (T, ne, B)

Based on the same idea described in Cheung et al. (2019a), we suggest a new approach to derive the magnetic field by using the multidimensional sensitivity (temperature, density, and magnetic field) of the spectral lines. The idea is to invert the differential emission measure (DEM) from the observations, which allows the temperature, densities, and magnetic field strength to be constrained. However, in contrast to previous efforts, we will take into account in the contribution function both the density and magnetic field dependence (Gfi(T, ne, B)). In this case, the spectral line intensity (I(λ)) can be defined as follows:

\[
I[\lambda] = \int_{T_1}^{T_2} \int_{n_{e1}}^{n_{e2}} \int_{B_0}^{B_1} G_\lambda \text{DEM}(T, n_e, B) dT \, dn_e \, dB,
\]

(2)

where \(\lambda\) is the wavelength of the spectral line, and the DEM(\(T, n_e, B\)) = \(\int n_e n_H \, dl\) is the DEM for each temperature, number density, and magnetic field value. The aim then becomes to invert the DEM given a set of spectral lines \(I[\lambda]\) in order to find a unique solution \(T, n_e,\) and \(B\) (e.g., Cheung et al. 2015). Ideally, one would also like to determine the amount of absorption as part of the inversion approach. However, this would add significant complexity in addition to expanding the number of free parameters in the inversion, thus complicating the convergence to the correct solutions. This is beyond the scope of the current work; however, we will demonstrate that our approach can identify regions in which there is significant bound–free absorption.

We will use the same strategy as in Cheung et al. (2019a), Winebarger et al. (2019), and De Pontieu et al. (2020), which solves the linear system with sparse solutions coming from the Lasso method (Tsinganos 1980). Lasso is implemented in the Python scikit learn module (Pedregosa et al. 2011). See Cheung et al. (2019a) for further details.

For the inversion, we limit the temperature range to \(\log(T(k)) = [5.7, 6.3]\) to reduce the number of possible solutions as well as to enable reasonable array sizes. Note that the DEM will have five dimensions, i.e., two spatial dimensions in addition to \(T, n_e, B\). We found that including the Fe X 174, 175, 184, 257 (blended), and 345 Å lines provides reasonable results also, thanks to the different temperature sensitivities of these lines, whose excitation threshold is very different. Finally, this technique allows adjusting the weight of the spectral lines of interest. In the present case, we have increased by 10 the weight accounted to the blended 257 lines (and thus the contribution function, accordingly). This enforces that the best fits will be found for the Fe X 257 lines. Note that this line is the only one with a potentially large magnetic field sensitivity. Finally, this inversion is controlled with a hyperparameter (\(\alpha\)) that controls the sparsity or entropy of the solutions. The greater the value of \(\alpha\), the smaller the L1 norm and thus the sparsity of the solution (Tibshirani 1996; Pedregosa et al. 2011). In our case, we use a value that is as low as possible while avoiding artifacts from overfitting: \(\alpha \sim 10^{-2}\).

A nice feature of this technique is that one can form an estimate of how good the solutions are by comparing the real intensities and the synthesized intensities from the inverted DEM. The case without absorption is shown in Figure 6. Since we have placed a greater weight on Fe X 257, the best fit is found for that line (panel i), whereas the spectral lines with artificially smaller weighted intensities (due to lower weights in the inversion) have larger errors. The right column of Figure 6
is the relative difference between the two left columns \((I_{\text{inv}} - I_{\text{syn}})/I_{\text{syn}}\) and indicates where the derived magnetic field may not be accurate (see below). We note that the Lasso method gives a higher weight to fits with sparse solutions that have a minimum DEM. This results in slightly lower intensities in general, and therefore, the right column is slightly red.

With the absorption included, the inversion does not find good solutions in those locations where absorption is
important. We have used five spectral lines to derive the magnetic field, density, and temperature and discern where the absorption may cause problems in doing so. In Figure 7, the same layout as in Figure 6 is used, but now for the case where absorption by cool gas is included. The last column shows the ratio between the intensity of the corresponding spectral line with and without absorption included. The third column shows an extremely good match with the right panel of the spectral line with the strongest absorption, as seen in panel t. So, the inversion is not finding good solutions in the

Figure 7. This figure is equivalent to Figure 6, but now with absorption. The right column is the ratio of the intensity with and without absorption. See the corresponding figure for the AR simulation in Appendix B (Figure 14).
DEM space to match the intensities for all spectral lines. The resulting synthesis from the inverted DEM does not match the original synthesis of the spectral lines. The largest absorption is for the $\text{Fe} \times 345$ Å line, and this is why the errors match panel t.

From the DEM$(T, n_e, B)$ we estimate the average magnetic field along the LOS by weighting with the DEM and the source function $(G_\lambda(T, n_e, B))$ for each temperature and density bin as follows:

$$B_i = \frac{\int_{T_0}^{T} \int_{n_{e,0}}^{n_e} \int_{B_0}^{B_i} B \ DEM \ G_\lambda \ dT \ dn_e \ dB}{\int_{T_0}^{T} \int_{n_{e,0}}^{n_e} \int_{B_0}^{B} DEM \ G_\lambda \ dT \ dn_e \ dB}.$$

Figure 8. The inverted magnetic field $(B_i)$ without absorption (panel c) and with absorption accounted for (panel f). Panel (e) shows the magnetic field from the simulation weighted with the emission (Equation (5)). Panel (c) shows the same as panel (f), but with areas identified as having artifacts stemming from absorption masked out using the inversion method described in the text. The top panels show the absolute error between panels b and c (in panel a), panels b and e (in panel d), and panels b and f (in panel g). The relative errors are shown in panels (h) (ratio between panels b and c) and (i) (ratio between panels b and f). The horizontal line is the cut shown in Figure 10. See the corresponding figure for the AR simulation in the appendix (Figure 15).
Note this could, similarly, be done for density or temperature diagnostics. To compare with the simulation, we compute the magnetic field in the model as follows:

\[
EM_s = n_e, n_H, G_3(T, n_e, |B_i|);
\]

\[
B_s = \frac{\int B_i EM_i d\ell}{\int EM_i d\ell},
\]

where the subscript \(s\) refers to the values from the simulation and \(i\) refers to the inversions. The resulting maps of the inverted magnetic field (\(B_i\)) without (panel c) and with absorption (panels e and f), and the simulation in the numerical model (\(B_s\)) (panel b) are shown in Figure 8. The absolute error is shown without and with absorption in the top row (panel d includes the mask from panel s in Figure 7), and the relative error is shown in panels (h) (with mask and absorption) and (i) (without absorption). Without absorption (panel c), most of the magnetic field features are well resolved. However, the strongest magnetic field strengths in the inverted data seem to underestimate those found in the model. In contrast, the inverted magnetic field with absorption is filled with artifacts due to this absorption (panel f). Fortunately, our method allows the identification of such regions and thereby the possibility of masking out regions with a large impact from absorbing gas.
the Lasso method gives a higher weight to fits with sparse solutions that have a minimum DEM. Those solutions tend to be biased to lower magnetic strengths. We see the same trend for the density parameter, but not for the temperature (not shown here). If this error is systematic across many realizations, one may be able to correct for such underestimates (see also Appendix B). This might depend on the lines selected for inversion. Further investigation is needed to determine whether such a systematic correction is possible. The 2D histograms and the absolute standard deviation (middle row) as a function of the magnetic field show that the deviation can be from a few tens of Gauss at low magnetic field values to up to 200 G for regions without absorption. The relative error is large (above 40%) for magnetic field values lower than 250 G and only above those values does the relative error decrease to 18%. Regions with significant absorption experience larger errors.

The inversion could allow an investigation of the DEM as a function of temperature, density, or, for this work, the magnetic field, in a similar fashion to what is done when estimating the DEM as a function of temperature using AIA data. The temperature coverage of the selected lines we study here is of course very limited. In addition, while determining the density from DEM may work, this extension is outside of the scope of this paper. Figure 10 shows that in some places, the DEM($B$), i.e., integrated with temperature and density, can identify some multimagnetic field components, which correspond to different structures along the LOS, e.g., around $x = [30, 35]$ Mm. In this figure, we degraded the magnetic field bin to 50 G since the standard deviation shown in Figure 8 does not have better values than those. We do not expect to achieve better accuracy of the DEM($B$) than for the full integration done in Equation (3). While the values are slightly inaccurate, the inversion appears to be doing a good job in revealing multiple components in some locations and thus could provide, in principle, more observables than the least-squares methods or the line intensity ratios used in earlier studies. This could have the potential of revealing multimagnetic field structures along the LOS.

In summary, the bound-free absorption by cool plasma at coronal heights has been ignored in previous studies. We have investigated the MIT effect by taking into account the absorption and providing a new technique to derive the magnetic field. We find that absorption can locally have a major impact on the determination of the magnetic field. Our new method allows regions with significant absorption to be identified, providing more confidence in the derived magnetic field in absorption-free locations, using either line intensity ratios, the least-squares methods, or the one presented here.

5. Conclusions and Discussion

This study has utilized two 3D radiative MHD numerical models characterized by two very different magnetic field configurations. The first mimics an emerging ephemeral region using the Bifrost code (main text). The second is a simulated AR containing the early stages of new flux emergence into the existing active region configuration (Appendix B). We synthesize the emission of highly ionized iron atoms in the EUV to further understand the potential for diagnostics from the magnetically sensitive Fe X 257 Å line. In total, we have synthesized Fe X 174, 175, 177, 184, 257 (the two blended lines), and 345 Å, taking into account their temperature, density, and magnetic dependence. In addition to modeling
the effects of the local state of the emitting plasma, we consider the possible effects of the presence of significant amounts of cool gas lying above the emitting region and synthesize spectra according to two different scenarios: with and without including bound–free absorption by neutral hydrogen and helium, and single-ionized helium.

Our analysis of the synthesized spectral lines reveals that the absorption can cause considerable difficulties in estimating both the density and the magnetic field from the various lines. Furthermore, for the two models, we found out that the relative intensity variation of Fe X 257 Å in comparison to Fe X 174 Å due to the magnetic field is comparable to or even less important than the variation due to absorption of cold plasma in those locations with overlying cold plasma.

In the second part of this study, we describe a novel inversion technique to derive the magnetic field, density, and temperature. This inversion technique has earlier been used to derive the DEM, for instance, from AIA observations (Cheung et al. 2015) or to disambiguate the spectrum from multislit observations or slitless observations, e.g., MUSE (Cheung et al. 2019a) and COSIE (Winebarger et al. 2019). The novelty in this study is that we consider the temperature, density, and for Fe X 257 Å also the magnetic field dependence of the contribution function. So, in principle, this approach could retrieve the magnetic field as well as the temperature and densities. Another interesting diagnostic that this tool may be able to provide is the product of the filling factor with the column depth for each temperature, magnetic field, and/or density bin within the field of view. This is possible because the inversion has derived the DEM and the number density for each bin. This aspect requires further investigation in future work.

When absorption is not included in the analysis, our results show similar results to those reported by Chen et al. (2021b). We estimate that the accuracy we can achieve with this method is 50–200 G in locations without significant absorption. The absolute accuracy is highest at lower magnetic field values and rises to 200 G at high magnetic field values. Consequently, we obtain reasonable relative errors above 250 G. We also noticed that the MURAM simulation has a slower improvement in the relative error with field strength between 250 and 600 G. These slightly worse errors seem to come from regions with an overestimate of the magnetic field. The LOS analysis of the DEM(B) seems to indicate that these regions have more than one component of the magnetic field, and one of them is nearly zero Gauss. These estimates are less optimistic than those provided by Landi et al. (2020), who carried out an uncertainty analysis and determined that the minimum detectable magnetic field in active regions was of the order of 50 G. Unfortunately, observations cannot be compared with actual values as we did with the numerical models. We also noted that we used a different line list. It is unclear what the typical magnetic field values in the corona are. Based on the simulations we have used here, only a modest fraction of the field of view shows magnetic field values stronger than this sensitivity limit. In fact, for the flux emergence simulation, we had to increase the coronal magnetic field six times in order to obtain a measurable range of field values. Note that this may limit the applicability of the MIT method, either using the current method or the least-squares or line ratio methods, to regions with a strong coronal magnetic field, such as footpoints, lower legs of AR loops, loops associated with sunspots, etc.

The least-squares method used by previous studies (e.g., Chen et al. 2021b) also underestimates the magnetic field for a specific combination of spectral lines. We noticed that in our method the inversion can provide better results by varying the weights on the intensities. In this way, we can control the inversion to better fit the lines of interest. In this work, we have found the desired weights with trial and error. However, the method to find the best weights probably can be automated and fine-tuned. This is something that can be investigated in the future. Another possibility of improving the inversions would be by looping the inversions by first starting with a low resolution and large ranges for temperature, density, and magnetic field. Then, the output of this first loop can be used to trim the temperature, density, and magnetic field range and thereby reduce their bin sizes, thus improving accuracy. Finally, the sparsity of the solution can be controlled with the hyperparameter α. This parameter may need to be adjusted while using this method for different observations. Such a detailed study will be the subject of a follow-up paper.

This technique provides estimates that are similar to Chen et al. (2021b) with the addition of being able to mask regions with absorption and with the potential of discerning multi-magnetic field components. In addition, our method self-consistently and simultaneously solves for the density, temperature, and magnetic field sensitivity of these spectral lines. We note that the Lasso method gives higher weight to fits with sparse solutions that have a minimum DEM: This results in an underestimate of the density and magnetic field for large values of the density and magnetic field, respectively. This error appears systematic and could probably be corrected, but further studies are necessary, and we expect that the accuracy of our result will also depend on the spectral lines available for inversion. Similar errors have been found in previous studies using least-squares methods but the systematic error in those cases may come from a different reason (see, for details, Chen et al. 2021b). In principle, one could expand the parameter range of the inversion and include velocities as has been outlined for the disambiguation of MUSE spectra (Cheung et al. 2019a; De Pontieu et al. 2020). This would allow one to further isolate structures along the LOS, with temperature, density, and magnetic field bins as well as velocity bins. The NLFFF method provides similar error estimates (of the order of 20%, e.g., Metcalf et al. 2008; De Rosa et al. 2009). So for fields stronger than 250 G, the MIT method is a good complement to constraining the magnetic field.

The main advantage of our method is that it provides a powerful tool to mask regions that may suffer absorption. The reason is that once there is absorption, the inversion will not find reasonable solutions. In these locations, the comparison between the observation and prediction from the forward synthesis with large absorption does not match. Similarly, one would expect that this sort of mismatch could also be used for regions suffering significant nonequilibrium effects or instrumental artifacts, e.g., discrepancies in the absolute calibration. In order to expand the parameter range of the analysis on the spectral line properties and methods, we used two very different simulations, one with an active emerging flux with a relatively large amount of absorption. We found that for this scenario, the coronal magnetic field is too weak, and we had to increase it by six times to get enough signal on the MIT effect. The second one is with a lower spatial resolution, less absorption, and a stronger magnetic field. We notice that for
both regions, the systematic error in the derived magnetic field (underestimate of the magnetic field) is the same, giving support to the possibility that this can be corrected.

This method would be of great interest for Hinode/EIS observations. However, Hinode/EIS does not include Fe X 345. Still, obtaining estimates of the coronal magnetic field strength should be possible as already shown by Brooks et al. (2021) using line intensity ratios. The method will also be of even greater value in measuring coronal magnetic fields using upcoming EUVST observations, which can complement relevant iron lines to further constrain the DEMs.
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Appendix A
Radiative Transfer

The contribution function \( G(X, T, n_e, B) \) used in Equation (1) is defined as

\[
G_i(T, n_e, B) = \frac{N_i(X^{+m}) N(X^{+m}) N(X) N(H) A_{ji}/h \nu_{ji}}{N_i(X^{+m}) N(X) N(H) n_e}, \tag{A1}
\]

where \( N_i(X^{+m})/N(X^{+m}) \) is the upper-level population that can depend on electron density and temperature and, in the case of the level giving rise to the Fe X 257.261 Å line, also on the magnetic field strength \( B \) as described by Li et al. (2015, 2016). \( N(X^{+m})/N(X) \) is the ion fraction (strongly dependent on the electron temperature), \( N(X) \) is the element abundance, \( N(H)/n_e \) is the ratio between total H density and free-electron density, and \( A_{ji} \) is the Einstein coefficient for spontaneous emission for the transition between upper level \( j \) and lower level \( i \), having a frequency \( \nu_{ji} \) (Phillips et al. 2008).

The bound-free absorption used in this work is by neutral hydrogen, helium, as well as singly ionized helium following the recipes of Anzer & Heinzl (2005). In short,

\[
\tau = n_H \{(1 - F_{H}) \sigma_H + A_{He}[(1 - F_{He}) - F_{He}] \sigma_{He} + F_{He} \sigma_{He,He}\}, \tag{A2}
\]

where \( n_H \) is the number density of hydrogen, \( A_{He} \) is the helium abundance, and \( F_{H} \), \( F_{He} \), and \( F_{He,He} \) are the ionization fraction for hydrogen, and helium. The photoionization cross sections can be found in Mihalas (1978) as follows:

\[
\sigma_H(\lambda) = \sigma_0 g_{He}(\lambda)(\lambda/912)^3, \tag{A3}
\]

\[
\log_{10} \sigma_{He}(\lambda) = \sum_{j=0}^{7} c_{j} \log_{10}(\lambda)^j; \tag{A5}
\]

see Anzer & Heinzl (2005) for further details, and we used the coefficients \( c_j \) in Rumph et al. (2005). We would like to highlight here the dependence of the cross sections on \( \lambda \), which provides a different absorption coefficient for each spectral line of varying wavelength.

The CHIANTI v10 model for Fe X includes 552 fine structure levels, which allow users to account for the effects of cascades. Collisional excitation rates are taken from the R-Matrix calculations of Del Zanna et al. (2021) while the Einstein coefficients come from Wang et al. (2020) for the \( n = 3 \) levels and Del Zanna et al. (2021) for \( n = 4 \) levels. In general, the accuracy of the predicted contribution functions depends critically on the accuracy of two sets of data: (1) the ionization and recombination data used to calculate ion fractions, and (2) the atomic data, transition rates, and electron–ion collisional excitation rates used to calculate level populations. In the case of Fe X, the CHIANTI model has evolved considerably since the first release, and both sets of data have been improved multiple times. Level populations have changed by a factor of 2 from the first version of CHIANTI in 1997 to the latest one; improvements have been substantial, but the changes that occurred in the last three CHIANTI versions (V8, V9, and V10) provide negligible differences even if the value for the radiative transition probability of the \( 3s^23p^2P_{1/2} – 3s^23p^{5}(P)3d^4D_{2,5} \) transition at 257.259 Å has changed by a factor of 2 between V8 and V10. The reason is that radiative decay through the \( 257.259 \) Å line is the only decay avenue available for the \( 4^2D_{2,5} \) level, so that the overall line intensity did not change—thus, we expect no change in the E1 transition if the more recent decay rate of Li et al. (2021) is used in place of the Wang et al. (2020) value. The largest source of uncertainty at the moment are the ion fractions, as the maximum abundance temperature have shifted toward higher temperatures, resulting in temperature-dependent differences of up to a factor of 3; however, this change does not affect the MIT technique, which is entirely based on intensity ratios from lines emitted by Fe X only.

Appendix B
Collection of Figures for the MURaM AR Simulation

In the main text, we show a case where a significant amount of cold plasma is lifted to coronal heights due to flux emergence. The simulation may be similar in nature to an ephemeral region or a newly forming active region. Other regions may experience similar or even more absorption, e.g., as found in UV bursts, mott, coronal rain, or limb observations to cite a few. Here, we now consider a mature AR where cool loops have had time enough to drain and which is characterized by long hot loops. This simulation has been performed with the MURaM code.

B.1. Intensities, MIT, and Absorption

Like the previous model, the comparison between the different spectral lines becomes a multidimensional problem that depends on temperature, density, magnetic field, as well as absorption (Figures 11 and 12). This model is not as dominated by flux emergence but does include some localized flux emergence (top right). It also shows some 1 MK emission in
loop footpoints ("moss") with some absorption, but this is reduced compared to the extensive presence of moss in the solar atmosphere (De Pontieu et al. 2009). This may be because there are fewer chromospheric jets in this simulation because of its low spatial resolution. The jets that are present lift less cold plasma and thus cause less absorption at the footpoints of the hot loops (Figure 11). Large extended loops have negligible absorption, whereas low-lying loops suffer from absorption.
This model corresponds to an AR and has a magnetic field that is more typical for the corona, so we did not increase the magnetic field.

B.2. Inversions: DEM (T, n_e, B)

The inversion is doing a good job of reproducing the observables (Figure 13). Similarly, this technique is able to reveal where the absorption is happening to allow those locations to be masked from the inversion (Figure 14).

The resulting derived magnetic field shows results consistent with the ephemeral simulation from Bifrost (Figures 15 and 16). Likewise, the derived magnetic field underestimates the real magnetic field, providing support for the possibility of applying a systematic correction. Note that DEM analysis in Figure 17 reveals that it could be used to separate different magnetic field components along the LOS.

It is also worth pointing out that in the MURaM simulation, we have some regions with an overestimate of the magnetic field strength ([x, y] ≈ [20, 35] Mm). The animation of Figure 17 reveals that the overestimate may be because there are at least two magnetic field components and one is very close to zero. The inversion provides a value between the two components of the magnetic field.

Figure 12. Equivalent to Figure 5 for the AR region model using MURaM. The ratio between different spectral lines. The top row is without absorption and the bottom is with absorption. The left two panels are Fe X 257.259/174. Panels b, c, g, and h are for Fe X 257.261/174 whereas panels c and h are with MIT. The right four panels are the blended case.
Figure 13. Equivalent to Figure 6 for the AR region model using MURaM. Comparison of the forward synthesis from the inverted DEM($T$, $n_e$, $B$) with the ground-truth intensities. This comparison is without absorption. The left column shows the synthesis from the inverted DEM($T$, $n_e$, $B$), while the central column shows the logarithmic intensities calculated from the simulation. Finally, the right column shows the relative difference between intensities ($I_{inv} - I_{syn}$)/$I_{syn}$. From top to bottom, we plot the Fe X 174, 175, 184, 257 (blended), and 334 Å lines.
Figure 14. Equivalent to Figure 7 for the AR region model using MURaM. This figure is the same as Figure 13, but now with absorption. The right column is the ratio of the intensity with and without absorption.
Figure 15. Equivalent to Figure 8 for the AR region model using MURaM. The inverted magnetic field ($B_\parallel$) without absorption is shown in panel c. The same is shown with absorption accounted for in panel f. Panel c shows the magnetic field from the simulation weighted with the emission (Equation (5)). Panel e shows the same as panel f, but with areas identified as having artifacts stemming from absorption masked out using the inversion method described in the text. The top panels show the absolute error between panels b and c (in panel a), and panels b and e (in panel d), and panels b and f (in panel g), whereas the relative errors are shown in panels h (ratio between panel b and e) and i (ratio between panel b and f). The horizontal line is the cut shown in Figure 17.
Figure 16. Equivalent to Figure 9 for the AR region model using MURaM. 2D histograms of the inverted magnetic field ($B_i$) without absorption with the magnetic field from the simulation ($B_s$) show good correlation (top-left panel). However, the correlation gets bad for those pixels with absorption (top-middle panel). The mask from the inversion technique (see main text in Section 4.2 and Figure 15) allows the bad pixels to be removed (top-right panel). The absolute standard deviation and relative error as a function of the magnetic field are shown in the corresponding middle and bottom panels.
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Figure 17. Equivalent to Figure 10 for the AR region model using MURaM. The top panel corresponds to the DEM(B) from the simulation and the bottom panel for the inverted DEM(B) where we integrated temperature and density space for a specific horizontal dashed line in the top row of Figure 15. The associated animation scans along the y-axis. (An animation of this figure is available.)
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