On non-commutativity in quantum theory (II):
toy models for non-commutative kinematics.
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In this article, we continue our investigation on the role of non-commutativity in quantum theory. Using the method explained in On non-commutativity in quantum theory (I): from classical to quantum probability, we analyze two toy models which exhibit non-commutativity between the corresponding position and velocity random variables. In particular, using ordinary probability theory, we study the kinematics of a point-like particle jumping at random over a discrete random space. We show that, after the removal of the random space from the model, the position and velocity of the particle do not commute, when represented as operators on the same Hilbert space.
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I. INTRODUCTION

In [1] we proposed a method to construct a non-commutative probability theory starting from a collection of ordinary probability spaces (i.e. a contextual probability space [2]) using entropic uncertainty relations. In this article, following this method, we try to shed some light on the non-commutativity in quantum mechanics. In particular, we will focus on the fundamental commutation relation

\[ \left[ \hat{Q}, \hat{P} \right] = i\hbar \hat{1} \] (1)

between position and momentum operators in non-relativistic quantum mechanics. The goal is to construct a Kolmogorov probabilistic model in which this commutation relation and, more generally, non-relativistic quantum mechanics can be recovered. To achieve this, we will present two toy models describing the kinematics of a point-like particle jumping at random over a random discrete space. As we will see, in these toy models a full derivation of the commutation relation (1) is not possible (hence no direct comparison with non-relativistic quantum mechanics is available) but from them, we may understand how such a model should look like. Such model will be presented in [3].

The main idea is the following. In the framework of non-relativistic quantum mechanics, the statistical description of a free particle in \(\mathbb{R}^3\) is done by using an element of a separable infinite-dimensional Hilbert space, \(\psi \in L_2(\mathbb{R}^3)\), and a set of non-commuting (in general) self-adjoint operators on this Hilbert space. As we have seen, non-commutativity has various consequences like Heisenberg uncertainty principle, CHSH inequalities (when also the spin is considered) and, most important, the impossibility to abandon the Hilbert space description*. The

* A notable exception is the phase-space formulation of non-relativistic quantum mechanics [4, 5] which does not use Hilbert spaces. However, it uses quasi-probability distributions where negative probabilities are difficult to understand from the statistical point of view.
basic assumption of the models presented here is that space (time is still a parameter) plays an active role in the description of a particle. More precisely, we will treat particles as point-like objects and the physical space as a random distribution of points. With the term “physical space”, we mean the space on which particles actually move: for example the physical space of classical mechanics is $\mathbb{R}^3$. The random distribution of points used to describe the physical space is not static but evolves stochastically in time according to some law. We also assume that a particle moves by jumping at random from one point of the physical space to another. The particle and physical space are described using random variables in the framework of ordinary probability theory. When we want to describe only the particle, we have to remove (the exact meaning of this term will be clarified later) the random variables describing the physical space: this will be the origin of the non-commutativity between the position and the velocity operators of the particle in these models.

The article is organized as follows. In section II we will give some physical arguments supporting the basic assumptions of the model about the physical space, then in section III, we will discuss a toy model where time is discrete. This will be generalized in section IV to the continuous time case. In both models, we will derive an entropic uncertainty relation for the position and velocity random variables. This allows to conclude that they can be represented on a common Hilbert space as two non-commuting operators (using the results presented in [1]). For each toy model, we point out positive aspects and limitations.

II. SPACE AND TIME IN QUANTUM MECHANICS

In the models proposed in the subsequent sections, space will be treated as a stochastic process, while time will be a parameter. Here we try to argue our choice of space and time using ordinary non-relativistic quantum mechanics.

Let us start with the time. In ordinary quantum mechanics, time is a parameter, and we will treat it in the same way also in the proposed models. It is known that, associate to time an operator $\hat{T}$ which is the canonical conjugate of the Hamiltonian $\hat{H}$, i.e. $[\hat{T}, \hat{H}] = i\hbar$, is problematic [6]. Different proposals are available [7] however, none of them can be considered as a satisfactory solution of the problem: 1) one may use an operator $\hat{T}$ which is not self-adjoint and fulfil the commutation relation, but then one has to deal with complex eigenvalues of such operator; 2) one may choose an Hamiltonian which is not bounded from below and fulfil the commutation relation using a self-adjoint $\hat{T}$, but such Hamiltonian does not describe stable physical systems. Giving up to fulfil the relation $[\hat{T}, \hat{H}] = i\hbar$, another possible way to introduce a time operator is the following. Suppose we have a quantum particle, described at time $t$ by the vector $|\psi_t\rangle \in \mathcal{H}$, and whose time evolution is given by the Schödinger equation, as usual. We want to define the time operator $\hat{T}$ as the operator such that

$$\hat{T}|\psi_t\rangle = t|\psi_t\rangle,$$

for any $|\psi_t\rangle \in \mathcal{H}$. Since $t \in \mathbb{R}$ the spectrum is real, hence $\hat{T}$ is self-adjoint. No commutation relation with the Hamiltonian is assumed, hence we are free to assume the energy spectrum bounded from below. In addition, we also assume that $\hat{T}$ commutes with all the operators over $\mathcal{H}$. This is reasonable from the physical point of view since we can always measure time together with any other observable of the particle in a non-relativistic experiment. Indeed in non-relativistic systems, the time in any clock of the laboratory is the time at which the quantum particle is measured in the same experiment. Assuming that, the spectral representation theorem [1, 8] implies that

$$\mathcal{H} = \int_{\mathbb{R}} \oplus \mathcal{H}_t dt$$

where $\int \oplus \cdot$ means the continuous direct sum. The unitary time evolution $\hat{U}_t$ induced by the Schödinger equation, can be seen as a map between different Hilbert spaces in the direct sum above, namely $\hat{U}_t : \mathcal{H}_t \to \mathcal{H}_{t+s}$. By the spectral decomposition theorem [1, 8], the operator $\hat{T}$ can be written as

$$\hat{T} = \int_{\mathbb{R}} t \mathbb{1}_{\mathcal{H}_t} dt$$

where $\mathbb{1}_{\mathcal{H}_t}$ is the identity on the Hilbert space $\mathcal{H}_t$. In [1] we saw that non-commuting operators over a Hilbert space are the non-commutative version of random variables and that, their probability distributions are all encoded in a state defined on the algebra that they form (typically represented using a vector of the Hilbert space on which they are defined). In all attempts seen above to define a time operator, we cannot consider time as a random variable with probability distribution induced by the quantum state used to describe the particle. Indeed, if $\hat{T}$ is not self-adjoint, it corresponds to a random variable taking value on $\mathbb{C}$, which is hardly identifiable with physical time. If $\hat{T}$ is self-adjoint but $\hat{H}$ is not bounded from below, the time is a random variable but of an unphysical system. Finally, in the last possibility, we can easily understand that no statistical information about time is contained in $|\psi_t\rangle$. For these reasons in the proposed models, we can safely treat time as a parameter “without neglecting possible quantum effects”.

Now we turn our attention to space. In this case the situation is different. Consider a quantum particle in $\mathbb{R}^3$, hence with Hilbert space $L^2(\mathbb{R}^3)$. Let $x = (x_1, x_2, x_3) \in \mathbb{R}^3$.
the space. This is clearly another legitimate possibility, space is an artifact of the ruler: the ruler is random, not argue that the stochasticity we observe in the physical here about space described by random variables. As a mechanical model of a ruler, we may legitimately think the physical space of a quantum system using a quantum particle and one due to the ruler. Hence, if we construct two contributions to the probability: one due to the

In appendix A, it is argued that under reasonable assumptions, the expression above reduces to

\[ P[X_A = i] = \int \prod_{j=1}^{N} dy_j |\psi_R(y_1, \ldots, y_i, \ldots, y_N)|^2 |\phi_A(y_i)|^2, \]

where \( N \) is the number of particles of the quantum ruler, \( \psi_R(y_1, \ldots, y_i, \ldots, y_N) \) is the wave function of the quantum ruler and \( \phi_A(x) \) is the wave function of the quantum particle whose position is measured. In appendix A, it is argued that under reasonable assumptions, the expression above reduces to \( |\phi_A(x)|^2 \) as expected. Note that in the above expression, we have two contributions to the probability: one due to the particle and one due to the ruler. Hence, if we construct the physical space of a quantum system using a quantum mechanical model of a ruler, we may legitimately think that the physical space of quantum mechanics can be described by random variables.

We conclude by observing that the argument presented here about space is not loophole free. One can always argue that the stochasticity we observe in the physical space is an artifact of the ruler: the ruler is random, not the space. This is clearly another legitimate possibility, but in this article, we want to explore the consequences of the choice of considering space as a random phenomenon.

III. MODEL A: DISCRETE-TIME 1-D KINEMATICS ON A RANDOM SPACE

Here we will describe a discrete (and finite) random space and a particle moving on it jumping at random from one point of space to another. Space, position, and velocity of the particle at a given time will be treated in the same way: using random variables. The whole model is 1-dimensional. We will show that, once the space process is removed from the model, the position and velocity of the particle can be jointly described in a non-commutative probability space.

A. The space process

The process describing space in this model (Model A) will be called space process. The space process is assumed to be a discrete and finite set of points distributed at random. More precisely, at each instant of time, space is a random distribution of \( M \in \mathbb{N} \) points over the real line. Such points evolve in time as discrete-time random walks and, in this sense, space is a stochastic process. This time evolution has a twofold interpretation. A first possibility is to think it with respect to the real line: a point of the space process is a random walk and it changes its position along the line as time changes. A second possible way to see this time evolution is to look at its effects on the “ordering among points”: the points change their distances with respect to a chosen point (the origin) when this distance is “measured on the points” (see the distances defined in appendix B). In some sense this second point of view can be considered as an internal description: it describes space as if the observer has no possibility to see the continuous real line. On the other hand, the first possibility should be considered as an external description\(^\dagger\). For simplicity, we chose to describe the whole model from the first point of view. Nothing forbids to adopt the second point of view for the description despite, at a first look, it seems more complicated.

Let us recall some basic facts about the random walk \[.\] Consider a lattice of points having spacing \( l \in \mathbb{R} \), say \( Z_l := \{x \in \mathbb{R} \mid x = ln, n \in \mathbb{Z} \} \). Then take a collection of independent, identically distributed Bernoulli random variables \( \{Y_i\}_{i=1}^{\infty} \), characterised by the probabilities

\[ ^\dagger \text{An interesting analogy can be made between the two possibilities explained here for the description of the space and the description of a manifold. A manifold can be studied using a coordinate system on it (internal description), or imagine that is embedded in a larger space (external description), similarly to what happens here.} \]
We can use the Bayes theorem to complete the description of the random walk as the process

\[ S_N := \sum_{i=0}^{N} Y_i \]  \hspace{1cm} (2)

where \( Y_0 \) is an arbitrary random variable with distribution \( \pi(y_0) \), taking value on \( \mathbb{Z}_4 \), representing the initial position of the random walk. \( N \) labels time (assumed discrete) and \( S_N \) represents the position of the random walk at time \( N \). Let us now derive the probability distribution of the random walk position at time \( N \), i.e. \( S_N \). Consider the random walk at time \( N \). Since at each time-step the random walk can move by +1 or by -1, its final position \( d \) will be

\[ d = (N-n)l - nl = (N-2n)l \]

Using this equation we can see that, if at time \( N \) the random walk is found in \( d \), the number of times the random walk moves by -1 is

\[ n = \frac{1}{2} \left( \frac{d}{l} + N \right). \]

Clearly, the number of times it moves by +1 will be \( N-n \). Note that the chronological order of the movements does not make any difference on the final position. Assume, for the moment, that the initial position \( Y_0 \) is given, and set it \( Y_0 = 0 \). Since for a given \( d = (N-2n)l \) the random walk is just the sum of Bernoulli random variables, i.e. a binomial process, we can write

\[
P[S_N = d] = \binom{N}{n} p^n (1-p)^{N-n} = \left(\frac{N}{N} l + N\right) p^d (1-p)^{N-d} \left(\frac{1-d}{d+N}\right) = \left(\frac{N}{d+N}\right) p^\frac{d}{d+N} (1-p)^\frac{N-d}{d+N}. \]

Nevertheless this formula holds only for \( d \in [-lN,lN] \). If \( d > lN \) or \( d < -lN \), this probability must be zero because these regions of space cannot be reached by the random walk in \( N \) time-steps. Restoring \( Y_0 \) (hence we simply translate the final position \( d \) by \( Y_0 = y_0 \)), we can write that

\[
P[S_N - y_0 = d - y_0] = \binom{N}{d+N} p^\frac{d}{d+N} (1-p)^\frac{N-d}{d+N}. \hspace{1cm} (3)
\]

Note that \( (3) \) can be used as a probability only when the value of the random variable \( Y_0 \) is given: hence it is a conditional probability with respect to the value of \( Y_0 \), i.e. \( P[S_N - y_0 = d - y_0] = P[S_N = d|Y_0 = y_0] \). To complete the description of the random walk \( (2) \), using the Bayes theorem we obtain

\[
P[S_N = d] = \sum_{y_0 \in \mathbb{Z}_4} P[S_N = d|Y_0 = y_0] \pi(y_0), \hspace{1cm} (4)
\]

which is the probability to find the random walk at time \( N \) in the position \( d \in \mathbb{Z}_4 \), given that at the initial time it started from the position \( Y_0 \), random variable with distribution \( \pi(y_0) \). Without losing generality, we set \( l = 1 \) for simplicity. We conclude our review on basic facts about the random walk, formalising the description at measure-theoretic level. As for any stochastic process, also for the random walk, there exists a probability space \((\Omega, \mathcal{E}, P)\). The sample space \( \Omega \) can be imagined as the set of all possible trajectories of the random walk. It is a countable set (provided that the time of the random walk vary over a finite interval), since the random walk is a discrete process. \( \mathcal{E} \) is a \( \sigma \)-algebra on \( \Omega \), and can be thought as the power set of \( \Omega \), i.e. \( \mathcal{E} = \mathcal{P}(\Omega) \), while \( P \) is the probability measure. The random walk on this probability space is the identity random variable evaluated at a given time \( N \), i.e. for \( s \in \Omega \) the position of the random walk at time \( N \) is \( S_N(s) = s(N) \).

Let us now come back to the space process. As stated in the beginning, it consists of a collection of \( M \) random walks. At any time step \( N \), the random distribution of points of the random walks is the space process of model \( A \) at time \( N \). We may start with this preliminary definition.

**Definition 1.** Let \( \{S_N^{(i)}\}_{i \in I} \) be a collection of independent random walks, where \( |I| = M \in \mathbb{N} \), defined as in \( (2) \) and described with the probability distributions \( (4) \). We call such a collection the space process for the Model \( A \).

A possible realisation of the space process is given in figure 1. We label the space process of model \( A \) with the symbol \( \mathcal{S}^A \), while \( \mathcal{S}^A_N \) is the space process at the time-step \( N \) (hence a random variable describing the distribution of \( M \) points in \( \mathbb{R} \)). The outcome of the random variable \( \mathcal{S}^A_N \), can be thought as a \( M \)-tuple, i.e. \( \mathcal{S}^A_N = (s_1(N), \ldots, s_M(N)) \) where \( s_i(N) \in \mathbb{R} \) is the position of the \( i \)-th random walk at time \( N \). Call \( \tilde{P}^A \) the probability measure for the space process \( \mathcal{S}^A \). Since the random walks are assumed to be independent, the probability to obtain a specific configuration is given by

\[
\tilde{P}^A[\mathcal{S}^A_N = \mathcal{S}_N] = \prod_{i=1}^{M} P[S_N^{(i)} = s_i(N)]. \hspace{1cm} (5)
\]

For the same reason, it may happen that for some realisation the points overlap. In a similar manner, we can also construct the joint probabilities

\[
\tilde{P}^A[\mathcal{S}^A_N = \mathcal{S}_N, \mathcal{S}^A_T = \mathcal{S}_T] = \prod_{i,j=1}^{M} P[S_N^{(i)} = s_i(N), S_T^{(j)} = s_j'(T)]. \hspace{1cm} (6)
\]

\footnote{Given a set \( A \), with the symbol \( \mathcal{P}(A) \) we label the power set of \( A \).}
The space process is the stochastic process on \( N \)-distributions for the space process \( S \) we may construct the whole family of finite-dimensional distributions for the space process. Such evolution changes the random distribution of each point of the space process. Note that at a given time step, points may overlap. Hence we can say that \( X_N \) represents the random walk evolution of each point of the space process at time \( N \) (the writing “\( x \in y \)” where \( x \) is a point and \( y \) is an \( N \)-tuple, should be interpreted as “\( x \) is a member of the \( N \)-tuple \( y \)”).

Thus we have the following definition:

**Definition 3.** Consider the probability space \((\Omega_I \times \Omega_{\mathcal{E}A}, \mathcal{E}_I \otimes \mathcal{E}_{\mathcal{A}}, P^A)\) and a measurable space \((Z, \mathcal{P}(Z))\). The random variable \( X_N \) is the \( \mathcal{P}(Z)\)-measurable function

\[
X_N : \Omega_I \times \Omega_{\mathcal{E}A} \rightarrow Z
\]
defined as in \((7)\). \( X_N \) represents the position of the particle at time \( N \).

Note that on the probability space \((\Omega_I \times \Omega_{\mathcal{E}A}, \mathcal{E}_I \otimes \mathcal{E}_{\mathcal{A}}, P^A)\) we can describe also the space process \( S^A \) by simply demanding that \( P^A \circ [S^A]^{-1} = P^A \). From now on in the whole discussion of model A, instead of writing \( P^A \) we simply write \( P \) if no confusion arises. By construction, \( X_N \) is a function of the space process \( S^A \). This implies that \( X_N \) and \( S^A \) are not two independent random variables. Indeed, assume

\[
S_A^A(S) = S_N := (x_1, \cdots, x_M),
\]
\[
S_A^A(S') = S'_N := (x'_1, \cdots, x'_M),
\]
and that we can fix a common origin on them, say \( x_0 \in S_N \cap S'_N \). Choose \( S \) and \( S' \) such that there exists \( z + x_0 \) in \( S_N \) but \( z + x_0 \notin S'_N \), i.e. \( S_N^A(S) \) and \( S'_N^A(S') \) have at least one point which is not in common. Then

\[
P[X_N = z|S_N^A = S_N] \neq P[X_N = z|S'_N^A = S'_N],
\]
since the second term vanishes by construction while the first can be non-zero in general. Thus we cannot set

**B. The particle process**

In this model, a particle is considered as a point-like object. At any time step \( N \), it is completely described by its position and its velocity, which are assumed to be random variables.
The equation above can be confirmed in a more rigorous way.

Let us now describe the velocity random variable. In order to introduce this process, we need to specify how the particle moves on a physical space described with the space process introduced before. We assume that particle moves by jumps: it jumps from one of the points of the space process at time $N$ to another point of the space process at time $N + 1$. These jumps are described by the transition probabilities

$$P[X_{N+1} = b | X_N = a] = \alpha(b, a),$$  \hspace{1cm} (8)

where $a, b \in \mathbb{Z}$. Once these transition probabilities are given, we can define the velocity random variable $V_N$. We set

$$V_N := \frac{X_{N+1} - X_N}{N+1 - N} = X_{N+1} - X_N.$$  \hspace{1cm} (9)

This is clearly the discrete-time version of the usual definition of velocity. Note that this physical definition makes sense because, thanks to the transition probabilities (8), we can describe $V_N$ from the probabilistic point of view using only information available at time $N$. More formally, the transition probabilities (8) allows to describe $V_N$ on the same probability space of $X_N$, i.e. $(\Omega_I \times \Omega_{SA}, \mathcal{E}_I \otimes \mathcal{E}_{SA}, P^A)$.

**Definition 4.** Consider the probability space $(\Omega_I \times \Omega_{SA}, \mathcal{E}_I \otimes \mathcal{E}_{SA}, P^A)$ and the measurable space $(\mathbb{Z}, P(\mathbb{Z}))$. The velocity random variable $V_N$ is the $P(\mathbb{Z})$-measurable function

$$V_N : \Omega_I \times \Omega_{SA} \rightarrow \mathbb{Z}$$

defined in (9). $V_N$ represents the velocity of the particle at time $N$.

Also the velocity random variable is a function of the space process and, proceeding as done for $X_N$, we may conclude that $P[V_N = c, \mathcal{S}_N = \mathcal{S}_N] \neq P[V_N = c]P[\mathcal{S}_N = \mathcal{S}_N]$. Let us now derive the relation between the probabilities $P[V_N = c]$ and $P[X_N = a]$, in a way that is consistent with the transition probabilities (8). It can be done following this intuitive idea. Suppose that at time $N$ we know that the particle is in the position $X_N = a$. Then the event $A := \{X_N = a\}$ is true, i.e. $P(A) = P[X_N = a] = 1$, which means that $P[X_N = a | A] = \delta_{a,a}$. Under the same conditions, one should also write that $V_N = X_{N+1} - a$, and this suggests that the probability to observe $V_N = c$ is equal to the probability to observe $X_{N+1} = a + c$, when $A$ happens. Thus, using (8) we can write that

$$P[V_N = c | A] = P[X_{N+1} = a + c | A] = \alpha(a + c, a).$$

The equation above can be confirmed in a more rigorous way.

**Proposition 1.** Let $X_N$ and $V_N$ be the position and the velocity random variables. If $P[X_{N+1} = b | X_N = a] = \alpha(b, a)$, then $P[V_N = c | A] = \alpha(a + c, a)$ where $A = \{X_N = a\}$.

**Proof.** Since $V_N = X_{N+1} - X_N$, clearly $X_{N+1}$ and $X_N$ are conditionally independent under the event $A = \{X_N = a\}$. Let $\varphi_{V_N}(\lambda)|_A$, $\varphi_{X_{N+1}}(\lambda)|_A$ and $\varphi_{X_N}(\lambda)|_A$ be the characteristic functions of the three random variables considered here, computed with the conditional probabilities. By conditional independence we can write that

$$\varphi_{V_N}(\lambda)|_A = \varphi_{X_{N+1}}(\lambda)|_A \cdot \varphi_{-X_N}(\lambda)|_A.$$  

Since

$$\varphi_{-X_N}(\lambda)|_A = \sum_{a'} e^{-i\lambda a'} \delta_{a,a'} = e^{-i\lambda a}$$

$$\varphi_{X_{N+1}}(\lambda)|_A = \sum_b \alpha(b, a)e^{i\lambda b}$$

we have that

$$\varphi_{V_N}(\lambda)|_A = \sum_b \alpha(b, a)e^{i\lambda(b-a)}.$$  

Because $b - a \in \mathbb{Z}$, clearly $\varphi_{V_N}(\lambda)|_A = \varphi_{V_N}(\lambda + 2\pi)|_A$ which means that the random variable $V_N$ is a discrete random variable (as expected). The inversion formula of the characteristic function, in this case is

$$P[V_N = c | A] = \lim_{T \rightarrow +\infty} \frac{1}{2T} \int_{-T}^{+T} e^{-i\lambda c} \varphi_{V_N}(\lambda)|_A d\lambda.$$  

Thus

$$P[V_N = c | A] = \lim_{T \rightarrow +\infty} \frac{1}{2T} \int_{-T}^{+T} e^{-i\lambda c} \sum_b \alpha(b, a)e^{i\lambda(b-a)} d\lambda$$

$$= \sum_b \alpha(b, a) \lim_{T \rightarrow +\infty} \frac{1}{2T} \int_{-T}^{+T} e^{i\lambda(b-a-c)} d\lambda$$

$$= \sum_b \alpha(b, a) \lim_{T \rightarrow +\infty} \frac{e^{iT(b-a-c)} - e^{iT(b-a-c)}}{2Ti(b-a-c)}$$

$$= \sum_b \alpha(b, a) \lim_{T \rightarrow +\infty} \text{sinc}(T(b-a-c))$$

where $\text{sinc}(x) = \sin x / x$. Since $\lim_{a \rightarrow \infty} \text{sinc}(ax) = \delta_{x,0}$ when $x \in \mathbb{Z}$, we conclude that

$$P[V_N = c | A] = \sum_b \alpha(b, a)\delta_{b-a,0} = \alpha(a + c, a).$$

This concludes the proof. \qed

At this point, we may obtain $P[V_N = c]$ simply using the Bayes theorem, namely

$$P[V_N = c] = \sum_a \alpha(a + c, a) P[X_N = a]$$  \hspace{1cm} (10)
which is consistent with the transition probabilities given in the beginning. The following assumption on the transition probabilities is done

\[ P[V_N = c|X_N = a] = P[X_N = a|V_N = c], \quad (11) \]

i.e. the transition probabilities are symmetric under the exchange of their arguments. Having defined both the position and velocity random variables, we may give a precise definition of what we call particle in Model A.

**Definition 5.** A particle is a point-like object whose features at time \( N \) are completely specified by the position and velocity random variables. More formally, we can say that a particle corresponds to the random vector \( \mathcal{P}_N := (X_N, V_N) \). We will refer to \( \mathcal{P}_N \) with the name particle process, when considered as a function of time.

An example of particle process is drawn in figure 2.

![Particle process diagram](image)

**FIG. 2.** A possible realization of the particle process is drawn in red, over the same realization of the space process considered in figure 1. The position of the particle at a given time-step is given by the red point while its velocity at the same time-step is represented by the outgoing arrow.

**C. Remove the space from the model**

In this section, we will explain what we mean with the expression “remove the space from the model”. In [1] we observed that, given three random variables \( X, Y \) and \( Z \) on the same probability space \( (\Omega, \mathcal{E}, \mathcal{P}) \), one can eliminate one of them, say \( Z \), simply by conditioning with respect to the outcomes of this random variable, i.e. conditioning on the events \( \{Z = z\} \). In the collection of probability spaces obtained after conditioning, the description of the random variable \( Z \) is not anymore possible unless one adds the probabilities \( P[Z = z] \). Such information cannot be obtained from the collection of probability spaces one has after conditioning. The statistical description of the remaining random variables can be done without influence the random variable \( Z \) : in this sense \( Z \) is not present anymore in the probabilistic model used to describe \( X \) and \( Y \). However, when we deal with a stochastic process the elimination of a random variable representing it at given time, do not guarantee that we can manipulate all the remaining random variables without influence the stochastic process (which means that we can describe the remaining random variables without influence the removed process). In this case we need to add additional conditions in order to be sure that the stochastic process is not present anymore in the remaining probabilistic model. Once that we apply a procedure that is capable to do so, we say that the stochastic process is removed from the model.

Model A exhibits features that are interesting from the point of view of quantum mechanics when we remove the space process from the model. Before describing how to implement it mathematically, let us first explain the physical principles that motivate this removal. Model A describes a particle that jumps at random over a random distribution of points. Such a random distribution of points is assumed to be the physical space in which the particle moves: the physical space is not anymore a passive background against which physical processes take place. Preparing the particle in a given state means to perform an experimental procedure after which the statistical properties of the particle’s observables are known. In other words, the state preparation is an experimental procedure such that right after it terminates, all random variables associated to the particle’s observables have a given probability distribution. Hence, saying that a particle at time \( N \) is in a given state, means that at time \( N \) all probability distributions of the observables of the particle are fixed. However, assuming that the physical space is random has big consequences. Any experimental procedure happens in such a physical space. If the experimental procedure for the state preparation ends at time \( N \), the probability distributions of the observables are always conditioned to the configuration of space at that time. This is because one prepares the state of the particle at time \( N \), in the configuration of space that the space process assumes at that time. Hence the probability distributions that describe the particle must be always conditioned to some space configuration. If it is not so, to prepare the particle in a given state we need to have control not only on it but also on the whole space. This means that the probability distribution that describes the space process at a given time does not depend on the probabilities describing the particle after a preparation procedure. In other words, changing the probability distributions describing the particle (i.e. changing the state) does not have to modify the probability distributions describing the space process. When this happens
we say that the space process is removed from model A. In order to implement that, we have to require the following:

i) The particle at time $N$ can be described only by using probabilities that are conditioned with respect to some space configuration at that time. This means that to describe the position and velocity random variables we have to use only

$$P_{S_N}[X_N = a] := P[X_N = a | \mathcal{S}_N^A = S_N],$$
$$P_{S_N}[V_N = c] := P[V_N = c | \mathcal{S}_N^A = S_N],$$

where $S_N$ is the configuration of the space process at time $N$.

ii) The transition probabilities of any point of space (i.e. $p_i = P[S_{N+1}^i = a + 1 | S_N^i = a]$ for all $i \in I$) cannot be changed by the preparation procedure of the particle. This means that changing the conditional probabilities of the particles, the transition probabilities of the single point of space remains fixed.

These two conditions implement the idea that the space process cannot be influenced by the preparation procedure of the particle. Note that the requirement $i)$ is needed in order to avoid that the probability of the space process at time $N$ is changed by the preparation procedure of the particle, while the requirement $ii)$ avoids that such preparation procedure alters the space process probabilities at times $N' \neq N$ (i.e in the past or in the future). Since we are dealing with non-relativistic systems this last requirement is reasonable from the physical point of view.

Let us now describe the effects of the removal of the space process in model A from the mathematical point of view. We will focus first on the consequences of the requirement $i)$. In order to do so we need to study better the effect of conditioning on a probability space. For the interested reader, in appendix C a short review on how conditioning is described in the measure-theoretic formulation of probability theory is presented. However here we proceed following a more intuitive approach. According to the removal procedure explained above, we can describe the particle using only probabilities that are conditioned to the event $\{S_N\} := \{S \in \Omega_{S_A} | S_N^A(S) = S_N\}$. At the level of the events, this means that for the random variable $X_N$ and $V_N$ we consider only events of this kind: $\{X_N = a\} \cap \{S_N^A = S_N\}$ and $\{V_N = b\} \cap \{S_N^A = S_N\}$. For the position random variable, this means that the conditioning procedure effectively changes the sample space and the $\sigma$-algebra of its starting probability space as

$$\Omega_I \times \Omega_{S_A} \to \{\Omega_I \times \{S_N\}, \mathcal{P}(\Omega_I \times \{S_N\})\}.$$ 

Let us call $\Omega_{X_N} := \Omega_I \times \{S_N\}$ and $\mathcal{E}_{X_N} := \mathcal{P}(\Omega_I \times \{S_N\})$. It is a known fact from probability theory that the measurable space $(\Omega_{X_N}, \mathcal{E}_{X_N})$ equipped with conditional probability $P_{S_N}[X_N = \cdot] = \cdot$ defines a probability space. On this probability space $(\Omega_{X_N}, \mathcal{E}_{X_N}, P_{S_N})$ the random variable $X_N$ can be described after conditioning on the event $(S_N)$. Everything we said till now, clearly also holds for the velocity random variable: after conditioning it can be described in a probability space $(\Omega_{V_N}, \mathcal{E}_{V_N}, P_{S_N})$ defined in a similar manner.

Relevant for our goal is the study of the joint probabilities for $X_N$ and $V_N$, and its link with the transition probabilities (8) after conditioning. By definition $X_N$ and $V_N$ are two random variables defined on the same probability space $(\Omega_I \otimes \Omega_{S_A}, \mathcal{E}_I \otimes \mathcal{E}_{S_A}, P)$. This means that we can always find a joint probability distribution $P[X_N = a, V_N = c]$, which can be used to derive the transition probabilities (8) using the usual Bayes formula. Since the space process can be described on the same probability space of $X_N$ and $V_N$, also the joint probability distribution $P[X_N = a, V_N = c, S_N^A = S_N]$ exists. Applying the Bayes formula, we can derive the conditional joint probability for $X_N$ and $V_N$, namely

$$P_{S_N}[X_N = a, V_N = c] := \frac{P[X_N = a, V_N = c, S_N^A = S_N]}{P[S_N^A = S_N]},$$

from which one can derive conditional transition probabilities

$$\alpha_{S_N}(c, a) := \frac{P_{S_N}[V_N = c | X_N = a]}{P_{S_N}[X_N = a]} = \frac{P_{S_N}[X_N = a, V_N = c]}{P_{S_N}[X_N = a]}.$$

Note that $\alpha_{S_N}(c, a) \neq \alpha(c, a)$. From the point of view of the probability spaces, after conditioning we can always describe the two random variables using a single probability space. Such probability space is simply $(\Omega_{X_N} \otimes \Omega_{V_N}, \mathcal{E}_{X_N} \otimes \mathcal{E}_{V_N}, P_{S_N})$. On it, we can define a joint probability distribution $P_{S_N}[X_N = \cdot, V_N = \cdot]$ such that $P_{S_N}[X_N = \cdot]$ and $P_{S_N}[V_N = \cdot]$ are the two marginals and $\alpha_{S_N}(c, a)$ are the transition probabilities between $V_N$ and $X_N$. Since the joint probability distribution are symmetric under the exchange of the arguments, clearly

$$\alpha_{S_N}(c, a) P_{S_N}[X_N = a] = \alpha_{S_N}(a, c) P_{S_N}[V_N = c],$$

where $\alpha_{S_N}(a, c) = P_{S_N}[X_N = a | V_N = c]$. According to [2], this is a signature that we are working on a single measure-theoretic probability space. A more interesting case happens when we use the the unconditional transition probabilities $\alpha(a + c, a)$ and $P[X_N = a | V_N = c]$. In this case we have that

$$\alpha(a + c, a) P_{S_N}[X_N = a] \neq P[X_N = a | V_N = c] P_{S_N}[V_N = c]$$

in general, which means that we cannot describe $X_N$ and $V_N$ using a single measure-theoretic probability space, if we choose to use the unconditional transition probabilities after conditioning with respect to the space process at time $N$. However, this does not mean that we cannot describe $X_N$ and $V_N$ after conditioning using the transition
probabilities $\alpha(a+c, a)$ (we will come back on the physical reason for the use of $\alpha(a+c, a)$ instead of $\alpha_{SN}(c, a)$) later.

We can do it using two different probability spaces: one for $X_N$ and one for $V_N$. We have already seen that, after conditioning, we obtain a probability space for each random variables, i.e. $(\Omega_{X_N}, \mathcal{E}_{X_N}, P_{SN})$ for $X_N$ and $(\Omega_{V_N}, \mathcal{E}_{V_N}, P_{SN})$ for $V_N$. However we cannot construct a joint probability space where $P_{SN}[X_N = \cdot]$ and $P_{SN}[V_N = \cdot]$ are the two marginals of some joint probability distribution and $\alpha(a+c, a)$ the transition probabilities that we obtain from the same joint probability distribution. This is exactly the content of (12): the joint probability we are looking for would not be symmetric in the exchange of the arguments. This is something that it is not possible in an ordinary measure space since the intersection of events in a sigma algebra is a symmetric operation (i.e. commutative). As a consequence we may conclude that the Bayes theorem cannot be used to relate the two marginals. However a relation between $P_{SN}[X_N = \cdot]$ and $P_{SN}[V_N = \cdot]$ can still be found [11].

**Theorem 1.** Let $\{P_{SN}[X_N = a]\}_{a \in \Omega_{X_N}}$ be the probabilities describing the position of the particle at time $N$ under the condition that the space process at time $N$ is $S_N$. If $P[X_{N+1} = b|X_N = a] = \alpha(b, a)$, then

$$P_{SN}[V_N = c] = \sum_{a} \alpha(a+c, a)P_{SN}[X_N = a] + \delta(c|X_N, S_N)$$

(13)

where

$$\delta(c|X_N, S_N) = \frac{1}{P[S_N^A = S_N]} \sum_{S_N'} \left[ \sum_{a} \alpha(a+c, a) \cdot P[X_N = a, S_N^A = S_N'] - P[V_N = c, S_N^A = S_N'] \right]$$

(14)

which is in general different from zero.

**Proof.** Given $P[V_N = c]$, we can always write

$$P[V_N = c] = \sum_{S_N} P[V_N = c, S_N^A = S_N']$$

and similarly

$$P[X_N = a] = \sum_{S_N} P[X_N = a, S_N^A = S_N'].$$

Note that the sum over all possible configurations of the space process at time $N$ is well defined, since the number of configurations is clearly countable (it is a cartesian product of a discrete process taking value on the integers). Substituting these expressions in (10) and dividing by $P[S_N^A = S_N']$, we get

\[
\sum_{S_N'} \frac{P[V_N = c, S_N^A = S_N']}{P[S_N^A = S_N']} = \sum_{a} \alpha(a+c, c) \frac{P[X_N = a, S_N^A = S_N']}{P[S_N^A = S_N']}
\]

\[
P_{SN}[V_N = c] + \sum_{S_N \neq S_N} \frac{P[V_N = c, S_N^A = S_N']}{P[S_N^A = S_N']} = \sum_{a} \alpha(a+c, c) P_{SN}[X_N = a] + \sum_{a} \alpha(a+c, c) \frac{P[X_N = a, S_N^A = S_N']}{P[S_N^A = S_N']}
\]

Moving the second term of the LHS to the RHS, we obtain (13) and (14). Note that in general (14) is non zero since

\[
\sum_{a} \alpha(a+c, a) P[X_N = a, S_N^A = S_N'] \neq P[V_N = c, S_N^A = S_N'].
\]

This concludes the proof.

We can see that, after the conditioning on the space process, the Bayes formula cannot be used anymore to compute $P_{SN}[V_N = c]$ from the probabilities of the position random variable if we want to use the transition probabilities $\alpha(a+c, a)$. We need to add a correction term which contains statistical information about the space process. Note that this correction term has the property

$$\sum_{c} \delta(c|X_N, S_N) = 0,$$

(15)

which is necessary in order to preserve the normalisation of probabilities, i.e. $\sum_{c} P_{SN}[V_N = c] = 1$. We also note that in general $\delta(c|X_N, S_N) \in [-1, 1]$ and in particular it can be negative. Summarising, given the transition probabilities $\alpha(a+c, a)$ we cannot describe $X_N$ and $V_N$ on a single probability space after conditioning on the space configuration at time $N$. However, the description $X_N$ and $V_N$ in a single probability space after conditioning can be always done: the price to pay is that we have to change the transition probabilities from $\alpha(a+c, a)$ to $\alpha_{SN}(c, a)$.

At this point a legitimate question arises: can we motivate physically the choice to use $\alpha(a+c, a)$ instead...
αS_n(c,a)? Yes, if we take into account the fact that we want to remove space from the model. Indeed, in order to measure with an experimental procedure αS_n(c,a), one would have control over space since one has to be able to prepare the space process always in the configuration S_N, in order to measure αS_n(c,a). Since the removal of space is done exactly to avoid such things, the use of α(a + c,a) is more reasonable from the physical point of view. We want to conclude our analysis on the consequence of the requirement i) with a comment on the particle process. Since it is a random vector parametrized by time, one may be tempted to consider P_N as a stochastic process. This is certainly possible considering also the space process, namely before conditioning on S_N. Nevertheless, after conditioning and using the transition probabilities α(a + c,a), we just have a collection of probability spaces and it is not trivial to assume that each of these spaces can be seen as, part of a bigger probability space as the Kolmogorov extension theorem [10] would imply. Nevertheless, after removing space from the model. Indeed, since the event \( S^i_N(a) \) is more reasonable. The consequence of the requirement is the following.

**Theorem 2.** Let X_N and V_N be the position and velocity random variables of model A. Fxing the transition probabilities \( p_i = P[S^i_{N+1} = a + I | S^i_N = a] \) of the points of the space process for all \( i \), then

\[
H_{S_n}(X_N) + H_{S_N}(V_N) \geq D,
\]

where \( D \) is a positive constant which does not depend on \( \{ P_{S_N}[X_N = a] \}_{a \in X_N(\alpha_N)} \) and \( \{ P_{S_N}[V_N = c] \}_{c \in V_N(\alpha_N)} \).

**Proof.** The entropy is a non-negative quantity by definition, hence varying with respect to all \( P_{S_N}[X_N = a] \) clearly \( H_{S_n}(X_N) \geq 0 \). Now consider the entropy for the random variable V_N and let us study what happens when we vary with respect to all \( P_{S_N}[X_N = a] \). Given \( P_{S_N}[X_N = a] \), the probability \( P_{S_N}[V_N = c] \) can be computed by means of the formula in theorem 1. On the other hand we are always free to use the conditional transition probabilities \( \alpha_S(c,a) \), i.e. to work on the joint probability space of X_N and V_N, to study how \( H_{S_n}(V_N) \) change varying with respect to \( P_{S_N}[X_N = a] \). This allows us to write

\[
H_{S_n}(V_N) \geq \sum_a P_{S_N}[X_N = a] H_{S_n}(V_N|X_N = a),
\]

with

\[
H_{S_n}(V_N|X_N = a) = -\sum_c \alpha_S(c,a) \log \alpha_S(c,a).
\]

The conditional transition probabilities \( \alpha_S(c,a) \) can be rewritten as follows. Consider the joint probability \( P_{S_N}[x_{N+1} = b, X_N = a] \). In what follows, without loss of generality we set \( S^0_N = 0 \) at any time N. We can write the following

\[
P_{S_N}[X_{N+1} = b, X_N = a] = \sum_{i=1}^M P_{S_N}[X_{N+1} = S^i_{N+1}|S^(i)_{N+1} = b, X_N = a] P_{S_N}[S^i_{N+1} = b, X_N = a]
\]

\[
= \sum_{i=1}^M P_{S_N}[X_{N+1} = S^i_{N+1}|S^i_{N+1} = b, X_N = a] \left( \sum_{j=1}^M P_{S_N}[S^i_{N+1} = b|X_N = a, I_N = j] P_{S_N}[X_N = a, I_N = j] \right)
\]

\[
= \sum_{i=1}^M P_{S_N}[X_{N+1} = S^i_{N+1}|S^i_{N+1} = b, X_N = a] \left( \sum_{j=1}^M P_{S_N}[S^i_{N+1} = b|X_N = a, I_N = j] P_{S_N}[I_N = j|X_N = a] P_{S_N}[X_N = a] \right)
\]

Since the event \{X_N = a\} \cap \{I_N = j\} = \{S^i_N = a\} by definition and because \( P_{S_N}[X_{N+1} = a + c, X_N = a] = \)

---

**D. The entropic uncertainty relation for X_N and V_N**

In this section we will analyze the basic consequence of the requirement ii) for the removal of the space process in model A. From now on, we exclude that the probabilities describing the space process and its constituents have delta-like distributions. This implies that the space process of model A is not a deterministic process. We note that the whole removal procedure, which makes model A interesting to study, is meaningless in this case. The central result of this section is the following.
\(P_{S_N}[V_N = c, X_N = a]\), from this decomposition we can conclude that

\[
\alpha_{S_N}(c, a) = \sum_{i=1}^M P_{S_N}[X_{N+1} = S_{N+1}^{(i)}|S_{N}^{(i)} = b, X_N = a] \left( \sum_{j=1}^M P_{S_N}[S_{N+1}^{(i)} = b|S_{N}^{(i)} = a] P_{S_N}[I_N = j|X_N = a] \right).
\]

We also note that

\[
\sum_{i=1}^M P_{S_N}[X_{N+1} = S_{N+1}^{(i)}|S_{N}^{(i)} = b, X_N = a] = 1,
\]

\[
\sum_{j=1}^M P_{S_N}[I_N = j|X_N = a] = 1. \tag{17}
\]

In what follows, we set \(\gamma(i) := P_{S_N}[X_{N+1} = S_{N+1}^{(i)}|S_{N+1}^{(i)} = b, X_N = a]\) and \(\eta(i, j) := P_{S_N}[S_{N+1}^{(i)} = b|S_{N}^{(j)} = a]\) in order to keep the notation compact. From the above decomposition of \(\alpha_{S_N}(c, a)\) we can write that

\[
H_{S_N}(V_N|X_N = a) = -\sum_c \left( \sum_{i=1}^M \gamma(i) \left( \sum_{j=1}^M \eta(i, j) P_{S_N}[I_N = j|X_N = a] \right) \right) \log \left( \sum_{i=1}^M \gamma(i) \left( \sum_{j=1}^M \eta(i, j) P_{S_N}[I_N = j|X_N = a] \right) \right).
\]

Note that since only positive probabilities contribute to the entropy, all the \(\alpha_{S_N}(c, a)\) are different from zero. This implies that all the \(\gamma(i), \eta(i, j)\) and \(P_{S_N}[I_N = j|X_N = a]\) used to compute the entropy are strictly positive. Since \(f(x) = -x \log x\) is a concave function, by the Jensen inequality and using (17), we have

\[
H_{S_N}(V_N|X_N = a) \geq \sum_c \sum_{i=1}^M \gamma(i) \left( -\sum_{j=1}^M \eta(i, j) P_{S_N}[I_N = j|X_N = a] \right) \log \left( \sum_{j=1}^M \eta(i, j) P_{S_N}[I_N = j|X_N = a] \right)
\]

\[
\geq \sum_c \left( \sum_{i=1}^M \gamma(i) \right) \min_i \left( -\sum_{j=1}^M \eta(i, j) P_{S_N}[I_N = j|X_N = a] \right) \log \left( \sum_{j=1}^M \eta(i, j) P_{S_N}[I_N = j|X_N = a] \right)
\]

\[
\geq \sum_{i=1}^M \min_j \left( \sum_{i=1}^M P_{S_N}[I_N = j|X_N = a] \right) \min_j (-\eta(i, j) \log \eta(i, j))
\]

where \(\min_{i,j}\) means the minimum over \(i, j \in \{1, \cdots, M\}\) keeping \(c\) constant. Summarising, we have that

\[
H(V_N|X_N = a) \geq \sum_{i=1}^M \min_{i,j} \left( -P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a] \log P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a] \right).
\]

Note that in the RHS there is still a dependence on \(a\), which can be removed by taking the minimum with respect to it. Thus we can write that

\[
H_{S_N}(V_N) \geq \sum_a \min_{i,j} \left( -P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a] \log P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a] \right).
\]

where we set

\[
D_1 := \min_a \left[ \sum_c \min_{i,j} \left( -P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a] \log P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a] \right) \right]. \tag{18}
\]

\(D_1\) is a positive number, since \(P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a] \in (0, 1)\) (we exclude the case of deterministic space process) and only positive probabilities contribute to the entropy, as said above. To explicitly show that the \(D_1\) does not depend on \(P_{S_N}[X_N = a]\) and \(P_{S_N}[V_N = c]\), let us study in detail the terms \(P_{S_N}[S_{N+1}^{(i)} = a + c|S_{N}^{(j)} = a]\). Recalling
that the random walks are independent and that \( P_{S_N}[S^{(i)}_{N+1} = a + c | S^{(j)}_N = a] \neq 0 \) only for the \( S^{(i)}_N \in S_N \), we can write that

\[
P_{S_N}[S^{(i)}_{N+1} = a + c | S^{(j)}_N = a] = \begin{cases} 
0 & \text{if } i = j \text{ and } c \neq \pm 1; \\
p_i & \text{if } i = j \text{ and } c = 1; \\
1 - p_i & \text{if } i = j \text{ and } c = -1; \\
P_{S_N}[S^{(j)}_{N+1} = a + c] & \text{if } i \neq j
\end{cases}
\]

where \( p_i \) and \( 1 - p_i \) are the transition probabilities of the \( i \)-th random walk, which are fixed by hypothesis. Again, the first case is excluded since only positive probabilities contribute to the entropy. What we need to check is the last case, namely \( P_{S_N}[S^{(i)}_{N+1} = a + c] \). Since in the configuration \( S_N \) there is also the \( i \)-th random walk, this term reduces to

\[
P_{S_N}[S^{(i)}_{N+1} = a + c] = P_{S_N}[S^{(i)}_{N+1} = a + c | S^{(i)}_N = c]
\]

for some \( c \in \mathbb{Z} \). The only terms of this kind that contribute to the entropy are those having \( e = a + c \pm 1 \), i.e. the transition probabilities of the \( i \)-th random walks, which are fixed by hypothesis. Thus fixing \( p_i \) for all \( i \in I \) implies that \( D_1 \) is a positive constant. Summarising we showed that

\[
H_{S_N}(X_N) + H_{S_N}(V_N) \geq D_1,
\]

when we vary over any possible value of \( P_{S_N}[X_N = a] \) and when the transition probabilities of the \( M \) random walks are fixed.

To conclude the proof we need to study what happens when we vary over all possible values of \( P_{S_N}[V_N = c] \). Similarly to the previous case, \( H_{S_N}(V_N) \geq 0 \) while \( H_{S_N}(X_N) \) changes according with the inequality

\[
H_{S_N}(V_N) \geq \sum_c P_{S_N}[V_N = c] H_{S_N}(X_N|V_N = c),
\]

where \( H_{S_N}(X_N|V_N = c) \) is the entropy computed using \( \alpha_{S_N}(a,c) = P_{S_N}[X_N = a|V_N = c] \). From the definition of \( X_N \) and \( V_N \), one can conclude that

\[
\{X_N = a\} \cap \{V_N = c\} = \{X_N = a\} \cap \{V_N = c\} \cap \{X_{N+1} = a + c\} = \{V_N = c\} \cap \{X_{N+1} = a + c\}.
\]

This implies that \( P_{S_N}[X_N = a, V_N = c] = P_{S_N}[X_{N+1} = a + c, V_N = c] \), i.e.

\[
\alpha_{S_N}(a,c) = P_{S_N}[X_N = a|V_N = c] = \frac{P_{S_N}[X_N = a, V_N = c]}{P_{S_N}[V_N = c]} = \frac{P_{S_N}[X_{N+1} = a + c, V_N = c]}{P_{S_N}[V_N = c]}.
\]

As before, the whole analysis reduces to the study of this term. Given \( P_{S_N}[X_{N+1} = a + c, V_N = c] \) we can write that

\[
P_{S_N}[X_{N+1} = a + c, V_N = c] = \sum_{i=1}^{M} P_{S_N}[X_{N+1} = S^{(i)}_{N+1} | S^{(i)}_N = a + c, V_N = c] P_{S_N}[S^{(i)}_{N+1} = a + c, V_N = c]
\]

\[
= \sum_{i=1}^{M} P_{S_N}[X_{N+1} = S^{(i)}_{N+1} | S^{(i)}_{N+1} = a + c, V_N = c] \left( \sum_{j,d} P_{S_N}[S^{(j)}_{N+1} = a + c | V_N = c, I_N = j, X_{N+1} = d] \right)
\]

\[
= \sum_{i=1}^{M} P_{S_N}[X_{N+1} = S^{(i)}_{N+1} | S^{(i)}_{N+1} = a + c, V_N = c] \left( \sum_{j,d} P_{S_N}[S^{(j)}_{N+1} = a + c | V_N = c, I_N = j, X_{N+1} = d] \right)
\]

\[
P_{S_N}[I_N = j, X_{N+1} = d | V_N = c] P_{S_N}[V_N = c].
\]

Observing that the event \( \{V_N = c\} \cap \{I_N = j\} \cap \{X_{N+1} = d\} = \{S^{(j)}_N = d - c\} \), we conclude that

\[
\alpha_{S_N}(a,c) = \sum_{i=1}^{M} P_{S_N}[X_{N+1} = S^{(i)}_{N+1} | S^{(i)}_N = a + c, V_N = c] \left( \sum_{j,d} P_{S_N}[S^{(j)}_{N+1} = a + c | S^{(j)}_N = d - c] \right)
\]

\[
= \sum_{i=1}^{M} P_{S_N}[I_N = j, X_{N+1} = d | V_N = c] P_{S_N}[V_N = c].
\]
Note that
\[
\sum_{i=1}^{M} P_{S_N}[X_{N+1} = S_{N+1}^{(i)}, |S_{N+1}^{(i)} = a, V_N = c|] = 1
\]
\[
\sum_{j,d} P_{S_N}[I_N = j, X_{N+1} = d | V_N = c|] = 1
\]
(19)

Defining \( \hat{\gamma}(i) := P_{S_N}[X_{N+1} = S_{N+1}^{(i)}, |S_{N+1}^{(i)} = a, V_N = c| \) and \( \hat{\eta}(i, j) := P_{S_N}[S_{N+1}^{(i)} = a + c, S_{N}^{(j)} = d - c, | \) the whole analysis done in the previous case can be repeated. One has simply to replace \( \gamma(i) \) with \( \hat{\gamma}(i) \), \( \eta(i, j) \) with \( \hat{\eta}(i, j) \) and use (19) instead of (17), obtaining
\[
H_{S_N}(X_N | V_N = c) \geq \sum_{a} \min_{i,j,d} \left( -P_{S_N}[S_{N+1}^{(i)} = a + c, S_{N}^{(j)} = d - c | \log P_{S_N}[S_{N+1}^{(i)} = a + c, S_{N}^{(j)} = d - c] \right).
\]

Setting
\[
D_2 := \min_{c} \sum_{i,j,d} \min_{a} \left( -P_{S_N}[S_{N+1}^{(i)} = a + c, S_{N}^{(j)} = d - c | \log P_{S_N}[S_{N+1}^{(i)} = a + c, S_{N}^{(j)} = d - c] \right)
\]
which is a positive constant, we conclude that
\[
H_{S_N}(X_N) + H_{S_N}(V_N) \geq D_2,
\]
when we vary over any possible value of \( P_{S_N} | V_N = c \) and when the transition probabilities of the \( M \) random walks are fixed. Setting \( D := \min(D_1, D_2) \) the statement of the theorem follows. This concludes the proof.

\[\square\]

We can better grasp the physical meaning of the inequality between entropies proved above, considering a particular case of space process. Assume that all the random walks of the space process are \textit{identically distributed}. This means that if \( p_1 = P[S_{N+1}^{(i)} = a + 1 | S_{N}^{(i)} = a] \) are the transition probabilities and \( \pi^{(i)} \) are the probability distributions of the initial position of all random walks, we have
\[
p_1 = p_2 = \cdots = p_M
\]
\[
\pi^{(1)} = \pi^{(2)} = \cdots = \pi^{(M)}.
\]
This implies that \( P[S_{N}^{(i)} = a] = P[S_{N}^{(j)} = a] \) for any \( a \in \mathbb{Z} \), for any \( N \geq 0 \), and any \( i, j \in \{1, \cdots, M\} \). Consider the value of the constant \( D_1 \). The min can be eliminated since all the probabilities are equals. Hence
\[
D_1 = D_2 = -p \log p - (1 - p) \log(1 - p)
\]
Thus we can conclude that \( D = -p \log p - (1 - p) \log(1 - p) \). This is the so called binary entropy, which vanishes only if \( p = 0, 1 \) namely if that space is a deterministic process, a case which is excluded. The physical meaning of the inequality \( H_{S_N}(X_N) + H_{S_N}(V_N) \geq D \), in this case, is now clear: the uncertainty that we have on \( X_N \) or \( V_N \) must be at least equal to the uncertainty we have on a single point in the future configurations of the space process (given that at time \( N \) the configuration is \( S_N \)).

\[\text{E. Construction of the Hilbert space structure for model A}\]

Theorem 1 implies that after the removal of the space process, \( X_N \) and \( V_N \) are described using two distinct probability spaces if we want to use the unconditional transition probabilities \( \alpha(a + c, a) \). Theorem 2 tells us that under the same assumptions, the position and the velocity of the particle in model A, fulfill an entropic uncertainty relation. At this point, we may proceed algebraically and define the smallest \( C^* \)-algebra which is capable to describe both \( X_N \) and \( V_N \) after conditioning, and the entropic uncertainty relation (2) tells us that this algebra is non-commutative [1]. Then, we can represent these elements of the algebra as two non-commuting operators over a Hilbert space via the GNS theorem. Despite this is a legitimate way to proceed, in this section, using the results collected in [1], we will use a more constructive approach. In particular, we show how to construct the operators associated to these random variables and how to define a suitable Hilbert space on which they are defined.

Consider the position random variable \( X_N \). After conditioning on a particular configuration of the space process \( S_N \), \( X_N \) can be seen as the as the following map between probability spaces
\[
(\Omega_I \times \Omega_{\mathbb{Z}^A}, \mathcal{E}_I \otimes \mathcal{E}_{\mathbb{Z}^A}, P)|_{S_N} \xrightarrow{X_N} (\Omega_{X_N}, \mathcal{E}_{X_N}, \mu_{X_N})
\]
where \( \Omega_{X_N} = X_N(\Omega_I \times \{S_N\}) \), \( \mathcal{E}_{X_N} = \mathcal{P}(\Omega_{X_N}) \) and \( \mu_{X_N} := P_{S_N} \circ X_N^{-1} \). As we have seen in [1], random variables over a probability space form a commutative von-Neumann algebra which is isomorphic to an algebra of multiplicative operators over an Hilbert space. In this particular case, the random variables over \( (\Omega_{X_N}, \mathcal{E}_{X_N}, \mu_{X_N}) \) (on which \( X_N \) is represented by the identity map) form the abelian von-Neumann algebra
$\mathcal{V}_c(L_2(\Omega_{X_N}, \mu_{X_N}))$. See as element of this algebra, the random variables over $(\Omega_{X_N}, \mathcal{E}_{X_N}, \mu_{X_N})$ are multiplicative operators over $L_2(\Omega_{X_N}, \mu_{X_N})$.

Similar considerations hold for the velocity of the particle. The main difference is the definition of $\Omega_{V_N}$, i.e. the set of all the elementary outcomes. It is not difficult to understand that, if we fix the space process only, $\Omega_{V_N}$ seems to contain more outcomes of those one should expect. The number of outcomes of the space process is $M^2$, i.e. $\text{card } \Omega_{X_N} = M^2$. This because the origin and the point of $S_N^{(\alpha)}$ selected by the selection process $I_N$, can take $M$ different values. For the velocity process similar considerations lead to $\text{card } \Omega_{V_N} = M^4$. However, we have to take into account that we cannot detect the movement of the origin: $S_{N+1}^{(\alpha)} - S_N^{(\alpha)}$ must be set equal to 0, and all the situations where this does not hold must be identified with it \(^5\). After that the velocity can take only $M^2$ different values (the $M$'s of $S_N^{(\alpha)}$ times the $M$'s of $S_N^{(\alpha)}$). Thus doing that we have $\text{card } \Omega_{V_N} = M^2$. After this observation, we may see the velocity random variable, after conditioning to $S_N$, as the map

$$(\Omega_I \times \Omega_{S_N}, \mathcal{E}_I \otimes \mathcal{E}_{S_N}, P)|_{S_N} \rightarrow (\Omega_{V_N}, \mathcal{E}_{V_N}, \mu_{V_N})$$

where $\Omega_{V_N} = V_N(\Omega_I \times \{S_N\})$, $\mathcal{E}_{V_N} = \mathcal{P}(\Omega_{V_N})$ and $\mu_{V_N} = P_{S_N} \circ V_N^{-1}$. Also in this case, the random variables over $(\Omega_{V_N}, \mathcal{E}_{V_N}, \mu_{V_N})$, are elements of a commutative von-Neumann algebra $\mathcal{V}_c(L_2(\Omega_{V_N}, \mu_{V_N}))$ (i.e. multiplicative operators on $L_2(\Omega_{V_N}, \mu_{V_N})$).

Thus both $X_N$ and $V_N$ can be represented by multiplicative operators on suitable Hilbert spaces. Note that the two Hilbert spaces are different and depend on the probability measure. In order to construct a common Hilbert space on which both operators are defined, we should invoke the spectral representation theorem, as explained in [1]. We recall that the spectral decomposition theorem tells that, given an operator $\hat{T}$, there exist a surjective isometry $\hat{U}_i : \mathcal{H}_i \rightarrow L_2(\sigma(\hat{T}), \mu_i)$ such that $\hat{U}_i^* \hat{T} \hat{U}_i$ is a multiplicative operator on $L_2(\sigma(\hat{T}), \mu_i)$, i.e. an element of $\mathcal{V}_c(L_2(\sigma(\hat{T}), \mu_i))$. Consider the position random variable $X_N$. We know that it is a multiplicative operator on $L_2(\Omega_{X_N}, \mu_{X_N})$, and let us now choose to parametris the probability measure of the position random variable with the outcome of $X_N$. This can be achieved in the following way. Take $a \in \Omega_{X_N}$ and consider the probability measure $P^{(a)}_{S_N}$, which is defined such that $\mu_{X_N}(c) = P^{(a)}_{S_N} \circ X_N^{-1}(c) = \delta_{a,c}$. We can parametrise the probability measure of $X_N$ with its outcomes defining $\mu_{X_N|a} := P^{(a)}_{S_N} \circ X_N^{-1}$. Doing that we obtain a collection of Hilbert spaces $\{L_2(\Omega_{X_N}, \mu_{X_N|a})\}_{a \in \Omega_{X_N}}$. Now, the random variable $X_N$ can be represented with an operator $\hat{X}_N$, having spectrum $\sigma(\hat{X}_N) = \Omega_{X_N}$. The spectral decomposition theorem tells that there exists a collection of Hilbert spaces $\{\mathcal{H}_a\}_{a \in \Omega_{X_N}}$ and surjective isometries $\hat{U}_a : \mathcal{H}_a \rightarrow L_2(\Omega_{X_N}, \mu_{X_N|a})$, which allows to define the Hilbert space

$$\mathcal{H}(X_N) := \bigoplus_{a \in \Omega_{X_N}} \mathcal{H}_a$$

on which $\hat{X}_N$ can be seen as a multiplicative operator. The spectral representation theorem tells that if $\{|x_N\rangle\}$ is a basis of $\mathcal{H}(X_N)$ such that $|x_N\rangle \in \mathcal{H}_X$ for any $x_N \in \Omega_{X_N}$, then $X_N$ can be represented by the operator

$$\hat{X}_N = \sum_{x_N \in \Omega_{X_N}} x_N |x_N\rangle \langle x_N|.$$  

With similar considerations, for $V_N$ we obtain

$$\mathcal{H}(V_N) := \bigoplus_{c \in \Omega_{V_N}} \mathcal{H}_c$$

on which the operator $\hat{V}_N$ representing the velocity random variable, is diagonal

$$\hat{V}_N = \sum_{v_N \in \Omega_{V_N}} v_N |v_N\rangle \langle v_N|.$$ 

(20)

At this point, we impose the condition

$$\mathcal{H}(X_N) = \mathcal{H}(V_N)$$

i.e. that the two Hilbert spaces are unitary equivalent. This is possible since the dimension of both Hilbert spaces is $M^2$: both Hilbert spaces are constructed from the spectrum of $\hat{X}_N$ or $\hat{V}_N$, and both have the same number of elements. Since Hilbert spaces of equal dimension are always isomorphic, there exists a unitary map between them, i.e. there exists

$$\hat{U} : \mathcal{H}(V_N) \rightarrow \mathcal{H}(X_N),$$

such that $\hat{U}^* = \hat{I}_{\mathcal{H}(X_N)}$ and $\hat{U}^* \hat{U} = \hat{I}_{\mathcal{H}(V_N)}$. This unitary mapping allows to have, on the same Hilbert space, the operators representing the position and the velocity random variables. More precisely, take the velocity operator $\hat{V}_N$ on $\mathcal{H}(V_N)$ defined in (20), then the unitary map mentioned above allows us to write

$$\hat{V}_N|\mathcal{H}(X_N) = \hat{U} \left( \sum_{v_N \in \Omega_{V_N}} v_N |v_N\rangle \langle v_N| \right) \hat{U}^* = \sum_{v_N \in \Omega_{V_N}} v_N \hat{U} |v_N\rangle \langle v_N| \hat{U}^*,$$

which represents the velocity random variable on $\mathcal{H}(X_N)$, the Hilbert space constructed from the spectrum of the

\(^5\) More precisely, we can define an equivalence relation between $X_{N+1}$ and $X_N$: $X_{N+1} \sim X_N$ if $X_{N+1} - X_N \equiv S_N^{(\alpha)} - S_N^{(\alpha)}$. In this way we restrict our attention to the intrinsic motion of the particle.
position operator (on which $\hat{X}_N$ is diagonal). The entropic uncertainty relation, ensures that $X_N$ and $V_N$ as operators on the same Hilbert space, do not commute. In fact, it implies \cite{12}
\begin{equation}
\max_{x_N,v_N} |\langle x_N|v_N \rangle| \leq e^{-\frac{Q}{2}} < 1,
\end{equation}
as already observed in \cite{1}. Thus the two operators cannot be diagonalised on the same basis, i.e. they do not commute.

We can also represent on $\mathcal{H}(X_N)$ the velocity random variable directly. Indeed on this Hilbert space, we may always consider a generic basis $\{|w_N\rangle\}_{w_N \in \Omega_{V_N}}$ and impose that $\hat{V}_N$ is diagonal on this basis, i.e.
\begin{equation}
\hat{V}_N = \sum_{w_N \in \Omega_{V_N}} w_N |w_N\rangle\langle w_N|.
\end{equation}
We can always parametrise the probability measure of $\mu_{V_N}$ using the outcome of $X_N$ simply defining $\mu_{X_N|a} := P_{\mathcal{S}_N}^{(a)} \circ V_N^{-1}$. Then we obtain the collection of Hilbert spaces $\{L_2(\Omega_{V_N},\mathcal{H}_{V_N|a})\}_{a \in \Omega_{X_N}}$. For a given $a \in \Omega_{X_N}$, the entropic uncertainty relation (16) forbids to have delta-like probability measure for both operators. Indeed, considering $X_N$, we have
\begin{equation}
\mu_{X_N|a} := \langle \psi|\hat{P}_{X_N} \psi \rangle = \langle \psi|x_N\rangle\langle x_N|\psi \rangle = \delta_{x_N,a}
\end{equation}
which is possible only if $|\psi\rangle = |a\rangle$. On the other hand for $\hat{V}_N$, if $\hat{P}_{X_N}$ is the projector on the subspace of $\mathcal{H}(X_N)$ associated to the eigenvalue $w_N$ (i.e. the outcome $w_N$ of the random variable $V_N$), we have
\begin{equation}
\mu_{V_N|a} := \langle \psi|\hat{P}_{X_N} \psi \rangle = \langle a|w_N\rangle\langle w_N|a \rangle = |\langle a|w_N \rangle|^2.
\end{equation}

Note that under the symmetry condition (11) on the unconditional transition probabilities, i.e. $P_{V_N}^{(a)}|c\rangle_{X_N} = |a\rangle = P_{V_N}^{(a)}|c\rangle_{X_N} = |a\rangle = P_{V_N}^{(a)}|c\rangle$, the $\mu_{X_N|a}$ probabilities are consistent with usual interpretation of transition probabilities in quantum theory. Since the entropic uncertainty relation hold, (21) forbids that $|w_N\rangle$ and $|x\rangle$ to be orthogonal. Again, we conclude that $X_N$ and $V_N$ can be represented on a common Hilbert space, $\mathcal{H}(X_N)$, using two operators $\hat{X}_N$ and $\hat{V}_N$ which cannot be diagonalised on the same basis. Note that this $\hat{V}_N$ coincides exactly with $\hat{V}_N|\mathcal{H}(X_N)$ thanks to the existence of the unitary map $\hat{U} : \mathcal{H}(V_N) \rightarrow \mathcal{H}(X_N)$. Clearly, also $X_N$ can be represented on $\mathcal{H}(X_N)$ directly, following a similar procedure. In this sense the whole description is consistent: starting the construction of the Hilbert space from $X_N$ or $V_N$ does not change anything, as it should be.

Finally, we conclude by observing that the probabilistic content is now encoded in the vectors $|\psi\rangle$ of the constructed Hilbert spaces. In fact, given $|\psi\rangle \in \mathcal{H}(X_N)$ (or $\mathcal{H}(V_N)$), we can write that
\begin{equation}
\mathbb{E}_{\mathcal{S}_N}[V_N] = \text{Tr} \left[ |\psi\rangle\langle \psi| \hat{V}_N \right] = \sum_v \text{Tr} \left[ |\psi\rangle\langle \psi|v\rangle\langle v| \right]
\end{equation}
where $\text{Tr} \left[ |\psi\rangle\langle \psi|v\rangle\langle v| \right] = P_{\mathcal{S}_N}[V_N = v]$ is the probability distribution for $V_N$ after conditioning. The probability distribution for $V_N$ can be related with the distribution of $X_N$ as follows
\begin{equation}
P_{\mathcal{S}_N}[V_N = v] = \sum_x \langle x|\psi\rangle\langle \psi|x\rangle \langle v|x\rangle
\end{equation}
where we used $P_{\mathcal{S}_N}[X_N = x] = |\langle x|\psi \rangle|^2$ and $\alpha(x + v, x) = |\langle x|v \rangle|^2$. Note that the second term in the last sum (the interference term) corresponds to the correction term $\delta(V_N|X_N, \mathcal{S}_N)$ in theorem 1. However, the method used here does not provide a way to determine uniquely the objects on $\mathcal{H}(X_N)$ (or $\mathcal{H}(V_N)$) associated to a given set of probability distributions, as already noted. In fact, the method proposed does not provide an explicit way to compute the phase of $\langle x_N|v_N \rangle$ starting from the interference term. However QRLA may indicate a possible way to do that \cite{2, 11}.

F. Final remarks and main limitations of model A

Let us conclude our presentation of model A, with some observations and a discussion of some limitations of the model.

The model is surely interesting because it is capable to derive non-commuting operators over an Hilbert space starting from a “classical” description (in probabilistic sense). Such non-commutativity, at least mathematically, seems to be related to the definition used for the two random variables of the particle process. So despite they seem reasonable definitions, we should at least argue why they seem to be related to the position and momentum operator in ordinary (non-relativistic) quantum theory. In particular, once we choose to describe a quantum particle in $L_2(\mathbb{R}^n)$ and we decide that the symmetry group of non-relativistic physics is the Galilean group, by the Stone-von Neumann theorem, we can justify that the position and momentum operator are defined as
\begin{equation}
\hat{X}_i \psi(x) = x_i \psi(x) \quad \hat{P}_i \psi(x) = -i \frac{\partial}{\partial x_i} \psi(x),
\end{equation}
for $\psi(x) \in \mathcal{S}(\mathbb{R}^n)$. Consider the 1-D case only. In quantum mechanics, the classical relation between position and momentum for a point-like particle ($p = m \dot{x}$) does not seem a priori valid. Nevertheless from the Ehrenfest theorem, we have that
\begin{equation}
\langle \dot{P}_i \rangle = m \frac{d}{dt} \langle X_i \rangle.
\end{equation}
Assume that for some reason time is discrete (for example because the limited accuracy of the clock). The limit now can be replaced by an inferior and, using the Wigner quasi-probability distribution $W(x,p)$, we can write that

$$P_t = m \inf_{\delta t} \frac{X_{t+\delta t} - X_t}{\delta t} \quad W(x,p) \text{-a.s.}$$

Setting $\delta t = 1$ ($\delta t$ is our unit of time) and $t = N \delta t$, we can write $P_N = m(X_{N+1} - X_N) = mV_N$. This consideration justifies, at least at the qualitative level, the use of the two random variables described in model A. An interesting feature of the model presented here is that the square of the number of points of the space process (which is removed) is equal to the dimension of the (minimal) Hilbert space on which we represent the particle process, namely $X_N$ and $V_N$. Thus, the dimension of the Hilbert space in model A seems to encode information on the removed process, in this model. We do not expect this feature to be fundamental (the Hilbert space structure seems more related to probabilistic rather than “geometrical” considerations) but this observation will be useful in future.

A limitation of the model is that time is treated as a discrete parameter, a choice that does not allow to compare the model directly with non-relativistic quantum mechanics. In addition, also space appears discrete, in the sense that it can take values only over a lattice and not on the whole $\mathbb{R}$. Summarising we can neither derive the commutation relation (1), nor attempt a comparison with non-relativistic quantum mechanics using Model A, because of the following: 1) the Hilbert space of model A is finite dimensional, 2) $\hat{X}_N$ and $\hat{V}_N$ are bounded operators with discrete spectrum and, 3) time is discrete. However, we were able to successfully represent position and velocity (momentum) of the particle as non-commuting operators over a common Hilbert space, a key feature of non-relativistic quantum mechanics.

### IV. MODEL B: CONTINUOUS-TIME 1-D KINEMATICS ON A RANDOM SPACE

We have shown in part III that model A exhibits very interesting features from the point of view of quantum mechanics. Nevertheless, it also has some limitations: time is a discrete parameter and the spectrum of the position operator $\hat{X}_N$ is discrete. They do not allow for a direct comparison with ordinary quantum mechanics.

To allow for this comparison, one may try to generalize Model A to continuous-time random variables. Here we will show how to do it.

#### A. The space process

In order to generalize model A to the continuous time case, we may start by generalizing the space process. Instead of considering the space process as a collection of random walks, we may consider their “continuous limits”, i.e. Wiener processes. Let us recap the basic features of the Wiener process [13], as done for the random walk. A Wiener process $W_t$ starting at $y$ is a Gaussian process with mean $E[W_t] = y$, and covariance $E[W_t W_s] = \min(t,s)$. This is one of the possible equivalent definitions of a Wiener process, and it implies that (in the 1D case)

$$P[W_t \in A] = \int_A \frac{1}{\sqrt{2\pi t}} e^{-\frac{(x-y)^2}{2t}} dx.$$ 

As consequence of its definition, the Wiener process $W_t$ is a continuous function of the parameter $t$ for all $t \in \mathbb{R}^+$, in the sense that there exists always a continuous version of the Wiener process (with “version of a process $X_t$”) we mean that there exists another process $Y_t$ such that $P[X_t = Y_t] = 1$ for any $t \in \mathbb{R}^+$, i.e. the two processes are statistically indistinguishable). For a Wiener process, the trajectories (which can be thought as the function $\omega(t) := W_t(\omega)$) have the following properties: i) they are nowhere differentiable; ii) they are never monotone; iii) they have infinite variation in any interval; iv) they have quadratic variation equal to $t$ in the interval $[0,t]$. More generally, let $C(\mathbb{R}^+, \mathbb{R})$ be the space of all functions $t \to f_t$ taking value on $\mathbb{R}$ and continuous for any $t \in \mathbb{R}^+$, $C(\mathbb{R}^+, \mathbb{R})$ can be equipped with a norm, which allows to define open sets (i.e. a topology). As usual these open sets can be used to construct a Borel $\sigma$-algebra on $C(\mathbb{R}^+, \mathbb{R})$, say $\mathcal{B}(C(\mathbb{R}^+, \mathbb{R}))$. The Wiener process can be seen as the identity function on $C(\mathbb{R}^+, \mathbb{R})$, say $\omega \in C(\mathbb{R}^+, \mathbb{R})$. Finally we conclude by observing that if also the starting position $y$ is a random variable with zero measure under $\gamma$. Such a probability space is called Wiener space. Finally, we will show how to do it.

Let us now consider the space process for this model. As assumed for model A, space is discrete and evolves with time. In particular, we have the following preliminary definition which generalizes the one given for model A.

**Definition 6.** Let $\{W^{(i)}_t\}_{i \in I}$ be a collection of independent Wiener processes, where $|I| = M \in \mathbb{N}$. Such collection will be called space process for model B.

We will label this process by $\mathbb{S}^B$. At any given time $t \in \mathbb{R}^+$, the space process is a collection of $M$ points on $\mathbb{R}$, which are the positions of the $M$ Wiener processes: in this sense the space is discrete and evolves, in a continuous way, in time. Also in this case we may have two possible descriptions of the space: one is to consider the points with respect to the real line (we will choose this point of view, as done for model A), while the second is to consider the effects of the time evolution from the point of view of the $\omega$ ordering among the
process at time $t$, jumps from one point of space to another and it is com-
ponent of the probability space, $(\Omega^i, B^i, P^i)$, with respect to a chosen origin. Hence, if $P[W^i_t] = A_i$ can be written as the integral over $A_i$, with respect to the probability density $\rho_{W^i_t}(x_i)$, equation (5) is replaced by the following

$$\rho_{\Omega^B}(S_t) = \prod_{i=1}^{M} \rho_{W^i_t}(x_i),$$

(22)

where $\rho_{\Omega^B}(S_t)$ is the probability density of the probability measure $\hat{P}^B[S^B_t] \in A$. In a similar way one can generalise (6) and any other density for the space process. At this point, as done for model A, we may give the following definition for the space process.

Definition 7. Let $\{W^i_t\}_{i \in I}$ be a collection of $M = |I| \in \mathbb{N}$ Wiener processes defined on the Wiener spaces $(\Omega^i, B^i, P^i)_{i \in I}$. Let us define

i) $\Omega^{SB} := \Omega^1 \times \cdots \times \Omega^M$;

ii) $E^{SB}$ is the Borel $\sigma$-algebra generated by the open sets of $\Omega^{SB}$;

iii) $\hat{P}^B : E^{SB} \rightarrow [0, 1]$ defined from the $\{P_i\}_{i \in I}$, via the densities as in (22) and generalisations.

The space process is the stochastic process on $(\Omega^{SB}, E^{SB}, \hat{P}^B)$ defined as the identity function, namely $\hat{S^B}(\omega^1, \cdots, \omega^M) = (\omega^1, \cdots, \omega^M)$.

The set of all possible configurations of the space process at time $t$ will be labeled by the symbol $S(t)$. This completes our description for the space process in model B.

B. The particle process

Again, a particle is considered as a point-like object. It jumps from one point of space to another and it is completely characterized by the position and velocity random variables.

The position random variable, labeled by $X_t$, is interpreted as the actual position of the particle at time $t$ with respect to a chosen origin. Hence, if $(\Omega^{SB}, E^{SB}, \hat{P}^B)$ is the probability space of the space process, $(\Omega^i, B^i, P^i)$ is a probability space on which an integer value stochastic process $I_t : \Omega^i \rightarrow \{1, \cdots, M\}$ is defined (called section

To define an open set on $\Omega^{SB}$ we may use the topology induced by the norm $\|S\| := \sup_{t \in [0, T]} |S|_M$, where $|\cdot|_M$ is the $M$-dimensional euclidean norm. This is what is typically done on Wiener spaces.

process), and $W^i_t$ is a chosen origin of a reference frame on $S^B_t$, then

$$X_t(\omega) := \pi_t(\omega)(S^B_t) - W^i_t,$$

(23)

where $\pi_t$ is the projector of the $i$-th component of an $M$-tuple, and $\omega = (\omega_t, S)$ with $\omega_t \in \Omega^i$ and $S \in \Omega^{SB}$. Thus we have the following definition.

Definition 8. Consider the probability space $(\Omega^i \times \Omega^{SB}, E^i \otimes E^{SB}, P^B)$ and a measurable space $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$.

The random variable $X_t$ is the $\mathcal{B}(\mathbb{R})$-measurable function

$$X_t : \Omega^i \times \Omega^{SB} \rightarrow \mathbb{R},$$

defined as in (23). $X_t$ represents the position of the particle at time $t$.

Clearly, as any random variable $X_t$ induces a probability distribution $\mu_{X_t} = P^B \circ X_t^{-1}$ and, on the probability space $(\mathbb{R}, \mathcal{B}(\mathbb{R}), \mu_{X_t})$ it can be considered as the identity function. Also in this case the space process can be described on $(\Omega^i \times \Omega^{SB}, E^i \otimes E^{SB}, P^B)$, by simply demanding that $P^B \circ [S^B]^{-1} = \hat{P}^B$. Again if no confusion arises, we omit the suffix $B$ in the probability measure $P^B$.

In model B, the particle moves by jumps from one point to another. This time the frequency of the jumps is assumed to be infinite, which means that the particle jumps from one point to another at each instant of time. In this way, we can say that it is the continuous time generalization of the kinematics described in model A. We do not generalize the definition of the velocity process given before directly. This time we use the following definition:

$$V_t(t') := \frac{X^t - X_{t'}}{t' - t},$$

(24)

where we always assume $t' > t$. More formally we adopt the following definition for $V_t(t')$.

Definition 9. Consider the probability space $(\Omega^i \times \Omega^{SB}, E^i \otimes E^{SB}, P^B)$ and a measurable space $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$.

Let $t, t' \in \mathbb{R}$ such that $t' > t$, the random variable $V_t(t')$ is the $\mathcal{B}(\mathbb{R})$-measurable function

$$V_t(t') : \Omega^i \times \Omega^{SB} \rightarrow \mathbb{R},$$

defined in (24). $V_t(t')$ represents the mean velocity of the particle in the interval $[t, t']$.

Also in this case $V_t(t')$ can be seen as the identity random variable on the probability space $(\mathbb{R}, \mathcal{B}(\mathbb{R}), \mu_{V_t(t')})$, where $\mu_{V_t(t')} = P^B \circ V_t(t')^{-1}$. As in model A, for the description of the particle we need to introduce the transition probabilities. These allow to write that

$$\mu_{V_t(t')} = \int_{\mathbb{R}} \alpha(v, x; t') \mu_{X_t}(x) dx,$$

(25)

where $\alpha(v, x; t')$ are the probability densities of $V_t(t')$ given the event $\{X_t = x\}$. Note that they depend also
on the value of \( t' \) used to define \( V_i(t') \). Also in this case we assume that they are symmetric under the exchange of their arguments, namely \( \alpha(v, x; t') = \alpha(x, v; t') \), where \( \alpha(x, v; t') \) is the probability density of \( X_i \) given the event \( \{ V_i(t') = v \} \). Note that this expression is nothing but the Bayes theorem for continuous random variables (see appendix C, Prop. 4). In what follows we will omit \( t' \) in \( \alpha(v, x; t') \) and \( \alpha(x, v; t') \) if no confusion arises.

We conclude this section defining the particle process for this model. With the definitions 8 and 9 we gave a meaning to the position and velocity for this model. With the definitions 8 and 9 we gave a

\[ t \]

of model B. However, they are parametrised by \( t \), the physical time which we choose to treat as an external parameter. Since we have a collection of random variables parametrised by \( t \), we can speak of position and velocity stochastic process, but with the same caution explained in section IIIB.

**Definition 10.** Let \( X_i \) and \( V_i(t') \) be the position and velocity process. The couple \( \mathcal{P}_i(t') = (X_i, V_i(t')) \) is called particle process of model B.

An example of particle process over a space process is drawn in figure 3.

![Image](59x224 to 294x462)

**FIG. 3.** The particle process in model B is drawn in red. The position of the particle at a given time is given by the red point while its velocity at the same time is represented by the outgoing arrow. On the back, a possible realization of an \( M = 6 \) space process.

### C. The removal of the space process

The removal of the space process in model B is done exactly as before:

i) We consider only the conditional probability densities \( \mu_{X_i|S_i}(x) \) and \( \mu_{V_i(t')|S_i}(v) \) for the random variables \( X_i \) and \( V_i(t') \).

ii) We fix the transition probabilities of the single point of space, i.e. we fix the transition probabilities \( p^{(i)}(x, t'; y, t) := \rho_{W_{i|t'}}|W_{i|y}(x) \) of all the Wiener processes.

As in Model A, requirement i) implies that we will always work with the densities \( \mu_{X_i|S_i}(x) \) and \( \mu_{V_i(t')|S_i}(v) \), namely the probability distributions for \( X_i \) and \( V_i(t') \) given the event \( \{ S_i^B = S_i \} \). Clearly, we can define a joint probability space for \( X_i \) and \( V_i(t') \) after conditioning on \( \{ S_i^B = S_i \} \) and, on this joint probability space, some conditional transition probabilities \( \alpha_{S_i}(v, x) \) can be defined. However, if we insist in using the unconditional probability density \( \alpha(v, x) \), no joint probability space can be defined. Indeed, we can prove the analogue of theorem 1. Below we will prove the theorem in a slightly more general setting of what we need later: the simple case of absolute continuous measure with respect to Lebesgue will be discussed as an example later.

**Theorem 3.** Let \( (\Omega_i \times \Omega_{SB}, \mathcal{E}_i \otimes \mathcal{E}_{SB}, P) \) be the probability space on which \( \mathcal{S}_i^B \), \( X_i \) and \( V_i(t') \) are defined. Assume that the probability spaces for each of these random variables has the regular conditional probability property. Then

\[
P_{S_i}[V_i(t') \in B] = \int_B \int_{\Omega_{X_i}} \alpha(v, x)P_{S_i}[X_i \in dx] + \delta(B|X_i, S_i) \tag{26}
\]

where \( \delta(B|X_i, S_i) \) is the Radon-Nikodym derivative with respect to \( P \circ [\mathcal{S}_i^B]^{-1} = \mu_{S_i} \), of the measure \( \Gamma \rightarrow \Delta(B|X_i, \Gamma) \) defined as

\[
\Delta(B|X_i, \Gamma) := \int_{\mathcal{S}(t)/\Gamma} \left[ \int_{\Omega_{X_i}} P[V_i(t') \in B|X_i = x] \cdot \mu_{X_i|S_i}(dx) - P_{S_i}[V_i(t') \in B] \right] \mu_{S_i}^{-1}(dS_i'). \tag{27}
\]

when \( S_i \in \Gamma \subset \mathcal{S}_p^B(t) \).

**Proof.** Since \( \{ V_i(t') \in B \} = \{ V_i(t') \in B \} \cup \{ S_i^B \in \mathcal{S}(t) \} \), using the regular conditional probability property of probability space, we have

\[
P[V_i(t') \in B \cup \{ S_i^B \in \mathcal{S}(t) \}] = P[V_i(t') \in B] = \mathbb{E}[\chi_{\{V_i(t') \in B\}}(\omega)] = \int_{\mathcal{S}(t)} P_{S_i}[V_i(t') \in B](P \circ [\mathcal{S}_i^B]^{-1})(dS_i')
\]
where \( P_{S_t}[V_i(t') \in B] \) is the regular conditional probability \( P[V_i(t') \in B|\mathcal{S}_t^B = S_t^i] \). Take \( \Gamma \subset \mathcal{S}(t) \) and set 
\[
\mu_{\mathbb{S}^B}(dS_t^i) = (P \circ \mathcal{S}_t^B)^{-1}(dS_t^i),
\]
then we can write
\[
P[V_i(t') \in B] = \int_{\Gamma} P_{S_t}[V_i(t') \in B|\mu_{\mathbb{S}^B}(dS_t^i)]
\]
\[+ \int_{\mathcal{S}(t) \setminus \Gamma} P_{S_t}[V_i(t') \in B|\mu_{\mathbb{S}^B}(dS_t^i)].\]

Consider now the random variable \( X_t \) and the \( \sigma \)-algebra \( \mathcal{E}_{X_t} \). Then, by the law of conditional expectation, we can write that
\[
P[X_t = x|\mathcal{E}_{X_t}] = \int \mu_{\mathbb{S}^B}(dS_t^i) \]
\[P[V_i(t') \in B|\mathcal{E}_{X_t}] = \mathbb{E}[X_i(t')|\mathcal{E}_{X_t}],\]
where we used the fact that the conditional expectation \( \mathbb{E}[X_i(t')|\mathcal{E}_{X_t}] \) is a random variable and the disintegration theorem (see appendix C, Th. 6). Then, as done before, for a given \( \Gamma \subset \mathcal{S}(t) \) we can write that:
\[
P[X_t = x|\mathcal{E}_{X_t}] = \int \mu_{\mathbb{S}^B}(dS_t^i) \]
\[P[V_i(t') \in B|\mathcal{E}_{X_t}] = \mathbb{E}[X_i(t')|\mathcal{E}_{X_t}],\]

\[
P[X_t = x|\mathcal{E}_{X_t}] = \int \mu_{\mathbb{S}^B}(dS_t^i) \]
\[P[V_i(t') \in B|\mathcal{E}_{X_t}] = \mathbb{E}[X_i(t')|\mathcal{E}_{X_t}],\]

with
\[
\Delta(B|X_t, \Gamma) = \int_{\mathcal{S}(t) \setminus \Gamma} \left[ \int_{\Omega_{X_t}} P[V_i(t') \in B|X_t = x] \mu_{\mathbb{S}^B}(dx) - P_{S_t}[V_i(t') \in B]\right] \mu_{\mathbb{S}^B}(dS_t^i).
\]

Note that the map \( \Gamma \rightarrow \Delta(B|X_t, \Gamma) \) is a (signed) measure. Now we take the Radon-Nikodym derivative of (28) with respect to the measure \( \mu_{\mathbb{S}^B} \), getting
\[
P_{S_t}[V_i(t') \in B] = \int_{\Omega_{X_t}} P[V_i(t') \in B|X_t = x] \mu_{\mathbb{S}^B}(dx)
\]
\[+ \delta(B|X_t, S_t)\]
for some fixed \( S_t \in \Gamma \) and where
\[
\delta(B|X_t, S_t) = \frac{d}{d\mu_{\mathbb{S}^B}} \Delta(B|X_t, \Gamma).
\]

Using (25) in the last expression of \( P_{S_t}[V_i(t') \in B] \), we obtain the claimed result. This concludes the proof. \( \square \)

On the contrary to what we found for model A, where an explicit expression of \( \delta(c|X_N, S_N) \) was given, the expression we find in general for model B is purely formal. A simple case where we may compute the Radon-Nikodym derivative \( \delta(B|X_t, S_t) \) is described here. Note that trivially
\[
\Delta(B|X_t, S_t) = -\left[ \int_{\Omega_{X_t}} P[V_i(t') \in B|X_t = x] \mu_{\mathbb{S}^B}(dx)
\]
\[- P_{S_t}[V_i(t') \in B]\right].
\]
Assuming that all measures in the above expression admit a density with respect to the Lebesgue measure and also \( \Delta(B|X_t, \Gamma) \) admits this density, i.e.
\[
\Delta(B|X_t, \Gamma) = \int_{\mathcal{B}} \delta(v|X_t, S_t) dv dS_t,
\]
one can immediately derive the following relation:
\[
\delta(v|X_t, S_t) = -\left[ \int_{\Omega_{X_t}} \alpha(v, x) \mu_{X_t|S_t}(x) dx - \mu_{V_t(t')|S_t}(v) \right]
\]
\[= -\frac{1}{\mu_{\mathbb{S}^B}(S_t)} \left[ \int_{\Omega_{X_t}} \alpha(v, x) \mu_{X_t|\mathbb{S}^B}(x, S_t) dx - \mu_{V_t(t'), \mathbb{S}^B}(v, S_t) \right].
\]

This expression can be considered as the analogous of equation (14), found for model A. In fact, as for
\( \delta(c|X_N, S_N) \), it can be computed using the joint probability densities, information that is lost after the conditioning with respect to \( S_B^t \). Thus also here, \( \delta(v|X_t, S_t) \) contains information about the space process (as in model A).

Let us now analyze the consequences of \( iii \), the following observation is useful. Consider the velocity random variable of model B. Setting \( \delta t := t' - t \) we can write

\[
V_t(t') = V_t(t + \delta t) = \frac{X_{t + \delta t} - X_t}{\delta t}.
\]

Since \( t \) is a parameter, we can always rescale it in order to have \( \delta t = 1 \). In this case, \( V_t(t + 1) \) resemble the velocity random variable \( V_N \) of model A. This can be done for any value of \( t' > t \). To make this correspondence more concrete, we may also discretize the space process.

More precisely, since the points of the space process are Wiener processes taking values on \( \mathbb{R} \), we can partition \( \mathbb{R} \) in intervals \( \{\Delta_k\}_{k \in K} \) (i.e. \( \cup_{k \in K} \Delta_k = \mathbb{R} \)) where \( K \subset \mathbb{N} \). At this point one can consider the discretized random variable for the space process and the position random variable. If \( W_t^{(i)} \) is a point of the space process \( S_B^t \), one can define a new random variable \( S_t^{(i)} : \Omega_{S_B} \rightarrow K \) as

\[
S_t^{(i)}(\omega) := k \quad \text{if} \quad W_t^{(i)}(\omega) \in \Delta_k,
\]

which simply reveals in which \( \Delta_k \) the Wiener process is. Clearly, \( P[S_t^{(i)} = k] = \int_{\Delta_k} \rho_{W_t^{(i)}}(x)dx \) and given the transition probability densities for the Wiener process, say \( p^{(i)}(x, t + 1; y, t) \), the transition probabilities for \( S_t^{(i)} \) are given, i.e.

\[
P[S_{t+1}^{(i)} = j|S_t^{(i)} = k] = \frac{\int_{\Delta_k} \int_{\Delta_j} dy p^{(i)}(x, t + 1; y, t) \rho_{W_t^{(i)}}(y)}{\int_{\Delta_j} \rho_{W_t^{(i)}}(y)dy}.
\]

At the end of this procedure one ends up with a discretized version of the space process of model B, which is equivalent to the one used in model A. The same discretization procedure can be done for the position and velocity random variables \( X_t \) and \( V_t(t + 1) \). It is not difficult to realize that theorem 2 can be applied and its application does not depend on the size of the sets \( \{\Delta_k\}_{k \in K} \). Thus, as in the previous model, the requirement \( iii \) implies the entropic uncertainty relation between the position and the velocity random variables. Then as in model A, this relation can be used to prove that \( X_t \) and \( V_t(t') \), after conditioning on \( S_t \), are representable as two non-commuting operators on the same Hilbert space. This will be discussed in the next section. Let us now describe a bit further how to obtain the entropic uncertainty relation from the discretization of model B. First of all, if we want to apply the results listed in [1], we need to be sure that the two random variables are bounded, i.e. the set of all values they can assume is a bounded set. In fact, only in this case, they can be associated to two bounded self-adjoint operators, which are elements of a \( C^* \)-algebra, and the relation between non-commutativity and the entropic uncertainty relation holds true. In order to do that, we consider the restriction of the two random variables to a given subset. More precisely, given \( \Lambda \subset \mathbb{R} = \Omega_{X_t} \), the bounded version of \( X_t \) will be the random variable

\[
X_t|\Lambda(\omega) := X_t(\omega) \chi_\Lambda(X_t(\omega))
\]

where \( \chi_\Lambda(x) \) is the indicator function of the set \( \Lambda \). Similarly, we can define the bounded version of \( V_t(t') | \Gamma \).

At this point we consider the discrete version of these random variables, similarly to what we did for the space process. Given \( X_t|\Lambda \), we can discretise it simply by dividing the set \( \Lambda \) in \( N \) parts of equal size, obtaining a partition \( \{\Delta_X^{N,k}\}_{k \in K}, K \subset \mathbb{N} \), such that \( |\Delta_X^{N,k}| = |\Delta_X^{N,k'}| \) for any possible \( k \). We can see that the number of subsets of the partition (i.e. \( N = |K| \)) determines the width of the sets \( \Delta_X^{N,k} \). The bounded and discrete version of \( X_t \) is then defined as

\[
X_t|\Lambda^{N,k}(\omega) := k \quad \text{if} \quad X_t(\omega)|\Lambda \in \Delta_X^{N,k}.
\]

The same construction can be done for the bounded version of \( V_t(t') \), using in general a different partition \( \{\Theta^{N,j}\}_{j \in J} \), obtaining \( V_t(t')|\Gamma \). It is useful to choose the partitions for \( X_t \) and \( V_t(t') \) compatible with the partition used for the space process. To do that it is enough to set the partition for \( X_t \) and \( S_B^t \) equal and choose the partition for \( V_t(t') \) consequently. Finally we also chose to set \( |\Gamma| = |\Lambda| \), i.e. the size of the two set used to bound the position and velocity random variable coincides. At this point, by discretising time as explained above \( X_t|\Lambda \) and \( V_t(t + 1)|\Gamma \) (for simplicity we simply write \( V_t^{(\theta)}|\Gamma \)) become discrete random variables similar to those used for model A. Then, applying theorem 2, we know that

\[
H_{S_t}(X_t^{\Lambda}|\Lambda) + H_{S_t}(V_t^{(\theta)}|\Gamma) \geq D, \quad (30)
\]

where \( D \) is a positive constant that in general can depend on the partition chosen but not on the distribution \( X_t^{\Lambda}|\Lambda \) and \( V_t^{(\theta)}|\Gamma \), hence that do not depend on \( \mu_{X_t|S_t} \) and \( \mu_{V_t|S_t} \). The whole construction does not depend on the partitions chosen, once they are chosen in the consistent way explained above. In particular, the above inequality holds for arbitrary partitions having small but finite size.

### D. Construction of the Hilbert space structure for model B

The construction of the Hilbert space structure for model B goes more or less as in Model A. However, in this case, we have some additional technicalities due to the use of the partitions for the description of the two random variables involved. The entropic uncertainty relation (30), ensures that \( X_t^{\Lambda}|\Lambda \) and \( V_t^{(\theta)}|\Gamma \), after conditioning on \( S_t \), can be jointly described only on a non-commuting probability space, i.e. with non-commuting
operators. Let us fix for the moment the partitions used. As in model A, the bounded and discrete version of the position random variable can be represented on the Hilbert space

\[ \mathcal{H}(X_t|N, \Lambda) = \bigoplus_{k=1}^{N} \mathcal{H}_k, \]

as the diagonal operator

\[ \hat{X}_t(N, \Lambda) = \sum_{k=1}^{N} |k\rangle \langle k|. \]

Here \(|k\rangle \in \mathcal{H}_k\) and \(\hat{P}(\hat{X}_t(N, \Lambda)) := |k\rangle \langle k|\) is the PVM such that

\[ P[X_t|\Lambda = k] = P[X_t|\Lambda = \Delta X_{N,k}] = \langle \psi | \hat{P}(\hat{X}_t(N, \Lambda)) | \psi \rangle \]

for some \(\psi \in \mathcal{H}(X_t|N, \Lambda)\). Similarly, the bounded and discrete version of the velocity random variable can be represented on the Hilbert space

\[ \mathcal{H}(V_t|N, \Gamma) = \bigoplus_{j=1}^{N} \mathcal{H}_j \]

(note that particular partitions considered implies that \(N = N'\)) as the diagonal operator

\[ \hat{V}_t(N, \Gamma) = \sum_{j=1}^{N} |j\rangle \langle j|. \]

The two Hilbert spaces \(\mathcal{H}(X_t|N, \Lambda)\) and \(\mathcal{H}(V_t|N, \Gamma)\) have the same dimension and so they are unitary equivalent, i.e. there exists a unitary map \(U : \mathcal{H}(V_t|\Gamma) \rightarrow \mathcal{H}(X_t|\Lambda)\). Hence we can represent \(\hat{V}_t(N, \Gamma)\) on \(\mathcal{H}(X_t|N, \Lambda)\) and viceversa. The entropic uncertainty relation (30) ensures that

\[ [\hat{X}_t(N, \Lambda), \hat{V}_t(N, \Gamma)] \neq 0 \]  \hspace{1cm} (32)

Let us now analyse what happens when we change the size of the partition. First, we consider the limit \(N \rightarrow \infty\) which means that the size of the partitions goes to zero. Because the sets \(\Delta X_{N,k}\) shrink to a point, say \(\{x\}\), we have

\[ \lim_{N \rightarrow \infty} \langle \psi | \hat{P}(\hat{X}_t(N, \Lambda)) | \psi \rangle = \lim_{N \rightarrow \infty} [X_t|\Lambda \in \Delta X_{N,k}] = 0 \]  \hspace{1cm} (33)

for any \(\psi\), i.e. any \(P\). This means, by prop 9.14 of [8], \(x \in \sigma_x(\hat{X}_t(\Lambda))\) (here \(\hat{X}_t(\Lambda) := \hat{X}_t(\infty, \Lambda)\)). By the arbitrariness of \(x\) we conclude, as expected, that \(\hat{X}_t(\Lambda)\) is a bounded operator with purely continuous spectrum. Note that the Hilbert space on which we can define \(\hat{X}_t(\Lambda)\) is

\[ \mathcal{H}(X_t|\Lambda) := \int_{\Lambda}^\oplus \mathcal{H}_x dx \]

which is not separable in general. Here, \(\hat{X}_t(\Lambda)\) can be written as

\[ \hat{X}_t(\Lambda) = \int_{\Lambda} x P(\hat{X}_t(\Lambda))(dx). \]

Similar conclusions hold for the operator representing the bounded and discrete velocity random variable: \(\hat{V}_t(\Gamma) := \hat{V}_t(\infty, \Gamma)\) is a bounded operator with continuous spectrum. Since for any value of \(N\), \(\hat{V}_t(N, \Lambda)\) is the operator representing the random variable obtained by discretizing the same random variable \(X_t|\Lambda\), also the operators \(\hat{X}_t(N, \Lambda)\) can be obtained by discretizing the same operator \(\hat{X}_t(\Lambda)\). The same holds for \(\hat{V}_t(N, \Gamma)\). At this point because (32) is valid for any possible partition chosen in the consistent way explained in the previous section (i.e. for any \(N\)), we can conclude that

\[ [\hat{X}_t(\Lambda), \hat{V}_t(\Gamma)] \neq 0. \]

Since \(\Gamma\) and \(\Lambda\) are arbitrary, with similar considerations we may conclude that

\[ [\hat{X}_t, \hat{V}_t] \neq 0 \]  \hspace{1cm} (34)

where \(\hat{X}_t\) is the unbounded operator on a Hilbert space \(\mathcal{H}(X_t) := \mathcal{H}(X_t|\mathcal{R})\) such that \(X_t(\Lambda) = \hat{P}_x \hat{X}_t \hat{P}_x\) (here \(\hat{P}_x\) is the projector from \(\mathcal{H}(X_t)\) to the Hilbert space \(\mathcal{H}(X_t|\Lambda)\)) and \(\hat{V}_t\) is defined in a similar manner.

We conclude by observing that \(\mathcal{H}(X_t|\Lambda)\) and \(\mathcal{H}(V_t|\Gamma)\) may be not separable (and so also \(\mathcal{H}(X_t)\) and \(\mathcal{H}(V_t)\)). In general, non-separable infinite-dimensional Hilbert spaces are not mutually isomorphic. Thus in this case we cannot define a unitary map \(U : \mathcal{H}(V_t) \rightarrow \mathcal{H}(X_t)\) which maps the operator representations of \(X_t\) and \(V_t\) on \(\mathcal{H}(V_t)\) into the corresponding operators in \(\mathcal{H}(X_t)\). This is an effect of the possible lack of separability of the Hilbert spaces \(\mathcal{H}(X_t)\) and \(\mathcal{H}(V_t)\). However this does not mean that we cannot represent the velocity random variable on \(\mathcal{H}(X_t|\Lambda)\) and vice-versa: one simply represents the velocity random variable on \(\mathcal{H}(X_t|\Lambda)\) and then takes the limit. However, to have a consistent description the velocity operator obtained in this limit must be isomorphic to the operator \(\hat{V}_t\) diagonal on \(\mathcal{H}(V_t|\Gamma)\). We will refer to this problem with the name “separability problem” and we will comment on it in the next section. We conclude by observing that the result obtained here, as explained in the previous section, holds for any value of \(t' > t\).

E. Final remarks and weak points of model B

We completed the description of model B, which can be considered as the continuous time generalization of model A. The discreteness of time was recognized as a limitation of model A for a direct comparison to ordinary quantum mechanics. Here time is a continuous parameter as in ordinary quantum mechanics but a direct
clear that the “real” continuity of the spectrum is obtained when the operators have a pure point spectrum. This suggests (hence obtaining a Dirac measure, which is not absolutely continuous with respect to the Lebesgue measure).

Another consequence of this fact is the continuous spectrum of the operators representing the particle process. However, one can always imagine that, if we let the support of the probability measure shrink to a single point (hence obtaining a Dirac measure, which is not absolutely continuous with respect to the Lebesgue measure), the operators have a pure point spectrum. This suggests that the “real” continuity of the spectrum is obtained only in the limit $M = \infty$ and the absolute continuity is possible only in this case. One may observe the following. When $M \to \infty$ we can have two cases:

a) the points increase in a non dense way: their number is infinite but in any subset of $\mathbb{R}$ these is just a finite number of them (they behaves as numbers in $\mathbb{N}$ or $\mathbb{Z}$);

b) the points increase in a dense way: their number is infinite and in any subset of $\mathbb{R}$ there is an infinite number of them (like numbers in $\mathbb{Q}$). We will refer to this case with the name dense-point limit.

Note that in both cases they are assumed to be countable. In the first case, $X_t$ can be seen as the limit of a sequence of compact operators: the spectrum is purely point-like. However, this possibility does not seem to be comparable with the usual position operator in quantum mechanics, which is just bounded (and not compact) when we restrict it to a subset of $\mathbb{R}$. On the other hand, the second case is more interesting. Indeed, it may give rise to bounded operators which are not compact. This suggests that to completely recover quantum mechanics, the dense-point limit must be taken.

Despite the observations done above, we still want to try a comparison with non-relativistic quantum mechanics. This time we are really closer to deriving the canonical commutation relation between position and momentum from the quantities of the model, as we will see. Assume the following:

i) The Hilbert space on which we can represent $\hat{X}_t$ is separable and infinite-dimensional, i.e. $L_2(\mathbb{R})$;

ii) There exists a self-adjoint operator

$$\hat{H} = \frac{1}{2m} \nabla_x^2 + V(x)$$

which, together with $\hat{X}_t$, fulfills all the mathematical requirements needed to apply the Ehrenfest theorem (see [14]).

Clearly $\hat{H}$ is nothing but the ordinary hamiltonian operator in quantum mechanics. At this point, by the Ehrenfest theorem, we have the equation

$$\frac{d}{dt} \langle \hat{X}_t | \psi \rangle = \frac{1}{m} \langle \hat{P}_t | \psi \rangle,$$

where $m$ is the mass of the quantum particle and $\psi \in L_2(\mathbb{R})$. Consider now the velocity random variable of the model $B$

$$V(t') = \frac{X_{t'} - X_t}{t' - t}.$$

Note that, after the removal of the space process, the three random variables lies in three different probability spaces and there does not exist a joint probability space where we can describe all of them (we recall that when we remove the space we use the unconditional transition probabilities). Thus this expression is purely formal and, in particular, it is not expected to hold at the level of the outcomes of these random variables. However, the following expression makes sense

$$\mathbb{E}[V(t')|S_t] = \frac{\mathbb{E}[X_{t'}|S_t] - \mathbb{E}[X_t|S_t]}{t' - t}$$

since the probability measures of each expectation are defined on different probability spaces. Using the procedure explained in the previous section and under the assumption $i)$, we can jointly describe these three random variable using a non-commutative probability space. In particular, we compute the expectation using the Hilbert space structure, writing

$$\mathbb{E}[V(t')|S_t] = \langle \hat{V}(t') \rangle = \langle \hat{X}_{t'} \rangle - \langle \hat{X}_t \rangle \psi \psi = \frac{\langle \hat{X}_{t'} \rangle - \langle \hat{X}_t \rangle \psi \psi}{t' - t},$$

where $\psi \in \mathcal{H}$ with $\mathcal{H}$ Hilbert space constructed as in section IV D. This time an explicit procedure to construct $\psi$ is not known. From this equation we can write that

$$\lim_{t' \to t} \langle \hat{V}(t') \rangle = \frac{d}{dt} \langle \hat{X}_t \rangle \psi = \frac{1}{m} \langle \hat{P}_t \rangle \psi,$$

which means that the weak-limit $t' \to t$ of velocity operator in model $B$, under assumptions $i)$ and $ii)$, coincides with the momentum operator of non-relativistic quantum mechanics. Note that the assumption $i)$ on the separability of the Hilbert space is crucial for this consideration. Finally, we also note that separability also solves the problem of the non-unitary equivalence of $\mathcal{H}(X_t)$ and $\mathcal{H}(V_t)$ mentioned at the end of section IV D. Summarising, despite Model B is capable to reproduce the commutation relation between the position and velocity operators of the particle, which resembles the quantum mechanical commutation relation, it did not succeed in the derivation of (1). However, if in some other model (similar to model $B$) we can justify $i)$ and $ii)$ in some way, we can have a correspondence of the model with non-relativistic quantum mechanics.
V. CONCLUSION

In this paper, we show how a jump-type kinematics of a point-like particles together with an intrinsic stochasticity of the physical space (on which the particle moves) can give rise to non-commutative description of the two basic observables which define the particle: its position and its velocity. In model A time is treated as a discrete parameter and this makes it impossible to have a precise comparison with the ordinary quantum mechanics. Generalizing to the continuous time case, we obtained model B. However, as pointed out in section IV E, even in this case we cannot compare the two theories. Indeed, the Hilbert space on which we represent model B is non-separable in general. In both models we are able to obtain the same non-commutativity of ordinary quantum mechanics (at the algebraic level) but we have to conclude that this is not sufficient. It is worth to recall how this non-commutativity was obtained: by removing the space process at a given time $t$. Physically this requirement is very natural: any experiment which can be done to measure the probability (via frequency), can be done in a given configuration of the space. This means that if we assume that space really is the stochastic process described in this paper, any probability that we can measure in a laboratory is somehow conditioned to the configuration of space that we have at the time of this measurement. The fact that in our models, space is not described but removed (essentially via conditioning and not by averaging), expresses exactly this fact and is the origin of non-commutativity. We also note that in order to obtain such non-commutativity, the space process must be random, as the entropic uncertainty relation obtained show. Indeed, if space is a deterministic phenomenon we obtain a trivial bound. The space process seems to be central, despite it must be removed to obtain a non-commutative probability space for the particle: in this sense it plays an active role in the description of the particle despite the non-commutative probability theory obtained after its removal is not capable to describe it. In addition, in model A, the space process determines the dimension of the Hilbert space, a feature which is lost in model B. This suggests that a better understanding of the space process may show a possible solution to the non-separability problem. In particular, it can be that a careful selection of a particular class of space processes, may “force” the Hilbert space to be separable. This possibility will be discussed in [3].
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VII. APPENDIX

A - Quantum ruler

Here we will describe an attempt to give a quantum mechanical description of a ruler, a model that will be called quantum ruler. Let us start with the formal definition. A quantum ruler of length $N \in \mathbb{N}$ is an $N$-particle quantum system with the following features:

i) the Hilbert space of a quantum ruler is $\mathcal{H}_R := \bigotimes_{i=1}^N (L_2(\mathbb{R}^3) \otimes \mathbb{C}^2)_i$ and a generic state take this form

$$|\psi\rangle = \psi(y_1, \cdots, y_N) \otimes |-, \cdots, -\rangle;$$

ii) there exists a region of space $L \subset \mathbb{R}^3$ such that

$$\langle \psi | \hat{P}_L^X(L) | \psi \rangle = 1,$$

where

$$\hat{P}_L^X(L) = \hat{P}(x_1)(L) \otimes \cdots \otimes \hat{P}(x_N)(L)$$

with $\hat{P}(x_i)()$ is the PVM associated to the position operator of the $i$-th particle;

iii) the time evolution of a quantum ruler is determined by the hamiltonian $\hat{H}_R := \sum_{i=1}^N \hat{T}_i + \hat{V}$, where $\hat{T}_i$ are the $i$-th particle kinetic terms and $\hat{V} \neq \sum_{i=0}^N \hat{V}_i$ is some potential (chosen in order to have $\hat{H}$ bounded from below);

iv) before any measurement the quantum ruler is described by a bounded state of the hamiltonian operator, namely $\hat{H}_R|\psi\rangle = E_0|\psi\rangle$;

v) the measurement process of the position of a particle (call it $A$) with wave function $\phi_A(x) \in \mathcal{H}_A$ (which is not a particle of the quantum ruler) occurs with the following interaction hamiltonian (defined on the tensor product Hilbert space $\mathcal{H}_R \otimes \mathcal{H}_{\text{Part}}$)

$$\hat{H}_{ip} := \sum_{i=1}^N \sum_{x \in \mathbb{R}^3} g \delta(y_i - x)|+_i\rangle\langle-_i|$$

where $g$ is a real constant.

Let us explain the physical meaning of these requirements. A quantum ruler is a quantum system composed of $N$ distinguishable particles with spin. The spin degree of freedom should not be considered as the real spin of the particles, rather as labels that model the possibility to find the $i$-th particle in two distinguishable states. This is the content of the requirement $i$. The condition $ii)$ simply means that, when considered as a single object, a quantum ruler is localised in a specific region $L$ of space.
This assumption plays a marginal role in the rest of the analysis, nevertheless it expresses the basic fact that we cannot measure arbitrarily long distances with a given quantum ruler. Requirements (iii) and (iv) simply express that these particles are bounded together. Finally v) describes how the quantum ruler measures a distance: by a spin flip. Given the particle \( A \), the measurement of its position by the quantum ruler happens when \( \hat{A} \) touches one of the particles of the quantum ruler causing a spin flip. After this interaction the quantum ruler undergoes a projective measurement. Since the particles are distinguishable we can label them by establishing an order, and choosing an origin (the “zero” of the ruler). The position of \( A \) is measured by counting the number of particles between the origin and the particle of the ruler with the spin flipped, i.e. the particle of the ruler which interacted with the particle we want to measure. If this model is correct, at least in some limit, we should be able to recover the statistics of the position of particle \( A \), namely \(|\phi_A(x)|^2\). Here we will show how this is possible.

Let \( A \subset L \) be a set. The probability to find the \( i \)-th particle of the ruler in this set is given by

\[ P[x_i \in A] = \langle \psi | \hat{1} \otimes \cdots \otimes \hat{1} \otimes \hat{P}^{(K)}(A) \otimes \hat{1} \otimes \cdots \otimes \hat{1} | \psi \rangle \]

where \(|\psi\rangle\) is the state of the quantum ruler. From ordinary quantum mechanics, we know that

\[ P[x_i \in A] = \int_A \rho_i(x)dx \]

where \( \rho_i(x) \) is a density with respect to the Lebesgue measure. An example of possible probability densities of a quantum ruler is drawn in figure 4-a). From the figure, it is easy to understand that the quantum ruler can give us only statistical information about a possible measurement of the point \( A \). Such probability distribution is showed in figure 4-b). Note that we did not use the requirement v) to arrive at this conclusion, hence we are not really describing the measurement of the position of the particle. In order to do that precisely, let us assume that we have a particle \( A \), described by a wave function \( \phi_A(x) \in \mathcal{H}_A \). The whole system (quantum ruler plus particle) will be described by the state

\[ |\psi_t\rangle = \psi_R(y_1, \ldots, y_N) \otimes |-, \ldots, -\rangle \otimes \phi_A(x) \]

which is an element of \( \mathcal{H}_R \otimes \mathcal{H}_A \). The measurement process is modelled by the interaction hamiltonian as in point v). After the interaction we perform a projective measurement to learn which spin is flipped: the number of particles between the origin (which is an arbitrarily chosen particle of the quantum ruler) and the particle with the spin flipped is our distance. Hence, if \( d(O, A) \) is the distance between the origin and the particle with the spin flipped, we can write that

\[ P[d(O, A) = i] = P[S_i = +i] = \langle \psi_s | (|+i\rangle \langle +i|) | \psi_s \rangle \]

where \(|\psi_s\rangle\) is the total quantum state right after the interaction. We will compute \(|\psi_s\rangle\) in interaction picture for \( s - t = \delta t \) such that \( g\delta t \ll 1 \). In this regime we have that

\[ e^{-i\delta t \hat{H}_i} \approx \hat{1} - ig\delta t \sum_{i=1}^{N} \delta(y_i - x)|+i\rangle\langle +i| + O(g^2\delta t^2) \]

Thus, setting \( t = 0 \)

\[ |\psi_{s+}\rangle \approx |\psi_0\rangle - ig\delta t \sum_{i=1}^{N} \delta(y_i - x)\psi_R(y_1, \ldots, y_i, \ldots, y_N) \otimes |-, \ldots, +i, \ldots, -\rangle \otimes \phi_A(x) + O(g^2\delta t^2) \]

Using this result, we obtain

\[ P[d(O, A) = i] = \langle \psi_{s+} | (|+i\rangle \langle +i|) | \psi_{s+} \rangle \approx g^2\delta^2 \int \prod_{j=1}^{N} dy_j \psi_R(y_1, \ldots, y_i, \ldots, y_N)^2 |\phi_A(y_i)|^2 \]

The \( \delta(0) \) is due to the presence of the square of the Dirac-delta in the probability density computed using the wave function evolved in the interaction picture. In order to deal with this divergent term, we require that \( g^2\delta^2 \delta(0) \approx 1 \). This requirement is in agreement with the fact that the terms \( g^2\delta^2 \) are infinitesimal and they can be neglected in the expression of \(|\psi_{s+}\rangle\). Thus we conclude that

\[ P[d(O, A) = i] = \int \prod_{j=1}^{N} dy_j |\psi_R(y_1, \ldots, y_i, \ldots, y_N)|^2 |\phi_A(y_i)|^2 \]

(35)

As we can see, the probability of the outcome depends both on the ruler and particle state. We do not obtain \(|\phi_A(y_i)|^2\), because we are not using a classical ruler. In order to obtain this result we may take the “dense limit”, which we interpret as the following

\[ N \to \infty, \quad \eta \to \infty, \quad L = \text{const} \]

where \( \eta \) is the particle density, i.e. \( \eta = N/L \). Since the ratio \( N/\eta \) must remain constant, the density must go to infinity as \( N \) and in the same way in any point of the volume. To realise this situation, we may imagine that as \( N \) increases, the particles of the quantum ruler are described by gaussian wave functions centred around different points of space. In order to keep \( \eta/N \) constant, as \( N \) increases the overlaps between the gaussian should reduce. This means that the square modulus of the wave function tends to a Dirac delta. Hence, in the “dense limit” we can formally write that

\[ |\psi_R(y_1, \ldots, y_N)|^2 \to \prod_{j=1}^{N} \delta(y_j - X_j) \quad \text{for} \quad N \gg 1, \]
where $X_i \in L$ are the points of the quantum ruler. Substituting this expression in (35), we obtain $P[d(O,A) = i] = |\phi_A(X_i)|^2$. If in the “dense limit” considered, we label the points of the ruler with its coordinate with respect to a chosen origin, we can suppress the index $i$ obtaining $P[d(O,A) = X] = |\phi_A(X)|^2$. Hence we can see that the quantum ruler reduces to a classical ruler (thought as a solid continuous rod) in the “dense limit” described above.

Remark. Note that the quantum ruler is “quantum”, only because the probability distributions used are derived according to the quantum formalism. It is not difficult to see that if we replace the probability distributions arising from $\psi_R(y_1, \cdots, y_N)$ with a probability distribution arising from $M$, suitably correlated, stochastic processes the whole description of the (stochastic, this time) ruler would be the same.

B - Distance between two points $A$ and $B$ of a random distribution of points in a set $\Lambda$

Let the symbol $\mathcal{X}(\Lambda)$ label a random distribution of points over the set $\Lambda$. In this appendix, we will describe two possible methods to introduce a notion of distance between two points belonging to $\mathcal{X}(\Lambda)$. In both methods presented here, we will try to define the distance between two points $A$ and $B$ using only the other points of $\mathcal{X}(\Lambda)$, which we hope will clarify the expression “measured on the points” used for example in section III A.

Before introducing the two aforementioned distances, let us define what we mean with the term distance in this appendix.

**Definition 11.** Let $G$ be a set and $d : G \times G \to \mathbb{R}^+$ be a function. Given two points $x, y \in G$, we say that $d(x, y)$ is the distance between $x$ and $y$ if

i) $d(x, y) = d(y, x)$ for all $x, y \in G$;

ii) for any $x, y \in G$, $d(x, y) = 0$ if and only if $x = y$;

Another name used in the literature for the function $d$ of the above definition is semi-metric and the couple $(G, d)$ is called semi-metric space.

**Definition 12.** Let $G$ be a set and $d : G \times G \to \mathbb{R}^+$ be a distance on it. If for any $x, y, z \in G$

$$d(x, y) + d(y, z) \geq d(x, z),$$

the distance is said metric.
As in the previous case, the couple \((G, d)\) has a particular name: metric space. Semi-metric spaces and metric spaces are related by the following interesting theorem [15].

**Theorem 4.** Let \((G, d)\) be a semi-metric space. Assume that, for any \(a \in G\) and any \(k \in \mathbb{R}^+\) there exists \(r \in \mathbb{R}^+\) such that, given any point \(b \in G\) for which \(d(a, b) \geq k\), then
\[
d(a, c) + d(b, c) \geq r
\]
holds for any \(c \in G\). Then \((G, d)\) is homeomorphic to a metric space.

Hence if the conditions of this theorem are fulfilled, then there exist a continuous function between the original semi-metric and some metric space that has a continuous inverse function (i.e., an homeomorphism). Loosely speaking, the distance in a the semi-metric space can be “distorted” into a distance over a metric space.

The first distance on \(\mathcal{X}(\Lambda)\) we introduce will be called nearest neighbourhood distance, or NNG-distance for short. Let us assume that \((\Lambda, h)\) is a metric space. Let \(A, B\) and \(C\) be points in \(\mathcal{X}(\Lambda)\), thus they are also points in \(\Lambda\). In order to define the NNG distance between two points in \(\mathcal{X}(\Lambda)\) we need to introduce a selection procedure which we will use to understand which is, given a point \(A\), its closest point in \(\mathcal{X}(\Lambda)\) (see figure 5). This selection procedure makes explicitly use of the underlying metric structure of \(\Lambda\). In particular, if \(A \in \mathcal{X}(\Lambda)\), its closest point is the point \(B \in \mathcal{X}(\Lambda)\) which minimises the distance \(h(x, A)\) for all \(x \in \mathcal{X}(\Lambda)/\{A\}\). In symbols, the closest point to \(A\) in \(\mathcal{X}(\Lambda)\) can be defined as
\[
\text{Cl}(A|\mathcal{X}(\Lambda)) := \{x \in \mathcal{X}(\Lambda) \mid \min_{y \in \mathcal{X}(\Lambda)/\{A\}} h(y, A) = h(x, A)\}.
\]

The idea behind the NNG-distance of two points \(A\) and \(B\) is to count the number of points that we need to find to arrive in \(B\), excluding all the previous closest points we found. Let us explain better this idea. Starting from \(A\), the closest point is \(x_1 = \text{Cl}(A|\mathcal{X}(\Lambda))\). Clearly if \(x_1\) is the closest point of \(A\), then also the converse is true, i.e., \(A = \text{Cl}(x_1|\mathcal{X}(\Lambda))\), and clearly we never reach the point \(B\) by iterating this procedure. The simplest way out is to look for the closest point to \(x_1\) excluding \(A\), i.e., \(x_2 = \text{Cl}(x_1|\mathcal{X}(\Lambda)/\{A\})\). By repeating this procedure till we do reach point \(B\), we select a collection of points \(D(A, B) := \{x_1, \cdots, x_M = B\}\) (the generic point of this collection is \(x_i = \text{Cl}(x_{i-1}|\mathcal{X}(\Lambda))/\{x_{i-2}, \cdots, x_1\}\)) and we call \(\delta(A, B)\) the number of points in this collection, i.e., \(\delta(A, B) = |D(A, B)|\). However the function \(\delta\) is not symmetric under the exchange of its arguments in general (see figure 6 for an example). However, it is a known fact that any non-symmetric function can be always be symmetrisated. We define the NNG-distance as a symmetrisated version of \(\delta\).

**Definition 13.** Let \(A, B \in \mathcal{X}(\Lambda)\) be two points. The NNG-distance between \(A\) and \(B\) is defined as
\[
d_1(A, B) = \frac{\delta(A, B) + \delta(B, A)}{2}.
\]

In general, \(d_1\) is not a metric distance. Note that in the above explanation for the construction of this distance, we did not consider the case of possible ambiguities in the selection procedure, namely the possibility to have two points with the same distance. In this case, one
may go on with the selection procedure using one of the two points for each ambiguity, which means constructing two (different in general) collections of points \( D(A, B) \), and define the NNG-distance using the inferior of the two \( \delta(A, B) \) obtained with respect to the two collections. To conclude the discussion about the NNG-distance, we give some physical motivation regarding this definition. First, the collection of points \( \{x_1, \ldots, x_M\} \) can be seen as the number of particles of a (stochastic or quantum) ruler measuring the distance between \( A \) and \( B \). Given that, \( d_1(A, B) \) can be seen as the distance covered by a particle, which can jump from one point to its closest in a fixed amount of time (i.e. with constant speed), from the point \( A \) to reach the point \( B \) and then come back in \( A \). This resembles the radar method used in special and general relativity to define distances.

Let us now introduce the second distance on \( \mathcal{X}(\Lambda) \) which will be called triangular distance, or \( T \)-distance for short. We have seen that the NNG-distance strongly depends on the underlying metric structure of \( \Lambda \). The \( T \)-distance is an attempt to reduce this dependence. The idea is schematically explained in figure 7. The \( T \)-distance can be obtained as follows. Given the distribution of point \( \mathcal{X}(\Lambda) \), construct all the triangles, whose vertices are the points in \( \mathcal{X}(\Lambda) \) which do not have any point of \( \mathcal{X}(\Lambda) \) inside them. In general if \( \Lambda \) is a \( d \)-dimensional space, one constructs all the \( d \)-dimensional generalisation of a triangle, namely a \( (d-1) \)-simplex. If there is an ambiguity, i.e. from a set of points one can draw equivalently two couples of triangles (we are considering the 2-D case), draw first the triangle with the smallest area, computed via Pick’s theorem [16] to avoid the use of the underlying space \( \Lambda \). In the \( d \)-dimensional case, instead of using the area, one considers the \( d \)-volume, which can be computed in a background independent way using the Ehrhart polynomial [17]. Then the \( T \)-distance is defined as

\[
d_2(A, B) = \{ \text{Number of triangles touched by the line } AB \}.
\]

Note that \( d_2(A, B) \) is automatically symmetric, hence it is a semi-metric. However the triangular inequality does not hold in general, as figure 8 shows. From the physical point of view, this distance can be interpreted as the number of particles needed to a quantum (stochastic) ruler to measure the distance between \( A \) and \( B \) “minimizing the \( d \)-volume occupied” by the ruler. Indeed, the number of triangles corresponds to the number of points between \( A \) and \( B \) which are the vertices of the triangles as well. Other distances which are “more background independent” may be available (for example one can define a distance as the smallest number of triangles constructed as before, which link, a triangle having \( A \) as vertex, with another triangle having \( B \) as vertex), but the discussion of them is out of the scope of this appendix.

Remark. The distances presented here can be applied in the 1-D case. The NNG-distance can be applied without problems while for the \( T \)-distance we recall that a 0-simplex is simply a point (thus \( d_2(A, B) \) is just the numbers of points between \( A \) and \( B \)).
C - Measure-theoretic conditional probability and conditional expectation

In this appendix, a concise explanation of the notion of conditional expectation (and so conditional probability) in a measure-theoretic setting is given. The discussion done here is based on Sec. 2.3 of [13] and on Ch. 5 of [14], which are the main references for the interested reader. A more coincised exposition of the topic can be found in Sec. 2.7 of [13].

In order to introduce the notion of conditional expectation starting from elementary probability, consider the following elementary definition.

**Definition 15.** Let us consider a probability space $(\Omega, \mathcal{E}, P)$ and let $B \in \mathcal{E}$ be such that $P(E) > 0$. For any $A \in \mathcal{E}$, the conditional probability of $A$ given $B$ is given by

$$P(A|B) := \frac{P(A \cap B)}{P(B)}.$$

It is not difficult to see that, for a given $B \in \mathcal{E}$, the map $P(\cdot|B) : A \mapsto P(A|B)$ is again a probability measure; this fact allows to interpret $P(A|B)$ as the probability that the event $A$ occurs given the fact that the event $B$ has already occurred. Now, suppose we have a collection of sets $\{B_i\}_{i \in I}$, elements of $\mathcal{E}$, which are mutually disjoint $B_i \cap B_j = \emptyset$ for any $i, j \in I$. The smallest $\sigma$-algebra, say $\mathcal{E}_0$, which contains all these sets is called $\sigma$-algebra generated by $\{B_i\}_{i \in I}$. In symbols, we will write $\mathcal{E}_0 = \sigma(\{B_i\}_{i \in I})$. We can generalise the notion of conditional expectation given a set (i.e. an event) in the following way.

**Definition 16.** Let $(\Omega, \mathcal{E}, P)$ be a probability space and let $\{B_i\}_{i \in I}$ be a family of mutually disjoint subsets of $\Omega$. Assume that for any $i \in I$, $P(B_i) > 0$. Let $\mathcal{E}_0 = \sigma(\{B_i\}_{i \in I})$. For any $A \in \mathcal{E}$, the conditional probability of $A$ given $\mathcal{E}_0$ is defined to be the random variable

$$P(A|\mathcal{E}_0)(\omega) = P(A|B_i)$$

for $\omega \in B_i \in \mathcal{E}_0$.

We want to stress that the conditional probability with respect to a $\sigma$-algebra is a random variable and not a number, as in the initial case of conditional probability with respect to an event. The conditional probability with respect to a given $\sigma$-algebra has two important properties. First, by construction $P(\cdot|\mathcal{E}_0)$ is measurable with respect to $\mathcal{E}_0$. In addition we also have the following proposition.

**Proposition 2.** Let $(\Omega, \mathcal{E}, P)$ be a probability space and take a family of mutually disjoint sets $\{B_i\}_{i \in I}$ all belonging to $\mathcal{E}$. Let $P(\cdot|\mathcal{E}_0)(\omega)$ be the conditional expectation given $\mathcal{E}_0 = \sigma(\{B_i\}_{i \in I})$, then

$$\int_B P(A|\mathcal{E}_0)(\omega)P(d\omega) = \int_B \chi_A(\omega)P(d\omega)$$

for all $B \in \mathcal{E}_0$.

**Proof.** Assume $B = B_i$ for some $B_i$ of the family of set generating the $\sigma$-algebra $\mathcal{E}_0$. In this case we can write

$$\int_{B_i} P(A|\mathcal{E}_0)(\omega)P(d\omega) = P(A|B_i) \int_{B_i} P(d\omega)$$

$$= \frac{P(A \cap B_i)}{P(B_i)}P(B_i)$$

$$= \int_\Omega \chi_{A \cap B_i}(\omega)P(d\omega)$$

$$= \int_{B_i} \chi_A(\omega)P(d\omega).$$

For a generic $B \in \mathcal{E}_0$ the result holds by additivity of the integral. Indeed a generic element of $\mathcal{E}_0$, if it is not an element of the family, is always the union of two or more elements of the family. This concludes the proof.

The reason why these two properties of $P(\cdot|\mathcal{E}_0)$ are interesting, is because they completely characterise the conditional expectation in a measure-theoretic sense, as the following proposition shows.

**Proposition 3.** Let $(\Omega, \mathcal{E}, P)$ be a probability space and take a family of mutually disjoint sets $\{B_i\}_{i \in I}$ all belonging to $\mathcal{E}$. Let $\mathcal{E}_0 = \sigma(\{B_i\}_{i \in I})$ and $A \in \mathcal{E}$ an event. Assume that there exists a random variable $f_A : \Omega \rightarrow \mathbb{R}$ on this probability space such that:

i) $f$ is measurable with respect to $\mathcal{E}_0$;

ii) for any $B \in \mathcal{E}_0$, the following

$$\int_B f_A P(d\omega) = \int_B \chi_A P(d\omega)$$

holds.

Then $f_A(\omega) = P(A|\mathcal{E}_0)(\omega)$.

**Proof.** Because $\mathcal{E}_0$ is generated by $\{B_i\}_{i \in I}$ and $f_A$ is measurable with respect to it, then $f$ is constant on each $B_i$. Then, for every $\omega \in B_i$, the second requirement implies

$$f_A(\omega) = f_A(\omega) \int_{B_i} P(d\omega)$$

$$= \frac{1}{P(B_i)} \int_{B_i} f_A(\omega)P(d\omega)$$

$$= \frac{1}{P(B_i)} \int_{B_i} \chi_A(\omega)P(d\omega)$$

$$= \frac{1}{P(B_i)} \int_{B_i \cap A} P(d\omega) = P(A|B_i)$$

which concludes the proof.

At this point, it is quite natural to define the conditional expectation with respect to an event, as the ordinary expectation value with respect to the conditional

probability with respect to this event. In particular, assume that \( B \in \mathcal{E} \), then we can define
\[
\mathbb{E}[f|B] = \int_{\Omega} f(\omega) P(d\omega|B) = \int_{\Omega} f(\omega) \frac{P(d\omega \cap B)}{P(B)} = \frac{1}{P(B)} \int_{B} f(\omega) P(d\omega).
\]

Then, we can generalise this conditional expectation to the case of a \( \sigma \)-algebra generated by a family \( \{B_i\}_{i \in I} \). If \( \mathcal{E}_0 = \sigma(\{B_i\}_{i \in I}) \), using the definition stated above for \( \mathbb{E}[f|B] \), we define the random variable
\[
\mathbb{E}[f|\mathcal{E}_0](\omega) = \mathbb{E}[f|B_i]
\]
for \( \omega \in B_i \). By the proposition 3, one can easily conclude that
\begin{enumerate}
  \item \( \mathbb{E}[f|\mathcal{E}_0] \) is measurable with respect to \( \mathcal{E}_0 \);
  \item for any \( B \in \mathcal{E}_0 \), then
  \[
  \int_{B} \mathbb{E}[f|\mathcal{E}_0](\omega) P(d\omega) = \int_{B} f(\omega) P(d\omega).
  \]
\end{enumerate}

These two properties completely characterise the conditional expectation with respect to \( \mathcal{E}_0 \). The arguments presented till here should justify the following definition.

\textbf{Definition 17.} Let \((\Omega, \mathcal{E}, \mathbb{P})\) be a probability space and let \( \mathcal{F} \) be a sub-\( \sigma \)-algebra of \( \mathcal{E} \), namely \( \mathcal{F} \subseteq \mathcal{E} \). Consider a random variable \( X : \Omega \to \mathbb{R} \), which is integrable, i.e. \( X \in L_1(\Omega, \mathbb{P}) \). The conditional expectation of \( X \) with respect to \( \mathcal{F} \), \( \mathbb{E}[X|\mathcal{F}] \) is the random variable such that
\begin{enumerate}
  \item \( \mathbb{E}[X|\mathcal{F}] \) is measurable with respect to \( \mathcal{F} \);
  \item for any \( B \in \mathcal{F} \), then
  \[
  \int_{B} \mathbb{E}[X|\mathcal{F}] P(d\omega) = \int_{B} XP(d\omega).
  \]
\end{enumerate}

Note that \( \mathcal{F} \) is a generic sub-\( \sigma \)-algebra without any reference to a family of sets. The existence of \( \mathbb{E}[X|\mathcal{F}] \) is ensured by the Radon-Nikodym theorem and so it is unique up to \( \mathbb{P} \)-null sets. Given the conditional expectation, the conditional probability can be simply defined as the conditional expectation of the characteristic function of an event, namely
\[
P(A|\mathcal{F}) := \mathbb{E}[\chi_A|\mathcal{F}].
\]

It is not difficult to see that the particular cases presented in the beginning to justify the definition 17 are contained in \( \mathbb{E}[X|\mathcal{F}] \). This general definition allows to define the conditional expectation of a random variable with respect to the other.

\textbf{Definition 18.} Given a probability space \((\Omega, \mathcal{E}, \mathbb{P})\) a measurable space \((F, \mathcal{F})\) and a random variable \( Y : \Omega \to F \), consider the family of set \( \{Y^{-1}(B)\}_{B \in \mathcal{F}} \), and call \( \sigma(Y) := \sigma(\{Y^{-1}(B)\}_{B \in \mathcal{F}}) \). The conditional expectation of another random variable \( X \) with respect to \( Y \), \( \mathbb{E}[X|Y] \), is defined as
\[
\mathbb{E}[X|Y] := \mathbb{E}[X|\sigma(Y)].
\]

From this conditional expectation we can clearly obtain the conditional probability \( P_Y(A) = P(A|Y) \) setting \( X = \chi_A \), where \( A \) is an event. In the next proposition we will list without proof some of the basic properties of the conditional expectation.

\textbf{Proposition 4.} Let \((\Omega, \mathcal{E}, \mathbb{P})\) be a probability space, \( X,Y \in L_1(\Omega, \mathbb{P}) \) integrable random variables on it and \( \mathcal{F}, \mathcal{G} \subset \mathcal{E} \) sub-\( \sigma \)-algebras. Then, up to \( \mathbb{P} \)-null sets:
\begin{enumerate}
  \item \( \mathbb{E}[XY|\mathcal{F}] = X\mathbb{E}[Y|\mathcal{F}] \), when \( X \) is \( \mathcal{F} \)-integrable;
  \item \( \mathbb{E}[\mathbb{E}[X|\mathcal{F}]] = \mathbb{E}[X] \), which is called law of total expectation;
  \item \( \mathbb{E}[\mathbb{E}[X|\mathcal{F}]|\mathcal{G}] = \mathbb{E}[X|\mathcal{G}] \), when \( \mathcal{F} \subset \mathcal{G} \).
\end{enumerate}

Note that ii) is just a particular case of iii) when \( \mathcal{G} \) is the trivial \( \sigma \)-algebra. Finally, to conclude this appendix, we want to derive the usual formula for the conditional probability density, i.e.
\[
\rho_{X|Y=y}(x) = \frac{\rho_{X,Y}(x,y)}{\rho_Y(y)},
\]
starting from the given measure-theoretic definition of conditional expectation. In order to do that, we need to introduce the notion of regular conditional probability.

\textbf{Definition 19.} Let \((\Omega, \mathcal{E}, \mathbb{P})\) be a probability space, \((F, \mathcal{F})\) a measurable space and \( Y : \Omega \to F \) a random variable. A probability kernel is a function \( \rho : F \times \mathcal{E} \to [0,1] \) such that
\begin{enumerate}
  \item the map \( y \mapsto \rho(y, A) \) is a measurable function on \((F, \mathcal{F})\), for any fixed \( A \in \mathcal{E} \);
  \item for any \( A \in \mathcal{E} \), the map \( A \mapsto \rho(y, A) \) is a probability measure on \((\Omega, \mathcal{E})\), for any fixed \( y \in F \).
\end{enumerate}

A probability kernel is said to be a regular conditional probability if in addition
\[
P(A \cap Y^{-1}(B)) = \int_{B} \rho(y, A)(P \circ Y^{-1})(dy).
\]

Probability spaces, where all conditional probabilities are regular for any random variable, are said to have the \textit{regular conditional probability property}. Let us explain the definition above to have a better understanding of the meaning of regular conditional probability. We recall that \( P \circ Y^{-1} \) is nothing but the image of the probability
measure on \((F, \mathcal{F})\) via \(Y\), namely the probability distribution of \(Y\). Thus we can rewrite (37) as

\[
P(A \cap Y^{-1}(B)) = \int_B \rho(y, A)\mu_Y(dy).
\]

Written in this way, this formula can be seen as the “continuous version” of the Bayes formula (more generally the Bayes formula can be seen as the discrete case of the law of total expectation seen in the proposition 4). This suggests the following: \(\rho(y, A) = P(A|Y = y)\). In order to make this statement rigorous we need some regularity condition on the measurable space \((F, \mathcal{F})\).

**Theorem 5.** Let \((\Omega, \mathcal{E}, P)\) be a probability space and let \((F, \mathcal{F})\) and \((G, \mathcal{G})\) be two measurable spaces. Assume that \((G, \mathcal{G})\) is also a Borel space. Consider two random variables \(Y : \Omega \to F\) and \(X : \Omega \to G\). Then there exists a probability kernel \(\rho : G \times \mathcal{F} \to [0, 1]\) such that

\[
P(A \in \mathcal{G}|Y = y) = \rho(y, A) \quad P - \text{a.s.}
\]

for \(A \in \mathcal{G}\), which means that it is a regular conditional probability. \(\rho\) is unique up to \(P \circ Y^{-1}\)-null sets.

At this point, the disintegration theorem \([19]\) ensures that we can compute the conditional expectation using the measure \(\rho(y, A)\).

**Theorem 6.** Let \((\Omega, \mathcal{E}, P)\) be a probability space, \((F, \mathcal{F})\) and \((G, \mathcal{G})\) be two measurable spaces and \(X : \Omega \to G\) a random variable. Assume that \((F, \mathcal{F})\) and \((G, \mathcal{G})\) are such that the probability kernel \(\rho : G \times \mathcal{F} \to [0, 1]\) is a regular conditional probability. Consider a random variable \(Y : \Omega \to G\) and set \(\mathcal{T} = \sigma(Y) \subset \mathcal{G}\). If \(Z : \Omega \to F \times G\) is an \(\mathcal{F}\)-measurable function such that \(\mathbb{E}[|Z(X,Y)|] < +\infty\), then

\[
\mathbb{E}[Z(X,Y)|\mathcal{T}] = \mathbb{E}[Z(X,Y)|Y] = \int_F Z(x,Y)\rho(Y,dx) \quad P - \text{a.s.}
\]

This theorem ensures that, under suitable conditions, we can use a regular probability measure to compute the conditional expectation, as the previous discussion suggested. Now we are ready to derive the conditional probability density formula (36). As always, given a probability space \((\Omega, \mathcal{E}, P)\) and two measurable spaces \((F, \mathcal{F})\) and \((G, \mathcal{G})\) on which the random variables \(X\) and \(Y\) take values, respectively. Assume that we can define a regular probability measure \(\rho(x, A)\) and that:

i) \(\rho(y, A)\) can be written as \(\rho(y, A) = \int_A \mu(y,x)dx\);

ii) \([P \circ Y^{-1}](B)\) admits density \(\rho_Y(y)\) with respect to the Lebesgue measure;

iii) \([P \circ (X^{-1}, Y^{-1})](C, B)\) admits density \(\rho_{X,Y}(x, y)\) with respect to the Lebesgue measure.

Then, theorem 6 ensures that we can compute the conditional expectation using \(\rho\). Choose \(A\) as the event \(X^{-1}(C) := \{X \in C\}\). By definition we can write

\[
P(X^{-1}(C) \cap Y^{-1}(B)) = \int_B \int_C \mu(y,x)\rho_Y(y)dxdy
\]

on the other hand, if we choose \(A\) as the event \(\{X \in C\}\), we can write

\[
P(X^{-1}(C) \cap Y^{-1}(B)) = \int_{C \times B} \rho_{X,Y}(x, y)dxdy.
\]

Therefore, we may conclude that up to \(dxdy\)-null sets

\[
\rho_{X,Y}(x, y) = \mu(x, y)\rho_Y(y)
\]

namely that \(\mu(x, y) = \rho_{X|Y=y}(x)\) as claimed above.

---
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