Is Group Means Imputation Any Better Than Mean Imputation: A Study Using C5.0 Classifier
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Abstract. Since most data-driven systems including classifiers require large amounts of complete data, the task of handling missing data has garnered much attention. If one of the variables under study in a dataset has some incomplete values, it is treated as a missing data problem. Various methods in the literature exist for dealing with missing data including complete case analysis, listwise deletion, single imputation and multiple imputations. Out of these, mean imputation remains a favourite for researchers due to its simplicity and ease of use, despite some glaring flaws. In this paper, we compare Mean imputation with a similar single imputation method – Group Means imputation – and present our results on nine real-world datasets with respect to classifier accuracy of the C5.0 classifier on the imputed dataset. We show that while Group Means imputation fares better on training data, the test set accuracies fall in favour of Mean Imputation, which deals with novel data in a much better fashion.

1. Introduction

In recent times, data-driven systems have seen a great boost in terms of application and have had a large impact in the field of computer technology. However, the data initially collected is rarely optimal and need to go through a data preprocessing phase before it can be utilized to mine knowledge. [1][2][3] Data Imputation is a preprocessing method that deals with the inconsistency of missing data. Missing data inconsistency is said to be present in a dataset when one or more variables under study have an absence of values [4].

Missing data can render decision-making systems including neural networks and Support Vector Machines useless as they require complete data to produce output. In such cases, it becomes essential to estimate the missing data which can be fed to the system to extract knowledge. Care should be taken while estimating the missing data as the goal while estimating data should be to make efficient and valid inferences about the sample data rather than to predict, estimate or retrieve missing data or to get the similar output that is with complete data. [5] Data Imputation has emerged as a valid candidate for the problem of missing data. The literature consists of various imputation methods including Mean/Mode Imputation, Group Mean Imputation, Predictive Mean Matching, Regression Imputation and Multiple Imputation using Chained Equations (MICE). [6][7] While many alternatives exist, Mean/Mode Imputation continues to be the most widely abused form of imputation, despite its various flaws. This is due to its simplicity and applicability to all cases, and the fact that it is time optimal.
In this paper, we test the efficiency of Mean Imputation versus a modified version of Mean Imputation – known as Group Mean Imputation – and see if it offers a better and simple alternative to Mean Imputation with respect to classifier accuracy. We use real-world datasets taken from the UCI Machine Learning Repository [8] and artificially introduce missing values to obtain imputed datasets. These datasets are then used to build a C5.0 classifier which is used to evaluate the quality of imputation of the different methods. [9]

2. Preliminaries
The objective of imputation is to replace the missing values by plausible values in order to exploit the information in the recorded variables in the incomplete cases for inference about population parameters. Complete data \((Y)\) can be defined as a function of observed data \((Y_{obs})\), and missing data \((Y_{mis})\).

\[
Y = (Y_{obs}, Y_{mis})
\]  

(1)

2.1. Missing data mechanisms
Knowing the reason why the data are missing is beneficial in choosing the right technique to approximate missing data. [10] Generally, we have four missing data mechanisms [7][10], which dictate why the data is missing.

2.1.1. Missingness Completely At Random. This type of missingness does not bias the inferences. The probability of a value of a variable being missing is completely random and unrelated to any other values of other variables, whether missing or observed. There is no observable pattern in missing data and cases with complete data are indistinguishable from cases with incomplete data.

2.1.2. Missingness At Random. In this type of missingness, the cause of the missing data is related to other observed variables but unrelated to the missing values themselves. Also known as the ignorable case. We can predict the missing values based on observed values of other variables.

2.1.3. Missingness that depends on unobserved predictors. Missingness is no longer “at random” if it depends on information that has not been recorded and this information also predicts the missing values. This type of missingness must be explicitly modelled, or else bias can occur in the inferences.

2.1.4. Missingness that depends on the missing value itself. The instance of the missing data depends on the unobserved data of the variable itself. Particularly hard to handle, it implies that the missing data mechanism is related to the missing values.

3. Mean Imputation and Group Mean Imputation

3.1. Mean/Mode Imputation
One of the most common methods of imputation, in this method, the mean of all values within the same attribute is calculated and then imputed in the missing data cells. If the attribute is nominal, mode substitution can be used instead. Mean substitution introduces bias in the parameter estimates as a result of loss in standard deviation, even though the mean of the data is generally preserved. [7] This is because we substitute all missing values with a single measure of central tendency.

\[
A_i^k = \frac{\sum_{k \in \text{complete}} A_k^j}{n_{[j|\text{complete}]}}
\]  

(2)

3.2. Group-Means Imputation
Group means substitution differs slightly from the normal mean/mode substitution. In this method, the missing values are replaced with the group (or class) mean of all known values of that attribute. [11] While the class wise imputation technique will impute multiple values, it will still underestimate the
standard deviation and will lead to biased parameter estimates. As in normal Mean Imputation, an alternate measure of central tendency can be used if calculation of mean is not possible.

4. Experiment
The details of the experiment including the datasets used, the ratio and type of missingness and the classifier details are discussed further. The whole experiment was carried out in the R programming language.

4.1. Datasets
We applied the imputation methods on nine different datasets taken from the UCI Machine Learning Repository [8]. The details of the datasets are given in Table 1.

| Dataset Name               | Number of Categorical Attributes | Number of Ordinal/Continuous Attributes | Number of Cases |
|----------------------------|----------------------------------|----------------------------------------|-----------------|
| Breast Cancer Wisconsin    | 1                                | 9                                      | 699             |
| Car                        | 7                                | -                                      | 1728            |
| Credit                     | 10                               | 6                                      | 690             |
| Cleveland                  | 9                                | 5                                      | 303             |
| Ionosphere                 | 1                                | 34                                     | 351             |
| Iris                       | 1                                | 4                                      | 150             |
| Spambase                   | 1                                | 57                                     | 4601            |
| Titanic                    | 3                                | 1                                      | 1313            |
| Wine Quality               | 1                                | 11                                     | 4898            |

For the Wine Quality dataset, we converted the continuous quality variable to an ordinal variable with three categories depicting the quality of the wine: “good” (>7), “average” (>4 & <7), “bad” (<4).

The whole dataset was divided in the training-test ratio of 70:30. Missing values were artificially introduced in each of the nine different datasets, with three different missing ratios of 30%, 40% and 50%. For each missing ratio, three different incomplete datasets were created, resulting in nine different variations of each dataset. The results were reported after aggregating the results of the imputed datasets to avoid sampling bias.

4.2. C5.0 classifier details
The C5.0 algorithm derives from the C4.5 algorithm, but is faster and less error prone. [9][12] It has some additions over the previous algorithm including generation of smaller decision trees, generation of less error prone rules, winnowing and the ability to incorporate boosting. In our experiments, we generated rule based models and set the number of boosting iterations to 10. Using adaptive boosting, we generate several classifiers rather than just one. When a new case is to be classified, each classifier votes for its predicted class and the votes are counted to determine the final class. We use the evaluation criteria similar to that proposed in [13] in our experiments. The results include the accuracy of the C5.0 classifier on both the training set and the test set. We used the R implementation of the C5.0 decision tree algorithm as provided in the R package C50. [14]

5. Results
Table 2. Classification accuracy of the C5.0 classifier with datasets having three different missing ratios. Bold values indicate a higher accuracy value than the other method.

| Dataset               | Missing Ratio | Training Set | Test Set |
|-----------------------|---------------|--------------|----------|
|                       |               | Mean         | Group Means | Mean | Group Means |
| Breast Cancer Wisconsin| 1             | 9            | 699       |      |            |
| Car                   | 7             |              | 1728      |      |            |
| Credit                | 10            | 6            | 690       |      |            |
| Cleveland             | 9             | 5            | 303       |      |            |
| Ionosphere            | 1             | 34           | 351       |      |            |
| Iris                  | 1             | 4            | 150       |      |            |
| Spambase              | 1             | 57           | 4601      |      |            |
| Titanic               | 3             | 1            | 1313      |      |            |
| Wine Quality          | 1             | 11           | 4898      |      |            |
The experiments showed varying results for both the imputation methods. We found Group Means Imputation to be almost exclusively better than normal Mean Imputation on all datasets when training set results were compared, as shown in table 2. The Group Means method posted training accuracies of above 96% for all datasets, even when the missing data ratio was 50%. However, this was not reflected in the test data accuracies for Group Means Imputation, which dropped significantly to about 77% for the Wine Quality and Cleveland datasets, where the training set accuracies were greater than 97%.

Mean Imputation on the other hand posted relatively low training set accuracies as compared to Group Means Imputation, but outperformed Group Means Imputation when test set accuracies were considered. It was better in six of the nine datasets for different missingness ratios. Group Means was better with respect to classification accuracy for the Car, Credit and Titanic datasets for all missingness ratios except for 50% missingness in the Titanic dataset. We observe that in all these cases, the number of categorical variables was larger than the number of continuous/ordinal variables, which may have been a factor for these observations. This might be due to the fact that we use mode substitution since mean is not defined for categorical variables.

|             | 30   | 40   | 50   | 40   | 50   |
|-------------|------|------|------|------|------|
| Breast Cancer Wisconsin | 99.90 | 99.33 | 99.60 | 100.0 | 96.03 |
| Car         | 82.47 | 97.37 | 72.32 | 87.28 |
| Cleveland   | 85.43 | 98.53 | 83.73 | 77.65 |
| Credit      | 95.43 | 100.0 | 79.48 | 83.57 |
| Ionosphere  | 100.0 | 100.0 | 94.66 | 90.88 |
| Iris        | 89.53 | 98.70 | 97.78 | 94.82 |
| Spambase    | 91.43 | 99.80 | 92.91 | 91.43 |
| Titanic     | 74.07 | 96.30 | 78.93 | 79.19 |
| Wine Quality| 81.97 | 100.0 | 82.02 | 75.65 |

The experiments showed varying results for both the imputation methods. We found Group Means Imputation to be almost exclusively better than normal Mean Imputation on all datasets when training set results were compared, as shown in table 2. The Group Means method posted training accuracies of above 96% for all datasets, even when the missing data ratio was 50%. However, this was not reflected in the test data accuracies for Group Means Imputation, which dropped significantly to about 77% for the Wine Quality and Cleveland datasets, where the training set accuracies were greater than 97%.

Mean Imputation on the other hand posted relatively low training set accuracies as compared to Group Means Imputation, but outperformed Group Means Imputation when test set accuracies were considered. It was better in six of the nine datasets for different missingness ratios. Group Means was better with respect to classification accuracy for the Car, Credit and Titanic datasets for all missingness ratios except for 50% missingness in the Titanic dataset. We observe that in all these cases, the number of categorical variables was larger than the number of continuous/ordinal variables, which may have been a factor for these observations. This might be due to the fact that we use mode substitution since mean is not defined for categorical variables.
For Titanic, Spambase and Iris datasets, Mean Imputation reported better accuracies with the test set than the training set, generalizing better on unseen data. This was not the case for Group Means which generalized very poorly for novel data.

6. Conclusion

Our study shows that while both Mean Imputation and Group Means Imputation use similar methodology to handle missing data, Mean Imputation is better suited for the task as it generalizes well for novel data. High classification accuracies for training set for Group Means Imputation is misleading and may result in worse results when dealing with novel data.

However, when the number of categorical variables was larger than the number of continuous/ordinal variables, Group Means Imputation outperformed normal Mean/Mode Imputation in both training and test set accuracies. This should be taken into account when selecting the better of the two methods, since Mode substitution due to a large number of categorical variables seems to reduce accuracy. The ratio of missingness had no observable correlation with the accuracies for both the methods. In addition, the size of the dataset was not a factor which may differentiate between the two methods.
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