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Abstract. In this paper we study and compare two multigrid relaxation schemes with coarsening by two, three, and four for solving elliptic sparse optimal control problems with control constraints. First, we perform a detailed local Fourier analysis (LFA) of a well-known collective Jacobi relaxation (CJR) scheme, where the optimal smoothing factors are derived. This insightful analysis reveals that the optimal relaxation parameters depend on mesh size and regularization parameters, which was not investigated in literature. Second, we propose and analyze a new mass-based Braess-Sarazin relaxation (BSR) scheme, which is proven to provide smaller smoothing factors than the CJR scheme when $\alpha \geq ch^4$ for a small constant $c$. Here $\alpha$ is the regularization parameter and $h$ is the spatial mesh step size. These schemes are successfully extended to control-constrained cases through the semi-smooth Newton method. Coarsening by three or four with BSR is competitive with coarsening by two. Numerical examples are presented to validate our theoretical outcomes. The proposed inexact BSR (IBSR) scheme, where two preconditioned conjugate gradients iterations are applied to the Schur complement system, yields better computational efficiency than the CJR scheme.
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1. Introduction. Optimal control problems with partial differential equation (PDE) constraints [31, 27, 49] appear ubiquitously in all disciplines of science and engineering that involving PDE models. In the past few decades, many efficient numerical algorithms [28, 51, 9] were developed for solving such PDE-constrained optimization problems, which are usually much more computationally expensive than solving standalone PDE models due to extra constraints and non-smooth cost functionals. In this paper, we will study and compare two parameter-robust geometric multigrid methods for solving the linear elliptic optimal control problem with control constraints and $L^1$ cost functional that promoting sparsity in control design [46].

Let $\Omega \subset \mathbb{R}^2$ be a bounded and open domain with Lipschitz boundary $\partial \Omega$. We consider the following distributed optimal control problem [46, 38] of

$$
\min_{u \in U_{ad}} J(y, u) = \frac{1}{2} \|y - g\|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \|u\|_{L^2(\Omega)}^2 + \beta \|u\|_{L^1(\Omega)}
$$

subject to a Poisson equation

$$
- \Delta y = f + u \quad \text{in} \quad \Omega \quad \text{and} \quad y = 0 \quad \text{on} \quad \partial \Omega,
$$

where $u \in U_{ad}$ is the control, $g \in L^2(\Omega)$ is the target state, $\alpha > 0$ and $\beta \geq 0$ are regularization parameters, and $f \in L^2(\Omega)$. Here the boxed convex set $U_{ad}$ of admissible controls is defined as

$$
U_{ad} = \{ u \in L^2(\Omega) \mid u_0 \leq u \leq u_1 \quad a.e. \quad \text{in} \quad \Omega \},
$$

where $u_0, u_1 \in L^2(\Omega)$ with $u_0 < 0 < u_1$. It is desirable to develop efficient numerical algorithms with mesh-independent convergence rates that are also robust with respect to the parameters $\alpha$ and $\beta$. We will focus on multigrid methods due to the ellipticity.
Broadly speaking, they are two different groups of numerical algorithms for solving such constrained optimization problem (1.1-1.2): discretize-then-optimize (DTO) and optimize-then-discretize (OTD). In DTO approaches, one first discretizes the continuous optimization problem (1.1-1.2) to obtain a large-scale discretized finite-dimensional optimization problem, which is then approximately solved by black-box numerical optimization algorithms (e.g., gradient-based method [41] and interior-point method [35, 2]) that are scalable to the number of decision variables. Such a DTO approach is attractive in some applications since it provides more flexibility in handling additional control and/or state constraints, gradient bounds, and more advanced regularization terms. In OTD approaches, one first derives the first-order necessary optimality PDE system, and then discretizes the continuous PDE optimality system with appropriate discretization schemes, such as finite difference and finite element method. The resultant discretized linear/nonlinear systems can be then solved by various efficient iterative solvers. Very recently, some hybrid optimize-discretize-optimize approaches based on inexact alternating direction method of multipliers (ADMM) algorithms [43, 45, 44, 14] were also proposed for such PDE-constrained optimization problems. In both approaches, some efficient and effective structure-exploiting preconditioning techniques (see e.g. [39, 1, 24, 40, 18]) are often required to achieve mesh-independent and parameter-robust fast convergence rates.

In this paper, we will follow the OTD approach within the framework of semi-smooth Newton (SSN) method [13, 26, 25], which was shown to be equivalent to the primal-dual active-set method [3]. More specifically, we will focus on developing and analyzing two multigrid algorithms for solving the Jacobian linear system in each SSN iteration, where the special saddle-point structure of Jacobian is utilized to design effective relaxation schemes. For elliptic optimal control problems without sparsity cost term, both linear and nonlinear multigrid methods were extensively studied with convergence analysis under certain assumptions, see for example [6, 8, 30, 47, 42, 9, 48, 32, 16] and the references therein. However, to the best of our knowledge, the precise convergence rates of these developed multigrid algorithms for optimality PDE system were rarely estimated, which is significantly more difficult than the corresponding multigrid algorithm for a single PDE. We contribute to fill this gap by conducting a thorough Local Fourier analysis (LFA) of the studied two relaxation schemes: collective Jacobi relaxation (CJR) and mass-based Braess-Sarazin relaxation (BSR).

LFA is a useful tool to help better understand and design fast multigrid methods for parameter-dependent optimal control problems, where the regularization parameters often pose some challenges in achieving fast and robust convergence rates. It has been successfully applied to multigrid methods for optimal control problems. In [7], convergence factor estimates of the two-grid method with collective Gauss-Seidel relaxation for the unconstrained optimality system were obtained by LFA. The similar idea was extended to nonlinear full approximation storage (FAS) multigrid for handling constrained nonlinear optimality system [6, 30, 9]. In [47], the authors showed the mesh-independent convergence rates of collective Jacobi and Gauss-Seidel relaxations for unconstrained optimal control problem, but they did not derive optimal damping parameter. In [42], a robust multigrid algorithm based on a transformed symmetric Uzawa-type smoother was analyzed, where the deterioration of the convergence rates is observed if $\alpha$ gets very small compared to $h^4$. In [17], the authors developed a multigrid method with a constraint preconditioned Richardson iteration as the smoother in the framework of primal-dual active-set method, which requires a similar condition $\alpha > h^4/4$ to assure convergence. In [37], LFA based on symbolic computation (on Mathematica) was used to estimate the smoothing factor of col-
lective Jacobi relaxation based on finite element method for unconstrained problem. In [22], the author studies a novel Braess-Sarazin relaxation scheme for the unconstrained cases discretized by finite element method, where the inverse of mass matrix is approximated by the Laplacian discretized by the five-point finite difference stencil.

We point out that most of the existing LFA studies on optimal control problems only focus on standard coarsening and only numerically compute the optimal damping parameter or smoothing factor. In this work, we derive optimal damping parameter and optimal smoothing factor for the well-known CJR with coarsening by two, three and four, without any restrictions on \( \alpha \) and \( h \). From this analysis, we see that the optimal damping parameter is dependent on mesh size and regularization parameter, then in our multigrid methods, we use such optimal damping parameter to get improved performance. Moreover, our analysis clearly tells us how the optimal smoothing factor is changed as a function of mesh size and regularization parameter. As an improvement, we further propose a mass-based BSR scheme. We derive a upper bound on the optimal smoothing factor for BSR, which shows that BSR is unconditionally convergent, and that the optimal smoothing factor is smaller than the CJR scheme. The BSR is a parameter-robust multigrid algorithm. Our numerical results show that BSR outperforms CJR. Although our analysis only focuses on unconstrained optimality system, we numerically extend our algorithms to the Jacobian systems from control-constrained cases within the framework of SSN method. Finally, we mention that multigrid algorithms based on coarsening by three or four were rarely studied in literature; see [30, 15, 53, 33]. One possible reason is significantly degraded convergence rates compared to standard coarsening. In particular, this work is inspired by the recent work [23] on multigrid solvers with coarsening by three for the Stokes system, where the author proves a mass-based BSR scheme achieves a convergence rate very close to standard coarsening. In this work, the similar nice conclusions are obtained for our considered elliptic optimal control problems.

The paper is organized as follows. In the next section we present the first-order optimality system and the corresponding SSN iteration. In Section 3, LFA for both CJR and BSR schemes are provided in detail to estimate the optimal smoothing factor and derive the corresponding optimal damping parameter. In Section 4, we present some numerical examples (including an inexact BSR scheme) to verify our theoretical findings. Finally, some conclusion and remarks are given in Section 5. The practical implementation of both CJR and BSR schemes is given in Appendix A.

2. First-order optimality system and semi-smooth Newton method.

Following [46], the first-order necessary optimality conditions of (1.1–1.2) are given by

\[
\begin{align*}
-\Delta y - u &= f & \text{in } \Omega \quad \text{and} \quad y &= 0 \quad \text{on } \partial \Omega, \\
-\Delta p + y &= g & \text{in } \Omega \quad \text{and} \quad p &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

together with the complementary condition (in explicit form)

\[
(2.2) \quad u = \Phi_{\alpha,\beta}(p),
\]

where \( p \) is the adjoint state and

\[
\Phi_{\alpha,\beta}(p) := \frac{1}{\beta} \left[ \max(0, p - \beta) + \min(0, p + \beta) - \max(0, p - \beta - \alpha u_1) - \min(0, p + \beta - \alpha u_0) \right].
\]

For our considered strongly convex problems, such necessary optimality conditions are also sufficient. Figure 1 illustrates how the control \( u \) depends on the adjoint state...
\( p \) via the nonlinear mapping \( u = \Phi_{\alpha,\beta}(p) \) with a set of selected parameters, where the sparsity is due to \( u = 0 \) whenever \(|p| \leq \beta\). In particular, if \( \beta \) is sufficiently large, then the optimal control will be just zero everywhere.

By substituting (2.3) into the optimality conditions (2.1) to eliminate \( u \), we thus obtain the following reduced non-smooth nonlinear optimality system

\[
\begin{align*}
-\Delta y - \Phi_{\alpha,\beta}(p) &= f \quad \text{in } \Omega \quad \text{and} \quad y = 0 \quad \text{on } \partial \Omega, \\
-\Delta p + y &= g \quad \text{in } \Omega \quad \text{and} \quad p = 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

If the sparsity \( L^1 \) cost term is not present (that is \( \beta = 0 \)), then \( \Phi_{\alpha,\beta} \) is simplified into the following pointwise projection (onto \( U_{ad} \)) characterization

\[
\Phi_{\alpha,\beta}(p) = \frac{1}{\alpha} [p - \max(0, p - \alpha u_1) - \min(0, p - \alpha u_0)] = \min(u_0, \max(u_1, p/\alpha)).
\]

If \( \beta > 0 \) without control constraints (i.e. \( U_{ad} = L^2(\Omega) \)), then \( \Phi_{\alpha,\beta} \) becomes

\[
\Phi_{\alpha,\beta}(p) = \frac{1}{\alpha} [\max(0, p - \beta) + \min(0, p + \beta)].
\]

If \( \beta = 0 \) without control constraints, then it gives the linear relation \( \Phi_{\alpha,\beta}(p) = p/\alpha \).

2.1. The linear case with \( \beta = 0 \) and no control constraints. With \( \beta = 0 \) and no control constraints (\( U_{ad} = L^2(\Omega) \)), the optimality system (2.4) simplifies to

\[
\begin{align*}
-\Delta y - p/\alpha &= f \quad \text{in } \Omega \quad \text{and} \quad y = 0 \quad \text{on } \partial \Omega, \\
-\Delta p + y &= g \quad \text{in } \Omega \quad \text{and} \quad p = 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

Let \( L_h = -\Delta_h \) denotes the discretized negative Laplacian by the five-point center finite difference method (with a uniform mesh step size \( h = 1/N \)). The full finite difference discretization of system (2.5) leads to a two-by-two block linear system

\[
A_h v_h := \begin{bmatrix}
L_h & -I_h/\alpha \\
I_h & L_h
\end{bmatrix}
\begin{bmatrix}
y_h \\
p_h
\end{bmatrix}
= \begin{bmatrix}
f_h \\
g_h
\end{bmatrix} =: b_h,
\]

where \( I_h \in \mathbb{R}^{n \times n} \) with \( n = (N-1)^2 \) is an identity matrix and the vectors \( f_h, g_h, y_h, p_h \) denote the corresponding functions \( f, g, y, p \) over all the spatial grid points \( \Omega_h = \)}
{(ih,jh) : 1 ≤ i,j ≤ (N−1)}. If the P₁ finite element method is used, then the matrix \( L_h \) and \( I_h \) will be replaced by the corresponding stiffness and mass matrix, respectively. The proposed algorithms can be extended to treat finite element discretization after necessary modifications; see [22] for related discussion.

### 2.2. The nonlinear case with \( β > 0 \) and control constraints.

To solve the non-smooth nonlinear optimality system (2.4), we will use the well-established SSN method for handling the non-smooth operator \( Φ_{α,β} \). Define the pointwise max- and min-operators: 

\[
F_{\max}(v) = \max(0,v) \quad \text{and} \quad F_{\min}(v) = \min(0,v),
\]

respectively. The generalized derivative of \( F_{\max} \) and \( F_{\min} \) given by \( \partial F_{\max}(v)(x) = 1_{\{v(x)≥0\}} \) and \( \partial F_{\min}(v)(x) = 1_{\{v(x)≤0\}} \), where \( 1_X \) is the indicator function on a set \( X \). With these notations, the generalized derivative of \( Φ_{α,β} \) (see Figure 1) reads

\[
(2.7) \quad \partial Φ_{α,β}(p) = \frac{1}{α} [ \partial F_{\max}(p−β) + \partial F_{\min}(p+β) − \partial F_{\max}(p−β−αu_1) − \partial F_{\min}(0,p+β−αω_0)].
\]

We now formulate the full discretization of the nonlinear optimality system (2.4) into

\[
(2.8) \quad \mathcal{F}(y_h,p_h) := \begin{bmatrix} L_h y_h - Φ_{α,β}(p_h) - f_h \\ L_h p_h + y_h - g_h \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},
\]

which can be solved by the SSN iterations (start with a given initial guess \( (y_h^{(0)}, p_h^{(0)}) \)):

\[
(2.9) \quad \begin{bmatrix} y_h^{(k+1)} \\ p_h^{(k+1)} \end{bmatrix} = \begin{bmatrix} y_h^{(k)} \\ p_h^{(k)} \end{bmatrix} - \left[ \partial \mathcal{F}(y_h^{(k)}, p_h^{(k)}) \right]^{-1} \mathcal{F}(y_h^{(k)}, p_h^{(k)}) =: \begin{bmatrix} y_h^{(k)} \\ p_h^{(k)} \end{bmatrix} - \begin{bmatrix} δy_h \\ δp_h \end{bmatrix}.
\]

Clearly, at each SSN iteration we have to solve a Jacobian system of structure:

\[
(2.10) \quad \partial \mathcal{F}(y_h^{(k)}, p_h^{(k)}) \begin{bmatrix} δy_h \\ δp_h \end{bmatrix} = \begin{bmatrix} L_h & -\partial Φ_{α,β}(p^{(k)}) \\ I_h & L_h \end{bmatrix} \begin{bmatrix} δy_h \\ δp_h \end{bmatrix} = \mathcal{F}(y_h^{(k)}, p_h^{(k)}),
\]

where \( \partial Φ_{α,β}(p^{(k)}) = D_h^{(k)}/α \) with \( D_h^{(k)} \) being a diagonal \( \{0,1\} \) matrix (with only 0 or 1 on the main diagonal) depending on \( p^{(k)} \). Notice the value of \( β \) only changes the 0-1 pattern of \( D_h^{(k)} \) by cutting off those points with \( |p(x)| ≤ β \). In practice for better efficiency, the Jacobian systems (2.10) are only approximately solved, say by a few multigrid iterations, which gives so-called inexact SSN method. To achieve a robust global convergence, we will also incorporate the back-tracking line-search based globalization strategy as introduced in [34] and also used in [38]. Since our main focus lies in developing fast multigrid solver for solving the Jacobian systems, we will not further discuss the convergence issues of such an inexact SSN method. Compared with the discretized unconstrained optimality system (2.6), the only difference in the Jacobian system (2.10) is \( I_h \) becomes \( D_h^{(k)} \) in the (1,2) block, for which our proposed multigrid solvers are expected to work very effectively since their fast convergence rates are very robust with respect to the parameter \( α \).

### 3. LFA of collective Jacobi relaxation and Braess-Sarazin relaxation.

We consider multigrid methods for solving linear system (2.6). In multigrid, the fixed-point type relaxation scheme has the following form

\[
(3.1) \quad v_{h}^{k+1} = v_{h}^{k} + \omega B_h^{-1}(b_h - A_h v_{h}^{k}),
\]

where \( B_h \) approximates \( A_h \) and \( ω \in \mathbb{R} \) is a damping parameter to be determined.
In the CJR, the matrix \( B_h \) in (2.6) is given by

\[
B_h = B_J := \begin{bmatrix} D_h & -I_h/\alpha \\ I_h & D_h \end{bmatrix}, \quad \text{with } D_h = \text{diag}(L_h).
\]

To obtain a better relaxation scheme, it is important to construct a good approximation to the negative Laplacian matrix \( L_h \). In [20], it has been shown that the mass matrix \( Q_h \) (obtained from bilinear finite elements) with stencil representation

\[
Q_h = \frac{h^2}{36} \begin{bmatrix} 1 & 4 & 1 \\ 4 & 16 & 4 \\ 1 & 4 & 1 \end{bmatrix}
\]
is a good approximation to the inverse of \( L_h \). Due to the saddle-point structure of \( A_h \) in (2.6), here, we propose a mass-based BSR scheme, where \( B_h \) in (2.6) reads

\[
B_h = B_m := \begin{bmatrix} C_h & -I_h/\alpha \\ I_h & L_h \end{bmatrix}, \quad \text{with } C_h = Q_h^{-1}.
\]

By (3.1), the relaxation error operator of both CJR and BSR for solving (2.6) is

\[
S_h = I - \omega B_h^{-1} A_h.
\]

Once \( B_h \) is chosen, the next task is to select a good or optimal damping parameter such that the multigrid converges as fast as possible. To achieve this goal, we apply LFA [50, 52] to identify optimal damping parameter and examine smoothing property of CJR and exact BSR with coarsening by two, three and four. For practical implementation, we propose to use an inexact BSR, where we apply a few preconditioned conjugate gradients (PCG) iterations to solve the Schur complement system inexactly. We emphasize that the matrices \( B_h^{-1} \) and \( Q_h^{-1} \) are never explicitly constructed, since only the matrix-vector product \( B_h^{-1} z_h \) is needed in relaxation iterations. See Appendix A for a detailed discussion.

### 3.1. Local Fourier analysis.

There are two important factors in LFA: LFA smoothing factor and LFA two-grid convergence factor, which are computed from the symbol of corresponding operators. In many cases, LFA smoothing factor can offer a good prediction of LFA two-grid convergence factor and actual multigrid performance. Thus, we focus on analyzing the LFA smoothing factor. For multigrid methods, we consider \( q \)-coarsening, where \( q = 2, 3, 4 \). The corresponding low and high frequencies for LFA is defined as

\[
\theta = (\theta_1, \theta_2) \in T^L_h = \left( -\frac{\pi}{q}, \frac{\pi}{q} \right)^2, \quad \theta \in T^H_h = \left( -\frac{\pi}{2}, \frac{3\pi}{2} \right)^2 \setminus T^L_h.
\]

We now give some definitions of LFA, following the standard notations in [50].

**Definition 3.1.** Let \( L_h \) be a scalar operator represented by stencil \( [s_\kappa]_h \) acting on grid \( G_h \) as

\[
L_h \phi_h(x) = \sum_{\kappa \in V} s_\kappa \phi_h(x + \kappa h),
\]

where \( s_\kappa \in \mathbb{R} \) or \( \mathbb{C} \) is constant, \( \phi_h(x) \in l^2(G_h) \), and \( V \) is a finite index set. Then, the symbol of \( L_h \) is given by

\[
\tilde{L}_h(\theta) = \sum_{\kappa \in V} s_\kappa e^{i\theta_\kappa}, \quad i^2 = -1.
\]
Definition 3.2. The LFA smoothing factor for the relaxation error operator $S_h$ in (3.5) is defined as

$$
\mu_{\text{loc}}(S_h) = \max_{\theta \in T^{B_{h}}} \{\rho(\tilde{S}_h(\omega, \theta))\},
$$

where $\rho(\tilde{S}_h(\omega, \theta))$ stands for the spectral radius of matrix symbol $\tilde{S}_h(\omega, \theta)$. Moreover, the LFA optimal smoothing factor for $S_h$ is given by

$$
\mu_{\text{opt}}(S_h) = \min_{\omega \in \mathbb{R}} \mu_{\text{loc}}(S_h(\omega)).
$$

We remark that $\tilde{S}_h$ in (3.8) is a $2 \times 2$ matrix, since $M_h$ and $A_h$ are $2 \times 2$ block matrices and the symbol of each block is a scalar. We are interested in analytically finding the optimal solution of (3.9): identify the optimal algorithmic parameter $\omega$ and the corresponding optimal smoothing factor.

The stencil presentation of $L_h$ is

$$
L_h = \frac{1}{h^2} \begin{bmatrix}
-1 & 4 & -1 \\
-1 & 4 & -1
\end{bmatrix}.
$$

Using (3.7), the symbol of $L_h$ reads

$$
\tilde{L}_h = \frac{1}{h^2} (4 - 2 \cos \theta_1 - 2 \cos \theta_2) =: a.
$$

It follows that

$$
\tilde{A}_h = \begin{bmatrix}
a & -1/a \\
1 & a
\end{bmatrix}.
$$

3.2. The CJR scheme. From (3.2), the symbol of $B_J$ is

$$
\tilde{B}_J = \begin{bmatrix}
a_1 & -1/a \\
1 & a_1
\end{bmatrix}, \quad \text{with } a_1 = \frac{4}{h^2}.
$$

To find the optimal smoothing factor (3.9) for the CJR scheme, we have to find the eigenvalues of $\tilde{B}_J^{-1} \tilde{A}_h$. We first compute the determinant of $\tilde{A}_h - \lambda \tilde{B}_J$:

$$
|\tilde{A}_h - \lambda \tilde{B}_J| = \begin{vmatrix}
a - \lambda a_1 & -1/a(1 - \lambda) \\
1 - \lambda & a - \lambda a_1
\end{vmatrix} = (a - \lambda a_1)^2 + 1/\alpha(1 - \lambda)^2.
$$

Then, it can be shown that the two eigenvalues of $\tilde{B}_J^{-1} \tilde{A}_h$ are

$$
\lambda_{1,2} = \frac{a + i \sqrt{\alpha a_1}}{2} \pm \frac{i}{\sqrt{\alpha a_1}}.
$$

Let $\tau = \frac{a}{a_1}$ and $\gamma = \frac{1}{\sqrt{\alpha a_1}}$. Then,

$$
|\lambda(I - \omega \tilde{B}_J^{-1} \tilde{A}_h)| = |1 - \omega \lambda_{1,2}| = \left| 1 - \omega \frac{\tau + i \gamma}{1 + i \gamma} \right| = \frac{(1 - \omega \tau) + (1 - \omega) \gamma i}{1 + i \gamma}.
$$

Since $a_1$ is a constant independent of $\theta$, we now simplify the optimal smoothing factor (3.9) for the CJR with $q = 2, 3, 4$. 

Theorem 3.3. For the CJR scheme, let $\tau_1, \tau_2$ be the minimum and maximum of $\tau = \frac{a}{a_1}$ with $\theta \in T^{H_3}$, respectively, and $\tau_0 = \frac{2}{\tau_1 + \tau_2}$. Assume that $0 < \tau_1 < 1 < \tau_2$ and $\tau_0 \leq 1$. Then

$$
\mu_{\text{opt, CJR}} = \min_{\omega \in [\tau_0, \infty)} \left\{ \frac{\sqrt{|1 - \tau_2 \omega|^2 + |(1 - \omega)\gamma|^2}}{|1 + i\gamma|} \right\},
$$

where $\gamma = \frac{1}{\sqrt{\alpha_1}} = \frac{k^2}{4\sqrt{\alpha}}$.

Proof.

$$
\mu_{\text{loc}}(S_h(\omega)) = \max_{\theta \in T^{H_3}} |\lambda(I - \omega \tilde{B}^{-1}_j \tilde{A}_h)|
= \max \left\{ \zeta_1 = \frac{\sqrt{|1 - \tau_2 \omega|^2 + |(1 - \omega)\gamma|^2}}{|1 + i\gamma|}, \ \zeta_2 = \frac{\sqrt{|1 - \tau_1 \omega|^2 + |(1 - \omega)\gamma|^2}}{|1 + i\gamma|} \right\}.
$$

Note that when $\omega = \tau_0$, $\zeta_1(\tau_0) = \zeta_2(\tau_0)$. If $\omega < \tau_0$, then $\zeta_2(\omega) > \zeta_2(\tau_0)$, and $\mu_{\text{loc}}(S(\omega)) > \mu_{\text{loc}}(S(\tau_0))$. Thus, to minimize $\mu_{\text{loc}}(S(\omega))$ over $\omega \in \mathbb{R}$, we only need to consider $\omega \in [\tau_0, \infty)$. For $\omega \geq \tau_0$, $\zeta_1 > \zeta_2$. Thus,

$$
\mu_{\text{opt, CJR}} = \min_{\omega \in \mathbb{R}} \mu_{\text{loc}}(S_h(\omega)) = \min_{\omega \in [\tau_0, \infty)} \left\{ \frac{\sqrt{|1 - \tau_2 \omega|^2 + |(1 - \omega)\gamma|^2}}{|1 + i\gamma|} \right\},
$$

which completes the proof.

From Theorem 3.3, it is important to estimate the range of $\tau = \frac{a}{a_1}$, i.e., $\tau_1, \tau_2$, to solve (3.15). Since $\tau = \tilde{D}_h^{-1} \tilde{L}_h$, we first investigate the optimal smoothing factor of weighted Jacobi relaxation scheme for the scalar Laplacian for $q = 2, 3, 4$. The standard coarsening case with $q = 2$ is well-known as the following lemma.

Lemma 3.4. For standard coarsening ($q = 2$), $\tau = \frac{a}{a_1} \in \left[ \frac{1}{3}, 2 \right]$ for $\theta \in T^{H_3}$. Moreover, the optimal smoothing factor of weighted Jacobi relaxation scheme for the scalar Laplacian is achieved at $\omega = \frac{3}{5}$, given by

$$
\min_{\omega} \max_{\theta \in T^{H_3}} |\lambda(1 - \omega \tilde{D}_h^{-1} \tilde{L}_h)| = \min_{\omega} \max \{|1 - \omega/2|, |1 - 2\omega|\} = \frac{3}{5}.
$$

We now give the range of $(\cos \theta_1, \cos \theta_2)$ with $\theta \in T^{H_3}$ and $q = 3, 4$, which will be very useful for conducting our optimal smoothing analysis for $q = 3, 4$.

For $\theta \in T^{H_3}$, it can be shown that

$$
(\cos \theta_1, \cos \theta_2) \in D^{(3)} = [-1, 1] \times [-1, 1/2] \cup [-1, 1/2] \times [1/2, 1].
$$

For $\theta \in T^{H_4}$, it can be shown that

$$
(\cos \theta_1, \cos \theta_2) \in D^{(4)} = [-1, \sqrt{2}/2] \times [\sqrt{2}/2, 1] \cup [-1, 1] \times [-1, \sqrt{2}/2].
$$

Theorem 3.5. For coarsening by three ($q = 3$), $\tau = \frac{a}{a_1} \in \left[ \frac{1}{3}, 2 \right]$ for $\theta \in T^{H_3}$. Moreover, the optimal smoothing factor of weighted Jacobi relaxation scheme for the scalar Laplacian is given by

$$
\min_{\omega} \max_{\theta \in T^{H_3}} |\lambda(1 - \omega \tilde{D}_h^{-1} \tilde{L}_h)| = \min_{\omega} \max \{|1 - \omega/4|, |1 - 2\omega|\} = \frac{7}{9} \approx 0.778,
$$

provided that $\omega = \frac{8}{9}$. 

Proof. Let \( \eta_1 = \cos \theta_1, \eta_2 = \cos \theta_2 \). Note that \( \bar{D}_h^{-1}\bar{L}_h = \frac{1}{2}(2 - \cos \theta_1 - \cos \theta_2) \). Let \( \psi(\eta_1, \eta_2) = \frac{1}{2}(2 - \eta_1 - \eta_2) \). If \( \psi'_\eta(\eta_1, \eta_2) = \psi'_\eta(\eta_1, \eta_2) = 0 \), we have \( \eta_1 = \eta_2 = 0 \). Thus, \( \psi(0, 0) = 1 \) is a possible extreme value of \( \psi(\eta_1, \eta_2) \).

Next, we look for the extreme values of \( \psi(\eta_1, \eta_2) \) at the boundary of \( D^{(3)} \), see (3.17). Due to the symmetry of \( \psi(\eta_1, \eta_2) \), that is \( \psi(\eta_1, \eta_2) = \psi(\eta_2, \eta_1) \), we only need to find the extreme values of \( \psi(\eta_1, \eta_2) \) at \( \partial D_1, \partial D_2 \) and \( \partial D_3 \), where

\[
\partial D_1 = \{-1\} \times [-1, 1], \partial D_2 = \{1\} \times [-1, 1/2], \partial D_3 = [1/2, 1] \times \{1/2\}.
\]

- For \( (\eta_1, \eta_2) \in \partial D_1, \psi(\eta_1, \eta_2) = \psi(-1, \eta_2) = \frac{1}{2}(3 - \eta_2) \). Since \( \eta_2 \in [-1, 1] \), the extreme values of \( \psi(-1, \eta_2) \) are

  \[ \psi(-1, \eta_2)_{\text{max}} = \psi(-1, -1) = 2, \quad \psi(-1, \eta_2)_{\text{min}} = \psi(-1, 1) = 1. \]

- For \( (\eta_1, \eta_2) \in \partial D_2, \psi(\eta_1, \eta_2) = \psi(1, \eta_2) = \frac{1}{2}(1 - \eta_2) \). For \( \eta_2 \in [-1, 1/2] \), we have

  \[ \psi(1, \eta_2)_{\text{max}} = \psi(1, -1) = 1, \quad \psi(1, \eta_2)_{\text{min}} = \psi(1, 1/2) = \frac{1}{4}. \]

- For \( (\eta_1, \eta_2) \in \partial D_3, \psi(\eta_1, \eta_2) = \psi(\eta_1, 1/2) = \frac{1}{4}(3 - 2\eta_1) \). For \( \eta_1 \in [1/2, 1] \), we have

  \[ \psi(\eta_1, 1/2)_{\text{max}} = \psi(1/2, 1/2) = \frac{1}{2}, \quad \psi(\eta_1, 1/2)_{\text{min}} = \psi(1, 1/2) = \frac{1}{4}. \]

Based on the above discussions, the extreme values of \( \psi(\eta_1, \eta_2) \) over \( D \) are

\[ \psi(\eta_1, \eta_2)_{\text{max}} = \psi(-1, -1) = 2, \quad \psi(\eta_1, \eta_2)_{\text{min}} = \psi(1/2, 1) = \frac{1}{4}. \]

It follows that

\[ \mu_{\text{loc}}(S_J) = \max_{\theta \in T^h} \{ |1 - \omega \bar{D}_h^{-1}\bar{L}_h| \} = \max \{ |1 - 2\omega|, |1 - \omega/4| \} . \]

To minimize \( \mu_{\text{loc}}(S_J) \) over \( \omega \), it requires that \( |1 - 2\omega| = |1 - \omega/4| \), which gives that \( \omega = \frac{2}{2 + \sqrt{4}} = \frac{2}{3} \). Furthermore, \( \mu_{\text{opt}} = 1 - \omega/4 = \frac{7}{9} \).

**Theorem 3.6.** For coarsening by four \( (q = 4) \), \( \tau = \frac{\omega}{\sigma^2} \in \left[\frac{2 - \sqrt{2}}{10 - \sqrt{2}}, 2\right] \) for \( \theta \in T^h \). Moreover, the optimal smoothing factor of weighted Jacobi relaxation scheme for the scalar Laplacian is given by

\[ \min_{\omega} \max_{\theta \in T^h} \{ |\lambda(1 - \omega \bar{D}_h^{-1}\bar{L}_h)| \} = \min_{\omega} \max \{ |1 - (2 - \sqrt{2})\omega/4|, |1 - 2\omega| \} = \frac{6 + \sqrt{7}}{10 - \sqrt{2}} \approx 0.864, \]

provided that \( \omega = \frac{4}{10 - \sqrt{2}} \approx 0.932 \).

Proof. From the proof of Theorem 3.5, we know that the maximum of \( \bar{D}_h^{-1}\bar{L}_h \) is 2. Next, we compute the minimum of \( \bar{D}_h^{-1}\bar{L}_h = \frac{1}{2}(2 - \eta_1 - \eta_2) \) at the boundary of \( D^{(4)} \), see (3.18). Since \( \psi(\eta_1, \eta_2) = \psi(\eta_2, \eta_1) \), we only need to consider the following three boundaries of \( D^{(4)} \):

\[ \partial D_1 = \{-1\} \times [-1, 1], \partial D_2 = \{1\} \times [-1, \sqrt{2}/2], \partial D_3 = \{\sqrt{2}/2, 1\} \times \{\sqrt{2}/2\}. \]
Following the same proof of Theorem 3.5, we can obtain the minimum of $\psi(\eta_1, \eta_2)$ is

$$\psi(\eta_1, \eta_2)_{\text{min}} = \psi(1, \sqrt{2}/2) = \frac{2 - \sqrt{2}}{4}.$$  

To minimize $\mu_{\text{loc}}(S_J)$ over $\omega$, it requires that $\omega = \frac{2 - \sqrt{2}}{2 + (2 - \sqrt{2})/4} = \frac{8}{10 - \sqrt{2}}$. Furthermore, there obviously holds $\mu_{\text{opt}} = 2\omega - 1 = \frac{6 + \sqrt{2}}{10 - \sqrt{2}} \approx 0.864$, which completes the proof.

**Theorem 3.7.** Let $\gamma = \frac{h^2}{\sqrt{\alpha}}$ and $\omega_0 = \frac{2 + \sqrt{\gamma}}{1 + \gamma}$. For the CJR scheme, we have the following conclusions:

(i) For standard coarsening ($q = 2$), the optimal $\omega$ and smoothing factor are

- if $\alpha < \frac{h^4}{40} \quad (\text{i.e.} \quad \gamma > \sqrt{6})$, $\omega = \omega_0$ and

$$\mu_{\text{opt,CJR}} = \sqrt{\frac{\gamma^2}{(4 + \gamma^2)(1 + \gamma^2)}} \leq \frac{3}{\sqrt{35}} \approx 0.293. \quad (3.20)$$

- if $\alpha \geq \frac{h^4}{40} \quad (\text{i.e.} \quad \gamma \leq \sqrt{6})$, $\omega = 4/5$ and

$$0.293 \approx \frac{3}{\sqrt{35}} \leq \mu_{\text{opt,CJR}} = \frac{1}{5} \sqrt{\frac{9 + \gamma^2}{1 + \gamma^2}} < \frac{3}{5}. \quad (3.21)$$

(ii) For coarsening by three ($q = 3$), the optimal $\omega$ and smoothing factor are

- if $\alpha < \frac{h^4}{224} \quad (\text{i.e.} \quad \gamma > \sqrt{14})$, $\omega = \omega_0$ and

$$\mu_{\text{opt,CJR}} = \sqrt{\frac{\gamma^2}{(4 + \gamma^2)(1 + \gamma^2)}} \leq \frac{7}{\sqrt{135}} \approx 0.228. \quad (3.22)$$

- if $\alpha \geq \frac{h^4}{224} \quad (\text{i.e.} \quad \gamma \leq \sqrt{14})$, $\omega = 8/9$ and

$$0.228 \approx \frac{7}{\sqrt{135}} \leq \mu_{\text{opt,CJR}} = \frac{1}{9} \sqrt{\frac{49 + \gamma^2}{1 + \gamma^2}} < \frac{7}{9} \approx 0.778. \quad (3.23)$$

(iii) For coarsening by four ($q = 4$), the optimal $\omega$ and smoothing factor are

- if $\alpha < \frac{h^4(2 - \sqrt{2})}{32(6 + \sqrt{2})} \quad (\text{i.e.} \quad \gamma > \sqrt{(12 + 2\sqrt{2})/(2 - \sqrt{2})} \approx \sqrt{25.3})$, $\omega = \omega_0$ and

$$\mu_{\text{opt,CJR}} = \sqrt{\frac{\gamma^2}{(4 + \gamma^2)(1 + \gamma^2)}} \leq 0.181. \quad (3.24)$$

- if $\alpha \geq \frac{h^4(2 - \sqrt{2})}{32(6 + \sqrt{2})} \quad (\text{i.e.} \quad \gamma \leq \sqrt{(12 + 2\sqrt{2})/(2 - \sqrt{2})} \approx \sqrt{25.3})$, $\omega = \frac{8}{10 - \sqrt{2}}$ and

$$0.181 \leq \mu_{\text{opt,CJR}} = \sqrt{\frac{(4 + \gamma^2)\omega^2 - (4 + 2\gamma^2)\omega + 1 + \gamma^2}{1 + \gamma^2}} < 0.864. \quad (3.25)$$

Before presenting the proofs, we first give some comments on the above results. From (3.20), (3.22) and (3.24), we notice that when $\gamma$ is large, coarsening by two, three and four gives the same optimal smoothing factor, which is true for $q$-coarsening.
This suggests us we can consider $q$-coarsening which reduces the multigrid levels quickly and uses less CPU time. When $\gamma$ is small (e.g., due to a very small $\alpha$), from (3.21), (3.23) and (3.25), it suggests to use standard coarsening since it gives a smaller optimal smoothing factor. A smaller $\alpha$ (while fixing $h$) leads to faster convergence is counter-intuitive considering the system becomes more ill-conditioned.

Proof. We first consider standard coarsening. For $\theta \in T^H$, Lemma 3.4 gives $\tau_1 = 1/2$, $\tau_0 = 2$ and $\tau_0 = 4/5$. From (3.15), we have

\begin{equation}
(3.26) \quad \mu_{\text{opt, CJR}} = \min_{\omega} \max_{\theta \in T^H} |\lambda(I - \omega B_j^{-1} A_{ih})| = \min_{\omega \in [4/5, \infty)} \sqrt{\Psi(\omega)},
\end{equation}

where

\begin{equation}
(3.27) \quad \Psi(\omega) = \frac{|1 - 2\omega|}{1 + \gamma^2} \frac{|(1 - \omega)\gamma|}{(1 + \gamma^2)^2} \frac{(4 + \gamma^2)\omega - (4 + 2\gamma^2)\omega + 1 + \gamma^2}{1 + \gamma^2} := \phi(\omega) - \frac{4 + 2\gamma^2}{4 + \gamma^2}.
\end{equation}

Since $(4 + 2\gamma^2)^2 - 4(4 + \gamma^2)(1 + \gamma^2) = -4\gamma^2 < 0$ and the symmetric axis of $\phi(\omega)$ is

\begin{equation}
(3.28) \quad \omega_0 = \frac{4 + 2\gamma^2}{2(4 + \gamma^2)} = \frac{2 + \gamma^2}{4 + \gamma^2},
\end{equation}

there are two situations to minimize $\Psi(\omega)$:

1. If $\omega_0 > \frac{4}{5}$, that is, $\gamma > \sqrt{\phi(\omega)}$ or $\alpha < \frac{h^4}{96}$, then

\[
\Psi(\omega)_{\min} = \Psi(\omega_0) = \frac{\gamma^2}{(4 + \gamma^2)(1 + \gamma^2)} = \frac{1}{5 + \gamma^2 + \frac{1}{\gamma^2}} \leq \frac{1}{5 + 6 + 4/6} = \frac{3}{35},
\]

which means that $\mu_{\text{opt, CJR}} = \sqrt{\Psi(\omega_0)} \leq \sqrt{3/35} \approx 0.293$.

2. If $\omega_0 \leq \frac{4}{5}$, that is, $\gamma \leq \sqrt{6}$ or $\alpha \geq \frac{h^4}{96}$, then

\[
\Psi(\omega)_{\min} = \Psi(4/5) = \frac{9 + \gamma^2}{25(1 + \gamma^2)}.
\]

It follows that

\[
\sqrt{3/35} = \mu_{\text{opt, CJR}}(\sqrt{6}) \leq \mu_{\text{opt, CJR}}(\gamma) = \sqrt{\Psi(4/5)} \leq \mu_{\text{opt, CJR}}(0) = 3/5,
\]

which completes the proof for $q = 2$.

Next, we consider coarsening by three. For $\theta \in T^H$, from Theorem 3.5, we have $\tau_1 = 1/4$, $\tau_2 = 2$ and $\tau_0 = 8/9$. From (3.15), we have

\begin{equation}
(3.29) \quad \mu_{\text{opt, CJR}} = \min_{\omega} \max_{\theta \in T^H} \sqrt{\Psi(\omega)},
\end{equation}

where $\Psi$ is defined in (3.27). From (3.28), there are two situations to minimize $\Psi(\omega)$:

1. If $\omega_0 > \frac{4}{5}$, that is, $\gamma > \sqrt{14}$ or $\alpha < \frac{h^4}{223}$, then

\[
\Psi(\omega)_{\min} = \Psi(\omega_0) = \frac{\gamma^2}{(4 + \gamma^2)(1 + \gamma^2)} = \frac{1}{5 + \gamma^2 + \frac{1}{\gamma^2}} \leq \frac{1}{5 + 14 + 4/14} = \frac{7}{135},
\]

which means that $\mu_{\text{opt, CJR}} = \sqrt{\Psi(\omega_0)} \leq \sqrt{7/135} \approx 0.228$.
(2) If \( \omega_0 \leq \frac{8}{10 - \sqrt{2}} \), that is, \( \gamma \leq \sqrt{14} \) or \( \alpha \geq \frac{h^4}{224} \), then

\[
\Psi(\omega)_{\text{min}} = \Psi(8/9) = \frac{49 + \gamma^2}{81(1 + \gamma^2)}.
\]

It follows that

\[
\sqrt{7/135} = \mu_{\text{opt,CJR}}(\sqrt{14}) = \sqrt{\Psi(8/9)} \leq \mu_{\text{opt,CJR}}(\gamma) \leq \mu_{\text{opt,CJR}}(0) = 7/9,
\]

which completes the proof for \( q = 3 \).

Next, we consider coarsening by four. For \( \theta \in T^4 \), from Theorem 3.6, we have \( \tau_1 = \frac{1}{4} \), \( \tau_2 = 2 \) and \( \tau_0 = \frac{8}{10 - \sqrt{2}} \). From (3.15), we have

(3.30) \[ \mu_{\text{opt,CJR}} = \min_{\omega} \max_{\theta \in T^4} |\lambda(I - \omega \tilde{B}_j^{-1} \tilde{A}_h)| = \min_{\omega \in [8/(10 - \sqrt{2}), \infty]} \sqrt{\Psi(\omega)}, \]

where \( \Psi \) is defined in (3.27). From (3.28), there are two situations to minimize \( \Psi(\omega) \):

1. If \( \omega_0 > \frac{8}{10 - \sqrt{2}} \), that is, \( \gamma > \sqrt{(12 + 2\sqrt{2})/(2 - \sqrt{2})} = \gamma_0 \) or \( \alpha < \frac{h^4(2 - \sqrt{2})}{32(6 + \sqrt{2})} \), then

\[
\Psi(\omega)_{\text{min}} = \Psi(\omega_0) = \frac{\gamma^2}{(4 + \gamma^2)(1 + \gamma^2)} = \frac{1}{5 + \gamma^2 + \frac{1}{\gamma^2}} = \frac{1}{5 + \gamma_0^2 + \frac{1}{\gamma_0^2}} = \frac{1}{5 + (12 + 2\sqrt{2})/(2 - \sqrt{2}) + \frac{4(2 - \sqrt{2})}{12 + 2\sqrt{2}}} \approx 0.0328,
\]

which means that \( \mu_{\text{opt,CJR}} = \sqrt{\Psi(\omega_0)} \leq 0.0328 \approx 0.181 \).

2. If \( \omega_0 \leq \frac{8}{10 - \sqrt{2}} \), that is, \( \gamma \leq \sqrt{(12 + 2\sqrt{2})/(2 - \sqrt{2})} \) or \( \alpha \geq \frac{h^4(2 - \sqrt{2})}{32(6 + \sqrt{2})} \), then

\[
\Psi(\omega)_{\text{min}} = \Psi(8/(10 - \sqrt{2})) = \frac{(4 + \gamma^2)(8/(10 - \sqrt{2}))^2 - (4 + 2\gamma^2)(8/(10 - \sqrt{2})) + 1 + \gamma^2}{1 + \gamma^2}.
\]

It follows that \( \mu_{\text{opt,CJR}}(\gamma) = \sqrt{\Psi(8/(10 - \sqrt{2}))} \), and

\[
\mu_{\text{opt,CJR}}(\gamma_0) \leq \mu_{\text{opt,CJR}}(\gamma) \leq \mu_{\text{opt,CJR}}(0) = (6 + \sqrt{2})/(10 - \sqrt{2}) \approx 0.864,
\]

which completes the proof for \( q = 4 \).

We remark that when \( \alpha \) is very small compared to \( h^4 \), the CJR scheme with the optimal damping parameter \( \omega = \omega_0(\gamma) \) defined in (3.28) converges very fast. However, when \( \alpha \) is large, the optimal smoothing factor gets too slow for practical use. In the next subsection, we focus on a new BSR scheme, which can dramatically improve the convergence rates for the difficult cases with much larger \( \alpha \) or smaller \( h \).

### 3.3. The mass-based BSR scheme.

In this subsection, we study the smoothing property of BSR scheme given in (3.1) with \( B_h = B_m \). Let \( \tilde{C}_h = b \), see (3.4). From (3.3) and (3.7), it follows from \( Q_h = C_h^{-1} \) that

\[
(3.31) \quad \tilde{Q}_h = \frac{h^2}{9}(4 + 2(\cos \theta_1 + 2 \cos \theta_2 + \cos \theta_1 \cos \theta_2) = 1/b = \frac{1}{C_h}.
\]

Thus, the symbol of \( B_m \) is

\[
\tilde{B}_m = \begin{bmatrix} b & -1/\alpha \\ 1 & a \end{bmatrix}.
\]
To find the eigenvalues of $\tilde{B}^{-1}_m \tilde{A}_h$, we compute the determinant of $\tilde{A}_h - \lambda \tilde{B}_m$:

$$|\tilde{A}_h - \lambda \tilde{B}_m| = \begin{vmatrix} a - \lambda b & -\frac{(1 - \lambda)}{\alpha} \\ 1 - \lambda & a - \lambda a \end{vmatrix} = (1 - \lambda)(a - \lambda b + (1 - \lambda)/\alpha).$$

Thus, the two real eigenvalues of $\tilde{B}^{-1}_m \tilde{A}_h$ are $\lambda_1 = 1$ and

$$\lambda_2 = \frac{1 + \alpha a^2}{1 + \alpha ab}.$$

Now, we have to find the range of $\lambda_2$ for $\theta \in T^H$. Before doing that, we first investigate the optimal smoothing factor of mass-based relaxation scheme for the scalar Laplacian operator, that is, $S_h = I - \omega Q_h L_h$.

**Lemma 3.8.** [21] For standard coarsening ($q = 2$), $\frac{q}{5} \in \left[\frac{5}{9}, \frac{16}{9}\right]$ for $\theta \in T^H$. Moreover, the optimal smoothing factor of mass-based relaxation scheme for the scalar Laplacian is

$$\mu_{\text{opt}} = \min_{\omega} \{ |1 - 8/9\omega|, |1 - 16/9\omega| \} = \frac{1}{3} \approx 0.333,$$

provided that $\omega = \frac{3}{4}$.

**Lemma 3.9.** [23] For coarsening by three ($q = 3$), $\frac{q}{6} \in \left[\frac{5}{9}, \frac{16}{9}\right]$ for $\theta \in T^H$. Moreover, the optimal smoothing factor of mass-based relaxation scheme for the scalar Laplacian is

$$\mu_{\text{opt}} = \min_{\omega} \{ |1 - 5/6\omega|, |1 - 16/9\omega| \} = \frac{17}{47} \approx 0.362,$$

provided that $\omega = \frac{36}{47}$.

**Theorem 3.10.** For coarsening by four ($q = 4$), $\frac{q}{6} \in \left[\frac{3 - \sqrt{3}}{9}, \frac{16}{9}\right]$ for $\theta \in T^H$. Moreover, the optimal smoothing factor of mass-based relaxation scheme for the scalar Laplacian is

$$\mu_{\text{opt}} = \min_{\omega} \{ |1 - (3 - \sqrt{3})/3\omega|, |1 - 16/9\omega| \} = \frac{7 + 3\sqrt{3}}{23 + 3\sqrt{2}} \approx 0.542,$$

provided that $\omega = \frac{18}{25 - 3\sqrt{2}} \approx 0.867$.

**Proof.** From (3.11) and (3.31), we have

$$\tilde{Q}_h \tilde{L}_h = \frac{2}{9}(2 - \cos \theta_1 - \cos \theta_2)(4 + 2 \cos \theta_1 + 2 \cos \theta_2 + \cos \theta_1 \cos \theta_2).$$

Our goal is to find the maximum and minimum of (3.36) over high frequencies. To do this, let $\eta_1 = \cos \theta_1$, $\eta_2 = \cos \theta_2$. Then, we rewrite (3.36) as $\tilde{Q}_h \tilde{L}_h = \frac{2}{T} \Upsilon(\eta_1, \eta_2)$, where

$$\Upsilon(\eta_1, \eta_2) = (2 - \eta_1 - \eta_2)(4 + 2\eta_1 + 2\eta_2 + \eta_1 \eta_2).$$

To find the extreme values of $\Upsilon(\eta_1, \eta_2)$ over $D^{(4)}$, we start by computing the partial derivatives:

$$\Upsilon_{\eta_1} = -(2 + \eta_2)(2\eta_1 + \eta_2), \quad \Upsilon_{\eta_2} = -(2 + \eta_1)(2\eta_2 + \eta_1).$$
Let \( \Upsilon'_\theta = \Upsilon'_{\eta_2} = 0 \) with \( \theta \in T^{H_4} \). We have \( \eta_1 = \eta_2 = 0 \). So \( \Upsilon(0, 0) = 8 \) might be an extreme value.

Next, we compute the extreme values of \( \Upsilon(\eta_1, \eta_2) \) at the boundary of \( D^{(4)} \), see (3.18). Since \( \Upsilon(\eta_1, \eta_2) = \Upsilon(\eta_2, \eta_1) \), we only need to consider the following three boundaries:

\[
\partial D_1 = \{-1\} \times [-1, 1], \quad \partial D_2 = \{1\} \times \left[ -1, \sqrt{2}/2 \right], \quad \partial D_3 = \left[ \sqrt{2}/2, 1 \right] \times \left\{ \sqrt{2}/2 \right\}.
\]

1. For \((\eta_1, \eta_2) \in \partial D_1\), we have \( \Upsilon(\eta_2, \eta_2) = \Upsilon(-1, \eta_2) = (3 - \eta_2)(2 + \eta_2) \). It is easy to see that the extreme values of \( \Upsilon(-1, \eta_2) \) over \( \eta_2 \in [-1, 1] \) are

\[
\Upsilon(-1, \eta_2)_{\max} = \Upsilon(-1, 1/2) = \frac{25}{4}, \quad \Upsilon(-1, \eta_2)_{\min} = \Upsilon(-1, -1) = 4.
\]

2. For \((\eta_1, \eta_2) \in \partial D_2\), we have \( \Upsilon(\eta_1, \eta_2) = \Upsilon(1, \eta_2) = 3(1 - \eta_2)(2 + \eta_2) \). It follows that the extreme values of \( \Upsilon(1, \eta_2) \) over \( \eta_2 \in [-1, \sqrt{2}/2] \) are given by

\[
\Upsilon(1, \eta_2)_{\max} = \Upsilon(1, -1/2) = \frac{27}{4}, \quad \Upsilon(1, \eta_2)_{\min} = \Upsilon(1, \sqrt{2}/2) = \frac{9 - 3\sqrt{2}}{2}.
\]

3. For \((\eta_1, \eta_2) \in \partial D_3\), \( \Upsilon(\eta_1, \eta_2) = \Upsilon(\eta_1, \sqrt{2}/2) = (2 - \sqrt{2}/2 - \eta_1)(4 + \sqrt{2} + 2\eta_1) \). Since \( \eta_1 \in [\sqrt{2}/2, 1] \), we have

\[
\Upsilon(\eta_1, \sqrt{2}/2)_{\max} = \Upsilon(\sqrt{2}/2, \sqrt{2}/2) = \frac{10 - \sqrt{2}}{2},
\]
\[
\Upsilon(\eta_1, \sqrt{2}/2)_{\min} = \Upsilon(1, \sqrt{2}/2) = \frac{9 - 3\sqrt{2}}{2}.
\]

We conclude that for \( \theta \in T^{H_4} \), \( \Upsilon(\eta_1, \eta_2)_{\max} = \Upsilon(0, 0) = 8 \) and \( \Upsilon(\eta_1, \eta_2)_{\min} = \Upsilon(1, \sqrt{2}/2) = \frac{9 - 3\sqrt{2}}{2} \). It follows that when \( \theta \in T^{H_4} \),

\[
(Q_h L_h)_{\max} = \frac{2}{9} \times 8 = \frac{16}{9}, \quad (Q_h L_h)_{\min} = \frac{2}{9} \times \frac{9 - 3\sqrt{2}}{2} = \frac{3 - \sqrt{2}}{3}.
\]

Thus,

\[
\max_{\theta \in T^{H_4}} |1 - \omega Q_h L_h| = \max \left\{ \left| 1 - 16\omega/9 \right|, \left| 1 - (3 - \sqrt{2})\omega/3 \right| \right\}.
\]

To minimize \( \max_{\theta \in T^{H_4}} |1 - \omega Q_h L_h| \) over \( \omega \), it requires that

\[
|1 - 16\omega/9| = \left| 1 - (3 - \sqrt{2})\omega/3 \right|,
\]

which gives \( \omega = \frac{2}{16/9 + (3 - \sqrt{2})/3} = \frac{18}{25 - 3\sqrt{2}} \approx 0.867 \). Furthermore,

\[
\mu_{\text{opt}} = \frac{1 - 16/9 \times \frac{18}{25 - 3\sqrt{2}}}{25 - 3\sqrt{2}} = \frac{7 + 3\sqrt{2}}{25 - 3\sqrt{2}} \approx 0.542,
\]

which is the desired result.

Since \( \lambda_2 \) is related to \( a \) and \( b \), from Lemmas 3.8, 3.9, and Theorem 3.10, we are able to find the lower and upper bounds for \( \lambda_2 \), which gives a upper bound on the optimal smoothing factor for the mass-based BSR scheme. Such bounds are useful to predict the actual convergence factors.
Theorem 3.11. For the BSR scheme \((3.1)\) with damping parameters \(\omega = 3/4, 36/47, 18/(25 - 3\sqrt{2})\) for \(q = 2, 3, 4\), respectively, the optimal smoothing factor with standard coarsening is smaller than \(1/3 \approx 0.333\), with coarsening by three is smaller than \(17/47 \approx 0.362\), and with coarsening by four is smaller than \((25 - 3\sqrt{2})/25 \approx 0.542\).

Proof. We first compute

\[
(3.37) \quad \lambda_2 - \sigma = \frac{1 - \sigma + \alpha a(a - \sigma b)}{1 + aab}.
\]

From Lemma 3.8, for \(\theta \in \mathcal{T}^H, \frac{\sigma}{a} \in \left[\frac{8}{9}, \frac{16}{9}\right]\) and \(a > 0, b > 0\). It is easy to verify that

\[
\lambda_2 - \frac{8}{9} = \frac{1 - 8/9 + \alpha a(a - 8b/9)}{1 + aab} > 0,
\]

\[
\lambda_2 - \frac{16}{9} = \frac{1 - 16/9 + \alpha a(a - 16b/9)}{1 + aab} < 0.
\]

It follows that \(\lambda_2 \in \left(\frac{8}{9}, \frac{16}{9}\right)\). Since \(\lambda_1 = 1\), using Lemma 3.8, we know that the optimal smoothing factor for BSR scheme is smaller than \(1/3\). Similarly, using Lemma 3.9 and Theorem 3.10, we can obtain the desired results for coarsening by three and four. □

Since it is very difficult to identify the extreme values of \(\lambda_2\), we do not further explore the optimal smoothing factor of BSR. We simple choose the constant damping parameters based on Lemmas 3.8 and 3.9, and Theorem 3.10, for \(q = 2, 3, 4\), respectively, for the corresponding BSR scheme for our control problems. Although with non-optimal relaxation parameters, Theorem 3.11 tells us that we can obtain upper bounds on the optimal smoothing factors for BSR scheme, which are much smaller than that of the CJR scheme when \(\gamma\) is small, corresponding to the second situations in each coarsening in Theorem 3.7. The actual convergence rates of BSR scheme can be far smaller than the given upper bounds, as reported in Table 2.

We comment that for the control constrained case, with some zero entries in the \((1,2)\)-block of \(A_h\), which in some sense can be treated as the limit case with \(\alpha\) goes to infinity. The above smoothing analysis we derived for CJR and BSR schemes apply to any \(\alpha > 0\), so this partially explains why they work well for all Jacobian systems with varying 0-1 entries. Especially for BSR, it is unconditionally convergent, and the chosen constant damping parameters are independent of \(\alpha\) and \(h\) for \(q = 2, 3, 4\). The LFA of the CJR scheme indicates that the optimal damping parameters for BSR scheme may also depend on \(\alpha\) and \(h\), which remains an open problem. We point out there are some studies of LFA applied to PDEs with jumping and random coefficients [29, 4], which might be helpful for studying more complicated control problems.

4. Numerical examples. In this section, we present some numerical examples (with a unit square domain \(\Omega = (0,1)^2\)) to illustrate the effectiveness of our proposed multigrid algorithms. All simulations are implemented with MATLAB on a Dell Precision 5820 Workstation with Intel(R) Core(TM) i9-10900X CPU@3.70GHz and 64GB RAM, where the CPU times (in seconds) are estimated by the timing functions tic/toc. In our multigrid algorithms, we use the coarse operator from re-discretization with a coarse mesh step size \(H = qh\), full weighting restriction and linear interpolation operators, W or V cycle with \(\nu\)-pre and no post smoothing iteration, the coarsest mesh step size \(h_0 \geq 1/8\) (depending on \(q\)), and the stopping tolerance \(tol = 10^{-10}\) based on reduction in relative residual norms. We will only use \(\nu = 1\) in our numerical tests unless otherwise specified. The multigrid convergence
factor of $k$-th iteration is computed according to [50]
\begin{equation}
\varrho^{(k)} = (\|r_k\|_2/\|r_0\|_2)^{1/k},
\end{equation}
where $r_k = b - A_h v_h^{(k)}$ denotes the residual vector after the $k$-th multigrid iteration.

The initial guess $v_h^{(0)}$ is chosen as uniformly distributed random numbers in $(0, 1)$. We will record $\varrho_W = \varrho^{(k)}$ for W-cycle, and $\varrho_V = \varrho^{(k)}$ for V-cycle as the measured multigrid convergence factors, where $k$ is the smallest integer such that the tolerance is achieved. Suppose the multigrid convergence factors for the CJR and BSR schemes are $\varrho_{\ast, J}$ and $\varrho_{\ast, S}$, where $\ast = W, V$, respectively. Then, for the same stopping tolerance the CJR scheme will need about $\eta := \ln(\varrho_\ast) / \ln(\varrho_{\ast, J})$ times multigrid iterations as the BSR scheme. Based on our LFA predictions, we have $\eta \approx 2$ for $q = 2$ and $\eta \approx 4$ for $q = 3, 4$, which implies that the inexact BSR scheme may take 2–4 times less CPU times than the CJR scheme, as indeed observed in Figure 3.

We compare the CJR scheme with our derived optimal damping parameters and our mass-based BSR scheme with $\omega = 3/4, 36/47, 18/(25 - 3\sqrt{2})$ for $q = 2, 3, 4$ respectively. To achieve an improved computational efficiency for the BSR scheme, we find that it is sufficient to inexacty solve the Schur complement system, see (A.3), in BSR scheme by 2 PCG iterations (with a diagonal preconditioner). In the following we refer to such a PCG-based inexact version of BSR as IBSR. In the control-constrained cases with $\beta \geq 0$, our multigrid solver is used to approximately solve the Jacobian linear systems within the SSN iterations, where the SSN stopping tolerance is also $\tau = 10^{-10}$ and the initial guess is chosen as the unconstrained solution with $\beta = 0$.

We remark that both CJR and BSR schemes can be easily parallelized since they involve only matrix-vector multiplications, while the commonly used effective but very expensive collective Gauss-Seidel relaxation [47] is more difficult to parallelize (except in the special framework of red-black ordering) and also not easy to analyze. We did not compare with the collective Gauss-Seidel relaxation scheme since it costs far longer CPU times. We highlight that the operation cost of each iteration in CJR scheme is cheaper than that of inexact BSR scheme, but the faster multigrid convergence factors of BSR scheme seem to pay off in term of reduced overall CPU times. See Appendix A for the implementation detail of both CJR and BSR schemes (including IBSR).

4.1. Example 1: $\beta = 0$ without control constraints. In this example, we choose $f$ and $g$ such that the exact solution of optimality system (2.5) read
\begin{align*}
y(x) = \sin(2\pi x_1) \sin(2\pi x_2) \exp(x_1 + x_2), & \quad p(x) = \sin(2\pi x_1) \sin(2\pi x_2) \exp(x_1 - x_2).
\end{align*}

To verify the derived LFA smoothing factors indeed predict the practical multigrid convergence factors, we report the measured multigrid convergence factors in Table 1 for the CJR scheme and in Table 2 for the BSR scheme, respectively. In Table 1, we compute the $\mu_{\text{opt}, \text{CJR}}$ from (3.21), (3.23), and (3.25), and we observe the measured convergence factors $\varrho_W, \varrho_V$ match with the LFA predictions, $\mu_{\text{opt}, \text{CJR}}$. Notice for $\alpha = 10^{-6}$ and $h = 1/256$ or $h = 1/243$ there holds $\gamma^2 \approx 0$, which leads to the second situations with larger smooth factors for CJR scheme in Theorem 3.7. In Table 2, we compute $\mu'$ with $\omega$ chosen in Theorem 3.11. We find that these $\mu$ ($\nu = 1$) equal to the upper bounds predicted in Theorem 3.11, since $\frac{\alpha}{\varrho} \approx 10^3$, and, then $\lambda_2 = \frac{1 + a^2}{1 + \varrho_0 a^2} \approx \frac{a^2}{\varrho_0 a^2} = \frac{a^2}{\varrho}$, see (3.32), which reduces to the mass approximation to the scalar Laplacian. Although the measured W-cycle and V-cycle convergence factors are smaller than LFA predictions, it is not surprising since LFA does not take account of the influence of boundary conditions. Table 2 also includes the results of four
Tables 1 and 2 provide measured multigrid convergence factors, $\mu$, vs. LFA predictions, $\mu^{\nu}$, for CJR and BSR schemes.

Table 1

| $q, N$ | $\mu^{\nu}_{\text{opt, CJR}}$ | $\varrho_W$ | $\varrho_V$ | $\mu^{\nu}_{\text{opt, CJR}}$ | $\varrho_W$ | $\varrho_V$ |
|-------|-----------------|------------|------------|-----------------|------------|------------|
| 2, 256 | 0.600 0.360 0.216 | 0.610 0.371 0.227 | 0.612 0.388 0.271 | 0.778 0.605 0.471 | 0.785 0.617 0.485 | 0.783 0.617 0.484 |
| 3, 243 | 0.864 0.747 0.645 | 0.870 0.757 0.658 | 0.870 0.757 0.658 | 0.925 0.787 0.692 | 0.931 0.793 0.704 | 0.935 0.797 0.710 |
| 4, 256 | 0.925 0.787 0.692 | 0.931 0.793 0.704 | 0.935 0.797 0.710 | 0.952 0.806 0.720 | 0.958 0.811 0.725 | 0.961 0.814 0.728 |

Table 2

| $q, N$ | Exact BSR | Inexact BSR (IBSR) |
|-------|-----------|---------------------|
|       | $\nu=1$   | $\nu=2$ | $\nu=3$ | $\nu=1$ | $\nu=2$ | $\nu=3$ | $\nu=1$ | $\nu=2$ | $\nu=3$ |
|       | $\mu^{\nu}$ | $\varrho_W$ | $\varrho_V$ | $\mu^{\nu}$ | $\varrho_W$ | $\varrho_V$ | $\mu^{\nu}$ | $\varrho_W$ | $\varrho_V$ | $\mu^{\nu}$ | $\varrho_W$ | $\varrho_V$ |
| 2, 256 | 0.333 0.111 0.037 | 0.258 0.072 0.035 | 0.258 0.092 0.050 | 0.430 0.267 0.265 | 0.263 | 0.433 0.274 0.266 | 0.263 | 0.433 0.274 0.266 | 0.263 | 0.433 0.274 0.266 | 0.263 | 0.433 0.274 0.266 | 0.263 |
| 3, 243 | 0.362 0.131 0.047 | 0.284 0.127 0.074 | 0.284 0.158 0.094 | 0.624 0.345 0.297 | 0.285 | 0.628 0.344 0.318 | 0.285 | 0.628 0.344 0.318 | 0.285 | 0.628 0.344 0.318 | 0.285 | 0.628 0.344 0.318 | 0.285 |
| 4, 256 | 0.542 0.294 0.159 | 0.462 0.214 0.106 | 0.462 0.225 0.105 | 0.734 0.502 0.479 | 0.470 | 0.735 0.503 0.481 | 0.470 | 0.735 0.503 0.481 | 0.470 | 0.735 0.503 0.481 | 0.470 | 0.735 0.503 0.481 | 0.470 |

Inexact BSR schemes with the Schur complement system being solved by only 1–4 PCG iterations, which shows 2–3 PCG iterations are sufficient to achieve similar convergence factors as the expensive exact BSR scheme (compare the columns with $\nu = 1$), and there is no benefit to use 4 or more PCG iterations. In other words, BSR only requires a cheap rough approximate solution to the Schur complement system to be an effective smoother that effectually dampens high-frequency errors. Hence, we will use the inexact BSR based on 2 PCG iterations for better computational efficiency. In fact, using a few weighted Jacobi iterations as the inexact solver also gives similar numerical results and hence they are omitted for the sake of brevity.

To verify our theoretical conclusions in Theorem 3.7, in Figure 2 we compare the standard CJR relaxation based on a fixed damping parameter $\omega = 4/5$ (denote as CJR-F) often used in other studies, for example, [17], and our derived optimized CJR relaxation based on a $\gamma$-dependent damping parameter (by Theorem 3.7), which shows the CJR relaxation indeed provides faster convergence rates whenever $\gamma^2 = h^4/(16\alpha) \gg 6$ (e.g., with a very small $\alpha$ or a large $h$). However, as shown in the right plot of Figure 2, there is no obvious convergence difference between CJR and CJR-F when $\gamma^2 \approx 6$ in the finest level. In particular, from the first situations in Theorem 3.7, the multigrid convergence rate with the CJR scheme would become even smaller if
\(\gamma^2\) gets larger (in fact, \(\lim_{\gamma \to \infty} \mu_{\text{opt}, \text{CJR}} = \sqrt{\frac{\gamma^2}{(1+\gamma^2)(1+\gamma^2)}} \to 0\), as shown in Figure 2. Hence, the optimized CJR relaxation works very effectively for a very small \(\alpha\) while fixing \(h\), which removes the undesirable convergence condition \(\alpha \geq ch^4\) obtained in the existing multigrid algorithms [42, 17]. Our LFA is crucial to this surprising result.

---

**Fig. 2.** The comparison of CJR with a fixed damping weight, 4/5, (CJR-F) and our optimized CJR (depending on \(\gamma\)).

**Fig. 3.** The comparison of multigrid iterations and CPU times of CJR and IBSR schemes for different \(N\), \(\alpha\) and \(q\) (top row: \(q = 2\), middle row: \(q = 3\), bottom row: \(q = 4\)). Notice the system sizes corresponding to \(q = 3\) are different from \(q = 2, 4\) for suitable coarsening.

Figure 3 compares the multigrid iterations and CPU times for both CJR and BSR schemes with different mesh size \(N\), regularization parameter \(\alpha = 10^{-6}, 10^{-12},\)
and coarsen ratios \( q = 2, 3, 4 \). As anticipated, our proposed inexact BSR scheme with faster convergence factors takes much less number of multigrid iterations than the CJR scheme, and it also achieves about 2–4 times speed up in CPU times. In particular, our inexact BSR scheme leads to only mildly degrading convergence rates with respect to the coarsen ratios \( q = 2, 3, 4 \), which is a significant advantage over the CJR scheme which shows greatly deteriorated convergence rates. Notice that IBSR scheme for a very small \( \alpha \) (compared with a fixed \( h^4 \)) seems lead to faster convergence rates, which is expected since the corresponding Schur systems become more diagonally dominant. The observed interesting non-monotone convergence of the CJR scheme with \( \alpha = 10^{-12} \) is likely due to our used \( \gamma \)-dependent relaxation parameters at different levels. For the CJR scheme, there is very little or even no computational benefit to use the non-standard coarsen factors \( q = 3, 4 \) other than \( q = 2 \) for the second situations in Theorem 3.7, but the inexact BSR scheme seems to work reasonably well with the non-standard coarsen factors \( q = 3, 4 \). Notice that a larger \( q \) leads to less levels of coarse operators with much smaller dimensions, which implies the inexact BSR scheme is especially suitable for those large-scale problems that may exceed the memory limit if using standard coarsening.

4.2. Example 2: \( \beta > 0 \) with control constraints. In this example, we consider the following data:

\[
 f \equiv 0, \quad g(x) = \sin(2\pi x_1) \sin(2\pi x_2) \exp(2x_1)/6, \quad u_0 = -30, \quad u_1 = 30.
\]

![Figure 4](image)

**Fig. 4.** Comparison of computed optimal control with different values of \( \alpha \) and \( \beta \) (\( N = 128 \)). Notice that a larger \( \beta \) leads to more sparsity, while a smaller \( \alpha \) gives larger active set (i.e., the control constraints are active or attained).

Figure 4 illustrates how the values of parameters \( \alpha \) and \( \beta \) affect the shape and sparsity pattern of the computed optimal control, where a larger \( \beta \) leads to more sparse control and a smaller \( \alpha \) gives larger active set (i.e., the control constraints are active). The knowledge of such sparsity pattern provides a priori information on the most effective regions to place control devices [46].

In Figure 5, we compare the used number of multigrid iterations (W cycles) of CJR and IBSR schemes at each SSN iteration, where the required number of SSN iterations seem to depend on the regularization parameters \( \alpha \) and \( \beta \). Nevertheless, we highlight that the used multigrid iteration numbers for solving each Jacobian system are about the same as in the unconstrained linear case with \( \beta = 0 \) for both CJR and IBSR schemes (compare with the iteration number in Figure 3 of Example 1), which indicates our proposed multigrid solver indeed has a very robust convergence rate with respect to the relevant parameters \( \alpha \) and \( \beta \) that determines the 0-1 pattern of \( G_h^{(0)} \) in the (1,2) block of Jacobian matrix. Again, we observe that the proposed
IBSR scheme takes much less iteration numbers than the CJR scheme for \( q = 2, 3, 4 \), to achieve the tolerance. Hence IBSR is recommended in practice.

5. Conclusions. In this paper, we first performed LFA with coarsening by two, three, and four for the widely used CJR scheme for elliptic optimal control problems to obtain the optimal damping parameter and optimal smoothing factor that were not available in literature. As an improvement of the CJR scheme, we then proposed and analyzed a mass-based BSR scheme, which was shown to deliver faster convergence rates than the CJR scheme. Numerical results from both unconstrained and constrained examples confirmed the parameter-robust convergence rates of both CJR and BSR schemes. The inexact BSR scheme outperforms the CJR scheme in the practical situations with \( \alpha \geq c h^4 \) for some constant \( c \). Moreover, Coarsening by three or four with BSR is competitive with coarsening by two. It is possible to generalize our approach to the more difficult control problems with state constraints \([5, 19, 36, 12, 10, 11]\). The proposed standalone solvers can be used as an effective preconditioner for Krylov subspace methods, which will be investigated in the future.

Appendix A. Practical implementation of the CJR and BSR schemes. In this appendix, we briefly describe the implementation of both CJR and BSR schemes, with the goal of providing a overview of each scheme’s main operation costs.
Recall the CJR and BSR scheme reads

\[ v_{k+1}^h = v_k^h + \omega B_h^{-1}(b_h - A_h v_k^h), \]  
\[(A.1)\]

where \( B_h = \begin{bmatrix} D_h & -I/\alpha \\ I & D_h \end{bmatrix} \) with \( D_h = \text{diag}(L_h) \) for CJR and \( B_h = \begin{bmatrix} C_h & -I/\alpha \\ I & L_h \end{bmatrix} \) with \( C_h = Q_h^{-1} \) for BSR.

Let \( \begin{bmatrix} r_f \\ r_g \end{bmatrix} = b_h - A_h v_k^h \) and \( \begin{bmatrix} w_f \\ w_g \end{bmatrix} = B_h^{-1} \begin{bmatrix} r_f \\ r_g \end{bmatrix} \). Then each relaxation iteration needs to solve

\[
\begin{bmatrix}
D_h & -I_h/\alpha \\
I_h & D_h
\end{bmatrix}
\begin{bmatrix}
w_f \\
w_g
\end{bmatrix} =
\begin{bmatrix}
r_f \\
r_g
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
C_h & -I_h/\alpha \\
I_h & L_h
\end{bmatrix}
\begin{bmatrix}
w_f \\
w_g
\end{bmatrix} =
\begin{bmatrix}
r_f \\
r_g
\end{bmatrix}
\]

for CJR and BSR, respectively. Such block systems can be solved by block Gaussian elimination.

For CJR scheme, the update can be computed by the following two steps:

\[
\begin{aligned}
w_f &= (D_h + D_h^{-1}/\alpha)^{-1}(r_f - D_h^{-1}r_f), \\
w_f &= D_h^{-1}(r_f + w_g/\alpha),
\end{aligned}
\]
\[(A.2)\]

where \( D_h^{-1} \) and \( (D_h + D_h^{-1}/\alpha)^{-1} \) are fast to compute since \( D_h \) is diagonal.

For BSR scheme, by \( C_h^{-1} = Q_h \), the update can be computed in two steps:

\[
\begin{aligned}
w_g &= (L_h + Q_h/\alpha)^{-1}(r_g - Q_h r_f), \\
w_f &= Q_h(r_f + w_g/\alpha),
\end{aligned}
\]
\[(A.3)\]

where the matrix \( (L_h + Q_h/\alpha) \) is expensive to invert exactly. In several applications [22], it has been shown that an inexact solve of the Schur complement system \((A.3)\) is sufficient to obtain similar convergence rates as the expensive exact solve. There are many fast iterative algorithms, such as weighted Jacobi method, multigrid V-cycles, and PCG method, to approximately solve the symmetric and positive definite (SPD) Schur system \((A.3)\). Based on the results in Example 1 (see Table 2), we suggest to inexactly solve the Schur system \((A.3)\) by using 2 PCG iterations with the diagonal preconiditioner \(\text{diag}(L_h + Q_h/\alpha)\). It is desirable to develop more efficient inexact solvers for the Schur system \((A.3)\) based on its special structure for the purpose of effective smoothing. Obviously, the above described CJR and BSR schemes with minimal modification can also be applied to handle the Jacobian system \((2.10)\).
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