AN ACCURATE POWER CONSUMPTION MODEL FOR CLOUD COMPUTING DATA CENTRES
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Abstract— Power consumption of cloud data centres has received significant consideration as of late as data centres often consume significant amount of power in their operations. Several studies for reducing power consumption have been performed. Most of the existing power models focus only on the power consumed by the CPU. However, this may lead to inaccuracy as other major power consuming components have not been taken into consideration. This paper proposes a new power model which combines for the first time as we know, three power consuming components referred to as memory, disk and CPU. The model has been extensively studied through multiple simulation scenarios. From the simulation results, one may notice that CPU consumes a huge portion of the total resource power. Nevertheless, memory and disk show a significant power consumption. Therefore, memory and disk cannot be neglected.

Keywords— Cloud Computing, Data Centre, Virtual Machine, Virtual Machine Placement, Physical Machine, Power Model

I. INTRODUCTION

Cloud computing has ruled data innovation industry as of late. Giant data centres that provide cloud services are been set up due to the global approval of cloud and virtualization innovation. Cloud computing is characterized as web-based software service since IT resources like network, server, storage, and so on are based on the Web. Along these lines, cloud computing services can be utilized anywhere and whenever on the PC or smart mobile phones. In light of the on-demand, adaptable and versatile administration it can give, a considerable measure of companies which beforehand deployed locally has moved their organizations to cloud.

Although cloud computing brings a whole lot benefits to both cloud providers and clients, it has been realized that there is a tremendous rise of power consumption, an increment of data centre costs and an increasing carbon footprints. Hence, data centres and cloud providers are focusing much of importance on energy efficiency [1]. In this way, how to control the power utilization of servers in server farms has turned into a pivotal point. Idle power wastage as a result of the underutilizing of resources at server farms has proved to be one of the causes of energy inefficiency.

To tackle these issues, several studies to predict the power consumption at a data centre have been performed. These studies use the CPU utilization to predict the power consumption. However, the usage of only CPU utilization gives inaccurate result as other components such as memory and disk, consume quite a significant amount of power at the data centre.

As far as we know, this is the first work where CPU, memory and disk are used simultaneously to estimate the power consumption in a data centre. This paper exhibits a target strategy for predicting the power consumption of physical machines.

The remainder of the paper is organized as follows. In section II, related works on power consumption is discussed. Section III describes our power model and its formulation. Section IV describes the experiment design and results. We conclude in section V with the future works.

II. RELATED WORKS

Over the years, energy consumption has turned into a well-known research theme in cloud processing platforms. In order to optimize the total cost, i.e., deployment cost (CAPEX) in addition to operational cost in cloud (OPEX), several attempts have been made to create energy consumption models and develop energy-aware cost models. Particularly, [2]-[5] assumed a linear relationship of the server power consumption. They deduced models where consumption depended for the most part on CPU and linearly on its utilization, thereby minimizing the power consumption by using algorithms like bin-packing. Some other works proposed non-linear models, asserting that by running processes at the lowest possible speed, energy could be saved [6], [7]. In [8], the authors proposed two VM placement algorithms to minimize the virtual machine (VM) power consumption. An investigation by [9] demonstrated that a significant percentage of total energy consumed can be attributed to the transport and...
switching energy consumption. Notwithstanding, for server farm configuration, foreseeing CPU power alone is deficient as it represents a small amount of server power (commonly 20-30%) [10]. Instead, full-system power models that declare for non-CPU components (e.g., memory, disk, etc.) are needful.

III. THE PROPOSED MODEL

With a specific end goal to perform power management capacities at the server level, an adequately exact power model is fundamental. A basic rule of a power model that could be valuable at the server level is that the model ought to be depicted by easily accessible parameters. The CPU, memory, and disk are the major components that consume most of the system’s power. Therefore the server’s power model can be expressed as follows:

\[ P_{\text{SYS}} = P_{\text{CPU}} + P_{\text{RAM}} + P_{\text{DISK}} \]  

(1)

where PSY S represents system (server) total power. \( P_{\text{CPU}} \), \( P_{\text{RAM}} \) and \( P_{\text{DISK}} \) represent CPU, memory and disk power respectively. The reason for not using only a critical metric such as CPU utilization to model the server power consumption is because it may lead to inaccuracy as the power of memory and disk are not negligible in many cases.

A. CPU Power Model

One of the biggest power dependents of a server is CPU [11]. The processor’s energy loss comprises of a static and dynamic segment, with the static segment being around steady and the dynamic segment fluctuating with the action of the processor.

One main metric that has been recognized as a sensible portrayal of dynamic action is CPU utilization. To avoid training, the model can be simplified into a form with fixed parameters [13]:

\[ P_{\text{CPU}} = P_{\text{CPU-IDLE}} + (P_{\text{CPU-MAX}} X P_{\text{CPU-IDLE}}) U \]  

(2)

where \( P_{\text{CPU-IDLE}} \) and \( P_{\text{CPU-MAX}} \) respectively represent CPU idle (no activity) and maximum (100% utilization) of processor power, which can be measured by physical meter and \( U \) denotes the CPU utilization.

Considering a HP Proliant G5 server characterized by an idle and a maximum powers of 2248.8 and 3240 W respectively, the total power consumed for a CPU utilization of 30% will be 2546.16 W.

B. Memory Power Model

The second largest power consumer in a server is its memory due to the dominant role it plays in the overall system. Even in large systems main memory consumes about ~ 30% of the total power [15]. Memory power is mainly generated from memory assessing and page swapping. The memory power model considered in this work can be expressed as [16]:

\[ P_{\text{RAM}} = P_{\text{RAM-IDLE}} + P_{\text{ACTIVE}} \]  

(3)

where \( P_{\text{RAM-IDLE}} \) and \( P_{\text{ACTIVE}} \) represent the idle power and active power of the memory respectively. Equation 3 is used in our power model due to the fact that the memory is produced by different vendors and the architecture and design might differ. Table I shows the vendors for 4GB capacities [13]. Micron - which is one of the leading manufacturers of server memories - was considered as our benchmark for the prediction of the memory power. A system using 64GB of 4GB per memory stick consumes 190.4 W.

| Vendor      | Active Power (W) | Idle Power (W) |
|-------------|------------------|---------------|
| Hynix       | 8.6              | 3.8           |
| Qimonda     | 8.9              | 5.3           |
| Samsung     | 13.1             | 4.2           |
| Micron      | 9.3              | 2.6           |

C. Disk Power Model

Solid-State Drive (SSD) is currently the main type of secondary storage media used in data centre servers. SSDs have no moving mechanical components. Disk is the subsystem that is hardest to model correctly because of the difficulty arising due to the lack of visibility into the power states of the disk drive and the impact of disk hardware caches. SSDs comparatively consume lesser power than Hard-Disk Drives (HDD). The disk power model can be expressed as [17]:

\[ P_{\text{DISK}} = P_{\text{DISK-IDLE}} + C_r M_{\text{read}} + C_w M_{\text{write}} \]  

(4)

where \( M_{\text{read}} \) and \( M_{\text{write}} \) are read and write speeds respectively. \( C_r \) and \( C_w \) are constants. This model is known as the throughput-disk based model. The values for the parameters \( M_{\text{read}} \) and \( M_{\text{write}} \) are included in Table II of the virtual machine configurations according to [18] as due to the unknown state of the disk i.e., read or write, an average was considered for the experiment. Whereas, 0.00281 was used for both \( C_r \) and \( C_w \) parameters [19]. A 250GB system disk with an idle power of 7 W consumes 7.5 W.

IV. EXPERIMENTAL RESULTS

In order to evaluate the accuracy of the proposed power consumption model, various simulation scenarios are considered. We assumed a virtualized data centre infrastructure with \( M = 15 \) HP Proliant G5 Physical Machines (PM) having 96 cores, 256GB RAM and 3TB storage. We generated random VMs according the VM configuration given in Table II. Three simple VM placement algorithms referred to as First-Fit (FF), Best-Fit (BF) and Worst-Fit (WF) are used.
for the experiments. The FF algorithm allocates VMs to the first available PM whose resource capacities (CPU, RAM and Disk) are either equal or greater to the VM resource requirements. WF places VMs to the available PM with the largest resource capacities, whereas BF hosts VMs to the PMs with the least resources capacities. Once the VM placement is computed, the power consumption model is used to assess the amount of power consumed in the data centre. The algorithms were tested varying the total number N of the randomly generated VMs from 30 to 250. For each value of N, 25 scenarios are randomly generated and an average total power consumption is computed for each scenario.

Table 2: The Virtual Machine (VM) Configuration

| VM Type | vCPU | Memory (GB) | Disk (GB) | Read/Write (Mbps) |
|---------|------|-------------|-----------|-------------------|
| Cloud S | 3    | 4           | 50        | 34.5              |
| Cloud M | 4    | 8           | 100       | 69.5              |
| Cloud L | 5    | 12          | 150       | 103.2             |
| Cloud XL| 6    | 24          | 250       | 172.5             |

Figures 1 and 2 show a plot of the averages of the power consumption and number of PM used against the number of VMs respectively. One can notice that the power consumption rises up linearly with the number of VM requests. Both FF and BF algorithms show nearly the same linear curve of energy consumption with the increasing workload. The WF algorithms tends to have the worst predicted power in both large (250) and small (30) VM requests due to the using up of all available PMs. This is as a result of the algorithm balancing the load on all available PMs. However, FF and BF used less PMs as they tend to host VMs on fewer PMs as illustrated in Figure 2.

Fig. 1 Average Power Consumption

Fig. 2 Average number of used PMs

Figure 3 shows a plot of average power consumption considering two power consumption models. The former is the proposed one in which CPU, memory and disk are combined whereas the latter is using only CPU. One can notice that the CPU-only model does lead to inaccuracy. This can be explained by the fact that the proposed power model shows a significant difference when the other power consuming components i.e., memory and disk, are considered. Figure 4 draws the power consumption according to each power consuming component. Although CPU consumes a huge portion of the total resource power, memory and disk show a significant power consumption. Therefore, the memory and disk cannot be neglected.

Fig. 3 Resources vs CPU-only Power Consumption

Fig. 4 Power Consumption w.r.t N
V. CONCLUSION

We modeled a power model to estimate the PM power consumption with selected VM placement algorithms (BF, FF and WF). The power model takes into account the CPU, memory and disk resource utilizations. It is shown that the PM power estimated with our method reflects the variability of the three factors effectively. In addition, memory and disk show a significant power consumption, that is why these two parameters cannot be neglected any more when estimating the power consumption in a data centre. Our future work will continue to make the power prediction fairer by incorporating more power consuming components such as computer room air conditioning unit blowers.
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