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Abstract—Various automobile and mobility companies, for instance Ford, Uber and Waymo, are currently testing their pre-produced autonomous vehicle (AV) fleets on the public roads. However, due to rareness of the safety-critical cases and, effectively, unlimited number of possible traffic scenarios, these on-road testing efforts have been acknowledged as tedious, costly, and risky. In this study, we propose Accelerated Deployment framework to safely and efficiently estimate the AVs performance on public streets. We showed that by appropriately addressing the gradual accuracy improvement and adaptively selecting meaningful and safe environment under which the AV is deployed, the proposed framework yield to highly accurate estimation with much faster evaluation time, and more importantly, lower deployment risk. Our findings provide an answer to the currently heated and active discussions on how to properly test AV performance on public roads so as to achieve safe, efficient, and statistically-reliable testing framework for AV technologies.

I. INTRODUCTION

Many of the industrial leaders in automobiles, mobility providers, and intelligent systems in general are currently deploying their autonomous vehicle (AV) fleets on the public streets to learn from the real world traffic [1]. While the recent advances in robotics, machine learning, and big data computation have enabled these fleets to dynamically upgrade its perception, prediction, and control capabilities, the vast scenario space as well as the high degree of uncertainties of the traffic systems have rendered these AV deployment efforts to be overly cautious, extremely costly and time-consuming.

The predominant reason for this is the low exposure of the safety-critical events, such as crashes, that makes the training dataset sufficient for making statistical inference to be extremely large to the extent that collecting it under Naturalistic Field-Operational Test (N-FOT), i.e. on-road deployment, becomes time-consuming, risky, and costly [2], [3]. Google cars, Waymo, for instance, have logged over 3.5 million miles from four states in the USA: Washington, California, Arizona, and Texas [4]. While may seem large, this million-miles driving dataset only provides several observations of safety-critical events. Thus, obtaining a statistical estimate with high confidence level requires even much larger dataset.

The fatal accident involving an AV failing to respond to a pedestrian at night in Tempe Arizona, as well as several other reported AV failures, should effectively remind us that although such adverse events are rarely observed relative to the logged driving miles, once happened, the impact is catastrophic [5], [6]. Furthermore, the inherent nature of the AV intelligence exacerbates the effectiveness of conventional predefined scenario testing approaches such as test-matrix, or worst-case evaluation. The main reason is that these methods might fail to assess the ‘true’ capability of the AV system as it could be designed to excel ‘only’ under these predefined test scenarios. Meanwhile, if one were to assess its worst-case performance, information related to the probability of occurrences of such worst-case scenarios in real world is omitted and hence, an overly-conservative evaluation result will be concluded.

Addressing the above challenges, our contribution is predominantly to develop a safe and efficient way to test pre-produced AVs on public roads. The ‘pre-produced’ term here implies that the capability of AVs in question is yet to be assessed. The proposed framework uses the of recorded driving database, stochastic models for traffic systems, and the recent advances in machine learning and adaptive design theories to construct a surrogate model for the capability. The accuracy of the surrogate model will gradually increase as more data are observed from the real-world deployments. With improved estimation accuracy, we could purposefully select a scenario to evaluate at each deployment iteration based on its estimated risk and potential learning gain. It has been shown through numerical experiment in this study that with such framework, fewer number of deployments are needed to achieve the same accuracy level as that from random deployment. As such, we will refer to the proposed framework as ‘Accelerated Deployment’ hereafter. It is worth noting that Accelerated Deployment is applicable not only to AV test but also to the evaluation of intelligent system facing rare but safety-critical events such as field robots, medical assistive technologies, smart cities, etc.

The rest of this work will be presented as follows. In Section II we will concisely summarize the idea constituting the Accelerated Deployment framework. In Section III we will formulate the AV deployment problems in details. In Section IV we provide numerical experiment using the publicly available data and present our initial findings and discussions about the potentials and plausible shortcomings. Finally, we conclude and provide our future directions in Section V.
II. ACCELERATED DEPLOYMENT FRAMEWORK

The underlying idea of Accelerated Deployment framework is to strategically pick an environment to test the AV fleet. Various aspects including safety risk, potential learning, deployment cost, etc. can be used as determining factor when picking the environment. In contrast to random deployment that tests the AV under randomly picked environment, the selective picking scheme in the Accelerated Deployment framework raises concerns about the completeness of the approach in exploring the environment space. In other words, one has to be aware that such selectivity violates the randomness assumption that is inherent in the random deployment, and thus, an unaware inference based on these selectively picked environments might be biased.

This particular type of bias manifests itself in the form of ‘local confidence’, meaning that the test results might not be generalizable to the whole environment space. Ignoring this notion of ‘local confidence’ could yield to prematurely terminating the deployment iterations and over-confidently declaring the statistical confidence of the test results. In an iterative procedure such as our deployment problem, a proper terminating criteria is key to overcome the bias. In this study, we use multiple terminating criteria to fulfill this goal: (i) the estimation error at the final iteration should be at most some predefined tolerance $\tau$ to ensure the accuracy at the final iteration and (ii) the minimum number of deployment $\bar{N}$ should be sufficiently large so as to avoid terminating prematurely.

It is worth mentioning that problems dealing with making an inference from biased samples or experiments has been extensively studied, especially in the context of rare event analysis. One such interesting approach pertaining to AV evaluation studies is the Accelerated Evaluation (AE) framework [3], [7]. The main idea of AE is to ‘skew’ the sampling distribution from which an evaluating scenario is drawn so that the frequencies of observing a failure is amplified. Next, importance sampling mechanism [8] is deployed to ‘skew’ the test result back when making a real-world inference. It has been shown that when the skewing distribution is optimal, the testing duration can be reduced to several orders of magnitude while maintaining statistical accuracy.

III. PROBLEM FORMULATION

Consider a deployment problem for an AV with static and unknown capability. Let the capability be measured as the probability of encountering risky events $f(E)$ when the AV is deployed under environment $E \in E$, i.e. $f$ is a mapping from $d$-dimensional space to one-dimensional closed subspace of real number $[0, 1]$. We note that $E$ could be any multivariate variable representing various information related to the environment under which an AV fleet is deployed. Such information could be traffic situations, lane characteristics, weather conditions, or other environmental features that affect the capability of the AVs. As a surrogate model for $f$, we have $\hat{f}_\theta$ with $\theta \in \Theta$ represent the parameters for $\hat{f}$. Assume that with some optimal parameter $\theta^*$, $f \approx \hat{f}_{\theta^*}$. Our goal, then, is to obtain $\theta^*$ with which we could accurately estimate the capability of the AVs under any given $E$ as $\hat{f}_{\theta^*}(E)$.

Suppose that one has collected $n$ pairs of deployment environments and the corresponding real-world observed capabilities $\{\tilde{E}^n, f(\tilde{E}^n)\}$, where

$$\tilde{E}^n = \left[E^{(1)}, E^{(2)}, \ldots, E^{(n)}\right]^T$$

and

$$f \left(\tilde{E}^n\right) = \left[f \left(E^{(1)}\right), f \left(E^{(2)}\right), \ldots, f \left(E^{(n)}\right)\right]^T.$$  

Each $E^{(i)}$ represents the deployed environment at iteration $i$, $i = 1, 2, \ldots, n$. With this dataset, one can get an approximation for the parameters given the dataset $\hat{\theta} \mid \tilde{E}^n, f(\tilde{E}^n)$ by solving

$$\hat{\zeta}^{(n)} = \min_{\theta \in \Theta} \left\| f \left(\tilde{E}^n\right) - \hat{f}_\theta \left(\tilde{E}^n\right) \right\|,$$  

(1)

where the operator $\|\cdot\|$ returns the norm of the inside term. $\hat{\theta} \mid \tilde{E}^n, f(\tilde{E}^n)$, which will be denoted as $\theta^{(n)}$ hereafter, is the minimizer of $\hat{\zeta}^{(n)}$. One shall notice that by combining $f \approx \hat{f}_{\theta^*}$
With (2), we obtain $E$ to and $n$ difference between two consecutive best estimates, estimate with the real-world value. Otherwise, we use the $z$ critical especially when $g$ decision makers towards the estimation uncertainty then be used as the weight describing the averseness of the parameter $\theta$ estimation uncertainty associated with the $n$-th iteration parameter $\theta(n)$. Accounting for this uncertainty, which is critical especially when $z(n)$ is ‘noticeably large’ relative to $f(E(n))$ values, we define a nondecreasing function $\alpha(\cdot)$ in such a way that $\alpha(n)$ converges to 1 as $z(n) \to 0$. The sequence of $\alpha$ values for $n \in \mathbb{N}$, denoted hereby as $\alpha(n)$ will then be used as the weight describing the averseness of the decision makers towards the estimation uncertainty $z(n)$.

Let $g(E)$ denote learning gained from deployment under $E$. We use estimation error associated with $E$ as a proxy to quantify $g(E)$. As such, in the case we have observed $E$, we will use the difference between our current best estimate with the real-world value. Otherwise, we use the difference between two consecutive best estimates, $\hat{f}_{\theta(n)}(E)$ and $\hat{f}_{\theta(n-1)}(E)$.

$$g(E) = \begin{cases} f(E) - \hat{f}_{\theta(n)}(E), & E \in \hat{E}^n \\ \hat{f}_{\theta(n)}(E) - \hat{f}_{\theta(n-1)}(E), & \text{otherwise} \end{cases}$$

(2)

With (2), we obtain $E^{(n+1)}$ as the maximizer of

$$\max_{E \in E^{(n+1)}} g(E),$$

(3)

where

$$E^{(n+1)} = \left\{ \hat{E} : \alpha(n) \cdot \hat{f}_{\theta(n)}(\hat{E}) + \left(1 - \alpha(n)\right) z(n) \leq \xi \right\}$$

(4)

is the feasible region for the $n + 1$-th deployment environment. Given some fixed risk tolerance $\xi$, this feasible region will expand as $n$ increases because the term $\left(1 - \alpha(n)\right) z(n)$ decreases in $n$ by construction. Such an expansion of the feasible region allows (3) to return riskier environment $E^{(n+1)}$ as the estimation accuracy improves in the number of deployments $n$.

In the following subsections, we will delve into how we define the probability of engaging in risky events and the surrogate model form used in regard to this formulation.

A. Probability of Engaging in Risky Events

The notion of capability of an AV system can be seen as how safe it can interact with other road users under various deployment situations. If we treat its capability as static, then the various deployment situations can well be described by the various environments under which the AV system is deployed. In other words, we can view it as ‘how well the AV system can avoid engaging in risky events under the various environments it is deployed’. Given the structure of the available driving database that provides the state of the vehicle and its distance and relative speed to other encountered road users, the later view seems more suitable in quantifying the AV system capability. Moreover, this approach has also been extensively used by other researchers in quantifying the risk related to driving behavior or safety risk [9], [10].

Suppose that we have some criteria for the risky events of interest $\varepsilon$. An event $x$ is said to be risky if $\mathbb{1}(x \in \varepsilon) = 1$. The function $\mathbb{1}(\cdot)$ is an indicator function returning value 1 if the argument is true, and 0 otherwise. Thus, the probability of encountering risky events under environment $E$ is

$$\mathbb{P}(E) = \mathbb{E}_x[\mathbb{1}(x \in \varepsilon)].$$

(5)

If we have sufficiently large $N$ instances of the random events, i.e. $\{x^{(1)}, x^{(2)}, \ldots, x^{(N)}\}$, then

$$\hat{p}(E) = \frac{1}{N} \sum_{j=1}^{N} \mathbb{1}(x^{(j)} \in \varepsilon)$$

(6)

provides unbiased estimator for $\mathbb{P}(E)$. Thus, we use $\hat{p}(E)$ in (6) as a way to compute $f(E)$.

We will use a two-dimensional environmental space $E = (E_1, E_2)$ to initiate the discussion as well as conduct numerical experiment in this study. $E_1$ represents the predefined route clusters while $E_2$ represents the time of the day an AV is deployed. Suppose that we have $m_1$ route clusters, where the routes in the same cluster are considered similar in risk and $m_2$ groups of distinct time of the day. Then

![Fig. 2: The temporal trend of probability of risky events over a 24-hour period](image)

![Fig. 3: The spatial trend of the probability of risky events over the routes (the 329 routes are pre-segmented into 16 route clusters)](image)
the cardinality of the environment space $|\mathcal{E}| = m_1 \times m_2$. If one were to construct a sequence of $n$ deployments of reasonable size, even if such deployments are evaluated using computer simulation, the number of possible permutations will be $m_1 \times m_2 P_n^m$, which is generally a huge number and thus simply intractable.

### B. Surrogate Model Form

To further ensure that $\hat{f}_\theta$ properly track $f$ under well fine-tuned $\theta$, we formulate $\hat{f}_\theta$ as a piecewise linear intensity model [11], [12]. We use the Non-Homogeneous Poisson Process (NHPP) model [13], [14] to describe the risk intensities of the traffic system in an area of interest. Although one could presume that the risky events are positively correlated with traffic densities, i.e. the denser the traffic is, the more likely a risky event would occur, our initial analysis does not support this premise. In Fig 2, one sees that while the traffic represented by the number of observation during nighttime between 00:00 until 04:00 is decreasing overall, the probability of risky events eventually does not, which could be explained by the safety hazard related to nighttime shift driving, fatigue, drowsy driving, etc. We refer interested reader to [15] for an elaborated discussion on night-time driving risk.

Under NHPP scheme, $\lambda(t)$, which is called intensity function at $t$, represents the rate at which the risk change at time $t$ in the system. It is obvious that such $\lambda(t)$ would be positive for some $t$ before the peak hour period and would be negative after the peak hour period in our context. The term 'piecewise' here refers to the fact that $\lambda(t)$ would be a piecewise function in $t$ consisting of $m_2$ pieces. In Figure 3 we provide a pictorial representation of this notion of risk intensities. With this definition, the cumulative intensity function $\Lambda(t)$, which is defined as

$$\Lambda(t) = \int_0^t \lambda(\tau) d\tau, \quad (7)$$

represents the probability of AV engaging or encountering risky events at time $t$.

Recall that there are $m_2$ distinct time groups, i.e. the times of the day are grouped into $[0, t_1), [t_1, t_2), \ldots, [t_{m_2-1}, 24)$. To apply (7), we should have $\lambda_1, \lambda_2, \ldots, \lambda_{m_2}$ and $\lambda(t) = \lambda_k$ when $t$ is in $k$-th time group, for any $t \in [0, 24)$. Therefore, we define $\hat{f}_\theta(E) = \hat{f}_\theta(E_1, E_2)$ as

$$\hat{f}_\theta(E_1, E_2) = \theta_1 \lambda(E_1)(\theta_2 + \Lambda(E_2)), \quad (8)$$

where $l(E_1)$ is the route cluster associated with $E_1$. The parameter vectors can be decomposed into $\theta = [\theta_1, \theta_2]$. Here $\theta_1 = [\theta_1^1, \theta_1^2, \ldots, \theta_1^{m_2}]$ and $\theta_2 = [\theta_2^1, \theta_2^2, \ldots, \theta_2^{m_2-1}]$ are associated with route and time, respectively. In the following analysis, we will refer to $\theta_1$ as the spatial parameter and $\theta_2$ as the temporal parameter for the surrogate model. This choice of parameters is derived from Figure 2 and Figure 3. From these figures, we see the temporal factor results in a clear pattern of risk. Furthermore, we observed that some routes are lower in risk while the others are higher. Thus, to reduce the number of parameters, we will later cluster the routes based on the risk and the number of data logged during the experiment. Note that it is sufficient to estimate only the first $m_2 - 1$ elements of the temporal parameters and let the last intensity $\theta_2^{m_2}$ be dynamically adjusted to model a periodic or cyclic behavior. This notion of periodicity is indeed a feature that we are keen to accommodate to describe the cyclic nature of the traffic densities, with a period of one day. Thus, we could remove $\theta_2^{m_2}$ and append $\theta_2^0$ in $\theta_2$ as an additional parameter to estimate to determine the base level of risk. Therefore, at the end, we have $m_1 + m_2$ total number of parameters to estimate under this surrogate model form.

### IV. EXPERIMENT AND FINDINGS

In this section, we present the settings and findings from our numerical experiment.

#### A. Experiment

In our experiment, we used Safety Pilot Model Deployment (SPMD) one-month dataset [16] to define the set of deployment environment $\mathcal{E}$ as well as the risk profile $f(E), \forall E \in \mathcal{E}$. We indicated a risky event status for any instances satisfying (i) range $R \leq 10$ feet, (ii) range rate

---

**Fig 4**: The use of intensity model in describing the increasing and decreasing driving risk trends in a 24-hour period

**Fig 5**: The risk profile in terms of probability of risky events over the environment space
In SPMD terms, range denotes the distance between any logged encounters and the range rate refers to their relative velocity. Note that for analysis purpose, we had generated these values a priori but only used the selected scenarios for fine-tuning $\theta$ and treated the observed risks as if they were obtained from the real world deployments. In a real AV deployment problem, one, of course, would not have an access to the complete profile of $f(E)$ and would only observe one instance each time a deployment iteration is performed.

We conducted a preliminary analysis on the one-month SPMD data, preprocessed, then discretized the environment for tractability reason. In the process, we reduced the number of the routes from 329 as queried from the database by clustering them using $k$-means algorithm into $m_1 = 16$ route clusters. Besides, we discretized the 24-hour continuous cyclical time period time into $m_2 = 8$ time groups, each of which comprise a 3-hour time period. After preprocessing the data, we plotted the target risk profile as shown in Figure 5.

We then applied the Accelerated Deployment framework to evaluate the capability of the AV system assuming it would be perform at least as good as the driving recorded in the data. As the deployment problem settings, we set $\xi = 0.02$, the tolerance for average estimation error $\tau = 7.5^{-4}$ and the minimum number of deployments $\bar{N} = 100$. Further, we used $\alpha(n) = n / (n + M z(n))$. Coping with the number of parameters to estimate, we started the framework with training samples of 25, randomly sampled. The framework terminated with results summarized in Table 1, where we also provide in Figure 6 a summary of one thousand replicated experiments. Besides, we highlight the estimation accuracy and the search behavior over the number of iterations in Figure 7.

**B. Findings**

Our findings will be discussed in three parts: the overall performance, search behavior, and estimation accuracy trend.

1) The overall performance: From Table 1 we see that the performance of the Accelerated Deployment framework is superior compared to the random deployment. It is clear that the Accelerated Deployment is less exposed to safety risk compared to random deployment in both mean and standard deviation. While the magnitude may seem too small to notice, we remind the readers that AV deployment problems deal with rare events with safety-critical consequences - a small change in probability of occurrence matters. Furthermore, these risk exposure value is averaged over the number of deployment iterations. With Accelerated Deployment having lower deployment risk, lower spread (in terms of standard deviation), and more importantly, fewer number of iterations, the cumulative deployment risk is significantly less compared to that of random deployment (see the spread and the estimation error trend in Figure 6).

Besides, we also note that we terminate in $n^* = 100$ iterations with Accelerated Deployment with an average estimation error of $5.94 \times 10^{-4}$ and would have terminated in $n^* = 564$ with random deployment with $7.48 \times 10^{-4}$ average estimation error. Thus, we achieve a 5.64 times faster deployment time, higher accuracy, and more importantly, less risky deployments. It is worth noting that had we ignored the minimum number of $\bar{N} = 100$ iterations, the Accelerated Deployment framework would have terminated in only 61 iterations and achieved $7.42 \times 10^{-4}$ average estimation error.

2) Search behavior: We investigate how versatile our framework in managing the deployment risk. In Figure 5 we show how risk varies both spatially and temporally in the environments. We observe from Figure 3 that some routes can be considered riskier than the other. Our observation from the search behavior highlights that the framework selects deployment on a particular cluster, try its best to obtain good accuracy by deploying in that cluster, then move to the other ‘unexplored’ clusters. In Figure 7 we show how the earlier iterations (i.e. Deployment A, B, and C) chose Cluster 9 (blue routes) and later (Deployment D) moves to Cluster 14 (purple routes).

This behavior is also inferred from the sudden increases in the average estimation errors in Figure 7. When the framework selected an ‘unexplored region’, the error in-
creases dramatically, suggesting a ‘new’ region exploration is performed. Realizing this behavior, we note that it is important to ensure that the deployments are not locally concentrated around the safe regions. In other words, devising a proper stopping criteria for the deployments that address both exploration degree as well as target accuracy is critical in order to be able to declare a statistical guarantee on the performance of the AV fleet over the whole environment space. Otherwise, one would most likely stop prematurely after guaranteeing the performance level locally only on the safe subset of the environment space.

V. CONCLUSION

In this study, we propose a safe and efficient framework to test a pre-produced AV on public streets. By adaptively and purposefully selecting the deployment environment after observing the information encoded from all the previous deployments, the proposed Accelerated Deployment framework gradually shifts from risk-averse to risk-taker as the estimation accuracy increases. This is suitable for evaluating AV systems or any types intelligent physical systems facing rare event with catastrophic failures. The numerical result shows that the framework is able to achieve a shorter evaluation period, safer deployment operations, and higher accuracy. Though, we are cognizant in a plausible cases of terminating prematurely based on local confidence or over-generalizing the test result. As such, we introduced an additional stopping criterion of a minimum number of deployment iterations. Our next work will investigate how to systematically determine the minimum number of deployments to statistically deal with biased inference. We believe that addressing this issue would be highly beneficial to increase affordableness and statistically guarantee the accuracy of the real-world testing for AV systems.

TABLE I: Numerical performance in terms of risk \( f \), estimation error \( z \), and number of deployment iterations \( n^* \)

| Deployment Strategy       | \( \text{Avg } f \) | \( \text{Std } f \) | \( \text{Avg } z \) | \( n^* \) | Acc. Ratio |
|---------------------------|---------------------|---------------------|---------------------|--------|-----------|
| Accelerated Deployment    | \( 2.40 \times 10^{-3} \) | \( 7.30 \times 10^{-3} \) | \( 5.94 \times 10^{-4} \) | 100    | 5.64 times |
| Random Deployment         | \( 4.60 \times 10^{-3} \) | \( 1.12 \times 10^{-2} \) | \( 1.12 \times 10^{-3} \) | 564    | 1.00 (baseline) |
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