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Abstract
A definition of \(d\)-dimensional \(n\)-Meixner random vectors is given first. This definition involves the commutators of their semi-quantum operators. After that we focus on the 1-Meixner random vectors and derive a system of \(d\) partial differential equations satisfied by their Laplace transform. We provide a set of necessary conditions for this system to be integrable. We use these conditions to give a complete characterization of all non-degenerate three-dimensional 1-Meixner random vectors. It must be mentioned that the three-dimensional case produces the first example in which the components of a 1-Meixner random vector cannot be reduced, via an injective linear transformation, to three independent classic Meixner random variables.
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1 Introduction
Since its discovery in [6], the class of Meixner random variables has been intensively studied by many authors. It seems that, among the six types of random variables belonging to this class (after a shifting and re-scaling): Gaussian, Poisson, negative binomial, Gamma, two parameter hyperbolic secant, and binomial, the two simplest should be the Gaussian and Poisson ones. This is apparent from the fact that the
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principal Szegő–Jacobi parameters, \( \{\omega_n\}_{n \geq 1} \), for these two types of random variables, can be expressed as a linear function (with no constant term) of \( n \),

\[
\omega_n = tn,
\]

where \( t \) is a nonnegative number, while for the other four types, these parameters are quadratic functions (with no constant term) of \( n \),

\[
\omega_n = \beta n^2 + (t - \beta)n,
\]

where either both \( \beta \) and \( t \) are non-negative, or \( \beta \) is negative and \( t \) is a negative integer multiple of \( \beta \) (hence \( t \) is positive).

However, as it was pointed out in [8], from the point of view of the commutator between the semi-quantum operators generated by each classic Meixner random variable, the two simplest are the Gaussian and Gamma distributed ones.

There are some possible reasons why the Gamma distributed random variables could be considered more “basic” than the Poisson random variables. First of all, by looking only at the simplicity of the principal Szegő–Jacobi parameters, \( \{\omega_n\}_{n \geq 1} \), means to ignore the importance of the secondary Szegő–Jacobi parameters, \( \{\alpha_n\}_{n \geq 0} \), which for all classic Meixner random variables are linear functions of \( n \):

\[
\alpha_n = \alpha n + \alpha_0,
\]

for all \( n \geq 0 \), where \( \alpha \) and \( \alpha_0 \) are both fixed real numbers. For the Gamma and Gaussian distributed random variables, the fixed real numbers \( \alpha \) and \( \beta \) are not independent of each other, but they are linked by the relation:

\[
\alpha^2 = 4\beta.
\]

The Szegő–Jacobi parameters make sense in the one-dimensional case. It has been proposed in [1] and [2] that a good replacement of the Szegő–Jacobi parameters, in the multi-dimensional case, is given by the quantum operators: creation, preservation, and annihilation operators. For polynomially symmetric random vectors, the preservation operators vanish, see [1]. For this reason, it is much easier to study the polynomially symmetric random vectors than the non-symmetric ones. In the symmetric case, the multiplication operator generated by each random variable (assumed to have finite moments of all orders) is the sum of only two operators: creation and annihilation operators. For non-symmetric random vectors, the preservation operators play a significant role. In order to capture the effect of these operators, and still treat the multiplication operator generated by each random variable as a sum of only two operators, in [7], each preservation operator was split into two halves. One half was added to the corresponding creation operator, while the other half was added to the annihilation operator. In this way, the semi-quantum operators: semi-creation and semi-annihilation operators were defined, and the multiplication operator generated by each random variable can also be written as a sum of only two semi-quantum operators. Moreover, by splitting the preservation operators into two equal parts, the
fact that each semi-creation operator is the polynomial dual of its corresponding semi-annihilation operator was preserved. In this way, the non-symmetric random vectors can be treated similarly to the symmetric ones.

It must also be mentioned that using the semi-quantum operators, rather than the quantum operators, it was possible not only to give an elegant way to describe the Gamma and Gaussian random variables, using only one condition, but to also come up with the definition of a countable family of Meixner classes. Each class is determined by the number of nested commutators involving the semi-quantum operators, see [8]. Thus for example, the Gamma and Gaussian use only one commutator, while the class of classic Meixner random variables is described by two nested commutators.

In [8] the non-degenerate two-dimensional 1-Meixner random vectors were characterized. The method used in that paper was particular to the two-dimensional case, and did not give any indication about how to proceed in the multi-dimensional case. In the two-dimensional case, the components of a 1-Meixner random vector can be reduced, via an injective affine transformation, to two independent classic Gamma or Gaussian random variables.

In this paper, we find first a system of $d$ linear partial differential equations satisfied by the Laplace transform of a non-degenerate $d$-dimensional 1-Meixner random vector. Then we find a set of necessary conditions for the integrability of this system of linear partial differential equations. Finally, we give a complete characterization of all non-degenerate three-dimensional 1-Meixner random vectors. The important thing that will appear in our characterization is the fact that there are non-degenerate three-dimensional Meixner random vectors whose components cannot be reduced, via any injective affine transformation, to three independent random variables. This fact is of great importance, because it shows the power of the quantum and semi-quantum operators as natural extensions of the classic Szegő–Jacobi parameters to the multi-dimensional case.

The paper is structured as follows. In Sect. 2, we give a minimal background of quantum and semi-quantum operators. In Sect. 3, we review the Meixner random variables. In Sect. 4, we present a set of simplifying assumptions and consistency conditions. In Sect. 5, we present a system of partial differential equations which has to be satisfied by the Laplace transform of any $d$-dimensional 1-Meixner random vector, for all natural numbers $d$. In Sect. 6, we find a necessary condition for the existence of solutions for this system. In Sect. 7, we describe all solutions of the system in the particular case $d = 3$. Finally, in Appendix, we present calculations of the Laplace transforms of measures that match the solutions found in the three-dimensional case.

2 Background

Throughout this paper we consider $d$ random variables, $X_1, X_2, \ldots, X_d$, having finite moments of all orders, and defined on the same probability space $(\Omega, \mathcal{F}, P)$, where $d$ is a fixed natural number. We define the space:

$$F := \{f(X_1, X_2, \ldots, X_d) \mid f \text{ is polynomial}\},$$
and call it the space of all polynomial random variables in $X_1, X_2, \ldots, X_d$. The polynomials $f$ in this definition are polynomials of $d$ variables with complex coefficients.

For each non-negative integer $n$, we define the space:

$$F_n := \{ f(X_1, X_2, \ldots, X_d) \mid f \text{ is polynomial of degree at most } n \}.$$ 

Since $X_1, X_2, \ldots, X_d$ have finite moments of all orders, we have:

$$\mathbb{C} \equiv F_0 \subseteq F_1 \subseteq F_2 \subseteq \cdots \subseteq F \subseteq L^2(\Omega, \mathcal{F}, P).$$

Moreover, since for each $n \geq 0$, $F_n$ is a finite dimensional vector space, we conclude that $F_n$ is a closed subspace of $L^2(\Omega, \mathcal{F}, P)$.

Since the spaces $\{F_n\}_{n \geq 0}$ are closed and contained one into another, we can orthogonalize them with respect to the inner product, $\langle \cdot, \cdot \rangle$, of the space $L^2(\Omega, \mathcal{F}, P)$. Thus, we define:

$$G_0 := F_0,$$

and for all $n \geq 1$,

$$G_n := F_n \ominus F_{n-1},$$

that means $G_n$ is the orthogonal complement of $F_{n-1}$ in $F_n$. For each $n \geq 0$, we call $G_n$ the $n$-th homogenous chaos space generated by $X_1, X_2, \ldots, X_d$. We also call every random variable $f(X_1, X_2, \ldots, X_d)$ in $G_n$ a homogenous polynomial random variable of degree $n$ (here, the word “homogenous” does not have the classic meaning that all terms have the same degree).

Define the spaces $F_{-1} = G_{-1} = \{0\}$, where $\{0\}$ denotes the null space.

We change now the way that we view the random variables $X_1, X_2, \ldots, X_d$, by regarding them as the multiplication operators that they generate. That means, for each $i \in \{1, 2, \ldots, d\}$, we consider the linear operator going from $F$ to $F$, defined by:

$$f(X_1, X_2, \ldots, X_d) \mapsto X_i f(X_1, X_2, \ldots, X_d).$$

For all $i \in \{1, 2, \ldots, d\}$, we denote this operator by $X_i$.

In what follows, instead of $f(X_1, X_2, \ldots, X_d)$, we write briefly $f$.

Regarding the multiplication operators $X_1, X_2, \ldots, X_d$, we have the following lemma that can be found in [3], Theorem 1, p. 6, (see also [1], Lemma 2.1., p. 487).

**Lemma 1** For all $i \in \{1, 2, \ldots, d\}$ and all non-negative integers $n$, we have:

$$X_i G_n \perp G_k,$$

for all $k \neq n - 1, n, n + 1$, where “$\perp$” means “orthogonal to”.

\( \square \) Springer
From this lemma, we conclude that, for all $i \in \{1, 2, \ldots, d\}$ and all $n \geq 0$, we have:

$$X_i G_n \subseteq G_{n-1} \oplus G_n \oplus G_{n+1}.$$  

That means if $f \in G_n$, there exist and are unique three homogenous polynomial random variables: $f_{n-1,i} \in G_{n-1}$, $f_{n,i} \in G_n$, and $f_{n+1,i} \in G_{n+1}$, such that:

$$X_i f = f_{n-1,i} + f_{n,i} + f_{n+1,i}.$$ 

We define the following linear operators:

$$D_n^-(i) : G_n \to G_{n-1},$$

$$D_n^-(i) f := f_{n-1,i},$$

and call $D_n^-(i)$ an annihilation operator, since it decreases the degree of a homogenous polynomial by one unit,

$$D_n^0(i) : G_n \to G_n,$$

$$D_n^0(i) f := f_{n,i},$$

and call $D_n^0(i)$ a preservation operator, because it preserves the degree of a homogenous polynomial, and

$$D_n^+(i) : G_n \to G_{n+1},$$

$$D_n^+(i) f := f_{n+1,i},$$

and call $D_n^+(i)$ a creation operator, due to the fact that it increases the degree of a homogenous polynomial by one unit.

Lemma 1 can be written now:

**Lemma 2**  For all $1 \leq i \leq d$ and all $n \geq 0$, we have:

$$X_i | G_n = D_n^-(i) + D_n^0(i) + D_n^+(i),$$

where $X_i | G_n$ is the restriction of the multiplication operator $X_i$ to the space $G_n$.

We extend now, by linearity, the definition of the annihilation, preservation, and creation operators to the space $F$ of all polynomial random variables, in the following way. If $f \in F$, then there exist and are unique homogenous polynomial random variables $f_0 \in G_0$, $f_1 \in G_1$, $f_2 \in G_2$, \ldots, with only finitely many of them being different from zero, such that:

$$f = f_0 + f_1 + f_2 + \cdots.$$ 

We define the $i$-th annihilation operator by:

$$a^-(i) f = D_0^-(i) f_0 + D_1^-(i) f_1 + D_2^-(i) f_2 + \cdots,$$


\(i\)-th preservation operator by:

\[ a^0(i) f = D_0^0(i) f_0 + D_1^0(i) f_1 + D_2^0(i) f_2 + \cdots , \]

and \(i\)-th creation operator by:

\[ a^+(i) f = D_0^+ (i) f_0 + D_1^+ (i) f_1 + D_2^+ (i) f_2 + \cdots . \]

Lemma 1 becomes now:

**Lemma 3** For all \(i \in \{1, 2, \ldots, d\}\), we have:

\[ X_i = a^-(i) + a^0(i) + a^+(i), \]

where the domain of \(X_i\), \(a^-(i)\), \(a^0(i)\), and \(a^+(i)\) is considered to be the space \(F\) of all polynomial random variables.

We call the operators: \(\{a^-(i)\}_{1 \leq i \leq d}, \{a^0(i)\}_{1 \leq i \leq d}\), and \(\{a^+(i)\}_{1 \leq i \leq d}\) the joint quantum operators of \(X_1, X_2, \ldots, X_d\). It is not hard to see that, for all \(i \in \{1, 2, \ldots, d\}\), we have:

\[ (a^+(i))^* = a^-(i) \]

and

\[ (a^0(i))^* = a^0(i), \]

where the above duality is a polynomial duality, that means, for all \(f\) and \(g\) in \(F\), we have:

\[ \langle a^+(i) f, g \rangle = \langle f, a^-(i) g \rangle \]

and

\[ \langle a^0(i) f, g \rangle = \langle f, a^0(i) g \rangle. \]

It is clear that for all \(i\) and \(j\) in \(\{1, 2, \ldots, d\}\), the multiplication operators by \(X_i\) and \(X_j\) commute, that means:

\[ X_i X_j = X_j X_i. \]

It was shown in [1] and [2] that the commutativity of the multiplication operators by \(X_i\) and \(X_j\) is equivalent, in terms of the commutators of the joint quantum operators,
to the following set of rules:

\[
[a^-(i), a^-(j)] = 0, 
\]

(1)

\[
[a^-(i), a^0(j)] = [a^-(j), a^0(i)],
\]

(2)

\[
[a^0(i), a^0(j)] = [a^-(j), a^+(i)] - [a^-(i), a^+(j)],
\]

(3)

\[
[a^0(i), a^+(j)] = [a^0(j), a^+(i)],
\]

(4)

and

\[
[a^+(i), a^+(j)] = 0.
\]

(5)

We refer to the commutation rules (1), (2), (3), (4), and (5), as the axioms of Commutative Probability.

For all \(i \in \{1, 2, \ldots, d\}\), we define the linear operators:

\[
U_i, V_i : \mathbb{F} \rightarrow \mathbb{F},
\]

\[
U_i = a^-(i) + \frac{1}{2}a^0(i)
\]

and

\[
V_i = a^+(i) + \frac{1}{2}a^0(i).
\]

For all \(i \in \{1, 2, \ldots, d\}\), we call \(U_i\) a semi-annihilation operator, and \(V_i\) a semi-creation operator. We also call \(\{U_i\}_{1 \leq i \leq d}\) and \(\{V_i\}_{1 \leq i \leq d}\) the joint semi-quantum operators generated by \(X_1, X_2, \ldots, X_d\).

It is now clear that, for all \(i \in \{1, 2, \ldots, d\}\), we have:

\[
X_i = U_i + V_i
\]

and

\[
V_i^* = U_i,
\]

where the above duality is, as before, only a polynomial duality.

As it was shown in [7], the axioms of Commutative Probability can be written now in terms of the commutators involving the joint semi-quantum operators as any one of the following three equivalent statements:

1. For all \((i, j) \in \{1, 2, \ldots, d\}^2\), we have:

\[
[U_i, X_j] = [U_j, X_i].
\]
2. For all \((i, j) \in \{1, 2, \ldots, d\}^2\), we have:

\[
[X_i, V_j] = [X_j, V_i].
\]

3. For all \((i, j) \in \{1, 2, \ldots, d\}^2\), the operators \([U_i, X_j]\) and \([X_i, V_j]\) are polynomially self-adjoint.

Let us see what this general theory becomes in the one-dimensional case, \(d = 1\). For \(d = 1\), there is no need to use subscripts since we are dealing with only one random variable, \(X\), one creation, \(a^+\), one preservation, \(a^0\), one annihilation, \(a^-\), one semi-creation, \(V\), and one semi-annihilation operator, \(U\).

For all \(n \geq 0\), since the co-dimension of the space \(F_{n-1}\) (spanned by \(1, X, \ldots, X^{n-1}\)) into \(F_n\) (spanned by \(1, X, \ldots, X^n\)) is at most 1, the homogenous chaos space \(G_n = F_n \ominus F_{n-1}\) has dimension at most 1. If the random variable \(X\) takes on only a finite number, \(k\), of different values, with positive probability, then we have:

\[
\dim(G_n) = \begin{cases} 
1 & \text{if } n \leq k - 1 \\
0 & \text{if } n \geq k 
\end{cases}.
\]

where “\(\dim\)” denotes the dimension. If the probability distribution, of the random variable \(X\), has an infinite support, then, for all \(n \geq 0\), we have:

\[
\dim(G_n) = 1.
\]

If \(\dim(G_n) = 1\), then there exists a unique polynomial \(f_n \in G_n\), having the leading coefficient equal to 1. Because \(X G_n \subseteq G_{n+1} + G_n + G_{n-1}\), there exist \(\alpha_n\) and \(\omega_n\) real numbers, such that:

\[
X f_n(X) = f_{n+1}(X) + \alpha_n f_n(X) + \omega_n f_{n-1}(X).
\]

For \(n = 0\), because \(f_{-1} = 0\), we can choose \(\omega_0\) as we please. The real numbers \(\{\alpha_n\}_{n \geq 0}\) and \(\{\omega_n\}_{n \geq 1}\) are called the \(\text{Szegö–Jacobi parameters of } X\).

In the case \(d = 1\), for all \(n \geq 0\), we have:

\[
a^- f_n = \omega_n f_{n-1},
\]

\[
a^0 f_n = \alpha_n f_n,
\]

\[
a^+ f_n = f_{n+1},
\]

\[
U f_n = \frac{\alpha_n}{2} f_n + \omega_n f_{n-1},
\]

and

\[
V f_n = f_{n+1} + \frac{\alpha_n}{2} f_n.
\]
3 d-Dimensional n-Meixner Random Vectors: Definition and General Properties

We review now the classic Meixner random variables.

**Definition 1** A real valued random variable $X$, having finite moments of all orders, is called a *classic Meixner random variable* if its Szegő–Jacobi parameters are of the form:

$$\alpha_n = \alpha n + \alpha_0$$

and

$$\omega_n = \beta n^2 + (t - \beta)n,$$

for all $n \geq 1$, where $\alpha$, $\alpha_0$, $\beta$, and $t$ are fixed real numbers such that one of the two possible scenarios happens:

1. $\beta \geq 0$ and $t \geq 0$.
2. $\beta < 0$ and $t \in -\mathbb{N}\beta$.

Of course, if $t = 0$, then $\omega_1 = 0$, and so $X$ is a constant random variable, since the $L^2$-norm of the 1-degree monic orthogonal polynomial is $\| f_1 \|_2^2 = \omega_1 = 0$. This case is not interesting, and we are going to assume that $t > 0$.

We may also assume that $\alpha \geq 0$ since otherwise, we can replace $X$ by $-X$.

There are six types of Meixner random variables:

- If $\alpha = \beta = 0$, then $X$ is a *Gaussian* random variable, i.e., a continuous random variable given by the density function

$$f(x) = \frac{1}{\sqrt{2\pi t}} e^{-(x-\alpha_0)^2/(2t)},$$

- If $\beta = 0$ and $\alpha \neq 0$, then $X$ is a shifted and re-scaled *Poisson* random variable, i.e.,

$$\mu_X = \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} e^{-\lambda} \delta_{\alpha(k-\lambda)+\alpha_0},$$

where $\lambda := t/\alpha^2$.

- If $\beta > 0$ and $\alpha^2 > 4\beta$, then $X$ is a shifted *Pascal (negative binomial)* random variable, i.e.,

$$\mu_X = \sum_{k=0}^{\infty} \frac{\Gamma(r+k)}{k! \Gamma(r)} p^r (1 - p)^k \delta_{[2t/(\alpha+d)]+\alpha_0},$$

where $d := \sqrt{\alpha^2 - 4\beta}$, $p := 2d/(\alpha + d)$, $r := t/\beta$. 
– If $\beta > 0$ and $\alpha^2 = 4\beta$, then $X$ is a shifted and re-scaled Gamma distributed random variable with shift parameter $2t/\alpha$ and scaling parameter $\alpha/2$, i.e.,

$$f(x) = \frac{2^{2t/\alpha}}{\alpha^{2t/\alpha} \Gamma(2t/\alpha)} x^{(2t/\alpha)-1} e^{-2x/\alpha} 1_{(0,\infty)}.$$

– If $\beta > 0$ and $\alpha^2 < 4\beta$, then up to a translation, $X$ is a two parameter hyperbolic secant random variable:

$$f(x) = c e^{2\theta x/\gamma} \left| \Gamma(k + i x \gamma) \right|^2,$$

where $\gamma := \sqrt{4\beta - \alpha^2}$ and $\gamma + i \alpha = r e^{i \theta}$, with $-\pi/2 < \theta < \pi/2$, $k := 2t/(r \gamma)$.

– If $\beta < 0$, then $t \in -\mathbb{N}\beta$, and in this case, up to a shifting and re-scaling, $X$ is a binomial random variable:

$$\mu_X = \sum_{k=0}^{n} \binom{n}{k} p^k (1-p)^{n-k} \delta_k,$$

where $n := -t/\beta$, $p := (1/2) \pm (1/2) \sqrt{c/(4 + c)}$, and $c := -\alpha^2/\beta \geq 0$.

In [7], it was shown that the shifted and re-scaled Gamma distributed random variables (Meixner with $\alpha^2 = 4\beta > 0$) and the Gaussian random variables (Meixner with $\alpha = \beta = 0$) are exactly those random variables $X$, having finite moments of all orders, for which the commutator between the semi-annihilation operator $U$ and $X$ is of the form:

$$[U, X] = bX + cI,$$  \hspace{1cm} (6)

where $b$ and $c$ are real numbers. Using the polynomial duality between $U$ and $V$, where $V$ denotes the semi-creation operator of $X$, this condition is equivalent to:

$$[X, V] = bX + cI.$$  \hspace{1cm} (7)

We must mention that the equality (6) makes sense since one of the axioms of Commutative Probability says that $[U, X]$ is a polynomially self-adjoint operator. The shifted multiplication operator $bX + cI$ from the right of (6) is clearly self-adjoint. If $[U, X]$ where not self-adjoint, then equality (6) would have been impossible.

It was also shown in [9] that the classic Meixner random variables (all six of them) are exactly those random variables $X$, having finite moments of all order, for which the double commutator $[[U, X], X]$ is of the form:

$$[[U, X], X] = bV - bU = b(X - 2U),$$  \hspace{1cm} (8)

where $b$ is a real number. One may wonder why the right-hand side of (8) looks much different than the right-hand side of (6). The reason is that while the commutator
[U, X], from the left-hand side of (6), is polynomially self-adjoint, the double commutator [[U, X], X], from the left-hand side of (8), is polynomially anti-self-adjoint. Thus, the coefficients of U and V, in the right-hand side of (8), must be opposite one to another.

Observe that when we have an odd number of nested commutators, we obtain a polynomially self-adjoint operator, while an even number of nested commutators creates a polynomially anti-self-adjoint operator. The following definition of different types of Meixner random vectors was proposed in [8].

**Definition 2** Let $X_1, X_2, \ldots, X_d$ be $d$ random variables having finite moments of all orders. Let $n$ be a natural number. We say that $(X_1, X_2, \ldots, X_d)$ is a $d$-dimensional $n$-Meixner random vector if:

- If $n$ is odd, then for all $i, i_1, i_2, \ldots, i_n$ in $\{1, 2, \ldots, d\}$, we have:

  $$\sum_{j=1}^{d} b_{i,i_1i_2\ldots i_n,j} X_j + c_{i,i_1i_2\ldots i_n} I,$$

  for some real numbers $b_{i,i_1i_2\ldots i_n,j}$ and $c_{i,i_1i_2\ldots i_n}$, $1 \leq j \leq d$.

- If $n$ is even, then for all $i, i_1, i_2, \ldots, i_n$ in $\{1, 2, \ldots, d\}$, we have:

  $$\sum_{j=1}^{d} b_{i,i_1i_2\ldots i_n,j} (V_j - U_j) = \sum_{j=1}^{d} b_{i,i_1i_2\ldots i_n,j} (X_j - 2U_j),$$

  for some real numbers $b_{i,i_1i_2\ldots i_n,j}$, $1 \leq j \leq d$.

Moreover, we say that the random vector $(X_1, X_2, \ldots, X_d)$ is non-degenerate if the operators $I, X_1, X_2, \ldots, X_d$ are linearly independent. If $\mu$ denotes the joint probability distribution of $X_1, X_2, \ldots, X_d$, and the space of all polynomial functions of $d$ variables, $F(x_1, x_2, \ldots, x_d)$, is dense in $L^2(\mathbb{R}^d, \mu)$, then the non-degeneracy condition is equivalent to the fact that $1, X_1, X_2, \ldots, X_d$ are linearly independent as random variables, where 1 denotes the constant random variable equal to 1.

According to this definition, the shifted and re-scaled Gamma and Gaussian distributed random variables form the one-dimensional 1-Meixner random vectors (variables). The classic Meixner random variables (all six types of them) are precisely the one-dimensional 2-Meixner random vectors. We would like to stress that, this definition, that uses the semi-quantum operators, permits us to include all the six types of classic Meixner random variables. It also allows us to keep the number of commutator conditions to a minimum. Moreover, it allows us to study not only 3-Meixner, 4-Meixner, \ldots random variables, but also random vectors.

In [7] is was shown how this definition, employing the commutator between $U$ and $X$, can be used effectively to recover first the moments and then the probability
distributions of the 1-Meixner random variables. In [9], it was shown how the definition using the double commutators can be applied to recover the probability distributions of all the classic Meixner random variables. In [8], the first step in moving from one dimension to two dimensions was achieved, and all non-degenerate two-dimensional 1-Meixner random vectors were described. In this paper, we will find a system of differential equations satisfied by the Laplace transform of each non-degenerate d-dimensional 1-Meixner random vector, for every finite dimension d, and characterize all the non-degenerate three-dimensional 1-Meixner random vectors.

4 d-Dimensional 1-Meixner Random Vectors: Simplifying Assumptions and Consistency Conditions

In this section we make some simplifying assumptions that will ease our work in the next section. We also establish some important consistency conditions. The following is a very simple fact to check.

Proposition 1 Let \(X_1, X_2, \ldots, X_d\) be d-random variables defined on the same probability space \((\Omega, \mathcal{F}, P)\) and having finite moments of all orders. Let \(\{U_i\}_{1 \leq i \leq d}\) and \(\{V_i\}_{1 \leq i \leq d}\) be the joint semi-annihilation and semi-creation operators, respectively, generated by \(X_1, X_2, \ldots, X_d\). If \(A = (a_{i,j})_{1 \leq i, j \leq d}\) is a \(d \times d\) invertible matrix with real entries, and \(b = (b_i)_{1 \leq i \leq d}\) is a vector in \(\mathbb{R}^d\), then if we define the random variables:

\[
\begin{align*}
X_1' &= a_{1,1}X_1 + a_{1,2}X_2 + \cdots + a_{1,d}X_d + b_1 \\
X_2' &= a_{2,1}X_1 + a_{2,2}X_2 + \cdots + a_{2,d}X_d + b_2 \\
& \vdots \\
X_d' &= a_{d,1}X_1 + a_{d,2}X_2 + \cdots + a_{d,d}X_d + b_d,
\end{align*}
\]

then \(X_1', X_2', \ldots, X_d'\) have finite moments of all orders, and their joint semi-quantum operators satisfy:

\[
\begin{align*}
U_1' &= a_{1,1}U_1 + a_{1,2}U_2 + \cdots + a_{1,d}U_d + \frac{b_1}{2} \\
U_2' &= a_{2,1}U_1 + a_{2,2}U_2 + \cdots + a_{2,d}U_d + \frac{b_2}{2} \\
& \vdots \\
U_d' &= a_{d,1}U_1 + a_{d,2}U_2 + \cdots + a_{d,d}U_d + \frac{b_d}{2},
\end{align*}
\]

and similar formulas hold for their semi-creation operators. Moreover, if \((X_1, X_2, \ldots, X_d)\) is non-degenerate, then \((X_1', X_2', \ldots, X_d')\) is also non-degenerate.

Let us assume now that \((X_1, X_2, \ldots, X_d)\) is a non-degenerate d-dimensional 1-Meixner random vector. That means, there exist two finite sequences of real numbers:
\{\alpha_{i,j,k}\}_{1 \leq i,j,k \leq d}\text{ and } \{\beta_{i,j}\}_{1 \leq i,j \leq d}, \text{ such that, for all } (i, j) \in \{1, 2, \ldots, d\}^2, \text{ we have:}

\[ [U_i, X_j] = \sum_{k=1}^{d} \alpha_{i,j,k} X_k + \beta_{i,j} I, \]

where \( I \) denotes the identity operator on the space \( F \) of all polynomial random variables in \( X_1, X_2, \ldots, X_d \).

It follows now from Proposition 1, that if we apply an invertible affine transformation \( T : \mathbb{R}^d \to \mathbb{R}^d \),

\[ Ty = Ay + b, \]

where \( A \) is a \( d \times d \) invertible matrix, and \( b \) a vector in \( \mathbb{R}^d \), to the random vector \( X := (X_1, X_2, \ldots, X_d) \), then the obtained random vector:

\[ X' := AX + b \]

is also a non-degenerate \( d \)-dimensional 1-Meixner random vector.

Let us first center the random variables \( X_1, X_2, \ldots, X_d \), by subtracting from each of them its expectation. That means, for all \( i \in \{1, 2, \ldots, d\} \), we define:

\[ X'_i := X_i - E[X_i]. \]

Thus, \( (X'_1, X'_2, \ldots, X'_d) \) is a non-degenerate \( d \)-dimensional 1-Meixner random vector, in which each component is a random variable with expectation equal to 0.

Now let us apply the Gram–Schmidt orthogonalization procedure to \( X'_1, X'_2, \ldots, X'_d \), with respect to the inner product \( \langle \cdot, \cdot \rangle \) of \( L^2(\Omega, \mathcal{F}, P) \). We obtain an orthonormal set of random variables \( X''_1, X''_2, \ldots, X''_d \), which are also the components of a centered non-degenerate \( d \)-dimensional 1-Meixner random vector, since the Gram–Schmidt orthogonalization procedure is obtained via an invertible linear map.

Thus, via an invertible affine map, we may assume that \( (X'_1, X'_2, \ldots, X'_d) \) is a non-degenerate \( d \)-dimensional 1-Meixner random vector such that for all \( i, j, \) and \( k \) in \( \{1, 2, \ldots, d\} \), we have:

\[ E[X_i X_j] = \delta_{i,j} \]

and

\[ E[X_k] = 0, \]

where \( \delta_{i,j} \) denotes Kronecker’s symbol.
Since, for all \(1 \leq i \leq d\), we have \(E[X_i] = 0\), if we define \(\phi := 1\), i.e. \(\phi\) is the constant polynomial equal to 1, then we have:

\[
U_i \phi = a^-(i) \phi + \frac{1}{2} a^0(i) \phi \\
= 0 + \frac{1}{2} E [X_i] \phi \\
= 0,
\]
since \(\phi \in G_0\), and \(a^-(i) : G_0 \rightarrow G_{-1} = \{0\}\), while:

\[
a^0(i) \phi = P_0 (X_i \cdot 1) \\
= \langle X_i \phi, \phi \rangle \phi \\
= E [X_i] \phi,
\]
where \(P_n\) denotes the orthogonal projection of \(L^2(\Omega, \mathcal{F}, P)\) onto \(G_n\), for all \(n \geq 0\).

For all \(1 \leq i, j \leq d\), using the polynomial duality between \(U_i\) and \(V_i\), we have:

\[
\delta_{i,j} = E \left[ X_i X_j \right] \\
= \langle X_i X_j \phi, \phi \rangle \\
= \langle (U_i + V_i) X_j \phi, \phi \rangle \\
= \langle U_i X_j \phi, \phi \rangle + \langle X_j \phi, U_i \phi \rangle \\
= \langle X_j U_i \phi, \phi \rangle + \langle [U_i, X_j] \phi, \phi \rangle + 0 \\
= 0 + \left\langle \left( \sum_{k=1}^{d} \alpha_{i,j,k} X_k + \beta_{i,j} I \right) \phi, \phi \right\rangle \\
= \sum_{k=1}^{d} \alpha_{i,j,k} E [X_k] + \beta_{i,j} \\
= \beta_{i,j}.
\]

Thus, for all \((i, j) \in \{1, 2, \ldots, d\}^2\), we have:

\[
\beta_{i,j} = \delta_{i,j}.
\]

We establish now two sets of consistency conditions:

**Proposition 2 Linear Consistency Conditions** For all \((i, j, k) \in \{1, 2, \ldots, d\}^3\), we have:

1. \(\alpha_{i,j,k} = \alpha_{j,i,k}\).
2. \(\alpha_{i,j,k} = \alpha_{k,j,i}\).
3. For every permutation \(\pi\) of the indices \((i, j, k)\):

\[
\alpha_{\pi(i),\pi(j),\pi(k)} = \alpha_{i,j,k}.
\]
Proof 1. For all $1 \leq i, j \leq d$, due to the axiom of Commutative Probability:

$$\left[ U_i, X_j \right] = \left[ U_j, X_i \right],$$

we have:

$$\sum_{k=1}^{d} \alpha_{i,j,k} X_k + \beta_{i,j} I = \sum_{k=1}^{d} \alpha_{j,i,k} X_k + \beta_{j,i} I.$$ 

Since $X_1, X_2, \ldots, X_d$, and $I$ are linearly independent, we conclude that for all $1 \leq k \leq d$, we have:

$$\alpha_{i,j,k} = \alpha_{j,i,k}.$$  

2. For all $1 \leq i, j, k \leq d$, we can compute the joint moment $E[X_i X_j X_k]$ in two different ways.

Indeed, we have:

$$E \left[ X_i X_j X_k \right] = \langle (U_i + V_i) X_j X_k \phi, \phi \rangle + \langle X_j X_k \phi, \phi \rangle + \langle [U_i, X_j X_k] \phi, \phi \rangle + 0.$$ 

Using now Leibniz commutator rule:

$$\left[ U_i, X_j X_k \right] = \left[ U_i, X_j \right] X_k + X_j \left[ U_i, X_k \right],$$

we obtain:

$$E \left[ X_i X_j X_k \right] = \left( \sum_{l=1}^{d} \alpha_{i,j,l} X_l + \delta_{i,j} I \right) X_k \phi, \phi \rangle + \langle X_j \left( \sum_{l=1}^{d} \alpha_{i,k,l} X_l + \delta_{i,k} I \right) \phi, \phi \rangle$$

$$= \sum_{l=1}^{d} \alpha_{i,j,l} E \left[ X_l X_k \right] + \sum_{l=1}^{d} \alpha_{i,k,l} E \left[ X_j X_l \right]$$

$$= \sum_{l=1}^{d} \alpha_{i,j,l} \delta_{l,k} + \sum_{l=1}^{d} \alpha_{i,k,l} \delta_{j,l}$$

$$= \alpha_{i,j,k} + \alpha_{i,k,j}. \quad (9)$$
Permuting now the factors $X_i$, $X_j$, and $X_k$ inside the expectation, a similar computation shows that:

\[
E \left[ X_i X_j X_k \right] = E \left[ X_k X_i X_j \right] = \alpha_{k,i,j} + \alpha_{k,j,i}.
\]  

(10)

Thus, from (9) and (10), it follows that:

\[ \alpha_{i,j,k} + \alpha_{i,k,j} = \alpha_{k,i,j} + \alpha_{k,j,i}, \]

which combined with the fact, from part 1., that:

\[ \alpha_{i,k,j} = \alpha_{k,i,j}, \]

implies:

\[ \alpha_{i,j,k} = \alpha_{k,j,i}. \]

3. Let $i$, $j$, and $k$ be fixed in $\{1, 2, \ldots, d\}$. Parts 1. and 2. imply that for all transpositions $\tau$ of $(i, j, k)$, we have:

\[ \alpha_{\tau(i), \tau(j), \tau(k)} = \alpha_{i,j,k}. \]

Since every permutation can be written as a product of transpositions, we conclude that for all permutations $\pi$ of $(i, j, k)$, we have:

\[ \alpha_{\pi(i), \pi(j), \pi(k)} = \alpha_{i,j,k}. \]

\[ \square \]

As a consequence of formula (9) we obtain:

**Corollary 1** For all $i$, $j$, and $k$ in $\{1, 2, \ldots, d\}$, we have:

\[
E \left[ X_i X_j X_k \right] = 2\alpha_{i,j,k}.
\]

(11)

## 5 Moments Estimates and Laplace Transform

Let $(X_1, X_2, \ldots, X_d)$ be a $d$-dimensional random vector.

Let $i = (i_1, i_2, \ldots, i_d) \in [\mathbb{N} \cup \{0\}]^d$. We introduce the following notations:

- $|i| := i_1 + i_2 + \cdots + i_d$ and call $|i|$ the length of $i$.
- $X^i := X_1^{i_1} X_2^{i_2} \cdots X_d^{i_d}$.

We have the following lemma.
Lemma 4  Let \((X_1, X_2, \ldots, X_d)\) be a centered \(d\)-dimensional \(1\)-Meixner random vector. Let \(\{\alpha_{i,j,k}\}_{1 \leq i, j, k \leq d}\) and \(\{\beta_{i,j}\}_{1 \leq i, j \leq d}\) be the coefficients that are used to express the commutators of the joint semi-annihilation operators and \(X_1, X_2, \ldots, X_d\) as linear combinations of \(X_1, X_2, \ldots, X_d\), and the identity operator \(I\). Then for all \(i = (i_1, i_2, \ldots, i_d) \in [\mathbb{N} \cup \{0\}]^d\), we have:

\[
|E[X^i]| \leq K^{|i|} \cdot |i|!,
\]

(12)

where \(K := \max\{dA + B, 1\}\), for \(A := \max\{|\alpha_{i,j,k}| \mid 1 \leq i, j, k \leq d\}\), \(B := \max\{|\beta(i, j)| \mid 1 \leq i, j \leq d\}\), and

\[
E\left[|X^i|\right] \leq (2K)^{|i|} \cdot |i|!.
\]

(13)

Proof  We will prove first (12) by induction on \(l := |i|\).

For \(l := 0\), the inequality is obvious since:

\[
|E[X^0]| = 1 \\
\leq K.
\]

Let us assume that inequality (13) is true for all multi-indexes \(i \in [\mathbb{N} \cup \{0\}]^d\) of length \(|i| \leq l\), and prove that it remains true for all multi-indexes of length \(l + 1\).

Let \(i = (i_1, i_2, \ldots, i_d) \in [\mathbb{N} \cup \{0\}]^d\) be a multi-index of length \(i_1 + i_2 + \cdots + i_d = l + 1\). Since \(l + 1 \geq 1\), there exists \(w \in \{1, 2, \ldots, d\}\), such that \(i_w \geq 1\). Thus, the factor \(X_w\) appears for sure in the product \(X^i = X_1^{i_1} X_2^{i_2} \cdots X_d^{i_d}\).

We have:

\[
E\left[X^i\right] = \langle X^i, 1 \rangle \\
= \langle X_w X_1^{i_1} \cdots X_w^{i_w-1} \cdots X_d^{i_d} 1, 1 \rangle \\
= \langle (U_w + V_w) X_1^{i_1} \cdots X_w^{i_w-1} \cdots X_d^{i_d} 1, 1 \rangle \\
= \langle U_w X_1^{i_1} \cdots X_w^{i_w-1} \cdots X_d^{i_d} 1, 1 \rangle + \langle X_1^{i_1} \cdots X_w^{i_w-1} \cdots X_d^{i_d} 1, U_w 1 \rangle \\
= \langle U_w X_1^{i_1} \cdots X_w^{i_w-1} \cdots X_d^{i_d} 1, 1 \rangle,
\]

since \(U_w 1 = 0\) due to the fact that \(E[X_w] = 0\) (since \(X_w\) is assumed to be centered).

Let us define now the vector \(j\), of length \(|j| = |i| - 1\), by \(j := (j_1, j_2, \ldots, j_d)\), where:

\[
j_r := \begin{cases} 
  i_r & \text{if } r \neq w \\
  i_w - 1 & \text{if } r = w
\end{cases}
\]
We commute $U_w$ with $X^j$ using Leibniz commutator rule, and obtain:

$$E\left[ X^j \right] = \left( U_w X^j_1 \cdots X^j_w \cdots X^j_d, 1 \right)$$
$$= \left( X^j_1 \cdots X^j_w \cdots X^j_d U_w, 1 \right) + \left( \left[ U_w, X^j_1 \cdots X^j_w \cdots X^j_d \right], 1 \right)$$
$$= \sum_{p=1}^d \sum_{q=1}^{j_p} \left( X^j_1 \cdots X^j_{p-1} X^j_q \left[ U_w, X_p \right] X^j_{p+1} \cdots X^j_d, 1 \right)$$

since $U_w 1 = 0$. Because:

$$\left[ U_w, X_p \right] = \sum_{r=1}^d \alpha_{w,p,r} X_r + \beta_{w,p} I,$$

we obtain:

$$E\left[ X^j \right] = \sum_{p=1}^d \sum_{q=1}^{j_p} \left( X^j_1 \cdots X^j_{p-1} \left( \sum_{r=1}^d \alpha_{w,p,r} X_r + \beta_{w,p} I \right) X^j_{p+1} \cdots X^j_d, 1 \right)$$

$$= \sum_{p=1}^d \sum_{q=1}^{j_p} \sum_{r=1}^d \alpha_{w,p,r} E\left[ X^j_1 \cdots X^j_{p-1} X_r X^j_{p+1} \cdots X^j_d \right]$$
$$+ \sum_{p=1}^d \sum_{q=1}^{j_p} \beta_{w,p} E\left[ X^j_1 \cdots X^j_{p-1} X^j_{p+1} \cdots X^j_d \right]$$
$$= \sum_{p=1}^d \sum_{r=1}^d j_p \alpha_{w,p,r} E\left[ X_r X^j_1 \cdots X^j_{p-1} \cdots X^j_d \right]$$
$$+ \sum_{p=1}^d j_p \beta_{w,p} E\left[ X^j_1 \cdots X^j_{p-1} \cdots X^j_d \right]. \quad (14)$$

Since $X_r X^j_1 \cdots X^j_{p-1} \cdots X^j_d = X^u$, for some vector $u$, with $|u| = l$, and $X^j_1 \cdots X^j_{p-1} \cdots X^j_d = X^v$, for some vector $v$, of length $|v| = l - 1$, using the triangle inequality, the induction hypothesis, and the inequalities $(l - 1)! \leq l!$ and $K^{l-1} \leq K^l$, we conclude from (14) that:
\[ E \left[ X^i \right] \leq \sum_{p=1}^{d} \sum_{r=1}^{d} j_p \cdot A \cdot K_l^l \cdot l! + \sum_{p=1}^{d} j_p \cdot B \cdot K_l^{l-1} \cdot (l-1)! \]
\[ \leq dAK_l^l \cdot l! \left( \sum_{p=1}^{d} j_p \right) + BK_l^l \cdot l! \left( \sum_{p=1}^{d} j_p \right) \]
\[ \leq dAK_l^l \cdot l! \cdot (l+1) + BK_l^l \cdot l! \cdot (l+1) \]
\[ = K_l^l (dA + B) \cdot (l+1)! \]
\[ \leq K_l^{l+1} \cdot (l+1)!. \]

The proof of part (a) is now complete.

To prove part (b), we use Jensen inequality for the convex function \( \varphi(t) = t^2 \), and the inequality from part (a). Thus, for all \( i \in \mathbb{N} \cup \{0\} \), we have:

\[
\left( E \left[ |X^i| \right] \right)^2 \leq E \left[ |X^i|^2 \right] = E \left[ X^{2i} \right] \leq K^{2|i|} \cdot |i|! \]
\[ \leq K^{2|i|} \cdot 2^{2|i|} \cdot (|i|!)^2, \quad \text{(15)} \]

due to the fact that for all \( l \in \mathbb{N} \cup \{0\} \), we have:

\[
(2l)! \quad (l!)^2 = \binom{2l}{l} \leq \sum_{j=0}^{2l} \binom{2l}{j} = 2^{2l}.
\]

Taking the square root in both sides of (15) we obtain inequality (13). \( \square \)

Because of the above estimates, we have the following:

**Lemma 5** If \( X = (X_1, X_2, \ldots, X_d) \) is a \( d \)-dimensional 1-Meixner random vector, then the Laplace transform of \( X \),

\[ \varphi(t) = E \left[ \exp(t \cdot X) \right] \]

is well defined and twice differentiable, with continuous second-order partial derivatives on a neighborhood \( V \) of \( \mathbf{0} = (0, 0, \ldots, 0) \in \mathbb{R}^d \).

**Proof** Let \( V := \{ t \in \mathbb{R}^d \mid \| t \|_\infty < R \} \), where for all \( t = (t_1, t_2, \ldots, t_d) \in \mathbb{R}^d \), we define \( \| t \|_\infty := \max\{|t_1|, |t_2|, \ldots, |t_d|\} \), and \( R := 1/(2Kd) \), where \( K \) is the constant from the previous lemma.
For all $n \in \mathbb{N}$, we define $P_n := \{\sigma : \{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, d\}\}$. Then for all $t \in V$, we have:

$$
\sum_{n=0}^{\infty} \frac{E[|t \cdot X|^n]}{n!} \leq 1 + \sum_{n=1}^{\infty} \sum_{\sigma \in P_n} \frac{E[|t_{\sigma(1)}||X_{\sigma(1)}||X_{\sigma(2)}| \cdots |t_{\sigma(n)}||X_{\sigma(n)}|]}{n!}
$$

$$
\leq 1 + \sum_{n=1}^{\infty} \sum_{\sigma \in P_n} \|t\|_\infty^n \frac{E[|X_{\sigma(1)}||X_{\sigma(2)}| \cdots |X_{\sigma(n)}|]}{n!}
$$

$$
\leq 1 + \sum_{n=1}^{\infty} \sum_{\sigma \in P_n} \|t\|_\infty^n \frac{2^n K^n n!}{n!}
$$

$$
= \sum_{n=0}^{\infty} 2^n K^n d^n \|t\|_\infty^n
$$

$$
= \sum_{n=0}^{\infty} \left( \frac{\|t\|_\infty}{R} \right)^n
$$

$$
= \frac{R}{R - \|t\|_\infty} < \infty.
$$

Monotone convergence theorem implies now that:

$$
E[\exp(\|t \cdot X\|)] = E\left[\sum_{n=0}^{\infty} \frac{|t \cdot X|^n}{n!}\right]
$$

$$
= \sum_{n=0}^{\infty} \frac{E[|t \cdot X|^n]}{n!}
$$

$$
< \infty.
$$

Thus, we have:

$$
\varphi(t) = E\left[\exp(t \cdot X)\right]
$$

$$
\leq E\left[\exp(|t \cdot X|)\right]
$$

$$
< \infty.
$$

Therefore, the Laplace transform of $X$, $\varphi$, is well defined on $V$.

In the same way, we can see that $\varphi$ is infinitely differentiable on $V$, and each derivative can be performed term by term using the exponential series. \qed

We find now a system of partial differential equations for the Laplace transform $\varphi$ of $X$. We have the following lemma.

**Lemma 6** Let $X = (X_1, X_2, \ldots, X_d)$ be a non-degenerate $d$-dimensional 1-Meixner random vector. Let $\{\alpha_{i,j,k}\}_{1 \leq i, j, k \leq d}$ and $\{\beta_{i,j}\}_{1 \leq i, j \leq d}$ be the coefficients that are used to express the commutators of their semi-annihilation operators and the components
of $X$, as linear combinations of $X_1, X_2, \ldots, X_d$. We also assume that $X_1, X_2, \ldots, X_d$
form an orthonormal set of centered random variables in $L^2$ (which we saw before that it is possible to be achieved via a translation and an invertible linear transformation). Thus, for all $1 \leq i, j \leq d$, $\beta_{i,j} = \delta_{i,j}$ (the Kronecker symbol). Then the Laplace
transform of $X$, which is defined as:

$$\varphi(t_1, t_2, \cdots, t_d) := \mathbb{E} \left[ \exp (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d) \right],$$

for all $t = (t_1, t_2, \ldots, t_d)$ in a neighborhood $V$ of $0 = (0, 0, \ldots, 0)$, satisfies the
following system of differential equations:

$$\frac{\partial \varphi}{\partial t_1} = \sum_{1 \leq j, k \leq d} \alpha_{1,j,k} \frac{\partial \varphi}{\partial t_k} + t_1 \varphi,$n

$$\frac{\partial \varphi}{\partial t_2} = \sum_{1 \leq j, k \leq d} \alpha_{2,j,k} \frac{\partial \varphi}{\partial t_k} + t_2 \varphi,$n

$$\vdots$$n

$$\frac{\partial \varphi}{\partial t_d} = \sum_{1 \leq j, k \leq d} \alpha_{d,j,k} \frac{\partial \varphi}{\partial t_1} + t_d \varphi.$$

**Proof** As we saw in the previous lemma, there exists a neighborhood $V$ of $0$, on which the Laplace transform of $\varphi$ is defined and infinitely many times differentiable. Moreover, on that neighborhood the differentiation can be carried out term by term in the Taylor series of the exponential function, and the differentiation can be interchanged with the expectation.

Let $i \in \{1, 2, \ldots, d\}$ be fixed. For all $t := (t_1, t_2, \ldots, t_d) \in V$, we have:

$$\frac{\partial \varphi}{\partial t_i} (t)$$n

$$= \mathbb{E} \left[ X_i \exp (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d) \right]$$n

$$= \sum_{n=0}^{\infty} \frac{1}{n!} \mathbb{E} \left[ X_i (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n \right]$$n

$$= \sum_{n=0}^{\infty} \frac{1}{n!} \langle (U_i + V_i) (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n 1, 1 \rangle$$n

$$= \sum_{n=0}^{\infty} \frac{1}{n!} \langle U_i (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n 1, 1 \rangle$$n

$$+ \sum_{n=0}^{\infty} \frac{1}{n!} \langle (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n 1, U_i 1 \rangle$$n

$$= \sum_{n=0}^{\infty} \frac{1}{n!} \langle U_i (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n 1, 1 \rangle,$$

since $U_i 1 = (1/2) \mathbb{E} [X_i] = 0.$
We commute now $U_i$ and $(t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n$, using Leibniz commutation rule, and obtain:

\[
\begin{align*}
\frac{\partial \psi}{\partial t_i}(t) \\
= & \sum_{n=0}^{\infty} \frac{1}{n!} \left( (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n U_i 1, 1 \right) \\
& + \sum_{n=0}^{\infty} \frac{1}{n!} \left[ (U_i, (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^n) 1, 1 \right] \\
= & \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{p=1}^{n} ((t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{p-1} [U_i, t_1 X_1 + t_2 X_2 + \cdots + t_d X_d] \\
& \quad (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-p} 1, 1) \\
= & \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{p=1}^{n} ((t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{p-1} \sum_{j=1}^{d} t_j \left[ U_i, X_j \right] \\
& \quad (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-p} 1, 1) \\
= & \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{p=1}^{n} ((t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{p-1} \sum_{j=1}^{d} t_j \left( \sum_{k=1}^{d} \alpha_{i,j,k} X_k + \delta_{i,j} 1 \right) \\
& \quad (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-p} 1, 1) \\
= & \sum_{n=0}^{\infty} \sum_{p=1}^{n} \sum_{j=1}^{d} \sum_{k=1}^{d} \frac{1}{n!} \alpha_{i,j,k} t_j \langle X_k (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-1} 1, 1 \rangle \\
& + \sum_{n=0}^{\infty} \sum_{p=1}^{n} \frac{1}{n!} t_i \langle (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-1} 1, 1 \rangle \\
= & \sum_{n=0}^{\infty} \sum_{j=1}^{d} \sum_{k=1}^{d} \sum_{i=1}^{n} \frac{1}{n!} \alpha_{i,j,k} t_j \left[ X_k (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-1} \right] \\
& + t_i \sum_{n=0}^{\infty} \frac{1}{n!} \left[ (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-1} \right] \\
= & \sum_{j=1}^{d} \sum_{k=1}^{d} \alpha_{i,j,k} t_j \sum_{n=1}^{\infty} \frac{1}{(n-1)!} \left[ X_k (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-1} \right] \\
& + t_i \sum_{n=1}^{\infty} \frac{1}{(n-1)!} \left[ (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d)^{n-1} \right] \\
= & \sum_{j=1}^{d} \sum_{k=1}^{d} \alpha_{i,j,k} t_j \left[ X_k \exp (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d) \right] \\
& + t_i \left[ \exp (t_1 X_1 + t_2 X_2 + \cdots + t_d X_d) \right] \\
= & \sum_{j=1}^{d} \sum_{k=1}^{d} \alpha_{i,j,k} t_j \frac{\partial \psi}{\partial t_k}(t) + t_i \psi(t).
\end{align*}
\]

The proof of this lemma is now complete. □
At this point, it will be desirable to integrate the system in Lemma 6. If this is achieved, then inverting the Laplace transform will produce the probability distribution of the 1-Meixner random vector \((X_1, X_2, \ldots, X_d)\). While this seems to be a challenging task, in the following two sections we present results in this direction. In the next section we derive an important necessary condition for the integrability of the system, for any dimension \(d \geq 2\), while in the last section we characterize (describe completely) the 1-Meixner random vectors in the case when the dimension is \(d = 3\).

6 Necessary Conditions for Integrability

In this section we find a set of necessary conditions for the integrability of the system from Lemma 6. Provided the system has a smooth solution \(\varphi\), then \(\varphi\) is positive on a neighborhood \(V\) of \(0 = (0, 0, \ldots, 0)\), since:

\[
\varphi(0) = E \left[ \exp(0 \cdot X) \right] = 1.
\]

We introduce the following notations: we denote by “\((\cdot, \cdot)\)” the inner product with respect to the original probability \(P\), and by “\(\cdot\)” the standard inner product in \(\mathbb{R}^d\):

\[
(x'_1, x'_2, \ldots, x'_d) \cdot (x''_1, x''_2, \ldots, x''_d) := x'_1 x''_1 + x'_2 x''_2 + \cdots + x'_d x''_d.
\]

We have the following result:

**Lemma 7** Let \(\{\alpha_{i,j,k}\}_{1 \leq i,j,k \leq d}\) be real numbers, such that for every \((i, j, k) \in \{1, 2, \ldots, d\}^3\) and every permutation \(\pi\) of \(\{i, j, k\}\), we have:

\[
\alpha_{\pi(i),\pi(j),\pi(k)} = \alpha_{i,j,k}.
\]

If the system of partial differential equations:

\[
\begin{align*}
\frac{\partial \varphi}{\partial t_1} &= \sum_{j,k} \alpha_{1,j,k} t_j \frac{\partial \varphi}{\partial t_k} + t_1 \varphi, \\
\frac{\partial \varphi}{\partial t_2} &= \sum_{j,k} \alpha_{2,j,k} t_j \frac{\partial \varphi}{\partial t_k} + t_2 \varphi, \\
&\vdots \\
\frac{\partial \varphi}{\partial t_d} &= \sum_{j,k} \alpha_{d,j,k} t_j \frac{\partial \varphi}{\partial t_k} + t_d \varphi
\end{align*}
\]

(16)

has a solution \(\varphi\) of class \(C^2\) defined on a neighborhood \(V\) of \(0 = (0, 0, \ldots, 0)\), such that \(\varphi(0) \neq 0\), then for all \((i, j) \in \{1, 2, \ldots, d\}^2\) and \(t = (t_1, t_2, \ldots, t_d)\) in a
neighborhood of 0, we have:
\[
(C_{i,j,t}) \cdot \left( (I - t_1 A_1 - t_2 A_2 - \cdots - t_d A_d)^{-1} t \right) = 0,
\]
where, for all \( k \in \{1, 2, \ldots, d\} \), we define the \( d \times d \) matrix:
\[
A_k := (\alpha_{k,r,s})_{1 \leq r,s \leq d},
\]
and
\[
C_{i,j} := [A_i, A_j]
\]
is the commutator of \( A_i \) and \( A_j \), and \( I \) is the \( d \times d \) identity matrix.

**Proof** For \( i = j \), \( C_{i,j} = [A_i, A_i] = 0 \), and so formula (17) is obvious. So, we may assume that \( i \neq j \).

Let us differentiate both sides of the \( i \)th equation of the system (16) with respect to the variable \( t_j \). We have:
\[
\frac{\partial}{\partial t_j} \frac{\partial \varphi}{\partial t_i} = \frac{\partial}{\partial t_j} \left( \sum_{p,q} \alpha_{i,p,q} t_p \frac{\partial \varphi}{\partial t_q} + t_i \varphi \right).
\]
This is equivalent to:
\[
\frac{\partial^2 \varphi}{\partial t_j \partial t_i} = \sum_q \alpha_{i,j,q} \frac{\partial \varphi}{\partial t_q} + \sum_q \alpha_{i,p,q} t_p \frac{\partial^2 \varphi}{\partial t_j \partial t_q} + t_i \frac{\partial \varphi}{\partial t_j}.
\]
Applying now the Young’s commutation theorem:
\[
\frac{\partial^2 \varphi}{\partial t_j \partial t_q} = \frac{\partial^2 \varphi}{\partial t_q \partial t_j},
\]
for all \( q \in \{1, 2, \ldots, d\} \), and using the \( j \)th equation of the system (16), we obtain:
\[
\begin{align*}
\frac{\partial^2 \varphi}{\partial t_j \partial t_i} &= \sum_q \alpha_{i,j,q} \frac{\partial \varphi}{\partial t_q} + \sum_q \alpha_{i,p,q} t_p \frac{\partial \varphi}{\partial t_j} + t_i \frac{\partial \varphi}{\partial t_j} \\
&= \sum_q \alpha_{i,j,q} \frac{\partial \varphi}{\partial t_q} + \sum_q \alpha_{i,p,q} t_p \frac{\partial \varphi}{\partial t_j} + \sum_{r,s} \alpha_{j,r,s} t_r \frac{\partial \varphi}{\partial t_s} + t_j \varphi + t_i \frac{\partial \varphi}{\partial t_j} \\
&= \sum_q \alpha_{i,j,q} \frac{\partial \varphi}{\partial t_q} + \sum_{p,q,s} \alpha_{i,p,q} \alpha_{j,q,s} t_p \frac{\partial \varphi}{\partial t_s} + \sum_{p,q,r,s} \alpha_{i,p,q} \alpha_{j,r,s} t_p t_r \frac{\partial^2 \varphi}{\partial t_q \partial t_s} + t_j \varphi + t_i \frac{\partial \varphi}{\partial t_j}.
\end{align*}
\]
Switching the roles of $i$ and $j$, similarly, we can prove that:

\[
\frac{\partial^2 \varphi}{\partial t_i \partial t_j} = \sum_q \alpha_{j,i,q} \frac{\partial \varphi}{\partial t_q} + \sum_{p,q,s} \alpha_{j,p,q} \alpha_{i,q,s} t_p \frac{\partial \varphi}{\partial t_s} + \sum_{p,q,r,s} \alpha_{j,p,q} \alpha_{i,r,s} t_p t_r \frac{\partial^2 \varphi}{\partial t_q \partial t_s} + \sum_p \alpha_{j,p,i} t_p \frac{\partial \varphi}{\partial t_q} + t_j \frac{\partial \varphi}{\partial t_i}.
\]

Similarly, we can prove that:

\[
\frac{\partial^2 \varphi}{\partial t_i \partial t_j} = \frac{\partial^2 \varphi}{\partial t_j \partial t_i},
\]

formulas (23) and (24) imply:

\[
\sum_q \alpha_{j,i,q} \frac{\partial \varphi}{\partial t_q} + \sum_{p,q,s} \alpha_{j,p,q} \alpha_{i,q,s} t_p \frac{\partial \varphi}{\partial t_s} + \sum_{p,q,r,s} \alpha_{j,p,q} \alpha_{i,r,s} t_p t_r \frac{\partial^2 \varphi}{\partial t_q \partial t_s} + \sum_p \alpha_{j,p,i} t_p \frac{\partial \varphi}{\partial t_q} + t_j \frac{\partial \varphi}{\partial t_i}.
\]

Since, we have: $\sum_q \alpha_{j,i,q} \frac{\partial \varphi}{\partial t_q} = \sum_q \alpha_{j,i,q}$, $\sum_{p,q,r,s} \alpha_{j,p,q} \alpha_{i,r,s} t_p t_r \frac{\partial^2 \varphi}{\partial t_q \partial t_s} = \sum_{p,q,r,s} \alpha_{j,p,q} \alpha_{i,r,s} t_p t_r \frac{\partial^2 \varphi}{\partial t_q \partial t_s}$, and $\sum_p \alpha_{j,p,i} t_p \varphi = \sum_p \alpha_{j,p,i} t_p \varphi$, we conclude from the last formula that:

\[
\sum_{p,q,s} \alpha_{i,p,q} \alpha_{j,q,s} t_p \frac{\partial \varphi}{\partial t_s} + \sum_{p,q} \alpha_{i,p,q} t_p t_j \frac{\partial \varphi}{\partial t_q} + t_i \frac{\partial \varphi}{\partial t_j} = \sum_{p,q,s} \alpha_{j,p,q} \alpha_{i,q,s} t_p \frac{\partial \varphi}{\partial t_s} + \sum_{p,q} \alpha_{j,p,q} t_p t_i \frac{\partial \varphi}{\partial t_q} + t_j \frac{\partial \varphi}{\partial t_i}.
\]

(25)

Note that from the system (16) we have

\[
\sum_{p,q} \alpha_{i,p,q} t_p t_j \frac{\partial \varphi}{\partial t_q} = t_j \left( \frac{\partial \varphi}{\partial t_i} - t_i \varphi \right),
\]

and similarly

\[
\sum_{p,q} \alpha_{j,p,q} t_p t_i \frac{\partial \varphi}{\partial t_q} = t_i \left( \frac{\partial \varphi}{\partial t_j} - t_j \varphi \right).
\]
Therefore, the equalities (25) can be written:

\[ \sum_{p,q,s} \alpha_{i,pq} \alpha_{j,q,s} t_p \frac{\partial \varphi}{\partial t_s} + t_j \frac{\partial \varphi}{\partial t_i} - t_j t_i \varphi + t_j \frac{\partial \varphi}{\partial t_j} \]

That means:

\[ \sum_{p,s} t_p (A_i A_j)_{ps} \frac{\partial \varphi}{\partial t_s} = \sum_{p,s} t_p (A_j A_i)_{ps} \frac{\partial \varphi}{\partial t_s} \]

This means:

\[ t \cdot A_i A_j \nabla \varphi(t) = t \cdot A_j A_i \nabla \varphi(t), \]

which due to the fact that both \( A_i \) and \( A_j \) are self-adjoint matrices, is equivalent to:

\[ A_j A_i t \cdot \nabla \varphi(t) = A_i A_j t \cdot \nabla \varphi(t). \]

This last equation is equivalent to:

\[ [A_i, A_j] t \cdot \nabla \varphi(t) = 0, \quad (26) \]

for all \( t \) in a neighborhood \( V \) of \( 0 \). Since our system of partial differential equations (16) is equivalent to:

\[ \nabla \varphi(t) = (I - t_1 A_1 - t_2 A_2 - \cdots - t_d A_d)^{-1} \varphi(t)t, \]

Equation (26) is equivalent to:

\[ [[A_i, A_j] t \cdot (I - t_1 A_1 - t_2 A_2 - \cdots - t_d A_d)^{-1} \varphi(t)t = 0, \]

and since \( \varphi(0) = 1 \neq 0 \), we can divide the equation by \( \varphi(t) \), on a neighborhood \( V \) of \( 0 \), and conclude that:

\[ [[A_i, A_j] t \cdot (I - t_1 A_1 - t_2 A_2 - \cdots - t_d A_d)^{-1} t = 0. \]

Thus, the Lemma is proved.

\[ \square \]

**Proposition 3** The necessary condition (17) is equivalent to:

\[ C_{i,j} t \cdot (t_1 A_1 + t_2 A_2 + \cdots + t_d A_d)^n t = 0, \quad (27) \]
for all \( n \in \mathbb{N} \) and all \( \mathbf{t} = (t_1, t_2, \ldots, t_d) \in \mathbb{R}^d \), which in turn is equivalent to:

\[
C_{i,j}\mathbf{t} \cdot (t_1A_1 + t_2A_2 + \cdots + t_dA_d)^n \mathbf{t} = 0,
\]

(28)

for all \( 1 \leq n \leq d - 1 \) and all \( \mathbf{t} = (t_1, t_2, \ldots, t_d) \in \mathbb{R}^d \).

**Proof** Since, for all \( \mathbf{t} = (t_1, t_2, \ldots, t_d) \) in a neighborhood \( V \) of \( \mathbf{0} = (0, 0, \ldots, 0) \), we have:

\[
(I - t_1A_1 - t_2A_2 - \cdots - t_dA_d)^{-1} = \sum_{n=0}^{\infty} (t_1A_1 + t_2A_2 + \cdots + t_dA_d)^n,
\]

(29)

Equation (17) becomes:

\[
\sum_{n=0}^{\infty} \left( C_{i,j}\mathbf{t} \cdot ((t_1A_1 + t_2A_2 + \cdots + t_dA_d)^n \mathbf{t}) = 0. \right)
\]

(30)

Due to the fact that, for all \( n \geq 0 \), \( (C_{i,j}\mathbf{t}) \cdot (t_1A_1 + t_2A_2 + \cdots + t_dA_d)^n \mathbf{t} \) is a homogenous polynomial of degree \( (n + 2) \) in the variables \( t_1, t_2, \ldots, t_d \), we conclude that for all \( n \geq 0 \), we have:

\[
(C_{i,j}\mathbf{t}) \cdot ((t_1A_1 + t_2A_2 + \cdots + t_dA_d)^n \mathbf{t}) = 0,
\]

for \( \mathbf{t} \) not only in a neighborhood \( V \) of \( \mathbf{0} \) but in the whole space \( \mathbb{R}^d \).

For a fixed \( \mathbf{t} = (t_1, t_2, \ldots, t_d) \in \mathbb{R}^d \), using Cayley–Hamilton–Frobenius Theorem, the matrix \( A_t := t_1A_1 + t_2A_2 + \cdots + t_dA_d \) satisfies its own characteristic equation:

\[
\det (xI - A_t) = 0,
\]

(31)

which is a polynomial equation of degree \( d \):

\[
x^d + c_{d-1}x^{d-1} + \cdots + c_1x + c_0 = 0,
\]

(32)

for some real numbers \( c_0, c_1, \ldots, c_{d-1} \).

It follows from here that each of the matrices: \( A_t^d, A_t^{d+1}, A_t^{d+2}, \ldots \) is a linear combination of \( I, A_t, A_t^2, \ldots, A_t^{d-1} \). Thus, the condition: for all \( n \geq 0 \), we have

\[
(C_{i,j}\mathbf{t}) \cdot ((t_1A_1 + t_2A_2 + \cdots + t_dA_d)^n \mathbf{t}) = 0,
\]

is equivalent to: for all \( 1 \leq n \leq d - 1 \),

\[
(C_{i,j}\mathbf{t}) \cdot ((t_1A_1 + t_2A_2 + \cdots + t_dA_d)^n \mathbf{t}) = 0.
\]
Note that for \( n = 0 \), due to the fact that \( C_{i,j} = [A_i, A_j] \) is skew-symmetric, we have:

\[
(C_{i,j} t) \cdot t = 0.
\]

\( \square \)

For \( n = 1 \), Eq. (27) becomes:

\[
(C_{i,j} t) \cdot ((t_1 A_1 + t_2 A_2 + \cdots + t_d A_d) t) = 0.
\]

(33)

**Proposition 4** For any \( \xi \in \mathbb{R}^d \), the cubic homogenous polynomial:

\[
F(t) := \sum_{i,j,k} \alpha_{i,j,k} t_it_jt_k
\]

(34)

is constant along the points of the curve:

\[
t(s, \xi) := \exp(sC_{i,j}) \xi,
\]

which satisfies the initial value problem:

\[
\begin{cases}
\frac{d}{ds} t(s, \xi) = C_{i,j} t(s, \xi) \\
t(0, \xi) = \xi.
\end{cases}
\]

(35)

**Proof** Indeed, for any \( i \in \{1, 2, \ldots, d\} \), we have (Euler’s formula):

\[
\frac{\partial F}{\partial t_i}(t) = \sum_{p,q,r} \alpha_{p,q,r} \frac{\partial}{\partial t_i} (t_pt_qt_r)
= \sum_{p,q,r} \alpha_{p,q,r} (\delta_{ip}t_qt_r + t_p\delta_{iq}t_r + t_pt_q\delta_{ir})
= \sum_{q,r} \alpha_{i,q,r}t_qt_r + \sum_{p,r} \alpha_{p,i,r}t_pt_r + \sum_{p,q} \alpha_{p,q,i}t_pt_q
= 3 \sum_{j,k} \alpha_{i,j,k}t_jt_k.
\]

(36)
since \( \alpha_{u,v,w} = \alpha_{\pi(u), \pi(v), \pi(w)} \), for all \((u, v, w) \in \{1, 2, \ldots, d\}^3 \) and any \( \pi \) permutation of the triplet \((u, v, w) \). It follows from here that:

\[
\frac{d}{ds} F(t(s, \xi)) = \nabla F(t(s, \xi)) \cdot \frac{d}{ds} t(s, \xi)
\]

\[
= \nabla F(t(s, \xi)) \cdot C_{i,j} t(s, \xi)
\]

\[
= \left(3 \sum_{j,k} \alpha_{1,j,k} t_j t_k, 3 \sum_{j,k} \alpha_{2,j,k} t_j t_k, \ldots, 3 \sum_{j,k} \alpha_{d,j,k} t_j t_k, \right) \cdot C_{i,j} t(s, \xi)
\]

\[
= 3 \left( \sum_{j,k} t_j \alpha_{1,j,k} t_k, \sum_{j,k} t_j \alpha_{2,j,k} t_k, \ldots, \sum_{j,k} t_j \alpha_{d,j,k} t_k, \right) \cdot C_{i,j} t(s, \xi)
\]

\[
= 3 \left( \sum_{j=1}^d (t_j A_j t) \right) \cdot C_{i,j} t(s, \xi)
\]

\[
= 3 \left( \left( \sum_{j=1}^d t_j A_j \right) t \right) \cdot C_{i,j} t(s, \xi)
\]

\[= 0,
\]

by equation (33).

\[\square\]

**Proposition 5** For all \( t = (t_1, t_2, \ldots, t_d) \in \mathbb{R}^d \), we have:

\[
F(t) = \frac{1}{2} E \left[ (t \cdot X)^3 \right].
\]

where \( X := (X_1, X_2, \ldots, X_d) \).

**Proof** Indeed, using formula (11), we have:

\[
F(t) = \sum_{i,j,k} \alpha_{i,j,k} t_i t_j t_k
\]

\[
= \sum_{i,j,k} \frac{1}{2} E \left[ X_i X_j X_k \right] t_i t_j t_k
\]

\[
= \frac{1}{2} \sum_{i,j,k} E \left[ t_i X_i t_j X_j t_k X_k \right]
\]

\[
= \frac{1}{2} E \left[ \left( \sum_i t_i X_i \right) \left( \sum_j t_j X_j \right) \left( \sum_k t_k X_k \right) \right]
\]

\[
= \frac{1}{2} E \left[ (t \cdot X)^3 \right].
\]

\[\square\]
7 The Case $d = 3$

In this section we restrict our attention to the case $d = 3$. We give a complete description of the non-degenerate three-dimensional 1-Meixner random vectors, which is contained in Theorem 1, stated at the end of the section.

It turns out that unlike the case $d = 2$, in $\mathbb{R}^3$ there exist random vectors whose components are not independent one-dimensional random variables.

We distinguish between two cases:

Case I. At least one of the commutators $[A_1, A_2], [A_2, A_3]$, or $[A_1, A_3]$ is nonzero.

Lemma 8 If any one of the commutators $[A_1, A_2], [A_2, A_3]$, or $[A_1, A_3]$, is nonzero, then there exists an orthogonal matrix $U$ such that the cubic form:

$$FX(t) := \sum_{i,j,k} \alpha_{i,j,k} t_i t_j t_k$$

is written in the canonical form

$$FX(U^{-1}s) = F_{UX}(s) = 3as_3(s_1^2 + s_2^2) + as_3^3,$$

for some $a \neq 0$.

Proof Without loss of generality we may assume that $C = C_{1,2} := [A_1, A_2] \neq 0$. Since $C$ is a skew-symmetric real matrix, it must have a nonzero purely imaginary eigenvalue $i\lambda$. Then there exists an orthonormal basis $\{f_1, f_2, f_3\}$ of $\mathbb{R}^3$, such that:

$$Cf_1 = \lambda f_2$$
$$Cf_2 = -\lambda f_1$$
$$Cf_3 = 0.$$

Let $\xi := xf_1 + yf_2 + zf_3 \in \mathbb{R}^3$, where $x, y,$ and $z$ are fixed real numbers.

In the basis $\{f_1, f_2, f_3\}$, the curve (level curve for $FX$) described in Proposition 4 is:

$$t(s, \xi) = \exp(sC),$$

$$= \sum_{n=0}^{\infty} \frac{s^n}{n!} C^n (xf_1 + yf_2 + zf_3)$$

$$= zf_3 + \sum_{n=0}^{\infty} \frac{s^n}{n!} C^n (xf_1 + yf_2)$$

$$= zf_3 + x \sum_{n=0}^{\infty} \frac{s^{2n}}{(2n)!} (-1)^n \lambda^{2n} f_1 + y \sum_{n=0}^{\infty} \frac{s^{2n}}{(2n)!} (-1)^n \lambda^{2n} f_2.$$
\[ +x \sum_{n=0}^{\infty} \frac{s^{2n+1}}{(2n+1)!} (-1)^n \lambda^{2n+1} f_2 - y \sum_{n=0}^{\infty} \frac{s^{2n+1}}{(2n+1)!} (-1)^n \lambda^{2n+1} f_1 \]

\[ = zf_3 + [x \cos(\lambda s) - y \sin(\lambda s)] f_1 + [x \sin(\lambda s) + y \cos(\lambda s)] f_2. \]

The right-hand side in the last formula represents the parametric equation of a circle centered at \((0, 0, z)\) that sits in a plane perpendicular to \(f_3\) and has radius \(r = \sqrt{x^2 + y^2}\).

Therefore, by Proposition 4, \(F_X\) is constant on all circles that are centered at a point found on the \(\mathbb{R} f_3\)-axis and sit in a plane perpendicular to \(f_3\).

Now, let us consider the orthogonal transformation \(U\) that maps the basis \(f_1, f_2, f_3\) into the standard basis \(e_1 = (1, 0, 0), e_2 = (0, 1, 0), \) and \(e_3 = (0, 0, 1)\), where \(f_1, f_2, f_3\) is a basis of \(\mathbb{R}^3\), such that \(F\) is rotationally invariant about \(f_3\). Therefore,

\[ U f_1 = e_1, \quad U f_2 = e_2, \quad U f_3 = e_3. \]

Since \(U\) is an orthogonal transformation, it preserves the standard inner product in \(\mathbb{R}^3\). By Proposition 5 we have:

\[ F_X(t) = \frac{1}{2} E \left[ (t \cdot X)^3 \right] \]

\[ = \frac{1}{2} E \left[ (U t \cdot U X)^3 \right] \]

\[ = F_{UX}(U t) \]

\[ = \sum_{i,j,k} \beta_{i,j,k} s_i s_j s_k, \]

where:

\[ s = (s_1, s_2, s_3) := U t \]

and \(\beta_{i,j,k}\) are the numbers \(\alpha_{i,j,k}\) that correspond to the new non-degenerate 1-Meixner random vector:

\[ X' := UX. \]

Let us consider a circle of the form:

\[ C_e(c, r) := \{ s_1 e_1 + s_2 e_2 + s_3 e_3 \mid s_1^2 + s_2^2 = r^2, s_3 = c \}, \tag{38} \]

for some fixed numbers \(c\) and \(r\). For any \(s \in C_e(c, r)\), we have:

\[ F_{X'}(s) = F_{UX} \left( U \left( U^{-1} s \right) \right) \]

\[ = F_X \left( U^{-1} s \right) \]
\begin{align*}
&= F_X \left( U^{-1} (s_1 e_1 + s_2 e_2 + s_3 e_3) \right) \\
&= F_X \left( s_1 U^{-1} e_1 + s_2 U^{-1} e_2 + s_3 U^{-1} e_3 \right) \\
&= F_X (s_1 f_1 + s_2 f_2 + s_3 f_3) \\
&= \text{constant}, \tag{39}
\end{align*}

since \( F_X \) is constant along circles of the form:

\[ C_f (c, r) := \{ s_1 f_1 + s_2 f_2 + s_3 f_3 \mid s_1^2 + s_2^2 = r^2, s_3 = c \}. \tag{40} \]

Thus \( F_{X'} = F_{UXX} \) is constant along the circles \( C_e (a, r) \), for which \( s_3 \) is constant and \( s_1^2 + s_2^2 \) is constant. Because \( F_{X'} \) is a third-degree homogeneous polynomial in the variables \( s_1, s_2, \) and \( s_3 \), we must have:

\[ F_{X'}(s) = 3a \left( s_1^2 + s_2^2 \right) s_3 + bs_3^3, \]

for some real numbers \( a \) and \( b \).

We argue that we cannot have \( a = 0 \). Indeed, if this was the case, then

\[ F_{X'}(s) = bs_3^3, \quad \text{and so} \quad F_X(t) = b(u \cdot t)^3, \]

where \( u = (u_1, u_2, u_3) \) is the third row of \( U \) (this also means that \( u = f_3 \)). Therefore,

\[ \alpha_{i,j,k} = bu_i u_j u_k, \quad \text{for} \quad (i, j, k) \in \{1, 2, 3\}^3. \]

However, this implies that either, one (or both) of the matrices \( A_1 \) and \( A_2 \) is zero, or else, they have proportional entries. In either case, the commutator \( [A_1, A_2] = 0 \), which contradicts our hypothesis.

Since we have:

\[ F_{X'}(s) = \sum_{i,j,k} \beta_{i,j,k} s_i s_j s_k, \]

identifying the coefficients of \( s_i s_j s_k \), for all possible values of \( i, j, \) and \( k \) in \( \{1, 2, 3\} \), we obtain:

\[ \beta_{i,j,k} := \begin{cases} 
  a & \text{if} \ (i, j, k) \ \text{is a permutation of} \ \{1, 1, 3\} \ \text{or} \ \{2, 2, 3\} \\
  b & \text{if} \ i = j = k = 3 \\
  0 & \text{otherwise}
\end{cases}. \]

This implies that the matrices corresponding to the new three-dimensional 1-Meixner random vector \( X' = (X'_1, X'_2, X'_3) \) are:

\[ A'_1 = \begin{bmatrix} 0 & 0 & a \\ 0 & 0 & 0 \\ a & 0 & 0 \end{bmatrix}, \quad A'_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & a \\ 0 & a & 0 \end{bmatrix}, \quad A'_3 = \begin{bmatrix} a & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & b \end{bmatrix}. \tag{41} \]
Therefore
\[ C'_{1,2} = \begin{bmatrix} A'_1, A'_2 \end{bmatrix} = \begin{bmatrix} 0 & a^2 & 0 \\ -a^2 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \neq 0, \quad \text{as} \quad a \neq 0. \]

On the other hand, consider the commutator
\[ C'_{2,3} = \begin{bmatrix} A'_2, A'_3 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & a(b-a) \\ 0 & -a(b-a) & 0 \end{bmatrix}. \]

Applying Eq. (33) to \( C'_{2,3} \) and \( t := e_2 = (0, 1, 0) \), we obtain:
\[ \left( C'_{2,3}e_2 \right) \cdot \left( (0A'_1 + 1A'_2 + 0A'_3) e_2 \right) = 0. \] (42)

Since \( C'_{2,3}e_2 = (0, 0, -a(b-a)) = -a(b-a)e_3 \) and \( A'_2e_2 = (0, 0, a) = ae_3 \), equation (42) becomes:
\[-a^2(b-a) = 0. \] (43)

Because \( a \neq 0 \), we conclude from (43), that \( b = a \), which also implies \( C'_{2,3} = C'_{1,3} = 0 \). Therefore, the proof of this lemma is concluded. \( \square \)

In the next lemma we integrate the system (16) in the particular case of a canonical random vector (with associated cubic form as in Lemma 8). Consequently, we produce an explicit formula for the Laplace transform of its probability distribution.

**Lemma 9** Let \( X' \) be a random vector with associated cubic form
\[ F_{X'}(s) = 3as_3(s_1^2 + s_2^2) + as_3^3, \]
for some \( a \neq 0 \). Then, the Laplace transform \( \varphi(s) = E \left[ \exp \left( s \cdot X' \right) \right] \) is given by the formula
\[ \varphi(s) = e^{-\left( \frac{1}{a}s_3 \right)} \left( -a^2s_1^2 - a^2s_2^2 + (1 - as_3)^2 \right)^{-1/(2a^2)}, \] (44)
which is analytic in the interior of the cone
\[ D := \left\{ s \in \mathbb{R}^3 \mid |a| \sqrt{s_1^2 + s_2^2} < 1 - as_3 \right\}. \]

**Proof** Since \( \varphi(0) = 1 \neq 0 \) and \( \varphi \) is continuous at 0, we can divide both sides of each equation of the system (16) by \( \varphi(s) \), for \( s \) in a neighborhood \( V \) of 0, and conclude that the logarithm of the joint Laplace transform of \( X'_1, X'_2, \ldots, X'_d \):
\[ \psi(s) := \ln \varphi(s) \]
satisfies the system of partial differential equations, written in matrix form as:

\[ \nabla \psi(s) = M(s)s, \]

for all \( s \) in \( V \), where:

\[ M(s) := (I - B(s))^{-1}, \]

for:

\[ B(s) := s_1 A_1' + s_2 A_2' + s_3 A_3', \]

with the coefficients \( A_1', A_2', A_3' \) given by (41). We have:

\[ B(s) = \begin{bmatrix} as_3 & 0 & as_1 \\ 0 & as_3 & as_2 \\ as_1 & as_2 & as_3 \end{bmatrix}, \]

and

\[ M(s) = (I - B(s))^{-1} = \begin{bmatrix} \frac{a^2 s_1 s_2}{(1 - as_3)(a^2 s_1^2 - a^2 s_2^2 + (1 - as_3)2)} & \frac{a^2 s_1 s_3}{(1 - as_3)(a^2 s_1^2 - a^2 s_3^2 + (1 - as_3)2)} & \frac{a^2 s_2 s_3}{(1 - as_3)(a^2 s_2^2 - a^2 s_3^2 + (1 - as_3)2)} \\ \frac{a^2 s_1 s_3}{(1 - as_3)(a^2 s_1^2 - a^2 s_3^2 + (1 - as_3)2)} & \frac{a^2 s_2 s_3}{(1 - as_3)(a^2 s_2^2 - a^2 s_3^2 + (1 - as_3)2)} & \frac{a^2 s_3}{(1 - as_3)} \\ \frac{a^2 s_1 s_2}{a^2 s_1^2 - a^2 s_2^2 + (1 - as_3)2} & \frac{a^2 s_1 s_3}{a^2 s_1^2 - a^2 s_3^2 + (1 - as_3)2} & \frac{a^2 s_2}{a^2 s_2^2 - a^2 s_3^2 + (1 - as_3)2} \end{bmatrix}. \]

We get

\[ M(s) = \begin{bmatrix} \frac{s_3}{a^2} \\ \frac{-a^2 s_1^2 - a^2 s_2^2 + (1 - as_3)^2}{a^2 s_1^2} \\ \frac{-a^2 s_1^2 - a^2 s_2^2 + (1 - as_3)^2}{a^2 s_1^2 + a^2 s_2^2 + (1 - as_3)^2} \end{bmatrix}, \]

and from \( \nabla \psi(s) = M(s)s \) we obtain:

\[ \psi(s) = -\frac{1}{2a^2} \ln \left( -a^2 s_1^2 - a^2 s_2^2 + (1 - as_3)^2 \right) - \frac{1}{a} s_3. \]

Since \( \psi(s) = \ln \varphi(s) \), we conclude that the Laplace transform of \( X' \) is:

\[ \varphi(s) = e^{-\frac{1}{a}s_3} \cdot \left[ -a^2 s_1^2 - a^2 s_2^2 + (1 - as_3)^2 \right]^{-1/(2a^2)}, \]

and therefore the Lemma is proved. □
Our next step is to invert the Laplace transform (44), to obtain the joint probability distribution of \(X'_1, X'_2, \text{ and } X'\).

We introduce the following notations:

- We denote the Laplace transform by \(L\), and accordingly, its inverse by \(L^{-1}\).
- For all \(c \in \mathbb{R}^3\), we denote by \(E_c\), the exponential function:

\[ E_c(x) := e^{c \cdot x}, \]

for all \(x \in \mathbb{R}^3\).
- For all \(c \in \mathbb{R}^3\), we denote by \(T_c\), the translation operator that maps a function \(f\) into the function \(T_c f\), defined by:

\[ (T_c f)(x) := f(x + c), \]

for all \(x \in \mathbb{R}^3\).
- For all \(c \in \mathbb{R} \setminus \{0\}\), we denote by \(D_c\), the dilation operator that maps a function \(f\) into the function \(D_c f\), defined by:

\[ (D_c f)(x) := f(cx), \]

for all \(x \in \mathbb{R}\).

We have the following properties:

- For every function \(f\) and \(c \in \mathbb{R}^3\),

\[ L(T_c f) = E_{-c} \cdot (L f). \]

- For every function \(f\) and \(c \in \mathbb{R}^3\),

\[ L(E_c f) = T_c (L f). \]

- For every function \(f\) and \(c \in \mathbb{R} \setminus \{0\}\),

\[ L(D_c f) = \frac{1}{|c|^3} D_{1/c} (L f). \]
Using these properties, it is not hard to see that:

\[
\mathcal{L}^{-1} \left[ e^{-\left(1/a\right)x_3} \cdot \left[-a^2 x_1^2 - a^2 x_2^2 + (1 - ax_3)^2\right]^{1/(2a^2)}\right] \\
= \mathcal{L}^{-1} \left\{ \mathcal{D}_a \left[ e^{-\left(1/a^2\right)x_3} \cdot \left[-s_1^2 - s_2^2 + (1 - s_3)^2\right]^{1/(2a^2)}\right] \right\} \\
= \frac{1}{|a|^3} \mathcal{D}_{1/a} \mathcal{L}^{-1} \left[ e^{-\left(1/a^2\right)x_3} \cdot \left[-s_1^2 - s_2^2 + (1 - s_3)^2\right]^{1/(2a^2)}\right] \\
= \frac{1}{|a|^3} \mathcal{D}_{1/a} \mathcal{E}_{-(1/a^2)e_3} \left[-s_1^2 - s_2^2 + (1 - s_3)^2\right]^{1/(2a^2)} \\
= \frac{1}{|a|^3} \mathcal{D}_{1/a} \mathcal{L}^{-1} \left[-s_1^2 - s_2^2 + (s_3 - 1)^2\right]^{1/(2a^2)} \\
= \frac{1}{|a|^3} \mathcal{D}_{1/a} \mathcal{L}^{-1} \left[-s_1^2 - s_2^2 + s_3^2\right]^{1/(2a^2)} \\
= \frac{1}{|a|^3} \mathcal{D}_{1/a} \mathcal{L}^{-1} \left[-s_1^2 - s_2^2 + s_3^2\right]^{1/(2a^2)} \\
\]  

(45)

It was shown in [4] (see also [5, pp. 6482–6483]) that \( \mathcal{L}^{-1}[(s_3^2 - s_1^2 - s_2^2)^{1/(2a^2)}] \) is a (positive) measure \( \nu \) if and only if:

\[
\frac{1}{2a^2} \geq \frac{3 - 2}{2},
\]

here the number 3 from the right-hand side of the last inequality is the dimension \( d \) of \( \mathbb{R}^3 \). The above inequality is equivalent to:

\[
|a| \leq 1.
\]

We will refer to a probability measure having the Laplace transform \( \mathcal{L}(s) = (s_3^2 - s_1^2 - s_2^2)^{-1/(2a^2)} \), as a three-dimensional Gamma distribution.

Moreover, for \( |a| < 1 \), the measure \( \nu \) is absolutely continuous with respect to the Lebesgue measure \( dx_1 dx_2 dx_3 \) on \( \mathbb{R}^3 \). Its Radon–Nikodým derivative is:

\[
g(x_1, x_2, x_3) := \frac{1}{2^{1/a^2-3/2} \Gamma(1/(2a^2))} \left( x_3^2 - x_1^2 - x_2^2 \right)^{1/(2a^2)-3/2},
\]

where, for all \( p > 1/2 \)

\[
\Gamma_{\Omega}(p) := (2\pi)^{1/2} \Gamma(p) \Gamma \left( p - \frac{1}{2} \right).
\]
for all \( x = (x_1, x_2, x_3) \in \Omega \), where \( \Omega \) is the open cone:

\[
\Omega := \left\{ x \in \mathbb{R}^3 \mid x_3 > \sqrt{x_1^2 + x_2^2} \right\}.
\]

We have also included the computation of the Laplace transform of these functions in Appendix.

Let us define \( p := 1/(2a^2) > 1/2 \). Then the joint probability distribution \( \mu \) of \( X'_1, X'_2, X'_3 \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^3 \), and its density function is according to formula (45):

\[
f(x_1, x_2, x_3) := \frac{1}{|a|^3 D_{1/a}} \left\{ T_{(1/a^2)e_3} \left\{ \mathcal{E}_{-e_3} g(x_1, x_2, x_3) \right\} \right\}
\]

\[
= \frac{1}{|a|^3 D_{1/a}} \left\{ T_{2p e_3} \left\{ e^{-x_3} g(x_1, x_2, x_3) \right\} \right\}
\]

\[
= \frac{1}{|a|^3 D_{1/a}} \left\{ e^{-(x_3 + 2p)} g(x_1, x_2, x_3 + 2p) \right\}
\]

\[
= \frac{e^{-2p}}{|a|^3} e^{-x_3/2} g \left( \frac{x_1}{a}, \frac{x_2}{a}, \frac{x_3}{a} + 2p \right)
\]

\[
= \frac{e^{-1/a^2}}{|a|^3} e^{-x_3/2} \frac{1}{2^{1/2} \Gamma(1/(2a^2))}
\]

\[
\left[ \left( \frac{x_3}{a} + \frac{1}{a^2} \right)^2 - \frac{x_1^2}{a^2} - \frac{x_2^2}{a^2} \right]^{1/(2a^2) - 3/2}
\]

\[
= C_a e^{-(x_3/2 + 1/a^2)} \left[ \left( \frac{x_3}{a} + \frac{1}{a^2} \right)^2 - \frac{x_1^2}{a^2} - \frac{x_2^2}{a^2} \right]^{1/(2a^2) - 3/2}, \tag{46}
\]

for all \( x = (x_1, x_2, x_3) \) inside a cone \( \Omega_a \), where \( C_a \) is the positive constant:

\[
C_a := \frac{1}{2^{1/2} \Gamma(1/(2a^2))}. \tag{47}
\]

The presence of the factor \( e^{-x_3/2} \) in formula (46), ensures the fact that \( \mu \) has finite moments of all orders inside the (shifted) cone \( \Omega_a \), where:

\[
\Omega_a := \left\{ (x_1, x_2, x_3) \in \mathbb{R}^3 \mid \left( \frac{x_3}{a} + \frac{1}{a^2} \right)^2 - \frac{x_1^2}{a^2} - \frac{x_2^2}{a^2} > 0 \right\}.
\]

For \( |a| = 1 \), formula (44) becomes:

\[
\varphi (s) = \frac{e^{\pm s_3}}{\sqrt{(1 \pm s_3)^2 - s_1^2 - s_2^2}}.
\]
The case when \( a = -1 \) can be obtained from the case \( a = 1 \), by applying a dilation of factor \( c = -1 \), since:

\[
\varphi_{-1}(s) = \frac{e^{s_3}}{\sqrt{(1 + s_3)^2 - s_1^2 - s_2^2}} = \frac{e^{(-s_3)}}{\sqrt{[1 - (-s_3)]^2 - (-s_1)^2 - (-s_2)^2}} = \varphi_{+1}(-s).
\]

Thus, we have:

\[
\mathcal{L}^{-1}(\varphi_{-1}) = \mathcal{L}^{-1}(D_{-1}\varphi_{+1}) = D_{-1}\mathcal{L}^{-1}(\varphi_{+1}).
\]

Therefore, if we find the measure of \( \mu_{+1} \), corresponding to \( a = 1 \), and its support is \( D_{+1} \), then the measure \( \mu_{-1} \), corresponding to \( a = -1 \), will be supported by \( D_{-1} := -D_{+1} \), and for all Borel subsets \( B \) of \( D_{-1} \), we have \( \mu_{-1}(B) = \mu_{+1}(-B) \).

The probability measure \( \mu_{+1} \), corresponding to \( a = 1 \), is supported on a cone (a two-dimensional manifold), and its construction is described in Appendix.

**Case 2.** If \( [A_1, A_2] = [A_2, A_3] = [A_3, A_1] = 0 \). Since all the matrices \( A_1, A_2, \) and \( A_3 \) are symmetric and commute, they can be diagonalized in the same basis \( \{ f_1, f_2, f_3 \} \) of \( \mathbb{R}^3 \). Let \( U : \mathbb{R}^3 \to \mathbb{R}^3 \) be the orthogonal linear transformation that maps the standard basis \( \{ e_1, e_2, e_3 \} \) of \( \mathbb{R}^3 \) into \( \{ f_1, f_2, f_3 \} \). We identify \( U \) with its matrix \( \{ u_{i,j} \}_{1 \leq i, j \leq 3} \). We have \( U^{-1} = U^T \) (the transpose of \( U \)), and for all \( r \in \{ 1, 2, 3 \} \):

\[
UA_rU^T = D_r,
\]

where \( D_r \) is a \( 3 \times 3 \) diagonal matrix.

Let us define the following random variables:

\[
X'_1 := \sum_{j=1}^{3} u_{1,j} X_j,
\]

\[
X'_2 := \sum_{j=1}^{3} u_{2,j} X_j,
\]

\[
X'_3 := \sum_{j=1}^{3} u_{3,j} X_j.
\]
Then, for all $i \in \{1, 2, 3\}$, we have:

$$X_i = \sum_{j=1}^{3} u_{i,j} X'_j$$

$$= \sum_{j=1}^{3} u_{j,i} X'_j.$$ 

Since $(X_1, X_2, X_3)$ is a non-degenerate 1-Meixner random vector, and $U$ is an invertible linear transformation, $(X'_1, X'_2, X'_3)$ is also a non-degenerate 1-Meixner random vector. Moreover, the joint semi-annihilation operators of $X'_1, X'_2,$ and $X'_3$ are, for all $i \in \{1, 2, 3\}$:

$$U'_i := \sum_{j=1}^{3} u_{i,j} U_j.$$ 

For all $i$ and $j$ in $\{1, 2, 3\}$, such that $i \neq j$, we have:

$$\left[ U'_i, X'_j \right] = \left[ \sum_{k=1}^{3} u_{i,k} U_k, \sum_{l=1}^{3} u_{j,l} X_l \right]$$

$$= \sum_{k,l} u_{i,k} u_{j,l} [U_k, X_l]$$

$$= \sum_{k,l} u_{i,k} u_{j,l} \left( \sum_{r} \alpha_{k,l,r} X_r + \delta_{i,j} I \right)$$

$$= \sum_{k,l} u_{i,k} \alpha_{r,k,l} u_{l}^{T} \sum_{s} u_{s,r} X'_s$$

$$= \sum_{r,s} u_{s,r} \left( \sum_{k,l} u_{i,k} \alpha_{r,k,l} u_{l}^{T} \right) X'_s$$

$$= \sum_{r,s} u_{s,r} (UA_{r}U^{T})_{i,j} X'_s$$

$$= \sum_{r,s} u_{s,r} (D_{r})_{i,j} X'_s$$

$$= 0,$$

since $D_{r}$ is a diagonal matrix and $i \neq j$.

Since for all $i \neq j$, we have $[U'_i, X'_j] = 0$, it follows from Theorem 4.6 from [10] that the joint probability distribution of $(X'_1, X'_2, X'_3)$ is polynomially factorizable.
That means, for all \( i, j, \) and \( k \in \mathbb{N} \cup \{0\} \), we have:

\[
E \left[ X_1^{i} X_2^{j} X_3^{k} \right] = E \left[ X_1^{i} \right] E \left[ X_2^{j} \right] E \left[ X_3^{k} \right].
\]

That means, from the point of view of moments \( X_1', X_2', \) and \( X_3' \) behave like three independent random variables. Since the new coefficients \( \alpha'_{i,j,k} = 0 \), for all \( i \neq j \), permuting the indexes, we obtain, that, for all \( k \in \{1, 2, 3\} \), we have:

\[
\alpha'_{k,i,j} = 0,
\]

for all \( i \neq j \). Thus, if we choose \( i := k \) and \( j \neq k \), we have:

\[
\alpha'_{k,k,j} = 0.
\]

That means, for all \( k \in \{1, 2, 3\} \), we have:

\[
\left[ U'_k, X'_k \right] = \sum_{j=1}^{3} \alpha'_{k,k,j} X'_j + c'_k I
\]

\[
= \alpha'_{k,k,k} X'_k + c'_k I.
\]

The last equation shows that individually each random variable \( X_1', X_2', \) and \( X_3' \) is a 1-Meixner random variable. It was shown in [7] that the 1-Meixner random variables are up to a re-scaling and translation Gamma or Gaussian random variables. Since the joint moments of \( X_1, X_2, \) and \( X_3 \) can be written as products of the corresponding individual moments of \( X_1, X_2, \) and \( X_3 \), and because the moment problem for 1-Meixner random vectors is uniquely solvable (due to the estimates that we obtained in Lemma 4), we conclude that the joint probability distribution \( \mu \) of \( X_1', X_2', \) and \( X_3' \) is the product of the individual probability distributions \( \mu_1, \mu_2, \) and \( \mu_3 \) of \( X_1', X_2', \) and \( X_3' \), respectively. Thus \( X_1', X_2', \) and \( X_3' \) are three independent re-scaled and shifted Gamma or Gaussian random variables.

We conclude our discussion with the following theorem:

**Theorem 1** A three-dimensional random vector \((X_1, X_2, X_3)\), having finite joint moments of all orders, is a non-degenerate 1-Meixner random vector if and only if there exists an invertible affine transformation from \( \mathbb{R}^3 \) to \( \mathbb{R}^3 \), denoted

\[
(X_1, X_2, X_3) \rightarrow (X'_1, X'_2, X'_3),
\]

such that either:

- \( X'_1, X'_2, \) and \( X'_3 \) are independent Gamma or Gaussian random variables

or

- The joint probability distribution of \((X'_1, X'_2, X'_3)\) is a three-dimensional Gamma distribution.
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Appendix

Proposition 6 Let \( \mu \) be the measure on \( \mathbb{R}^3 \) that is absolutely continuous with respect to the Lebesgue measure \( dx_1dx_2dx_3 \) on \( \mathbb{R}^3 \), and whose Radon–Nikodym derivative is:

\[
\frac{d\mu(x)}{dx_1dx_2dx_3} = (x_3^2 - x_1^2 - x_2^2)^p \mathbb{1}_{\Omega}(x_1, x_2, x_3),
\]

where:

\[
\Omega := \{ (x_1, x_2, x_3) \in \mathbb{R}^3 \mid x_1^2 + x_2^2 < x_3^2, \ x_3 > 0 \},
\]

is the open upper cone with vertex at the origin, axis of symmetry the positive \( x_3 \)-axis, whose generator and axis of symmetry make an angle \( \varphi \), of measure \( m(\varphi) = 45^\circ \), and \( \mathbb{1}_{\Omega} \) denotes the characteristic function of \( \Omega \). Then, for \( p > -1 \), the Laplace transform of \( \mu \) (or equivalently, of its Radon–Nikodym derivative with respect to the Lebesgue measure) is:

\[
E_\mu \left[ \exp (t \cdot X) \right] = 2\pi \Gamma(2p + 2) \left( t_3^2 - t_1^2 - t_2^2 \right)^{-p-(3/2)}.
\]

Proof Let \( t = (t_1, t_2, t_3) \in \mathbb{R}^3 \). We have:

\[
\varphi(t) = \int_D e^{t_1x_1} e^{t_2x_2} e^{t_3x_3} (x_3^2 - x_1^2 - x_2^2)^p \ dx_1dx_2dx_3.
\]

Let us move to spherical coordinates:

\[
\begin{cases}
    x_1 = r \sin(\varphi) \cos(\theta) \\
    x_2 = r \sin(\varphi) \sin(\theta) \\
    x_3 = r \cos(\varphi),
\end{cases}
\]

where \( r \in (0, \infty) \), \( \theta \in [0, 2\pi) \), \( \varphi \in [0, \pi/4) \). The absolute value of the Jacobian is:

\[
|J(r, \theta, \varphi)| = r^2 \sin(\varphi).
\]
Thus, we have:

\[
\varphi(t) = \int_{0}^{\pi/4} \sin(\varphi) \left[ \int_{0}^{\infty} e^{r \cos(\varphi)} \left( r^2 \cos(2\varphi) \right)^{\prime} \, r^2 \right] \, \left[ \int_{0}^{2\pi} e^{r \sin(\varphi)(t_1 \cos(\theta) + t_2 \sin(\theta))} \, d\theta \right] \, dr \, d\varphi.
\]

The order of integration that we choose is: first with respect to \(\theta\), second with respect to \(r\), and third we respect to \(\varphi\).

Let us compute first the innermost integral, with respect to \(\theta\), for \(r\) and \(\varphi\) fixed. In the exponent of that integrand we write the superposition of waves as only one wave, namely:

\[
t_1 \cos(\theta) + t_2 \sin(\theta) = \sqrt{t_1^2 + t_2^2} \left[ \cos(\theta) \frac{t_1}{\sqrt{t_1^2 + t_2^2}} + \sin(\theta) \frac{t_2}{\sqrt{t_1^2 + t_2^2}} \right] = \sqrt{t_1^2 + t_2^2} \left[ \cos(\theta) \cos(\tau) + \sin(\theta) \sin(\tau) \right] = \sqrt{t_1^2 + t_2^2} \cos(\theta - \tau),
\]

where \(\tau \in [0, 2\pi)\) is the only angle such that:

\[
\begin{align*}
\cos(\tau) &= \frac{t_1}{\sqrt{t_1^2 + t_2^2}} \\
\sin(\tau) &= \frac{t_2}{\sqrt{t_1^2 + t_2^2}}.
\end{align*}
\]

Therefore, the most inner integral becomes:

\[
I_1 := \int_{0}^{2\pi} e^{r \sin(\varphi) \sqrt{t_1^2 + t_2^2} \cos(\theta - \tau)} \, d\theta.
\]

Since the integrand is a periodic function of period \(2\pi\), we can integrate on any interval of length \(2\pi\). So, we can integrate on the interval \([\tau, \tau + 2\pi)\), obtaining after the change of variable \(\theta \mapsto \theta + \tau\):

\[
I_1 = \int_{0}^{2\pi} e^{r \sin(\varphi) \sqrt{t_1^2 + t_2^2} \cos(\theta)} \, d\theta.
\]

We use now the Taylor series expansion of the exponential function:

\[
e^z = \sum_{n=0}^{\infty} \frac{z^n}{n!}.
\]
Since this is an entire series (radius of convergence $R = \infty$), according to Weierstrass Theorem, it converges uniformly on any compact $K$. Thus, we can interchange the series and integral, obtaining:

$$I_1 = \int_0^{2\pi} r e^{r \sin(\varphi)} \sqrt{t_1^2 + t_2^2 \cos(\varphi)} \cos(\theta) d\theta$$

$$= \int_0^{2\pi} \sum_{n=0}^{\infty} \frac{\left(r \sin(\varphi) \sqrt{t_1^2 + t_2^2 \cos(\varphi)}\right)^n}{n!} d\theta$$

$$= \sum_{n=0}^{\infty} \frac{\left(r \sin(\varphi) \sqrt{t_1^2 + t_2^2}\right)^n}{n!} \int_0^{2\pi} \cos^n(\theta) d\theta.$$

For all $n \geq 0$, let us define:

$$J_n := \int_0^{2\pi} \cos^n(\theta) d\theta.$$

Then $J_0 = 2\pi$, $J_1 = 0$, and for all $n \geq 2$, integrating by parts, we obtain:

$$J_n = \int_0^{2\pi} \cos^{n-1}(\theta) \cos(\theta) d\theta$$

$$= \int_0^{2\pi} \cos^{n-1}(\theta) d(\sin(\theta))$$

$$= \cos^{n-1}(\theta) \sin(\theta) \big|_0^{2\pi} + (n - 1) \int_0^{2\pi} \cos^{n-2}(\theta) \sin^2(\theta) d\theta$$

$$= 0 + (n - 1) \int_0^{2\pi} \cos^{n-2}(\theta) \left[1 - \cos^2(\theta)\right] d\theta$$

$$= (n - 1)J_{n-2} - (n - 1)J_n.$$

We obtain from here, that:

$$J_n = \frac{n - 1}{n} J_{n-2},$$

for all $n \geq 1$. Iterating this recursive relation, we get:

$$J_{2n+1} = 0$$
and
\[ J_{2n} = \frac{(2n - 1)!!}{(2n)!!} \frac{2\pi}{2n} = \frac{(2n - 1)!!}{2^n n!} 2\pi. \]

Thus, we obtain:
\[
\int_0^{2\pi} e^{r \sqrt{t_1^2 + t_2^2} \cos(\theta)} d\theta = \sum_{n=0}^{\infty} \frac{r^{2n} (t_1^2 + t_2^2)^n \sin^n(\phi)}{(2n)!} \frac{(2n - 1)!!}{2^n n!} 2\pi.
\]

We compute now the second integral, with respect to \( r \), for a fixed \( \phi \).

\[ I_2 := \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n \sin^2(n(\phi))}{2^n (n!)^2} 2\pi \int_0^{\infty} r^{2n+2p+2} e^{t_3 r \cos(\phi)} dr. \]

Here, for convergence, we must assume that \( t_3 < 0 \), and make the change of variable \( s = r|t_3| \cos(\phi) \), \( dr = \frac{1}{|t_3| \cos(\phi)} ds \). We obtain:

\[ I_2 = \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n \sin^2(n(\phi))}{2^n (n!)^2 |t_3|^{2n+2p+3} \cos^{2n+2p+3}(\phi)} \frac{1}{2^n \Gamma(2n+2p+3)} \int_0^{\infty} s^{2n+2p+2} e^{-s} ds.
\]

Finally, we compute the last integral, with respect to \( \phi \), which is the Laplace transform of \( \mu \). We have:

\[ \varphi(t) = \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^n (n!)^2 |t_3|^{2n+2p+3} \cos^{2n+2p+3}(\phi)} \frac{1}{2^n \Gamma(2n+2p+3)} \int_0^{\pi/4} \sin^{2n+1}(\phi) \cos^{2n+2p+3}(\phi) \cos^p(2\phi) d\phi.
\]

Springer
We make now the change of variable \( u = \cos(\varphi) \), \( du = -\sin(\varphi)\,d\varphi \). We obtain:

\[
\varphi(t) = \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2|t_3|^{2n+2p+3}} 2\pi \Gamma(2n + 2p + 3) \int_{1/2}^{1} \frac{(1-u^2)^n}{u^{2n+2p+3}} \left(2u^2 - 1\right)^p \, du.
\]

We make now the change of variable \( v = u^2 \), \( dv = 2u\,du \). We obtain:

\[
\varphi(t) = \frac{1}{2} \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2|t_3|^{2n+2p+3}} 2\pi \Gamma(2n + 2p + 3) \int_{1/2}^{1} \left(1 - v\right)^n \left(\frac{2v - 1}{v}\right)^p \, \frac{1}{v^2} \, dv.
\]

Finally, we make the change of variable \( w = (1 - v)/v \), \( dw = -(1/v^2)\,dv \). We obtain:

\[
\varphi(t) = \frac{1}{2} \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2|t_3|^{2n+2p+3}} 2\pi \Gamma(2n + 2p + 3) \int_{0}^{1} w^n (1 - w)^p \, dw
\]

\[
= \frac{1}{2} \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2|t_3|^{2n+2p+3}} 2\pi \Gamma(2n + 2p + 3) B(n + 1, p + 1),
\]

where \( B \) is the Euler beta function. Applying the formula:

\[
B(n + 1, p + 1) = \frac{\Gamma(n + 1)\Gamma(p + 1)}{\Gamma(n + p + 2)},
\]

we have:

\[
\varphi(t) = \frac{1}{2} \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2|t_3|^{2n+2p+3}} 2\pi \Gamma(2n + 2p + 3) \frac{\Gamma(n + 1)\Gamma(p + 1)}{\Gamma(n + p + 2)}
\]

\[
= \frac{1}{2} \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2|t_3|^{2n+2p+3}} 2\pi \Gamma \left(2 \left(n + p + \frac{3}{2}\right)\right) \frac{n!\Gamma(p + 1)}{\Gamma(n + p + 2)}.
\]

Using now Legendre duplication formula for the Gamma function:

\[
\Gamma(2z) = \frac{2^{2z-1}\Gamma(z)\Gamma(z + (1/2))}{\sqrt{\pi}},
\]
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we obtain:

\[
\varphi(t) = \pi \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n+2p+3}n!|t_3|^{2n}} \frac{2^{n+2p+2}\Gamma(n + p + (3/2))\Gamma(n + p + 2)\Gamma(p + 1)}{\sqrt{\pi}} \\
= \pi \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{|t_3|^{2p+3}n!|t_3|^{2n}} \frac{\Gamma(n + p + (3/2))\Gamma(p + 1)}{\sqrt{\pi}} \\
= \pi \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{|t_3|^{2p+3}n!|t_3|^{2n}} \frac{(n + p + (1/2))(n - 1 + p + (1/2)) \cdots (1 + p + (1/2))\Gamma(1 + p + (1/2))}{\Gamma(p + 1)} \\
\frac{\Gamma(p + 1)}{\sqrt{\pi}} \\
\frac{2^{2p+2}}{|t_3|^{2p+3}} \\
\sum_{n=0}^{\infty} (-1)^n \frac{(-p - (3/2))(-p - (3/2) - 1) \cdots (-p - (3/2) - (n - 1))}{n!} \\
\frac{(t_1^2 + t_2^2)^n}{|t_3|^{2n}} \frac{\Gamma(p + 1)\Gamma(p + 1 + (1/2))}{\sqrt{\pi}}.
\]

Using now the binomial formula:

\[
(1 + x)^r = \sum_{n=0}^{\infty} \frac{r(r - 1) \cdots (r - n + 1)}{n!} x^n,
\]

for \(|x| < 1\), and the duplication formula again, we obtain:

\[
\varphi(t) = \pi \frac{2^{2p+2}}{|t_3|^{2p+3}} \left[ 1 - \frac{t_1^2 + t_2^2}{t_3^2} \right]^{-p-(3/2)} \frac{\Gamma(2p + 2)}{2^{2p+1}} \\
= 2\pi \Gamma(2p + 2) \left( t_3^2 - t_1^2 - t_2^2 \right)^{-p-(3/2)}.
\]

The case \(a = 1\) corresponds to \(p = -1\) which is not covered by Proposition 6 above. However, in this situation we have the simpler

**Proposition 7** Let \(\nu(x)\) be the two-dimensional measure on \(\partial\Omega\) (the surface of the cone with equation \(\sqrt{x_1^2 + x_2^2} = x_3\)) obtained as the push-forward of the surface measure on the cylinder given by parametrization

\[
(r, \theta) \rightarrow (\cos(\theta), \sin(\theta), r), \quad r > 0, \quad \theta \in [0, 2\pi),
\]

via the map

\[
(\cos(\theta), \sin(\theta), r) \rightarrow (r \cos(\theta), r \sin(\theta), r).
\]
Then, for \( t \in -\Omega_1 \) the Laplace transform 

\[
\mathcal{L}_\nu(t) = \int_{\partial\Omega_1} e^{\langle t, x \rangle} d\nu(x),
\]

is given by

\[
\mathcal{L}_\nu(t) = \frac{2\pi}{\sqrt{t_3^2 - (t_1^2 + t_2^2)}}.
\]

**Proof** Using \( x = (r \cos(\theta), r \sin(\theta), r) \), we have

\[
I_1 := \int_0^{2\pi} e^{r \sqrt{t_1^2 + t_2^2} \cos(\theta)} d\theta = \sum_{n=0}^{\infty} \frac{r^{2n} (t_1^2 + t_2^2)^n}{(2n)!} \frac{(2n-1)!!}{2^n n!} 2\pi
\]

As in Proposition 6, we have

\[
I_2 := \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n} (n!)^2} 2\pi \int_0^{\infty} r^{2n} e^{t_3 r} dr.
\]

We compute now the second integral, with respect to \( r \).
Here, for convergence at infinity, we must assume that $t_3 < 0$. Making the change of variable $s = r|t_3|$, $dr = \frac{1}{|t_3|}ds$. We obtain:

$$I_2 = \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2} \frac{1}{2\pi} \int_0^\infty s^{2n} e^{-s \frac{|t_3|^{2n+1}}{2n+1}} ds$$

$$= \sum_{n=0}^{\infty} \frac{(t_1^2 + t_2^2)^n}{2^{2n}(n!)^2 |t_3|^{2n+1}} 2\pi (2n)!.$$ 

Therefore, for $\frac{t_1^2 + t_2^2}{t_3^2} < 1$, we have

$$I_2 = \frac{2\pi}{|t_3|} \frac{1}{\sqrt{1 - 4\frac{t_1^2 + t_2^2}{4t_3^2}}} = \frac{2\pi}{\sqrt{t_3^2 - (t_1^2 + t_2^2)}}.$$  
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