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The scientific studies of dendritic spines have experienced an overwhelming growth in the last three decades. Since the primary concept that dendritic spines are sites of excitatory synaptic contact, the most recent studies have led to theoretical proposals that relate spines’ morphophysiology with the information processing that underlies cognition. Furthermore, some specific spine shapes have been related to specific components of cognitive process, such as acquisition of information (learning) or long-term information retention (memory).

Dendritic spines are highly dynamic structures. In fact, their structural modifications occurring under specific conditions are strongly related to synaptic plasticity which underlies cognitive flexibility. This provides the ability to create a mnemonic trace that defines the individual experience and allows making useful decisions under different circumstances.

Contributions to this special issue provide some theoretical and experimental evidence related to the dendritic spine and synapse plasticity underlying mnemonic activity, as well as modulatory mechanisms involved in it. Although the data discussed in this special issue deal mainly with the findings derived from the animal research, it is clear, however, that these experimental results can lead to the clinical approaches concerning a wide variety of neuropsychopathological conditions in humans.

The mechanisms that regulate spine and synapse morphology and function are characterized by the remarkable complexity. An example of such complex mechanism is described in the study by Chapleau and Pozzo-Miller that reveals the opposing effects of p75NTR and Trk receptors signaling in BDNF actions on spine density and morphology. The functional interplay between neuronal activity and different signaling pathways can induce new spine growth and affect spine maturation and stabilization/pruning, the processes that are essential for learning and memory. Another pathway regulating dendritic spine structural plasticity was studied by González-Burgos et al. They provided the evidence that estrogen receptor modulators raloxifene and tamoxifen can rapidly modify spine density and morphology and discussed the possible repercussion of these spine plastic changes on learning and memory processes. These data, obtained in experimental animals, are also of interest for the practical medicine that uses both drugs in the human treatment, and they once again highlight the importance of the fundamental knowledge for the clinical applications.

Based on the fact that causal relationships between cellular changes underlying synaptic plasticity and their functional significance are difficult to establish from experimental studies in the mammalian brain, Giachello et al. review some of the actual evidence regarding the cellular and molecular mechanisms underlying synaptogenesis and synaptic plasticity in the invertebrate nervous system and their possible validation in vertebrates. According to this view, Lee et al. discuss some of the actual trends in the conceptualization of dendritic spines as discrete functional compartments regulating synaptic plasticity, as well as the spine’s structural changes associated with synaptic function.

In other review papers presented in this issue, the mechanisms regulating normal brain plasticity and their implications in the pathological processes are discussed. Mandela and Ma focus on Kalirin-7, a Rho guanine nucleotide
exchange factor that plays important role in signaling pathways regulating formation of dendritic spines and synapses. Recent data demonstrate that Kalirin-7 not only affects spine and synapse morphology but, consequently, modulates plasticity properties of a synapse. More importantly, human analogue of this rodent protein is implicated in a wide range of human diseases related to the cognitive disability. The paper by Bitzer-Quintero and Gonzalez-Burgos reviews the role of the immune system in regulation of synaptogenesis, especially under conditions of brain injury or inflammation. Increasing data also suggest implication of the complex interactions between immune and nervous systems in the normal neuronal structural plasticity underlying learning and memory mechanisms.

We hope that papers published in this special issue will serve to increase the scientific knowledge on the cellular and molecular mechanisms involved in dendritic spine’s plastic changes underlying cerebral organization of learning and memory.

Ignacio González Burgos
Irina Nikonenko
Volker Korz
Review Article
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In mammalian brain, the cellular and molecular events occurring in both synapse formation and plasticity are difficult to study due to the large number of factors involved in these processes and because the contribution of each component is not well defined. Invertebrates, such as Drosophila, Aplysia, Helix, Lymnaea, and Helisoma, have proven to be useful models for studying synaptic assembly and elementary forms of learning. Simple nervous system, cellular accessibility, and genetic simplicity are some examples of the invertebrate advantages that allowed to improve our knowledge about evolutionary neuronal conserved mechanisms. In this paper, we present an overview of progresses that elucidates cellular and molecular mechanisms underlying synaptogenesis and synapse plasticity in invertebrate varicosities and their validation in vertebrates. In particular, the role of invertebrate synapsin in the formation of presynaptic terminals and the cell-to-cell interactions that induce specific structural and functional changes in their respective targets will be analyzed.

1. Introduction

Interneuronal communication is essential for all nervous system functions. Neurons transmit their signals to one another at specialized structures termed synapses in which a presynaptic and a postsynaptic compartment are both morphologically and functionally distinguished.

Cellular accessibility and the relative simplicity of their nervous system have made invertebrate models, such as Aplysia, Lymnaea, Hirudo, Helix, and Helisoma [1–9], a particularly suitable solution for investigating the formation of synapse and the specificity of neuronal connectivity. A large number of invertebrate neurons can be individually identified and isolated in cell culture, since they share similar size, position, biophysical properties, synaptic connections, and physiological functions among animals of the same species [10]. Therefore, it is even possible to reconstruct in dissociated cell culture synapses between individually identified invertebrate neurons that recapitulate in vitro their in vivo features [6, 7, 11–13]. Culture conditions, specific to each system, promote the regeneration of new neuritic arbors and the establishment of synaptic connections with remarkable accuracy. Thus, cell culture approaches combined with imaging and electrophysiological techniques have allowed neuroscientists to monitor cellular and molecular events underlying neurite outgrowth, synaptogenesis, and synaptic plasticity.

Commonly, vertebrate neurons display a stereotyped polarity in which it is possible to identify well-distinguished areas deputed for receiving and integrating synaptic inputs (dendrites, soma, and proximal axon), for action potential initiation (axon initial segment), and signal propagation (axonal arborization). On the other hand, invertebrate neurons normally lack myelinated axons, and their afferent and efferent processes often branch from the same offshoot of the soma. Although the presence of spine-like processes along dendrites of Drosophila visual interneurons [14] and honeybee calycal interneurons has been observed [15, 16], there is no evidence that neurons of other invertebrate models bear dendritic spines with a well-defined morphology as described in vertebrates. Invertebrate synapses are clustered onto varicose-like structures that appear as irregular small
swellings distributed along neurites. Varicosities have been described in both invertebrate and vertebrate models, such as Helix [7, 17–19], Aplysia [20–24], Lymnaea [25], Helisoma [26], rat cortical neurons [27], pyramidal neurons [28], and hippocampal neurons [29, 30].

2. Initial Steps in the Formation of Varicosities

Studies in culture have revealed that varicosities can result from the transformation of growth cone into synaptic terminal after the contact of a postsynaptic cell [31, 32], as well as along axons even in the absence of a postsynaptic target [27, 29, 33–42] (Figure 1). The formation of functional active zones lacking postsynaptic partners may be attributed to substances used for coating culture surfaces (such as polylysine, polyornithine, and basic growth factor) [37, 43–46], nevertheless this configuration is observed in vivo in many invertebrate [47] and mammalian central nervous system, that is, climbing fibers in cerebellum [48], mossy fibers of the dentate gyrus [49], and primary visual cortex of adult macaque [50].

In this way, the presence of multiple presynaptic regions that are dispersed along the length of the axon allows a single neuron to form en passant synaptic connections with many partners. Thus, we can infer that synapse formation is not a simple result of a physical contact among neurons. Interestingly, it has been demonstrated that Helisoma buccal neuron B5 can form an efficacious chemical synapse with B19 neuron [13, 51] within minutes after contact [3]. This mechanism does not imply a target-dependent induction of secretory capabilities. In fact, in neuron B5 the release machinery is assembled through intrinsic developmental mechanisms prior to contact [52]. Moreover, cultured Xenopus spinal neurons, rat hippocampal neurons, and Drosophila neurons show some ability for evoked synaptic vesicle recycling along entire axonal segments, even in the absence of their targets [29, 33, 35–37, 39–41]. Morphological studies performed on Aplysia sensory neurons cultured in contact with postsynaptic neurons as well as in isolated configuration suggest that varicosities are formed either at the tips of advancing growth cones, or along neurites after their advancement, or by splitting of pre-existing varicosities [23, 24, 53, 54].

Actually, the model proposed in the literature [55] includes a series of hierarchical steps that occur through a combination of vesicle trafficking and local recruitment of synaptic proteins. Firstly, a huge accumulation of organelles leads to vesicle cluster formation at the palm of advancing growth cone. During the assembly of presynaptic boutons, clusters of pleiomorphic vesicles have been observed at newly forming synapses [56]. Synaptic vesicle clustering to actin cytoskeleton and the following reorganization in synaptic pools may cause the sequestration of G-actin and other proteins with the consequent slowing of neuritic extension and the swelling of the central area of growth cone. Afterwards, the supply or resources are resumed, and the growth cone may carry on its advance, leaving behind a new varicosity. Finally, the newly formed varicosity is further supplemented with organelles delivered along the axons by anterograde transport. Varicosities host a heterogeneous population of subcellular organelles that include clear and dense core vesicles, mitochondria, and endoplasmic reticulum [54]. Electron microscope studies revealed that the content of varicosities formed by neurons grown in the absence of postsynaptic partners ranges from organelle high-density varicosity to those that are almost free of organelles [57, 58].

3. Molecular Mechanisms at Presynaptic Level: Role of Synapsin

At presynaptic level, synapsins have a prominent role in regulating the formation and the maturation of new varicosities. Synapsins are a family of synaptic vesicle-associated phosphoproteins identified in a wide range of vertebrate and invertebrate organisms [59–63]. These proteins are predominantly localized at the surface of synaptic vesicles [64–66] and maintain vesicle pool organization tethering synaptic vesicles to actin cytoskeleton. Thus, vesicle mobilization may be regulated by synapsins in a phosphorylation-dependent manner. Real-time imaging in hippocampal cultures has demonstrated that phosphorylated synapsin dissociates from vesicle clusters during tetanic stimulation [67], delivering vesicles from reserve pool to replenish the readily releasable pool, which has been depleted upon activity [68]. Synapsins are multidomain proteins sharing a common N-terminal region composed of three domains (domains A, B, and C) that are highly conserved across isoforms and species with the exception of domain B. The C-terminal domain composition (D-I) is more variable and derives from alternative splicing events [61, 69].

While in mammals the different isoforms of synapsin proteins are coded by three distinct genes, invertebrates and lower vertebrates contain only one single gene. It may be plausible that synapsin family originates from one ancestral precursor, which was subjected to duplication events when vertebrates diverged from invertebrates [61]. The hypothesis of an ancestral single synapsin gene has been validated after cloning and sequencing of synapsin in some invertebrate species such as two ecdysozoans, the fly Drosophila melanogaster [70] and the nematode Caenorhabditis elegans [61], and three lophotrochozoans, the mollusks Loligo pealei [71], Aplysia californica [72], and Helix pomatia [73]. Therefore, the evolution of these proteins in the different phyla correlates with the development of a progressively more complex nervous system.

There are many pieces of evidence that synapsins play a role in axon elongation and synapse formation. It has been demonstrated that synapsin I and II regulate synaptic functions following the early neurogenesis in mouse brain [74]. Synapsin III is expressed mainly in early phases of neuronal development and is highly concentrated in growth cones [75]. Moreover, the onset of presynaptic maturation at Xenopus neuromuscular junctions is causally related to the onset of synapsin expression [76], indeed experimentally elevated levels of synapsin I [77] or synapsin Ila [78] accelerate presynaptic maturation characterized by a precocious assembly of active zone structures, organization of synaptic
Figure 1: Schematic representation of the three most common types of varicosities observed in invertebrate neuronal cultures (a). The bottom panels show confocal acquisitions of neurites belonging to the serotonergic *Helix* neuron C1 cocultured with its physiological target B2 and immunostained with anti-serotonin (red) and anti-synapsin (green) antibodies. In these sample images it is possible to identify a varicosity without a postsynaptic target in which neurotransmitter release can be detected using functional dyes or electrophysiological techniques (b); a presynaptic varicosity interconnected with its postsynaptic counterpart (c); a newly formed varicosity derived from an advancing growth cone in which well-defined synaptic vesicle pools have not yet organized (d). Scale bar: 10 μm.

vesicle pools, and also a rapid formation of thickenings of postsynaptic muscle cell membrane [79]. Interestingly, even the overexpression of synapsin in non-neuronal cells results in the formation of neurite- and synaptic-like structures similar to varicosities [80].

As in vertebrates, synapsin expression correlates well with the time course of presynaptic terminal maturation and synaptogenesis in mollusks, such as *Helix* and *Aplysia*. In isolated *Helix* neurons, immunostaining for mammalian synapsin I appears uniformly distributed in the cell body, the distal axonal segments and the growth cones. The contact and the formation of a chemical connection with an appropriate juxtaposed target induce a redistribution of the synapsin mainly in varicosity-like structures immunoreactive for the neurotransmitter serotonin along neurites close to the target neuron [19], similar to the changes in synapsin I distribution following synaptic contacts in hippocampal neurons developing in culture [81]. Interestingly, the number of synapsin-positive varicosity-like structures increases progressively parallel to the enhancement in the mean amplitude of the postsynaptic potentials recorded at the same times in *Helix* cocultures.

A distribution of synapsin in distinct puncta along neurites has also been shown in neurons of *Aplysia punctata* [19] and of *Aplysia californica* [72] where synapsin undergoes dispersion following serotonin and TGFβ1 treatments that induce its phosphorylation mediated by PKA [72] and MAPK kinases [82], respectively. Therefore, the phosphorylation of *Aplysia* synapsin may result in its dissociation from synaptic vesicles in processes activated by neuromodulators and growth factors involved both in modulation of neurotransmitter release and in remodelling of growing neurons during development.

To study the synaptic fidelity of neuronal regenerating connections in culture, a multitude of experiments about target recognition during synaptogenesis has been performed in invertebrate neurons [4, 83–87]. Identified motoneurons, isolated from the buccal ganglia of *Helisoma trivolvis*, display selective synapse formation in culture [3, 51]. In particular, the identified B19 neuron forms appropriate cholinergic connections with buccal muscle fibers, but not with other buccal neurons [88].

In *Helix* nervous system the giant metacerebral neuron C1, homologous of the *Aplysia* MGC [89], physiologically forms a serotonergic monosynaptic connection with the giant neuron B2 in the buccal ganglia [90]. *In vitro* studies demonstrated that the presence of a non-physiological target neuron C3 results in a general inhibitory effect on the
maturation of the presynaptic terminals of neuron C1, reducing both the number of presynaptic varicosities and their ability to release neurotransmitter in the presynaptic neuron [91], through mechanisms that involve the down-regulation of both MAPK/Erk and PKA pathways [92]. These pathways are rapidly activated by the contact with the physiological target neuron B2 that can quickly reverse the wrong target-induced inhibition.

In Helix C1 neurons cultured in contact with a wrong target C3, injection of bovine synapsin I has been shown to exert an enhancing effect on the efficiency of the neurotransmitter release machinery [93]. Interestingly, the injected synapsin was able to rescue neurotransmitter release strongly depressed by the presence of the non-physiological target bringing it to levels comparable to those observed when the C1 neuron is cocultured with its physiological target B2 [91]. This suggests that exogenous synapsin I may accelerate the maturation or simply disinhibit the quantal release mechanisms by affecting cytoskeleton assembly and/or synaptic vesicle clustering in Helix synapsin presynaptic terminals, in agreement with the results obtained by injection of synapsin I or II into embryonic Xenopus neurons that accelerates both the morphological and functional development of synapses [77–79].

4. Synapsin Phosphorylation and Synapse Formation

Further experiments in Helix neurons in culture have analyzed the role of specific domains of synapsin in regulating structure and activity of synapses [73, 94, 95]. A multiple alignment of the primary structure of Helix synapsin [73] with Aplysia synapsin [72] and other mammalian orthologs reveals the high phylogenetic conservation of the PKA/CaMKI/IV phosphorylation site located in the N-terminal domain A (Ser-9). The phosphorylation of this site by either PKA or CaMKI/IV is necessary for the enhancement of neurotransmitter release from neuron C1 to overcome the inhibitory effect of the wrong target in C1–C3 soma-soma coculture, since the facilitating effect due to the injection of exogenous wild-type synapsin is maintained in the presence of the pseudo-phosphorylated form and virtually lost after the injection of the non-phosphorylatable mutant. Moreover, the functional effects of gastropod synapsin are associated with a phosphorylation-dependent ultrastructural rearrangement of neurons C1. In fact, electron microscopy analysis showed that in the region of contact between C1, overexpressing wild-type synapsin, and neuron C3 there were dense interdigitations of microtubule-packed neurite-like processes with the appearance of dense core synaptic vesicle clusters typical of C1, that were virtually absent in uninjected C1–C3 pairs or after injection of the non-phosphorylatable domain A mutant [94].

Studies on vesicle dynamics in growth cones [96] show a critical role of the PKA phosphorylation site in synapsin I, suggesting that the same molecular mechanisms involved in modulating neurotransmitter release from mature nerve terminals may also underlie the activity of the protein in developing terminals. The increase in cAMP in the presynaptic terminal following the contact with the postsynaptic target [97] may regulate synapsins activity in the control of synaptic vesicle distribution and recycling leading to the transformation of the growth cone into a mature presynaptic bouton. Recently, the overexpression of synapsin domain A phosphomutants in mice lacking endogenous synapsins has restated that this phosphorylation site plays an important role in controlling synapses formation. While the presence of the pseudo-phosphorylated form can accelerate synapse formation, the overexpression of the non-phosphorylatable mutant may cause a significant decrease in the total amount of both glutamatergic and GABAergic synapses during development [98].

In addition to PKA pathway, the phosphorylation of synapsin by MAPK/Erk kinase has also a critical role in the formation of synapses between Helix neurons in culture [95], consistent with a lot of evidence supporting the role of MAPK/Erk kinase in neurotrophic regulation of synapse formation and plasticity in vertebrate and invertebrate models [99–104]. Helix synapsin bears two putative MAPK/Erk consensus sites in domain B, Ser36 and Ser42, that are highly conserved among the known invertebrate synapsin proteins and might represent homologous MAPK/Erk phosphorylation sites to sites 4 and 5 of mammalian synapsin [105].

Overexpression of both MAPK/Erk phosphomutants induce a significant reduction of the presynaptic differentiation of the injected neuron and of the number of synaptic connections between the paired cells. In addition, the basal amplitude of the postsynaptic potentials recorded in Helix B2-B2 neurons is markedly reduced following injection of the non-phosphorylatable MAPK/Erk mutant while it is slightly decreased by the injection of the pseudo-phosphorylated MAPK/Erk mutant. Both mutants have no effect on the rising time of the postsynaptic potentials and do not induce any changes in the neurite outgrowth, suggesting that the reduction in synaptic strength occurs in the absence of changes in neurotransmitter release kinetics and ruling out the possibility that the altered connectivity depends on impairment in neurite growth. These observations suggest that MAPK-dependent synapsin phosphorylation regulates the occurrence of chemical synapses through a growth-independent mechanism [95]. The similar negative effect of both non-phosphorylatable and pseudo-phosphorylated synapsin mutants on synaptic formation suggests that cycles of MAPK/Erk phosphorylation may play a fundamental role in regulating synapsin activity during synaptogenesis, perhaps acting on cytoskeletal assembly and vesicle clustering at synaptic terminals, as suggested by the role of MAPK/Erk phosphorylation in modulating synapsin affinity for actin [105].

All the effects observed with mutagenesis experiments described so far cannot be ascribed to mistargeting of synapsin localization. Confocal acquisitions of soma-soma Helix neurons cocultures overexpressing GFP-conjugated synapsin phosphomutants for either PKA/CaMKI/IV or MAPK/Erk in the presynaptic compartment display a deeper clusterization pattern but the same localization observed for the wild-type form. In particular, ectopic synapsins are
present in presynaptic neurons with a preferential localization in the contact area with the postsynaptic target and along presynaptic neurites projecting onto the postsynaptic cell, in the areas of the soma-soma pairs containing the majority of the synaptic vesicle clusters and synaptic structures. Therefore, the phosphorylation of the synapsin N-terminus seems not to be implicated in the correct targeting of Helix synapsin, consistent with the observation in cultured hippocampal neurons where the deletion of synapsin domain A does not significantly impair the synaptic targeting of mammalian synapsins [106]. The higher degrees of clustering of overexpressed GFP-tagged synapsin mutants compared with the wild-type protein are possibly due to a stronger association of synapsin mutants with synaptic vesicles and/or to a lower rate of its dispersion and reclustering cycles [67, 107]. Conversely, the pseudo-phosphorylated mutants show a very low degree of clustering and appear uniformly diffuse along neurites. These observations are consistent with previous morphological studies showing that serotonin-induced dispersion of synapsin clusters in Aplysia neurons depends on both PKA and MAPK/Erk activity [72], and that PKA and MAPK/Erk phosphorylation regulates the mobility of synapsin as well as the trafficking of synaptic vesicles in nerve terminals upon stimulation [108].

5. Synapsin Phosphorylation and Plasticity

For many years the studies of synapsin functions have been focused on synaptic plasticity rather than synaptogenesis. Synapsin proteins are implicated in maintenance of presynaptic vesicular pools and in the regulation of vesicle mobility among them during short-term plasticity [109–111]. In particular, synapsins appear to have a fundamental role in the expression of post-tetanic potentiation (PTP) since both genetically altered mice and Aplysia synapses exhibit a marked impairment of PTP after genetic deletion or neutralization of synapsin I and/or synapsin II [109, 112]. Interestingly, vesicle mobilization from the reserve pool during PTP in Drosophila is strongly dependent on PKA activation [113, 114]. Phosphorylation of synapsin domain A might also modulate PTP by altering the presynaptic release probability as shown in PTP at the calyx of Held synapse [115] that may be mediated by the activation of CaMKs [116]. However, microinjection of domain A peptide into the squid giant synapse had no effect on vesicle pool size, synaptic depression, or transmitter release kinetics, indicating that this domain may be predominantly involved in regulating synaptic vesicle trafficking at pre-docking stages [117]. Presynaptic overexpression of the Helix synapsin non-phosphorylatable mutant in domain A specifically impairs PTP, while the overexpression of the wild-type form has no effect on peak amplitude or time course of PTP [73]. Similarly, these results have been confirmed at Aplysia synapses [118]. In addition, PTP expression in Helix neurons critically depends on MAPK/Erk activation [95], which might occur upon intracellular calcium build-up during the tetanus [119, 120] or via crosstalk with other calcium-dependent pathways [121–124]. Although MAPK/Erk activity does not appear to be required for short-term heterosynaptic facilitation induced by serotonin at Aplysia sensory-motor synapses [8, 125, 126], other studies in invertebrates show that modulation of short- and long-term synaptic plasticity paradigms is mediated by MAPK/Erk [82, 127–129]. An involvement of MAPK/Erk in short-term plasticity is also supported by studies in transgenic mice that express a constitutively active form of H-Ras, which exhibit an enhancement of paired-pulse facilitation and long-term potentiation that is dependent on MAPK/Erk activation [130].

As demonstrated by the studies described above, the same molecular pathways and effectors that regulate the formation of functional synaptic contacts are also involved in synaptic transmission and plasticity. Even if these mechanisms acting at presynaptic level seem to be intrinsically regulated, the presence of a target cell during synaptogenesis has a prominent role in triggering the formation and maturation of specialized structures in both pre- and postsynaptic neurons.

6. Synapse Formation: Crosstalk between Pre- and Postsynaptic Sites

At postsynaptic level, synapse formation requires a coordinated assembly of synaptic structures conferring the competence to translate the presynaptic signal into a postsynaptic response. In vertebrate neurons, two important steps are the formation of a protrusion that differentiates into a dendritic spine and the formation of a postsynaptic density facing the active zone. These events require the involvement of a multitude of different proteins, which have been partially identified and characterized. Actually, several models have been proposed in spinogenesis: spines may derive either from the stabilization of an initial filopodium after the contact with the axon [131–133], or from filopodium-independent sprouting [134, 135], or, alternatively, they might initially grow without synaptic contact [136–142].

Considering the requirement of a synaptic contact, several protein families have been proposed to trigger spinogenesis mediating cell-to-cell communication, such as cadherins, neuroligin-β-neurexin cell adhesion complexes, and ephrins/Eph receptors [143–145]. Although these molecules have been shown to play a role in the various aspects of synaptogenesis, matching pre- and postsynaptic components, no single protein factor has been found to be essential for all these processes, from initial synapse specification to the formation of functional connections.

Cadherins are a large family of Ca2+-dependent, homophilic, cell-surface adhesion molecules [146–152]. Both E-cadherins and N-cadherins are present in synapses, and they are symmetrically localized in the adhesive junctions that surround the active zone in the presynaptic terminal and the postsynaptic density [146]. In cultured hippocampal neurons, N-cadherin is ubiquitously expressed in all synapses only at early stages of development, then becomes restricted to a subpopulation of excitatory synapses during maturation [153]. Recent studies have linked these proteins to dendritic
function of N-cadherins in vivo in synapse formation is still debated. Indeed genetic studies in Drosophila have greatly contributed to determining the function of N-cadherins in vivo. Loss of N-cadherin in Drosophila embryos affects the trajectories of longitudinal CNS axons and the guidance of growth cones [155]. It has been demonstrated that N-cadherin is important for coordinating the targeting of multiple neuronal types, such as R7 photoreceptor axons and L1–L5 lamina neurons, to the right target layer in the medulla neuropil of the visual system [156–159]. Drosophila contains 12 isoforms of N-cadherin, but the expression of a single isoform is sufficient to rescue null mutations, suggesting functional redundancy [159]. Thus, these observations indicate that cadherins may be involved in target recognition and perhaps stabilization of early synaptic contact sites but not in the induction of synapse formation.

Another protein, neuronal-cell adhesion molecule (N-CAM), belonging to the Ca^{2+}-independent cell adhesion molecules of the immunoglobulin superfamily, is also present in synapses [160–164]. This protein bears fibronectin type III repeats in the extracellular domain and a short cytoplasmic domain, anchored to the cytoskeleton, which interact with intracellular signaling pathways [165, 166]. In vitro studies showed that several identified CAM members regulate the number of synaptic contacts, their morphology and functions; however a strong evidence that any of these molecules is necessary for synapse formation in vivo is lacking, probably suggesting a redundancy in their functions. In cell cultures, N-CAMs accumulate quickly at sites of contact formation during the initial assembly of synaptic components [167]. Through interaction with spectrin-coated trans-Golgi-derived organelles, N-CAM may promote the accumulation of those postsynaptic proteins that are necessary to form the synaptic contact [168]. In fact, a reduction in size of postsynaptic densities and an impaired recruitment of spectrin, NMDA receptors, and CaMKIIα to the synapse is observable in neurons lacking N-CAM [169]. Furthermore, studies on mixed cultures of hippocampal neurons from N-CAM knockout and wild-type mice have revealed that postsynaptic N-CAM promotes the formation and increases the strength of excitatory synapses in concert with NMDA receptor activity [170].

In literature a large amount of evidence that suggest the involvement of N-CAM not only in neuronal development, but also in synapse plasticity, results from invertebrate models [171–179]. In Drosophila, the concentration of fasciclin II, homologue of vertebrate N-CAM, regulates sprouting and the capability of neurons to form new synaptic contacts [177, 178]. In nerve-muscle cocultures from Xenopus embryos, the percentage of functional neuromuscular contacts is decreased by means of antibody against N-CAM [180].

In Aplysia, aPCAM is predominantly expressed at synaptic contacts [172, 181] and modulates synapse formation and long-term plasticity at sensory-motor synapses [172, 179, 182–186]. The ability of sensory neuron to form in vitro chemical connections with motoneuron L7, detected as number of branches and varicosities, correlates with the expression level of aPCAM on different regions of the postsynaptic cell L7 [184]. Moreover, a reduction in fasciculation of growth cones has been observed with the preincubation of isolated sensory or motoneurons with a monoclonal antibody against aPCAM [172, 181, 187]. While the addition of the antibody on preformed sensory-motor cocultures results in a failure of serotonin-induced long-term changes in synaptic efficacy and the concomitant morphological changes of sensory neuron, such as formation of new varicosities, without altering the transmission of pre-existing synapses and their short-term modulation [185]. Interestingly, the same anti-aPCAM antibody recognizes aPCAM-like proteins of the Helix nervous system. The neurotransmitter releasing ability of Helix neuron C1 is detectable when it is cultured alone or in presence of its physiological target B2, whereas it is inhibited by the presence of the wrong target C3 [19, 91]. In C1–C3 cocultures, the buildup of neurotransmitter release triggered by the appropriate target B2 is prevented by preincubation of this neuron with anti-aPCAM antibody [188], confirming that N-CAM orthologs may play an important role during the contact of two synaptic partners in modulate the efficiency of excitation-secretion coupling.

One potential signaling cascade implicated in this phenomenon is PKC [189, 190], since the presence of aPCAM on membrane of motoneuron L7 and the activation of Aplysia PKC isoforms aPCAM Apl II are both necessary events for the initial synapse formation and the increase of sensorin expression by sensory neurons [191]. Therefore, aPCAM exposed on L7 membrane surface may activate signaling cascades not only in the motor neuron itself, but also in the coupled sensory neuron via the heterophilic receptor to regulate both pre- and postsynaptically the expression of effectors necessary for the assembly of functional synapses [169, 192–197].

Based on invertebrate Drosophila Fasciclin II and Aplysia aPCAM sequences, a database-search analysis resulted in an identification of a similar protein in vertebrates, called SynCAM [198]. SynCAM is a transmembrane member of the Ig superfamily that mediates Ca^{2+}-independent homophilic interactions and displays a structure similar to the nectins [199]: 3 Ig-domains followed by an intercellular C-terminal PDZ-binding motif able to bind the synaptic scaffolding proteins CASK and syntenin. High level of SynCAM expression has been detected in young rat brain in the first few weeks after birth, corresponding with the main period of synaptogenesis. Overexpression studies in cultured hippocampal neurons confirmed that SynCAM promotes
Synapse formation and increases spontaneous synaptic activity while its isolated cytoplasmic tail inhibits synaptic function, perhaps by acting as a dominant negative [198]. Remarkably, this protein has the ability to promote the formation of active presynaptic terminals in non-neuronal cells, when cocultured with hippocampal neurons [198]. Hence, SynCAM may act at multiple stages of synaptogenesis from the initial synaptic contact to the modulation of neurotransmitter release. However, its effects on dendritic spine morphology remain to be determined.

7. Synapse Modulation and Plasticity: Role of Adhesion Molecules

Once a functional contact is established, the new synapse goes through a series of maturation processes that is likely to be regulated by neural activity. For example, hippocampal synapses undergo structural changes after long-term potentiation (LTP) in vitro and experience in vivo [200, 201]. Generally, at postsynaptic level, newly formed spines acquire a postsynaptic density and increase their volume which closely correlates with the exposure in membrane of additional AMPA receptors [202] and the reorganization of the actin cytoskeleton [203]. These processes are strictly associated with the induction of LTP [139, 200, 204–206].

Before the large number of data collected from hippocampal neurons about the involvement of adhesion molecules, such as N-CAM, in long-term potentiation [160, 161, 166, 176, 207–211], early studies about long-term modifications were performed on invertebrate models. In particular, an important step in our understanding of N-CAM functions comes from studies on long-term functional and structural plasticity of the Aplysia sensory-motor synapse. ApCAM is expressed at the highest levels at sites of synaptic contact between sensory and motor neurons in culture, consistent with its in vivo distribution [181]. Long-term facilitation induced by serotonin application is accompanied by the formation of new branches and varicosities in sensory neuron [21, 212]. On the other hand, long-term depression of the same synapse by the neuropeptide Phe-Met-Arg-Phe-amide (FMRFamide) is correlated with the loss of presynaptic sensory neurites and varicosities [213, 214]. Both modifications of synaptic efficiency involve a rapid and cell-specific change in the distribution of apCAM. The treatment with 5-HT causes a downregulation of apCAM from the surface of the sensory neuron via a cAMP-dependent increase in endocytosis of clathrin-coated vesicles [172, 182, 215], while application of FMRFamide induces a downregulation of apCAM from the surface of the target motor neuron by a similar cAMP-dependent mechanism [183, 187]. Consistent with these observations, transgenic mice in which N-CAM has been depleted showed deficits in learning and memory [216]. Furthermore, the interference with N-CAM levels through specific antibodies or suppression of NCAM results in a reduced or even abolished LTP in the CA1 region of the hippocampus [161, 176, 217].

8. Concluding Remarks

Synaptogenesis is a complex process that results in the assembly of a functional release machinery in the presynaptic terminals and the formation of specialized structures at the corresponding postsynaptic level. In recent years, considerable progress has been reached in understanding the cellular and molecular mechanisms of vertebrate synaptogenesis. New techniques and approaches have allowed scientists to characterize several molecules that regulate not only when and where synapses are formed but also their continuous plastic modifications. Beside this, it is important to mention the contribution of pioneering experimental studies performed on invertebrate models that permitted the identification of the basic mechanisms of neuronal functions implicated in behavioral responses that are phylogenetically conserved in vertebrate animals.
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The majority of fast excitatory synaptic transmission in the central nervous system takes place at protrusions along dendrites called spines. Dendritic spines are highly heterogeneous, both morphologically and functionally. Not surprisingly, there has been much speculation and debate on the relationship between spine structure and function. The advent of multi-photon laser-scanning microscopy has greatly improved our ability to investigate the dynamic interplay between spine form and function. Regulated structural changes occur at spines undergoing plasticity, offering a mechanism to account for the well-described correlation between spine size and synapse strength. In turn, spine structure can influence the degree of biochemical and perhaps electrical compartmentalization at individual synapses. Here, we review the relationship between dendritic spine morphology, features of spine compartmentalization and synaptic plasticity. We highlight emerging molecular mechanisms that link structural and functional changes in spines during plasticity, and also consider circumstances that underscore some divergence from a tight structure-function coupling. Because of the intricate influence of spine structure on biochemical and electrical signalling, activity-dependent changes in spine morphology alone may thus contribute to the metaplastic potential of synapses. This possibility asserts a role for structural dynamics in neuronal information storage and aligns well with current computational models.

1. Introduction

Ever since the first description of espinas on Purkinje cells by Cajal more than 100 years ago [1, 2], these tiny, femtolitre-sized, structures have been found on dendrites of a wide variety of neuronal cell types and the role of these minute structures in neuronal function has been the subject of considerable attention, speculation, and debate. These discrete dendritic protrusions form a rich structural scaffold for the majority of excitatory synapses in the brain, harbouring a complement of biochemical signalling machinery as well as a proteinaceous postsynaptic density (PSD) containing, amongst others, ionotropic glutamate receptors of the AMPA and NMDA subtypes [3]. These receptors mediate the bulk of fast excitatory neurotransmission in the brain. During postnatal development, dendritic spines acquire AMPARs and undergo structural enlargement, resulting in a positive correlation between spine size and AMPAR function. Interestingly, the high degree of heterogeneity in dendritic spine structure and function at maturity suggests that spine growth is regulated in a synapse-specific manner and not simply a consequence of en masse spine development.

In the past decade or so, a number of technological developments in fluorescence microscopy and molecular techniques have greatly accelerated our understanding of the relationship between structure and function at dendritic spines. For one, the induction of synaptic plasticity at single synapses was found to result in changes in spine structure, providing a plausible mechanism to explain the concurrent developmental changes in spine size and function [4]. Furthermore, recent studies have elaborated a mechanistic and molecular framework to suggest that spines function as discrete compartments, offering a basis for computationally relevant synaptic autonomy. Based on the robust concordance between structural and functional plasticity, and on the similarities in the molecular underpinnings that drive these two processes, there is a growing trend in synaptic physiology to infer synaptic strength based on characteristics of spine morphology. However, the dissociation of spine structure and function under some experimental conditions suggests an
important mechanistic divergence in the regulation of spine form and function. In this paper, we will provide an outline of the dendritic spine as a discrete functional compartment, discuss new developments in structural and functional plasticity at single spines and highlight key aspects of our understanding of the relationship between spine structure and function.

2. Two-Photon Microscopy and the Investigation of Individual Dendritic Spines

Despite unsheathing fundamental properties of various forms of synaptic plasticity [5], investigations based solely upon electrically evoked synaptic events left a number of open questions. Although minimum stimulation methods allow the functional study of single synapses in isolation [6–9], the inherent technical challenges of these experiments hinder the ability to efficiently amass data and resolve spatial parameters such as the morphology and location of the activated synapses (relative to each other and to the soma). The advent of two-photon (2P) laser scanning microscopy circumvented a number of these experimental limitations and has contributed considerable depth to our understanding of spine function and plasticity.

The longer wavelengths and lower excitation energy used in 2P imaging increase imaging depth in scattering tissue (such as brain) while also reducing photodamage/toxicity compared to 1P imaging [10–12]. Furthermore, the 2P excitation event is highly restricted in physical space with an excitation volume that roughly approximates the diffraction limits of the optical system [10]. This small excitation volume thus confers the ability to photoactivate molecules with high spatial precision, thereby providing novel opportunities for the study of synaptic physiology. For instance, 2P “uncaging” of caged forms of neurotransmitters (for, e.g., MNI-Glutamate) provides the ability to selectively activate spatially discrete glutamate receptors in a number of experimental preparations in vitro [4, 13–24] and in vivo [25]. Pioneering work by Matsuzaki and colleagues used 2P imaging and glutamate uncaging to probe AMPAR content and induce LTP at individual dendritic spines on hippocampal CA1 pyramidal neurons, generating key insight into single synapse plasticity [4, 22]. For instance, the induction of LTP at single dendritic spines via 2P glutamate uncaging circumvented the presynaptic component of synaptic transmission and provided unequivocal support to the notion that, at least under certain conditions, synaptic plasticity can be mediated by solely postsynaptic mechanisms [4, 26].

In addition to providing important information regarding plasticity at single synapses, advances in 2P imaging and related optical techniques have been instrumental in generating novel understanding of other neuronal mechanisms and properties such as the spatial distribution of synaptic weights, the autonomy of the spine as a functional compartment, the integrative behaviour of dendritic branches, and the recurrent connectivity of cortical circuits [14, 16, 21, 27].

3. A Compartmental Model of Dendritic Spines

Dendritic spines are specialized structures exhibiting a high degree of molecular organization and exist in a wide range of morphologies. Although a number of nomenclatures have been proposed to describe the breadth of morphologies that individual spines can adopt, they can be broadly summarized as follows: “Mushroom-like,” identified by a round dendritic spine head connected to the parent dendrite by a spine neck; “Stubby” spines, which are short, stout protrusions or bumps with no definitive spine neck; filopodial/long spines, which appear as thin, finger-like protrusions [28, 29]. There has been considerable speculation on the specific role imparted by these varying morphologies on aspects of spine function. For one, substantial attention has been given to the role of the spine neck and accumulating experimental evidence suggests that it serves to compartmentalize the dendritic spine head. This compartmental model is particularly attractive in light of the synapse specificity of the structural and functional changes that take place over development and during plasticity. The compartmentalization of dendritic spines can be broadly divided into two functional domains: (i) the biochemical compartment, which describes the spatial confinement of biochemical signalling due to diffusional restriction and physical segregation of proteins and signalling molecules; (ii) the electrical compartment, where spine neck morphology can impact the kinetics and propagation of synaptic potentials in a spine-specific manner. Here, we will sequentially review these two functional domains.

3.1. The Biochemical Compartment. Postsynaptic induction and expression of several forms of synaptic plasticity requires calcium influx through NMDARs and the initiation of calcium-dependent biochemical signalling in the dendritic spine. The development of calcium-sensitive fluorescent indicators and imaging techniques has greatly facilitated the study of calcium dynamics during synaptic activity. Specifically, calcium imaging experiments demonstrate that NMDAR-mediated calcium influx elicited during synaptic transmission is tightly restricted to the spine head, with minimal calcium diffusion into the parent dendrite [18, 30–33]. Given the key role of calcium as a second messenger in the regulation of synaptic plasticity, highly compartmentalized calcium signalling at dendritic spines is likely critical for providing the synapse specificity of synaptic plasticity. As a result, it has been proposed that the primary function of the dendritic spine structure is to compartmentalize signalling molecules such as calcium [31, 34]. Many factors can influence the intracellular diffusion of calcium. For instance, the presence of a spine neck has been suggested to restrict calcium diffusion and also appears to limit the diffusion of other molecules such as GFP and fluorescein dextran [31, 33, 35–37]. In addition, calcium pumps such as PMCs and SERCA, calcium-binding molecules such as calmodulin (CaM) or calbindin, and differential cytosolic viscosities at individual spines can all contribute to regulate free-calcium concentrations (and its dynamics) and influence intracellular diffusion [38–40]. Together, these diverse mechanisms indicate that
dendritic spines utilize multiple strategies to compartmentalize biochemical signals and promote autonomous synaptic function (see Figure 1).

Dendritic spines must also communicate with protein synthesis machinery located in the parent dendrite to sustain late phases of LTP [23, 41–43]. Thus, the movement of signalling molecules to and from the dendritic spine must not be fully compartmentalized but conforms to some degree of regulation. An illustration of such regulation is provided by recent experiments showing that calcium/calmodulin-activated kinase II (CaMKII) and Ras, two important molecules for synaptic plasticity, exhibit differential displacements from activated spines into the parent dendrites during synaptic plasticity [19, 44]. Recent work by Murakoshi et al. (2011) extended these findings using a FRET-based approach [45]. The authors assessed the spatial spread of two synaptically activated Rho-GTPases, RhoA and Cdc42. Whereas single-spine LTP induced by 2P glutamate uncaging leads to sustained activation (up to 30 min) of both RhoA and Cdc42, only activated RhoA readily traversed the spine neck into the parent dendrite, with activated Cdc42 restricted to the stimulated spine [45]. Since the measured diffusional properties of these proteins were similar, it was proposed that mechanisms localized to the spine head were likely required to spatially restrict Cdc42 activation, thereby enforcing the notion that spines are highly regulated biochemical compartments. Taken together, the spatial compartmentalization of key regulatory molecules (e.g., protein kinases) may also offer powerful constraints that impact the spread of intracellular signals from the spine to the parent dendrite.

Surface (plasma membrane-bound) AMPARs and NMDARs exist at both synaptic and extrasynaptic locations. These surface receptor populations are not rigidly fixed, but in perpetual diffusional flux laterally through the membrane [46–48]. Similar to intracellular diffusion, the lateral mobility of proteins in the plasma membrane can also be influenced by morphological parameters of spines [49–51]. For instance, FRAP analysis demonstrated that spine necks restrict the lateral diffusion of surface AMPARs. Specifically, AMPARs at spines connected to the parent dendrite by a spine neck exhibit a twofold slower rate of lateral mobility compared to those at spines without a distinguishable spine neck (Figure 1). Similar results were obtained using membrane-bound GFP, indicating that the impedance of lateral mobility was dictated by morphological parameters of the spine, and not by intrinsic properties of AMPAR trafficking per se [49]. Furthermore, AMPARs also undergo constitutive vesicular cycling via endo- and exocytosis. Evidence from both electron microscopy and fluorescence imaging indicates the presence of endocytic and exocytic zones within dendritic spines [52–55]. Interestingly, the dynamic balance of endo- and exocytosis modulates synaptic strength and underlie certain forms of plasticity. Indeed, LTP induction results in an enhancement of AMPAR exocytosis [56–60]. Taken together, the strategic clustering of signalling proteins, the development of narrow spine necks, and the organization of vesicular cycling machinery can all contribute to biochemical compartmentalization of spines. This compartmentalization provides individual spines with the autonomous capacity to dynamically regulate the surface expression of distinct pools of AMPARs to promote the synapse specificity of synaptic plasticity.

3.2. The Electrical Compartment. In addition to providing the morphological substrate for bestowing features of biochemical compartmentalization, spines may also function as electrical compartments capable of modulating the amplitude, kinetics, and integration of synaptic potentials. Early estimations based on Rallian cable theory and measurements of molecular diffusion indicated that only modest ohmic resistances would be provided by spine necks and therefore largely dismissed the notion that spines behave as electrical compartments [37, 61]. However, recent experimental evidence suggests that electrical compartmentalization can take place in at least a subset of dendritic spines [13, 17, 62]. A combination of current-clamp recordings, 2P uncaging, and second harmonic membrane potential measurements provided evidence that long spine necks attenuate synaptic potentials between spine head and the parent dendrite [13]. In this line, it is interesting to note that calcium transients induced by activation of NMDARs can be readily detected by 2P calcium imaging in physiological extracellular magnesium concentrations (∼1.0 mM) in slices [63–65] and in vivo [66–68], despite the presence of the voltage-dependent magnesium block of NMDARs near resting membrane potentials. Furthermore, calcium transients mediated by voltage-sensitive calcium channels (VSCCs) can also be visualized upon synaptic activation, indicating unexpectedly large depolarizations at the spine head [17]. Together, these data suggest that spine necks may impart an appreciable
degree of electrical resistance—and charge accumulation in spine heads—and thus electrically compartmentalize dendritic spines [62]. An intriguing and functionally powerful idea is that the degree of both electrical and biochemical compartmentalization might be dictated by active modifications in spine morphology. This possibility is becoming increasingly prominent given the dynamic structural changes which accompany the expression of synaptic plasticity (see below).

4. Structural and Functional Plasticity at Spines

The development of 2P glutamate uncaging to stimulate and induce LTP at single dendritic spines has been instrumental in providing key insights on the structural and functional changes that take place during plasticity. In 2004, Matsuzaki and colleagues induced LTP at individual dendritic spines by 2P glutamate uncaging and showed that the expression of LTP is associated with spine enlargement [4]. Furthermore, smaller spines carried an inherently higher propensity for LTP expression compared to larger spines, which were functionally and structurally more stable. Interestingly, some of the molecular mechanisms underlying structural plasticity have been found to closely parallel those for synaptic plasticity. For instance, LTP induction stimuli involving strong synaptic input and large postsynaptic rises in calcium facilitate actin branching and polymerization, providing a protrusive force to mediate spine enlargement [4, 69–72]. Conversely, LTD-inducing stimuli lead to actin depolymerization, spine shrinkage, and retraction [70]. Moreover, similar to the expression of long-lasting phases of LTP, the temporal stability of structural plasticity requires the synthesis of new proteins [23, 42]. These fundamental similarities in the induction of both structural and functional plasticity indicate an intimate relationship between these two processes.

One critical molecular link is CaMKII, a highly abundant protein in spines with an established role in synaptic plasticity [4, 44, 73–75]. At rest, CaMKII directly bundles and stabilizes actin filaments and is involved in the structural stability of spines [76]. CaMKII is activated by LTP-inducing stimuli, remaining persistently active and spatially compartmentalized to the stimulated spine properties that correlate well with the spatiotemporal characteristics of structural and functional plasticity [44]. Moreover, active CaMKII dissociates from the actin cytoskeleton causing structural destabilization, thus permitting structural modifications of the spine to take place [76]. Downstream, CaMKII activates a number of signalling molecules such as members of the Rho-GTPase family (RhoA, Cdc42, Rac1, and Rnd1) to mediate changes in spine structure [45, 72, 77]. For instance, Cdc42 becomes activated during LTP induction and interacts with p21-activated kinase (PAK) proteins to stabilize structural modifications [45]. Mice expressing a dominant-negative PAK (dnPAK) transgene in the forebrain show abnormal dendritic spine morphology, defects in both LTP and LTD, and impairments in the consolidation of spatial and fear memory [78]. Whereas it is difficult to attribute the behavioural deficits exhibited by dnPAK mice to synaptic impairments alone, these experimental strategies help to elucidate the interplay between structural and functional plasticity.

Although structural and functional changes rely on common signalling molecules, is it possible for these changes to occur independently of one another? Some evidence suggests that structural and functional plasticity are mutually stabilizing processes. For instance, in CA1 pyramidal neurons, the temporal stability of LTP expression is dependent on actin polymerization [79]. Subsequent investigations have expanded on these findings, underscoring a critical role for cytoskeletal actin dynamics in the directed trafficking of AMPARs [69, 70, 78, 80, 81]. Conversely, the insertion of AMPARs during LTP not only acts to increase synaptic strength, but has also been suggested to stabilize structural changes of the spine [82]. These data suggest that the molecular components that drive structural changes in dendritic spines during plasticity also act to stabilize AMPAR insertion and vice versa. This dynamic interplay thus provides a basis for the tight association between changes in spine volume and AMPAR content during LTP.

5. Structure versus Function

Dendritic spines on pyramidal cell dendrites number in the thousands and exhibit a high degree of morphological heterogeneity. High-resolution electron microscopy studies provided the first indication that spine form and function were related by demonstrating that the size of the PSD and number of AMPARs positively correlate with the size of spines [83–86]. A number of recent studies provided functional support to these ultrastructural findings by showing a strong positive correlation between dendritic spine size and AMPAR function (i.e., size of AMPAR-mediated current), as determined by 2P glutamate uncaging [14, 15, 22, 25, 35]. Considering the parallel changes observed in both structure (i.e., spine volume) and function (i.e., AMPAR content) during activity-dependent plasticity, it is perhaps not at all surprising that such a correlation exists. However, a more detailed and in-depth look at the literature, as outlined below, reveals that spines, at least in certain conditions, have the ability to significantly depart from such a tight structure/function coupling.

One of the first indications pointing to a divergence of spine form and function was provided by Smith et al. (2003) while describing the distance-dependent scaling of synaptic AMPARs in hippocampal CA1 pyramidal neurons [27]. Using a combination of whole-cell and dendritic recordings with 2P glutamate uncaging, they showed the synaptic weights of spines were progressively larger with increasing distances from the soma. However, this apparent increase in spine function was not accompanied with measurable changes in spine volume. Nonstationary fluctuation analysis on 2P glutamate uncaging currents further revealed that this increase in function with dendritic distance reflected a higher density of spine AMPARs, and not an enhanced sin-
A disconnect between dendritic spine structure and function is further evidenced in studies of “silent” synapses. Silent synapses contain detectable NMDARs but are devoid of AMPARs and are therefore largely “silent” at rest (ought to the magnesium-dependent blockade NMDARs at resting membrane potential). They are thought to represent immature glutamatergic synapses in part because their expression drastically diminishes during postnatal development [26, 87, 88]. Not surprisingly, early 2P-glutamate uncaging investigations described the presence of silent synapses on thin, filipodial-like spines in developing CA1 pyramidal neurons [15]. Interestingly, however, subsequent investigations in the rodent somatosensory cortex reported that silent synapses can be detected at spines spanning a broad range of morphologies [14, 18]. Although providing indirect support to this notion, work in PSD-95 KO mice also documented the presence of a structure/function uncoupling for spines. At an age where silent synapses were no longer detected in WT mice, PSD-95 KO mice displayed a high proportion of silent synapses onto large spines that otherwise appeared mature [15]. Collectively, these data indicate that although there is a clear correlation between spine size and function, there is also room for a significant departure from this tight structure/function coupling.

Studies on the dynamical nature of spine structure during LTD also indicate a divergence in the signalling pathways that regulate spine size and function. For instance, Zhou et al. (2004) reported that LTD and spine shrinkage at hippocampal synapses show differential requirements for protein phosphatase signalling via PP1 and calcineurin, despite sharing a similar requirement for NMDAR activation [89]. Furthermore, while the actin-binding protein cofilin was involved in spine shrinkage, it seemed to play no role in the expression of LTD. More recent investigations have also indicated that clathrin-mediated endocytosis is not required for spine shrinkage, despite being essential for LTD expression [90]. Finally, LTD studies in cerebellar Purkinje cells also reported dissociation between spine structure and function. Indeed, Sdrulla and Linden reported that LTD at cerebellar parallel fiber-Purkinje cell synapses was not associated with changes in either spine number or volume. In an interesting twist, the authors further identified a manipulation that led to a dramatic and global retraction of spines on Purkinje neurons that, surprisingly, was not associated with significant changes in synaptic strength [91]. Thus, evidence obtained from LTD experiments in two distinct brain regions underscores a mechanistic divergence of spine structure and function.

Lastly, this divergence is further exemplified in a model of single-synapse homeostatic plasticity in dissociated cortical neuronal cultures. Homeostatic plasticity refers to the ability of a neuron to bidirectionally tune synaptic AMPAR content in response to changes in overall network activity [92]. Recent experiments have expanded these findings by showing that homeostatic regulation of synaptic strength can be achieved at the level of individual dendritic spines [16, 93]. In one experimental paradigm, chronic suppression of presynaptic glutamatergic input onto single spines leads to an enhancement of postsynaptic AMPAR function, as determined by 2P glutamate uncaging [16]. Interestingly, despite a marked increase in AMPAR currents, there were no discernable changes in spine volume (see Figure 2). By comparing the current-voltage (I-V) relationship of AMPARs at
these two populations of dendritic spines, activity-deprived synapses were found to express AMPARs with a distinct subunit composition (AMPA receptors lacking the GluA2 subunit). Because this AMPAR subtype has an inherently higher conductance, this switch in subunit composition provides a mechanistically plausible model to account for the increased synaptic strength onto spines of similar volume.

6. Conclusion

As a major component of excitatory synapses, spines are strategically poised to support important modulatory roles in synaptic transmission and neuronal function. Although still subject to debate, an emerging notion posits that spines provide a structural scaffold to act as biochemical and electrical compartments. Interestingly, discrete differences in dendritic spine morphology may directly influence the degree of functional compartmentalization (Figure 1).

In addition, the dynamic nature of spine structure [94, 95] may generate parallel changes in the compartmentalization features of individual spines. One can speculate that these morphologically dependent degrees of compartmentalization lead to distinct states of metaplasticity at individual synapses. This notion aligns well with emerging theoretical models of synaptic learning that demonstrate that synapses exhibiting a gradation of states, each bridged by distinct metaplastic transitions, bestow neural networks with enhanced information storage capacity [96, 97]. Altogether, these considerations highlight the rich computational potential afforded by the yet to be completely understood relationship between form and function of dendritic spines.
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The central nervous system is closely linked to the immune system at several levels. The brain parenchyma is separated from the periphery by the blood brain barrier, which under normal conditions prevents the entry of mediators such as activated leukocytes, antibodies, complement factors, and cytokines. The myeloid cell lineage plays a crucial role in the development of immune responses at the central level, and it comprises two main subtypes: (1) resident microglia, distributed throughout the brain parenchyma; (2) perivascular macrophages located in the brain capillaries of the basal lamina and the choroid plexus. In addition, astrocytes, oligodendrocytes, endothelial cells, and, to a lesser extent, neurons are implicated in the immune response in the central nervous system. By modulating synaptogenesis, microglia are most specifically involved in restoring neuronal connectivity following injury. These cells release immune mediators, such as cytokines, that modulate synaptic transmission and that alter the morphology of dendritic spines during the inflammatory process following injury. Thus, the expression and release of immune mediators in the brain parenchyma are closely linked to plastic morphophysiological changes in neuronal dendritic spines. Based on these observations, it has been proposed that these immune mediators are also implicated in learning and memory processes.

1. Introduction

Cell survival in the central nervous system (CNS) has been closely associated with activation of the immune system, a tightly controlled process [1]. The CNS parenchyma is separated from the bloodstream by the blood brain barrier (BBB), the integrity of which is maintained by endothelial tight junctions. Under normal conditions, the BBB prevents the entry into the brain parenchyma of leukocytes, antibodies, complement factors, and cytokines, as well as antigen presenting cells (APCs) such as dendritic cells, B cells, and macrophages [1, 2].

In the CNS, the immune system mediates several anatomical and physiological adaptations to protect its vital functions from the damage caused by inflammation [3] (Figure 1). In addition to the BBB and the cerebrospinal fluid (CSF), which also prevents the entry of plasma protein and immune cells into the parenchyma [3, 4], other mechanisms appear to sustain the “immune privilege” of the CNS, including local production of anti-inflammatory molecules such as transforming growth factor (TGF-β), melanocyte-stimulating hormone-alpha (α-MSH), and vasoadet liver peptide (VIP), as well as the constitutive expression of the Fas ligand (FasL or CD95L) that mediate the infiltrating immune cells death in the CNS [3, 4].

Studies of CNS damage have predominantly focused on neurons, as these cells determine the survival and function of the CNS [5–7]. However, in recent decades, additional cell subtypes have been seen to be involved in maintaining CNS homeostasis [7]. Microglial cells can generate an immune response after damage and alter nerve cell and dendritic spine morphophysiology. Similarly, dendritic spines may play a role in such events, these spines specializing in translating
Figure 1: A bidirectional relationship links the immune and nervous systems, which communicate through the synthesis and the release of mediators such as cytokines, prostanoids, neuropeptides, and neurotransmitters. CRH: corticotropin-releasing hormone. CRF: corticotropin-releasing factor. ACTH: adrenocorticotropic hormone. NTS: nuclei of the solitary tract. LC: locus coeruleus. SNS: sympathetic nervous system. PNS: parasympathetic nervous system.

afferent excitatory synaptic inputs to postsynaptic neurons. Plastic changes in these structures are closely associated with the processing of cognitive-related afferent information. Accordingly, alterations in dendritic spine morphophysiology induced by microglia-associated immune responses exert deleterious effects on the transmission of mnemonic information, although the underlying mechanisms remain poorly understood.

2. Immune Cells in the Nervous System

The monocyte/macrophage cell lineage plays a key role in the development of innate and adaptive immune responses. Furthermore, some cell subpopulations associated with this lineage exhibit highly specialized phagocytic activity following cell degradation [8]. Two major subtypes of CD45+ cells have been described in the myeloid lineage: the microglia resident population that is distributed throughout the brain parenchyma; perivascular macrophages located in the brain capillaries of the basal lamina and the choroid plexus. Parenchymal microglia cells are precursor cells derived from CD45+ bone marrow cells that migrate into the CNS in the early stages of development, and they are capable of self-renewal within the brain parenchyma [7, 8]. By contrast, perivascular macrophages replace bone marrow elements at a more rapid rate and they have more features of monocytes/macrophages than parenchymal microglia [7, 8]. To date, no specific markers for these cell types have been described, although perivascular macrophages express higher levels of CD45, major histocompatibility complex (MHC-II), costimulatory molecules, and receptor recognition patterns than CD14 cells. The levels of these mediators are slightly lower in parenchymal microglial cells [8] (Figure 2).

Glial cells are the main source of many of the resident cytokines in the CNS. In addition to being “target” cells for cytokines, glial cells release important amounts of neuroactive substances that promote neuronal survival, such as neurotrophins and growth factors. By contrast, microglia release potentially neurotoxic substances, including nitric oxide (NO), reactive oxygen species (ROS), proteases, excitatory amino acids, and cytokines [9].

Activated macrophages (MQs) and microglia represent a major source of proinflammatory cytokines and chemokines within the CNS. These cells release reactive nitrogen species (RNS) and ROS and produce several factors that exert cytotoxic effects on oligodendrocytes and neurons [7]. Activated microglia can provoke excess MHC-II expression, facilitating
its involvement in events mediated by the immune system. Microglial activation strongly influences the profile of cytokines released by these cells through two distinct mechanisms: pattern recognition receptors (PRRs; molecular traces remaining after a pathogenic insult) and immune response activation [6]. Activation of the monocyte/macrophage cell lineage through PRRs represents an important component of the innate immune response, which induces the production of proinflammatory cytokines and chemokines like IL-8, monocyte chemoattractant protein-1 (MCP-1), macrophage inflammatory protein-1 (MIP-1α), and MIP-1β. Moreover, other forms of PRR can activate regulatory cytokines within the CNS, such as interleukin-4 (IL-4) and interleukin-10 (IL-10) [6, 7].

Microglia located in perivascular areas can act as antigen presenting cells (APCs). These cells evolve from their resting state and release significant quantities of Th1 cytokines, such as tumor necrosis factor-alpha (TNF-α) and IL-12 [7]. Such perivascular microglia alerts the parenchymal microglia to the signals of “damage,” indicating the presence of inflammatory cells in the perivascular space. This provokes the activation of the parenchymal microglia, which proliferate and produce effector cells that eliminate these damage signals and that restore the tissue integrity [7]. Microglia can exhibit diverse activation states, including migratory, phagocytic, and regenerative. These different functional states are regulated by positive and negative feedback loops and by microenvironment damage signals [7]. Activated microglia in turn activate several proinflammatory cytokines, anti-inflammatory cytokines (IL-10, TGF-β, IL-1Ra), prostanooids (prostaglandin-E2 or PGE2, prostaglandin-D2 or PGD2 and thromboxane-A2 or TXA2), cytotoxic molecules (ROS, RNS, inducible nitric oxide synthase or iNOS), and chemokines (IL-8, IL-10, MCP-1, MIP-1α, MIP-1β, MIP-3β, MDC, RANTES) [5, 10, 11].

The contribution of astrocytes to the neuroimmune system is even more complex than that of microglia. This population plays an essential role in neuronal life-support, and it is essentially divided into 2 main subtypes: fibrous astrocytes located in the white matter; protoplasmic...
astocytes located in the gray matter, and they contribute to the BBB [9, 12, 13]. Some of the most important functions of astocytes are related to the regulation of ion transport and neurotransmitter concentrations and the transmission of electric impulses. Astrocytes also act as neuroprotectors by secreting neurotrophins and releasing potentially toxic inflammatory molecules [9] (Figure 2). The third type of glial cells is the oligodendrocyte, which participates actively in myelination and is also involved in the secretory process of specific inflammatory molecules [7] (Figure 2).

The microvasculature is a key element in cerebral damage. Endothelial cells represent an important source of immune mediators such as prostanoids and nitric oxide, both of which are implicated in the immune cell adhesion process [9]. Damage to the BBB can result in increased permeability, facilitating leukocyte access to the cerebral parenchyma, inducing the release of neurotoxins and endogenous inflammatory mediators and promoting phagocytosis of cell debris by perivascular MqS [9].

Diseases of the nervous system result in the upregulation of MHC-II and adhesion-co-stimulation molecules (CD11a, CD40, CD54, CD80, CD86) in activated microglia, indicating that these cells may acquire APC activity and actively participate in T-cell restimulation [14, 15]. This suggests the existence of a complex interaction network linking microglia, astrocytes, and invade T cells and involving a balance between Th1/Th2 signals, which defines the immune response of the CNS [14, 16].

In vivo microglial activation is regulated by several neuron-derived molecules, such as the CD200 marker, whilst microglia expresses CD200R. When CD200 expression is suppressed as a result of cell damage or after pathogenic stimulus, microglia switch to an activated phenotype, inducing the expression of the CD45 receptor, MHC-II, and the complement receptor 3 [17]. Resident microglia perform a wide variety of highly specialized functions in the cerebral parenchyma. These include the modulation of synaptic strength and efficacy through the remodeling of synaptic architecture [10] and induction of new synapses through regulation of synaptogenesis at the early stages of brain development. Microglia have also been suggested to regulate secretion of thrombopsondin by astrocytes and secretion of the T-cell-derived serine protease (TSP-1). TSP-1 interacts with integrins that are associated with the CD47 protein and with the regulatory protein SRIPA, a transmembrane protein expressed in neurons and macrophages. The SRIPA-CD47 system regulates migration, phagocytosis, immune homeostasis, and the maintenance of the neuronal network [10].

Microglia play a key role in restoring neuronal connectivity following damage, by controlling reactive synaptogenesis [10]. Microglial cells may influence the homeostatic process of “synaptic scaling” that provides the adjustment in the strength of all synapses through distinct mechanisms in response to long-lasting changes in neuronal activity [10]. In addition, microglia are intimately involved in the development of the nervous system and in controlling the balance between neurogenesis and neuronal death. As mentioned previously, these cells play a dual role being implicated both in neurogenesis and neuronal death. While the mechanisms underlying this dichotomy remain unclear, differences in the activation state of microglia [10, 18] and the differential release of cytotoxic or cyto protective factors [18] have been reported. Thus, we conclude that microglia have the potential to regulate the development and function of neuronal networks by constantly monitoring the “status” of synaptic contacts and integrating new information [10].

3. The Relationship between the Immune System and Dendritic Spines

The inflammatory response observed in the CNS during either sepsis or endotoxic shock involves a wide variety of molecules that regulate the synthesis and release of inflammatory mediators, such as proinflammatory cytokines, prostanoids, and cytotoxic molecules. Such events are triggered both in the peripheral and the central nervous systems. These mediators are also generated and released during excitotoxicity induced by excessive glutamate release, ischemia reperfusion, brain trauma and neurodegenerative processes such as those associated with multiple sclerosis, Alzheimer’s and Parkinson’s diseases, leading to the activation of common inflammatory pathways [15–17, 19]. One such mediator is TNF-α, which is released by nerve cells and modifies the firing rate and excitability of neurons, thereby affecting processes such as long-term potentiation (LTP) and long-term depression (LTD) [15–17, 19].

The complex neural networks in the mammalian forebrain are regulated by interactions with glia cells (Figure 3), but the underlying mechanisms are poorly understood. Microglia may induce synaptic remodeling though direct contact or via the release of soluble factors (cytokines) that destabilize nearby synapses [19]. Microglia are thought to directly modulate dendritic spine dynamics in response to lipopolysaccharide (LPS) administration [19], which in mice results in a significant long-term upregulation of the expression of genes involved in the release and metabolism of arachidonic acid (AA) in the hippocampus [20, 21]. AA is a precursor of prostaglandins, thromboxanes, and leukotrienes, biochemical mediators of the inflammatory process responsible for endotoxic shock [20]. At a dose of 1 mg/kg body weight, intraperitoneal administered LPS to rats and mice induces “sickness behavior,” changes in temperature and oxidative stress in the brain [20, 22, 23]. Likewise, acute peripheral administration of LPS is sufficient to trigger microglial activation, inducing the release of proinflammatory cytokines at both the peripheral and central levels [19, 24].

A recent study reported altered cognitive processes in a group of patients recovering from sepsis and endotoxic shock, including deficits in memory and attention [19]. LPS interacts with toll-like receptors (TLRs) at the MqS level, triggering the generation and release of a variety of important proinflammatory cytokines, including TNF-α, IL-1β, and IL-6. These proteins can cross the BBB to activate both microglia and astrocytes near brain capillaries. In addition, TNF-α, IL-1β, and IL-6 promote information
Flow via the vagus nerve, through the so-called inflammatory reflex. These responses promote the synthesis of PGs and cytokines in the brain parenchyma, which induce a fever state and sickness behavior [19]. Peripheral administration of LPS in rodents can affect certain cognitive functions by impairing LTP, a key physiological process in learning and spatial memory. LPS administration also induces peripheral inflammation, affecting the function of neural networks and glial cells. In addition, resident microglial cells in the brain parenchyma are activated, altering their phenotype and in turn affecting synaptic function [19].

One week after LPS administration, the dynamics of dendritic spines are comparable to those of control animals, indicating a minimal effect of acute systemic LPS treatment, at least in the short term. However, by 4 weeks after LPS administration, dendritic spine density increases to twice that of control animals. Moreover, this increase in spine density is associated with microglial activity, suggesting long-term effects on the CNS triggered by a transient peripheral immune response [19].

Acute induction of sickness behavior, which is accompanied by adverse effects on both emotional and cognitive processes, is at least partially responsible for the altered morphophysiological dynamics of dendritic spines [19, 24]. Cytokines released from glial cells can affect synaptic function, leading to alterations in spine morphology. Microglial cell proliferation has been reported in animal models of neurodegenerative disorders, accompanied by increased levels of proinflammatory cytokines and alterations in dendritic spine morphology and density [19]. Recent studies also suggest that the creation of an “inflammatory environment” may influence the generation of new synaptic connections. Indeed, microglia activated by inflammation may release cytokines and growth factors that “modulate” synaptic transmission, possibly by altering dendritic spine morphology. The inflammatory process also regulates functional synaptic connectivity, generating new connections in the adult brain [24].

Interestingly, new hippocampal neurons grown under conditions of chronic inflammation are more responsive to inhibitory afferent signals than those grown in normal conditions prior to the onset of inflammation. In the latter case, inflammation has no effect on the cell migration or polarity, on dendritic arborization or development, or on spine density, although dendritic spines in the new granule cells of the dentate gyrus exhibit very high mobility [24–26].

IL-2 is an immunoregulatory cytokine released from neurons and astrocytes in the CNS upon T-cell activation. This cytokine binds to receptors that are widely distributed throughout the brain. Following its release, IL-2 is thought to exert neuroregulatory effects and is implicated in various CNS disorders. In the hippocampus of experimental animals,
IL-2 influences several cognitive processes, such as LTP, modifying the molecular substrates underlying learning and memory. In addition, IL-2 provides trophic support to rat hippocampal neurons in primary culture, with positive effects on morphology and neurite branching [25]. In cultured hippocampal neurons, IL-2 also affects dendritic development and spinogenesis by day 14 in vitro, increasing dendritic arborization and neuronal growth. These effects are more pronounced on day 7, when the cytokine significantly augments the motility of dendritic filopodia. Together, these findings suggest that IL-2 exerts promoter-like effects on dendritic development and spinogenesis in cultured hippocampal neurons at early developmental stages [25].

The hippocampal region is a very plastic structure, displaying fluctuations in dendritic arborization, as well as changes in dendritic spine density and neuronal cell body size. These and other plastic modifications of neuronal cytoarchitecture are heavily implicated in hippocampal-dependent learning and memory processes. Many regulatory and stress factors can affect neuronal circuitry and interfere with the development of dendritic trees. In this context, IL-2 increases the number and length of dendritic branches in neuronal primary culture on days 7, 10, and 14 in vitro [25]. The length, diameter, and arborization of dendritic trees significantly influence neuronal function, and, hence, by increasing dendritic arborization and length, the signal transmission between neurons and the function of local neuronal networks are modulated. Accordingly, such alterations are associated with the development of behavioral disorders [25].

The formation of filopodia is a highly dynamic process that occurs early in CNS development in mammals. These structures may be involved in the formation of new dendritic spines and synapses at later stages of development. The ability of IL-2 to increase filopodia motility is likely involved in the development of new dendrites [25, 27].

4. Conclusion

In conclusion, we propose a close relationship between cytokine expression and the regulation of dendritic spine dynamics within a microenvironment in which the immune system and nervous system are closely linked. These internal interdependent systems mediate nonspecific behavioral responses, as well as learning and memory processes. Further studies are required to fully determine the full nature and physiological outcome of the relationship between immune system activity and dendritic spine dynamics, as well as the potential implications for learning and memory processes.

Abbreviations
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|--------------|-----------|
| α-MSH | Melanocyte stimulating hormone-alpha |
| AA | Arachidonic acid |
| APC | Antigen presenting cells |
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iNOS: Inducible nitric oxide synthase
IL-1β: Interleukin-1 beta
IL-2: Interleukin-2
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Synapse formation is considered to be crucial for learning and memory. Understanding the underlying molecular mechanisms of synapse formation is a key to understanding learning and memory. Kalirin-7, a major isoform of Kalirin in adult rodent brain, is an essential component of mature excitatory synapses. Kalirin-7 interacts with multiple PDZ-domain-containing proteins including PSD95, spinophilin, and GluR1 through its PDZ-binding motif. In cultured hippocampal/cortical neurons, overexpression of Kalirin-7 increases spine density and spine size whereas reduction of endogenous Kalirin-7 expression decreases synapse number, and spine density. In Kalirin-7 knockout mice, spine length, synapse number, and postsynaptic density (PSD) size are decreased in hippocampal CA1 pyramidal neurons; these morphological alterations are accompanied by a deficiency in long-term potentiation (LTP) and a decreased spontaneous excitatory postsynaptic current (sEPSC) frequency. Human Kalirin-7, also known as Duo or Huntingtin-associated protein-interacting protein (HAPIP), is equivalent to rat Kalirin-7. Recent studies show that Kalirin is relevant to many human diseases such as Huntington’s Disease, Alzheimer’s Disease, ischemic stroke, schizophrenia, depression, and cocaine addiction. This paper summarizes our recent understanding of Kalirin function.

1. Kalirin Is a Rho Guanine Nucleotide Exchange Factor (GEF)

Kalirin was discovered 15 years ago as a novel protein that interacts with the cytosolic carboxyl-terminal of peptidylglycine α-amidating monoxygenase (PAM), an integral membrane peptide processing enzyme [1]. We have made significant progress in understanding the functions of Kalirin; like the many other Rho-GEFs encoded in mammalian genomes, Kalirin promotes the exchange of GDP for GTP and thus stimulates the activity of specific Rho GTPases [2, 3]. Rho GTPases that regulate multiple cellular processes play a key role in transducing signals from extracellular stimuli to the intracellular pathways that play a pivotal role in the formation of dendritic spines and synaptic development [4–6].

2. Multiple Kalirin Isoforms

The mouse Kalirin gene (Kalrn) consists of 65 exons spanning >650 kb of the genome; the presence of multiple promoters and transcriptional start sites enables the production of multiple functional isoforms of Kalirin [7–9]. Each Kalirin isoform is composed of a unique collection of domains (Figure 1). Major Kalirin isoforms including Kalirin-7, -9, and -12 are generated through the use of alternative 3’ exons [8]. The major isoforms share some common features including nine spectrin-like repeats, the GEF1 domain and the Sec14p domain. Sec14p domains facilitate lipid interactions and cellular localization. The nine spectrin-like repeat regions that follow the Sec14p domain have been shown to interact with many proteins including disrupted in schizophrenia 1 (DISC1) [10], peptidylglycine α-amidating monoxygenase (PAM) [1], inducible nitric oxide synthase (iNOS) [11], Huntingtin-associated protein 1 (HAP1) [12], and Arf6 (ADP-ribosylation factor 6) [13]. Kalirin-12 is the longest isoform and contains additional domains that include GEF2, an immunoglobulin-like (Ig) domain, a fibronectin III (FnIII) domain, and a serine/threonine protein kinase domain that is followed by a short, unique carboxyl-terminus [7, 14]. Kalirin-12 is found...
in the growth cones of immature neurons (Figure 2) and dendritic spines of mature cultured hippocampal neurons, suggesting a role for Kalirin-12 in axon outgrowth and synaptic plasticity. Interaction of the Ig-FnIII region unique to Kalirin-12 with the GTPase domain of dynamin may facilitate the coordination of endocytic trafficking and changes in the actin cytoskeleton [15]. Endogenous Kalirin-9 is localized to neurites and growth cones, and expression of exogenous Kalirin-9 induces longer neurites and altered neuronal morphology in cultured cortical neurons [16]. The functions of Kalirin-9 and Kalirin-12 in neurons remain to be elucidated. The ΔKalirin-7 (also referred as Kalirin-5) isoform is generated using a different promoter, and translation initiation begins at the start of spectrin-like repeat 5, producing an isoform with only 5 spectrin-like repeats. Overexpression of ΔKalirin-7 results in an increase in spine size, but not spine density, in cultured cortical neurons [17]. Duet, an isoform of Kalirin that begins just before the second GEF domain and continues through the unique C-terminal of Kalirin-12, uses a third promoter [7]. Duet was discovered as a protein homologous to the catalytic domain of death-associated protein kinase and is localized to actin-associated cytoskeletal elements, suggesting the involvement of Duet in cytoskeleton-dependent functions [18].

3. Tissue Expression
Kalirin expression is detectable in a wide array of adult tissues including neurons, endocrine cells, liver, muscle, and heart [2, 20, 21]. In addition, developmentally regulated, tissue specific-Kalirin isoform expression is evident. Kalirin-9 and -12 are highly expressed in neuronal tissue during embryonic development, while in the adult brain expression of each is drastically decreased; a concomitant increase in Kalirin-7 expression occurs [8, 20, 22]. Kalirin-7 expression is largely limited to neurons of the central nervous system; its levels are extremely low at birth (postnatal days 1–7) and begin to increase markedly at postnatal day 14, which coincides with the onset of maximum synaptogenesis [22, 23].

4. Kalirin-7 Is the Major Kalirin Isoform in Adult Brain
Kalirin-7 is the most abundant Kalirin isoform in the adult rodent brain and is exclusively localized to the postsynaptic side of excitatory synapses [19, 22, 39, 40]. Kalirin-7 is a multifaceted molecule containing domains that interact with a wide array of molecular machinery. The Sec14p domain located at the N-terminus interacts with phosphatidylinositol-3-phosphate and plays a key role in Kalirin-7-mediated spine morphogenesis (Ma et al., unpublished). The C-terminus of Kalirin-7 contains a unique PDZ-binding motif through which Kalirin-7 interacts with PDZ-domain-containing proteins including PSD-95, AF-6, and spinophilin [39]. Binding of the NMDA receptor subunit NR2B to the PH domain of Kalirin-7 is important for normal synaptic plasticity [41]. The spectrin-like domains of Kalirin-7 through which it interacts with DISC1, iNOS, PAM, HAP1, and Arf6 play a key role in Kalirin-7-induced synapse formation (Ma et al., unpublished). The nucleotide sequences of human Kalirin-7 (Duo) and rat Kalirin-7 are 91% identical, and their amino acid sequences are 98% identical; human Kalirin-7 contains a 27-nucleotide insert not found in rat Kalirin-7, located at the end of the region encoding the seventh spectrin repeat [8, 12].

5. Kalirin-7 Contains Multiple Phosphorylation Sites
Phosphorylation of Kalirin-7 has recently been shown to be a pivotal mechanism mediating Kalirin-7-induced spine formation and synaptic plasticity [42–44]. Purified PKA, PKC, CaMKII, Cdk5, and Fyn each phosphorylate purified Kalirin-7 [45]. Kalirin-7 is extensively phosphorylated in vivo. The phosphorylation sites identified in vitro using purified CaMKII, PKA, PKC, or CKII, identified only 5 of the 22 sites that undergo phosphorylation in cells or tissue. These findings emphasize a critical role for additional protein kinases and the importance of cellular localization in the phosphorylation of Kalirin-7 [45]. Densely distributed
phosphorylation sites have been identified in the spectrin-like repeat region, many lying on the fourth and fifth repeats. Their phosphorylation state could influence on a wide array of protein-protein interactions that involve this region. Since the first four spectrin-like repeats are absent in ΔKalirin-7 (Figure 1), the phosphorylation sites in the missing region could play a key role in the differences in spine size and density associated with expression of full length Kalirin-7 versus ΔKalirin-7. Overexpression of exogenous Kalirin-7 results in an increase in both spine density and spine size while overexpression of ΔKalirin-7 only increases spine size without altering spine density [17]. Although phosphorylation sites that regulate GEF activity as assessed in intact cells have been identified, a relationship between phosphorylation state and GEF activity has not yet been demonstrated using purified proteins.

6. Kalirin-7 Plays a Key Role in Spine/Synapse Formation In Vitro

Kalirin-7 expression is limited to neurons in the CNS [22, 30, 46]. Immunostaining in cultured hippocampal and cortical neurons demonstrates that Kalirin-7 clusters are apposed to glutamate-transporter-1-(Vglut1-) positive clusters, a marker for excitatory presynaptic terminals [19, 47, 48]. When cultured neurons are fixed with cold methanol, it can be seen that the Kalirin-7 positive clusters consistently overlap clusters positive for PSD95, NMDA receptor subunits NR1 and NR2B, or AMPA receptor subunits GluR1 and GluR2; overlap is apparent in both dendritic spines and in the dendritic shaft [19, 40]. In contrast, Kalirin-7 clusters neither align with GAD65-positive clusters, a marker for inhibitory presynaptic terminals, nor with GABA_A receptor positive clusters, a marker for inhibitory postsynaptic endings [19]. These findings lead to the conclusion that Kalirin-7 is localized almost entirely to postsynaptic excitation terminals.

Regulation of Kalirin-7 expression by synaptic activity in hippocampal neurons suggests that Kalirin-7 plays a pivotal role in the regulation of excitatory synapse formation and signaling [40, 42]. Overexpression of Kalirin-7 causes an increase in dendritic spine density, spine size, and synapse number, while reduction of endogenous Kalirin-7 levels leads to a reduction in spine density, spine size, and synapse number in cultured hippocampal and cortical neurons [19, 22, 39] (Figure 3). Interestingly, overexpression of Kalirin-7 induces spine formation in spine-free hippocampal interneurons [19] and a recent study reports an important role of Kalirin-7 in regulating dendrite growth in cortical interneurons [44]. A delicate balance between synaptic excitation and inhibition is critical for maintaining normal circuits in the CNS, and interneurons play an essential role in regulating local circuit excitability [49]. Understanding Kalirin-7 function in interneurons may increase our understanding of neurological diseases such as epilepsy, bipolar disorder, schizophrenia, autism, and Alzheimer’s Disease, which are related to disruption of GABAergic interneuron development [50–53].

7. Kalirin-7 Plays a Key Role in Spine/Synapse Formation In Vivo

Two Kalrn knockout mouse models have been developed: the Kalirin-7 knockout mouse (Kalirin-7KO) [54] and the GEF1 Kalirin knockout mouse (Kalirin(GEF1−KO)) [55]. Kalirin-7KO mice, in which the terminal exon unique to Kalirin-7 was deleted, grow and reproduce normally. Hippocampal CA1...
pyramidal neurons of Kalirin-7KO mice show a 15% decrease in spine density and deficits in long-term potentiation (LTP). Morphological alterations in Kalirin-7KO mice are accompanied by behavioral alterations including decreased anxiety-like behavior in the elevated zero maze and impaired acquisition of a passive avoidance task. Kalirin-7KO mice exhibit normal behavior in the open field, object recognition, and radial arm maze tasks [54]. PSDs purified from the cortices of Kalirin-7KO mice show a defect in Cdk5, a kinase known to phosphorylate Kalirin-7 and play an essential role in Kalirin-7-mediated spine formation and synaptic function [43, 54, 56]. Furthermore, NR2B levels are modestly decreased in PSD preparations from the cortices of Kalirin-7KO animals [54]. This decrease is accompanied by decreased levels of NR2B-dependent NMDA receptor currents in cortical pyramidal neurons [41]. NR2B plays a critical role in LTP induction, dendritic spine formation, different forms of synaptic plasticity, learning, and memory [57–60]. Decreased NR2B levels may partially contribute to decreased spine density and the deficit in LTP induction observed in Kalirin-7KO mice. Importantly, expression of exogenous Kalirin-7 in cultured Kalirin-7KO neurons rescues decreased spine density. These findings show that Kalirin-7 plays an essential role in synaptic structure and function.

The KalirinGEF1−KO mice were generated by replacing exons 27-28 in the first GEF domain by a neomycin resistance cassette, thus eliminating production of the major Kalirin isoforms; in addition to Kalirin-7, these mice are unable to produce Kalirin-9 and Kalirin-12 [55]. KalirinGEF1−KO mice show significant morphological deficits including reduced size of both cortex and decreased spine density in pyramidal neurons of the cortex [55]. Interestingly, in KalirinGEF1−KO mice the hippocampus is reduced in size but spine density in hippocampal neurons is normal. This reduction in hippocampal size in KalirinGEF1−KO mice results from neuronal loss since Kalirin is exclusively expressed in pyramidal neurons, granule cells of the dentate gyrus, and interneurons scattered throughout the hippocampus [19, 22, 46, 54]. Both Kalirin-7KO and KalirinGEF1−KO mice show impaired hippocampal LTP induction, impaired contextual fear conditioning, and reduced spine density in cultured cortical neurons and normal long-term memory [54, 61]. KalirinGEF1−KO mice show deficits in working memory and an intact reference memory. However, Kalirin-7KO and KalirinGEF1−KO mice exhibit distinct differences in their behavioral phenotype. KalirinGEF1−KO mice show very high locomotor activity in the open field and a deficit in spatial memory, which are not affected in Kalirin-7KO mice [54, 55]. Further comparisons of the phenotypes of the KalirinGEF1−KO and Kalirin-7KO mice are needed, along with the generation of additional Kalirn knockout mouse models generated using different knockout strategies.

8. Kalirin-7 Is Implicated in Cocaine Addiction

Cocaine addiction is a chronic relapsing neurological disorder associated with severe medical and psychosocial complications [62–66]. The long-lasting nature of cocaine addiction leads to relapse and makes it especially difficult to treat [21]. Repeated cocaine treatments increase dendritic spine density/spine head size and neurite complexity in the brain’s reward circuitry such as the medium spiny neurons (MSNs) of the nucleus accumbens (NAc). Our study
Table 1: Kalirin and human diseases.

| Kalirin isoform         | Disease               | Physiological relevance                                                                 | References   |
|-------------------------|-----------------------|-----------------------------------------------------------------------------------------|--------------|
| Kalirin-7 (Duo)         | Schizophrenia         | Decreased spine density, decreased Kalirin-7 mRNA levels in the prefrontal cortex       | [24]         |
| Kalirin (unknown isoforms) | Schizophrenia         | Kalirin mRNA increases 2-fold in the prefrontal cortex                                   | [25]         |
| Kalirin-7               | Schizophrenia         | DISC1 regulates spine formation via Kal7-Rac1                                           | [10]         |
| Kalirin                 | Schizophrenia         | Kalirin is a risk factor for schizophrenia                                               | [26]         |
| Kalirin-7               | Alzheimer’s Disease   | Decreased Kalirin expression in the prefrontal cortex and hippocampus. ECT increases    | [27, 28]     |
| Kalirin (unknown isoforms) | Animal model of depression | Kalirin expression in hippocampus                                                        | [29, 30]     |
| Kalirin-7               | Animal model of depression | Decreased Kalirin-7 expression in hippocampus                                             | [31]         |
| Kalirin (unknown isoforms) | Animal model of epilepsy | Decreased Kalirin expression in hippocampus                                              | [32]         |
| Kalirin (unknown isoforms) | ADHD                  | Unknown                                                                                  | [33]         |
| Kalirin (unknown isoforms) | Stroke                | Unknown                                                                                  | [34, 35]     |
| Kalirin (unknown isoforms) | Huntington’s disease  | Spectrin-like domains of Kalirin interact with HAP1                                      | [12]         |
| Kalirin-7               | Animal model of cocaine addiction | An essential determinant of dendritic spine formation following cocaine treatment       | [37, 38]     |

shows that Kalirin-7 is an essential determinant of dendritic spine formation following cocaine treatment [38]. Kalirin-7 is expressed in the MSNs of the NAc, a key area in the brain involved in drug addiction and reward pathways [37]. Chronic cocaine treatment of wild-type mice results in an increase in Kalirin-7 expression in the NAc which is accompanied by an increase in spine density in the MSNs of NAc core [37]. This cocaine-induced increase in dendritic spine density in the NAc MSNs in wild-type mice is abolished in Kalirin-7KO mice. Both wild-type and Kalirin-7KO mice have identical spine densities in the MSNs of the NAc prior to cocaine treatment. These morphological changes could underlie the behavioral variations seen in these mice following cocaine treatment. Chronic cocaine treatment leads to increased locomotor sensitization in Kalirin-7KO mice compared to wild-type controls [38]. These data suggest Kalirin-7 plays an important role in the mechanism of cocaine addiction, which needs to be addressed in the future.

9. Kalirin Is Implicated in Human Diseases

Altered Kalirin expression has been reported in several neuropsychiatric, neurological and cardiovascular diseases as well as animal models of depression, epilepsy and cocaine addiction (Table 1). Genetic analyses have identified KALRN as a major risk factor in stroke and early onset of coronary artery disease [34–36]. Similarly in schizophrenia, decreased dendritic spine density in the prefrontal cortex is reported to correlate with decreased Kalirin mRNA levels [24]. A rare missense mutation in the KALRN gene has been shown to be a genetic risk factor for schizophrenia [26]. The spectrin-like repeat region of Kalirin has also been shown to interact with DISC1, a genetic risk factor for schizophrenia which plays an important role in activity-dependent spine elongation by promoting Kalirin-7/Rac-1 interactions [10, 24, 68, 69]. Attention-deficit/hyperactivity disorder (ADHD) is the most common neurobehavioral disorder and the underlying molecular mechanisms of ADHD are largely unknown. Animal models of ADHD are associated with spine loss in striatal MSNs [70] and functional impairments in glutamatergic synaptic transmission in the hippocampus [71]. A genomewide association study of ADHD patients has also implicated alterations in Kalirin expression in ADHD [33]. Dendritic pathology and decreased dendritic spine density are prominent phenomena in early cases of Alzheimer’s Disease, which correlate significantly with the progressive decline of mental faculties [72–75]. Alzheimer’s Disease patients also show a significant decrease in Kalirin mRNA and protein expression in the hippocampus without significant changes in other brain regions [28]. This decrease in Kalirin expression has been associated with increased iNOS activity both in hippocampus from Alzheimer’s patients and in cultured neuroblastoma cells [27]. These data lead to the hypothesis that lack of Kalirin is associated with the dendritic alterations and substantial decrease in spine density observed in Alzheimer’s Disease.

The cause underlying major depression and the neurobiological basis of antidepressant therapy are not clear. Altered synaptic plasticity may play a key role in the pathogenesis...
and treatment of depression [76]. Major depression is associated with spine reductions in the hippocampus [77]. Kalirin expression and spine density in the hippocampus are decreased in the animal models of depression [29, 31, 78]. Kalirin levels and spine density in the hippocampal CA1 pyramidal neurons increase after repeated electroconvulsive treatment (ECT) [30, 79], one of the most effective therapies for depression [80, 81]. These observations suggest a role for Kalirin in the development of depression. In epileptic patients and in experimental models of epilepsy, there is a marked spine loss, abnormal spine shape, and alteration in dendritic morphology in hippocampal CA1 pyramidal neurons [82, 83]. Animal models of epilepsy show a marked increase in Kalirin expression in the hippocampus [32], suggesting a role for Kalirin in the neuropathology of human epilepsy. Kalirin interacts with Huntington-associated protein 1 (HAP1) [12] and HAP1 dysfunction could contribute to the selective neuropathology in Huntington's disease [84]. Huntington's disease is characterized by loss of medium-sized spiny neurons in the striatum [85], alterations in spine density, and abnormalities in the size and shape of dendritic spines in striatal MSNs [86–88]. Overexpression of Kalirin-7 caused an increase in spine density while reduced expression of Kalirin-7 resulted in loss of dendritic spines and a decrease in dendritic complexity in the MSNs of striatal slice cultures which mimic in vivo conditions (Ma et al., unpublished). These data raise the possibility that Kalirin-7 may play a role in the neuropathology of Huntington's disease [87]. Finally, Kalirin-7 plays an important role in estrogen-mediated spine/synapse formation in the hippocampus [31, 40]. Regulation of Kalirin-7 by estrogen suggests a role for Kalirin in ovarian hormone-associated cognitive function and menopause-associated disorders [89–91]. Taken together, altered dendritic spine morphology and spine density remain the hallmarks of many human neurological and psychiatric disorders. There is a correlation between the levels of Kalirin expression and the pathology of dendritic spines in some psychiatric and neurological disorders. It is important to understand whether Kalirin is a trigger or one of many factors mediating the dendritic spine pathology of these diseases, which may be rescued by altering Kalirin expression/function or targeting downstream signals of Kalirin.

10. Conclusion/Future Studies

Kalirin-7, the major isoform of Kalirin in the adult brain, plays a critical role in spine formation/synaptic plasticity. Estrogen-mediated spine formation in hippocampal neurons and cocaine-induced increases in spine density in striatal MSNs require Kalirin-7. Kalirin has also been implicated in many neuropsychiatric and neurological diseases. Future studies will focus on investigating the underlying molecular mechanisms of Kalirin-7-mediated spine formation/synaptic plasticity and its role in neuropsychiatric and neurological diseases.
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Activation of TrkB receptors by brain-derived neurotrophic factor (BDNF) followed by MAPK/ERK signaling increases dendritic spine density and the proportion of mature spines in hippocampal CA1 pyramidal neurons. Considering the opposing actions of p75NTR and Trk receptors in several BDNF actions on CNS neurons, we tested whether these receptors also have divergent actions on dendritic spine density and morphology. A function-blocking anti-p75NTR antibody (REX) did not affect spine density by itself but it prevented BDNF's effect on spine density. Intriguingly, REX by itself increased the proportion of immature spines and prevented BDNF's effect on spine morphology. In contrast, the Trk receptor inhibitor k-252a increased spine density by itself, and prevented BDNF from further increasing spine density. However, most of the spines in k-252a-treated slices were of the immature type. These effects of k-252a on spine density and morphology required neuronal activity because they were prevented by TTX. These divergent BDNF actions on spine density and morphology are reminiscent of opposing functional signaling by p75NTR and Trk receptors and reveal an unexpected level of complexity in the consequences of BDNF signaling on dendritic morphology.

1. Introduction

The mammalian neurotrophins, a family of growth factors that include nerve growth factor (NGF), brain-derived neurotrophic factor (BDNF), neurotrophin-3 (NT-3), and neurotrophin 4/5 (NT-4/5), have essential roles in neuronal survival and differentiation [1, 2]. In addition to these classical functions, BDNF in particular has been shown to be one of the most potent modulators of synaptic transmission and plasticity, as well as neuronal and synaptic morphology [3–5]. Each neurotrophin exerts its actions through binding and activation of specific, membrane-bound tropomyosin-related kinase (Trk) receptors or a single pan-neurotrophin receptor, the so-called p75NTR [6]. Individual Trk receptors have high affinity for specific neurotrophins: TrkA for NGF, TrkB for BDNF and NT-4, and TrkC for NT-3; on the other hand, all neurotrophins bind to p75NTR with equal affinity and no apparent selectivity [7].

Neurotrophin binding to the aforementioned receptors, in addition to interactions between p75NTR and Trk receptors, organizes complex signaling cascades that control various neuronal actions such as survival, differentiation, neurite and axonal outgrowth, and synaptic function during nervous system development [8–12]. Current work to examine neurotrophin receptors has added an intriguing level of complexity, specifically the opposing functional actions of p75NTR and Trk receptors. Opposing receptor actions have been implicated in several neurotrophin functions, such as neuronal survival (Trk activates prosurvival signals, while p75NTR leads to cell death), axonal outgrowth (Trk is a promoting signal, while p75NTR inhibits axonal growth), and hippocampal synaptic plasticity (TrkB is necessary for long-term potentiation, LTP, while p75NTR receptors are required for long-term depression, LTD) (reviewed by [13]). With respect to dendritic development, TrkB activation enhances dendritic growth [14, 15], while p75NTR negatively regulates dendritic complexity in hippocampal neurons from adult mice [16].

Studies comparing the level of function of TrkB and p75NTR during postnatal spinogenesis has not been extensively examined presumably because of the developmental
deficits that exist in TrkB knockout mice [17]. Reports demonstrate that p75\textsuperscript{NTR} knockout mice display an increase in spine density and a significant reduction in the proportion of stubby spines in CA1 pyramidal neurons from hippocampal slice cultures [16]. While postnatal TrkB knockout mice (P13–14) demonstrate a reduction in synapse number in the hippocampus [18, 19], it should be noted that these results might be a consequence contributed to increased neuronal death also observed in this region [20]. Therefore, it remains to be determined if a functional antagonism exists between p75\textsuperscript{NTR} and Trk receptors in regards to BDNF-induced changes in spine density and form.

2. Material and Methods

2.1. Organotypic Slice Cultures. Hippocampal slice cultures were prepared from postnatal-day 7 to 10 (P7–P10) Sprague-Dawley rats and maintained in vitro as previously described [21, 22]. Briefly, rats were quickly decapitated and their brains aseptically dissected and immersed in ice-cold dissecting solution, consisting of Hanks’ Balanced Salt Solution (HBSS), supplemented with glucose (36 mM) and antibiotics/antimycotics (1:100; penicillin/streptomycin/amphotericin B). Hippocampi were then dissected and transversely sectioned into ~500 \textmu m slices using a custom-made tissue slicer [23] strung with 20 \textmu m-thick tungsten wire (California Fine Wire Company; Grover Beach, CA). Slices were incubated at 4\textdegree C for ~30 min and then plated on tissue culture inserts (0.4 \mu m pore size, Millicell-CM, Millipore Corporation; Billerica, MA). Culture media contained minimum essential media (MEM; 50%), HBSS (25%), heat-inactivated equine serum (20%), L-glutamine (1 mM), and D-glucose (36 mM). Slices were maintained in incubators set at 36\textdegree C, 5% CO\textsubscript{2}, and 98% relative humidity (Thermo-Forma, Waltham, MA). Culture medium was first changed at 4 days in vitro (div) and every 2 days afterwards.

2.2. Particle-Mediated Gene Transfer. After 7 days in vitro, slices were transfected as previously described [24]. Briefly, plasmid cDNA for enhanced yellow fluorescent protein (eYFP; Clontech; Mountain View, CA) was introduced by biolistic transfection using a Helios gene gun (Bio-Rad; Hercules, CA). Plasmid cDNA was precipitated onto 1.6 \mu m-diameter colloidal gold at a ratio of 2 \mu g DNA/1 mg gold and then coated onto Tefzel tubing. Slices on tissue culture inserts were bombarded with gold particles accelerated by ~100 psi He from a distance of 2 cm using a modified gene gun nozzle. Prior to transfection, an antibiotic/antimycotic mixture (1:100; penicillin/streptomycin/amphotericin B) was added to culture media to prevent contamination during biolistic transfection. The antibiotic/antimycotic mixture was only extended in the presence of k-252a or REX antibody, and coverslipped using Vectashield (Vector Laboratories; Burlingame, CA). Transfected pyramidal neurons located in the CA1 region displaying eYFP fluorescence throughout the entire dendritic tree and lacking signs of degeneration (e.g., dendritic blebbing) were selected for confocal imaging. High-resolution images of secondary and tertiary branches of apical dendrites were acquired with a Fluoview FV-300 laser scanning confocal microscope (Olympus; Center Valley, PA) using an oil immersion 100x (NA 1.4) objective lens (PlanApo). eYFP was excited using the 488 nm line of an Argon laser and detected using standard FITC filters. Series of optical sections in the z-axis were acquired at 0.1 \mu m intervals through each dendritic branch.

2.3. Treatment Conditions. Slices were kept in a serum containing media throughout the course of the experiments and were randomly assigned to the following groups: (1) control, serum-containing media; (2) BDNF (250 ng/mL); (3) anti-p75\textsuperscript{NTR} antibody REX (50 \mu g/mL), known to block p75\textsuperscript{NTR} function [26] (provided by L. Reichardt, UCSF); (4) BDNF in the presence of REX antibody; (5) k-252a (200 nM, in DMSO; Calbiochem; San Diego, CA) to block autophosphorylation and activation of tyrosine kinase domains of plasma membrane neurotrophin receptors [27]; (6) BDNF in the presence of k-252a; (7) TTX (1 \mu M; Alomone Labs; Jerusalem, Israel); (8) TTX in the presence of k-252a. The DMSO concentration never exceeded 0.01%, which did not affect any of the parameters under study. In experiments where BDNF was added in the presence of k-252a or REX, these compounds were added 30 min before application of BDNF. A droplet (50 \mu l) of medium was gently applied onto each slice to facilitate penetration, followed by full medium exchange (1 mL per tissue culture well). In each slice culture preparation (which came from the same litter of P7 rat pups), slices were randomly assigned to 1 of the 8 experimental groups (including controls). The 8 different experimental treatments (including controls) were applied to at least 2 different culture plates from at least 2 different culture preparations from 2 different litters of P7 rat pups (sometimes weeks apart). Each culture preparation had its own control group, and we have at least 3 different sets of control cultures coming from 3 different culture preparations from 3 different litters of P7 rat pups. All treatments lasted 48 hrs, beginning 48 hrs after biolistic transfection, and slices were coded for subsequent blind quantitative analyses of dendritic spine density and morphology by an investigator unaware of treatment groups.

2.4. Laser Scanning Confocal Microscopy. After 48 hrs in each of the treatment conditions, slices were fixed by immersion in 4% paraformaldehyde in 100 mM phosphate buffer (overnight at 4\textdegree C) and washed in phosphate buffer saline (PBS). Filter membranes around each slice were trimmed, and each slice was individually mounted on glass slides and coverslipped using Vectashield (Vector Laboratories; Burlingame, CA). Transfected pyramidal neurons located in the CA1 region displaying eYFP fluorescence throughout the entire dendritic tree and lacking signs of degeneration (e.g., dendritic blebbing) were selected for confocal imaging. High-resolution images of secondary and tertiary branches of apical dendrites were acquired with a Fluoview FV-300 laser scanning confocal microscope (Olympus; Center Valley, PA) using an oil immersion 100x (NA 1.4) objective lens (PlanApo). eYFP was excited using the 488 nm line of an Argon laser and detected using standard FITC filters. Series of optical sections in the z-axis were acquired at 0.1 \mu m intervals through each dendritic branch.

2.5. Analysis of Spine Density. Dendritic spines of CA1 pyramidal neurons were identified as small protrusions that extended \leq 3 \mu m from the parent dendrite and counted offline in maximum-intensity projections of the z-stacks using ImageJ software (National Institutes of Health), as described [28]. Protrusions longer than 3 \mu m were rarely observed in CA1 pyramidal neurons in slice cultures at this developmental age (P7–P10 harvesting, 11 days in vitro) and since likely represent dendritic filopodia, they were not
considered in the following analyses. Care was taken to ensure that each spine was counted only once by following its projection course through the stack of z-sections. Spines were counted only if they appeared continuous with the parent dendrite. Spine density was calculated by quantifying the number of spines per dendritic segment and normalized to 10 µm of dendrite length. Microscope calibrations were performed using 1.07 µm fluorescent microspheres (Polysciences Inc.; Warrington, PA), which yielded a lateral resolution of 10.8 pixels per µm (i.e., 92 nm per pixel).

2.6. Measurements of Spine Dimensions for Spine-Type Classification. The categorization of different morphological spine types was performed as described [29]. Briefly, spines were classified into three classical subjective categories [30, 31], but based on objective geometric measurements of their dimensions. Spines were classified as stubby (type I), mushroom (type II), or thin (type III) types based on the L/N and H/N ratios, where L is spine length, H is the maximum head width, and N is the maximum neck width [32, 33]. Following these criteria, stubby spines have a length that is similar to the diameter of the neck and is similar to the diameter of the head (L ≈ N ≈ H), mushroom spines have a greater H/N ratio (H > N), and the length of thin spines is much greater than their neck diameters (L ≫ N) (Figure 1(a)). The majority (∼65%) of these dendritic spines have presynaptic partners as assessed by synaptobrevin staining [28], and despite morphological differences, all the three spine types make synaptic contacts in vitro [34]. Spine dimensions were measured in maximum-intensity projections of the z-stacks using ImageJ by an investigator unaware of treatment groups.

2.7. Statistical Analyses. Data were analyzed statistically using unpaired Student’s t-test or analysis of variance (ANOVA) followed by Tukey’s procedure for multiple comparisons using Prism (GraphPad; San Diego, CA). P < 0.05 was considered significant. Data are presented as mean ± standard error of the mean (SEM).

3. Results

Organotypic cultures from P7–10 rat hippocampal slices were biolistically transfected with eYFP and fixed 96 hrs after transfection. Confocal images of secondary and tertiary apical dendrites of CA1 pyramidal neurons were collected (Figures 1(b), 2(a), 2(d), and 3(a)), and the density and dimensions of individual dendritic spines were measured as previously described [21]. Table 1 has the results of the quantitative analyses of spine density and morphology, and Table 2 has the number of slices, neurons, and spines counted and measured in each treatment group, as well as the total dendritic length analyzed. Because serum removal for 48 hrs reduced the expression of TrkB and p75NTR receptors in cultured slices [21], and BDNF (250 ng/mL) increased spine density in the presence of serum (Control = 7.60 ± 0.57 spines/10 µm versus BDNF = 9.39 ± 0.56 spines/10 µm, 10 cells from 7 slices; P < 0.05; Figure 1(c)) [21], for the current studies we used serum-containing media. In addition, BDNF affected spine morphology by decreasing the proportion of stubby spines (Control = 0.60 ± 0.03, 13 cells/9 slices versus BDNF = 0.46 ± 0.01, 10 cells/7 slices; P < 0.01) and increasing the proportion of mushroom spines (SM = 0.30 ± 0.02 versus SM + BDNF = 0.37 ± 0.01;
Table 1: Quantitative results of dendritic spine analyses.

| Condition                  | Spine density (per 10 µm) | Spine length (µm) | Head width (µm) | Neck width (µm) | Proportion of type I (stubby) | Proportion of type II (mushroom) | Proportion of type III (thin) |
|----------------------------|---------------------------|-------------------|-----------------|-----------------|------------------------------|---------------------------------|-----------------------------|
| Serum media (SM)           | 7.60 ± 0.57               | 0.57 ± 0.02       | 0.37 ± 0.01     | 0.30 ± 0.01     | 0.60 ± 0.03                  | 0.30 ± 0.02                     | 0.10 ± 0.02                  |
| SM + BDNF                  | 9.39 ± 0.56               | 0.62 ± 0.01       | 0.37 ± 0.01     | 0.26 ± 0.01     | 0.46 ± 0.01                  | 0.37 ± 0.01                     | 0.17 ± 0.02                  |
| SM + REX                   | 8.04 ± 1.32               | 0.67 ± 0.04       | 0.39 ± 0.02     | 0.29 ± 0.02     | 0.48 ± 0.03                  | 0.32 ± 0.02                     | 0.20 ± 0.02                  |
| SM + REX + BDNF            | 7.82 ± 0.39               | 0.61 ± 0.03       | 0.37 ± 0.01     | 0.28 ± 0.01     | 0.54 ± 0.03                  | 0.28 ± 0.01                     | 0.18 ± 0.02                  |
| SM + k-252a                | 11.16 ± 1.51              | 0.65 ± 0.07       | 0.34 ± 0.01     | 0.24 ± 0.01     | 0.42 ± 0.07                  | 0.37 ± 0.04                     | 0.22 ± 0.06                  |
| SM + k-252a + BDNF         | 10.72 ± 0.77              | 0.63 ± 0.02       | 0.37 ± 0.01     | 0.29 ± 0.01     | 0.53 ± 0.02                  | 0.31 ± 0.01                     | 0.16 ± 0.01                  |
| SM + TTX + k-252a          | 5.05 ± 0.51               | 0.71 ± 0.02       | 0.37 ± 0.02     | 0.28 ± 0.01     | 0.47 ± 0.03                  | 0.29 ± 0.02                     | 0.23 ± 0.02                  |
| SM + TTX                  | 8.60 ± 1.03               | 0.59 ± 0.02       | 0.34 ± 0.01     | 0.27 ± 0.01     | 0.56 ± 0.02                  | 0.27 ± 0.02                     | 0.17 ± 0.02                  |

Table 2: Summary of total dendritic length, cells, slices, and individual spines sampled for the quantitative dendritic spine analyses.

| Condition                  | Total dendritic length (µm) | Number of cells | Number of slices | Total spines counted and measured |
|----------------------------|----------------------------|-----------------|------------------|-----------------------------------|
| Serum Media (SM)           | 1,706.34                   | 13              | 9                | 1,309                             |
| SM + BDNF                  | 2,131.13                   | 10              | 7                | 2,056                             |
| SM + REX                   | 1,482.14                   | 6               | 3                | 1,238                             |
| SM + REX + BDNF            | 2,513.30                   | 10              | 4                | 2,021                             |
| SM + k-252a                | 1,196.25                   | 5               | 5                | 1,468                             |
| SM + k-252a + BDNF         | 5,221.77                   | 15              | 12               | 5,965                             |
| SM + TTX + k-252a          | 2,225.84                   | 14              | 7                | 1,077                             |
| SM + TTX                  | 1,431.73                   | 7               | 5                | 1,307                             |

$P < 0.05$, as well as thin spines (SM = 0.10 ± 0.02 versus SM + BDNF = 0.17 ± 0.02; $P < 0.05$; Figure 1(d)) [21].

4. Role of p75NTR on BDNF’s Actions on Dendritic Spine Density and Morphology

To test the role of p75NTR in BDNF’s effects on dendritic spines, we used the function-blocking anti-p75NTR antibody REX [26] at a concentration (50 µg/mL) that blocked p75NTR-dependent LTD induction in acute hippocampal slices [35]. Blocking p75NTR action for 48 hrs had no effect on spine density by itself (REX: 8.04 ± 1.32 spines/10 µm, 6 cells/3 slices versus Control: 7.60 ± 0.57 spines/10 µm, 13 cells/9 slices; $P = 0.907$; Figure 2(b)). However, BDNF failed to increase dendritic spine density in the presence of REX (REX + BDNF: 7.82 ± 0.39 spines/10 µm, 10 cells/4 slices versus REX or Control; $P = 0.907$; Figure 2(b)).

Intriguingly, REX increased the proportion of thin spines (thin type III in REX: 0.20 ± 0.02, 6 cells/3 slices versus Control: 0.10 ± 0.02; 13 cells/9 slices; $P < 0.05$), without affecting the proportion of the other spine types (stubby type I in REX: 0.48 ± 0.03 versus Control 0.60 ± 0.03; $P = 0.07$) (mushroom type II in REX: 0.32 ± 0.02 versus Control: 0.30 ± 0.02; $P = 0.444$) (Figure 2(c)). This effect is reminiscent to the reduction in the proportion of stubby spines in p75NTR knockout mice [16]. Furthermore, BDNF failed to change the proportion of spine types in the presence of the anti-p75NTR REX antibody (thin type III in REX + BDNF: 0.18 ± 0.02; 10 cells/4 slices; $P > 0.05$ versus Control) (stubby type I in REX + BDNF: 0.54 ± 0.03; $P = 0.07$ versus Control) (mushroom type II in REX + BDNF: 0.28 ± 0.01; $P = 0.444$ versus Control; Figure 2(c)). Taken altogether, these results demonstrate that BDNF requires functional p75NTR to increase dendritic spine density and modulate dendritic spine morphology.

4.1. Role of Trk Receptors on BDNF’s Actions on Dendritic Spine Density and Morphology

We next blocked the kinase activity of Trk receptors with k-252a [27]. We previously reported that k-252a (200 nM) applied for 5–9 days in vitro led to a significant reduction in spine density in CA1 pyramidal neurons from hippocampal slice cultures maintained in serum-free media [28]. Surprisingly, exposure to k-252a for a shorter time (48 hs) and in the presence of horse serum in the media significantly increased spine density in CA1 pyramidal neurons (k-252a: 11.2 ± 1.51 spines/10 µm, 5 cells/5 slices; $P < 0.05$ versus Control; Figure 2(e)). In contrast to its blockade of BDNF’s effects in serum-free slices [28], k-252a failed to prevent the effects of BDNF to increase spine density (k-252a + BDNF: 10.7 ± 0.8 spines/10 µm, 15 cells/12 slices; $P < 0.05$ versus Control). However, BDNF did not further increase spine density in the presence of k-252a ($P > 0.05$ versus k-252a alone).

The increase in spine density by k-252a was unexpected; however, the majority of these spines were of the thin immature type. Indeed, k-252a increased the fraction of thin type III spines (k-252a: 0.22 ± 0.06, 5 cells/5 slices; $P < 0.05$ versus Control) and decreased the proportion of stubby type I spines (k-252a: 0.42 ± 0.07, $P < 0.01$ versus Control; Figure 2(f)). In addition, k-252a prevented BDNF to change the proportion of morphological spine types (k-252a + BDNF type I: 0.53 ± 0.02; type II: 0.31 ± 0.01; type III: 0.16 ± 0.01; 15 cells/12 slices; all $P > 0.05$ versus Control).

Considering the unexpected increase in dendritic spine density induced by the Trk inhibitor k-252a—albeit mostly of the long and thin type III category—and the role of neuronal activity in spine number and form [36], we tested...
Figure 2: Role of Trk and p75<sup>NTR</sup> in BDNF's effects on dendritic spine density and morphology. (a) Representative examples of dendritic segments of CA1 pyramidal neurons maintained in serum-containing media (SM) and treated with the function-blocking antibody of p75<sup>NTR</sup>, REX (50 µg/mL), and BDNF (250 ng/mL) for 48 hrs (scale bar represents 2 µm). (b) Dendritic spine density expressed per 10 µm of apical dendrite. (c) Proportion of each morphological type of dendritic spine, expressed as a fraction of the total spine population. (d) Representative examples of dendritic segments of CA1 pyramidal neurons maintained in SM and treated with k-252a (200 nM) and BDNF (250 ng/mL) for 48 hrs. (e) Dendritic spine density expressed per 10 µm of apical dendrite. (f) Proportion of each morphological type of dendritic spines, expressed as a fraction of the total spine population. *P < 0.05, **P < 0.01, and ***P < 0.001, after a one-way ANOVA.

whether the effect of k-252a required neuronal activity in the form of Na<sup>+</sup>-dependent action potentials. Indeed, TTX (1 µM) prevented the effect of k-252a (200 nM) (TTX + k-252a: 5.05 ± 0.51 spines/10 µm, 14 cells/7 slices; P < 0.001 versus k-252a; Figure 3(b)). Furthermore, exposure to both TTX and k-252a caused a loss of dendritic spines compared to slices maintained in the control serum media conditions (TTX + k-252a: 5.05 ± 0.51 spines/10 µm, 14 cells/7 slices versus Control: 7.60 ± 0.57 spines/10 µm, 13 cells/9 slices; P < 0.05; Figure 3(b)). It should be noted that this short exposure to TTX (48 hrs) did not affect spine density (TTX: 8.60 ± 1.03 spines/10 µm, 7 cells/5 slices; P > 0.05 versus Control; Figure 3(b)). On the other hand, TTX did not prevent the morphological spine changes induced by k-252a,
including the increase in the proportion of thin type III spines induced by k-252a (TTX + k-252a: 0.23 ± 0.02; 14 cells/7 slices \( P < 0.001 \) versus Control; Figure 3(c)) and the reduction of stubby type I spines (TTX + k-252a: 0.47 ± 0.03; 14 cells/7 slices \( P < 0.05 \) versus Control; Figure 3(c)). The apparent increase in the proportion of thin spines in the TTX group did not reach statistical significance (TTX: 0.17 ± 0.02, 7 cells/5 slices; \( P > 0.05 \) versus Control; Figure 3(c)). These results suggest that ongoing BDNF signaling through TrkB receptors and spontaneous neuronal activity are intimately related in dendritic spine maintenance, as well as in the structural maturation of those morphological spine types thought to represent the postsynaptic compartment of mature synapses [37].

5. Discussion

To address the role of each BDNF receptor on dendritic spine density and morphology, we blocked either Trk or \( p75^{NTR} \) for 48 hs in the absence or presence of BDNF. We observed that brief exposures to the Trk inhibitor k-252a caused a significant increase in spine density in CA1 pyramidal neurons. However, most of these spines were of the thin category, thought to be highly motile and unstable structures characteristic of immature synapses [38–40]. The fact that longer exposures to k-252a by itself caused spine loss [28] suggests that an initial increase in thin immature spines precedes spine pruning [36]. In contrast, \( p75^{NTR} \) blockade with the function-blocking antibody REX prevented BDNF’s effect on spine density. The importance of BDNF-induced modifications on neuron structure and physiology are well documented and continue to emerge. Since BDNF binds and activates two different receptors, determining how each receptor influences dendritic remodeling will provide greater understanding into the function of BDNF in synaptic plasticity. The observations reported here reflect a functional antagonism between \( p75^{NTR} \) and TrkB receptor signaling in the maintenance of dendritic spines.
Consistent with our previous study [7], BDNF increased spine density and shifted the proportion of spine types towards the thin and mushroom-shaped spines in hippocampal slice cultures maintained in serum-containing media. We also uncovered that antagonism of either p75NTR or Trk receptors increased the proportion of thin (type-III) spines. It has been suggested that thin spines represent "learning spines" due to their highly motile and unstable nature, while mushroom spines are "memory spines" because they are highly stable [41]. Since inhibition of either BDNF receptor increased the proportion of thin spines, we speculate that BDNF participates in the formation/maintenance/pruning of these "learning spines." However, the difference between these two receptor systems is in their ability to differentially modulate spine density. Blocking Trk signaling with the tyrosine kinase inhibitor k-252a, caused a significant increase in spine density, while blocking p75NTR with the function-blocking antibody REX had no effect on spine density. These results strongly suggest the existence of a sustained tone of BDNF signaling that contributes to dendritic spine maintenance in a manner dependent on the activation of Trk receptors (but not p75NTR). Taken together, these results suggest that during postnatal development, p75NTR activation is important for initial dendritic spine formation, while Trk receptors participate in dendritic spine maintenance at later developmental stages. Indeed, conditional deletion of TrkB in postnatal forebrain excitatory neurons caused a reduction in spine density and a higher proportion of long and thin spines in hippocampal and primary visual cortex neurons [42–44], suggesting that sequential activation of TrkB receptors followed by p75NTR might be critical for BDNF-mediated modulation of dendritic spine density and morphology. Evidence of such developmental differences has been observed in subventricular zone-derived neurons, where p75NTR activation modulates dendritic growth in early stages of development, while TrkB activation plays a role in later stages [45].

Ongoing neuronal activity was required for the unexpected effect of the Trk inhibitor k-252a: TTX prevented the increase in spine density and proportion of thin immature spines induced by k-252a. Intriguingly, there was a dramatic loss of spines in slice cultures exposed to both TTX and k-252a compared to control serum conditions. While the specific mechanisms of dendritic spine maintenance and pruning remain somewhat unknown, it is well accepted that ongoing levels of synaptic transmission and the ensuing intracellular Ca2+ levels contribute in a significant manner [36]. Consistent with this view, silencing neuronal activity for 7 days in vitro with TTX reduced spine density in CA1 pyramidal neurons in slice cultures [46]. The spine loss in those week-long silencing experiments likely results from prolonged absence of excitatory synaptic input [47]. It should be noted that a shorter period of neuronal inactivity (TTX for 2 days in vitro) did not cause spine loss, but rather altered the proportion of morphological spine types favoring the thin and immature spine type [29]. Our present results suggest that ongoing Trk signaling is required for spine maintenance in TTX-silenced slice cultures, revealing a novel aspect of activity-dependent maintenance and pruning of dendritic spines in hippocampal pyramidal neurons.

The observations on dendritic spine density and morphology reported here may reflect the functional antagonism between p75NTR and Trk receptor signaling [13]. Even though current reports indicate that p75NTR and Trk do not directly interact, it has been proposed that these receptor complexes share similar downstream signaling pathways to create more complex actions [48]. On the other hand, p75NTR can act as a coreceptor for Trk receptors, creating high affinity sites for Trk receptor activation [49]. Furthermore, the interaction of truncated TrkB receptors (TrkB T1) with p75NTR enhanced dendritic filopodia outgrowth in the absence of neurotrophin binding [50]. Thus, signaling through the two BDNF receptors may have different consequences for dendritic spine density and morphology depending on whether they are activated alone, in concert or under different levels of ongoing neuronal activity. Taken altogether, these studies have revealed an unexpected level of complexity in the consequences of BDNF signaling on dendritic morphology.
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Some selective estrogen receptor modulators, such as raloxifene and tamoxifen, are neuroprotective and reduce brain inflammation in several experimental models of neurodegeneration. In addition, raloxifene and tamoxifen counteract cognitive deficits caused by gonadal hormone deprivation in male rats. In this study, we have explored whether raloxifene and tamoxifen may regulate the number and geometry of dendritic spines in CA1 pyramidal neurons of the rat hippocampus. Young adult male rats were injected with raloxifene (1 mg/kg), tamoxifen (1 mg/kg), or vehicle and killed 24 h after the injection. Animals treated with raloxifene or tamoxifen showed an increased numerical density of dendritic spines in CA1 pyramidal neurons compared to animals treated with vehicle. Raloxifene and tamoxifen had also specific effects in the morphology of spines. These findings suggest that raloxifene and tamoxifen may influence the processing of information by hippocampal pyramidal neurons by affecting the number and shape of dendritic spines.

1. Introduction

Selective estrogen receptor modulators (SERMs) either synthetic or natural, such as phytoestrogens, are candidates for the treatment or the prevention of cognitive and affective disorders in men and women [1–5]. Several studies have shown that some synthetic SERMs, such as tamoxifen, raloxifene, or bazedoxifene [6–29], some nonfeminizing estrogens [30–34], and some natural SERMs, such as genistein [35, 36], are neuroprotective in vitro and in vivo. The neuroprotective effects of SERMs are associated with a decrease in the activation of microglia and astrogia and a reduction in brain inflammation [37–43]. In addition, some SERMs have shown to induce neuritic outgrowth in vitro [44, 45], suggesting that these molecules may also affect synaptic connectivity in vivo. Indeed, ERs are involved in the regulation of dendritic spines in the hippocampus of female animals in vivo [46–51], where tamoxifen regulates synaptophysin expression [52]. SERMs are also able to regulate cholinergic, serotonergic, and dopaminergic neurotransmission in female animals [53–56]. However, the effects of SERMs on synaptic connectivity in males have not been adequately explored. Nevertheless, previous studies have shown that SERMs such as raloxifene and tamoxifen are able to counteract hippocampus-dependent cognitive deficits caused by androgen deprivation in male rats [57]. In addition, raloxifene reduces working memory deficits in male rats after traumatic brain injury [20].

To further characterize the mechanisms of action of SERMs in the male brain, we have assessed in this study the effects of tamoxifen and raloxifene on the number and geometry of dendritic spines in CA1 pyramidal neurons of the rat hippocampus.

2. Material and Methods

2.1. Animals and Treatments. Sprague-Dawley adult male rats were maintained under regular 12 h light-dark cycles (lights on: 07:00–19:00 h) and controlled environmental humidity (45–50%) and temperature (22 ± 2°C). Animals had free access to food and water. All the experimental procedures
were conducted to minimize pain or discomfort in the animals and performed in accordance with the NIH guide for Care and Use of Laboratory Animals (NIH Publications no. 80–23, 1996 revised). Protocols were approved by our institutional animal care committee.

At the age of three months, animals were injected with raloxifene (1 mg/kg; \( n = 6 \)), tamoxifen (1 mg/kg; \( n = 6 \)), or vehicle (20 mg/mL DMSO diluted 3% in saline solution; \( n = 6 \)). Animals were killed 24 h after the injection.

2.2. Golgi Studies. Animals were anesthetized with 30 mg/kg intramuscular ketamine and 50 mg/kg i.p. sodium pentobarbital. Then, animals were perfused intracardially with 100 mL of a washing phosphate-buffered solution (pH 7.4; 0.01 M) containing 1000 IU/L of sodium heparin and 1 g/L of procaine hydrochloride. Then, 200 mL of a fixing phosphate-buffered 4% formaldehyde solution was perfused. Both solutions flowed at a rate of 11.5 mL/min. Each brain remained for at least 48 h in 100 mL of a fresh fixing solution.

The bilateral dorsal hippocampi were dissected out and impregnated using a modification of the Golgi method [58]. Several coronal slices 100 \( \mu \)m thick were mounted on one slide per animal. Spine numerical density and the proportion of thin, mushroom, stubby, wide, branched, and double spines [59–61] were assessed in CA1 pyramidal neurons. Spines were counted in one 50 \( \mu \)m segment per cell, located in the middle of one of the secondary dendrites that protrude from the apical dendrite (Figure 1). Six CA1 pyramidal neurons were studied per animal. The total number of spines counted was 5,796 in the animals treated with vehicle: 9,295 in the animals treated with raloxifene and 9,180 in the animals treated with tamoxifen.

2.3. Statistical Analysis. The one-way ANOVA and Tukey post hoc test were used for statistical comparisons of data from spine numerical density. In addition, one-way ANOVA and Bonferroni correction post hoc test were used for statistical comparisons of the proportion of the different types of spines. The \( n \) used for statistical analysis was the number of animals (\( n = 6 \), per experimental group).

3. Results

Raloxifene and tamoxifen increased significantly the total numerical density of dendritic spines compared to control animals (Table 1). Both SERMs increased the numerical density.
The findings of this study indicate that raloxifene and tamoxifen, two SERMs currently used in clinical treatments, may be linked with the precognitive effects of these molecules in male rats [20, 57]. However, the possible impact of raloxifene and tamoxifen on cognitive decline in men remains to be adequately explored, in particular in association with neurodegenerative diseases. For instance, both SERMs increase the levels of luteinizing hormone (LH) in men [83] and it has been proposed that elevated levels of LH may contribute to Alzheimer’s disease pathogenesis [84]. Indeed, leuprolide acetate, a GnRH agonist that lower serum levels of LH, has been shown to improve cognitive performance and decrease amyloid-β deposition in a mouse transgenic model of Alzheimer’s disease [85].

5. Conclusions

The findings of this study indicate that raloxifene and tamoxifen, two SERMs currently used in clinical treatments, promote an increase in the numerical density of dendritic spines and changes in spine geometry in the hippocampus of male rats. These findings, together with the regulation exerted by tamoxifen and raloxifene on hippocampus-dependent cognitive function in male rats [57], suggest that...
SERMs may influence the processing of information by male hippocampal pyramidal neurons by affecting the number and shape of dendritic spines.
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