Topological Superconductivity Mediated by Skyrmionic Magnons

Kristian Mæland and Asle Sudbø*

Center for Quantum Spintronics, Department of Physics, Norwegian University of Science and Technology, NO-7491 Trondheim, Norway

Topological superconductors are associated with the appearance of Majorana bound states, with promising applications in topologically protected quantum computing. In this Letter, we study a system where a skyrmion crystal is interfaced with a normal metal. Through interfacial exchange coupling, spin fluctuations in the skyrmion crystal mediate an effective electron-electron interaction in the normal metal. We study superconductivity within a weak-coupling approach and solve gap equations both close to the critical temperature and at zero temperature. Special features in the effective electron-electron interaction due to the nonlinearity of the magnetic ground state yield topological superconductivity at the interface.

Introduction. Quantum computation aims to solve problems of potentially great societal impact considerably faster than conventional computers. To achieve this, the intention is to utilize the quantum mechanical notions of superposition and entanglement. Quantum decoherence due to small perturbations is a major challenge for proposed realizations, introducing the need for error correction [1]. In topological quantum computers, the idea is to use braiding of anyons as logic gates. Computations based on this are topologically protected against small perturbations [2]. In this setting, topological superconductivity (TSC) offers the prospect of realizing Majorana bound states (MBSs), which are non-Abelian anyons. Braiding of MBSs is one of the most prominent propositions for topologically protected quantum computations [2–7].

There has been considerable interest in creating TSC at the interface between chiral magnets and conventional superconductors (SCs) [7–16]. The case of noncoplanar, skyrmion ground states in the chiral magnets has been given much attention, since MBSs can be localized at the centers of skyrmions [10] or bound states of skyrmions and vortices [11]. Bound states of skyrmions and superconducting vortices have been observed in Ref. [16]. Signatures of MBSs have been observed in a SC monolayer proximitized to magnetic islands [4], and at the ends of one-dimensional nanowire SCs [5]. Binding Majoranas to skyrmions is particularly interesting, since skyrmions can be moved by electric currents [10, 11, 17, 18]. To reach the topologically nontrivial regime, the theoretical proposals typically study a strong interaction between the spins in the magnet and the electrons in the SC [7–12].

Magnon-mediated superconductivity in heterostructures of colinear magnets and conductors has received a great deal of attention, often considering much weaker coupling across the interface [19–25]. All of these studies find topologically trivial SCs. Superconductivity mediated by spin fluctuations has been observed in a bilayer of bismuth and nickel [26].

In this Letter, we study magnon-mediated superconductivity in a normal metal (NM) due to spin fluctuations in skyrmion crystals (SkXs). Their noncoplanarity leads to fundamentally new effects in the effective electron-electron interactions that give rise to TSC. We study superconductivity with a weak-coupling approach and solve both the linearized gap equation and the zero temperature gap equation. A bulk topological invariant is calculated to determine which parts of the superconducting phase diagram are topologically nontrivial.

Model. The system is shown in Fig. 1(b). The insulating magnetic monolayer (MML) is modeled by a nearest-neighbor ferromagnetic exchange interaction of strength $J$, a Dzyaloshinskii-Moriya interaction (DMI) of strength $D$, a four-spin interaction of strength $U$, and an easy-axis anisotropy of strength $K$ [27–29]. Motivated by Refs. [30, 31], we consider $K$ to be a tunable parameter. Throughout, we set $\hbar = a = 1$, where $a$ is the lattice constant. The role of the heavy metal (HM) is to provide the spin-orbit coupling necessary for DMI. In addition, hybridization [32] can lead to an unusually small nearest-neighbor exchange interaction so that the four-spin interaction is not negligible. Other than that, the HM has no effect on our model, which focuses on the two-dimensional (2D) interface between the NM and the MML. DMI prefers noncolinear magnetically ordered ground states (GSs). Among those, the four-spin interaction prefers

FIG. 1. (a) Plot of the electron energy $\epsilon_k$, showing the electron first Brillouin zone (EBZ) in black, the magnetic first Brillouin zone (MBZ) in orange and the Fermi surface (FS) in white. Two choices of $\mu$ are shown, where the solid FS corresponds to $\mu/t = -5.9$ and the dashed FS corresponds to $\mu/t = -5.0$. (b) An illustration of the system under consideration. The itinerant electrons (blue arrows) in a normal metal (NM) are coupled to the spins (orange arrows) in a magnetic monolayer (MML). The MML is deposited on a heavy metal (HM) such that skyrmion crystal (SkX) ground states (GSs) are preferred. The (c) SkX1 and (d) SkX2 GSs are shown with periodic boundary conditions. Colors give the $z$ component of the spins, $m_{i,z}$, and arrows show their inplane component.
noncoplanar, dense SkXs [32]. The two classical GSs in the MML are shown in Fig. 1(c) and (d). SkX1 is the GS for \(K < K_t\) and SkX2 is the GS for \(K > K_t\), where \(K_t/J \in (0.518, 0.519)\) as previously reported in Refs. [27, 28]. Note that the centers of the skyrmions in SkX2 are shifted compared to SkX1, giving SkX2 a lower symmetry [27]. These SkXs both feature 15 magnon bands, \(\omega_{qn}\), which we take as inputs in this Letter, \(H_{\text{MML}} = \sum_{q \in \text{MBZ}, n} \omega_{qn} b_{qn}^\dagger b_{qn}\). The quasimomentum \(q\) is restricted to the magnetic first Brillouin zone (MBZ) corresponding to the centered rectangular lattice set up by the SkX GSs [27, 28].

The NM at the interface is modeled by a hopping term with energy \(t\) and a controllable chemical potential, \(\mu\), which is diagonalized by a Fourier transform (FT) \(c_{i\sigma} = \frac{1}{\sqrt{N}} \sum_{k \in \text{EBZ}} c_{k\sigma} e^{ik \cdot r_i}\). The quasimomentum \(k\) is restricted to the electron first Brillouin zone (EBZ) corresponding to the triangular lattice, and \(N\) is the total number of lattice sites at the interface. \(c_{i\sigma}\) annihilates an electron with spin \(\sigma\) and site index \(i\), located at \(r_i\). This yields \(H_{\text{NM}} = \sum_{k \in \text{EBZ}, \sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma}\), with \(\epsilon_k = -\mu - 2t[\cos k_x + 2\cos(k_x/2) + \cos(\sqrt{5}k_y/2)]\) shown in Fig. 1(a).

The interaction between electrons in the NM and localized spins in the MML is modeled as an interfacial exchange interaction [8–16, 19–26, 33], \(H_{\text{em}} = -2J \sum c_{i\sigma}^\dagger c_{i\sigma} S_i\), where \(c_{i\sigma} = (c_{i\uparrow}, c_{i\downarrow})^T\), \(\sigma\) is a vector of the Pauli matrices, and \(S_i\) is the spin operator at site \(i\). We treat this term as a perturbation to the NM, and focus on the magnon-mediated effective electron-electron interaction. Assuming \(J \ll t\) we keep the \(z\) axis as quantization axis for the electron spins in the NM. The spins in the MML are each quantized along the direction of the spin in the classical GS giving 15 separate quantization axes. Performing such rotations of the spins in the MML and applying the Holstein-Primakoff transformation, yields [29]

\[
H_{\text{em}} = -\hat{J} \sqrt{2S} \sum_{i\sigma} [e^{-i\varphi_i} (\cos \theta_i - n_{\sigma}) a_{i\sigma}^\dagger a_{i\sigma} + \text{H.c.}] \\
+ \hat{J} \sqrt{2S} \sum_{i\sigma} (n_{\sigma} \sin \theta_i a_{i\sigma}^\dagger a_{i\sigma} + \text{H.c.}) \tag{1}
\]

Here, H.c. denotes Hermitian conjugate, \(n_\uparrow = 1\), \(n_\downarrow = -1\), \(a_{i\sigma}\) annihilates a magnon at site \(i\), \(S\) is the spin quantum number in the MML, and \(\theta_i, \varphi_i\) are the polar and azimuthal angles specifying the direction of the classical spin at site \(i\). We have ignored terms that contain only two electron operators. Such renormalizations of the electron spectrum are higher order in perturbation theory than our weak-coupling treatment of the effective electron-electron interaction. Self-energy effects due to electron-magnon coupling could renormalize the electron spectrum. Given the existence of a magnon gap [27, 28], such effects are negligible close to the Fermi surface (FS) [34].

Compared to earlier studies of superconductivity induced by colinear spin structures, Eq. (1) features a fundamental difference. Namely, given that \(\vartheta_i \neq \{0, \pi\}\), a magnon can be involved in both spin flip processes as well as processes where the \(z\)-component of the electron spin is not changed. We illustrate this in Fig. 1(b). When the spin in the magnet points in the \(z\) direction, the electron spin will always get a spin flip. When an itinerant electron interacts with a spin in the magnet with a nonzero in-plane component, the electron spin need not change.

**Effective interaction.** As shown in Fig. 1(a), the MBZ is far smaller than the EBZ. Thus, Umklapp processes must be included when applying FTs to Eq. (1). The FT of the electron operators is modified to \(c_{i\sigma} = \frac{1}{\sqrt{N}} \sum_{k \in \text{MBZ}} c_{k\sigma} e^{i(k+Q_n) \cdot r_i}\), where \(Q_n\) is a set of 15 reciprocal lattice vectors specified in Ref. [29]. If site \(i\) is located on sublattice \(r\) we have \(a_{i\sigma} = \frac{1}{\sqrt{N'}} \sum_{q \in \text{MBZ}} a_{q\sigma} e^{iq \cdot r_i}\), where \(N'\) is the number of magnetic unit cells. The magnon operators \(a_{q\sigma}\) are transformed to their diagonal basis \(b_{qn}\) through a parainary matrix \(T_q\) [27, 28, 35]. We obtain an effective electron-electron interaction mediated by the magnons in the SkXs by applying a Schrieffer-Wolff transformation [36]. Assuming oppositely directed momenta, we obtain [29]

\[
H_{\text{ee}} = \frac{i}{2} \sum_{kk'\nu} \tilde{V}_{kk'}^{\nu} c_{k\sigma_1} c_{k\sigma_2} c_{k'\sigma_3} c_{k'\sigma_4} \tag{2}
\]

where \(k' = k + q + Q_{\nu}\). The coupling functions \(\tilde{V}_{kk'}^{\nu}\) are of order \(J^2/t\) and contain linear combinations of magnon transformation coefficients divided by \(e_k - e_{k'} \pm \omega \pm \epsilon_{qn}\). Detailed expressions are given in Ref. [29]. Due to the noncollinear spin structure, they are in general nonzero for all combinations of spin-indices. This is a crucial difference from collinear spin structures, where only a subset are nonzero [21–25]. This endows the superconducting order parameter with richer spin-texture than in the collinear case. While we treat Umklapp effects in the effective interaction, their effect on the NM energy dispersion are ignored. Hence, our results are valid when the FS is smaller than the MBZ, i.e. low filling \(\mu/t \leq -5.0\), where such effects do not influence occupied states.

**Superconductivity.** We follow the generalized BCS theory outlined in Ref. [37] for unconventional SCs. Since all \(\tilde{V}_{kk'}^{\nu}\) are nonzero in general, we can have coexistence of singlet SC gap, \(\Delta_{k_t \uparrow \downarrow}^{(s)} = (\Delta_{k_t \uparrow \downarrow} - \Delta_{k_t \downarrow \uparrow})/2\), and all triplet gaps \(\Delta_{k_t \sigma}^{(t)} = (\Delta_{k_t \uparrow \downarrow} + \Delta_{k_t \downarrow \uparrow})/2\), \(\Delta_{k_t \uparrow \uparrow}^{(t)}\), and \(\Delta_{k_t \downarrow \downarrow}^{(t)}\). This yields two distinct bands in the SC, \(E_{k\sigma} = (e_k + \text{Tr} \hat{\Delta}_{k} \hat{\Delta}_{k}/2 \pm \sqrt{A_k}/2)^{1/2}\), with \(\hat{\Delta}_{k} = \Delta_{k\sigma\sigma'}\Delta_{k\sigma'\sigma}\) and, in our case, \(A_k/16 = (\Delta_{k_t \uparrow \downarrow}^{(s)})^2 (\Delta_{k_t \sigma}^{(t)})^2 - \Delta_{k_t \downarrow \uparrow}^{(t)} \Delta_{k_t \downarrow \downarrow}^{(t)} - (\Delta_{k_t \uparrow \downarrow}^{(t)})^2\). A more general expression for \(A_k\) is given in Ref. [29].

The gap equation is [29]

\[
\Delta_{k} = - \sum_{k'} V_{kk'} \sum_{\eta} \left( \frac{\Delta_{k'}}{2} + \eta B_{k'} \right) \chi_{k'\eta}. \tag{3}
\]

Here, \(\Delta_{k} = (\Delta_{k_t \uparrow \downarrow}^{(s)} + \Delta_{k_t \downarrow \uparrow}^{(s)} + \Delta_{k_t \uparrow \uparrow}^{(s)})^T\), \(B_{k} = (B_{k_t \uparrow \downarrow}^{(s)}, B_{k_t \uparrow \uparrow}^{(s)}, B_{k_t \downarrow \uparrow}^{(s)})^T\), \(B_{k_t \downarrow \downarrow}^{(s)} = \frac{1}{2} (\partial \Delta_{k_t \downarrow \downarrow}^{(s)})^T \), and \(\chi_{k'\eta} = \tan^{-1}(\beta E_{k'\eta}/2) / 2E_{k'\eta}\). \(V_{kk'}\) is a matrix containing the 16 coupling functions [29].

For temperatures close to the critical temperature \(T_c\) we linearize the gap equation. Since \(\chi_{k'\eta}\) is peaked at the FS
for small $T_c$, we employ FS averages, keeping the angular dependence of $V_{k'k}$, but ignoring any radial variation. The matrix elements are set to their value on the FS, for energies closer to the FS than the maximum magnon frequency $\omega_c$, i.e. $|\epsilon_{k'}| \approx |\epsilon_k| < \omega_c$. Otherwise, the coupling functions are set to zero. The resulting gap equation is \[ \lambda \Delta(\phi) = -N_0 \langle V(\phi', \phi) \Delta(\phi') \rangle_{FS, \phi'}, \tag{4} \]

where $N_0$ is the density of states per spin on the FS, and $\phi$ is the angle $k$ makes with the $k_x$ axis. The dimensionless coupling constant $\lambda$ can be used to estimate the critical temperature. Given $\lambda \ll 1$, $kBT_c = (2e^\gamma/\pi)\omega_c e^{-1/\lambda}$, where $\gamma$ is the Euler-Mascheroni constant \[38\]. We solve Eq. (4) as a matrix eigenvalue problem. Then, $\lambda$ is the greatest eigenvalue and its corresponding eigenvectors give information about the structure of the gap \[29\].

Results for $\lambda$ are given in Fig. 2(a). $\lambda$ increases with $\mu$, presumably because the FS becomes larger. $\lambda$ also increases toward the phase transition between SkX1 and SkX2 in the MML, since the magnon gap decreases, giving stronger electron-electron interactions. Figure 2(a) also acts as a phase diagram showing the symmetry of the gaps. The proceeding symmetry classifications are illustrated in Fig. 2(b). In SkX1, for $K < K_t$, $\Delta_{k_1}^{E(s)}$ decouples from the other gaps. In the green region, $\Delta_{k_1}^{E(s)}$ has $p_z$-wave symmetry while the other gaps are zero. In the orange and blue regions, $\Delta_{k_1}^{E(s)} = 0$. In the orange region, $\Delta_{k_1}^{E(s)}$ has $p_x + ip_y$-wave, i.e. chiral $p$-wave symmetry, $\Delta_{k_1}^{E(s)} = -\Delta_{k_1}^{E(s)}$ and $\Delta_{k_1}^{O(s)}$ is a small $d_{xy}$-wave gap for low $\mu$. For higher $\mu$, $\Delta_{k_1}^{O(s)}$ becomes $g$-wave. In the blue region, $\Delta_{k_1}^{E(s)}$ has $f_x + if_y$-wave, i.e. chiral $f$-wave symmetry, $\Delta_{k_1}^{E(s)} = -\Delta_{k_1}^{E(s)}$ while $\Delta_{k_1}^{O(s)}$ shows $-d_{xy} - d_{x^2-y^2}$-wave symmetry. The situation in SkX2 is similar, but all four gaps couple. While the other gap symmetries remain the same in the orange and blue regions, a comparatively small amplitude $p_z$-wave solution for $\Delta_{k_1}^{E(s)}$ coexists.

Figure 3 shows estimates of $T_c$ in Kelvin. Note from Fig. 2(a) that $\lambda$ is too small in the orange and green regions to yield $T_c > 1$ mK when $\tilde{J}/J = 50$. Here, $\lambda \sim (\tilde{J}/t)^2$ and $T_c$ depends exponentially on $\lambda$. Hence, an increase of $\tilde{J}$ gives a major increase in $T_c$. We still keep $\tilde{J} \ll t$, so that the coupling to the magnet can be viewed as a perturbation.

Zero temperature. To study the low-temperature behavior, we derive a gap equation at zero temperature, where $\lambda k_0 = 1/2E_{k\eta}$. Using FS averages yields \[29\]

\[ \Delta(\phi) = -N_0 \sum_{\eta} \sqrt{2\omega_c} \frac{\sum \Delta(\phi')}{\eta} \left( \frac{\eta}{\sqrt{A(\phi')}} \right)^{1/2} \rfloor_{FS, \phi'} \tag{5} \]

In the original BCS treatment of phonon-mediated superconductivity, $2\Delta(0)/k_B T_c = 2\pi e^{-\gamma}$ where $\Delta(0)$ is the amplitude of the gap at zero temperature \[38\]. We use this as the amplitude of an initial trial solution $\Delta(0)$ with its structure around the FS guided by the solution close to $T_c$. Self-consistent iteration \[29\] is then used to obtain solutions of Eq. (5) satisfying a convergence criterion, typically $10^{-4}$ of the amplitude of the gap vector. The amplitude is defined as the largest absolute value of the real or imaginary parts of the four gap functions.

Figure 4 shows the resulting phase diagram at zero temperature. The black lines showing the phase transitions are wider, since there are regions where several symmetries can give solutions of the nonlinear Eq. (5) \[29\]. Let $\Delta(0)$ be the maximum of the lowest energy band on the FS, $\Delta(0) \equiv \max_{k \in \text{FS}} E_{k-}$. This would be the largest gap found on the FS in an experiment. We see that $2\Delta(0)/k_B T_c$ is comparable to the BCS result in the $p_z$- and chiral $p$-wave phases, except that it drops to small values when approaching the phase transitions. In the chiral $f$-wave phases, $2\Delta(0)/k_B T_c$ is much smaller than the BCS result because $\text{Tr} \Delta_{k} \Delta_{k}^* \gtrsim \sqrt{A_k}$ and
so $E_{k\downarrow}$ is small. This is due to the unconventional nature of the SC. The value of $2\Delta(0)/k_BT_c$ has a very weak dependence on $J$. We varied $J$ when obtaining Fig. 4 to ensure that the expected amplitude at zero temperature was larger than $10^{-5}J$.

**Topological superconductivity.** The first requirement for (strong) TSC is a fully gapped bulk spectrum [6]. The chiral $f$-wave phases have a very small $E_{k\downarrow}$, and we leave their topological classification as an open question. The $p_z$-wave phase is gapless and topologically trivial. In the chiral $p$-wave phases the bulk spectrum $E_{kn} \approx 0$ is fully gapped.

To determine if the SC state is topologically nontrivial, we proceed by computing a bulk topological invariant. We define a Bogoliubov-de Gennes (BdG) Hamiltonian where the gaps $\Delta_{k\uparrow\downarrow}$ and $\Delta_{k\downarrow\uparrow}$ are multiplied by $1 - x$. Using the gap functions in the chiral $p$-wave phases we find that the bulk gap [29]. Hence, the obtained SC is topologically equivalent to one where $\Delta_{k\uparrow\downarrow} = \Delta_{k\downarrow\uparrow} = 0$. For such a system, we can define two spin-decoupled BdG Hamiltonians $H_{k\sigma} = d_{k\sigma} \cdot \sigma$, where $d_{k\sigma} = (\Re \Delta_{k\sigma2}, -\Im \Delta_{k\sigma2}, \epsilon_k)$. The obtained SC states are time-reversal symmetric (TRS) [29, 37], and so the bulk topological invariant is defined as

$$\nu_{z2} = \frac{1}{2}(N_+ - N_-) \mod 2,$$

with $N_\sigma = (1/8\pi) \int_{\text{EBZ}} dk \epsilon_k \hat{d}_{k\sigma} \cdot (\partial_k \hat{d}_{k\sigma} \times \partial_k \hat{d}_{k\sigma})$, $\epsilon_k$ the Levi-Civita tensor, $i, j \in \{x, y\}$, and $\hat{d}_{k\sigma}$ a unit vector along $d_{k\sigma}$ [3]. Due to TRS, $N_+ = -N_-$. Since the energy scale of $\epsilon_k$ is much greater than the gaps $\Delta_{k\sigma2}$, the integrand is only nonzero close to the FS, where $\epsilon_k$ is small. Hence, knowledge of the gaps close to the FS is sufficient to calculate the integral over the full EBZ. Using adaptive integration [28, 39], $N_\uparrow$ approaches 1 with increasing density of points. Therefore, $\nu_{z2} = 1$, indicating a topologically nontrivial SC.

The chiral $p$-wave phases of our SC are TRS 2D topological SCs. In a finite geometry there will be two topologically protected, counterpropagating edge states which are Majorana fermions corresponding to each spin species [3]. Additionally, there will be MBSs in the core of vortices [2, 3].

TSC requires spinless or spin polarized Cooper pairs [3]. Previous studies of magnon-mediated superconductivity from colinear spin structures found only unpolarized Cooper pairs [22–25]. The noncolinearity of the SkXs admits the creation of polarized Cooper pairs, making TSC possible. In heterostructures of chiral magnets and conventional SCs, it is found that the noncoplanar nature of skyrmions is essential to get a bulk gap and strong TSC [6, 8, 9]. Unlike heterostructures involving conventional SCs, the pairing mechanism itself leads to TSC in the system we consider. From Eq. (1) it is clear that noncolinearity is sufficient to facilitate polarized Cooper pairs [40]. Whether noncolinear, coplanar states would result in TSC requires detailed solutions of the gap equation and is left as an open question.

**Suggestions for materials.** A SkX similar to SkX1 and SkX2 was observed in a MML of iron grown on top of the HM iridium [32]. To test our predictions, we suggest growing a NM which does not become a SC due to electron-phonon interactions, like copper, silver or gold [41], on top of the MML. Producing an interfacial exchange interaction strong enough to bring $T_c$ to observable temperatures is a materials science challenge. The value of $J$ is associated with an overlap integral, depending on the chosen materials and how the interface is grown. See Ref. [34] and references therein for a discussion of the value of $J$. Note that while we require $J/t \sim 0.1$ to get TSC with observable $T_c$, the studies of TSC in heterostructures of chiral magnets and conventional SCs often require $J \sim t$ for the system to enter a topologically nontrivial state [7–12].

**Conclusion.** We have studied an interface between a normal metal and an insulating magnetic monolayer hosting skyrmion crystals. The noncolinearity of the magnetic ground state allowed for exotic electron-electron interactions mediated by magnons than colinear magnetic ground states. In large parts of the phase diagram, we found topological superconductivity, with possible applications in topological quantum computing.
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Supplemental Material for “Topological Superconductivity Mediated by Skyrmionic Magnons”

S1. INTRODUCTION

This Supplemental Material contains details of calculations that are left out of the main text. Section S2 covers the magnetic monolayer (MML) while Sec. S3 covers the normal metal (NM). Section S4 concerns the electron-magnon interaction across the interface and gives a derivation of the effective electron-electron interaction mediated by the skyrmionic magnons. Section S5 presents the generalized BCS theory, derivations of the gap equations, and shows some plots of the resultant gap functions. Finally, Sec. S6 gives details about the calculation of the topological invariant that are left out of the main text.

S2. MAGNETIC MONOLAYER

S2.1. Model and ground states

As in Refs. [27, 28], we use the time-reversal-symmetric (TRS) Hamiltonian

\[ H_{\text{MML}} = H_{\text{ex}} + H_{\text{DM}} + H_{\text{A}} + H_{\text{4}}, \]

where

\[ H_{\text{ex}} = -J \sum_{\langle ij \rangle} S_i \cdot S_j, \quad H_{\text{DM}} = \sum_{\langle ij \rangle} D_{ij} \cdot (S_i \times S_j), \quad H_{\text{A}} = -K \sum_i S_i^2, \]

\[ H_{\text{4}} = U \sum_{ijkl} \left[ (S_i \cdot S_j)(S_k \cdot S_l) + (S_i \cdot S_l)(S_j \cdot S_k) - (S_i \cdot S_k)(S_j \cdot S_l) \right]. \]

Here, \( S_i \), with magnitude \( S \), is the spin operator at lattice site \( i \) on the triangular lattice. The DMI vector is set to \( D_{ij} = D \hat{r}_{ij} \times \hat{z} \) for nearest neighbors, where \( \hat{r}_{ij} \) is a unit vector from site \( i \) to site \( j \). The four-spin interaction \( H_4 \) results from higher order expansions of the Hubbard model [42], which are nonnegligible if the nearest-neighbor exchange interaction, \( J \), is weak [32]. It involves four spins that are located on counterclockwise diamonds of minimal area [32, 42].

The periodicity of the ground state (GS) will depend on the parameters in the model. Let \( \lambda_x \) be the periodicity in the \( x \) direction in terms of lattice sites, while \( \lambda_y \) is the periodicity in the \( y \) direction in terms of lattice chains. We chose to work with a commensurate SkX with \( \lambda_x = 5, \lambda_y = 6 \) as the preferred periodicity, which requires \( D/J = 2.16 \) and \( U/J = 0.35 \) with \( S = 1 \). We employed a self-consistent iteration approach to find the classical ground states [27, 28, 45].

S2.2. Net magnetization and emergent magnetic field

The classical spin is denoted \( m_i \) and is a unit vector. The GS net magnetizations are \( \overline{m}_{iz} = \frac{1}{N} \sum_i m_{iz} \). In SkX1 \( \overline{m}_{ix} = \overline{m}_{iy} = 0 \) and \( \overline{m}_{iz} \approx -0.002 \). In SkX2 \( \overline{m}_{ix} = \overline{m}_{iy} = 0 \) and \( \overline{m}_{iz} \approx -0.014 \). With such small net magnetizations, we neglect orbital effects on the NM when studying superconductivity. Two-dimensional (2D) skyrmions also set up an emergent magnetic field, \( b \), defined in continuum models as [17, 43]

\[ b = b_{\hat{z}} = m(r) \cdot \left[ \partial_x m(r) \times \partial_y m(r) \right] \hat{z}. \]

By inspecting the SkX1 and SkX2 states it is clear that this field will be staggered, unlike larger skyrmions stabilized in magnetic fields [17, 43]. In the weak-coupling case, the Cooper pairs are much larger than the skyrmions, so the staggered emergent magnetic field is also assumed to have negligible effects on the superconducting state.

S2.3. Holstein-Primakoff approach

Based on the classical GS, a local orthonormal frame \( \{ \hat{e}_1, \hat{e}_2, \hat{e}_3 \} \) with \( \hat{e}_3 = m_i \) is introduced [44]. Here, \( m_i = (\sin \theta_i, \cos \phi_i, \sin \theta_i \sin \phi_i, \cos \theta_i, -\sin \theta_i) \), \( \hat{e}_1^i = (\cos \theta_i, \cos \phi_i, \cos \theta_i \sin \phi_i, -\sin \theta_i) \), and \( \hat{e}_2^i = (-\sin \phi_i, \cos \phi_i, 0) \). The polar and azimuthal angles \( \{ \theta_i, \phi_i \} \) are specified by the classical GS. With \( \hat{r}_a \) the Cartesian coordinates, we define a rotation matrix
through, \( \tilde{r}_\alpha = R_\alpha \tilde{e}_\beta \). The local rotations can then be inserted in the Hamiltonian. The Holstein-Primakoff (HP) transformation is performed by \( S_{13} = S_1 \cdot \tilde{e}_3 = S - a_1^\dagger a_1, S_{1+} = S_1 \cdot \tilde{e}_+ = \tilde{e}_1^\dagger + i\tilde{e}_2^\dagger, S_{1-} = \sqrt{2S}a_1^\dagger \). We truncate at second order in magnon operators assuming small spin fluctuations, which should be valid at low temperatures [27, 28, 44].

If site \( i \) is located on sublattice \( r \) we have the Fourier transform (FT) \( a_i = \frac{1}{N} \sum_{q \in \text{mBZ}} a_q^{(r)} e^{iqr} \), where \( N' \) is the number of magnetic unit cells, i.e., \( N' = N/15 \) for SkX1 and SkX2. The 15 sublattices in SkX1 and SkX2 are all centered rectangular lattices with primitive vectors \( a_1 = (5/2, -3\sqrt{3}/2) \) and \( a_2 = (5/2, 3\sqrt{3}/2) \). The magnetic first Brillouin zone (mBZ) is a nonregular hexagon with vertices at \((\pm 5\pi/135, 0)\) and \((\pm 2\pi/135, \pm 2\pi/3\sqrt{3})\).

The part of the Hamiltonian that is quadratic in magnon operators can be written \([27, 28]\) \( H = (1/2) \sum_q a_q^\dagger M_q a_q \), where \( a_q = (a_{q1}^{(1)}, a_{q2}^{(2)}, \ldots, a_{q15}^{(1)}, a_{q16}^{(1)}, a_{q17}^{(2)}, \ldots, a_{q18}^{(1)}) \), and a detailed derivation of the matrix elements of \( M_q \) can be found in the Supplemental Material of Ref. [28]. The magnon operators are transformed to their diagonal basis through a paraunitary matrix \( T_q \) with left block matrices \( U_q, V_q [28, 27, 35] \), yielding

\[
H_{\text{MML}} = \sum_{q \in \text{mBZ}, n} \omega_{qn} b_{qn}^\dagger b_{qn}. \tag{S5}
\]

Here, \( b_{qn} \) annihilates a magnon in mode \( n \) with momentum \( q \). Detailed plots and analyses of the 15 magnon bands \( \omega_{qn} \) can be found in Refs. [27, 28]. The magnon gap, \( \omega_0 = \text{min}_{q} \omega_{q15} \) varies between \( \omega_0 \approx 0.67J \) and \( \omega_0 \approx 0.07J \), see Fig. 2(c) of Ref. [27]. It takes on its lowest values closest to the phase transition between SkX1 and SkX2.

S3. Normal Metal

S3.1. Tight binding Hamiltonian

The normal metal is described by a hopping term, \( t \), and a controllable chemical potential, \( \mu \),

\[
H_{\text{NM}} = -t \sum_{(i,j)\sigma} c_i^\dagger c_j + \mu \sum_{i\sigma} c_i^\dagger c_i. \tag{S6}
\]

where \( c_i^\dagger \) annihilates an electron with spin \( \sigma \) at site \( i \). This is diagonalized by an FT to get the electron energy \( \epsilon_k \), as described in the main text. The Fermi surface (FS) is defined by \( \epsilon_k = 0 \), with two examples shown in Fig. 1(a) of the main text along with the electron first Brillouin zone (eBZ).

S3.2. Density of states

The density of states is

\[
D(\epsilon) = \frac{1}{2} \sum_{k\sigma} \delta(\epsilon - \epsilon_k) = \frac{1}{2} \sum_{k} \delta(\epsilon - \epsilon_k). \tag{S7}
\]

We follow the same route as Ref. [34] to calculate this. The sum is rewritten into an integral over polar coordinates as follows,

\[
\sum_{k} \rightarrow \int_{\text{eBZ}} \frac{N}{A_{\text{eBZ}}} \int_{-\pi}^{\pi} d\theta \int_{0}^{c(\theta)} dk \delta(\epsilon - \epsilon_k), \tag{S8}
\]

where \( k_x = k \cos \theta, k_y = k \sin \theta, \theta = \text{atan}2(k_y, k_x) \), \( A_{\text{eBZ}} \) is the area of the eBZ, and the upper cutoff \( c(\theta) \) ensures that the integral is limited to the eBZ. The cutoff function is

\[
c(\theta) = \frac{A_{\text{eBZ}}}{4\pi/3} \left[ \frac{2/\sqrt{3} - 1}{|\sin \frac{3\theta}{2}| + |\cos \frac{3\theta}{2}| - 1} \right]. \tag{S9}
\]

Then,

\[
D(\epsilon) = \frac{2N}{A_{\text{eBZ}}} \int_{-\pi}^{\pi} d\theta \int_{0}^{c(\theta)} dk \delta(\epsilon - \epsilon_k). \tag{S10}
\]
FIG. S1. The electron energy and the density of states with $\mu = 0$. $k$ follows the path in the first Brillouin zone sketched in the inset.

For a function $f(k)$ with roots $k_i$ and $f'(k_i) \neq 0$, $\delta[f(k)] = \sum_i \delta(k - k_i)/|f'(k_i)|$. The role of the chemical potential in this context will just be to set the range of $\epsilon_k$, and hence the range of $\epsilon$ values where the DOS is nonzero. Therefore, $\mu = 0$ is chosen. Here, $f(k) = \epsilon + 2t'\cos(k \cos \theta) + 2\cos(k \cos \theta/2)\cos(\sqrt{3}k \sin \theta/2)$. For each $\theta$ we include all roots $k_i < \epsilon(\theta)$ to get

$$D(\epsilon) = \frac{2N}{A_{BZ}} \int_{-\pi}^{\pi} d\theta \sum_i \frac{k_i(\theta)}{|f'(k_i(\theta))|}.$$ (S11)

The density of states, computed numerically from Eq. (S11), is shown in Fig. S1. We find that for $\epsilon \gtrsim -6t$ the DOS is approximately constant, $tD(\epsilon)/N = \sqrt{3}/6\pi \approx 0.092$, which can be proved analytically. Also, the integral over the DOS, $\int d\epsilon D(\epsilon)/N = 2$, as expected for a spin-degenerate system. The van Hove singularity is located at $\epsilon = 2t$. If we are interested in the DOS at the FS, what we need is $D(\epsilon = 0)$ from a calculation starting from the relevant value of $\mu$. Due to the similar way $\epsilon$ and $\mu$ enter the preceding equations, we can instead use the result from setting $\mu = 0$, and find that the DOS on the FS for some nonzero $\mu$ is given by $D(\epsilon = \mu) = D_0$.

S3.3. Symmetries of gap solutions

TABLE S1. Some named basis functions for the triangular lattice. The value of $l$ controls the parity in $k$ and the number of zeros along a circle around the origin. The name is given from $l$ and the position of the zeros.

| $l$ | name | #zeros | parity | zeros along $k_x = 0, k_y = 0$, or $k_x = \pm k_y$ |
|-----|------|--------|--------|--------------------------------------------------|
| 0   | $s$  | 0      | even   | $k_x = 0$                                        |
| 1   | $p_x$| 2      | odd    | $k_y = 0$                                        |
| 1   | $p_y$| 2      | odd    | $k_x = 0$                                        |
| 2   | $d_{xy}$| 4 | even   | $k_x = 0, k_y = 0$                               |
| 2   | $d_{x^2-y^2}$| 4 | even   | $k_x = \pm k_y$                                 |
| 3   | $f_x$| 6      | odd    | $k_y = 0$                                        |
| 3   | $f_y$| 6      | odd    | $k_x = 0$                                        |
| 4   | $g$  | 8      | even   | $k_x = 0, k_y = 0, k_x = \pm k_y$                |

A selection of basis function for the triangular lattice can be found in Ref. [40]. The superconductor (SC) gap can be expressed as a linear combination of all basis functions. Hence, checking which of a chosen set of basis functions the gap has its largest overlap with may not be the best way to determine its symmetry. Instead, we use the number and position of zeros on the FS to define the gaps in terms of the symmetries $s, p_x, p_y, d_{xy}, d_{x^2-y^2}, f_x, f_y, g$, see Table S1. The names originate with atomic orbitals, where $l$ is the angular momentum quantum number. What we name $f_x$ is in fact a cubic function, $f_x = f_x(x^2-3y^2) \sim k_x(k_x^2 - 3k_y^2)$ and $f_y = f_y(3x^2-y^2) \sim k_y(3k_x^2 - k_y^2)$. Simple representations of the basis functions can be defined in terms of the angle $\phi = \text{atan}2(k_y, k_x)$ for $k$ on the FS; $s$: constant, $p_x : \cos \phi, p_y : \sin \phi, d_{xy} : -\sin 2\phi, d_{x^2-y^2} : -\cos 2\phi, f_x : -\cos 3\phi, f_y : \sin 3\phi, g : \sin 4\phi$. I.e. $\pm \cos \phi, \pm \sin \phi \phi$ are simplified lattice harmonics, where signs are chosen in order to comply to the triangular lattice basis functions given in Ref. [40].
The terms in the last line do not contain magnons, and are neglected, to be justified in Sec. S4.2.

**S4. ELECTRON-MAGNON INTERACTION**

**S4.1. Rotation to local spin axis and Fourier transform**

In the interfacial exchange coupling,

\[
c_i \sigma c_i = (c_i \sigma c_i + c_i \sigma^c c_i + c_i \sigma^c c_i + c_i \sigma c_i - c_i \sigma^c c_i),
\]  
(S12)

\[
S_{ix} = S_i \cdot \hat{x} = \sum_\beta S_i \cdot \hat{e}\beta R_1^\beta = \sum_\beta S_i \beta R_1^\beta, \quad S_{iy} = \sum_\beta S_i \beta R_2^\beta, \quad S_{iz} = \sum_\beta S_i \beta R_3^\beta.
\]  
(S13)

The HP transformation,

\[
S_{i1} = \frac{1}{2} (S_{i+} + S_{i-}) = \sqrt{\frac{S}{2}} (a_i + a_i^\dagger), \quad S_{i2} = \frac{1}{2i} (S_{i+} - S_{i-}) = i \sqrt{\frac{S}{2}} (a_i - a_i^\dagger), \quad S_{i3} = S - a_i^\dagger a_i,
\]  
(S14)

can then be inserted,

\[
c_i \sigma c_i \cdot S_i &= a_i c_i \sigma c_i + a_i c_i \sigma^c c_i + a_i c_i \sigma^c c_i + a_i c_i \sigma c_i - a_i c_i \sigma^c c_i
\]
\[
= a_i c_i \sigma c_i \sqrt{\frac{S}{2}} (\frac{R_{11}^i}{\cos \theta_i e^{-i \phi_i}} - \frac{R_{22}^i - R_{12}^i}{e^{-i \phi_i}}) + H.c. + \sqrt{\frac{S}{2}} (\frac{R_{12}^i + i R_{21}^i}{\cos \theta_i e^{i \phi_i}} + \frac{R_{22}^i - i R_{12}^i}{e^{i \phi_i}}) + H.c.
\]
\[
+ \frac{R_{33}^i}{\sin \theta_i} + H.c. + \frac{S}{2} (\frac{R_{31}^i}{\sin \theta_i e^{i \phi_i}} + \frac{R_{13}^i + i R_{23}^i}{\cos \theta_i e^{i \phi_i}} + \frac{R_{23}^i - i R_{13}^i}{e^{i \phi_i}}) + H.c.
\]
\[
+ c_i \sigma c_i (S - a_i^\dagger a_i) (\frac{R_{13}^i - i R_{23}^i}{\cos \theta_i e^{i \phi_i}} + H.c. + c_i \sigma c_i (S - a_i^\dagger a_i) \frac{R_{13}^i + i R_{23}^i}{\cos \theta_i e^{i \phi_i}} + c_i \sigma c_i (S - a_i^\dagger a_i) (\frac{R_{23}^i - i R_{13}^i}{e^{i \phi_i}}) + H.c.
\]  
(S15)

We ignore the terms containing two magnon operators in these electron-magnon interactions. At low temperature with few magnons present, the electron-magnon coupling (EMC) terms with only one magnon will dominate. The above can be rewritten more succinctly as

\[
H_{em} = -2J \sqrt{\frac{S}{2}} \sum_{i \sigma} [e^{-i \phi_i} (\cos \theta_i - \sigma)a_i c_i \sigma c_i - H.c.] + 2J \sqrt{\frac{S}{2}} \sum_{i \sigma} (\sigma \sin \theta_i a_i c_i \sigma c_i + H.c.)
\]
\[- 2JS \sum_{i \sigma} \sin \theta_i e^{-i \phi_i} c_i \sigma c_i - 2JS \sum_{i \sigma} \sigma \cos \theta_i c_i \sigma c_i.
\]  
(S16)

The terms in the last line do not contain magnons, and are neglected, to be justified in Sec. S4.2.
Some examples are

\[ \gamma_{\nu} = \begin{pmatrix} \cos \theta & \sin \theta e^{-i \phi} \\ -\sin \theta & \cos \theta e^{i \phi} \end{pmatrix}, \]

where \( \theta \) and \( \phi \) are parameters.

We separate a factor \( e^{i \theta} \) over \( \gamma_{\nu} \). Then it can be taken outside the sum over \( i \), and \( \sum_{i \in r} e^{i \theta (k+q-k')} r_i = N' \delta_{k+q, k'} \). This gives

\[ \sum_i a_{i\sigma}^\dagger c_{i\sigma} = \sum_{r \in r} \sum_{q \in \mathrm{mBZ}} \frac{1}{\sqrt{N}} \sum_{k' \in \mathrm{eBZ}} \sum_{\nu'} c_{k', \nu'} e^{i (k+q+Q_{\nu'}) r_i}. \]
multiplying with site positions \( r \), which all lie on the triangular lattice (by definition, \( e^{iG \cdot r} = 1 \)). Hence, we can ignore it. In this way, all possible \( \nu, \nu' \) are considered by summing over \( \nu \) and \( \nu' \).

\[
\sum_i \alpha_i c_i^r c_{\nu'} = \sum_r \frac{\sqrt{N}}{N} \sum_{k,q \in \text{mBZ}, \nu} e^{-iQ_{\nu} \cdot r} a_q^{(r)} c_{k+q+Q_{\nu}, \sigma} c_k + Q_{\nu}, \sigma'.
\]

Both operators have a momentum \( Q_{\nu} \) added, so the sum over \( \nu \) entails moving around in momentum space, covering the eBZ. The sum over \( \nu \) can be absorbed by extending the range of \( k \) to the eBZ,

\[
\sum_i \alpha_i c_i^r c_{\nu'} = \sum_r \frac{\sqrt{N}}{N} \sum_{k \in \text{eBZ}, \nu \in \text{mBZ}} e^{-iQ_{\nu} \cdot r} a_q^{(r)} c_{k+q+Q_{\nu}, \sigma} c_k',
\]

where we renamed \( \nu' \rightarrow \nu \).

It total, this yields

\[
H_{\text{em}} = \sum_{k \in \text{eBZ}, \nu \in \text{mBZ}} \sum_{\nu \in \text{mBZ}} (g_{\nu \nu}^{\sigma^* - \sigma} a_q^{(r)} c_{k+q+Q_{\nu}, \sigma} c_k + H.c.),
\]

with

\[
g_{\nu \nu}^{\sigma^* - \sigma} = -2J \sqrt{\frac{N}{2}} e^{-i\sigma \phi} \cos \theta, \quad g_{\nu \nu}^{\sigma^* + \sigma} = 2J \sqrt{\frac{N}{2}} \sin \theta e^{-iQ_{\nu} \cdot r}.
\]

Writing out the H.c. gives,

\[
H_{\text{em}} = \sum_{k \in \text{eBZ}, \nu \in \text{mBZ}} \sum_{\nu \in \text{mBZ}} (g_{\nu \nu}^{\sigma^* - \sigma} a_q^{(r)} c_{k+q+Q_{\nu}, \sigma} c_k + g_{\nu \nu}^{\sigma^* + \sigma} a_q^{(r)} c_{k+q+Q_{\nu}, \sigma} c_k').
\]

In the second term, the following rewrites are performed, \( \nu \rightarrow -\nu \), \( \nu \rightarrow \nu \) (where \( Q_{\nu} = -Q_{\nu} \)), \( \sigma \rightarrow \sigma' \), and \( k \rightarrow k + q + Q_{\nu} \).

This gives

\[
H_{\text{em}} = \sum_{k \in \text{eBZ}, \nu \in \text{mBZ}} \sum_{\nu \in \text{mBZ}} (g_{\nu \nu}^{\sigma^* - \sigma} a_q^{(r)} c_{k+q+Q_{\nu}, \sigma} c_k + g_{\nu \nu}^{\sigma^* + \sigma} a_q^{(r)} c_{k+q+Q_{\nu}, \sigma} c_k').
\]

Inserting diagonalized bosonic operators yields [27, 28],

\[
H_{\text{em}} = \sum_{k \in \text{eBZ}, q \in \text{mBZ}} \sum_{\nu \in \text{mBZ}} \sum_{\nu \in \text{mBZ}} \left[ g_{\nu \nu}^{\sigma^* - \sigma} \left( U_{q,r,n}^+ b_{q,n} - V_{q,r,n}^+ b_{q,n}^\dagger \right) c_{k+q+Q_{\nu}, \sigma} c_k \sigma' + g_{\nu \nu}^{\sigma^* + \sigma} \left( -V_{q,r,n}^+ b_{q,n} + U_{q,r,n}^+ b_{q,n}^\dagger \right) c_{k+q+Q_{\nu}, \sigma} c_k \sigma' \right].
\]

### S4.2. Effective interaction

Let \( H = H_0 + \eta H_1 \), with

\[
H_0 = \sum_{k \in \text{eBZ}, \sigma} \epsilon_k c_k^\dagger c_k + \sum_{q \in \text{mBZ}, n} \omega_{q,n} b_{q,n}^\dagger b_{q,n},
\]

\( \eta H_1 = H_{\text{em}} \). By considering \( \eta H_1 \) as a perturbation, an effective electron-electron interaction is derived using the Schrieffer-Wolff transformation [36]. \( H_{\text{eff}} = e^{-\eta S} H e^{-\eta S} \). The Baker–Campbell–Hausdorff expansion can be used to rewrite this as a perturbation series

\[
H_{\text{eff}} = H_0 + \eta H_1 + \frac{1}{2} \eta^2 [H_1, S] + \frac{1}{2} \eta^2 [H_0, S] + O(\eta^3).
\]

Treating \( \eta \) as a smallness parameter, terms of order \( \eta^3 \) and higher are ignored. To eliminate terms containing two fermion operators in the effective Hamiltonian, terms of order \( \eta \) should be zero. Hence, the generator \( \eta S \) should be chosen such that \( \eta H_1 + \eta [H_0, S] = 0 \). Then, \( H_{\text{eff}} \approx H_0 + \frac{1}{2} \eta [H_1, S] \). The resulting terms will consist of four electron operators, giving an effective electron-electron interaction.
We use the ansatz
\begin{equation}
\eta S = \sum_{k,q \in \mathbb{Z}, \nu, r, n, \sigma, \sigma'} g_{\nu r}^{\sigma \sigma'} \left[ z_{\nu r q k}^\sigma \left( x_{\nu r q k}^\sigma U_{r, n}^\dagger b_{q, n}^\sigma - y_{\nu r q k}^\sigma V_{\nu r q k}^\dagger b_{q, n}^\sigma \right) \right]_{k+q+Q_{\nu \sigma} \alpha c_k \sigma'} + y_{\nu r q k}^\sigma \left[ z_{\nu r q k}^\sigma \left( -x_{\nu r q k}^\sigma U_{\nu r q k}^\dagger b_{q, n}^\sigma + y_{\nu r q k}^\sigma V_{\nu r q k}^\dagger b_{q, n}^\sigma \right) \right]_{k+q+Q_{\nu \sigma} \alpha c_k \sigma'},
\end{equation}
and write this as \( \eta S = \sum_r (\eta S_x^{(r)} + \eta S_y^{(r)} + \eta S_z^{(r)} + \eta S_w^{(r)}) \), where we have split it into the parts at a specific \( r \) that include the \( x_{\nu r q k}^\sigma \) factor and so on. The corresponding terms in \( \eta H_1 \) are named \( \eta H_1^{(r)} \).

We want \( \eta H_1 + [H_0, \eta S] = 0 \), i.e., \( \eta H_0 S - \eta SH_0 = -\eta H_1 \). Our approach is to calculate \( H_0 \eta S - \eta SH_0 \) by putting it inside left and right eigenstates containing magnons and electrons of specified types, \( \langle n | H_0 \eta S - \eta SH_0 | m \rangle \). To determine \( x_{\nu r q k}^\sigma \) the states \( \langle n \rangle \) and \( | m \rangle \) need to be chosen such that \( \langle n | \eta S_x^{(r)} | m \rangle \neq 0 \). Note that \( \eta S_x^{(r)} \sim \langle n \rangle \) and \( \langle n | \eta S_x^{(r)} \sim | m \rangle \) are required for \( \langle n | \eta S_x^{(r)} | m \rangle \neq 0 \). The energies of these additional magnons would simply drop out in the following equations, and have no effect on \( x_{\nu r q k}^\sigma \). Choosing \( \langle n \rangle = (k + q + Q_{\nu \sigma}, \sigma - q, n), | m \rangle = (k, \sigma', q, n) \), gives
\begin{equation}
\langle n | H_0 \eta S_x^{(r)} - \eta S_x^{(r)} H_0 | m \rangle = (\epsilon_{k+q+Q_{\nu \sigma}} - \epsilon_{k, \sigma'} - \omega_{q, n}) \langle n | \eta S_x^{(r)} | m \rangle.
\end{equation}

Now, we have two expressions for \( \langle n | \eta S_x^{(r)} | m \rangle \),
\begin{equation}
\langle n | \eta S_x^{(r)} | m \rangle = x_{\nu r q k}^\sigma \langle n | \eta H_1^{(r)} | m \rangle = -\frac{\langle n | \eta H_1^{(r)} | m \rangle}{\epsilon_{k+q+Q_{\nu \sigma}} - \epsilon_{k, \sigma'} - \omega_{q, n}}.
\end{equation}

Both are equal if \( x_{\nu r q k}^\sigma = 1/(\epsilon_{k, \sigma'} - \epsilon_{k+q+Q_{\nu \sigma}} + \omega_{q, n}) \). Similarly, \( x_{\nu r q k}^\sigma = y_{\nu r q k}^\sigma \).

For \( \langle n | \eta S_y^{(r)} | m \rangle \neq 0 \), we choose \( \langle n \rangle = (k + q + Q_{\nu \sigma}, \sigma - q, n), | m \rangle = (k, \sigma'; 0) \). Then,
\begin{equation}
\langle n | H_0 \eta S_y^{(r)} - \eta S_y^{(r)} H_0 | m \rangle = (\epsilon_{k+q+Q_{\nu \sigma}} - \epsilon_{k, \sigma'} + \omega_{q, n}) \langle n | \eta S_y^{(r)} | m \rangle,
\end{equation}

\begin{equation}
\langle n | \eta S_y^{(r)} | m \rangle = y_{\nu r q k}^\sigma \langle n | \eta H_1^{(r)} | m \rangle = -\frac{\langle n | \eta H_1^{(r)} | m \rangle}{\epsilon_{k+q+Q_{\nu \sigma}} - \epsilon_{k, \sigma'} + \omega_{q, n}}.
\end{equation}

This is achieved for \( y_{\nu r q k}^\sigma = 1/(\epsilon_{k, \sigma'} - \epsilon_{k+q+Q_{\nu \sigma}} - \omega_{q, n}) \). Similarly, \( w_{\nu r q k}^\sigma = y_{\nu r q k}^\sigma \). Inserting \( \epsilon_{k, \sigma'} = \epsilon_k \) gives
\begin{equation}
x_{\nu r q k}^\sigma = \frac{1}{\epsilon_k - \epsilon_{k+q+Q_{\nu \sigma}} + \omega_{q, n}}, \quad y_{\nu r q k}^\sigma = \frac{1}{\epsilon_k - \epsilon_{k+q+Q_{\nu \sigma}} - \omega_{q, n}}.
\end{equation}

With \( \eta H_1 + [H_0, \eta S] = 0 \) now ensured, we have \( H_{0 \eta S} = H_0 - [\eta S, \eta H_1]/2 \). Let \( a \) and \( c \) stand for magnon operators and \( B \) and \( D \) stand for fermion pair operators. Hence, lowercase letters always commute with capital letters. We are considering commutators on the form \( [aB, cD] = [a, c]BD + ca[B, D] \). If the number \( [a, c] \neq 0 \), then \( BD \) are the pairing terms we are interested in, involving 4 fermion operators. Other possible terms involve e.g. two fermion operators or two magnon operators in \( H_{\text{eff}} \). These represent corrections that are higher order in perturbation theory than the pairing terms we will focus on.

To get pairing terms with 4 fermion operators, requires commutators of the form
\begin{equation}
[p_{q, n}^\dagger c_{k+q+Q_{\nu \sigma}, \alpha}^\dagger c_k \alpha c_{k'} \beta, p_{q, n}^\dagger c_{k' - q + Q_{\nu \sigma}, \beta}^\dagger c_{k'} \beta'] = \sum_{\nu, \alpha'} p_{q, n}^\dagger c_{k+q+Q_{\nu \sigma}, \alpha}^\dagger c_k \alpha c_{k'} \beta, c_{k' - q + Q_{\nu \sigma}, \beta}^\dagger c_{k'} \beta'] + \sum_{\nu, \alpha'}^\text{neglected},
\end{equation}
and
\begin{equation}
p_{q, n}^\dagger c_{k+q+Q_{\nu \sigma}, \alpha}^\dagger c_k \alpha c_{k'} \beta, p_{q, n}^\dagger c_{k' - q + Q_{\nu \sigma}, \beta}^\dagger c_{k'} \beta'] = \sum_{\nu, \alpha'} p_{q, n}^\dagger c_{k+q+Q_{\nu \sigma}, \alpha}^\dagger c_k \alpha c_{k'} \beta, c_{k' - q + Q_{\nu \sigma}, \beta}^\dagger c_{k'} \beta'] + \sum_{\nu, \alpha'}^\text{neglected}.
\end{equation}

Keeping only pairing terms we write
\begin{equation}
H_{\text{Pair}} = -\frac{1}{2} \sum_{k, k'} [\eta S, \eta H_1] = \sum_{k, k', q, n} \sum_{\nu, \alpha, \beta} V_{\nu r q k}^{\alpha \beta \gamma \delta} c_{k+q+Q_{\nu \sigma}, \alpha}^\dagger c_k \alpha c_{k'} \beta^\dagger c_{k' - q + Q_{\nu \sigma}, \beta}^\dagger c_{k'} \beta' + \sum_{\nu, \alpha, \beta}^\text{neglected},
\end{equation}
with

\[
V_{kqv'}^{\alpha\alpha'\beta\beta'} = -\frac{1}{2} \sum_{r\bar{r}r',\bar{r}'n} \left[ g^{\alpha\alpha'}_{rr} g^{\beta\beta'}_{r'r'} (U^\dagger_{q,r,n} (V_{r'-q,r',n}^{\dagger} k)_n x_{q,v} + g^{\alpha\alpha'}_{\bar{r}r} g^{\beta\beta'}_{\bar{r}'r'} (U^\dagger_{q,r,n} U^\dagger_{q,r',n} k)_n x_{q,v'} \\
+ g^{\alpha\alpha'}_{rr} g^{\beta\beta'}_{r'r'} (-V_{r-q,r',n}^{\dagger} k)_n x_{q,v} + g^{\alpha\alpha'}_{\bar{r}r} g^{\beta\beta'}_{\bar{r}'r'} (-V_{\bar{r}'-q,r',n}^{\dagger} k)_n x_{q,v'} \right] + g^{\alpha\alpha'}_{\bar{r}r} g^{\beta\beta'}_{\bar{r}'r'} (-V_{\bar{r}'-q,r',n}^{\dagger} k)_n x_{q,v} + g^{\alpha\alpha'}_{\bar{r}r} g^{\beta\beta'}_{\bar{r}'r'} (-V_{\bar{r}'-q,r',n}^{\dagger} k)_n x_{q,v'} \right].
\]

(S39)

Note that \(V_{kqv'}^{\alpha\alpha'\beta\beta'}/t\) is of order \((\bar{J}/t)^2\). Meanwhile, the electron and magnon dispersions are in the denominator. Inserting any renormalizations of these, of order \(J/t\) from the HP transformation of \(H_{\text{em}}\), or of order \((\bar{J}/t)^2\) from neglected terms in the Schrieffer-Wolff transformation, would lead to higher order terms than \((J/t)^2\) in \(V_{kqv'}^{\alpha\alpha'\beta\beta'}/t\). We consider weak-coupling, \(\bar{J} \ll t\), and limit \(V_{kqv'}^{\alpha\alpha'\beta\beta'}/t\) to order \((J/t)^2\). That is why all renormalizations of the electron and magnon bands due to electron-magnon coupling have been ignored. From

\[
T^{-1}_q = \begin{pmatrix}
U_{q}^\dagger & -V_{q}^\dagger \\
-V_{q} & U_{q}
\end{pmatrix},
\]

(S40)

we see that all combinations \(UU, UV, VU, VV\) in \(V_{kqv'}^{\alpha\alpha'\beta\beta'}/t\) come from the same column of \(T^{-1}_q\), only that one of the terms are complex conjugated. Hence, any arbitrary phase factor that has been multiplied to a column of \(T^{-1}_q\) is canceled in \(V_{kqv'}^{\alpha\alpha'\beta\beta'}/t\). It can be shown that the pairing Hamiltonian \(H_{\text{pair}}\) is Hermitian, as expected.

**S5. SUPERCONDUTIVITY**

**S5.1. BCS-type pairing**

We now insert BCS-type momentum pairing in Eq. (S38). We set \(k' = -k\), and at each \(\nu\) we choose \(\nu' = \bar{\nu}\) such that \(Q_{\nu} = -Q_{\nu}\), modulo some reciprocal lattice vector \(G\) from the triangular lattice. Defining a new \(k' = k + q + Q_{\nu}\) gives

\[
H = \sum_{kk' \in \text{BZ}} \sum_{\sigma_1 \sigma_2 \sigma_3 \sigma_4} V_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} c_{k',\sigma_1}^\dagger c_{-k',\sigma_2}^\dagger c_{-k,\sigma_3} c_{k,\sigma_4}.
\]

(S41)

Here, \(V_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} = V_{kq\bar{v}}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4}\). The momentum \(q \in \text{mBZ}\) and Umklapp process \(\nu\) are found from \(k' - k\). \(\nu\) is determined from which \(Q_{\nu}\) is closest to \(k' - k\). Then, \(q = k' - k - Q_{\nu}\).

We instead want

\[
H = \frac{1}{2} \sum_{kk' \in \text{BZ}} \sum_{\sigma_1 \sigma_2 \sigma_3 \sigma_4} \tilde{V}_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} c_{k',\sigma_1}^\dagger c_{-k',\sigma_2}^\dagger c_{-k,\sigma_3} c_{k,\sigma_4},
\]

(S42)

where \(\tilde{V}_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4}\), unlike our original \(V_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4}\), obeys the symmetries [37]

\[
\tilde{V}_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} = \tilde{V}_{-k,-k'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} = -\tilde{V}_{-k,-k'}^{\sigma_2 \sigma_3 \sigma_4} = -\tilde{V}_{-k,-k'}^{\sigma_1 \sigma_3 \sigma_4}.
\]

(S43)

Additionally, \(\tilde{V}_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} = (\tilde{V}_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4})^\dagger\) automatically from Hermiticity.

Imagine we sum over \(k', k\), \(\sigma_1 \sigma_2 \sigma_3 \sigma_4\), in the original expression and write down the 4 terms that can give the operator structure \(c_{k',\sigma_1}^\dagger c_{-k',\sigma_2}^\dagger c_{-k,\sigma_3} c_{k,\sigma_4}\) after applying anticommutators,

\[
\sum_{k',\sigma_1 \sigma_2 \sigma_3 \sigma_4} \left(V_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} c_{k',\sigma_1}^\dagger c_{-k',\sigma_2}^\dagger c_{-k,\sigma_3} c_{k,\sigma_4} + V_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} c_{-k',\sigma_1}^\dagger c_{k',\sigma_2}^\dagger c_{k,\sigma_3} c_{-k,\sigma_4} + V_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} c_{-k,\sigma_1}^\dagger c_{k,\sigma_2}^\dagger c_{k',\sigma_3} c_{-k',\sigma_4} + V_{kk'}^{\sigma_1 \sigma_2 \sigma_3 \sigma_4} c_{k,\sigma_1}^\dagger c_{-k,\sigma_2}^\dagger c_{-k',\sigma_3} c_{k',\sigma_4}\right).
\]

(S44)
Now, define $\tilde{V}$ through

$$
\tilde{V}_{kk'}^{\sigma_1\sigma_2\sigma_3\sigma_4} = \frac{\tilde{V}_{kk'}^{\sigma_1\sigma_2\sigma_3\sigma_4} + \tilde{V}_{-k,-k'}^{\sigma_1\sigma_2\sigma_3\sigma_4} - \tilde{V}_{-k,k'}^{\sigma_1\sigma_2\sigma_3\sigma_4} - \tilde{V}_{k,-k'}^{\sigma_1\sigma_2\sigma_3\sigma_4}}{2}.
$$

(S45)

The factor 2 is used to comply to the factor 1/2 in front of the sum in Eq. (S42). Using the symmetries in Eq. (S43) we define

$$
\tilde{V}_{kk'}^{\sigma_1\sigma_2\sigma_3\sigma_4} = \frac{\tilde{V}_{kk'}^{\sigma_1\sigma_2\sigma_3\sigma_4} + \tilde{V}_{-k,-k'}^{\sigma_1\sigma_2\sigma_3\sigma_4} - \tilde{V}_{-k,k'}^{\sigma_1\sigma_2\sigma_3\sigma_4} - \tilde{V}_{k,-k'}^{\sigma_1\sigma_2\sigma_3\sigma_4}}{2}.
$$

(S46)

### S5.2. Generalized BCS theory

We follow the generalised BCS theory presented in Ref. [37]. Having performed the Schrieffer-Wolff transformation, we can now describe the system using only electron operators,

$$
H = \sum_{k\sigma} \epsilon_k c_{k,\sigma}^\dagger c_{k,\sigma} + \frac{1}{2} \sum_{k'k'\sigma_1\sigma_2\sigma_3\sigma_4} \tilde{V}_{k,k'}^{\sigma_1\sigma_2\sigma_3\sigma_4} c_{k',\sigma_1}^\dagger c_{k',\sigma_2}^\dagger c_{-k',\sigma_2} c_{-k',\sigma_1}. \tag{S47}
$$

The Cooper pair mean field is defined as an ensemble average,

$$
b_{k\sigma\sigma'} = \langle c_{-k,\sigma} c_{k,\sigma'} \rangle, \quad b_{k\sigma\sigma'}^\dagger = \langle c_{k,\sigma'}^\dagger c_{-k,\sigma} \rangle. \tag{S48}
$$

Let $c_{-k,\sigma} c_{k,\sigma'} = b_{k\sigma\sigma'} + \delta b_{k\sigma\sigma'}$, with $\delta b_{k\sigma\sigma'} = c_{-k,\sigma} c_{k,\sigma'} - \langle c_{-k,\sigma} c_{k,\sigma'} \rangle$. Assuming the fluctuations around mean field are small, $\langle \delta b \rangle^2$ is ignored. Inserting gives

$$
c_{k',\sigma_1}^\dagger c_{-k',\sigma_2}^\dagger c_{-k,\sigma_3} c_{k,\sigma_4} = b_{k\sigma_3\sigma_4} c_{k',\sigma_1}^\dagger c_{-k',\sigma_2}^\dagger + b_{k'\sigma_2\sigma_1}^\dagger c_{-k,\sigma_3} c_{k,\sigma_4} - b_{k\sigma_3\sigma_4} b_{k'\sigma_2\sigma_1}^\dagger. \tag{S49}
$$

Then,

$$
H = \sum_{k\sigma} \epsilon_k c_{k,\sigma}^\dagger c_{k,\sigma} + \frac{1}{2} \sum_{k\sigma_1\sigma_2} \Delta_{k\sigma_1\sigma_2} b_{k\sigma_1\sigma_2}^\dagger - \frac{1}{2} \sum_{k\sigma_1\sigma_2} \left( \Delta_{k\sigma_1\sigma_2} c_{k,\sigma_1}^\dagger c_{-k,\sigma_2} + \Delta_{k\sigma_1\sigma_2}^\dagger c_{-k,\sigma_2}^\dagger c_{k,\sigma_1} \right). \tag{S50}
$$

The gap functions are defined as

$$
\Delta_{k\sigma_1\sigma_2} = -\sum_{k'\sigma_3\sigma_4} \tilde{V}_{k,k'}^{\sigma_1\sigma_2\sigma_3\sigma_4} b_{k'\sigma_3\sigma_4}, \quad \Delta_{k\sigma_1\sigma_2}^\dagger = -\sum_{k'\sigma_3\sigma_4} \tilde{V}_{k,k'}^{\sigma_1\sigma_2\sigma_3\sigma_4} b_{k'\sigma_3\sigma_4}^\dagger. \tag{S51}
$$

We write this as a matrix diagonalization problem through

$$
H = H_0 + \frac{1}{2} \sum_k \epsilon_k^2 H_k c_k^\dagger c_k, \tag{S52}
$$

with $c_k^\dagger = (c_{k\uparrow}, c_{k\downarrow}^\dagger, c_{-k\uparrow}, c_{-k\downarrow})$ and

$$
H_k = \begin{pmatrix}
\epsilon_k & 0 & \Delta_{k\uparrow\uparrow} & \Delta_{k\uparrow\downarrow} \\
0 & \epsilon_k & \Delta_{k\downarrow\uparrow} & \Delta_{k\downarrow\downarrow} \\
\Delta_{k\uparrow\uparrow} & \Delta_{k\downarrow\uparrow} & -\epsilon_k & 0 \\
\Delta_{k\uparrow\downarrow} & \Delta_{k\downarrow\downarrow} & 0 & -\epsilon_k
\end{pmatrix}. \tag{S53}
$$

Rewriting the Hamiltonian in this way leads to a shift of $\sum_k \epsilon_k c_k$. $H_k$ is diagonalized by a unitary matrix through $U_k^\dagger H_k U_k = \tilde{E}_k$, $\tilde{E}_k = \text{diag}(E_{k\uparrow}, E_{k\downarrow}, -E_{-k\uparrow}, -E_{-k\downarrow})$. The diagonalized operators are $\gamma_k^\dagger = (\gamma_{k\uparrow}, \gamma_{k\downarrow}^\dagger, \gamma_{-k\uparrow}, \gamma_{-k\downarrow})$. The energies can be written

$$
E_{k\pm} = \sqrt{\epsilon_k^2 + \frac{1}{2} \text{Tr} \Delta_k \Delta_k^\dagger} \pm \frac{1}{2} \sqrt{A_k}, \tag{S54}
$$

where

$$
\Delta_k = \begin{pmatrix}
0 & \Delta_{k\uparrow\uparrow} & \Delta_{k\uparrow\downarrow} \\
\Delta_{k\downarrow\uparrow} & 0 & \Delta_{k\downarrow\downarrow} \\
\Delta_{k\uparrow\downarrow} & \Delta_{k\downarrow\uparrow} & 0
\end{pmatrix}, \quad A_k = \epsilon_k^2 + \Delta_k \Delta_k^\dagger.
$$
The diagonalized Hamiltonian is

$$H = H_0 + \sum_{k\eta} E_{k\eta} \gamma^\dagger_{k\eta} \gamma_{k\eta}.$$  \hspace{1cm} (S57)

with $H_0 = \sum_k \epsilon_k - \frac{1}{2} \sum_{k\eta} E_{k\eta} + \frac{1}{2} \sum_k \sum_{\sigma_1, \sigma_2} \Delta_{k\sigma_1 \sigma_2} b^\dagger_{k\sigma_2 \sigma_1}.$

Gap equation

For a Hamiltonian on the above form, the grand canonical partition function is [38]

$$Z = e^{-\beta F} = e^{-\beta H_0} \prod_k (1 + e^{-\beta E_{k\uparrow}})(1 + e^{-\beta E_{k\downarrow}}).$$  \hspace{1cm} (S58)

The free energy is

$$F = \sum_k \epsilon_k - \frac{1}{2} \sum_{k\eta} E_{k\eta} + \frac{1}{2} \sum_k \sum_{\sigma_1, \sigma_2} \Delta_{k\sigma_1 \sigma_2} b^\dagger_{k\sigma_2 \sigma_1} - \frac{1}{\beta} \sum_{k\eta} \ln(1 + e^{-\beta E_{k\eta}}).$$  \hspace{1cm} (S59)

To obtain the gap equation we minimize $F$ to get an equation for $b^\dagger_{k\sigma_2 \sigma_1},$

$$\frac{\partial F}{\partial \Delta_{k\sigma_1 \sigma_2}} = -\frac{1}{2} \sum_{\eta} \frac{\partial E_{k\eta}}{\partial \Delta_{k\sigma_1 \sigma_2}} + \frac{1}{2} b^\dagger_{k\sigma_2 \sigma_1} - \frac{1}{\beta} \sum_{\eta} \frac{1}{1 + e^{\beta E_{k\eta}}} \frac{\partial E_{k\eta}}{\partial \Delta_{k\sigma_1 \sigma_2}} e^{-\beta E_{k\eta}} = 0,$$  \hspace{1cm} (S60)

$$b^\dagger_{k\sigma_2 \sigma_1} = \sum_{\eta} \frac{\partial E_{k\eta}}{\partial \Delta_{k\sigma_1 \sigma_2}} \left(1 - \frac{e^{-x_{\eta}}}{1 + e^{-x_{\eta}}}\right),$$  \hspace{1cm} (S61)

with $x_{\eta} = \beta E_{k\eta}$. The derivative is

$$\frac{\partial E_{k\pm}}{\partial \Delta_{k\sigma_1 \sigma_2}} = \frac{1}{2E_{k\pm}} \left(\frac{1}{2} \Delta_{k\sigma_1 \sigma_2} \pm \frac{1}{4\sqrt{A_k}} \frac{\partial A_k}{\partial \Delta_{k\sigma_1 \sigma_2}}\right).$$  \hspace{1cm} (S62)

Define $B^\dagger_{k\sigma_1 \sigma_2} \equiv \frac{1}{4\sqrt{A_k}} \frac{\partial A_k}{\partial \Delta_{k\sigma_1 \sigma_2}}.$ Then,

$$b^\dagger_{k\sigma_2 \sigma_1} = \sum_{\eta} \left(\frac{1}{2} \Delta_{k\sigma_1 \sigma_2} + \eta B^\dagger_{k\sigma_1 \sigma_2}\right) \tanh\left(\frac{\beta E_{k\eta}}{2}\right),$$  \hspace{1cm} (S63)

which is inserted in the gap function to get the gap equation,

$$\Delta_{k\sigma_1 \sigma_2} = -\sum_{k' \sigma_1' \sigma_2'} V^\dagger_{k' \sigma_1' \sigma_2' \sigma_3} \sum_{\eta} \left(\frac{1}{2} \Delta_{k' \sigma_4 \sigma_3} + \eta B^\dagger_{k' \sigma_4 \sigma_3}\right) \chi_{k'\eta}.$$  \hspace{1cm} (S64)

It is convenient to introduce new gap functions for singlet [odd in spin, $O(s)$] and unpolarized triplet [even in spin, $E(s)$],

$$\Delta_{k\uparrow\downarrow} = \frac{\Delta_{k\uparrow\downarrow} - \Delta_{k\downarrow\uparrow}}{2}, \hspace{1cm} \Delta_{k\uparrow\downarrow} = \frac{\Delta_{k\uparrow\downarrow} + \Delta_{k\downarrow\uparrow}}{2}.$$  \hspace{1cm} (S65)
Similarly, we define
\[ B^{O(s)}_{k\uparrow\downarrow} = \frac{B_{k\uparrow\downarrow} - B_{k\downarrow\uparrow}}{2}, \quad B^{E(s)}_{k\uparrow\downarrow} = \frac{B_{k\uparrow\downarrow} + B_{k\downarrow\uparrow}}{2}. \] (S66)

Let us also define
\[ \tilde{V}_{kk'} = \frac{1}{2}(\tilde{V}^{\uparrow\downarrow\uparrow\uparrow}_{kk'} + \tilde{V}^{\uparrow\downarrow\downarrow\uparrow}_{kk'} - \tilde{V}^{\uparrow\downarrow\uparrow\downarrow}_{k-k',k'} - \tilde{V}^{\uparrow\downarrow\downarrow\uparrow}_{k-k',k'}) = 2\tilde{V}^{\uparrow\downarrow\uparrow\uparrow}_{kk'}. \] (S67)

Writing out the sum over \( \sigma_1\sigma_2 \) in Eq. (S64) and recasting in terms of \( \Delta^{O(s)}_{k\uparrow\downarrow} \) and \( \Delta^{E(s)}_{k\uparrow\downarrow} \) gives the gap equation in Eq. (3) of the main text. There,
\[ V_{k'k} = \begin{pmatrix}
\tilde{V}^{E(k')}E(k)_{k'k} & \tilde{V}^{\uparrow\downarrow\uparrow\uparrow}E(k)_{k'k} & \tilde{V}^{\downarrow\downarrow\uparrow\uparrow}E(k)_{k'k} & \tilde{V}^{O(k')}E(k)_{k'k} \\
2\tilde{V}^{\uparrow\downarrow\uparrow\downarrow}E(k)_{k'k} & \tilde{V}^{\downarrow\downarrow\uparrow\uparrow}E(k)_{k'k} & \tilde{V}^{\downarrow\downarrow\downarrow\uparrow}E(k)_{k'k} & 2\tilde{V}^{\uparrow\downarrow\downarrow\downarrow}E(k)_{k'k} \\
2\tilde{V}^{\uparrow\downarrow\uparrow\downarrow}E(k)_{k'k} & \tilde{V}^{\downarrow\downarrow\uparrow\uparrow}E(k)_{k'k} & \tilde{V}^{\uparrow\downarrow\downarrow\downarrow}E(k)_{k'k} & 2\tilde{V}^{\downarrow\downarrow\uparrow\downarrow}E(k)_{k'k} \\
2\tilde{V}^{\uparrow\downarrow\uparrow\downarrow}E(k)_{k'k} & \tilde{V}^{\downarrow\downarrow\uparrow\uparrow}E(k)_{k'k} & \tilde{V}^{\downarrow\downarrow\downarrow\downarrow}E(k)_{k'k} & 2\tilde{V}^{\downarrow\downarrow\uparrow\downarrow}E(k)_{k'k}
\end{pmatrix}, \] (S68)

with
\[ \tilde{V}^{E(k')}E(k)_{k'k} = \frac{1}{4}(\tilde{V}_{-k',-k} + \tilde{V}_{-k',k} + \tilde{V}_{k',-k} + \tilde{V}_{k',k}), \] (S69)
\[ \tilde{V}^{E(k')}O(k)_{k'k} = \frac{1}{4}(\tilde{V}_{-k',-k} - \tilde{V}_{-k',k} + \tilde{V}_{k',-k} - \tilde{V}_{k',k}), \] (S70)
\[ \tilde{V}^{O(k')}E(k)_{k'k} = \frac{1}{4}(\tilde{V}_{-k',-k} + \tilde{V}_{-k',k} - \tilde{V}_{k',-k} - \tilde{V}_{k',k}), \] (S71)
\[ \tilde{V}^{O(k')}O(k)_{k'k} = \frac{1}{4}(\tilde{V}_{-k',-k} - \tilde{V}_{-k',k} + \tilde{V}_{k',-k} - \tilde{V}_{k',k}), \] (S72)
\[ \tilde{V}^{\uparrow\downarrow\uparrow\uparrow}E(k)_{k'k} = \frac{1}{2}(\tilde{V}_{-k',-k} + \tilde{V}_{-k',k} + \tilde{V}_{k',-k} + \tilde{V}_{k',k}), \] (S73)
\[ \tilde{V}^{\uparrow\downarrow\uparrow\uparrow}E(k)_{k'k} = \frac{1}{2}(\tilde{V}_{-k',-k} - \tilde{V}_{-k',k} - \tilde{V}_{k',-k} - \tilde{V}_{k',k}), \] (S74)
\[ 2\tilde{V}^{\uparrow\downarrow\uparrow\downarrow}E(k)_{k'k} = \tilde{V}_{-k',-k} + \tilde{V}_{-k',k} \] (S75)
\[ 2\tilde{V}^{\uparrow\downarrow\uparrow\downarrow}E(k)_{k'k} = \tilde{V}_{-k',-k} - \tilde{V}_{-k',k}. \] (S76)

**Coupling functions**

Some of the coupling functions that enter the rewritten gap equation are shown in Fig. S4. We find that \( \tilde{V}_{k'k}^{\uparrow\downarrow\uparrow\uparrow} = -\tilde{V}_{k'k}^{\uparrow\downarrow\uparrow\downarrow}, \tilde{V}_{k'k}^{\uparrow\downarrow\downarrow\downarrow} = -\tilde{V}_{k'k}^{\uparrow\downarrow\uparrow\downarrow}, \tilde{V}_{k'k}^{\uparrow\downarrow\uparrow\downarrow} = \tilde{V}_{k'k}^{\downarrow\downarrow\downarrow\downarrow} \in \mathbb{R}, \tilde{V}_{k'k}^{\uparrow\downarrow\downarrow\downarrow} = \tilde{V}_{k'k}^{\uparrow\downarrow\uparrow\downarrow}, \) and \( \tilde{V}_{kk'} \in \mathbb{R}. \) Furthermore, \( \left| \tilde{V}_{k'k}^{\uparrow\downarrow\uparrow\downarrow} \right| \gg \left| \tilde{V}_{k'k}^{\uparrow\downarrow\downarrow\downarrow} \right| \gg \left| \tilde{V}_{k'k}^{\uparrow\downarrow\uparrow\uparrow} \right| \gg \left| \tilde{V}_{k'k}^{\downarrow\downarrow\downarrow\downarrow} \right| \gg \left| \tilde{V}_{k'k}^{\uparrow\downarrow\downarrow\downarrow} \right| \gg \left| \tilde{V}_{k'k}^{\downarrow\downarrow\uparrow\downarrow} \right|. \) In SkX2 the small coupling functions are nonzero and so all four SC gaps couple. In SkX1, all the small coupling functions are in fact zero, and so \( \Delta^{E(s)}_{k\uparrow\downarrow} \) decouples from the other gaps.

**S5.3. Linearized gap equation**

If we let \( T \) approach \( T_c \) from below, the gap is small and we can ignore it in \( E_{k\eta} \). Then \( E_{k\eta} \approx |\epsilon_k| \) and \( \chi_{k\eta} = \chi_k \approx \tanh(|\beta|\epsilon_k)/2|\epsilon_k| \). \( B_{k\sigma_1\sigma_2} \) drops out of the gap equation (S64),
\[ \Delta_{k\sigma_1\sigma_2} = -\sum_{k'\sigma_3\sigma_4} \tilde{V}_{k'k}^{\sigma_1\sigma_2\sigma_3\sigma_4} \Delta_{k'\sigma_3\sigma_4} \chi_{k'}. \] (S77)

In simplified notation,
\[ \Delta_k = -\sum_{k'} V_{k'k} \Delta_{k'} \frac{1}{2|\epsilon_{k'}|} \tanh \frac{\beta|\epsilon_{k'}|}{2}. \] (S78)
FIG. S4. Plots of some of the coupling functions that enter the gap equation. They are plotted as a function of the angle \( k' \) makes with the \( k_x \)-axis, with \( k' \) on the FS. The other parameters are \( k = (k_x, 0) \), \( t/J = 1000 \), \( K/J = 0.1 \), \( D/J = 2.16 \), \( U/J = 0.35 \), \( S = 1 \), \( \mu/t = -5.5 \), \( J/J = 50 \).

We neglect the radial dependence of \( V_{k'k} \) away from the FS and only keep its angular dependence. Following BCS theory [37, 38], \( V_{k'k} \) is approximated to be nonzero only within an energy \( \omega_c \) from the FS, where \( \omega_c \) is set to the maximum magnon energy, \( \omega_c \sim 23J \),

\[
V_{k'k} \approx V(\phi', \phi)\Theta(\omega_c - |\epsilon_k|)\Theta(\omega_c - |\epsilon_{k'}|).
\]

(S79)

The angles are defined by \( \phi = \tan 2(k_y, k_x) \), i.e. the angle \( k \) makes with the \( k_x \) axis. Similarly, \( \Delta_k \approx \Delta(\phi)\Theta(\omega_c - |\epsilon_k|) \) is assumed. Assuming \( k \) and \( k' \) are close enough to the FS that \( V_{k'k} \) and \( \Delta_k \) are nonzero we get

\[
\Delta(\phi) = -\frac{N}{A_{BZ}} \int_0^{2\pi} d\phi' V(\phi', \phi)\Delta(\phi') \int dk' \frac{1}{2|\epsilon_{k'}\phi'|} \tanh \frac{\beta_c|\epsilon_{k'}\phi'|}{2}.
\]

(S80)

Now we use \( D(\epsilon)d\epsilon = D(k)dk \) to transform the momentum integral into an energy integral,

\[
\Delta(\phi) = -\frac{N}{A_{BZ}} \int_0^{2\pi} d\phi' V(\phi', \phi)\Delta(\phi') \int_{-\omega_c}^{\omega_c} d\omega \frac{D(\epsilon)}{D(k')} \frac{1}{2|\epsilon|} \tanh \frac{\beta_c|\epsilon|}{2}.
\]

(S81)

As an approximation, we replace \( D(\epsilon) \) by its value at the FS, \( D(\mu) = D_0 \), and the angular integral by an FS average,

\[
\int_{-\omega_c}^{\omega_c} d\omega \frac{1}{2|\epsilon|} \tanh \frac{\beta_c|\epsilon|}{2} = \frac{2\pi}{N_\phi} \sum_i V(\phi'_i, \phi)\Delta(\phi'_i),
\]

(S82)

where \( N_\phi \) is the number of points sampled on the FS. Then, with \( N_0 = D_0/2 \) the DOS per spin,

\[
\Delta(\phi) = -N_0(V(\phi', \phi)\Delta(\phi'))_{FS,\phi'} \int_{-\omega_c}^{\omega_c} d\omega \frac{1}{2|\epsilon|} \tanh \frac{\beta_c|\epsilon|}{2}.
\]

(S83)

We used that \( \frac{N}{A_{BZ}} 2\pi \frac{k' D_{0}}{D(k')} = N_0 \), since \( D(k) = \sqrt{3}Nk/2\pi \).
In the weak-coupling limit, $\bar{\Delta}$ displays the $\text{Sk}X_1$ state. (a) shows a sketch of the FS in green, with a definition of the angle $\phi$. FIG. S5. Solutions to the linearized gap equation for a selection of $\mu/t$ plotted as a function of the angle $\phi$ around the FS. The MML is in the $\text{Sk}X_1$ state. (a) shows a sketch of the FS in green, with a definition of the angle $\phi$. (b) For $\mu/t = -5.9$, only $\Delta_{k_{11}}^{(s)}$ is nonzero and displays $p_x$-wave symmetry. (c) For $\mu/t = -5.7$, $\Delta_{k_{11}}^{(s)}$ shows $d_{xy}$-wave symmetry, while $\Delta_{k11}$ has $p_x + ip_y$-wave symmetry. Note that $\Delta_{k11} = -\Delta_{k11}^*$. (d) For $\mu/t = -5.2$, $\Delta_{k_{11}}^{(s)}$ has changed to $g$-wave symmetry. (e) For $\mu/t = -5.0$, $\Delta_{k_{11}}^{(s)}$ shows $-d_{x^2-y^2}$-wave symmetry, while $\Delta_{k11}$ has $f_y + if_x$-wave symmetry. The parameters are $t/J = 1000$, $D/J = 2.16$, $U/J = 0.35$, $K/J = 0.1$, $S = 1$, while the shown results do not depend on $J$. $N_0 = 100$ gives convergence of $\lambda$ to 5 significant digits.

Now, define the dimensionless coupling constant $\lambda$,

$$\frac{1}{\lambda} = \int_{-\omega_c}^{\omega_c} \frac{d\epsilon}{2|\epsilon|} \tanh \frac{\beta_c |\epsilon|}{2}. \tag{S84}$$

In the weak-coupling limit, $\lambda \ll 1$,

$$\frac{1}{\lambda} = \ln \left( \frac{2}{\pi} e^{\gamma} \beta_c \omega_c \right), \tag{S85}$$

where $\gamma = 0.5772156649\ldots$ is the Euler–Mascheroni constant [38]. The critical temperature for superconductivity is

$$k_B T_c = \frac{2}{\pi} e^{\gamma} \omega_c e^{-1/\lambda} \approx 1.134 \omega_c e^{-1/\lambda}. \tag{S86}$$

$\lambda$ is found from the linearized gap equation,

$$\lambda \Delta(\phi) = -N_0 \langle V(\phi', \phi) \Delta(\phi') \rangle_{\text{FS}, \phi'}. \tag{S87}$$

This can be solved as an eigenvalue equation by considering $V(\phi', \phi)$ as a matrix in the chosen values of $\phi, \phi'$ and $\Delta(\phi)$ as eigenvectors. $\lambda$ is the largest eigenvalue of this eigenvalue equation [24], since only the largest $T_c$ complies to the assumption that the gaps are small. Its corresponding eigenvector contains information about the $k$ dependence of the gap along the FS. By reinstating the full four-component gap vector and the $4 \times 4$ coupling matrix, we get the linearized gap equation stated in Eq. (4) of the main text.

S5.4. Solutions to linearized gap equation

Let us define the amplitude of the gap as $\Delta_{\text{max}} = \max_{k_{\text{FS}}} |\text{Re} \Delta|, |\text{Im} \Delta|$, i.e. the largest amplitude of the real or imaginary part of the four gaps. The solution to the linearized gap equation is plotted relative to $\Delta_{\text{max}}$ for various $\mu$ in Fig. S5. Note that the real and imaginary parts of $\Delta_{k11}$ in Fig. S5(e) do not have their zeros exactly where sine and cosine functions would. Still, 2 of the 6 zeros are placed either at $\phi = 0, \pi$ or at $\phi = \pi/2, 3\pi/2$ giving the classification $f_y + if_x$. We also checked that no zeros
occur for the same \( \phi \) for the real and imaginary parts. In SkX2 the results are similar, except that all four gaps couple and there is no part of the phase diagram where \( \Delta_{k_{\uparrow \downarrow}}^{E(s)} \) dominates. The results in the \( p_x + ip_y \) phase resemble Fig. S5(c) and (d), and the results in the \( f_y + if_x \) phase resemble Fig. S5(e). The difference is that \( \Delta_{k_{\uparrow \downarrow}}^{E(s)} \) is a comparatively small, nonzero \( p_x \)-wave gap.

In Ref. [28] we showed that the magnon bands of SkX1 and SkX2 are topologically nontrivial, and undergo quantum topological phase transitions (QTPTs) when the easy-axis anisotropy is tuned. For instance, in SkX1 there are 4 QTPTs between \( K/J = 0.2 \) and \( K/J = 0.3 \). In the phase diagrams in Figs. 2 and 4 of the main text we see no significant changes in the SC state that can be associated to these QTPTs. We attribute this to the fact that the Chern numbers of the magnon bands involve derivatives of the transformation matrix \( T_q \) [28], while the coupling functions for superconductivity depend directly on \( T_q \), see Eq. (S39). Secondly, the coupling functions for superconductivity are defined as sums over all 15 bands, while the QTPTs only affect two bands at a time. Finally, the information about the QTPTs present in \( T_q \) appears at very small regions of \( q \) [28], while the calculations of superconductivity involve a great variation in \( q \). Hence, only a small part of the phase space is affected by the QTPTs. In total, this means that the topological nature of the bands have little influence on the SC state in this system. Ref. [46] considers a noncoplanar magnetic order in pyrochlore iridate thin films where the magnons are found to be topologically nontrivial. By doping the material, they find an unconventional TRS broken \( d + id \) superconducting state.

**S5.5. Time-reversal symmetry**

From the solution to the linearized gap equation we find \( \Delta_{k_{\uparrow \downarrow}} = \Delta_{k_{\uparrow \downarrow}}^{E(s)} + \Delta_{k_{\uparrow \downarrow}}^{O(s)} \in \mathbb{R} \), \( \Delta_{k_{\uparrow \downarrow}} = \Delta_{k_{\uparrow \downarrow}}^{E(s)} - \Delta_{k_{\uparrow \downarrow}}^{O(s)} \in \mathbb{R} \), \( \Delta_{k_{\uparrow \downarrow}} = -\Delta_{k_{\uparrow \downarrow}}^{E(s)} \). Applying the time reversal operator, \( T = i\sigma_y K \), gives [37]

\[
T \Delta_k T^{-1} = \sigma_y \Delta^\ast_{k} \sigma_y = \begin{pmatrix} \Delta_{-k\downarrow \downarrow} & -\Delta_{-k\uparrow \downarrow} \\ -\Delta_{-k\downarrow \uparrow} & \Delta_{-k\uparrow \uparrow} \end{pmatrix} = \Delta_{k\uparrow \downarrow} = \Delta_{k\downarrow \uparrow}, \quad (S88)
\]

using

\[
\begin{align*}
\Delta_{-k\downarrow \downarrow} &= \Delta_{-k\uparrow \downarrow} - \Delta_{-k\downarrow \uparrow} = -\Delta_{k\uparrow \downarrow} - \Delta_{k\downarrow \uparrow} = -\Delta_{k\uparrow \downarrow}, \\
\Delta_{-k\downarrow \uparrow} &= \Delta_{-k\uparrow \downarrow} + \Delta_{-k\downarrow \uparrow} = -\Delta_{k\uparrow \downarrow} + \Delta_{k\downarrow \uparrow} = -\Delta_{k\downarrow \uparrow}, \\
\Delta_{-k\uparrow \downarrow} &= -\Delta_{-k\downarrow \downarrow} = \Delta_{k\uparrow \downarrow}, \\
\Delta_{-k\uparrow \uparrow} &= -\Delta_{-k\downarrow \uparrow} = \Delta_{k\downarrow \uparrow}.
\end{align*}
\]

(S91)

So the SC state is TRS.

**S5.6. Zero temperature gap equation**

The amplitude of the SC gap is approximately constant up to a large fraction of \( T_c \). Hence, finding the gap at zero temperature will give a good indication of much of the low temperature behavior in the SC. Our starting point is the gap equation on matrix form

\[
\Delta_k = -\sum_{k'} V_{k'k} \sum_\eta \left( \frac{1}{2} \Delta_{k'} + \eta B_{k'} \right) \chi_{k'\eta}, \quad (S92)
\]

where

\[
\chi_{k'\eta} = \frac{1}{2E_{k'\eta}} \tanh \frac{\beta E_{k'\eta}}{2} \to 1 \quad \text{as} \quad \beta \to \infty.
\]

(S93)

Employing FS averages, and going to an integral over polar coordinates gives

\[
\Delta(\phi) = -\frac{N}{A_{\text{BZ}}} \int_0^{2\pi} d\phi' V(\phi', \phi) \sum_\eta \left( \frac{1}{2} \Delta(\phi') + \eta B(\phi') \right) \int dk' \frac{1}{2 \sqrt{c_{k',\phi'}^2 + \frac{1}{2} \text{Tr} \Delta(\phi') \Delta(\phi') + \frac{1}{2} \sqrt{A(\phi')}}. \quad (S94)
\]

Using \( D(\epsilon) = D(k) dk \) and approximating \( D(\epsilon) = D(\mu) = D_0 \) gives

\[
\Delta(\phi) = -\frac{D_0}{4\pi} \int_0^{2\pi} d\phi' V(\phi', \phi) \sum_\eta \left( \frac{1}{2} \Delta(\phi') + \eta B(\phi') \right) \int_{-\infty}^{\infty} d\epsilon \frac{1}{2 \sqrt{c^2 + \frac{1}{2} \text{Tr} \Delta(\phi') \Delta(\phi') + \frac{1}{2} \sqrt{A(\phi')}}. \quad (S95)
\]
The energy integral can be performed analytically,

$$\Delta(\phi) = -\frac{D_0}{4\pi} \int_0^{2\pi} d\phi' V(\phi', \phi) \sum_\eta \left( \frac{1}{2} \Delta(\phi') + \eta B(\phi') \right) \text{arsinh} \left( \frac{\omega_c}{\sqrt{\frac{1}{2} Tr \Delta(\phi') \Delta^\dagger(\phi') + \eta \frac{1}{2} \sqrt{A(\phi')}}} \right).$$  \hfill (S96)

Rewriting in terms of a FS average gives

$$\Delta(\phi) = -N_0 \left\{ V(\phi', \phi) \sum_\eta \left( \frac{1}{2} \Delta(\phi') + \eta B(\phi') \right) \text{arsinh} \left( \frac{\omega_c}{\sqrt{\frac{1}{2} Tr \Delta(\phi') \Delta^\dagger(\phi') + \eta \frac{1}{2} \sqrt{A(\phi')}}} \right) \right\}_{FS,\phi'}.$$

(S97)

Inserting the $4 \times 4$ matrix $V_{k'k}$ from Eq. (S68) and the 4-vectors $\Delta_k = (\Delta^{O(s)}_k, \Delta^{\uparrow \downarrow}_k, \Delta^{E(s)}_k, \Delta^{\uparrow \downarrow}_k)^T$, and $B_k = (B^{O(s)}_k, B^{\uparrow \downarrow}_k, B^{E(s)}_k, B^{\uparrow \downarrow}_k)^T$ for the gaps yields the zero temperature gap equation in Eq. (5) of the main text.

A naive iteration is not sufficient, as the procedure tends to diverge away from a solution. Instead, we employ self-consistent iteration. We start from an initial guess $\Delta_0(\phi)$. Then, we calculate derivatives in real and imaginary parts of each element in $\Delta_0(\phi)$ looking at how small changes in the gap changes the function

$$f[\Delta(\phi)] = \Delta(\phi) + N_0 \left\{ V(\phi', \phi) \sum_\eta \left( \frac{\Delta(\phi')}{2} + \eta B(\phi') \right) \text{arsinh} \left( \frac{\omega_c}{\sqrt{\frac{1}{2} Tr \Delta(\phi') \Delta^\dagger(\phi') + \eta \frac{1}{2} \sqrt{A(\phi')}}} \right) \right\}_{FS,\phi'},$$

(S98)

which should be zero. From these derivatives, a new $\Delta_i(\phi)$ is set up from the previous $\Delta_{i-1}(\phi)$ using

$$\Delta_i(\phi) = \Delta_{i-1}(\phi) - \alpha R(\phi) - i\alpha I(\phi),$$

(S99)

where $R(\phi), I(\phi)$ are vectors containing the derivatives. $\alpha$ is the mixing parameter, mostly set to the $\Delta_{\text{max}}/50$. We use 3 runs of maximum 100 iterations in hopes of finding convergence. For each run, $\alpha$ is reduced by 1/10. The derivatives are defined by

$$R_j(\phi) = \frac{f[\Delta(\phi) + \hbar_j] - f[\Delta(\phi) - \hbar_j]}{2\hbar}, \quad I_j(\phi) = \frac{f[\Delta(\phi) + i\hbar_j] - f[\Delta(\phi) - i\hbar_j]}{2\hbar},$$

(S100)

where $\hbar_j$ is a vector of the same length as $\Delta(\phi)$ with all elements 0 except element number $j$ which is $h$. $\hbar$ is some small number, often $\Delta_{\text{max}}/100$. This procedure is continued until $f[\Delta(\phi)]$ is smaller than a chosen tolerance, set to $\Delta_{\text{max}}/10000$.

Solutions of the zero temperature gap equation are shown in Fig. S6. We see that within the phases, the main change from the result at $T$ close to $T_c$ is the amplitude of the gaps. Note that the amplitude of the gaps in the $f_y + if_x$ are more comparable to the BCS result $2\Delta(0)/k_B T_c = 2\pi e^{-\gamma} \approx 3.528$ than the maximum of $E_{k,-}$ as mentioned in the main text. Similar results exist at other $K/J$ and for the MML in the SkX2 state. When the MML is in the SkX2 state there is a small, coexisting $p_x$-wave solution for $\Delta^{E(s)}_{k\uparrow \downarrow}$.

From solutions of the zero temperature gap equation we can construct a phase diagram at zero temperature, see Fig. 4 in the main text. We limit ourselves to ansatze with the same symmetries as those found for $T$ close to $T_c$, i.e. chiral $f$-wave, chiral $p$-wave and $p_x$-wave. For $\mu$ close to a phase transition, the gap symmetries on either side both yield convergence. For the transition between $p_x + ip_y$ to $f_x + if_y$, we set a lower limit where $f_x + if_y$ does not converge given the tolerance of $\Delta_{\text{max}}/10000$. The upper limit is given when it turns out that a $p_x + ip_y$ ansatze converges to a $h + if_y$ ($h = 5$, 10 sign changes, odd in $k$) state with much lower amplitude than the $f_y + if_x$ gap. Then, we assume the $f_y + if_x$-wave gap dominates. For the transition between $p_z$ and $p_x + ip_y$ we set the lower limit where $p_x + ip_y$ ceases to converge with a tolerance of $\Delta_{\text{max}}/10000$. $p_z$ tends to yield convergence up to larger $\mu$, so we claim that when the gap amplitude of $p_x$ is 1/50 of the gap amplitude of $p_x + ip_y$, the $p_x + ip_y$-wave state will be preferred. Even when their amplitudes are comparable, the $p_x + ip_y$-symmetry is more effective in producing a large binding energy.

Note that a more accurate determination of the phase diagram in Fig. 4 of the main text would be to compute the free energy of competing phases which converge. In addition, the solutions of the gap equation are only guaranteed to extremize the free energy. With FS averaged results, we do not have a full momentum space knowledge of the gap, making a detailed study of the free energy beyond the scope of this study. It is well known that the creation of Cooper pairs create a binding energy which lowers the free energy [38]. Hence, we can be confident that any SC instability will be preferred over the normal state for $T < T_c$. A consideration of other competing phases is left outside the scope of this study, though we will mention that even when the FS is similar to the mBZ in size, it is still approximately circular, see Fig. 1(a) in the main text and Fig. S3. Hence, there is a lack of nesting vectors meaning that a competing spin-density wave is unlikely [23].
FIG. S6. Solutions to the zero temperature gap equation for a selection of $\mu/t$ plotted as a function of the angle $\phi$ around the FS. The MML is in the SKXI state. (a) shows a sketch of the FS, with a definition of the angle $\phi$. For these choices of parameters, the symmetries at zero temperature are the same as those close to $T_c$, see Fig. S5. The parameters are $t/J = 1000, D/J = 2.16, U/J = 0.35, K/J = 0.1, S = 1$, and $N_\phi = 100$. The shown results have a very weak dependence on $J$.

S6. TOPOLOGICAL SUPERconductIVITY

The bulk topological invariant in Eq. (6) of the main text is only defined if $\Delta_0^{(s)} = \Delta_0^{E(s)} = 0$. However, if removing these gaps in a continuous fashion does not close the bulk gap of the SC, the topological classification is the same [3]. The Bogoliubov-de Gennes (BdG) Hamiltonian is

$$H_{\text{BdG}}(x) = \frac{1}{2} \sum_k \Psi_k^\dagger H_k(x) \Psi_k,$$

with $\Psi_k = (c_{k\uparrow}, c_{k\downarrow}, c_{-k\downarrow}^\dagger, c_{-k\uparrow}^\dagger)^T$, and

$$H_k(x) = \begin{pmatrix} \epsilon_k & 0 & \Delta_{k\downarrow\uparrow}(1-x) & \Delta_{k\downarrow\uparrow}^\dagger(1-x) \\ 0 & \epsilon_k & \Delta_{k\uparrow\downarrow}(1-x) & \Delta_{k\uparrow\downarrow}^\dagger(1-x) \\ \Delta_{k\downarrow\uparrow}(1-x) & \Delta_{k\downarrow\uparrow}^\dagger(1-x) & -\epsilon_k & 0 \\ \Delta_{k\uparrow\downarrow}(1-x) & \Delta_{k\uparrow\downarrow}^\dagger(1-x) & 0 & -\epsilon_k \end{pmatrix}.$$

Since the bulk gap is retained by letting $x$ go from 0 to 1, see Fig. S7, our system, $H_{\text{BdG}}(0)$, is topologically equivalent to a spin decoupled system, $H_{\text{BdG}}(1)$. Then, we can write the BdG Hamiltonian in two separated spin blocks, $H_{\text{BdG}_{\sigma\sigma}} = (1/2) \sum_k \Psi_k^\dagger H_k \Psi_k$, with $\Psi_k\sigma = (c_{k\sigma}, c_{-k\sigma}^\dagger)^T$ and $H_k\sigma$ specified in the main text.

We know $\Delta_{\sigma\sigma}(\phi)$ at $N_\phi$ points of $\phi$. Usually that is not enough to get accurate momentum space derivatives of the gap. However, once $N_\phi$ is large enough that the gap is a smooth function of $\phi$ we can extrapolate to arbitrary $\phi$ density by assuming linear $\phi$ dependence between two discrete values of $\phi$. For all $k_x, k_y$ such that $k \in \text{eBZ}$ we find $\phi_{\text{here}} = \text{atan2}(k_y, k_x)$. Then we find which discrete $\phi$ points it lies between, name them $\phi_i$ and $\phi_{i+1}$, to get

$$\Delta(\phi_{\text{here}}) = \Delta(\phi_i) + \Delta(\phi_{i+1}) \frac{\phi_{\text{here}} - \phi_i}{\phi_{i+1} - \phi_i}.$$

This equation assumes no radial dependence of the gap. This can be added by multiplying with a function of the length of $k$.

We calculate the momentum derivatives in the winding number using central difference, with $\Delta k = 10^{-5}$.

The great need for points on the FS to get accurate integrals requires adaptive integration [28, 39]. With parameters $t/J = 1000, K/J = 0.1, \mu/t = -5.5$ we know that the form of the gap is essentially independent of temperature below $T_c$. We use the result from $T$ close to $T_c$ with an amplitude set to approximately $2.9 J$. By rigorous topological arguments the amplitude of the gap, i.e. the temperature ($< T_c$) and the value of $J > 0$ does not affect the topological invariant. Using a somewhat large
amplitude is simply a numerical convenience as it spreads the FS concentrated behavior a little bit further out. Then, $\approx 7 \cdot 10^4$ points in adaptive quadrature gives $N_\uparrow \approx -0.93$, $\approx 1.4 \cdot 10^5$ points gives $N_\uparrow \approx -1.00014$, and $\approx 2.3 \cdot 10^5$ points gives $N_\uparrow \approx -0.999989$. Given that the winding number by definition is an integer, we conclude that $N_\uparrow = -1$. That means $N_\downarrow = 1$ and so

$$\nu_{Z_2} = \frac{1}{2} (N_\uparrow - N_\downarrow) \mod 2 = -1 \mod 2 = 1.$$  

(S104)

We checked that the same holds for several other choices of $\mu, K$ within the SkX1 state. Similarly, the $p_x + ip_y$ phase from SkX2 is a topological SC, with $N_\downarrow = 1$ and $\nu_{Z_2} = 1$.

As a double check, we tried a lower gap amplitude, 0.34J. As expected, this merely required more points to get nice integer result. We also tried different assumptions on the radial dependence of the gap – e.g. no radial dependence or multiply by a Gaussian around the FS with width set by $|\epsilon_k| < \omega_c$ – and got the same result. In conclusion, $\bar{J} > 0$, $T < T_c$ and the radial dependence of the gap do not influence the topological character of the SC.

Fig. 8 shows an attempt to determine whether the $f_y + if_x$ gap gives a gapped spectrum. We used $N_\phi = 1000$ to solve the linearized gap equation, which is a time-consuming calculation. This is not sufficient to unambiguously say that the bulk is gapped. With the solution to the linearized gap equation, it turns out that $\frac{1}{2} \text{Tr} \Delta_k \Delta_k^\dagger \gtrsim \frac{1}{2} \sqrt{A_k}$. They are very similar in value, giving small $E_{k-}$. Given numerical results with a discretized number of $k$-values on the FS we cannot exclude the possibility that there is some $k$ where $\frac{1}{2} \text{Tr} \Delta_k \Delta_k^\dagger = \frac{1}{2} \sqrt{A_k}$, and $E_{k-} = 0$. Additionally, if we manage to show that $E_{k-} > 0$ at some choice of $\mu, K$, we cannot rule out that the gap closes at another choice of $\mu, K$ since it is so small. Therefore, determining the bulk topological invariant would require very accurate solutions of the gap for all $\mu, K$ in the $f_y + if_x$ region.