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Abstract

Objective: The aim of this study was to determine the diagnostic accuracy of different machine learning algorithms for breast cancer risk calculation. Methods: A meta-analysis was conducted of published research articles on diagnostic test accuracy of different machine learning algorithms for breast cancer risk calculation published between January 2000 and May 2018 in the online article databases of PubMed, ProQuest and EBSCO. Paired forest plots were employed for the analysis. Numerical values for sensitivity and specificity were obtained from false negative (FN), false positive (FP), true negative (TN) and true positive (TP) rates, presented alongside graphical representations with boxes marking the values and horizontal lines showing the confidence intervals (CIs). Summary receiver operating characteristic (SROC) curves were applied to assess the performance of diagnostic tests. Data were processed using Review Manager 5.3 (RevMan 5.3). Results: A total of 1,879 articles were reviewed, of which 11 were selected for systematic review and meta-analysis. Five algorithms for machine learning able to predict breast cancer risk were identified: Super Vector Machine (SVM); Artificial Neural Networks (ANN); Decision Tree (DT); Naive Bayes (NB); and K-Nearest Neighbor (KNN). With the SVM, the Area Under Curve (AUC) from the SROC was > 90%, therefore classified into the excellent category. Conclusion: The meta-analysis confirmed that the SVM algorithm is able to calculate breast cancer risk with better accuracy value than other machine learning algorithms.
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Introduction

Breast cancer is a heterogeneous tumor that has various subtypes with different biological behaviors and clinicopathological and molecular characteristics (Carey et al., 2006). In the last 20 years, there has been an increase in the understanding of multistep carcinogenesis and the leading role of genetic change in the diagnosis, treatment and prevention of breast cancer. This leads to an increase in prevention, detection and treatment strategies in breast cancer patients (Jemal et al., 2011; Nindrea et al., 2017; Harahap et al., 2017).

The cause of breast cancer is multifactorial. Several risk factors for breast cancer have been known nowadays. The risk factors are classified into non modifiable risk factors: age, sex, genetic factors (5-7%), family history of breast cancer, history of previous breast cancer and proliferative breast disease; modifiable risk factors: menstrual and reproductive factors, radiation exposure, hormone replacement therapy, alcohol and high fat diet; and environmental factors: organochlorine exposure, electromagnetic field and smoking (Clemens and Goss, 2001; Nindrea et al., 2018).

Increasing comprehensive knowledge and awareness of breast cancer risk could facilitate its early detection. It can be more effectively treated in earlier stage than when clinical signs and symptoms present, justifying early detection efforts (Karayurt et al., 2008; Olajide et al., 2014). Based on those studies, it is necessary to do the calculation of risk factors through an algorithm that can assist to determine whether a person has risk factors for breast cancer so it can help the early detection of breast cancer. An algorithm system using real scoring can support people to perform routine checks for early detection of breast cancer and help healthcare workers to find people at risk of developing breast cancer (Chapman et al., 2001; Han and Kamber, 2012).

Through measurement of breast cancer risk, it can be seen whether a person has a safe risk to breast cancer, adequate for breast cancer prevention or harmful to the occurrence of breast cancer. If someone in the high risk category then the action should be hastened to do screening to ascertain whether someone is likely to have breast cancer or not, whereas if someone in the prevention
behavior is advisable to keep the behavior to avoid breast cancer, and on the other hand, when entering in the safe category then someone will be recommended to maintain the behavior and avoid risk factors for breast cancer to avoid breast cancer (Moons et al., 2009; Royston et al., 2009).

The calculation of breast cancer risk factors can be determined by using the algorithm or early detection model of breast cancer risk through determinant factors is used to detect breast cancer risk itself and is a preventive action, using machine learning by classifying the risk of breast cancer of the variable predictors, making it is easier to classify. Classification using machine learning is a type of artificial intelligence (AI) that provides computers with the ability to learn without being explicitly programmed. Machine learning has been used in cancer detection and diagnosis for a score. Machine learning methods have been used to identify, classify, detect, or distinguish tumors and other malignancies. In other words, machine learning has been used primarily as an aid to cancer diagnosis and detection (Moons et al., 2009; Han and Kamber, 2012).

Machine learning algorithms are effective because their process of searching for a model function can explain and differentiate the class and concept data, which the model is determined based on the data training analysis that is class object data whose label class is already known. The types of learning algorithm are Naive Bayes, Neural Network, Decision Tree, Logistic Regression, Linear Discriminant Analysis, Super Vector Machine and K-Nearest Neighbor (Royston et al., 2009; Han and Kamber, 2012).

This study determined diagnostic test accuracy of different machine learning algorithms for breast cancer risk calculation with some research through a meta-analysis study which the conclusion drawn have a better accuracy.

Materials and Methods

Study design and research sample

This research is a quantitative research with meta-analysis study design. The meta-analysis followed the preferred reporting items for Systematic Reviews and Meta-Analysis (PRISMA) statement (Liberati et al., 2009). Meta-analysis was used to figure diagnostic test accuracy of different machine learning algorithms for breast cancer risk calculation. The research samples were published research articles published between January 2000 and May 2018 in online article databases of PubMed, ProQuest and EBSCO.

Operational definitions

The variables of this study included independent variables consisted of Machine learning algorithms: Naive Bayes, Neural Network, Decision Tree, Logistic Regression, Linear Discriminant Analysis, Super Vector Machine and K-Nearest Neighbor; and dependent variable: breast cancer risk.

Research procedure

This study was conducted by collecting data through the identification of published research articles on diagnostic test accuracy of different machine learning algorithms for breast cancer risk calculation in online article databases of PubMed, ProQuest and EBSCO (Figure 1).

Identification of 1,879 articles, done by review through the title of the articles, continued by reviewing the abstract, and then the full text form. The article were excluded if: (a) not relevant subject outcome, (b) not algorithm machine learning, (c) the information provided in the results was insufficient for data extraction and (d) duplicate studies.

Data collection technique

The data collection done through online search by entering keywords as follows: ((breast cancer risk OR breast cancer risk calculation OR breast cancer prediction) AND (machine learning OR algorithms OR Naive Bayes OR Neural Network OR Decision Tree OR Logistic Regression OR Linear Discriminant Analysis OR Super Vector Machine OR K-Nearest Neighbor)).

The search was limited to English language articles. The article type was limited to journal articles. The research subject was limited to research with human subject. The time of publication was limited from January 2000 to May 2018. The abstract of articles with potentially relevant titles were reviewed, while the irrelevant articles were excluded. Furthermore, articles that have potentially relevant abstracts will be reviewed in full-text, while the irrelevant articles were excluded. The inclusion criteria of this study sample was research on machine learning algorithms for breast cancer risk calculations using Naive Bayes, Neural Network, Decision Tree, Logistic Regression, Linear Discriminant Analysis, Super Vector Machine and K-Nearest Neighbor with prognostic model study. Exclusion criteria were: the research was not available in full text form and when these criteria were not satisfied or if the provided information was insufficient for data extraction. The following data were obtained from each article: first author’s name and year of publication, size of dataset, dataset, machine learning algorithms and accuracy.

Two independent investigators carefully extracted information from all studies that satisfied the inclusion criteria in accordance with a standardized protocol. Disagreements were resolved by three other investigators. Quality assessment was conducted using Newcastle–Ottawa Quality Assessment Scale (NOS) and studies with an NOS score ≥7 were considered as high quality (Wells et al., 2009).

Data analysis

The paired forest plot analysis was generated by using mock data. Numerical values for sensitivity and specificity were obtained from false negative (FN), false positive (FP), true negative (TN) and true positive (TP). They were presented alongside graphical representations which the boxes marked the values and the horizontal lines showed the confidence intervals (CIs). The summary receiver operating characteristic (SROC) curve represented the performance of a diagnostic test. A rough guide for classifying the accuracy of a diagnostic test was based
on Area Under Curve (AUC). The criteria for AUC classification are 0.90-1 (excellence), 0.80-0.90 (good), 0.70-0.80 (fair), 0.60-0.70 (poor) and 0.50-0.60 (failure) (Bradley, 1997). Data was analyzed by using Review Manager 5.3 (RevMan 5.3).

Results

The selection of studies was conducted to obtain 11 studies related to diagnostic test accuracy of different machine learning algorithms for breast cancer risk calculation (Table 1).

Based on the results of systematic review there were 11 studies analyzed by meta-analysis. The research variables analyzed based on the systematic review that had been done were Super Vector Machine (SVM), Artificial Neural Networks (ANN), Decision Tree (DT), Naive Bayes (NB) and K-Nearest Neighbor (KNN).

Meta-analysis study of breast cancer risk calculation using super vector machine was shown in Figure 2. Figure 2 shows there were 10 studies of breast cancer risk calculation using super vector machine algorithm, the sensitivity value of the algorithm was between 0.67 and 0.99, while the specificity value was 0.60 to 0.98.

The results of meta analysis study of breast cancer risk calculation using artificial neural network was shown in Figure 3. Figure 3 shows there were 3 studies of breast cancer risk calculation using artificial neural network algorithm, the sensitivity of the algorithm was between 0.84 and 0.97, while the specificity value was 0.71 to 0.99.

Table 1. Systematic Review of Diagnostic Test Accuracy of Different Machine Learning Algorithms for Breast Cancer Risk Calculation

| First Author, Year | Size of Dataset (n) | Dataset | Machine Learning Algorithms       | Accuracy (%) | NOS |
|--------------------|--------------------|---------|-----------------------------------|--------------|-----|
| Chang et al., 2003 | 250                | Primary data (pathologically proved breast tumors) | Super Vector Machine | 85.6 | 7   |
| Polat and Gunes, 2007 | 683            | Wisconsin breast cancer dataset | Super Vector Machine | 95.89 | 7   |
| Akay, 2009         | 683                | Wisconsin breast cancer dataset | Super Vector Machine | 99.51 | 7   |
| Ayer et al., 2010  | 62,219             | Wisconsin state cancer reporting system | Artificial Neural Networks | 96.5 | 8   |
| Dramicanin et al., 2012 | 42         | Primary data (breast tissue specimens) | Super Vector Machine | 64.29 | 6   |
| Subramanian et al., 2014 | 40       | Primary data (mammographic image) | a. Super Vector Machine | a. 62.5 | 6   |
|                    |                    |         | b. Artificial Neural Networks | b. 75 |     |
|                    |                    |         | c. Decision Tree | c. 67.5 |     |
|                    |                    |         | d. Naive Bayes | d. 75 |     |
| Mert et al., 2015  | 569                | Wisconsin diagnostic breast cancer dataset | a. K-Nearest Neighbor | 93.14 | 7   |
|                    |                    |         | b. Artificial Neural Networks | b. 97.53 |     |
|                    |                    |         | c. Radial Basis Function Neural Network | c. 87.17 |     |
|                    |                    |         | d. Super Vector Machine | d. 95.25 |     |
| Milosevic et al., 2015 | 300         | The Mini Mammographic Database | a. Super Vector Machine | 83.7 | 7   |
|                    |                    |         | b. K-Nearest Neighbor | b. 54.3 |     |
|                    |                    |         | c. Naive Bayes | c. 77.3 |     |
| Sun et al., 2015   | 340                | Primary data (digital mammograms) | Super Vector Machine | 72.9 | 7   |
| Asri et al., 2016  | 699                | Wisconsin breast cancer dataset | a. Support Vector Machine | 97.13 | 8   |
|                    |                    |         | b. Decision Tree | b. 95.13 |     |
|                    |                    |         | c. Naive Bayes | c. 95.99 |     |
|                    |                    |         | d. K-Nearest Neighbors | d. 95.27 |     |
| Heidari et al., 2018 | 500           | Primary data (full-field digital mammography) | Super Vector Machine | 60.8 | 7   |

NOS, Newcastle–Ottawa Quality Assessment Scale
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The results of meta-analysis study of breast cancer risk calculation using decision tree was shown in Figure 4. Figure 4 shows there were 2 studies of breast cancer risk calculation using decision tree algorithm, the sensitivity value of the algorithm was between 0.90 and 0.92, while the specificity value was 0.79 to 0.97.

The results of meta-analysis study of breast cancer risk calculation using naive bayes algorithm was shown in Figure 5. Figure 5 shows there were 3 studies of breast cancer risk calculation using naive bayes algorithm, the sensitivity of the algorithm was between 0.76 and 0.91, while the specificity value was 0.78 to 0.99.

The results of meta-analysis study of breast cancer risk calculation using K-Nearest Neighbor was shown in Figure 6. Figure 6 shows there were 3 studies of breast cancer risk calculation using K-Nearest Neighbor algorithm, the sensitivity value of the algorithm was between 0.56 and 0.95, while the specificity value was 0.53 to 0.96.

Summary Receiver Operating Characteristic (SROC) plot was based on the results of meta-analysis study of breast cancer risk calculation using machine learning algorithms (Figure 7). Figure 7 shows there were 5 studies from 10 studies with Area Under Curve (AUC) > 90% which describes breast cancer risk calculation using super vector machine algorithm were classified into excellent category, while the other 5 studies were classified into good to fair category. One of 3 studies with AUC > 90% which describes breast cancer risk calculation using artificial neural network
algorithm was classified into excellent category, while the other 2 studies were classified into good category (0.80 to 0.90). One of 2 studies with AUC > 90% which describes breast cancer risk calculation using decision tree algorithm was classified into excellent category, while the other study was into good category (0.80 to 0.90). One of 3 studies with AUC > 90% which describes breast cancer risk calculation using naive bayes algorithm was classified into excellent category, while the other 2 studies were classified into fair category (0.70 to 0.80). There were 2 of 3 studies with AUC > 90% which describes breast cancer risk calculation using K-Nearest Neighbor algorithm that were classified into excellent category, while another study was classified into failure category (0.50 to 0.60).

Discussion

Based on an epidemiological data set, demonstrated that the super vector machine (SVM) algorithm produced the best Area Under Curve (AUC) among the four classifier algorithms i.e. artificial neural network (ANN), decision tree (DT), naive bayes (NB) and K-Nearest Neighbor (KNN) in meta-analysis results. In the SVM there were 5 studies from 10 studies with AUC > 90% which describes breast cancer risk calculation using super vector machine algorithm were classified into excellent category.

The accuracy of the SVM for classifying malignancies was 85.6% (214 of 250); the sensitivity, 95.45% (105 of 110); the specificity, 77.86% (109 of 140); the positive predictive value, 77.21% (105 of 136); and the negative predictive value, 95.61% (109 of 114) (Chang et al., 2003). The highest classification accuracy (99.51%) was obtained by the SVM model, and this is very promising compared to the previously reported results (Akay, 2009).

To analyze medical data, various data mining and machine learning methods were available. An important challenge in data mining and machine learning areas was done to build accurate and computationally efficient classifiers for Medical applications. Based on the use four main algorithms: SVM, NB, k-NN and C4.5 on the Wisconsin Breast Cancer (original) datasets to compared efficiency and effectiveness of those algorithms in terms of accuracy, precision, sensitivity and specificity to find the best accuracy classification. SVM reached with accuracy of 97.13% and outperformed the others, therefore, all other algorithms. In conclusion, SVM had proven its efficiency in Breast Cancer prediction and diagnosis and achieved the best performance in terms of precision and low error rate (Asri et al., 2016). SVM algorithm can predict breast cancer risk and has a better accuracy value than other algorithms (Polat and Gunes, 2006; Akay, 2009; Heidari et al., 2017).

Classification algorithms for pattern recognition and discrimination problems are usually regarded as ‘black-boxes.’ Therefore, the consideration of all possible risk factors and transfer functions in an algorithm is a difficult and tremendously timeconsuming process. Optimization of all of the possible approaches would take more than several months, even with high performance personal computers. However, after the final training of an algorithm with the optimal selection of risk factor combinations, the assessment of an individual woman would take under several seconds. For further enhancement of the classifier performance, ensemble methods using SVM, ANN, DT, NB, KNN and other classification algorithms could be employed. The main idea of the ensemble method is that the performance of combining the classifiers is superior to that of each individual classifier in a certain discrimination problem (Subramanian et al., 2014; Mert et al., 2015; Milosevic et al., 2015).

There is no doubt that evaluation of data taken from patients and decisions of experts are the most important factors influencing the prediction of breast cancer risk. However, different machine learning techniques can also help the early detection of breast cancer. They help reduce the possible errors that can be done because of fatigued or inexperienced experts and provide medical data to be examined in shorter time and in more detail. The most common tumor in the female population is breast cancer. This disease could have different impacts on any patient. Many breast cancer patients were multifactorial. If the risk factors could be detected in early stage so it could produce a better treatment of the breast cancer (Stojadinovic et al., 2010; Cvetkovic, 2017; Eltemam et al., 2017; Nindrea et al., 2018).

As a systematic review, this meta-analysis should be carefully interpreted because of some limitations. First, the number of dataset in two studies is relatively small (Dramicanin et al., 2012; Subramanian et al., 2014) which can reduce the statistical power. Second, several studies only used one machine learning algorithm without known comparison between other machine learning algorithm.

The expected benefits of the present method are only simple interviews or direct inputs of questionnaire
regarding a subject’s status are required to perform a discrimination of breast cancer risk. However, regular mammography inspections are required for the detection of a newly developed cancer. The proposed methodology does not determine the onset of breast cancer, which can be performed through mammographic diagnosis. However, it can encourage potential breast-cancer-prone women to go the hospital for diagnostic tests. Therefore, the early diagnosis of breast cancer will be more effective, and the mortality rate of breast cancer will decrease. Additionally, if the present method is designed in the form of a web-based or smartphone application, women who want to know their own risk of breast cancer will be able to access this information easily in daily life.
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