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Abstract

Predicting accurate future trajectories of multiple agents is essential for autonomous systems but is challenging due to the complex interaction between agents and the uncertainty in each agent’s future behavior. Forecasting multi-agent trajectories requires modeling two key dimensions: (1) \textit{time dimension}, where we model the influence of past agent states over future states; (2) \textit{social dimension}, where we model how the state of each agent affects others. Most prior methods model these two dimensions separately, e.g., first using a temporal model to summarize features over time for each agent independently and then modeling the interaction of the summarized features with a social model. This approach is suboptimal since independent feature encoding over either the time or social dimension can result in a loss of information. Instead, we prefer a method that allows an agent’s state at one time to \textit{directly} affect another agent’s state at a future time. To this end, we propose a new Transformer, termed AgentFormer, that simultaneously models the time and social dimensions. The model leverages a sequence representation of multi-agent trajectories by flattening trajectory features across time and agents. Since standard attention operations disregard the agent identity of each element in the sequence, AgentFormer uses a novel agent-aware attention mechanism that preserves agent identities by attending to elements of the same agent differently than elements of other agents. Based on AgentFormer, we propose a stochastic multi-agent trajectory prediction model that can attend to features of any agent at any previous timestep when inferring an agent’s future position. The latent intent of all agents is also jointly modeled, allowing the stochasticity in one agent’s behavior to affect other agents. Extensive experiments show that our method substantially improves the state of the art on well-established pedestrian and autonomous driving datasets.

1. Introduction

The safe planning of autonomous systems such as self-driving vehicles requires forecasting accurate future trajectories of surrounding agents (e.g., pedestrians, vehicles). However, multi-agent trajectory forecasting is challenging since the social interaction between agents, \textit{i.e.}, behavioral influence of an agent on others, is a complex process. The problem is further complicated by the uncertainty of each agent’s future behavior, \textit{i.e.}, each agent has its latent intent unobserved by the system (\textit{e.g.}, turning left or right) that governs its future trajectory and in turn affects other agents. Therefore, a good multi-agent trajectory forecasting method should effectively model (1) the complex social interaction between agents and (2) the latent intent of each agent’s future behavior and its social influence on other agents.

Multi-agent social interaction modeling involves two key dimensions as illustrated in Fig. 1 (Top): (1) \textit{time dimension}, where we model how past agent states (positions and velocities) influence future agent states; (2) \textit{social dimension}, where we model how each agent’s state affects the
state of other agents. Most prior multi-agent trajectory forecasting methods model these two dimensions separately (see Fig. 1 (Middle)). Approaches like [25, 1, 15] first use temporal models (e.g., LSTMs [17] or Transformers [47]) to summarize trajectory features over time for each agent independently and then input the summarized temporal features to social models (e.g., graph neural networks [23]) to capture social interaction between agents. Alternatively, methods like [45, 18] first use social models to produce social features for each agent at each independent timestep and then apply temporal models over the social features. In this work, we argue that modeling the time and social dimensions separately can be suboptimal since the independent feature encoding over either the time or social dimension is not informed by features across the other dimension, and the encoded features may not contain the necessary information for modeling the other dimension.

To tackle this problem, we propose a new Transformer model, termed AgentFormer, that simultaneously learns representations from both the time and social dimensions. AgentFormer allows an agent’s state at one time to affect another agent’s state at a future time directly instead of through intermediate features encoded over one dimension. As Transformers require sequences as input, we leverage a sequence representation of multi-agent trajectories by flattening trajectory features across time and agents (see Fig. 1 (Bottom)). However, directly applying standard Transformers to these multi-agent sequences will result in a loss of time and agent information since standard attention operations discard the timestep and agent identity associated with each element in the sequence. We solve the loss of time information using a time encoder that appends a timestamp feature to each element. However, the loss of agent identity is a more complicated problem: unlike time, there is no innate ordering between agents, and assigning an agent index-based encoding will break the required permutation invariance of agents and create artificial dependencies on agent indices in the model. Instead, we propose a novel agent-aware attention mechanism to preserve agent information. Specifically, agent-aware attention generates two sets of keys and queries via different linear transformations; one set of keys and queries is used to compute inter-agent attention (agent to agent) while the other set is designated for intra-agent attention (agent to itself). This design allows agent-aware attention to attend to elements of the same agent differently than elements of other agents, thus keeping the notion of agent identity. Agent-aware attention can be implemented efficiently via masked operations. Furthermore, AgentFormer can also encode rule-based connectivity between agents (e.g., based on distance) by masking out the attention weights between unconnected agents.

Based on AgentFormer, which allows us to model social interaction effectively, we propose a multi-agent trajectory prediction framework that also models the social influence of each agent’s future trajectory on other agents. The probabilistic formulation of the model follows the conditional variational autoencoder (CVAE [21]) where we model the generative future trajectory distribution conditioned on context (e.g., past trajectories, semantic maps). We introduce a latent code for each agent to represent its latent intent. To model the social influence of each agent’s future behavior (governed by latent intent) on other agents, the latent codes of all agents are jointly inferred from the future trajectories of all agents during training, and they are also jointly used by a trajectory decoder to output socially-aware multi-agent future trajectories. Thanks to AgentFormer, the trajectory decoder can attend to features of any agent at any previous timestep when inferring an agent’s future position. To improve the diversity of sampled trajectories and avoid similar samples caused by random sampling, we further adopt a multi-agent trajectory sampler that can generate diverse and plausible multi-agent trajectories by mapping context to various configurations of all agents’ latent codes.

We evaluate our method on well-established pedestrian datasets, ETH [38] and UCY [28], and an autonomous driving dataset, nuScenes [3]. On ETH/UCY and nuScenes, we outperform state-of-the-art multi-agent prediction methods with substantial performance improvement. We further conduct extensive ablation studies to show the superiority of AgentFormer over various combinations of social and temporal models. We also demonstrate the efficacy of agent-aware attention against agent encoding.

To summarize, the main contributions of this paper are: (1) We propose a new Transformer that simultaneously models the time and social dimensions of multi-agent trajectories with a sequence representation. (2) We propose a novel agent-aware attention mechanism that preserves the agent identity of each element in the multi-agent trajectory sequence. (3) We present a multi-agent forecasting framework that models the latent intent of all agents jointly to produce socially-plausible future trajectories. (4) Our approach substantially improves the state of the art on well-established pedestrian and autonomous driving datasets.

2. Related Work

**Sequence Modeling.** Sequences are an important representation of data such as video, audio, price, etc. Historically, RNNs (e.g., LSTMs [17], GRUs [7]) have achieved remarkable success in sequence modeling, with applications to speech recognition [52, 35], image captioning [53], machine translation [32], human pose estimation [56, 24], etc. In particular, RNNs have been the preferred temporal models for trajectory and motion forecasting. Many RNN-based methods model the trajectory pattern of pedestrians to predict their 2D future locations [1, 19, 61]. Prior work has also used RNNs to model the temporal dynamics of 3D human
pose \cite{11, 58, 60}. With the invention of Transformers and positional encoding \cite{47}, many works start to adopt Transformers for sequence modeling due to their strong ability to capture long-range dependencies. Transformers have first dominated the natural language processing (NLP) domain across various tasks \cite{9, 26, 54}. Beyond NLP, numerous visual Transformers have been proposed to tackle vision tasks, such as image classification \cite{10}, object detection \cite{4}, and instance segmentation \cite{50}. Recently, Transformers have also been used for trajectory forecasting. Transformer-TF \cite{12} applies the standard Transformer to predict the future trajectories of each agent independently. STAR \cite{55} uses separate temporal and spatial Transformers to forecast multi-agent trajectories. Interaction Transformer \cite{30} combines RNNs and Transformers for multi-agent trajectory modeling. Different from prior work, Our AgentFormer leverages a sequence representation of multi-agent trajectories and a novel agent-aware attention mechanism to preserve time and agent information in the sequence.

**Trajectory Prediction.** Early work on trajectory prediction adopts a deterministic approach using models such as social forces \cite{16}, Gaussian process (GP) \cite{49}, and RNNs \cite{1, 36, 48}. A thorough review of these deterministic methods is provided in \cite{43}. As the future trajectory of an agent is uncertain and often multi-modal, recent trajectory prediction methods start to model the trajectory distribution with deep generative models \cite{21, 13, 40} such as conditional variational autoencoders (CVAEs) \cite{27, 57, 19, 46, 51, 45}, generative adversarial networks (GANs) \cite{15, 44, 25, 62}, and normalizing flows (NFs) \cite{41, 42, 14}. Most of these methods follow a seq2seq structure \cite{2, 6} and predict future trajectories using intermediate features of past trajectories. In contrast, our AgentFormer-based trajectory prediction framework can directly attend to features of any agent at any previous timestep when inferring an agent’s future position. Moreover, our approach models the future trajectories of all agents jointly to predict socially-aware trajectories.

**Social Interaction Modeling.** Methods for social interaction modeling can be categorized based on how they model the time and social dimensions. While RNNs \cite{17, 7} and Transformers \cite{47} are the preferred temporal models \cite{18, 1, 55}, graph neural networks (GNNs) \cite{23, 31} are often employed as the social models for interaction modeling \cite{22, 29, 25}. One popular type of methods \cite{25, 1, 15} first uses temporal models to summarize trajectory features over time for each agent independently and then feeds the temporal features to social models to obtain socially-aware agent features. Alternatively, approaches like \cite{45, 18} first use social models to produce social features of each agent at each independent timestep and then apply temporal models to summarize the social features over time for each agent. One common characteristic of these prior works is that they model the time and social dimensions on separate levels. This can be suboptimal since it prevents an agent’s feature at one time from directly interacting with another agent’s feature at a different time, thus limiting the model’s ability to capture long-range dependencies. Instead, our method models both the time and social dimensions simultaneously, allowing direct feature interaction across time and agents.

### 3. Approach

We formulate multi-agent trajectory prediction as modeling the generative future trajectory distribution of \(N\) (variable) agents conditioned on their past trajectories. For observed timesteps \(t \leq 0\), we represent the joint state of all \(N\) agents at time \(t\) as \(X^t = (x_1^t, x_2^t, \ldots, x_N^t)\), where \(x_n^t \in \mathbb{R}^d\) is the state of agent \(n\) at time \(t\), which includes the position, velocity and (optional) heading angle of the agent. We denote the history of all agents as \(X = (X^{-H}, X^{-H+1}, \ldots, X^0)\) which includes the joint state at all \(H + 1\) observed timesteps. Similarly, the joint state of all \(N\) agents at future time \(t (t > 0)\) is denoted as \(Y^t = (y_1^t, y_2^t, \ldots, y_N^t)\), where \(y_n^t \in \mathbb{R}^d\) is the future position of agent \(n\) at time \(t\). We denote the future trajectories of all \(N\) agents over \(T\) future timesteps as \(Y = (Y^1, Y^2, \ldots, Y^T)\). Depending on the data, optional contextual information \(I\) may also be given, such as a semantic map around the agents (annotations of sidewalks, road boundaries, etc.). Our goal is to learn a generative model \(p_Y(Y|X, I)\) where \(\theta\) are the model parameters.

In the following, we first introduce the proposed agent-aware Transformer, AgentFormer, for joint modeling of socio-temporal relations. We then present a stochastic multi-agent trajectory prediction framework that jointly models the latent intent of all agents.

#### 3.1. AgentFormer: Agent-Aware Transformers

Our agent-aware Transformer, AgentFormer, is a model that learns representations from multi-agent trajectories over both time and social dimensions simultaneously, in contrast to standard approaches that model the two dimensions in separate stages. AgentFormer has two types of modules — encoders and decoders, which follow the encoder and decoder design of the original Transformer \cite{47} but with two major differences: (1) it replaces positional encoding with a time encoder; (2) it uses a novel agent-aware attention mechanism instead of the scaled dot-product attention. As we will discuss below, these two modifications are motivated by a sequence representation of multi-agent trajectories that is suitable for Transformers.

**Multi-Agent Trajectories as a Sequence.** The past multi-agent trajectories \(X\) can be denoted as a sequence \(X = (x_1^{-H}, x_2^{-H}, x_3^{-H+1}, \ldots, x_N^{-H+1}, x_1^0, x_2^0, \ldots, x_N^0)\) of length \(L_p = N \times (H + 1)\). Similarly, the future multi-agent trajectories can also be represented as a sequence
\[ Y = (y_1^1, \ldots, y_N^1, y_2^1, \ldots, y_N^2, \ldots, y_1^T, \ldots, y_N^T) \] of length \( L_f = N \times T \). We adopt this sequence representation to be compatible with Transformers. At first glance, it may seem that we can directly apply standard Transformers to these sequences to model temporal and social relations. However, there are two problems with this approach: (1) loss of time information, as Transformers have no notion of time when computing attention for each element (e.g., \( x_n^t \)) w.r.t. other elements in the sequence; for instance, \( x_n^t \) does not know \( x_n^{t+1} \) is a feature of the same timestep while \( x_n^{t+1} \) is a feature of the next timestep; (2) loss of agent information, since Transformers do not consider agent identities and no innate ordering between agents, and assigning encodings that we can directly apply standard Transformers to these agents; for example, when computing attention for \( x_n^t \), the keys \( K \) and values \( V \) are the past trajectory sequence \( X \in \mathbb{R}^{L_p \times d_k} \), and let the queries \( Q \) be the future trajectory sequence \( Y \in \mathbb{R}^{L_f \times d_k} \). Recall that \( X \) is of length \( L_p = N \times (H + 1) \) as \( X \) contains the trajectory features of \( N \) agents of \( H + 1 \) past timesteps; \( Y \) is of length \( L_f = N \times T \) containing trajectory features of \( T \) future timesteps. The output of agent-aware attention is computed as

\[
\text{AgentAwareAttention}(Q, K, V) = \text{softmax} \left( \frac{A}{\sqrt{d_k}} \right) V
\]

where \( \odot \) denotes element-wise product and we use two sets of projections \( \{W_Q^{self}, W^K_{self}\} \) and \( \{W_Q^{other}, W^K_{other}\} \) to generate projected keys \( K^{self}_{self}, K^{other}_{other} \in \mathbb{R}^{L_p \times d_k} \) and queries \( Q^{self}, Q^{other} \in \mathbb{R}^{L_f \times d_k} \) with key (query) dimension \( d_k \). Each element \( A_{ij} \) in the attention weight matrix \( A \) represents the attention weight between the \( i \)-th query \( q_i \) and \( j \)-th key \( k_j \). As illustrated in Fig. 2, when computing the attention weight matrix \( A \in \mathbb{R}^{L_f \times L_f} \), we also use a mask \( M \in \mathbb{R}^{L_f \times L_f} \) which is defined as

\[
M_{ij} = \mathbb{1}(i \mod N = j \mod N)
\]

where \( M_{ij} \) denotes each element inside the mask \( M \) and \( \mathbb{1}(\cdot) \) denotes the indicator function. As \( \mod N \) computes the agent index of a query/key, \( M_{ij} \) equals to one if the \( i \)-th query \( q_i \) and \( j \)-th key \( k_j \) belongs to the same agent, and \( M_{ij} \) equals to zero otherwise, as shown in Fig. 2. Using the mask \( M \), Eq. (2) computes each element \( A_{ij} \) of the attention weight matrix \( A \) differently based on the agreement of agent identity: If \( q_i \) and \( k_j \) have the same agent identity, \( A_{ij} \) is computed using the projected queries \( Q^{self} \) and keys \( K^{self} \) designated for intra-agent attention (agent to itself); If \( q_i \) and \( k_j \) have different agent identities, \( A_{ij} \) is computed using the projected queries \( Q^{other} \) and keys \( K^{other} \) designated for inter-agent attention (agent to other agents). In this

**Time Encoder.** To inform AgentFormer about the timestep associated with each element in the trajectory sequence, we employ a time encoder similar to the positional encoding in the original Transformer. Instead of encoding the position of each element based on its index in the sequence, we compute a timestamp feature based on the timestep \( t \) of the element. The timestamp uses the same sinusoidal design as the positional encoding. Let us take the past trajectory sequence \( X \) as an example. For each element \( x_n^t \), the timestamp feature \( \tau_n^t \in \mathbb{R}^{d_r} \) is defined as

\[
\tau_n^t(k) = \begin{cases} 
\sin((t + H)/10000k/d_r), & k \text{ is even} \\
\cos((t + H)/10000(k-1)/d_r), & k \text{ is odd} 
\end{cases}
\]

where \( \tau_n^t(k) \) denotes the \( k \)-th feature of \( \tau_n^t \) and \( d_r \) is the feature dimension of the timestamp. The time encoder outputs a timestamped sequence \( X \) and each element \( x_n^t \in \mathbb{R}^{d_r} \) in \( X \) is computed as \( x_n^t = W_2(W_1x_n^t \oplus \tau_n^t) \) where \( W_1 \in \mathbb{R}^{d_r \times d_r} \) and \( W_2 \in \mathbb{R}^{d_r \times 2d_r} \) are weight matrices and \( \oplus \) denotes concatenation.

**Agent-Aware Attention.** To preserve agent information in the trajectory sequence, it may be tempting to employ a similar strategy to the time encoder, such as an agent encoder that assigns an agent index-based encoding to each element in the sequence. However, using such agent encoding is not effective as we will show in the experiments. The reason is that, different from time which is naturally ordered, there is no innate ordering between agents, and assigning encodings based on agent indices will break the required permutation invariance of agents and create artificial dependencies on agent indices in the model.

We tackle the loss of agent information from a different angle by proposing a novel agent-aware attention mechanism. The agent-aware attention takes as input keys \( K \), queries \( Q \) and values \( V \), each of which uses the sequence representation of multi-agent trajectories. As an example, let the keys \( K \) and values \( V \) be the past trajectory sequence \( X \in \mathbb{R}^{L_p \times d_k} \), and let the queries \( Q \) be the future trajectory sequence \( Y \in \mathbb{R}^{L_f \times d_k} \). The time encoder out-

![Illustration of agent-aware attention](image-url)
Figure 3. Overview of our AgentFormer-based multi-agent trajectory prediction framework.

way, the agent-aware attention learns to attend to elements of the same agent in the sequence differently than elements of other agents, thus preserving the notion of agent identity. Note that AgentFormer only uses agent-aware attention to replace the scaled dot-product attention in the original Transformer and still allows multi-head attention to learn distributed representations.

**Encoding Agent Connectivity.** AgentFormer can also encode rule-based agent connectivity information by masking out the attention weights between unconnected agents. Specifically, we define that two agents $n$ and $m$ are connected if their distance $D_{nm}$ at the current time ($t = 0$) is smaller than a threshold $η$. If agents $n$ and $m$ are not connected, we set the attention weight $A_{ij} = -∞$ between any query $q_i$ of agent $n$ and any key $k_j$ of agent $m$.

### 3.2. Multi-Agent Prediction with AgentFormer

Having introduced AgentFormer for modeling temporal and social relations, we are now ready to apply it in our multi-agent trajectory prediction framework based on CVAEs. As discussed at the start of Sec. 3, the goal of multi-agent trajectory prediction is to model the future trajectory distribution $p_θ(Y | X, I)$ conditioned on past trajectories $X$ and contextual information $I$. To account for stochasticity and multi-modality in each agent’s future behavior, we introduce latent variables $Z = \{z_1, \ldots, z_N\}$ where $z_n \in \mathbb{R}^{d_z}$ represents the latent intent of agent $n$. We can then rewrite the future trajectory distribution as

$$p_θ(Y | X, I) = \int p_θ(Y | Z, X, I)p_θ(Z | X, I)dZ,$$  

(6)

where $p_θ(Z | X, I) = \prod_{n=1}^{N} p_θ(z_n | X, I)$ is a conditional Gaussian prior factorized over agents and $p_θ(Y | Z, X, I)$ is a conditional likelihood model. To tackle the intractable integral in Eq. (6), we use the negative evidence lower bound (ELBO) $L_{elbo}$ in the CVAE as our loss function:

$$L_{elbo} = -\mathbb{E}_{q_φ(Z|Y, X, I)}[\log p_θ(Y | Z, X, I)] + KL(q_φ(Z|Y, X, I) || p_θ(Z | X, I)),$$  

(7)

where $q_φ(Z|Y, X, I) = \prod_{n=1}^{N} q_φ(z_n | Y, X, I)$ is an approximate posterior distribution factorized over agents and parameterized by $φ$. In our probabilistic formulation, the latent codes $Z$ of all agents in the posterior $q_φ(Z|Y, X, I)$ are jointly inferred from the future trajectories $Y$ of all agents; similarly, the future trajectories $Y$ in the conditional likelihood $p_θ(Y | Z, X, I)$ are modeled using the latent codes $Z$ of all agents. This design allows each agent’s latent intent represented by $z_n$ to affect not just its own future trajectory but also the future trajectories of other agents, which enables us to generate socially-aware multi-agent trajectories. Having described the probabilistic formulation, we now introduce the detailed model architecture as outlined in Fig. 3.

**Encoding Context (Semantic Map).** As aforementioned, our model can optionally take as input contextual information $I$ if provided by the data. Here, we assume $I \in \mathbb{R}^{H_0 \times W_0 \times C}$ is a semantic map around the agents at the current timestep ($t = 0$) with annotated semantic information (e.g., sidewalks, crosswalks, and road boundaries). For each agent $n$, we rotate $I$ to align with the agent’s heading angle and crop an image patch $I_n \in \mathbb{R}^{H \times W \times C}$ around the agent. We use a hand-designed convolutional neural network (CNN) to extract visual features $v_n$ from $I_n$, which will later be used by other modules in the model.

**CVAE Past Encoder.** The past encoder starts with the multi-agent past trajectory sequence $X$. If the semantic map $I$ is provided, the past encoder concatenates each element $x_n^t \in X$ with the corresponding visual feature $v_n$. 

**CVAE Future Encoder.** The future encoder starts with the multi-agent future trajectory sequence $Y$. The encoder consists of encoder $CVAE$ and decoder $AgentFormer$. The encoder $CVAE$ encodes the past trajectory sequence into a latent code $Z$ and the decoder $AgentFormer$ generates the future trajectory sequence based on the latent code $Z$.
of agent \( n \). The new sequence is then fed into the time encoder to obtain a timestamped sequence, which is then input to the AgentFormer encoder as keys, queries, and values. The output of the encoder is a past feature sequence \( \mathbf{C} = (\mathbf{c}_1^{-H}, \ldots, \mathbf{c}_N^{-H}, \mathbf{c}_1^{-H+1}, \ldots, \mathbf{c}_N^{-H+1}, \ldots, \mathbf{c}_1^0, \ldots, \mathbf{c}_N^0) \) that summarizes the past agent trajectories \( \mathbf{X} \) and context \( \mathbf{I} \).

**CVAE Prior.** The prior module first performs an agent-wise pooling that computes a mean agent feature \( \mathbf{C}_n \) from the past features across timesteps: \( \mathbf{C}_n = \text{mean}(\mathbf{c}_1^{-H}, \ldots, \mathbf{c}_N^{-H}) \). We then use a multilayer perceptron (MLP) to map \( \mathbf{C}_n \) to the Gaussian parameters \((\mu_n^p, \sigma_n^p)\) of the prior distribution \( p_0(\mathbf{z}_n|\mathbf{X}, \mathbf{I}) = \mathcal{N}(\mu_n^p, \text{Diag}(\sigma_n^p)^2) \).

**CVAE Future Encoder.** Given the multi-agent future trajectory sequence \( \mathbf{Y} \), similar to the past encoder, the future encoder appends visual features from the semantic map \( \mathbf{I} \) to \( \mathbf{Y} \) and feeds the resulting sequence to the time encoder to produce a timestamped sequence. The timestamped sequence is then input as queries to the AgentFormer decoder to produce a timestamped sequence. The timestamped sequence \( \mathbf{Y} \) is then passed through a future trajectory decoder \( \hat{\mathbf{Y}} \) to regressesively apply the decoder output sequence.

**CVAE Future Decoder.** Unlike the original Transformer decoder, our future trajectory decoder is autoregressive, which means it outputs trajectories one step at a time and feeds the currently generated trajectories back into the model to produce the trajectories of the next timestep. This design mitigates compounding errors during test time at the expense of training speed. Starting from an initial sequence \((\hat{y}_1^0, \ldots, \hat{y}_N^0)\) where \( \hat{y}_n^0 = x_1^0(\mathbf{x}_n^0) \) is the position feature inside \( \mathbf{x}_n^0 \), the future decoder module maps an input sequence \((\hat{y}_1^0, \ldots, \hat{y}_N^0, \ldots, \hat{y}_1^{t'}, \ldots, \hat{y}_N^{t'})\) to an output sequence \((\hat{y}_1^1, \ldots, \hat{y}_N^1, \ldots, \hat{y}_1^{t'+1}, \ldots, \hat{y}_N^{t'+1})\) and grows the input sequence into \((\hat{y}_1^1, \ldots, \hat{y}_N^1, \ldots, \hat{y}_1^{t'+1}, \ldots, \hat{y}_N^{t'+1})\). By autoregressively applying the decoder \( T \) times, we obtain the output sequence \( \hat{\mathbf{Y}} = (\hat{y}_1^1, \ldots, \hat{y}_N^1, \ldots, \hat{y}_1^T, \ldots, \hat{y}_N^T) \). Inside the future decoder module (Fig. 3 (Right)), we first form a feature sequence \( \mathbf{F} = (\mathbf{f}_1^1, \ldots, \mathbf{f}_N^1, \ldots, \mathbf{f}_1^T, \ldots, \mathbf{f}_N^T) \) where \( \mathbf{f}_n^t = \mathbf{y}_n^t \oplus \mathbf{z}_n \), thus concatenating the currently generated trajectories with the corresponding latent codes. The latent codes are sampled from the approximate posterior during training but from the trajectory sampler (as discussed below) at test time. The feature sequence \( \mathbf{F} \) is then concatenated with the semantic map features and timestamped before being input as queries to the AgentFormer decoder alongside the past feature sequence \( \mathbf{C} \) which serves as keys and values. The AgentFormer decoder enables the future trajectories to directly attend to features of any agent at any previous timestep (e.g., \( \mathbf{c}_3^{-H} \) or \( \mathbf{y}_3^t \)), allowing the model to effectively infer future trajectories based on the whole agent history. We use proper masking inside the AgentFormer decoder to enforce causality of the decoder output sequence. Each element of the output sequence is then passed through an MLP to generate the decoded future agent position \( \hat{\mathbf{y}}_n^t \). As we use a Gaussian to model the conditional likelihood \( p_0(\mathbf{Y}|\mathbf{Z}, \mathbf{X}, \mathbf{I}) = \mathcal{N}(\mathbf{Y}, \mathbf{I}/\beta) \), where \( \mathbf{I} \) is the identity matrix and \( \beta \) is a weighting factor, the first term in Eq. (7) equals the mean squared error (MSE): \( \mathcal{L}_{\text{mse}} = \frac{1}{2\beta} || \mathbf{Y} - \hat{\mathbf{Y}} ||^2 \).

**Trajectory Sampler.** We adopt a diversity sampling technique, DLow [59], to our multi-agent trajectory prediction setting and employ a trajectory sampler to produce diverse and plausible trajectories once our CVAE model is trained. The trajectory sampler generates \( K \) sets of latent codes \( \{\mathbf{Z}^{(1)}, \ldots, \mathbf{Z}^{(K)}\} \) where each set \( \mathbf{Z}^{(k)} = \{\mathbf{z}_1^{(k)}, \ldots, \mathbf{z}_N^{(k)}\} \) contains the latent codes of all agents and can be decoded by the CVAE decoder into a multi-agent future trajectory sample \( \hat{\mathbf{Y}}^{(k)} \). Each latent code \( \mathbf{z}_n^{(k)} \in \mathbf{Z}^{(k)} \) is generated by a linear transformation of a Gaussian noise \( \epsilon_n \in \mathbb{R}^{d_z} \):

\[
\mathbf{z}_n^{(k)} = \mathbf{A}_n^{(k)} \epsilon_n + \mathbf{b}_n^{(k)}, \quad \epsilon_n \sim \mathcal{N}(0, \mathbf{I}),
\]

where \( \mathbf{A}_n^{(k)} \in \mathbb{R}^{d_z \times d_z} \) is a non-singular matrix and \( \mathbf{b}_n^{(k)} \in \mathbb{R}^{d_z} \) is a vector. Eq. (8) induces a Gaussian sampling distribution \( p_\theta(\mathbf{z}_n^{(k)}|\mathbf{X}, \mathbf{I}) \) over \( \mathbf{z}_n^{(k)} \). The distribution is conditioned on \( \mathbf{X} \) and \( \mathbf{I} \) because its inner parameters \( \{\mathbf{A}_n^{(k)}, \mathbf{b}_n^{(k)}\} \) are generated by the trajectory sampler module (Fig. 3) through agent-wise pooling of the past feature sequence \( \mathbf{C} \) and an MLP. The trajectory sampler loss is defined as

\[
\mathcal{L}_{\text{asmp}} = \min_k \| \hat{\mathbf{Y}}^{(k)} - \mathbf{Y} \|^2 + \sum_{n=1}^{N} \| \text{KL}(r_\theta(\mathbf{z}_n^{(k)}|\mathbf{X}, \mathbf{I})||p_0(\mathbf{z}_n|\mathbf{X}, \mathbf{I})) \|
\]

\[
+ \frac{1}{K(K-1)} \sum_{k_1=1}^{K} \sum_{k_2=1, k_2 \neq k_1}^{K} \exp\left(-\frac{\| \hat{\mathbf{Y}}^{(k_1)} - \hat{\mathbf{Y}}^{(k_2)} \|^2}{\sigma_d} \right),
\]

where \( \sigma_d \) is a scaling factor. The first term encourages the future trajectory samples \( \hat{\mathbf{Y}}^{(k)} \) to cover the ground truth \( \mathbf{Y} \). The second KL term encourages each latent code \( \mathbf{z}_n^{(k)} \) to follow the prior and be plausible; the KL can be computed analytically as both distributions inside are Gaussians. The third term encourages diversity among the future trajectory samples \( \hat{\mathbf{Y}}^{(k)} \) by penalizing small pairwise distance. When training the trajectory sampler with Eq. (9), we freeze the weights of the CVAE modules. At test time, we sample latent codes \( \{\mathbf{Z}^{(1)}, \ldots, \mathbf{Z}^{(K)}\} \) using the trajectory sampler instead of sampling from the CVAE prior and decode the latent codes into trajectory samples \( \{\hat{\mathbf{Y}}^{(1)}, \ldots, \hat{\mathbf{Y}}^{(K)}\} \).
4. Experiments

Datasets. We evaluate our method on well-established public datasets: the ETH [38], UCY [28], and nuScenes [3] datasets. The ETH/UCY datasets are the major benchmark for pedestrian trajectory prediction. There are five datasets in ETH/UCY, each of which contains pedestrian trajectories captured at 2.5Hz in multi-agent social scenarios with rich interaction. nuScenes is a recent large-scale autonomous driving dataset, which consists of 1000 driving scenes with each scene annotated at 2Hz. nuScenes also provides HD semantic maps with 11 semantic classes.

Metrics. We report the minimum average displacement error $\text{ADE}_K$ and final displacement error $\text{FDE}_K$ of $K$ trajectory samples of each agent compared to the ground truth:

$$\text{ADE}_K = \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} \| \hat{y}_{n,t}^{(k)} - y_{n,t} \|^2,$$

$$\text{FDE}_K = \min_{k=1}^{K} \sum_{t=T}^{T+K-1} \| \hat{y}_{n,t}^{(k)} - y_{n,t} \|^2,$$

where $\hat{y}_{n,t}^{(k)}$ denotes the future position of agent $n$ at time $t$ in the $k$-th sample and $y_{n,t}$ is the corresponding ground truth. $\text{ADE}_K$ and $\text{FDE}_K$ are the standard metrics for trajectory prediction [15, 44, 45, 39, 5].

Evaluation Protocol. For the ETH/UCY datasets, we adopt a leave-one-out strategy for evaluation, following prior work [15, 44, 45, 34, 55]. We forecast 2D future trajectories of 12 timesteps (4.8s) based on observed trajectories of 8 timesteps (3.2s). Similar to most prior works, we do not use any semantic/visual information for ETH/UCY for fair comparisons. All metrics are computed with $K = 20$ samples. For the nuScenes dataset, following prior work [39, 5, 33], we use the vehicle-only train-val-test split provided by the nuScenes prediction challenge and predict 2D future trajectories of 12 timesteps (6s) based on observed trajectories of 4 timesteps (2s). We report results with metrics computed using $K = 1, 5$ and 10 samples.

Implementation Details. For all datasets, we represent trajectories in a scene-centered coordinate where the origin is the mean position of all agents at $t = 0$. The future decoder in Fig. 3 outputs the offset to the agent’s current position $\hat{x}_{n,0}$, so $\hat{x}_{n}^0$ is added to obtain $\hat{y}_{n,t}$ for each element in the output sequence. Following prior work [45, 55], random rotation of the scene is adopted for data augment. Our multi-agent prediction model (Fig. 3) uses two stacks (defined in [47]) of identical layers in each AgentFormer encoder/decoder with 0.1 dropout rate. The dimensions $d_k, d_v, d_r$ of keys, queries, and timestamps in AgentFormer are all set to 256, and the hidden dimension of feedforward layers is 512. The number of heads for multi-head agent-aware attention is 8. All MLPs in the model have hidden dimensions (512, 256). For the CVAE, the latent code dimension $d_z$ is 32, the coefficient $\beta$ of the MSE loss equals 1, and we clip the maximum value of the KL term in $L_{elbo}$ (Eq. (7)) down to 2. We also use the variety loss in SGAN [15] in addition to $L_{elbo}$. The agent connectivity threshold $\eta$ is set to 100. We train the CVAE model using the Adam optimizer [20] for 100 epochs on ETH/UCY and nuScenes. 

Implementation Details.

Evaluation Protocol.

Implementation Details.
In this paper, we proposed a new Transformer, AgentFormer, that can simultaneously model the time and social dimensions of multi-agent trajectories using a sequence representation. To preserve agent identities in the sequence, we proposed a novel agent-aware attention mechanism that can attend to features of the same agent differently than features of other agents. Based on AgentFormer, we presented a stochastic multi-agent trajectory prediction framework that jointly models the latent intent of all agents to produce diverse and socially-aware multi-agent future trajectories. Experiments demonstrated that our method substan-
tially improved state-of-the-art performance on challenging pedestrian and autonomous driving datasets.
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A. Handling a Time-Varying Number of Agents

For clarity and ease of exposition, we assume the number of agents remains the same across timesteps in the main paper. However, this assumption is not necessary, and our method can easily generalize to use cases where the number of agents changes over time due to agents going out of the scene or being missed by detection. We illustrate how to apply our method to such cases in Fig. 5. Owning to the flexible sequence representation we employ for multi-agent trajectories, we can simply remove the features of missing agents at each timestep from the sequence. The reason why we do not need to fill the missing features is that our method uses time encoding to preserve time information, unlike RNNs which have to use recurrence to encode timesteps and thus necessitate the features of all timesteps. As the number of agents is no longer \( N \) for all timesteps, the computation of the mask \( M \) in agent-aware attention needs to be changed accordingly:

\[
M_{ij} = \mathbb{I}(\text{Agent}(i) = \text{Agent}(j)) \tag{10}
\]

where \( \text{Agent}(\cdot) \) extracts the agent index of a query/key and \( \mathbb{I}(\cdot) \) denotes the indicator function. An example of mask \( M \) is shown in Fig. 5 (Right).

---

B. Additional Implementation Details

Encoding Semantic Maps. The semantic map \( I_n \in \mathbb{R}^{H \times W \times C} \) for each agent \( n \) has spatial dimensions \((100, 100)\) with 3 meters between adjacent pixels. It has \( C = 3 \) channels annotating drivable areas, road dividers, and lane dividers obtained using the official nuScenes software development kit. Since the semantic map is relatively easy to parse, we use a simple hand-designed CNN to extract visual features \( v_n \) from it. In particular, the CNN has four convolutional layers with channels \((32, 32, 32, 1)\), kernel size \((5, 5, 5, 3)\), and strides \((2, 2, 2, 1)\). A final linear layer is used to obtain a 32-dimensional feature.

Training Trajectory Sampler. The scaling factor \( \sigma_d \) in the trajectory sampler loss \( L_{samp} \) (Eq. (9) in the main paper) is set to 5 for ETH/UCY and 20 for nuScenes. We clip the maximum value of the KL term in \( L_{samp} \) down to 2. We train the trajectory sampler using the Adam optimizer [20] for 50 epochs on ETH/UCY and nuScenes. We use an initial learning rate of \( 10^{-4} \) and halve the learning rate every 5 epochs.

Ablation Study Details. We first provide details for the ablation study of separate social and temporal models (first group of Table 3 and 4 in the main paper). We first use a temporal model (LSTM or Transformer) to extract the temporal feature of each agent and then apply a social model (GCN [23] or Transformer) over the temporal features to obtain social features for each agent; final trajectories are decoded from the social features using either an LSTM or Transformer. For the GCN, we use two graph convolutional layers with channels \((256, 256)\) and residual connections within each layer. The hidden dimensions of the LSTMs are set to 256. The Transformers have two layers with key/query dimensions 256 and 8 heads; the feedforward layer has 512 hidden units, and the dropout ratio is 0.1. We use the positional encoding [47] for the temporal Transformer but not for the social Transformer as agents are permutation-invariant.

Next, we provide details for the ablation study of each key technical component (second group of Table 3 and 4 in the main paper). For the variant without joint latent modeling (“w/o joint latent”), we append the latent codes to the trajectory.
sequence after the AgentFormer decoder instead of before the decoder. In this way, the latent code of one agent will not affect the future trajectory of another agent. For the variant without the agent-aware attention (“w/o AA attention”), we replace our agent-aware attention with standard scaled dot-product attention used in the original transformer [47]. For the variant with agent encoding (“w/ agent encoding”), in addition to removing the agent aware attention, we also append an agent encoding to each element in the trajectory sequence. The agent encoding is computed similarly as the positional encoding [47] but uses the agent index instead of the position index. For the variant without semantic maps (“w/o semantic map”), we simply do not append any visual features extracted from the semantic maps to the trajectory sequence.

**Other Details.** Our models are implemented using PyTorch [37] and are trained with a single NVIDIA RTX 2080 Ti and standard CPUs. The training time is approximately one day for each dataset in ETH/UCY and three days for nuScenes.

**C. Additional Attention Visualization**

As discussed in the main paper, our method can attend to any agent at any previous timestep when predicting the future position of an agent. Here, we provide more visualization of the attention in Fig. 6 to understand the behavior of our model. Across all the examples, it is evident that when predicting the target future position of an agent, the model pays more attention to the agent’s own trajectories and recent timesteps, and it also attends more to nearby agents than distant agents.

**Figure 6. Attention Visualization on ETH/UCY.** We plot the attention to past (blue) and future (green) trajectory features of all agents when inferring a target position (red). Darker color means higher attention. When predicting the target future position of an agent, the model pays more attention to the agent’s own trajectories and recent timesteps, and it also attends more to nearby agents than distant agents.
D. Trajectory Sample Visualization

To demonstrate the importance of agent-aware attention, we also provide qualitative comparisons of our method against the variant without agent-aware attention (w/o AA attention) on the nuScenes dataset in Fig. 7. We can observe that the future trajectory samples produced by our method using agent-aware attention cover the ground truth (GT) future trajectories significantly better. Our method also produces much fewer implausible trajectories such as those going out of the road.

Figure 7. Trajectory Sample Visualization on nuScenes. We compare our method against the variant without agent-aware attention (w/o AA attention). The future trajectory samples produced by our method using agent-aware attention cover the ground truth (GT) future trajectories significantly better. Our method also produces much fewer implausible trajectories such as those going out of the road.