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ABSTRACT
The lack of clean speech is a practical challenge to the development of speech enhancement systems, which means that the training of neural network models must be done in an unsupervised manner, and there is an inevitable mismatch between their training criterion and evaluation metric. In response to this unfavorable situation, we propose a teacher-student training strategy that does not require any subjective/objective speech quality metrics as learning reference by improving the previously proposed noisy-target training (NyTT). Because homogeneity between in-domain noise and extraneous noise is the key to the effectiveness of NyTT, we train various student models by remixing the teacher model’s estimated speech and noise for clean-target training or raw noisy speech and the teacher model’s estimated noise for noisy-target training. We use the NyTT model as the initial teacher model. Experimental results show that our proposed method outperforms several baselines, especially with two-stage inference, where clean speech is derived successively through the bootstrap model and the final student model.

Index Terms—speech enhancement, noise remixing

1. INTRODUCTION
Speech Enhancement (SE) aims to improve audio quality by removing noise from speech signals. It has a wide-range of applications, such as the front-end of automatic speech/speaker recognition systems [1, 2], where the SE module removes noise from noisy inputs, thereby improving recognition results. The success of current SE development mainly relies on training data containing a large number of pairs of clean and noisy speech [3, 4, 5, 6, 7, 8, 9, 10, 11]. During training, noisy speech is usually synthesized by mixing clean speech and noise. However, due to the high cost of recording, it is difficult to collect clean speech and in-domain noise in real-world scenarios.

Many methods that operate in an unsupervised manner have recently been proposed to address this problem [3, 4, 5, 6, 7, 8, 9, 10, 11]. Generally, unsupervised learning in SE can be defined from a negative perspective: the use of paired/parallel noisy and clean speech during training is prohibited or infeasible [14]. Fu et al. divided this definition into three levels: 1) clean speech or in-domain noise is required; 2) noisy speech is required; and 3) no training data is required [17]. Under this definition, the noisy-target training (NyTT) method proposed by Fujimura et al. can be regarded as employing a level-1 training strategy. It trains the SE model with original noisy speech as the training target. The original noisy speech is used to mix with extraneous noise to form noisier input speech that needs to be enhanced. Despite NyTT’s competitive performance, it shares a disadvantage with SE models trained with paired clean and noisy data. That is, NyTT only performs well when the extraneous noise is close to the in-domain noise contained in the test noisy speech. If the extraneous noise is not similar to the in-domain noise, the out-of-domain (OOD) issue can easily distract the processing power of the NyTT model, because it has to deal with different noise than the noise seen in training.

To overcome the OOD problem, unsupervised algorithms have been proposed. For example, mixture invariant training (MixIT) in speech separation enables unsupervised domain adaptation and learning from large amounts of real-world data without the need for ground-truth source waveforms [18]. Although MixIT has been successfully adapted to various SE tasks, it requires access to the in-domain noise. To address this issue, Tzinis et al. proposed RemixIT [19], which adopts a teacher-student training framework to achieve state-of-the-art (SoTA) performance on various unsupervised and semi-supervised SE tasks. The flexibility of the framework allows the use of any SE model as the teacher model. Inspired by NyTT and RemixIT, we propose a level-2 unsupervised SE model based on the teacher-student framework.

It is known that when the training data used for an SE model matches the test data, the performance of the test is higher, and vice versa. This makes domain matching an important performance factor. This is especially important in real-world scenarios where the noise is complex and it is difficult to synthesize similar noise during model training. Therefore, we believe that this issue needs to be addressed urgently. Our contributions include: 1) solving the domain mismatch...
problem; 2) eliminating the need for in-domain data other
than noisy speech; and 3) proposing a new model suitable for
two-stage inference so that the model performance of NyTT
can be further improved. Additionally, we open-sourced the
code for training on GitHub.

2. RELATED WORK

2.1. Noisy-target Training (NyTT)

Traditionally, supervised SE methods use clean speech as the
training target, and the noisy input speech is synthesized by
mixing clean speech and noise. Fujimura et al. called this
approach clean target training (CTT). Unlike CTT, in NyTT
[13], the clean target speech is replaced by noisy speech. As
shown in Fig. 1 (the blue part), the i-th sample y_i in a training
batch of the noisy input speech Y ∈ ℝ^{B×M} is synthesized by
mixing the noisy speech x_i in X ∈ ℝ^{B×M} and the noise n_i in
N ∈ ℝ^{B×M}, where B is the batch size, and M is the
signal length. The input Y is then fed into the model to get
the estimated result Š^T ∈ ℝ^{B×M}. NyTT uses mean squared
error as the loss function to update the model:

\[ \mathcal{L}_{NyTT} = \frac{1}{B} \sum_{i=1}^{B} \| x_i - Š^T \|_2^2. \]  

(1)

2.2. RemixIT

RemixIT is a teacher-student training framework with SoTA
results on several unsupervised and semi-supervised denoising
tasks by adapting a model’s domain to another domain
[19]. It uses the speech and noise estimated by the teacher
model to form paired training data for student model training.
Specifically, the model trained with OOD data is used as
the initial teacher model θ^T_0. During training, the teacher
model θ^T_k estimates the speech Š^T ∈ ℝ^{B×M} and noise Ń^in ∈
ℝ^{B×M} from the in-domain noisy speech X ∈ ℝ^{B×M}:

\[ (Š^T, Ń^in) = θ^T_k(X). \]  

(2)

Then, the new noisy speech Y ∈ ℝ^{B×M} for training the stu-
dent model is synthesized by mixing the estimated speech Š^T
and the shuffled estimated noise Ń^in = (n^i_1)_{i=1}^B = P Ń^in ∈
ℝ^{B×M}. P is a B × B permutation matrix used to generate
random-order in-domain noise from Ń^in.

The teacher model θ^T_k is updated according to one of the
following two Teacher Update Protocols (TUPs):

- **Static teacher**: The teacher model is not updated during
  the training of the student model.
- **Exponentially moving average teacher**: For each epoch,
  the teacher model is replaced by the weighted sum of the
  latest student model and the current teacher model, i.e.,
  \( θ^T_{k+1} = γ θ^S_k + (1 − γ) θ^T_k \), where \( γ = 0.005 \).

![Fig. 1. An overview of the proposed method. The blue dashed
line only exists when Bootstrap θ^T_{\text{CTT}}, i.e., the initial teacher
model, is trained by NyTT. The gray dashed line shows the
flow how the predicted in-domain noise is obtained from the
k-th inference-in-training by Teacher θ^T_{\text{CTT}}.]

3. PROPOSED METHOD

3.1. Training Framework

We use NyTT to train the initial teacher model. The blue
lines in Fig. 1 illustrate the training process of the initial
teacher model θ^T_0 and the inference-in-training process of the
teacher model θ^T_k. The noisy speech X and the extraneous
noise N^ext ∈ ℝ^{B×M} are mixed into the noisy input speech
Y. Different from the loss function in Eq. 4 referring to the
DEMUCS architecture [20], the model is updated by mini-

mizing the mean absolute error of the noisy speech X and the
estimated noisy speech Š^T.

Given the initial teacher model θ^T_0, the epoch size E, the
number of mini-batch B_{\text{mini}}, the batch size B, and TUP,
we follow the teacher-student training process of RemixIT.
In each epoch, we first sample a batch of noisy speech X and
initialize a random B × B permutation matrix for shuffling
the estimated in-domain noise Ń^in. We then estimate speech
and in-domain noise from X and remix in-domain noisy speech
for student model training. After the student model is trained,
the teacher model is updated according to the given TUP.

We propose six methods to train the student model. Three
of them are based on CTT, and the others are based on NyTT.
The CTT-based methods are shown on the left side of Fig. 1
(θ^T_{\text{CC}}: the red part), while the NyTT-based methods are shown
on the right side of Fig. 1 (θ^T_{\text{SN}}: the orange part). Note that
n^mix in Fig. 1 can be a sample of in-domain noise, a sample
of in-domain noise or extraneous noise, or a mixed sample of
in-domain noise and extraneous noise. The six student model
training methods are described as follows:

- **CTT-1** takes noisy speech X as input (i.e., Y = X) and the
  speech estimated by the teacher model Š^T as the target.
- **CTT-2** takes the remix of estimated speech Š^T and noise
  }
\(N^{mix}\) as input (i.e., \(Y = \hat{S}^T + N^{mix}\)) and \(\hat{S}^T\) as the target. \(N^{mix}\) contains only in-domain noise (i.e., \(N^{mix} = N^{in}\)).

- **CTT-3** takes the remix of estimated speech \(\hat{S}^T\) and noise \(N^{mix}\) as input (i.e., \(Y = \hat{S}^T + N^{mix}\)) and \(\hat{S}^T\) as the target. \(N^{mix}\) is a mixture of in-domain and extraneous noise (i.e., \(N^{mix} = N^{in} + N^{ext}\)).

- **NyTT-1** takes the remix of noisy speech \(X\) and noise \(N^{mix}\) as input (i.e., \(Y = X + N^{mix}\)) and \(X\) as the target. \(N^{mix}\) contains only in-domain noise (i.e., \(N^{mix} = N^{in}\)). Its complete training process is summarized in Algorithm 1.

- **NyTT-2** takes the remix of noisy speech \(X\) and noise \(N^{mix}\) as input (i.e., \(Y = X + N^{mix}\)) and \(X\) as the target. Each sample in \(N^{mix}\) is from \(N^{in}\) or \(N^{ext}\).

- **NyTT-3** takes the remix of noisy speech \(X\) and noise \(N^{mix}\) as input (i.e., \(Y = X + N^{mix}\)) and \(X\) as the target. \(N^{mix}\) is a mixture of in-domain and extraneous noise (i.e., \(N^{mix} = N^{in} + N^{ext}\)).

### 3.2. Two-stage Inference

As mentioned in Section 1, the enhanced speech \(\hat{S}^T\) may still contain some in-domain noise that cannot be completely removed by the initial NyTT model \(\theta_{T}^0\). Although Grzywalski et al. claim that performing speech enhancement through the same network up to five times improves speech intelligibility [21], there is no significant improvement when we pass noisy speech through \(\theta_{T}^0\) twice (see Table 1). Instead of using the same model in multi-stage inference, we successively use the initial teacher model \(\theta_{T}^0\) and the final model (i.e., \(\theta_{S}^k\) or \(\gamma \theta_{S}^k + (1 - \gamma) \theta_{T}^k\)) for two-stage inference. In the first stage, \(\theta_{T}^0\) is used to enhance noisy speech. Then, we feed the enhanced speech into \(\theta_{S}^k\) or \(\gamma \theta_{S}^k + (1 - \gamma) \theta_{T}^k\) in the second stage. We were surprised to see a considerable improvement in this practice.

### 4. EXPERIMENTS

#### 4.1. Datasets

We used VoiceBank-DEMAND as the in-domain noisy speech dataset [22]. It is part of the training set in the original NyTT study [13]. The training set consists of 28 speakers (11,572 utterances) with four signal-to-noise ratios (SNR: 15, 10, 5, and 0 dB). The test set consists of two speakers (824 utterances) with four SNRs (17.5, 12.5, 7.5, and 2.5 dB). We also used the CHiME-3 backgrounds as the extraneous (OOD) noise set [23]. It is also part of the training noise set in the original NyTT study.

#### 4.2. Model Structure

We used DEMUCS as the model architecture [20]. It was developed for real-time SE in the waveform domain and has been widely adopted in academia and industry. It consists of a UNet connected encoder and decoder, and the configurable parameters are the number of layers (\(L\)) and the number of initial hidden channels (\(H\)). We upsampled the input audio by the resampling factor \(U\), fed it to the encoder, and downsampled the model’s output by the sampling rate of the original input. The \(i\)-th layer of encoder consists of a convolutional layer with a kernel size of \(K\), a stride of \(S\), and \(2^{i-1}H\) output channels, followed by a ReLU activation and a \(1 \times 1\) convolution with an output channel of \(2^iH\), and a GLU activation that converts the number of channels to \(2^{i-1}H\). A sequence model between the encoder and decoder is an LSTM network with two layers (each with \(2^{L-1}H\) hidden units). We adopted a causal version of DEMUCS; therefore, the LSTM was unidirectional. The \(i\)-th layer of decoder takes \(2^{L-i}H\) channels as input and performs \(1 \times 1\) convolution of \(2^{L-i+1}H\) channels, a GLU activation function for \(2^{L-i}H\) output channels, a transposed convolution of kernel size 8, stride 4, and \(2^{L-i-1}H\) output channels, and a ReLU function in sequence. There is no ReLU function in the last output layer. The experimental parameters are \(U = 4\), \(S = 4\), \(K = 8\), \(L = 5\), and \(H = 48\).

#### 4.3. Training Details

All our models were trained by the Adam optimizer with a step size of \(3 \times 10^{-4}\), a momentum of \(\beta_1 = 0.9\), and a denominator momentum \(\beta_2 = 0.999\). We used the Shift, Remix, and BandMask data augmentation methods proposed by Défossez et al. [20]. Shift is to apply a random shift from 0 to \(n\) seconds. Remix shuffles the noises in a batch to form new noisy mixtures. BandMask is a band-stop filter with a stop band between \(f_0\) and \(f_1\), sampled to remove 20% of frequencies in the mel scale. All audio is sampled at 16 kHz. When mixing two signals, we randomly chose an SNR between -5 and 5 dB.

The NyTT baseline was trained for 500 epochs using VoiceBank-DEMAND (noisy speech) and CHiME-3 (extraneous noise). This baseline NyTT model was also used as...
the initial teacher model. Each student model with the static teacher as TUP was trained for 500 epochs. Each student model with the exponentially moving average teacher as TUP was trained for 35 epochs. Because the training data did not contain clean speech, and there was no validation set for selecting the best model, we always tested the model after the last epoch in the experiments.

4.4. Results

We first compare the proposed models with the NyTT baseline. Two standardized metrics were used to evaluate the SE performance: perceptual evaluation of speech quality (PESQ) [24] and short-time objective intelligibility measure (STOI) [25]. The results are shown in Table 1. The top row shows the results of the NyTT baseline, also used as the initial teacher model for training our proposed models. The rows without * show the results of student models trained with a static teacher, while the rows with * show the results of student models trained with an exponentially moving average teacher. 1-stage refers to using only the student model for inference. 2-stage refers to using the initial teacher model for the first inference and the second inference.

Table 1. PESQ and STOI achieved by the baseline and our proposed models on Voice Bank+DEMAND. * indicates that the mean-updated strategy is used.

| Method       | PESQ  | STOI  |
|--------------|-------|-------|
|              | 1-stage | 2-stage | 1-stage | 2-stage |
| NyTT         | 2.198  | 2.208  | 0.932   | 0.932   |
| CTT-1        | 2.040  | 2.218  | 0.923   | 0.932   |
| CTT-2        | 2.068  | 2.222  | 0.928   | 0.932   |
| CTT-3        | 2.100  | 2.198  | 0.928   | 0.930   |
| NyTT-1       | 2.039  | 2.257  | 0.927   | 0.933   |
| NyTT-2       | 2.096  | 2.264  | 0.928   | 0.932   |
| NyTT-3       | 2.194  | 2.280  | 0.930   | 0.931   |
| CTT-1*       | 2.200  | 2.364  | 0.927   | 0.928   |
| CTT-2*       | 2.215  | 2.370  | 0.926   | 0.927   |
| CTT-3*       | 2.108  | 2.272  | 0.923   | 0.926   |
| NyTT-1*      | 2.215  | 2.371  | 0.927   | 0.928   |
| NyTT-2*      | 2.148  | 2.308  | 0.924   | 0.927   |
| NyTT-3*      | 2.108  | 2.273  | 0.923   | 0.926   |

From Table 1, we can see that in terms of PESQ, all student models trained with the static teacher performed worse than the baseline in single-stage inference. However, almost all student models outperformed the baseline in two-stage inference. Notably, the best performer among these models is NyTT-3, which was trained with a mixture of in-domain and extraneous noise as input. The mixture of in-domain and extraneous noise is relatively similar to the training noise of the baseline, thereby giving NyTT-3 comparable performance to the baseline. Compared with other models, NyTT-3 showed less improvement in two-stage inference. A similar trend was also observed from the results of CTT-3.

The student models trained with the exponentially moving average teacher outperformed the student models trained with the static teacher in terms of PESQ. Some models even outperformed the baseline in single-stage inference, and all models performed well in two-stage inference. However, in terms of STOI, the students models trained with the exponentially moving average teacher were worse than the student models trained with the static teacher and the baseline, which requires further study.

In Table 2, we compare our best model with previous supervised and unsupervised models. It can be seen that the supervised models are still more capable than the unsupervised models. When comparing the unsupervised models, it can be seen that both our self-implemented NyTT model and our best NyTT-1* model were inferior to the NyTT model in [13] in single-stage inference. Possible reasons are as follows. First, the model structure is slightly different. Second, we used a causal model architecture, which is less effective than a non-causal model architecture, but is more practical in real-world applications. Third, the original NyTT study used more training data than this work.

Table 2. PESQ achieved by various existing (un)supervised SE methods on Voice Bank+DEMAND. † indicates that external noisy data is used during training.

| Method                   | Unsupervised | 1-stage | 2-stage |
|--------------------------|--------------|---------|---------|
| NyTT† [13]               | ✓            | 2.160   | N/A     |
| MetricGAN-U (half) [17]  | ✓            | 2.450   | N/A     |
| MetricGAN-U (full) [17]  | ✓            | 2.130   | N/A     |
| NyTT (our implementation)| ✓            | 2.198   | 2.208   |
| Proposed (NyTT-1*)       | ✓            | 2.215   | 2.371   |

5. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed an unsupervised teacher-student training framework to mitigate the shortcomings of NyTT and other supervised methods. Our proposed method combines NyTT and RemixIT to generate extraneous noise. Our experiments show that the exponentially moving average teacher protocol is best suited for SE task. It is also found that two-stage inference helps our proposed framework to further improve the performance in terms of PESQ and STOI. In the future, we will conduct more experiments on various datasets with different unseen noise types. Furthermore, we will investigate why two-stage inference leads to a performance boost. It can provide another perspective for designing more efficient teacher-student frameworks without the need for multiple stages of inference.
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