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On the Role of Field of View for Occlusion Removal with Airborne Optical Sectioning
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Abstract: Occlusion caused by vegetation is an essential problem for remote sensing applications in areas, such as search and rescue, wildfire detection, wildlife observation, surveillance, border control, and others. Airborne Optical Sectioning (AOS) is an optical, wavelength-independent synthetic aperture imaging technique that supports computational occlusion removal in real-time. It can be applied with manned or unmanned aircrafts, such as drones. In this article, we demonstrate a relationship between forest density and field of view (FOV) of applied imaging systems. This finding was made with the help of a simulated procedural forest model which offers the consideration of more realistic occlusion properties than our previous statistical model. While AOS has been explored with automatic and autonomous research prototypes in the past, we present a free AOS integration for DJI systems. It enables bluelight organizations and others to use and explore AOS with compatible, manually operated, off-the-shelf drones. The (digitally cropped) default FOV for this implementation was chosen based on our new finding.
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1. Introduction

Synthetic apertures approximate the signal of a single hypothetical wide aperture sensor with either an array of static small aperture sensors or a single moving small aperture sensor whose individual signals are computationally combined to increase resolution, depth-of-field, frame rate, contrast, and signal-to-noise ratio. This principle has been used in many fields, such as for synthetic aperture radar [1-3], synthetic aperture radio telescopes [4-5], interferometric synthetic aperture microscopy [6], synthetic aperture sonar [7-8], synthetic aperture ultrasound [9-10], and synthetic aperture LiDAR / synthetic aperture imaging laser [11-12]. In the visible range, synthetic aperture imaging [13-20] has been used together with large camera arrays that capture structured light fields (regularly sampled multiscopic scene representations) and enable the computation of virtual views with maximal synthetic apertures that correspond to the physical size of the applied camera array.

With Airborne Optical Sectioning (AOS) [21-31] we have introduced an optical synthetic aperture imaging technique that computationally removes occlusion caused by dense vegetation, such as forest, in real-time. It utilizes manually, automatically [21-28,30], or fully autonomously [29] operated camera drones that sample multispectral (RGB and thermal) images within a certain (synthetic aperture) area above forest (cf. Fig. 1a,b). These
images are geo-registered to a digital elevation model of the ground surface using the drone’s sensor data, and are then averaged to a single integral image (cf. Figs. 1d,f). These integral images reveal focused details of registered targets on the ground, while unregistered occluders above the ground, such as trunks, branches or leaves disappear in strong defocus. In principle, these integral images mimic the optical signal that an ultra-large lens would capture which spans the entire synthetic aperture area (cf. Fig. 1b). Such a lens would cause an extremely shallow depth of field – emphasizing the signal of focused targets while suppressing the signal of defocused occluders. This principle has been explored in fields where occlusion is critical, such as search and rescue [28-29] and wildlife observation [25], and has potential in many other areas, such as wildfire detection, surveillance, and border control.

Figure 1. A fully autonomous drone [29] (a) during a search and rescue mission above densely occluded forest applying the AOS principle (b) for occlusion removal. Regular thermal (c) and RGB (e) aerial images suffer from occlusion, while corresponding AOS integral images (d,f) benefit from computational occlusion removal. Examples (c,d) show classifications of 10 static persons in thermal images using deep neural networks [28] (numbers are confidence scores), and examples (e,f) illustrate tracking of 3 moving persons with color anomaly detection in RGB images [31] (numbers are target IDs). While many false positives are detected in conventional aerial images (c,e), strong true positives are found in integral images (d,f).

The main advantages of AOS, when compared to alternatives, such as LiDAR or synthetic aperture radar, is its wavelength independence (same technique for near/far infrared and visible spectrum – addressing a wide range of applications) and its real-time capability (which is essential for many areas, such search and rescue). We have proven that common image processing tasks, like as person classification with deep neural networks [28-29] (cf. Figs. 1c,d) or color anomaly detection [31] (cf. Figs. 1e,f) perform significantly better when applied to AOS integral images compared to conventional aerial images.

Based on a statistical model that assumes uniformly sized and distributed occluders of known uniform densities, we have explained mathematically the limits of AOS and it’s optimal sampling parameters [23,30]. The key findings of this statistical approach can be summarized as follows:

1. Visibility improves with the number of integrated image samples. However, there exists a limit that depends on the density of the occluder volume. An occlusion reduction beyond this limit cannot be achieved – even not with larger number of integrated image samples.
2. For a given flying speed, higher flight altitudes have no effect on scanning time but lead to smaller disparities of projected occluders (occlusion removal is
inefficient and even impossible for too small disparities). Flight altitudes should therefore be chosen to be as low as possible (just above the tree crowns + safety margin).

3. A larger field of view (FOV) of the image optics reduces the efficiency of occlusion removal since more oblique viewing angles into the occlusion volume will cause more projected occlusion over longer viewing distances. Consequently, the FOV should ideally be as narrow as possible, while the loss of visibility gain caused by larger field of views might be tolerable up to a certain degree.

Especially findings 2 and 3 (i.e., flying low while imaging with small FOV optics) imply a limited coverage on the surface ground per single recording. This reduces also the overlap of multiple integrated images, and with this, the number of measurements of same surface points in different directions. A sufficiently high number of directional measurements per surface point, which makes occlusion removal efficient, must then be achieved through a larger number of sampling steps at smaller distances.

Scanning large areas with aerial imaging often employs high-flying aircrafts with wide FOV optics (e.g., wide-FOV Nadir cameras [32-35]). This maximizes ground coverage per single recording, but occlusion cannot be handled. We have already explained (finding 2) that higher flight altitudes is not of advantage for AOS scanning time, but low altitudes are beneficial for occlusion removal due to larger disparities.

In this article we want to reconsider the role the FOV for occlusion removal caused by larger overlaps of integrated images. Our statistical model [23,30] is clearly limited in the assumption of uniform occlude sizes, distribution, and density. However, this does not apply in practice for real forests, where we observe clear changes from crown tops to the surface. While the tree crowns consist of many small and dense occluders, the tree trunks near the surface are large, sparse, and few.

With the help of procedural forest simulation, we make the following contributions: We confirm findings 1 and 2 of our statistical model, but disprove finding 3. The optimal FOV is not as narrow as possible, but depends on tree and forest parameters. This finding could not be made with our simplified statistical model that assumes uniformity.

2. Materials and Methods

For revisiting findings 1-3, a simulated forest environment was used (cf. Fig. 2). It provides computed areal image data similar to drone footage obtained from flights over real forest. The main advantage of this approach is that several sampling parameters can be tested in a considerably short period of time and can be compared with ground-truth information. In contrast to our statistical model, this simulated model provides a more realistic basis for sampling parameter analysis.

The forest simulation was realized with a procedural tree algorithm called ProcTree and was implemented with WebGL. It computes 512x512px aerial images for drone flights over a predefined area and for defined sampling parameters (e.g., drone position, altitude, sampling distance, and camera FOV). The virtual rendering camera applies perspective projection and is aligned with its look-at vector parallel to the ground surface normal (i.e., pointing downwards). The simulated images were binarized to separate between unoccluded points on the ground (1, white) and occluders above the ground (0, black).

Procedural tree parameters, such as tree height (20m-25m), trunk length (4m-8m), trunk radius (20cm-50cm), and leaf size (5cm-20cm) were used to generate tree species as a mixture of conifer and broadleaf trees (cf. Fig. 2a). A seeded random generator was finally applied to generate varying trees at defined densities and degrees of similarity in repeated experiments.

1 Online Executable: https://aos.tensorware.app/, Source Code: https://github.com/tensorware/aos-simulation
2 Source Code: https://github.com/supereggbert/proctree.js
Figure 2. A procedural algorithm computes trees (a) for a simulated forest environment (b). Areal image data (b, bottom) is computationally generated by simulating drone flights at defined sampling parameters. Procedural trees and forest densities differ due randomness involved, but have basic structural features in common.

Environment properties such as tree species, foliage and time of year are assumed to be constant, as we are mainly interested in effects caused by changing sampling parameters. Besides sampling and procedural trees parameters, forest density is considered in three categories: sparse (133 trees/ha, cf. Fig. 3a), medium (266 trees/ha, cf. Fig. 3b), and dense (400 trees/ha, cf. Fig. 3c).

Figure 3. Binarized aerial views of a simulated 150x150m forest patch with different densities: 133 trees/ha (a), 266 trees/ha (b), and 400 trees/ha (c). Note, that while white pixels represent the unoccluded forest ground, black pixels are occluders. Consequently, the ratio of white to black pixels corresponds to density.

To simulate AOS, the binarized aerial images are integrated as explained in Section 1. The average grayscale values of the resulting integrals correspond to remaining occlusion (a high value represents high visibility / low occlusion, a low value represents low visibility / high occlusion).

3. Results

The camera’s field (FOV [°]) and the drone’s altitude (h [m]) have a direct influence on occlusion removal, as we will demonstrate below. In the further course of this article, we will use the following equations [30], which are mainly defined for 1D, but retain their meaning in 2D and 3D environments.
We define the camera’s maximal possible viewing angle as

$$\alpha_{\text{max}} = \frac{\text{FOV}}{2} < 90^\circ.$$  \hspace{1cm} (Eqn. 1)

The camera’s coverage on the ground depends on the flying altitude and the maximal possible viewing angle:

$$c = 2 \cdot h \cdot \tan(\alpha_{\text{max}}).$$  \hspace{1cm} (Eqn. 2)

How often the same point on the ground is captured from multiple drone poses is given by:

$$n = \frac{c}{d},$$  \hspace{1cm} (Eqn. 3)

where \(d\) [m] is the sampling distance between consecutive drone positions.

Without considering occlusion, the coverage \(c\) and sampling distance \(d\) already have a direct influence on the number of times \(n\) a point on the ground could theoretically be detected.

Figure 4 illustrates simulation results for the visibility achieved with AOS at different fields of view (FOV=20-90°), flying altitudes \(h=30, 40,\) and 50m AGL\), forest densities (sparse, medium, dense), and sampling distances \(d=0.5, 1, 1.5\) and 2m). The markers indicate maximal visibility for all cases. It can clearly be seen, that lower flight altitude and smaller sampling distances (and with this, larger numbers of integrated samples for a given field of view) is always best. This confirms finding 2 and –partially– finding 1 (increasing visibility with increasing samples integrated). However, the optimal field of view always depends on forest density (which disproves finding 3): Higher densities require narrower fields of view, while wide fields of view are better for sparser forests. The reason for this finding will be discussed in Section 4.
Figure 4. Simulated visibility achieved with AOS for varying fields of view (FOV), flying altitudes (h), sampling distances (d), and forest densities. While low flying altitudes and small sampling distances (i.e., large number of integrated samples) are always beneficial, the optimal field of view depends on forest density. While wide fields of view are better for sparse forests, narrow ones are better for dense forests. The markers indicate the maximum visibilities.

Figure 5 presents the same results of Fig. 4 from a different perspective. It plots (for a constant flying altitude, h=30m) visibility per number (n) of integrated samples of the same surface point. Note, that n, FOV, d, and ground coverage (c) directly correlate even without occlusion, as explained with Eqns. 1-3. Clearly, the (density-dependent) upper limit of visibility gain over an increasing number of integrated samples can be seen. Higher visibility cannot be achieved as the curves flatten – even if more samples are integrated. This confirms finding 1 (limited visibility gain that depends on forest density). Visibility values as shown in Fig. 4 are highlighted in Fig. 5 with markers for each field of view, sampling distance and forest density. Figure 5 also illustrate that smaller sampling distances (and consequently larger numbers of samples n for a given FOV) is always beneficial.
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4. Discussion

The results presented in Section 3 confirm, for simulated procedural forests, our previous findings made with a simplified statistical model: Visibility improves with the number of integrated image samples (i.e., smaller sampling distances) and lower flying
altitudes, but there exists an upper limit for occlusion removal that depends on forest density.

An essential difference between the new procedural approach and the old statistical one is the uniformity assumption of the occlusion volume (occluder size and distribution), which was considered to be constant in the latter case. For an occlusion volume of uniformly distributed and sized occluders, more oblique viewing angles will cause more projected occlusion over longer viewing distances. Consequently, such a model suggests that the FOV should ideally be as narrow as possible. This, however, does not hold true for conventional forests where both, occluder size and distribution, varies strongly with height.

In a simplified view, we can separate forest into two main parts (cf. Fig. 6): A trunk part that mainly consists of a relatively sparse volume of larger occluders (trunks), and a crown part that is a mainly dense volume of smaller occluders (branches and foliage).

![Figure 6. Separating forest into trunk and crown parts splits the occlusion volume into denser regions of smaller occluders (crowns), and sparser regions of larger occluders (trunks). The optimal viewing angle \( \alpha \) is defined by the height of the trunk part \( (h_t) \) and the distance between the trees \( (d_t) \).](image)

If we assume little occlusion, a large FOV is beneficial because (regarding to Eqns. 1-3) it maximizes ground coverage \( (c) \) and sampling \( (n) \). For dense occlusion, a small FOV is of advantage because it reduces projected occlusion over shorter lines of sight. In case of our simplified two-parted forest model, the optimal viewing angle \( \alpha \) is defined by the height of the trunk part and the distance between the trees (Fig. 6). A smaller \( \alpha \) would reduce coverage \( (c) \) and sampling \( (n) \), while a larger \( \alpha \) would cause more projected occlusion (mainly of large trunks) while not increasing ground coverage any further (due to occlusion with trunks). This suggests that the optimal FOV for occlusion removal is \( 2\alpha \), or

\[
FOV = 2 \cdot \arctan\left(\frac{d_t}{h_t}\right),
\]

(Eqn. 4)

where \( h_t \) is the average height of the trunk part and \( d_t \) the average tree distance.

For example, an average \( h_t=7m \) and \( d_t=3, 3.5, 4.9m \) (as chosen for our sparse, medium, and dense forest simulations) lead to an optimal FOV of around 46, 53, 70° (this tendency is, in principle, also suggested by the simulation results in Fig. 4, with a +/- 10% tolerance that can be contributed to averaging).
5. Conclusions

Occlusion caused by vegetation is an essential problem for remote sensing applications in areas, such as search and rescue, wildfire detection, wildlife observation, surveillance, border control, and others. Airborne Optical Sectioning (AOS) is an optical, wavelength-independent synthetic aperture imaging technique that supports computational occlusion removal in real-time. In this article, we demonstrate the relationship between forest density and optimal FOV of applied camera systems. This finding was made with the help of a simulated procedural forest model which offers the consideration of more realistic occlusion properties than our previous statistical model. If average forest properties are known, the optimal FOV can be estimated. However, since the transition between trunk and crown parts is smooth as trunks rejuvenate in crowns, the exact estimation of $h_t$ and $d_t$ remains challenging. This requires further investigations in future experiments. Our procedural model also confirms previous findings, such as optimal flying height and sampling distance, as well as the limits of AOS with respect to occlusion density. All of these findings suggest that AOS scanning with wide-FOV Nadir systems at high altitudes is counterproductive for occlusion removal.

For simplicity, the applied procedural tree model represent a statistical mixture of common conifer and broadleaf forests. In future, other procedural algorithms will be explored that are more specific to vegetation types which do not follow our occlusion distribution assumption (denser and smaller at the top, sparser and larger at the bottom).

![Figure 7](https://github.com/JKU-ICG/AOS/)

**Figure 7.** Freely available app that makes AOS freely available with DJI compatible platforms. Left screen half shows drone’s live-video stream. Right screen half shows real-time AOS integration images with results of anomaly detection [36] (blue pixels in center) of a detected person. Available at: [https://github.com/JKU-ICG/AOS/](https://github.com/JKU-ICG/AOS/)

While AOS has been explored with automatic and autonomous research prototypes in the past, we have published a freely available DJI compatible app that integrates AOS (cf. Fig. 7). This app enables blue light organizations and others to use and explore AOS with compatible, manually operated, off-the-shelf drones. In this implementation, we have chosen a default (digitally cropped) FOV of 50° for integral images that is based on our findings above (raw areal images are still shown at original camera FOV).
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