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Laser direct writing is a widely employed technique for 3D, contactless, and fast functionalization of dielectrics. Its success mainly originates from the utilization of ultrashort laser pulses, offering an incomparable degree of control on the produced material modifications. However, challenges remain for devising an equivalent technique in crystalline silicon which is the backbone material of the semiconductor industry. The physical mechanisms inhibiting sufficient energy deposition inside silicon with femtosecond laser pulses are reviewed in this article as well as the strategies established so far for bypassing these limitations. These solutions consisting of employing longer pulses (in the picosecond and nanosecond regime), femtosecond-pulse trains, and surface-seeded bulk modifications have allowed addressing numerous applications.

1. Introduction

Silicon is the basis semiconductor material for countless applications including photovoltaics, sensors, and, more generally, microelectronics. In this latter field, the performance of silicon-based devices is historically governed from the 1970s by the empirical Moore’s law, predicting that the size of transistors should be comparable to the one of the atoms in the 2020s. The latest improvements made in quantum computing hold promises for reaching this milestone.[1] These advances are related to the extraordinary developments of the “silicon on insulator” (SOI) lithography technique allowing the fabrication of functional micro- and nano-devices for guiding, modulating, emitting, and detecting light in silicon.[2–4] However, the SOI technique involves several constraints such as (i) the 2D character of the layer-by-layer deposition for fabricating 3D architectures, (ii) the necessity to operate in an extremely clean environment, and (iii) the time required for the fabrication. An attractive alternative for the SOI technique is ultrafast laser direct writing in the bulk of silicon, as it exists in transparent materials since 1996.[5–7] During the 20 years that followed, the femtosecond laser functionalization of dielectrics (e.g., glasses, polymers) has considerably improved so that, nowadays, high-performance optical devices can be inscribed in these wide band-gap materials. The transposition of this technique to narrow band-gap semiconductor materials such as silicon would thus bring a revolution consisting of a 3D, contactless, and...
fast production of photonic-electronic integrated circuits.[8–10] Nevertheless, within the same timeframe, the attempts to modify the bulk of monolithic silicon with ultrashort laser pulses were fruitless. The only modifications that were written in the subsurface of silicon have been achieved at a limited depth through an interface with another material.[11,12]

Recent theoretical and experimental works have shed light on the fundamental physical processes that govern in-volume laser–silicon interaction and limit the energy deposition inside the material.[13–15] This novel understanding has subsequently offered multiple possibilities for circumventing these limitations,[16–20] and for producing a wide variety of material changes inside silicon.[21–23] This new avenue to 3D laser-writing in the bulk of silicon has consequently led to the inscription of numerous functions including waveguides,[19,20,24–26] data storage,[19] holograms,[19] microfluidic channels,[19] gratings,[27] as well as surface texturing.[28] These first fruits mark the beginning of a new era for the laser functionalization of silicon as a next generation of μ-class mid-infrared lasers is emerging.[29,30] This development permits for producing a wide variety of material changes inside silicon.[31–33] This new avenue to 3D laser-writing in the bulk of silicon has consequently led to the inscription of numerous functions including waveguides,[19,20,24–26] data storage,[19] holograms,[19] microfluidic channels,[19] gratings,[27] as well as surface texturing.[28] These first fruits mark the beginning of a new era for the laser functionalization of silicon as a next generation of μ-class mid-infrared lasers is emerging.[29,30] offering additional possibilities for investigating this topic.[31]

This review is organized as follows. Section 2 gives an overview about the key properties of silicon influencing the laser-matter interaction. The comparison to amorphous silica allows one to understand the radically different response of silicon to laser irradiation. In Section 3, we present experimental (Section 3.1) and theoretical (Section 3.2) works that have established the limitations inherent to the femtosecond regime for laser-silicon interaction. The restrictive established circumventions (Section 3.3) to these, as well as the applications in the non-modification regime (Section 3.4) are also presented in this section. The existing solutions for achieving laser direct inscription in silicon are presented in Section 4. These solutions include the exploitation of nanosecond (Section 4.1) and picosecond (Section 4.2) pulses, pulse trains (Section 4.3), as well as surface-seeded bulk modifications (Section 4.4). These strategies have enabled addressing a broad range of applications including optical functionalization, wafer dicing, additive manufacturing, microfluidics, and data storage which are presented in this section. Ultimately, the whole set of results is recapitulated in Section 5.

### 2. Properties of Silicon

In this section, we introduce a selection of key parameters that are relevant for understanding the silicon response to energy delivery by ultrashort laser pulses. Systematic comparisons are made with fused silica, a material for which functionalization by femtosecond laser direct writing is way more advanced. A first set of basic properties of crystalline silicon (c-Si) at room temperature is displayed in Table 1. The data in silicon are displayed at 1.3-μm wavelength, while the ones of amorphous silica (a-SiO2) are displayed at 800-nm wavelength. While one could estimate that this invalidates such comparison, we make this choice given that these are standard wavelengths for which most of the studies have been realized.

The first major difference between c-Si and a-SiO2 is the material family: silicon is a semiconductor while fused silica is an insulator (i.e., a dielectric). This implies that the intrinsic free-carrier density in fused silica is extremely low compared to the one in silicon. The latter also strongly varies with the doping concentration. For instance, high-resistivity silicon may exhibit electron densities on the order of $n_e \leq 10^{11} \text{ cm}^{-3}$, while highly doped silicon may show electron densities $n_e \geq 10^{17} \text{ cm}^{-3}$.

The narrow band gap of silicon ($\Delta = 1.1$ eV) compared to the one of fused silica ($\Delta = 9$ eV) also has important consequences on the optical properties of the materials. There is a large difference in the spectral domain for transparency. Since a photon energy of 1.1 eV corresponds to a wavelength of $\approx 1.1 \mu m$, silicon linearly absorbs wavelengths below this value. In stark contrast, the transparency domain of fused silica starts from the near-ultraviolet ($\approx 200$ nm). The upper bound of this spectral domain (7- and 3.5-μm wavelength for c-Si and a-SiO2, respectively) for each material (assumed to be defect-free) is determined by its band structure.
Another striking feature in Table 1 in terms of optical properties is the much larger refractive index of silicon (n = 3.5) compared to the one of fused silica (n = 1.45). This has many consequences.

1. The Fresnel reflection coefficient (assuming an air–silicon interface at normal incidence) is about 30%, while it is < 4% for an air–silicon interface. In other words, for an identical input power, the actual energy reaching the focus is much lower in silicon than in fused silica, considering a linear propagation only.

2. In silicon, the refracted angle is \( \theta < 16.6^\circ \) for a maximum near-unity numerical aperture. This relatively low angle value can be taken as a benefit for calculations because the paraxial approximation \( \sin(\theta) \approx \theta \) holds independently of the input numerical aperture used for focusing.

3. Because of the high refractive index of the semiconductor, any movement of the silicon sample along the optical axis or the focusing lens is amplified by a factor of 3.5. For this reason, in order to improve the accuracy on the positioning, laser direct writing in silicon generally involve high-precision stages and a vibration-free environment.

4. Another drawback associated to the high refractive index of silicon is spherical aberrations [32] which need to be compensated to generate diffraction-limited spots.

5. As it will be discussed in Section 3, the low angle of the cone of light in silicon implies strong plasma effects (shielding, absorption, reflection, defocusing) in the prefocal region. This is even more pronounced when one considers the long wavelengths inevitably employed for internal processing of silicon. In comparison to dielectrics which can be processed with visible or near-infrared laser pulses, using wavelengths \( \geq 1.2 \mu m \) for processing silicon implies stronger ponderomotive force.

One should also mention at this stage a noticeable difference in the refractive index of the allotropic phases of the two materials. The amorphous phase of SiO\(_2\) (n = 1.45) shows a lower refractive index than its crystalline phase for both the ordinary and the extraordinary axis (n = 1.54) [33,34]). Conversely, the amorphous phase of Si exhibits a higher refractive index (n \( \approx 4 \) depending on the preparation method [35]) than its crystalline phase (n = 3.5). As it will be shown in Section 4, this implies that optical functional devices can be inscribed in silicon with a partial amorphization and/or the formation of polycrystalline phases.

Another remarkable difference in the optical properties of silicon compared to fused silica is the important group velocity dispersion value. Silicon is a highly dispersive medium with a group velocity dispersion on the order of 1500 fs\(^2\) mm\(^{-1}\). To be precise, the value of 1462.7 fs\(^2\) mm\(^{-1}\) in Table 1 is extracted from ref. [36] and given at 1.357-\(\mu\)m wavelength, not at 1.3-\(\mu\)m wavelength. However, since this wavelength is close to 1.3 \(\mu\)m, and because we do not expect a drastic change in the group velocity dispersion value, we safely assume that the value at 1.3-\(\mu\)m wavelength is on the same order of magnitude. The high group velocity dispersion of silicon implies that, after only one millimeter of propagation in the material, pulses with a duration \( \leq 100 \) fs will be drastically stretched. For instance, a pulse of 60-fs duration is stretched to 100 fs after one millimeter of propagation in silicon [34]. The much lower group velocity dispersion of fused silica makes that pulse stretching by dispersion can be neglected unless much shorter pulses (near few-optical-cycles) are considered in this material. An important conclusion from these simple considerations is that increasing the intensity at the focus by using pulses below 100-fs duration will not be a viable approach without implementation of precompensation strategies.

Other important features of silicon to consider are the non-linearities. As shown in Table 1, silicon exhibits a high nonlinear refractive index \( (n_2 \approx 3.1 \times 10^{-11} \text{cm}^2 \text{W}^{-1}) \)—and, thus, a low critical power for self-focusing—compared to glasses. Rigorously, the nonlinear response of silicon is anisotropic. For instance, as shown in ref. [37], the nonlinear refractive index of the material (as well as the multi-photon absorption coefficient) decreases by \( \approx 12\% \) along the [0 1 0] direction compared with the [0 1 1] direction in the 1.2–2.4-\(\mu\)m wavelength range. Given that we are mostly interested in comparing the order of magnitude of the nonlinear refractive index of crystalline silicon and amorphous silica, this anisotropy is neglected in this review. As can be seen in Table 1, there is a difference of orders of magnitude in the critical power for self-focusing between the two analog cases in silicon \( (P_c = 24 \ \text{kW}) \) and silica \( (P_c = 1.9 \ \text{MW}) \). This implies that the propagation is nonlinear even at modest pulse energies. If one considers a 100-fs duration pulse, self-focusing occurs in silicon at pulse energies at the nanojoule level, while a few hundreds of nanojoules are required for self-focusing to play a role in fused silica. As it will be discussed in Section 3, pulse energies of a few nanojoules are insufficient for provoking any permanent modification in silicon, even with the tightest focusing conditions (i.e., NA \( \gg 1 \) [38]). Therefore, one cannot neglect the role of the optical Kerr effect in the beam propagation of femtosecond and picosecond pulses inside silicon. Similarly, we note a strong difference in the multi-photon ionization orders. This results in an increased absorption and depletion of pulse energy provoking plasma effects already in the prefocal region which are detrimental for efficient energy delivery to the focus region.

Finally, one should note in Table 1 the differences in the thermal properties of silicon compared to fused silica. Let us consider that the production of permanent modifications is correlated with a phase transition of the material. Despite the fact that the phase transition temperature of c-Si (1687 K) is way below that of a-SiO\(_2\) (3000 K), the thermal diffusivity of silicon is two orders of magnitude higher than the one of fused silica. In other words, any laser-produced heat in silicon will rapidly diffuse away from the heat source (i.e., the focus). This represents a technical complication for elaborating heat-accumulation-based laser techniques in silicon. In fused silica, repetition rates on the order of 100 kHz are typically sufficient for provoking cumulative effects [38]. As it will be shown in Sections 4.3 and 4.4, the high thermal diffusivity of silicon implies that repetition rates higher than 10 MHz (i.e., 100 ns between two consecutive pulses) are required for provoking heat accumulation.

A conclusion of this comparison is that the narrow band gap of semiconductors associated to the long wavelengths required to carry out in-volume multi-photon interactions leads to linear and nonlinear effects profoundly modifying the energy flux in comparison to experiments in dielectrics. This can be attractive for novel nonlinear propagation and filament-induced manipulations. However, it also complicates the situation for controlled and highly concentrated energy deposition in the
bulk of the material. Even under very tight focusing conditions, nonlinear Kerr-induced phase distortions and strong plasma effects must occur in regimes where semiconductor material modifications can be expected. These are aspects that will be discussed hereafter with the presentation of the limitations on space–time localization of the energy deposition in silicon, and the solutions demonstrated to overcome them.

3. Self-Limited Excitation with Ultrashort Pulses

3.1. Experimental Evaluation of the Energy Deposition

3.1.1. Time-Integrated Measurements of the Nonlinear Ionization

In order to improve the comprehension of the physics of laser–silicon interaction, the first important step consists of identifying the involved ionization mechanisms—and thus, the way the energy is deposited inside the material. Three ionization processes are susceptible to occur which are multi-photon, tunnel and impact ionization—this latter provoking avalanche ionization when combined to Joule heating of electrons in the conduction band by inverse bremsstrahlung absorption. To determine which of the two first photo-ionization mechanisms is dominant, one usually refers to the Keldysh adiabaticity parameter $\gamma$. For typical intensities involved in femtosecond laser processing (on the order of $10^{12}$ W cm$^{-2}$) and wavelengths for which silicon is transparent, $\gamma > 1$, and it is thus reasonable to assume that the contribution of multi-photon ionization is more important than that of tunnel ionization as shown in ref. [56]. In order to reveal the relevance of avalanche ionization, Leyder et al. measured the transmission of silicon samples with various initial doping concentrations for an irradiation with 100-fs duration pulses at 1.3-$\mu$m wavelength. The results are shown in Figure 1 as a function of the input pulse energy (measured before the entrance surface of the sample). For doping concentrations $\lesssim 10^{16}$ cm$^{-3}$, the nonlinear transmission response with respect to the input pulse intensity is very similar. The transmission values for near-zero pulse energies are about 50% corresponding to losses due to Fresnel reflections at both air–silicon interfaces. In contrast, the results for a doping concentration of $10^{18}$ cm$^{-3}$ are shifted to lower transmission values. We simply note an offset due to the contribution of linear absorption by free carriers in high conductivity samples, without any significant change on the nonlinearity of the response (energy dependence). As shown by the inset in Figure 1, the normalized transmission curves are identical for all the tested doping concentrations. Because avalanche ionization strongly depends on the initial electron density, one would expect these behaviors to be radically different once the density is sufficient for triggering avalanche. An important conclusion of this study was that, for 100-fs duration pulses, the contribution of avalanche ionization is very limited, independently of the initial doping concentration. Therefore, this indicates that simplified simulations accounting only for multi-photon ionization can be valid for some interaction cases with ultrashort pulses.

In order to evaluate the location of the deposited energy as well as the maximum fluence reached inside silicon, Kononenko et al. employed nonlinear propagation imaging. The measurements displayed in Figure 2 rely on an inverted microscope for imaging the exit surface of a silicon sample. The beam is focused inside the sample and moved at different locations. One can distinguish two main results in Figure 2. The first one is that the position of the maximum fluence (i.e., the focus) along the optical axis strongly depends on the input pulse energy. Starting from the lowest pulse energy, the focus is unambiguously shifted upstream the laser for increased pulse energies. This nonlinear focal shift mainly related to the optical Kerr effect is typical from the filament formation in good agreement with the peak power exceeding the critical power for self-focusing for pulse energies $\gtrsim 10$ nJ and a pulse duration of 250 fs. This behavior was confirmed by nonlinear propagation simulations described in Section 3.2. The second main result, also typical from filament formation, is the evidence of the intensity clamping phenomenon in bulk silicon. In comparison to an expected proportionality between the input pulse energy and the measured...
Delivered fluence for linear propagation, strong deviations were observed in Figure 2. For instance, for 0.01 and 50-μj input pulse energy (corresponding to a ratio of 5000), the delivered fluence ratio was only 20 in the reported experiments. This evidences strong nonlinear propagation effects in the investigated situation.

By employing a similar approach, Mareev et al. recently investigated the pulse duration dependence of the energy deposition in silicon. The nonlinear propagation imaging relies on a silicon-based camera. While this type of camera is usually less costly than infrared cameras, the dynamic range is reduced for laser pulses of wavelength ≥1.1 μm due to the fact that the two-photon response of the device has to be taken into account. In addition, for accessing the maximum electron density produced, the authors carried out nonlinear transmission measurements. The experimental electron density values were deduced from the absorption values thanks to the Drude–Lorentz model, where the distribution of the imaginary part of the theoretical wave vectors are compared. The results obtained at 1.24-μm wavelength for different pulse durations are displayed in Figure 3 for a pulse energy of 250 nJ. The electron density increases with the pulse duration, as confirmed by nonlinear propagation calculations (see Section 3.2). This result is consistent with the fact that increasing the pulse duration for a constant input pulse energy decreases the intensity—and, thus, the detrimental nonlinear propagation effects preventing the localization of the energy deposition inside silicon.

This observation from Mareev et al. was confirmed in another recent experimental study by Das et al. where an even larger pulse duration range (0.2–21 ps) has been investigated. In this work, the authors rely on a high temporal-contrast femtosecond optical parametric amplifier operated at 1.55-μm wavelength. An optional two-grating stretcher arrangement can be inserted in the optical path for adjustment of the pulse duration from 4 to 21 ps. This study was complemented with nanosecond pulses delivered by a compact fiber source. For pulse durations up to ≈1 ps, the measured electron densities in ref. 60 were increasing with pulse duration but remain in the range $n_e = 0.65–1.45 \times 10^{19} \text{ cm}^{-3}$, which is below the critical density ($n_c = 7.3 \times 10^{19} \text{ cm}^{-3}$ at 1.24-μm wavelength). One should emphasize that the criterion $n_e = n_c$ for material modification is not the most accurate, and criteria based on the total delivered energy inside the material generally give more realistic results. The delivered energy can be derived by evaluating the work done by the electromagnetic field force acting on the electrons. Mareev et al. showed that the delivered energy inside silicon increases with the pulse duration. Nevertheless, for pulse durations <900 fs, the corresponding delivered energy values are below the latent heat of fusion of silicon (3.4 kJ cm$^{-3}$), suggesting the impossibility to modify the material at these durations. By measuring the delivered energy density inside silicon for a similar numerical aperture (NA = 0.45) and performing damage test experiments, it is shown in ref. 62 that the same conclusion must hold for 21-ps pulses. This indicates the persistence of detrimental nonlinear propagation effects even if these are progressively decreased with pulse stretching. However, one has to keep in mind that not only the absorbed energy density but also the material breakdown threshold also increases with the pulse duration. This must lead to an optimum pulse duration for addressing 3D silicon processing applications with a minimum of energy. Interestingly, repeating the damage study with a focusing optics of NA = 0.85, the authors found that a minimum duration of 5.4 ps was required for initiating permanent modifications. As shown in Figure 4, they observed the existence of an energy which should not be exceeded for the shortest pulses (typically 5.4–10 ps) in order to avoid delocalization of the energy deposition (see region “D”). In accordance with the decrease of nonlinear effects that prevent energy delivery, the repeatability of the achieved modifications was also improved by increasing the pulse duration. However, no significant change in the energy threshold was reported in the picosecond range (see Figure 4). The modification threshold is lower in the picosecond than in...
the nanosecond regime. Nevertheless, the difference is not as high as one could expect assuming a square-root dependence for the damage threshold as for thermally-driven surface interaction with long pulses. Overall, a minimum bulk modification threshold was observed by tuning the pulse duration. When this latter is excessively short or long, this threshold increases due to nonlinear propagation effects and heat transport, respectively.

3.1.2. Time-Resolved Ultrafast Imaging Experiments

A more direct way to observe femtosecond laser-induced carrier excitation in transparent materials is to rely on ultrafast imaging using pump-probe optical arrangements. Given that dielectrics are transparent to visible light which can be sensed with standard silicon-based detectors, various pump-probe methods have been applied during the last decades to experimentally access all dynamical aspects from ionization, trapping of generated free-carriers to material responses. This metrology is progressively translated in the infrared to allow similar measurements inside silicon and other narrow-gap semiconductors. While the resolution limit obviously decreases with long wavelengths, by using InGaAs array sensors and microscopy arrangements optimized at telecommunication wavelengths (e.g., 1.3 or 1.55 μm), one can reach enough precision to extract the free-carrier density and the spatial distribution of the laser-induced microplasmas produced by tightly focused femtosecond pulses. Figure 5 shows an example of amplitude imaging of such microplasmas generated 1 mm below the surface of a silicon sample by two-photon ionization with 60-fs duration pulses at 1.3-μm wavelength. In practice, a beam splitter separates the beam in probe and pump pulses. The probe beam is directed to an optical delay stage and illuminates the silicon sample perpendicular to the excitation by the pump pulse. By moving the delay stage, the optical path of the probe beam can be adjusted, so the time difference between the pump and the probe pulses is changed. The resulting images shown in Figure 5 represent the spatial transmittance of the probe pulse, corrected for background intensity measured without laser excitation.

Interestingly, the high-mobility and long-lived characteristics of free-carriers in silicon combined to resolution-limited infrared imaging performances allowed to observe directly the plasma expansion due to the diffusion of carriers (which is not achievable in dielectrics due to the low carrier mobility). Under these experimental conditions, the lifetime of the laser-produced microplasmas inside silicon was measured to be ≈ 2.5 ns.

To extract free-carrier densities from the plasma linear transmission images, one can apply a Drude model accounting for inverse bremsstrahlung absorption of the probe. Both experimental works of Kononenko et al. using high-energy focused pulses (> 90 μJ) and Mouskefetar et al. for relatively tight focusing conditions (NA = 0.3) conclude on sub-critical plasma densities in all tested femtosecond interactions in silicon. They observed a clamping of the plasma density as evidenced by the pump-energy dependence of the refractive index change and the transmission loss associated with plasma formation. Figure 6 shows a typical measurement of transient refractive index change, and Figure 7 shows the measured plasma absorption corresponding to a maximum level of excitation near or below $10^{20}$ cm$^{-3}$. This is significantly below the critical plasma density ($\approx 6 \times 10^{20}$ cm$^{-3}$ at 1.3-μm wavelength) and represents a major difference with femtosecond-laser–dielectric interactions for which much higher densities are reported.

By using pump-probe interferometry, Kononenko et al. have investigated the dynamics of plasma formation in silicon. The evolution of the brightness of an interference pattern (directly linked to the refractive index change) at the focus of a 250-fs duration pump beam at 1.2-μm wavelength is shown in Figure 8 for different probe delays. The refractive index change is positive during the pump pulse, and turns negative afterward. This behavior is analogous to the one observed using similar pump-probe interferometry techniques in wide-band-gap materials. The positive refractive index change $\Delta n$ during the pump pulse can be attributed to the optical Kerr effect and the plasma formation together with defocusing. Indeed, the positive refractive index change $\Delta n$ during the pump pulse can be attributed to the optical Kerr effect as $\Delta n = n_2 I$, where $n_2$ and $I$ are the nonlinear refractive index and the pump intensity, respectively. The negative refractive index change corresponds to

Figure 5: Ultrafast infrared microscopy observation of a femtosecond laser-induced microplasma (20-μm input pulse energy, NA = 0.3). The high-resolution images acquired for different delays reveal directly the expansion of the microplasma by free-carrier diffusion. Laser wavelength: 1.3 μm; Pulse duration: 60 fs. Reproduced with permission [78] Copyright 2016, American Institute of Physics.

Figure 6: Laser-induced transient refractive index change versus energy of laser pulses near the focus inside silicon. The +Δn and −Δn scales are different. Laser wavelength: 1.2 μm; Pulse duration: 250 fs. Reproduced with permission [77] Copyright 2012, The Optical Society.
the contribution of free carriers according to the Drude model\[^{[79]}\]
\[
\Delta n = -\frac{2e^2 n_i}{\hbar \omega} \frac{n_s}{m^*},
\]
where \( e \) is the elementary charge, \( n_s \) is the refractive index of silicon, \( \omega \) is the laser angular frequency, \( m^* \) is the effective mass of the carriers, and \( n_e \) is the electron density which can be evaluated by considering two-photon absorption as the dominant ionization mechanism (see Section 3.1.1). The calculated interference response in Figure 8 relies on the sum of these two contributions, and is in agreement with the experimental data. Despite the simplicity of this model for describing all the involved processes (see Section 3.2), the good agreement between theory and experiments demonstrates that the major mechanisms occurring during laser–silicon interaction are well-described.

A major limitation of the pump-probe technique remains the sensitivity since the dynamic range of infrared cameras limits the minimum measurable absorption at typical levels of few percent (performance similar to standard silicon-based technologies at best). Technically, this means that only densities exceeding 10^17 cm\(^{-3}\) can reasonably be detected for micrometer-size plasmas by absorption. Thus, as it will be shown below, the progressive excitation in the prefocal volume as the pulse approaches the focus is hardly revealed by these imaging experiments. Beyond these state-of-the-art pump-probe experiments, new infrared imaging developments will be required to access more details of femtosecond interactions in semiconductors. In particular, we anticipate that the advanced holographic imaging methodologies developed in the visible domain to study nonlinear interactions in dielectrics\[^{[73,86,87]}\] can be transposed to the infrared. It should allow retrieval not only of the imaginary part of the refractive index with increased sensitivity but also of the changes in its real part. These improvements are essential to follow both in time and 3D-space the ionization dynamics and other effects such as the strong Kerr-induced nonlinearities inherent to narrow band-gap materials described in the previous section.

### 3.1.3. Interactions with Non-Gaussian Beams

To achieve higher space–time localization of energy deposition, potential optimizations of the energy deposition have been investigated. In particular, femtosecond Bessel beams have been endeavored because this class of beams is known to strongly resist to detrimental nonlinear distortions. In Bessel beams, the energy is directed everywhere at a given angle with respect to the optical axis (conical energy flux) providing two advantages for energy deposition over long distances. First, it makes the interactions free from spherical aberrations in comparison with focused Gaussian beams that contain a wide range of angles of incidence. Second, an even more important feature is that the intensities remain modest until the central core region on the optical axis is reached. For high Bessel angles, it is only here that significant nonlinear effects (including nonlinear beam distortions and nonlinear absorption) occur.\[^{[88]}\] These beams therefore intrinsically allow controlled interactions at higher intensities compared to Gaussian beams which has already been exploited for the fabrication of high aspect-ratio nano-channels in glasses using single femtosecond pulses at 800-nm wavelength.\[^{[89,90]}\] He et al. have presented evidence of the fabrication of high-quality through-silicon vias which constitute an essential building block for vertical electrical connections in 3D integrated electronics circuits using femtosecond Bessel-like beams at 1.5-μm wavelength.\[^{[91]}\] The corresponding realizations displayed in Figure 9 were obtained on ultra-thin wafers by employing a drilling technique with sequences of 1200 high-energy (104 μJ) 65-fs duration pulses. The morphology—and, thus, the quality—of the vias strongly depends on the spatial beam shape. As shown in Figure 9a, Gaussian-shaped beams lead to conical through-silicon vias due to the short Rayleigh length inherent to tight focusing conditions (NA = 0.3). To solve this issue, one could think about employing a conventional Bessel beam shape showing an extended depth of focus. While this...
solution works well at the center of the Bessel beam (see Figure 9b), the non-negligible energy contained in the side lobes provokes damage on the entrance surface. The authors solved this problem by using a customized binary phase plate for tailoring the shape of the Bessel beam. The resulting through-silicon vias in 50-μm (Figure 9c) as well as 100-μm (Figure 9d,e) thick silicon samples exhibit a high aspect-ratio with no unwanted damage on the surface, and are almost cylindrical.

To investigate the natural bulk silicon response to a Bessel energy flux, other groups have produced high-angle femtosecond Bessel beams (> 20°) at 1.3-μm wavelength with axicon-based methods.[92] In addition, high energy versions of the beams leading to ultrahigh intensities (> 1015 W cm−2) over millimeter-long distances have been endeavored.[90] A direct comparison of the modifications induced in samples of borosilicate glass and silicon with Bessel and focused Gaussian beams is shown in Figure 10. Concerning glass, it is found that the Bessel beams produce complete through hole modifications with efficiencies very similar to those commonly reported at 800-nm wavelength.[89,91,93] However the response in silicon is drastically different. We note that the surface damage threshold is largely exceeded. The stronger surface damage sites in comparison to glass are associated to the high two-photon absorption coefficient of silicon. However, for both Bessel and focused Gaussian beams there is no noticeable material modification in the bulk.

An interesting complementary diagnostic in these femtosecond Bessel beam experiments is the measurement of the intensity delivered in the bulk which exhibits a clamping at ≈ 4 × 1011 W cm−2.[92] The corresponding fluence (0.05 J cm−2) is well below the known thresholds for surface modification of silicon (Fth > 0.1 J cm−2)[96,97] but the intensity exceeds the reported thresholds for measurable two-photon absorption (≈ 1013 W cm−2).[98] A simple estimate of the produced free-carrier density can be made with the relation Nmax = (πβImax2)/(2hων) where τ = 110 fs, β and hων = 0.95 eV are respectively, the pulse duration, the two-photon absorption coefficient, and the photon energy associated to these experiments. This relation neglects collision-assisted ionization and avalanche ionization mechanisms.[97] Using a two-photon absorption coefficient in the range of 0.5–1.5 cm GW−1,[46–48] one finds a maximum free-carrier density Nmax = 2.9–8.1 × 1018 cm−3 remarkably matching the values found with the measurements based on ultrafast imaging of the plasma created by Gaussian beams (see Section 3.1.2). These considerations show that the benefit of Bessel beams on ultrafast silicon excitation (if any) remains very modest in the situations investigated. One possible reason for this limitation is that spatial improvement requires a large-angle cone of light (i.e., breaking the paraxiality), which is particularly challenging to achieve in high refractive index materials (see Section 2). Even if the Bessel beams that have been produced rely on large angles, they do not exceed the highest angle components in tightly focused Gaussian beam experiments. To improve this aspect, one option would be to consider more exotic beams as ring-Airy beams that exhibit a parabolic energy flux and nonlinear collapsing features that have shown their potential for high intensity delivery in dielectrics.[99,100] However, the potential of this direction has not been carefully evaluated in semiconductors so far. It would also require new experimental developments to address this topic at non-conventional wavelengths.

### 3.2. Theoretical Identification of the Limiting Processes

Early studies on the modeling of ultrashort-laser-silicon interaction were performed using vectorial solver of Maxwell’s equations based on a finite-difference time-domain (FDTD) method. In that way, Bogatyrev et al. developed a 3D model relying on a FDTD approach for describing the local energy deposition in semiconductors (silicon and gallium arsenide).[101] The method includes a two-temperature model and takes into account linear absorption, two-photon absorption as well as...
avalanche ionization, with no recombination term included. The main difficulty arising from FDTD-based approaches is the excessive computation time, especially in a 3D configuration. In order to elucidate the experimental limitations developed in Section 3.1, Zavedeev et al. developed a scalar model based on the nonlinear Schrödinger equation (NLSE). This latter consists of calculations of the space-time-dependent magnitude of the electric field $E$ of a femtosecond laser pulse under the slowly varying envelope approximation. The model takes into account various physical mechanisms and can be written in cylindrical coordinates $(r, z)$ as:

$$\frac{\partial E}{\partial z} = \frac{i}{2k_0} \left( \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial r^2} \right) E + \frac{ik_0n_i}{n_0} |E|^2 E - \frac{\beta_2}{2} |E|^2 E - \frac{\sigma}{2} \left( 1 + i\omega_0\tau_e \right) \rho_e E$$

(1)

On the right-hand side in Equation (1), the first, second, third and fourth terms correspond to the diffraction, the optical Kerr effect, the two-photon absorption, and the plasma absorption and defocusing according to the Drude model, respectively. In Equation (1), $k_0$ is the wavenumber of the laser pulse with a center angular frequency $\omega_0 = 2\pi/\lambda$, $c$ is the speed of light in vacuum, $\lambda$ is the wavelength of the laser pulse, $n_i$ is the linear refractive index of silicon, $n_0$ is the nonlinear refractive index, $\beta_2$ is the two-photon absorption coefficient, $\sigma = e^2 k_0 \rho_e \tau_e / (n_0^2 m^* c^2)$ is the inverse bremsstrahlung absorption cross section, $c$ is the elementary charge, $\tau_e$ is the vacuum permittivity, $m^*$ is the effective mass of the electron–hole pairs in silicon, and $\rho_e$ is the electron density of the plasma. While various ionization and recombination mechanisms may be taken into account for the evaluation of $\rho_e$, a simple approach consists in accounting for the two-photon absorption only, yielding

$$\frac{\partial \rho_e}{\partial t} = \frac{\beta_2 |E|^2}{2\hbar \omega_0}$$

(2)

where, $\hbar$ is the reduced Planck constant. The assumption that two-photon absorption is the main ionization mechanism is supported by the experimental results of ref. [57], where avalanche ionization could not be detected (see Section 3.1.1). Moreover, the absence of any recombination term in the kinetic equation for the plasma concentration [Equation (2)] was justified by experimental observations of the relatively long lifetime of the plasma (1–10 ns) induced by sub-picosecond pulses.

This approach enabled Zavedeev et al. to calculate the evolution of the electron density produced in bulk silicon (at 700 μm from the entrance surface) by 250-fs duration pulses focused with a numerical aperture $NA = 0.3$ as a function of the input energy $E_{in}$. Figure 11. There are two striking features in Figure 11. First, the electron density curve rapidly deviates from a linear regime (dashed lines) at extremely modest pulse energies ($\approx 5$ nJ). This threshold corresponds to the required input energy for reaching the critical power for self-focusing. Once it is reached, a competition between the optical Kerr effect and plasma defocusing occurs. Simultaneously, the significant absorption in the prefocal region leads to delocalization of the energy deposition. As a consequence, the intensity scales logarithmically as a function of $E_{in}$. This phenomenon often referred to as “intensity clamping” directly explains the experimental results presented in Section 3.1. The second major result of these simulations lies in the maximum electron density level reached. Given that the calculations have been made at 2-μm wavelength, the critical plasma density is 2.8 x 10^{20} cm^{-3}. As shown in Figure 11, the calculated electron densities are one order of magnitude below this value, even for 10-μJ input pulse energy. This implies that femtosecond-laser induced plasmas in bulk silicon are subcritical, thus preventing enhanced energy deposition in the produced plasma. Taken together, these two results demonstrate that a simple increase in the input pulse energy is not an appropriate solution for achieving bulk modifications in silicon because of the nonlinear energy depletion well before the focus. In fact, such an increase in $E_{in}$ may result in ablation of the entrance surface before bulk modification since the limiting plasma effects are triggered at much higher intensities in air than in silicon. This is evidenced by the dashed curves on the right-hand side of Figure 11 showing a higher electron density level on the surface than in the bulk for $E_{in} = 10$ μJ.

The wavelength dependence of femtosecond-laser–silicon interaction is an overriding issue for the design of experimental arrangements aiming at in-volume laser direct writing of the material. There is actually no intuitive solution for this problem as all the material properties are wavelength-dependent. On the one hand, increasing the wavelength can be beneficial as it leads to a decreased critical plasma density, a decreased multi-photon absorption in the prefocal region, and a more efficient avalanche ionization. On the other hand, it can also be detrimental due to the inevitably increased focal spot size as well as the decreased multi-photon absorption at the focus. In order to address this problem, Zavedeev et al. have carried out nonlinear propagation simulations over a broad wavelength range (i.e., not only limited to the two-photon absorption regime) under identical focusing conditions.
conditions for high input pulse energy \((E_{in} = 500 \text{ nJ})\).\[102\] The term \(\beta_3|E|^4/E^2/2\) in Equation (1) was thus replaced by

\[
\frac{1}{2} \sum_k \beta_k |E|^2|E_k|E
\]

where \(\beta_k\) is the \(k\)-photon absorption coefficient at the considered wavelength \(\lambda\) according to the literature.\[47,98,103–105\] The corresponding results are displayed in Figure 12 where the maximum electron density \(\rho_e\) produced in the bulk of silicon decreases with increasing wavelength. This behavior was explained by the higher efficiency of the plasma defocusing when the wavelength is increased, thus responsible for the light delocalization. The overall trend is that the electron density scales as \(1/\lambda^2\), so as the critical plasma density. One may note, however, the nonmonotonic behavior of the curve around 2-μm wavelength corresponding to the peak in the nonlinear refractive index \(n_2\) of silicon, thus increasing the importance of the optical Kerr effect with respect to plasma defocusing. While one could conclude that mid-infrared pulses are unfavorable for producing permanent modifications inside silicon, the authors also calculated the maximum delivered energy at different wavelengths. In contrast with the overall decrease in the electron density, the delivered energy reaches a minimum in the 3-photon absorption regime \((\sim 2.8\mu\text{m}\text{ wavelength})\), before growing again in the 4- and 5-photon absorption regime. While this potential benefit has not been experimentally confirmed yet, this difference between electron density and delivered energy analyses originates from inverse bremsstrahlung absorption which is more efficient for long wavelengths.

As discussed in Section 2, the high refractive index of silicon implies relatively low angles in the material (i.e., \(<17^\circ\)). However, in some applications using hyper-NA configurations (e.g., micro-explosion experiments for producing new allotropic phases of silicon\[40,107\]), the paraxial approximation is not valid. In order to address this issue, Fedorov et al. have developed a simulation approach based on transformation optics for modeling laser-silicon interaction in high numerical-aperture configurations (\(NA \geq 1\))\[13\] without the need for vectorial treatments. Their scalar model relies on the unidirectional pulse propagation equation (UPPE) which is similar to the above-presented one (Equation 1), in the spectral domain. In order to simulate large angle wave vectors, the authors defined a scaled refractive index as \(n_s = sn\), where \(s\) is the scaling factor (typically on the order of 1000). In this way, the problem is transformed into an analog virtual situation where the wavefront curvature is drastically reduced. The original geometry can be retrieved by compressing the space along the optical axis by \(s\) times. The authors have shown that the linear propagation calculated for \(NA \geq 1\) with their model was in excellent agreement with simulations using the rigorous vectorial theory. In the nonlinear case, the code was benchmarked with propagation measurements performed with 60-fs laser pulses at 1.3-μm wavelength, as shown in Figure 13. For each of the two employed numerical apertures, one may note that the shape of the fluence distribution is fairly well reproduced. Interestingly, the values for the maximum fluence reached in every configuration are particularly well-estimated. Therefore, the model with its transformation optics approach is an extremely powerful tool for estimating the dynamics of the energy deposition inside silicon. Moreover, as it will be shown in Section 3.3, this model is able to predict the experimental behavior of silicon under extremely tight focusing conditions (\(NA \gg 1\)).

### 3.3. Bypassing the Single Femtosecond Pulse Limitations

Whereas, as presented in Section 3.2, the nonlinear propagation effects in silicon lead to an intensity clamping below the modification threshold, two main ways have been found for circumventing these limitations inherent to prefocal interactions. Nevertheless, both practical methods suffer from important drawbacks for an industrial perspective of laser direct writing applications. In this section, we present the techniques that are operational at...
modest repetitions rates, that is, each individual pulse interacts with cold and relaxed material. The proposed solution relying on high repetition rates—and, thus, potential pulse-to-pulse accumulation regimes—will be presented in Section 4.3.

The first method to circumvent the intensity clamping is to minimize the amount of material in which the pulse propagates, and thus aims at modifications at low depth. However, this leads to important difficulties to avoid surface damage. In a pioneer paper, Nejadmalayeri et al. [11] added an amorphous silica (a-SiO₂) layer on the entrance surface of silicon and identified conditions to confine modifications near the interface. In an analogous configuration, Crawford et al. employed a carbon (a-C) layer. [12] The corresponding modifications are located close to the interface with the amorphous material (typically on the order of 10 μm below the interface), irrespective of the focusing depth. By moving the sample perpendicularly with respect to the incoming laser beam, Nejadmalayeri et al. have inscribed subsurface waveguides in silicon, [11] as shown in Figure 14. The associated refractive index change is ≈ 10⁻³, and the losses were estimated to be ≈ 1.2 dB cm⁻¹. Nevertheless, the mechanisms making the permanent modifications possible were unclear. By carrying out numerical simulations of the nonlinear propagation inside silicon, Kononenko et al. showed that plasmas with relatively high electron densities can be produced in the subsurface of silicon during the interaction, thus explaining the laser-induced modifications in this region. From an industrial point of view, besides its 2D limitations analogous to the silicon-on-insulator (SOI) technique, coating the silicon surface may be incompatible with some microelectronic devices, where a layer of insulator is undesirable.

The second method for producing modifications in bulk silicon with femtosecond laser pulses consists of employing hyper-NA configurations (i.e., numerical apertures well above unity) so that the intensity in the prefocus region is minimized. To do so, Sreenivas et al. have employed an oil immersion microscope objective of numerical aperture NA = 1.25 and index matching liquid of refractive index 1.49 for focusing in bulk silicon 800-fs duration laser pulses at 1.55-μm wavelength and a pulse energy of 50 μJ. [109] The authors reported buried structures in the material, which can be attributed to the higher intensity at the focus together with large angles of the cone of light which limit the plasma effects. While this technique is convenient for ensuring the immersion of the objective lens when the sample is moved during 3D inscription, the main drawback is the limited refractive index of liquids which can never perfectly match the one of silicon. Therefore, the general aforementioned refraction-based limitations still apply and make this methodology inapplicable with shorter pulses. In order to solve this issue, Chana et al. proposed a solid immersion lens (SIL) technique relying on a spherical air–silicon interface. [18] To demonstrate this technique, 60-fs duration laser pulses at 1.3-μm wavelength were focused in the center of a 2-mm diameter silicon sphere with an objective lens of numerical aperture NA = 0.85. In this configuration schematically depicted in Figure 15, there is no refraction at the air–silicon interface, and the effective numerical aperture is thus the one of the objective lens multiplied by the refractive index of silicon NAeff = n_{c,s} × NAobj = 2.97. Supported by nonlinear propagation simulations with the model developed in ref. [15], these extreme focusing conditions produced the very first modifications induced in a deterministic way in bulk silicon with < 100-fs duration pulses. The remarkably low pulse energy sufficient for producing these modifications (20 nJ) as well as repeated experiments confirmed that the laser-produced modifications do not rely on defects inside the material. The refractive index change associated with these modifications is negative, suggesting that these may be voids or micro-cavities. While the liquid and solid immersion lens techniques applied for intense laser–silicon interaction have demonstrated that the nonlinear propagation limitations can be bypassed for producing material modifications, they suffer from drawbacks limiting their industrial applicability. For instance, the oil immersion technique requires to clean the entrance surface after laser inscription. Similarly, while the solid immersion lens technique offers high-resolution inspection of silicon integrated circuits [109,110] transposing it for laser processing in silicon requires a less-than-a-half-sphere positioned on a wafer surface to produce modifications similar to those shown in Figure 15. A writing procedure would then require moving this SIL on the entrance surface—thus, potentially provoking scratches. An additional difficulty is the need for a perfect optical contact between SIL and the substrate for taking advantage of the hyper-NA configuration as any air gap will simply make impossible to couple the high angular components. Finally, this SIL technique does not allow to modify the material at arbitrary depths—thus, restricting the inscription to a 2D geometry unless it is combined with complex adaptive optics solutions.

### 3.4. Underdense Plasmas—Applications

As developed in the whole Section 3, laser direct writing in bulk silicon with femtosecond pulses is extremely challenging due to nonlinear effects that limit the energy deposition inside the material. Nevertheless, the possibility to produce transient microplasmas inside silicon in a non-destructive way with ultrashort pulses offers other applications. The first of these concerns microelectronics. Indeed, because of their compactness, optical approaches...
are commonly employed since the 1960s to emulate radiation effects in microelectronic devices (e.g., gamma-ray-irradiated circuits in space applications) and to investigate the possibility to handle free carriers in these devices (i.e., physical hacking). However, because of the technology available at that time, these techniques were limited to long-duration irradiations at wavelengths for which silicon linearly absorbs the laser flux (i.e., the photon energy is higher than the band gap of the material). The laser energy deposition in this case is thus limited by the opaque metallic components on the frontside of the device. The later technological developments of femtosecond lasers as well as near-infrared lasers enabled to irradiate the device from the silicon substrate (i.e., the backside) by two-photon absorption—and, consequently, to generate free carriers with a remarkable spatial resolution. The plasma production close to the logic gates of the irradiated device implies that some of the free carriers are able to migrate through a tunnel oxide so that the logic state of the microelectronic component (e.g., flash memory, photodiode) is modified in a stable manner after irradiation.

A second application of the femtosecond-laser produced underdense plasmas in silicon is spatial beam shaping. Facco et al. reported a spontaneous reshaping of Gaussian-shaped beams to Bessel beams during the propagation in silicon for pulses at 1.55-μm wavelength with a peak power exceeding the critical power. This reshaping was explained by the competition between Kerr nonlinearity and two-photon absorption together with plasma defocusing. In this configuration, two-photon absorption can be viewed as a semi-opaque stopper located in the center of the Gaussian beam leading to a diffractive transformation which is well-described by a Bessel function. Analogous plasma-shaped beams in silicon were recently reported by Pinhas et al. in a double-pulse configuration. This technique consists of a pump beam at 532-nm wavelength for producing a plasma on the surface for shaping a parallel probe beam at 1.55-μm wavelength. Two probe beam shapes were obtained using this technique. The first one is a donut shape obtained by adjusting the pump beam size so that it is smaller than the probe. Conversely, the second shape is a narrow probe beam obtained for a donut pump beam. Once shaped, the probe beam was used to successfully overcome the resolution limit for microscopy in silicon. This stimulated emission depletion (STED) microscopy technique is particularly meaningful for characterizing integrated circuits in micro- and nano-electronics.

Finally, femtosecond-laser produced underdense plasmas show applications for spectral manipulations in silicon. By the same way the spatial characteristics of the beam are modified by nonlinear propagation effects, one can also expect distortions in the temporal and spectral domain. During ultrashort-laser–matter interaction, several frequency generation processes may occur. By employing femtosecond laser pulses at 1550-nm wavelength, Kadan et al. demonstrated third-harmonic generation in silicon. The steep electron density profile of the plasma is indeed a nonlinear optical medium suitable for frequency conversion. This well-known phenomenon is the basis of high-harmonic generation and attosecond science. The surprising aspect of harmonic generation in silicon relies on the detection of the wavelength involved. Indeed, the third-harmonic generated light in ref. is at 516-nm wavelength, which is strongly absorbed by silicon with a linear absorption coefficient of 8.8 × 10^4 cm⁻¹. The relatively thin wafers (0.5 mm) used in the experiments made possible the detection of this light. In the same study, Kadan et al. also reported a spectral broadening of femtosecond laser pulses propagating through silicon, which was mainly explained by self-phase modulation. Given that the frequency blue-shift was larger than the red-shift, the authors also suggested that the blue-shifted light generated in silicon originates from plasma emission. Ultimately, by using ultrashort laser pulses at different mid-infrared wavelengths, Marcinkevicius et al. recently demonstrated experimentally octave-spanning supercontinuum generation in silicon. When generated by pulses at 4.7-μm wavelength, the supercontinuum covers the 2.5–5.8-μm wavelength range. No damage is
formed during this process for input pulse energies and durations on the order of 1 µJ and 100 fs, respectively, suggesting that, due to its high nonlinear coefficients (see Section 2), silicon is a suitable medium for supercontinuum generation.

4. Solutions for Laser Direct Writing in Silicon

4.1. Nanosecond Inscription

4.1.1. Permanent Modifications Induced by Nanosecond Pulses

One manner to drastically reduce the limiting nonlinear effects presented in Section 3 which are inherent to the propagation of femtosecond laser pulses in silicon is to employ longer pulses. In that way, nanosecond pulses were shown to be adapted for producing permanent modifications in the bulk of silicon during the 2000s.\(^{[144–147]}\) The possibility to modify the material with such pulses has led to the development of a dicing technique called "stealth dicing," which is routinely employed in the industry for cutting large wafers into individual chips.\(^{[48]}\) This technique relies on the inscription of modifications in the bulk of a silicon wafer with no surface damage. After this inscription, when pressure is applied onto the wafer, the modifications act as weak points, facilitating the breakage. The wafer is thus diced along pressure phases,\(^{[154]}\) dislocations,\(^{[27,28,155,156]}\) hydrostatic compressive strain,\(^{[27,28,155,156]}\) cracks\(^{[22]}\) as well as polycrystalline features.\(^{[19,154]}\) As illustrated in Figure 16.

The stealth dicing technique introduced in refs. \(^{[144–147]}\) was demonstrated for thin wafers (50–500 µm) at wavelengths in the 1.03–1.10 µm range. Other groups employed these wavelengths for applications such as backside machining of 380-µm thick silicon wafers.\(^{[149]}\) One must note that this wavelength range corresponds to photon energies ≥ 1.13 eV, slightly above the one of the band gap of silicon at room temperature (1.12 eV).\(^{[39–41]}\) In other words, the material transparency to these wavelengths is extremely limited, as indicated by the linear absorption coefficient ≥ 3.5 cm\(^{-1}\).\(^{[142]}\) Such a high linear absorption coefficient is an important hurdle to overcome for the stealth dicing of thicker wafers. The development of near-infrared lasers enabled Verburg et al. to show that permanent modifications could be produced in bulk silicon in the two-photon absorption regime with nanosecond pulses at 1.55-µm wavelength.\(^{[15]}\) These modifications could be created at various depths of thin wafers (160-µm thickness). In later works, Verburg et al. also analyzed the crystalline structure of the laser-irradiated zones with Raman spectroscopy.\(^{[21,150]}\) These characterizations highlighted that the modifications consist of transformations of the initially crystalline silicon to amorphous and polycrystalline silicon as shown by the peak corresponding to the Si-III/Si-XII phases in Figure 17. The localization of the energy deposition in the two-photon absorption regime was then investigated by Yu et al. in silicon samples with different doping concentrations.\(^{[151]}\) Their study showed that, for low doping concentration samples with electron densities \(n_0 \leq 10^{16} \text{ cm}^{-3}\), similar modifications could be produced inside silicon. However, for highly doped silicon (\(n_0 = 10^{18} \text{ cm}^{-3}\)), where linear absorption cannot be neglected,\(^{[152]}\) the modifications in the focus region are way smaller.

The possibility to produce permanent modifications of the crystalline structure of silicon with nanosecond laser pulses in the two-photon absorption regime has led other groups to systematically investigate the material changes that could be obtained with such pulses. To do so, electron microscopy coupled to electron diffraction analyses offers an extremely remarkable way to characterize these changes at the nanometer scale. A wide variety of material changes induced by nanosecond pulses was discovered, including voids,\(^{[22,153]}\) high-pressure phases,\(^{[154]}\) dislocations,\(^{[27,28,155,156]}\) hydrostatic compressive strain,\(^{[27,28,155,156]}\) cracks,\(^{[22]}\) as well as polycrystalline features.\(^{[19,154]}\) As illustrated by the transmission electron microscopy (TEM) image with the selective area electron diffraction images in Figure 18, several types of material changes may coexist in the same laser-irradiated zone. Considering all the fundamental processes taking place during and after the nanosecond laser pulse (including carrier excitation, thermal and mechanical effects) before resolidification, one could expect this coexistence. All the aforementioned material changes are associated with different optical properties showing high potential for a broad range of applications in photonics.

Given the high transparency of silicon at 1.55-µm wavelength, Li et al. showed the possibility to modify the material at depths up to 2 mm below the surface.\(^{[156]}\) By means of infrared quantitative-phase microscopy, the authors investigated the refractive index change associated to laser-induced modifications in various conditions (i.e., different number of pulses per location and pulse energy). Consistently with the above discussion, the modified zones show coexisting positive and negative refractive index

Figure 16. Scanning electron microscopy (SEM) images of microelectromechanical systems (MEMS) cut with the stealth dicing method. Courtesy of Hamamatsu Photonics K. K.

Figure 17. Raman spectrum of (solid) unmodified and (dotted) laser-modified silicon on a fracture plane. Laser wavelength: 1.55 µm; pulse duration: 3.5 ns. Reproduced with permission.\(^{[21]}\) Copyright 2015, Springer Nature.
4.1.2. Structuring through Nonlinear Feedback-Driven Collective Pulse–Material Interactions

Traditional laser-material processing methods rely on a laser beam modifying different points on or inside a material essentially independently, whether the process is serial, as in laser direct writing, or in parallel, as in lithography. The sequence in which the modification is made does not matter, except for trivial geometric dependencies, such as a previously modified point blocking access. An alternative approach is to exploit intrinsic nonlinear feedback mechanisms that arise in laser–matter interactions in the strongly nonlinear regime, for which silicon is a well-suited platform. In this approach, when a laser pulse modifies the material, the change in the material properties influences how the next pulse interacts with the material, creating an iterative process resulting in a self-organized structure even when the laser beam is stationary. The influence of a given pulse within a sequence of pulses depends on the entire history of modifications by the previous pulses. Thus, a large number of pulses interact collectively with the target material over a finite but spatially extended region. This approach opens up new possibilities in laser-material structuring, especially when point-by-point modification is difficult to achieve. One obvious limitation of this approach is that any overall pattern must comprise self-organized structures.

The rich history of the creation of well-controlled self-organized patterns dates back to the fluid convection experiments of Bénard in 1900.[159,160] The first use of a laser beam to create permanent self-organized structures was shown within a few years of the laser invention.[161] However, the first unambiguous identification and deliberate exploitation of the intrinsic nonlinear feedback mechanisms to achieve laser-induced self-organization appears to be more recent.[162] Its first application was the creation of surface nanostructures of unprecedented uniformity.[162] Additional demonstrations of such similar feedback-driven collective interactions by the same authors are described in refs. [163–165].

The first application of this approach to the in-volume refractive index structuring of silicon was shown in ref. [19], and included the first selective chemical etching to create 3D structures out of silicon using the wavelength of 1.55 μm. There, Tokel et al. showed that it is possible to modify the material within its bulk, without altering the wafer above or below the modifications, and with strong 3D control.[19] The achieved refractive index contrast of 5 × 10−4 is due to a localized disturbance of the crystal, based on stress and strain effects.[19] The authors circumvented the speed limitations of point-by-point writing (this will be shown in Figure 31), with the creation of self-organized rod-like structures which are formed along the beam propagation direction (Figure 20a). Here, the laser is partially reflected from the exit surface due to Fresnel reflection, creating nonlinearly coupled counter-propagating beams within the semiconductor. The nonlinear interactions described in ref. [19] cause the beams to collapse, triggering the self-organized pulse-to-pulse growth of rod-like structures, which extend hundreds of micrometers while preserving their 1-μm thickness (Figure 20a). With this approach, the fabrication speed increases rapidly compared to point-by-point fabrication, and the structures elongate without physically changing the laser focus as in conventional approaches. For instance, with a single circular motion of the laser, which can be performed in seconds, one can create a high-aspect ratio in-chip cylinder of > 700-μm length with 1-μm resolution (Figure 20b). The authors also developed a hydrofluoric acid (HF) based selective chemical etching approach to remove the laser nanoparticle.
written parts, without significantly effecting the non-irradiated crystal (Figure 20b). Thus, by exposing the modified areas to the solution, high aspect-ratio through-silicon vias can be sculpted in a few minutes (Figure 20b,c). These vias elongate hundreds of micrometers, and each one is created with a single circular motion of the laser, notably created without changing the depth of the laser focus (Figure 20c). Such a capability may have significant advantages in the industry, where the fabrication speed is critical. Furthermore, the capability is not limited to circular symmetry. For instance, an in-chip rectilinear pattern can be converted to large-volume covering micro-pillar arrays (Figure 32) or micro-plate arrays (Figure 20e). Another application would be in ultra-thin laser-slicing of silicon (Figure 20d), for instance, in the form of pieces removed from the architecture given in Figure 20e.

4.1.3. Nanosecond Laser–Matter Interaction Models

In the femtosecond regime, the difficulties for modeling laser–matter interaction are generally related to the nonlinear propagation of an intense laser pulse. Nevertheless, due to the timescale of femtosecond laser pulses, below the electron–phonon scattering time of 1–10 ps,\textsuperscript{157,166–168} it is possible to separate the causes (i.e., the carrier excitation), from the consequences (i.e., the material response). Due to reduced optical Kerr effect in the nanosecond regime, one may intuitively guess that the beam propagation is linear. However, thermal and other nonlinearities render the propagation highly nonlinear. In particular, during the inter-action, the material properties dynamically change (e.g., carrier density, optical index, temperature, pressure, internal energy), leading to a complex interaction dynamics between the laser and the material. A full model would ideally account for the phase changes, the rise in temperature, the material movement, the dependence of almost every single material parameter on the temperature, the formation of pressure and shock waves, hydrodynamic phenomena, etc. While, in principle, this full model could be developed for well-known materials such as silicon, several groups have chosen a simplified approach for explaining the experimental results they obtained.

A first theoretical approach for modeling nanosecond-laser–silicon interaction was developed by Ohmura et al.\textsuperscript{145} This model consists of evaluating the increase in temperature $\Delta T$ provoked by a laser pulse of 150-ns duration at 1.06-μm wavelength, by calculating (i) the internal heat generation, and (ii) the intensity of a focused beam thanks to Beer–Lambert law with a temperature-dependent linear absorption coefficient $\alpha(T)$.\textsuperscript{169} Linear propagation was considered, which is reasonable regarding the subcritical power conditions ($P \approx 30$ W). The calculated evolution of the temperature as a function of the depth is displayed in Figure 21 at different times. In these simulations, the temperature drastically increases near the focal region ($z = 60$ μm) during the beginning of the pulse. The striking feature in Figure 21 is the development of an absorption front upstream the incoming laser during the pulse. This behavior is well-known in wide-bandgap materials irradiated by nanosecond pulses due to the cooperation of different mechanisms including band-gap
collapse, heat diffusion and free-carrier transport.\cite{170} As shown in Figure 21, an analogous behavior is obtained in the linear absorption case, which enabled the authors to explain the elongated morphology in the prefocal region of the modifications.

A more sophisticated model was developed by Verburg et al. for evaluating the size of the modifications in the two-photon absorption regime (at 1.3-μm wavelength).\cite{171} The approach of the authors relied on a two-temperature model for calculating the increase in temperature in silicon. The propagation is assumed to be shape-invariant. The damage criterion in this model corresponds to the melting temperature of silicon (1687 K\cite{52,51}).

Simulation results are displayed in Figure 22 for various pulse durations and energies. For all pulse energies, there is a narrow duration window in which modifications can be produced. Additional simulations (not shown here) demonstrated that two-photon absorption and heat diffusion are the main contributions for explaining this window behavior. For too long pulses (≥ 100 ns), the intensity is not high enough for producing sufficient electron density—and, thus, for reaching the melting temperature of silicon. On the other hand, when the pulses are too short (≤ 50 ps), a plasma is formed in the prefocal region and provokes undesired absorption by the free carriers. However, one should note that, at these short durations, the critical power for self-focusing in silicon is exceeded, and the shape-invariant approximation of the model is not valid anymore due to the competition between the optical Kerr effect and plasma defocusing.

This competition between opposing mechanisms inducing opposite refractive index changes during the propagation of nanosecond pulses in the bulk of silicon represents another degree of complexity which was accounted for in the “toy model” developed by Tokel et al.\cite{19} The goal of this model is to predict the size of the modifications after a sequence of consecutive pulses. The experimental irradiation conditions enabling the production of these modifications include the reflection at the exit silicon–air interface. The back-reflected light is then focused in the bulk of silicon. The model takes into account the laser propagation by means of the nonlinear paraxial equation with a varying refractive index change. The contributions of the index change are the optical Kerr effect, the temperature change inside the material, and plasma defocusing. The electron dynamics include ionization (by two-photon absorption) and Auger recombination. The heat source term can thus be calculated and injected in the heat equation (Fourier’s law). By repeating the calculations on a pulse-to-pulse basis, the total length of the modifications $l_{\text{total}}$ after $N$ successive pulses can be calculated as\cite{19}

\[
l_{\text{total}} = \frac{l_i}{1 + \frac{\xi}{(N-1)}}
\]

where $l_i$ is the focal position of the first pulse, $\xi = f_{\text{therm}}/f_i (f_{\text{FCI}} + f_{\text{therm}})$ is constant, $f_{\text{FCI}} < 0$ is the focal length associated with the refractive index change induced by the free carriers, and $f_{\text{therm}} > 0$ is the focal length associated with the thermally induced refractive index change. As shown in Figure 23, the model described by Equation (4) is accurate for predicting the length of the modifications measured experimentally.

Recently, Kiyota et al. proposed an advanced thermomechanical model for predicting the characteristic geometrical features of zones in different material states present in laser-induced modifications.\cite{171} In this model, calculations of the beam propagation under the paraxial approximation are
performed by solving the nonlinear Schrödinger equation (NLSE) including the optical Kerr effect and plasma defocusing. The kinetic equation for plasma concentration includes linear and two-photon absorption as well as Auger recombination. Finally, heat diffusion and mechanical processes such as the generation of residual stress (through Hooke’s law) and cracks (through Von Mises stress criterion) are taken into account. The proposed method allowed the authors to distinguish the different phases formed inside silicon after a single nanosecond irradiation, including voids, molten, recrystallized, and densified silicon. The simulation results were then compared to experimental data obtained for modifications produced at 1.34-μm wavelength, as illustrated in Figure 24 for the dimensions of the crack front. The good agreement confirms that the proposed model is able to predict the morphology of nanosecond-laser-induced modifications inside silicon. In their work, Kiyota et al. have also shown that their model could predict the position of densified silicon zones with respect to the geometrical focus of the laser beam.

4.1.4. Positive Refractive Index Changes—Applications

The possibility to control the refractive index of silicon with nanosecond laser pulses makes these pulses a fantastic tool for refractive index engineering. In that way, Chambonneau et al. demonstrated the possibility to inscribe longitudinal lines (i.e., along the optical axis) inside the material.[24] As shown by the phase images in Figure 25, the line morphology is strongly dependent on the writing speed. For high (≥ 1.0 mm s⁻¹) and low speed (≤ 5.0 μm s⁻¹), the lines consist of a mix between positive and negative index change, which can be attributed to the single-pulse configuration and accumulation effects, respectively. Interestingly, for 0.1-mm s⁻¹ writing speed, the lines exhibit only a positive index change, which is approximately Δn = 5.3 × 10⁻³ (assuming a cylindrical symmetry). These structures represent the first waveguide inscription deep inside monolithic crystalline silicon, as confirmed by the injection of light inside the lines and the detection of the scattered light. Later works of the same group have shown that, by applying the same method, it is also possible to inscribe Y-splitters longitudinally.[173]

One could wonder about the origin of the positive refractive index change associated with the written waveguides. Given the higher refractive index of amorphous silicon[174] nₐ-Si = 3.73[175] compared to the one of crystalline silicon nₐ-C-Si = 3.48 (at 1.55-μm wavelength[144]), one could expect a partial amorphization of the material for explaining the waveguiding properties. In a later study, Chambonneau et al. investigated the material changes at the nanometer scale.[28] To do so, the surface perpendicular to the waveguides was chemically etched with a diluted potassium hydroxide (KOH) solution. Due to the lower etching rate in the waveguide zone compared to non-irradiated silicon, the waveguides become visible and form a pyramid shape on the surface (Figure 26a). After etching, the modifications can be precisely located, and a thin lamella could then be prepared for the TEM observations displayed in Figure 26b, c, where the anatomy of the waveguide is clearly visible. This is possible either if the allotropic form of silicon has been modified, or if local strain is present inside the material. Given that the electron diffraction pattern in Figure 26d exhibits no change in the mono-crystalline structure, the waveguiding properties are more likely to originate from local strain fields. This was also confirmed with the Raman spectrum in Figure 26e, where only the features associated with mono-crystalline silicon according to ref. [176] (indicated with blue arrows) were exhibited. Indeed, features inherent to amorphous silicon such as a broad band around 480 cm⁻¹[177] are absent.

While longitudinally-written waveguides represent a proof of concept for positive refractive index engineering, the working distance of the employed focusing systems generally makes them inconvenient for long waveguide inscription. Transverse inscription is thus preferred for this purpose. However, Gaussian beams focused in a homogeneous medium through a plane surface, systematically show a Rayleigh length zᵣ larger than the beam waist w₀ (i.e., the radius at 1/e²). Under the paraxial approximation, one can estimate the ratio between zᵣ and w₀ as

\[ \frac{zᵣ}{w₀} = \frac{n}{NA} \]  (5)

where n ≥ 1 is the refractive index of the medium, and NA < 1 is the numerical aperture of the focusing system. Therefore, while waveguides inscribed longitudinally with Gaussian pulses naturally exhibit a cylindrical symmetry, Equation (5) implies that...
transverse writing intrinsically leads to waveguides with an elliptical cross section, which could be a hurdle for some applications. In order to write waveguides transversely, elliptical beam shaping is usually the simplest solution. In glasses, this can be experimentally guaranteed by the use of a cylindrical telescope\cite{178} or a slit\cite{179} before focusing. By breaking the symmetry of the Gaussian beam before focusing, the effective numerical aperture is different along two directions perpendicular to the optical axis. Therefore, by selecting the appropriate beam shape before the focus, the cross section of the beam becomes circular in one plane in the focal region. As stated by Equation (5), the higher the refractive index $n$, the more astigmatic the beam has to be. This challenge in silicon ($n \approx 3.5$) was recently taken by Wang et al., who first showed the possibility to transversely inscribe lines in the nanosecond regime with a circular cross section thanks to astigmatic beam shaping.\cite{180} This achievement was the preliminary step for the inscription of centimeter-long straight and curved waveguides inside silicon as shown in Figure 27. Measurements of the numerical aperture of the single-mode waveguide NA = 0.038 yielded an estimated refractive index change $\Delta n = 2.0 \times 10^{-4}$.\cite{181} Power measurements before and after the inscribed waveguide showed losses around 3.3 dB cm$^{-1}$. In the case of curved waveguides with various curvature radii in the 0.2–6-cm range, the authors measured additional bending losses ranging from $5 \times 10^3$ dB cm$^{-1}$ down to $2 \times 10^{-1}$ dB cm$^{-1}$.\cite{182}

Another type of functionalization thanks to transverse writing consists of inscribing diffraction gratings inside silicon. This was demonstrated in ref. \cite{27} where gratings with various periods $\Lambda$ were transversely written. Typical diffraction patterns recorded after the injection of continuous light through the gratings are displayed in Figure 28a. The experimentally measured efficiency of the grating is compared in Figure 28b to the predictions of a model relying on rigorous coupled-wave analysis.\cite{183} where the refractive index change $\Delta n$ of the lines is a fitting parameter (the geometry of the lines composing the gratings having been characterized). The best agreement between theory and experiments was obtained for $\Delta n = 3.0 \times 10^{-3}$, which is very close to the value $\Delta n = 3.6 \times 10^{-3}$ measured with phase microscopy. The simulations do not reproduce the orders ±5 and ±6 due to the limited dynamic range of the employed camera. Besides the applications related to the writing of an additional function inside silicon, the agreement between experiments and theory provides another way to estimate the positive refractive index change of laser-inscribed modifications inside silicon, similar to what exists in glasses.\cite{184} Noteworthy, the diffraction grating inscription demonstrated in ref. \cite{27} in the two-photon absorption regime (at 1.55-μm wavelength) was recently transposed to the linear absorption regime (at 1.06-μm wavelength) in thin silicon wafers (300-μm thickness).\cite{185}

4.1.5. Negative Refractive Index Changes—Applications

Besides the waveguides based on positive index changes as discussed in Section 4.1.4, another way is to take advantage of the negative index changes for the inscription of depressed-cladding waveguides. Despite their leaky nature when the refractive index of the core is identical to the one of the substrate,\cite{186} these waveguides usually show excellent performance in terms of losses, and the core diameter is easier to adjust experimentally. A proof of concept of longitudinal inscription of depressed-cladding waveguides in crystalline silicon with nanosecond laser pulses was first demonstrated by Tokel et al.\cite{176} and meticulous waveguide analyses were presented by Turnalı et al.\cite{187} As shown in Figure 29,
the waveguides are composed of tubular modifications exhibiting a refractive index change $\Delta n = -3.0 \times 10^{-4}$ as measured with an interferometric method. By injecting light inside the 2.9-mm long structures, the authors confirm their waveguiding properties with a single-mode operation at 1.3-μm wavelength (core diameter: 30 μm). Measurements of the numerical aperture of the waveguides (NA = 0.034) revealed a refractive index change value $\Delta n = -1.6 \times 10^{-4}$, thus confirming the order of magnitude of the refractive index change. As expected, the waveguide losses $\alpha = 2.2 \text{ dB cm}^{-1}$ obtained by analyses of the scattering light are remarkably low. Power measurements at the output of the waveguide showed even lower losses ($\alpha = 1.4 \text{ dB cm}^{-1}$).

While we concentrated so far on the inscription of optical elements that guide and disperse light inside silicon, it is possible to write lenses as well. In that way, Tokel et al. demonstrated the inscription of Fresnel zone plates in crystalline silicon by writing concentric rings exhibiting a negative refractive index change (top image in Figure 30). Measurements of the propagation after the Fresnel zone plate are in good agreement with theoretical predictions (bottom image in Figure 30). The light is focused down to a diameter close to 60 μm. The focal lens of the fabricated optical element is $f = 7.3 \text{ cm}$ at 1.55-μm wavelength.
The beam quality factor is $M^2 = 1.46$ with a diffraction efficiency of 15%.

A particularly interesting potential of laser direct writing is making use of the third dimension inside transparent materials. The third dimension has already been exploited in diverse materials, such as various polymers and glasses, with exciting applications in multiple fields. Tokel et al. have demonstrated an analogous multi-dimensional fabrication capability in the bulk of silicon. The authors used nanosecond pulses at 1.55-μm wavelength with optimized energy and focus, in order to fabricate various 3D shapes and in-chip architectures. Figure 31a shows a representative schematic of a buried 3D architecture. The laser-written structure can be revealed with infrared transmission microscopy. For instance, Figure 31b shows a cross-sectional subsurface plane, indicated with the blue rectangle in Figure 31a. The complete helix structure may be reconstructed from 64 microscope images (Figure 31c), following the path of the laser focus at virtually any depth inside the wafer, creating 3D architecture with high fidelity. The 1-μm resolution and point-by-point writing approach may limit the fabrication speed, however, the fabricated in-chip structures in principle may be extended to a rich set of applications, with significant potential in microfluidics, microelectromechanical systems (MEMS) as well as micro- and opto-fluidics.

Negative refractive index changes may also be used for the fabrication of micro-devices. Analogously to the stealth dicing technique combining laser direct writing and the application of a mechanical force as described in Section 4.1.1, laser direct writing can be coupled with selective chemical etching to fabricate such micro-devices with an extraordinary degree of control as illustrated in Figure 32. The technique relies on nanosecond irradiation in the bulk of silicon resulting in the production of voids and micro-cavities inside the material. During selective chemical etching, the laser-induced porosity facilitates the chemical solution to penetrate into the material. In other words, the laser irradiation enables to control the etching rate of the material. After chemical etching, the material is structured following a pattern related to the laser inscription. It is thus possible to fabricate complex structures in silicon by tailoring the refractive index change. Noteworthy, this negative-tone structuring induced by the negative refractive index change has its positive-tone equivalent for positive refractive index change, which decreases the etching rate of the chemical solution due to the presence of local strain fields. However, one must highlight here the extremely
high etching contrast demonstrated in negative-tone structuring by Tokel et al. for the fabrication of complex structures.

A direct application arising from the possibility to selectively remove material in silicon is microelectronics. Indeed, coupling laser inscription and selective chemical etching can be used to inscribe millimeter-long microfluidic channels in silicon. Such channels constitute an interesting alternative to standard technologies employed for cooling microelectronic devices (e.g., microprocessors), and thus, increasing the clock rates. These laser-written channels enable direct cooling of the target device, as shown in Figure 33 where a chip is cooled down by a few degrees in a few seconds.[19] (see Video S4, Supporting Information in this reference). Therefore this result demonstrates that nanosecond laser direct writing can be applied for preventing microelectronic circuits from overheating.

A last application of negative refractive index changes induced by nanosecond laser pulses is data storage. While laser-writing is a well-established technique for eternal data storage in glasses,[194,195] it had no equivalent in silicon until recently. Tokel et al. demonstrated the possibility to store data by creating 2D Fourier computer-generated holograms for binary and grayscale images designed with an adaptive-additive iterative Fourier transform algorithm (see Figure 34).[19] These nanosecond-laser-written holograms are composed of 600 × 600 pixels with a pixel size of 10 μm, and show to date a comparable quality in terms of image reconstruction to nanophotonic phase arrays[196] and metamaterial phase holograms.[197,198]

Data storage in silicon was also illustrated by the inscription of parallel lines of modified material that can act as a barcode. In that way, Tokel et al. have shown that it was even possible to inscribe several barcodes at various depths inside silicon.[19] The reading of these two barcodes was performed by using optical coherence tomography. Moreover, by annealing the sample in which the structures were inscribed in an oven at high temperatures (1100 °C during 2 h), the barcodes could be erased and rewritten again, highlighting the prospects for eraseable and rewritable information storage holography.

4.2. Picosecond Inscription

We have shown in Section 3 that modifying silicon with femtosecond laser pulses is extremely challenging. In stark contrast, it is possible to tailor the material properties with nanosecond laser pulses, as shown in Section 4.1. The picosecond regime thus naturally appears as the pivotal time domain where silicon can be modified. In that way, Kämmer et al. have studied the pulse duration dependence of laser-induced damage in the picosecond regime at 1.55-μm wavelength.[199] As shown in Figure 36, for a constant pulse energy of 6.6 μJ, the damage probability (defined as the ratio between the number of damage sites and the total number of irradiated sites) increases with the pulse duration, logically bridging the behaviors found in the femtosecond and the nanosecond regime. Noteworthy, this increase in the damage probability with respect to the pulse duration for a constant pulse energy is opposite to the laser-induced damage behavior in dielectrics.[65–67,200] This indicates again that damage initiation in the bulk of silicon is closely correlated with the nonlinear propagation of the laser pulses. One can also note in Figure 36 that the damage probability is close (but not equal) to 100% for a pulse duration of 10 ps, highlighting that this regime is close to the one where repeatable modifications can be achieved in a deterministic way.

In order to reach this regime, Chambonneau et al. have chosen to employ picosecond pulses at 2-μm wavelength for modifying...
bulk silicon in a deterministic and repeatable way. At this wavelength, the nonlinear refractive index of silicon $n_2$ shows a peak value. According to nonlinear propagation simulations performed by Zavedeev et al. (see Section 3.2, Figure 12), this peak implies a local maximum value of the produced electron density, thus potentially leading to permanent modification.

As shown in Figure 37, damage probabilities of 100% can be reached with 2-ps pulses at 2-μm wavelength and sub-μJ pulse energies. The striking feature in this figure is the non-monotonic behavior of the damage probability curve. Starting from the highest pulse energies, one should note that the damage probability decreases to 0% at ≈ 450 nJ. The damage probability increases again to 100% and finally drops down to 0% again at 250 nJ, thus defining the damage threshold. By repeating the experiments in various regions of the sample, the authors concluded that this extremely uncommon damage behavior in the 0.4–0.6-μJ pulse energy range was not related to statistical effects.

In the same study (ref. [31]), nonlinear propagation simulations and energy flow analyses revealed that this experimental behavior originates from the competition between the optical Kerr effect and plasma defocusing. The corresponding simulations displayed in Figure 38 have shown that, during this competition, the mechanism taking over strongly depends on the pulse energy. Hence, the number of energy flow lines near the focus as a function of the input pulse energy exhibits a minimum when plasma defocusing is the dominant mechanism.

Tolstik et al. and Richter et al. confirmed the specificity of reaching the permanent modification regime at 2-μm wavelength with picosecond pulses by comparing the results of nonlinear propagation simulations at wavelengths between 1.55 and 2.35 μm. Similar to the nonlinear propagation models presented in Section 3, the calculations rely on the solution of the nonlinear Schrödinger equation (NLSE). For 1-μJ pulses, the domain of high free-carrier density at 1.95- and 2.15-μm
wavelength is larger than at 1.55- and 2.35-μm wavelength. This result is consistent with ref. [102], and explained by the aforementioned presence of a peak in the nonlinear refractive index of silicon around 2-μm wavelength. The beneficial aspect of near-2-μm wavelengths for modifying silicon was experimentally verified in ref. [202] by using 5-ps duration pulses at 2.09-μm wavelength emitted by a Ho:fiber-seeded Ho:YAG chirped-pulse amplifier.

4.3. Pulse Trains

We have introduced the capacity of nanosecond lasers to thermally induce modifications in the bulk of semiconductors (see Section 4.1), the relative harmlessness of femtosecond regime,[13,77] and an interesting potential in the intermediate picosecond regime despite some remaining competitions with the nonlinear response that may affect the writing controllability.[31,199] Nevertheless, there is still a large range of possible optimizations in the time domain to solve this problem and improve the reliability of ultrafast transformation regimes.

To illustrate this aspect, it is important to mention the works by Mori et al.[17] and Shimotsuuma et al.[203] in which local modifications in the bulk of semiconductors have been achieved for the first time with femtosecond pulse trains. Employing a Cr:forsterite amplified femtosecond laser system operating at 1.24-μm wavelength with 110-fs pulse duration, the authors first confirmed that it is impossible to induce any structural changes inside silicon with repeated single-pulse irradiations[13,77] despite high-energy pulses (600 μJ) and a large numerical aperture (NA = 0.85) for focusing. However, by repeatedly illuminating silicon with double-pulse trains of ≈ 50-μJ energy, they successfully obtained embedded modifications taking the form of periodic nanostructures. Figure 39 shows an electron image of the modifications captured after polishing the irradiated samples down to the level necessary to have the modifications exposed to the surface.

The motivation of applying double-pulses to deposit higher energy densities was directly inspired by a method applied in dielectrics to separate and control individually plasma ignition (first pulse) and energy deposition by free-carrier heating and avalanche ionization (second pulse).[205,206] Accordingly, the reported modifications were obtained for pulse separations from 1 ps to 1 ns, which is the timescale for which there is no significant decay of free-carrier density in silicon.[77,78] The authors found that an appropriate energy ratio between the two pulses is required so that the second pulse can interact with a plasma of adequate density to avoid that most of the energy gets reflected or defocused. However, double-pulses (of 120 fs each) with equally-divided pulse energy were typically employed that raises questions on the strongly different results obtained in comparison to other experiments performed with twice longer pulses (250 fs) in which material modification was impossible.[77]

Interestingly, Figure 39 shows that the modifications consist of strained-silicon regions induced with a period of λ/2n = 180 nm similar to those found in fused silica[207,208] and other dielectrics. However, a major difference is the orientation of the structures that are aligned parallel to the laser polarization while planar nanostructures in dielectrics are orthogonal to the laser polarization. Because the physics behind the formation of these nanostructures remains today an important matter of debate, it is interesting to find different situations in the bulk leading to the two orientations. So far, this was only reported on surfaces for different regimes of the so-called laser-induced periodic surface structure (LIPSS) found in a wide variety of materials.

By repeating the experiments in various semiconductors, Shimotsuuma et al. found that the generation of nanogratings was only possible for silicon and gallium phosphide (GaP) which are indirect band-gap materials.[203] In the case of gallium arsenide (GaAs), gallium nitride (GaN), and zinc oxide (ZnO) which are direct band-gap materials, no nanogratings could be observed. The origin of the formation is far from being elucidated, but this dependency on the band gap led the authors to suggest an interpretation based on an electrostrictive force through the plasma–phonon interaction. On the technological side, material analyses show that the strained-silicon nanostructures exhibit electrical and...
Figure 40. Experimental arrangement for generation of THz-repetition rate trains of pulses and diagnostic of the delivered fluence in silicon a) experimental setup, b,c) temporal pulse shapes and associated polarization orientations. d) 3D laser fluence reconstruction by an imaging technique resembling the z-scan. Reproduced with permission. [204] Copyright 2020, AAAS.

Figure 41. Modification attempts with 5-ps a) single-pulse, b) double-pulse, and c) four-pulse irradiations. From top to bottom, the irradiation are repeated ten times with identical conditions on each row for different energies: 2.1, 1.9, 1.5, 1.1, 0.6 μJ. The dotted circles represent irradiated sites without apparent modification. One observes that, by energy sharing between pulses, the situation changes from no modification to highly reproducible modifications. Laser wavelength: 1.55 μm. Adapted with permission. [204] Copyright 2020, AAAS.

thermal conductivity that may offer possibilities for the fabrication of thermoelectric devices. [203]

Capitalizing on this first double-pulse report and inspired by recent advances in surface machining using GHz burst regimes, a recent study has revisited the potential of trains of two or more pulses [204] to meet the challenge of ultrafast laser writing inside silicon. In this work, bursts with repetition rates up to 5.6 THz and number of pulses up to 64 are generated by an engineered stack of birefringent crystals as shown in Figure 40. This allows splitting any incoming ultrashort pulse in a train of delayed replicas with inter-pulse separations controlled by the thicknesses of crystals. With the typical picosecond inter-pulse delay in the trains, an improvement of energy deposition is systematically observed in delivered and absorbed fluence diagnostics. This is due to pulse-to-pulse accumulation of carriers and heat before the energy diffusion processes occurring at typical nanosecond timescales come into play. [78] Interestingly, the study concludes on a number of pulses in the train that should not be exceeded (in the range 8 to 16 for 180-fs pulses focused with a numerical aperture of NA = 0.85) for appropriate excitation build-up and limited retro-reaction delocalizing the beam creating the excitation. However a major difference with ref. [203] is that none of the pulse sequences with individual pulse duration of ≈180 fs was successful in achieving permanent modifications inside silicon. The difference has been recently attributed to the sensitivity to the temporal contrast of the pulses that are not identical due to different laser technologies used in these two studies. [209]

The benefits of the burst mode have been however exploited for improved performance of 3D laser direct writing inside silicon with trains of picosecond pulses. This can be directly seen in Figure 41 showing impacts inside silicon obtained for identical energies but shared in different sequences of 5 ps pulses (single-pulse, double-pulse, or four-pulse sequence). Single-pulse irradiations are systematically below threshold (Figure 41a) while all conditions with trains of 4 pulses at energies exceeding 1.1 μJ lead to highly repeatable modifications (Figure 41c). Interestingly, the sites irradiated with double-pulse trains exhibit smaller features than the 4-pulse trains and low probability for modification occurrence at the maximum tested energy (Figure 41c). This is likely due to light delocalization near the critical power for self-focusing. [31] This is interesting for technological considerations, because a simple insertion of crystals in the beam path which split the applied pulses, can represent a practical solution to make a step up in the deposited energy (that is not accessible by simply increasing the input pulse energy due to intensity clamping [18]) and then stabilize the picosecond laser writing performances for applications.

4.4. Surface-Seeded Bulk Modifications

In the previous sections, laser–silicon interaction was investigated solely in the bulk. Nevertheless, one could wonder how the exit surface of silicon behaves under laser irradiation. In dielectrics, the exit surface exhibits a lower damage threshold than the entrance one. This mainly originates from the asymmetry of the surface plasma formed during the interaction. [210,211]
the case of entrance surface irradiation, plasma shielding occurs, and prevents the material from modification for insufficient laser fluences. In stark contrast, for a plasma formed on the exit surface, there is no shielding effect and the hot plasma grows toward the material. In the present section, we first report some studies on damage formation on the exit surface of silicon showing a radically different behavior compared to dielectrics. Then, several works on the exit-surface-seeded inscription of waveguides in bulk silicon are presented.

4.4.1. Backside Processing of Silicon

As detailed in Section 3, the propagation of laser pulses with a duration < 100 fs in silicon is highly nonlinear.\[15,18\] Consequently, the energy deposition is strongly delocalized, and no permanent modification can be produced in the bulk of the material through a plane interface. Interestingly, the repeatable experimental measurements of the nonlinear propagation in refs. [15, 18] were possible due to the fact that no damage could be produced on the exit surface of the material—the energy depletion in the bulk being too important. This holds even when the maximum fluence is located at the exit surface of the double-side polished sample.

Using 100-fs duration pulses at 1.3-\(\mu\)m wavelength, Lei et al. showed that repeatable modifications could be produced on the gold-coated exit-surface of a silicon wafer.\[212\] The same nonlinear propagation imaging procedure as in refs. [15, 18] was applied for uncoated silicon, revealing again the absence of permanent modifications on the exit surface of the sample. However, as shown in Figure 42, repeatable damage is produced for a gold-coated exit surface. This can be explained by the fact that the free electrons of the metallic film are able to absorb the laser flux linearly by inverse bremsstrahlung, which is particularly efficient for infrared wavelengths. Concerning the damage tests on gold-coated entrance surface of silicon (Figure 42a), the damage pattern looks symmetric with respect to the center line, with a minimum size for a geometrical focus located on the surface. In stark contrast, damage tests on the gold-coated exit surface of silicon (Figure 42b) exhibit an asymmetry. In particular, the crater size is larger when the prefocal region is located on the surface. This is clear evidence of the delocalization of the light in silicon, and confirmed at the different tested energies. The through-silicon ablation technique for selective removal of gold films was also observed recently by Astrauskas et al. at 2.09-\(\mu\)m wavelength.\[213\] By employing a single chirped volume Bragg grating for stretching and compressing the pulses, the authors performed backside ablation of gold on a silicon substrate at various pulse durations ranging from 400 fs to 6 ns. Their conclusion was that 3.2-ps pulses lead to the optimal ablation results since this pulse duration reduces the nonlinearities observed with sub-picosecond pulses on the one hand, and thermal effects inherent to > 100-ps pulses on the other hand.

Besides the applications in selective material removal, the enhanced absorption on the exit surface of silicon when interfaced with a metal can be advantageously used for additive manufacturing. This was recently illustrated by Chambonneau et al. who demonstrated semiconductor–metal laser welding with 9.8-ps pulses at 1.55-\(\mu\)m wavelength.\[214,215\] As described in Section 3, laser filaments are formed during the propagation in silicon, and the nonlinear focal shift leads to a dramatic depletion of the energy deposition at the exit surface of the material at levels insufficient for laser welding applications. In order to remedy this problem, the authors first determined the nonlinear focal shift \(\Delta z\) in silicon only, thanks to nonlinear propagation imaging. The evolution of \(\Delta z\) as a function of the input pulse energy \(E_{in}\) is well described by a modified Marburger formula\[214–216\] accounting for the nonlinear absorption losses. Then, by employing the arrangement in Figure 43a, silicon–copper laser welding was endeavored with and without precompensation of the nonlinear focal shift \(\Delta z\). This precompensation consists of correcting the position of the focusing objective lens by the predetermined \(\Delta z\) value. The welding quality in terms of shear joining strength was evaluated ex-situ by separating the two samples. As shown in Figure 43b, mediocre shear joining strengths (\(< 30 \text{ kPa}\)) which are incompatible with applications have been measured for a geometrical focus simply positioned at the interface (i.e., no \(\Delta z\) precompensation). In stark contrast, precompensating the nonlinear focal shift \(\Delta z\) leads to significant shear joining strength values. By employing higher input pulse energy \(E_{in}\) values than in Figure 43b (up to 1 \(\mu\)J), remarkable shear joining strengths were measured in this study (up to 2.2 MPa). This shows the considerable advantage to account for nonlinear propagation effects for semiconductor–metal ultrafast laser welding as illustrated in Figure 43c.

The difficulties to modify the exit surface of silicon with the aforementioned ≤ 100-fs duration pulses also exist with sub-picosecond pulses. This was demonstrated by Ito et al.,\[217\] and
more recently, by Luong et al.\textsuperscript{[218]} In these studies, 900-fs pulses have been employed for studying backside ablation of silicon. As shown in Figure 44, it is possible to produce modifications on the exit surface of the material. Nevertheless, the appearance of such damage sites is stochastic, which likely originates from the presence of precursor defects locally enhancing the laser electric field and/or the absorption of the laser flux by the material.\textsuperscript{[219]} Additionally, one can note the non-repeatable character of the damage morphology. All these results indicate the difficulty to inscribe continuous lines on the exit surface of silicon with subpicosecond laser pulses.

As discussed in Section 4.1, nanosecond pulses are a powerful alternative for modifying silicon. Moreover, at 2-μm wavelength, silicon exhibits a nonlinear refractive index peak (see Section 3.2, Figure 12),\textsuperscript{[47,48,98]} which is favorable for producing relatively high electron density\textsuperscript{[102]} and potential modifications.\textsuperscript{[31,202]} By combining these two advantages, Gehlich et al.\textsuperscript{[220]} and Mingareev et al.\textsuperscript{[221]} have employed nanosecond laser pulses at 2-μm wavelength for writing continuous lines at the exit surface of silicon. As shown in Figure 45, 7- and 100-ns duration pulses are both suitable for this achievement. Nevertheless, the line morphology is different in each case. The line inscribed with 7-ns duration pulses shows a fractured morphology, while the one inscribed with 100-ns duration pulses exhibits a periodic resolidified pattern (1 μm period) likely arising from overlapping single-pulse modifications. In this long pulse duration regime, a larger contribution of thermal phenomena to the modification process was pointed out by the authors. They also measured the damage threshold of the entrance and the exit surface with 7-ns duration pulses. The striking result is that this threshold is way higher for the exit surface ($\leq 17.2$ J cm$^{-2}$) compared to the entrance surface ($\leq 2.86$ J cm$^{-2}$). Given the Fresnel reflection coefficient of an air–silicon interface ($\approx 30\%$), this significant difference cannot only be explained by an energy decrease due to
refraction. Therefore, this result highlights the importance of the nonlinear propagation phenomena even with nanosecond pulses at 2-\(\mu\)m wavelength. Noteworthy, as previously discussed, this behavior is totally opposite to the one observed in glasses, where the entrance surface usually exhibits a higher laser-induced damage threshold than the exit surface\[^{[220,221,222]}\].

### 4.4.2. Exit-Surface-Seeded Waveguide Inscription

Once the exit surface of silicon is damaged (see Section 4.4.1), the absorption is enhanced in the vicinity of the modifications. Therefore, for a constant position of the focus, the laser-induced modification may grow on a pulse-to-pulse basis. This damage growth phenomenon has been intensely studied in glasses as it represents an important limitation for the operation of inertial confinement fusion laser facilities.\[^{[223,224]}\] While the exact physical mechanisms explaining this phenomenon are still to date under debate due to the complex modeling of this multi-pulse phenomenon, one can cite the creation of local defects inducing states located in the band gap, and electric field enhancement due to the change in the surface topography.

By constantly moving the focus upstream the laser, some research groups have turned this undesirable effect into an advantage for the inscription of waveguides in bulk silicon. These exit-surface-seeded waveguides rely on the fact that the modification induced by one pulse acts as a precursor for the following one. A first demonstration of such waveguides was provided by Pavlov et al. where 350-fs duration laser pulses emitted at 1.5-\(\mu\)m wavelength and 250-kHz repetition rate were employed.\[^{[20]}\]

In these experiments, the focus of an aspherical lens (numerical aperture \(NA = 0.5\)) was constantly moved from the exit surface to the entrance surface at a constant speed in the range of 0.01–0.1 mm s\(^{-1}\). As illustrated in Figure 46, the injection of continuous light in the 20-\(\mu\)m diameter and 5.5-mm long structures revealed their waveguiding properties. The input and output ports of the waveguides are then revealed by polishing the surfaces. Quantitative shadowgraphy and calculations of the numerical aperture of the waveguide (\(NA = 0.05\)) were applied for estimating a refractive index change \(\Delta n = 3.5 \times 10^{-4}\) and \(6.0 \times 10^{-4}\), respectively, assuming a step-index profile. The written structures constitute the first functional optical elements created deep inside silicon without altering the wafer surface using femtosecond laser pulses.

By using a comparable technique, Matthäus et al. achieved 800-\(\mu\)m long waveguides in silicon.\[^{[25]}\] In this study, a rough polishing process was applied on the exit surface of the sample for generating the necessary seeds for the subsequent waveguide inscription. The employed 800-fs duration laser pulses at 1.55-\(\mu\)m wavelength were focused with an objective lens of numerical aperture \(NA = 0.4\). A parameter study revealed the existence of an optimal pulse energy of 110 nJ for the improved waveguiding properties. For this pulse energy, the waveguides exhibit a refractive index change \(\Delta n = 2.5 \times 10^{-3}\) as confirmed by the comparison between simulations relying on the inverse Helmholtz equation and near-field images. The demonstration of guided light was all the more supported by the inscription of the Y-splitter depicted in Figure 47, similar to ref. [173]. The injection of a Gaussian-shaped beam of continuous light at 1.55-\(\mu\)m wavelength (Figure 47a) gives rise to two distinct spots at the output of the structure (Figure 47b) with propagation losses on the order of 4.5 dB mm\(^{-1}\), as illustrated by the scattered light image in Figure 47c.

In refs. [20] and [25], the possibility to modify silicon was attributed to potential cumulative effects at relatively high repetition rates (250 kHz in ref. [20] and 30–400 kHz in ref. [25]). Below, we examine this assumption with simple theoretical considerations for evaluating the potential existence of cumulative effects. First, one could expect heat accumulation effects similar to those existing at repetition rates \(\geq 100\) kHz in glasses.\[^{[38]}\] However, one should keep in mind the high thermal diffusivity of silicon (\(D = 8.8 \times 10^{-5}\) m\(^2\) s\(^{-1}\)) as reported in Section 2, Table 1 which is two orders of magnitude larger than the one of

---

**Figure 45.** Optical micrographs of modifications obtained on the exit surface of silicon for 294-nJ pulse energy and the indicated pulse durations. Laser wavelength: 1.99 \(\mu\)m. Reproduced with permission.\[^{[221]}\] Copyright 2016, Springer Nature.

**Figure 46.** a) Schematic illustration of direct coupling of continuous light at 1.5-\(\mu\)m wavelength into the waveguide in bulk silicon and the corresponding control experiment. b) (i) far-field image of the light after passing through silicon without waveguide. (ii) far-field image of the light exiting from the end facet of the waveguide. (iii) near-field image of the light exiting from the end facet of a waveguide. c) Intensity profiles along the vertical axes of the far-field images shown in parts (i), (ii), and the corresponding numerical fits. The blue (solid) curve is a double Gaussian fit to the intensity profile data (blue circles) obtained from the waveguide exit. The red curve is a Gaussian fit to the data (orange crosses) from the control measurement. Laser wavelength: 1.5 \(\mu\)m; pulse duration: 350 fs. Reproduced with permission.\[^{[20]}\] Copyright 2017, The Optical Society.
glasses. The distance $L$, where the heat has diffused away from the source reads

$$L = \sqrt{\frac{2D}{\Omega}} = \sqrt{2D\tau}$$  \hspace{1cm} (6)

where $\Omega$ is the repetition rate of the laser source, and $\tau = 1/\Omega$ is the duration between two consecutive pulses. Considering the maximum repetition rates in refs. [20] and [25], the distance $L$ is 26.5 and 21 $\mu$m, respectively. These values are about one order of magnitude higher than the beam radius (on the order of 1 $\mu$m), given the high numerical apertures employed in these studies (NA = 0.5 in ref. [20] and NA = 0.4 in ref. [25]). Therefore, one can conclude that, in these works, the modifications are unlikely to originate from heat accumulation effects. This conclusion was also drawn experimentally in ref. [25] where the authors observed no significant difference in the results by changing the repetition rate in the 30–400 kHz range. In fact, Equation (6) implies that the condition $L \leq 1 \mu$m is satisfied only for $\Omega \geq 176$ MHz, in accordance with the results of Wang et al. [20] presented in Section 4.3.

One could also consider free-carrier accumulation effects to occur in refs. [20] and [25]. Recent time-resolved observations in bulk silicon under femtosecond laser irradiation compared to an electron diffusion model have shown an ambipolar diffusion coefficient of 2.5 cm$^2$ s$^{-1}$. Moreover, the lifetime of the laser-produced plasma is in the 1–10 ns range. Once again, these values imply that repetition rates $> 10$ MHz have to be employed for generating free-carrier accumulation effects in bulk silicon. Therefore, one can reasonably attribute the waveguide inscription in refs. [20] and [25] to exit-surface seeding. While, in ref. [20], it was also possible to write the structures away from the exit-surface, the repeatability was somewhat higher when the structures were initiated closer to the surface. This tends to indicate an absence of fundamental limitations for achieving in-bulk modification in these experiments, but imposes conditions for exceeding the damage threshold without the assistance of a seeding imperfection during the writing process. As discussed in Section 4.3, such a situation could eventually be attributed to the some imperfections in the temporal profile of the laser pulses.

Following the same exit-surface-seeded waveguide inscription procedure as the one detailed in ref. [25], Alberucci et al. have recently carried out in-depth analyses of the waveguide profiles, that is, its refractive index distribution in the $xy$ plane perpendicular to the optical axis $z$. This work relies on a comparison between experiments consisting of transversely-shifted injection of continuous light in the waveguides in the $xy$ plane, and calculations of the overlap integral together with the beam propagation in each situation. In this case, the waveguides showed losses of...
The refractive index change, $\Delta$ is the maximum refractive index change, $r$ is the radial distance with respect to the center of the waveguide, and $w_{\text{guide}}$ is the radius corresponding to the transverse extension of the waveguide (measured under infrared transmission microscopy). As shown in Figure 48, a very good qualitative agreement is found between the experimental measurements and the theoretical calculations. Moreover, additional calculations assuming a bell-shaped (e.g., Gaussian-shaped) waveguide failed to reproduce the experimental data in Figure 48. Therefore, the waveguides fabricated by exit-surface seeded inscription are W-shaped with a maximum refractive index change of about $\Delta = 4 \times 10^{-3}$. The profile given by Equation (7) is analogous to the one of nanosecond-laser-written waveguides observed with phase microscopy, consistent with the law of conservation of mass: if the material is densified somewhere, it has to be rarefied elsewhere.

Finally, from the material science point of view, Kämmer et al. focused their attention on the origin of waveguiding by the inscribed structures based on Raman spectroscopy analyses. As illustrated in Figure 49, the waveguide region is unambiguously exhibited with this technique in the spectral range of 430–500 cm$^{-1}$ (Figure 49a) and 930–1040 cm$^{-1}$ (Figure 49b) associated with amorphous and crystalline features, respectively. The amorphous features increase in the first range while the crystalline features decrease in the second one. This was interpreted by a disturbed crystal structure of the material, potentially induced by defects and dislocations. In this scenario, the refractive index increase of the waveguides could thus be related to local strain fields provoked by the laser-silicon interaction.

5. Summary and Outlook

To summarize, while femtosecond laser direct writing is a proven technique in dielectrics, transposing it to silicon is a considerable challenge. This radically different behavior can be attributed to the extremely high nonlinear coefficients of silicon, implying filament formation together with prefocal absorption. As a consequence the energy deposition in the bulk of silicon is strongly depleted, giving rise to underdense plasma formation. While different techniques for producing permanent modifications in silicon with femtosecond laser pulses have been proposed, these are too restrictive for applications. Various solutions have been found to date for circumventing these limitations and functionalize silicon. The first one is to employ longer pulses (in the nanosecond and picosecond regime)—and, thus, operate in different interaction regimes, including the complex self-organization based fabrication. These regimes opened a broad range of applications including wafer dicing, surface texturing, microfluidics, data storage as well as the inscription of functional optical elements (waveguides, holograms, Fresnel-zone plate lens, gratings). The second range of solutions relies on seeded control strategies. Depending on configurations, the seed for modifications can be prepared by locally creating a transient state (i.e., plasma) with an engineered pre-pulse or train of pulses so that the out-of-equilibrium conditions can be exploited to enhance the absorption of a synchronized processing pulse. Another way to functionalize silicon is to rely on non-transient precursor defects for the bulk inscription process. Such conditions can be found or created by preprocessing at a surface. Using this approach, longitudinal inscription of waveguides has been demonstrated by inducing a seed on the exit surface. This offers a unique possibility for simple writing of optical functional devices in silicon. Based on recent efforts concentrating on silicon and parallel advances in ultrafast laser technologies, it seems natural to expect at short term the deployment of laser 3D writing to even narrower band-gap materials and other important semiconductors such as zinc selenide, zinc sulfide, and gallium phosphide. The rapid development of innovative mid-infrared laser sources should also stimulate researchers to evaluate the potential benefits of selecting wavelengths in high-order (i.e., > 3) multi-photon absorption regimes. In the experimental point of view, picosecond pulses are an excellent compromise for modifying bulk silicon. However, theoretical efforts are still required for the development of a multiscale model accounting for both the nonlinear propagation effects in silicon as well as the response of the material. Ultimately, as a long-term application, the combination of multiple low-loss laser-written functions could allow envisioning the contactless inscription of all-integrated quantum circuits inside silicon.
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