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ABSTRACT
Dataset discovery from data lakes is essential in many real application scenarios. In this paper, we propose Starmie, an end-to-end framework for dataset discovery from data lakes (with table union search as the main use case). Our proposed framework features a contrastive learning method to train column encoders from pre-trained language models in a fully unsupervised manner. The column encoder of Starmie captures the rich contextual semantic information within tables by leveraging a contrastive multi-column pre-training strategy. We utilize the cosine similarity between column embedding vectors as the column unionability score and propose a filter-and-verification framework that allows exploring a variety of design choices to compute the unionability score between two tables accordingly. Empirical results on real table benchmarks show that Starmie outperforms the best-known solutions in the effectiveness of table union search by 6.8 in MAP and recall. Moreover, Starmie is the first to employ the HNSW (Hierarchical Navigable Small World) index to accelerate query processing of table union search which provides a 3,000X performance gain over the linear scan baseline and a 400X performance gain over an LSH index (the state-of-the-art solution for data lake indexing).
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1 INTRODUCTION
The growing number of open datasets from governments, academic institutions, and companies have brought new opportunities for innovation, economic growth, and societal benefits. To integrate and analyze such datasets, researchers in both academia and industry have built a number of dataset search engines to support the application of dataset discovery [3, 7, 17, 19, 33, 40, 45]. One popular example is Google’s dataset search [3] which provides keyword search on the metadata. However, for open datasets, simple keyword search might suffer from data quality issues of incomplete and inconsistent metadata across different datasets and publishers [1, 16, 41, 42]. Thus it is essential to support table search over open datasets, and more generally data lake tables (including private enterprise data lakes), to boost dataset discovery applications, such as finding related tables, domain discovery, and column clustering.

Finding related tables from data lakes [11, 25, 39, 46, 57] has a wide spectrum of real application scenarios. There are two sub-tasks of finding related tables, namely table union search and joinable table search. In this paper, we mainly focus on the problem of table union search, which has been recognized as a crucial task in dataset discovery from data lakes [2, 24, 39, 41, 42, 57, 61]. Given a query table and a collection of data lake tables, table union search aims to find all tables that are unifiable with the query table. To determine whether two tables are unifiable, existing solutions first identify all pairs of unifiable columns from the two tables based on column representations, such as bag of tokens or bag of word embeddings. They then devise some mechanism to aggregate the column-level results to compute the table unionability score.

State-of-the-art: Early work on finding unifiable tables used table clustering followed by simple syntactic measures such as the difference in column mean string length and cosine similarities to determine if two tables are unifiable [4]. Table union search [42] improved on this by applying a rich collection of column representations including syntactic, semantic (leveraging ontologies), and natural language (based on word-embeddings) column representations. Two important innovations of this work were the modeling of data lake context to create an ensemble unionability score which models the surprisingness of a score given the score distributions within a data lake and the use of LSH indices to make table union search fast over large data lakes [42]. More recently DLP [2] added additional column representations based on regular expression matching and SANTOS [24] added to the column representations, representations of binary relationships. In parallel to these search-based approaches, the mighty hammer of deep learning has been applied to the problem of column matching (determining the semantic type of a column) [22, 56]. Since these
approaches are supervised, they can only be applied to finding a limited set of semantic types (78 in their experiments), and while not a general solution for unionability in data lakes, they can be used in an offline fashion to find unionable tables containing the types on which they are trained.

However, there are still plenty of opportunities to further improve the performance of table union search. One important issue is to learn sufficient contextual information between columns in tables so as to determine the unionability. This point can be illustrated in the following motivation example.

**Example 1.1.** Figure 1 shows an example of finding unionable tables. Given the query Table A, existing approaches first find unionable columns. In this example, the column Destination in Table A will be deemed more unionable with Location from Table C than with Destination from Table B. This is because the syntactic similarity score, e.g., overlap and containment Jaccard, between the two Destination columns is 0; while the average word embedding of cities (Table A) is also not as close to that of nations (Table B). Similarly, if an ontology is used, Table A and Table C shares the same class while the values in B are in different (though related) classes. Meanwhile, looking at the tables as a whole we observe that Table A is actually irrelevant to Table C. But as existing solutions only look at the pair of single columns when calculating column unionability score, the columns Year/Date and Destination/Location of the two tables might be wrongly aligned together. Even techniques that look at relationships [24] can be fooled by the value overlap in this relationship and determine the relationship Year–Destination in Table A to be unionable with Date–Location in Table C. This kind of mistake can be avoided by looking at a table’s context, i.e., information carried by other columns within a table. Looking at the table as a whole, a method should be able to recognize that the Year in Table A is part of a travel date while in Table C it is the date of discovery of a bird; and Destination in Table A refers to the cities to which the officers are traveling; whereas Location in Table C is the city where a bird is found.

From the above example, we focus on the following challenges in proposing a new solution. Firstly, it is essential to learn richer semantics of columns based on natural language domain. To this end, we require a more powerful approach to learn the column representation so as to capture richer information instead of relying on simple methods like the average over bag of word embeddings utilized in previous studies [2, 14] or even the similarity of the word embedding distributions [42]. Secondly, we argue that it is crucial to utilize the contextual information within a table to learn the representation of each column, which is ignored by previous studies. Even proposals for capturing relationship semantics do not use contextual information to learn column representations [24].

Finally, due to the large volume of data lake tables, it is also a great challenge to develop a scalable and memory-efficient solution.

We propose Starmie, an end-to-end framework for dataset discovery from data lakes with table union search as the main use case. Starmie uses pre-trained language models (LMs) such as BERT [13] to obtain semantics-aware representations for columns of data lake tables. While pre-trained LMs have been shown to achieve state-of-the-art results in table understanding applications [12, 31, 47], their good performance heavily relies on high-quality labeled training data. For the problem setting of table union search [41, 42], we must come up with a fully unsupervised approach in order to apply pre-trained LMs to such applications, something not yet supported by previous studies. Starmie addresses this issue by leveraging contrastive representation learning [10] to learn column representations in a self-supervised manner. An innovation of this approach is to assume that two randomly selected columns in a data lake can be used as negative training examples. For positive examples, we propose and use novel data augmentation methods. The framework defines a learning objective that connects the same or similar columns in the representation space while separating distinct columns. As such, Starmie can apply the pre-trained representation model in downstream tasks such as table union search without requiring any labels. We also propose to combine the learning algorithm with a novel multi-column table transformer model to learn contextualized column embeddings that model the column semantics depending on not only the column values, but also their context within a table. While a recent study SANTOS [24] can reach a similar goal by employing a knowledge base, our proposed methods can automatically capture such contextual information from tables in an unsupervised manner without relying on any external knowledge or labels.

Based on the proposed column encoders, we use cosine similarity between column embeddings as the column unionability score and develop a bipartite matching based method to calculate the table unionability score. We propose a filter-and-verification framework that enables the use of different indexing and pruning techniques to reduce the number of computations of the expensive bipartite matching. While most previous studies employed LSH (Hierarchical Navigable Small World) index [36] to accelerate query processing. Experimental results show that HNSW can significantly improve the query time while only slightly reducing the MAP/recall scores. Besides table union search, we further conduct two case studies to show that Starmie can also support other dataset discovery applications such as joinable table search and column clustering. We believe these results show great promise in the use of contextualized, self-supervised embeddings for many table understanding tasks.

Our contributions can be summarized as the following.

- We propose Starmie, an end-to-end framework to support dataset discovery over data lakes with table union search as the main use case.
- We develop a contrastive learning framework to learn contextualized column representations for data lake tables without requiring labeled training instances. Starmie achieves an improvement of 6.8% in both MAP and recall compared with the best state-of-the-art method, with a MAP of 99%, a significant margin compared with previous studies.
2 OVERVIEW

2.1 Problem definition

A data lake consists of a collection of tables \( T \). Each table \( T \in T \) consists of several columns \( t_1, \ldots, t_m \) where each column \( t_i \) can be from different domains. Here \( m \) is the number of columns in table \( T \) (denoted as \( |T| = m \)). We will use the notation \( T \) to denote both the table and its set of columns if there is no ambiguity. To determine the unionability between two columns, following previous studies, we employ column encoders to generate the representations of columns. Then the column ununionability score can be computed to measure the relevance between those representations. A column encoder \( M \) takes a column \( t \) as input and outputs \( M(t) \) as the representation. Given two columns \( t_i, t_j \), the column unionability score is computed as \( F(M(t_i), M(t_j)) \), where \( F \) is a scoring function between two column representations.

Based on the column unionability scores, we compute the table unionability score between two tables, which is obtained by aggregating the column unionability scores introduced above. Given two tables \( S \) and \( T \), we define a table ununionability scoring mechanism as \( U = \{F, M, \mathcal{A}\} \), where \( M \) and \( F \) are the column encoder and scoring function for two column representations, respectively. Here \( \mathcal{A} \) is a mechanism to aggregate the column unionability scores between all pairs of columns from the two tables. We will introduce the details of \( \mathcal{A} \) later in Section 4.

Following the above discussions, we can formally define the table union search problem as a top-k search problem as Definition 2.1:

**Definition 2.1 (Table Union Search).** Given a collection of data lake tables \( T \) and a query table \( S \), top-k table union search aims at finding a subset \( S' \subseteq T \) where \( |S'| = k \) and \( \forall T \in S \) and \( T' \in T - S \), we have \( U(S, T) \geq U(S, T') \).

2.2 System architecture

Figure 2 shows the overall architecture of Starmie that solves table union search in two stages: offline and online.

During the offline stage, Starmie pre-trains a column representation model that encodes columns of data lake tables into dense high-dimensional vectors (i.e., column embeddings). Then, we apply the trained model to all data lake tables to obtain the column embeddings via model inference. We store the embedding vectors in efficient vector indices for online retrieval. A key challenge for the offline stage is to train high-quality column encoders that capture the semantics of tabular data. In Starmie, we follow a recent trend [12, 31, 47] of table representation learning that encodes tabular data using pre-trained language models (LMs). Pre-trained LMs have achieved state-of-the-art performance on table understanding tasks such as column type and relation type annotation [47]. However, the good performance of pre-trained LMs requires fine-tuning on high-quality labeled datasets, which are always not available in table search applications such as table union search. Using pre-trained LMs off-the-shelf is also problematic as the column embeddings cannot capture (ir-)relevance between columns or the contextual information within tables. To this end, in Section 3, we propose a contrastive learning framework for learning high-dimensional column representations in fully unsupervised manner. We combine the framework with a multi-column table model that captures column semantics from the column values while taking the table context into account. Then we apply the column encoder to all tables to convert each table into a collection of embedding vectors.

During the online stage, given an input query table, we retrieve a set of candidate tables from the vector indices by searching for data lake column embeddings of high column-level similarity with the input columns. Starmie then applies a verification step for checking and ranking the candidates for the top-k tables with the highest table-level unionability scores. The first challenge for the online stage is how to efficiently search for usable columns. This is not a trivial task due to the massive size of data lakes. We address this challenge by allowing different design choices of state-of-the-art high-dimensional vector indices. Yet another challenge is designing a table unionability function that can effectively aggregate the column unionability scores. As in other studies, we employ weighted bipartite graph matching. To address its limitation of high computation complexity, we introduce a novel algorithm to reduce the number of expensive calls to the exact matching algorithm by deducing lower and upper bounds of the matching score (Section 4).
3 LEARNING CONTEXTUALIZED COLUMN EMBEDDINGS

We now describe the offline stage for training high-quality column encoders. The encoder pre-processes tables into sequenced inputs and uses a pre-trained LM to encode each column into a high-dimensional vector. Next we describe a novel contrastive learning approach for table encoders in Section 3.2 and generalize it to multi-column encoders for contextualized embeddings in Section 3.3. Finally, we describe the table pre-processing approaches to generate the input for such learning processes in Section 3.4.

3.1 Background

Contrastive learning is a self-supervision approach that learns data representations where similar data items are close while distinct data items are far apart. In this work, we adopt a popular contrastive learning framework SimCLR [10] as the cornerstone. Figure 3 illustrates the high-level idea of the algorithm. The goal is to learn an encoder $M$ (e.g., a column encoder) that takes a data item (e.g., a column) as input and encodes it into a high-dimensional vector. To train the encoder in a self-supervised manner without labels, SimCLR relies on (1) data augmentation operator generating semantic-preserving views (in our context this means $X_{ori}$ and $X_{aug}$ that are uniaxial) of the same data item and (2) a sampling method (e.g., uniform sampling from a large collection) that returns pairs of data items (i.e., $X$ and $Y$) that are distinct (i.e. non-unionable) with high probability. SimCLR then applies a contrastive loss function that connects the representations of the semantic-preserving (unionable) views while separating those of the sampled distinct (non-unionable) items. Next, we illustrate how we apply the algorithm for training a single-column encoder.

3.2 Contrastive Learning Framework

The goal is to connect representations of the same or unionable columns in their representation space while separating representations of distinct columns. To achieve the first goal, Algorithm 1 leverages a data augmentation operator $op$ (Line 5). Given a batch of columns $X = \{x_1, \ldots, x_N\}$ where $N$ is the batch size, op transforms $X$ into a semantics-preserving view $X_{aug}$. We design the augmentation operator to be uniform sampling of the values from the original column. By doing so, we can generate diverse views of the same column while all views preserve the original semantic types. Then $M$ can encode the batches $X$ (also $X_{ori}$ which is a copy of $X$) and $X_{aug}$ into column embedding vectors $\tilde{Z}_{ori}$ and $\tilde{Z}_{aug}$ respectively. Note that $\tilde{Z}_{ori}$ and $\tilde{Z}_{aug}$ are both matrices with size $N$ times the dimension of embedding vector (e.g., 768 for BERT).

Next, the algorithm leverages a contrastive loss function to connect the semantics-preserving views of columns and separate representations of distinct columns (Line 6). More specifically, let $\tilde{Z} = \{\tilde{z}_i\}_{i \leq 2N}$ be the concatenation of the two encoded views $\tilde{Z}_{ori}$ and $\tilde{Z}_{aug}$ of batch $X$ introduced above. Here $\tilde{z}_i$ is the $i$-th element of $\tilde{Z}_{ori}$ for $i \leq N$ and the $(i-N)$-th element of $\tilde{Z}_{aug}$ for $i > N$. We first define a single-pair loss $\ell(i, j)$ for each element pair $(\tilde{z}_i, \tilde{z}_j)$ to be Equation 1.

$$
\ell(i, j) = -\log \frac{\exp(\text{sim}(\tilde{z}_i, \tilde{z}_j)) / \tau}{\sum_{k=1}^{2N} \mathbb{1}_{[k \neq i, k \neq j]} \exp(\text{sim}(\tilde{z}_i, \tilde{z}_k)) / \tau}
$$

where sim is a similarity function such as cosine and $\tau$ is a temperature hyper-parameter in the range $(0, 1]$. We fix $\tau$ to be 0.07 empirically. Intuitively, by minimizing this loss for a pair $(\tilde{z}_i, \tilde{z}_j)$ that are views of the same columns, we (i) maximize the similarity score $\text{sim}(\tilde{z}_i, \tilde{z}_j)$ in the numerator and (ii) minimize $\tilde{z}_i$’s similarities with all the other elements in the denominator.

Next, we can obtain the contrastive loss by averaging all matching pairs shown in Equation 2 (Line 7):

$$
\mathcal{L}_{\text{contrast}} = \frac{1}{2N} \sum_{k=1}^{N} \left[ \ell(k, k + N) + \ell(k + N, k) \right]
$$

where each term $\ell(k, k + N)$ and $\ell(k + N, k)$ refers to pairs of views generated from the same column.

3.3 Multi-column Table Encoder

While the method shown in Algorithm 1 learns column representations based on values within a column itself, it cannot take the contextual information of a table into account. For example, the single-column model can understand that a column consisting of values "1997 1998 ... " is a column about years, but depending on the context of other columns present in the same table, the same column can represent "years in which a species of bird was observed".
in a specific area” or “years of car production” etc. As illustrated in Figure 1, such understanding is important for deciding whether two tables are unionable or not.

To address this problem, Starmie combines contrastive learning with a multi-column table encoder illustrated in Figure 4. The model starts with serializing an input table into a string by concatenating cell values from each column. Following the implementation of tokenizers in the HuggingFace library, it also adds a special separator token “<s->” to indicate the start of each column. Next, we feed the sequence as the input to a pre-trained LM such as RoBERTa [35] and use the output vector of the special token in the beginning of the sequence following the paradigm of fine-tuning.

The pre-trained LM first converts the input sequence into a sequence of token embeddings independent of their context then applies 12 or more Transformer layers [48] on top. The self-attention mechanism in the Transformer layers converts the word embeddings into a sequence of contextualized embeddings. These vector representations depend not only on the tokens themselves (e.g., “1797”) but also their context (e.g., “Albany”). As such, we can extract the representations of the separator tokens (i.e., “<s->”) to be the contextualized column embeddings.

To apply contrastive learning using the multi-column model, we adapt the SimCLR algorithm (Algorithm 1) as follows. First, we create the batches of columns (Line 3) by uniformly sampling a batch of tables from all data lake tables and form each batch of columns B using all columns from the sampled tables. To augment the batch B, instead of transforming each column independently, we apply table-level augmentation operators such as column sampling and column sampling (Line 5). Note that in the multi-column setting, the augmentation operators produce views of tables with pairs of columns that align with each other.

We summarize the supported augmentation operators in Table 1. While there is a large design space of the operators, we summarize them by the levels (e.g., cell, row, column) of the table to which the operators apply. The cell-level operators are general transformations also used in related tasks such as Entity Matching [31]. The row and column-level operators cover different ways for creating samples of rows/columns. One can also perform more complex transformations by applying multiple operators simultaneously. In our ablation study (see Appendix B.1), we find that the simple column sampling operator (drop_col) provides the best performance.

Figure 5: Contrastive learning positive and negative pairs.

We then apply the multi-column model on the original and augmented views of tables to obtain the contextualized column embeddings $\hat{Z}_\text{ori}$ and $\hat{Z}_\text{aug}$ (Line 6) and compute the contrastive loss (Line 7). Note that in the multi-column setting, the positive pairs (for which we maximize the similarity) consist of the aligned pairs of columns generated by the augmentation operators. We minimize the similarity of all other pairs which include (i) pairs of unaligned columns from the same table and (ii) all pairs of columns from two distinct tables. By doing so, the algorithm learns representations that can distinguish columns with the same/different table contexts, thus creating the positive and negative pairs shown in Figure 5. More formally, let $P$ be the set of indices of all aligned pairs of columns in the batch $B$, we minimize the multi-column contrastive loss shown in Equation 3:

$$L_{\text{multi-column}} = \frac{1}{2|P|} \sum_{(i,j) \in P} [f(i, j) + f(j, i)].$$

3.4 Table Preprocessing

Typical pre-trained LMs like BERT support an input length of at most 512 sub-word tokens, while a column in real-world tables such as those in Open Data may contain thousands or even millions of tokens. To apply the proposed techniques in Section 3.2 and 3.3 on data lake tables, we must preprocess the columns to reduce the input length to fit the token limit of LMs, while preserving their semantics. The procedure is outlined in Algorithm 2, while the full details with design choices (scoring functions, row/column orders, and alignment rules) are in the appendix due to the space limitation.

Algorithm 2 illustrates the steps of table pre-processing. It first assigns an importance score for each cell by first computing the TF-IDF scores of every token in a cell and then averaging the TF-IDF scores of all tokens. Then it ranks the average cell-level scores of rows and then selects the rows to be included in the serialization result. Here we finish this step in a deterministic way: by ranking

Table 1: Data augmentation operators at different levels.

| Level | Operators | Description |
|-------|-----------|-------------|
| Cell  | drop_cell, drop_token, swap_token, repl_token | Dropping a random cell; Dropping/swapping tokens within cells |
| Row   | sample_row, shuffle_row | Sampling x% (e.g., 50%) of rows; Shuffling the row order |
| Col   | drop_col, drop_num_col, shuffle_col | DroppingX (numeric) columns; Shuffling column order |
Algorithm 2: Table Preprocessing

Input: A table $T$: A token scoring function such as TF-IDF
TF-IDF($c$): The max #tokens $m$.
Variables : Preprocessing mode $m \in \{\text{row}, \text{cell}, \text{token}\}$
Output: The table $T'$ with selected rows, cells, or tokens

1. foreach cell $c \in T$ do
   /* Sum over token scores */
   cell_score(c) $\leftarrow \sum_{token \in c}$ TF-IDF(c);
2. foreach row $r \in T$ do
   /* Sum over cell scores */
   row_score(c) $\leftarrow \sum_{cell \in r}$ cell_score(c);
3. if mode = "row" then
   return Top-$n$ rows with highest row_score up to length $m$;
4. if mode = "cell" then
   return Top-$n$ cells with highest cell_score for each column up to length $m$/$|T|$; // $|T|$: number of columns
5. if mode = "token" then
   return Top-$n$ tokens with highest TF-IDF for each column up to length $m$/$|T|$; // $|T|$: number of columns

in the descending order of the importance score, until we reach the
token budget for each column.

4 ONLINE QUERY PROCESSING

In this section, we introduce how to find unionable tables based
on contextualized column embeddings. We first introduce the ta-
ble unionability scores and the overall workflow of online query
processing in Section 4.1. Then we discuss the design choices for re-
ducing the number of candidates using vector indices and deduc-
ing bounds for more efficient verification in Sections 4.2 and 4.3,
respectively. Note that the online processing techniques explored here are
not limited to any specific column encoders, they are also applicable
to other dense-vector column representation methods [22, 56].

4.1 Table-level Matching Score

After training a column encoder $M$ using techniques from Sec-
tion 3, we can then obtain the embedding vectors for all columns
in data lake tables via model inference. The column unionability
score between two columns $s$ and $t$ can be calculated by using
cosine similarity as $\mathcal{F}$ between those embedding vectors. Next,
we define the function $\mathcal{H}$ for aggregating the column unionability
scores to compute the table unionability. Motivated by the idea of
c-alignment [42] that aims to find a maximum set of one-to-one
alignment between columns in two tables, we propose modeling
table unionability as a weighted bipartite graph matching problem.
More formally, given two tables $S$ and $T$ with $m$ and $n$ columns
respectively, we construct a bipartite graph $G = \langle S, T, E \rangle$ where
the nodes $S$ and $T$ are the two sets of columns. The edges in $E$
de-note the column unionability score between each pair of columns.
Then table unionability score $U(S, T)$ can be calculated by finding
the maximum bipartite matching of graph $G$. In order to remove
the noise caused by dissimilar pairs of columns, we follow the
de-noising strategy from fuzzy string matching [31] by introduc-
ing a hyper-parameter $\tau$ as the similarity lower bound; given two
columns $s \in S$ and $t \in T$, there is an edge $(s, t) \in E$ if $\mathcal{F}(s, t) \geq \tau$.

Figure 6: Example of table unionability score via maximum
bipartite matching. Solid (red) lines denote the edges belong-
ing to the maximum matching.

Algorithm 3: Online Query Processing

Input: $S$: the query table; $T$: the set of data lake tables;
Variables : $k$: the number of desired results;
$\tau$: threshold of column unionable score;
Output: $\mathcal{H}$: The top-k unionable tables
1. Initialize $\mathcal{H}$ and $C$ as $\emptyset$;
2. for all columns $s \in S$ do
   $C = C \cup$ findCandidates($s$, $\tau$, $T$);
3. for all tables $T \in C$ do
   if $|\mathcal{H}| < k$ then
      Compute Verify($S$, $T$) and add $T$ into $\mathcal{H}$;
   else
      $X \leftarrow$ the score of top element of $\mathcal{H}$;
      if LB($S$, $T$) $>$ $X$ then
         Replace the top element of $\mathcal{H}$ with $T$;
      else if UB($S$, $T$) $\leq$ $X$ then
         Discard $T$;
      else if Verify($S$, $T$) $>$ $X$ then
         Replace the top element of $\mathcal{H}$ with $T$;
5. return $\mathcal{H}$;

Example 4.1. We show an example of computing the table union-
ability score in Figure 6. Suppose there are two tables $S$ and $T$ with
4 and 3 columns respectively and the threshold $\tau$ for column union-
ability score is 0.5. Since the cosine similarity between $s_3$ and $t_3$
is 0.3 ($< \tau$), the edge between them is discarded (denoted with a
dash line). For the ease of presentation, we omit the remaining dash
lines between other nodes in the figure. The maximum bipartite
matching of this graph consists of the edges in red (solid lines),
which are $(s_1, t_1)$, $(s_2, t_2)$ and $(s_4, t_3)$ with a score of 2.15.

In order to find the tables with top-k highest table unionability
scores with the given query table $S$, a straightforward method is to
c conduct a linear scan: we use a min-heap with cardinality of $k$ to
keep the results of top-k search, then for each table $T$ in the data
lake, we directly compute $U(S, T)$; and if the score is higher than
the top element of the min-heap, we replace the top element with
it and adjust the min-heap accordingly. However, since the time
complexity of weighted bipartite matching is $O(n^3 \log n)$, where $n$
is the total number of columns in two tables, it is rather expensive
to traverse all tables in a data lake. A scalable solution requires
reducing (i) the number of accessed tables and (ii) the computational
overhead of verifying each pair of tables.
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We propose a filter-and-verification framework to address this issue as illustrated in Algorithm 3. Instead of doing a linear scan over all data lake tables, it employs filter mechanisms to identify a set of candidate tables \( C \) for further verification (line: 3). As a result, it can reduce the number of expensive verification operations \( \text{Verify}(S, T) \). This is realized by the function \( \text{findCandidates} \) (Section 4.2). Then for all the candidate tables, we further come up with a pruning mechanism to estimate the lower bound \( \text{LB}(S, T) \) and upper bound \( \text{UB}(S, T) \) of \( U(S, T) \). If the lower bound is larger than the current lowest score, we can directly replace it with the top element without further verification (line: 10). Similarly, if the upper bound is no larger than the current lowest score, we can directly discard it (line: 12). This pruning mechanism is effective since \( \text{LB} \) and \( \text{UB} \) are much more efficient to estimate than the exact verification \( \text{Verify}(S, T) \) (Section 4.3).

**4.2 Reducing the Number of Candidates**

Given a column with its embedding vector, we need to quickly identify tables from the data lake that contain joinable columns, which is realized by the \( \text{findCandidates} \) function in Algorithm 3. This is a problem of similarity search over high-dimensional vectors. Locality Sensitivity Hashing (LSH) [20] has been used in previous studies of table search to find joinable [61], unionable [42], and related columns [2] in sub-linear time. The basic idea is to use a family of hash functions to map high-dimensional vectors into a number of buckets, where the probability that two vectors are hashed into the same bucket is correlated to the value of a certain similarity metric between them. Following this work, we build a \( \text{simHash} \) [8] LSH index to estimate the cosine similarity between column embedding vectors. Then for each query column vector \( s \), we can quickly find a set of similar column vectors via an index lookup. Then the candidate set \( C \) can be obtained by the union of candidates returned by utilizing each column vector \( s \) to query the index. In addition to LSH, we also explore the more recent HNSW [36]. HNSW is a proximity graph with multiple layers where two vertices are linked based on their proximity. It supports fast nearest neighbor search with high recall. We find that HNSW improves the query time by orders of magnitude and thus allows Starmie to support querying over the WDC corpus with 50M tables, which is much larger than the previously supported datasets for table union search.

Since such index structures return approximate instead of exact results, there might be some false negatives in the top-k results. Nevertheless, we find in the experiments that the effectiveness loss caused by the false negatives is within a reasonable range. Meanwhile, the query time can be reduced by one to three orders of magnitude (details in Section 5.3).

**4.3 Pruning Mechanism for Verification**

Once a candidate table is found, we can reduce the expensive verification cost by quickly computing lower and upper bounds on the unionability score. We first look at how to estimate the upper bound \( \text{UB}(S, T) \) between two tables \( S \) and \( T \). Recall that in maximum weighted bipartite matching, each column/node in both \( S \) and \( T \) can be covered by at most 1 edge in the edges of the maximum matching. If we remove this constraint, since nodes can appear in multiple edges, the new optimal matching is easy to compute. Moreover, as it allows edges with greater weights, the total score forms an upper bound of the true table unionability score \( U(S, T) \). For the upper bound \( \text{UB}(S, T) \), we first sort the edges by their weights in descending order. Then we add edges with the largest weights into the matching in a greedy manner. This process is repeated until all columns in \( S \) or \( T \) are covered or all edges are used. The time complexity of the above process for calculating \( \text{UB}(S, T) \) is \( O(|E| \log |E| + n) \), where \( |E| \) is the number of edges in \( G \). It is much cheaper to compute than the real table unionability score.

Next, we introduce how to quickly estimate a meaningful lower bound \( \text{LB}(S, T) \). For lower bounds, we would like to find a set of edges that do not violate the constraint of bipartite matching, i.e., each column in the two tables is covered by one edge. We can also achieve this goal via a greedy algorithm. Similar to computing the upper bound, we sort the edges by weight in descending order and pick edges with the largest weights. After that, we remove edges that are associated with the columns in the selected edges so as to avoid violations. The termination condition of this process is also the same as that of calculating the upper bound. Since the resulting matching does not necessarily cover all nodes in \( S \) or \( T \), the total weight \( \text{LB}(S, T) \) is a lower bound of the maximum matching. The time complexity of calculating \( \text{LB}(S, T) \) is also \( O(|E| \log |E| + n) \).

**Example 4.2.** We use the example in Figure 6 to illustrate the upper bound computation. Note this example is designed to illustrate the algorithm, not to model the actual distribution of weights in a data lake. We fetch edges in the descending order of weight: \( \langle s_1, t_2 \rangle, \langle s_1, t_1 \rangle, \langle s_2, t_2 \rangle, \) and \( \langle s_4, t_3 \rangle \). At this point, since all nodes \( \{t_1, t_2, t_3\} \) in \( T \) are covered, we stop here. The upper bound is 0.85 + 0.8 + 0.7 + 0.65 = 3, larger than the exact value 2.15.

To compute the lower bound, we start from edge \( \langle s_1, t_2 \rangle \) and then remove all edges associated with \( s_1 \) and \( t_2 \). The remaining edge with maximum weight is \( \langle s_4, t_3 \rangle \). After involving this edge into the matching, there is no remaining one and the algorithm stops here. Hence, the lower bound is 0.85 + 0.65 = 1.5, which is smaller than the exact value 2.15.

**5 EXPERIMENTS**

We now present an evaluation of Starmie on real-world data lake corpora. First, we show that Starmie achieves new state-of-the-art results on table union search by outperforming the previous best methods by 6.8% in MAP and Recall. Next, our scalability experiments show that Starmie (especially with the HNSW index) achieves significant performance gain (up to 3,000x) while preserving reasonable effectiveness performance. Lastly, we conduct case studies to show that Starmie generalizes to two other dataset discovery applications: column clustering and table discovery for downstream machine learning tasks. We include additional results and discussions in the full technical report [15].

**5.1 Experiment Setup**

**5.1.1 Environment.** We implement Starmie in Python using Pytorch and the Hugging Face Transformers library [52]. For contrastive learning, we use RoBERTa [35] as the base language model. We set the hyper-parameters batch size to 64, learning rate to 5e-5,
and max sequence length to 256 across all the experiments. All experiments are run on a server with configurations similar to those of a p4d.24xlarge AWS EC2 machine with 8 A100 GPUs. The server has 2 AMD EPYC 7702 64-Core processors and 1TB RAM.

5.1.2 Datasets. We use five benchmark datasets with statistics detailed in Table 2. Firstly, we evaluate the effectiveness on the first three benchmark datasets, which are subsets of real Open Data. Since accuracy requires manually labeled ground truth, such datasets are not very large. We only use them to conduct the experiments of effectiveness reported in Section 5.2. The SANTOS Small benchmark [24] consists of 550 real data lake tables drawn from 296 Canada, US, UK, and Australian open datasets, and 50 query tables. From Table Union Search [42], there are two available benchmarks: TUS Small and TUS Large. TUS Small benchmark consists of 1,530 data lake tables that are derived from 10 base tables from Canada open data. We also use the larger benchmark, TUS Large, which consists of ~5,000 data lake tables derived from 32 base tables from Canada open data. For these two benchmarks, we randomly select 150 and 100 query tables, respectively, following previous studies [24, 42]. The SANTOS\textsuperscript{2} and TUS\textsuperscript{2} benchmarks, along with their ground truth of unionable tables, are publicly available.

The last two benchmarks are utilized in efficiency and scalability experiments. The SANTOS Large benchmark contains ~11K raw data lake tables from Canada and UK open data, and 80 query tables. We also run experiments on the WDC web tables corpus [28] which contains 50.8 million relational web tables extracted from the Common Crawl. We randomly select 30 tables as the query.

Table 2: Effectiveness (top) and scalability (bottom) benchmarks.

| Benchmark     | # Tables | #Cols | Avg # Rows | Size (GB) |
|---------------|----------|-------|------------|-----------|
| SANTOS Small  | 550      | 6,322 | 6,921      | 0.45      |
| TUS Small     | 1,530    | 14,810| 4,466      | 1         |
| TUS Large     | 5,043    | 54,923| 1,915      | 1.5       |
| SANTOS Large  | 11,090   | 123,477| 7,675      | 11        |
| WDC           | 50M      | 250M  | 14         | 500       |

5.1.3 Metrics. For effectiveness, we perform evaluation based on the ground truth from the first three benchmarks. For the TUS benchmarks, the tables are synthetically-partitioned from tables of distinct domains, so the ground truth is created in a generative manner. As for the SANTOS Small benchmark, the tables have been manually-annotated to create a ground truth listing expected unionable tables to each query table. Then we follow previous studies [2, 24, 37, 42] and use the Mean Average Precision at k (MAP@k), Precision at k (P@k) and Recall at k (R@k) to evaluate the effectiveness in returning the top-k results. We compute each score by averaging 5 repeated runs. For efficiency, we measure the average time per query.

5.1.4 Baselines. For effectiveness experiments, we compare our approach, Starmie, with the following existing approaches.

- D₃L [2] extends Table Union Search [42] for the problem of finding related tables by using table features such as column names, value overlap, and formatting. To compare fairly with Starmie, we omit the column name feature.
- SANTOS [24] proposes an approach that leverages both columns and relationships between columns by using external and self-curated knowledge bases.
- Sherlock [22] is a representation learning method that leverages several column features such as table statistics and word embeddings to learn the embedding vector of a column.
- SATO [56] extends Sherlock by capturing the table context using LDA, and thus performing a form of multi-column prediction.

SingleCol is our column encoder proposed in Section 3.2 that only uses a single column as the input of the encoder in the training process. This is Starmie without the use of contextual information from Section 3.3.

For efficiency experiments, we aim at exploring the benefits brought by different design choices in the Starmie framework. Thus we compare the performance of 4 methods: basic linear search (Linear), pruning based on estimated bounds (Pruning), search with an LSH index (LSH), and search with an HNSW index (HNSW).

5.1.5 Column encoder settings. We empirically choose the most suitable sampling method (Section 3.4) and augmentation operator (introduced in Section 3.3 and more details in Appendix A). For sampling methods, we find that Starmie achieves the best performance when pre-trained with the cell-level TF-IDF scoring function on the SANTOS Small and TUS Large benchmarks, and with a column-ordered sampling method, alphaHead, that sorts tokens in alphabetical order performs the best, on TUS Small. For augmentation operators, we find that the drop_col operator performs the best on SANTOS Small while drop_cell achieves the best performance on the two TUS benchmarks.

5.2 Results for Effectiveness

Table 3 reports the results of MAP@k and R@k on the three benchmarks for all methods. Note that the results for SANTOS are unavailable for TUS Large because SANTOS, which requires the labeled query table intent columns [24], have not been evaluated on this benchmark due to the absence of annotated intent columns. We run the experiments up to k=10 on SANTOS Small following [24], and up to k=60 on the TUS benchmarks, which is consistent with [42]. Note the recall cannot reach 100% when k is smaller than the number of correct unionable tables from the labeled ground truth as reported in previous studies [24, 42]. Table 3 indicates the maximum recall as IDEAL for each setting.

We can observe that Starmie outperforms the baselines across all three benchmarks. On the SANTOS Small benchmark, Starmie achieves the highest MAP@10 of 99.3% and highest Rg@10 of 73.7% (which is close to the IDEAL), outperforming SATO, Sherlock, SANTOS, D₃L baselines by large margins of 13%, 27%, 6.8%, and 90% respectively. Also, Starmie outperforms its SingleCol variation by 11%, showing that a multi-column approach is necessary. Similarly, on the TUS Small benchmark, Starmie outperforms the highest-reaching baseline, Sherlock, by 0.7% and SingleCol variation by

1https://github.com/northeastern-datalab/santos
2https://github.com/RJMillerLab/table-union-search-benchmark
Table 3: MAP@k and R@k results on all benchmarks with ground truth, where k=10 for SANTOS Small benchmark and k=60 for the TUS benchmarks. The IDEAL R@k for SANTOS Small is 0.75, IDEAL R@k for TUS Small is 0.341, and IDEAL R@k for TUS Large is 0.277.

| Method     | SANTOS Small MAP@k | R@k | TUS Small MAP@k | R@k | TUS Large MAP@k | R@k |
|------------|--------------------|-----|-----------------|-----|-----------------|-----|
| SingleCol  | 0.891              | 0.588 | 0.954          | 0.255 | 0.902          | 0.208 |
| SATO       | 0.878              | 0.594 | 0.966          | 0.271 | 0.930          | 0.223 |
| Sherlock   | 0.782              | 0.493 | 0.984          | 0.265 | 0.744          | 0.119 |
| SANTOS     | 0.930              | 0.690 | 0.885          | 0.230 | -               | -    |
| D$^3$L     | 0.523              | 0.422 | 0.794          | 0.215 | 0.484          | 0.124 |
| Starmie    | 0.993              | 0.737 | 0.991          | 0.277 | 0.965          | 0.238 |

Figure 7: P@k and R@k results on different benchmarks.

4% in MAP@k. On the TUS Large benchmark, Starmie outperforms SATO by 4% and SingleCol by 7% in MAP@k. Thus, the Starmie approach, by capturing column context and leveraging contrastive learning in pre-training, is very effective in solving the table union search problem.

Figure 7 shows the P@k and R@k of Starmie and the baselines as k increases on all benchmarks. Throughout all values of k, Starmie outperforms all baselines for both P@k and R@k. In Figures 7(b), (d), and (f), Starmie is closest to IDEAL, with R@10 only 1.8% below IDEAL on SANTOS Small, R@60 18.8% below IDEAL on TUS Small, and R@60 14.1% below IDEAL on TUS Large.

To better understand the influence of datasets on the performance of Starmie, we conducted an in-depth analysis to look at its performance for different settings of arity, cardinality, and percentage of numerical columns in query tables. We evenly split the query tables into five groups for each setting. We compare Starmie with alternative representation methods SATO, Sherlock, and SingleCol that also encode columns into high-dimensional vectors. As shown in Figure 8(a)/(c), Starmie consistently outperforms the baselines as the number of columns varies and as the percentage of numeric columns varies. As the number of rows increases (Figure 8(b)), the results of Starmie remain consistently high while the performances of SATO, Sherlock, and SingleCol generally decrease. We believe this is due to our efforts of table preprocessing techniques (Section 3.4). Meanwhile, the performance of SingleCol is much worse than Starmie under all settings, illustrating the importance of contextual information in training the column encoders. The methods have similar trends on TUS Small and TUS Large (Appendix C).

5.3 Scalability

Table 4: Effectiveness of different design choices. The first four methods are for Starmie.

| Method         | MAP@10 | P@10 | R@10 | Query Time (s) |
|----------------|--------|------|------|----------------|
| Linear         | 0.993  | 0.984 | 0.737 | 96             |
| Pruning        | 0.953  | 0.984 | 0.737 | 61             |
| LSH Index      | 0.932  | 0.780 | 0.580 | 12             |
| HNSW Index     | 0.945  | 0.810 | 0.606 | 4              |
| SATO           | 0.878  | 0.806 | 0.594 | 252            |
| Sherlock       | 0.782  | 0.672 | 0.493 | 264            |
| SingleCol      | 0.891  | 0.798 | 0.588 | 108            |

Impacts on effectiveness. Since some design choices might result in effectiveness loss, we report their results of three evaluation metrics on the SANTOS Small benchmark. As shown in Table 4, we compare Starmie with a basic linear scan with three other design choices (above the horizontal line), as well as baselines SATO, Sherlock, and SingleCol (full experiment results are shown in Appendix C). The main takeaway is that HNSW preserves the effectiveness as much if not better than the LSH index that is widely used in previous studies, while having tremendous speed improvement. This suggests HNSW is a very promising direction for providing real-time search over massive data lakes.

Preprocessing time. Since Starmie requires model pre-training and model inference, in addition to possibly indexing, we provide some insights of such overhead by comparing its preprocessing time with existing systems D$^3$L and SANTOS that are not based on pre-trained LMs. The preprocessing time of Starmie consists of the following parts: pre-training taking 3.1 hours, model inference taking 4.4 min, and indexing taking 10-30 sec. Meanwhile, D$^3$L takes 7.6 hours to create four indexes for each column feature and...
SANTOS takes 17 hours to create indexes using a knowledge base and the data lake. Thus, pre-training a language model in SANTOS does not incur too much overhead compared to existing systems.

**Time efficiency.** We have observed that the employed design choices can speed up the online query time while sufficiently preserving the effectiveness scores. Next we evaluate the scalability of different design choices. In Figure 9(a), we first evaluate the four variations of Starmie on the SANTOS Large benchmark, as we increase the number of returned unionable tables $k$ from 10 to 60. We then evaluate their query times as the data lake size grows to its full size of $\sim 11K$ tables / $\sim 120K$ columns. We also experiment on the WDC benchmark, specifically when the data lake grows to 1M tables / 5M columns (Figure 9(b)) to show the trend of each method, and when the data lake grows to 50M tables / 250M columns (Figure 9(c)). For each method, if a data point’s query time does not finish within 24 hours, then we consider it as timeout and omit the result from the corresponding figures.

Throughout all these experiments, we see that the design choice with the HNSW index leads to the best performance. On the SANTOS Large benchmark in Figure 9(a), the k-scalability experiment shows that Pruning is 2X faster than Linear, while LSH index is 20X faster than Linear. Meanwhile, HNSW index, which leads to an average query time of around 300 ms, is 220X faster than Linear and 11X faster than the popular LSH index. As the data lake grows to its full size, there is a steady increase in query time of Linear and Pruning; while that of LSH index and HNSW index remain stable, with the query time of HNSW index remaining around 400 ms. On the WDC benchmark in Figure 9(b), there is a similar trend as the data lake grows to 1M tables. On the full WDC benchmark in Figure 9(c), Linear and Pruning time out after 1M tables, while LSH index times out after having an average query time of 2,520 sec on 10M tables. Meanwhile, the query time for HNSW index stays consistent at around 60 ms as the data lake grows to its full size of 50M tables / 250M columns. The reason is that the hierarchical graph-based structure of HNSW allows it to locate to the nearest neighbors much faster than hash-based indexes [36]. Overall, the design choices explored in this paper, especially HNSW index, show a great improvement in the average query time, even when the data lake grows to an immense size of 50M tables. To the best of our knowledge, the largest dataset that are evaluated by existing solutions of table union search is with only 5,000 tables / 1M columns [42], which has 250 times smaller number of columns.

**Memory overhead.** Lastly, we examine the relative memory overhead of Starmie with different design choices. Specifically, the memory usage of No index (the linear scan and pruning methods from Table 4), LSH index and HNSW index over the data lake of SANTOS Large (11 GB) is 359MB, 733MB and 749 MB, respectively. The results show that Starmie is not only scalable but also memory efficient: its variations take up 3-7% space overhead. The memory saving is mainly due to the condensed vector column representations of Starmie which take up only 3% of the data lake size.

### 5.4 Data discovery for ML tasks

Next, we conduct a case study to show that Starmie can be applied to another application scenario of dataset discovery, i.e., retrieving relevant tables to improve the performance of downstream ML tasks. For this case study, we consider a subset of 78k WDC tables used in the evaluation of SATO [56], from which we collect all the 4,130 tables of at least 50 rows as the data lake tables. Among these tables, we find that 25 tables of at least 200 rows contain a numeric column called “Rating”. These 25 tables contain various types of ratings including those for sportsmen, TV shows, US congress members, etc. From these tables, we construct 25 regression tasks with the goal of training an ML model that predicts “Rating” as the target column. Since the ratings are from different domains, we normalize their values to the range $[0, 1]$. More details about the setting can be found in Appendix D.

For each task, we train a Gradient-Boosted Tree model [9] with all non-target columns as features. We also consider two popular similarity methods for this task, Jaccard
Figure 9: Scalability on the SANTOS Large benchmark, a sample of 1M WDC tables, and the full WDC benchmark.

and Overlap [14, 60], as baselines by replacing the cosine similarity scores with the corresponding similarity functions.

Table 5 summarizes the results of the 3 evaluated methods. While all 3 methods result in performance improvement (i.e., reduction of MSE), Starmie achieves significantly better overall improvements with a 14.75% MSE reduction, on 15/25 tasks improved, and by an average of 20.64%. By inspecting the retrieved tables, we find that Starmie indeed retrieves qualitatively better candidate tables. As Figure 10 shows, for the same US congress members table, Jaccard similarity retrieves an irrelevant table of dog competitions that also contains a similar “State” column, but the two tables are not semantically relevant. On the other hand, Starmie retrieves a table consisting of the amount of money raised from different interest groups, which is a potentially relevant feature to “Rating”. Indeed, by joining with the retrieved table by Starmie, the MSE of the model drops from 0.1598 to 0.1198 (by > 25%).

Table 5: Performance gain of data discovery methods on 25 rating prediction tasks from WDC.

|                  | NoJoin | Jaccard | Overlap | Starmie |
|------------------|--------|---------|---------|---------|
| Avg. MSE         | 0.0820 | 0.0753  | 0.0748  | 0.0699  |
| Improvement      | -      | 8.23%   | 8.82%   | 14.75%  |
| #improved        | -      | 13      | 12      | 15      |
| avg. Improve     | -      | 14.74%  | 14.05%  | 20.64%  |

5.5 Case study: Column clustering

Finally we show another application scenario of Starmie in dataset discovery: column clustering. Specifically, we apply Starmie as a column encoder to provide embeddings for clustering all the 119,360 columns from the 78k WDC tables used in the experiments of Sherlock, SATO, and others [22, 47, 56]. These columns are annotated with 78 ground truth semantic types such as population, city, name, etc. The goal of column clustering is to discover clusters of columns that are semantically relevant. The task of semantic type detection has traditionally been solved as a supervised multi-class classification problem which requires significant annotated training data [47]. Starmie provides an unsupervised solution. From the contextualized column embeddings, we can construct a similarity graph over all data lake columns as nodes. We can then add undirected edges between all pairs of columns having cosine similarities above a threshold $\theta$ (e.g., 0.6). Next the column clusters can be generated via any graph clustering algorithm. We choose the connected component algorithm for efficiency and simplicity.

With Starmie, the clustering algorithm generates 2,297 clusters with an average cluster size of 51.96. We measure the quality of the clusters by the purity score, which is the percentage of columns assigned with the same semantic type as the majority ground truth type of each cluster. The discovered clusters are generally of high quality as they achieve a purity score of 51.19 while using baselines such as Sherlock and SATO only achieves 30.5 or 37.36 purity scores when generating a similar number of clusters.

We further inspect the column values within each cluster and find that Starmie discovers clusters of finer-grained semantic types not present in the original 78 types (more results in Appendix E). Table 6 shows 3 such example clusters. The majority types (from the 78 original types) of columns in the 3 clusters are "type", "name", and "artist" respectively. After inspecting the column values, we can interpret the types of the 3 clusters as names of schools, names
of food/grocery stores, and names of songs. It is difficult to discover such fine-grained types by existing supervised methods.

6 RELATED WORK

6.1 Dataset Discovery

Dataset Discovery has been a hot topic in the data management community. Earlier studies [1, 5, 49] relied on keyword search over web tables to identify essential information. Octopus [4] and InfoGather [54] focused on the problem of schema complement, an important topic in exploring web tables. Aurum [17], S3D [19] and Tableminer+ [38, 58] utilized knowledge bases to identify relationships between datasets. SemProp [18] followed this route by leveraging ontologies and word embeddings, and Leva [59] solved a similar problem with graph neural networks. $D^4$ [43] addressed the problem of column clustering in data lake tables. Valentine [26] provided resources for evaluating column matching tasks. DomainNet [29] studied the problem of disambiguation in data lakes.

Finding related tables from data lakes is an essential task in dataset discovery. There are two sub-tasks in this application, namely finding joinable tables and table union search [46]. To support finding joinable tables, earlier studies utilized syntactic similarity metrics that are widely used in the applications of string similarity search and join [21, 30, 53]. LSH Ensemble used containment (overlap) [61] as the similarity metric and provided a high-dimensional similarity search based solution. Josie [60] employed overlap over tokens and developed an exact data-optimized solution. PEXESO [14] relied on cosine similarity over word embeddings and proposed indexing techniques to improve performance. The table union search problem has been well explored recently. Ling et al. [34] and Lehmberg et al. [27] illustrated the importance of finding unionable Web tables. Nargesian et al. [42] proposed the first definition and comprehensive solution for the table union search problem in data lakes. Bogatu et al. [2] proposed the $D^3$L system by dividing columns into different categories. The SANTOS [24] system uses a knowledge base along with binary relationships in the data lake to identify tables that share unionable columns and relationships, and it is the state-of-the-art approach in this field. To the best of our knowledge, our work is the first solution to utilize contrastive learning techniques in table union search.

6.2 Representation Learning for Tables

Recently many efforts use representation learning techniques to address problems related to tabular data. Sherlock [22] and Sato [56] used a supervised feature based approach to learn vector representations for tables and columns. TURL [12] proposed to use a pre-trained language model for web table related tasks and to come up with benchmark datasets for several tasks. And pre-trained language models have been widely applied to different table-related applications, including entity matching [6, 31, 32], column type detection [47, 50], and question answering [23, 55]. Our work follows this line of study and proposes the first solution that employs a pre-trained language model in a fully unsupervised way for the problem of table union search.

7 CONCLUSION AND FUTURE WORK

In this paper, we mainly focused on the problem of table union search, an essential application in dataset discovery from data lakes. We argued that it is crucial to utilize contextual information to determine whether two columns are unionable and proposed Starmie, an end-to-end framework based on contrastive representation learning as the solution. We also developed a multi-column encoder that can capture the contextual information from a table so as to learn contextualized column embeddings. Experimental results on popular benchmark datasets demonstrated that Starmie significantly outperformed existing solutions for table union search.

Our results show the promise of self-supervised contrastive learning in improving the accuracy of table union search, as well as joinable table search, and column clustering – the latter areas we are exploring further. We believe the improved accuracy justifies the use of learning over previous heuristic approaches and the self-supervision will be important to data lakes where labeled training data is expensive to collect and generalize. Our results using the relatively new HNSW index are exciting and important in the development of real-time data lake search solutions.
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