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Abstract

We study the problem of sampling from a probability distribution \(\pi\) on \(\mathbb{R}^d\) which has a density w.r.t. the Lebesgue measure known up to a normalization factor \(x \mapsto e^{-U(x)} / \int_{\mathbb{R}^d} e^{-U(y)} dy\). We analyze a sampling method based on the Euler discretization of the Langevin stochastic differential equations under the assumptions that the potential \(U\) is continuously differentiable, \(\nabla U\) is Lipschitz, and \(U\) is strongly concave. We focus on the case where the gradient of the log-density cannot be directly computed but unbiased estimates of the gradient from possibly dependent observations are available. This setting can be seen as a combination of a stochastic approximation (here stochastic gradient) type algorithms with discretized Langevin dynamics. We obtain an upper bound of the Wasserstein-2 distance between the law of the iterates of this algorithm and the target distribution \(\pi\) with constants depending explicitly on the Lipschitz and strong convexity constants of the potential and the dimension of the space. Finally, under weaker assumptions on \(U\) and its gradient but in the presence of independent observations, we obtain analogous results in Wasserstein-2 distance.
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1 Introduction

Sampling target distributions is an important topic in statistics and applied probability. In this paper, we are concerned with sampling from a distribution \( \pi \) defined by

\[
\pi(A) := \int_A e^{-U(\theta)} d\theta / \int_{\mathbb{R}^d} e^{-U(\theta)} d\theta, \quad A \in \mathcal{B}(\mathbb{R}^d),
\]

where \( \mathcal{B}(\mathbb{R}^d) \) denotes the Borel sets of \( \mathbb{R}^d \) and \( U : \mathbb{R}^d \to \mathbb{R}_+ \) is continuously differentiable.

One of the sampling schemes considered in this paper is the unadjusted Langevin algorithm (a.k.a. Langevin Monte Carlo). The idea is to construct a Markov chain which is the Euler discretization of a continuous-time diffusion process that has an invariant distribution \( \pi \).

We work on a fixed probability space \((\Omega, \mathcal{F}, P)\) throughout the paper. We consider the so-called overdamped Langevin stochastic differential equation (SDE)

\[
d\theta_t = -h(\theta_t) dt + \sqrt{2} d\xi_t,
\]

with a (possibly random) initial condition \( \theta_0 \), where \( h := \nabla U \) and \((B_t)_{t \geq 0}\) is a \( d\)-dimensional Brownian motion. It is well-known that, under appropriate conditions, the Markov semigroup associated with the Langevin diffusion (1) is reversible with respect to \( \pi \), and the rate of convergence to \( \pi \) is geometric in the total variation norm (see [22], [28, Theorem 1.2], and [1, Theorem 1.6]). The Euler-Maruyama discretization scheme for SDE (1), which is referred to as the unadjusted Langevin algorithm (ULA), is given by

\[
\theta_{\lambda, 0} := \theta_0, \quad \theta_{\lambda, n+1} := \theta_{\lambda, n} - \lambda h(\theta_{\lambda, n}) + \sqrt{2\lambda} \xi_{n+1},
\]

where \((\xi_n)_{n \in \mathbb{N}}\) is a sequence of independent, standard \( d\)-dimensional Gaussian random variables, \( \lambda > 0 \) is the step size and \( \theta_0 \) is an \( \mathbb{R}^d \)-valued random variable denoting the initial values of both (2) and (1). Under appropriate assumptions on the step size \( \lambda \) and the potential \( U \), the homogeneous Markov chain \((\theta^\lambda_n)_{n \geq 1}\) converges to a distribution \( \pi^\lambda \) which differs from \( \pi \) but, for small \( \lambda \), it is close to \( \pi \) in an appropriate sense; see [6], [8], [10], and Section 4.1.

We now adopt a framework where the exact gradient \( h \) is unknown, however one can observe at each iteration an unbiased estimator. Let \( H : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}^d \) be a measurable function and \( X := (X_n)_{n \in \mathbb{N}} \) an \( \mathbb{R}^m \)-valued process adapted to some given filtration \( \mathcal{G}_n, \ n \in \mathbb{N} \) satisfying

\[
h(\theta) = \mathbb{E}[H(\theta, X_n)], \quad \theta \in \mathbb{R}^d, \ n \geq 1,
\]

where the existence of the expectation is implicitly assumed. Note that (3) holds, in particular, when \((X_n)_{n \geq 1}\) is a strictly stationary process. Denoting by \( \mu \) the (common) distribution of \( X_n, \ n \geq 1 \) we may write

\[
h(\theta) = \int H(\theta, x) \mu(dx),
\]

\[2\]
in this case. We also assume henceforth that \( \theta_0, G_\infty, (\xi_n)_{n \in \mathbb{N}} \) are independent.

For each \( \lambda > 0 \), define an \( \mathbb{R}^d \)-valued random process \( (\theta^\lambda_n)_{n \in \mathbb{N}} \) by recursion:

\[
\theta^\lambda_0 := \theta_0, \quad \theta^\lambda_{n+1} := \theta^\lambda_n - \lambda H(\theta^\lambda_n, X_{n+1}) + \sqrt{2\lambda} \xi_{n+1}.
\]

Such a sampling scheme is often called a stochastic gradient Langevin dynamics (SGLD) algorithm; see [31], [8] and [29]. Data sequences \((X_n)_{n \in \mathbb{N}}\) are in general not i.d.d., not even Markovian. They may exhibit strong non-Markovian features as it is observed in various stochastic phenomena. Stochastic approximation for dependent data sequences (gradient and Kiefer-Wolfowitz procedures) has been successfully used in financial applications, see [18, 33] and the references therein. With these examples in mind, in the present paper we seek theoretical guarantees for the convergence of the closely related SGLD procedure to ensure its validity for non-independent data sets, too.

The only instance we know of that provides results in such a setting is Theorem 4 of [8]. The main condition of that result (Condition N in [8]) requires estimates on the conditional bias and variance of the updating function with respect to the previous iterate of the recursion (5), see Subsection 3.3 for extensive discussions. In concrete examples it seems very difficult to determine the order of these quantities. We follow a different path. Intuitively, if the signal \( X_n \) is “sufficiently ergodic” then one should be able to estimate the sampling error, without checking conditions on the conditional bias/variance of specific objects. We will assume a certain mixing condition, conditional \( L \)-mixing for the data sequence \((X_n)_{n \in \mathbb{N}}\); see Section 2 below for technical details. Theorem 3.5 is obtained which guarantees an (essentially) optimal estimate in terms of the stepsize. Our approach involves several new ideas which serve as a basis for further developments in the case of non-convex \( U \), see [5].

The goal of this work is to establish an upper bound on the Wasserstein distance between the target distribution \( \pi \) and its approximations \( \text{Law}(\theta^\lambda_n)_{n \in \mathbb{N}} \) generated by the SGLD algorithm (5). This goal is achieved while the rate of convergence is improved with respect to the findings in [25], see also [32], [7] and [8]. We stress that we prove the validity of sampling procedures driven by SGLD (5) within a framework where \((X_n)_{n \in \mathbb{N}}\) are not assumed i.d.d. and hence \( \theta^\lambda_n \) fails to be Markovian and related techniques are not applicable. Algorithms for variance reduction of SGLD have been suggested by [3, 32], however, we do not see for the moment how these could be treated by our methods here.

The paper is organized as follows. Section 2 recalls the theoretical concept of conditional \( L \)-mixing which is required below for the process \((X_n)_{n \in \mathbb{N}}\). This notion accommodates a large class of (possibly non-Markovian) processes. In Section 3 assumptions and main results are presented in the case where the process \((X_n)_{n \in \mathbb{N}}\) is conditionally \( L \)-mixing (Section 3.1) and i.d.d. (Section 3.2), respectively. In Section 3.3 we discuss the contributions of our work with respect to existing results reported in the literature. In Section 4 and Subsection 4.2 the properties of (1), (2), and (5) are analyzed. The proofs of the main theorems are provided in Sections 4 and 5 while certain auxiliary results are presented in Sections A and B.
Notations and conventions. Scalar product in $\mathbb{R}^d$ is denoted by $\langle \cdot, \cdot \rangle$. We use $\| \cdot \|$ to denote the Euclidean norm (where the dimension of the space may vary). $\mathcal{B}(\mathbb{R}^d)$ denotes the Borel $\sigma$-field of $\mathbb{R}^d$. For each $x_0 \in \mathbb{R}^d$ and $R \geq 0$, we denote $\mathcal{B}(x_0, R) := \{ x \in \mathbb{R}^d : \|x - x_0\| \leq R \}$, the closed ball of radius $R$ centered at $x_0$. For two sigma algebras $\mathcal{F}_1, \mathcal{F}_2$, we define $\mathcal{F}_1 \vee \mathcal{F}_2 := \sigma(\mathcal{F}_1 \cup \mathcal{F}_2)$. The expectation of a random variable $X$ is denoted by $\mathbb{E}[X]$. For any $m \geq 1$, for any $\mathbb{R}^m$-valued random variable $X$ and for any $1 \leq p < \infty$, we set $\|X\|_p := \mathbb{E}^{1/p}[\|X\|^p]$. We denote by $L^p$ the set of $X$ with $\|X\|_p < \infty$. The indicator function of a set $A$ is denoted by $1_A$. The Wasserstein distance of order $p \geq 1$ between two probability measures $\mu$ and $\nu$ on $\mathcal{B}(\mathbb{R}^d)$ is defined by

$$
W_p(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_X \|x - y\|^p d\pi(x, y) \right)^{1/p},
$$

where $\Pi(\mu, \nu)$ is the set of couplings of $(\mu, \nu)$, see e.g. [30].

2 Conditional $L$-mixing

$L$-mixing processes and random fields were introduced in [12]. They proved to be useful in tackling difficult problems of system identification, see e.g. [13, 14, 15, 16, 26]. In [4], in the context of stochastic gradient methods, the related concept of conditional $L$-mixing was introduced. We now recall its definition below.

We consider the probability space $(\Omega, \mathcal{F}, P)$, equipped with a discrete-time filtration $(\mathcal{F}_n)_{n \in \mathbb{N}}$ as well as with a decreasing sequence of sigma-fields $(\mathcal{F}_m^\infty)_{n \in \mathbb{N}}$ such that $\mathcal{F}_n$ is independent of $\mathcal{F}_m^\infty$, for all $n \in \mathbb{N}$.

For a family $(Z_i)_{i \in I}$ of real-valued random variables (where the index set $I$ may have arbitrary cardinality), there exists one and (up to a.s. equality) only one random variable $g = \operatorname{ess sup}_{i \in I} Z_i$ such that:

(i) $g \geq Z_i$, a.s. for all $i \in I$,

(ii) if $g'$ is a random variable, $g' \geq Z_i$, a.s. for all $i \in I$ then $g' \geq g$ $P$–a.s.,

see e.g. [24, Proposition VI.1.1].

Fix an integer $d \geq 1$ and let $D \subset \mathbb{R}^d$ be a set of parameters. A measurable function $U : \mathbb{N} \times D \times \Omega \to \mathbb{R}^k$ is called a random field. We drop dependence on $\omega \in \Omega$ in the notation henceforth and write $(U_n(\theta))_{n \in \mathbb{N}, \theta \in D}$. A random process $(U_n)_{n \in \mathbb{N}}$ corresponds to a random field where $D$ is a singleton. A random field is $L^r$-bounded for some $r \geq 1$ if

$$
\sup_{n \in \mathbb{N}} \sup_{\theta \in D} \|U_n(\theta)\|_r < \infty.
$$

Let $U_n(\theta) \in L^1$, $n \in \mathbb{N}$, $\theta \in D$ and $U_{n+m}^i$ is the $i$-th coordinate of $U_{n+m}$. Define, for each $n \in \mathbb{N}$, $i = 1, \ldots, k$, and $\tau \in \mathbb{N}$

$$
\mathcal{M}^r_{\tau}(U, i) := \operatorname{ess sup}_{\theta \in D} \sup_{m \in \mathbb{N}} \mathbb{E}^{1/r} \left[ \|U_{n+m}^i(\theta)\|^r \mid \mathcal{F}_n \right],
$$

(7)
\[ \gamma^n_r(\tau, U, i) := \text{ess sup} \sup_{\theta \in D} \sup_{m \geq \tau} \mathbb{E}^{1/r} \left[ |U^{i+m}_{n,m}(\theta) - \mathbb{E} \left[ U^{i}_{n,m}(\theta) \right]| \mathcal{F}^{+}_{n,m-\tau} \vee \mathcal{F}_n \right] \] 

(8)

and set

\[ \tilde{\Gamma}^n_r(U, i) := \sum_{r=0}^{\infty} \tilde{\gamma}^n_r(\tau, U, i), \quad M^n_r(U) := \sum_{i=1}^{k} \tilde{M}^n_r(U, i), \quad \text{and } \Gamma^n_r(U) := \sum_{i=1}^{k} \tilde{\Gamma}^n_r(U, i). \] 

(9)

When necessary, the notations \( M^n_r(U, D) \), \( \gamma^n_r(\tau, U, D) \) and \( \Gamma^n_r(U, D) \) are used to emphasize dependence of these quantities on the domain \( D \) which may vary.

**Definition 2.1** (Conditional L-mixing). Let \( r, s \geq 1 \). We say that the random field \((U_n(\theta))_{n \in \mathbb{N}, \theta \in D}\) is uniformly conditionally L-mixing (UCLM) of order \((r, s)\) with respect to \((\mathcal{F}_n, \mathcal{F}_n^+)_{n \in \mathbb{N}}\) if \((U_n(\theta))_{n \in \mathbb{N}}\) is adapted to \((\mathcal{F}_n)_{n \in \mathbb{N}}\) for any \( \theta \in D \); it is \( L^r \)-bounded; and the sequences \((M^n_r(U))_{n \in \mathbb{N}}, (\Gamma^n_r(U))_{n \in \mathbb{N}} \) are \( L^s \)-bounded. When this holds for all \( r, s \geq 1 \) then we call the random field simply “uniformly L-mixing”. In the case of stochastic processes (when \( D \) is a singleton) the terminology “conditionally L-mixing process (of order \((r, s)\))” is used.

**Remark 2.2.** The definition of conditional L-mixing in [1] is slightly different from the definition above but they are clearly equivalent.

Although we do not use the concept of L-mixing in the present paper it is worth noting that the definition of a uniformly L-mixing process follows naturally from the above definition if one sets \( d = 1, n = 0 \) and \( \mathcal{F}_n \) is replaced by the trivial \( \sigma \)-algebra in the definitions of \( M^n_r(U) \), \( \gamma^n_r(\tau, U) \) and \( \Gamma^n_r(U) \). Then, one obtains deterministic \( M_r(U) \), \( \gamma_r(\tau, U) \), \( \Gamma_r(U) \) and the required condition for these quantities becomes \( M_r(U) + \Gamma_r(U) < \infty \). For more details, one can consult [4] and [12].

Let \((U_n)_{n \in \mathbb{N}}\) be a conditionally L-mixing process. For later use, we also introduce the quantities for \( r, s \geq 1 \),

\[ \mathcal{M}_r(U) := \sup_{n \in \mathbb{N}} \mathbb{E}[\|U_n\|^r], \quad C_{r,s}(U) := \sup_{n \in \mathbb{N}} \mathbb{E}[\{\Gamma^n_r(U)\}^s]. \] 

(10)

The interpretation of \( \mathcal{M}_r(U) \) is straightforward while \( C_{r,s}(U) \) serves as a certain measure of dependence for the process \( U \).

**Example 2.3.** Let \((X_n)_{n \in \mathbb{N}}\) be i.i.d. random variables \((d = 1)\) and set \( \mathcal{F}_n := \sigma(X_k, k \leq n), \mathcal{F}_n^+ := \sigma(X_k, k > n), n \in \mathbb{N} \). If \( \mathbb{E}[\|X_0\|^r] < \infty \) for any \( r \geq 1 \), then \((X_n)_{n \in \mathbb{N}}\) is conditionally L-mixing with respect to \((\mathcal{F}_n, \mathcal{F}_n^+)_{n \in \mathbb{N}}\). Moreover,

\[ \mathcal{M}_r(X) = \mathbb{E}[\|X_0\|^r], \quad C_{r,s}(X) = \mathbb{E}^s/\mathbb{E}[\|X_0\|^r] \mathbb{E}[\|X_0\|^r] \mathbb{E}[\|X_0\|^r], s \geq 1. \] 

(11)

**Example 2.4.** Let us consider, for example, a functional of a linear process \( U := \{U_n(\theta)\}_{n \in \mathbb{N}} \), such that

\[ U_n(\theta) := G(\theta, X_n), \quad X_n := \sum_{k=0}^{\infty} a_k \varepsilon_{n-k}, \] 

(12)
with scalars \((a_k)_{k \in \mathbb{N}}\), some sequence \((\varepsilon_k)_{k \in \mathbb{Z}}\) of i.i.d. \(\mathbb{R}\)-valued random variables satisfying \(\|\varepsilon_0\|_p < \infty\) for all \(p \geq 1\) and \(G : \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) a function satisfying

\[
|G(\theta, x) - G(\theta', x')| \leq L_1|\theta - \theta'| + L_2|x - x'|.
\]

Let \(G_n = \sigma(\varepsilon_j, j \leq n)\), and \(G_n^+ = \sigma(\varepsilon_j, j > n)\) for \(n \in \mathbb{N}\). If we further assume that \(|\varepsilon_k| \leq c(1 + k)^{-\beta}, k \in \mathbb{N}\) for some \(c > 0, \beta > 3/2\) then the argument of \([4\) Lemma 4.2 \)] shows that \((X_n)_{n \in \mathbb{N}}\) is a conditionally \(L\)-mixing process with respect to \((G_n, G_n^+)_{n \in \mathbb{N}}\). Applying Lemma 4.7 below with \(\vartheta = 0\) shows that for all \(j \in \mathbb{N}, M^r_n(U, B(0, j))) \leq L_{1j} + L_2M^r_n(X) + |G(0, 0)|\) and \(\Gamma^0_n(U, B(0, j)) \leq 2L_2\Gamma^0_n(X)\).

**Remark 2.5.** If \((X_n)_{n \in \mathbb{N}}\) is a conditionally \(L\)-mixing process with respect to \((\mathcal{F}_n, \mathcal{F}_n^+)_{n \in \mathbb{N}}\) then so is \((F(X_n))_{n \in \mathbb{N}}\) for any Lipschitz-continuous function \(F\), see \([4\) Remark 2.3\)]. Finally, we know from \([11, Example 7.1\)] that a broad class of functionals of geometrically ergodic Markov chains have the \(L\)-mixing property. It is possible to show, along the same lines, the conditional \(L\)-mixing property of these functionals, too.

### 3 Assumptions and main results

#### 3.1 Dependent data

**Assumption 3.1.** Let \(G_0 := \{\emptyset, \Omega\}\). The process \((X_n)_{n \in \mathbb{N}}\) is conditionally \(L\)-mixing with respect to \((G_n, G_n^+)_{n \in \mathbb{N}}\), where \((G_n^+)_{n \in \mathbb{N}}\) is some decreasing sequence of sigma-fields with \(G_n\) independent of \(G_n^+\) for all \(n \in \mathbb{N}\). Furthermore, let \(\|\theta_0\|_p < \infty\) for all \(p \geq 1\).

For \((x, \theta) \in \mathbb{R}^m \times \mathbb{R}^d\), we denote \(H(x, \theta) = [H^1(x, \theta), \ldots, H^d(x, \theta)]^T\).

**Assumption 3.2.** There exist constants \(L_1^i, L_2^i > 0, i \in \{1, \ldots, d\}\) such that for all \(\theta, \theta' \in \mathbb{R}^d\) and \(x, x' \in \mathbb{R}^m\), \(|H^i(\theta, x) - H^i(\theta', x')| \leq L_1^i|\theta - \theta'| + L_2^i|x - x'|\).

We set

\[
L_1 = \sum_{i=1}^d L_1^i \quad \text{and} \quad L_2 = \sum_{i=1}^d L_2^i. \tag{13}
\]

Note that, under Assumption 3.2, for any \((x, \theta) \in \mathbb{R}^m \times \mathbb{R}^d\) we get

\[
\|H(x, \theta) - H(x, \theta')\| \leq L_1\|\theta - \theta'\| + L_2\|x - x'\|.
\]

Assumption 3.1 implies, in particular, that \(\|X_0\| \in L^r\), for any \(r \geq 1\), thus, under Assumption 3.1 and 3.2 \(h(\theta) := \mathbb{E}[H(\theta, X_0)], \theta \in \mathbb{R}^d\), is indeed well-defined.

**Assumption 3.3.** There is a constant \(a > 0\) such that for all \(\theta, \theta' \in \mathbb{R}^d\) and \(x \in \mathbb{R}^m\),

\[
\langle \theta - \theta', H(\theta, x) - H(\theta', x) \rangle \geq a\|\theta - \theta'\|^2. \tag{14}
\]
Two important properties immediately follow from Assumptions 3.2 and 3.3.

(B1) For all \( \theta, \theta' \in \mathbb{R}^d \), \( \| h(\theta) - h(\theta') \| \leq L_1 \| \theta - \theta' \| \)

(B2) There exists a constant \( a > 0 \) such that, for all \( \theta, \theta' \in \mathbb{R}^d \),
\[
\langle \theta - \theta', h(\theta) - h(\theta') \rangle \geq \frac{a}{a + L_1} \| h(\theta) - h(\theta') \|^2.
\]

[23] Theorem 2.1.12 shows that, under these assumptions, for all \( \theta, \theta' \in \mathbb{R}^d \),
\[
\langle \theta - \theta', h(\theta) - h(\theta') \rangle \geq \tilde{a} \| \theta - \theta' \|^2 + \frac{1}{a + L_1} \| h(\theta) - h(\theta') \|^2,
\]
where we have set
\[
\tilde{a} = \frac{aL_1}{a + L_1}.
\]

Our aim initially is to estimate \( \| \theta_{n, \lambda}^{\Delta} - \bar{\theta}_n \|_2 \), uniformly in \( n \in \mathbb{N} \). To begin with, an example is presented where explicit calculations are possible.

Example 3.4. Let \( d := 1 \), \( H(\theta, x) := \theta + x \), \( (X_n)_{n \in \mathbb{Z}} \) be a sequence of satisfying (12) with \( (\epsilon_j)_{j \in \mathbb{Z}} \) an independent sequence of standard Gaussian random variables independent of \( (\xi_n)_{n \in \mathbb{N}} \), and \( |a_k| \leq c (1 + k)^{-\beta} \), \( k \in \mathbb{N} \) for some \( \beta > 3/2 \)

\[
0 < m := \inf_{\mu \in [-\pi, \pi]} \left| \sum_{k=0}^{\infty} a_k e^{-ik\mu} \right| \leq \sup_{\mu \in [-\pi, \pi]} \left| \sum_{k=0}^{\infty} a_k e^{-ik\mu} \right| \leq M < \infty.
\]

We observe that the function \( H \) satisfies Assumptions 3.2 and 3.3. Take \( \theta_0 := 0 \).

It is straightforward to check that, for any \( \lambda \in (0, 1) \),
\[
\bar{\theta}_n^{\lambda} - \theta_n^{\lambda} = \sum_{j=0}^{n-1} (1 - \lambda)^j \lambda X_{n-j},
\]
which clearly has variance
\[
\mathbb{E}[(\bar{\theta}_n^{\lambda} - \theta_n^{\lambda})^2] = \frac{\lambda^2}{2\pi} \int_{-\pi}^{\pi} \left| \sum_{k=0}^{\infty} a_k e^{-ik\mu} \right|^2 \left| \sum_{k=0}^{n-1} (1 - \lambda)^k e^{-ik\mu} \right|^2 d\mu
\]

It follows that, using (17) and the Parseval-Plancherel Theorem
\[
m \sqrt{\frac{\lambda (1 - (1 - \lambda)^{2n})}{2 - \lambda}} \leq \| \bar{\theta}_n^{\lambda} - \theta_n^{\lambda} \|_2 \leq M \sqrt{\frac{\lambda (1 - (1 - \lambda)^{2n})}{2 - \lambda}}.
\]

This shows that the best estimate we may hope to obtain for \( \sup_{n \in \mathbb{N}} \| \bar{\theta}_n^{\lambda} - \theta_n^{\lambda} \|_2 \) is of the order \( \sqrt{\lambda} \). Theorem 3.5 below achieves this bound asymptotically as \( p \to \infty \).

Our main results may be stated as follows.
Theorem 3.5. Let Assumptions 3.1, 3.2 and 3.3 hold. For every even number \( p \geq 4 \) and \( \lambda < \bar{\lambda} \), where
\[
\bar{\lambda} := \frac{2}{a + L_1},
\] (18)
there exists \( C_0(p) > 0 \) such that
\[
\|\theta_n^\lambda - \bar{\theta}_n\|_2 \leq C_0(p)\lambda^{\frac{1}{2} - \frac{1}{p}}, \quad n \in \mathbb{N}
\] (19)
holds for a constant \( C_0(p) \) that is explicitly given in the proof. It depends only on \( a, L_1, L_2, d, p \) and on the process \( (X_n)_{n \in \mathbb{N}} \) through the quantities defined in (10).

Proof. The proof of this theorem is postponed to Section 4.3.

Theorem 3.6. Let Assumptions 3.1, 3.2 and 3.3 hold and let \( \bar{\lambda} \) be given by (18). For each \( \kappa > 0 \), there exist constants \( c_1(\kappa), c_2(\kappa) > 0 \) such that, for each \( 0 < \epsilon \leq e^{-1} \) one has
\[
W_2(\text{Law}(\theta_n^\lambda), \pi) \leq \epsilon
\]
whenever \( \lambda < \bar{\lambda} \) satisfies
\[
\lambda = c_1(\kappa)\epsilon^{2+\kappa} \quad \text{and} \quad n \geq \frac{c_2(\kappa)}{\epsilon^{2+\kappa}} \ln(1/\epsilon),
\] (20)
where \( c_1(\kappa), c_2(\kappa) \) (given explicitly in the proof) depend only on \( \kappa, d, a, L_1, L_2 \) and on the process \( (X_n)_{n \in \mathbb{N}} \) through the quantities defined in (10).

Proof. The proof of this theorem is postponed to Section 4.4.

3.2 Independent data

When the data sequences \( (X_n)_{n \in \mathbb{Z}} \) are i.d.d., then the full rate is recovered under more relaxed conditions for the unbiased estimator of the gradient of \( U \).

Assumption 3.7. There exist positive constants \( L_1, L_2 \) and \( \rho \) such that, for all \( x, x' \in \mathbb{R}^m \) and \( \theta, \theta' \in \mathbb{R}^d \),
\[
\|H(\theta, x) - H(\theta', x)\| \leq L_1(1 + \|x\|)\rho\|\theta - \theta'\|,
\]
\[
\|H(\theta, x) - H(\theta, x')\| \leq L_2(1 + \|x\| + \|x'\|)^\rho(1 + \|\theta\|)\|x - x'\|.
\]

Assumption 3.8. The process \( (X_n)_{n \in \mathbb{N}} \) is i.d.d. with \( \|X_0\|_{2(\rho+1)} \) and \( \|\theta_0\|_2 \) being finite.
Assumption 3.9. There exists a mapping $A : \mathbb{R}^m \to \mathbb{R}^{d \times d}$ such that
\[
\langle y, A(x)y \rangle \geq 0, \text{ for any } x, y \in \mathbb{R}^d \quad \text{(positive semidefinite)}
\]
and, for all $\theta, \theta' \in \mathbb{R}^d$ and $x \in \mathbb{R}^m$,
\[
\langle \theta - \theta', H(\theta, x) - H(\theta', x) \rangle \geq \langle \theta - \theta', A(x)(\theta - \theta') \rangle
\]
with the smallest eigenvalue of the matrix $E[A(X_0)]$ being a positive real number which is denoted by $a$.

It is clear then that properties (B1) and (B2) are still valid for the gradient $h$ of $U$, with the only difference that the Lipschitz constant in (B1) is given by $L_1 E[(1 + \|X_0\|)^\rho]$. This allows us to obtain the following result.

**Theorem 3.10.** Let Assumptions 3.7, 3.8 and 3.9 hold and let $\bar{\lambda}$ be given by (18). There exist constants $c_1, c_2 > 0$ such that, for each $0 < \epsilon \leq 1/2$,
\[
W_2(\text{Law}(\theta^*_n), \pi) \leq \epsilon
\]
whenever $\lambda \leq \min \left( \frac{a}{2L_1^2 E[(1 + \|X_0\|)^{2\rho}]}, \frac{1}{a} \right)$ satisfies
\[
\lambda \leq c_1 \epsilon^2 \text{ and } n \geq \frac{c_2}{\epsilon^2} \ln(1/\epsilon), \quad (21)
\]
where $c_1, c_2$ (given explicitly in the proof) depend only on $d$, $a$, $E[\|X_0\|^{2\rho + 2}]$, $L_1$ and $L_2$. If $\rho = 0$ in Assumption 3.7, then the above results are true for $\lambda \leq 1/2 \min(L_1^{-1}, \bar{\lambda})$.

**Proof.** The proof of this Theorem is postponed to Section 5. $\square$

### 3.3 Discussion

**Rate of Convergence:** Theorem 3.6 significantly improves on some of the results in [25] in certain cases, compare also to [32]. In [25] the monotonicity assumption (14) is not imposed, only a dissipativity condition is required and a more general recursive scheme is investigated. However, the input sequence $(X_n)_{n \in \mathbb{N}}$ is assumed i.d.d. In that setting, [25] Theorem 2.1 applies to (15) (with the choice $\delta = 0$, $\beta = 1$ and $d$ fixed, see also the last paragraph of Subsection 1.1 of [25]), which implies that
\[
W_2(\text{Law}(\theta_n^*), \pi) \leq \epsilon
\]
holds whenever $\lambda \leq c_3(\epsilon / \ln(1/\epsilon))^4$ and $n \geq \frac{c_4}{\epsilon^4} \ln^5(1/\epsilon)$ with some $c_3, c_4 > 0$. For the case of i.d.d. $(X_n)_{n \in \mathbb{N}}$ see also the very recent [19]. Our results provide the sharper estimates (20) in a setting where $(X_n)_{n \in \mathbb{N}}$ may have dependencies.
Comparison with [8]: One notes, further, that a noisy Langevin Monte Carlo algorithm (nLMC) with inaccurate drift is proposed in [8], where the drift is assumed to be a linear combination of the original gradient and of random noise represented by a dependent sequence of random vectors with non-zero means. Thus, a particular form of dependency is included in this approach. A convergence result, [8, Theorem 4], in Wasserstein-2 distance between nLMC and the target distribution \( \pi \) is provided, which is in agreement with our findings, i.e. rate of convergence equal to 1/2 is given when the bias term is eliminated.

In [8] Condition N], two quantities enter into play: the upper bound \( L^2 \)-norm of the conditional bias, \( \mathbb{E}[||\mathbb{E} \left[ H(\theta^\lambda_k, X_{k+1}) \mid \theta^\lambda_k \right] - h(\theta^\lambda_k)||^2] \) and the variance \( \mathbb{E}[||H(\theta^\lambda_k, X_{k+1}) - \mathbb{E} \left[ H(\theta^\lambda_k, X_{k+1}) \mid \theta^\lambda_k \right]||^2] \). We stress that, when the process \((X_k)_{k \in \mathbb{N}}\) is actually dependent, \( \theta^\lambda_k \) and \( X_{k+1} \) are dependent and therefore \( \mathbb{E} [H(\theta^\lambda_k, X_{k+1}) \mid \theta^\lambda_k] \neq h(\theta^\lambda_k) \) in general. With the exception of a few very simple cases, a precise computation of conditional bias \( \mathbb{E} \left[ H(\theta^\lambda_k, X_{k+1}) \mid \theta^\lambda_k \right] - h(\theta^\lambda_k) \) (or of a tight upper bound for the \( L^2 \) norm of this quantity) is out of reach. Using (3) and Assumption 3.2 we get that, for all \( k \in \mathbb{N} \),

\[
||\mathbb{E} \left[ H(\theta^\lambda_k, X_{k+1}) \mid \theta^\lambda_k \right] - h(\theta^\lambda_k)||^2 \leq L^2_2 \int \mathbb{E} \left[ \|X_k - x\|^2 \mid \theta^\lambda_k \right] \mu(dx),
\]

where \( \mu \) denotes the common law of the \( X_k \). This implies that \( \mathbb{E}[||\mathbb{E} \left[ H(\theta^\lambda_k, X_{k+1}) \mid \theta^\lambda_k \right] - h(\theta^\lambda_k)||^2] \leq \delta^2 d \) with

\[
\delta^2 \leq 2d^{-1}L^2_2 \left\{ \mathcal{M}_2(X) + \int \|x\|^2 \mu(dx) \right\}
\]

Similarly, using again Assumption 3.2, we get

\[
\mathbb{E}[||H(\theta^\lambda_k, X_{k+1}) - \mathbb{E} \left[ H(\theta^\lambda_k, X_{k+1}) \mid \theta^\lambda_k \right]||^2] \leq 2\mathbb{E}[||H(\theta^\lambda_k, X_{k+1}) - H(\theta^\lambda_k, 0)||^2] + 2\mathbb{E}[||\mathbb{E} \left[ H(\theta^\lambda_k, X_{k+1}) - H(\theta^\lambda_k, 0) \mid \theta^\lambda_k \right]||^2] \leq 4L^2_2 \mathcal{M}_2(X) =: \sigma^2 d.
\]

Our assumptions therefore imply [8, Condition N] but the conclusions that we reach in Theorems 3.3 and 3.6 are sharper (note that the bias term in [8, Theorem 4] does not vanish as \( \lambda \downarrow 0^+ \)).

Choice of step size: It is pointed out in [28] that the ergodicity property of (2) is sensitive to the step size \( \lambda \). Moreover, [20, Lemma 6.3] gives an example in which the Euler-Maruyama discretization is transient. As pointed out in [20], under discretization, the minorization condition is insensitive with appropriate sampling rate while the Lyapunov condition may be lost. An invariant measure exists if the two conditions hold simultaneously, see [20, Theorem 7.3] and also [28, Theorem 3.2] for similar discussions. In this work, an approach similar to [20] is chosen, in that strong convexity of \( U \) is assumed together with Lipschitzness of its gradient and, thus, the ergodicity of (2) is obtained.
4 Proof of main results: dependent data

4.1 The Langevin SDE and its discretization: the strongly convex case

Before proceeding to the demonstrations of the main results, we recall here some recent results on the diffusion of Langevin and its discretization for strongly convex potentials. All the results presented here are classic and can be found in either [10] or [8].

By [23, Theorem 2.1.8], \(U\) has a unique minimum at some point \(\theta^* \in \mathbb{R}^d\). Note that due to the Lipschitz condition (B1), the SDE (1) has a unique strong solution. It is a well-known result that the Langevin SDE (1) admits a unique invariant measure \(\pi\). By [17, Theorem 4.20], one constructs the associated strongly Markovian semigroup \((P_t)_{t \geq 0}\) given for all \(t \geq 0, x \in \mathbb{R}^d\) and \(A \in \mathcal{B}(\mathbb{R}^d)\) by \(P_t(x, A) = P(\theta_t \in A | \theta_0 = x)\).

The following lemma from [10] with adapted statement provides the explicit bound of the second moment of the Langevin diffusion, which allows the analysis of the Wasserstein-2 distance between \(\pi\) and the aforementioned sampling algorithms.

**Lemma 4.1** (Proposition 1 in [10]). Let Assumptions 3.2 and 3.3 hold and thus (B1), (B2) are thereby implied.

(i) For all \(t \geq 0\) and \(\vartheta \in \mathbb{R}^d\),
\[
\int_{\mathbb{R}^d} \|\vartheta - \theta^*\|^2 P_t(\theta, d\vartheta) \leq \|\theta - \theta^*\|^2 e^{-2at} + (d/a)(1 - e^{-2at}).
\]

(ii) The stationary distribution \(\pi\) satisfies
\[
\int_{\mathbb{R}^d} \|\vartheta - \theta^*\|^2 \pi(d\vartheta) \leq d/a.
\]

For a fixed step size \(\lambda \in (0, 1]\), consider the Markov kernel \(R_\lambda\) given for all \(A \in \mathcal{B}(\mathbb{R}^d)\) and \(\theta \in \mathbb{R}^d\) by
\[
R_\lambda(\theta, A) = \int_A (4\pi\lambda)^{-d/2} \exp \left(- (4\lambda)^{-1} \|\vartheta - \theta + \lambda h(\theta)\|^2\right) d\vartheta.
\]

The discrete-time Langevin recursion (2) defines a time-homogeneous Markov chain, and for any \(n \geq 1\), and for any bounded (or non-negative) Borel function \(f : \mathbb{R}^d \to \mathbb{R}\),
\[
\mathbb{E} \left[ f(\bar{\theta}^n_n) \bigg| \bar{\theta}_{n-1}^\lambda \right] = R_\lambda f(\bar{\theta}_{n-1}^\lambda) = \int_{\mathbb{R}^d} f(\vartheta)R_\lambda(\bar{\theta}_{n-1}^\lambda, d\vartheta).
\]

Lemma 4.2 below is also a result from [10] and along with Lemma 4.1 are presented here for completeness by using the notation of this article. In particular, Lemma 4.2 states that \(R_\lambda\) admits a unique stationary distribution \(\pi_\lambda\), which may differ from \(\pi\).
Lemma 4.2. Let Assumptions 3.3 hold and thus (B2) is thereby implied. Then, for all $\lambda < \bar{\lambda}$, where $\bar{\lambda}$ is defined in (18), the following hold:

(i) For all $\theta \in \mathbb{R}^d$, $n \geq 1$,
\[
\int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 R^\lambda_n(\theta, d\theta) \leq (1 - 2\bar{a}_\lambda)^n \|\theta - \theta^*\|^2 + (d/\bar{a})(1 - (1 - 2\bar{a}_\lambda)^n).
\]
(ii) The Markov kernel $R^\lambda$ has a unique stationary distribution $\pi_\lambda$ which satisfies
\[
\int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \pi_\lambda(d\theta) \leq d/\bar{a}.
\]
where $\bar{a}$ is defined in (16).

(iii) For all $\theta \in \mathbb{R}^d$, $n \geq 1$,
\[
W_2(\delta_0 R^\lambda_n, \pi_\lambda) \leq e^{-\bar{a}_\lambda n}\sqrt{2(\|\theta - \theta^*\|^2 + d/\bar{a})^{1/2}}.
\]
(iv) For all $n \in \mathbb{N}$ and square-integrable $\mathbb{R}^d$-valued random variables $\eta_1, \eta_2$ with $\sigma(\eta_1, \eta_2)$ independent of $\xi_k$, $k \in \mathbb{N}$
\[
E[\|\vec{\theta}_n^\lambda(1) - \vec{\theta}_n^\lambda(2)\|^2] \leq e^{-2\bar{a}_\lambda n}E[\|\eta_1 - \eta_2\|^2],
\]
where $\vec{\theta}_n^\lambda(i)$, $i = 1, 2$ denote the solutions of the recursion (2) with the respective initial conditions $\theta_0 = \eta_i$, $i = 1, 2$.

Proof. For the first three statements, see [10, Propositions 2 and 3]. For (iv) see the proof of [10] Proposition 3].}

Note that by Lemma 4.2 a Foster-Lyapunov type drift condition is satisfied with $V_1(\theta) := \|\theta - \theta^*\|^2$, which yields that $\sup_{n \geq 0} \|\vec{\theta}_n\|_2 < \infty$. This allows the analysis of the convergence between the recursive scheme (2) and the stationary distribution $\pi$ in Wasserstein-2 distance (see Theorem 4.11 below). However, in order to obtain the rate of convergence between (2) and the SGLD scheme (3), the finiteness of higher moments is required. In the following Lemma, one obtains the drift condition with $V_p(\theta) := \|\theta - \theta^*\|^{2p}$, $p \in \mathbb{N} \setminus \{0\}$.

Lemma 4.3. Let Assumptions 3.1, 3.2 and 3.3 hold. For any integer $p \geq 1$, let $V_p(\theta) := \|\theta - \theta^*\|^{2p}$. Then, the process $\vec{\theta}_n^\lambda$ satisfies, for any $n \in \mathbb{N}$ and $\lambda < \bar{\lambda}$, where $\bar{\lambda}$ is defined in (18),
\[
E\left[ V_p(\vec{\theta}_{n+1}^\lambda) \right] \leq \rho_\lambda V_p(\vec{\theta}_n^\lambda) + \lambda C'(p), \quad (23)
\]
where $\rho_\lambda = 1 - \bar{a}_\lambda \in (0, 1)$ and
\[
C'(p) := d^p(2p - 1)^p p^p 2^{p(2p-1)} \bar{a}^{1-p} + (2p - 1)p^{2p-2} 2^{2p} d^p p. \quad (24)
\]
Moreover,
\[
\sup_{\lambda < \bar{\lambda}} \sup_n \mathbb{E}[V_p(\bar{\theta}_n^\lambda)] \leq \mathbb{E}[V_p(\theta_0)] + C'(p)/\bar{a}.
\] (25)
and \(C'(p)^{1/2p} \leq c'(p)\) holds with
\[
c'(p) = p \sqrt{d} \left(2^{p+1/2} \frac{a}{\lambda} \right)^{-\frac{1}{2}} + 24.
\] (26)

Proof. Recall equation (2) and define
\[
\Delta_n := \bar{\theta}_n^\lambda - \theta^* - \lambda(h(\bar{\theta}_n^\lambda) - h(\theta^*)), \quad \text{for every } n \geq 0.
\]
Then, one calculates
\[
\mathbb{E} \left[ \|\bar{\theta}_{n+1}^\lambda - \theta^*\|^{2p} \bigg| \bar{\theta}_n^\lambda \right] = \mathbb{E} \left[ \|\Delta_n + \sqrt{2}\lambda\xi_{n+1}\|^{2p} \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
= \mathbb{E} \left[ \left( \|\Delta_n\|^2 + 2 \langle \Delta_n, \sqrt{2}\lambda\xi_{n+1} \rangle + \|\sqrt{2}\lambda\xi_{n+1}\|^2 \right)^p \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
\leq \mathbb{E} \left[ \sum_{i+j+k=p} \frac{p!}{i!j!k!} \|\Delta_n\|^{2i} \left(2 \langle \Delta_n, \sqrt{2}\lambda\xi_{n+1} \rangle \right)^j \|\sqrt{2}\lambda\xi_{n+1}\|^{2k} \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
+ \mathbb{E} \left[ 2p\|\Delta_n\|^{2(p-1)} \langle \Delta_n, \sqrt{2}\lambda\xi_{n+1} \rangle \bigg| \bar{\theta}_n^\lambda \right]
\]
where the last term is clearly zero. Thus, due to Lemma A.3
\[
\mathbb{E} \left[ \|\bar{\theta}_{n+1}^\lambda - \theta^*\|^{2p} \bigg| \bar{\theta}_n^\lambda \right] \leq \mathbb{E} \left[ \sum_{k=0}^{2p} \binom{2p}{k} \|\Delta_n\|^{2p-k} \|\sqrt{2}\lambda\xi_{n+1}\|^k \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
\leq \|\Delta_n\|^{2p} + \mathbb{E} \left[ \left( \sum_{k=2}^{2p} \binom{2p}{k} \|\Delta_n\|^{2p-k} \|\sqrt{2}\lambda\xi_{n+1}\|^k \right) \|\sqrt{2}\lambda\xi_{n+1}\|^2 \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
= \|\Delta_n\|^{2p} + \mathbb{E} \left[ \left( \sum_{l=0}^{2(p-1)} \binom{2p}{l+2} \|\Delta_n\|^{2(p-1)-l} \|\sqrt{2}\lambda\xi_{n+1}\|^l \right) \|\sqrt{2}\lambda\xi_{n+1}\|^2 \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
\leq \|\Delta_n\|^{2p} + \mathbb{E} \left[ \left( \frac{2p}{2} \right) \left( \sum_{l=0}^{2(p-1)} \binom{2(p-1)}{l} \|\Delta_n\|^{2(p-1)-l} \|\sqrt{2}\lambda\xi_{n+1}\|^l \right) \|\sqrt{2}\lambda\xi_{n+1}\|^2 \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
= \|\Delta_n\|^{2p} + (2p-1)p \mathbb{E} \left[ \left( \|\Delta_n\| + \|\sqrt{2}\lambda\xi_{n+1}\| \right)^{2(p-1)} \|\sqrt{2}\lambda\xi_{n+1}\|^2 \bigg| \bar{\theta}_n^\lambda \right]
\]
\[
\leq \|\Delta_n\|^{2p} + (2p-1)p \mathbb{E} \left[ \|\Delta_n\|^{2(p-1)} \|\sqrt{2}\lambda\xi_{n+1}\|^2 \right]
\]
\[
+ (2p-1)p \mathbb{E} \left[ \|\sqrt{2}\lambda\xi_{n+1}\|^{2p} \right].
\] (27)
Moreover, one recalls that for \( \lambda < 2/(a + L_1) \)
\[
\|\Delta_n\|^2 \leq (1 - 2\bar{a}\lambda)\|\bar{\theta}_n^\lambda - \theta^*\|^2.
\]

Consequently
\[
\begin{align*}
\mathbb{E} \left[ \|\bar{\theta}_{n+1}^\lambda - \theta^*\|^{2p} \bigg| \bar{\theta}_n^\lambda \right] \\
&\leq (1 - 2\bar{a}\lambda)^p\|\bar{\theta}_n^\lambda - \theta^*\|^{2p} + (2p - 1)p2^{2p-1}\lambda d(1 - 2\bar{a}\lambda)^p\|\bar{\theta}_n^\lambda - \theta^*\|^{2(p-1)} \\
&\quad + (2p - 1)p2^{2p-1}\lambda d(1 - 2\bar{a}\lambda)^p\|\bar{\theta}_n^\lambda - \theta^*\|^{2p} \\
&\quad + (2p - 1)p2^{2p-1}\lambda d(1 - 2\bar{a}\lambda)^p\|\bar{\theta}_n^\lambda - \theta^*\|^{2(p-1)} \\
&\quad + (2p - 1)p2^{2p-1}\mathbb{E}[\|\sqrt{2\lambda}\xi_1\|^{2p}].
\end{align*}
\]

As a result, for \( \|\bar{\theta}_n^\lambda - \theta^*\| \geq M \), where \( M = \sqrt{d(2p - 1)p2^{2p-1}/a} \), one obtains
\[
\mathbb{E} \left[ \|\bar{\theta}_{n+1}^\lambda - \theta^*\|^{2p} \bigg| \bar{\theta}_n^\lambda \right] \leq (1 - \bar{a}\lambda)\|\bar{\theta}_n^\lambda - \theta^*\|^{2p} + \lambda(2p - 1)p2^{3p-2}\mathbb{E}[\|\xi_1\|^{2p}],
\]

whereas, for \( \|\bar{\theta}_n^\lambda - \theta^*\| \leq M \) one obtains
\[
\mathbb{E} \left[ \|\bar{\theta}_{n+1}^\lambda - \theta^*\|^{2p} \bigg| \bar{\theta}_n^\lambda \right] \leq (1 - \bar{a}\lambda)\|\bar{\theta}_n^\lambda - \theta^*\|^{2p} + \lambda p(2p - 1)p2^{3p-2}\mathbb{E}[\|\xi_1\|^{2p}] \\
\quad + \lambda(2p - 1)p2^{3p-2}\mathbb{E}[\|\xi_1\|^{2p}]
\]

which yields (23). Consequently, by Lemma A.4 below,
\[
\mathbb{E} \left[ \|\bar{\theta}_{n+1}^\lambda - \theta^*\|^{2p} \bigg| \bar{\theta}_n^\lambda \right] \leq (1 - \bar{a}\lambda)^{2p}\|\bar{\theta}_0 - \theta^*\|^{2p} + \frac{C'(p)}{\bar{a}}.
\]

Thus, one obtains the desired result regarding the uniform bounds. The estimate \( C'(p)^{1/2p} \leq C'(p) \) follows, noting the trivial inequalities: \( p^{1/p} \leq 2 \), \( p \in \mathbb{N} \setminus \{0\} \);
\( (x + y)^{1/2p} \leq x^{1/2p} + y^{1/2p} \), \( x, y \geq 0 \).

\[
4.2 \quad \text{Analysis for the SGLD scheme}
\]

One notes initially that the process in (24) is Markovian while the one in (25) is not. However, uniform bounds are obtained in Lemma A.4 below, for the \( 2p \)-th moment of the SGLD scheme (5), for any \( p \geq 1 \). This result complements the findings of Lemma 4.3 and is used in the proof of Theorem 4.4 which examines the convergence between the two sampling algorithms, ULA (24) and SGLD (5), in Wasserstein-2 distance.

The following inequalities, derived from Assumptions 3.2 and 3.3, are often used:
\[
\|H(\theta, x)\| \leq L_1\|\theta - \theta^*\| + L_2\|x\| + H^*, \quad H^* = \sum_{i=1}^{d} |H_i(\theta^*, 0)|, \quad (29)
\]
\[
\langle \theta - \theta^*, H(\theta, x) \rangle \geq a\|\theta - \theta^*\|^2 + \langle \theta - \theta^*, H(\theta^*, x) \rangle.
\]
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Lemma 4.4. Let Assumptions 3.1, 3.2 and 3.3 hold. Let \( V_p(\theta) = \|\theta - \theta^*\|^{2p} \) for some integer \( p \geq 1 \). The process \( \theta^\lambda \) satisfies, for any \( n \in \mathbb{N} \) and \( \lambda < \bar{\lambda} \), where \( \lambda \) is defined in (18),

\[
E[V_p(\theta_n^\lambda)] \leq (\rho_\lambda)^n E[V_p(\theta_0^\lambda)] + \lambda C''(p),
\]

where \( \rho_\lambda = 1 - \bar{\lambda} \in (0, 1) \) and

\[
C''(p) := (2^{2p}dp(2p - 1))^{p(2/\bar{\lambda})^{p-1} + 2^{5p-4}p(2p - 1)^2} + 2 \left\{ (2p)^{2p}\bar{\lambda}^{2p-1} + (2p-1)p(2p - 1))^{p(2/\bar{\lambda})^{p-1}} \right. \\
+ \left. 2^{4p-4}p(2p - 1) \right\} \left\{ 2^{2p-1}L_1^2\|\theta^*\|^{2p} + 2^{2p-1}L_2^2\mathcal{M}_p(X) \right\}.
\]

As a result,

\[
\sup_{\lambda \leq \lambda} \sup_n E[V_p(\theta_n^\lambda)] \leq E[V_p(\theta_0)] + \frac{C''(p)}{\bar{\lambda}}.
\]

It follows also that \( C''(p)^{1/2p} \leq c''(p) \) where

\[
c''(p) := p\sqrt{\bar{\lambda}} \left( 2^{p+1/2} \bar{\lambda}^{p-1/2} + 48 \right) \\
+ 2 \left\{ 4p/\bar{\lambda}^{1-1/2p} + 2p\sqrt{2}\bar{\lambda}^{1/2-1/(2p)} \right\} \\
+ 12 \left\{ 2L_1\|\theta^*\| + 2L_2\mathcal{M}_2^{1/2p}(X) + H^* \right\}.
\]

Proof. For each \( n \in \mathbb{N} \), denote by \( \Delta_n = \theta_n^\lambda - \theta^* - \lambda(\theta_n^\lambda, X_{n+1}) - H(\theta_n^\lambda, X_{n+1}) \). By direct calculations, one obtains,

\[
E \left[ \|\theta_n^\lambda - \theta^*\|^{2p} \mid \theta_n^\lambda \right] \\
= E \left[ \|\Delta_n + \sqrt{2\lambda} X_{n+1} - \lambda H(\theta^*, X_{n+1})\|^{2p} \mid \theta_n^\lambda \right] \\
= E \left[ \left( \|\Delta_n\|^2 + \|\sqrt{2\lambda} X_{n+1} - \lambda H(\theta^*, X_{n+1})\|^2 \right) \right. \\
\left. + 2\langle \Delta_n, \sqrt{2\lambda} X_{n+1} - \lambda H(\theta^*, X_{n+1}) \rangle \right]^{p} \mid \theta_n^\lambda \right] \\
= E \left[ \sum_{k_1+k_2+k_3=p} \frac{p!}{k_1!k_2!k_3!} \|\Delta_n\|^{2k_1} \|\sqrt{2\lambda} X_{n+1} - \lambda H(\theta^*, X_{n+1})\|^{2k_2} \right. \\
\times (2\langle \Delta_n, \sqrt{2\lambda} X_{n+1} - \lambda H(\theta^*, X_{n+1}) \rangle)^{k_3} \mid \theta_n^\lambda \right] \\
\leq E \left[ \|\Delta_n\|^{2p} \mid \theta_n^\lambda \right] + 2p E \left[ \|\Delta_n\|^{2p-2} \langle \Delta_n, \sqrt{2\lambda} X_{n+1} - \lambda H(\theta^*, X_{n+1}) \rangle \mid \theta_n^\lambda \right] \\
+ \sum_{k=2}^{2p} \binom{2p}{k} E \left[ \|\Delta_n\|^{2p-k} \|\sqrt{2\lambda} X_{n+1} - \lambda H(\theta^*, X_{n+1})\|^k \mid \theta_n^\lambda \right] .
\]

where the last inequality holds due to Lemma 3 and further calculations yield

\[
E \left[ \|\theta_n^\lambda + \theta^*\|^{2p} \mid \theta_n^\lambda \right]
\]
\[
\begin{align*}
&\leq \mathbb{E} \left[ \| \Delta_n \|^{2p} \mid \theta_n^\lambda \right] + 2p \lambda \mathbb{E} \left[ \| \Delta_n \|^{2p-1} \| H(\theta^*, X_{n+1}) \| \mid \theta_n^\lambda \right] \\
&\quad + \sum_{k=2}^{2p} \binom{2p}{k} \mathbb{E} \left[ \| \Delta_n \|^{2p-k} \| \sqrt{2\lambda} \xi_{n+1}^\lambda - \lambda H(\theta^*, X_{n+1}) \|^{k} \mid \theta_n^\lambda \right] \\
&\leq \left( 1 + \frac{\tilde{\alpha} \lambda}{2} \right) \mathbb{E} \left[ \| \Delta_n \|^{2p} \mid \theta_n^\lambda \right] + \lambda(2p)^{2p} \left( \frac{2}{\tilde{\alpha}} \right)^{2p-1} \mathbb{E} \left[ \| H(\theta^*, X_{n+1}) \|^{2p} \mid \theta_n^\lambda \right] \\
&\quad + 2^{2p-3}p(2p-1)\mathbb{E} \left[ \| \Delta_n \|^{2p-2} \| \sqrt{2\lambda} \xi_{n+1}^\lambda - \lambda H(\theta^*, X_{n+1}) \|^2 \mid \theta_n^\lambda \right] \\
&\quad + 2^{2p-3}p(2p-1)\mathbb{E} \left[ \| \sqrt{2\lambda} \xi_{n+1}^\lambda - \lambda H(\theta^*, X_{n+1}) \|^{2p} \mid \theta_n^\lambda \right] \\
&\leq (1 + \tilde{\alpha} \lambda) \mathbb{E} \left[ \| \Delta_n \|^{2p} \mid \theta_n^\lambda \right] + \lambda(2p)^{2p} \left( \frac{2}{\tilde{\alpha}} \right)^{2p-1} \mathbb{E} \left[ \| H(\theta^*, X_{n+1}) \|^{2p} \mid \theta_n^\lambda \right] \\
&\quad + \lambda(2^{2p-1}p(2p-1))^{p-1} \left( \frac{2}{\tilde{\alpha}} \right)^{2p-1} \mathbb{E} \left[ \| H(\theta^*, X_{n+1}) \|^{2p} \mid \theta_n^\lambda \right] \\
&\quad + \lambda 2^{2p-4}p(2p-1) \mathbb{E} \left[ \| H(\theta^*, X_{n+1}) \|^{2p} \mid \theta_n^\lambda \right],
\end{align*}
\]

where the second inequality follows the same argument as in the proof of Lemma 4.3. Moreover, for \( \lambda < 2/(\alpha + L_1) \),

\[
\mathbb{E} \left[ \| \Delta_n \|^{2p} \mid \theta_n^\lambda \right] = \mathbb{E} \left[ \left( \| \theta_n^\lambda - \theta^\ast \|^2 - 2\lambda(\theta_n^\lambda - \theta^\ast, H(\theta_n^\lambda, X_{n+1}) - H(\theta^\ast, X_{n+1})) \right) \right.
\]

\[
+ \lambda^2 \| H(\theta_n^\lambda, X_{n+1}) - H(\theta^\ast, X_{n+1}) \|^2 \mid \theta_n^\lambda \right] \leq (1 - \tilde{\alpha} \lambda)^p \| \theta_n^\lambda - \theta^\ast \|^{2p}.
\]

Then, substituting the above estimate into (33) yields

\[
\mathbb{E} \left[ \| \theta_n^\lambda - \theta^\ast \|^{2p} \mid \theta_n^\lambda \right] \leq (1 - \tilde{\alpha} \lambda) \| \theta_n^\lambda - \theta^\ast \|^{2p} + \lambda \mathbb{E} \left[ g(X_{n+1}) \mid \theta_n^\lambda \right],
\]

where

\[
g(X_{n+1}) = (2^{2p}dp(2p-1))^{p}(2/\tilde{\alpha})^{p-1} + 2^{5p-4}p(2p-1)\mathbb{E}[\| \xi_{n+1}^\lambda \|^{2p}]
\]

\[
+ 2^{2p-1} \left\{ (2p)^{2p}(2/\tilde{\alpha})^{2p-1} + (2^{p-1}p(2p-1))^p(2/\tilde{\alpha})^{p-1}
\right. \\
\left. + 2^{4p-4}p(2p-1) \right\} \left( L_1 \| \theta^\ast \| + L_2 \| X_{n+1} \| \right)^{2p} + \| H(\theta^\ast, 0) \|^{2p} \right).
\]

Using the trivial \( (x+y)^{2p} \leq 2^{2p-1}(x^{2p}+y^{2p}) \), \( x, y \geq 0 \) and Lemma 4.3, we have

\[
\mathbb{E}[g(X_{n+1})] \leq C''(p).
\]

Finally, denote by \( \rho_n = 1 - \tilde{\alpha} \lambda \in (0, 1) \), then by induction, one obtains

\[
\mathbb{E}[\| \theta_{n+1}^\lambda - \theta^* \|^{2p}] \leq (\rho_n)^{n+1} \mathbb{E}[\| \theta_0 - \theta^* \|^{2p}] + \frac{C''(p)}{\tilde{\alpha}},
\]

which implies \( \sup_{\lambda < \lambda} \sup_n \mathbb{E}[\| \theta_{n+1}^\lambda - \theta^* \|^{2p}] \leq \mathbb{E}[\| \theta_0 - \theta^* \|^{2p}] + C''(p)/\tilde{\alpha} \). It is easy to check \( C''(p)^{1/2p} \leq c''(p) \), too. \( \square \)
Uniform $L^2$ bounds for the process in (5) are obtained in [25] under dissipativity condition on $\nabla U$ and the $L^2$ error of the stochastic gradient, i.e. $E[\|H(\theta, X_n) - h(\theta)\|^2]$, see their Assumptions (A.3), (A.4). In that paper a large size mini-batch could be used to reduce the variance of the estimator, which requires more computational costs. We could also incorporate mini-batches in our algorithm but this is not pursued here. For stability, the variance of the estimator has to be controlled, see [29].

4.3 Proof of Theorem 3.5

We now sketch a roadmap for the proof of Theorem 3.5. The time axis is cut into intervals of size $T$. An auxiliary process $\overline{\theta}_k^\lambda$ is introduced which equals $\theta_k^\lambda$ at the points $nT$, $n \in \mathbb{N}$, but it follows the averaged dynamics on $[nT, (n+1)T)$, see (2).

Using the conditional $L$-mixing property, one obtains estimates for the $L^2$-distance between $\overline{\theta}_k^\lambda$ and $\theta_k^\lambda$. If $\overline{\theta}_k^\lambda$ were uniformly bounded, these would be of the order $\sqrt{\lambda}$. However, $\overline{\theta}_k^\lambda$ is unbounded hence its maximal process needs to be controlled which leads to the somewhat weaker rate $\lambda^{3-\varepsilon}$, for $\varepsilon > 0$ arbitrarily small.

Next, estimates for the difference between $\overline{\theta}_k^\lambda$ and $\theta_k^\lambda$ are derived using the contraction property of the dynamics of $\theta_k^\lambda$, see Lemma 4.2. It follows that this is of the same order as $\overline{\theta}_k^\lambda - \theta_k^\lambda$. These observations then allows us to conclude.

We proceed now with the rigorous arguments. Let $H_n := G_n \vee \sigma(\xi_j, j \in \mathbb{N})$, $H_n^+ := G_n^+, n \in \mathbb{N}$.

Observe first that, since $(X_n)_{n \in \mathbb{N}}$ is conditionally $L$-mixing with respect to $(G_n, G_n^+)^n \in \mathbb{N}$, it is conditionally $L$-mixing with respect to $(H_n, H_n^+)^n \in \mathbb{N}$, too, and the corresponding quantities $(M, \Gamma, C)$ remain the same.

For each $\theta \in \mathbb{R}^d$, $0 \leq i \leq j$, one recursively defines

$$z^\lambda(i, i, \theta) := \theta, \quad z^\lambda(j + 1, i, \theta) := z^\lambda(j, i, \theta) - \lambda h(z^\lambda(j, i, \theta)) + \sqrt{2\lambda} \xi_{j+1}.$$ 

Let $T := \lfloor 1/\lambda \rfloor$, then for each $n \in \mathbb{N}$ and for each $nT \leq k < (n+1)T$, one defines

$$\overline{\theta}_k^\lambda := z^\lambda(k, nT, \theta_k^\lambda).$$

Consequently, $\overline{\theta}_k^\lambda$ is defined for all $k \in \mathbb{N}$; $\overline{\theta}_k^\lambda = \theta_k^\lambda$ for $n \in \mathbb{N}$ and $\overline{\theta}_k^\lambda = z^\lambda(k, 0, \theta_0)$. Next, some simple but essential moment estimates are derived.

**Lemma 4.5.** Let $q \geq 1$ be an integer. Then, for all $\lambda < \bar{\lambda}$, where $\bar{\lambda}$ is defined in (18),

$$\sup_{k \in \mathbb{N}} \|\overline{\theta}_k^\lambda - \theta^\star\|_{2q} \leq C(q)$$

holds for

$$C(q) := \|\theta_0 - \theta^\star\|_{2q} + \frac{c'(q) + c''(q)}{\lambda^{(3/2)q}}, \quad (34)$$

where $c'(q), c''(q)$ are as in Lemmata 4.3 and 4.4.
Proof. Define $V_q(\theta) := \|\theta - \theta^*\|^{2q}$, $\theta \in \mathbb{R}^d$. Let $k \in \mathbb{N}$ be arbitrary and let $n \in \mathbb{N}$ be such that $nT \leq k < (n+1)T$. Note that (29) and (31) imply

$$\sup_{nT \leq k < (n+1)T} \|\overline{z}_k - \theta^*\|_{2q} \leq \left[ \mathbb{E}[V_q(\theta_{nT})] + \frac{C'(q)}{\alpha} \right]^{1/(2q)} \leq \|\theta_0 - \theta^*\|_{2q} + \frac{C'(q)^{1/(2q)} + C''(q)^{1/(2q)}}{\alpha^{1/(2q)}},$$

Lemma 4.6. For all $\lambda < \bar{\lambda}$, where $\bar{\lambda}$ is defined in (15), it holds that

$$\sup_{n \in \mathbb{N}} \left[ \|H(\theta_{nT}, X_{n+1})\|_2 + \|h(\overline{z}_n)\|_2 \right] \leq C^p,$$

where

$$C^p = L_1 \left[ \|\theta_0 - \theta^*\|_2 + \frac{C''(1)}{\alpha} \right] + 2L_2M_2^{1/2}(X) + 2H^* + C(1)L_1. \quad (35)$$

Proof. The first inequality of (29) implies

$$\|H(\theta_{nT}, X_{n+1})\|_2 \leq L_1\|\theta_{nT}^\lambda - \theta^*\|_2 + L_2\|X_{n+1}\|_2 + H^*.$$ Combining this with Lemma 4.4 (applied with $p = 1$) shows that

$$\sup_{\lambda < \bar{\lambda}} \sup_n \|H(\theta_{nT}, X_{n+1})\|_2 \leq L_1 \left[ \mathbb{E}^{1/2}[V_1(\theta_0)] + \frac{C''(1)^{1/2}}{\alpha^{1/2}} \right] + L_2M_2^{1/2}(X) + H^*.$$ A similar argument can be applied to $h(\overline{z}_n)$, in view of (11),

$$\|h(\overline{z}_n)\|_2 \leq L_1\|\overline{z}_n - \theta^*\|_2 + L_2M_2^{1/2}(X) + H^* \leq C(1)L_1 + L_2M_2^{1/2}(X) + H^*,$$

where $C(1)$ is given by (34). \qed

Lemma 4.7. For each $j \in \mathbb{N}$, the random field $H(\theta, X_n)$, $n \in \mathbb{N}$, $\theta \in B(\theta^*, j)$ satisfies

$$M^p_i(H(\theta, X), B(\theta^*, j)) \leq L_1^i j + L_2M^p_i(X) + H^*,$$

$$\Gamma^p_i(H(\theta, X), B(\theta^*, j)) \leq 2L_2\Gamma^p_i(X). \quad (37)$$

Proof. Let $\theta \in B(\theta^*, j)$. The Minkowski’s inequality imply for $k \geq n$ and $i \in \{1, \ldots, m\}$,

$$\mathbb{E}^{1/r}[|H^i(\theta, X_k)| \mid \mathcal{H}_n] \leq L_1^i j + L_2\mathbb{E}^{1/r}[\|X_k\| \mid \mathcal{H}_n] + |H^i(\theta^*, 0)|.$$ Hence, using $\|X_k\| \leq \sum_{j=1}^m |X_k^j|$ and the Minkowski’s inequality again, we obtain

$$M^p_i(H(\theta, X), B(\theta^*, j), i) \leq L_1^i j + L_2^i M^p_i(X) + |H^i(\theta^*, 0)|.$$
Summing the above relation over the indices \( i \in \{1, \ldots, m\} \) we get (36). One also notes that, due to Lemma A.2

\[
\mathbb{E}^{1/r} \left[ |H^i(\theta, X_k) - \mathbb{E} \left[ H^i(\theta, X_k) \mid \mathcal{H}_n \lor \mathcal{H}_{n-r}^+ \right] |^r \mid \mathcal{H}_n \right] \\
\leq 2\mathbb{E}^{1/r} \left[ |H^i(\theta, X_k) - H^i(\theta, \mathbb{E} \left[ X_k \mid \mathcal{H}_n \lor \mathcal{H}_{n-r}^+ \right])|^r \mid \mathcal{H}_n \right] \\
\leq 2L_2 \mathbb{E}^{1/r} \left[ \|X_k - \mathbb{E} \left[ X_k \mid \mathcal{H}_n \lor \mathcal{H}_{n-r}^+ \right] \|^r \mid \mathcal{H}_n \right] \leq 2L_2 \sum_{j=1}^{m} \gamma_r^n(X, \tau, j),
\]

which implies (37). \( \square \)

We shall also need the following measure-theoretical lemma.

**Lemma 4.8.** Let \( k \geq nT \) be an integer. There exists a version \( h_{k,nT} : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) of \( \mathbb{E}[H(\theta, X_k)|\mathcal{H}_{nT}] \), \( \theta \in \mathbb{R}^d \) which is jointly measurable.

**Proof.** For a fixed \( \theta \in \mathbb{R}^d \), the conditional expectation \( \mathbb{E}[H(\theta, X_k)|\mathcal{H}_{nT}] \), \( \theta \in \mathbb{R}^d \) is a \( \mathcal{H}_{nT} \)-measurable random variable. We will construct a function \( h_{k,nT} : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) that is measurable in its second variable and, for all \( \theta \in \mathbb{R}^d \), \( h_{k,nT} \) is a version of \( \mathbb{E}[H(\theta, X_k)|\mathcal{H}_{nT}] \). The case \( k = nT \) is trivial. Let \( k > nT \).

It is enough to construct \( h_{k,nT}(\theta) \), \( \theta \in \mathbb{B}(\theta^*, N) \) for each \( N \in \mathbb{N} \). Consider \( \mathbb{B}(N) := \mathbb{C}(\mathbb{B}(\theta^*, N); \mathbb{R}^d) \), the usual Banach space of continuous, \( \mathbb{R}^d \)-valued functions defined on \( \mathbb{B}(\theta^*, N) \), equipped with the maximum norm. The function

\[
\omega \in \Omega \rightarrow G_N(\omega) := (H(\theta, X_k(\omega))_{\theta \in \mathbb{B}(\theta^*, N)}), \ \omega \in \Omega,
\]

is a \( \mathbb{B}(N) \)-valued random variable and, by (29),

\[
\sup_{\theta \in \mathbb{B}(\theta^*, N)} \|H(\theta, X_k)\| \leq L_1 N + L_2 \|X_k\| + H^*,
\]

which clearly has finite expectation as the process \( X_n, n \in \mathbb{N} \) is conditionally\( L \)-mixing. Moreover, (24) Proposition V.2.5 implies the existence of a \( \mathbb{B}(N) \)-valued random variable \( \mathcal{G}_N \) such that, for each \( b \) in the dual space \( \mathbb{B}'(N) \) of \( \mathbb{B}(N) \),

\[
\mathbb{E}[b(G_N)|\mathcal{H}_{nT}] = b(\mathcal{G}_N).
\]

This implies, in particular, that for all \( \theta \in \mathbb{B}(\theta^*, N) \), \( \mathbb{E}[H(\theta, X_k)|\mathcal{H}_{nT}] = \mathcal{G}_N(\theta) \).

We may thus set \( h_{k,nT}(\omega, \theta) := \mathcal{G}_N(\omega, \theta) \). Since \( (\omega, \theta) \rightarrow \mathcal{G}_N(\omega, \theta) \) is measurable in its first variable and continuous in the second, it is, in particular, jointly measurable, see e.g. (24) Lemma 4.50. \( \square \)

**Lemma 4.9.** Assume (37) and (38) and let \( p \geq 1 \).

\[
\sup_{n \in \mathbb{N}} \mathbb{E}^{1/p} \left[ \left( \sum_{k=nT}^{\infty} \sup_{\theta \in \mathbb{R}^d} \|h_{k,nT}(\theta) - h(\theta)\| \right)^p \right] \leq 2L_2 C_{p,1}(X),
\]

where \( C_{p,1}(X) \) is defined in (10).
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Proof. Let \( k \geq nT \). Notice that, since \( X_k \) and \( G_{nT}^+ \) are independent of \( \sigma(\xi_j, j \in \mathbb{N}) \), \( \mathbb{E}[X_k | \mathcal{G}_{nT}^+] = \mathbb{E}[X_k | \mathcal{G}_{nT}^+] \), \( \mathbb{P}\)-a.s. Since \( \mathcal{G}_{nT}^+ \) and \( \mathcal{G}_{nT} \) are independent, we get that, for all \( k \geq nT \), \( \mathbb{P}\)-a.s.,

\[
\mathbb{E}\left[ H(\theta, \mathbb{E}[X_k | \mathcal{G}_{nT}^+]) | \mathcal{G}_{nT} \right] = \mathbb{E}\left[ H(\theta, \mathbb{E}[X_k | \mathcal{G}_{nT}^+]) | \mathcal{G}_{nT} \right] = \mathbb{E}[H(\theta, \mathbb{E}[X_k | \mathcal{G}_{nT}^+])].
\]

This implies that, for all \( k \geq nT \),

\[
\|h_{k,nT}(\theta) - h(\theta)\| \leq \|\mathbb{E}[H(\theta, X_k) | \mathcal{G}_{nT}] - \mathbb{E}[H(\theta, \mathbb{E}[X_k | \mathcal{G}_{nT}^+]) | \mathcal{G}_{nT}]\|
\]

\[
+ \|\mathbb{E}[H(\theta, \mathbb{E}[X_k | \mathcal{G}_{nT}^+]) | \mathcal{G}_{nT}] - \mathbb{E}[H(\theta, X_k)]\|
\]

\[
\leq L_2 \mathbb{E}\left[ \|X_k - \mathbb{E}[X_k | \mathcal{G}_{nT}^+] \| \mathcal{G}_{nT} \right] + L_2 \|X_k - \mathbb{E}[X_k | \mathcal{G}_{nT}^+]\|
\]

Using the Minkowski inequality, we get

\[
\mathbb{E}^{1/p}[\sup_{\theta \in \mathbb{R}^d} \|h_{k,nT}(\theta) - h(\theta)\|^p] \leq L_2 \mathbb{E}^{1/p}[\|X_k - \mathbb{E}[X_k | \mathcal{G}_{nT}^+]\|^p] + L_2 \mathbb{E}\left[ \|X_k - \mathbb{E}[X_k | \mathcal{G}_{nT}^+]\| \mathcal{G}_{nT} \right]
\]

noting that \( \mathcal{G}_0 \) is the trivial sigma algebra. This concludes the proof since \( \mathbb{E}[^\Gamma_p(X)] \leq \mathcal{C}_{p,1}(X) \). \( \square \)

**Proof of Theorem 3.5.** Fix \( n \in \mathbb{N} \) and let \( nT < k < (n+1)T \) be an arbitrary integer. By the triangle inequality, the difference of \( \theta^\lambda \) and \( \bar{\theta}^\lambda \) is decomposed into two parts

\[
\|\theta^\lambda_k - \bar{\theta}^\lambda_k\| \leq \|\theta^\lambda_k - \bar{\theta}^\lambda_k\| + \|\bar{\theta}^\lambda_k - \bar{\theta}^\lambda_k\|. \tag{38}
\]

Let \( h_{k,nT} \) be the functional constructed in Lemma 4.3. Then, one estimates

\[
\|\theta^\lambda_k - \bar{\theta}^\lambda_k\| \leq \lambda \left| \sum_{i=nT}^{k-1} (H(\theta^\lambda_i, X_i) - h(\bar{\theta}^\lambda_i)) \right| \leq \lambda \left| \sum_{i=nT}^{k-1} (H(\theta^\lambda_i, X_i) - H(\bar{\theta}^\lambda_i, X_i)) \right|
\]

\[
+ \lambda \left| \sum_{i=nT}^{k-1} (H(\bar{\theta}^\lambda_i, X_i) - h_{i,nT}(\bar{\theta}^\lambda_i)) \right| + \lambda \left| \sum_{i=nT}^{k-1} (h_{i,nT}(\bar{\theta}^\lambda_i) - h(\bar{\theta}^\lambda_i)) \right|
\]

\[
\leq \lambda L_1 \left| \sum_{i=nT}^{k-1} \|\theta^\lambda_i - \bar{\theta}^\lambda_i\| \right| + \lambda \max_{nT \leq m < (n+1)T} \left| \sum_{i=nT}^{m} (H(\bar{\theta}^\lambda_i, X_i) - h_{i,nT}(\bar{\theta}^\lambda_i)) \right|
\]

\[
+ \lambda \sum_{i=nT}^{\infty} (h_{i,nT}(\bar{\theta}^\lambda_i) - h(\bar{\theta}^\lambda_i)) \right|
\]

due to Assumption 3.2. Thanks to Lemmas 4.4, 4.5, 4.6 and 4.9 all the terms on the RHS of the previous inequality are almost surely finite. A discrete-time version of Grönwall’s lemma and taking squares lead to

\[
\|\theta^\lambda_k - \bar{\theta}^\lambda_k\|^2 \leq 2\lambda^2 e^{2L_1 T \lambda} \left[ \max_{nT \leq m < (n+1)T} \left| \sum_{i=nT}^{m} (H(\bar{\theta}^\lambda_i, X_i) - h_{i,nT}(\bar{\theta}^\lambda_i)) \right|^2 \right].
\]
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Define for \( n \) \( nT \) for \( x \) \( \text{random variable} j \). With these notation, for each \( Z \n T \leq BD \)

\[
\text{Lemma 4.7, one obtains } \quad \text{Now, by recalling the definition of } E \quad \text{one obtains }
\]

\[
\text{Recalling the } H \text{-measurability of } \lambda \text{, instead of } \text{measurability of } nT. \quad \text{Notice that } \text{instead of } \text{max } \text{over } (j,nT<\lambda) \text{, } \text{the maximum can be taken over } \text{over } \text{m} = 3, \text{ otherwise (39)}
\]

Define for \( n \in \mathbb{N}, \quad \tilde{Z}_{n,k}(j) := \begin{cases} H(\lambda, X_k) \mathbb{1}_{\{||\lambda - \theta^*|| \leq j\} \\ 0 \end{cases} nT \leq k < (n+1)T, \quad \text{otherwise} \quad \text{(39)} \]

Recalling the \( H_{nT} \text{-measurability of } \lambda, nT \leq k < (n+1)T, \text{ and arguing like in Lemma 4.7} \) one obtains

\[
\Gamma^T_r(\tilde{Z}_{n,k}(j)) \leq 2L_2 \Gamma^T_r(X) \quad \text{(40)}
\]

With these notation, for each \( j \in \mathbb{N} \), the process defined by

\[
\tilde{Z}_{n,k}(j) := \begin{cases} H(\lambda, X_k) - h_{k,nT}(\lambda) \mathbb{1}_{\{||\lambda - \theta^*|| \leq j\} \\ 0 \end{cases} \text{ satisfies (41)}
\]

for \( nT \leq k < (n+1)T, n \in \mathbb{N} \) satisfies

\[
\begin{align*}
M^T_r(\tilde{Z}_{n,k}(j)) &\leq 2[L_1 j + L_2 M^T_r(X) + H^*], \\
\Gamma^T_r(\tilde{Z}_{n,k}(j)) &\leq 2L_2 \Gamma^T_r(X). \quad \text{(42)}
\end{align*}
\]

Notice that \( Z_{n,nT}^\lambda(j) = 0 \) hence the maximum can be taken over \( nT < m < (n+1)T \) instead of \( nT \leq m < (n+1)T \). One then applies Theorem B.3 with the choice \( n = nT, r = 3, b_1 = 1, X_k := Z_{n,k}^\lambda(j) \) to obtain

\[
\begin{align*}
1_{\{N_{nT} \leq j\}} &\mathbb{E}^{1/2} \left[ \max_{nT \leq m < (n+1)T} \left\{ \sum_{i=nT+1}^m \left( H(\lambda, X_i) - h_{i,nT}(\lambda) \right) \right\}^2 \right] \quad \text{subject to } H_{nT} \\
&\leq 1_{\{N_{nT} \leq j\}} \mathbb{E}^{1/3} \left[ \max_{nT \leq m < (n+1)T} \left\{ \sum_{i=nT+1}^m \left( H(\lambda, X_i) - h_{i,nT}(\lambda) \right) \right\}^3 \right] \quad \text{subject to } H_{nT} \\
&\leq 10 1_{\{N_{nT} \leq j\}} \sqrt{T} \left[ \Gamma^T_3(\tilde{Z}_{n,k}(j)) + M^T_3(\tilde{Z}_{n,k}(j)) \right]. \quad \text{(43)}
\end{align*}
\]
noting that $C'(3) \leq 10$ holds for the constant $C'(3)$ appearing in Theorem B.3.

Now we turn to estimating $N_nT$. Let $q > 1$ be an arbitrary integer. Let us apply Lemma A.1 with the choice $r := 2$ and $p := 2q$ to obtain

$$\mathbb{E}[N^2_{nT}] \leq T^{2(2q)} \sup_{nT \leq k < (n+1)T} \mathbb{E}^{2(2q)}[\|\pi^λ_k - \theta^*\|^2],$$

(44)

which implies, by Lemma 3.5

$$\mathbb{E}[(N_{nT} + 1)^2] \leq 2[1 + T^{2(2q)}C^2(q)].$$

(45)

By the Cauchy-Schwarz inequality, (42) and (45) we can perform the auxiliary estimate

$$\sum_{j=1}^∞ \mathbb{E}[\mathbb{I}_{j-1 \leq N_nT < j}] [\Gamma^λ_3(Z^λ(j)) + M^λ_3(Z^λ(j))]^2$$

(46)

$$\leq 8 \sum_{j=1}^∞ \mathbb{E}[\mathbb{I}_{j-1 \leq N_nT < j}] [L^3_2(\Gamma^λ_3(X))^2 + (L_1j + L_2M^λ_3(X) + H^*)^2]$$

$$\leq 8L^2_2\mathbb{E}[(\Gamma^λ_3(X))^2] + 24[\mathbb{E}[L^3_2(N_nT + 1)^2 + L^2_2(M^λ_3(X))^2 + (H^*)^2]$$

$$\leq 8L^2_2C_{3,2} + 24[L^2_2M^λ_3(T) + (H^*)^2] + 48L^2_2[1 + T^{2q}]C^2(q)$$

$$\leq 96T^{2q}L^2_2C^2(q) + L^2_2C_{3,2} + L^2_2M^λ_3(T) + (H^*)^2],$$

using the notation introduced for conditionally $L$-mixing processes in (10) and the trivial $T \geq 1$ (in the last inequality). We define

$$C^q(p) := 96[L^2_2C^2(p/2) + L^2_2C_{3,2} + L^2_2\lambda^p(T) + H^*)^2] + 4L^2_2c^2_1.$$  

Notice that $(C^q)^{1/2} \leq C^*$, where the latter constant is given by

$$C^*(p) := 10[L_1C(p/2) + L_2C_{3,2} + L_2M^λ_3(T) + (H^*)^2] + 2L_2c^2_1.$$  

(47)

We conclude from (43), (46) and (47) that

$$\mathbb{E}^{1/2}[\|\pi^λ_k - \pi^λ_k\|^2] \leq 15e^{L_1C^*(p)}[\lambda\sqrt{T}T^{1/p} + \lambda] \leq 30e^{L_1C^*(p)}\lambda^{1/2},$$

for all $k \in \mathbb{N}$, noting also that $\sqrt{2} \leq 3/2$.

Now we turn to estimating $\|\pi^λ_k - \pi^λ_k\|$ for $nT \leq k \leq (n+1)T$. We compute

$$\|\pi^λ_k - \pi^λ_k\|_2 \leq \sum_{i=1}^n \|z^λ(k, iT, \theta^λ_{(i-1)T}) - z^λ(k, iT, \theta^λ_{(i-1)T})\|_2$$

$$= \sum_{i=1}^n \|z^λ(k, iT, \theta^λ_{(i-1)T}) - z^λ(k, iT, z^λ(iT, (i-1)T, \theta^λ_{(i-1)T}))\|_2.$$

By Lemma 1.2.1 we estimate

$$\|z^λ(k, iT, \theta^λ_{(i-1)T}) - z^λ(k, iT, z^λ(iT, (i-1)T, \theta^λ_{(i-1)T}))\|_2$$
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≤ (1 − 2\tilde{a}\lambda)^k\|i^\lambda - z(iT, (i - 1)T, \theta^\lambda_{(i-1)T})\|_2
≤ (1 − 2\tilde{a}\lambda)^k\|i^\lambda_{-1} - \lambda H(\theta^\lambda_{-1}, X_iT) - \tilde{\theta}_{iT} - 1 + \lambda H(\theta^\lambda_{-1}, X_iT) - h(\tilde{\theta}_{iT-1})\|_2
≤ (1 − 2\tilde{a}\lambda)^k\|i^\lambda_{-1} - \tilde{\theta}_{iT-1}\|_2 + \lambda H(\theta^\lambda_{-1}, X_iT) - h(\tilde{\theta}_{iT-1})\|_2]

Using Lemma 4.6, the estimation continues as follows

\|\tilde{\theta}_{k} - \tilde{\theta}_{k}\|_2 \leq \sum_{i=1}^{n} e^{-2\alpha(n-i)T}\||\theta^\lambda_{iT} - \tilde{\theta}_{iT-1}\|_2 + \lambda H(\theta^\lambda_{iT}, X_iT) - h(\tilde{\theta}_{iT-1})\|_2]
\leq \sum_{i=1}^{n} e^{-2\alpha(n-i)T}[30e^{L_1}C^\lambda(p)\lambda^{1/2} - \frac{1}{p} + C^\lambda_\star]
\leq \frac{30e^{L_1}C^\lambda(p) + C^\lambda_\star}{1 - e^{-2\alpha L_1T}}\lambda^{1/2} - \frac{1}{p} \leq \frac{30e^{L_1}C^\lambda(p) + C^\lambda_\star}{1 - e^{-a}}\lambda^{1/2} - \frac{1}{p}.

The proof is completed by setting

\text{C}_0(p) := \frac{30e^{L_1}C^\lambda(p) + C^\lambda_\star}{1 - e^{-a}} + C^\lambda(p) \quad (48)

and noting (38).

\textbf{Remark 4.10.} We track the dependence of the constant \text{C}_0(p) (appearing in Theorem 3.5) on the dimension \text{d}. Notice that Lemmata 4.3 4.4 provide \text{c}^\prime(p) and \text{c}^\prime(p), both of which of the order \sqrt{\text{d}}. This order is inherited by \text{C}(q) in Lemma 4.5 and thus results in \text{d}^{1/2} in \text{C}^\lambda(p) and \text{C}^\lambda_\star, see (47) and (35). We finally get that \text{C}_0(p) is of the order \text{d}^{1/2}.

**4.4 Proof of Theorem 3.6**

To prove Theorem 3.6, another convergence result is needed, which is the rate of convergence to stationarity of the recursive scheme (2) in Wasserstein-2 distance. Note that with Lemma 4.11 and 4.12, the convergence in Wasserstein-2 distance can be considered. The following is the adapted statement in [10, Corollary 7] using the notation of this article.

\textbf{Theorem 4.11.} [10 Corollary 7] Let Assumptions 3.1, 3.2, 3.3 hold and let \lambda < \lambda where \lambda is defined in (18). Then, the Markov chain \( (\tilde{\theta}_n^\lambda)_{n \in \mathbb{N}} \) admits an invariant measure \( \pi_\lambda \) such that, for all \( n \in \mathbb{N} \);

\( W_2(\text{Law}(\tilde{\theta}_n^\lambda), \pi_\lambda) \leq \hat{c}e^{-a\lambda n}, \quad n \in \mathbb{N}, \)

where \( \hat{c} \) is coming from (iii) Lemma 4.3

\( \hat{c} := \sqrt{2(\|\theta_0 - \theta\|^2 + d/\tilde{a})^{1/2}}. \)

Furthermore,

\( W_2(\pi, \pi_\lambda) \leq c\sqrt{\lambda}, \)
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where
\[ c = (L_1^2 \tilde{a}^{-1}(2\lambda + \tilde{a}^{-1})(d + \frac{1}{12} \lambda^2 L_1^2 d + \frac{1}{2} L_1^2 \lambda d/\tilde{a}))^{1/2} \]

with \( \tilde{a} \) defined in (15).

Note that for the Langevin SDE (1), the Euler and Milstein schemes coincide, which implies that the optimal rate of convergence for scheme (2) is 1 instead of 1/2. The bound provided in Theorem 4.11 can thus be improved under an additional smoothness assumption for the drift coefficient of (1). However, as our main focus is the behaviour of the SGLD algorithm (5) and, in view of Example 3.4, it is known that its optimal rate of convergence is 1/2, any improvement on the behaviour of scheme (2) does not change this fact.

**Proof of Theorem 3.6** Take \( p \) large enough so that \( \kappa > \frac{2}{p - 1} \) and thus \( \frac{1}{p} \leq \frac{\kappa}{\kappa + 2} \) holds. Denote by \( \tilde{C} = \max\{C_0(p), \hat{c}, c\} \). Theorems 3.5 and 4.11 imply that
\[
\begin{align*}
W_2(\text{Law}(\theta_{\lambda n}), \pi) &\leq W_2(\text{Law}(\theta_{\lambda n}), \text{Law}(\theta_{\lambda n})) + W_2(\text{Law}(\theta_{\lambda n}), \pi) + W_2(\pi, \pi) \\
&\leq \tilde{C}[\lambda^{2 + \frac{2}{p}} + e^{-a\lambda n} + \lambda^{\frac{2}{p}}] \\
&\leq 2\tilde{C}[\lambda^{2 + \frac{2}{p}} + e^{-a\lambda n}].
\end{align*}
\]

For \( 0 < \epsilon < e^{-1} \), choosing \( \lambda := \frac{\epsilon^{2 + \kappa}}{(4\tilde{C})^{2 + \kappa}} \), \( 2\tilde{C}\lambda^{2 + \frac{2}{p}} \leq \epsilon/2 \) holds. Now it remains to choose \( n \) large enough to have \( \tilde{C}e^{-a\lambda n} \leq \epsilon/2 \) or, equivalently, \( a\lambda n \geq \ln(2\tilde{C}/\epsilon) \). Noting the choice of \( \lambda \) and \( \ln(1/\epsilon) \geq 1 \), this is possible if
\[ n \geq c_2(\kappa) = \frac{(4\tilde{C})^{2 + \kappa}}{\epsilon^{2 + \kappa}}(1 + \ln(2\tilde{C})). \]

\[ \square \]

### 5 Proof of main results: independent data

For the case of independent data, it is enough to obtain the second moment of the SGLD scheme (5) before considering the convergence in Wasserstein-2 distance. The following lemma provides an upper bound for the second moment of the scheme (5) with explicit constants.

**Lemma 5.1.** Let Assumptions 3.7, 3.8 and 3.9 hold. Let
\[ \lambda_0 := \min \left( a/2L_1^2E[(1 + \|X_0\|)^{2\rho}], 1/a \right). \] (49)

For \( \lambda \leq \lambda_0 \), the function \( V_1(\theta) := \|\theta - \theta^*\|^2 \) satisfies
\[ \mathbb{E} \left[ V_1(\theta_{n}) \right] \leq (1 - a\lambda)V_1(\theta_{n-1}) + \lambda C, \]

where
\[ C := 4L_2^2(1 + \|\theta^*\|)^{2\rho} \mathbb{E}[(1 + \|X_0\|)^{2\rho + 2}] + 4\{H^*\}^2 + 2d. \]

As a result, \( \sup_{\lambda \leq \lambda_0} \mathbb{E}(V_1(\theta_{n})) < \infty \). Moreover, if \( \rho = 0 \) in Assumption 3.7 then the above result is true for \( \lambda \leq \min(1/2L_1, 1/(a + L_1)) \).
Proof. By using the SGLD scheme \((5)\), one calculates
\[
\|\theta_{n+1}^\lambda - \theta^*\|^2 = \|\theta_n^\lambda - \theta^*\|^2 + 2\langle \theta_n^\lambda - \theta^*, -\lambda H(\theta_n^\lambda, X_{n+1}) + \sqrt{2\lambda}\xi_{n+1}\rangle \\
+ \| - \lambda H(\theta_n^\lambda, X_{n+1}) + \sqrt{2\lambda}\xi_{n+1}\|^2 \\
= \|\theta_n^\lambda - \theta^*\|^2 - 2\lambda\langle \theta_n^\lambda - \theta^*, H(\theta_n^\lambda, X_{n+1}) - H(\theta^*, X_{n+1})\rangle \\
+ 2\langle \theta_n^\lambda - \theta^*, \sqrt{2\lambda}\xi_{n+1}\rangle - 2\lambda\langle \theta_n^\lambda - \theta^*, H(\theta^*, X_{n+1})\rangle \\
+ \lambda^2\|H(\theta_n^\lambda, X_{n+1})\|^2 - 2\lambda\langle H(\theta_n^\lambda, X_{n+1}), \sqrt{2\lambda}\xi_{n+1}\rangle + 2\lambda\|\xi_{n+1}\|^2
\]
and thus
\[
E[\|\theta_{n+1}^\lambda - \theta^*\|^2|\theta_n^\lambda] \\
\leq \|\theta_n^\lambda - \theta^*\|^2 - 2\lambda E[\langle \theta_n^\lambda - \theta^*, A(X_{n+1})(\theta_n^\lambda - \theta^*)\rangle|\theta_n^\lambda] - 2\lambda\langle \theta_n^\lambda - \theta^*, h(\theta^*)\rangle \\
+ \lambda^2 E[\|H(\theta_n^\lambda, X_{n+1})\|^2|\theta_n^\lambda] + 2\lambda d \\
\leq \|\theta_n^\lambda - \theta^*\|^2 - 2\lambda a\|\theta_n^\lambda - \theta^*\|^2 + 2\lambda^2 E[\|H(\theta_n^\lambda, X_{n+1}) - H(\theta^*, X_{n+1})\|^2|\theta_n^\lambda] \\
+ 2\lambda^2 E[\|H(\theta^*, X_{n+1})\|^2] + 2\lambda d.
\]
Hence, for \(\lambda \leq \min\left(\frac{a}{2L_1^2E[(1 + ||X_0||)^2\rho]}, \frac{1}{a}\right)\)
\[
E[\|\theta_{n+1}^\lambda - \theta^*\|^2|\theta_n^\lambda] \leq (1 - \lambda a)\|\theta_n^\lambda - \theta^*\|^2 + 4\lambda^2 L_2^2(1 + ||\theta^*||)^2 E[(1 + ||X_0||)^{2\rho+2}] \\
+ 4\lambda^2\{H^*\}^2 + 2\lambda d \\
\Rightarrow E[\|\theta_{n+1}^\lambda - \theta^*\|^2|\theta_n^\lambda] \leq (1 - \lambda a)\|\theta_n^\lambda - \theta^*\|^2 + \lambda C,
\]
where \(C = 4L_2^2(1 + ||\theta^*||)^2 E[(1 + ||X_0||)^{2\rho+2}] + 4\{H^*\}^2 + 2d\). Consequently, for any \(n \geq 1\),
\[
E[\|\theta_n^\lambda - \theta^*\|^2] \leq (1 - \lambda a)^n E[\|\theta_0 - \theta^*\|^2] + \frac{C}{a} < \infty.
\]
Crucially, one observes here that if \(\rho = 0\) in Assumption \(3.7\), then \(H\) is co-coercive with the following property, for every \(x \in \mathbb{R}^m\) and all \(\theta, \theta^* \in \mathbb{R}^d\)
\[
\langle \theta - \theta^*, H(\theta, x) - H(\theta^*, x)\rangle \geq \frac{1}{L_1} \|H(\theta, x) - H(\theta^*, x)\|^2.
\]
It follows that, in view of \((51)\), one rewrites \((50)\) as follows
\[
E[\|\theta_{n+1}^\lambda - \theta^*\|^2|\theta_n^\lambda] \\
\leq \|\theta_n^\lambda - \theta^*\|^2 - \lambda E[\langle \theta_n^\lambda - \theta^*, A(X_{n+1})(\theta_n^\lambda - \theta^*)\rangle|\theta_n^\lambda] \\
- \frac{\lambda}{L_1} \|H(\theta_n^\lambda, X_{n+1}) - H(\theta^*, X_{n+1})\|^2 + 2\lambda\langle \theta_n^\lambda - \theta^*, h(\theta^*)\rangle \\
+ \lambda^2 E[\|H(\theta_n^\lambda, X_{n+1})\|^2|\theta_n^\lambda] + 2\lambda d \\
\leq \|\theta_n^\lambda - \theta^*\|^2 - \lambda a\|\theta_n^\lambda - \theta^*\|^2 + (2\lambda^2 - \frac{\lambda}{L_1}) E[\|H(\theta_n^\lambda, X_{n+1}) - H(\theta^*, X_{n+1})\|^2].
\]
Thus, due to Lemma A.2,

\[ \|\tilde{\theta}_{n+1} - \theta^*\| \leq (1 - \lambda\alpha)\|\theta_n^\lambda - \theta^*\|^2 + 4\lambda^2 L_2^2 (1 + \|\theta^*\|)^2 \mathbb{E}(1 + \|X_0\|)^2 + 4\lambda^2 \{H^*\}^2 + 2\lambda d. \]

which yields, for \( \lambda \leq 1/2L_1 \)

\[
\mathbb{E}([\|\theta_n^\lambda - \theta^*\|^2|\theta_n^\lambda]) \leq (1 - \lambda\alpha)\|\theta_n^\lambda - \theta^*\|^2 + 4\lambda^2 L_2^2 (1 + \|\theta^*\|)^2 \mathbb{E}(1 + \|X_0\|)^2 + 4\lambda^2 \{H^*\}^2 + 2\lambda d \]

\[
\Rightarrow \mathbb{E}(\|\theta_n^\lambda - \theta^*\|^2|\theta_n^\lambda)) \leq (1 - \lambda\alpha)\|\theta_n^\lambda - \theta^*\|^2 + \lambda C, \]

where \( C = 4L_2^2 (1 + \|\theta^*\|)^2 \mathbb{E}(1 + \|X_0\|)^2 + 4\{H^*\}^2 + 2d. \]

\[ \square \]

**Proof of Theorem 3.10** One notes that (B1) is still valid, with the only difference that the Lipschitz constant in (B1) is given by \( L_1 \mathbb{E}(1 + \|X_0\|)^2 \), and (B2) holds with \( a \). Consequently, Theorem 1.11 is still true. The main steps of the proof of Theorem 3.10 need to be reformulated for the i.d.d. case. Initially, one notes that the following result holds due to Lemma 5.1

\[
\sup_{\lambda \in (0, \lambda_0)} \sup_{n \geq 0} \mathbb{E}([\|\theta_n^\lambda\|^2]) < c_0, \]

where \( c_0 = 2\mathbb{E}[\|\theta_0 - \theta^*\|^2 + 2C/a + 2\|\theta^*\|^2] \), and \( C \) is given explicitly in Lemma 5.1. Then, using synchronous coupling for the schemes (2) and (4), one obtains

\[
\|[\theta_n^\lambda - \tilde{\theta}_n^\lambda] - \|[\theta_n^\lambda - \tilde{\theta}_n^\lambda - \lambda (H(\theta_n^\lambda, X_{n+1}) - h(\tilde{\theta}_n^\lambda)) \|^2
\]

\[
\leq \|[\theta_n^\lambda - \tilde{\theta}_n^\lambda - 2\lambda (H(\theta_n^\lambda, X_{n+1}) - h(\tilde{\theta}_n^\lambda)) + \lambda^2 H(\theta_n^\lambda, X_{n+1}) - h(\tilde{\theta}_n^\lambda))\|^2
\]

\[
< \|[\theta_n^\lambda - \tilde{\theta}_n^\lambda - 2\lambda (H(\theta_n^\lambda, X_{n+1}) - h(\tilde{\theta}_n^\lambda)) - 2\lambda (H(\theta_n^\lambda, X_{n+1}) - h(\tilde{\theta}_n^\lambda))\|^2 + 2\lambda^2 [H(\theta_n^\lambda, X_{n+1}) - h(\tilde{\theta}_n^\lambda)]^2 + 2\lambda^2 [h(\theta_n^\lambda) - h(\tilde{\theta}_n^\lambda)]^2.
\]

Taking expectations on both sides and using (15) yields

\[
\mathbb{E}([\|\theta_n^\lambda - \tilde{\theta}_n^\lambda\|^2|\theta_n^\lambda, \tilde{\theta}_n^\lambda]) \leq \|[\theta_n^\lambda - \tilde{\theta}_n^\lambda - 2\lambda \tilde{\alpha} [\theta_n^\lambda - \tilde{\theta}_n^\lambda]^2 - \frac{2\lambda}{a + L_1} [h(\theta_n^\lambda) - h(\tilde{\theta}_n^\lambda)]\|^2
\]

\[
+ 2\lambda^2 \mathbb{E}([H(\theta_n^\lambda, X_{n+1}) - h(\theta_n^\lambda)]^2 |\theta_n^\lambda, \tilde{\theta}_n^\lambda] + 2\lambda^2 [h(\theta_n^\lambda) - h(\tilde{\theta}_n^\lambda)]^2,
\]

where \( \tilde{\alpha} \) is defined in (16). Hence, for \( \lambda \leq 1/(a + L_1) \),

\[
\mathbb{E}([\|\theta_n^\lambda - \tilde{\theta}_n^\lambda\|^2|\theta_n^\lambda, \tilde{\theta}_n^\lambda]) \leq (1 - \lambda \tilde{\alpha}) \|[\theta_n^\lambda - \tilde{\theta}_n^\lambda\|^2
\]

\[
+ 2\lambda^2 \mathbb{E}([H(\theta_n^\lambda, X_{n+1}) - H(\theta_n^\lambda)] |\theta_n^\lambda, \tilde{\theta}_n^\lambda] |\theta_n^\lambda, \tilde{\theta}_n^\lambda] [\theta_n^\lambda, \tilde{\theta}_n^\lambda] \|^2 |\theta_n^\lambda, \tilde{\theta}_n^\lambda]
\]

Thus, due to Lemma 6.2

\[
\mathbb{E}([\|\theta_n^\lambda - \tilde{\theta}_n^\lambda\|^2|\theta_n^\lambda, \tilde{\theta}_n^\lambda] \leq (1 - \lambda \tilde{\alpha}) \|[\theta_n^\lambda - \tilde{\theta}_n^\lambda\|^2 + 8\lambda^2 \mathbb{E}([H(\theta_n^\lambda, X_{n+1}) - H(\theta_n^\lambda)] |\theta_n^\lambda, \tilde{\theta}_n^\lambda] [\theta_n^\lambda, \tilde{\theta}_n^\lambda] \|^2 |\theta_n^\lambda, \tilde{\theta}_n^\lambda] \]

26
\( \leq (1 - \lambda \hat{a}) \| \theta_n^\lambda - \hat{\theta}_n^\lambda \|^2 + 8\lambda^2 L_2^2 (1 + \| \theta_n^\lambda \|)^2 \text{Var}_W(\theta_0) \)

which implies that

\[
\mathbb{E}[\| \theta_{n+1}^\lambda - \hat{\theta}_{n+1}^\lambda \|^2] \leq 8\lambda L_2^2 (1 + \sup_{n \geq 0} \mathbb{E}[\| \theta_n^\lambda \|^2]) \text{Var}_W(\theta_0) \frac{1}{\hat{a}}.
\]

where

\[
\text{Var}_W(\theta_0) := \mathbb{E}[(1 + \| X_0 \| + \| \mathbb{E}[X_0] \|)^{2p} \| X_0 - \mathbb{E}[X_0] \|^2].
\]

Denote by \( \bar{c} = \sqrt{8L_2^2(1 + c_0)} \) \text{Var}_W(\theta_0)^{1/2}, \) one obtains \( W_2(\text{Law}(\theta_n^\lambda), \text{Law}(\hat{\theta}_n^\lambda)) \leq \bar{c}\lambda^{1/2}. \) Then, together with Theorem 4.11, the following result can be obtained

\[
W_2(\text{Law}(\theta_n^\lambda), \pi) \leq W_2(\text{Law}(\theta_n^\lambda), \text{Law}(\hat{\theta}_n^\lambda)) + W_2( \text{Law}(\hat{\theta}_n^\lambda), \pi_\lambda) + W_2(\pi_\lambda, \pi) \leq C[\lambda^{1/2} + e^{-\lambda n}],
\]

where \( C = \max\{\bar{c}, c_1, c\}. \) For any \( 0 < \epsilon < 1/2, \) by letting \( C\lambda^{1/2} < \epsilon/2, \) and \( C e^{-\lambda n} < \epsilon/2, \) one obtains \( \lambda < c_1 \epsilon^2 \) and \( n > c_2 \epsilon^{-2} \ln(1/\epsilon^2) \) with \( c_1 = (4\bar{C})^{-1}, \) \( c_2 = (ac_1)^{-1}(\ln(2\bar{C}) + 1). \)

A Technical results

**Lemma A.1.** Let \((X_i)_{i \in \mathbb{N}}\) be a sequence of random variables such that for some \( p > 0, \) \( M = \sup_{i \in \mathbb{N}} \mathbb{E}[\| X_i \|^p] < \infty. \) Then for \( 0 < r < p, \) \( \mathbb{E} \left[ \sup_{1 \leq i \leq j} \| X_i \|^r \right] \leq j^{r/p} M^{r/p}. \)

**Proof.** One has

\[
\mathbb{E}^{p/r} \left[ \sup_{1 \leq i \leq j} \| X_i \|^r \right] \leq \mathbb{E} \left[ \sup_{1 \leq i \leq j} \| X_i \|^p \right] \leq \mathbb{E} \left( \sum_{i=1}^j \| X_i \|^p \right) \leq j M,
\]

by Jensen’s inequality.

**Lemma A.2.** Let \( \mathcal{G}, \mathcal{H} \subset \mathcal{F} \) be sigma-algebras. Let \( p \geq 1. \) Let \( X, Y \) be \( \mathbb{R} \)-valued random variables in \( L^p \) such that \( Y \) is measurable with respect to \( \mathcal{H} \vee \mathcal{G}. \) Then

\[
\mathbb{E}^{1/p} \left[ \| X - \mathbb{E}[X \mid \mathcal{H} \vee \mathcal{G}] \| \right] \leq 2 \mathbb{E}^{1/p} \left[ \| X - Y \| \right].
\]

**Proof.** See [4] Lemma 6.1.

**Lemma A.3.** Let \( x, y \in \mathbb{R}^d, \) then

\[
\sum_{i+j+k=p} \frac{p!}{i!j!k!} \| x \|^{2i} (2\langle x, y \rangle)^j \| y \|^{2k} \leq \sum_{k=0}^{2p} \binom{2p}{k} \| x \|^{2p-k} \| y \|^k
\]
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Proof. Note that
\[
\sum_{i+j+k=p \atop \{i \neq p-1\} \cap \{j \neq 1\}} \frac{p!}{i!j!k!} ||x||^{2i} (2||x||y)^j ||y||^{2k} \leq \sum_{i+j+k=p \atop \{i \neq p-1\} \cap \{j \neq 1\}} \frac{p!}{i!j!k!} ||x||^{2i} (2||x||y)^j ||y||^{2k}.
\] (52)

Moreover,
\[
\sum_{k=0}^{2p} \binom{2p}{k} ||x||^{2p-k} ||y||^k = (||x|| + ||y||)^{2p} = (||x||^2 + 2||x|| ||y|| + ||y||^2)^p
\]
\[
= \sum_{i+j+k=p \atop \{i \neq p-1\} \cap \{j \neq 1\}} \frac{p!}{i!j!k!} ||x||^{2i} (2||x|| ||y||)^j ||y||^{2k}.
\]

Consequently,
\[
\sum_{k=0}^{2p} \binom{2p}{k} ||x||^{2p-k} ||y||^k = \sum_{i+j+k=p \atop \{i \neq p-1\} \cap \{j \neq 1\}} \frac{p!}{i!j!k!} ||x||^{2i} (2||x|| ||y||)^j ||y||^{2k}.
\] (53)

Thus, in view of (52) and (53), the desired result is obtained.

Lemma A.4. For each integer \( r \geq 1 \), \( \mathbb{E}(||\xi_1||^{2r}) \leq 2^{2r} d^r r^{3r/2} \).

Proof. Let \( \xi_1, \ldots, \xi_d \) denote the coordinates of \( \xi_1 \). It is well-known that \( \mathbb{E}[\xi_i^{2r}] = 2^r \Gamma\left(\frac{2r+1}{2}\right) \). Clearly,
\[
||\xi_1||_{2r} \leq \left( \sum_{i=1}^{d} \mathbb{E}^{1/r}[\xi_i^{2r}] \right)^{1/2} = (2d \Gamma^{1/r}(2r+1)\pi^{-1/(2r)})^{1/2}
\]
\[
\leq \sqrt{2d} \Gamma^{1/2}(r+1)\pi^{1/4r} \leq \sqrt{2d} (\sqrt{2\pi^r r^{r+1/2} e^{-r} r^{1/(2r)}})^{1/2r} \pi^{-1/4r}
\]

where an estimate for the gamma function from [27] is used in the last inequality. Continuing in a somewhat rough way, one obtains
\[
||\xi_1||_{2r} \leq 2\sqrt{d} r^{1/2} e^{-1/2} \leq 2\sqrt{d} r^{3/4}.
\]

\[\square\]

B Proof of a pivotal inequality

In this section we prove the analogues of two moment inequalities from [12] for conditional \( L \)-mixing processes. One of these has already been shown in [3] but only under specific assumptions on the filtration. Our proofs (which mostly take place in continuous time) follow closely the arguments of [12]. There are, however, a number of small modifications that need to be pointed out.
We consider a continuous-time filtration \((\mathcal{R}_t)_{t \in \mathbb{R}_+}\) as well as a decreasing family of sigma-fields \((\mathcal{R}^+_t)_{t \in \mathbb{R}_+}\). We assume that \(\mathcal{R}_t\) is independent of \(\mathcal{R}^+_t\), for all \(t \in \mathbb{R}_+\).

We consider an \(\mathbb{R}^d\)-valued continuous-time stochastic process \((X_t)_{t \in \mathbb{R}_+}\) which is progressively measurable (i.e. \(X : [0, \ell] \times \Omega \to \mathbb{R}^d\) is \(\mathcal{B}([0, \ell]) \otimes \mathcal{R}_t\)-measurable for all \(t \in \mathbb{R}_+\)).

From now on we assume that \(X_t \in L^1, t \in \mathbb{R}_+\). We define the quantities

\[
\hat{M}^i_t := \operatorname{ess. sup}_{t \in \mathbb{R}_+} \mathbb{E}^{1/r} \left[ |X^i_t|^{r} \right| \mathcal{R}_0],
\]

\[
\hat{\gamma}^i_r(\tau) := \operatorname{ess. sup}_{i \geq \tau} \mathbb{E}^{1/r} \left[ |X^i_t - E \left[ X^i_t \mid \mathcal{R}^+_t \vee \mathcal{R}_0 \right] |^{r} \right| \mathcal{R}_0], \quad \tau \in \mathbb{R}_+,
\]

and set \(\hat{M}_r := \sum_{i=1}^d \hat{M}^i_t, \hat{\Gamma}^i_r := \sum_{\tau=0}^r \hat{\gamma}^i_r(\tau)\) and \(\Gamma_r := \sum_{i=1}^d \hat{\Gamma}^i_r\), where \(X^i_t\) refers to the \(i\)th coordinate of \(X_t\).

**Remark B.1.** If \(d = 1\), \(\mathcal{R}_0\) is trivial and \(\mathcal{R}^+_t, t \in \mathbb{R}_+\) is right-continuous then we get back to the setting of [12]. It is shown in Lemma 9.1 of [12] that the (non-random) function \(\tau \to \gamma_r(\tau), \tau \in \mathbb{R}_+\) is measurable hence \(\hat{\Gamma}_r := \int_0^\infty \gamma_r(\tau) \, dt\) can be defined. [12] Theorems 1.1 and 5.1 formulate inequalities in terms of \(\hat{\Gamma}_r\) instead of \(\Gamma_r\).

We could attempt to define \(\hat{\Gamma}_r\) for general \(\mathcal{R}_0\) as a random variable but it requires further assumptions and tedious arguments which we do not pursue here. We stay with \(\Gamma_r\) which is easier to handle and it suffices for our purposes.

**Theorem B.2.** Let \((X_t)_{t \in \mathbb{R}_+}\) be \(L^r\)-bounded for some \(r \geq 2\) and let \(M_r + \Gamma_r < \infty\) a.s. Assume \(\mathbb{E} \left[ X_t \mid \mathcal{R}_0 \right] = 0\) a.s. for \(t \in \mathbb{R}_+\). Let \(f : [0, T] \to \mathbb{R}\) be \(\mathcal{B}([0, T])\)-measurable with \(\int_0^T f^2_t \, dt < \infty\). Then there is a constant \(C(r)\) such that

\[
\mathbb{E}^{1/r} \left[ \left( \int_0^T f_t X_t \, dt \right)^r \right| \mathcal{R}_0 \leq C(r) \left( \int_0^T f^2_t \, dt \right)^{1/2} [M_r + \Gamma_r], \quad (54)
\]

almost surely. We can actually take \(C(r) = \sqrt{r - 1}\).

**Theorem B.3.** Let the conditions of Theorem B.2 hold for some \(r > 2\). Then there is a constant \(C'(r)\) such that

\[
\mathbb{E}^{1/r} \left[ \sup_{s \in [0, T]} \left( \int_0^s f_t X_t \, dt \right)^r \right| \mathcal{R}_0 \leq C'(r) \left( \int_0^T f^2_t \, dt \right)^{1/2} [M_r + \Gamma_r], \quad (55)
\]

almost surely. We can actually take

\[
C'(r) = \frac{\sqrt{r - 1}}{21/2 - 2/1/r}.
\]

Note that the supremum in (55) can be taken along rationals hence it defines a random variable. We now state the corresponding results for conditionally \(L\)-mixing processes.
Theorem B.4. Let \((X_n)_{n \in \mathbb{N}}\) be conditionally L-mixing of order \((r, 1)\) for some \(r \geq 2\). Let \(b_i, 1 \leq i \leq m\) be real numbers. Then for each \(n \in \mathbb{N}\)

\[
\mathbb{E} \left[ \left| \sum_{i=1}^{m} b_i X_{n+i} \right|^r \bigg| \mathcal{F}_n \right] \leq C(r) \left( \sum_{i=1}^{m} b_i^2 \right)^{1/2} \left[ M^n_r(X) + \Gamma^n_r(X) \right],
\]

almost surely. If \(r > 2\) then also

\[
\mathbb{E} \left[ \left| \max_{1 \leq k \leq m} \sum_{i=1}^{k} b_i X_{n+i} \right|^r \bigg| \mathcal{F}_n \right] \leq C'(r) \left( \sum_{i=1}^{m} b_i^2 \right)^{1/2} \left[ M^n_r(X) + \Gamma^n_r(X) \right] \quad (56)
\]
holds.

We are proceeding to the proofs of the above results. Since \(\mathbb{E} \left[ X_t \mid \mathcal{R}^{t-\tau_1}_i \vee \mathcal{R}_0 \right]\) is \(\mathcal{R}^{t-\tau_2}_i \vee \mathcal{R}_0\)-measurable for \(t \geq \tau_2 \geq \tau_1\), we obtain from Lemma A.2 with the choice \(X = X_t, Y = \mathbb{E} \left[ X_t \mid \mathcal{R}^{t-\tau_1}_i \vee \mathcal{R}_0 \right], H = \mathcal{R}^{t-\tau_2}_i, G = \mathcal{R}_0\) that

\[
\gamma_r(\tau_2) \leq 2 \gamma_r(\tau_1). \quad (57)
\]

We need a measure-theoretical lemma about real-valued random variables \(Y\) and \(Z\).

Lemma B.5. Let \(r > 1, 1/r + 1/q = 1\) and let \(Y \in L^r\) be \(\mathcal{R}_0 \vee \mathcal{R}^+_s\)-measurable for some \(s \geq 0\). Then for all \(\mathcal{R}_s\)-measurable \(Z \in L^q\),

\[
\mathbb{E} \left[ Y Z \mid \mathcal{R}_0 \right] = \mathbb{E} \left[ Y \mid \mathcal{R}_0 \right] \mathbb{E} \left[ Z \mid \mathcal{R}_0 \right].
\]

Proof. Let \(A \in \mathcal{R}_0\) be arbitrary. We assume \(Y = 1_D 1_C\) with \(B \in \mathcal{R}_0, C \in \mathcal{R}^+_s\) and \(Z = 1_D\) with \(D \in \mathcal{R}_s\). Then we find that, by independence of \(\mathcal{R}_s\) from \(\mathcal{R}^+_s\) and by \(\mathcal{R}_0 \subset \mathcal{R}_s\),

\[
\mathbb{E} [1_A Y Z] = \mathbb{P}(C) \mathbb{P}(A \cap B \cap D) = \mathbb{P}(C) \mathbb{E} [1_A 1_B \mathbb{E} [1_D \mid \mathcal{R}_0]]
\]
\[
= \mathbb{E} [1_A 1_B \mathbb{P}(C) \mathbb{E} [1_D \mid \mathcal{R}_0]] = \mathbb{E} [1_A \mathbb{E} [Y \mid \mathcal{R}_0]] \mathbb{E} [Z \mid \mathcal{R}_0],
\]

which proves the statement for this \(Y\) and \(Z\). Now, by standard arguments, one can extend these to \(Y = 1_G\) for all \(G \in \mathcal{R}_0 \vee \mathcal{R}^+_s\). We thus obtain the result for step functions \(Y, Z\); then for bounded measurable functions and finally we arrive at the general statement. \(\Box\)

Now we formulate, in the present setting, the analogue of [12] Lemma 2.3.

Lemma B.6. Let the assumptions of Theorem [B.3] be in force. Let \(d = 1\) and \(1/r + 1/q = 1\). We have, for all \(0 \leq s \leq t\),

\[
\mathbb{E} \left[ \left| X_t \eta \mid \mathcal{R}_0 \right| \right] \leq \gamma_r(t-s) \mathbb{E}^{1/q} \left[ \left| \eta \right|^q \mid \mathcal{R}_0 \right]
\]
for each \(\eta \in L^q\) which is \(\mathcal{R}_s\)-measurable.
Proof. Using Lemma \[B.5\]

\[ E[X_t \eta | \mathcal{R}_0] = E [E [X_t | \mathcal{R}_0^+ \lor \mathcal{R}_0] | \mathcal{R}_0] E [\eta | \mathcal{R}_0] + E [(X_t - E [X_t | \mathcal{R}_0^+ \lor \mathcal{R}_0]) \eta | \mathcal{R}_0] . \]

Note that \( E [E [X_t | \mathcal{R}_0^+ \lor \mathcal{R}_0] | \mathcal{R}_0] = E [X_t | \mathcal{R}_0] = 0 \). The conditional Hölder inequality implies that

\[ |E [(X_t - E [X_t | \mathcal{R}_0^+ \lor \mathcal{R}_0]) \eta | \mathcal{R}_0]| \leq \gamma_r(t-s) E^1/\alpha [|\eta|^\alpha |\mathcal{R}_0] , \]

showing the statement.

Proof of Theorem \[B.2\] First let \( d := 1 \). For \( t \in [0,T] \), define \( I_t := \int_0^t f_s X_s \, ds \) and \( g_t := E [|I_t|^r | \mathcal{R}_0] \). Following verbatim the arguments in the proof of \[12\] Theorem 1.1 we arrive at

\[ |I_T|^r = \int_0^T \int_0^t r(r-1) f_s X_t f_s X_s |I_s|^{r-2} \, ds \, dt. \]

Hence, using Lemma \[B.6\], \( |t - s| \leq t - s \) and \( (57) \),

\[
\begin{align*}
g_T &\leq \int_0^T \int_0^t r(r-1)|f_s f_t X_t X_s|^{r-2} \, ds \, dt \\
&\leq \int_0^T \int_0^t r(r-1)|f_s f_t|^{2\gamma_r((t-s))} M_r g_s^{1-2/r} \, ds \, dt \\
&= \int_0^T g_s^{1-2/r} r(r-1)|f_s| \int_s^T |f_t|^{2\gamma_r((t-s))} M_r \, dt \, ds \\
&\text{almost surely, whereupon Lemma 2.5 of \[12\] implies}
\end{align*}
\]

\[ g_T^{1/r} \leq \left( \frac{1}{r/2} \int_0^T r(r-1)|f_s| \int_s^T |f_t|^{2\gamma_r((t-s))} M_r \, dt \, ds \right)^{1/2} \]

almost surely. The Cauchy inequality leads to

\[ g_T^{1/r} \leq 2\sqrt{r-1} M_r^{1/2} \left( \int_0^T f_s^2 \, ds \right)^{1/4} \left( \int_0^T \left( \int_s^T |f_t|^{2\gamma_r((t-s))} \, dt \right)^2 \, ds \right)^{1/4} . \]

Moreover, by the Minkowski inequality for the Hilbert space \( L^2([0,T], \mathcal{B}([0,T]), \text{Leb}) \),

\[
\begin{align*}
&\left( \int_0^T \left( \int_s^T |f_t|^{2\gamma_r((t-s))} \, dt \right)^2 \, ds \right)^{1/2} \\
&= \left( \int_0^T \left( \sum_{k=0}^{\infty} \gamma_r(k) \int_0^1 |f_{s+k+u}|^{2\gamma_r(k)} 1_{s+k+u \leq T} \, du \right)^2 \, ds \right)^{1/2} \\
&\leq 31
\end{align*}
\]
Thus we finally arrive at

\[ g_{1/r}^{1/r} \leq 2\sqrt{r - 1}M_r^{1/2} \left( \int_0^T f_s^2 \, ds \right)^{1/4} \left( \int_0^T f_t^2 \, dt \right)^{1/4} \Gamma_r^{1/2}, \]

which allows to conclude since \( \sqrt{r} M_r \leq [\Gamma_r + M_r]/2 \). Now let \( d \) be arbitrary.

Applying the one-dimensional result componentwise gives the result, noting the the Minkowski inequality and the definitions of \( M_r, \Gamma_r \) as sums of \( M^i_r, \Gamma^i_r \), respectively.

**Proof of Theorem B.3** Again, let \( d := 1 \). Let \( \mathcal{I} := \{(a, b) : 0 \leq a < b \leq T, \int_a^b f_s^2 \, ds > 0\} \) and define, for \((a, b) \in \mathcal{I}\),

\[ K_{a,b} := \sup_{t \in [a,b]} \frac{\int_a^t f_s X_s \, ds}{\int_a^b f_s^2 \, ds} \]

which is a random variable since the supremum can be taken along the rational numbers. Set \( M_{a,b} := E^{1/r}[K_{a,b} | R_0] \). Define, furthermore

\[ M_T^* := \text{ess. sup}_{(a,b) \in \mathcal{I}} M_{a,b}. \]

Noting Theorem B.2 and following verbatim the arguments in the proof of Theorem 5.1 in [12] we arrive at

\[ M_T^* \leq \frac{\sqrt{r - 1[M_r + \Gamma_r]} + 2^{1/r}M_T^*}{\sqrt{2}} \]

almost surely, which implies

\[ M_T^* \leq \frac{\sqrt{r - 1[M_r + \Gamma_r]}}{2^{1/2} - 2^{1/r}}. \]
showing the statement. The case \( d > 1 \) follows by a componentwise application of the one-dimensional result.

**Proof of Theorem B.4.** Fix \( n \in \mathbb{N} \). We define the continuous-time process \( \tilde{X}_0 := X_n \),

\[
\tilde{X}_t := X_{n+k+1} \quad \text{for} \quad k < t \leq k + 1, \quad k \in \mathbb{N}.
\]

Set \( \mathcal{R}_t := \mathcal{F}_{n+[t]} \) and \( \mathcal{R}^+_t := \mathcal{F}^+_{n+[t]} \) for \( t \in \mathbb{R}_+ \). Notice that, for \( \tau \in \mathbb{N} \), \( \gamma_r(\tau) \) calculated for \( (\tilde{X}_t, \mathcal{R}_t, \mathcal{R}^+_t)_{t \in \mathbb{R}_+} \) coincides with \( \gamma^+_r(\tau, X) \) as defined in (8) and (9) for \( (X_n, \mathcal{F}_n, \mathcal{F}^+_{n})_{n \in \mathbb{N}} \). Similarly, \( M_r \) calculated for \( \tilde{X} \) coincides with \( M^+_r(X) \).

Let \( T := m \), define \( f_i := b_i, \quad i - 1 < t \leq i, \quad i = 1, \ldots, m \) and \( f_0 = 0 \). Clearly,

\[
\int_0^T f_t \tilde{X}_t \, dt = \sum_{i=1}^m b_i X_{n+i+1}
\]

An application of Theorems B.2 and B.3 to \( \tilde{X} \) yield the result. \( \square \)

**References**

[1] L. Ambrosio, G. Savaré and L. Zambotti. Existence and stability for Fokker-Planck equations with log-concave reference measure. *Probability Theory and Related Fields*, 145(3–4), 517–564, 2009.

[2] Ch. D. Aliprantis, K. C. Border. Infinite Dimensional Analysis: A Hitchhiker’s Guide. Springer-Verlag Berlin Heidelberg, 2006.

[3] N. Chatterji, N. Flammarion, Y. Ma, P. Bartlett and M. Jordan. On the theory of variance reduction for stochastic gradient Monte Carlo. *Preprint*, arxiv:, 2018.

[4] N. H. Chau, Ch. Kumar, M. Rásonyi and S. Sabanis. On fixed gain recursive estimators with discontinuity in the parameters. *ESAIM Probability and Statistics*, forthcoming. doi: 10.1051/ps/2018019

[5] H. N. Chau, É. Moulines, M. Rásonyi, S. Sabanis and Y. Zhang. On stochastic gradient Langevin dynamics with dependent data streams: the fully non-convex case. *Preprint*, arXiv:1905.13142, 2019.

[6] A. S. Dalalyan. Theoretical guarantees for approximate sampling from smooth and logconcave densities. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)*, 79:651–676, 2017.

[7] A. Dalalyan. Further and stronger analogy between sampling and optimization: Langevin Monte Carlo and gradient descent. In Kale, S. and Shamir, O., editors, Proceedings of the 2017 Conference on Learning Theory, *Proceedings of Machine Learning Research*, 65:678–689, 2017.
[8] A. Dalalyan and A. Karagulyan. User-friendly guarantees for the Langevin Monte Carlo with inaccurate gradient. arXiv:1710.00095, 2018.

[9] A. Durmus and É. Moulines. Nonasymptotic convergence analysis for the unadjusted Langevin algorithm. *Annals of Applied Probability, 27*(3), 1551–1587, 2017.

[10] A. Durmus and É. Moulines. High-dimensional Bayesian inference via the Unadjusted Langevin Algorithm. arXiv:1605.01559, 2018.

[11] B. Gerencsér and M. Rásonyi. On the ergodic properties of certain Markov chains in random environments. arXiv:1807.03568v3, 2019.

[12] L. Gerencsér. On a class of mixing processes. *Stochastics, 26*:165–191, 1989.

[13] L. Gerencsér. AR(∞) estimation and nonparametric stochastic complexity. *IEEE Trans. Inform. Theory, 38*:1768–1778, 1992.

[14] L. Gerencsér. Strong approximation of the recursive prediction error estimator of the parameters of an ARMA process. *Systems Control Lett., 21*:347–351, 1993.

[15] L. Gerencsér. On Rissanen’s predictive stochastic complexity for stationary ARMA processes. *J. Statist. Plann. Inference, 41*:303–325, 1994.

[16] L. Gerencsér. A representation theorem for the error of recursive estimators. *SIAM J. Control Optim., 44*:2123–2188, 2006.

[17] I. Karatzas and S.E. Shreve. *Brownian Motion and Stochastic Calculus*. Springer, New York, 1991.

[18] S. Laruelle. Analyse d’Algorithmes Stochastiques Appliqués à la Finance. PhD Thesis, Université Paris VI, 2011.

[19] M. B. Majka, A. Mijatović, and L. Szpruch. Non-asymptotic bounds for sampling algorithms without log-concavity. arXiv:1808.07105, 2018.

[20] J. C. Mattingly, A. M. Stuart, and D. J. Higham. Ergodicity for SDEs and approximations: locally Lipschitz vector fields and degenerate noise. *Stochastic Processes and Their Applications 101*:185–232, 2002.

[21] S. P. Meyn and R. L. Tweedie. Stability of Markovian processes III: Foster-Lyapunov criteria for continuous-time processes. *Advances in Applied Probability, 25*(3):518–548, 1993.

[22] S. P. Meyn and R. L. Tweedie. *Markov chains and stochastic stability*. Springer-Verlag, London, 1993.

[23] Y. Nesterov. *Introductory Lectures on Convex Optimization: A Basic Course. Applied Optimization*. Springer, 2004.
[24] J. Neveu. *Discrete-parameter martingales*. North-Holland, 1975.

[25] M. Raginsky, A. Rakhlin, and M. Telgarsky. Non-convex learning via Stochastic Gradient Langevin Dynamics: a nonasymptotic analysis. *Proceedings of Machine Learning Research*, 65:1674–1703, 2017.

[26] M. Rásonyi. On the statistical analysis of quantized Gaussian AR(1) processes. *Int. J. of Adaptive Control and Signal Processing*, 24:490–507, 2010.

[27] H. Robbins. A Remark on Stirling’s Formula. *American Mathematical Monthly*, 62(1): 26–29, 1955.

[28] G. O. Roberts and R. L. Tweedie. Exponential convergence of Langevin distributions and their discrete approximations. *Bernoulli*, 2(4):341–363, 1996.

[29] Y. W. Teh, A. H. Thiery, and S. J. Vollmer. Consistency and fluctuations for stochastic gradient Langevin dynamics. *Journal of Machine Learning Research*, 17:193–225, 2016.

[30] C. Villani. *Optimal transport. Old an new*. Springer, 2009.

[31] M. Welling and Y. W. Teh. Bayesian learning via stochastic gradient Langevin dynamics. *In:Proceedings of the 28th International Conference on Machine Learning*, 681–688, 2011

[32] P. Xu, J. Chen, D. Zhou and Q. Gu. Global convergence of Langevin dynamics-based algorithms for nonconvex optimization. [arXiv:1707.06618](https://arxiv.org/abs/1707.06618) 2018.

[33] C. Zhuang. Stochastic Approximation Methods And Applications in Financial Optimization Problems. PhD Thesis, University of Georgia, Athens, Georgia, 2008.