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Abstract

We study the problem of fair $k$-median where each cluster is required to have a fair representation of individuals from different groups. In the fair representation $k$-median problem, we are given a set of points $X$ in a metric space. Each point $x \in X$ belongs to one of $\ell$ groups. Further, we are given fair representation parameters $\alpha_j$ and $\beta_j$ for each group $j \in [\ell]$. We say that a $k$-clustering $C_1, \ldots, C_k$ fairly represents all groups if the number of points from group $j$ in cluster $C_i$ is between $\alpha_j |C_i|$ and $\beta_j |C_i|$ for every $j \in [\ell]$ and $i \in [k]$. The goal is to find a set $C$ of $k$ centers and an assignment $\phi : X \to C$ such that the clustering defined by $(C, \phi)$ fairly represents all groups and minimizes the $\ell_1$-objective $\sum_{x \in X} d(x, \phi(x))$.

We present an $O(\log k)$-approximation algorithm that runs in time $n^{O(\ell)}$. Note that the known algorithms for the problem either (i) violate the fairness constraints by an additive term or (ii) run in time that is exponential in both $k$ and $\ell$. We also consider an important special case of the problem where $\alpha_j = \beta_j = f_j$ and $f_j \in \mathbb{N}$ for all $j \in [\ell]$. For this special case, we present an $O(\log k)$-approximation algorithm that runs in $(kf)^{O(\ell)} \log n + \text{poly}(n)$ time.

1 Introduction

Algorithmic decision making is widely used for high-stake decisions like college admissions [Marcinkowski et al., 2020] and criminal justice [Chouldechova, 2017, Kleinberg et al., 2018]. While automated decision-making processes are often very efficient, there are serious concerns about their fairness. Consequently, in recent years, there has been an extensive line of research on fairness of algorithms and machine learning approaches [Chouldechova and Roth, 2020, Kearns and Roth, 2019, Kleinberg et al., 2017].

In this paper, we study the “fair representation” clustering problem proposed in the seminal work of Chierichetti et al. [2017]. The notion, which is motivated by the concept of disparate impact [Feldman et al., 2015], requires that each protected class has an approximately equal representation in each cluster. In many scenarios, a different set of benefits are associated with each cluster of points output by the algorithm. Then, it is desirable that different groups of individuals (e.g., men or women) receive the benefits associated with each of the clusters (e.g., mortgage options) in similar proportions. Further, clustering is often used for feature engineering. In this case, we need to ensure that the generated features are fair; that is, they neither introduce new nor amplify existing biases in the data set. Now, we formally define the notion of representation fairness for clustering.

Definition 1.1 (fair representation clustering). Given a set of points $X$ that come from $\ell$ different groups $X_1, \ldots, X_\ell$, a $k$-clustering $C_1, \ldots, C_k$ of $X$ is fair with respect to the fairness requirement specified by $\{\alpha_j, \beta_j\}_{j \in \ell}$ if

$$\forall i \in [k], j \in [\ell], \quad \alpha_j |C_i| \leq |C_i \cap X_j| \leq \beta_j |C_i|$$

(1)
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In fair $k$-median with fairness requirement $\{\alpha_j, \beta_j\}$, the goal is to find $k$ clusters $C_1, \ldots, C_k$ and $k$ centers, $c_1, \ldots, c_k$ (one center for each cluster) so that the clustering $C_1, \ldots, C_k$ is fair with respect to the fairness requirement and the $\ell_1$-objective $\sum_{i=1}^{k} \sum_{x \in C_i} d(x, c_i)$ is minimized. We will say that points in $C_i$ are assigned to center $c_i$. We let $\phi$ be the assignment function that maps each point $u$ to the center $v$ is assigned to. To specify a solution, it is sufficient to provide the set of centers and $\phi$.

Bera et al. [2019] and Bercea et al. [2019] independently introduced this notion of fairness, which generalizes the notions studied by Chierichetti et al. [2017], Schmidt et al. [2019], Backurs et al. [2019], Ahmadian et al. [2019]. Bercea et al. presented a constant factor approximation algorithm for the fair representation clustering with the general $\ell_p$-objective. However, their algorithm returns a clustering that satisfies the fairness requirements with some additive error. When the maximum number of groups/classes to which a point may belong is $\Delta$, the additive error/violation is at most $4\Delta + 3$; in the most common case of $\Delta = 1$, the additive violation is at most 3. Bercea et al. also gave constant factor approximation algorithms for a variety of clustering objective (including $k$-median and $k$-means) that violate the fairness requirement only by a small additive value. More recently, Bandyapadhyay et al. [2021] designed algorithms that compute a constant factor approximation for fair $k$-median and $k$-means that run in time $(k\Delta)^{O(k\Delta)} \text{poly}(n)$; these algorithms do not violate the fairness constraints. However, one of the main questions in the area of fair clustering still remains open:

What is the best polynomial-time approximation algorithm for representation fair clustering?

We also study exact fair representation clustering, which is an important special case of the problem.

**Definition 1.2** (exact fairness). Assume that we are given a set of points $X$ that come from $\ell$ disjoint groups: $X = X_1 \cup \cdots \cup X_\ell$. An $k$-clustering $C_1, \ldots, C_k$ of $X$ is exactly fair if

$$\forall i \in [k], j \in [\ell], \quad |C_i \cap X_j| = \frac{|X_j|}{|X|} \cdot |C_i|$$

(2)

We define fairlet as a minimal size non-empty set of points that is exactly fair. Note that all fairlets have the same size (when $X$ is fixed). Denote this size by $f$. Further, for every $j \in [\ell]$, let $f_j$ denote the number of points from group $j$ in any fairlet.

This notion was previously studied for (1) $k$-center [Rößner and Schmidt, 2018, Bercea et al., 2019] and (2) $k$-clustering with $\ell_p$-objective on balanced instances (instances with $f_j = 1$ for all $j$ and $f = \ell$) [Böhm et al., 2020]. In all these special cases of exact fairness, the fair clustering problem admits a constant factor approximation.

**Other Related Work.** Fair clustering is an active domain of research and by now it has been studied under various standard notions including both group fairness and individual fairness, e.g., [Chierichetti et al., 2017, Bera et al., 2019, Huang et al., 2019, Kleindessner et al., 2019, Jones et al., 2020, Chen et al., 2019, Micha and Shah, 2020, Jung et al., 2020, Mahabadi and Vakilian, 2020, Chakrabarty and Negahbani, 2021, Vakilian and Yalçın, 2021, Brubach et al., 2020, Kleindessner et al., 2020, Ghadiri et al., 2021, Abbasi et al., 2021, Makarychev and Vakilian, 2021, Chlamták et al., 2022, Esmaili et al., 2020, 2021].

**1.1 Our Results**

In this paper, we study the fair representation $k$-median problem and give an $O(\log k)$-approximation for it that runs in time $n^{O(\ell)}$. Importantly, we get a polynomial time algorithm for every fixed $\ell$ - this is the case in most practical settings of interest for fairness applications. In fact, we design an algorithm that can handle arbitrary fairness profiles (see below for the definitions). Further, we design a much faster algorithm for fair $k$-median with exact fairness constraints and small $f$, where $f$ is the size of a fairlet. It runs in time $(k f)^{O(\ell)} \log n + \text{poly}(n)$. We emphasize that even in the case $\ell = O(1)$, all previous results on fair representation clustering with more than two protected groups, notably Bera et al. [2019], Bercea et al.
We describe and analyze our algorithm for the case when each point belongs to exactly one

We note that that our first step is very similar to that used by Bera et al. [2019] and Bercea et al. [2019]; they first find a not-necessarily-fair clustering of the data points and then reassign the points so as to ensure that the clustering is approximately fair. In the context of \( k \)-median, the idea of approximating the input metric with a distribution of dominating trees was introduced by Bartal [1998]; this approach was recently used by Backurs et al. [2019] in their approximation algorithm for a different variant of fair representation clustering with 2 groups. Our dynamic programming algorithm is novel and very different from DP algorithms previously used for solving \( k \)-median on trees (see e.g., [Kariv and Hakimi, 1979, Tamir, 1996, Angelidakis et al., 2017]).

**Theorem 1.3.** There exists a randomized \( O(\log k) \)-approximation algorithm for fair representation \( k \)-median that runs in \( n^{O(\ell)} \) time.

Note that in practice the number of classes is usually a small constant. Then our algorithm runs in polynomial time. The problem is interesting even when \( \ell \) is a fixed single-digit number.

**Remark 1.4.** Our approach works in a more general setting with a set of fair profiles \( F \), where each profile \( p \in F \) is a vector of length \( \ell \). A cluster \( C \) is fair w.r.t. \( F \) if \([|X_1 \cap C|, \ldots, |X_\ell \cap C|] \in F\). For example, this general notion captures the setting in which we only need to guarantee that in each cluster, a sufficiently large fraction of members belong to one of the disadvantaged groups specified by \( D \subseteq [\ell]; \forall C, \sum_{i \in D} |X_i \cap C| \geq \alpha_i |C| \).

To the best of our knowledge, none of the previous results on fair representation clustering implies an approximation bound for this general “fairness profile” notion.

Given a clustering instance and set \( F \), our algorithm finds a clustering such that all clusters are fair w.r.t. \( F \). Assuming the existence of a membership oracle for \( F \) that runs in time \( t_F \), the running time and the approximation factor are \( t_F \cdot n^{O(\ell)} \) and \( O(\log k) \) as in Theorem 1.3. In most natural scenarios the membership oracle can be implemented efficiently and the asymptotic runtime of our algorithm remains \( n^{O(\ell)} \). For instance, in the aforementioned fairness requirement which guarantees the presence of disadvantaged groups in each cluster, \( t_F = O(\ell) \); hence, the total runtime of our algorithm in this setting is still \( n^{O(\ell)} \).

**Remark 1.5.** We describe and analyze our algorithm for the case when each point belongs to exactly one group \( X_i \). However, with a minor modification, our algorithm can also handle the case when a point may belong to multiple groups or do not belong to any group. We introduce a “virtual” group \( Y_G \) for every \( G \subseteq [\ell] \) such that there exists a point that belongs to groups \( X_i \) with \( i \in G \) and only to them. Note that new virtual groups are disjoint and cover \( X \). We define the fairness constraints as follows: for every \( j \in [\ell] \), \( \alpha_j |C_j| \leq \sum_{G: j \in G} |C_j \cap Y_G| \leq \beta_j |C_j| \). By Remark 1.4, our algorithm can handle these constraints; they are equivalent to the original constraints, since \( \sum_{G: j \in G} |C_j \cap Y_G| = |C_j \cap X_j| \). Note that now the algorithm runs in time \( n^{O(\ell')} \) where \( \ell' \) is the number of virtual groups (clearly \( \ell' \leq 2^\ell \) but \( \ell' \) may be much smaller than \( 2^\ell \)).
Exact Representation Fairness. We significantly improve the running time of our algorithms when the fairness constraints are exact (see Definition 1.2) and each point belongs to exactly one group. We first run the algorithm by Bera et al. [2019] that returns a set of centers and an assignment of points to these centers that “nearly” satisfies the fairness requirement. Next, we move each point to its assigned center. We prove that there exists an O(1)-approximately optimal fair assignment that only moves a set of $O(kf^2)$ points $S^*$. Lastly, we show that we can find such a set $S$ of size $O(k^2f^2)$ in polynomial time. Then, loosely speaking, we run our main algorithm on the set $S$. Since $S$ has only $O(k^2f^2)$ points, the algorithm runs in time $(kf)^{O(1)}$.

Theorem 1.6. There exists a randomized $O(\log k)$-approximation algorithm for exactly fair $k$-median that runs in time $(kf)^{O(1)} \log n + \text{poly}(n)$, where $f$ is the fairlet size.

2 Preliminaries

Embedding into a distribution of dominating trees. Assume that we are given a metric space $(M, d)$. We will consider trees $\chi$ on $M$ (whose edges have positive lengths) and shortest-path metrics $d_\chi$ that they define on $M$. We say that $(M, d)$ is $\alpha$-approximated by a probabilistic distribution $D_\chi$ of dominating trees $\chi$ with distortion $\alpha \geq 1$ if

- Every tree metric $d_\chi$ in the support $\chi$ of $D_\chi$ dominates metric $(M, d)$; i.e., $d_\chi(u, v) \geq d(u, v)$ for all $u, v \in M$.
- $\mathbf{E}_{\chi \sim D_\chi}[d_\chi(u, v)] \leq \alpha \cdot d(u, v)$ for all $u, v \in M$.

A key component in our algorithms is the following result by Fakcharoenphol et al. Fakcharoenphol et al. [2004] (see also Bartal [1996] by Bartal).

Theorem 2.1 (Fakcharoenphol et al. [2004]). Every metric space $(M, d)$ can be approximated by a distribution of dominating trees with distortion at most $O(\log |M|)$. Moreover, we can sample from the distribution of dominating trees in polynomial time.

3 Algorithms

Now we present an $O(\log k)$-approximation algorithm for fair representation $k$-median that runs in time $n^{O(1)}$, where $n$ is the number of points and $\ell$ is the number of groups.

In our algorithms, we are going to transform instances to “simpler” instances by moving points to new locations. It will be helpful to distinguish between data points and their locations. Our algorithms will not change data points and their memberships in groups, but will change their locations. Formally, we think of abstract data points that are mapped to points/locations in a metric space; our algorithms will modify this mapping between data points and their locations. We call this process a reassignment. We denote the set of data points by $X$ and the set of locations by $L$. Initially $L = X$ and every point $x \in X$ is assigned to location $x$, but this will change when we transform the instance. We denote the location of point $x$ w.r.t. instance $I$ by $\text{loc}(x) = \text{loc}_I(x)$.

Now, if two data points at the same location belong to the same group, then they are interchangeable for our algorithm. Thus, instead of storing the actual data points, the algorithm will only store the number of points from each group at every location.

Denote $R_{\geq 0} = \{0, \ldots, n\}^\ell$ and $R = \{-n, \ldots, n\}^\ell$. For each $q \in L$ and $j \in [\ell]$, let $v_j(q)$ be the number of data points from group $j$ at location $q$. We call vector $v(q) = (v_1(q), \ldots, v_\ell(q)) \in R_{\geq 0}$ the profile of location $q$. We define the profile of a set of data points $S$ as a vector $v(S)$ in $R_{\geq 0}$ whose $j$-th coordinate equals the number of data points from group $j$ in the set: $v(S) := \sum_{q \in S} v(q)$.

Consider a set of $k$ clusters $C$. To describe a clustering, we introduce an assignment function $r : L \times C \rightarrow R_{\geq 0}$. For each center $c \in C$, $r_j(q, c)$ denotes the number of points from group $j$ at location $q$ that we assign to $c$. Note that vector $R(c) = \sum_{q \in L} r(q, c) \in R_{\geq 0}$ specifies the number of points from each group that are
assigned to center \(c\). We call \(R(c)\) the profile of center \(c\). We require that for every \(q \in L\), \(\sum_{c \in C} r(q, c) = v(q)\), meaning that each data point at location \(q\) belongs to exactly one cluster.

The fairness constraints are defined by a set of fair profiles \(F \subset R_{\geq 0}\). We say that the cluster assigned to center \(c\) fairly represents groups if \(R(c) \in F\). In fair representation clustering with fairness requirement \(\{\alpha_j, \beta_j\}_{j \in [\ell]}\)

\[
R(c) \in F \text{ if and only if } \alpha_j \|R(c)\|_1 \leq R_j(c) \leq \beta_j \|R(c)\|_1 \text{ for all } j \in [\ell].
\]

We restate the objective of fair representation \(k\)-median as follows

\[
\sum_{c \in C} \sum_{q \in L} d(q, c) \cdot \|r(q, c)\|_1.
\]

Note that \(\|r(q, c)\|_1\) is the total number of points at location \(q\) assigned to center \(c\).

### 3.1 From a Clustering to a New Instance

Consider an instance \(I\) and a clustering for \(I\) (which is not necessarily fair). As we discussed above, we can define the clustering by specifying (i) a set \(C\) of \(k\)-centers and (ii) either a mapping \(\phi\) from the set of data points \(X\) to \(C\) or, equivalently, an assignment function \(r(q, c)\). The cost of the clustering is

\[
\text{cost} = \sum_{x \in X} d(\text{loc}_I(x), \phi(x)) = \sum_{c \in C} \sum_{q \in L} d(q, c) \cdot \|r(q, c)\|_1.
\]

Let us move every data point from its original location in \(I\) to \(\phi(x)\). We get a new instance \(I'\). Note that \(\text{loc}_I(x) = \phi(x) \in C\). The profile \(\phi'(c)\) of location \(c \in C\) is \(\phi'(c) = R(c)\) (the profile \(\phi'(x)\) of a location \(x \notin C\) is a zero vector). Instance \(I'\) has the same set of fairness profiles \(F\) as the original instance \(I\).

**Claim 3.1.** Consider a clustering \((C', \phi')\) of \(X\). Denote its cost w.r.t. instances \(I\) and \(I'\) by \(\text{cost}_I\) and \(\text{cost}_{I'}\), respectively. Then \(|\text{cost}_I - \text{cost}_{I'}| \leq \text{cost}\).

**Proof.** Consider a data point \(x\) and the center \(\phi'(x)\) that it is assigned to by clustering \((C', \phi')\). Then, by the triangle inequality,

\[
|d(\text{loc}_I(x), \phi(x)) - d(\text{loc}_{I'}(x), \phi'(x))| \leq d(\text{loc}_I(x), \text{loc}_{I'}(x)) = d(\text{loc}_{I'}(x), \phi(x)).
\]

Adding up this inequality over all data points \(x\), we get the desired inequality \(|\text{cost}_I - \text{cost}_{I'}| \leq \text{cost}|.\]

### 3.2 Location Consolidation Step

We run a constant factor approximation algorithm for the standard \(k\)-median problem on our set of data points; e.g., the algorithm by Charikar et al. [Charikar et al. [2002]] or by Li and Svensson [Li and Svensson [2016]]. We get \(k\) centers \(C = \{c_1, \ldots, c_k\}\) and a Voronoi assignment \(\phi\) of points to the centers.

As described above, we move each data point \(x\) to center \(\phi(x)\). We denote the original instance by \(I\) and the obtained instance by \(I\'). We will refer to \(I'\) as the reduced instance.

**Claim 3.2.** Let \(\text{OPT}_I\) and \(\text{OPT}_{I'}\) be the costs of optimal fair clusterings for \(I\) and \(I'\), respectively. Assume that we used an \(\alpha\)-approximation algorithm for \(k\)-median in the consolidation step. Further assume that there is a \(\beta_k\)-approximation algorithm for fair representation \(k\)-median on \(I'\). Then, there is an \((\alpha \beta_k + \alpha + \beta_k)\)-approximation algorithm for fair representation \(k\)-median on \(I\).

**Proof.** Observe that the cost of an optimal (not necessarily fair) \(k\)-median clustering of \(I\) is at most the cost of an optimal fair \(k\)-median clustering of \(I\). Thus the cost of the clustering that we use in the reduction is at most \(\alpha \text{OPT}_I\).

Now consider the optimal fair clustering for \(I\). By Claim 3.1, the cost of this clustering as a clustering of \(I'\) is at most \((\alpha + 1) \text{OPT}_I\). Therefore, \(\text{OPT}_{I'} \leq (\alpha + 1) \text{OPT}_I\).

Our approximation algorithm for \(I\) is very straightforward. We simply run the \(\beta_k\)-approximation algorithm on instance \(I'\) and output the obtained clustering as a clustering of \(I\). Now we upper bound the cost of this clustering w.r.t. instance \(I'\) and then w.r.t. \(I\). The cost w.r.t. \(I'\) is at most \(\beta_k \text{OPT}_{I'} \leq \beta_k (\alpha + 1) \text{OPT}_I\). Consequently, by Claim 3.1, the cost w.r.t. \(I\) is at most \((\beta_k (\alpha + 1) + \alpha) \text{OPT}_I\), as required.
3.3 Embedding into Tree Metrics

Consider restriction \( \bar{d} \) of metric \( d \) to \( \mathcal{C} \). We will reduce the problem to the case when \( \bar{d} \) is a tree metric by paying a factor of \( O(\log k) \). To this end, we will approximate \( \bar{d} \) by a distribution \( \mathcal{D}_x \) of dominating trees \( \chi \) with distortion \( O(\log k) \) and then solve the fair representation \( k \)-median for a number of trees \( \chi \) randomly sampled from \( \mathcal{D}_x \).

**Claim 3.3.** Suppose that there exists an \( \alpha \)-approximation algorithm \( A \) for fair representation \( k \)-median on tree metrics. Then, there is an \( O(\alpha \log k) \)-approximation algorithm for the reduced problem \( \bar{I}' \) that succeeds with high probability (i.e., \( 1 - n^{-c} \) for any desired constant \( c \)).

**Proof.** Let \( r^* \) be the optimal fair assignment for \( \bar{I}' \) and \( \text{OPT} \) be its cost. Consider an approximation of \( \bar{d} \) by a distribution \( \mathcal{D}_x \) of dominating trees \( \chi \) with distortion \( \log k \), which exists by Theorem 2.1.

For a tree metric \( d_\chi \), let \( r_\chi : \bar{C} \times \mathcal{C} \rightarrow \mathcal{R}_{\geq 0} \) denote the \( O(\alpha) \)-approximate assignment of points to centers that algorithm \( A \) finds on instance with metric \( d_\chi \). Then,

\[
E_{\chi \sim \mathcal{D}_x} \left[ \sum_{q,c \in \bar{C}} d(q,c) \cdot \| r_\chi(q,c) \|_1 \right] \leq E_{\chi \sim \mathcal{D}_x} \left[ \sum_{q,c \in \bar{C}} d_\chi(q,c) \cdot \| r_\chi(q,c) \|_1 \right] \\
\leq E_{\chi \sim \mathcal{D}_x} \left[ \alpha \cdot \sum_{q,c \in \bar{C}} d_\chi(q,c) \cdot \| r^*(q,c) \|_1 \right] \\
= \alpha \cdot \sum_{q,c \in \bar{C}} E_{\chi \sim \mathcal{D}_x} [d_\chi(q,c)] \cdot \| r^*(q,c) \|_1 \\
\leq \alpha \cdot \sum_{q,c \in \bar{C}} O(\log k) \cdot d(q,c) \cdot \| r^*(q,c) \|_1 = O(\alpha \log k) \cdot \text{OPT}.
\]

The three inequalities above hold, since (i) \( d(q,c) \leq d_\chi(q,c) \) (always); (ii) \( r_\chi \) is an \( \alpha \)-approximate assignment/solution; and (iii) \( \mathbb{E} d_\chi(q,c) \leq O(\log k) \cdot d(q,c) \) (recall that \( \bar{d} \) is a restriction of \( d \) to \( \mathcal{C} \); for every \( u,v \in \bar{C} \), \( \bar{d}(u,v) = d(u,v) \)).

By Markov’s inequality the obtained solution \( r_\chi \) approximates the optimal assignment within a factor of \( O(\alpha \log k) \) with probability at least \( 1/2 \). By running the proposed algorithm \( \Theta(\log n) \) times, we get an \( O(\alpha \log k) \)-approximate solution w.h.p.

3.4 Reduced Assignment Problem on Trees

In this section, we assume that \( (L,d) \) is a tree metric on \( k \) points with profile vector \( v(u) \in \mathcal{R}_{\geq 0} \) for every location \( u \in L \). We open a center at every location and our goal now is to find a fair assignment of data points to centers. Recall that our notion of fairness is more general than that in Definition 1.1 (we discussed it in Remark 1.4).

3.4.1 Conversion to Binary Tree

We choose an arbitrary root in the tree. It is convenient now to convert the tree to a *binary* tree in which every non-leaf vertex has exactly two children. We do that by adding Steiner locations. Namely, we replace each vertex \( u \) with \( k > 2 \) children with a path of length \( k-2 \). The first vertex on the path is \( u \) (we assume \( u_0 \equiv u \)); other vertices \( u_1, \ldots, u_{k-2} \) are new Steiner locations. We keep the parent of \( u \) unchanged; we let the parent of \( u_i \) be \( u_{i-1} \) (for \( i \geq 1 \)). For \( j \in \{2, \ldots, k-1\} \), we reassign \( j \)-th child \( v_j \) of \( u \) to \( u_{j-1} \) and reassign \( k \)-th child \( v_k \) to \( u_{k-2} \). We set the length of all edges on the path \( u \rightarrow u_1 \rightarrow \cdots \rightarrow u_{k-2} \) to 0; we let the length of each edge \( (u_{j-1}, v_j) \) be that of \( (u, v_j) \) in the original tree; the length of \( (u_{k-2}, v_k) \) to that of \( (u, v_k) \) in the original tree. Additionally, we add a Steiner child to vertices that have exactly one child. For a concrete example, consider a tree rooted at vertex 1, in which 1 has four children 2, 3, 4, 5. We transform the tree by adding Steiner nodes 6 and 7 as follows:
Let $A$ be the set of non-Steiner locations and $B$ be the set of Steiner locations. We open a center at every $a \in A$; we do not open centers at any Steiner location $b \in B$. For $b \in B$, let $v(b) = 0$.

### 3.4.2 Dynamic Program

Now we write a dynamic program (DP). We first recall the setup. We are given a binary tree $L$, which contains Steiner and non-Steiner nodes/locations. Each non-Steiner node contains some data points that we want to cluster and each Steiner node contains no data points. Our goal is to move the data points around (assign data points to Steiner nodes) such that the resulting clustering is fair. The objective is to minimize the “assignment cost” $\sum_{t \in A} d(t, c) \cdot \|r(t, c)\|_1$, where $\|r(t, c)\|_1$ is the number of data points at location $t$ that are assigned to $c$.

Let $T_u$ be the subtree of $L$ rooted at $u$. Let $A_u$ and $B_u$ be non-Steiner and Steiner locations in $T_u$, respectively. For a fixed assignment $\phi$, data points located at nodes/locations in $T_u$ can be classified into two types: local points and out-points. A local point is assigned to a node/location in $T_u$ by $\phi$ and an out-point is assigned to a node/location outside $T_u$ by $\phi$. In addition, there are some points outside $T_u$ that are assigned to nodes/locations in $T_u$. We refer to these points as in-points. Now we define two functions $\rho_{\text{out}} : A_u \to \mathcal{R}_{\geq 0}$ and $\rho_{\text{in}} : A_u \to \mathcal{R}_{\geq 0}$, which specify the out-points and in-points, respectively. Namely, for each location $c \in A_u$, $\rho_{\text{out}}(c)$ is the profile of out-points located at $c$, and $\rho_{\text{in}}(c)$ is the profile of in-points assigned to $c$. Let $q := \sum_{c \in A_u} \rho_{\text{in}}(c) - \sum_{y \in B_u} \rho_{\text{out}}(y)$ be the “net-imports” of $T_u$. Clearly, $q \in \mathcal{R}$.

Now, we create a DP-table $M[u, q]$ where $u \in L$ and $q \in \mathcal{R}$. Loosely speaking, $M[u, q]$ is the cost of the minimum cost partial solution such that (a) clusters for all centers $c \in A_u$ satisfy fairness constraints (note that each cluster consists of the points at locations in $T_u$ assigned to $c$ and in-points assigned to $c$) and (b) the difference between the number of in-points and out-points from group $j$ equals $q_j$. The cost of a partial solution comprises (i) the assignment costs for points in $T_u$ assigned to centers in $T_u$, (ii) for each out-point $x$ located at $y \in A_u$, the portion $d(y, u)$ of the assignment cost of $x$ that “lies” inside $T_u$, and (iii) for each in-point $x'$ assigned to center $c \in A_u$, the portion $d(u, c)$ of the assignment cost of $x'$ that “lies” inside $T_u$.

Formally, $M[u, q]$ is the cost of the optimal solution for the following problem.

**Find**

- function $r : A_u \times A_u \to \mathcal{R}_{\geq 0}$; map $r$ specifies the assignment of data points located in subtree $T_u$ to centers in $T_u$. Namely, $r(y, c)$ is the profile of the set of data points located at $y$ that are assigned to center $c$. Let $R_u(c) = \sum_{y \in T_u} r(y, c)$. Note that $R_u(c)$ is the profile of the set of data points at locations in $A_u$ that are assigned to center $c$.

- function $\rho_{\text{out}} : A_u \to \mathcal{R}_{\geq 0}$; map $\rho_{\text{out}}$ specifies the set of data points in subtree $T_u$ that are not assigned to any center in $T_u$; these data points will have to be assigned to centers outside of $T_u$ later. Namely, $\rho_{\text{out}}(y)$ is the profile of currently unassigned data points at location $y$.

- function $\rho_{\text{in}} : A_u \to \mathcal{R}_{\geq 0}$; $\rho_{\text{in}}$ specifies how many data points located outside of the subtree $T_u$ are assigned to centers in $T_u$. Namely, $\rho_{\text{in}}(c)$ is the profile of data points that lie outside of $T_u$ but assigned to center $c$.

**Such that**

- for every $y \in A_u$, $\sum_{c \in A_u} r(y, c) + \rho_{\text{out}}(y) = v(y)$. This condition says that every data point at location $y$ is assigned to some center $c \in A_u$ or is currently unassigned.
We fill out the DP table starting from the leaves and going up to the root (bottom-up).

3.4.3 Solving the DP

If \( u \) is a node, then

\[
M[u] = \min_{v, q} \{ M[v] + d(u, v) + \|q\|_1 : q \in \mathcal{R}, v \text{ is root of } T_q, q \text{ sends } q_y \text{ points to } T_y, q_z \text{ points to } T_z \}
\]

If there is no feasible solution the cost is \(+\infty\).

Cost  The objective is to minimize the following cost

\[
\sum_{y,c \in A_u} d(y,c) \cdot \|r(y,c)\|_1 + \sum_{c \in A_u} d(c,u) \cdot \|\rho_{in}(c)\|_1 + \sum_{y \in A_u} d(y,u) \cdot \|\rho_{out}(y)\|_1.
\]

If there is no feasible solution the cost is \(+\infty\).

3.4.3 Solving the DP

We fill out the DP table starting from the leaves and going up to the root (bottom-up).

Computing \( M[u, q] \) for leaves \( u \) is straightforward using the definition of \( M[u, q] \). In this case, the subtree \( T_u \) rooted at \( u \) is a single node. Thus, for any given \( q \), the profile at \( u \) after assignment is

\[
R_u(u, q) = r(u, u) + \rho_{in}(u) = \rho_{in}(u) + q = \rho_{in}(u) + q.
\]

If \( u \) is not a Steiner node, then \( M[u, q] = 0 \) if \( v(u) + q \in F \) and \( M[u, q] = \infty \) if \( v(u) + q \notin F \). If \( u \) is a Steiner node, then \( M[u, q] = 0 \) if \( q = 0 \) and \( M[u, q] = \infty \) if \( q \neq 0 \).

Now assume that \( u \) is not a leaf; since the tree is a binary tree, \( u \) has two children \( y \) and \( z \). Note that node \( u \) will send \( q_y \) points to \( T_y \) and \( q_z \) points to \( T_z \) for some \( q_y, q_z \in \mathcal{R} \). Then \( M[u, q] \) is the minimum over \( q_y, q_z \) satisfying

- if \( u \in A \), then \( v(u) + q_y - q_z \in F \); that is, cluster centered at \( u \) satisfies fairness constraints.
- if \( u \in B \), then \( q - q_y - q_z = 0 \), since \( v(u) = 0 \) and no point will be assigned to \( u \).

of the following cost

\[
M[y, q_y] + M[z, q_z] + d(u, y) \cdot \|q_y\|_1 + d(u, z) \cdot \|q_z\|_1
\]  

The pseudo-code of the DP algorithm is provided in Algorithm 1.

**Lemma 3.4.** The described dynamic programming algorithm runs in time \( n^{O(\ell)} \) and finds an optimal fair assignment of the data points \( X \) located in the set of locations \( L \).

**Proof.** It is straightforward that the DP algorithm correctly computes the DP entries. The cost of the optimal fair assignment for our problem is given by \( M[root, 0] \) where \( root \) is root of the tree and \( 0 \) is the all-zero vector.

The update rule, which is specified by Eq. (4) and the constraints on \( q_y, q_z, q \) and \( v(u) \), computes \( M[u, q] \) correctly in time \( n^{O(\ell)} \), which accounts for enumerating over all possible values of \( q_y \) and \( q_z \). Since the DP tables contains \( k \cdot n^{O(\ell)} \) cells, the total time to fully compute the table is \( k \cdot n^{O(\ell)} = n^{O(\ell)} \). Finally, once the whole table is computed, we can recover the assignment itself by traversing the table from \( M[root, 0] \) in the reverse direction, which takes \( n^{O(\ell)} \) time. The total running time is \( n^{O(\ell)} \).  

**Proof of Theorem 1.3:** We first apply the consolidation step and thus reduce the problem to the set of locations \( \mathcal{C} \) is of size \( k \). Then we approximate metric on \( \mathcal{C} \) by a distribution of dominating tree metrics, as explained in 3.3. We obtain a logarithmic number of instances with tree metrics. We exactly solve each of them using the DP algorithm described above. Finally, we return the best of the clusterings we find. It follows from Claims 3.2 and 3.3 and Lemma 3.4, that the algorithm finds an \( O(\log k) \) approximation with high probability in time \( n^{O(\ell)} \).
Algorithm 1 DP Algorithm on Trees

**Require:** $T$ is a binary tree of height $d$, $r$ is the root of $T$, and for each $i = 0, 1, \ldots, d$, $N_i$ is the set of nodes in the $i$-th level of $T$.

1: for $u \in N_d$ do
2:   for $q \in \mathcal{R}$ do
3:     if $u$ is a non-Steiner node then
4:       if $v(u) + q \in F$ then
5:         $M[u, q] = 0$
6:       else
7:         $M[u, q] = \infty$
8:     end if
9:   else
10:    if $q = 0$ then
11:      $M[u, q] = 0$
12:    else
13:      $M[u, q] = \infty$
14:    end if
15:   end if
16: end for
17: end for
18: for $i = d - 1, d - 2, \ldots, 0$ do
19:   for $u \in N_i$ do
20:     $y, z \leftarrow$ children of $u$
21:     if $u$ is a Steiner node then
22:       $M[u, q] = \min\{M[y, q_y] + M[z, q_z] + d(u, y) \cdot \|q_y\|_1 + d(u, z) \cdot \|q_z\|_1 : q_y, q_z \in \mathcal{R}, v(u) = q_y + q_z\}$
23:     else
24:       $M[u, q] = \min\{M[y, q_y] + M[z, q_z] + d(u, y) \cdot \|q_y\|_1 + d(u, z) \cdot \|q_z\|_1 : q_y, q_z \in \mathcal{R}, v(u) + q - q_y - q_z \in F\}$
25:     end if
26: end for
27: end for
28: return $M[r, 0]$
4 Special Case of Exact Fairness

In this section, we design an $O(\log k)$ approximation algorithm for $k$-median with exact fairness constraints. The algorithm runs in time $(kf)^{(O)} \log n + poly(n)$ and succeeds with high probability.

To recall, we say that a cluster centered at $c$ is exactly fair if $\forall j \in [\ell]$, $R_j(c) = \frac{|X_j|}{|X|} \|R(c)\|_1$, where $\frac{|X_j|}{|X|}$ is the proportion of data points in $X$ that belongs to group $j$. We say that a clustering is exactly fair if all of its clusters are exactly fair. More generally, a set of data points $S$ with profile $v(S) \in R_{\geq 0}$ is exactly fair if for all $j \in [\ell]$, $v_j(S) = \frac{|X_j|}{|X|} \|v(S)\|_1$.

Recall that we defined fairlet in Definition 1.2 as a minimal size non-empty set that is exactly fair. Note that all fairlets have the same size and we use $f$ to denote their size. Further, for every $j \in [\ell]$, we use $f_j$ to denote the number of points from group $j$ in any fairlet.

4.1 Reassignment Method

We start with the reduced instance $I'$ on the set of locations $\hat{C}$, which we constructed in the location consolidation step.

Given any subset $S \subseteq X$ with profile vector $v(S)$, we say that $v(S)$ is $\gamma$-approximately fair if

$$\left| v_j(S) - \frac{f_j}{f} \|v(S)\|_1 \right| \leq \gamma, \ \forall j \in [\ell]. \tag{5}$$

Given an assignment $r$, we say that $r$ is a $\gamma$-approximately fair assignment if $R(c)$ is $\gamma$-approximately fair for all $c \in C$, where $R(c) = \sum_{x \in X} r(x, c) \in R_{\geq 0}$ is the center profiles corresponding to $r$.

We use the following result by Bera et al. \cite{Bera2019}.

**Theorem 4.1.** For any metric space $X$ and a set of centers $C \subseteq X$, There exists a 3-approximately fair assignment $r : X \times C \rightarrow R_{\geq 0}$ whose cost is no more than the optimal fair assignment of $X$. Moreover, there is an algorithm which finds this assignment in polynomial time.

We start by running the assignment algorithm from Theorem 4.1 on instance $I'$. Let $r$ denote this new assignment and $R(c) = \sum_{x \in X} r(x, c) \in R_{\geq 0}$ be the center profiles corresponding to $r$. As discussed in Section 3.1, every assignment defines a new instance. Let $I''$ be the instance defined by assignment $r$. Now our goal is to modify $r$ by reassigning only a small number of points so that the obtained assignment is fair. We describe this reassigning procedure below.

**Lemma 4.2.** Assume that there is a $\beta_k$-approximation algorithm for the fair clustering problem on $I''$. Then, there is an $(2\beta_k + 1)$-approximation algorithm for $I'$.

**Proof.** The proof is similar to that of Claim 3.2. We run the $\beta_k$ approximation algorithm on instance $I''$ and output the obtained clustering as a clustering for $I'$. We now upper bound its cost.

Let $OPT_I'$ and $OPT_{I''}$ be the costs of the optimal fair clusterings/assignments for instances $I'$ and $I''$, respectively. By Claim 3.1 applied to $r$, $OPT_{I''} \leq 2OPT_{I'}$. Thus the cost of the clustering we find w.r.t. $I''$ is at most $2\beta_k OPT_{I'}$. Now applying Claim 3.1 to this clustering, we get that its cost w.r.t. $I'$ is at most $(2\beta_k + 1)OPT_{I'}$, as required.

**Algorithm for the reassignment problem.** We present an $O(\log k)$-approximation algorithm for the reassignment problem that runs in time $(f k)^{(O)}$.

Suppose we are given an instance $J$ with locations $c_1, \ldots, c_k$, metric $d$ and profile vectors $v(c_1), \ldots, v(c_k)$, that satisfy 3-approximately fair requirement as in Eq. (5). We will apply our reassignment algorithm to $J = I''$. For every $i \in [k]$, let $C_i$ be the set of points assigned to $c_i$ in $J$.

**Definition 4.3.** For every $i \in [k]$, let $F_i \subseteq C_i$ be a maximal exactly fair subset of $C_i$. Decompose each $F_i$ into $n_i = |F_i| / f$ fairlets $F_1^{(i)}, \ldots, F_{n_i}^{(i)}$. Let $P_i = C_i \setminus F_i$ be the set of remaining points. We say that $D = \{(F_1^{(i)}, \ldots, F_{n_i}^{(i)}, P_i)\}_{i \in [\ell]}$ is a fairlet decomposition for clustering $C := (C_1, \ldots, C_k)$. We call points in $P_i$ problematic points.
Lemma 4.4. Consider a fairlet decomposition for C. Then for every \( i \in [k] \), \( |P_i| < 4f \).

Proof. Consider an arbitrary \( i \in [k] \). We first assume that \( n_i = 0 \); in other words, \( F_i \) is empty. Let \( v(C_i) \) be the profile vector of \( C_i \). Since \( F_i = \emptyset \), \( P_i = C_i \) and there exits a group \( j \in [\ell] \) such that \( v_j(C_i) < f_j \). Further, since \( P_i = C_i \) is 3-approximately fair, \( |v_j(C_i) - \frac{\ell}{f_j} P_i| \leq 3 \), which implies that \( \frac{\ell}{f_j} |P_i| \leq v_j(C_i) + 3 < f_j + 3 \). Dividing both sides of the above equation by \( f_j \), \( \frac{|P_i|}{f_j} < \frac{3}{f_j} + 1 \leq 3 + 1 = 4 \), since \( f_j \geq 1 \). Thus, \( |P_i| < 4f \).

Now, we drop the condition \( n_i = 0 \). Let \( v(P_i) \) be the profile vector for \( P_i \). We show that not only \( v(C_i) \) but also \( v(P_i) \) satisfies Eq. (5) with \( \gamma = 3 \). Indeed, for each \( j \in [\ell] \), \( v_j(C_i) - v_j(P_i) = n_i f_j \frac{\ell}{f_j} = (\|v(C_i)\|_1 - \|v(P_i)\|_1) \frac{\ell}{f_j} \). Thus, for each \( j \in [\ell] \), \( \|v(P_i) - \frac{\ell}{f_j} v(C_i)\|_1 = \|v_j(C_i) - \frac{\ell}{f_j} v_j(C_i)\|_1 \leq 3 \). Hence the same argument as for the case \( n_i = 0 \) shows that \( |P_i| < 4f \).

Next, we give an outline of our approach.

1. First, we show that there exists an exactly fair assignment \( r \) for \( J \) of cost at most \( 2\text{OPT}_J \) that only reassigns \( O(kf^2) \) points.

2. Next, we show that it is possible to find a subset \( S_i \subseteq C_i \) for each \( i \in [k] \) such that \( |S_i| = O(kf^2) \) for all \( i \in [k] \), and there exists a solution of cost at most \( 2\text{OPT}_J \) that only reassigns points in \( S := \bigcup_{i \in [k]} S_i \).

3. Finally, we apply our dynamic programming approach to reassign points in \( S \). Since \( |S| = O(k^2 f^2) \), the DP algorithm runs in \( (kf)^{O(f)} \) time.

To show (1), we impose an additional assumption on the structure of the desired (re)assignment \( r \). Let \( C_1', \ldots, C_k' \) be the clustering resulted from an exactly fair assignment of \( J \), where \( C_i' \) is the cluster of points at location \( c_i \) after the reassignment.

Let \( C_1, \ldots, C_k \) be the clustering before the (re)assignment. Now, we construct fairlet decompositions for \( (C_1, \ldots, C_k) \) and \( (C_1', \ldots, C_k') \). Let \( E \subseteq X \) be the set of data points that are assigned to the same center before and after (re)assignment \( r \). For each \( i \in [k] \), let \( E_i = \{x \in E : \text{loc}_J(x) = c_i \} \) be the set of data points in \( C_i \) that are fixed by \( r \).

For every \( i \in [k] \), let \( F_i' \subseteq E_i \) be a maximal exactly fair subset of \( E_i \). We decompose \( F_i' \) into \( n_i' = |F_i'|/f \) fairlets. We call this decomposition \( D_{E_i} \). Now, we greedily extend \( D_{E_i} \) to a fairlet decomposition for \( (C_1, \ldots, C_k) \). Let \( P_i \) be the set of problematic points in the obtained decomposition. Note that Lemma 4.4 applies to \( P_i \) and therefore \( |P_i| < 4f \).

Similarly, we greedily extend decomposition \( D_{E_i} \) to a fairlet decomposition for \( (C_1', \ldots, C_k') \). We refer to fairlets that we add to \( D_{E_i} \) as \emph{new fairlets}. Let \( N \) be the set of all new fairlets.

Definition 4.5 (restricted assignment). In the restricted assignment problem, we need to find a minimum cost assignment \( r : \{c_1, \ldots, c_k\} \times [k] \rightarrow \mathcal{R}_{\geq 0} \) of \( J \) such that

- \( r \) is a valid exactly fair assignment. Formally,
  \[
  \forall c \in \{c_1, \ldots, c_k\}, \quad \sum_{i=1}^{k} r(c, c_i) = v(c)
  \]
  \[
  \forall j \in [\ell], c \in \{c_1, \ldots, c_k\}, \quad R_j(c) = \frac{f_j}{f} \|R(c)\|_1
  \]

- every new fairlet \( F \) in \( C_i' \) contains at least one point from \( C_i \).

Lemma 4.6. Let \( \text{OPT}_J^R \) and \( \text{OPT}_J \) denote the optimal values of the restricted and vanilla fair assignment problems with input \( J \) respectively. Then, \( \text{OPT}_J^R \leq 2\text{OPT}_J \).
Proof. Let \( r \) be an optimal fair assignment of \( J \). Let \( C'_1, \ldots, C'_k \) be the resulting clusters; the set \( C'_i \) consists of the points assigned to \( c_i \) by \( r \). Now, suppose that there exists a new fairlet \( F \) in some \( C'_i \) \((i \in [k])\) such that \( F \cap C_i = \emptyset \). Without loss of generality, assume that the points in \( F \) are from \( C_{j_1}, C_{j_2}, \ldots, C_{j_m} \) for some \( m \in [k] \). Let \( w_t := |C_{j_t} \cap F| \) for every \( t \in [m] \) and \( W = \sum_{t=1}^m w_t \). Then, the total cost of forming \( F \) is \( \sum_{t=1}^m w_t \cdot d(c_{j_t}, c_i) \). Now, for every \( s \in [m] \), compute the cost of moving all points in fairlet \( F \) to cluster \( C_{j_s} \) (i.e., reassign all data points in \( F \) to center \( c_{j_s} \)) and denote it as \( M_s \).

\[
M_s = \sum_{t=1}^m w_t d(c_{j_t}, c_{j_s}) \leq \sum_{t \in [m] \setminus \{s\}} w_t (d(c_{j_t}, c_i) + d(c_{j_t}, c_{j_s})) = \left( \sum_{t \in [m] \setminus \{s\}} w_t \right) d(c_{j_s}, c_i) + \sum_{t \in [m] \setminus \{s\}} w_t d(c_{j_s}, c_i).
\]

Next, consider the convex combination \( \sum_{s=1}^m \frac{w_s}{W} M_s \).

\[
\sum_{s=1}^m \frac{w_s}{W} M_s = \sum_{s=1}^m \frac{w_s}{W} \sum_{t=1}^m w_t d(c_{j_t}, c_{j_s}) \leq \sum_{s=1}^m \frac{w_s}{W} \left( \sum_{t \in [m] \setminus \{s\}} w_t \right) d(c_{j_s}, c_i) + \sum_{s=1}^m \frac{w_s}{W} \sum_{t \in [m] \setminus \{s\}} w_t d(c_{j_s}, c_i) < 2 \sum_{t=1}^m w_t d(c_{j_t}, c_i).
\]

This implies that there exist \( s' \in [m] \) with \( C_{j_s'} \cap F \neq \emptyset \) such that the cost \( M_{s'} \) of reassigning \( F \) to \( c_{j_s'} \) is at most twice the current assignment cost of \( F \).

We perform this fairlet reassignment procedure to all new fairlets that do not satisfy the restricted assignment property and obtain a new restricted assignment \( r' \). Our argument shows that the assignment cost of \( r' \) is at most twice the assignment cost of \( r \); hence,

\[
\text{OPT}^R_J \leq 2 \text{OPT}_J.
\]

Next, we show that the optimal restricted assignment is even more structured.

Lemma 4.7. There exists an optimal solution \( r' \) to the restricted assignment of \( J \) such that

(a) for any \( i \in [k] \) and any new fairlet \( F \subseteq C'_i \), there exists a problematic point \( x \in F \cap C_i \);

(b) if \( r' \) moves a point \( x \in F' \) for some fairlet \( F' \subseteq C_i \) and \( i \in [k] \), then \( r' \) moves all points in \( F' \).

Proof. Let \( r \) be the optimal solution for the restricted assignment problem. We apply two transformations to it.

Transformation I: Simplifying the reassignment multigraph. For every group \( j \in [\ell] \), define the reassignment multigraph \( G'_j \) on the set of centers \( c_1, \ldots, c_\ell \). There is a directed edge from \( c_a \) to \( c_b \neq c_a \) in \( G'_j \) for every point \( x \) that is reassigned from \( c_a \) to \( c_b \) by \( r \). We label such an edge with label \( x \). Note that there are \( r_j(c_a, c_b) \) parallel edges from \( c_a \) to \( c_b \) in \( G'_j \).

Assume that there is a vertex \( c \) that has both incoming and outgoing edges in \( G'_j \). Let \((c', c'')\) be an incoming edge and \((c, c'')\) be an outgoing edge (it is possible that \( c'' = c'' \)). Denote their labels by \( x \) and \( x' \). By the definition of the graph, \( r \) reassigns point \( x \in X_j \) from \( c' \) to \( c \) and point \( x' \in X_j \) from \( c \) to \( c'' \). We modify \( r \) as follows (see Figure 1). We only change the assignment of points \( x \) and \( x' \); we reassign \( x \) to \( c'' \) and \( x' \) to \( c \). Denote the obtained assignment \( \tilde{r} \). Since \( x \) and \( x'' \) belong to the same group \( X_j \), we do not change the profiles of any clusters and thus \( \tilde{r} \) is exactly fair. Further, if \( r \) assigns a point \( y \) from \( c_i \) then so does \( \tilde{r} \). Therefore, \( \tilde{r} \) is also a solution to the restricted assignment problem. Finally, its cost is at most that of \( r \): indeed the assignment costs of all points other than \( x \) and \( x' \) do not change; the total assignment cost of \( x \) and \( x' \) is equal to \( d(x', c) + d(c, c'') \) for \( r \) and is equal to \( d(x', c'') \) for \( \tilde{r} \); we have \( d(x', c) + d(c, c'') \geq d(x', c'') \) by the triangle inequality.

We perform this step over and over until there are no vertices that simultaneously have incoming and outgoing edges. (Note that each time we perform this step, the number of edges in one of the graphs \( G_j \) decreases by 1 and does not change in all other graphs \( G'_j \) for every \( j' \in [\ell] \setminus \{j\} \). So we will necessarily stop at some point.)

Denote the obtained assignment by \( r' \). It is a fair assignment and its cost is at most that of \( r \). Consider the reassignment multigraphs \( \{G'_j\}_{j \in [\ell]} \) for \( r' \). Each vertex \( c \) in \( G'_j \) is either a source, sink, or isolated vertex.
Transformation II: Specifying which points \( r' \) moves. We go over all \( i \in [k] \) and \( j \in [\ell] \) such that \( c_i \) is a source-vertex in \( G'_j \). Assignment \( r' \) moves \( M = \sum_{j' \neq j} r_j(c_i, c_{i'}) \) points in group \( j \) from \( c_i \) to other clusters. Since all points in \( C_i \cap X_j \) are interchangeable, we are free to choose any subset of \( M \) points in \( C_i \cap X_j \) to move. We choose this set in a special way. Let \( F_1, \ldots, F_n \) be fairlets in the fairlet decomposition we constructed for \( C_i \). We order all points in \( C_i \cap X_j \) as follows: first points from \( P_i \cap X_j \), then from \( F_1 \cap X_j \), then from \( F_2 \cap X_j \), then from \( F_3 \cap X_j \), etc (we order points inside each of these sets arbitrarily). We choose the subset of the first \( M \) points w.r.t. this order and assume that \( r' \) moves them. Note that \( r' \) moves non-problematic points from \( C_i \cap X_j \) to another cluster only if it moves all problematic points from \( C_i \cap X_j \).

We have defined \( r' \). Now we prove that it satisfies properties (a) and (b). To this end, we consider a cluster \( C_i \) and analyze the following two cases.

Case 1: Assignment \( r' \) does not move any non-problematic points from cluster \( C_i \) to other clusters. All points (if any) it moves from \( C_i \) to other clusters are problematic. Then \( C_i \setminus P_i \subseteq C'_i \) and thus all fairlets present in the decomposition for \( C_i \) are also present in that for \( C'_i \). Hence, every non-problematic point belongs to the same fairlet in \( C_i \) and \( C'_i \). In particular, only problematic points may belong to new fairlets. On the other hand, since \( r' \) is a solution to the restricted assignment problem, at least one point \( x \) in each new fairlet \( F \) in \( C'_i \) must be from \( C_i \). It follows that this point must be problematic. We proved that property (a) holds in this case. Since \( r \) does not move any points from fairlets \( F' \subseteq C_i \) to other clusters, property (b) trivially holds.

Case 2: Assignment \( r' \) moves at least one non-problematic point from \( C_i \) to another cluster. Let \( t \) be maximal index such that \( r' \) moves points from fairlet \( F_t \) to other clusters. Since we are guaranteed that \( r' \) moves at least one non-problematic point, \( t \) is well defined.

By our choice of \( t \), \( r' \) does not move any points from fairlets \( F_{t+1}, \ldots, F_n \), and therefore these fairlets are still present in \( C'_i \). Now we show that there are no other fairlets in \( C'_i \); in particular, there are no new fairlets.

Consider a point \( x \) in \( F_t \) that \( r' \) moves to some other cluster \( C'_{i'} \). Assume that \( x \in X_{i'} \). Then edge \((c_i, \ c_{i'})\) is an edge outgoing from \( c_i \) and all points in \( C_i \cap X_{i'} \) that precede \( x \) w.r.t. the order we considered in the Transformation II step are moved to other clusters by \( r' \); in particular, all points in \( P_i \cap X_{i'} \), \( F_1 \cap X_{i'} \), \( F_2 \cap X_{i'} \), \( F_{i-1} \cap X_{i'} \) as well as \( x \) itself are moved to other clusters by \( r' \). Therefore, \( C'_i \cap X_{i'} \) consists of points from \( F_{i+1} \cap X_{i'}, \ldots, F_n \cap X_{i'} \) and hypothetically some points from \( F_i \cap X_{i'} \). However, point \( x \) from \( F_i \cap X_{i'} \) is assigned to another cluster and thus there are not enough points from group \( j \) left in \( F_t \) to form another fairlet. We conclude that \( F_{i+1}, \ldots, F_n \) are the only fairlets in \( C'_i \). Since \( C'_i \) satisfies the exact fairness constraints, each point in \( C'_i \) lies in a fairlet, that is, in one of these fairlets. Now (a) trivially holds since there are no new fairlets in \( C'_i \); (b) holds since \( r' \) moves all points from fairlets \( F_1, \ldots, F_t \) and no points from fairlets \( F_{t+1}, \ldots, F_n \). □

![Figure 1](image_url)

Figure 1: We reassign \( x \) and \( x' \). When we do the reassignment, we replace two edges \((c', c)\) and \((c, c'')\) with one edge \((c', c'')\) in graph \( G_j \). Note that there are no loops in \( G_j \). We have drawn a dotted arrow from \( c \) to itself in the figure simply to indicate that \( \tilde{r} \) does not reassign \( x' \).
Lemma 4.7 immediately implies the following result which proves 1 and 2.

**Corollary 4.8.** Suppose that $\mathcal{J}$ is a 3-approximately fair instance. There exists an assignment $r'$ of cost at most $2OPT_{\mathcal{J}}$ that only moves $O(kf^2)$ points. Furthermore, we can choose a subset $S$ of data points such that $|S| = O(k^2f^2)$ and the solution $r'$ only moves points in $S$.

**Proof.** Let $r'$ be an optimal restricted assignment that satisfies both conditions in Lemma 4.7. In the clustering defined by $r'$, every new fairlet contains a problematic point from the original cluster of the center they are assigned to by $r'$. Since by Lemma 4.4 there are only $4kf$ problematic points in total, there are at most $4kf$ many new fairlets. Thus, $r'$ moves at most $4kf^2$ many points. Moreover, by Lemma 4.6, the cost of $r'$ is at most $2OPT_{\mathcal{J}}$.

Since we know that $r'$ moves at most $4kf^2$ many points and $r'$ satisfies condition (b) in Lemma 4.7, $r'$ would move at most $4kf$ fairlets in each cluster. Recall that each $C_i$ contains $n_i$ fairlets. From each cluster $C_i$, we pick $\min(n_i, 4kf)$ many fairlets and add them to the set $S$. Then, we add all the problematic points to $S$. Then, $|S| \leq 4k^2f^2 + 4kf$ and we can assume that $r'$ only moves the points in $S$.

Now, we can solve the assignment problem by passing the set $S$ as input to our dynamic programming approach described in Section 3.4.

**Proof of Theorem 1.6.** Let $I$ be an instance of the exactly fair $k$-median problem. First, we perform location consolidation on $I$ to obtain the instance $I'$ as described in Section 3.2. Then, we run the assignment algorithm by Bera et al. [2019] on $I'$. Let $I''$ be the resulting instance. By Theorem 4.1, $I''$ is 3-approximately fair. By Corollary 4.8, we can pick a subset $S$ of data points such that $|S| = O(k^2f^2)$ and there exists an solution $r''$ of cost at most $2OPT_{I''}$ that only moves points in $S$. Now, we apply the dynamic programming algorithm in Theorem 1.3 on $S$ to obtain a solution of cost at most $O(\log k)OPT_{I''}$ with high probability that runs in $|S|O(\log n) = (kf)^{O(\ell)} \log n$ time. Since all the previous steps take $\text{poly}(n)$ time, the total running time of this algorithm is $\text{poly}(n) + (kf)^{O(\ell)} \log n$.

Now, by Lemma 4.2 and Claim 3.2, the total cost of our solution is $O(\log k)OPT_I$. \qed

## 5 Conclusions

In this paper, we study the fair $k$-median problem. We present an $O(\log k)$-approximation algorithm that runs in time $n^{O(\ell)}$. We further showed that our algorithm works in a more general setting where the fairness requirements are specified as an arbitrary set of fair profiles. This notion “profile-based fairness” captures a richer class of fairness requirements that cannot be handled by the previously known approaches for fair representation clustering.

In addition, in the special case of exact fairness, we present an $O(\log k)$-approximation algorithm that runs in $(kf)^{O(\ell)} \log n + \text{poly}(n)$ time, where $f$ is the size of a fairlet.

Our paper shows that there exists approximation algorithms for fair representation clustering with $O(1)$ protected classes that run in polynomial time. It remains as an exciting question whether polynomial time $O(\log k)$-approximation can be achieved for the problem when $\ell = \Omega(1)$. An approach that can be potentially helpful to resolve the previous question is to extend the “reassignment” method used in Section 4 to the more general setting of representation fairness (as in Section 3).
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