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Abstract Accurate estimation and prediction of trajectory is essential for the capture of any high speed target. In this paper, an extended Kalman filter (EKF) is used to track the target in the first loop of the trajectory to collect data points and then a combination of machine learning with least-square curve-fitting is used to accurately estimate future positions for the subsequent loops. The EKF estimates the current location of target from its visual information and then predicts its future position by using the observation sequence. We utilise noisy visual information of the target from the three dimensional trajectory to carry out the predictions. The proposed algorithm is developed in ROS-Gazebo environment and is implemented on hardware.
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1 Introduction

Target capture is a challenging problem in robotics and is relevant to several applications spanning from anti-drone systems[1] to fruit picking. The target under consideration would be stationary or moving. When the target has a speed advantage, its future location estimation becomes difficult. Therefore, the estimation of target’s location will aid in precise capture with minimal control effort. The primary motivation of performing the position estimation and trajectory prediction of the target is to facilitate predictive guidance that optimises the control effort. The proposed framework is also robust to intermittent information supply due to the target moving at high speeds. Furthermore, the interception strategy can be modified if the target is known to follow a fixed trajectory repetitively.

Several interesting works have been reported in literature about high speed target interception. The improvement of tracking/interception performance using several methods, is reported in [2], [3], [4]. Predictive guidance and learning based guidance are also proposed to improve the interception
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performance, as seen in [5], [6], [7], [8]. Methods pertaining to the field of soft computing applied in predictive guidance also provide promising results as seen in [9], [10], [11]. In existing literature, the target motion model is considered in general and formulation to include the known approximate repetitive motion of target using visual information is not reported. We are using several looping shapes as our target trajectory, one of which is the figure of 8 present in challenge 1 of MBZIRC 2020.

In this paper, we present the framework which is designed to estimate and predict the position of a moving target, which follows a repetitive path of some standard shape. While formulating the motion model for target position estimation, the following assumptions regarding the target motion are made. The motion of the target is assumed to be smooth i.e., the change in curvature of the target’s trajectory remains bounded and smooth over time. This assumption is the basis of our formulation of the target motion model. The measurement sensor in this case is the vision module. The vision module uses image processing algorithms to compute the estimated position and velocity of the target in inertial plane.

In the following section, a detailed mathematical formulation of the EKF method is provided. Following that, the least squares curve fitting method is described, both in 2D and 3D. It is then followed by the simulation results. Finally, conclusions and future work is described.

2 Mathematical Formulation for EKF Method

While formulating the motion model for target position estimation, the following assumptions regarding the target motion are made. The motion of the target is assumed to be smooth i.e., the change in curvature of the target’s trajectory remains bounded and smooth over time. This assumption is the basis of our formulation of the target motion model.

It is assumed that target is maneuvering in a plane. The inertial position coordinates of the target \((p_n, p_e)\) are considered as variables of state vector. They are measured using the vision module as the positional information of target obtained from camera frame but transformed into the inertial frame, denoted as \((p_{e_image}, p_{n_image})\). So, the state \(x\) and measurement \(y\) variable are written in as per the notations in (1) and (2), respectively.

\[
x = \begin{bmatrix} p_e \\ p_n \end{bmatrix}^T 
\]

\[
y = \begin{bmatrix} p_{e_image} \\ p_{n_image} \end{bmatrix}^T 
\]

\[
u = \begin{bmatrix} V_a \\ p_{co} \\ p_{no} \end{bmatrix}^T 
\]

An Extended Kalman Filter is used for the target’s position estimation. The formulation is done with the consideration that the target’s trajectory is lying in the inertial \(X - Y\) plane; the \(X - Y\) plane being in the E-N direction. The state vector contains the east and north positions. The input vector \(u\) contains the estimated speed of the target as given by the vision module and co-ordinates of the center of the trajectory’s instantaneous curvature. The measurement model \(z\) contains the position of the target in inertial \(X - Y\) plane, as given by the vision module. The co-ordinates of the center of the instantaneous curvature are calculated by estimating the evolution matrix in the Least Square method. Evolution matrix is formulated by writing the future states of the target as a function of current state. The governing relations are as below.
The target motion is formulated as in equation (1), where \( r \) is the radius of the instantaneous circle and \( \delta \) is the change in \( \theta \) between the timesteps. The future states are expressed as a function of previous states as shown in equation (5), where \( j \) is the index of the observations. The system of equations with the evolution matrix \((\cos \delta \; \sin \delta)^T\) is shown in (6). A sequence of observations is gathered which fills the matrix equation. The Least Squares solution of the observation sequence provides the estimation of evolution matrix at every sample step, so that co-ordinates of the center of curvature, i.e \((p_{e0}, p_{n0})\) in (7), is available at every time step.

\[
p_{e}(k+1) = p_{e}(k) - r\delta \sin \theta(k) \\
p_{n}(k+1) = p_{n}(k) + r\delta \cos \theta(k)
\]

\[
\Delta_{p_n}(k,j) = p_{e}(k-j) - p_{e}(k-j-1) = -r\delta \sin \theta(k-j-1) \\
\Delta_{p_e}(k,j) = p_{n}(k-j) - p_{n}(k-j-1) = r\delta \cos \theta(k-j-1)
\]

\[
\begin{bmatrix}
\Delta_{p_n}(k,j) \\
\Delta_{p_e}(k,j) \\
\end{bmatrix} = 
\begin{bmatrix}
\cos \delta & \Delta_{p_n}(k,j-1) - \Delta_{p_n}(k,j-1) \\
\sin \delta & \Delta_{p_n}(k,j) - \Delta_{p_n}(k,j-1) \\
\end{bmatrix}
\]

\[
p_{e0} = p_{e}(k) - \frac{\Delta_{p_n}(k+1)}{\delta} \\
p_{n0} = p_{n}(k) + \frac{\Delta_{p_e}(k+1)}{\delta}
\]

The EKF formulation and algorithm are very well known. We detail our formulation of prediction model and measurement model to convey important implementation details. Here the goal is to estimate the position in inertial frame (i.e., ENU frame) along the \( X \) and \( Y \) direction. The 2-dimensional vector \( x \), as shown in equation (1), comprises of the positions in inertial frame. A 3-dimensional vector comprising of speed of target \( V_a \) and the instantaneous center co-ordinates in inertial frame \((p_{n0} \text{ and } p_{e0})\) is fixed as the input vector, as shown in equation (3). The process can be described as a non-linear system with,

\[
\dot{x} = F(x, u) + \xi
\]

\[
F(x, u) = \begin{bmatrix}
-V_a(p_n - p_{n0})/\sqrt{(p_n - p_{n0})^2 + (p_e - p_{e0})^2} \\
V_a(p_e - p_{e0})/\sqrt{(p_n - p_{n0})^2 + (p_e - p_{e0})^2}
\end{bmatrix}
\]

\[
y = H(x, u) + \eta
\]

\[
H(x, u) = \begin{bmatrix}
p_e \\
p_n
\end{bmatrix}
\]

where, in equation (8), \( F(x, u) \) (refer to equation (9)) is the non-linear state transition function and \( \xi \sim \mathcal{N}(0, Q) \) is the process noise where the covariance \( Q \) is generally unknown and can be tuned. The process noise is assumed to be normally distributed. The measurement space contains 2
measurements of $p_e$ and $p_n$ in inertial frame, as shown in equation (2). The measurement model is of the form (10) where, $H(x, u)$ (refer to equation (11)) is the non-linear measurement model which maps state and input into measurement space and $\eta \sim N(0, R)$ is the measurement noise where the covariance $R$ can be estimated by calibrating the sensors. The measurement noise is also assumed to be normally distributed.

Prediction step is the first stage of the EKF algorithm where we propagate the previous state and input values to the non-linear process equation (12) in discrete time estimate to arrive at the state estimate. The error covariance matrix is projected by the Jacobian of state transition function (13) and perturbed by the process noise covariance, as shown in equation (14).

Prediction step is the first stage of the EKF algorithm where we propagate the previous state and input values to the non-linear process equation (12) in discrete time estimate to arrive at the state estimate. The error covariance matrix is projected by the Jacobian of state transition function (13) and perturbed by the process noise covariance, as shown in equation (14).

\[
\dot{x} = F(\hat{x}, u) \tag{12}
\]

\[
A = \frac{\partial F(\hat{x}, u)}{\partial x} = \frac{V_a}{((p_n - p_n0)^2 + (p_e - p_e0)^2)^{3/2}} \begin{bmatrix}
(p_n - p_n0)(p_e - p_e0) & -(p_e - p_e0)^2 \\
(p_e - p_e0)(p_n - p_n0) & -(p_e - p_e0)(p_n - p_n0)
\end{bmatrix} \tag{13}
\]

\[
\hat{P} = AP + PA^T + Q \tag{14}
\]

The correction step is then carried out after the measurement update where we calculate the Jacobian of the measurement model (15) and later the Kalman Gain $L$ in (16). Then eventually the state estimate (18) and the error covariance matrix (17) is updated. This is the underlying mathematical formulation of the position estimation framework.

\[
C = \frac{\partial H(\hat{x}, u)}{\partial x} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \tag{15}
\]

\[
L = PC^T(R + CPC^T)^{-1} \tag{16}
\]

\[
P = (I - LC)P \tag{17}
\]

\[
\dot{\hat{x}} = L(y - H(\hat{x}, u)) \tag{18}
\]

The later part of the task includes predicting the future state of the target based on a sequence of filtered states of target. The position estimation framework provides a filtered position of the target, which is then used for predicting the trajectory of the target. The workflow of trajectory prediction is divided into two, namely, observation phase and prediction phase. During the observation phase, a predefined sequence of observations are gathered (20). These observations are the estimated position of the target in inertial frame. Evolution matrix is calculated by obtaining the Least squares solution over the gathered sequence (21). The evolution matrix is then propagated in the motion model to predict the trajectory in near future. The formulation of the motion model is given in equation (19).

\[
p_e(k + 1) = p_e(k) - (t_{k+1} - t_k)V_a \sin \theta(k) \\
p_n(k + 1) = p_n(k) + (t_{k+1} - t_k)V_a \cos \theta(k) \tag{19}
\]
\[ \Delta p_e(k, j) = p_e(k - j) - p_e(k - j - 1) = -(t_{k+1} - t_k)V_a \sin \theta(k - j - 1) \]
\[ \Delta p_n(k, j) = p_n(k - j) - p_n(k - j - 1) = (t_{k+1} - t_k)V_a \cos \theta(k - j - 1) \] (20)

\[
\begin{bmatrix}
\vdots \\
\Delta p_e(k, j) \\
\Delta p_n(k, j) \\
\vdots 
\end{bmatrix} = 
\begin{bmatrix}
\cos \delta & \Delta p_e(k, j - 1) - \Delta p_e(k, j - 1) \\
\sin \delta & \Delta p_n(k, j - 1) - \Delta p_n(k, j - 1) \\
\vdots & \vdots 
\end{bmatrix}
\]
(21)

for \( j = 1, 2, \cdots, m \)

\[ \Delta p_e(k, j) = -(t_{k+1} - t_k)V_a(\sin \theta(k + j - 2) + \delta) \]
\[ \Delta p_n(k, j) = (t_{k+1} - t_k)V_a(\cos \theta(k + j - 2) + \delta) \] (22)

\[ \hat{p}_e(k + j|k) = \hat{p}_e(k) + \Delta p_e(k, j) \]
\[ \hat{p}_n(k + j|k) = \hat{p}_n(k) + \Delta p_n(k, j) \] (23)

The formulation of the motion model is given in equation (19). In the prediction phase the targets future positions within \( m \) steps is estimated by the latest evolution matrix obtained from (21). The evolution matrix is then propagated (23) in the motion model to predict the trajectory in near future. This concludes the joint framework of the EKF based target position estimation and Least Squares based future trajectory prediction.

3 Mathematical Formulation for Curve Fitting Method

The EKF method does not use any prior set of data about the target trajectory. Therefore, it’s usage is ideal in the first loop. After the first loop is done, we use the data collected to give a highly accurate estimate about the target trajectory.

Assumptions: The target drone is moving autonomously in a looping trajectory. Therefore, we can conclude that it will be following a trajectory whose curve-equation is mathematically derivable. Also, it will be a closed loop curve since the trajectory is repetitive. We have taken into consideration all high-order closed curves to the best of our knowledge and curve fit the data to the appropriate curve-equation without prior knowledge about the shape of figure.

The closed curves taken into consideration are listed in Table 1. This method will also work with any closed mathematically-derivable curve. Since, circle is a special case of ellipse we will include both in a single category.

The curves mentioned above have been well studied and their characteristics are well known. They are usually the zero set of some multivariate polynomials. We can write their equations as

\[ f(x, y) = 0 \] (24)

For example, the leminscate of bernoulli is

\[ (x^2 + y^2)^2 - 2a^2(x^2 - y^2) = 0 \] (25)
Curves | Curve Equation
--- | ---
Circle/Ellipse | \( \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \)
Astroid | \( x^2 + y^2 = a^2 \)
Deltoid | \( (x^2 + y^2)^2 + 18a^2(x^2 + y^2) - 27a^4 = 8a(x^3 - 3xy^2) \)
Limacon | \( (x^2 + y^2 - ax)^2 = b^2(x^2 + y^2) \)
Nephroid | \( (x^2 + y^2 - 4a^2)^3 = 108a^4y^2 \)
Quadrifolium | \( (x^2 + y^2)^3 = (x^2 - y^2)^2 \)
Squircle | \( (x-a)^4 + (x-b)^4 = r^4 \)
Lemniscate of Bernoulli | \( (x^4 + y^2)^2 = 2a^2(x^2 - y^2) \)
Lemniscate of Gerono | \( x^4 = a^2(x^2 - y^2) \)

Table 1: Equations of the all high order curves taken into consideration.

Lemniscate of bernoulli has a single parameter \( a \), which needs to be estimated. The equation of ellipse, on the other hand, has 2 parameters \( a \) and \( b \) that needs to be estimated. Therefore, we can write a general function for the curves as

\[
    f(x, y, a, b) = 0
\]

where \( b \) may or may not be used based on the category of shape the points are being fitted to.

Univariate polynomials of the form

\[
    f(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_k x^k
\]

can be solved using matrices if there are enough points to solve for the \( k \) unknown coefficients. On the other hand, multivariate equations require different methods to solve for their coefficients. One method for curve fitting uses an iterative least-squares approach along with specifying related constraints.

### 3.1 Classification of curves

The above mentioned categories of curves all have different equations. There is requirement to classify the curve into one of the above categories before curve-fitting. We train a neural network to classify the curves into the various categories based on the \((x, y)\) points collected from the target drone.

The architecture of the network used is shown in Figure 1. The input \( I \) is a vector of \( m \) points arranged as \([x_0, x_1, \ldots, x_m, y_0, y_1, \ldots, y_m]\). The output \( O \) is a vector of length 9 denoting the probabilities of the given set of points belonging to the various categories. Therefore, the network can be represented as a function \( f \) trained to map

\[
    f : [x_0, x_1, \ldots, x_m, y_0, y_1, \ldots, y_m] \mapsto O
\]

The training parameters are listed in Table 2.

This network can classify 2D curves into the above mentioned categories. In case of 3D, we can use this same network to classify the curve once it has been rotated into a 2D plane (like the \(X - Y\) plane).
3.2 Least-Squares Curve Fitting in 2D

Considering any of the above mentioned curves in two dimensions, the base equation has to be modified to account for both offset and orientation in 2D. Therefore, let the orientation be some $\theta$, and the offset be $(x_0, y_0)$. On applying a counter-clockwise $\theta$ rotation to a set of points, the rotation is defined by this matrix equation:

$$
\begin{bmatrix}
  x \\
  y
\end{bmatrix} =
\begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
  x' \\
  y'
\end{bmatrix}
$$

(29)

Substituting $(x, y)$ from Equation 29 into Equation 26, we get the following function:

$$
f(y' \cos \theta + x' \sin \theta, x' \cos \theta - y' \sin \theta, a, b) = 0
$$

(30)

Letting

$$
g(x', y', \theta, a, b) = f(y' \cos \theta + x' \sin \theta, x' \cos \theta - y' \sin \theta, a, b)
$$

(31)

and rewriting it by replacing $x'$ and $y'$ by $x$ and $y$ respectively, we have

$$
g(x, y, \theta, a, b) = 0
$$

(32)

To account for offset from origin, we can replace all $x$ and $y$ with $x'$ and $y'$, respectively, where,

$$
x' = x - x_0
$$

(33)

$$
y' = y - y_0
$$

(34)
and \((x_0, y_0)\) is the offset of the centre of the figure from the origin. Therefore, we have
\[
g(x, y, \theta, a, b, x_0, y_0) = 0
\] (35)
as the final equation of the figure we are trying to fit. Applying the least-squares method on above equation for curve-fitting of \(m\) empirical points \((x_i, y_i)\).

\[
E^2 = \sum_{i=0}^{m} (g(x_i, y_i, \theta, a, b, x_0, y_0) - 0)^2
\] (36)

Our aim is to find \(x_0, y_0, a, b\) and \(\theta\) such that \(E^2\) is minimised. This can only be done by,
\[
dE^2/d\beta = 0, \text{where } \beta \in \{x_0, y_0, a\}
\] (37)

If \(g\) had been a linear equation, simple matrix multiplication would have yielded the optimum parameters. But since equation (35) is a complex \(n^{th}\) (where \(n\) is 2, 4 or 6) order nonlinear equation with trigonometric variables, we need to use iterative methods in order to estimate the parameters, \(a, b, \theta, x_0\), and \(y_0\). Therefore, this work uses Levenberg-Marquardt \([12,13]\) least-squares algorithm to solve the non-linear equation (37).

### 3.3 Least-Squares Curve Fitting of any shape in 3D

If the orientation of any shape is in 3D, the above algorithm will need some modifications. We first compute the equation of the plane in which the shape lies and then transform the set of points to a form where the method in Section 3.2 can be applied.

In order to find the normal to the plane of the shape, we carry out singular value decomposition (SVD) of the given points. Let the set of points \((x, y, z)\) be represented as matrix \(A \in \mathbb{R}^{n \times 3}\). From each point subtract the centroid and calculate SVD of \(A\).

\[
A = U\Sigma V.
\] (38)

where, columns of \(U = (u_1, u_2, ..., u_n)\) (left singular vectors), span the space of columns of \(A\), columns of \(V = (v_1, v_2, v_3)\) (right singular vectors) span the space of rows of \(A\) and \(\Sigma = \text{diag}(\sigma_1, \sigma_2, \sigma_3)\) are the singular values linked to each left/right singular vector. Now, since the points are supposed to be in 2D space, \(\sigma_3 = 0\) and \(v_3 = (n_1, n_2, n_3)\) gives the normal vector to the plane. Therefore, the equation of the plane is,

\[
n_1x + n_2y + n_3z = C, \text{where } C \text{ is a constant.}
\] (39)

The next step is to transform the points to \(X - Y\) plane. For that we first find the intersection of the above plane with \(x-y\) plane by substituting \(z = 0\) in equation (39). We get the equation of line as,

\[
n_1x + n_2y = C, \text{where } C \text{ is a constant.}
\] (40)

Then we rotate the points about \(z\)-axis such that the above line is parallel to \(x\)-axis. Angle of rotation \(\alpha = 0, \beta = 0\) and \(\gamma = \arctan\left(\frac{n_1}{n_2}\right)\) needs to be substituted in matrix \(R\), given in equation (41). New points will be \(A_z = AR\).
Algorithm 1 Least Means Squares Algorithm

1: Initialize parameters for shape detection network
2: Store datapoints in variable Shape
3: if Shape is in 3D then
4: Transform the shape to the $X - Y$ plane using method in Section 3.3
5: Shape ← Shape_{transformed}
6: end if
7: Get shape prediction, $shape_{pred}$, of Shape from shape detection network
8: Apply curve-fitting algorithms on Shape using the equation of $shape_{pred}$
9: Generate target drone trajectory using the estimated shape parameters

We then rotate the points about $X$-axis by the angle $\cos^{-1}\left(\frac{|n_3|}{\|n_1, n_2, n_3\|}\right)$ to make the points lie in the $X - Y$ plane. Then, we substitute angles $\alpha = \arccos\left(\frac{|n_3|}{\|n_1, n_2, n_3\|}\right)$, $\beta = 0$ and $\gamma = 0$ in the rotation matrix given in (41). Finally, the set of points in the $X - Y$ plane will be $A_{final} = A_z R$. We can then use the neural network described in Section 3.1 to classify the curve into one of the 9 categories. Then, we can compute the parameters $(x_0, y_0, a, b, \theta)$ of the classified curve using method given in Section 3.2. The combined algorithm for the shape detection and parameter estimation is shown in Algorithm 1.

4 Results

![Image of Own UAV and target UAV. Using visual information, own UAV estimates and predicts the location of target](image1)

A ROS-based pipeline in written in C++ which performs target state filtering and future state estimation. The ROS-based packages are first tested in a gazebo environment where the information
about the state of the target is obtained from a simulated drone. Since the information about the state of the target is highly accurate and always available, the measurement co-variance is amplified and Gaussian noise is added to observed data, solely to create a realistic scenario. Position estimation of target is done over this noisy data and later, the future state of the target is predicted. A separate process sets the motion of the target in one of the various selected shapes. The states estimated and future states predicted are visualized in RViz. The estimated data is visualized against the raw data of the various shapes. Here, since the estimated position is visualized in $X - Y$ plane, we restrict our prediction and estimation in two dimensions.

4.1 Least-Squares Curve Fitting Results

The results of the simulated data are shown in the following section. After one loop of data, the neural network predicts the category of the shape, after which the curve fitting algorithm estimates the shape parameters using the appropriate shape equation. As can be seen in Figure 3, the curve fitting algorithm is able to accurately predict parameters for all of the shapes.

5 Conclusions

In this paper, estimation of target location and future state prediction is performed using the visual information. The proposed method is validated for target motion in a looping trajectory. Future work involves the prediction of target location following complex trajectory.
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