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Abstract

We introduce a dynamic and stochastic interbank model with an endogenous notion of distress contagion, arising from rational worries about future defaults and ensuing losses. This entails a mark-to-market valuation adjustment for interbank claims, leading to a forward-backward approach to the equilibrium dynamics whereby future default probabilities are needed to determine today’s balance sheets. Distinct from earlier models, the resulting distress contagion acts, endogenously, as a stochastic volatility term that exhibits clustering and down-market spikes. Furthermore, by incorporating multiple maturities, we provide a novel framework for constructing systemic interbank term structures, reflecting the intertemporal risk of contagion. We present the analysis in two parts: first, the simpler single maturity setting that extends the classical interbank network literature and, then, the multiple maturity setting for which we can examine how systemic risk materialises in the shape of the resulting term structures.

Keywords: systemic risk, distress contagion, dynamic network model, multiple maturities, valuation adjustment, volatility effects, term structure, yield curves

1 Introduction

Since the 2008 financial crisis, it is widely accepted that systemic risk can cause outsized losses within the financial system due to complex feedback mechanisms. Arguably, the most classical...
channel for this is direct solvency contagion at default events. In this paper, we study instead a
dynamic form of distress contagion that can arise endogenously, today, due to banks' (rational)
expectations about potential future defaults and contagion within the network.

The fact that systemic risk remains a very real issue was highlighted by the significant stress
to the global financial system in the run-up to and following the recent collapse of Silicon Valley
Bank (SVB). Beyond a period of sharp increases in volatility and ailing stock prices along with
surging CDS and interbank funding spreads (Adrian et al. [2024]), we saw the outright failings
of Silvergate Bank, Signature Bank, and First Republic, as well as the global banking behemoths
Credit Suisse. Concerning the latter, Andrew Kenningham, Chief European Economist
at Capital Economics, noted that: “There’s sort of contagion—not because they [SVB] had any
connection with Credit Suisse, but because investor sentiment changed and people were scrutinis-
ing other banks more carefully”\(^1\) As Credit Suisse was already suffering, they may have been
more susceptible to concerns about the future states of the financial system.

In the Fed’s report on SVB, Michael S. Barr (Barr, 2023), Vice Chair for Supervision at the
Fed, stressed that “contagion from the firm’s failure posed systemic consequences not contem-
plated by the Federal Reserve’s tailoring framework”. To capture the potential for such contagion,
three main points will be at the center of the framework we develop in this paper. Firstly, the
above are all instances of early defaults (e.g., due to capital requirements) in a dynamic setting.
Secondly, Barr (2023) highlights that: “This experience has emphasized why strong bank capital
matters. While the proximate cause of SVB’s failure was a liquidity run, the underlying issue
was concern about its solvency”. In our model, capital is the key quantity, and dynamic concerns
about future solvency (as determined by the capital) will drive a form of distress contagion in
the present. Finally, Barr (2023) notes that “concerns about one firm spread to other firms—even
if the firm is not extremely large, highly connected to other financial counterparties, or involved
in critical financial services”. This relates closely to the ‘crisis of confidence’ interpretation of
interbank contagion advocated by Glasserman and Young (2016). To capture losses of confi-
dence, they incorporate a mark-to-market valuation of interbank claims into the (static and
deterministic) Eisenberg–Noe framework through an ad-hoc valuation function (see Appendix
A for details). Here, we propose a canonical mechanism for such a mark-to-market valuation in
a dynamic and stochastic equilibrium model with early defaults and multiple maturities.

\(^1\)Quote taken from the article “How SVB Triggered Credit Suisse’s Latest Mess—and Sparked Fears of a Financial
Crisis”, Barron’s, March 15, 2023
1.1 Primary contributions

The central contribution of this paper is the construction of a dynamic interbank model with a mark-to-market valuation of interbank claims that accounts, dynamically, for potential future default contagion within the network, measured by the banks’ interconnected conditional (risk-neutral) probabilities of default. First, we shall treat the case of a single maturity in Section 2. Then, the extension to multiple maturities is the topic of Section 3. Numerical case studies are presented throughout to demonstrate the financial implications.

Our mark-to-market accounting of interbank assets is in contrast to prior works on dynamic default contagion in interbank networks which—implicitly or explicitly—consider historical price accounting, i.e., all debts are assumed to be paid in full until a default is realized (causing a downward jump in capital). For a brief literature review, see Section 1.2. Focusing on systemic risk, mark-to-market accounting will generally yield a worse outcome for the financial system, as compared to historical price accounting. From a regulatory perspective, if the system is healthy after a valuation adjustment based on our mark-to-market model, it is therefore reasonable to consider it resilient to shocks, as this represents a worst-case scenario for standard accounting rules. Within our framework, this comparison is invariably true in the single maturity setting (see Appendix B.1). In the multiple maturity setting, however, we have to account for the impact of defaults on liquidity and rebalancing of assets which complicates the picture. Nevertheless, the comparison remains valid globally in time if we assume zero recovery and take the rebalancing strategies to be independent of bank performance (see Appendix B.2).

As we will see, a key consequence of marking-to-market is that it creates an avenue for interconnectedness to endogenously affect the volatility of equity returns (beyond the exogenous correlation structure of the banks’ assets). In this regard, the so-called ‘leverage effect’ and the related notion of ‘volatility clustering’ are two important stylized facts (Cont [2001]) that remain debated in the financial literature. Despite the name, Hasanhodzic and Lo [2019] show that the ‘leverage effect’ is very much present even amongst unlevered firms. Moreover, Figlewski and Wang [2001] conclude that it “is really a ‘down-market effect’ that may have little direct connection to firm leverage”, stressing also that there is “striking asymmetry of the ‘leverage effect’ between up and down markets” with “a strong impact on volatility when stock prices fall and a much weaker effect, or none at all, when they rise”. Our model provides a new take on this, highlighting how systemic risk may naturally materialise in volatility clustering and a ‘down market effect’. This arises from dynamically adjusting levels of distress contagion, regulated by an additional endogenous stochastic component to the volatility of bank equity...
determined in equilibrium, accurately reflecting the current probability of future solvency for all members of the system. Due to network effects, the spikes in volatility impact firms regardless of the riskiness of their book, so long as their counterparties have a chance of defaulting.

Finally, by incorporating multiple maturities, our framework leads to an endogenous interbank term structure, whose shape reflects the dynamic nature and severity of systemic risk. Recently, there has been a significant interest in the possibility of predicting future financial crises from current data (see Greenwood et al. [2022], Richter et al. [2021]). In relation to this, Bluwstein et al. [2023] (see also Babecký et al. [2014]) document how the slope of yield curves can have strong predictive power, emphasizing a materially higher risk of a financial crisis when yield curves are negatively sloped even after controlling for recessions (for which yield curves have well-documented predictive power). Holding all else fixed, we demonstrate how an inverted shape of the yield curve for one institution can arise solely from the riskiness of other banks in the system, due to the imminent potential for loss-of-confidence driven contagion. As far as the authors are aware, our proposed multiple maturity model is the first that incorporates a notion of interbank term structures directly within the modeling of systemic risk.

1.2 Related literature on interbank networks

The network of interbank obligations, and the resulting default contagion, has been studied in the seminal works of Eisenberg and Noe [2001], Gai and Kapadia [2010], Rogers and Veraart [2013] in deterministic one-period systems. These static systems have been extended in a number of directions and this remains an active area of research. We refer the interested reader to Glasserman and Young [2016], Weber and Weske [2017] for surveys of the literature.

Dynamic extensions of the works of Eisenberg and Noe [2001], Rogers and Veraart [2013], Gai and Kapadia [2010] have been studied in Capponi and Chen [2015], Ferrara et al. [2016], Kusnetsov and Veraart [2019] in discrete-time settings and Lipton [2016], Itkin and Lipton [2017], Sonin and Sonin [2020], Feinstein and Sajmark [2021], Banerjee et al. [2022] in continuous-time frameworks. All of these cited works, however, implicitly use a historical price accounting rule for interbank assets. That is, all interbank assets are either marked as if the payment will be made in full (prior to maturity or a default) or marked based on the realized payment (after debt maturity or a default). This is in contrast to the mark-to-market accounting used for tradable assets whereby the value of interbank assets would depend on the expected payments (prior to maturity or a default). Such re-marking of interbank assets, ahead of or without actual defaults, leads to a form of distress contagion. Distress contagion in interbank networks is studied
in the work of Veraart [2020] within an Eisenberg–Noe framework. Due to the static nature, the distress contagion imposed in that work comes from exogenous rules; herein our goal is to endogenize the distress contagion by linking it to the current conditional probabilities of future defaults in a dynamic setting.

A natural point of view for our model is that of a central bank or other financial actor wishing to perform a tractable valuation adjustment to understand, today, the full potential for informational contagion within the network going forward, in case (rational) worries about future insolvency and illiquidity were to set in motion a spiral of devaluations. We thus contribute to the literature on network valuation adjustments (e.g., Cossin and Schellhorn [2007], Fischer [2014], Bardoscia et al. [2019], Barucca et al. [2020], Banerjee and Feinstein [2022]) which has focused on a single maturity and which has so far not considered a fully dynamic framework.

Arguably, the work of Bardoscia et al. [2019] comes closest to the framework we develop here. Similarly to our model, in the single maturity setting, they consider a forward-looking notion of contagion with early defaults. However, their default rule only involves the realized capital at the initial time together with exogenous dynamics of the external assets for each bank on its own. Thus, very differently from our framework, asset correlations are irrelevant and the equilibrium valuations are only solved for at the initial time, ignoring dynamic interactions. In fact, their model can be seen to reduce to the static one-period framework of Glasserman and Young [2016] with a particular justification for the choice of valuation functions. Details of this are given in Appendix A. Finally, we wish to stress that the inclusion of multiple maturities is new and that, unlike earlier works, this requires a treatment of not only insolvency but also illiquidity for the endogenous determination of defaults, both present and future.

2 The single maturity setting

In this section, we let all interbank and external obligations have the same given maturity $T$. This allows for a simpler presentation than the multiple maturity setting of Section 3 and it separates out those effects that arise already with a single maturity, due to the endogenous notion of defaults and the dynamic valuation adjustment for the interbank network.

In Sections 2.1 and 2.2 we introduce our model. In Section 2.3 we establish the existence of clearing solutions and provide a characterization in terms of stochastic volatility. In Section 2.4 we derive useful properties and equivalent representations of the clearing solutions. To have a directly implementable model, we focus our analysis on a tractable multinomial tree structure for the randomness in the financial system (see Section 2.3.1). Based on this, Section...
2.5 presents numerical cases studies that highlight key features of the model.

**Remark 2.1.** As briefly discussed above, we note that the related work of [Bardoscia et al. 2019][1] initially considers a continuous time setting, but their model then simplifies to a static problem (see Appendix [A][2]). In particular, there is no system of stochastic processes to simulate and therefore the relevance of a tractable tree structure is not a concern in that work.

### 2.1 A static benchmark model of default contagion

To briefly provide the financial context and to fix ideas, we first discuss a static setting with default contagion due to less than full recovery at defaults, akin to [Gai and Kapadia 2010][3].

Consider a financial system comprised of $n$ banks (or other financial institutions) labeled $i = 1, 2, ..., n$. The balance sheet of each bank is made up of both interbank and external assets and liabilities. Specifically, on the asset side of the balance sheet, bank $i$ holds external assets $x_i \geq 0$ and interbank assets $L_{ji} \geq 0$ for each potential counterparty $j \neq i$ (with $L_{ii} = 0$ so as to avoid self-dealing). On the other side of the balance sheet, bank $i$ has liabilities $\bar{p}_i := \sum_{j=1}^{n} L_{ij} + L_{i0}$ with external liabilities $L_{i0} \geq 0$. We will often denote $x := (x_1, x_2, ..., x_n)^\top \in \mathbb{R}^n_+$, $L := (L_{ij})_{i,j=1}^{n,n} \in \mathbb{R}^{n \times n}_+$, $L_0 := (L_{ij})_{i=1}^{n}, j=0,1,...,n \in \mathbb{R}^{n \times (n+1)}_+$, and $\bar{p} := L_0 1 \in \mathbb{R}^n_+$.

We can now formulate the default contagion problem as follows. Let $P_i \in \{0, 1\}$ be the indicator of whether bank $i$ is solvent ($P_i = 1$) or in default on its obligations ($P_i = 0$). Following a notion of recovery of liabilities, if a bank is in default, it will repay a fraction $\beta \in [0, 1]$ of its obligations. We note that the Rogers–Veraart model ([Rogers and Veraart 2013][4]) is comparable, but with recovery of assets instead. Mathematically, $P \in \{0, 1\}^n$ solves the fixed point problem

$$P = \psi(P) := \mathbb{1}_{\{x + L^\top [P + \beta (1 - P)] \geq \bar{p}\}} = \mathbb{1}_{\{x + L^\top [\beta + (1 - \beta) P] \geq \bar{p}\}},$$

and Tarski’s fixed point theorem yields the following result about its solutions.

**Proposition 2.2.** The set of clearing solutions to (1), i.e., \{ $P^* \in \{0, 1\}^n \mid P^* = \psi(P^*)$ \}, forms a lattice in $\{0, 1\}^n$ with greatest and least solutions $P^\uparrow \geq P^\downarrow$.

To conclude our discussion of the static system, let $P^*$ be an arbitrary clearing solution of (1). The resulting net worths $K^* = x + L^\top [\beta + (1 - \beta) P^*] - \bar{p}$ then provide the difference between realized assets and liabilities. The cash account $V^*$, given by $V^* = (K^*)^+$, provides the assets-on-hand for each institution immediately after liabilities are paid; notably, the cash account equals the net worths if, and only if, the bank is solvent, otherwise it is zero. When measuring systemic risk (see, e.g., [Feinstein et al. 2017][5]), often the value of payments to the external (or

---

[1]: Bardoscia et al. 2019
[2]: Appendix [A]
[3]: Gai and Kapadia 2010
[4]: Rogers and Veraart 2013
[5]: Feinstein et al. 2017
societal) node is desired; herein that value is provided by \( K_0^* = V_0^* = \sum_{i=1}^n L_{i0}[\beta + (1 - \beta)P_i^*] \).

**Remark 2.3.** As mentioned above, throughout this work we consider the case of recovery of liabilities. This notion corresponds to the ‘recovery of face value’ accounting rule in the corporate bond literature (see, e.g., Guo et al. [2008], Hilscher et al. [2021]). The recovery of assets case, as in Rogers and Veraart [2013], could be considered instead. We restrict ourselves to the recovery of liabilities because this formulation has been shown to “provide a better approximation to realized recovery rates” (Hilscher et al. [2021]) compared to the recovery of assets formulation.

### 2.2 The dynamic model and its balance sheet construction

Departing from the static setting of the previous subsection, we now consider the problem of deriving an appropriate dynamic model with a mark-to-market valuation of interbank claims.

Consider, first, the banking book for bank \( i \). As in Section 2.1, the bank holds two types of assets: *interbank assets* \( \sum_{j=1}^n L_{ji} \) where \( L_{ji} \geq 0 \) is the total obliged from bank \( j \) to \( i \) (with \( L_{ii} = 0 \)), and *external assets* \( x_i \). Furthermore, the bank has liabilities \( \bar{p}_i = \sum_{j=1}^n L_{ij} + L_{i0} \) due at a future time \( T \), where \( L_{i0} \geq 0 \) is the *external obligations* of bank \( i \). The external assets are held in liquid and marketable assets so that, distinct from Section 2.1, their current value \( x_i(t) \) fluctuates over time. We thus model \( x_i = (x_i(t))_{t \in T} \) as a stochastic process adapted to a given filtration \((\mathcal{F}_t)_{t \in T}\) on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The precise probabilistic setup is introduced in Section 2.3. Throughout, we assume a constant risk-free rate \( r \geq 0 \) used for discounting all obligations. The current book value of capital, discounted appropriately, is then

\[
x_i(t) + e^{-r(T-t)} \sum_{j=1}^n L_{ji} - e^{-r(T-t)} \bar{p}_i.
\]

However, depending on the probability of default, the interbank assets will not be valued at their (discounted) face value, but instead at some intrinsic mark-to-market value which we denote by \( p_{ij}(t) \) at time \( t \). Figure 1 provides a visual depiction of both the book values and the realized balance sheet for an arbitrary bank \( i \) in the financial system.

Let \( P_j(T, \omega) \in \{0,1\} \), for \( \omega \in \Omega \), denote the realized indicator of solvency for bank \( j \) at the maturity time \( T \). Within our stylized balance sheet construction, the key modelling choice is then to let the mark-to-market values of the obligations from bank \( j \) to \( i \) be given by \( p_{ij}(t) := e^{-r(T-t)} L_{ji}(\beta + (1 - \beta)\mathbb{E}[P_j(T) | \mathcal{F}_t]) \), where \( \beta \in [0,1] \) is the recovery rate. Defining \( P_j(t) := \mathbb{E}[P_j(T) | \mathcal{F}_t] \) as bank \( j \)'s (conditional) probability of solvency at maturity, as measured
at time $t$, we can write these mark-to-market values as

$$p_{ji}(t) = e^{-r(T-t)} L_{ji} (\beta + (1 - \beta) P_j(t)),$$

which we note belong (almost surely) to the intervals $e^{-r(T-t)} L_{ji} \times [\beta, 1]$. In this way, the realized balance sheet for bank $i$ has (possible) write-downs in the value of assets and, correspondingly, the realized capital of bank $i$ at time $t$ is therefore given by

$$K_i(t) = x_i(t) + e^{-r(T-t)} \sum_{j=1}^{n} L_{ji} (\beta + (1 - \beta) P_j(t)) - e^{-r(T-t)} \bar{p}_i.$$  

(3)

It remains to clarify how insolvency is determined. As in the static setting of Section 2.1, we equate solvency to positive capital. In our dynamic setup, bank $i$ will thus default on their obligations at the first time their realized capital drops below zero, i.e., at the stopping time

$$\tau_i := \inf \{ t \in T \mid K_i(t) < 0 \},$$

(4)

for $K_i$ given by (3), where we now have $P_i(t) = E[P_i(T) \mid F_t] = \mathbb{P}(\tau_i > T \mid F_t)$. In particular, defaults can occur before obligations are due. This may be due to regulatory constraints as in the introductory discussion, or, more classically, it can be due to safety covenants as in Black and Cox [1976], Leland [1994]. Alternatively, in the context of endogenously determined defaults, we may say that the shareholders of bank $i$ would choose to default if expected bank assets become worth less than the liabilities; by declaring bankruptcy, these shareholders
are able to increase their risk-neutral utility as zero capital is preferred to negative expected return.

**Remark 2.4.** \((3)-(4)\) amounts to a fixed point problem in the pricing of \(n\) coupled digital down-and-out barrier options: each \(P_i(t)\) is the current value of the digital barrier option with maturity \(T\) and a payoff given by \$1 if the capital \(K_i\) never drops below zero or \$0 otherwise.

The equilibrium pricing scheme \((3)-(4)\) may be seen as a network valuation adjustment that can be performed by a regulator or supervisor to obtain a notion of a lower bound on the health of the firms in the financial system. Under normal market conditions, the probability of contagion is vanishingly low, so firms would operate essentially without any adjustments. However, following a financial shock or a sudden drop in confidence, the contagious effects—captured here by spiralling mark-to-market losses—could be detrimental. Our framework makes this precise, showing how losses in confidence concerning future solvency can propagate through a given financial system, and it quantifies how severe the expected outcome may be today (or at any later time conditional on given realisations of the external assets). That this yields a natural lower bound for the health of the system is established in Appendix B.1.

Within our balance sheet construction, we have, so far, focused exclusively on direct links between the banks given by their interbank liabilities. However, as in Glasserman and Young [2016], one could also interpret each \(L_{ij}\) as a more general (indirect) link, measuring how exposed one believes bank \(j\) is to worries about the future solvency of bank \(i\), e.g. due to similarities between the two banks’ operations and their general circumstances, or because bank \(j\) is perceived as vulnerable to worries about other banks in general. Returning to our introductory discussion of SVB and the 2023 banking crisis, such a setup could model the distress contagion seen in the U.S. system as well as the global spillover, including the collapse of the already vulnerable Credit Suisse. Naturally, as with the typically unobservable interbank positions, any indirect links would need to be estimated or calibrated to data in some way, but this lies beyond the scope of the present work.

**Remark 2.5.** Note that our solvency-based default rule implicitly covers the liquidity problem as well, since bank \(i\) can cover its liabilities at maturity if and only if the realized capital at \(T\) is nonnegative. In the multiple maturity setting of Section 3, liquidity is distinct from solvency and will be modelled explicitly. If only the liquidity problem is desired, the default times can be reformulated to \(\tau_i = T + 1\{K_i(T)\geq 0\}\), i.e., bank \(i\) is in default if and only if it has insufficient capital at maturity to cover its obligations, akin to Banerjee and Feinstein [2022].
Remark 2.6. Throughout this work we assume that the interbank network is fixed even as the mark-to-market value of obligations can fluctuate. As we assume all valuations are taken w.r.t. the risk-neutral measure $\mathbb{P}$, and under the assumption that banks are risk-neutral themselves, in equilibrium the banks have no (expected) gains by altering the network structure by buying or selling interbank obligations. Moreover, in reality, these interbank markets may not be liquid; therefore, transacting to buy or sell interbank debt could be accompanied by transaction costs and price slippage which discourage any such modifications to the network.

2.3 Mathematical formalism and clearing solutions

We now present the precise mathematical formalism for the clearing problem derived above, and we then deduce the existence of minimal and maximal equilibria. Moreover, we present the characterization of this problem in terms of an endogenously determined stochastic volatility effect, as discussed in the introduction. All proofs are postponed to Appendix C.

2.3.1 Multinomial tree structure for the stochasticity

With a view towards the numerical implementation of our model, we assume that the randomness of the financial system obeys a multinomial tree structure. This applies both to the single maturity setting, considered here, and to the multiple maturity version studied in Section 3.

To be precise, throughout we shall work on a finite filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t=0}^T, \mathbb{P})$ with times $0 =: t_0 < t_1 < \ldots < t_\ell := T$, $\mathcal{F}_0 = \{\emptyset, \Omega\}$, and $\mathcal{F}_T = \mathcal{F} = 2^\Omega$. In this way we can equate the times $T = \{t_0, t_1, \ldots, t_\ell\}$ with the time steps of the tree $\{0, 1, \ldots, \ell\}$. Following the notation from Feinstein and Rudloff [2017], we let $\Omega_t$ be the set of atoms of $\mathcal{F}_t$, and, for any $\omega_t \in \Omega_t$, we denote the successor nodes by $S(\omega_t) := \{\omega_t+1 \in \Omega_{t+1} \mid \omega_t+1 \subseteq \omega_t\}$. To simplify notation, let $\mathcal{L}_t := L^\infty(\Omega, \mathcal{F}_t, \mathbb{P}) = \mathbb{R}^{||\Omega_t||}$ denote the space of $\mathcal{F}_t$-measurable random variables. We use the convention that for an $\mathcal{F}_t$-measurable random variable $x \in \mathcal{L}_t$, we denote by $x(\omega_t)$ the value of $x$ at node $\omega_t \in \Omega_t$, that is $x(\omega_t) := x(\omega)$ for some $\omega \in \omega_t$ chosen arbitrarily.

For a financial system with $n$ banks, a multinomial tree with $n+1$ branches at each node permits us to efficiently encode a full correlation structure on the external asset processes. We let $(\Omega^n, \mathcal{F}^n, (\mathcal{F}^n_\Delta t)_{t=0}^{T/\Delta t}, \mathbb{P}^n)$ denote the filtered probability space corresponding to such a multinomial tree with constant time steps $\Delta t > 0$. (For simplicity, we assume throughout that $T$ is divisible by the time step $\Delta t$.) As there are $n+1$ branches at each node within this tree, $|\Omega^n_t| = (n+1)^{t/\Delta t}$ at each time $t = 0, \Delta t, \ldots, T$ with equal probability $\mathbb{P}^n(\omega^n_t) = (n+1)^{-t/\Delta t}$ for any $\omega^n_t \in \Omega^n_t$. Because of the regularity of this system, we will index the atoms at time $t$ as
\( \omega_{n,j} \in \Omega_{n} \) for \( i = 1, 2, \ldots, (n+1)^{t/\Delta t} \). Similarly, we can encode the successor nodes automatically as \( \mathcal{S}(\omega_{n,i}) = \{ \omega_{t+\Delta t, j} | j \in (n+1)(i-1) + \{1, \ldots, n+1\} \} \) for any time \( t \) and atom \( i \).

In our numerical case studies, we shall work with a suitable geometric random walk \( x := (x(0), x(\Delta t), \ldots, x(T)) \in \prod_{t=0}^{T/\Delta t} \mathbb{L}_{\Delta t}^{n} \) on \( (\Omega^{n}, \mathcal{F}^{n}, (\mathcal{F}_{t,\Delta t}^{n})_{t=0}^{T/\Delta t}, \mathbb{P}^{n}) \), giving the time \( t \) value of the external assets \( x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \). Following the construction in [He 1990], we take \( \sigma = (\sigma_1, \ldots, \sigma_n) \in \mathbb{R}^{n \times n} \) to be a nondegenerate matrix encoding the desired covariance structure \( C = \sigma^2 \). The \( k^{th} \) element \( x_k \) can then be defined recursively by

\[
x_k(t + \Delta t, \omega_{t+\Delta t, (n+1)(i-1)+j}) = x_k(t, \omega_{n,i}) \exp \left( r - \frac{\sigma_{kk}^{2}}{2} \right) \Delta t + \sigma_{k} \hat{\epsilon} \sqrt{\Delta t} \tag{5}
\]

for some initial point \( x_k(0, \Omega^n) \in \mathbb{R}_{++}^{n} \) and such that \( \hat{\epsilon} = (\hat{\epsilon}_1, \ldots, \hat{\epsilon}_{n+1}) \in \mathbb{R}^{n \times (n+1)} \) is generated from an \( (n+1) \times (n+1) \) orthogonal matrix as in [He 1990].

### 2.3.2 Clearing solutions: existence and non-uniqueness

We formulate our search for clearing solutions as an equilibrium problem that is jointly on the net worths \( (K = (K_1, \ldots, K_n)^T) \), survival probabilities \( (P = (P_1, \ldots, P_n)^T) \), and default times \( (\tau = (\tau_1, \ldots, \tau_n)^T) \). By convention, and without loss of generality, we will set \( \tau_i(\omega) := T + 1 \) if bank \( i \) does not default for the realisation \( \omega \in \Omega \). We can, thus, take the domain for our equilibrium problem to be the complete lattice

\[
\left\{(K, P, \tau) \in \left( \prod_{t=0}^{T/\Delta t} \mathbb{L}_{\Delta t}^{n} \right)^2 \times \{t_0, t_1, \ldots, t_T, T+1\}^{\mathbb{R} \times \mathbb{N}} \right\} | \forall t = t_0, t_1, \ldots, t_T : \\
\mathbb{K}(t) \in x(t) + e^{-r(T-t)} \left( \{0, L_T^1\} - \mathbb{P} \right) \\
\mathbb{P}(t) \in \{0, 1\}
\]

which we denote by \( \prod^T \). The corresponding clearing system is then mathematically constructed by means of the mapping \( \Psi^T : \prod^T \rightarrow \prod^T \) given by

\[
\Psi^T(K, P, \tau) := (\Psi^T_K(t_i, P(t_i)), \Psi^T_P(t_i, \tau), \Psi^T_{\tau}(K))_{i=0}^T
\]

\[
\begin{align*}
\Psi^T_{K_i}(t_i, P) & := x_i(t) + e^{-r(T-t)} \sum_{j=1}^{n} L_{ji} (\beta + (1-\beta) \hat{P}_j) - e^{-r(T-t)} \hat{P}_i \\
\Psi^T_{P_i}(t, \tau) & := \mathbb{P}(\tau_i > T | \mathcal{F}_t) \\
\Psi^T_{\tau_i}(K) & := \inf\{t \in \mathbb{T} | K_i(t) < 0\}
\end{align*}
\]

A clearing solution \( (K^*, P^*, \tau^*) \) to our equilibrium problem is defined as a fixed point of \( \Psi^T \) defined by \( \Psi \). Existence of clearing solutions is guaranteed by the following result.
Theorem 2.7. The clearing solutions \( \{(K^*, P^*, \tau^*) \in \mathbb{D}^T \mid (K^*, P^*, \tau^*) = \Psi^T(K^*, P^*, \tau^*)\} \) to form a lattice in \( \mathbb{D}^T \) with greatest and least solutions \((K^\uparrow, P^\uparrow, \tau^\uparrow)\). \(\blacksquare\)

As we show next, there will generally not be a unique clearing solution. However, the maximal clearing solution is, of course, unique by definition. This is the most conservative and, arguably, the most economically meaningful. Hence it is the one we focus on throughout.

Proposition 2.8. The equilibrium problem \(\blacksquare\) exhibits non-uniqueness of clearing solutions.

We shall establish this claim by way of a simple, illustrative example on a binomial tree. For the particular setting, we can explicitly construct multiple non-trivial clearing solutions, including the (distinct) maximal and minimal solutions.

Example 2.9. Consider a 2 bank (plus society node) system with zero risk-free rate \(r = 0\) and zero recovery \(\beta = 0\). At maturity \(T = 1\) (with \(\ell = 1\)), there are two possible states of the world: \(x(T, \omega_1) = (1.9, 1.3)^T\) and \(x(T, \omega_2) = (1.3, 1.9)^T\). Let \(P(\omega_1) = P(\omega_2) = 1/2\) with \(\Omega = \{\omega_1, \omega_2\}\). At the initial time, we assume the external assets follow the risk-neutral valuation, \(x(0, \Omega) = (1.6, 1.6)^T\). Finally, at maturity \(T = 1\), the network of obligations is given by

\[
L_0 = \begin{pmatrix}
1 & 0 & 1 \\
1 & 1 & 0
\end{pmatrix}
\]

where the first column gives the external obligations. We identify four clearing solutions. The first, the maximal solution, \((K^{(1,1)}, P^{(1,1)}, \tau^{(1,1)})\) experiences no defaults, \(\text{i.e.,}\)

\[
K^{(1,1)}_1 = (0.6, (0.9, 0.3)) \quad \text{and} \quad K^{(1,1)}_2 = (0.6, (0.3, 0.9)),
\]

\[
P^{(1,1)}_1 = (1, (1, 1)) \quad \text{and} \quad P^{(1,1)}_2 = (1, (1, 1))
\]

\[
\tau^{(1,1)}_1 = (2, 2) \quad \text{and} \quad \tau^{(1,1)}_2 = (2, 2).
\]

The other extreme solution, \((K^{(0,0)}, P^{(0,0)}, \tau^{(0,0)})\) has all banks default in every state, \(\text{i.e.,}\)

\[
K^{(0,0)}_1 = (-0.4, (-0.1, -0.7)) \quad \text{and} \quad K^{(0,0)}_2 = (-0.4, (-0.7, -0.1)),
\]

\[
P^{(0,0)}_1 = (0, (0, 0)) \quad \text{and} \quad P^{(0,0)}_2 = (0, (0, 0))
\]

\[
\tau^{(0,0)}_1 = (0, 0) \quad \text{and} \quad \tau^{(0,0)}_2 = (0, 0).
\]

Finally, the other two clearing solutions, \((K^{(1,0)}, P^{(1,0)}, \tau^{(1,0)})\) and \((K^{(0,1)}, P^{(0,1)}, \tau^{(0,1)})\), are

\(\text{2Recall } \tau_i(\omega) = T + 1 \text{ if bank } i \text{ does not default on } \omega.\)
symmetric, so we only provide one below:

\[ K_{11}^{(1,0)} = (0.1, 0.9, -0.7) \quad \text{and} \quad K_{12}^{(1,0)} = (0.1, 0.3, -0.1), \]
\[ F_{11}^{(1,0)} = (0.5, 1, 0) \quad \text{and} \quad F_{22}^{(1,0)} = (0.5, 1, 0) \]
\[ \tau_1^{(1,0)} = (2, 1) \quad \text{and} \quad \tau_2^{(1,0)} = (2, 1). \]

### 2.3.3 The stochastic volatility effects of distress contagion

We now turn to the equilibrium effect of distress contagion on the volatility of bank capital. For concreteness, we shall focus on external assets that follow (correlated) geometric random walks on a multinomial tree, as defined by \( [5] \). With the notation of Section \( 2.3.1 \) let \( (\Omega^n, F^n, (F^n_{t=0}^{T/\Delta t}, \mathbb{P}^n) \) denote the filtered probability space (where \( n \) is number of banks and \( \Delta t \) is the size of each time step). To express the dynamics of a stochastic process, say \( y \), we write \( \Delta y(t) := y(t + \Delta t) - y(t) \) for the forward increment at each time \( t \in \{0, \ldots, T - \Delta t\} \).

**Proposition 2.10.** Let \( x \) be given by \( [5] \) defined on \( (\Omega^n, F^n, (F^n_{t=0}^{T/\Delta t}, \mathbb{P}^n) \). For any clearing solution \( (K, P, \tau) \) from Theorem \( [5] \) consider the discounted processes \( \tilde{K}(t) := e^{-r t} K(t) \) and \( \tilde{x}(t) := e^{-r t} x(t) \). Then, the clearing solution provides adapted vector processes \( (\theta_j(t))_{t=0}^{T-\Delta t} \), for \( j = 1 \ldots n \), such that the discounted capital of each bank has dynamics of the form

\[
\Delta \tilde{K}_i(t) = \Delta \tilde{x}_i(t) + (1 - \beta) \sum_{j=1}^{n} L_{ji} \theta_j(t)^T \Delta \tilde{x}(t), \quad i = 1, \ldots, n,
\]

subject to initial conditions \( \tilde{K}_i(0) = \tilde{x}_i(0) + e^{-r T} \sum_{j=1}^{n} L_{ji} (\beta + (1 - \beta) \mathbb{P}(\tau_j > T)) - e^{-r T} \tilde{p}_i \) and terminal conditions \( \tilde{K}_i(T) = \tilde{x}_i(T) + \sum_{j=1}^{n} L_{ji} (\beta + (1 - \beta) \mathbb{1}_{\{\tau_j > T\}}) - \tilde{p}_i \) for \( i = 1, \ldots, n \).

The above confirms that the clearing problem amounts to a problem of identifying suitable stochastic volatility processes for the capital \( K = (K_1, \ldots, K_n)^T \). Specifically, (7) shows how our notion of distress contagion induces an additional (endogenous) stochastic component to the volatility of equity returns (expressed in terms of capital \( K \)), as discussed in the introduction.

We can observe the following about each process \( \theta_j \) coming from the exposure of bank \( i \) to the default of its \( j^{th} \) counterparty. If the counterparty \( j \) is healthy at time \( t \) (i.e., \( \tilde{K}_j(t) \) is significantly above zero), then the term \( \theta_j(t)^T \Delta \tilde{x}(t) \) will be negligible independently of \( \Delta \tilde{x}(t) \), highlighting that the additional volatility component \( \theta_j(t) \) is negligible at such times. On the other hand, when the \( j^{th} \) counterparty is distressed (i.e., \( \tilde{K}_j(t) \) is not too far from zero), then even small moves in \( \Delta \tilde{x}(t) \) can have a dramatic effect on \( \theta_j(t)^T \Delta \tilde{x}(t) \), emphasising that the volatility component \( \theta_j(t) \) will be substantial at such times and may in fact be arbitrarily large.
When the increments $\Delta \tilde{x}(t)$ are pushing the capital of unhealthy banks in a negative direction, this effect will be more pronounced. In summary, the dynamics (7) display volatility clustering and a marked ‘down-market effect’ in the form of a positive correlation between higher volatility and negative returns (measured in terms of capital) in a way that is more significant the more stress there is on the system. For a simple illustration, see Figure 2 in Section 2.5.1.

Remark 2.11. We note that, for general multinomial tree structures, one could obtain expressions similar to (7), only of a more abstract form, by e.g. following the arguments of Protter, 2005, Section IV.3 and Ararat and Feinstein, 2021, Section 3.

2.4 Forward-backward representation and dynamic programming

In this section, we consider two useful reformulations of the mathematical model for the clearing problem: the first exploits Bayes’ rule to provide a forward-backward equation that is tractable computationally (Section 2.4.1); the second establishes a dynamic programming principle for the maximal clearing solution (Section 2.4.2). The latter furthermore recovers Markovianity on an extended state space and it forms the basis for our study of multiple maturities in Section 3.

2.4.1 A recursive forward-backward representation

The formulation of the clearing system through $\Psi_T$ in (6) is seemingly complex to compute, due to the need to find the probability of solvency $\Psi_T^P$. Within this section, we derive a backwards recursion that can be used to simplify this computation. To this end, using the notation of Section 2.3.1, we define another mapping $\bar{\Psi}_T : D_T \to D_T$ by

$$\bar{\Psi}_T^T(K, P, \tau) := (\Psi_Q^T(t_l, P(t_l)), \bar{\Psi}_P^T(t_l, P(t_{l+1} \land \ell), \tau), \Psi_T^\tau(K))_{l=0}^\ell$$

$$\bar{\Psi}_{P,i}^T(t_l, \tilde{P}, \tau, \omega_{t_l}) := \begin{cases} \sum_{\omega_{l+1} \in S(\omega_{t_l})} \frac{P(\omega_{l+1}) \tilde{P}(\omega_{l+1})}{P(\omega_{t_l})} & \text{if } l < \ell \\ \mathbb{1}_{\{\tau_l(\omega_T) > T\}} & \text{if } l = \ell \end{cases}$$

for $(K, P, \tau) \in D_T$. This yields an equivalent characterization of clearing solutions, where the conditional default probabilities are computed recursively on the tree backwards in time.

Proposition 2.12. The triple $(K, P, \tau) \in D_T$ is a clearing solution for (6) if and only if it is a fixed point of (8).

We use this result for simulations in Section 2.5 below. We also stress that (8) can be viewed as a fixed point in $P \in \prod_{l=0}^{\ell} \mathbb{R}^{[0,1] \times \Omega_{t_l} \times n}$ only, by explicitly defining the dependence of the net...
worths and default times on the solvency probabilities. In this way, the joint clearing problem in \((K, P, \tau)\) becomes a forward-backward equation in the solvency probabilities \(P\) alone, i.e.,

\[
P = \left[ \tilde{\Psi}_P^T(t_i, P(t_{[l+1:]\land l})), \Psi_K^T(\Psi_K(t_k, P(t_k))_{k=0}^l) \right]_{i=0}^l.
\] (9)

We refer to this as a forward-backward equation since \(P \mapsto \Psi_K^T(\Psi_K(t_i, P))\) is calculated forward-in-time while \(\tilde{\Psi}_P^T\) is computed recursively backward-in-time. This is formalized in the following result, whose proof is an immediate consequence of the above remarks and Proposition 2.12.

**Corollary 2.13.** \((K, P, \tau) \in DD^T\) is a clearing solution of (9) if and only if \(P\) is a fixed point of (9) with \(K = \Psi_K^T(t_i, P(t_i))_{i=0}^l\) and \(\tau = \Psi_K^T(\Psi_K(t_i, P(t_i))_{i=0}^l)\).

### 2.4.2 A dynamic programming principle

We can consider the propagation of information forward-in-time by the auxiliary process \(\iota\), valued in \(\{0, 1\}^n\), which keeps track of whether each bank \(i\) has defaulted \((\iota_i = 0)\) or not \((\iota_i = 1)\) up to time \(t_{l-1}\) when being used as an input for the subsequent time \(t_l\).

We then define \(\hat{\Psi}^T : I \to L^T \times L^T\) on \(I := \{ (t_l, \iota) \mid l \in \{ 0, 1, \ldots, \ell \}, \iota \in \{ 0, 1 \}^{[\Omega_{[l-1]}] \times n} \}\) (with \(\hat{\Psi}^T(t, \iota) \in DD^T(t) := \{ (K(t), P(t)) \mid (K, P, T1) \in DD^T \}\) for any time \(t\) by

\[
\hat{\Psi}^T(t_l, \iota) := \left( \begin{array}{c}
\hat{\Psi}_K(t_l, \iota) \\
\hat{\Psi}_P(t_l, \iota)
\end{array} \right)
\] (10)

\[
= \begin{cases}
\text{FIX}_{(K, P) \in DD^T(t_l)} & \left( \begin{array}{c}
\frac{\Psi_K^T(t_l, \tilde{P})}{\Psi_K(t_l, \tilde{P})} \\
\Psi_K^T(T, \tilde{P}) \\
\text{diag}(\iota) \mathbb{1}_{\{K \geq 0\}}
\end{array} \right)_{\omega_{\iota} \in \Omega_{t_l}} \\
\text{FIX}_{(K, P) \in DD^T(T)} & \iff l = \ell
\end{cases}
\]

where FIX denotes the operator which returns the maximal fixed point. Crucially, \(\hat{\Psi}^T(t, \iota)\) is well-defined since the maximal fixed point exists for every time \(t\) and any set of solvent banks \(\iota\).

**Proposition 2.14.** \(\hat{\Psi}^T(t, \iota)\) is well-defined for every \((t, \iota) \in I\), i.e., the maximal fixed point exists (and is unique) for any combination of inputs.

The above formulation provides a dynamic programming principle for the maximal clearing solution. Indeed, we have the following result.
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Proposition 2.15. Let \((K, P)\) be the realized solution from \(\hat{\Psi}^T(0, 1)\), i.e., \((K(0, \omega_0), P(0, \omega_0)) = \hat{\Psi}^T(0, 1, \omega_0)\) and \((K(t_l, \omega_{t_l}), P(t_l, \omega_{t_l})) = \hat{\Psi}^T(t_l, \mathbb{1}_{\{\inf_{k<l} K(t_k, \omega_{t_k}) \geq 0\}} \omega_{t_l})\) for every \(\omega_{t_l} \in \Omega_{t_l}\) and \(l = 1, 2, ..., \ell\). Then \((K, P, \Psi^T(K))\) is the maximal fixed point to (6).

We stress that it is this characterization that allows us to extend the model to multiple maturities in Section 3. Moreover, it confirms that, in an extended state space, the model has a Markovian structure in the following sense.

Corollary 2.16. Consider Markovian external assets \(x(t_l) = f(x(t_{l-1}), \tilde{\epsilon})\) for independent perturbations \(\tilde{\epsilon}\) in the notation of Section 2.3.1. Let \((K, P)\) be the realized solution from \(\hat{\Psi}^T(0, 1)\) with solvency process \(\iota(t_l) := \prod_{k=0}^{l-1} \mathbb{1}_{\{K(t_k) \geq 0\}}\). Then the joint process \((x, K, P, \iota)\) is Markovian.

We note that it is not at all clear if one can recover Markovianity for just the capital and the indicator of defaults, i.e., the pair \((K, \iota)\). In fact, we suspect this will not be true in general. However, the above at least confirms that, for the maximal clearing solution, the triple \((K, P, \iota)\) is Markovian provided the external assets \(x\) are Markovian.

2.5 Realized dynamics and asset correlation: two case studies

Throughout this section, we let the external assets \(x\) undergo a geometric random walk on a multinomial tree \((\Omega_n, F^n, (F^n_t)_{t=0}^{T/\Delta t}, P^n)\), as given by the construction (5). We then define the discounted assets \(\tilde{x}(t, \omega^n_t) := \exp(-rt)x(t, \omega^n_t)\), for every time \(t\) and state \(\omega^n_t \in \Omega^n_t\). One can check that these discounted asset values \(\tilde{x}\) are martingales for \((F^n_t)_{t=0}^{T/\Delta t}\).

We shall consider two simple case studies to demonstrate key aspects of our single maturity model. First, we will present sample paths of the clearing solution to investigate the dynamic contagion mechanism in practice. Second, we will vary the exogenous part of the correlation structure between banks in order to investigate the sensitivity to this model input. For simplicity, we assume zero recovery (i.e., \(\beta = 0\)) throughout these case studies so that we are aligned with the Gai–Kapadia setting (Gai and Kapadia [2010]).

2.5.1 Realized dynamics

Consider an illustrative two bank (plus society node) system with zero risk-free rate \(r = 0\). We take the terminal time to be \(T = 1\) year with time steps \(\Delta t = 1/12\) (i.e., 1 month). At the maturity \(T\),

\[
L_0 = \begin{pmatrix}
0.5 & 0 & 1 \\
0.5 & 1 & 0
\end{pmatrix}
\]
specifies the network of obligations, where the first column gives the external liabilities. The external assets have the same variance $\sigma^2 = 0.25$ with a correlation of $\rho = 0.5$. Both banks begin with $x_i(0) = 1.5$ in external assets for $i \in \{1, 2\}$. We use the forward-backward formulation (8) to compute the clearing capital $K$ and probabilities of solvency $P$. Figure 2 displays a single sample path of the external assets $x(\omega)$, capital $K(\omega)$, and probabilities of solvency $P(\omega)$.

Figure 2: A sample path of the external assets $x$, capital $K$, and probabilities of solvency $P$ for two banks. Bank 1 is displayed in blue and bank 2 in red. Our model yields the solid lines. Dashed lines indicate historical price accounting (given by the clearing problem in Appendix B.1).

Under our model's forward-backward dynamics, bank 2 (in the solid red line) defaults on its obligations at time $t = 7$ months, while bank 1 (in the solid blue line) remains solvent until maturity. This is clearly seen in both Figure 2b of capital and Figure 2c of the probability of solvency. Notably, even at time $t = 7$ months, bank 2’s external assets are approximately $x_2(7 \text{ months}) \approx 0.821$; this means that, without considering distress contagion (i.e., via historical price accounting, as indicated with the dashed lines) bank 2 would not be in default. This demonstrates the dynamic impact of our endogenous distress contagion: along the given path, bank 1 does not default, yet the possibility that it fails to repay its obligations due to uncertainty in the future drives down the capital of bank 2 (as interbank assets are marked down) enough so that it is driven into insolvency. Thus, a doom loop type of distress contagion from bank 1 to itself over time (via solvency contagion in unrealized paths of the tree) ultimately leads to actual default contagion. Since, in this case, a default is actualized, the capital of bank 1 remains depressed. Had bank 2 instead survived the distress, due to a better realization of its external assets from $t = 6$ months onwards, then the capital of bank 1 would recover.

Finally, note that Figures 2a and 2b illustrate how the distress contagion induces volatility clustering in the form of a down market effect. Indeed, relative to the assets or historical price accounting values, the capital of both banks displays additional downside volatility during the distress leading to bank 2’s failure.
2.5.2 Non-monotonic dependence on exogenous asset correlation

Consider again the simple \( n = 2 \) bank network of Section 2.5.1. Rather than studying a single sample path of this system, we will instead vary the correlation \( \rho \in (-1,1) \) to emphasize the nontrivial sensitivity to (exogenous) asset correlations. As we only investigate the behavior of the system at the initial time \( t = 0 \), and because the system is symmetric, throughout this case study we will, without loss of generality, only discuss bank 1. In addition, within this case study, we explore the implications of three different modelling frameworks: (i) the mark-to-market system introduced herein; (ii) the corresponding model with historical price accounting rules considered in Appendix B.1; and (iii) a system without interbank obligations.

![Graphs showing the probability of solvency and default](image)

(a) The probability of solvency \( P_1(0) \) at time \( t = 0 \) for bank 1.

(b) The probability of one or both banks being in default as measured at time \( t = 0 \) under mark-to-market accounting.

Figure 3: Section 2.5.2. The impact of the correlation \( \rho \in (-1,1) \) between the external asset values on health of the financial system as measured by probabilities of solvency/default.

The probability of solvency \( P_1(0) \) at time \( t = 0 \) as a function of the correlation \( \rho \) between the banks’ external assets is provided in Figure 3a; we wish to note that, due to the construction of this network, \( K_1(0) = P_1(0) \). Notably, the response of the probability of solvency to \( \rho \) follows a staircase structure. This structure is due to the discrete nature of the tree model considered within this work. Specifically, because of the discrete time points and asset values, for a branch of the tree to move sufficiently to cause a bank to move from solvency into default (or vice versa) requires a sufficient change in the system parameters (e.g., the correlation); once such a sufficient change occurs to the tree, due to the possibility of contagion across time and between banks, there can be knock-on effects that generate large jumps in the health of the financial system. These probabilities of solvency can be compared to the probability of solvency without consideration for either distress contagion (i.e., using historical price accounting) or the
interbank network (i.e., setting $L_{12} = L_{21} = 0$). Without an interbank network there is no avenue for contagion within this system and, as such, bank 1 is solvent in more scenarios under this setting. In fact, the only influence that the asset correlations $\rho$ have in this no-interbank network setting is due to the construction of the multinomial tree. Furthermore, when distress contagion is neglected with the use of historical price accounting, the probability that bank 1 is solvent is nearly equal to the no-interbank network setting. This implies that distress contagion can dominate, and exacerbate, the default contagion that is more commonly considered.

In Figure 3b, we investigate the probability of defaults. For this we take the view of a regulator who would be concerned with the number of defaults but not which institution is failing. The blue solid line displays the probability that at least one of the banks will default (as measured at time $t = 0$). As with the probability that bank 1 is solvent $P_1(0)$, this has a step structure that is non-monotonic in the correlation $\rho$. The yellow dashed line displays the probability that both banks will default (as measured at time $t = 0$). Here we see that, though there is roughly a 7% chance that there is a default in the system when $\rho \approx -1$, there is no possibility of a joint default when the banks’ external assets are highly negatively correlated. As the correlation increases, so does the likelihood of contagion in which both banks default (up until the banks default simultaneously, without the need for contagion, if $\rho = 1$).

The above observations stand in stark contrast to the related network valuation adjustment considered in Bardoscia et al. [2019] where any correlation of the external assets has no bearing on the individual solvency probabilities (it can be seen from (13) in Appendix A that these only depend on the variances of the external assets, not their covariances). Furthermore, the non-monotonicity exhibited here is very different from the behaviour of another related network valuation adjustment studied in Banerjee and Feinstein [2022]. In their static setting, based on the Eisenberg–Noe clearing model (Eisenberg and Noe [2001], Rogers and Veraart [2013]), the comonotonic scenario (i.e., $\rho = 1$) is found to yield the worst outcome. With our dynamic distress contagion mechanism, we find that this no longer holds. At first, we observe a general downward trend in the probability of solvency with the highest probability occurring near $\rho \approx -1$. When the correlations are highly negative, for one bank to be in distress (through the downward drift of its external assets) directly means the other bank has a large surplus; in this way the interbank assets act as a diversifying investment to reduce the risk of default. However, in contrast to the initial downward trend, we see the opposite trend from $\rho \approx 1/3$ with significant upward jumps after $\rho \approx 2/3$. 
3 The multiple maturity setting

For the remainder of the paper, we wish to allow for obligations to be due at multiple times. More precisely, at each maturity time \( t_l \), there will be a given network of obligations \( L_{t_l} \). Beyond this, the balance sheets are constructed according to the same principles as in Section 2.2.

Multiple maturity models of default contagion, extending the Eisenberg–Noe framework, have recently been studied in the two-period model of Kusnetsov and Veraart [2019] and the multi-period model of Banerjee et al. [2022], both relying on historical price accounting. As in those works, we enforce the rule that if a bank defaults on a given obligation, then it also defaults on all subsequent obligations. To determine a default, we note that we will now need to distinguish between solvency and liquidity, as a bank may have positive capital yet be unable to satisfy its short-term obligations in stark contrast to the single maturity setting.

In Section 3.1 we derive the balance sheets for each bank in the system, focusing on the new considerations that appear when multiple maturities are included. Section 3.2 provides the mathematical formalism and establishes the existence of clearing solutions. Rather than providing detailed equivalent forward-backward and dynamic programming formulations, we only comment on how such models can be presented in this setting. In Section 3.4 we use the model to study the implications of systemic risk on the term structures for interbank liabilities. The proofs for all mathematical results are presented in Section C.2.

3.1 The balance sheet construction behind our model

Following the balance sheet constructed within Section 2.2, but with minor modification, banks hold three types of assets at time \( t_l \): external risky assets \( x_i(t_l) \in L_{t_l} \), external risk-free assets, and interbank assets \( \sum_{j=1}^n L_{ji}^k \) at time \( t_k \) with \( k > l \) where \( L_{ji}^k \geq 0 \) is the total obliged from bank \( j \) to \( i \) at time \( t_k \) \( (L_{ii}^k = 0 \) so as to avoid self-dealing). Notably, as the bank may have received interbank payments at time \( t_k \) with \( k \leq l \) as well, the bank may have assets held in the risk-free asset. Specifically, at time \( t_l \), the bank can split its cash holdings between its external risky and risk-free assets so that the (simple) return from time \( t_l \) to \( t_{l+1} \) is:

\[
R_i(t_{l+1}, \alpha_i(t_l)) := \left[ e^{r(t_{l+1}-t_l)\alpha_i(t_l)} + \frac{x_i(t_{l+1})}{x_i(t_l)}(1 - \alpha_i(t_l)) \right] - 1
\]

where \( \alpha_i(t_l) \in L_{t_l} \) provides the fraction of the cash account invested at time \( t_l \) in the risk-free asset and, accordingly, \( 1 - \alpha_i(t_l) \) is the fraction of the cash account invested at time \( t_l \) in the risky asset. Throughout, we assume \( \alpha_i(t_l, \omega_{t_l}) \in [0, 1] \) so that bank \( i \) is long in both assets. The
bank has liabilities \( \sum_{j=1}^{n} L_{ij}^k + \sum_{j=0}^{\ell} L_{ij}^0 \) at time \( t_k \) where \( L_{ij}^k \geq 0 \) denotes the external obligations of bank \( i \) at time \( t_k \). To simplify the expressions below we will define \( L_{ij}^0 = 0 \) for all times \( t_i \); furthermore to avoid the need to consider defaults due to the initial setup of the system, we will assume \( L_{ij}^0 = 0 \) for all pairs of banks \( i, j \) so that no obligations are due at time \( t_0 = 0 \).

As in Remark 2.6, we assume the interbank network is fixed. As such even though Remark 3.1. 

\[ P \]
future interbank assets have a value determined by dynamically adjusting write-downs that yield a realized net worth at time \( t \) any recovery of defaulting assets at time \( t \) is solvent at \( t \). Defining \( V_i(t) := x_i(t) \). For the valuation of interbank assets, we follow Section 2.2. Thus, the obligation at time \( t \) from bank \( j \) to \( i \) is valued as \( p_{ji}(t, t) := e^{-r(t_k-t_i)}L_{ij}^k(\beta + (1-\beta)\mathbb{E}[P_j(t_k, t_k) \mid \mathcal{F}_k]) \) taking value (almost surely) in the interval \( e^{-r(t_k-t_i)}L_{ij}^k \times [\beta, 1] \) where \( P_j(t_k, t_k, \omega_{tk}) \) is the realized indicator of solvency for bank \( j \) at time \( t_k \). Defining \( P_j(t, t_k) := \mathbb{E}[P_j(t_k, t_k) \mid \mathcal{F}_k] \) as the (conditional) probability of solvency for obligations with maturity at time \( t \) as measured at time \( t \), we have \( p_{ji}(t_i, t_k) = e^{-r(t_k-t_i)}L_{ij}^k(\beta + (1-\beta)P_j(t_i, t_k)) \). In this way, the realized balance sheet for bank \( i \) has dynamically adjusting write-downs that yield a realized net worth at time \( t \) of

\[ K_i(t) = V_i(t) + \beta \sum_{j=1}^{n} L_{ij}^1 \mathbb{1}_{\{j \text{ defaults at } t_i\}} + \sum_{k=1}^{\ell} e^{-r(t_k-t_i)} \sum_{j=0}^{\ell} [L_{ij}^k(\beta + (1-\beta)P_j(t_k, t_k)) \mathbb{1}_{\{j \text{ did not default before } t_i\}} - L_{ij}^k]. \]

**Remark 3.1.** As in Remark 2.6 we assume the interbank network is fixed. As such even though future interbank assets have a value determined by \( P \), these assets are treated as nonmarketable
and cannot be used to increase short-term liquidity as encoded in the cash account. Notably, ignoring the effects of changing the network structure, if these interbank assets are treated as both liquid and marketable then the cash account $V$ would be identical to $K$.

In contrast to the single maturity setting, a default can now be due to either insolvency (if the net worth drops below zero) or illiquidity (if the bank cannot meet its obligations with its current cash account). That is, bank $i$ will default at the stopping time $\tau_i$ given by

$$\tau_i := \inf\{t \in T \mid \min\{K_i(t), V_i(t)\} < 0\}$$

so that default occurs at the first time that either the realized capital or cash account become negative. This type of default condition has also been studied in [Feinstein and Sojmark 2021], [Banerjee et al. 2022], but for very different balance sheet constructions.

**Remark 3.2.** As in Remark 2.5, if we only wish to model illiquidity, then the default time can be reformulated to $\tau_i = \inf\{t \in T \mid V_i(t) < 0\}$ in terms of the cash account alone.

**Example 3.3.** We highlight here three meaningful levels of the rebalancing parameter $\alpha_i$:

- If $\alpha_i^0(t_l) := 0$, bank $i$ reinvests its entire cash account into the external asset $x_i$ at time $t_l$.
- If $\alpha_i^1(t_l) := 1$, bank $i$ will move all of its investments into the risk-free bond at time $t_l$; this includes any prior investment in the external asset $x_i$. Though this is feasible in our setting, we generally consider this to be an extreme scenario.
- If $\alpha_i^L(t_l) := \left[ \sum_{k=0}^{L_{ij}} e^{r(t_l-t_k)} \sum_{j=0}^{L_{ji}} (L_{ij} \mathbb{1}_{(\tau_j > t_k)} + \beta \sum_{k=0}^{L_{ij}} e^{-r(t_k-t_l)} L_{ij} \mathbb{1}_{(\tau_j = t_k)} - L_{ij}) \right]^{+} / V_i(t_l) + \beta \sum_{k=1}^{n} e^{-r(t_k-t_l)} \sum_{j=1}^{n} L_{ji} \mathbb{1}_{(\tau_j = t_i)}$, then bank $i$ will use its (risky) external asset position to cover any realized net liabilities, but will never increase its external position above its original level (i.e., if bank $i$ has net interbank assets, the external asset position will be made whole and all additional assets are invested in cash). Notably, if bank $i$ is solvent, this rebalancing parameter falls between the prior two cases, i.e., $\alpha_i^L(t_l) \in [0, 1]$.

If $\alpha_i(t_l) < 0$ then, implicitly, bank $i$ is shorting its own external assets; by a no-short selling constraint, we assume this cannot occur. If $\alpha_i(t_l) > 1$ then, similarly, bank $i$ is borrowing at
the risk-free rate solely to purchase additional units of the risky asset; as this would produce new obligations, the study of such a scenario is beyond the scope of this work.

3.2 Mathematical formalism

We can formalize the balance sheet construction as an equilibrium problem that is jointly on the net worths \((K = (K_1, ..., K_n)^T)\), cash accounts \((V = (V_1, ..., V_n)^T)\), survival probabilities \((P = (P_1, ..., P_n)^T)\), and default times \((\tau = (\tau_1, ..., \tau_n)^T)\). As in the single maturity setting, without loss of generality we set \(\tau_i(\omega) := T + 1\) if bank \(i\) does not default on \(\omega \in \Omega\). In contrast to the single maturity setting, we consider a different domain \(\mathbb{D} := \prod_{t=0}^\ell (L_{t_i}^n \times \mathcal{L}_{t_i}^n \times [0, 1])^{(\ell+1)} \times \{t_0, t_1, ..., t_\ell, T + 1\}^{[0, \ell] \times n}\). This specifies that \(K, V\) are adapted processes, \(P\) is a collection of adapted processes between 0 and 1, and \(\tau\) is a vector of stopping times.

Making explicit the dependence on the rebalancing parameter \(\alpha\), a clearing solution is a fixed point \((K, V, P, \tau)\) of the mapping \(\Psi : \mathbb{D} \rightarrow \mathbb{D}\) defined by

\[
\Psi(K, V, P, \tau; \alpha) := (\Psi_K(t_i, V(t_i), P(t_i), \cdot), \Psi_V(t_i, V(t_i) \mid \tau), \Psi_P(t_i, t_k, \tau)_{k=\tau+i}^{\ell}, \Psi_\tau(K, V))_{t=0}^\ell
\]

where, for any \(i = 1, ..., n\),

\[
\begin{align*}
\Psi_K(t_i, \tilde{V}, \tilde{P}, \tau) &= \tilde{V}_i + \beta \sum_{j=1}^n L_{ij}^1 \mathbb{I}_{\{\tau_j = t_i\}} + \sum_{j=1}^\ell e^{-r(t_k-t_i)} \sum_{j=0}^n \left[ L_{ji}^k (\beta + (1 - \beta) \tilde{P}_j(t_k)) \mathbb{I}_{\{\tau_j \geq t_i\}} - L_{ij}^k \right] \\
\Psi_V(t_i, \tilde{V}, \tau; \alpha) &= \tilde{V}_i + \beta \sum_{j=1}^\ell e^{-r(t_k-t_i)} \sum_{j=0}^n L_{ji}^k \mathbb{I}_{\{\tau_j \geq t_i\}} \\
\Psi_P(t_i, t_k, \tau) &= P(\tau_i > t_k \mid \mathcal{F}_{t_i}) \\
\Psi_\tau(K, V) &= \inf\{t \in \mathbb{T} \mid \min\{K_i(t), V_i(t)\} < 0\}.
\end{align*}
\]

In contrast to the single maturity setting, we can no longer guarantee monotonicity of the clearing problem, due to the recovery rate \(\beta\) and the potential dependence of the rebalancing strategy to the capital and cash accounts (see, for instance, \(\alpha^L\) in Example 3.3). However, it turns out that we can establish the existence of a clearing solution constructively using an extension of the dynamic programming principle formulation of the problem, following on from Section 2.4.2 in the single maturity setting. This argument is given in Section 3.2.1.

**Theorem 3.4.** Fix the rebalancing strategies \(\alpha(t_i, K, V) \in [0, 1]^{[\Omega_{t_i}]}\) so that they depend only on
the current time \( t_l \), capital \( \hat{K} \in \mathcal{L}_t^n \), and cash account \( \hat{V} \in \mathcal{L}_t^n \). There exists a (finite) clearing solution \( (K^*, V^*, P^*, \tau^*) = \Psi(K^*, V^*, P^*, \tau^*) \) to (11). Furthermore, if we have Markovian external assets, \( x(t_l) = f(x(t_{l-1}), \tilde{e}(t_l)) \) for i.i.d. perturbations \( \tilde{e} \), then there exists a clearing solution such that \( (x(t_l), K^*(t_l), V^*(t_l), P^*(t_l, t_k)_{k=1}^\ell, \tau^*(t_l))_{l=0}^{\ell} \) is Markovian where \( \tau^*(t_l) := \mathbb{1}_{\{\tau^* \geq t_l\}} \) is the realized solvency process.

### 3.3 Optimal rebalancing

Thus far, we have only considered rebalancing strategies \( \alpha \) that are known and fixed solely based on the composition of the cash account (see Example 3.3). However, in practice, the banks will seek to optimize their own strategy \( \alpha_l \) so as to maximize their utility subject to certain regulatory constraints. In particular, herein, we will consider the setting in which banks must satisfy a short-term capital adequacy constraint at each time point \( t_l \) for \( l = 0, 1, \ldots, \ell - 1 \). This regulatory requirement, imposed by the Basel accords, is such that the ratio of the capital to the risk-weighted assets needs to exceed some minimal ratio. That is, assuming the risk-weights for the risk-free and all interbank assets are 0, \( \alpha_i(t_l) \in [0, 1]^{[0, t_l]} \) is constrained such that

\[
\alpha_i(t_l) \geq 1 - \frac{K_i(t_l)}{w_i(1 - \alpha_i(t_l))(V_i(t_l) + \beta \sum_{k=1}^\ell e^{-r(t_k - t_l)} \sum_{j=1}^n L_{kji} \mathbb{1}_{\{\tau_j = t_{l-1}\}})} \geq \theta
\]

for risk-weight \( w_i > 0 \) and minimal threshold \( \theta > 0 \). (As banks only rebalance when they are solvent, we can assume without loss of generality that \( K_i(t_l), V_i(t_l) \geq 0 \).) That is, assuming bank \( i \) is solvent at time \( t_l \), bank \( i \) is bounded on its investment in its external assets by

\[
\alpha_i(t_l) \geq 1 - \frac{K_i(t_l)}{w_i \theta(V_i(t_l) + \beta \sum_{k=1}^\ell e^{-r(t_k - t_l)} \sum_{j=1}^n L_{kji} \mathbb{1}_{\{\tau_j = t_{l-1}\}}(\omega_l))}. \tag{12}
\]

We wish to note that \( \alpha_i(t_l) \leq 1 \) automatically so long as bank \( i \) is solvent and this capital ratio constraint is satisfied.

Under this regulatory setting, bank \( i \) aims to optimize:

\[
\alpha^*_i(t_l, \omega_l) = \arg\max_{\alpha_i \in [0, 1]} \left\{ U_i(\alpha_i; t_l, \omega_l) \mid \alpha_i \geq 1 - \frac{K_i(t_l, \omega_l)}{w_i \theta(V_i(t_l, \omega_l) + \beta \sum_{k=1}^\ell e^{-r(t_k - t_l)} \sum_{j=1}^n L_{kji} \mathbb{1}_{\{\tau_j = t_{l-1}\}}(\omega_l))} \right\}
\]

for some quasiconcave utility function \( U_i : [0, 1] \to \mathbb{R} \) (which may also depend on the time and current state of the external market) at every time \( t_l \) and state \( \omega_l \in \Omega_t \).

**Example 3.5.** Assume bank \( i \)’s utility \( U_i \) is nondecreasing in its investment in its risky (exter-
then (12) can trivially be solved in closed form, i.e.,
\[ \alpha^*_i(t_l, \omega_{t_l}) = \left[ 1 - \frac{K_i(t_l, \omega_{t_l})}{\omega_l \theta(V_i(t_l, \omega_{t_l})) + \beta \sum_{k=1}^{L} e^{-r(t_k-t_l)} \sum_{j=1}^{n} L^k_{ji} \mathbb{1}_{(\tau_j=t_{l-1})}(\omega_{t_l})} \right]^+ \]
at every time \( t_l \) and state \( \omega_{t_l} \in \Omega_{t_l} \).

The monotonicity of the utility function is natural for two (overlapping) reasons. First, as portfolio managers are rewarded for high returns but have only limited costs on the downside, they are incentivized to take outsized risks; that is, a portfolio manager would attempt to invest as much as allowed in the risky asset. Second, as we assume the dynamics of the external assets are independent of the investments made, this can be viewed as the “ideal” portfolio for bank \( i \); as such, the bank would seek to invest as much as possible into this risky position. In either case, the result for bank \( i \) is a utility function that is nonincreasing in \( \alpha_i \).

### 3.4 Systemic interbank term structures: three case studies

For the purposes of this section, we shall consider external assets that follow a geometric random walk given by (5), as in Section 2.5. Furthermore, we specialize to a zero recovery rate, i.e., \( \beta = 0 \), as in the classical Gai–Kapadia setting (Gai and Kapadia 2010).

We will present three case studies to demonstrate the impact that our notion of distress contagion has on the (risk-aware) term structure for interbank claims. For each bank \( i \), we define this term structure, or yield curve, at time \( t = 0 \) through the interest rates \( R^*_i(t_l) = P_i(0,t_l)^{-1/t_l} - 1 \) so that \( (1 + R^*_i(t_l))^{t_l} = 1/P_i(0,t_l) \). First, we present a sample yield curve, as measured at time 0, under different investment strategies \( \alpha \). Second, we vary the leverage of the banks to analyze the sensitivity of the term structure to the initial balance sheet of the banks. Third, we investigate a simple core-periphery network, leading to a striking observation concerning the effect that a local increase in volatility can have on the term structures of the full system. In all three case studies, we will encounter inverted shapes of the yield curves.

As in Section 2.5.1 we will compare the forward-backward approach presented herein to the forward-only pricing of historical price accounting. The latter system is defined in Appendix B.2 where also the corresponding clearing solutions are examined. With historical price accounting, at time \( t = 0 \) the interbank claims for any maturity are either valued in full or at zero, depending on whether or not a given bank is in default at time \( t = 0 \). Thus, there is not an intrinsic notion of a systemic term structure. However, in order to understand the extent to which our term structures are driven by (forward-backward) distress contagion, as opposed to (forward-only)
default contagion, we can compute empirically the probabilities of default between time $t = 0$ and a given maturity when running the system forward with historical price accounting. Insisting that these empirical probabilities are used to value the various interbank claims already at time $t = 0$, we can then infer rates that may be compared with our term structures.

**Remark 3.6.** All clearing solutions computed in this section are found via the Picard iteration of (11) beginning from the assumption that no banks will ever default. That is, these computations are accomplished without application of the constructive dynamic programming approach presented in the proof of Theorem 3.4. As this process converged for all examples, we suspect that the monotonicity of (11) may be stronger than could be proven herein (which provides, e.g., a guarantee for the existence of a maximal clearing solution).

### 3.4.1 Term structures for varying investment strategies

We shall work with the same $n = 2$ network as in Section 2.5.1 but where all obligations $L_0$ are now split randomly (uniformly) over $(t_i)_{i=1}^T$. Due to the random split of obligations over time, the banks in this example are no longer symmetric institutions. We consider only a single split of the obligations as the purpose of this case study is to understand the possible shapes of the term structure under varying rebalancing strategies $\alpha$. In particular, we will study three meaningful rebalancing structures: all investments are made in the external asset only ($\alpha^0$ as provided in Example 3.3), all surplus interbank payments are held in the risk-free asset ($\alpha^L$ as defined in Example 3.3), and the optimal investment strategy ($\alpha^*$ as given in Example 3.5 with risk-weight $w_i = 2$ for $i \in \{1, 2\}$ and threshold $\theta = 0.08$ to match the Basel II Accords).

Figure 4 displays the systemic term structure for both banks in this system. Though these interest rates are similar for the two institutions, they are not identical due to the aforementioned random splitting of the obligations over the 12 time periods (e.g., months). First, we note that the historical price accounting rules lead to lower interest charged than under mark-to-market accounting. Observe that the yield curve for both banks under mark-to-market pricing has an inverted shape, i.e., the interest rate for longer dated maturities is lower than some short-term obligations. Inverted yield curves are typically seen as precursors of economic distress; here the probabilities of default are largely driven by contagion as, e.g., bank 1 will never default so long as bank 2 makes all of its payments in full (bank 2 will default in fewer than 1.1% of paths under all three investment strategies if bank 1 pays in full). In contrast, when considering the forward-only measure of historical price accounting without distress contagion, the inverted shape is much less pronounced.
Comparing the different investment strategies makes clear that $\alpha^L$ is the least risky, i.e., the interest rates are dominated by those of $\alpha^0, \alpha^\ast$. This is expected; so long as the bank is healthy, it holds all surplus assets in the risk-free asset, otherwise it draws down its cash account to pay off obligations. Surprisingly, however, $\alpha^\ast$ results in higher equilibrium interest rates than $\alpha^0$ under mark-to-market accounting. That is, imposing a regulatory constraint on investments through $\alpha^\ast$ leads to greater probabilities of default than solely investing in the risky (external) asset $\alpha^0$. Though, naively, it may seem counterintuitive that the most volatile investing strategy ($\alpha^0$) is not the riskiest ex post, we conjecture this is due to the pro-cyclicality of the capital adequacy requirement (see also, e.g., Banerjee and Feinstein [2021]). Specifically, when ignoring the possibility of counterparty risks (i.e., assuming all interbank assets are fulfilled in full) bank 2 defaults under more scenarios when both banks follow $\alpha^0$ than when they follow $\alpha^\ast$. When accounting for the network effects, the pro-cyclicality of the capital adequacy regulation implies that banks are forced to move their investments into the risk-free asset when under stress. This means that once a bank is stressed, the cash account has lower volatility and the institution is less able to recover when the external asset value increases; because of default contagion, once a bank defaults it will drag its counterparties down as well potentially precipitating a cycle of contagion.

We wish to conclude this case study by commenting briefly on the dependence of $\alpha^\ast$ on the risk-weights $w := w_1 = w_2$. If this risk-weight is set too low (below approximately 0.58 for this example), then—even under the mark-to-market pricing—the banks will not be constrained at all by the regulatory environment. Therefore, under such a setting, the resulting interest
rates are identical to those under $\alpha^0$. Conversely, if this risk-weight is set too high (above approximately 2.15 for this example), then the banks will not be able to invest in the risky (external) asset at all due to the regulatory constraints under mark-to-market pricing. Thus, under such a setting, the resulting interest rates are 0 (identical to those under $\alpha^1$ which are not displayed above) due to the construction of this system. Around these threshold interest rates, the term structures can be highly sensitive to the regulatory environment. Hence, naïvely, and heuristically, setting regulatory constraints can result in large unintended risks. We note that the recent works of Feinstein [2020], Banerjee and Feinstein [2021] provide discussions on determining risk-weights to be consistent with systemic risk models.

3.4.2 Dependence on leverage

Having explored the impact of the investment strategy on the yield curve in Section 3.4.1, we now wish to explore how the (initial) leverage of the banking book can impact the shape. As we demonstrate by numerical experiments, we find a normal term structure when the leverage is low enough but it becomes inverted for riskier scenarios.

As in Section 3.4.1 we consider a variation of the $n = 2$ network of Section 2.5.1 for $\ell = 12$ months, where we vary only the interbank assets and liabilities. The banking book leverage ratio (assets over equity assuming all debts are paid in full) of bank 1 at time $t = 0$ is

$$\lambda_1 := \frac{x_1(0) + \sum_{l=0}^\ell L_{21}^l}{x_1(0) - \sum_{l=0}^\ell L_{10}^l} = 1.5 + \bar{L}_{21}$$

for $\bar{L}_{21} = \sum_{l=0}^\ell L_{21}^l \geq 0$ (where $x_1(0) = 1.5$ and $\sum_{l=0}^\ell L_{10}^l = 0.5$ by construction); similarly

$$\lambda_2 := 1.5 + \bar{L}_{12}$$

for $\bar{L}_{12} = \sum_{l=0}^\ell L_{12}^l \geq 0$. As in our prior case studies, we will assume the banking book for the two banks are symmetric so that $\bar{L} := \bar{L}_{12} = \bar{L}_{21}$ and therefore $\lambda := \lambda_1 = \lambda_2$ throughout this example. In contrast to Section 3.4.1 here we assume all obligations are split deterministically such that

$$L_{12}^l = L_{21}^l = \begin{cases} \bar{L}/3 & \text{if } l \in \{3, 6, 12\} \\ 0 & \text{else} \end{cases} \quad \text{and} \quad L_{10}^l = L_{20}^l = \begin{cases} 1/6 & \text{if } l \in \{3, 6, 12\} \\ 0 & \text{else}. \end{cases}$$

That is, only 3 times ($t = 0.25, 0.5, 1$) are maturities for debts, and all liabilities are split equally over those dates. To complete the setup, we assume that all banks follow the optimal rebalancing strategy $\alpha^*$ (as proposed in Example 3.5) with $w := w_1 = w_2 = 2$ and $\theta = 0.08$.

First, we want to comment on the impact that increasing the leverage $\lambda$ of the two banks
Figure 5: Section 3.4.2 The term structure for both banks 1 and 2 under varying leverage ratios \( \lambda \in [1.5, 2.5] \) indicated by the right-hand axis.

| \( t \)  | 1.5  | 1.6  | 1.7  | 1.8  | 1.9  | 2.0  | 2.1  | 2.2  | 2.3  | 2.4  | 2.5   |
|--------|------|------|------|------|------|------|------|------|------|------|-------|
| 0.25   | 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 0.00%| 16.30%|
| 0.5    | 0.00%| 0.00%| 0.00%| 0.27%| 0.27%| 0.83%| 0.83%| 2.52%| 4.83%| 4.83%| 9.71% |
| 1.0    | 0.12%| 0.17%| 0.26%| 0.39%| 0.58%| 0.96%| 1.20%| 2.05%| 2.70%| 2.88%| 5.18% |

Table 1: Section 3.4.2 Yields for obligations as measured at time 0.

has on the health of the financial system. As seen in Figure 5 the system has higher (implied) interest rates \( R^*_i(t_l) \) at every time \( t_l \) under higher leverage. That is, the probability of a default (as measured at time 0) increases as the initial leverage \( \lambda \) increases. This is as anticipated because larger leverages correspond with firms that are less robust to financial stresses, i.e., a smaller shock is required to cause a bank to default.

As obligations are only due at \( t \in \{0.25, 0.5, 1\} \), we wish to consider the interest rates \( R^*_i(t_l) \) for those dates specifically. As displayed in Table 1 when the leverage \( \lambda \) is small \( (\lambda \leq 2.1) \), the interest rates charged are monotonically increasing over time, i.e., a normal yield curve. In particular, this occurs at \( \bar{L} = 0 \) (i.e., \( \lambda = 1.5 \)) when no interbank network exists; such a scenario can be compared with, e.g., Black and Cox 1976 where a single firm is studied in isolation. As the leverage \( \lambda \) grows via the increased size of the interbank network, the risk of defaults grows as well. This increased network size eventually leads to an inverted yield curve, i.e., in which the implied interest charged on obligations due at \( t = 1 \) is lower than on those due at \( t = 0.5 \). Until

---

\(^3\)The system without distress contagion, as modeled by historical price accounting (Section 3.4.2) exhibits 0% interest rates for \( t = 0.25 \) and \( t = 0.5 \); at \( t = 1 \), the interest rates range from 0.12% to 0.20% as the leverage increases.
the leverage is sufficiently high ($\lambda \approx 2.5$), no defaults are realized at the first maturity $t = 0.25$ at all. The banks always make all payments due at $t = 0.25$ because of the tree structure considered herein; specifically, a bank fails to make payments on an early obligation only if it is already close to default at $t = 0$ as the tree does not model extreme events.

### 3.4.3 Risk contamination from core to periphery

In our final case study, we consider a stylized core-periphery network, noting that such a structure has been found in several empirical studies (e.g., Craig and Von Peter [2014], Fricke and Lux [2015], Veld and Lelyveld [2014]). We will assume that there are $n = 12$ banks with 2 core banks, 10 peripheral banks, and a societal node. Each core bank owes the other core bank $3, all of the peripheral banks $0.50, and society $5. The peripheral banks owe both core banks $0.50, nothing to the other peripheral banks, and $1 to society. These obligations will be equally split over 4 quarters ($t = 0.25, 0.5, 0.75, 1$ with $\ell = 4$). As before, we will assume the prevailing risk-free interest rate $r = 0$. As in Section 3.4.2 we will assume that all banks follow the optimal investment strategy $\alpha^*$ presented in Example 3.5 with $w_i = 2$ for every bank $i$ and with regulatory threshold $\theta = 0.08$. Finally, the external assets are as follows. The core banks begin at time $t = 0$ with $\$15$ in external assets each. The peripheral banks begin with $\$3$ in external assets each. The correlation between any pair of bank assets is fixed at $\rho = 0.3$. We will study two scenarios for the external asset volatilities:

- (i) a low volatility (unstressed) setting in which the volatility of the external assets for any bank is $\sigma^2_C = \sigma^2_P = 0.5$;

- (ii) a high volatility (stressed) setting in which the volatility of the external assets for either core bank jumps upward to $\sigma^2_C = 0.75$ while the volatility for the peripheral banks is unaffected ($\sigma^2_P = 0.5$).

Similarly to Section 2.5.2, we compare our mark-to-market framework with (i) the historical price accounting setting presented in Section B.2 and (ii) the system without the interbank obligations. In this way we can explore the different impacts of distress and default contagion on the term structure of the banks.

As depicted in Figures 6a and 6c in the low volatility setting, all banks in the system have a normal yield curve with interest rates $R^*(t_i)$ in the low single digits at each maturity date. Furthermore, the choice of accounting rules has only marginal effects on the term structure.

---

4As discussed above, we empirically find the probability of default under the historical price accounting and no-interbank network systems at different maturities to determine the appropriate interest rates.
for both core and peripheral banks. In comparison, in the high volatility setting displayed in Figures 6b and 6d, all banks have an inverted yield curve with interest rates in the double digits when considering the mark-to-market valuation. Notably, the stress scenario only includes an increase in the core volatilities $\sigma_C^2$ without any changes to the current balance sheets and with no direct change to the dynamics of the peripheral banks. The change in the term structure for peripheral banks is being driven entirely by informational contagion from the potential future distress of the core institutions. In particular, when we neglect this channel of distress contagion, through either the use of historical price accounting or the no-interbank network systems, then the associated term structures for both the core and peripheral institutions are almost identical between the stressed and unstressed scenarios. Though a stylized system, this underscores the importance of regulating systemically important financial institutions. When incorporating contagion from worries about their future states, increased levels of volatility for a core set of
banks alone may be amplified and propagate readily throughout the entire financial system, causing distress in the short-term even if there are no immediate actualized defaults.

4 Conclusion

The recent failure of SVB and the associated banking crisis has highlighted just how rapidly and broadly concerns about the future standing of one or more banks can spread to other institutions, causing distress across the financial system today, with possible defaults to follow.

Similarly, worries about counterparty defaults involving major financial institutions are believed to have played a key role in the unfolding of the global financial crisis (Claessens and Kodres 2014). Later works have proposed corresponding models of informational contagion, via some form of equilibrium mark-to-market valuation of interbank claims, with Glasserman and Young 2010 stressing that, in their view, “this loss-of-confidence effect [...] is one of the most important channels through which the financial network amplifies systemic risk in practice”.

Herein, we have extended these mark-to-market approaches (Fischer 2014, Barucca et al. 2020, Bardoscia et al. 2019, Banerjee and Feinstein 2022) to a genuinely dynamic framework with multiple due dates of the interbank obligations and a canonical mechanism for their equilibrium valuation; the latter being based on the current risk of future defaults owing either to illiquidity or insolvency which may occur at any point in time, as determined by the evolution of banks’ capital and cash accounts. Thus, our framework is able to address how concerns about potential future contagion can shape the current dynamics of the financial system.

Leveraging this, we have shown how distress contagion can translate into significant excess volatility in down market scenarios, and we have derived intrinsic risk-aware term structures for interbank obligations that can reveal how systemic risk is concentrated across different windows of time. In line with recent empirical work of Bluwstein et al. 2023, we have demonstrated that non-negligible levels of systemic risk are naturally reflected in inverted shapes of these term structures. If one instead relies on historical price accounting, as in traditional approaches to default contagion, then we have seen that such effects may not be picked up, and one would in general be in danger of underestimating both the timing and severity of systemic risk.

The above is evocative of an ongoing debate ignited by the global financial crisis, namely that of the role played by mark-to-market rules in amplifying the crisis (Laux and Leuz 2009) as well as the wider implications of accounting and reporting practices for financial stability (Bischof et al. 2021). Crucially, our framework is not intended to reflect the practices that are actually followed: different rules apply depending on asset classes, e.g. enabling non-marketable
interbank exposures to be carried at historical cost and allowing for deviations from the enforcement of fair values in times of stress. Rather, it is a framework for what could happen if worries about fair values begin to propagate, and, accordingly, it may inform the development of supervisory tools to assess a given network’s exposure to this form of systemic risk. As discussed in Laux and Leuz [2010], even if all assets were carried at historical cost during the global financial crisis, and hence financial institutions may have looked in better shape, outside investors and regulators would have been concerned about the true quality of their balance sheets.

Naturally, there are trade-offs involved. Laux and Leuz [2010] conclude that, “on one hand, marking assets to market prices can in principle exacerbate downward spirals and contagion during a financial crisis; but on the other hand, a faster recognition of losses provides pressures for prompt corrective action by banks and regulators and likely limits imprudent lending in the first place.” Our framework provides a principled approach to assessing why and when such corrective action is appropriate. Of course, if regulators and banking supervisors were to define and enforce regulatory constraints (e.g., capital requirements) based on this, they would need to tread carefully in relation to the potential (self-fulfilling) shortcomings of making it easier for banks to violate the constraints. Nevertheless, markets will ultimately look for the fair value of assets and the knowledge that such a framework is enforced could proactively affect internal risk management principles. The current practice of applying prudential filters, relaxing constraints away from mark-to-market rules, could be having the opposite effect, and it is at risk of overlooking a critical channel for the rapid manifestation of financial crises.

References

Tobias Adrian, Nassira Abbas, Silvia L. Ramirez, and Gonzalo F. Dionis. The US banking sector since the March 2023 turmoil: Navigating the aftermath. Global Financial Stability Notes NOTE/2024/001, International Monetary Fund, 2024.

 Çağın Ararat and Zachary Feinstein. Set-valued risk measures as backward stochastic difference inclusions and equations. Finance and Stochastics, 25(1):43–76, 2021.

Jan Babecký, Tomáš Havránek, Jakub Matějů, Marek Rusnák, Kateřina Šmídková, and Bohuslav Vašíček. Banking, debt, and currency crises in developed countries: Stylized facts and early warning indicators. Journal of Financial Stability, 15:1–17, 2014.

Tathagata Banerjee and Zachary Feinstein. Price mediated contagion through capital ratio
requirements with VWAP liquidation prices. *European Journal of Operational Research*, 295(3):1147–1160, 2021.

Tathagata Banerjee and Zachary Feinstein. Pricing of debt and equity in a financial network with comonotonic endowments. *Operations Research*, 70(4):2085–2100, 2022.

Tathagata Banerjee, Alex Bernstein, and Zachary Feinstein. Dynamic clearing and contagion in financial networks. *Available at arXiv:1801.02091*, 2022.

Marco Bardoscia, Paolo Barucca, Adam Brinley Codd, and John Hill. Forward-looking solvency contagion. *Journal of Economic Dynamics and Control*, 108:103755, 2019.

Michael S. Barr. Re: Review of the federal reserve’s supervision and regulation of silicon valley bank. *Available at: https://www.federalreserve.gov/publications/files/sub-review-20230428.pdf*, April 28:1–4, 2023.

Paolo Barucca, Marco Bardoscia, Fabio Caccioli, Marco D’Errico, Gabriele Visentin, Guido Caldarelli, and Stefano Battiston. Network valuation in financial systems. *Mathematical Finance*, 30(4):1181–1204, 2020.

Jannis Bischof, Christian Laux, and Christian Leuz. Accounting for financial stability: Bank disclosure and loss recognition in the financial crisis. *Journal of Financial Economics*, 141(3):1188–1217, 2021.

Fischer Black and John C. Cox. Valuing corporate securities: Some effects of bond indenture provisions. *The Journal of Finance*, 31(2):351–367, 1976.

Kristina Bluwstein, Marcus Buckmann, Andreas Joseph, Sujit Kapadia, and Özgür Şimşek. Credit growth, the yield curve and financial crisis prediction: Evidence from a machine learning approach. *Journal of International Economics*, page 103773, 2023.

Agostino Capponi and Peng-Chu Chen. Systemic risk mitigation in financial networks. *Journal of Economic Dynamics and Control*, 58:152–166, 2015.

Stijn Claessens and Laura E. Kodres. The regulatory responses to the global financial crisis: Some uncomfortable questions. IMF Working Papers No. 2014/046, International Monetary Fund, 2014.

Rama Cont. Empirical properties of asset returns: stylized facts and statistical issues. *Quantitative Finance*, 1(2):223–236, 2001.
Didier Cossin and Henry Schellhorn. Credit risk in a network economy. *Management Science*, 53(10):1604–1617, 2007.

Ben Craig and Goetz Von Peter. Interbank tiering and money center banks. *Journal of Financial Intermediation*, 23(3):322–347, 2014.

Larry Eisenberg and Thomas H. Noe. Systemic risk in financial systems. *Management Science*, 47(2):236–249, 2001.

Zachary Feinstein. Capital regulation under price impacts and dynamic financial contagion. *European Journal of Operational Research*, 281(2):449–463, 2020.

Zachary Feinstein and Birgit Rudloff. A recursive algorithm for multivariate risk measures and a set-valued Bellman’s principle. *Journal of Global Optimization*, 68(1):47–69, 2017.

Zachary Feinstein and Andreas Søjmark. Dynamic default contagion in heterogeneous interbank systems. *SIAM Journal on Financial Mathematics*, 12(4):SC83–SC97, 2021.

Zachary Feinstein and Andreas Søjmark. Contagious McKean-Vlasov systems with heterogeneous impact and exposure. *Finance and Stochastics*, 27(3):663–711, 2023.

Zachary Feinstein, Birgit Rudloff, and Stefan Weber. Measures of systemic risk. *SIAM Journal on Financial Mathematics*, 8(1):672–708, 2017.

Gerardo Ferrara, Sam Langfield, Zijun Liu, and Tomohiro Ota. Systemic illiquidity in the interbank network. Staff Working Paper 586, Bank of England, 2016.

Stephen Figlewski and Xiaozu Wang. Is the ‘leverage effect’ a leverage effect? Available at SSRN: https://ssrn.com/abstract=256109, 2001.

Tom Fischer. No-arbitrage pricing under systemic risk: Accounting for cross-ownership. *Mathematical Finance*, 24(1):97–124, 2014.

Daniel Fricke and Thomas Lux. Core-periphery structure in the overnight money market: evidence from the e-mid trading platform. *Computational Economics*, 45(3):359–395, 2015.

Prasanna Gai and Sujit Kapadia. Contagion in financial networks. *Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences*, 466(2120):2401–2423, 2010.

Paul Glasserman and H. Peyton Young. Contagion in financial networks. *Journal of Economic Literature*, 54(3):779–831, 2016.
Robin Greenwood, Samuel G. Hanson, Andrei Shleifer, and Jakob Ahm Sørensen. Predictable financial crises. *The Journal of Finance*, 77(2):863–921, 2022.

Xin Guo, Robert A. Jarrow, and Haizhi Lin. Distressed debt prices and recovery rate estimation. *Review of Derivatives Research*, 11(3):171–204, 2008.

Ben Hambly, Sean Ledger, and Andreas Søjmark. A McKean–Vlasov equation with positive feedback and blow-ups. *The Annals of Applied Probability*, 29(4):2338–2373, 2019.

Jasmina Hasan hodzic and Andrew W. Lo. On black’s leverage effect in firms with no leverage. *Journal of Portfolio Management*, 46(1):106–122, 2019.

Hua He. Convergence from discrete-to continuous-time contingent claims prices. *The Review of Financial Studies*, 3(4):523–546, 1990.

Jens Hilscher, Robert A. Jarrow, and Donald R. van Deventer. The valuation of corporate coupon bonds. *Available at SSRN 3277092*, 2021.

Andrey Itkin and Alexander Lipton. Structural default model with mutual obligations. *Review of Derivatives Research*, 20(1):15–46, 2017.

Michael Kusnetsov and Luitgard A.M. Veraart. Interbank clearing in financial networks with multiple maturities. *SIAM Journal on Financial Mathematics*, 10(1):37–67, 2019.

Christian Laux and Christian Leuz. The crisis of fair-value accounting: Making sense of the recent debate. *Accounting, Organizations and Society*, 34(6):826–834, 2009.

Christian Laux and Christian Leuz. Did fair-value accounting contribute to the financial crisis? *Journal of Economic Perspectives*, 24(1):93–118, 2010.

Hayne E. Leland. Corporate debt value, bond covenants, and optimal capital structure. *The Journal of Finance*, 49(4):1213–1252, 1994.

Alexander Lipton. Modern monetary circuit theory, stability of interconnected banking network, and balance sheet optimization for individual banks. *International Journal of Theoretical and Applied Finance*, 19(06):1650034, 2016.

Sergey Nadtochiy and Mykhaylo Shkolnikov. Particle systems with singular interaction through hitting times: Application in systemic risk modeling. *The Annals of Applied Probability*, 29(1):89–129, 2019.
Mark Paddrik, Sriram Rajan, and H. Peyton Young. Contagion in derivatives markets. *Management Science*, 66(8):3603–3616, 2020.

Philip Protter. *Stochastic Integration and Differential Equations*. Stochastic Modelling and Applied Probability. Springer Berlin Heidelberg, 2nd edition, 2005. ISBN 9783540003137.

Björn Richter, Moritz Schularick, and Paul Wachtel. When to lean against the wind. *Journal of Money, Credit and Banking*, 53(1):5–39, 2021.

Leonard C.G. Rogers and Luitgard A.M. Veraart. Failure and rescue in an interbank network. *Management Science*, 59(4):882–898, 2013.

Isaac Sonin and Konstantin Sonin. A continuous-time model of financial clearing. *University of Chicago, Becker Friedman Institute for Economics Working Paper*, (2020-101), 2020.

Daan in ‘t Veld and Iman van Lelyveld. Finding the core: Network structure in interbank markets. *Journal of Banking and Finance*, 59:27–40, 2014.

Luitgard A.M. Veraart. Distress and default contagion in financial networks. *Mathematical Finance*, 30(3):705–737, 2020.

Stefan Weber and Kerstin Weske. The joint impact of bankruptcy costs, fire sales and cross-holdings on systemic risk in financial networks. *Probability, Uncertainty and Quantitative Risk*, 2(1):9, 2017.
A Marking-to-market in related static frameworks

As mentioned in the introduction, Glasserman and Young [2016] discuss how mark-to-market valuation within an interbank network can provide a natural approach to informational contagion, allowing one to capture losses in confidence concerning the creditworthiness of individual banks. Starting from a given (static) balance sheet with nominal values $L_{ij}$, mark-to-market values $0 \leq p_{ij} \leq L_{ij}$ (in our notation) are introduced by positing a valuation function $\phi_j : \mathbb{R}_+^n \rightarrow \mathbb{R}_+$ that maps bank $j$’s assets to the value of its obligations. It is assumed that $0 \leq \phi_j(v) \leq L_j \cdot v$ for $0 \leq v \leq L_j$ and that $\phi_j$ is non-decreasing. Tarski’s fixed point theorem then gives existence of an $n \times n$ matrix of the desired mark-to-market values $0 \leq p_{ij} \leq L_{ij}$ satisfying $p_{ij} = \phi_j(p_{j\cdot})$ for $j = 1, \ldots, n$. Our framework may be seen as a dynamic extension of this equilibrium problem with a canonical mechanism for the current (now stochastic) mark-to-market valuations based on worries about possible future defaults and, correspondingly, worries about how strongly this could translate into distress and default contagion dynamically over time.

It is worth noting that such a framework is not confined to interbank networks. For example, Paddrik et al. [2020] have adapted the mark-to-market approach of Glasserman and Young [2016] to study variation margins in a network of CDS contracts. First, they introduce a notion of ‘stress’, defined as the nominal amount by which outgoing payment obligations exceed incoming ones (for given spreads that will then be shocked) accounting also for initial margins and liquidity buffers (all of which may be viewn as the components of a balance sheet for each firm). Then, an ad-hoc valuation function (called the ‘stress response function’) is applied to get a reduced value for each bank’s ‘expected’ payments to its counterparties. Finally, one then solves for the equilibrium size of these ‘expected’ payments, as with the mark-to-market values above.

Inspired by the Black–Cox model (Black and Cox [1976]) for a single firm, Bardoscia et al. [2019] have proposed what they refer to as a model of forward-looking solvency contagion, wherein the realized capital at the current time $t$ is influenced by the possibility of insolvency before or at a given terminal time $T$, when obligations are due. In their setup, using our notation, the capital $K_i$ at the current time $t$ can be seen to satisfy

$$K_i(t) = x_i(t) + e^{-r(T-t)} \sum_{j=1}^{n} L_{ji} (\beta + (1 - \beta) \tilde{P}_j(t)) - e^{-r(T-t)} \tilde{p}_i, \quad (13)$$

$$\tilde{P}_i(t) = \mathbb{P}(\tilde{\tau}_i > T \mid \mathbf{x}(t)), \quad \tilde{\tau}_j := \inf \{ s \geq t : x_i(s) + e^{r(s-t)}(K_i(t) - x_i(t)) \leq 0 \},$$

where the external assets $\mathbf{x}(t) := (x_1(t), \ldots, x_n(t))$ at time $t$ are given and each $x_i$ is modelled by
a geometric Brownian motion on \([t, T]\). This clearing problem solely involves the current capital at time \(t\). In particular, it is not a dynamic model of contagion, as the \(\bar{P}_i\)'s disregard expected future interactions. Moreover, the capital \(K\) in (13) is not well-defined at the stochastic process level, for \(t \in [0, T]\), as the \(\tilde{P}_i\)'s do not account for past information (e.g., past defaults); it is only meaningful in a one-period sense. That is, (13) is a one-period model taking place at a given time \(t\), using geometric Brownian motion and the single-firm default rule of Black and Cox [1976] with terminal time \(T - t\) to construct particular valuation functions corresponding to the framework of Glasserman and Young [2016]. Indeed, setting \(\tilde{p}_{ij} := e^{-r(T-t)}(\beta + (1 - \beta)\tilde{P}_i(t))L_{ij}\), we see that \(\tilde{P}_i(t) = \psi_i(\tilde{p}_i)\), where each \(\psi_i\) can be computed explicitly, precisely as in Black and Cox [1976]. In this way, (13) reduces to the fixed point problem

\[
\tilde{p}_{i} = \phi_i(\tilde{p}_i), \quad \phi_i(v) := e^{-r(T-t)}(\beta + (1 - \beta)\psi_i(v))L_i, \quad i = 1, \ldots, n,
\]

where each \(\phi_i : \mathbb{R}_+^n \to \mathbb{R}_+^n\) is given explicitly, satisfies \(0 \leq \phi_i \leq L_i\), and is non-decreasing.

\section*{B Comparison with historical price accounting}

Throughout this paper, we followed a mark-to-market accounting principle for valuing interbank assets. This is in contrast to historical price accounting, which lies at the core of existing dynamic and stochastic frameworks for default contagion in interbank networks, see Lipton [2016], Feinstein and Søjmark [2021], Banerjee et al. [2022] and the related mean-field models of Nadtochiy and Shkolnikov [2019], Hambly et al. [2019], Feinstein and Søjmark [2023]. In these works, interbank assets are valued in full until a default event is actualized: only at the default time, the value of any defaulting assets are then re-marked to the realized payout value. In this appendix, we derive the historical price accounting analogue of our model and compare the clearing solutions. Specifically, we provide conditions so that the clearing solutions for historical price accounting always outperform the mark-to-market accounting rules for every bank.

\subsection*{B.1 Single maturity setting}

In considering historical price accounting, the only modification to the clearing system that needs to be considered is in the accounting of the interbank assets. In the single maturity setting of Section 2 this requires the alteration of \(\Psi^T_p\) to only consider actualized defaults.
Mathematically define $\Psi_{P, t}^{H, T}(t, \tau) := I(\tau > t)$ for any bank $i = 1, \ldots, n$, time $t$, and stopping (default) times $\tau$.

With this modification to the accounting of interbank assets, $(K, P, \tau) \in \mathbb{D}^T$ is a clearing solution if it is a fixed point for $\Psi^{H, T} = (\Psi^T, \Psi_{P, t}^{H, T}, \Psi_{\tau})$, i.e.,

$$(K, P, \tau) = \Psi^{H, T}(K, P, \tau) := (\Psi^T(K(t_l), P(t_l)) \cdot \Psi_{P, t}^{H, T}(t_l, \tau) \cdot \Psi_{\tau}(K))_{l=0}^T.$$  \hfill (14)

**Proposition B.1.** The set of clearing solutions to (14), i.e., all elements $(K^*, P^*, \tau^*) \in \mathbb{D}^T$ such that $(K^*, P^*, \tau^*) = \Psi^{H, T}(K^*, P^*, \tau^*)$, forms a lattice in $\mathbb{D}^T$ with greatest and least solutions $(K^\uparrow, P^\uparrow, \tau^\uparrow) \geq (K^\downarrow, P^\downarrow, \tau^\downarrow)$.

**Proof.** As with Proposition 2.2 and Theorem 2.7 this result follows from a direct application of Tarski’s fixed point theorem since $\Psi^{H, T}$ is monotonic in the complete lattice $\mathbb{D}^T$. \hfill \Box

We conclude our discussion of the single maturity setting by directly comparing the clearing solutions found under the mark-to-market setting of (13) and the historical price accounting setting of (14).

**Lemma B.2.** For any mark-to-market clearing solution $(K^*, P^*, \tau^*) = \Psi^T(K^*, P^*, \tau^*)$, there exists a historical price accounting clearing solution $(K^{H, *}, P^{H, *}, \tau^{H, *}) = \Psi^{H, T}(K^{H, *}, P^{H, *}, \tau^{H, *})$ that bounds $(K^*, P^*, \tau^*)$ from above, i.e., $(K^*, P^*, \tau^*) \leq (K^{H, *}, P^{H, *}, \tau^{H, *})$. Conversely, for any historical price accounting clearing solution $(K^{H, *}, P^{H, *}, \tau^{H, *}) = \Psi^{H, T}(K^{H, *}, P^{H, *}, \tau^{H, *})$, there exists a mark-to-market clearing solution $(K^*, P^*, \tau^*) = \Psi^T(K^*, P^*, \tau^*)$ that bounds $(K^{H, *}, P^{H, *}, \tau^{H, *})$ from below, i.e., $(K^*, P^*, \tau^*) \leq (K^{H, *}, P^{H, *}, \tau^{H, *})$.

**Proof.** First, by construction, $\Psi^{H, T}(K, P, \tau) \geq \Psi^T(K, P, \tau)$ for any $(K, P, \tau) \in \mathbb{D}^T$.

Now let $(K^*, P^*, \tau^*) = \Psi^T(K^*, P^*, \tau^*) \leq \Psi^{H, T}(K^*, P^*, \tau^*)$. Recall that $\mathbb{D}^T$ is a complete lattice, therefore the limit of Picard iterations over $\Psi^{H, T}$ exists and is a fixed point. Due to monotonicity of $\Psi^{H, T}$ if immediately follows that this fixed point is bounded from below by $(K^*, P^*, \tau^*)$.

Finally, let $(K^{H, *}, P^{H, *}, \tau^{H, *}) = \Psi^{H, T}(K^{H, *}, P^{H, *}, \tau^{H, *}) \geq \Psi^T(K^{H, *}, P^{H, *}, \tau^{H, *})$. By a similar argument as before, we can realize a fixed point of $\Psi^T$ through Picard iterations that is bounded from above by $(K^{H, *}, P^{H, *}, \tau^{H, *})$. \hfill \Box
Remark B.3. The statement of Lemma B.2 is written generally for any clearing solutions. Notably these imply that the monotonicity holds for the greatest and least clearing solutions, e.g., \((K^\uparrow, P^\uparrow, \tau^\uparrow) \leq (K^{H\uparrow}, P^{H\uparrow}, \tau^{H\uparrow})\) so that the greatest clearing solution under historical price accounting is uniformly better for all banks than mark-to-market accounting.

In this way, one can view historical price accounting as the optimistic accounting rule while mark-to-market is the pessimistic one. From a regulatory perspective, if the system is healthy under mark-to-market accounting then it can reasonably be considered resilient to shocks as this is a “worst case” for fair accounting rules.

B.2 Multiple maturity setting

Similar to the single maturity setting, in constructing a clearing solution under historical price accounting we need only alter our treatment of the future interbank assets. That is, we consider a clearing solution via the fixed point problem

\[
(K, V, P, \tau) = \Psi^H(K, V, P, \tau; \alpha)
\]

\[
:= (\Psi_K(t_l, V(t_l), P(t_l, \cdot), \tau), \Psi_V(t_l, V(t_l|0), \tau; \alpha), \Psi_P^H(t_l, t_k, \tau)_{k=[l+1]^{\ell}}, \Psi_{\tau}(K, V))_{l=0}^{\ell}
\]

where, for any \(i = 1, \ldots, n,\)

\[
\Psi_{P,i}^H(t_l, t_k, \tau) = 1_{\{\tau_i > t_l\}}.
\]

We wish to note that \(\Psi_{P,i}^H(t_l, t_k, \tau)\) is independent of \(t_k\); we leave the dependence here for easier comparisons to \(\Psi_{P,i}\).

Proposition B.4. Fix the rebalancing strategies \(\alpha(t_l, \hat{K}, \hat{V}) \in [0, 1]|_{t_l}\) so that they depend only on the current time \(t_l\), capital \(\hat{K} \in L^n_{t_l}\) and cash account \(\hat{V} \in L^n_{t_l}\). There exists a (finite) clearing solution \((K^*, V^*, P^*, \tau^*) = \Psi^H(K^*, V^*, P^*, \tau^*)\) to (15). Furthermore, if we have Markovian external assets, \(x(t_l) = f(x(t_{l-1}), \hat{\epsilon}(t_l))\) for i.i.d. perturbations \(\hat{\epsilon}\), then there exists a clearing solution such that \((x(t_l), K^*(t_l), V^*(t_l), P^*(t_l, t_k)_{k=l}^\ell, \tau^*(t_l))_{l=0}^\ell\) is Markovian where \(\tau^*(t_l) := 1_{\{\tau \geq t_l\}}\) is the realized solvency process.

Proof. As with the proof of Theorem B.4 this result can be proven constructively. In particular, due to the use of historical price accounting, this clearing solution can be constructed forward in time as there are no forward dependencies necessary. Each time can be formulated via a fixed point problem with existence via Tarski’s fixed point theorem, so the desired results follow.

We conclude this discussion by considering the special case where a direct comparison can be
drawn between the mark-to-market setting (11) and the historical price accounting setting (15).

Notably, the strong monotonicity properties that allow mark-to-market accounting to serve as a reliable stress testing device in the single maturity setting (as discussed in Remark B.3), is only guaranteed to hold under the zero recovery setting \( \beta = 0 \).

**Lemma B.5.** Consider a financial system with zero recovery rate \( (\beta = 0) \) and such that all rebalancing strategies are independent of bank performance (e.g., \( \alpha \equiv 0 \)). For any mark-to-market clearing solution \( (K^*, V^*, P^*, \tau^*) = \Psi(K^*, V^*, P^*, \tau^*) \), there exists a historical price accounting clearing solution \( (K^{H,*}, V^{H,*}, P^{H,*}, \tau^{H,*}) = \Psi^H(K^{H,*}, V^{H,*}, P^{H,*}, \tau^{H,*}) \) that bounds \( (K^*, V^*, P^*, \tau^*) \) from above, i.e., \( (K^*, V^*, P^*, \tau^*) \leq (K^{H,*}, V^{H,*}, P^{H,*}, \tau^{H,*}) \).

Conversely, for any historical price accounting clearing solution \( (K^{H,*}, V^{H,*}, P^{H,*}, \tau^{H,*}) = \Psi^H(K^{H,*}, V^{H,*}, P^{H,*}, \tau^{H,*}) \), there exists a mark-to-market clearing solution \( (K^*, V^*, P^*, \tau^*) = \Psi(K^*, V^*, P^*, \tau^*) \) that bounds \( (K^{H,*}, V^{H,*}, P^{H,*}, \tau^{H,*}) \) from below, i.e., \( (K^*, V^*, P^*, \tau^*) \leq (K^{H,*}, V^{H,*}, P^{H,*}, \tau^{H,*}) \).

**Proof.** Under the assumed properties both \( \Psi \) and \( \Psi^H \) are monotonic mappings in the complete lattice \( \mathbb{D} \). Furthermore, by construction, \( \Psi^H(K, V, P, \tau) \geq \Psi(K, V, P, \tau) \) for any \( (K, V, P, \tau) \in \mathbb{D} \). Therefore, by a comparable comparison principle argument as in the proof of Lemma B.2, the desired results follow.

**Remark B.6.** Though a local comparison can be made between the mark-to-market and historical price accounting systems, the total comparison as provided within Lemma B.5 fails in the general case due to: (i) the positive impact defaults have on short-term liquidity when \( \beta > 0 \) and (ii) the variable impact that rebalancing has on both the capital and cash accounts.

**C  Proofs**

**C.1  Proofs for the single maturity setting of Section 2**

**C.1.1  Proof of Theorem 2.7**

**Proof.** The result follows from a direct application of Tarski’s fixed point theorem since \( \Psi^T \) is monotonic in the complete lattice \( \mathbb{D}^T \).
C.1.2 Proof of Proposition 2.10

Proof. In the notation of Section 2.3.1 at any time \( t \in \{0, \Delta t, \ldots, T - \Delta t\} \) and for each bank \( k = 1, \ldots, n \), we can write

\[
\hat{x}_k(t + \Delta t, \omega_{t+\Delta t,(n+1)(i-1)+j}) = \hat{x}_k^{(j)}(t, \omega_{t,i}),
\]

for a given function \( \hat{x}_k^{(j)} \), for every \( i = 1, \ldots, (n+1)^{t/\Delta t} \) and \( j = 1, \ldots, n+1 \). Here \( i \) corresponds to the node reached at time \( t \) and \( j \) corresponds to the branch taken to time \( t + \Delta t \). Similarly, we can write

\[
\hat{P}_k^{(j)}(t + \Delta t, \omega_{t+\Delta t,(n+1)(i-1)+j}) = \hat{P}_k^{(j)}(t, \omega_{t,i}).
\]

By construction, for any given event \( \omega_{t,i} \in \mathcal{F}_t^n \), the vectors \( (\hat{x}_k^{(1)}(t, \omega_{t,i}), \ldots, \hat{x}_k^{(n+1)}(t, \omega_{t,i})) \), for \( k = 1, \ldots, n \), and the vector \((1, \ldots, 1)\) are linearly independent in \( \mathbb{R}^{n+1} \). Write \( \hat{x}^{(j)} = (\hat{x}_1^{(j)}, \ldots, \hat{x}_n^{(j)}) \) and \( \hat{P}^{(j)} = (\hat{P}_1^{(j)}, \ldots, \hat{P}_n^{(j)}) \) for \( j = 1, \ldots, n+1 \). For \( t \in \{0, \Delta t, \ldots, T - \Delta t\} \), the aforementioned linear independence allows us to define

\[
\theta(t, \omega) := \begin{bmatrix}
\hat{x}^{(2)}(t, \omega_{t,i}) - \hat{x}^{(1)}(\omega_{t,i}) \\
\vdots \\
\hat{x}^{(n+1)}(t, \omega_{t,i}) - \hat{x}^{(1)}(t, \omega_{t,i})
\end{bmatrix}^{-1} \begin{bmatrix}
\hat{P}^{(2)}(t, \omega_{t,i}) - \hat{P}^{(1)}(t, \omega_{t,i}) \\
\vdots \\
\hat{P}^{(n+1)}(t, \omega_{t,i}) - \hat{P}^{(1)}(t, \omega_{t,i})
\end{bmatrix}, \tag{16}
\]

whenever \( \omega \in \mathcal{S}(\omega_{t,i}) \), where we note that the right-hand side of (16) is \( \mathcal{F}_t^n \)-measurable. It now follows from (16) that, for any given \( \omega_{t,i} \in \mathcal{F}_t^n \) and \( \omega \in \mathcal{S}(\omega_{t,i}) \), we have

\[
\hat{P}^{(j)}(t, \omega_{t,i}) - (\hat{x}^{(j)}(t, \omega_{t,i}) - \hat{x}(t, \omega_{t,i}))\theta(t, \omega) = \hat{P}^{(1)}(t, \omega_{t,i}) - (\hat{x}^{(1)}(t, \omega_{t,i}) - \hat{x}(t, \omega_{t,i}))\theta(t, \omega),
\]

for each \( j = 1, \ldots, n+1 \). Consequently, \( \mathbf{P}(t + \Delta t) - \Delta \hat{x}(t)\theta(t) \) is known conditional on \( \mathcal{F}_t^n \). Since \( \hat{x} \) is a martingale and \( \theta(t) \) is \( \mathcal{F}_t^n \)-measurable, this implies that \( \mathbf{P}(t + \Delta t) - \Delta \hat{x}(t)\theta(t) \) equals \( \mathbb{E}[\mathbf{P}(t + \Delta t) | \mathcal{F}_t^n] \), and hence the martingale property of \( \mathbf{P} \) gives

\[
\Delta P_k(t) = P_k(t + \Delta t) - \mathbb{E}[P_k(t + \Delta t) | \mathcal{F}_t^n] = \theta_k(t)^\top \Delta \hat{x}(t),
\]

for each \( k = 1, \ldots, n \), where \( \theta_k \) denotes the \( k \)th column of \( \theta \). The claim now follows from \( \mathbf{K}(t) = \Psi_k^T(t, \mathbf{P}(t)) \) in (3), by inserting the above expression for \( \Delta P_k(t) \). \( \square \)
C.1.3 Proof of Proposition 2.12

Proof. Let \( (K, P, \tau) \in \mathbb{D}^T \) be a fixed point of (8). This is a fixed point of (8) if and only if
\[
P_i(t_l, \omega_{t_l}) = \Psi_{F_i}^T(t_l, P(t_{[l+1]}), \tau, \omega_{t_l}).
\]

- At \( l = \ell \): \( P_i(T, \omega_T) = \mathbb{P}(\tau_i > T | F_T)(\omega_T) = \mathbb{1}_{\{\tau_i > T\}}(\omega_T) \) for every \( \omega_T \in \Omega_T \) by construction of \( F_T = F \).

- At \( l < \ell \): Fix \( \omega_{t_l} \in \Omega_{t_l} \),
\[
P_i(t_l, \omega_{t_l}) = \mathbb{P}(\tau_i > T | F_{t_l})(\omega_{t_l}) = \frac{\mathbb{P}(\tau_i > T, \omega_{t_l})}{\mathbb{P}(\omega_{t_l})} = \sum_{\omega_{t_{l+1}} \in S(\omega_{t_l})} \frac{\mathbb{P}(\omega_{t_{l+1}}) \mathbb{P}(\tau_i > T | F_{t_{l+1}})(\omega_{t_{l+1}})}{\mathbb{P}(\omega_{t_l})} = \sum_{\omega_{t_{l+1}} \in S(\omega_{t_l})} \frac{\mathbb{P}(\omega_{t_{l+1}}) P(t_{l+1}, \omega_{t_{l+1}})}{\mathbb{P}(\omega_{t_l})}.
\]

Let \( (K, P, \tau) \in \mathbb{D}^T \) be a fixed point of (8). This is a fixed point of (8) if and only if
\[
P_i(t_l) = \Psi_{F_i}^T(t_l, \tau) \text{ almost surely very every time } l = 0, 1, ..., \ell.
\]

- At \( l = \ell \): \( P_i(T, \omega_T) = \mathbb{1}_{\{\tau_i > T\}}(\omega_T) = \mathbb{P}(\tau_i > T | F_T)(\omega_T) \) for every \( \omega_T \in \Omega_T \) by construction of \( F_T = F \).

- At \( l < \ell \): Assume \( P_i(t_{l+1}) = \Psi_{F_i}^T(t_{l+1}, \tau) \) at time \( t_{l+1} \) almost surely. Fix \( \omega_{t_l} \in \Omega_{t_l} \),
\[
P_i(t_l, \omega_{t_l}) = \sum_{\omega_{t_{l+1}} \in S(\omega_{t_l})} \frac{\mathbb{P}(\omega_{t_{l+1}}) P(t_{l+1}, \omega_{t_{l+1}})}{\mathbb{P}(\omega_{t_l})} = \sum_{\omega_{t_{l+1}} \in S(\omega_{t_l})} \frac{\mathbb{P}(\omega_{t_{l+1}}) \mathbb{P}(\tau_i > T | F_{t_{l+1}})(\omega_{t_{l+1}})}{\mathbb{P}(\omega_{t_l})} = \sum_{\omega_{t_{l+1}} \in S(\omega_{t_l})} \frac{\mathbb{P}(\tau_i > T, \omega_{t_l})}{\mathbb{P}(\omega_{t_l})} = \mathbb{P}(\tau_i > T | F_{t_l})(\omega_{t_l}).
\]

\[\square\]

C.1.4 Proof of Proposition 2.14

Proof. As with Theorem 2.7 this result follows readily from Tarski’s fixed point theorem. \( \square \)

C.1.5 Proof of Proposition 2.15

Proof. Define \( (K, P) \) to be the realized solution from \( \Psi^T(0, 1) \). Let \( \tau := \Psi_T^T(K) \) be the associated default times and \( \varsigma(t_l, \omega_{t_l}) := \prod_{k=0}^{l-1} \mathbb{1}_{\{K(t_k, \omega_{t_k}) > 0\}} \) be the realized (auxiliary) solvency process at time \( t \) and in state \( \omega_{t_l} \in \Omega_{t_l} \) (and \( \varsigma(0, \omega_0) = 1 \)). (We wish to note that \( \varsigma(t_l) \in \mathbb{C}^{\mathbb{N}} \) and as such could be indexed by the preceding states \( \omega_{t_{[l-1]+}} \in \Omega_{t_{[l-1]+}} \) instead; we leave the use of \( \omega_{t_l} \) as we find it is clearer notationally.) First, we will show that \( (K, P, \tau) \) is a clearing
solution of (6) via the representation (8), i.e., \((K, P, \tau) = \bar{\Psi}^T(K, P, \tau)\). Second, we will show that this solution must be the maximal clearing solution as proven to exist in Theorem 2.7.

(i) By construction of \(\hat{\Psi}^T\), \((K, P, \tau) = \hat{\Psi}^T(K, P, \tau)\) if and only if \(P(t_l) = \hat{\Psi}^T_P(t_l, P(t_{l-1} \wedge l), \tau)\) for every time \(l \in \{0, 1, ..., \ell\}\). At maturity, \(P(T) = \hat{\Psi}^T_P(T, P(T), \tau)\) trivially by construction of \(\tau\). Consider now \(l < \ell\) and assume \(P(t_{l+1}) = \hat{\Psi}^T_P(t_{l+1}, \ell(t_{l+1})) = \hat{\Psi}^T_P(t_l, P(t_{l+1}), \tau)\).

By construction, \(P(t_l, \omega_l) = \hat{\Psi}^T_P(t_{l+1}, P(t_{l+1}), \tau, \omega_l)\) and the result is proven.

(ii) Now assume there exists some clearing solution \((K^\dagger, P^\dagger, \tau^\dagger) \geq (K, P, \tau)\). Then we can rewrite the form of \((K^\dagger, P^\dagger)\) as:

\[
(K^\dagger, P^\dagger) = (\Psi^T_K(t_l, P^\dagger(t_l)), \bar{\Psi}^T_P(t_l, P^\dagger(t_{l-1} \wedge l), \Psi^T_T(K^\dagger)))_{l=0}^\ell
\]

through the use of the clearing formulation \(\bar{\Psi}^T\) and explicitly applying \(\tau^\dagger = \Psi^T_T(K^\dagger)\).

Following the logic of the prior section of this proof, it must follow that

\[
P^\dagger(t_l, \omega_l) = \begin{cases} 
\text{diag}(1_{\{\inf_k < \ell \mid K(t_k, \omega_l) \geq 0\}}) \sum_{\omega_{l+1} \in S(\omega_l)} \frac{P(t_{l+1}, \omega_{l+1})}{P(\omega_l)} & \text{if } l < \ell \\
1_{\{\inf_k \leq \ell \mid K(t_k, \omega_l) \geq 0\}} & \text{if } l = \ell 
\end{cases}
\]

for every time \(t_l\) and state \(\omega_l \in \Omega_l\). That is, \((K^\dagger(t_l), P^\dagger(t_l)) = \hat{\Psi}^T(t_l, 1_{\{\inf_k < l \mid K(t_k, \omega_l) \geq 0\}})_{\omega_l} \in \Omega_l\) satisfies all of the fixed point problems within the construction of \(\Psi^T\) at all times \(t_l\).

We will complete this proof via backwards induction with, to simplify notation, \(\ell(t_l) = 1_{\{\inf_k < \ell \mid K(t_k, \omega_l) \geq 0\}}\). Consider maturity \(T\), it must follow that \((K^\dagger(T), P^\dagger(T)) \leq \hat{\Psi}^T(T, \ell(T))\) by the definition of the fixed point operator \(\text{FIX}\). Consider some time \(t_l < T\) and assume \((K^\dagger(t_l+1), P^\dagger(t_l+1)) \leq \hat{\Psi}^T(t_l, \ell(t_l+1))\). By the backward recursion used within \(\hat{\Psi}^T_P(t_l, \ell(t_l))\), it follows that

\[
P^\dagger(t_l, \ell(t_l)) = \text{diag}(\ell(t_l)) \left[ \sum_{\omega_{l+1} \in S(\omega_l)} \frac{P(t_{l+1}, \omega_{l+1})}{P(\omega_l)} \right]_{\omega_l} 
\]

\[
\leq \text{diag}(\ell(t_l)) \left[ \sum_{\omega_{l+1} \in S(\omega_l)} \frac{P(t_{l+1}, \omega_{l+1})}{P(\omega_l)} \hat{\Psi}^T_P(t_l, \ell(t_l+1), \omega_{l+1}) \right]_{\omega_l} 
\]

Further, by the monotonicity of \(\Psi^T_K\), it would follow that \((K^\dagger(t_l), P^\dagger(t_l)) \leq \hat{\Psi}^T(t_l, \ell(t_l))\). This, together with the trivial monotonicity of \(\hat{\Psi}^T\) w.r.t. the solvency indicator \(\ell\), forms a contradiction to the original assumption.

\(\square\)
C.1.6 Proof of Corollary 2.16

Proof. We have \( \mathcal{t}(t_t) = \text{diag}(\mathcal{t}(t_{t-1})) \mathbb{1}_{\{\mathcal{K}(t_{t-1}) \geq 0\}} \). Thus, Markovianity follows directly from (11) as \((\mathcal{K}(t_t), \mathcal{P}(t_t)) = \hat{\Psi}^T(t_t, \mathcal{t}(t_t); \mathcal{x}(t_t)) = \hat{\Psi}^T(t_t, \text{diag}(\mathcal{t}(t_{t-1})) \mathbb{1}_{\{\mathcal{K}(t_{t-1}) \geq 0\}}; f(\mathcal{x}(t_{t-1}), \mathcal{t}(t_t))) \). \( \square \)

C.2 Proofs for the multiple maturity setting of Section 3

C.2.1 Proof of Theorem 3.4

Proof. We will prove the existence of a clearing solution \((\mathcal{K}^*, \mathcal{V}^*, \mathcal{P}^*, \tau^*)\) to (11) constructively. Specifically, as in the dynamic programming principle formulation (10) for the single maturity setting, consider the mappings \( \hat{\Psi} \) of the time, solvent institutions, and prior cash account into the current clearing solution. That is, we define \( \hat{\Psi} \) by

\[
\hat{\Psi}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) := \begin{pmatrix}
\hat{\Psi}_{\mathbb{K}}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) \\
\hat{\Psi}_{\mathbb{V}}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) \\
\hat{\Psi}_{\mathbb{P}}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t})
\end{pmatrix}
\]

\[
= \text{FIX}_{(\mathcal{K}, \mathcal{V}, \mathcal{P}) \in \mathbb{D}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t})}
\left( \begin{array}{c}
\hat{\mathcal{V}} + \beta (\mathcal{L}^T) \mathbb{1}_{\{\mathcal{K} \wedge \mathcal{V} \leq 0\}} + \sum_{k=1}^{\ell} e^{-r(t_k-t_t)} \left[ (\mathcal{L}^k)^T \mathbb{1}_{\{\mathcal{K} \wedge \mathcal{V} \leq 0\}} \right]
\sum_{\omega_{t_{k+1}} \in \mathbb{S}(\omega_{t_k})} \mathbb{P}(\omega_{t_{k+1}}) (\mathcal{P}(t_{k+1}, \mathcal{F}(\mathcal{K}, \mathcal{V}, \mathcal{t})\omega_{t_k})) \mathcal{V}(\omega_{t_{k+1}}) \mathbb{1}_{\{\mathcal{K} \wedge \mathcal{V} \leq 0\}}
\sum_{l=0}^{\ell} \mathbb{1}_{\{\mathcal{K} \wedge \mathcal{V} \leq 0\}}
\end{array} \right) \mathcal{F}(t_t, \mathcal{V}, \mathcal{t}) \mathbb{1}_{\{\mathcal{K} \wedge \mathcal{V} \leq 0\}}
\right)
\]

with

\[
\mathcal{F}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) := \left( \mathcal{K}, \hat{\mathcal{V}} + \beta \sum_{k=1}^{\ell} (\mathcal{L}^k)^T \mathbb{1}_{\{\mathcal{K} \wedge \mathcal{V} \leq 0\}}, \mathbb{1}_{\{\mathcal{K} \wedge \mathcal{V} \leq 0\}} \right)
\]

for any \( t \in 0, 1, ..., \ell \) and the fixed points taken on the lattice}

\[
\mathbb{D}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) := \mathbb{D}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) \times \mathbb{D}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) \times [0, 1]^{\mathbb{N}_t} \times (\ell - t_t + 1)
\]

\[
\mathbb{D}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) := \left\{ \mathcal{K} \in \mathcal{L}^n_t \mid \mathcal{K} \in \mathbb{D}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) + [0, \beta (\mathcal{L}^T) \mathbb{1}) + \sum_{k=l+1}^{\ell} e^{-r(t_k-t_t)} (\beta (\mathcal{L}^k)^T \mathcal{t}_k (\mathcal{L}^k)^T \mathcal{t}_k - \mathcal{L}^k \mathbb{1}) \right\}
\]

\[
\mathbb{D}(t_t, \mathcal{K}, \mathcal{V}, \mathcal{t}) := \left\{ \mathcal{V} \in \mathcal{L}^n_t \mid \mathcal{V} \in (I + \text{diag}(\mathcal{R}(t_t, \mathcal{t}_{t-1}, \mathcal{K})) \mathcal{V}) + [0, (\mathcal{L}^T) \mathbb{1} - \mathcal{L}^T \mathbb{1}) \right\}
\]

\[
\text{if } l > 0
\]

\[
\{ \mathcal{x}(0) \}
\]

\[
\text{if } l = 0.
\]
As the problem used to define \( \hat{\Psi} \) is a monotonic mapping on a lattice (proven by inspection for \( \hat{\Psi}_K, \hat{\Psi}_V \) and by a simple induction argument for \( \hat{\Psi}_P \)), we can apply Tarski's fixed point theorem to guarantee the existence of a greatest fixed point (i.e., the mapping \( \text{FIX} \) is well-defined in this case for every feasible combination of inputs). Let \((K^*, V^*, P^*)\) be the realized solution from \( \hat{\Psi}(0, 0, x(0), 1) \) and define \( \tau^* := \Psi_*(K^*, V^*) \). (We wish to note that the initial value for \( \hat{K} \) taken here as \( 0 \) is an arbitrary choice as this term is never utilized.) As in the proof of Proposition \( 2.15 \) we will seek to demonstrate that \((K^*, V^*, P^*, \tau^*)\) is a fixed point to \( \{1 \} \) by proving that \( P^*(t_1, t_2) = \Psi_P(t_1, t_2, \tau^*) \) for all times \( t_1 \leq t_2 \). First, at maturity times, \( P^*(t_1, t_2) = \prod_{k=0}^{l} \mathbb{1}_{\{ \min(K^*(t_1), V^*(t_2)) \geq 0 \}} = \mathbb{1}_{\{ \tau^* > t_1 \}} = \mathbb{P}(\tau^* > t_1 | \mathcal{F}_t) \) by construction. Second, consider \( l < k \) and assume \( P^*(t_1 + 1, t_2) = \Psi_P(t_1 + 1, t_2, \tau^*) \). By definition of \( \hat{\Psi}_P, \), we can construct \( P^*(t_1, t_2) \) as follows:

\[
\begin{align*}
P^*_i(t_1, t_2, \omega_{t_j}) &= \sum_{\omega_{t_{i+1}} \in S(\omega_{t_i})} \frac{\mathbb{P}(\omega_{t_{i+1}}) \hat{\Psi}_{P,i}(t_{i+1}, K^*(t_i), V^*(t_i)) + \beta \sum_{k=0}^{l} (\mathbb{1}(\tau^* = t_i), \mathbb{1}(\tau^* > t_i)) (\omega_{t_{i+1}})}{\mathbb{P}(\omega_{t_i})} \\
&= \sum_{\omega_{t_{i+1}} \in S(\omega_{t_i})} \frac{\mathbb{P}(\omega_{t_{i+1}}) P^*_i(t_{i+1}, t_2, \omega_{t_{i+1}})}{\mathbb{P}(\omega_{t_i})} = \sum_{\omega_{t_{i+1}} \in S(\omega_{t_i})} \frac{\mathbb{P}(\omega_{t_{i+1}}) P^*_i(t_{i+1}, t_2, t_2, \omega_{t_{i+1}})}{\mathbb{P}(\omega_{t_i})} \\
&= \sum_{\omega_{t_{i+1}} \in S(\omega_{t_i})} \frac{\mathbb{P}(\omega_{t_{i+1}}) P^*_i(t_{i+1}, t_2, \omega_{t_{i+1}})}{\mathbb{P}(\omega_{t_i})} = \sum_{\omega_{t_{i+1}} \in S(\omega_{t_i})} \frac{\mathbb{P}(\omega_{t_{i+1}}) P^*_i(t_{i+1}, t_2, \omega_{t_{i+1}})}{\mathbb{P}(\omega_{t_i})} \\
&= \mathbb{P}(\tau^* > t_2 | \mathcal{F}_t)(\omega_{t_i}) = \Psi_P,i(t_1, t_2, \tau^*)(\omega_{t_i}).
\end{align*}
\]

Therefore, we have constructed a process that clears \( \{1 \} \). To prove that the enlarged process is Markovian, as with the Corollary \( 2.16 \) we can simply observe that

\[
\begin{align*}
(K^*(t_1), V^*(t_1), P^*_i(t_1, t_2)) &= \hat{\Psi}(t_1, t^*(t_1), V^*(t_1), x(t_1)) \\
&= \hat{\Psi}(t_1, \text{diag}(t^*(t_1)), \mathbb{1}(K^*(t_1), V^*(t_1), x(t_1))) \times (V^*(t_1), f(x(t_1), \epsilon(t_1))).
\end{align*}
\]

From this, the result is immediate. \( \square \)