The Delta-Method and Influence Function in Medical Statistics: a Reproducible Tutorial
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ABSTRACT Approximate statistical inference via determination of the asymptotic distribution of a statistic is routinely used for inference in applied medical statistics (e.g. to estimate the standard error of the marginal or conditional risk ratio). One method for variance estimation is the classical Delta-method but there is a knowledge gap as this method is not routinely included in training for applied medical statistics and its uses are not widely understood. Given that a smooth function of an asymptotically normal estimator is also asymptotically normally distributed, the Delta-method allows approximating the large-sample variance of a function of an estimator with known large-sample properties. In a more general setting, it is a technique for approximating the variance of a functional (i.e., an estimand) that takes a function as an input and applies another function to it (e.g. the expectation function). Specifically, we may approximate the variance of the function using the functional Delta-method based on the influence function (IF). The IF explores how a functional $\phi(\theta)$ changes in response to small perturbations in the sample distribution of the estimator and allows to compute the empirical standard error of the distribution of the functional. The ongoing development of new methods and techniques may pose a challenge for applied statisticians who are interested in mastering the application of these methods. In this tutorial we review the use of the classical and functional Delta-method and their links to the IF from a practical perspective. We illustrate the methods using a cancer epidemiology example and we provide reproducible and commented code in R and Python using symbolic programming. The code can be accessed at [https://github.com/migariane/DeltaMethodInfluenceFunction](https://github.com/migariane/DeltaMethodInfluenceFunction)
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1 INTRODUCTION

A fundamental problem in inferential statistics is to approximate the distribution of an estimator constructed from the sample (i.e. a statistic). The standard error (SE) of an estimator characterises its variability. Oftentimes, it is not directly the estimator which is of interest but a function of it. In this case, the Delta-Method can approximate the standard error (with known asymptotic properties) using Taylor expansions because a smooth function of an asymptotically normal estimator is also asymptotically...
normal. In a more general setting, this technique is also useful for approximating the variance of some functionals. For instance, in epidemiology the Delta-method is used to compute the SE of functions such as the risk difference (RD) and the risk ratio (RR), which are all functions of the risk (a parameter representing the probability of the outcome). Alternatively to the Delta-method to approximate the distribution of the SE for large samples, we can use other computational methods such as the bootstrap. In the course of their research, it may be necessary for applied statisticians to assess whether a large sample approximation of the distribution of a statistic is appropriate, how to derive the approximation, and how to use it for inference in applications. The distribution of the statistic must be approximated to directly estimate its variance and hence the SE because the number and type of inference problems for which it can be analytically determined is narrow.

In this tutorial we introduce the use of the classical and functional Delta-method, the Influence Function (IF), and their relationship from a practical perspective. Hampel introduced the concept of the IF in 1974. He highlighted that most estimators can actually be viewed as functionals constructed from the distribution functions. The IF was further developed in the context of robust statistics but is now used in many fields, including causal inference. The IF is often used to approximate the SE of a plug-in asymptotically linear estimator. Mathematically, the IF is derived using the second term of the first order Taylor expansion used to empirically approximate the distribution of the plug-in estimator. It can be easily derived for most common estimators and it appears in the formulas for asymptotic variances of asymptotically normally distributed estimators. The IF is equivalent to the normalized score functions of maximum likelihood estimators.

Furthermore, the tutorial includes boxes with R code (R Foundation for Statistical Computing, Vienna, Austria) to support the implementation of the methods and to allow readers to learn by doing. The code can be accessed at https://github.com/migariane/DeltaMethodInfluenceFunction. In section 1, we introduce the importance of the Delta-method in statistics and justify the need for a tutorial for applied statisticians. In section 2, we review the theory of the classical and functional Delta-methods and the influence function (IF). In section 3, we provide multiple worked examples and code for applications of the classical and functional Delta-method, and the IF. The first examples involve deriving the SE for the sample mean of a variable, the ratio of two means of two independent variables, and the ratio of two sample proportions (i.e. the risk ratio). Also, we provide an example where the required conditions for the for the Delta-method do not hold. We then show how to use the functional Delta-method based on the IF to derive the SE for the quantile function and the correlation coefficient. Our final example is motivated by an application in cancer epidemiology and involves a parameter of interest that is a combination of coefficients in a logistic regression model. Finally, in section 4, we provide a concise conclusion where we mention additional interconnected methods with the Delta-method and the IF such as M-estimation and the Huber Sandwich estimator.

## 2 | THEORY: THE CLASSICAL DELTA-METHOD

Let \( \theta \) be a parameter. For this tutorial, we are interested in working with an estimand \( \psi \) that can be written as a function of \( \theta \) (i.e., \( \psi := \phi(\theta) \)) rather than \( \theta \) itself. For instance, we may not be interested in the probability of having a particular disease, but in the ratio of two probabilities \( \theta_1 / \theta_2 \), where the first probability \( \theta_1 \) is of developing the disease under treatment, the second \( \theta_2 \) is of developing the disease without treatment. The estimand \( \psi = \phi(\theta) = \theta_1 / \theta_2 \) represents the relative risk. Define the estimator of \( \psi \) to be \( \hat{\psi} = \hat{\theta}_1 / \hat{\theta}_2 \), the ratio of the estimators of the respective probabilities. The question is: if we know the variances of \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \), how do we obtain the variance of \( \hat{\psi} \)? The Delta-method is one approach to answer this.

Let \( \hat{\psi} := \phi(\hat{\theta}) \) be an estimator of \( \psi = \phi(\theta) \) from a random sample \( X_1, X_2, \ldots, X_n \) where the \( X_i \)s are independent and identically distributed (i.i.d) with a distribution defined with a parameter \( \theta \) (i.e. \( X_i \sim F_X(\cdot|\theta) \)). Examples of parameters include the rate of an exponential variable \( \theta = \lambda \), the mean and variance of a normal distribution \( \theta = (\mu, \sigma^2) \) or the probability of a specific category under a multinomial model with \( m \) different categories: \( \theta = (p_1, p_2, \ldots, p_m)^T \) with \( \sum_{i=1}^{m} p_i = 1 \).

Any (measurable) function \( T_\psi := T(X_1, \ldots, X_n) \) of the random sample is called a statistic. In particular, any estimator \( \hat{\theta} \) of \( \theta \) is a function of the random sample making it a statistic. For example, if \( \theta = \mu \), the mean, \( \hat{\theta}(X_1, \ldots, X_n) = 1/n \sum_{i=1}^{n} X_i = \bar{X} \) is a function of the \( X_i \)s. To emphasize the dependency of the estimator, \( \hat{\theta} \), on the sample size, \( n \), we write: \( \hat{\theta}_n \). Thus \( \hat{\theta}_{100} \) would denote the estimator under a random sample of size 100 and \( \hat{\theta}_\infty := \lim_{n \to \infty} \hat{\theta}_n \) denotes the estimator under a random sample “of infinite size”. Any (measurable) function of the estimator, \( \psi_n := \phi(\hat{\theta}_n) \) also depends upon the random sample and hence it is a statistic too. Due to the dependency upon the random sample, any statistic by itself is a random variable. We can thus characterise the estimator in terms of its distribution. As an example, if the \( X_i \) are i.i.d. \( \text{Normal}(\mu, \sigma^2) \) then \( \hat{\theta}_n = \bar{X} \) also has a normal distribution with parameters \( (\mu, \sigma^2/n) \). Furthermore, the statistic \( \psi_n = \psi(\hat{\theta}_n) = e^{\bar{X}} \) has a LogNormal(\( \mu, \sigma^2/n \)) distribution.
More often than not, the distribution of a statistic cannot be estimated directly and we rely on the asymptotic (large sample) properties of $\hat{\theta}_n$ where $n$ approaches $\infty$. A most powerful and well-known result is the central limit theorem which states under reasonable regularity conditions (i.i.d. variables with mean $\mu$ and standard deviation $\sigma$) that if $\hat{\theta}_n = \bar{X}$ then, for large $n$,

$$\sqrt{n}(\hat{\theta}_n - \mu) \overset{\text{approx}}{\sim} \text{Normal}(0, \sigma^2)$$  \hspace{1cm} (1)

which is the property that allows us to construct the Wald-type asymptotic confidence intervals: $\hat{\theta}_n \pm Z_{1-\alpha/2} \cdot \sqrt{\sigma^2/n}$.

However, when the function $\phi(\cdot)$ – a function of one or more estimators with large-sample normality with known variance – is not linear (e.g. the ratio of two proportions) and there is not a closed functional form to derive the SE, we use the Delta-method. The classical Delta-method states that under certain regularity conditions for the function $\phi(\cdot)$, the statistic $\hat{\theta}$, and the i.i.d. random variables $X_i$s, the distribution of $\phi(\hat{\theta})$ can be approximated via a normal distribution with a variance proportional to $\phi$’s rate of change at $\theta$, the derivative $\phi'(\theta)$. In the one dimensional case of $\theta \in \mathbb{R}$ and $\phi(\theta) \in \mathbb{R}$, if $\hat{\theta}_n$ is asymptotically normal, this theorem states that, for large $n$ (Appendix: Delta-method proof):

$$\sqrt{n}(\phi(\hat{\theta}_n) - \phi(\mu)) \overset{\text{approx}}{\sim} \text{Normal}(0, \phi'(\theta)^2\sigma^2).$$

This provides the researcher with confidence intervals based on asymptotic normality:

$$\hat{\theta}_n \pm Z_{1-\alpha/2} \cdot \sqrt{\frac{\phi'(\theta)^2\sigma^2}{n}}.$$  

To better understand the Delta-method we need to discuss four concepts. First, we need to discuss how derivatives approximate functions such as $\phi$ via a Taylor expansion. Second, we describe convergence in distribution which is what allows us to characterise the asymptotic properties of the estimator. Third, we present the central limit theorem, which is at the core of the Delta-method. Finally we’ll generalize these results to the functional Delta-method using influence functions.

### 2.1 Taylor’s Approximation

For Taylor’s approximation to work we need to have a function $\phi$ that is differentiable at $\theta$. Following the classical definition of differentiability, a real valued function $\phi$ with domain $\mathbb{D}$, a subset of $\mathbb{R}$, ($\phi: \mathbb{D} \to \mathbb{R}$) is differentiable at $\theta \in \mathbb{D}$ and has derivative $\phi'(\theta)$ if the following limit exists:

$$\phi'(\theta) := \lim_{h \to 0} \frac{\phi(\theta + h) - \phi(\theta)}{h}.$$  

Intuitively, this definition states that one can estimate a unique tangent line to $\phi$ with slope $\phi'$ at $\theta$ by calculating the values of the function $\phi$ at $\theta$ and $\theta + h$ and reducing the size of $h$ (see Figure 1a).

This definition can be extended to the multivariate case via directional derivatives (Gâteaux derivatives). In multiple dimensions, there is no unique tangent line that can be generated (see Figure 1b); hence, in addition to the function $\phi$, one must also specify the direction of the vector $v$ in which the tangent line will be calculated. This results in $\partial_v \phi(\theta)$, the derivative of $\phi$ at $\theta$ in the direction $v$.

$$\partial_v \phi(\theta) := \lim_{h \to 0 \atop h \neq 0} \frac{\phi(\theta + h \cdot v) - \phi(\theta)}{h}.$$  \hspace{1cm} (2)

As an example, Figure 1b is a graph of the function $\phi(\theta_1, \theta_2) = \sin(\theta_1)$ with two different vectors $v_1 = (1, 0)^T$ and $v_2 = (0, 1)^T$. Each vector results in a different directional derivative, $\partial_{v_1} \phi(\theta) = \cos(\theta_1)$ and $\partial_{v_2} \phi(\theta) = 0$, respectively, corresponding to the slopes of the tangent lines in the directions of $v_1$ and $v_2$ respectively.

It turns out that for the Delta-method to be generalized to functionals (i.e. functions of functions) having a Gâteaux derivative is not enough. We require not only that the directional derivative $\partial_v \phi$ exists but also that it exists and coincides with the one obtained for any sequence of directions $\{v_1, v_2, v_3, \ldots \}$ that converge to $v$ (i.e. $\lim_{h \to 0} v_h = v$). This is called (equivalently) the compact derivative or the Hadamard (one-sided directional) derivative of $\phi$ at $\theta$ in the direction $v$ (as long as it is a linear...

---

1You might notice a slight change in notation where the limit is stated as $h \downarrow 0$ instead of the classical $h \to 0$. The $\downarrow$ notation implies that the limit is taken with $h$ decreasing towards zero in order to distinguish the direction $v$ from $-v$. 

---
function for any \( v \) and is usually denoted as:

\[
\partial_v \phi(\theta) := \lim_{h \downarrow 0} \frac{\phi(\theta + h \cdot v_h) - \phi(\theta)}{h} \quad \text{for any sequence } v_h \to v \text{ as } h \downarrow 0.
\]  

This concept is illustrated in Figure 1c where the specific sequence \( v_h \) converges to \( v \).

An equivalent definition of the Hadamard (one-sided directional) derivative which is useful for calculations involves setting \( v = G - \theta \) for some function \( G \) and \( v_h = G_h - \theta \) with \( G_h \to G \) which allows us to rewrite (3) as:

\[
\partial_{G-\theta} \phi(\theta) := \lim_{h \downarrow 0} \frac{\phi((1-h)\theta + h \cdot G_h) - \phi(\theta)}{h} \quad \text{for any sequence } G_h \to G \text{ as } h \downarrow 0.
\]  

In the particular case of a constant sequence such that \( G_h = G \) the expression reduces to a Gâteaux derivative which can oftentimes be computed as a classical derivative. We discuss a particular case of this derivative, the influence function, IF, (also known as influence curve) in Section 2.4. It is interpreted as the rate of change of our functional \( \phi \) in the direction of a new observation, \( x \).

Recall that the derivative, \( \partial_v \phi(\theta) \), represents the slope of the line tangent to the function. Intuitively, if \( \hat{\theta} \) is close to \( \theta \), the tangent line at \( \hat{\theta} \) should provide an adequate approximation of \( \phi(\theta) \) Figure 1d. This is stated in the Taylor first order approximation.
of $\phi(\hat{\theta})$ around $\phi(\theta)$ as follows:

$$\phi(\hat{\theta}) \approx \phi(\theta) + \partial_\theta \phi(\theta)$$

(5)

with $v = \hat{\theta} - \theta$ and the sign $\approx$ is interpreted as *approximately equal*. This can be rewritten as the more classical approach:

$$\phi(\hat{\theta}) - \phi(\theta) \approx \partial_\theta \phi(\theta) \quad \text{with } v = \hat{\theta} - \theta.$$  

(6)

Readers might be familiar with the theorem in the classical notation of univariate calculus which states the approximation:

$$\phi(\hat{\theta}) \approx \phi(\theta) + \phi'(\theta)(\hat{\theta} - \theta).$$

(7)

In this case the Hadamard derivative coincides with the classical one multiplied by $v = \hat{\theta} - \theta$:

$$\partial_\theta \phi(\theta) = \phi'(\theta)(\hat{\theta} - \theta).$$

The justification for this connection is given by Fréchet’s derivative which represents the slope of the tangent plane. Intuitively, the tangent plane is “made up” of all the individual (infinite) tangent lines. The slope of the tangent plane is the Fréchet derivative $\nabla \phi$. For univariate functions in $\phi : \mathbb{R} \to \mathbb{R}$ the Fréchet derivative is $\phi'$; for functions of a multivariate $\theta$ returning one value, $\phi : \mathbb{R}^n \to \mathbb{R}$, this derivative is called the gradient and corresponds to the derivative of the function by each entry:

$$\nabla \phi = \left( \frac{\partial \phi}{\partial \theta_1}, \frac{\partial \phi}{\partial \theta_2}, \ldots, \frac{\partial \phi}{\partial \theta_n} \right).$$

For multivariate functions, $\phi : \mathbb{R}^n \to \mathbb{R}^m$, the Fréchet derivative is an $m \times n$ matrix called the Jacobian (matrix):

$$\nabla \phi = \begin{pmatrix} \phi_{11} & \phi_{12} & \cdots & \phi_{1n} \\ \phi_{21} & \phi_{22} & \cdots & \phi_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ \phi_{m1} & \phi_{m2} & \cdots & \phi_{mn} \end{pmatrix}. $$

(8)

To obtain the Hadamard (one-sided directional) derivative from the Fréchet derivatives, either $\phi'$ or $\nabla \phi$, one needs to apply the derivative operator $\nabla \phi$ to the direction vector $v$. This operation can be seen as “projecting” the tangent plane into the direction of $v$ hence resulting in the directional derivative:

$$\partial_v \phi(\theta) = \phi'(\theta) \cdot v \quad \text{or} \quad \partial_v \phi(\theta) = \nabla \phi(\theta)^T v.$$  

(9)

Thus the notation in (6) which we’ll use for the remainder of the paper includes not only the functional scenario but also the classical cases of functions in $\mathbb{R}$ and $\mathbb{R}^n$ respectively which can be obtained as the usual (classical) Fréchet derivatives projected onto $v$.

Finally, as a side note, we remark that it is possible to improve the approximation via higher order Taylor’s expansion around $\theta$ (see [14][15][16][19].

$$T_n(\hat{\theta}) = \phi(\theta) + \sum_{i=1}^{n} \phi^{(i)}(\theta) \cdot \frac{(\theta - \hat{\theta})^i}{i!}.$$  

where $\phi^{(n)}$ denotes the $n$-th derivative of $\phi$ defined as the derivative of the $(n-1)$-th derivative. Readers interested in pursuing higher order Hadamard derivatives can consult Ren and Sen (2001) and Tung and Bao (2022)[20][21].

### 2.2 Convergence in distribution

For any random variable, $X$, the cumulative distribution function (CDF), also commonly referred to as the distribution function, quantifies the probability that $X$ is less than or equal to a real number $z$. Thus $X$’s (i.e., the CDF) is given by:

$$F_X(z) = \mathbb{P}(X \leq z)$$

where the sign $\leq$ is interpreted pointwise if $X$ is a random vector of size $n$ (i.e. $X \leq z$ implies $X_1 \leq z_1$, $X_2 \leq z_2$, etc. for the vector $z = (z_1, \ldots, z_n)$). The distribution function completely determines all the probabilities associated with a random variable as, for example, $\mathbb{P}(a < X \leq b)$ can be estimated as $F_X(b) - F_X(a)$ for any $a, b \in \mathbb{R}$.
Given a statistic $\hat{\theta}_n$ that depends upon the sample size, $n$, the statistic’s distribution function also depends on $n$. Let $F_n$ denote the distribution of $\hat{\theta}_n$ and $F_{\Theta}$ be the distribution of a random variable, $\Theta$. We say that $\hat{\theta}_n$ converges in distribution to the random variable $\Theta$ if the CDF of $\Theta$ and the distribution of $\hat{\theta}_n$ coincide at infinity:

$$\lim_{n \to \infty} F_n = F_{\Theta}.$$ 

We remark that convergence in distribution does not imply that the random variables $\Theta$ and $\hat{\theta}_{\infty}$ are the same; it solely entails that the probabilistic model of $\Theta$ and $\hat{\theta}_{\infty}$ are identical (e.g. both are Normal(0, 1)). They are different random variables with a common distribution. Convergence in distribution is usually interpreted as an approximation stating that for large $n$, the distribution of $\hat{\theta}_n$ is approximately $F_{\Theta}$ (written $\hat{\theta}_n \approx F_{\Theta}$).

**FIGURE 2**. Convergence in distribution for the transformation $Z_n = \sqrt{n} \cdot \frac{\hat{\theta}_n - \lambda}{\sqrt{\sigma^2}}$ under different sample sizes, $n$, when the sample of $X_i$s comes from a Poisson distribution with parameter $\lambda = 1$ and $\hat{\theta}_n = \frac{1}{n} \sum_{i=1}^{n} X_i$.

One of the most important results concerning convergence in distribution is the Central Limit Theorem (CLT). The CLT applies to any random sample $\{X_1, X_2, \ldots, X_n\}$ with $E[X_i] = \mu$ and finite variance: $\text{Var}[X_i] = \sigma^2$. It states that the error of the sample mean, $\hat{\theta}_n = \frac{1}{n} \sum_{i=1}^{n} X_i$, times the square root of the sample size is normally distributed:

$$\sqrt{n} (\hat{\theta}_n - \mu) \xrightarrow{d} Z,$$  (10)

where $Z \sim \text{Normal}(0, 1)$ and $\xrightarrow{d}$ stands for convergence in distribution as $n \to \infty$. Figure 2 illustrates the distribution of $Z_n = \sqrt{\frac{n}{\sigma^2}}(\hat{\theta}_n - \mu)$ for different sample sizes, $n$, when the $X_i$s are Poisson(1) distributed.
2.3 | Two sides of the same coin: the classical and functional Delta-method

The Delta-method uses both the Taylor approximation and the concept of convergence in distribution. It states that if for some series of numbers that depend on the sample size, \( \{r_n\}_{n=1}^\infty \) with \( \lim_{n \to \infty} r_n = \infty \), we have that \( r_n(\hat{\theta}_n - \theta) \) converges in distribution to \( Z \) then the weighted difference, \( r_n(\phi(\hat{\theta}_n) - \phi(\theta)) \), converges to the distribution of the derivative of \( \phi \) in the direction of \( Z \):

\[
r_n(\phi(\hat{\theta}_n) - \phi(\theta)) \xrightarrow{d} \nabla \phi(\theta)^T Z,
\]

as long as \( \phi \) is a function that can be approximated via its Taylor Series around \( \theta \). Examples of numbers \( r_n \) include \( r_n = \frac{n}{\sqrt{\alpha}} \) as in \([10]\). The idea behind the Delta-method relates to the fact that we can transform (7) into:

\[
r_n(\phi(\hat{\theta}_n) - \phi(\theta)) \approx \nabla \phi(\theta)^T r_n(\hat{\theta}_n - \theta) \xrightarrow{d} \nabla \phi(\theta)^T Z
\]

where the random quantity, \( r_n(\hat{\theta}_n - \theta) \) converges in distribution to \( Z \) and thus \( r_n(\phi(\hat{\theta}_n) - \phi(\theta)) \) converges (approximately) to \( \nabla \phi(\theta)^T Z \) (the derivative in the direction of \( Z \)).

In practical terms this implies that the variance of \( \phi(\hat{\theta}_n) \) can be approximated by an scaling of the variance of \( \nabla \phi(\theta)^T Z \), i.e.:

\[
\text{Var}[\phi(\hat{\theta}_n) - \phi(\theta)] = \text{Var}[\phi(\hat{\theta}_n)] \approx \frac{1}{r_n^2} \text{Var}[\nabla \phi(\theta)^T Z].
\]

The same idea can be extended when the parameter of interest, \( \theta \), is not a real number (or vector of numbers) but a function. In this case, \( \phi \) is a functional (i.e. a function of functions) and the corresponding method is oftentimes called the functional Delta-method. The result is that if \( r_n(\hat{\theta}_n - \theta) \xrightarrow{d} Z \) with \( Z \) now denoting a random function, then:

\[
r_n(\phi(\hat{\theta}_n) - \phi(\theta)) \xrightarrow{d} \partial_Z \phi(\theta)
\]

where \( \partial_Z \phi(\theta) \) denotes the Hadamard derivative of \( \phi \) as in \([6]\). We remark that the theorem of \([13]\) is general in the sense that it works for classical derivatives (\( \partial_Z \phi(\theta) = \phi'(\theta)Z \)), gradients and jacobians (\( \partial_Z \phi(\theta) = \nabla \phi(\theta)^T Z \)), and Hadamard derivatives (\( \partial_Z \phi(\theta) = \lim_{h \to 0} (\phi(\theta + h \cdot v) - \phi(\theta))/h \)) all following the notation from \([3]\).

The reader is invited to consult the supplementary material for the classical proof of the Delta-Method as well as the more general proof of the functional one.

2.4 | The influence function

It is common to represent scientific questions by estimands (i.e., a quantity we are interested in estimating from our data). For example, suppose we are interested in a random variable \( X \) which follows a (possibly unknown) discrete distribution \( F_X(x) \). The variable \( X \) might be a binary indicator for disease status, for example, in a particular population. If we are interested in the probability of having the given disease, our estimand is \( \psi := \mathbb{P}_X(X = 1) \). In this case, we have \( X \sim \text{Bernoulli}(\psi) \), the estimand is equivalent to the expectation of \( X \), i.e. \( \psi := \mathbb{E}[X] \). The estimand can thus be seen as the parameter of the Bernoulli distribution. However a second interpretation is of importance: the estimand can also be seen as a functional as it takes a function – specifically, the probability mass function \( \mathbb{P}_X \) – as an input and applies a function to it: the expectation. For \( X \) taking discrete values, we have

\[
\psi = \phi\left(\mathbb{P}_X\right) = \sum_{x \in \mathcal{X}} x \cdot \mathbb{P}_X(X = x) = \mathbb{E}[X]
\]

where \( \mathcal{X} \) denotes the support (\( i.e. \) possible values) of \( X \). In the binary case, \( \mathcal{X} = \{0, 1\} \). If \( X \) is continuous, an estimand defined as the expectation of \( X \) is a functional of the probability density function \( f(x) \), such that \( \mathbb{E}(X) = \int_{-\infty}^{\infty} x \cdot f(x)dx \).

It is important to highlight that the estimand \( \psi \), which represents our scientific question, relates to a functional \( \phi \) of the mass \( \mathbb{P}_X \). Following the previous notation, we have that \( \theta = \mathbb{P}_X \). If we have a random sample, \( \{X_1, \ldots, X_n\} \), we can compute the empirical probability mass function (ePMF):

\[
\hat{\theta} = \hat{\mathbb{P}}_X(z) := \frac{1}{n} \sum_{i=1}^{n} I_{\{X_i \}}(z) \left( = \frac{\text{Number of } X_i, s = z}{n} \right)
\]
where the indicator function of a set \( A \) is defined as
\[
\mathbb{1}_A(z) := \begin{cases} 
1 & \text{if } z \in A, \\
0 & \text{otherwise}.
\end{cases}
\]

The ePMF can be used to estimate \( \psi \), which gives us \( \hat{\psi} = \phi(\hat{\theta}) = \phi(\hat{\mathbb{P}}_X) \). This is called a “plug-in” estimator, as we plug the estimator \( \hat{\theta} \) of \( \theta \) (i.e. \( \hat{\mathbb{P}}_X \) of \( \mathbb{P}_X \)) into the function \( \phi \). In the above example, this implies calculating:
\[
\hat{\psi} = \phi(\hat{\theta}) = \phi(\hat{\mathbb{P}}_X) = \sum_{x \in X} x \cdot \hat{\mathbb{P}}_X(X = x)
\]

which, for an observed dataset \( \{x_1, x_2, \ldots, x_n\} \) is equivalent to taking its mean:
\[
\hat{\psi} = \frac{1}{n} \sum_{i=1}^{n} x_i
\]

where the last equality follows from the fact that \( \mathbb{1}_{\{x_i\}}(x) = 1 \) only when \( x_i = x \) and in that case the product \( x \cdot \mathbb{1}_{\{x_i\}}(x) \) is \( x_i \cdot 1 = x_i \) (we exchange \( x \) with \( x_i \) by using that \( x_i = x \) in this scenario). The cases where \( x \neq x_i \) don’t appear in the sum as \( \mathbb{1}_{\{x_i\}}(x) = 0 \) results in adding 0 to the sum.

The functional notation of \( \psi \) allows us to study the robustness of our estimations using Hadamard derivatives. In particular, if the data are distributed according to the mass \( \mathbb{P}_X \) we can study the rate of change from distribution \( \mathbb{P}_X \) in the direction of another distribution, \( \mathbb{Q} \), by analyzing the derivative:
\[
\partial_{\mathbb{Q} - \mathbb{P}_X} \phi(\mathbb{P}_X) = \lim_{h \to 0 \atop h \neq 0} \frac{\phi((1 - h)\mathbb{P}_X + h \cdot \mathbb{Q}) - \phi(\mathbb{P}_X)}{h}
\]

where we have substituted \( G_h = \mathbb{Q} \) for all \( h \) and \( \theta = \mathbb{P}_X \) in (1).

Intuitively this quantifies the rate of change in \( \phi \) if the model deviates a little from \( \mathbb{P}_X \) towards \( \mathbb{Q} \) (for example in the case of noisy data). Choosing \( \mathbb{Q} = \mathbb{1}_{\{y\}} \) as the indicator of the set that only contains the value \( y \) [2.3], we can study the rate of change of \( \phi \) in the direction of an observation, \( Y \). In particular \( \mathbb{1}_{\{y\}} \) stands for the model that assigns probability 1 to \( X \) taking the value \( Y \). Hence the derivative analyzes how an observation, \( Y \), influences our estimation of \( \psi \).

The Hadamard derivative, in this special case, is called the influence function (IF) of the functional \( \phi \) under model \( \mathbb{P}_X \) at \( Y \) and is denoted:
\[
\text{IF}_{\phi,\mathbb{P}_X}(Y) := \partial_{\mathbb{1}_{\{y\}} - \mathbb{P}_X} \phi(\mathbb{P}_X) = \lim_{h \to 0 \atop h \neq 0} \frac{\phi((1 - h)\mathbb{P}_X + h \cdot \mathbb{1}_{\{y\}}) - \phi(\mathbb{P}_X)}{h}.
\]

The IF stands for the Hadamard derivative in a special case, thus the Taylor expansion in (5) can be rewritten as:
\[
\hat{\psi} = \phi(\hat{\theta}) \approx \phi(\mathbb{P}_X) + \text{IF}_{\phi,\mathbb{P}_X}(Y) \cdot \hat{\theta}.
\]

Note that the Hadamard derivative establishes the change of value of a parameter \( \psi = \phi(\theta) \) (written as a functional) resultant from small perturbations of the estimator in the direction of \( Y \). Plotting the IF provides a tool to discover outliers and is informative about the robustness of the estimator \( \hat{\psi}_n = \psi(\hat{\theta}_n) \). Finally, if the difference \( \hat{\theta}_n - \theta \) is (asymptotically) normally distributed, the Delta-method implies that:
\[
\hat{\psi}_n - \psi \approx \phi(\hat{\theta}_n) - \phi(\theta) \sim \text{Normal}(0, \text{Var}[	ext{IF}_{\phi,\mathbb{P}_X}(Y)])
\]

where the variance, \( \text{Var}[\text{IF}_{\phi,\mathbb{P}_X}(Y)] \), is taken with respect to the random variable \( Y \) (with mass \( \mathbb{P}_X \)). We remind the reader that an estimator for such a variance given by a random sample \( \{X_1, \ldots, X_n\} \) is:
\[
\hat{\text{Var}}[\text{IF}_{\phi,\mathbb{P}_X}(Y)] = \frac{1}{n} \sum_{i=1}^{n} \left( \text{IF}_{\phi,\mathbb{P}_X}(X_i) \right)^2.
\]

Notice that this estimator is the classical variance estimator \( S^2 \) for when the mean is known (the mean of the influence function is always 0).
2.5 | Summary

The Delta-method to estimate the SE of any particular estimator \( \hat{\psi} \) of \( \psi \) – a Hadamard-differentiable function \( \psi := \phi(\theta) \) of a parameter \( \theta \) – can be summarized in the following steps:

1. Determine the asymptotic distribution of \( v := r_n(\hat{\theta}_n - \theta) \). This variable, \( v \), is a function of the distance between the estimator \( \hat{\theta}_n \) and the true value \( \theta \).

2. Define the function \( \phi \) related to the scientific question of interest, and compute its Hadamard derivative. Usually \( \phi' \) can be obtained from the mass \( P_X \) or the distribution \( F_X \) (i.e. the CDF). Recall that in the case of real valued functions \( \partial_v \phi(\theta) \) coincides with the classical derivative in the direction of \( v \) as in equation (3).

3. Use the asymptotic distribution of \( v = r_n(\hat{\theta}_n - \theta) \) obtained in step 1 and multiply it by the Hadamard derivative in step two. Then, estimate the variance of the distribution and compute the confidence intervals accordingly. Note that in most cases (e.g. when \( \phi \) comes from \( P_X \)), the difference \( r_n(\hat{\theta}_n - \theta) \) is approximately normal and Wald-type confidence intervals can be constructed using the variance in (19), i.e. by estimating the variance through the sample variance of the estimated IF to derive the SE of \( \phi(\hat{\theta}) \).

3 | EXAMPLES

In the following sections we’ll provide several examples and R code in a set of 6 boxes of applications of the classical and functional Delta-method based on the Hadamard derivative and the IF. The code in the boxes can be accessed at [https://github.com/migariane/DeltaMethodInfluenceFunction](https://github.com/migariane/DeltaMethodInfluenceFunction). All calculations and analytical derivations for the classical method were verified using the sympy package in Python 3.7 in a notebook which can be accessed either in the same repository or in our Google Collab: [https://github.com/migariane/DeltaMethodInfluenceFunction/tree/main/CalculationsDerivationsSympy](https://github.com/migariane/DeltaMethodInfluenceFunction/tree/main/CalculationsDerivationsSympy).

3.1 | Derivation of the Standard Error for the Sample Mean based on the Influence Function (Classical Delta-method)

In this section we derive the standard error for the sample mean. We illustrate how to apply the proposed steps practically, i.e. by applying equations (3), (8) and (7). Note that the classical statistical inference for the sample mean is straightforward, but the interest here is to show how to derive the IF for the sample mean to then compute the SE applying the steps highlighted before. To derive the SE of the mean for a random sample \( \{X_1, X_2, \ldots, X_n\} \) we proceed as follows: First (Step 1), we find the distribution of the difference between the estimator \( \hat{\theta}_n = \frac{1}{n} \sum_{i=1}^{n} X_i \) and the parameter \( \theta = \mu \). We know from the central limit theorem that

\[
\sqrt{\frac{n}{\sigma^2}} \cdot (\hat{\theta}_n - \theta) \approx \text{Normal}(0, 1).
\]

In this case, \( \phi \) corresponds to the identity function: \( \phi(\hat{\theta}_n) = \hat{\theta}_n \). Then, following Step 2, we calculate the Hadamard derivative which in this case corresponds to the classical derivative \( \partial_{\hat{\theta}_n} \phi(\theta) \) in the direction of \( \hat{\theta}_n - \theta \). Hence, following (6), we have:

\[
\partial_{\hat{\theta}_n} \phi(\theta) = \frac{\partial \phi}{\partial \theta} \cdot (\hat{\theta}_n - \theta) = 1 \cdot (\hat{\theta}_n - \theta)
\]

We use Taylor’s expansion around \( \phi(\theta) \) to obtain:

\[
\phi(\hat{\theta}) = \phi(\theta) + \partial_{\hat{\theta}_n} \phi(\theta) = \phi(\theta) + \frac{\partial \phi}{\partial \theta} \left( \frac{1}{n} \sum_{i=1}^{n} X_i - \theta \right) = \theta + 1 \cdot \left( \frac{1}{n} \sum_{i=1}^{n} X_i - \theta \right) = \frac{1}{n} \sum_{i=1}^{n} X_i.
\]

Due to the asymptotic normality we can use (13) to proceed with Step 3:

\[
\phi(\hat{\theta}) - \phi(\theta) \approx \text{Normal}(0, \text{Var}[\text{IF}_{\phi,\theta}(X)])
\]
The variance of the influence function is

\[
\text{Var}[IF_{\phi,\theta}(X)] = \text{Var} \left[ \frac{1}{n} \sum_{i=1}^{n} X_i \right] = \frac{1}{n^2} \sum_{i=1}^{n} \text{Var} \left[ X_i \right] = \frac{\sigma^2}{n} \quad (21)
\]

and thus:

\[
\phi(\hat{\theta}) - \phi(\theta) \approx \text{Normal}(0, \frac{\sigma^2}{n}) \quad (22)
\]

The variance of the influence function can be estimated via \( \hat{\text{Var}}[IF_{\phi,\theta}(X)] \) using the standard estimator of the variance, i.e.

\[
\hat{\text{Var}}[IF_{\phi,\theta}(X)] = S^2 \quad (23)
\]

Two-sided confidence intervals for \( \mu \) can thus be estimated through

\[
\hat{\theta} \pm Z_{1-\alpha/2} \sqrt{\frac{S^2}{n}}
\]

This shows how to obtain the results which are widely known from textbooks through the use of the IF.

In Box 1 we provide the code to compute the SE for a sample mean using the IF and compare the results with the Delta-method implementation from the R package MSM\textsuperscript{24} and in Figure 1 we plot the IF for the sample mean.

**Box 1. Derivation of the IF for the sample mean**

```r
# Data generation
set.seed(7777)
n <- 1000
y <- runif(n, 0, 1)
theoretical_mu <- 0.5 # (1 - 0) / 2 = mu
empirical_mu <- mean(y)
# Functional delta-method: estimated influence function for the sample mean (first derivative=1(constant))
IF <- 1 * (y - empirical_mu)
mean(IF) #zero by definition
# Plug-in estimation of the sample mean
Yhat <- y + IF # Plug-in estimator
mean(Yhat)
# Geometry of the IF
plot(y, IF)
# Standard Error: Influence Function
varYhat.IF <- var(IF) / n
seIF <- sqrt(varYhat.IF); seIF
# 0.009161893
# Asymptotic linear inference 95% Confidence Intervals
Yhat_95CI <- c(mean(Yhat) - qnorm(0.975) * sqrt(varYhat.IF), mean(Yhat) + qnorm(0.975) * sqrt(varYhat.IF));
mean(Yhat)
## 0.508518
Yhat_95CI
## 0.490561 0.526475
# Compare with implemented delta-method in library msm
library(msm)
se <- deltamethod(g = ~ x1, mean = empirical_mu, cov = varYhat.IF)
se
## 0.009161893
# Compare 95%CI delta-method computed by hand with delta-method implemented in RcmdrMisc library
library(RcmdrMisc)
DeltaMethod(lm(y ~ 1), "b0")
# Estimate SE 2.5% 97.5%
# b0 0.508518 0.009161893 0.490561 0.526475
```
3.2 Derivation of the Standard Error for the Sample Mean seen as a Functional (Functional Delta-Method) based on the Influence Function

To develop the intuition of how to use the functional delta method we first derive the IF for the sample mean as in section 3.1 but writing the mean $\bar{X}$ as a functional. Afterwards we’ll derive the IF for a more complicated situation: the quantile function.

Consider again the problem of estimating the mean. From the empirical probability mass function, $P_n$, we obtain the empirical mean, $\bar{X}$, as a functional of $P_n$. Here we are considering $\phi(P_n) := \bar{X}$. To simplify the example, assume that the $X_i$ are sampled from a discrete probability mass function $P$ such that there are only $N$ possible values of the $X_i$. In this case following step[1] we know from the central limit theorem that for each value $x$, the difference between the empirical probability mass function (which is an average) and its true value is asymptotically normal:

$$\lim_{n \to \infty} \sqrt{n}(P_n - P) \sim \text{Normal}(0, P \cdot (1 - P)).$$ (24)

Where we have defined the empirical probability mass function as in (15):

$$P_n(x) = \frac{\text{Number of times } x \text{ is in the sample}}{n} = \frac{1}{n} \sum_{k=1}^{n} I_{(x)}(x),$$

where the indicator variables are defined in section[2,4]. We remark that the variance from (27) results from the variance of the indicators $I_{(x)}(x)$ which are Bernoulli distributed.

We then follow step[2] to write the functional $\phi$ in terms of the estimator. In this case, the population mean is written as:

$$\phi(P) := \mu = \sum_{i=1}^{N} x_i P(x_i).$$

while the sample mean is given by the following expression:

$$\phi(P_n) = \bar{\mu} = \sum_{i=1}^{N} x_i P_n(x_i)$$
We remark that in this case we will use the functional delta method as $\phi$ is a functional of the function $\mathbb{P}$. Hence to obtain the approximation in this case (step 3) we calculate the influence function from the definition in (16):

$$\text{IF}_{\phi, \mathbb{P}_n}(Y) = \lim_{h \to 0, h \neq 0} \frac{\phi((1 - h) \cdot \mathbb{P}_n + h \cdot 1_{\{Y\}}) - \phi(\mathbb{P}_n)}{h} = \frac{\sum_{i=1}^N x_i ((1 - h) \cdot \mathbb{P}(x_i) + h \cdot 1_{\{Y\}}(x_i)) - \sum_{i=1}^N x_i \cdot \mathbb{P}(x_i)}{h} \quad (25)$$

where

$$\phi(1_{\{Y\}}) - \phi(\mathbb{P}) = \bar{Y} - \phi(\mathbb{P}).$$

Finally the variance of the influence function corresponds to the variance of $Y$:

$$\text{Var}[\text{IF}_{\phi, \mathbb{P}_n}(Y)] = \text{Var}[Y] = \sigma^2 \quad (26)$$

hence:

$$\lim_{n \to \infty} \sqrt{n} (\phi(\mathbb{P}_n) - \phi(\mathbb{P})) \sim \text{Normal}(0, \sigma^2). \quad (27)$$

which is equivalent to the expression found by the classical method in (22).

### 3.3 Derivation of the Standard Error for the Ratio of Two Means

Consider a random sample of size $n$ of the i.i.d random variables $X$ and $Y$, which are both normally distributed, with respective means $\mu_X$ and $\mu_Y$ which are estimated by their sample means $\bar{X}$ and $\bar{Y}$. We are interested in deriving the variance for the ratio of the two means (i.e. the ratio estimator) defined as: $\phi(\mu_X, \mu_Y) = \frac{\mu_X}{\mu_Y}$. In this case (following step 1) it is known that the difference $\hat{\theta} - \theta$ is asymptotically normal.

Second (step 2) we obtain the Hadamard derivative which in this case corresponds to the gradient in the direction of

$$
\nabla \phi \begin{bmatrix} \mu_X \\ \mu_Y \end{bmatrix} = \begin{bmatrix} \frac{\partial \phi}{\partial \mu_X} \\ \frac{\partial \phi}{\partial \mu_Y} \end{bmatrix} = \begin{bmatrix} \frac{\mu_Y}{\mu_Y^2} \\ -\frac{\mu_X}{\mu_Y} \end{bmatrix}
$$

where we assume $\mu_Y \neq 0$. The Hadamard derivative (i.e. the influence function) is given by:

$$\text{IF}_{\phi, \mathbb{P}}(X, Y) = \partial_x \phi(\bar{X}, \bar{Y}) = \left( \frac{1}{\mu_Y}, -\frac{\mu_X}{\mu_Y^2} \right) \left( \bar{X} - \mu_X \right) \left( \bar{Y} - \mu_Y \right) = \frac{1}{\mu_Y} (\bar{X} - \mu_X) - \frac{\mu_X}{\mu_Y^2} (\bar{Y} - \mu_Y).$$

The variance is hence given by the variance of the influence function (i.e. the Hadamard derivative):

$$\text{Var}(\text{IF}_{\phi, \mathbb{P}}(X, Y)) = \text{Var} \left( \frac{1}{\mu_Y} (\bar{X} - \mu_X) - \frac{\mu_X}{\mu_Y^2} (\bar{Y} - \mu_Y) \right) = \frac{1}{n} \left( \frac{1}{\mu_Y} \text{Var}(X) + \frac{\mu_X}{\mu_Y^4} \text{Var}(Y) - 2 \frac{\mu_X}{\mu_Y^3} \text{Cov}(X, Y) \right) \quad (28)$$

where we used that $\text{Var}(\bar{X}) = \frac{1}{n} \text{Var}(X) + \frac{1}{n} \text{Var}(X_1 + \ldots + X_n) = \frac{1}{n} \text{Var}(X)$ under the independence assumption, $\text{Var}(bX) = b^2 \text{Var}(X)$ and $\text{Var}(\mu) = 0$.

For step 3 the estimated standard error is then obtained as the square root of the estimated variance and Wald-type confidence intervals (level $(1 - \alpha) \times 100\%$) follow:

$$\frac{\bar{X}}{\bar{Y}} \pm Z_{1 - \alpha/2} \sqrt{\text{Var}(\text{IF}_{\phi, \mathbb{P}}(X, Y))},$$

where the estimator for the variance is:

$$\text{Var}(\text{IF}_{\phi, \mathbb{P}}(X, Y)) = \frac{1}{n} \left( \frac{1}{\bar{Y}^2} \text{Var}(X) + \frac{\bar{X}^2}{\bar{Y}^4} \text{Var}(Y) - 2 \frac{\bar{X}}{\bar{Y}^3} \text{Cov}(X, Y) \right).$$
Box 2. Derivation of the IF for the ratio of two sample means

```r
# Data generation
library(mvtnorm)
set.seed(123)
data <- as.data.frame(rmvnorm(1000, c(3,4), matrix(c(1,0.3,0.3,2), ncol = 2)))
colnames(data) <- c("X","Y")
data <- as.data.frame(data)
attach(data)
# SE estimation for the ratio: Delta-Method based on the IF
ratio <- mean(X)/mean(Y); mean(ratio)

[1] 0.7541776

n <- 1000
a <- (1 / (mean(Y))^2) * var(X)
b <- ((mean(X))^2 / (mean(Y))^4) * var(Y)
c <- 2 * ((mean(X)) / (mean(Y))^3) * cov(X,Y)
var.IF <- 1/n * (a+b-c); var.IF

[1] 0.000111181
SE <- sqrt(var.IF); SE

[1] 0.01054424
CI <- c(mean(ratio)-qnorm(0.975)*SE,mean(ratio)+qnorm(0.975)*SE);
mean(ratio); CI

[1] 0.7541776
[1] 0.7335113 0.7748440

# Checking results
# CI Delta method
theta1 <- mean(X)
sd1 <- sd(X)
theta2 <- mean(Y)
sd2 <- sd(Y)
CI.Delta = function(theta1, sd1, theta2, sd2, alpha)
{
## CI Delta method
## Hirschberg, J., and J. Lye. 2010.
## "A Geometric Comparison of the Delta and Fieller Confidence Intervals".
## The American Statistician 64 (3): 234-41
## We assume here independence between theta1.hat and theta2.hat
    z = qnorm(p=1-alpha/2)
    R = theta1/theta2
    sd.R = sqrt(sd1^2 + R^2 * sd2^2)/theta2
    L = R - z*sd.R
    U = R + z*sd.R
    res = c(L,U)
    names(res) = c("L","U")
    return(res)
}
# 95% CI Delta-method
CI.Delta(theta1, sd1, theta2, sd2, 0.95)

R   L   U
0.7541776 0.7315508 0.7768045
```

3.4 | Derivation of the Standard Error for the Ratio of Two Probabilities (Risk Ratio)

In medical statistics, we are often interested in marginal and conditional (sometimes causal) risk ratios. Consider Table 1, where we are interested in the mortality risk by cancer status. Let \( p_1 \) denote the probability of being alive given that the patient has cancer and \( p_2 \) the probability of being dead given that the patient suffers the disease.

| Risk       | Alive | Dead    |
|------------|-------|---------|
| Cancer     | \( p_1 \) | \( p_2 \) |
| No cancer  | \( 1 - p_1 \) | \( 1 - p_2 \) |
| Size of sample | \( n_1 \) | \( n_2 \) |
TABLE 1 Classical 2x2 epidemiological cross table

Suppose we are interested in estimating a two-sided confidence interval for the cancer mortality risk ratio (RR), i.e.:

\[
RR(p_1, p_2) = \frac{p_1}{p_2}.
\]

Thus, \(\phi\) relates to the ratio of the two probabilities. To now derive the risk ratio’s confidence interval through the proposed steps, it is better to work with the natural logarithm of the risk ratio.\(^{22}\)

\[
\phi(p_1, p_2) = \ln \left( RR(p_1, p_2) \right) = \ln \left( \frac{p_1}{p_2} \right) = \ln(p_1) - \ln(p_2).
\]

The steps are the same as before: we compute the Hadamard derivative (gradient) in the direction of

\[
v = \hat{p} - p = \left( \hat{p}_1 - p_1, \hat{p}_2 - p_2 \right)
\]

where we know that \(v\) is approximately normally distributed if \(p\) is not extremely low or high, and if the condition \(np(1-p) \geq 9\) is fulfilled (step \(^1\)).

For step \(^2\) the Hadamard (directional) derivative is:

\[
\text{IF}_{\phi, \hat{p}}(X, Y) = \nabla \phi(p_1, p_2)^T v = \left( \frac{1}{p_1} - \frac{1}{p_2} \right) \left( \hat{p}_1 - p_1, \hat{p}_2 - p_2 \right) = \hat{p}_1 \frac{1}{p_1} - \hat{p}_2 \frac{1}{p_2}.
\]

Finally, under the assumption that \(\hat{p}_1\) and \(\hat{p}_2\) are independent (i.e. Cov\(\hat{p}_1, \hat{p}_2\) = 0), using that Var\(\hat{p}_i\) = \(p_i(1-p_i)/n_i\), Var\(bX\) = \(b^2\) Var\(X\) and Var\(p_i\) = 0, its variance is given by:

\[
\text{Var} \left[ \nabla \phi(p_1, p_2)^T v \right] = \begin{pmatrix}
\frac{1}{p_1^2} & 0 \\
0 & \frac{1}{p_2^2}
\end{pmatrix} \begin{pmatrix}
\hat{p}_1(1-\hat{p}_1) & 0 \\
0 & \hat{p}_2(1-\hat{p}_2)
\end{pmatrix} = \begin{pmatrix}
\hat{p}_1 & 0 \\
0 & \hat{p}_2
\end{pmatrix} \begin{pmatrix}
\frac{1}{n_1} & 0 \\
0 & \frac{1}{n_2}
\end{pmatrix} \begin{pmatrix}
\hat{p}_1 & 0 \\
0 & \hat{p}_2
\end{pmatrix}.
\]

An estimator for the variance in the confidence intervals (for step \(^3\)) is then:

\[
\hat{\text{Var}} \left[ \nabla \phi(p_1, p_2)^T v \right] = \begin{pmatrix}
\frac{1}{p_1^2} & 0 \\
0 & \frac{1}{p_2^2}
\end{pmatrix} \begin{pmatrix}
\hat{p}_1(1-\hat{p}_1) & 0 \\
0 & \hat{p}_2(1-\hat{p}_2)
\end{pmatrix} = \begin{pmatrix}
\hat{p}_1 & 0 \\
0 & \hat{p}_2
\end{pmatrix} \begin{pmatrix}
\frac{1}{n_1} & 0 \\
0 & \frac{1}{n_2}
\end{pmatrix} \begin{pmatrix}
\hat{p}_1 & 0 \\
0 & \hat{p}_2
\end{pmatrix}.
\]

Hence the Wald-type confidence interval is given by:

\[
\ln \left( RR(\hat{p}_1, \hat{p}_2) \right) \pm Z_{1-\alpha/2} \sqrt{\begin{pmatrix}
\frac{1}{p_1^2} & 0 \\
0 & \frac{1}{p_2^2}
\end{pmatrix} \begin{pmatrix}
\hat{p}_1(1-\hat{p}_1) & 0 \\
0 & \hat{p}_2(1-\hat{p}_2)
\end{pmatrix}}.
\]

If we then exponentiate the confidence limits, we get the confidence interval for the risk ratio.

Box 3. Derivation of the IF for the ratio of two independent proportions

```r
# Data generation
install.packages("epitools")
library(epitools)
RRtable <- matrix(c(60,40,40,60),nrow = 2, ncol = 2)
riskratio.wald(RRtable)
#$data
# Outcome
# Predictor Disease1 Disease2 Total
# Exposed1 60 40 100
# Exposed2 40 60 100
# Total 100 100 200
#$measure
# risk ratio with 95% C.I.
# Predictor estimate lower upper
# Exposed1 1.0 NA NA
```
3.5 Counterexample: When the assumptions for Using the Influence Function do not hold

The Delta-method will not work for non-differentiable functions, such as indicators, maximums, absolute values, and others. However, there are some functions for which, even if differentiable, it is not guaranteed that the Taylor Series expansion and thus the functional Delta-method are the ideal approach to derive the SE. For such differentiable functions, the functional Delta-method can provide incorrect results. Consider the attributable fraction (AF) among the exposed for (a continuous) exposure level.

### Exposed2

1.5 1.124081 2.001634

# SE estimation for the ratio

r1 <- 0.6
r2 <- 0.4
N1 <- 100
N2 <- 100
ratio <- 0.6 / 0.4; ratio

# SE estimation for the ratio

SE <- sqrt(var.IF); SE

# Exposed2

1.5 1.124081 2.001634

# CI = c(log(ratio)-qnorm(0.975)*SE,log(ratio)+qnorm(0.975)*SE); ratio; exp(CI)

# 0.147196

SE <- sqrt(var.IF); SE

# 0.02166667

var.IF <- (1 / (p1)^2 * (p1 * (1 - p1)/ N1)) + (1 / (p2)^2 * (p2 * (1 - p2)/ N2))

# 1.5

ratio <- 0.6 / 0.4; ratio

N2 <- 100

N1 <- 100

p2 <- 0.4

p1 <- 0.6

### Exposed2

1.5 1.124081 2.001634

# Exposed2

1.5 1.124081 2.001634

# CI = c(log(ratio)-qnorm(0.975)*SE,log(ratio)+qnorm(0.975)*SE); ratio; exp(CI)

# 0.147196

SE <- sqrt(var.IF); SE

# 0.02166667

var.IF <- (1 / (p1)^2 * (p1 * (1 - p1)/ N1)) + (1 / (p2)^2 * (p2 * (1 - p2)/ N2))

# 1.5

ratio <- 0.6 / 0.4; ratio

N2 <- 100

N1 <- 100

p2 <- 0.4

p1 <- 0.6

The attributable fraction (AF) among the exposed for (a continuous) exposure level x given by:

\[ \phi(\theta) := AF_c(x; \theta) = \frac{RR(x; \theta) - 1}{RR(x; \theta)} \]

where \( RR(x; \theta) \) refers to the (continuous) risk ratio between different levels of exposure x. The value \( \theta \) is a parameter.

Let the relative risk be defined as:

\[ RR(x; \theta) = e^{x/\theta} \]

for \( x > 0 \)

where as the exposure level x increases, the risk grows as well (as in the relationship between second-hand smoke inhalation and lung cancer). The AF among the exposed is given by:

\[ AF_c(x; \theta) = \begin{cases} \frac{e^{x/\theta} - 1}{e^{x/\theta}} & \text{if } \theta > 0, \\ 1 & \text{if } \theta \leq 0. \end{cases} \]

For this type of modeling it is common to use a previously estimated parameter \( \theta \) (say from a previous study) which usually comes from maximum likelihood estimation (MLE). We know from MLE theory that \( \hat{\theta} \) is asymptotically normal with the variance given by Fisher’s information coefficient. Hence we have completed step 1.

For step 2 we notice that the function \( \phi(\theta) = AF_c(x; \theta) \) is continuous and differentiable. The left side limit \( \lim_{\theta \to 0^-} \phi(\theta) = 1 \) as \( \theta \leq 0 \) in that case and the right hand side limit is \( \lim_{\theta \to 0^+} \phi(\theta) = \lim_{\theta \to 0^+} 1 - e^{-x/\theta} - 1 = 1 \) where the penultimate equality happens because \( \lim_{\theta \to 0^+} 1/\theta = \infty \). To check differentiability at 0 we check that the left and right limits coincide:

\[ \phi'_+(0) = \lim_{h \to 0^+} \frac{\phi(0+h) - \phi(0)}{h} = \lim_{h \to 0^+} 1 - e^{-x/\theta} = 1 - e^{-x/\theta} = 0 = \lim_{h \to 0^-} \frac{\phi(0) - \phi(0-h)}{h} = \lim_{h \to 0^-} \frac{e^{x/\theta} - 1}{h} e^{-x/\theta}. \]

As both limits coincide, the derivative exists and is zero. Henceforth, we can obtain its derivative:

\[ \phi'(\theta) = \frac{\partial AF_c}{\partial \theta} = \begin{cases} \frac{1}{\theta^2} \cdot \left( \frac{e^{x/\theta} - 1}{e^{x/\theta}} \cdot \frac{1}{\theta^2} - 1 \right) & \text{if } \theta > 0, \\ 0 & \text{if } \theta \leq 0. \end{cases} \]

The derivative works well in cases where \( \theta > 0 \). However in extreme cases where all (or almost all) of the incidents in the exposed group can be attributed the exposure we have \( AF_c \approx 1 \) which in turn implies either \( \theta \leq 0 \) or \( \theta \approx 0 \) and if Taylor’s expansion (step 3) is done around \( \theta = 0 \) we obtain:

\[ IF_{\phi,p}(X) = \frac{dAF_c}{dx} \cdot (\hat{\theta}_n - 0) = 0 \]
which is a terrible approximation if $\theta \approx 0$ but not exactly 0.

Therefore, for some continuous and differentiable functions, such as the AF, there are particular situations where the Hadamard derivative at some points might not provide a good approximation for the SE using the IF.

### 3.6 Derivation of the Standard Error for the Quantile Function (Functional Delta-Method) based on the Influence Function

For a continuous random variable with density $f$ and cumulative distribution $F$, it is possible to write a quantile in terms of the inverse of the cumulative distribution:

$$\phi(F) := F^{-1}(p) = \min\{x | F(x) \geq p\}$$

where

$$\lim_{n \to \infty} \sqrt{n}(F_n - F) \sim \text{Normal}(0, F \cdot (1 - F))$$

thus finding the limiting distribution of step 1.

To obtain the derivative (step 2), we use the inverse function relationship between quantiles and cumulative probabilities. Given a quantile $q = F^{-1}(p)$, the probability associated with the quantile can be written as $p = F(q) = F(F^{-1}(p))$.

Let $G_h = (1 - h) \cdot F + h \cdot 1_{[Y, \infty)}$. Notice that in this case (in contrast with section 3.2), we use the cumulative distribution of a point pass $1_{[Y, \infty)}$ and not just its probability, $1_{(Y)}$, as this derivative is taken in the space of cumulative distributions not in the space of probabilities.

We’ll assume the function is invertible and one can obtain the true probability $p$ by the composition:

$$p = G_h(G_h^{-1}(p)).$$  \hfill (31)

The chain rule (which also applies for Hadamard derivatives) allows us to compute the derivative implicitly via the same trick used in elementary calculus courses to find the inverses of the trigonometric and exponential functions (i.e. by using the inverse (31)):

$$0 = \frac{d}{dh} G_h(G_h^{-1}(p))$$

$$= f'(F^{-1}(p)) \cdot \partial_{1_{[Y, \infty)}} F^{-1}(p) + (1_{[Y, \infty)} - F)(F^{-1}(p))$$

$$= f'(F^{-1}(p)) \cdot \partial_{1_{[Y, \infty)}} F^{-1}(p) + (1_{[Y, \infty)} - F)(q)$$

$$= f'(F^{-1}(p)) \cdot \partial_{1_{[Y, \infty)}} F^{-1}(p) + 1_{[Y, \infty)}(q) - F(q)$$

$$= f'(q) \cdot \partial_{1_{[Y, \infty)}} F^{-1}(p) + 1_{[Y, \infty)}(q) - p$$

where $\partial_{1_{[Y, \infty)}} F$ follows the notation of 4. Hence:

$$\partial_{1_{[Y, \infty)}} F^{-1}(p) = \frac{1_{[Y, \infty)}(q) - p}{f'(q)} = \text{IF}(Y)$$

The variance is given by:

$$\text{Var}[\text{IF}(Y)] = \frac{1}{(f(q))^2} \text{Var}[1_{[Y, \infty)}(q)] = \frac{1}{(f(q))^2} \mathbb{P}(Y \leq q) \cdot (1 - \mathbb{P}(Y \leq q)) = \frac{p \cdot (1 - p)}{(f(q))^2}$$

As $f$ is unknown, the sample variance of the influence function does not have a closed form; however it can be computed using $f$, a kernel density estimate of $f$ as shown in Box 4.

#### Box 4. Delta-method to derive the SE for the quantile function

```r
# Data generation
set.seed(7777)
library(kdensity)
library(EnvStats)

n <- 1000
y <- rnorm(n, 50)
my_p <- 0.25 #Change as you see fit

#Compute the first quartile
empirical_quantile <- quantile(y, my_p);
f_hat <- kdensity(y, kernel = "epanechnikov", normalized = F)
plot(f_hat, main = "Estimated density f() of data")
```
3.7 Delta-method for the Derivation of the Standard Error of the Correlation Coefficient

Consider the correlation coefficient $\rho$ between two variables $X$ and $Y$, which is defined as follows (the key to implementing the functional Delta-method here is to represent the correlation parameter $\rho$ in terms of expectations):

$$\rho(X, Y) = \frac{\mathbb{E}[XY] - \mathbb{E}[X] \cdot \mathbb{E}[Y]}{\sqrt{\mathbb{E}[X^2] - \mathbb{E}^2[X]} \sqrt{\mathbb{E}[Y^2] - \mathbb{E}^2[Y]}}. \quad (33)$$

Therefore, $\rho$ is a function of different moments of both $X$ and $Y$. For each term in the definition of the correlation coefficient in (33), we have to estimate: $\mu_{XY} = \mathbb{E}[XY]$, $\mu_X = \mathbb{E}[X]$, $\mu_Y = \mathbb{E}[Y]$, $\mu_{X^2} = \mathbb{E}[X^2]$, and $\mu_{Y^2} = \mathbb{E}[Y^2]$. Each of those terms can be estimated via their respective plug-in estimators: $\hat{\mu}_{XY} = \bar{XY}$, $\hat{\mu}_X = \bar{X}$, $\hat{\mu}_Y = \bar{Y}$, $\hat{\mu}_{X^2} = \bar{X^2}$, and $\hat{\mu}_{Y^2} = \bar{Y^2}$. We remark that for Step 1 it is known that the moments are asymptotically normal.

An estimator for $\rho$ is given by (step 2):

$$\hat{\rho} := \phi(\hat{\mu}_{XY}, \hat{\mu}_X, \hat{\mu}_Y, \hat{\mu}_{X^2}, \hat{\mu}_{Y^2}) = \frac{\hat{\mu}_{XY} - \hat{\mu}_X \cdot \hat{\mu}_Y}{\sqrt{\hat{\mu}_{X^2} - \hat{\mu}_X^2} \cdot \sqrt{\hat{\mu}_{Y^2} - \hat{\mu}_Y^2}}.
$$

The influence function (or Hadamard derivative) is computed as the product of the gradient of $\phi$ with the directional vector:

$$v = \left(\hat{\mu}_{XY} - \mu_{XY}, \hat{\mu}_X - \mu_X, \hat{\mu}_Y - \mu_Y, \hat{\mu}_{X^2} - \mu_{X^2}, \hat{\mu}_{Y^2} - \mu_{Y^2}\right)^T.$$

So, using the principles of equation (33), we have to take the partial derivatives to obtain the gradient:

$$\nabla \phi\left(\mu_{XY}, \mu_X, \mu_Y, \mu_{X^2}, \mu_{Y^2}\right) =$$

$$\begin{pmatrix}
\mu_{XY} - \mu_X \cdot \mu_Y \\
\sqrt{-\mu_{X^2} + \mu_X} \\
2(-\mu_{X^2} + \mu_X)^2 \\
\mu_{XY} - \mu_X \cdot \mu_Y \\
\sqrt{-\mu_{Y^2} + \mu_Y} \\
2(-\mu_{Y^2} + \mu_Y)^2
\end{pmatrix} = \begin{pmatrix}
\nabla \phi_1 \\
\nabla \phi_2 \\
\nabla \phi_3 \\
\nabla \phi_4 \\
\nabla \phi_5
\end{pmatrix}.$$

The Hadamard derivative (influence function) results in:

$$\nabla \phi^T v = (\bar{XY} - \mu_{XY}) \cdot \nabla \phi_1 + (\bar{X} - \mu_X) \cdot \nabla \phi_2 + (\bar{Y} - \mu_Y) \cdot \nabla \phi_3 + (\bar{X^2} - \mu_{X^2}) \cdot \nabla \phi_4 + (\bar{Y^2} - \mu_{Y^2}) \cdot \nabla \phi_5$$

$$= \frac{1}{n} \sum_{i=1}^{n} ((X_i - \mu_{XY}) \cdot \nabla \phi_1 + (X_i - \mu_X) \cdot \nabla \phi_2 + (Y_i - \mu_Y) \cdot \nabla \phi_3 + (X_i^2 - \mu_{X^2}) \cdot \nabla \phi_4 + (Y_i^2 - \mu_{Y^2}) \cdot \nabla \phi_5).$$
Hence the variance of the influence function can be computed as:

\[
\text{Var}[\nabla \phi^T v] = \frac{1}{n} \text{Var}[XY - \mu_{XY}] \cdot \nabla \phi_1 + (X - \mu_X) \cdot \nabla \phi_2 + (Y - \mu_Y) \cdot \nabla \phi_3 + (X^2 - \mu_X^2) \cdot \nabla \phi_4 + (Y^2 - \mu_Y^2) \cdot \nabla \phi_5]
\]

\[
= \frac{1}{n} \text{Var}[h(X, Y)]
\]

An estimator of the variance is then:

\[
\hat{\text{Var}}[\nabla \phi^T v] = \frac{1}{n} \hat{\text{Var}}[h(X, Y)] = \frac{1}{n} \left( \frac{1}{n-1} \sum_{i=1}^{n} (h(X_i, Y_i) - \bar{h}(X, Y))^2 \right)
\]

where \(\bar{h}(X, Y) = \frac{1}{n} \sum_{i=1}^{n} h(X_i, Y_i)\) corresponds to the sample mean of the \(h\) function.

Finally, for Step 3 it is possible to build a \((1 - \alpha) \times 100\%\) type Wald confidence interval as follows:

\[
\hat{\rho} \pm Z_{1-\alpha/2} \sqrt{\text{Var}[\nabla \phi^T v]}.
\]

In Box 5 we show how to compute the SE for \(\rho\) using the IF derived manually and contrast the results with those of the implementation of the Delta-method from the \texttt{confintr} R package. A convenient function is called \texttt{ci_cor}, which estimates the type Wald 95% CI for the correlation parameter. Also, obtaining a CI by bootstrap is supported.

**Box 5.** Delta-Method for estimating the SE of the correlation between two variables X and Y using the IF.

```r
# Generate the data
install.packages("MASS")
library('MASS')
samples = 1000
R = 0.83
set.seed(1)
data = mvrnorm(n=samples, mu=c(0, 0), Sigma=matrix(c(1, R, R, 1), nrow=2), empirical=TRUE)
X = data[, 1] # standard normal (mu=0, sd=1)
Y = data[, 2] # standard normal (mu=0, sd=1)

# Assess that it works
cor(X, Y) # r = 0.83
mu1 = mean(X*Y)
mu2 = mean(X)
mu3 = mean(Y)
mu4 = mean(X^2)
mu5 = mean(Y^2)

IF1 = X*Y-mu1
IF2 = X-mu2
IF3 = Y-mu3
IF4 = X^2-mu4
IF5 = Y^2-mu5

IF = (sqrt(mu4-mu2^2)*sqrt(mu5-mu3^2))^(-1)*IF1+
(2*(mu4-mu2^2)*sqrt(mu5-mu3^2))*(mu1-mu2*mu3)*mu2+sqrt((mu5-mu3^2)))/((mu4-mu2^2)*(mu5-mu3^2))*IF2+
(2*(mu4-mu2^2)*sqrt(mu5-mu3^2))*(mu1-mu2*mu3)*mu3+sqrt((mu4-mu2^2)*(mu5-mu3^2)))/((mu4-mu2^2)*(mu5-mu3^2))*IF3+
(-mu1+mu2*mu3)/(2*(mu4-mu2^2)^1.5*(mu5-mu3^2)^.5)*IF4+
(-mu1+mu2*mu3)/(2*(mu4-mu2^2)^.5*(mu5-mu3^2)^1.5)*IF5

SE = sd(IF)/sqrt(1000); SE
rho_hat = (mu1-mu2*mu3)/(sqrt(mu4-mu2^2)*sqrt(mu5-mu3^2)); rho_hat
CI = c(rho_hat-qnorm(0.975)*SE, rho_hat+qnorm(0.975)*SE); CI
## CI [1] 0.8107681 0.8492319

## Checking results:
nor1 = cor(X, Y) # r = 0.83
nor2 = nor1-gamma*(1-nor1^2)/8; nor2
CI = c(nor2-qnorm(0.975)*SE, nor2+qnorm(0.975)*SE); CI
## CI [1] 0.8107681 0.8492319
```

**# Checking results:**

**# Pearson correlation and "normal" confidence intervals.**

\texttt{install.packages("confintr")}
### 3.8 Applications of the Delta-method in Regression Models

To illustrate the use of the Delta and functional Delta-method based on the IF in multivariable regression settings we simulate data based on a cancer epidemiology example. Box 6 shows the data generating mechanism. Let’s suppose that we want to emulate a clinical trial where we would like to estimate the effect of cancer treatment on the population average one-year risk of death standardized by age. This hypothesis can be translated into an estimand – specifically, the conditional RR, defined through a nonlinear combination of parameters, i.e., the ratio of two conditional probabilities. A regression estimator for the RR may use the predictions of a multivariate binomial regression model to compute the probabilities under different treatments. However, here we want to illustrate how to compute the SE for the RR. First, we fit the model with the binary indicator of one-year mortality as dependent variable and patient age and treatment status as independent variables. Then, from the fitted model and using the `predict` function we estimate the probability of death among cancer patients aged more than 65 years old had they been treated with mono-therapy versus the probability of death for the same patients had they been treated with dual therapy. Finally, we compute the conditional RR of death as the ratio between both probabilities using as reference those treated with dual therapy.

**Box 6. Data generation process: simulated example**

```r
# Data generation
set.seed(1972)
N <- 1000
# Age (1: > 65; 0: <= 65)
age <- rbinom(N,1,0.6)
# Treatment (1: dual; 0=mono)
treat <- rbinom(N,1,plogis(0.35 - 0.15*age))
# Counterfactual outcome under A=1 and A=0 respectively
death.1 <- rbinom(N,1,plogis(2 - 1*1 + 0.65*age))
death.0 <- rbinom(N,1,plogis(2 - 1*0 + 0.65*age))
# Observed outcome: mortality at 1 year after treatment initiation (1: death)
death <- death.1*treat + death.0*(1 - treat)
# Mortality risk differences
mean(death.1-death.0)
## -0.13%
```

Our estimand is a nonlinear function of the regression coefficients from a logistic regression model of the one-year probability of death, given patients’ age and treatment status. The estimand can be defined as follows:

$$
P(Y = 1|X = x) = \frac{1}{1 + e^{-(\beta_0 + \sum_{i=1}^k \beta_i x_i)}}
$$

where $Y$ refers to death within a year from study entry, and $X$ refers to the vector of covariates included in the model, i.e., age and cancer treatment.

In the previous equation, the parameter vector $\beta$ has length $k + 1$ where its components are $\beta_0$, the intercept term, and $\beta_1$ and $\beta_2$ representing the coefficients related to patients’ age ($x_1$) and treatment status ($x_2$). We define $x_1 = 0$ to represent age $< 65$
years and $x_1 = 1$ age $\geq 65$ years. Similarly, we have $x_2 = 0$ if patients are treated with monotherapy, while $x_2 = 1$ stands for dual therapy. Untreated individuals are not included in this example. For instance, the probability of one-year mortality among cancer patients aged more than 65 years old ($x_1 = 1$) and treated with mono-therapy ($x_2 = 0$) is computed as follows:

$$P(Y = 1|x = (1, 0)) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 + \beta_2)}}.$$ 

On the other hand, the probability of one-year mortality for those cancer patients aged more than 65 years old treated with dual therapy is given by the following expression:

$$P(Y = 1|x = (1, 1)) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 + \beta_2)}}.$$ 

Our estimand, the relative risk between those two groups is a function of the previous two probabilities and hence results in a function of the betas: $\phi(\beta_0, \beta_1, \beta_2)$.

$$\phi(\beta_0, \beta_1, \beta_2) = \frac{P(Y = 1|x = (1, 1))}{P(Y = 1|x = (1, 0))} = \frac{1 + e^{-(\beta_0 + \beta_1 + \beta_2)}}{1 + e^{-(\beta_0 + \beta_1)}}.$$ 

The influence function (i.e., steps 1 and 2) is computed as the product of the gradient of $\phi(\beta)$ with the direction vector $v := \hat{\beta} - \beta$. So, using the principles of equation (5), we take the partial derivatives to obtain the gradient:

$$\nabla \phi(\beta_0, \beta_1, \beta_2) = \frac{-e^{-\beta_2}}{(e^{\beta_0 + \hat{\beta}_1} + 1)^2} \left[ (1 - e^{\beta_0}) e^{\hat{\beta}_0 + \hat{\beta}_1}, (1 - e^{\beta_1}) e^{\hat{\beta}_0 + \hat{\beta}_1}, e^{\hat{\beta}_0 + \hat{\beta}_1} + 1 \right]^T$$ 

where taking the direction vector $v = (\hat{\beta}_0 - \beta_0, \hat{\beta}_1 - \beta_1, \hat{\beta}_2 - \beta_2)^T$ we can compute the influence function (Hadamard derivative) as:

$$IF(\beta) = \nabla \phi(\beta_0, \beta_1, \beta_2)^T v = \frac{e^{-\beta_2}}{(e^{\beta_0 + \hat{\beta}_1} + 1)^2} \left( (\beta_2 - \hat{\beta}_2) (e^{\beta_0 + \hat{\beta}_1} + 1) + (1 - e^{\beta_2}) e^{\hat{\beta}_0 + \hat{\beta}_1} (\beta_0 - \hat{\beta}_0 + \beta_1 - \hat{\beta}_1) \right).$$

An expression for the variance is given by:

$$\text{Var} [IF(\beta)] = \frac{e^{-2\beta_2}}{(e^{\beta_0 + \hat{\beta}_1} + 1)^4} \left( e^{\beta_0 + \hat{\beta}_1} + 1 \right)^2 \cdot \text{Var}[\hat{\beta}_2] + (1 - e^{\beta_2})^2 e^{2(\beta_0 + \hat{\beta}_1)} \cdot (\text{Var}[\hat{\beta}_0] + \text{Var}[\hat{\beta}_1] + 2\text{Cov}(\hat{\beta}_0, \hat{\beta}_1))$$ 

$$+ 2 (1 - e^{\beta_2}) e^{\beta_0 + \hat{\beta}_1} (e^{\beta_0 + \hat{\beta}_1} + 1) \left( \text{Cov}(\hat{\beta}_0, \hat{\beta}_2) + \text{Cov}(\hat{\beta}_1, \hat{\beta}_2) \right).$$

Notice that the previous expression can be written (and is equivalent to) a matrix product. This can be seen by using the fact that maximum likelihood estimator $\hat{\beta}$ of $\beta$ is asymptotically normal. It has mean $\beta = (\beta_0, \beta_1, \beta_2)^T$ and covariance matrix (obtained from Fisher’s information) given by

$$\Sigma_W = \begin{pmatrix} \text{Var}[\hat{\beta}_0] & \text{Cov}(\hat{\beta}_0, \hat{\beta}_1) & \text{Cov}(\hat{\beta}_0, \hat{\beta}_2) \\ \text{Cov}(\hat{\beta}_0, \hat{\beta}_1) & \text{Var}[\hat{\beta}_1] & \text{Cov}(\hat{\beta}_1, \hat{\beta}_2) \\ \text{Cov}(\hat{\beta}_0, \hat{\beta}_2) & \text{Cov}(\hat{\beta}_1, \hat{\beta}_2) & \text{Var}[\hat{\beta}_2] \end{pmatrix}$$

in conjunction with the fact that if $\hat{\beta} - \beta$ converges to a variable $Z$ with normal distribution then $\phi(\hat{\beta}) - \phi(\beta)$ converges to $\nabla \phi(\beta) \cdot Z$ (see equation (12)) we can express an expression for the variance:

$$\text{Var} [\phi(\hat{\beta}) - \phi(\beta)] \approx \text{Var} [\nabla \phi(\beta)^T Z] = \nabla \phi(\beta) \text{Var}[Z] \nabla \phi(\beta)^T = \nabla \phi(\beta) \Sigma_W \nabla \phi(\beta)^T$$

where the last term of the equality is obtained from the fact that for a random $n$-dimensional vector $V$ and $a \in \mathbb{R}^n$:

$$\text{Var}[aV] = a \text{Var}[V] a^T.$$ 

In Box 7 we show how to compute the SE using the Delta-method for the conditional RR derived from the marginal probabilities of the generalized linear model with the binary indicator of one-year mortality as dependent variable and patients age and treatment status as independent variables. Furthermore, we check the consistency of our results using the Delta-method implemented on the Multi-State Markov and Hidden Markov Models in Continuous Time R-package (MSM).
CONCLUSION

During recent years new methods and estimators have been and continue to be developed to be applied in observational studies. For these new types of problems there is not an immediately available closed analytical form to derive the SE, complicating inference. Yet, the distribution of the statistic can be approximated based on asymptotic theory to directly estimate its variance and hence the SE. In this tutorial, we provided an introduction to the classic and functional Delta-method and linked it to the IF. We facilitated the approach by proposing a three-step procedure to estimate the SE of functionals using the first order Taylor expansion and the Hadamard derivative. These steps are needed to analytically derive the IF and compute its variance. Furthermore, we provided R code to apply this approach for statistical examples and one in cancer epidemiology research. The Delta-method is widely used for statistical inference with classical epidemiological methods to estimate e.g. associational measures. Furthermore, it is used to derive the SE of an asymptotically linear estimator or functions that can be approximated by averages, such as the conditional estimations of the parameters fitted in regression models. It is closely related to M-estimation; see, for example, the Huber Sandwich estimator of the variance. Therefore, the application of the Delta-method relies on asymptotic normality which in some cases can be a strong assumption. For example, when functions are not analytical (i.e. do
not converge to their Taylor series), such as those described in section 3.5 or are sparse enough relative to the dimension, and in the case of non-differentiability, the Delta-method cannot be used to derive the SE of the statistic.\cite{27}

There are more conservative approaches available for statistical inference based on re-sampling such as the bootstrap.\cite{22} Using the Bootstrap, the original sample approximates the population from which it was drawn. The bootstrap distribution of a statistic, based on many re-samples, approximates the sampling distribution of the statistic. Thus, bootstrapping can only be applied under certain smoothness conditions,\cite{22,23} and it cannot be applied when using data-adaptive estimation procedures. However, as shown in this article, the functional Delta-method based on the IF can be used instead to derive the variance of the statistic via the functional Delta-method.

Currently, there is an active research community developing methods and tools for high dimensional data analysis such as machine learning and causal inference. For example, within the causal inference field, the functional Delta-method and the IF are used to develop plug-in variance estimators for data-adaptive doubly robust causal inference methods.\cite{34,27} Due to the computational complexity of some machine learning methods, for many new techniques of causal inference using data-adaptive procedures, the functional Delta-method based on the IF will be preferred over the Bootstrap for statistical inference. The increasing interest in these methods justifies the need for applied tutorials to further disseminate their use and application.\cite{27} Furthermore, the derivation of the IF for these new methods needs to be introduced and taught among applied statisticians. New methodological focuses and emerging methods requires that applied statisticians and methods-focused epidemiologists extend their competencies in statistical inference. We thus provided an overview of the Delta-method, the functional Delta-method, and the IF that may help to fill this gap.
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