Extraction of Spatial-Temporal Features of Bus Loads in Electric Grids Through Clustering in a Dynamic Model Space
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ABSTRACT Bus loads in electric grids have inherently a spatial-temporal behavior and also a certain degree of randomness. The spatial-temporal feature based bus load forecasting, which provides additional information on the spatial distribution and the uncertainty of future electric loads, is of importance to power systems dispatching and planning, in particular, with intermittent renewable power generation. In this paper, a method for extracting spatial-temporal features, including abnormal states of multiple bus loads in electric grids, is proposed. The abnormal spatial load states are firstly identified by using one-class support vector machine. Then, only the load fluctuations of normal states are mapped into a dynamic model space supported by polynomials in order to approximate the time series of bus loads. The parameters of polynomials are clustered by the Dirichlet process mixture model for deriving the patterns of load state evolution. As a result, the extracted spatial-temporal patterns are a set of different distributions of bus loads with static features and dynamic features displayed explicitly. The method is tested against the bus loads of an electric grid in a city in the Northeast China. The proposed methodology is validated with respect to the bus loads in time slots of the future 10 days.

INDEX TERMS Load forecasting, multiple bus loads, one-class support vector machine, spatial-temporal feature.

I. INTRODUCTION

The bus load forecast is a key issue for ensuring secure and reliable power systems, the goal is to predict the load demand for the next hours up to days. Most efforts in the area of electric load forecasting have been concentrated on the point forecasting by means of the previous data of each bus [1] and ignore the spatial correlations. However, the electric load influenced by grid modernization has become more active and uncertain than ever before, it is difficult to achieve a high prediction accuracy if we only consider the local bus load. For example, some external factors, such as load transfer executed by grid operators, have an influence on the spatial-temporal features of bus loads and make the loads hard to be predicted over the whole forecast horizon. Whereas it is difficult to discover the abnormal states of the power system if spatial correlations are neglected, since the load distribution of a single bus is quite regular and has a very small quantity of outliers. The spatial-temporal feature based techniques are required to recognize such abnormal operation status in the real power system and helpful to yield a high prediction accuracy. In addition, the spatial distribution of bus loads has an important influence on the stress level of power flow. The security constrained unit commitment (SCUC) also requires spatial-temporal features of bus loads to perform the determination of limits of transmission flows and evaluate security margins with possible load mismatches between demands and supplies. Due to the above reasons, the extraction of inherent
spatial-temporal patterns of bus load is required to leverage key characteristics for the single bus load prediction. In [4], a peak demand forecasting method was proposed for short-term load forecasting based on statistical methods with the inherent dynamic load characteristics. A number of algorithms such as Support Vector Regression Model [5], [6], the Random Forest Method, Kalman Filters method [7] and Artificial Neural Networks (ANNs) [8]–[10] have been employed to generate accurate prediction models associated with weather factors. In [11], the authors provided a general overview of the Recurrent Neural Networks (RNNs) employed in short term load forecasting and discussed their properties in terms of implementation and performance.

The main idea of the above methods is to use the single bus load to establish a multi-to-multi mapping network. Therefore, the spatial correlations cannot be fully represented. Reference [12] pointed out that the reliability of a system will be significantly overestimated if spatial correlations are neglected. In [13], a spatial-temporal load model was proposed for the electric power distribution facilities. In [14], based on the electric demand information of spatial correlation and temporal characteristics, a data mining technique for spatial load forecast was proposed to discover patterns in spatial data, these patterns were used later on to predict the locations of future load growth. In addition, a probabilistic risk assessment of power quality variations was proposed through the spatial and temporal behaviors of both photovoltaic generation and load demand [15].

In the meantime, little attention has been given so far to the spatial-temporal feature extraction of multiple bus loads. There are two major reasons for the lack of the research. The first is that extracting union features of multiple temporal bus loads during the data flow process is a challenging task. The second is that the description and visualization of the extracted spatial-temporal features remain problematic due to the couplings and interactions between spatial and temporal domain.

To overcome the difficulties stated above, a hybrid method composed of forecast-aided one class learning and clustering in dynamic model space is proposed in this paper. We take the spatial loads as whole and employ one-class support vector machine (SVM) [16] to recognize the change of overall operation behaviors of the power system. Dirichlet Process Mixture Model (DPMM) clustering [17] is performed to capture the spatial-temporal features of the normal load states. In general, the pattern recognition method cannot be applied directly to the feature extraction of data flow, e.g., spatial-temporal loads, hence we use the polynomial function as a surrogate model in order to represent the input data by model parameters, as it can capture the variation trend of time series load and suppress the irrelevant components such as fluctuation and noise. Then, the stable and parsimonious model parameters instead of the original load data are clustered by means of DPMM clustering in the model space. Learning in a model space helps to capture the dynamic characteristics, i.e. increasing/decreasing trend, of the bus load profiles. In addition, it has been proven that better clustering performance would be achieved in the model space than in the data space, since the data are in most cases linearly inseparable, but become sparse and separable when they are mapped into a model space [18].

The contributions of this paper can be summarized as follows:

1) A method for extracting spatial-temporal patterns of bus loads in electric grids is proposed. Then, a bus load forecast is established based on the extracted spatial-temporal features. This model can provide additional information on the variability and uncertainty associated with the future electric demand and leverage the development in respect of load forecast.

2) A state-space graph is proposed to visualize the extracted spatial-temporal patterns, which are a small number of characteristic distributions of bus loads with their evolution trends. The patterns represent all of the bus loads over the time period during which they are extracted, and also they can represent well the bus loads over a lengthy period of future time. Furthermore, the occurrences and the dominance level of each extracted pattern become very clear, the inherent physical meanings can be also illustrated.

This paper is organized as follows. Section II describes the proposed approach for abnormal load state recognition based on one-class SVM method. Section III is dedicated to the extraction of spatial-temporal features in the model space. In Section IV, a case study of the power grid in the Northeast China is conducted to illustrate the performance of the proposed method. Finally, the conclusion is presented in Section V.

II. RECOGNITION OF ABNORMAL LOAD STATES BASED ON THE ONE CLASS LEARNING

The bus loads in a real power system have very often uncertain fluctuations, volatility, outliers and high-frequency components. For example, electric power injections from renewable-based distributed generation, volatile consumptions and faulty operations would increase the probability...
of large and sudden variation in bus loads. Furthermore, the load transfer made by grid operators often happens in large cities, which brings unobvious increasing or decreasing of individual bus load. The situations above are all considered as abnormal states in the power system. But sometimes these changes might be perceived as a normal situation caused by consumption behaviors, and they are hard to be recognized if the spatial-temporal information is missing. Hence, prior to the general feature extraction, the recognition of abnormal load states should be carried out.

The spatial-temporal electric loads can be written as

\[
P = \begin{bmatrix}
p_1(t_1) & p_1(t_2) & \ldots & p_1(t_T) \\
p_2(t_1) & p_2(t_2) & \ldots & p_2(t_T) \\
\vdots & \vdots & \ddots & \vdots \\
p_N(t_1) & p_N(t_2) & \ldots & p_N(t_T)
\end{bmatrix},
\]

(1)

where \(N\) is the number of buses, \(T\) is the number of observations, and \(p_n(t_i)\) indicates the load of Bus \(n\) at time instant \(t_i\). The load state at time instant \(t_i\) is written as \(P(t_i)\), \(P(t_i) = [p_1(t_i), p_2(t_i), \ldots, p_N(t_i)]^T\). A normal load state complies with an underlying probability distribution, but an abnormal load state caused by the aforementioned situations may not share a common probability distribution with the normal states. Due to the shortage of prior information in real-time supervisory control and data acquisition (SCADA) data, the abnormal detection problem has to be formulated as an unsupervised learning problem. The main idea of the unsupervised classification scheme is to construct a hyperplane that separates the normal and abnormal states in an appropriate space. In general, this hyperplane cannot always be found in the original space, but it can be found in a feature space through a map \(\Phi: \mathbb{P} \rightarrow \mathbb{P}^*\), which maps from the original space \(P\) to a kernel space \(\mathbb{P}^*\) [19]. This feature map can be evaluated by some simple kernels, e.g., the Gaussian kernel. The strategy of one-class SVM is to map the input load data into a kernel space, and try to estimate a function \(f(\cdot)\) given by a kernel expansion in order to separate the data from the origin as far as possible. The function value is identified by evaluating which side of the hyperplane (near or far away from the origin) it falls on. A positive value indicates a normal load state, and a negative value indicates an abnormal load state.

A set of load states \(P(t_1), \ldots, P(t_T) \in \mathbb{P}\) is considered as the training data. In order to obtain the hyperplane, the following quadratic program has to be solved.

\[
\min_{\omega, \rho} \frac{1}{2} \left\| \omega \right\|^2 + \frac{1}{vT} \sum_{i=1}^{T} \xi_i - \rho,
\]

Subject to \(\omega \cdot \Phi(P(t_i)) \geq \rho - \xi_i, \quad \xi_i \geq 0, \quad i = 1, \ldots, T\).

(2)

Here, \(\omega\) is an orthogonal vector and \(\rho\) is a bias parameter of the hyperplane, \(\xi_i\) and \(v \in (0, 1)\) denote the penalty term and the upper bound on the fraction of outliers respectively. If the hyperplane with parameters \(\omega\) and \(\rho\) can be obtained by solving the optimization problem above, then the abnormal recognition can be defined by the decision function \(f(\cdot)\). For a generic test sample \(P(t)\), the decision function is formulated as

\[
f(P(t)) = \text{sgn} (\omega \cdot \Phi(P(t)) - \rho),
\]

(3)

where \(\text{sgn}(\cdot)\) is an indicator function, whereby \(\text{sgn}(x) = 1\) if \(x\) is positive, otherwise \(\text{sgn}(x) = 0\). The abnormal load states can be recognized by employing (3).

III. EXTRACTION OF SPATIAL-TEMPORAL FEATURES IN A DYNAMIC MODEL SPACE

An individual bus load has its own load characteristics following a cyclic and seasonal pattern. Although there are no definite relations among different bus loads, there exist some correlations, as stated above, due to the reasons such as common daily routines, common work schedules, or common peak load shifting. Here, the DPMM clustering is employed to capture the common characteristics of spatial load states for revealing the evolving behaviors of spatial loads. In this paper, the load data are transformed into a model space prior to cluster analysis, since it has been proven that the data are possibly more separable in the model space and better clustering performance could be achieved [18].

Polynomial function can fitting the time series of bus loads through more stable and parsimonious model parameters. The benefit of representing the original data by model parameters is that it can extract the principal features of the signal effectively and suppress the irrelevant components such as fluctuation and noise. The variation trend information represented by model parameters is taken as the cluster objectives to facilitate the dynamic feature extraction of spatial-temporal loads. By means of polynomial fitting, clustering is then implemented in the model space, instead of the original data space.

A. MAPPING INTO A MODEL SPACE

The segments of bus load data selected by a rolling window are mapped into a model space spanned by polynomials. Assuming that we are given a dataset comprising \(q\) observations of discrete points \((x_i, y_i), i = 1, 2, \ldots, q\), the data could be fitted using a polynomial function as follows

\[
y(x, \theta) = \theta_0 + \theta_1 x^1 + \cdots + \theta_M x^M = \sum_{j=0}^{M} \theta_j x^j,
\]

(4)

where \(\theta\) is the vector of model parameters, \(M\) is the order of the polynomial, and \(x^j\) denotes \(x\) raised to the power of \(j\). The model parameters can be considered as a description of the essential features of the data. A clustering process in the model space for one-dimensional data is demonstrated in Fig. 1. The signal is firstly divided into several segments, then each segment is approximated by using (4). For illustration purposes only, three selected blocks, colored by green or blue, contain a same amount of segments. The fitting model parameters associated with the two segments
can be written as a rolling window. The corresponding dense encoding format data flow are converted into a dynamic model space through of short-term bus loads. Then, the multi-dimensional load in the segment

\[ S_v = \begin{bmatrix} P_1 (t_{v-1} \times l+1) & \ldots & P_1 (t_{v} \times l) \\ P_2 (t_{v-1} \times l+1) & \ldots & P_2 (t_{v} \times l) \\ \vdots & \ddots & \vdots \\ P_N (t_{v-1} \times l+1) & \ldots & P_N (t_{v} \times l) \end{bmatrix} = \begin{bmatrix} y (t, \theta_{1,v}) \\ y (t, \theta_{2,v}) \\ \vdots \\ y (t, \theta_{N,v}) \end{bmatrix}, \]

where \( \theta_{N,v} \) is the parameter vector of the \( N \)-th bus load in the segment \( v \). Take the parameter set \( \theta_v = \{ \theta_{1,v}, \theta_{2,v}, \ldots, \theta_{N,v} \} \) as the spatial-temporal characteristics of short-term bus loads. Then, the multi-dimensional data flow are converted into a dynamic model space through a rolling window. The corresponding dense encoding format can be written as

\[ y : \mathbb{R}^{N \times l} \rightarrow \mathbb{R}^{N \times M}, \]

where \( M \ll l \). Comparing with the load state \( P (t_i) \) in the original data space, the parameter set in the model space can provide the process information during a time period. Therefore, taking the parameter set as the cluster objective facilitates the extraction of the statistical characteristics of spatial-temporal loads. The framework of clustering in a model space is illustrated in Fig. 2, where the same color blocks in a data space represent the same time period. The segments of different bus loads during the same time period

are modeled by (5) to obtain the fitting parameter sets, which are represented by the colored stars in a model space.

For an electric grid, different variation characteristics of bus loads are associated with different time periods. The main characteristics can be represented by the parameters in a model space, and the irrelevant fluctuations are suppressed.

**B. SPATIAL-TEMPORAL FEATURE EXTRACTION BASED ON THE DPMM CLUSTERING**

The DPMM is one of the most widely used statistical approaches in data clustering by introducing the Dirichlet process prior to Bayesian mixture models. That there is no need to set the number of clusters in advance gives DPMM the advantage over other cluster methods.

Let \( A \) be a sample space, and let the subsets of \( A \) satisfy \( A_1 \cup A_2 \ldots \cup A_K = A \). Assuming the observations comply with \( K \) multivariate Gaussian distributions, the likelihood parameters of the distributions are sampled from a random probability distribution \( G \), which is generated by a Dirichlet process. Then:

\[ (G (A_1), G (A_2), \ldots, G (A_K)) \sim Dir (\alpha G_0 (A_1), \alpha G_0 (A_2), \ldots, \alpha G_0 (A_K)), \]

where \( Dir (\cdot) \) denotes the Dirichlet probability density function, \( G_0 \) and \( \alpha \) are the base distribution and concentration parameter of Dirichlet probability respectively, \( \alpha > 0 \). For a given observation data set \( \{x_i\}_{i=1}^{L} \), \( L \) is the number of observations, the DPMM can be described as follows:

\[ x_i \sim F (x \mid \varphi_i), \quad \varphi_i \sim G, \quad G \sim Dir (\alpha, G_0), \]

where \( F (x \mid \varphi_i) \) is a joint distribution, \( \varphi_i \) is the parameter of the distribution. By integrating \( G \), the joint distribution of the mixture component parameters reveals a clustering effect. Assuming that the data could be classified into \( K \) specific categories, each cluster corresponds to its own distribution with its own parameters. With the posterior values of \( \varphi_i \), the probability of each observation from
Component $c$ or Cluster $c$ can be inferred by

$$y(x, c, \varphi_c) = \sum_{k=1}^{K} G_k(\varphi_k) \prod_{i=1}^{L} F(x_i | \varphi_c) p(c_i),$$

(9)

where $c\in[1, \ldots, K]$. Given a set of parameters $(\theta_1, \ldots, \theta_v, \theta_{v+1}, \ldots)$, where each sample is a $N \times M$ dimensional vector (reshaped by $N \times M$ matrix). The DPMM clustering aims to partition them into $K$ sets, i.e. $C = \{C_1, C_2, \ldots, C_K\}$.

C. “STATE-SPACE GRAPH” BASED ON FEATURE EXPRESSION

Through the DPMM clustering in a dynamic model space, the parameters containing the similar variation characteristics will be partitioned into the same category. Each cluster reveals a distinctive pattern. Now, extract the main statistic characteristics from each cluster to exhibit its typical pattern.

First of all, the mean values of the load segments of each bus in one cluster are calculated to represent the mean load level. Given that the load will not change significantly in a short segment (half an hour for our data). Larger order of the polynomial function would cause the model overfitting. For this study, we consider the linear approximation, i.e. $M = 1$. The load trend in a cluster, reflected by the second parameter of $\theta$, could be obtained by calculating the mean value of $(\theta_1(2), \ldots, \theta_v(2), \theta_{v+1}(2), \ldots)$ of the cluster. The positive value and negative value denote a rising trend and a downtrend respectively, the magnitude of the value corresponds to “steepness degree”. The characteristic indexes of the spatial-temporal load pattern are defined as follows:

$$PM(k) = \frac{1}{N_k} \sum_{P(t) \in C_k} P(t),$$

(10)

and

$$PT(k) = \frac{1}{M_k} \sum_{\theta \in C_k} \theta(2),$$

(11)

where $PM(k)$ and $PT(k)$ denote the mean load level and mean load trend of multi-bus in Cluster $k$, both of them are $N$-dimensional vectors. $N_k$ is the number of load states belonging to Cluster $k$, and $M_k$ is the number of signal segments in Cluster $k$. In addition, the standard deviation is used to measure the uncertainty of bus loads in a cluster, indicating the level of concentration of loads in a pattern. This statistical index is defined as

$$PSD(k) = \sqrt{\frac{1}{N_k} \sum_{P(t) \in C_k} (P(t) - PM(k))^2}.$$  

(12)

These three statistical indexes constitute the basis of the state-space graph, which is used to describe the spatial-temporal feature, as shown in Fig. 4. Assuming that there are 7 buses to be taken into account, the polar diagram is divided into seven directions corresponding to the 7 buses; the red dot and yellow shadow denote the mean load level $PM(k)$ and standard deviation $PSD(k)$ of each bus load segment, respectively. The length of a green line represents load trend $PT(k)$. The green line extending to the outside circle and the inside circle denote a rising trend and a downtrend respectively, and the length of the green line corresponds to “steepness degree”.

In the state-space graph, if the bus load (e.g. Bus 3, 5, 6) has narrow yellow shadow and a short green line, it indicates that the load has a narrow fluctuation range in this pattern and be more deterministic, which can be predicted easily. If the bus load has a wide yellow shadow and a long green line, it is inferred that large standard deviation in the pattern is caused by the rapid variation ratio of loads instead of the uncertainties, such as Bus 4. The load could also be forecasted accurately. However, if the bus load has wide yellow shadow and a short green line, the distribution of the load is rather dispersed without any obvious variation trend, and there exists considerable randomness in this load during a certain period. The 7th bus load, in high load level, just belongs to this situation. Therefore, more attention should be drawn to the 7th bus load from the associated dispatching center for better generation scheduling, since the strong uncertainties of high-level load may bring high risks to the power system.

D. AN APPLICATION OF SPATIAL-TEMPORAL FEATURES TO LOAD FORECAST

The extracted typical patterns are a small number of characteristic distributions of bus loads with their evolution trends. They represent all of the bus loads over the time period during which they are extracted. Based on the mean load level $PM(k)$ and mean load trend $PT(k)$ of a pattern, the load signal model of the corresponding typical pattern can be established by a classic linear model. Through the statistical analysis of the occurrence time and occurrence frequency of each pattern, the occurrence regularity of spatial-temporal patterns can be inferred. We suppose that the bus loads over a lengthy period of future time change according to these typical patterns. The future multi-bus loads can be predicted based on the inferred occurrence regularity and the fitting load models of the patterns. The framework of the proposed methodology is illustrated in Fig. 4.
IV. TEST RESULT

To illustrate the effectiveness of our proposed method, it is tested against the real SCADA data from a power grid in the Northeast China. The time series we analyzed are collected from the transmission network of the city which is constituted of 5 districts. The data contains industrial, commercial and civil load, it follows cyclic and seasonal pattern related to daily routines and work schedules. Although there is no direct influence from one bus and another, there may existing the inter-dependencies among the multi-bus loads of a same phenomenon in different locations of the city. The data consists of 20 bus loads over 60 days with 1-min cadence, spanning from January 1, 2015 to March 1, 2015. We use the load relative to the first 50 days as training set and the load of the last 10 days as validation set. The abnormal phenomena considered in this test case is a load transfer operation, which happens in the first few days. The proposed spatial-temporal feature based load forecast method are used to predict the power load 24h ahead with 30-min cadence, which corresponds to 48 time step ahead prediction. All simulations are executed under the Python environment on a desktop PC platform equipped with Intel Core ™ i7-5500U CPU and 8G RAM.

A. RECOGNITION OF ABNORMAL STATES VIA ONE-CLASS SVM

The bus loads are resampled in a longer interval in order to prepare for the polynomial fitting. The segment length of load curves was chosen according to the physical properties of power loads. The load time series generated by the dynamics of the system can vary significantly and be unique during a long observation period, therefore, selecting long segment length is not good for the common characteristic extraction. Whereas it’s stationary without obvious variation in a very small time interval. We select 30-min cadence as the segment length in the test and certainly less or more than 30-min cadence will also be accepted. Then, the data of the first 50 days are resampled in 30-min cadence and are normalized as shown in Fig. 5.

Fig. 5 shows that the bus loads follow daily cycle and weekly cycle except for the first few days. The abnormal fluctuations in the first few days were caused by a load transfer operation. The load states before and after the load transfer operation are rather different, and thus the load spatial-temporal features could not be extracted from the raw data directly. For the improved and generalized feature extraction, one-class SVM is adopted here to identify abnormal load states.

In our case, it implies that the radial basis function (RBF) kernel was selected in one-class SVM and the parameter $\nu$ is chosen as 0.05. The parameter $\nu$ refers to the upper bound on the fraction of outliers. More experiments have been performed to observe the effect of using a different value of $\nu$ on the recognition performance, $\nu$ is selected between 0.01 and 0.2 with 0.01 step. Due to the space limitation, detailed results of the test are not presented. According to the experiments, it is observed that the recognition result does not have a meaningful relation with the increasing value of $\nu$, when it is larger than 0.05. Since there are a small quantity of abnormal load states of the power grid, even if the upper bound on the fraction of outliers is set to a higher value, the results will not change considerably. However, the performance of one-class SVM is degraded, when a smaller $\nu$ (lower than 0.03) is selected, since some abnormal states are mistaken for the normal ones. Therefore, $\nu$ is set as 0.05, which is also considered by the classic literature [20].

Fig. 6 shows the recognition result of the abnormal load states, and ‘1’ and ‘0’ indicate abnormal state and normal state.
state respectively. It is observed that the recognized abnormal states mainly concentrate in the first few days, the results of one-class SVM method are in agreement with actual fact by contrasting the start-stop time of real event and the start-stop time of the dense recognized abnormal states. In addition, it is noted that a few identified abnormal states appear after the load transfer operation, their dispersed distribution implies that the unusual increments (or decrements) of loads are probably related to the consumption behaviors and not caused by specific external events. Removing these abnormal states is also good for further spatial-temporal feature extraction.

B. EXTRACTION OF THE SPATIAL-TEMPORAL FEATURES

The data from the 10th day to the 50th day are applied for the extraction of spatial-temporal characteristics. Because of the load transfer situation, there is not any treatment for the abnormal state in the first 10 days. We switch back to 1-min cadence instead of 30-min in order to fit the models through the identified normal load states. The load fluctuation features of the normal ones are learned in a dynamic model space implemented by polynomial fitting through a series of signal segments of multiple bus loads selected by a rolling window (30-min). Afterwards, the parameters of different segments are employed for the DPMM clustering.

The spatial-temporal features extracted from the dynamic model space are visualized by the state-space graphs shown in Fig. 7, where five different colors represent five different geographical districts in the city. They exhibit 9 operation patterns containing the load averages, load variation trends and load uncertainty. Fig. 8 shows when the 9 patterns occur within the 24 hours of each day from the 10th day to the 50th day, where the color bar indicates the number of clusters, “0” represents the abnormal state. The patterns with daily cycle and weekly cycle can be observed.

From Fig. 7 and Fig. 8, it is noted that Pattern 1 always occurs in the early morning (about 0:00am to 5:00am). In this pattern, all of the bus loads except for three bus loads are at a low load level and low level of fluctuation. Pattern 2 shows that the three bus loads start to drop and the others increase slightly from 5:00am to 6:30am. Then, the power system turns to Pattern 3 and lasts for one hour. Pattern 3 shows that all the bus loads are at a medium level with rapid variation, which are inferred by the long green lines (calculated by PT(k)). It’s worth noting that Pattern 5 is the only pattern that appears twice on weekdays but disappears on weekends. According to Pattern 5, the daily peak load of most buses occurs from about 8:30am to 12:00am and from 13:00pm to 16:30pm with low volatility and weak trend judging from the narrow yellow shadows and short green lines. It is mainly related to some industrial consumption during daytime. For Pattern 6, the three bus loads in the bottom left of the state-space graph are inferred to have high uncertainty and would be difficult to forecast. As can be seen from Fig. 7, Pattern 8 and Pattern 3 share similar average loads, but the trends of their loads are different. From 22:00 to 24:00, Pattern 9 with mid-night valley appears. Most of the bus loads are in the fast transition from early night hours to valley hours mainly due to residential loads supplied by the associated substations. After that, it turns back to Pattern 1 starting another day.

Fig. 8 shows the occurrence regularity of the extracted patterns on weekdays and weekends. For weekdays, with each half hour as one time slot there are 48 time slots in a day. Starting from 0:00 to end at 24:00 the time when each pattern occurs follows this sequence: Pattern 1 occurs from 00:00 to 5:00; Pattern 2 occurs from 5:00 to 6:30; Pattern 3 occurs from 6:30 to 7:30; Pattern 4 occurs from 7:30 to 8:30; Pattern 5 occurs from 8:30 to 12:00; Pattern 6 occurs from 12:00 to 13:00; Pattern 5 occurs again from 13:00 to 16:30; Pattern 7 occurs from 16:30 to 20:30; Pattern 8 occurs from 20:30 to 22:00; Pattern 9 occurs from 22:00 to 24:00.

C. LOAD FORECAST BASED ON THE SPATIAL-TEMPORAL FEATURES

To illustrate the degree of the representativeness of the spatial-temporal patterns, the extracted patterns are used to forecast the multi-bus loads 24h ahead for the next 10 days. The proposed hybrid method is established based on one-class SVM and clustering in the model space, named as one-class SVM – Model Space (OCS-MS). Here SVM, Neural Network (NN) and Long-Short Term Memory (LSTM) are employed as a benchmark. The SVM and NN are popular load forecast methods due to their flexibility as nonlinear predictors. LSTM is the advanced class of the state-of-the-art Recurrent Neural Networks. The proposed hybrid method has been examined on 20 buses. The training period is the first 50 days for all methods. Thus, each forecast method has 50 × 48 = 2400 training samples and is executed for 24h ahead prediction. Bus loads are updated once every 24 hours, and the parameters of these models are re-estimated every day.

The mean absolute percentage error (MAPE) is used as the evaluation criteria for measuring the performance of load forecast. It is defined as,

$$\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|\hat{x}(i) - x(i)|}{x(i)},$$  

(13)
where $\hat{x}(i)$ and $x(i)$ denote the predicted load and actual load; $i$ is the sample number, and $N$ is the total number of the samples.

Fig. 9 shows the load forecast performance of different methods. As seen from the MAPE values, it is observed that the proposed OCS-MS outperforms the SVM model for any of the 20 buses and achieves a higher prediction accuracy than the NN method for the most buses. One of the reasons that the proposed method has considerable improvement compared with SVM and NN is that spatial abnormal load state recognition has been considered. The existence of abnormal load distributions, which does not comply with the probability distribution of the normal ones, is unfavorable for general feature extraction. Sometimes bus load forecasting encounters high prediction errors due to the run-state change of spatial loads, which is hard to be dealt with by the single bus based load forecasting method. Therefore the one-class SVM strategy is necessary, especially when the prior information of the measured data is not available. Even though there are no abnormal load states, the one-class SVM strategy cannot have a negative effect on the further treatment.

In Fig. 9, it is noted that the proposed method has a higher forecast accuracy with respect to the LSTM for some buses, but be poorer than it for some other buses. The average MAPE of the OCS-MS and the average MAPE of the LSTM for the 20 buses are 0.058 and 0.057 respectively. They achieve very similar forecast accuracy on this dataset. The LSTM method is the state-of-the-art technique in time series prediction problems, although the prediction accuracy of the proposed method is not obviously improved, it still shows satisfactory predictive ability. Moreover, the proposed method achieves benefits in other aspects through comparison against the time series based benchmarks.

Firstly, the outputs of the proposed method are the spatial-temporal distributions with information on the variation trend and uncertainty associated with the future electric demand, instead of the only temporal load values. It is a much more
complex task and be crucial to the SCUC and the dispatching centers of power systems. The index of uncertainty extracted by the proposed method can provide additional information on the reliability of forecast result, which plays an important role in forecast performance.

Secondly, the point forecasting techniques based on the artificial intelligence, e.g., NN and LSTM, focus on obtaining accurate expected values and serve as a black box; the structure and parameters of models are the major factors affecting the prediction accuracy and hard to be explained physically. The proposed method provides the spatial-temporal features, which are a small number of characteristic distributions of bus loads with their evolution trends and can be visualized. They reveal the changing process of spatial bus loads and have inherent physical meanings, and also provide a better understanding of the dynamics of the monitored system.

V. CONCLUSION
In this paper, we propose a spatial-temporal feature based bus load forecasting methodology. To address the challenge of coupling and interactions in the multi-bus loads between time domain and space domain, one-class SVM was adopted to recognize the spatial abnormal load states, and the DPMM cluster method in a dynamic model space was proposed. According to our experimental results, it shows that there exist correlations among the spatial load distribution, which are expressed by the proposed state-space graphs. The extracted state-space graphs reveal the changing process of spatial bus loads and have clear physical meanings. Through the spatial correlation and temporal load characteristics analysis, the prediction accuracy of load forecast has been improved. The method is tested against a set of real data from a power grid of the Northeast China. The testing results showed that the proposed bus load forecast method gave clear temporal trends and spatial distributions of multi-bus loads and achieved satisfactory accuracy. The practical value of the hybrid method is significant in the sense that it can leverage the development of time series based load forecasting.
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