Detection of a predefined acoustic pattern by a measurement system on a drone and its application to search for a missing man in an underground mine
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Abstract.

Due to the very difficult working conditions and a certain number of hazards that do not occur in other industries, the operation of rescue units in underground mines is necessary. The area of exploitation is usually very large, thus determining the location of a person, which may be in need due to the accident, is not an easy task. As the time for reaching such a person is crucial, there is a strong need for a solution that would provide a quick establishment of the victims’ location. Moreover, conducting a rescue mission is always associated with risk exposure for rescuers’ life and health. Thus, in this paper, we propose a solution based on an unmanned aerial vehicle (UAV) for a predefined acoustic pattern detection to support rescue units in human location assessment in the underground mine. The presented method is based on measuring the dissimilarity between the subsequent short-time power spectra and the referential spectrum characterizing the UAV’s ego-noise. This relatively general and data-driven approach is applied both to generated narrow-band harmonic patterns and to the human voice. As the analyzed signals of interest are of specific frequency content they can be selected from the background noise with the use of band-pass filtering.

1. Introduction

The dynamic development of new technologies creates opportunities to improve work safety and streamline production in the mining industry. The utilization of a number of possibilities offered by robotic solutions for these purposes seems to be of particular interest. The use of Unmanned Ground Vehicles (UGV) and Unmanned Aerial Vehicles (UAV) in difficult conditions of underground mines has been proven right in many publications. According to [1] robotic solutions implementation may be divided into several main groups: robotics for main and auxiliary technological processes, which are presented in [2, 3, 4, 5, 6, 7], robotics for inspection applications, shown in [8, 9, 10], as well as robotics for rescue missions, described in [11, 12, 13, 14, 15, 16].

UAVs, commonly known as drones, are widely used in the industry. One of the benefits of exploiting small drones, particularly important from the underground mining point of view, is that they can penetrate hard-to-reach places and take the risk which otherwise a human would need to take. An important issue is to provide the UAV with tools and algorithms that would allow it to replace humans in performing particular actions.
One of the potential applications for UAV is predictive maintenance. Detection of cyclic anomalies such as local damage in machines is a subject widely studied recently for real application to monitoring of the mining machinery condition [17, 18, 19]. Latest efforts have been given for using sound signals for diagnostics issues (see for example [20, 21]). We want to show how similar methods may be applied for distress call detection ensuring safety in mines. As a part of the AMICOS project [22] the miners would be equipped with a pocket device able to emit particular sounds. During a rescue operation, one or more people would be tracked by a drone patrolling the tunnels and recording the sound continuously. When the drone detects a sound of interest being a novelty in its record, it could report this information to the rescue crew bundled with its current location (which could be determined using one of the techniques shown in [7]).

As each audio signal recorded in the presence of a drone contains a quadrotor drone’s ego-noise, a problem of signal segmentation arises. UAV noise has been widely investigated in the last years [23, 24, 25]. It has many harmonic components and comprises high-energy low-frequency bands. Besides, numerous publications can be found on the detection of a sound of interest (especially speech) in noisy conditions [26, 27]. The methodology presented here exploits metrics between short-time spectra. It corresponds to a technique of anomaly detection used in [28] for local damage detection in the driving units of belt conveyors. Our method was presented recently in the context of human voice detection (some experiments were performed underground) [29]. However, it should be noted that the signal of interest having a wide spectrum (in terms of Fourier Transform) interlaces with the spectrum of the drone’s noise causing informative frequency band selection to be a significant issue. For this experiment, we have tested the sound emitted by a rescued person in the form of a repeated harmonic test sound at a given frequency. Nonetheless, more extensive studies should be conducted on the optimal emergency signal frequency selection strategies for the specific UAV planned to be used in a search and rescue mission.

Voice activity detection has been also recently studied in the context of rescue operations [30]. The method presented here can be used for detecting harmonic patterns as well as repeated sounds emitted by a rescued person (on the condition that he or she is able to make voice).

In this article, we present an experiment that concerns the detection of a predefined acoustic pattern. Its aim is the future application of such a system in a real scenario of an underground search and rescue operation.

## 2. Methodology

The proposed procedure is based on the calculation of the STFT (Short-Time Fourier Transform) [31] on discrete set of time and frequency values $T \times F$. As a standard-setting we use STFT with Kaiser window of order 5 and length 1024, which is also the number of FFT points and 80% overlapping.

Both for further analysis and for plotting a spectrogram we will consider the squared absolute value of the STFT:

$$PSD(t, f) = |STFT(t, f)|^2.$$  

Columns of such spectrogram matrix are power spectral densities and its rows are called subsignals (each for a given a frequency).

To reduce the impact of the hidden determinism of the drone’s noise, the sub-signals are normalized (the sum of the values of a sub-signal is used as a norm):

$$PSD_{normalized}(t, f) = PSD(t, f) / \sum_{u=0}^{T-1} PSD(u, f).$$

In this way, the overall level of all frequencies is aligned. The next step is band pass filtering. As it was mentioned, the signals of interest are by default single harmonic tones. In this case,
the filters used are of narrow-band type with limits $f_1 = f_0 - \varepsilon$ and $f_2 = f_0 + \varepsilon$ where $f_0$ is the frequency of the detected tone.

To make a robust procedure for distinguishing spectral components present in the recorded sound, we calculate the metrics between the power spectra. To characterize the spectrum of the noise produced by a drone (the reference spectrum), the spectra are averaged on some time interval $I$ at the start of the experiment when the drone is hovering and no other significant sound is recorded:

$$PSD_{\text{ref}}(f) = \frac{1}{|I|} \sum_{t \in I} PSD_{\text{normalized}}(t, f).$$

(3)

As a measure of dissimilarity with a referential spectrum, the Euclidean metric changing in time (defined as below) is used:

$$D_t = D \left( PSD_{\text{normalized}}(t, \cdot), PSD_{\text{ref}}(\cdot) \right) = \sqrt{\sum_{f=f_1}^{f_2} \left( PSD(t, f) - PSD_{\text{ref}}(f) \right)^2},$$

(4)

Note that the calculation is restricted to the frequency band passed by the filter. The obtained series is smoothed with a moving mean filter (with parameter $M$):

$$\tilde{D}_t = \frac{1}{M} \sum_{k=u-\lceil \frac{M-1}{2} \rceil}^{u+\lceil \frac{M-1}{2} \rceil} D_u$$

(5)

For discriminating between the searched sound component and the drone noise, a threshold is set on Euclidean distance. As the threshold, the value of mode (read from the kernel smoothed empirical PDF) + standard error is set. As a final result, the sound is filtered and segmented to the regions with and without detection of a predefined spectral pattern (i.e. a short harmonic signal). Segments are merged so that a region of each type is at least half-second long.

3. Experiment and results
The experiment was performed using a quadrotor drone (DJI Mavic Mini) depicted in Fig. 1. Weighting 249 g, it is a good Micro Aerial Vehicle (MAV) class representative. The drone rotors are operating in the frequency range of approximately 150 Hz to 250 Hz.

As it was discussed in [29] in target real scenario a UAV (with a built-in microphone on its deck) may be alternately hover during sound recording and fly on patrolling the area. To make the experiment easier to perform a source of the sound of interest was moved instead of the drone. It doesn’t affect the possibility of validating the method for different distances from the rescued person.

The acoustic measurement was carried out using built-in microphone of a cell phone located under the hovering drone (kept very close to it as it had been limited by organizational abilities and safety issues).

The quadrotor was steered manually to hover at the height of about 1 m above the floor. At the same time, a person was playing sounds (generated for the experiment). Starting from the distance of 3 meters after each pair of test sounds, the person was quietly walking away from the UAV for about 3 meters else. The time interval between the consecutively played sounds is about 10 s.
A repeated sound at the pitch of 4.5 kHz was generated. Its power short-time spectrum is presented at Fig. 2. A record containing drone noise and a periodically generated test beacon (Fig. 3) was analysed. Fig. 4 shows further processing of the data, i.e. subsignals normalization and band-pass filtering with $f_0 = 4500$ Hz and $\varepsilon = 50$ Hz. The Euclidean metric (Fig. 5a) is calculated in reference to a 2 s long estimation of the UAV noise. The referential segment of the record and the regions labeled by the algorithm as 4.5 kHz sound detection are denoted by the waveform of the filtered signal (Fig. 5b).

The test sounds have been fully detected at all distances from the drone ending at 15 meters.
Figure 3: A record containing UAV noise and high frequency patterns.

(a) Raw signal.  
(b) Spectrogram of the raw signal.

Figure 4: Further processing of the signal from Fig. 3a

(a) Spectrogram with normalized subsignals.  
(b) Narrow band-pass filtering.

Figure 5: Results for the analysis of signal from Fig. 3a

(a) Euclidean metric changing in time.  
(b) Resulting segmentation of the filtered signal.
In the next step, we repeated the experiment with the addition of periodical occurrence of another specific sound which was the human voice. A distress call, the phrase 'help!', was made by a person alternately with 4.5 kHz beacons. Another change was made in the pattern of the test sound (Fig. 6). Instead of one long sound, we generated three subsequent short sounds. Spectrograms (raw and normalized) of this sound record are presented on Fig. 8. In total there were generated 8 harmonic beacons and the phrase 'help!' was uttered 4 times.

Two different band-pass filters were applied to this signal depending on the objective. First was the narrow-band filter used as before to select the 4.5 kHz proximity. Second filter was designed to catch the informative band of the human voice. In this case, we set \( f_1 = 0.2 \, \text{kHz} \) and \( f_2 = 3.5 \, \text{kHz} \). Different bands selected resulted in different values of Euclidean metric (in reference to the drone noise estimated from the first 2 s of the recording). The detection of both signals of interest in the filtered signals along with the Euclidean metrics and their empirical PDF are depicted on Fig. 9 and Fig 10 for 4.5 kHz pattern detection and 'help!' call detection respectively.

It can be noted in the detection results noted that two harmonic patterns were not detected and in the case of human voice detection we obtained one false alarm. The problems with detection occur only with the distance from the source of the generated sound/voice bigger than 9 meters.

![Figure 6: 4.5 kHz test beacon (three sounds pattern).](image)

![Figure 7: A record containing UAV noise, human voice and high frequency patterns.](image)
Figure 8: Spectrograms of the signal from Fig. 7.

(a) Spectrogram of the raw signal.  
(b) Spectrogram with normalized subsignals.

Figure 9: Detection of the high frequency tone patterns in the record from Fig. 7.

(a) Raw and filtered signal.  
(b) Euclidean metric changing in time.

(c) Empirical PDF of Euclidean metric.  
(d) Resulting segmentation of the filtered signal.
4. Conclusions
Experiments provided satisfactory results. 4.5 kHz patterns were successfully detected. Better performance was achieved for a longer test sound (100 % accuracy in 15 m range) than for a pattern consisting of three short sounds. However, in the latter case it was still possible to identify the sought signals (100 % accuracy in 9 m range). Achieved ranges of successful signal detection are sufficient for being used in a search and rescue mission utilizing a drone and would allow it to detect human presence during the mine exploration.

As selecting a band of interest allows us to detect either high frequency patterns or the human voice, the algorithm proved to be useful for general purposes. In the real scenario of a rescue operation, the two approaches could be therefore combined. If a person is calling for help and is unable to use the emergency sound emitter, their voice will be detected. Detecting a harmonic sounds may be more steady (as its band is narrower) and it is still possible if the person is for some reason unable to make voice. Besides, we confirmed that the presence of the human voice does not disturb the detection of the generated harmonic patterns.

Different frequencies of the emergency signal have been discussed. High pitch of the test sound is favorable as the informative band of speech can be unambiguously separated from it. The higher the frequency, the more it becomes unpleasant to the ear, so the level of 4.5 kHz was chosen as the acceptable level. Nonetheless, it would be also technically possible to use lower frequencies (e.g. from 1 to 3 kHz).
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