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Background and Current Status

FHI-aims is a quantum mechanics software package based on numeric atom-centered orbitals (NAOs) with broad capabilities for all-electron electronic-structure calculations and \textit{ab initio} molecular dynamics. It also connects to workflows for multi-scale and artificial intelligence modeling.

Since its foundation in 2004, the FHI-aims code has been designed with a clear set of goals. It should be numerically precise across the periodic table. It should be “all-electron” (not pseudopotential) and handle periodic systems (i.e., extended models of solids, surfaces, and nanostructures) as well as non-periodic systems (i.e., molecules and clusters). The code should support density-functional theory (DFT) with all relevant exchange-correlation functionals, and it should be amenable to correlated methods beyond DFT, i.e. the random-phase approximation and many-body perturbation theory (e.g., GW) based on Green's functions and the screened Coulomb interaction, as well as wave-function based correlation methods from quantum chemistry (MP2 and coupled-cluster theories). Furthermore, the code should scale efficiently from small to very large simulation sizes (thousands of...
atoms or more) and work seamlessly from limited hardware (laptops) up to the most powerful supercomputers available now or in the future.

From the beginnings in 2004, the team grew to include several further key contributors by the time it was first released in 2009 [1]. Today, FHI-aims is a worldwide community project created by well over 150 individual contributors (https://FHI-aims.org/who-we-are) including support for key open source developments such as the ELPA library [2,3] for massively parallel eigenvalue solutions, the ELSI infrastructure for lower-scaling solutions [4], CECAM’s electronic structure library [5], environments such as i-PI [6], FHI-vibes [7], the atomic simulation environment ASE [8], the open-source graphical interface for materials science (GIMS) [9], and many others (see Figure 1 and https://fhi-aims.org). The FHI-aims coordinators regularly organize schools and virtual tutorials (available at https://fhi-aims.org). Outreach efforts include industry, through the non-profit association MS1P (https://ms1p.org), ensuring that associated income is returned to the community via code advancements.

Development Priorities

The numerical foundation on NAO basis sets lies at the core of FHI-aims, allowing to represent the electronic structure of any problem in chemistry or materials science and engineering, without shape approximations. Support for and compatibility with Gaussian-type and Slater-type orbitals is contained in the code and important for excited-state calculations and electron-electron correlation beyond DFT. Key priorities that drive the ongoing developments include:

- **Usability.** Like many of its peer codes, FHI-aims is usable as a single binary at the command line of a terminal, through queueing systems at supercomputer facilities, or embedded in an ecosystem of separately developed and/or customized scripted tools for higher-level tasks.

Figure 2: Start page of the Graphical Interface for Materials Simulations (GIMS) [9] for the FHI-aims code (print version). GIMS is completely browser based, i.e., immediately usable on any computer. The interface also supports the *exciting* code and, being built on the ASE [8], it is open to accommodate any other electronic structure code.
The input to FHI-aims itself is simple, requiring only two input files and a few minimal keyword additions to get started; several tutorials and a browser-based graphical interface, “GIMS”, [9] (Figure 2) are also available. A key ongoing challenge lies in the ever-evolving complexity of high-performance computer systems, especially for the demanding applications of current and urgent interest. In this context, we note that critical tools in high-performance computing, such as message-passing interface (MPI) libraries, compilers and numerical libraries are insufficiently standardized and can present a steep learning curve for newcomers to the field. Reducing this learning curve through tutorials, testing, dedicated code advances and infrastructure will remain an overarching priority for future FHI-aims developments, in particular targeting new accelerator models towards the exascale era (see below).

- **Community.** FHI-aims is a code based in a large academic community, especially when it comes to a plethora of new developments that a single, small team could not shoulder. Key examples are, e.g., refined density functionals that capture dispersion interactions accurately, real-time time-dependent DFT, incorporation of nuclear quantum effects both in the code and by external tools, thermal and electrical transport calculations, GW approaches, and many more. Therefore, it is a matter of course to keep the FHI-aims code open, accessible and welcoming to a large community of existing and new users and developers.

- **Science.** In order to keep pace with the increasing needs of our field, continuous work on new features is essential. Examples of our ongoing work include efficient hybrid DFT for 10,000 atoms and more, relativistic formalisms capturing the full Dirac equation, important to capture spin-related phenomena, e.g., in "quantum materials", coupled-cluster theory for high accuracy of stability, reactions in and reactions between extended solids, and a plethora of approaches geared at accurately simulating excitations of the electronic and nuclear systems of solids that connect to powerful spectroscopies as well as to device applications (e.g., optoelectronic or spintronic) by our experimental colleagues. Connecting the electronic structure foundation to artificial intelligence approaches in order to accelerate computational steps that do not need to be repeated and/or can be predicted based on already existing information is a critical practical step for all these objectives. [10]

**Meeting the Exascale Challenges**

Many of our ongoing developments aim at enabling investigations of systems of higher complexity, systematic consideration of metastable states and temperature, and all this at significantly (urgently needed) higher accuracy than what is possible today. Importantly, the goal of utilizing ever-faster computing architectures goes beyond ‘speeding up’ state-of-the-art high-throughput computations that still employ the theory of the 1990s (through widely used, successful, but also fundamentally limited semilocal density functionals). Figure 3 shows the schematic reach of different levels of electronic structure theory; in FHI-aims, high-accuracy approaches to electronic structure theory are expected to benefit most directly from the exascale hardware.

Exascale architectures will be heterogeneous, featuring both CPUs as well as accelerators such as GPUs - the latter coming in various flavors (at the time of writing, at least NVidia, AMD, and Intel) and with different coding paradigms. Our strategy in FHI-aims has been to build the code around an "MPI first" paradigm, meaning that every computational method is foremost parallelized without any a priori restriction of execution across compute nodes in even the largest supercomputers (~200,000 cores were demonstrated already in 2011). Shared-memory parallelism within each node can be
implemented through the MPI-3 standard for multicore processing systems where needed, but importantly controllable where needed from within the code. Through work for NVidia GPUs, we already have a working strategy to treat particular computational hotspots by GPU offloading [2,3,11]. Figure 4 shows the impressive power that can be leveraged for large problems on even a few nodes of the pre-exascale computer Summit (42 Power9 cores and six NVidia V100 GPUs per node) at Oak Ridge National Laboratory, compared to many tens of nodes of the Cori Intel Haswell system (32 cores per node) at National Energy Research Center only a few years earlier. Ongoing work focuses on extending this paradigm throughout the code as well as to the newer AMD and Intel architectures.

FHI-aims already includes advanced exchange-correlation methodologies such as the random-phase approximation, second-order Møller-Plesset perturbation, and coupled-cluster theory. These are presently being extended for the exascale hardware. For instance, the scalability and performance of large-scale DFT calculations is determined by the eigensolver. For hybrid DFT calculations, a second bottleneck is the evaluation of the non-local exact-exchange part of the Fock matrix, and for GW, RPA, and CC calculations it is determined by algebraic tensor operations. We are tackling these challenges together with wider community efforts, e.g., ELPA [2,3], ELSI [4], and the NOMAD Center of Excellence (https://www.nomad-coe.eu).

For large systems, the time spent for diagonalization in DFT is always a potential bottleneck. $O(N^3)$ ($N$: system size) scaling dense linear algebra approaches remain competitive with alternatives up to thousands of atoms in our benchmarks. We are therefore helping to enhance the eigensolver ELPA in terms of functionality, performance and energy efficiency, in order to deliver an exascale version. Through the ELSI infrastructure project,[5] we are also connected to other highly efficient solvers that scale lower than $O(N^3)$, such as NTPoly, $O(N)$, or the PEXSI solver, $O(N^2)$. Google’s Tensor Processing Units (TPUs) were recently employed to accelerate FHI-aims’ conventional DFT (no sparsity assumptions) to almost 250,000 orbitals [12].
When non-local operators are needed (e.g., for hybrid functionals), the bottleneck is created by the formally (without accounting for sparsity) quartic scaling of the method. For hybrid DFT, $O(N)$ scaling has long been realized, but overhead remains especially for intermediate-sized systems. For the even more challenging beyond-DFT methods, we are working on providing low-scaling, efficiently load-balanced implementations for RPA, MP2, and GW, using the real-space and imaginary time treatment or variations thereof. This will include, most critically, sparse matrix-matrix operations, batched matrix-matrix multiplications, and data rearrangement.

Concluding Remarks

FHI-aims is used and advanced by a great community. The code has been used for a wide range of calculations and, via workflows, many multi-scale modeling and artificial intelligence analyses (see e.g. Ref. 10). Pre-exascale architectures are already well supported. In addition to "heroic" largest-scale calculations, FHI-aims is also capable of launching an essentially unlimited number of separate, ensemble-parallel calculations at once via split MPI communicators, a mode of operation that is well suited for the exascale regime. Exascale computing may have a significant energy footprint. Here the FHI-aims community works on systematic optimization, e.g. by active learning strategies and workflows that start from the knowledge of the NOMAD data base (https://nomad-lab.eu/services/repo-arch) and make educated decisions for special DFT calculations in order to create a reliable and informative data pool for a faithful AI description. Statistical mechanics and multi-scale modeling require long time and length scales and here, for example, the hand-shake linkage to machine-learned potentials is being developed.
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