Lightweight spatial pyramid pooling network for real-time semantic segmentation
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Abstract. In recent years, the state-of-the-art semantic segmentation models have made extremely successful in various challenging scenes. However, the high computation costs of these models make it difficult to deploy to mobile devices. To better serve in computation constraint scenes, the semantic segmentation model should not only have high segmentation performance, but also fast inference speed. In this paper, we proposed an efficient multi-scale context module named LSPPM, which can gather abundant context information at a low computation cost. Base on this, we present a real-time semantic segmentation model called LSPPNet which is specially designed for real-time application. We have done an exhaustive experiment to evaluate LSPPNet in the challenge urban street scenes datasets Cityscapes. Extensive experiment shows that LSPPNet gets a better trade-off between segmentation performance and inference speed. We test LSPPNet on an NVIDIA 2080 super graphics card and it can achieve 75.8% MIoU in Cityscapes test set in real-time speed.

1. Introduction

Semantic segmentation is one of the three fundamental tasks in computer vision. The goal is to label each pixel of the input image with the class corresponding to the pixel. Semantic segmentation has many application scenarios in areas including autonomous driving systems and robotics-related fields, which require not only good segmentation performance, but also fast inference speed. Existing semantic segmentation models, such as ENet\textsuperscript{[1]} and ESPNet\textsuperscript{[2]}, have very fast inference speed, but this fast inference speed is obtained by reducing the segmentation performance. Some other networks such as ContextNet\textsuperscript{[3]} and ICNet\textsuperscript{[4]} have achieved good performance on segmentation, but they sacrifice inference speed and model size, respectively. These semantic segmentation networks cannot meet the requirements of real-time semantic segmentation (typically 30 frames/second). Therefore, in this paper, we aim to find a better trade-off between segmentation performance and inference speed to better serve in real-time scenarios.

In this paper, a novel lightweight multi-scale context module is proposed and a real-time semantic segmentation network LSPPNet is built by applying this module. The main contributions of this paper are as follows.

1. We propose an efficient multi-scale context module, called LSPPM (Lightweight Spatial Pyramid Pooling Module), which combines adaptive averaging pooling and 3 × 3 convolution. This
module extracts feature maps and context information of different sizes jointly by pooling at different scales and has the advantage of small computational cost with a small number of parameters.

2. LSPPNet (Lightweight Spatial Pyramid Pooling Network) is designed on top of LSPPM. LSPPNet achieves a good balance between inference speed and segmentation performance, making it well suited for deployment into performance-constrained devices.

3. LSPPNet can process high-resolution images (2048×1024) at 30FPS on a single NVIDIA 2080 super graphics card and achieves 75.8% MIoU on the Cityscapes test set.

2. Analysis of the pyramid pooling module

In image recognition tasks, the accuracy of recognition largely depends on the perceptual field size of the network. Although the theoretical perceptual field of ResNet[5] can already cover or even exceed the size of the input image, Bolei Zhou et al.[6] show that the perceptual field of convolutional neural networks in practice is much smaller than the theoretically calculated perceptual field, so a global context module is needed to further expand the perceptual field in convolutional neural networks.

![Pyramid pooling module](image)

Figure 1. Pyramid pooling module.

The global average pooling can be a good baseline for the global context module, and it has shown good results in image classification tasks, and the performance in semantic segmentation tasks is also being fully verified to be effective. Given this, Heng-Shang Zhao et al.[7] proposed the PPM (Pyramid Pooling Module). In Fig. 1, the network structure of PPM is shown. To further reduce the loss of background information between different sub-regions, a hierarchical pooling structure is designed by Heng-Shang Zhao et al.

The hierarchical pooling scales of PPM are set to 1×1, 2×2, 3×3, and 6×6, which include the global average pooling mentioned in the previous paragraph. In their experiments, Hengshang Zhao et al. concluded that the average pooling is significantly better than the maximum pooling in expanding the perceptual field, and both the scale and the number of hierarchical pooling can be adjusted so that sub-regions of different sizes can be abstracted by using different numbers of pooling kernels of different sizes to obtain contextual information at different scales.

3. The proposed method

3.1. Lightweight spatial pyramid pooling module

The context module in the semantic segmentation task benefits from the excellent performance of pyramid pooling by expanding the network perceptual field, thus improving the segmentation results of the model against multi-scale object edges. In this paper, the LSPPM (Lightweight Spatial Pyramid Pooling Module) is proposed, and its network structure is shown in Fig. 2.

The LSPPM adopts adaptive pooling as the basic operator of the module like PPM. First, LSPPM passes the input representation through four different levels of adaptive averaging pooling layers with pooling kernel sizes of 1×1, 2×2, 3×3, and 6×6, to fully obtain the feature maps at different scales. Then the input representation is downscaled through a 3×3 convolutional layer, followed by a residual connection. Connect between the output of the previous stage and the output of the next adaptive averaging pooling layer after downsampled.
The biggest difference between LSPPM and PPM is that the 1×1 convolution used for dimensionality reduction is changed to 3×3 invariant convolution. This change can improve the efficiency of dimensionality reduction and avoids the problem of insufficient mapping capability of 1×1 convolution due to too few parameters. Since the representations after dimensionality reduction and upsampling all have the same number of channels and resolution, the way of feature fusion is replaced by the residual connection from the dense connection to avoid speed drop due to the expansion of the channel number caused by representation stitching.

![Figure 2. Lightweight spatial pyramid pooling module.](image)

### 3.2. Network architecture

The network structure of LSPPNet (Lightweight Spatial Pooling Network) is shown in Fig. 3. We use ResNet18 as LSPPNet’s encoder which is the combination of stems and layers1-4 in Fig. 3. ResNet has a large number of learnable parameters and powerful feature representation capabilities. Considering that the model needs to be applied to real-time scenes, LSPPNet uses ResNet with depth 18, while removing its final average pooling layer and fully connected layer. The context module, on the other hand, uses the LSPPM proposed in Section 3.1, which expands the perceptual field of the network and improves the segmentation results of the model against multi-scale objects. It is worth mentioning that this chapter introduces DSB (Deep Supervision Block) in layer4 of the encoder, which improves the efficiency of feature fusion in the upsampling phase.

![Figure 3. LSPPNet network architecture.](image)

### 4. Experimental results

To fully explore the effectiveness of LSPPNet in real-time segmentation scenarios, Cityscapes is used in the experiment. The Cityscapes dataset focuses on semantic understanding in urban road scenes. The dataset is collected from 50 different cities in different seasons and weather with richer scenes. The resolution of all pictures is 1024×2048.

In this paper, MIoU (Mean Intersection over union) is used to measure the segmentation performance of a model, and the formula of MIoU is shown as follows.

\[
\text{MIoU} = \frac{\sum_{i=1}^{N} |S_i \cap G_i|}{\sum_{i=1}^{N} |S_i| + \sum_{i=1}^{N} |G_i| - \sum_{i=1}^{N} |S_i \cap G_i|}
\]
\[ M_{\text{IoU}} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{ij} + \sum_{j=1}^{n} p_{ji} - p_{ii} \]  

The performance comparison in the Cityscapes test set is shown in Table 1. The main goal of the design principle is to achieve the best possible segmentation performance while maintaining real-time speed (30fps). Since the use of different GPUs for different methods has a significant impact on speed, the GPUs used in the experiments for each method are also reported in the table. To avoid losses in segmentation performance, in the experiments LSPPNet does not do any preprocess (downsample or scale) on the input image. In Table 1 it can be seen that LSPPNet has a significant advantage in segmentation performance compared to other methods.

Table 1. Speed and accuracy comparison on Cityscapes test set.

| Method      | GPU    | Speed(FPS) | Param(M) | MIoU(%) |
|-------------|--------|------------|----------|---------|
| SQ[8]       | TitanX | 16.7       | -        | 59.8    |
| SegNet[9]   | TitanX | 16.7       | 29.5     | 57      |
| ERFNet[10]  | TitanX | 11.2       | 20       | 69.7    |
| CAS[11]     | TitanXp| 108        | -        | 70.5    |
| GAS[12]     | TitanXp| 108.4      | -        | 71.8    |
| DABNet[13]  | 1080Ti | 27.7       | 0.76     | 70.1    |
| Fast-SCNN[14]| TitanXp| 123.5     | 1.1      | 68      |
| CGNet[15]   | TitanXp| 31         | 0.5      | 68.3    |
| ADSCNet[16] | 1080Ti | 20.8       | -        | 67.5    |
| LEANet[17]  | 1080Ti | 77.3       | 0.74     | 71.9    |
| JPANet[18]  | 1080Ti | 109.9      | 3.49     | 71.62   |
| LSPPNet     | 2080 s | 31         | 15.37    | 75.8    |

The results of LSPPNet visualized on the Cityscapes validation set are shown in Fig. 4. The images from left to right are the original input image, the labeled image, and the LSPPNet predicted result.
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**Figure 4.** Qualitative results on Cityscapes validation set when employing our best model.

5. Conclusion
In this paper, we propose a novel lightweight pyramidal pooling module for expanding the perceptual field of the network and enhancing the segmentation results of the model against multi-scale objects, and design a lightweight pyramidal pooling network based on it. Exhaustive experiments are
conducted on the urban streetscape dataset Cityscapes, and the results show that the proposed method achieves a better trade-off in terms of speed and performance.
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