We propose a new algorithm for calculation of vibrational spectra of molecules using tensor train decomposition. Under the assumption that eigenfunctions lie on a low-parametric manifold of low-rank tensors we suggest using well-known iterative methods that utilize matrix inversion (LOBPCG, inverse iteration) and solve corresponding linear systems inexactly along this manifold. As an application, we accurately compute vibrational spectra (84 states) of acetonitrile molecule CH$_3$CN on a laptop in one hour using only 100 MB of memory to represent all computed eigenfunctions.

I. INTRODUCTION

In this work we consider time-independent Schrödinger equation to calculate vibrational spectra of molecules. The goal is to find smallest eigenvalues and corresponding eigenfunctions of the Hamiltonian operator. The key assumption that we use is that potential energy surface (PES) can be approximated by a small number of sum-of-product functions. This holds, e.g. if PES is a polynomial.

We discretize the problem using the discrete variable representation (DVR) scheme [1]. The problem is that the storage required for each eigenvector grows exponentially with dimension $d$ as $n^d$, where $n$ is number of grid points in each dimension. Even for the DVR scheme where 15 grid points in each dimension is often sufficient to provide very accurate results we would get $\approx$ 1 PB of storage for a 12 dimensional problem. This issue is often referred to as the curse of dimensionality. To avoid exponential growth of storage we use tensor train (TT) decomposition [2] to approximate the operator and the eigenfunctions in the DVR representation, which is known to have exponential convergence rate. It is important to note that the TT-format is algebraically equivalent to the Matrix Product State format (MPS), which has been used for a long time in quantum information theory and solid state physics to approximate certain wavefunctions [3, 4] (DMRG method), see the review [5] for more details.

Prior research [6] has shown that the eigenfunctions often can be well approximated in the TT-format, i.e. they lie on a certain low-dimensional non-linear manifold. The key question is how to utilize this a priori knowledge in computations. We propose to use well-established iterative methods that utilize matrix inversion and solve corresponding linear systems inexactly along the manifold to accelerate the convergence. Our main contributions are:

- we propose a concept of a manifold preconditioner that explicitly utilizes information about the size of the TT-representation. We use the manifold preconditioner for a tensor version of locally optimal block preconditioned conjugate gradient method (LOBPCG) [7]. We will refer to this approach as manifold-preconditioned LOBPCG (MP LOBPCG). The approach is first illustrated on computation of a single eigenvector (Section III C) and then extended to the block case (Section IV B).

- we propose tensor version of simultaneous inverse iteration (also known as block inverse power method), which significantly improves accuracy of the proposed MP LOBPCG. Similarly to the manifold preconditioner the inversion is done using the a priori information that the solution belongs to a certain low-parametric manifold. We will refer to this method as manifold-projected simultaneous inverse iteration (MP SII). The approach is first illustrated on computation of a single eigenvector (Section III B) and then extended to the block case (Section IV A).

- we calculate vibrational spectra of acetonitrile molecule CH$_3$CN using the proposed approach (Section V B). The results are more accurate than those of the Smolyak grid approach [8] but with much less storage requirements, and more accurate than the recent memory-efficient H-RRBPM method [9], which is also based on tensor decompositions. We note that the Smolyak grid approach does not require PES to be approximated by a small number of sum-of-product functions.

II. DISCRETIZATION

We follow [9] and consider Schrödinger equation with omitted $\pi - \pi$ cross terms and the potential-like term in the normal coordinate kinetic energy operator. The
Hamiltonian in this case looks as
\[
H = -\frac{1}{2}\sum_{i=1}^{d} \omega_i \frac{\partial^2}{\partial q_i^2} + V(q_1, \ldots, q_d),
\]
where \(V\) denotes potential energy surface (PES).

We discretize the problem (1) using the discrete variable representation (DVR) scheme on the tensor product of Hermite meshes [1] such that each unknown eigenfunction is represented as
\[
\Psi_k(q_1, \ldots, q_d) = \sum_{i_1, \ldots, i_d=1}^{n} X^{(k)}_{i_1, \ldots, i_d} \psi_{i_1}(q_1) \cdots \psi_{i_d}(q_d),
\]
where \(\psi_i(q_i)\) denotes one-dimensional DVR basis function. We call arising multidimensional arrays tensors.

The Hamiltonian (1) consists of two terms: the Laplacian-like part and the PES. It is well-known that the Laplacian-like term can be written in the Kronecker product form
\[
\mathcal{D} = D_1 \otimes I \otimes \cdots \otimes I + \cdots + I \otimes \cdots \otimes I \otimes D_d,
\]
where \(D_i\) is the one dimensional discretization of the \(i\)-th mode.

The DVR discretization of the PES is represented as a tensor \(\mathcal{V}\). The operator corresponding to the multiplication by \(\mathcal{V}\) is diagonal. Finally the Hamiltonian is written as
\[
H = D_1 \otimes I \otimes \cdots \otimes I + \cdots + I \otimes \cdots \otimes I \otimes D_d + \text{diag}(\mathcal{V}).
\]

For our purposes it is convenient to treat \(H\) not as a 2D \(\mathbb{R}^{n \times n}\) matrix, but as a multidimensional operator \(H : \mathbb{R}^{n \times \cdots \times n} \to \mathbb{R}^{n \times \cdots \times n}\). In this case the discretized Schrödinger equation has the form
\[
\sum_{j_1, \ldots, j_d=1}^{n} \mathcal{H}_{j_1, \ldots, j_d} X_{j_1, \ldots, j_d} = E X_{i_1, \ldots, i_d}.
\]

Hereinafter we use notation \(\mathcal{H}(X)\) implying matrix-by-vector product from (4). Using this notation (4) can be equivalently written as
\[
\mathcal{H}(X) = EX.
\]

III. COMPUTING A SINGLE EIGENVECTOR

In this section we discuss how to solve the Schrödinger equation (4) numerically and present our approach for finding a single eigenvector. The case of multiple eigenvalues is discussed in Section IV.

The standard way to find required number of smallest eigenvalues is to use iterative methods. The simplest iterative method of finding one smallest eigenvalue is the shifted power iteration
\[
X_{k+1} = (H - \sigma I) X_k,
\]
\[
X_{k+1} := X_{k+1} / \sqrt{\langle X_{k+1}, X_{k+1} \rangle},
\]
where the shift \(\sigma\) is an approximation to the largest eigenvalue of \(H\). The matrix-by-vector product is the bottleneck operation in this procedure. This method was successfully applied to the calculation of vibrational spectra in [10]. The eigenvectors in this work are represented as sum-of-products, which allows for fast matrix-by-vector multiplications. Despite the ease of implementation and efficiency of each iteration, the convergence of this method requires thousands of iterations.

Instead of power iteration we use inverse iteration [11]
\[
X_{k+1} = (H - \sigma I)^{-1} X_k, \\
X_{k+1} := X_{k+1} / \sqrt{\langle X_{k+1}, X_{k+1} \rangle},
\]
which is known to have much faster convergence if a good approximation \(\sigma\) to the required eigenvalue \(E^{(1)}\) is known. Question related the solution of linear systems in the TT-format will be discussed in Section III B. Convergence of the inverse iteration is determined by ratio
\[
\rho = \frac{|E^{(1)} - \sigma|}{|E^{(2)} - \sigma|},
\]
where \(E^{(2)}\) is the next closest to \(E^{(1)}\) eigenvalue. Thus, \(\sigma\) has to be closer to \(E^{(1)}\) than to \(E^{(2)}\) for the method to converge. However, the closer \(\sigma\) to \(E^{(1)}\) is, the more difficult to solve the linear system with matrix \((H - \sigma I)\) it is. Therefore, typically this system is solved inexactly [12, 13]. Parameter \(\sigma\) can also depend on the iteration number (Rayleigh quotient iteration), however in our experiments (Section V) constant choice of \(\sigma\) yields convergence in 5 iterations.

As it follows from (6) for the inverse iteration to converge fast a good initial approximation has to be found. To get initial approximation we propose to use locally optimal block preconditioned conjugate gradient (LOBPCG) method as it is relatively easy to implement in tensor formats, and a preconditioner can be explicitly utilized.

A. TT-format

The problem with straightforward usage of the iterative processes above is that we need to store an eigenvector \(X_k\). The storage of this vector is \(O(n^d)\), which is prohibitive even for \(n = 15\) and \(d = 10\). Therefore we need a compact representation of an eigenfunction which allows to do inversion and basic linear algebra operations in a fast way. For this purpose we use the tensor train (TT, MPS) format [2]. Tensor \(X\) is said to be in the TT-format if it is represented as
\[
X_{i_1, i_2, \ldots, i_d} \triangleq X^{(1)}(i_1) X^{(2)}(i_2) \cdots X^{(d)}(i_d),
\]
where \(X^{(k)}(i_k) \in \mathbb{R}^{r_{k-1} \times r_k}\), \(r_0 = r_d = 1, i_k = 1, \ldots, n\). Matrices \(X_k(i_k)\) are called TT-cores and \(r_k\) are called TT-ranks. For simplicity we assume that \(r_k = r, k = \ldots
2, . . . , d − 1 and call r the TT-rank. In numerical experiments we will use different mode sizes ni, i = 1, . . . , d, but for simplicity we will use notation n = maxni in complexity estimates. Compared to \(O(n^d)\) parameters of the whole tensor, TT decomposition (7) contains \(O(dn^2)\) parameters as each \(X^{(i)}\), \(i = 2, . . . , d − 1\) has size \(n × r × r\).

The definition of the TT-format of an operator is similar to the TT representation of tensors

\[ H_{i_1, . . . , i_d, j_1, . . . , j_d} \triangleq H^{(1)}(i_1, j_1) . . . H^{(d)}(i_d, j_d), \]

where TT-cores \(X^{(k)}(i_k, j_k) \in \mathbb{R}^{R_{k-1} × R_k}\), \(R_0 = R_d = 1\). If \(R_k = r\), \(k = 2, . . . , d − 1\) then this representation contains \(O(dn^2r^2)\) degrees of freedom.

TT-format can be considered as a multidimensional generalization of SVD. Other alternatives to generalize the SVD to many dimensions are the canonical, Tucker and Hierarchical Tucker formats. We refer the reader to [14, 15] for detailed survey. The important point why we use the TT decomposition is that it can be computed in a stable way and it does not suffer from the “curse of dimensionality”. Moreover, there exists well-developed software packages to work with the TT-decomposition [16].

### B. Manifold-projected inverse iteration

For the inverse iteration (5) we need to find TT-representation of \(X_{k+1}\) by approximating solving a linear system

\[ (\mathcal{H} − \sigma \mathcal{I})X_{k+1} \approx X_k. \]  

Assume that both the exact eigenvector \(X\) and the current approximation \(X_k\) belong to the manifold \(\mathcal{M}_r\) of tensors with TT-rank \(r\). The solution of (8) may have ranks larger than \(r\) and therefore be out of \(\mathcal{M}_r\). In the present work we suggest exploiting the information that \(X\) belongs to \(\mathcal{M}_r\) and retract the solution of (8) back to the manifold. We refer to this concept as a manifold-projected inverse iteration (MP II).

In this work we pose the following optimization problem with a rank constraint

\[
\begin{align*}
\text{minimize } & J(Y) \equiv \| (\mathcal{H} − \sigma \mathcal{I})Y − X_k \|_F, \\
\text{subject to } & \text{TT-rank}(Y) = r.
\end{align*}
\]

Problem (9) is hard to solve as operator \((\mathcal{H} − \sigma \mathcal{I})\) is close to singular. Similarly to the inexact inverse iteration framework we are not searching for the solution that finds global minima of (9), but utilize several sweeps of the alternating least squares (ALS) method with the initial guess \(X_k\) [17]. The ALS procedure alternately fixes all but one TT-core and solves minimization problem with respect to this TT-core. For instance, an update of a core \(X^{(m)}\) when all other cores are fixed is \(X^{(m)}_{\text{new}}\) found from

\[
X^{(m)}_{\text{new}} = \arg \min_{X^{(m)}} J(X^{(1)}, . . . , X^{(m)}, . . . , X^{(d)}). 
\]

The minimization over a single core (see Appendix A) is a standard linear least squares problem with the unknown vector that has the size \(nr^2\) - size of the corresponding TT-core and is very cheap. Moreover these systems can be also solved iteratively. The described minimization over all cores in the TT-representation is referred to as one sweep of the ALS. The total computational cost of one sweep is then \(O(dn^2r^2H^2)\), where \(H\) is maximum TT-rank of the operator \(\mathcal{H}\), see Appendix A.

According to the proposed concept we start from \(X_k\) and use only a few sweeps (one or two) of the ALS method rather than running the method till convergence. Moreover, we found that one can solve local linear systems inexactly either with fixed number of iterations or fixed low accuracy.

Such low requirements for solution of local linear systems and number of ALS sweeps results in a very efficient method. However, for this method to converge, a good initial approximation to both eigenvector and eigenvalue has to be found.

### C. Manifold-preconditioned LOBPCG for a single eigenvector

To get initial approximation we use LOBPCG method. The LOBPCG algorithm for one eigenvalue looks as follows

\[
\begin{align*}
\mathcal{R}_k & := \mathcal{B}(\mathcal{H}(X_k) − E_kX_k), \\
\mathcal{P}_{k+1} & := \alpha_2 \mathcal{R}_k + \alpha_3 \mathcal{P}_k, \\
X_{k+1} & := \alpha_1 X_k + \mathcal{P}_{k+1}, \\
\mathcal{X}_{k+1} & := X_{k+1}/\sqrt{(\mathcal{X}_{k+1}, \mathcal{X}_{k+1})},
\end{align*}
\]

where \(\mathcal{B}\) denotes preconditioner and vector of coefficients \(\alpha = (\alpha_1, \alpha_2, \alpha_3)^T\) is chosen from minimization of the Rayleigh quotient

\[
R(X_{k+1}) = (\mathcal{H}(X_{k+1}), X_{k+1}) / (X_{k+1}, X_{k+1}).
\]

Finding \(\alpha\) is equivalent to solving the following 3 × 3 eigenvalue problem

\[
\begin{bmatrix}
X_k \\
\mathcal{R}_k \\
\mathcal{P}_k
\end{bmatrix} \mathcal{H}[X_k, \mathcal{R}_k, \mathcal{P}_k] \alpha = \lambda
\begin{bmatrix}
X_k \\
\mathcal{R}_k \\
\mathcal{P}_k
\end{bmatrix} [X_k, \mathcal{R}_k, \mathcal{P}_k] \alpha. 
\]

Let us discuss TT version of the LOBPCG. Operations required to implement the LOBPCG are presented below:

1. **Preconditioning.** The key part of the LOBPCG iteration is multiplication by a preconditioner \(\mathcal{B}\). In this work we use \(\mathcal{B} \approx (\mathcal{H} − \sigma \mathcal{I})^{-1}\) as a preconditioner. This preconditioner works well if the density of states is low, see [18]. To make a preconditioner more efficient one can project it to the orthogonal complement of current approximation of the solution, see Jacobi-Davidson method [19].
Instead of forming \((\mathcal{H} - \sigma I)^{-1}\) we calculate matrix-by-vector multiplication \(\mathcal{Y} \approx B(\mathcal{H}(X_k) - E_k X_k)\). Hence, similarly to the inverse iteration (Section III B) we propose solving a minimization problem

\[
\min_{\mathcal{Y}} \| (\mathcal{H} - \sigma I)\mathcal{Y} - (\mathcal{H}(X_k) - E_k X_k) \|, \\
\text{subject to } \text{TT-rank}(\mathcal{Y}) = r.
\]

We also use only several sweeps of ALS for this problem. We refer to this construction of preconditioner as a manifold preconditioner as it retracts the residual on a manifold of tensors with fixed rank \(r\). Note that if \((\mathcal{H} - \sigma I)\) is known to be positive definite, then minimization of energy functional

\[
\mathcal{J}(\mathcal{Y}) = \langle (\mathcal{H} - \sigma I)\mathcal{Y}, \mathcal{Y} \rangle - 2 \langle \mathcal{H}(X_k) - E_k X_k, \mathcal{Y} \rangle
\]

can be used instead of minimization of the residual.

b. Summation of two tensors. Given two tensors \(\mathcal{X}\) and \(\mathcal{Y}\) with ranks \(r\) in the TT-format

\[
\mathcal{X}_{i_1 \ldots i_d} = X^{(1)}(i_1) \ldots X^{(d)}(i_d), \\
\mathcal{Y}_{i_1 \ldots i_d} = Y^{(1)}(i_1) \ldots Y^{(d)}(i_d),
\]

the cores of the sum \(\mathcal{Z} = \mathcal{X} + \mathcal{Y}\) are defined as [2]

\[
Z^{(k)}(i_k) = \begin{bmatrix} X^{(k)}(i_k) & 0 \\ 0 & Y^{(k)}(i_k) \end{bmatrix}, \quad k = 2, d - 1
\]

and

\[
Z^{(1)}(i_1) = \begin{bmatrix} X^{(1)}(i_1) & Y^{(1)}(i_1) \end{bmatrix}, \\
Z^{(d)}(i_d) = \begin{bmatrix} X^{(d)}(i_d) \\ Y^{(d)}(i_d) \end{bmatrix},
\]

Thus, tensor \(\mathcal{Z}\) is explicitly represented with ranks \(2r\).

c. Inner product and norm. To find inner product of two tensors \(\mathcal{X}\) and \(\mathcal{Y}\) in the TT-format we first need to calculate the Hadamard product, which can calculated as

\[
(\mathcal{X} \circ \mathcal{Y})_{i_1 \ldots i_d} = X^{(1)}(i_1) \ldots X^{(d)}(i_d) Y^{(1)}(i_1) \ldots Y^{(d)}(i_d) = \left( X^{(1)}(i_1) \otimes Y^{(1)}(i_1) \right) \ldots \left( X^{(d)}(i_d) \otimes Y^{(d)}(i_d) \right).
\]

Therefore,

\[
\langle \mathcal{X}, \mathcal{Y} \rangle = \Gamma_1 \ldots \Gamma_d,
\]

where

\[
\Gamma_k = \sum_{i_k} X^{(k)}(i_k) \otimes Y^{(k)}(i_k).
\]

Using special structure of matrices \(\Gamma_k\) the inner product can be calculated in \(\mathcal{O}(drn^3)\) complexity [2]. The norm can be computed using inner product as \(\|\mathcal{X}\| = \sqrt{\langle \mathcal{X}, \mathcal{X} \rangle}\).

d. Reducing rank (rounding). As we have seen, after summation ranks grow. To avoid rank growth there exists special rounding operation. It suboptimally reduces rank of a tensor with a given accuracy. In 2D the rounding procedure of \(\mathcal{X} = U V^T\) looks as follows. First we calculate QR decompositions of matrices \(U\) and \(V\):

\[
U = QR_U, \\
V = QR_V.
\]

Hence

\[
\mathcal{X} = Q_U R_U^T R_U Q_U^T.
\]

Finally, to reduce the rank we calculate the SVD decomposition of \(R_U R_U^T\) and truncate singular values up to required accuracy. In [2] this idea is generalized to the TT case. The complexity is \(\mathcal{O}(dnr^3)\).

e. Matrix-by-vector multiplication. To calculate matrix-by-vector operation \(\mathcal{H}(\mathcal{X})\) in (11) it is convenient to have Hamiltonian \(\mathcal{H}\) represented in the TT-format. In this case there exists explicit representation of matrix-by-vector multiplication \(\mathcal{Y} = \mathcal{H}(\mathcal{X})\) when both \(\mathcal{H}\) and \(\mathcal{X}\) are represented in the TT-format [2]

\[
Y^{(k)}(i_k) = \sum_{j_k} \left( H^{(k)}(i_k, j_k) \otimes X^{(k)}(j_k) \right),
\]

which gives representation with TT-rank = \(r R\). To reduce the rank one can either use the rounding procedure or use ALS minimization of the following optimization problem

\[
\min_{\tilde{\mathcal{Y}}} \| \tilde{\mathcal{Y}} - \mathcal{Y} \|, \\
\text{subject to } \text{TT-rank}(\tilde{\mathcal{Y}}) = r.
\]

which is faster than rounding for large ranks.

IV. THE BLOCK CASE

In the previous section we discussed the algorithm for a single eigenvector. In this section we extend the algorithm to a block case. The difference is that we need to make additional block operations such as orthogonalization and block multiplication.

A. Manifold-projected simultaneous inverse iteration

In this section we present manifold-projected version of the simultaneous inverse iteration, which is also known as block inverse power method.

Assume we are given a good initial approximation to eigenvalues and eigenvectors of linear operator \(\mathcal{H}\) given by its TT-representation. In this case inverse iteration yields fast convergence rate with low memory requirements.
Algorithm 1 Auxiliary functions

\[ Y = \text{MULTIFUNCRS}(\text{func}, X): \text{calculates } \text{func}(X) \text{ via the cross approximation algorithm (Section IV A)}. \]

\[ Y = \text{BLOCK_MATVEC}(X, M): \text{block multiplication of a vector of TT tensors } X \text{ by real-valued matrix } M \text{ using MULTIFUNCRS function, see (13)}. \]

\[ Y = \text{QR}(X): \text{orthogonalizes } \text{TT tensors } X_1, \ldots, X_B: \text{ via Cholesky (Section IV A) or modified Gram-Schmidt procedure. Matrix-by-vector multiplications are done using BLOCK_MATVEC.} \]

\[ X = \text{ALS}(A, F, n_{\text{swp}}): \text{ solves } A(\lambda^{(i)}) = F^{(i)}, i = 1, \ldots, \text{length}(F) \text{ using } n_{\text{swp}} \text{ sweeps of ALS method to minimize } ||A(\lambda^{(i)}) - F^{(i)}|| \text{ with a rank constraint.} \]

\[ Y = \text{ORTHO}(X, Q): \text{orthogonalizes } \text{TT tensors } X_1, \ldots, X_B: \text{ with respect to } Q: \text{ } Y^{(i)} = X^{(i)} - \sum_{j=1}^{B} \langle X^{(i)}, Q^{(j)} \rangle Q^{(j)}. \text{ To avoid rank growth we use rounding if } \text{length}(X) \text{ is small and via MULTIFUNCRS if } \text{length}(X) \text{ is large.} \]

\[ Y = T_r(X): \text{truncates each tensor } X_1, \ldots, X_B: \text{ with rank } r \text{ using rounding procedure.} \]

Algorithm 2 Manifold-Projected Simultaneous Inverse Iteration (MP SIH) with shifts

Require: TT-matrix \( \mathcal{H} \); initial guess \( X_0 = [X_0^{(1)} \ldots X_0^{(B)}] \)
where \( X_0^{(i)} \) are TT tensors; truncation rank \( r \)

Ensure: \( \Lambda \) and \( X \) – approximation of \( B \) eigenvalues that are close to \( \sigma \) and corresponding eigenvectors

1: Group close eigenvalues in clusters
2: \( \sigma := [], \Lambda := [] \)
3: for each cluster with index \( \nu \) do
4: Compute shift \( \sigma_0 \) – average eigenvalue in cluster \( \nu \)
5: Compute \( X_0^{(\nu)} \) – corresponding subvector of \( X_0 \)
6: \( X_0^{(\nu)} := \text{QR}(X_0^{(\nu)}) \)
7: for \( k = 0, 1, \ldots \) until converged do
8: \( X_{k+1}^{(\nu)} := \text{ALS}(\mathcal{H} - \sigma_0 I, X_0^{(\nu)}, n_{\text{swp}}) \)
9: \( X_{k+1}^{(\nu)} := \text{QR}(X_{k+1}^{(\nu)}) \)
10: \( X := [X, X_{k+1}^{(\nu)}], \Lambda := [\Lambda, \text{diag}(X_{k+1}^{(\nu)}), \mathcal{A}(X_{k+1}^{(\nu)})] \)
return \( \Lambda, X \)

Given initial approximation we first split eigenvalues into clusters of eigenvalues. Proximity of eigenvalues is defined using a threshold parameter. If a cluster consists of one eigenvalue, then we run a version described in Section III B. Otherwise we need additional orthogonalization on each iteration step. The orthogonalization is done using the QR decomposition via Cholesky factorization. Let us consider orthogonalization procedure for vector \( X = [X^{(1)}, \ldots, X^{(B)}] \) in more details. First we calculate Gram matrix

\[ G = X^T X, \]

where we used notation

\[ X^T Y \triangleq \begin{bmatrix} \langle X^{(1)}, Y^{(1)} \rangle & \ldots & \langle X^{(1)}, Y^{(B)} \rangle \\ \vdots & \ddots & \vdots \\ \langle X^{(B)}, Y^{(1)} \rangle & \ldots & \langle X^{(B)}, Y^{(B)} \rangle \end{bmatrix}. \]

The calculation of Gram matrix can be done in \( O(B^2ndr^3) \) operations as calculation of a single inner product requires \( O(ndr^3) \) operations. Then we calculate the Cholesky factorization of the \( B \times B \) Gram matrix \( G = LL^T \). We note that \( G \) consists of numbers, so the standard Cholesky factorization of matrices is used. The final and the most time consuming step is to find block matrix-by-vector operation denoted by \( \text{BLOCK_MATVEC}(X, M) \). For a general matrix \( M \in \mathbb{R}^{P \times B} \) function \( \text{BLOCK_MATVEC}(X, M) \) produces block vector \( Y = [Y^{(1)}, \ldots, Y^{(P)}] \) such that

\[ Y^{(i)} = \sum_{j=1}^{P} L_{ij} X^{(j)}, \quad i = 1, \ldots, B. \quad (13) \]

If \( P \) is small, say \( P < 20 \), then the summation can be done using summation and rounding. The typical value of \( P \) in numerical experiments is \( B = 80 \) or \( 2B = 160 \), so to reduce the constant in complexity we use the so-called cross approximation method, which is able to calculate the TT-decomposition of a tensor using only few of its elements. Namely, the cross approximation is able to build TT-representation of a tensor of exact rank \( r \) using only \( O(dnr^2) \) elements (number of parameters in the TT-format) using interpolation formula [20] with \( O(dn^3) \) complexity. If tensor is approximately of low rank then tensor can be approximated with given accuracy using the same approach and quasioptimality estimates exist [21]. To find TT-representation of \( Y^{(i)} \) we calculate \( O(dnr^2) \) elements of tensor \( Y^{(i)} \) by explicitly calculating elements in \( X^{(j)} \) and summing them up with coefficients \( L_{ij} \). This approach allows to calculate general type of functions of a block vector \( f(X) \) and is referred to as MULTIFUNCRS. It is typically used when either the number of input tensors is large or some nonlinear function of input tensors must be computed. The similar approach was used in [22] for a fast computation of convolution.

The result of solving the block system \( \mathcal{H}(X) = F \) using \( n_{\text{swp}} \) of optimization procedure is denoted as \( X = \text{ALS}(\mathcal{H}, F, n_{\text{swp}}), \) where

\[ \mathcal{H}(X) \triangleq [\mathcal{H}(X^{(1)}), \ldots, \mathcal{H}(X^{(B)})]. \]
The overall algorithm is summarized in Algorithm 2. All discussed auxiliary functions are presented in Algorithm 1. We also use MATLAB like notation for submatrices, e.g. \( S(B) \) is the corresponding submatrix in matrix \( S \).

Block matrix-by-vector multiplication (13) arises when multiplying by \( B \times 2B \) matrix, where \( B \) is the number of eigenvalues to be found. When \( 2B \) is a large number and we use MULTIFUNCRS for block matrix-by-vector product instead of straightforward truncation. This is the most time consuming step in the algorithm and it costs \( O(B^2 d n r^3) \). Another time-consuming part is matrix-by-vector multiplication which costs \( O(B d n r^2 R^2) \). Thus, the overall complexity of each iteration is \( O(B d n r^2 (B + n R^2)) \).

In order to accelerate the method, we consider a version of LOBPCG with deflation. Deflation technique is that we stop iterating converged eigenvectors. In this case the residual must be orthogonalized with respect to the converged eigenvectors. This procedure is denoted as ORTHO and is described in more details in Algorithm 1. It might be also useful to increase rank of vectors that did not converge after previous deflation step.

V. NUMERICAL EXPERIMENTS

The prototype is implemented in Python using the ttpy library https://github.com/oseledets/ttpy. The code of the proposed algorithm can be found at https://bitbucket.org/rakhuba/ttvibr. For the basic linear algebra tasks the MKL library is used. Python and MKL are from the Anaconda Python Distribution https://www.continuum.io. Python version is 2.7.11. MKL version is 11.1-1. Tests were performed on a single Intel Core i7 2.6 GHz processor with 8GB of RAM. However, only 1 thread was used.

A. 64-D bilinearly coupled oscillator

First of all, we test our approach on a model Hamiltonian when the solution is known analytically. Following [9] we choose bilinearly coupled 64 dimensional Hamiltonian

\[
\mathcal{H} = \sum_{i=1}^{d} \frac{\omega_i}{2} \left( -\frac{\partial^2}{\partial q_i^2} + q_i^2 \right) + \sum_{j=1}^{d-1} \sum_{i>j} \alpha_{ij} q_i q_j,
\]

with \( \omega_j = \sqrt{j/2} \) and \( \alpha_{ij} = 0.1 \). The TT-rank of this hamiltonian is 3 for all inner modes independently of \( d \) or \( n \).

To solve this problem we first use manifold-preconditioned LOBPCG method (Section IV B) with rank \( r = 15 \) and then correct it with the MP inverse iteration. The thresholding parameter \( \delta \) for separation of energy levels into clusters in the inverse iteration is \( 10^{-4} \) (\( E_i \) and \( E_{i+1} \) are in the same cluster if \( |E_i - E_{i+1}| < \delta |E_{i+1}| \)). The mode size \( n = 15 \) is constant for each mode. As it follows from Figure 1 the MP inverse iteration significantly improves the accuracy of the solution. We used 10 iterations of the LOBPCG. The MP LOBPCG computations took approximately 3 hours of CPU time and the MP inverse iteration took additionally 30 minutes.

We also tested tensor version of the preconditioned inverse iteration (PINVI) [23] that in case of a single
eigenvector looks as

\[
\mathcal{X}_{k+1} = \mathcal{R} \left( \mathcal{X}_k - \tau_k \mathcal{B}(\mathcal{X}_k - E_k \mathcal{X}_k) \right),
\]

\[
\mathcal{X}_{k+1} := \mathcal{X}_{k+1}/\sqrt{\mathcal{X}_{k+1} \cdot \mathcal{X}_{k+1}},
\]

where \( \tau_k \) is selected to minimize the Rayleigh quotient. Figure 2 illustrates convergence behavior of last 10 eigenvalues for different methods. The PINVIT which also allows for explicit preconditioner converged to wrong eigenvalues. LOBPCG method without preconditioner is unstable due to rank thresholding. We note that all these iterations converged to correct eigenvalues if the number of eigenvalues to be found was less than 30.

![Graph](image_url)

FIG. 1. Relative error with respect to the eigenvalue number for 64-D bilinearly coupled oscillator. MP LOBPCG stands for manifold-preconditioned LOBPCG and MP SII stands for manifold-projected simultaneous inverse iteration. MP SII uses solution of MP LOBPCG as an initial guess.
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FIG. 2. Relative error with respect to the iteration number for 64-D bilinearly coupled oscillator and different iterative methods. For each method the convergence of last 10 eigenvalues is presented. PINVIT denotes preconditioned inverse iteration (14). MP stands for manifold preconditioner.

### B. Acetonitrile (CH$_3$CN) molecule

In this part we present calculations of vibrational spectra of acetonitrile (CH$_3$CN) molecule. The Hamiltonian used is described in [8] and looks as follows

\[
V(q_1, \ldots, q_{12}) = \frac{1}{2} \sum_{i=1}^{12} \omega_i q_i^2 + \frac{1}{6} \sum_{i=1}^{12} \sum_{j=1}^{12} \sum_{k=1}^{12} \phi^{(3)}_{ijk} q_i q_j q_k \\
+ \frac{1}{24} \sum_{i=1}^{12} \sum_{j=1}^{12} \sum_{k=1}^{12} \sum_{l=1}^{12} \phi^{(4)}_{ijkl} q_i q_j q_k q_l.
\]

It contains 323 terms: 12 kinetic energy terms, 12 quadratic, 108 cubic, and 191 quartic potential terms. We chose the same basis size that was used in [10], namely the mode sizes were \{9, 7, 9, 9, 9, 7, 7, 7, 9, 9, 27, 27\} corresponding to the order described in that work. We found that ranks of the Hamiltonian for this particular molecule do not strongly depend on the permutation of indices, namely the largest rank we observed among random permutations was 31, while the maximum rank of the best permutation was 23. In computations we permuted indices such that array of \( \omega_i \) is sorted in a decaying order.

Table I contains ranks of the Hamiltonian in the TT-representation. We note that total ranks are ranks of a sum of potentials after rounding, and hence they are not equal to the sum of ranks of potentials in Table I.

To assemble the potential \( V \) one needs to add rank-1 terms \( q_i q_j q_k \) and rank-1 terms \( q_i q_j q_k q_l \). Each rank-1 term can be expressed analytically in the TT-format. As was mentioned in Section III C after each summation the rank grows, so the rounding procedure is used. Recall that the rounding procedure requires \( O(dn^2r^3) \) operations. Thus, the complexity of assembling the Hamiltonian is

\[
O \left( (\text{nnz} \left( \phi^{(3)}_{ijk} \right) + \text{nnz} \left( \phi^{(4)}_{ijkl} \right) )dn^2R^3 \right),
\]

where \text{nnz} stands for number of nonzeros, \( n \) is the maximum mode size and \( R \) is the maximum rank of \( \mathcal{H} \). The total time of assembling the Hamiltonian was less than 1 second.

We ran the LOBPCG method with TT-rank equal to 12 and used manifold preconditioner. Initial guess is chosen from the solution of the harmonic part of the Hamiltonian. Eigenvectors of multidimensional quantum harmonic oscillator are tensor product of 1D oscillator eigenvectors and therefore can be represented analytically in

| Quadratic | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| Cubic     | 3 | 6 | 11 | 14 | 14 | 14 | 14 | 9 | 5 | 3 |
| Quartic   | 5 | 7 | 12 | 19 | 23 | 26 | 24 | 18 | 15 | 8 | 5 |
| Total     | 5 | 9 | 14 | 21 | 25 | 26 | 24 | 18 | 15 | 8 | 5 |

### Table I. TT-ranks of the parts of the Hamiltonian with \( \epsilon = 10^{-30} \) threshold.
the TT-format with rank 1. Shift for the preconditioner is set to be the lowest energy of the harmonic part. The convergence of each eigenvalue is presented on Figure 3. The obtained eigenfunctions were used as an initial approximation to the inverse iterations with ranks equal to 25. Shifts were chosen to be LOBPCG energies. The thresholding parameter $\delta$ for separation of energy levels into clusters in the inverse iteration is $10^{-3}$. These results were further corrected with the inverse iteration with rank $r = 40$. As it follows from Table II and Figure 4 both corrections are more accurate than the H-RRBPM method. The latter correction with rank $r = 40$ yields energy levels lower than those of the Smolyak quadrature method [8] which means that our energy levels are more accurate. We note that storage of a solution with $r = 40$ is less than the storage of the Smolyak method (180 MB compared with 1.5 GB).

Timings and storage of the H-RRBPM method were taken from [9]. On this example the state-of-the-art method $\texttt{eigb}$ [6] method converges within approximately several days. The problem is that all basis functions are considered in one basis, which leads to large ranks. Nevertheless, the $\texttt{eigb}$ becomes very efficient and accurate when small number of eigenpairs are required.

VI. RELATED WORK

The simplest basis set for representing unknown eigenfunctions is the direct product (DP) of one-dimensional basis functions. If a fast matrix-by-vector operation is given, then Krylov iterative methods are available and the only problem is the exponential storage requirements $n^d$. Alternatively one can prune a direct product basis [24–26] or use a basis that is a product of functions with more than one variable [27, 28].

In this work, we focus on DP basis and further reduce $n^d$ storage by approximating unknown eigenvectors in the TT-format. We refer the reader to [14, 15] for detailed surveys on tensor decompositions.

Canonical tensor decomposition (also called CP decomposition or CANDECOMP/PARAFAC model) of the eigenvectors of vibrational problems was considered in work by Leclerc and Carrington [10]. The authors used rank-reduced block power method (RRBPM). Each iteration of this method involves matrix-by-vector product, which can be efficiently implemented in tensor formats. The problem is that this method has poor convergence. Moreover, canonical decomposition is known to have stability issues [29].

The hierarchical RRBPM (H-RRBPM) proposed in [9] by Thomas and Carrington is a significant improvement of the RRBPM. This method also utilizes sum-of-products representation, but treats strongly coupled coordinates together. Coupled coordinates are further decomposed hierarchically.

The Multi Configuration Time Dependent Hartree (MCTDH) approach [30] also uses tensor format, namely the Tucker decomposition. This approach reduces complexity, but suffers from the curse of dimensionality. This problem was solved in the multilayer MCTDH [31] which is similar to the Hierarchical Tucker representation [32].

We would also like to discuss tensor algorithms for solving eigenvalue problems developed in mathematical community. There are two natural directions of solving eigenvalue problems in tensor formats. One direction is straightforward generalization of iterative methods to tensor arithmetics with rank reduction on each iteration. For the canonical decomposition power method with shifts was generalized in [33, 34] and used in the RRBPM method. The preconditioned inverse iteration (PINVIT)
for tensor formats was considered in [22, 23, 35]. The inverse iteration used in this paper differs from the PINVIT, which is basically preconditioned steepest descent. Tensor version of the inverse iteration based on iterative solution of arising linear systems was considered in [36].

The PINVIT iteration can explicitly utilize a preconditioner. The construction of preconditioners in tensor formats for eigenvalue problems was considered in [23, 36–38]. The approach for a general operator [23] uses Newton-Schulz iteration in order to find a good preconditioner. However, due to high amount of matrix multiplications, this approach becomes time-consuming. In order to construct a preconditioner one can use approximate inverse matrix or approximate solution of linear systems. See [17, 39–41] for solvers in tensor formats.

The more advanced LOBPCG method was for the first time generalized in [38, 42]. We utilize this method and construct preconditioner based on optimization procedure. The PINVIT method with the proposed preconditioner and the LOBPCG with and without preconditioning were tested in Section V. Although rank-truncated PINVIT method is fast and is able to accurately calculate small amount of eigenvalues, it fails to converge when a lot of eigenvalues are required.

Alternatively to iterative methods, one can pose an optimization problem – minimization of the Rayleigh quotient with the constraint on rank. This approach was recently considered in the matrix product state (MPS) community [43] and independently in [6]. The only disadvantages is that all eigenfunctions are treated in one basis, which leads to large ranks and the method becomes slow (calculation of the acetonitrile took several days). Nevertheless, this approach becomes very efficient and accurate when small number of eigenpairs are required.

VII. CONCLUSION AND FUTURE WORK

One of the most interesting missing bits is the theory of the proposed approach. First, why the eigenfunctions can be well-approximated in the TT-format and what are the restrictions on the PES. Second, the convergence properties of the manifold preconditioner have to be established. These questions will be addressed in future works.

From practical point of view, the applicability of the proposed approach for general molecules has to be studied. Currently, it requires the explicit knowledge of sum-of-product representation. Obtaining such a representation is a separate issue, which can be done by using existing methods: POTFIT [44] or more general TT-cross approximation approach [20]. If PES has large ranks, coordinate transformation can be helpful [45].
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Appendix A: ALS minimization

Let us discuss technical details of solving the problem (10). To illustrate the idea let us start from the skeleton decomposition in 2D. In this case \( \mathcal{X} = UV^T \), where \( U, V \in \mathbb{R}^{n \times r} \). This representation is equivalent to the TT-format in 2D. Indeed, by defining cores \( X^{(1)}(i_1) = U_{i_1}V^T \) and \( X^{(2)}(i_2) = V_{i_2} \) we get (7).

The ALS procedure starts with fixing one core. Let us fix \( V \) with orthonormal columns (can always be done by QR decomposition) and find the updated \( U \) from the minimization problem

\[ \min_U \| (\mathcal{H} - \sigma \mathcal{I})(UV^T) - \mathcal{X}_k \|. \] (A1)

Thanks to well-known property of Kronecker products \((B^T \otimes A) \text{vec}(X) = \text{vec}(AXB)\) the problem (A1) can be equivalently represented as a minimization problem on unknown vector \( u \equiv \text{vec}(U) \)

\[ \min_u \| (\mathcal{H} - \sigma \mathcal{I})(V \otimes I_n) u - \text{vec}(\mathcal{X}_k) \|, \]

where \( \text{vec}(X) \) denotes vectorization of \( X \) by reshaping it into a column vector. Finally we get small linear system

\[ (V^T \otimes I_n)(H - \sigma I)^2(V \otimes I_n) u = (V^T \otimes I_n)(H - \sigma I)\text{vec}(\mathcal{X}_k), \]

where matrix \((V^T \otimes I_n)(H - \sigma I)^2(V \otimes I_n)\) is of size \( nr \times nr \), while the initial matrix \((H - \sigma I)\) is of size \( n^2 \times n^2 \). To avoid squared condition number one can formally use the projectional approach

\[ (V^T \otimes I_n)(H - \sigma I)(V \otimes I_n) u = (V^T \otimes I_n) \text{vec}(\mathcal{X}_k), \]

which corresponds to the zero gradient of the energy functional

\[ J(U, V) = \langle (\mathcal{H} - \sigma \mathcal{I})UV^T, UV^T \rangle - 2 \langle \mathcal{X}_k, UV^T \rangle. \]

The problem is that \((H - \sigma I)\) is not positive definite unless the smallest eigenvalue is required. Nevertheless, we found that this approach also works if \( UV^T \) is close enough to the eigenvector corresponding to the eigenvalue closest to \( \sigma \). This assumption holds as before running MP II we find a good initial guess for both \( \sigma \) and eigenvector, see Section III C.
Note that operator $H$ is also given in the low-rank matrix format (also corresponds to the TT-matrix format in 2D):

$$H - \sigma I = \sum_{\alpha=1}^{R} A_{\alpha} \otimes B_{\alpha},$$

where $A_{\alpha}, B_{\alpha} \in \mathbb{R}^{n\times n}$. Hence, the matrix of a local system can be represented as

$$(V^T \otimes I_n)(H - \sigma I)(V \otimes I_n) = \sum_{\alpha=1}^{R} (V^T A_{\alpha} V) \otimes B_{\alpha},$$

and one can do matrix-vector products with $\mathcal{O}(n(n + r)rR)$ complexity. Indeed, matrices $(V^T A_{\alpha} V)$ are of size $r \times r$ and $B_{\alpha}$ are $n \times n$. Hence multiplication of $(V^T A_{\alpha} V) \otimes B_{\alpha}$ by a vector requires $n^2r + nr^2$ operations.

Similarly to the 2D case in arbitrary dimension we get the following linear system on the vectorized $p$-th core $x^{(p)} = \text{vec}(X^{(p)})$

$$X^{(\neq p)}_{\text{TT}}(H - \sigma I)X^{(\neq p)}x^{(p)} = X^{(\neq p)}_{\text{TT}} \text{vec}(X^{(k)}),$$

where

$$X^{(\neq p)} = X^{<p} \otimes I_n \otimes X^{>p} \in \mathbb{R}^{n^d \times r_{p-1}nr_p}.$$

Matrix $X^{<p}$ is a multiplication of first $p-1$ cores reshaped into $n^d \times r_p$ matrix:

$$X^{<p}(i_1i_2\ldots i_{p-1}, \cdot) = X^{(1)}(i_1)X^{(2)}(i_2)\ldots X^{(p-1)}(i_{p-1}).$$

Matrix $X^{>p}$ is defined by analogy. Typically additional orthogonalization of $X^{<p}$ and $X^{>p}$ is done [17].

Since operator $(H - \sigma I)$ is given by its TT-representation, matrix-vector multiplication requires $\mathcal{O}(n(n + r)rR)$ operations, where $r$ is TT-rank of the tensor $X$ and $R$ is the maximum rank of the operator $(H - \sigma I)$. Compared with $\mathcal{O}(n(n + r)rR)$ of the 2D case TT-cores between the first and last dimensions are of size $r \times n \times r$ for TT-tensor and $R \times n \times R$ for TT-matrix, so squared ranks appear. We note that if dimension and/or mode size are large: $r^2 \ll dn$, then the total complexity is $\mathcal{O}(dn^2r^2R^2)$.

**TABLE II:** Energy levels and their absolute error (cm$^{-1}$) of acetonitrile for the proposed MP LOBPCG, MP simultaneous inverse iteration and for the H-RRBPM method. Absolute error is presented w.r.t. Smolyak quadrature calculations. H-RRBPM timings are taken from [9]. Gray numbers represent negative error values.

|            | H-RRBPM [9] | MP LOBPCG | MP SII | Reference |
|------------|-------------|------------|--------|-----------|
|            | Basis-1     | Basis-2    | Basis-3|           |
|            | 6.7 Mb      | 29 Mb      | 139 Mb |           |
|            | 44 sec      | 11 min     | 3.2 h  |           |
|            | $r = 12$    | $r = 25$   | $r = 40$|           |
|            | 9.5 Mb      | 41 Mb      | 104 Mb | 1.5 Gb    |
|            | +9 min      | +12 min    |        |           |
| Level      | Sym.        | $E - E_{\text{ref}}$ | $E - E_{\text{ref}}$ | $E - E_{\text{ref}}$ | $E - E_{\text{ref}}$ | $E$ | $E_{\text{ref}}$ |
| ZPVE       | $\nu_{11}$  | 0.485      | 0.118  | 0.022     | 0.056      | 0.001 | -0.001 | 9837.4063 | 9837.4073 |
| $\nu_{11}$ | $E$         | 0.25       | 0.04   | 0.01      | 0.03       | 0.000 | -0.001 | 360.990  | 360.991  |
| $\nu_{11}$ | $E$         | 0.25       | 0.07   | 0.01      | 0.04       | 0.000 | -0.001 | 360.990  | 360.991  |
| $\nu_{11}$ | $E$         | 0.42       | 0.23   | 0.04      | 0.09       | -0.001 | -0.001 | 723.180  | 723.181  |
| $\nu_{11}$ | $A_1$       | 0.42       | 0.23   | 0.04      | 0.09       | -0.001 | -0.001 | 723.180  | 723.181  |
| $\nu_{11}$ | $A_1$       | 0.44       | 0.23   | 0.04      | 0.09       | 0.000  | -0.001 | 723.180  | 723.181  |
| $\nu_{4}$  | $A_1$       | 0.59       | 0.16   | 0.05      | 0.06       | -0.002 | -0.004 | 900.658  | 900.662  |
| $\nu_{9}$  | $A_1$       | 1.21       | 0.10   | 0.07      | 0.08       | 0.001  | -0.002 | 1034.124 | 1034.126 |
| $\nu_{3}$  | $A_2$       | 0.67       | 0.31   | 0.11      | 0.17       | 0.000  | -0.002 | 1086.552 | 1086.554 |
| $\nu_{3}$  | $A_1$       | 0.67       | 0.31   | 0.11      | 0.18       | 0.000  | -0.001 | 1086.553 | 1086.554 |
| $\nu_{4} + \nu_{11}$ | $A_1$ | 0.74     | 0.31   | 0.11      | 0.18       | 0.000  | -0.001 | 1087.775 | 1087.776 |
| $\nu_{4}$  | $A_2$       | 0.67       | 0.31   | 0.11      | 0.23       | 0.000  | -0.001 | 1087.775 | 1087.776 |
| $\nu_{9} + \nu_{11}$ | $E$  | 0.82     | 0.16   | 0.02      | 0.07       | -0.071 | -0.073 | 1259.809 | 1259.882 |
| $\nu_{9}$  | $E$         | 0.82       | 0.26   | 0.02      | 0.15       | -0.071 | -0.073 | 1259.809 | 1259.882 |
| $\nu_{9}$  | $A_2$       | 1.34       | 0.47   | 0.18      | 1.03       | 0.034  | -0.002 | 1388.971 | 1388.973 |
| $\nu_{9}$  | $E$         | 1.71       | 0.21   | 0.10      | 0.66       | 0.012  | -0.007 | 1394.682 | 1394.689 |
| $\nu_{9}$  | $A_2$       | 1.72       | 0.21   | 0.11      | 0.83       | 0.020  | -0.007 | 1394.682 | 1394.689 |
| $\nu_{9}$  | $A_2$       | 1.65       | 0.19   | 0.10      | 0.84       | 0.009  | -0.007 | 1394.900 | 1394.907 |
| \(\nu_9 + \nu_{11}\) | \(A\) | 1.70 | 0.38 | 0.16 | 0.88 | 0.040 | -0.003 | 1397.684 | 1397.687 |
| \(4\nu_{11}\) | \(E\) | 1.17 | 0.55 | 0.25 | 0.31 | -0.006 | -0.008 | 1451.093 | 1451.101 |
| \(4\nu_{11}\) | \(E\) | 1.26 | 0.55 | 0.25 | 0.35 | -0.006 | -0.008 | 1452.819 | 1452.827 |
| \(\nu_7\) | \(A\) | 1.45 | 0.55 | 0.25 | 0.34 | -0.006 | -0.008 | 1453.395 | 1453.403 |
| \(\nu_4 + 2\nu_{11}\) | \(E\) | 1.73 | 0.64 | 0.22 | 0.51 | -0.020 | -0.024 | 1620.198 | 1620.222 |
| \(\nu_3 + \nu_{11}\) | \(A\) | 1.79 | 0.64 | 0.22 | 0.51 | -0.019 | -0.024 | 1620.743 | 1620.767 |
| \(\nu_9 + 2\nu_{11}\) | \(E\) | 1.17 | 0.55 | 0.25 | 0.31 | -0.006 | -0.008 | 1451.093 | 1451.101 |
| \(\nu_9 + 2\nu_{11}\) | \(A\) | 1.45 | 0.55 | 0.25 | 0.34 | -0.006 | -0.008 | 1453.395 | 1453.403 |
| \(\nu_4 + 2\nu_{11}\) | \(E\) | 1.41 | 0.55 | 0.25 | 0.40 | -0.006 | -0.008 | 1452.819 | 1452.827 |
| \(\nu_7 + \nu_{11}\) | \(A\) | 1.30 | 0.10 | 0.07 | 0.23 | -0.004 | -0.009 | 1483.220 | 1483.229 |
| \(\nu_5 + 2\nu_{11}\) | \(A\) | 1.74 | 0.64 | 0.22 | 0.51 | -0.020 | -0.024 | 1620.198 | 1620.222 |
| \(2\nu_4\) | \(A\) | 2.04 | 0.31 | 0.16 | 0.13 | -0.079 | -0.087 | 1785.120 | 1785.207 |
| \(5\nu_{11}\) | \(E\) | 1.70 | 1.02 | 0.27 | 0.41 | -0.010 | -0.012 | 1816.787 | 1816.799 |
| \(5\nu_{11}\) | \(A\) | 1.70 | 1.02 | 0.27 | 0.42 | -0.010 | -0.012 | 1816.787 | 1816.799 |
| \(\nu_9 + 2\nu_{11}\) | \(A\) | 2.22 | 0.42 | 0.18 | 1.31 | 0.049 | -0.007 | 1756.419 | 1756.426 |
| \(\nu_9 + 2\nu_{11}\) | \(A\) | 2.22 | 0.42 | 0.18 | 1.33 | 0.050 | -0.007 | 1756.419 | 1756.426 |
| \(\nu_9 + 2\nu_{11}\) | \(E\) | 2.13 | 0.39 | 0.17 | 0.89 | 0.015 | -0.010 | 1757.123 | 1757.133 |
| \(\nu_9 + 2\nu_{11}\) | \(E\) | 2.13 | 0.40 | 0.18 | 1.13 | 0.021 | -0.009 | 1757.124 | 1757.133 |

**Note:** The table lists frequencies and other parameters for various combinations of \(\nu_9\) and \(\nu_{11}\) with different energy levels, showing variations in energy and frequency. Each row represents a specific combination and its corresponding values. The columns denote different energy levels and combinations, with values indicating energy differences and other related parameters.
$1.53$  $0.56$  $0.31$  $1.94$  $0.045$  $-0.011$  $2120.530$  $2120.541$

$\nu_9 + 3\nu_{11}$  $A_2$  $1.16$  $0.55$  $0.30$  $2.53$  $0.033$  $-0.013$  $2120.897$  $2120.91$

$\nu_9 + 3\nu_{11}$  $E$  $0.40$  $1.34$  $0.32$  $1.71$  $0.011$  $0.001$  $2122.835$  $2122.834$

$\nu_9 + 3\nu_{11}$  $A_1$  $0.29$  $1.42$  $0.33$  $3.58$  $0.118$  $-0.001$  $2123.300$  $2123.301$

$2\nu_4 + \nu_{11}$  $E$  $2.70$  $1.85$  $0.06$  $-0.03$  $-0.224$  $-0.235$  $2142.379$  $2142.614$

$\nu_9$  $E$  $3.09$  $1.70$  $0.37$  $0.53$  $-0.013$  $-0.016$  $2183.619$  $2183.635$

$\nu_9$  $E$  $3.09$  $1.70$  $0.37$  $0.62$  $-0.013$  $-0.016$  $2183.619$  $2183.635$

$\nu_9$  $E$  $3.86$  $1.74$  $0.36$  $0.98$  $-0.014$  $-0.019$  $2186.119$  $2186.138$

$\nu_9$  $E$  $3.86$  $1.74$  $0.36$  $1.09$  $-0.014$  $-0.019$  $2186.119$  $2186.138$

$\nu_9$  $E$  $4.24$  $1.77$  $0.36$  $1.07$  $-0.016$  $-0.021$  $2187.621$  $2187.642$

$\nu_9$  $E$  $4.38$  $1.78$  $0.36$  $1.18$  $-0.016$  $-0.021$  $2187.621$  $2187.642$

$\nu_9 + 2\nu_{11}$  $A_1$  $4.46$  $1.78$  $0.36$  $0.97$  $-0.017$  $-0.022$  $2188.122$  $2188.144$

$\nu_7 + 2\nu_{11}$  $A_2$  $1.98$  $0.45$  $0.17$  $1.65$  $0.114$  $-0.011$  $2206.615$  $2206.626$

$\nu_7 + 2\nu_{11}$  $E$  $1.98$  $0.45$  $0.17$  $2.31$  $0.139$  $-0.009$  $2206.615$  $2206.626$

$\nu_7 + 2\nu_{11}$  $E$  $1.97$  $0.46$  $0.18$  $2.18$  $0.044$  $0.001$  $2206.615$  $2206.626$

$\nu_7 + 2\nu_{11}$  $E$  $1.97$  $0.46$  $0.18$  $2.68$  $0.110$  $0.002$  $2206.615$  $2206.626$

$\nu_7 + 2\nu_{11}$  $E$  $2.01$  $0.45$  $0.16$  $1.93$  $0.045$  $-0.010$  $2207.549$  $2207.559$

$\nu_7 + 2\nu_{11}$  $E$  $2.03$  $0.46$  $0.16$  $2.18$  $0.056$  $-0.009$  $2207.550$  $2207.559$

[1] D. Baye and P.-H. Heenen. Generalised meshes for quantum mechanical problems. *J. Phys. A: Math. Gen.*, 19(11):2041–2059, 1986.
[2] I. V. Oseledets. Tensor-train decomposition. *SIAM J. Sci. Comput.*, 33(5):2295–2317, 2011.
[3] Steven R. White. Density matrix formulation for quantum renormalization groups. *Phys. Rev. Lett.*, 69(19):2863–2866, 1992.
[4] S. Östlund and S. Rommer. Thermodynamic limit of density matrix renormalization. *Phys. Rev. Lett.*, 75(19):3537–3540, 1995.
[5] U. Schollwöck. The density-matrix renormalization group in the age of matrix product states. *Annals of Physics*, 326(1):96–192, 2011.
[6] S. V. Dolgov, B. N. Khoromskij, I. V. Oseledets, and D. V. Savostyanov. Computation of extreme eigenvalues in higher dimensions using block tensor train format. *Computer Phys. Comm.*, 185(4):3537–3540, 1995.
[7] Andrew V. Knyazev. Toward the optimal preconditioned eigensolver: Locally optimal block preconditioned conjugate gradient method. *SIAM J. Sci. Comput.*, 23:517–541, 2001.
[8] Gustavo Avila and Tucker Carrington Jr. Using nonproduct quadrature grids to solve the vibrational Schrödinger equation in 12d. *J. Chem. Phys.*, 134(5):054126, 2011.
[9] Phillip S Thomas and Tucker Carrington Jr. Using nested contractions and a hierarchical tensor format to compute vibrational spectra of molecules with seven atoms. *J. Phys. Chem. A.*, page 1307413091, 2015.
[10] Arnaud Leclerc and Tucker Carrington. Calculating vibrational spectra with sum of product basis functions without storing full-dimensional vectors or matrices. *J. Chem. Phys.*, 140(17):174111, 2014.
[11] Ilse CF Ipsen. Computing an eigenvector with inverse iteration. *SIAM rev.*, 39(2):254–291, 1997.
[12] Gene H Golub and Qiang Ye. Inexact inverse iteration for generalized eigenvalue problems. *BIT Numer. Math.*, 40(4):671–684, 2000.
[13] Jörg Berns-Müller, Ivan G Graham, and Alastair Spence. Inexact inverse iteration for symmetric matrices. *Linear Algebra Appl.*, 416(2):389–413, 2006.
[14] T. G. Kolda and B. W. Bader. Tensor decompositions and applications. *SIAM Rev.*, 51(3):455–500, 2009.
[15] L. Grasedyck, D. Kressner, and C. Tobler. A literature survey of low-rank tensor approximation techniques. *GAMM-Mitt.*, 36(1):53–78, 2013.
[16] I. V. Oseledets, S. Dolgov, V. Kazeev, D. Savostyanov, O. Lebedeva, P. Zlobich, T. Mach, and L. Song. TT-Toolbox. https://github.com/oseledets/TT-Toolbox.
[17] S. Holtz, T. Rohwedder, and R. Schneider. The alternating linear scheme for tensor optimization in the tensor train format. *SIAM J. Sci. Comput.*, 34(2):A683–A713, 2012.
[18] Bill Poirier and Tucker Carrington Jr. Accelerating the calculation of energy levels and wave functions using an efficient preconditioner with the inexact spectral transform method. *J. Chem. Phys.*, 114(21):9254–9264, 2001.
[19] Gerard LG Sleijpen and Henk A Van der Vorst. A Jacobi–Davidson iteration method for linear eigenvalue problems. *SIAM Rev.*, 42(2):267–293, 2000.
[20] I. V. Oseledets and E. E. Tyrtyshnikov. TT-cross approximation for multidimensional arrays. *Linear Algebra Appl.*, 432(1):70–88, 2010.

[21] D. V. Savostyanov. Quasioptimality of maximum–volume cross interpolation of tensors. *Linear Algebra Appl.*, 458:217–244, 2014.

[22] M. V. Rakhuba and I. V. Oseledets. Fast multidimensional convolution in low-rank tensor formats via cross approximation. *SIAM J. Sci. Comput.*, 37(2):A565–A582, 2015.

[23] T. Mach. Computing inner eigenvalues of matrices in tensor train matrix format. In *Numerical Mathematics and Advanced Applications 2011*, pages 781–788. Springer Berlin Heidelberg, 2013.

[24] Gustavo Avila and Tucker Carrington Jr. Using a pruned basis, a non-product quadrature grid, and the exact watson normal-coordinate kinetic energy operator to solve the vibrational schrödinger equation for c2h4. *J. Chem. Phys.*, 135(6):064101, 2011.

[25] David M Benoit. Fast vibrational self-consistent field calculations through a reduced mode–mode coupling scheme. *J. Chem. Phys.*, 120(2):562–573, 2004.

[26] Richard Dawes and Tucker Carrington Jr. How to choose one-dimensional basis functions so that a very efficient multidimensional basis may be extracted from a direct product of the one-dimensional functions: Energy levels of coupled systems with as many as 16 coordinates. *J. Chem. Phys.*, 122(13):134101, 2005.

[27] Joel M Bowman and Bela Gazdy. A truncation/recoupling method for basis set calculations of eigenvalues and eigenvectors. *J. Chem. Phys.*, 94(1):454–460, 1991.

[28] Z Bacic and John C Light. Theoretical methods for rovibrational states of floppy molecules. *Annu. Rev. Phys. Chem.*, 40(1):469–498, 1989.

[29] V. de Silva and L-H. Lim. Tensor rank and the ill-posedness of the best low-rank approximation problem. *SIAM J. Matrix Anal. Appl.*, 30(3):1084–1127, 2008.

[30] H-D. Meyer, F. Gatti, and G. A. Worth, editors. *Multidimensional Quantum Dynamics: MCTDH Theory and Applications*. Wiley–VCH, Weinheim, 2009.

[31] Haobin Wang and Michael Thoss. Multilayer formulation of the multiconfiguration time-dependent hartree theory. *J. Chem. Phys.*, 119(3):1289–1299, 2003.

[32] L. Grasedyck. Hierarchical singular value decomposition of tensors. *SIAM J. Matrix Anal. Appl.*, 31(4):2029–2054, 2010.

[33] G. Beylkin and M. J. Mohlenkamp. Numerical operator calculus in higher dimensions. *Proc. Nat. Acad. Sci. USA*, 99(16):10246–10251, 2002.

[34] Gregory Beylkin, Jochen Garcke, and Martin Mohlenkamp. Multivariate regression and machine learning with sums of separable functions. *SIAM J. Sci. Comput.*, 31(3):1840–1857, 2009.

[35] M. V. Rakhuba and I. V. Oseledets. Grid-based electronic structure calculations: the tensor decomposition approach. *J. Comp. Phys.*, 2016.

[36] W. Hackbusch, B. N. Khoromskij, S. A. Sauter, and E. E. Tyrtyshnikov. Use of tensor formats in elliptic eigenvalue problems. *Linear Algebra Appl.*, 19(1):133–151, 2012.

[37] B.N. Khoromskij. Tensor-structured preconditioners and approximate inverse of elliptic operators in $\mathbb{R}^d$. *Constr. Approx.*, (30):599–620, 2009.

[38] D. Kressner and C. Tobler. Preconditioned low-rank methods for high-dimensional elliptic PDE eigenvalue problems. *Computational Methods in Applied Mathematics*, 11(3):363–381, 2011.

[39] S. V. Dolgov and D. V. Savostyanov. Alternating minimal energy methods for linear systems in higher dimensions. *SIAM J Sci. Comput.*, 36(5):A2248–A2271, 2014.

[40] Marie Billaud-Friess, Anthony Nouy, and Olivier Zahm. A tensor approximation method based on ideal minimal residual formulations for the solution of high-dimensional problems. *ESAIM-Math. Model. Num.*, 48(6):1777–1806, 2014.

[41] S. V. Dolgov. TT-GMRES: solution to a linear system in the structured tensor format. *Russ. J. Numer. Anal. Math. Model.*, 28(2):149–172, 2013.

[42] O. S. Lebedeva. Tensor conjugate-gradient-type method for Rayleigh quotient minimization in block QTT-format. *Russ. J. Numer. Anal. Math. Modelling*, 26(5):465489, 2011.

[43] Iztok Piˇ zorn and Frank Verstraete. Variational Numerical Renormalization Group: Bridging the gap between NRG and Density Matrix Renormalization Group. *Phys. Rev. Lett.*, 108(067202), 2012.

[44] A. Jäckle and H-D Meyer. Product representation of potential energy surfaces. *J. Chem. Phys.*, 104(20):7974–7984, 1996.

[45] V. Baranov and I. Oseledets. Fitting high-dimensional potential energy surface using active subspace and tensor train (AS+TT) method. *J. Chem. Phys.*, (143):17107, 2015.