COCYCLES OVER HIGHER-RANK ABELIAN ACTIONS ON QUOTIENTS OF SEMISIMPLE LIE GROUPS
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Abstract. We study actions by higher-rank abelian groups on quotients of semisimple Lie groups with finite center. First, we consider actions arising from the flows of two commuting elements of the Lie algebra—one nilpotent, and the other semisimple. Second, we consider actions from two commuting unipotent flows that come from an embedded copy of $\mathbb{SL}(2,\mathbb{R})^k \times \mathbb{SL}(2,\mathbb{R})$. In both cases we show that any smooth $\mathbb{R}$-valued cocycle over the action is cohomologous to a constant cocycle via a smooth transfer function. These build on results of D. Mieczkowski, where the same is shown for actions on $(\mathbb{SL}(2,\mathbb{R}) \times \mathbb{SL}(2,\mathbb{R}))/\Gamma$.

1. Introduction

This work is concerned with smooth $\mathbb{R}$-valued cocycles over actions by higher-rank subgroups on quotients of semisimple Lie groups. The goal is to show that, in the cases we consider, all such cocycles are smoothly cohomologous to constant cocycles—cocycles whose values only depend on the acting group. Our results are in the vein of work done by A. Katok and R. Spatzier [7], L. Flaminio and G. Forni [3], and D. Mieczkowski [11, 10]. Our work relies heavily on theirs.

In [7], Katok and Spatzier showed that smooth cocycles over Anosov actions by higher-rank abelian groups are cohomologically constant, via smooth transfer functions. This is in contrast to the rank one situation, where Livsic showed that there is an infinite-dimensional space of obstructions to solving the cohomology equation for a hyperbolic action by $\mathbb{R}$ or $\mathbb{Z}$. For both results, the stable and unstable foliations of the space play a central role. In particular, the regularity of transfer functions is achieved by studying their behavior along leaves of these foliations. We will employ similar methods to show that our transfer functions are smooth.

In [3], Flaminio and Forni characterized the obstructions to solving the cohomology equation for horocycle flows on quotients of $\text{PSL}(2,\mathbb{R})$.
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Suppose $\mathcal{H}$ is a unitary representation of $\text{PSL}(2,\mathbb{R})$. If the Casimir operator on $\mathcal{H}$ has a spectral gap, then the obstructions are given by distributions that are invariant under the flow of $U = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. That is, for a smooth vector $f \in C^\infty(\mathcal{H})$, if $D(f) = 0$ for every $U$-invariant distribution $D$, then there exists a smooth vector $P \in C^\infty(\mathcal{H})$ such that $UP = f$. (In fact, Flaminio and Forni showed this for $f \in W^s(\mathcal{H})$, the Sobolev space of order $s$; in this case, $P$ comes with some loss of regularity.)

In [11], Mieczkowski showed that for smooth cocycles over certain actions on $(\text{SL}(2,\mathbb{R}) \times \text{SL}(2,\mathbb{R}))/\Gamma$, where $\Gamma$ is an irreducible lattice, the obstructions to solving the cohomology equation vanish, and one can find a smooth solution. He considered actions by the subgroups

$$A = \left\{ \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \times \begin{pmatrix} e^{t/2} & 0 \\ 0 & e^{-t/2} \end{pmatrix} \mid r, t \in \mathbb{R} \right\}$$

and

$$U = \left\{ \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \times \begin{pmatrix} 1 & s \\ 0 & 1 \end{pmatrix} \mid r, s \in \mathbb{R} \right\}.$$

(His results also hold for cocycles in a Sobolev space. Again, the solutions to the cohomology equation come with some loss of Sobolev order.) Like the results of [3], this result is achieved in any unitary representation of $\text{SL}(2,\mathbb{R}) \times \text{SL}(2,\mathbb{R})$, provided the Casimir operator for that representation has a spectral gap. He then applies this to the left-regular representation on $L^2((\text{SL}(2,\mathbb{R}) \times \text{SL}(2,\mathbb{R}))/\Gamma)$.

Our first two results are similar to those of Mieczkowski’s, replacing $\text{SL}(2,\mathbb{R}) \times \text{SL}(2,\mathbb{R})$ with any noncompact simple Lie group $G$ with finite center. First, we consider actions on a compact $G/\Gamma$ arising from two commuting flows—one along a nilpotent element of the Lie algebra, and the other along a commuting semisimple element. We prove the following

**Theorem A’.** Let $G$ be a noncompact simple Lie group with finite center and Lie algebra $\mathfrak{g}$, and let $\Gamma \subset G$ be a cocompact lattice. Let $U \in \mathfrak{g}$ be nilpotent and $X \in \mathfrak{g}$ be semisimple such that the eigenvalues of $\text{ad}(X)$ are not all purely imaginary, and $[U, X] = 0$. Then a smooth $\mathbb{R}$-valued cocycle over the action by the flows of $U$ and $X$ on $G/\Gamma$ is smoothly cohomologous to a constant cocycle.

Second, we consider smooth cocycles over unipotent actions. We show that, in the case where the Lie group in question admits an embedding of $\text{SL}(2,\mathbb{R})^k \times \text{SL}(2,\mathbb{R})^l$ (where $\text{SL}(2,\mathbb{R})^m$ denotes an $m$-sheeted cover of $\text{SL}(2,\mathbb{R})$), and the acting unipotent group contains
the unipotent elements of $\text{SL}(2, \mathbb{R})^k \times \text{SL}(2, \mathbb{R})^l$, such cocycles are cohomologous to constant cocycles, via smooth transfer functions. For the unipotent case, we do not require $\Gamma \subset G$ to be cocompact. We have

**Theorem B'.** Let $G$ be a noncompact simple Lie group with finite center and Lie algebra $\mathfrak{g}$, and suppose $\Gamma \subset G$ is a lattice. Suppose $\text{SL}(2, \mathbb{R})^k \times \text{SL}(2, \mathbb{R})^l$ embeds in $G$. Consider $U_1 = \left( \begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix} \right) \times (0)$ and $U_2 = (0) \times \left( \begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix} \right) \in \mathfrak{sl}(2, \mathbb{R}) \times \mathfrak{sl}(2, \mathbb{R}) \subset \mathfrak{g}$. Then a smooth $\mathbb{R}$-valued cocycle over the action by the flows of $U_1$ and $U_2$ on $G/\Gamma$ is smoothly cohomologous to a constant cocycle.

Using Theorem B', we prove

**Theorem C'.** Let $G$, $\Gamma$ and $U_1, U_2$ be as in Theorem B'. Let $U \subset G$ be the rank-2 abelian subgroup generated by $U_1$ and $U_2$, and let $V \subset G$ be the maximal unipotent subgroup containing $U$. Then a smooth $\mathbb{R}$-valued cocycle over the $V$-action on $G/\Gamma$ is smoothly cohomologous to a constant cocycle.

Theorems A', B', and C' are stated in more generality in Section 2.3.

2. **Background, Definitions, and Statement of Results**

In this section we give basic definitions and background. We also state our main results.

### 2.1. Cocycles

The following definitions are standard, and can all be found in [6] and [10]. For a survey of the uses of cocycles in dynamics, see [4].

For a measurable action of a group $H$ on a measure space $(X, \mu)$, a $G$-valued degree 1 cocycle is defined to be a measurable map $\alpha : H \times X \to G$ satisfying

$$\alpha(h_1h_2, x) = \alpha(h_1, h_2x)\alpha(h_2, x),$$

where $G$ is a group. (It should be noted that all of the cocycles in this paper will be $\mathbb{R}$-valued degree 1 cocycles, and so we will often refer to them simply as cocycles, or $\mathbb{R}$-valued cocycles, since there is no risk of confusion.) Equation (1) is called the cocycle identity. Occasionally, it will be convenient to think of an $\mathbb{R}$-valued cocycle as being a map $\alpha : H \to \mathcal{F}(X)$ where $\mathcal{F}(X)$ denotes the measurable functions on $X$. In this case, the cocycle identity is

$$\alpha(h_1h_2)(x) = \alpha(h_1)(h_2x) + \alpha(h_2)(x).$$
A \( G \)-cocycle whose image is the identity element in \( G \) is called a **trivial cocycle**. A homomorphism \( \phi : H \to G \) satisfies the cocycle identity by setting \( \phi(h, x) = \phi(h) \), and is called a **constant cocycle**.

Two \( G \)-cocycles \( \alpha \) and \( \beta \) are said to be **cohomologous** if there exists a measurable map \( P : X \to G \) such that

\[
\beta(h, x) = P(hx)^{-1}\alpha(h, x)P(x).
\]

The map \( P \) is referred to as a **transfer function**, and (2) is called the **cohomology equation**. (Notice that if the group \( G \) is abelian, and \( P \) satisfies equation (2), then so does \( g \cdot P \) for any fixed \( g \in G \).) We say that a cocycle is a **coboundary** if it is cohomologous to the trivial cocycle. It is an **almost coboundary** if it is cohomologous to a constant cocycle.

This paper will be concerned exclusively with smooth \( \mathbb{R} \)-valued co-cycles over group actions on smooth manifolds. Specifically, the acting group will be a connected Lie subgroup \( H \) of a connected simple Lie group \( G \), and the space \( X \) will be \( X = G/\Gamma \), where \( \Gamma \subset G \) is a lattice. For \( \alpha \) to be a **smooth cocycle**, we require that it be a smooth map in the usual sense, and that \( \alpha(h, \cdot) \) be a smooth vector in \( L^2(G/\Gamma) \) for all \( h \in H \). That is, \( \alpha(h, \cdot) \in C^\infty(L^2(G/\Gamma)) \).

In this context we can define the **infinitesimal generator** of the cocycle \( \alpha \) by \( \omega(V) = \frac{d}{dt}\alpha(\exp tV)|_{t=0} \). The cocycle identity implies that \( \omega \) is a closed 1-form on the \( H \)-orbits in \( X \). The cohomology equation then becomes \( \omega = \eta - dP \), where \( P \) is the transfer function, and \( \eta \) is another smooth cocycle. Therefore, in this context, a cocycle \( \alpha \) is cohomologically trivial if its associated 1-form \( \omega \) is exact. It should also be noted that if the cocycle \( \alpha \) is cohomological to a constant cocycle, then that constant cocycle is given by

\[
c(h) = \int_{G/\Gamma} \alpha(h, g)dg\Gamma.
\]

Given a closed 1-form on the \( H \)-orbit foliation of \( X \), one can recover the cocycle \( \alpha \) by \( \alpha(\exp V) = \int_0^1 \omega(V) \cdot \exp tV dt \). Thus, the problem of determining which cocycles are cohomologically trivial can be translated to the problem of finding which closed 1-forms on the \( H \)-orbits of \( X \) are exact. In fact, this point of view is the most useful for our purposes.

2.2. **Some useful theorems and definitions.**

2.2.1. **Representations and Sobolev spaces.** One of the main tools we use to study the cohomology equation is the representation theory of
semisimple Lie groups. The following are some basic facts and definitions that can be found in [13] and [9].

Given a unitary representation $\pi: G \times \mathcal{H} \to \mathcal{H}$, one says that $v \in \mathcal{H}$ is a smooth vector if the map $g \mapsto \pi(g)v$ is smooth in the usual sense. For the left-regular representation of a Lie group $G$ on $L^2(G/\Gamma)$, where $\Gamma \subset G$ is a lattice, a smooth vector is a smooth function $f \in L^2(G/\Gamma)$ such that $V^k f \in L^2(G/\Gamma)$ for all $V \in \text{Lie}(G)$ and $k \in \mathbb{N}$. In this case, we write $f \in C^\infty(L^2(G/\Gamma))$. If $\Gamma$ is cocompact, then the smooth vectors are exactly the smooth functions on $G/\Gamma$.

It is often useful to consider a less restrictive subspace of the unitary representation $\mathcal{H}$ of $G$, called the Sobolev space of order $s \in \mathbb{Z}_+$, and denoted $W^s(\mathcal{H})$. It is defined as the maximal domain of the operator $(I - \Delta)^{s/2}$, where $\Delta$ denotes the Laplacian from $G$. $W^s(\mathcal{H})$ is a Hilbert space with inner product defined by

$$< f, g >_s = < (I - \Delta)^s f, g >_{\mathcal{H}}.$$

Sobolev spaces of representations of $\text{SL}(2, \mathbb{R})$ are of particular importance to this work, insofar as it is necessary to consider them in order to apply Theorem 3.4 [3].

We recall the following theorem of Kolmogorov-Mautner [13], which will allow us to restrict our attention to irreducible unitary representations for much of our study.

**Theorem 2.1** (Kolmogorov-Mautner). Given any any unitary representation $\pi$ of a locally compact second countable group $G$ in a separable Hilbert space $\mathcal{H}$, there exists a Lebesgue-Stieltjes measure $d\mu$ on $\mathbb{R}$ such that $\mathcal{H}$ is the direct integral $\mathcal{H} = \int_{\mathbb{R}} \mathcal{H}_\mu d\mu$ of Hilbert spaces $\mathcal{H}_\mu$ with unitary representations $\pi_\mu$ of the group $G$ on $\mathcal{H}_\mu$, where $\pi_\mu(g)f = \int_{\mathbb{R}} \pi_\mu(g)f\mu$. For $d\mu$-almost all $\mu \in \mathbb{R}$, the representation $\pi_\mu$ is irreducible.

**2.2.2. Ergodicity.** Let $G$ be a Lie group, $\Gamma \subset G$ a lattice. The flow along $V \in \mathfrak{g} := \text{Lie}(G)$ on $G/\Gamma$, which we will often denote $\phi_t^V$, is said to be ergodic if every $V$-invariant measurable (with respect to Haar measure) subset of $G/\Gamma$ is either a nilset or has full measure. If $G$ is noncompact and semisimple, and $\Gamma \subset G$ is irreducible, then the only elements of $\mathfrak{g}$ whose flows are not ergodic are semisimple elements $V \in \mathfrak{g}$ such that ad$(V)$ has purely imaginary eigenvalues [1]. This follows from the Howe-Moore ergodicity theorem, which we quote from [2].

**Theorem 2.2** (Howe-Moore). Let $G$ be a noncompact simple Lie group with finite center and let $\Gamma \subset G$ be a lattice in $G$. Then any closed noncompact subgroup $H$ of $G$ acts ergodically on $G/\Gamma$ by left translations.

We will make extensive use of Theorem 2.2 throughout this work.
2.2.3. Partially hyperbolic flows. A flow \( \phi_t \) on a smooth manifold \( M \) is partially hyperbolic if there exists a splitting

\[
TM = E^- \oplus E^0 \oplus E^+,
\]

and constants \( A, B, \Lambda_-, \Lambda_+ \in \mathbb{R}_+ \) such that

\[
\|d\phi_t(V)\| \leq A \cdot e^{-t \Lambda_-} \cdot \|V\|
\]

for all \( V \in E^- \) and \( t > 0 \), and

\[
\|d\phi_{-t}(W)\| \leq B \cdot e^{-t \Lambda_+} \cdot \|W\|
\]

for all \( W \in E^+ \) and \( t > 0 \). \( E^- \) and \( E^+ \) are called the stable and unstable distributions for the flow \( \phi_t \). These integrate to the stable and unstable foliations, \( W^- \) and \( W^+ \).

If \( G \) is a noncompact semisimple Lie group, and \( \Gamma \subset G \) is an irreducible lattice, then the flow \( \phi^X_t \) on \( G/\Gamma \) is partially hyperbolic for any semisimple \( X \in \mathfrak{g} := \text{Lie}(G) \) whose roots are not all purely imaginary. The distributions \( E^- \) and \( E^+ \) are invariant under translation on the right by group elements, and so we can identify them with subspaces of the Lie algebra \( \mathfrak{g} \) of right-invariant vector fields on \( G \). We will often make this identification implicitly; that is, we will write

\[
\mathfrak{g} = E^- \oplus E^0 \oplus E^+,
\]

and refer to elements of the distributions \( E^\pm \) as though they are members of the Lie algebra \( \mathfrak{g} \). It should be understood that we are really referring to the elements’ images in \( \mathfrak{g} \) under this identification by taking right-translates.

2.2.4. Smooth functions. The following result of A. Katok and R. J. Spatzier \[5\] will allow us to bootstrap the regularity of certain functions (those that have derivatives in a spanning set of directions) to smoothness.

**Theorem 2.3 (Katok-Spatzier).** Let \( D_1, \ldots, D_k \) be \( C^\infty \) plane fields on a manifold \( M \) such that their sum \( \sum_{i=1}^k D_i \) is totally non-integrable and satisfies the following condition: For each \( j \), the dimension of the space spanned by the commutators of length at most \( j \) at each point is constant in a neighborhood. Let \( P \) be a distribution on \( M \). Assume that for any positive integer \( p \) and \( C^\infty \) vector field \( X \) tangent to any \( D_j \), the \( p^{th} \) partial derivative \( X^p(P) \) exists as a continuous or local \( L^2 \) function. Then \( P \) is \( C^\infty \) on \( M \).
2.3. Main results. Let \( G = G_1 \times \cdots \times G_k \) be a product of noncompact simple Lie groups, \( g = g_1 \oplus \cdots \oplus g_k \) its Lie algebra, where \( g_i := \text{Lie}(G_i) \) for \( i = 1, \ldots, k \). We prove the following theorems.

**Theorem A.** Suppose \( \Gamma \subset G \) is a cocompact irreducible lattice. Suppose \( U \in g \) is nilpotent and \( X \in g \) is semisimple such that \( [U, X] = 0 \) and each \( g_i \) contains stable and unstable vectors for the flow \( \phi^t \). Then any smooth \( \mathbb{R} \)-valued cocycle over the action by \( \mathbb{R}^2 \) on \( G/\Gamma \) defined by the flows \( \phi^t_U \) and \( \phi^t_X \) is cohomologous to a constant cocycle, via a smooth transfer function.

**Theorem B.** Suppose \( G \) admits an embedding of \( \text{SL}(2, \mathbb{R})^k \times \text{SL}(2, \mathbb{R})^l \), and \( \Gamma \subset G \) is an irreducible lattice. Consider \( U_1 = \left( \begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix} \right) \times \left( \begin{smallmatrix} 0 \\ 0 \end{smallmatrix} \right) \) and \( U_2 = \left( \begin{smallmatrix} 0 \end{smallmatrix} \right) \times \left( \begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix} \right) \in \text{sl}(2, \mathbb{R}) \times \text{sl}(2, \mathbb{R}) \subset g \). If the projection of \( U_1 + U_2 \) to \( g_i \) is nonzero for all \( i = 1, \ldots, k \), then any smooth \( \mathbb{R} \)-valued cocycle over the action by \( \mathbb{R}^2 \) on \( G/\Gamma \) defined by the flows \( \phi^t_{U_1} \) and \( \phi^t_{U_2} \) is cohomologous to a constant cocycle, via a smooth transfer function.

**Remark 2.4.** Observe that in Theorem A, we require the lattice to be cocompact, whereas in Theorem B we do not. For Theorem A we only use cocompactness in Section 3.8 to show that the transfer functions are smooth. In the proof of Theorem B, we use a different method—one that does not require compactness of the space—to establish the smoothness of transfer functions.

**Remark 2.5.** Notice that Theorems A' and B' in the Introduction (Section 1) are the same theorems as above, in the case where \( G \) is simple.

In [11] and [10], Mieczkowski proved Theorems A and B for the case where \( G = \text{SL}(2, \mathbb{R}) \times \text{SL}(2, \mathbb{R}) \). The result was achieved using tools from the unitary representation theory of \( \text{SL}(2, \mathbb{R}) \). Mieczkowski's results are essential to our work.

Given an embedding \( \text{SL}(2, \mathbb{R})^k \times \text{SL}(2, \mathbb{R})^l \hookrightarrow G \), one can consider a maximal unipotent subgroup \( V \subset G \) containing the unipotent elements of the embedded \( \text{SL}(2, \mathbb{R})^k \times \text{SL}(2, \mathbb{R})^l \) obtained by exponentiating \( U_1 \) and \( U_2 \). Using Theorem B, we prove

**Theorem C.** Let \( G, \Gamma \) and \( U_1, U_2 \) be as in Theorem B. Let \( U \subset G \) be the rank-2 abelian subgroup generated by \( U_1 \) and \( U_2 \), and let \( V \subset G \) be the maximal unipotent subgroup containing \( U \). Then a smooth \( \mathbb{R} \)-valued cocycle over the \( V \)-action on \( G/\Gamma \) is cohomologous to a constant cocycle via a smooth transfer function \( P \in C^\infty(G/\Gamma) \).

As an easy application of C, we obtain the following.
Corollary 2.6. Any smooth \( \mathbb{R} \)-valued cocycle over the action by the upper triangular group \( V \subset \text{SL}(n, \mathbb{R}) \) (with \( n > 3 \)) on \( \text{SL}(n, \mathbb{R})/\Gamma \) is smoothly cohomologous to a constant cocycle.

**Proof.** The result follows by considering the embedding of \( \text{SL}(2, \mathbb{R}) \times \text{SL}(2, \mathbb{R}) \) into the first two diagonal \( 2 \times 2 \) blocks of \( \text{SL}(n, \mathbb{R}) \), and applying Theorem C. \( \Box \)

3. **Proof of Theorem A**

3.1. **Strategy.** As in the statement of Theorem A we let \( G = G_1 \times \cdots \times G_k \) be a product of noncompact simple Lie groups with finite center, and \( \Gamma \subset G \) a cocompact irreducible lattice. Suppose \( U \in \mathfrak{g} \) is nilpotent and \( X \in \mathfrak{g} \) is a semisimple element such that \( [U, X] = 0 \) and such that there are stable and unstable vectors in each \( \mathfrak{g}_i := \text{Lie}(G_i) \).

Then the commuting flows \( \phi_t^U \) and \( \phi_t^X \) of \( U \) and \( X \) on \( G/\Gamma \) form a group action by \( \mathbb{R}^2 \). Suppose \( \alpha \) is a smooth cocycle over this action. Then its infinitesimal generator \( \omega \) is determined by the smooth functions

\[
 f = \omega(U) \quad \text{and} \quad g = \omega(X),
\]

and these satisfy the relation \( Ug = Xf \). Now, finding a smooth solution to the cohomology equation for \( \alpha \) is equivalent to finding a smooth function \( P : G/\Gamma \to \mathbb{R} \) such that

\[
 UP = f \quad \text{and} \quad XP = g.
\]

Our strategy is to choose a subalgebra \( \mathfrak{h} \subset \mathfrak{g} \) containing \( \mathfrak{u} \) and \( \mathfrak{x} \), and consider its corresponding subgroup \( H \subset G \). We have the left-regular unitary representation of \( H \) on \( L^2(G/\Gamma) \), so there is a direct integral decomposition

\[
 L^2(G/\Gamma) = \int_{\oplus} H_\nu ds(\nu),
\]

where \( ds \)-almost all \( H_\nu \) are irreducible. Naturally, the corresponding decomposition of \( f \in L^2(G/\Gamma) \) is denoted

\[
 f = \int_{\oplus} f_\nu ds(\nu), \quad f_\nu \in H_\nu.
\]

(This decomposition also holds for the Sobolev spaces, \( W^s(L^2(G/\Gamma)) \)). The idea will be to choose an \( \mathfrak{h} \) whose representations are well-enough understood that we can find solutions \( P_\nu \) to the cohomology equation in each irreducible \( H_\nu \). This, together with estimates on the Sobolev norms of the \( P_\nu \), will allow us to glue these solutions together to get a global solution \( P \in L^2(G/\Gamma) \).
Next, we must show that the solution $P$ is smooth on $G/\Gamma$. For this, we consider the stable and unstable submanifolds of $G/\Gamma$ with respect to the flow $\phi_t^X$ along the semisimple element $X \in g$. A Livsic type argument will show that $P$ is smooth along these foliations. (It is worth noting that this is the only place where the compactness of $\Gamma \subset G$ is used.) Then, since these directions span $g$ as a Lie algebra, we can use Theorem 2.3 to show that $P$ is smooth on $G/\Gamma$.

The following sections are devoted to proving these claims.

3.2. Restatement of the problem. We have a noncompact semisimple Lie group $G$ with finite center, and $\Gamma \subset G$ a cocompact irreducible lattice. We have a nilpotent element $U \in g := \text{Lie}(G)$ and a commuting semisimple element $X \in g$. The flows of $U$ and $X$ on $G/\Gamma$ can be seen as a group action by the subgroup $A \subset G$ corresponding to the Lie subalgebra generated by $U$ and $X$. We are given a cocycle

$$\alpha : A \times G/\Gamma \to \mathbb{R}$$

that is smooth in the sense that it is a smooth map, and $\alpha(a, \cdot) \in C^\infty(L^2(G/\Gamma))$ for all $a \in A$. Defining the infinitesimal generator $\omega$ of $\alpha$ as in Section 2.1, one sees that $\alpha$ is completely determined by the functions $f = \omega(U), g = \omega(X) \in C^\infty(L^2(G/\Gamma))$. A simple calculation shows that the cocycle identity is now the relation $Ug = Xf$.

From the cohomology equation one sees that if $\alpha$ is cohomologous to a constant cocycle $c : A \to \mathbb{R}$, then $c$ is determined by

$$c(a) = \int_{G/\Gamma} \alpha(a, g) dg_{\Gamma}.$$ 

Thus, showing that all smooth cocycles are cohomologically constant is equivalent to showing that all smooth cocycles which integrate to 0 are cohomologically trivial. We will assume then that

$$\int_{G/\Gamma} \alpha(a, g) dg_{\Gamma} = 0$$

for all $a \in A$.

In terms of the infinitesimal generator $\omega$, showing the cocycle is cohomologically trivial is equivalent to showing that $\omega = dP$ for some function $P$. We now recast Theorem A in terms of the functions $f$ and $g$.

**Theorem A.** Suppose $G$ is a noncompact semisimple Lie group with finite center, and $\Gamma \subset G$ is a cocompact irreducible lattice. Suppose $U \in g$ is nilpotent and $X \in g$ is a semisimple element such that $[U, X] = 0$, and assume the Lie algebra of each factor of $G$ contains (un)stable
vectors for the flow $\phi_t^X$. Suppose $f, g \in C^\infty(L^2(G/\Gamma))$ satisfy $Ug = Xf$ and both $f$ and $g$ integrate to 0. Then there exists $P \in C^\infty(G/\Gamma)$ such that $UP = f$ and $XP = g$.

In the next section we introduce a subalgebra $\mathfrak{h} \subset \mathfrak{g}$ containing $U$ and $X$ whose representations will be useful to our treatment of the problem.

### 3.3. Defining a useful subalgebra $\mathfrak{h}$.

By the following generalization of the Jacobson-Morozov Lemma [13], we can find a subalgebra $\mathfrak{h}_1 \subset \mathfrak{g}$ such that $\mathfrak{h}_1 \cong \mathfrak{sl}(2, \mathbb{R})$, $U = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \in \mathfrak{sl}(2, \mathbb{R})$, and $[X, \mathfrak{sl}(2, \mathbb{R})] = 0$.

**Theorem 3.1** (Jacobson-Morozov). Let $U$ be a nilpotent element in a semisimple Lie algebra $\mathfrak{g}$, commuting with a semisimple element $X \in \mathfrak{g}$. Then there exist a semisimple element $Y \in \mathfrak{g}$ and a nilpotent element $V \in \mathfrak{g}$ such that $[Y, U] = U$, $[Y, V] = -V$, and $[U, V] = Y$, where $Y$ and $V$ commute with $X$.

Now we can consider the subalgebra $\mathfrak{h} := \mathfrak{h}_1 \times \mathfrak{h}_2 = \mathfrak{sl}(2, \mathbb{R}) \times \mathbb{R}X$. The subgroup $H \subset G$ corresponding to $\mathfrak{h}$ is a product, $H = H_1 \times H_2$ where $H_1 = \text{SL}(2, \mathbb{R})^k$ is a $k$-sheeted cover of $\text{SL}(2, \mathbb{R})$, and $H_2 = \mathbb{R}_+$. The advantage of this is that the unitary representations of $H$ are easy to work with. Our ultimate goal is to find $P \in C^\infty(G/\Gamma)$ such that $UP = f$ and $XP = g$. The first step toward achieving this is to prove the following lemma and apply it to the left-regular representation of $H$ on $L^2(G/\Gamma)$.

**Lemma 3.2.** Suppose $\mathcal{H}$ is a unitary representation of $H_1 \times H_2$, and suppose there is a spectral gap for the Casimir operator from $H_1$. If $f, g \in C^\infty(\mathcal{H})$ satisfy $Ug = Xf$, then there exists $P \in \mathcal{H}$ satisfying $UP = f$.

The next few sections will be devoted to proving Lemma 3.2. The full proof is stated in Section 3.7. First, we will summarize some of the details of the representation theory of $\mathfrak{h}$.

### 3.4. Representations of $\mathfrak{h}$.

The subgroup of $G$ corresponding to the subalgebra $\mathfrak{h} \subset \mathfrak{g}$ is $H = H_1 \times H_2$, where $\mathfrak{h}_i$ is the Lie algebra $H_i$. Irreducible unitary representations of $H$ are of the form $\mathcal{H}_\mu \otimes \mathcal{H}_\theta$, where $\mathcal{H}_\mu$ is an irreducible unitary representation of $H_1$ and $\mathcal{H}_\theta$ is an irreducible unitary representation of $H_2$. The subscripts $\mu$ and $\theta$ are explained in the following subsections.
3.4.1. Representations of $\mathfrak{h}_1 = \mathfrak{sl}(2, \mathbb{R})$. We will be concerned with the irreducible unitarizable representations of $\mathfrak{sl}(2, \mathbb{R})$; that is, those representations that arise as the derivatives of irreducible unitary representations of some Lie group whose Lie algebra is $\mathfrak{sl}(2, \mathbb{R})$ (in our study, this Lie group is being denoted $H_1$). In fact, all such representations can be realized from irreducible unitary representations of some finite cover of $\text{SL}(2, \mathbb{R})$. In turn, all of these are unitarily equivalent to irreducible representations of $\text{SL}(2, \mathbb{R})$, itself [4].

We fix the following generators for $\mathfrak{sl}(2, \mathbb{R})$.

$$X = \begin{pmatrix} 1/2 & 0 \\ 0 & -1/2 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -1/2 \\ -1/2 & 0 \end{pmatrix}, \quad \Theta = \begin{pmatrix} 0 & 1/2 \\ -1/2 & 0 \end{pmatrix}.$$

Then we have the Laplacian operator defined by $\Delta = X^2 + Y^2 + \Theta^2$, and the Casimir operator defined by $\Box = X^2 + Y^2 - \Theta^2$. The Casimir operator is in the center of the universal enveloping algebra of $\mathfrak{sl}(2, \mathbb{R})$, and so it acts as a multiplicative scalar in each irreducible representation. The value of this scalar classifies the irreducible representations of $\text{SL}(2, \mathbb{R})$, so we will denote by $H_\mu$ the representation where $\Box$ acts by $-\mu$.

Any unitary representation of $H_1$ decomposes as a direct integral of $H_\mu$’s. If there exists a $\mu_0$ such that $0 < \mu_0 < \mu$ for all $H_\mu$ appearing in this decomposition, we say that the unitary representation has a spectral gap for the Casimir operator.

3.4.2. Representations of $\mathfrak{h}_2 = \mathbb{R}X$. Since $H_2$ is abelian, any element $\exp(tX)$ acts as the multiplicative scalar $e^{it\theta}$ in an irreducible unitary representation $H_\theta$, for some real $\theta$. For our purposes, the most important feature of $H_\theta$ is that it is one dimensional. As such, we can pick a smooth vector $v_\theta \in H_\theta$ of norm 1 as a basis.

3.5.Invariant distributions and vanishing of obstructions. In general, given an irreducible unitary representation of a Lie algebra $\mathfrak{h}$ on a Hilbert space $\mathcal{H}$, one has obstructions to solving the cohomology equation coming from distributions that are invariant under the flow. For example, given $U \in \mathfrak{h}$ and $w \in C^\infty(\mathcal{H})$, in order to solve the equation $Uv = w$, one must have that $D(w) = 0$ for every $U$-invariant distribution $D$. The set of $U$-invariant distributions on a representation $\mathcal{H}$ is denoted $\mathcal{I}_U(\mathcal{H})$.

Now, we recall our situation, where $\mathfrak{h} = \mathfrak{h}_1 \times \mathfrak{h}_2$, $\mathfrak{h}_1 = \mathfrak{sl}(2, \mathbb{R})$, and $U, X$ are in $\mathfrak{h}_1, \mathfrak{h}_2$, respectively. (See Section 3.3.) Consider an irreducible representation $\mathcal{H}_{\mu, \theta} = \mathcal{H}_\mu \otimes \mathcal{H}_\theta$, and a cocycle given by $f_{\mu, \theta}, g_{\mu, \theta} \in C^\infty(\mathcal{H}_{\mu, \theta})$ satisfying $Ug_{\mu, \theta} = Xf_{\mu, \theta}$. We write $f_{\mu, \theta} = f_\mu \otimes v_\theta$. 
and \( g_{\mu,\theta} = g_{\mu} \otimes v_{\theta} \) for some \( f_{\mu} \) and \( g_{\mu} \) in \( \mathcal{H}_{\mu} \), recalling that \( v_{\theta} \in \mathcal{H}_{\theta} \) is the norm 1 basis discussed in Section 3.4.2.

The goal of this section is to show that the obstructions coming from the first factor vanish. More precisely, we show that if \( D \) is a \( \mathcal{U} \)-invariant distribution on \( W^s(\mathcal{H}_{\mu}) \), the Sobolev space of order \( s \geq 0 \), then \( D(f_{\mu}) = 0 \). (It will turn out that this is enough to write down a solution to the cohomology equation in \( \mathcal{H}_{\mu} \otimes \mathcal{H}_{\theta} \).

The following lemma was communicated to us by L. Flaminio in a more general form than the one in which we present it; we give a statement and proof that applies specifically to our setup. Keeping the same notation as above, \( \mathcal{U} \in \mathfrak{h}_1 \), \( \mathfrak{X} \in \mathfrak{h}_2 \), and \( \mathcal{H}_{\mu} \otimes \mathcal{H}_{\theta} \) is an irreducible representation of \( H \).

Lemma 3.3 (Flaminio). Let \( D \in \mathcal{I}_U(W^s(\mathcal{H}_{\mu})) \), where \( s \geq 0 \). Define \( \bar{D} : W^s(\mathcal{H}_{\mu}) \otimes \mathcal{H}_{\theta} \to \mathcal{H}_{\theta} \) by

\[
\bar{D} = D \otimes 1.
\]

That is, for all \( u \in W^s(\mathcal{H}_{\mu}) \) and \( v \in \mathcal{H}_{\theta} \), \( \bar{D}(u \otimes v) = D(u)v \). Suppose that \( f, g \in \mathcal{C}^\infty(\mathcal{H}_{\mu} \otimes \mathcal{H}_{\theta}) \) satisfy \( \mathcal{U}g = \mathfrak{X}f \). Furthermore, suppose that the equation \( \mathfrak{X}w = 0 \) implies that \( w = 0 \). Then \( \bar{D}(f) = 0 \).

Proof. By the \( \mathcal{U} \)-invariance of \( D \), we see that for any \( u \otimes v \in W^s(\mathcal{H}_{\mu}) \otimes \mathcal{H}_{\theta} \),

\[
\bar{D}(\mathcal{U}(u \otimes v)) = \bar{D}(\mathcal{U}u \otimes v) = D(\mathcal{U}u)v = 0.
\]

Therefore, we have \( \bar{D}(\mathcal{U}w) = 0 \) for all \( w \in W^s(\mathcal{H}_{\mu}) \otimes \mathcal{H}_{\theta} \). Now, the diagram

\[
\begin{array}{ccc}
W^s(\mathcal{H}_{\mu}) \otimes \mathcal{H}_{\theta} & \xrightarrow{D} & \mathcal{H}_{\theta} \\
1 \otimes \pi_\theta & \downarrow \pi_\theta & \\
W^s(\mathcal{H}_{\mu}) \otimes \mathcal{H}_{\theta} & \xrightarrow{D} & \mathcal{H}_{\theta}
\end{array}
\]

commutes, where \( \pi_\theta \) denotes the representation of \( \mathfrak{h}_2 \) on \( \mathcal{H}_{\theta} \), and the vertical arrows correspond to the map obtained by choosing some element of \( \mathfrak{h}_2 \). So, we have that

\[
\mathfrak{X} \bar{D}(f) = \bar{D}(\mathfrak{X}f) = \bar{D}(\mathcal{U}g) = 0.
\]

By the last assumption in the Lemma, this implies that \( \bar{D}(f) = 0 \). \qed

In our situation we indeed have that the equation \( \mathfrak{X}w = 0 \) implies \( w = 0 \). (This follows from ergodicity of the flow of \( \mathfrak{X} \) on \( G/\Gamma \).) Therefore, we can apply Lemma 3.3 to see that \( \bar{D}(f_{\mu,\theta}) = 0 \) for any
D \in \mathcal{I}_d(W^s(\mathcal{H}_\mu)). But,

\begin{align*}
\bar{D}(f_{\mu,\theta}) &= \bar{D}(f_\mu \otimes v_\theta) \\
&= D(f_\mu)v_\theta \\
&= 0,
\end{align*}

therefore,

\[ D(f_\mu) = 0. \]

In the next section, we will use this to write down a solution \( P_{\mu,\theta} \in \mathcal{H}_\mu \otimes \mathcal{H}_\theta. \)

### 3.6. Solutions in irreducible representations of \( \mathfrak{h} \)

In [3], Flaminio and Forni proved the following theorem which shows that, for horocycle flows on quotients of \( \text{PSL}(2, \mathbb{R}) \), the \( \mathcal{U} \)-invariant distributions are the only obstructions to solving the cohomology equation for a given function \( f \in W^s(\mathcal{H}_\mu). \) Furthermore, the solution comes with a fixed loss of regularity. (A calculation on the second principal series representations shows that the result also holds for \( \text{SL}(2, \mathbb{R})/\Gamma. \)) We will apply this to \( f_\mu \) to get a solution on the first factor, and then use this to write a solution in \( \mathcal{H}_\mu \otimes \mathcal{H}_\theta. \)

**Theorem 3.4 (Flaminio-Forni).** Let \( s > 1. \) If \( \mu > \mu_0 > 0, \) then there exists a constant \( C_{\mu_0,s,t} \) such that for all \( f \in W^s(\mathcal{H}_\mu), \)

- if \( t < -1, \) or
- if \( t < s - 1 \) and \( D(f) = 0 \) for all \( D \in \mathcal{I}_d(W^s(\mathcal{H}_\mu)), \)

then the equation \( \mathcal{U}P = f \) has a solution \( P \in W^t(\mathcal{H}_\mu), \) which satisfies the Sobolev estimate

\[ \|P\|_t \leq C_{\mu_0,s,t} \|f\|_s. \]

Solutions are unique modulo the trivial subrepresentation if \( t > 0. \)

In Section 3.5, we saw that for any \( D \in \mathcal{I}_d(W^s(\mathcal{H}_\mu)), \) \( D(f_\mu) = 0. \) Therefore, we can apply Theorem 3.4 to obtain a solution \( P_\mu \in \mathcal{H}_\mu \) to the equation \( \mathcal{U}P_\mu = f_\mu, \) satisfying the estimate

\[ \|P_\mu\| \leq C_{\mu_0,1+\epsilon,0} \|f_\mu\|_{1+\epsilon}, \]

where \( 0 < \mu_0 < \mu \) and \( \epsilon > 0. \) Set \( P_{\mu,\theta} = P_\mu \otimes v_\theta. \)

**Lemma 3.5.** \( P_{\mu,\theta} \) as defined above is a solution to \( \mathcal{U}P_{\mu,\theta} = f_{\mu,\theta} \) in the irreducible representation \( \mathcal{H}_\mu \otimes \mathcal{H}_\theta, \) and it satisfies the estimate

\[ \|P_{\mu,\theta}\| \leq C_{\mu_0,1+\epsilon,0} \|f_{\mu,\theta}\|_{1+\epsilon} \]

for any \( \epsilon > 0. \)
Proof. The first assertion follows from
\[ U P_{\mu,\theta} = U(P_{\mu} \otimes v_\theta) = (U P_{\mu}) \otimes v_\theta = f_\mu \otimes v_\theta = f_{\mu,\theta}. \]
The norm estimate comes from combining \[ \|P_{\mu}\| = \|P_{\mu,\theta}\| \]
and
\[ \|f_\mu\|_{1+\epsilon} \leq \|f_{\mu,\theta}\|_{1+\epsilon} \]
with the estimate on \( P_{\mu} \) obtained from applying Theorem 3.4. □

3.7. Global solution. We are now prepared to build a global solution \( P \) in any unitary representation \( \mathcal{H} \) of \( H_1 \times H_2 \) that has a spectral gap for the Casimir operator from \( H_1 \). That is, we can prove Lemma 3.2.

Proof of Lemma 3.2 We have the decomposition
\[ \mathcal{H} = \int \oplus \mathcal{H}_\mu \otimes \mathcal{H}_\theta ds(\mu, \theta) \]
where each irreducible \( \mathcal{H}_\mu \otimes \mathcal{H}_\theta \) appears with some multiplicity \( m(\mu, \theta) \).

We then decompose \( f \) and \( g \) as
\[ f = \int \oplus f_{\mu,\theta} ds(\mu, \theta), \quad f_{\mu,\theta} \in \mathcal{H}_\mu \otimes \mathcal{H}_\theta \]
and
\[ g = \int \oplus g_{\mu,\theta} ds(\mu, \theta), \quad g_{\mu,\theta} \in \mathcal{H}_\mu \otimes \mathcal{H}_\theta. \]

From Lemma 3.5, we have solutions \( P_{\mu,\theta} \) in each irreducible representation \( \mathcal{H}_\mu \otimes \mathcal{H}_\theta \). Set
\[ P = \int \oplus P_{\mu,\theta} ds(\mu, \theta). \]

Then it is clear that \( UP = f \), formally.

To see that \( P \in \mathcal{H} \), we use the estimates on the norms of the \( P_{\mu,\theta} \). We have
\[ \|P\|^2 = \int \oplus \|P_{\mu,\theta}\|^2 ds(\mu, \theta) \leq \int \oplus C_{\mu_0,1+\epsilon,0} \|f_{\mu,\theta}\|_{1+\epsilon}^2 ds(\mu, \theta) = C_{\mu_0,1+\epsilon,0} \|f\|^2_{1+\epsilon} \]
where $0 < \mu_0 < \mu$ for all $\mu$ that appear in the decomposition of $\mathcal{H}$, and $\epsilon > 0$. This proves that $P \in \mathcal{H}$. □

The restriction of $L^2(G/\Gamma)$ to $H_1$ has a spectral gap. This follows from work of D. Kleinbock and G. Margulis in [8] which, when combined with a theorem of Y. Shalom in [12], yields the following theorem, quoted from [11].

**Theorem 3.6.** Let $G = G_1 \times \cdots \times G_k$ be a product of noncompact simple Lie groups, $\Gamma \subset G$ an irreducible lattice, and $H \subset G$ a non-amenable closed subgroup. Then the restriction of $L^2(G/\Gamma)$ to $H$ has a spectral gap.

Therefore, we can apply Lemma 3.2 to obtain a solution $P \in L^2(G/\Gamma)$ to the equation $\mathcal{U}P = f$. Now, for a fixed $t \in \mathbb{R}$, we have

$$\mathcal{U}(P(\phi_t^X x) - P(x)) = \frac{d}{ds}[P(\phi_t^X \phi_s^U x) - P(\phi_s^U x)]_{s=0}$$

$$= \frac{d}{ds}[P(\phi_s^U \phi_t^X x)]_{s=0} - \frac{d}{ds}[P(\phi_s^U x)]_{s=0},$$

since the flows of $\mathcal{X}$ and $\mathcal{U}$ commute. Then, because $\mathcal{U}P = f$,

$$= f(\phi_t^X x) - f(x)$$

$$= \int_0^t \frac{d}{d\tau}[f(\phi_\tau^X x)] d\tau$$

$$= \int_0^t \mathcal{X} f(\phi_\tau^X x) d\tau,$$

which, by the identity $\mathcal{U}g = \mathcal{X}f$,

$$= \int_0^t \mathcal{U}g(\phi_\tau^X x) d\tau$$

$$= \mathcal{U}(\int_0^t g(\phi_\tau^X x) d\tau).$$

Since the flow of $\mathcal{U}$ on $G/\Gamma$ is ergodic, this implies that

$$P(\phi_t^X x) - P(x) = \int_0^t g(\phi_\tau^X x) d\tau.$$

One sees that the right hand side is differentiable in $t$. Differentiating, we obtain $\mathcal{X}P = g$. Thus, $P$ simultaneously solves $\mathcal{U}P = f$ and $\mathcal{X}P = g$.

Our task in the next section is to show that $P$ is smooth.
3.8. Smoothness of global solution; proof of Theorem A. By the assumption on $\mathcal{X} \in \mathfrak{g}$, we have a splitting of the tangent bundle of $G/\Gamma$,

$$T(G/\Gamma) = E^- \oplus E^0 \oplus E^+,$$

where $E^-$ and $E^+$ are the stable and unstable distributions with respect to the flow of $\mathcal{X}$; that is, there exist constants $A, B, \Lambda_-, \Lambda_+ \in \mathbb{R}_+$ such that

$$\|d\phi^X_t(V)\| \leq A \cdot e^{-t\Lambda_-} \cdot \|V\|$$

for all $V \in E^-$ and $t > 0$, and

$$\|d\phi^{-X}_{-t}(W)\| \leq B \cdot e^{-t\Lambda_+} \cdot \|W\|$$

for all $W \in E^+$ and $t > 0$. Furthermore, we have assumed that the intersections $E^- \cap \mathfrak{g}_i$ and $E^+ \cap \mathfrak{g}_i$ are nontrivial for all $i = 1, \ldots, k$. The distributions $E^-$ and $E^+$ integrate to the stable and unstable foliations for the flow $\phi^X_t$ on $G/\Gamma$, denoted $W^-$ and $W^+$, respectively. For $y \in W^-(x)$ and $z \in W^+(x)$, we have

$$\text{dist}(\exp(t\mathcal{X})x, \exp(t\mathcal{X})y) \leq A \cdot e^{-t\Lambda_-} \cdot \text{dist}(x, y),$$

and

$$\text{dist}(\exp(-t\mathcal{X})x, \exp(-t\mathcal{X})z) \leq B \cdot e^{-t\Lambda_+} \cdot \text{dist}(x, z),$$

for all $t > 0$.

We will begin our proof that the solution $P \in L^2(G/\Gamma)$ is smooth by examining how $P$ behaves along leaves of the foliations $W^-$ and $W^+$. The following lemma will establish that $P$ satisfies a Lipschitz continuity condition locally on these leaves.

**Lemma 3.7.** For almost every $x \in G/\Gamma$, there is a neighborhood $V_x \subset W^-(x)$ containing $x$ such that for almost every $y \in V_x$, the following holds:

$$|P(x) - P(y)| \leq K_- \cdot \text{dist}(x, y),$$

where $K_- > 0$ is a constant. Similarly, there is a neighborhood $V'_x \subset W^+(x)$ such that for almost every $y \in V'_x$, the following holds:

$$|P(x) - P(y)| \leq K_+ \cdot \text{dist}(x, y),$$

where $K_+ > 0$ is a constant.

**Proof.** To begin, note that for any $x, y \in G/\Gamma$,

$$|P(y) - P(x)| =$$

(3) $|P(y) - P(\exp(t\mathcal{X})y)|$

(4) $+ P(\exp(t\mathcal{X})y) - P(\exp(t\mathcal{X})x)$

(5) $+ P(\exp(t\mathcal{X})x) - P(x).$
Combining lines (3) and (5), we have

\[
|P(y) - P(x)| = |\int_0^t (\mathcal{X}P(\exp(\tau\mathcal{X})x) - \mathcal{X}P(\exp(\tau\mathcal{X})y)) d\tau + P(\exp(t\mathcal{X})y) - P(\exp(t\mathcal{X})x)|. \\
\]

\[
= |\int_0^t (g(\exp(\tau\mathcal{X})x) - g(\exp(\tau\mathcal{X})y)) d\tau + P(\exp(t\mathcal{X})y) - P(\exp(t\mathcal{X})x)|. \\
\]

We will show that for almost every \(x \in G/\Gamma\) and almost every \(y\) in some neighborhood \(V_x \subset W^-(x)\) containing \(x\), there is an increasing divergent sequence \(\{t_k\}\) such that

\[
|P(\exp(t_k\mathcal{X})y) - P(\exp(t_k\mathcal{X})x)| \to 0.
\]

We begin by noting that, since \(\mathcal{X}P = g\) is smooth and \(G/\Gamma\) is compact, \(g\) is Lipschitz continuous on \(G/\Gamma\). That is, for all \(x, y \in G/\Gamma\), we have

\[
|g(x) - g(y)| \leq C \cdot \text{dist}(x, y)
\]

for some \(C > 0\).

We cover \(G/\Gamma\) by a collection of coordinate charts of the form \(U \times V\), where \(\{z\} \times V\) is a neighborhood of a stable leaf of \(W^-\) for every \(z \in U\). Since the foliation is absolutely continuous, this can be done in such a way that Fubini’s theorem holds in each of these charts, with respect to Lebesgue measures on \(U\) and \(V\).

Let \(E \subset G/\Gamma\) be a Luzin set for \(P\) of measure 0.99. Then for almost every \(x \in G/\Gamma\),

\[
\frac{1}{T} \int_0^T \chi_E(\exp(t\mathcal{X})x) dt \to 0.99,
\]

as \(T \to \infty\), where \(\chi_E\) is the characteristic function for \(E\). Suppose \(U_x \times V_x\) is a coordinate chart containing \(x\). By Fubini’s Theorem, we also have that for almost every \(x \in G/\Gamma\), and almost every \(y \in \{p_1(x)\} \times V_x\),

\[
\frac{1}{T} \int_0^T \chi_E(\exp(t\mathcal{X})y) dt \to 0.99.
\]

(Here, \(p_1 : U_x \times V_x \to U_x\) is projection onto the first coordinate.) For such \(x\) and \(y\), there is an increasing divergent sequence \(\{t_k\} \subset \mathbb{R}_+\) such that \(\exp(t_k\mathcal{X})x\) and \(\exp(t_k\mathcal{X})y\) are in the Luzin set \(E\) for all \(k\). Thus, for almost every \(x \in G/\Gamma\) and almost every \(y \in \{p_1(x)\} \times V_x\),

\[
|P(\exp(t_k\mathcal{X})y) - P(\exp(t_k\mathcal{X})x)| \to 0.
\]
Now, for these $x \in G/\Gamma$ and $y \in \{p_1(x)\} \times V_x$,

\[
|P(y) - P(x)| = \left| \int_0^\infty (g(\exp(\tau X)x) - g(\exp(\tau X)y)) d\tau \right|
\leq \int_0^\infty |(g(\exp(\tau X)x) - g(\exp(\tau X)y))| d\tau
\leq \int_0^\infty C \cdot \text{dist}(\exp(\tau X)y, \exp(\tau X)x) d\tau
\leq \int_0^\infty C \cdot A \cdot \text{dist}(y, x) e^{-\tau \Lambda_-} d\tau
= \frac{C \cdot A}{\Lambda_-} \cdot \text{dist}(x, y).
\]

This is the desired local Lipschitz condition along stable leaves for the flow of $X$, with $K_- = \frac{C \cdot A}{\Lambda_-}$.

The preceding argument holds \textit{mutatis mutandis} for the unstable foliation, $W^+$. \hfill \Box

We use this Lipschitz condition in the following lemma, which establishes that $P$ can be differentiated in stable and unstable directions.

**Lemma 3.8.** Suppose $P \in L^2(G/\Gamma)$ satisfies $XP = g$, where $X \in \mathfrak{g}$ is semisimple and $g \in C^\infty(L^2(G/\Gamma))$. Let $V$ be a stable or unstable vector for the flow of $X$. Then $V^k P \in L^2(G/\Gamma)$ for all $k \in \mathbb{N}$.

**Proof.** Without loss of generality, we assume $V$ is a stable unit vector for $X$; that is, $V \in E^-$ and $\|V\| = 1$. The following argument can be carried out for unstable vectors by considering negative time.

We now compute

\[
V P(x) = \lim_{s \to 0} \frac{P(\exp(s V)x) - P(x)}{s}
\]

(6) \hspace{1cm} \begin{align*}
&= \lim_{s \to 0} \frac{1}{s} (P(\exp(s V)x) - P(\exp(t X)\exp(s V)x)) \\
&+ \lim_{s \to 0} \frac{1}{s} (P(\exp(t X)\exp(s V)x) - P(\exp(t X)x)) \\
&+ \lim_{s \to 0} \frac{1}{s} (P(\exp(t X)x) - P(x))
\end{align*}

(7) \hspace{1cm} (8)

where $t \in \mathbb{R}_+$. Combining lines (6) and (8), we have

\[
V P(x) = \lim_{s \to 0} \frac{1}{s} \int_0^t (XP(\exp(\tau X)x) - XP(\exp(\tau X)\exp(s V)x)) d\tau
+ \lim_{s \to 0} \frac{1}{s} (P(\exp(t X)\exp(s V)x) - P(\exp(t X)x)).
\]
Setting $g_\tau(x) := g(\exp(\tau X)x)$,
\[
\mathcal{V} P(x) = \lim_{s \to 0} \frac{1}{s} \int_0^t (g_\tau(x) - g_\tau(\exp(s\mathcal{V})x))d\tau
\]
\[
+ \lim_{s \to 0} \frac{1}{s} (P(\exp(t\mathcal{X})\exp(s\mathcal{V})x) - P(\exp(t\mathcal{X})x))
\]
\[
= - \lim_{s \to 0} \frac{1}{s} \int_0^t \int_0^s \mathcal{V} g_\tau(\exp(\sigma\mathcal{V})x)d\sigma d\tau
\]
\[
+ \lim_{s \to 0} \frac{1}{s} (P(\exp(t\mathcal{X})\exp(s\mathcal{V})x) - P(\exp(t\mathcal{X})x))
\]
\[
= - \int_0^t \mathcal{V} g_\tau(x)d\tau
\]
\[
+ \lim_{s \to 0} \frac{1}{s} (P(\exp(t\mathcal{X})\exp(s\mathcal{V})x) - P(\exp(t\mathcal{X})x)).
\]

Since this expression is constant in $t$, we can take a limit,
\[
\mathcal{V} P(x) = - \lim_{t \to \infty} \int_0^t \mathcal{V} g_\tau(x)d\tau
\]
\[
+ \lim_{t \to \infty} \lim_{s \to 0} \frac{1}{s} (P(\exp(t\mathcal{X})\exp(s\mathcal{V})x) - P(\exp(t\mathcal{X})x)).
\]

By Lemma 3.7, we have control over line (9) for almost every $x$ in the following way:
\[
\left| \lim_{t \to \infty} \lim_{s \to 0} \frac{1}{s} (P(\exp(t\mathcal{X})\exp(s\mathcal{V})x) - P(\exp(t\mathcal{X})x)) \right|
\]
\[
\leq \lim_{t \to \infty} \lim_{s \to 0} \frac{K \cdot A \cdot e^{-t\Lambda^{-}}} {s} \cdot \text{dist}(\exp(s\mathcal{V})x, x)
\]
\[
\leq \lim_{t \to \infty} \lim_{s \to 0} \frac{K \cdot A \cdot e^{-t\Lambda^{-}}} {s} \cdot s
\]
\[
= 0.
\]

So we are left with
\[
\mathcal{V} P(x) = - \int_0^\infty \mathcal{V} g_\tau(x)d\tau.
\]

The following calculations will show that (10) defines an $L^2$-function on $G/\Gamma$. Since $\mathcal{V} \in E^-$,
\[
\left| \int_0^t \mathcal{V} g_\tau(x)d\tau \right| \leq \int_0^t A \cdot e^{-t\Lambda^{-}} \cdot |\mathcal{V} g(\exp(\tau X)x)| d\tau.
\]
We define the functions
\[ h_t(x) = \int_0^t A \cdot e^{-\tau A} \cdot |\mathcal{V}g(\exp(\tau \mathcal{X})x)|\,d\tau \]
and
\[ H_t(x) = -\int_0^t \mathcal{V}g_r(x)d\tau \]
for \( t \in \mathbb{R}_+ \). Then we have that \(|H_n(x)| \leq h_n(x)|\) for all \( n \in \mathbb{N} \). Denoting Haar measure on \( G/\Gamma \) by \( \mu \), we have
\[
\|h_t\|_{L^2}^2 = \int_{G/\Gamma} \left| \int_0^t A \cdot e^{-\tau A} \cdot \mathcal{V}g(\exp(\tau \mathcal{X})x)d\tau \right|^2 d\mu
\leq \int_{G/\Gamma} \int_0^t |A \cdot e^{-\tau A} \cdot \mathcal{V}g(\exp(\tau \mathcal{X})x)|^2 d\tau d\mu
= \int_0^t \int_{G/\Gamma} A^2 \cdot e^{-2\tau A} \cdot |\mathcal{V}g(\exp(\tau \mathcal{X})x)|^2 d\mu d\tau
= \int_0^t A^2 \cdot e^{-2\tau A} \cdot \|\mathcal{V}g\|_{L^2}^2 d\tau.
\]
It is easy to see that the sequence \( \{h_n\}_{n \in \mathbb{N}} \subset L^2(G/\Gamma) \) is Cauchy, so converges in \( L^2(G/\Gamma) \). Now, the sequence \( \{H_n\} \) is dominated by \( \{h_n\} \), therefore, by the Dominated Convergence Theorem, \( \mathcal{V}P \in L^2(G/\Gamma) \).

We now show that \( \mathcal{V}^2P(x) \in L^2(G/\Gamma) \). It will be apparent that one can apply \( \mathcal{V} \) successively with the same procedure. First, we apply \( \mathcal{V} \) to expression (10) to yield
\[
|\mathcal{V}^2P(x)| = \left| -\lim_{s \to 0} \frac{1}{s} \int_0^\infty (\mathcal{V}g_r(\exp(s\mathcal{V})x) - \mathcal{V}g_r(x))d\tau \right|
\leq \lim_{s \to 0} \frac{1}{s} \int_0^\infty |\mathcal{V}g_r(\exp(s\mathcal{V})x) - \mathcal{V}g_r(x)|\,d\tau
\leq \lim_{s \to 0} \frac{1}{s} \cdot A \cdot e^{-\tau A} \cdot |\mathcal{V}g(\exp(s\mathcal{V})\exp(\tau \mathcal{X})x) - \mathcal{V}g(\exp(\tau \mathcal{X})x)|\,d\tau
\]
Since \( \mathcal{V}g \) is smooth on \( G/\Gamma \), we have that
\[
\frac{1}{s} |\mathcal{V}g(\exp(s\mathcal{V})\exp(\tau \mathcal{X})x) - \mathcal{V}g(\exp(\tau \mathcal{X})x)| \leq M
\]
for all \( s > 0 \), and some \( M > 0 \). Therefore, the integrand is dominated by \( M(\tau) = M \cdot A \cdot e^{-\tau A} \). Thus, by the Dominated Convergence Theorem, we can bring the limit inside to see that \( \mathcal{V}^2P \in L^2(G/\Gamma) \). Furthermore, one can repeat this procedure, applying \( \mathcal{V} \) to (10), to see that \( \mathcal{V}^kP \in L^2(G/\Gamma) \) for all \( k \). \( \square \)
We will use the following lemma to show that the stable and unstable directions span \( g \) as a Lie algebra, that is, by taking successive brackets.

By Theorem 2.3, this will imply that \( P \) is smooth on \( G/\Gamma \).

**Lemma 3.9.** Suppose \( g \) is a simple Lie algebra, and \( X \in g \) is a semisimple element with nonzero stable and unstable vectors in \( g \). Consider the splitting

\[
g = E^- \oplus E^0 \oplus E^+
\]

into stable and unstable directions. Let \( \mathcal{L} \subset g \) be the subalgebra generated by \( E^- \) and \( E^+ \). Then \( \mathcal{L} = g \).

**Proof.** We will show that \( \mathcal{L} \subset g \) is an ideal. Note that every element of \( \mathcal{L} \) is a sum of elements of the form

\[
V = [V_1, [V_2, [V_3, \ldots, [V_{k-1}, V_k] \ldots]]]
\]

where \( V_i \) is either in \( E^- \) or \( E^+ \). Suppose \( W \in E^0 \). By repeatedly applying the Jacobi identity, we can express \([V, W]\) as a sum of terms of the form

\[
W_\sigma = \pm[V_{\sigma(1)}, [V_{\sigma(2)}, [V_{\sigma(3)}, \ldots, [V_{\sigma(k)}, W] \ldots]]]
\]

where \( \sigma \) is a permutation on the set \( \{1, 2, 3, \ldots, k\} \). It is easy to see that if \( V_{\sigma(k)} \) is stable, then so is \([V_{\sigma(k)}, W]\); similarly, if \( V_{\sigma(k)} \) is unstable, then so is \([V_{\sigma(k)}, W]\). Therefore, \( W_\sigma \in \mathcal{L} \) and \([V, W] \in \mathcal{L} \). This proves that \( \mathcal{L} \) is an ideal in \( g \). \( \mathcal{L} \) contains nonzero elements, therefore, \( \mathcal{L} = g \). \( \square \)

We are now ready to state the proof of the first main theorem.

**Proof of Theorem A.** We have a semisimple Lie group \( G \) with finite center, \( \Gamma \subset G \) a lattice, \( U \in g \) nilpotent, and \( X \in g \) semisimple and commuting with \( U \), such that the flow \( \phi^X_t \) has stable and unstable directions in the Lie algebra of each factor of \( G \). We have \( f, g \in C^\infty(L^2(G/\Gamma)) \) satisfying \( Ug = Xf \), and \( \int_{G/\Gamma} f = \int_{G/\Gamma} g = 0 \).

By the Jacobson-Morozov Lemma (Theorem 3.1), we can find the subalgebra \( h := \mathfrak{sl}(2, \mathbb{R}) \times \mathbb{R}X \subset g \) such that \( U = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \times (0) \in \mathfrak{sl}(2, \mathbb{R}) \times \mathbb{R}X \). The corresponding subgroup of \( h \) is \( H = H_1 \times H_2 \subset G \).

The left-regular unitary representation of \( H \) on \( L^2(G/\Gamma) \) decomposes as

\[
L^2(G/\Gamma) = \int \mathcal{H}_\mu \otimes \mathcal{H}_\theta ds(\mu, \theta),
\]

where \( ds \)-almost every \( \mathcal{H}_\mu \times \mathcal{H}_\theta \) is irreducible, so we restrict our attention to an irreducible \( \mathcal{H}_\mu \otimes \mathcal{H}_\theta \). By Lemma 3.3, the obstructions to solving \( UP = f_{\mu, \theta} \otimes \mathcal{H}_\theta \) coming from \( U \)-invariant distributions vanish in each irreducible \( \mathcal{H}_\mu \otimes \mathcal{H}_\theta \). With this, we apply Theorem 3.4 to find
a solution $P_\mu \in \mathcal{H}_\mu$. By Lemma 3.5, $P_{\mu,\theta} = P_\mu \otimes v_\theta$ is a solution to $UP_{\mu,\theta} = f_{\mu,\theta}$ in $\mathcal{H}_\mu \otimes \mathcal{H}_\theta$, and it satisfies the estimate
\[ \|P_{\mu,\theta}\| \leq C_{\mu_0,1+\epsilon,0} \|f_{\mu,\theta}\|_{1+\epsilon}, \]
where $0 < \mu_0 < \mu$.

Now, Theorem 3.6 guarantees that the regular representation of $H$ on $L^2(G/\Gamma)$ has a spectral gap for the Casimir operator from $H_1$. Therefore, by Lemma 3.2 we can glue the $P_{\mu,\theta}$'s together to get a solution $P \in L^2(G/\Gamma)$ to the equation $U^P = f$. By ergodicity of the flow of $U$ on $G/\Gamma$, we also get that $XP = g$ (see the discussion at the end of Section 3.7).

By Lemma 3.8, $V^k P \in L^2(G/\Gamma)$ for any $V \in \mathfrak{g}$ that is stable or unstable with respect to $X$. By assumption on $X$, for each $i = 1, \ldots, k$, we have the decomposition
\[ \mathfrak{g}_i = E^-_i \oplus E^0_i \oplus E^+_i \]
into stable and unstable directions for the flow $\phi^X_t$. By Lemma 3.9, these directions span each $\mathfrak{g}_i$ as a Lie algebra. Therefore the distributions $E^-$ and $E^+$ span $\mathfrak{g}$ as a Lie algebra, so we can apply Theorem 2.3 to see that $P$ is smooth. This proves the theorem. □

4. Proof of Theorem B: proof of Theorem C

4.1. Strategy. Let $H = \text{SL}(2,\mathbb{R}) \times \text{SL}(2,\mathbb{R})$ be the product of two finite-sheeted covers of $\text{SL}(2,\mathbb{R})$, and let $U \subset H$ be the unipotent subgroup obtained by exponentiating $U_1 = \left( \begin{smallmatrix} 0 & 1 \\ 0 & 1 \end{smallmatrix} \right) \times (0)$ and $U_2 = (0) \times \left( \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right) \in \mathfrak{sl}(2,\mathbb{R}) \times \mathfrak{sl}(2,\mathbb{R})$. Given an embedding $i : H \hookrightarrow G$ into a noncompact semisimple Lie group with finite center, and a smooth cocycle $\alpha$ over the $U$-action on $G/\Gamma$, Mieczkowski’s results imply a solution $P \in L^2(G/\Gamma)$ to the cohomology equation that is smooth in directions tangent to the $H$-orbits in $G$. Our ultimate goal is to show that $P$ is actually smooth in all directions.

Suppose $i' : H \hookrightarrow G$ is a different embedding, and that $i|_U = i'|_U$. Then there is another transfer function $Q \in L^2(G/\Gamma)$ that is smooth in directions tangent to the $H$-orbits corresponding to this new embedding. An ergodicity argument will show that $P$ and $Q$ differ by a constant, which can be chosen to be zero. Finally, we will show that there are enough embeddings of $H$ into $G$ that coincide on $U$ to prove that $P$ is smooth in all directions.

The following sections are devoted to proving these assertions.
4.2. **Obtaining transfer functions.** In this section we show that the results in [11] and [10] can be applied to show that there are transfer functions that are smooth in the $H$-orbit directions of $G$.

Let $\alpha$ be a smooth cocycle over the action of $U$ on $G/\Gamma$. Its infinitesimal generator $\omega$ is completely determined by where it sends the generators $U_1$ and $U_2$ of $u$. In other words, it is determined by the functions $$f = \omega(U_1) \quad \text{and} \quad g = \omega(U_2).$$

Now the cocycle identity is $$U_1 g = U_2 f$$
and the cohomology equation is $$U_1 P = f \quad \text{and} \quad U_2 P = g.$$

Suppose we have a unitary representation of $\text{SL}(2, \mathbb{R}) \times \text{SL}(2, \mathbb{R})$ on the Hilbert space $\mathcal{H}$. Mieczkowski shows that if the Casimir element for both factors has a spectral gap, then there is a smooth vector $P \in C^\infty(\mathcal{H})$ that is a solution to the cohomology equation. In fact, he proves the following stronger result.

**Theorem 4.1** (Mieczkowski). If there exists a $\mu_0 > 0$ such that the spectrum of each Casimir satisfies $\sigma(\square_i) \cap (0, \mu_0) = \emptyset$, then we have the following. Let $f, g \in W^{2s}(\mathcal{H})$, $(s > 1)$, and satisfy the equation $U_2 f = U_1 g$. If $t < s - 1$, then there exist solutions $P, P' \in W^t(\mathcal{H})$ such that $U_1 P = f$ and $U_2 P' = g$. Furthermore, the norms of $P, P'$ must satisfy $\|P\|_t \leq C_{\mu_0, s, t}\|f\|_{2s}$, and $\|P'\|_t \leq C_{\mu_0, s, t}\|g\|_{2s}$. If $t > 1$, then $P$ and $P'$ must coincide, so that there is a true simultaneous solution.

Since the unitary representations of a finite sheeted cover of $\text{SL}(2, \mathbb{R})$ are unitarily equivalent to those for $\text{SL}(2, \mathbb{R})$, Theorem 4.1 holds for representations of $H = \text{SL}(2, \mathbb{R})^k \times \text{SL}(2, \mathbb{R})^l$.

An embedding $H \hookrightarrow G$ induces a unitary representation of $\text{SL}(2, \mathbb{R})^k \times \text{SL}(2, \mathbb{R})^l$ on $L^2(G/\Gamma)$. In order to apply the previous theorem, we need to show that the Casimir elements for both factors have spectral gaps. But this is immediate from Theorem 3.6. Therefore, we can apply Theorem 4.1. Our smooth cocycle $\alpha$ is determined by the smooth functions $f, g \in C^\infty(L^2(G/\Gamma))$, and Theorem 4.1 guarantees the existence of the transfer function $P \in C^\infty(L^2(G/\Gamma))$.

4.3. **Different embeddings.** We point out that if there are two different embeddings $i : H \hookrightarrow G$ and $i' : H \hookrightarrow G$ that coincide on $U \subset H$, then the corresponding transfer functions $P$ and $Q$ differ by a constant. This is a simple consequence of the ergodicity of the flow of $U$ on $G/\Gamma$. 
We can choose the constant to be 0, so the transfer functions $P$ and $Q$ that we get from the embeddings $i$ and $i'$ agree almost everywhere. Furthermore, they are smooth along their respective $H$-orbits. Therefore, the partial derivatives of $P$ in directions tangent to the $i'(H)$-orbits also exist, as $L^2$ functions. Our next goal is to show that there are enough embeddings of $H$ into $G$ to span all directions with the orbits.

4.4. Getting enough embeddings. In this section it will be convenient to denote $H$ as being a subgroup, $H \subset G$. Different embeddings that coincide on $U$ will be achieved by conjugating $H$ by elements of the centralizer $Z(U)$ of $U$ in $G$. We will look at the images of the Lie algebra $h$ under these conjugations and show that the Lie algebra generated by the union of these is all of $g$, the Lie algebra of $G$. Theorem 2.3 will then imply that the solution $P$ is smooth.

Proposition 4.2. Suppose $H$ is a finite-dimensional split semisimple Lie group, $U \subset H$ is a unipotent subgroup, and $G$ is a simple Lie group into which $H$ embeds. Let $u$, $h$, and $g$ be their respective Lie algebras. Denote by $Z(U)$ the centralizer of $U$ in $G$. Let $L = \langle \text{Ad}(Z(U))h \rangle$ be the Lie algebra generated by

$$\text{Ad}(Z(U))h = \{ g\mathcal{X}g^{-1} | g \in Z(U) \text{ and } \mathcal{X} \in h \}.$$

Then $L = g$.

Proof. The centralizer of $u$ in $g$, denoted $\mathfrak{z}(u)$, is the Lie algebra of $Z(U)$. Notice that for all $\mathcal{X} \in \mathfrak{z}(u)$ and $\mathcal{Y} \in h$,

$$t \mapsto \exp(t\mathcal{X}) \cdot \mathcal{Y} \cdot \exp(-t\mathcal{X})$$

is a curve in $L$ with velocity $[\mathcal{X}, \mathcal{Y}]$ at $t = 0$. Therefore, $[\mathfrak{z}(u), h] \subset L$.

Since $h$ is split, there is a splitting Cartan subalgebra $t \subset h$ that acts diagonally on $g$, and we can order its roots so that $u$ is spanned by the positive root spaces. Then we have a decomposition of $g$ into the sum

$$g = \bigoplus_{\lambda \in \Psi} g^\lambda,$$

where $g^\lambda$ is the sum of all $\text{ad}(h)$-invariant subspaces of $g$ with highest weight $\lambda$, and $\Psi$ is a finite set of highest weights. For $\lambda \in \Psi$,

$$g_\lambda = \{ \mathcal{X} \in g^\lambda | [T, \mathcal{X}] = \lambda(T)\mathcal{X} \text{ for all } T \in t \}.$$

Since $u$ is in the positive root spaces, any element of $u$ annihilates any highest weight vector, so $g_\lambda \subset \mathfrak{z}(u)$ for all $\lambda \in \Psi$. Now, for any $\mathcal{X} \in g_\lambda$ and $T \in t$, we have that $[\mathcal{X}, T] \in [\mathfrak{z}(u), h] \subset L$. But $[\mathcal{X}, T] = -\lambda(T)\mathcal{X}$,
so if $\lambda \neq 0$, then $X \in \mathfrak{L}$. This shows that for $\lambda \neq 0$, $\mathfrak{g}_\lambda \subset \mathfrak{L}$. Since for any $\lambda \in \Psi$, $\mathfrak{g}_\lambda$ generates $\mathfrak{g}^\lambda$ as an $\mathfrak{h}$-module,

$$
\bigoplus_{\lambda \in \Psi \setminus \{0\}} \mathfrak{g}^\lambda \subset \mathfrak{L}.
$$

Let $i$ be the Lie algebra generated by $\bigoplus_{\lambda \in \Psi \setminus \{0\}} \mathfrak{g}_\lambda$. Then it is clear that $i \subset \mathfrak{L}$, and that

$$
\mathfrak{g} = i + \mathfrak{g}^0 = i + \mathfrak{z}(t).
$$

We claim that $i$ is ad$(\mathfrak{z}(t))$-invariant. Let $X$ be a non-zero (not necessarily highest) weight vector with weight $\lambda$, and let $Z \in \mathfrak{z}(t)$. Then, for any $T \in t$,

$$
[[X, Z], T] = [X, T, Z] = \lambda(T)[X, Z].
$$

Thus, $[X, Z]$ is a weight vector with weight $\lambda$. This shows that the non-zero weight spaces are ad$(\mathfrak{z}(t))$-invariant, and since $i$ is the Lie algebra generated by these, it is also ad$(\mathfrak{z}(t))$-invariant.

Obviously, $i$ is also ad$(\mathfrak{i})$-invariant, hence it is an ideal in $\mathfrak{g}$. Since $\mathfrak{g}$ is simple, and $i$ contains more than just 0, we see that $i$ must equal $\mathfrak{g}$. Finally, since $i \subset \mathfrak{L}$, we get the desired result that $\mathfrak{L} = \mathfrak{g}$.

Our $H$ is split semisimple. We will use this lemma to show that there are enough conjugates of $\mathfrak{h}$ in $\mathfrak{g}$ by elements of $Z(U)$ to generate $\mathfrak{g}$ as a Lie algebra. This is all that is needed to prove Theorem \[B\]; the proof will be stated in the following section.

### 4.5. Proofs of Theorem \[B\] and Theorem \[C\]

Here we present the proof of Theorem \[B\] and Theorem \[C\]. We will keep the same notation for $H$ and $U$ throughout.

**Proof of Theorem \[B\].** We have a product $G = G_1 \times \cdots \times G_2$ of non-compact simple Lie groups with finite center. We have assumed that $G$ admits an embedding of $H$ such that the projection $U_i$ of $U$ to $G_i$ is nontrivial for all $i = 1, \ldots, k$. Suppose we are given a smooth cocycle $\alpha : U \times G/\Gamma \to \mathbb{R}$.

By the discussion following Theorem 4.1 [11], there exists a transfer function $P \in L^2(G/\Gamma)$ for the given smooth cocycle $\alpha$, and $P$ is smooth in directions tangent to the $H$-orbits corresponding to the given embedding $i : H \hookrightarrow G$. We obtain different embeddings of $H$ into $G$ by conjugating the image of $i$ by elements of the centralizer $Z(U)$ of $U$ in $G$. Such embeddings will clearly all agree on $U$. $P$ is differentiable, in the $L^2$ sense, in directions that are tangent to the $H$-orbits corresponding to any of these embeddings.
To see that there are enough such embeddings to span $\mathfrak{g}$ as a Lie algebra, observe that the projection $H_i$ of $H$ to $G_i$ is a split semisimple Lie subgroup of $G_i$, for all $i$. Proposition 4.2 then shows that there are enough conjugates of $\mathfrak{h}_i := \text{Lie}(H_i)$ by elements of $Z_{G_i}(U_i) \subset Z(U)$ to span $\mathfrak{g}_i := \text{Lie}(G_i)$. Thus, there are enough conjugates of $\mathfrak{h}_i$ by elements of $Z(U)$ to span $\mathfrak{g}_i$. Therefore, by Theorem 2.3, $P$ is smooth on $G/\Gamma$.

This completes the proof. □

Proof of Theorem C. Let $\alpha$ be a cocycle over the $V$-action on $G/\Gamma$. Then it restricts to a cocycle over the $U$-action on $G/\Gamma$, so by the previous theorem there is a smooth transfer function $P$ that satisfies

$$\alpha(u, x) = -P(ux) + c(u) + P(x)$$

for all $u \in U$ and $x \in G/\Gamma$, where $c : U \to \mathbb{R}$ is a constant cocycle. Let $V'$ be the center of $V$. Then for $v \in V'$,

$$\alpha(v, x) = \alpha(\text{uvu}^{-1}, x)$$

$$\quad = \alpha(u^{-1}, x) + \alpha(v, u^{-1}x) + \alpha(u, vu^{-1}x)$$

$$\quad = -P(u^{-1}x) + c(u^{-1}) + P(x)$$

$$\quad - P(vx) + c(u) + P(vu^{-1}x)$$

$$\quad + \alpha(v, u^{-1}x)$$

$$\quad = -P(vx) + P(x)$$

$$\quad - P(u^{-1}x) + P(vu^{-1}x) + \alpha(v, u^{-1}x)$$

Regrouping terms, we see that

$$\alpha(v, x) + P(vx) - P(x) = -P(u^{-1}x) + P(vu^{-1}x) + \alpha(v, u^{-1}x)$$

is a $U$-invariant smooth function on $G/\Gamma$ for every $v \in V'$. By ergodicity of the $U$-action on $G/\Gamma$, it is constant. Therefore, setting $c'(v) = -P(u^{-1}x) + P(vu^{-1}x) + \alpha(v, u^{-1}x)$, we have shown that $P$ satisfies

$$\alpha(v, x) = -P(vx) + c'(v) + P(x)$$

for all $v \in V'$ and $x \in G/\Gamma$. It is clear that $c' = c$ on $U \cap V'$.

Now, $V'$ is closed and noncompact in $G$ and hence, by Theorem 2.2 acts ergodically on $G/\Gamma$. Therefore, we can carry out the same calculation as above, where $V'$ will play the role that $U$ played, and $V$ will play the role that $V'$ played. This shows that $P$ satisfies

$$\alpha(v, x) = -P(vx) + c(v) + P(x)$$

for all $v \in V$ and $x \in G/\Gamma$, and completes the proof of the theorem. □
4.6. **Remarks on the simple case.** Theorem $A'$ is the statement of Theorem $A$ for the case of a noncompact simple Lie group $G$ with finite center. Notice that if $\text{ad}(\mathcal{X})$ has a root $\lambda$ that is not purely imaginary, then $\mathcal{V} + \mathcal{V}$ is in the real Lie algebra $\mathfrak{g}$, for any $\mathcal{V} \in \mathfrak{g} \otimes \mathbb{C}$ satisfying $[\mathcal{X}, \mathcal{V}] = \lambda \mathcal{V}$. The vector $\mathcal{V} + \mathcal{V}$ is either stable or unstable with respect to the flow $\phi_t^\mathcal{X}$ on $G/\Gamma$, depending on whether the real part of $\lambda$ is negative or positive. Thus, assumption in Theorem $A$ that the roots of $\text{ad}(\mathcal{X})$ are not all purely imaginary implies that the Lie algebras of all the factors of $G$ (that is, $G$ itself) contain stable and unstable vectors for the flow of $\mathcal{X}$.

Similarly, Theorem $B'$ is the statement of Theorem $B$ for the case of a simple Lie group $G$. Here, it is clear that $\mathcal{U}_1 + \mathcal{U}_2$ projects nontrivially to each factor.
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