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\textbf{ABSTRACT}

Knowledge of viral load is essential to formulate strategies for antiviral treatment, vaccination, and epidemiological control of COVID-19. Moreover, identification of patients with high viral loads can also be useful to understand risk factors such as age, comorbidities, severity of symptoms and hypoxia, to decide on the need for hospitalization. Several ongoing studies are analyzing viral load in different types of samples and evaluating its relationship with clinical outcomes and viral transmission pathways. However, in a great number of emerging studies, cycle threshold (Ct) values alone are often used as viral load indicators, which may be a mistake. In this study, we compared tracheal aspirate with nasopharyngeal swab samples obtained from critically ill COVID-19 patients and here we report how the raw Ct can lead to misinterpretation of results. Furthermore, based on analysis of nasopharyngeal swab samples we propose a method to reduce evaluation errors that could occur from using raw Ct data. Based on these findings, we show the impact that normalization of Ct values has on interpretation of SARS-CoV-2 viral load from different biological samples.

\textbf{1. Introduction}

Besides investigating risk factors for mortality in hospitalized patients with coronavirus disease 2019 (COVID-19), such as older age, obesity, comorbidities, C-reactive protein (CRP) and inflammatory cytokines, the impact of SARS-CoV-2 viral load in clinical outcomes also is extremely important (Dietz and Santos-Burgos, 2020; Huang et al., 2020; Wang et al., 2020b). Moreover, reliable data on viral load are needed to guide antiviral treatment, infection control and epidemiological metrics. Several types of biological samples have been analyzed for the presence of SARS-CoV-2 viral RNA, such as nasal swabs, throat swabs, sputum, rectal swabs, vaginal swabs, blood, placenta, human breast milk and urine, among others (Vivanti et al., 2020; Wang et al., 2020c). Although in most of these samples, the SARS-CoV-2 RNA was detectable, the pattern of viral load in these samples is not yet clear.

The differential expression of SARS-CoV-2 viral RNA among patient groups is a current topic of interest, and viral load has been associated with a diversity of outcomes (Heald-Sargent et al., 2020; Liu et al., 2020; Magleby et al., 2020; Vivanti et al., 2020). The gold standard method to detect SARS-CoV-2 infection is reverse-transcription quantitative PCR (RT-qPCR), which is based on the amplification of regions of viral RNA that have been reverse transcribed in each cycle of the reaction (WHO, 2020). The earlier the cycle when the fluorescent signal is detectable above the threshold, known as cycle threshold (Ct), indicates a higher concentration of the target gene in the sample. In a great number of studies of the new coronavirus, the Ct value by itself is often used as a viral load indicator. For example, raw Ct values have been used to correlate viral load with a higher risk of intubation (Magleby et al., 2020), to compare viral load between nasopharyngeal swab (NPS) and oropharyngeal swab (OPS) samples (Wang et al., 2020a), and to investigate the relationship between viral load and age range (Heald-Sargent et al., 2020). These types of applications to evaluate viral load of different types of viruses are commonly used, but high variance has been reported, often due to different devices, PCR reagents and standards used (Hayden et al., 2012).

Moreover, the type of biological material has a strong impact when...
evaluating viral load. For instance, if serum is used, viral load can be expressed per mL for each sample. However, SARS-CoV-2 viral load is often evaluated in NPS samples, where the amount of biological material retrieved by the swab can vary depending on the quality of the collection. This makes normalization by using a reference gene important when interpreting the results of RT-qPCR (Guest et al., 2020). In the present work, we compared tracheal aspirate (TA) with NPS samples obtained from critically ill COVID-19 patients. We compared the raw Ct values and ΔCt and found that the ΔCt value provides better accuracy. Furthermore, we analyzed SARS-CoV-2 positive NPS samples and we proposed a method to reduce the error that can occur from using raw Ct values. Application of a normalization method for the Ct values of RT-qPCR can improve the interpretation of studies that use viral load of SARS-CoV-2.

2. Materials and methods

2.1. Samples

In this study, RT-qPCR data were obtained from 138 patients that tested positive for SARS-CoV-2. In total, there were 138 NPS samples, one from each patient, and 21 TA samples from intubated patients who were admitted to the intensive care unit, at Instituto Estadual do Cérebro Paulo Niemeyer, Rio de Janeiro, Brazil. TA samples were collected on the same day as NPS samples from each patient. The study involving human participants was reviewed and approved by the institute’s ethics committee (protocol number 3.997.619).

2.2. RT-qPCR

The TaqMan™ RT-qPCR assays were performed in a QuantStudio™ 7™ Flex Real-Time PCR System (Applied Biosystems, Foster City, CA, USA), directed to the nucleoplasmin G gene regions (N1 and N2) of SARS-CoV-2 viral RNA (CDC assays for SARS-CoV-2 detection, manufactured by Integrated DNA Technologies, Iowa, USA). We used a final volume of 20 μL for RT-qPCR reactions: 5 μL of RNA, 0.4 μL of GoScript™ RT Mix for 1-Step RT-qPCR 50x (Promega, Madison, WI, USA), 9.98 μL of GoTaq® qPCR Master Mix 2x (with CXR reference dye), 0.02 μL of CXR reference dye, 3.1 μL nuclease-free water, and 1.5 μL of TaqMan™ RT-qPCR assay. Thermal cycling was performed at 45 °C for 15 min for reverse transcription, followed by 95 °C for 2 min and then 45 cycles at 95 °C for 3 s and 55 °C for 30 s. A cycle threshold value less than 40 was interpreted as positive for SARS-CoV-2 RNA. In this assay, a RNase P gene region is used as an endogenous internal control for the analysis of biological samples. It is normally used to ensure the quality of the test, by excluding the possibility of false negatives due to the presence of inhibitors or the low quality and integrity of RNA samples (Guest et al., 2020). However, all human cells have a single copy of the RNase P gene, which encodes the mRNA moiety for the RNase P enzyme. Therefore, their Ct values are associated with a range of input cell numbers in the RNA extraction (Fernandez-Monteiro et al., 2015). In order to evaluate possible variability in the amount of material retrieved from NPS and other specimen types, we utilized RNase P as reference gene to normalize the input data.

Standard curves were plotted by using serial 10-fold dilutions of standard synthetic RNA transcripts of the SARS-CoV-2 N1 and N2 genes, ranging from 1 × 10⁶ to 1 copies/ reaction (IDT, USA). We evaluated the amplification efficiency of both assays using standard curve analysis, since even though the reported efficiency is close to 100 %, it is of utmost importance to validate this with the particular laboratory setup (Vogels et al., 2020). The assay with best efficiency was used for further analysis and the experimental limit of detection (LoD) was determined.

2.3. RT-qPCR normalization

When performing relative gene expression analysis of qPCR data, first we calculate the Delta Ct (ΔCt). This is obtained by subtracting the reference gene Ct from the target gene Ct, to account for the input fluctuation that can occur (Livak and Schmittgen, 2001). For this measurement to be accurate, one needs to assume that amplification efficiency is 100 %. We obtained ΔCt from our samples using RNaseP as a reference gene (ΔCt = CtN1 -CtRNaseP). When comparing different sample types (TA and NPS), we used Ct and ΔCt from paired samples to check whether there was a difference in viral RNA load or in the amount of biological material. When evaluating RT-qPCR data of swabs, we compared Ct and ΔCt and proposed a method to reduce the error that can occur from using raw Ct values. We applied a formula that corrects the Ct values to achieve the closest relation to ΔCt values. This is a simple correction based on the formula proposed by Duchamp and collaborators (Duchamp et al., 2010). They used this formula to correct influenza A viral load per sample, calculating a Ct value modified according to the ratio of sample RNase P and mean RNase P Ct values ([sample influenza A Ct value x sample RNaseP Ct value/mean RNaseP Ct value]).

2.4. Statistical analysis

All data analysis was performed with GraphPad Prism 6 (GraphPad Software Inc., USA). Data were expressed as mean ± standard deviation. The Student t-test was used for comparison between two groups. Spearman correlation was used to compare the relationship between N1 Ct and ΔCt. Differences were considered to be significant at a level of P < 0.05.

3. Results

3.1. Uncorrected Ct values and misinterpretation of viral load

Before analyzing the results, we evaluated the efficiency levels of the TaqMan™ assay from the CDC kit: efficiency of 100.177 % for the N1 assay (R² = 0.999, slope = -3318, error = 0.03); 98.322 % for the N2 assay (R² = 0.997, slope = -3363, error = 0.045); and 107.274 % (R² = 0.997, slope = -3159, error = 0.045) for the RNase P assay. Then we performed the following tests using only N1 as a viral target since it had the best efficiency. Considering our experimental setup, the LoD was 10 copies per reaction (10 out of 10 positives), whereas at the final concentration tested (1 copy per reaction), we observed only 2 out of 10 positives. These results are in accordance with data previously reported by Lu et al. from CDC, where they concluded that the LoD of the N1 assay was 5 copies/reaction (Lu et al., 2020).

When comparing 21 paired samples of TA and NPS, the TA samples had a lower N1 Ct value than the NPS samples (P < 0.05), and also had lower RNase P Ct values (P < 0.001) (Fig. 1A). However, when the ΔCt values were compared, there was no difference between TA and NPS samples (P = 0.859) (Fig. 1B). It is important to note that for one patient, the NPS sample was negative for SARS-CoV-2 and the TA sample was positive (N1 Ct = 34). The difference in Ct values having similar ΔCt values indicated that the higher concentration of viral RNA in TA samples was possibly a consequence of a higher concentration of total RNA. When RNA concentrations of both types of samples were quantified using a NanoDrop Lite® spectrophotometer (Thermo Fisher, Wilmington, DE, USA), we observed that the median of TA samples’ RNA concentration was 373.0 ng/μL (IQR = 136.7–862.0), as opposed to 121.3 ng/μL (IQR = 56.9–196.4) for NPS samples.

3.2. Discrepancy between uncorrected Ct values and ΔCt values

In order to demonstrate the discrepancy that can arise when comparing results of N1 Ct and ΔCt, we plotted those values obtained from the 138 NPS positive samples. The summary of statistics is as follows: N1, mean = 25.31/ Stdd = 5.47; RP, mean = 24.99/ Stdd = 2.10; and ΔCt, mean = 0.32/ Stdd = 5.31. Even though we found a correlation
between those values (R = 0.94), this could provide a misleading result. On the X-axis, a variation of 1 ΔCt from -3 to -2 included 11 samples that had N1 Ct values ranging from 18.61 to 25.5. Interestingly, when analyzing the corresponding ΔCt values of these min and max N1 Ct values (18.61 and 25.5), we obtained -2.10 and -2.21, respectively (Fig. 2A). When using uncorrected Ct values as a measure of viral load difference between those samples, we obtained a difference of 6.89 cycles, which corresponded roughly to a difference of 118 times more viral RNA present in the sample with lower Ct. Meanwhile, when we applied the fold change formula ($2^{\Delta \Delta C_t}$) to compare the same samples, we obtained a fold change of 1.08.

3.3. Reducing the discrepancy between Ct and ΔCt Ct

We then applied a formula to correct Ct values based on the RNase P mean Ct (Ct$_{N1}^*$ sample Ct$_{RNaseP}$/mean Ct$_{RNaseP}$), as proposed by Duchamp et al. (2010). However, as can be observed in Fig. 2B, this method further increased the distance in Ct values of samples that had similar ΔCt values (a difference of cutoff cycle threshold values of 12.70), which is undesirable. We also observed a decrease in the correlation between those values (R = 0.76). So we modified this formula, trying to decrease the discrepancy of original Ct values of samples with similar ΔCt values, since this is a result of the differences in the amount of biological material used as input. A modification of the formula was used (Ct$_{N1}^*$ mean Ct$_{RNaseP}$/Sample Ct$_{RNaseP}$). After this adjustment, the minimum Ct value
increased from 18.61 to 22.9 and the maximum declined from 25.5 to 23.7, now with a difference of 0.8 cycle, indicating around 1.74 times more viral RNA. This adjusted Ct value had an even stronger correlation with the original ΔCt value, achieving a Spearman rank correlation of 0.99 (Fig. 2C).

Even after reducing the discrepancy and increasing the correlation, we observed that Ct values <20 and >30 were not adjusted in a similar way to intermediate values. We then applied a third formula, where we obtained the difference between sample RNase P Ct and mean RNase P Ct, and then subtracted it from sample N1 Ct (\( \Delta C_{\text{N1}} - \text{Sampleecute}_{\text{N1}} \)). With this, all Ct values became directly related with ΔCt values, yielding a correlation value of \( R = 1 \) (Fig. 2D).

4. Discussion and conclusion

The impact of the pandemic on society has increased the demand for quick responses and solutions, promoting the adaptation of sample collection sources due to shortage of materials, like the use of nasopharyngeal swabs or oropharyngeal swabs (LeBlanc et al., 2020). Unfortunately, the use of raw Ct data, inappropriate references for normalization, or even non-standardization are being widely considered. Consequently, the molecular data being used to infer SARS-CoV-2 viral load and correlate it with different outcomes can lead to inaccurate conclusions. Due to the diversity of sample types, the quantities of starting material for RT-qPCR vary. Moreover, there are differences among commercial detection kits, experimental conditions, and real-time equipment for COVID-19 diagnosis. Therefore, when data from real-time RT-qPCR are used for quantitative purposes, it is helpful to have a reference gene for normalization, to know assay efficiency and validate assay sensitivity.

In our study, we demonstrated that when Ct values were used without any correction, the test results indicated that TA samples had significantly more SARS-CoV-2 viral RNA than NPS samples (\( P < 0.05 \)). However, we clearly noted that RNase P Ct values were significantly different (\( P < 0.001 \)), indicating that TA have higher amounts of biological material than NPS. This was confirmed when RNA concentration was evaluated in the samples. In short, when we performed the extraction of total RNA from, for example, 200 μL of tracheal aspirate, the result did not correspond to that of 200 μL of swab material. Even though this method did not provide actual viral RNA quantification, it was sufficient to show how the use of raw Ct values can be misleading, and it was easy to apply even in a diagnostic setup. The study of Liu et al. (2020) is one of the few that have used \( \Delta C \) Ct values. They observed that the \( \Delta C \) values of severe cases were significantly lower than those of mild cases at the time of admission. They found that mean viral load of severe cases was around 60 times higher than that of mild cases, suggesting that higher viral loads might be associated with severe clinical outcomes. However, one of the most cited studies on viral load remains plausible for clinical hypothesis formulation. The evaluation of infectiousness of a sample is not a simple procedure, since SARS-CoV-2 virus isolation in cell cultures need to be conducted in Biosafety Level 3 (BSL-3) laboratories (WHO, 2020). To achieve this, however, appropriate normalization strategies are required to control for variations that can arise from processing RNA from biological samples. We agree that the ideal approach is to use the Standard Curve Method with an endogenous control. In this method, standard curves are constructed for both the target and the endogenous reference. For each experimental sample, the amounts of target and endogenous reference are determined from the appropriate standard curve. However, this method has high cost, since standard curves need to be plotted in all experiments.

Here we propose a formula that can achieve perfect correlation between the corrected Ct values and \( \Delta C \)t values, allowing researchers to use these corrected Ct values to calculate the number of viral copies. Even though experiments were conducted using only N1 as a target, Vogels et al. performed comparisons of RT-qPCR analytical efficiency and specificity of assays used to detect SARS-CoV-2 viral RNA. They included US CDC assay targets (N1, N2 and N3) and concluded that all assays, except RdRp-SARS (Charite), had similar amplification efficiency and limit of detection (Vogels et al., 2020).

In conclusion, we found that in general, TA samples had more total RNA than NPS samples, even though there was no difference in viral load. Thus, if a reference gene is taken into consideration when analyzing NPS, samples initially considered to have different viral loads by raw Ct comparison actually had the same viral load. When, nucleic acid in NPS are significantly greater in young children (younger than 5 years) than in older children (aged 5–17 years). They reported that young children and older children had median Ct values of 6.5 and 11, respectively. However, we found that within a range as far as 7 cycles in Ct for a viral target, samples could actually have a difference of only 0.1 cycle when \( \Delta C \)t was taken into consideration. A multicentric study demonstrated that viral load estimations for several viruses can vary considerably between different laboratories, since there are no standardized required resources (Hayden et al., 2012). Fernandes-Monteiro and collaborators reported that serum samples tested for yellow fever had small variation in RNase P, even though there was significant difference in viral load between samples (Fernandes-Monteiro et al., 2015). For other sample types, like NPS, RNase P Ct varied depending on the quality of sample and efficiency of acquisition (Guest et al., 2020).

Wang et al. (2020a, 2020b, 2020c) investigated the biodistribution of viral RNA among different types of biological samples, including bronchoalveolar lavage fluid, fibrobronchoscope brush biopsy, sputum, feces, blood and urine, among others. They evaluated 1070 specimens collected from 205 patients with COVID-19 and observed that Ct values (uncorrected) of all specimen types were higher than 30, except for nasal swabs, with a mean Ct value of 24.3 (range of 16.9–38.4). However, without a correction in the Ct values, it is not possible to confirm these differences. Vivanti et al. (2020) demonstrated the transplacental transmission of SARS-CoV-2 in a neonate born to a mother infected in the last trimester, causing neurological compromise. The authors detected SARS-CoV-2 RNA in amniotic fluid, vaginal and rectal swab material, blood and NPS and called attention to the very high viral load in the placenta. However, an important point is that different types of biological samples have different concentrations in number of cells and particles. Moreover, the complex composition of some sample types includes proteins, fats, humic acid, phytic acid, immunoglobulin G, bile, calcium chloride, EDTA, heparin and ferric chloride, many of which have been recognized as PCR inhibitors (Nolan et al., 2006).

Real-time RT-PCR has become a common technique, and indeed in many cases is the main method to measure the presence of viral RNA, due to its sensitivity and high potential for accurate quantification. Despite RT-qPCR’s inability to differentiate between infective and non-infective (antibody-neutralized or dead) viruses, using an estimative of viral RNA load remains plausible for clinical hypothesis formulation. The evaluation of infectiousness of a sample is not a simple procedure, since SARS-CoV-2 virus isolation in cell cultures need to be conducted in Biosafety Level 3 (BSL-3) laboratories (WHO, 2020). To achieve this, however, appropriate normalization strategies are required to control for variations that can arise from processing RNA from biological samples. We agree that the ideal approach is to use the Standard Curve Method with an endogenous control. In this method, standard curves are constructed for both the target and the endogenous reference. For each experimental sample, the amounts of target and endogenous reference are determined from the appropriate standard curve. However, this method has high cost, since standard curves need to be plotted in all experiments.

Here we propose a formula that can achieve perfect correlation between the corrected Ct values and \( \Delta C \)t values, allowing researchers to use these corrected Ct values to calculate the number of viral copies. Even though experiments were conducted using only N1 as a target, Vogels et al. performed comparisons of RT-qPCR analytical efficiency and specificity of assays used to detect SARS-CoV-2 viral RNA. They included US CDC assay targets (N1, N2 and N3) and concluded that all assays, except RdRp-SARS (Charite), had similar amplification efficiency and limit of detection (Vogels et al., 2020).

In conclusion, we found that in general, TA samples had more total RNA than NPS samples, even though there was no difference in viral load. Thus, if a reference gene is taken into consideration when analyzing NPS, samples initially considered to have different viral loads by raw Ct comparison actually had the same viral load. When, we
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