An Internet of Things Based Smart Waste Management System Using LoRa and TensorFlow Deep Learning Model
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ABSTRACT Traditional waste management system operates based on daily schedule which is highly inefficient and costly. The existing recycle bin has also proved its ineffectiveness in the public as people do not recycle their waste properly. With the development of Internet of Things (IoT) and Artificial Intelligence (AI), the traditional waste management system can be replaced with smart sensors embedded into the system to perform real-time monitoring and allow for better waste management. The aim of this research is to develop a smart waste management system using LoRa communication protocol and TensorFlow based deep learning model. LoRa sends the sensor data and TensorFlow performs real-time object detection and classification. The bin consists of several compartments to segregate the waste including metal, plastic, paper, and general waste compartment which are controlled by the servo motors. Object detection and waste classification is done in TensorFlow framework with pre-trained object detection model. This object detection model is trained with images of waste to generate a frozen inference graph used for object detection which is done through a camera connected to the Raspberry Pi 3 Model B+ as the main processing unit. Ultrasonic sensor is embedded into each waste compartment to monitor the filling level of the waste. GPS module is integrated to monitor the location and real-time of the bin. LoRa communication protocol is used to transmit data about the location, real-time and filling level of the bin. RFID module is embedded for the purpose of waste management personnel identification.

INDEX TERMS Internet of Things, LoRa, object detection, smart waste management system, TensorFlow.

I. INTRODUCTION

Internet of things (IoT) is a communication paradigm that envisions a future paradigm where everyday life objects will be equipped with a microcontroller and some form of communication protocol [1]. One well-known product of IoT is the smart city, which can be defined as a city with smart technology, smart people, and smart collaboration [2]. IoT shall transparently and seamlessly incorporate a large number of heterogeneous end systems while providing open access to select subsets of data for the development of a plethora of digital services [3]. One major topic within the smart city is smart waste management. When it comes to waste management systems, the communication distance between the waste collection center and the waste collection point is a major factor in determining the system’s...
effectiveness. However, available communication technology such as LoRa and SigFox, which operate on a low power, wide-area network (LPWAN) are able to cater to the long-distance communication needed by the waste management system while sacrificing on the rate of data transmission. Studies [4]–[8] in the field of wireless communication in IoT have also been accelerating. Conversely, communication technology such as Bluetooth, Wi-Fi, and Zigbee offer better data transmission rates, but these are limited by their data transmission ranges.

Waste management is a costly operation as it takes up a great deal of resources and labor. Efforts have been taken by the authorities to improve waste management systems by setting up the recyclable bin and launching the 3Rs campaign (recycle, reuse and reduce). A study on public awareness of recycling activities in Kota Bharu, Kelantan Malaysia shows that only 31.8% of the total of 384 participants were involved in recycling [9]. This shows both that the initiatives taken previously were not effective and that a smart waste management system needs to be developed to replace the existing infrastructures.

Advances in the field of IoT have made it possible to improve the existing waste management system. Sensors implementation in the waste bin together with IoT connectivity allow for real-time monitoring, which is absent in the existing waste management system. Data such as filling level, temperature, humidity, and any necessary data can be collected from the sensors. These data can then be transferred to the cloud for storage and processing. The processed data can then be used to study and access the limitation of the existing waste management system and therefore improve the system’s efficiency as a whole. IoT application in the waste bin is one step towards a smart city.

In addition, deep learning has provided state-of-the-art solutions for comprehensively understanding human behaviors [10]. With the development of deep learning and image processing algorithms, the classification of waste can be carried out with higher accuracy and in a shorter time. Classification of waste is a crucial step before the separation of waste can be performed. A deep learning method such as a convolutional neural network allows for the extraction of unique features from the image and then classifies them into each class with high accuracy [11]. Tensorflow is an open-source, deep-learning library used for machine learning applications. It is capable of speech recognition [12], image classification [13], object detection [14], text classification [15], etc. With the intelligence gained from deep learning and an IoT, which integrates millions of smart devices together, the existing infrastructure for waste management systems can be improved.

Challenges in achieving sustainable waste management have been summarized in [16]. Insufficient technologies and facilities due to the increasing rate of waste generation have resulted in the failure to cope with landflling [17], [18]. The lack of a recycling market has also hindered the effectiveness of waste recycling implementation [19]. Waste minimization is a costly operation, the lack of funds among industry practitioners has resulted in a reluctance to apply proper waste management techniques [17], [19]. Besides that, insufficient regulations imposed by authorities have allowed the practitioners to apply their way of waste management [19], [20]. Industry practitioners do not have an awareness of the importance of implementing a regulated waste management system based on the predefined waste management hierarchy [19], [20]. The present methods and infrastructures used are discussed in [21]. The existing infrastructures are carry high operating costs and offer only limited accuracy [22].

II. RELATED WORK

For an IoT-based solution to be implemented, it should be energy efficient, able to communicate, and share information across extended coverage [23]. An IoT-based embedded system is proposed in [24]. GSM communication technology is used as the platform to perform data transmission to the server. Web-based Android applications are developed to interface with a web server to provide information from sensors monitoring bin status, amount of waste in the bin, and time of waste collection. The data are processed by a graph theory optimization algorithm to obtain the shortest path for reaching the bin to efficiently manage the waste collection strategies. Graph theory optimization provides a very cost-efficient procedure to reduce the operation costs of a waste management system.

A second IoT-based smart bin is proposed in [25]. It comes with three compartments, each with its own functionality: The first compartment consists of an infrared IR sensor and metal detector. The second compartment consists of an IR sensor and moisture sensor to detect dry and wet waste. The last compartment is subdivided into three bins for the collection of segregated waste respectively. The system connects to WiFi for data transmission to a specific server. The storage compartment consists of a rotating table with three bins, namely dry, wet, and metal. It rotates according to the type of waste detected in the previous compartment. The use of Wi-Fi as a communication medium limits its transmission range which is a crucial element of a smart bin that might be situated in a remote location.

A third IoT-based solid waste management system is proposed in [26]. In this system, a DHT22 temperature sensor, MQ-135 gas sensor, IR sensor, passive infrared, PIR sensor, and load cell are used to monitor the temperature and humidity, presence of harmful gas, amount of garbage, presence of user, and weight of garbage respectively. LoRa communication is used to transmit data to a gateway, and the data are sent to a cloud for cloud monitoring. The system uses a total of five waste bins to handle five different types of wastes, with each bin having its own set of sensors, which ultimately increases the overall cost of the system.

A fourth IoT-based system is proposed in [27]. This system relies on an ultrasonic sensor to monitor the amount of waste in the bin. The monitored data are also transmitted through LoRa communication. The proposed system only
monitors the amount of waste in the bin. However, the author highlighted it power management with such components as a counter and switching regulator to manage the power consumption.

An automated approach to segregate recyclable material is proposed in [28]. The recycling bin is equipped with four types of sensors, namely inductive sensors to detect plastic, a capacitive sensor to detect metal, a photoelectric sensor to detect paper, and a proximity sensor to detect motor position. When waste is inserted into the recycle bin, three types of sensors connected to Arduino Uno operate to detect the type of material. Once the detection is completed, the circular plate holding the waste will be rotated by the direct current motor to the respective material's compartment. A pusher then pushes the recyclable material to the separation bin. The proposed system relies on several sensors that can add up to the maintenance and manufacturing cost of the recycling bin.

A smart recycling bin is proposed in [29]. The system uses Raspberry Pi 3 and Xilinx PYNQ-Z1 FPGA board together with pre-trained ResNet-34, a convolutional neural network containing 34 pretrained layers to perform waste classification. The data collected from the bin are transmitted using a LoRa communication network from a sensor node to the gateway. The system obtained a detection accuracy of 92.1% with an average processing time of 1.82 seconds. However, the system does not perform any form of waste segregation after waste classification.

An intelligent waste classification system is proposed in [30]. It uses a 50-layer residual net pre-train (ResNet-50) model, which served as an extractor and Support Vector Machine (SVM) to classify waste into different classes such as glass, metal, paper, and plastic. The top classification layer of the model is removed, and features are extracted from the network. The feature extracted is then classified using multi-class SVM [31], [32]. The proposed system obtains an accuracy of 87%. The proposed system provided an in-depth approach in optimizing the ResNet-50 model for waste identification by providing a set of defined parameters for the SVM optimization. However, ResNet-50 requires a higher processing power that is not suitable for mobile platform implementation.

An intelligent waste separator is proposed in [33]. The system classifies waste based on the first two Hu's Invariant Moments (HIM) [34] with the k-Nearest Neighbors (k-NN) [35] algorithm by using Euclidean distance. The proposed system is able to achieve an efficiency of 98.33% using the k-NN algorithm with k = 3. The proposed system is able to identify different types of waste with high accuracy, but if deformed waste is disposed of, the system is unable to identify it due to the fact that the system's waste detection relies on the shape of the waste.

Research on waste sorting using deep neural networks is performed in [36]. Several deep convolutional neural network architectures such as ResNet, MobileNet, Inception-v4, DenseNet, and Xception are used to perform training and testing. A total of 2527 waste images consisting of paper, glass, plastic, metal, cardboard, and trash are used as the training dataset. The two different optimization approaches used are Adam [37] and Adadelta [38]. Based on the results, Inception-v4 shows exceptional results over the other architectures, with 90% test accuracy when trained without any pre-trained weights, whereas DenseNet-121 yields 95% test accuracy when done using transfer learning with defined weight. However, this research also proposes a new model, namely RecycleNet, which is optimized for classification of select recyclable object classes. This model can reduce the number of parameters in a 121-layered network from 7 million to about 3 million, and it is able to obtain 81% test accuracy with a limited dataset.

In [11], a smart bin system based on machine learning, image processing, and IoT is proposed. This system uses a convolutional neural network (CNN) to identify and segregate waste into different classes, such as metal, glass, paper, and plastic. A total of 400 to 500 images containing the four different classes are used to train the network. The CNN is implemented in TensorFlow using Keras. The network is constructed of eight layers. The train/validation split used is 350-400/50-100 per class, and 50 epochs are used. With image processing running on the Raspberry Pi micro-controller, the system is able to identify and classify waste with an accuracy of around 84%.

A smart bin using LoRa technology is proposed in [39]. Wireless communication is achieved by using WiFi, Bluetooth, and cellular networks, but these bands include major problems such as noise, interference, network lag, interruption, and inefficiency. LoRa technology is proposed to solve these problems by having a separate network. LoRa enables long-range transmission of more than 10km with low power consumption. It is able to handle high capacity, that is, millions of messages per base station, which is ideal for public network operators serving many customers. The proposed system consists of LoRa gateway, a remote diagnostic system, sensors for monitoring garbage quantity, and a cloud platform. The process is done by interfacing various modules such as GPS, camera, motors, and sensors. Sensors keep track of garbage levels and detect overflows. LoRa gateway transmits information about the garbage bin to a nearby vehicle, which is a smart dustbin, by recording the information in the cloud platform. The smart dustbin that receives information will move to the bin for replacement. The communication is done using LoRa.

Research presented in [40] examine LoRa as a low power wide area network (LPWAN) protocol. LoRa utilizes star topology to broadcast signals between the node and gateway. It allows for the usage of scalable bandwidths of 125 kHz, 250 kHz, or 500 kHz [41]. Chirp spread spectrum allows for good sensitivity, robustness, and doppler shift resistance. Its low power capability also allows for an average lifespan of five to ten years of deployment. Several applications of LoRa can be found in fields such as smart environment, smart home, smart city, and smart metering. Table 1 represents the comparison between different communication protocols.
A similar approach is done in [42]; however, the communication protocol used is Zigbee and GPRS.

Nonetheless, the existing waste management systems presented throughout the literature do not combine both a complete waste segregation system together with a robust communication network. Instead, they only have one of those in their system. In this article, we present a smart waste management system using integrated sensors, LoRa communication protocol, which has been used for the data transmission to the server, and a TensorFlow framework to train a deep learning model that performs real-time object detection and classification.

### III. Hardware Modeling of Smart Bin

Conventional bins are usually categorized in terms of the type of waste, for example, recyclable and non-recyclable waste. The recyclable bin is further categorized into different types, such as paper, metal, and plastic waste. This convention has resulted in as many as 4 different types of bin situated at a garbage collection point. This eventually increases the overall cost of operation for the maintenance of the bin. Even if the designated bins are well prepared for public usage, often the public will not utilize it properly and simply throw waste in any of the bins regardless of designation. Hence, conventional bins have proved their ineffectiveness in the public eyes. This article offers a solution to this issue by having separated waste compartments account for different types of waste, such as paper, plastic, metal, and general waste. In order to effectively identify and segregate different types of waste, an object detection model is trained using a TensorFlow framework and exported to a Raspberry Pi mobile microprocessor to perform waste detection. Ultrasonic sensor monitors the filling level of the bin, while a GPS module monitors its location. The status of the bin’s filling level and location is then sent to the server through a LoRa module for the purpose of monitoring.

An RFID module is also implemented into the system to provide access for authorized personnel to the bin for maintenance purposes.

**Figure 1(a)** represents a 3D model of the bin using the modeling tool, Blender3D. The electronic compartment holds the electronic components. The waste detection compartment has a retractable platform that holds the waste temporarily. At the same time, waste identification is being performed by capturing the image of the waste and processing it with the Raspberry Pi. The bin is designed with four different compartments to hold metal waste, plastic waste, paper waste, and general waste. Each waste compartment comes with a retractable lid that opens and closes to allow the waste to enter. **Figure 1(b)** represents the dimensions of the bin.

### IV. Sensors and LoRa Implementation

**Figure 2** represents the overall block diagram, where the development process of the smart bin is given. Arduino Uno and Raspberry Pi operate independently and do not communicate with each other. The camera module is connected to Raspberry Pi to capture the waste image for the purpose of object detection and identification. After the waste is identified, servo motors controlled by the Raspberry Pi will actuate the opening and closing of the lid of the waste compartment. The opening of the lid allows waste to fall from the waste detection compartment into its respective waste compartment, which is shown in **Figure 15**. An RFID module is connected to the Raspberry Pi to identify authorized personnel possessing access cards. Once authorized personnel are identified, RFID module will trigger Arduino Uno to unlock the electronic compartment. Communication of the RFID module consists of two parts, an RFID reader that has an antenna responsible for transmitting and receiving a signal through radio waves [44], and a passive RFID tag that contains an antenna and integrated circuit that stores the identification code and other information. Since the purpose of the RFID module is to only allow authorized personnel to access the bin through the use of RFID tags, a list of identification codes that come with the RFID tags are encoded into the system so that the system will only respond when it encounters registered RFID tags. The system responds by unlocking the electronic compartment. Since the RFID module is based on a backscattered system, the power transmitted between the RFID reader and tag might vary with its position [45], which ultimately affects the performance of the RFID module. In order to solve this issue, we have situated the RFID so that it is easily reachable and has no obstacles over the surface of the RFID reader. The latter ensures good transmission of power between both the RFID reader and tag.

The ultrasonic sensor is connected to Arduino Uno to monitor the filling level of each of the bin’s waste compartment, including a plastic, metal, paper, and general waste compartment. The ultrasonic sensor uses sonar to measure the time taken for the signal to travel from the transmitter end to the receiver end, and the time difference is used to calculate the filling level of waste inside the bin. A GPS module provides...
information on the location (latitude, longitude) as well as the real-time of the bin from the satellite. The filling level, location, and real-time bin are collected and transferred via a LoRa module from the bin to the Waspmote gateway, which is connected to the computer. Figure 3 represents the sensor and modules used in the system. Table 2 represents the model of the sensors and modules used in the system.

LoRa is suitable to be implemented in this system because bins are usually placed between a few meters to a few kilometers apart, and LoRa is able to transmit data from a long distance while consuming low power. Figure 4 shows the multiprotocol radio shield connected with the LoRa module and Arduino Uno, which acts as a node, and Waspmote, which acts as a gateway. Table 3 represents the specification of LoRa used in the system. The LoRa module is connected to Arduino through a multiprotocol radio shield, which acts as the interconnection shield for Arduino and is designed to connect two communication modules at the same time. The module uses star topology as the nodes (end device/sensor node) to establish point-to-point connections with gateway through the use of parameters such as the node address. Figure 5 represents the star topology deployed by the LoRa module. It comes with two frequency bands, 868 MHz and 915 MHz.

Table 2. Model of sensor and modules.

| Sensor / Module | Model          |
|----------------|----------------|
| Ultrasonic Sensor | HC-SR04       |
| GPS Module       | GY-NEO6MV2     |
| RFID Module      | RC522          |
| Camera Module    | Pi Camera      |

Table 3. Specification of LoRa.

| Characteristic        | Specification |
|-----------------------|---------------|
| Module                | SX1272        |
| Dual Frequency Band   | 902-928 MHz   |
| Transmission Power    | 14 dBm        |
| Sensitivity           | -134 dBm      |
| Channels              | 13            |
| Distance              | 22+ km        |
915 MHz ISM bands, which include several channels in each frequency band. Three options of bandwidth are available, 125 kHz, 250 kHz, or 500 kHz. Higher bandwidth is chosen for faster transmission, while lower bandwidth is chosen for longer reach. At the gateway end, a hyper-terminal called RealTerm is used for receiving and decoding the data stream sent from the LoRa node.

V. OBJECT DETECTION MODEL

A predictive system was proposed in [46], where the system evaluates the condition of equipment using predictive maintenance techniques. Raspberry Pi is used to preprocess the data collected from the sensors, and the data is uploaded to the database through WiFi connectivity for cloud analysis. A Statistical Analysis System is proposed to analyze and process the data, which requires high computational power. A similar approach is proposed in [47], where data are sent to the cloud to perform analysis and predict the waste generation habits in the region. In our proposed system, we have decided to utilize the mobility of Raspberry Pi, a mobile CPU together with MobileNetV2, a lightweight model and a mobile architecture to perform waste classification on the board itself instead of uploading it to the database for cloud analysis. This allows us to reduce the latency in waste classification. Moreover, the bin itself is scattered around the city where connectivity to the database might not be feasible. For example, a 5MP image has a typical file size of 15.0MB. If we were to reduce the latency of waste classification, Wi-Fi connectivity would be chosen to upload the image at a higher data rate. However, Wi-Fi connectivity is limited by its transmission range of around 50m. This would imply that the bin must be within that range in order to classify waste, which is not ideal. Hence, the system would perform better by performing waste classification on the board itself to reduce the latency of waste classification.

Edge learning has been deployed in many IoT platforms [48]–[50] due to the limitations, such as limited computing power and battery life, faced by current IoT technologies. With edge learning, the huge amount of data and computations that were previously processed in the device and cloud can now be offloaded to the edge. This results in lower latency and a better response time in the system. For the proposed system, LoRa communication is used as a medium for data transmission, which has a desirable long-range characteristic suitable to be implemented in the bin, that will be scattered around the city. However, LoRa has a limited data rate of 50 kbps per channel [51]. As mentioned previously, a typical 5MP image of waste has a file size of 15.0MB. Hence, performing edge learning by sending images of waste to the edge is also not suitable for the proposed system.

Waste identification is performed using the TensorFlow object detection API running on the Raspberry Pi. This object detection API runs on a pre-trained object detection model, SSD MobileNetV2, which is lightweight and suitable to run on low-computing power devices such as Raspberry Pi. The architecture of MobileNetV2 [52] is based on linear bottlenecks depth-separable convolution with inverted residuals and it is an improvement over the previous version, MobileNetV1 [53]. Depth-separable convolution requires less computation by splitting convolution into two separate layers, depthwise convolution and pointwise convolution. Figure 6 represents the operation of depthwise convolution and pointwise convolution. Depthwise convolution is performed by extracting spatial features of each input feature separately, thereby reducing the number of parameters and computational cost. On the other hand, pointwise convolution is a $1 \times 1$ convolution used to build new features through linear combination from the output of depthwise convolution. Figure 7 represents the conventional residual block and inverted residual block. The conventional residual block will first pass the input through a $1 \times 1$ convolution to reduce the dimension. This is followed by standard convolution and finally $1 \times 1$ convolution to increase the dimension. Alternatively, the inverted residual block will first pass the input through $1 \times 1$ convolution to increase the dimension. This is followed by depthwise convolution and then pointwise convolution to reduce the dimension.

As mentioned previously, pointwise convolution in an inverted residual block will result in a reduction of dimension. Together with a non-linear activation function, it will result in loss of information. Hence, the linear bottleneck layer in
TABLE 4. Bottleneck residual block architecture.

| Input   | Operator                     | Output               |
|---------|------------------------------|----------------------|
| $H \times W \times K$ | 1x1 conv2d, ReLU6            | $H \times W \times (tK)$ |
| $H \times W \times tK$ | 3x3 dwise $s$=s, ReLU6       | $\frac{H}{s} \times \frac{W}{s} \times (tK)$ |
| $\frac{H}{s} \times \frac{W}{s} \times (tK)$ | linear 1x1 conv2d          | $\frac{H}{s} \times \frac{W}{s} \times K'$ |

ReLU6 with a linear transformation layer at the output of the bottleneck has shown improvement in terms of accuracy of object detection. Figure 8 represents the impact of ReLU6 in bottleneck. It is observed that linear bottleneck outperforms ReLU6 in bottleneck at the output layer.

Figure 9 represents the stride block of MobileNetV2. Stride = 1 block represents the bottleneck residual block, while Stride = 2 block represents the block used for downsizing the input feature. The first layer of the bottleneck residual block is used to expand the number of features of the input data based on the expansion factor before outputting it to the second layer. The second layer will then perform depthwise convolution to filter the feature. The filtered feature will then be reduced to a smaller number in the third layer. Residual connection is used to help the flow of gradients through the network. Figure 10 represents the comparison between different types of residual configuration. It is observed that a shortcut between bottlenecks outperforms another shortcut configuration. The addition of shortcut con-

MobilnetV2 is used to replace ReLU to prevent non-linearity from destroying too much information in low-dimensional space. Table 4 represents the bottleneck residual block architecture used to transform features for a block size of $H \times W$, where $H$ represents height and $W$ represents weight with an expansion factor $t$ and stride $s$ transforming from input feature $K$ to output feature $K'$. The residual block has 3 layers where the first layer uses $1 \times 1$ convolution with a rectified linear activation unit capped at 6 (ReLU6). This is followed by $3 \times 3$ depthwise convolution with ReLU6 and then linear $1 \times 1$ convolution to match the initial number of features. ReLU6 is used as the non-linearity due to its robustness in low precision computation [53], and the replacement of
connections between bottleneck layers, which is lacking in the previous MobileNetV1, allows for improvement in performance.

Table 5 represents the body architecture of MobileNetV2, which is used to perform feature extraction with standard convolution (conv2d), average pooling (avgpool), expansion factor (t), number of output feature (c), block repetition (n), and stride (s). The network has 19 residual bottleneck layers, and its architecture is described in Table 4. Depthwise convolution and spatial convolution are performed using $3 \times 3$ kernels, while pointwise convolution is performed using a $1 \times 1$ kernel. The spatial dimensions of the tensors reduce over time and the use of low-dimension tensors allows MobileNetV2 to reduce the number of computations, which ultimately improves its performance. However, features extracted from low-dimensional tensors are limited. Hence, MobileNetV2 solves this issue by first expanding the number of features based on the expansion factor to restore the data before reducing the number of features at the final layer.

**TABLE 5. Body architecture of MobileNetV2.**

| Input  | Operator | t | c | n | s |
|--------|----------|---|---|---|---|
| $224^2 \times 3$ | conv2d | - | 32 | 1 | 2 |
| $112^2 \times 32$ | bottleneck | 1 | 16 | 1 | 1 |
| $112^2 \times 16$ | bottleneck | 6 | 24 | 2 | 2 |
| $56^2 \times 24$ | bottleneck | 6 | 32 | 3 | 2 |
| $28^2 \times 32$ | bottleneck | 6 | 64 | 4 | 2 |
| $14^2 \times 64$ | bottleneck | 6 | 96 | 3 | 1 |
| $14^2 \times 96$ | bottleneck | 6 | 160 | 3 | 2 |
| $7^2 \times 160$ | bottleneck | 6 | 320 | 1 | 1 |
| $7^2 \times 320$ | conv2d $1 \times 1$ | - | 1280 | 1 | 1 |
| $7^2 \times 1280$ | avgpool $7 \times 7$ | - | - | 1 | - |
| $1 \times 1 \times 1280$ | conv2d $1 \times 1$ | - | k | - |

Single-shot multibox detector (SSD) is an object detector that is used to detect multiple objects within a single image. The detection model is based on a feed-forward convolutional network that predicts the bounding boxes and confidence scores for each object. SSD implementation is independent of the base network, which is responsible for feature extraction. It uses multiple feature layers of different sizes to predict the bounding box and confidence of different objects in an image. In our proposed system, we have used SSD as the object detector and MobileNetV2 as our feature extractor with the final fully connected classification layer removed. Figure 11 represents the architecture of SSD with MobileNetV2, which is used as the base network responsible for feature extraction. The progressive reduction in the size of feature layers allows the prediction of objects at multiple scales. In order to detect objects in an image, SSD uses multiple default boxes (anchors) of different sizes, scales, and aspect ratios with grid cells to detect multiple objects within the grid cell region. In the case of SSD, an object is considered to be detected if it is able to predict the class and location of the object. Otherwise, it is considered background and ignored. The default box with the highest degree of overlap with the ground truth bounding box containing the object is responsible for detecting the class and location of the object. The degree of overlapping is measured by the intersection over union (IoU) evaluation metric between the default box and the ground truth bounding box containing the object. The ground truth bounding box in our case is the labeled waste images that are used as the training and testing dataset. Another evaluation metric used is the loss function, which describes the confidence loss and the localization loss. Confidence loss describes the confidence of the object’s prediction, while localization loss describes the offset of the default box from the center of the bounding box. Generally, high IoU score implies that there is a high degree of overlapping between the default box and the bounding box and can be considered as a good prediction. On the other hand, low loss function implies that the confidence loss and localization loss is low and can also be considered as a good prediction. In order to correctly predict the object, 8732 default boxes of different scales, aspect ratio, and sizes are used to match the bounding box and perform prediction. The default box with a confidence score lower than a threshold of 0.2 will be filtered out, and the default box categorized as the background will also be filtered out. Before outputting predicted default boxes, non-maximum suppression is used to filter out the repeated default boxes.

**FIGURE 10. Comparison between different residual configuration [52].**

**FIGURE 11. Architecture of SSD.**
The pre-trained object detection model is trained using images of waste as a training dataset. This method of training is known as transfer learning. Figure 12 represents the sample image used as a dataset to train the model, and 365 images of waste with a different orientation, background, and lighting condition are collected. Before the training, images of waste are labeled by class to perform supervised learning where we feed in training data with known classes for the model to perform training. Image labeling is done using software LabelImg as shown in Figure 13. Figure 14 represents the process of obtaining the object detection model. After waste images are collected and labeled, they are used to train the object detection model until the model consistently achieves an error of less than 1.0000. A frozen inference graph is generated and exported to Raspberry Pi to perform object detection. The threshold for the accuracy of the model is determined based on the mean average precision (mAP) score of the model obtained from evaluating test images as well as test results obtained during real-time waste detection. The mAP score of the model obtained from evaluating test images is 86.2%. Whereas, for real-time waste detection, the average precision of metal, plastic, and paper are 86.7%, 96.3%, and 82.3% respectively. Since the lowest average precision is 82.3%, the threshold accuracy value is defined at 80% by adding some tolerance to the lowest average precision value so that the model has more flexibility in terms of waste detection performance.

Algorithm 1 describes the working mechanism of the bin. The ultrasonic sensor is used to detect the presence of waste inside the waste detection compartment by comparing the distance before and after the presence of waste. For example, the total distance traveled by the ultrasonic sound wave is 0.50m when the compartment is empty (measured according to the length of the waste detection compartment). If there is a presence of waste in the waste detection compartment, the total distance traveled by the ultrasonic sound wave would be shortened as it is reflected by the surface of the waste. At the same time, the Pi camera is constantly capturing images of waste and sending them to Raspberry Pi to perform waste classification. If the type of waste is not in one of the classes (metal, plastic, or paper), then the waste is unidentified and the system will classify it as general waste based on the data obtained from the ultrasonic sensor that senses the presence of waste. These steps are taken to reduce the amount of training dataset required to train the waste detection model by eliminating the need to...
prepare the training dataset of general waste and by reducing the computational cost. The system is designed and trained to classify and segregate waste based on the image of the waste. The waste image dataset is prepared with different capturing angles, lighting conditions, and backgrounds. Hence, the system is able to classify the waste thrown at different orientations and positions. However, if the waste is covered with a foreign item such as a garbage bag, it will be identified as general waste.

VI. SMART BIN PROTOTYPE

The bin is built with a dimension of (0.37m width × 0.44m depth × 0.56m height). Figure 16 (a), (b) and (c) presents its front view, top view, and back view. The waste detection platform allows the waste to be detected and classified by the waste detection model before being thrown into the designated waste compartment. Figure 16(d) shows the electronic compartment, and the functionality of each electronic component is shown in Table 6. Figure 16(e) shows one of the waste compartments where the entrance of waste is controlled by the servo motor-controlled lid, which opens according to the type of waste detected.

Algorithm 1 Algorithm for Waste Detection Mechanism of Bin

1: Drop waste into retractable platform
2: Ultrasonic Sensor 1 detect presence of waste
3: Camera capture image of waste and send to Raspberry Pi
4: Raspberry Pi perform waste image classification using inference graph
   if waste = paper then
      Open paper compartment’s retractable lid; Open retractable platform
   elseif waste = metal then
      Open metal compartment’s retractable lid; Open retractable platform
   elseif waste = plastic then
      Open plastic compartment’s retractable lid; Open retractable platform
   else
      Open retractable platform
   end
5: Close retractable lid and retractable platform

Table 7 represents the overall system cost of the proposed system. LoRa works on an unlicensed spectrum. Hence, it comes with no spectrum costs. The gateway cost is only incurred once per base station. The overall system cost per bin amounts to $180. The overall system cost is justifiable as it aims to reduce the amount of manual labor work at the recycling plant, which ultimately reduces the cost of waste management.

Table 8 represents the system’s nominal power consumption. The higher power consumption of Raspberry Pi 3 Model B+ is due to the high computation power required during waste detection and classification. The nominal power consumption of the ultrasonic sensor accounts for five ultrasonic sensors operating simultaneously. Servo motors controlling the platform and lid contribute a nominal power consumption of 1.5W each, which add up to 3.0W. The total nominal power

| Algorithm 1 Algorithm for Waste Detection Mechanism of Bin |
|----------------------------------------------------------|
| 1: Drop waste into retractable platform                   |
| 2: Ultrasonic Sensor 1 detect presence of waste           |
| 3: Camera capture image of waste and send to Raspberry Pi |
| 4: Raspberry Pi perform waste image classification using  |
|     inference graph                                       |
|   if waste = paper then                                   |
|      Open paper compartment’s retractable lid; Open       |
|      retractable platform                                 |
|   elseif waste = metal then                              |
|      Open metal compartment’s retractable lid; Open       |
|      retractable platform                                 |
|   elseif waste = plastic then                            |
|      Open plastic compartment’s retractable lid; Open     |
|      retractable platform                                 |
|   else                                                    |
|      Open retractable platform                            |
| end                                                       |
| 5: Close retractable lid and retractable platform         |

| TABLE 6. Functionality of each component. |
|------------------------------------------|
| Components | Functions |
| Arduino Uno | Microprocessor for LoRa module, GPS module and ultrasonic sensor |
| LoRa Module | Transmit collected data from bin to gateway |
| Ultrasonic Sensor 1 | Detect presence of waste |
| Ultrasonic Sensor 2 | Monitor the filling level of waste compartment |
| Raspberry Pi 3B+ | Microprocessor for Camera module, RFID module and Servo motor |
| Camera Module | Capture real-time image of waste |
| RFID Module | Provide authorized access to bin |
| GPS Module | Detect the location of bin |
| Servo Motor 1 | Acts as locking mechanism |
| Servo Motor 2 | Actuate the opening and closing waste compartment |

| TABLE 7. Overall system cost. |
|-------------------------------|
| Components | Amount | Cost |
| Arduino Uno | 1 | $22 |
| Raspberry Pi 3B+ | 1 | $40 |
| Ultrasonic Sensor | 5 | $5 |
| Solar Panel | 1 | $25 |
| Power Bank | 1 | $20 |
| Camera | 1 | $8 |
| RFID Module | 1 | $2 |
| GPS Module | 1 | $10 |
| Servo Motor | 5 | $8 |
| Bin | | $20 |
| Wire and other components | | $5 |

| LoRa | Spectrum Cost | Gateway Cost | End Device Cost |
|------|---------------|--------------|-----------------|
| Free | $200 | $15 |

| Overall System Cost | $180 (Per Bin) |
|---------------------|----------------|
| $380 (With Gateway) |

| TABLE 8. Overall system cost. |
|-------------------------------|
| Components | Amount | Cost |
| Arduino Uno | 1 | $22 |
| Raspberry Pi 3B+ | 1 | $40 |
| Ultrasonic Sensor | 5 | $5 |
| Solar Panel | 1 | $25 |
| Power Bank | 1 | $20 |
| Camera | 1 | $8 |
| RFID Module | 1 | $2 |
| GPS Module | 1 | $10 |
| Servo Motor | 5 | $8 |
| Bin | | $20 |
| Wire and other components | | $5 |

| LoRa | Spectrum Cost | Gateway Cost | End Device Cost |
|------|---------------|--------------|-----------------|
| Free | $200 | $15 |

| Overall System Cost | $180 (Per Bin) |
|---------------------|----------------|
| $380 (With Gateway) |
consumption of the system adds up to 10.025W when the bin is fully operating.

In designing the power module to power the entire system, we have come up with two options as illustrated in Table 9. We have decided to use a power bank with a capacity of 20000mAh as the main power source, which supplies up to 5V and 2.1A, coupled with a solar panel that generates up to 13W/5V. The portability of this option allows the bin to be placed on the sidewalk of the street where a power outlet might not be readily available. Since the bin will be placed in an open public area, there will be direct sunlight for the solar panel to generate electricity during the day and to charge up the power bank. During the night when there is no sunlight,

the system will utilize the energy reserved in the power bank that was charged up during the day. On the other hand, power from a universal power supply module is restricted by the availability of power outlets, and it is charged by the utility company as per electricity usage, which increases the annual operating cost of the system in comparison with the power bank with a solar panel option, which has a minimal annual operating cost. A power bank has a typical lifespan of three to five years, whereas a solar panel has a typical lifespan of 25 to 30 years. Table 10 represents the annual operating cost of different power module options. It is observed that the first option (assuming the power bank and solar panel each has a service life of 3 years and 25 years, respectively) is cheaper compared to the second option (assuming an average electricity cost of $0.12/kWh). Hence, the implementation of a power bank with a solar panel is deemed more environmentally friendly and sustainable in the long run.

| Power Module                  | Advantages                          | Disadvantages                                      |
|-------------------------------|-------------------------------------|----------------------------------------------------|
| Power Bank with Solar Panel   | Bin can operate at anywhere         | Power generation by solar panel is dependent on weather condition |
| Universal micro USB Power Supply | Cheaper installation option (Only cost around $10 in opposition to the first option which cost around $45) | Bin’s placement is restricted by the availability of power outlet |

VII. RESULTS AND DISCUSSION OF OBJECT DETECTION MODEL

Training of the waste detection model is done using Anaconda Distribution, a general-purpose Python notebook used to perform tasks such as machine learning, training the neural

---

**TABLE 8.** System nominal power consumption.

| Components       | Nominal Power Consumption |
|------------------|---------------------------|
| Arduino Uno      | 0.175W                    |
| Raspberry Pi 3B+ | 5.0W                      |
| Ultrasonic Sensors | 0.375W                  |
| Pi Camera        | 1.25W                     |
| RFID Module      | 0.05W                     |
| GPS Module       | 0.15W                     |
| Servo Motors     | 3.0W                      |
| LoRa Module      | 0.025W                    |
| Total Nominal Power Consumption | 10.025W                  |

**TABLE 9.** Comparison between different power module options.

| Power Module                  | Advantages                          | Disadvantages                                      |
|-------------------------------|-------------------------------------|----------------------------------------------------|
| Power Bank with Solar Panel   | Bin can operate at anywhere         | Power generation by solar panel is dependent on weather condition |
| Universal micro USB Power Supply | Cheaper installation option (Only cost around $10 in opposition to the first option which cost around $45) | Bin’s placement is restricted by the availability of power outlet |

**TABLE 10.** Annual operating cost of different power module options.

| Power Module                  | Annual Cost                       |
|-------------------------------|-----------------------------------|
| Power Bank with Solar Panel   | $20/3years + $25/25years = $7.67 |
| Universal micro USB Power Supply | $0.12/kWh × 0.01kW × 24hr × 365days = $10.51 |
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FIGURE 17. (a) Classification error (b) Localization error (c) Total error (d) mAP score (e) Validation error (f) Training error of the model.

network, data visualization, predictive analytics, and bias mitigation. Transfer learning is performed on a pre-trained model, SSDMobileNetV2 by retraining the model with our own sets of waste images. The training is performed until the error is around 1.0000, which took around 20000 epochs. The error is around 1.0000 because this is a lightweight object detection model suitable for portable devices like mobile phones and Raspberry Pi with limited computing power, but, on the contrary, it is able to perform detection at a relatively high speed of 31ms. Figure 17 (a), (b) and (c) presents the classification error, localization error, and total error of the model during training. Classification error is responsible for predicting the confidence score of all the classes and backgrounds. Localization error is responsible for fine adjustments in the position of the box generated during object detection. The total error is the summation of the classification error and localization error. After training the model for 20000 epochs, performance validation is performed by allowing the model to classify 200 random images of waste to obtain the mAP score of the model. Figure 17(d) represents the mAP score obtained during the training and evaluation phase of the model. The model is able to achieve a mAP score of 86.23%. Whereas for real-time waste detection, the average precision of metal, plastic, and paper are 86.7%, 96.3% and 82.3%, respectively. To ensure the model is not overfitted, we evaluate the training error and validation error. Figure 17 (e) and (f) represents the validation error and training error obtained during the training phase. Based on the graph, it is observed that both graphs have a downtrend pattern, which implies that the model is improving its accuracy in prediction and reducing its error. Both of the graphs are downtrending towards the value of 1.000, which signifies...
a good fit for the model. At 20000 epochs, the model obtained a training error of 1.023 and a validation error of 1.310.

Figure 18 represents the data obtained from training the waste detection model. Checkpoint is saved every few minutes during training. This folder contains the GraphDef that defines the dataflow, annotations for variables, input pipelines, and values of each variable such as weight, bias, placeholders, gradients, hyper-parameters, and metadata. After the training has reached an error of around 1.0000, a frozen inference graph will be generated as shown in Figure 19. This frozen inference graph is a serialized GraphDef protocol buffer written to a disk that removes unnecessary metadata, gradients, and training variables. It is then exported to Raspberry Pi to perform waste detection.

Figure 20 represents the classification of waste using the trained waste detection model. Table 11 represents the performance and precision of the waste detection model. Based on the table, the waste detection model that was generated obtained an average precision of 88.4%. The precision for each type of waste detection is to be improved by increasing the number of sample data images. Waste detection running on the Raspberry Pi with camera module captures at a rate of around 0.75 frames per second.

Table 12 represents the inference time of the waste detection model obtained during real-time waste detection on Raspberry Pi 3 Model B+. In reality, the operation of waste detection takes around one second, and the operation to drop the waste into the waste compartment takes another second. Hence, the total time taken from start to finish takes around two seconds. The system’s mechanism is designed to handle only one type of waste at a time. If there happens to be two consecutive wastes thrown before the identification of the waste that was thrown first, it will evaluate whether both the wastes are of the same type. If both of the waste items are of the same type, for example plastic, both of the waste items will then be thrown into the plastic waste compartment. However, if the two are each of a different type, for example plastic and paper, both will be thrown into the general waste compartment.
TABLE 12. Inference time of waste detection model.

| Type of Waste | Inference time |
|---------------|----------------|
| Metal         | 956ms          |
| Plastic       | 951ms          |
| Paper         | 973ms          |

VIII. DATA TRANSMISSION AND RFID OPERATION OF SMART BIN

Figure 21 presents the access code obtained from the RFID scan to identify the authorized personnel. Only an access card with this particular access code can open the locking mechanism of the electronic compartment. The fill volume, GPS coordinates, and real-time of the bin collected from the ultrasonic sensors and GPS module, respectively, are presented in Figure 22. These data are collected and serialised before being sent. A LoRa module is set up at the node end, another LoRa module is set up at the gateway, and data is received at the gateway through a RealTerm hyperterminal. Serialized data are sent from the LoRa node to the LoRa gateway and are decoded using a RealTerm HyperTerminal, which is presented in Figure 23. The serialized data consist of the bin’s location, the date, the bin’s real-time, followed by the bin’s filling level.

LoRa module is transmitting data that is collected from the bin to the gateway at a data rate of 1180bps with a spreading factor, $SF = 12$, bandwidth, $BW = 500$kHz, and coding rate, $CR = 4/5$. Figure 24 represents the distance range covered by LoRa in the proposed system. The test was conducted with the gateway placed at an elevated position within the faculty of engineering, UKM to ensure there is a good line of sight, LoS with the node. One the other hand, the LoRa node at the bin is placed near a residential area, which is 2.6km away. It was found that the packet is correctly received at the gateway, which implies that the bin is still within the range of LoRa communication. The range is extended further down to the city center of Bangi, Selangor. It was found that the LoRa node is still within range and that the packet is correctly received at the gateway within a range of 5km from the gateway. This data transmission range is achievable due to facts that the city center of Bangi is of moderate density and that not a lot of high-rise structures are present. Therefore, these conditions allow for better LoS between the LoRa node and gateway. However, packets are received at the gateway with a success rate of 96% and a mean received signal strength indicator, RSSI of $-127.3$dBm are observed after the bin is placed at a range of more than 5km. Packet losses are apparent because LoS of LoRa communication is reduced by the building structures over time as the bin is moved further away from the gateway.

IX. COMPARISON WITH EXISTING WASTE MANAGEMENT SYSTEM

Table 13 presents the comparison among different waste management systems in terms of the type of waste, sensors, communication protocol, micro-controller, and machine learning architecture. Based on the comparison, it is observed
| References | Type of Waste | Sensors | Communication Protocol | Micro-controller | Machine Learning Architecture | Comment |
|------------|---------------|---------|------------------------|------------------|-------------------------------|---------|
| [11]       | Metal, Plastic, Glass, Paper | Camera, PIR Sensor, Sensor, RFID | N/A | Raspberry Pi | Convolutional Neural Network | Classification of waste is performed in the cloud which will delay the process of waste classification. |
| [24]       | General | Ultrasonic Sensor, PIR Sensor, RFID | Wi-Fi, GSM | Arduino Uno | N/A | System only monitors the amount of waste in the bin. |
| [25]       | Metal, Wet Waste, Dry Waste | IR Sensor, Moisture Sensor, Metal Detector | Wi-Fi | Arduino Mega | N/A | System undergo waste detection compartment by compartment before waste enters the correct compartment which leads to long processing time. |
| [26]       | Wet/biodegradable, paper/clothes/wood, glass/metal, chemical/medical and hazardous waste | IR sensor, PIR sensor, Gas sensor, Temperature and Humidity sensor, Sound sensor, Load cell | LoRa | Atmel’s Attmega328p | N/A | The system requires 5 bins each with their own set of electronic components which will increase the overall cost of the system. |
| [27]       | General | Ultrasonic sensor | LoRa | Arduino Uno | N/A | System only measures amount of waste in the bin. |
| [28]       | Metal, Paper, Plastic | Proximity Sensor, Inductive Sensor, Photoelectric Sensor, Capactive Sensor | N/A | Arduino Uno | N/A | The use of many sensors would result in high maintenance cost in the long run. |
| [29]       | Cardboard, Glass, Metal, Paper, Plastic and General | Camera | LoRa | Raspberry Pi 3 and Xilinx Pynq-Z1 FPGA board | Resnet34 | System only performs classification of waste, segregation of waste is not implemented. |
| [30]       | Glass, Metal, Paper, Plastic | Camera | N/A | Computer | ResNet-50 | Classification is performed in computer which is not mobile and flexible to be implemented in bin. |
| [33]       | Aluminum Can, Plastic Cutlery, Plastic Bottles | Camera, RFID | N/A | Computer | Hu’s Invariant Moment, k-NN | Classification performed in computer is limited in terms of mobility and flexibility. |
| [36]       | Paper, Glass, Plastic, Metal, Cardboard, Trash | Camera | N/A | Computer | ResNet50, MobileNet, InceptionResNet V2, DenseNet, | Classification done in a mobile platform is more suitable to be implemented in bin that will be placed in public open spaces. |
| [39]       | General | GPS, Camera, Temperature and Humidity Sensor | LoRa | LoRa MOTTE module | N/A | No segregation of waste is performed. |
| Proposed   | Metal, Paper, Plastic, General | Camera, Ultrasonic Sensor, GPS | LoRa | Arduino Uno, Raspberry Pi | MobileNetV2 | System classifies waste on board and segregate waste with a mechanical mechanism. |
that the proposed system is more compact and flexible as it runs waste detection on a mobile micro-controller platform and because at the same time it is able to transfer data at a longer range and with lower power consumption. Based on Table 1, LoRa has proved to be more suitable for application in the bin system due to the fact that bins are usually placed and scattered around a city and could be few kilometers apart. The long-range and low power capability of LoRa is able to overcome this issue. Besides, the implementation of SSDMobileNetV2, a lightweight machine learning architecture allows for the mobile application required by a smart bin.

X. CONCLUSION
This article presented a smart waste management system by implementing sensors to monitor the status of the bin, LoRa communication protocol for low power and long-range data transmission, and TensorFlow-based object detection to perform waste identification and classification. The pre-trained object detection model, SSDMobileNetV2 is able to perform well in Raspberry Pi 3 Model B+ due to its lightweight nature. The model was able to detect and classify waste according to classes such as metal, plastic, and paper. However, the accuracy of the model can be improved by increasing the number of training data—in this case, the number of waste images—and by increasing the training time. The segregation of waste is interfaceted and coordinated well between the object detection performed by Raspberry Pi and the servo motor controlling the lid of the individual waste compartment. An RFID module controls the locking mechanism of the bin. Ultrasonic sensors monitor the filling level, while the GPS module monitors the location and real-time of the bin. LoRa operating at a frequency band of 915MHz transmits data regarding the status of the bin regarding filling level, location, and real-time from the bin to the LoRa gateway. The data received at the gateway is decoded by a terminal program, RealTerm. This automated segregation and monitoring system implementation in the bin aims to reduce the operating cost and improve the waste management system. At the same time, we are eager to develop the city into a smart city. In the future, the waste detection model is to be improved by increasing the number of waste images in the dataset to increase the flexibility of the system in identifying waste. Moreover, an automated routing system can be developed to identify and pinpoint the shortest path to the bin for the purpose of maintenance. With this in mind, the existing waste management system can be improved and bring society towards a greener and healthier life.
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