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Abstract

Experimental data bases are typically very large and high dimensional. To learn from them requires to recognize important features (a pattern), often present at scales different to that of the recorded data. Following the experience collected in statistical mechanics and thermodynamics, the process of recognizing the pattern (the learning process) can be seen as a dissipative time evolution driven by entropy. This is the way thermodynamics enters machine learning. Learning to handle free surface liquids serves as an illustration.
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1. Introduction

An ideal gas that is left undisturbed reaches a state, called an equilibrium state, at which its behavior is found to be well described by the classical equilibrium thermodynamics. The features of the ideal gas that play an important role in the classical equilibrium thermodynamics are thus revealed in the process that prepares the ideal gas for equilibrium thermodynamics. The equation governing the time evolution describing the preparation process has been introduced at the end of the nineteenth century by Ludwig Boltzmann [1]. The equation is now called the Boltzmann equation. The equilibrium thermodynamics emerges from its solutions as features of the solutions that survive the dissipation eliminating gradually in the course of the time evolution the irrelevant details. The "Natural Intelligence" (NI), c.f. [2], entering the dissipation-driven pattern recognition process is the realization that the binary collisions are the principal culprits of the disorder generation that creates the irrelevant details and makes the pattern to emerge. Due to very fast and very large changes of the gas particle trajectories that occur during the collisions, details of the trajectories are escaping our attention that is specified by choosing only the one particle distribution function as the variable describing states of the ideal gas. Such loss of details enters the Boltzmann equation as a new dissipative term that brakes the time reversibility of mechanics and brings solutions eventually to equilibrium states.
Can we see the dissipation-driven pattern recognition process as a result of a data-driven learning? Let us assume that we have in our disposition trajectories of a large number of gas particles. This is our data base with which we begin our investigation. We now apply to the data base the methods Proper Orthogonal Decomposition (POD), Locally Linear Embedding (LLE), Topological Data Analysis (TDA), etc. developed in [3, 4, 5, 6], for finding a structure in the data base. We conjecture that such analysis would lead to the same structure as the one revealed in the Boltzmann dissipation-driven pattern recognition process. In other words, we conjecture that “Artificial Intelligence” (AI) analysis also reveals the Boltzmann insight that the binary collisions represent the essential physics involved in the possibility to use equilibrium thermodynamics for describing the experimentally observed behavior of ideal gases.

We shall use hereafter the following terminology. NI modeling is the ”natural intelligence’’ modeling that has unfolded from Newton’s formulation of mechanics. An NI model is the time evolution equation (2.1). AI modeling is the “artificial intelligence” modeling that is also referred to as machine learning. Data base plays important but different roles in both NI and AI modeling.

In the NI modeling the data base serves first only as one of the inspirations leading to a physical insight needed to write down the time evolution equation (2.1) that then represents the NI model. Equation (2.1) is subsequently solved and its solutions (i.e. predictions of the NI model) are compared with the data base. The comparison is the process of the validation of the NI model. The real beginning of the NI modeling is the time evolution equation (2.1). The NI modeling is rather insight driven than data driven. The data base however participates in the formulation of Eq.(2.1) and then continues to inspire also the process of solving it (see more in Section 2) and finally it is used to validate the NI model.

In the AI modeling the data base is the principal input. The AI modeling is truly data driven [7] [8] [9]. The objective is to formulate Eq.(2.1) (or an equivalent to it set of instructions for computer that allow to simulate the time evolution) that generates the data base. The beginning of the AI modeling is thus the data base, its final result is the physical insight introduced at the beginning of the NI modeling in the form of Eq.(2.1). In this sense, the AI modeling is a learning process.

In this paper we recall first (in Section 2) some aspects of the NI modeling that, as we show in Section 3, play very likely an important role also in the machine learning. We focus our attention in particular on the passage from the time evolution equation (2.1) to a simple time evolution equation in which the essential overall features (the pattern in solutions of (2.1)) became manifestly displayed and unimportant details were ignored. Such passage is a principal step in getting an insight needed to make predictions based on (2.1). Such passage is also, as we recall in Section 2, a general formulation of thermodynamics. Our principal objective in this paper is thus to contribute to the development of thermodynamics of machine learning. In trying to recognize common features in the NI and AI modeling we follow the spirit of Machine Learning via Dynamical Systems proposed in [10,11].
The analysis presented in Sections 2 and 3 are illustrated in Section 4 on the example of free surface fluid flows discussed already in [12].

Novelty of this paper lies in the following points. Learning is dictated by entropy production, i.e. removing details and capturing first order insights. This is the main aim of dimensionality reduction (linear and nonlinear). When learning physics, thermodynamics is the appropriate framework for accomplishing it safely and precisely. This provides a thermodynamic interpretation of the rather numerical approach from [12]. It is moreover important to recognize both the projection and the inverse embedding between the different detailed and less detailed manifolds (scales), as within the MaxEnt framework. We learn from detailed data, by removing details, etc. Then we predict in the reduced space, in which we created our (reduced) model, but we validate in the rich space, and for that the embedding is needed. At least when addressing physics, both scales are thermodynamically linked and we move from one to the other for coming back later. This thermodynamic link can be exploited in the numerical algorithms.

2. Pattern recognition in statistical physics and thermodynamics

In this section we recall some ideas and methods that have emerged in statistical mechanics and thermodynamics and that, as shown in Section 3, are also pertinent in machine learning.

2.1. Reduction and pattern recognition

Consider a manifold $\mathcal{M}$ with coordinates $x \in \mathcal{M}$, and assume that there is a vector field $X \in \mathfrak{X}(\mathcal{M})$ on the manifold. The vector field determines a flow on the manifold. In other words, components of the vector field are the right hand sides of evolution equations for $x$,

$$\dot{x}^i = X^i(x), \quad (2.1)$$

and the evolution simply follows arrows of the vector field. We note that if the system under investigation is a physical system composed of atoms and molecules, then one possible model in the form of Eq. (2.1) is in principle known. The state variable $x$ consists of the position vectors and momenta of all the particles involved (provided we limit ourselves to the classical mechanics) and the vector field $X$ is the vector field of classical mechanics (right hand side of Hamilton canonical equations). To specify it we need to know (or assume to know) all the forces participating in the time evolution. If the system under investigation is still a physical system, but the data base addresses some macroscopic features (e.g. fluid flows), then $x$ has to address the quantities entering the data base and an additional insight is needed to formulate the vector field $X$.

Now we turn to the problem of solving Eq. (2.1), i.e. to the problem of finding the flow generated by (2.1). There are two routes to follow. On the first route we find all details of the trajectories generated by (2.1). This, of course, is in general a very difficult task even for very well performing computers.
Moreover, the result, i.e. the phase portrait generated by (2.1), still needs to be subjected to a pattern recognition process in order to be useful. The complexity of the phase portrait has to be reduced by highlighting important features and ignoring unimportant details. On the second route the objective is not to find all the details of solutions of Eq. (2.1) but only their important qualitative features. We shall follow the second route.

Consider a projection \( \pi : \mathcal{M} \to \mathcal{N} \), range of which determines a reduced manifold \( \mathcal{N} \). An insight (inspired also by the data base in our disposition) is needed to specify the projection \( \pi \). As an example, we take (2.1) to be the Boltzmann kinetic equation (i.e. \( x \) is the one particle distribution function) and \( \pi \) the projection to hydrodynamic fields (that are the first five moments of the distribution function in the velocity variable).

The projection \( \pi \) maps each point \( x \in \mathcal{M} \) to a point \( y \in \mathcal{N} \). To each point \( x \) there is an arrow attached (vector field \( \mathbf{X} \)), and this arrow (an instruction how to proceed in the time evolution in \( \mathcal{M} \)) can be also mapped to the tangent bundle of \( \mathcal{N} \), i.e. to a vector tangent to \( \mathcal{N} \) attached to a point \( y \in \mathcal{N} \). The projected vector field then generates the time evolution in \( \mathcal{N} \). However, in a thermodynamic setting—this is not the case in projection-based model reduction—there are typically many points from \( \mathcal{M} \) projected to single \( y \in \mathcal{N} \), there are many vectors to be attached to \( y \). How to choose the right one (i.e. the one expressing properly the induced flow on \( \mathcal{N} \)) and consequently how to determine the vector field on \( \dot{y}^a = Y^a(y) \) representing the reduced dynamics?

In order to answer this question we need again an insight. Imagine a phase portrait where trajectories of a dynamical system are depicted. For a physical system it is usually possible to find a pattern where typical trajectories are contained, see e.g. [13]. When starting somewhere in the phase space, the point typically evolves towards the pattern. The reduction introduced above takes the phase space (or the vector field generating it) and finds a reduced manifold where typical evolution takes place, i.e. leads to the pattern recognition. It is therefore not surprising to anticipate (see more in Section 3) that dynamic reductions provide inspiration for machine learning and vice versa. Let us now recall several methods of the dynamic reduction.

2.2. Reducing dynamics, thermodynamics

We begin with an example. Let \( \mathcal{M} \) be the state space of kinetic theory (i.e., the physical system under investigation is a gas and \( x \) is the one-particle distribution function) and \( \mathcal{N} \) is the state space of the classical equilibrium thermodynamics (i.e., \( y = (V,N,E) \in \mathbb{R}^3 \), where \( V \) is the volume of the region in \( \mathbb{R}^3 \) in which the gas under investigation is confined, \( N \) is the number of moles, and \( E \) is the total energy of the microscopic particles composing the gas). In this case, no time evolution takes place in \( \mathcal{N} \). The projection \( \pi \) is thus the projection on the fixed points of the time evolution taking place in \( \mathcal{M} \). Let us assume that...
the models in $\mathcal{M}$ and in $\mathcal{N}$ have been validated by their corresponding data bases.

The question that we ask now is of what we have learned by relating the two models, i.e., by reducing the model in $\mathcal{M}$ to the model in $\mathcal{N}$. If the model in $\mathcal{N}$ was a model with the time evolution then we would clearly obtain the time evolution in $\mathcal{N}$ as a reduced dynamics and thus learn how to see the time evolution in $\mathcal{N}$ from the point of view of $\mathcal{M}$. But in the case when the model in $\mathcal{N}$ is the equilibrium thermodynamics (i.e., there is no time evolution in $\mathcal{N}$, there is no reduced dynamics) the question becomes particularly pertinent. Following Boltzmann, we answer the question as follows. A part of the data base corresponding to the kinetic theory is an observation of the process that prepares the gas under investigation to states at which its behavior can be well described by the model in $\mathcal{N}$. According to Boltzmann, the time evolution describing the preparation process is governed by the Boltzmann equation. It is the time evolution generated by the Boltzmann equation that makes the projection $\pi$. We call the dynamics making the projection $\pi$ a reducing dynamics. The dynamics expressed in the Boltzmann equation is thus an example of reducing dynamics. Following solutions to the Boltzmann equation, kinetic theory becomes reduced to equilibrium thermodynamics.

The potential driving the reduction is called an entropy in $\mathcal{M}$. We shall call it an upper entropy $\uparrow S$. This potential, if evaluated at the states in $\mathcal{M}$ reached as $t \to \infty$, becomes the entropy in $\mathcal{N}$, called a lower entropy $\downarrow S$. In the case of $\mathcal{N}$ being the state space of the equilibrium thermodynamics, $\downarrow S$ is the entropy $S(V, N, E)$ entering the model in $\mathcal{N}$. The reduction from $\mathcal{M}$ thus gives us the fundamental thermodynamic relation in $\mathcal{N}$.

Following [14, 15, 16, 17], the reducing dynamics to the equilibrium thermodynamics is expressed mathematically by the General Equation for Non-Equilibrium Reversible-Irreversible Coupling, GENERIC,

$$\dot{x}_i = \uparrow L_{ij} \frac{\partial \uparrow E}{\partial x^j} + \frac{\partial \Xi}{\partial x^i} \bigg|_{x^i = \frac{\partial \uparrow S}{\partial x^i}}. \tag{2.3}$$

The Boltzmann kinetic equation as well as many other equations (e.g., the Navier-Stokes-Fourier of fluid mechanics) expressing dynamics in other state spaces $\mathcal{M}$ (see [14, 15, 16, 17]) are particular examples of Eq. (2.3). We now explain the meaning of the symbols appearing on the right hand side of Eq. (2.3).

The first part of the right hand side is the Hamiltonian evolution, constructed from the Poisson bivector $\uparrow \mathbf{L}$ and the gradient of energy $\uparrow \mathbf{E}$. Hamiltonian dynamics conserves energy (due to the antisymmetry of $\uparrow \mathbf{L}$) and entropy (due to the requirement that $\uparrow \mathbf{S}$ is the Casimir of Poisson bracket, i.e., the requirement

---

Footnote 1: The Poisson bracket corresponding to the Poisson bivector $\uparrow \mathbf{L}$ and the gradient of energy $\uparrow \mathbf{E}$. Hamiltonian dynamics conserves energy (due to the antisymmetry of $\uparrow \mathbf{L}$) and entropy (due to the requirement that $\uparrow \mathbf{S}$ is the Casimir of Poisson bracket, i.e., the requirement
that
\[ \overset{\dagger}{L}^{ij} \frac{\partial \overset{\dagger}{S}}{\partial x_i^j} = 0 \quad \forall i. \quad (2.4) \]

The second term in Eq. (2.3) is a gradient dynamics, where \( x_i^* \) are conjugate variables and \( \Xi(x, x^*) \) is a dissipation potential with convex dependence on them (see more in \([17]\)). From the convexity it follows that
\[
\overset{\dagger}{S} = \left( x_i^* \frac{\partial \Xi}{\partial x_i^*} \right) \bigg|_{x_i^* = \frac{\partial \overset{\dagger}{S}}{\partial x_i}} \geq 0,
\]
Moreover, the dissipation potential \( \Xi \) and entropy \( \overset{\dagger}{S} \) have to be such that energy \( \overset{\dagger}{E} \) is conserved in the gradient dynamics. These properties of \( \overset{\dagger}{E}, \overset{\dagger}{S}, \overset{\dagger}{L}, \Xi \), together with the convexity of \( \overset{\dagger}{S} \) and the requirement that \( \Xi \) reaches its minimum at \( x^* = 0 \), makes it possible to regard \( -\overset{\dagger}{S} \) as a Lyapunov function displaying the approach, as \( t \to \infty \), to the equilibrium states at which the entropy \( \overset{\dagger}{S} \) reaches its maximum. Such states then form \( \mathcal{N} \subset \mathcal{M} \) (in the sense that \( \mathcal{N} \) be isomorphic to a submanifold of \( \mathcal{M} \)). The Hamiltonian mechanics is moreover reversible with respect to time-reversal transformation while gradient dynamics is irreversible \([18]\), and generalized Onsager reciprocal relations \([19, 21, 22]\) are automatically fulfilled, see \([16, 17, 23]\).

Let us assume now that we are projecting from \( \mathcal{M} \) to \( \mathcal{N} \) on which the time evolution still takes place. In the next subsection we shall discuss the reduced dynamics, i.e. the projection of the vector field \( X \in \mathfrak{X} \) on the the vector field \( Y \in \mathfrak{X}(\mathcal{N}) \). For a moment, we assume that the reduced dynamics is known. It has been conjectured in \([24, 25]\) that \( \overset{\dagger}{L}^{ij} \frac{\partial \overset{\dagger}{S}}{\partial x_i^j} = 0 \) with an appropriate modifications of the properties required from \( \overset{\dagger}{E}, \overset{\dagger}{S}, \overset{\dagger}{L}, \Xi \), expresses also reducing dynamics to \( \mathcal{N} \) on which the time evolution takes place. In such case, the result of the dynamic reduction is the reduced dynamics (that we discuss in more detail in the next subsection) and thermodynamics in \( \mathcal{N} \) that is inherited from the entropy \( \overset{\dagger}{S} \) generating the reducing time evolution leading from \( \mathcal{M} \) to \( \mathcal{N} \).

Summing up, we see that the dynamical reduction from \( \mathcal{M} \) to \( \mathcal{N} \), that can be seen as a process of learning the model in \( \mathcal{N} \) from the model in \( \mathcal{M} \), makes possible to see the dynamics in \( \mathcal{N} \) as a reduced dynamics from \( \mathcal{M} \) and, in addition, introduces into \( \mathcal{N} \) a new element that has been absent in the original model in \( \mathcal{N} \). The new element is thermodynamics. It is the fundamental thermodynamic relation in \( \mathcal{N} \) expressed in the entropy \( \overset{\dagger}{S} \). If the model in \( \mathcal{N} \) is the equilibrium thermodynamics, then the fundamental thermodynamic relation arising in the dynamical reduction is the fundamental thermodynamic relation constituting the model in \( \mathcal{N} \) (i.e. the equilibrium thermodynamics). If, on the other hand, the model in \( \mathcal{N} \) involves the time evolution, then such model does not (at least in general) involve any thermodynamic relation and thus the fundamental thermodynamic relation arising in the dynamic reduction is a new information obtained from seeing the model in \( \mathcal{N} \) from the point of view of the more detailed model in \( \mathcal{M} \).

Still another thermodynamics in \( \mathcal{N} \) arises if we regard the model in \( \mathcal{N} \) as a more detailed than another model in \( \mathfrak{N} \). The upper entropy \( \overset{\dagger}{S} \) appearing
in (2.3) with $x$ replaced by $y$, i.e. the upper entropy $S^\uparrow$ generating the time evolution from $\mathcal{N}$ to $\mathcal{M}$, introduces thermodynamics in $\mathcal{N}$ (that is different from the thermodynamics introduced by $S^\downarrow$) obtained from seeing the model in $\mathcal{N}$ as a basis for reduction to a less detailed model in $\mathcal{M}$.

Finally, we note that if we are interested only in the result of the time evolution generated by (2.3), then we can replace (2.3) by simply a MaxEnt reduction which consists of the maximization of the upper entropy $S^\uparrow$ subjected to the constraints $\pi(x)$, as shown in the appendix of [23]. The Lagrange multipliers in this maximization are $y^\ast$. This is indeed the principle of maximum entropy (MaxEnt) formulated by Shannon [26] and Jaynes [27]. The question that arises in this static viewpoint of the reduction is of what is the entropy $S^\uparrow$, how shall we find it. In the dynamical viewpoint the upper entropy $S^\uparrow$ is the potential generating the reducing time evolution (that is, in general, a part of the data base associated with the model in $\mathcal{M}$). In the static viewpoint of the reduction one has to turn to other insights (see [26] and [27] for more details).

2.3. Reduced dynamics

We turn our attention now to the reduced dynamics, i.e., to the projection of $X \in \mathfrak{X}$ to $Y \in \mathfrak{X}(\mathcal{N})$.

Perhaps the simplest method of projecting $X \in \mathfrak{X}$ on $Y \in \mathfrak{X}(\mathcal{N})$ is provided by MaxEnt. Pick one point $y \in \mathcal{N}$. Due to the MaxEnt embedding there is an associated point $\pi^\ast(y) \in \mathcal{M}$. Take the vector attached to that point and project it to $y$. The vector field $Y \in \mathfrak{X}(\mathcal{N})$ obtained by repeating this for each $y \in \mathcal{N}$ is the MaxEnt projection of $X$ onto $\mathcal{N}$.

$$ Y^a(y) = \left. \frac{\partial \pi^a}{\partial x^i} \right|_{x(y)} X^i(x(y)). $$

But this vector field has a drawback. The trajectories obtained by solving evolution equations $\dot{y} = Y$ approximate poorly the trajectories on the $\mathcal{M}$ manifold. This is because the approach towards states with higher entropy is not explicitly contained in $Y$. Therefore, a more precise approximation is needed, see [28], [29].

A classical example of reduction beyond MaxEnt is the Chapman-Enskog expansion [30]. Let $\mathcal{M}$ be the state space of kinetic theory (i.e., the physical system under investigation is a gas and $x$ is the one-particle distribution function) and $\mathcal{N}$ is the state space of the hydrodynamics (i.e., hydrodynamic fields of density, momentum density and energy density, $y = (\rho, \mathbf{u}, e)$). In this case, the time evolution takes place in $\mathcal{N}$ is often well described by the Navier-Stokes-Fourier system of equations, see e.g. [22], obtained by the Chapman-Enskog expansion. The projection $\pi$ is the projection on the first 5 moments of the distribution function, and the detailed Boltzmann equation (vector field $X$) is reduced to less detailed Navier-Stokes-Fourier equations (vector field $Y$). The upper entropy $S^\uparrow$ is the Boltzmann entropy and it generates a lower-level entropy $S^\downarrow$, expressed by the Sackur-Tetrode relation for ideal gases [31], [17]. The embedding $\pi^\ast$ is the MaxEnt mapping from hydrodynamic fields to the locally
Maxwellian distribution functions. The locally Maxwellian distribution functions form the local equilibrium submanifold of $\mathcal{M}$, which is isomorphic to $\mathcal{N}$. When the evolution in $\mathcal{M}$ takes place close to the local equilibrium submanifold, the evolution in $\mathcal{N}$ is close to the detailed evolution in $\mathcal{M}$. The Chapman-Enskog expansion, however, also has a few drawbacks. Firstly, it relies on the a priori unknown form of asymptotic expansion and, secondly, it requires the presence of dissipative terms in vector field $\mathbf{X}$.

Another robust method of projecting the vector field $\mathbf{X}$ on $\mathcal{Y}$ was formulated by Bruce Turkington in [32]. The reduction consists of the following steps. Consider a manifold $\mathcal{M}$. Liouville equation for the probability distribution function on the manifold is formulated, and linear projection from the distribution function is defined, range of which determines a manifold $\mathcal{N}$. Shannon entropy is assumed for the distribution function, which forms and embedding $\pi^*$ of $\mathcal{N}$ onto $\mathcal{M}$.

Let us first project Hamiltonian mechanics on $\mathcal{M}$ (the Liouville equation) to Hamiltonian mechanics on $\mathcal{N}$. The upper Poisson bivector $^\dagger L$ is projected as a twice contravariant tensor field on the space of state variables and, if necessary, evaluated at the MaxEnt embedding,

$$ ^\dagger L^{ab} = \left( \frac{\partial \pi^a}{\partial x^i} \right)^\dagger_i L^{ij}(x) \frac{\partial \pi^a}{\partial x^j} \bigg|_{x=\pi^*(y)}. $$

To construct the Hamiltonian vector field on the lower level one further needs a Hamiltonian, energy on the lower level.

Let energy on $\mathcal{M}$ be $^\dagger E(x)$. Energy on the lower level $\mathcal{N}$ is inherited from the higher level through the MaxEnt mapping $^\dagger E(y) = ^\dagger E(\pi^*(y))$. However, since some energy modes present on the higher level have already been damped on the lower level, typically $^\dagger E(\pi(x)) \neq ^\dagger E(x)$. If the latter relation were an equality, one could project the higher-level evolution to the lower-level easily as one would obtain that time derivative of $\pi(x)$ be equal to $^\dagger L \cdot d^\dagger E$, which would be the lower-level purely Hamiltonian vector field. Since, however, the equality typically does not hold, simple projection does not give the desired result.

Instead, a lack-of-fit Lagrangian is defined which compares projections of the exact trajectories on $\mathcal{M}$ with trajectories on $\mathcal{N}$. Minimization of the Lagrangian then leads to a GENERIC evolution on $\mathcal{N}$ and gives a dissipation potential driving thermodynamic evolution on $\mathcal{N}$.

Still another method of constructing the reduced vector field is the Ehrenfest method developed in [33, 34, 35] and [28]. The method has the following ingredients: detailed manifold $\mathcal{M}$ equipped with entropy and with a vector field (evolution equations), manifold $\mathcal{N}$ and projection $\pi$ from $\mathcal{M}$ to $\mathcal{N}$. MaxEnt then provides the embedding of $\mathcal{N}$ into $\mathcal{M}$ as usually. The vector field on $\mathcal{M}$ does not need to have the GENERIC structure, but it is advantageous as shown in [36].

---

2 The more detailed level is referred to as the upper while the less detailed (reduced) as lower.
The vector field $X \in \mathfrak{X}(\mathcal{M})$ is first projected to a vector field $Y_0 \in \mathfrak{X}(\mathcal{N})$ by the MaxEnt projection. This vector field, however, needs to be corrected. Therefore, the vector field $X$ is lifted to the tangent bundle $T\mathcal{M}$ and subsequently projected back to $\mathcal{M}$, which results in a smoothed vector field on $\mathcal{M}$, $ER(X(\mathcal{M}))$, which expresses a sort of overall motion on $\mathcal{M}$, called Ehrenfest regularization in [37]. The same is done with vector field $Y_0$, which results in vector field $ER(Y_0) \in \mathfrak{X}(\mathcal{N})$. Finally, vector field $ER(X)$ is MaxEnt-projected to $\mathcal{N}$ and compared with $ER(Y_0)$. A correction term is then added to $Y_0$, forming a new vector field $Y_1 \in \mathfrak{X}(\mathcal{N})$, which makes $ER(X)$ equal to $ER(Y_1)$ (to a given order of relaxation time parameter). Vector field $Y_1$ then represents the evolution on $\mathcal{N}$, its components are right hand sides of evolution equations for $y \in \mathcal{N}$. This is the Ehrenfest reduction of detailed evolution on $\mathcal{M}$.

Another method of dynamic reduction is the Dynamic MaxEnt developed in [38, 23, 29]. The main idea is to first promote the conjugate variables $x^*$ in the GENERIC framework (2.3) to independent variables, which is natural from the point of view of contact geometry [39, 17]. The goal is to reduce a GENERIC model for state variables on manifold $\mathcal{M}$ so that a fast variables relaxes and becomes enslaved by the remaining slower variables, $\mathcal{N}$ being the manifold of slow variables.

The fast variable is first evaluated at the MaxEnt value determined by the remaining state variables. But since the conjugate fast variable is still present in the evolution equations for the slow variables, we need to express the conjugate variable in terms of the remaining state and conjugate variables. The fast conjugate variable is found as the solution to the evolution equation of the fast state variable evaluated at the MaxEnt value of the state variable. The conjugate fast variable is thus determined by compatibility of the MaxEnt value of the fast variable and the evolution equation for the fast variable. This way we end up with a vector field for the slow variables (on manifold $\mathcal{N}$) compatible with the MaxEnt embedding of the slow manifold into the original manifold.

### 3. Pattern recognition in machine learning

Imagine now a robot [40] that is, for instance, supposed to perform a mechanical task with a physical system, as e.g. in [12], while learning by itself how to operate the system. The robot has as the input a set of discrete trajectories on $\mathcal{M}$, $G(\mathcal{M})$. It should give as output an approximation of them by a low dimensional vector field which can be used to predict future evolution of the system approximately (so that it can be operated in a reasonable way).

#### 3.1. General scheme

For simplicity we shall illustrate the machine learning using the Proper Orthogonal Decomposition (POD), but the general picture will be applicable also to other methods. The problem is that the robot has discrete trajectories on a high-dimensional manifold $\mathcal{M}$, and it would be too costly to reconstruct the vector field $X \in \mathfrak{X}(\mathcal{M})$ from them; the vector field would have too many dimensions. Moreover, such high dimensional model would not provide the insight
we look for. The trajectories must be approximated by trajectories on a low dimensional manifold $\mathcal{N}$. Therefore, the task consists of the following steps:

1. **Manifold recognition**: Find a low-dimensional manifold $\mathcal{N}$ such that a projection of trajectories $G(\mathcal{M})$ to $\mathcal{N}$ well approximates the original set $G(\mathcal{M})$ of trajectories on $\mathcal{M}$. To accomplish this task, the robot needs the following:

   a. To measure distances and define orthogonality, the robot needs a **metric** on $\mathcal{M}$, $g(\bullet, \bullet)$, e.g. the $l^2$ scalar product with or without weights.

   b. Find a **projection** operator $\pi : \mathcal{M} \to \mathcal{N}$.

   c. To compare in $\mathcal{M}$ the trajectories $G(\mathcal{M})$ with their projections to $\mathcal{N}$, which is the means of assessing “goodness” of the approximative manifold $\mathcal{N}$, the robot needs an **embedding** mapping $\pi^* : \mathcal{N} \times \cdots \times \mathcal{N} \to \mathcal{M} \times \cdots \times \mathcal{M}$, mapping trajectories on $\mathcal{N}$ to trajectories on $\mathcal{M}$. The embedding is typically determined by MaxEnt in thermodynamics, but it is often difficult to construct it outside thermodynamics. Alternatively, the robot can compare the trajectories on the reduced manifold $\mathcal{N}$, for which the embedding is not needed. On the other hand, the embedding will be needed in the last step below anyway.

2. **Recognition of the reduced vector field**: Once having the low-dimensional manifold and projected trajectories $\pi(G(\mathcal{M}))$, the goal is to find a vector field $Y \in \mathfrak{X}(\mathcal{N})$ approximating the trajectories on $\mathcal{N}$. This is done by choosing an Ansatz on the form of the vector field, e.g. GENERIC, and fitting the unknown parameter so that the trajectories on $\mathcal{M}$ and $\mathcal{N}$ coincide in a sense. Once this step is successfully finished, the robot has recognized how the typical trajectories are created, he has learned how the system works.

3. To use this acquired knowledge, the robot is then supposed to integrate the vector field $Y$ to future times in order to **predict** future states on the $\mathcal{N}$ manifold. These states are then embedded into the $\mathcal{M}$ manifold of experimental data by mapping $\pi^*$ to obtain prediction of future states of on manifold $\mathcal{M}$.

Note that steps 1 and 2 can be seen as pattern recognition (manifold recognition and vector field recognition).

### 3.2. Reduced manifold recognition by POD

Let us now demonstrate the first step (manifold recognition) on a standard reduction method—the proper orthogonal decomposition (POD) or principal component analysis (PCA), see e.g. [41, 4].

#### 3.2.1. Loss of information

Let us have $N$ time snapshots of $m$-dimensional experimental data, assuming that $m >> N$, ordered to a $N \times m$ matrix $Z$. This matrix represents the high dimensional trajectories on manifold of the data $\mathcal{M}$. This matrix is now to be
approximated by POD. The core of POD is the singular value decomposition of matrix $Z$,

$$Z = U \Sigma V^T,$$

(3.1)

where $U$ is an orthogonal $N \times N$ matrix, $V$ is an $m \times m$ orthogonal matrix and $\Sigma$ is an $N \times m$ matrix with entries only on the diagonal. The entries are the called singular values, they are non-negative and ordered, $\sigma_1 \geq \sigma_2 \geq \ldots \sigma_N$. Note that there no information has been lost so far. The singular values are calculated as square roots of eigenvalues of the symmetric positive definite $N \times N$ matrix

$$Q = ZZ^T = U \Sigma \Sigma^T U^T.$$

(3.2)

In this way we also obtain the matrix $U$, which consists of the eigenvectors of $Q$. Now only $k$ first singular values are taken into account while setting $\sigma_l = 0$ for all $l > k$, which turns $\Sigma$ to a new matrix $\Sigma$. This is the crucial point where reduction takes place. The advantage of SVD is that it gives the best possible $k$-dimensional approximation of $Z$ provided the $l^2$ metric is used.

3.2.2. Projection

Finally—look at Eq. (3.1)—, the relevant part (first $k$ rows, since other are multiplied by zeroes) of matrix $V$ is calculated from $U^T Z = \tilde{\Sigma} V^T \overset{\text{def}}{=} B$. There are $k$ non-zero rows of this $N \times m$ matrix $B$, and these rows, denoted as $v_j \in \mathbb{R}^m$, form a basis of the $k$-dimensional submanifold $N \subset M$. Step (a) in the above abstract procedure is given made by choosing the usual $l^2$ scalar product and corresponding Frobenius norm. Step (b) is made by orthogonal projection $\pi$ to the basis of $N$,

$$N \ni y = \sum_{j=1}^{k} \langle x, v_j \rangle v_j \quad \forall x \in M.$$

(3.3)

3.2.3. Embedding

Consider now a trajectory $(y_1, \ldots, y_N)$ on $N$. We construct an $N \times m$ matrix $Y(y_1, \ldots, y_N)$ rows of which correspond to $y_i = \sum_{j=1}^{k} c_{ij} v_j$. The embedding $\pi^*$ is then given by

$$\pi^*(y) = U Y(y),$$

(3.4)

which is a trajectory on $M$. Step (c) has been finished. The POD method took the set of trajectories on $M$, encoded it into matrix $Z$, and identified a $k$-dimensional submanifold $N \subset M$ that approximates the trajectories $Z$. Moreover, there is an orthogonal projector $\pi$ onto the basis of $N$ and an embedding $\pi^*$ mapping trajectories on $N$ to trajectories on $M$. Step 1, manifold recognition, is thus finished.

3.2.4. Thermodynamics

We shall now look at the reduction described above through the eyes of thermodynamics recalled in Sec. 2.2. We regard the embedding of the projected
manifold $N$ to the original $M$ as a result of a learning time evolution which has revealed the important features in the data base collected in $M$. We thus interpret the reducing time evolution as the learning time evolution. This dissipative evolution is generated by an entropy. Having the entropy and focusing our interest only on the final outcome of the learning time evolution, we can also see the passage from $M$ to $N$ as maximization of the entropy (MaxEnt principle). We now proceed to identify the entropy associated with POD.

The crucial step in POD where information is lost is the dropping of eigenvalues. We shall seek its thermodynamic interpretation. A way to calculate eigenvalues is based on minimization of the Rayleigh quotient in a dynamical system, see [44]. Let us interpret the Rayleigh quotient as entropy of a vector related to a matrix $A$,

$$S(x) = \frac{x^T \cdot A \cdot x}{x^T \cdot x}.$$  \hspace{2cm} (3.5)

Gradient dynamics of $x$ is then prescribed as

$$\dot{x} = \frac{\partial \Xi}{\partial x^*} \bigg|_{x^* = S_x} = \tau \frac{\partial}{\partial x} \frac{x^T \cdot A \cdot x}{x^T \cdot x},$$  \hspace{2cm} (3.6)

for $\Xi = \frac{1}{2} \tau (x^*)^2$. The magnitude of $x$ is conserved by the dynamical system, so we can regard $x$ to be normalized to unity. This dynamical system has stationary points corresponding to eigenvectors of matrix $A$, and as it converges to the stationary values, it converges to the eigenvectors. From the eigenvectors, the eigenvalues can be recovered as the Rayleigh quotients, i.e. as the values of entropy in the stationary states. Eigendecomposition can be seen as result of a thermodynamic evolution.

However, as the matrix has typically more eigenvectors, the dynamical system has more stationary points. Typically it converges to the eigenvector corresponding to the dominant eigenvalue (highest entropy), but there are other lower eigenvalues (lower entropy) that also represent stationary solutions of the system. By being restricted only to some region around the global maximum of entropy, we obtain the information loss from POD.

Finally, the projection from all vectors normalized to unity (manifold $M$) to the chosen eigenvectors (manifold $N$, also represented by the eigenvalues) is simply the usual orthogonal projection to the span of the eigenvectors. Since the eigenvectors are contained in the original manifold $M$, the embedding is trivial (identity).

The reduction by POD, where only part of spectrum is considered while the remaining eigenspaces being ignored, can be seen as a dynamic reduction driven by entropy and implying a maximum entropy principle.

---

\*\*Another dynamical system converging to eigenvalues of a matrix was found in [42], where the double bracket dissipation, geometrized in [43], was found.\*\*
3.2.5. Comparison with Locally Linear Embedding

Locally linear embedding (LLE) typically provides better approximation of the low-dimensional manifold than POD. Let us therefore briefly mention the method. Starting with points \( x \in \mathcal{M} \), a weight matrix \( W_{ij} \) is found, which provides local interpolation of points on \( \mathcal{M} \) by their chosen number of neighbors. Then points \( y \in \mathcal{N} \) are found as the points that are best interpolated by weights \( W_{ij} \). This provides the projection \( \pi : \mathcal{M} \rightarrow \mathcal{N} \).

How to construct the embedding \( \pi^* : \mathcal{N} \rightarrow \mathcal{M} \)? We see three possible routes: (i) One can use a crude interpolation between \( y \) and \( x \), as e.g. in [12]. (ii) One can reverse the LLE procedure. Starting with points on \( \mathcal{N} \), constructing new weights \( \bar{W}_{ij} \) and finding \( x \in \mathcal{M} \) that are best interpolated by the new weights, as suggested in [5]. (iii) Finally, one can reformulate the LLE projection as gradient dynamics maximizing an entropy. The embedding could be then constructed by the MaxEnt procedure with respect to that entropy. Let us comment on this possibility in more detail.

The LLE algorithm consists of two steps, namely finding the weights \( W_{ij} \) and subsequently finding the projection \( \pi \). Both the steps are formulated as minimizations of certain cost functions. It can be therefore anticipated that LLE can be reformulated as gradient dynamics. The first step stands for minimization of cost functions

\[
e_i(W) = (x_i - \sum_j W_{ij} \eta_j)^2, \tag{3.7}
\]

where \( x_i \) is the \( i \)-th vector from \( \mathcal{M} \) and \( \eta_j \) is the \( j \)-th, \( j = 1, \ldots, K \), neighbor of \( x_i \). Note that the choice of \( K \) and the notion of distance (metric on \( \mathcal{M} \)) are needed. Moreover, the weights are supposed to sum to one for each \( i \), \( \sum_j W_{ij} = 1 \), since this is the gauge freedom of the cost function. By minimization subject to the sum-to-one constraint one obtains

\[
W_{ij} = -\lambda_i \sum_k C_{jk}^{-1(i)} + \sum_l x_i \cdot \eta_l C_{jl}^{-1(i)} \tag{3.8}
\]

with \( C_{jk}^{(i)} = \eta_j \cdot \eta_k \) being the correlation matrix, \( C_{ij}^{-1(i)} \) is its inverse, and \( \lambda_i = \frac{x_i \sum_j \eta_j \sum_k C_{jk}^{-1(i)}}{\sum_k C_{jk}^{-1(i)}} \) being the Lagrange multiplier.

The second step is minimization of cost function

\[
\phi(y) = \sum_i \left(y_i - \sum_j W_{ij} y_j \right)^2 \tag{3.9}
\]

subject to the constraints that \( \sum_i y_i = 0 \) and \( y_i \otimes y_j \propto I \), \( I \) being the \( d \times d \) identity matrix on the low-dimensional manifold. This step can be seen as eigenvalue decomposition, and \( d \) eigenvectors are then the sought vectors \( y_i \), see [5] for more details.

Therefore the LLE projection can be seen as eigendecomposition of matrix \( W_{ij} \) given by equation (3.8). It has already been noted in Sec. 3.2.4 that eigendecomposition can be seen as gradient dynamics, which means that LLE
3.3. Reduced vector field

In Step 2 a vector field $\mathbf{Y}$ on $\mathcal{N}$ is sought. We shall now regard the process of identifying $\mathbf{Y}$ through the eyes of Section 2.3. The vector field $\mathbf{Y}$ is found in such a way that the trajectories on $\mathcal{N}$ corresponding to the vector field are as close as possible to the measured trajectories. The comparison can be made either on $\mathcal{M}$ (embedding trajectories on $\mathcal{N}$ into $\mathcal{M}$), or on $\mathcal{N}$ (projecting trajectories from $\mathcal{M}$ onto $\mathcal{N}$).

3.3.1. Prediction

Finally, Eq. (4.1) can be solved to obtain future trajectories on $\mathcal{N}$. The embedding then lifts the trajectories to future trajectories on $\mathcal{M}$, which is a prediction of future trajectories on $\mathcal{M}$.

4. Illustration

Let us now illustrate the foregoing theoretical construction on a recent successful method of machine learning in dynamical systems [12]. The physical system under investigation is a free-surface fluid, the objective is to teach a robot how to handle it. First, we address the NI modeling of such a system. The standard modeling based on the classical fluid mechanics with the Navier-Stokes equation serving as the governing equation leads to a very complex mathematical formulation. In order to avoid the difficulties associated with numerical solutions of partial differential equations, we choose the Lagrange formulation of fluid flows (the fluid is seen as composed of fluid particles) and then still a simpler formulation known as the method of Smoothed Particle Hydrodynamics (SPH), see [45], and the method of Smoothed Dissipative Particle Dynamics (SDPD), see [46, 47]. The data base DB presented to the robot thus consists of pseudo-experimental data. These are the fluid particle trajectories calculated as solutions to the system of ordinary differential equations serving as the governing equations in the SPH and SDPD formulations of fluid flows.

4.1. Smoothed particle hydrodynamics

First, we briefly recall the SPH and SDPD methods. Imagine a fluid motion. Instead of the usual way based on partial differential equations (e.g., Navier-Stokes equations), the fluid can be described as composed of fluid quasi-particles. Dynamics of these particles is governed by Hamilton canonical equations, which are ordinary differential equations. The particles are also equipped with their
energy or entropy, which makes it possible to address the thermodynamic behavior, see e.g. [45, 46].

Apart from the Hamiltonian part, the evolution equations also contain irreversible terms. These terms can be constructed by direct discretization of the continuous viscous terms (as in SPH) or by including fluctuations compatible with the continuous terms through the fluctuation-dissipation theorem (SDPD), see e.g. [47].

4.2. Reduced manifold

Let us now recall a recent successful approach to machine learning taking advantage of the GENERIC framework [12]. In this approach a pseudo-experimental data of fluid motion are first acquired from an SPH simulation, having a few thousand particles, \( n \) being the number of particles. The detailed manifold \( \mathcal{M} \) is thus \( 7n \)-dimensional, since each particle has its position (3), velocity (3) and energy (1). The measured states of the particles represent trajectories on \( \mathcal{M}, G(\mathcal{M}) \).

Then three different methods searching for a suitable lower-dimensional sub-manifold are employed, namely POD (see above), locally linear embedding (LLE) and topological data analysis (TDA). Each of the methods leads to a different manifold \( \mathcal{N} \). The best performance was given by TDA, where the manifold \( \mathcal{N} \) was consisting of a few particles (instead of a few thousand) while still giving reasonable approximation of the pseudo-experimental data. In all the three approaches, however, the reduced manifold \( \mathcal{N} \) was similar to the original high-dimensional manifold \( \mathcal{M} \) in the sense that it also described pseudo-particle states (although much lower number of them). The methods provided a projection \( \pi \) from \( \mathcal{M} \) to \( \mathcal{N} \) as well as the embedding of \( \mathcal{N} \) into \( \mathcal{M} \). This is the manifold recognition.

4.3. Reduced vector field

In step 2 a vector field \( \mathbf{Y} \) on \( \mathcal{N} \) is sought. It is assumed that the vector field on \( \mathcal{N} \) has the GENERIC structure

\[
\dot{y}^a = \mathbb{L}^{ab} \dot{y}^b + \mathbb{M}^{ab} \dot{S} y^b,
\]

where \( \mathbb{L} \) is a Poisson bivector, \( \mathbb{E} \) is an energy on \( \mathcal{N} \), \( \mathbb{M} \) is a dissipative matrix on \( \mathcal{N} \) and \( \mathbb{S} \) is an entropy on \( \mathcal{N} \).

Energy \( \mathbb{E} \) is assumed to be quadratic in \( y \) so that its gradient is linear operator on \( y \) (a matrix), and the same is assumed for entropy \( \mathbb{S} \). The dissipative matrix \( \mathbb{M} \) is assumed to be piecewise constant—data are fitted by regions.

\[\text{It is often assumed that the reduced manifold keeps the structure of a cotangent bundle, such that a reversible evolution is generated by the canonical Poisson bivector (equipped with entropy) as on the original manifold. Therefore, the reduced dynamics can be interpreted as dynamics of a lower number of (quasi-)particles, since otherwise another Poisson bivector would have to be sought. This is not, however, strictly necessary nor a limitation of the method, see for instance [43, 49].}\]

\[\text{corresponding to dissipation potential } \Xi = \frac{1}{2} y^a \mathbb{M}^{ab} y^b,\]
not necessarily monolithically—symmetric and positive definite. The unknown matrices \( \uparrow E_{y^b} \), \( \uparrow S_{y^b} \), and \( \uparrow M \) are then fitted by least squares so that the trajectories given by integration of Eqs. (4.1) coincide with projection of the measured trajectories as much as possible. Least squares can also be interpreted as a result of gradient dynamics [50], which means that reduction takes place in that step.

Note that Eq. (4.1) can be simplified to
\[
\dot{y}^a = \uparrow L^{ab} \downarrow F_{y^b} - T \uparrow M^{ab} \downarrow F_{y^b} \tag{4.2}
\]
for isothermal systems. Here \( \downarrow F = \uparrow E - T \downarrow S \) is the Helmholtz free energy. In this case only two matrices would be necessary.

4.4. Prediction

Finally, Eq. (4.1) are solved to obtain future trajectories on \( N \). The embedding then lifts the trajectories to future trajectories on \( M \), which is a prediction of future trajectories on \( M \), showing remarkable precision in [12].

5. Conclusion

Learning is a process of getting an insight that allows to make quick predictions. If the input of learning is a dynamical system, then the insight is an information about important qualitative features (about a pattern) in the phase portrait (i.e. in the collection of trajectories). One way to get such information is to reduce the dynamical system under investigation to a simpler dynamical system whose phase portrait is the pattern in the phase portrait corresponding to the original dynamical system. The reduction process in which the pattern is recognized can be interpreted as the learning process. This process can also be regarded as a time evolution generated by a dynamics that we call a reducing dynamics or also a learning dynamics. In the reducing time evolution the pattern in the phase portrait of the original dynamical system emerges. The reducing dynamics is dissipative and is driven by a potential called entropy. We can use this terminology, since in the particular case of reductions investigated in statistical mechanics such potentials are indeed physical entropies arising in thermodynamics.

In the machine learning the input of learning is the phase portrait (data base). In this paper we suggest that the approach to learning via reducing dynamics and associated thermodynamics, that has been developed in the context of the dynamical system theory, can also be applied and can be useful in the machine learning. We illustrate the suggestion on the example worked out in [12].

Within the thermodynamic framework, an inverse mapping can be also defined, ensuring scale bridges and the connection between data, fine and reduced models, patterns, etc., which is a crucial point for efficient data-assimilation. In the future we intend to explore new routes opened by the connection with thermodynamics. For instance, thermodynamics provides a close connection of
entropy to fluctuations. We are suggesting that the entropy drives the learning dynamics. This means that an appropriate analysis of fluctuations involved in the data base can serve as a complementary tool in machine learning.
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