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In this paper, we develop an approximate wide-bandwidth upper bound to the absorption enhancement in arrays of metaparticles, applicable to general wave-scattering problems and motivated here by ocean-buoy energy extraction. We show that general limits, including the well-known Yablonovitch result in solar cells, arise from reciprocity conditions. The use of reciprocity in the stochastic regime leads us to a corrected diffusion model from which we derive our main result: an analytical prediction of optimal array absorption that closely matches exact simulations for both random and optimized arrays under angle/frequency averaging. This result also enables us to propose and quantify approaches to increase performance through careful particle design and/or using external reflectors. We show in particular that the use of membranes on the water’s surface allows substantial enhancement.

I. INTRODUCTION.

One of the most influential theoretical results for solar-cell design has been the ray-optical Yablonovitch limit [1–8], which provides a bound to how much surface texturing can enhance the performance of an absorbing film averaged over a broad bandwidth and angular range. In this paper, we obtain approximate broad-band/angle absorption limits for a case in which the traditional Yablonovitch result is not useful: dilute arrays of “metaparticles” (synthetic absorbers/scatterers). Known limits bound the absorption at every wavelength [9, 10], but they tend to be loose when considering large bandwidths since coherent effects average out [5, 11]. Here, we find limits on the absorption for arrays of particles that can be described by the radiative-transfer equation (RTE) [12, 13]. In particular, we show that an isotropic diffusive regime is optimal for maximizing absorption. This allows us both to obtain analytical upper bounds (Eqs. 7, 10) and identify the ideal operating regime of absorbing metaparticle arrays.

In optics contexts, scattering particles can be used to enhance absorption in thin-film or dye-sensitized solar cells [15–18]. Most previous work focused on numerical optimization using the full-wave equations [15, 16] or, in the case of dye-sensitized solar cells, RTE for random arrays [17, 18]. In Ref. 19, approximate analytical estimations of absorption enhancement were given in cases of optically-thin/thick layers under assumptions of weak absorption, normal incidence and isotropic differential cross section. In this work, we were actually motivated by arrays of buoys designed to extract energy from ocean waves [20–23] depicted in Fig. 1. Previous numerical-optimization work [14, 24–26], in particular a recent extensive computational study on large arrays [14, 26], showed promising results through the design of buoy positions. The question we are trying to answer in this work is more general: given the absorbing/scattering properties of an individual metaparticle, is there a limit on the total enhancement and how can it be reached? The Yablonovitch limit cannot be applied to all metaparticle arrays since it requires an effective-medium approximation, which is only accurate for either dilute weakly interacting dipolar particles [27] or for strongly interacting particles with sufficiently subwavelength separation [28], neither of which is true of the ocean-power problem. Moreover, the Yablonovitch limit is independent of the precise nature of the scattering texture, whereas in our case the whole
point is to extrapolate the array properties from the individual-scatterer properties.

In this paper, we define the interaction factor $q(\theta)$ \cite{20,30} as the ratio of the power extracted by the array to that of the equivalent number of isolated particles for a given incident angle $\theta$. We first point out that previously known limits in both solar cells and ocean buoys arise from reciprocity constraints on the full-wave equations (Section II). The use of reciprocity in the radiative-transfer equation leads to a general limit (Eq. 7), valid for any geometrical configuration in RTE regime, that is reached through an isotropic distribution of intensity in the ideal case of small absorption (Section III). This optimal solution justifies the use of a corrected radiative-diffusion model (Eq. 10) that predicts the frequency-averaged performance of random arrays, but also the angle/frequency-averaged performance of the optimized periodic array with better than 5% accuracy. This corrected model can be used to estimate the upper bound on $q$ (which is proportional to the spatially-averaged intensity in RTE framework) even in regimes where the standard diffusion model is not expected to be accurate. This result allows us to quickly evaluate the performance benefits of different metaparticle designs and array configurations, and we show that substantial improvement is possible if the scattering cross-section is increased (relative to the absorption cross-section) and/or if partially reflecting strips are placed on either side of the array (Section IV). More specifically, we show that the use of bending membranes on the water’s surface around the buoys significantly increases the interaction factor. We finally use the corrected radiative-diffusion model to find optimal parameters that maximize $q$.

II. RECIPROCITY

The original intuition behind the ray-optical Yablonovitch limit is that the optimal enhancement is achieved through an isotropic distribution of light inside the device \cite{11,2}. This can be thought of as a reciprocity condition. Reciprocity \cite{41} implies that rays at a given position cannot emerge in the same direction from two different paths. In consequence, if a given point in the absorber is to be reached from as many ray bounces as possible, the rays must be entering/exiting that point from all angles. More formally, we show in Appendix-A that reciprocity can be applied to the full Maxwell’s equations in order to relate the enhancement to the density of states (accomplished in another way by Ref. \cite{10}), leading to:

$$
\langle q \rangle = \int_{4\pi} q(\theta) f(\theta) d\Omega \leq \frac{4\pi}{n} \langle \rho_d \rangle \max f
$$

(1)

where $\langle q \rangle$ refers here to the absorption enhancement compared to the single pass, averaged over both polarizations and over a directional spectrum $f(\theta)$ with normalized flux $\int_{4\pi} \cos \theta |f(\theta)| d\Omega = 1$. $\langle \rho_d \rangle$ is the average density of states in the device, $\rho_d$ the free space density of states and $n$ the index of the absorbing medium. The previous equation becomes an equality in the case of isotropic incidence and small absorption. Yablonovitch limit can then be recovered in bulk media ($\rho_d = n^3 \rho_v$) for an incident field confined to a cone of aperture $\Theta_i$ ($f = \frac{1}{\pi \sin \theta_i} \delta(\theta < \theta_i)$): $$
\langle q \rangle \leq \frac{4\pi^2}{\sin \theta_i^2}
$$

A similar procedure can be followed in the ocean-buoy problem. By applying the appropriate reciprocity relation derived from the wave equation, the Haskind–Hanaoka formula \cite{31}, to the absorption of an optimal array of buoys \cite{29}, one can bound the interaction factor $\langle q \rangle$ for a given directional spectrum $f(\theta)$ ($\int_{2\pi} f(\theta) d\theta = 1$) by \cite{9} Appendix-B:

$$
\langle q \rangle = \int_{2\pi} q(\theta) f(\theta) d\theta \leq \frac{M}{k \sigma_a} 2\pi \max f
$$

(2)

where $k$ is the wavenumber, $\sigma_a$ the single-buoy absorption and $M$ the number of degrees of freedom for the buoy motion (1–6, e.g. 1 for only heave motion). This result implies that for isotropic incidence, we have $\langle q \rangle \leq 1$ at the resonance frequency (the frequency at which the single buoy reaches its maximum absorption $M/k$), while it can in principle be larger at other frequencies. Although this sets a general limit valid at any frequency for any structure, we show in the following that it is not tight when considering the frequency-averaged performance.

III. RTE LIMITS

We consider a two-dimensional array of scattering/absorbing particles distributed inside a region $S$ bounded with a curve $C$ (Fig. 1).

In the case of dilute and non-structured arrays, coherent scattering effects average out. This allows one to use the radiative-transfer equation (RTE) that only involves specific intensity $I(\mathbf{r}, \theta)$, and that is applicable to ensemble averages of random arrays at a single frequency \cite{42,43}:

$$
\nabla r \cdot \nabla \rho \left[ -\sigma_a I + \rho \sigma_s \int d\theta' \rho(\theta, \theta') I + \epsilon \right]
$$

(3)

where $\sigma_s$, $\sigma_a$ and $\sigma_c$ denote respectively the scattering, absorption and extinction cross sections of the individual particles ($\sigma_c = \sigma_s + \sigma_a$), $p$ the normalized differential cross section, $\rho$ the particles’ density, $\mathbf{e}_\theta$ the unit vector with direction $\theta$ and $\epsilon$ internal sources.

We conjecture that a similar averaging of coherent effects arises from averaging over frequency and/or angle, and below we demonstrate numerically that this allows RTE to make accurate predictions even for a small number of random samples or for optimized periodic arrays. This is similar to optical light trapping where Yablonovitch model can predict the frequency/angle-average performance of textured solar cells even though it
cannot reproduce the exact spectral or angular response.\footnote{11}

\section{General limit}

Similarly to our previous discussion of reciprocity-based limits from the wave equation, we now use reciprocity constraints on RTE to obtain general limits on the interaction factor $q$.

One can first define a surface Green’s function $G_{s}(r, \theta; r', \theta')$\footnote{32} giving $I(r, \theta)$ for an incident field $I_{i}(r_{i}, \theta_{i}) = \delta(\theta_{i} - \theta')\delta(r_{i} - r')$ and no internal sources $\epsilon = 0$. Similarly, a volume Green’s function $G_{p}(r, \theta; r', \theta')$ can be defined as the intensity $I(r, \theta)$ obtained with no incident field $I_{i} = 0$ and a point source $\epsilon(r_{i}, \theta_{i}) = \delta(\theta_{i} - \theta')\delta(r_{i} - r')$.

We recall that the flux density $F$ is defined as $\int_{\Sigma} I_{i} e_{\theta} d\theta$. Conservation of energy\footnote{12} then leads to $\int_{\Sigma} F \cdot n_{\text{out}} dr = P_{e} - P_{a}$ where $P_{e}$ and $P_{a}$ are the generated and absorbed power respectively. For a unit source, we have $P_{e} = \int_{S} I_{i}(r, \theta) dr d\theta = 1$ so that:

$$\int_{C} \int e_{\theta} n_{\text{out}} > 0 G_{p}(r, \theta; r', \theta')(e_{\theta} \cdot n_{\text{out}}) dr d\theta = 1 - P_{a} \quad (4)$$

To bound this last expression, we need a \textit{lower}-bound for $P_{a}$. By noting that the intensity at any point is larger than the single pass value (obtained after extinction without multiple scattering), we have:

$$P_{a} = \rho_{s} \sigma_{\epsilon} \int_{S} 2\pi G_{p}(r, \theta; r', \theta') dr d\theta$$
$$\geq \rho_{s} \sigma_{\epsilon} \int_{S} e^{-\rho_{s} \sigma_{\epsilon} |r - r'|} |r - r'| \delta(\text{angle}(r - r') - \theta') dr$$
$$= \frac{\sigma_{\epsilon}}{\sigma_{\epsilon}} H_{\rho_{s} \sigma_{\epsilon}}(r', \theta') \quad (5)$$

where $H_{\rho_{s} \sigma_{\epsilon}}(r', \theta')$ defined in the previous equation can be interpreted as the power absorbed by a medium without scattering and with an absorption coefficient $\rho_{s} \sigma_{\epsilon}$ in the presence of a unit source at the point $r'$ emitting in direction $\theta'$.

Finally, we relate $G_{s}$ to $G_{p}$ through reciprocity using $G_{p}(r, \theta; r', \theta')(e_{\theta} \cdot n_{\text{out}}) = G_{s}(r', \pi - \theta'; r, \pi - \theta)$\footnote{32}. We conclude from Eq. (4) and Eq. (5) after a simple change of variable that:

$$\int_{C} \int e_{\theta} n_{\text{out}} < 0 G_{s}(r', \theta'; r, \theta) dr d\theta \leq 1 - \frac{\sigma_{\epsilon}}{\sigma_{\epsilon}} H_{\rho_{s} \sigma_{\epsilon}}(r', \pi - \theta')$$
\hspace{1cm}\quad (6)

with equality \textit{always} realized in the absence of absorption.

Since the interaction factor in RTE is given by $q = \langle \int_{0}^{2\pi} I(r', \theta') d\theta' \rangle_{r'} / I_{i}$ where $I_{i}$ is the incident intensity and $\langle \cdot \rangle_{r'}$ is the average over $r'$ in $S$, we can therefore bound the interaction factor $q$ for a given directional spectrum $f(\theta)$ [fraction of power incident from angle $\theta$]:

$$\langle q \rangle = \int_{C} \int_{2\pi} e_{\theta} n_{\text{out}} < 0 f(\theta) \langle G_{s}(r', \theta'; r, \theta) \rangle_{r'} dr d\theta$$
$$\leq 2\pi \left[ 1 - \frac{\sigma_{\epsilon}}{\sigma_{\epsilon}} h(\rho_{s} \sigma_{\epsilon}) \right] \max_{\theta} \int f \quad (7)$$

where $h(\rho_{s} \sigma_{\epsilon}) = \langle H_{\rho_{s} \sigma_{\epsilon}}(r', \theta') \rangle_{r', \theta'} \geq 0$. In the case of a
“slab” of thickness $d$, we can show that [Appendix-C]:

$$h(x) = 1 - \frac{2}{\pi} \frac{e_1(xd)}{xd} = \int_0^{\pi/2} e^{-x \sec \alpha} \cos \alpha \, d\alpha$$

Note that the bound in Eq. (7) reaches its maximal value $2\pi \max f$ in the limit of small absorption. This maximal value, which does not assume optimal single-buoy absorption, generalizes then the previous ocean-buoy absorption, which does not assume optimal single-buoy absorption. Inclusion of higher order effects in the term $I_d$ for any solution of RTE. The reason behind this problem is that the term $I_{ri}$ is not isotropic even for an isotropic incidence. For large thicknesses, however, the contribution of the term $I_{ri}$ becomes negligible and the diffuse term $I_d$ can ensure an isotropic solution. This simply means that the higher order terms in the expression of $I_d$ cannot be neglected for small thicknesses. In order to keep the simplicity of the diffusion solution, we suppose that the effects of higher order terms can be incorporated by the introduction of a scalar term in the diffuse intensity $\eta I_d$ instead of $I_d$. $\eta$ is then defined so as to ensure the condition $\langle q \rangle = 1$ for isotropic incidence and zero absorption. This procedure is somewhat similar to the approach in Ref. 57 except that we use a constant factor $\eta$ since we are interested in the total and not the spatially resolved $I$. In order to define $\eta$, we study the limit of negligible absorption for which $\nu_d \to 0$, $C \to -2\cos^2 \theta$ and $D \to \cos^2 \theta (1-e^{-v_{sc} \sec \theta}) + \frac{1}{2} \cos \theta (1-e^{-v_{sec} \sec \theta})$. After simplification, the condition $\langle q \rangle = 1$ allows to define $\eta$ as:

$$\eta = \frac{\pi}{2} - \frac{1}{2} e_1(v_e) + \left( 1 - \frac{1}{2} e_1(v_e) \right) \frac{\beta}{\cos \theta} + \frac{\gamma}{\cos \theta} + \frac{2\gamma}{\cos \theta} + \frac{\gamma}{\cos \theta}.$$  

We note that, as expected, $\eta \to 1$ for an absorber that is thick compared to the extinction length. From our discussion above, this corrected radiative-diffusion model can now be used to estimate the upper bound on the interaction factor even in regimes where the standard diffusion model is not expected to be accurate (optically thin or large absorption).

### IV. OCEAN-BUOY ARRAYS

#### A. Example

We now present a validation of the accuracy of Eq. (10) in a model of ocean-wave energy converter (WEC) consisting of a truncated cylinder in heave motion (Fig. 1). The isolated-buoy properties can be obtained analytically and are depicted in Fig. 3: they are designed to have an absorption resonance that matches the...
for a fixed scattering-to-absorption ratio \( \sigma \) of \( q \) the interaction factor \( q \), waves near normal incidence, is better at \( \theta \) near 0°. For an ensemble of random structures, this spectrum exhibits a large standard deviation (gray shaded region), due to the many resonance peaks that are typical of absorption by randomized thin films \([3, 5]\), but the frequency average mostly eliminates this variance and matches our predicted \( q(\theta) \). Precisely such an average over many resonances is what allows the Yablonovitch model to accurately predict the performance of textured solar cells even though it cannot reproduce the detailed spectrum \([5, 11]\).

At first glance, our model does not agree in Fig. 2 with the performance of the optimized periodic array from Ref. \([14]\) the periodic array, which was optimized for waves near normal incidence, is better at \( \theta \) near 0° and worse elsewhere. However, when we also average over \( \theta \) (from a typical ocean-wave directional spectrum \([33]\)), the result (shown as a parenthesized number in the legend of Fig. 2) matches Eq. \( 11 \) within 5%. If we average over all angles assuming an isotropic distribution of incident waves, the results match within 1%. Similar results have been observed for thin-film solar cells, in which an optimized structure can easily exceed the 4\( n^2 \) Yablonovitch limit for particular incident angles, but the Yablonovitch result is recovered upon angle-averaging \([3, 5, 8, 11]\).

Finally, we note in Fig. 2 (lower plot) that RTE results respect indeed the bound in Eq. \( 7 \) for isotropic incidence. In particular, we confirm that random arrays achieve \( \langle q \rangle = 1 \) for small absorption (i.e. small wavelength in our case). The periodic array, on the other hand, doesn’t satisfy this relation unless it is frequency averaged. We also mention that the limit Eq. \( 7 \) is very loose for anisotropic incidence and cannot be reached without using external reflectors as discussed in Section IV-B below.

**B. Larger interaction factor**

Given this model, we can now explore ways to increase the interaction factor \( q \). By examining the dependence of \( q \) in Eq. \( 10 \) on the parameters (Fig. 4), we find that for a fixed scattering-to-absorption ratio \( \sigma_s/\sigma_a \), \( q \) reaches a maximum \( q_{\text{max}} \) for an intermediate value of scattering per unit length \( \rho d \sigma_s \), whereas it increases monotonically with \( \mu \). A maximum \( \mu \) is achieved by increasing \( \mu_1 \) (forward scattering) and decreasing \( \mu_2 \) (lateral scattering).

The optimal value of \( \rho d \sigma_s \) and \( q_{\text{max}} \) both increase with \( \sigma_s/\sigma_a \); as the single particle absorbs more, the interaction factor decreases and the optimal configuration requires a larger spacing between the particles. The maximum \( q \) is then achieved in the limit of small absorption \( (\rho d \sigma_s \ll 1) \) and large scattering \( (\rho d \sigma_s \gg 1) \) for which we obtain a perfect isotropic diffuse intensity.

From Fig. 3, we see that we have \( \sigma_s/\sigma_a \approx 1 \) at the resonance of the WEC. In this case, the enhancement is expected to be smaller than 1 around the resonance and optimal structures will tend to have a large spacing \( d_p \). (If the array were optimized for small wavelengths \( \lambda \), where \( \sigma_s \gg \sigma_a \), then a larger \( q \) could be obtained at those wavelengths, but \( q_s \) would be worse because the optimal spacing in this case is too small for good performance at the resonance.) Still, multiple scattering significantly improves the broadband performance of our array: our \( \langle q \rangle = 0.99 \) is larger than the \( \langle q \rangle \approx 0.78 \) that is obtained from RTE in absence of multiple scattering (reduced factor \( g_0 \)). The performance is still lower than the 1.65 that would be obtained for \( \sigma_s \gg \sigma_a \) in the ideal isotropic regime discussed below, essentially because \( \sigma_a/\sigma_s \) is too small and the structure is too thin (as for example quantified by the transport mean-free
path $d/l_r = \nu_r(1-\mu) \approx 0.5$ for $\frac{2\pi}{\lambda} \gtrsim 0.3$ to practically achieve an isotropic diffuse intensity.

Alternatively, we show that $q$ can be enhanced by putting partially reflecting strips around the array. Similar to light-trapping by total internal reflection [1] [2], one possibility is to use a strip of a lower “index” medium (compared to the array’s ambient medium) on either side of the array. In the ocean-buoy problem, this can for example be achieved by either a depth change or the use of a tension/bending surface membrane which can lead to near-zero index [44, 45]. This modifies equations (2–4) with additional reflection coefficients $R_i$, as given in Appendix-E.

In Fig. 4, we show the effect of an increase in the scattering cross section and/or the index contrast for the same array studied before. By combining both effects, a large (> 3) spectral interaction factor can be achieved at normal incidence. At the same time, waves incident at large angles will be reflected out, so that the interaction factor integrated over isotropic incidence is still smaller than 1. For a given directional spectrum and scattering cross section of a single buoy, the optimal interaction factor is achieved for a specific value of the index contrast as can be seen in Fig. 4 (right).

Finally, it is instructive to look at the ideal case of small absorption and large scattering, for which Eq. (10) simplifies to:

$$q(\theta) = [1 - R_1(\theta)] \left( \frac{\pi}{\alpha} + \cos \theta \right) \cos \theta$$  \hspace{1cm} (13)

where $R_1$ is the reflection coefficient of the front-surface and $\alpha = (1 - r_1)/(1 + r_2)$ with $r_1 = \int_{-\pi/2}^{\pi/2} R_1(\theta) \cos \theta d\theta / \int_{-\pi/2}^{\pi/2} \cos \theta d\theta$. Equation (13) still gives 1 when averaged over isotropic incidence, but the interaction factor is larger near normal incidence. Without reflectors ($R_1 = 0$), the maximum value of $q$ at normal incidence is $1 + \frac{\pi}{2}$, and the previous directional spectrum gives $(q) \approx 1.65$. This maximum value of $q(0)$ does not reach the arbitrarily large enhancement allowed by Eq. (7). However, $q(0)$ can still be made sufficiently large by including a reflector designed for transmission near normal incidence and reflection elsewhere (since $\alpha \to 0$).

C. Surface membrane

We now use a specific example to demonstrate a larger interaction factor $q$ using surface membranes surrounding the WEC array. For large scale applications, such membranes could be designed to have the desired properties by connecting floating pontoons with elastic elements of appropriate stiffness.

A thin bending membrane on the water surface changes the “refractive index” ($\sim k/\omega$) through the following dispersion relation (e.g. Ref. [46]):

$$\omega^2 = gk \tanh(kh) \frac{1 + C_b(kh)^4}{1 + m \cdot kh \tanh(kh)}$$  \hspace{1cm} (14)

where $\omega$ is the frequency, $g$ the acceleration of gravity, $k$ the wavenumber, $C_b$ is a dimensionless bending coefficient, $m$ is the mass of the membrane relative to the mass of the water beneath it and $h$ is the water depth. We simply assume $m = 0$ in the following.

At a fixed $\omega$, the membrane decreases $k$ (decreases the “index”) compared to the surrounding medium. This change of index leads to a reflection off the membrane’s edges. In particular, total internal reflection traps the water waves similarly to light trapping in solar cells, which increases the interaction factor $q$. The reflection coefficient, which depends on $\omega$, $C_b$, the incident angle and the membrane’s width $w$, can be computed by applying appropriate boundary conditions on either side of

![FIG. 4. Upper: Dependence of $q(0^\circ)$ on parameters in absence of reflecting boundaries. In the left plot, we take $\sigma_s/\sigma_a = 5$. In the right plot, we show the optimal $\rho \sigma_s$ and $q_{\text{max}}$ for different values of $\sigma_s/\sigma_a$ and $\mu$. Lower: Effect of a change in the index contrast and scattering cross section on the bandwidth-averaged factor $q_s$, for the same array in Fig. 2. We tune the index $n_1$ along a strip surrounding the array, with $n_0$ being the index of the array’s ambient medium. We suppose that the WEC has new scattering cross section $\sigma_s$, but keep the same absorption cross section. Left: $q_s$ at normal incidence. Right: $q_s$ averaged over $\theta$ with a directional spectrum of $\cos^{2s} \theta$ and $s = 4$.](image)
we change the upper-bound for the previously studied array as practical perfect reflector \((C_{b1} \to \infty, \text{limited only by the attainable practical } C_b)\).

We can now use our corrected diffusion model to predict the upper-bound for the previously studied array as we change \(C_b\). For each value of \(C_{b1}\) and \(C_{b2}\) representing the front and rear membranes, respectively, we find the optimal membrane widths that maximize the radiative-diffusion bound. The resulting optimized \(\langle q_s \rangle\) values are shown are shown in Fig. 5 (upper plot). We first note that the frequency/angle-averaged interaction factor \(\langle q_s \rangle\) increases significantly (>1.8) compared to the \(\langle q_s \rangle = 1.00\) without the membranes. We also confirm that \(\langle q_s \rangle\) increases with \(C_{b2}\) (rear membrane) as expected. On the other hand, there is an optimal value for \(C_{b1}\) depending on the directional spectrum \(f(\theta)\). For a focused incident field, only angles near normal incidence matter so that \(C_{b1}\) can be increased allowing more of the waves scattered by the WECs to be trapped. On the other hand, for a broad directional spectrum, a large value of \(C_{b1}\) prevents waves incident from wide angles from reaching the WECs.

For our array, supposing for example that the maximal attainable value of \(C_{b2}\) is equal to 2, the optimal value for \(C_{b1}\) is 0.048 with optimal widths equal to 1.6\(h\) for both the front and rear membranes. The frequency-averaged interaction factor \(q_s\) for the optimal parameters is shown in Fig. 5 (lower plot). Our predicted bound (red dashed line = corrected diffusion) is indeed larger than the actual performance of the array as modeled by RTE (orange dots). That is mainly due to the relatively small scattering cross section compared to the absorption cross section. As illustrated in the inset of Fig. 5 at small wavelengths where \(\sigma_s\) is large (Fig. 3), we see that an increase in the scattering cross section leads to arrays with performance closer to the radiative-diffusion bound.

We finally mention that in the case of using a perfect back-reflector, \(\langle q_s \rangle\) can reach a value of 2.26 for \(C_{b1} = 0.06\) and \(w_1 = 1.65h\).

V. CONCLUSION.

We believe that the angle/frequency-averaged limits presented in this paper provide guidelines for future designs to achieve a large \(q\) factor which may open the path for the realization of large arrays of buoys for efficient ocean energy harvesting. In particular, the use of external reflecting elements such as surface membranes seems a promising approach. The results are also applicable to other problems where multiple scattering effects are used to achieve enhancement, including scattering particles inside an absorbing layer. One can, for example, recover the standard Yablonovitch-4n^2 result from our approach in an appropriate limit [Appendix-H], but the real power of our result is that it allows to study the effect of single-metaparticle properties, angle of incidence and reflecting boundaries.

ACKNOWLEDGMENTS

This work was supported in part by the Army Research Office under Cooperative Agreement Number W911NF-
Now, we use the Poynting theorem to compute the far field of the point source:

\[
\frac{1}{\eta} \int |f_s(\hat{k})|^2 d\hat{k} = \int \text{Re}[\mathbf{E}_a \times \mathbf{H}^*_a] \cdot \hat{k} dS \\
\leq \int \text{Re}[\mathbf{J}_a \times \mathbf{E}_a] \\
= \text{Im}[\mathbf{E}_a(r_0) \cdot \hat{e}_a] \frac{1}{\omega \mu}
\]

(A5)

At this point we are able to combine \[A4\] and \[A5\] to find our main result about the enhancement. We consider an incoming angular distribution \(f(\hat{k}_0)\) with a normalized flux \((\int_{4\pi} f(\hat{k}_0) d\hat{k}_0 = 1)\). By integrating over all incoming angles and polarizations of the “b” field, we have:

\[
\int \sum_{\hat{e}_b} |\mathbf{E}_b|^2 f(\hat{k}_0) d\hat{k}_0 = \int \sum_{\hat{e}_b, \hat{e}_a} |\mathbf{E}_b \cdot \hat{e}_a|^2 f(\hat{k}_0) d\hat{k}_0 \\
= (4\pi)^2 \int \sum_{\hat{e}_b, \hat{e}_a} |\hat{e}_a \cdot \hat{e}_b|^2 f_s(-\hat{k}_0)|^2 f(\hat{k}_0) d\hat{k}_0 \\
\leq (4\pi)^2 \sum_{\hat{e}_a} \text{max}_f \frac{|\text{Im}[\mathbf{E}_a(r_0) \cdot \hat{e}_a]|}{\hat{e}_a} \\
= (4\pi)^2 \sum_{\hat{e}_a} \frac{\text{max}_f}{\hat{e}_a} \frac{\pi c^2}{k} \frac{\omega n^2 \rho_d}{(r_0)} \\
= (4\pi)^2 \max_{\hat{e}_a} \frac{\pi c^2}{k} \frac{\omega n^2 \rho_d}{(r_0)}
\]

(A6)

which relates rigorously the enhancement and the local density of states.

We can use this result to compute the absorbed power and deduce the enhancement compared to the single pass for a cell of surface \(S\) and effective thickness \(d\). We have:

\[
\langle P_{abs} \rangle = \frac{1}{2} \omega' \epsilon_0 \int_{V} \int \sum_{\hat{e}_b} |\mathbf{E}_b|^2 f(\hat{k}_0) d\hat{k}_0 \\
\leq \frac{1}{2} \epsilon' \epsilon_0 (4\pi)^2 \frac{\pi c^2}{\omega n^2} \text{max}_f \int_{V} \rho_d
\]

(A7)

The total incident power, taking into account the two polarizations, is given by \(\frac{1}{2\pi} \int f(\hat{k}_0) \cos \theta |d\hat{k}_0 \times 2 \times S \leq \frac{S}{\eta}\), and the normalized single pass absorption is \(\alpha d = \frac{s}{\eta} \epsilon \). The enhancement is then given by:

\[
\langle q \rangle = \frac{\langle P_{abs} \rangle}{\frac{1}{2} \omega' \epsilon_0} \leq 4\pi \frac{(\rho_d)}{n} \frac{\rho_d}{\pi} \text{max}_f
\]

(A8)

where \(\rho_d = \frac{\omega^2}{\pi c^2}\) is the free space density of states. This inequality becomes an equality in the case of negligible absorption and isotropic incidence \((f = \frac{1}{2\pi})\).

For a bulk dielectric, we have \(\rho_d = n^3 \rho_e\), so that \langle q \rangle \leq 2n^2 \rho_e\ for isotropic incident light which is the standard limit in the absence of a back reflector.
Appendix B: Interaction factor from reciprocity in ocean waves

In this section we review the result in Ref. 9 and emphasize that it is also a consequence of reciprocity, which shows the similarity with the LDOS limit in solar cells.

The problem of ocean wave energy extraction using oscillating bodies is formally equivalent to the problem where there are discrete sources of which the amplitude can in principle be controlled externally (velocity of the body that can be controlled through an external mechanical mechanism). Considering the effect of the incoming wave and interaction between bodies, the total absorption can be written as a quadratic function in terms of the amplitudes of the different sources as in [29] for example. Maximizing the absorption allows to find the optimal amplitudes as a function of the scattered field and the radiated fields from the sources. This gives [29]:

\[
P_{\text{max}} = \frac{1}{8} F_{\text{e}}^*(\theta) R^{-1} F_{\text{e}}(\theta) \tag{B1}
\]

where \( F_{\text{e}}(\theta) \) is the force applied on the bodies for an incident wave from the direction \( \theta \) and \( R \) is the resistance matrix (radiation damping matrix).

One would try to see the effect of the reciprocity relations discussed before on the maximum absorption in this context. The exact equivalent of Eq. (A4) is already known in the ocean waves problem as the Haskind-Hanaoka formula that relates the force applied on a body due to an incident wave to the radiated field when the the body acts as a source [31]. It leads to:

\[
F_{\text{e},i}(\theta) = -\frac{4}{k} \rho_0 g A c_g A_i(\theta + \pi) \tag{B2}
\]

where \( A \) is the amplitude of the incident wave, \( A_i \) is the far-field amplitude of the radiation mode \( i \), \( k \) is the wavenumber, \( c_g \) is the group velocity, \( \rho_0 \) is the water density, and \( g \) is the gravity of Earth.

The use of this formula on the maximum absorbed power by an array of oscillating bodies leads to the bound on the power absorbed by the array. For a given incident angular distribution \( f(\theta) \) normalized so that \( \int_{2\pi} f(\theta) d\theta = 1 \):

\[
\langle P_{\text{max}} \rangle = \int f(\theta) P_{\text{max}}(\theta) d\theta \leq \max f \int P_{\text{max}}(\theta) d\theta = \max f \int_{2\pi} \frac{1}{8} \sum_{i,j} [R^{-1}]_{i,j} \int_{2\pi} F_{\text{e},i}^* F_{\text{e},j} d\theta \tag{B3}
\]

Using [32] and the fact that \( R_{i,j} = \frac{2}{\pi k} \rho_0 g c_g \text{Re}(\int_{2\pi} A_i^* A_j) \) [29], we conclude that:

\[
\langle \sigma_{a,\text{max}}^N \rangle = \int_{2\pi} \frac{\sigma_{a,\text{max}}^N(\theta) f(\theta) d\theta}{2\pi \max f} \leq \frac{NM}{k} \frac{2\pi \max f}{\rho_0 g c_g} \tag{B4}
\]

where \( \sigma_{a,\text{max}}^N = P_{\text{max}}/(\frac{1}{2} \rho_0 g A^2 c_g) \) is the maximum absorption cross section of the array, \( N \) is the number of buoys and \( M \) is the number of degrees of freedom for the buoy motion (1–6 [29], e.g., 1 for only heave motion).

This result is general and does not depend on assumptions on the scatterers. It means that the interaction factor \( q = (\langle \sigma_a \rangle_{\text{max}})/N \) is bounded by \( M/(k \langle \sigma_a \rangle_{\text{max}}) \) for isotropic incidence. For buoys in heave motion which are studied in this paper, we have \( M = 1 \) and \( \langle \sigma_a \rangle_{\text{max}} = \sigma_a^1 \) (the absorption cross section of the single buoy does not depend on the incident angle).

Note that Eq. (B4) is also valid for a single buoy. Depending on the symmetries of the buoy, the actual absorption may be smaller (for an axisymmetric buoy, we always have \( k \sigma_a^1 \leq 3 \) [31]).

It is important to realize that this bound is equal to 1 at the resonance frequency (the \( k \) where \( \langle \sigma_a \rangle_{\text{max}} \) reaches the maximum \( M/k \) from (B4), while it can in principle be larger at other frequencies.

Appendix C: General RTE limit for a “slab”

We compute the function \( h \) in Eq. (7) for a slab of thickness \( d \) (with perfectly transmitting boundaries). We assume that the slab is normal to the \( x \)-axis.

We first write the integral \( H \) using polar coordinates \((r, \theta)\):

\[
H_\alpha(x', \theta') = \int_{-\pi/2}^{\pi/2} \int_0^{\pi/2} \alpha e^{-\alpha r} \delta(\theta - \theta') d\theta dr + \int_{-\pi/2}^{\pi/2} \int_0^{\pi/2} \alpha e^{-\alpha r} \delta(\theta - \theta') d\theta dr \tag{C1}
\]

After simplification, we have then:

\[
h(\alpha) = \frac{1}{2\pi d} \int_0^{2\pi} \int_0^d H_\alpha(x', \theta') dx' d\theta' = 1 - \frac{2}{\pi \alpha d} \left[ 1 - \int_0^{\pi/2} e^{-\alpha d \sec \theta \cos \theta} d\theta \right] \tag{C2}
\]

Appendix D: Diffusion equation

Here we reproduce the diffusion equation as in Ref. 12 but adjusting the numerical coefficients for a two-dimensional medium.

We first separate the intensity as \( I = I_{r_i} + I_d \) where \( I_{r_i} \) is the reduced (coherent) intensity and \( I_d \) is the diffuse (incoherent) intensity. The reduced intensity is related to the single scattering and obeys: \( \mathbf{e}_r \cdot \nabla I_{r_i} = -\rho \sigma \mathbf{e}_r \). So from RTE equation, the diffuse intensity
obeys:
\[
e_\theta \cdot \nabla_r I_d = -\rho \sigma_s I_d + \rho \sigma_s \int d\theta' p(\theta, \theta') I_d + J,
\]
\[
J = \rho \sigma_s \int d\theta' p(\theta, \theta') I_{ri}
\]  
(D1)

Now, considering the diffusion approximation, we write: \( I_d(r, \theta) = U(r) + \frac{1}{\pi} F(r) \cdot e_\theta \). This could be seen as a first order series in \( \theta \). We also note that the diffuse flux is: \( \int I_d e_\theta d\theta = F \).

In order to obtain \( U \) and \( F \) we apply the operators \( \int d\theta \) and \( \int e_\theta d\theta \) on (D1). This leads to:
\[
\nabla_r \cdot F = -2\pi \rho \sigma_s U + 2\pi \rho \sigma_s U_{ri}
\]
\[
U_{ri}(r) = \frac{1}{2\pi} \int d\theta I_{ri}(r, \theta)
\]  
(D2)

\[
\nabla_r U = -\frac{1}{\pi} \rho \sigma_s F + \frac{1}{\pi} \int d\theta J \hat{s}
\]

where \( \sigma_{tr} = \sigma_c (1 - p_1) \) and \( \sigma_{cp} = \int d\theta' p(\hat{s}, \hat{s}') [\hat{s} \cdot \hat{s}'] \), so that \( p_1 = \sigma_{cp}/\sigma_c \) where \( \mu \) is the average of the cosine of the scattering angle.

Equations (D2) allow to solve for \( U \) and \( F \). Combining them, we obtain a diffusion equation for \( U \):
\[
\nabla^2 U - (\rho \sigma_s)^2 U = -2\rho^2 \sigma_{tr} \sigma_s U_{ri} + \frac{1}{\pi} \nabla \cdot \int d\theta J \hat{s}
\]

(D3)

Now we need to add appropriate boundary conditions. Supposing that we have a reflection coefficient \( R \) on the surface, this should be: \( I_d(r, \theta) = R(\theta) I_d(r, \pi - \theta) \) for \( \hat{s} \) directed towards the inside of the medium. However, considering the assumed formula for \( I_d \) the condition cannot be satisfied exactly. A common approximate boundary condition is to verify the relation for the fluxes:
\[
\int_{\hat{s} \cdot \hat{n} > 0} I_d(\hat{s} \cdot \hat{n})d\theta = \int_{\hat{s} \cdot \hat{n} < 0} R(\theta) I_d(\hat{s} \cdot \hat{n})d\theta
\]  
(D4)

where \( \hat{n} \) is the normal to the surface directed inwards.

Using the formula for \( I_d \) we obtain:
\[
2(1 - r_1)U + \frac{1 + r_2}{2} F \cdot \hat{n} = 0
\]  
(D5)

where \( r_1 = \int_{-\pi/2}^{\pi/2} R(\theta) \cos^i(\theta)d\theta / \int_{-\pi/2}^{\pi/2} \cos^i(\theta)d\theta \).

Appendix E: General expression for the interaction factor

We give the expression for \( q \) in the presence of reflecting boundaries with angle-dependent reflection coefficients \( R \) (\( R_1 \) refers to the boundary facing the incident wave).

Using the same notation as in Section III, we have:
\[
q_0(\theta) = \frac{(1 - \tilde{R}_1)(1 + \tilde{R}_2 Y)}{1 - R_1 R_2 Y^2} \xi(v_c \sec \theta)
\]  
(E1)

with \( \tilde{R}_1 = R_1(\theta) \) and \( Y = e^{-v_c \sec \theta} \).

\( D \) is given through boundary conditions by \( D = \frac{A + B}{1 + R_2 Y} \), where:
\[
\begin{bmatrix}
A \\
B
\end{bmatrix} = X = - C(1 + \tilde{R}_2 Y^2) \left[ \begin{array}{cc}
\alpha_1 + \beta_1 (\frac{C}{\cos \theta} + \gamma p_1 \cos \theta)(1 - \tilde{R}_2 Y^2) \\
\alpha_2 + \beta_2 (\frac{C}{\cos \theta} + \gamma p_1 \cos \theta)(1 - \tilde{R}_2 Y^2)
\end{array} \right]
\]

where \( v_{tr} = v_c - v_s \mu \), \( \alpha_1 = (1 - r_1)/(1 + r_2) \) and \( r_1 = \int_{-\pi/2}^{\pi/2} R(\theta) \cos^p(\theta)d\theta / \int_{-\pi/2}^{\pi/2} \cos^p(\theta)d\theta \).

The correction term \( \eta \), which ensures that the interaction factor for isotropic incidence and zero absorption is 1, is defined as:
\[
\eta = \pi - 2 \sum_{i=1}^{2} \int_0^{\pi/2} \frac{q_0^{(i)}(\theta, v_c, v_{tr})} {\xi(v_c \sec \theta)} - \gamma \cos^2 \theta q_0^{(i)} \ d\theta
\]  
(E3)

with:
\[
(1 + \tilde{R}_2 Y) D_0(\theta, v_c, v_{tr}) = \frac{(\alpha_2 + \frac{2\beta}{v_c}) X_{0,1} + (\alpha_1 + \frac{2\beta}{v_c}) X_{0,2}}{2\beta v_c (\alpha_1 + \alpha_2) + 2\alpha_1 \alpha_2}
\]  
(E4)

where:
\[
X_0 = \left[ \gamma \cos^2 \theta (1 + \tilde{R}_2 Y^2) \alpha_1 + 2\beta \cos \theta (1 - \tilde{R}_2 Y^2) \right]
\]  
(E5)

Superscripts for \( q_0^{(i)} \) and \( D_0^{(i)} \) refer to the boundary that is facing the incident wave.

Appendix F: Asymmetry factor

The asymmetry factor usually used in diffusion models is \( \mu = \mu_1 \), where in general \( \mu_1 = \int_{-\pi/2}^{\pi/2} \cos(\alpha)p(\alpha)d\alpha \) (where we take \( p(\theta, \theta') = p(\theta - \theta') \)). Since the diffusion result depends only on \( v_s \), \( v_c \) and \( \mu_1 \), it can be seen as approximating the differential scattering cross section by:
\[
p(\theta - \theta') = \frac{1}{\pi} [1 + 2\mu_1 \cos(\theta - \theta')].
\]

The Delta-\( \chi \) approximation [23] allows to incorporate the second moment of \( p \) by including the forward scattering peak using a "delta function" term so that: \( p(\theta, \theta') = \mu_2 \delta(\theta - \theta') + \frac{1}{\pi} [1 + 2\mu_1 \cos(\theta - \theta')] \) where\( \mu = (\mu_1 - \mu_2)/(1 - \mu_2) \). This approximation matches the \( \xi \) approximation up to the second term. By incorporating this expression in RTE (Eq. 3), one recovers a second RTE with \( p \) replaced by \( \frac{1}{\pi} [1 + 2\mu_1 \cos(\theta - \theta')] \) and \( \sigma_s \) replaced by \( \sigma_s (1 - \mu_2) \). So the diffusion approximation can be made more accurate by replacing \( \mu \) by
\((\mu_1 - \mu_2)/(1 - \mu_2)\) and \(\sigma_s\) by \(\sigma_s(1 - \mu_2)\). This is known as the Delta-Eddington approximation [35].

In a three-dimensional medium, \(\mu_i = \int_{4\pi} P_i(\cos \theta)p(\cos \theta) d\Omega\) where \(P_i\) is the \(i\)th Legendre polynomial.

**Appendix G: Reflection coefficient with membranes**

We consider a plane wave arriving from medium (1), that is a free-surface ocean with finite depth \(h\), at angle \(\theta\) with respect to the \(x\)-axis. We suppose that we have a thin membrane (2) on the water surface extended from \(x = 0\) to \(x = w\). Change in the dispersion relation leads to different wavenumbers \(k_i^n\) verifying:

\[
\omega^2 = g k_i^n h \tanh(k_i^n h) = g k_0^2 h \tanh(k_0^n h)(1 + C_b(k_0^n h)^4)
\]

where \(C_b\) is a bending coefficient of the membrane. \(k_0^n\) corresponds to a (real) propagating wave while the other \(k_i^n\) correspond to (pure imaginary) evanescent waves.

We first compute the transfer-matrix between medium (1) and medium (2). We write the velocity potential in each medium \(i\) as:

\[
\phi_i = \sum_{n=0}^{N} f_{n,i}(z) \left[ \alpha_{n,i} e^{ik_{z,i} z} + \beta_{n,i} e^{-ik_{z,i} z} \right] e^{ik_y y} \quad (G2)
\]

where \((k_{z,i}^n)^2 + k_y^2 = (k_{i}^n)^2\) and \(f_{n,i}(z) = N_{n,i} \cosh k_{i}^n (z + h)\) \((z = 0\) is the water’s free surface\). \(N_{n,i} = 1/\sqrt{1 + \sinh(2k_{i}^n h)/2k_{i}^n h}\) is defined so as to ensure that

\[
\langle f_{n,i}, f_{n,i} \rangle = \int_{-h}^{h} f_{n,i}^2 dz = 1
\]

We also note that \(f_{n,1}\) form an orthogonal basis while \(f_{n,2}\) are not orthogonal but still complete (in the limit of \(N \to \infty\)) [40]. Finally, for a propagating wave incident from medium (1) with angle \(\theta\), we have \(k_y = k_1^1 \sin \theta\).

The boundary condition requires continuity of \(\phi\) and \(\partial_x \phi\) at \(x = 0\). We write then:

\[
\sum_{n} f_{n,1}(\alpha_{n,1} + \beta_{n,1}) = \sum_{n} f_{n,2}(\alpha_{n,2} + \beta_{n,2})
\]
\[
\sum_{n} f_{n,1}(\alpha_{n,1} - \beta_{n,1})ik_{z,1}^n = \sum_{n} f_{n,2}(\alpha_{n,2} - \beta_{n,2})ik_{z,2}^n
\]

\[\text{(G3)}\]

By projecting the previous equations on \(f_{n,1}\), we can deduce:

\[
2ik_{x,1}^n \alpha_{n,1} = \sum_{m} \left[ i(k_{x,1}^n + k_{x,2}^m)\alpha_{m,2} \right] + i(k_{x,1}^n - k_{x,2}^m)\beta_{m,2} \langle f_{n,1}, f_{m,2} \rangle
\]
\[
2ik_{x,1}^n \beta_{n,1} = \sum_{m} \left[ i(k_{x,1}^n - k_{x,2}^m)\alpha_{m,2} \right] + i(k_{x,1}^n + k_{x,2}^m)\beta_{m,2} \langle f_{n,1}, f_{m,2} \rangle
\]

\[\text{(G4)}\]

This allows us to define the transfer matrix as \(X_1 = M_{12} X_2\) where \(X_1 = (\alpha_{0,1}, \alpha_{1,1}, ..., \beta_{0,1}, \beta_{1,1}, ...\). \(M_{21}\) is subsequently defined as \(M_{12}^{-1}\).

We finally write the global transfer matrix as \(M = M_{12} M_p M_{21}\), where \(M_p\) is a diagonal matrix that propagates the modes along the membrane and that is defined as:

\[
M_{p, (n,n)} = e^{ik_{x,n} x}, \quad M_{p, (n+N+1,n+N+1)} = e^{-ik_{x,n} x}, \quad 0 \leq n \leq N
\]

\[\text{(G5)}\]

We can now write \(X_{out} = MX_{in}\) where \(X_{in} = (I, R)\) \((1,0,...,r,\beta_{1,1},...\) and \(X_{out} = (T, 0)\) \((t, \alpha_{1,1},...,0,...\).

By writing \(M = \begin{bmatrix} M_1 & M_2 \\ M_3 & M_4 \end{bmatrix}\), we have:

\[
T = M_1 I + M_2 R, \quad 0 = M_3 I + M_4 R
\]

\[\text{(G6)}\]

which allows us to compute the transmission and reflection coefficients as:

\[
R = -M_4^{-1} M_3 I, \quad T = M_1 I + M_2 R
\]

\[\text{(G7)}\]

We check of course that \(|t|^2 + |r|^2 = 1\).

**Appendix II: Scattering particles embedded in low-absorbing layer**

We consider scattering particles embedded in a layer of index \(n\) and negligible absorption in the presence of perfect back-reflectors \(R_2 = 1\). In the limit of large scattering we obtain:

\[
q(\theta) = 3 \cos^2 \theta + \frac{2}{\alpha_1} \cos \theta
\]

\[\text{(H1)}\]

where \(\theta\) is the refraction angle \((\angle \theta_c = \sin \frac{1}{n} \) and \(\alpha_1 = n^2 \left[ 1 + \left(1 + \frac{1}{n^2} \right)^2 \right] \).

For isotropic incidence \((f = \frac{n^2}{2} \delta(\theta - \theta_i))\), we have:

\[
\langle q \rangle = \int_{4\pi} q(\theta) f(\theta) d\Omega = 2\pi \left( \frac{n^2}{2} \int_{0}^{\theta_c} q(\theta) \sin \theta d\theta \right) = 4n^2
\]

\[\text{(H2)}\]

In the presence of bulk scattering, the Yablonovitch limit is indeed maintained for isotropic incidence but can be overcome at normal incidence.
[1] E. Yablonovitch, Statistical ray optics, JOSA 72, 899 (1982).
[2] M. A. Green, Lambertian light trapping in textured solar cells and light-emitting diodes: analytical solutions, Progress in Photovoltaics: Research and Applications 10, 235 (2002).
[3] Z. Yu, A. Raman, and S. Fan, Fundamental limit of nanophotonic light trapping in solar cells, Proceedings of the National Academy of Sciences 107, 17491 (2010).
[4] Z. Yu and S. Fan, Angular constraint on light-trapping absorption enhancement in solar cells, Applied Physics Letters 98, 011106 (2011).
[5] X. Sheng, S. G. Johnson, J. Michel, and L. C. Kimerling, Optimization-based design of surface textures for thin-film si solar cells, Optics Express 19, A841 (2011).
[6] K. X. Wang, Z. Yu, V. Liu, Y. Cui, and S. Fan, Absorption enhancement in ultrathin crystalline silicon solar cells with antireflection and light-trapping nanocone gratings, Nano Letters 12, 1616 (2012).
[7] D. M. Callahan, J. N. Munday, and H. A. Atwater, Solar cell light trapping beyond the ray optic limit, Nano Letters 12, 214 (2012).
[8] V. Ganapati, O. D. Miller, and E. Yablonovitch, Light trapping textures designed by electromagnetic optimization for subwavelength thick solar cells, IEEE Journal of Photovoltaics 4, 175 (2014).
[9] H. Wolgamot, P. Taylor, and R. E. Taylor, The interaction factor and directionality in wave energy arrays, Ocean Engineering 47, 65 (2012).
[10] S. Buddhiraju and S. Fan, Theory of solar cell light trapping through a nonequilibrium green’s function formulation of maxwell’s equations, Physical Review B 96, 035304 (2017).
[11] Z. Yu, A. Raman, and S. Fan, Fundamental limit of light trapping in grating structures, Optics Express 18, A366 (2010).
[12] A. Ishimaru, Wave Propagation and Scattering in Random Media (Academic press New York, 1978).
[13] L. Tsang, J. A. Kong, and K.-H. Ding, Scattering of Electromagnetic Waves, Theories and Applications (Wiley, 2000).
[14] G. Tokic, Optimal Configuration of Large Arrays of Floating Bodies for Ocean Wave Energy Extraction, Ph.D. thesis, MIT (2016). [http://hdl.handle.net/1721.1/104198]
[15] J. R. Nagel and M. A. Scarpulla, Enhanced absorption in optically thin solar cells by scattering from embedded dielectric nanoparticles, Optics Express 18, A139 (2010).
[16] J.-Y. Wang, F.-J. Tsai, J.-J. Huang, C.-Y. Chen, N. Li, Y.-W. Kiang, and C. Yang, Enhancing ingan-based solar cell efficiency through localized surface plasmon interaction by embedding ag nanoparticles in the absorbing layer, Optics Express 18, 2682 (2010).
[17] G. Rothenberger, P. Comte, and M. Grätzel, A contribution to the optical design of dye-sensitized nanocrystalline solar cells, Solar Energy Materials and Solar Cells 58, 321 (1999).
[18] F. E. Gálvez, P. R. Barnes, J. Halme, and H. Míguez, Dye sensitized solar cells as optically random photovoltaic media, Energy & Environmental Science 7, 689 (2014).
[19] R. Mupparapu, K. Vynck, T. Svensson, M. Burrresi, and D. S. Wiersma, Path length enhancement in disordered media for increased absorption, Optics express 23, A1472 (2015).
[20] J. Falnes, A review of wave-energy extraction, Marine Structures 20, 185 (2007).
[21] J. Tollefson, Blue energy, Nature 508, 302 (2014).
[22] V. Stratigaki, P. Troch, T. Stallard, D. Forehand, J. P. Kofoed, M. Folley, M. Benoit, A. Babarit, and J. Kirkegaard, Wave basin experiments with large wave energy converter arrays to study interactions between the converters and effects on other users in the sea and the coastal area, Energies 7, 701 (2014).
[23] I. Penesis, R. Manasseh, J.-R. Nader, S. De Chowdury, A. Fleming, G. Macfarlane, and M. K. Hasan, Performance of ocean wave-energy arrays in australia, in 3rd Asian Wave and Tidal Energy Conference (AWTEC 2016), Vol. 1 (2016) pp. 246–253.
[24] J. Cruz, R. Sykes, P. Siddorn, and R. E. Taylor, Wave farm design: preliminary studies on the influences of wave climate, array layout and farm control, Proc. EWTEC (2009).
[25] B. Child and V. Venugopad, Optimal configurations of wave energy device arrays, Ocean Engineering 37, 1402 (2010).
[26] G. Tokić and D. K. Yue, Hydrodynamics of periodic wave energy converter arrays, Journal of Fluid Mechanics 862, 34 (2019).
[27] T. C. Choy, Effective Medium Theory: Principles and Applications, Vol. 165 (Oxford University Press, 2015).
[28] D. R. Smith, S. Schultz, P. Markoš, and C. M. Soukoulis, Determination of effective permittivity and permeability of metamaterials from reflection and transmission coefficients, Physical Review B 65, 195104 (2002).
[29] J. Falnes, Radiation impedance matrix and optimum power absorption for interacting oscillators in surface waves, Applied Ocean Research 2, 75 (1980).
[30] D. Evans, Power from water waves, Annual review of Fluid mechanics 13, 157 (1981).
[31] C. M. Chiang, M. Stiassnie, and D. K. Yue, Theory and Applications of Ocean Surface Waves (World Scientific Publishing Co Inc, 2005).
[32] K. M. Case and P. F. Zweifel, Linear Transport Theory (Addison-Wesley, 1967).
[33] H. Mitsuyasu, F. Tasai, T. Suhara, S. Mizuno, M. Ohkusu, T. Honda, and K. Rikiishi, Observations of the directional spectrum of ocean waves using a cloverleaf buoy, Journal of Physical Oceanography 5, 750 (1975).
[34] R. Aronson, A theorem concerning reflection and transmission from a nonabsorbing slab, Nuclear Science and Engineering 12, 449 (1971).
[35] J. H. Joseph, W. Wiscombe, and J. Weinman, The delta-epsilon approximation for radiative flux transfer, Journal of the Atmospheric Sciences 33, 2452 (1976).
[36] A. D. Kim, Correcting the diffusion approximation at the boundary, JOSA A 28, 1007 (2011).
[37] C. Chen, Z. Du, and L. Fan, Extending the diffusion approximation to the boundary using an integrated diffusion model, AIP Advances 5, 067115 (2015).
[38] U. Tricoli, C. M. Macdonald, A. Da Silva, and V. A. Markel, Optimized diffusion approximation, JOSA A 35, 356 (2018).
[39] C. Garrett, Wave forces on a circular dock, Journal of Fluid Mechanics 46, 129 (1971).

[40] R. W. Yeung, Added mass and damping of a vertical cylinder in finite-depth waters, Applied Ocean Research 3, 119 (1981).

[41] D. Bhatta and M. Rahman, On scattering and radiation problem for a cylinder in water of finite depth, International Journal of Engineering Science 41, 931 (2003).

[42] C. L. Bretschneider, Wave Variability and Wave Spectra for Wind-Generated Gravity Waves, Tech. Rep. 118 (US Beach Erosion Board, Washington D.C., 1959).

[43] G. I. Marchuk, G. A. Mikhailov, M. Nazareliev, R. A. Darbinjan, B. A. Kargin, and B. S. Elepov, The Monte Carlo Methods in Atmospheric Optics, Vol. 12 (Springer, 2013).

[44] C. Zhang, C.-T. Chan, and X. Hu, Broadband focusing and collimation of water waves by zero refractive index, Scientific Reports 4 (2014).

[45] T. Bobinski, A. Eddi, P. Petitjeans, A. Maurel, and V. Pagneux, Experimental demonstration of epsilon-near-zero water waves focusing, Applied Physics Letters 107, 014101 (2015).

[46] C. Fox and V. A. Squire, On the oblique reflexion and transmission of ocean waves at shore fast sea ice, Phil. Trans. R. Soc. Lond. A 347, 185 (1994).

[47] J. Choi, The method of stationary phase (2011), http://www.math.uchicago.edu/~may/VIGRE/VIGRE2011/REUPapers/Choi.pdf