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Equilibrium properties of long-range interacting systems on lattices are investigated. There was a conjecture by Cannas et al. [Phys. Rev. B 61, 11521 (2000)] that the mean-field theory is exact for spin systems with nonadditive long-range interactions. This is called “exactness of the mean-field theory”. We show that the exactness of the mean-field theory holds for systems on a lattice with non-additive two body long-range interactions in the canonical ensemble with uniform order parameters. We also show that in a canonical ensemble with fixed order parameters, exactness of the mean-field theory does not hold in one parameter region, which we call the “non-mean-field region.” In the non-mean-field region, an inhomogeneous configuration appears, in contrast to the uniform configuration in the region where the mean-field theory holds. This inhomogeneous configuration is not the one given by the standard phase separation. Therefore, the mean-field picture is not adequate to describe these states. We discuss phase transitions between the mean-field region and the non-mean-field region. Exactness of the mean-field theory in spin glasses is also discussed.

I. INTRODUCTION

Long-range interactions cause several peculiar features: negative specific heat in the microcanonical ensemble [1], long-lived metastable states [2], and ensemble inequivalence [3]. The nonadditivity of the interaction potential causes such anomalous properties. When the integral of an interaction potential diverges at the large distances (i.e., a pair interaction behaves like $1/r^\alpha$ with $\alpha < d$ where $d$ is the dimension of space) or when the interaction range is of the order of the system size, the system cannot be divided into thermodynamically independent subsystems. In this case, the system is said to be nonadditive.

Until now, the statistical physics of long-range interacting systems have attracted attention [4, 5]. To understand the statistical mechanics of long-range interacting systems, mean-field (MF) models are employed in many works (see [6] and references therein). In MF models, all the constituents interact equally with each other regardless of the distance. It is expected that the MF models capture some qualitative features of general long-range interacting systems. More strongly, some evidence of the exactness of the MF theory has been reported for several models with the power-law interaction $1/r^\alpha$ with $0 \leq \alpha < d$ [7–12]. Here, by the phrase “exactness of the MF theory” we mean that the equilibrium properties of the system are equivalent to those of the corresponding MF model. In other words, the free energy of the system is identical to the MF free energy. Cannas et al. conjectured the exactness of the MF theory for the classical spin systems with long-range interactions [7] and several studies on specific models have followed it.

A previous work [13] demonstrated that the exactness of the MF theory can be violated in a parameter region called the “non-MF region” for conserved systems. Homogeneous configurations become unstable and a kind of phase transition should occur at the boundary between the MF region and the non-MF region. In the van der Waals limit (see below), it is well known that the instability of the homogeneous states leads to phase separation and the configuration becomes inhomogeneous. These inhomogeneous states in the van der Waals limit can be considered as the coexistence of the two independent homogeneous phases, which are described by the MF theory. On the other hand, when the interaction is nonadditive, inhomogeneous states in the non-MF region cannot be described by the phase separation of two independent homogeneous phases, and they are not described by the MF theory. The aim of the present paper is to investigate the nature of this phase transition between the MF phase and the non-MF phase.

Although the previous work is concerned with pure ferromagnetic systems, we also give an extension of the result to the spin glass systems.

The present work is organized as follows. Details of the model and setting are given in Sec. II. In Sec. III, “the exactness of the MF theory” is examined for nonconserved systems (systems where the magnetization is not conserved) and for conserved systems (systems where the magnetization is conserved). The exactness of the MF theory is always true for nonconserved systems but not necessarily correct for conserved systems. To demonstrate the above result, the Ising model with a long-range interaction is considered as an example in Sec. IV. In Sec. V, the nature of the phase transition between the MF phase and the non-MF phase in conserved systems is investigated. An application of our result to spin glasses is discussed in Sec. VI. The summary of this paper is presented and some future problems are discussed in Sec. VII.
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II. SETTING

We consider the following Hamiltonian on a d-dimensional lattice,
\[ H = -\frac{J}{2} \sum_{ij}^N K(r_i - r_j)\sigma_i\sigma_j - H \sum_i^N \sigma_i. \] (1)

Here we assumed the two-body long-range interaction. We impose periodic boundary conditions and interpret the distance between the lattice points \( i \) and \( j \), \( |r_i - r_j| \), as the shortest distance of these lattice points in periodic boundary conditions. The lattice interval is set to unity. The parameter \( J > 0 \) is a coupling strength and \( K(r_i - r_j) \) is the interaction potential between the sites \( i \) and \( j \). When \( \sum_{r_i \neq 0} K(r_i) \) diverges, the system is nonadditive and there exists no thermodynamic limit in the usual sense. To avoid this difficulty, we normalize the interaction potential as
\[ \sum_{r_i \neq 0} K(r_i) = 1. \] (2)

This is called Kac’s prescription in the literature. The “spin” variable \( \sigma_i \) is arbitrary as long as it is finite; in the Ising model \( \sigma_i = \pm 1 \), in the classical XY model \( \sigma_i = (\cos \theta, \sin \theta) \), and in the \( q \)-state Potts model \( \sigma_i = e_a, a = 1, 2, \ldots, q \), where \( e_a \cdot e_b = \delta_{ab} \), and so on. In this paper, we treat the one-component spin variable to make the presentation simple, but the generalization to multi-component spin variables is straightforward.

As the simplest long-range interacting model, the infinite-range model exists,
\[ H_{MF} = -\frac{J}{2N} \sum_{ij}^N \sigma_i\sigma_j - H \sum_i^N \sigma_i, \] (3)

for which it is known that the MF theory is exactly applicable. Hereafter we call this model the “MF model.”

In present paper, we consider the following two types of long-range interactions: the power-law interaction
\[ K(r) \propto \frac{1}{r^\alpha}, \quad 0 \leq \alpha < d, \] (4)
and the Kac potential [14]
\[ K(r) \propto \gamma^d \phi(\gamma r). \] (5)

Here, \( \phi(x) \) is assumed to be non-negative \( \phi(x) \geq 0 \) and integrable \( \int d^dx \phi(x) < +\infty \). Moreover, we assume that there is a positive and decreasing function \( \psi(x) \) such that
\[
\begin{cases}
|\nabla \phi(x)| \leq \psi(x), \\
\int d^dx \psi(x) < +\infty.
\end{cases}
\] (6)

This assumption is necessary to justify the coarse-graining of the Hamiltonian discussed later. A typical example of the Kac potential is the exponential form, \( K(r_i - r_j) \propto \gamma^d e^{-\gamma |r_i - r_j|} \). In this case, \( \phi(x) = \psi(x) = e^{-x} \).

We will take the limit \( \gamma \to 0 \) in the Kac potential. In this paper, two limiting procedures are considered: the van der Waals limit \( \gamma \to 0 \) after \( L \to \infty \) [15] and the long-range limit \( \gamma \to 0 \) with \( \gamma L = \text{const.} \) The former limit corresponds to the situation where the interaction range \( \gamma^{-1} \) is much longer than the microscopic length scale (the lattice interval) but much shorter than the system size \( L \). In this case, the system is additive and it does not show anomalous behavior like the ensemble inequivalence. The latter limit corresponds to the situation where the interaction range is comparable to the system size. In this case, the system has no additivity. These two limits give different behavior in general.

III. EXACTNESS OF THE MF THEORY

A condition of the exactness of the MF theory has been reported briefly [13]. In this section, we give the detailed explanation of this property.

In the long-range interacting systems, it is expected that only long wavelength modes play important roles for macroscopic behavior. In fact, it is possible to perform coarse graining exactly for long-range interacting models.

Now we explain what coarse graining is. Let us divide the lattice system into blocks of the linear dimension \( l \). The number of blocks is \( (L/l)^d \) and each block has \( l^d \) sites. We introduce the local coarse-grained variable \( m_p \) as
\[ m_p = \frac{1}{l^d} \sum_{i \in B_p} \sigma_i \] (7)

in each block \( B_p \), where \( p = 1, 2, \ldots, (L/l)^d \). We take the limit \( L \to \infty, l \to \infty \) with \( l/L \to 0 \) (continuous limit). This strategy is the same as the procedure in the paper by Barré et al. [10]. We define the position \( x_p = r_p/L \), where \( r_p \) is the central position of a block \( B_p, [p = 1, \ldots, (L/l)^d] \). We also define \( m(x_p) \equiv m_p \). For long-range interacting models, as shown in Appendix A, the Hamiltonian is expressed only by \( m(x) \) in the thermodynamic limit:
\[ H = \mathcal{H}[m(x)] + o(N), \] (8)

where
\[ \mathcal{H}[m(x)] = -\int_{C_d} d^d x \int_{C_d} d^d y U(x - y)m(x)m(y) - NH \int_{C_d} d^d x m(x). \] (9)

Here, the scaled interaction potential \( U(x) \) is given by
\[ U(x) = \lim_{L \to \infty} L^d K(Lx). \] (10)
The integrations in Eq. (9) are performed over a $d$-dimensional unit cube $C_d$, namely $\mathbf{x}, \mathbf{y} \in [0,1]^d$. Kac’s prescription (2) implies

$$\int_{C_d} U(\mathbf{x}) d^d \mathbf{x} = 1.$$  \hspace{1cm} (11)

In the power-law potential and in the Kac potential with the long-range limit, $U(\mathbf{x}) = \kappa_1/\mathbf{x}^\alpha$ and $U(\mathbf{x}) = \kappa_2 \gamma_0^d \phi(\gamma_0 \mathbf{x})$, respectively. Here, $\kappa_1$ and $\kappa_2$ are normalization constants determined by Eq. (11) and $\gamma_0 = \gamma L$ is a constant in the long-range limit. In the Kac potential with the van der Waals limit, $U(\mathbf{x}) = \delta(\mathbf{x})$.

Performing the Fourier expansion in Eq. (9), we obtain the following expression:

$$\hat{\mathcal{H}} = -\frac{NJ}{2} \sum_n \hat{m}_n | \hat{m}_n |^2 - NH \hat{m}_0,$$  \hspace{1cm} (12)

where

$$m(\mathbf{x}) = \sum_n \hat{m}_n e^{2\pi i n \cdot \mathbf{x}},$$

$$U_n = \int_{C_d} d^d x U(\mathbf{x}) \cos(2\pi n \cdot \mathbf{x}).$$  \hspace{1cm} (13)

We call $\{U_n\}$ interaction eigenvalues. Interaction eigenvalues of $n \neq 0$ are less than or equal to unity $U_n \leq 1$, because

$$|U_n| = \left| \int_{C_d} d^d x U(\mathbf{x}) \cos(2\pi n \cdot \mathbf{x}) \right|
\leq \int_{C_d} d^d x |U(\mathbf{x})| \cdot | \cos(2\pi n \cdot \mathbf{x}) |
\leq \int_{C_d} d^d x U(\mathbf{x}) = 1.$$  \hspace{1cm} (15)

From now on, we consider the generalized free energy $F(m, T, H)$ which is defined as

$$\exp[-\beta F(m, T, H)] = \sum_{\{\sigma_i\}|m_0 = m} e^{-\beta \hat{\mathcal{H}}},$$  \hspace{1cm} (16)

where the summation is taken over the configurations with a fixed value of the total magnetization $m_0 = m$. The temperature is $T = 1/\beta$. We can separate the long-wavelength modes from the short ones by coarse graining:

$$\sum_{\{\sigma_i\}|m_0 = m} = \int_{m_0 = m} Dm(\mathbf{x}) \sum_{\{\sigma_i\} \text{ with fixed } m(\mathbf{x})}. \hspace{1cm} (17)$$

The summation with the fixed $m(\mathbf{x})$ is expressed as

$$\sum_{\{\sigma_i\} \text{ with fixed } m(\mathbf{x})} 1 = \exp \left( \int_{C_d} S(m(\mathbf{x})) d^d \mathbf{x} \right), \hspace{1cm} (18)$$

where $S(m)$ is the entropy,

$$S(m) = \ln(\text{the number of states with the fixed magnetization } m).$$  \hspace{1cm} (19)

From Eqs. (8), (17), and (18), we obtain

$$\exp[-\beta F(m, T, H)] = \int_{m_0 = m} Dm(\mathbf{x}) \times \exp \left[ -\beta \left( \hat{\mathcal{H}}(m(\mathbf{x})) - T \int_{C_d} S(m(\mathbf{x})) d^d \mathbf{x} \right) \right].$$  \hspace{1cm} (20)

By using the saddle-point method, we have

$$F(m, T, H) = \min_{\{m(\mathbf{x})\}|m_0 = m} \left[ \hat{\mathcal{H}}(m(\mathbf{x})) - T \int_{C_d} S(m(\mathbf{x})) d^d \mathbf{x} \right]$$
$$= \min_{\{m(\mathbf{x})\}|m_0 = m} \mathcal{F}(\{m(\mathbf{x})\}, T, H).$$  \hspace{1cm} (21)

The functional $\mathcal{F}$ is called the free energy functional hereafter. See Appendix B for the rigorous justification of using the saddle-point method.

From Eq. (21) we obtain the upper bound

$$F(m, T, H) \leq \mathcal{F}(\{m(\mathbf{x}) = m\}, T, H)$$
$$= \mathcal{H}_{\text{MF}} - TS(m)$$
$$= F_{\text{MF}}(m, T, H).$$  \hspace{1cm} (22)

The lower bound

$$F(m, T, H) \geq F_{\text{MF}}(m, T, H) - U_{\text{max}} \Delta F_{\text{MF}}(m, T/U_{\text{max}}, H)$$  \hspace{1cm} (23)

is obtained by replacing all the $U_n$ with $n \neq 0$ by $U_{\text{max}}$ which is defined as

$$U_{\text{max}} \equiv \max_{n \neq 0} U_n.$$  \hspace{1cm} (24)

The function $\Delta F_{\text{MF}}$ is defined as

$$\Delta F_{\text{MF}} \equiv F_{\text{MF}} - \text{CE}\{F_{\text{MF}}\},$$  \hspace{1cm} (25)

where CE means the convex envelope. The convex envelope of a function $g(x)$ is defined as the maximum convex function not exceeding $g(x)$ (see Fig. 1). The derivation of the lower bound (23) is given in Appendix C.

Collecting the upper and the lower bounds, we have

$$F_{\text{MF}}(m, T, H) - U_{\text{max}} \Delta F_{\text{MF}}(m, T_{\text{eff}}, H) \leq F(m, T, H) \leq F_{\text{MF}}(m, T, H),$$  \hspace{1cm} (26)
where \( T_{\text{eff}} \equiv T/U_{\text{max}} \).

An inequality necessary to prove Eq. (23) is Eq. (C3) which corresponds to the replacement of \( U_n \to U_{\text{max}} \) for all \( n \neq 0 \). In the Kac potential with the van der Waals limit, \( U_n = 1 \) for all \( n \). Therefore, the equality \( F(m, T, H) = CE\{F_{\text{MF}}(m, T, H)\} \) holds for the Kac potential with the van der Waals limit. It is a well known fact that the MF theory with the Maxwell’s equal area law is justified in the van der Waals limit [15]. The Maxwell’s equal area law is equivalent to the replacement of the MF free energy by its convex envelope. The replacement of the free energy by its convex envelope indicates the occurrence of the phase separation.

Next, we consider the local stability of the uniform configuration \( m(x) = m \) for all \( x \). If the uniform configuration gives the local maximum of the free energy functional, there are configurations which have lower free energy than the MF. Therefore, in this case, \( F(m, T, H) < F_{\text{MF}}(m, T, H) \) holds instead of \( F(m, T, H) \leq F_{\text{MF}}(m, T, H) \). From this local stability analysis, we have

\[
F(m, T, H) < F_{\text{MF}}(m, T, H)
\]

for \( \frac{\partial^2}{\partial m^2} F_{\text{MF}}(m, T_{\text{eff}}, H) < 0 \). (27)

We have derived necessary inequalities for the generalized free energy with this. According to Eqs. (26) and (27), the parameter region \((m, T, H)\) is classified to the following three regions:

Region A : the region where \( \Delta F_{\text{MF}}(m, T_{\text{eff}}, H) = 0 \). In this region, the MF model gives the exact free energy, \( F(m, T, H) = F_{\text{MF}}(m, T, H) \).

Region B : the region where \( \Delta F_{\text{MF}}(m, T_{\text{eff}}, H) > 0 \) and \( \frac{\partial^2}{\partial m^2} F_{\text{MF}}(m, T_{\text{eff}}, H) > 0 \). In this region, it is not sure whether the MF model is exact, \( F(m, T, H) \leq F_{\text{MF}}(m, T, H) \). However, the homogeneous states determined by the MF theory are locally stable.

Region C : the region where \( \frac{\partial^2}{\partial m^2} F_{\text{MF}}(m, T_{\text{eff}}, H) < 0 \). In this region, the MF model cannot describe the long-range interacting systems, \( F(m, T, H) \neq F_{\text{MF}}(m, T, H) \). In this region, the homogeneous states are not even locally stable.

Notice that this classification is determined only by \( F_{\text{MF}} \) and \( U_{\text{max}} \). Hence, we can specify these three regions concretely for individual models by analyzing only the MF models.

In region A and a part of B, \( F(m, T, H) = F_{\text{MF}}(m, T, H) \) holds. This region is called the MF region. On the other hand, in region C and the other part of B, \( F(m, T, H) \neq F_{\text{MF}}(m, T, H) \). This region is called the non-MF region.

In region B, we cannot say whether a point \((m, T, H)\) belongs to a MF or non-MF region. It depends on the type of the interaction, the value of the temperature, and the specific model (what \( \sigma_i \) is). However, the homogeneous state described by the MF theory is locally stable.

In the non-MF region, some inhomogeneous modes must develop. Therefore, by observing the equilibrium configuration of the system with the conserved magnetization \( m \), we can know whether this point belongs to the MF or the non-MF region. Namely, if the cluster appears in equilibrium, this point \((m, T, H)\) belongs to the non-MF region; on the other hand, if the system is uniform, this point belongs to the MF region.

Here we discuss the exactness of the MF theory based on the derived inequalities. In nonconserved systems, the equilibrium magnetization \( m_{\text{eq}} \) is determined by \( \min_{m}[F(m, T, H)] = F(m_{\text{eq}}, T, H) \). Because the equilibrium state belongs to the MF region where \( \Delta F_{\text{MF}}(m_{\text{eq}}, T_{\text{eff}}) = 0 \), it is concluded that exactness of the MF theory is true at any temperature in nonconserved systems.

In contrast, in conserved systems, the generalized free energy itself is the equilibrium free energy and the derived inequalities mean that the equilibrium property of the long-range interacting system is exactly the same as that of the corresponding MF model in the MF region. On the other hand, they are not the same in the non-MF region. As discussed above, the inhomogeneity appears in the non-MF region. The clustering phenomena cannot be described by the MF model with the help of the standard phase-separation argument. Therefore, we conclude that exactness of the MF theory is violated in conserved systems. We investigate the clustering phenomena in Sec. V.

IV. EXAMPLE: LONG-RANGE INTERACTING ISING MODEL

![FIG. 2: The MF free energy of the Ising model (the solid line) and its convex envelope (the dashed line). The left figure is for the case \( T > J \). As the MF free energy is convex for all \( m \), it is equivalent to its convex envelope. The right figure is for the case \( T < J \). In this case, the MF free energy is not convex, and the flat region appears in the convex envelope.](attachment:ising_model.png)
We can calculate the MF free energy, which is given by
\[ f_{\text{MF}} = -\frac{J}{2} m^2 - H m + T \left( \frac{1 + m}{2} \ln \frac{1 + m}{2} + \frac{1 - m}{2} \ln \frac{1 - m}{2} \right). \] (29)

In Fig. 2, the MF free energy and its convex envelope at \( H = 0 \) are depicted. For \( T < T_c = J \), it becomes a nonconvex function of \( m \).

When the “effective temperature” \( T_{\text{eff}} = T/U_{\text{max}} \) is above the critical temperature, \( T_c = J \), the relation \( F_{\text{MF}}(m, T_{\text{eff}}, H) = CE\{F_{\text{MF}}(m, T_{\text{eff}}, H)\} \) holds for any \( m \). In this case, Eq. (26) leads to
\[ F(m, T, H) = F_{\text{MF}}(m, T, H) \] (30)
for any \( m \). On the other hand, when \( T_{\text{eff}} < T_c \), there is a region where the MF free energy is not convex, and from Eq. (26) we can conclude that there is a region of \( m \) such that \( F(m, T, H) \neq F_{\text{MF}}(m, T, H) \).

A schematic picture of the boundaries of three regions is depicted in Fig. 3. The upper line is the MF free energy at the temperature \( T_{\text{eff}} = T/U_{\text{max}} \) and the lower line is that at the genuine temperature \( T \). Figure 3(a) describes the case of \( T_{\text{eff}} > T_c > T \). In this case, \( F_{\text{MF}}(m, T_{\text{eff}}, H) \) is a convex function of \( m \). Therefore, \( \Delta F_{\text{MF}}(m, T_{\text{eff}}, H) = 0 \) for any \( m \) and \( H \). Figure 3(b) describes the case of \( T_c > T_{\text{eff}} > T \). In this case, \( F_{\text{MF}}(m, T_{\text{eff}}, H) \) is not convex and deviation from the convex envelope (dashed line) appears.

In the Ising model with a long-range interaction, we can give the expression of regions A, B, and C explicitly. In region A, \( \Delta F_{\text{MF}}(m, T_{\text{eff}}, H) = 0 \) holds. Because \( \Delta F_{\text{MF}} \) is independent of \( H \), the region A is given by
\[ |m| \geq |m_{\text{eq}}(T_{\text{eff}}, H = 0)|, \] (31)
where \( m_{\text{eq}}(T, H) \) is the magnetization in equilibrium which is given by the self-consistent equation,
\[ m_{\text{eq}}(T, H) = \tanh \left[ \beta(J m_{\text{eq}}(T, H) + H) \right]. \]

Similarly, region B is given by
\[ |m_{\text{sp}}(T_{\text{eff}})| \leq |m| < |m_{\text{eq}}(T_{\text{eff}}, 0)|, \] (32)
where \( m_{\text{sp}}(T) \) is the spinodal point that is the metastability limit in the nonconserved systems,
\[ m_{\text{sp}}(T) = \pm \sqrt{1 - \frac{1}{\beta J}}. \] (33)

Finally, region C is given by
\[ |m| < |m_{\text{sp}}(T_{\text{eff}})|. \] (34)

After all, \( m_{\text{AB}} = m_{\text{eq}}(T_{\text{eff}}, 0) \) and \( m_{\text{BC}} = m_{\text{sp}}(T_{\text{eff}}) \) in Fig. 3.

In conserved systems, a typical spin configuration is homogeneous at least in region A [see Fig. 4(a)] but is inhomogeneous in region C [see Fig. 4(b)], as predicted in the previous section.

In nonconserved systems, we confirm the MF model is exact. We depict spontaneous magnetizations for the two-dimensional Ising model with a long-range interaction (\( \alpha = 1 \)) in Fig. 5. As predicted in the previous section, it agrees with the MF result determined by solving the self-consistent equation, \( m = \tanh \beta J m \). Moreover, it turns out that not only the equilibrium states but also the metastable states of the MF model given by the local minimum of the free energy are maintained because the local minimum is located in the range of \( |m| \geq |m_{\text{sp}}(T)| \geq |m_{\text{sp}}(T_{\text{eff}})| \); namely, it is located in region A or B. In region A or B, homogeneous states are locally stable against the inhomogeneous fluctuations, and therefore the metastability defined in the MF model is not lost. If they belonged to region C, they would have instability against inhomogeneous fluctuations and lose their local stability.

**V. PHASE TRANSITION BETWEEN MF PHASE AND NON-MF PHASE**

A kind of phase transition takes place between MF and non-MF regions in conserved systems. We demonstrate a typical spin configuration of the Ising model with \( 1/r \) type long-range interaction in Fig. 4. In Fig. 4 (a), we depict a configuration at \( T/J = 0.28 \) and \( m = 0.6 \) which is in the MF region and we find a homogeneous configuration. In Fig. 4 (b), we depict a configuration at \( T/J = 0.18 \) and \( m = 0.6 \) which is in the non-MF region, where we find a clustered configuration. We confirmed that there are two parameter regions, that is, the MF region and the non-MF region.

The next problem is to understand mechanism of the phase transition between the MF phase and the non-MF phase in conserved systems. The Fourier modes with large interaction eigenvalues will play a significant role in the phase transition.

First consider the Kac potential with the van der Waals limit. In this case, all the interaction eigenvalues are unity, \( U_n = 1 \); all the Fourier modes contribute to the phase transition. This fact indicates that the standard phase separation occurs and the system can be divided into two subsystems with different phases.

On the other hand, in the power-law interactions or the Kac potential with the long-range limit, the spectrum of the interaction eigenvalues is discrete; only the small number of Fourier modes which have the maximum interaction eigenvalue will contribute to the phase transition. Therefore, it is expected that the phase transition is understood by the Landau expansion of the free energy functional by such Fourier modes. It is also expected that
FIG. 3: (Color online) An illustrative explanation of the relation of regions A, B, and C together with the MF free energy in the Ising model. The upper line is the MF free energy at the temperature $T_{\text{eff}}$ and the lower line is that at the genuine temperature $T$. (a) The case of $T_{\text{eff}} > T_c > T$. (b) The case of $T_c > T_{\text{eff}} > T$.

FIG. 4: Typical equilibrium snapshots in the two-dimensional (2D) lattice gas model (conserved Ising model) with $1/r$-type long-range interaction. Periodic boundary conditions are imposed. Black points represent occupied sites. (a) Region A. The parameters are set to be $m = 0.6$, $T = 0.28$, $J = 1$, and $L = 100$. (b) Region C. The parameters are set to be $m = 0.6$, $T = 0.18$, $J = 1$, and $L = 100$.

FIG. 5: Magnetizations against temperatures. The points are numerical results of the 2D long-range Ising model with $K(r) \propto 1/r$ and $L = 128$ calculated by the Monte Carlo method. Error bars are smaller than the symbol size. The solid line is the MF solution. They agree very well.

We focus on the modes with the maximum interaction eigenvalue $U_{\text{max}}$, and the set of these modes are denoted by $\mathcal{M}$:

$$\mathcal{M} \equiv \{ n : n \in \mathbb{Z}^d, U_n = U_{\text{max}} \}.$$  

We regard $\hat{m}_n$ with $n \in \mathcal{M}$ as order parameters, and the other modes are determined by the condition

$$\frac{\partial F(\{m(x)\}, T, H)}{\partial m_n} = 0, \quad n \notin \mathcal{M},$$  

which is the equilibrium condition under the fixed order parameters.

In many cases, including the power-law interactions, $U_n$ tends to decrease as the length of the wave number vector $|n|$ increases. Therefore, we assume that

$$\mathcal{M} = \{ \pm e_a \}, \quad a = 1, 2, \ldots, d$$  

where $e_a$ is a unit vector and $e_a \cdot e_b = \delta_{ab}$. In this section, we assume that the interaction is isotropic. Hence, the order parameters $\hat{m}_{\pm e_a}$ do not depend on the direction $a$, so we put $\phi \equiv \hat{m}_{\pm e_a}$ and we regard $\phi$ as an order parameter. Let us expand the free energy functional by $\{\hat{m}_{\pm e_a}\}$ with the help of Eq. (35). It is noticed that

$$\hat{m}_n = O(|\phi||n_1| + |n_2| + \cdots + |n_d|),$$  

Considering this phase transition is qualitatively different from that in the Kac potential with the van der Waals limit, which is well described by the notion of the phase separation.
which is derived from Eqs. (35) and (36). Up to the fourth order of $|\phi|$, we obtain the following expansion by some calculations:

\[
\mathcal{F} = F_{\text{MF}} + N \left\{ -d(JU_1 + TS^{(2)})|\phi|^2 + \left[ \frac{d}{4} \left( \frac{TS^{(3)}}{JU_2 + TS^{(2)}} \right)^2 + d(d-1) \right] \right. \\
\left. \frac{(TS^{(3)})^2}{JU_{11} + TS^{(2)}} - \left( \frac{d}{4} + \frac{d(d-1)}{2} \right) TS^{(4)} \right\} |\phi|^4 \bigg\} + O(|\phi|^6). 
\]

(38)

We defined $s^{(k)} \equiv d^k s(m)/dm^k$ and

\[
\begin{align*}
U_1 &= U_{\pm e_a} = U_{\text{max}}, \\
U_{11} &= U_{e_a \pm e_a} \quad a \neq b, \\
U_2 &= U_{\pm 2e_a}.
\end{align*}
\]

(39)

Here we rewrite Eq. (38) as

\[
\frac{\mathcal{F}}{N} = f_{\text{MF}} + a|\phi|^2 + b|\phi|^4 + O(|\phi|^6). 
\] 

(40)

It is noted that $a = 0$ corresponds to $\partial^2 F_{\text{MF}}(m, T_{\text{eff}}, H)/\partial m^2 = 0$, that is, the boundary between regions B and C. It is evident that the first order phase transition occurs if $b < 0$ when $a = 0$. It is reasonably expected that the second-order transition occurs at the boundary of regions B and C if $b > 0$ when $a = 0$, though we do not show it strictly. If we put $a = 0$, then

\[
b = \frac{dJU_1}{4} \left\{ (2d-1) \frac{s^{(4)}}{s^{(2)}} - \left[ 4(d-1) \frac{U_1}{U_{11} - U_1} + \frac{U_1}{U_1 - U_2} \right] \left( \frac{s^{(3)}}{s^{(2)}} \right)^2 \right\} \\
\equiv b_0.
\]

(41)

From the above discussion, the transition is of the first order when $b_0 < 0$ and of the second order when $b_0 > 0$. Let us demonstrate the above result in the Ising model ($\sigma_i = \pm 1$). In this case, the entropy is given by

\[
s(m) = -\frac{1 + m}{2} \ln \frac{1 + m}{2} - \frac{1 - m}{2} \ln \frac{1 - m}{2}. 
\] 

(42)

In this model,

\[
b_0 \propto (2d-1)(1 + 3m^2) - 2m^2 \left( \frac{U_1}{U_1 - U_2} + 4(d-1) \frac{U_1}{U_1 - U_{11}} \right) \\
\equiv (2d-1)(1 + 3m^2) - 2m^2K. 
\]

(43)

If we put $b_0 = 0$,

\[
m^2 = \frac{2d-1}{2K - 3(2d-1)} = m_{c}^2. 
\] 

(44)

The first-order transition occurs when $|m| > |m_c|$ and the second-order transition occurs when $|m| < |m_c|$. When $U_{11}, U_2 \to U_1$, then $b_0$ is negative for any $m \neq 0$. Therefore, the transition is first order except for $m = 0$ in the case where the spectrum of interaction eigenvalues is almost continuous. On the other hand, if we put $U_{11} = U_2 = 0$, $b_0$ is positive and the transition is second order for any $m$. Thus, we have found that the long-range nature of the interaction (the discreteness of the spectrum of interaction eigenvalues) enhances the second order phase transition between homogeneous and inhomogeneous phases.

As an example, let us consider the Ising model on the two-dimensional square lattice with the interaction $K(r) \sim 1/r$. In this case, $U_1 \approx 0.310$, $U_{11} \approx 0.207$ and $U_2 \approx 0.132$. These parameters imply $m_c \approx 0.402$. We demonstrate the result in Fig. 6. In this figure, we plot the average values of the order parameter $|\phi|$ in the Monte Carlo dynamics under a temperature sweep over the range $T = 0.1J$ to $0.4J$ and $T = 0.4J$ to $0.1J$. The transition is continuous when $m = 0.3$ but it is discontinuous when $m = 0.5$ and $m = 0.6$. Indeed, hysteresis loops appear for $m = 0.5$ and $0.6$ as in Fig. 6.

Thus, the phase transition between the MF and the non-MF phases does not necessarily occur just at $a = 0$, the boundary of the regions B and C. There are situations that the homogeneous states are locally stable but not globally stable. This shows the relevance of considering the region B.

### VI. APPLICATION TO SPIN GLASSES

In this section, we discuss an application of the result discussed in Sec. III to spin glass systems, whose Hamiltonian is

\[
\mathcal{H} = -\sum_{i<j} K_{ij} \sigma_i \sigma_j, 
\] 

(45)

where $K_{ij}$ denotes the two-body interaction potential and $J_{ij}$ is assumed to be a Gaussian random variable whose probability distribution $P(J_{ij})$ is given by

\[
P(J_{ij}) = \frac{1}{\sqrt{2\pi J^2}} \exp \left( -\frac{1}{2J^2} J_{ij}^2 \right). 
\] 

(46)
FIG. 6: Monte Carlo results of average values of the order parameter $|\phi|$ with the temperature sweep from $T = 0.1J$ to $0.4J$ (l-h) and from $0.4J$ to $0.1J$ (h-l). The open circle is the data for $m = 0.3$ and l-h, and the closed circle is for $m = 0.3$ and h-l. The open square is for $m = 0.5$ and l-h, and the closed square is for $m = 0.5$ and h-l. The open triangle is for $m = 0.6$ and l-h, and the closed triangle is for $m = 0.6$ and h-l. The system size is $L = 60$ for $m = 0.3$ and $L = 100$ otherwise.

The long-range spin glass systems have been extensively studied recently in order to extend our knowledge of spin glasses in finite dimensions [16–19]. In these works, the universality class of the spin glass systems with $1/r^\alpha$-type interaction has been studied. In one dimension, it has been revealed that the transition is in the MF universality class in the case of $1/2 < \alpha < 2/3$ and the non-MF universality class in the case of $2/3 < \alpha < 1$. In this paper, we focus on the nonadditive regime, $\alpha \leq d/2$, and show that the system is fully identical to the MF model (Sherrington-Kirkpatrick model [20]) at any temperature, not only the critical exponents.

The free energy of this system is expressed as

$$f(\beta) = - \lim_{N \to \infty} \frac{1}{N} \frac{1}{\beta} \ln Z. \quad (47)$$

Here the angular bracket denotes the average over the random interactions $\{J_{ij}\}$ and $Z$ is the partition function, $Z = \text{Tr} e^{-\beta H}$. In this section, the symbol Tr refers to the summation over all the microscopic configurations $\{\sigma_i\}$.

In order to examine the free energy, we apply the replica method, which is a nonrigorous but successful technique [21]. We can express the free energy as follows:

$$f(\beta) = - \lim_{N \to \infty} \lim_{n \to 0} \frac{1}{N\beta} \frac{1}{n} \langle Z^n \rangle - 1. \quad (48)$$

In the replica method, first we calculate $\langle Z^n \rangle$ for integer $n$, then extrapolate it to noninteger $n$ and take the limit $n \to 0$.

Let us calculate $\langle Z^n \rangle$ for integer $n$. The quantity $\langle Z^n \rangle$ is expressed as

$$\langle Z^n \rangle = \text{Tr} \int \left( \prod_i \frac{d\sigma_i}{\sqrt{2\pi J^2}} \right) \exp \left[ -\frac{1}{2J^2} \sum_{i<j} J_{ij}^2 + \beta \sum_n \sum_{a=1}^n J_{ij} K_{ij} \sigma_i^a \sigma_j^a \right]. \quad (49)$$

By integrating out over $\{J_{ij}\}$, we obtain

$$\langle Z^n \rangle = \text{Tr} \exp \left( \frac{1}{2} \hat{\beta}^2 J^2 \sum_{a,b} \sum_{i<j} K_{ij}^2 \sigma_i^a \sigma_j^b \sigma_i^b \sigma_j^a \right). \quad (50)$$

If we define the vector $\vec{S}$ by

$$(\vec{S}_i)_n = \sigma_i^a \sigma_i^b, \quad (51)$$

then we obtain the formal expression,

$$\langle Z^n \rangle = \text{Tr} \exp \left( \frac{1}{2} \hat{\beta}^2 J^2 \sum_{i<j} K_{ij}^2 \vec{S}_i \cdot \vec{S}_j \right). \quad (52)$$

If we define the following quantities,

$$\hat{\beta} \equiv \beta^2, \quad \hat{J} \equiv \frac{1}{2} J^2, \quad \hat{K}_{ij} \equiv K_{ij}^2, \quad (53)$$

we obtain

$$\langle Z^n \rangle = \text{Tr} \exp \left( \frac{\hat{\beta}}{2} \sum_{i<j} \hat{K}_{ij} \vec{S}_i \cdot \vec{S}_j \right). \quad (54)$$

In this form, we can apply the argument studied in the present paper on the exactness of the MF theory for pure ferromagnetic systems to spin glasses. Namely, it is straightforward to show that MF theory is exact as long as the interaction $\hat{K}_{ij} = K_{ij}^2$ is long range. If we assume the power-law interaction $\hat{K}_{ij} = C/r_{ij}^\alpha$, then the MF model is exact when $\alpha < d/2$ instead of $\alpha < d$. The constant $C$ is determined by the normalization condition

$$\sum_i C r_{ij}^\alpha = 1, \quad (55)$$

which is the correspondence of Eq. (2). (Note that in the infinite-range case, $C = 1/\sqrt{N}$.)
From the above argument, we can conclude that $\langle Z^n \rangle$ in the system (45) is exactly equal to that in the MF model at least for any integer $n$. Therefore, the two free energies calculated by the replica method may be exactly equal. Unfortunately, it is not certain if this result can be proved without using the replica method. However, from the above result, it is reasonably expected that the true free energy of the system (45) is also exactly equal to that of the corresponding infinite-range model. If the equilibrium properties of the system (45) with $K_{ij} = C/r_{ij}^\alpha$ and $\alpha < d/2$ in contact with a thermal reservoir at a temperature $T$ were different from those of the corresponding MF spin glasses, then it would imply that the replica method is not exact at least for the long-range interacting spin glasses. However, we have no reason to expect that the replica method does not work in long-range spin glasses, and we conclude that spin glass systems with the Hamiltonian (45) and $\alpha < d/2$ exhibit behavior identical with the corresponding MF models.

VII. SUMMARY AND DISCUSSION

We investigated the exactness of the MF theory in systems with nonadditive long-range interactions (power-law potential or the Kac potential with the long-range limit) and additive long-range interactions (the Kac potential with the van der Waals limit) in a unified way. We showed that the exactness of the MF theory is always valid for the nonconserved systems, while for the conserved systems there exists the parameter region where the exactness of the MF theory is violated. As an application of our result, we considered the spin glass system and revealed that the exactness of the MF theory is valid also for long-range interacting spin glass systems within the treatment by the replica method, as long as the square of the interaction potential is nonadditive.

We examined the nature of the phase transition between the MF phase and the non-MF phase by the Landau expansion of the free energy functional. We pointed out that except for the van der Waals limit, inhomogeneous states observed in the non-MF region are quite different from those created by the phase separation. This aspect is reflected to the fact that only a small number of Fourier modes are important in the inhomogeneity. It is indicated by the discrete spectrum of interaction eigenvalues $U_n$. On the other hand, in the van der Waals limit, all the interaction eigenvalues are degenerate, $U_n = 1$, and the standard phase separation occurs. It will be interesting to study dynamical nature associated with the phase transition between the MF phase and the non-MF phase, because it is known that long-range interacting systems exhibit peculiar features also in dynamics.

The difference between conserved and nonconserved systems is a consequence of the violation of ensemble equivalence. Whether the exactness of the MF theory holds or not depends on the specific ensemble. A natural question is whether the MF theory is exact for a microcanonical ensemble. It was investigated in Ref. [10], where it turned out that the exactness of the MF theory is valid for the long-range Ising model in the microcanonical ensemble. Here, it should be noted that in the MF Ising model, the canonical ensemble and the microcanonical ensemble are equivalent. We can show from the result presented in Sec. III that the exactness of the MF theory for long-range interacting systems is valid also in the microcanonical ensemble if the microcanonical and canonical ensembles are equivalent in the corresponding MF model. When the two ensembles are not equivalent in the MF model, however, it is not obvious whether the exactness of the MF theory holds in the microcanonical ensemble. This issue will be investigated elsewhere.

In non-conserved systems, the MF theory is always exact in equilibrium. However, in the out-of-equilibrium situations, the inhomogeneity due to the long-range interactions may appear. For example, let us consider the relaxation from the metastable states with the uniform magnetization profile. The MF metastable states as local minimum of the free energy are also remained in the general long-range interacting systems, as pointed out in Sec. IV. However, at low temperatures these metastable states belong to region B. If the metastable states belong to the non-MF region, these metastable states may relax to equilibrium by appearing the temporal inhomogeneity. Hence, in these situations, the relaxation to equilibrium will be different from that observed in the MF models.

Recently, it was reported that a model of spin-crossover materials has an effective long-range interaction among molecules [22]. In this model, although the Hamiltonian has only short-range interactions, effective long-range interactions among molecules appear due to the lattice distortion by the difference of the molecular size depending on molecular states. In such systems, the results of the MF model including the MF spinodal are not artifacts but physically relevant results.

In small systems, the range of the interaction can be of the order of the system size. Indeed, negative heat capacity has been observed experimentally in small systems [23]. For example, the phenomenon of the super-radiance originates from the effective long-range interaction among two-level atoms mediated by the coupling with a cavity mode [24]. The similarity between long-range interacting macroscopic systems and small systems should be discussed in the future.

In this way, the nature of long-range interacting systems may be widely observed, and it will become more important to study it from a general point of view.
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Appendix A: Justification of the coarse-graining

We justify the coarse graining (9) in this appendix. The coarse-grained Hamiltonian with a finite system size \( N = L^d \) and a finite number of blocks \( \Omega = (L/l)^d \) is given by

\[
\tilde{H}(N, \Omega) = -\frac{J}{2} \sum_{p,q} U_{pq} m_p m_q - H l^d \sum_p m_p, \tag{A1}
\]

where

\[
U_{pq} = \sum_{i \in B_p, j \in B_q} K(r_{ij}), \quad r_{ij} = r_i - r_j, \tag{A2}
\]

and \( m_p \) is the average global variable of the block \( B_p \) defined by Eq. (7). Notice that \( \tilde{H}(N, \Omega) \) approaches the coarse-grained Hamiltonian (9) when the limit \( N \to \infty \), \( \Omega \to \infty \) with \( \Omega/N \to 0 \) is taken.

Our aim is to prove that there exists a sequence \( \Omega(N) \) such that

\[
\lim_{N \to \infty} \frac{1}{N} \sup_{\{\sigma_i\}} |H - \tilde{H}(N, \Omega(N))| = 0, \tag{A3}
\]

and satisfies

\[
\begin{cases}
\lim_{N \to \infty} \Omega(N) = \infty, \\
\lim_{N \to \infty} \frac{\Omega(N)}{N} = 0.
\end{cases} \tag{A4}
\]

When we consider the Kac potential with the van der Waals limit, we replace \( \lim_{\gamma \to 0} \Omega(N) \) by \( \lim_{\gamma \to 0} \lim_{N \to \infty} \Omega(N) \), respectively.

The following derivation is a straightforward generalization of the strategy of the paper by Barré et al. [10], which they proved only for the one-dimensional Ising model with the power-law interaction.

First, we express the coarse-grained Hamiltonian in terms of the microscopic variables \( \{\sigma_i\} \). Then

\[
\tilde{H}(N, \Omega) = -\frac{J}{2} \sum_{p,q} U_{pq} \frac{1}{l^{2d}} \sum_{i \in B_p, j \in B_q} \sigma_i \sigma_j - H \sum_i \sigma_i, \tag{A5}
\]

where \( l \) is the linear dimension of a block. We thereby have

\[
\frac{1}{N} |H - \tilde{H}| = \frac{J}{2 N^{2d}} \sum_{p,q} \sum_{i \in B_p, j \in B_q} |\sigma_i \sigma_j| \sum_{k \in B_p, l \in B_q} |K(r_{ij}) - K(r_{kl})|
\]

\[
\leq \frac{J}{2 N^{2d}} \sum_{p,q} \sum_{i \in B_p, j \in B_q} |\sigma_i \sigma_j| \sum_{k \in B_p, l \in B_q} |K(r_{ij}) - K(r_{kl})|, \tag{A6}
\]

Assuming \( |\sigma_i \sigma_j| \leq C \), we have

\[
\frac{1}{N} |H - \tilde{H}| \leq \frac{CJ}{2 N^{2d}} \sum_{p,q} \sum_{i \in B_p, j \in B_q} \sum_{k \in B_p, l \in B_q} |K(r_{ij}) - K(r_{kl})|.
\]

We define \( D_{pq} \) as the shortest distance between the two blocks \( B_p \) and \( B_q \). Namely,

\[
D_{pq} \equiv \min_{k \in B_p, l \in B_q} |r_k - r_l|. \tag{A8}
\]

Moreover, the set \( \partial q \) is defined as the set of \( p \) such that \( D_{pq} < l \) (see Fig. 7). We divide the summation of Eq. (A7) into two terms: the term with \( p \in \partial q \) and the term with \( p \notin \partial q \). Then we obtain

\[
\frac{1}{N} |H - \tilde{H}| \leq \frac{CJ}{2 N^{2d}} \sum_q \sum_{i \in \partial q} \sum_{j \in B_q} \sum_{k \in B_p, l \in B_q} |K(r_{ij}) - K(r_{kl})| + \frac{CJ}{2 N^{2d}} \sum_q \sum_{p \notin \partial q} \sum_{i \in B_p} \sum_{j \in B_q} \sum_{k \in B_p, l \in B_q} |K(r_{ij}) - K(r_{kl})|
\]

\[
\equiv A_1 + A_2. \tag{A9}
\]

From now on, we prove that there exists a sequence \( \Omega(N) \) such that \( \lim_{N \to \infty} A_1 = \lim_{N \to \infty} A_2 = 0 \) both for the power-law potential and the Kac potential.

Upper bound of \( A_1 \)

If we define \( K_0 \) as the maximum value of \( |K(r_{ij})| \), then

\[
|K(r_{ij}) - K(r_{kl})| \leq |K(r_{ij})| + |K(r_{kl})| \leq 2K_0. \tag{A10}
\]

Therefore, we obtain

\[
A_1 \leq \frac{CJ}{2 N^{2d}} \sum_q \sum_{p \notin \partial q} l^{2d} \cdot 2K_0 = \frac{CJK_0 l^{2d}}{N} \sum_{q=1}^{\partial q} \sum_{p \notin \partial q} 1, \tag{A11}
\]
where we used $\sum_{i \in B_p} 1 = l^d$. Because the number of blocks which belong to $\partial q$ is determined by the spatial dimension $d$, we can write

$$\sum_{p \in \partial q} 1 = n_d. \quad (A12)$$

Then we obtain the upper bound of $A_1$:

$$A_1 \leq \frac{C J K_0 l^{2d}}{N} \Omega n_d. \quad (A13)$$

As $\Omega = (L/l)^d$ and $N = L^d$,

$$A_1 \leq C n_d K_0 l^d. \quad (A14)$$

Remember that $K_0$ depends on the system size $L$ or the interaction length $\gamma$, because we normalize the interaction potential so that

$$\sum_{r_i \neq 0} K(r_i) = 1. \quad (A15)$$

In the case of the Kac potential, $K(r) \sim \gamma^d \phi(\gamma r)$. Here, the symbol $\sim$ means equal except for a nonessential factor independent of $l$, $L$, and $\gamma$. Therefore, the symbol $\sim$ does not imply any approximations (we use the symbol $\approx$ similarly). Thus $K_0 \sim \gamma^d$ and

$$K_0 l^d \sim (\gamma l)^d. \quad (A16)$$

In the van der Waals limit, we take $\gamma \rightarrow 0$ after $L \rightarrow \infty$. Hence if we take the limit $l \rightarrow \infty$ after the limit $\gamma \rightarrow 0$, then $A_1 \rightarrow 0$ and the conditions (A4) are satisfied.

In the long-range limit, where $L \rightarrow \infty$ with $\gamma L = \text{const.}$ is taken, if we take $l \rightarrow \infty$ after $L \rightarrow \infty$, then $A_1 \rightarrow 0$ and the conditions (A4) are also satisfied.

In the case of the power-law potential, $K(r) \sim L^{\alpha - d} / r^\alpha$ and $K_0 \sim L^{\alpha - d}$ for $0 \leq \alpha < d$. Therefore,

$$A_1 \sim K_0 l^d \sim \left( \frac{1}{L^{1 - \alpha/d}} \right)^d. \quad (A17)$$

After all, $A_1 \rightarrow 0$ when we take the limit of $l \rightarrow \infty$ after $L \rightarrow \infty$. When $\alpha > d$, the function $l(L)$ which satisfies Eq. (A4) does not exist, and the coarse graining cannot be performed exactly.

### Upper bound of $A_2$

As $p \notin \partial q$, $D_{pq} \neq 0$ and the following inequality is satisfied for $r_i, r_k \in B_p$ and $r_j, r_l \in B_q$:

$$|r_{ij} - r_{kl}| = |(r_i - r_k) - (r_j - r_l)|$$

$$\leq |r_i - r_k| + |r_j - r_l|$$

$$= r_{ik} + r_{jl}$$

$$\leq 2\sqrt{dl} \equiv Dl \quad (A18)$$

From the mean-value theorem, there exists $0 \leq \theta \leq 1$ such that

$$K(r_{ij}) - K(r_{kl}) = [\nabla K(r_{ij} + \theta(r_{kl} - r_{ij}))] \cdot (r_{kl} - r_{ij}).$$

Combining the above two relations, we have

$$|K(r_{ij}) - K(r_{kl})| \leq Dl [\nabla K(r_{ij} + \theta(r_{kl} - r_{ij}))]. \quad (A19)$$

Here, for $p \neq q$,

$$|\nabla K(r_{ij} + \theta(r_{kl} - r_{ij}))| \leq \max_{0 \leq \theta \leq 1} \max_{r_i, r_k \in B_p, r_j, r_l \in B_q} |\nabla K(r_{ij} + \theta(r_{kl} - r_{ij}))|$$

$$\equiv K'_{pq}. \quad (A20)$$

Using these inequalities, we can evaluate the upper bound of $A_2$:

$$A_2 \leq \frac{C D J l^{2d+1}}{2N} \Omega \sum_{q=1}^{L/2l} \sum_{p=1}^{L/2l} K'_{pq}. \quad (A22)$$

As the blocks are aligned in the $d$-dimensional space, each block can be labeled by the $d$-dimensional vector

$$\vec{n} = (n_1, n_2, \ldots, n_d),$$

where $n_i$ is an integer and $-L/2l \leq n_i \leq L/2l$. We fix the block $B_q$ at $\vec{n} = 0$, and we determine $\vec{n}$ so that the configuration $r_p$ of the center of a block $B_p$ may be given by $r_p = l\vec{n}$. In this case, there is a constant $0 < a < 1$ such that $D_{pq} \geq a|\vec{n}|$ for all $p$ with $B_p \notin \partial q$ (see Fig. 8). When we assume periodic boundary conditions,[25] the summation can be written as follows:

$$\sum_{q=1}^{L/2l} \sum_{p=1}^{L/2l} K_{pq} \leq \sum_{n_1 = -L/2l}^{L/2l} \sum_{n_2 = -L/2l}^{L/2l} \cdots \sum_{n_d = -L/2l}^{L/2l} K'_{\vec{n},0}$$

$$\equiv \Omega \sum_{\vec{n}} K'_{\vec{n},0}, \quad (A23)$$

where the index $p$ corresponds to the vector $\vec{n}$ and we write $K'_{\vec{n}}$ as $K'_{\vec{n},0}$ as well as we defined $K'_{\vec{n},0} = 0$ for $\vec{n} \notin \partial q$.

Thus, from (A22), the upper bound of $A_2$ is given by

$$A_2 \leq \frac{C D J l^{2d+1}}{2} \sum_{\vec{n}} K'_{\vec{n},0}. \quad (A24)$$

Next, we consider each case of the interaction forms and evaluate the upper bound of $A_2$.

In the Kac potential, $K(r) \sim \gamma^d \phi(\gamma r)$ and therefore

$$K'(r) = \gamma^{d+1} \phi'(\gamma r). \quad (A25)$$

From the assumption of the Kac potential (6),

$$K'_{\vec{n},0} = \gamma^{d+1} \phi(D_{\vec{n},0}) \leq \gamma^{d+1} \phi(al|\vec{n}|). \quad (A26)$$
\[ \vec{n} = (n_1, n_2) \]

| (-2,2) | (-1,2) | (0,2) | (1,2) | (2,2) |
|--------|--------|------|------|------|
| (-2,1) | (-1,1) | (0,1) | (1,1) | (2,1) |
| (-2,0) | (-1,0) | B_{q_1} | (1,0) | (2,0) |
| (-2,-1) | -1,-1) | (0,-1) | (1,-1) | (2,-1) |
| (-2,-2) | -1,-2) | (0,-2) | (1,-2) | (2,-2) |

| 12 |

FIG. 8: An illustrative explanation of \( \vec{n} \) for \( d = 2 \). The distance between the central positions of \( B_{q_1} \) and \( B_q \) is given by \( l(|\vec{n}|) \). Moreover, for all \( \vec{n} \), \( B_{q_1} \not\in \partial q \), there exists a constant \( 0 < a < 1 \) such that the shortest distance between \( B_{\vec{n}} \) and \( B_q = B_0 \) is restricted by \( D_{\vec{n},0} \geq a|\vec{n}| \). For \( d = 2 \), this constant is \( a = 1/\sqrt{5} \) (see the right figure).

Therefore, we obtain the upper bound of \( A_2 \),
\[
A_2 \leq l^{d+1} \sum_{\vec{n}} K_\vec{n,0} \leq (\gamma l)^{d+1} \sum_{\vec{n}} \psi(a|\gamma l|\vec{n}|)
\approx (\gamma l)^{d+1} \frac{1}{(a|\gamma|)^d} \int_{-\infty}^{\infty} d^d x \psi(x)
\sim \gamma l.
\]

This tends to 0 when we take the limit \( l \to \infty \) after \( \gamma \to 0 \). Hence we can conclude that \( A_2 \to 0 \).

Next, we consider the power-law potential. The power-law potential is expressed as \( K(r) \sim L^{\alpha-d/r^\alpha} \) for \( 0 \leq \alpha < d \) and its derivative is
\[
K'(r) \sim -\alpha \frac{L^{d-\alpha}}{r^{\alpha+1}}.
\]

We can evaluate \( K_\vec{n,0}' \) as
\[
K_\vec{n,0}' \sim \frac{L^{\alpha-d}}{D_{\vec{n},0}^\alpha} \leq \frac{L^{\alpha-d}}{(a|\gamma|)^{\alpha+1}}.
\]

Therefore, when \( 0 \leq \alpha < d - 1 \),
\[
A_2 \leq l^{d+1} \sum_{\vec{n}} K_\vec{n,0}' \lesssim l^{d+1} \frac{L^{\alpha-d}}{l^{1+\alpha}} \left( \frac{L}{l} \right)^{d-\alpha-1} = \frac{l}{L}.
\]

When \( \alpha = d - 1 \),
\[
A_2 \leq l^{d+1} \frac{L^{\alpha-d}}{l^{d}} \sum_{\vec{n}} \frac{1}{|\vec{n}|^{d}} \sim \frac{l}{L} \ln \left( \frac{L}{l} \right).
\]

When \( d - 1 < \alpha < d \), since \( \sum_{\vec{n}} (|\vec{n}|^{\alpha+1}) \) is finite in the limit \( L/l \to \infty \),
\[
A_2 \leq l^{d+1} \sum_{\vec{n}} K_\vec{n,0}' \lesssim l^{d+1} \frac{L^{\alpha-d}}{l^{\alpha+1}} = \left( \frac{L}{l} \right)^{d-\alpha}.
\]

In any case, we have \( A_2 \to 0 \) when the conditions (A4) are fulfilled.

In this way, we proved (C7) both for the Kac potential and the power-law potential.

**Appendix B: The rigorous justification of the saddle-point method**

In Appendix A, we proved that there exists a function \( g(L,l) \) such that
\[
|\mathcal{H} - \bar{\mathcal{H}}| \leq L^d g(L,l)
\]
and
\[
\lim_{l \to \infty} \lim_{L \to \infty} g(L,l) = 0.
\]

For the definition of \( \bar{\mathcal{H}} \), see Eq. (A1). We evaluate the partition function
\[
Z = \sum_{\{\sigma_i\}} e^{-\beta \mathcal{H}},
\]
where \( \sum' \) denotes the summation over the spin configuration \( \{\sigma_i\} \) under the restriction of \( \frac{1}{n} \sum_i \sigma_i = m \). From Eq. (B1), the partition function is bounded by
\[
\sum' \exp \left[ -\beta \bar{\mathcal{H}} + \sum_p \Omega \sigma_p \right] - \sum' \exp \left[ -\beta \bar{\mathcal{H}} + \sum_p \Omega \sigma_p \right] \leq Z \leq \sum' \exp \left[ -\beta \bar{\mathcal{H}} + \sum_p \Omega \sigma_p \right].
\]

Here, \( \sum' \) denotes the summation over all possible values of \( \{\sigma_i\} \) with a restriction of \( \frac{1}{n} \sum \sigma_i = m \). We defined \( S(m_p) \equiv \sum_{\{\sigma_i\} : \sum \sigma_i = m_p} \Omega \sigma_p \). Let us define
\[
-\beta F^* \equiv \max_{\{m_p\} : \sum \sigma_i = m_p} \left[ -\beta \bar{\mathcal{H}} + \sum_p \Omega \sigma_p \right].
\]

Then, a lower bound of \( Z \) is given by
\[
Z \geq e^{-\beta F^*} g(L,l).
\]

An upper bound is also obtained as follows:
\[
Z \leq \sum' e^{-\beta F^* + \beta L^d g(L,l)} \leq \sum' e^{-\beta F^* + \beta L^d g(L,l)}.
\]

Here, we assume that \( \sum_m 1 \leq c \) with a positive constant \( c \) and a positive integer \( n \), both of which are independent of \( L \) and \( l \). We can confirm that this assumption
is satisfied in individual models. For example, in the Ising model, \( m_p \) takes the following value
\[
l^d m_p \in \{l^d, l^d - 2, l^d - 4, \ldots, -l^d\}.
\]
Therefore, in this case, \( \sum m_p = l^d + 1 \leq 2l^d \). Also in other models, we can check this property. Therefore, we have
\[
Z \leq (c_1^{nd})^L e^{-\beta F^* + \beta L^d g(L,l)},
\]
(note that \( \Omega = (L/l)^d \)). From Eqs. (B5) and (B7), we have
\[
\frac{F^*}{L^d} - g(L,l) - \frac{1}{\beta} \ln(c_1^{nd}) \leq -\frac{1}{\beta} \frac{1}{L^d} \ln Z \leq \frac{F^*}{L^d} + g(L,l).
\]
Hence, using Eq. (B2), we obtain
\[
f \equiv -\frac{1}{\beta} \lim_{l \to \infty} \lim_{L \to \infty} \frac{1}{L^d} \ln Z = \lim_{l \to \infty} \lim_{L \to \infty} \frac{F^*}{L^d}.
\]
Thus, the saddle-point method in Eq. (21) is justified rigorously.

**Appendix C: The derivation of the lower bound (23)**

From Eq. (21) and \( FMF(m,T,H) = \tilde{H}[m] - TS(m) \), we have
\[
F(m,T,H) - FMF(m,T,H) = \min_{\{m(x)|m_0 = m\}} \left[ \tilde{H} - T \int_{C_d} S(m(x)) d^d x \right] + TS(m)
\]
\[
= \min_{\{m(x)|m_0 = m\}} \left[ -\frac{NJ}{2} \sum_{n \neq 0} U_n |\hat{m}_n|^2 - T \int_{C_d} S(m(x)) d^d x \right]
\]
\[
+ TS(m).
\]
Let us define \( U_{\text{max}} \) as the maximum interaction eigenvalue except for \( U_0 = 1 \),
\[
U_{\text{max}} \equiv \max_{n \neq 0} U_n.
\]
Taking into account of the relations
\[
\sum_{n \neq 0} U_n |\hat{m}_n|^2 \leq U_{\text{max}} \sum_{n \neq 0} |\hat{m}_n|^2,
\]
and
\[
\int_{C_d} m(x)^2 d^d x = m^2 + \sum_{n \neq 0} |\hat{m}_n|^2,
\]
the RHS of (C1) is written as
\[
- \frac{NJ}{2} \sum_{n \neq 0} U_n |\hat{m}_n|^2 - T \int_{C_d} (S(m(x)) - S(m)) d^d x
\]
\[
\geq \frac{NJ}{2} U_{\text{max}} m^2 + TS(m)
\]
\[
+ \int_{C_d} d^d x \left[ -\frac{NJ}{2} U_{\text{max}} m(x)^2 - TS(m(x)) \right]
\]
\[
= - U_{\text{max}} \left[ FMF(m,T/U_{\text{max}},H) \right.
\]
\[
- \left. \int_{C_d} d^d x FMF(m(x),T/U_{\text{max}},H) \right].
\]
Thus, we obtain
\[
F(m,T,H) \geq FMF(m,T,H)
\]
\[
+ U_{\text{max}} \min_{\{m(x)|m_0 = m\}} \left[ \int_{C_d} d^d x FMF(m(x),T/U_{\text{max}},H) \right]
\]
\[
- U_{\text{max}} FMF(m,T/U_{\text{max}},H).
\]
Here, we can prove
\[
\min_{\{m(x)|m_0 = m\}} \left[ \int_{C_d} d^d x FMF(m(x),T/U_{\text{max}},H) \right]
\]
\[
= CE\{FMF(m,T/U_{\text{max}},H)\}.
\]
Therefore, we obtained the lower bound (23).
Let us show Eq. (C7). Later, we omit the temperature dependence and the external field dependence of the free energy. Let us define a function \( G(m) \) as
\[
G(m) \equiv \min_{\{m(x)|m_0 = m\}} \left[ \int_{C_d} d^d x FMF(m(x)) \right].
\]
If we consider the uniform configuration, \( m(x) = m \), we have \( \int_{C_d} d^d x FMF(m(x)) = FMF(m) \). Therefore we obtain \( G(m) \leq FMF(m) \). From the definition of the convex envelope,
\[
G(m) = \min_{\{m(x)|m_0 = m\}} \left[ \int_{C_d} d^d x FMF(m(x)) \right]
\]
\[
\geq \min_{\{m(x)|m_0 = m\}} \left[ \int_{C_d} d^d x CE\{FMF(m(x))\} \right]
\]
\[
\geq \min_{\{m(x)|m_0 = m\}} \left[ CE\{FMF\left( \int_{C_d} d^d x m(x) \right) \} \right]
\]
\[
= CE\{FMF(m)\}.
\]
Hence, we obtain
\[
CE\{FMF(m)\} \leq G(m) \leq FMF(m).
\]
Next let us prove that \( G(m) \) is a convex function of \( m \). For a constant \( 0 < \lambda < 1 \), we consider
\[
\lambda G(m_1) + (1 - \lambda) G(m_2).
\]
The functions $G(m_1)$ and $G(m_2)$ can be written as

$$G(m_1) = \int_{C_d} d^dxF \{m_1(x)\}, \quad \int_{C_d} d^dxF \{m_1(x)\} = m_1, \quad (C12)$$

$$G(m_2) = \int_{C_d} d^dxF \{m_2(x)\}, \quad \int_{C_d} d^dxF \{m_2(x)\} = m_2, \quad (C13)$$

where $m_1^*(x)$ and $m_2^*(x)$ are the functions that minimize the function $\int_{C_d} d^dxF \{m(x)\}$ for the fixed global variables $m_1$ and $m_2$, respectively. Putting $\lambda x_1 = y_1$ and $(1-\lambda)x_1 = z_1$, we obtain

$$\lambda G(m_1) + (1-\lambda)G(m_2)$$

$$= \int_0^\lambda dy_1 \int_0^1 dx_2 \cdots dx_d F \{m_1^\star\left(\frac{y_1}{\lambda}, x_2, \ldots, x_d\right)\}$$

$$+ \int_0^{1-\lambda} dz_1 \int_0^1 dx_2 \cdots dx_d F \{m_2^\star\left(\frac{z_1}{1-\lambda}, x_2, \ldots, x_d\right)\}$$

$$= \int_0^\lambda dx_1 \int_0^1 dx_2 \cdots dx_d F \{m_1^\star\left(\frac{x_1}{\lambda}, x_2, \ldots, x_d\right)\} \quad$$

$$+ \int_0^\lambda dx_1 \int_0^1 dx_2 \cdots dx_d F \{m_2^\star\left(\frac{x_1-\lambda}{1-\lambda}, x_2, \ldots, x_d\right)\}.$$  \hspace{1cm} (C14)

Here, we define a function $m^\star(x)$ as

$$m^\star(x) = \begin{cases} m_1^\star\left(\frac{x_1}{\lambda}, x_2, \ldots, x_d\right) & \text{for } 0 \leq x_1 \leq \lambda, \\ m_2^\star\left(\frac{x_1-\lambda}{1-\lambda}, x_2, \ldots, x_d\right) & \text{for } \lambda < x_1 \leq 1. \end{cases} \quad (C15)$$

Then, the following condition is satisfied,

$$\int_{C_d} d^dxF \{m^\star(x)\} = \lambda m_1 + (1-\lambda)m_2.$$  \hspace{1cm} (C16)

Therefore, we obtain from (C14)

$$\lambda G(m_1) + (1-\lambda)G(m_2) \geq \int_{C_d} d^dxF \{m^\star(x)\} \geq G(\lambda m_1 + (1-\lambda)m_2).$$  \hspace{1cm} (C17)

We thereby conclude that the function $G(m)$ is convex. From Eq. (C10) and the convexity of $G(m)$,

$$G(m) = CE\{F_{MF}(m)\}$$  \hspace{1cm} (C18)

holds.
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