CHARACTERIZATIONS FOR INNER FUNCTIONS IN CERTAIN FUNCTION SPACES

ATTE REIJONEN AND TOSHIYUKI SUGAWA

Abstract. For $\frac{1}{2} < p < \infty$, $0 < q < \infty$ and a certain two-sided doubling weight $\omega$, we characterize those inner functions $\Theta$ for which

$$\|\Theta\|^q_{A^p,q} = \left( \int_0^1 \left( \int_0^{2\pi} |\Theta'(re^{i\theta})|^p d\theta \right)^{q/p} \omega(r) dr \right)^{1/q} < \infty.$$ 

Then we show a modified version of this result for $p \geq q$. Moreover, two additional characterizations for inner functions whose derivative belongs to the Bergman space $A^p_p$ are given.

1. Introduction and main results

Let $\mathcal{H}(\mathbb{D})$ be the space of all analytic functions in the open unit disc $\mathbb{D}$ of the complex plane $\mathbb{C}$. For $0 < p < \infty$, the Hardy space $H^p$ consists of those $f \in \mathcal{H}(\mathbb{D})$ such that

$$M_p(r, f) = \left( \frac{1}{2\pi} \int_0^{2\pi} |f(re^{i\theta})|^p d\theta \right)^{1/p} < \infty,$$

is bounded. A function $\omega : \mathbb{D} \to [0, \infty)$ is called a (radial) weight if it is integrable over $\mathbb{D}$ and $\omega(z) = \omega(|z|)$ for all $z \in \mathbb{D}$. For $0 < p, q < \infty$ and a weight $\omega$, the weighted mixed norm space $A^p_q$ consists of those $f \in \mathcal{H}(\mathbb{D})$ such that

$$\|f\|^q_{A^p,q} = \left( \int_0^1 M^q_p(r, f) \omega(r) dr \right)^{1/q} < \infty.$$ 

Class $D$ of two-sided doubling weights offers us a sufficient ballpark [20, 21]. This class can be defined, for instance, as follows: A weight $\omega$ belongs to $D$ if and only if there exist $C = C(\omega) \geq 1$, $\alpha = \alpha(\omega) > 0$ and $\beta = \beta(\omega) \geq \alpha$ such that

$$C^{-1} \left( \frac{1-r}{1-s} \right)^\alpha \hat{\omega}(s) \leq \hat{\omega}(r) \leq C \left( \frac{1-r}{1-s} \right)^\beta \hat{\omega}(s), \quad 0 \leq r \leq s < 1, \quad (1.1)$$

where

$$\hat{\omega}(z) = \int_{|z|}^1 \omega(s) ds, \quad z \in \mathbb{D}.$$ 

An inner function is a bounded analytic function having unimodular radial limits almost everywhere on the boundary $\mathbb{T} = \{ z \in \mathbb{C} : |z| = 1 \}$ [6, 17]. An important subclass of inner functions consists of Blaschke products [5]. For a given sequence $\{z_n\} \subset \mathbb{D}$ satisfying $\sum_n (1 - |z_n|) < \infty$ and a real constant $\lambda$, the Blaschke product with zeros $\{z_n\}$ is defined by

$$B(z) = e^{i\lambda} \prod_n \left[ 1 - \frac{|z_n|}{z_n} \frac{z - z_n}{1 - z_n \bar{z}} \right], \quad z \in \mathbb{D}.$$ 

For $z_n = 0$, the interpretation $|z_n|/z_n = -1$ is used. Our first result characterizes those inner functions whose derivative belongs to the mixed norm space $A^p_q$ satisfying certain regularity.
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conditions. This characterization is taking advantage of the fact that the Frostman shift \( \Theta_a \) of an arbitrary inner function \( \Theta \), defined by
\[
\Theta_a(z) = \frac{\Theta(z) - a}{1 - \overline{a} \Theta(z)}, \quad z \in \mathbb{D},
\]
is a Blaschke product for almost every \( a \in \mathbb{D} \). More precisely, Frostman’s result states that the exceptional set \( E_{\Theta} \) where \( \Theta_a \) is not a Blaschke product has logarithmic capacity zero; see for instance [8, Chapter 2, Theorem 6.4].

Before our first main result, we define \( r_j = 1 - 2^{-j} \) for \( j \in \mathbb{N} \cup \{0\} \) and \( D_\delta = \{ z \in \mathbb{C} : |z| \leq \delta \} \) for \( 0 < \delta < 1 \). Moreover, recall that \( f \leq g \) if there exists a constant \( C = C(\cdot) > 0 \) such that \( f \leq Cg \), while \( f \geq g \) is understood in an analogous manner. If \( f \leq g \) and \( f \geq g \), then we write \( f = g \). Here the letter \( C = C(\cdot) \) is a positive constant whose value depends only on the parameters indicated in the parenthesis, and may change from one occurrence to another.

**Theorem 1.** Let \( \frac{1}{2} < p < \infty \), \( 0 < q < \infty \), \( 0 < \delta < 1 \) and \( \omega \in \mathcal{D} \). If \( \Theta \) is an inner function and either

\( a) \ \frac{1}{2} < p \leq 1 \) and \( \omega \) satisfies the right-hand inequality of (1.1) for some \( \beta < 2q - \frac{q}{p} \), or

\( b) \ 1 < p < \infty \), \( \omega \) satisfies the right-hand inequality of (1.1) for some \( \beta < q \) and the left-hand inequality for some \( \alpha > q - \frac{q}{p} \),

then
\[
\|\Theta^\omega\|_{A_{p,q}^\omega} \leq \sum_n \frac{\tilde{\omega}(r_n)}{(1 - r_n)^{q - q/p}} \int_{D_\delta} \nu_n(a)^{q/p} dA(a), \quad (1.2)
\]
where \( \{ z_n(a) \} \) is the zero-sequence of \( \Theta_a \) and \( \nu_n(a) = \# \{ j : r_n \leq |z_j(a)| < r_{n+1} \} \).

Here and hereafter, \( dA(z) \) will stand for the 2-dimensional Lebesgue measure \( dx dy \). The argument of Theorem 1 utilizes the recent results regarding the derivative of inner functions in \( A_{p,q}^\omega \) [24, 25], and certain estimates for \( \Theta \) originated to [14]. Using Theorem 1 together with a connection between the mixed norm and Besov spaces [27], we can prove a streamlined version of [9, Theorem 3.3]; see Corollary 7 in Section 4. Hence it does not come as a surprise that the proofs of Theorem 1 and [9, Theorem 3.3] have some similarities.

Modifying the argument of Theorem 1 for \( p \geq q \), we may remove the integral over \( D_\delta \) in the statement by assuming \( a \in \mathbb{D} \setminus E_{\Theta} \); see Theorem 2 below. More precisely, first we have to verify that the Lebesgue integral over \( D_\delta \) in an auxiliary result for \( p = 1 \) can be replaced by a certain integral with respect to a probability measure supported in a compact subset of \( \mathbb{D} \); see Lemma 8 in Section 4. Using this observation, we can prove the desired result for \( p = 1 \) in a similar manner as in Theorem 1. Finally the assertion follows from an application of some nesting properties for the derivative of inner functions in the mixed norm spaces. These nesting properties can be obtained by using a consequence of Theorem 1.

**Theorem 2.** Let \( \frac{1}{2} < p < \infty \) and \( 0 < q \leq p \). Assume that \( \omega, \Theta \) and \( \nu_n(a) \) are as in Theorem 1. Then the following statements are equivalent:

(i) \( \Theta^\omega \in A_{p,q}^\omega \).

(ii) There exists a set \( E_{\Theta}^{\omega} \subset \mathbb{D} \) of logarithmic capacity zero such that
\[
\sum_n \frac{\tilde{\omega}(r_n)\nu_n(a)^{q/p}}{(1 - r_n)^{q - q/p}} < \infty \quad (1.3)
\]
for every \( a \in \mathbb{D} \setminus E_{\Theta}^{\omega} \).

(iii) There exists a \( E_{\Theta} \subset \mathbb{D} \) such that (1.3) holds.

For instance, \( \omega_1(z) = (1 - |z|)^{\alpha} \) and \( \omega_2(z) = (1 - |z|)^{\alpha} \left( \log \frac{1}{1 - |z|} \right)^\beta \) satisfy the hypotheses of \( \omega \) in Theorems 1 and 2 if \( \max \{ -1, q - \frac{q}{p} - 1 \} < \alpha < \min \{ 2q - \frac{q}{p} - 1, q - 1 \} \) and \( \beta \in \mathbb{R} \). Using this observation for \( \omega_1 \) together with [9, Lemma 3.1], it is easy to check that [27, Theorem 3.1] for \( q \leq p \) follows from Theorem 2. Note that our result contains also the case \( \frac{1}{2} < p < 1 \),
Unlike [27, Theorem 3]. Moreover, it is worth mentioning that [27, Theorem 3] was stated without any proof.

Next we turn our attention to the case of the weighted Bergman space $A^p_b$, which is the mixed norm space with $p = q$. If $\omega(z) = (1 - |z|)^\alpha$ for some $-1 < \alpha < \infty$, then the notation $A^p_b$ is used for $A^p_{\alpha}$.

Our first characterizations for inner functions $\Theta$ whose derivative belongs to $A^p_{\alpha}$ are straightforward consequences of Theorem 2. In addition, we give a generalization of the equivalence (a) $\iff$ (b) in [11, Theorem 1]. The proof of this result is based on the existence of approximating Blaschke products [3] and some estimates for $\|\Theta^\prime\|_{A^p_{\alpha}}$ [22, 23]. The argument used here is essentially different from that used in [11]. Applying the above-mentioned tools, we can also prove a characterization which utilizes the so-called Carleson curve $\Gamma_z = \Gamma_z(\Theta)$ (in the sense of W. S. Cohn) associated with $0 < \varepsilon < 1$ and an inner function $\Theta$. This characterization together with our auxiliary results generalizes [11, Theorem 7]. The construction of Carleson curves in the case the upper half-plane can be found in [8, pp. 328–330], and its unit disc analogue has been studied, for instance, in [3, 4]. Some properties of $\Gamma_z$ are recalled also in Section 6.

**Theorem 3.** Let $\frac{1}{2} < p < \infty$, $\omega \in \mathcal{D}$, $\Theta$ be an inner function and $\{z_n(a)\}$ the zero-sequence of $\Theta_a$. Moreover, assume either

(a) $\frac{1}{2} < p \leq 1$ and $\omega$ satisfies the right-hand inequality of (1.1) for some $\beta < 2p - 1$, or

(b) $1 < p < \infty$, $\omega$ satisfies the right-hand inequality of (1.1) for some $\beta < p$ and the left-hand inequality for some $\alpha > p - 1$.

Then the following statements are equivalent:

(i) $\Theta^\prime \in A^p_{\alpha}$.

(ii) There exists a set $E'_{\Theta} \subset \mathcal{D}$ of logarithmic capacity zero such that

$$\sum_{n} \frac{\hat{\omega}(z_n(a))}{(1 - |z_n(a)|)^{p-1}} < \infty$$

(1.4)

for every $a \in \mathcal{D}\setminus E'_{\Theta}$.

(iii) There exists $a \in \mathcal{D}\setminus E'_{\Theta}$ such that (1.3) holds.

(iv) There exists $0 < C < 1$ such that

$$\int_{\{z \in \mathcal{D} : |\Theta(z)| < C\}} \frac{\hat{\omega}(z)}{(1 - |z|)^{p+1}} dA(z) < \infty.$$

(v) There exists $0 < \varepsilon < 1$ such that

$$\int_{\Gamma_z} \frac{\hat{\omega}(z)}{(1 - |z|)^p} |dz| < \infty.$$

As mentioned above, Theorem 3 implies a part of [11, Theorem 1]. In addition, the essential contents of classical results [11, Theorem 6.2] and [3, Theorem 3] are consequences of Theorem 3. All of these results are contained in the following corollary.

**Corollary 4.** Let $\frac{1}{2} < p < 1$, $\Theta$ be an inner function and $\{z_n(a)\}$ the zero-sequence of $\Theta_a$. Then the following statements are equivalent:

(i) $\Theta^\prime \in H^p$.

(ii) $\Theta^\prime \in A^p_{\alpha} + \alpha + 1$ for every $-1 < \alpha < \infty$.

(iii) $\Theta^\prime \in A^p_{\alpha} + \alpha + 1$ for some $-1 < \alpha < \infty$.

(iv) There exists a set $E'_{\Theta} \subset \mathcal{D}$ of logarithmic capacity zero such that

$$\sum_{n} (1 - |z_n(a)|)^{1-p} < \infty$$

(1.5)

for every $a \in \mathcal{D}\setminus E'_{\Theta}$.

(v) There exists $a \in \mathcal{D}\setminus E'_{\Theta}$ such that (1.3) holds.
(vi) There exists $0 < C < 1$ such that
\[
\int_{\{z \in \mathbb{D} : |\Theta(z)| < C\}} \frac{dA(z)}{(1 - |z|)^{p+1}} < \infty.
\]

(vii) There exists $0 < \varepsilon < 1$ such that
\[
\int_{\Gamma_\varepsilon} \frac{|dz|}{(1 - |z|)^p} < \infty.
\]

The remainder of this note is organized as follows. Some auxiliary results are stated in Section 2. Theorems 1, 2 and 3 are proved in Sections 3, 5 and 6, respectively. Consequences of Theorem 1 are stated in Section 4 and the proof of Corollary 4 can be found in Section 7. In addition, the last section contains an example and some remarks.

2. Auxiliary results

We begin by stating a sufficient condition for the derivative of a Blaschke product $B$ to be in $A_{p,q}^\omega$ [24]. In addition, it is mentioned that the condition is necessary if the zero-sequence of $B$ is a finite union of separated sequences. We recall that a sequence $\{z_n\} \subset \mathbb{D}$ is called separated if
\[
\inf_{n \neq k} \left| \frac{z_n - z_k}{1 - z_n \bar{z}_k} \right| > 0.
\]

**Lemma A.** Let $\frac{1}{2} < p < \infty$, $0 < q < \infty$, $\omega \in \mathbb{D}$ and $B$ be the Blaschke product with zeros $\{z_j\}$. If either

(a) $\frac{1}{2} < p \leq 1$ and $\omega$ satisfies the right-hand inequality of (1.1) for some $\beta < 2q - \frac{4}{p}$, or

(b) $1 < p < \infty$, $\omega$ satisfies the right-hand inequality of (1.1) for some $\beta < q$ and the left-hand inequality for some $\alpha > q - \frac{4}{p}$,

then
\[
\|B'\|_{A_{p,q}^\omega} \leq \sum_n \frac{\hat{\omega}(r_n) v_n^{q/p}}{(1 - r_n)^{q - q/p}}
\]
where $v_n = \#\{j : r_n \leq |z_j| < r_{n+1}\}$. If, in addition to (a) or (b), $\{z_j\}$ is a finite union of separated sequences, then
\[
\|B'\|_{A_{p,q}^\omega} = \sum_n \frac{\hat{\omega}(r_n) v_n^{q/p}}{(1 - r_n)^{q - q/p}}.
\]

It is worth noting that (a) and (b) in Lemma A for $p > q$ can be replaced by the following conditions respectively:

(A) $\frac{1}{2} < p \leq 1$ and $\omega \in \tilde{D}_{2q - q/p}$,

(B) $1 < p < \infty$ and $\omega \in \tilde{D}_q \cap \tilde{D}_{q - q/p}$.

Here we say that a weight $\omega$ belongs to $\tilde{D}_p$ for $0 < p < \infty$ if
\[
\sup_{0 < r < 1} \frac{(1 - r)^p}{\hat{\omega}(r)} \int_0^r \frac{\omega(s)}{(1 - s)^p} \, ds < \infty,
\]
and $\omega \in \tilde{D}_p$ if
\[
\sup_{0 < r < 1} \frac{(1 - r)^p}{\hat{\omega}(r)} \int_r^1 \frac{\omega(s)}{(1 - s)^p} \, ds < \infty.
\]

This observation is relevant because conditions (a) and (b) imply (A) and (B), respectively. More precisely, if the right-hand inequality of (1.1) is satisfied for some $\beta = \beta(\omega) < p$, then $\omega \in \tilde{D}_p$. Similarly, if the left-hand inequality is satisfied for some $\alpha = \alpha(\omega) > p$, then $\omega \in \tilde{D}_p$. The validity of these implications can be checked by straightforward calculations based on integration by parts; see [24] for details. In addition, we recall that $\omega \in \tilde{D}$ if and only if
ω ∈ \( \hat{D}_p \) for some \( p \). The original definition of \( \hat{D} \) reads as follows [20]: \( \omega \in \hat{D} \) if there exists \( C = C(\omega) \geq 1 \) such that \( \hat{\omega}(r) \leq C\hat{\omega}(\frac{r}{2}) \) for \( 0 \leq r < 1 \).

The next auxiliary result shows that, for \( \omega \in \mathcal{D} \cap \hat{D}_q \) and an inner function \( \Theta \), we may use the Schwarz-Pick lemma inside the norm \( \|\Theta\|_{A^p_\omega} \) without losing any essential information [25]. In addition, we give some modified asymptotic estimates for \( \|\Theta\|_{A^p_\omega} \), which are consequences of the following fact [25]: For \( 0 < p, q < \infty \) and \( \omega \in \mathcal{D} \),

\[ \|f\|_{A^q_\omega}^q = \int_0^1 M_p^q(r,f) \frac{\hat{\omega}(r)}{1-r} \, dr \]

for any \( f \in \mathcal{H}(\mathbb{D}) \).

**Lemma B.** Let \( 0 < p, q < \infty \), \( \omega \in \mathcal{D} \cap \hat{D}_q \) and \( \Theta \) be an inner function. Then

\[ \|\Theta\|_{A^q_\omega}^q = \int_0^1 \left( \int_0^{2\pi} \left( \frac{1 - |\Theta(re^{i\theta})|}{1 - r} \right)^p \frac{d\theta}{r} \right)^{q/p} \hat{\omega}(r) \, dr \]

\[ = \int_0^1 \left( \int_0^{2\pi} \left( \frac{1 - |\Theta(re^{i\theta})|}{1 - r} \right)^p \frac{d\theta}{r} \right)^{q/p} \hat{\omega}(r) \frac{d\theta}{1-r} \]

\[ = \int_0^1 \left( \int_0^{2\pi} |\Theta'(re^{i\theta})|^p \frac{d\theta}{r} \right)^{q/p} \hat{\omega}(r) \frac{d\theta}{1-r} \]

We close this section by recalling that the counterparts of Lemmas [A] and [B] for \( A^p_\omega \) were originally proved in [22] [23]. In addition, we note that Lemma [B] and the first part of Lemma [A] for \( p = q \) are valid also if the hypothesis \( \omega \in \mathcal{D} \) is replaced by \( \omega \in \hat{D} \).

### 3. Proof of Theorem [1]

Let us begin by proving a modification of [14] Lemma 4.6.

**Lemma 5.** Let \( 0 < p < \infty \) and \( 0 < \delta < 1 \). Then there exists \( C = C(p, \delta) > 0 \) such that

\[ \int_{D_\delta} \left( \log \left| \frac{1 - \pi z}{z - a} \right| \right)^p \, dA(a) \leq C(1 - |z|)^p, \quad z \in \mathbb{D}. \]

**Proof.** If \( |z| < (1 + \delta)/2 \), then the assertion follows by observing that there exits a constant \( M = M(p) > 0 \) such that

\[ \int_{D_\delta} \left( \log \left| \frac{1 - \pi z}{z - a} \right| \right)^p \, dA(a) < M < \infty. \]

Hence we may assume \( |z| \geq (1 + \delta)/2 \). Since

\[ \left| \frac{1 - \pi z}{z - a} \right|^2 = \frac{(1 - |z|^2)(1 - |a|^2)}{|z - a|^2} + 1, \]

we have

\[ \log \left| \frac{1 - \pi z}{z - a} \right| \leq \log \left( 8(1 - \delta)^{-2}(1 - |z|) + 1 \right) \leq 8(1 - \delta)^{-2}(1 - |z|), \quad a \in D_\delta. \]

Consequently, the assertion follows.

For \( x \in \mathbb{R} \) and a weight \( \omega \), we set \( \omega_x(z) = \omega(z)(1 - |z|)^x \) for all \( z \in \mathbb{D} \). If \( 0 < x < \infty \) and \( \omega \in \mathcal{D} \), then

\[ \tilde{\omega}_x(z) = \tilde{\omega}(z)(1 - |z|)^x, \quad z \in \mathbb{D}; \quad (3.1) \]

see the proof of [23 Corollary 7]. It follows that

\[ \left( \frac{1 - r}{1 - s} \right)^{\alpha + x} \tilde{\omega}_x(s) \leq \tilde{\omega}_x(r) \leq \left( \frac{1 - r}{1 - s} \right)^{\beta + x} \tilde{\omega}_x(s), \quad 0 \leq r \leq s < 1, \quad (3.2) \]
where \( \alpha \) and \( \beta \) are from [14]. With these preparations we are ready to prove Theorem 1.

**Proof of Theorem 1.** Since

\[
\theta'(z) = \theta(z) \frac{1 - |a|^2}{(1 - \overline{a} \theta(z))^2};
\]

we obtain \(|\theta'(z)| \approx |\theta'(a)|| for \( z \in \mathbb{D} \) and \( a \in D_\delta \). Hence Lemma 13 yields

\[
\|\theta'\|_{A^p_{\alpha,\delta}}^q = \int_{D_\delta} |\theta'(a)|^q dA(a) \lesssim \sum_n \frac{1}{(1 - r_n)^{q - q/p}} \int_{D_\delta} v_n(a)^{q/p} dA(a);
\]

and consequently, the upper bound for \( \|\theta'\|_{A^p_{\alpha,\delta}}^q \) is proved.

Let \( 1 \leq p < \infty \) and \( 0 < q < \infty \). Since

\[
\log \frac{1}{|\theta_n(z)|} \geq \sum_n \frac{(1 - |z|^2)(1 - |x_n(a)|^2)}{1 - \overline{a} x_n(a) z^2}, \quad z \in \mathbb{D},
\]

by [8] Chapter 7, Lemma 1.2, the super-additivity of \( x^p \) for \( 0 < x \leq 1 \) and the Forelli-Rudin estimate [13] Theorem 1.7 gives

\[
v_n(a)(1 - r_n) \lesssim \int_0^{2\pi} \left( \log \frac{1}{|\theta_n(r \exp i\theta)|} \right)^p d\theta, \quad r_n \leq r < r_{n+1},
\]

(3.4) as observed in [14] Corollary 4.5. Using (3.4) together with the hypothesis \( \omega \in \hat{D} \), we obtain

\[
S := \sum_n \frac{1}{(1 - r_n)^{q - q/p}} \int_{D_\delta} v_n(a)^{q/p} dA(a) = \sum_n \int_{r_n}^{r_{n+1}} \frac{1}{(1 - r)^{q - q/p}} \int_{D_\delta} v_n(a)^{q/p} (1 - r_n)^{q/p} dA(a) dr
\]

(3.5)

If \( p < q \), then (3.5), Minkowski’s inequality [12] Theorem 202 and Lemma 5 for \( z = \Theta(r \exp i\theta) \) yield

\[
S \lesssim \sum_n \int_{r_n}^{r_{n+1}} \frac{1}{(1 - r)^{q - q/p}} \left( \int_0^{2\pi} \left( \log \frac{1}{|\Theta_n(r \exp i\theta)|} \right)^q dA(a) \right)^{p/q} d\theta \right)^{q/p} dr
\]

\[
\lesssim \int_0^1 \left( \int_0^{2\pi} \left( \frac{1}{1 - r} \right)^p \frac{1}{1 - r} \right)^{q/p} \frac{1}{1 - r} dr.
\]

For \( p \geq q \), using (3.5), Hölder’s inequality and Lemma 5 to obtain

\[
S \lesssim \sum_n \int_{r_n}^{r_{n+1}} \frac{1}{(1 - r)^{q - q/p}} \left( \int_0^{2\pi} \left( \log \frac{1}{|\Theta_n(r \exp i\theta)|} \right)^p dA(a) \right)^{q/p} d\theta \right)^{q/p} dr
\]

\[
\lesssim \int_0^1 \left( \int_0^{2\pi} \left( \frac{1}{1 - r} \right)^p \frac{1}{1 - r} \right)^{q/p} \frac{1}{1 - r} dr.
\]

Finally the lower bound of \( \|\theta'\|_{A^p_{\alpha,\delta}}^q \) for \( 1 \leq p < \infty \) follows from these inequalities and Lemma 13. Thus we have shown (1.2) when \( p \geq 1 \).

Let \( \frac{1}{2} < p < 1 \) and \( 0 < q < \infty \). Put \( x = q/p - q \) and assume, by the hypotheses \( \omega \in \mathbb{D} \) and (a), \( \alpha + x > 0 \) and \( \beta + x < q/p \). Finally asymptotic equation (3.1), (1.2) with \( p \) and \( q \) being replaced by \( 1 \) and \( q/p \), respectively, and the Schwarz-Pick lemma yield

\[
S \approx \sum_n \int_{D_\delta} v_n(a)^{q/p} dA(a) \approx \|\theta'\|_{A^q_{\alpha,\delta}} \lesssim \|\theta'\|_{A^q_{\alpha,\delta}}^{q/p} \approx \|\theta'\|_{A^q_{\alpha,\delta}}^q.
\]

This completes the proof. \[\square\]
Note that the proof of the lower bound
\[\|\Theta\|^q_{A^p,q} \geq \sum_n \frac{\tilde{\omega}(r_n)}{(1-r_n)^{q-p/2}} \int_{D_S} v_n(a)^{q/p} dA(a)\]
relies on Lemma [3] not Lemma [A]. In particular, this means that for the lower bound it suffices to assume only the hypotheses of Lemma [3].

4. Consequences of Theorem [1]

The first consequence of Theorem [1] asserts that the derivative of an inner function \(\Theta\) belongs to \(A^p,q\) if and only if \(\Theta' \in A^{q+x/p,q+x}_p\) for every some \(0 < x < \infty\). Note that this result was originally proved in [24]. The argument there relies on the existence of approximating Blaschke products [4], unlike the proof here.

**Corollary 6.** Let \(\frac{1}{2} < p < \infty\) and \(0 < q, x < \infty\). Assume that \(\omega\) and \(\Theta\) are as in Theorem [1]. Then
\[\|\Theta'\|^q_{A^p,q} \simeq \|\Theta'\|^q_{A^{q+x/p,q+x}_p}.
\]

**Proof.** Let \(p' = p + xp/q\) and \(q' = q + x\). Then, by [3,1], we have
\[\sum_n \frac{\tilde{\omega}(r_n)}{(1-r_n)^{q-p/2}} \int_{D_S} v_n(a)^{q'/p'} dA(a) = \sum_n \frac{\tilde{\omega}(r_n)}{(1-r_n)^{q'-q/p'}} \int_{D_S} v_n(a)^{q'/p'} dA(a),\]
where \(v_n(a)\) is as in Theorem [1]. Hence the assertion follows from Theorem [1] by showing that one of the following conditions holds:

(i) \(\frac{1}{2} < p' \leq 1\) and \(\omega_\alpha\) satisfies the right-hand inequality of [3.2] for some \(\beta + x < 2q' - \frac{q'}{p'}\) and the left-hand inequality for some \(\alpha + x > 0\),

(ii) \(1 < p' < \infty\), \(\omega_\alpha\) satisfies the right-hand inequality of [3.2] for some \(\beta + x < q'\) and the left-hand inequality for some \(\alpha + x > q' - \frac{q'}{p'}\).

Since the validity of (i) or (ii) can be checked by straightforward calculations, the proof is complete.

Next we turn our attention to the Besov space. For \(0 < \alpha < \infty\) and an analytic function \(f(z) = \sum_n a_n z^n\), the fractional derivative of order \(\alpha\) is defined by
\[D^\alpha f(z) = \sum_n (n+1)^\alpha a_n z^n, \quad z \in \mathbb{D}.
\]
Note that \(M_p(r, f^{(n)})\) and \(M_p(r, D^\alpha f)\) are comparable for any \(f \in \mathcal{H}(\mathbb{D})\) and \(n \in \mathbb{N}\) [7]. For \(0 < p, q < \infty\) and \(0 \leq \alpha < \infty\), the Besov space \(B^{p,q}_\alpha\) consists of those \(f \in \mathcal{H}(\mathbb{D})\) such that
\[\|f\|^q_{B^{p,q}_\alpha} = \int_0^1 M^q_p(r, D^{1+\alpha} f)(1-r)^{q-1} dr < \infty.
\]

**Corollary 7.** Let \(\Theta\) be an inner function, \(0 < \delta < 1\) and \(0 < p, q, \alpha < \infty\) be such that \(\max\{0, \frac{1}{p} - 1\} < \alpha < \frac{1}{p}\). Then \(\Theta \in B^{p,q}_\alpha\) if and only if
\[\sum_n (1-r_n)^{q/p - q\alpha} \int_{D_S} v_n(a)^{q/p} dA(a) < \infty, \quad \text{(4.1)}\]
where \(v_n(a)\) as in Theorem [7]

Set \(K_\delta = \{z \in \mathbb{C} : \delta \leq |z| \leq 1 - \delta\}\) for \(0 < \delta < \frac{1}{2}\), and recall that [9, Theorem 3.3] is a corresponding result where (4.1) is replaced by the condition
\[\int_{K_\delta} \left(\sum_n (1-r_n)^{q/p - q\alpha} v_n(a)^{q/p}\right) \frac{1}{|a|^{q/p}} dA(a) < \infty.
\]
One could say that Corollary 7 is a streamlined version of [9, Theorem 3.3], or a natural extension of the main result of [15]. Before the proof we underline that our argument for $\alpha \geq 1$ takes advantage of the original result.

**Proof of Corollary 7.** Let $0 < \alpha < 1$. Then Theorem 1 together with [7, Theorem 6] yields

$$\left\| \Theta \right\|_{B^{p,q}_\alpha}^q \leq \int_0^1 M_p^q(r, D^1 \Theta)(1 - r)^{(1 - \alpha)q - 1} \, dr = \left\| \Theta \right\|_{A^{p,q}_{(1-\alpha)q-1}}^q \leq \sum_n (1 - r_n)^{q/p - \alpha q} \int_{D_\delta} v_n(a)^{q/p} \, dA(a).$$

Note that for the last asymptotic equation it suffices to check that $\omega(z) = (1 - |z|)^{(1 - \alpha)q - 1}$ satisfies the hypotheses of Theorem 1. This gives the assertion for $0 < \alpha < 1$.

Let $1 < \alpha < \infty$ and $\alpha < t < \infty$. By [9, Lemma 3.4], we know $B^{pl,q}_{\alpha/t} \subset B^{p,q}_{\alpha/t}$. Moreover, [9, Corollary 3.6] for $t' = 1/t$ implies $\Theta \in B^{p,q}_{\alpha/t}$ if $\Theta \in B^{pl,q}_{\alpha/t}$ for $\alpha > \frac{1}{p} - 1$. Applying these facts together with the previous case, it is easy to verify the assertion for $\alpha > 1$. This completes the proof.

---

5. PROOF OF THEOREM 2

Let us begin by stating an auxiliary result, which can be proved in a similar manner as Lemma 5.

**Lemma 8.** Let $0 < \delta < 1$ and $\sigma$ be a probability measure supported in $D_\delta$ and satisfying

$$\sup_{z \in D_\delta} \int_{D_\delta} \log \frac{1 - \pi_z}{z - a} \, d\sigma(a) = M < \infty. \quad (5.1)$$

Then there exists $C = C(\delta, M) > 0$ such that

$$\int_{D_\delta} \log \frac{1 - \pi_z}{z - a} \, d\sigma(a) \leq C(1 - |z|), \quad z \in D.$$

Before the proof of Theorem 2, we recall that a compact set $K \subset \mathbb{D}$ has a positive logarithmic (inner) capacity if there exits a non-zero probability measure $\sigma$ supported in $K$ and satisfying (5.1). For details, see Section 12 as well as Section 2 in [24, Chapter III].

**Proof of Theorem 2.** If (1.3) holds for some $a \in \mathbb{D} \setminus E_\Theta$, then $\Theta' \in A^{p,q}_\alpha$ by Lemma A and (3.3). Consequently, condition (iii) implies (i). Moreover, since $(\mathbb{D} \setminus E_\Theta) \cap (\mathbb{D} \setminus E_\Theta) \neq \emptyset$, the implication (ii) $\Rightarrow$ (iii) is clear. Hence it suffices to show (i) $\Rightarrow$ (ii).

Assume $\Theta' \in A^{p,q}_\alpha$ for some $p \geq 1$, let $0 < \delta < 1$ and $\sigma$ be a probability measure supported in $D_\delta$ and satisfying (5.1). For condition (ii) it suffices to prove

$$I := \int_{D_\delta} \sum_n \frac{\tilde{\omega}(r_n) v_n(a)^{q/p}}{(1 - r_n)^{q - q/p}} \, d\sigma(a) < \infty \quad (5.2)$$

because then

$$\sigma \left( \left\{ a \in D_\delta : \sum_n \frac{\tilde{\omega}(r_n) v_n(a)^{q/p}}{(1 - r_n)^{q - q/p}} = \infty \right\} \right) = 0.$$
Hence estimate (5.2) is satisfied for \( p \), uniformly separated zeros where \( x \) and \( \alpha \) are approximating Blaschke product of \( \Theta \). Using the existence of approximating Blaschke product for \( q \), we have to first prove a modification of Corollary 6 for \( p \). By [4, Theorem 2.1], for any inner function \( \Theta \), there exists a Blaschke product \( B_\Theta \) for \( \omega \) such that \( 1 - |\Theta(z)| = 1 - |B_\Theta(z)| \) for all \( z \) in \( D \). \( B_\Theta \) is called an approximating Blaschke product of \( \Theta \). Using the existence of approximating Blaschke product for \( q \), we obtain

\[
I = \sum_n \int_{r_n}^{r_{n+1}} \frac{\hat{\omega}(r)}{(1-r)^{q+1}} \int_{D_r} v_n(a)^{q/p} (1-r_n)^{q/p} d\sigma(a) dr
\]

\[
\leq \sum_n \int_{r_n}^{r_{n+1}} \frac{\hat{\omega}(r)}{(1-r)^{q+1}} \left( \int_{D_r} \log \left( \frac{1}{|\Theta_a(re^{i\theta})|} \right) d\theta \right)^{q/p} d\sigma(a) dr
\]

\[
\leq \int_0^1 \frac{\hat{\omega}(r)}{(1-r)^{q+1}} \left( \int_0^{2\pi} \log \left( \frac{1}{|\Theta_a(re^{i\theta})|} \right) d\theta \right)^{q/p} dr
\]

\[
\leq \int_0^1 \left( \int_0^{2\pi} \frac{1 - |\Theta(re^{i\theta})|}{1-r} d\theta \right)^{q/p} \frac{\hat{\omega}(r)}{(1-r)^{q+1-q/p}} dr
\]

\[
\leq \int_0^1 \left( \int_0^{2\pi} \frac{1 - |\Theta(re^{i\theta})|}{1-r} d\theta \right)^{q/p} \frac{\hat{\omega}(r)}{(1-r)^{q+1-q/p}} dr
\]

where \( x = q/p - q \).

Next we verify some properties for \( \omega_x \). By the second part of hypothesis (b) and its consequence \( \omega \in D_{-x} \), we find \( \alpha = \alpha(\omega) > -x \) such that

\[
\frac{\hat{\omega}_x(s)}{(1-s)^{\alpha+1}} \leq \frac{\hat{\omega}(s)}{(1-s)^{\alpha}} \leq \frac{\hat{\omega}_x(s)}{(1-s)^{\alpha+1}}, \quad 0 \leq r \leq s < 1,
\]

and

\[
\hat{\omega}(t)(1-t)^x \leq 2^{\alpha} \hat{\omega} \left( \frac{1}{2} \right) (1-t)^{\alpha+x} \to 0^+, \quad t \to 1^-
\]

Consequently, an integration by parts together with hypothesis (b) gives

\[
\left( \frac{1-r}{1-s} \right)^{\alpha+1} \hat{\omega}_x(r) \leq \hat{\omega}_x(r)(1-r)^x \leq \frac{1}{(1-t)^{\alpha}} (1-t)^{\alpha+x-1} \int_r^1 \hat{\omega}(t)(1-t)^{\alpha+x} dt
\]

\[
\leq \hat{\omega}(r)(1-r)^x \leq \left( \frac{1-r}{1-s} \right)^{\beta+1} \hat{\omega}_x(s), \quad 0 \leq r \leq s < 1.
\]

for some \( \alpha = \alpha(\omega) > -x \) and \( \beta = \beta(\omega) < q \).

Finally [5.3], Lemma [5.4] and Corollary [5.5] for \( p' = 1, q' = q/p \) and \( x = -x \) yield

\[
I \leq \|\Theta\|_{A_{p',q'}}^p \to \|\Theta\|_{A_{p,q}}^q < \infty.
\]

Hence estimate [5.2] is satisfied for \( p \geq 1 \). Since the case \( \frac{1}{2} < p < 1 \) can be verified by imitating the end part of the proof of Theorem [1], condition (i) implies (ii). This completes the proof.

It is worth noting that we can slightly weaken the hypotheses for \( \omega \) in Theorem [2]. Condition (a) can be replaced by the hypothesis \( \omega \in D_{2q'-q/p} \), and the first part of (b) by \( \omega \in D_q \). This is due to the alternative version of Lemma [2.1] for \( q \leq p \), mentioned in Section [2]. More precisely, we have to first prove a modification of Corollary [2.2] for \( q \leq p \), and then apply this result in the proof.

6. Proof of Theorem [3]

Recall that a sequence \( \{z_n\} \subset D \) is said to be uniformly separated if

\[
\inf_{n \in \mathbb{N}} \prod_{k \neq n} \frac{|z_k - z_n|}{1 - \overline{z}_k z_n} > 0.
\]

By [4, Theorem 2.1], for any inner function \( \Theta \), there exists a Blaschke product \( B_\Theta \) with uniformly separated zeros \( \{z_n\} \) such that \( 1 - |\Theta(z)| = 1 - |B_\Theta(z)| \) for all \( z \) in \( D \). \( B_\Theta \) is called an approximating Blaschke product of \( \Theta \). Using the existence of approximating Blaschke product for \( q \)}
products together with our auxiliary results, we prove the following proposition which implies the equivalence (i) $\Leftrightarrow$ (iv) in Theorem 3.

**Proposition 9.** Let $\frac{1}{2} < p < \infty$, $\omega \in \mathcal{D}$ and $\Theta$ be an inner function. Moreover, assume either $\frac{1}{2} < p \leq 1$ and $\omega \in \mathcal{D}_{2p-1}$, or $1 < p < \infty$ and $\omega \in \mathcal{D}_p \cap \mathcal{D}_{p-1}$. Then there exists $C = C(\Theta) \in (0, 1)$ such that
\[
\|\Theta\|_{A^p_\omega}^p = I_C := \int_{\{z \in \mathbb{D} : |\Theta(z)| < C\}} \frac{\tilde{\omega}(z)}{(1 - |z|^{p+1})} dA(z),
\]
where the comparison constants may depend on $p$, $\omega$, $\Theta$ and $C$.

**Proof.** For any $0 < C < 1$, Lemma 3 yields
\[
\|\Theta\|_{A^p_\omega}^p \geq \int_{\mathbb{D}} \left( \frac{1 - |\Theta(z)|}{1 - |z|} \right)^p \tilde{\omega}(z) \frac{dA(z)}{1 - |z|} \geq (1 - C)^p I_C.
\]
Hence the lower bound for $\|\Theta\|_{A^p_\omega}^p$ is proved.

Let $B_\Theta$ be an approximating Blaschke product of $\Theta$ with zeros $\{z_n\}$. Since $\{z_n\}$ is (uniformly) separated, we find $0 < \delta < 1$ such that discs $\Delta(z_n) = \{z : |z_n - z| < \delta (1 - |z_n|)\}$ are pairwise disjoint. Hence, using Lemma B and [23, Theorem 1] together with the hypotheses for $\omega$, we obtain
\[
\|\Theta\|_{A^p_\omega}^p \geq \sum_n \frac{\tilde{\omega}(z_n)}{(1 - |z_n|)^{p+1}} \frac{dA(z_n)}{1 - |z_n|} = \sum_n \frac{\tilde{\omega}(z_n)}{(1 - |z_n|)^{p+1}} \frac{dA(z)}{1 - |z|} \geq B_{\Theta}'^p_{A^p_\omega} = \sum_n \frac{\omega(z_n)}{(1 - |z_n|)^{p+1}} \frac{dA(z_n)}{1 - |z_n|}.
\]
Consequently, it suffices to find constants $C$ and $D$ such that $0 < C, D < 1$ and
\[
\bigcup_n \Delta(z_n) \subset \{z \in \mathbb{D} : |B_\Theta(z)| < D\} \subset \{z \in \mathbb{D} : |\Theta(z)| < C\}.
\]
Since
\[
|B_\Theta(z)| \leq \frac{|z_n - z|}{|1 - \overline{z}z_n|} \leq \frac{|z_n - z|}{1 - |z_n|} < \delta, \quad z \in \Delta(z_n),
\]
the first inclusion is valid for $D = \delta$. If $|B_\Theta(z)| < D$ for some $0 < D < 1$, then we find $M = M(\Theta) < \frac{1}{1 - \delta}$ such that
\[
|\Theta(z)| \leq 1 - M(1 - |B_\Theta(z)|) < 1 - M(1 - D), \quad z \in \mathbb{D}.
\]
Thus the second inclusion is proved and the assertion follows. \qed

Recall that the Carleson curve $\Gamma_\varepsilon \subset \overline{\mathbb{D}}$ associated with $0 < \varepsilon < 1$ and an inner function $\Theta$ has the following properties [34, 43, 53]:

1. There exists $\varepsilon_0 = \varepsilon_0(\varepsilon) \in (0, \varepsilon)$ such that $\varepsilon_0 < |\Theta(z)| < \varepsilon$ for $z \in \Gamma_\varepsilon \cap \mathbb{D}$.
2. $\Gamma_\varepsilon \cap \mathbb{D}$ is a countable union of arcs $I_n$ with pairwise disjoint interiors such that
   - each $I_n$ is either a part of a circle $|z| = r < 1$ or a radial segment in $\mathbb{D}$;
   - the end points $a_n$ and $b_n$ of $I_n$ satisfy
     \[
     \delta_1 = \left| \frac{a_n - b_n}{1 - \overline{a_n}b_n} \right| \leq \delta_2
     \]
     for all $n$ and some fixed $\delta_1, \delta_2 \in (0, 1)$.
3. If $\{z_n\}$ is the sequence of the middle points of $I_n$, then the Blaschke product $B_\Theta$ with zeros $\{z_n\}$ is an approximating Blaschke product of $\Theta$. 

Now we are ready to prove Theorem 3.

**Proof of Theorem 3.** By Proposition 9, the equivalence \( (i) \iff (iv) \) is valid. Assume without loss generality that \( \{z_n(a)\} \) is ordered by increasing moduli, and enumerate it such that, for all \( k, r_j \leq |z_{jk}(a)| < r_{j+1}, j = 0, 1, \ldots \), and \( \{z_{jk}(a)\} \) is ordered by increasing moduli with \( k \).

Then the hypothesis \( \omega \in \mathcal{D} \) yields

\[
\sum_j \frac{\hat{\omega}(r_j) v_j(a)}{(1 - r_j)^{p-1}} = \sum_j \sum_k \frac{\hat{\omega}(z_{jk}(a))}{(1 - |z_{jk}(a)|)^{p-1}} = \sum_n \frac{\hat{\omega}(z_n(a))}{(1 - |z_n(a)|)^{p-1}}, \quad a \in \mathbb{D},
\]

where \( v_j(a) \) is as in Theorem 1. Consequently, \( (i) \iff (ii) \iff (iii) \) by Theorem 2. Hence it suffices to prove \( (i) \iff (v) \).

By the hypotheses of \( \omega \), we know that \( \hat{\omega}(r)/(1 - r)^p \) is essentially increasing with \( r \). Using this fact and condition (2) of \( \Gamma_\varepsilon \), we obtain

\[
\int_{\Gamma_\varepsilon} \frac{\hat{\omega}(z)}{(1 - |z|)^p} |dz| = \sum_n \int_{I_n} \frac{\hat{\omega}(z)}{(1 - |z|)^p} |dz| \leq \sum_n |I_n| \frac{\hat{\omega}(\xi_n)}{(1 - |\xi_n|)^p},
\]

where \( \xi_n \) is the supremum of \( I_n \) in the sense of absolute value. Since, for all \( n \),

\[
|I_n| = |a_n - b_n| = 1 - |z_n| \quad \text{and} \quad \hat{\omega}(\xi_n) = \hat{\omega}(z_n)
\]

by condition (2) and the hypothesis \( \omega \in \mathcal{D} \), we obtain

\[
\int_{\Gamma_\varepsilon} \frac{\hat{\omega}(z)}{(1 - |z|)^p} |dz| \leq \sum_n \frac{\hat{\omega}(z_n)}{(1 - |z_n|)^{p-1}}.
\]

In a similar manner, one can also verify the asymptotic equation \( \asymp \). Consequently, condition (3) together with Lemmas A and B yields

\[
\int_{\Gamma_\varepsilon} \frac{\hat{\omega}(z)}{(1 - |z|)^p} |dz| = \sum_n \frac{\hat{\omega}(z_n)}{(1 - |z_n|)^{p-1}} \asymp \|B'\|_A^p \asymp \|\Theta'\|_{A^p}^p.
\]

This means that \( (i) \iff (v) \) and the proof is complete.

\( \square \)

7. **Proof of Corollary 4.** example and remarks

Let us begin with the proof of Corollary 4.

**Proof of Corollary 4.** Let \( B_{\Theta} \) be an approximation Blaschke product of \( \Theta \) with zeros \( \{z_n\} \). Using this fact together with [22, Theorem 2], [3, Theorem 1], Lemmas A and B, we obtain

\[
\|\Theta'\|_{H^p}^p \asymp \sup_{0 < r < 1} \int_{\Theta} \left( 1 - \frac{|\Theta(re^{i\theta})|}{1 - r} \right)^p d\theta \asymp \sup_{0 < r < 1} \int_{\Theta} \left( 1 - \frac{|B_{\Theta}(re^{i\theta})|}{1 - r} \right)^p d\theta
\]

for every/some \(-1 < \alpha < \infty\). Hence the equivalences \( (i) \iff (ii) \iff (iii) \) are valid. Moreover, Theorem 4 gives \( (iii) \iff (iv) \iff (v) \iff (vi) \iff (vii) \). This completes the proof.

**Example 10.** Let us consider the atomic singular inner function

\[
S(z) = \exp \left( \frac{z + 1}{z - 1} \right), \quad z \in \mathbb{D}.
\]

Let \( \{z_n(a)\} \) be the zero-sequence of the Frostman shift \( S_a \) of \( S \), assume \( a \in \mathbb{D}\setminus\{0\} \) and set \( -\pi < \arg a \leq \pi \). Solving the equation

\[
S(z) = \exp \left( \frac{z + 1}{z - 1} \right) = a,
\]
we can present zeros $z_n(a)$ in the form

$$z_n(a) = \frac{c_n + 1}{c_n - 1},$$

where $c_n = \log |a| + i(2\pi n + \arg a)$, for $n \in \mathbb{Z}$. It follows that

$$1 - |z_n(a)|^2 = \frac{|c_n - 1|^2 - |c_n + 1|^2}{|c_n - 1|^2} = \frac{-4 \Re c_n}{|c_n - 1|^2} \approx |a|^{-2}, \quad |n| \to \infty.$$ 

In particular, for $\alpha \in \mathbb{R}$,

$$\sum_n (1 - |z_n(a)|)^{\alpha} < \infty \quad \text{if and only if} \quad \alpha > \frac{1}{2}. \quad (7.1)$$

Hence, as a consequence of Theorem 2 and the nesting property $A_{\alpha_1}^p \subset A_{\alpha_2}^p$ for $-1 < \alpha_1 \leq \alpha_2 < \infty$, we obtain the following result: For $\frac{1}{2} < p < \infty$ and $-1 < \alpha < \infty$, the derivative of $S$ belongs to $A_p^\alpha$ if and only if $\alpha > p - \frac{3}{2}$. This result originates to [10]; see also [18]. However, the argument used here is essentially different from that used in these references.

By [10] Example 2], the Frostman shift $S_a$ for any $a \in \mathbb{D}\{0\}$ is a Blaschke product with uniformly separated zeros. Applying this fact together with (7.1), the above-mentioned result follows also from Lemma A.

We close this note with the following remarks, which indicate two open questions.

(I) A modification of Corollary 7 for $p \geq q$ can be obtained in a similar manner as the current version using Theorem 2 instead of Theorem 1. More precisely, the counterpart of (4.1) takes the form

$$\sum_n (1 - r_n)^{q/p - ap} v_n(a)^{q/p} < \infty, \quad (7.2)$$

where $a \in \mathbb{D}\{E_\Theta \}$. In addition, if $\Theta$ belongs $B_{\alpha}^{p,q}$ with the given restrictions, then there exists a set $E_\Theta' \subset \mathbb{D}$ of logarithmic capacity zero such that (7.2) holds for every $a \in \mathbb{D}\{E_\Theta' \}$.

Applying the above-mentioned result together with Corollary 3, one can show that, for $\frac{1}{2} < p < \infty$, the derivative of an inner function $\Theta$ belongs to $H^p$ if and only if $\Theta^\prime \in A_{p-1}^p$. Note that for $p \geq 1$ we are working with finite Blaschke products. Originally this result was stated as a part of [3] Theorem 3.10]. The existence of the corresponding result in the case $0 < p \leq \frac{1}{2}$ is an open question. However, since

$$\{f : f^\prime \in A_{p-1}^p\} \subset H^p, \quad 0 < p \leq 2,$$

by [28] Lemma 1.4, another implication is trivially valid also for $0 < p \leq \frac{1}{2}$.

(II) Corollary 2 contains several ways to characterize those inner functions $\Theta$ whose derivative belongs to $H^p$ for some $\frac{1}{2} < p < 1$. Nevertheless, it does not contain an important characterization given in [11] Theorem 1]: For $\frac{1}{2} < p < 1$ and $1 < \eta < \infty$, the derivative of an inner function $\Theta$ belongs to $H^p$ if and only if $\Theta$ is a Blaschke product whose zero-sequence $\{z_n\}$ satisfies the condition

$$\int_0^{2\pi} \left( \sum_{z_n \in \Gamma_\eta(e^{i\theta})} \frac{1}{1 - |z_n|} \right)^p d\theta < \infty,$$

where

$$\Gamma_\eta(e^{i\theta}) = \{z \in \mathbb{D} : |z - e^{i\theta}| \leq \eta(1 - |z|)\}.$$

For instance using Corollary 2] we may replaced $H^p$ in the above-mentioned result by $A_{\alpha}^{p+1}$, where $-1 < \alpha < \infty$. Even so any corresponding result for general $A_{\alpha}^p$ has
not been verified, and proving such result seems to be laborious. A reason for this is the fact that the argument of [11, Theorem 1] utilizes the well-known identity

\[ \| B' \|^p_{H^p} = \frac{1}{2\pi} \int_0^{2\pi} \left( \sum_n \frac{1 - |z_n|^2}{|z_n - e^{i\theta}|^2} \right)^p d\theta, \quad 0 < p < \infty, \]

where \( B \) is the Blaschke product with zeros \( \{z_n\} \) [2]: and we do not have a similar result for \( A^{\alpha}_p \).

**References**

[1] P. Ahern, The mean modulus and the derivative of an inner function, Indiana Univ. Math. J. 28 (1979), no. 2, 311–347.
[2] P. R. Ahern and D. N. Clark, On inner functions with \( H^p \) derivative, Michigan Math. J. 21 (1974), 115–127.
[3] W. S. Cohn, On the \( H^p \) classes of derivatives of functions orthogonal to invariant subspaces, Michigan Math. J. 30 (1983), no. 2, 221–229.
[4] W. S. Cohn, Radial limits and star invariant subspaces of bounded mean oscillation, Amer. J. Math. 108 (1986), no. 3, 719–749.
[5] P. Colwell, Blaschke products: Bounded Analytic Functions, University of Michigan Press, Ann Arbor/Michigan, 1985.
[6] P. Duren, Theory of \( H^p \) Spaces, Academic Press, New York-London 1970.
[7] T. M. Flett, The dual of an inequality of Hardy and Littlewood and some related inequalities, J. Math. Anal. Appl. 38 (1972), 746–765.
[8] J. Garnett, Bounded analytic functions. Revised 1st edition, Springer, New York, 2007.
[9] D. Girela, C. González and M. Jevtić, Inner functions in Lipschitz, Besov, and Sobolev spaces, Abstr. Appl. Anal. 2011, Art. ID 626254, 26 pp.
[10] P. Gorkin and K. Izuchi, Some counterexamples in subalgebras of \( L^\infty(D) \), Indiana Univ. Math. J. 40 (1991), no. 4, 1301–1313.
[11] J. Gröhn and A. Nicolau, Inner Functions in certain Hardy-Sobolev Spaces, J. Funct. Anal. 272 (2017), no. 6, 2463–2486.
[12] G. H. Hardy, J. E. Littlewood and G. Pólya, Inequalities, Cambridge Univ. Press. 1934.
[13] H. Hedenmalm, B. Korenblum and K. Zhu, Theory of Bergman Spaces, Graduate Texts in Mathematics, vol. 199, Springer, New York, 2000.
[14] M. Jevtić, Blaschke products in Lipschitz spaces, Proc. Edinb. Math. Soc. (2) 52 (2009), no. 3, 689–705.
[15] M. Jevtić, On Blaschke products in Besov spaces, J. Math. Anal. Appl. 149 (1990), no. 1, 86–95.
[16] M. Jevtić, Singular inner functions with derivative in \( A^{\alpha}_p \), Mat. Vesnik 3(16)(31) (1979), no. 4, 413–419.
[17] J. Mashreghi, Derivatives of inner functions, Fields Institute Monographs 31. Springer, New York; Fields Institute for Research in Mathematical Sciences, Toronto, ON, 2013.
[18] M. Mateljević and M. Pavlović, On the integral means of derivatives of the atomic function, Proc. Amer. Math. Soc. 86 (1982), no. 3, 455–458.
[19] J. A. Peláez, Inner functions as improving multipliers, J. Funct. Anal. 255 (2008), no. 6, 1403–1418.
[20] J. A. Peláez and J. Rättyä, Embedding theorems for Bergman spaces via harmonic analysis, Math. Ann. 362 (2015), no. 1–2, 205–239.
[21] J. A. Peláez and J. Rättyä, Weighted Bergman projections on \( L^p \), preprint.
[22] F. Pérez-González and J. Rättyä, Derivatives of inner functions in weighted Bergman spaces and the Schwarz-Pick lemma, Proc. Amer. Math. Soc. 145 (2017), no. 5, 2155–2166.
[23] F. Pérez-González, J. Rättyä and A. Reijonen, Derivatives of inner functions in Bergman spaces induced by doubling bounds, Ann. Acad. Sci. Fenn. Math. 42 (2017), 735–753.
[24] A. Reijonen, Derivatives of Blaschke products in weighted mixed norm spaces, submitted preprint.
[25] A. Reijonen, Derivatives of inner functions in weighted mixed norm spaces, submitted preprint.
[26] M. Tsuji, Potential theory in modern function theory, Reprinting of the 1959 original, Chelsea Publishing Co., New York, 1975.
[27] I. È. Verbitskiǐ, Inner functions, Besov spaces and multipliers, Dokl. Akad. Nauk SSSR 276 (1984), no. 1, 11–14.
[28] S. A. Vinogradov, Multiplication and division in the space of analytic functions with an area-integrable derivative, and in some related spaces (Russian), Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 222 (1995), Issled. po Linein. Oper. i Teor. Funktsii 23, 45–77; English J. Math. Sci. (New York) 87 (1997), 3806–3827.
Graduate School of Information Sciences, Tohoku University, Aoba-ku, Sendai 980-8579, Japan
E-mail address: atte.reijonen@uef.fi

Graduate School of Information Sciences, Tohoku University, Aoba-ku, Sendai 980-8579, Japan
E-mail address: sugawa@math.is.tohoku.ac.jp