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Abstract

Understanding when and why neural ranking models fail for an IR task via error analysis is an important part of the research cycle. Here we focus on the challenges of (i) identifying categories of difficult instances (a pair of question and response candidates) for which a neural ranker is ineffective and (ii) improving neural ranking for such instances. To address both challenges we resort to slice-based learning (Chen et al., 2019) for which the goal is to improve effectiveness of neural models for slices (subsets) of data. We address challenge (i) by proposing different slicing functions (SFs) that select slices of the dataset—based on prior work we heuristically capture different failures of neural rankers. Then, for challenge (ii) we adapt a neural ranking model to learn slice-aware representations, i.e. the adapted model learns to represent the question and responses differently based on the model’s prediction of which slices they belong to. Our experimental results\(^1\) across three different ranking tasks and four corpora show that slice-based learning improves the effectiveness by an average of 2% over a neural ranker that is not slice-aware.

1 Introduction

Retrieving text for a given information need is a fundamental task in Information Retrieval (IR). For a long time neural networks failed to convincingly outperform traditional term matching approaches with pseudo-relevance feedback, e.g. RM3 (Abdul-Jaleel et al., 2004), for text retrieval tasks including the classic adhoc retrieval task (Yang et al., 2019a). However, with recent breakthroughs in natural language processing (NLP), neural approaches—prominently BERT (Devlin et al., 2019)—are achieving state-of-the-art effectiveness across a range of text retrieval tasks (Yang et al., 2019b; Nogueira and Cho, 2019).

Understanding when and why retrieval models fail is an important part of the research cycle. Even tough we have clues about the failures of neural rankers—obtained for instance by the study of question performance prediction (He and Ounis, 2006), diagnostic datasets (Câmara and Hauff, 2020) and error analysis (Wu et al., 2019)—automatically identifying difficult instances (tuples of question and response list) and improving the effectiveness of models for such difficult instances are still open challenges. We consider here difficult instances to be question and responses for which a given neural ranker retrieval effectiveness is below the average. A recent approach, referred to as slice-based learning (Chen et al., 2019), has been proposed to identify and improve the effectiveness of subsets of data (so-called slices), as opposed to focusing on all data equally. The core idea is that a slice-aware neural model will represent instances differently depending on the slices of data they come from. Slice-based learning has been applied to computer vision and NLP tasks, with overall effectiveness improvements up to 3.5% (Chen et al., 2019) over a model that is not slice-aware.

In this paper we focus on the challenges of (i) identifying categories of difficult instances and (ii) improving neural ranking for such instances. To address both challenges we resort to slice-based learning (Chen et al., 2019) for which the goal is to improve effectiveness of neural models for slices (subsets) of data. We address challenge (i) by proposing different slicing functions (SFs) that select slices of the dataset—based on prior work we heuristically capture different failures of neural rankers. Then, for challenge (ii) we adapt a neural ranking model to learn slice-aware representations, i.e. the adapted model learns to represent the question and responses differently based on the model’s prediction of which slices they belong to. Our experimental results across three different ranking tasks and four corpora show that slice-based learning improves the effectiveness by an average of 2% over a neural ranker that is not slice-aware.

\[^1\]The source code and data are available at https://github.com/Guzpenha/slice_based_learning.
detecting difficult instances for neural rankers and (ii) improving the retrieval effectiveness for such instances. We address the challenges by (i) creating slicing functions (SFs), i.e., functions that define whether an instance belongs to a slice which heuristically capture different errors of rankers (cf. Figure 2 for examples of SFs); and (ii) employing a slice-aware neural ranker, i.e., a neural ranker that learns to represent each instance differently based on its prediction of which slice the input belongs to (cf. Figure 2 for a diagram of the slice-aware neural ranker). Our main research questions are the following two. RQ1: To what extent can slice-based learning improve neural ranking models? RQ2: What are the underlying reasons for the effectiveness of slice-based learning?

Our experimental results on three different conversational tasks show that slice-based learning is beneficial to IR, showing positive evidence for RQ1. The gains are observed for both overall effectiveness and the effectiveness for slices of the data. Concerning RQ2, we evaluate to which extent the effectiveness gains observed for the slice-aware model come from the effect of ensemble learning (Dietterich et al., 2002), a direction not explored empirically by previous work (Chen et al., 2019). We find that, when using random SFs we can also significantly improve upon a non slice-aware neural ranker. We note though that not all improvements of slice-based learning can be attributed to the effect of ensemble learning, and carefully implementing SFs is indeed advantageous.

2 Slice-based Learning

Slice-based learning (Chen et al., 2019) is an approach based on the engineering of SFs that capture slices of data. The SFs all follow the same format: they receive the instance as input (in our case a question and a list of candidate responses) and return a boolean variable indicating whether the instance belongs to the slice. Based on the SFs a neural model is adapted to improve the effectiveness of such slices of data, for example, by having a different set of weights for each slice. Training a different model for each slice, and combining their predictions is inefficient: training and maintaining a different neural ranking model for each slicing function amounts to a large number of parameters and an increased prediction time. As an efficient solution, Chen et al. (2019) proposed Slice-Residual-Attention Modules (SRAMs), which is a slice-aware approach for neural models that shares parameters in a similar manner to multi-task learning (Caruana, 1997).

3 Slice-based learning for IR

We first introduce the SFs we defined to heuristically capture subsets of data containing different categories of errors, for which the effectiveness is lower than average, based on intuitions drawn from prior work (RQ1). We then introduce the random SFs we deploy to study the effect of ensemble learning in slice-based learning (RQ2). Finally we describe the slice-aware neural ranker.

3.1 Slicing Functions

We divide our SFs into two categories: those based only on the question text (question based) and those that use both the question and the list of candidate responses (question-responses based). The relevance labels for the training instances are also inputs to the SFs, which are not required at inference time as the slice-aware neural ranker learns to predict slice-membership.

3.1.1 Question-based SFs

Question Length (QL): the number of question terms is higher than the threshold $T_{QL}$. QL was shown to correlate negatively with the effectiveness of retrieval methods in adhoc retrieval (Bendersky and Croft, 2009). Long questions (questions with high QL) provide a way of expressing complex information needs as opposed to short questions (Phan et al., 2007). Context Length (CL): the number of turns in the dialogue context is higher than the threshold $T_{CL}$. CL was shown to correlate negatively with model’s effectiveness for the conversation response ranking task when using different neural rankers (Tao et al., 2019).
Question Category (QC): question is about a certain semantic category, e.g. $QC = travel$ selects questions about travel. Knowing which topic a question belongs to can lead to retrieval effectiveness improvements, for instance by using federated search (Shokouhi and Si, 2011), intent-aware ranking (Glater et al., 2017) or multi-task learning (Liu et al., 2015). Instances from different categories could display different effectiveness values, e.g. questions about physics could be a potential difficult category. **Question type (5W1H):** a categorization into types of question (who, what, where, when, why, how), e.g. $5W1H = what$ selects what questions. $5W1H$ has been used to inform dialogue management modules (Han et al., 2013). The type of question can yield different models’ effectiveness (Kim et al., 2019).

### 3.1.2 Question-Responses based SFs

**Question Response Term Match (QDTM):** The number of words that appear in both the question and a relevant response is smaller than the threshold $T_{QDTM}$. The difference in vocabulary, i.e. lexical gap, between queries and documents has shown to be a problem in IR (Lee et al., 2008) and has to lead to remedies such as query expansion (Voorhees, 1994) and the use of neural ranking models for semantic matching (Guo et al., 2019). **Responses Lexical Similarity (DLS):** average TF-IDF similarity between the top-k most similar responses in the candidate list to the relevant response is higher than the threshold $T_{DLS}$. The amount of internal coherence, i.e. similarity between responses, has been used to predict query difficulty (He et al., 2008). The SFs can be easily extended for multiple relevant responses, e.g. by using the average or considering one representative relevant response.

### 3.1.3 Random SFs

The random SF randomly samples $X\%$ of the training data, where $X$ is a hyperparameter.

### 3.2 Slice-Aware Neural Ranker

Figure 2 displays a diagram of the slice-aware neural ranker. Based on a backbone (BERT) that learns a representation of the question and response concatenation, the slice-aware neural ranker learns to (1) predict how much each instance belongs to each of the $k$ slices or not (supervision is based on the boolean output of the $k$ SFs); has $k$ slice expert representations with its own set of weights trained using a shared prediction head (2) which predicts relevance for the question and response combination using only instances of the slice $k$; and (3) combines all representations from the SRAMs using attention into a single slice-aware representation that is used to make the final relevance prediction. The SFs are only used during training and thus are not needed at inference time. This is an adaptation of SRAMs (Chen et al., 2019), and the backbone could be replaced by any other neural ranker.

### 4 Experimental Setup

We employ four datasets and three retrieval tasks: MSDialog (Qu et al., 2018) and MANtIS (Penha et al., 2019) for conversation response ranking, Quora (Iyer et al., 2017) for similar question retrieval and ANTIQUE (Hashemi et al., 2019) for non-factoid question answering. We use the official train, validation and test sets provided by the datasets’ creators. As a strong neural ranking baseline model we fine-tune BERT\(^4\) for sentence classification, using the CLS token to predict whether the concatenation of a question and response is relevant or not, following recent research in IR (Nogueira and Cho, 2019; Yang et al., 2019b). Using 512 input tokens (larger inputs are truncated) and a batch size of 8 we train each model for 5 epochs.

When employing SRAMs (Chen et al., 2019) with a BERT backbone for neural ranking using both the question-based and question-answers based SFs we refer to the model as BERT-SA. When using random SFs we refer to the model as BERT-SA-R. For the SFs that have a threshold value (e.g., QL), we choose thresholds that select less than 50% of the data to avoid selecting the majority of the training instances in each slice. For SFs that include a categorical value, e.g., question category (QC) physics, we add one slice per category in the dataset. For the random SFs we create 10 different slices\(^5\) for which 50% of randomly chosen instances from the training data belong to\(^6\).

We train each model 5 times with different random seeds and report the test set effectiveness using Mean Average Precision (MAP). $\Delta$MAP indicates the difference between BERT-SA(−R) and BERT\(^7\).

---

\(^1\)The model has an extra SF that all instances belong to, so every instance will always belong to at least to this slice.

\(^2\)\(bert-base-uncased\) with default hyperparameters (Wolf et al., 2019).

\(^3\)Initial experiments varying the number of SFs showed a validation plateau around 10.

\(^4\)Initial experiments varying revealed that only small percentages, less than 20%, degraded the effectiveness.
Table 1: Average of 5 runs for slice-based learning. Superscript † denote statistically significant improvements over the baseline (BERT) where no slice-based learning is applied at 95% confidence interval using Student’s t-tests. Bold indicates the highest MAP for each dataset.

| Dataset         | Model     | Dev MAP (std) | Test MAP (std) | slice Δ MAP | Avg | Max |
|-----------------|-----------|---------------|----------------|-------------|-----|-----|
|                 |           | MAP           | std            |             |     |     |
|                 |           | MAP           | std            |             |     |     |
|                 |           | slice         | Δ MAP          |             | Avg | Max |
| ANTIQUE         | BERT      | 0.853 (.026)  | 0.850 (.015)   | -            | -   | -   |
|                 | BERT-SA-R | 0.874 (.025)† | 0.877 (.005)†  | 0.028        | 0.063 |     |
|                 | BERT-SA   | 0.878 (.024)† | 0.883 (.005)†  | 0.035        | 0.112 |     |
| MANTIS_50       | BERT      | 0.655 (.006)  | 0.684 (.006)   | -            | -   | -   |
|                 | BERT-SA-R | 0.671 (.006)† | 0.690 (.014)†  | 0.025        | 0.035 |     |
|                 | BERT-SA   | 0.702 (.006)† | 0.689 (.022)†  | 0.025        | 0.034 |     |
| MSDialog        | BERT      | 0.754 (.010)  | 0.830 (.002)   | -            | -   | -   |
|                 | BERT-SA-R | 0.815 (.009)† | 0.840 (.011)†  | 0.028        | 0.084 |     |
|                 | BERT-SA   | 0.810 (.009)† | 0.818 (.010)   | -0.004       | 0.067 |     |
| Quora           | BERT      | 0.799 (.037)  | 0.819 (.008)   | -            | -   | -   |
|                 | BERT-SA-R | 0.819 (.035)† | 0.837 (.004)   | 0.011        | 0.038 |     |
|                 | BERT-SA   | 0.834 (.034)† | 0.840 (.007)†  | 0.019        | 0.065 |     |

for the slices defined by the SFs.

5 Results

Let us first consider RQ1. We observe in Table 1 that with the exception of MSDialog, BERT-SA significantly improves over the baseline (BERT) for both the overall (column MAP) and per slice performance (column slice ΔMAP). This demonstrates that slice-based learning is useful for neural ranking, with gains up to 3.8% overall and up to 13% per slice in terms of MAP.

To better understand which features of a slice correlate the most with the observed gains from BERT-SA, we study how three properties of the slices correlate with the slice ΔMAP (i.e., the improvement over BERT): we consider (1) the size of the slice, (2) the classification accuracy of the slice-aware model to predict slice membership, and, (3) the BERT model effectiveness for each slice. The only property that has a statistically significant Pearson correlation (0.504 average for the different datasets) with MAP gains is the BERT baseline performance, suggesting that focusing on failures of neural ranking models (slices for which BERT has low effectiveness) when implementing SFs is effective.

To provide insights into the underlying reasons of the effectiveness of slice-based learning (RQ2), we replace the SFs that capture error categories with random SFs, i.e. BERT-SA-R. We find that this model also has a significantly better effectiveness than the BERT baseline, with the exception of Quora. This indicates that part of the gains provided by slice-based learning could be attributed to the effect of ensemble learning, since each slice-aware representation is trained on random parts of the data and are then combined. We note however that the slice gains of BERT-SA are higher than BERT-SA-R for ANTIQUE and Quora with statistical significance. This indicates that not all improvements of slice-based learning can be attributed to the effect of ensemble learning and carefully implementing SFs is advantageous.

6 Conclusion

In this paper we demonstrated that a slice-aware neural ranker is an effective approach to IR, increasing the effectiveness of rankers by margins up to 3.8% overall and up to 13% per slice in terms of MAP. As future work we plan to study slice-aware neural rankers that do listwise optimization—such a ranker could learn better representations particularly for SFs that uses several responses as input.

7 Another potential reason for the success of slice-based learning could be the capacity obtained by the additional number of weights compared to the baseline (e.g. from 110M to 116M for MANTIS).
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