Analyzing complex single-molecule emission patterns with deep learning
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A fluorescent emitter simultaneously transmits its identity, location, and cellular context through its emission pattern. We developed smNet, a deep neural network for multiplexed single-molecule analysis to retrieve such information with high accuracy. We demonstrate that smNet can extract three-dimensional molecule location, orientation, and wavefront distortion with precision approaching the theoretical limit, and therefore will allow multiplexed measurements through the emission pattern of a single molecule.

Analysis of single-molecule emission patterns is critical for the retrieval of structural and physiological information about molecules’ tagged targets and, further, a clear understanding of their interactions and cellular context. These emission patterns of tiny light sources (i.e., point spread functions (PSFs)) encode information such as a molecule’s location, orientation, and environment within the specimen, as well as the path the emitted photons took before reaching the camera. Detection and tracking of single fluorescent probes on the basis of their emission patterns lay the foundation for modern single-molecule-based imaging methods. These methods allow the investigation of cellular dynamics, transcriptional regulation, and protein interaction, and permit single-molecule-based super-resolution imaging in both fixed and living specimens.

One key in single-molecule studies is understanding how the features of the PSF encode the properties of a single molecule, that is, the analysis of single-molecule emission patterns. Conventionally, such analysis focuses on dominant and recognizable features of PSFs, such as rotation of a double-helix PSF, and on modeling of feature changes through a simplified mathematical form, such as a Gaussian PSF model. Most recently, interpolation-based numerical methods, such as splines, have been demonstrated for 3D localization of single molecules. However, the number of parameters required in the interpolation scales exponentially with PSF complexity and measurement dimensions, which makes it challenging to use such methods to retrieve information carried by high-dimensional PSFs (Supplementary Note 1). Furthermore, single-molecule emission patterns carry multiple classes of molecular information simultaneously. Because of the difficulty of perceiving and summarizing a comprehensive PSF model, the retrieval of multiplexed information beyond 3D position from complex or high-dimensional single-molecule data remains challenging.

Deep neural networks (DNNs) extract features from the input and learn its connection to the output automatically. A basic neural network (one or two fully connected layers) has been used to identify fluorophore species in single-molecule fluorescence lifetime experiments, as well as to speed up the estimation of dipole orientation from an analytical approximation of the dipole PSF. Through the deep architecture of DNNs, the complex mapping between input and output is extracted from different levels of features hierarchically. The inference precision, instead of depending on domain expertise (e.g., feature recognition), depends mainly on the design of the network architecture.

We applied deep learning to extract multiplexed information carried by single-molecule patterns, skipping conventional steps such as feature recognition, model simplification, and iterative regression methods. For high-dimensional single-molecule data, we designed the network to tackle each inference task independently, thereby allowing complexities in each dimension to be added instead of multiplied. We show that a well-designed DNN architecture can be trained to efficiently extract both molecular and specimen information, such as molecule location, dipole orientation, and wavefront distortion, from complex and subtle features of PSFs, which otherwise are considered too complex for established algorithms.

The general principle of our DNN for single-molecule studies (referred to as smNet) is illustrated in Fig. 1. smNet is a deep network of 27–36 layers (Supplementary Figs. 1–3 and Supplementary Table 1) consisting of convolutional layers, residual blocks, and fully connected layers together with batch normalization and parametric rectified linear unit. The complex and subtle features of the PSF lie in the photon distribution within a small subregion (2–10µm²). To fully utilize the information contained in the spatial domain, we used a large kernel size in the beginning layers, and stacked a number of convolutional layers and ‘bottleneck’ residual blocks to capture as many levels of features as possible. This architecture helped smNet learn different levels of features and generate an optimal mapping from the input to the output (Supplementary Notes 2 and 3). smNet can be trained on either simulated or measured PSFs. We designed the training cost function to measure the relative difference between the measurement error of a specific single-molecule property and the information limit calculated by the Cramér–Rao lower bound (CRLB) for each training image (Supplementary Notes 4–6). With this design, the training process of smNet tunes the parameters to achieve the specific CRLB set by the inherent information content of each image. This allows smNet to extract information close to the theoretical limit for a large range of detected photons and background levels simultaneously. We found that it was sufficient to train smNet with ~1 million PSF patterns for each inference task with a reasonably large range of measured properties (Supplementary Fig. 4 and Supplementary Table 2).
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To test the performance of smNet, we first evaluated the precision and accuracy when pinpointing single-molecule centers in both simulated and experimentally obtained single-molecule patterns. We found that smNet localized single molecules at a precision matching the theoretical information limit given by the CRLB with a small or ignorable bias, despite the considerable amount of aberrations and PSF complexity (2.35±2.71 nm (bias±s.d.) for astigmatism, 1±0.84 nm (bias±s.d.) for double-helix PSFs, 2±1.8 nm (bias±s.d.) for simulated complex PSFs, and 102.1±7 nm (mean±s.d.) for experimental complex PSFs; Supplementary Figs. 5–7). This performance was achieved consistently for various conditions such as molecule locations, intensity, and background levels (Fig. 2e,f, Supplementary Figs. 8–10, Supplementary Table 3, and Supplementary Notes 7–9 including results of smNet testing on various conditions). We further demonstrated smNet in 3D single-molecule switching nanoscopy (SMSN) experiments. SMSN relies on the localization of millions of PSFs down to a precision of 10–25 nm, which together with localization accuracy is essential for the successful reconstruction of SMSN images. Using smNet, we reconstructed 3D SMSN volumetric images of the fluorescently labeled mitochondrial protein TOM20 in COS-7 cells (Methods), imaged either at the bottom coverslip or through an ~12-µm-thick sample cavity. In fact, smNet learned to build a deep network from PSF images generated from an experimentally retrieved pupil, containing measured optical aberrations, modeled by 64 Zernike polynomials (Supplementary Note 10). This allowed smNet to retrieve the correct molecular positions despite the substantial amount of aberrations (Fig. 2d, Supplementary Figs. 1b and 5). We found that the x–z cross-sections of the mitochondrial outer membrane showed substantial artifacts with conventional Gaussian-based methods, whereas smNet accurately reconstructed the surface contours of the subcellular organelles despite the imaging depth (Fig. 2a–c, Supplementary Fig. 11, and Supplementary Notes 11–16).

Single-molecule emission patterns can be designed to evolve and encode molecular properties such as 3D positions, probe spectra, identities, and orientations. However, when two or more classes of information are encoded in the emission patterns, their dimensionality increases, which can make traditional decoding processes such as feature recognition and regression challenging.

smNet learns to recognize PSF features to extract the desired measurement through the information-limit weighted cost function (Supplementary Note 3). During this process, smNet optimizes its parameters specifically for a certain measurement task, ignoring other irrelevant features. We found that smNet allowed independent and therefore parallel inference of the spatial location together with the polar and azimuthal angles from a single-molecule dipole-emission pattern with little change to its architecture (Supplementary Table 4 and Supplementary Note 17). The inference precisions for all five dimensions closely approached the information limits in a large parameter range, and degeneracies and wrappings of both polar and azimuthal angles could also be correctly predicted (Supplementary Fig. 12).

The possibility of extracting multiplexed information from emission patterns with smNet inspired us to use it to measure wavefront distortions within a specimen. Although the emission patterns in a single-molecule dataset originate from different locations within the detected region of the specimen, they share a similar wavefront distortion induced by the inhomogeneous refractive indices of cell and tissue structures. smNet, designed to obtain its measurements (e.g., the amount of horizontal coma) from the common features of PSF patterns, directly extracted the shared wavefront distortion from a small collection of detected emission patterns without any additional information (Supplementary Note 11). We found that smNet was capable of simultaneously measuring amplitudes of 12–21 Zernike polynomials (Wyant order), representing wavefront shapes, while achieving a residual wavefront error of <30 nm (Fig. 3a,b, Supplementary Fig. 13, Supplementary Video 1, and Supplementary Note 8). We found that the resulting wavefront shape measured by smNet was in close agreement with that obtained via the phase retrieval method using beads on a coverslip surface (Supplementary Fig. 14). Notably, smNet was able to...
measure wavefront distortion without using a guide star\textsuperscript{20} or scanning a bead\textsuperscript{18} sample, which restricts the wavefront measurement from the actual imaging volume.

Using smNet, we were able to extract sample induced aberration through the raw single-molecule blinking data itself, which allowed wavefront measurement deep into the specimen. As a demonstration, we measured the evolution of 12 Zernike aberration modes through 11 consecutive optical sections through an immunolabeled specimen (TOM20 in COS-7 cells) on a custom-built biplane setup. We found that first-order spherical aberration evolved continuously while aberrations such as diagonal astigmatism decreased with increasing depth (Fig. 3c,d and Supplementary Video 2).

We found that these wavefront measurements made with smNet stabilized after averaging of 100–300 subregions, or 20–60 raw data frames (depending on emitter density). This fast response time is useful for tracking dynamic wavefront distortions during continuous data acquisition. To demonstrate this, we used smNet to capture sudden aberration changes by introducing multiple cycles of controlled wavefront distortion with a deformable mirror during continuous acquisition. We found that our input-voltage amplitude for the deformable mirror, which resembled normalized Zernike polynomials, could be rapidly and consistently captured by smNet (Fig. 3e, Supplementary Fig. 15, Supplementary Videos 3–5, and Supplementary Data). We expect that further development could allow smNet to provide continuous feedback to a wavefront-control element during SMSN imaging of a living specimen.

In summary, we developed smNet, a DNN for complex and high-dimensional analysis of single-molecule emission patterns. As demonstrated through both computer-generated and experimentally obtained datasets, both general and subtle features of single-molecule emission patterns can be learned close to the information limit of the data for tasks including determination of 3D position, orientation, and measurement of wavefront distortion. The designed architecture and network depth ensure smNet’s performance in
precision, accuracy, and speed. Furthermore, smNet decouples high-dimensional single-molecule measurement from limitations in human-based feature recognition, model simplification, and regression, and therefore could further allow encoding and extraction of highly multiplexed physical and physiological information from the emission pattern of a single molecule.
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Methods

Optical setup. All experimental data (except for complex PSFs and wavefront estimation data) were recorded on a custom-built SMSN setup built around an Olympus IX-73 microscope (Olympus America Inc., Waltham, MA) with a 100× CLS-NA 1.35 (with 0.03 NA aperture) silicone oil-immersion objective lens (IFU-27814; Olympus America Inc.) and 405-nm (DL-405-100; CrystaLaser, Reno, NV) and 642-nm (2RU-VFL-P-2000-642-B1R; MPB Communications Inc.) lasers for activation and excitation, respectively. The filter turret contained a dichroic mirror (DM03-R045/488/S615/635-11; Semrock Inc.). A deformable mirror (MultDM-3.5; Boston Micromachines, Cambridge, MA) placed at the conjugated pupil plane was used to correct systematic aberrations and introduce astigmatism for 3D SMSN. Collected fluorescence emission was passed through a band-pass filter (FF01-731/137-25; Semrock Inc.) placed just before the camera. The fluorescence signal was recorded on an EMCCD (electron-multiplying charge-coupled device) camera (C9100-23B; Hamamatsu, Tokyo, Japan). The overall system magnification was ~53×, resulting in an effective pixel size of 113 nm.

For wavefront distortion measurements, the fluorescence emission after the imaging lens was split into two beam paths by a 50/50 beam splitter (BS016; Thorlabs). A small difference in the optical path length was introduced between the two paths to create a dual-focal-plane configuration, resulting in a plane separation of 430 nm at the sample plane. The two beams were then combined by a right angle prism (47065; Edmund Optics) and received by an sCMOS (scientific complimentary metal-oxide semiconductor) camera (Orca-Flash4.0v3; Hamamatsu). The overall system magnification was ~53×, resulting in an effective pixel size of 122 nm. A 100×/1.4 NA oil-immersion objective (ULP1SAPO100X; Olympus America Inc., Waltham, MA) was used for wavefront distortion measurement. A pair of multi-plane sensors were inserted in wavefront distortion measurement to avoid degeneracies between aberration modes.

smNet architecture. smNet is composed of 3–5 convolutional layers, 7–11 residual blocks, and 0–2 fully connected layers (Supplementary Note 2). Each convolutional layer is followed by batch normalization and a parametric rectified linear unit (PReLU) (Supplementary Note 2), except for the last convolutional layer in M3 (Supplementary Table 1). The first fully connected layer is followed by a PReLU, and the last fully connected layer is followed by a HardTanh (https://github.com/torch/nn/blob/master/doc/transfer.md). Detailed information about smNet architecture and its variations is shown in Supplementary Table 1. Because this input image has a small size and the features of the PSF span a small number of pixels, it is essential to fully utilize the information contained in the spatial domain. To achieve this, we used larger kernels in early layers than in the later layers of our neural network. We used 64 kernels with a size of 7 × 7 pixels in the first layer, and then 128 kernels with a size of 5 × 5 pixels. After this, we focused on capturing as many rich features as possible. Stacking a large number of convolutional layers helped us achieve this; however, this approach often makes neural networks untrainable. To avoid this, we used a stack of 7–11 residual blocks in our architecture. Each residual block used the “bottleneck structure”, where the number of features is first squeezed and then expanded. This design helps not only to reduce the number of training parameters but also to encourage learning of more relevant features.

We assumed that in later layers there was much less spatial information left to be learned by smNet, so we used 1 × 1 convolutional layers. Finally, we followed these by fully connected layers. We found that reducing the number of both fully connected layers and 1 × 1 convolutional layers helped to improve the accuracy of the wavefront distortion estimation.

In our study, the output of smNet was a vector of 12 or 21 elements representing the amplitudes of 12 or 21 Zernike modes; a vector of 2 elements representing x and y coordinates; or a scalar representing the z position, polar angle (α), or azimuthal angle (β). Because x, y positions are based on the emitter’s location, we subjugated the z position, polar and azimuthal angles, and wavefront distortions are based on the shape information or a combination between shape and position information of the emitter, we decided to construct separate networks (with the same architecture) to perform these different tasks. We did not use any subsampling or pooling methods in smNet for position and angular estimation. Instead, we found a stride of 4 in the fourth residual block for estimation of the amplitudes of 12 Zernike modes (from astigmatism to second spherical), and a stride of 4 in both the fourth and eighth residual blocks for estimation of 21 Zernike modes (from astigmatism to third spherical).

Sample preparation. Immediately before SMSN imaging, a round coverslip (25-mm diameter) containing immunostained COS-7 cells was placed on a custom-made sample holder, and 150 µl of imaging buffer (10% (w/v) glucose in 50 mM Tris (JT4109-02; VWR), 50 mM NaCl (S271-500; Fisher Scientific), 10 mM sodium borohydride (452882-25 G; Sigma-Aldrich) in PBS). After fluorescence quenching, cells were washed three times with PBS and treated for 10 min with 10 mM Tris, pH 7.3 (JT4109-02; VWR). Cells were then rinsed three times with deionized water and mounted in an Attofluor cell chamber (A7816; Life Technologies). Then 600 µl of imaging buffer (as described above) was added to the chamber and covered with mineral oil.

Immunoﬂuorescence labelling. COS-7 cells (CRL-1651; ATCC) were seeded on 25-mm-diameter coverslips (CHSP-N1.5-25; Bioscience Tools, San Diego, CA) 1–2 d before immunoﬂuorescence labelling. Cells were first rinsed three times with PBS and prewarmed at (37 °C) 5% CO2 (95% air) before use. Then cells were rinsed for 15 min at RT with prewarmed at (37 °C) 3% paraformaldehyde (75219-500G; Sigma-Aldrich) for 2 h. The diﬀusion was prepared from a stock solution that we made by dissolving a small amount of Alexa Fluor 647 (A20006; Life Technologies) powder in DMSO (27985-1000 ML; Sigma-Aldrich); the color was dark blue. The sample was then rinsed three times with deionized water and mounted in an Attofluor cell chamber (A7816; Life Technologies). Then 600 µl of imaging buffer (as described above) was added to the chamber and covered with mineral oil.

Data acquisition. The experimental complex PSFs (Supplementary Note 10) were collected on a custom-built microscope (W-WP4SMSS; custom-designed from a previous design). The bead sample was excited with a 642-nm laser (2RU-VFL-P-2000-642-B1R; MPB Communications Inc., Canada) at an excitation intensity of 12 W/cm². We adjusted the sample’s z position by moving a piezo-driven nano-stage (P-541.ZCD; Physik Instrumente, Canada). We generated the complex PSF shape by applying a distorted wavefront at the pupil plane using a deformable mirror (MultDM-5.5; Boston Micromachines). The wavefront consisted of a combination of mirror mode 6 (resembling trefoil in Zernike polynomial) and Zernike polynomial 5 (Wyant ordering, astigmatism) and their amplitudes of 0.48 and 0.32 (unit: µm), respectively. Data for the generation of training PSFs were acquired at 2 positions ranging from –1.5 µm to 1.5 µm, with a step size of 0.1 µm, and one frame rate of 50 Hz. For testing, data were acquired at z positions from –1 µm to 1 µm, with a step size of 100 nm, a frame rate of 10 Hz, and 20 frames per z position. We used different fluorescent beads in the same sample to acquire data for training and testing.

The PSF images used for phase retrieval were collected on a custom-built microscope. The bead sample was excited with a 642-nm laser (2RU-VFL-P-2000-642-B1R; MPB Communications Inc., Canada) at an excitation intensity of 55 W/cm². We adjusted the sample’s z position by moving a PIFOC objective positioner (ND72Z2LAQ; Physik Instrumente, Germany). Data were acquired at z positions from –1 µm to 1 µm, with a step size of 100 nm, a frame rate of 50 Hz, and 100 frames per z position. Acquisition of a single dataset of experimental PSFs normally took from 1 to 5 min. We therefore did not expect significant drift in our SMSN system. We note that if sample drift were significant during experimental PSF calibration, the experimental PSF would tilt and subsequently worsen the accuracy of single-molecule analysis. Therefore, we recommend that the experimental PSF be
obtained within a short acquisition window. For systems that exhibit substantial drift (typically SMSN systems have much less drift), it is therefore mandatory to have a closed-loop drift-compensation mechanism enabled during acquisition (for example, with fiduciary markers).

For beads imaged at the top coverslip (Supplementary Note 10), we measured the distance between the two coverslips by first recording the piezo stage position when the dusts on the bottom coverslip were in focus, then recording a second piezo stage position when the beads were in focus. We then estimated the distance as the difference between the two recorded positions.

The SMSN data of COS-7 cells were collected on a custom-built microscope. The sample was first excited with a 642-nm laser (2RU-VFL-P-2000-642-B1R; MPB Communications Inc., Canada) at a low intensity of 55 W/cm² to find a region of interest. Then the blinking data were collected at a laser intensity of 6–9 kW/cm² and a frame rate of 71 Hz. During data acquisition, a 405-nm laser (DL-405-100; CrystaLaser) was used as an activation laser and was gradually adjusted from 0 to 37 W/cm². For data with a single optical section, the mitochondria structure was imaged at around 1 μm from the coverslip surface (Supplementary Fig. 11). For data with multiple optical sections, the mitochondria structure was imaged from the top coverslip surface (Fig. 2a–c) to the top of the cell, with a step size of 400 nm in the axial direction. Typically, 90,000–180,000 frames were collected for each dataset.

The blinking data for aberration measurement were collected in the same manner as described above. For TOMM20 in COS-7 cells, the mitochondria structure was imaged from the top of the cell to the top coverslip surface at a step size of 1 μm and a frame rate of 50 Hz. For dyes immobilized on the coverslip, we collected data by applying a single aberration type using the deformable mirror every 600–700 frames, with a frame rate of 50 Hz.

**Data simulation.** A 3D Gaussian-PSF model was used to generate the localization result of aberrated astigmatism PSFs in Fig. 2d (see Supplementary Table 3 for simulation parameters and Supplementary Note 5 for simulation details). The aberrated astigmatism PSFs and double-helix PSFs in Fig. 2e,f were simulated on the basis of scalar diffraction theory, and their pupil functions were modified with either index mismatch aberration at a depth of 1 μm or the transfer function of propagation-invariant wave fields (Supplementary Table 3 and Supplementary Note 5). The error radius at each photon/background pair was calculated from the average over all the errors of the 11,000 (or 21,000) localizations from smNet. Each dashed red circle in Fig. 2e,f represents the averaged error radius generated from Monte Carlo simulation based on the CRLB (Supplementary Note 7), which simulates a localization result by sampling from a Gaussian distribution with its mean equal to the true position and a variance equal to the CRLB.

The test data for Fig. 3a,b were simulated from Fourier transform of pupil functions (wavefront distortion) composed of 12 or 21 Zernike aberration modes (from astigmatism to second spherical). Each Zernike mode was simulated with random amplitude (in the range of –159.1549 to 159.1549 m). Supplemented Table 3 and Supplementary Fig. 13 for simulation parameters and Supplementary Note 5 for simulation details).

**Reporting Summary.** Further information on research design is available in the Nature Research Reporting Summary linked to this article.

**Code availability.** LuaJIT scripts for training smNet, Matlab script for generating various PSF models and corresponding calculation of the CRLB, Matlab script for phase retrieval, and Matlab script for estimation of total photon background photon counts are available as Supplementary Software, and further updates will be made available at https://github.com/HuanglabPurdue/smNet.

**Data availability**

The data that support the findings of this study are available from the corresponding author upon request. Example data are available in the Supplementary Data and Supplementary Software packages.
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Experimental design

1. Sample size
   Describe how sample size was determined.
   For biological data, the number of sub-regions analyzed is determined by the number of emission events obtained from single molecule switching nanoscopy experiments. For simulated data, each photon-background case for characterizing smNet performance consists 1,000 to 1,000,000 emission pattern to allow accurate performance quantification (Supplementary Table 3).

2. Data exclusions
   Describe any data exclusions.
   No data were excluded from this study

3. Replication
   Describe whether the experimental findings were reliably reproduced.
   All attempts at replication were successful

4. Randomization
   Describe how samples/organisms/participants were allocated into experimental groups.
   Training of smNet used uniform random distributed properties such as location of single molecule, orientation and aberrations in terms of Zernike modes. Testing datasets are also drawn from uniform random distribution from the tested range (see supplementary Table 2-4 for more details on ranges used in training and testing).

5. Blinding
   Describe whether the investigators were blinded to group allocation during data collection and/or analysis.
   Training and testing of the developed algorithm were performed based uniform random distributed measurement properties generated by random number generator.

Note: all studies involving animals and/or human research participants must disclose whether blinding and randomization were used.
6. Statistical parameters

For all figures and tables that use statistical methods, confirm that the following items are present in relevant figure legends (or in the Methods section if additional space is needed).

| n/a | Confirmed |
|-----|-----------|
| ☑️ | The exact sample size \( n \) for each experimental group/condition, given as a discrete number and unit of measurement (animals, litters, cultures, etc.) |
| ☑️ | A description of how samples were collected, noting whether measurements were taken from distinct samples or whether the same sample was measured repeatedly |
| ☑️ | A statement indicating how many times each experiment was replicated |
| ☑️ | The statistical test(s) used and whether they are one- or two-sided (note: only common tests should be described solely by name; more complex techniques should be described in the Methods section) |
| ☑️ | A description of any assumptions or corrections, such as an adjustment for multiple comparisons |
| ☑️ | The test results (e.g. \( P \) values) given as exact values whenever possible and with confidence intervals noted |
| ☑️ | A clear description of statistics including central tendency (e.g. median, mean) and variation (e.g. standard deviation, interquartile range) |
| ☑️ | Clearly defined error bars |

See the web collection on statistics for biologists for further resources and guidance.

7. Software

Describe the software used to analyze the data in this study.

The developed 'smNet' LuaJIT software package, PSF toolbox package and Phase retrieval package. The source code is compressed as a zip file and included as supplementary software. It includes scripts and functions written in LuaJIT to load, train and evaluate example training and testing datasets (also included in the zip file) and MatLab code to calculate PSF models in the manuscript and perform phase retrieval. pdf files describing the usage of the software are also included.

For manuscripts utilizing custom algorithms or software that are central to the paper but not yet described in the published literature, software must be made available to editors and reviewers upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). Nature Methods guidance for providing algorithms and software for publication provides further information on this topic.

8. Materials availability

Indicate whether there are restrictions on availability of unique materials or if these materials are only available for distribution by a for-profit company.

No unique materials were used

9. Antibodies

Describe the antibodies used and how they were validated for use in the system under study (i.e. assay and species).

anti-TOM20 primary antibody is a commercially available antibody (Catalogue # sc-11415, Santa Cruz Biotechnology) and this antibody has been validated and reported previously (PMID: 27397506, https://doi.org/10.1016/j.cell.2016.06.016).

10. Eukaryotic cell lines

   a. State the source of each eukaryotic cell line used.
   
   COS-7 cell from Yale culture facility
   
   b. Describe the method of cell line authentication used.
   
   Cells were not authenticated
   
   c. Report whether the cell lines were tested for mycoplasma contamination.
   
   Cell line was test negative for mycoplasma contamination
   
   d. If any of the cell lines used are listed in the database of commonly misidentified cell lines maintained by ICLAC, provide a scientific rationale for their use.
   
   No commonly misidentified cell lines were used.
Animals and human research participants

Policy information about studies involving animals; when reporting animal research, follow the ARRIVE guidelines

11. Description of research animals
   Provide details on animals and/or animal-derived materials used in the study.
   No animals were used

Policy information about studies involving human research participants

12. Description of human research participants
   Describe the covariate-relevant population characteristics of the human research participants.
   The study did not involve human research participants