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Significant and persistent trajectory-to-trajectory variance are commonly observed in the particle tracking experiments, which have become a major challenge for the experiment data analysis. In this theoretical paper, we investigate the ergodicity recovery behavior, which helps to clarify the origin and the convergence of trajectory-to-trajectory fluctuation in various heterogeneous disordered media. The concepts of self-averaging and ergodicity are revisited in the context of trajectory analysis. The slow ergodicity recovery and the non-Gaussian diffusion in the annealed disordered media are shown as the consequences of the central limit theorem in different situations. The strange ergodicity recovery behavior is reported in the quenched disordered case, which arises from a localization mechanism. The first-passage approach is introduced to the ergodicity analysis for this case, of which the central limit theorem can be employed and the ergodicity is recovered in the length scale of diffusivity correlation.
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I. INTRODUCTION

Particle tracking experiments on various disordered systems, including the living cells\cite{ref1}--\cite{ref4}, colloidal\cite{ref5}--\cite{ref6} and granular\cite{ref7} systems have provided numerous trajectories with rich dynamic details. It has been utilized to infer the latent dynamics of the tracer\cite{ref8} and also the disordered feature of the environments\cite{ref3}--\cite{ref9}, which calls for careful statistics analysis\cite{ref10}--\cite{ref11} on the random walks.

The commonly observed significant trajectory-to-trajectory variance is one of the major challenges in the trajectory analysis. Due to the stochastic nature of random walk, it exists even in the normal Brownian motion in the homogeneous media. In the simple case the fluctuation is depressed in longer trajectories. The ergodicity hence recovers. It is observed in experiments, however, the trajectory-to-trajectory variance can sustain in disordered media over the whole experiments\cite{ref1}--\cite{ref2}, which has been considered as a consequence of the heterogeneity of dynamics in the media. In the case of strong disorder, the heterogeneity leads to sub-diffusive continuous time random walk (CTRW)\cite{ref12}--\cite{ref13}. The ergodicity would not recover in such case\cite{ref14}--\cite{ref15}. In the case of the moderate heterogeneity, one may also observe slow ergodicity recovery while the random diffusivity correlates along the trajectory, in which case the non-Gaussian diffusion has been intensively studied\cite{ref2}--\cite{ref16}--\cite{ref18}. In the recent study on the non-Gaussian diffusion\cite{ref9}--\cite{ref20}, a localization mechanism is discovered in the quenched disordered media with locally correlated diffusivity. The population splitting\cite{ref19}--\cite{ref20} due to the localization introduces strange and ultra-slow recovery of ergodicity. The similar behavior has also been reported in the molecular dynamics simulation\cite{ref18}. It is currently unclear whether and how the ergodicity recovers in the quenched disordered case\cite{ref20}--\cite{ref21}.

In this paper, we crystalize the idea of self-averaging and ergodicity recovery by the model study in the fashion of experiment trajectory analysis, where the trap model\cite{ref13}--\cite{ref22}--\cite{ref23} is employed as a theoretical framework containing the random walk in homogeneous media, in the annealed disordered media with temporally correlated diffusivity and in the quenched disordered media with spatially correlated diffusivity. One will see that the central limit theorem (CLT) plays a key role in most of the material dealt in this paper, which is also connected to the non-Gaussian diffusion. We suggest that the first-passage time would be a proper observable for the investigation on the ergodicity recovery in the quenched disordered system.

This paper is arranged as follows. We introduce in Sec. I the concept of ergodicity in trajectories. The simple homogeneous case is revisited as an example to show in which sense we say the trajectories are similar with each other. In Sec. III, we turn to the annealed disordered system. One can see how the self-averaging leads to the ergodicity recovery when the observation time is much longer than the relaxation time of the diffusivity. In Sec. IV, we study the more complicated case of quenched disorder, where the self-averaging are realized by sampling large region of the static disordered landscape. The first-passage approach is employed here. Section V and Section VI are the discussion and the summary. The study on the non-Gaussian distribution of the displacement is shown in Appendix A. The simulation details are provided in Appendix B.
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II. ERGODICITY OF RANDOM WALK IN HOMOGENEOUS MEDIUM: REVISITED

Let’s consider the trap dynamics on a two-dimensional square lattice with lattice constant $a$, of which a particle jumps from site $i$ evenly to its nearest-neighbour site $j$ with the transition rate $w$. The stochastic processes can be then considered as a normal random walk on lattice subordinated by a time series defined by the waiting time for each jump, $\{t_i\}$, where $t_i$ follows exponential distribution by

$$P(t_i = 4w) = 4w \exp(-4wt).$$

(1)

The transition rate $w$ can be defined in different ways to model the walks in various environments. In the case of diffusion in homogeneous media, one can assign constant $w$ for all the jumps. The random walk turns to be the normal Brownian motion in the long time limit. In more complicated cases with heterogeneity in dynamics, $w$ is a random variable fluctuating over time or depending on site, which introduces anomalies such as non-Gaussian displacement distribution and sub-diffusion. We consider in this section the homogeneous case with constant $w$.

The dynamics defined above is often called continuous time random walk (CTRW) in literature, which is discrete in space and continuous in time. The particle track- trajectories from the trap dynamics are discretized into the series of the particle positions $\{x_i\}$ with the constant time interval $t_{bin} = t_i - t_{i-1}$, as shown in Fig. 1. One can introduce the displacement increment

$$\xi_i = x_i - x_{i-1}$$

(2)

in each time interval. Noting the successive jumps of CTRW have no direction correlation, i.e. $\langle \xi_i \cdot \xi_j \rangle = \delta_{ij}$ with $\delta_{ij}$ the Kronecker delta, one can see

$$\xi_i^2 \simeq n_i a^2, \text{ for } n_i \gg 1,$$

(3)

where $n_i$ is the number of jumps in time interval $(t_{i-1}, t_i)$. In the homogeneous case, the jumps happen in the time scale $t_0 \sim (4w)^{-1}$. In the case that $t_{bin} \gg t_0$, multiple jumps happen in one time interval and $|\xi| \gg a$. The lattice feature hence leaves the discretized trajectory. It becomes a random walk continuous in space and discrete in time.

In the simulation on the homogeneous case, we are sure the trajectories are similar, since the same and constant transition rate. It is, however, not trivial to verify the similarity of the trajectories obtained in experiments, where the underlying mechanism is usually unknown. For more rigorous analysis, one may turn to the concept of ergodicity, which refers that the observable averaged along each trajectory equals to that averaged over the ensemble of the trajectories. The most commonly used observable in the particle tracking experiments is the time-averaged mean squared displacement (TAMSD) \[11, 15\], which is a trajectory-wise version of mean squared displacement (MSD). The TAMSD averages the square of the head-to-tail displacement of the short segments from single trajectory by

$$\overline{\delta^2}(|\Delta_t|, T) = \frac{1}{T - \Delta_t} \int_0^{T - \Delta_t} dt \delta^2(t, \Delta_t),$$

(4)

where $\Delta_t$ is the time duration of the short segments, $T$ is the duration of the long trajectory, and $\delta^2(t, \Delta_t) = |x(t + \Delta_t) - x(t)|^2$. In the time-discretized version,

$$\overline{\delta^2}(|\Delta_t|, T) = \frac{1}{M} \sum_{k=1}^{M} \delta^2_k(\Delta_t).$$

(5)

where

$$\delta_k(\Delta_t) = x(t_k + \Delta_t) - x(t_k)$$

(6)

calculated for the segment initiated at time $t_k$, which is determined by the time lag $t_{\text{lag}} = t_k - t_{k-1}$. To avoid the correlation due to the overlap of segments, it is required that $t_{\text{lag}} \geq \Delta_t$. The equality is adopted here to utilise all the frames recorded in the trajectories. There are in total $M = (T - \Delta_t)/\Delta_t$ segments sampled from the trajectory. We estimate the distribution of trajectory-wise TAMSD defined by Eq. (5). One may note

$$\delta_k(\Delta_t) = \sum_{i=1}^{N_q} \xi_{k+i},$$

(7)

where $N_q = \Delta_t/t_{\text{bin}}$. The squared displacement hence follows

$$\delta_k^2(\Delta_t) = \sum_{i,i'} |\xi_{k+i} \cdot \xi_{k+i'}| = \sum_{i=1}^{N_q} \xi_{k+i}^2,$$

(8)

where $\langle \xi_i \cdot \xi_j \rangle = \delta_{ij}$ is applied for the second equality. The trajectory-wise TAMSD is then given by

$$\overline{\delta^2}(|\Delta_t|, T) = \frac{1}{M} \sum_{k=1}^{M} \sum_{i=1}^{N_q} \xi_{k+i}^2 = \frac{N_q}{N} \sum_{j=1}^{N} \xi_j^2 = N_q \overline{\xi^2},$$

(9)
where $\overline{\xi^2}$ is averaged over the trajectory and $N = M_q = (T - \Delta t)/t_{\text{bin}}$ is roughly the number of the frames of the whole trajectory when $\Delta t \ll T$. The problem turns to estimation the distribution of $\overline{\xi^2}$. Since the independent jumps on the lattice follows the constant rate $w$, the number of the jumps $n_i$ in the time interval $(t_{i-1}, t_i)$ follows Poisson distribution with the expectation $n_i = 4w t_{\text{bin}}$, i.e.,

$$P(n_i = z) = \frac{n_i^z}{z!} e^{-n_i}.$$  

(10)

One may note the displacement distribution of two-dimensional isotropic random walk of $n_i$ steps follows the Gaussian distribution by

$$P(x_i, y_i|n_i) \simeq \frac{1}{\pi n_i a^2} \exp \left( -\frac{x_i^2 + y_i^2}{n_i a^2} \right),$$

for $n_i \gg 1$.

(11)

Noting $\xi^2_i = x_i^2 + y_i^2$, we can see it follows the exponential distribution by

$$P(\xi^2 = z|n_i) = \frac{1}{n_i a^2} \exp \left( -\frac{z}{n_i a^2} \right).$$

(12)

From Eq. (10) and Eq. (12), we arrive at the expectation $\langle \xi^2 \rangle = n_i a^2$, and the variance $\langle [\xi^2]^2 \rangle = \langle \xi^2 \rangle^2$. Since Eq. (9) shows that $\overline{\xi^2}/N_q$ is the mean value of $\xi^2$ of the population of $N = (T - \Delta t)/t_{\text{bin}}$. The CLT thus suggests

$$\overline{\xi^2}(\Delta t, T)/N_q \xrightarrow{\text{CLT}} N\left( \langle \xi^2 \rangle, \langle [\xi^2]^2 \rangle /N \right),$$

(13)

where $N(\mu, \sigma^2)$ denotes the Gaussian distribution of the expectation $\mu$ and the variance $\sigma^2$. In this case, $\mu = \langle \xi^2 \rangle$ and $\sigma^2 = \langle [\xi^2]^2 \rangle /N$, i.e. It hence gives

$$\langle \overline{\xi^2}(\Delta t, T) \rangle = N_q \langle \xi^2 \rangle = 4wa^2 \Delta t$$

(14)

and

$$\left[ \langle \overline{\xi^2}(\Delta t, T) \rangle \right]^2 = N_q^2 \langle [\xi^2]^2 \rangle /N = (4wa^2 \Delta t)^2 [(T - \Delta t)/t_{\text{bin}}]^2,$$

(15)

where $\langle \cdot \rangle$ denotes the average over trajectories. In the trajectory analysis practice, $\Delta t$ should be always kept much smaller than $T$. Or one may encounter abnormal large fluctuation in TAMSD when $(T - \Delta t) \sim t_{\text{bin}}$. $(T - \Delta t)/t_{\text{bin}}$ is hence roughly the number of the total frames of the trajectory. One can see the variance of $\overline{\xi^2}$ is suppressed by the self-averaging along the frames in each trajectory. The mean diffusivity along each trajectory, $D = \langle \overline{\xi^2}(\Delta t, T) \rangle /4\Delta t$, then converges to its ensemble expectation $\langle D \rangle = wa^2$. This is the simplest example showing how the ergodicity recovers in long random walks.

The so-called ergodicity breaking parameter$^{[15]}$ is introduced as the square of relative standard deviation of $\overline{\xi^2}$ by

$$EB = \frac{\left[ \langle \overline{\xi^2} \rangle - \langle \overline{\xi^2} \rangle^2 \right]}{\langle \overline{\xi^2} \rangle^2}.$$ 

(16)

It has been widely employed in the trajectory analysis$^{[11, 18, 19, 24]}$ One can easily read from Eq. (14) and Eq. (15) that $EB \simeq t_{\text{bin}}/T = 1/N$ in the homogeneous case.

III. ERGODICITY RECOVERY OF RANDOM WALK IN THE ANNEALED DISORDERED MEDIA

In this section, we study the case that the instantaneous diffusivity fluctuates along the trajectory, which is commonly observed in experiments. The classical CTRW$^{[12, 23, 26]}$ offers a way to capture the feature by sampling the waiting time for every jump from a non-exponential distribution $P(t)$, which has been a successful model to explain the anomalies in sub-diffusion. In the framework of trap dynamics defined above, it is equivalent to the case that the transition rate $w$ is resampled after each jump from the distribution $P(w)$.$^{[20]}

It is realized in recent years that the diffusivity can be a stochastic process independent of the jumps in the case with certain latent dynamics, such as the fluctuating configuration of the protein tracer or the transient interaction between the protein and the cell membrane$^{[8]}$. To include this case, one may modify the classical CTRW model by introducing an additional latent dynamics, of which $w$ is resampled from the distribution $P(w)$ by a rate $w_D = 1/t_D$. $w$ is then correlated in the time scale $t_D$. When the correlation time of the diffusivity, $t_D$, is in a moderate scale, i.e. $\Delta t < t_D < T$, one may observe the non-Gaussian distribution of the head-to-tail displacement $|\delta| = |x(t + \Delta t) - x(t)|$ of short segments. Noting that the latent dynamics fluctuates over time and is independent of the particle location, one can see it is an annealed model for the non-Gaussian diffusion, which can be also understood as a lattice version of the diffusing diffusivity model introduced by Chubynsky and Slater$^{[27]}$. In this section, we study the case that $w$ follows the generalized Gamma distribution by

$$P(w) = aw^{\alpha-1} \exp \left(-w^\alpha \right),$$

(17)

where the parameter $\alpha$ modulate the heterogeneous level of the dynamics$^{[9, 20, 30]}$. In the case $\alpha \rightarrow \infty$, $P(w)$ converges to a sharp peak at $w = 1$, which turns back to the homogeneous case studied in Sec. II. The displacement distribution is in general non-Gaussian for $\alpha < \infty$. One can find the analysis on the non-Gaussian behavior in Appendix A.

In this annealed disordered model, the trajectory-to-trajectory variance sustains in the time scale of $\tau_D$, which vanishes for longer observation time. Figure 2 presents...
50 trajectory-wise TAMSD $\overline{\delta^2}/4\Delta_t$ for increasing observation time $T$. We investigate the ergodicity recovery behavior below.

One can start from Eq. (9)

$$\overline{\delta^2}(\Delta_t, T) = \frac{N_q}{N} \sum_{j=1}^{N} \xi_j^2. \quad (18)$$

where $N = T/t_{\text{bin}}$ and $N_q = \Delta_t/t_{\text{bin}}$. In the short time limit with $T < t_D$, the diffusivity $w$ is roughly unchanged in each concerned trajectory. The argument for Eq. (13) may also apply here, which suggests

$$\overline{\delta^2}(\Delta_t, T|w) \xrightarrow{d} \mathcal{N}(\mu, \sigma^2), \quad (19)$$

with the expectation $\mu = N_q \langle \xi^2 \rangle = 4aw^2\Delta_t$ and the variance $\sigma^2 = N_q \langle \xi^2 \rangle^2 / N = (4aw^2\Delta_t)^2 t_{\text{bin}} / T$. It is quite similar to Eq. (14) and Eq. (15) in the homogeneous case, except that $w$ is a random variable. Considering the $t_{\text{bin}} \ll T$ limit, the distribution becomes a sharp peak around $\overline{\delta^2} = 4aw^2\Delta_t$. In the trajectory ensemble, the marginal distribution gives

$$P(\overline{\delta^2} = x) = \int_0^\infty dw \, P(\overline{\delta^2} = x|w) P(w) \simeq \int_0^\infty dw \, P(w) \delta(x - 4aw^2\Delta_t). \quad (20)$$

The Dirac-δ function appears in the second line. In this case, the trajectory-to-trajectory variance of $\overline{\delta^2}$ is mainly contributed by the random diffusivity $w$, which is highly related to the non-Gaussian diffusion discussed in the Appendix A.

In the long time limit with $T \gg t_D$, one can regroup the summation terms in Eq. (9) by the time interval $t_D$ by

$$\overline{\delta^2}(\Delta_t, T) = \frac{N_q}{N} \sum_{j=1}^{N} \delta_j^2(t_D), \quad (21)$$

where

$$\delta_j^2(t_D) = \sum_{i=1}^{N_p} \xi_{j-i}^2, \quad (22)$$

with $N_p = t_D/t_{\text{bin}}$ and $N_t = T/t_D$. Assuming the $\xi^2$ in one subgroup follows the same $w$, one can use again the CLT to get

$$\delta_j^2(t_D) \xrightarrow{d} \mathcal{N}(\mu_j, \sigma_j^2), \quad (23)$$

where $\mu_j = 4w_j a^2 t_D$ and $\sigma_j^2 = (4w_j a^2)^2 t_{\text{bin}} t_D$. $\overline{\delta^2}(\Delta_t, T)$ is then a summation over Gaussian distributed variables. One can immediately get

$$\overline{\delta^2}(\Delta_t, T) \xrightarrow{d} \mathcal{N}(\mu, \sigma^2) \quad (24)$$

with $\mu = 4a^2 \Delta_t \overline{w}$ and $\sigma^2 = (4a^2 \Delta_t)^2 \overline{w^2} t_{\text{bin}} / T$. We would like to call the reader’s attention here $\overline{w} = \frac{1}{N} \sum_{j=1}^{N} w_j$ and $\overline{w^2} = \frac{1}{N} \sum_{j=1}^{N} w_j^2$ are both random variables depending on the realization of $\{w_j\}$. In the case $N = T/t_{\text{bin}} \gg 1$, $\sigma^2$ vanishes for $T \gg t_{\text{bin}}$. One can assume $\overline{\delta^2} = \mu = 4a^2 \Delta_t \overline{w}$. For $N_t \gg 1$, we take the aid from the CLT again to get

$$\overline{w} \xrightarrow{d} \mathcal{N}(\langle w \rangle, \langle w^2 \rangle / N_t), \quad (25)$$

where $\langle w \rangle = \int_0^\infty dw \, w P(w)$ and $\langle w^2 \rangle = \int_0^\infty dw \, w^2 P(w)$.

The distribution of $\overline{\delta^2}$ is eventually obtained as

$$\overline{\delta^2} \xrightarrow{d} \mathcal{N}(4a^2 \Delta_t \langle w \rangle, (4a^2 \Delta_t)^2 \langle w^2 \rangle / N_t). \quad (26)$$
The normalized variance of $\delta^2$ (EB parameter) then vanishes for $T \gg t_D$ by

$$EB = \frac{t_D \langle w^2 \rangle}{T \langle w \rangle^2},$$

(27)

which is confirmed by the simulation data as shown in Fig. 3(a).

IV. ERGODICITY RECOVERY OF RANDOM WALK IN THE QUENCHED DISORDERED MEDIA

In this section, we study the random walk in the quenched disordered media, of which the diffusivity depends on the local structures of the environments. In the case that the structures relax in quite long time scale, the local diffusivity can be assumed unchanged over the experiments. In the framework of trap dynamics, the quenched trap model (QTM) assigns the random transition rates $\{w_i\}$ to sites $\{i\}$ in the lattice. In the experiment with spatial resolution high enough to reveal the local structures, the measured local diffusivity is usually correlated in the scale of the structure size. To include the locally correlated dynamics, we study the trap dynamics on the extreme landscape [9, 20], which is an extension of QTM with the locally correlated $\{w_i\}$.

The extreme landscape $\{v_i\}$ is generated by the extreme statistics as follows. First to generate the uncorrelated auxiliary potential $\{u_i\}$ following the distribution with finite expectation and variance, such as the exponential distribution $P(u_i = u) = u_0^{-1} \exp(u/u_0)$ with $u < 0$. The local minimal value of $\{u_i\}$ is assigned to $v_i$, i.e. $v_i = \min \{u_j | r_{ij} < r_c\}$. Each minimal value controls an area of the landscape, called “extreme basin”. $\{v_i\}$ is identity in the extreme basin, of which the radius is constrained by $r_c$. Since $v_i$ is the minimal value of a set of independent $u_j$, in the case $r_c^2 \gg 1$ it follows the Gumbel distribution by

$$P(v_i = v) = \exp(v - v_0 - \exp(v - v_0)).$$

(28)

The trap dynamics gives the transition rate as $w_i = w_0 \exp(v_i/\alpha)$. Setting $w_0 = \exp(-v_0/\alpha)$, one can see $w_i$ follows the generalized Gamma distribution given by Eq. (17). In the low temperature case with $\alpha < 1$, the distribution of the typical waiting time $\tau_i = (4w_i)^{-1}$ is with heavy tail. Sub-diffusion is then the consequence. It is well known that the ergodicity is absent in this case [14, 15]. In the $\alpha > 1$ case, the population splitting is introduced by a localization mechanism. The trajectory-to-trajectory fluctuation sustains till all the particles exit the localized state, which leads to quite slow ergodicity recovery.

Without lose of generality, we investigate the ergodicity recovery in the quenched disordered case with $\alpha = 1.2$. The extensive simulation is performed for 160 trajectories of quite long time ($T = 10^7$), to guarantee the landscape is fully sampled. Figure 3(b) shows the EB parameter. It decreases quite slow for longer observation time $T$, and does not follow the $EB \sim 1/T$ rule even for very long $T$. It is more clearly illustrated by the rescaled trajectory-wise TAMSD $\overline{\delta^2}/4\Delta_t$, as shown in Fig. 4. Compared with the annealed case, the most significant feature is that the TAMSDs of some trajectories are pinned at very small value for long time, before large hops bringing them to the expected value. These TAMSDs are contributed by the trajectories initially trapped in the slowest area of the landscape. They eventually enters the mobile area, which is remarked by the large hops. The waiting time for the escaping from the slowest area couples the local diffusivity, which can span several magnitudes as shown in the figure. Noting that the diffusivity is roughly constant (and hence strongly correlated) when the particle is localized in the deepest traps, one can see the CLT approach for independent variables is applicable only for quite large $T$. (For the 160 simulated trajectories, $T > 10^6$.)
To clarify the self-averaging behavior in the quenched case, one may turn to another observable - the trajectory-wise mean first-passage time (FPT). In the first-passage approach, the trajectory \( \{x(t)\} \) is divided into segments determined by the successive first-passage events to radius \( r \) at time \( \{t_k\} \). The events can be formally defined by the conditions

\[
|x(t) - x(t_k)| < r, \quad t_k < t < t_{k+1},
\]

and

\[
|x(t_{k+1}) - x(t_k)| \geq r,
\]

The first-passage time \( \tau \) is then defined as \( \tau_k = t_{k+1} - t_k \), which apparently depends on \( r \). By the definitions, one can see the duality between the square displacement and the first-passage time. The former one concerns the fluctuating displacements of the segments with the fixed time duration. The later one concerns the fluctuating time durations of the segments with the fixed head-to-tail distance. The trajectory-wise mean first-passage time can be defined along a trajectory of \( N \) successive first-passage segments by

\[
\tau = \frac{1}{N} \sum_{k=1}^{N} \tau_k.
\]

Figure 6 shows the mean first-passage time along 40 simulated trajectories, which converge to the expectation for large \( N \).

The trajectory-to-trajectory fluctuation can be measured by the scaled variance of \( \tau \) by

\[
VT = \frac{\langle \tau^2 \rangle - \langle \tau \rangle^2}{\langle \tau \rangle^2}.
\]

One can easily see it is the generalization of EB parameter for the first-passage approach, the CLT analysis employed in the above sections can be also applied here since the correlation in \( \{\tau_k\} \) can be handled by the coars-graining in space. One may note the first-passage segment spans a region of radius \( r \). The FPT \( \tau \) depends only on the local diffusivity in the region. When the spanned regions of two first-passage segments denoted by \( k \) and \( k' \) do not share any site of the same extreme basin, saying, \( |x(t_{k'}) - x(t_k)| > 2(r + r_e) \), \( \tau_k \) and \( \tau_{k'} \) are uncorrelated. Noting also \( |x(t_{k'}) - x(t_k)|^2 \simeq (k' - k)^2 \), one can see the correlation vanishes for \( \Delta_k = k' - k > 4(1 + r_e/r)^2 \). The CLT analysis can be then applied to the distribution of \( \tau \), which is quite similar to that for \( \tau/\Delta k \) in Sec. III. We show the results directly here. For \( N < \Delta_k \), all the summands are correlated, since the particle scans no more than one or two extreme basin. The summation would not depress the trajectory-to-trajectory fluctuation, which reflects the fluctuation of local diffusivities on different initial sites. VT is hence kept at high level. For \( N \gg \Delta_k \), the CLT suggests it vanishes as \( VT \sim 1/N \). The predicted behavior is confirmed by the simulation data, as shown in Fig. 6.

V. DISCUSSION

Two origins of the trajectory-to-trajectory variance are analysed in this study: the intrinsic stochastic feature of the random walk and the heterogeneity of the disordered environments, both the annealed and quenched cases. In the ideal case, the ergodicity would eventually recover when the self-averaging over both the origins is achieved in each trajectory. It is, however, the rare case in the experiments with limited observation time on living cells. As shown in the study, the fluctuation introduced by the disordered environments persists much longer than that by the intrinsic random feature of the walk. One may expect for the long observation, the trajectory-to-trajectory variance are mainly contributed by the heterogeneity of the media. In this sense, the variance encodes the structure information of the environments. One may utilize the information and visualize the structures by the diffusion map (see [1] for example) and other ways.

This theoretical study may provide guidance on the data analysis for the particle tracking experiments on living cells and the colloidal systems.

Living cells. Due to the heterogeneity of the cellular environments, the behaviors of diffusion in different parts of the cells varies significantly [28]. The cytoplasm of eukaryotic cells is rather dynamical [29]. The nano-particles tracked in such systems is expected following the dynamics with fluctuating diffusivity, which has been investigated in Sec. III. Larger tracers are more likely to be entangled in the cellular structures, which are usually quasistatic over limited observation time. The quenched effect may arise in this case. The structures on the crowded cell membrane also relax quite slow, where the unique quenched effects have been reported [2] [18].

Colloidal systems. In the colloidal systems, the tracer can be easily tracked and the environment structure also
can be manipulated and imaged (see e.g. [5]). They are hence good proving grounds for the diffusion theories. In the dense colloidal liquids, the tracer is obstructed by the colloidal particles. Since the liquid structure changes over time, the annealed disordered model may be employed in this case. As the counterpart, the quenched effects is expected in the static disordered colloidal matrix.

VI. SUMMARY

In this work, we study ergodicity recovery of random walk in various disordered media, which concerns how the mean of the random observable converges along the elongating trajectory to its expected value. The trajectory-wise TAMSD is chosen as the observable following the convention. The ergodicity recovery in homogeneous media is revisited in the fashion of the experiment trajectory analysis with the constraints of finite time-space resolution. It offers the first taste on how the CLT would lead to self-averaging in a series of uncorrelated random variables. In the more complicated case with the annealed dynamic heterogeneity, we show that the ergodicity recovers only when the observation time is much longer than the relaxation time of the temporal correlated diffusivity. In such case, the coarse-graining in time can cancel the correlation in the summands of the TAMSD. The CLT can then be applied, which leads to the $EB \sim 1/T$ behavior.

It has been a puzzle whether and how the ergodicity recovers in the quenched disordered media, where the whole particle population are usually split into the localized state and the mobile one. In the localized state, the particle is frozen in the area with small diffusivity, which can hardly escape the area since it walks slow. Our extensive simulation shows that the localized particles delays the ergodicity recovery for very long time, which provides insights to the slow decay of EB parameter observed in the particle tracking experiments. It also explains the abnormal TAMSD behavior previously observed in the molecular dynamics simulation (See Fig. 8 in [18]).

The first-passage approach is further introduced for the analysis of the trajectories in the quenched disordered media, of which the trajectory is decomposed into segments of the fixed head-to-tail distance. The ergodicity recovery analysis is generalized by choosing the FPT of the segment as the observable. Since the diffusivity is locally correlated, the CLT can be applied to the mean FPT when the space scale of the trajectory is much larger than the correlation length. The variance of the mean FPT is then depressed by $VT \sim 1/L^2$, where $L$ is the head-to-tail distance of the whole trajectory. This approach may be employed in the future analysis on the trajectories from the particle tracking experiments, especially in the case that the disordered environments is static over the experiment time scale and the particle dynamics is correlated in space but not in time.
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Appendix A: The non-Gaussian displacement distribution in the annealed disordered case

In this appendix, we investigate the non-Gaussian diffusion in the annealed disordered media, of which case the ergodicity recovery has been studied in Sec. III. The study on non-Gaussian diffusion concerns the distribution of the displacement of the segments. One can start from Eq. (2) and Eq. (6). The head-to-tail displacement of the segment is contributed by the increments via

$$\delta^{(x,y)}(\Delta t) = \sum_{i=1}^{N_q} \xi_i^{(x,y)},$$

where $x$ or $y$ denotes the component in the corresponding direction, and $N_q = \Delta t/t_{bin}$. In the short time limit $\Delta t \ll t_D$, the latent variable $w$ is roughly constant for all the increments in the segment. The uncorrelated increments $\xi = (\xi^{(x)}, \xi^{(y)})$ are identically distributed. The CLT then suggests

$$\delta^{(x,y)}(\Delta t) \sim N \left( N_q \langle \xi^{(x,y)} \rangle, N_q \left\langle \left[ \xi^{(x,y)} \right]^2 \right\rangle \right),$$

and the variance $\left\langle \left[ \xi^{(x,y)} \right]^2 \right\rangle = 2 w a^2 t_{bin}$. The probability density function can be explicitly written in the Gaussian form

$$G(\delta^{(x,y)}, \Delta t | w) = \frac{1}{\sqrt{4\pi w a^2 \Delta t}} \exp \left( -\frac{[\delta^{(x,y)}]^2}{4 w a^2 \Delta t} \right).$$

Noting that the diffusivity $w$ of different segments follows the distribution given by Eq. (17), the displacement distribution $P(\delta^{(x,y)}, \Delta t)$ can be estimated as the marginal distribution by

$$P(\delta^{(x,y)}, \Delta t) = \int_0^\infty dw \ G(\delta^{(x,y)}, \Delta t | w) P(w).$$

The above integral has been estimated by several approaches in previous studies[20][21], which give the tail behavior

$$P(\delta) \sim \frac{1}{\sqrt{2\pi}} \left( \frac{\delta^2}{2} \right)^{-\frac{\alpha-1}{2}} \exp \left[ -\frac{\alpha + 1}{\alpha} \left( \frac{\delta^2}{2} \right)^{\frac{\alpha}{\alpha+1}} \right],$$

where $\delta = \delta^{(x,y)}/\sqrt{2 w a^2 \Delta t}$. The stretched exponential tail is modulated by the roughness parameter $\alpha$.

In the long time limit $\Delta t \gg t_D$, the diffusivity fluctuates in each segment. The summation in Eq. (A1) can be
regrouped by the time interval $t_D$ as

$$\delta^{(x,y)}(\Delta_t) = \sum_{j=1}^{N_D} \delta_j^{(x,y)}(t_D), \quad (A6)$$

where

$$\delta_j^{(x,y)}(t_D) = \sum_{i=1}^{N_p} \delta_{(j-1)N_p+i}^{(x,y)}(t_D), \quad (A7)$$

and $N_D = \Delta_t/t_D$ and $N_p = t_D/t_{bin}$. In each subgroup, the diffusivity $w(t)$ can be assumed constant. The CLT again works as

$$\delta_j^{(x,y)}(t_D) \xrightarrow{d} \mathcal{N}(0, \sigma_j^2), \quad (A8)$$

where the variance $\sigma_j = 2w_j a^2 t_D$ depends on the diffusivity $w_j$ during $(t, t + t_D)$. Their summation, $\delta^{(x,y)}(\Delta_t)$, is then also Gaussian distributed with the zero mean and the variance

$$\sigma^2 = \sum_{j=1}^{N_D} \sigma_j^2 = 2a^2 t_D \sum_{j=1}^{N_D} w_j. \quad (A9)$$

In general, $\sigma^2$ is a variable depending on the random diffusivities $w_j$. In the long time limit with $N_D \gg 1$, the summation can be approximated as $\sum_{j=1}^{N_D} w_j \approx N_D \langle w \rangle$. All the $\delta^{(x,y)}(\Delta_t)$ have almost the same variance. The distribution of $\delta^{(x,y)}(\Delta_t)$ then converges to a pure Gaussian distribution,

$$P(\bar{x}) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{\bar{x}^2}{2} \right). \quad (A10)$$

Eq. (A6) and Eq. (A10) are plotted in Fig. 7. One can see the two limit distributions will contain the simulation results.

**Appendix B: The simulation details**

This appendix provides the details of the simulation procedure.

The trap dynamics is simulated by the Gillespie algorithm[31], which interprets the random walk as a series of stochastic events with random time intervals. In the homogeneous case, it is composed of the jumping events on the lattice. The waiting time between two jumps is generated from the exponential distribution

$$P(\tau) = W_{total} \exp(-W_{total}\tau), \quad (B1)$$

where $W_{total} = 4w$ is the total transition rate to the four nearest-neighboring sites. The direction of each jump is randomly chosen with even probability. $w$ is set to 1 in the simulation. The trajectory is discretized as described in Sec. 1 where $t_{bin} = 10$.

In the annealed disordered case with fluctuating diffusivity, the process is defined as a series of position and diffusivity, $\{x_i, w_i\}$. The stochastic events are then constituted by the jumps on the lattice and the diffusivity resampling from the distribution given by Eq. (17). According to the Gillespie algorithm, the waiting time between two events also follows the distribution given by Eq. (17), while $W_{total} = 4w_i + w_D$ is the total transition rate including the jumping rate $w_i$ and the diffusivity resampling rate $w_D$. Each event can be either a jump to one of the neighbour sites with the probability $w_i/W_{total}$ or the diffusivity resampling with the probability $w_D/W_{total}$. The typical relaxation time of the diffusivity is then given as $t_D = 1/w_D$.

In the quenched disordered case with spatial correlated diffusivity, the static disordered landscape is first generated by a two-step procedure shown in Sec IV. The size of the disordered landscape $\{v_i\}$ are chosen as $L_x = L_y = 1024$, while the radius of the extreme basin is set as $r_e = 16$. The periodic boundary condition is applied for long time simulation. The initial site of each trajectory is randomly chosen following the Boltzmann distribution. The Gillespie algorithm for the random walk is similar to the case of the homogeneous case but with the site-dependent diffusivity $w_i = w_0 \exp(v_i/\alpha)$. 
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