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Abstract—Direct current (dc) microgrids have not yet achieved the promise of true plug-and-play characteristics due to stability issues stemming from power converters. Swarm microgrids, a type of dc microgrids, are aimed at delivering a modular and easy-to-expand infrastructure. In this article, an application-specific control strategy is developed to ensure stable and expandable swarm microgrids. This control strategy makes use of the widely available distributed storage in swarm microgrids and includes active damping techniques at power-drawing units. Utilizing a cascaded state-space system model, experimental validation with dual-active-bridge converters, and eigenvalue robustness analysis, this article demonstrates a high margin of stability for expandable swarm microgrids. The analysis includes variation of the microgrid size and line parameters, among others. The results show that swarm microgrids are stable for up to at least 1000 participating swarm units. As part of the robustness analysis of swarm microgrid stability, specific definitions are provided for the allowed behavior of the power converters used in a swarm microgrid. The developed methodology allows assessing and designing for swarm microgrid stability even without knowledge of the internal structures of the power converters. As such, this article provides a practical framework to support the scaling up of swarm microgrid deployment.
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NOMENCLATURE

Acronyms:

CC Current control.
CPL Constant power load.
LPF Low-pass filter.
LTI Linear time-invariant.
SBB Swarm building block.
SHS Solar home system.
VC Voltage control.

Subscripts and Indices:

0 Zero current.
1 First order.
2 Second order.
c Cable.
C Capacitance.
ch Charging.
diag Diagonal elements.
dr Droop.
g Matrix index.
h Matrix index.
in Input.
j Node index.
k Cable index.
lab Laboratory.
link Link.
LPF Low-pass filter.
n Node, nodal.
ns Number of swarm units operating in supplying mode.
o Output.
pos Positive.
re Real part.
ref Reference value.
s Supplying.
sim Simulation.
SMG Swarm microgrid.
var Variations.
Y Input admittance.
z Coupling output.
Z Output impedance.

Variables and Operators:

A System matrix.
A Cross-sectional area.
B Input matrix.
C Output matrix.
C Capacitance.
D Direct feedthrough matrix.
f Frequency.
g Matrix index.
h Matrix index.
i, l Current.
j Node index.
k Cable index.
K Gain.
K Parameter set.
l Cable index.
L Inductance.
m Number of cables.
M Incidence matrix.
n Number of swarm units.
N Total number.
P Power.
globally, 840 million people still lack access to electricity [1]. Swarm electrification is intended to address this undesirable situation by enabling the efficient usage of existing resources through the sharing of electricity within a neighborhood [2]. Swarm electrification facilitates the stepwise enhancement of energy access infrastructure using specially designed direct current (dc) microgrids, referred to as swarm microgrids [3]. A swarm microgrid facilitates peer-to-peer energy exchange between so-called swarm units. These swarm units are located at homes or businesses that already have existing standalone energy systems [4]. Important standalone energy systems are solar home systems (SHSs), of which six million units have been installed in Bangladesh alone [5]. Many of these SHSs have now been interconnected into swarm microgrids: The United Nations and other organizations have supported the rollout of over 100 swarm microgrids across Bangladesh [6], [7].

This article investigates the stability of swarm microgrids with up to 1000 units as an important hallmark of swarm electrification. Swarm microgrids are dc microgrids, and therefore, the literature on the stability of dc microgrids is relevant [8], [9], in particular with regards to: 1) microgrid control schemes; 2) stability assessment methods; and 3) converter modeling approaches.

I. Introduction

In regard to dc microgrid control schemes, the literature differentiates between centralized control schemes [10], [11] and decentralized control schemes [12], [13]. Decentralized control schemes are the preferred choice for swarm microgrids, because swarm microgrids need to be deployable at hard-to-reach sites. Among the literature on decentralized control schemes, recent research has evaluated microgrid systems with constant power loads (CPLs) and droop-controlled sources, and the findings indicate that static droop control may lead to system instability [9], [14]–[17]. To provide stability, advanced droop control methods can be used, many of which rely on the availability of energy storage in the microgrid [18]–[24]. In principle, these methods can also be applied to swarm microgrids because of the distributed storage capacity of SHSs [25], [26]. Research on the decentralized control of distributed storage units in dc microgrids has focused on the behavior of these units when supplying power [13], [20]. However, the decentralized control of distributed storage units when drawing power was not addressed to the extend needed for practical application.

In regard to stability assessment methods for dc microgrids, two main approaches are described in the literature: large-signal stability analysis and small-signal stability analysis. A large-signal stability analysis accounts for large disturbances but is usually only used to analyze single-bus microgrids [27], [28]. In a small-signal stability analysis, a linear model is constructed around a steady-state operating point [8], [12], [29]. The advantage of the small-signal stability analysis is the ability to easily adapt the model to assess different topological configurations of microgrids [25], [30], [31]. However, to date, most studies have been limited in the number of participating units assessed. The number of units is lower than five in [26], [30], and [31] and lower than ten in [9], [18], and [25].

For the modeling of power electronic converters in dc microgrids, two main approaches are discussed in the literature. On the one hand, the so-called white-box modeling approach is widely used. This means that a certain internal converter structure is assumed, and the converter behavior is modeled accordingly [21], [32], [33]. On the other hand, the so-called black-box modeling approach is based on measurements and, thus, real-world behavior [34]–[36]. The black-box modeling approach is an attractive option for the case of swarm microgrids, because the collective behavior of converters and distributed storage units can be reflected. A black-box modeling has been used to design and assess dc microgrids of different scales and with different types of converter topologies [37]–[39]. However, the existing literature lacks measurement-derived models of converters connected to batteries.

A systematic analysis that addresses these highlighted shortcomings of the literature is not yet available. Therefore, this article adds to the existing research with the following key contributions.

1) It develops a control strategy specific to the needs of swarm microgrids that ensures stability and makes use of the available distributed storage.

2) It demonstrates the stability for the expansion of a swarm microgrid up to 1000 swarm units.

3) It provides practical definitions of allowed and no-go areas for the black-box behavior of battery-connected converters to ensure a stable microgrid.

The rest of this article is structured as follows. The architecture and attributes of swarm microgrids are discussed in Section II. Section III describes the development of the proposed control strategy. The swarm microgrid model is derived in Section IV. An experimental validation is presented in Section V. A comprehensive stability analysis of swarm microgrids is performed in Section VI. The conclusions are drawn in Section VII.
II. ARCHITECTURE

The objectives of this section are twofold. First, the architecture of swarm microgrids is elaborated. Second, architectural attributes relevant for Sections III, IV, and VI are derived.

A. Architecture of Swarm Microgrids

The overall layout of a swarm microgrid as studied in this article is shown in Fig. 1 and described as follows. A swarm microgrid uses a meshed network to interconnect swarm units. A swarm unit consists of an SHS and a so-called swarm building block (SBB). The SBB enables bidirectional power flow between the SHS and other swarm units of the microgrid. Furthermore, an SBB provides the ability to form meshed network topologies in a modular manner. This modularity allows for continuous and organic growth; the swarm microgrid can be expanded at any time and should be able to cater for up to 1000 participants. A real-world example of swarm microgrid components in operation is provided in Appendix A. More details on the internal architecture of a swarm unit are provided in Fig. 2 and described as follows.

The SHS consists of solar photovoltaics (PVs), a battery, and loads. To enable bidirectional power flow between the SHS and other swarm units of the swarm microgrid, the SBB interfaces with the battery of the SHS and can operate in two distinct modes. The first mode is the supplying mode—the battery is discharged to supply the other swarm units of the microgrid. The second mode is the charging mode—energy is drawn from the other swarm units of the microgrid to charge the battery. These modes are realized using the following components, as shown in Fig. 2. A step-up converter is used for the supplying mode, and a step-down converter is used for the charging mode. Only one of the two modes can be selected at any given time.

To allow for adequate monitoring and billing, a bidirectional meter is required. The abovementioned components are connected to the SBB controller, which enables the implementation of advanced control schemes. To provide the ability to form meshed network configurations, an SBB has cable ports, which allow for interconnection with other swarm units and can be used to realize zonal protection [40], [41]. These cable ports are joined at the swarm node. The node voltage between the positive and negative rails at swarm node $j$ is denoted by $v_{n,j}$. The nodal current that is injected at node $j$ is denoted by $i_{n,j}$. The nodal current $i_{n,j}$ takes negative values when the swarm unit is operating in the charging mode.

B. Attributes Relevant to Stability and Control

Based on the architecture presented earlier, swarm microgrids have certain characteristic attributes. Some of them are relevant to stability analysis. These attributes are directly related to the subsequent sections on the control strategy, system modeling, and stability analysis, as follows.

First, swarm microgrids are characterized by *ad hoc* deployment and ease of expansion even during operation. This attribute is particularly important in Section III when defining the control strategy, which must cater to this capability of *ad hoc* deployment.

Second, to reach a large number of users consistent with swarm electrification, a swarm microgrid is expected to support up to 1000 swarm units. This requirement is important for the overall modeling of the swarm microgrid, as discussed in Section IV, and for the stability analysis undertaken in Section VI.

Third, there are two distinct modes in which a swarm unit can operate: the supplying mode and the charging mode. The distinction between these two modes is a key input to the design of the cascaded system model, as discussed in Section IV-A. As shown in Fig. 2, the supplying mode is characterized by the usage of only the step-up converter. The charging mode is characterized by the usage of only the step-down converter.

Fourth, from a network stability point of view, only the side of the converter that is connected to the swarm node, as indicated in Fig. 2, is of interest. This means that in the supplying mode, only the behavior of the output side of the step-up converter is of interest; in the charging mode, only the behavior of the input side of the step-down converter is of interest. These characteristics are important for the converter modeling in Section IV-C.

Fifth, it is assumed that the battery is adequately sized, such that both the power drawn from the loads and the power supplied by the solar PV have negligible effects on the behavior of the converters. These characteristics are important for the modeling of the converter behavior in Section IV-C.

III. CONTROL STRATEGY

In this section, the control strategy for swarm microgrids is developed. Intended to serve as a modular, *ad hoc* deployable, and highly scalable infrastructure, swarm microgrids are dc microgrids with special requirements in terms of control. As discussed in the first item in Section II-B, rapid deployment and ease of expansion are important attributes of a swarm microgrid. To attain these attributes, four main challenges related to the stability of swarm microgrids need to be addressed. First, the ability to scale the network must be
ensuring stable operation of the microgrid even in situations in which swarm units join the microgrid in an ad hoc manner. Therefore, a swarm unit in charging mode needs to be robust against perturbations and exhibit behavior that maintains the stability of the microgrid. Such robustness is achieved by involving not only the feeding units but also the power-drawing units in microgrid control. In particular, this means applying an active damping scheme at the swarm units operating in charging mode. This active damping scheme is designed to address the third challenge, namely, the risk of CPL behavior [32], [46]. To avoid the CPL effect, swarm units operating in charging mode apply active damping by directly controlling \( i_{n,j} \) in Fig. 2. This implementation is referred to as nodal current control (CC). This nodal CC is a reference tracking control scheme with the nodal current reference \( i_{n,ref,j} \). The implementation of nodal CC is possible, because a swarm unit operating in charging mode does not interface with any tightly controlled load. As shown in Fig. 2, a swarm unit operating in charging mode uses a step-down converter to charge a battery and does not directly supply power to any load. The reference parameter \( i_{n,ref,j} \) can be updated dynamically depending on the battery charging regime. Therefore, there are no restrictions on the implementation of the nodal CC scheme.

The reference parameters \( v_{0,ref,j} \), \( r_{dr,j} \), and \( i_{n,ref,j} \) are provided from an operational layer. In normal operation, these values change only at the intervals of seconds or minutes. A demonstration of the capacity to cater to changes in these reference parameters is part of the experimental validation in Section V. All discussed control provisions are summarized in Table I.

### IV. Swarm Microgrid Modeling

The objective of this section is to derive a mathematical model that allows for the representation and analysis of swarm microgrids of arbitrary sizes. The mathematical model derived here is then used in the subsequent sections to assess the stability of a swarm microgrid. To analyze the small-signal stability of the microgrid, a small-signal system model is required, as developed in this section. In particular, the small-signal model derived here is a linear time-invariant (LTI) model. To represent this system or parts of this system, the transfer function representation and state-space representation are used interchangeably [47]. The following convention is used: \( x = X + \tilde{x} \), where \( X \) is the steady-state value, and \( \tilde{x} \) is the small-signal perturbation.

This section is structured as follows. Section IV-A describes the structure of the system model. Section IV-B gives the mathematical representation in terms of subsystems. Section IV-C presents the gray-box modeling approach used to model the behavior of the converters within the different subsystems. Section IV-D introduces the state-space representation of the consolidated microgrid system model by integrating the results from Sections IV-A–IV-C.

#### A. Structure of the System Model

The overall swarm microgrid is modeled as a multiple-input multiple-output system that consists of multiple subsystems. In turn, each of these subsystems consists of one or multiple transfer functions. System and subsystem definitions are denoted in the form \( \Sigma_{\text{System}} \) [47]. The swarm microgrid system

| Mode          | Stability challenge to address | Control elements                  | Reference parameter          |
|---------------|--------------------------------|-----------------------------------|------------------------------|
| Supplying mode| #1 Ability to scale the network even at a varying number of units operating in supplying mode | Decentralized droop control       | \( v_{0,ref,j} \), reference zero-current voltage; \( r_{dr,j} \), reference droop resistance |
|               | #2 Mitigation of oscillations between supplying converters | Low-pass filter (LPF) for droop control |                              |
| Charging mode | #3 Ability to scale the network even at a varying number of units operating in charging mode | Power-drawing units involved in microgrid control | \( i_{n,ref,j} \), nodal current reference |
|               | #4 Mitigation of constant power load (CPL) behavior | Nodal current control (CC)        |                              |

The key principle underlying the control strategy for swarm microgrids is the involvement of all swarm units. Swarm units operating in both supplying and charging modes are involved in maintaining the required stability. The four key challenges to maintaining stability in swarm dc microgrids are addressed by the following measures. First, measures undertaken in supplying mode are discussed. Second, measures undertaken in charging mode are presented. The control strategy is summarized in Table I and discussed as follows.

The supply control scheme needs to ensure the ability to scale the network even at a varying number of units operating in supplying mode. This means ensuring a stable supply even when the number of supplying swarm units changes. This requirement implies that there must be a decentralized power sharing mechanism. Therefore, a mechanism for power sharing among the supplying swarm units needs to be implemented. This is accomplished by utilizing a current-based droop control scheme [12]

\[
v_{n,ref,j} = v_{0,ref,j} - r_{dr,j} \cdot i_{n,j}
\]

where \( v_{n,ref,j} \) is the reference node voltage, \( v_{0,ref,j} \) is the reference zero-current voltage, and \( r_{dr,j} \) is the droop resistance. The droop control scheme expressed in (1) follows a generic approach and can be further adapted as required for a specific deployment scenario, as presented, for example, in [42] and [43]. While the utilization of a current-based droop control scheme addresses the challenge of expandability, the second challenge must also be addressed. This challenge is to mitigate the risk of oscillations between supplying converters [18], [44]. To address this challenge, the droop control scheme needs to be extended through the addition of a low-pass filter (LPF) for \( v_{n,ref,j} \) of (1) to damp oscillations in the voltage reference. The introduction of an LPF into a droop control scheme has been demonstrated to address this stability challenge [45].

The main focus of the charging mode control scheme is to ensure the ability to scale the network even at a varying number of units operating in charging mode. This means ensuring stable operation of the microgrid even in situations in which swarm units join the microgrid in an ad hoc manner. Therefore, a swarm unit in charging mode needs to be robust against perturbations and exhibit behavior that maintains the stability of the microgrid. Such robustness is achieved by involving not only the feeding units but also the power-drawing units in microgrid control. In particular, this means applying an active damping scheme at the swarm units operating in charging mode. This active damping scheme is designed to address the third challenge, namely, the risk of CPL behavior [32], [46]. To avoid the CPL effect, swarm units operating in charging mode apply active damping by directly controlling \( i_{n,j} \) in Fig. 2. This implementation is referred to as nodal current control (CC). This nodal CC is a reference tracking control scheme with the nodal current reference \( i_{n,ref,j} \). The implementation of nodal CC is possible, because a swarm unit operating in charging mode does not interface with any tightly controlled load. As shown in Fig. 2, a swarm unit operating in charging mode uses a step-down converter to charge a battery and does not directly supply power to any load. The reference parameter \( i_{n,ref,j} \) can be updated dynamically depending on the battery charging regime. Therefore, there are no restrictions on the implementation of the nodal CC scheme.

The reference parameters \( v_{0,ref,j} \), \( r_{dr,j} \), and \( i_{n,ref,j} \) are provided from an operational layer. In normal operation, these values change only at the intervals of seconds or minutes. A demonstration of the capacity to cater to changes in these reference parameters is part of the experimental validation in Section V. All discussed control provisions are summarized in Table I.
The total number of swarm units is \( n \), and in total, the system consists of \( m \) cable subsystems. In addition, there is one subsystem type for cables. Thus, two types of subsystems are used to represent the swarm units and cables of the microgrid. As discussed in the third item in Section II-B, a swarm unit can operate in one of two modes: the supplying mode or the charging mode. Therefore, two types of subsystems are used to represent the swarm units:

1) A subsystem \( \Sigma_{s,j} \) represents the behavior of swarm unit \( j = 1, \ldots, n_s \) operating in the supplying mode. A node operating in this mode uses a step-up converter. Therefore, the model of the step-up converter behavior \( \Sigma_{\text{Step-up}} \) is an essential part of the model for the swarm units operating in the supplying mode. For concise mathematical representation, all swarm units operating in supplying mode are grouped into one aggregate subsystem \( \Sigma_s \).

2) A subsystem \( \Sigma_{ch,j} \) represents the behavior of swarm unit \( j = n_s + 1, \ldots, n \) operating in the charging mode. A node operating in this mode uses a step-down converter. Therefore, the model of the step-down converter behavior \( \Sigma_{\text{Step-down}} \) is an essential part of the model for the swarm units operating in the charging mode. For concise mathematical representation, all swarm units operating in charging mode are grouped into one aggregate subsystem \( \Sigma_{ch} \). In addition, there is one subsystem type for cables:

1) A subsystem \( \Sigma_{c,k} \) represents the behavior of cable \( k = 1, \ldots, m \). For concise mathematical representation, all cables are grouped into one aggregate subsystem \( \Sigma_c \). In total, the system consists of \( n_s \) swarm units in the supplying mode and \( n - n_s \) swarm units in the charging mode. At any given time, each swarm unit can operate in only one of the two modes. Accordingly, the total number of swarm units is \( n \). For cable subsystem \( \Sigma_{ch} \):

The swarm units are connected by \( m \) cables. The indices \( j \) and \( k \) are used to identify swarm units and cables, respectively.

In summary, the cascaded system model is structured as follows:

$$
\Sigma_{\text{SMG}} \supseteq \Sigma_{s,j} \supseteq \Sigma_{\text{Step-up}} \quad \forall \ j = 1, \ldots, n_s
$$

$$
\Sigma_{\text{SMG}} \supseteq \Sigma_{ch,j} \supseteq \Sigma_{\text{Step-down}} \quad \forall \ j = n_s + 1, \ldots, n
$$

$$
\Sigma_{\text{SMG}} \supseteq \Sigma_{c,k} \quad \forall \ k = 1, \ldots, m
$$

The different subsystem models are connected through an algebraic coupling \( \kappa \). This concludes the description of the cascaded system model, as shown in Fig. 3.

### B. Subsystem Attributes and Algebraic Coupling

This section derives the specific attributes of the three types of subsystems and their interactions through algebraic coupling. Mathematically, the algebraic coupling of the subsystems is expressed using the following conventions [47]. The algebraic coupling is represented by the coupling input vector \( \tilde{x} \), the coupling input matrix \( S \), the coupling output vector \( \tilde{y} \), and the coupling output matrix \( C \). Building on the overall system model in Fig. 3, the attributes of the subsystems are as shown in Fig. 4 and are discussed, from bottom to top, as follows.

Swarm units have internal controllers, which require the input of corresponding reference parameters. These reference parameters are represented by dashed arrows. The required reference parameters are given in Table I. For a swarm unit operating in the supplying mode, the reference parameters are the reference zero-current voltage \( v_{0,\text{ref},j} \) and the droop resistance \( r_{ch,j} \). For a swarm unit operating in the charging mode, there is only one reference parameter, namely, the nodal current reference \( i_{n,\text{ref},j} \). There are no reference parameters for cable subsystems.

The individual subsystems are coupled to each other. The solid arrows in Fig. 4 represent the coupling inputs and outputs of the subsystems. Each subsystem has one coupling input and one coupling output. For swarm unit \( j \), the coupling input parameter is the nodal current \( i_{n,j} \), and the coupling output parameter is the node voltage \( v_{n,j} \). For cable \( k \), the coupling input is the voltage difference \( \Delta v_{c,k} \) between the two ends of the cable, and the coupling output is the current \( i_{c,k} \) through the cable, as shown in Fig. 5.

The interconnections between the subsystems through the algebraic coupling \( \kappa \) are defined by the algebraic connection.
between the coupling input vector
\[
s = \begin{bmatrix} i_{n,s} \\ i_{n,\text{ch}} \\ \Delta v_c \end{bmatrix}
\]
and the coupling output vector
\[
z = \begin{bmatrix} v_{n,s} \\ v_{n,\text{ch}} \\ i_c \end{bmatrix}
\]
where the following hold.

1) \(i_{n,s}\) is the vector of all \(i_{n,j}\) of all swarm units \(j = 1, \ldots, n_s\) in the supplying mode.
2) \(i_{n,\text{ch}}\) is the vector of all \(i_{n,j}\) of all swarm units \(j = n_s + 1, \ldots, n\) in the charging mode.
3) \(\Delta v_c\) is the vector of all \(\Delta v_{c,k}\) of all cables \(k = 1, \ldots, m\).
4) \(v_{n,s}\) is the vector of all \(v_{n,j}\) of all swarm units \(j = 1, \ldots, n_s\) in the supplying mode.
5) \(v_{n,\text{ch}}\) is the vector of all \(v_{n,j}\) of all swarm units \(j = n_s + 1, \ldots, n\) in the charging mode.
6) \(i_c\) is the vector of all \(i_{c,k}\) of all cables \(k = 1, \ldots, m\).

To establish the algebraic coupling \(\kappa\) between the subsystem models, the topology-specific incidence matrix \(M\) is used. Any arbitrary topology can be represented by means of a corresponding configuration of \(M\) [15], [48]. The elements of \(M\) take the values of \(-1, 0,\) and \(1\). The incidence matrix \(M\) establishes the relationship between the nodal currents and the cable currents, such that
\[
\begin{bmatrix} i_{n,s} \\ i_{n,\text{ch}} \end{bmatrix} = M^T : i_c
\]
and the relationship between the node voltages and the voltage drops across the cables, such that
\[
\Delta v_c = M : \begin{bmatrix} v_{n,s} \\ v_{n,\text{ch}} \end{bmatrix}.
\]
The incidence matrix \(M\) is further separated into two submatrices
\[
M = [M_s \quad M_{\text{ch}}]
\]
where \(M_s\) represents the coupling of cables to nodes operating in the supplying mode, and \(M_{\text{ch}}\) represents the coupling of cables to swarm units operating in the charging mode. Then, following Fig. 4, the algebraic coupling \(\kappa\) is expressed as:
\[
\kappa : \begin{bmatrix} i_{n,s} \\ i_{n,\text{ch}} \\ \Delta v_c \end{bmatrix} = \begin{bmatrix} 0 & 0 & M_s^T \\ 0 & 0 & M_{\text{ch}}^T \\ M_s & M_{\text{ch}} & 0 \end{bmatrix} \begin{bmatrix} v_{n,s} \\ v_{n,\text{ch}} \\ i_c \end{bmatrix}.
\]

C. Gray-Box Modeling Within Subsystems

As shown in the system model in Fig. 3 and according to (3), an important part of each subsystem model is the representation of the converters of the corresponding swarm unit, as depicted in Fig. 2. The behaviors of both the step-up converter and the step-down converter need to be modeled. As discussed in the third item in Section II-B, a swarm unit can operate in only one of the two modes at any given time. Therefore, a distinct model for the step-up converter behavior in the supplying mode and a distinct model for the step-down converter behavior in the charging mode are developed. To achieve a realistic representation for the stability analysis in Section VI, a gray-box modeling approach is followed.

Gray-box modeling refers to an approach in which parts of the system are modeled based on ideal behavior, and other parts are modeled based on measurements and, therefore, real behavior [49]. In the gray-box model derived here, only one component is modeled with ideal behavior. This component is the input capacitor, which is modeled as an ideal capacitor without parasitic resistance. This is done to account for the worst case from a stability perspective, because the parasitic resistance of a capacitor exerts a known stabilizing effect [50]. The other components of the gray-box model are derived from measurements, building on the existing literature on black-box converter modeling [34], [35], [37].

In the black-box converter modeling literature, a converter behavior is typically modeled using an unterminated two-port model [37] with three types of components. First, the input admittance and output impedance of the converter are included. Second, two transfer functions, named the audio susceptibility and the back current gain, account for the influence between the input and output quantities. Third, the model may include additional transfer functions related to reference tracking [36].

The model derived here is distinctly different, mainly because the converters are not unterminated but rather terminated at a battery on one side, as shown in Fig. 2. This battery termination allows for the model to be notably simplified by modeling the closed-loop behavior of the combined system of battery and converter. Because the internal behavior is reflected in the closed-loop behavior of this combined system, the internal transfer functions of the converter mentioned earlier, the audio susceptibility and the back current gain, can be omitted. The remainder of the model needs to accurately represent the behavior of the active components in either mode. The active components of a swarm unit operating in the supplying mode are shown in Fig. 6(a), and the active components of a swarm unit operating in the charging mode are shown in Fig. 6(b).

As discussed in the fifth item in Section II-B, the influences of the load and solar PV on the battery are regarded as negligible from a network stability point of view. Therefore, the converter models here can focus solely on the behavior of the swarm-node-facing side. As stated in the fourth item in Section II-B, the swarm-node-facing side is the output side of the step-up converter and the input side of the step-down converter.

The model boundaries, shown as dashed lines in Fig. 6(a) and (b), encompass both the converter and the battery. The small-signal models for the step-up and step-down
converter behaviors are presented subsequently in that order. The reader is reminded that the following convention is used: $x = X + \bar{x}$, where $X$ is the steady-state value, and $\bar{x}$ is the small-signal perturbation.

1) Step-Up Converter Behavior Modeling: The step-up converter behavior model encompasses the battery of the swarm unit and the step-up converter, as shown in Fig. 6(a). This model needs to describe the change in the node voltage $\tilde{v}_{n,j}$ due to either a change in the nodal current $\tilde{i}_{n,j}$ in that is it is supplying or a change in the reference node voltage $\bar{v}_{n,ref,j}$

$$\tilde{v}_{n,j} = -\bar{Z}_{o,j} + \bar{v}_{VC,j}$$

(10)

where the quantity $\bar{Z}_{o,j}$ represents the change in response to a change in the nodal current $\tilde{i}_{n,j}$ due to the output impedance $Z_o(s)$

$$Z_o(s) = \frac{\bar{Z}_{o,j}}{\tilde{i}_{n,j}}.$$  

(11)

In addition, the converter-internal output voltage control (VC) to control the node voltage is included. This is accomplished by including the transfer function $T_{VC}(s)$, which models the response of $\bar{v}_{VC,j}$ to changes in the reference node voltage $\bar{v}_{n,ref,j}$

$$T_{VC}(s) = \frac{\bar{v}_{VC,j}}{\bar{v}_{n,ref,j}}.$$  

(12)

The combined small-signal model for the step-up converter behavior is shown in Fig. 6(c) and summarized as follows:

$$\Sigma_{\text{Step-up}}: \begin{cases} \tilde{v}_{n,j} = -Z_o(s) \cdot \tilde{i}_{n,j} + T_{VC}(s) \cdot \bar{v}_{n,ref,j}. \end{cases}$$

(13)

2) Step-Down Converter Behavior Modeling: The step-down converter behavior model encompasses the battery of the swarm unit and the step-down converter, as shown in Fig. 6(b). This model needs to describe the change in the node voltage $\tilde{v}_{n,j}$ due to either a change in the nodal current reference $\bar{i}_{n,ref,j}$ or a change in the nodal current $\tilde{i}_{n,j}$.

The behavior due to changes in the nodal current $\tilde{i}_{n,j}$ is modeled through a combination of the input admittance and an explicit model of the input capacitor. As described earlier in this section, when introducing the gray-box modeling approach, an ideal capacitor model is used to account for the worst case scenario from a stability point of view. Following the ideal capacitor model and considering a capacitance $C$

$$T_C(s) = \frac{1}{C \cdot s}.$$  

(14)

The transfer function $T_C(s)$ describes the behavior of the node voltage $\tilde{v}_{n,j}$ in response to changes in the capacitor current $\tilde{i}_{C,j}$

$$T_C(s) = \frac{\tilde{v}_{n,j}}{\tilde{i}_{C,j}}.$$  

(15)

Changes in the capacitor current depend on changes in the nodal current $\tilde{i}_{n,j}$, in $\tilde{v}_{\text{in},j}$, and in $\tilde{v}_{\text{CC},j}$, as follows:

$$\tilde{i}_{C,j} = -\tilde{i}_{n,j} - \tilde{v}_{\text{in},j} - \tilde{v}_{\text{CC},j}$$

(16)

where $\tilde{v}_{\text{in},j}$ represents changes that originate from changes in the node voltage $\tilde{v}_{n,j}$ due to the input admittance $Y_{in}(s)$

$$Y_{in}(s) = \frac{\tilde{v}_{\text{in},j}}{\tilde{i}_{n,j}}.$$  

(17)

Furthermore, converter-internal input CC to control the nodal current is modeled. In particular, the response of $\tilde{v}_{\text{CC},j}$ to changes in the nodal current reference $\bar{i}_{n,ref,j}$ is modeled by the transfer function $T_{CC}(s)$

$$T_{CC}(s) = \frac{\tilde{v}_{\text{CC},j}}{\bar{i}_{n,ref,j}}.$$  

(18)

The combined small-signal model for the step-down converter behavior is shown in Fig. 6(d) and summarized as follows:

$$\Sigma_{\text{Step-down}}: \begin{cases} \tilde{v}_{n,j} = T_{C}(s) \cdot \tilde{i}_{C,j} \
\tilde{i}_{C,j} = -\tilde{i}_{n,j} - Y_{in}(s) \cdot \tilde{v}_{n,j} - T_{CC}(s) \cdot \bar{i}_{n,ref,j} \end{cases}. \quad (19)$$

3) Transfer Function Identification: The converter behavior models in (13) and (19) rely on the experimental identification of the black-box behavior transfer functions $Z_o(s)$, $T_{VC}(s)$, $Y_{in}(s)$, and $T_{CC}(s)$. These four transfer functions are LTI models that follow a generic structure, consisting of the sum of a first-order subsystem and a second-order subsystem [35]:

$$T(s) = \frac{K_1}{1 + T_1 \cdot s} + \frac{K_2(1 + T_{\text{zero}} \cdot s)}{1 + 2 \cdot \zeta \cdot T_2 \cdot s + (T_2 \cdot s)^2}$$

(20)

where the following hold.

1) $K_1$ is the proportional gain of the first-order subsystem.
2) $T_1$ is the time constant associated with the pole of the first-order subsystem.
3) $K_2$ is the proportional gain of the second-order subsystem.
4) $T_{\text{zero}}$ is the time constant associated with the transfer function zero of the second-order subsystem.
5) $\zeta$ is the damping factor of the second-order subsystem.
6) $T_2$ is the time constant associated with the double pole pair of the second-order subsystem.

The detailed black-box transfer functions and identified parameter values are based on experimental data. These data and parameter identification results are provided in Appendix C.
It should be noted that if the converter behavior cannot be described by a model with the generic form of (20), then higher-order transfer functions need to be used. Examples for such higher-order transfer functions are discussed in [35].

D. State-Space Representation

The overall model of the swarm microgrid system \( \Sigma_{SMG} \), as given in (3), contains three types of subsystem models. As shown in Fig. 3, these three subsystem model types correspond to 1) a swarm unit operating in the supplying mode, \( \Sigma_{s,j} \); 2) a swarm unit operating in the charging mode, \( \Sigma_{ch,j} \); and 3) a cable, \( \Sigma_{c,k} \). These models are defined as follows.

1) Node Model for the Supplying Mode: Based on Fig. 4 and Table I, the subsystem model for a swarm unit operating in the supplying mode, \( \Sigma_{s,j} \), is developed in three steps. First, the input and output definitions of Fig. 4 are used. Therefore, the control vector is \( \tilde{u}_{s,j} = \begin{bmatrix} \tilde{u}_{0,ref,j} \\ \tilde{u}_{dr,j} \end{bmatrix} \), the coupling input is \( \tilde{s}_{s,j} = \tilde{t}_{n,j} \), the subsystem output is \( \tilde{y}_{s,j} = \tilde{v}_{n,j} \), and the coupling output is \( \tilde{z}_{s,j} = \tilde{v}_{n,j} \). Second, the droop control scheme expressed in (1) with an LPF, as indicated in Table I, is incorporated. This LPF is characterized by the filter frequency \( f_{LPF} \). The droop equation (1) is linearized around the steady-state values \( \tilde{t}_{n,j} \) and \( \tilde{R}_{dr,j} \). Third, the step-up converter shown in Fig. 2 is represented by an output-side-only model, as discussed in Section IV-C. The output behavior of the step-up converter is modeled according to (13) using the output-side transfer functions \( Z_o(s) \) and \( T_{VC}(s) \). These three steps result in the supplying mode swarm unit model, which is shown in Fig. 7 and is defined as follows:

\[
\dot{x}_{s,j} = \begin{bmatrix} -f_{LPF} & 0 & 0 \\ B_{VC} & A_{VC} & 0 \\ 0 & 0 & A_{Zo} \end{bmatrix} \begin{bmatrix} \tilde{u}_{0,ref,j} \\ \tilde{u}_{dr,j} \end{bmatrix} + \begin{bmatrix} f_{LPF} - \tilde{t}_{n,j} \cdot f_{LPF} \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} \tilde{v}_{n,ref,j} \\ \tilde{v}_{dr,j} \end{bmatrix} = \begin{bmatrix} A_{s,j} \\ B_{s,j} \\ \tilde{R}_{dr,j} \cdot f_{LPF} \end{bmatrix} \begin{bmatrix} \tilde{t}_{n,j} \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 & C_{VC} & -C_{Zo} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \tilde{s}_{s,j} \\ \tilde{z}_{s,j} \\ \tilde{D}_{s,j} \end{bmatrix} = \begin{bmatrix} \tilde{x}_{s,j} \\ \tilde{z}_{s,j} \\ D_{s,j} \end{bmatrix} \]

\[\Sigma_{s,j} : \]

\[
\begin{align*}
\tilde{v}_{n,j} &= C_{s,j} \cdot \tilde{x}_{s,j} \\
\tilde{v}_{n,j} &= C_{s,j} \cdot \tilde{x}_{s,j} \\
\tilde{v}_{n,j} &= C_{s,j} \cdot \tilde{x}_{s,j} \\
\end{align*}
\]

where the following hold.

1) \( \tilde{x}_{s,j} \) is the vector of the state variables for swarm unit \( j \) operating in the supplying mode.

2) \( A_{VC}, B_{VC}, C_{VC}, \) and \( \tilde{x}_{VC,j} \) give the state-space representation of \( T_{VC}(s) \).

3) \( A_{Zo}, B_{Zo}, C_{Zo}, \) and \( \tilde{x}_{Zo,j} \) give the state-space representation of \( Z_o(s) \).

4) \( A_{s,j}, B_{s,j} \) is the system matrix, \( B_{s,j} \) is the control matrix, \( C_{s,j} \) is the output matrix, \( D_{s,j} \) is the direct feedthrough matrix, \( \tilde{S}_{s,j} \) is the coupling input matrix, and \( C_{s,k} \) is the coupling output matrix of the subsystem for swarm unit \( j \) operating in the supplying mode.

2) Node Model for the Charging Mode: Based on Fig. 4 and Table I, the subsystem model for a swarm unit operating in the charging mode, \( \Sigma_{ch,j} \), is also developed in three steps. As for the supplying mode, first, the input and output definitions of Fig. 4 are used. Therefore, the control input is \( \tilde{u}_{ch,j} = \tilde{t}_{n,ref,j} \), the coupling input is \( \tilde{s}_{ch,j} = \tilde{t}_{n,j} \), the subsystem output is \( \tilde{y}_{ch,j} = \tilde{v}_{n,j} \), and the coupling output is \( \tilde{z}_{ch,j} = \tilde{v}_{n,j} \). Second, the nodal CC scheme listed in Table I is incorporated. Third, the step-down converter shown in Fig. 2 is represented by an input-side-only model, as discussed in Section IV-C. The input behavior of the step-down converter is modeled according to (19) using the input-side transfer functions \( T_c(s), Y_{in}(s), \) and \( T_{CC}(s) \). As described in Section IV-C, the capacitor is modeled as an ideal capacitor with capacitance \( C \) according to (14). The abovementioned steps result in the charging mode swarm unit model, which is shown in Fig. 8 and is defined as follows:

\[
\dot{x}_{ch,j} = \begin{bmatrix} 0 & -C_{CC}/C & -C_{Yin}/C \\ B_{Yin} & A_{CC} & 0 \\ 0 & 0 & A_{Yin} \end{bmatrix} \begin{bmatrix} \tilde{u}_{n,j} \\ \tilde{b}_{ch,j} \end{bmatrix} + \begin{bmatrix} \tilde{R}_{dr,j} \cdot f_{LPF} \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} \tilde{v}_{n,ref,j} \\ \tilde{v}_{dr,j} \end{bmatrix} = \begin{bmatrix} \tilde{x}_{ch,j} \\ \tilde{z}_{ch,j} \\ D_{ch,j} \end{bmatrix} \]

\[\Sigma_{ch,j} : \]

\[
\begin{align*}
\tilde{v}_{n,j} &= C_{s,j} \cdot \tilde{x}_{s,j} \\
\tilde{v}_{n,j} &= C_{s,j} \cdot \tilde{x}_{s,j} \\
\tilde{v}_{n,j} &= C_{s,j} \cdot \tilde{x}_{s,j} \\
\end{align*}
\]

where the following hold.

where the following hold.
1) \( \bar{x}_{\text{ch},j} \) is the vector of the state variables for swarm unit \( j \) operating in the charging mode.

2) \( A_{\text{CC}}, B_{\text{CC}}, C_{\text{CC}}, \) and \( \bar{x}_{\text{CC},j} \) give the state-space representation of \( T_{\text{CC}}(s) \).

3) \( A_{\text{Ym}}, B_{\text{Ym}}, C_{\text{Ym}}, \) and \( \bar{x}_{\text{Ym,j}} \) give the state-space representation of \( Y_m(s) \).

4) \( A_{\text{ch},j} \) is the system matrix, \( B_{\text{ch},j} \) is the control matrix, \( C_{\text{ch},j} \) is the output matrix, \( D_{\text{ch},j} \) is the direct feedthrough matrix, \( S_{\text{ch},j} \) is the coupling input matrix, and \( C_{z,ch,j} \) is the coupling output matrix of the subsystem for swarm unit \( j \) operating in the charging mode.

3) Cable Model: Based on Fig. 4, the cable model \( \Sigma_{c,k} \) is developed in two steps. First, the input and output definitions of Fig. 4 are used. Therefore, the coupling input is \( \bar{x}_{c,j} = \Delta \bar{u}_{c,k} \), the subsystem output is \( \bar{x}_{c,j} = \bar{i}_{c,k} \), and the coupling output is \( \bar{x}_{c,j} = \bar{i}_{c,k} \). There is no control vector. Second, the cable model comprises inductive and resistive elements, as shown in Fig. 5. The line equation is given as follows:

\[
\Delta \bar{u}_{c,k} = L_c \cdot \bar{i}_{c,k} + R_c \cdot \bar{i}_{c,k} \quad (23)
\]

where \( R_c \) is the cable resistance, and \( L_c \) is the cable inductance. The length \( l_c \), the conductivity \( \sigma_c \), and the cross-sectional area \( A_c \) of the cable are considered

\[
R_c = \frac{2 \cdot l_c}{\sigma_c \cdot A_c}. \quad (24)
\]

The full model of the subsystem corresponding to cable \( k \) with state vector \( \bar{x}_{c,k} \) is expressed as follows:

\[
\Sigma_{c,k} : \left[ \begin{array}{c}
\dot{\bar{x}}_{c,k} \\
\bar{i}_{c,k} \\
\bar{u}_{n,s} \\
\bar{u}_{n,ch}
\end{array} \right] = \left[ \begin{array}{c}
\bar{A}_{c,k} \\
\bar{B}_{c,k} \\
\bar{C}_{s,k} \\
\bar{D}_{c,k}
\end{array} \right] \left[ \begin{array}{c}
\bar{x}_{c,k} \\
\bar{i}_{c,k} \\
\bar{u}_{n,s} \\
\bar{u}_{n,ch}
\end{array} \right] + \left[ \begin{array}{c}
\bar{u}_{n,s} \\
\bar{x}_{ch} \\
\bar{i}_{n,s} \\
\bar{i}_{n,ch}
\end{array} \right]
\]

where \( \bar{A}_{c,k} \) is the system matrix, \( \bar{B}_{c,k} \) is the control matrix, \( \bar{C}_{c,k} \) is the output matrix, \( \bar{D}_{c,k} \) is the direct feedthrough matrix, \( \bar{S}_{c,k} \) is the coupling input matrix, and \( \bar{C}_{z,c,k} \) is the coupling output matrix of the subsystem for cable \( k \). Note that vector and matrix notation is maintained even for the scalar quantities in (25). This is done to maintain coherence with (21) and (22) and to facilitate clear referencing when combining the subsystems into the system model in Section IV-D4 as follows.

4) Combined System Model: To construct the overall system model, the definitions derived throughout Section IV are combined. The overall cascaded system model definition according to (3) and Fig. 3 is followed. The individual subsystem definitions for \( \Sigma_{s,j} \) in (21), \( \Sigma_{ch,j} \) in (22), and \( \Sigma_{c,k} \) in (25) are used.

In accordance with (3), the individual subsystem definitions are aggregated according to their types: \( \Sigma_s, \Sigma_{ch}, \) and \( \Sigma_c \). This means that all vectors, namely, \( \bar{x}_s, \bar{x}_{ch}, \bar{x}_c, \bar{u}_s, \) and \( \bar{u}_{ch} \), are combined vectors of the respective quantities corresponding to the individual subsystems. For example, \( \bar{x}_s \) is a vector of all \( \bar{x}_{s,j} \). Furthermore, all obtained matrices, namely, \( A_s, A_{ch}, A_c, B_s, B_{ch}, C_s, C_{ch}, C_c, C_{sz,s}, C_{sz,ch}, C_{z,c}, S_s, S_{ch}, \) and \( S_c \), possess a diagonal structure consisting of the respective quantities of the individual subsystems. For example, \( A_s \) is the system matrix for all swarm units operating in the supplying mode and is constructed using the elements of \( A_{s,j} \) in a diagonal form. The algebraic coupling definition of (9) is used to connect the submodules to each other. Thus, the overall system model is derived as follows:

\[
\dot{\bar{x}} = \left[ \begin{array}{ccc}
A_s & 0 & S_s M_s^T C_{z,c} \\
0 & A_{ch} & S_{ch} M_{ch} C_{z,ch} \\
S_{s,M} C_{z,s} & S_{ch,M} C_{z,ch} & A_c
\end{array} \right] \left[ \begin{array}{c}
\bar{x}_s \\
\bar{x}_{ch} \\
\bar{x}_c
\end{array} \right] = A \quad \Sigma_{SMG}:
\]

\[
\left[ \begin{array}{c}
\bar{u}_s \\
\bar{u}_{ch}
\end{array} \right] = B \quad \Sigma_{SMG}:
\]

\[
\left[ \begin{array}{c}
\bar{u}_s \\
\bar{u}_{ch}
\end{array} \right] = B \quad \Sigma_{SMG}:
\]

\[
\bar{y} = D \quad \Sigma_{SMG}:
\]

\[
\bar{y} = D \quad \Sigma_{SMG}:
\]

(26)

V. EXPERIMENTAL VALIDATION

In this section, the swarm microgrid model developed in Section IV is validated in a laboratory environment. The objective of this validation is to demonstrate the accurate modeling of the system. Experimental data are compared with simulation results on the basis of the LTI model. The model validation criteria are threefold. First, the simulation output should match the experimental data. In particular, any mismatches due to ripples should be less than 10% of the average values. Second, the model response should be especially accurate to changes in the reference values with waveforms similar to those observed in the experimental setup. Third, the model must adequately represent spikes and rapid changes, particularly after increases in the power drawn by any swarm unit.

To compare the simulation results of the LTI model with the experimental data, the steady-state values need to be
determined. As in Section IV, the following convention is used: $x = X + \bar{x}$, where $X$ is the steady-state value, and $\bar{x}$ is the small-signal perturbation. The steady-state equations for a swarm microgrid are given in Appendix B. The remainder of this section is divided into two parts. First, the experimental design is presented; second, the obtained results are discussed.

A. Experimental Design

The experimental setup is depicted in Fig. 9. Swarm units $j = 1$ and $j = 2$ are operating in the supplying mode using step-up converters. Swarm units $j = 3$ and $j = 4$ are operating in the charging mode using step-down converters. All three relevant types of interactions are present in the chosen topology: 1) interactions between neighboring swarm units in the supplying mode; 2) interactions between neighboring swarm units in the charging mode; and 3) interactions between neighboring swarm units in different modes.

The values of the model parameters are provided in the third column of Table III presented in Section VI-C. The parameters related to the cable resistances are chosen such that utilization of standard laboratory equipment is possible. The only deviation from the parameter values provided in Table III is the steady-state nodal current reference $I_{n,ref,j}$, for which the reference values are $I_{n,ref,3} = -1 \text{ A}$ and $I_{n,ref,4} = -0.8 \text{ A}$. As such, the two swarm units operating in the charging mode have two different steady-state reference current values, and the waveforms are clearly distinguishable.

Details on the laboratory equipment used and the parameter identification for the converter behavior are provided in Appendix C. To demonstrate the coherence of the model and the experimental behavior, three perturbations are applied to the system: 1) an increase and a subsequent decrease in $r_{d,n1}$ for swarm unit $j = 1$, at $t = 0.2 \text{ s}$ and $t = 0.3 \text{ s}$, respectively; 2) an increase and a subsequent decrease in $v_{0,ref,j}$ for swarm unit $j = 1$, at $t = 0.4 \text{ s}$ and $t = 0.5 \text{ s}$, respectively; and 3) a decrease and a subsequent increase in $I_{n,ref,j}$ for swarm unit $j = 3$, at $t = 0.6 \text{ s}$ and $t = 0.7 \text{ s}$, respectively.

B. Comparison of Model-Derived Simulations and Experimental Results

The laboratory results are presented in Fig. 10. The first and third plots from the top show the corresponding laboratory (lab) data for the node voltages $v_{n,j}$ and the nodal currents $i_{n,j}$, respectively. The second and fourth plots show the simulation (sim) results for the same quantities obtained using the LTI model derived in (26). In the following, an assessment in accordance with the three validation criteria defined earlier is undertaken.

The results of the LTI model generally resemble the real-world behavior well. The highest ripple content is present at unit $j = 3$ between between $t = 0.6 \text{ s}$ and $t = 0.7 \text{ s}$, when the highest current is drawn from the network. The voltage ripples are less than 2 V in amplitude. This corresponds to a ripple content of less than 3%. The current ripples are less than 0.1 A in amplitude. This corresponds to a ripple content of less than 6%. In both cases, the ripple content is less than 10%. Therefore, the first validation criterion is fulfilled.

Furthermore, the behavior in response to changes in the reference values is well modeled, thus also fulfilling the second validation criterion. First, an increase in $v_{0,ref,1}$ causes a decrease in $v_{n,1}$, as in (1). Second, an increase in $v_{0,ref,1}$ results in an increase in $v_{n,1}$, as in (1). The two swarm units operating in the supplying mode share the load following the droop equation (1). Changes to the reference parameters in the droop control scheme are visible in the resulting effects on the current sharing characteristics. For example, as $r_{d,n1}$ increases between $t = 0.2 \text{ s}$ and $t = 0.3 \text{ s}$, $i_{n,1}$ decreases, whereas $i_{n,2}$ increases. Third, the nodal current at swarm unit $j = 3$ is directly controlled through $i_{n,ref,3}$.

The waveforms after the corresponding increase and decrease in the power drawn from the network are accurately modeled, particularly the waveforms of the spikes. Therefore, the third validation criterion is also fulfilled.

VI. Stability Analysis

In this section, the stability of a swarm microgrid is analyzed to demonstrate its expandability. Expandability up to $n = 1000$ is defined as a core requirement for swarm microgrids, as discussed in the second item in Section II-B. Building on the practical validation for a swarm microgrid of size $n = 4$ in Section V, this section demonstrates the results of increasing the quantity of swarm units to $n = 1000$. As laboratory validation is no longer feasible at this scale, the LTI model is utilized. The modeling approach derived in Section IV is used to scale the model up to a large microgrid. The generic topology shown in Fig. 11(b) is used. In the first part of this section, a qualitative assessment of stability is undertaken, followed by a detailed quantitative analysis including single-parameter variation and two-parameter variation.

A. Qualitative Assessment of Stability

Before the stability of the system is assessed quantitatively, this section first undertakes a brief qualitative assessment. The method is inspired by the assessment of the relationships between species in a given ecosystem [51]. When assessing such an ecosystem, the interactions between different species are captured with fundamental types of relationships, such as competition and mutualism. Similarly, the relationships between state variables of a microgrid model can be assessed [51]. For this assessment, the elements $a_{hi} \in A$ of the system matrix $A$ defined in (26) are analyzed. Two qualitative robustness metrics as discussed in [51] and [52] are used. Both metrics are defined, such that a low value indicates a high robustness.
Fig. 10. Laboratory (lab) and simulation (sim) data obtained for \( n = 4 \) using the topology in Fig. 9, with \( I_{\text{in,ref},3} = -1 \) A and \( I_{\text{in,ref},4} = -0.8 \) A, under the application of step changes to \( r_{\text{dr},1}, v_{\text{0,ref},1}, \) and \( i_{\text{in,ref},3} \) as indicated by the arrows at the top of the figure; all other parameters are as provided in Table III.

Fig. 11. Topologies for (a) \( n = 4 \) with \( n_s = 2 \) and (b) \( n \geq 8 \) with \( 2 \cdot n_s = n \).

The first metric \( \beta_1 \) assesses the self-regulatory properties of the state variables and is defined as

\[
\beta_1 = \frac{N_{\text{diag, pos}}(A)}{N_{\text{diag}}(A)}
\]

where \( N_{\text{diag}}(A) \) is the number of diagonal elements \( a_{hg} \in A, h = g \); \( N_{\text{diag, pos}}(A) \) is the number of positive diagonal elements \( a_{hg} > 0, h = g \).

The second metric \( \beta_2 \) assesses the interactions between different state variables and is defined as

\[
\beta_2 = \frac{N_{\text{link, pos}}(A)}{N_{\text{link}}(A)}
\]

where \( N_{\text{link}}(A) \) is the number of links of \( A \). A link is defined as a pair of non-diagonal elements \( a_{hg} \in A, a_{gh} \in A \), \( h \neq g \). Furthermore, \( N_{\text{link, pos}}(A) \) is the number of links for which \( a_{hg} \cdot a_{gh} > 0, h \neq g \).

The qualitative robustness is assessed for two microgrid sizes, \( n = 4 \) and \( n = 1000 \). The results are summarized in Table II and discussed as follows. For both microgrid sizes, none of the diagonal elements are positive, hence \( \beta_1 = 0 \). This indicates that the state variables are generally self-regulating.

In terms of interactions between the different state variables, there are points of concern due to the presence of positive links and, hence, \( \beta_2 > 0 \). Further analysis reveals that there is one positive link for every node in the charging mode. This is the link between the state variable for the ideal capacitor model and one state variable for the input admittance model. The direct connection between the capacitance and the input admittance is also apparent from the small-signal model shown in Fig. 8. The relationship between the capacitance and input admittance is further analyzed in the following quantitative stability analysis, in particular, in the section presenting the two-parameter variation. The number of positive links scales proportionally to \( n \), whereas the total number of links scales proportionally to \( n^2 \). Consequently, and as shown in Table II, the discussed robustness indicator improves with an increase in the size of the microgrid.

**B. Analysis of Expandability to \( n = 1000 \)**

To assess the expandability of the microgrid, the stability of the swarm microgrid system matrices for different microgrid sizes is analyzed based on their eigenvalues. The system matrix \( A \) in (26) has eigenvalues of \( \lambda(A) \), and the system is stable if the real part \( \lambda_{re} \) of eigenvalue \( \lambda \) is negative for all \( \lambda(A) \)

\[
\lambda_{re}(A) < 0.
\]

In addition, the following performance specifications need to be met.
In addition to the validation of the effect of the microgrid size on the stability of the system given in Section VI-B, an assessment of the effect of varying all other modeling parameters is presented in this section. The parameter variation ranges are selected by considering a realistic value range for each individual parameter. The size of the microgrid system is kept constant at $n = 1000$. An eigenvalue analysis is conducted to assess the impacts of variations in each parameter on the system stability. The parameters varied include the parameters of the transfer functions modeling the dc–dc converters, as discussed in Section IV. These transfer functions, namely, $Z_o(s)$, $T_{VC}(s)$, $Y_{oa}(s)$, and $T_{CC}(s)$, follow the generic structure of (20). The parameter identification for these transfer functions is provided in Appendix C. All parameters of these transfer functions except those identified to have trivial values of $\{1, 0\}$ are considered as part of this analysis. The list of parameters also includes parameters that are less specific to swarm microgrids. For these parameters, value ranges similar to those reported in the literature were chosen [18], [30], [48]. In this section, single-parameter variations are assessed first, followed by an assessment of two-parameter variations.

1) Single-Parameter Variations: The single-parameter analysis is summarized in Table III. For each parameter, the symbol, the description, the reference value, the parameter unit, and the parameter variation range from the smallest to the largest value are provided along with the corresponding eigenvalue results. Positive eigenvalues, which indicate an unstable microgrid, are marked in bold font. In addition to the analysis of the eigenvalues, the performance specifications defined in Section VI-B are also assessed for. The subsequent analysis is divided into three parts, discussing the effects of variations in parameters related to the 1) network; 2) supplying mode behavior; and 3) charging mode behavior.

For the network parameters, no single-parameter variation can cause the system to become unstable. In particular, neither the cable length $l_c$ nor the ratio of cable inductance to cable resistance $L_c/R_c$ has a detrimental impact on stability. There is no significant impact on the critical eigenvalues. Considering (24) and the parameter value ranges of the network parameters presented in Table III, the value range for the cable resistance is between $R_c = 2 \, \text{m\Omega}$ and $R_c = 2 \, \Omega$. Despite this wide range and the large microgrid size of $n = 1000$, no detrimental impact on stability is found.

Most of the supplying mode parameters do have an impact on the critical eigenvalues, although without making the system unstable. However, variations in the parameters that model the output impedance can result in system instability. The parameters that can lead to an unstable microgrid when varied across their variation ranges are as follows:

1) $K_{2Z}$, the proportional gain of the second-order subsystem of the output impedance.
2) $\zeta_2$, the damping factor of the second-order subsystem of the output impedance.
3) $T_{zero,2}$, the time constant associated with the transfer function zero of the second-order subsystem of the output impedance.

For the charging mode parameters, several single-parameter variations do not have an impact on stability. However, all four parameters concerning the input admittance exert a...
strong detrimental impact on stability. These parameters are as follows:
1) $K_2, Y$, the proportional gain of the second-order subsystem of the input admittance.
2) $T_3, Y$, the time constant associated with the double pole pair of the second-order system of $Z(s)$.
3) $\zeta_Y$, the damping factor of the second-order subsystem of the input admittance.
4) $T_{zero, Y}$, the time constant associated with the transfer function zero of the second-order subsystem of $Z(s)$.

The identified parameters that can cause unstable microgrid configurations due to single-parameter variations form the set $K_{unstable}$, defined as:

$$K_{unstable} = \{ K_2, Z, \zeta Z, T_{zero, Z}, K_2, Y, T_3, Y, \zeta Y, T_{zero, Y}\}.$$ (33)

This set is further analyzed in Section VI-C2, focusing on two-parameter variations.

2) Two-Parameter Variations: A more in-depth analysis is undertaken by assessing two-parameter variations. The results are summarized in Table IV and discussed as follows. For each considered two-parameter variation, the first parameter is one of the seven parameters from the set $K_{unstable}$, defined in (33). The second parameter is one of the 20 parameters defined in Table III. Both parameters are varied over the ranges specified in Table III with $N_{\text{var}}$ different values. With $N_{\text{var}} = 10$, for each two-parameter variation combination, the total number of microgrid configurations assessed is $N_{\text{var}}^2 = 100$. Accordingly, the number of microgrid system matrices assessed in this analysis totals $7 \times 20 \times 100 = 14000$. Due to the high computational effort associated with such a large number of microgrid simulations, the system size is reduced to $n = 100$. The reference eigenvalue plot for $n = 100$ is provided in Fig. 12(b).
TABLE IV
RESULTS OF TWO-PARAMETER VARIATIONS WITH \( n = 100 \); PARAMETER DEFINITIONS AND VARIATION RANGES CONSISTENT WITH TABLE III; THE PERFORMANCE SPECIFICATIONS DEFINED IN (A.1)–(A.3), (30), AND (31) ARE MET FOR ALL ASSESSED VARIATIONS

| First parameter | \( K_{2,Y} \) | \( \zeta \) | \( T_{s_2,Y} \) | \( K_{2,Y} \) | \( \zeta \) | \( T_{s_2,Y} \) |
|------------------|-------------|-------------|----------------|-------------|-------------|----------------|
| Baseline, single parameter variations | | | | | | |
| Network parameters, two-parameter variations | | | | | | |
| \( L_c \) | 50% | 20% | 10% | 10% | 20% | 10% |
| \( \sigma_c \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( A_c \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( L_c/R_c \) | 50% | 20% | 10% | 20% | 10% | 20% |
| Supplying mode parameters, two-parameter variations | | | | | | |
| \( R_{dr} \) | 50% | 20% | 10% | 10% | 20% | 10% |
| \( V_{ref} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( f_{LPF} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( T_{2,Z} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( \zeta \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( T_{s_2,Y} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| Charging mode parameters, two-parameter variations | | | | | | |
| \( I_{ref} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( C \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( T_{2,Z} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( K_{2,Y} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( T_{s_2,Y} \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( \zeta \) | 50% | 20% | 10% | 20% | 10% | 20% |
| \( T_{s_2,Y} \) | 50% | 20% | 10% | 20% | 10% | 20% |

The single-parameter variation of \( \zeta \), 20% of the microgrid configurations are unstable. In comparison, for the two-parameter variation of \( L_c \) and \( \zeta \), 23% of the microgrid configurations are unstable. The only parameter that has a significant impact on stability when varied together with another parameter is the ratio \( L_c/R_c \) when varied together with \( T_{2,Y} \). Here, the percentage of unstable microgrid configurations is 3.7 times greater than that of the baseline. Such strong impact can be explained by the resonance of the line inductance with the input admittance. This is one reason why nodal CC is an important part of the control strategy summarized in Table I.

The supplying mode parameters give rise to one two-parameter variation that leads to a reduction in the percentage of unstable microgrid configurations: the two-parameter variation of \( R_{dr} \) and \( K_{2,Y} \). This relationship is shown in more detail in Fig. 13, where all \( N_{2,Y}^2 = 100 \) microgrid configurations associated with this two-parameter variation are represented. Unstable microgrid configurations are marked with red crosses, and stable microgrid configurations are marked with blue circles. For better orientation, the reference parameter set from Table III is also indicated. The results in Fig. 13 show that a wide range of values for \( R_{dr} \) is allowed even for extreme values of \( K_{2,Y} \). An important enabler for this wide allowed range of \( R_{dr} \) is the LPF, which enables a damped implementation of the droop equation (1). This relationship is demonstrated when undertaking the same analysis of varying \( R_{dr} \) and \( K_{2,Y} \) but with a much higher value for \( f_{LPF} \), as presented in Fig. 14. The high value of \( f_{LPF} \) means that the LPF is effectively deactivated. The results provided in Fig. 14 show that when the LPF is deactivated, the range of values for \( R_{dr} \) that result in a stable microgrid configuration is much more limited.

Supplying mode parameters other than \( R_{dr} \) have a detrimental impact on stability. The most severe impact is exerted by the parameters related to the output impedance. When any two of the four parameters modeling the output impedance are varied simultaneously, the number of unstable microgrid configurations increases significantly in comparison with the baseline. However, an even stronger increase in the number of unstable microgrid configurations is observed when an output impedance parameter is varied together with an input admittance parameter. The strongest impact is observed when varying \( K_{2,Z} \) and \( K_{2,Y} \) together. This two-parameter variation of \( K_{2,Z} \) and \( K_{2,Y} \) is shown in Fig. 15. To attain a stable microgrid configuration, the value of \( K_{2,Z} \) needs to be positive, and \( K_{2,Y} \) should be small. As long as the values are close to the reference values, the microgrid configurations are stable.

For the charging mode parameters, the results show a similar pattern. The two-parameter sets that include two input admittance values lead to an increase in the number of unstable microgrids. However, the variation of the input capacitance \( C \) has a beneficial effect. For example, when \( T_{s_2,Y} \) is varied together with \( C \), the percentage of unstable microgrids decreases from 30% to 22%. This direct link between the model of the input capacitor and the model of the input admittance was already identified in Section VI-A during the qualitative assessment. Also for \( \zeta \), the variation of \( C \) has a positive impact. The two-parameter variation of \( C \) and \( \zeta \) is shown in Fig. 16. A large value of \( C \) helps to attain stable microgrid configurations, even for low values of \( \zeta \).
Because both the input admittance and the output impedance have a strong impact on microgrid stability, a more compact way of representing two-parameter variation results is provided in Fig. 17. Here, the step response behaviors of the battery-connected converters of the individual swarm units when disconnected from the microgrid are categorized into allowed areas and no-go areas. Allowed areas, which are shaded in light gray, represent the step responses of parameter value sets that are required to attain a stable microgrid configuration. No-go areas, which are shaded in dark gray, represent the step responses of parameter value sets that result in an unstable microgrid configuration. 

In Fig. 17(a), the characterization of the output impedance based on the response to a change in $T_{n,i}$ is shown. Allowed and no-go behavior areas are defined. Specific examples are shown for the variation pair of $T_{2,Z}$ and $T_{zero,Z}$. The input admittance is characterized in the same manner in Fig. 17(b) based on the response to a change in $\bar{b}_{n,j}$. Allowed and no-go behavior areas are defined, and specific examples are shown for the variation pair of $T_{2,Y}$ and $T_{zero,Y}$.

The representation in terms of allowed and no-go areas is intended to provide a concise tool for practical implementation. In particular, these definitions enable rapid assessment of individual converters in terms of their suitability for a swarm microgrid implementation. Such assessment must be carried out with the converter connected to a battery, as shown in Fig. 6.

**D. Summary of Key Results**

This section summarizes the key results, synthesizing the practical value of this work. Section VI-B demonstrated the expandability of a swarm microgrid to a large size of up to 1000 swarm units. Section VI-C1 established the low sensitivity of this stability to changes in the model parameters. In Section VI-C2, this robustness was assessed further, leading to the definition of allowed and no-go areas for converter behavior. It is important to emphasize that all of these assessments were possible without knowledge of the internal structures of the converters. This is particularly relevant for organizations implementing swarm microgrids. Such an organization will most likely not have access to the details of the internal structures of the power converters.

The following summary aims to enable such organizations to ensure stable swarm microgrid operation with only a black-box behavioral assessment using standard laboratory equipment. The criteria listed in the following can be utilized early on in a swarm microgrid project, particularly during planning and procurement activities.

1) All swarm units include a battery, as shown in Fig. 2. This is essential for the following statements, in particular, for the converter behavior analysis. Details of the converter behavior models are shown in Fig. 6.

2) The control strategy summarized in Table I is to be followed. For units operating in the supplying mode, this includes the reference parameters to enable droop control as per (1) and an LPF for this droop control scheme. For units operating in the charging mode, this includes the nodal CC scheme. An overview of all input and output parameters is provided in Fig. 6.

3) The network parameters have no significant influence on stability, as shown in Table III. Neither a variation of the line inductance nor a variation of parameters determining the line resistance leads to an unstable system. The relevant sizing and topological layout should be determined using other methods, such as power flow optimization.

4) For supplying mode operation using step-up conversion, the converter must inherently provide output VC. Furthermore, the output impedance behavior of the step-up converter is critical to swarm microgrid stability. A step response characterization of the output impedance must be undertaken with batteries connected to the converters. These batteries should be of a type and condition as similar as possible to those to be used in field deployment.

5) For charging mode operation using step-down conversion, the converter must inherently provide input CC. Furthermore, the input admittance behavior of the step-down converter is critical to swarm microgrid stability. A step response characterization of the input admittance must be undertaken with the allowed area shaded in light gray in Fig. 17(a).

All of the presented validations are to be undertaken with batteries connected to the converters. These batteries should be of a type and condition as similar as possible to those to be used in field deployment.

**VII. Conclusion**

The concept of swarm electrification is based on modular, rapidly deployable, and expandable swarm microgrids. In this article, a decentralized control strategy that enables self-stabilization for swarm electrification, even under changing topological conditions, was developed and analyzed. To validate the performance of the proposed control strategy, a mathematical model of swarm microgrids of various sizes was developed. This model captures the core architectural attributes of swarm microgrids. To achieve a realistic but highly scalable model, a cascaded system modeling approach
was adopted in the model development process while integrating the gray-box modeling of individual power electronic converters. Such a swarm microgrid was demonstrated to be stable and robust on the basis of experimental validation using dual-active-bridge converters, eigenvalue analysis, and an assessment of the influence of parameter variations. The model for large-scale deployment demonstrated a high stability margin, even for large swarm microgrids of up to 1000 swarm units. The unique ad hoc deployability of swarm microgrids makes them highly valuable for applications in energy access and emergency relief situations.

APPENDIX

A. Application of Swarm Microgrids

Swarm microgrids that interconnect SHSs are deployed across Bangladesh [54]. An example of swarm microgrid components in operation is provided in Fig. 18. This figure shows a tea stall that has an SHS and is connected to a swarm microgrid. The SHS, cable connection to neighboring buildings, and a telecommunication tower are marked. The swarm microgrid is located in the Faridpur District, in the south of Bangladesh.

B. Steady-State Equations

The analysis is undertaken around a steady-state operating point. The steady-state values are obtained via a dc circuit analysis. The following convention is used: $x = X + \tilde{x}$, where $X$ is the steady-state value, and $\tilde{x}$ is the small-signal perturbation.

For swarm units operating in the supplying mode, the node voltages must satisfy the droop equation (1) for the steady-state values as well

$$V_{n,j} = V_{0,ref,j} - R_{d,r,j} \cdot I_{n,j} \quad \forall \ j = 1, \ldots, n_s.$$  \hfill (A.1)

For swarm units operating in the charging mode, the nodal currents are directly controlled, as specified in Table I. Therefore, the steady-state currents match the desired reference currents as follows:

$$I_{n,j} = I_{n,ref,j} \quad \forall \ j = n_s + 1, \ldots, n.$$  \hfill (A.2)

C. Gray-Box Model Identification

The gray-box model behaviors for both converter topologies derived in Section IV-C are identified on the basis of input–output step responses, as suggested in [35]. The identification follows the generic LTI function defined in (20). The identified parameter values are provided in the third column of Table III.

Laboratory experiments were performed using lead-acid batteries and dual-active-bridge converters that functioned as both step-up and step-down converters. The dual-active-bridge converters were digitally controlled. The digital controller used was a low-cost 32-bit microcontroller unit. Measurements were sampled at 100 kHz; control outputs were updated at 10 kHz. A KIKUSUI-PLZ-1004W electronic load was used to produce transient inputs. Data collection was undertaken using 50-MHz scopes of type GW-INSTEK GDS-1054B.
with B&K Precision model CP62 current probes and Testec TT-SI 9002 differential voltage probes.

1) Supplying Mode VC: The VC behavior was identified based on the response to a change in $v_{n,ref,j}$, as shown in Fig. 19(a). The transfer function was identified as a first-order system with $K_{1,VC} = 1$ and $K_{2,VC} = 0$, as follows:

$$T_{VC}(s) = \frac{1}{1 + T_{1,VC} \cdot s}. \quad (A.4)$$

2) Supplying Mode Output Impedance: The output impedance behavior was analyzed based on an increase in $v_{n,j}$, as shown in Fig. 19(b). The output impedance was identified as a second-order system with $K_{1,Z} = 0$

$$Z_o(s) = \frac{K_{2,Z} \cdot (1 + T_{zero,Z} \cdot s)}{1 + 2 \cdot \zeta Z \cdot T_{2,Z} \cdot s + (T_{2,Z} \cdot s)^2}. \quad (A.5)$$

3) Charging Mode CC: The behavior of the input CC loop was analyzed for a stepwise change in $\hat{i}_{n,ref,j}$, as shown in Fig. 19(c). The transfer function was identified as a second-order system, with $K_{1,CC} = 0$, $K_{2,CC} = 1$, and $T_{zero,CC} = 0$, as follows:

$$T_{CC}(s) = \frac{1}{1 + 2 \cdot \zeta CC \cdot T_{2,CC} \cdot s + (T_{2,CC} \cdot s)^2}. \quad (A.6)$$

4) Charging Mode Input Admittance: To obtain $Y_{in}(s)$, the reference nodal current must be held constant; therefore, $\hat{i}_{CC} = 0$. Furthermore, the reciprocal effects between the input admittance and the capacitor must be accounted for, as shown in Fig. 6(d). The step response to a change in the input voltage can be used to identify the parameters of $Y_{in}(s)$ as long as the behavior of the capacitor is accounted for. The capacitor was modeled as having ideal behavior according to (14). To assess the measured step response data, a numerical approximation of such an ideal capacitor, $\hat{\tilde{i}}_{C,num,j}$, was used

$$\hat{\tilde{i}}_{C,num,j} \approx C \cdot \frac{\Delta \hat{i}_{n,j}}{\Delta T}. \quad (A.7)$$

With this approximation, (16) can be written as

$$\frac{\hat{i}_{n,j} |_{t=0}}{\hat{i}_{n,j} |_{t}} = -\frac{\hat{\tilde{i}}_{C,num,j} - \hat{T}_{Y,in,j}}{\hat{T}_{Y,in,j}}. \quad (A.8)$$

The following detailed analysis process was followed.

1) The step-down converter was perturbed through a change in $\hat{i}_{n,j}$. The sampling time for the measurement was 1 ms.

2) Then, $\hat{\tilde{i}}_{C,num,j}$ was computed according to (A.7).

3) As the derivative approximation in (A.7) is susceptible to noise, the data needed to be filtered. For both the measured quantity $\hat{i}_{n,j}$ and the calculated quantity $\hat{\tilde{i}}_{C,num,j}$, a 50-μs moving average filter was applied.

4) Then, the parameters of $\hat{T}_{Y,in,j}$ were identified according to (A.8).

As shown in Fig. 19(d), the dotted black curve corresponding to the capacitor model adequately simulates the response in the time range from 0 ms to approximately 0.5 ms after the voltage change. However, after 0.5 ms, the curves deviate. Therefore, the admittance needs to model this particular

Fig. 19. Parameter identification for the transfer functions of the gray-box converter models. (a) $T_{VC}(s)$. (b) $Z_o(s)$. (c) $T_{CC}(s)$. (d) $Y_{in}(s)$. 
behavior, with a substantial deviation from the steady-state value at 2 ms and a return close to the initial steady-state value at approximately 4 ms. Accordingly, the transfer function for the admittance $Y_m(s)$ was identified as a second-order system with $K_{1,Y} = 0$

$$Y_m(s) = \frac{K_{2,Y} \cdot (1 + T_{zerm,Y} \cdot s)}{1 + 2 \cdot \zeta_Y \cdot T_{2,Y} \cdot s + (T_{2,Y} \cdot s)^2}.$$  \hfill (A.9)
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