Helium-like X-ray line complexes show that the hottest plasma on the O supergiant ζ Puppis is in its wind
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ABSTRACT
We present an analysis of Chandra grating spectra of key helium-like line complexes to put constraints on the location with respect to the photosphere of the hottest (T ≳ 6 × 10⁶ K) plasma in the wind of the O supergiant ζ Pup and to explore changes in the 18 years between two sets of observations of this star. We fit two models – one empirical and one wind-shock-based – to the S xv, Si xiii, and Mg xi line complexes and show that an origin in the wind flow, above r ≈ 1.5 R⋆, is strongly favored over an origin less than 0.3 R⋆ above the photosphere (r ≲ 1.3 R⋆), especially in the more recent, very long-exposure data set. There is a modest increase in the line and continuum fluxes, line widths, wind absorption signatures, and of the hot plasma’s distance from the photosphere in the 18 years since the first Chandra grating observation of ζ Pup. Both modes of modeling include the effects of dielectronic recombination satellite line blending on the helium-like complexes – the first time this has been accounted for in the analysis of He-like line ratios in O stars.
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1 INTRODUCTION
X-rays from single O stars are generally thought to arise in these stars’ winds, where the line-deshadowing instability (LDI) (Owocki et al. 1988) produces shock-heated plasma distributed in numerous locations above an onset radius that theory and observations both suggest is R₀ ≈ 1.5 R⋆ (Feldmeier et al. 1997; Kahn et al. 2001; Runacres & Owocki 2002; Cohen et al. 2014a). There are however persistent suggestions – based on interpretations of key line ratios in helium-like lines of metals – that the hottest X-ray plasma may arise much closer to the photosphere, where the LDI wind-shock mechanism should not be able to generate plasma of the observed temperatures (T ≳ 10⁷ K) and magnetic heating mechanisms are then invoked to explain the X-ray observations (Waldron & Cassinelli 2001; Cassinelli et al. 2001; Waldron & Cassinelli 2007). Additionally, recent multi-dimensional hydrodynamical simulations of the LDI show shock onset radii of less than 1.5 R⋆, although it is not clear that the shocks in this region are strong enough to produce X-rays (Sundqvist et al. 2018). In the LDI context, the He-like diagnostics can provide constraints on the strong-shock-onset radius.

Recent Chandra High Energy Transmission Grating Spectrometer (HETGS) spectra of ζ Pup (O4If) present an opportunity to make the most precise measurements yet in any single non-magnetic O star of the key diagnostic lines in the complex of transitions from n = 2 to the ground state in helium-like ions. This complex contains, from shortest to longest wavelength, the resonance line (5P₁ → 3S₀), the intercombination line (5P₂,1 → 3S₀), and the forbidden line (5S₁ → 1S₀) (Gabriel & Jordan 1969). The wavelength separation of these three lines is roughly equal to the Doppler-broadened line widths in the v∞ ≈ 2250 km s⁻¹ (Haber 1995) wind of ζ Pup. The lines therefore are blended and cannot reliably be measured separately but rather need to be fit simultaneously with a model.

The key diagnostic of the hot plasma location is the ratio of the strength of the forbidden line to that of the intercombination line. In coronal equilibrium (steady-state level populations governed by collisional excitation from the ground state and spontaneous decay from excited levels) the forbidden-to-intercombination line ratio (R ≡ f/i) is roughly 3 (with variation from element to element). However, photoexcitation (or at high enough densities, collisional excitation) can move electrons from the metastable upper level of the forbidden transition to the upper level(s) of the intercombination line, strengthening the latter at the expense of the former. Thus, the measured f/i ratio is sensitive to the local ultraviolet (UV) radiation field at the wavelength of the key transition between the two excited states (Gabriel & Jordan 1969; Blumenthal et al. 1972; Porquet et al. 2001). With
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1 The intercombination “line” is actually two very closely spaced lines which, with the Doppler broadening due to the wind’s high velocity, functionally constitute a single line feature.
an estimate of the photospheric flux at the relevant UV wavelengths, the $f/i$ line ratio becomes a diagnostic of the distance of the X-ray emitting plasma from the photosphere (Porquet et al. 2001; Kahn et al. 2001; Waldron & Cassinelli 2007). In the case that embedded wind shocks explain a star’s X-ray emission, the diagnostic tells us about the characteristic location of the shock-heated plasma or, in the context of a model of the spatial distribution of hot plasma, the onset radius of shock emission and the assumed filling factor above that (Leutenegger et al. 2006).

Because of the dependence on atomic number of the relevant transition rates and of the relevant UV wavelengths for photoexcitation, each helium-like ion has a different sensitivity to distances of interest, with higher-Z ions more effectively probing the base of the wind, and lower-Z ions the outer parts of the wind. For ζ Pup, which has an effective temperature of 40,000 K (Howarth & van Leeuwen 2019), the most sensitive line complexes for studying the base of the wind are those of S xv, Si xiii, and Mg xi, near 5.0, 6.7, and 9.2 Å, respectively. These ions, especially S xv, reside in the hottest plasma producing observable X-rays in ζ Pup. The temperatures of peak line emissivity are $1.3 \times 10^7$ K, $10^7$ K, and $6 \times 10^6$ K for S xv, Si xiii, and Mg xi, respectively (Bryans et al. 2006, 2009; Foster et al. 2012). In the cycle 1 Chandra observation of ζ Pup, obtained in 2000, the S xv line complex is the one that indicates a formation radius closest to the photosphere: $R_i/f_1 < 1.2 R_\odot$ (Cassinelli et al. 2001), $R_i/f_1 = 1.1^{+0.4}_{-0.3} R_\odot$ (Leutenegger et al. 2006), $R_i/f_1 < 1.22 R_\odot$ (Waldron & Cassinelli 2007).

The cycle 19 Chandra observations, obtained in 2018-19, have a much longer aggregate exposure time than the single observation taken in cycle 1. The better signal-to-noise of the more recent data allows us to place tighter constraints on the X-ray plasma location than those obtained from the older, shorter exposure time data. They also enable us to look for changes in the X-ray formation location in the 18 years between the observations. The hot plasma emission measure (Huenemoerder et al. 2020) and emission line fluxes (Cohen et al. 2020) have increased since the earlier observations, and the line profile shapes have also changed in a way consistent with a mass-loss rate increase (Cohen et al. 2020), so other changes to the wind X-ray properties may also be evident.

The subject of this study, ζ Pup (HD 66811, O4 I (n)fp; Sota et al. 2014), is the brightest early O star in the sky and has long been a prototype for studying the atmospheres and winds of O stars. A recent detailed analysis of the Hipparcos data by Howarth & van Leeuwen (2019) confirms the parallax of 3.01 ± 0.10 mas and the resulting distance of 332 ± 11 pc. Unfortunately, at a visual magnitude of 2, ζ Pup is too bright for inclusion in the GAIA EDR3/DR3 catalog (Gaia Collaboration et al. 2021). This distance result is controversial because it is approximately half the distance inferred from detailed spectroscopic modeling (e.g., Pauldrach et al. 2012), implying that ζ Pup is smaller, less luminous, and less massive than previously assumed. Howarth & van Leeuwen (2019) suggest that the properties can be understood if the star is a merger product. In this paper we adopt the stellar parameters those authors determined using the distance of 332 pc: $T_{\text{eff}} = 40,000$ K, $\log g = 3.58$, $\log(L_*/L_\odot) = 5.65$, $R_*/R_\odot = 13.5$, and $M_*/M_\odot = 20$. These are directly relevant to the work discussed in this paper only in terms of their impact on the UV photospheric flux from the stellar atmosphere model choice discussed in the next section.

Low-amplitude periodic and quasi-periodic variability in the opti-

\section{2 The Data}

More than 813 ks of pointed Chandra observations of ζ Pup, comprising 21 separate observations, were made during cycle 19 (2018-19, PI: Waldron). We downloaded all the data from the archive, along with the single, 68 ks cycle 1 observation from 2000, and reprocessed them using CALDB v. 4.8.5. We extracted the first order spectra from each on-axis pointing using standard CIAO tools, and produced corresponding response matrix and grating auxiliary response (effective area) files. These data are discussed elsewhere (Huenemoerder et al. 2020; Cohen et al. 2020), and specifically, they show only modest variability from pointing to pointing, with low-amplitude variability, described in the previous section, and no long-term trends evident (Nichols et al. 2021). Furthermore, the X-ray line flux and emission measure changes between cycle 1 and cycle 19 are significantly bigger than the variation within cycle 19. We therefore analyze all the cycle 19 data simultaneously and given the long total exposure time, these data have roughly three times better signal-to-noise than the cycle 1 observation that was the basis for the previous helium-like $f/i$ analyses of this star. An observing log is available in table 1 of Cohen et al. (2020).

\section{3 Modeling the Line Complexes}

The $f/i$ line ratio diagnostic depends on the relative rates of photoexcitation and spontaneous emission out of the metastable excited state of the forbidden line and so is a function of atomic parameters and the local UV mean intensity. The wavelengths for the UV photoexcitation are shortward of the Lyman edge for S xv and Si xiii and so the photospheric fluxes are not directly observed and instead have to be estimated from models.

The formalism for the line ratio’s dependence on atomic parameters and on the UV local mean intensity is described in Leutenegger et al. (2006) and the relevant atomic parameters are collected there. From that paper, we have the following equations:

\begin{equation}
R(r) = R_0 \frac{1}{1 + 2PW(r)},
\end{equation}

where $R_0$ is the $f/i$ ratio in the absence of UV excitation. $P = \phi_s/\phi_c$, where $\phi_c$ scales with the spontaneous emission rate and $\phi_s$ is the photoexcitation rate $2^3S_1 \rightarrow 2^3P_J$ at the photosphere:

\begin{equation}
\phi_s = 8\pi n_e^2 \frac{H_\nu}{m_e c^2} f \frac{1}{\hbar \nu}.
\end{equation}
in which \( H_\nu \) is the surface Eddington flux at the excitation wavelength, \( h \nu \) is the UV photon’s energy, \( \frac{2\nu^2}{mc^2} \) is the classical bound electron cross section, and \( f \) is the sum of the oscillator strengths of the transitions \( 2^3 S_1 \rightarrow 2^3 P_j \). Values for \( f \) and \( \phi_i \) as well as the UV wavelengths of the relevant transitions, are taken from table 1 in Leutenegger et al. (2006). Values of \( R_0 \) are 1.71, 2.38, and 2.91, for S xv, Si xiii, and Mg xi, respectively, are computed using the Astrophysical Plasma Emission Code (xspec, Foster et al. 2012) – see Appendix A for details. Lastly, \( W(r) \) is the geometrical dilution:

\[
W(r) = \frac{1}{2} \left( 1 - (1 - (R_*/r)^2)^{1/2} \right),
\]

where \( R_* \) is the star’s radius and \( r \) is the radial coordinate of the X-ray emitting plasma. This treatment does not account for the possible absorption or scattering of photospheric UV radiation as it propagates to the X-ray emitting plasma in the wind.

The \( f/i \) value for a particular element near the photosphere of a particular star is therefore uniquely determined by the surface flux and the distance of the X-ray emitting plasma from the photosphere. One traditional approach for determining the X-ray emitting plasma location is to measure the \( f/i \) line flux ratio and then to model the measured value to constrain the location, \( R_{f/i} \). Another, more sophisticated but more model-dependent, approach is to assume a spatial distribution of the X-ray emitting plasma and compute the line fluxes at each location in order to synthesize a spectral feature (Leutenegger et al. 2006). The parameters of the model, including those that describe the spatial distribution, can then be fit directly. We use both approaches here, implemented in xspec (Dorman & Arnaud 2001) as hewind and hewind, respectively. We describe each model later in this section.

Before fitting either of these models, we fit the continuum emission with a power-law model with index \( n = 2 \) (which corresponds to a flat spectrum in wavelength) over the spectral regions on either side of the complexes. In the cases of S xv and Mg xi we omitted wavelength ranges with potentially-contaminating weak lines. These continuum fits are shown in Appendix A of Cohen et al. (2020). Then the complexes themselves were fit with the relevant line complex model on top of this previously determined power-law continuum. The fitting was done by C statistic minimization (Cash 1979), and we determined 68\% confidence limits using the \( \Delta C \) formalism (Nousek & Shue 1989). We fit the two spectral orders (–1 and +1) and data from the two grating arrays (MEG and HEG), and in the case of the cycle 19 data, the separate observations, simultaneously but without co-adding any of them.

In addition to the weak continuum emission under the He-like lines, there are numerous, mostly weak, satellite lines generated by dielectronic recombination (DR) of He-like ions into the Li-like charge state, followed by cascades to the ground state in the presence of a spectator electron, producing lines with wavelengths similar to but generally a little bit longward of the corresponding He-like transitions. Traditionally in the type of analyses we present here, the satellite lines have been ignored, perhaps assumed to be approximately accounted for by the continuum modeling. The comprehensive paper by Porquet et al. (2001) does include a treatment of satellite line blending for Mg xi and Si xii, assuming intrinsically narrow lines and instrumental broadening for several different grating spectrometers and several different temperatures and dilution factors. The application of the Porquet et al. (2001) models to wind Doppler-broadened lines in O star spectra is somewhat uncertain, however, due both to the large Doppler broadening seen in O star X-ray spectra and to the particular temperature distribution in the X-ray emitting plasma of these stars.

Atomic models of DR satellites are complex, given the contributions from many different excited states, and early in the Chandra and XMM era they were not readily available for data fitting. Currently, the commonly used \texttt{XSPEC} spectral modeling code and database does include many DR satellite lines (Foster et al. 2012; Foster & Heuer 2020). In this paper we account for the satellite contributions in both the \texttt{hewind} and \texttt{hevind} modeling by including the 29 (for S xv) to 39 (for Mg xi) strongest satellite lines in the data fitting in \texttt{xspec}. We provide details of the satellite contribution and modeling and its effect on the derived He-like quantities in Appendix A. All the results presented in the paper include the effects of this satellite contamination on the derived He-like line complex properties.

The \texttt{hewind} model assumes that each He-like complex is the sum of three Gaussian line profiles with identical widths and shifts but different line fluxes. The free parameters are the \( f/i \) line flux ratio \( \mathcal{R} \), the line flux ratio \( \mathcal{G} = (f + i)/r \), and an overall normalization (flux) parameter, as well as a single line width, \( \sigma_v \), and line shift, \( \delta_v \), parameter. This parameterization avoids having to deal with covariance terms for fluxes from individual blended lines in the complex, and allows direct probing of the confidence interval for \( \mathcal{R} \), the parameter of interest. After the \( \mathcal{R} \) values are derived from this \texttt{hewind} fitting, we model their radial dependence outside of \texttt{xspec}.

The \texttt{hevind} model is the sum of three \texttt{windprof} components (Owocki & Cohen 2001; Leutenegger et al. 2006) that model the Doppler broadening according to an assumed wind beta-velocity law and partially optically thick transport through the wind, which naturally results in a blue-shifted and skewed line profile shape. At each radius, the relative contributions of the forbidden and intercombination lines are computed using the surface UV flux and atomic parameter values (see equations 1 and 2). The free parameters of this model are \( \tau_e \) – a characteristic optical depth – and the onset radius of X-ray emission, \( R_0 \), as well as the overall line complex flux. The \( \mathcal{G} \) line ratio parameter described above for \texttt{hewind}, which is mildly sensitive to the plasma temperature (e.g., Porquet et al. 2001), is also a free parameter of this model. We stress that in this \texttt{hevind} model, the forbidden-to-intercombination line flux ratio is not fit directly, but rather is computed at each radius and the information the model provides about the radial dependence is contained in the onset radius fit parameter, \( R_0 \). Above \( R_0 \), the X-ray emission is assumed to scale with the wind density squared, and the relative intensities of the forbidden and intercombination lines are controlled by the UV mean intensity at each radius (Leutenegger et al. 2006).

We used \texttt{TLUSTY} model atmospheres (Lanz & Hubeny 2003) to obtain a value for the UV flux at the driving wavelengths for the transitions relevant to the \( f/i \) ratio. To get a sense for the uncertainty on these flux values, we compared \texttt{TLUSTY} and \texttt{POWR} atmosphere models (Hainich et al. 2019), which agreed well. We adopted the \texttt{TLUSTY} model with parameters closest to \( \zeta \) Pup’s – \( T_{\text{eff}} = 40,000 \) K, \( \log g = 3.50 \). We show this model, along with the two models nearest it in the \texttt{TLUSTY} grid, in Fig. 1. Obvious limitations of this model for our use here include the fact that it has a low-rotational velocity and is spherically symmetric, while \( \zeta \) Pup has a projected rotational velocity of \( v_{\text{rot}} \sin i = 210 \) km s\(^{-1}\) and is likely at least modestly non-spherical (for a comprehensive assessment, see Howarth & van Leeuwen 2019), and also that these models assume Solar abundance.

\[ \text{See } \text{https://heasarc.gsfc.nasa.gov/xanadu/xspec/models/windprof.html}. \]
the solid line showing \( R(r) \) derived from the adopted atmosphere model.

The fits to the data in all six cases (three line complexes in two different sets of observations) are formally good. With the much larger combined exposure time of the cycle 19 observations, the uncertainties on the model parameters are smaller for those more recently taken data. The \( f/i \) ratios, line fluxes, and velocity widths have increased modestly, but significantly, between cycle 1 and cycle 19.

The results of the \textit{hewind} modeling for both cycle 1 and cycle 19 are presented in Table 4. The fits are shown graphically in Fig. 5, for cycle 1 data, and Fig. 6 for cycle 19 data. In most cases, this model provides statistically better fits to the already adequate Gaussian line-shape fits of \textit{hegauss}. Note that whereas that model fits the \( f/i \) ratio directly, the free parameters of \textit{hewind} are a characteristic optical depth, \( \tau_s \), and a shock onset radius, \( R_o \). The probability distributions of the key parameter – \( R_o \) – are shown in Fig. 7. These are based on the run of \( \Delta C \) with \( R_o \), according to \( P \propto e^{-\Delta C^2/2} \), and in the figure (as well as in Table 4) the tighter constraints provided by the cycle 19 data, as well as the modest, but significant, changes between the two cycles, are evident. We stress here that in the \textit{hewind} model \( R_0 \) is the onset radius of X-ray emission with emission also generated throughout the wind above \( R_0 \). We also reiterate that all the modeling presented here accounts for the contamination of the He-like complexes by satellite line emission via our inclusion of dozens of satellite lines in the spectral fitting, as described in Appendix A.

4 RESULTS

The results of the \textit{hegauss} modeling for both cycle 1 and cycle 19 are presented in Table 1 and the best fits to the data are shown in Fig. 2 and Fig. 3, respectively. We model the radial dependence of the \( f/i \) ratios measured from the \textit{hegauss} fits and list the results in Tables 2 and 3, with the results shown graphically in Fig. 4. To conservatively include systematic model atmosphere uncertainties in the UV fluxes, we show results for higher and lower UV flux cases (scaled by 1.5 and 0.67, respectively) in addition to the fluxes adopted from the favored, \( T_{\text{eff}} = 40,000 \, \text{K}, \log g = 3.50 \), \textit{tlusty} model. These are included in the two tables and also included in Fig. 4, as a grey band around
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**Figure 1.** The \textit{tlusty} model we adopted \((T_{\text{eff}} = 40,000 \, \text{K} \text{ and } \log g = 3.50)\) is shown in blue alongside two other models with slightly different parameter values \((T_{\text{eff}} = 40,000 \, \text{K} \text{ and } \log g = 3.75, \text{ in red}; T_{\text{eff}} = 42,000 \, \text{K} \text{ and } \log g = 3.75, \text{ in plum})\). The vertical dotted lines indicate the driving wavelengths for the UV transitions in the three ions — the two shortest for \( \text{S XV} \) to the two longest for \( \text{Mg XI} \), with the two in the middle at the wavelengths relevant for \( \text{Si XII} \). The shaded region adjacent to each vertical line is the portion of the spectrum over which we averaged the flux to account for the wind Doppler shift.

while \( \zeta \) Pup has significant CNO processing evident in its spectrum (Bouret et al. 2012; Martins et al. 2015).

In order to obtain a single flux value, \( H_v \), for each ion to use in the X-ray modeling, we averaged the model atmosphere flux over a wavelength region corresponding to the blue-shifted wind Doppler broadening (shown graphically in Fig. 1). We note that this averages over quite a few photospheric absorption lines in each spectral region. We combine these average fluxes for the two transitions of a given ion — \( \text{S XV} \): 0.00188, 0.00206; \( \text{Si XII} \): 0.00224, 0.00234; \( \text{Mg XI} \): 0.00225, 0.00261 (ergs cm\(^{-2}\) s\(^{-1}\) Hz\(^{-1}\)) — into a single average flux value for each ion (with \( H_v \) weighted by the relevant transition probabilities) and use that in equation 2. We note that for the \textit{hegauss} fitting, these UV fluxes are used in the subsequent modeling stage, where the \( f/i \) flux ratio derived from \textit{hegauss} is modeled using equations 1 through 3. For the \textit{hewind} fitting, \( P \) in equation 1 is specified as a parameter of the model in \textit{xspec}. The values we use are \( P = 2.67, 15.7, \text{ and } 118.7 \) for \( \text{S XV}, \text{ Si XII}, \text{ and Mg XI} \), respectively.
Table 1. Best-fit *hegauss* parameters for S xv, Si xii, and Mg xii

|       | Cycle 1 | S xv | Si xii | Mg xii |
|-------|---------|------|--------|--------|
| $\mathcal{R}$ | $0.42_{-0.27}^{+0.42}$ | $0.84_{-0.12}^{+0.15}$ | $0.16_{-0.04}^{+0.04}$ |
| $\mathcal{G}$ | $1.10_{-0.50}^{+0.79}$ | $0.98_{-0.08}^{+0.12}$ | $0.87_{-0.85}^{+0.92}$ |
| $\sigma_v$ (km s$^{-1}$) | $546_{-139}^{+139}$ | $682_{-39}^{+43}$ | $663_{-32}^{+36}$ |
| $\delta_v$ (km s$^{-1}$) | $-315_{-192}^{+140}$ | $-272_{-46}^{+45}$ | $-510_{-49}^{+48}$ |
| *hegauss* norm (photons cm$^{-2}$ s$^{-1}$) | $1.82_{-0.20}^{+0.20} \times 10^{-5}$ | $9.11_{-0.27}^{+0.28} \times 10^{-5}$ | $1.50_{-0.03}^{+0.04} \times 10^{-4}$ |
| pow norm (photons keV$^{-1}$ cm$^{-2}$ s$^{-1}$ at 1 keV) | $7.33_{-0.66}^{+0.70} \times 10^{-4}$ | $1.12_{-0.06}^{+0.06} \times 10^{-3}$ | $1.84_{-0.08}^{+0.08} \times 10^{-3}$ |

|       | Cycle 19 | S xv | Si xii | Mg xii |
|-------|----------|------|--------|--------|
| $\mathcal{R}$ | $1.39_{-0.33}^{+0.54}$ | $0.99_{-0.05}^{+0.05}$ | $0.30_{-0.02}^{+0.03}$ |
| $\mathcal{G}$ | $0.74_{-0.12}^{+0.13}$ | $1.02_{-0.04}^{+0.04}$ | $0.88_{-0.04}^{+0.05}$ |
| $\sigma_v$ (km s$^{-1}$) | $786_{-54}^{+57}$ | $837_{-14}^{+14}$ | $790_{-16}^{+17}$ |
| $\delta_v$ (km s$^{-1}$) | $-147_{-55}^{+50}$ | $-338_{-14}^{+17}$ | $-495_{-24}^{+24}$ |
| *hegauss* norm (photons cm$^{-2}$ s$^{-1}$) | $2.15_{-0.06}^{+0.07} \times 10^{-5}$ | $1.10_{-0.01}^{+0.01} \times 10^{-4}$ | $1.73_{-0.02}^{+0.02} \times 10^{-4}$ |
| pow norm (photons keV$^{-1}$ cm$^{-2}$ s$^{-1}$ at 1 keV) | $8.97_{-0.22}^{+0.23} \times 10^{-4}$ | $1.38_{-0.02}^{+0.02} \times 10^{-3}$ | $2.17_{-0.03}^{+0.03} \times 10^{-3}$ |
Figure 2. The MEG (left) and HEG (right) cycle 1 measurements of the S XV, Si XIII, and Mg XI line complexes are shown as points with Poisson error bars, along with the best-fit hegauss models (solid red histogram). The three constituent Gaussian profiles for each best-fit model are shown via the dashed, darker red histograms and the continuum models fit to regions on either side of the line complexes are shown as the dashed red lines. The continuum-subtracted line complex fluxes are indicated by the grey shaded regions. The rest wavelengths of the three lines in each complex are indicated by vertical dashed lines. Modest blue shifts can be seen, especially in the Mg XI complex, due to wind absorption. We note that the contributions from the modeled DR satellite lines can be seen, in the aggregate, via the gap between the individual three Gaussian components and the overall model flux. The shaded grey region thus includes both the He-like and the satellite line fluxes (but not the continuum). The contributions from individual satellite lines are shown and discussed in Appendix A.
Figure 3. Same as Fig. 2, but showing the \textit{hegauss} fits to the cycle 19 data. Note that the 21 observations comprising these data were fit simultaneously but as separate data sets. They are co-added here for the purpose of clarity in display.
Table 2. Formation radii based on the hegauss fitting of the cycle 1 data

|            | min | best | max |
|------------|-----|------|-----|
| S Xv       |     |      |     |
| 0.67 * Hν  | 1.00| 1.00 | 1.11|
| Hν         | 1.00| 1.00 | 1.27|
| 1.5 * Hν   | 1.00| 1.03 | 1.49|
| Si XIII    |     |      |     |
| 0.67 * Hν  | 1.60| 1.77 | 2.02|
| Hν         | 1.92| 2.13 | 2.44|
| 1.5 * Hν   | 2.31| 2.58 | 2.96|
| Mg XI      |     |      |     |
| 0.67 * Hν  | 1.42| 1.61 | 1.81|
| Hν         | 1.69| 1.93 | 2.18|
| 1.5 * Hν   | 2.03| 2.34 | 2.64|

The single formation radii, $R_{f,i}$, in units of the stellar radius are derived from equation 1 and the values of $R = \frac{f}{i}$ from the hegauss fitting (shown graphically in Fig. 4). For each of the three line complexes, “min” and “max” indicate the 68% confidence limits of the derived formation radii. The results for the assumed higher and lower UV fluxes are listed for each ion in the same format as the results for the adopted UV fluxes. The best-fit value of the formation radius for each complex, derived using the adopted UV fluxes, is indicated in bold to facilitate comparison.

Table 3. Formation radii based on the hegauss fitting of the cycle 19 data

|            | min | best | max |
|------------|-----|------|-----|
| S Xv       |     |      |     |
| 0.67 * Hν  | 1.32| 2.04 | unc.|
| Hν         | 1.56| 2.46 | unc.|
| 1.5 * Hν   | 1.88| 2.99 | unc.|
| Si XIII    |     |      |     |
| 0.67 * Hν  | 1.92| 2.00 | 2.08|
| Hν         | 2.31| 2.41 | 2.52|
| 1.5 * Hν   | 2.81| 2.93 | 3.06|
| Mg XI      |     |      |     |
| 0.67 * Hν  | 2.12| 2.21 | 2.29|
| Hν         | 2.56| 2.67 | 2.78|
| 1.5 * Hν   | 3.12| 3.25 | 3.38|

See notes for Table 2. The upper confidence limits on $R_{f,i}$ are unconstrained for S Xv.

Figure 4. The formation radii, $R_{f,i}$, inferred from the hegauss fitting are shown for each ion and both datasets (cycle 1 in blue and cycle 19 in red). The black curve in each plot represents the $f/i$ ratio’s computed dependence on the location of the X-ray emitting plasma (equation 1) and the grey band surrounding it represents the results for the assumed uncertainty in the photospheric flux of $1.5H_\nu$ and $0.67H_\nu$. The hegauss measurements are indicated by the colored solid horizontal lines, and the perpendiculars dropped to the x-axis show the inferred formation radii. The dotted blue and red lines indicate the 68 per cent statistical error on the line ratios and, along the x-axis, on the formation radii. For S Xv the upper confidence limit for the cycle 19 data is not shown because it exceeds the no-photoexcitation limit, $R_o$, and so it and the corresponding maximum radial location is unconstrained by the data, while the lower limit for the cycle 1 data is not shown because it is consistent with the surface of the star. Thus the red dashed line in the top panel represents the lower confidence limit on $R_{f,i}$ in cycle 19 and the dashed blue line represents the upper confidence limit in cycle 1.
Table 4. Best-fit hewind parameters for S xv, Si xiii, and Mg xi

| Cycle | S xv         | Si xiii        | Mg xi         |
|-------|--------------|----------------|---------------|
|       | $\tau_*$    |                |               |
|       | $0.11^{+0.52}_{-0.11}$ | $0.49^{+0.17}_{-0.14}$ | $0.92^{+0.20}_{-0.18}$ |
|       | $R_0$ ($R_*$) |                |               |
|       | $1.43^{+0.18}_{-0.15}$ | $1.44^{+0.06}_{-0.05}$ | $1.49^{+0.07}_{-0.06}$ |
|       | $G$          |                |               |
|       | $0.56^{+0.37}_{-0.24}$ | $0.89^{+0.10}_{-0.09}$ | $0.59^{+0.07}_{-0.05}$ |
| hewind norm (photons cm$^{-2}$ s$^{-1}$) | $1.84^{+0.21}_{-0.20} \times 10^{-5}$ | $9.14^{+0.27}_{-0.28} \times 10^{-5}$ | $1.52^{+0.05}_{-0.04} \times 10^{-4}$ |
| pow norm (photons keV$^{-1}$ cm$^{-2}$ s$^{-1}$ at 1 keV) | $7.33^{+0.70}_{-0.66} \times 10^{-4}$ | $1.12^{+0.06}_{-0.06} \times 10^{-3}$ | $1.84^{+0.08}_{-0.08} \times 10^{-3}$ |
|       | $\tau_*$    |                |               |
|       | $0.26^{+0.14}_{-0.12}$ | $0.84^{+0.08}_{-0.07}$ | $0.96^{+0.09}_{-0.09}$ |
|       | $R_0$ ($R_*$) |                |               |
|       | $1.49^{+0.07}_{-0.07}$ | $1.57^{+0.03}_{-0.03}$ | $1.71^{+0.04}_{-0.03}$ |
|       | $G$          |                |               |
|       | $0.77^{+0.11}_{-0.10}$ | $0.93^{+0.03}_{-0.03}$ | $0.66^{+0.03}_{-0.03}$ |
| hewind norm (photons cm$^{-2}$ s$^{-1}$) | $2.15^{+0.07}_{-0.07} \times 10^{-5}$ | $1.06^{+0.01}_{-0.01} \times 10^{-4}$ | $1.74^{+0.02}_{-0.02} \times 10^{-4}$ |
| pow norm (photons keV$^{-1}$ cm$^{-2}$ s$^{-1}$ at 1 keV) | $8.97^{+0.23}_{-0.22} \times 10^{-4}$ | $1.38^{+0.02}_{-0.02} \times 10^{-3}$ | $2.17^{+0.03}_{-0.03} \times 10^{-3}$ |
Figure 5. The MEG (left) and HEG (right) cycle 1 measurements of the S XV, Si XIII, and Mg XI line complexes are shown as points with Poisson error bars, along with the best-fit \textit{hewind} models, including also the satellite contributions (red histogram). The continuum is indicated by the dashed red line and the continuum-subtracted line complex (including modeled DR satellite lines) fluxes are indicated by the grey shaded regions. The rest wavelengths of the three lines in each complex are indicated by vertical dashed lines while the minimum and maximum wind Doppler shifted wavelengths, determined by the wind terminal velocity of 2250 km s$^{-1}$, are indicated by the vertical dotted lines – one on each side of each dashed line.
Figure 6. Same as Fig. 5, but showing the "hewind" fits to the cycle 19 data.
5 DISCUSSION

The newer and higher signal-to-noise cycle 19 Chandra spectra of ζ Pup show unambiguously that the hottest plasma contributing to this O star’s X-ray emission is well above the photosphere and in the outflowing wind. Notably, the S xv characteristic formation radius is found at \( R_{19}/R_* = 2.46 R_* \) (with 68 percent statistical lower confidence limit of 1.56 \( R_* \)), whereas the formation radius is consistent with a location arbitrarily close to the photosphere in the cycle 1 data (with 68 percent statistical upper confidence limit of 1.27 \( R_* \)). In the context of the hewind model, the onset radius for S xv in the cycle 19 data is \( R_0 = 1.49 \pm 0.07 R_* \), with an assumed density-squared weighted distribution above that; a result that is fully consistent with the expectations of LDI-generated embedded wind shocks and with no need to posit the existence of any hot plasma very close to the photosphere. Indeed, in the context of the hewind model, the cycle 1 results for S xv are consistent with the EWS scenario. Fig. 7 shows that an onset radius, \( R_0 \), above \( r \approx 1.3 R_* \), is strongly favored, with a relatively broad probability distribution extending well above \( r = 1.5 R_* \).

Results from modeling the other two line complexes in both datasets are similar to the cycle 19 results for S xv. Overall the characteristic radii of formation for Si xiii and Mg xi in both cycles range from \( R_{19}/R_* = 1.9 \) to \( R_{19}/R_* = 2.7 \) based on the hegauss best fit results. The onset radii, \( R_0 \), derived from the hewind modeling, range from \( R_0/R_* = 1.49 \) to 1.71 in the cycle 19 data and slightly less (\( R_0/R_* = 1.43 \) to 1.49) in the cycle 1 data.

We do not find evidence for the trend in the characteristic line-formation radius with atomic number (with the exception of S xv in cycle 1) that is often found in Gaussian fitting and analysis of these complexes in OB stars (Waldron & Cassinelli 2007). This seems to be largely due to accounting for satellite line contaminations in the fitting we present here. The trend we do find in the onset radius of the hewind model – an anti-correlation between \( R_0 \) and atomic number – is small but statistically significant (at least in the cycle 19 data – see Fig. 7). In individual post-shock cooling zones one would indeed expect the hottest plasma and the emission from the higher ionization stages to be closer to the shock front and the star’s surface than the somewhat cooler gas and its lower ionization stages. This, rather than any large-scale trend in shock strength with local wind velocity or distance from the star’s surface, likely explains the very modest \( R_0 \) trend we find, although we note that the recently developed variable boundary conditions EWS model (Gunderson et al. 2022) may also be relevant here.

The particular line complexes we analyze in this paper are formed in the hottest plasma in the wind of ζ Pup. However, these line complexes do have some contribution from the less-hot plasma (\( T = \text{few } 10^6 \text{ K} \)) that the LDI primarily produces and which is measured on O stars (see fig. 3 in Cohen et al. 2021, 2014b). The \( G = (f + i)/r \) line ratios we find in the fitting are consistent with the expectations of the atomic physics (Porquet et al. 2001; Foster et al. 2012) given the known shock-heated plasma temperature distribution in ζ Pup. All the results presented in this paper are consistent with the embedded wind shock scenario for O star wind X-ray production, including the onset radius of X-ray emission being well out in the wind flow. Although we do not address the short-term X-ray variability, linked to optical variability, seen in the cycle 19 Chandra data (1.78 day periodicity; Nichols et al. 2021), it is quite conceivable that it too is consistent with the EWS scenario, as photospheric variability can drive shock activity in the wind (Feldmeier et al. 1997).

The cycle 19 data provide improved signal-to-noise compared to the cycle 1 data and tighter constraints on model parameters (see, e.g., the narrower probability distributions in the lower panel of Fig. 7 and the tighter confidence limits on \( R_{19}/R_* \) for Si xiii and Mg xi in Fig. 4), and they also indicate that there have been some changes to the hot plasma properties in the wind of ζ Pup in the 18-year interval between the two sets of observations. As detailed by Cohen et al. (2020), the line shapes have changed and the line fluxes have increased between the two epochs in a way consistent with an increase in the wind mass-loss rate between the two observing campaigns. In the analysis we present here, these changes are manifest in the overall line-complex and continuum fluxes, which increased by 10 to 15 per

---

4 While the cycle 1 hegauss results for S xv are formally consistent with a formation location very close to the photosphere they contradict the expectations of the wind-shock scenario with only slightly more than 1 sigma significance. Furthermore, the lines in this complex are Doppler broadened to an extent consistent with the high velocity of the wind, just as the other lines in the spectrum are.

5 It should be noted that some more recent numerical simulations show wind structure forming at radii below the canonical \( r \approx 1.5 R_* \), although it is not clear that that structure would be predicted to generate X-ray emission (Sundqvist et al. 2018).
cent between cycle 1 and cycle 19, by an increase in the degree of wind absorption ($\tau$, in the hewind modeling), and also by an increase in the line widths ($\sigma$ in the hegauss modeling). These increased line widths might be due to changes in the kinematics of the shocked wind plasma and/or they might be due to changes in the location, with the newer data being consistent with X-ray production somewhat farther out in the wind flow (a modest result in the hewind modeling – see Fig. 7) and a more significant result for S xvi and Mg xi in the hegauss modeling – see Fig. 4).

For both the interpretation of the hegauss fitting results and for the hewind fitting itself, the adopted photospheric UV flux values are important. If we conservatively assume a UV flux uncertainty, to account for systematics in the atmosphere modeling as well as in the stellar parameters, of $\pm 50$ per cent, we find uncertainties in the formation radius in the hegauss modeling of roughly 20 to 30 per cent (in terms of relative distance from the photosphere – see tables 2 and 3). The UV radiation driving the S xvi and Si xiii line ratios is shortward of the hydrogen Lyman edge and therefore both and also unobservable in $\zeta$ Pup or any other O star, hence there will likely always be a fair amount of uncertainty in the modeling of these line complexes.

Despite the uncertainty in the UV fluxes and resultant photoexcitation rates, the primary results presented here are secure: the X-ray emitting plasma is located well out in the wind flow ($> 1.4 \, R_\star$), with no hot plasma close to the photosphere required to explain the observed features; and there was a brightening of the X-rays, increased line widths, and an increase in the radial location of the X-ray emitting plasma between the data taken in 2000 and those taken in 2018-19. Finally, the inclusion of DR satellite lines in the He-complex modeling is tractable – especially if a hot plasma temperature distribution is assumed – and leads to lower He-like line fluxes and modest alteration to the other fitted model parameters and significant changes to the behavior of $R \equiv f / i$ at its two asymptotic limits. We stress again that all the He-like modeling results presented here are corrected for the effects of the satellite lines by the inclusion of the latter in the spectral model fitting, as detailed in §3 and in the appendix.

The next steps in modeling He-like complexes in OB stars should include refinement of the DR satellite atomic model – using the Flexible Atomic Code (Gu 2008) for updated line strengths and including higher $n$ transitions. Another improvement to the modeling would treat the photospheric UV transport through the wind in detail. This could make a noticeable difference in the interpretation of the Mg xi diagnostic, as the photoexcitation wavelength is coincident with a strong O vi wind line and redistribution associated with the resultant scattering of the UV radiation could decrease the UV mean intensity at the location of the X-ray emitting plasma. Evaluating this will require detailed modeling with a complex non-LTE wind code, and it could reduce or even eliminate the observed trend of $R_\theta$ with atomic number and plasma temperature.
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APPENDIX A: DIELECTRONIC SATELLITE LINE MODELING

As discussed in §3 there are numerous dielectronic recombination (DR) satellite lines near, and potentially blended with, the He-like lines in X-ray spectra. These DR lines are generally weak, but there are many of them and given the wind Doppler broadening of emission lines in the Chandra spectra of ζ Pup, the satellite lines in the aggregate contribute significantly to each He-like line. To account for this effect we compute detailed spectral models using APEC (Foster et al. 2012), assuming a continuous plasma temperature distribution (differential emission measure, DEM) taken to be a power-law function with an index of $n = -2.3$ (Cohen et al. 2021). Note that the DR satellites form more readily at lower temperatures than do the He-like lines and thus this relatively steep DEM slope seen in O stars makes the satellite contamination a more significant factor than in many other types of sources, such as low-mass stars with coronal activity.

We show the APEC spectral models in Fig. A1, which confirm that in the aggregate, the satellite contribution is a non-negligible fraction of the forbidden and intercombination lines for each ion. We show the model spectra with Gaussian line broadening assuming a width of $\sigma = 750$ km s$^{-1}$, which is the typical line broadening seen in the Chandra spectra of ζ Pup, in Fig. A2. We found that the satellite contributions to the line complex can be accounted for with 29, 30, and 39 satellites for S XV, Si XIII, and Mg XI, respectively.

To incorporate these satellite lines into the model fitting reported on in this paper we added individual Gaussians (for the hegasuss model) or individual wind-profile models (for the hewind model) for each of the satellites. We tied the satellite line profile parameters (width and shift in the case of the Gaussians and $r$ and $R_o$ for the wind profile models) to the corresponding parameters in hegasuss or hewind and scaled the flux of each satellite line to that of the total flux of the He-like components. Note that this does not add any free parameters to either model. We find improvement to the fit statistic when we include the satellites in most cases (these fit statistic values are listed in Table A1).

We can also consider the effects of satellite contamination of the He-like features by modifying the theoretical $R = f/i$ radial dependence (equation 1) by considering the ratio $f_{sat}/i_{sat}$. The APEC model allows us to compute the sum $f + i$, which is not affected by the photoexcitation-driven alteration of the $f/i$ ratio, and also the ratios $f_{sat}/i_{sat}$ and $f_{sat}/i_{sat}$, where $f_{sat}$ and $i_{sat}$ represent the aggregate satellite line flux contributions to the $f$ and $i$ lines, respectively (Porquet et al. 2001). This requires a determination of each satellite’s contribution to each of the $r$, $i$, and $f$ lines. We do this using the Gaussian-broadened model ($\sigma = 750$ km s$^{-1}$) to apportion a fraction of each satellite to each He-like component according to how much overlap there is in each profile. Quite a few of the satellites contribute significantly to both the $f$ and $i$ lines (or the $i$ and the $r$ lines) due to the large wind Doppler-broadening value.

In Fig. A3 we show the satellite-altered line ratio for each ion compared to the standard model as a function of radial location (and thus degree of UV photoexcitation). In each case the high-UV limit does not approach zero but rather approaches $\frac{f_{sat}}{i_{sat}} > 0$ and the low-UV limit approaches a value somewhat lower than $R_o$. These results are summarized in Table A2. This latter trend is due to the fact that the low-UV limit of the $f/i$ ratio is greater than unity while the satellite contribution to each of the two He-like components is similar. In principle, these altered model curves we show here are specific to ζ Pup, according to its DEM and wind velocity, although these properties are relatively consistent among O star EWS sources (Cohen et al. 2021). In this paper, we use the standard models (black curves in Fig. A3 and Fig. 4) and account for the satellite lines directly in the data fitting.

One interesting effect of the inclusion of the satellites in the spectral modeling is that oft-seen (inverse) trend of $R_{f/i}$ with atomic...
Table A1. Fit statistics with and without the inclusion of satellite lines in the data fitting

| ion and observation | \(N\) | \(C_{\text{sat}}\) hegauss | \(C_{\text{no sat}}\) hegauss | \(C_{\text{sat}}\) hewind | \(C_{\text{no sat}}\) hewind |
|---------------------|------|----------------|----------------|----------------|----------------|
| S XV cycle 1        | 208  | 180.94        | 183.82        | 183.70        | 184.57        |
| Si XIII cycle 1     | 280  | 325.72        | 320.84        | 313.68        | 319.29        |
| Mg XI cycle 1       | 346  | 402.84        | 416.05        | 397.57        | 392.74        |
| S XV cycle 19       | 3468 | 6473.01       | 6404.81       | 6427.04       | 6444.28       |
| Si XIII cycle 19    | 5880 | 8520.44       | 8540.31       | 8512.41       | 8516.06       |

The second column lists the number of data points included in a given fit. The third and fourth columns list the best-fit hegauss model’s C statistic with and without the inclusion of satellites. The last two columns list the best-fit hewind model’s C statistic with and without the inclusion of satellites. For both models, the “no satellites” case involves re-fitting all the free model parameters of the He-like model but without any satellite lines included in the modeling.

Table A2. Satellite contamination factors and altered \(R \equiv f/i\) in the asymptotic limits

| ion              | \(f_{\text{sat}}\) | \(f_{\text{sat}}/f_{\text{i}}\) | \(R_{0,\text{sat}}\), \(R_{0,\text{i}}\) | min \(R_{\text{sat}}\) |
|------------------|--------------------|-------------------|----------------|----------------|
| S XV             | 0.463              | 0.352             | 1.52, 1.71     | 0.34           |
| Si XIII          | 0.358              | 0.276             | 1.86, 2.38     | 0.28           |
| Mg XI            | 0.286              | 0.221             | 2.16, 2.91     | 0.23           |

The second and third columns contain the satellite line flux as a fraction of the total \(f + i\) flux in our APEC DEM model, assuming line profiles with 750 \(\text{km s}^{-1}\) widths. The next column lists the no-UV-photoexcitation limit (and so the maximum possible \(R\), \(R_{0,\text{sat}} \equiv (f_{\text{sat}}/f_{\text{i}})\), with the values ignoring satellites (\(R_0 \equiv (f/f_i)\)) listed also for comparison. The final column lists the minimum possible value of \(R\) in the presence of satellites, min \(R_{\text{sat}} \equiv f_{\text{sat}}/f_{\text{i}}\). This latter value is zero in the absence of satellite line contamination.

Figure A2. He-like complexes including DR satellite lines (blue), and the contribution just from the He-like lines (orange), are shown with Gaussian broadening (\(\sigma = 750 \text{ km s}^{-1}\)). The wavelengths of the satellite lines included in the modeling – both that shown here and the spectral model fitting of the data themselves – are indicated by vertical dashed purple lines and those of the four He-like components by vertical black lines.

number in the context of Gaussian profile fitting (e.g. Waldron & Cassinelli 2007) is no longer present (though see the discussion of the mild \(R_0\) (inverse) trend with atomic number in §5). This makes sense in the context of lower atomic number elements being in the low-forbidden line (low \(R\)) limit where satellite contamination will have a greater impact on the relative flux near the forbidden line than it does for the higher atomic number elements.
Figure A3. Adjusted theoretical models accounting for satellites (green) are compared to the models shown in Fig. 4 (black).