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ABSTRACT
Fake news on social media has become a hot topic of research as it negatively impacts the discourse of real news in the public. Specifically, the ongoing COVID-19 pandemic has seen a rise of inaccurate and misleading information due to the surrounding controversies and unknown details at the beginning of the pandemic. The FakeNews task at MediaEval 2020 tackles this problem by creating a challenge to automatically detect tweets containing misinformation based on text and structure from Twitter follower network. In this paper, we present a simple approach that uses BERT embeddings and a shallow neural network for classifying tweets using only text, and discuss our findings and limitations of the approach in text-based misinformation detection.

1 INTRODUCTION AND RELATED WORK
The FakeNews task [16] focuses on automatically predicting whether a tweet consists of misinformation (conspiracy) over the use of two concepts COVID-19 and 5G network. The dataset also consists of other conspiracy tweets that are either over some other concepts or accidentally contain the two buzzwords. The challenge requires the participants to mainly develop text or structure based detection models to automatically detect conspiracy tweets.

In the last five years, social media fake news detection has attracted a lot of research interest in academia and industry. Consequently, the problem has been approached from different perspectives including stance detection [10, 18], claim detection and verification [3, 8], sentiment analysis [2, 6], etc. To learn a model from text, recently different variants of neural networks have been used for fake news detection. Convolutional Neural Networks (CNN) in general have been extensively used with word embeddings in several works [9, 13, 20] for social media fake news detection. Recently, Ajao et al. [1] proposed a hybrid model with a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN) to identify fake news on Twitter. In similar CLEF challenges [3, 8] over the years, the problem of claim detection in tweets has been tackled with a combination of rich set of features and different kinds of classifiers like SVM [22], gradient boosting [21] and sequential neural networks [11]. However, several works [5, 19] recently have moved from using word2vec [14] type embeddings to rich contextual deep transformer BERT (Bidirectional Encoder Representations from Transformers) [7] like embeddings.

2 APPROACH
We approach the problem from only the textual perspective and rely on training a shallow neural network over contextual word embeddings. Our submitted models use the recently proposed BERT-large based model pre-trained [15] on a large corpus of COVID Twitter data. This essentially improves the performance by 3-4% in comparison to vanilla BERT (V-BERT) since the embeddings are better aligned (with regard to COVID) for the task at hand. We also experiment with additional features like sentiment, subjectivity and lexical features that have been shown to improve performance in similar tasks [3, 8]. We observed no improvements using combination of these features and excluded them in this paper.

Text Pre-processing For vanilla BERT-large, we use Baziotis et al.’s [4] tool to apply the following normalization steps: tokenization, lower-casing, removal of punctuation, spell correction, normalize hashtags, all-caps, censored, elongated and repeated words, and remove terms like URL, email, phone, user mentions. For COVID Twitter BERT [15], we follow their pre-processing which normalizes text, and additionally replaces user mentions, emails, URLs with special keywords.

Contextual Feature Extraction To get one embedding per tweet, we follow the observations made by Devlin et al. [7] that different layers of BERT capture different kinds of information, so an appropriate pooling strategy should be applied depending on the task. The paper also suggests that the last four hidden layers of the network are good for transfer learning tasks and thus we experiment with 4 different combinations, i.e., concatenate last 4 hidden layers (4-CAT), the average of last 4 hidden layers (4-SUM), last hidden layer (LAST), and 2nd last hidden layer (2-LAST). We normalize the final embedding so that the l2 norm of the vector is 1.

Shallow Neural Network We use the extracted and pooled BERT embeddings and train a two-layer neural network. Before passing the features through the first layer, we apply a squeeze and excitation (SE) operation [12] that enhances the representation to learn a better model. The SE operation has been shown to improve feature representations and performance in CNNs. Then, the embedding is projected down to 128 dimensions, which is followed by batch normalization and ReLU operation to introduce non-linearity. The 2nd layer is a linear classification layer that produces a softmax probability for each class. Dropout with rate of 0.2 and 0.5 is applied after SE operation and first layer to avoid over-fitting.

Final Prediction on Test Set We train five models on 5-fold splits and take the majority label as the predicted label for the tweet. As described in the challenge, the 3-class submissions can have an additional cannot-determine class. We assign a tweet with this label
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if the softmax probability is less than 0.4, which signifies that the model is not confident enough.

3 EXPERIMENTAL RESULTS

The FakeNews development set consists of 5,999 extracted tweets over three classes: 5G and COVID-19 conspiracy (1,128 samples), Non-conspiracy (4,173 samples) and other conspiracy (698 samples). We generate five-fold stratified training and validation splits in the ratio of 80:20, so that the distribution of classes remains the same in the training and validation sets. The official test data originally consisted of 3,230 tweets, out of which 308 are not valid or non-existent at the time of evaluation since participants were required to crawl tweets on their own. Table 1 shows the performance of different models on validation sets, while Table 2 shows the evaluation of our submitted models on the official test data. All the runs for the test data use COVID Twitter BERT (C-BERT) extracted features. Official metric is Matthews correlation coefficient (MCC). For validation sets, we provide both average accuracy (ACC) and MCC scores. In Table 1, we also show the result of fine-tuning (FT) the last two and four layers of 2 BERT variants with a linear classification layer on top of BERT’s CLS embedding. Although the average performance of finetuning 4 layers is marginally better than the fixed average word embeddings, the highest in two of the splits is better in the fixed embedding plus neural network.

4 DISCUSSION

Our findings and observations from the FakeNews task can be summarized as follows:

- Vanilla BERT clearly has a wider domain gap to perform well on this task, as the concepts and keywords related to COVID are fairly recent. The COVID Twitter BERT outperforms in our finetuning experiment as well as with a shallow neural network on the extracted embeddings.
- The pooling operation and the number of last layers to obtain a sentence embedding does make a difference, as only using the last layer (or 2nd last) performs marginally lower across the metrics. An even better embedding could be a sentence embedding extracted from a sentence-transformer.

Table 1: Model Evaluation of Validation Set.

| Model       | Pooling | Classes | ACC     | MCC     |
|-------------|---------|---------|---------|---------|
| V-BERT (FT) | CLS     | 3       | 0.7616 ± 0.0125 | 0.4521 ± 0.0347 |
| V-BERT (FT) | CLS     | 3       | 0.7565 ± 0.0094 | 0.4611 ± 0.0266 |
| C-BERT (FT) | CLS     | 3       | 0.8131 ± 0.0063 | 0.5837 ± 0.0107 |
| C-BERT (FT) | CLS     | 3       | 0.8171 ± 0.0091 | 0.5952 ± 0.0192 |
|             | 2-LAST  | 3       | 0.813 ± 0.0073  | 0.5761 ± 0.0181  |
|             | LAST    | 3       | 0.8083 ± 0.0085 | 0.5662 ± 0.0211  |
|             | 2-LAST  | 2       | 0.8886 ± 0.0103 | 0.6184 ± 0.0357  |
|             | LAST    | 2       | 0.8838 ± 0.0058 | 0.5976 ± 0.0218  |

Table 2: Official Test Data Results. 3-class submissions include an additional cannot-determine (CD) class when the model confidence is lower than 0.4.

| Submission | Classes | MCC |
|------------|---------|-----|
| Run 1 (4-SUM) | 3+CD | 0.5717 |
| Run 2 (4-CAT) | 3+CD | 0.5773 |
| Run 3 (4-SUM) | 2 | 0.5986 |
| Run 4 (4-CAT) | 2 | 0.6083 |

Figure 1: 3-class (a) and 2-class (b) 3+CD class when the model confidence is lower than 0.4.

5 CONCLUSION

In this paper, we have presented our solution for the FakeNews detection task of MediaEval 2020. The described solution is based on extracting embeddings from transformer models and training shallow neural networks. We compared the two transformer models and observed that BERT transformer pre-trained on COVID tweets performs better than vanilla version. Pooling operations such as concatenation or averaging of embeddings of the last hidden layers also play an important role as shown by experimental evaluation. In future work, we will focus on the integration of additional contextual information that is presented via external links along with data from other modalities such as images.
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