Joint Kalman Channel Estimation and Turbo Equalization for MIMO OFDM Systems over Fast Fading Channels
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Abstract

The paper investigates a novel detector receiver with Kalman channel information estimator and iterative channel response equalization for MIMO (multi-input multi-output) OFDM (orthogonal frequency division multiplexing) communication systems in fast multipath fading environments. The performances of the existing linear equalizers (LE) are not good enough over most fast fading multipath channels. The existing adaptive equalizer with decision feedback structure (ADFE) can improve the performance of LE. But error-propagation effect seriously degrades the system performance of the ADFE, especially when operated in fast multipath fading environments. By considering the Kalman channel impulse response estimation for the fast fading multipath channels based on CE-BEM (complex exponential basis expansion) model, the paper proposes the iterative receiver with soft decision feedback equalization (SDFE) structure in the fast multipath fading environments. The proposed SDFE detector receiver combats the error-propagation effect for fast multipath fading channels and outperform the existing LE and ADFE. We demonstrate several simulations to confirm the ability of the proposed iterative receiver over the existing receivers.
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1. Introduction

The advanced wireless systems provides multi-media services that requires very high data rates. By configuring several antennas configuration at both the receiver and the transmitter, we can achieve high spectral efficiency. By inserting the cyclic prefix (CP), the OFDM technique can be used to effectively combat the multipath fading channel effect. The OFDM can changes the time-domain multipath fading channel effect into non-selective frequency fading. So the communication receiver design can be very simple to implement. The MIMO-OFDM communication systems can be employed to provide high data rates, and the design of the receiver can be very simple. So the MIMO-OFDM scheme are very popular in recent communication systems [1].

Channel impulse response estimations were widely spreadly employed for turbo equalizer design to predict the channel impulse response coefficients of the time-varying fast multipath fading environments. The Kalman filter channel impulse response predictor can be employed for vehicular communications [2] [3] to effectively predict the fast multipath fading channels. By employing the channel estimation of the AR-1 channel, we can track the complex-exponential basis expansion models (CE-BEMs) channel state parameters [4] [5]. The Kalman filter channel impulse response predictor is an effective and low-cost channel response predictor. The estimator is with optimal bit error rate performance. In [6], the author provided an iterative receiver and can be used in MIMO fading multipath channels. However, the proposed scheme only employs Kalman estimation based on the previous hard decision which is produced by the minimum mean-square-error decision feedback equalization. In [7], the multipath fading environment is modeled as an AR system model and employs the modified KF channel estimation to predict the AR channel coefficients. In [8], several blind channel impulse response predictor of the multicarrier system is employed for the multi-input multi-output multipath fading channels. But the channel state information is assume to be constant, not fast multipath fading channels.

In multipath fading channels, the MIMO received signal is corrupted by coantenna interference, intersymbol interference (ISI) and spatial interference. Thus, the probability of doing an decision error is very high. The effect can result in very serious error propagation. Turbo equalizer [9] [10] with joint decoding and equalization can be employed in the advanced wireless communications.

Soft feedback equalizer (SFE) was investigated in [11]. The SFE coefficients can be computed so as to minimize the MSE (mean-squared-error). The structure [12] is also employed in underwater-acoustic system [13]-[17] and is employed in the multiinput multioutput systems. In this paper, a novel Kalman channel impulse response estimator and minimum-mean-square-error-based MIMO-OFDM SDFE is proposed. The coefficients of the soft-decision-feedback-equalizer are then derived based on the soft decisions of the data symbols.

2. System Model

2.1 MIMO OFDM SDFE Transmitter

The Fig. 1 is the MIMO OFDM SDFE transmitter,
The MIMO OFDM wireless communication is with $N$ frequency subcarriers, $n_T$ transmitting antennas, and $n_R$ receiver antennas, and equipped with digital modulation technique which is with modulation order $M = 2^m$. The input data signal sequence $b(k')$ is then first digital encoded employing a recursive systematic convolutional (RSC). The recursive systematic convolutional digital encoder provides the digital channel correction coded symbols and are then next by the interleaver $\Pi$, and then followed by the modulation mapper. The symbol interleaver is employed to improve the system performance that the data don’t suffer from burst-error and in order for the goal of turbo equalizer that will have uncorrelated data extrinsic symbol information. The output information signal of the modulation mapper is described as $S^t(k)$. The transmitted data symbols are selected from the i.i.d. samples. The transmitting power to be used is assumed to be equal to unit power, then the data alphabet is the $2^m$-ary $Q = [\alpha_1 \ \alpha_2 \ \ldots \ \alpha_{2^m}]$, where $\alpha_i$ is the bit pattern $q_i = [q_{i,1} \ q_{i,2} \ \ldots \ q_{i,m}]$ with $q_{i,m} \in \{0,1\}$. We assume that the alphabet are with zero mean $\sum_{i=1}^{2^m} \alpha_i = 0$ and unit energy $\frac{1}{2^m} \sum_{i=1}^{2^m} |\alpha_i|^2 = 1$.

After the modulation mapper, the spatial multiplexer is employed to separate the transmitted signal into $n_T$ streams. For orthogonal frequency division multiplexing transmission, the data symbol block uses a S/P converter which is with $N$ symbols. Then, employing $N$-point IFFT, each data symbol block is then changed into the time-domain data sequence. A cyclic prefix (CP) which is with length $v$ is then appended. The transmitting symbol signal $x^t(n)$ for the $t-th$ transmitting antenna then be denoted as

$$x^t(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} s^t(k) e^{j2\pi nk/N}, \quad (1)$$

The received data signals in any of the $r-th$ receiving antennas in base band can be described as follows,

$$y^r(n) = \sum_{t=1}^{n_T} \sum_{l=0}^{l-1} \tilde{h}^{r,t}(t;l) x^t(n-l) + v_r(n) \quad (2)$$

where $\tilde{h}^{r,t}(t;l)$ denotes the $l-th$ gain of the channel impulse response corresponding to the $t-th$ transmitting antenna and the $r-th$ receiving antenna at time $t$, $v_r(n)$ is the AWGN noise sample with zero mean and variance $\sigma^2_w$ on the $r-th$ receiving antenna.
2.2 The Proposed Multi-Input Multi-Output SDFE Receiver Structure

The received sample \( y^r(n) \) is collected employing a S/P converter. In the received antenna \( r \), we apply FFT for the received time-domain signal samples when we remove the CP, and then yields a frequency-domain signal sample vector. We write the received signal vector in matrix form as the following,

\[
\mathbf{z}^r = \mathbf{F} \mathbf{H}^r \mathbf{s}^t + \mathbf{w}^r,
\]

where the \( \mathbf{F} \) represents the unitary FFT, \( \mathbf{H}^r \) denotes the channel matrix corresponding to the \( t \) - th transmitting antenna and the \( r \) - th receiving antenna, the \( \mathbf{z}^r \) is the received signal symbol vector, the \( \mathbf{s}^t \) is the transmitting signal symbol vector, the \( \mathbf{w}^r \) is the noise vector. The \( \mathbf{z}^r \) and \( \mathbf{w}^r \) can be described as following,

\[
\mathbf{z}^r = [z^r(0) \ldots z^r(N-1)]^T
\]

\[
\mathbf{w}^r = [w^r(0) \ldots w^r(N-1)]^T
\]

The block diagram of the proposed iterative receiver of the MIMO-OFDM-SDFE can be shown as Fig. 2. The proposed low-complexity iterative frequency-domain receiver is design based on individual frequency. So, the frequency sampling signal used to explore the signals that is for combination as the following equation[18],

\[
\mathbf{Z}(k) = \mathbf{\hat{H}}(k)\mathbf{S}(k) + \mathbf{W}(k)
\]

where we define the matrices \( \mathbf{Z}(k) \in \mathbb{C}^{n_r \times 1}, \mathbf{\hat{H}}(k) \in \mathbb{C}^{n_t \times n_r}, \mathbf{S}(k) \in \mathbb{C}^{n_t \times 1} \) and \( \mathbf{W}(k) \in \mathbb{C}^{n_r \times 1} \) as follows,

\[
\mathbf{Z}(k) = [z^1(k) \ldots z^{n_r}(k)]^T
\]

\[
\mathbf{\hat{H}} = \begin{bmatrix}
\hat{g}_{1,1}(k) & \cdots & \hat{g}_{1,n_t}(k) \\
\vdots & \ddots & \vdots \\
\hat{g}_{n_r,1}(k) & \cdots & \hat{g}_{n_r,n_t}(k)
\end{bmatrix}
\]

\[
\mathbf{S}(k) = [s^1(k) \ldots s^{n_t}(k)]
\]

\[
\mathbf{W}(k) = [w^1(k) \ldots w^{n_r}(k)]
\]
The employed SDFE turbo equalizer is constructed by a feedback filter and a feed forward filter. The feedback filter and the feed forward filter are employed for all the subcarriers. The MMSE signal estimator $\hat{S}(k)$ of the transmitting signal symbol for the $k-th$ frequency subcarrier can be described as follows,

$$\hat{S}(k) = f_k Z(k) + b_k \hat{S}(k) + d_k$$  \hspace{1cm} (11)$$

$$\hat{S}(k) = [\hat{s}^1(k) \hat{s}^2(k) \ldots \hat{s}^N_t(k)]$$  \hspace{1cm} (12)$$

where the $\hat{S}(k)$ denotes the past decided signal estimator of the $k-th$ subcarrier in the $t-th$ receiving antenna. An offset compensation signal $d_k$ is employed to achieve the reliability of both soft decisions and soft a priori information of the transmitted data signal symbols. In order to design the proposed iterative receiver [19] [20], the soft decision feedback equalizer output signal at the $k-th$ frequency subcarrier in (11) can be derived by performing the minimization of the mean square error as follows,

$$e_k^2 = E\{[\hat{s}(k) - s(k)]^2\}$$  \hspace{1cm} (13)$$

To obtain the coefficients $f_k$, $b_k$ and $d_k$,

$$\frac{\partial e_k^2}{\partial d_k} = -2E\{s(k) - f_k Z(k) - b_k \hat{S}(k) - d_k\} = 0$$  \hspace{1cm} (14)$$

We then obtain

$$d_k = E\{s(k)\} - f_k \hat{H} E\{\hat{S}(k)\} - b_k E[\hat{S}(k)]$$  \hspace{1cm} (15)$$

So the optimal feedback and the feed forward coefficients can be computed based on the following two equations,

$$\frac{\partial e_k^2}{\partial f_k} = -2E\{(s(k) - f_k Z(k) - b_k \hat{S}(k) - d_k)Z^H(k)\} = 0$$  \hspace{1cm} (16)$$

$$\frac{\partial e_k^2}{\partial b_k} = -2E\{(s(k) - f_k Z(k) - b_k \hat{S}(k) - d_k)\hat{S}^H(k)\} = 0$$  \hspace{1cm} (17)$$

Then

$$e_k = (\sigma_k^2 I_{N_t} + \hat{H} R_k^{ff} \hat{H}^H) f_k^H + \hat{H} R_k^{fb} b_k^H$$  \hspace{1cm} (18)$$

$$f_k^H \hat{H} R_k^{fb} b_k^H + b_k R_k^{fb} = 0$$  \hspace{1cm} (19)$$

So

$$f_k^H = \left[\sigma_k I_{N_t} + \hat{H} \left(R_k^{ff} - R_k^{fb} (R_k^{bb})^{-1} R_k^{fb} \right) \hat{H}^H\right]^{-1} e_k$$  \hspace{1cm} (20)$$

$$b_k^H = \left(\left(R_k^{bb}\right)^{-1} \left(\hat{H} R_k^{fb}\right)^H f_k^H\right)$$  \hspace{1cm} (21)$$

where the covariance matrices $R_k^{ff} \in C^{N_t \times N_t}$, $R_k^{fb} \in C^{N_t \times N_t}$, $R_k^{bb} \in C^{N_t \times N_t}$ and $e_k \in C^{N_t \times N_t}$ and are described as the following equations,

$$R_k^{ff} = E\{S(k) * S(k)^H\} - E\{S(k)\} * E\{S(k)^H\}$$  \hspace{1cm} (22)$$

$$R_k^{fb} = E\{S(k) * \hat{S}(k)^H\} - E\{S(k)\} * E[\hat{S}(k)^H]$$  \hspace{1cm} (23)$$

$$R_k^{bb} = E\{\hat{S}(k) * \hat{S}(k)^H\} - E[\hat{S}(k)] * E\{\hat{S}(k)^H\}$$  \hspace{1cm} (24)$$

$$e_k = \hat{H} E\{S(k) * s(k)^H\} - E\{S(k)\} * E\{s(k)^H\}$$  \hspace{1cm} (25)$$

For the output of the proposed iterative detector, assuming that the estimate signal vector $\hat{S}(k)$ as the output signal of an equivalent AWGN channel. So we can use the additive white Gaussian noise model to represent the extrinsic LLR (log likelihood ratios) $\lambda_k$. Based on another equivalent AWGN channel model, we can also do the computation to get the a priori log likelihood ratios (LLR) $(\lambda_k)^P$. Here, the superscript $(\cdot)^P$ represents the quantities of the signal provided by the previous iteration of the proposed receiver. Next, we add the a priori
information \((\lambda_k^p)^p\) to the extrinsic information \(\lambda_k^e\) to obtain the full LLR \(L_k^j\). The \(L_k^j\) is used the computation of the estimation \(\hat{s}(k)\) and then the covariance matrices of the signal vector.

3. The Proposed Iterative SDFE Receiver

For the \(k-th\) frequency subcarrier, the signal estimator \(\tilde{s}(k)\) is described as follows,

\[
\tilde{s}(k) = f_k \left( \mathbf{Z}(k) - \hat{H} E\{s(k)\} \right) + b_k \left( \tilde{s}(k) - E\{\tilde{s}(k)\} \right) + E\{s(k)\}
\]

(26)

The proposed iterative SDFE receiver can be described as the Fig. 3. So \(E\{s(k)\} = 0\), \(E\{\tilde{s}(k)\} = 0\), the proposed soft decision feedback equalizer can be regarded as an traditional DFE. The coefficients of the feedforward filter can be represented as

\[
f_k^{H(1)} = \left[ a_w I_{N_r} + \hat{H} \hat{H}^H \right]^{-1} e_k
\]

(27)

![Figure 3](image)

Fig. 3. The proposed SDFE receiver.

For the computations of the \(f_k\), \(b_k\) and \(d_k\), we must compute the \(R_k^{ff}\), \(R_k^{fb}\) and \(R_k^{bb}\). The \(R_k^{ff}\), \(R_k^{fb}\) and \(R_k^{bb}\) are very important to derive the signal estimator \(\tilde{s}(k)\). Based on the above equations (22), (23) and (24), the \(R_k^{ff}\) can be determined [15]-[19]. For calculating \(R_k^{fb}\) and \(R_k^{bb}\), based on the assumption that the transmitting signal symbols are i.i.d., so we can argue that \(E\{s^p(k) * \tilde{s}^q(k)\} = E\{\tilde{s}^p(k) * \tilde{s}^q(k)\} = 0\). We also simplify the computation as values \(\varepsilon^e\), \(\chi^e\) and \(\xi^e\) that are represented as follows [15],

\[
\varepsilon^e = E\{s^e(k)\}
\]

(28)

\[
\chi^e = E\{s^e(k) * \tilde{s}^e(k)^*\}
\]

(29)

\[
\xi^e = E\{s^e(k) * \tilde{s}^e(k)^*\}
\]

(30)

However, these individual expectation values \(\varepsilon^e\), \(\chi^e\) and \(\xi^e\) have to be decided based on the data samples. Since the \(\varepsilon^e\), \(\chi^e\) and \(\xi^e\) are the functions of the signals \(\tilde{s}(k)\), and the signals \(\tilde{s}(k)\) are the function of \((\lambda_k^p)^p\) and the extrinsic LLR \(\lambda_k^e\). So, knowledge of \((\lambda_k^p)^p\) and \(\lambda_k^e\) is necessary to derive the signal matrix. The receiver flowchart of the iterative receiver scheme is described as the Fig. 4. At first, the pilot signal is sent to get the channel estimation \(\hat{H}\). Then
the receiving signal vector $\mathbf{Z}(k)$ goes through the filter $\mathbf{f}_k^{m(1)}$. In the first iteration of the receiver, (27) can be employed. We then obtained the estimation of the signal symbols $\delta^t(k)$. For the equalizer output, assuming that the output signal is derived from an equivalent AWGN channel, and can be used to compute $\lambda_k^\delta$ [21]-[25], we also get the a priori log likelihood ratios (LLR) $\langle \lambda_k^\delta \rangle^P$. Adding $\lambda_k^\delta$ to LRR $\langle \lambda_k^\delta \rangle^P$ to obtain the full LRR $\langle \lambda_k \rangle^P$. And then, the full LRR $\langle \lambda_k \rangle^P$ passes the soft decision of the receiver and then used to calculate $p(\delta^t(k) = a_t)$. So the $p(\delta^t(k) = a_t)$ can be used to calculate the past decided estimation signal $\hat{s}(k)$. Since $e^t$, $\chi^t$ and $\xi^t$ are the functions of the signal $\hat{s}(k)$, so the $e^t$, $\chi^t$ and $\xi^t$ can be derived by the previous determined estimation signal $\hat{s}(k)$. Finally, the $e^t$, $\chi^t$ and $\xi^t$ can be employed to derive the $\mathbf{R}_k^P$ and $\mathbf{R}_k^B$.

![Fig. 4. The flowchart of the proposed scheme.](image)

### 4. Kalman Estimation

The vector of CE-BEM parameters are

$$\mathbf{h}_{r,t}(k) = \left[ \mathbf{b}_{r,t,1}(k;0), \ldots, \mathbf{b}_{r,t,q}(k;0), \mathbf{d}_{r,t,1}(k;L-1), \ldots, \mathbf{d}_{r,t,q}(k;L-1) \right]$$

(31)

$$\mathbf{g}_{r,t}(k) = \mathbf{B}(k) * \mathbf{h}_{r,t}(k)$$

(32)

where $r = 1, \ldots, n_r$, $t = 1, \ldots, n_t$, and

$$\mathbf{B}(k) = \mathbb{I}_{k+1} \otimes \mathbf{b}_{ex}(k)$$

$$\mathbf{b}_{ex}(k) = [e^{jw_1 n}, e^{jw_2 n}, \ldots, e^{jw_q n}]$$

The CE functions get the fast variation of the communication channel. The evolution of the complex-exponential basis expansion model coefficients are assumed to be an AR-1 model,

$$\mathbf{h}_{a,r,t}(k) = \alpha * \mathbf{h}_{a,r,t}(k - 1) + \mathbf{w}(k)$$

(33)

The dynamic model for the fixed-lag KF is as

$$\mathbf{h}_{a,r,t}(k) \approx \left[ \mathbf{d}_{r,t}(k), \mathbf{d}_{r,t}(k-1), \ldots, \mathbf{d}_{r,t}(k-D) \right]^T$$

$$\Delta \left[ \mathbf{d}_{a,r,t,0}(k), \mathbf{d}_{a,r,t,1}(k), \ldots, \mathbf{d}_{a,r,t,D}(k) \right]^T$$

(34)

The measurement and the state equations for the Kalman filter are as

$$\mathbf{h}_{a,r,t}(k) = \mathbf{F}_{a,r,t}(k) * \mathbf{h}_{a,r,t}(k - 1) + \mathbf{G}_{a,r,t}(k) * \mathbf{w}(k)$$

(35)

$$\mathbf{y}(k) = \mathbf{E}_{a,r,t}(k) * \mathbf{h}_{a,r,t}(k) + \mathbf{v}(k)$$

(36)

In addition, we have
\[ \mathbf{F}_{a,r,t}(k) = \begin{bmatrix} a \mathbf{I}_{Q(L+1)} & 0 & \ldots & 0 \\ \mathbf{I}_{Q(L+1)} & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \mathbf{I}_{Q(L+1)} \end{bmatrix}, \]

\[ \mathbf{E}_{a,r,t}(k) = [s^{CT}(k) * \mathbf{B}(k)]_{0DQL,1}, \]

and

\[ \mathbf{G}_a := [\mathbf{I}_{Q(L+1)} \ 0_{Q(L+1) \times DQ(L+1)}]. \]

The channel \( \mathbf{h}_{a,r,t}(k) \) is denoted as,

\[ \tilde{K}(k) = \tilde{P}(k|k-1)\mathbf{E}_{a,r,t}^H(k) \times \left[ \mathbf{E}_{a,r,t}(k)\tilde{P}(k|k-1)\mathbf{E}_{a,r,t}(k) + \sigma_\xi^2 \right]^{-1} \]

\[ \tilde{\mathbf{h}}_{a,r,t}(k|k) = \tilde{\mathbf{h}}_{a,r,t}(k|k-1) + \tilde{K}(k) * [\mathbf{y}(k) - \mathbf{E}_{a,r,t}(k) * \tilde{\mathbf{h}}_{a,r,t}(k|k-1)] \]

\[ \tilde{P}(k|k) = [\mathbf{I} - \tilde{K}(k) * \mathbf{E}_{a,r,t}(k)] * \tilde{P}(k|k-1) \]

We use \( \tilde{\mathbf{h}}_{a,r,t}(k) \) to predict \( \mathbf{h}_{r,t}(k) \) that is the complex-exponential basis expansion model coefficients,

\[ \tilde{\mathbf{h}}_{r,t}(k) = \begin{cases} \tilde{\mathbf{h}}_{a,r,t,D}(k + D) & k = 1,2,\ldots,N_E - D \\ \tilde{\mathbf{h}}_{a,r,t,N_E-k}(k + D) & k = N_E - D + 1,\ldots,N_E \end{cases} \]

Based on (33), we can obtain

\[ \tilde{\mathbf{g}}_{r,t}(k) = \mathbf{B}(k) * \tilde{\mathbf{h}}_{r,t}(k) \]

So we can obtain

\[ \mathbf{g}_{r,t}(k) = \begin{bmatrix} E \left[ \tilde{\mathbf{g}}_{r,t}(k) \tilde{\mathbf{y}}(1), \ldots, \tilde{\mathbf{y}}(k+D) \right] & k = 1,2,\ldots,N_E - D \\ E \left[ \tilde{\mathbf{g}}_{r,t}(k) \tilde{\mathbf{y}}(1), \ldots, \tilde{\mathbf{y}}(N_E) \right] & k = N_E - D + 1,\ldots,N_E \end{bmatrix} \]

Finally, we can have

\[ \mathbf{\hat{H}} = \begin{bmatrix} \hat{g}_{1,1}(k) & \ldots & \hat{g}_{1,n_e}(k) \\ \vdots & \ddots & \vdots \\ \hat{g}_{n_r,1}(k) & \ldots & \hat{g}_{n_r,n_e}(k) \end{bmatrix} \]

### 5. Simulation Results

The proposed detector is investigated through BER simulations. The system performances are evaluated in the 2 transmitted antennas and 2 received antennas configuration. The signal modulation is QPSK. The adopted channel model is the SCM channel model which is proposed in [23]. The simulations of our proposed iterative receiver are with 6 paths or with 14 paths. We use the sample input period as \( 2.4 \times 10^{-4} \). We assume the Doppler-frequency as 97 Hz. The \( T_s \) is 1/64.

| Table 1. Simulation environment in MIMO-OFDM SDFE |
| Channel | Rayleigh, Rician, ITU(Rayleigh) |
| Modulation | BPSK, QPSK |
| FFT size | 64 |
| CP length | 16 |
In order to make sure that the characteristic of the communication channels to be very fast fading, the $T_s$ and $T_c$ (coherence time) must be compared. The $T_c$ is the inverse of the Doppler frequency. $T_c = \frac{1}{f_d} \approx 0.01$. In the simulation, we choose the parameter $Q=9$ in the complex-exponential basis expansion model. $Q$ must be bounded $Q \geq 2[f_dT_pT_s]$ [3]-[7]. The parameter $\alpha$ that is used for the AR-1 channel model is selected as 0.996. The Table 1 is the parameters of the simulation environment that are used in the simulations. The velocities we choose is 60 or 30km/hr. We will compare the system performances of the proposed iterative receiver with those of the existing HDFE receiver structure and the existing MMSE-LE receiver structure. The Fig. 5 is the bit error rate system performances of the proposed iterative receiver, the LE and the HDFE in the ITU communication environment. 4 iterations are used in the simulation. The QPSK signal modulation is used. We find that the proposed iterative receiver outperforms the existing LE and HDFE methods. The proposed iterative receiver is with very good channel impulse response estimation capability and can achieve very good bit error rate system performance.

| Iteration   | 4,5,6       |
|-------------|-------------|
| Code rate   | 1/2         |
| K-factor    | 1db         |
| Antenna configuration | 2X2         |
| velocity    | 30,60 km/hr |

![Fig. 5. The bit error rate performances of the iterative receiver, the LE and the HDFE in ITU communication. (The QPSK signal is used)](image)
The Fig. 6 is the bit error rate performances of the iterative receiver with different iteration number in the Rayleigh communication. The BPSK modulation signal is used in the simulation. The Fig. 7 is the bit error rate performances of the proposed iterative receiver and those with the perfect channel state information and different iteration number in the Rayleigh communication. 4 and 3 iterations are used. The Fig. 8 is the bit error rate performances of the proposed iterative receiver with different iteration number in the ITU communication. The BPSK modulation signal is used. As compared with the case of the Rayleigh communication channel, we can see that the iterative receiver also converges at the 5th iteration.

**Fig. 6.** The bit-error-rate performances of the proposed iterative receiver with different iteration number in the Rayleigh communication channel. (BPSK is used)

**Fig. 7.** The bit error rate performances of the iterative receiver and those with perfect channel state information and different iteration number in the Rayleigh communication. (The BPSK is used)
The Fig. 9 is the bit error rate performances of the iterative receiver and those with perfect channel state information and different iteration numbers in the ITU communication. The BPSK modulation is used. Compared with the case of the Rayleigh communication channel, we can find that the performance of the proposed iterative receiver approaches to that with ideal CSI.

**Fig. 8.** The bit error rate performances of the iterative receiver with different iteration numbers in the ITU communication. (BPSK is used)

**Fig. 9.** The bit error rate performances of the iterative receiver and those with ideal channel state information and different iteration numbers in the ITU communication. (The BPSK is used)

The Fig. 10 is the bit error rate performances of the iterative receiver with different iteration number in the Rician communication. The Fig. 11 is the bit error rate performances of the iterative receiver and that with ideal channel state information and different iteration
numbers in the Rician communication channel.

Fig. 10. The bit error rate performances of the iterative receiver with different iteration numbers in the Rician communication. (BPSK is used)

Fig. 11. The bit error rate performances of the iterative receiver and that with ideal channel state information and different iteration numbers in the Rician communication. (The BPSK is used)

The Fig. 12 is the bit-error-rate performances of the iterative receiver with different iteration numbers in the ITU communication and with velocity 30 km/hr. The QPSK modulation is used. The iterative receiver can achieve very satisfactory system performance. The Fig. 13 is the bit-error-rate performances of the iterative receiver with different iteration number in the ITU communication and with velocity 60 km/hr. The QPSK modulation is used. We see that the iterative detector converges at the fifth iteration. The iterative receiver achieves very satisfactory system performance.
5. Conclusion

This paper proposes a novel Kalman filter channel impulse response prediction and turbo channel equalizer for the MIMO-OFDM communication system in the fast multipath fading environments. The proposed iterative receiver can combat the error propagation effect in the fast multipath fading environment. This paper also compares the system performances of the iterative receiver with the existing receivers in several different fast multipath fading environments.
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