Gating Kinetics of the α1I T-Type Calcium Channel
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ABSTRACT The α1I T-type calcium channel inactivates almost 10-fold more slowly than the other family members (α1G and α1H) or most native T-channels. We have examined the underlying mechanisms using whole-cell recordings from rat α1I stably expressed in HEK293 cells. We found several kinetic differences between α1G and α1I, including some properties that at first appear qualitatively different. Notably, α1I tail currents require two or even three exponentials, whereas α1G tails were well described by a single exponential over a wide voltage range. Also, closed-state inactivation is more significant for α1I, even for relatively strong depolarizations. Despite these differences, gating of α1I can be described by the same kinetic scheme used for α1G, where voltage sensor movement is allosterically coupled to inactivation. Nearly all of the rate constants in the model are 5–12-fold slower for α1I, but the microscopic rate for channel closing is fourfold faster. This suggests that T-channels share a common gating mechanism, but with considerable quantitative variability.
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INTRODUCTION

T-type calcium channels are important for the generation of repetitive activity in many neurons and other excitable cells (Huguenard, 1996). Several key features of T-channel kinetics underlie that functional role, notably activation and inactivation at unusually negative voltages, and more rapid and complete inactivation than most other calcium channels (Carbone and Lux, 1984). T-channels also close (deactivate) slowly upon hyperpolarization, which can allow maintained Ca²⁺ entry after repolarization (Armstrong and Mattes, 1985).

Although T-channels in native cells share many properties, there is evidence for kinetic and pharmacological diversity. Notably, T-channels of thalamic relay neurons inactivate rapidly (τ ~ 30 ms above ~30 mV; Coulter et al., 1989; Huguenard and McCormick, 1992), whereas T-channels of neurons in the reticular nucleus of the thalamus inactivate about threefold more slowly, and exhibit other detailed kinetic differences (Huguenard and Prince, 1992). These functional properties may contribute to the ability of reticular neurons to act as pacemakers for thalamic oscillations.

The cloning of three T-type calcium channels provided a basis for exploration of functional diversity among T-channels (Cribbs et al., 1998; Perez-Reyes et al., 1998; Lee et al., 1999). Two clones (α1G and α1H) inactivate relatively rapidly (τ ~ 15 ms above ~30 mV), whereas the third (α1I) inactivates almost 10-fold more slowly (Klöckner et al., 1999; Kozlov et al., 1999; Lee et al., 1999; Monteil et al., 2000; McRory et al., 2001). Since α1I is highly expressed in thalamic reticular neurons (Talley et al., 1999), it is a candidate for the kinetically unusual T-channel of those cells.

We recently examined in detail the gating kinetics of the α1G T-type calcium channel at the level of whole-cell currents (Serrano et al., 1999). The results could be described by a model where inactivation and recovery are intrinsically independent of voltage, but coupled allosterically to voltage sensor movement. This is reminiscent of inactivation of Na⁺ channels (Armstrong and Bezanilla, 1977; Kuo and Bean, 1994), although the structural basis of T-channel inactivation and its evolutionary relationship to other inactivation mechanisms is not known. One key feature of the model was relatively weak allosteric coupling between activation and inactivation, which made the macroscopic time constants for inactivation and recovery depend more weakly on voltage than commonly observed for voltage-dependent channels. Inactivation occurred primarily from the open state during brief, strong depolarizations, but long, weak depolarizations induced closed-state inactivation, strongly affecting the steady-state inactivation curve. Slow channel closing allowed some channels to inactivate (rather than deactivate) upon hyperpolarization, producing strong cumulative inactivation. Curiously, an accurate description of the kinetics at intermediate voltages required the postulate that only three of the four voltage sensors were coupled to the inactivation process (Serrano et al., 1999).
We report here a study of the kinetics of activation and inactivation of the α1I T-type channel. The goal was to compare this slowly inactivating channel to the more typical α1G T-channel. Can gating of α1I be described by the same basic mechanism as α1G, but with different parameters (e.g., a slower inactivation rate), or are there fundamental differences in the way these two channels respond to voltage?

**MATERIALS AND METHODS**

HEK293 cells stably expressing rat α1I (GenBank accession No. AF086827) have been described previously (Lee et al., 1999). The sequence of this clone differs from the rat α1I reported by McRory et al. (2001), leading to 32 differences in the deduced amino acid sequence. Eight of those differences occur in regions predicted to be membrane spanning. The most notable difference is the absence of three consecutive highly conserved amino acids in IIIS4 of their clone, although discrepancies also exist in the S4 regions of repeat I and II. Our clone was resequenced, confirming the original sequence with three exceptions: W345 (not G), S1656 (not T), and P1737 (not A). Only one of these three sequences (W345) agrees with McRory et al. (2001). The coding region of both rat α1I clones ends with the sequence TGLHPSCWGMT, whereas the human α1I sequence reported by Monteil et al. (2000) contains an additional 157 amino acids at the COOH terminus. Examination of the human genomic sequence indicates that the rat α1I results from alternative splicing of exon 33 to 34. The rat uses an internal splice site located 40 bp into exon 34, resulting in a change of the open reading frame. We have recently isolated a variant of rat α1I that splices these exons in the same manner as the human, resulting in a much longer open reading frame with considerable homology to the human sequence.

The stably transfected HEK293 cells were grown in cell culture as described previously (Serrano et al., 1999). Currents were recorded in the whole-cell patch-clamp configuration using Axopatch 200A amplifiers and pClamp software (usually v. 8). The extracellular solution contained 140 mM NaCl, 2 mM CaCl$_2$, 1 mM MgCl$_2$, and 10 mM HEPES, adjusted to pH 7.2 with NaOH. The intracellular solution contained 120 mM NaCl, 11 mM EGTA, 1 mM CaCl$_2$, 4 mM MgATP, and 10 mM HEPES, pH 7.2 with NaOH. After titration, the estimated [Na$^+$], was 144 mM and [Na$^+$], = 160 mM. The estimated free [Ca$^{2+}$], was 20 nM and [Mg$^{2+}$], = 0.7 mM (Brooks and Storey, 1992). Series resistances were typically 3–9 MΩ, measured before compensation (nominally 80–95%). All experiments were performed at room temperature.

The holding potential was −100 mV. Except for some very long duration protocols (see Fig. 9), both “raw” currents and online leak-subtracted (P/−4) currents were recorded, and only leak-subtracted data are shown. Data were usually sampled at 20 kHz (or 10 kHz for some inactivation protocols where tail currents were not analyzed in detail), after analogue filtering at 25–50% of the sampling rate. It is noteworthy that some protocols required both high sampling rates and very long durations to accurately describe gating kinetics on different time scales (see Figs. 4 and 5 B). Data were analyzed primarily by Clampfit v. 8, although some analyses were done with Microsoft Excel or programs written locally in Visual Basic. Exponential fits were done with the Simplex or Levenberg-Marquardt methods of Clampfit v. 8, or (when parameters were constrained) using the Solver function of Excel to minimize the sum of squared errors. Values are given as means ± SEM, and for figures showing averaged data, error bars ± SEM are shown if larger than the symbol. Statistical significance levels given in the text are from paired two-tailed t-tests (Excel), with P < 0.05 considered to be significant.

Kinetic models were simulated using SCoP v. 3.51 (Simulation Resources). Simulated data were either converted to binary files and analyzed by Clampfit, or imported into Excel.

**RESULTS**

**Activation**

Fig. 1 illustrates the primary protocols used to examine the kinetics of α1I channels. Steps were given to voltages from −100 to +70 mV, either directly from −100 mV (Fig. 1 A) or after activation of the channels by 10-ms steps to +60 mV (Fig. 1 B). I-V relations measured from the two protocols are shown in Fig. 1 C. Channel activation was clearly detectable by −60 mV, and the peak inward current was near −30 mV. The instantaneous I-V relationship (Fig. 1 C, squares) was nonlinear, reflecting a high conductance to Ca$^{2+}$ at negative voltages, a high conductance to Na$^+$ at positive voltages, but a lower conductance near the reversal potential. The reversal potential (+21.4 ± 1.3 mV, n = 5) corresponds to a Goldman-Hodgkin-Katz permeability ratio P$_{Ca}$/P$_{Na}$ = 95, compared with P$_{Ca}$/P$_{Na}$ = 150–170 for α1G (Serrano et al., 1999, 2000; calculated including Na$^+$ used for titration, see MATERIALS AND METHODS).

The two I-V relationships in Fig. 1 C are the current at the time of peak activation at each voltage, and the instantaneous current after maximal activation (10 ms at +60 mV). At a given voltage, the driving force is the same, so the ratio of the two currents is the channel open probability (P$_O$), relative to that at +60 mV. We use this “relative P$_O$” (P$_O$/P$_O^{1G}$) to assess the voltage dependence of channel activation (Fig. 1 D). A fit of this activation curve to a single Boltzmann relation missed the data points at the foot of the curve (Fig. 1 D, dashed curve), whereas a Boltzmann raised to the fourth power described the data somewhat more accurately (Fig. 1 D, solid curve). The activation curves for α1G and α1I do not have precisely the same shape, but the point of 50% activation was ~20 mV more positive for α1I.

The protocols of Fig. 1 (A and B) were also used to measure the time dependence of channel gating. Fig. 2 illustrates tail currents from Fig. 1 B on a much faster time scale. Over the range of voltages where channels deactivate significantly, the tail currents were not well described by single exponentials, but the sum of two exponentials could fit the data well (Fig. 2). Although only 10 ms is shown in Fig. 2, the currents were fitted over the entire 50-ms pulse duration (Fig. 1 B). The fitted time constants are shown in Fig. 3. Especially at more negative voltages, the fast component was the largest (62–72% of the total from −100 to −60 mV, with 27–38% slow and 0–6% constant). Biexponential

*Abbreviations used in this paper:* P$_O$, open channel probability; P$_O^{1G}$, P$_O$ relative to that produced by a 10-ms depolarization from −100 to +60 mV.
tails were also observed in the absence of Mg$_{\text{II}}^{2+}$, so this does not result from time-dependent block by Mg$_{\text{II}}^{2+}$ (Serrano et al., 2000). We also considered whether the fast component of the tail current might be a gating current. After leak subtraction, a small transient outward current was visible near the reversal potential with the protocol of Fig. 1A, with integrated amplitude of $0.22 \pm 0.06$ pC, only $6 \pm 1\%$ of the integrated fast component of the tail current ($4.1 \pm 0.7$ pC, $n = 5$).

We previously described $\alpha 1G$ tail currents as monoexponential, but noted that fitting to the sum of two exponentials often yielded a small, fast component (Serrano et al., 1999), with relative amplitude $\sim 20\%$. In contrast to $\alpha 1I$ (where the relative amplitude of the fast component was much larger), gating currents and/or Mg$_{\text{II}}^{2+}$ block could account for much of the fast component of $\alpha 1G$. Thus, we conclude that a single exponential provides an adequate description of tail currents for $\alpha 1G$ but not $\alpha 1I$.

The time constants at the most negative voltages should be interpreted with caution, as the fitted values varied significantly with the series resistance and clamp speed. For the tail current analysis in Figs. 2–3, cells were selected for fast clamp, where the time to peak of the tail current was 0.35 ms or less. When the voltage clamp was slower, tail currents occasionally appeared to be monoexponential at $-100$ mV, as expected from RC filtering of the faster component by the electrode, but were still clearly biexponential at less negative voltages ($-80$ to $-20$ mV). The voltage-clamp error is largest at the most negative voltages, as the tail currents are larger and faster.

**Envelope Test**

The large, slowly inactivating currents observed at strongly depolarized voltages (Fig. 1, A and B) look very different from classical T-currents, and could potentially reflect contaminating currents through channels endogenous to HEK 293 cells. To evaluate that, we used the “envelope test,” where the current during a maintained depolarization is compared with the tail currents measured after voltage steps of different duration (Fig. 4, A and B). The initial tail current amplitudes, scaled to account for the difference in driving
force, superimpose upon the currents measured during depolarization, for steps to either \(-20\) or \(+60\) mV. Notably, the time course for inactivation was the same, measured either directly from the current during depolarization, or indirectly from the envelope of tail currents. This is consistent with both inward and outward currents flowing through the same population of channels. It also suggests that the large currents observed during long voltage steps used did not produce significant changes in ion concentrations, which can occur in small cells (Frazier et al., 2000).

With the envelope protocol, tail currents at \(-100\) mV were also described by the sum of two exponentials (Fig. 4, C and D). As the pulse length increased, the time constants could be constrained to remain constant, but the relative amplitude of the slow component increased, from \(0.12 \pm 0.02\) after 10 ms to \(0.44 \pm 0.05\) after 1 s at \(+60\) mV (\(n = 4\); similar effect at \(-20\) mV). Note that the two largest tail currents cross over in Fig. 4 C. Slower tail currents after partial inactivation have been reported previously for \(\alpha I\) (Warre and Randall, 2000). As Warre and Randall (2000) noted, this result is the opposite of the effect of series resistance error, which would slow the kinetics of larger tail currents.

**Activation, Deactivation, and Inactivation**

Fig. 3 summarizes several measurements of the time course of activation and inactivation, primarily from the protocols of Fig. 1 (measurement of the time course of inactivation and recovery at more negative voltages is described below). One noteworthy feature is that macroscopic inactivation is much slower than activation or deactivation at extreme voltages, but at intermediate voltages (e.g., \(-40\) mV), activation and inactivation kinetics are less clearly separated. We examined the time course of currents in this voltage region more thoroughly.

Upon repolarization, the open channel can either close (deactivate) or inactivate. Thus, the simplest interpretation of the biexponential decay of tail currents (Figs. 2–4) is that the fast and slow components reflect
deactivation and inactivation, respectively. We assessed that by comparing the time course of turn-on and turn-off of the current, measured at the same voltage (Fig. 5). In principle, the time course of currents at any voltage should be described by the sum of exponentials, with the time constants depending only on voltage, and the relative amplitudes of the components depending also on the initial conditions. Thus, we constrained the time constants to be the same for the currents recorded as the channels turn on or turn off (Brown et al., 1983).

Upon weak depolarization, channels activated slowly after a clear delay, with time to peak as slow as 100 ms

**Figure 4.** Envelope test for current isolation. Voltage steps lasting 10, 50, 100, 250, 500, or 1000 ms were given to +60 mV (A) or -20 mV (B). The open diamonds are the peak tail currents, scaled to correct for driving force. The scaling factor was the sum of the currents at the end of the six steps divided by the sum of the six corresponding tail currents. Cell 99622; 4-kHz Gaussian filter. (C-D) Superimposed tail currents on a 200-fold expanded time scale. The dashed curves are fits to the sum of two exponentials, from 0.35 to 20 ms after repolarization from +60 mV. The time constants were constrained to be the same for all records shown (0.53 and 2.34 ms), with variable amplitudes.

**Figure 5.** Kinetics of activation, deactivation, and inactivation at intermediate voltages. (A) Records extracted from the protocols of Fig. 1 A-B. The dashed curves are fits to the sum of two exponentials, with the two time constants constrained to be the same at each voltage. Without further constraints, the fit to the time course of activation was often biphasic (an initial outward current followed by inward current), which is not physically realistic. Therefore, for activation, the initial amplitude and rate of rise (dI/dt) at t = 0 were constrained to be ≤0. Cell 99711; 4-kHz Gaussian filter. (B) Records from a similar protocol in a different cell (00d07), but with longer (500 ms) steps to -50 to -30 mV. In each panel, one record is the tail current after repolarization from +60 mV (for 20 ms), and two records are for direct depolarization from -100 mV to the indicated voltage, recorded before and after the tail current (as a control for rundown). The currents cross over because inactivation begins earlier with the tail protocol, as some inactivation occurs during the step to +60 mV, and during the initial portion of the tail current. The dashed curves are fits to the sum of three exponentials, with the same three time constants for all records at each voltage. 3-kHz Gaussian filter, with 0.3 ms blanked.
The slow time course of activation was mirrored by the slow component of deactivation (Fig. 5 A). Indeed, the time course of both activation and deactivation could be approximated by the sum of two exponentials, although the delay before activation was not well described (suggesting that the channel passes through more than two closed states before opening). The slower time constant was roughly similar to those found by fitting the tail current or the activation time course separately, and was considerably faster than the time constant of inactivation measured during long depolarization (110–500 ms; Fig. 3). This suggests that the two tail current time constants (measured during 50-ms steps) both primarily reflect the kinetics of the activation process.

In the voltage range where channels activate significantly, the biexponential fits to tail currents included a relatively large constant component (16–25% from −50 to −20 mV; see also Fig. 5 A). That is not realistic, as currents eventually inactivate almost completely in that voltage range (see Fig. 7). That led us to examine currents during steps lasting several hundred milliseconds. That revealed a third exponential component, corresponding to inactivation (Fig. 5 B). When the currents were fitted to the sum of three exponentials at each voltage, the time constants corresponded approximately to those found for fast deactivation, slow deactivation (or activation), and inactivation in Fig. 3.

The three exponential components were most clearly demonstrated in tail currents at −40 mV (Fig. 6), where the time constants were well separated, and the amplitudes were comparable and thus easily detectable. In seven cells, the time constants were 1.5 ± 0.2, 27 ± 4, and 118 ± 14 ms, with relative amplitudes 0.34 ± 0.04, 0.20 ± 0.01, and 0.43 ± 0.03, respectively (offset 0.026 ± 0.004), including three cells examined with no Mg²⁺.

The time constants from these unconstrained three-exponential fits did not agree precisely with those from the simultaneous fits to turn-on and turn-off kinetics. In particular, the fast time constant was generally smaller for the fits to turn-off kinetics alone (compare Fig. 6 with Fig. 5 B, middle). By eye, the simultaneous fits missed part of the fast tail current, and underestimated the delay in activation. Also, in two out of four cells, the slow time constant at −50 mV was about threefold larger for the simultaneous fits (Fig. 5 B, left). This suggests that a full description of αII kinetics would require more than three exponential components in this voltage region.

Our main conclusion from this analysis is that there are at least three components, with time constants on the 1-, 10-, and 100-ms time scales.

Complex tail current kinetics are not unexpected, as both deactivation and inactivation can contribute, on different time scales. However, the observation of bi- or triexponential tail currents for αII contrasts sharply with αI G, where tail currents could be described well by a single exponential (Serrano et al., 1999).

**Inactivation**

To examine the voltage dependence of inactivation, we first gave long depolarizations (1.5 s) to a range of voltages (Fig. 7). The data record is from the middle panel of Fig. 5 B. The dashed curves are the three fitted exponential components, the offset, and the sum of all components.
ages, followed by brief test pulses to −20 mV (Fig. 7, protocol marked by two asterisks). The measured inactivation curve was well described by a single Boltzmann, with midpoint −64 mV. To determine whether that inactivation curve truly represented steady-state inactivation, we used the same protocol, except that channels were initially inactivated by 90% by a 0.6-s step to −20 mV. At steady state, the extent of inactivation should depend only on the conditioning voltage, and should be independent of the initial conditions. The data were again well described by a Boltzmann, but with a midpoint of −73 mV. This demonstrates that 1.5 s is not long enough to reach steady state, in contrast to our result with α1G (Serrano et al., 1999).

To further explore the time and voltage dependence of inactivation, we compared the time course of inactivation and recovery at several voltages, using steps up to 3 s (Fig. 8). Instead of achieving steady state, longer voltage steps revealed a second component of inactivation. When inactivation and recovery were fitted separately to single exponential functions at −70 or −80 mV, the time constant for recovery was significantly faster (Fig. 3, open squares versus open diamonds). When inactivation and recovery were constrained to have the same time constant, single exponentials did not fit very well (Fig. 8, dashed lines). Note that the single exponentials predict more rapid convergence of inactivation and recovery than observed at −70 mV. At −60 mV, where only recovery was tested with this protocol, there was a small but clear initial recovery phase, followed by subsequent development of additional inactivation. These results are not consistent with a single inactivation process, and suggest that voltage steps longer than 1 s begin to evoke a slow inactivation process. The nonmonotonic time course of recovery from inactivation at −60 mV could be explained if the slower inactivation process is more complete at that voltage.

Additional protocols were used to further demonstrate slow inactivation. Fig. 9 A compares the time course of inactivation versus recovery at −70 mV for steps lasting up to 9 s. Inactivation continued to develop over several seconds, whereas recovery was maximal at 1–3 s. With the recovery protocol, channel availability at 9 s was 80 ± 5% of that at 3 s (n = 6; P = 0.008). Because of slow inactivation, even 9 s was not long enough to completely reach steady state, as currents measured at 9 s with the recovery protocol were 85 ± 3% of those measured with the inactivation protocol (n = 6; P = 0.005). The time course could be fitted to the sum of two exponentials, with τ = 0.73 ± 0.03 s and 4.7 ± 0.8 s, with 75 ± 5% inactivation (n = 6).

When test pulses were given while the holding potential was changed from −100 to −80 or −70 mV, two components of inactivation were again visible (Fig. 9 C). Recovery from inactivation was essentially complete.
in the 2 s interval between the last pulse from −80 or −70 mV and the first test pulse from −100 mV.

Although these experiments do not fully characterize the kinetics of the slow inactivation process, they are sufficient to demonstrate its existence. For our purposes here, the main point is that the slow inactivation process interfered with direct measurement of steady-state inactivation for αII.

**State Dependence of Inactivation**

For αI, inactivation occurred primarily from open states at more depolarized voltages, but primarily from closed states near the midpoint of the inactivation curve (Serrano et al., 1999). Closed-state inactivation also dominated at more negative voltages for αII (Fig. 10). The amount of open-state inactivation was “predicted” (Bean, 1981; Serrano et al., 1999) by:

\[
P_I = \sum k_i P_{O_i}(t) \Delta t,
\]

where \(P_I\) is the predicted probability that the channel will become inactivated, \(k_i\) is the rate constant for inactivation (determined from the time constant for inactivation at depolarized voltages), and \(P_{O_i}\) is calculated as in Fig. 1D for each data point. This calculation assumes that open-state inactivation is “absorbing” which would overestimate open-state inactivation and voltage-independent. Considerable inactivation occurred both at −80 mV, where there was no detectable channel opening and, thus, no predicted open-state inactivation, and at −70 mV, where channel opening was barely detectable (Fig. 10). This demonstrates that inactivation can occur

**Figure 9.** Slow inactivation of αII. (A) Comparison of inactivation and recovery, as in Fig. 8, but for up to 9 s at −70 mV. For each duration, three measurements are shown since the inactivation protocol was given twice, before and after the recovery protocol, as a control for rundown or accumulation of inactivation. Currents were normalized to the inactivating pulse from the recovery protocol (0.6 s at −20 mV). The smooth curves are fits to the sum of two exponentials (\(\tau = 0.65\) s and 2.0 s), with extrapolated steady-state inactivation of 84%.

The extent of inactivation was somewhat greater than average in this cell (compare also the 3 s time points to Fig. 8). These voltages are near the midpoint of the inactivation curve, so small voltage offsets would have a large effect on the observed inactivation. (B) Sample records from the recovery protocol of the experiment shown in A for the indicated durations. Note that recovery was maximal at 1 s, with further inactivation developing at later times. Because of the long durations used, currents were leak-subtracted offline, using 50-ms steps from −100 to −120 mV. Cell 01403; 1-kHz Gaussian filter. For the record at 9 s, 1 ms was blanked at the onset of the step to −20 mV. (C) Time course of inactivation measured at −80 and −70 mV, in the same cell as A and B. Test pulses to −20 mV were given every 1 s from a holding potential of −100 (solid squares), −80 (open diamonds), or −70 mV (open circles). At −70 or −80 mV, the first test step was given 0.1 s after the change in holding potential. At −100 mV, the first test step was given 2 s later. The solid curves through the data at −80 and −70 mV are fits to the sum of two exponentials (\(\tau = 0.77\) s and 6.1 s at −80 mV, with relative amplitudes 0.37 and 0.11 respectively; \(\tau = 0.87\) s and 5.6 s at −70 mV, amplitudes 0.79 and 0.12). Measurements were not leak-subtracted, and were normalized to the average of the recorded during the second interval at −100 mV (after −80 mV, before −70 mV).

**Figure 10.** Test for closed-state inactivation at −70 (A) and −80 mV (B). The measured inactivation data (open symbols) are from Fig. 8. Predicted open-state inactivation (closed symbols) was calculated from the integrated \(P_{O_i}\) and the inactivation rate (at −20 mV) using Eq. 1. At −70 mV, \(n = 5–6\); at −80 mV, \(n = 4\).
directly from closed states for \( \alpha II \), and that closed-state inactivation dominates at the more negative voltages.

The state dependence of inactivation at more depolarized voltages was examined with the protocols of Fig. 1, including test pulses to +60 mV to assess inactivation (Fig. 11). The recorded currents were converted to \( P_{O,r} \), to allow visual evaluation of the correlation between channel opening and inactivation. 500-ms voltage steps to −60 or −50 mV opened few channels, but induced considerable inactivation (Fig. 11 A). Steps to +60 mV produced about twice as much integrated \( P_{O,r} \) than steps to −30 mV, but the extent of inactivation was comparable (Fig. 11 A and B). This suggests that about half of the inactivation at −30 mV must have occurred from closed states. The measured inactivation exceeds the predicted open-state inactivation from −90 to −10 mV (Fig. 11 B).

Closed-state inactivation can be demonstrated even for relatively brief depolarizations with the protocol of Fig. 1 B (see also Fig. 11, C and D). With an interpulse voltage of −100 mV, two 10-ms steps to +60 mV separated by 70 ms produced 10 ± 1% inactivation \((n = 5)\). Considerably more inactivation occurred at −60 mV \((21 ± 2\%)\), even though the integrated \( P_{O,r} \) was only slightly greater. \( P_{O,r} \) is clearly lower at −20 mV than at +60 mV, because a significant fraction of channels de-activate at −20 mV (Fig. 11 B), as expected from the activation curve (Fig. 1 D). However, the extent of inactivation was indistinguishable at −20 and +60 mV \((37 ± 2\% \text{ vs. } 39 ± 2\%, \text{ respectively})\). This implies that closed-state inactivation is significant even at −20 mV. Furthermore, the net rate of inactivation must be the same at −20 and +60 mV, despite the difference in \( P_{O,r} \). That is also shown by the time constants for inactivation, which are essentially constant above −30 mV (Fig. 3).

Thus, certain closed states, presumably those close to the open state, inactivate as rapidly as the open state itself.
19.9 mV, maximal PO_squares, with prepulse). The curves are fits to a single Boltzmann
function with parameters \( n_P = 0.95 \) and offset \( n_P = 0.003 \).

For the longest steps given with the envelope
inactivation occurred at the measured rate and was
was measured at the end of the depolarizing step. \( n \) = 4. From single exponential fits to those
records, the time constants for inactivation were
165 ms and an offset of \( P_{o,s} = 0.05 \) (on average, \( \tau = 134 \pm 9 \) ms with offset \( 0.037 \pm 0.005, n = 5 \). That caused the predicted inactivation to exceed 1.0 at the most depolarized voltages (Fig. 11 B).

**Kinetic Model**

We described gating of \( \alpha I I \) using the same kinetic scheme proposed for \( \alpha I G \) (Fig. 12 A and Table I).

Briefly, the model assumes a linear pathway for activation (voltage sensor movement followed by channel opening), with inactivation allosterically coupled to the first three voltage sensors to activate (Serrano et al., 1999). Some of the model parameters were determined rather directly from the data, and were clearly different from \( \alpha I G \). The inactivation rate (\( k_I \)) was determined from the time constant for inactivation at depolarized voltages (Fig. 3), and the reverse rate (\( k_{-I} \)) from the extent of inactivation. Given those values, the allosteric factor for recovery (\( h \)) fixed the limiting rate of recovery from inactivation at negative voltages. The channel opening (\( k_O \)) limits the rate of activation at positive voltages. The charge movement associated with voltage sensor movement (and with channel closing) was kept the same as for \( \alpha I G \). The other four parameters (\( k_v, k_{-v}, k_{-o}, k_O, \text{and } f \)) were not directly determined, and were adjusted to describe the activation curve (Fig. 12 B), inactivation curve (Fig. 12 C), activation and deactivation time constants, and current time to peak (Fig. 3). The kinetics of activation for weak depolarizations (Fig. 12 D) was strongly affected by the speed of voltage sensor movement, such that twofold changes in \( k_v \) and \( k_{-v} \) produced activation that was clearly too fast or too slow. The model also produced a considerable amount of closed-state inactivation. The measured inactivation ex-

### Comparison of Model Parameters for \( \alpha I I \) and \( \alpha I G \)

| Parameter | \( \alpha I I \) | \( \alpha I G \) | Ratio \(( \alpha I G / \alpha I I )\) |
|-----------|----------------|----------------|------------------|
| \( k_v \)  | 200 s\(^{-1}\) | 2,500 s\(^{-1}\) | 12.50 |
| \( k_{-v} \) | 1.5 s\(^{-1}\) | 8 s\(^{-1}\) | 5.33 |
| \( k_o \)  | 500 s\(^{-1}\) | 4,000 s\(^{-1}\) | 8.00 |
| \( k_{-o} \) | 100 s\(^{-1}\) | 25 s\(^{-1}\) | 0.25 |
| \( k_i \)  | 7 s\(^{-1}\) | 70 s\(^{-1}\) | 10.00 |
| \( k_{-i} \) | 0.21 s\(^{-1}\) | 1.4 s\(^{-1}\) | 6.67 |
| \( f \)    | 0.2 | 0.2 | 1.00 |
| \( h \)    | 0.45 | 0.5 | 0.90 |

The kinetic scheme is illustrated in Fig. 12 A. Rate constants are at 0 mV. Three rates are voltage dependent, \( k_v, k_{-v}, \text{and } k_{-o} \), with associated charge of 1, 0, \(-1,39, \text{and } -0.74, \) respectively, for both channels. The allosteric factors \( f \) and \( h \) are unitless. Parameters for \( \alpha I G \) are from Serrano et al. (1999).

**Completeness of Inactivation**

Inactivation of \( \alpha I I \) is incomplete, on the time scale exam-

ined. For the longest steps given with the envelope
protocol (Fig. 4), \( P_{o,s} \), after 1 s at \(-20 \) mV was 0.021 ± 0.006 (measured at the end of the depolarizing step) or
0.036 ± 0.008 (from the tail currents); at +60 mV, corresponding
values were 0.032 ± 0.006 and 0.033 ± 0.007 (\( n = 4 \)). From single exponential fits to those
records, the time constants for inactivation were 165 ± 14 ms at +60 mV, and 167 ± 16 ms at \(-20 \) mV, with offsets of 0.032 ± 0.005 and 0.023 ± 0.005, respectively. If inactivation occurred at the measured rate and was
was fully absorbing, the residual \( P_{o,s} \) at 1 s would be only
0.003 ± 0.001 at +60 mV and 0.003 ± 0.002 at \(-20 \) mV. Thus, fast inactivation spares ~2% of \( \alpha I I \) channels at steady state, over a wide voltage range, as previously ob-
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ceeded the predicted open-state inactivation (Fig. 13), much as observed experimentally (Fig. 11).

Table I shows that most rates are 5–12-fold slower for αII, compared with α1G. But the kinetics of αII are not simply scaled with respect to α1G, since one crucial rate is actually fourfold faster for αII (channel closing, k_{O}). That has several consequences for channel gating, some of which are not intuitively obvious. For αII, the C-O equilibrium favors C at −60 mV and below, and, even at more positive voltages, a significant fraction of channels remain closed. This contributes to the positive shift in the voltage dependence of activation for αII. It also allows more closed-state inactivation, since the C and C states are assumed to inactivate as rapidly as O.

How does the model produce the three exponential components of tail currents? At −40 mV, channel closing is much faster than inactivation (k_{O} = 324 s^{-1} and k_{O} = 7 s^{-1}), and the C-C rates are intermediate (14–160 s^{-1}). Both the C-O equilibrium, and the equilibrium for activation of an individual voltage sensor, favor activation slightly. During a tail current, a fraction of the channels move rapidly from O to C; next, slower C-C transitions pull more channels away from the open state; finally, inactivation pulls the remaining channels away from the open and closed states. A large fraction of channels transiently accumulates in closed states, but at steady state, nearly all of the channels are inactivated.

On a 500-ms time scale, three exponentials were required to fit tail currents simulated from the model at −40 mV (τ = 1.3, 23, and 160 ms, with nearly equal amplitudes). The three time constants correspond closely to the kinetics of the O-C, C-C, and C-O transitions.

Why are three exponential components not apparent for α1G tail currents? First, the channel closing rate is much closer to the inactivation rate (at −40 mV k_{O} = 81 s^{-1} and k_{O} = 70 s^{-1}), so closing and inactivation occur on the same time scale. In addition, the C-O equilibrium is strongly to the right for α1G, by about a factor of 50 at −40 mV. This means that most channels that inactivate do so directly from the open state (αII channels tend to close first). The C-O equilibrium also makes the net rate of channel closing much slower than k_{O}. As a result, with the parameters used for α1G, the model predicts tail currents that are described almost perfectly by single exponentials. This can be attributed entirely to the difference in channel closing rate between α1G and αII, relative to the other rate constants in the models.

For αII, when k_{O} at 0 mV was changed from 100 to 3 s^{-1} (eightfold slower than α1G, versus fourfold faster), tail currents were effectively monoexponential over a wide voltage range (unpublished data).

Some features of the data were not described well by the model for αII. In particular, there was no slow component of inactivation. Presumably, that reflects a separate slow inactivation mechanism, which is not included in the model. Thus, the model should be considered to apply primarily to αII kinetics on the <1-s time scale. In addition, although the model produced clearly biexponential tail currents on a 50-ms time scale (Fig. 12 D), and the two time constants were close to the experimental values (Fig. 3), the relative amplitudes of the two components were not well reproduced (note the large amplitude of slow deactivation at −60 mV in Fig. 13 C versus Fig. 11 C). Also, the model did not predict the change in relative amplitudes of fast and slow deactivation with partial inactivation (Fig. 4, C and D), so that effect could result from a kinetic process not included in the model (e.g., facilitation; Klöck-
ner et al., 1999). Overall, we view this model as an illustration of one possible mechanism for gating of αII, rather than as a complete quantitative description.

**DISCUSSION**

Our goal was to compare the gating kinetics of the αII calcium channel to α1G, which exhibits more “typical” T-channel kinetics, using whole-cell recording and kinetic modeling. The starting point was the observation that αII activates and inactivates more slowly than α1G. Mechanistically, those two differences could be explained either by slower microscopic inactivation or by slower microscopic activation. If activation is slow and rate-limiting for macroscopic inactivation (Aldrich et al., 1983), slower activation can produce slower macroscopic inactivation, even if activation and inactivation are only partially coupled (Carbone and Lux, 1987). Alternatively, slower inactivation will appear to slow activation, as activation continues longer, allowing more channels to activate (Gonoi and Hille, 1987).

To fully explain our results, we found that both activation and inactivation had to be slower for αII. Slower activation is not sufficient, as it requires voltage-independent above −50 mV, suggesting that microscopic inactivation is rate-limiting. Note also that the activation rate and the time to peak accelerate at least 10-fold with depolarization above −50 mV, which is further evidence that activation is not rate-limiting for inactivation in that region. On the other hand, if only microscopic inactivation is slowed, the slow activation and deactivation kinetics observed near −40 mV (Fig. 5 A) would not occur. However, gating of αII is not uniformly slower than α1G, since deactivation is faster for αII at strongly hyperpolarized voltages (Fig. 3). A quantitative difference in the channel closing rate produced multiplexponential qualitative differences in kinetic behavior, most notably multieponential tail currents for αII.

**Gating Kinetics of αII**

Several basic features of gating of αII agree with previous studies. Compared with α1G and most other T-channels, activation and inactivation are slow, but deactivation is fast (Kozlov et al., 1999; Lee et al., 1999; Monteil et al., 2000; McRory et al., 2001).

We find a more positive activation curve ($V_{1/2} = −20$ mV) than most previous studies (−44 mV) Klöckner et al., 1999; [−41 mV] Monteil et al., 2000; [−61 mV] McRory et al., 2001), although Lee et al. (1999) found $V_{1/2} = −25$ mV. Some of the variation could result from surface charge effects, as different concentrations of Ga$^{2+}$ or Ba$^{2+}$ have been used as charge carriers. One key difference is that previous studies used conductances (rather than $P_{o}$), which would affect the shape of the activation curve since the open-channel I-V is nonlinear (Fig. 1 C). In addition, we find that αII channels continue to activate at positive potentials (Fig. 1 D), whereas most previous studies of activation were based primarily on data at negative voltages. If we use chord conductances rather than $P_{o}$, and fit only to +10 mV, a single Boltzmann gives an apparent $V_{1/2} = −43$ mV. The chord conductances are affected not only by the channel open probability, but also by the voltage dependence of the open-channel current, so that $V_{1/2}$ does not accurately describe the voltage dependence of channel opening.

Although we were unable to reach steady-state inactivation without evoking slow inactivation, we would estimate from Fig. 7 that fast inactivation is half complete near −70 mV. This agrees well with several previous studies (Klöckner et al., 1999; Lee et al., 1999; Monteil et al., 2000), although we would expect that the 5–15-s steps used previously would produce some amount of slow inactivation. In contrast, McRory et al. (2001) found a $V_{1/2}$ of −95 mV for αII using 15-s pulses. The kinetic differences observed by McRory et al. (2001) may be related to sequence differences in their rat αII clone (as described in MATERIALS AND METHODS).

Some kinetic parameters varied significantly among cells. For example, in one set of 16 cells, the time constant for inactivation during 600-ms steps to −20 mV was $147 ± 9$ ms (SD = 37 ms). In cells tested at both −20 and +60 mV, inactivation rates were similar, so the variability does not result from the voltage dependence of inactivation. Inactivation time constants could vary twofold for cells recorded on the same day, with no obvious explanation. Such variability could contribute to the quantitative differences among previous studies of αII kinetics, and might also indicate that αII gating can be regulated by, as yet, unknown factors.

One striking difference from previous studies on αII is our observation that tail currents are bi- or even triexponential. It is not clear why this was not observed previously, although we appear to have examined a wider voltage range and longer time scale than in some other studies.

The kinetics of αII are similar in several respects to the T-current of thalamic reticular neurons (Huguenard and Prince, 1992). In those cells, time constants were 80–100 ms for inactivation (from −20 to −50 mV) and 500–700 ms for recovery (from −100 to −80 mV), and activation kinetics were shifted by ∼10 mV to more positive voltages, compared with the more classical T-current of thalamic relay neurons. Combined with the high level of expression of αII in thalamic reticular neurons (Talley et al., 1999), it seems likely that αII makes a major contribution to the T-current in those cells.

**Gating Mechanisms of αII**

Activation and inactivation of αII can be described by an allosteric model, where voltage-dependent activation...
is coupled to an intrinsically voltage-independent inactivation process (Figs. 12–13). The same model, but with substantially different parameters (Table I), was previously used to describe α1G (Serrano et al., 1999).

Several features of gating of α11 do qualitatively resemble α1G. Inactivation is strong, but only 98–99% complete, even with strong depolarization. The macroscopic time constants for inactivation and recovery reach limiting rates at positive and negative voltages, respectively. It is especially striking that inactivation is nearly voltage-independent over a wide range (−30 to +70 mV) for both channels. Only in a narrow voltage region do the time constants for inactivation and recovery exhibit the voltage dependence expected from coupling to the activation process (Fig. 3). This appears to result from a relatively weak allosteric coupling, such that the inactivation and recovery rates do not vary dramatically with the state of the channel, although the coupling is strong enough to produce the observed voltage dependence of inactivation. A similar point was made recently by Kuo and Yang (2001), who reported voltage dependence of inactivation.

In our model, that rate is fourfold faster for α1I in absolute terms, and 20–50-fold faster relative to the other rate constants in the model.

Slow inactivation on a time scale of seconds or minutes appears to be a nearly universal property of channels that also exhibit a fast inactivation process. We find slow inactivation for α11 on the 1–10-s time scale (Fig. 9), and a preliminary report has appeared of slow inactivation for α1G (Hering et al., 2001). We did not find evidence for slow inactivation for α1G (Serrano et al., 1999), probably because we intentionally limited that study to depolarizations lasting 1 s or less. Biexponential inactivation and recovery has been reported previously for some native T-channels (Bossu and Feltz, 1986; Herrington and Lingle, 1992).

The molecular basis of T-channel inactivation remains to be determined. Some features resemble Na+ channels more closely than other Ca2+ channels; at the level of amino acid sequence, T-channels are only slightly closer to other Ca2+ channels than to Na+ channels. But there is no clear homology between T-channels and Na+ channels in the III-IV linker, which is critical for inactivation of Na+ channels. It will also be important to find the molecular determinants of the differences in activation and inactivation kinetics among T-type channels.
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