An enhancement of the fast time-domain boundary element method for the three-dimensional wave equation
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Abstract

Our objective is to stabilise and accelerate the time-domain boundary element method (TDBEM) for the three-dimensional wave equation. To overcome the potential time instability, we considered using the Burton–Miller-type boundary integral equation (BMBIE) instead of the ordinary boundary integral equation (OBIE), which consists of the single- and double-layer potentials. In addition, we introduced a smooth temporal basis, i.e. the B-spline temporal basis of order \(d\), whereas \(d = 1\) was used together with the OBIE in a previous study \cite{1}. Corresponding to these new techniques, we generalised the interpolation-based fast multipole method that was developed in \cite{1}. In particular, we constructed the multipole-to-local formula (M2L) so that even for \(d \geq 2\) we can maintain the computational complexity of the entire algorithm, i.e. \(O(N_s^{1+\delta}N_t)\), where \(N_s\) and \(N_t\) denote the number of boundary elements and the number of time steps, respectively, and \(\delta\) is theoretically estimated as \(1/3\) or \(1/2\). The numerical examples indicated that the BMBIE is indispensable for solving the homogeneous Dirichlet problem, but the order \(d\) cannot exceed 1 owing to the doubtful cancellation of significant digits when calculating the corresponding layer potentials. In regard to the homogeneous Neumann problem, the previous TDBEM based on the OBIE with \(d = 1\) can be unstable, whereas it was found that the BMBIE with \(d = 2\) can be stable and accurate. The present study will enhance the usefulness of the TDBEM for 3D scalar wave problems.
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1. Introduction

It is often necessary to analyse or simulate a wave phenomenon in an open space or external domain rather than in a closed space in physical applications. Further, in comparison with steady-state or frequency-domain approach, transient or time-domain approach is relatively useful because it can obtain even the frequency response through a Fourier analysis, although the time insatiability must be dealt with in the time domain analysis. So, developing a fast and stable computational method that is applicable to external problems in time domain is important and remains a challenge to be surmounted. This study proposes a noble method based on the boundary element method (BEM) regarding the 3D wave equation.

The BEM or boundary integral equation method is invaluable in the numerical analysis of exterior boundary value problems of (linear) partial differential equations in classical physics, in particular, acoustics and electromagnetics as well as elastodynamics. This is because BEM can handle the (semi-)infinite domain without any approximation, which is the so-called absorbing boundary condition (ABC) in terms of domain-type solvers such as the finite element method. However, the major drawback of the BEM is its very high computational cost. Nevertheless, since the emergence of the fast multipole method (FMM) proposed by Greengard and Rokhlin in 1987 \cite{2},
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similar fast algorithms have been developed to accelerate the BEM for various types of problems, especially for steady-state (or frequency-domain) wave problems [3, 4, 5].

On the other hand, the acceleration of unsteady-state or time-domain BEM (TDBEM) has not been widely investigated thus far because of the additional efforts needed to take account of the time axis. The pioneering studies were performed by Michielsen’s group around 2000 [6]. In 2D/3D acoustics [7, 8, 9, 10, 11, 12] and 3D electromagnetics [13, 14], they developed the planewave time-domain (PWTD) algorithm as a time-domain version of the FMM [2]. In the 3D problems we are interested in, the PWTD algorithm can reduce the computational complexity from $O(N^d N_t)$ to $O(N_s \log^\alpha N_s \cdot N_t)$, where $N_s$ and $N_t$ denote the spatial and temporal degrees of freedom, respectively, and $n$ depends on the details of the planewave expansion. (In this study, $N_s$ and $N_t$ represent the number of boundary elements and the number of time steps, respectively.) Afterwards, the PWTD algorithm was applied to 2D/3D elastodynamic problems [15, 16] and enhanced by using the wavelet [17].

As a variant of the PWTD algorithm, an interpolation-based FMM for the 3D wave equation was proposed in the previous study [1]. Because the interpolation can readily realise the separation of variables of the retarded layer potentials, the formulation and implementation of the interpolation-based FMM are simpler than those of the PWTD. The trade-off for the simplification is that the computational complexity of the fast TDBEM based on the interpolation-based FMM is relatively high, i.e. $O(N_s^{1+\alpha} N_t)$, where $\delta$ is theoretically estimated as 1/3 when boundary elements are distributed uniformly in 3D space and 1/2 when they are on a plane in 3D. Although the interpolation-based FMM was not compared with the PWTD algorithm in [1], the fast TDBEM using the interpolation-based FMM outperformed the conventional TDBEM, whose complexity is $O(N_s^2 N_t)$, in the numerical test.

Whether the algorithm is fast or not, late-time instability is an important problem in the TDBEM. In general, there are several approaches to addressing this problem [18]. Probably the most implementation-friendly approach would be the $\alpha$-$\delta$ method [19]. In this method, weights are introduced in the discretised boundary data over some successive time steps so that the possible oscillation of the boundary data can be averaged in those time steps [19]. Okamura et al. [20] applied the $\alpha$-$\delta$ method to the fast TDBEM [1] and observed that the instability could be suppressed in their numerical analysis, although the numerical accuracy was not discussed quantitatively.

A more fundamental approach is to use the Burton–Miller-type boundary integral equation (BMBIE) instead of the ordinary BIE (OBIE), which consists of the single- and double-layer potentials. Ergin et al. [21] found that the BMBIE, which is a linear combination of the normal and temporal derivatives of the OBIE, can be more stable than the OBIE. This can be regarded as the time-domain counterpart of removing the interior resonance in frequency domain [22]. The same authors accelerated the BMBIE using the two-level and multi-level PWTD algorithms [8, 9]. Recently, Fukuhara et al. [23] analysed the stability of the TDBEM based on various types of BIE, including the BMBIE, for certain initial boundary value problems involving the 2D wave equation. They demonstrated that the distribution of the eigenvalues, which were obtained by means of the Sakurai–Sugiura method [24], can differ according to the type of BIE, and that if the imaginary parts of all the eigenvalues are less than 0, the corresponding BIE is stable. Their results suggest that the OBIE is unstable but the BMBIE is stable for the homogeneous Dirichlet problem in 2D. It is also implied that adding the single-layer potential (multiplied by a real constant) to the BMBIE can increase its accuracy. Similarly to Fukuhara et al. [23], the 3D case was examined by Chiyoda et al. [25].

The present study aims to stabilise the fast TDBEM [1] for the 3D wave equation, maintaining the benefit obtained from the acceleration by the interpolation-based FMM. Following the former studies [21, 23, 25], we adopt the BMBIE instead of the OBIE, which was used in [1], and incorporate the BMBIE into the FMM. In addition, we consider high-order discretisation with respect to time. That is, we adopt the B-spline temporal basis of order $d \geq 2$ instead of the piecewise-linear basis, which corresponds to $d = 1$. We can evaluate the space-time integrals associated with both the discretised OBIE and the BMBIE for $d \geq 2$ similarly to how it was evaluated for $d = 1$. Moreover, we need to generalise the interpolation-based FMM from $d = 1$ to higher $d$’s, as the original FMM for $d = 1$ fails because a certain linearity resulting from $d = 1$ is no longer available for $d \geq 2$ in the multipole-to-local translation (M2L) of the FMM.

The rest of this paper is organised as follows: Section 2 shows the formulation of the TDBEM based on the BMBIE and B-spline temporal basis. In Section 3, the interpolation-based FMM is constructed for the TDBEM formulated in the previous section. The details of constructing an efficient M2L are described in Section 4. Sections 5 and 6 numerically assess the computational stability and efficiency of the proposed fast TDBEM and demonstrate the applicability to parameter optimisation, respectively. Section 7 concludes the paper.
2. A TDBEM regarding BMBIE and B-spline temporal basis

We formulate a TDBEM regarding the BMBIE as well as the OBIE when the B-spline basis of order $d$ is used as the temporal basis instead of the piecewise-linear basis, which exactly corresponds to the case $d = 1$ and was used in the previous work [1].

2.1. Problem statement

Let $V$ be a finite domain in $\mathbb{R}^3$ with the piecewise-smooth boundary $S := \partial V$. We consider the following exterior problems of the 3D wave equation regarding the wave field or sound pressure $u$:

\[
\Delta u(x, t) = \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2}(x, t) \quad \text{for } x \in \mathbb{R}^3 \setminus \hat{V}, \ t > 0, \tag{1a}
\]

\[
u(x, 0) = \frac{\partial u}{\partial t}(x, 0) = 0 \quad \text{for } x \in \mathbb{R}^3 \setminus \hat{V}, \tag{1b}
\]

\[
u(x, t) = \hat{u}(x, t) \quad \text{for } x \in S_u, t > 0, \tag{1c}
\]

\[
q(x, t) := \frac{\partial u}{\partial n_y}(x, t) = \hat{q}(x, t) \quad \text{for } x \in S_q, t > 0, \tag{1d}
\]

\[
u(x, t) \rightarrow 0 \quad \text{as } |x| \rightarrow \infty, \ t > 0, \tag{1e}
\]

where $n$ is the unit outward normal, $S \equiv S_u \cup S_q$ and $S_u \cap S_q \equiv \emptyset$. Further, $c > 0$ is the wave velocity. In the numerical examples in Sections 5 and 6, we will consider the incident wave, which will be denoted by $u^m$, but we omit it from the formulation in this and the following sections for the sake of simplicity.

2.2. BIEs

To solve the initial-boundary value problem in (1), the first — and simplest — choice is to use the following OBIE, which consists of the single- and double-layer potentials:

\[
\frac{1}{2} u(x, t) = \int_0^t \int_S [\Gamma(x - y, t - \tau)q(y, \tau) - \frac{\partial \Gamma}{\partial n_y}(x, y, t - \tau)u(y, \tau)] \, \text{d}r \, \text{d}S_y \quad \text{for } x \in S \text{ and } t > 0, \tag{2}
\]

where, with Dirac’s delta function $\delta$, $\Gamma$ is the causal fundamental solution of (1a) given by

\[
\Gamma(x, t) := \frac{\delta(t - |x|/c)}{4\pi |x|}.
\]

However, the OBIE can suffer from the interior resonance problem [21, 23]. To avoid it, we consider the following BMBIE, which is obtained by applying the normal and temporal derivatives, i.e. $\frac{\partial}{\partial n_y} - \frac{1}{c} \frac{\partial}{\partial t}$, to the OBIE:

\[
\frac{1}{2} \left( \frac{\partial u(x, t)}{\partial n_y} - \frac{1}{c} \frac{\partial u(x, t)}{\partial t} \right) = \int_0^t \int_S \left( \frac{\partial \Gamma(x - y, t - \tau)}{\partial n_y} q(y, \tau) - \frac{\partial^2 \Gamma(x - y, t - \tau)}{\partial n_y \partial n_y} u(y, \tau) \right) \, \text{d}r \, \text{d}S_y - \frac{1}{c} \frac{\partial}{\partial t} \int_0^t \int_S \left( \Gamma(x - y, t - \tau)q(y, \tau) - \frac{\partial \Gamma(x, y, t - \tau)}{\partial n_y} u(y, \tau) \right) \, \text{d}r \, \text{d}S_y \quad \text{for } x \in S \text{ and } t > 0, \tag{3}
\]

We use the collocation method to solve both BIEs. The alternative is the Galerkin method [26, 27, 28], but we do not consider it in this study.

2.3. Discretisation of the BIEs

To discretise $u$ and $q$ in the BIEs, we use the piecewise-constant basis with respect to space. The boundary $S$ is discretised with $N_s$ triangular boundary elements, denoted by $E_i$ where $i \in [1, N_s]$. Then, $u(x, t)$ and $q(x, t)$ on $E_i$ are denoted by $u_i(t)$ and $q_i(t)$, respectively. We let the centre of $E_i$ be the collocation point $x_i$, where $i = 1, \ldots, N_s$. 


As the temporal basis of \( u_i \) and \( q_i \), we utilise the B-spline bases of order \( d \) (\( \geq 1 \)). That is, we interpolate \( u_i \) and \( q_i \) as

\[
\{u_i, q_i\}(t) \approx \sum_{\beta=0}^{d+1} N^{\beta,d}(t)[u^\beta_i, q^\beta_i],
\]

where \( N^{\beta,d} \) represents the \( \beta \)th B-spline basis of order \( d \), and \( u^\beta_i \) is its coefficient. As usual, in the TDBEM, we assume that the knots of the B-spline basis or temporal nodes, denoted by \( t_0, t_1, \ldots \), are equidistant, i.e. \( t_{i+1} - t_i \equiv \Delta_t \) or \( t_i \equiv i\Delta_t \), where \( \Delta_t \) denotes the time-step length. Then, we let the \( \alpha \)th temporal collocation point be \( t_\alpha \) (\( \equiv \alpha\Delta_t \)) for \( \alpha = 1, 2, \ldots, N_t - 1 \), where \( N_t \) denotes the prescribed number of time steps.

**Remark 1** (Support). The support of the basis \( N^{\beta,d} \) is \([t_\beta, t_\beta + d + 1]\).

**Remark 2** (Translational invariance). For any time \( s \in \mathbb{R} \), it holds that \( N^{\beta,d}(t_\alpha + s) \equiv N^{\beta+\gamma,d}(t_\alpha + t_\gamma + s) \) if the knots \( \{t_i\} \) are uniform. This means that the value of a basis (i.e. \( N^{\beta,d} \)) is determined by the difference between an evaluation time \( t_\alpha \) and a source time \( t_\beta \).

As with the piecewise-linear temporal basis or the case of \( d = 1 \), it is desirable to analytically integrate the space-time integrals in the resulting discretised layer potentials. To simplify the integration, we decompose \( N^{\beta,d} \) into \( d + 2 \) truncated power functions of order \( d \), i.e. \( (\cdot)_d \), as follows:

\[
N^{\beta,d}(x) = \sum_{k=0}^{d+1} w^{\beta,d}(x - t_k + \beta\Delta_t) \frac{d}{(k - \kappa)\Delta_t},
\]

where \( w^{\beta,d} \) is defined by

\[
w^{\beta,d} := \frac{d + 1}{\prod_{k=0,k\neq\kappa}^{d+1} (k - \kappa)}
\]

and have the values shown in Table 1. Hence, we can express \( u_i \) and \( q_i \) in (4) as follows:

\[
\{u_i(t), q_i(t)\} \approx \sum_{\beta=0}^{d+1} \sum_{k=0}^{d+1} w^{\beta,d}(t - t_k + \beta\Delta_t) \{u^\beta_i, q^\beta_i\}.
\]

| \( d \) \( \kappa \) | 0 | 1 | 2 | 3 | 4 | 5 |
|---|---|---|---|---|---|---|
| 1 | 1 | -2 | 1 | na | na | na |
| 2 | \( \frac{1}{2} \) | -\( \frac{1}{2} \) | 1 | -\( \frac{1}{2} \) | na | na |
| 3 | \( \frac{1}{3} \) | -\( \frac{1}{3} \) | 1 | -\( \frac{2}{3} \) | 1 | na |
| 4 | \( \frac{1}{4} \) | -\( \frac{5}{24} \) | 5 | -\( \frac{5}{24} \) | 5 | -\( \frac{1}{24} \) |

Figure 1 shows the decomposition of the B-spline basis \( N^{d,0} \) into \( d + 1 \) truncated power functions of order \( d \), where \( d \) is selected as 1, 2, or 3.
2.4. Discretisation of the BIEs

With (7), we discretise both OBIE in (2) and BMBIE in (3). First, we consider the former and discretise the single-layer potential, denoted by $\Phi_{\text{single}}$, as follows:

\[
\Phi_{\text{single}}(x, t) := \int_0^t \int_\Gamma (x - y, t - \tau) q(y, \tau) \, d\tau \, dS_y \\
\approx \sum_{j=1}^{N_t} \int_{E_j} \frac{1}{4\pi |x - y|} \sum_{\beta=0}^{d+1} w^\beta \left( \frac{t - |x - y| - t_\beta}{\Delta_t} \right)^d q^j \, dS_y,
\]

For the collocation point $(x_i, t_\alpha)$, we can obtain the following expression:

\[
\Phi_{\text{single}}(x_i, t_\alpha) = \sum_{j=1}^{N_t} \sum_{\beta=0}^{d+1} \sum_{\kappa=0}^{\kappa_{\beta}} w^\beta U_{ij}^\gamma \delta^\kappa \delta^\beta,
\]

where the index $\gamma$ in $U_{ij}^\gamma$ stands for an index of the time difference rather than an index of the time step itself.

Similarly, we can discretise the double-layer potential $\Phi_{\text{double}}$ in (2) as follows:

\[
\Phi_{\text{double}}(x_i, t_\alpha) := \int_0^t \int_\Gamma \frac{\partial}{\partial n}(x_i, y, t_\alpha - \tau) u(y, \tau) \, d\tau \, dS_y \\
= \sum_{j=1}^{N_t} \sum_{\beta=0}^{d+1} \sum_{\kappa=0}^{\kappa_{\beta}} w^\beta \int_{E_j} \frac{n \cdot (x_i - y)}{4\pi(c \Delta_t)^d |x_i - y|^3} \left[ d \left( c t_{\alpha-\beta} - |x_i - y| \right) \right]_{\kappa_{\beta}}^{d-1} c t_{\alpha-\beta} - (d - 1) \left( c t_{\alpha-\beta} - |x_i - y| \right) \, dS_y U_{ij}^\gamma \delta^\kappa \delta^\beta
\]

\[
= \sum_{j=1}^{N_t} \sum_{\beta=0}^{d+1} \sum_{\kappa=0}^{\kappa_{\beta}} w^\beta U_{ij}^\gamma \delta^\kappa \delta^\beta,
\]

Figure 1: Decomposition of the B-spline basis $N^d$, whose support is $[t_0, t_{d+1}]$ from Remark 1, into $d + 1$ truncated power functions $w^\beta \left( \frac{t - |x - y| - t_\beta}{\Delta_t} \right)^d$ of order $d$ according to (5). Here, $\Delta_t$ is given as 1.
where, denoting \( c(t - s) \) by \( T \), we consider the following normal derivative with respect to \( y \):

\[
\partial_r^p \left( \frac{(T - |x - y|)^d}{|x - y|} \right) = \partial_r^p \left( \left( \frac{cT}{|x - y|} - 1 \right)^d \frac{|x - y|^{d-1}}{x - y} \right) = d(T - |x - y|)^{d-1} \frac{T(x_p - y_p)}{|x - y|^3} - (d - 1) (T - |x - y|)^{d-2} \frac{x_p - y_p}{|x - y|^2} \quad \text{for} \quad p = 1, 2, 3.
\]

**Remark 3** (Non-positive index). \( U_{ij}^{(y)} = W_{ij}^{(y)} = 0 \) for any \( \gamma \leq 0 \) because of the property of the truncated power functions.

For later convenience, we introduce the following functions \( U \) and \( W \) as the kernel functions of the integrals \( U_{ij}^{(α-β-k)} \) in (8) and \( W_{ij}^{(α-β-k)} \) in (9):

\[
U(x, y, t, s) := \frac{(c(t-s) - |x - y|)^d}{|x - y|^3}, \quad (10)
\]

\[
W(x, y, t, s) := \nabla_y U(x, y, t, s) = \left( d (c(t-s) - |x - y|)^{d-1} c(t-s) \right) \left( d (c(t-s) - |x - y|)^{d-2} \right) \frac{x_p - y_p}{|x - y|^2}. \quad (11)
\]

From (8) and (9), we can discretise the ordinary BIE in (2) as follows:

\[
\frac{1}{2} \sum_{\beta=0}^{\gamma_0} N_{\alpha}^{\beta, d} (t_\alpha) u^{\gamma} = \sum_{\beta=0}^{\gamma_0} \sum_{p=1}^{N_t} \sum_{q=0}^{d+1} w_{\alpha}^{\beta, d} \left( U_{ij}^{(α-β-k)} q_{ij}^{\beta} - W_{ij}^{(α-β-k)} u_{ij}^{\beta} \right) \quad \text{for} \quad \alpha = 1, 2, \ldots \quad (12)
\]

We note that the free term in the LHS of (12) can be included in the double-layer potential by considering that the collocation point \( x_i \) lies outside the domain \( V \) but infinitesimally close to the boundary \( S \). Then, we can express (12) in matrix form as follows:

\[
0 = \sum_{\alpha=1}^{C} \sum_{p=1}^{N_t} \sum_{q=0}^{d+1} w_{\alpha}^{\beta, d} \left( U_{ij}^{(α-β-k)} q_{ij}^{\beta} - W_{ij}^{(α-β-k)} u_{ij}^{\beta} \right) \quad \text{for} \quad \alpha = 1, 2, \ldots , (13)
\]

where \( U_{ij}^{(γ)} \), \( W_{ij}^{(γ)} \) \( \in \mathbb{R}^{N_t \times N_c} \) and \( u^{\beta, d}, q^{\beta, d} \in \mathbb{R}^{N_c} \).

It should be noted that the lower bound (starting index) ‘0’ of the summation over \( \beta \) in (13) can be replaced with a positive index \( \beta^* \), which means that we can discard the information from all the passed time steps before \( \beta^* \) at the current time step \( \alpha \). To prove this, we first write down the coefficient of \( q_{ij}^{\beta} \) in (8), i.e. \( \sum_{d+1}^{\gamma} \sum_{c=0}^{d} w_{\alpha}^{\beta, d} U_{ij}^{(α-β-k)} \) (as well as that of \( u_{ij}^{\beta} \) in (9), i.e. \( \sum_{c=0}^{d+1} w_{\alpha}^{\beta, d} U_{ij}^{(α-β-k)} \)) as

\[
\sum_{c=0}^{d+1} w_{\alpha}^{\beta, d} U_{ij}^{(α-β-k)} = \int_{E_j} \frac{1}{4\pi |x_i - y|} N_{\alpha}^{\beta, d} \left( t_{\alpha} - \frac{|x_i - y|}{c} \right) dS_y.
\]

Because the support of the B-spline basis \( N_{\alpha}^{\beta, d} \) is \([t_\beta, t_{\beta+d+1}]\) from Remark 1, the coefficient of \( q_{ij}^{\beta} \) is non-vanishing if

\[
t_{\alpha} - \frac{|x_i - y|}{c} < t_{\beta+d+1} \iff \beta > \alpha - \left( \frac{|x_i - y|}{c\Delta_t} + d + 1 \right).
\]

Here, because the boundary \( S \) is finite, the relative distance \( |x_i - y| \) is bounded by \( \max_{x,y \in S} |x - y| \) for any collocation point \( x_i \). Therefore, we can determine the lower bound \( \beta^* \) as follows:

\[
\beta \geq \alpha - \left( \frac{\max_{x,y \in S} |x - y|}{c\Delta_t} + d + 1 \right) = \alpha - \gamma^* =: \beta^*.
\]

**Remark 4.** Because \( \gamma^* = \alpha - \beta^* \) holds, \( \gamma^* \) represents the upper bound of the time difference \( \gamma (:= \alpha - \beta) \). That is, we may store the coefficients \( U^{(\gamma)} \) and \( W^{(\gamma)} \) for \( \gamma = 1 \) to \( \gamma^* \). In other words, we may let \( U^{(\gamma)} \) and \( W^{(\gamma)} \) be zero if \( \gamma > \gamma^* \).
Further, we can rewrite (13), where the index $\beta$ begins with $\beta^r$ rather than with 0, in the following simpler form:

$$0 = \sum_{\beta=\beta^r+1}^\alpha (U^{(a-\beta+1)} - W^{(a-\beta+1)} \sigma^{\beta-1}) \quad \text{for } \alpha = 1, 2, \ldots,$$

(15)

where, as described in Appendix A, we introduced the new boundary variables $\tau$ and $\sigma$ by imposing the summation over the index $\kappa$ to the original boundary variables $u$ and $q$, respectively; see (A.3) and (A.4).

Analogously to the OBIE, the BMBIE in (3) can be reduced to the discretised form in (15), where the coefficient matrices $U^{(y)}$ and $W^{(y)}$ are replaced with the following matrices $\overline{U}^{(y)}$ and $\overline{W}^{(y)}$, respectively:

$$\overline{U}^{(y)} := \frac{\partial}{\partial n} - \frac{1}{c \partial t} U^{(y)},$$

(16a)

$$\overline{W}^{(y)} := \frac{\partial}{\partial n} - \frac{1}{c \partial t} W^{(y)}.$$

(16b)

It should be noted that the differentiations on the RHSs can be evaluated analytically because we can perform the boundary (spatial) integrals in $U^{(y)}$ and $W^{(y)}$ analytically in the same manner as for $d = 1$, i.e. the piecewise-linear temporal basis, which was investigated in [29], for example. The details of the analytical integration are described in Appendix B.

2.5. Linear equations

At the current time step $t_n$ ($\alpha = 1, 2, \ldots$), we solve the discretised BIE in (15) (or the corresponding one for the BMBIE) for the unknown components in the vectors $u^{\alpha-1}$ and $q^{\alpha-1}$. To this end, we reduce (15) to the following linear equations with respect to the unknown vector at $t = t_n$, which is denoted by $x^{\alpha-1} (\subset \mathbb{R}^N)$:

$$Ax^{\alpha-1} = -\sum_{\beta=\beta^r+1}^\alpha (W^{(a-\beta+1)} \tilde{\tau}^{\beta-1} - U^{(a-\beta+1)} \tilde{\tau}^{\beta-1}) =: b^{\alpha-1},$$

(17)

which is derived in Appendix C. Here, we defined the coefficient matrix $A$ of the unknown vector $x^{\alpha-1}$ as follows:

$$A_{ij} := w_0(u^{(1)}(1 - \phi_j)),$$

where

$$\phi_j := \begin{cases} 1 & \text{if } S_j \subset S_u; \text{i.e. } u \text{ is unknown on } E_j, \\ 0 & \text{if } S_j \subset S_u; \text{i.e. } q \text{ is unknown on } E_j, \end{cases}$$

$$x^{\alpha-1}_j := u^{\alpha-1}_j - q^{\alpha-1}_j (1 - \phi_j).$$

In addition, we define $\tilde{\tau}^\beta$ and $\tilde{\gamma}^\beta$ as follows:

$$\tilde{\tau}^\beta := \begin{cases} 0 & \text{if } \beta = 0, \\ \frac{w_{0d}^{(1)} q^{\beta}_{ij} + \sum_{\kappa=1}^{\min(d+1, \beta-\beta^r)} w_{\kappa d}^{(1)} q^{\beta-\kappa}_{ij}}{c_{\alpha-1}} & \text{if } \beta = \alpha - 1, \\ \frac{w_{0d}^{(1)} q^{\beta}_{ij}}{c_{\alpha-1}} & \text{if } \beta \in [0, \alpha - 2] \end{cases},$$

(18a)

$$\tilde{\gamma}^\beta := \begin{cases} 0 & \text{if } \beta = 0, \\ \frac{w_{0d}^{(1)} (1 - \phi_j) + \sum_{\kappa=1}^{\min(d+1, \beta-\beta^r)} w_{\kappa d}^{(1)} (1 - \phi_j)}{c_{\alpha-1}} & \text{if } \beta = \alpha - 1, \\ \frac{w_{0d}^{(1)} (1 - \phi_j)}{c_{\alpha-1}} & \text{if } \beta \in [0, \alpha - 2]. \end{cases}$$

(18b)
In other words, $\theta^0$ and $\eta^0$ can be obtained from $\sigma^0$ in (A.4) and $\tau^0$ in (A.3), respectively, by letting all their unknown components (at the current time step $t_0$) be zero.

The solution of the linear equations in (17) requires $O(N_sN_t)$ computational complexity through all the time steps $N_t$, because the coefficient matrix $A^{(1)}$ is sparse, and therefore (17) is solvable with $O(N_t)$ cost for every time step. However, regardless of $d$, the conventional time-marching algorithm requires $O(N_s^2N_t)$ complexity to evaluate the RHS of (17) because the RHS consists of at most $\gamma^r$ ($\sim N_t^2$) matrix-vector products, and the coefficient matrices $U^{(ij)}$ and $W^{(ij)}$ become dense as the time difference $\gamma$ becomes large.

3. Interpolation-based FMM

The present time-domain FMM is a fast approximation method to evaluate the RHS of (17), that is, the contribution from the passed time steps to the future time steps. To see the essential formulation of the FMM, we may consider the far-field interaction in the following form:

$$\Psi(x_i, t_\alpha) := \sum_{\{q\mid q \in J\}} \sum_{\{i\mid i \in S\}} \left( U^{(\alpha-\beta+1)}_{ij} \gamma^{\beta-1} - W^{(\alpha-\beta+1)}_{ij} \sigma^{\beta-1} \right) \text{ for } x_i \in O \text{ and } t_\alpha \in I.$$

Although we can analytically evaluate the spatial integrals in $U^{(\alpha-\beta+1)}_{ij}$ and $W^{(\alpha-\beta+1)}_{ij}$, as shown in Appendix B, the resulting expressions are too complicated to apply the interpolation-based FMM to those expressions. Hence, we consider the far-field interaction in the following form:

$$\Psi(x_i, t_\alpha) := \frac{1}{4\pi(c\Delta t)^d} \sum_{\{q\mid q \in J\}} \sum_{\{i\mid i \in S\}} \int_{E_i} \left( U(x_i, y, t_\alpha, t_\beta-1) \gamma^{\beta-1} - \delta^\beta_{\alpha} U(x_i, y, t_\alpha, t_\beta-1) \sigma^{\beta-1} \right) dS_y \text{ for } x_i \in O \text{ and } t_\alpha \in I. \tag{19}$$

Here, we recall that the single-layer kernel $U$ was defined in (10) and note that the double-layer kernel can be expressed as

$$\delta^\beta_{\alpha} U = n_y \cdot \nabla_y U = n_y \cdot W,$$

where $W$ was defined in (11).

---

![Figure 2: Evaluation of the far-field interaction from the source cluster $S \times J$ to the observation cluster $O \times I$ through the moment and local coefficient via the multipole-to-local translation (M2L). Here, the one-dimensional space is considered for ease of explanation.](image)
To realise the separation of variables, which is the key to constructing an FMM, we interpolate the function $U(x, y, t, s)$ in terms of all the eight variables, i.e. $x_1, x_2, x_3, y_1, y_2, y_3, t, s$. For example, the interpolation in terms of $x_1$ can be written as

$$U(x, y, t, s) \approx \sum_{a_1=0}^{p_1-1} U(\tilde{O} + h_1\omega_{a_1}^p, y, t, s)\ell_{a_1}\left(\frac{x - \tilde{O}}{h_1}\right),$$

where $\ell_{a_1}$ denotes the prescribed interpolation function; $p_1$ denotes the number of spatial interpolation points, which are specified with the normalised nodes $\omega_{a_1}^p \in [-1, 1]$; and $\tilde{O}$ denotes the centre of $O$. Similarly, we can interpolate $U$ for all the variables as follows:

$$U(x, y, t, s) \approx \sum_{a=0}^{p_2-1} \sum_{b_1=0}^{p_1-1} \sum_{b_2=0}^{p_1-1} \sum_{n_1=0}^{p_1-1} \sum_{n_2=0}^{p_1-1} U_{a,b,m,n}(O, S, I, J)\ell_{a}\left(\frac{x - \tilde{O}}{h_1}\right)\ell_{b}\left(\frac{y - \tilde{S}}{h_2}\right)\ell_{n}\left(\frac{s - \tilde{J}}{h_3}\right),$$

(20)

where we defined

$$U_{a,b,m,n}(O, S, I, J) := U\left(\tilde{O} + h_1\omega_{a}^p, \tilde{S} + h_2\omega_{b}^p, \tilde{I} + h_1\omega_{m}^s, \tilde{J} + h_1\omega_{n}^s\right)$$

(21)

and introduced the following notations regarding the spatial variables:

$$\ell_{a}(\xi) := \ell_{a}(\xi_1)\ell_{b}(\xi_2)(\xi_3), \quad \omega_{a}^p := (\omega_{a_1}^p, \omega_{a_2}^p, \omega_{a_3}^p) \quad \text{for} \ a = a, b.$$

Here, we define $\xi := (\xi_1, \xi_2, \xi_3)$ such that $-1 \leq \xi_1, \xi_2, \xi_3 \leq 1$. Following the previous study [1], we use the cubic Hermite interpolation such that the first derivative of the interpolated function is approximated with finite differences.

By plugging (20) into the layer potential in (19), we have

$$\Psi(x_i, t_a) = \sum_{a_{<p_1}, m_{<p_2}} \sum_{b_{<p_1}, n_{<p_3}} \ell_{a}\left(\frac{x_i - \tilde{O}}{h_1}\right)\ell_{b}\left(\frac{y - \tilde{S}}{h_2}\right)\ell_{m}\left(\frac{t_a - \tilde{I}}{h_1}\right)\sum_{b_{<p_1}, n_{<p_3}} U_{a,b,m,n}(O, S, I, J)$$

$$\times \frac{1}{4\pi(\Delta y)^2} \sum_{m_{<p_3}} \sum_{J} \int_{E_j} \ell_{b}\left(\frac{y - \tilde{S}}{h_2}\right)\ell_{m}\left(\frac{t_a - \tilde{I}}{h_1}\right)\ell_{n}\left(\frac{s - \tilde{J}}{h_3}\right) dS_y \ell_{n}\left(\frac{t_{b_{<p_1}} - \tilde{J}}{h_1}\right),$$

$$M_{b,m}(S, J)$$

where $M_{b,m}(S, J)$ denotes the multipole moment, which contains the information of the source cluster $(S, J)$. By performing the summations over $b$ and $n$, we can obtain the following expression:

$$\Psi(x_i, t_a) = \sum_{a_{<p_1}, m_{<p_2}} \sum_{b_{<p_1}, n_{<p_3}} \ell_{a}\left(\frac{x_i - \tilde{O}}{h_1}\right)\ell_{b}\left(\frac{y - \tilde{S}}{h_2}\right)\ell_{m}\left(\frac{t_a - \tilde{I}}{h_1}\right)\sum_{b_{<p_1}, n_{<p_3}} U_{a,b,m,n}(O, S, I, J)M_{b,m}(S, J)$$

$$\frac{L_{a,m}(O, I)}{L_{a,m}(O, I)}.$$  

(22)

Here, $L_{a,m}(O, I)$ denotes the local coefficient and gives the M2L translation from $(S, J)$ to $(O, I)$; that is,

$$L_{a,m}(O, I) = \sum_{b_{<p_1}, n_{<p_3}} U_{a,b,m,n}(O, S, I, J)M_{b,m}(S, J) \quad \quad \Rightarrow \quad \quad \mathbf{L}(O, I) = U(O, S, I, J)\mathbf{M}(S, J),$$

(23)

where the latter expression is the matrix form of the former one. That is, $\mathbf{L}$ and $\mathbf{M}$ are $p_1^2 p_1$-dimensional vectors, and $U$ is a $p_1^2 p_1$-dimensional square matrix; to construct them, we may define a row (respectively, column) index as $a_1 + p_1(a_2 + p_1(a_3 + p_1 m))$ (respectively, $b_1 + p_1(b_2 + p_1(b_3 + p_1 n))$, for example.
In the case of the BMBIE in (3), we need to apply the differential operator \((\frac{\partial}{\partial t} - \frac{1}{c^2} \frac{\partial}{\partial x})\) to \(\Psi\) in (19) or (22). Because the operator is related to the point \(x \in O\) and time \(t \in I\), we may apply the operator to the product \(\ell_x \ell_m\) in (22). Therefore, the FMM for the BMBIE is different from that for the OBIE only in the last stage of the FMM; i.e., the evaluation with the local coefficients at leaf cells, and all the other FMM’s operations, including the M2L, are common to both BIEs.

As seen above, the order \(d\) of the temporal basis appears only in the function \(U\) in (10), and thus, the overall algorithm of the present FMM for \(d \geq 2\) is basically the same as that for \(d = 1\) investigated by the previous study [1]. However, to preserve the computational complexity of \(O(N_i^{1+\delta} N_s)\) even for \(d \geq 2\), we need to modify the M2L appropriately. We will mention the details of the M2L in the next section.

4. M2L

We propose an algorithm for the M2L that works for any \(d \geq 1\) with a computational complexity of \(O(N_s)\). In Section 4.1, we point out that the M2L in (23) requires \(O(N_i^2)\) computational complexity if it is performed directly. To reduce the computational complexity, we introduce the near- and distant-future M2L in Section 4.2, but the latter is still computationally expensive. To achieve \(O(N_s)\) complexity, we reduce the distant-future M2L to recurrence form with the help of the Taylor expansion (actually, binomial expansion) in Section 4.3.

4.1. Naive approach

To formulate the M2L for any order \(d\), let us consider that the time axis is segmented by \(K_t\) time intervals so that each of interval has length 2\(h_t\); then, \(K_t \equiv \frac{N_t \Delta_t}{2h_t}\) holds. Under this actual setting, the M2L for an observation cluster \((O, I_k)\), where we let \(I_k\) be the current time interval, needs to consider all the passed time intervals \(I_0, \ldots, I_{k-1}\) (see Remark 6 below) as well as all the source cells \(S\) in the interaction list of \(O\), denoted by \(I(O)\). Therefore, the M2L can be expressed as follows¹:

\[
L(O, I_k) = \sum_{l=0}^{k-1} \sum_{S \in I(O)} U(O, S, I_k, I_l) M(S, I_l) \iff L_k = \sum_{l=0}^{k-1} U_{k,l} M_l \text{ for } k = 0, \ldots, K_t - 2. \tag{24}
\]

In the latter expression, we omitted the dependency on \(O\) and \(S\) for brevity. The subscripts \(k\) and \(l\) denote the indices of the current time interval \(I_k\) and source time interval \(I_l\), respectively.

Remark 6. Contrary to Remark 4 for the conventional time-marching algorithm (which is applied to the near-field interaction in the FMM), we cannot ignore any contributions from passed time steps (thus, time intervals) in the M2L (thus, the far-field interaction calculation of the FMM). This is because the FMM handles multiple time steps collectively, as a time interval, and thus, a single time interval can be related to the coefficient matrices \(U^{(y)}\) and \(W^{(y)}\) such that both \(\gamma \leq \gamma^*\) and \(\gamma > \gamma^*\). This mixing state makes it difficult to use the property \(U^{(y)} = W^{(y)} = 0\) for \(\gamma > \gamma^*\) mentioned in Remark 4.²

In the actual algorithm, a moment \(M_k\) of the current time interval \(I_k\) is cast to the local coefficient of the future time intervals \(I_{k+1}, I_{k+2}, \ldots, I_{K_t-2}\) once the moment is computed at the end of \(I_k\). In this regard, we can reformulate the M2L in (24) so that the local coefficient of each future time interval is updated sequentially according to the following formula:

\[
L_l = L_l^{[k-1]} + U_{l,k} M_k^{[k]} \quad \text{for } l = k + 1, \ldots, K_t - 2, \tag{25}
\]

where, to clarify the order of computations, a number in square brackets denotes the time interval where the quantity with the number is computed. In addition, all the local coefficients are initially zero; we let \(L_l^{[-1]} = \ldots = L_{K_t-1}^{[-1]} = 0\). Note that we do not specify \([\cdot]\) to \(U_{l,k}\) because the matrix is precomputed.

¹It is unnecessary to compute the local coefficient for the last time interval \(I_{K_t-1}\) because the local coefficient for a time interval is cast to the next time interval or more.

²If we do not apply the M2L to the previous time interval \(I_{k-1}\) (then the upper bound of the summation over \(l\) becomes \(k - 2\) in (24)), we can avoid the mixing state. However, this increases the number of source cells \(S(\subset I(O))\) that directly interact with the observation cell \(O\). As a result, the computational cost becomes \(O(N_i^2)\), which is obviously undesirable.
Figure 3 illustrates how the local coefficients are updated according to (25). Clearly, the computational cost in this naive approach is $O(N_t^2)$, which is higher than that of the conventional algorithm, and thus unacceptable.

4.2. Near- and distant-future M2L

To realise the M2L with $O(N_t)$ complexity, we consider (i) the Taylor expansion of the local coefficients and (ii) rewriting the expanded local coefficients in a recurrence form. These were considered for $d = 1$ in the previous study. To generalise the case of $d = 1$ to $d \geq 2$, we first split the set of the future time intervals $[I_k, \ldots, I_{K_t-2}]$ into the near-future time intervals $[I_k, \ldots, I_{k+\mu+1}]$ and far-future time intervals $[I_{k+\mu+2}, \ldots, I_{K_t-2}]$. Here, the number $\mu$ is determined so that the truncated power function $(c(t-s) - r)^d$ of $U$ in (10), where $r := |x-y|$, can be regarded as an ordinary power function $(c(t-s) - r)^d$, which is infinitely differentiable with respect to the time $t$. Because the exponent $d$ of both power functions does not matter for determining $\mu$, we may follow the case of $d = 1$ investigated in the previous study [1] and can state that $\mu \geq 8$ is necessary in conjunction with the construction of the space-time hierarchy. In fact, we will use the lower bound, that is, $\mu = 8$ (in all the levels of the space-time hierarchy).

We then perform the M2L for the near-future intervals according to (25), that is,

$$L^{[k]}_l = L^{[k-1]}_l + U_{lk}M^{[k]}_l$$ for $l = k + 1, \ldots, k + \mu + 1$. \hspace{1cm} (26)

We call this the near-future M2L, which is represented by the blue arrows in Figure 4. The computational complexity of the near-future M2L is $O(\mu N_t) = O(N_t)$.
The arrows in blue correspond to the near-future M2L from $I_k$ to a near-future time interval $I_l$, where $l = k + 1, \ldots, k + \mu + 1$. Here, $\mu$ is set to 2 (instead of 8) for ease of explanation. On the other hand, the arrows in green correspond to the distant-future M2L from $I_k$ to all the distant-future time intervals $I_l$ (where $l = k + \mu + 2, \ldots, 7$) via $I_{k+1}$. 

The local coefficients of the distant-future time intervals are computed by the Taylor expansion of $L_{k+\mu+1}$, which is possible because $\mu$ is chosen so that $L_{k+\mu+1}$ is differentiable with respect to time. To formulate the expansion, we first consider the Taylor expansion of the function $U$ in (10). To simplify the notation, we let $J := I_k$ (i.e. the current and thus source time interval), $I := I_{k+\mu+1}$ (i.e. the time interval where $U$ is expanded), and $I' := I_l$ (i.e. the observation time interval where $U$ is evaluated; $l \geq k + \mu + 2$); see Figure 5. Further, we let $s \in J$, $t \in I$ and $t' \in I'$. Then, because $I$ is chosen so that $c(t' - s) - r > 0$ holds for any $x \in O$ and $y \in S \subset I(O)$ (where $r := |x - y|$), the truncated power function $(c(t' - s) - r)^d$ can be treated as the $d$th-order polynomial, i.e. $(c(t' - s) - r)^d$. Therefore, we can expand $U$ with respect to $t$ as follows:

$$U(x, y, t', s) = \frac{(c(t - s) - r + c(t' - t))^d}{r^d}$$

$$= \sum_{p=0}^{\infty} \frac{1}{p!} \frac{\partial^p U(x, y, t, s)}{\partial t^p} (t' - t)^p$$

$$= \sum_{p=0}^{d} \frac{1}{c^p p!} \frac{\partial^p U(x, y, t, s)}{\partial t^p} (c(t' - t))^p.$$  \hspace{1cm} (27)

We simply call $U^{(p)}$ in (27) the $p$th derivative of $U$, although it differs from the exact temporal derivative $\frac{\partial U}{\partial t}$ by the factor $c^p p!$. We note that the above Taylor expansion can also be obtained by the binomial expansion of the numerator of $U$.

![Figure 4: M2L according to both the near-future M2L in (26) and the distant-future M2L in (28). The current time interval $I_k$ is coloured red. The arrows in blue correspond to the near-future M2L from $I_k$ to a near-future time interval $I_l$, where $l = k + 1, \ldots, k + \mu + 1$. Here, $\mu$ is set to 2 (instead of 8) for ease of explanation. On the other hand, the arrows in green correspond to the distant-future M2L from $I_k$ to all the distant-future time intervals $I_l$ (where $l = k + \mu + 2, \ldots, 7$) via $I_{k+1}$.](image1)

![Figure 5: Notations related to the expansion of $U$ in (27).](image2)
Using the Taylor expansion of $U$ in (27), we can write the M2L from $(S, J)$ to $(O, I')$ in the first expression of (23) as follows:

$$L_{a,m}(O, I') = \sum_{b \leq p}^{m} U_{a,b,m,n}(O, S, I', J)M_{b,n}(S, J)$$

where $L_{a,m}^{[k]}(O, I') = 0$ was used because $I_k$ is the first time interval where we substitute a (non-zero) value into $L_i$. In addition, we used the following notations:

- Matrices $U_{a,b,m,n}^{[p]}(O, S, I, J)$, where $p = 1, \ldots, d$ and $U_{a,b,m,n}^{[p]} = U_{a,b,m,n}^{[p]}$. These matrices are precomputed and are thus free from the ordering index $[;]$; see Remark 7 below.

- Vectors $L_{i,k}^{[p]}$: Contribution to the derivatives of the local coefficient $L_{i,k}^{[p]}$ from the moment $M_{i,k}$ of the current time interval $I_k$, i.e.

$$L_{i,k}^{[p]} = U_{a,b,m,n}^{[p]}M_{i,k},$$

where $p = 1, \ldots, d$ and $L_{i,k}^{[0]} = L_{i,k}$.

- Scalar constant $T := c(2h_t)$: Length of the time interval multiplied by the wave speed $c$.

We call the formula in (28) the distant-future M2L from $I_k$ to $I_l$ (via $I_{k+p+1}$), which is represented by the green arrows in Figure 4. As we can see in this figure, the total computational cost is still $O(N_i^2)$ because the number of the distant-future intervals is $O(K_i) = O(N_i)$ for every time interval $I_k$.

**Remark 7.** The matrices $U_{a,b,m,n}^{[p]}$ and $L_{i,k}^{[p]}$ can be precomputed because they depend on the difference of the time intervals $I_l$ and $I_k$ as well as on the relative position of cells $O$ and $S$. We may precompute $\mu + 1$ matrices for each $p \in [1, d]$ and the possible $316$ pairs of $O$ and $S$.

### 4.3. M2L with $O(N_i)$ complexity

To achieve $O(N_i)$ complexity, we derive a recurrence formula of the local coefficient $L_{i,k}$ with respect to the index $k$. This is represented by the orange arrows in Figure 6, while the blue arrows correspond to the near-future M2L mentioned above. Because we consider $\mu + 2$ time intervals for each current time interval $I_k$, the computational complexity is indeed $O((\mu + 2)K_i) = O(N_i)$.
Figure 6: M2L with $O(N_t)$ complexity given by Formula 1. The blue arrows correspond to the near-future M2Ls, whereas the orange arrows correspond to the distant-future M2Ls in the recurrence form in (30).

By using both the near-future M2L in (26) and the distant-future M2L in (28), we can construct the recurrence formula of the M2L with $O(N_t)$ complexity as in the following Formula 1.

**Formula 1** (M2L with $O(N_t)$ complexity). Let $I_k$ be the current time interval, where $k = 0, 1, \ldots, K_t - 2$. First, we compute $L_{k+1}, \ldots, L_{k+p+1}$ according to the near-future M2L in (26), after which we can recursively compute the local coefficient of the latest time interval, i.e., $L_{k+p+2}$, by

$$L_{k+p+2}^{[k]} = L_{k+p+1}^{[k]} + \sum_{p=1}^{d} L_{k+p+1}^{(p)[k]} T^p,$$

(30)

where $L_{k+p+1}^{(p)}$ corresponds to the $p$th-order derivative of local-coefficient $L_{k+p+1}$ (where $p = 1, \ldots, d$) and is defined as

$$L_{k+p+1}^{(p)} := \sum_{l=0}^{k} L_{k+p+1,l}^{(p)} ((k + 1 - l)^p - (k - l)^p).$$

(31)

This derivative can be computed by the following recurrence formula:

$$L_{k+p+1}^{[p][k]} = L_{k+p+1}^{(p)[k-1]} + L_{k+p+1,k}^{(p)[k]} + \sum_{m=0}^{p-2} c_m(k) L_{k+p+1}^{[p,m][k-1]},$$

(32)

where $L_{k+p+1}^{[p,m]}$ is called the auxiliary local-coefficient defined by

$$L_{k+p+1}^{[p,m]} := \sum_{l=0}^{k} L_{k+p+1,l}^{(p)} l^m.$$

(33)

The auxiliary local coefficient can be computed by the following recurrence formula:

$$L_{k+p+1}^{[p,m][k]} = L_{k+p+1}^{[p,m][k-1]} + L_{k+p+1,k}^{[p,m][k]} L_{k+p+1,k}^m.$$

(34)
Proof. First, we can prove the recurrence formula in (30) — not rigorously but deductively — as shown in Appendix D.

Second, we derive the second recurrence formula (with respect to the index \( k \)) in (32). To this end, we derive the recurrence relation of the term \((k + 1 - l)^p - (k - l)^p\) in (31) as follows:

\[
(k + 1 - l)^p - (k - l)^p = (k - l)^p - (k - 1 - l)^p + (k - 1 - l)^p - 2(k - l)^p + (k + 1 - l)^p
\]

\[
= (k - l)^p - (k - 1 - l)^p + \sum_{m=0}^{p-2} c^p_m(k)^m,
\]

where \( c^p_m(k) \) is defined as the coefficient of the underlined polynomial in terms of the index \( l \) and computed as follows:

\[
c^p_m(k) = \binom{p}{m} ((k - 1)^{p-m} - 2k^{p-m} + (k + 1)^{p-m}) (-1)^m.
\]

It should be noted that \( c^p_m(k) = c^p_{m-1}(k) = 0 \) for any \( k \), and thus, the upper limit of the summation over \( m \) is \( p - 2 \) in (35). With this expression, we can rewrite (31) as follows:

\[
\begin{align*}
L^{(p[k]}_{k+1} & = \sum_{l=0}^{k-1} L^{(p)}_{l+k+1} ((k + 1 - l)^p - (k - l)^p) + L^{(p)}_{k+1} \quad \text{(The last term } l = k \text{ was separated.)} \\
& = \sum_{l=0}^{k-1} L^{(p)}_{l+k+1} ((k - l)^p - (k - 1 - l)^p) + \sum_{l=0}^{k-1} L^{(p)}_{l+k+1} \sum_{m=0}^{p-2} c^p_m(k)^m + L^{(p)}_{k+1} \quad \text{((35) was substituted.)} \\
& = L^{(p[k-1]}_{(k-1)+1} + \sum_{m=0}^{p-2} c^p_m(k) \left( \sum_{l=0}^{k-1} L^{(p)}_{l+k+1} \right)^m + L^{(p)}_{k+1} \quad ((31), \text{where } k \text{ is replaced with } k - 1, \text{ was used}).
\end{align*}
\]

Then, by replacing the summation over \( l \) with (33), where \( k \) is replaced with \( k - 1 \), we can obtain the underlying formula in (32).

The third recurrence formula for the auxiliary local coefficient in (34) follows from its definition in (33): we may separate the last term of \( l = k \), i.e. \( L^{(p)}_{k+k+1} k^m \), from the summation over \( l \).

\[\square\]

Remark 8 (Coefficients \( c^p_m(k) \) in (36)). The coefficients \( c^p_m(k) \) (where \( p = 1, 2, \ldots \) and \( 0 \leq m \leq p - 2 \)) can be computed as in the table below:

| \( p \setminus m \) | 0   | 1     | 2     | 3     |
|----------------------|-----|-------|-------|-------|
| 1                    | -   | -     | -     | -     |
| 2                    | 2   | -     | -     | -     |
| 3                    | 6k  | -6    | -     | -     |
| 4                    | 2 + 12k^2 | -24k | 12   | -     |
| 5                    | 10k + 20k^2 | -10 - 60k^2 | 60k  | -20   |

Remark 9. The number of auxiliary local coefficients \( L^{(p,m)}_k \) is \( n_d := \sum_{p=2}^{d} (p - 1) = \frac{d(d-1)}{2} \). For example, \( n_1 = 0 \), \( n_2 = 1 \), \( n_3 = 3 \), \( n_4 = 6 \), and \( n_5 = 10 \).

Remark 10. In the previous study [1] based on \( d = 1 \), the first-order derivative of local coefficients \( L^{(1)}_k \) (denoted by \( L_k \) in [1]) is actually used, but the auxiliary local coefficients \( L^{(p,m)}_k \) never appear. This is consistent with the present result.
4.4. Algorithm of M2L

The algorithm of the M2L in Formula 1 is shown in Algorithm 1, which is performed at the end of the underlying or current time interval $I_k$, where $k = 0, 1, \ldots, K_t - 2$, at every cell $O$ in every level of the octree after we have computed the moment of $I_k$, i.e. $\mathbf{M}_k$, for all the cells of the level. In the algorithm, all the lengths of the loops are independent of $k$ owing to the recurrence formulae in (26), (32), and (34). To be precise, the length of the loop over $l$ is $\mu + 1 = 9$, and the lengths of the loops over $p$ and $m$ are up to $d$. In addition, although the loop over the source cells, which is included in the first two loops, is omitted in the algorithm, the loop length is at most 189, as in the ordinary FMMs [2]. Therefore, because $k \lesssim K_t \sim N_t$, the total computational complexity of the M2L is $O(N_t)$.

**Algorithm 1** M2L for the time interval $I_k$. Some quantities are coloured to clarify the data dependency.

```plaintext
// Initialisation at $k = 0$
if $k = 0$ then
  $L_i^{(p)} = 0$ for $i \in [0, \mu + 1]$ and $p \in [1, d]$
  $L_{k+1, \mu}^{(p,m)} = 0$ for $p \in [2, d]$ and $m \in [0, p - 2]$
end if
// Perform the near-future M2L from $I_k$ to the near-future time intervals, i.e. $I_{k+1}, \ldots, I_{k+\mu+1}$, according to (26).
for $l = 1$ to $\mu + 1$ do
  $L_{k+l} = L_{k+l} + U_k \mu \mathbf{M}_k$ // The loop over source cells is omitted.
end for
// Compute the derivatives $L^{(p)}_{k+\mu+1}$ in (29), i.e. the contribution to the derivatives of the local coefficients from $I_k$.
for $p = 1$ to $d$ do
  $L^{(p)}_{k+\mu+1} = U^{(p)}_{k+\mu+1} \mathbf{M}_k$ // The loop over source cells is omitted.
end for
// Update the derivatives of the local coefficient of $I_{k+\mu+1}$ (and the current cell) according to (32).
for $p = 1$ to $d$ do
  $L^{(p)}_{k+\mu+1} = L^{(p)}_{k+\mu} + L^{(p)}_{k+\mu+1, \mu} + \sum_{m=0}^{p-2} c_m(k)L^{(p,m)}_{k+\mu}$
end for
// Compute the local coefficient of $I_{k+\mu+2}$ (and the current cell) according to (30).
$L_{k+\mu+2} = L_{k+\mu+1} + \sum_{p=1}^{d} L^{(p)}_{k+\mu+2} T^p$
// Update the auxiliary local coefficients of $I_{k+\mu+2}$ (and the current cell) according to (34).
for $p = 2$ to $d$ do
  for $m = 0$ to $p - 2$ do
    $L^{(p,m)}_{k+\mu+2} = L^{(p,m)}_{k+\mu} + L^{(p)}_{k+\mu+1, \mu} k^m$
  end for
end for
```

**Remark 11.** In the previous study [1], the complexity of the M2L and “Another” M2L, which corresponds to (29) where $\mu = 1$, are theoretically estimated as $Z^{-4/3} \theta_1^2 \theta_1 (\log \theta_1 + \log \theta_1) N_k \mu^{1+\delta} N_\mu$ and $Z^{-4/3} \theta_1^3 (\log \theta_1 + \log \theta_1) N_k^{1+\delta} N_\mu$, respectively, where $\delta = 1/3$ or 1/2 (recall Section 1), and the specified number $Z$ denotes the maximum number of boundary elements per leaf. Here, it is assumed that the 4D-FFT is used to perform the calculation. From Remarks 9 and 10, these estimates can be unified as $d^2 Z^{-4/3} \theta_1^3 (\log \theta_1 + \log \theta_1) N_k^{1+\delta} N_\mu$ in the case of the present M2L.

5. Numerical verification

We wrote the TDBEM program based on the BMBIE and the $d$th-order B-spline temporal basis, where $d$ is 1, 2, and 3. We numerically verified the proposed TDBEM from several aspects, i.e. the kind of BIE, algorithm, FMM’s precision parameter $(\mu_1$ and $\mu_2)$, order $d$, and problem size and type.
5.1. Example 1: Sphere
5.1.1. Problem setting

As in the previous study [1], we considered scattering problems involving a spherical scatterer with radius 0.5 and centre (0.5, 0.0, 0.0) (Figure 7). We gave the incidental field \( u_a \) as a plane pulse that propagates in the \(+x_1\)-direction, that is,

\[
u_a(x, t) = 0.5 \left( 1 - \cos \frac{2\pi}{\Lambda}(ct - x_1) \right),
\]

(37)

where \( \Lambda \) denotes a pulse length of 0.5 and

\[
\cos(x) := \begin{cases} 
\cos(x) & 0 \leq x \leq 2\pi \\
1 & \text{otherwise}
\end{cases}
\]

(38)

With regard to the boundary condition, we gave either the homogeneous Neumann or Dirichlet boundary condition, i.e. \( q = 0 \) and \( u = 0 \), respectively, on the surface of the sphere.

Both problems were solved by the OBIE and BMBIE. The order \( d \) of the B-spline temporal basis was set to 1, 2, or 3. The algorithm used to solve the BIEs was the conventional algorithm (CONV for short) or the present interpolation-based FMM. In the latter case, we let the numbers of the interpolation nodes, i.e. \( p_s \) and \( p_t \), be 8 or 12, where the former is expected to be faster but less accurate than the latter. We call the FMM using \( p_s = p_t = 8 \) FAST8 and the FMM using \( p_s = p_t = 12 \) FAST12. In addition, we generated the octree in such a way that the number of boundary elements in each leaf is 100 or less.

The surface of the sphere was discretised with 2880, 5120, or 11520 triangular boundary elements; then, the edge length (denoted by \( \Delta_s \)) ranged from 0.0461 to 0.0562, 0.0350 to 0.0423, and 0.0231 to 0.0283, respectively. Correspondingly, we let the time-step length \( \Delta_t \) be 0.04, 0.03, and 0.02 so that \( \Delta_t(c\Delta_s) \ll 1 \), which is not a sufficient condition for stabilisation of the solution but is often used in the literature. Correspondingly, we let the number of time steps (i.e. \( N_t \)) be 240, 320, and 480, respectively, so that the analysis time, i.e. \( N_t \Delta_t \), is 9.6 in all the cases.

To measure the numerical accuracy, we computed the relative \( \ell^2 \)-error of the TDBEM’s solution \( v(t_a) \) (where \( v \) is \( u \) and \( q \) for the Neumann and Dirichlet problems, respectively) to the reference solution, denoted by \( \bar{v}(x, t) \), i.e.

\[
\text{Error} := \frac{\sqrt{\sum_{i \in \mathcal{N}} \sum_{0 \leq t < N_t} (v(x_i, t_a) - \bar{v}(x_i, t_a))^2}}{\sqrt{\sum_{i \in \mathcal{N}} \sum_{0 \leq t < N_t} (\bar{v}(x_i, t_a))^2}},
\]
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where the collocation (evaluation) points $x_i$ were chosen so that they were close to 33 equidistant points on the arc of the semi-circle, such as $x_2 = 0$ and $x_3 \geq 0$ on the sphere. We computed the reference solutions semi-analytically; they were obtained by applying the numerical Laplace transform to the analytical solutions in the frequency domain [30].

5.1.2. Results

Tables 2 and 3 show the results of the Dirichlet and Neumann problems, respectively. In these tables, ‘Error’, ‘Time’, and ‘Mem’ denote the relative error mentioned above, the total computation time in seconds, and the memory consumption in GB, respectively. In addition, to visualise the errors of the numerical solutions, we drew the profile of $q$ and $u$ at specific points in Figures 8 and 9, respectively. Here, we selected three points on the sphere, such as $x_1 = 0.0$ (i.e. the front of the sphere), $x_1 = 0.5$ (i.e. the middle), and $x_1 = 1.0$ (i.e. the back); see Figure 7.

With regard to the Dirichlet problem in Table 2, the OBIE was unstable and diverged for any $d$, problem size, and algorithm. Meanwhile, the BMBIE successfully ran for $d = 1$. These results are consistent with the semi-analytical studies on the stability of the TDBEM [23, 25]. However, the high orders, i.e. $d = 2$ and 3, did not work even for the BMBIE, although FAST8 and FAST12 did not diverge but caused large errors when $d = 2$ and $N_i = 2880$. These results of the BMBIE are indeed reflected in the profiles in Figure 8.

Table 2: Numerical result for the homogeneous Dirichlet problem. An error in red designates an unstable or obviously inaccurate result, whereas an error in green means that it is less than the relative error of 1 (i.e. 100%) but the corresponding solution appears to diverge when it is drawn, as shown in Figure 8. In the column of BIE, OR and BM stand for the OBIE and BMBIE, respectively.

| BIE | Algo. | $d$ | $N_i = 2880, N_t = 240$ | $N_i = 5120, N_t = 320$ | $N_i = 11520, N_t = 480$ |
|-----|------|-----|----------------|----------------|----------------|
|     |      |     | Error | Time | Mem | Error | Time | Mem | Error | Time | Mem |
| OR  | CONV | 1   | $6.68 \times 10^6$ | –     | –   | $1.33 \times 10^8$ | –     | –   | $1.29 \times 10^{11}$ | –     | –   |
|     |      | 2   | $5.87 \times 10^{12}$ | –     | –   | nan   | –     | –   | nan   | –     | –   |
|     |      | 3   | nan   | –     | –   | nan   | –     | –   | nan   | –     | –   |
| FAST8 |      | 1   | $7.02 \times 10^4$ | –     | –   | $9.13 \times 10^9$ | –     | –   | $6.44 \times 10^9$ | –     | –   |
|     |      | 2   | $5.86 \times 10^{12}$ | –     | –   | nan   | –     | –   | nan   | –     | –   |
|     |      | 3   | nan   | –     | –   | nan   | –     | –   | nan   | –     | –   |
| FAST12 |      | 1   | $6.11 \times 10^4$ | –     | –   | $9.11 \times 10^9$ | –     | –   | $1.11 \times 10^9$ | –     | –   |
|     |      | 2   | $5.86 \times 10^{12}$ | –     | –   | nan   | –     | –   | nan   | –     | –   |
|     |      | 3   | nan   | –     | –   | nan   | –     | –   | nan   | –     | –   |
| BM  | CONV | 1   | $2.52 \times 10^{-2}$ | –     | 50   | $1.82 \times 10^{-2}$ | –     | 190  | $1.17 \times 10^{-2}$ | –     | 1750 / 254 |
|     |      | 2   | $1.78$ | –     | 10   | $2.70 \times 10^3$ | –     | 38   | $7.83 \times 10^4$ | –     | –   |
|     |      | 3   | $5.80 \times 10^{11}$ | –     | –   | nan   | –     | –   | nan   | –     | –   |
| FAST8 |      | 1   | $7.34 \times 10^{-2}$ | –     | 30   | $6.55 \times 10^{-2}$ | –     | 132  | $5.74 \times 10^{-2}$ | –     | 284 / 8 |
|     |      | 2   | $1.85 \times 10^{-1}$ | –     | 32   | $1.30 \times 10^3$ | –     | 5    | $5.65 \times 10^2$ | –     | –   |
|     |      | 3   | $5.80 \times 10^{11}$ | –     | –   | nan   | –     | –   | nan   | –     | –   |
| FAST12 |      | 1   | $4.67 \times 10^{-2}$ | –     | 181  | $3.70 \times 10^{-2}$ | –     | 1457 | $3.40 \times 10^{-2}$ | –     | 3143 / 18 |
|     |      | 2   | $7.34 \times 10^{-1}$ | –     | 197  | $6.14$ | –     | –   | $1.48 \times 10^2$ | –     | –   |
|     |      | 3   | $5.80 \times 10^{11}$ | –     | –   | nan   | –     | –   | nan   | –     | –   |
Figure 8: Profiles of $q$ in the homogeneous Dirichlet problem in the case of BM (which stands for BMBIE) and $N_e = 2880$. FAST12 was unstable with $d = 2$ as well as $d = 1$. 
For $d = 1$ in the Neumann problem, Table 3 as well as Figure 9(a) show that the OBIE worked well regardless of the algorithm. This result is consistent with that of the previous work [1], where the same Neumann problem was solved. On the other hand, although the BMBIE with $d = 1$ did not diverge, its accuracy ($\sim 10^{-1}$, i.e. 10%) was worse than that of the OBIE ($\sim 1\%$).

For $d = 2$ and 3, the OBIE diverged in all the cases. However, the BMBIE with $d = 2$ achieved the best accuracy ($\leq 10^{-2}$) in all the cases (see Figure 9(b)), whereas the BMBIE with $d = 3$ diverged. It should be noted that, as Table 3 shows, the BMBIE with $d = 2$ improved the accuracy without increasing the computation time and memory usage significantly in comparison with the BMBIE with $d = 1$.

In all the stably computed cases, it is observed that the error decreases as the problem size increases. This is due to the reduction in the discretisation error.

In the case of the fast TDDBEM (only when it did not diverge), we can observe a trade-off between numerical accuracy and computation time as well as memory usage depending on $p_s$ and $p_t$. Because the convergence rate with respect to $p_s$ and $p_t$ is extremely small, FAST12 (i.e. fast TDDBEM using $p_s = p_t = 12$) was slower than CONV in all the cases. However, because the conventional algorithm has a computational complexity of $O(N_sN_t)$ and requires a very large memory, it is impractical to analyse larger-scale problems with the convectional TDDBEM.

It should be noted that, because the moments and local coefficients can be treated as $p_s \times p_t$,-dimensional vectors, the computational complexity of each FMM operator includes the pre-factor $p_s^2 p_t$ (which is for the creation of moments and the evaluation with local coefficients), $p_s^6 p_t^2$ (for the M2M and L2L), or $p_s^3 p_t (\log p_s + \log p_t)$ (for the M2L; recall Remark 11). This is why FAST8 (where $p_s = 8$ and $p_t = 8$) is much faster than FAST12 (where $p_s = p_t = 12$).

| BIE | Algo. | $d$ | $N_s = 2880, N_t = 240$ | $N_s = 5120, N_t = 320$ | $N_s = 11520, N_t = 480$ |
|-----|-------|----|-----------------|-----------------|-----------------|
|     |       |    | Error | Time | Mem | Error | Time | Mem | Error | Time | Mem |
| OR  | CONV  | 1  | 3.42 x 10^{-2} | 42  | 10  | 1.78 x 10^{-2} | 220 | 38  | 1.11 x 10^{-2} | 1612 | 254 |
|     |       | 2  | 1.12 x 10^{14} | 83  | 10  | 2.86 x 10^{13} | 95  | 38  | 9.84 x 10^{12} | 95  | 38  |
|     |       | 3  | 4.46 x 10^{14} | 132 | 50  | nan            | nan | nan | nan            | nan | nan |
| FAST8|      | 1  | 3.78 x 10^{-2} | 31  | 3   | 2.94 x 10^{-2} | 136 | 3   | 2.55 x 10^{-2} | 281 | 8   |
|     |       | 2  | 2.73 x 10^{11} | 13  | 3   | 5.04 x 10^{10} | 22  | 3   | 3.68 x 10^{10} | 22  | 3   |
|     |       | 3  | 4.46 x 10^{12} | 181 | 10  | nan            | nan | nan | nan            | nan | nan |
| FAST12|     | 1  | 3.18 x 10^{-2} | 181 | 10  | 2.00 x 10^{-2} | 1484| 14  | 1.23 x 10^{-2} | 3145| 18  |
|     |       | 2  | 3.12 x 10^{14} | 13  | 3   | 4.22 x 10^{13} | 22  | 3   | 2.59 x 10^{13} | 22  | 3   |
|     |       | 3  | 4.46 x 10^{14} | 181 | 10  | nan            | nan | nan | nan            | nan | nan |
| BM  | CONV  | 1  | 1.91 x 10^{-1} | 51  | 10  | 1.47 x 10^{-1} | 203 | 38  | 1.00 x 10^{-1} | 1843| 254 |
|     |       | 2  | 1.70 x 10^{-4} | 52  | 10  | 9.84 x 10^{-4} | 207 | 39  | 5.10 x 10^{-4} | 1975| 258 |
|     |       | 3  | 3.33 x 10^{4}  | 13  | 3   | 8.13 x 10^{4}  | 133 | 5   | 9.99 x 10^{4}  | 284 | 8   |
| FAST8|      | 1  | 1.88 x 10^{-1} | 31  | 3   | 1.45 x 10^{-1} | 139 | 6   | 1.79 x 10^{-1} | 301 | 9   |
|     |       | 2  | 2.99 x 10^{-2} | 31  | 3   | 2.13 x 10^{-2} | 139 | 6   | 1.79 x 10^{-2} | 301 | 9   |
|     |       | 3  | 3.32 x 10^{4}  | 13  | 3   | 8.12 x 10^{4}  | 139 | 6   | 7.41 x 10^{4}  | 3150| 18  |
| FAST12|     | 1  | 1.90 x 10^{-1} | 173 | 10  | 1.45 x 10^{-1} | 1482| 14  | 9.99 x 10^{-2} | 3150| 18  |
|     |       | 2  | 2.09 x 10^{-2} | 195 | 11  | 1.27 x 10^{-2} | 1536| 15  | 9.30 x 10^{-2} | 3238| 19  |
|     |       | 3  | 3.34 x 10^{4}  | 13  | 3   | 8.16 x 10^{4}  | 139 | 6   | 7.64 x 10^{4}  | 3150| 18  |
Figure 9: Profiles of $u$ in the homogeneous Neumann problem in the case of $N_s = 2880$ and the middle point, i.e. $x_1 = 0.5$ (recall Figure 7). OR and BM in the legend stand for OBIE and BMBIE, respectively.

5.1.3. Discussion

The present TDBEM, which employs the B-spline temporal basis of order $d$, tends to become unstable as $d$ becomes large. We discuss the stability from the arithmetic viewpoint. We suspect that cancellation of significant digits can occur when summing up $d + 2$ coefficients $U_{ij}^{(r-j-\kappa)}$ and $W_{ij}^{(r-j-\kappa)}$ over $\kappa$ in (8) and (9). We recall that the
summations over $\kappa$ result from the decomposition of the $B$-spline basis in (5). These coefficients are obtained by integrating the kernel functions $U$ in (10) and $W$ in (11), that is,

\[
U(x, y, t, s) = \frac{(T - r)^d}{r},
\]

\[
W(x, y, t, s) = \left(d(T - r)^{d-1}T - (d - 1)(T - r)^d\right) \frac{x - y}{r^3} = \left((T - r)^d + dr(T - r)^{d-1}\right) \frac{x - y}{r^3},
\]

where we let $T := c(t - s)$ and $r := |x - y|$ for simplicity. As we can see, these functions behave like the $d$th-order polynomial $\sim T^d$ as the $t$ time becomes large relative to the source time $s$. Therefore, the underlying coefficients $U_{ij}^{(\alpha - \beta - \kappa)}$ and $W_{ij}^{(\alpha - \beta - \kappa)}$ can also increase very much with the time difference between $t_i$ and $t_j$, i.e. $(\alpha - \beta)\Delta t$. Therefore, a subtraction of such large numbers, which can be slightly different, in the summations over $\kappa$ can cause the cancellation of significant digits. The larger $d$ is, the easier it is for a cancellation to occur.

Another interesting question is why the BMBIE of $d = 2$ was more accurate than that of $d = 1$ in the Neumann problem (recall Table 3). The probable reason is that $d = 2$ is more suitable for representing the solution than $d = 1$; in fact, the solution is smooth rather than piecewise-linear with respect to time, as observed in Figure 9. However, this appears to contradict the fact that the BMBIE of $d = 2$ was less accurate than that of $d = 1$ in the Dirichlet problem (recall Table 2). This can be explained by considering the decay rate of the kernel functions. The kernel function of the BMBIE for the Neumann problem, i.e. \( \left( \frac{\partial}{\partial t} - \frac{1}{r} \frac{\partial}{\partial r} \right) W \), behaves as $T^d r^{-2}$, whereas that for the Dirichlet problem, i.e. \( \left( \frac{\partial}{\partial s} - \frac{1}{r} \frac{\partial}{\partial r} \right) U \), behaves as $T^d r^{-3}$. Hence, the kernel function of the Dirichlet problem decays more slowly than that of the Neumann problem. Therefore, in the case of the BMBIE for the Dirichlet problem, the negative effect of $d = 2$, i.e. the cancellation of significant digits, might overwhelm the positive effect, i.e. the high-accuracy interpolation.

It is difficult to provide numerical data to support the above argument. To do so, we need to modify our computer program drastically. This is because the underlying summations of $U_{ij}^{(\alpha - \beta - \kappa)}$ and $W_{ij}^{(\alpha - \beta - \kappa)}$ over $\kappa$ are equivalently imposed on the boundary variables $q_{ij}^{\beta - \kappa}$ and $q_{ij}^{\beta - \kappa}$ (to yield the alternative boundary variables $r_{ij}$ and $s_{ij}$ defined by (A.4) and (A.3)). Rewriting our program so that it can handle the summations of $u_{ij}^{\beta}$ and $q_{ij}^{\beta}$ directly is very time consuming and beyond the scope of the present study. The stability and instability for $d \geq 2$ are, thus, an open question.

5.2. Example 2: Hollow box with an aperture

Instead of the sphere in the previous example, we considered a more complicated scatterer, i.e. a hollow box with a small aperture. As shown in Figure 10, the width ($W$), depth ($D$), and height ($H$) of the box are 1.0, 0.5, and 1.0, respectively. The width and depth of the aperture on the top of the box are 0.1 and 0.2, respectively. The centre of the aperture is 0.25 from both the left-hand-side (\(-x_1\) side) and the front-side (\(-x_2\) side) walls. In addition, an internal partition of length ($F$) 0.5 is attached to the top side, and its distance ($G$) from the left-hand-side wall is 0.5. The thickness ($T$) of all the walls as well as the partition is 0.02. We let all the walls be rigid; i.e. the boundary condition was $q = 0$. We discretised the boundary model of the hollow box using the mesh generator Gmsh [31], specifying the mesh size as 0.04. Then, the number of boundary elements ($N_b$) was 12682.
We tested the fast TDBEM based on the OBIE or BMBIE, where the order $d$ of the B-spline temporal basis was chosen as 1 or 2; thus, we tested four cases. The time-step size ($\Delta t$) was 0.02, and the number of time steps ($N_t$) was 400. With respect to the FMM, the numbers of interpolation nodes (i.e. $p_s$ and $p_t$) were 8 in each case.

As a result, only the BMBIE with $d = 2$ was stable, whereas the others were unstable. It should be noted that the OBIE with $d = 1$ was no longer stable although it was stable in the previous example.

This example as well as the previous does not guarantee that the BMBIE with $d = 2$ is always stable for the rigid boundary condition, i.e. $q = 0$, which is a practical boundary condition in acoustics. However, we have learned that $d = 2$ can be helpful in resolving the instability of the (fast) TDBEM based on $d = 1$.

6. Application to parameter optimisation

By means of the fast TDBEM based on the BMBIE using the B-spline function of order $d = 2$, we performed a parameter optimisation for the hollow box in Section 5.2; recall Figure 10. This optimisation primarily concerns the stability of the underlying BMBIE in terms of the subtle changes in the boundary shape of the hollow model. In addition, we describe the design of the sound absorbing box called Blast-Wave Eater (BWE)\(^3\). The BWE is intended to absorb unsteady and low-frequency noise produced by dynamite in tunnel construction. Because the BWE is constructed from plywood boards, the noise is expected to lose its acoustic energy by vibrating the plywood boards. Hence, to maximise the noise reduction, we can design some geometrical parameters of the box so that the sound pressure can excite a structural eigenmode of the box. Strictly speaking, the analysis should be treated as a structural-acoustic coupling problem. However, we approximately consider maximising the sound pressure $u$ on a specified surface, denoted by $Q$, inside the box, so that it can vibrate more or less if it is flexible. To be specific, when an incident field $u^i$ is given, we considered maximising the following objective function:

$$J(\Theta) := \int_0^T \int_Q \frac{|u(x, t)|}{|Q|} \, dS \, dt,$$

where $\Theta$ is a set of parameters to be optimised, $|Q|$ is the area of $Q$, and $T$ denotes the analysis time. In the following analysis, $Q$ was chosen as the ceiling of the right-hand-side room of the cavity. Moreover, we optimised both the length $F$ and the location $G$ of the partition inside the box. We allowed $G$ ($F$, respectively) to vary from 0.4 to 0.9 (0.1 to 0.9, respectively); see Figure 11. Both initial values were set to 0.5.

To perform the above maximisation, we used the constrained optimisation by linear approximation (COBYLA) method [32], which is gradient free and capable of handling inequality constraints. Then, we need to perform the

---

\(^3\)The BWEs araigned in a tunnel can be seen in the following Web page: https://www.jsce.or.jp/prize/tech/files/2014_16.shtml.
TDBEM for every Θ that the COBYLA method has determined, and evaluate $J$ from the profile of $u$ on $Q$ computed by the TDBEM.

![Diagram](image)

Figure 11: A cross section of the hollow model.

The parameters of the TDBEM were the same as those used in the example in Section 5.2. That is, we let $\Delta t = 0.02$, $N_t = 400$ and $p_s = p_t = 8$. Further, the mesh size was about 0.04 over all the optimisation steps, and the number of boundary elements ($N_s$) was approximately 13000, which varied according to the values of $G$ and $F$.

Figure 12 plots the history of the objective function $J$ and the design parameters $F$ and $G$ against the number of iteration steps. We terminated the iterations when the relative change of $J$ was less than the prescribed tolerance of $10^{-4}$. Then, after 36 steps, we obtained $J = 2.979$ at $F = 5.551 \times 10^{-1}$ and $G = 6.140 \times 10^{-1}$. We confirmed that the fast TDBEM using the BMBIE and $d = 2$ was stable at any iteration step.
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Figure 12: History of $J$, $F$ and $G$.

Figures 13 and 14 show the sound pressure on the surface at several time steps for the initial and optimum configurations, respectively.
Figure 13: Snapshots of the distribution of the sound pressure $u$ on the surface of the hollow model in the initial shape. The value of $u$ over all the time steps ranges from $-0.906$ to $1.794$ but is truncated from $-0.2$ to $0.4$, which correspond to blue and red, respectively, so that the pressure inside the cavity can be clearly seen.
Figure 14: Snapshots of the distribution of the sound pressure $u$ on the surface of the hollow model in the optimal shape (at the iteration step 36). The value of $u$ over all the time steps ranges from $-0.906$ to $1.794$ but is truncated from $-0.2$ to $0.4$, which correspond to blue and red, respectively, so that the pressure inside the cavity can be clearly seen.
7. Conclusion

The present study enhanced the fast time-domain boundary element method (TDBEM) for the 3D scalar wave equation proposed in the previous study [1]. First, we used the Burton–Miller-type boundary integral equation (BMBIE) instead of the ordinary boundary integral equation (OBIE) to stabilise the TDBEM, following previous studies [23, 25]. Second, we formulated the TDBEM that employs the B-spline function of order \( d \geq 1 \) as the temporal basis, whereas only the special case of \( d = 1 \), which corresponds to the piecewise-linear temporal basis, was used in [1]. Third, we generalised the interpolation-based FMM from \( d = 1 \) to \( d \geq 2 \) for both the OBIE and the BMBIE corresponding to the generalisation of the B-spline temporal basis of order \( d \) from \( d = 1 \) to \( d \geq 2 \). In particular, we constructed an \( O(N^d) \) M2L by considering the auxiliary local coefficient as well as the derivatives of local coefficients, and deriving their recurrence formulae in Formula 1.

We assessed the enhanced (fast) TDBEM through numerical experiments in Section 5 as well as Section 6, where we considered the typical boundary conditions in time-domain acoustics, that is, \( u = 0 \) (i.e. acoustically soft) and \( q = 0 \) (i.e. acoustically hard). The results indicate the following:

1. In the case of \( u = 0 \), the OBIE is unstable but the BMBIE is stable, which is consistent with the semi-analytic study on the stability of TDBEM by Fukuhara et al. [23]. This is true for \( d = 1 \) but not for \( d \geq 2 \). (We actually considered \( d = 1, 2, \) and \( 3 \).) The instability is irrelevant to the acceleration by the interpolation-based FMM.
2. In the case of \( q = 0 \), the BMBIE with \( d = 2 \) is stable and more accurate than the OBIE with \( d = 1 \) when it is available, as seen in Section 5.1. The OBIE with \( d = 1 \), which was considered in the previous study [1], can be unstable when the boundary shape is complicated, as shown in Section 5.2.
3. For \( d = 3 \), the TDBEM was always unstable in any case.

We discussed the instability due to the choice of \( d \) from the viewpoint of cancellation of significant digits in calculating the layer potentials of the OBIE and BMBIE, but a more rigorous analysis is necessary in the future. Nevertheless, the present work opens up new avenues for analysing and designing 3D large-scale time-domain exterior acoustic problems stably and efficiently.

Future plans include enhancing the present TDBEM for acoustics to electromagnetics. Because the combined field integral equation, which is known to be stable, contains the second-order time derivative, we need a smooth temporal basis such as \( d \geq 2 \) in the case of the B-spline basis of order \( d \). Therefore, the present study is important as it lays a foundation for the electromagnetic TDBEM under consideration.

Appendix A. Derivation of the discretised OBIE in (15)

We derive (15) by rewriting the RHS in (13), where \( \beta = 0 \) is replaced with \( \beta = \beta' \); that is,

\[
R := \sum_{k=0}^{d+1} \sum_{\beta' = \beta + \kappa}^{a-1} \sum_{\beta'' = \beta' + \kappa}^{a-1-\kappa} w^{k,d} (u^{(\alpha-\beta-x)} q^{\beta'} - W^{(\alpha-\beta)} u^{\beta'}).
\]

To this end, we first split the summation over \( \beta \) in \( R \) into three parts after introducing a new index \( \beta' := \beta + \kappa \) as follows:

\[
R = \sum_{k=0}^{d+1} \sum_{\beta' = \beta}^{a-1} \sum_{\beta'' = \beta' + \kappa}^{a-1-\kappa} w^{k,d} (u^{(\alpha-\beta-x)} q^{\beta'} - W^{(\alpha-\beta)} u^{\beta'})
\]

\[
= \sum_{k=0}^{d+1} \sum_{\beta' = \beta}^{a-1} \sum_{\beta'' = \beta'}^{a-1} w^{k,d} (u^{(\alpha-\beta-x)} q^{\beta'} - W^{(\alpha-\beta)} u^{\beta'})
\]

where we ignore a summation \( \sum_{\beta'' = \beta}^{a-1} \) if \( s > e \). Then, the third summation \( \sum_{\beta'' = \beta'}^{a-1} \) always vanishes for the following reason:

\[
\text{This is the case when we consider a vector } \epsilon \text{ such as } \epsilon = J, \text{ where } J \text{ denotes the surface-induced current, to remove the time integral, which can prevent the construction of an efficient algorithm with respect to time, in the scalar potential of the electric field integral equation [33].}
\]
• For $\kappa = 0$, the third summation reduces to $\sum_{\beta = \beta'}^{\beta' - 1}$ and, thus, vanishes in accordance with the above convention. (In this case, the second summation also vanishes, whereas the first summation is identical to the original summation, i.e. $\sum_{\beta = \beta'}^{\beta' - 1}$.)

• For $\kappa \geq 1$, the inequality $\alpha - \beta' \leq 0$ holds for any $\beta' \in [\alpha, \alpha - 1 + \kappa]$. Then, because $U^{(\alpha, \beta')}$ and $W^{(\alpha, \beta')}$ are zero from Remark 3, the third summation vanishes.

Therefore, we have

$$R = \sum_{\beta = \beta'}^{\beta' - 1} \sum_{\kappa=0}^{d} w^{K,d}(U^{(\alpha, \beta')}q^{\beta' - \kappa} - W^{(\alpha, \beta')}u^{\beta' - \kappa}) = \sum_{\beta = \beta'}^{\beta' - 1} \sum_{\kappa=0}^{d} w^{K,d}(U^{(\alpha, \beta')}q^{\beta' - \kappa} - W^{(\alpha, \beta')}u^{\beta' - \kappa})$$

$$= \left( \sum_{\beta = \beta'}^{\beta' + d} + \sum_{\beta = \beta' + d + 1}^{d+1} \right) \sum_{\kappa=0}^{d} w^{K,d}(U^{(\alpha, \beta')}q^{\beta' - \kappa} - W^{(\alpha, \beta')}u^{\beta' - \kappa})$$

where the summation over $\beta'$ was split into two parts, i.e. $G$ and $H$. Because $\sum_{\kappa=0}^{d+1} \sum_{\beta = \beta'}^{\beta' + \kappa - 1} = \sum_{\beta = \beta'}^{\beta' + d} \sum_{\kappa=0}^{d+1} \sum_{\beta = \beta' - 1 + \kappa}^{\beta'}$ holds in $F$, we have

$$G - F = \sum_{\beta = \beta'}^{\beta' + d} \sum_{\kappa=0}^{d} w^{K,d}(U^{(\alpha, \beta')}q^{\beta' - \kappa} - W^{(\alpha, \beta')}u^{\beta' - \kappa}) - \sum_{\beta = \beta'}^{\beta' + d} \sum_{\kappa=0}^{d} w^{K,d}(U^{(\alpha, \beta')}q^{\beta' - \kappa} - W^{(\alpha, \beta')}u^{\beta' - \kappa})$$

$$= \sum_{\beta = \beta'}^{\beta' + d} \left[ U^{(\alpha, \beta')} \left( \sum_{\kappa=0}^{d} w^{K,d}q^{\beta' - \kappa} - \sum_{\kappa=0}^{d} w^{K,d}q^{\beta' - \kappa} \right) - \sum_{\kappa=0}^{d} w^{K,d}u^{\beta' - \kappa} \right]$$

$$= \sum_{\beta = \beta'}^{\beta' + d} \left( U^{(\alpha, \beta')} \sum_{\kappa=0}^{d} w^{K,d}q^{\beta' - \kappa} - \sum_{\kappa=0}^{d} w^{K,d}u^{\beta' - \kappa} \right).$$

Meanwhile, we can rewrite $H$ as

$$H = \sum_{\beta = \beta'}^{\beta' + d} \sum_{\kappa=0}^{d} w^{K,d}(U^{(\alpha, \beta')}q^{\beta' - \kappa} - W^{(\alpha, \beta')}u^{\beta' - \kappa})$$

$$= \sum_{\beta = \beta'}^{\beta' + d} \left( U^{(\alpha, \beta')} \sum_{\kappa=0}^{d} w^{K,d}q^{\beta' - \kappa} - \sum_{\kappa=0}^{d} w^{K,d}u^{\beta' - \kappa} \right).$$

Combining these, we have

$$R = G - F + H = \sum_{\beta = \beta'}^{\beta' + d} \left( U^{(\alpha, \beta')}q^\beta - W^{(\alpha, \beta')}0^\beta \right),$$

where we define the following boundary variable $\tau^\beta$ in terms of $q^{\beta - \kappa}$:

$$\tau^\beta := \begin{cases} \sum_{\kappa=0}^{d} w^{K,d}q^{\beta - \kappa} & \text{for } \beta' \leq \beta \leq \beta' + d \\ \sum_{\kappa=0}^{d} w^{K,d}q^{\beta - \kappa} & \text{for } \beta' + d + 1 \leq \beta \leq \alpha - 1 \\ \min(d + 1, \beta') \sum_{\kappa=0}^{d} w^{K,d}q^{\beta - \kappa} & \text{for } \beta' \leq \beta \leq \alpha - 1. \end{cases}$$
Similarly, we define the boundary variable $\sigma^\beta$ as follows:

$$\sigma^\beta := \min(d+1, \beta - \beta^*) \sum_{k=0} w^{\alpha-k} \text{ for } \beta^* \leq \beta \leq \alpha - 1.$$  \hspace{1cm} (A.4)

Finally, in accordance with the fact that the index $\alpha$ starts from one (not zero), we increase the index $\beta$ by one in (A.2) to yield the simplified OBIE in (15).

Appendix B. Evaluation of the spatial integrals in $U_{ij}^{(\gamma)}$ and $W_{ij}^{(\gamma)}$

First, we consider a coefficient

$$U_{ij}^{(\gamma)} := \int_{E_j} \frac{(ct - |x - y|)}{4\pi (c\Delta_t)^d |x - y|} dS_y,$$  \hspace{1cm} (B.1)

that is, the single-layer potential with respect to a collocation point $x_i$ (simply denoted by P) and a triangular element $E_j$ (denoted by ABC). We let O be the foot of the perpendicular from P to the plane including ABC. Then, the integral over ABC can be evaluated as the summation of three integrals over sub-triangles OAB (denoted by $E_1^j$), OBC ($E_2^j$), and OCA ($E_3^j$).

In a sub-triangle $E_j$, we denote its (local) vertexes by O, $V_1$, and $V_2$. Next, we introduce a local Cartesian coordinate system $xyz$, where the positive $z$-direction is chosen as the direction of the normal vector to $E_j$ and the positive $x$-direction is from $V_1$ to $V_2$. In this system, we denote the $x$-coordinates of the vectors $\overrightarrow{OV}_1$ and $\overrightarrow{OV}_2$ by $x_1$ and $x_2$, respectively. Further, $y$ and $z$ denote the $y$- and $z$-coordinates common to both vectors. In addition, we introduce the polar coordinates $\rho$ and $\theta$ with O as the centre. We define the angles $\theta := \tan^{-1}(y/x)$ and $\theta_i := \tan^{-1}(y/x_i) (i = 1, 2)$.

![Figure B.15: Symbols associated with the integration over a sub-triangle $E_j^i$.](image)

Then, using the notations $s := ct\gamma$ (constant) and $r := |x_i - y|$, we can express $U_{ij}^{(\gamma)}$ as

$$U_{ij}^{(\gamma)} = \frac{1}{4\pi (c\Delta_t)^d} \sum_{n=1}^{3} \int_{E_j} \frac{(s - r)}{r} dS_y = \frac{1}{4\pi (c\Delta_t)^d} \sum_{n=1}^{3} \int_{0}^{\theta_2} \int_{0}^{\rho} \frac{(s - \sqrt{\rho^2 + z^2})}{r} \rho d\rho d\theta.$$  \hspace{1cm} (B.2)

By performing the integral with respect to $\rho$, we can obtain

$$U_{ij}^{(\gamma)} = \frac{1}{4\pi (c\Delta_t)^d} \left[ \sum_{n=1}^{3} I_n(x_i, s) + I_0(x_i, s) \right].$$
where the second term $I'_0$ can be evaluated as follows:

$$I'_0 := \sum_{n=1}^{\infty} \int_{\psi_n}^{\psi_{n+1}} \frac{(s - |z|)^{d+1}}{d+1} d\theta = \begin{cases} 2\pi \frac{(s - |z|)^{d+1}}{d+1} & \text{if } x_i \text{ is above/beneath } E_j, \\ \frac{2\pi}{d+1} & \text{otherwise} \end{cases}$$

On the other hand, after the integration with respect to $\rho$, the first term $I'_n$ in (B.2) reduces to

$$I'_n = \int_{\psi_n}^{\psi_{n+1}} \frac{- (s - |z|)^{d+1}}{d+1} d\theta.$$ 

This term can be evaluated for $d = 1, 2,$ and $3$ as follows:

$$I'_1 = \begin{cases} \frac{xy + \frac{2}{3} x^2 + \frac{2}{3} y^2}{y} \tan^{-1} \frac{x}{y} - s z \tan^{-1} \frac{x}{y} - sy \log \frac{x + r}{R} & \text{for } x = 1 \\ \frac{1}{6} \left[ 2(s^3 + 3sz^2) \tan^{-1} \frac{x}{y} - 2z(3s^2 + z^2) \tan^{-1} \frac{x}{y} - sy(-6s + r) - y(6s^2 + y^2 + 3z^2) \log \frac{x + r}{R} \right]_{x = 1} \end{cases},$$

$$I'_2 = \begin{cases} \frac{1}{12} \left[ xy(18s^2 + x^2 + 3y^2 + 6z^2 - 6sx) + 3(s^4 + 6s^2y^2 + z^2) \tan^{-1} \frac{x}{y} \\
-12sz(s^2 + z^2) \tan^{-1} \frac{x}{y} - 2ys(2s^2 + y^2 + 3z^2) \log \frac{x + r}{R} \right]_{x = 1} \end{cases}.$$

By considering the relationship $W_{ij}^{(\sigma)} = -n \cdot \nabla \cdot q_{ij}^{(\sigma)}$, which follows from the property $\nabla \Gamma(x - y) = -\nabla \Gamma(x - y)$, we may differentiate $U_{ij}^{(\sigma)}$ with respect to the local coordinate $z$ to yield the double-layer potential $W_{ij}^{(\sigma)}$.

**Appendix C. Reduction of the discretised ordinary BIE in (15) to the linear equations in (17)**

At the current time step $t_\alpha (\alpha = 1, 2, \ldots)$, we solve the discretised BIE in (15) for the unknown components in the vectors $u^{(\alpha)}$ and $q^{(\alpha)}$. To this end, we rewrite the BIE in (15) as follows:

$$0 = \left( \sum_{\beta=\alpha}^{\alpha-1} W_{ij}^{(\alpha-\beta+1)} U^{(\alpha-\beta+1)} - W_{ij}^{(\alpha-\beta+1)} G^{(\beta-1)} \right) \quad \therefore \text{The current time step } \alpha \text{ is separated}$$

$$\Leftrightarrow \left( W^{(1)} u^{(\alpha-1)} - U^{(1)} z^{(\alpha-1)} \right) = - \sum_{\beta=\alpha}^{\alpha-1} \left( W^{(\alpha-\beta+1)} U^{(\alpha-\beta+1)} - U^{(\alpha-\beta+1)} z^{(\beta-1)} \right)$$

$$\Leftrightarrow \left( W^{(1)} u^{(\alpha-1)} - U^{(1)} q^{(\alpha-1)} \right) + \left( W^{(1)} \left( \sum_{s=1}^{\min(d+1, \alpha-1-\beta')} w_{\kappa, \sigma, \alpha-1-s} \right) - U^{(1)} \left( \sum_{s=1}^{\min(d+1, \alpha-1-\beta')} w_{\kappa, \sigma, \alpha-1-s} \right) \right)$$

$$= - \sum_{\beta=\alpha}^{\alpha-1} \left( W^{(\alpha-\beta+1)} G^{(\beta-1)} - U^{(\alpha-\beta+1)} z^{(\beta-1)} \right) \quad \therefore \text{Eqs. (A.3) and (A.4)}$$

$$\Leftrightarrow A x^{(\alpha-1)} = - \sum_{\beta=\alpha}^{\alpha-1} \left( W^{(\alpha-\beta+1)} G^{(\beta-1)} - U^{(\alpha-\beta+1)} z^{(\beta-1)} \right).$$

**Appendix D. Heuristic justification of (30)**

In regard to $d = 3$, we will see that the recurrence-type M2L in (30) is derived from the near- and distant-future M2Ls in (26) and (28), respectively. The case of $d = 3$ differs from $d = 2$ only in the existence of the third-order
derivatives, i.e. $L_{1,i}^{(3)}$ and $L_{1,i}^{(4)}$. Hence, if we ignore the third-order derivatives from the result for $d = 3$, we will be able to obtain the result for $d = 2$. Similarly, ignoring the second-order derivatives leads to the result for $d = 1$.

In what follows, we let $\mu = 2$ (instead of $\mu = 8$) for ease of explanation and denote the index of the current time interval by $k$.

- $k = 0$: We compute $M_0$ at the end of the current time interval $I_0$ and cast it to $I_1, \ldots, I_{k+\mu+1}(= I_3)$ by the near-future M2L in (26) to yield $L_1, \ldots, L_{k+\mu+1}$, respectively, as follows:

\[
\begin{align*}
L_1^{[0]} &= L_{1,-1}^{[0]} + U_{1,0}^{[0]} M_0^{[0]} = 0 + U_{1,0}^{[0]} \quad \therefore (26) \text{ and (29)} \text{ with } (k, l) = (0, 1) \\
L_2^{[0]} &= L_{2,-1}^{[0]} + U_{2,0}^{[0]} M_0^{[0]} = 0 + U_{2,0}^{[0]} \quad \therefore (26) \text{ and (29)} \text{ with } (k, l) = (0, 2) \\
L_3^{[0]} &= L_{3,-1}^{[0]} + U_{3,0}^{[0]} M_0^{[0]} = 0 + U_{3,0}^{[0]} \quad \therefore (26) \text{ and (29)} \text{ with } (k, l) = (0, 3) \quad \text{(D.1)}
\end{align*}
\]

Next, we compute $L_4$ by (28) with $(k, l) = (0, 4)$, i.e. the distant-future M2L from $I_0$ to $I_4$ via $I_3$, as follows:

\[
\begin{align*}
L_4^{[0]} &= \sum_{p=0}^{d} L_{3,0}^{(p)[0]} 1^p T^p \quad \therefore (28) \text{ with } (k, l) = (0, 4) \\
&= L_{3,0}^{[0]} + L_{3,0}^{(1)[0]} 1^1 T^1 + L_{3,0}^{(2)[0]} 1^2 T^2 + L_{3,0}^{(3)[0]} 1^3 T^3 \\
&= L_{3,0}^{[0]} + L_{3,0}^{(1)[0]} (1 - 0^1) T^1 + L_{3,0}^{(2)[0]} (1^2 - 0^2) T^2 + L_{3,0}^{(3)[0]} (1^3 - 0^3) T^3 \quad \therefore (D.1) \\
&= L_{3,0}^{[0]} + L_{3,0}^{(1)[0]} T^1 + L_{3,0}^{(2)[0]} T^2 + L_{3,0}^{(3)[0]} T^3 \quad \therefore (31)
\end{align*}
\]

The last equation corresponds to (30) with $k = 0$ and $d = 3$.

- $k = 1$: We compute $M_1$ to update $L_2$, $L_3$, and $L_4$ with (26) as follows:

\[
\begin{align*}
L_2^{[1]} &= L_2^{[0]} + L_2^{[1]} \quad \therefore (26) \text{ and (29)} \text{ with } (k, l) = (1, 2) \\
L_3^{[1]} &= L_3^{[0]} + L_3^{[1]} \quad \therefore (26) \text{ and (29)} \text{ with } (k, l) = (1, 3) \\
L_4^{[1]} &= L_4^{[0]} + L_4^{[1]} \quad \therefore (26) \text{ and (29)} \text{ with } (k, l) = (1, 4) \quad \text{(D.3)}
\end{align*}
\]

Finally, we compute $L_5$ by the distant-future M2Ls from $I_0$ to $I_5$ and from $I_1$ to $I_5$ via $I_4$ as follows:

\[
\begin{align*}
L_5^{[1]} &= \sum_{p=0}^{3} L_{3,0}^{(p)[0]} 2^p T^p + \sum_{p=0}^{3} L_{3,0}^{(p)[1]} 1^p T^p \quad \therefore (28) \text{ with } (k, l) = (0, 5) \text{ and } (1, 5) \\
&= \left( L_{3,0}^{[0]} + L_{3,0}^{(1)[0]} 2^1 T^1 + L_{3,0}^{(2)[0]} 2^2 T^2 + L_{3,0}^{(3)[0]} 2^3 T^3 \right) + \left( L_{4,1}^{[1]} + L_{4,1}^{(1)[1]} 1^1 T^1 + L_{4,1}^{(2)[1]} 1^2 T^2 + L_{4,1}^{(3)[1]} 1^3 T^3 \right) \\
&= L_{4,1}^{[1]} + \left( L_{3,0}^{(0)[0]} (2^1 - 1^1) + L_{4,1}^{(1)[1]} (1^1 - 0^1) \right) T^1 + \left( L_{3,0}^{(0)[0]} (2^2 - 1^2) + L_{4,1}^{(2)[1]} (1^2 - 0^2) \right) T^2 \\
&\quad + \left( L_{3,0}^{(0)[0]} (2^3 - 1^3) + L_{4,1}^{(3)[1]} (1^3 - 0^3) \right) T^3 \quad \therefore (D.2) \text{ and (D.3)} \\
&= L_{4,1}^{[1]} + L_{4,1}^{(1)[1]} T^1 + L_{4,1}^{(2)[1]} T^2 + L_{4,1}^{(3)[1]} T^3 \quad \therefore (31)
\end{align*}
\]

The last equation corresponds to (30) with $k = 1$ and $d = 3$. 
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• $k = 2$: Similarly, we compute $L_5$, update $L_7, \ldots, L_6$, and create $L_7$ as follows:

$$
L_4^{[2]} = L_4^{[1]} + L_4^{[2]} \quad \therefore (26) \text{ and } (29) \text{ with } (k, l) = (2, 3)
$$

$$
L_4^{[3]} = L_4^{[1]} + L_4^{[3]} \quad \therefore (26) \text{ and } (29) \text{ with } (k, l) = (2, 4)
$$

$$
L_5^{[2]} = L_5^{[1]} + L_5^{[2]} \quad \therefore (26) \text{ and } (29) \text{ with } (k, l) = (2, 5)
$$

$$
L_6^{[2]} = \left( L_{5,6}^{[0]} + L_{5,6}^{[1]} T^1 + L_{5,6}^{[2]} T^2 + L_{5,6}^{[3]} T^3 \right)
+ \left( L_{5,5}^{[1]} + L_{5,5}^{[2]} T^1 + L_{5,5}^{[3]} T^2 + L_{5,5}^{[4]} T^3 \right)
+ \left( L_{5,5}^{[2]} + L_{5,5}^{[3]} T^1 + L_{5,5}^{[4]} T^2 + L_{5,6}^{[3]} T^3 \right)
\quad \therefore (28) \text{ with } (k, l) = (0, 6), (1, 6), \text{ and } (2, 6)
$$

$$
L_7^{[2]} = L_7^{[1]} + \sum_{p=1}^{3} L_7^{[p]} T^p
$$

The last equation corresponds to (30) with $k = 2$ and $d = 3$.

• $k = 3$: Similarly, we compute $L_5$, update $L_7, \ldots, L_6$, and create $L_7$ as follows:

$$
L_4^{[3]} = L_4^{[2]} + L_4^{[3]} \quad \therefore (26) \text{ and } (29) \text{ with } (k, l) = (3, 4)
$$

$$
L_5^{[3]} = L_5^{[2]} + L_5^{[3]} \quad \therefore (26) \text{ and } (29) \text{ with } (k, l) = (3, 5)
$$

$$
L_6^{[3]} = L_6^{[2]} + L_6^{[3]} \quad \therefore (26) \text{ and } (29) \text{ with } (k, l) = (3, 6)
$$

$$
L_7^{[3]} = \left( L_{6,7}^{[0]} + L_{6,7}^{[1]} T^1 + L_{6,7}^{[2]} T^2 + L_{6,7}^{[3]} T^3 \right)
+ \left( L_{6,6}^{[1]} + L_{6,6}^{[2]} T^1 + L_{6,6}^{[3]} T^2 + L_{6,6}^{[4]} T^3 \right)
+ \left( L_{6,5}^{[2]} + L_{6,5}^{[3]} T^1 + L_{6,5}^{[4]} T^2 + L_{6,6}^{[3]} T^3 \right)
+ \left( L_{6,4}^{[3]} + L_{6,4}^{[4]} T^1 + L_{6,5}^{[4]} T^2 + L_{6,6}^{[4]} T^3 \right)
\quad \therefore (28) \text{ with } (k, l) = (0, 7), (1, 7), (2, 7), \text{ and } (3, 7)
$$

$$
L_8^{[3]} = \left( L_{7,8}^{[0]} + L_{7,8}^{[1]} T^1 + L_{7,8}^{[2]} T^2 + L_{7,8}^{[3]} T^3 \right)
+ \left( L_{7,7}^{[1]} + L_{7,7}^{[2]} T^1 + L_{7,7}^{[3]} T^2 + L_{7,8}^{[3]} T^3 \right)
+ \left( L_{7,6}^{[2]} + L_{7,6}^{[3]} T^1 + L_{7,6}^{[4]} T^2 + L_{7,7}^{[3]} T^3 \right)
+ \left( L_{7,5}^{[3]} + L_{7,5}^{[4]} T^1 + L_{7,6}^{[4]} T^2 + L_{7,7}^{[4]} T^3 \right)
\quad \therefore (31)
$$

The last equation corresponds to (30) with $k = 3$ and $d = 3$.

From the above, we can presumably conclude that (30) holds in general.
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