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Abstract Least Squares Twin Support Vector Machine (LSTSVM) is an extremely efficient and fast version of SVM algorithm for binary classification. LSTSVM combines the idea of Least Squares SVM and Twin SVM in which two non-parallel hyperplanes are found by solving two systems of linear equations. Although the algorithm is very fast and efficient in many classification tasks, it is unable to cope with two features of real-world problems. First, in many real-world classification problems, it is almost impossible to assign data points to a single class. Second, data points in real-world problems may have different importance. In this study, we propose a novel version of LSTSVM based on fuzzy concepts to deal with these two characteristics of real-world data. The algorithm is called Fuzzy LSTSVM (FLSTSVM) which provides more flexibility than the binary classification of LSTSVM. Two models are proposed for the algorithm. In the first model, a fuzzy membership value is assigned to each data point and the hyperplanes are optimized based on these fuzzy samples. In the second model we construct fuzzy hyperplanes to classify data. Finally, we apply our proposed FLSTSVM to an artificial as well as three real-world datasets. Results demonstrate that FLSTSVM obtains better performance than SVM and LSTSVM.
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1 Introduction

Support Vector Machine (SVM) is a classification technique based on the idea of Structural Risk Minimization (SRM). It is a kernel-based classifier which was first introduced in 1995 by Vapnik and his colleagues, at AT&T Bell Laboratories [1]. The algorithm has been used in many classification tasks due to its success in recognizing handwritten characters in which it outperformed precisely trained neural networks. Some of these tasks are: text classification [2], image classification [3], and bioinformatics [4,5].

One of the newest versions of SVM is Least Squares Twin Support Vector Machine (LSTSVM) introduced in 2009 [6]. The algorithm combines the idea of Least Squares SVM (LSSVM) [7] and Twin SVM (TSVM) [8]. Although, in some classification tasks LSTSVM provides high accuracies [6] it still suffers from two main drawbacks. (I) In real-world applications, the data points may not be entirely assigned to a class, while LSTSVM strictly assigns each data point to a class, (II) Although in many classification tasks data points have different importance; LSTSVM considers the data points to have same priorities.

Many real-world applications require different values of importance for input data. In such cases, the main concern is how to determine the final classes by assigning
different importance degrees to training data. Moreover, the classifier should be designed in a way that it can separate the noises from data. A good approach to cope with these challenges is to use the concept of fuzzy functions.

The fuzzy theory is very useful for analyzing complex processes using standard quantitative methods or when the available information is interpreted uncertainly. A fuzzy function can represent uncertainty in data structures using fuzzy parameters. In the literature, the concepts of fuzzy function and fuzzy operations are introduced by different researchers [9–13]. A fuzzy function offers an efficient way of capturing the inexact nature of real-world problems.

In this paper we incorporate the concept of fuzzy set theory into the LSTSVM model. Unlike the standard LSTSVM, in the training phase the proposed fuzzy LSTSVM treats training data points according to their importance degrees. In the literature, several approaches of applying fuzzy sets in SVM have been proposed [14–18]. The key feature of the proposed fuzzy LSTSVM is that it assigns fuzzy membership values to data points based on their importance degrees. In addition, we use fuzzy numbers to set the parameters of the fuzzy LSTSVM model such as the weight vector and the bias term. Using these two features, we proposed two models for fuzzy LSTSVM.

The rest of this paper is organized as follows. A brief review of basic concepts including the SVM, TSVM, and LSTSVM is presented in Section 2. The proposed models for fuzzy LSTSVM are introduced in Section 3. In Section 4 we evaluate the proposed models, and finally, Section 5 concludes the paper.

## 2 Basic Concepts

In this section a quick review of different versions of SVM is presented, namely the standard SVM, TSVM, and LSTSVM.

### 2.1 Support Vector Machine

The main idea behind SVM is to minimize the classification error while preserving the maximum possible margin between classes. Suppose we are given a set of training data points \( x_i \in \mathbb{R}^d, i = 1, \cdots, n \) with labels \( y_i \in \{-1, +1\} \). SVM seeks for a hyperplane with equation \( w \cdot x + b = 0 \) with the following constraints: \( y_i(w \cdot x_i + b) \geq 1, \quad \forall i \). \hspace{1cm} (1)

where \( w \) is the weight vector. Such a hyperplane could be obtained by solving Eq. (2):

\[ \begin{align*}
\text{Minimize} & \quad f(x) = \frac{||w||^2}{2} \\
\text{subject to} & \quad y_i(w \cdot x_i + b) - 1 \geq 0
\end{align*} \hspace{1cm} (2) \]

The geometric interpretation of this formulation is depicted in Fig. 1 for a toy example.

![Fig. 1: Geometric interpretation of SVM](image)

### 2.2 Twin Support Vector Machine

In SVM only one hyperplane does the task of partitioning the samples into two groups of positive and negative classes. For the first time in 2007, Jayadeva et al. [8] proposed TSVM with the idea of using two hyperplanes in which samples are assigned to a class according to their distance from the hyperplanes. The main equations of TSVM are as follows:

\[ \begin{align*}
x_iw^{(1)} + b^{(1)} &= 0 \\
x_iw^{(2)} + b^{(2)} &= 0
\end{align*} \hspace{1cm} (3) \]

where \( w^{(1)} \) and \( b^{(1)} \) are the weight vector and bias term of the \( i^{th} \) hyperplane, respectively. Each hyperplane represents the samples of its class. This concept is geometrically depicted in Fig. 2 for a toy example. In TSVM, the two hyperplanes are non-parallel. Each of them is closest to the samples of its own class and farthest from the samples of the opposite class [19,20]. Let us assume that \( A \) and \( B \) indicate two data points of class +1 and class –1, respectively. The two hyperplanes are obtained by solving Eq. (4) and Eq. (5).

\[ \begin{align*}
\text{Minimize} & \quad \frac{1}{2}(Aw^{(1)} + e_1b^{(1)})^T(Aw^{(1)} + e_1b^{(1)}) + p_1e_1^T\xi \\\n\text{w.r.t} & \quad w^{(1)}, b^{(1)}, \xi \\\n\text{subject to} & \quad -(Bw^{(1)} + e_2b^{(1)}) + \xi \geq e_2, \quad \xi \geq 0
\end{align*} \hspace{1cm} (4) \]
LSTSVM finds its hyperplanes by minimizing Eq. (6) and Eq. (7) which are linearly solvable. By doing so, it allows for the importance of new training samples to be higher than older ones. Given this, it is desirable for the new training samples to have higher importance than older ones. Given

\[ \min \frac{1}{2} (Aw^{(2)} + eb^{(2)})^T (Aw^{(2)} + eb^{(2)}) + p_2 \xi \]

subject to \( Aw^{(2)} + eb^{(2)} + \xi \geq e, \xi \geq 0 \) \hspace{1cm} (5)

In these equations, \( \xi \) represents the slack variables, \( e_i \) (\( i \in \{1, 2\} \)) is a column vector of ones with desirable length, and \( p_1 \) and \( p_2 \) are penalty parameters.

2.3 Least Squares Twin Support Vector Machine

LSTSVM [6, 21] is a binary classifier which combines the idea of LSSVM and TSVM. In other words, LSTSVM employs least squares of errors to modify the inequality constraints in TSVM to equality constraints and solves a set of linear equations rather than two Quadratic Programming Problems (QPPs). Experiments have shown that LSTSVM can considerably reduce the training time, while preserving competitive classification accuracy [7, 22]. Furthermore, since the time complexity of SVM is of order \( m^3 \), where \( m \) is the number of constraints, theoretically when there are an equal number of positive and negative samples, the speed of the algorithm increases by the factor of four compared to the standard SVM.

LSTSVM finds its hyperplanes by minimizing Eq. (6) and Eq. (7) which are linearly solvable. By solving Eq. (6) and Eq. (7), the values of \( w \) and \( b \) for each hyperplane are obtained according to Eq. (8) and Eq. (9).

\[ \min \frac{1}{2} (Aw^{(1)} + eb^{(1)})^T (Aw^{(1)} + eb^{(1)}) + p_1 \xi \]

subject to \( - (Aw^{(1)} + eb^{(1)}) + \xi = e \) \hspace{1cm} (6)

\[ \min \frac{1}{2} (Bw^{(2)} + eb^{(2)})^T (Bw^{(2)} + eb^{(2)}) + p_2 \xi \]

subject to \( (Bw^{(2)} + eb^{(2)}) + \xi = e \) \hspace{1cm} (7)

where \( E = [A e] \) and \( F = [B e] \) and \( A, B, e \) and \( \xi \) are already introduced in Section 2.2.

3 Fuzzy Least Squares Twin Support Vector Machine

In this section, first we explain the importance of fuzzy classification and then we introduce two approaches for improving LSTSVM using the fuzzy sets theory. Basic notations used in this section are as follows: samples of the positive and negative classes are represented by matrices \( A \) and \( B \), respectively. \( A \) contains \( m_1 \) positive samples and \( B \) contains \( m_2 \) negative samples. Membership degrees are represented by \( \mu \) and slack variables are represented by vector \( \xi \). All equations will be presented in matrix form where for each matrix \( M \), its transpose is represented by \( M^T \). \( e \) is a vector with arbitrary size and all its elements are equal to 1.

3.1 Fuzzy Classification

In many real-world applications a sample in the training data does not belong exactly to a single class. Furthermore, in some applications it would be desirable for the new training samples to have higher importance than older ones. Given the uncertainty of assigning such importance values, the fuzzy sets provide an elegant way to cope with this problem. We can define a fuzzy membership degree \( \mu_i \) for each sample in the training data. A membership degree is a number between 0 and 1 which can be considered as a measure of influence of the sample on the final class. Therefore, a training sample with membership degree of \( \mu_i \) influences class +1 by \( \mu_i \) and influences class −1 by \( (1 - \mu_i) \). In addition, using fuzzy membership functions, it is possible to assign a membership degree to each sample based on its entry time. Sequential learning [23] is another application which induces applying fuzzy concepts in classification algorithms such as SVM.

In 2008 Pei-Yi Hao introduced fuzzy SVM [18]. In his paper, he introduced two approaches, \( M_1 \) and \( M_2 \) for applying fuzzy sets in SVM. In the first model, \( M_1 \), he constructed a crisp hyperplane, and he also assigned a fuzzy membership to each data point. In the second model, \( M_2 \), he constructed a fuzzy hyperplane to
discriminate classes. In the following sections, we integrated the fuzzy set theory into the LSTSVM algorithm in accordance with [18].

3.2 Fuzzy LSTSVM: Model $M_1$

In this model, fuzzy memberships values are assigned to data points such that noises and outliers get small membership values. Our goal is to construct two crisp hyperplanes to distinguish target classes. In order to use this model in LSTSVM algorithm, we rewrote Eq. (6) and Eq. (7) in the form of Eq. (10) and Eq. (11):

\[
\text{Minimize } J_1 = \frac{1}{2} \|A w^{(1)} + e_b^{(1)}\|^2 + \frac{p_1}{2} \mu \xi^2
\]
\[
\text{subject to } - (B w^{(1)} + e_b^{(1)}) + \xi = 0 \tag{10}
\]

\[
\text{Minimize } J_2 = \frac{1}{2} \|B w^{(2)} + e_b^{(2)}\|^2 + \frac{p_2}{2} \mu \xi^2
\]
\[
\text{subject to } - (A w^{(2)} + e_b^{(2)}) + \xi = 0 \tag{11}
\]

Eq. (10) and Eq. (11) represent equations of the positive and the negative class hyperplanes, respectively. In these two equations the membership degree $\mu$ appears only as error coefficient.

By obtaining $\xi$ and substituting it in Eq. (10) and Eq. (11), the two equations are reformulated as Eq. (12) and Eq. (13).

\[
\text{Minimize } J_1 = \frac{1}{2} \|A w^{(1)} + e_b^{(1)}\|^2 + \frac{p_1}{2} \mu \xi^2
\]
\[
\text{subject to } - (B w^{(1)} + e_b^{(1)}) = 0 \tag{12}
\]

\[
\text{Minimize } J_2 = \frac{1}{2} \|B w^{(2)} + e_b^{(2)}\|^2 + \frac{p_2}{2} \mu \xi^2
\]
\[
\text{subject to } - (A w^{(2)} + e_b^{(2)}) = 0 \tag{13}
\]

By differentiating Eq. (12) and Eq. (13) with respect to $w$ and $b$, we have:

\[
\frac{\partial J_1}{\partial w^{(1)}} = A^T (A w^{(1)} + e_b^{(1)}) + p_1 \mu B^T (B w^{(1)} + e_b^{(1)}) + e = 0 e
\]

\[
\frac{\partial J_1}{\partial b^{(1)}} = e^T (A w^{(1)} + e_b^{(1)}) + p_1 \mu c^T (B w^{(1)} + e_b^{(1)}) = 0
\]

\[
\frac{\partial J_2}{\partial w^{(2)}} = B^T (B w^{(2)} + e_b^{(2)}) + p_2 \mu A^T (A w^{(2)} + e_b^{(2)}) + e = 0 e
\]

\[
\frac{\partial J_2}{\partial b^{(2)}} = e^T (B w^{(2)} + e_b^{(2)}) + p_2 \mu c^T (A w^{(2)} + e_b^{(2)}) = 0
\]

By solving the above equations using some matrix algebra, we would have Eq. (14) and Eq. (15) as the equations of the hyperplanes $J_1$ and $J_2$, respectively.

\[
\begin{bmatrix} \mu B^T B & \mu B^T e \\ \mu c^T B & \mu m_2 \end{bmatrix} w^{(1)} + \begin{bmatrix} \mu A^T A & \mu A^T e \\ \mu e^T A & \mu m_1 \end{bmatrix} b^{(1)} = 0 \tag{14}
\]

\[
\begin{bmatrix} \mu A^T A & \mu A^T e \\ \mu c^T A & \mu m_1 \end{bmatrix} w^{(2)} + \begin{bmatrix} \mu B^T B & \mu B^T e \\ \mu e^T B & \mu m_2 \end{bmatrix} b^{(2)} = 0 \tag{15}
\]

These two equations can be represented as Eq. (16) and Eq. (17), respectively.

\[
\begin{bmatrix} w^{(1)} \\ b^{(1)} \end{bmatrix} = \begin{bmatrix} \mu B^T B + \frac{1}{p_1} A^T A & \mu B^T e + \frac{1}{p_1} A^T e \\ \mu c^T B & \mu m_2 + \frac{1}{p_1} m_1 e \end{bmatrix}^{-1} \begin{bmatrix} -B^T e \\ -m_2 \end{bmatrix} \tag{16}
\]

\[
\begin{bmatrix} w^{(2)} \\ b^{(2)} \end{bmatrix} = \begin{bmatrix} \mu A^T A + \frac{1}{p_2} B^T B & \mu A^T e + \frac{1}{p_2} B^T e \\ \mu c^T A & \mu m_1 + \frac{1}{p_2} m_2 e \end{bmatrix}^{-1} \begin{bmatrix} -A^T e \\ -m_1 \end{bmatrix} \tag{17}
\]

Once the values of $w^{(1)}$, $b^{(1)}$, $w^{(2)}$ and $b^{(2)}$ are obtained, a new data point is assigned to a class based on its distance from the hyperplane of the corresponding class.

3.3 Fuzzy LSTSVM: Model $M_2$

In this model, we construct fuzzy hyperplanes to discriminate the classes. In $M_2$, all parameters of the model, even the components of weight vector $w$, are fuzzy numbers. For computational simplicity all parameters used in this work are restricted to a class of "triangular" symmetric membership functions. For a symmetric triangular fuzzy number $X = (a, r, o)$, $o$ is the center and $r$ is the width of the corresponding membership function.

Let us assume $W$ and $B$ are the fuzzy weight vector and fuzzy bias term, respectively, where each component of $W$ is shown by $W_i = (w_i, c_i)$ and $B = (b, d)$. Then the equation of a fuzzy hyperplane is defined as follows:

\[
W x + B = \langle w_1, c_1 \rangle x_1 + \cdots + \langle w_n, c_n \rangle x_n + b, d > 0 \tag{18}
\]

To find the fuzzy hyperplane for class +1 of our fuzzy LSTSVM, we rewrite Eq. (6) as:

\[
\text{Minimize } J = \frac{1}{2} \|A (w^{(1)} + e_b^{(1)})^T (A (w^{(1)} + e_b^{(1)}) + e) + \frac{p_1}{2} \mu \xi^2 + M \frac{1}{2} \|c^{(1)}\|^2 + d^{(1)}
\]
\[
\text{subject to } ((B (w^{(1)} + e_b^{(1)})) = e - \xi \tag{19}
\]

In this equation, $\frac{1}{2} \|c^{(1)}\|^2 + d^{(1)}$ measures the vagueness of the model. As the vagueness of the model increases,
the results would be more inexact. In Eq. (19) the parameter \( M \) is a control parameter chosen by the user. Also \( \frac{1}{2} \mu x^T \xi \) determines the amount of least squares error, where \( \mu \) is the membership degree of the positive sample and the vector \( \xi \) is the slack variable vector. \( p_1 \) is a trade-off parameter which controls the effect of the least squares error on the hyperplane.

Eq. (19) can be rewritten as Eq. (20).

\[
\begin{align*}
\text{Minimize} & \quad J = \frac{1}{2} \| (Aw(1)) + eb(1) + (Ac(1)) + ed(1) \|^2 + \\
& \quad p_1 \mu \| (Bw(1)) + eb(1) + e \|^2 + M \frac{1}{2} \| c(1) \|^2 + d(1) \\
\text{w.r.t} & \quad w(1), b(1), c(1), d(1)
\end{align*}
\]

Eq. (20)

Setting the derivation of Eq. (20) with respect to \( w(1), b(1), c(1) \) and \( d(1) \) equal to zero and solving the above equations, the below system would appear:

\[
\begin{align*}
\begin{bmatrix}
0^{(1)} \\
0^{(1)} \\
0^{(1)} \\
0^{(1)}
\end{bmatrix} &=
\begin{bmatrix}
\frac{1}{2} A^T A + \frac{1}{2} B^T B + \frac{1}{2} e^{(1)T} + \frac{1}{2} e^{(1)T} \\
\frac{1}{2} A^T T + \frac{1}{2} B^T B + \frac{1}{2} e^{(1)T} + \frac{1}{2} e^{(1)T} \\
\frac{1}{2} A^T A + \frac{1}{2} e^{(1)T} + \frac{1}{2} e^{(1)T} \\
\frac{1}{2} A^T A + \frac{1}{2} e^{(1)T} + \frac{1}{2} e^{(1)T}
\end{bmatrix}
\begin{bmatrix}
A^T e^{(1)} \\
B^T e^{(1)} \\
A^T e^{(1)} \\
B^T e^{(1)}
\end{bmatrix}
\begin{bmatrix}
\mu e^{(1)} \\
0 \\
0 \\
M
\end{bmatrix}
\end{align*}
\]

Eq. (21)

Up to now we have found all the necessary parameters of the first fuzzy hyperplane. By substituting values of these parameters in Eq. (18), we can obtain the equation of the first fuzzy hyperplane.

For the second hyperplane, the equations are as follows:

\[
\begin{align*}
\text{Minimize} & \quad J = \frac{1}{2} \| (Bu(2)) + eb(2) \|^2 + M \frac{1}{2} \| c(2) \|^2 + d(2) \\
\text{w.r.t} & \quad w(2), b(2), c(2), d(2)
\end{align*}
\]

subject to \((Aw(2)) + eb(2) + \xi = 0\)

Eq. (22)

That can be rewritten as:

\[
\begin{align*}
\text{Minimize} & \quad J = \frac{1}{2} \| (Bu(2)) + eb(2) + (Be(2)) + ed(2) \|^2 + \\
& \quad p_2 \mu \| (Aw(2)) + eb(2) + e \|^2 + M \frac{1}{2} \| c(2) \|^2 + d(2) \\
\text{w.r.t} & \quad w(2), b(2), c(2), d(2)
\end{align*}
\]

Eq. (23)

Hence we have:

\[
\begin{align*}
\begin{bmatrix}
w(2)^T \\
0 \\
0 \\
0
\end{bmatrix} &=
\begin{bmatrix}
\frac{1}{2} A^T A + \frac{1}{2} B^T B + \frac{1}{2} e^{(2)T} + \frac{1}{2} e^{(2)T} \\
\frac{1}{2} A^T T + \frac{1}{2} B^T B + \frac{1}{2} e^{(2)T} + \frac{1}{2} e^{(2)T} \\
\frac{1}{2} A^T A + \frac{1}{2} e^{(2)T} + \frac{1}{2} e^{(2)T} \\
\frac{1}{2} A^T A + \frac{1}{2} e^{(2)T} + \frac{1}{2} e^{(2)T}
\end{bmatrix}
\begin{bmatrix}
A^T e^{(2)} \\
B^T e^{(2)} \\
A^T e^{(2)} \\
B^T e^{(2)}
\end{bmatrix}
\begin{bmatrix}
\mu e^{(2)} \\
0 \\
0 \\
M
\end{bmatrix}
\end{align*}
\]

Eq. (24)

By solving Eq. (24) and finding the values of the parameters \( w(2), b(2), c(2) \) and \( d(2) \), the equation of the second fuzzy hyperplane can be obtained using Eq. (18). After finding the equations of the two fuzzy hyperplanes, the fuzzy distance between a given test data point and the fuzzy hyperplanes should be calculated. Definition 1 shows how find the fuzzy distance between a data point and a fuzzy hyperplane.

**Definition 1:** \( \Delta = (\delta, \gamma) \) is the fuzzy distance between a data point \( x_0 = (x_{01}, \ldots, x_{0n}) \) and the fuzzy hyperplane \( W, x + B \), where:

\[
\delta = \frac{|w_1 x_{01} + \cdots + w_n x_{0n} + b|}{\| W \|}
\]

and

\[
\gamma = \frac{|w_1 x_{01} + \cdots + (w_1 + c_n) x_{0n}|}{\| W \|}.
\]

By finding fuzzy distances between the data point and the fuzzy hyperplanes, it is necessary to define a fuzzy membership function which determines the membership degree of the data point in each fuzzy hyperplane. Let us assume that \( \Delta_1 = (\delta_1, \gamma_1) \) and \( \Delta_2 = (\delta_2, \gamma_2) \) are fuzzy distances between a data point and the two hyperplanes \( H_1 \) and \( H_2 \), respectively. Then for an input data \( x_0 \), the degree that \( x_0 \) belongs to hyperplane \( H_1 \) is defined by the following membership function (by finding membership degrees for \( H_1 \), membership degrees for \( H_2 \) are easily obtainable):

\[
\mu_1(x_0) = \begin{cases} 
1 - \frac{\delta_1 + \gamma_1}{\delta_1 + \delta_2 + \gamma_1}, & \delta_1 \geq \gamma_1, \delta_2 \geq \gamma_2, \\
1 - \frac{\delta_1}{\delta_1 + \delta_2 + \gamma_1}, & \delta_1 < \gamma_1, \delta_2 \geq \gamma_2, \\
1 - \frac{\delta_1 + \gamma_2}{\delta_1 + \delta_2 + \gamma_2}, & \delta_1 \geq \gamma_1, \delta_2 < \gamma_2, \\
1 - \frac{\delta_1}{\delta_1 + \delta_2 + \gamma_2}, & \delta_1 < \gamma_1, \delta_2 < \gamma_2.
\end{cases}
\]

Eq. (25)

4 Numerical Experiments

To evaluate the performance of our proposed algorithm, we investigate its classification accuracy on both artificial and benchmark datasets. All experiments are carried out in Matlab 7.9 (R2009b) environment on a PC with Intel processor (2.9 GHz) with 2 GB RAM. The **Accuracy** used to evaluate a classifier is defined as: \((TP + TN)/(TP + FP + TN + FN)\), where \( TP, TN, FP \) and \( FN \) are the number of true positive, true negative, false positive and false negative, respectively. Also the accuracies are measured by the standard 10-fold cross-validation methodology [24]. In our implementation, we focus on comparison between SVM, LSTSV SVM and FLSTSV with model \( M_2 \).

4.1 Experiment on artificial dataset

We first consider a two-dimensional “Xor” dataset, which is a very common dataset for evaluating the effectiveness of SVM-based algorithms, shown in Fig. 3. This hand-made dataset consists of 121 records belonging to two classes. Each record has two features: a class and a value which determines how much the record belongs to the class. The stars denote the data points of positive class, while the triangular belong to the negative class.
Table 1 shows the results of applying SVM, LSTSVM and FLSTSVM algorithms to the dataset. It should be noted that in this paper, only the linear version of all the three algorithms are studied. The obtained values for accuracies of all three algorithms are fully justifiable. In SVM there is only one hyperplane responsible of classifying data and because the dataset is defined as a two-dimensional space, this hyperplane would be a line which is shown in figure 4a. In LSTSVM algorithm we have two lines for classification. As mentioned in Section 2.3, these lines should be the nearest to their corresponding class records and farthest from the opposite class records. Figure 4b shows these lines for LSTSVM. Because the data points overlap and they don’t exactly lie on a line, the LSTSVM algorithm has still a large amount of error although it has higher accuracy compared to the SVM. FLSTSVM also has two lines responsible for classifying data with the difference that these two lines are not crisp. Figure 4c shows the fuzzy lines of FLSTSVM. To show the fuzzy nature of each line, we have used multiple lines. As shown in the figure, these fuzzy lines discriminate the data points better than SVM and LSTSVM. Therefore FLSTSVM provides higher accuracy compared to the other two algorithms.

4.2 Experiments on benchmark datasets

We also performed experiments on a collection of four benchmark datasets form UCI machine learning repository [25]. These datasets are Heart-Statlog, Australian Credit Approval, Liver Disorder and Breast Cancer Wisconsin. These datasets represent a wide range of size (from 198 to 690) and features (from 7 to 34). Details of the four datasets are listed in Table 2. Also, Table 3 lists the results of each algorithm. As shown in the table, FLSTSVM has higher accuracies compared to the other two algorithms. It should be noted once more that, in these experiments only the linear version of the FLSTSVM is considered (and so for the other two algorithms). We claim that the non-linear version of the proposed algorithm would outperform the non-linear version of SVM and LSTSVM with more meaningful differences.
Table 2: Datasets

| Dataset               | # Features | # Samples | Lost Data |
|-----------------------|------------|-----------|-----------|
| Heart-Statlog         | 14         | 210       | No        |
| Australian Credit Approval | 14       | 690       | No        |
| Liver Disorder        | 7          | 345       | No        |
| Breast Cancer Wisconsin (Prognostic) | 34     | 198       | No        |

Table 3: Experimental results of SVM, LSTSVM, and FLSTSVM

| Dataset               | Accuracy (%) |
|-----------------------|--------------|
| SVM                   | 84.1         |
| LSTSVM                | 85.5         |
| FLSTSVM               | 87.9         |
| Heart-Statlog         |              |
| Australian Credit Approval |        |
| Liver Disorder        |              |
| Breast Cancer         |              |

5 Conclusion

In this paper, we enriched LSTSVM classifier by incorporating the theory of fuzzy sets. We proposed two novel models for fuzzy LSTSVM. In the first model, $M_1$, a fuzzy membership was assigned to each input point and the hyperplanes were optimized based on fuzzy importance degrees of samples. In the second model, $M_2$, all parameters to be identified in LSTSVM are considered to be fuzzy. Also to discriminate the target class in $M_2$, we construct two fuzzy hyperplanes. We carried out a series of experiments to analyze our classifier against SVM and LSTSVM. The results demonstrate that FLSTSVM obtains better accuracies that the other two algorithms. As our future work, we plan to focus on non-linear version of the fuzzy LSTSVM algorithm.

Our method can be employed in the development of intelligent systems for decision making, pattern recognition, and control. It permits for the inclusion of vague assessments in classification problems. FLSTSVM can have several various applications in real life. Disease detection, image analysis, image denoising, weather forecasting systems, intrusion detection are some instances of its application. In addition to binary classification, it can applied on multi-class classification problems. FLSTSVM also can be employed in regression problem.
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