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Abstract: Three-phase inverters are widely used in grid-connected renewable energy systems. This paper presents a new control methodology for grid-connected inverters using an adaptive fuzzy control (AFC) technique. The implementation of the proposed controller does not need prior knowledge of the system mathematical model. The capabilities of the fuzzy system in approximating the nonlinear functions of the grid-connected inverter system are exploited to design the controller. The proposed controller is capable to achieve the control objectives in the presence of both parametric and modelling uncertainties. The control objectives are to regulate the grid power factor and the dc output voltage of the photovoltaic systems. The closed-loop system stability and the updating laws of the controller parameters are determined via Lyapunov analysis. The proposed controller is simulated under different system disturbances, parameters, and modelling uncertainties to validate the effectiveness of the designed controller. For evaluation, the proposed controller is compared with conventional proportional-integral (PI) controller and Takagi–Sugeno–Kang-type probabilistic fuzzy neural network controller (TSKPFNN). The results demonstrated that the proposed AFC showed better performance in terms of response and reduced fluctuations compared to conventional PI controllers and TSKPFNN controllers.
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1. Introduction

Nowadays, renewable energy sources (RES) such as photovoltaic (PV) solar systems, wind turbines, and others are integrated into conventional power systems to avoid the high cost of constructing new or expanded facilities [1]. The final stage of the integration of PV systems consists of DC-AC inverters. Special consideration for inverter topologies and controls is required to preserve the network stability and to achieve acceptable dynamic performance of the voltage and frequency [2]. Different controllers for micro-grid inverters during grid-connected and islanded operation modes have been investigated in previous studies [3,4]. Corresponding to behavior and operating conditions of the electrical grid, the controllers of the inverter system can be classified as linear, non-linear, robust, adaptive, predictive, and intelligent controllers [5]. Various types of linear controllers for micro-grid inverters including classical controllers, Proportional Resonant (PR) controllers, and Linear Quadratic Gaussian (LQG) controllers were reported [6–8]. Non-linear controllers for grid-connected inverter systems (GCIS) such as sliding mode, feedback linearization, and hysteresis controllers have been proposed in [9–13]. In [14], a current-control is proposed for voltage-source inverters using the $H_{\infty}$ robust control technique. Additionally, adaptive control techniques and model predictive controllers for grid-connected and standalone inverters were reported in [15–18]. In all studies referred to, the proposed non-linear controllers showed better performance when compared with linear controllers’
performance. The main drawback of nonlinear control methods is that they rely on the system mathematical model and system parameters availability.

Intelligent control systems including neural network controllers, repetitive controllers, fuzzy logic controllers (FLCs), and autonomous controllers are introduced for nonlinear systems control. The advantage of intelligent controllers is that they do not rely on the system mathematical model and they can handle many nonlinear and uncertain systems. In [19], a discrete-time repetitive controller (RC) was proposed to improve the output current and to overcome the drawback of using a linear PI controller in the presence of non-linearities in the system components. Type-1 and Type-2 FLCs have been widely used in various applications and have achieved remarkable success in managing higher levels of uncertainty [20–25]. FLC applications also include intelligent control for marine applications, traction diesel engines, robotic control, internet bandwidth control, industrial system controllers, power management and electrical control, aircraft control evolutionary computing, and DC-DC converters. Moreover, type-2 fuzzy logic has also proven successful in clinical diagnosis, differential diagnosis, and nursing evaluation in the health field [26].

For GCIS, different FLCs were presented in [27–29]. In [28], the real time testing for FLC for three phase grid-connected inverters to control the voltage and the current was presented. The results demonstrated FLC ability to generate high-quality PV power while maintaining the power factor of unity. A grid side inverter system control using a simple FLC that works well for grid interconnected variable speed wind generators was proposed in [29]. In another work, type-2 FLC (T2FLC) was implemented to control a DC-DC buck converter [30]. For PV systems, interval T2FLC (IT2FLC) based on maximum power point tracking (MPPT) method was proposed in [31]. In addition, the work in [32] implemented a T2FLC as a MPPT to handle the rules’ uncertainties during high weather condition variations. The proposed MPPT based on the FLC showed a faster response in the transient response and a stable steady state. A further IT2FLC was developed for single phase grid connected PV systems in [33], where IT2FLC was used as MPPT algorithm. Simulation results showed that the proposed IT2FLC-based MPPT controller has a fast transient response.

In [34], an FLC for inverters in PV applications was presented; the work discussed several factors and challenges and provided guidelines for developing capable and effective inverter control systems.

Moreover, a fuzzy neural network controller based on the Takagi–Sugeno–Kang type approach presented to control the active and reactive power of three-phase grid-connected PV systems during grid faults was reported in [35,36].

Furthermore, to overcome the disadvantages of conventional controllers for uncertain nonlinear systems, adaptive fuzzy control (AFC) techniques were proposed to control uncertain nonlinear systems [37,38]. Due to its advantage in handling complex uncertain nonlinear systems, researchers have used the AFC techniques in different applications [39–43]. The AFC technique was applied for induction motor control in [39], the optimal power conversion control for standalone wind energy conversion systems in [40], permanent magnet synchronous motor control, and fuzzy fault-tolerant switched systems in [41,42]. To the best of the authors’ knowledge, there is no reported work available that describe the application of AFC to the GCIS. This motivates the authors to propose an AFC scheme that exploits the concept of the multi-input multi-output (MIMO) feedback linearization and the approximation capability of fuzzy systems. PV GCIS are highly nonlinear and uncertain systems due to the intermittent nature of the PV and the inverter pulse width-modulation (PWM) technique. Without fast-acting inverter control, these nonlinearities and uncertainties lead to power quality, output harmonics, voltage regulation, losses, and system implementation issues. The proposed AFC, based on the method of feedback linearization, is developed to solve these nonlinearities and uncertainties due to the method’s ability to manage complex nonlinear control systems without the need for a mathematical model. The fuzzy system’s capability to approximate unknown parameters of the GCIS for different operation cases will be used to design the controller. The objectives of the
The proposed AFC for GCIS are to control both the power factor and the dc voltage. The quality of the designed controller will be tested to validate its effectiveness in achieving the control objectives for different simulation cases. Moreover, to evaluate the efficiency of the proposed controller, a comparison between its performance, the PI controller, and a Takagi–Sugeno–Kang-type probabilistic fuzzy neural network controller (TSKPFNN) performances was conducted. The main contribution of the paper can be summarized in the following:

- The paper proposes an adaptive fuzzy approximation control scheme for GCIS.
- Excellent tracking performance of the proposed controller is obtained under different operating conditions such as power factor, parameter, and modelling uncertainties.

The rest of the paper is organized in five sections. The MIMO of GCIS and the feedback linearization are presented in Section 2. Section 3 gives the design of an AFC for a general MIMO. Based on the analysis presented in Section 3, the proposed AFC for GCIS is explained in Section 4. Simulation results are presented in Section 5 and conclusions are drawn in Section 6.

2. Grid-Connected Inverter System (GCIS)

2.1. GCIS Description

A GCIS is shown in Figure 1. The system contains a PV array, a DC link capacitor, a three-phase voltage source inverter (VSI), and a three-phase grid. The VSI facilitates the MPPT through regulation of the dc-link voltage, along with power transfer to the utility grid.

![Figure 1. Three-phase grid-connected inverter.](image)

The output power of the PV system is a highly nonlinear and uncertain system. The PV output voltage corresponding to the maximum output power of the PV array varies with cell temperature and solar irradiation. The PV system should always be designed to operate at its maximum output power level. The MPPT technique is usually incorporated with the PV system to adjust the PV array output voltage to obtain the maximum available power at any change in solar irradiation or temperature of the cells. In addition, the MPPT scheme has the capability to release the dc-link voltage reference command [44]. Many MPPT techniques have been reported for PV systems, however, in practice, the most commonly used methods are perturb and observe (P&O) and the incremental conductance (IC) techniques [45].

2.2. MIMO Model of GCIS

The model of the GCIS shown in Figure 1 can be represented by

$$v_a = Ri_a + L \frac{di_a}{dt} + v_{ga}$$

(1)
where \( v_{gb}, v_{gc} \) are the grid voltage components, \( i_a, i_b, i_c \) are the grid current components, and \( v_D, v_B, v_C \) are the inverter output voltage [46]. Park’s transformation is used to represent Equations (1)–(3) in the rotating \( dq \) frame as

\[
v_d = v_{gd} + Ri_d + L \frac{di_d}{dt} + \omega Li_q
\]

\[
v_q = v_{gq} + Ri_q + L \frac{di_q}{dt} + \omega Li_d
\]

where \( v_{gd}, v_{gq} \) are the \( dq \) grid voltage components, \( i_d, i_q \) are the \( dq \) grid current components, and \( v_D, v_B, v_C \) are the \( dq \) inverter output voltage components. Upon neglecting the power loss in the inverter switches [46], the dc-input side connection with the ac-output side are given by

\[
C \frac{dv_{dc}}{dt} = i_{pv} - i_{dc} = i_{pv} - \frac{v_{gd}i_d + v_{gq}i_q}{v_{dc}}
\]

where \( v_{dc} \) and \( i_{pv} \) are the PV output voltage and current respectively and \( i_{dc} \) is the input current to the inverter.

Defining the state vector \( x \) and the control input \( u \) as

\[
x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} i_d \\ i_q \\ v_{dc} \end{bmatrix}
\]

\[
u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} v_d \\ v_q \end{bmatrix}
\]

Then, the state model of the GCIS can be formed as in Equation (10).

\[
\dot{x} = \begin{bmatrix} -\frac{R}{L}x_1 + \omega x_2 - \frac{v_{gd}}{L} \\ -\frac{R}{L}x_2 - \omega x_1 - \frac{v_{gq}}{L} \\ \frac{i_{pv}}{C} - \frac{v_{gd}x_1 + v_{gq}x_2}{Cx_3} \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} u
\]

The control objective is to regulate the power factor of the grid, through the q-component of the grid current, and the dc-input voltage \( v_{dc} \). Therefore, the output vector of the system is considered as

\[
y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = \begin{bmatrix} x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} i_q \\ v_{dc} \end{bmatrix}
\]

The Equations (10) and (11) can be written in the following general expression of the MIMO system

\[
\dot{x} = f(x) + g(x)u, \quad y = h(x)
\]

where \( x \) is a \( 3 \times 1 \) state vector, \( u \) is a \( 2 \times 1 \) control input vector, \( y \) is a \( 2 \times 1 \) output vector, and \( f(x) \) and \( g(x) \) are defined by

\[
f = \begin{bmatrix} f_1 \\ f_2 \\ f_3 \end{bmatrix} = \begin{bmatrix} -\frac{R}{L}x_1 + \omega x_2 - \frac{v_{gd}}{L} \\ -\frac{R}{L}x_2 - \omega x_1 - \frac{v_{gq}}{L} \\ \frac{i_{pv}}{C} - \frac{v_{gd}x_1 + v_{gq}x_2}{Cx_3} \end{bmatrix}, \quad g = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}
\]
The MIMO model of the GCIS in Equations (12) and (13) can be converted to a feedback linearizable form by using the input-output feedback linearization approach. In this approach, a nonlinear control signal is designed and used to convert the nonlinear system dynamics Equation (12) into decoupled linear subsystems. The feedback linearization for GCIS is presented next.

2.3. Input-Output Feedback Linearization of GCIS

In order to design a feedback linearization control, we used the notion of relative degree where each output is differentiated successively until one input $u_1$ or $u_2$ appears [47]. It can be shown that the relative degree $r_1$ for the first output $y_1$ is $r_1 = 1$ and the relative degree $r_2$ for the second output $y_2$ is $r_2 = 2$. The first derivative of $y_1$ and the second derivative of $y_2$ are given by Equations (14) and (15).

\[ y_1 = f_2 + \frac{1}{L} u_2 \]  
\[ \ddot{y}_2 = \dot{f}_3 = \frac{1}{C} \frac{di_{pu}}{dt} - \frac{1}{C.x_3} \left[ v_{gd} \left( f_1 + \frac{1}{L} u_1 \right) + v_{gq} \left( f_2 + \frac{1}{L} u_2 \right) \right] + \frac{\left( v_{gd} x_1 + v_{gq} x_2 \right)}{C x_3^2} f_3 \]  

Equations (14) and (15) can be cast in the following matrix form

\[
\begin{bmatrix}
\dot{y}_1 \\
\dot{y}_2
\end{bmatrix} = \alpha(x) + \beta(x) \begin{bmatrix}
u_1 \\
u_2
\end{bmatrix}
\]  

where

\[
\alpha(x) = \begin{bmatrix}-\frac{1}{C_x} & 0 \\
\frac{v_{gd}}{C x_3^2} & \frac{1}{C_x}
\end{bmatrix}
\]

and $m = \frac{1}{C} \frac{di_{pu}}{dt}$.

The control law in Equation (19) when used in Equation (16) yields to the linear input-output relation in Equation (20)

\[
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} = \beta^{-1}(x) \begin{bmatrix}\nu_1 - \alpha_1 \\
\nu_2 - \alpha_2
\end{bmatrix}
\]

where $\nu_1$ and $\nu_2$ are external signals that can be chosen in a way to ensure asymptotic tracking of the outputs $y_1$ and $y_2$ to their references $y_{ref1} = i_{ref}$ and $y_{ref2} = v_{dcref}$. Defining the tracking errors $e_1 = (y_{ref1} - y_1)$ and $e_2 = (y_{ref2} - y_2)$, the signals $\nu_1$ and $\nu_2$ can be selected as

\[
\begin{align*}
\nu_1 &= k_{01} e_1 + \dot{y}_{ref1} \\
\nu_2 &= k_{02} e_2 + k_{12} \dot{e}_2 + \ddot{y}_{ref2}
\end{align*}
\]

Now, substituting Equations (21) and (22) into Equation (20), we obtain the following tracking errors dynamics:

\[
\begin{align*}
\dot{e}_1 + k_{01} e_1 &= 0 \\
\dot{e}_2 + k_{12} e_2 + k_{02} e_2 &= 0
\end{align*}
\]

The coefficients $k_{01}$, $k_{02}$, and $k_{12}$ are design parameters selected such that the characteristic polynomials of Equations (23) and (24) are Hurwitz and hence ensuring that
the tracking errors $e_1$ and $e_2$ converge to zero asymptotically [47]. It is worth mentioning that the control law given in Equation (19) is implementable since the matrix $\beta(x)$ is non-singular, provided that $e_d \neq 0$ (which is the case for GCIS).

A main disadvantage of the control law in Equation (19) is that the exact values of the system parameters involved in $\alpha(x)$ and $\beta(x)$ should be known and any change in the parameters affects the output of the controller. In practice, the parameters of the GCIS may be unknown or imprecise and the uncertainty in these parameters is inevitable. To overcome this drawback, the universal approximation capability of the fuzzy systems is used to approximate the nonlinear functions $\alpha(x)$ and $\beta(x)$. In the next section, the proposed adaptive fuzzy controller for GCIS is presented.

3. The Proposed Controller

3.1. Adaptive Fuzzy Approximation Controller for GCIS

In this section, the proposed controller is developed using the Equation (12) which is a square MIMO nonlinear system. The input-output feedback linearization given in Equation (16) with $r_1 = 1$ and $r_2 = 2$ can be written in the form

$$ y^{(r)} = \alpha(x) + \beta(x)u $$

(25)

where $y^{(r)} = \begin{bmatrix} y^{(r)}_1 \\ y^{(r)}_2 \end{bmatrix}$, $u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}$, $\alpha(x)$ and $\beta(x)$ are as given in Equations (17) and (18), and their entries are in general nonlinear functions with imprecise parameters.

Approximations of the nonlinear functions $\alpha(x)$ and $\beta(x)$ were generated using a fuzzy logic system with singleton fuzzifier, product inference rule, and weighted average defuzzifier. To construct these estimates, the notion of the fuzzy basis function (FBF) expansion $\xi(x)$ was used [37]. The fuzzy estimates $\hat{\alpha}_i(x)$ and $\hat{\beta}_{ij}(x)$ of the nonlinear functions $\alpha_i(x)$ and $\beta_{ij}(x)$, $i = 1, 2$ and $j = 1, 2$ were determined as

$$ \hat{\alpha}_i(x) = \theta_i^T \xi(x) $$

(26)

$$ \hat{\beta}_{ij}(x) = \theta_{ij}^T \xi(x) $$

(27)

where $\theta_i \in R^{M \times 1}$ and $\theta_{ij} \in R^{M \times 1}$ represent vectors of adjustable parameters and $\xi(x) \in R^{M \times 1}$ represents the vector of FBFs. The FBF was generated using the weighted-average defuzzifier [48].

$$ \xi_i(x) = \frac{\prod_{l=1}^{n} x_l \mu_{il}(x_l)}{\sum_{l=1}^{M} (\prod_{l=1}^{n} \mu_{il}(x_l))} $$

(28)

where $n$ is the number of states, $\mu_{il}(x_j)$ is the membership function of the $i$th state $x_i$ in the $l$th rule, and $M$ is the number of If-Then rules.

Upon replacing $\alpha(x)$ and $\beta(x)$ in Equation (25) by their corresponding fuzzy estimates Equations (26) and (27), we get

$$ y^{(r)} = \hat{\alpha}(x) + \hat{\beta}(x)u $$

(29)

where $\hat{\alpha}(x) = \begin{bmatrix} \hat{\alpha}_1 \\ \hat{\alpha}_2 \end{bmatrix}$ and $\hat{\beta}(x) = \begin{bmatrix} \hat{\beta}_{11} \\ \hat{\beta}_{12} \\ \hat{\beta}_{21} \\ \hat{\beta}_{22} \end{bmatrix}$.

Therefore, the AFC can be written in terms of the fuzzy estimates Equations (26) and (27) as

$$ u = \hat{\beta}^{-1}(x) \left( y^{(r)}_{ref} + Ke - \hat{\alpha}(x) \right) $$

(30)

where $y^{(r)}_{ref} = \begin{bmatrix} y^{(r)}_{ref1} \\ y^{(r)}_{ref2} \end{bmatrix}$, $K = diag[k_1, k_2]$, $e = \begin{bmatrix} e_1 \\ e_2 \end{bmatrix}^T$, $k_1 = k_{01}$, $k_2 = [k_{02} k_{12}]$, $e_1 = e_1$, $e_2 = [e_2 \dot{e}_2]^T$, and $e_i = y_{refi} - y_i$, $i = 1, 2$. It is worth mentioning that the implementation
of the proposed AFC given in Equation (30) needs only the fuzzy estimates \( \hat{a}(x), \hat{b}(x) \),
the derivatives of the reference signal \( y_{ref}^{(r)} \), and the tracking error \( e \).

3.2. Closed-Loop Stability

In this section, we show the boundedness of both the tracking error and the adjustable
parameters via the Lyapunov function analysis. Equation (30) can be rewritten as

\[
\hat{b}(x)u = \left( y_{ref}^{(r)} - y^{(r)} \right) + Ke + y^{(r)} - \hat{a}(x) \tag{31}
\]

Using Equation (25) in Equation (31) to obtain the following error equation in terms of
the fuzzy approximation errors, it becomes

\[
\begin{bmatrix}
e_1^{(r)} \\
e_2^{(r)}
\end{bmatrix} = \left( y_{ref}^{(r)} - y^{(r)} \right) = -Ke + (\hat{a}(x) - a(x)) + (\hat{b}(x) - b(x))u \tag{32}
\]

From Equation (32), the error equation for the \( i \)th output becomes

\[
e_i = -k_ie_i + \sum_{j=1}^{p} \Delta\beta_{ij}(x)u_j \tag{33}
\]

where \( \Delta a_i(x) = \hat{a}_i(x) - a_i(x) \) and \( \Delta\beta_{ij}(x) = \hat{\beta}_{ij}(x) - \beta_{ij}(x) \) are the fuzzy approximation
errors.

In state-variable form, the error equation of the \( i \)th output Equation (33) takes the form

\[
e_i = A_i e_i + \sum_{j=1}^{p} \Delta\beta_{ij}(x)u_j b_i \tag{34}
\]

where \( A_i \) and \( b_i \) are given by

\[
\begin{align*}
A_1 &= -k_{01}, \quad b_1 = 1 \\
A_2 &= \begin{bmatrix}
0 & 1 \\
-k_{12} & -k_{02}
\end{bmatrix}, \quad b_2 = \begin{bmatrix}
0 \\
1
\end{bmatrix}
\end{align*}
\]

Theorem 1. The closed-loop tracking error \( e = \begin{bmatrix} e \\ e_2 \end{bmatrix}^T \) is globally ultimately bounded if the
updating laws of the parameter vectors \( \theta_i \in R^{M \times 1} \) and \( \theta_{ij} \in R^{M \times 1} \) are chosen as in Equations (36)
and (37):

\[
\begin{align*}
\dot{\theta}_i &= -\gamma_i e_i^T P_i b_i \xi(x) \tag{36} \\
\dot{\theta}_{ij} &= -\gamma_{ij} e_i^T P_i b_i \xi(x)u_j \tag{37}
\end{align*}
\]

where \( \gamma_i \) and \( \gamma_{ij} \) are design parameters and \( P_i \) is a unique positive definite matrix solution of the
Lyapunov Equation (38) with arbitrary positive definite matrix \( Q_i \)

\[
A_i^T P_i + P_i A_i = -Q_i \tag{38}
\]

Proof. Define the minimum fuzzy approximation error \( w_i \) in terms of the optimal values of
adjustable parameters \( \theta_i^* \) and \( \theta_{ij}^* \) as

\[
w_i = [\hat{a}_i(x \mid \theta_i^*) - a_i(x)] + \sum_{j=1}^{p=2} [\hat{\beta}_{ij}(x \mid \theta_{ij}^*) - \beta_{ij}(x)]u_j \tag{39}
\]
Add and subtract the terms \( \hat{\alpha}_i(x | \theta^*_i) \) and \( \hat{\beta}_{ij}(x | \theta^*_j) \) to Equation (34) and then use the definition given in Equation (39) to obtain the following error equation

\[
\dot{e}_i = A_i e_i + b_i [w_i + \varphi_{a_i}^T \xi(x) + \sum_{j=1}^{p=2} \varphi_{\beta_{ij}}^T \xi(x) u_j]
\] (40)

where \( \varphi_{a_i} = (\theta_i - \theta^*_i) \) and \( \varphi_{\beta_{ij}} = (\theta_{ij} - \theta^*_{ij}) \) are the parameter errors. Note that the derivatives of these parameter errors are given by:

\[
\dot{\varphi}_{a_i} = \dot{\theta}_i \quad \text{(41)}
\]

\[
\dot{\varphi}_{\beta_{ij}} = \dot{\theta}_{ij} \quad \text{(42)}
\]

The following positive Lyapunov function is formulated as a quadratic function of the error involved, namely the tracking error (34) and the parameter error (41) and (42):

\[
V_i = \frac{1}{2} e_i^T P_i e_i + \frac{1}{2\gamma_i} \varphi_{a_i}^T \varphi_{a_i} + \sum_{j=1}^{p=2} \frac{1}{2\gamma_{ij}} \varphi_{\beta_{ij}}^T \varphi_{\beta_{ij}}
\] (43)

The time derivative of Equation (43) along the trajectories Equations (40)–(42) is found as:

\[
\dot{V}_i = -\frac{1}{2} e_i^T Q_i e_i + \frac{1}{\gamma_i} \varphi_{a_i}^T \left( \theta_i + \gamma_i e_i^T P_i b_i \xi(x) \right) + \left( \frac{1}{\gamma_{ij}} \varphi_{\beta_{ij}}^T \dot{\theta}_{ij} + e_i^T P_i b_i \sum_{j=1}^{p=2} \varphi_{\beta_{ij}}^T \xi(x) u_j \right) + e_i^T P_i b_i w_i
\] (44)

Now, substituting the parameters’ updating laws in Equations (36) and (37) in Equation (44) to get:

\[
\dot{V}_i = -\frac{1}{2} e_i^T Q_i e_i + e_i^T P_i b_i w_i
\] (45)

Provided that \( \| e_i \| \geq \frac{4\sigma_i \lambda_{\min}(Q_i)}{P_i \gamma_{\min}(Q_i)} = r_i \), it is straightforward to write Equation (45) in the form

\[
\dot{V}_i \leq -\frac{1}{2} (1 - \beta_i) \lambda_{\min}(Q_i) \| e_i \|^2
\] (46)

where \( 0 < \beta_i < 1 \), \( \sigma_i > 0 \), such that \( \| w_i \| \leq \sigma_i \), \( \lambda_{\min}(Q_i) \) and \( \lambda_{\max}(P_i) \) are the minimum and maximum eigenvalues of the indicated matrices and \( \| . \| \) stands for the Euclidean norm. From the positive definiteness of Equation (43) and the negative definiteness of Equation (46), we conclude that the tracking error is globally ultimately bounded with bound \( \mu_{w_i} = r_i \sqrt{\frac{\lambda_{\max}(Q_i)}{\lambda_{\min}(P_i)}} \) [47]. In Equation (43), the Lyapunov function is quadratic; the non-quadratic Lyapunov function can also be used in adaptive schemes for better performance [49]. □

4. Implementation of the Proposed Adaptive Fuzzy Controller for GCIS

In order to implement the proposed AFC based on feedback linearization given by Equations (26), (27), (32), (36), and (37), fuzzy sets \( F_k \) have to be selected where \( i = 1, 2, \ldots N \), \( N \) is the number of the fuzzy sets and \( k = 1, 2, 3 \). The fuzzy sets are utilized to determine the vector of FBFs given in Equation (28). To this end, three Gaussian fuzzy sets, namely Negative (N), Zero (Z), and Positive (P) are used to generate the FBFs for each
state of the system. These fuzzy sets are characterized by the membership functions. The general form of the membership functions of Gaussian type is given by

\[ \mu_{F_i^k}(x_k) = \exp \left( -\frac{(x_k - \pi_i^k)^2}{\sigma_i^k} \right) \]

where \(\pi_i^k\) and \(\sigma_i^k\) are the center and the width of the \(i^{th}\) fuzzy set \(F_i^k\).

The block diagram of the proposed controller is shown in Figure 2. It can be seen in the block diagram that the grid voltage and current are transformed into a \(dq\) frame from an \(abc\) frame. The control laws in Equations (36) and (37) were used to estimate the unknown parameters of GCIS, where the calculation initially started from chosen initial values of \(\theta_i\) and \(\theta_{ij}\). Then, AFC low in Equation (30) was applied to generate the control signals. The PWM was generated by applying space vector pulse width modulation (SVPWM) to drive the inverter. Note that the signal \(V_{dcref}\) is released from the MPPT algorithm.

![Block diagram of the proposed controller](image)

**Figure 2.** The proposed adaptive fuzzy control (AFC) technique for the grid connected inverter system (GCIS).

5. Simulation Cases and Results

To examine the effectiveness of the proposed controller performance, the proposed AFC was implemented and tested in the MATLAB/SIMULINK [50] environment for a GCIS having the parameters as listed in Table 1. The other design parameters were selected as
The selected positive definite matrices \( Q_i \) and the unique positive definite matrix solution \( P_i \), \( i = 1, 2 \) that appeared in Lyapunov Equation (38) are given by

\[
Q_1 = 100, \quad Q_2 = \begin{bmatrix} 2000 & 0 \\ 0 & 1 \end{bmatrix}, \quad P_1 = 5, \quad P_2 = \begin{bmatrix} 1000.6 & 0.1 \\ 0.1 & 0.00006 \end{bmatrix}
\]

### Table 1. System parameters.

| Parameter                  | Value   |
|----------------------------|---------|
| Grid Voltage rms           | 120 V   |
| Inductance L               | 2 mH    |
| Resistor R                 | 0.1 Ω   |
| Grid Frequency             | 50 Hz   |
| DC link capacitor          | 2200 µF |
| PV array voltage Vdc       | 540 V   |
| PV array current Ipv       | 3.46 A  |

For each state of the system, the parameters of the Gaussian membership functions given in Equation (47) are listed in Table 2. The membership functions for the state \( x_1 \) are shown in Figure 3, as an example for states membership functions.

### Table 2. Parameters of the Gaussian membership functions.

| State\( x_1 \) | Fuzzy Set \( \rightarrow \) | \( N \) | \( Z \) | \( P \) |
|-----------------|-----------------------------|-------|-------|-------|
|                 | \( \bar{x}_1^N = -5 \) | \( \bar{x}_1^Z = 0 \) | \( \bar{x}_1^P = 5 \) |
|                 | \( \sigma_1^N = 6 \)   | \( \sigma_1^Z = 6 \)   | \( \sigma_1^P = 6 \) |
| \( x_2 \)       | \( \bar{x}_2^N = -0.1 \) | \( \bar{x}_2^Z = 0 \) | \( \bar{x}_2^P = 0.1 \) |
|                 | \( \sigma_2^N = 0.005 \) | \( \sigma_2^Z = 0.005 \) | \( \sigma_2^P = 0.005 \) |
| \( x_3 \)       | \( \bar{x}_3^N = 525 \) | \( \bar{x}_3^Z = 550 \) | \( \bar{x}_3^P = 575 \) |
|                 | \( \sigma_3^N = 100 \)  | \( \sigma_3^Z = 100 \)  | \( \sigma_3^P = 100 \)  |

![Figure 3. Membership functions for \( x_1 \).](image)

The proposed AFC was studied under different operating cases as unity power factor tracking, tracking of power factor changes, and robust tracking. Smooth reference values were used for all simulation cases.

5.1. Case I: Unity Power Factor Tracking

In this case, simulation was carried out by selecting the reference grid current components as \( i_{qref} = 0.0 \) A, which corresponds to unity power factor. The output voltage and current are shown in Figure 4. The figure clearly shows that the grid current is in phase with grid voltage, which indicates unity PF operation. Figure 5a,b depicts the reactive \( i_q \) and
active $i_d$ current tracking output of the proposed controller. The DC voltage and reference voltage are shown in Figure 6. The control signal $u_1$ and $u_2$ are shown in Figure 7a,b, from which it can be noticed that they are bounded. From the obtained result in case of the unity power factor, it can be stated that the proposed controller provides excellent tracking performance with bounded tracking error and bounded control signals.

![Figure 4. Output voltage current.](image)

![Figure 5. Grid current components: (a) $i_q$, $i_{qref}$; (b) $i_d$.](image)

![Figure 6. DC voltage and reference voltage.](image)
5.2. Case II: Tracking of Power Factor Changes

In this case study, the performance of the proposed AFC was tested for power factor tracking. At the start, the system was assumed to operate at unity power factor with $i_{q_{ref}} = 0$, then a step change of 10 A in $i_{q_{ref}}$ at 0.4 s was applied. This change in $i_{q_{ref}}$ corresponded to a change in the power factor to 0.937. Figure 8a,b display the effect of changes in $i_{q_{ref}}$, $i_q$, and $i_d$. The results demonstrate that $i_q$ reaches its new reference quickly. Hence, the obtained results clearly prove that the proposed AFC has the ability to track power factor changes. The output voltage and current are shown in Figure 9. A phase shift can be noticed between current and voltage after $t = 0.4$ s, confirming the tracking of the desired power factor. The active and reactive power delivered by the inverter to the grid are shown in Figure 10a,b, confirming the proposed controller tracking ability. The bounded control signals $u_1 = v_d$ and $u_2 = v_q$ are shown in Figure 11a,b.
To evaluate the effectiveness of AFC, the performance of the proposed controller was compared with the PI controller as in [51]. The comparison was conducted for power factor change tracking case by applying a step change of 10 A in $i_{q\text{ref}}$ at 0.4 s. Figure 12 demonstrates the performance of the proposed AFC and PI controller. The result illustrates that the tracking between $i_q$ and $i_{q\text{ref}}$ after the step change occurs has less fluctuations and overshooting in case of proposed AFC in comparison to the PI controller. Moreover, a
comparison between the performance of the proposed controller, the PI controller, and the TSKPFNN controller presented in [35] is shown in Table 3. From the illustrated results in Table 3, it can be said that the performance of proposed AFC is better and exceeds the PI controller and TSKPFNN controller performances.

Table 3. Comparison between the performance of the proposed controller, PI, and TSKPFNN controllers.

| Controller           | Max Overshoot % | Settling Time (S) |
|----------------------|-----------------|-------------------|
| PI controller        | 75              | 0.04              |
| TSKPFNN controller   | 12.24           | 0.3               |
| Proposed AFC         | 0.0             | 0.035             |

5.3. Case III: Robust Tracking

In certain cases, the parameters used in the GCIS are either time-varying or not precisely defined, so there are often parametric uncertainties where the filters connected to the grid inductance value change over time, affected by the impedance value of the grid which varies depending on the grid structure and conditions leading to resonance and instability problems. In addition, due to changes in ambient operating temperature or changes in applied voltage and frequency, DC Link capacitance values can change.

In this simulation case, the robustness of the proposed AFC was tested for GCIS parameter variations. Simulations were carried out for different percentages of variations in filter inductor $L$ and dc-link capacitor $C$. Grid reactive current component $i_q$, with 10% variations in filter inductor $L_q$, is shown in Figure 13. Figure 14 illustrates the bounded control signals of the proposed controller with the same variation in $L$. The obtained results illustrate the robustness of the AFC with filter inductor increase.

Figure 12. Comparison between PI controller and AFC with power factor tracking.

Figure 13. $i_q$ & $i_{qref}$ with 10% increase in $L$. 

Figure 14. $i_q$ & $i_{qref}$ with 10% increase in $L$. 

Figure 15. Comparison between PI controller and AFC with power factor tracking.
To study the robustness of the proposed AFC for variations of the dc-link capacitor \( C \), simulations were carried out for 30% increase and for 20% decrease in \( C \). The performance of the GCIS with proposed AFC with applied variations is shown in Figures 15–18, where Figure 15(a,b) displays \( i_q \) and \( i_d \) with 30% increase in \( C \). Grid voltage and current with the same increase in \( C \) are shown in Figure 16. For the case of the 20% decrease in \( C \), Figure 17 illustrates the bounded control signals; tracking between \( i_q \) and \( i_{qref} \), is shown in Figure 18. The obtained simulation results with variations in \( C \) prove the robustness of the controller. Furthermore, Figure 19 displays the performance of the proposed controller for variation in the inductor and capacitor at the same time with 10% increase in \( L \) and 30% increase in \( C \).

Figure 14. Control signals with 10% increase in \( L \): (a) \( u_1 = v_d \) (b) \( u_2 = v_q \).

Figure 15. GCIS performance with 30% increase in \( C \): (a) \( i_q, i_{qref} \), (b) \( i_d \).
Figure 16. Grid voltage and current with 30% increase in C.

Figure 17. Control signals with 20% decrease in C: (a) $u_1 = v_d$ (b) $u_2 = v_q$.

Figure 18. $i_q$ & $i_{qref}$ with 20% decrease in C.
Figure 19. $i_q$ & $i_{qref}$ with simultaneous 10% increase in $L$ and 30% increase in $C$.

From all conducted simulation results for parameter uncertainties, the performance of the GCIS proves that the proposed AFC is capable to cope with the uncertainty of the GCIS parameters and achieve the desired tracking performance.

5.4. Case IV: Tracking in the Presence of Model Uncertainty

The proposed AFC given in (30) can achieve tracking in presence of modelling uncertainties that are inherent in the nature of the GCIS. The presence of the PV in the GCIS model given by (10) is the main reason for the modelling uncertainties and to account for these uncertainties, Equation (10) can be rewritten as follows:

$$\dot{x} = (f(x) + \Delta f(x)) + g(x)u$$

(48)

where $\Delta f(x)$ is the uncertainty associated with $f(x)$ and given by

$$\Delta f = \begin{bmatrix} \Delta f_1 \\ \Delta f_2 \\ \Delta f_3 \end{bmatrix}$$

(49)

In this case, the function $\alpha(x)$ given in Equation (17) that results from feedback linearization will be perturbed by $\Delta \alpha(x)$ given by

$$\Delta \alpha(x) = \begin{bmatrix} \Delta f_2 \\ \Delta \alpha_2 \end{bmatrix}$$

(50)

In (50), $\Delta \alpha_2$ is given by

$$\Delta \alpha_2 = -\frac{1}{C x_3} \left( v_{gd} \Delta f_1 + v_{gq} \Delta f_2 \right) + n \Delta f_3$$

(51)

where $n = \frac{\left( v_{gd}^2 + v_{gq}^2 \right)}{C x_3}$.

To test the tracking performance of the proposed AFC against modeling uncertainty, we assumed there is an uncertainty $\Delta f_3 = 5\%$ which is mainly due to the presence of the PV current. The other uncertainties $\Delta f_1 = \Delta f_2$ were assumed zero. The simulation result for tracking $i_{qref}$ is shown in Figure 20. It can be seen that even with modeling uncertainty, the proposed AFC controller is able to track the reference reactive current $i_{qref}$ and keep the GCIS operating at the unity power factor.
The grid-connected inverter control is studied in this paper. To solve the nonlinearity and uncertainty issues of GCIS, an AFC approach for GCIS is proposed. The developed controller relies on two principles: namely, the input-output feedback linearization principle and the approximation capability of the fuzzy system. The GCIS is modeled as a nonlinear MIMO system. A fuzzy system with weighted average defuzzifier, singleton fuzzifier, and product inference rule is utilized to develop the AFC law through approximation of the unknown nonlinear functions that appear in the input–output linearizing model. Due to the ability of the proposed controller to estimate unknown parameters for different operation cases, the controller is robust against parametric uncertainties. The closed-loop stability using the Lyapunov function analysis is established to show that the output tracking error is globally ultimately bounded. To test the effectiveness of the proposed approach, the proposed AFC was implemented and tested in the MATLAB/SIMULINK environment for a GCIS for different operating cases as unity power factor tracking, tracking of power factor changes and robust tracking. The obtained simulation results showed that the proposed AFC provides excellent tracking performance with bounded tracking error and bounded control signals. In comparison to the PI control and TSKPFNN controller, the proposed AFC showed superiority in terms of response and reduced fluctuations in case of power factor change tracking. Moreover, the results showed that the proposed AFC is very robust against parametric and model uncertainties.
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Abbreviations

The following abbreviations are used in this manuscript:

AFC  Adaptive fuzzy control
DG   Distributed generation
FLC  Fuzzy logic controllers
GCIS Grid-connected inverter systems
IC   Incremental conductance
IT2FLC Interval Type-2 fuzzy logic controller
LQG  Linear Quadratic Gaussian
MIMO Multi-input multi-output
PI   Proportional-integral
PR   Proportional resonant
P&O  Perturb and observe
PV   Photovoltaic
PWM  Pulse width-modulation
RC   Repetitive controller
RES  Renewable energy sources
SVPWM Space vector pulse width modulation
T2FLC Type-2 fuzzy logic controller
THD  Total harmonic distortion
TSKPFF Takagi–Sugeno–Kang-type probabilistic fuzzy neural network
VSI  Voltage source inverter
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