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Abstract

We investigate the asymptotic expansion of integrals analogous to Ball’s integral
\[ \int_0^\infty \left( \frac{\Gamma(1 + \nu)|J_\nu(x)|}{(x/2)^\nu} \right)^n x^{2\nu - 1} dx \]
for large \( n \) in which the Bessel function \( J_\nu(x) \) is replaced by the modified Bessel functions \( I_\nu(x) \) and \( K_\nu(x) \) together with appropriate exponential factors \( e^{\pm x} \), respectively.

The above integral with \( J_\nu(x) \) replaced by a hyper-Bessel function of the type recently discussed in Aktas et al. [The Ramanujan J., 2019] and taken over a finite interval determined by the first positive zero of the function is also considered for \( n \to \infty \). We give the leading asymptotic behaviour of the hyper-Bessel function for \( x \to +\infty \) in an appendix. Numerical examples are given to illustrate the accuracy of the various expansions obtained.
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1. Introduction

The asymptotic expansion of Ball’s integral [2] for large positive values of \( n \)
\[ \int_0^\infty \left( \frac{\Gamma(1 + \nu)|J_\nu(x)|}{(x/2)^\nu} \right)^n x^{2\nu - 1} dx, \quad n \geq 2, \quad \nu \geq 1/2, \]
where \( J_\nu(x) \) is the Bessel function of the first kind, was investigated by Kerman et al. in [4]. In a recent note [6] it was shown that the above integral could be replaced by
\[ \int_0^{j_\nu} \left( \frac{\Gamma(1 + \nu)J_\nu(x)}{(x/2)^\nu} \right)^n x^{2\nu - 1} dx \]
to within exponentially small terms when \( n \) is large, where \( j_{\nu,1} \) is the first positive zero of \( J_\nu(x) \). The large-\( n \) expansion was found in the form

\[
2^{2\nu-1}(1+\nu)^{\nu}\Gamma(\nu)\sum_{k=0}^{\infty} \frac{(-1)^k c_k}{n^{\nu+k}} \quad (n \to \infty),
\]

where the leading coefficient \( c_0 = 1 \); explicit values of \( c_k \) for \( k \leq 3 \) were obtained in [4] and for \( k \leq 6 \) in [9].

Following a suggestion of T. Pogány [9], we consider analogous integrals involving the modified Bessel functions \( I_\nu(x) \) and \( K_\nu(x) \) and also the hyper-Bessel function \( J_{\sigma_1,\ldots,\sigma_m}(x) \) defined in Section 4. In Section 2, we consider the expansion of the integral

\[
I_n = \int_0^\infty \left( e^{-x} \frac{\Gamma(1+\nu)I_\nu(x)}{(x/2)^\nu} \right)^n dx \quad (\nu > -\frac{1}{2})
\]

for \( n \to \infty \). Since \( I_\nu(x) \sim e^x/\sqrt{2\pi x} \) as \( x \to +\infty \), it is necessary to add the factor \( e^{-x} \) to cancel the exponential growth of \( I_\nu(x) \). The integrand is then of \( O(x^{-\nu-1/2}) \) as \( x \to \infty \) so that \( I_n \) converges for \( \nu > -\frac{1}{2} \). In Section 3, a similar process is adopted to determine the large-\( n \) expansion of

\[
K_n = \int_0^\infty \left( \frac{2e^x}{\Gamma(\nu)}(x/2)^\nu K_\nu(x) \right)^n dx \quad (\nu > \frac{1}{2}),
\]

where \( n > 0 \). From the small and large argument behaviours

\[
K_\nu(x) \sim \frac{1}{2} \Gamma(\nu)(x/2)^{-\nu} \quad (x \to 0), \quad K_\nu(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x} \quad (x \to +\infty),
\]

it is seen that the integrand has the value unity at \( x = 0 \) and is \( O(x^{\nu-1/2}) \) as \( x \to \infty \), thereby necessitating the condition \( \nu > \frac{1}{2} \) for convergence.

In the final section, we consider an integral analogous to (1.1) in which the classical Bessel function \( J_\nu(x) \) is replaced by a hyper-Bessel function. A significant difference, however, is that the interval of integration cannot be taken as \([0, \infty)\) on account of the asymptotic structure of the particular hyper-Bessel function under consideration. It is necessary to take a finite integration interval analogous to that in (1.2) determined by the first positive zero of the function.

2. An integral involving the modified Bessel function \( I_\nu(x) \)

The first integral we consider is the analogue of (1.1) where the function \(|J_\nu(x)|\) is replaced by the modified Bessel function \( I_\nu(x) \), viz.

\[
I_n = \int_0^\infty \left( e^{-x} \frac{\Gamma(1+\nu)I_\nu(x)}{(x/2)^\nu} \right)^n dx \quad (\nu > -\frac{1}{2}),
\]

(2.1)

where \( n > 0 \) (not necessarily an integer). The integrand has the value unity at \( x = 0 \) and is a monotonically decreasing function. This can be seen by letting \( y(x) = e^{-x}(\frac{x}{2})^{-\nu}I_\nu(x) \), whence

\[
y'(x) = -e^{-x}(\frac{x}{2})^{-\nu}(I_\nu(x) - I_{\nu+1}(x)) < 0,
\]

since for \( x > 0 \) and \( \nu > -\frac{1}{2} \) it is known that \( I_\nu(x) > I_{\nu+1}(x) \) (see [3]).
We write
\[ \psi(x) = x - \log \left( \frac{\Gamma(1 + \nu)I_\nu(x)}{(x/2)^\nu} \right) = x - \log \sum_{k=0}^{\infty} \frac{(x/2)^{2k}}{(1 + \nu)k!}. \]

Since \( \psi(0) = 0 \) and \( \psi(\infty) = \infty \), the change of variable \( \tau = \psi(x) \) yields
\[ I_n = \int_0^\infty e^{-n\tau} \frac{dx}{d\tau} d\tau, \tag{2.2} \]

where
\[ \tau = \psi(x) = x - \frac{x^2}{4(1 + \nu)} + \frac{x^4}{32(1 + \nu)^2(2 + \nu)} - \frac{x^6}{96(1 + \nu)^3(2 + \nu)(3 + \nu)} + \cdots \]
valid \( \text{in } x < j_{\nu,1} \). Inversion of this series with the help of Mathematica then produces
\[ x = \tau + \frac{\tau^2}{4(1 + \nu)} + \frac{\tau^3}{8(1 + \nu)^2} + \frac{(8 + 3\nu)\tau^4}{64(1 + \nu)^3(2 + \nu)} + \frac{(8 + \nu)\tau^4}{128(1 + \nu)^4(2 + \nu)} + \cdots, \]
whence we obtain the expansion
\[ \frac{dx}{d\tau} = \sum_{k=0}^{\infty} A_k \tau^k \quad (\tau < \tau_0). \tag{2.3} \]

The first few coefficients \( A_k \) are
\[ A_0 = 1, \quad A_1 = \frac{1}{2(1 + \nu)}, \quad A_2 = \frac{3}{8(1 + \nu)^2}, \quad A_3 = \frac{8 + 3\nu}{16(1 + \nu)^3(2 + \nu)}, \quad A_4 = \frac{5(8 + \nu)}{128(1 + \nu)^4(2 + \nu)}, \quad A_5 = \frac{142 + 11\nu - 5\nu^2}{256(1 + \nu)^5(2 + \nu)(3 + \nu)}, \]
\[ A_6 = \frac{7(272 + 8\nu - 71\nu^2 - 5\nu^3)}{3072(1 + \nu)^6(2 + \nu)^2(3 + \nu)}, \quad A_7 = \frac{2656 - 1364\nu - 1602\nu^2 - 137\nu^3 + 19\nu^4}{2048(1 + \nu)^7(2 + \nu)^2(3 + \nu)(4 + \nu)}, \]
\[ A_8 = \frac{3(6816 - 11740\nu - 4770\nu^2 + 1025\nu^3 + 119\nu^4)}{32768(1 + \nu)^8(2 + \nu)^2(3 + \nu)(4 + \nu)} + \cdots. \]

The expansion (2.3) holds in \( \tau < \tau_0 \), where \( \tau_0 = |\psi(\pm ij_{\nu,2})| \) since \( x = \pm ij_{\nu,2} \) is the nearest point in the mapping \( x \mapsto \tau \) where \( dx/d\tau \) is singular. The quantity \( j_{\nu,2} \) is the second positive zero of \( J_\nu(x) \).

From (2.2) and (2.3), straightforward integration yields
\[ I_n \sim \sum_{k=0}^{\infty} A_k \int_0^\infty e^{-n\tau} \tau^k d\tau = \sum_{k=0}^{\infty} \frac{k! A_k}{n^{k+1}}. \]

Then we obtain:

\( \text{The circle of convergence is determined by the nearest singularity of } \psi(x) \text{ that occurs at } x = \pm ij_{\nu,1}, \text{ since } I_\nu(z) \text{ on the imaginary } z\text{-axis behaves like } J_\nu(|z|). \)

\( \text{valid } \text{in } x < j_{\nu,1}. \)
Table 1: Values of the absolute relative error in the computation of $I_n$ when $n = 100$ for different values of the order $\nu$ and truncation index $k$ using the expansion in (2.3).

| $k$ | $\nu = 0$ | $\nu = 3/4$ | $\nu = 1$ |
|-----|-----------|-------------|----------|
| 0   | $5.051 \times 10^{-03}$ | $2.874 \times 10^{-03}$ | $2.513 \times 10^{-03}$ |
| 1   | $7.615 \times 10^{-05}$ | $2.468 \times 10^{-05}$ | $1.888 \times 10^{-05}$ |
| 2   | $1.531 \times 10^{-06}$ | $2.633 \times 10^{-07}$ | $1.732 \times 10^{-07}$ |
| 3   | $3.845 \times 10^{-08}$ | $3.213 \times 10^{-09}$ | $1.772 \times 10^{-09}$ |
| 4   | $1.142 \times 10^{-09}$ | $4.119 \times 10^{-11}$ | $1.817 \times 10^{-11}$ |
| 5   | $3.841 \times 10^{-11}$ | $4.762 \times 10^{-13}$ | $1.444 \times 10^{-13}$ |
| 6   | $1.409 \times 10^{-12}$ | $2.327 \times 10^{-15}$ | $5.266 \times 10^{-16}$ |

Theorem 1. For $\nu > -\frac{1}{2}$ and $n \to \infty$ the following expansion holds

\[
I_n \sim \frac{1}{n} \left\{ 1 + \frac{1}{2(1 + \nu)n} + \frac{3}{4(1 + \nu)^3n^2} \cdot \sum_{k=0}^{\infty} \frac{3(8 + 3\nu)}{16(1 + \nu)^4(2 + \nu)n^4} + \frac{15(8 + \nu)}{32(1 + \nu)^5(2 + \nu)(3 + \nu)n^5} \right. \\
+ \left. \frac{15(142 + 11\nu - 5\nu^2)}{64(1 + \nu)^6(2 + \nu)^2(3 + \nu)n^6} + \cdots \right\}. \tag{2.4}
\]

In Table 1 we show values of the absolute relative error in the computation of $I_n$ against truncation index for different values of $\nu$.

A similar integral is given by

\[
\tilde{I}_n = \int_0^\infty \left( \frac{\Gamma(1 + \nu)I_\nu(x)}{(x/2)^\nu} \right)^{-n} dx \quad (\nu \geq 0),
\]

where $n > 0$. With the standard substitution $\psi(x) = \log(\Gamma(1 + \nu)I_\nu(x)/(x/2)^\nu)$ and change of variable $\tau^2 = \psi(x)$, we find

\[
\tau^2 = \frac{x^2}{4(1 + \nu)} - \frac{x^4}{32(1 + \nu)^2(2 + \nu)} + \frac{x^6}{96(1 + \nu)^3(2 + \nu)(3 + \nu)} + \cdots,
\]

which upon inversion yields the expansion

\[
\frac{1}{2\sqrt{1 + \nu}} \frac{dx}{d\tau} = \sum_{k=0}^{\infty} \hat{A}_k \tau^{2k} \quad (\tau < \tau_0).
\]

The first few coefficients $\hat{A}_k$ are

\[
\hat{A}_0 = 1, \quad \hat{A}_1 = \frac{3}{4(2 + \nu)}, \quad \hat{A}_2 = -\frac{5(1 + 11\nu)}{96(2 + \nu)^2(3 + \nu)}, \quad \\
\hat{A}_3 = -\frac{7(20 + 9\nu - 17\nu^2)}{128(2 + \nu)^3(3 + \nu)(4 + \nu)}, \quad \\
\hat{A}_4 = \frac{75404 + 262439\nu + 182205\nu^2 - 28031\nu^3 - 19409\nu^4}{10240(2 + \nu)^4(3 + \nu)^2(4 + \nu)(5 + \nu)}, \quad \\
\hat{A}_5 = \frac{11(127864 - 364742\nu - 1417421\nu^2 - 966731\nu^3 + 8605\nu^4 + 48361\nu^5)}{122880(2 + \nu)^5(3 + \nu)^2(4 + \nu)(5 + \nu)(6 + \nu)}.
\]
We note that in this case the integrand has a saddle point at \( x = 0 \). Routine evaluation then produces the asymptotic expansion

\[
\hat{I}_n \sim (1 + \nu)^{1/2} \sum_{k=0}^{\infty} \frac{\hat{A}_k \Gamma(k + \frac{1}{2})}{n^{k+1/2}} \quad (n \to \infty).
\]

(2.5)

### 3. An integral involving the modified Bessel function \( K_\nu(x) \)

In this section we consider an analogous integral to (2.1) with the modified Bessel function of the second kind, also known as the Macdonald function \( K_\nu(x) \), namely

\[
K_n = \int_0^\infty e^{-x} \left( \frac{2e^{x/2}}{\Gamma(\nu)} (x/2)^\nu K_\nu(x) \right)^{-n} dx \quad (\nu > \frac{1}{2}),
\]

(3.1)

where again \( n > 0 \) (not necessarily an integer) and we assume throughout this section that \( \nu \) is not an integer. The quantity in brackets in (3.1) is monotonically increasing for \( \nu > \frac{1}{2} \), since

\[
y(x) = x^\nu e^x \{ K_\nu(x) - K_{\nu-1}(x) \}
\]

where

\[
y'(x) = x^{\nu-1} y(x)
\]

The fact that the quantity in brackets is positive follows from the result [5, (10.32.9)]

\[
K_\nu(x) - K_{\nu-1}(x) = \int_0^\infty e^{-cosh t} \{ \cosh \nu t - \cosh(\nu - 1)t \} dt > 0, \quad \nu > \frac{1}{2}.
\]

With the changes of variable \( \psi(x) = x + \log \left\{ \frac{2(x/2)^\nu K_\nu(x)}{\Gamma(\nu)} \right\} \) and \( \tau = \psi(x) \), so that \( x \in [0, \infty) \) maps to \( \tau \in [0, \infty) \) when \( \nu > \frac{1}{2} \), we have

\[
K_n = \int_0^\infty e^{-n\psi(x)} dx = \int_0^\infty e^{-n\tau} \frac{dx}{d\tau} d\tau.
\]

To proceed further we require the inversion of the mapping \( \tau \mapsto x \). To do this in general terms is complicated so we prefer to carry out this procedure for specific values of \( \nu \). From the definition

\[
K_\nu(x) = \frac{\pi}{2\sin \pi \nu} \{ I_{-\nu}(x) - I_\nu(x) \},
\]

it is seen that, provided \( \nu \neq 1, 2, \ldots \),

\[
\frac{2}{\Gamma(\nu)} (x/2)^\nu K_\nu(x) = 1 + \frac{x^2}{4(1-\nu)} + \frac{x^4}{32(1-\nu)(2-\nu)} + \ldots
\]

\[
+ \left( \frac{x}{2} \right)^{2\nu} \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left( 1 + \frac{x^2}{4(1+\nu)} + \frac{x^4}{32(1+\nu)(2+\nu)} + \ldots \right).
\]

Thus when \( \nu = 2/3 \), for example, we find

\[
\tau = x + g \left( \frac{x}{2} \right)^{4/3} + \frac{3}{4} x^2 - g^2 \left( \frac{x}{2} \right)^{8/3} - \frac{12}{5} g \left( \frac{x}{2} \right)^{10/3} + \left( \frac{27}{128} + \frac{1}{48} g^3 \right) x^4 + \ldots,
\]

\[
g = \left( \frac{27}{128} + \frac{1}{48} g^3 \right)^{1/3}.
\]
where \( g := \Gamma(-2/3)/\Gamma(2/3) \), which upon inversion yields

\[
x = \tau - \frac{g^4 r^{4/3}}{24/3} + \frac{g^2 r^{5/3}}{3 \cdot 2^{1/3} + \left( \frac{g^3}{8} - \frac{3}{4} \right) r^2 + \frac{5g}{648 \cdot 2^{1/3}} (13g^3 + 162) r^{7/3} + \cdots}
\]

valid in a neighbourhood of \( \tau = 0 \).

However, it is found much easier to deal with this inversion process with the coefficients expressed in numerical form rather than in algebraic form. In this manner we obtain after differentiation with respect to \( \tau \)

\[
\frac{dx}{d\tau} = \sum_{k=0}^{\infty} B_k(\frac{2}{3}) r^{k/3},
\]

where the coefficients \( B_k(\frac{2}{3}) \) are listed in Table 2 for \( k \leq 6 \). Then

\[
K_n \sim \sum_{k=0}^{\infty} \frac{B_k(\frac{2}{3})}{n^{k/3+1}} \int_0^\infty e^{-w} w^{k/3} dw = \sum_{k=0}^{\infty} \frac{B_k(\frac{2}{3})}{n^{k/3+1}} \Gamma(k/3 + 1) \quad (\nu = \frac{2}{3})
\]

as \( n \to \infty \).

We present the series expansion for \( dx/d\tau \) for the two cases \( \nu = 6/5 \) and \( \nu = 4/3 \). The coefficients \( B_k(\nu) \) are computed using the two lines of Mathematica commands below and are given in Table 2.

\[
f := 2(x/2)^{\nu} \text{BesselK}[\nu, x]/\text{Gamma}(\nu); S = \text{N}[\text{Series}[x + \text{Log}[x], \{x, 0, 0\}], 18]
\]

\[
D[\text{InverseSeries}[S, \tau], \tau]
\]

where \( m \) is an integer that determines how far we carry out the expansion process. The asymptotic expansion of \( K_n \) is then computed as above. When \( \nu = 6/5 \), we have

\[
\frac{dx}{d\tau} = 1 + B_1(\frac{6}{5}) \tau + B_2(\frac{6}{5}) \tau^{7/5} + B_3(\frac{6}{5}) \tau^{12/5} + B_4(\frac{6}{5}) \tau^{14/5} + B_5(\frac{6}{5}) \tau^3 + \cdots
\]

and the asymptotic expansion

\[
K_n \sim \frac{1}{n} \left\{ 1 + B_1(\frac{6}{5}) + \frac{B_2(\frac{6}{5})}{n^{7/5}} \Gamma(\frac{12}{5}) + \frac{2B_3(\frac{6}{5})}{n^{12/5}} \Gamma(\frac{14}{5}) + \frac{B_4(\frac{6}{5})}{n^{16/5}} \Gamma(\frac{18}{5}) + \frac{B_5(\frac{6}{5})}{n^3} + \cdots \right\}; \quad (3.3)
\]
The order \( J_\nu(x) \) is defined by \[ 0 \]

Here \( n \) is the denominator parameter.

The particular hyper-Bessel function we shall use to replace the Bessel function \( J_\nu(x) \) in the integrals \[ 1 \] is defined by \[ 4.1 \]

Here \( 0F_m \) denotes the generalised hypergeometric function with \( m \) denominator parameters

and \( (\sigma)_k = \Gamma(\sigma + k) / \Gamma(\sigma) = \sigma(\sigma+1)\ldots(\sigma+k-1) \) is Pochhammer’s symbol for the rising factorial. When \( m = 1 \), \( \sigma_1 = \nu \), the definition \[ 4.1 \] reduces to the classical Bessel function \( J_\nu(x) \), viz.

\[
J_\nu(x) = \frac{(\frac{1}{2}x)^\nu}{\Gamma(1+\nu)} 0F_1 \left( \frac{-}{1+\nu}; -\left(\frac{x}{2}\right)^2 \right) = \frac{(\frac{1}{2}x)^\nu}{\Gamma(1+\nu)} \sum_{k=0}^\infty \frac{(-)^k \binom{\nu}{k}}{(1+\nu)_k k!} x^{2k}. \]
Before we can formulate an integral analogous to that in (1.1), it is necessary to consider
the basic properties and asymptotic behaviour of \( J_{\sigma_1, \ldots, \sigma_m}(x) \). In what follows we write \( \vec{\sigma} = \{\sigma_1, \sigma_2, \ldots, \sigma_m\} \) and define the quantity

\[
\mu_k := \prod_{j=1}^{m} (\sigma_j + k)^{-1}.
\]

(4.2)

Both \( J_{\sigma_1, \ldots, \sigma_m}(x) \) (for \( m \geq 2 \)) and \( J_\nu(x) \) have an infinite number of zeros on \([0, \infty)\). If the first such zero of \( J_{\sigma_1, \ldots, \sigma_m}(x) \) is denoted by \( j_{\vec{\sigma}, 1} \), it was established in [1, Theorem 4] that

\[
(m + 1)\mu_1^{-1/(m+1)} < j_{\vec{\sigma}, 1} < (m + 1)(\mu_1 - \mu_2)^{-1/(m+1)}.
\]

However, although these two functions possess similar zero properties, their asymptotic structure is quite different. From (A.2) in the appendix, the leading asymptotic behaviour of \( J_{\sigma_1, \ldots, \sigma_m}(x) \) is

\[
J_{\sigma_1, \ldots, \sigma_m}(x) \sim 2^{2/m} \left( \frac{x}{m+1} \right)^{-m/2} e^{x \cos \pi/(m+1)} \cos \left\{ x \sin \frac{\pi}{m+1} + \frac{\pi \vartheta}{m+1} \right\}
\]
as \( x \to +\infty \), where \( \vartheta \) is defined in (A.1).

Thus, when \( m \geq 2 \) the hyper-Bessel function grows exponentially as \( x \to +\infty \) and consequently the integral (1.1) modified to incorporate the hyper-Bessel function cannot be taken over an infinite range. Accordingly, we consider the asymptotic expansion of the integral over the finite interval \([0, j_{\vec{\sigma}, 1}]\) viz.

\[
\mathcal{J}_n = \int_0^{j_{\vec{\sigma}, 1}} J_{\sigma_1, \ldots, \sigma_m}(x)^n \, dx,
\]

(4.3)

where the normalised hyper-Bessel function \( \mathcal{J}_{\sigma_1, \ldots, \sigma_m}(x) \) is defined by

\[
\mathcal{J}_{\sigma_1, \ldots, \sigma_m}(x) = \prod_{j=1}^{m} \frac{\Gamma(\sigma_j + 1)}{(x/(m+1))^{\sigma_1 + \cdots + \sigma_m}} J_{\sigma_1, \ldots, \sigma_m}(x) = {}_0F_m\left( \sigma_1 + 1, \ldots, \sigma_m + 1 ; -\left( \frac{x}{m+1} \right)^{m+1} \right).
\]

(4.4)

In the case \( m = 1, \sigma_1 = \nu \), the integral (4.2) reduces to that in (1.2) when the factor \( x^{2\nu-1} \) is omitted. An equivalent factor could be added to (4.3), but we choose not to do this in order to avoid the appearance of additional parameters.

4.1 The asymptotic expansion

Let \( p = m + 1 \) and set \( \psi(x) = - \log {}_0F_m(- (x/p)^{p}) \), so that the integral (4.3) becomes

\[
\mathcal{J}_n = \int_0^{j_{\vec{\sigma}, 1}} e^{-n\psi(x)} \, dx.
\]

Since \( \psi(0) = 0 \) and \( \psi(j_{\vec{\sigma}, 1}) = \infty \), then with the change of variable \( \tau^p = \psi(x) \) we have

\[
\mathcal{J}_n = \int_0^\infty e^{-n\tau^p} \frac{dx}{d\tau} \, d\tau,
\]

(4.5)
where
\[
\tau^p = \psi(x) = -\log \left( 1 - \frac{(x/p)\mu_1}{1!} + \frac{(x/p)^2\mu_1\mu_2}{2!} - \frac{(x/p)^3\mu_1\mu_2\mu_3}{3!} + \cdots \right)
\]
\[
= \mu_1(x/p)^p + \frac{1}{2}\mu_1(1 - \mu_2)(x/p)^{2p} + \frac{1}{6}(2\mu_1^3 - 3\mu_1\mu_2 + \mu_1\mu_2\mu_3)(x/p)^{3p} + \cdots
\]
valid in \(x < p(j_{\sigma,1})^{1/p}\). Inversion of this last expression with the aid of Mathematica yields
\[
(x/p)^p = \frac{\tau^p}{\mu_1} + \frac{(\mu_2 - \mu_1)}{2\mu_1^2} \tau^{2p} + \frac{(\mu_1^2 - 3\mu_1\mu_2 + 3\mu_2^2 - \mu_2\mu_3)}{6\mu_1^3} \tau^{3p} + \cdots
\]
whence
\[
x = \frac{p\tau^{1/p}}{\mu_1^{1/p}} \left( 1 + \frac{(\mu_2 - \mu_1)}{2\mu_1} \tau^{p} + \frac{(\mu_1^2 - 3\mu_1\mu_2 + 3\mu_2^2 - \mu_2\mu_3)}{6\mu_1^3} \tau^{2p} + \cdots \right)^{1/p}
\]
This then leads to an expansion for \(dx/d\tau\) given by
\[
\frac{dx}{d\tau} = \frac{p}{\mu_1^{1/p}} \sum_{k=0}^{\infty} \frac{(-)^k A_k}{p^k} (kp + 1)\tau^k \quad (\tau < \tau_0),
\]
where
\[
A_0 = 1, \quad A_1 = \frac{1}{2}(1 - \gamma_2),
\]
\[
A_2 = \frac{1}{24} \left\{ p + 3 - 6(p + 1)\gamma_2 + 3(3p + 1)\gamma_2^2 - 4p\gamma_2\gamma_3 \right\},
\]
\[
A_3 = \frac{1}{48} \left\{ p + 1 - (p + 1)(4p + 3)\gamma_2 + 3(2p + 1)(3p + 1)\gamma_2^2 - 4p(2p + 1)\gamma_2\gamma_3 \right\},
\]
\[
A_4 = \frac{1}{5760} \left\{ 15 + 30p + 5p^2 - 2p^3 - 60(p + 1)^2(2p + 1)\gamma_2 + 10(3+13p+14p^2)\gamma_2(3(3p+1)\gamma_2 - 4p\gamma_3)
\right.
\]
\[
-60(3p+1)\gamma_2((1+9p+20p^2)\gamma_2^2 - 4p(4p+1)\gamma_2\gamma_4 + 2p^2\gamma_2\gamma_4) + \gamma_2 \left\{ 15(1+18p+107p^2+210p^3)\gamma_2^3
\right.
\]
\[
-120p(1+11p+30p^2)\gamma_2^2\gamma_3 + 40p^2(5p+1)\gamma_2\gamma_3(2\gamma_3 + 3\gamma_4) - 48p^3\gamma_3\gamma_4\gamma_5 \right\}
\]
(4.7)
with
\[
\gamma_k := \frac{\mu_k}{\mu_1} = \prod_{j=1}^{m} \frac{\sigma_j + 1}{\sigma_j + k} \quad (k \geq 2).
\]
The expansion (4.10) holds in \(\tau < \tau_0\), where \(\tau_0^p = |\psi(j_{\sigma,2})|\) since \(x = j_{\sigma,2}^p\) is the nearest point in the mapping \(x \mapsto \tau\) where \(dx/d\tau\) is singular. The quantity \(j_{\sigma,2}^p\) is the second positive zero of the derivative of the hyper-Bessel function, which interlaces with the zeros \(j_{\sigma,1}\) and \(j_{\sigma,2}\) [II Theorem 5].

Then from (4.3) and (4.6), we obtain
\[
\mathcal{J}_n \sim \frac{p}{(n\mu_1)^{1/p}} \sum_{k=0}^{\infty} \frac{(-)^k A_k}{(np)^k} (kp + 1) \int_0^{\infty} e^{-n\tau^p} \tau^{kp} d\tau
\]
\[
= \frac{1}{(n\mu_1)^{1/p}} \sum_{k=0}^{\infty} \frac{(-)^k A_k}{(np)^k} (kp + 1) \int_0^{\infty} e^{-w} w^{k+1/p-1} dw.
\]
Evaluation of the integral as a gamma function then produces

**Theorem 2.** With \( p = m + 1 \) and \( \mu_1 = \prod_{j=1}^{m} (\sigma_j + 1)^{-1} \), we have the expansion

\[
J_n \sim \frac{p}{(n\mu_1)^{1/p}} \sum_{k=0}^{\infty} \frac{(-)^k A_k}{(np)^k} \Gamma(k + \frac{1}{p} + 1) \tag{4.8}
\]

as \( n \to \infty \), where the first five coefficients \( A_k \) are listed in (4.7).

In Table 4 we show values of the absolute relative error against truncation index \( k \) in the evaluation of \( J_n \) in the case \( m = 2 \) using (4.8). The value of \( J_n \) was obtained by a high-precision numerical integration procedure with the first zero when \( \sigma_1 = \frac{1}{2}, \sigma_2 = \frac{3}{4} \) given by \( j_{\sigma,1} = 4.5079255667 \).

Table 4: Values of the absolute relative error in the computation of \( J_n \) against truncation index \( k \) when \( m = 2 \) and \( \sigma_1 = 1/2, \sigma_2 = 3/4 \).

| \( k \) | \( n = 20 \)          | \( n = 50 \)          | \( n = 100 \)         |
|--------|----------------------|----------------------|----------------------|
| 0      | 6.916 \times 10^{-03} | 2.753 \times 10^{-03} | 1.375 \times 10^{-03} |
| 1      | 1.260 \times 10^{-05} | 1.819 \times 10^{-06} | 4.387 \times 10^{-07} |
| 2      | 1.953 \times 10^{-06} | 1.233 \times 10^{-07} | 1.534 \times 10^{-08} |
| 3      | 3.243 \times 10^{-08} | 8.988 \times 10^{-10} | 5.753 \times 10^{-11} |
| 4      | 4.606 \times 10^{-09} | 4.532 \times 10^{-11} | 1.396 \times 10^{-12} |

**Appendix:** The asymptotic behaviour of \( J_{\sigma_1,\ldots,\sigma_m}(x) \) for \( x \to +\infty \)

The hypergeometric-type function

\[
f(z) = \sum_{k=0}^{\infty} \frac{z^k}{\prod_{j=1}^{m} \Gamma(\sigma_j + 1 + k) k!}
\]

is associated with the parameters\(^2\) (see \[7, \S 2.3\])

\[
\kappa = m + 1, \quad h = 1, \quad \vartheta = \frac{1}{2} \left( m + \sum_{j=1}^{m} \sigma_j \right). \tag{A.1}
\]

Define the formal exponential asymptotic sum

\[
E(z) := Z^\vartheta e^Z \sum_{k=0}^{\infty} A_k Z^{-k}, \quad Z := \kappa(hz)^{1/\kappa},
\]

\(^2\)Here we follow the notation of \[7, \S 2.3\] and denote by \( \kappa \) the quantity \( m + 1 \), although in Section 4 this quantity was denoted by \( p \).
where $A_k$ are constants independent of $z$ with $A_0 = (2\pi)^{-m/2}\kappa^{-\frac{m}{2}-\frac{3}{2}}$. Then, when $\kappa > 2$ (that is, $m \geq 2$) the asymptotic expansion of $f(z)$ is given by \[ f(z) \sim \sum_{r=-P}^{P} E(z e^{2\pi ir}) \quad (|z| \to \infty, \arg z \leq \pi), \]

where $P$ is chosen such that $2P + 1$ is the smallest odd integer satisfying $2P + 1 > 1\frac{3}{2}$. For the hypergeometric function appearing in (4.1) we have $Z = xe^{\pi i/\kappa}$. Then, when $m \geq 2$,

\[ _0F_m(-x/\kappa^\kappa) \sim \prod_{j=1}^{m} \Gamma(\sigma_j + 1) \sum_{r=-P}^{P} E(x e^{(2\pi r+1)\pi i}) \quad (x \to +\infty). \]

The dominant exponential sums correspond to $r = 0$ and $r = -1$, whence we obtain

\[ _0F_m(-x/\kappa^\kappa) \sim \prod_{j=1}^{m} \Gamma(\sigma_j + 1) \{ E(x e^{\pi i}) + E(x e^{-\pi i}) \} \]

\[ \sim 2A_0 \prod_{j=1}^{m} \Gamma(\sigma_j + 1) x^0e^{x \cos \pi/\kappa} \cos \left\{ x \sin \frac{\pi}{m+1} + \frac{\pi \vartheta}{\kappa} \right\}. \]

Hence the leading behaviour of $J_{\sigma_1,\ldots,\sigma_m}(x)$ is given by

\[ J_{\sigma_1,\ldots,\sigma_m}(x) \sim \frac{2(2\pi)^{-m/2}(x/m+1)^{m/2}}{(m+1)^{1/2}} e^{x \cos \pi/(m+1)} \cos \left\{ x \sin \frac{\pi}{m+1} + \frac{\pi \vartheta}{m+1} \right\} \quad (A.2) \]

as $x \to +\infty$; see also [8].

When $m = 1$, $\sigma_1 = \nu$, the approximation (A.2) reduces to the well-known leading behaviour of the classical Bessel function [5] \(10.17.3\]

\[ J_\nu(x) \sim \sqrt{\frac{2}{\pi x}} \cos \left\{ x - \frac{\pi \nu}{2} - \frac{\pi}{4} \right\} \quad (x \to +\infty). \]

However, when $m \geq 2$ it is seen from (A.2) that $J_{\sigma_1,\ldots,\sigma_m}(x)$ is oscillatory with an exponentially growing amplitude as $x \to +\infty$, and so is of a completely different asymptotic structure to that of $J_\nu(x)$.
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