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We revisit the issue of whether thermal fluctuations are relevant for incompressible fluid turbulence, and estimate the scale at which they become important. As anticipated by Betchov in a prescient series of works more than six decades ago, this scale is about equal to the Kolmogorov length, even though that is several orders of magnitude above the mean free path. This result implies that the deterministic version of the incompressible Navier-Stokes equation is inadequate to describe the dissipation range of turbulence in molecular fluids. Within this range, the fluctuating hydrodynamics equation of Landau and Lifschitz is more appropriate. In particular, our analysis implies that both the exponentially decaying energy spectrum and the far-dissipation range intermittency predicted by Kraichnan for deterministic Navier-Stokes will be generally replaced by Gaussian thermal equipartition at scales just below the Kolmogorov length. Stochastic shell model simulations at high Reynolds numbers verify our theoretical predictions and reveal furthermore that inertial-range intermittency can propagate deep into the dissipation range, leading to large fluctuations in the equipartition length scale. We explain the failure of previous scaling arguments for the validity of deterministic Navier-Stokes equations at any Reynolds number and we provide a mathematical interpretation and physical justification of the fluctuating Navier-Stokes equation as an “effective field-theory” valid below some high-wavenumber cutoff Λ, rather than as a continuum stochastic partial differential equation. At Reynolds number around a million, comparable to that in Earth’s atmospheric boundary layer, the strongest turbulent excitations observed in our simulation penetrate down to a length-scale of about eight microns, still two orders of magnitude greater than the mean-free-path of air. However, for longer observation times or for higher Reynolds numbers, more extreme turbulent events could lead to a local breakdown of fluctuating hydrodynamics.

I. INTRODUCTION

The incompressible Navier-Stokes equation for the fluid velocity field $u(x,t)$ as a function of space $x$ and time $t$:

$$\partial_t u + (u \cdot \nabla)u = -\nabla p + \nu \Delta u, \quad \nabla \cdot u = 0. \quad (I.1)$$

since their original introduction \cite{I}, have been accepted for more than 100 years as the mathematical model of turbulence in molecular fluids at low Mach numbers and arbitrarily high Reynolds-numbers. These equations have been used as the starting point for statistical theories of turbulence, such as that of Reynolds \cite{II}. In particular, these equations were invoked by Kolmogorov in his celebrated 1941 theory of turbulence (K41), which postulated a universal scaling behavior in the dissipation range of turbulent flow \cite{III} and yielded the exact “4/5th-law” \cite{IV}. There are rigorous derivations of the Navier-Stokes equations at any fixed Reynolds number, no matter how large, in the limit of small Mach number and small Knudsen number, starting from the Boltzmann equation for low-density gases \cite{V,VI} and from stochastic lattice-gas models with no restriction on density \cite{VII}. In fact, by a well-known argument of Corrsin using the K41 turbulence theory \cite{VIII} (see also \cite{IX}, section 7.5), the hydrodynamic approximation which underlies the incompressible Navier-Stokes equation becomes increasingly better the higher the Reynolds number, because the Knudsen number decreases as an inverse power of Reynolds number. Mathematically, Leray \cite{IX,X} has shown that dissipative weak solutions of incompressible Navier-Stokes equation exist globally in time for any initial data of locally finite energy and also that these solutions remain smooth and unique locally in time for smooth initial data. The global smoothness remains an open question \cite{XII} and singularities might possibly appear in finite time for certain initial data at sufficiently high Reynolds number, as conjectured by Leray himself \cite{IX,X}. However, the existing rigorous derivations \cite{V,VI} show that, even if singularities occur so that Leray solutions are non-unique, nevertheless the empirical velocity field will satisfy some Leray solution of incompressible Navier-Stokes equations. The physical and mathematical foundations for basing a theory of turbulence on these equations seems thus quite secure.

There are effects intrinsic to molecular fluids that
are omitted, however, by the incompressible Navier-Stokes equations, most importantly thermal fluctuations\cite{13, 14}. These effects are described instead by an extension of the usual deterministic fluid equations known as fluctuating hydrodynamics, originally due to Landau and Lifshitz\cite{15}, Ch. XVII. For an incompressible fluid satisfying $\nabla \cdot \mathbf{u} = 0$ these equations have the form\cite{16, 20, 21}

$$\partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \nu \Delta \mathbf{u} + \nabla \cdot \bar{\mathbf{t}}$$ (I.2)

with $\bar{t}_{ij}(x, t)$ a fluctuating stress prescribed as a Gaussian random field with mean zero and covariance

$$\langle \bar{t}_{ij}(x, t) \bar{t}_{kl}(x', t') \rangle = \frac{2
u k_B T}{p} \left( \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} - \frac{2}{3} \delta_{ij} \delta_{kl} \right) \times \delta^3(x - x') \delta(t - t')$$ (I.3)

whose realizations are symmetric and traceless, and with Boltzmann’s constant $k_B \equiv 1.38 \times 10^{-23} \text{ m}^2 \text{ kg/sec}^2 \text{ K}$. These equations can be phenomenologically derived by requiring that the equations with the added stochastic terms have the Gibbs measure

$$P_G[\mathbf{u}] = \frac{1}{Z} \exp \left( -\frac{\rho}{2k_B T} \int_\Omega d^3 x |\mathbf{u}(x)|^2 \right)$$ (I.4)

as an invariant measure, in which case (I.3) is known as the fluctuation-dissipation relation. It is very difficult to give the equation (I.2), (I.3), as written, precise mathematical meaning as a stochastic partial differential equation and to show that it has (I.4) as an invariant measure (e.g. see\cite{22}). One approach to make mathematical sense of this equation is as an equivalent Onsager-Machlup action or large-deviations rate function\cite{23, 24}, and in this form it has been rigorously derived for a stochastic lattice gas\cite{7}. However, the common approach of statistical physicists is to regard (I.2), (I.3) as an effective, low-wavenumber field theory that should be truncated at some wave-number cutoff $\Lambda$ which is larger than an inverse gradient-length $\ell^{-1}_v$ of the fluid but smaller than an inverse microscopic length $\lambda^{-1}_{micr}$ (in a gas, the inverse mean-free-path $\lambda^{-1}_{mfp}$). In fact, there are formal physical derivations of fluctuating hydrodynamics in this sense for compressible fluids starting from molecular dynamics\cite{25, 27} and taking the low Mach-number limit yields precisely (I.2), (I.3). Incorporating such a cut-off $\Lambda$, the fluctuating hydrodynamic equations become well-defined stochastic ODE’s for a finite number of Fourier modes, and the corresponding Fourier truncated measure (I.4) is easily checked to be time-invariant. See Appendix A.

There have been, however, only a relatively few studies of the effects of thermal fluctuations on turbulent flows and most of these have focused on the role of weak noise in selecting a unique invariant measure for deterministic Navier-Stokes\cite{28, 30}. The presence of a new dimensional parameter in the fluctuating hydrodynamics equations (I.2), (I.3), the thermal energy $k_B T$, vitiated the similarity analysis of Kolmogorov\cite{3, 4}, who postulated that the only relevant dimensional parameters in the dissipation range of a turbulent flow are the kinematic viscosity $\nu$ and the mean energy dissipation-rate per mass $\varepsilon$. This violation of Kolmogorov’s 1941 analysis is in addition to the defect that he later noted himself\cite{31}, which is that space-time intermittency introduces dependence upon the outer length-scale $L$ of the flow. See\cite{9} for an extensive review. The interplay between these two additional dimensional parameters, $L$ and $k_B T$, is one of the major issues addressed in this work. For high Reynolds-number turbulent flows this interplay raises new questions regarding the precise formulation of fluctuating hydrodynamics, even within the “effective field-theory” point of view. Arguing from K41 theory, the gradient length $\ell_v$, or largest length below which the velocity field is smooth, should be the Kolmogorov scale $\eta = \nu^{3/4} \varepsilon^{-1/4}$. However, space-time intermittency makes the dissipative cut-off fluctuate\cite{32} (or\cite{9}, section 8.5.5) so that at some points $\ell_v < \eta$. In that case, does a cut-off length $\Lambda^{-1}$ exist which satisfies the necessary conditions $\ell_v \gg \Lambda^{-1} \gg \lambda^{-1}_{micr}$? If so, how should $\Lambda$ be chosen in practice? And, most importantly, what significant effects, if any, does thermal noise have on the dynamics and statistics of incompressible turbulence?

We develop answers to all of these questions in this work, and, in particular, argue that thermal noise has profound observable consequences for turbulence. In a following work we shall discuss the inertial range of scales, but here we deal with the dissipation range at scales smaller than the Kolmogorov length $\eta$. This range has been the subject of much theoretical and rigorous mathematical work within the framework of the incompressible Navier-Stokes equation for decades, for example, on the rate of decay of the spectrum\cite{33, 35} and on intermittency in the dissipation range\cite{36, 39, 40}. There have also been intensive recent efforts to study the dissipation range energy spectrum by direct numerical simulations (DNS) of the incompressible Navier-Stokes equations\cite{41, 43}. This is part of a larger program to determine the most extreme events and most singular, smallest-scale structures in a turbulent flow, at lengths far below the Kolmogorov scale\cite{44, 50}. The underlying science question which drives this work is whether the hydrodynamic equations can remain valid during such extreme turbulent events or whether strong singularities can lead to breakdown of the macroscopic, hydrodynamic description. We shall argue that much of this prior theory and simulation work is called into question for turbulence in real molecular fluids and may require substantial modifications, because effects of thermal noise become significant already at length-scales scales right around the Kolmogorov scale. Laboratory experiments are now attempting to probe these small length-scales\cite{42, 51, 52} but, as we shall discuss at length, all current experimental methods lack both the space-time resolution and the sensitivity to measure turbulent velocity fields accurately at sub-Kolmogorov scales. We regard this state of affairs as a crisis in turbulence research, which calls for the development of completely novel experimental techniques.
After the work in this paper was completed, we became aware of a series of remarkable papers published by Robert Betchov starting in the late 1950’s [53–55], which anticipated several of our key conclusions. Betchov not only recognized the significant effects that thermal noise could have on dissipation-range statistics and other phenomena in fluid turbulence, such as transition and predictability, but he also developed the framework of fluctuating hydrodynamics for incompressible fluids [52], independent of Landau and Lifschitz [15]. Betchov carried out a novel experimental investigation with a multi-jet flow created by a perforated box [53], designed to lower as much as possible the space resolution scale of extant hot-wire methods, in order to test his ideas. Unfortunately, despite improving upon the resolution and especially the accuracy of prior experiments by a couple of orders of magnitude, Betchov’s experiments nevertheless lacked the sensitivity required to verify his predicted results. Because he employed linearized equations for his theoretical analysis, Betchov’s predictions mainly regarded 2nd-order statistics, such as energy spectra and one-dimensional dissipation, but he studied also experimentally the velocity-derivative skewness and kurtosis. Our analysis goes well beyond that of Betchov, taking full account of the nonlinearity of the fluid equations of motion and associated phenomena such as inertial-range intermittency, which were unappreciated in his day. However, Betchov’s pioneering work should be more widely known and many of his ideas are still highly relevant today. We shall therefore compare his conclusions with our own results, which serve to confirm and extend his early insights. In the conclusion section V of our paper we shall briefly review Betchov’s experiments and place them in the context of current efforts.

We shall proceed in this paper by developing simple theoretical arguments which are then tested numerically in a reduced dynamical model of turbulence, the Sabra shell model [56, 57]. Our numerical results for this model provide, to our knowledge, the first empirical confirmation of Betchov’s essential predictions anywhere in the literature. Furthermore, based upon these simulations, we shall then formulate more refined theoretical predictions for the dissipation-range of real fluid turbulence. A short report of our most essential physical predictions has been submitted elsewhere [58], but we provide here full details of our numerical study and, furthermore, address the quite subtle and complex issues surrounding the hydrodynamic description of turbulent flows.

The detailed contents of our paper are as follows: In Section II we discuss the incompressible fluctuating hydrodynamics model (II.1) and its physical and mathematical foundations for describing turbulent fluid flow. This includes the formulation of the basic equations (II.1) and an extended dimensional analysis of turbulence taking into account thermal effects (II.2). In particular, we discuss how thermal noise breaks the scaling symmetry of deterministic incompressible Navier-Stokes (I.1) and why standard arguments on its validity for molecular fluids thus fail in the dissipation range of turbulent flows (II.3). We make also a preliminary evaluation of the effects of inertial-range intermittency by a phenomenological multifractal approach, in order to assess possible limitations to a hydrodynamic description of high-Reynolds turbulence (II.4). To test these theoretical ideas we develop in Section II a stochastic Sabra shell model of fluctuating hydrodynamics. We justify carefully the use of this “zero-dimensional” model despite some significant differences from fluctuating hydrodynamics in three space dimensions (III.1), and we discuss its meaning and numerical solution as an effective theory for low wavenumbers (III.2). The main Section IV of our paper presents numerical results on thermal noise effects in turbulence, obtained by simulating the shell model, which confirm our theoretical predictions and motivate additional conjectures for fluid turbulence. After describing the set-up of our turbulence simulations (IV.1), we present results on thermal effects in the statistics of modal energies (IV.2), a comparison of dissipation-range intermittency for the deterministic and stochastic model (IV.3), and a similar comparison of shell-model structure function scaling in the inertial-range as well as the dissipation-range (IV.4). Finally, Section V summarizes our conclusions and outlines directions for future work.

II. FLUCTUATING HYDRODYNAMICS OF TURBULENT FLOW

A. Formulation of the Equations

In order to keep things simple, we take as flow domain a periodic box or 3-torus, $\Omega = L^3$, with volume $V = |\Omega| = L^3$. Then, to discuss steady-state turbulent flow, we shall modify the equation (I.2) in two ways. First, we shall employ the standard theoretical artifice of adding to the local momentum balance an external body force $\rho f$ to drive the turbulent flow, assuming that this force is supported in Fourier space at very low wavenumbers $\sim 1/L$. Second, and very essentially, we shall assume that the velocity field is comprised of Fourier modes with wavenumbers $|k| < \Lambda$ only, a condition which may be expressed in terms of a projection operator $P_\Lambda$:

$$u(x) = P_\Lambda u(x) := \frac{1}{V} \sum_{|k| \leq \Lambda} e^{ik \cdot x} \hat{u}_k,$$

and then the fluctuating hydrodynamic equation (I.2) is modified to

$$\partial_t u + P_\Lambda (u \cdot \nabla) u = -\nabla p + \nu \Delta u + \left( \frac{2\nu k_B T}{\rho} \right)^{1/2} \nabla \cdot \eta_\Lambda + f,$nabla \cdot u = 0.$$

Separating out the covariance of the thermal noise facilitates our scaling analysis below. Thus $\eta_\Lambda(x, t)$ is a tensor.
spacetime Gaussian field with mean zero and covariance

\[ \langle \eta_{ij}(x, t) \eta_{kl}(x', t') \rangle = \left( \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} - \frac{2}{3} \delta_{ij} \delta_{kl} \right) \times \delta^3(\mathbf{x} - \mathbf{x}') \delta(t - t'). \]

for

\[ \delta^3(\mathbf{x} - \mathbf{x}') = P_\Lambda \delta^3(\mathbf{x} - \mathbf{x}') = \frac{1}{V} \sum_{|k| \leq \Lambda} e^{ik \cdot \mathbf{x}}. \]

The kinematic pressure \( p \) in (II.1) is determined by the requirement that \( u \) be solenoidal and obviously satisfies the condition \( p = \rho \Lambda^2 \). In contrast to the original equation (I.2) with no UV cut-off \( \Lambda \), which is mathematically ill-defined \emph{a priori}, the equation (II.1) is equivalent to a system of Itô stochastic differential equations for the Fourier modes \( \mathbf{u}(k) \) of the velocity field and its solutions are stochastically well-posed. For example, see the lectures of Flandoli [59]. As usual in discussions of fluctuating hydrodynamics [16–19, 25–27], it is assumed that \( \Lambda \) can be chosen to satisfy 1/\( \ell_R \ll \Lambda \ll 1/\ell_{\text{micr}} \).

For a liquid, \( \ell_{\text{micr}} = \frac{\ell}{\ell_{\text{mfp}}} \) is the mean interparticle distance \( \ell_{\text{mfp}} \equiv n^{-1/3} \) defined in terms of particle number density \( n \). The condition \( \ell_{\text{mfp}} \ll 1 \) is a minimal requirement that coarse-graining cells of size \( 1/\Lambda \) should contain many molecules. For a low-density gas, the mean-free-path length \( \ell_{\text{mfp}} \gg \ell_{\text{entp}} \) and the condition \( \Lambda \ell_{\text{mfp}} \ll 1 \) guarantees that terms higher than 2nd-order in gradients can be neglected. We thus take \( \ell_{\text{micr}} = \max\{\ell_{\text{entp}}, \ell_{\text{mfp}}\} \).

For a high Reynolds-number turbulent flow where intermittency effects may cause the gradient length \( \ell_\nu \) to be much smaller than the traditional Kolmogorov length \( \ell_\eta \), it is not trivial that the crucial condition \( \ell_\nu \gg \ell_{\text{micr}} \) should be satisfied. Even if so, one must determine how to choose \( \Lambda \) in this range so that predictions are independent of the choice.

The latter problem is highly non-trivial and currently lacks an analytical solution, even at the physical level of rigor [60]. It is expected that the “bare viscosity” must be chosen to have a cut-off-dependent form \( \Lambda \equiv \Lambda(t, \mathbf{x}) \). This is appropriate to non-dimensionalize the equation (II.1) with Kolmogorov dissipation length and velocity scales

\[ \eta = \nu^{3/4} \varepsilon^{-1/4}, \quad u_\eta = (\varepsilon \nu)^{1/4}, \]

by setting

\[ \hat{u} = u/u_\eta, \quad \hat{x} = x/\eta, \quad \hat{t} = (u_\eta/\eta)t, \quad \hat{p} = p/u_\eta^2, \quad \hat{f} = f/F, \quad \hat{\Lambda} = \Lambda \eta. \]

where \( F \) is the typical magnitude of the force per mass (e.g. an r.m.s. value). The equations of motion in dimensionless form become

\[ \partial_t \hat{u} + P_\Lambda (\hat{u} \cdot \hat{\nabla}) \hat{u} = -\nabla \hat{p} + \hat{\Delta} \hat{u} + (2\theta_\eta)^{1/2} \nabla \cdot \hat{\eta}_\Lambda + F_\eta \hat{f}. \]

B. Dimensional Analysis

For our study of the turbulent dissipation range, it is appropriate to non-dimensionalize the equation (II.1) with Kolmogorov dissipation length and velocity scales
with dimensionless temperature and force magnitude:
\[ \theta_\eta = \frac{k_B T}{\rho u_\eta^2 \eta^3}, \quad F_\eta = \frac{F}{u_\eta^2} \]

(II.8)

However, it is more natural to non-dimensionalize the large-scale force with inertial-range units of length \( L \) and velocity \( U = (\varepsilon L)^{1/3} \), so that \( F_\eta = F/L = \frac{U L}{\nu} = \frac{\varepsilon^{1/3} L^{4/3}}{\nu} \)

(II.9)

the dimensionless force magnitude at the integral scale and the Reynolds number, respectively. Scaled in this manner and with hats omitted, the fluctuating hydrodynamic equation (II.1) becomes

\[ \partial_t \mathbf{u} + P_\eta (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \frac{\rho}{\varepsilon} \nabla^2 \mathbf{u} + (2\theta_\eta)^{1/2} \nabla \cdot \mathbf{u} + \frac{F}{Re^{1/4}}. \]

(II.10)

The Reynolds-dependence of the final term just reflects that the direct effect of large-scale forcing will be negligible in the dissipation range for \( Re \gg 1 \).

The thermal noise term is also expected to be small at the Kolmogorov scale. The crucial parameter \( \theta_\eta \) is the ratio of the thermal energy to the energy of the Kolmogorov-scale velocity fluctuations \( u_\eta \) in a spatial region of diameter \( \sim \eta \). It is interesting to consider concrete numbers corresponding to typical values of physical constants for the turbulent atmospheric boundary layer (ABL), taken from the monograph [67]

\[ \varepsilon = 400 \text{ cm}^2/\text{sec}^3, \quad \nu = 0.15 \text{ cm}^2/\text{sec}, \quad \rho = 1.2 \times 10^{-3} \text{ g/cm}^3, \quad T = 300^\circ \text{K}, \]

(II.11)

which gives

\[ \eta = 0.54 \text{ mm}, \quad u_\eta = 2.78 \text{ cm/sec}, \quad \theta_\eta = 2.83 \times 10^{-8} \]

(II.12)

The very small value of \( \theta_\eta \) arises from the small value of Boltzmann’s constant in cgs units, \( k_B = 1.38 \times 10^{-16} \text{ erg/K} \).

Although this number is very small, it however rises rapidly at length-scales \( \ell < \eta \). It can be estimated very crudely by assuming an exponential decay for \( \ell < \eta \), so that the fluid velocity fluctuation level becomes

\[ u_\ell \sim u_\eta \exp(-\eta/\ell). \]

(II.13)

Thus,

\[ \theta_\ell = \frac{k_B T}{\rho u_\eta^2 \ell^3} \sim \theta_\eta \left( \frac{\eta}{\ell} \right)^3 \exp(\eta/\ell) \]

(II.14)

Because \( \theta_\ell \) increases so rapidly for decreasing \( \ell \), one can see that \( \theta_\ell \sim 1 \) already for \( \ell_{eq} \sim \eta/11 \). In the ABL, this length is of the order of 49 \( \mu \text{m} \). For comparison, the mean-free path length of air at room temperature and standard atmospheric pressure is \( \lambda_{mfp} = 68 \text{ mm} \).

Thus, thermal noise becomes of the same order as non-linear terms already at sufficiently large scales where a hydrodynamic description remains valid. Similar estimates hold for other natural turbulent flows, such as the upper ocean mixing layer, and in laboratory experiments performed with a variety of fluids. For example, in the water experiment of Debue et al. [53] at \( Re = 3 \times 10^5 \) and 20\(^\circ\)C, the Kolmogorov scale is \( \eta = 0.016 \text{ mm} \) and \( \theta_\eta = 2.5 \times 10^{-7} \), so that thermal fluctuations become relevant around length-scale \( \ell_{eq} \sim \eta/11 = 1.5 \text{ \mu m} \) which is still much larger than the mean-free-path length of water \( \lambda_{mfp} = 0.25 \text{ nm} \). These cases are typical. We therefore argue that theories of the “far dissipation range” of turbulence which omit thermal noise are of questionable relevance to molecular fluids in Nature.

The example of the ABL and others are reassuring that a cut-off \( \Lambda \) should exist satisfying the fundamental requirement \( \ell_\nu \gg \Lambda^{-1} \gg \ell_{micr} \) for validity of fluctuating hydrodynamics. Since the nonlinearity at length scales \( \ell < \eta \) is weak compared with the thermal noise and the viscous damping, one expects that the velocity fluctuations at those scales should reach thermal equilibrium with a Maxwell-Boltzmann distribution and an equipartition energy spectrum

\[ E(k) \sim \frac{k_B T}{\rho} \frac{4\pi k^2}{(2\pi)^3}. \]

(II.15)

See Appendix A. Since this spectrum is growing in \( k \), it must always exceed the spectrum of the turbulent velocity fluctuations at sufficiently high wavenumber. The physical origin of these large velocity fluctuations is the high speeds of the constituent molecules of the fluid, which are of the order of magnitude of the sound speed \( c_{th} \), or about 343 \text{ m/sec} in air and 1481 \text{ m/sec} in water. While these large velocities almost completely cancel in macroscopic spatial averages by the law of large numbers, the central limit theorem fluctuations grow \( \sim \ell^{-d/2} \) in space dimension \( d \) as the resolved length-scale \( \ell \) decreases toward molecular scales. The crossover wavenumber to see thermal effects can again be crudely estimated by equating the dissipation-range turbulence spectrum with the thermal spectrum

\[ u_\eta^2 \eta \exp(-k\eta) \sim \frac{k_B T}{\rho} k^2 \]

(II.16)

which implies \( \theta_\eta(k\eta)^2 \exp(k\eta) \sim 1 \) and yields an estimate of the crossover length \( \ell_{eq} \sim 1/k_{eq} \sim \eta/12 \) consistent with that found earlier.

At much larger wavenumbers than this, the velocity fluctuations should be close to Gaussian, with statistical independence of modes instantaneously in non-overlapping wavenumber bands. We therefore propose that the UV truncation wavenumber \( \Lambda \) of the fluctuating hydrodynamic equation (II.1) may be chosen anywhere in the range of \( k \) where the equipartition spectrum is achieved and where the high-pass filtered velocity \( \mathbf{u}^k(x, t) \) is a Gaussian random field. Assuming that such a range of wavenumbers exists, we expect that the cutoff \( \Lambda \) may be selected arbitrarily in this range and the
predictions of the model will be insensitive to the particular choice, as long as the bare viscosity $\nu_\Lambda$ is chosen appropriately. No analytical prescription currently exists for this choice but the prescription will be the same as that for the fluid in thermal equilibrium with the given temperature $T$, mass density $\rho$ and cutoff wavenumber $\Lambda$. Thus, it should suffice to choose $\nu_\Lambda$ by matching with equilibrium velocity-velocity correlations from molecular dynamics simulations, as in current practice [19]. Note that the equipartition range which we predict slightly beyond the Kolmogorov wavenumber will be in the “low-wavenumber” weak-coupling range of the thermal equilibrium fluid. One can verify this by substituting the definition (II.8) of $\theta_\eta$ into (II.4) for $Re_\theta^{th}$, giving

$$Re_\theta^{th} = \theta_\eta^{1/2}. \quad (\text{II.17})$$

We see that for $\theta_\eta$ with realistic values, $Re_\theta^{th} \ll 1$ and thus the nonlinear coupling in the thermal equipartition range should remain negligible for several decades of wavenumber above $1/\eta$.

The predicted energy spectrum which emerges from our arguments is illustrated in Figure 1 with a model spectrum proposed by von Kármán [68]

$$E(k) = C_K (\varepsilon L)^{2/3} \frac{L^5 k^4}{(1 + (kL)^2)^{11/6}} \exp(-bk\eta) + Ak^2 \quad (\text{II.18})$$

which has been supplemented with an exponential factor $\exp(-bk\eta)$ to represent decay in the traditional “far-dissipation range” and with also an additive contribution from the thermal equipartition spectrum (II.15) for $A = k_0 \rho T \frac{4\pi}{(2\pi)^3}$. In the plot we have used the parameters (II.11) and also a typical Reynolds number $Re = 10^7$ for the ABL taken from [67]. The exponential-decay factor is consistent with asymptotic predictions [35, 38] and rigorous upper bounds [30, 37] for deterministic Navier-Stokes dynamics, with the coefficient $b = 7$ chosen consistent with numerical observations [11] and with a conventional value $C_K = 1.6$ of the Kolmogorov constant [69].

There observed at this point that our picture of the turbulent energy spectrum was almost entirely anticipated by Betchov in his first paper on the subject [53]. Assuming that the hydrodynamic modes at small scales would reach energy equipartition, he arrived at an expression for the thermal spectrum $E_{\text{noise}}(k)$ identical to our Eq. (II.15), except for an extra overall factor of $3/2$. As previously noted by Hosokawa [28], Betchov did not take into account incompressibility and thus counted 3 degrees of freedom for each independent wavenumber mode rather than 2. By an argument essentially identical to ours, Betchov then determined the wavenumber $k_{eq}$ by matching $E_{\text{noise}}(k)$ with the turbulent energy spectrum $E(k)$ in the dissipation range. For the latter, he assumed a power-law form $E(k) \sim k^{-n}$, with $n = 7$ predicted by the theory of Heisenberg [70] and the same with $n = 6$ more consistent with Betchov’s own experimental results. Although he did not state a quantitative estimate of $k_{eq}$, Betchov plotted his theoretical result for $E_{\text{noise}}(k)$ together with his experimental data for $E(k)$ and, extrapolating the latter, they can be observed to cross at a wavenumber around 10 $\mu$m. In the final sentence of his paper, Betchov concluded that “the gap between turbulence and molecular agitation may not be as wide as is generally appreciated.” In his later work [55], he arrived at the more quantitative estimate that $k_{eq} \eta \approx 1$ by assuming that the turbulent spectrum drops essentially to zero for $k \eta > 1$. His schematic plot of the atmospheric spectrum, entirely analogous to our Fig. 1, indicated an equilibration scale there of order 1 mm. Betchov ended the paper [55] by noting that, because $\eta \gg \lambda_{mfp}$, his conclusions differ from those of von Neumann [71], who had argued that thermal noise becomes relevant only for length scales of order the mean free path and that separation of scales is thus “unambiguous” in turbulent flows.

It should be emphasized that these conclusions are very robust and do not depend upon any particular model of the energy spectrum in the turbulent dissipation-range, as long as that spectrum decays rapidly in wave-number.
We made our estimate of the equilibration scale using the model spectrum (II.18) with exponential decay, but Betchov \[52\] reached the same conclusion assuming a rapid power-law decay. In the Supplemental Materials we show similarly that the “intermediate dissipation range” predicted by Frisch & Vergassola \[40\] using multifractal phenomenological models \[31, 72, 73\] implies also that the equipartition scale is only about an order of magnitude below the Kolmogorov scale. The stretched exponential decay predicted for the dissipation-range spectrum by functional renormalization group arguments \[74\] will likewise lead to the same result. Of course, all of these arguments are phenomenological and the intuitive superposition of spectra for turbulent and thermal fluctuations depends upon the hypothesis that small scales will achieve the same equilibrium distribution in a turbulent flow as in a laminar one. This hypothesis is supported by the standard presumption of weak turbulent fluctuations in the dissipation range, but it must be tested empirically and could even be false due to rare, intermittent bursts of turbulence that penetrate to very small scales \[32\].

The physical arguments of Betchov and ourselves which lead to our proposed picture of the turbulent energy spectrum will be corroborated in section \[11\] by shell-model simulations. Furthermore, the direct effects of thermal noise will be found to exist in those simulations at length-scales much larger than \(1/\kappa_{eq}\) in more refined statistical measures, such as negative-order structure functions or “inverse structure functions” \[75\], which are more sensitive than the energy spectrum to rare low-amplitude events. Equipartition spectra similar to those predicted here have been observed in superfluid turbulence via numerical simulations of the Gross-Pitaevskii equation \[76\], where they correspond to a thermal bath of phonons at high wave-numbers created by the forward energy cascade. Since superfluids have strictly zero viscosity, there is no exact analogue in these simulations of a dissipation range and equipartition spectra there join directly with the Kolmogorov cascade spectra. The same is true for equipartition spectra observed in numerical simulations of decaying turbulence for the truncated Euler system \[77, 78\] where the \(k^3\) spectrum corresponds to thermalized wave-number modes near the spectral cutoff \(\Lambda\) of the model. In contrast to the fluctuating hydrodynamic equations (I.2), which model molecular fluids at mesoscopic scales, the truncated Euler system does not correspond directly to any physical system in nature or in the laboratory. For a more detailed comparison of truncated Euler and related systems with our results in this paper, see section \[V\].

C. Violation of Scale-Symmetry of Navier-Stokes

A possible objection can be raised to our claim that the “far dissipation range” of deterministic Navier-Stokes turbulence is physically unachievable, based upon the well-known space-time scaling symmetry \[19\], section 2.2; \[79\], section 1.2):

\[
u \to u' = \lambda u, \quad x \to x' = \lambda^{-1} x, \quad t \to t' = \lambda^{-2} t\]

which maps an incompressible Navier-Stokes solution \(u(x, t)\) to another solution \(u'(x', t')\) with the same Reynolds number \(Re' = Re\) and with molecular viscosity \(\nu\) also unchanged. This scale symmetry is equivalent to the familiar principle of hydrodynamic similarity. In the presence of an external body force \(f\), one must also take

\[
f \to f' = \lambda^3 f.
\]

This symmetry of incompressible Navier-Stokes equation is the basis of its rigorous derivation from the Boltzmann equation \[5, 6\] or from lattice gas models \[7\] through a scaling limit with \(\lambda \to 0\). Based on such mathematical treatments, one might conclude that the deterministic Navier-Stokes equation should hold in a turbulent flow to any desired accuracy by simply taking the outer length of the flow large enough and the r.m.s. velocity small enough, at whatever Reynolds number desired.

If, however, a solution of the fluctuating Navier-Stokes equation (I.2) in 3D is subjected to the same rescaling (II.19), then

\[
\frac{k_B T}{\rho} \to \frac{k_B T'}{\rho'} = \lambda^3 \frac{k_B T}{\rho} = \frac{\lambda^3 k_B T}{\rho}. \tag{II.21}
\]

Thus, thermal noise breaks the scaling symmetry of the deterministic Navier-Stokes equation, unless temperature can be decreased as \(T \to T' = \lambda^2 T\) and density increased as \(\rho \to \rho' = \lambda^{-5} \rho\), so that thermal noise satisfies (II.21) with kinematic viscosity held fixed \(\nu(\rho', T') = \nu(\rho, T)\). (For example, for an ideal gas \(\nu \propto T^{1/2}/\rho\) and one must take \(a = 2, b = 1\).) The presumed relation (II.21) is the reason that derivation of the incompressible Navier-Stokes equation through a hydrodynamic scaling limit corresponds to weak noise and leads to a large-deviations framework \[7\]. However, even this extended scaling symmetry of the fluctuating equation (I.2) is physically limited, since at low enough temperature and/or high enough density the fluid will undergo a phase transition to a binary gas-liquid mixture or to a solid state. If one instead keeps the temperature and density fixed, then the thermal noise does not become weaker and remains given by the fluctuation-dissipation relation (I.3) for both the solutions \(u\) and \(u'\), which are no longer statistically similar to each other. This violation of scale-symmetry is generally not observed in fluids because Boltzmann’s constant \(k_B\) is so small in macroscopic units (c.g.s. or m.k.s.). However, the breaking of hydrodynamic similarity due to thermal noise can be observed in microfluidics, for example in the mixing at fluid interfaces \[80\].

Specializing these general considerations for the fluctuating hydrodynamic equation (I.2) to the case of forced turbulent flow with time-average power input per mass \(\varepsilon = \langle u \cdot f \rangle\), the scalings (II.19), (II.20) imply that

\[
\varepsilon \to \varepsilon' = \lambda^3 \varepsilon. \tag{II.22}
\]
In decaying turbulence, the same result holds by Taylor’s relation $\epsilon \sim U^3/L$ [81]. The result (II.22) then implies that the Kolmogorov velocity and length transform as

$$ u_\eta = (\nu \epsilon)^{1/4} \to u'_\eta = \lambda u_\eta, \quad \eta = \nu^{3/4} \epsilon^{-1/4} \to \eta' = \lambda^{-1} \eta $$

(II.23)

consistent with the scaling (II.19). It is easy to check that along with the Reynolds number $Re$, also the dimensionless force amplitudes $f_\eta$ and $f_L$ defined in (II.8),(II.9) are invariant under the rescaling (II.19), but that

$$ \theta_\eta \to \theta'_\eta = \lambda \theta_\eta $$

(II.24)

when keeping $\rho$ and $k_B T$ fixed. This result holds because the kinetic energy of Kolmogorov-scale turbulent fluid eddies increases as $\lambda^{-3}$. It is thus possible, in principle, to observe deterministic Navier-Stokes predictions in the dissipation range by taking $u \to u' = \lambda u$ and $x \to x' = \lambda^{-1} x$ with $\lambda \ll 1$. However, in practice, $\lambda$ must be chosen exponentially small, since the relations (II.14),(II.16) show that deterministic Navier-Stokes predictions for the far-dissipation range will hold only up to a wavenumber $k \eta \sim \ln(1/\theta_\eta)$ growing as $\ln(1/\lambda)$. For example, in the case of the ABL we argued below (II.14) that noise would be relevant already at a length-scale $\ell \sim \eta/11$. To make the deterministic predictions valid down to $\ell \sim \eta/22$ would require that the integral length be made $4 \epsilon^{11} = 240,000$ times larger and r.m.s. velocities 240,000 times weaker [82].

Based on these considerations, we argue that an extended far-dissipation range spectrum described by deterministic Navier-Stokes will be practically unobservable both in natural flows and in laboratory experiments. The best hope of achieving a sizable exponential-decay range is probably with a highly viscous fluid at relatively low Reynolds numbers, so that both $\eta$ and $u_\eta$ are made as large as possible. In such a moderate Reynolds number turbulent flow, the dimensionless noise parameter $\theta_\eta$ will be as small as possible. This strategy should work best in liquids where viscosity can be increased by lowering temperature, whereas in gases large kinematic viscosity requires either high temperatures or low densities. In any case, there will be a fundamental difficulty in then, say, doubling the wavenumber extent of such a far-dissipation range spectrum, because this would require a further exponential decrease in $\theta_\eta$, which will be unachievable.

D. Intermittency and Validity of Fluctuating Hydrodynamics

The previous considerations have ignored the phenomenon of small-scale turbulence intermittency, which leads to enhanced fluctuations in the inertial-range that may be described phenomenologically by the Parisi-Frisch multifractal model [93]. This model postulates a dimension spectrum $D(h)$ of velocity Hölder exponents $h$ and suggests the existence of viscous cutoff lengths

$$ \eta_h \sim L Re^{-1/(1+h)} $$

(II.25)

depending upon $h$ which can be much smaller than the classical Kolmogorov length $\eta$, which corresponds to $h = 1/3$ [22]. This model has been invoked to predict an “intermediate dissipation range” (IDR) of scales [40], as an intermediate asymptotics at high-Re between the inertial range where viscosity effects are negligible and the far-dissipation range where viscosity dominates to produce exponential decay of velocity fluctuations. The far-dissipation range is itself predicted to suffer extremely large fluctuations, because the intermittency at lower wavenumbers is intensely magnified by the exponential drop-off in the spectrum [39]. We should therefore discuss how such intermittency might modify the conclusions in the previous section about the choice of $\Lambda$ and indeed about the validity of a fluctuating hydrodynamic description of turbulent flow.

We shall exploit here the Parisi-Frisch multifractal model to address these questions. We note that the multifractal concept of an IDR predicts a collapse of spectra at different $Re$ with a certain scaling [40], and this “multiscaling” has been verified in the GOY shell model [84] and to some degree in direct numerical simulations (DNS) of the Navier-Stokes equations; see [41], Fig.4. On the other hand, there are alternative theoretical ideas about the “near-dissipation range” of turbulent flows, for example, from functional renormalization group (FRG) analyses [74, 85]. Some recent experimental and DNS studies have given stronger support to the FRG predictions than to the multifractal IDR prediction [42, 43, 51]. We therefore invoke the multifractal model only as a heuristic to draw qualitative conclusions. We note, however, that several of the results we obtain below can be confirmed independently by rigorous mathematical arguments.

The considerations of Corrsin [8] on the validity of a hydrodynamic description within the K41 theory of turbulence can be easily extended to the multifractal model; see [86], section III(c). The essential point of Corrsin’s analysis is that viscosity $\nu$ and microscopic length $\lambda_{\text{micro}}$ are not independent quantities, but are instead linked by the standard estimate from kinetic theory

$$ \nu \sim \lambda_{\text{micro}} c_{\text{th}} $$

(II.26)

where $c_{\text{th}}$ is the thermal velocity/sound speed. Combining (II.26) with (II.25) then easily yields

$$ Kn_h := \lambda_{\text{micro}} / \eta_h \sim Ma Re^{-h/(1+h)} $$

(II.27)

as an estimate of the “local Knudsen number” at a point with Hölder exponent $h$, where $Ma = U/c_{\text{th}}$ is the Mach number based on the large-scale flow velocity $U$. We see that the scale separation required for validity of a hydrodynamic description, as quantified by the fundamental condition $Kn_h \ll 1$, will become progressively better with increasing $Re$ for $h > 0$ and $Kn_h \ll 1$ will hold marginally even for $h = 0$ if $Ma \ll 1$.

There is some evidence that the smallest Hölder exponent in incompressible fluid turbulence is $h_{\text{min}} = 0$ [87] (although this conclusion requires the assumption that
negative $h$ cannot occur, e.g. [9], section 8.3, which can be called into question; see section [VC]. If so, then there is a range of possible wavenumber cutoffs $\Lambda$ satisfying

$$1/\eta_h \ll \Lambda \ll 1/\lambda_{micr}. \quad \text{for all } h,$$

(II.28)
as long as $Ma \ll 1$. Taking into account the thermal noise, we can expect for each $h$ that its effects will be manifested in the length scales just slightly below $\eta_h$, where the local energy spectrum (defined e.g. by a wavelet transform) experiences exponential drop-off. In that case, we may further expect that Gaussian, thermal-equilibrium statistics will hold locally at any length-scale $\ell \ll \eta_h$. More precisely, we may consider a locally coarse-grained velocity

$$\bar{\mathbf{u}}(x) = \sum_n \mathbf{v}_n G_{\ell}(x-x_n)/\sum_n G_{\ell}(x_n) \quad \text{(II.29)}$$

where $G_{\ell}(r) = \ell^{-3}G(r/\ell)$ is a smooth, well-localized kernel function and where the sum $\sum_n$ is over molecules of the fluid with positions $x_n$ and velocities $\mathbf{v}_n$. Because the microscopic velocity distributions are close to Maxwellian and because of the central limit theorem [29], we expect to observe nearly Gaussian statistics [38]

$$P(\bar{\mathbf{u}}_x) \propto \exp\left(-C\rho \nu \ell^3 |\bar{\mathbf{u}}_x - \mathbf{v}|^2 / k_BT\right), \quad \ell_{intp} \ll \ell \ll \eta_h \quad \text{(II.30)}$$

with $\mathbf{v} = \bar{\mathbf{u}}_{\eta_h}$ locally at each point in space and time, with Hölder exponent $h = h(x, t)$. Thus, the primary effect of turbulent intermittency should be a strong fluctuation in space and time of the length scale $\eta_h$ below which Gaussian thermal equipartition sets in. Since the ratio $\eta_h/\lambda_{micr}$ grows with increasing $Re$, as we have argued earlier, it should be possible to choose a cutoff satisfying [II.28] without any restriction on $Re$ as long as $Ma \ll 1$.

Our tentative conclusion is that fluctuating Navier-Stokes equation in the form (II.1) should be valid with a suitable choice of wavenumber cutoff $1/\eta_h \ll \Lambda \ll 1/\lambda_{micr}$ for incompressible turbulent flows in the limit $Kn \ll 1$ and $Ma \ll 1$. We shall return to this important issue after presenting and discussing our numerical results for the shell model in the following section (see section [VC]). Most importantly, we have argued that this model predicts a strikingly different behavior than does the deterministic Navier-Stokes equation in the far-dissipation range of turbulent flow, at length scales somewhat smaller than the Kolmogorov scale $\eta$. Whereas the deterministic equations predict an exponential decay of the energy spectrum [35,38] and consequent enhanced intermittency [39,40], the fluctuating equations predict that the energy spectrum about only an order of magnitude above $1/\eta$ should rapidly bottom out and then rise again with increasing wavenumber $k$ in a thermal equipartition $k^3$ spectral range with Gaussian statistics.

### III. SABRA SHELL MODEL OF FLUCTUATING NAVIER-STOKES EQUATION

In the preceding section we have made two fundamental claims: first, that turbulence in low Mach-number molecular fluids is described by the incompressible FNS equations [12] with a suitable high-wavenumber cut-off $\Lambda$ and, second, that those equations predict a thermal equipartition range a decade or so below the Kolmogorov scale rather than a “far-dissipation range” with exponentially decaying energy spectrum. To check the first claim will require novel experimental investigations, which will be discussed later. The second claim is based on physically plausible reasoning, but can be verified by numerical simulations of the FNS equations. Such simulations are possible using existing numerical schemes such as the low Mach number FNS codes in [18,20], which employ finite-volume spatial discretizations and explicit or semi-implicit stochastic Runge-Kutta integrators in time. Motivated by the present study, such computations have been carried out and the results will be discussed briefly later. An alternative numerical approach would be based on the lattice Boltzmann method with thermal fluctuations incorporated at the kinetic level [39,40]. Neither of these numerical schemes even with the most powerful current computers can, however, reach Reynolds numbers comparable to those in the atmospheric boundary layer or even in many engineering flows. Such high Reynolds numbers are particularly relevant to the issue whether a hydrodynamic description is valid for the most extreme turbulent events [14,50], since inertial-range intermittency increases with $Re$. We shall therefore in this paper validate our physical arguments by numerical simulations of a simplified “shell model” of turbulence which can be solved at much higher Reynolds numbers. These models long been used as surrogates of incompressible Navier-Stokes equations, both for physical investigation of high-$Re$ turbulence [91,93] and for comparative mathematical study [94]. Below we discuss the model, introduce a suitable numerical scheme, and then present numerical simulation results on the dissipation-range of the model in a statistical steady state of high-Reynolds turbulence.

#### A. Introduction of the Model

The stochastic model that we consider is based upon the deterministic Sabra shell model [56,57,95,96] which describes the evolution of complex shell variables $\mathbf{u}_n$ for discrete wavenumbers $k_n = k_0 2^n$, $n = 0, 1, 2, ..., N$ via the coupled set of ODE’s

$$d\mathbf{u}_n/dt = B_n[\mathbf{u}] - \nu k_n^2 \mathbf{u}_n + f_n \quad \text{(III.1)}$$

with

$$B_n[\mathbf{u}] = i[k_{n+1} \mathbf{u}_{n+1} u_{n+1}^{*} + (1/2)k_n u_n^{*} u_{n-1}^{*} \mathbf{u}_{n-2}^{*}] \quad \text{(III.2)}$$

$$B_n[\mathbf{u}] = i[k_{n+1} \mathbf{u}_{n+1} u_{n+1}^{*} + (1/2)k_n u_n^{*} u_{n-1}^{*} \mathbf{u}_{n-2}^{*}] \quad \text{(III.2)}$$
Here \( u_n \) represents the “velocity” of an eddy of size \( 1/k_n \), the parameter \( \nu \) is “kinematic viscosity”, and \( f_n \) is an external body-force to stir the system. Shell models have long been studied as convenient surrogates for the Navier-Stokes equation in the numerical study of high-Reynolds-number turbulence [33, 97] but the Sabra model has been especially popular because it enjoys symmetries most similar to those of the incompressible fluid equations, roughly analogous to translation-invariance and scale-invariance. There is no “position space” in the shell model on which a translation group can act, but one can shift phases by defining

\[
\hat{u}^\phi(k, t) = e^{i\phi_n u_n(t)} \tag{III.3}
\]

and if the constraint \( \phi_{n+2} + \phi_{n+1} = \phi_n \) is satisfied, then \( \hat{u}^\phi \) is a solution of the Sabra model whenever \( u \) is a solution. This result holds as well with a deterministic force, if the latter is also transformed as \( f_n^\phi(t) = e^{i\phi_n f_n(t)} \). This symmetry is analogous to the action of space-translations by length displacement \( a \), acting on Fourier modes of the velocity field as

\[
\hat{u}^a(k, t) = e^{i k a} \hat{u}(k, t) \tag{III.4}
\]

Other basic symmetries of the inviscid Sabra model are invariance under continuous time scaling indexed by a real parameter \( \tau > 0 \)

\[
u_n^{(\tau)}(t) = \tau u_n(\tau t) \tag{III.5}
\]

which maps solutions over time interval \([0, T]\) to solutions over the interval \([0, \tau^{-1} T]\) and also under discrete space scaling indexed by natural number \( L \)

\[
u_n^{(L)}(t) = 2L u_{n+L}(t) \tag{III.6}
\]

where \( N^{(L)} = N - L \) and likewise the lowest shell index is shifted from \( M = 0 \) to \( M^{(L)} = M - L \). These are analogous to the scale symmetries of incompressible Euler, according to which for any \( \lambda, \tau > 0 \) the transformation

\[
\hat{u}^{(\lambda, \tau)}(\lambda x, \tau t) = \frac{\tau}{\lambda} \hat{u}(\lambda x, \tau t) \tag{III.7}
\]

maps every Euler solution \( u \) in the space-time domain \( \Omega \times [0, T] \) to another solution \( \hat{u}^{(\lambda, \tau)} \) in the space-time domain \( \lambda^{-1} \Omega \times [0, \tau^{-1} T] \). See [79], section 1.2. Addition of viscous damping in both shell models and real fluids leaves only the restricted symmetry group with the constraint \( \tau = \lambda^2 \) and this remaining scaling symmetry is that which leaves the Reynolds number invariant.

Here we add to the deterministic model \( \text{(II.1)} \) also thermal noise modeled by random Langevin forces

\[
du_n/dt = B_n[u] - \nu k_n^2 u_n + \left( \frac{2 \nu k_B T}{\varrho} \right)^{1/2} k_n \eta_n(t) + f_n, \tag{III.8}
\]

where the complex white-noises \( \eta_n(t) \) have covariance

\[
\langle \eta_n(t) \eta_n^*(t') \rangle = 2 \delta_{nn'} \delta(t - t'), \tag{III.9}
\]

for \( n = 0, 1, ..., N \). Note that the “translation-invariance” symmetry \( \text{(III.3)} \) still holds in the presence of thermal noise, but the remaining viscous scaling symmetry \( \text{(III.7)} \) with \( \tau = \lambda^2 \) is broken. This noisy Sabra model is motivated as the shell-model caricature of the fluctuating Navier-Stokes equation \( \text{(II.1)} \) at absolute temperature \( T \) and mass density \( \varrho \). Note that the “density” \( \varrho \) has units of mass, because the shell model is zero-dimensional, describing a scale hierarchy of turbulent eddies at a single point. As usual in statistical physics, we do not attempt to define this stochastic model for infinitely many shells \( N = \infty \), but instead truncate at some finite \( N \) whose choice is discussed further below. The resulting system of stochastic ODE’s is then well-posed globally in time (see Example 3.3 in [59]). The specific form of the noise term can be justified as that required to make the equilibrium Gibbs distribution

\[
P_G[u] = \frac{1}{Z} \exp(-\beta E[u]) \tag{III.10}
\]

the unique invariant measure for zero-forcing \( f = 0 \), where \( \beta = 1/k_B T \) and

\[
E[u] = \sum_{n=0}^{N} \frac{1}{2} \varrho |u_n|^2 \tag{III.11}
\]

is the shell-model analogue of fluid kinetic energy. In fact, this measure is in detailed balance for the dynamics or time-reversible; see Appendix A for the proof. It is not hard to verify by a modification of this argument that the Langevin forces in \( \text{(III.8)} \) are the only possible white-noise terms that make \( P_G \) invariant, a result often called the “Einstein relation” or “fluctuation-dissipation relation” in statistical physics. These are well-known results in the literature on the fluctuating Navier-Stokes equations, here simply extended to the Sabra shell model.

We should note that the infinite-\( N \) limit of our model \( \text{(III.8, III.9)} \) in the unforced case with \( f_n = 0 \) has been previously studied in [33]. There it was shown that the stochastic dynamical equations with \( N \leq +\infty \) define a time evolution which is strong in the probabilistic sense (i.e. for individual realizations of the noise) and that the corresponding probability measure \( \text{(III.10)} \) with \( N = +\infty \) is time-invariant. We do not have any need to consider such an infinite-\( N \) limit in our study, although mathematical results of this type do bear upon the \( N \)-independence of the statistical predictions of our model, which will be discussed more below. The paper [89] showed also that the unforced, deterministic, inviscid model with \( \nu = 0 \) makes sense in the limit \( N = +\infty \) with initial data chosen from the Gibbs measure \( \text{(III.10)} \), which is again time-invariant. This result is likewise not of direct physical interest. The turbulent flows studied here will be described by (weak) solutions of the inviscid shell model dynamics in the limit \( Re \to \infty, N - M \to \infty \), as mathematically studied in [90, 98], but these weak solutions will dissipate kinetic energy and will not have \( P_G \) as an invariant measure. There are additional in-
variant measures of the deterministic inviscid dynamics, associated for example to the “helicity” invariant $H = \sum_n (-1)^n k_n |u_n|^2$ \cite{93, 97}. However, these measures are not invariant in the presence of viscosity and thermal noise, and are also not of any direct physical interest.

To study our model in the dissipation range, we non-dimensionalize variables in analogy to (II.6), which brings the equation (III.8) to the form

\[ du_n/dt = B_n u_n - k_n^2 u_n + (2\theta_n)^{1/2} k_n \eta_n(t) + f_n/Re^{1/4}, \]

where

\[ Re = \frac{U}{\nu k_0}, \quad \theta_n = \frac{k_B T}{\rho_0 n^2} \]  

(III.13)

and the second parameter is the ratio of thermal energies to kinetic energies of Kolmogorov-scale fluid fluctuations. In these units, the shell index now ranges over values $n = M, ..., R$, where $M = -\lfloor \frac{3}{4} \log_2(Re) \rfloor$, $R = N - M$, with $\lfloor x \rfloor$ denoting the integer part of $x$, and now $n = 0$ corresponds to the Kolmogorov wavenumber. In a physically reasonable correspondence to real fluid turbulence, the parameter $\theta_n$ should be taken extremely small, but fixed independent of $Re$. In our numerical studies in this work, we shall adopt the precise value in (III.12) appropriate to the ABL and which has magnitude $\theta_n \sim 10^{-8}$, but our results do not depend qualitatively upon the particular choice of this parameter.

The existence of the $R \to \infty$ limit of the model (III.12), demonstrated in \cite{98} for $f_n = 0$ and conjectured here with $f_n \neq 0$, is consistent with its much more benign UV-behavior than that of the 3D fluctuating Navier-Stokes model (II.1). These differences in the two models arise both from the strictly local-in-wavenumber couplings of the shell model and also from its lower dimensionality, corresponding to a fluid in space dimension $d = 0$. If the RG analysis of \cite{16, 17} is carried out for the unstirred shell model (III.5) in thermal equilibrium, then it is found that that the dynamics is UV asymptotically-free for $k_n \gg u_{h}/\nu$, with $u_n := (2k_B T/\rho)^{1/2}$. The general result (II.17) implies that $R_n^{th} = \theta_n^{1/2} \ll 1$ and thus the wavenumbers $k_n \eta \gtrsim 1$ are deep in the UV asymptotic-free regime of the thermal Gibbs state. In other words, the modes of the model (III.12) with shell numbers $n \gtrsim 0$ have dynamics given nearly by uncoupled linear Langevin equations and thus variables $u_n$, $u_n'$ in that range with $n \neq n'$ are statistically independent not only instantaneously but also very nearly independent at unequal times. This statistical independence will be verified to hold in our numerical solutions to very good accuracy. It is therefore possible to increase $R \to R + 1$ while keeping the bare-viscosity as a fixed constant $\nu_L = \nu$ and any resultant change in the stochastic dynamics is unobservable (see section (III.B.3). As an aside, we remark that, conversely, the IR dynamics of the noisy shell model (III.8) in the unstirred, thermal equilibrium state at wavenumbers $k_n \ll u_{h}/\nu$ will be strongly coupled and the time-correlations should exhibit nontrivial scaling analogous to that in the $d = 1$ KPZ model \cite{17, 99}.

It must be emphasized that, as a consequence, our shell model (III.12) will underestimate the effects of thermal noise at high wavenumbers. This is due not only to the decrease of thermal noise effects for Sabra compared with increase for Navier-Stokes, but also due to the faster decay of the turbulent energy spectrum in Navier-Stokes without noise. As to the latter, the decay of the energy spectrum in the far-dissipation range of deterministic Navier-Stokes turbulence is expected to be exponential (up to a power-law prefactor), based upon physical theory \cite{35, 38}, rigorous mathematical arguments \cite{36, 37}, and numerical simulations \cite{41}. In the shell model, on the contrary, physical arguments \cite{100, 101}, rigorous bounds \cite{94} and numerical simulations \cite{102} support instead a stretched exponential decay:

\[ \langle |u_n|^2 \rangle \sim \exp(-c(k_n/\gamma)^\gamma), \quad \gamma = \log_2 \left( \frac{1 + \sqrt{5}}{2} \right) \]  

(III.14)

This slower decay in the shell-model means that deterministic nonlinear effects will persist to higher wavenumbers. In addition, the Gibbs measure (III.10) for the shell model corresponds to an energy spectrum

\[ E_n := \frac{\langle |u_n|^2 \rangle}{2k_n} = A/k_n \]  

(III.15)

with $A = k_B T/\rho$. In contrast to the spectrum (III.15) for FNS in $d = 3$, which is growing $\sim k^2$ at high-$k$, the corresponding equipartition spectrum (III.15) for the noisy shell model is decaying $\sim 1/k_n$. Because of these important differences of our model from reality, any thermal effects that we observe in our shell-model simulations should have appreciably greater analogues in real fluids.

**B. Numerical Integration Method**

We now discuss the method for numerical solution of the noisy Sabra model (III.12) which we shall use for our study of the steady-state statistics in this paper.

1. **Slaved Itô-Taylor scheme**

We employ here a slaved 3/2-strong-order Itô-Taylor scheme which was proposed by Lord and Rougemont for parabolic stochastic PDE’s (see \cite{103}, section 6). Because of the extreme stiffness of the shell model dynamics, it is desirable to use a scheme which explicitly solves the fast viscous dynamics by an integrating factor. The method we employ is a close analogue for stochastic equations of the slaved 2nd-order Adams-Bashforth method widely used for numerical simulation of deterministic shell models \cite{104}. The method in \cite{103} is based on stochastic Itô-Taylor expansions and is a slaved version of the 3/2-strong-order method of Platen & Wagner.
see [106], section 10.4 for a detailed discussion. The method of Lord-Rougemont [103] used a Fourier-Galerkin method for spatial discretization that kept Fourier modes $|n| \leq N$, which brings it very close to the formulation of the shell models. It must be emphasized once again however that our view of the noisy Sabra model as an “effective low-wavenumber theory”, although standard in the statistical physics literature, is quite different from the framework of stochastic PDE’s, which requires a limit $N \to \infty$. This difference will inform our discussion of convergence issues further below.

To state the numerical scheme explicitly, we write the noisy Sabra model (III.8) in the form

$$du_n = a_n dt + b_n dW_n, \quad n = 0, 1, ..., N$$

(III.16)

with

$$a_n := B_n[u] - \nu k_n^2 u_n + f_n, \quad b_n := \left(\frac{2k_n T}{\theta}\right)^{1/2} k_n.$$  

(III.17)

The method of [103] solves this system approximately for a discrete set of times $t_k$, $k = 0, 1, 2, ...$ by the iteration

$$u_n(t_{k+1}) = e^{-\nu k_n^2 \Delta t} \left\{ u_n(t_k) + \Delta t [B_n(t_k, u(t_k)) + f_n(t_k)] \right\}$$

$$+ \frac{\Delta t}{2} \frac{\nu k_n^2}{\Delta t} \left[ B_n(t_k, u(t_k)) + f_n(t_k) \right]$$

$$+ \frac{\Delta t}{2} \left[ k_{n+1} (a_{n+2} u_{n+1} + u_{n+2} a_{n+1}) - (1/2) k_n (a_{n+1} u_{n+1}^* + u_{n+1} a_{n+1}^*) + (1/2) k_n (a_{n-1} u_{n-1}^* + u_{n-1} a_{n-1}) \right]$$

$$+ b_n \left[ (1 + \nu k_n^2 \Delta t) D W_n(t_k) - \Delta Z_n(t_k) \right]$$

$$+ i \left[ k_{n+1} (b_{n+2} Z_{n+2}(t_k) u_{n+1} + u_{n+2} b_{n+1} \Delta Z_{n+1}(t_k)) - (1/2) k_n (b_{n+1} \Delta Z_{n+1}(t_k) u_{n-1} + u_{n+1} b_{n-1} \Delta Z_{n-2}(t_k)) \right]$$

$$+ (1/2) k_{n-1} (b_{n-1} \Delta Z_{n-1}(t_k) u_{n-2} + u_{n-1} b_{n-2} \Delta Z_{n-2}(t_k)) \right\},$$

(III.18)

for $n = 0, 1, ..., N$, where

$$\Delta W_n(t_k) := \int_{t_k}^{t_{k+1}} dW_n(t) = W_n(t_{k+1}) - W_n(t_k),$$

(III.19)

$$\Delta Z_n(t_k) := \int_{t_k}^{t_{k+1}} dt \left[ W_n(t) - W_n(t_k) \right].$$

(III.20)

The derivation of this scheme is sketched briefly in Appendix B for completeness. In a practical implementation the pairs of complex random variables $\Delta W_n(t_k)$, $\Delta Z_n(t_k)$ have real and imaginary parts which can be generated from independent $N(0,1)$ random variables by the method in [106], section 10.4, eq.(4.3). For all of our tests of convergence of this scheme we used the same model parameters employed in the long-time steady-state simulation, discussed in detail in the next section IV A.

The convergence proofs in the mathematical literature for this method and related ones [103, 107, 108] employ a joint limit $\Delta t \to 0$ and $N \to \infty$ and require a noise spectrum rapidly converging $b_n \to 0$ as $n \to \infty$. By contrast, the spectrum defined in (III.17) that corresponds to thermal noise has in fact diverging $b_n$, with $b_n \to \infty$ as $n \to \infty$. However, we do not take the limit $N \to \infty$ but consider instead a fixed large $N$, which makes our model a system of stochastic ODE’s, for which standard convergence proofs in the limit $\Delta t \to 0$ apply [109]. Our selection criterion for $N$ is that it must lie in the range of shell-numbers $n$ where the statistics are Gibbsian thermal equilibrium at temperature $T$, with energy equipartition and independent Gaussian distributions of the shell variables $u_n$. We shall show in section IV C for fixed individual realizations of the shell model state vector $u$ which are chosen from the long-time, turbulent steady-state of such an equipartition range in fact appears for all $n \geq N_e$, with some $N_e$, when these data $u$ are evolved under the stochastic dynamics (III.8) for a very short time $\tau_e \sim 1/k_{n_e} u_{n_e}$. Here $N_e = N_e(u)$ depends upon the state vector $u$ which is selected. We shall show furthermore that, for the range of integration times considered (300 large-eddy turnover times), there is a maximum value $N^*_e = \max \{N_e(u(t))\}$ over all times $t$. In our convergence tests below we shall select as initial data $u$ a particular realization $u^*$ such that $N^*_e = N_e(u^*)$, which corresponds to one of these most intense “bursts” which we encountered in our long numerical run. See section IV C where this state $u^*$ is more completely described and, also, Supplemental Materials. We only note here that this state $u^*$ was found to have $N^*_e = N_e(u^*) = n_\eta + 6$, with $n_\eta$ the Kolmogorov shell-number, in a simulation with shell-number cut-off $N = n_\eta + 7 = 22$. Thus, only the two highest wavenumber shells remained in thermal equilibrium for this intense bursting event $u^*$. This is presumably the most stringent test case for convergence of our numerical scheme, which should require the smallest time-step $\Delta t$ and largest truncation shell-number $N$. However, we have tested convergence of our numerical scheme as well for other initial data $u(0)$ selected from the turbulent steady-state and found very similar results.

2. Strong Convergence in $\Delta t$

To check strong (pathwise) convergence in the time-step $\Delta t$ in the model with $N = 22$ shells, we must compare numerical solutions with different time-steps $\Delta t$ for the same realization of the complex Brownian motions $W_n(t)$. This requires a statistically consistent choice of the random variables $\Delta W_n(t_k)$, $\Delta Z_n(t_k)$ for the different step-sizes $\Delta t$. We create such a consistent set by first constructing these pairs by the method of [106], section 10.4, for the smallest time-step $\Delta t = \delta t$. We then construct consistent values for $\Delta t = 2\delta t$ by the combinations
\[ \Delta W^{(1)}_n(t_k^{(1)}) = \Delta W(t_{2k+1}) + \Delta W(t_{2k}) \quad (\text{III.21}) \]

\[ \Delta Z^{(1)}_n(t_k^{(1)}) = \Delta Z(t_{2k+1}) + \Delta Z(t_{2k}) + \Delta t \Delta W(t_{2k}) \quad (\text{III.22}) \]

where \( t_k = k(\delta t) \) and \( t^{(1)}_k = k(2\delta t) \), for \( k = 0, 1, 2, \ldots \).

The formulas (III.21), (III.22) follow easily from the definitions (III.19), (III.20). This procedure may be iterated \( p \) times to produce consistent sets of random increments \( \Delta W^{(p)}_n(t^{(p)}_k), \Delta Z^{(p)}_n(t^{(p)}_k) \) for any time-step of the form \( \Delta t = 2^p \delta t \), with \( t^{(p)}_k = k(2^p \delta t) \) for \( k = 0, 1, 2, \ldots \).

As discussed in the previous section, we use as initial condition for our pathwise convergence study the state \( u^* \) from the strong “burst” which propagated to the highest shell. We define error as the expectation over noise realizations \( E \) of the norm \( \| \cdot \| \) of the difference \( u^\Delta(t) - u^{\delta t}(t) \), where \( u^\Delta(t) \) is the numerical solution starting from \( u^* \) using time-step \( \Delta t \) and \( u^{\delta t}(t) \) is the reference state obtained by integration with the finest time-step \( \delta t \), which we take as the “exact solution”. To make our convergence criterion most sensitive to the largest wavenumbers, we used the enstrophy norm associated to the space \( h_2^1 \), or

\[ \| u \|_{\text{ens}} := \sqrt{\sum_{n=0}^{N} k_n^2 |u_n|^2}. \quad (\text{III.23}) \]

However, we obtained similar results with norms for other spaces such as energy norm for the space \( l_2 \) and sup-norm for the space \( l_{\infty} \) and also for individual shells \( n \). We took \( t = 10^{-3} t_\eta \), where \( t_\eta = \eta/u_n \) is the Kolmogorov time, since this choice of time \( t \) was large enough to obtain appreciable evolution at the highest shells. The results which are plotted in Figure 2 show convincingly that the strong order of convergence of the method is 2.

This is consistent with the mathematical theory (103), which establishes at least \( \frac{3}{2} \)-order (see also Appendix B), but better than we had initially expected. We furthermore found the method to be stronger order 2 for all other initial data that we considered. To illuminate this unexpectedly large convergence rate, we estimated the local truncation error \( T(\Delta t) \) by calculating the error in the method with a single step \( E[\| u^\Delta(\Delta t) - u^{\delta t}(\Delta t) \|_{h_2^1}] \) for each stepsize \( \Delta t \). The results, plotted in Figure 2, show the scaling \( T(\Delta t) \propto (\Delta t)^{5/2} \) that was expected. This would produce a global error scaling as \( (\Delta t)^{3/2} \) in a number of steps \( N_{\text{steps}} \propto \frac{1}{\Delta t} \), if these errors accumulated without cancellation. The observed scaling of global error is explained if the errors at each step are in fact uncorrelated and of different signs, so that, by the central limit theorem, the total error then scales as \( (\Delta t)^{3/2} \sqrt{N_{\text{steps}}} \propto (\Delta t)^2 \).

In conclusion, our numerical scheme (III.18) converges pathwise with order at least \( 3/2 \) (and effectively 2) as \( \Delta t \to 0 \) for a choice of the cutoff \( N > N^* \),

\[ P_N(u, t|u(0), 0) = E[\delta(u - U_N(t); u(0), W)] \quad (\text{III.24}) \]

where \( U_N(t; u(0), W) \) is the (strong) solution of our stochastic shell model (III.8) for number of shells \( N \geq N_c(\delta t) \) with initial data \( u(0) \) and with the particular realization \( W = (W_n : n = 0, 1, \ldots, N) \) of the random Brownian motions over the time-interval \([0, t]\), and \( E[\cdot] \)
again denotes expectation over those random Brownian motions. We present evidence that this transition probability for the set of modes \( u_n(0) = u_n^\star : n = 0, 1, ..., N^\star_n \) is independent of the choice of cut-off \( N \geq N^\star_n \) and also independent of the initial data \( u_n(0) : n = N^\star_n + 1, ..., N \) of the modes with \( n > N^\star_n \) when those are selected at random from the thermal Gibbs distribution for those shells. If this result holds, then we have a well-defined stochastic Markov evolution for the modes \( u_n(0) : n = 0, 1, ..., N^\star_n \), which is independent of the cut-off \( N \). This gives a precise mathematical meaning to the stochastic shell-model [III.8] as a “low-wavenumber effective theory.”

The transition probability density [III.24] of the entire state vector \( u_n : n = 0, 1, ..., N^\star \) is obviously too unwieldy to investigate in its entirety, so we consider instead reduced or marginal PDF’s of \( u_n \) for specific shell-numbers \( n \leq N^\star_n \). We focus our attention on the shell modes with \( n \) near to \( N^\star_n \), since those must be most affected by the change in truncation \( N \). Here we present results for \( n = N^\star_n \) itself, but comparable results are found also for \( n < N^\star_n \). For the time lapse \( t \) in the transition PDF [III.24] we chose \( t = t_n \), one Kolmogorov time. This time should be sufficient for the influence of truncation \( N \) to propagate through the entire dissipation range. Once the transition PDF [III.24] has been verified to be independent of \( N \) for times \( t \leq t_n \), then this independence of course extends to the transition PDF’s for all times \( t > 0 \) by the Chapman-Kolmogorov equation. Here we presume that \( N \)-independence of the transition probability for the most singular event, \( u(0) = u^\star \), implies independence for any other choices of \( u(0) \).

For the study of effects of truncation, we used the same model parameters and time step \( \Delta t \) that were employed in the long-time steady-state simulation, discussed in detail in the next section [IVA]. Increasing \( N \) from its original value \( N = N^\star_n + 1 \) would require a smaller time-step and this would have been numerically expensive. We therefore chose to make the much more demanding test of reducing the cut-off \( N \) to the value \( N = N^\star_n \), taking \( u_{N^\star_n + 1} = 0 \) as boundary condition, and then comparing the transition PDF for the reduced value \( N = N^\star_n \) with that for the original value \( N = N^\star_n + 1 \). We emphasize that for the intense burst event \( u^\star \), only the highest two modes with \( n = N^\star_n, N^\star_n + 1 \) remained in thermal equilibrium, so that our reduction to \( N = N^\star_n \) leaves only a single mode in equipartition. Plotted in Fig. 4 are the reduced transition PDF’s for the real part \( x_{N^\star_n} = \Re(u_{N^\star_n}) \) with both \( N = N^\star_n \) and \( N = N^\star_n + 1 \), calculated by averaging over \( 8 \times 10^4 \) independent samples of the Brownian motions \( W = (W_n : n = 0, 1, ..., N^\star_n + 1) \). The two PDF’s are identical within Monte Carlo error, a strong evidence for statistical decoupling of mode \( u_{N^\star_n + 1} \) from the dynamics of the modes \( u_n \) with \( n < N^\star_n \). We obtained analogous results (not shown here) for the marginal transition PDF of the imaginary part \( y_{N^\star_n} = \Im(u_{N^\star_n}) \) and for the similar variables \( x_n, y_n \) with \( n < N^\star_n \).

These independence results support the claim that we have a well-defined stochastic dynamics whenever the cutoff \( N \) is selected larger than \( N^\star_n \), in agreement with the idea that the shell modes in thermal equilibrium are UV asymptotically free. These results in fact suggest that a convergence result should hold for the idealized mathematical limit \( N \to \infty \). This is hinted also by the rigorous results in [IIB] for the unforced, thermal equilibrium dynamics. Of course, even if such a limit result could be proved for the forced model, it would still not suffice to justify it physically, unless it could be shown even further that convergence is practically attained for a value of \( N^\star_n = \log_2(\Lambda/k_0) \) corresponding to a length-scale \( \Lambda^{-1} \) still much greater than \( \lambda_{mfp} \). Our results for the Sabra model are thus encouraging, because \( N^\star_n = n_\eta + 6 \) corresponds to a length-scale only 64 times smaller than \( \eta \). In the case of the ABL with \( \eta = 0.54 \) mm these events of most extreme intermittency would correspond to a length about 8.4 \( \mu m \), which is still 124 times greater than the mean-free path length of air, \( \lambda_{mfp} = 68 \) nm.

IV. NUMERICAL SIMULATION RESULTS

A. Set-up of the Simulations

We undertook to perform our simulations of the noisy Sabra model in dimensionless form with the dissipation scaling [III.12], so that \( \varepsilon = \nu = 1 \) and the Kolmogorov shell-number is set to \( n = 0 \). We wanted dimensionless parameters in correspondence with the atmospheric boundary layer (ABL), and thus the dimensionless temperature was taken to have the value \( \theta_t = 2.83 \times 10^{-8} \) in [III.12]. The range of shell numbers in our simulation was chosen as \( n = M, M + 1, ..., R \) with \( M = -15 \) and \( R = 7 \) and with constant stirring forces applied at the first two shells, \( M \) and \( M + 1 \). We aimed to achieve a Reynolds number \( Re = u_{rms}^2 M \) comparable to the value \( Re \sim 10^7 \) cited as typical in the ABL [67]. However, with our choice
of forcing, neither of the statistical quantities

\[ u_{rms}^2 = \sum_{n=M}^{R} \langle |u_n|^2 \rangle, \quad \varepsilon = \sum_{n=M}^{R} k_n^2 \langle |u_n|^2 \rangle \]  

(IV.1)

was under our precise control. We therefore adjusted the forcing until we obtained \( u_{rms} \sim O(10^2) \) and \( \varepsilon \sim O(1) \), which was satisfied with the stirring forces

\[ f_M = -0.008900918232183095 \]

\[ -0.0305497603210104 i, \]

\[ f_{M+1} = 0.005116337459331228 \]

\[ -0.018175040700335127 i, \]  

(IV.2)

which gave the precise value \( \varepsilon \approx 1.478 \), close to our target value of unity. We then rescaled all quantities to correct dissipation-scale units by taking

\[ u_n \rightarrow u_n/\varepsilon^{1/4}, \quad k_n \rightarrow k_n/\varepsilon^{1/4}, \quad f_n \rightarrow f_n/\varepsilon^{3/4} \]  

(IV.3)

which yielded \( u_{rms} = 56.48, \quad Re = 2.04 \times 10^6 \), and \( \theta_0 = 2.328 \times 10^{-8} \). All results presented below are in these Kolmogorov units.

The time-step of our simulation was chosen (in original units) to be equal to \( \Delta t = 10^{-5} \) which was about an order of magnitude smaller than the viscous time at the highest wavenumber, \( t_{vis} = 1/k_n^2 \approx 6.1 \times 10^{-5} \). Since one large-eddy turnover-time of the simulation was \( T = 1/k_M u_{rms} \approx 640 \) dimensionless time units, it was too time-consuming to calculate time-averages over many such times \( T \) in a single run of the model on one computer. We therefore took advantage of parallel computing by using a strategy rst computing a long run of the model for \( N_{samp} = 300 \) large-eddy turnover times with increased time-step \( \Delta t = 10^{-3} \) and then creating \( N_{samp} \) independent initial-data by sampling that under-resolved solution in intervals of one turnover time. These 300 independent initial data were then distributed over the nodes of a computer cluster and each integrated again for time \( T \) with the time-step \( \Delta t = 10^{-5} \). To avoid possible early-time artefacts from under-resolution, we discarded the first 100 steps of these well-resolved simulations in calculating all long-time averages (and, in fact, the statistics were checked to change negligibly also by including those initial time-steps).

Both the noisy model (III.8) and the deterministic model (III.1) were solved with the same numerical Taylor-Itô scheme (III.18), the latter simply by setting \( \theta_n = 0 \). The calculations were performed in double-precision arithmetic and only for the deterministic model at the highest wavenumbers did we approach the underflow level of double precision. In fact, it is one of the numerical advantages of stochastic models that the requirements on arithmetic precision are considerably reduced, a fact which has been previously stressed for climate modelling [109].

B. Energy Spectra with Thermal Noise

We first present numerical results on the simplest statistical quantity of interest, the energy spectrum. This result was already reported in [58], but it is included here also for completeness. In order to make thermal energy equipartition as evident as possible, we shall show the average \( \bar{\epsilon}_n \) of the kinetic energy per mass in the mode with shell-number \( n \)

\[ \epsilon_n = \frac{1}{2} |u_n|^2, \]  

(IV.4)

plotted versus wavenumber \( k_n \). This differs slightly from the standard energy spectrum for the shell model which is conventionally defined by \( E_n = \epsilon_n/k_n^2 \), as in (III.15). The quantity (IV.4) is more convenient because thermal equipartition gives a constant value independent of \( n \)

\[ \epsilon_n^{eq} = \theta_n, \]  

(IV.5)

in Kolmogorov dissipation units. In Fig. 5 we plot the energy in mode \( n \) given by (IV.4) for both the deterministic and noisy Sabra models.

The two spectra are indistinguishable in the inertial range, where both exhibit a power-law decay \( \propto k_n^{-\alpha} \) with exponent a bit larger than the K41 value \( \alpha = 5/3 \). The increase of \( \alpha \) above the K41 value is due to standard inertial-range intermittency effects, which do not
differ for the deterministic and noisy models. The behavior of the spectrum in the dissipation-range is, however, drastically different for the two models, with the spectrum of the deterministic model exhibiting a very rapid exponential-type decay and the spectrum of the noisy model saturating at the equilibrium exponential PDF to within numerical errors that arise mostly from the finite number of samples.

C. Dissipation-Range Intermittency

The dissipation range of 3D incompressible fluid turbulence is widely expected to exhibit extreme spatiotemporal intermittency because of the super-algebraic decay of the energy spectrum at high wavenumbers \( k \).

With thermal noise present, the modes at the highest wavenumber not only have energy spectrum in thermal equilibrium, but in fact have all statistics quite accurately described by the gaussian Gibbs measure (III.10). Plotted in Fig. 6 are the PDF’s of the modal energies \( \epsilon_n = \frac{1}{2} |u_n|^2 \) for the four highest shells \( n = 4, 5, 6, 7 \) compared with the exponential PDF \( p(\epsilon) = \beta e^{-\beta \epsilon} \) that follows from (III.10). The energy for the lowest of these modes, \( n = 4 \), agrees well with the exponential PDF out to about 7 standard deviations, but has a distinctly broader tail past this point. The three highest modes with \( n = 5, 6, 7 \) have energy PDF’s that are indistinguishable from the thermal-equilibrium exponential PDF.
inertial-range intermittency propagating into the dissipation range. This “near-dissipation range intermittency” is present also in the deterministic Sabra model and, in a spatiotemporal form, in turbulence modelled by the deterministic Navier-Stokes equation. This is the type of near-singularity due to extreme events intensively studied in recent works \[44–50\]. In fluid turbulence such intermittency is known to lead to strong fluctuations in the “local viscous/cutoff length” \(\eta\) of the velocity field is expected to be smooth, with a local H"{o}lder exponent of the velocity in the Parisi-Frisch multifractal model \[9, 83\].

Below the length-scale \(\eta/u\) the velocity field is expected to be smooth, with a local energy spectrum defined by a suitable band-pass filter that is exponentially decaying. These are the considerations that led Frisch and Vergassola to predict for velocity structure functions an “intermediate dissipation range” \[10\], bridging the inertial-range and the far-dissipation range. A definition of a “local viscous shellnumber” analogous to (IV.7) may be made also in shell models, both deterministic and noisy, by setting

\[
N_{vis}(u) := \min \left\{ n : \frac{|u_n|}{\nu k_n} \leq 1 \right\}.
\]  

and the predictions of \[40\] concerning the intermediate dissipation range were previously verified in a numerical simulation of the GOY shell model \[84\].

We expect that a similar physics lies behind the intermittency displayed in Fig. (b) for our noisy shell model, but with the rapid exponential decay of amplitudes below the viscous cutoff replaced in the noisy model by a thermal equipartition, like that exhibited by the average energy spectrum for shellnumbers \(n \geq 5\) in Fig. 3. As a consequence of the inertial-range intermittency, however, the shell-number at which this equipartition first sets in must fluctuate greatly from realization to realization. It is actually a somewhat subtle issue how to define precisely “energy equipartition” for an individual realization, because equipartition is a statistical concept. Even realizations selected from the thermal Gibbs state \[\text{III.10}\] show considerable fluctuations in energy from the equipartition value and some averaging in time is typically required to bring the modal energy close to the ensemble mean value even for such an equilibrium realization. As one possible measure of the “equilibration shellnumber” \(N_e(u)\) for an individual realization \(u\) from our turbulent simulation, we can average the modal energy \(\epsilon_n = (1/2)|u_n|^2\) over one Kolmogorov time \(t_\eta = \eta/u_\eta\) and we then identify \(N_e(u)\) as the smallest integer such that this local time-average \((1/2)|u_n|^2\) is below \(2\eta\) for all \(n \geq N_e(u)\). For examples of such locally-time-averaged realizations, see Figure 3 in \[58\]. We have plotted in Fig. 8 the PDF of the local equipartition shellnumber \(N_{vis}(u)\) obtained from our DNS with the above definition, together with the PDF of the viscous cutoff shell-number \(N_{vis}(u)\) defined in (IV.8).

Before examining the simulation results, we must first acknowledge that our definition of the “equilibration shell-number” \(N_e(u)\) suffers from a good bit of arbitrariness. We have therefore explored as well alternative definitions. For example, if averaging over time \(t_{avg}\) produces an equipartition spectrum down to shell \(N(t_{avg})\), then averaging over a longer time might extend that range. Since the natural viscous time-scale of the stochastic dynamics at one lower shell increases by \(4\), we have considered another possible definition by successively increasing the averaging time \(t_{avg}\) from \(\eta\) by factors of \(4\) and by redefining \(N_e(u) = N(4t_{avg})\) as long as \(N(4t_{avg}) < N(\eta)\) \[113\]. This alternative definition yielded slightly lower estimates of \(N_e(u)\) for some realizations \(u\), but with the same qualitative features. A completely different approach to defining \(N_e(u)\) would be to apply standard
distribution tests from mathematical statistics, such as 
p-values [114], to the hypothesis that the shell variables
$u_n, u_{K+1}, ..., u_N$ are drawn from the multivariate distri-
bution (III.11) and then define $N_e(u)$ to be the smallest
$K \leq N$ for which that hypothesis is accepted. However,
since any definition of the “equilibration shell-number”
seems to involve various subjective choices and since all
definitions that we have considered exhibit qualitatively
similar intermittency, we shall only discuss here the quan-
tity $N_e(u)$ defined in the previous paragraph.

We first observe in Fig. 8 that the equilibration shell-
number $N_e(u)$ does fluctuate substantially from realiza-
tion to realization, with non-vanishing probability to take
values from -2 to 6 in our ensemble of events gathered
from a simulation of 300 large-eddy turnover times. We
have no theoretical prediction for the PDF of $N_{eq}(u)$,
but we observe that it is fit fairly well in this core range by a standard discrete Gaussian PDF [115] of the form
$p(n) = e^{-(n-2)^2/2}/\Theta$, plotted as well in Fig. 8.

Most interestingly, the PDF’s of $N_{vis}(u)$ and $N_e(u)$ are
roughly similar in form, but that for $N_e(u)$ is shifted
to the right by $2 - 3$ shells. This observation suggests
that the same dynamics is responsible for the fluctua-
tions in both $N_{vis}(u)$ and $N_e(u)$. This supports the pic-
ture we have proposed that inertial-range intermittency
leads to a fluctuating viscous cutoff shellnumber, above
which the amplitude of $u_n$ drops drastically in $n$ with the
stretched-exponential decay (III.14) which is the same for
all realizations. In that case, within a small number of
shells which is nearly independent of $u$ the amplitude of the shell velocity drops to the level $u_{th}$ where thermal
equipartition is achieved. As a further test of this explana-
tion, we have also calculated with our DNS the PDF of
the shift $\Delta N(u) = N_e(u) - N_{eq}(u)$ in each realization,
with the result plotted in the inset of Fig. 8. This data
shows a probability of about $2/3$ for $\Delta N = 3$, and con-
siderably smaller probabilities $\approx 2/9$ for $\Delta N = 2$ and
$\approx 1/9$ for $\Delta N = 4$. We conclude that the shell veloc-
ity amplitude indeed drops to the equipartition level $u_{th}$
about 3 shells above the viscous cutoff shellnumber $N_{eq}(u)$
in every realization. The intermittency that appears in
the dissipation range of the noisy model thus appears to
be imprinted by small- and large-amplitude events that
propagate down from the inertial range. The few events
observed with $N_e(u) = -2$ may be described as very low-
intensity “lulls” and the handful of events with $N_e(u) = 6$
are extreme amplitude “bursts”.

The burst event $u$ that we considered in our conver-
gence studies in sections III.B.2-III.B.3 is the only real-
ization with $N_e(u) = 6$ that we encountered in our long
numerical simulation over 300 large-eddy turnover times.
As discussed there, even this largest value $N_e(u) = 6$
would correspond in the ABL to an “equilibration length”
about 124 times larger than the mean-free path of air.
Such a significant separation in scales suffices to
justify the validity of a hydrodynamic description even
for such extreme events. Of course, we cannot rule out
that running our shell model dynamics for much longer
times would produce much more intense events still, with
$N_e(u) > 6$. To properly identify the most extreme event
at our given Reynolds number $Re$ and dimensionless tem-
perature $\theta_v$ which achieves the largest value $N_e^*$ (possibly
$=\infty$) would require specialized tools of rare-event sam-
pling beyond the scope of the current work. However,
more systematic investigation of such extreme behaviors
is important work for the future.

The results of the present section demonstrate that siz-
able intermittency remains in the dissipation range of our
stochastic shell model with thermal noise. Our numeri-
cal results are consistent with the hypothesis that these
strong fluctuations are due to intermittent events, rang-
ing from “lulls” to “bursts”, that propagate in from the
inertial-range. However, a quantitative relationship re-
 mains to be established with inertial-range scaling. Fur-
thermore, it remains to be understood how such inter-
mittency manifests in standard statistical averages and
at what wavenumber scale. All of these issues are ad-
dressed in the following section.

D. Structure Functions

In order to study intermittency effects across both
inertial- and dissipation-ranges in our simulations, we use
$p$-th-order structure functions, which we define here as statistical “$p$-norms”
$$\|u_n\|_p = \langle |u_n|^p \rangle^{1/p} \quad (IV.9)$$
of the shell node $u_n$. The additional $p$th-root in [IV.9]
compared with the standard definition makes compar-
results for different choices of $p$ more transparent. Al-
though these are norms literally only for $p \geq 1$, we
FIG. 9 Structure functions (IV.9) for the deterministic model (heavy blue lines, — — — —) and for the noisy model (heavy red lines, — — — —). The predicted equipartition levels $[\Gamma(1 + p/2)]^{1/p}$ are indicated by the horizontal dashed red lines (---) and power-law fits in the inertial range are plotted as black dashed lines (---). The left panels show negative values (a) $p = -0.3$, (c) $p = -0.6$, (e) $p = -0.9$, and the right panels show positive values (b) $p = 1$, (d) $p = 3$, (f) $p = 6$. Standard errors of the mean for structure functions are smaller than the marker size. The insets show with heavy blue line (— — — —) the local stretching exponent (IV.10) and with horizontal dashed blue line (---) theoretical prediction $\gamma = \log_2 \left( \frac{1 + \sqrt{5}}{2} \right)$. 
consider all real values of \( p > -1 \), because negative \( p \) values give information about rare events which are smoother or more regular than typical. Similar information could be obtained also from so-called “inverse structure functions” \[116\] but we confine ourselves here to the more traditional direct structure functions. Note that the shell-model quantities \( \langle IV.9 \rangle \) correspond only in the inertial-range to the standard structure-functions defined by moments of velocity-increments in Navier-Stokes turbulence, but more generally they correspond to structure-functions of a suitably band-passed velocity field \( \mathbf{u}_n(x, t) \) at wavenumber magnitudes \( k_n \sim 2^n k_0 \). This distinction is crucial in the turbulent dissipation range, where first-order velocity-increments are completely dominated by the linear term in their Taylor series and are an inadequate tool to probe the energy spectrum and intermittency effects. An empirical study of incompressible fluid turbulence which aimed to investigate the same physics issues that we do here for shell models would need to employ a band-pass filter kernel \( f_n(k) \) with very rapid decay for \( |k| < k_n \), optimally vanishing identically for \( |k| < c k_n \) with some constant \( c > 0 \).

In Fig. \[9\] we plot the structure functions \( \|u_n\|_p/\eta_n \) versus \( n \) for the deterministic and noisy models, both normalized by the thermal velocity \( \eta_n = (2 \theta_n)^{3/2} \) in Kolmogorov units. With this normalization, the thermal equipartition value of the \( p \)-th-order function is \( \left[ \Gamma(1 + \frac{2}{p}) \right]^{1/p} \) in terms of the Euler \( \Gamma \)-function. We plot the structure functions for six representative values of \( p \), both positive and negative, over the entire range of \( n \). The first important observation is that the structure functions for the deterministic and noisy models are identical in the inertial-range, within numerical accuracy. This is not unexpected, because the thermal noise is extremely weak in the inertial-range and the direct effect on the dynamics should be negligible. The \( p \)-th-order functions here exhibit power-law scaling \( \propto k_n^{-\sigma_p} \), which is indicated by the straight-line fits in the log-log plots in Fig. \[9\]. These exponents are related by \( \sigma_p = \zeta_p/p \) to the standard structure-function scaling exponents \( \zeta_p \), and the values obtained from our linear fits agree for \( p > 0 \) with those previously appearing in the literature. See Fig. \[10\] where we plot our values together with those reported in \[56\], showing agreement within our error bars \[117\]. The decrease of \( \sigma_p \) with the order \( p \) is a reflection of temporal intermittency in the shell model dynamics, which has been long understood to be associated with strong “bursts” that propagate from low to high wavenumbers \[101\] \[118\] \[119\]. This inertial-range dynamics is essentially unaltered by the presence of weak thermal noise.

In the dissipation range, however, the \( p \)-th-order structure functions of the deterministic and noisy models are entirely different. Analogous to what is observed in the pair of energy spectra \( (p = 2) \) plotted in Fig. \[5\] the structure functions for the noisy model approach thermal equipartition at high wavenumbers whereas the same functions for the deterministic model exhibit a super-algebraic decay. In fact, the \( p \)-th-order structure functions of the deterministic model for all \( p \)-values exhibit the same stretched-exponential decay \[114\] as does the energy spectrum. This is verified in the insets of Fig. \[9\] which plot the local stretching exponents:

\[
\gamma_n^{(p)} = \log_2 \left( \frac{\|u_{n+1}\|_p}{\|u_n\|_p} \right) - \log_2 \left( \frac{\|u_{n+1}\|_p}{\|u_n\|_p} \right)
\]  

and the theoretical prediction \( \gamma = \log_2 \left( \frac{1+\sqrt{2}}{2} \right) \). Especially the negative \( p \)-values and \( p = 1 \) exhibit the predicted stretched-exponential, whereas \( p = 3 \) and \( p = 6 \) only approach this behaviour for large \( n \). The plausible explanation is that the intense “bursts” which dominate the structure functions for \( p = 3 \) and \( p = 6 \) penetrate to very high wavenumbers, so that for our deterministic simulation the cutoff \( R = 7 \) is too small to capture well the stretched-exponential. For \(-0.9 < p < 1\), on the other hand, the “lulls” or low-intensity events which dominate those \( p \)-values end at relatively low wavenumbers, so that the stretched-exponential above that wavenumber is well-resolved. The wavenumbers where the asymptotic behaviors first appear, equipartition or stretched-exponential, likewise strongly depend on the order \( p \) and, from Fig. \[9\] clearly increase with \( p \). This is directly associated with the strong fluctuations in the equipartition shellnum-
ber $N_e(u)$, observed in the statistics in Fig. 8. In consequence, the negative-order structure functions which get dominant contributions from ‘lulls’ with $N_e(u) \leq 0$ show direct effects of thermal noise at the Kolmogorov wavenumber and even lower wavenumbers. This should be true also for three-dimensional hydrodynamic turbulence, but obtaining those structure functions from a laboratory experiment would require extremely accurate velocity measurements, since the thermal velocity $u_{th}$ which sets the floor will be $3 \sim 4$ orders of magnitude smaller than the Kolmogorov velocity.

To establish a quantitative connection with inertial-range scaling, we have made also a very simple multifractal model of the PDF of the viscous cutoff shellnumber $N_{vis}(h)$, with the ansatz (in Kolmogorov units)

$$N_{vis}(h) = \text{Round} \left( \log_2(Re) \left( \frac{1}{1 + h} - \frac{3}{4} \right) \right), \quad (\text{IV.11})$$

where “Round” denotes rounding to the nearest integer, and where the PDF of the Hölder exponent $h$ is taken to be $P(h) \propto Re^{D(h)/(1+h)}$ for multifractal dimension spectrum $D(h)$. Using the Legendre transform relation $D(h) = \inf_{\phi} \{ \phi - \zeta_p \}$, we have determined the dimension spectrum from our numerical results for $\zeta_p$, with the resulting model PDF of $N_{vis}$ also plotted in Fig. 8.

Although our model is less sophisticated than the corresponding multifractal model developed for the PDF of $\eta(x, t)$ in 3D fluid turbulence [20], it matches reasonably well the PDF of $N_{vis}(u)$ from our DNS. This is consistent with an earlier study [84] verifying in the GOY shell model the predictions of the multifractal model for an “intermediate dissipation range” [10], since those predictions are based on the same assumption (IV.11). We conclude that the fluctuating viscous cutoff $N_{vis}(u)$ in our noisy Sabra model has statistics plausibly associated to inertial-range intermittency of “lulls” and “bursts”, and the equipartition shellnumber $N_{eq}(u)$ follows suit, occurring generally about just three shells higher.

V. DISCUSSION AND CONCLUSIONS

The main claim of this paper is that thermal noise fundamentally modifies the far-dissipation range of turbulent flow, leading to a thermal equipartition range in the turbulent energy spectrum at length-scales about $\eta/10$, one-tenth of the Kolmogorov length $\eta$, or even larger. If so, the correct equation to describe low-Mach-number fluid turbulence down to sub-Kolmogorov scales is not incompressible Navier-Stokes, but is instead the fluctuating hydrodynamics of Landau-Lifschitz [13] in its incompressible limiting form [16,20]. This conclusion was already anticipated in the pioneering papers by Betchov [53,54]. We have further explained why standard scaling arguments [9,7] for validity of the deterministic Navier-Stokes equation at arbitrarily high Reynolds numbers do not contradict our conclusions. We have also discussed interactions of turbulent intermittency with thermal noise effects that should lead to large spatiotemporal fluctuations in the length-scale at which thermal equipartition occurs in individual realizations. Finally, we have verified our various theoretical conclusions by simulations with a Sabra shell model of fluctuating hydrodynamics.

More questions are certainly raised by our results in this paper than can be currently answered definitively, and there is an urgent need for new computations, laboratory experiments, physical theory, and rigorous mathematical analysis to address them. Many of these questions were raised already by Betchov in his early works [53,54], as we discuss further below, and remain completely open to the present day.

A. Relations to Prior Theory

First, however, it is important to discuss relations of our work to earlier studies. There is a large body of work attempting to define fluctuating hydrodynamics equations of the form (1.2) as continuum stochastic partial-differential equations (SPDE’s), with the view that this is necessary for the understanding of turbulence. For example, the excellent book on SPDE’s in hydrodynamics [22] states in its preface that

“In a sentence, one of the purposes of the course was to understand the link between the Euler and Navier-Stokes equations or their stochastic versions and the phenomenological laws of turbulence.”

and the chapters of this book attempt to make mathematical sense of equations like (1.2) as continuum SPDE’s. This was also the point of view of the earlier paper on the stochastic shell model [98] which showed how to make sense of equations (11.3) in the limit $N \to \infty$ (for thermal equilibrium). An exact mathematical solution of this problem for fluctuating hydrodynamics would allow the limit $\Lambda \to \infty$ formally to be taken so that the equation (1.2) would make sense as an SPDE with the invariant measure (1.4). This is a problem of the same nature as the non-perturbative construction of a renormalized quantum field-theory and it has only been solved for simpler models such as the KPZ equation [99], where it is already extremely difficult [21]. We have argued that this point of view is, in fact, physically incorrect for fluctuating hydrodynamics and that at any finite Reynolds number, however large, the equations (1.2) must be regarded as low-wavenumber “effective field theories” with an explicit UV cut-off $\Lambda$, somewhat arbitrary, but chosen to satisfy the constraints $1/\mathcal{V} \ll \Lambda \ll 1/\lambda_{micro}$. This point of view is not novel, of course, but is standard in the field of fluctuating hydrodynamics [10,19,25,27] and there have also been renormalization group analyses of stochastically forced Navier-Stokes fluids to study systematically the effect of changing $\Lambda$, notably by Forster et al. [16,17], who included the case with stochastic force representing thermal noise as their “Model A”. This
paper carried out a Wilson Fourier-slicing RG analysis of the thermal fluid at equilibrium obtaining scale-dependent viscosity \( \nu \) and temperature \( T_i \) with effective dimensionless nonlinear coupling constant of the velocity fluctuations at scale \( \ell \) given in space dimension \( d \) by

\[
g_{\ell} = \left( \frac{k_B T_i}{\rho \nu^2 \ell^{d-2}} \right)^{1/2} \quad (V.1)
\]

These authors reached the conclusion that the thermal fluid is UV asymptotically free for \( d > 2 \), with coupling \( g_\ell \to 0 \) for \( \ell \to \infty \), corresponding to a linear Langevin model for relaxation of long-wavelength fluctuations (Onsager regression hypothesis). Conversely, they concluded that the thermal fluid is UV strongly coupled, with the constant \( g_\ell \) becoming large for \( \ell \to \infty \), and they equated this strong-coupling regime with turbulence:

“we will not attempt to treat the formidable and probably more interesting problem of the ultraviolet (short-distance, short-time) correlations described by (2.1), i.e., of fully developed turbulence...” \( \text{[17]} \)

Exactly the opposite situation was shown to hold for \( d < 2 \) by \( \text{[16, 17]} \), with now thermal velocity fluctuations UV asymptotically free and IR strongly coupled. As discussed in section \( \text{[14]} \), the shell model that we study numerically in this work is effectively a model in 0 space dimension and, according to the RG analysis of Forster et al., it is UV asymptotically free, so that the shell variables \( u_n \) are described by independent linear Langevin models for very large \( n \). Because 3D FNS is instead UV strongly coupled, it might be argued that thermal fluctuations in our shell model are qualitatively different at high wavenumbers than those for 3D fluids and that our shell model is thus unsuitable to test the effects of thermal noise in the turbulent dissipation range.

In fact, it is not hard to see that thermal velocity fluctuations both in 3D fluids and in our stochastic shell model are weakly coupled at the Kolmogorov dissipation length and down to much smaller scales. Note that the coupling constant \( g_\ell \) of Forster et al. in \( \text{(V.1)} \) coincides for \( \ell = \eta \) with the thermal Reynolds number \( \nu \eta^2 \), which we defined in \( \text{(14)} \) and thus \( \eta_n = \theta_n^{1/2} \) by \( \text{(17)} \). It follows that the coupling constant \( g_\ell \) at the Kolmogorov scale is tiny for realistic magnitudes of \( \theta_n \). The naive belief expressed in \( \text{[17]} \) that turbulent flows must correspond to large coupling constant \( g_\ell \) is not necessarily true.

It is true that this coupling will increase as \( \ell \) is further decreased, both in turbulent flows and even in a thermal equilibrium fluid at rest. One can estimate the wavenumber \( k_{\text{coup}} \) where coupling becomes strong by setting \( g_\ell \sim 1 \) in \( \text{(V.1)} \) and solving for \( k \sim 1/\ell \), yielding \( \text{(22)} \)

\[
k_{\text{coup}} = \left( \frac{k_B T_i}{\rho \nu^2} \right)^{1/2}. \quad (V.2)
\]

Simple estimates then imply that \( k_{\text{coup}} \) in \( \text{(V.2)} \) is so large that it is strictly outside the regime of validity of a hydrodynamic description! To see this, we can substitute the standard kinetic theory estimate for kinematic viscosity \( \nu \sim \lambda_{\text{micr}} c_{\text{th}} \), with \( c_{\text{th}} \) the thermal velocity/sound speed, into \( \sqrt{2} \), which yields

\[
k_{\text{coup}} \sim (n \lambda_{\text{micr}} \sqrt{\ell})^{1/2} \sim \left( \frac{\lambda_{\text{micr}}}{\ell^{1/2}} \right)^{1/2} \quad (V.3)
\]

where \( n \) is the particle number density of the fluid and \( \ell_{\text{intp}} := n^{-1/d} \) is the mean interparticle distance. In a liquid, \( \lambda_{\text{micr}} \sim \ell_{\text{intp}} \sim \ell_i \), where \( \ell_i \) is the radius of the molecule, and we see that \( k_{\text{coup}} \sim 1. \) In a gas described by the Boltzmann kinetic equation, \( k_{\text{coup}} \) is even larger.

The low-density limit for validity of the Boltzmann equation first identified by Bogolyubov \( \text{[123]} \) and Grad \( \text{[124]} \) is in which \( \lambda_{\text{micr}} / \ell_{\text{intp}} \gg 1 \) and \( \ell_{\text{intp}} / \ell_i \gg 1 \) with \( \lambda_{\text{micr}} \sim 1/n \ell_i^{d-1} \) held fixed. It is then easy to see that for such a Boltzmann gas \( \nu_{\text{coup}} \sim (\ell_{\text{intp}} / \ell_i)^{1/2} \gg 1 \). These considerations suggest that the strong-coupling problem encountered in the limit \( \Lambda \to \infty \) is of only academic mathematical interest and is not relevant to the physical description of molecular fluids in thermal equilibrium.

It is worth pointing out that the limit \( \Lambda \to \infty \) reappears in a different guise when taking the infinite Reynolds-number limit, \( Re = U L / \nu \to \infty \) with mean dissipation \( \varepsilon = U^3 / L \) and fluid parameters \( \rho, T \) all held fixed. In that case, \( \Lambda := L \lambda / \eta \to \infty \) so that the UV cutoff diverges to infinity when the fluctuating hydrodynamic equations are non-dimensionalized with the integral-scale quantities \( L \) and \( U \). This limit will be the subject of our following work \( \text{[125]} \). Here we just note that, assuming the validity of the Landau-Lifschitz equations \( \text{(1.2)} \) for arbitrarily large values of \( Re \), we find in \( \text{[125]} \) that the limiting velocity fields are singular (weak) solutions of the deterministic Euler equation. Thus, both the molecular noise and the molecular viscosity vanish in this limit. It is not entirely clear, however, that the fluctuating hydrodynamic equations \( \text{(1.2)} \) do remain valid for very large \( Re \), because increasing intermittency could allow extreme turbulent singularities to reach down to the microscopic length-scale \( \lambda_{\text{micr}} \). This possibility will be discussed more in section \( \text{(V.C)} \) below.

Finally, there has been much work on thermalization and equipartition spectra in various mathematical model fluid problems, especially truncated Euler \( \text{[77, 78, 126–128]} \), but also truncated Burgers \( \text{[129–132]} \), hypervisous Navier-Stokes & Burgers \( \text{[133–136]} \), and shell models \( \text{[137–140]} \). For a good overview of this large literature, see \( \text{[141]} \). In these various deterministic models, equipartition energy spectra \( \sim k^{d-1} \) for dimension \( d \) and Gaussian thermal statistics have been observed over certain ranges of wavenumber, rather similar to our observations. None of these works, however, have included stochastic terms to model the effects of thermal noise. There have been a few prior works on stochastic shell models, such as \( \text{[88, 132]} \), but with different noise than ours and with very different goals. Our aim in this work has been to use our stochastic shell model as a surrogate for 3D fluctuating Navier-Stokes equation, to assess
the effects of thermal noise in the turbulent dissipation range of molecular fluids and to understand the interactions between thermal noise and turbulent intermittency. As we have argued in depth, the shell model is suitable for this purpose. It is theoretically interesting that truncated 3D Euler can mimic many of the features of 3D FNS. Not only does the bath of thermalized hydrodynamic modes at high wavenumbers create an “effective viscosity” but also, following ideas of Kraichnan, it should create an “effective noise” satisfying a fluctuation-dissipation relation. Nevertheless, the predictions of 3D truncated Euler differ in several ways from those of 3D FNS, in particular lacking a viscous dissipation range at intermediate scales. Most significantly, 3D truncated Euler has never been proposed as a realistic model of the dissipation range of a molecular fluid, whereas 3D FNS is expected to be an accurate mesoscopic model down to almost microscopic length scales.

B. Prospects for Empirical Verification

The most important question raised by our work is the existence of the predicted thermal equipartition range in the sub-Kolmogorov scales, which we argued supplants the traditional “far-dissipation range” of deterministic Navier-Stokes. We thus find that deterministic Navier-Stokes and fluctuating Navier-Stokes make two radically different sets of predictions for the turbulent dissipation range, and it must now be determined which is correct. Current numerical codes for solving the incompressible fluctuating hydrodynamic equations are adequate to investigate turbulent flows at Taylor-scale Reynolds numbers up to 100 or so and such simulations should provide additional confirmation of our predictions. In fact, since the original submission of this paper, a preprint has appeared which reports on such a simulation, directly motivated by our work. Although those simulations reached only $Re_\lambda = 143$, that suffices to test our prediction of an equipartition range appearing at the Kolmogorov scale and Gaussian velocity statistics rather than strong intermittency in the far-dissipation range. Both of these predictions were fully verified; see for details. This numerical confirmation gives strong a posteriori validation to our methodology of using the stochastic shell model as a surrogate for 3D FNS. Our predictions for effects of inertial-range intermittency cannot yet be corroborated, because 3D FNS cannot currently be solved numerically at the high Reynolds numbers required. Nevertheless, our work and that of set the stage for a clash of two competing physical theories.

Ultimately, of course, the matter must be resolved by experiment. While the predictions of fluctuating hydrodynamics have been verified in many globally far-from-equilibrium situations and there is little doubt at all that thermal noise effects must be present at sub-Kolmogorov scales, the detailed predictions of fluctuating hydrodynamics can be legitimately questioned in turbulent flows where they have not yet been measured. The possibility exists that the local equilibrium assumption underlying the fluctuation-dissipation relation could break down, as already noted by Betchov (see section II.D). This is especially true since extreme turbulent intermittency could threaten the validity of any hydrodynamic description at all, at least locally.

More than 60 years after the early experimental attempt of Betchov, it remains a grand challenge to develop techniques which can measure the coarse-grained fluid velocities in Eq. at the relevant length-scales $\ell < \eta$. All traditional fluid-velocity measurement techniques have well-known limitations in achieving such fine spatial resolution. Betchov himself in his study used a standard technique of hot-wire anemometry to measure turbulent velocity fields. He made special efforts to minimize the high-frequency noise in the wires in order to increase their resolution and sensitivity. Furthermore, he investigated a novel multi-jet configuration in a “porcupine” box designed to create a nearly isotropic flow of high turbulence intensity, avoiding the weak electrical signal due to low turbulence intensity in grid-turbulence. Despite these efforts, the thermal noise spectrum of the fluid velocity predicted by Betchov remained about four orders of magnitude below the sensitivity of his measurements. See his Fig.6, where the highest wavenumbers of his measured spectrum are also clearly contaminated by electrical noise in the wire. These limitations of hot-wire technology remain to the present day. Here we may note that a recent study of grid turbulence in the Modane wind tunnel by hot-wires has remarked concerning the measured energy spectra that “all of them appear to increase as functions of $k$ beyond a wave number $k_M$” and that “the value of $k_M$ depends on the spectra, but is found to be typically $k_M \sim 3$.” This behavior, of course, naively accords with our predictions. The authors explain these observations however “as a contamination by the small-scale response of the hot wires” and we have no reason to doubt this conclusion, but it underlines the essential limitations of the hot-wire technology.

Another popular set of methods to determine fluid velocity vectors are those under the rubric of “particle-image velocimetry” or PIV, which do so by measuring the displacements of small, neutrally-bouyant solid beads that seed the flow. A preprint has appeared which reports on such a measurement, directly motivated by our work. Although those simulations reached only $Re_\lambda = 143$, that suffices to test our prediction of an equipartition range appearing at the Kolmogorov scale and Gaussian velocity statistics rather than strong intermittency in the far-dissipation range. Both of these predictions were fully verified; see for details. This numerical confirmation gives strong a posteriori validation to our methodology of using the stochastic shell model as a surrogate for 3D FNS. Our predictions for effects of inertial-range intermittency cannot yet be corroborated, because 3D FNS cannot currently be solved numerically at the high Reynolds numbers required. Nevertheless, our work and that of set the stage for a clash of two competing physical theories.

Ultimately, of course, the matter must be resolved by experiment. While the predictions of fluctuating hydrodynamics have been verified in many globally far-from-equilibrium situations and there is little doubt at all that thermal noise effects must be present at sub-Kolmogorov scales, the detailed predictions of fluctuating hydrodynamics can be legitimately questioned in turbulent flows where they have not yet been measured. The possibility exists that the local equilibrium assumption underlying the fluctuation-dissipation relation could break down, as already noted by Betchov (see section II.D). This is especially true since extreme turbulent intermittency could threaten the validity of any hydrodynamic description at all, at least locally.

More than 60 years after the early experimental attempt of Betchov, it remains a grand challenge to develop techniques which can measure the coarse-grained fluid velocities in Eq. at the relevant length-scales $\ell < \eta$. All traditional fluid-velocity measurement techniques have well-known limitations in achieving such fine spatial resolution. Betchov himself in his study used a standard technique of hot-wire anemometry to measure turbulent velocity fields. He made special efforts to minimize the high-frequency noise in the wires in order to increase their resolution and sensitivity. Furthermore, he investigated a novel multi-jet configuration in a “porcupine” box designed to create a nearly isotropic flow of high turbulence intensity, avoiding the weak electrical signal due to low turbulence intensity in grid-turbulence. Despite these efforts, the thermal noise spectrum of the fluid velocity predicted by Betchov remained about four orders of magnitude below the sensitivity of his measurements. See his Fig.6, where the highest wavenumbers of his measured spectrum are also clearly contaminated by electrical noise in the wire. These limitations of hot-wire technology remain to the present day. Here we may note that a recent study of grid turbulence in the Modane wind tunnel by hot-wires has remarked concerning the measured energy spectra that “all of them appear to increase as functions of $k$ beyond a wave number $k_M$” and that “the value of $k_M$ depends on the spectra, but is found to be typically $k_M \sim 3$.” This behavior, of course, naively accords with our predictions. The authors explain these observations however “as a contamination by the small-scale response of the hot wires” and we have no reason to doubt this conclusion, but it underlines the essential limitations of the hot-wire technology.

Another popular set of methods to determine fluid velocity vectors are those under the rubric of “particle-image velocimetry” or PIV, which do so by measuring the displacements of small, neutrally-bouyant solid beads that seed the flow. A preprint has appeared which reports on such a measurement, directly motivated by our work. Although those simulations reached only $Re_\lambda = 143$, that suffices to test our prediction of an equipartition range appearing at the Kolmogorov scale and Gaussian velocity statistics rather than strong intermittency in the far-dissipation range. Both of these predictions were fully verified; see for details. This numerical confirmation gives strong a posteriori validation to our methodology of using the stochastic shell model as a surrogate for 3D FNS. Our predictions for effects of inertial-range intermittency cannot yet be corroborated, because 3D FNS cannot currently be solved numerically at the high Reynolds numbers required. Nevertheless, our work and that of set the stage for a clash of two competing physical theories.

Ultimately, of course, the matter must be resolved by experiment. While the predictions of fluctuating hydrodynamics have been verified in many globally far-from-equilibrium situations and there is little doubt at all that thermal noise effects must be present at sub-Kolmogorov scales, the detailed predictions of fluctuating hydrodynamics can be legitimately questioned in turbulent flows where they have not yet been measured. The possibility exists that the local equilibrium assumption underlying the fluctuation-dissipation relation could break down, as already noted by Betchov (see section II.D). This is especially true since extreme turbulent intermittency could threaten the validity of any hydrodynamic description at all, at least locally.
over individual molecules. The motion of such submerged beads is known to be sensitive to the local thermal fluctuations of the velocity, but the effects appear only in the long-time tails of the particle velocity auto-correlation [138]. Furthermore, while the instantaneous velocities of micron-scale Brownian particles have been successfully measured in quiescent flows when confined by optical traps [149–150], it will be very difficult to measure the velocity of even one such freely-advected particle, let alone many. The large number of particles that must seed the flow in PIV introduce “ghost particles” that must be disambiguated by sophisticated post-processing techniques that introduce additional numerical noise in the inferred velocities [151]. Another velocity measurement technique exploiting tracer particles is “laser doppler velocimetry” or LDV, which has achieved micron-scale spatial resolution in turbulent boundary layers [152], but similar difficulties of interpretation and sensitivity appear. The sub-Kolmogorov scales of turbulent fluid flows remain a vast terra incognita of experimental science.

It may be more reasonable to hope first for indirect evidence of the effects of thermal noise. There are, in fact, many physical processes in turbulent flows which are recognized to involve sub-Kolmogorov scales in a fundamental way but which in a stationary, laminar fluid are known to be strongly influenced by thermal noise. These include high Schmidt/Prandtl-number scalar mixing [153], droplet and bubble formation [154], chemical reactions (combustion) [156–157] and locomotion of micro-organisms [158], among others. Current theory and numerical modelling of all these processes in turbulent flows omit thermal noise completely, e.g. in the case of high Schmidt/Prandtl-number scalar mixing [159,161], dynamics of droplets and bubbles [162–164], chemical combustion [165,167], and locomotion in turbulent flows [158,159]. The possibility exists in all of these cases of interesting interplay between turbulence and thermal effects, which might yield clear experimental signatures. These problems are all ripe also for numerical investigation by fluctuating hydrodynamics, which should spur development of novel schemes which are more efficient at the high Reynolds numbers required.

C. Validity of a Hydrodynamic Description

A key question underlying the current intense interest in extreme events and smallest scales in a turbulent flow [116–119] is whether such near-singular events may lead to a breakdown in the hydrodynamic approximation. In our shell model simulation with parameters appropriate to the ABL, the most singular event that we observed in 300 large-eddy turnover times penetrated down to a length scale 8.4 μm, which is still 124 times greater than the mean-free path length of air. The 3D FNS model should remain valid for such a singular event in the atmosphere. However, we cannot rule out that even more extreme events will occur if much longer times are con-
tion. It is worth observing that the fluctuating hydrodynamic equations can be derived microscopically with non-uniform spatial grids \[27\] so that a global wavenumber cutoff \(\Lambda\) need not be imposed and instead local cutoff lengths can be adapted to the particular solution.

We may note that the strong subsonic flow condition, \(Ma \ll 1\), does set some upper limit on the Reynolds numbers that are achievable within an incompressible fluid approximation. In both nature and in the laboratory, \(Re = UL/\nu\) is generally made larger by increasing \(L\) and/or \(U = (\varepsilon L)^{1/3}\), so that achieving very high \(Re\) at fixed \(\varepsilon\) requires \(Ma \simeq 1\) or even \(\gg 1\), as in astrophysical turbulence environments such as the molecular gas of the interstellar medium. In such compressible fluid turbulence strong shock discontinuities develop with \(h = 0\) and a shock-width of order \(\ll \lambda_{mfp}\), so that the fluid approximation breaks down locally and a Boltzmann kinetic equation is required to describe the internal structure of the shock \[171, 173\]. For compressible fluid turbulence, the thermal effects will be described by the fluctuating hydrodynamics of the compressible Navier-Stokes equations \[13, 14, 24–26\] or for large-\(Ma\) flows with strong shocks, by the nonlinear fluctuating Boltzmann equation \[174\]. It should be noted that even in the latter case, a hydrodynamic description is still valid at length scales \(\ell \gg \lambda_{mfp}\), because at scales much larger than the shock width the dynamics is accurately described by a weak Euler solution with an idealized discontinuity \[173\]. As we shall discuss in our following paper, the general description of turbulent inertial ranges by suitable (weak) solutions of the Euler equations \[176, 178\] is unchanged by thermal noise effects in the dissipation range.

New physical theory and new mathematical analysis are however demanded by our results. Existing derivations of the nonlinear fluctuating hydrodynamic equations \[25, 27\] are based upon the projection-operator methods of Zwanzig-Mori \[179, 180\]. Although these methods are formally exact and have seen recent mathematical and computational development \[181, 182\], they have not been fully justified from the point of view of rigorous statistical mechanics. In fact, important questions exist regarding the ultimate limits of validity of the fluctuating hydrodynamic equations, since those equations often work quite well for micro- and nano-scale fluid systems without a clear separation of scales. This suggests that the existing rigorous framework of hydrodynamic scaling limits \[2, 183\] may be too restrictive. The resulting stochastic hydrodynamic equations present also some very challenging questions regarding their mathematical formulation. As the existing formal microscopic derivations \[25, 27\] make clear, the fluctuating hydrodynamics equations are not stochastic PDE’s because they contain an explicit UV cutoff \(\Lambda\). Current mathematical theory (e.g. \[22\]) suffices to show that such cut-off models specify a well-posed dynamics for each finite value of \(\Lambda\), but the fundamental issue remains to be addressed that physical predictions should be \(\Lambda\)-independent. The reflexive response might be to attempt to show that a well-defined SPDE exists in the limit \(\Lambda \to \infty\), with a suitable choice of “bare” parameters, so that finite-\(\Lambda\) models can be regarded as “approximations” to this idealized continuum limit. Based on our arguments in section \[II A\] this point of view seems rather unphysical. It seems to us that a more natural goal is to establish some exact “renormalization group invariance” of the finite-\(\Lambda\) effective field-theories which expresses invariance of their predictions to changes of UV cut-off \(\Lambda\) and of other arbitrary features of the models, such as the numerical discretization.

### D. Future Directions

In this paper we have focused on the dissipation range of fully-developed, homogeneous turbulence, but there should be influences of thermal noise also on other turbulent flows and processes. Several of these novel effects and new directions of research were suggested already by Betchov. For example, he argued that thermal noise could play an important role in triggering transition to turbulence \[54\], sections II.E-G, a possibility currently being actively explored \[184, 185\], and that thermal noise could generate unpredictability in fully developed turbulence \[54\], section II.H, anticipating modern ideas on spontaneous stochasticity \[101, 186\]. In \[55\], Betchov suggested information-theoretic approaches as a possible means to distinguish Gaussian thermal fluctuations from turbulent fluctuations, in line with recent research \[187, 188\]. Betchov recognized as well that thermal noise could play an important role in triggering transition to turbulence \[54\], sections II.E-G, a possibility currently being actively explored \[184, 185\], and that thermal noise could generate unpredictability in fully developed turbulence \[54\], section II.H, anticipating modern ideas on spontaneous stochasticity \[101, 186\]. Betchov suggested information-theoretic approaches as a possible means to distinguish Gaussian thermal fluctuations from turbulent fluctuations, in line with recent research \[187, 188\]. Betchov recognized as well that thermal noise could play an important role in triggering transition to turbulence \[54\], sections II.E-G, a possibility currently being actively explored \[184, 185\], and that thermal noise could generate unpredictability in fully developed turbulence \[54\], section II.H, anticipating modern ideas on spontaneous stochasticity \[101, 186\]. In \[55\], Betchov suggested information-theoretic approaches as a possible means to distinguish Gaussian thermal fluctuations from turbulent fluctuations, in line with recent research \[187, 188\]. Betchov recognized as well that thermal noise could play an important role in triggering transition to turbulence \[54\], sections II.E-G, a possibility currently being actively explored \[184, 185\], and that thermal noise could generate unpredictability in fully developed turbulence \[54\], section II.H, anticipating modern ideas on spontaneous stochasticity \[101, 186\].

In consequence of these many important directions of research, this paper which focuses on the dissipation range is just the first in a series to study the influence of thermal noise on turbulent flows. In \[125\] we shall discuss its more subtle effects on the turbulent inertial-range in the limit \(Re \gg 1\), in particular the role of thermal noise in triggering Eulerian spontaneous stochasticity \[101, 186\]. We plan to make also a parametric study of the Reynolds-number dependence of the dissipation-
range intermittency discussed in this work, in order to explore possible limitations to the hydrodynamic description of small-scale fluid turbulence. In a work in preparation [193], we study high Schmidt-number turbulent mixing and we show that the exponentially decaying scalar spectrum theoretically predicted for the viscous-diffusive range [195] and verified numerically by deterministic Navier-Stokes simulations [196, 197] is erased by thermal noise and replaced by a $k^{-2}$ power-law spectrum associated to giant concentration fluctuations [198, 199]. Similar effects should be present also in the high magnetic Prandtl-number kinematic dynamo. Because of the universality of the fluctuation-dissipation relation, thermal noise is inextricably linked to dissipation and the two effects must always appear together.
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Appendices

A. Proof of the Fluctuation-Dissipation Relations

We here derive the fluctuation-dissipation relation (1.3) for the compressible Navier-Stokes equation and the corresponding result for the noisy Sabra model (III.8). The former result is well-known [13, 14, 16, 17, 25, 26] but we give the proof here for completeness and, also, to stress the close parallels to the same result for the Sabra model. A good general reference is [200].

1. FDR for Navier-Stokes

We begin with the truncated fluctuating Navier-Stokes system (I.1) which can be written as a system of SDE’s for the Fourier modes

$$ \hat{u}_k = \int_\Omega d^3x e^{-ik\cdot x} u(x) \quad (A.1) $$

of the velocity field satisfying $|k| < \Lambda$. Because of the reality condition

$$ \hat{u}_k = \hat{u}_{-k} \quad (A.2) $$

not all of these modes are independent. We take the modes whose wavevector lies in the half-set

$$ K^+ = \left\{ k : \begin{array}{ll} k_x > 0, & \text{or} \\ k_y > 0, & \text{if } k_x = 0, \text{ or} \\ k_z > 0, & \text{if } k_x = k_y = 0 \end{array} \right\} \quad (A.3) $$

as the independent complex modes. The fluctuating Navier-Stokes equation can then be written as

$$ \partial_t \hat{u}_{k,m} + ik_n \left( \delta_{mp} - \frac{k_n p_{mn}}{k^2} \right) \sum_{p+q=k} \hat{u}_{p,n} \hat{u}_{q,p} + \nu k^2 \hat{u}_{k,m} = \hat{q}_{k,m} \quad (A.4) $$

for $k \in K^+$ with $|k| < \Lambda$, and where $\hat{q}_{k}$ is a suitable random force, further specified below, that represents the thermal noise. Here we note that the wavevectors $p, q$ which are summed over in the expression

$$ B_{k,m}(\hat{u}, \hat{u}^*) = -ik_n \left( \delta_{mp} - \frac{k_n p_{mn}}{k^2} \right) \sum_{p+q=k} \hat{u}_{p,n} \hat{u}_{q,p} \quad (A.5) $$

may lie in the complementary set $K^- = -K^+$ and in the case that $p \in K^-$, then $\hat{u}_p$ should be interpreted instead as $\hat{u}_{-p}^*$. There is a corresponding equation of motion for the complex-conjugate variables

$$ \partial_t \hat{q}_{k,m} = B^*_{k,m}(\hat{u}, \hat{u}^*) + \hat{q}_{k,m} \quad (A.6) $$

with $B^*_{k,m}(\hat{u}, \hat{u}^*) := B_{k,m}(\hat{u}, \hat{u}^*)^*$ when $k \in K^+$ and $|k| < \Lambda$. Finally, we note that the random force $\hat{q}_{k}(t)$ is Gaussian with mean zero and covariance

$$ \langle \hat{q}_{k,m}(t) \hat{q}^{*}_{k',n}(t') \rangle = \frac{2\nu \kappa B T}{\rho} \delta_{kk'} \delta(t-t') \left( k^2 \delta_{mn} - k_m k_n \right) \quad (A.7) $$

with $\hat{q}_{k} = \hat{q}_{-k}$ and $k \hat{q}_{k} = 0$. To see the equivalence with (1.3), we note $\nabla \cdot \hat{\pi}$ in (1.2) can be written as

$$ \nabla \cdot \hat{\pi} = \hat{\pi} + \nabla \hat{\pi} \quad (A.8) $$

with the random scalar field $\hat{\pi}$ chosen so that $\nabla \cdot \hat{\pi} = 0$, and in that case $\hat{\pi}$ can be absorbed into the pressure and $\hat{q}$ is Gaussian with covariance

$$ \langle \hat{q}_{n}(x,t) \hat{q}_{n}(x',t') \rangle = \frac{2\nu \kappa B T}{\rho} (-\Delta_x \delta_{mn} + \nabla_x.m \nabla_x,n) \delta^3(\mathbf{x} - \mathbf{x'}) \delta(t-t') \quad (A.9) $$

The Fourier coefficient $\hat{q}_k(t)$ of $\hat{q}(x,t)$ then satisfies (A.7).

We now wish to show that the noise covariance (A.7) is correctly chosen so that the Gibbs measure

$$ P_G[\hat{u}, \hat{u}^*] = \frac{1}{Z} \exp \left[ -\mathcal{E}/k_B T \right] \quad (A.10) $$

for kinetic energy

$$ \mathcal{E} = \int_\Omega d^3x \frac{\rho}{2} |u(x)|^2 = \frac{\rho}{2V} \sum_{|k|<\Lambda} |\hat{u}_k|^2 = \frac{\rho}{V} \sum_{k \in K^+,|k|<\Lambda} |\hat{u}_k|^2 \quad (A.11) $$

is invariant under the stochastic dynamics (A.4) with no large-scale forcing. The proof is based on the Fokker-Planck equation for the probability distribution $P[\hat{u}, \hat{u}^*]$.
of the Fourier modes. We employ the standard device of treating \( \dot{u}_k \) and its complex conjugate \( \dot{u}_k^\ast \) as independent variables in complex differential calculus (Wirtinger derivatives). The Fokker-Planck equation equivalent to the coupled Langevin equations (A.4) is easily checked to be

\[
\partial_t P = \sum_{k \in K^+} \left[ -\frac{\partial}{\partial \dot{u}_k} \cdot \left( V_k[\dot{u}, \dot{u}^\ast] P \right) - \frac{\partial}{\partial \dot{u}_k^\ast} \cdot \left( V_k[\dot{u}^\ast, \dot{u}] P \right) + \frac{2\nu k_B T}{\rho} V(k^2 \mathbf{I} - kk) : \frac{\partial^2}{\partial \dot{u}_k \partial \dot{u}_k^\ast} P \right] := \mathcal{L}^\ast P, \tag{A.12}
\]

where

\[
V_k[\dot{u}, \dot{u}^\ast] = B_k[\dot{u}, \dot{u}^\ast] - \nu k^2 \dot{u}_k
\tag{A.13}
\]

and \( V_k^\ast[\dot{u}, \dot{u}^\ast] := V_k[\dot{u}^\ast, \dot{u}]^\ast \) are the components of the drift velocity in the phase-space.

The proof further uses two fundamental properties of the truncated Euler dynamics: the Liouville theorem on conservation of phase-volume:

\[
\sum_{k \in K^+} \left( \frac{\partial}{\partial \dot{u}_k} B_k[\dot{u}, \dot{u}^\ast] + \frac{\partial}{\partial \dot{u}_k^\ast} B_k^\ast[\dot{u}, \dot{u}^\ast] \right) = 0 \tag{A.14}
\]

and the conservation of kinetic energy:

\[
\sum_{k \in K^+} \left( B_k[\dot{u}, \dot{u}^\ast] \cdot \frac{\partial \mathcal{E}}{\partial \dot{u}_k} + B_k^\ast[\dot{u}, \dot{u}^\ast] \cdot \frac{\partial \mathcal{E}}{\partial \dot{u}_k^\ast} \right) = 0. \tag{A.15}
\]

The Liouville theorem for truncated Euler has been well-known since the work of Lee \cite{Lee1950} and, in fact, follows easily from definition (A.5) by the observation that

\[
\frac{\partial}{\partial \dot{u}_k} B_k[\dot{u}, \dot{u}^\ast] = -2i k \cdot \mathbf{u}(0), \quad \frac{\partial}{\partial \dot{u}_k^\ast} B_k^\ast[\dot{u}, \dot{u}^\ast] = 2i k \cdot \mathbf{u}(0)
\tag{A.16}
\]

The conservation of kinetic energy (A.15) follows from the detailed conservation for wavevector triads first noted by Onsager \cite{Onsager1931}. The consequence of (A.14), (A.15) is that

\[
\sum_{k \in K^+} \left[ -\frac{\partial}{\partial \dot{u}_k} \cdot (B_k[\dot{u}, \dot{u}^\ast] P_G) - \frac{\partial}{\partial \dot{u}_k^\ast} \cdot (B_k^\ast[\dot{u}, \dot{u}^\ast] P_G) \right] = 0,
\tag{A.17}
\]

so that \( P_G[\dot{u}, \dot{u}^\ast] \) is an invariant measure for the truncated Euler system.

The full stationarity condition \( \partial_t P_G = 0 \) therefore simplifies to

\[
\sum_{k \in K^+} \nu k^2 \left[ \frac{\partial}{\partial \dot{u}_k^\ast} \cdot \left( \dot{u}_k P_G \right) + \frac{\partial}{\partial \dot{u}_k} \cdot \left( \dot{u}_k^\ast P_G \right) \right] = -\frac{2\nu k_B T}{\rho} V \sum_{k \in K^+} (k^2 \mathbf{I} - kk) : \frac{\partial^2}{\partial \dot{u}_k \partial \dot{u}_k^\ast} P_G
\tag{A.18}
\]

It is worth observing that this is exactly the stationarity condition for the Gibbs measure under the linear Ornstein-Uhlenbeck dynamics

\[
\partial_t \dot{u}_k = -\nu k^2 \dot{u}_k + \xi_k, \quad \partial_t \dot{u}_k^\ast = -\nu k^2 \dot{u}_k^\ast + \xi_k^\ast \tag{A.19}
\]

corresponding to the fluctuating Stokes equation. On the other hand, the elementary derivatives

\[
\frac{\partial P_G}{\partial \dot{u}_k} = -\frac{\rho \dot{u}_k}{V k_B T} P_G, \quad \frac{\partial P_G}{\partial \dot{u}_k^\ast} = -\frac{\rho \dot{u}_k^\ast}{V k_B T} P_G, \quad \frac{\partial^2 P_G}{\partial \dot{u}_k \partial \dot{u}_k^\ast} = \left[ \frac{\rho}{V k_B T} (I - kk) - \frac{\rho^2 \dot{u}_k \dot{u}_k^\ast}{(V k_B T)^2} \right] P_G
\tag{A.20}
\]

imply that both sides of (A.18) are indeed equal to the same quantity

\[
\sum_{k \in K^+} \nu k^2 \left( 4 - \frac{2\rho |\dot{u}_k|^2}{V k_B T} \right) P_G.
\tag{A.21}
\]

Thus, \( P_G \) is an invariant measure, as claimed. Because of the non-degeneracy of the noise and the boundedness of the drift, this is in fact the unique invariant measure.

It is furthermore easy to show by the same arguments that the backward Fokker-Planck operator

\[
\mathcal{L} F = \sum_{k \in K^+} \left[ V_k[\dot{u}, \dot{u}^\ast] \cdot \frac{\partial F}{\partial \dot{u}_k} + V_k^\ast[\dot{u}, \dot{u}^\ast] \cdot \frac{\partial F}{\partial \dot{u}_k^\ast} + \frac{2\nu k_B T}{\rho} V(k^2 \mathbf{I} - kk) : \frac{\partial^2 F}{\partial \dot{u}_k \partial \dot{u}_k^\ast} \right]
\tag{A.22}
\]

for any real functions \( F[\dot{u}, \dot{u}^\ast] \), \( G[\dot{u}, \dot{u}^\ast] \) satisfies the following adjoint property with respect to the equilibrium Gibbs measure \( P_G \):

\[
\int \mathcal{L} F \cdot P_G d\dot{u} \cdot d\dot{u}^\ast = \int (\tilde{\mathcal{L}} G) F \cdot P_G d\dot{u} \cdot d\dot{u}^\ast \tag{A.23}
\]

where \( \dot{u} \cdot d\dot{u}^\ast = \prod_{k \in K^+} d\dot{u}_k \cdot d\dot{u}_k^\ast \) and where

\[
\tilde{\mathcal{L}} F = \sum_{k \in K^+} \left[ \tilde{V}_k[\dot{u}, \dot{u}^\ast] \cdot \frac{\partial F}{\partial \dot{u}_k} + \tilde{V}_k^\ast[\dot{u}, \dot{u}^\ast] \cdot \frac{\partial F}{\partial \dot{u}_k^\ast} + \frac{2\nu k_B T}{\rho} V(k^2 \mathbf{I} - kk) : \frac{\partial^2 F}{\partial \dot{u}_k \partial \dot{u}_k^\ast} \right]
\tag{A.24}
\]

with

\[
\tilde{V}_k[\dot{u}, \dot{u}^\ast] = -B_k[\dot{u}, \dot{u}^\ast] - \nu k^2 \dot{u}_k
\tag{A.25}
\]

is the time-reversal \( \tilde{\mathcal{L}} \) of the operator \( \mathcal{L} \) under \( \mathbf{u} \to -\mathbf{u} \). The adjoint property (A.23) is equivalent to the detailed balance condition

\[
P[\mathbf{u}, t|\mathbf{u}_0, 0] P_G[\mathbf{u}_0] = P[-\mathbf{u}_0, t| -\mathbf{u}, 0] P_G[-\mathbf{u}]
\tag{A.26}
\]
for the transition probability densities of the nonlinear diffusion (A.12). Thus, the fluctuating Navier-Stokes dynamics is time-reversible in thermal equilibrium.

Finally, we derive for the Gibbs distribution \( P_G \) the spectrum of the mean energy per unit mass

\[
E = \frac{\langle \mathcal{E} \rangle}{\rho V} = \frac{1}{2 V^2} \sum_{|k| < \Lambda} |\langle \hat{u}_k \rangle|^2 \quad (A.27)
\]

which is conventionally considered for turbulence of an incompressible fluid. The variance of the Gaussian measure is given by

\[
|\langle \hat{u}_k \rangle|^2 = \frac{2 V k_B T}{\rho}, \quad (A.28)
\]

which expresses energy equipartition, taking into account the two “spin” degrees of freedom for the solenoidal Fourier modes. Then taking the infinite-volume limit

\[
\frac{1}{V} \sum_k \to \frac{1}{(2\pi)^3} \int d^3k \quad \text{for } V \to \infty \quad (A.29)
\]

and we see that \( E = \int_0^\Lambda dk \, E(k) \) with

\[
E(k) = \frac{k_B T}{\rho} \frac{4\pi k^2}{(2\pi)^3}. \quad (A.30)
\]

This is the \( k^2 \) equipartition spectrum first derived by Lee [62] and Hopf [64] for truncated Euler dynamics.

2. FDR for Sabra Model

Corresponding results for the Sabra shell model are obtained by identical arguments. The Fokker-Planck equation for the probability distribution \( P[u, u^*] \) of the vector \( u = (u_0, u_1, ..., u_N) \) of shell-variables is easily derived from the coupled Langevin equations (III.8) as:

\[
\partial_t P = \sum_{n=0}^N \left[ -\frac{\partial}{\partial u_n} \left( V_n[u, u^*] P \right) - \frac{\partial}{\partial u_n^*} \left( V_n^*[u, u^*] P \right) + \frac{4\nu k_B T}{\varrho} k_n^2 \frac{\partial^2}{\partial u_n \partial u_n^*} P \right] = \mathcal{L}^s P, \quad (A.31)
\]

where (now writing \( B_n[u] \) as \( B_n[u, u^*] \))

\[
V_n[u, u^*] = B_n[u, u^*] - \nu k_n^2 u_n \quad (A.32)
\]

and \( V_n^*[u, u^*] = V_n[u, u^*]^* \). The inviscid Sabra model dynamics also satisfies a Liouville theorem

\[
\sum_{n=0}^N \left( \frac{\partial}{\partial u_n} B_n[u, u^*] + \frac{\partial}{\partial u_n^*} B_n^*[u, u^*] \right) = 0, \quad (A.33)
\]

which is direct by inspection of eq. (III.2), and conserves kinetic energy:

\[
\sum_{n=0}^N \left( B_n[u, u^*] \frac{\partial \mathcal{E}}{\partial u_n} + B_n^*[u, u^*] \frac{\partial \mathcal{E}}{\partial u_n^*} \right) = 0 \quad (A.34)
\]

Consequently, the stationarity condition \( \partial_t P_G = 0 \) for the measure \( P_G[u, u^*] \) defined in (III.10) simplifies to

\[
\sum_{n=0}^N \nu k_n^2 \left[ \frac{\partial}{\partial u_n} \left( u_n P_G \right) + \frac{\partial}{\partial u_n^*} \left( u_n^* P_G \right) \right] = - \left( \frac{4\nu k_B T}{\varrho} \right) \sum_{n=0}^N k_n^2 \frac{\partial^2}{\partial u_n \partial u_n^*} P_G \quad (A.35)
\]

On the other hand, the elementary derivatives

\[
\frac{\partial P_G}{\partial u_n} = - \frac{\varrho u_n}{2 k_B T} P_G, \quad \frac{\partial P_G}{\partial u_n^*} = - \frac{\varrho u_n^*}{2 k_B T} P_G, \quad \frac{\partial^2 P_G}{\partial u_n \partial u_n^*} = - \left( \frac{\varrho^2 |u_n|^2}{(2 k_B T)^2} \right) P_G \quad (A.36)
\]

imply that both sides of (A.35) are equal to the same quantity

\[
\sum_{n=0}^N \nu k_n^2 \left( 2 - \frac{|u_n|^2}{k_B T} \right) P_G. \quad (A.37)
\]

Thus, the Gibbs distribution \( P_G \) is the unique invariant measure of the noisy Sabra model dynamics (III.8) when the external driving force is set to zero, \( f_n = 0 \). Furthermore, the analogue of the adjoint property (A.23) for fluctuating Navier-Stokes holds also for the noisy shell model, so that the dynamics is time-reversible under the transformation \( u_n \to -u_n \) in thermal equilibrium.

B. DERIVATION OF THE SLAVED TAYLOR-ITO SCHEME

For completeness we sketch here the derivation of the Taylor-Itô scheme from [103] for our noisy Sabra model (III.8), written as

\[
du_n = a_n dt + b_n dW_n \quad (B.1)
\]

with

\[
a_n = B_n[u] - \nu k_n^2 u_n + f_n, \quad b_n = \left( \frac{2 k_B T}{\varrho} \right)^{1/2} k_n \quad (B.2)
\]

Explicit integration of the linear viscous term gives

\[
u_n(t_{k+1}) = e^{-\nu k_n^2 \Delta t} [u_n(t_k) + \int_{t_k}^{t_{k+1}} c_n(t, u(t)) dt] + \int_{t_k}^{t_{k+1}} d_n(t) dW_n(t) \quad (B.3)
\]

with

\[
c_n(t, u(t)) = e^{\nu k_n^2 (t - t_k)} \langle B_n[u(t)] + f_n(t) \rangle \quad (B.4)
\]

and

\[
d_n(t) = e^{\nu k_n^2 (t - t_k)} b_n. \quad (B.5)\]
Taylor-expanding $d_n(t)$ as

\[ d_n(t) = e^{\nu k_n^2 (t-t_k)} b_n = [1 + \nu k_n^2 (t-t_k) + O((t-t_k)^2)] b_n \]  

(B.6)

and then substituting into the time-integral yields

\[
\int_{t_k}^{t_{k+1}} d_n(t) \, dW_n(t) \\
= b_n \Delta W_n(t_k) + \nu k_n^2 b_n \int_{t_k}^{t_{k+1}} (t-t_k) \, dW(t) + O((\Delta t)^{5/2}) \\
= b_n \Delta W_n(t_k) + \nu k_n^2 b_n (\Delta t \Delta W_n(t_k) - \Delta Z_n(t_k)) \\
\quad + O((\Delta t)^{5/2}) 
\]  

(B.7)

by an integration by parts.

To similarly expand $c_n(t, u(t))$ we must use the Itô formula

\[
c_n(t, u(t)) = c_n(t_k, u(t_k)) + \int_{t_k}^{t} ds \left( \partial_s + L \right) c_n(s, u(s)) \\
+ \sum_m \int_{t_k}^{t} ds \left[ b_m dW_m(s) \partial c_n \partial u_m + b_m dW_n(s) \partial c_n \partial u_n \right] \\
+ b_n dW_n^*(s) \partial c_n \partial u_n(s, u(t_k)) + R
\]  

(B.8)

where $L$ is the forward Kolmogorov operator

\[
L = \sum_m \left( a_m \frac{\partial}{\partial u_m} + a_m^* \frac{\partial}{\partial u_m^*} + 2b_n \frac{\partial^2}{\partial u_m \partial u_n} \right).
\]  

(B.9)

This implies that

\[
\int_{t_k}^{t_{k+1}} dt \ c_n(t, u(t)) \, dt = c_n(t_k, u(t_k)) \Delta t \\
+ \int_{t_k}^{t_{k+1}} \int_{t_k}^{t} ds \ (\partial_s + L) c_n(s, u(s)) \\
+ \sum_m \int_{t_k}^{t} dt \int_{t_k}^{t} ds \ b_m \left[ dW_m(s) \partial c_n \partial u_m + dW_n(s) \partial c_n \partial u_n \right] \\
+ b_n \left[ (1 + \nu k_n^2 \Delta t) \Delta W_n(t_k) - \Delta Z_n(t_k) \right] + R
\]  

(B.10)

Substitution of the Itô formulæ for $(\partial_s + L)c_n(s, u(s))$ and $\partial c_n \partial u_m(s, u(s))$ then gives the Itô-Taylor series approximation to the desired order

\[
\int_{t_k}^{t_{k+1}} dt \ c_n(t, u(t)) \, dt = c_n(t_k, u(t_k)) \Delta t \\
+ \int_{t_k}^{t_{k+1}} \int_{t_k}^{t} ds \ (\partial_s + L) c_n(t_k, u(t_k)) \\
+ \sum_m \int_{t_k}^{t} dt \int_{t_k}^{t} ds \ b_m \left[ dW_m(s) \partial c_n \partial u_m(t_k, u(t_k)) + dW_n(s) \partial c_n \partial u_n(t_k, u(t_k)) \right] \\
+ b_n \left[ (1 + \nu k_n^2 \Delta t) \Delta W_n(t_k) - \Delta Z_n(t_k) \right] + R
\]  

(B.11)

where $R$ is a stochastic remainder term. Straightforward calculations using (B.4) then give

\[
\int_{t_k}^{t_{k+1}} dt \ c_n(t, u(t)) = \Delta t [B_n(t_k, u(t_k)) + f_n(t_k)] \\
+ \frac{1}{2} (\Delta t)^2 \left( \nu k_n^2 \left[ B_n(t_k, u(t_k)) + f_n(t_k) \right] + \dot{f}_n(t_k) \right) \\
+ \frac{1}{2} (\Delta t)^2 \sum_m \left[ a_m \partial B_n \partial u_m(t_k, u(t_k)) + a_m^* \partial B_n \partial u_m(t_k, u(t_k)) \right] \\
+ 2b_m^2 \partial^2 B_n \partial u_m \partial u_m(t_k, u(t_k)) \\
+ b_n \left[ (1 + \nu k_n^2 \Delta t) \Delta W_n(t_k) - \Delta Z_n(t_k) \right] + R
\]  

(B.12)

Putting it all together gives the integration scheme

\[
u u_n(t_{k+1}) = e^{-\nu k_n^2 \Delta t} \left\{ U_n(t_k) + \Delta t [B_n(t_k, u(t_k)) + f_n(t_k)] \\
+ \frac{1}{2} (\Delta t)^2 \left( \nu k_n^2 \left[ B_n(t_k, u(t_k)) + f_n(t_k) \right] + \dot{f}_n(t_k) \right) \\
+ \frac{1}{2} (\Delta t)^2 \sum_m \left[ a_m \partial B_n \partial u_m(t_k, u(t_k)) + a_m^* \partial B_n \partial u_m(t_k, u(t_k)) \right] \\
+ 2b_m^2 \partial^2 B_n \partial u_m \partial u_m(t_k, u(t_k)) \\
+ b_n \left[ (1 + \nu k_n^2 \Delta t) \Delta W_n(t_k) - \Delta Z_n(t_k) \right] \right\} + R
\]  

(B.13)

This result may be compared with equation (6.1) of [103]. For the Sabra shell model, the only non-vanishing first-derivatives are

\[
\frac{\partial B_n}{\partial u_{n-2}} = \frac{1}{2} i k_{n-1} u_{n-1}, \quad \frac{\partial B_n}{\partial u_{n+2}} = i k_{n+1} u_{n+1}^* \\
\frac{\partial B_n}{\partial u_{n-1}} = \frac{1}{2} i k_{n-1} u_{n-2}, \quad \frac{\partial B_n}{\partial u_{n+1}} = -i k_{n+1} u_{n-1}^* \\
\frac{\partial B_n^*}{\partial u_{n-1}} = -\frac{1}{2} i k_{n} u_{n+1}, \quad \frac{\partial B_n^*}{\partial u_{n+1}} = i k_{n+1} u_{n+2}
\]  

(B.14)

while for all $m$

\[
\frac{\partial^2 B_n}{\partial u_m \partial u_m^*} = 0.
\]  

(B.15)

Substituting these results into (B.13) yields our numerical scheme (III.18) for the noisy Sabra model.
C. CONVERGENCE OF STEADY-STATE AVERAGES

Convergence of steady-state averages for our numerical study required a sufficiently large averaging time $T$ and proper resolution of the dynamics required a sufficiently large truncation wavenumber $N$ and sufficiently small time-step $\Delta t$. Here we describe the tests we have made that our choices of those parameters were sufficient.

In the section III.3 we already addressed at length the convergence of transition probabilities with respect to the high-wavenumber shell truncation $N$. Such convergence of transition probabilities implies convergence of the averages with respect to truncation wavenumber. The time-step was chosen as $\Delta t = 10^{-5}$ so as to be smaller than the viscous time $t_{\text{visc}} = 1/\nu k_{\text{m}}^2$ for the highest shell number $N$. Setting the external forcing to zero, $f_n = 0$ for all shells $n$, guarantees the gaussian Gibbs distribution for the external forcing and we checked that the time-step $\Delta t = 10^{-5}$ sufficed to reproduce that distribution to excellent accuracy for all shells, whereas reducing the step size to $\Delta t = 1 \times 10^{-4} \sim 3 \times 10^{-4}$ introduced errors for $n$ near $N$. In the forced simulation with $f_n$ chosen as in III.10, it was likewise found that the same same choice $\Delta t = 10^{-5}$ sufficed to produce Gaussian thermal equilibrium very accurately at the highest two shells (see Fig. 3) and further produced accurately the known stretched-exponential decay in the deterministic model run (see insets in Fig. 3). These consistency checks confirmed that our time-step $\Delta t = 10^{-5}$ was sufficiently small.

The total averaging time $T$ was taken to be 300 large eddy turnover times, based on convergence tests of the statistical averages presented in section IV. Dividing the total time into ten subintervals of times $T/10$ and calculating averages separately over each led to negligible changes, which suggested that we had acceptable convergence for $-0.9 < p < 6$. This was confirmed by the good agreement of our scaling exponents with the very accurate values obtained in [56], as shown in Fig. 10. Our work was not focused on high-precision of inertial-range scaling exponents, so that this was acceptable accuracy for our purposes. Crucially, the profound differences that we observed in the dissipation range between the statistics of the deterministic Sabra model III.1 and of the noisy Sabra model III.8 lie very far outside all error bars on the numerical calculations.
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