IDENTITY-GUIDED FACE GENERATION WITH MULTI-MODAL CONTOUR CONDITIONS
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ABSTRACT

Recent face generation methods have tried to synthesize faces based on the given contour condition, like a low-resolution image or sketch. However, the problem of identity ambiguity remains unsolved, which usually occurs when the contour is too vague to provide reliable identity information (e.g., when its resolution is extremely low). Thus feasible solutions of image restoration could be infinite. In this work, we propose a novel framework that takes the contour and an extra image specifying the identity as the inputs, where the contour can be of various modalities, including the low-resolution image, sketch, and semantic label map. Concretely, we propose a novel dual-encoder architecture, in which an identity encoder extracts the identity-related feature, accompanied by a main encoder to obtain the rough contour information and further fuse all the information together. The encoder output is iteratively fed into a pre-trained StyleGAN generator until getting a satisfying result. To the best of our knowledge, this is the first work that achieves identity-guided face generation conditioned on multi-modal contour images. Moreover, our method can produce photo-realistic results with 1024×1024 resolution.

Index Terms— Identity-guided face synthesis, image-to-image translation, generative adversarial network.

1. INTRODUCTION

In face synthesis and restoration tasks, identity (ID) ambiguity is a significant but unsolved problem. It usually happens when the input condition image is too vague to provide reliable identity information. For instance, given an audio [1, 2, 3] or an extremely low-resolution (LR) face image [4, 5], feasible solutions of image restoration could be infinite as the identity is too ambiguous to restore. This task especially fits the situation with requirements of synthesizing identity-specific rather than identity-agnostic faces, such as tracking known criminals. Previous methods [4, 5] utilize a pretrained GAN to generate human faces based on low-resolution images. However, they did not fix the identity ambiguity problem and cannot generate faces with specified identities.

In this paper, we propose a generic framework to generate a realistic face based on the identity face and contour, which could be of various modalities such as the low-resolution face, sketch, or mask (as in Fig. 1). We propose to use an identity encoder to obtain the multi-level identity-related feature and perform spatial-aware feature modulation to fuse the information and produce the desired latent codes. To enlarge the capacity of latent space and preserve more spatial information, we encode the constant input of StyleGAN synthesis network as the input latent code. With the \(L_2\), LPIPS, identity, and \(W\)-normalization losses, our model can be trained in a fully unsupervised manner and produces realistic and reasonable results with a resolution up to 1024×1024. A concurrent work [6] tries to migrate the attributes instead of the identity of the given high-resolution face. Due to the usage of the pretrained GAN rather than the traditional encoder-decoder framework, our model can produce realistic 1024×1024 results while their resolution is limited to 256×256. Moreover, our method can utilize images of various modalities, such as the sketch and segmentation mask, while theirs can only handle low-resolution images. The main contributions of this paper are as follows:
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Fig. 2. The framework of our proposed method. The Identity-Guided Dual Encoder extracts identity information from an identity image and other information from a contour condition that can be of various modalities. The identity features are then injected into Information Fusion Blocks (IFBlocks), consisting of several Information Fusion Bottlenecks (IFBottlenecks), to fuse with contour information by Identity-Guided Feature Modulation (IFM) layers. The obtained input latent and style latent codes are then fed into corresponding layers of a pretrained StyleGAN to generate the desired results in an iterative manner.

- We present a novel dual-encoder framework that is capable of generating $1024 \times 1024$ realistic face images with desirable identity and low-resolution contour, which is a non-trivial task.
- To preserve the identity information, we propose to make spatial-aware feature modulation on multi-level identity-related features. Experiments reveal our model performs better than the state-of-the-art GAN inversion methods on the LR-conditioned task.
- The proposed identity-guided method can also handle inputs of other modalities such as the sketch and mask, which proves the generalization ability of our approach.

2. PROPOSED METHOD

2.1. Preliminaries

StyleGAN [7] is a state-of-the-art unconditional image synthesis network, which includes a mapping network and a synthesis network. The former maps a randomly sampled noise to a style latent code of 512 dimensions while the latter produces satisfying images with this latent code and a constant input by Adaptive Instance Normalization layers. To deal with conditional synthesis tasks, recent methods [5, 8, 9, 10, 11, 12] use a technique called GAN inversion [13]. GAN inversion is to map an image into the latent space of a pretrained GAN model for a desired latent code, which can be faithfully reconstructed afterwards. We can then edit the given image by embedding additional information or discovering certain directions in the latent space. Based on how the latent code is discovered, GAN inversion is categorized as optimization-based [8], learning-based [5], or their combination [9]. We refer readers to [13] for a comprehensive survey.

2.2. Overview

In the proposed task, the input includes a condition image $x_c$ and an identity image $x_{id}$. The input condition image (referred as contour conditions) can be of arbitrary modalities, such as the extremely low-resolution face, sketch, or semantic label, to provide the contour information. Our goal is to synthesize a realistic face image whose identity and contour should be consistent with given identity image and contour condition. Since we introduce a pretrained StyleGAN as the generator, the key problem becomes how to get an optimal latent code consistent with both the identity and the contour. To this end, we propose an Identity-Guided Dual Encoder for Face Generation, abbreviated as IDE. As described in Fig. 2, our IDE contains two encoders: the identity encoder and the main encoder. IDE produces a $18 \times 512 W^+$ style latent code and an extra $4 \times 4 \times 512$ input latent code with spatial information. With the input latent code serving as the initialization and the style latent code serving as the modulation parameters of different layers, the pretrained StyleGAN generator can generate a satisfactory image after several iterations.

2.3. Identity-Guided Dual Encoder

To deal with the identity ambiguity problem, we propose an Identity-Guided Dual Encoder, including an identity encoder and a main encoder. The Resnet-based [14] identity encoder $E_{id}$ extracts the multi-level identity-related feature of the identity image. This process can be formulated as $\{F_{id}^i\}_{i=1}^{N} = E_{id}(x_{id})$, where $x_{id}$ and $F_{id}^i$ respectively represent the input identity image and the corresponding identity-related feature map extracted from the $i$-th block of the identity encoder. The main encoder takes the contour condition and the intermediate result as inputs, which is fed
back from the last iteration by the StyleGAN generator. It contains a simple preprocessing convolutional head and \( N \) (the same number as in the identity encoder) Information Fusion Blocks (IFBlocks). Each IFBlock consists of several Information Fusion Bottlenecks (IFBottlenecks). IFBlocks extract the contour information from the contour condition and receive multi-level identity information from the corresponding blocks in the identity encoder. IFBottlenecks fuse the identity features with contour information of each level by Identity-Guided Feature Modulation (IFM) Layers. In each IFM Layer, two Fully Convolutional Networks (FCNs) [15] are first adopted to convert the identity feature to modulation parameters, namely the weight tensor \( \gamma \) and the bias tensor \( \beta \):

\[
\gamma^{i,j} = FCN^i_\gamma(F^{id}_{c,y,x}),
\beta^{i,j} = FCN^i_\beta(F^{id}_{c,y,x}),
\]

where \( i \) and \( j \) denote the IFBlock index and the IFBottleneck index of the block, respectively. Then the affine transformation is performed on the input feature map of \( H^{i,j} \) with the weight and bias tensor to obtain the fused feature map activation of the next IFBottleneck \( H^{i,j+1} \):

\[
H^{i,j+1}_{c,y,x} = \gamma^{i,j}_{c,y,x} \times H^{i,j}_{c,y,x} + \beta^{i,j}_{c,y,x}.
\]

To preserve the spatial information, \( \gamma \) and \( \beta \) are tensors instead of vectors as in [16] and \((c, y, x)\) indicates the site.

To enlarge capacity of latent space and preserve spatial information, the last block of the main encoder predicts not only a classic \( 18 \times 512 \) \( W^+ \) style latent code [8] but a \( 4 \times 4 \times 512 \) input latent code [17]. By contrast with the classic constant input, which is a fixed tensor, the input latent code preserves more case-specific and spatial characteristics. Once the latents are obtained, the pretrained StyleGAN generator can output the desired face with them as described in Section 2.2.

### 2.4. Loss Functions

This section describes the utilized loss functions in detail. To preserve the low-frequency information of the contour image, we adopt pixel-wise \( L_2 \) and LPIPS [18] perceptual loss functions between the synthesized result \( G(\text{IDE}(x_c, x_{id})) \) and the real face image \( x_c \) corresponding to the contour condition \( x_c \), which can be formulated as:

\[
L_2 = ||x_c - G(\text{IDE}(x_c, x_{id}))||_2,
L_{\text{per}} = ||P(x_c) - P(G(\text{IDE}(x_c, x_{id})))||_2,
\]

where IDE(·) and \( G(\cdot) \) respectively denote our proposed dual encoder and the pretrained StyleGAN generator, and \( P(\cdot) \) denotes the perceptual feature extractor.

To preserve the original personal identity, we optimize the identity loss by calculating the cosine similarity between the identity feature of the output and identity images:

\[
L_{\text{id}} = 1 - \frac{z_{id} \cdot z_{gen}}{||z_{id}|| ||z_{gen}||},
\]

where \( z_{id} \) and \( z_{gen} \) respectively denote the basis feature of the identity image and generated image obtained by ArcFace recognition model [19].

We also find normalization of the latent codes plays a significant role in generating realistic faces. Specifically, we encourage the generating style latent vectors to be closer to the average latent vector to produce more reliable \( W^+ \) latent codes. The \( W \) normalization loss is formulated as:

\[
L_w = ||w - \bar{w}||_2,
\]

where \( w \) denotes the output \( W^+ \) style latent code of our encoder and \( \bar{w} \) denotes the average latent code obtained by random sampling. Our full objective function is defined as:

\[
L = \lambda_1 L_2 + \lambda_2 L_{\text{per}} + \lambda_3 L_{\text{id}} + \lambda_4 L_w,
\]

where \( \lambda_1, \lambda_2, \lambda_3, \) and \( \lambda_4 \) are loss weights.

### 3. EXPERIMENTS

#### 3.1. Implementation Details

**Datasets.** We use CelebA-HQ [20] for training and evaluation, which contains 30,000 face images of \( 1024 \times 1024 \) resolution. For the multi-modal inputs, LR images are obtained by resizing the faces to \( 32 \times 32 \) with bicubic downsampling. Semantic labels and sketches are from [21] and [22], respectively. For each contour condition (LR image, label or sketch), we randomly sample 10 identity images to obtain the contour-identity pairs. The original CelebA-HQ testing dataset contains 2,842 images. Thus the identity-guided testing dataset includes 28,420 contour-identity pairs.

**Training Setting.** Weighting factors in Equation (6) are set as \( \lambda_1 = 0.1, \lambda_2 = 1, \lambda_3 = 0.5, \) and \( \lambda_4 = 0.003 \). Following the prior works [5, 23], all the input image resolution is \( 256 \times 256 \), and the \( 1024 \times 1024 \) output image is resized to \( 256 \times 256 \) before calculating loss functions. We adopt the
Adam optimizer [24] with a constant learning rate of $10^{-4}$. The batch size is set to 8. Since our method is the first high-fidelity identity-guided image translation task, we make some changes to pSp [5] and PULSE [4] for fair comparisons. For pSp, we concatenate the identity face and the contour as the input of the encoder and add the identity loss mentioned in Section 2.4. For PULSE, we add the identity loss in the learning objective and rearrange the loss weights.

### 3.2. Qualitative Results

We qualitatively compare our method with two state-of-the-art GAN inversion based face synthesis methods pSp [4] and PULSE [5]. As shown in Fig. 3, our method successfully generates faces with identity and contour preserved. To some extent, both pSp and PULSE fail to preserve the original identity and contour of input images, especially in eyes and light effects. For realism, our model performs better in hair synthesis and PULSE often produces noise and artifacts even though it has lower FID. Fig. 4 shows more results for inputs of various modalities like the LR image, sketch or mask. As shown, our model can also produce results according to the contour condition while preserving the identity information.

### 3.3. Quantitative Results

As aforementioned, our method aims to combine the contour and the identity to synthesize a realistic high-resolution face. We adopt LPIPS [18] and FID [25] to evaluate image quality and diversity while using identity similarity (IDSIM) to evaluate identity similarity. LPIPS is calculated between the real high-resolution face image corresponding to the contour condition (e.g., the original HR image of the LR image) and the synthesized image to evaluate the fidelity. FID is adopted to evaluate realism and naturalism by calculating the distribution distance between the 28,240 testing output images and the 30,000 images from CelebA-HQ full dataset. The identity similarity is calculated between the input identity face and the output face using a pretrained ArcFace [19] model.

Table 1 demonstrates the comparison between our method and three GAN inversion based face synthesis methods pSp [5], ReStyle [23] and PULSE [4] based on LR contours. ↑ indicates the higher value of metric is better while ↓ means the opposite. PULSE performs well in terms of LPIPS and FID but often fails to preserve the identity information probably because of its highly entangled $Z$ latent space. Since it is optimization-based, it is also much more time-consuming compared with learning-based methods. Our method beats pSp in all three aspects thanks to the proposed dual-encoder architecture and the expanded latent space.

### 3.4. Ablation Study

We present ablation studies based on the LR contours to reveal the necessity of each model component. Note that we choose ReStyle as our baseline rather than pSp as its encoder architecture is simpler and easier to modify. The ‘baseline’ term in Table 2 is our baseline that concatenates all three images as inputs and produces the $W^+$ latent code with a single ReStyle encoder. ‘+IFBlock’ indicates an extra identity encoder is added to the baseline to extract feature-related information and IFBlock is adopted to fuse information by applying spatial-aware feature modulation. We can conclude IFBlock effectively preserves the identity and improve the image quality. ‘+Input Latent’ indicates that the input latent code, rather than the constant input, is fed to StyleGAN generator. The expanded latent space improves the synthesized image quality due to the enlarged spatial capacity. The last row shows results of additionally loading parameters of a pre-trained face recognition model to the identity encoder, which helps extract the identity-related feature more accurately.

### 4. CONCLUSION AND DISCUSSION

In this work, we address the identity ambiguity problem in face synthesis and restoration. We propose an identity-guided dual encoder that extracts identity features from an identity image and injects them into contour information from a multi-modal condition to acquire a desired latent code. Our model can produce $1024 \times 1024$ realistic faces that have the desirable contour and identity with no optimization required.

**Ethical Consideration.** We strongly oppose the abuse of our method in violating privacy and security, considering its superior synthesis performance. On the contrary, we hope it can be used to improve the existing fake detection systems.
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