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Abstract

We present the characteristics of the damped Lyα (DLA) systems found in data release DR16 of the extended Baryon Oscillation Spectroscopic Survey of the Sloan Digital Sky Survey. The DLAs were identified using the convolutional neural network of Parks et al. (2018). A total of 117,458 absorber candidates were found with $2 < z_{DLA} < 5.5$ and $19.7 < \log(N(H_i)/\text{cm}^{-2}) < 22$, including 57,136 DLA candidates with $\log(N(H_i)/\text{cm}^{-2}) > 20.3$. Mock quasar spectra were used to estimate the DLA detection efficiency and the purity of the resulting catalog. Restricting the quasar sample to bright forests, i.e., those with mean forest fluxes $F > 2 \times 10^{-19}$ W m$^{-2}$ nm$^{-1}$, the efficiency and purity are greater than 90% for DLAs with column densities in the range $20.1 < \log(N(H_i)/\text{cm}^{-2}) < 22$.

Unified Astronomy Thesaurus concepts: Intergalactic medium (813); Quasar absorption line spectroscopy (1317); Catalogs (205)

1. Introduction

Damped Lyα (DLA) absorption systems are neutral hydrogen column densities, $N(H_i) > 2 \times 10^{20}$ atoms cm$^{-2}$, producing broad damping wings in the optical spectra of bright background objects such as quasars (Wolfe et al. 1986).

Such systems are at high enough densities to be self-shielded against ionizing radiation (Vladilo et al. 2001; Cen 2012; Fumagalli et al. 2014), and they are connected to dark matter halos over a large range of masses, from dwarf galaxies to clusters of galaxies (Prochaska & Wolfe 1997; Haehnelt et al. 1998; Pontzen et al. 2008). Observations show that DLAs are the dominant reservoir of neutral hydrogen in the redshift range $0 < z < 5$ and contain 2% of all baryons in the universe (Gardner et al. 1997; Wolfe et al. 2005; Prochaska & Wolfe 2009; Noterdaeme et al. 2012). As such, DLAs are key to understanding galaxy formation and evolution since they are thought to be the reservoir of atomic gas for stellar formation in galaxies. They are thus an important probe of physical conditions in the interstellar medium at high redshifts (Petitjean et al. 2000; Fumagalli et al. 2013; Bird et al. 2014; Ota et al. 2014; Fumagalli et al. 2016; Rudie et al. 2017). However, DLAs are also contaminants in the measurements of the Lyα forest flux probability distribution function (Lee et al. 2015), its 3D autocorrelation function (Slosar et al. 2011; Bautista et al. 2017; du Mas des Bourboux et al. 2020), or its 1D power spectrum (McDonald et al. 2006; Palanque-Delabrouille et al. 2013; Chabanier et al. 2019). Since DLAs form at high density peaks, they cluster more strongly than diffuse Lyα clouds (Font-Ribera & Miralda-Escudé 2012), thus biasing astrophysical and cosmological parameters if not well accounted for. Therefore, their detection along with the measurements of their physical properties, absorption redshift, and column densities are important in such studies.

With hundreds of thousands detected quasar spectra, the large statistical power of the Sloan Digital Sky Survey (SDSS; York et al. 2000) has fostered the compilation of DLA catalogs (Noterdaeme et al. 2009; Prochaska & Wolfe 2009; Zhu & Ménard 2013; Garnett et al. 2017; Parks et al. 2018; Ho et al. 2020). Given the tremendous number of spectra to analyze, it has also played a critical role in the development of automated detection algorithms over visual inspection, e.g., using Voigt-profile fitting (Prochaska et al. 2005; Noterdaeme et al. 2009, 2012) or machine-learning techniques, such as convolutional neural networks (CNN; Parks et al. 2018), Gaussian processes (Garnett et al. 2017), or random forest classifiers (Fumagalli et al. 2020).

The final SDSS-IV quasar catalog from Data Release 16 (DR16) of the extended Baron Oscillation Spectroscopic
Survey (eBOSS; Dawson et al. 2016; Ahumada et al. 2020), which we will refer to as DR16Q, is the largest quasar spectra sample to date with 920,110 observations of 750,414 quasars (Lyke et al. 2020). In the DR16Q, we used the CNN algorithm from Parks et al. (2018) to include DLA quasar identification for very confident DLAs with \( \log(N(H_I)/\text{cm}^{-2}) \geq 20.3 \) only. Here we present the full sample of absorbing systems detected with the CNN in DR16Q, which includes less confident DLAs and Lyman-limit systems (LLS) with \( \log(N(H_I)/\text{cm}^{-2}) \) as low as 19.7. The choice of the CNN from Parks et al. (2018) is motivated by the design of the algorithm constructed specifically for low redshift and low signal-to-noise BOSS/eBOSS quasar spectra.

The paper is organized as follows. Section 2 presents the quasar spectra sample, which is scanned for high-column-density absorbing systems. Section 3 introduces the automated algorithm and the CNN architecture from Parks et al. (2018) that we use to detect strong absorbers. We perform efficiency and purity validation of the algorithm with synthetic spectra and a study of biases of DLA parameters, \( \log(N(H_I)/\text{cm}^{-2}) \) and \( S_{DLA} \) in Section 4. Finally, we present the full absorber sample in Section 5 and compare it with existing catalogs. We present concluding remarks in Section 6.

2. Quasar Spectra Sample DR16Q

In this work, we use data measured with BOSS and eBOSS (Dawson et al. 2016) of the SDSS-III and SDSS-IV (Gunn et al. 2006; Smee et al. 2013; Blanton et al. 2017) surveys, respectively. We focus on the Ly\( \alpha \) forest regions from the 750,414 quasar spectra available in DR16Q (Lyke et al. 2020), which contains all SDSS spectroscopically observed quasars. The selection of quasars for the BOSS and eBOSS surveys is described in Ross et al. (2012) and Myers et al. (2015).

We search for DLAs in the 263,201 spectra with \( 2 \leq Z_{PCA} \leq 6 \), the redshift range over which spectra contain enough pixels to identify DLAs. We use the quasar redshift estimator, \( Z_{PCA} \), generated by principal component analysis (PCA), using the REDVSBLE algorithm.\(^{14}\) The DR16Q catalog is constructed from the SPALL-V5_13_0 (spAll) file containing all SDSS-III/IV observations treated by the version V5_13_0 of the SDSS spectroscopic pipeline.\(^{15}\) If multiple observations are available for one object in the spAll file, we use the stacked spectrum of all good observations as input to the DLA finder. We identify bad spectra using the ZWARNING parameter. If ZWARNING is SKY, LITTLE COVERAGE, UNPLUGGED, BAD TARGET, or NODATA, we do not use the associated observation in the stack.

Figure 1 shows the redshift distribution of the forest pixels, with a mean of \( z = 2.4 \). Figure 2 shows the flux and signal-to-noise ratio (S/N) averaged over the forest, with a mean flux of \( 2.87 \times 10^{-19} \text{ W m}^{-2} \text{ nm}^{-1} \) \( (= 2.87 \times 10^{-17} \text{ erg s}^{-1} \text{ cm}^{-2} \text{ Å}^{-1}) \) and a mean S/N of 2.90.

We will see in Section 4.2 that the efficiency for finding DLAs is poor for forests with low S/N corresponding generally to forests with low fluxes. Figure 2 therefore also shows the S/N for a “bright sample” of forests with mean forest flux \( \overline{f_{\alpha}} > 2 \times 10^{-19} \text{ W m}^{-2} \text{ nm}^{-1} \). Also shown is the S/N as a function of \( \overline{f_{\alpha}} \) for three redshift ranges. We see that for a given redshift, there is tight correlation between S/N and forest flux. This reflects the relatively uniform sky coverage of SDSS. For reference, forests in the bright sample generally have S/N greater than 2.

\(^{14}\) https://github.com/londumais/redsvblue

\(^{15}\) https://data.sdss.org/datamodel/files/BOSS_SPECTRO_REDUX/RUN2D/spAll.html
3. DLA Detection Method

We identified DLAs with the algorithm described in Parks et al. (2018), which is based on a multitask learning CNN. We refer the reader to Parks et al. (2018) for a complete description of the detection algorithm, only recalling here the major steps. The CNN architecture and its training aim at constructing an algorithm that works at low redshifts, in noisy regions, and without any input from the user other than raw spectral data. The algorithm therefore does not need quasar continuum or DLA Voigt profile modeling, and it ignores flux errors estimated by the SDSS pipeline. Finally, the model does not include broad absorption lines (BALs), compromising DLA detection. Therefore, we reject lines of sight that the DR16Q pipeline indicates as affected by BALs.

The neural network model uses a standard 2D CNN architecture with four layers. It relies on the Adam (Adaptive Moment Estimation) algorithm to search for the optimal parameters (Kingma & Ba 2014) and is implemented using Google’s deep learning framework TensorFlow. It analyzes 1748 pixel long sight lines of $\Delta \lambda \approx 1$ Å in 1748 inference steps with 400 pixel long sliding windows in the 900 Å $\leq \lambda \leq 1346$ Å region in order to improve detection of multiple DLAs per sight line. The 400 pixel size is in part imposed by the SDSS resolution. The model produces three outputs for each sliding window: (1) classification of the segment as containing a DLA or not, (2) the DLA absorption redshift $z_{\text{DLA}}$, i.e., the pixel center localization, and (3) the HI column density, $NH_{\text{DLA}}$, if a DLA is visible. In the case of a detected DLA in a sight line, the authors also define a nonstatistical measure of confidence, the confidence parameter over the range (0, 1). It is based on how robustly the DLA is localized over the different predictions of the sliding window.

The training sample was constructed using 4113 SDSS sight lines, with quasar redshift $z_{\text{qso}} > 2.3$ and S/N > 5, identified as DLA-free from the analysis of Prochaska & Wolfe (2009). The authors generated 200,000 sight lines from the DLA-free sample by inserting DLAs and super LLS (SLLS) with logarithmic column density $19.5 \leq \log(N(HI)/cm^{-2}) \leq 22.5$ using Voigt profile modeling.

Finally, the algorithm was validated using one catalog with synthetic DLA in real DLA-free spectra and one catalog constituted of visually inspected spectra containing DLAs (Prochaska & Wolfe 2009). The authors found a systematic bias of order $\sim 0.1$ in the predicted $\log(N(HI)/cm^{-2})$ at both low and high ends. They fit this bias with a third degree polynomial (see Figure 9 of Parks et al. 2018) and used this result to correct for the bias in the final automated algorithm.

4. Analysis of DLAs in Mock Spectra

Given that S/N and quasar redshift distributions of the training and validation samples do not exactly match those of the DR16 data, we used synthetic spectra to perform purity and efficiency validation of the algorithm along with an investigation of systematics on the inferred $z_{\text{DLA}}$ and $N(HI)$. The synthetic spectra, hereafter “mocks”, were produced for the eBOSS Ly$\alpha$ data analysis (du Mas des Bourboux et al. 2020). In Section 4.1, we briefly describe the construction of mock spectra, and we present our estimates of efficiency and purity in

\[ \text{https://www.tensorflow.org/} \]

\[ \text{https://github.com/pyigm/pyigm} \]
in Section 4.2 only focus on the 2.0–3.5 range even if the data catalog presents higher absorbing redshifts HCD systems (see Section 5).

As a last step, the quasar spectra are produced by multiplying the transmitted flux fraction by a quasar continuum and adding instrumental noise (A. Gonzales-Morales et al., in preparation). For each HCD system in the catalog, we multiplied the corresponding quasar spectrum by the Voigt profile for the HCD system column density.

Figure 4 shows the mean flux and mean S/N for mock pixels in the Lyα forest. We see that the mock distribution agree qualitatively with the data shown in Figure 2. The data do, however, contain more forests with very low flux and very high flux.

### 4.2. Efficiency and Purity

The red curves in Figure 3 show the distributions of redshift and of \( \log(N(H)/\text{cm}^{-2}) \) of the 132,226 DLAs found by the CNN. The differences between the blue and red curves are due to many factors affecting the efficiency and purity, as described in the following paragraphs. The most important effect is the insertion of \( \log(N(H)/\text{cm}^{-2}) < 19.5 \) HCD systems into the mocks resulting in a low global efficiency, as seen on the left plot of Figure 3. Also important is the low purity of the found DLAs at \( \log(N(H)/\text{cm}^{-2}) \approx 20 \) (Figure 6) resulting in the excess of found DLAs near \( \log(N(H)/\text{cm}^{-2}) \approx 20 \) (right plot of Figure 3). The low purity is due to the the CNN classifying noise fluctuations as DLAs and to assigning \( \log(N(H)/\text{cm}^{-2}) > 19.5 \) to HCD systems with \( \log(N(H)/\text{cm}^{-2}) < 19.5 \).

The efficiency for DLA detection and the purity of the detected sample were studied by using the mock spectra where the catalog of detected DLAs can be compared with the catalog of generated HCD systems. We define the efficiency as

\[
\text{efficiency} = \frac{N_{TP}}{N_{TP} + N_{FP}} \tag{1}
\]

and the purity as

\[
\text{purity} = \frac{N_{TP}}{N_{TP} + N_{FN}}. \tag{2}
\]

where \( N_{TP} \), \( N_{FP} \), and \( N_{FN} \) are the true positive, false positive, and true negative detected HCD systems, respectively.

Both the efficiency and purity are functions of the characteristics of the forest (S/N and forest mean flux) and of the DLA (redshift and column density). They also depend on the criterion used to define detected DLAs, i.e., the requirements placed on the confidence parameter and on the required agreement between generated and found \( z_{DLA} \) and \( N(H) \).

The criteria for detection and matching are arbitrary to a certain extent. The most important matching criterion concerns the redshift difference between generated and detected DLAs. Figure 5 shows this difference versus the mean forest flux, \( \bar{f}_I \), for best-matched DLAs, where the match only requires that the mock and found DLAs are on the same sight line. Here, we adopt a matching criterion requiring that the detected and generated redshifts differ at most by \( \Delta z < 0.02 \) (about 25 Å). This redshift-matching cut accepts most detected DLAs for \( \bar{f}_I > 2 \times 10^{-19} \text{ W m}^{-2} \text{ nm}^{-1} \). However, the redshift resolution degrades substantially for lower \( \bar{f}_I \). With the above criterion, the DLA finder recovers 62,847 absorbing systems with \( z_{DLA} > 2 \) and \( \log(N(H)/\text{cm}^{-2}) > 19 \) (69% of the absorbing systems put in mocks). Among them 86% (70%) have confidence parameters \( >0.5 \) (\( >0.9 \)). Changing the redshift-matching criterion to \( \Delta z < 0.01 \) reduces only slightly the number of recovered DLAs from 63,847 to 61,131.

For the adopted matching criterion, \( \Delta z_{DLA} < 0.02 \), the efficiency and purity as functions of \( z_{DLA} \) and \( N(H) \) are shown in Figure 6 on the left and right panels, respectively. Figures 7, 8, and 9 show the same measurements but for bright (\( \bar{f}_I > 2 \times 10^{-19} \text{ W m}^{-2} \text{ nm}^{-1} \)) forests, faint (\( \bar{f}_I > 2 \times 10^{-19} \text{ W m}^{-2} \text{ nm}^{-1} \)) forests, and confident absorbers (confidence \( >0.9 \)), respectively. Note that we use the HCD system characteristics as returned by the finder to compute the purity and the ones from the mock input for the efficiency, which explains why the right panel does not have data for \( \log(N(H)/\text{cm}^{-2}) < 19.65 \) but the left one does.

For the bright sample, Figure 7 shows that high efficiency (\( >0.9 \)) and purity (\( >0.9 \)) are obtained for column densities in the range \( 20.2 < \log(N(H)/\text{cm}^{-2}) < 22.0 \) and redshifts \( z_{DLA} > 2.2 \). For the faint sample, high efficiency and purity are found only for \( \log(N(H)/\text{cm}^{-2}) > 21.0 \) and \( z_{DLA} > 2.2 \).

For the efficiency, there is almost no dependence on \( z_{DLA} \). It is degraded for \( z_{DLA} < 2.2 \) but performs quite equally for higher redshifts. The bad performances at low absorbing
redshifts occur in the blue and noisy end of the spectra (see the $S/N$ distribution as a function of the quasar redshift in the bottom panel of Figure 2). Indeed, false negatives have a mean forest flux 25% lower than the average. By comparing Figures 6, 7, and 8 we easily deduce that faint forests are driving the bad performances. Also, because the spectra are small in size at low redshifts, i.e., have a low number of pixels, it is harder for the CNN to detect features and to make accurate predictions. The efficiency drops below 0.2 for the low end of $N(H_i)$, for which the CNN has not been specifically designed and trained and for which instrumental noise and resolution make detection difficult. The finder detects HCD systems with log($N(H_i)/cm^{-2}$) as low as 19 but, as we will see in the next section, overestimates this parameter. This explains the excess of the detected log($N(H_i)/cm^{-2}$) near the detection threshold compared to the mock distribution on the left panel of Figure 3. The efficiency also decreases for high $N(H_i)$ where the DLA covers a substantial fraction of the forest. While we observe a trend for a decrease toward the high end of $N(H_i)$, synthetic spectra have a total of 806 HCD systems with log($N(H_i)/cm^{-2}$) > 21.5. While this makes our results statistically significant for high $N(H_i)$ on average, results can be very noisy when sampled into $z_{DLA}$ bins.

Over the 104 missed DLAs with log($N(H_i)/cm^{-2}$) > 21.5 and $z_{DLA}$ > 2.2, 19 are detected by the finder but rejected by the redshift-matching cut criterion ($0.02 < \Delta z < 0.04$) because of low mean forest flux ($\overline{f}_\lambda < 2$). Four have an absorbing redshift extremely close to the Ly$\alpha$ emission line such that the CNN found a $z_{DLA} > z_{QSO}$, and 15 are part of two overlapping DLAs with $\Delta z_{DLA} < 0.03$ detected as one DLA with a higher $N(H_i)$ (as was noted in Parks et al. (2018), the CNN struggles at identifying overlapping DLAs). The 66 remaining DLAs have particularly low mean forest fluxes with an average of $\sim 0.3 \times 10^{-19}$ W m$^{-2}$ nm$^{-1}$. When considering bright forests only, with $\overline{f}_\lambda > 2 \times 10^{-19}$ W m$^{-2}$ nm$^{-1}$, the efficiency is always $>0.9$ for 20 < log($N(H_i)/cm^{-2}$). The results are noisy for log($N(H_i)/cm^{-2}$) > 21.5, especially for high-redshift bins, but the efficiency is close to one on average for log($N(H_i)/cm^{-2}$) > 21.5 DLAs.

The purity is $>0.5$ for $z_{DLA} < 3.2$ and $20.3 < \log(N(H_i)/cm^{-2}) < 21.5$, and $>0.9$ for $z_{DLA} < 3.2$ and $20.8 < \log(N(H_i)/cm^{-2}) < 21.5$.

Our matching criterion does not use the confidence parameter, and using it could increase the purity at the cost...
of decreasing efficiency. Figure 10 shows the distribution of the confidence parameter for all found HCD systems, true positives and false positives. False positives are all HCD systems found by the CNN but that have not been matched to an HCD systems input (same sight line with $\Delta z_{\text{DLA}} < 0.02$). Only 18% (44%) of false positives are confident HCD systems with confidence parameters of $>0.9$ ($>0.5$). Taking only HCD systems with confidence parameters of $>0.9$ results in the purity always being $>0.9$ for log($N(H_i)/\text{cm}^{-2}) > 20.3$. As stated in Parks et al. (2018), the confidence parameter is nonstatistical measure based on how tightly the model predicted the location of the DLA over the sliding (redshift) window (see their Section 5.1.3). Figure 10 shows that, as expected, false positives have a lower mean value of confidence than true positives. However, even false positives exhibit a peak at confidence $\approx 1$. This shows that a significant fraction of false positives yield stable values of $z_{\text{DLA}}$. Because of the peak at confidence $\approx 1$ for false positives, requiring confidence of $>0.9$ to increase purity is not very efficient. A better procedure would be to use the mock data to set a confidence cut that depends on log($N(H_i)/\text{cm}^{-2}$), $z_{\text{DLA}}$, and the mean flux or S/N in a way that best fits the purity–efficiency requirements of the user.

The net decrease in the purity toward low log($N(H_i)/\text{cm}^{-2}$) seen in the right panel of Figure 6 occurs because it gets more and more difficult for the CNN to distinguish between real but relatively small absorptions and noise. Indeed, when considering bright forests only (see right panel of Figure 7), with $\tilde{T}_\lambda > 2 \times 10^{-19}$ $\text{W} \text{m}^{-2} \text{nm}^{-1}$, the purity is always $>0.9$ for $20.1 < \log(N(H_i)/\text{cm}^{-2})$. We observe a decrease in purity at high redshifts for both bright and faint samples (see Figures 6, 7, 8) because the mean flux decreases for high-redshift quasars, making it harder for the CNN to distinguish between Ly$\alpha$ absorptions and DLAs.

To summarize, the main parameter for maximal efficiency and purity of the absorber catalog is the mean flux of the forest. Taking $\tilde{T}_\lambda > 2$ ensures that the efficiency and purity are $>0.9$ for log($N(H_i)/\text{cm}^{-2}) > 20.1$. However, degrades the size of the sample. If taking all bright and faint forests, the efficiency is $>0.9$ for $z_{\text{DLA}} > 2.2$ and $20 < \log(N(H_i)/\text{cm}^{-2}) < 21.5$, the purity is $>0.9$ for $z_{\text{DLA}} < 3.2$ and $20.5 < \log(N(H_i)/\text{cm}^{-2}) < 21.5$, and the confidence is $>0.9$.

### 4.3. Parameter Estimation

The CNN cannot be expected to give an unbiased estimate of log($N(H_i)/\text{cm}^{-2}$) because the DLA sample was selected by the CNN. The mocks contain a large number of low-column-density HCD systems (Figure 3) and some, through noise, may appear as detectable DLAs with log($N(H_i)/\text{cm}^{-2}$) $> 20$. As such, we expect the estimated log($N(H_i)/\text{cm}^{-2}$) to be on average greater than the true log($N(H_i)/\text{cm}^{-2}$). This expectation is confirmed by Figure 11, which compares the values of $N(H_i)$ returned by the finder with the input value from the mocks.

We investigate the dependence of this systematic bias on the confidence parameter in Figure 12 showing the difference between input and CNN values of log($N(H_i)/\text{cm}^{-2}$) for four ranges of CNN values of log($N(H_i)/\text{cm}^{-2}$). First, as already shown in Figure 11, the bias is worse for low log($N(H_i)/\text{cm}^{-2}$) as the mean increases toward 0 with increasing log($N(H_i)/\text{cm}^{-2}$). More importantly, the confidence parameter is a good indicator of biased $N(H_i)$ as the blue curves always tend toward more negative values than the red curves. The $\Delta \log(N(H_i)/\text{cm}^{-2})$ tail of nonconfident HCD systems is particularly long on the top left panel. This is because even if these low-$N(H_i)$ candidates are matched to input HCD systems, we are close to the $N(H_i)$ detection threshold, so that many detected HCD systems are in fact noise fluctuations close to a low-$N(H_i)$ HCD system. As such, the confidence parameter is also very useful for increasing the purity in the low-$N(H_i)$ regime.

To provide a more unbiased estimate of log($N(H_i)/\text{cm}^{-2}$), we developed a DLA fitter and applied it to the 25,696 DLA candidates in the rest-frame range $1040 \lambda < \lambda_{\text{RF}} < 1216 \lambda$. Figure 11 shows the difference between the input $N(H_i)$ and Voigt profile fitted $N(H_i)$, which are more accurate that the CNN ones.

### 5. The DR16 DLA Catalog

We applied the automated algorithm to the 263,201 DR16 quasar spectra sample described in Section 2. A total of
176,807 HCD systems were found with $z_{\text{QSO}} > z_{\text{DLA}}$ and $z_{\text{DLA}} \geq 2$ in 112,155 sight lines. These numbers are reduced to 117,458 absorbers in 78,018 sight lines when we reject BAL quasars with $\text{BAL\_PROB} > 0$; among them, 39,067 ($33\%$) are classified as confident with confidence $> 0.9$. Figure 13 shows the $z_{\text{DLA}}$ and $\log(N(H_\text{I})/\text{cm}^{-2})$ distributions for the 20,375 bright forests and the remaining 97,083 faint forests of the 117,458 total sample. The sample was further reduced to 57,136 absorbers with $\log(N(H_\text{I})/\text{cm}^{-2}) < 20.3$ in 20,016 sight lines, yielding a purity of $\sim 0.3$ given that the number of DLAs per los is roughly $< 1$ (Noterdaeme et al. 2012; Bird et al. 2014). Only considering bright forests raises the purity to $> 0.9$ for DLAs with $\log(N(H_\text{I})/\text{cm}^{-2}) > 20.3$ since the CNN found 6996 such absorbers in 6293 lines of sight.

The DLA sample we presented in DR16Q (Lyke et al. 2020) only includes DLAs with $\log(N(H_\text{I})/\text{cm}^{-2}) > 20.3$ and confidence $> 0.9$, and we did not reject BAL quasars. As presented in Section 4.2, the confidence cut highly degrades the efficiency toward high- and low-$N(H_\text{I})$ absorbing redshifts. The DLA sample presented here is consequently more complete and less pure. As discussed in Section 4.2, users of this catalog can construct their own selection criteria, depending on their specific needs.

We compared our sample of 117,458 absorbers with two other catalogs based on BOSS and eBOSS data. The first is the 12,081 absorber sample of Noterdaeme et al. (2012), hereafter N12, based on the DR9 SDSS data release that uses the Voigt profile fitting procedure. The second, based on DR16 SDSS data, was provided by Ho et al. (2021), hereafter H21, that extends the Gaussian processes method presented in Garnett et al. (2017). We reject BAL quasars with $\text{BAL\_PROB} > 0$ and consider only DLA with a high probability, $p_{\text{DLA}} > 0.9$. With these criteria, their sample contains a total of 25,160 absorbers.

Given that the efficiency and purity of the catalogs are functions of cuts on S/N, mean forest flux, and the DLA parameters $\log(N(H_\text{I})/\text{cm}^{-2})$ and $z_{\text{DLA}}$, we do not expect perfect overlap between the catalogs. This fact is illustrated in Figure 14 for N12. As for the mock study in Section 4.2, DLAs are matched if they are in the same sight line and have absorbing redshifts such that $\Delta z_{\text{DLA}} < 0.02$. The figure shows their distribution of $\log(N(H_\text{I})/\text{cm}^{-2})$ for candidate DLAs that are found and not found in our catalog. The distribution is shown for the “statistical” and “nonstatistical” samples of N12.
The statistical sample consists of confident DLA candidates with sufficiently high S/N to be used in N12 to measure the log$(N(H_\text{I})/\text{cm}^{-2})$ distribution and the cosmological mass density of neutral gas. We see that the overlap is very good for the statistical sample with log$(N(H_\text{I})/\text{cm}^{-2}) > 20.2$. On the other hand, the overlap for the nonstatistical sample is good only for log$(N(H_\text{I})/\text{cm}^{-2}) > 20.6$.

Figure 15 shows the same distribution for the catalog of H21 where a similar behavior is seen.

Figures 16 and 17 compare the values of log$(N(H_\text{I})/\text{cm}^{-2})$ from N12 and H21 with our values as determined by the CNN and by our fitter. The displayed samples are restricted to absorbers in the Ly$\alpha$ forest in order to have values of log$(N(H_\text{I})/\text{cm}^{-2})$ for the fitter as well, i.e., 3070 for N12 and 11,438 for H21. However, the trend of the difference with log$(N(H_\text{I})/\text{cm}^{-2})$ as predicted by the CNN (the blue curves) is similar when using the full sample of matched DLS for both N12 and H21. For both N12 and H21, the bias with the CNN is log$(N_{HI})$-dependent. The CNN values are typically slightly greater than N12 and H21 for log$(N(H_\text{I})/\text{cm}^{-2}) \leq 20.5$ and slightly lower for log$(N(H_\text{I})/\text{cm}^{-2}) > 20.5$, whereas the bias with our fitter is almost flat, $\sim 0.12$ larger when compared to N12 and $\sim 0.05$ larger when compared to H21.

H21 correctly pointed out that the DLA catalog from DR16Q (Lyke et al. 2020) does not include some obvious absorbers (see for instance Figure 19 of H21). This is due to the extremely conservative cuts on confidence $> 0.9$ and log$(N(H_\text{I})/\text{cm}^{-2}) > 20.3$ in the previously published DR16Q catalog. We visually inspected 24 of such spectra identified by H21 and found that the majority of those absorbers are actually detected by the CNN. We also note that a few of them are in BAL sight lines so they are actually removed from our final 117,458 absorber catalog.

We make the catalog available as a FITS file. There is a line for each detected absorber with $z_{\text{QSO}}>z_{\text{DLA}}$ and $z_{\text{DLA}}>2$ in the sight line with BAL_PROB = 0. Each of the 117,458 line contains the following information:

---

18 They can be found at http://tiny.cc/overlapping_dlas.
19 https://drive.google.com/drive/folders/1UaFHwSNPqkxtzscbR5mWRI5B9UR9KHvA?usp=sharing
1. THING_ID: the SDSS identifier as found in DR16Q
2. Z_QSO: the quasar redshift of the sight line using the Z_PCA estimator of DR16Q
3. PLATE: SDSS spectroscopic plate of the sight line as found in DR16Q
4. MJD: SDSS modified Julian date of observation of the sight line as found in DR16Q
5. FIBERID: SDSS spectroscopic fiber identification of the sight line as found in DR16Q
6. RA: Right ascension of the sight line as found in DR16Q, in degrees
7. DECL.: decl. of the sight line as found in DR16Q, in degrees
8. SNR: mean S/N of the sight line
9. MEAN_FLUX: mean forest flux in $10^{-19}$ W m$^{-2}$ nm$^{-1}$.
   The efficiency and purity of sight lines with MEAN_FLUX $>2 \times 10^{-19}$ W m$^{-2}$ nm$^{-1}$ are greater than 90% for absorbers with $20.1 \leq \log(N(H_\text{I})/\text{cm}^2) \leq 22$.
10. $Z_{\text{CNN}}$: absorber redshift as found by the CNN
11. NHI_CNN: logarithm of the absorber column density as found by the CNN
12. CONF_CNN: confidence parameter of the CNN over the range (0,1). Absorbers with confidence >0.5 are considered as highly confident absorbers.
13. NHI_FIT: logarithm of the absorber column density as found by the Voigt profile fitter for absorbers in the rest-frame range 1040 Å $< \lambda_{\text{RF}} < 1216$ Å. This parameter is set to -1 for absorbers that do not meet the criteria or if the fitter could not converge on one value.

6. Conclusions

We presented here the production of the strong-absorber catalog in the 263,201 Ly$\alpha$ quasar spectra of the final SDSS-IV quasar catalog from DR16 (Lyke et al. 2020). We used the CNN pipeline from Parks et al. (2018) to identify absorbers and estimate their properties, $z_{\text{DLA}}$ and $N(H_\text{I})$. This choice was motivated by the fact that the algorithm has been constructed for low redshift and low S/N BOSS/eBOSS quasar spectra.

We performed efficiency and purity studies of the algorithm with synthetic spectra (T. Etourneau et al. 2022, in preparation) for the eBOSS Ly$\alpha$ data analysis (du Mas des Bourboux et al. 2020) that reproduce the characteristics of the data sample, in terms of the redshift and S/N distribution. The comparison between finder outputs and mock inputs showed that the algorithm performs well for confident DLAs with $2.2 \leq z_{\text{DLA}} \leq 3.5$, $20.5 \leq \log(N(H_\text{I})/\text{cm}^2) \leq 21.5$ and confidence parameter $>0.9$ with both purity and efficiency $>0.9$ (Figure 9). Taking only the sample of bright forests with $\frac{\lambda}{\Delta} > 2 \times 10^{-19}$ W m$^{-2}$ nm$^{-1}$ (and no cut in the confidence parameter) increases the efficiency and purity to $>0.9$ values for a wider parameter range, for absorbers with $\log(N(H_\text{I})/\text{cm}^2) \geq 20.1$ (Figure 7).

We found a bias for $N(H_\text{I})$ toward the lowest end because the finder detects absorbers with $\log(N(H_\text{I})/\text{cm}^2)$ as low as 19 but overestimates this parameter just above the threshold it has been trained with. To alleviate this issue, we fit detected strong absorptions in the rest-frame range 1040 Å $< \lambda_{\text{RF}} < 1216$ Å with Voigt profiles, which returns more accurate value of $N(H_\text{I})$ than the CNN (Figure 11). The algorithm detect 117,458 strong absorbers with $\log(N(H_\text{I})/\text{cm}^2) > 19.7$ and 57,136 DLAs with $\log(N(H_\text{I})/\text{cm}^2) > 20.3$, which is the largest DLA sample to date. We provided the complete results of the finder for absorbers with $z_{\text{QSO}} > z_{\text{DLA}}$, $z_{\text{DLA}} > 2$ and in sight lines without BALs detected in the DR16Q such that BAL_PROB $=0$. We also provided $N(H_\text{I})$ information on the Voigt profile fitting for confident absorbers in the rest-frame range 1040 Å $< \lambda_{\text{RF}} < 1216$ Å. We compared our results to previously published catalogs from N12 and Ho et al. (2020) showing consistent findings but the CNN still appears to miss very-high-column-density absorbers, with $\log(N(H_\text{I})/\text{cm}^{-2}) > 22$, as noted by H21.

This comprehensive analysis will enable users of this catalog to construct their own selection criteria matching the needs of their study. In addition, it highlights the regimes where DLA finders need to be improved, in particular the low-S/N regime.
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