String percolation threshold for elliptically bounded systems
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Abstract

It has been shown that a hot and dense deconfined nuclear matter state produced in ultra-relativistic heavy-ion collisions, can be quantitatively described by the String Percolation phenomenological model. The model address the phase transition in terms of the two-dimensional continuum percolation theory over strings, which are schematic representations of the fundamental interactions among the partons of the colliding nuclei in the initial state. In this work, we present an extension of the critical string density results including the eccentricity dependence on the initial state geometry focus on small string number with different density profile, small deviations from the different profile densities are found. The percolation threshold shows consistency with the thermodynamic limit for the uniform density profile with a large number of strings in the case of circular boundary system. A significant dependence on the eccentricity for a small number of strings compared to high occupancy systems is exhibited, the implications may become relevant in hadron-hadron or hadron-nucleus collision systems.
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1. Introduction

It has been six decades from the introduction of the percolation problem in statistical physics [1], which has derived in several applications to a wide number of problems in statistical physics with relevance to many fields [2], going from the description of the formation of galactic structures [3, 4] to the study of the most fundamental components of the nuclear matter [5, 6, 7].

Generally, the percolation theory is closely associated with the study of phase transitions and transport phenomena [1, 8, 9, 10]. In this context, the transport phenomena occur if a spanning cluster emerges for a given density of objects in such case, the process it says that percolate (or crossovers the system) [9, 11, 12]. The determination of the critical density of objects, namely percolation threshold in a given system (conditions needed to percolate) is one of the goals of the subject [12, 13].

The percolation probability $P$ is commonly defined as the fraction of occupied/connected sites belonging to the spanning cluster [9, 11]. In the infinite size limit, a second order phase transition is shown around the percolation threshold. The order parameter $P$ follows the power law $P \propto (p - p_c)^\beta$, for the occupied/connected probability ($p$) larger or equal to the percolation threshold ($p_c$) with $\beta$ being the critical exponent. In particular $\beta = 5/36$ in two-dimensions [9, 12, 14, 15].

In the following manuscript we will use the framework of the String Percolation Model (SPM) which applies a two-dimensional continuum percolation theory to the high energy and temperature finite system, formed in nuclear and hadron collisions, where the Quantum Chromodynamic theory (QCD), predicts a phase transition to a quark-gluon deconfined state called Quark Gluon Plasma (QGP) phase, that was formed at the first microseconds of the early Universe [16]. Probes of the QGP phase had been found by large experimental efforts at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) [17, 18, 19, 20].

In relativistic heavy-ions collisions, due to Lorentz contraction, the two interacting hadron/nucleus can be seen as two discs which interaction gives rise to an overlap area $S$, which can be projected on the impact parameter plane. In the SPM to consider the color interaction among the partons of the projectiles, we will throw randomly $N$ penetrable discs (namely strings) coming from the projection on the impact parameter plane of extended objects (color flux tubes) along the rapidity axis with color charges at their ends. The color of these strings is confined in a projected area, which in the
impact parameter transverse plane is considered as a small area $S_0 = \pi r_0^2$, with $r_0 \sim 0.25 \text{fm}$ \cite{21, 22, 23}.

The transverse nuclear overlap area is considered as a two dimensional flat surface $S$, usually represented by a circle of radius $R$, and the transverse strings of radius $r_0$, which are randomly placed into $S$ \cite{24, 25}. The formed discs are allowed to overlap. This last condition allows the system to form clusters of strings whose geometrical pattern is governed by the percolation theory \cite{21, 26}. The number $N$ of strings in the system depends on the energy and atomic number of the colliding nucleus \cite{25}. In the SPM a consistent description of the multiplicity production in AA collisions has been found, with a good description of strongly interacting matter on both sides of the percolation threshold whose results agree rather well with other models \cite{27}.

Signatures of collective effects in pp and proton lead (p-Pb) collisions at the LHC and RHIC energies are consistent with the formation of a string density comparable to the one created in nucleus-nucleus (AA) collisions \cite{28, 29}. The obtained string density for each multiplicity class in pp collision at 7 TeV from the mean transverse momentum distribution can relate the number of strings, by the string density definition \cite{28}.

The variation of the initial string number can be considered as a direct correspondence by varying the fixed area instead of varying the density itself \cite{28}.

But so far to apply these results to pp collision systems we may consider further differences that become relevant in small collision systems. Since we are treating with one of the lowest dense system in terms of valence quarks one should consider that the main contribution to the particle production for higher multiplicities is due to the contribution of the sea quarks and gluon exchange of the colliding protons. Nevertheless, since the system is confined to a small area, higher string density can still be produced with enough high energy density. One also has to consider that since the area is small, the modification of the initial geometry should become more relevant that in the case of AA collisions. The importance of the initial state geometry in such systems including the elliptic geometry and its eccentricity have been recently studied in references \cite{30, 31}.

It is known that the description of the QGP phase transition has a significant dependence on the initial state geometry, which is considered the origin of the observed azimuthal asymmetry \cite{32}. In consistency with this fact, we implement the eccentricity of the elliptical boundary as a first initial state geometry effect in string percolating systems. Further initial geometries can
be considered, but in this work, we will limit ourselves to the geometry related to the second Fourier coefficient of the flow the so-called elliptic flow which reflects the event-by-event eccentricity.

This paper is organized as follows: In Section 2, we describe the model of a continuum percolation system with finite number of strings and the elliptical boundary conditions. In Section 3, we show the results obtained for the percolation probability and the percolation threshold as function on eccentricity, the number of strings, for Uniform and Gaussian density profiles. Also, the results are compared with the thermodynamic limit considered by around 500 strings in the Uniform density profile system [33]. Finally, we present our conclusion in Section 4.

2. A Monte Carlo model for string percolating systems

The continuum percolation is defined on a continuous flat surface with the string density \( n \), defined as the quotient between the number of objects on \( S \) and the area \( S \), i.e., \( n = N/S \) as the main parameter to describe the system. Equivalently, the filling factor is defined as \( \eta = an \), where \( a \) is the area of one object in the system [34]. As usual on continuum percolation studies, we will describe the string percolating system through the filling factor.

The percolation threshold can be determined using Monte Carlo methods [35, 36, 37]. Thus, we implement a kind of find-union algorithm to simulate the string percolating systems.

We will start by considering a fixed number \( N \) of strings with radius \( r_0 \), randomly distributed on an ellipse determined by the major and minor semi-axes \( a \) and \( b \), respectively, without periodic boundary conditions. The string population fills the ellipse area with a filling factor \( \eta \) defined by:

\[
\eta = \frac{r_0^2 N}{ab}.
\]

(1)

Also, \( a \) and \( b \) are related each other by the eccentricity \( \varepsilon \) [38]:

\[
\varepsilon = \sqrt{1 - \frac{b^2}{a^2}}.
\]

(2)

Thus, for a given \( \eta, \varepsilon, N \), we can compute the major and minor semi-axes for the elliptical bounded of the string percolating system by the following
equations

\[ a^2 = \frac{r_0^2 N}{\eta \sqrt{1 - \varepsilon^2}}; \quad b^2 = \frac{r_0^2 N \sqrt{1 - \varepsilon^2}}{\eta}. \] \hspace{1cm} (3)

Once determined \(a\) and \(b\), we take a random point \((x, y)\) distributed in the rectangle \([- (a - r_0), a - r_0] \times [- (b - r_0), b - r_0]\) according with a density profile. This point is the center of the string and it is included in the string population if satisfies the following condition

\[ \frac{x^2}{(a - r_0)^2} + \frac{y^2}{(b - r_0)^2} \leq 1. \] \hspace{1cm} (4)

The constrictions will only consider strings completely embedded in the elliptical region. In this way, we can generate all \(N\) strings needed to build the percolating system. Note that with this construction, in the limit \(\varepsilon = 0\), we recover the particular case for a SPM bounded by circles, which has been already studied by several authors [25, 26, 27, 39].

![Figure 1: Scheme percolation of Uniformly distributed strings, with parameters \(N = 55, \eta = 0.7, \varepsilon = 0.50\). The solid line is the elliptic boundary of the system and the dashed line represents the internal peripheral limit needed to define a spanning cluster. Blue circles are the peripheral strings satisfying the relation in Eq. (5).](image)
After building the string percolating system with exact \( N \) strings of radius \( r_0 \), randomly distributed on the ellipse, to form the clusters in the system we consider two discs being the nearest neighbors if \( |r_i - r_j| \leq r_0 \), with \( r_i, r_j \) being the position vectors of two objects labeled \( i, j \), respectively. In this way, we assure that a cluster will become a set of mutually overlapped discs.

Nevertheless, to establish the emergence of the spanning cluster we need one more requirement: We define a peripheral disc as the one satisfying the following condition:

\[
\frac{x^2}{(a - 2r_0)^2} + \frac{y^2}{(b - 2r_0)^2} > 1.
\]  

In Fig. 1, we show an example of a string system with the peripheral condition given by Eq. (5). The peripheral strings (blue discs) lie in the region between the elliptical boundary (solid line) and the peripheral limit (dashed line). In this way, we assure that there is a spanning cluster in the string system if the largest cluster has more than one peripheral string and the largest distance between the peripheral strings is greater than \( 2(b - 2r_0) \). This condition is imposed in order to ensure that the spanning cluster at least cross-over the system through the minor semi-axes. Since we have determined whether there is a spanning cluster for the generated system, we calculate the percolation probability as the rate between the number of strings belonging to the spanning cluster and the total number of strings in the system.

2.1. Density profiles

Commonly the continuum percolation theory studies Uniform distributions of objects. Nevertheless, in heavy-ion collisions the nuclear profile function is considered in a more realistic way, denser in the central region of the nucleus and being more dilute as we go away from the central region.

To consider different density profiles in pp collisions, we consider three Gaussian distribution functions, where the second distribution corresponds to the one taken in Ref. 3 and the other two within two extremes of Gaussian profiles. For the Gaussian density profiles we generate the position discs \((x, y)\) with the following probability distribution function:

\[
f(x, y) = \frac{1}{2\pi\sigma_a\sigma_b} \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_a^2} + \frac{y^2}{\sigma_b^2} \right) \right],
\]  

(6)
Figure 2: Samples of a percolating system for different density profiles. Left box: String systems at $N = 13$, $\eta = 0.7$ and $\varepsilon = 0.4$, for the models a) Uniform, b) $1s$, c) $2^{1/2}s$ and d) $2s$; Right box: String systems at $N = 500$, $\eta = 1.1$ and $\varepsilon = 0.4$, for the models e) Uniform, f) $1s$, g) $2^{1/2}s$ and h) $2s$.

where $\sigma_a$ and $\sigma_b$ are standard deviations over the semi-axis of the ellipse. In the following we will consider the cases:

\[
\begin{align*}
\sigma_a &= (a - r_0), & \sigma_b &= (b - r_0); \\
\sigma_a &= (a - r_0)/2^{1/2}, & \sigma_b &= (b - r_0)/2^{1/2}; \\
\sigma_a &= (a - r_0)/2, & \sigma_b &= (b - r_0)/2.
\end{align*}
\]

The models with different standard deviations are denoted by the denominator as $1s$, $2^{1/2}s$ and $2s$ corresponding to the equations $(7a)$, $(7b)$ and $(7c)$, respectively. Note that the denoted $2^{1/2}s$ model for $\varepsilon = 0.00$ reproduces the density profile shown in Ref. [33].

The percolating systems examples with eccentricity $\varepsilon = 0.40$ for the different density model profiles for $N = 13$ (left box) and $N = 500$ (right box) are presented in Fig. 2. The disc position projection distribution over the axis of the ellipse for the four different profile functions are plotted on Fig. 3, where disc position projection over each ellipse axis has been normalized according to the semi-axis value, leading to an independent distribution of the eccentricity, the string density and the number of clusters of the system. Note that the Gaussian density profiles increase the string or particle con-
centration in the center of the ellipse, as exhibited in Fig. 3, where the disc position projections over each semi-axis of the ellipse are shown.

The Uniform, 1s and 21/2 s models do not show significant differences in the disc distributions for a small number of strings, but we expect to have larger differences as we increase the number of strings Ref. [33]. As the number of peripheral discs decrease the percolation threshold becomes higher, such as in the 21/2 s model, where \( \eta_c \sim 1.59 \) was reported in Ref. [33].

3. Results

To determine the behavior of the percolation probability as a function of filling factor and eccentricity for the number of strings in the system: \( N = 13, 55, 96 \), we start from an initial filling factor value \( \eta = 0.10 \), with step increments of the size \( \Delta \eta = 0.05 \) until the value of \( \eta = 1.8 \) is reached. To obtain \( P \) as a function of \( \varepsilon \), we begin with the limit case \( \varepsilon = 0 \), which is the classical model of string percolating system considering a circle boundary. In the simulation, \( 2 \times 10^5 \) realizations were performed for each filling factor and eccentricity values to all numbers of strings given, for each density.
profile model. The results presented in this section will only consider the Uniform distribution model but similar results are obtained for the Gaussian distribution models.

![Figure 4: Percolation probability $P$ as a function of filling factor $\eta$ and eccentricity $\varepsilon$ for different values of a number of strings $N$ with Uniform density profile.](image)

The behavior of $P$ as a function of $\eta$ and $\varepsilon$ for $N = 13, 55, 96, 500$, where the $x$–axis is the filling factor and the $y$–axis is the eccentricity, with the Uniform model is shown in Fig. 4. The value of the percolation probability as a function of $\eta$ and $\varepsilon$ is shown in gradient colors, where light and dark colors correspond to the values close to zero and the unit respectively.

Blue tones on Fig. 4 show the region where the percolation transition appears in the Uniform model. The percolation probability shows an evident shift as a function of $N$ and high eccentricity dependence associated with a finite size effect.
In Fig. 5 we show the emergence of the spanning cluster as a function of the eccentricity for small values of $N$ in the Uniform model. The spanning cluster emerges when we increase the values of the filling factor as we increase values of $N$. For largest values of $N$, the percolation probability becomes independent of the eccentricity and the phase transition appears around the percolation threshold for the continuum percolation in the thermodynamic limit.
Figure 6: A derivative of the percolation probability with respect to filling factor $\eta$ in the Uniform model.

The percolation threshold for a percolating system can be quantified from the percolation probability. An approximate allowed region where the percolation threshold appears when the derivative $\partial P/\partial \eta$ takes its maximum value. Results of the numerical derivative $\partial P/\partial \eta$ are shown in Fig. 6. Dark tones correspond to the region where $\partial P/\partial \eta$ takes its maximum value.

For a precise determination of the percolation threshold $\eta_c$, according to the method in Ref. [40, 41], we fit the percolation probability for each value of $\varepsilon$ with a function of the form

$$P(\eta) = \frac{1}{1 + \exp\left(-\sum_{k=0}^{4} a_k \eta^k\right)}.$$  \hspace{1cm} (8)

To obtain the value of $\eta_c$, the equation $P(\eta_c) = 0.5$ has to be solved [40]. However, for $N = 500$ and the model with Gaussian density profiles, we use

$$P(\eta) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{\eta - \eta_c}{\Delta L} \right) \right],$$  \hspace{1cm} (9)

where $\eta_c$ is the percolation threshold and $\Delta L$ is the width of the percolation transition [40]. In Fig. 7, we show the best fit obtained for the percolation probability as a function of filling factor for different values of $\eta$.
and $N$ in string percolating systems with Uniform density profile. The behavior of the percolation threshold as a function of $\eta$ for systems with $N = 13, 55, 96$ strings with the corresponding profile densities: Uniform (crosses), 1s (squares), $2^{1/2}s$ (circles) and $2s$ (triangles) is exhibit in Fig. 8. The case for $N = 500$ with the Uniform model is also shown as an approach to the thermodynamical limit.

![Figure 7](image)

Figure 7: Optimum fit for the percolation probability according to Eq. (8) to $N = 13, 55, 96$ and Eq. (9) to $N = 500$ for the given eccentricities $\varepsilon = 0.00, 0.30, 0.60, 0.95$. 
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4. Discussion and conclusions

We have extended the String Percolation Model to study the behavior of the percolation threshold with the initial state geometry description for the continuum percolation model with a finite number of discs. The dependence of this threshold is described with the filling factor and the eccentricity of the elliptical boundary system.

When a boundary without periodic conditions is impose, the system presents a finite size effect which is very notable for a system with a small number of strings ($N \sim 13$). In particular, the percolation threshold presents a strong dependence on the eccentricity for a small $N$. This is originated due to the approach of the cross-over length magnitude to the string diameter at eccentricities greater than 0.7. We observe that the percolation threshold for elliptical bounded systems is shifted to smaller values with respect to the circular boundary case. Complementary, for high eccentricities the system needs shorter distances to cross-over.

Furthermore, for small systems, there are no significant differences for the percolation threshold between the Uniform, the $1s$ and $2^{1/2}s$ models due to the fact the spatial distribution of the disc inside the ellipse is very similar as shown in Fig.
On the other hand, for highly populated systems (large values of $N$) the system becomes independent of the eccentricity because this condition corresponds to the thermodynamic limit, where there is no difference between large circles and ellipses compared with one string area. Moreover, for the string percolation systems with Uniform density profile, the percolation threshold becomes closer to the value $\eta_c \sim 1.13$ as it is reported for continuum percolation in the thermodynamic limit \cite{31,32,33,34,35}. Besides in the Gaussian profile models, the spanning cluster is formed by a bigger number of strings than in the Uniform model under the same filling factor and eccentricity conditions.

Note that as the standard deviation in the Gaussian models decreases the string distribution will differ more from the Uniform density profile. In particular, for small systems, we can assume that if we consider the $2^{1/2} s$ model as a limit case where the dispersion is such that $\sigma_a/a > 1/\sqrt{2}$ and $\sigma_b/b > 1/\sqrt{2}$, the density profiles will have percolation thresholds comparable to the Uniform case.

To conclude we have shown that the finite number of initial strings and the boundary initial state geometry effects will become relevant in the description of the SPM of pp collisions systems since the number of strings involved is much more small compare to the ones in nuclear collisions. Implications of the role of considering an elliptical boundary on the initial state geometry for small number of strings systems will give a correction factor to the usual parameters of the model which relevance for physical observables of Quark Gluon Plasma formation in pp collision systems is under discussion and will be reported in a future work.
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