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The ABCs of Experimental Evolution
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Microbial evolution is complex and is influenced by many sources of variation. Experimental evolution is no exception, although it is more controlled, easily replicated, and typically devoid of interactions between species. Mathematical modeling of the evolutionary process can help in understanding the underlying mechanisms that drive outcome of such experiments. These models can be complex and parameter rich, limiting their feasibility for statistical inference. In this paper, we introduce the use of Approximate Bayesian Computation (ABC) as a tool for statistical inference in the study of experimental evolution. ABC is a fast and simple method for fitting complex models to data. We utilize this method, coupled with a mechanistic model of experimental evolution, to study the evolution process of bacteriophage \( \phi X174 \) under benign selection pressure. Our results highlight three mutation-selection scenarios that could explain this process: high mutation/low selection pressure, low mutation/high selection pressure, and low mutation/low selection pressure, with posterior support of 19%, 9.5%, and 71.5% for each of these scenarios, respectively. Sequence data support the first candidate. Though surprising, this scenario was not improbable based on our analysis.

1. Introduction

Mathematical modeling and statistical inference can aid in understanding the underlying evolutionary mechanisms that drive the outcome of evolution experiments (see, e.g., [1–3]). However, modeling and inference attempts are challenged by the complexity of the evolutionary process. This complexity stems from factors such as the stochastic nature of the experimental evolution process, the possibility of clonal interference (interactions between evolving genotypes), and experimental error. To address some of these challenges, we introduce a model of evolution that mimics the experimental evolution process in serial batch cultures. This model accounts for mutation, selection, drift and clonal interference. It also accounts for variability in the observed data resulting from experimental and sampling errors.

Fitting the aforementioned model to estimate evolutionary parameters of interest is complicated by the need to integrate over all possible experimental evolution trajectories. This is a computationally expensive process similar to integrating over all possible genealogies to estimate evolutionary parameters in coalescent-based population genetics [4, 5]. We borrow methodology from the coalescent literature and propose an Approximate Bayesian Computation (ABC) framework to fit this model [5]. Using this approach, we provide an approximation for the posterior distributions of the beneficial mutation probability and the mean selection for a phage population evolving under a novel, low selection pressure.

In what follows, we first introduce the mathematical model. We then introduce the ABC algorithm and methodology used to approximate the posterior distributions of
the parameters of interest. We then follow with the phage example and cap with a discussion and some conclusions.

2. Materials and Methods

2.1. Mathematical Model. One can think of the experimental evolution process of asexual populations in batch culture as proceeding in cycles. Each cycle consists of a number of generations and involves population growth, mutation, and drift, ending with a population bottleneck [1, 3]. Data are collected by sampling from the population at the end of each cycle. In this section, we first introduce a mathematical model that describes within-cycle evolution. We follow that with a mathematical description of bottlenecksamplingandmutations.

2.1.1. Within-Cycle Evolution. In modeling within-cycle evolution, we start by assuming that each cycle, k, is formed of l generations. In proceeding from generation t − 1 to generation t within a cycle, we assume that the population grows. This growth occurs such that the number of progeny of the ith subpopulation within the kth cycle at generation t, \( N_{ik(t)} \), follows a Poisson distribution with mean \( 2^{N_{0t}} \left( S_{ik(t)} - 1 \right) \), where \( W_0 \) is the absolute fitness of the wild type (or the minimum fitness of all subpopulations existing at the start of an experiment), \( S_{ik(t)} = (W_{ik(t)} - W_0)/W_0 \) is the selection coefficient (\( W_{ik(t)} \) is the absolute fitness of subpopulation i at generation t − 1 during cycle k), and \( N_{ik(t-1)} \) is the size of the ith subpopulation at generation t − 1. The resulting total population size at generation t is

\[
N_{kt} = \sum_{i=1}^{M_k} N_{ik(t)}, \tag{1}
\]

with \( M_k \) being the total number of subpopulations during generation t within the corresponding cycle k.

We assume that mutation occurs with a fixed probability \( \mu \) during each generation within a cycle. Given \( \mu \) and \( N_{ik(t)} \), we model the number of new mutants, within the ith subpopulation, at generation t and within cycle k, \( X_{ikt} \), using a binomial distribution as follows:

\[
P \left( X_{ikt} \mid \mu, N_{ikt} \right) = \binom{N_{ikt}}{X_{ikt}} \mu^{X_{ikt}} \left( 1 - \mu \right)^{N_{ikt} - X_{ikt}}. \tag{2}
\]

Original population sizes are adjusted according to the number chosen to mutate as follows:

\[
N_{ikt} = N_{ikt} - X_{ikt}. \tag{3}
\]

A new mutant is then assigned a certain selection coefficient, \( S_{ik(t)} \), chosen from some distribution with probability \( P(S_{ik(t)} \mid S_{ik(t-1)}; \Theta) \), where \( \Theta \) is a matrix of parameters. These new mutants are then assigned to that new subpopulation j and are referred to as \( X_{ij(t-1)kt} \). Mutants with the same parent that have the same selection coefficient form a new distinct mutant subpopulation.

This process is assumed to repeat itself until a bottleneck is encountered.

Figure 1: This figure is based on one simulation run using mutation probability per genome equal to \( 10^{-7} \), transfer time (number of generations allowed within one cycle) equal to 10, and total number of cycles equal to 100. The simulation was run with initial population size and bottleneck of size 1,000,000. Selection coefficients, assigned to each new mutant, were sampled from an exponential distribution with mean equal to 0.1. The figure shows that simulated phage genotypes with identity numbers ID 404 and ID 720 compete with one another and with ID 782. Simulated genotype ID 782 fixes after the 50th cycle and drives both the ID 404 and ID 720 to extinction. Such clonal interference is also evident between simulated genotypes ID 782, ID 2345, and ID 5091.

2.1.2. The Bottleneck. A “bottleneck” is defined to be sampling to initiate a new cycle, and it occurs at the end of each evolution cycle after l generations. The dilution factor, \( D_k \), used in a bottleneck is usually much larger than that for sampling (defined below). The resulting total population size after dilution is

\[
N_{ik(k+1)} = D_k N_{ik(k)}, \tag{4}
\]

We use multinomial sampling to model the bottleneck as described in (4):

\[
P \left( \left\{ N_{ij(k+1)} \right\} \mid \{ q_{ik} \}, N_{ik(k)}, M_{kl} \right) = \frac{N_{ik(k)}!}{\prod_{l=1}^{M_k} \sum_{i=1}^{N_{ik(k)}} q_{ikl} N_{ikl}^{N_{ik(l+1)}}},
\]

where \( q_{ikl} = N_{ikl} / N_{ik(k)} \). \( M_{kl} \) is the total number of mutant categories at the end of cycle k. The model assumes that the population is allowed to mutate just before a bottleneck occurs.

Clonal interference is accounted for in this part of the model by (1) allowing for possible existence of multiple genotypes at any point in time depending on how high the mutation probability is, (2) allowing for differential growth of the different genotypes depending on their selection advantage, and (3) enforcing a restricted bottleneck where new populations are initiated with subpopulation sizes proportional to their fitness. An example of the effect of clonal interference as captured by the model is presented in Figure 1.
Parameters used to generate this figure are described in its legend. The figure clearly shows that simulated phage genotypes with identity numbers ID 404 and ID 720 compete with one another and with ID 782. Simulated genotype ID 782 dominates (fixes) after the 50th cycle and drives both the ID 404 and ID 720 to extinction. Such interaction is also evident between simulated genotypes ID 782, ID 2345, and ID 509. Clonal interference increases the time to fixation of a beneficial mutation, which can allow for other more fit mutations to arise and take over (such as the mutation in association with genotype ID 782 in this example). This allows for a better adapted population to some selective pressure. Occurrence of clonal interference depends on the mutation rate and on the selective pressure imposed [2, 6]. This effect has been observed in many cases of experimental evolution [6, 7].

2.1.3. Sampling. We define “sampling” to be the process of obtaining observable data. Here, we also assume that sampling involves a multinomial sampling process similar to that introduced in (4) and replacing the bottleneck dilution factor with a sampling dilution factor, $D_s$. This results in a total sample size $Y_k = D_s N_{i,k}$ at the end of cycle $k$. Equation (5) introduces this change:

$$P(Y_{ik} | q_{ik}, Y_k, M_{i,k}) = \frac{Y_k^l \prod_{i=1}^{M_{i,k}} q_{i,k}^{Y_{ik}}}{\prod_{i=1}^{M_{i,k}} Y_k} \prod_{i=1}^{M_{i,k}} q_{i,k}^{Y_{ik}},$$

where $Y_{ik}$ represents the size of the obtained sample of mutant $i$ at the end of cycle $k$ and $q_{i,k}$ is as defined above.

Observed data from experimental evolution studies can be assumed to be function of mutant sample sizes, selection coefficients, and the number of their types. For example, in the phage evolution data [6] reintroduced below, we observe average population fitness, $\bar{W}_k$, at the end of cycle $k$, which is presented in (6):

$$\bar{W}_k = \frac{\ln (N_{i,k}) - \ln (N_{i,0})}{l \cdot \ln (2)},$$

where $N_{i,k}$ can be thought to equal $Y_k/D_s$, and an error term $\epsilon$ can be added to reflect sampling error. Accordingly, (6) becomes

$$\bar{W}_k = \frac{\ln (Y_k) - \ln (D_s) - \ln (N_{i,0})}{l \cdot \ln (2)} + \epsilon.$$  

$\epsilon$ is an error resulting due to inaccuracies in observing the data (a measurement error), which we assume to be a truncated normal distributed with mean equal to zero and variance equal to $\sigma^2$. The point of truncation is such that the mean fitness $\bar{W}_k$ is always positive.

2.2. Approximate Bayesian Computation (ABC). Our inability to observe data during the growth period within a cycle forms a major limitation for parameter estimation using the above model. This is due to the fact that many evolution trajectories within a cycle can result in the same measured fitness at the end of that cycle. This stochastic effect can be removed by integrating over all possible trajectories within all observed cycles of an experiment, which is analytically impossible and computationally expensive if done numerically. We propose an Approximate Bayesian Computation (ABC) framework [5] to overcome this limitation.

ABC is a fast and simple method for fitting complex models to data [4]. This approach requires (1) designing a simulation based on the proposed model, (2) performing large number of simulations based on a set of proposed parameter values, and (3) comparing each of the resulting data sets to the observed data. Comparisons are made using a distance measure. If the simulated data is equivalent to, or close enough to, the real, data then the parameter values that were used to simulate these data are kept. This results in a set of candidate values that are used to construct the approximate posterior distributions for the parameters of interest. It avoids the direct evaluation of a likelihood function, which is computationally expensive. We first describe the implementation of the simulation and then provide details of the algorithm we propose for inference using ABC.

2.2.1. Simulation. We used C++ to develop a simulation based on the proposed model. Both a command line and a GUI version are available from the authors upon request. The GUI format was implemented in C++ using Visual Studio 8 and was linked to Excel to provide a graphical output of the competing subpopulations, which was used to generate Figure I. A user’s manual is also available upon request from the authors.

In implementing this simulation, we assumed that the selection coefficients, $S_{i,k}$, follow an exponential distribution with mean $\lambda$ [2, 8, 9]. Implementation of this simulation was simplified by discretizing this distribution to improve computational efficiency.

2.2.2. ABC. We utilized a rejection algorithm [5] in implementing our ABC strategy to sample candidate parameter values as follows.

(1) Propose $B$ sets of values for the parameters of interest using some prespecified prior distributions.

(2) Simulate experimental evolution data using the simulation introduced above and utilizing the proposed parameter values from Step 1.

(3) Compare the simulated data, $\bar{W}_{\text{sim}}$, to the observed experimental data, $\bar{W}_{\text{obs}}$, using a Euclidean distance measure $d(\cdot)$. If $d(\bar{W}_{\text{sim}}, \bar{W}_{\text{obs}}) \leq \delta$ then keep the proposed parameter values, where $\delta$ is some cutoff distance. Parameters resulting in $d(\bar{W}_{\text{sim}}, \bar{W}_{\text{obs}}) > \delta$ are “rejected.” $\delta$ is chosen such that at most 0.1% of the total number of proposed parameter sets are kept.

We used this methodology for statistical inference and estimation in the following section.
3. Example Application Using Bacteriophage $\phi X174$

3.1. Data. To demonstrate the utility of our method, we used data from a single replicate of a phage evolution experiment under low selection pressure, referred to as benign line 2 in [6]. Description of these data along with details of the generating experiment is presented in [6]. In short, $\phi X174$ phage was evolved in an environment containing a CaCl$_2$ concentration slightly lower than that used to preadapt the ancestral population and was allowed to reach a fitness optimum. CaCl$_2$ is a resource important for phage attachment and facilitates injection of the phage genome into its host [6]. Pepin and Wichman [6] refer to this condition where CaCl$_2$ was slightly reduced as “benign” because it only slightly reduced population fitness. Under these conditions, the authors observed a high rate of beneficial mutation and occurrence of clonal interference.

3.2. Goal. We aim to estimate the mutation probability $\mu$ and the mean selection coefficient $\lambda$ based on this data set. We benchmark by comparing our results against their findings.

3.3. Setup. In addition to $\mu$ and $\lambda$, we also estimate $W_0$, the absolute fitness of the wild type, and $\sigma^2$, the variance component due to experimental error. This is done to alleviate uncertainty about fitness of the initial population and to account for experimental error. To construct the approximate posterior distributions for these parameters, we follow the above introduced ABC algorithm.

**Step 1.** We generated $B = 200,000$ parameter values as follows. Beneficial mutation probabilities were proposed using a uniform distribution on the exponent of the mutation parameter with bounds between $-10$ and $-1$ (translating to mutation probability per genome between $10^{-10}$ and $10^{-1}$). We chose a uniform distribution on the exponent to improve efficiency in sampling values close to zero. Mean selection parameter values were sampled from a uniform distribution with bounds 0 and 0.5. The absolute fitness of the initial population was sampled using a uniform distribution with bounds between 0 and 8, and variances due to measurement error were sampled from a uniform distribution with bounds between 0 and 2. Limits of these distributions were chosen after conducting a number of calibrating runs and form the prior distributions of these parameters of interest. In the original data, the experimenters used a variable bottleneck dilution factor in an effort to maintain a fixed population size following a bottleneck. Accordingly, we assumed a fixed bottleneck size of $3.6 \times 10^6$ phage at the start of each cycle which represents the average bottleneck size over the course of the experiment.

**Step 2.** We utilized the proposed parameter values to simulate data. Simulation runs were restricted in time to two hours each and were conducted using the Beowulf cluster at the IBEST computational core of the University of Idaho. Incomplete simulations included high mutation rate in association with high selection parameters resulting in distant outcomes compared to the observed data.

**Step 3.** We chose $\delta$ such that only 0.1% of the proposed parameters were kept resulting in a sample of size 200 of acceptable parameter values that were used to construct the approximate posterior distributions.

We used $R$ [10] for all analyses and sampling.

4. Results and Discussion

Figure 2 introduces the approximate posterior densities of the beneficial mutation probability (Figure 2(a)) and mean selection (Figure 2(b)) obtained using our method. It also shows the approximate posterior densities of the initial fitness of the experimental population (Figure 2(c)) and the variation due to sampling error (Figure 2(d)). Given the skewed nature of these distributions, we used the posterior median, rather than the posterior mean, as an estimator of these parameters. We also provide the 95% credibility intervals (CI) for these estimates.

Figure 2(a) shows the posterior density of the logarithm, base 10, of the probability of beneficial mutations. Based on this distribution, our estimate of this parameter was equal to $5.07 \times 10^{-9} \ (CI = [1.16 \times 10^{-10}, 2.95 \times 10^{-9}])$ per genome. This wide variation in the estimate of the mutation probability might be attributed to the observed bimodality of this distribution. This bimodality indicates that there are two mutation scenarios that can explain the pattern of experimental evolution observed for this data set. The first of these scenarios involves low probability of beneficial mutation, and the second involves high probability of such mutation. In what follows, we focus on the second scenario and we revisit the first below in conjunction with the associated mean selection. With a chance of about 19% of having beneficial mutations with probability greater than $10^{-5}$, we cannot rule the second scenario out as candidate explanation for the pattern observed in these data. The median beneficial mutation probability for this scenario, excluding the first one, is estimated at $7.7 \times 10^{-4}$ indicating that a total of about 12 beneficial mutations could have occurred through this experiment. This further indicates that about 26% of all possible mutations could be beneficial (assuming that the size of $\phi X174$’s genome is 5000 bp and that the mutation rate per genome is about 0.003, [11]). Not surprisingly, this high mutation probability is associated with low selection coefficients, median equal to 0.015, reflecting the low selective pressure of this part of the experiment. This scenario is consistent with the 4, out of 9, (45%) beneficial mutations observed by Pepin and Wichman [6] for this lineage under what they refer to as benign experimental conditions.

Our estimate of the mean selection was 0.033 (CI = [0.0014, 0.2103]), based on the posterior distribution presented in Figure 2(b). The associated CI is also wide, yet the median estimate is consistent with the benign nature of the experiment. That said, here too, we can identify two plausible scenarios: one with low selection and one with high selection. The probability of having mean selection of more than 0.15...
is about 9.5%. This high selection scenario is associated with very low mutation probability, median \(2.24 \times 10^{-10}\). Hence, based on this scenario one expects mutations to be rare yet when they occur these mutations are likely to have a profound effect resulting in a drastic increase in fitness relative to the wild type. Although possible, it has low probability of occurring. This scenario is not supported by the associated sequence data.

Figure 3 depicts the Spearman correlation between all variables. This figure indicates a high negative correlation between \(\mu\) (mu) and \(S\) with Spearman correlation coefficient equal to \(-0.66\). The associated correlation plot indicates a nonlinear relationship between these two variables with both scenarios, presented above, clearly observed. In concordance with these scenarios, this figure shows that some low mutation probabilities are associated with high selection coefficients and that some high mutation probabilities are associated with low selection coefficients. The figure also highlights the last, most dominant, scenario that associates low mutation probabilities with low selection coefficients. This scenario excludes the two presented above and occurs with probability of about 71.5%. This scenario was what we
usually expect under the presented experimental conditions. Estimates of the beneficial mutation probability and mean selection parameter were closer to the overall estimate at $2.66 \times 10^{-9}$ and 0.039, respectively. Though as stated above, the other scenarios were not completely excluded with high probability of occurrence for the first one (high $\mu$ and low $S$) of 19%. This highlights the ability of this method to identify the different candidate explanations of fitness data results prior to sequencing.

The wild-type fitness and the measurement error were introduced as nuisance parameters to account for the possible variation that can result from an error in estimating the initial fitness of the population and due to the estimation of the population fitness during the experiment. These parameters were estimated to be $7.53$ (CI = [5.63, 8.07]) and $0.113$ (CI = [0.002, 0.339]), based on the posterior distributions presented in Figures 2(c) and 2(d), respectively. Estimate of the wild-type fitness is computed per generation; considering that we have three generations per cycle of the experiment, this estimate would be 22.59 per cycle and is higher than the 18.0 presented in Pepin and Wichman, [6] yet the latter still lies in the CI interval (CI = [16.89, 24.22]) per cycle. On the other hand, it was quite interesting and surprising that the effect of measurement error was not large, in concordance with the findings of Joyce et al. [3]. Though, incorporating both the uncertainty in our estimate of the wild-type fitness and the measurement error provides a more realistic model for these data. It is worth noting that fitness of the wild type showed negative correlation, Spearman correlation coefficient $= -0.49$, with the mutation probability (Figure 3). This is in concordance with our expectation; when starting at a higher fitness within an environment, the expected selection pressure would be lower and less beneficial mutations would be available to improve fitness. Measurement error did not show discernible correlation with any of the other variables (Figure 3).

**Figure 3**: Correlation plot between the four different parameters estimated for the phage example, where $\mu$ represents the mutation rate $\mu$, $S$ represents the selection parameter $\lambda$, $wfit$ is the wild-type fitness, and $\text{var.obs}$ is the variance of the observation error. Lower triangle shows the correlation graphs while upper triangle introduces the computed Spearman correlation coefficients.
5. Conclusions

The main goal of this paper was to introduce and demonstrate the use of Approximate Bayesian Computation (ABC) in experimental evolution studies. ABC is a useful approach that allows for the use of complex models to study different aspects of the evolution process by alleviating the need to fit these models to the data. Instead, this approach relies on comparisons between simulated data and the observed data, either directly or through the use of sufficient summary statistics [12]. We showed the use of this approach in inference by utilizing a, deceivingly, simple model of experimental evolution. This model was complicated by the required integration over all possible, unobservable trajectories of evolution within an experiment to estimate experimental parameters of interest.

Utilizing our model, combined with the ABC approach, we studied the experimental evolution process of bacteriophage φX174, under benign selection conditions [6]. Our results highlighted three candidate mutation-selection scenarios that could explain the pattern observed in these data. These scenarios were high mutation with low selection, low mutation with high selection, and low mutation with low selection, with an estimated chance of 19%, 9.5%, and 71.5%, respectively, per scenario. Sequence data obtained by Pepin and Wichman [6] favored the first scenario, which was surprising to the authors though not improbable based on our analysis. In this analysis, we accounted for uncertainty of the estimate of the wild-type fitness at the start of the experiment and for uncertainty due to measurement error.

In our approach, we relied solely on fitness data based on one replicate of experimental evolution. Our model and approach can be improved by utilizing more replicates and by utilizing the observed sequence data to improve and focus inference on the region of the parameter space that best describes the evolutionary pattern. This would allow us to obtain better estimates of the parameters of interest, such as mutation and selection, and can better inform our understanding of the experimental evolution process underway, which is an avenue of future research.
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