On posterior propriety for the Student-$t$ linear regression model under Jeffreys priors
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Abstract

Regression models with fat-tailed error terms are an increasingly popular choice to obtain more robust inference to the presence of outlying observations. This article focuses on Bayesian inference for the Student-$t$ linear regression model under objective priors that are based on the Jeffreys rule. Posterior propriety results presented in Fonseca et al. (2008) are revisited and one result is corrected. In particular, it is shown that the standard Jeffreys-rule prior precludes the existence of a proper posterior distribution.
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1 Introduction

The normal assumption in linear regression models does not always provide an appropriate fit to real datasets. Data often require more flexible errors, capable of accommodating outlying observations. A popular alternative is to assume a Student-$t$ distribution for the error term (see for example West, 1984; Lange et al., 1989; Fernández and Steel, 1999; Fonseca et al.).
The choice of a prior is very challenging when conducting Bayesian inference under Student-\(t\) sampling. While some “standard” priors can be adopted for the regression and scale parameters, there is no consensus about a prior distribution for the degrees of freedom (\(\nu\)). Villa and Walker (2013) provide a comprehensive discussion of the literature. The seminal paper by Fonseca et al. (2008) is, as far as we know, the first attempt to base an objective prior for \(\nu\) on formal rules and introduces two objective priors based on the Jeffreys rule. They propose the original Jeffreys-rule prior and one of its variants, the independence Jeffreys prior (which treats the regression parameters independently). These priors have been considered in several subsequent articles. Ho (2012) and Villa and Walker (2013) used both priors. In the context of skew-\(t\) models, the independence Jeffreys prior was used in Juaréz and Steel (2010) and Branco et al. (2013).

This note is a follow-up of Fonseca et al. (2008). Their posterior propriety results are revisited and one of their results is corrected. In particular, it is shown that the prior based on the original Jeffreys rule precludes the existence of a proper posterior distribution. Nevertheless, the independence Jeffreys prior yields a well-defined posterior distribution.

The Student-\(t\) linear regression model is presented in Section 2, which also includes the priors presented in Fonseca et al. (2008). Posterior propriety under these priors is examined in Section 3, while Section 4 concludes.

2 Bayesian Student-\(t\) linear regression model

Let \(Y = (Y_1, \ldots, Y_n)' \in \mathbb{R}^n\) represent \(n\) independent random variables generated by the linear regression model

\[
Y_i = x'_i \beta + \sigma \epsilon_i, \quad i = 1, \ldots, n, \tag{1}
\]

where \(x_i\) is a vector containing the value of \(p\) covariates associated with observation \(i\), \(\beta \in \mathbb{R}^p\) is a vector of regression parameters and \(\epsilon_i\) has Student-\(t\) distribution with mean zero, unitary scale and \(\nu\) degrees of freedom. The Bayesian model is completed using Jeffreys priors, which
require the Fisher information matrix. Similarly to Fonseca et al. (2008) (they parameterize with respect to \( \sigma \) instead), the Fisher information matrix for the model in (1) is given by

\[
I(\beta, \sigma^2, \nu) = \begin{pmatrix}
\frac{\nu+1}{\sigma^2} \sum_{i=1}^{n} x_i x'_i & 0 & 0 \\
0 & \frac{n}{\sigma^2} \frac{\nu}{\nu+3} & \frac{1}{\sigma^2} \frac{1}{(\nu+1)(\nu+3)} \\
0 & -\frac{n}{\sigma^2} \frac{1}{(\nu+1)(\nu+3)} & \frac{n}{4} \left[ \Psi'(\frac{\nu}{2}) - \Psi'(\frac{\nu+1}{2}) - \frac{2(\nu+3)}{\nu(\nu+1)^2} \right]
\end{pmatrix},
\]

where \( \Psi'(\cdot) \) denotes the trigamma function. Hence, the Jeffreys-rule and the independence Jeffreys (which deals separately with the blocks for \( \beta \) and \( (\sigma^2, \nu) \)) priors are respectively given by

\[
\pi^J(\beta, \sigma^2, \nu) \propto \frac{1}{(\sigma^2)^{p/2}} \left( \frac{\nu+1}{\nu+3} \right)^{p/2} \sqrt{\frac{\nu}{\nu+3}} \left[ \Psi'(\frac{\nu}{2}) - \Psi'(\frac{\nu+1}{2}) - \frac{2(\nu+3)}{\nu(\nu+1)^2} \right],
\]

\[
\pi^I(\beta, \sigma^2, \nu) \propto \frac{1}{\sigma^2} \left( \frac{\nu}{\nu+3} \right)^{p/2} \sqrt{\frac{\nu}{\nu+3}} \left[ \Psi'(\frac{\nu}{2}) - \Psi'(\frac{\nu+1}{2}) - \frac{2(\nu+3)}{\nu(\nu+1)^2} \right].
\]

These priors have been proposed in Fonseca et al. (2008) and can be written as

\[
\pi(\beta, \sigma^2, \nu) \propto \frac{1}{(\sigma^2)^{a}} \pi(\nu),
\]

where \( \pi(\nu) \) is the component of the prior that depends on \( \nu \), \( a = 1 + p/2 \) for the Jeffreys-rule prior and \( a = 1 \) for the independence Jeffreys prior. As shown in Fonseca et al. (2008), \( \pi(\nu) \) is a proper density function of \( \nu \) for both priors.

3 Posterior propriety

Verifying the existence of the posterior distribution is mandatory under the prior in (5), which is not a proper probability density function of \( (\beta, \sigma^2, \nu) \). Corollary 2 in Fonseca et al. (2008) states that, provided \( n > p \), the posterior distribution is well-defined under the Jeffreys-rule and the independence Jeffreys priors. Their proof refers to Theorem 1 in Fernández and Steel (1999), but unfortunately this theorem does not cover the Jeffreys-rule prior, as it assumes that \( a = 1 \) in (5). A necessary condition for the existence of the posterior distribution is now provided in the following Theorem.
Theorem 1. Let \( y = (y_1, \ldots, y_n)' \) be \( n \) independent observations from model (1). Define \( X = (x_1, \ldots, x_n)' \) and assume that \( n > p \) and the rank of \( X \) is \( p \). Under the prior in (5), a necessary condition for posterior propriety is \( \pi(\nu) = 0 \) for all \( \nu \in \left( 0, \frac{2a-2}{n-p} \right] \).

Proof. Define \( D = \text{diag}(\lambda_1, \ldots, \lambda_n) \). After some algebraic manipulation,

\[
f_Y(y) = \int_{R_+} \int_{R_+} \int_{R_+} \prod_{i=1}^{n} \frac{\lambda_i^{\frac{1}{2}}}{\left(2\pi\sigma^2\right)^{\frac{n}{2}}} e^{-\frac{1}{2\sigma^2} \left[ \beta'y'A(\beta-b) + S^2(D,y) \right]} \pi(\nu) \left( \begin{array}{c} \pi \nu \lambda_i \end{array} \right) d\nu \sqrt{\text{det}(X'DX)} d\beta d\sigma^2 d\nu,
\]

where \( A = X'DX, b = A^{-1}X'Dy \) and \( S^2(D,y) = y'Dy - y'DX(X'DX)^{-1}X'Dy \). Using Fubini’s theorem and integrating first with respect to \( \beta \), we have

\[
f_Y(y) \propto \int_{R_+} \int_{R_+} \int_{R_+} \prod_{i=1}^{n} \frac{\lambda_i^{\frac{1}{2}}}{\sqrt{\text{det}(X'DX)}} e^{-\frac{S^2(D,y)}{2\sigma^2}} \pi(\nu) \left( \begin{array}{c} \pi \nu \lambda_i \end{array} \right) d\nu d\sigma^2.
\]

After integrating with respect to \( \sigma^2 \), it follows that

\[
f_Y(y) \propto \int_{R_+} \int_{R_+} \prod_{i=1}^{n} \frac{\lambda_i^{\frac{1}{2}}}{\sqrt{\text{det}(X'DX)}} \left[ \text{det}(X'DX) \right]^{-\frac{1}{2}} \left[ S^2(D,y) \right]^{-\frac{n+2a-p-2}{2}} \pi(\nu) \left( \begin{array}{c} \pi \nu \lambda_i \end{array} \right) d\nu
\]

as long as \( n + 2a - p - 2 > 0 \) and \( S^2(D,y) > 0 \). Since \( n > p \) we know that \( S^2(D,y) > 0 \) a.s. Analogously to Lemma 1 in Fernández and Steel (1999), \( f_Y(y) \) has upper and lower bounds proportional to

\[
\int_{R_+} \int_{0<\lambda_1<\ldots<\lambda_n<\infty} \prod_{i \in \{m_1, \ldots, m_p\}} \lambda_i^{\frac{1}{2}} \frac{1}{\lambda_{m+2}^{n+2a-p-2}} \pi(\nu) \left( \begin{array}{c} \pi \nu \lambda_i \end{array} \right) d\nu,
\]

where

\[
\begin{align*}
\prod_{i=1}^{p} \lambda_{m_i} & = \max \left\{ \prod_{i=1}^{p} \lambda_{l_i} : \text{det} \left( x_{l_1} \cdots x_{l_p} \right) \neq 0, l_1, \ldots l_p \in \{1, \ldots, n\} \right\}, \\
\prod_{i=1}^{p+1} \lambda_{m_i} & = \max \left\{ \prod_{i=1}^{p+1} \lambda_{l_i} : \text{det} \left( x_{l_1} \cdots x_{l_{p+1}} \right) \neq 0, l_1, \ldots l_p \in \{1, \ldots, n\} \right\}.
\end{align*}
\]

Upper and lower bounds for the previous integral can be found using the inequality (Fernández and Steel, 1999, 2000)

\[
\frac{\lambda_{m+1}}{v} e^{-r\lambda_{m+1}} \leq \int_{0}^{\lambda_{m+1}} \lambda_{l}^{v-1} e^{-r\lambda_{l}} d\lambda_{l} \leq \frac{\lambda_{m+1}^{v}}{v}, \quad r, v > 0.
\]
The integral in (10) is not finite for \( v \leq 0 \). Barring a set of zero Lebesgue measure, \( \lambda_{m_{p+1}} = \lambda_{(n-p)} \), where \( \lambda_{(n-p)} \) is the \((n-p)\)-th order statistic of \( \lambda_1, \ldots, \lambda_n \). After integrating with respect to the \( n-p-1 \) smallest \( \lambda_i \)'s, (9) has a lower bound proportional to

\[
\int_0^\infty \int_{\Lambda^*} \left[ \frac{n-p}{(\nu/2)} \right]^{n-p} \frac{\nu+1-(n-p-1)}{(n-p-1)!} \lambda_{(n-p)}^{c-1} e^{-\frac{(n-p-1)}{2}\lambda_{(n-p)}} d\lambda_{(n-p)} \prod_{i=n-p+1}^n f_{\Lambda_i}^G(\lambda_i|\nu) d\lambda_i \right] \pi(\nu) d\nu,
\]

where \( \Lambda^* = \{ (\lambda_{(n-p)}, \ldots, \lambda_{(n)}) : 0 < \lambda_{(n-p)} < \cdots < \lambda_{(n)} < \infty \} \) and \( c = -\frac{n+2a-3}{2} + \frac{\nu}{2} + \frac{(n-p-1)(\nu+1)}{2} = \frac{\nu(n-p)+2-2a}{2} \). When integrating with respect to \( \lambda_{(n-p)} \) we need \( c > 0 \) in order to have a finite integral in (11). Hence, the propriety of the posterior distribution requires

\[
\nu > \frac{2a-2}{n-p}.
\]

As a consequence, the posterior distribution of \((\beta, \sigma^2, \nu)\) is not proper if \( a > 1 \) and the range of \( \nu \) is \((0, \infty)\). In particular, the Jeffreys-rule prior (for which \( a = 1 + p/2 \)) does not lead to a proper posterior distribution and Bayesian inference is thus precluded with this prior. The independence Jeffreys prior satisfies the necessary condition in Theorem 1, but this does not guarantee posterior existence. Nevertheless, posterior propriety under the independence Jeffreys prior for \( n > p \) is ensured by Theorem 1 in Fernández and Steel (1999), as indicated in Fonseca et al. (2008).

### 4 Concluding remarks

The choice of a prior distribution for the degrees of freedom under Student-\( t \) sampling is a very challenging task. Fonseca et al. (2008) adopt Jeffreys principles to find objective priors for \( \nu \). This is an important addition to the previous literature in which much more ad-hoc priors were used (e.g. the exponential prior in Geweke, 1993 and Fernández and Steel, 1999). Here we show that the Jeffreys-rule prior does not produce a proper posterior distribution, in contrast to the claim in Fonseca et al. (2008). We believe it is crucial to point this out to the scientific community to avoid meaningless inference and misleading conclusions. The Jeffreys-rule prior
under Student-\(t\) sampling has also been used in Ho (2012) and Villa and Walker (2013). For this prior, Fonseca et al. (2008) and Villa and Walker (2013) observe very poor frequentist coverage of the 95\% credible intervals for \(\nu\) when the sample size is small \((n = 30)\). For small sample size the lower bound required on the support of \(\nu\) (here equal to \(p/(n - p)\)) may easily be violated by samples from the posterior, so this poor empirical performance might be linked to the impropriety shown here. Posterior propriety can be verified under the independence Jeffreys prior, and its use as an objective prior is recommended to practitioners.
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