ON THE SPECTRAL SEQUENCE FROM KOHVANOV HOMOLOGY TO HEEGAARD FLOER HOMOLOGY
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Abstract. Ozsváth and Szabó show in [20] that there is a spectral sequence whose $E^2$ term is $\tilde{K}h(L)$, and which converges to $\hat{HF}(\Sigma(L))$. We prove that the $E^k$ term of this spectral sequence is an invariant of the link $L$ for all $k \geq 2$. If $L$ is a transverse link in $(S^3, \xi_{std})$, then we show that Plamenevskaya’s transverse invariant $\psi(L)$ gives rise to a transverse invariant, $\psi^k(L)$, in the $E^k$ term for each $k \geq 2$. We use this fact to compute each term in the spectral sequences associated to the torus knots $T(3, 4)$ and $T(3, 5)$.

1. Introduction

Let $\Sigma(L)$ denote the double cover of $S^3$ branched along the link $L$. In [20], Ozsváth and Szabó construct a spectral sequence whose $E^2$ term is the reduced Khovanov homology $\tilde{K}h(L)$, and which converges to the Heegaard Floer homology $\hat{HF}(\Sigma(L))$ (using $\mathbb{Z}_2$ coefficients throughout). Although the definition of $\tilde{K}h(L)$ is intrinsically combinatorial and there is now a combinatorial way to compute $\hat{HF}(\Sigma(L))$ [25], the higher terms in this spectral sequence have remained largely mysterious. For instance, the construction in [20] depends a priori on a planar diagram for $L$, and the question of whether these higher terms are actually invariants of the link $L$ has remained open since Ozsváth and Szabó introduced their link surgeries spectral sequence machinery in 2003.

The primary goal of this paper is to show that for $k \geq 2$, the $E^k$ term in this spectral sequence is an invariant, as a graded vector space, of the link $L$; that is, it does not depend on a choice of planar diagram. This gives rise to a countable sequence of link invariants $\{E^k(L)\}$, beginning with $E^2(L) \cong \tilde{K}h(L)$, and ending with $E^\infty(L) \cong \hat{HF}(\Sigma(L))$. It is our hope that knowing that these higher terms are link invariants will inspire attempts to compute and make sense of them. In particular, it seems plausible that there is a nice combinatorial description of the higher differentials in this spectral sequence. Such a description would, among other things, lead to a new combinatorial way of computing $\hat{HF}(\Sigma(L))$ (and perhaps $\hat{HF}(Y)$ for any 3-manifold $Y$, using the Khovanov homology of open books construction in [3]).

One of the first steps in this direction may involve understanding how the higher differentials behave with respect to the $\delta$-grading on $\tilde{K}h(L)$, which is defined to be one-half the quantum grading minus the homological grading. When $\tilde{K}h(L)$ is supported in a single $\delta$-grading, the spectral sequence collapses at $E^2(L) \cong \tilde{K}h(L)$. Therefore, one might conjecture that all
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higher differentials shift this $\delta$-grading by some non-zero quantity. Along these lines, it is natural to ask whether there is a well-defined quantum grading on each $E^k(L)$, and, if so, how the induced $\delta$-grading on $E^\infty(L)$ compares with the Maslov grading on $\widehat{HF}(\Sigma(L))$ or with the conjectured grading on $\widehat{HF}(\Sigma(L))$ described in [10] Conjecture 8.1. We propose the following.

**Conjecture 1.1.** For $k \geq 2$, there is a well-defined quantum grading (resp. $\delta$-grading) on each $E^k(L)$, and the $D^k$ differential increases this grading by $2k - 2$ (resp. $-1$).

Although the terms $E^0(L)$ and $E^1(L)$ are not invariants of the link $L$, they provide some motivation for this conjecture. Recall that $(E^1(L), D^1)$ is isomorphic to the complex for the reduced Khovanov homology of $L$ [20]. Under this identification, the induced quantum grading on $E^1(L)$ is (up to a shift) the homological grading plus twice the intrinsic Maslov grading. If we define a quantum grading on $E^0(L)$ by the same formula, then, indeed, $D^k$ increases quantum grading by $2k - 2$ for $k = 0, 1$. Moreover, Josh Greene observes that Conjecture [11] holds for almost alternating links (and almost alternating links account for all but at most 3 of the 393 non-alternating links with 11 or fewer crossings [1, 9]).

If this conjecture is true in general, then we can define a polynomial link invariant

$$V_L^k(q) = \sum_{i,j} (-1)^i \text{rk} E^k_{i,j}(L) \cdot q^{i/2}$$

for each $k \geq 2$ (here, $i$ and $j$ correspond to the homological and quantum gradings, respectively). These conjectural link polynomials are generalizations of the classical Jones polynomial $V_L(q)$ in the sense that $V_L^2(q) = V_L(q)$, and that $V_L^k(q) = V_L(q)$ whenever $\widehat{Kh}(L)$ is supported in a single $\delta$-grading.

In another direction, it would be interesting to determine whether link cobordisms induce well-defined maps between the higher terms in this spectral sequence, as was first suggested by Ozsváth and Szabó in [20]. For instance, a cobordism $Z \subset S^3 \times [0, 1]$ from $L_1$ to $L_2$ induces a map from $\widehat{Kh}(L_1)$ to $\widehat{Kh}(L_2)$ [12, 11]. Similarly, the double cover of $S^3 \times [0, 1]$ branched along $Z$ is a 4-dimensional cobordism from $\Sigma(L_1)$ to $\Sigma(L_2)$, and, therefore, induces a map from $\widehat{HF}(\Sigma(L_1))$ to $\widehat{HF}(\Sigma(L_2))$ [19]. It seems very likely, in light of our invariance result, that both of these maps correspond to members of a larger family of maps

$$\{E^k(Z) : E^k(L_1) \to E^k(L_2)\}_{k=2}^\infty$$

induced by $Z$. We plan to return to this in a future paper.

In [21], Plamenevskaya defines an invariant of transverse links in the tight contact 3-sphere $(S^3, \xi_{rot})$ using Khovanov homology. To be precise, for a transverse link $L$, she identifies a distinguished element $\psi(L) \in \widehat{Kh}(L)$ which is an invariant of $L$ up to transverse isotopy. In Section 8, we show that $\psi(L)$ gives rise to a transverse invariant $\psi^k(L) \in E^k(L)$ for each $k \geq 2$ (where $\psi^2(L)$ corresponds to $\psi(L)$ under the identification of $E^2(L)$ with $\widehat{Kh}(L)$). It remains to be seen whether Plamenevskaya’s invariant can distinguish two transversely non-isotopic knots which are smoothly isotopic and have the same self-linking number. Perhaps the invariants $\psi^k(L)$ will be more successful in this regard, though there is currently no evidence to support this hope.
There are, however, other uses for these invariants. If $L$ is a transverse link in $(S^3, \xi_{rot})$, we denote by $\xi_L$ the contact structure on $\Sigma(L)$ obtained by lifting $\xi_{rot}$. The following proposition exploits the relationship between $\psi(L)$ and $c(\xi_L)$ discovered by Roberts in [23] (see [3, Proposition 1.4] for comparison).

**Proposition 1.2.** If $L$ is a transverse link for which $\psi^k(L) = 0$, and $E^k(L)$ is supported in non-positive homological gradings, then the contact invariant $c(\xi_L) = 0$, and, hence, the contact structure $\xi_L$ is not strongly symplectically fillable.

The fact that $\psi(L)$ gives rise to a cycle in each term $(E^k(L), D^k)$ is also helpful in computing the invariants $E^k(L)$. We will use this principle in Section 9 to compute all of the terms in the spectral sequences associated to the torus knots $T(3, 4)$ and $T(3, 5)$.

Since this paper first appeared, Bloom has constructed a spectral sequence from the reduced Khovanov homology of a link $L$ to (a version of) the monopole Floer homology of $-\Sigma(L)$ [5]. Our proof of Reidemeister invariance goes through without modification to show that the higher terms in this spectral sequence are link invariants as well. It is natural to guess that this spectral sequence agrees with the one in Heegaard Floer homology.

**Organization.** Section 2 provides a fresh review of multi-diagrams and pseudo-holomorphic polygons. In Section 3 we outline the link surgeries spectral sequence construction in Heegaard Floer homology. Section 4 describes a convenient way to think about and compute spectral sequences. In Section 5, we show that the link surgeries spectral sequence is independent of the analytic choices which go into its construction. In Section 6, we describe the spectral sequence from $\tilde{Kh}(L)$ to $\tilde{HF}(\Sigma(L))$. Section 7 constitutes the meat of this article: there, we show that this spectral sequence is invariant under the Reidemeister moves. In Section 8, we use this spectral sequence to define a sequence of transverse link invariants. Finally, in Section 9, we compute the spectral sequences associated to $T(3, 4)$ and $T(3, 5)$.
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2. Multi-diagrams and pseudo-holomorphic polygons

In this section, we review the pseudo-holomorphic polygon construction in Heegaard Floer homology. See [18] for more details.

A **pointed multi-diagram** consists of a Heegaard surface $\Sigma$; several sets of attaching curves $\gamma^1, \ldots, \gamma^r$; and a basepoint $z \in \Sigma - \cup_i \gamma^i$. Here, each $\gamma^i$ is a $g$-tuple $\{\gamma^i_1, \ldots, \gamma^i_g\}$, where $g = g(\Sigma)$. For each $i$, let $T_{\gamma^i}$ be the torus $\gamma^i_1 \times \cdots \times \gamma^i_g$ in the symmetric product $\text{Sym}^g(\Sigma)$. We denote by $Y_{\gamma^1, \gamma^i}$ the 3-manifold with pointed Heegaard diagram $(\Sigma, \gamma^i, \gamma^i, z)$. 
Recall that, for $x$ and $y$ in $T_{\gamma i} \cap T_{\gamma j}$, a Whitney disk from $x$ to $y$ is a map $\phi$ from the infinite strip $P_2 = [0, 1] \times i\mathbb{R} \subset \mathbb{C}$ to $\text{Sym}^g(\Sigma)$ for which

$$\phi(\{1\} \times i\mathbb{R}) \subset T_{\gamma j}, \quad \phi(\{0\} \times i\mathbb{R}) \subset T_{\gamma i}, \quad \lim_{t \to -\infty} \phi(s + it) = x, \quad \lim_{t \to +\infty} \phi(s + it) = y.$$ 

The space of homotopy classes of Whitney disks from $x$ to $y$ is denoted by $\pi_2(x, y)$. We define Whitney $n$-gons in a similar manner.

For each $n \geq 3$, we fix a region $P_n \subset \mathbb{C}$ which is conformally equivalent to an $n$-gon. We shall think of $P_n$ as merely a topological region in $\mathbb{C}$, without a specified complex structure. We require that $P_n$ does not have vertices, but half-infinite strips instead (so that our Whitney $n$-gons are straightforward generalizations of Whitney disks). After fixing a clockwise labeling $e_1, \ldots, e_n$ of the sides of $P_n$, we require that for each pair of non-adjacent sides $e_i$ and $e_j$ with $i < j$ there is an oriented line segment $C_{i,j}$ from $e_i$ to $e_j$ which is perpendicular to these sides. Let $s_i$ denote the half-infinite strip sandwiched between sides $e_i$ and $e_{i+1}$. See Figure 1.(a) for an example when $n = 7$.
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**Figure 1.** On the left, $P_7$. On the right, a schematic illustration of some $\phi \in \pi_2(x_1, \ldots, x_n)$.

Suppose that $x_1, \ldots, x_{n-1}$ and $x_n$ are points in $T_{\gamma j_{1}} \cap T_{\gamma j_{2}}, \ldots, T_{\gamma j_{n-1}} \cap T_{\gamma j_n}$, and $T_{\gamma j_{1}} \cap T_{\gamma j_n}$. A Whitney $n$-gon connecting these points is a map $\phi : P_n \to \text{Sym}^g(\Sigma)$ for which $\phi(e_i) \subset T_{\gamma j_i}$ for $i = 1, \ldots, n$, and $\phi$ sends points in $s_i$ asymptotically to $x_i$ as the parameter in the strip approaches $\infty$. See Figure 1.(b) for a schematic illustration. We denote the space of homotopy classes of such Whitney $n$-gons by $\pi_2(x_1, \ldots, x_n)$.

Now, fix a complex structure $j$ over $\Sigma$ and choose a contractible open set $U$ of $j$-nearly-symmetric almost-complex structures over $\text{Sym}^g(\Sigma)$ which contains $\text{Sym}^g(j)$ (see [18, Section 3]). In addition, fix a path $J_s \subset U$ for $s \in [0, 1]$. We define a map $J_2 : P_2 \to U$ by

$$J_2(s + it) = J_s.$$ 

A pseudo-holomorphic representative of $\phi \in \pi_2(x, y)$ is a map $u : P_2 \to \text{Sym}^g(\Sigma)$ which is homotopic to $\phi$ and which satisfies the Cauchy-Riemann equation

$$du_p \circ i = J_2(p) \circ du_p.$$
for all $p \in \mathbb{P}_2$. Let $\tilde{M}_{J_2}(\phi)$ denote the moduli space of pseudo-holomorphic representatives of $\phi$. This moduli space has an expected dimension, which we denote by $\mu(\phi) + 1$. If $\mu(\phi) = 0$, then $\tilde{M}_{J_2}(\phi)$ is a smooth, compact 1-manifold for sufficiently generic choices of $j$ and $J_2$. Note that the $\mathbb{R}$-action on $\mathbb{P}_2$ given by translation in the $i\mathbb{R}$ direction induces an $\mathbb{R}$-action on $\tilde{M}_{J_2}(\phi)$. If $\mu(\phi) = 0$, then the quotient $M_{J_2}(\phi) = \tilde{M}_{J_2}(\phi)/\mathbb{R}$ is a compact $0$-manifold.

Recall that $(\mathcal{C}(Y_{\gamma_i,\gamma_j}), \partial_{J_2})$ is the chain complex generated over $\mathbb{Z}_2$ by intersection points $x \in \mathbb{T}_{\gamma_i} \cap \mathbb{T}_{\gamma_j}$ whose differential is defined by

$$\partial_{J_2}(x) = \sum_{y \in \mathbb{T}_{\gamma_i} \cap \mathbb{T}_{\gamma_j}} \sum_{\{\phi \in \pi_2(x,y) : \mu(\phi) = 0, n_z(\phi) = 0\}} \#(M_{J_2}(\phi)) \cdot y,$$

where $n_z(\phi)$ is the intersection of $\phi$ with the subspace $\{z\} \times \text{Sym}^g(\Sigma) \subset \text{Sym}^g(\Sigma)$ (we choose $U$ so that $n_z(\phi)$ is always non-negative). This sum is finite as long as $(\Sigma, \gamma^i, \gamma^j, z)$ is weakly-admissible (see [18, Section 4]).

Further setup is required to define the maps induced by counting more general pseudo-holomorphic $n$-gons, as we would like for these maps to satisfy certain $A_\infty$ relations. For more details on this sort of construction, see [7, 18, 20, 27].

Let $\mathcal{C}(\mathbb{P}_n)$ denote the space of conformal structures on $\mathbb{P}_n$. $\mathcal{C}(\mathbb{P}_n)$ can be thought of as the space of conformal $n$-gons in $\mathbb{C}$ which are obtained from the region $\mathbb{P}_n$ as follows: choose $n - 3$ mutually disjoint chords $C_1, \ldots, C_{n-3}$ among the $C_{i,j}$, and replace each $C_k$ by the product $C_k \times I_k$ for some interval $I_k = [-t_k, t_k]$. We embed this product so that each $C_k \times \{t\}$ is parallel to and points in the same direction as the original $C_k$, and so that the vectors $\frac{\partial}{\partial t}$ agree with the orientation of $C_k$. We refer to this process as stretching along the chords $C_1, \ldots, C_{n-3}$. An $n$-gon obtained in this way, with its conformal structure inherited from $\mathbb{C}$, is called a standard conformal $n$-gon. See Figure 2 for an illustration.

$\mathcal{C}(\mathbb{P}_n)$ has a compactification $\hat{\mathcal{C}}(\mathbb{P}_n)$ gotten by including the degenerate $n$-gons obtained in the limit as one or more of the stretching parameters $t_k$ approaches $\infty$. For each set of $n - 3$ disjoint chords, this stretching procedure (allowing for degenerations) produces an $(n - 3)$-dimensional cube of conformal $n$-gons since each of the $n$ stretching parameters can take any value in $[0, \infty]$. The hypercubes formed in this way fit together into a convex polytope $\mathcal{P}_n$ called an associahedron (see [5] for a related construction). The interior of $\mathcal{P}_n$ parametrizes $\mathcal{C}(\mathbb{P}_n)$, and its boundary parametrizes the degenerate $n$-gons. More precisely, points in the interiors of the $k$-dimensional facets of $\mathcal{P}_n$ correspond to degenerate $n$-gons in which exactly $k - n + 3$ of the stretching parameters are infinite.

Following Ozsváth and Szabó [18, Section 8], we construct maps $J_n : \mathbb{P}_n \times \mathcal{C}(\mathbb{P}_n) \to U$ which satisfy certain compatibility conditions. To describe these conditions, it is easiest to think of $J_n$ as a collection of maps on the standard conformal $n$-gons. If $P$ is a standard conformal $n$-gon, we first require that $J_n|P$ agrees with $J_2$ on the strips $s_1, \ldots, s_n$, via conformal identifications of these strips with $[0, 1] \times i[0, \infty) \subset \mathbb{P}_2$.

Next, suppose that $P$ is obtained from $\mathbb{P}_n$ by stretching along some set of disjoint chords $C_1, \ldots, C_{n-4}$. Suppose that $C_{i,j}$ is disjoint from these chords and consider the $n$-gon $P_T$ obtained from $P$ by replacing $C_{i,j}$ by the product $C_{i,j} \times [-T, T]$. Then $C_{i,j} \times \{0\}$ divides $P_T$ into two regions. Of these two regions, let $L_T$ denote the one which contains $C_{i,j} \times \{-T\}$, and
Figure 2. A standard conformal $n$-gon obtained by stretching $P_7$ along the disjoint chords $C_1 = C_{2,7}$, $C_2 = C_{2,4}$, $C_3 = C_{4,7}$ and $C_4 = C_{5,7}$. The arrows on the intervals indicate the directions of increasing $t$ values.

Let $R_T$ denote the one which contains $C_{i,j} \times \{T\}$. Let $L'_T$ denote the region in $\mathbb{C}$ formed by taking the union of $L_T$ with the strip $C_{i,j} \times [0, \infty)$ along $C_{i,j} \times \{0\}$; likewise, let $R'_T$ denote the region formed by taking the union of $R_T$ with the strip $C_{i,j} \times (-\infty, 0]$ along $C_{i,j} \times \{0\}$. $L'_T$ is conformally equivalent to a $(j - i + 1)$-gon while $R'_T$ is conformally equivalent to a $(n - j + i + 1)$-gon. Let $s_L$ denote the half-infinite strip $C_{i,j} \times [-T, \infty) \subset L'_T$, and let $s_R$ denote the strip $C_{i,j} \times (-\infty, T] \subset R'_T$. See Figure 3 for an illustration.

Figure 3. Here, $n = 7$ and we have replaced $C_{4,7}$ by $C_{4,7} \times [-T, T]$. On the left, $P_T$. On the right, the conformal 5- and 4-gons, $R'_T$ and $L'_T$, respectively; $s_R$ and $s_L$ are the shaded strips.

Let $\Phi_L$ be the conformal equivalence which maps $L'_T$ to a standard conformal $(j - i + 1)$-gon such that $s_i$ is sent to $s_1$; and let $\Phi_R$ be the conformal equivalence which maps $R'_T$ to a standard conformal $(n - j + i + 1)$-gon such that $s_R$ is sent to $s_i$. The compatibility we require
is that, for \( T \) large enough, the restriction of \( J_n \) to \( L_T \subset P_T \) agrees with the restriction of \( J_{j-i+1} \circ \Phi_L \) to \( L_T \subset L_T' \); and that the restriction of \( J_n \) to \( R_T \subset P_T \) agrees with the restriction of \( J_{n-j+i+1} \circ \Phi_R \) to \( R_T \subset R_T' \). Said more informally: in the limit as \( T \) approaches \( \infty \), the \( n \)-gon \( P_T \) breaks apart into a \((j-i+1)\)-gon and an \((n-j+i+1)\)-gon, and we require that the map \( J_n \) agrees in this limit with the maps \( J_{j-i+1} \) and \( J_{n-j+i+1} \) on the two pieces.

Here, we are specifying the behavior of \( J_n \) near the boundary of \( \tilde{C}(P_n) \). Since \( U \) is contractible, it is possible to extend any map defined near this boundary to the interior. In this way, the maps \( J_n \) are defined inductively beginning with \( n = 3 \), in which case there are no degenerations and the only requirement is that \( J_3 \) agrees with \( J_2 \) on the strips \( s_1, s_2, s_3 \), as described above. Fix some generic \( J_3 \) which satisfies this requirement, and proceed.

A pseudo-holomorphic representative of a Whitney \( n \)-gon \( \phi \in \pi_2(x_1, \ldots, x_n) \) consists of a conformal structure \( \epsilon \in C(P_n) \) together with a map \( u : P_n \to Sym^g(\Sigma) \) which is homotopic to \( \phi \) and which satisfies

\[
du_p \circ i_\epsilon = J_n((p, \epsilon)) \circ du_p
\]

for all \( p \in P_n \), where \( i_\epsilon \) is the almost-complex structure on \( P_n \) associated to \( \epsilon \). Let \( M_{J_n}(\phi) \) denote the moduli space of pseudo-holomorphic representatives \((u, \epsilon)\) of \( \phi \). As before, this moduli space has an expected dimension, which we denote by \( \mu(\phi) \). If \( \mu(\phi) = 0 \) then \( M_{J_n}(\phi) \) is a compact 0-manifold for sufficiently generic choices of \( j \) and \( \{J_n\}_{n \geq 2} \). With this fact in hand, we may define a map

\[
f_{\gamma_1, \ldots, \gamma_n} : CF(Y_{\gamma_1, \gamma_2}) \otimes \cdots \otimes CF(Y_{\gamma_{n-1}, \gamma_n}) \to CF(Y_{\gamma_1}, \gamma_n)
\]

by

\[
f_{\gamma_1, \ldots, \gamma_n}(x_1 \otimes \cdots \otimes x_{n-1}) = \sum_{x_n \in \pi_2(x_1, \ldots, x_{n-1})} \sum_{\phi \in \pi_2(x_1, \ldots, x_{n-1}) | \mu(\phi) = 0, \nu_s(\phi) = 0} \#(M_{J_n}(\phi)) \cdot x_n.
\]

This sum is finite as long as the associated pointed multi-diagram is weakly-admissible. Since weak-admissibility can easily be achieved via "winding" (as in [18, Section 5]), we will not worry further about such admissibility concerns, in this or any of the following sections. Also, we will generally omit the superscript \( J_n \) from the notation for these maps unless we wish to emphasize our choice of analytic data.

### 3. The link surgeries spectral sequence

This section provides a review of the link surgeries spectral sequence, as defined by Ozsváth and Szabó in [20].

Suppose that \( L = L_1 \cup \cdots \cup L_m \) is a framed link in a 3-manifold \( Y \). A bouquet for \( L \) is an embedded 1-complex \( \Gamma \subset Y \) formed by taking the union of \( L \) with \( m \) paths joining the components \( L_i \) to a fixed reference point in \( Y \). The regular neighborhood \( N(\Gamma) \) of this bouquet is a genus \( m \) handlebody, and a subset of its boundary is identified with the disjoint union of \( m \) punctured tori \( F_i \), one for each component of \( L \).

**Definition 3.1.** A pointed Heegaard diagram \((\Sigma, \alpha, \beta, z)\) is subordinate to \( \Gamma \) if

1. \((\Sigma, \{\alpha_1, \ldots, \alpha_g\}, \{\beta_{m+1}, \ldots, \beta_g\})\) describes the complement \( Y - \text{int} N(\Gamma) \),
(2) after surgering $\beta_{m+1}, \ldots, \beta_g$ from $\Sigma$, $\beta_i$ lies in $F_i \subset \partial N(\Gamma)$ for each $i = 1, \ldots, m$;
(3) for $i = 1, \ldots, m$, the curve $\beta_i$ is a meridian of $L_i$.

Suppose that $\langle \Sigma, \alpha, \beta, z \rangle$ is subordinate to $\Gamma$, and fix an orientation on the meridians $\beta_1, \ldots, \beta_m$. For $i = 1, \ldots, m$, let $\gamma_i$ be an oriented curve in $F_i \subset \Sigma$ which represents the framing of the component $L_i$, such that $\beta_i$ intersects $\gamma_i$ in one point with algebraic intersection number $\beta_i \cdot \gamma_i = 1$ and $\gamma_i$ is disjoint from all other $\beta_j$. For $i = 1, \ldots, m$, let $\delta_i$ be an oriented curve in $F_i \subset \Sigma$ which is homologous to $\beta_i + \gamma_i$, such that $\delta_i$ intersects each of $\beta_i$ and $\gamma_i$ in one point and is disjoint from all other $\beta_j$ and $\gamma_j$. For $i = m + 1, \ldots, g$, we define $\gamma_i$ and $\delta_i$ to be small Hamiltonian translates of $\beta_i$.

For $I = (I_1, \ldots, I_m) \in \{\infty, 0, 1\}^m$, let $\eta(I) = \{\eta(I)_1, \ldots, \eta(I)_g\}$ be the set of attaching curves on $\Sigma$ defined by

$$\eta(I)_j = \begin{cases} \beta_j & \text{if } I_j = \infty, \\ \gamma_j & \text{if } I_j = 0, \\ \delta_j & \text{if } I_j = 1. \end{cases}$$

Then $Y_{\alpha, \eta(I)}$ is the 3-manifold obtained from $Y$ by performing $I_j$-surgery on the component $L_j$ for $j = 1, \ldots, m$. To define a multi-diagram using the sets of attaching curves $\eta(I)$, we need to be a bit more careful. Specifically, in the definition of the $g$-tuples $\eta(I)$, we must use different (small) Hamiltonian translates of the $\beta, \gamma$ and $\delta$ curves for each $I$, for which none of the associated isotopies cross the basepoint $z$. In addition, we require that every translate of a $\beta$ (resp. $\gamma$ resp. $\delta$) curve intersects each of the other copies in two points, and that we can join the basepoint $z$ to a point on each of $\gamma_1, \ldots, \gamma_m$ by a path which does not intersect the $\alpha$ curves or the other $\gamma$ curves. We say that the pointed multi-diagram consisting of the Heegaard surface $\Sigma$; the sets of attaching curves $\alpha$ and the $\eta(I)$ for $I \in \{\infty, 0, 1\}^m$; and the basepoint $z$ is compatible with the framed link $\mathbb{L}$. It is not hard to see that such a compatible multi-diagram exists.

Order the set $\{\infty, 0, 1\}$ by $\infty < 0 < 1$. We say that $I \leq I'$ if $I_j \leq I'_j$ for every $j \in \{1, \ldots, m\}$; if $I \leq I'$ and $I \neq I'$, then we write $I < I'$. The vector $I'$ is called an immediate successor of $I$ if $I_j = I'_j$ for all $j \neq k$ and either $I_k = \infty$ and $I'_k = 0$ or $I_k = 0$ and $I'_k = 1$. For $I \leq I'$, a path from $I$ to $I'$ is a sequence of inequalities $I = I^2 < \cdots < I^n = I'$, where each $I^j$ is the immediate successor of $I^{j-1}$. In particular, we think of $I = I^2 = I$ as the “trivial” path from $I$ to $I$. For the rest of this section, we shall only consider vectors in $\{0, 1\}^m$.

Let $X$ be the vector space defined by

$$X = \bigoplus_{I \in \{0, 1\}^m} \widehat{CF}(Y_{\alpha, \eta(I)}).$$

For every path $I^2 < \cdots < I^n$, we define a map

$$D_{I^2 < \cdots < I^n} : \widehat{CF}(Y_{\alpha, \eta(I^2)}) \to \widehat{CF}(Y_{\alpha, \eta(I^n)})$$

by

$$D_{I^2 < \cdots < I^n}(x) = f_{\alpha, \eta(I^2), \ldots, \eta(I^n)}(x \otimes \widehat{\Theta}_{2,3} \otimes \cdots \otimes \widehat{\Theta}_{n-1,n}),$$

1We start with $I = I^2$ rather than, say, $I = I^1$ for the sake of notational convenience down the road.
where $\hat{\Theta}_{i,j}$ is the unique intersection point in $T_{\eta(I')} \cap T_{\eta(I)}$ with highest Maslov grading when thought of as a generator in $\hat{CF}(Y_{\eta(I'), \eta(I)})$. We define $D_{I,I'}$ to be the sum over paths from $I$ to $I'$,

$$D_{I,I'} = \sum_{I = I^2 < \cdots < I^n = I'} D_{I^2 < \cdots < I^n}.$$  

Note that $D_{I,I} = D_{I^2}$ is just the standard Heegaard Floer boundary map for the chain complex $(\hat{CF}(Y_{\alpha, \eta(I)}), \partial)$. Finally, we define $D : X \to X$ to be the sum

$$D = \sum D_{I,I'}.$$

**Proposition 3.2** ([20]). $D$ is a boundary map; that is, $D^2 = 0$.

In particular, $(X, D)$ is a chain complex. The proof of Proposition 3.2 proceeds roughly as follows. For intersection points $x \in T_{\alpha} \cap T_{\eta(I)}$ and $y \in T_{\alpha} \cap T_{\eta(I')}$, the coefficient of $y$ in $D^2(x)$ counts maps of certain degenerate $n$-gons into $\text{Sym}^g(\Sigma)$. These maps can be thought of as ends of a union of 1-dimensional moduli spaces (c.f. [7, 8, 26, 27]),

$$\bigcup_{p \in S} \bigcup_{\phi \in \pi_2(x,y;p)} M_{J_n}(\phi),$$

where $S$ is the set of paths from $I$ to $I'$, and $\pi_2(x,y;p)$ denotes, for a path $p$ in $S$ given by $I = I^2 < \cdots < I^n = I'$, the set of $\phi \in \pi_2(x, \Theta_{2,3}, \ldots, \Theta_{n-1,n}, y)$ with $n_z(\phi) = 0$ and $\mu(\phi) = 1$. This follows, in part, from the compatibility conditions described in the previous section, which control the behaviors of pseudo-holomorphic representatives of these $\phi$ as their underlying conformal structures degenerate.

In general, for a fixed path $p \in S$, the union

$$\bigcup_{\phi \in \pi_2(x,y;p)} M_{J_n}(\phi)$$

has ends which do not contribute to the coefficient of $y$ in $D^2(x)$; but these cancel in pairs when we take a union over all paths in $S$. Proposition 3.2 then follows from the fact that the total number of ends of the union in (1) is zero mod 2. We will revisit this sort of argument in more detail in Section 5.

The beautiful result below is the basis for our interest in these constructions.

**Theorem 3.3** ([20, Theorem 4.1]). The homology $H_*(X, D)$ is isomorphic to $\hat{HF}(Y)$.

There is a grading on $X$ defined, for $x \in \hat{CF}(Y_{\alpha, \eta(I)})$, by $h'(x) = I_1 + \cdots + I_m$. This grading gives rise to a filtration of the complex $(X, D)$. This filtration, in turn, gives rise to what is known as the link surgeries spectral sequence. The portion $D^0$ of $D$ which does not increase $h'$ is just the sum of the boundary maps $D_{I,I}$. Therefore,

$$E^1(X) \cong \bigoplus_{I \in \{0,1\}^n} \hat{HF}(Y_{\alpha, \eta(I)}).$$
Observe that the spectral sequence differential $D^1$ on $E^1(X)$ is the sum of the maps

$$(D_{I,I'})_*: \widehat{HF}(Y_{\alpha,\eta(I)}) \to \widehat{HF}(Y_{\alpha,\eta(I')})$$

over all pairs $I,I'$ for which $I'$ is an immediate successor of $I$. If $I'$ is an immediate successor of $I$ with $I_j < I'_j$, then $Y_{\alpha,\eta(I')}$ is obtained from $Y_{\alpha,\eta(I)}$ by changing the surgery coefficient on $L_j$ from 0 to 1, and $(D_{I,I'})_*$ is the map induced by the corresponding 2-handle cobordism. By Theorem 3.3, this spectral sequence converges to $E^\infty = \widehat{HF}(Y)$.

This spectral sequence behaves nicely under connected sums. Specifically, if $\mathbb{L}_1 \in Y_1$ and $\mathbb{L}_2 \in Y_2$ are framed links, then a pointed multi-diagram for the disjoint union

$$\mathbb{L}_1 \cup \mathbb{L}_2 \in Y_1 \# Y_2$$

can be obtained by taking a connected sum of pointed multi-diagrams for $\mathbb{L}_1$ and $\mathbb{L}_2$ near their basepoints, and then replacing these two basepoints with a single basepoint contained in the connected sum region. Let $(X_1,D_1)$ and $(X_2,D_2)$ denote the complexes associated to the multi-diagrams for $\mathbb{L}_1$ and $\mathbb{L}_2$, and let $(X_#,D_#)$ denote the complex associated to the multi-diagram for $\mathbb{L}_1 \cup \mathbb{L}_2$, obtained as above. The lemma below follows from standard arguments in Heegaard Floer homology (see [17, Section 6]).

**Lemma 3.4.** $(X_#,D_#)$ is the tensor product $(X_1,D_1) \otimes (X_2,D_2)$. In particular, $E^k(X_#) = E^k(X_1) \otimes E^k(X_2)$.

4. **Computing spectral sequences**

In this section, we provide a short review of the “cancellation lemma,” and describe how it is used to think about and compute spectral sequences.

**Lemma 4.1** (see [22, Lemma 5.1]). Suppose that $(C,d)$ is a complex over $\mathbb{Z}_2$, freely generated by elements $x_i$, and let $d(x_i,x_j)$ be the coefficient of $x_j$ in $d(x_i)$. If $d(x_k,x_l) = 1$, then the complex $(C',d')$ with generators $\{x_i|i \neq k,l\}$ and differential

$$d'(x_i) = d(x_i) + d(x_i,x_l)d(x_k)$$

is chain homotopy equivalent to $(C,d)$. The chain homotopy equivalence is induced by the projection $\pi: C \to C'$, while the equivalence $\iota: C' \to C$ is given by $\iota(x_i) = x_i + d(x_i,x_l)x_k$.

We say that $(C',d')$ is obtained from $(C,d)$ by “canceling” the component of the differential $d$ from $x_k$ to $x_l$. Lemma 4.1 admits a refinement for filtered complexes. In particular, suppose that there is a grading on $C$ which induces a filtration of the complex $(C,d)$, and let the elements $x_i$ be homogeneous generators of $C$. If $d(x_k,x_l) = 1$, and $x_k$ and $x_l$ have the same grading, then the complex obtained by canceling the component of $d$ from $x_k$ to $x_l$ is filtered chain homotopy equivalent to $(C,d)$ since both $\pi$ and $\iota$ are filtered maps in this case.

Computing the spectral sequence associated to such a filtration is the process of performing cancellation in a series of stages until we arrive at a complex in which the differential is zero (the $E^\infty$ term). The $E^n$ term records the result of this cancellation after the $n$th stage. Specifically, the $E^0$ term is simply the graded vector space $C = \bigoplus C_i$. The $E^1$ term is the graded vector space $C^{(1)}$, where $(C^{(1)},d^{(1)})$ is obtained from $(C,d)$ by canceling the components of $d$ which
do not shift the grading. For $n > 1$, the $E^n$ term is the graded vector space $C^{(n)}$, where $(C^{(n)}, d^{(n)})$ is obtained from $(C^{(n-1)}, d^{(n-1)})$ by canceling the components of $d^{(n-1)}$ which shift the grading by $n - 1$. Though it is implicit here, the spectral sequence differential $d^k$ is the sum of the components of $d^{(k)}$ which shift the grading by $k$. See Figure 4 for an illustration of this process (in this diagram, the generators are represented by dots and the components of the differential are represented by arrows).

Now, suppose that $F : (C_1, d_1) \to (C_2, d_2)$ is a filtered chain map, and let $E^n(C_j)$ denote the $n$th term in the spectral sequence associated to the filtration of $(C_j, d_j)$. Every time we cancel a component of $d_1$ or $d_2$, we may adjust the components of $F$ as though they were components of a differential (in fact, they are components of the mapping cone differential). In this way, we obtain an adjusted map $F^{(n)} : (C_1^{(n)}, d_1^{(n)}) \to (C_2^{(n)}, d_2^{(n)})$ for each $n \geq 1$. The map from $E^n(C_1)$ to $E^n(C_2)$ induced by $F$ is, by definition, the sum of the components of $F^{(n)}$ which do not shift the grading. With this picture in mind, the following well-known fact is easy to verify.

**Lemma 4.2.** If $F : (C_1, d_1) \to (C_2, d_2)$ is a filtered chain map which induces an isomorphism from $E^n(C_1)$ to $E^n(C_2)$, then $F$ induces an isomorphism from $E^k(C_1)$ to $E^k(C_2)$ for all $k \geq n$. If $n = 1$ in the statement above, then $(C_1, d_1)$ is filtered chain homotopy equivalent to $(C_2, d_2)$.

## 5. Independence of Multi-Diagram and Analytic Data

The complex $(X, D)$ associated to a framed link $L \subset Y$ depends on a choice of multi-diagram compatible with $L$ and a choice of auxiliary analytic data – namely, the complex structure $j$ and the maps $\{J_n\}_{n \geq 2}$. However, we shall see in this section that the filtered chain homotopy type of $(X, D)$ does not.
Theorem 5.1 (24). The filtered chain homotopy type of \((X, D)\) is independent of the choice multi-diagram compatible with \(L\).

To see this, fix some choice of analytic data and suppose that \(H\) and \(H'\) are two multi-diagrams compatible with \(L\), giving rise to the complexes \((X, D)\) and \((X', D')\). Then \(H\) and \(H'\) are related by a sequence of isotopies, handleslides, and (de-) stabilizations. Roberts proves that there is an \(h'\)-filtered chain map \(\Phi : (X, D) \rightarrow (X', D')\) corresponding to this sequence of operations which induces an isomorphism between the \(E^1\) terms of the associated spectral sequences [24, Section 7]. It follows that \((X, D)\) is filtered chain homotopy equivalent to \((X', D')\) by Lemma 4.2. In particular, \(E^k(X) \cong E^k(X')\) for all \(k \geq 1\).

In this section, we prove the following theorem, which has been known to experts for some time, but has not been written down rigorously (though Roberts offers a sketch in [24]). Our proof is similar in spirit to Roberts’ proof of Theorem 5.1.

Theorem 5.2. The filtered chain homotopy type of \((X, D)\) is independent of the choice of analytic data \(j\) and \(\{J_n\}_{n \geq 2}\).

Remark 5.3. There is no direct analogue of a multi-diagram for the corresponding spectral sequence in monopole Floer homology (see [3]). In that setting, the spectral sequence associated to a framed link depends \textit{a priori} only on a choice of metric and perturbation of the Seiberg-Witten equations on some 4-dimensional cobordism. And Bloom shows that, up to isomorphism, the spectral sequence is independent of these choices.

The rest of this section is devoted to proving Theorem 5.2. Let \(H\) be a pointed multi-diagram compatible with \(L = L_1 \cup \cdots \cup L_m\), consisting of the Heegaard surface \(\Sigma\); attaching curves \(\alpha\) and \(\eta(I)\) for \(I \in \{\infty, 0, 1\}^m\); and a basepoint \(z\). Let \(H'\) be the pointed multi-diagram obtained from \(H\) by replacing each curve \(\eta(I)_j\) by a small Hamiltonian translate \(\lambda(I)_j\). Now, fix a complex structure \(j\) and suppose we are given two sets of analytic data, \(\{J_n^{(0)}\}_{n \geq 2}\) and \(\{J_n^{(1)}\}_{n \geq 2}\). We would like to construct a chain map from the complex \((X, D)\), associated to \(H\) and the first set of analytic data, to the complex \((X', D')\), associated to \(H'\) and the second set of analytic data. To do so, we first define maps

\[J_{n,k} : P_n \times C(P_n) \rightarrow U\]

for \(n \geq 3\) and \(1 \leq k \leq n\) which satisfy compatibility conditions similar to those described in Section 2. As in Section 2, we shall think of \(J_{n,k}\) as a collection of maps defined on the standard conformal \(n\)-gons.

If \(P\) is a standard conformal \(n\)-gon, we first require that \(J_{n,k}|_P\) agrees with \(J_2^{(0)}\) on the strips \(s_1, \ldots, s_{k-1}\) and with \(J_2^{(1)}\) on the strips \(s_k, \ldots, s_n\), and that \(J_{n,1} = J_n^{(1)}\). Next, suppose that \(P\) is obtained from \(P_n\) by stretching along some set of disjoint chords \(C_1, \ldots, C_{n-4}\). Suppose that \(C_{i,j}\) is disjoint from these chords and consider the \(n\)-gon \(P_T\) obtained from \(P\) by replacing \(C_{i,j}\) by the product \(C_{i,j} \times [-T, T]\). The remaining compatibility conditions, which are to be satisfied for large \(T\), are divided into three cases.
(1) For $i < k$ and $j \leq k$, the restriction $J_{n,k} |_{L_T}$ agrees $j^{(0)}_{j-i+1, k-j+i+1} \circ \Phi_L |_{L_T}$; and the restriction $J_{n,k} |_{R_T}$ agrees with $J_{n-j+i+1, k-j+i+1} \circ \Phi_R |_{R_T}$.

(2) For $i < k$ and $j > k$, the restriction $J_{n,k} |_{L_T}$ agrees with $J_{j-i+1, k-i+1} \circ \Phi_L |_{L_T}$; and the restriction $J_{n,k} |_{R_T}$ agrees with $J_{n-j+i+1, k-i+1} \circ \Phi_R |_{R_T}$.

(3) For $i \geq k$, the restriction $J_{n,k} |_{L_T}$ agrees with $j^{(1)}_{n-j+i+1, k-i+1} \circ \Phi_L |_{L_T}$; and the restriction $J_{n,k} |_{R_T}$ agrees with $J_{n-j+i+1, k-i+1} \circ \Phi_R |_{R_T}$.

We shall see in a bit where these conditions come. For the moment, consider the pointed multi-diagram $(\Sigma, \gamma^1, \ldots, \gamma^r, z)$, and let $x_1, \ldots, x_{n-1}$ and $x_n$ be intersection points in $T_{\gamma^1} \cap T_{\gamma^2} \cap \cdots \cap T_{\gamma^{n-1}} \cap T_{\Sigma}$ and $T_{\gamma^1} \cap T_{\gamma^2}$, respectively. For $\phi \in \pi_2(x_1, \ldots, x_n)$, we denote by $M_{J_{n,k}}(\phi)$ the moduli space of pairs $(u, \zeta)$, where $u : P_n \to \text{Sym}^g(\Sigma)$ is homotopic to $\phi$ and

$$du_p \circ \iota = J_{n,k}(p, \zeta) \circ du_p$$

for all $p \in P_n$. We may then define a map

$$j^{(I)}_{\gamma^1, \ldots, \gamma^n} : \widehat{CF}(Y_{\gamma^1, \gamma^2}) \otimes \cdots \otimes \widehat{CF}(Y_{\gamma^{n-1}, \gamma^n}) \to \widehat{CF}(Y_{\gamma^1, \gamma^n})$$

exactly as in Section 2.

To construct a chain map from $(X, D)$ to $(X', D')$, it is convenient to think of the $g$-tuples $\eta(I)$ and $\lambda(I)$ as belonging to one big multi-diagram. For $I \in \{0, 1\}^{m+1}$, let $\vec{I}$ be the vector $(I_1, \ldots, I_m) \in \{0, 1\}^n$, and define

$$\Lambda(I) = \begin{cases} \eta(\vec{I}) & \text{if } I_{m+1} = 0, \\ \nu(\vec{I}) & \text{if } I_{m+1} = 1. \end{cases}$$

For $I \leq I' \in \{0, 1\}^{m+1}$ with $I_{m+1} = 0$ and $I'_{m+1} = 1$, we shall write

$$I = I^2 < \cdots < \widehat{k} < \cdots < I^n = I'$$

to convey the fact that the last coordinate of $I^k$ is 0 and the last coordinate of $I^{k+1}$ is 1. We call this a marked path from $I$ to $I'$. Given such a marked path, we define a map

$$G_{I^2 \leq \cdots \leq \tilde{k} \leq \cdots \leq I^n} : \widehat{CF}(Y_{\alpha, \Lambda(I^2)}) \to \widehat{CF}(Y_{\alpha, \Lambda(I^n)})$$

by

$$G_{I^2 \leq \cdots \leq \tilde{k} \leq \cdots \leq I^n}(x) = f^{J_{I^2, \ldots, \Lambda(I^n)}}_{\alpha, \Lambda(I^2), \ldots, \Lambda(I^n)}(x \otimes \hat{\Omega}_{2,3} \otimes \cdots \otimes \hat{\Omega}_{n-1,n}),$$

where $\hat{\Omega}_{i,j}$ is the unique intersection point in $T_{\Lambda(I^j)} \cap T_{\Lambda(I^j)}$ with highest Maslov grading. Let $G_{I, I'}$ be the sum over marked paths from $I$ to $I'$,

$$G_{I, I'} = \sum_{I = I^2 \leq \cdots \leq \tilde{k} \leq \cdots \leq I^n = I'} G_{I^2 \leq \cdots \leq \tilde{k} \leq \cdots \leq I^n},$$

and define $G$ to be the sum

$$G = \sum_{I} G_{I, I'}.$$
Proposition 5.4. \( G : (X, D) \to (X', D') \) is a chain map; that is, \( G \circ D = D' \circ G \).

Proof of Proposition 5.4. Fix intersection points \( x \in \mathbb{T}_\alpha \cap \mathbb{T}_\eta(i) \) and \( y \in \mathbb{T}_\alpha \cap \mathbb{T}_\lambda(i) \) with \( I \leq I' \) and \( I_{m+1} = 0 \) and \( I'_{m+1} = 1 \). Our goal is to show that the coefficient of \( y \) in \( G \circ D(x) + D' \circ G(x) \) is zero mod 2. Let \( S \) denote the set of marked paths from \( I \) to \( I' \), and fix some \( p \in S \) given by \( I = I^2 < \cdots < I^k < \cdots < I^n = I' \). Let \( \pi_2(x, y; p) \) denote the set of \( \phi \in \pi_2(x, \Theta_{2,3}, \ldots, \Theta_{n-1,n}, y) \) with \( n_z(\phi) = 0 \) and \( \mu(\phi) = 1 \), and consider the 1-dimensional moduli spaces \( \mathcal{M}_{J_{n,k}}(\phi) \) for \( \phi \in \pi_2(x, y; p) \). The ends of these moduli spaces consist of maps of degenerate or “broken” \( n \)-gons. In particular, the compatibility conditions on the \( J_{n,k} \) ensure that the ends of \( \mathcal{M}_{J_{n,k}}(\phi) \) can be identified with the disjoint union

\[
X^1_{p,\phi} \coprod X^2_{p,\phi} \coprod X^3_{p,\phi} \coprod X^4_{p,\phi} \coprod X^5_{p,\phi},
\]

where

\[
X^1_{p,\phi} = \coprod_{2 \leq j \leq k} \coprod_{x \in \mathbb{T}_a \cap \mathbb{T}_{\lambda(i)}} \mathcal{M}_{J_j(0)}(\phi_{\alpha,I^2,\ldots,I^j}) \times \mathcal{M}_{J_{n-j+2,k-j+2}}(\psi_{\alpha,I^2,\ldots,I^n})
\]

\[
X^2_{p,\phi} = \coprod_{k < j < n} \coprod_{x \in \mathbb{T}_a \cap \mathbb{T}_{\lambda(i)}} \mathcal{M}_{J_j,k}(\phi_{\alpha,I^2,\ldots,I^j}) \times \mathcal{M}_{J_{n-j+2}}(\psi_{\alpha,I^2,\ldots,I^n})
\]

\[
X^3_{p,\phi} = \coprod_{2 \leq i < j < k} \coprod_{x \in \mathbb{T}_a \cap \mathbb{T}_{\lambda(i)}} \mathcal{M}_{J_j,i+1}(\phi_{I^2,\ldots,I^j}) \times \mathcal{M}_{J_{n-j+1,k-j+i+1}}(\psi_{\alpha,I^2,\ldots,I^n})
\]

\[
X^4_{p,\phi} = \coprod_{2 \leq i < j < n} \coprod_{x \in \mathbb{T}_a \cap \mathbb{T}_{\lambda(i)}} \mathcal{M}_{J_{j-1,i+1}}(\phi_{I^2,\ldots,I^j}) \times \mathcal{M}_{J_{n-j+i+1}}(\psi_{\alpha,I^2,\ldots,I^n})
\]

\[
X^5_{p,\phi} = \coprod_{k < j < n} \coprod_{x \in \mathbb{T}_a \cap \mathbb{T}_{\lambda(i)}} \mathcal{M}_{J_{j-1+i+1}}(\phi_{I^2,\ldots,I^j}) \times \mathcal{M}_{J_{n-j+i+1}}(\psi_{\alpha,I^2,\ldots,I^n})
\]

In \( X^1_{p,\phi} \) and \( X^2_{p,\phi} \), the pairs \( \phi_{\alpha,I^2,\ldots,I^j} \) and \( \psi_{\alpha,I^2,\ldots,I^n} \) range over homotopy classes with \( n_z = \mu = 0 \) in \( \pi_2(x, \Theta_{2,3}, \ldots, \Theta_{j-1,j}, y) \) and \( \pi_2(z, \Theta_{j,j+1}, \ldots, \Theta_{n-1,n}, y) \), respectively, such that \( \phi \) is homotopic to the concatenation \( \phi_{\alpha,I^2,\ldots,I^j} * \psi_{\alpha,I^2,\ldots,I^n} \) and \( \psi_{\alpha,I^2,\ldots,I^n} \). Similarly, the pairs \( \phi_{I^2,\ldots,I^j} \) and \( \psi_{I^2,\ldots,I^n} \) in the unions \( X^3_{p,\phi} \) and \( X^4_{p,\phi} \) range over classes with \( n_z = \mu = 0 \) in \( \pi_2(\Theta_{i,i+1}, \ldots, \Theta_{j-1,j}, z) \) and \( \pi_2(x, \Theta_{2,3}, \ldots, \Theta_{i-1,i}, z, \Theta_{j,j+1}, \ldots, \Theta_{n-1,n}) \), such that \( \phi \) is homotopic to \( \phi_{I^2,\ldots,I^j} * \psi_{I^2,\ldots,I^n} \).

Observe that the number of points in the union

\[
\prod_{\phi \in \pi_2(x, y; p)} X^1_{p,\phi}
\]

is precisely the coefficient of \( y \) in the contribution to \( G \circ D(x) \) coming from the compositions

\[
G_{I^2 < \cdots < I^n} \circ D_{I^2 < \cdots < I^n}
\]
for $2 \leq j \leq k$. Likewise, the number of points in the union
\[ \prod_{\phi \in \pi_2(x,y;p)} X^2_{p,\phi} \]
is the coefficient of $y$ in the contribution to $D' \circ G(x)$ coming from the compositions
\[ D'_i \circ \cdots \circ D'_1 \circ G \circ D(x) \]
for $k < j \leq n$. Therefore, the coefficient of $y$ in $G \circ D(x) + D' \circ G(x)$ is the number of points in
\[ \prod_{p \in S} \prod_{\phi \in \pi_2(x,y;p)} \left( X^1_{p,\phi} \prod_{p,\phi} X^2_{p,\phi} \right). \]

We would like to show that this number is zero mod 2. It is enough to show that the number of points in
\[ \prod_{p \in S} \prod_{\phi \in \pi_2(x,y;p)} \left( X^3_{p,\phi} \prod_{p,\phi} X^4_{p,\phi} \prod_{p,\phi} X^5_{p,\phi} \right) \]
is even, since the points in (3) together with those in (2) correspond precisely to the ends of the union of 1-dimensional moduli spaces
\[ \prod_{p \in S} \prod_{\phi \in \pi_2(x,y;p)} \mathcal{M}_{J_{n,k}}(\phi), \]
and these ends are even in number.

Consider the union $X^3_{p,\phi}$. For $j - i = 1$, the number of points corresponding to the term $\mathcal{M}_{J^0_2}(\phi_{p,i+1};z)$ is even since these are the terms which appear as coefficients in the boundary $\partial_j J^0_{i+1}(\Theta_{i,i+1})$, and $\Theta_{i,i+1}$ is a cycle. For $j - i > 2$, the set of classes in $\pi_2(\Theta_{i,i+1}, \ldots, \Theta_{j-1,j}, z)$ with $n_z = \mu = 0$ is empty by the same argument as is used in [20, Lemma 4.5]. Therefore, the only terms which contribute mod 2 to the number of points in $X^3_{p,\phi}$ are those in which $j - i = 2$.

For $j - i = 2$, the set of classes in $\pi_2(\Theta_{i,i+1}, \Theta_{i+1,i+2}, z)$ with $n_z = \mu = 0$ contains a single element as long as $z = \Theta_{i,i+2}$, and is empty otherwise. Let us denote this element by $\phi_{p,i+1,i+2,\Theta_{i,i+2}}$. When $J^0_3$ is sufficiently close to the constant almost-complex structure $\text{Sym}^g(j)$, there is exactly one pseudo-holomorphic representative of $\phi_{p,i+1,i+2,\Theta_{i,i+2}}$; again, see [20 Lemma 4.5]. Since the map induced on homology by $\int_{J^0_3}(1)$ is independent of the analytic data which goes into its construction [13 Lemma 10.19], the number of points in $\mathcal{M}_{J^0_3}(\phi_{p,i+1,i+2,\Theta_{i,i+2}})$ is 1 mod 2 for any generic $J^0_3$. So, mod 2, the number of points in $X^3_{p,\phi}$ is the same as the number of points in
\[ \prod_{2 \leq i < k} \mathcal{M}_{J_{n-1,k-1}}(\psi_{\alpha,1^2,\ldots,1^i,1^i+2,\ldots,\infty,\Theta_{i,i+2}}). \]
Note that each term in the disjoint union above also appears as a term in the mod 2 count of the number of points in $X^{3}_{p',\phi}$ for exactly one other $p'$ since, for each $2 \leq i < k$, there is exactly one other marked path $p' \in S$ given by

$$I = I^2 < \cdots < I^i < I^{i+2} < \cdots < I^k < \cdots < I^n = I'.$$

Therefore, the number of points in

$$\prod_{p \in S} \prod_{\phi \in \pi_{3}(x,y,p)} X^{3}_{p,\phi}$$

is even. Similar statements hold for $X^{4}_{p,\phi}$ and $X^{5}_{p,\phi}$ by virtually identical arguments. Hence, the number of points in (3) is even, and we are done.

Proposition 5.5. The map $G$ induces an isomorphism from $E^{1}(X)$ to $E^{1}(X').$

Proof of Proposition 5.5. The map from $E^{1}(X)$ to $E^{1}(X')$ induced by $G$ is the portion of the adjusted map $G^{(1)}$ which preserves the grading $h'$. It is therefore the sum of the maps

$$(G_{I,I'})_{*} : \widehat{HF}(Y_{\alpha,\eta(I)}) \to \widehat{HF}(Y_{\alpha,\lambda(I')}),$$

over all $I < I' \in \{0,1\}^{m+1}$ for which there is a marked path of the form $I = \hat{I}^2 < I^3 = I'.$ Equivalently, the map induced by $G$ is the sum, over $K \in \{0,1\}^{m}$, of the maps

(5) $$F_{J_{3,2},\alpha,\eta(K),\lambda(K)}(- \otimes \hat{\Theta}_{K}) : \widehat{HF}(Y_{\alpha,\eta(K)}) \to \widehat{HF}(Y_{\alpha,\lambda(K)}),$$

where $\hat{\Theta}_{K}$ is the unique intersection point in $T_{\eta(K)} \cap T_{\lambda(K)}$ with highest Maslov grading, and $F_{J_{3,2},\alpha,\eta(K),\lambda(K)}(- \otimes \hat{\Theta}_{K})$ is the map on homology induced by $f_{J_{3,2},\alpha,\eta(K),\lambda(K)}(- \otimes \hat{\Theta}_{K})$. If $J_{3,2}$ is sufficiently close to the constant almost-complex structure $Sym^{3}(j)$, then the maps in (5) are isomorphisms by an area filtration argument [18, Section 9]. Therefore, these maps are isomorphisms for any generic $J_{3,2}$ (again, by [13, Lemma 10.19]).

It follows from Lemma 4.2 that $(X,D)$ is filtered chain homotopy equivalent to $(X',D')$. In addition, the complex $(X',D')$ is filtered chain homotopy equivalent to the complex associated to the multi-diagram $H$ and the analytic data $j$ and $\{J_{n}\}_{n \geq 2}$, by Theorem 5.1. In other words, we have shown that for a multi-diagram $H$ and a fixed $j$, the filtered chain homotopy type of the complex associated to $H$ does not depend on the choice of $\{J_{n}\}_{n \geq 2}$. It follows that the filtered chain homotopy type of this complex is also independent of $j$, as in [18, Theorem 6.1]. This completes the proof of Theorem 5.2.
6. The spectral sequence from $\overline{K}h(L)$ to $\hat{HF}(-\Sigma(L))$

In this section, we describe how a specialization of the link surgeries spectral sequence gives rise to a spectral sequence from the reduced Khovanov homology of a link to the Heegaard Floer homology of its branched double cover, following [20].

Let $L$ be a planar diagram for an oriented link in $S^3$, and label the crossings of $L$ from 1 to $m$. For $I = (I_1, \ldots, I_m) \in \{\infty, 0, 1\}^m$, let $L_I$ be the planar diagram obtained from $L$ by taking the $I_j$-resolution of the $j$th crossing for each $j \in \{1, \ldots, m\}$.

![Figure 5. The $\infty$-, 0- and 1- resolutions of a crossing.](image)

Let $a_j$ denote the dashed arc in the local picture near the $j$th crossing of $L$ shown in Figure 6. The arc $a_j$ lifts to a closed curve $\alpha_j$ in the branched double cover $-\Sigma(L)$. For $I \in \{\infty, 0, 1\}^m$, $-\Sigma(L_I)$ is obtained from $-\Sigma(L)$ by performing $I_j$-surgery on $\alpha_j$ with respect to some fixed framing, for each $j \in \{1, \ldots, m\}$.

![Figure 6.](image)

Let $(X, D)$ be the complex associated to some multi-diagram compatible with the framed link

$$\mathbb{L}_L = \alpha_1 \cup \cdots \cup \alpha_m \subset -\Sigma(L)$$

and some choice of analytic data. Recall that

$$X = \bigoplus_{I \in \{0,1\}^m} \widehat{CF}(-\Sigma(L_I)),$$

and $D$ is the sum of maps

$$D_{I, I'} : \widehat{CF}(-\Sigma(L_I)) \to \widehat{CF}(-\Sigma(L_{I'})),$$

over all pairs $I \leq I'$ in $\{0,1\}^m$. In this context, Theorem 3.3 says the following.

**Theorem 6.1.** The homology $H_*(X, D)$ is isomorphic to $\hat{HF}(-\Sigma(L))$. 
There is a grading on $X$ defined, for $x \in \widehat{CF}(-\Sigma(L_I))$, by $h(x) = I_1 + \cdots + I_n - n_-(L)$, where $n_-(L)$ is the number of negative crossings in $L$. Note that $h$ is just a shift of the grading $h'$ defined in Section 3. As such, this $h$-grading gives rise to an “$h$-filtration” of the complex $(X, D)$, which, in turn, gives rise to the link surgery spectral sequence associated to $\mathbb{L}_L$.

Let $E^k(L)$ denote the $E^k$ term of this spectral sequence for $k \geq 1$. Though the complex $(X, D)$ depends on a choice of multi-diagram compatible with $\mathbb{L}_L$ and a choice of analytic data, the $h$-graded vector space $E^k(L)$ depends only on the diagram $L$, by Theorems 5.1 and 5.2. In light of this fact, we will often use the phrase “the complex associated to a planar diagram $L$” to refer to the complex associated to any multi-diagram compatible with $\mathbb{L}_L$ and any choice of analytic data. The primary goal of this article is to show that, in fact, $E^k(L)$ depends only on the topological link type of $L$.

Recall that the portion $D^0$ of $D$ which does not shift the $h$-grading is the sum of the standard Heegaard Floer boundary maps

$$D_{I,I} : \widehat{CF}(-\Sigma(L_I)) \to \widehat{CF}(-\Sigma(L_I)).$$

Therefore,

$$E^1(L) \cong \bigoplus_{I \in \{0,1\}^m} \widehat{HF}(-\Sigma(L_I)).$$

If $I'$ is an immediate successor of $I$, then $-\Sigma(L_{I'})$ is obtained from $-\Sigma(L_I)$ by performing $(-1)$-surgery on a meridian of $\alpha_k$, and

$$(D_{I,I'})_* : \widehat{HF}(-\Sigma(L_I)) \to \widehat{HF}(-\Sigma(L_{I'}))$$

is the map induced by the corresponding 2-handle cobordism. By construction, the differential $D^1$ on $E^1(L)$ is the sum of the maps $(D_{I,I'})_*$, over all pairs $I, I'$ for which $I'$ is an immediate successor of $I$.

**Theorem 6.2** ([20 Theorem 6.3]). The complex $(E^1(L), D^1)$ is isomorphic to the complex $(\widehat{Kh}(L), d)$ for the reduced Khovanov homology of $L$. In particular, $E^2(L) \cong \widehat{Kh}(L)$.

We refer to $h$ as the “homological grading” on $X$ since the induced $h$-grading on $E^1(L)$ agrees with the homological grading on $\widehat{Kh}(L)$ via the isomorphism above.

Recall that when $s$ is a torsion $Spin^c$ structure, the chain complex $\widehat{CF}(-\Sigma(L_I), s)$ is equipped with an absolute Maslov grading $m$ which takes values in $\mathbb{Q}$ [15]. We can use this Maslov grading to define a grading $q$ on a portion of $X$, as follows. Suppose that $s$ is torsion, and let $x$ be an element of $\widehat{CF}(-\Sigma(L_I), s)$ which is homogeneous with respect to $m$. We define $q(x) = 2m(x) + h(x) + n_+(L) - n_-(L)$, where $n_+(L)$ is the number of positive crossings in $L$. Since each $-\Sigma(L_I)$ is a connected sum of $S^1 \times S^2$s, and the Heegaard Floer homology of such a connected sum is supported in a unique torsion $Spin^c$ structure, there is an induced $q$-grading on all of $E^1(L)$. Moreover, this induced grading agrees with the quantum grading on $\widehat{Kh}(L)$. As such, we shall refer to $q$ as the partial “quantum grading” on $X$.

It is not clear that there is always a well-defined quantum grading on $E^k(L)$ for $k > 2$, though this is sometimes the case. For example, suppose that $(X, D)$ is the complex associated to some multi-diagram compatible with $\mathbb{L}_L$ and some choice of analytic data. If the partial
quantum grading on $X$ gives rise to a well-defined quantum grading on the higher terms of the induced spectral sequence, then there is a well-defined quantum grading on the higher terms of the spectral sequence induced by any other compatible multi-diagram and choice of analytic data. Moreover, these quantum gradings agree. This follows from the proofs of independence of multi-diagram and analytic data: the isomorphisms between $E^1$ terms preserve quantum grading; therefore, so do the induced isomorphisms between higher terms. Furthermore, it follows from Section 7 that this quantum grading, if it exists, does not depend on the choice of planar diagram; that is, it is a link invariant.

As a last remark, we note that Lemma 3.4 implies the following corollary.

Corollary 6.3. For links $L_1$ and $L_2$, $E^k(L_1 \# L_2) \cong E^k(L_1) \otimes E^k(L_2)$.

7. Invariance under the Reidemeister moves

Theorem 7.1. If $L$ and $L'$ are two planar diagrams for a link, then $E^k(L)$ is isomorphic to $E^k(L')$ as an $h$-graded vector space for all $k \geq 2$.

It suffices to check Theorem 7.1 for diagrams $L$ and $L'$ which differ by a Reidemeister move; we do this in the next three subsections.

7.1. Reidemeister I. Let $L^+$ be the diagram obtained from $L$ by adding a positive crossing via a Reidemeister I move. Let $(X,D)$ be the complex associated to a multi-diagram $H$ compatible with $L^+$. Label the crossings of $L^+$ by $1, \ldots, m+1$ so that crossing $m+1$ corresponds to the positive crossing introduced by the Reidemeister I move. As in [20], the multi-diagram $H$ actually gives rise to a larger complex $(\hat{X}, \hat{D})$, where

$$\hat{X} = \bigoplus_{I \in \{0,1\}^m \times \{\infty,0,1\}} \widehat{CF}(-\Sigma(L^+_I)),$$

and $\hat{D}$ is a sum of maps

$$D_{I,I'} : \widehat{CF}(-\Sigma(L^+_I)) \to \widehat{CF}(-\Sigma(L^+_{I'}))$$

over pairs $I \leq I'$ in $\{0,1\}^m \times \{\infty,0,1\}$.

For $j \in \{\infty,0,1\}$, let $(X_{sj}, D_{sj})$ be the complex for which

$$X_{sj} = \bigoplus_{I \in \{0,1\}^m \times \{j\}} \widehat{CF}(-\Sigma(L^+_I)),$$

and $D_{sj}$ is the sum of the maps $D_{I,I'}$ over all pairs $I \leq I'$ in $\{0,1\}^m \times \{j\}$. For $j < j'$ in $\{\infty,0,1\}$, let

$$F_{j,j'} : X_{sj} \to X_{sj'}$$

be the sum of the maps $D_{I,I'}$ over pairs $I \in \{0,1\}^m \times \{j\}$, $I' \in \{0,1\}^m \times \{j'\}$ with $I \leq I'$. Then, $(X,D)$ is the mapping cone of

$$F_{0,1} : (X_{s0}, D_{s0}) \to (X_{s1}, D_{s1}),$$

and

$$F_{\infty,0} \oplus F_{\infty,1} : (X_{s\infty}, D_{s\infty}) \to (X,D)$$
is an $h$-filtered chain map, where the $h$-grading on $X_{s\infty}$ is defined by $h(x) = (I_1 + \cdots + I_m) - n_-(L)$ for $x \in \tilde{HF}(-\Sigma(L^+_I))$ and $I \in \{0,1\}^m \times \{\infty\}$. Note that the sub-diagram of $H$ used to define the complex $(X_{s\infty}, D_{s\infty})$ is compatible with the framed link $\mathbb{L}_L$. We may therefore think of $(X_{s\infty}, D_{s\infty})$ as the graded complex associated to $L$.

![Diagram](image)

**Figure 7.** This is the complex $(\tilde{X}, \tilde{D})$. The tangle labeled by $*j$ is meant to represent the complex $(X_{sj}, D_{sj})$. The subcomplex surrounded by the box is precisely $(X, D)$.

First, cancel the components of the differentials $D_{sj}$ which do not change the $h$-grading, and let $F_{j,j'}^{(1)}$ denote the adjusted maps. Observe that

$$X_{sj}^{(1)} \cong \bigoplus_{I \in \{0,1\}^m \times \{j\}} \tilde{HF}(-\Sigma(L^+_I)).$$

For $j \in \{\infty,0,1\}$, the spectral sequence differential $D^{1}_{sj}$ is the sum of the components of $D_{sj}^{(1)}$ which increase the $h$-grading by 1, as explained in Section 4. Let $A$ be the sum of the components of $F_{\infty,0}^{(1)}$ which do not change the $h$-grading, and let $B$ be the sum of the components of $F_{0,1}^{(1)}$ which increase the $h$-grading by 1. Note that $A$ is the map from $E^1(L)$ to $E^1(L^+)$ induced by $F_{\infty,0} \oplus F_{\infty,1}$.

For each $I \in \{0,1\}^m$, there is a surgery exact triangle [20]

$$\tilde{HF}(-\Sigma(L^+_I \times \{\infty\})) \xrightarrow{A_I} \tilde{HF}(-\Sigma(L^+_I \times \{0\})) \xrightarrow{B_I} \tilde{HF}(-\Sigma(L^+_I \times \{1\})), \quad C_I \downarrow$$

where $A_I$ is the map induced by the 2-handle cobordism corresponding to 0-surgery on the curve $\alpha_{m+1}$ (defined in Section 5), viewed as an unknot in $-\Sigma(L^+_I \times \{\infty\})$. The maps $C_I$ are all 0 since

$$\text{rk } \tilde{HF}(-\Sigma(L^+_I \times \{0\})) = \text{rk } \tilde{HF}(-\Sigma(L^+_I \times \{\infty\})) + \text{rk } \tilde{HF}(-\Sigma(L^+_I \times \{1\})).$$

Moreover, $A$ and $B$ are the sums over $I \in \{0,1\}^m$ of the maps $A_I$ and $B_I$, respectively. It follows that the complex

$$(X_{s\infty}^{(1)}, D_{s\infty}^{1}) \xrightarrow{A} (X_{s0}^{(1)}, D_{s0}^{1}) \xrightarrow{B} (X_{s1}^{(1)}, D_{s1}^{1})$$
is acyclic. Equivalently, \( A \) induces an isomorphism from \( H_\ast(X_{\infty}^{(1)}, D_{\infty}^{\ast}) = E^2(L) \), to the homology of the mapping cone of \( B \), which is \( E^2(L^+) \). Therefore, Lemma 4.2 implies that \( F_{\infty,0} \oplus F_{\infty,1} \) induces a graded isomorphism from \( E^k(L) \) to \( E^k(L^+) \) for all \( k \geq 2 \).

**Figure 8.** The complex \((\hat{X}, \hat{D})\). The tangle labeled by \(*_j\) is meant to represent the complex \((X_{*_j}, D_{*_j})\). The quotient complex surrounded by the box is precisely the complex \((X, D)\).

The proof of invariance under a Reidemeister I move which introduces a negative crossing is more or less the same. We omit the details, though Figure 8 gives a schematic depiction of the filtered chain map

\[
F_{\infty,1} \oplus F_{0,1} : (X, D) \to (X_{\infty}, D_{\infty})
\]

which induces a graded isomorphism from \( E^k(L^-) \) to \( E^k(L) \) for all \( k \geq 2 \). In this setting, \((X, D)\) is the complex associated to the diagram \( L^- \) obtained from \( L \) via a negative Reidemeister I move. Everything else is defined similarly; as before, we may think of \((X_{\infty}, D_{\infty})\) as the complex associated to \( L \).

### 7.2. Reidemeister II

Suppose that \( \tilde{L} \) is the diagram obtained from \( L \) via a Reidemeister II move. Label the crossings of \( \tilde{L} \) by \( 1, \ldots, m+2 \) so that crossings \( m+1 \) and \( m+2 \) correspond to the top and bottom crossings, respectively, introduced by the Reidemeister II move shown in Figure 9. Let \((X, D)\) be the complex associated to a multi-diagram compatible with the framed link \( L_{\tilde{L}} \). For \( j \in \{0,1\}^2 \), denote by \( I_{*_j} \) the subset of vectors in \( \{0,1\}^{m+2} \) which end with the string specified by \( j \).

**Figure 9.**

Define

\[
X_{*_j} = \bigoplus_{I \in I_{*_j}} \hat{CF}(-\Sigma(\tilde{L}_I)),
\]
and let $D_{sj}$ be the sum the maps $D_{I,I'}$ over all pairs $I \leq I'$ in $I_{sj}$. Then

$$X = \bigoplus_{j \in \{0,1\}^2} X_{sj},$$

and $D$ is the sum of the differentials $D_{sj}$ together with the maps

$$F_{j,j'} : X_{sj} \rightarrow X_{sj'},$$

for $j < j'$, where $F_{j,j'}$ is itself the sum of the maps $D_{I,I'}$ over all pairs $I \in I_{sj}$, $I' \in I_{sj'}$ with $I < I'$. Note that the sub-diagram used to define the complex $(X_{sj}, D_{sj})$ is compatible with the framed link $L_{I_{sj}}$, where $L_{I_{sj}}$ is the planar diagram obtained from $\tilde{L}$ by taking the $j_1$-resolution of crossing $m + 1$ and the $j_2$-resolution of crossing $m + 2$. In particular, we may think of $(X_{s01}, D_{s01})$ as the graded complex associated to the diagram $L$. See Figure 10 for a more easy-to-digest depiction of the complex $(X, D)$.

**Figure 10.** In this diagram, the tangle labeled by $*j$ is meant to represent the complex $(X_{sj}, D_{sj})$. We have labeled the circle $C$ in the tangle at the lower right for later reference.

First, cancel all components of $D$ which do not change the $h$-grading. The resulting complex is $(X^{(1)}, D^{(1)})$, where

$$X^{(1)} = \bigoplus_{I \in \{0,1\}^2} X_{sj}^{(1)},$$

and $D^{(1)}$ is the sum of the differentials $D_{sj}^{(1)}$ and the adjusted maps $F_{j,j'}^{(1)}$. Note that

$$X_{sj}^{(1)} \cong \bigoplus_{I \in I_{sj}} \mathcal{HF}(\Sigma(L_I)) \cong \bigoplus_{I \in I_{sj}} \mathcal{C}Kh(L_I).$$

Denote by $A$ (resp. $B$) the sum of the components of $F_{00,10}^{(1)}$ (resp. $F_{10,11}^{(1)}$) which increase the $h$-grading by 1. By Theorem 6.2 and via the identification above, we may think of $A$ and $B$. 


as the maps

\[ A : \bigoplus_{l \in L_{\ast 0}} \widetilde{C}K h(\bar{L}_l) \to \bigoplus_{l \in L_{\ast 10}} \widetilde{C}K h(\bar{L}_l) \]

and

\[ B : \bigoplus_{l \in L_{\ast 10}} \widetilde{C}K h(\bar{L}_l) \to \bigoplus_{l \in L_{\ast 11}} \widetilde{C}K h(\bar{L}_l) \]

on the Khovanov chain complex induced by the corresponding link cobordisms.

Recall that in reduced Khovanov homology, the vector space \( \widetilde{C}K h(\bar{L}_l) \) is a quotient of \( V \otimes [L_l] \), where \( V \) is the free \( \mathbb{Z}_2 \)-module generated by \( v_+ \) and \( v_- \) and \( |\bar{L}_l| \) is the number of components of \( \bar{L}_l \); we think of each factor of \( V \) as corresponding to a circle in the resolution \( \bar{L}_l \). Let \( X_+ \) (resp. \( X_- \)) be the vector subspace of \( \overline{X}^{(1)}_{\ast 10} \) generated by those elements for which \( v_+ \) (resp. \( v_- \)) is assigned to the circle \( C \) in Figure 10. Then

\[ \overline{X}^{(1)}_{\ast 10} = X_+ \oplus X_- . \]

Note that \( A \) is a sum of splitting maps while \( B \) is a sum of merging maps. Therefore, the component \( A_- \) of

\[ A : \overline{X}^{(1)}_{\ast 00} \to \overline{X}^{(1)}_{\ast 10} \]

which maps to the second summand of the decomposition in Equation (3) is an isomorphism; likewise, the restriction \( B_+ \) of

\[ B : \overline{X}^{(1)}_{\ast 10} \to \overline{X}^{(1)}_{\ast 11} \]

to the first summand is an isomorphism [12]. See Figure 11 for a pictorial depiction of the composition \( B \circ A \).

Therefore, after canceling all components \( A_- \) and \( B_+ \), all that remains of \((\overline{X}^{(1)}, D^{(1)})\) is the complex \((X^{(1)}_{\ast 01}, D^{(1)}_{\ast 01})\). It follows that \((X^{(k)}, D^{(k)}) = (X^{(k)}_{\ast 01}, D^{(k)}_{\ast 01})\) for all \( k \geq 2 \). In particular, \( E^k(\bar{L}) \cong E^k(L) \) as graded vector spaces for all \( k \geq 2 \).

7.3. Reidemeister III. The proof of invariance under Reidemeister III moves is very similar in spirit to the proof for Reidemeister II. If \( x \) and \( y \) are the elementary generators of the braid group on 3 strands, then every Reidemeister III move corresponds to isolating a 3-stranded tangle in \( L \) associated to the braid word \( yxy \) (or \( y^{-1}x^{-1}y^{-1} \)), and replacing it with the tangle associated to \( xyx \) (or \( x^{-1}y^{-1}x^{-1} \)) (although we are using braid notation, we are not concerned with the orientations on the strands). We can also perform a Reidemeister III move by isolating a trivial 3-tangle adjacent to the tangle \( yxy \), and replacing it with the tangle \( xyxy^{-1}x^{-1}y^{-1} \). The concatenation of these two tangles is the tangle \( xyxy^{-1}x^{-1}y^{-1}xy \), which is isotopic to the tangle \( xyx \) via Reidemeister II moves:

\[ xyxy^{-1}x^{-1}y^{-1}xy \sim xyxy^{-1}x^{-1}xy \sim xyxy^{-1}y \sim xyx \]

(the move from \( y^{-1}x^{-1}y^{-1} \) to \( x^{-1}y^{-1}x^{-1} \) can also be expressed in this way). Since \( E^k(L) \) is invariant under Reidemeister II moves, invariance under Reidemeister III follows if we can show that \( E^k(\bar{L}) \cong E^k(L) \), where \( \bar{L} \) is the diagram obtained from \( L \) by replacing a trivial 3-stranded tangle with the tangle associated to the word \( xyxy^{-1}x^{-1}y^{-1} \) (see Figure 12).
Figure 11. In this diagram, the tangle marked \( \ast j \) is meant to represent the vector space \( X_j^{(1)} \). The figure on top shows the composition \( B \circ A \). The bottom figure illustrates this composition with respect to the identification of \( X_{10}^{(1)} \) with \( X_+ \oplus X_- \).

Figure 12.

Label the crossings of \( \widetilde{L} \) by \( 1, \ldots, m + 6 \) so that crossings \( m + 1, \ldots, m + 6 \) correspond to the 6 crossings (labeled from top to bottom) introduced by replacing the trivial 3-tangle with the tangle \( xyxy^{-1}x^{-1}y^{-1} \) as shown in Figure 12. Let \( (X, D) \) be the complex associated to a multi-diagram compatible with the framed link \( \mathbf{L}_\mathbf{\tilde{L}} \). For \( j \in \{0, 1\}^6 \), denote by \( I_{sj} \) the subset of vectors in \( \{0, 1\}^{m+6} \) which end with the string specified by \( j \). As before, define

\[
X_{sj} = \bigoplus_{I \in I_{sj}} \mathcal{CF}(-\Sigma(\widetilde{L}_I)),
\]

and let \( D_{sj} \) be the sum the maps \( D_{I, I'} \) over all pairs \( I \leq I' \) in \( I_{sj} \). Then

\[
X = \bigoplus_{j \in \{0, 1\}^6} X_{sj},
\]
and \( D \) is the sum of the differentials \( D_{s_j} \) together with the maps

\[ F_{j,j'} : X_{s_j} \to X_{s_{j'}} \]

for \( j < j' \), where \( F_{j,j'} \) is the sum of the maps \( D_{l,l'} \) over all pairs \( I \in I_{s_j}, I' \in I_{s_{j'}} \) with \( I < I' \). We may think of \( (X_{s000111}, D_{s000111}) \) as the graded complex associated to the diagram \( L \).

Cancel all components of \( D \) which do not change the \( h \)-grading. The resulting complex is \( (X^{(1)}, D^{(1)}) \), where

\[ X^{(1)} = \bigoplus_{j \in \{0,1\}^6} X_{s_j}^{(1)}, \]

and \( D^{(1)} \) is the sum of the differentials \( D_{s_j}^{(1)} \) and the adjusted maps \( F_{j,j'}^{(1)} \). As before,

\[ X_{s_j}^{(1)} \cong \bigoplus_{I \in I_{s_j}} \widehat{HF}(-\Sigma(L_I)) \cong \bigoplus_{I \in I_{s_j}} \widehat{Kh}(\tilde{L}_I), \]

and the components of \( D^{(1)} \) which increase the \( h \)-grading by 1 are precisely the maps on reduced Khovanov homology induced by the corresponding link cobordisms.

Our aim is to perform cancellation until all that remains of \( (X^{(1)}, D^{(1)}) \) is the complex \( (X^{(1)}_{s000111}, D^{(1)}_{s000111}) \). The complex \( (X^{(1)}, D^{(1)}) \) may be thought of as a 6 dimensional hypercube whose vertices are the 64 complexes \( (X_{s_j}^{(1)}, D_{s_j}^{(1)}) \) for \( j \in \{0,1\}^6 \). The edges of this cube represent the components of the maps \( F_{j,j'}^{(1)} \) which increase the \( h \)-grading by 1; all cancellation will take place among these edge maps. To avoid drawing this 64 vertex hypercube, we perform some preliminary cancellations.

For each \( s \in \{0,1\}^3 \), consider the 3 dimensional face whose vertices are the 8 complexes \( (X_{sls}^{(1)}, D_{sls}^{(1)}) \), where \( l \) ranges over \( \{0,1\}^3 \). The diagram on the left of Figure 13 depicts this face. In this figure, we have zoomed in on the portion of the link which changes as \( l \) varies (note that this is the cube of resolutions for the tangle \( xyz \)).

The thickened arrows in this diagram represent a composition

\[ X_{s001s}^{(1)} \xrightarrow{A} X_{s101s}^{(1)} \xrightarrow{B} X_{s111s}^{(1)} \]

of the sort described in Figure 11 of the previous subsection; that is, \( A \) is a sum of splitting maps while \( B \) is a sum of merging maps. After canceling the components \( A_- \) and \( B_+ \) of these maps, one obtains the diagram on the right of Figure 13. This cancellation introduces new maps from \( X_{s100a} \) to \( X_{s011s}^{(1)} \) which, according to 12, are simply the maps on reduced Khovanov homology induced by the obvious link cobordisms. We perform these cancellations for each \( s \in \{0,1\}^3 \).

Now consider the 3 dimensional face whose 8 vertices are \( (X_{sls}^{(1)}, D_{sls}^{(1)}) \), where \( s \in \{0,1\}^3 \) is fixed and \( l \) ranges over \( \{0,1\}^3 \), as depicted on the left of Figure 14 (for every \( s \), this face corresponds to the cube of resolutions for the tangle \( y^{-1}x^{-1}y^{-1} \)). Again, the thickened arrows represent a composition \( B \circ A \) of splitting maps followed by merging maps. After canceling the components \( A_- \) and \( B_+ \), one obtains the diagram on the right of Figure 14. As before, we perform these cancellations for each \( s \in \{0,1\}^3 \).
Figure 13. On the left is a 3 dimensional face of the hypercube. The tangle labeled $sls$ represents the complex $(X_{sls}^{(1)}, D_{sls}^{(1)})$. The figure on the right is the result of cancellation among components of the maps represented by the thickened arrows on the left.

Figure 14. As in Figure 13 the tangle labeled $sl$ represents the complex $(X_{sl}^{(1)}, D_{sl}^{(1)})$. The figure on the right results from cancellation as before.

Figure 15 depicts what is left of the original 64 vertex hypercube for $(X^{(1)}, D^{(1)})$ after performing these preliminary cancellations. The arrows in Figure 15 represent the components of the resulting maps between pairs, $X_{sx_j}^{(1)}$ and $X_{sx_{j'}}^{(1)}$ with $j < j'$, which increase the $h$-grading by 1 (these are just the maps indicated in the diagrams on the right sides of Figures 13 and 14). Next, we perform the sequence of cancellations shown in Figure 16. At each stage in this sequence, the thickened arrows dictate which cancellations are to be made, as follows.

Suppose there is a thickened arrow in Figure 16 from the tangle representing the vector space $Y$ to the tangle representing the vector space $Y'$. This arrow corresponds either to a sum of splitting maps from $Y$ to $Y'$, which we will denote by $A$, or to a sum of merging maps, which we will denote by $B$. In the first case, let $Y'_+$ (resp. $Y'_-$) be the vector subspace of $Y'$
Figure 15. This is what remains of \((X^{(1)}, D^{(1)})\) after the preliminary cancellations. The tangle labeled \(\star j\) represents the complex \((X^{(1)}_{\star j}, D^{(1)}_{\star j})\).

generated by those elements for which \(v_+\) (resp. \(v_-\)) is assigned to the circle that is split off (either of these subspaces may be empty). Then

\[ Y' \cong Y'_+ \oplus Y'_- \]
Figure 16. A sequence of cancellations which, in the end, leaves only the complex \((X^{(1)}_{*,000111}, D^{(1)}_{*,000111})\). At each stage, the cancellations are performed as prescribed by the thickened arrows. A tangle containing a circle marked by a “+” or “−” represents the vector subspace of the corresponding \(X^{(1)}_{*j}\) in which \(v_+\) or \(v_-\), respectively, is assigned to the circle.
and the component $A_-$ of $A$ which maps to the second summand in this decomposition is an isomorphism, as discussed in the previous subsection. The thickened arrow, in this case, indicates that we are to cancel this component $A_-$. $Y'_+$ is all that remains of $Y'$ after this cancellation. If $Y'_-$ is non-empty, then, after the cancellation, we represent this vector space by decorating the split-off circle in the corresponding tangle by a “+” sign.

When the thickened arrow corresponds to a sum of merging maps, we let $Y_+$ (resp. $Y_-$) be the vector subspace of $Y$ generated by those elements for which $v_+$ (resp. $v_-$) is assigned to the circle that is merged. Again, 

$$Y \cong Y_+ \oplus Y_-,$$

and the restriction $B_+$ of $B$ to the first summand in this decomposition is an isomorphism. In this case, the thickened arrow indicates that we are to cancel this component $B_+$. After this cancellation, all that remains of $Y$ is the subspace $Y_-$. If $Y_-$ is non-empty, then, after the cancellation, we represent this vector space by decorating the merged circle in the corresponding tangle by a “−” sign.

After performing the sequence of cancellations illustrated in Figure 16, all that remains is the complex $(X^{(1)}_{(000111)}, D^{(1)}_{(000111)})$. It follows that $(X^{(k)}_{(000111)}, D^{(k)}_{(000111)})$ for all $k \geq 2$. In particular, $E^k(\tilde{L}) \cong E^k(L)$ as graded vector spaces for all $k \geq 2$.

This completes the proof of Theorem 7.1.

□

8. A transverse link invariant in $E^k(L)$

Let $\xi_{\text{rot}} = \ker(dz - ydx + xdy)$ be the rotationally symmetric tight contact structure on $S^3$. By a theorem of Bennequin [4], any transverse link in $(S^3, \xi_{\text{rot}})$ is transversely isotopic to a closed braid around the $z$-axis. Conversely, it is clear that a closed braid around the $z$-axis may be isotoped through closed braids so that it becomes transverse (the contact planes are nearly vertical far enough from the $z$-axis).

**Theorem 8.1** ([14, 28]). If $L_1$ and $L_2$ are two closed braid diagrams which represent transversely isotopic links, then $L_2$ may be obtained from $L_1$ by a sequence of braid isotopies and positive braid stabilizations.

For a closed braid diagram $L$, Plamenevskaya defines a cycle $\tilde{\psi}(L) \in (\widehat{CKh}(L), d)$ whose image $\psi(L)$ in $\widehat{Kh}(L)$ is an invariant of the transverse link represented by $L$ [21]. The cycle $\tilde{\psi}(L)$ lives in the summand $\widehat{CKh}(L_{I^o})$, where $I^o \in \{0, 1\}^n$ is the vector which assigns a 0 to every positive crossing and a 1 to every negative crossing. In particular, $L_{I^o}$ is the oriented resolution of $L$, and the branched cover $-\Sigma(L_{I^o})$ is isomorphic to $\#^{s-1}(S^1 \times S^2)$, where $s$ is the number of strands in $L$. It is straightforward to check that, under the identification of $\widehat{CKh}(L)$ with 

$$E^1(L) \cong \bigoplus_{I^o \in \{0, 1\}^n} \widehat{HF}(-\Sigma(L_{I^o})), $$

the cycle \( \tilde{\psi}(L) \) is identified with the element \( \psi^1(L) \) with the lowest quantum grading in the summand \( \widehat{HF}(-\Sigma(L_{\rho})) \) (compare the definition of \( \tilde{\psi}(L) \) in [21] with the description of \( \widetilde{KH}(L) \cong E^1(L) \) in [20] Sections 5 and 6). In this section, we show that \( \psi^1(L) \) gives rise to an element \( \psi^k(L) \in E^k(L) \) for every \( k > 1 \). The proposition below makes this precise.

**Proposition 8.2.** The element \( \psi^k(L) \), defined recursively by

\[
\psi^k(L) = \psi^{(k-1)}(L) \in \mathbb{H}_*(E^{k-1}(L), D^{k-1}) = E^k(L),
\]

is a cycle in \( (E^k(L), D^k) \) for every \( k > 1 \).

Note that Plamenevskaya’s invariant \( \psi(L) \) is identified with \( \psi^2(L) \) under the isomorphism between \( \widetilde{KH}(L) \) and \( E^2(L) \).

**Proof of Proposition 8.2.** First, we consider the case in which \( L \) has an odd number of strands. In this case, the braid axis of \( L \) lifts to a fibered knot \( B \subset -\Sigma(L) \). In [23], Roberts observes that \( B \) gives rise to another grading of the complex \((X,D)\) associated to \( L \); we refer to this as the “\( A \)-grading” of \((X,D)\). The \( A \)-grading gives rise to an “\( A \)-filtration” of \((X,D)\), and Roberts shows that \( \psi^1(L) \) is the unique element of \((X^{(1)}, D^{(1)})\) in the bottommost \( A \)-filtration level (see also [3]). Since \( D^{(1)} \) does not increase \( A \)-filtration level (as \( D \) is an \( A \)-filtered map), it follows that the element \( \psi^k(L) \) defined in Proposition 8.2 is a cycle in \((X^{(k)}, D^{(k)})\) and, hence, in \((E^k(L), D^k)\) for every \( k \geq 1 \).

Now, suppose that \( L \) has an even number of strands, and let \( L^+ \) be the diagram obtained from \( L \) via a positive braid stabilization (i.e. a positive Reidemeister I move). For \( k \geq 1 \), let

\[
\rho^k : (E^k(L), D^k) \to (E^k(L^+), D^k)
\]

be the chain map induced by the map \( F_{\infty,0} \oplus F_{\infty,1} \) defined in Subsection 7.1. Recall that \( \rho^1 = A \) is the sum of the maps

\[
A_I : \widehat{HF}(-\Sigma(L^+_I)) \to \widehat{HF}(-\Sigma(L^+_I \times \{\infty\}))
\]

over all \( I \in \{0,1\}^m \). Let \( I^o \in \{0,1\}^{m+1} \) be the vector for which \( L^+_I \) is the oriented resolution of \( L \), and define \( \bar{I}^o \in \{0,1\}^m \) by \( I^o \times \{0\} = \bar{I}^o \). Then \( \psi^1(L) \) is the element with the lowest quantum grading in \( \widehat{HF}(-\Sigma(L^+_I \times \{\infty\})) \), and \( \psi^1(L^+) \) is the element with the lowest quantum grading in \( \widehat{HF}(-\Sigma(L^+_I \times \{0\})) \). Since \( A_{\bar{I}^o} \) is the map induced by the 2-handle cobordism from \( -\Sigma(L^+_I \times \{\infty\}) \) to \( -\Sigma(L^+_I \times \{0\}) \) corresponding to 0-surgery on an unknot, \( A_{\bar{I}^o} \) sends \( \psi^1(L) \) to \( \psi^1(L^+) \) (see the discussion of gradings in [15]).

Proposition 8.2 now follows by induction. Indeed, suppose that \( \rho^{k-1} \) sends \( \psi^{(k-1)}(L) \) to \( \psi^{(k-1)}(L^+) \) for some \( k > 1 \). Then, since \( \psi^{(k-1)}(L^+) \) is a cycle in \((E^{k-1}(L^+), D^{k-1})\) (as \( L^+ \) has an odd number of strands) and \( \rho^{k-1} \) is injective (in fact, \( \rho^k \) is an isomorphism for \( k \geq 2 \)), it follows that \( \psi^{(k-1)}(L) \) is a cycle in \((E^{k-1}(L), D^{k-1})\), and that \( \rho^k \) sends \( \psi^k(L) \) to \( \psi^k(L^+) \).  □

According to the proposition below, the element \( \psi^k(L) \in E^k(L) \) is an invariant of the transverse link in \((S^3, \xi_{rot})\) represented by \( L \) for each \( k \geq 2 \).
ON THE SPECTRAL SEQUENCE FROM $\tilde{K}h(L)$ TO $\tilde{HF}(\Sigma(L))$

**Proposition 8.3.** If the closed braid diagrams $L_1$ and $L_2$ represent transversely isotopic links in $(S^3, \xi_{rot})$, then there is an isomorphism from $E^k(L_1)$ to $E^k(L_2)$ which preserves $h$-grading and sends $\psi^k(L_1)$ to $\psi^k(L_2)$ for each $k \geq 2$.

**Proof of Proposition 8.3.** According to Theorem 8.1, it suffices to check Proposition 8.3 for diagrams which differ by a positive braid stabilization or a braid isotopy. If $L^+$ is the diagram obtained from $L$ via a positive braid stabilization, then the isomorphism

$$\rho^k : E^k(L) \to E^k(L^+)$$

sends $\psi^k(L)$ to $\psi^k(L^+)$ for each $k \geq 2$, as shown in the proof of Proposition 8.2.

Every braid isotopy is a composition of Reidemeister II and III moves. Suppose that $\tilde{L}$ is the diagram obtained from $L$ via a Reidemeister II move. In this case, $(X(k), D(k)) = (X_{201}^{(k)}, D_{401}^{(k)})$ for each $k \geq 2$, where $(X, D)$ and $(X_{01}, D_{s01})$ are the complexes associated to $\tilde{L}$ and $L$, respectively (see Subsection 7.2). Under this isomorphism, $\psi^k(L^+)$ is clearly identified with $\psi^k(L)$.

The same sort of argument applies when $\tilde{L}$ is the diagram obtained from $L$ by replacing a trivial 3-tangle with the tangle associated to the braid word $xyxy^{-1}x^{-1}y^{-1}$. In this case, $(X(k), D(k)) = (X_{911}^{(k)}, D_{90111}^{(k)})$ for each $k \geq 2$, where $(X, D)$ and $(X_{91111}, D_{901111})$ are the complexes associated to $\tilde{L}$ and $L$ (see Subsection 7.3). Again, it is clear that $\psi^k(L^+)$ is identified with $\psi^k(L)$ under this isomorphism.

The proof of Proposition 1.2 follows along the same lines as the proof of Proposition 1.4 in [3]. We may assume that the braid diagram $L$ for our transverse link has $2s + 1$ strands. The complex $(X, D)$ associated to the diagram $L$ is generated by elements which are homogeneous with respect to both the $h$-grading and the $A$-grading mentioned in the proof of Proposition 8.2. After canceling all components of $D$ which do not shift either of the $h$- or $A$-gradings, we obtain a complex $(X', D')$ which is bi-filtered chain homotopy equivalent to $(X, D)$. Let $E^k(L)'$ denote the $E^k$ term of the spectral sequence associated to the $h$-filtration of $(X', D')$ (clearly, $E^k(L)'$ is isomorphic to $E^k(L)$).

Roberts shows that there is a unique element $c \in (X', D')$ in $A$-filtration level $-s$, whose image in $H_s(X', D') \cong \tilde{HF}(\Sigma(L))$ corresponds to the contact element $c(\xi_L)$, and whose image in $E^1(L)'$ corresponds to $\psi^1(L)$. Therefore, Proposition 1.2 boils down to the statement that if the image of $c$ in $E^k(L)'$ vanishes and $E^k(L)'$ is supported in non-positive $h$-gradings, then the image of $c$ in $H_s(X', D')$ vanishes.

**Proof of Proposition 1.2.** We will prove this by induction on $k$. Suppose that the statement above holds for $1 \leq n < k$ (it holds vacuously for $n = 1$). Let $c^{(k-1)}$ denote the element of $X'^{(k-1)}$ represented by $c$, and assume that $c^{(k-1)}$ is non-zero. Then the image of $c$ in $H_s(X', D')$ corresponds to the image of $c^{(k-1)}$ in $H_s(X'^{(k-1)}, D'^{(k-1)})$. 

□
Let $K = n(L) - n_-(L)$, where $n(L)$ is the total number of crossings in $L$. The $h$-filtration of $(X', D')$ induces an $h$-filtration of $(X'(k-1), D'(k-1))$:

$$\{0\} = \mathcal{F}_{K+1} \subset \mathcal{F}_K \subset \cdots \subset \mathcal{F}_{n-(L)} = X'(k-1).$$

Let us assume that $E^k(L)'$ is supported in non-positive $h$-gradings. If the image of $c$ in $E^k(L)'$ is zero, then there must exist some $y \in X'(k-1)$ with $h(y) = -(k-1)$ such that $D'(k-1)(y) = c(k-1) + x$, where $x \in \mathcal{F}_1$. Let $J$ be the greatest integer for which there exists some $y'$ such that $D'(k-1)(y') = c(k-1) + x'$, where $x' \in \mathcal{F}_J$. We will show that $J = K + 1$, which implies that $x' = 0$, and, hence, that $c(k-1)$ is a boundary in $(X'(k-1), D'(k-1))$ (which implies that $c$ is a boundary in $(X', D')$).

Suppose, for a contradiction, that $J < K + 1$. Write $x' = x_J + x''$, where $h(x_J) = J$ and $x'' \in \mathcal{F}_{J+1}$. Note that $D'(k-1)(x_J + x'') = 0$ as $x' = x_J + x''$ is homologous to $c(k-1)$. Since every component of $D'(k-1)$ shifts the $h$-grading by at least $k-1$, it follows that $D'(k-1)(x'') \in \mathcal{F}_{J+k}$. But this implies that $D'(k-1)(x_J) \in \mathcal{F}_{J+k}$ as well, since $D'(k-1)(x_J + x'') = 0$. Therefore, $x_J$ represents a cycle in $(E^{k-1}(L)', D^{k-1})$. Since $J \geq 1$ and $E^k(L)'$ is supported in non-positive $h$-gradings, it must be that $x_J$ is also a boundary in $(E^{k-1}(L)', D^{k-1})$. That is, there is some $y''$ with $h(y'') = J - (k - 1)$ such that $D'(k-1)(y'') = x_J + x''$, where $x'' \in \mathcal{F}_{J+1}$. But then, $D'(k-1)(y' + y'') = c(k-1) + (x'' + x'')$, and the fact that $x'' + x'''$ is contained in $\mathcal{F}_{J+1}$ contradicts our earlier assumption on the maximality of $J$.

To finish the proof of Proposition 12, recall that $c(\xi_L) = 0$ implies that $\xi_L$ is not strongly symplectically fillable. 10.

9. Two examples

Recall that a planar link diagram is said to be almost alternating if one crossing change makes it alternating. An almost alternating link is a link with an almost alternating diagram, but no alternating diagram. As was mentioned in the introduction, Conjecture 11 holds for almost alternating links.

**Lemma 9.1.** If the link $L$ is almost alternating, then there is a well-defined quantum grading on $E^k(L)$ for $k \geq 2$, and $D^k$ increases this grading by $2k - 2$.

**Proof of Lemma 9.1.** In an abuse of notation, we let $L$ denote both the underlying link and an almost alternating diagram for the link. The diagram $L$ can be made alternating by changing some crossing $c$. Let $L_0$ and $L_1$ be the link diagrams obtained by taking the 0- and 1-resolutions of $L$ at $c$. Since both $L_0$ and $L_1$ are alternating, each of $\tilde{K}h(L_0)$ and $\tilde{K}h(L_1)$ is supported in a single $\delta$-grading. If $G$ is a bi-graded group, we let $G[a, b]$ denote the group obtained from $G$ by shifting the bi-grading by $[a, b]$. It follows from Khovanov’s original definition 12 that $\tilde{K}h(L)$ is the homology of the mapping cone of a map

$$f : \tilde{K}h(L_0)[a, b] \to \tilde{K}h(L_1)[c, d]$$

for some integers $a$, $b$, $c$, and $d$. Therefore, $\tilde{K}h(L)$ is supported in at most two $\delta$-gradings.
If $\widetilde{Kh}(L)$ is supported in one $\delta$-grading then the lemma holds trivially since all higher differentials vanish and $E^k(L) \cong \widetilde{Kh}(L)$ for each $k \geq 2$. Otherwise, $\widetilde{Kh}(L)$ is supported in two consecutive $\delta$-gradings, $\delta_0$ and $\delta_1 = \delta_0 - 1$, corresponding to the two groups $\widetilde{Kh}(L_0)[a,b]$ and $\widetilde{Kh}(L_1)[c,d]$, respectively [2, 6]. Since all higher differentials vanish in the spectral sequences associated to $L_0$ and $L_1$, any non-trivial higher differential in the spectral sequence associated to $L$ must shift the $\delta$ grading by $-1$. And, because the differential $D^k$ shifts the homological grading by $k$, it follows that $D^k$ shifts the quantum grading by $2k - 2$ (recall that the $\delta$-grading is one-half the quantum grading minus the homological grading). Well-definedness of the quantum grading on each term follows from the fact that the differentials $D^k$ are homogeneous.

We now use Lemma 9.1 together with Proposition 8.2 to compute the higher terms in the spectral sequence associated to the torus knot $T(3,5)$. First, note that the branched double cover $\Sigma(T(3,5))$ is the Poincaré homology sphere $\Sigma(2,3,5)$, whose Heegaard Floer homology has rank 1. On the other hand, the reduced Khovanov homology of $T(3,5)$ has rank 7, and its Poincaré polynomial is

$$\widetilde{Kh}(T(3,5))(h,q) = h^0q^8 + h^2q^{12} + h^3q^{14} + h^4q^{14} + h^5q^{18} + h^6q^{18} + h^7q^{20}$$

(here, the exponent of $h$ indicates the homological grading, while the exponent of $q$ indicates the quantum grading). The underlined terms represent generators supported in $\delta$-grading 4, while the other terms represent generators supported in $\delta$-grading 3. The grid in Figure 17 depicts $\widetilde{Kh}(T(3,5))$; the numbers on the horizontal and vertical axes are the homological and quantum gradings, respectively, and a dot on the grid represents a generator in the corresponding bi-grading.

Observe that $T(3,5)$ is the same as the pretzel knot $P(-2,3,5)$ (both describe the knot 10$_{124}$). Therefore, $T(3,5)$ is almost alternating, as indicated in Figure 9 and the differential $D^k$
increases quantum grading by $2k - 2$ by Lemma 9.1. Moreover, if $x$ and $y$ are the elementary generators of the braid group on three strands, then $T(3, 5)$ is the closure of the 3-braid specified by the word $(xy)^5$. If $T$ is the transverse knot in $S^3$ represented by this closed braid, then $\psi(T) \neq 0$ since the braid is positive [21].

Figure 18. On the left is a standard diagram for $T(3, 5) = P(-2, 3, 5)$. On the right is an almost alternating diagram for $P(-2, 3, 5)$ which can be made alternating by changing the circled crossing.

Note that $\psi(T)$ is the generator of $\widetilde{Kh}(T(3, 5))$ in bi-grading $(0, 8)$. By Proposition 8.2, $\psi(T)$ gives rise to a cycle $\psi^k(T)$ in $(E^k(T(3, 5)), D^k)$ for $k \geq 2$. Since $\widetilde{Kh}(T(3, 5))$ is supported in non-negative homological gradings and the differential $D^k$ increases homological grading by $k$, each $\psi^k(T)$ is non-zero. Therefore, $\psi^\infty(T)$ generates $E^\infty(T(3, 5)) \cong \widehat{HF}(-\Sigma(T(3, 5))) \cong \mathbb{Z}_2$.

Moreover, since $D^k$ increases the bi-grading by $(k, 2k - 2)$ and the generators in positive homological gradings must eventually die, there is only one possibility for the higher differentials, as indicated in Figure 19. Therefore, the Poincaré polynomials for the bi-graded groups $E^2(T(3, 5)), E^3(T(3, 5))$ and $E^4(T(3, 5)) = E^\infty(T(3, 5))$ are

$$
E^2(T(3, 5))(h, q) = h^0 q^8 + h^2 q^{12} + h^3 q^{14} + h^4 q^{14} + h^5 q^{18} + h^6 q^{18} + h^7 q^{20},
$$

$$
E^3(T(3, 5))(h, q) = h^0 q^8 + h^3 q^{14} + h^6 q^{18},
$$

$$
E^4(T(3, 5))(h, q) = h^0 q^8.
$$

We can apply the same sort of reasoning in studying the torus knot $T(3, 4)$, as it too is almost alternating (see Figure 9). The reduced Khovanov homology of $T(3, 4)$ has rank 5, and its Poincaré polynomial is

$$
\widetilde{Kh}(T(3, 4))(h, q) = h^0 q^6 + h^2 q^{10} + h^3 q^{12} + h^4 q^{12} + h^5 q^{16}.
$$

The underlined terms represent generators supported in $\delta$-grading 3, while the term $h^4 q^{12}$ represents the generator in $\delta$-grading 2. Meanwhile, $\text{rk} \widehat{HF}(-\Sigma(T(3, 4))) = 3$. 
Since \( T(3,4) \) is the closure of the positive 3-braid specified by \((xy)^4\), the generator represented by \( h^0q^6 \) must survive as a non-zero cycle throughout the spectral sequence. With this restriction, there is only one possibility for the higher differentials; namely, there is a single non-trivial component of the \( D^2 \) differential sending the generator represented by \( h^2q^{10} \) to the generator represented by \( h^4q^{12} \), and the spectral sequence collapses at the \( E^3 \) term. That is, the Poincaré polynomials for the bi-graded groups \( E^2(T(3,4)) \) and \( E^3(T(3,4)) = E^\infty(T(3,4)) \) are

\[
E^2(T(3,4))(h,q) = h^0q^6 + h^2q^{10} + h^3q^{12} + h^4q^{12} + h^5q^{16}, \\
E^3(T(3,4))(h,q) = h^0q^6 + h^3q^{12} + h^5q^{16}.
\]

Figure 19.  The higher differentials.

Figure 20.  An almost alternating diagram for the knot \( T(3,4) = 8_{19} \) which can be made alternating by changing the circled crossing.

Remark 9.2. By taking connected sums and applying Corollary 6.3, we can use these examples to produce infinitely many links all of whose \( E^k \) terms we know and whose spectral sequences do not collapse at \( E^2 \).
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