

Abstract—We present a new approach to the global fairness verification of tree-based classifiers. Given a tree-based classifier and a set of sensitive features potentially leading to discrimination, our analysis synthesizes sufficient conditions for fairness, expressed as a set of traditional propositional logic formulas, which are readily understandable by human experts. The verified fairness guarantees are global, in that the formulas predicate over all the possible inputs of the classifier, rather than just a few specific test instances. Our analysis is formally proved both sound and complete. Experimental results on public datasets show that the analysis is precise, explainable to human experts and efficient enough for practical adoption.

I. INTRODUCTION

The ever-increasing success of Machine Learning (ML) led to its massive deployment in a range of different settings over the last years. Unfortunately, classic approaches to assess the performance of ML models do not always provide a reliable picture of their effectiveness in so many varied practical deployments. For example, traditional deep learning models with state-of-the-art accuracy may be vulnerable to evasion attacks, i.e., small perturbations of test inputs designed to force prediction errors, thus making their deployment in adversarial settings unfeasible [1], [2]. Similarly, ML models may turn out to be unfair for automated decision-making. For example, a commercial recidivism-risk assessment algorithm was found to be racially biased [3] and an existing algorithm adopted in the US falsely determined that black patients were healthier than other patients with similar conditions [4]. These incidents led to a proliferation of research on fair ML in recent times, as summarized in different surveys [5], [6], [7].

Fairness in ML has been analyzed from different angles and can be broadly categorized in two main research lines. The first one includes the development of new ML algorithms that are able to mitigate the bias that is directly or indirectly present in the training data [8], [9], [10]. The second, complementary research line investigates techniques to estimate or even formally verify the fairness guarantees provided by existing ML models [11], [12], [13]. This paper contributes to the latter line of work, which is still at an early stage of development and suffers from relevant shortcomings.

A very popular approach to assess the fairness guarantees of ML models is based on testing [14], [15], [16], [17]. The key common intuition underlying any fairness testing strategy is straightforward: generating a number of test inputs designed to automatically identify individuals who may suffer from discrimination by the ML model. Unfortunately, as for any testing approach, this type of analysis is under-approximated: these proposals can identify room for unfair treatment, but cannot establish formal fairness proofs. This is sub-optimal because it does not allow one to prove that unfair behavior can never affect specific classes of individuals. For this reason, recent papers advocated the adoption of formal fairness verification techniques to prove lack of discrimination [10], [11], [12], [13], [18]. Most of the work in the area, however, just focuses on deep neural networks and disregards tree-based ML models, such as decision trees [19] and random forests [20], which are still exceptionally popular, in particular for non-perceptual classification tasks. The only notable fairness verification approach designed for tree-based classifiers leverages abstract interpretation to verify local fairness properties [9]. Unfortunately, local fairness is now recognized as a rather weak property predicated just on specific test instances, while global fairness predicates over all the possible inputs of the classifier and is thus more reliable to assess the actual fairness guarantees that it provides [18].

A. Contributions

We present a new approach to the global fairness verification of tree-based classifiers. Given a tree-based classifier and a set of sensitive features potentially leading to discrimination, our analysis synthesizes sufficient conditions for fairness, expressed as a set of traditional propositional logic formulas $F$ predicating over the entire feature space, rather than just on a specific test set, thus providing global fairness guarantees.

Our fairness verification approach is formally proved both sound and complete, i.e., fairness is certified for any instance satisfying some formula in $F$, and the formulas in $F$ can characterize all the instances where the classifier is fair. Moreover, our approach is explainable, i.e., it is readily understandable by human experts, being based on traditional logic formulas. In particular, we empirically show that a small set of simple logic formulas suffices to largely characterize the fairness guarantees provided by the classifier in practice. This makes our approach particularly appealing for problems like algorithmic hiring, where automated decisions must be carefully audited [21].

B. Structure of the Paper

The paper is organized as follows:

- Section II reviews the background and introduces the necessary ingredients to appreciate the technical contribution;
Section III presents our fairness verification approach and establishes the formal guarantees provided by our analysis. Moreover, it describes the implementation of the analysis in C++. The source code of our analyzer is publicly available on Github\footnote{https://github.com/LorenzoCazzaro/explainable-global-fairness-verification};

Section IV reports on our experimental evaluation on public datasets. Our experiments assess the precision of the analysis, its explainability, and its performance;

Section V presents and compares with related work, thus clarifying the distinctive features of our proposal;

Section VI briefly concludes the paper and describes possible future work in the area.

II. BACKGROUND

We here introduce the key technical ingredients required to appreciate the contribution of the paper.

A. Tree-Based Classifiers

Let $\mathcal{X} \subseteq \mathbb{R}^d$ be a $d$-dimensional vector space of features and let $\mathcal{Y}$ be a finite set of class labels. We assume each element of the feature space $\vec{x} = (x_1, \ldots, x_d)$, called instance, to be assigned a correct class $y$ by an unknown target function $g : \mathcal{X} \rightarrow \mathcal{Y}$. A classifier is a function $f : \mathcal{X} \rightarrow \mathcal{Y}$ intended to approximate the target function $g$ as accurately as possible. Normally, $f$ is automatically trained by a supervised learning algorithm, using a training set $\mathcal{D}_{\text{train}} = \{ (\vec{x}_i, y(\vec{x}_i)) \}_{i=1}^n$ of correctly labeled instances. The performance of $f$ is then assessed on a separate test set $\mathcal{D}_{\text{test}} = \{ (\vec{z}_i, g(\vec{z}_i)) \}_{i=1}^m$, sampled from the same distribution of the training set.

In this paper, we focus on decision tree classifiers\footnote{https://github.com/LorenzoCazzaro/explainable-global-fairness-verification}. Decision trees can be inductively defined as follows: a decision tree $t$ is either a leaf $\lambda(y)$ for some label $y \in \mathcal{Y}$ or an internal node $\sigma(f, v, t_l, t_r)$, where $f \in \{1, \ldots, d\}$ identifies a feature, $v \in \mathbb{R}$ is a threshold for the feature, and $t_l, t_r$ are decision trees (left and right respectively). At test time, the instance $\vec{x}$ traverses the tree $t$ until it reaches a leaf $\lambda(y)$, which returns the prediction $y$, denoted by $t(\vec{x}) = y$. Specifically, for each traversed tree node $\sigma(f, v, t_l, t_r)$, $\vec{x}$ falls into the left sub-tree $t_l$ if $x_f < v$, and into the right sub-tree $t_r$ otherwise. Figure 1 represents an example decision tree of depth two, which assigns the label +1 to the instance $(10, 6)$ and the label -1 to the instance $(6, 9)$. Decision trees are normally combined into an ensemble $T = \{ t_1, \ldots, t_n \}$ to improve their predictive power\footnote{https://github.com/LorenzoCazzaro/explainable-global-fairness-verification}: in this case, the ensemble prediction $T(\vec{x})$ is computed by combining together the individual tree predictions $t_i(\vec{x})$, e.g., by performing majority voting on the individually predicted classes.

B. Fairness in ML

Many definitions of fairness have been proposed in the literature, each with its pros and cons \cite{22}. Existing fairness definitions can be broadly categorized in two main classes: individual fairness definitions, requiring that similar inputs must result in similar outputs, and group fairness definitions, requiring that a particular group of inputs taken as a whole must be treated like a different group. It is now acknowledged that individual fairness and group fairness are both prominent and useful concepts, however, they may be conflicting and are normally studied separately \cite{23}. In this paper, we focus on a specific individual fairness definition known as lack of causal discrimination, which was introduced in a seminal paper on fairness testing \cite{14}.

We consider this property for several reasons: its intuitive flavour, its popularity in the literature, and its independence from the distribution of the class labels (i.e., the target function), which simplifies its practical application. Moreover, lack of causal discrimination is a powerful foundation for fairness, because it does not rely on the choice of a specific test set, but rather predicates over all the possible instances in (a subset of) the feature space $\mathcal{X}$, much in line with recent proposals on the verification of global robustness properties of machine learning models \cite{24}, \cite{25}, \cite{26}. This is important in the fairness setting, because fairness is particularly relevant for minorities for which it might be hard to collect representative data in the test set. Indeed, the need for global fairness verification has been recently advocated for neural networks \cite{18}.

Intuitively, lack of causal discrimination requires that any two similar inputs must lead the classifier to the same outputs, thus capturing the intuition of individual fairness; more specifically, lack of causal discrimination requires that the classifier returns the same prediction on any two instances differing just for the value of a set of sensitive features $S \subseteq \{1, \ldots, d\}$. Given an instance $\vec{x}$, we let $\delta(\vec{x}, S)$ stand for the set of the instances differing from $\vec{x}$ just for a (possibly empty) subset of the sensitive features $S$. For example, if $S$ included just two binary features, then $\delta(\vec{x}, S)$ would include the four instances obtained from $\vec{x}$ by setting each of the sensitive features in $S$ to one of their two possible values, while keeping the other features unchanged. Formally, lack of causal discrimination is then defined as follows.

Definition 1 (Causal Discrimination). Let $f : \mathcal{X} \rightarrow \mathcal{Y}$ be a classifier and let $S$ be a set of sensitive features. We say that $f$ does not perform causal discrimination on $\mathcal{X}' \subseteq \mathcal{X}$ if and only if, for every instance $\vec{x} \in \mathcal{X}'$, we have that $\forall \vec{z} \in \delta(\vec{x}, S) : f(\vec{z}) = f(\vec{x})$.

To exemplify the definition at work, suppose a classifier is used to evaluate the legitimacy of loan requests and that

\begin{itemize}
  \item $x_1 \leq 8$
  \item $x_2 \leq 6$
  \item $x_2 \leq 7$
\end{itemize}

\begin{figure}[h]
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\caption{Example of decision tree}
\end{figure}
the set of sensitive features $S$ just includes the customer’s gender. Lack of causal discrimination on $\mathcal{X}$ requires that any two identical customers differing just for their gender are guaranteed to get the same response to their loan requests. Focusing on a specific $\mathcal{X}' \subseteq \mathcal{X}$ allows one to make the fairness guarantees conditional and thus more practically useful, e.g., by requiring that any two identical customers with a monthly salary higher than $4,000$ are guaranteed to receive the same response to their loan requests, irrespective of their gender.

III. GLOBAL FAIRNESS VERIFICATION

We here present our new approach to the global fairness verification of tree-based classifiers.

A. Overview

Verifying the lack of causal discrimination is challenging, because it involves a universal quantification over a set of instances, possibly drawn from a continuous, unbounded feature space. Prior work on causal discrimination circumvented this problem by restricting its focus to a finite feature space and assessing fairness by means of a testing approach [14]. In particular, this restriction enables the computation of a causal discrimination score, defined as the fraction of instances in the feature space suffering from causal discrimination, a measure which is only meaningful as long as the feature space is finite and instances therein can be exhaustively enumerated. While one can play around this limitation by using binning to discretize the feature space, the testing approach in [14] is not exhaustive for scalability reasons, hence it can only identify counter-examples suffering from causal discrimination, but it cannot prove a lack of causal discrimination. Similar criticisms apply to other more recent proposals on fairness testing [15], [16], [17].

In the present work, we improve over the state of the art by proposing a new verification technique to formally verify the fairness guarantees supported by tree-based models. In particular, our technique allows one to automatically identify subsets of the feature space where lack of causal discrimination is ensured, rather than just counter-examples suffering from causal discrimination. Concretely, we first discuss how one can verify lack of causal discrimination for tree ensembles given a continuous, unbounded subset of the feature space $\mathcal{X}' \subseteq \mathcal{X}$ as input (Section III-B). We then build on this idea to design an effective algorithm to automatically synthesize sufficient conditions ensuring lack of causal discrimination, expressed as traditional propositional logic formulas, which are readily understandable by human experts (Section III-C). Our algorithm is iterative and its execution can be safely stopped before convergence to improve performance, without sacrificing soundness, i.e., only sufficient conditions are returned by the algorithm. Moreover, the algorithm is proved complete upon termination, i.e., the logic formulas returned by the algorithm may eventually provide a complete characterization of the fairness guarantees given by the classifier.

B. Verification Algorithm

The first problem we investigate can be formulated as follows: given a decision tree ensemble $T$, a set of sensitive features $S$ and a subset of the feature space $\mathcal{X}' \subseteq \mathcal{X}$, verify that $T$ does not perform causal discrimination on $\mathcal{X}'$.

To answer this question, we leverage the stability notion from the adversarial machine learning literature [27]. The idea underlying stability is that classifiers deployed in adversarial settings should not be fooled by adversarial manipulations of test instances, designed to force the classifier to return wrong predictions (so-called evasion attacks). This can be enforced by requiring the classifier to be “stable” with respect to adversarial manipulations, i.e., to stick to its original predictions despite such manipulations. For example, malware detectors must not change their predictions as the result of semantically-preserving adversarial manipulations of malicious software, e.g., if malware replaces a given API call with an equivalent set of instructions, it should still be classified as malware. Formally, stability is defined as follows.

**Definition 2** (Stability). Given a classifier $f : \mathcal{X} \to \mathcal{Y}$, an instance $\bar{x} \in \mathcal{X}$ and a set of adversarial manipulations $A(\bar{x})$, $f$ is stable on $\bar{x}$ if and only if $\forall \bar{z} \in A(\bar{x}) : f(\bar{z}) = f(\bar{x})$.

The idea of stability generalizes from the adversarial setting to the fairness setting, because lack of causal discrimination requires that arbitrary changes to the sensitive features $S$ must not affect the classifier predictions. A similar observation for a different definition of fairness has been performed in recent independent work [9]. The important point to note, though, is that while stability predicates on a specific instance $\bar{x} \in \mathcal{X}$, lack of causal discrimination predicates over a potentially unbounded set of instances $\mathcal{X}' \subseteq \mathcal{X}$, hence traditional approaches to stability/fairness verification such as [27] cannot be directly applied to verify lack of causal discrimination on $\mathcal{X}'$.

We thus propose to leverage recent solutions for the data-independent verification of decision tree ensembles [26], [28] to verify lack of causal discrimination in a continuous, unbounded subset of the feature space $\mathcal{X}'$. These verification approaches are data-independent because they do not analyze the behavior of the ensemble on specific test instances, but they rather analyze the structure of the ensemble to allow the verification of properties predicking over all the instances in (a subset of) the feature space. Concretely, data-independent analyses operate in terms of a set of hyper-rectangles $H \subseteq \mathcal{X}$ such that all instances $\bar{x} \in H$ satisfy a property of interest, e.g., lead to the same prediction or enjoy stability. In particular, we build on the following definition of data-independent stability analysis for our verification purposes.

**Definition 3** (Data-Independent Stability Analysis). Let $f : \mathcal{X} \rightarrow \mathcal{Y}$ be a classifier and let $S$ be a set of sensitive features. A data-independent stability analysis is an algorithm which takes as input $f$ and $S$ to return as output a set of hyper-rectangles $U$ satisfying the following property: for every instance $\bar{x} \in \mathcal{X}$, if there exists $\bar{z} \in \delta(\bar{x}, S)$ such that $f(\bar{z}) \neq f(\bar{x})$, then there exists $H \in U$ such that $\bar{x} \in H$. 
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Intuitively, the output of a data-independent stability analysis over-approximates the subset of the feature space where the classifier violates stability for some instances therein, i.e., if \( \vec{x} \) suffers from causal discrimination, then the result of the analysis must include a hyper-rectangle \( H \) such that \( \vec{x} \in H \).

In the fairness setting, this means that the union of the hyper-rectangles returned by the analysis over-approximates the set of the counter-examples suffering from causal discrimination. Note that we only require an over-approximation rather than an exact characterization, because this is a minimal assumption for sound fairness verification and data-independent analyses might be approximated by design for scalability reasons. For example, the stability analysis in [26] identifies a superset of the portion of the feature space where the classifier is unstable, because robustness verification for tree ensembles (an NP-hard problem [29]) can be reduced to stability analysis.

If a data-independent stability analysis is available, solving our problem of interest is straightforward. In particular, given a decision tree ensemble \( T \) and a set of sensitive features \( S \), we can run the data-independent stability analysis on \( T \) and \( S \) to produce the set of hyper-rectangles \( U \). To prove that \( T \) does not perform causal discrimination on \( X' \subseteq X \), it suffices to show that there exists no \( H \in U \) such that \( H \cap X' \neq \emptyset \).

We now discuss how the verification approaches in [26], [28] can be used to implement a data-independent stability analysis as required by our definition, thus allowing us to take advantage of existing state-of-the-art verification approaches.

1) Resilience Verifier [26]: Recent work on adversarial machine learning introduced the resilience notion to characterize the security of classifiers deployed in adversarial settings. At the core of its resilience verification algorithm, there is a data-independent stability analysis for decision tree ensembles, which can be readily leveraged for our purposes by modeling an attacker such that, for all instances \( \vec{x} \in X \), \( A(\vec{x}) = \delta(\vec{x}, S) \).

Intuitively, this attacker has full control of the value of the sensitive features \( S \), so stability against such an attacker ensures that causal discrimination is not possible. The output of the analysis is a set of hyper-rectangles over-approximating the subset of the feature space where the decision tree ensemble is unstable, thus satisfying the conditions of Definition 3.

2) VoTE Checker [28]: The VoTE Checker takes as input a decision tree ensemble and produces as output a partitioning of the feature space \( X \) in terms of the equivalence classes induced by the ensemble. Each equivalence class is represented as a pair \( (H, y) \), meaning that all the instances \( \vec{x} \in H \) traverse the same path combination in the ensemble leading to prediction \( y \).

If there exist two equivalence classes \( (H_1, y_1), (H_2, y_2) \) such that: (i) \( y_1 \neq y_2 \), (ii) \( H_1, H_2 \) have a non-empty intersection for all the features \( j \not\in S \), and (iii) \( H_1, H_2 \) have different intervals for some feature \( k \in S \), then \( H_1 \cup H_2 \) includes a counter-example suffering from causal discrimination, because it contains two instances differing just for some sensitive feature \( k \) where the classifier returns two different predictions. It is thus possible to add both \( H_1 \) and \( H_2 \) to the set of hyper-rectangles to be returned by the analysis, thus satisfying the conditions of Definition 3.

C. Synthesis Algorithm

We now consider a different, more interesting problem: given a decision tree ensemble \( T \) and a set of sensitive features \( S \), characterize the subset of the feature space \( X' \subseteq X \) such that \( T \) does not perform causal discrimination on \( X' \).

Intuitively, this problem can be conservatively solved by subtracting from \( X \) all the hyper-rectangles \( H \in U \) returned by the data-independent stability analysis assumed in the previous section, thus under-approximating the subset of the feature space where \( T \) is stable. This approach would be sound, but also computationally inefficient, because subtracting hyper-rectangles suffers from an exponential blowup with respect to the dimensionality of the feature space. Indeed, given two hyper-rectangles with \( d \) features, their subtraction might generate \( O(d^2) \) hyper-rectangles in the general case, leading to \( O(dU) \) hyper-rectangles in the worst case at the end of the subtraction process. This limitation can be circumvented by avoiding the computation of the subtraction and by directly reasoning in terms of instances falling out from the hyper-rectangles \( U \). However, this would make it hard to characterize \( X' \) in a human-understandable way, due to both the sheer number of the hyper-rectangles and the potentially large dimensionality of the feature space.

We thus propose an iterative algorithm designed to incrementally generate increasingly complex sufficient conditions ensuring lack of causal discrimination, expressed as traditional logic formulas. This way, the first iterations of the algorithm can efficiently generate conditions that are short and easy to understand for human experts, while being arguably the most useful to analysts; the more analysis time and computational resources are available, the more complex conditions can be identified, thus detecting other subsets of the feature space where lack of causal discrimination is ensured. In other words, each iteration of the algorithm extends the sound approximation identified by the previous iteration by accounting for more complicated sufficient conditions for fairness, until the whole relevant subset of the feature space is covered by the conditions (or an early stopping criterion is met).

1) Overview: Our algorithm is inspired by the classic Apriori algorithm for frequent itemset mining [30]. We define an item \( i \) as a formula of the form \( x_f \leq v \) or \( x_f > v \), where \( f \in \{1, \ldots, d\} \) identifies a feature and \( v \in \mathbb{R} \). An itemset \( I \) is a set of formulas \( \{i_1, \ldots, i_n\} \), interpreted in conjunctive form. For example, the itemset \( I = \{x_1 > 1, x_1 \leq 3, x_2 > 3\} \) identifies all the instances such that the first feature is in the interval \( (1, 3] \) and the second feature is in the interval \( (5, +\infty) \).

Formally, we write \([i]\) for the set of the instances identified by item \( i \) and we let \([I] = \bigcap_{i \in I}[i]\) stand for the set of the instances identified by the itemset \( I \). Given a hyper-rectangle \( H \), we denote with \( \text{to-itemset}(H) \) its itemset representation, i.e., the itemset \( I \) such that \([I] = H \).

An itemset identifies a subset of the feature space which is assessed for lack of causal discrimination, thus allowing us to leverage the following monotonicity property to prune the search space: if \( I \) enjoys lack of causal discrimination, then
any other \( I' \supseteq I \) does that as well, because \([I'] \subseteq [I]\); hence, \( I' \) itself does not need to be analyzed. This property allows one to assess itemsets for lack of causal discrimination by starting from those with smaller cardinality.

To exemplify how the algorithm works at a high level, consider a two-dimensional feature space and assume \( U \) contains just two hyper-rectangles \( H_1 = \langle (1, 5), (3, 8) \rangle \) and \( H_2 = \langle (4, 7), (2, 6) \rangle \). Our goal is characterizing those instances falling outside both \( H_1 \) and \( H_2 \). Instances laying outside \( H_1 \) can be described as the union of the following four hyper-rectangles:

- \( H_{11} = \langle (-\infty, 1], (-\infty, +\infty) \rangle \), represented as the itemset \( I_{11} = \text{to} \_\text{itemset}(H_{11}) = \{ x_1 \leq 1 \} \)
- \( H_{12} = \langle [5, +\infty), (-\infty, +\infty) \rangle \), represented as the itemset \( I_{12} = \text{to} \_\text{itemset}(H_{12}) = \{ x_1 > 5 \} \)
- \( H_{13} = \langle (-\infty, +\infty), (-\infty, 3] \rangle \), represented as the itemset \( I_{13} = \text{to} \_\text{itemset}(H_{13}) = \{ x_2 \leq 3 \} \)
- \( H_{14} = \langle (-\infty, +\infty), (8, +\infty) \rangle \), represented as the itemset \( I_{14} = \text{to} \_\text{itemset}(H_{14}) = \{ x_2 > 8 \} \)

Instances laying outside \( H_2 \) can instead be described as the union of the following four hyper-rectangles:

- \( H_{21} = \langle (-\infty, 4], (-\infty, +\infty) \rangle \), represented as the itemset \( I_{21} = \text{to} \_\text{itemset}(H_{21}) = \{ x_1 \leq 4 \} \)
- \( H_{22} = \langle [7, +\infty), (-\infty, +\infty) \rangle \), represented as the itemset \( I_{22} = \text{to} \_\text{itemset}(H_{22}) = \{ x_1 > 7 \} \)
- \( H_{23} = \langle (-\infty, +\infty), (-\infty, 2] \rangle \), represented as the itemset \( I_{23} = \text{to} \_\text{itemset}(H_{23}) = \{ x_2 \leq 2 \} \)
- \( H_{24} = \langle (-\infty, +\infty), (6, +\infty) \rangle \), represented as the itemset \( I_{24} = \text{to} \_\text{itemset}(H_{24}) = \{ x_2 > 6 \} \)

To identify instances laying outside both \( H_1 \) and \( H_2 \), we first inspect all the items above and we check whether they identify subsets of the feature space intersecting \( H_1 \) or \( H_2 \). If we do not find overlaps, the itemsets already represent instances falling out both \( H_1 \) and \( H_2 \), hence causal discrimination cannot happen there. In our example, we identify the itemsets \( I_{11}, I_{12}, I_{21} \) and \( I_{22} \) as sufficient conditions for lack of causal discrimination; note that the first and the third itemsets only involve the feature \( x_1 \), while the second and the fourth itemsets only involve the feature \( x_2 \). The other itemsets \( I_{13}, I_{23}, I_{14} \) and \( I_{24} \), instead, identify subsets of the feature space where causal discrimination might potentially happen. These itemsets are thus combined together to generate additional itemsets to check, each possibly using both features \( x_1 \) and \( x_2 \), leading to conditions of higher complexity. For example, \( I_{12} \) and \( I_{24} \) generate the new itemset \( \{ x_1 > 5, x_2 > 6 \} \), which represents again instances falling out both \( H_1 \) and \( H_2 \), thus identifying sufficient conditions for lack of causal discrimination. Instead, \( I_{12} \) and \( I_{13} \) generate the new itemset \( \{ x_1 > 5, x_2 \leq 3 \} \), which overlaps with \( H_2 \), hence it identifies a subset of the feature space where causal discrimination may happen. This itemset may thus be combined with other itemsets to undergo further refinements over \( x_1 \) and \( x_2 \), leading to smaller intervals on them, possibly identifying additional sufficient conditions for proving lack of causal discrimination.

2) Algorithm: Having defined the key intuitions of our proposal, we are now ready to present the details of the synthesis algorithm (Algorithm 1). The algorithm takes as input a tree ensemble \( T \) and a set of sensitive features \( S \) to return as output a set of sufficient conditions on the feature space ensuring lack of causal discrimination. The algorithm starts by invoking the \texttt{ANALYZE} function over \( T \) and \( S \), which implements a data-independent stability analysis (cf. Definition 3) returning a set of hyper-rectangles \( U \) where \( T \) may be unstable (line 2). The algorithm then initializes an empty set of fairness conditions \( F \) and generates a set of candidates \( C \), initialized with itemsets involving just a single feature, as described in our example; this step is implemented by the \texttt{GEN_ITEMSETS} function (lines 3-4). The definition of \texttt{GEN_ITEMSETS} is also reported in Algorithm 1; it implements the simple intuition from our previous example to first construct a hyper-rectangle \( H' \) constraining just a single feature \( i \) and then convert it into an equivalent itemset. In the first loop of the algorithm, each itemset \( I \in C \) is then checked against \( U \): if \( [I] \) does not intersect any hyper-rectangle \( H \in U \), the itemset identifies a sufficient condition for lack of causal discrimination, hence it is added to the set of fairness conditions \( F \) (lines 5-7). The itemsets which do not immediately contribute to extending \( F \) are instead used in the main loop of the algorithm (lines 8-19). In particular, all such itemsets are combined with each other through a \textit{meet} operator \( \cap \) to produce new itemsets to analyze; such itemsets can either be proved fair or undergo additional refinements at later iterations, as long as there are candidates to process. The meet operator is defined and commented below.

**Definition 4 (Meet Operator).** Given two itemsets \( I_1, I_2 \) such that \( |I_1| = |I_2| = k \) and \( I_1 \cap I_2 = k - 1 \), we define their \textit{meet} \( I_1 \cap I_2 \) as the itemset \( I = I_1 \cup I_2 \), provided that the following conditions hold:

1) \( [I] \neq \emptyset \), i.e., the itemset \( I \) identifies a non-empty subset of instances;
2) \( [I] \subseteq [I_1] \) and \( [I] \subseteq [I_2] \), i.e., the itemset \( I \) identifies less instances than both \( I_1 \) and \( I_2 \).

If any of the aforementioned conditions do not hold, the \textit{meet} \( I \) does not exist.

Observe that, given two itemsets \( I_1, I_2 \) of cardinality \( k \) sharing \( k - 1 \) elements, their meet \( I_1 \cap I_2 \) produces a new itemset \( I_1 \cup I_2 \) of cardinality \( k + 1 \), i.e., itemsets are generated in increasing order of cardinality to leverage the discussed monotonicity property. The two technical conditions of Definition 4 just ensure that testing the newly generated itemset might be useful, i.e., the new itemset is non-empty and differs from the previously generated itemsets \( I_1, I_2 \). Although these conditions are formulated in a declarative style to simplify their understanding, the meet operator \( \cap \) is straightforward to implement in practice. In particular, let \( i^* \) be the (only) item such that \( i^* \in I_2 \setminus I_1 \) and let \( f^* \) be the feature predicated upon by \( i^* \), then we let \( I_1 \cap I_2 = I_1 \cup \{ i^* \} \) provided that the two conditions of the definition are satisfied. The implementation of the first condition checks whether all the items \( i \in I_1 \)
Algorithm 1 Synthesizing Fairness Conditions

1: function Synthesize(T, S)
2:   U ← Analyze(T, S)
3:   F ← ∅
4:   C ← Gen Itemsets(U)
5:   for I ∈ C do
6:     if ∀H ∈ U : [I] ∩ H = ∅ then
7:       F ← F ∪ {I}
8:   C ← C \ F
9:   while C ≠ ∅ do
10:      C′ ← ∅
11:      for I1 ∈ C do
12:         for I2 ∈ C do
13:            I ← I1 ∩ I2
14:            if I exists ∀H′ ∈ F : [I] ⊆ [I′] then
15:               if ∀H ∈ U : [I] ∩ H = ∅ then
16:                  F ← F ∪ {I}
17:               else
18:                  C′ ← C′ ∪ {I}
19:       C ← C′
20:   return F

21:

22: function Gen Itemsets(U)
23:   C ← ∅
24:   for H = (H1, ..., Hd) ∈ U do
25:     for i ∈ {1, ..., d} do
26:       H_i ← (−∞, +∞) \ H_i
27:     for inte ∈ H_i do
28:       H' ← ((−∞, +∞)^{d−1}, inte, (−∞, +∞)^{d−1})
29:       C ← C ∪ {to_itemset(H')}
30: return C

Proof. The call Analyze(T, S) returns a set of hyper-rectangles U satisfying the following property: for every instance \( \bar{x} \in X \), if there exists \( \bar{x}' \in \delta(\bar{x}, S) \) such that \( f(\bar{x}) \neq f(\bar{x}') \), then there exists \( H \in U \) such that \( \bar{x} \in H \). This means that \( T \) cannot perform causal discrimination on any \( X' \subseteq X \) such that \( \forall H \in U : X' \cap H = \emptyset \). The conclusion follows by observing that any itemset \( I \) which is added to \( F \) must satisfy this property (cf. lines 6-7 and lines 15-16).

Completeness, instead, ensures that the combination of all the itemsets \( F \) returned by the synthesis algorithm coincides with the subset of the feature space disjoint from the result of the data-independent stability analysis, i.e., it represents the ideal outcome of the synthesis algorithm. Note that, if the data-independent stability analysis is not over-approximated but exact, this ensures that \( F \) covers all the instances where the classifier is fair.

Theorem 2 (Completeness). For any decision tree ensemble \( T \) and set of sensitive features \( S \), the call Synthesize(\( T, S \)) returns a set of itemsets \( F \) such that \( \bigcup_{I \in F} [I] = X \setminus \bigcup_{H \in U} H \), where \( U \) is the output of Analyze(\( T, S \)).

Proof. We prove the equality of the two sets by showing that the first is included in the second and vice-versa. Specifically:

- Consider any instance \( \bar{x} \in \bigcup_{H \in F} [I] \), we show that for all \( H \in U \) in \( \bar{x} \notin H \), which implies \( \bar{x} \in X \setminus \bigcup_{H \in U} H \). Indeed, the algorithm ensures that for all \( I \in F \) we have that \( \forall H \in U : [I] \cap H = \emptyset \) (cf. lines 6-7 and lines 15-16).

- Consider any instance \( \bar{x} \in X \setminus \bigcup_{H \in U} H \), we show that there exists \( I \in F \) such that \( \bar{x} \notin [I] \), which implies \( \bar{x} \notin \bigcup_{H \in F} [I] \). We first observe that, for all \( H_j \in U \), the call Gen Itemsets(\( U \)) returns a set of at most \( 2d \) itemsets:

\[ C_j = \{i_1, \ldots, i_{2d}\} \]

such that \( \bar{x} \notin [i_k] \) for some \( i_k \); we refer to such item \( i_k \) as the witness for \( H_j \). The itemset \( I \) includes all the witnesses for each \( H_j \in U \), thus ensures that \( \bar{x} \notin [I] = \bigcap_{H \in U} [H] \). The conclusion follows by observing that either the itemset \( I \) or another itemset \( I' \) such that \( [I] \subseteq [I'] \) is eventually enumerated by the algorithm.

4) Implementation: We implemented the synthesis algorithm presented in this section in C++. Our implementation leverages the data-independent stability analysis used by the resilience verifier presented in [26], which we simply leverage as a black box to implement the Analyze function. The stability analysis is based on an iterative algorithm, whose computational cost may show an exponential trend, but can be constrained by fixing the number of iterations, without significantly affecting the precision of the results [26]. Although the rest of the implementation is a rather direct translation of the pseudocode in Algorithm 1, a few important details are worth discussing. A first point to note is that our implementation supports a user-specified early stopping criterion in terms of...
TABLE I: Dataset statistics (we report in parentheses the number of categorical features after one-hot-encoding).

| Dataset | #Num features | #Cat features | #Instances | % Positive |
|---------|---------------|---------------|------------|------------|
| Adult   | 6             | 7 (81)        | 45,222     | 25%        |
| German  | 7             | 13 (49)       | 1,000      | 70%        |
| Health  | 93            | 2 (10)        | 166,842    | 68%        |

a maximum number of iterations of the algorithm. This is useful because, like Apriori, our algorithm has an exponential time complexity with respect to the number of items in the worst case [30]. However, we empirically observed in our experimental evaluation that a small number of short conditions already allow one to largely characterize the fairness guarantees of tree-based classifiers, hence restricting the number of iterations saves analysis time, while leading to just a small loss in precision in practice. Note that early stopping preserves the soundness of the analysis, while obviously sacrificing its completeness. For space reasons, other interesting implementation details are presented in Appendix A.

IV. EXPERIMENTAL EVALUATION

In this section, we experimentally assess the effectiveness of our global fairness verification approach along different axes.

A. Methodology

We evaluate our proposal on decision tree ensembles trained over three public datasets used in the fairness literature [9], each associated with a binary classification task where fairness matters: Adult\(^2\), German\(^3\) and Health\(^4\). The classification task for Adult requires predicting yearly income (above or below $50K), while the classification task for German requires assigning credit scores (good or bad), hence these datasets could be used to train classifiers deployed, e.g., to assess loan requests. The classification task for Health, instead, requires predicting ten-year mortality (above or below the median Charlson index), hence it could be used to train classifiers deployed in the health insurance setting. Since in all cases we do not want to discriminate customers based on their gender, we use the attribute sex as the binary sensitive feature. For simplicity, we only consider a single sensitive feature leading to a clear understanding of the related fairness issues, however, our proposal supports an arbitrary number of sensitive features.

We pre-process the datasets by following three steps: (i) we normalize all the numerical features in the interval \([0, 1]\); (ii) we perform the one-hot-encoding of all the categorical features; (iii) we remove the features and instances containing missing values. The characteristics of the datasets are in Table I, along with the number of categorical features before and after step (ii). We partition datasets into a training set \(D_{\text{train}}\) and a test set \(D_{\text{test}}\), using 80-20 stratified random sampling. For each dataset, we use \(D_{\text{train}}\) to train standard Random Forest (RF) models as available in sklearn [31]. Experiments are then conducted on both \(D_{\text{test}}\) and a synthetic dataset \(D_{\text{rand}}\) including 100k random instances, generated by assigning a random value to all their features, while restricting categorical features to a set of plausible values observed in the original dataset. The rationale for having these two sets is that \(D_{\text{test}}\) is supposed to follow the same distribution of \(D_{\text{train}}\), hence it represents expected inputs at test time, while \(D_{\text{rand}}\) provides a much larger view of the entire feature space, which is interesting because our fairness guarantees are global and generalize beyond the test set. Both \(D_{\text{test}}\) and \(D_{\text{rand}}\) are thus useful to investigate different aspects of our proposal. We write \(D\) to stand for any between \(D_{\text{test}}\) and \(D_{\text{rand}}\), using the notation \(\vec{x} \in D\) to identify instances in \(D\) while ignoring their class label when \(D = D_{\text{test}}\).

The experiments are designed to answer three key research questions:

1) What is the precision of the analysis performed by the synthesis algorithm? In other words, do the synthesized fairness conditions cover well the portions of the feature space where lack of causal discrimination is ensured?

2) What is the explainability of the results returned by the synthesis algorithm? Can we effectively characterize the fairness guarantees of classifiers in terms of a small number of conditions of limited complexity?

3) What is the performance of the synthesis algorithm? How is the analysis running time influenced by the size and complexity of the classifiers?

B. Precision of the Analysis

In our first experiment, we estimate the precision of our verification approach by comparing the set of hyper-rectangles \(U\) returned by the data-independent stability analysis with the formulas \(F\) returned by the synthesis algorithm. The completeness theorem ensures that \(F\) identifies the subset of the feature space disjoint from all the hyper-rectangles in \(U\), provided that the synthesis algorithm runs up to completion. In practice, however, we expect the synthesis algorithm to be normally subject to early stopping, due to the exponential blow-up in the number of candidates to be analyzed at the different iterations and the increasing complexity of the synthesized formulas. We thus estimate the precision of a partial output obtained when the synthesis algorithm is forcefully stopped after six iterations, because we are interested in formulas with a small number of items, amenable for human understanding. Later experiments assess the impact of the number of iterations on the analysis results and running times.

We first compute the casual discrimination score on the dataset \(D\) based on the set of hyper-rectangles \(U\). In particular, we observe that an instance \(\vec{x}\) can only suffer from causal discrimination when it belongs to some \(H \in U\), so the casual discrimination score on \(D\) can be conservatively approximated as follows:

\[
d(U, D) = \frac{|\{\vec{x} \in D \mid \exists H \in U : \vec{x} \in H\}|}{|D|}
\]

Similarly, we can use the formulas in \(F\) to reason about fairness by observing that any instance satisfying some formula

\footnote{https://archive.ics.uci.edu/ml/datasets/adult} \footnote{https://archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data)} \footnote{https://www.kaggle.com/c/hhp}
TABLE II: Computed measures for different datasets and models.

| Dataset | #Trees | Depth | $D_{\text{test}}$ | $d$ | $d$ | $D_{\text{rand}}$ | $d$ | $d$ |
|---------|--------|-------|-----------------|-----|-----|-----------------|-----|-----|
| Adult   | 5      | 5     | 0.811           | 0.003 | 0.348 | 0.348           | 0.348 | 0.348 |
|         | 9      | 5     | 0.826           | 0.003 | 0.323 | 0.323           | 0.323 | 0.323 |
|         | 13     | 5     | 0.824           | 0.014 | 0.330 | 0.330           | 0.330 | 0.330 |
|         | 5      | 6     | 0.833           | 0.004 | 0.206 | 0.206           | 0.206 | 0.206 |
|         | 9      | 6     | 0.834           | 0.004 | 0.235 | 0.235           | 0.235 | 0.235 |
|         | 13     | 6     | 0.840           | 0.006 | 0.259 | 0.259           | 0.259 | 0.259 |
| German  | 5      | 5     | 0.720           | 0.230 | 0.349 | 0.349           | 0.349 | 0.349 |
|         | 9      | 5     | 0.725           | 0.230 | 0.349 | 0.349           | 0.349 | 0.349 |
|         | 13     | 5     | 0.725           | 0.230 | 0.337 | 0.337           | 0.337 | 0.337 |
|         | 5      | 6     | 0.745           | 0.230 | 0.371 | 0.371           | 0.371 | 0.371 |
|         | 9      | 6     | 0.745           | 0.325 | 0.437 | 0.437           | 0.437 | 0.437 |
|         | 13     | 6     | 0.730           | 0.375 | 0.486 | 0.486           | 0.486 | 0.486 |
| Health  | 5      | 6     | 0.810           | 0.018 | 0.209 | 0.209           | 0.209 | 0.209 |
|         | 9      | 6     | 0.809           | 0.018 | 0.209 | 0.209           | 0.209 | 0.209 |
|         | 13     | 6     | 0.810           | 0.020 | 0.259 | 0.259           | 0.259 | 0.259 |

in $F$ cannot suffer from causal discrimination. This allows us to compute the following over-approximation of $d$:

$$d(F, D) = 1 - \frac{|\{x \in D \mid \exists I \in F : x \in [I]\}|}{|D|}$$

Observe that $d$ is always an upper bound of $d$, because our analysis is sound. Table II reports the values of $d$ and $d$ computed for different datasets and models. We observe that $d$ and $d$ coincide for the very large majority of the cases, meaning that the formulas in $F$ accurately characterize the subset of the feature space which is disjoint from all the hyper-rectangles in $U$, even when enforcing early stopping after six iterations. Note that $d$ does not coincide with $d$ just in three cases, all associated with the German dataset, but we experimentally assessed that the two scores coincide also there when increasing the number of iterations of the synthesizer to seven. The table also reports the accuracy $a$ on the test set $D_{\text{test}}$ to show that all the analyzed models perform reasonably well in practice.

C. Explainability of the Results

To assess to what extent the formulas $F$ are explainable, we carry out selected experiments on the most complex models that we trained on the considered datasets, i.e., ensembles of 13 trees with maximum depth six, because they are expected to be the most challenging to explain. We follow the methodology used in previous work on the use of rules based on logic formulas to extract explainable information from classifiers, like [32], [33], [34]. In these proposals, the complexity of logic formulas is measured by their length (number of atoms) and short logic formulas are preferred because of their clearer understanding. Of course, having a small number of formulas is also important for explainability.

In the first experiment, we assess how the percentage of instances for which $F$ is able to provide a proof of fairness grows when varying the number of iterations of the synthesis algorithm. Of course, we compute this percentage with respect to the number of instances which do not suffer from causal discrimination, i.e., which might actually admit a proof of fairness. Since a run with $k$ iterations can only produce formulas involving at most $k$ items, this experiment provides insights on how complex sufficient conditions for fairness turn out to be in practice. Figure 2 plots the observed trend. The experimental results for the Adult dataset show that just four iterations of the algorithm suffice to establish fairness proofs for more than 90% of the instances of both $D_{\text{test}}$ and $D_{\text{rand}}$, while just two iterations are enough to cover basically all the instances of the two sets for the Health dataset. The German dataset is the most challenging, since five iterations of the algorithm are needed to cover around 80% of the instances in the two sets. In the end, the experiment shows that short logic formulas including at most five items are expressive enough to establish useful fairness proofs in practice, while being small enough to be easily understandable by human experts.

Clearly, however, our first experiment provides just a partial picture of explainability, because it captures information about the complexity of formulas, but it does not tell how many formulas should be taken into consideration by human analysts to draw useful conclusions. Indeed, we observe that the amount of formulas can significantly grow as the number of iterations of the synthesis algorithm increases. Figure 3 plots how the number of synthesized formulas grows when varying the number of iterations of the synthesis algorithm, showing an exponential trend for the Adult and German datasets. We see an interesting trend in the results for the Health dataset: the number of formulas does not necessarily increase from one iteration to another, since in some cases the synthesizer is not able to produce longer formulas that provide proof of fairness. However, the figure shows a significant increase in the number of formulas when five iterations are performed, revealing that later iterations could mine longer formulas even when, during an iteration, new formulas are not discovered.

Nevertheless, we can show that the number of important formulas for human analysts is relatively small in practice. We estimate the importance of a formula by counting the number of instances in $D_{\text{train}}$, which are covered by the formula: the intuition is that the more instances are covered by the formula, the more the formula is expressive to prove fairness according to the training data. We identify the set of the top $k$ most important formulas by means of a greedy strategy. We first select the most important formula in terms of number of covered instances, we then remove the covered instances from $D_{\text{train}}$ before selecting the second most important formula and so on, until $k$ formulas have been selected. Thus, by fixing the number of iterations of the synthesis algorithm and varying the number $k$, we can assess how the percentage of instances proved fair by the top $k$ formulas grows. Figure 4 plots the observed trend for six iterations of the synthesis algorithm. The figure shows that for Adult and Health the top 10 formulas suffice to cover around 90% of the $D_{\text{test}}$ instances, while for German the top 20 formulas allow one to establish a proof of fairness for 80% of the instances in $D_{\text{test}}$. This shows that a small number of formulas is sufficient to
characterize the fairness guarantees on the test data for all the considered datasets. In general, more formulas are needed to cover synthetic instances in \(D_{\text{rand}}\). Indeed, the figure shows that, while the top 20 formulas still allow one to cover more than 90\% of the instances in \(D_{\text{rand}}\) for Health, they cover just around 30\% of the instances of Adult and around 60\% of the instances of German. The difference between the results on \(D_{\text{test}}\) and \(D_{\text{rand}}\) can be explained by observing that the synthesized conditions depend on the thresholds learned from \(D_{\text{train}}\), which is the same set used to rank the conditions, hence the top conditions generalize better on a test set with the same distribution of \(D_{\text{train}}\) than on a set of randomly generated instances. The good news is that a small number of conditions still suffice to cover a non-negligible share of \(D_{\text{rand}}\) in all cases.

We finally perform a more qualitative evaluation of the explainability of the conditions generated by the synthesis algorithm by considering the German dataset as a case study. For space reasons, this is discussed in Appendix B.

**D. Performance Evaluation**

We finally analyze the performance of the synthesis algorithm when varying different dimensions of our experimental setting. Recall that the synthesis algorithm invokes the data-independent stability analysis in [26] as a black box, however any other analysis like [28] could be used in its place, so we do not include the cost of this preliminary operation in our performance evaluation. For the sake of completeness, we separately assess the computational cost of the data-independent stability analysis in Appendix C. Times are computed for our sequential implementation of the synthesis algorithm, running on a virtual machine with 20 cores, 98.8GB of RAM and Ubuntu 20.04.4 LTS on a server with an Intel Xeon Gold 6148 2.40GHz.

First, we plot how the analysis times change when increasing the number of analysis iterations from one to seven. For the sake of readability, we only focus on ensembles of 13 trees with maximum depth six, which are the most complex models in our experimental evaluation and likely the most challenging models to analyze. The results are shown in Figure 5. The first observation is that all the models can be analyzed in a matter of minutes when performing six iterations of the algorithm, like in our previous experiments: the analysis takes around 30 minutes on the Adult dataset, five minutes on the German dataset and just 13 seconds on the Health dataset. The gap of the analysis time on the third dataset can be explained by the smaller number of categorical features therein. In general, the plots show an exponential growth of the analysis time as the number of iterations increases. Luckily, previous results show that conditions containing at most five items are already enough to cover a large part of the feature space for all the analyzed models, hence further increasing the number of analysis iterations for them is unimportant in practice.

We then show how the running times of the synthesis

![Fig. 2: Percentage of instances for which \(F\) is able to provide a proof of fairness.](image)
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algorithm are affected by the number of trees in the ensemble, as well as by their depth. We first run the algorithm over ensembles including an increasing number of trees of at most depth six (Figure 6) and then over ensembles including 13 trees of increasing maximum depth (Figure 7), stopping the analysis after six iterations. All the settings involving tree ensembles with at most 13 trees or trees with maximum depth six like in our previous experiments terminate in a matter of minutes, thus showing the practicality of our proposal. Nevertheless, both plots show that the analysis times exhibit an exponential growth with respect to the complexity of the model, since the complexity of the analysis algorithm is exponential with respect to the number of items, which in turn depends on the number of features and thresholds occurring in the model. Thus, the analysis time for more complex models, e.g., the tree ensembles with maximum depth seven trained on the Adult dataset, could significantly increase. This further motivates the benefits of an iterative analysis approach as the proposed one, which allows one to leverage an early stopping criterion to collect partial (yet empirically precise) results even for cases where analysis convergence may turn out to be too expensive.

E. Summary

Our previous experiments showed that a small number of iterations of the synthesis algorithm are sufficient to provide a precise and human-understandable characterization of the fairness guarantees provided by the analyzed classifiers. Specifically, for all datasets and models we were consistently able to obtain practically useful analysis results when terminating the analysis after six iterations.

The results were precise, because they matched the fairness guarantees provided by the classifier on both the test set and a set of synthetic instances randomly created to provide a more extensive picture of the entire feature space. The results were explainable, because a small number of conditions of limited complexity turned out to be sufficient to largely characterize the fairness guarantees provided by the classifier, in particular over the test set. Finally, our algorithm is efficient enough for practical adoption on the analyzed models, because all the experiments terminated in a matter of minutes when limiting the number of analysis iterations. Yet, we notice that our algorithm shows an exponential complexity with respect to the number of items, like the Apriori algorithm it is inspired from [30]. In our application setting, the number of items is correlated with the number of features and thresholds occurring in the model, hence we observe that large models in terms of depth or number of trees may eventually pose challenges to scalability. Nevertheless, we showed that limiting the number of analysis iterations is useful to collect meaningful results even for cases that may be too complicated to analyze up to convergence, which might be enough to mitigate scalability problems.

Fig. 4: Percentage of instances for which the top $k$ formulas of $F$ are able to provide a proof of fairness.

Fig. 5: Running times when varying the number of analysis iterations.
leave a more extensive evaluation on larger models and an additional optimization of our implementation to future work.

V. RELATED WORK

We categorize related work in two broad research areas: fairness testing and fairness verification. We also briefly discuss prior work on fairness and explainability, which is a very recent research area that is getting traction.

A. Fairness Testing

Fairness testing estimates the fairness guarantees of a classifier by means of the automated generation of a number of test instances, which are fed to the model to identify potential room for discrimination. The first work on fairness testing we are aware of led to the development of the Themis tool [14], [35]. Themis uses a testing approach to identify instances which may suffer from causal discrimination, which is the same notion of fairness used in this paper. Its approach is based on a random generation of test instances, whose number is determined by a simple statistical test. Later work in the area like Aequitas improved the test instance generation approach by integrating the global random search of Themis with a perturbation-based local search [16]. Even more recent work combined symbolic execution with local explanation techniques to further improve the effectiveness of fairness testing [15], proposed more advanced statistical tests [36] and improved the explainability of the testing results [17].

Contrary to our proposal, fairness testing performs an under-approximated analysis, i.e., it can find counter-examples to fairness, but it cannot prove fairness for specific classes of individuals. This is similar to what happens in software verification, where testing can be used to prove the presence of bugs, but not their absence. Testing thus plays an orthogonal role with respect to verification: when fairness guarantees cannot be proved for specific classes of individuals, one can rely on testing to identify counter-examples. Indeed, it would be interesting to study how our fairness verification approach could boost the effectiveness of fairness testing, in particular by directing it towards portions of the feature space where discrimination might potentially happen. We leave the investigation of this research idea to future work.

B. Fairness Verification

Fairness verification of ML models attracted a lot of attention from the community, as shown by the emergence of several recent surveys on the topic [5], [6], [7]. Fairness is indeed a broad research area and several definitions of fairness have been proposed in the literature, each with its pros and cons: see [37], [22], [23] for a critical comparison of different fairness definitions. Of course, when pursuing formal verification, one has to stick to a specific notion of fairness, which is lack of causal discrimination in our case. This property belongs to the class of individual fairness and we choose it for different reasons: it is intuitive, popular,
and provides global fairness guarantees beyond the test data. Since individual fairness and group fairness deal with different concerns and rely on rather different technical tools, we consider verification of group fairness as complementary to our work [38], [39], [40], [41].

A key difference of our work with respect to the state of the art is its focus on tree-based models, which have been largely ignored by prior work. Indeed, the first work on the verification of individual fairness focused on linear models such as logistic regression and support vector machines [11]. Most later work, instead, focused on neural networks and cannot be applied to decision tree ensembles [18], [12], [10]. A general approach to fairness verification based on SMT solving was presented in [13]. The approach can be applied to tree-based models by encoding them into SMT, however, it treats fairness just as a binary, unconditional property, i.e., a model is only considered to be fair when sensitive features never play any role in classification. This is too restrictive in practice, as shown by their experimental evaluation which only verified two out of 40 analyzed models as fair. Our verification approach is more expressive, because it automatically identifies sufficient conditions for fairness, defining specific classes of individuals where discrimination cannot happen; these classes may be small or large depending on the actual fairness guarantees of the model. Indeed, observe that the trivially true condition subsumes the simple verification problem considered in [13]. The only fairness verification approach designed for tree-based models we are aware of is presented in [9]. Their approach allows the verification of a local fairness property, which just predicates on a specific set of test instances, thus providing weaker fairness guarantees than the global fairness proofs offered by lack of causal discrimination. Also, their proposed approach just computes the causal discrimination score of the classifier over the test set, without providing any explanation of which individuals cannot suffer from discrimination. On the other hand, their approach was integrated into a fair training algorithm called FATT, which is an interesting avenue for future work we would like to pursue.

C. Fairness and Explainability

Reconciling fairness and explainability has been recognized as an important problem for specific application scenarios, such as algorithmic hiring [21]. However, the area is still in its infancy [42] and there has been limited work on the topic so far. Recent work focused on designing post-hoc analyses for fairness that provide feature-level explanations, i.e., estimate the influence of each feature on the bias of the model w.r.t. a fairness definition and a specific set of instances [43], [44]. An alternative type of post-hoc fairness analysis is based on counterfactual analyses computed on specific inputs to explain the unfair behavior of the ML model [45], [46]. Contrary to post-hoc fairness analysis methods, which allow one to derive explanations about the fair behavior of the ML model on a specific set of instances, our verification method analyzes the classifier itself without relying on a specific set of instances and provides explanations about the fair behavior of the classifier over the entire feature space, i.e., all the possible inputs of the classifier, including unseen ones. Moreover, recent research also investigated how to train ML models that are both explainable and fair [47], [48], [49] and explainable fairness for recommender systems [50], [51].

The use of logic formulas for explainability purposes has also been investigated by the community. Prior work proposed approaches to use logic formulas as building blocks of logic-related models, i.e., rule lists [52] and decision sets [53], that exhibit high explainability and accuracy. Moreover, since it is difficult to explain the logic behind decision tree ensembles because of their large number of trees, several contributions in the literature proposed methods to extract a set of decision rules that describe the tree-based model in order to provide explanations at a global level about the outcome of its predictions [32], [33], [34], [54], [55], [56]. However, the idea of using logic formulas to explain the fairness guarantees provided by a ML model is novel to the best of our knowledge. In other words, a key difference of our work with respect to the state of the art is the target of the explanations, because our proposal aims to explain the fairness guarantees of a tree ensemble, not the outcome of its predictions.

VI. Conclusion

In this paper, we presented a new global fairness verification approach for tree-based classifiers. Our approach synthesizes sufficient conditions for fairness that provide global fairness guarantees, since they predicate over the entire feature space rather than on a test set of instances. The generated conditions are expressed as traditional propositional logic formulas that are readily understandable by human experts, i.e., they are explainable. The analysis is proved to be sound and complete. Extensive experimental results on public datasets show that the analysis is precise, easily understandable by human experts and efficient enough for practical adoption.

We foresee a few relevant directions for future work. First, we would like to leverage our verification approach as a powerful foundation to train tree ensembles satisfying global fairness properties. This seems feasible because prior work showed how a local fairness verifier can be used to train locally fair models [9]. Moreover, we plan to integrate fairness verification and fairness testing by using the conditions generated by our analysis and SMT solving to effectively find counterexamples suffering from causal discrimination. Indeed, the conditions returned by our synthesis algorithm identify portions of the feature space that cannot include such counterexamples, so fairness testing can be made more effective by sampling only from different areas. Finally, we would like to explore the generalization of our approach to capture group fairness properties of tree-based models [40].
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APPENDIX A
IMPLEMENTATION DETAILS

Another important aspect of the implementation is the treatment of categorical features, i.e., features which do not take arbitrary values in \( \mathbb{R} \), but may only take values from a set of unordered options, e.g., gender or ethnicity. Categorical features are not part of our model for simplicity, however, they are not difficult to handle in practice. In particular, we handle binary features just like numerical features, since the threshold 0.5 can be used to tell apart the two possible values of the feature. As for other categorical features, we deal with them by using one-hot-encoding, i.e., we generate a new feature \( f \) for each possible value of the original feature, with the idea that just one such feature will have a value greater than 0.5. We then enforce that an itemset cannot contain two or more items of the form \( x_f > 0.5 \) that predicate on features resulting by one-hot-encoding the same categorical feature. Since the categorical features and the result of their one-hot-encoding are known, the implementation of the meet operator checks whether the generated itemsets respect the described integrity condition and the meet is considered undefined in case of violations. The resulting itemsets in the result \( F \) are post-processed in order to improve their readability. In particular, we collapse itemsets that differ just for formulas predicating on different values of the same categorical feature by merging these formulas in a single formula using a disjunction.

Finally, we mention a few optimizations of the implementation that we borrowed and adapted from Apriori \[30\]. The items within an itemset and the itemsets themselves are kept ordered to reduce the number of executions of the meet operator at line 13 and optimize its checks. The items within an itemset are ordered as follows: first, we follow the lexicographic order of the feature involved in the item; then, for any two items involving the same feature, the formulas with predicate \( \leq \) precede the ones with predicate \( > \); finally, the items with predicate \( \leq \) are ordered by decreasing value of the threshold, while we do the opposite for the other items. The order of the items makes it possible to define the prefix of an itemset of size \( k \) as the ordered sequence of its first \( k - 1 \) items. Itemsets are ordered to examine itemsets sharing the same prefix consecutively, since only itemsets sharing the same prefix satisfy the preconditions for performing the meet operation. This allows one to reduce the number of times that the meet operation is attempted between two itemsets that do not satisfy the preconditions of the meet operation. This information is useful, because the condition at line 15 amounts just to checking whether \( |I| \leq |I'| \), rather than scanning the entire set \( U \) for every generated itemset. We optimize this step by assigning to each \( H \in U \) an identifier \( id_H \in \mathbb{N} \) and associating to each itemset \( I \subseteq C \) a set \( ids_I = \{ id_H : H \in U \land H \cap |I| = \emptyset \} \). Then, the set of the identifiers associated to the meet \( I = I_1 \cap I_2 \) of two itemsets \( I_1 \) and \( I_2 \) is \( ids_I = ids_{I_1} \cup ids_{I_2} \), since \( I \) identifies less instances than both \( I_1 \) and \( I_2 \) by definition. This information is useful, because the condition at line 15 amounts just to checking whether \( |ids_I| = |U| \), rather than scanning \( U \).

APPENDIX B
CASE STUDY: GERMAN DATASET

In this section, we present some examples of logic formulas generated by our synthesis algorithm to show that they provide effective explanations about the fairness of the model.

We consider logic formulas synthesized for a tree ensemble with 13 trees of maximum depth six, trained on the German dataset. This dataset consists of 1,000 people who would like to get credit from a bank and the corresponding classification task consists in classifying their requests as high or low risk. We consider sex as the sensitive feature, so the logic formulas provide us the description of subsets of people whose credit risk prediction does not change by flipping their sex.

---

**TABLE III: Top 5 logic formulas obtained for the German dataset (ensemble with 13 trees of maximum depth six).** The formulas are ordered by decreasing importance.

| Rank | Formula |
|------|---------|
| 1    | \( \land \text{status} = \text{"no checking account"} \) \( \land \text{savings} \neq \text{"unknown/no savings account"} \) \( \land \text{installation_plans} = \text{"None"} \) \( \land \text{credit_amount} \leq 2,464.50 \) \( \land \text{status} = \text{"no checking account"} \) |
| 2    | \( \land \text{credit_history} = \text{"all credits at this bank paid back duly"} \) \( \lor \text{credit_history} = \text{"existing credits paid back duly till now"} \) \( \lor \text{credit_history} = \text{"delay in paying off in the past"} \) |
| 3    | \( \land \text{savings} \neq \text{"unknown/no savings account"} \) \( \land \text{status} = \text{"no checking account"} \) \( \land \text{credit_amount} \leq 2,464.50 \) \( \land \text{status} = \text{"no checking account"} \) \( \land \text{credit_history} = \text{"critical account/other credits existing"} \) \( \land \text{installation_plans} = \text{"None"} \) |
| 4    | \( \text{status} = \text{"no checking account"} \) \( \land \text{credit_amount} \leq 2,464.50 \) \( \land \text{status} = \text{"no checking account"} \) \( \land \text{credit_amount} \leq 2,464.50 \) \( \land \text{status} = \text{"no checking account"} \) \( \land \text{credit_amount} \leq 2,464.50 \) \( \land \text{status} = \text{"no checking account"} \) |
| 5    | \( \land \text{status} = \text{"no checking account"} \) \( \land \text{credit_history} = \text{"all credits at this bank paid back duly"} \) \( \lor \text{credit_history} = \text{"existing credits paid back duly till now"} \) \( \lor \text{credit_history} = \text{"delay in paying off in the past"} \) |

---
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We present the top 5 most important formulas generated after six iterations of the synthesis algorithm in Table III, in decreasing order of importance. We immediately observe that the formulas are explainable, since they predicate on at most four features. We then comment three representative formulas below.

The first-ranked logic formula is interesting to examine, since it covers a subset of people that we expect to be highly represented also in the test set, because the formulas are ranked by the importance computed on the training set (see Section IV). In particular, it indicates that an individual that has no checking account, possesses a saving account whose amount is registered with the bank and has no installment plans will not receive a different credit risk depending on their sex. The formula suggests that the person’s savings represent enough information for assigning the credit risk irrespective of the sex of the requester, at least when no information about the individual’s checking account or other installment plans is available.

The second formula is interesting too. In particular, the formula indicates that the model does not discriminate by sex individuals who request a small credit amount (between 250 and \(\sim 7,500\) DM), do not have a registered checking account and do not present a critical credit history. The formula highlights a reasonable behavior of the ML classifier: when requesting small credit amounts, the presence of a good credit history already suffices for taking a decision, without relying also on the individual’s sex.

Finally, the fourth formula is the only one in the top 5 formulas that predicates on individuals with a bad credit history. In particular, it explains that an individual who requests a small credit amount, has no checking account and other installment plans, but presents a critical credit history, is not discriminated by the classifier based on his sex. This is interesting because bad credit history should be the most important information when assessing a loan request. The reason why this only emerges for small loan requests might be twofold. First, assessing requests for small loans is expected to be easier, hence the corresponding proof of fairness is also easier and is established with a small number of analysis iterations. Moreover, the dataset includes many such requests, hence the importance of the formula increases and leads to its inclusion in the top formulas.

In conclusion, the synthesized logic formulas are useful to the analyst to conclude whether fairness guarantees can be provided for particular subgroups of instances in the domain of interest, not just for specific instances in the test set.

**Appendix C**

**Performance of the Stability Analysis**

We present some additional results about the time required by the stability analysis proposed in [26]. The analysis is based on an iterative algorithm that supports iterative refinements in order to deal with the exponential complexity characterizing the problem of verifying decision tree ensembles [29]. In our experiments, we fix the number of analysis iterations to 100, since a limited number of iterations already suffices to obtain a reasonably accurate over-approximation of the subset of the feature space where the ensemble is unstable [26]. We evaluate the performance of the stability analysis when varying the number of trees in the ensemble, as well as their depth, on the three datasets used in Section IV to assess our proposal.

The experimental results are shown in Figure 8 and Figure 9, which show how the running time of the stability analysis changes when increasing the number of trees and their maximum depth respectively. For all the considered datasets and models, the analysis for 100 iterations terminates in a matter of seconds, thus showing the practicality of the stability analysis for the considered cases. Even though the analysis of models trained on the Adult dataset requires more time than analyzing the same models trained on the other two datasets, the stability analysis takes at most 16 seconds on the ensemble of 13 trees with maximum depth seven.

Note that the time required by the stability analysis normally represents a small amount of the time required by the synthesis algorithm developed in our work. For example, consider the case of an ensemble of 13 trees with maximum depth six, trained on the Adult dataset: the stability analysis just takes six seconds, while the synthesis algorithm takes more than 30 minutes (to generate conditions of length six). We do not try to further improve the precision of the stability analysis, since the main goal of our experimental evaluation is to assess the effectiveness of the synthesis algorithm. However, these results show that it would be certainly possible to replace the current implementation of the stability analysis with a more expensive, yet more precise alternative.
Fig. 8: Running times of the stability analysis when varying the number of the decision trees in the ensemble.

Fig. 9: Running times of the stability analysis when varying the maximum depth of the decision trees in the ensemble.