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Abstract—In big-data analytics, using tensor decomposition to extract patterns from large, sparse multivariate data is a popular technique. Many challenges exist for designing parallel, high performance tensor decomposition algorithms due to irregular data accesses and the growing size of tensors that are processed. There have been many efforts at implementing shared-memory algorithms for tensor decomposition, most of which have focused on the traditional C/C++ with OpenMP framework. However, Chapel is becoming an increasingly popular programing language due to its expressiveness and simplicity for writing scalable parallel programs. In this work, we port a state of the art C/OpenMP parallel sparse tensor decomposition tool, SPLATT, to Chapel. We present a performance study that investigates bottlenecks in our Chapel code and discusses approaches for improving its performance. Also, we discuss features in Chapel that would have been beneficial to our porting effort. We demonstrate that our Chapel code is competitive with the C/OpenMP code for both runtime and scalability, achieving 83%-96% performance of the original code and near linear scalability up to 32 cores.
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I. INTRODUCTION

With the growing need to process large amounts of sparse, multi-way data, tensor decomposition has become a popular technique within large-scale data analytics. Due to irregular data accesses and the growing scale of tensors, designing parallel, high performance tensor algorithms is difficult. While there exists a wealth of research in implementing tensor algorithms for shared memory systems [1], [2], most implementations are rooted in the traditional C/C++ with OpenMP framework.

Chapel [3] is an emerging open-source parallel programming language that is geared towards enabling high user productivity without sacrificing scalability or code performance. With the expressiveness of high-level language constructs in Chapel, users can focus more on the algorithm they are implementing rather than low-level parallelization details. In recent work, Chapel has been shown to have competitive, and parallel libraries [4], [5], [6].

As the core algorithms within parallel sparse tensor decomposition are complex, immature, and constantly being refined, programmers would benefit from using a language such as Chapel to quickly prototype algorithms while still writing clean, easy to read code that is maintainable and extensible. However, maintaining competitive performance with implementations written in traditional languages is crucial.

In this work, we port a state of the art parallel sparse tensor decomposition tool, SPLATT [7], from C/OpenMP to Chapel and evaluate its performance. We also describe our experience in porting the code and identify features in Chapel that were most beneficial as well as absent features that would have been useful to us. This paper makes the following contributions:

1) Reimplements SPLATT, a sparse tensor decomposition tool, in Chapel. SPLATT is currently at the forefront of performance among tensor decomposition implementations. To the best of our knowledge, this is the first work to implement tensor decomposition in Chapel.

2) Presents a performance study that analyzes and compares our Chapel code to the reference implementation of SPLATT written in C. We discuss approaches for improving the performance of the Chapel code and identify bottlenecks in our code related not only to the Chapel language but also the tasking layer used by the Chapel runtime.

3) Demonstrates that the Chapel code achieves 83%-96% of the performance of the C/OpenMP code and near linear scalability up to 32 cores.

The rest of this paper is organized as follows. Section II presents a brief overview of the Chapel programming language, focusing on the features most relevant to our work. Background information regarding tensors and tensor decomposition is given in Section III, as well as a description of SPLATT. We discuss our approach and experience porting SPLATT to Chapel in Section IV. Section V presents our performance study and discusses steps taken to improve the Chapel code. Section VI presents work related to designing and implementing tensor decomposition algorithms as well as evaluating and optimizing Chapel programs. Finally, we provide concluding remarks in Section VII.

II. CHAPEL PROGRAMMING LANGUAGE OVERVIEW

Chapel is an open-source programming language that contains first-class parallel constructs for both shared- and distributed-memory execution. The goal of Chapel is to provide a productive environment for users to write highly efficient and scalable parallel codes. In this section, we briefly present the features of Chapel that are most relevant to our work. As this work focuses only on single-node execution within Chapel, we will omit details regarding Chapel’s multi-node or multi-locale features. For a more extensive description of Chapel and its features, we refer readers to Chamberlain’s
Parallelism within a Chapel program is expressed through the creation and execution of tasks, which are defined as units of concurrent computation. A Chapel program begins as a single task in which users can explicitly or implicitly create additional tasks to perform parallel computation. Chapel treats threads as system-level resources that are used to execute tasks and relies on a tasking layer to map tasks to threads. From this perspective, thread creation and management are completely abstracted from the user.

Within Chapel, parallelism can be expressed in a task or data parallel manner. The coforall construct provides task-parallelism and allows users to explicitly create a specified number of concurrent tasks. The order in which the tasks are executed is non-deterministic as they are run in parallel but the statements within a given task are executed serially. The OpenMP analogue of a coforall is the omp parallel directive. Listing 1 provides an example of a coforall and Listing 2 shows the equivalent code in C/OpenMP, where numTasks and numThreads are equivalent.

The forall loop construct in Chapel allows users to express data-parallelism, where the iterations of the loop are blocked and assigned to different tasks to execute in parallel. The number of tasks assigned to execute a given forall loop is a function of the iterand expression. The OpenMP equivalent of the forall loop is the omp parallel for directive. Listing 3 shows an example of the forall loop and Listing 4 provides the C/OpenMP equivalent. In both cases, each element of myArray is incremented by 1 in parallel. Furthermore, Chapel supports whole-array operations that can be performed implicitly in parallel, so the forall loop can be equivalently expressed with the single statement shown on line 4 in Listing 3.

Chapel also provides a mechanism for read/write protection of variables shared among tasks. A variable that is declared with the sync qualifier is associated with a state that is either full or empty. The state must be empty before a value can be written to the variable and the state must be full before the variable can be read. Attempts to access a sync variable in the incorrect state cause the task to block until the state changes. The atomic type qualifier may also be applied to integers, reals and boolean variables. Chapel supports the atomic operations commonly provided by other languages, such as test and set, compare, add and subtract. While Chapel does not have a built-in lock/mutex construct, users can achieve the same effect through the use of sync or atomic variables.

While Chapel encourages the use of high-level language features, it does provide several mechanism for lower-level C interoperability. Some of these are illustrated in Listing 5. Of particular relevance to our work is the ability to retrieve a C-pointer to a Chapel array or matrix via the c_ptrTo procedure, shown on line 4. Once a C-pointer is retrieved, operations such as pointer arithmetic and pointer aliasing can be used, as shown on line 6. Upon execution of this code, the original Chapel matrix will be modified (all elements set to 1).

The need to process large amounts of sparse, high dimensional data is common in fields such as signal processing and data mining. Analysts in these fields often need to identify previously unknown relationships among elements in the data. Tensors, which are matrices extended to three or more dimensions, are a natural way to model such data and tensor decomposition is a popular technique for extracting patterns from large, multi-way data. Tensor decomposition is often presented as the higher-order analogue of matrix singular value decomposition (SVD) [8]. For the remainder of this paper, we refer to the dimensions of a tensor as its modes and the number of modes in a tensor as its order. We refer the reader to the extensive surveys by Kolda and Bader [8] and Sidiropoulos et al. [9] for more detailed information about tensors and tensor decomposition.

---

1 https://chapel-lang.org/docs/latest/
The Canonical Decomposition/Parallel Factorization (CP) algorithm is the most commonly used approach to extend SVD to tensors. CP computes a set of components whose sum approximates the original tensor. The number of components, R, is referred to as the rank of the decomposition. The most popular approach to computing these components is alternating least squares (ALS). A basic sketch of CP-ALS is shown in Algorithm 1 for a 3rd order tensor $\mathcal{X}$. While CP-ALS is general and can operate on tensors of arbitrary order, we restrict our discussion to 3rd order tensors for simplicity.

For each mode $n$, $I_n$ denotes its length and the dense matrix $A^{(n)}$ represents the factor matrix for that mode and consists of $I_n$ rows and $R$ columns. The columns of the factor matrices represent the rank-one components of the decomposition.

It has been shown that most of the computational and storage complexity of CP-ALS stems from lines 5, 8 and 11 in Algorithm 1, which multiply the mode $n$ unfolded, or matricized, tensor $\mathcal{X}^{(n)}$ with the Khatri-Rao product (written as $\odot$) of the factor matrices [10], [7]. This operation is referred to as the matricized tensor times Khatri-Rao product (MTTKRP). Unless the factors are very sparse, this product is totally dense due to high fill-in and can easily require many times more memory than the original tensor. Due to the performance characteristics of the MTTKRP, researchers have focused on designing efficient implementations with respect to both execution time and memory [11], [2].

\begin{algorithm}
\caption{CP-ALS for 3rd order tensors}
\begin{algorithmic}[1]
\Procedure{CP-ALS}{$\mathcal{X}$, R}
\State initialize $A^{(n)} \in \mathbb{R}^{I_n \times R}$ for $n = 1,2,3$
\Repeat
\State $V \leftarrow A^{(2)T} A^{(2)} \odot A^{(3)T} A^{(3)}$
\State $A^{(1)} \leftarrow \mathcal{X}^{(1)} (A^{(3)} \odot A^{(2)}) V$
\EndRepeat
\State normalize columns of $A^{(1)}$ (storing norms as $\lambda$)
\State $V \leftarrow A^{(1)T} A^{(1)} \odot A^{(3)T} A^{(3)}$
\State $A^{(2)} \leftarrow \mathcal{X}^{(2)} (A^{(3)} \odot A^{(1)}) V$
\EndRepeat
\State normalize columns of $A^{(2)}$ (storing norms as $\lambda$)
\State $V \leftarrow A^{(1)T} A^{(1)} \odot A^{(2)T} A^{(2)}$
\State $A^{(3)} \leftarrow \mathcal{X}^{(3)} (A^{(2)} \odot A^{(1)}) V$
\State normalize columns of $A^{(3)}$ (storing norms as $\lambda$)
\Until fit ceases to improve or maximum iterations reached
\State \Return $\lambda, A^{(1)}, A^{(2)}, A^{(3)}$
\EndProcedure
\end{algorithmic}
\end{algorithm}

SPLATT\textsuperscript{2} is an open source software toolbox for sparse tensor factorization and related kernels [11], [12], [13]. SPLATT includes routines for computing least-squares CP, as well as constrained CP and CP with missing values (i.e., tensor completion). SPLATT is written in C and uses OpenMP+MPI for a hybrid of shared- and distributed-memory parallelism. In this paper, we focus on SPLATT’s shared-memory implementation of CP-ALS and leave the distributed implementation for future work.

SPLATT uses a novel data structure for the storage of sparse tensors, a compressed sparse fiber (CSF), that addresses the memory/computation trade-off of computing tensor-matrix products [11]. To efficiently perform MTTKRP on tensors stored in CSF, SPLATT uses a custom shared-memory parallelized algorithm. Furthermore, CSF allows SPLATT to store and operate on tensors with an arbitrary number of modes. We refer readers to the original publication of CSF for more details on the design of its data structure and parallelized algorithms [11].

SPLATT’s approach to storing sparse tensors and its shared-memory parallel algorithm for MTTKRP has been shown to be generally the fastest with respect to execution time as well as the most efficient with regard to memory usage [10].

IV. PORTING SPLATT TO CHAPEL

Our goal when implementing the SPLATT code in Chapel was to simplify the code while preserving the original implementation’s design and approach. Therefore, we made no significant algorithmic or data structure changes. However, where possible, we employed Chapel’s high-level language features to simplify the code. Much of the SPLATT C code was ported to Chapel in a straightforward manner, but a few portions required a significantly different approach. In this section, we describe the challenges we encountered during porting and outline features lacking in Chapel that would have been beneficial to our work.

A. Mutex Pool

In the C/OpenMP implementation of SPLATT, a mutex pool is used in some of the parallel MTTKRP routines. As Chapel does not have a built-in mutex or lock, we used an array of sync bool variables. When the pool is initialized, the sync variables are set to true, putting them in the “full” state, as discussed in Section II. Acquiring a lock is equivalent to reading the sync variable and releasing a lock is equivalent to writing to the sync variable. Similar approaches have been taken elsewhere to create arrays of OpenMP locks in Chapel [5]. This technique was functionally correct, but resulted in a significant loss of performance for our application, as discussed in Section V-D. Therefore, we modified our approach to use atomic variables instead of sync variables. Listing 6 shows how acquiring and releasing a lock is implemented with atomic variables.

\begin{lstlisting}[language=C]
proc set(pool : [ ] atomic bool, lockID : int) {
    while pool[lockID].testAndSet() {
        chpl_task_yield();
    }
}
proc unset(pool : [ ] atomic bool, lockID : int) {
    pool[lockID].clear();
}
\end{lstlisting}

Listing 6. Acquiring/Releasing Locks via atomic variables

B. Work Sharing Constructs

One pattern of parallel computation in the C SPLATT implementation involves each thread operating on its own
private buffer but also iterating over a designated slice of a matrix. This is accomplished with an `omp for` nested within an `omp parallel` section, as illustrated in Listing 7. In this code, each thread updates its own copy of `myVals` but accesses only a certain slice of rows of the matrix `vals`, as the outermost for-loop is parallelized and split up among the team of threads spawned by the `omp parallel` directive. While a `coforall` construct can be used in place of the `omp parallel` directive, we cannot use a `forall` loop in place of the `omp for` directive. Doing so would result in each task created by the `coforall` construct executing line 8 for all values of `i` rather than only a subset. To the best of our knowledge, there is no direct translation of Listing 7 to Chapel using only its built-in constructs. Instead, we must use a normal for-loop inside of a `coforall` construct and manually compute the loop bounds for each task.

```
#pragma omp parallel
{
    int tid = omp_get_thread_num();
    double *myVals = thdData[tid];
    #pragma omp for
    for (int i = 0; i < rows; i++) {
        for (int j = 0; j < cols; j++) {
            myVals[j] += vals[i][j] * 2;
        }
    }
    // do reduction on myVals
}
```

Listing 7. Nesting `omp for` within `omp parallel`

C. Array of Arrays

Some of the data structures within the reference SPLATT implementation use an array of arrays, where the sub-arrays are of varying sizes. This is accomplished by declaring an array of `N` pointers, where `N` is the number of sub-arrays, and then allocating each sub-array to be of the desired length. While Chapel does support the concept of an array of arrays, it currently does not allow the sub-arrays to be of different sizes. To overcome this limitation, we resorted to using an array of objects, where each object contains its own array. This approach was effective, but made the Chapel code less readable.

D. Function Pointers

In the original C/OpenMP SPLATT implementation, a pointer to a non-trivial function was passed as an argument to another function. To the best of our knowledge, this is not currently supported in Chapel. To work around this, we created a class that consists of the function we wish to pass as an argument. We then create an instance of the class and pass that object as an argument to the desired procedure.

E. Commentary on Chapel Features

From a programmer productivity perspective, we found porting the C/OpenMP code to Chapel to be relatively straightforward, even for inexperienced Chapel users such as ourselves. We particularly found features such as built-in reductions, whole array assignments and operations, array resizing and the BLAS/LAPACK interface to be of significant value for reducing code complexity. The lack of a mutex or lock capability, having limited control over parallelization of nested loops, and the absence of native support for function pointers and jagged arrays complicated the porting effort and increased the complexity of the final source code.

V. PERFORMANCE EVALUATION

Having completed our Chapel implementation of SPLATT, we turned our attention to its performance, particularly in comparison to the C implementation. Our initial Chapel code was considerably slower than the C version. We conducted a performance analysis to locate the most significant performance issues and identified the sorting routine, MTTKRP kernel and LAPACK-based matrix inverse routine as the code segments with the largest performance differences. To improve the performance of these routines, we not only modified the Chapel code but also investigated the runtime environment used by Chapel and discovered significant performance issues related to the tasking layer. Sections V-C through V-E provide details on these issues and their resolutions. We present the performance of our final, optimized code in Section V-F.

A. System Configuration and Data Sets

Our Chapel code is based on SPLATT v2.0.0 (repository branch b4bbad4-master). Our code currently only includes SPLATT’s shared-memory parallel implementation. SPLATT’s optional feature to tile the modes of a tensor was omitted from our port, as it is not commonly used, and is not evaluated in our experiments. Also, we limited our port to operate on 3rd order tensors. This was done to simplify our port and because most tensor data sets available are 3rd order tensors.

We conducted performance tests on 5 different 3rd order tensors. Across these different input tensors, we found the performance trends between the C reference implementation and our Chapel code to be similar. Therefore, for the sake of brevity, in this paper we only present the results from the YELP and NELL-2 data sets, as described in Table I. The Yelp Phoenix Academic Data set, from the Yelp Dataset Challenge3, contains reviews of businesses. The Never Ending Language Learner (NELL) data [14] contains subject-verb-object relationships between words. The YELP data set is representative of small sparse tensors while the NELL-2 data set is representative of moderate to large sparse tensors. Furthermore, the YELP data set showcases a particular feature that resulted in significant performance differences between the Chapel code and the reference C code, as discussed in Section V-D.

The details of our evaluation hardware and software are summarized in Table II. Both the original C/OpenMP code and our Chapel code make use of the syrk, potrf and potrs BLAS/LAPACK routines via OpenBLAS. Unless otherwise stated, the Chapel environment described in Table II is the configuration we used.

3https://www.yelp.com/dataset_challenge/
For our experiments, the reference C/OpenMP code and our Chapel code performed 20 iterations of CP-ALS on each data set with a decomposition rank of 35. The reported per-routine runtimes represent the total time for those routines at the end of the 20 iterations. Furthermore, we performed 10 trials for both codes and report the average of those runs. For the C/OpenMP code, we varied the number of OpenMP threads from 1 to 32 via the `OMP_NUM_THREADS` environment variable. While the Chapel code also utilizes OpenBLAS and can leverage OpenMP, we opted to fix the number of OpenMP threads to 1 for our Chapel experiments. This is further explained in Section V-E. We control the number of threads used by Qthreads within our Chapel code by setting the `CHPL_RT_NUM_THREADS_PER_LOCALE` environment variable. This restricts both the C/OpenMP and Chapel code to use the same number of threads during each run. Otherwise, Qthreads defaults to a thread count that is equal to the number of cores on the system. To control the number of tasks used for the `coforall` constructs, we varied a user-level configuration variable that is used in the loop iterator.

### B. Initial Results

Table III shows the execution times of the main routines for the C and Chapel code on the YELP and NELL-2 data sets when using 1 and 32 threads/tasks. Inverse refers to computing the Moore-Penrose inverse (denoted as $V^\dagger$ in Algorithm 1), Mat $A^\dagger TA$ refers to performing lines 4, 7, and 10 in Algorithm 1, Mat norm refers to normalizing the columns of the factor matrices (lines 6, 9, and 12), CPD fit refers to computing the fit of the decomposition (line 13) and Sort refers to the pre-processing step that SPLATT performs to sort the non-zeros in the tensor prior to performing CP-ALS.

The routines that exhibit the most severe performance issues for our Chapel code are sorting, MTTKRP, and inverse (shown in bold-face in Table III). MTTKRP and sorting in Chapel are about 18x and 8.7x slower than the C code, respectively. It is also clear that there is a scalability issue on the YELP data set for the Chapel MTTKRP, as it only achieves a 1.9x speed up from 1 to 32 tasks. Furthermore, as mentioned in Section V-A, we executed our Chapel experiments with `OMP_NUM_THREADS` set to 1, preventing any parallelization of the inverse procedure that is implemented via LAPACK routines from OpenBLAS. Our reasoning for doing this is explained in Section V-E. In the following sections, we investigate these routines and present modifications to the Chapel code to improve performance.

#### C. Sorting Optimizations

As a pre-processing step, SPLATT employs a parallel counting sort, which consists of a recursive quicksort routine that is modified to specifically sort non-zeros from $3^{rd}$ order tensors. We profiled our Chapel code to identify what portions of this sorting routine were consuming the most time. We identified one line of code in the quicksort routine that identified a local auxiliary array of two integers. In the case of the NELL-2 data set when using one thread or task, a total of 46 million recursive calls are made to the quicksort routine, and thus 46 million array allocations. While creating an array...
of that size by itself exhibits very little overhead, it is still a more expensive task than the equivalent C code since Chapel arrays are high-level constructs. We found that this reoccurring array creation can account for as much as 10% of the sorting runtime. To mitigate this, we simply declared two separate integer variables rather than an array of two integers, requiring only minimal changes to the code.

The other portion of the code, which contributed the most to the sorting runtime, was a small loop executed before the quicksort routine was performed. For two array of arrays, A and B, that are of length N where N is the order of the tensor, the loop reassigns the sub-arrays of A to the corresponding sub-arrays of B. The length of each sub-array is equal to the number of non-zeros in the tensor, which can be significant in the case of large tensors. In C, the sub-arrays are pointers, making this a simple assignment operation. In our initial Chapel code, we implemented each array of arrays as a 2D matrix and performed the sub-array assignment using slicing. As slicing can create excessive overhead (see Section V-D), we opted to use an array of arrays rather than a 2D matrix. However, in reassigning each sub-array, Chapel performs a copy of one sub-array to another while the C code is just reassigning pointers. To match this behavior, we used the c_ptrTo procedure in Chapel to obtain pointers to the main arrays and then used the equivalent C syntax to reassign the sub-arrays. This change improved the entire sorting routine by roughly 4x on both the YELP and NELL-2 data sets.

Combining both the array creation and slicing modifications mentioned above, we improved the sorting routine by as much as 8x from our original version. Figure 1 shows how the different modifications affected the overall sorting runtime for the NELL-2 data set as the number of threads/tasks are varied from 1 to 32. We observed similar trends for the YELP data set.

D. MTTKRP Optimizations

As the MTTKRP is the critical routine of CP-ALS, we focused heavily on improving its performance within our Chapel code. Through our performance profiling, we identified two areas that contribute the most to the performance of our implementation: matrix row accessing and mutexes/locks.

1) Matrix Row Accesses: A frequent pattern in the MTTKRP code is to obtain a pointer to a particular row in a factor matrix and then perform a multiply/accumulate across the elements in the row, similar to the code shown in Listing 5. In the C implementation of SPLATT, the factor matrices are stored as 1D arrays in row-major order, so accessing any given row can be done simply through pointer arithmetic. Our Chapel code represents the factor matrices as 2D matrices, with the goal of leveraging Chapel’s built-in features such as slicing.

In our initial code, we obtained a row reference by slicing the factor matrix. An issue with using slicing in this manner in our code is that the amount of computation that is performed on each slice is negligible when compared to the overhead of obtaining the slice. Each slice only consists of $R$ elements, where $R$ is the rank of the decomposition and typically small (35 in our case), and the computation is fairly light. As described in a Chapel GitHub issue\(^4\), array slicing can be expensive due to computing and creating the domain of the resulting array view and creating and setting up the array descriptor for the view.

Our first approach was to eliminate slicing by using direct 2D indexing for matrices, even though it deviated from the reference implementation of SPLATT. We found that this modification led to as much as a 12x and 17x speed-up for the YELP and NELL-2 MTTKRP runtimes, respectively. Next, we adopted a more direct translation of the C code into our Chapel code by obtaining a pointer to the factor matrices and then using pointer arithmetic to access the particular rows. This change produced about a 1.26x speed-up over the 2D indexing approach. Figures 2 and 3 present these optimizations for the YELP and NELL-2 data sets, respectively, when varying the number of threads/tasks from 1 to 32.

2) Mutexes/Locks: It is obvious from Figure 2 that the MTTKRP runtime for the YELP data set is exhibiting poor scalability. This behavior is not seen with the reference C/OpenMP implementation. However, the results for the NELL-2 data set in Figure 3 do not show the same poor scalability, rather showing near linear speed-up. We noticed that the main difference between the YELP and NELL-2 data sets with respect to the MTTKRP is that for all thread/task counts beyond two for the YELP data set, the SPLATT algorithm will require the use of locks during the MTTKRP, as briefly mentioned in Section IV, while the NELL-2 data set will perform “no-lock” versions of the MTTKRP for all

\(^4\)https://github.com/chapel-lang/chapel/issues/8203
thread/task counts. The decision of whether or not to use locks is highly dependent on the tensor and the number of threads being used.

In our initial code, locks were implemented with sync variables. We discussed our implementation with the Chapel team and they suggested using atomic variables instead, as sync variables can be very expensive per operation, especially within the Qthreads tasking layer. Within Qthreads, sync variables are better suited for heavily contended locks held for long periods of time. This is because if the variable is locked when requested, the requesting task will be put to sleep rather than execute a spin-wait. However, the critical sections in the MTTKRP that are protected by locks consist of very short, non-intensive computation. Using this information, we modified our mutex implementation to use atomic variables, as described in Section IV, which employ a spin-wait behavior that is better suited for our application. By doing so, we significantly improved both the scalability and overall MTTKRP runtime for the YELP data set, as shown in Figure 4. As the NELL-2 data set does not require the use of locks, the performance of sync vs atomic variables is irrelevant. The particular case of the YELP data set speaks to the high irregularity in the sparse tensor decomposition application and the issues that can arise due to over-optimization for a particular data set.

As part of our investigation into the MTTKRP runtime and the mutex implementation, we tried using an alternative tasking layer to Qthreads, namely fifo (i.e., POSIX threads). Figure 4 includes the results for using fifo and sync variables, which is competitive with the Qthreads and atomic implementation. This is because under the fifo tasking layer, sync variables are implemented with a spin-wait like behavior rather than putting the task to sleep. This observation underscores the importance of the tasking layer used and its effects on Chapel’s features.

E. Conflicts Between Qthreads and OpenMP

In both the C and Chapel codes, the matrix inverse procedure is computed using two LAPACK routines provided by OpenBLAS, which are parallelized via OpenMP. When running our Chapel code with multiple OpenMP threads, we encountered performance issues for not only the inverse procedure but other routines using QThreads. We have isolated
As we increased the number of OpenMP threads from 1 to 32, we observed that the inverse routine’s runtime on the YELP data set became 15x slower at 32 threads than the serial case. By default, Qthreads pins workers to cores for optimal affinity. This can negatively impact OpenMP threads by using resources on cores for overhead tasks such as checking for more work. We tried setting `QTHREADS_AFFINITY=no`, which allows spin-waiting threads to migrate to different cores that are out of the way of the OpenMP threads. We found that this drastically improved the performance of the matrix inverse routine, achieving a 2x speed-up rather than the initial 15x slow down. However, this runtime is still roughly 10x slower than the C code for the YELP data set.

To further reduce the conflicts between OpenMP and Qthreads, we reduced the spin-wait interval. By default, Qthreads workers will spin-wait for 300,000 iterations before suspending. While this spin-waiting is occurring, it can degrade the performance of the OpenMP threads sharing those cores. In our case, the contention is large because the inverse routine has a relatively short runtime and follows a section of
QThreads activity. With a long spin-wait period, a significant spin-wait overlap occurs. Following the suggestion in a Chapel GitHub issue\(^5\), we shortened the amount of spin-waiting by setting \(\text{QT\_SPINCOUNT}=300\). Doing so further improved the performance of the inverse procedure on 32 threads by 2.3x. However, even this result is still 4x slower than the C code.

Just as QThreads can degrade OpenMP performance, the opposite is also true. Using \(\text{QT\_AFFINITY=\text{no}}\) resulted in unpredictable performance when using 32 threads for the matrix normalization routine, which is written entirely in Chapel and follows directly after the OpenMP-based inverse procedure. We observed a 7x – 13x slow down in the matrix normalization runtime at 32 threads when compared to our default configuration. We theorize that, without QThreads core pinning, spin-waiting QThreads and OpenMP threads migrate away from one another. Once the program exits the OpenMP region, these QThreads will re-migrate back out to idle cores if necessary. The contention is minor when the system has enough cores to accommodate all QThreads and OpenMP threads. When using 32 threads, a majority of the cores in our 36 core system are being used by the OpenMP threads during the inverse procedure and by the Qthread workers during the matrix normalization routine, leading to significant migration with its accompanying cache rewarming and context switch overhead.

There does not appear to be a clear solution to overcoming these issues. If there were BLAS routines implemented entirely in Chapel, that could avoid the conflicts between Qthreads and OpenMP. Because the inverse routine generally contributes a small amount to the overall CP-ALS runtime and is the only procedure in our code that can benefit from using OpenMP threads, we have opted to set the number of OpenMP threads to 1 for our Chapel experiments.

F. Final Results

Figures 5 and 6 present the per-routine runtimes of the reference C/OpenMP implementation and our fully optimized Chapel implementation when using one thread/task on the YELP and NELL-2 data sets, respectively. We also show the 32 threads/tasks results in Figures 7 and 8. Furthermore, the MTTKRP runtime on the YELP and NELL-2 data sets as the number of threads/tasks is varied from 1 to 32 is presented in Figures 9 and 10, respectively.

We observe drastic improvements with respect to our original Chapel code (Table III) for the MTTKRP and sorting routines. While our final Chapel code’s performance for sorting is still slightly worst than the C/OpenMP code and could be investigated further for more improvement, it only represents a small portion of the overall CP-ALS runtime. It is evident that our Chapel code achieves competitive parallel performance and scalability for the MTTKRP when compared to the reference C/OpenMP implementation. Overall, the Chapel code achieves 83%–93% of the MTTKRP performance

\(^5\)https://github.com/chapel-lang/chapel/issues/8337

VI. RELATED WORK

Designing and implementing sparse parallel tensor decomposition algorithms has been a rich research area in recent
years. There are several shared-memory based tensor decomposition implementations using novel approaches to performing MTTKRP in a scalable and efficient manner [11], [1], [2]. However, to the best of our knowledge, the work presented in this paper is the first to implement parallel sparse tensor decomposition in a high productivity programming language such as Chapel.

There has been a significant effort to evaluate and analyze the performance of Chapel programs for both single- and multi-node environments. Johnson and Hollingsworth ported and optimized several C/OpenMP based benchmarks to single-node Chapel including LU, Serial C, and CLOMP [5]. Haque and Richards implemented an optimized multi-node version of CoMD in Chapel as well as identified key limitations of Chapel in regards to scope-based code locality [6]. Our work, while similar, differs from these efforts in that SPLATT is a sparse application from a different problem domain. It also is a full application with several components, ranging from file I/O and sorting to custom sparse data structures and parallel algorithms, rather than a benchmark or proxy application.

There has also been work on developing techniques to more effectively measure the performance of Chapel programs, where a data-centric view of performance data is studied as opposed to more traditional code-centric views [15]. In our work, we employed code-centric profiling to identify performance bottlenecks via gprof and source-code level timers. In the future, we would be interested in applying such data-centric techniques to improve our code.

VII. CONCLUSION

In this work, we implemented SPLATT, the highest performing parallel sparse tensor decomposition implementation, using Chapel. We identified features missing from Chapel that would have benefited our porting effort, such as a mutex library, varying length sub-arrays within an array of arrays, and more support for functions as first class constructs. Through our performance study, we identified performance bottlenecks in our initial Chapel code, which involved not only Chapel’s language features but also its tasking layer. We highlighted three key performance limiters:

- Array slicing overhead: We identified that the excessive use of array slicing was significantly degrading our performance in several parts of the code. We mitigated this by obtaining pointers to the arrays and then using pointer-arithmetic to access the required slices. This improved performance by as much as 18x but resulted in less readable code.

- Sync vs atomic variables: The use of sync variables under the Qthreads tasking layer for our mutex pool implementation resulted in poor parallel performance and scalability due to our very short critical sections. We redesigned the mutex pool to use atomic variables and achieved a 14.5x speed-up.

- Conflicts between Qthreads and OpenMP: Using the default Qthread settings drastically degraded the performance of LAPACK routines in our code when leveraging OpenMP threads. While adjusting Qthread’s affinity and spin-waiting settings improved the performance, the run-times were still 2.3x slower than the C code, at best. Furthermore, adjusting Qthread’s affinity had negative effects on other Qthreads-based routines in our code.

Our Chapel code now achieves up to 96% of the performance of the C language implementation with respect to the critical routine, MTTKRP.

For future work, we intend to extend our Chapel port to include some of the features left out, such as support for tensors of arbitrary order and tensor mode tiling. We also plan to incorporate SPLATT’s novel distributed-memory features [16] for tensor decomposition in our code, leveraging Chapel’s multi-locals.
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