Ewald methods for inverse power-law interactions in tridimensional and quasi-two-dimensional systems
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Abstract
In this paper, we derive the Ewald method for inverse power-law interactions in quasi-two-dimensional systems. The derivation is done by using two different analytical methods. The first uses Parry’s limit that considers the Ewald methods for quasi-two-dimensional systems as a limit of the Ewald methods for tridimensional systems; the second uses Poisson–Jacobi identities for lattice sums. Taking into account the equivalence of both derivations, we obtain a new analytical Fourier transform integral involving an incomplete gamma function. Energies of the generalized restrictive primitive model of electrolytes \( \eta \)-RPM and of the generalized one-component plasma model \( \eta \)-OCP are given for the tridimensional, quasi-two-dimensional and monolayers systems. Few numerical results, using Monte Carlo simulations, for \( \eta \)-RPM and \( \eta \)-OCP monolayer systems are reported.

PACS numbers: 61.20.Ja, 05.10.Ln

1. Introduction
A quite general class of long-range potentials is the inverse power-law potentials. Generally, these potentials are defined as pseudo-potentials or as effective potentials; the lattice sums with these potentials are used in solid state physics for the computation of structural integrals [1–8]: for instance, in the computation of the energy needed to permit the formation of an atomic vacancy in metals [6] or also to study the effect of a piezoelectric medium on structural properties of electronic bilayers in heterogeneous junctions AlGaAs–GaAs [9]. The dependence of the liquid–gas transition for inverse power-law interactions with \( \eta = 3 + \sigma \) has also been studied in [10]. Although, the analytical form of pseudo-potentials or effective potentials used are more complicated than a simple inverse power law, but rather like \( f(r)/r^n \), in the following, we will restrict ourselves to \( f(r) = 1 \).
For a system with periodic boundary conditions in the three dimensions of the space, lattice sums of pseudo-potentials are

\[ \phi_\eta(r) = \sum_{L^{(d)}_n} \frac{1}{|r + L^{(d)}_n|^\eta}, \tag{1} \]

with \( L^{(d)}_n \) being a symbolic notation for the \( d \)-dimensional periodic images of the basic cell that contains the system; the basic cell is noted \( L^{(d)}_0 \) (or \( L_0 \) for tridimensional periodicities, or \( S_0 \) for two-dimensional periodicities).

For \( \eta = 1 \), this class of potential corresponds to the Coulomb interactions whose lattice summations have been derived in various ways including Ewald methods [11, 12], Lekner [13–15] or plane-wise summations[16, 17].

The case \( \eta = 3 \) is also of a large interest in liquids and condensed matter physics, especially when dipolar interactions between particles are present in the systems [11, 18].

The limit \( \eta \to \infty \) corresponds to the hard sphere model; indeed, one has

\[ \lim_{\eta \to \infty} \frac{1}{r_\eta} = +\infty \quad \text{for} \quad r < 1, \quad \text{and} \quad \lim_{\eta \to \infty} \frac{1}{r_\eta} = 0 \quad \text{for} \quad r > 1. \tag{2} \]

The limit \( \eta \to 0 \) corresponds to an interaction potential that do not depend on the distance between the particles (\( \lim_{\eta \to 0} r_\eta = 1 \)); thus, from the point of view of computer simulations, the limit \( \eta \to 0 \) corresponds to the ideal monoatomic gas. Logarithmic interactions or coulomb interaction in two-dimensional systems cannot be obtained in the limit \( \eta \to 0 \) of inverse power-law interactions of equation (1). However, it may be obtained with the help of the relation

\[ \lim_{\eta \to 0} \left[ \frac{1}{\eta} \left( \frac{1}{r_\eta^2} - 1 \right) \right] = -\ln r. \tag{3} \]

The Ewald method for logarithmic interactions has been derived by Perram and de Leeuw [19]. One has to take into account equation (3) to recover their results from the Ewald sums for inverse power-law interactions developed in this paper.

Inverse power-law interactions are also used in long-range dispersion force in Lennard–Jones fluids (\( \eta = 6 \)); some significant corrections are obtained by using Ewald summations in Lennard–Jones fluid rather than using a truncation of the potential [20–22].

The lattice sum (1) for arbitrary \( \eta \) has been obtained by Misra, Born and Bradburn [1, 2] for tridimensional systems. The main purpose of this paper is to compute this lattice sum for quasi-two-dimensional systems (systems with spatial periodicities in only two directions of the space).

There are mainly two ways to obtain Ewald methods for quasi-two-dimensional systems. First, one may obtain this formulation by taking the so-called Parry’s limit [23]; it consists in assuming that one of the spatial periodicity (say \( L_z \)) is extremely large compared to the other. The Ewald summations for tridimensional systems in the limit \( L_z \to \infty \) are Ewald summations for quasi-two-dimensional systems. This derivation has been applied successfully to Coulomb, Yukawa and dipolar interactions [18, 24]. The second method consists in the application of Poisson–Jacobi identities (discrete Fourier transforms) to the two-dimensional periodicities of the quasi-two-dimensional systems. Both derivations are fully equivalent and they provide exactly the same results; this was shown extensively for Coulomb, Yukawa and dipolar interactions [18, 24, 25].

Another method is based on the decomposition of the charge distributions with the help of different screening functions [26–31]. This method has been applied to coulomb interactions [26–29], to Yukawa potentials [30] and inverse power-law interactions [31]. The
screening of charges is frequently taken as a gaussian function, but this choice is not restrictive [26, 27, 29].

The Poisson–Jacobi identity for lattice sums reads

\[
\sum_{\mathbf{L}_n^{(d)}} f(\mathbf{r} + \mathbf{L}_n^{(d)}) = \frac{1}{V_d} \sum_{\mathbf{k} \in \mathcal{R}_d} \hat{f} \left( \frac{k}{2\pi} \right) \exp \left( i \mathbf{k} \cdot \mathbf{r} \right),
\]

where \( V_d \) is the volume of the basic cell, \( \mathcal{R}_d \) is the reciprocal lattice associated with the lattice made of the periodic images of the system and \( \hat{f} \) is the Fourier transform of \( f \) defined as

\[
\hat{f} \left( \frac{k}{2\pi} \right) = \int_{\mathbb{R}^d} f(\mathbf{x}) \exp \left( -i \mathbf{k} \cdot \mathbf{x} \right) d\mathbf{x}.
\]

In this paper, we will derive Ewald summations for inverse power-law interactions in quasi-two-dimensional systems by using both methods; then, using the equivalence between both derivations, we will obtain a new analytical relation for a Fourier transform involving the incomplete gamma function. This Fourier transform is expressed in terms of the generalized incomplete gamma function or incomplete Bessel function [32, 33].

This paper is organized as follows. In the next section we give a short derivation of the Ewald method for the lattice summations with inverse power-law interactions in three-dimensional systems. Then, using the result of section 2, in section 3 we derive the Ewald method for quasi-two-dimensional systems by taking Parry’s limit and also by using the Poisson–Jacobi identity; the equivalence between both derivations of the Ewald method for quasi-two-dimensional systems then allows us to obtain a new Fourier transform for an incomplete gamma function. In section 4, energies of the generalized restrictive primitive model of electrolytes (\( \eta \)-RPM) and of the generalized one-component plasma model (\( \eta \)-OCP) are given for the tridimensional, quasi-two-dimensional and monolayers systems. Several numerical results using Monte Carlo simulations for \( \eta \)-RPM and \( \eta \)-OCP monolayers systems are reported.

2. Tridimensional systems

To apply the Ewald method to inverse power-law potentials, we begin as it is done for the Coulomb interaction, by using the relation

\[
\frac{1}{|\mathbf{r} + \mathbf{L}_n|} = \frac{1}{\Gamma \left( \frac{d}{2} \right)} \int_0^\infty \frac{dt}{t^{(1-\frac{d}{2})}} \exp(-|\mathbf{r} + \mathbf{L}_n|^2 t);
\]

then we split the lattice sum into two summations using a convergence parameter \( \alpha \). One of the summations is on the periodic images of the system and the other one is transformed by using the Poisson–Jacobi identity, both being rapidly convergent. We have

\[
\phi_\eta(\mathbf{r}) = \sum_{\mathbf{L}_n} \frac{1}{\Gamma \left( \frac{d}{2} \right)} \int_0^\infty \frac{dt}{t^{(1-\frac{d}{2})}} e^{-|\mathbf{r} + \mathbf{L}_n|^2 t} + \frac{1}{\Gamma \left( \frac{d}{2} \right)} \int_{\alpha^2}^\infty \frac{dt}{t^{(1-\frac{d}{2})}} \sum_{\mathbf{L}_n} e^{-|\mathbf{r} + \mathbf{L}_n|^2 t}.
\]

For the second contribution, we use the Poisson–Jacobi relation written as

\[
\sum_{\mathbf{L}_n} e^{-|\mathbf{r} + \mathbf{L}_n|^2 t} = \frac{1}{V} \left( \frac{\pi}{t} \right)^{3/2} \sum_{k \in \mathbb{Z}} e^{k \cdot \mathbf{r}} \exp \left( -\frac{k^2}{4} \frac{1}{t} \right);
\]
\[ \eta = \eta = \eta \]

For \( \eta \leq 3 \), the contribution for \( k = 0 \) has a diverging behaviour whose asymptotic expansions are given by using the prescription \( \epsilon \) defined in equation (10).

\[
\begin{array}{|c|c|c|}
\hline
\text{Power} & \text{Real space contributions } \Phi_R^{(3)} & \text{Reciprocal space contributions } \Phi_k^{(3)} & \text{Contributions for } k = 0 \\
\hline
\eta = 4 & e^{-\eta r^2} / r^3 & \frac{\pi^2}{V} \left[ -k \text{ erfc} \left( \frac{k}{2\alpha} \right) + \frac{2\alpha}{\sqrt{\pi}} e^{-k^2/4\alpha^2} \right] & \frac{2\pi^{3/2}}{V} \frac{1}{\epsilon^\eta} \alpha \\
\eta = 3 & \frac{1}{\epsilon r^2} \left[ \text{erfc}(\alpha r) + \frac{2\alpha r}{\sqrt{\pi}} e^{-\alpha^2 r^2} \right] & -\frac{2\pi}{V} \text{Ei}(k^2/4\alpha^2) & \frac{4\pi}{V} \ln \left( \frac{\alpha}{\epsilon} \right) \\
\eta = 2 & \frac{e^{-\eta r^2}}{r^2} & \frac{2\pi^2}{V} \frac{\text{erfc}(k/2\alpha)}{k} & \frac{2\pi^{3/2}}{V} \left( \frac{1}{\epsilon} - \frac{1}{\alpha^2} \right) \\
\eta = 1 & \frac{\text{erfc}(\alpha r)}{r} & \frac{4\pi}{V} e^{-k^2/4\alpha^2} & \frac{\pi}{V} \left( \frac{1}{\epsilon^2} - \frac{1}{\alpha^2} \right) \\
\hline
\end{array}
\]

we found

\[
\phi_\eta(r) = \sum_{L_n} \Phi_R^{(3)} (\eta, \alpha; |r + L_n|) + \sum_{k \neq 0} \Phi_k^{(3)} (\eta, \alpha; k) \exp (j k \cdot r) + \frac{1}{\Gamma \left( \frac{3}{2} \right)} \frac{\pi^{3/2}}{V} \int_0^{\infty} \frac{dt}{t^{(5-\eta)/2}},
\]

where the last term is the contribution for \( k = 0 \) (it diverges for \( 0 < \eta \leq 3 \) and is finite for \( \eta > 3 \)). For Coulomb interaction, the contribution for \( k = 0 \) is closely related to the macroscopic boundary condition: a supplemental boundary condition imposed very far from the basic cell [11, 12]. Without further specification, the \( k = 0 \) contribution is diverging; this can be cancelled in Coulomb interaction by assuming electroneutrality of the system in the basic cell. Similarly, for the inverse power-law potential this contribution is diverging if \( \eta \leq d \) (\( d = 3 \), in this section—in section 4, we show how electroneutrality of the system in the basic cell suppresses this divergence). The way by which this IR-divergence is cancelled for inverse power-law potentials depends on a particular physical situation and on systems one studies. This IR-divergence is outlined below by the introduction of the prescription \( \epsilon \) as

\[
\int_0^{\infty} \frac{dt}{t^{(5-\eta)/2}} = \lim_{\epsilon \to 0} \int_0^{\epsilon} \frac{dt}{t^{(5-\eta)/2}},
\]

which gives the asymptotic expansion of the last integral in equation (9).

Both functions \( \Phi_R \) and \( \Phi_k \) are given by

\[
\begin{aligned}
\Phi_R^{(3)} (\eta, \alpha; r) &= \frac{\Gamma(\frac{\alpha r^2}{2})}{\Gamma(\frac{3}{2}) r^\alpha} \\
\Phi_k^{(3)} (\eta, \alpha; k) &= \frac{\pi^{\eta/2}}{V} \left( \frac{4}{\alpha^2} \right) \frac{\Gamma(\frac{\alpha^2}{2})}{\Gamma(\frac{3}{2})},
\end{aligned}
\]

with \( \Gamma(a, z) \) the complementary incomplete gamma function. These results agree with the derivations done in [20, 21]; table 1 gives some analytical forms of real and reciprocal contributions for few integer values of \( \eta \).
3. Quasi-two-dimensional systems

To compute surface properties based on effective or pseudo-potentials, Ewald summations for quasi-two-dimensional systems are of interest [9]. Quasi-two-dimensional systems are heterogeneous systems with some anisotropies in their spatial extensions; their numerical studies are done with partial boundary conditions: periodic boundary conditions are taken in directions with large spatial extensions and other boundary conditions are taken in directions with smaller extensions. For these systems, the lattice sums of inverse power-law interactions are given by

\[
\phi_\eta(r) = \sum_{S_n} \frac{1}{|r + S_n|^\eta},
\]

with \(S_n \equiv L^{(2)}_n\) the symbolic notation for periodic images of the system in the 2D geometry.

As stated in the introduction, there are mainly two analytical ways to derive the Ewald method for a quasi-two-dimensional system with a given interaction. First, if one already knows the analytical form of the Ewald summations for the corresponding full periodic tridimensional system, then one may make particular one direction of the space (\(Oz\) axis for instance) along which no periodic image is taken; this is achieved by taking the limit \(L_z \to \infty\) with \(L_z\) the periodicity in the \(z\) direction of the tridimensional system. This derivation was obtained by Parry for Coulomb interactions [23] and also, more recently, for Yukawa interaction [24]; it can also be done for dipolar interactions. For systems in Parry’s limit, we use the notations

\[
V = L_zA; \quad r = s + z\hat{e}_z; \quad L_n = S_n + n_zL_z\hat{e}_z \quad \text{and} \quad k = G + k_z\hat{e}_z,
\]

with the component \(k_z\) of the wave vectors in the \(Oz\) direction written as \(k_z = 2\pi n_z/L_z\) with \(n_z\) integer and the two-dimensional wave vectors \(G\) belonging to the reciprocal lattice associated with the two-dimensional lattice defined by the periodic boundary conditions.

When the limit \(L_z \to \infty\) is taken, the reciprocal space contribution has to be considered with caution. According to notations of equation (13), one has to separate the summations on the wave vectors as

\[
\sum_{k \neq 0} \bullet = \sum_{G} \sum_{k_z} \bullet : (i) \text{ if } G \neq 0, \text{ then } k_z = 0 \text{ is allowed; }
\]

\[
(ii) \text{ if } G = 0, \text{ then } k_z \neq 0.
\]

With these notations, the summations on the reciprocal vectors are split as

\[
\sum_{k \neq 0} \Phi_{k}(\eta, \alpha; k) \exp(jkr) = \sum_{G \neq 0} e^{jG,s} \left[ \frac{1}{L_z} \sum_{n_z = -\infty}^{+\infty} \Phi_{k}(\eta, \alpha; \sqrt{G^2 + k_z^2}) e^{jk_zz} \right] + T_{G = 0}(\alpha, z),
\]

where the contribution \(T_{G = 0}(\alpha, z)\) corresponds to case (ii) of equation (14); it is given by

\[
T_{G = 0}(\alpha, z) = 4(3-\eta)/2 \pi^{1/2} \lim_{L_z \to \infty} \left[ \frac{1}{L_z} \sum_{k \neq 0} \Gamma \left( \frac{3-\eta}{2}, \frac{k_z^2}{2L_z^2} \right) e^{jk_zz} \right]
\]

and it includes a nontrivial contribution that depends on \(z\) and also, if \(\eta \leq 2\), it has an IR-divergence.
The summations over periodic image in the real space are also split as

\[
\sum_{L_n} \Phi^{(3)}_{\mathcal{R}}(\eta, \alpha; |r + L_n|) = \sum_{S_n} \frac{\Gamma\left(\frac{3}{2}, \alpha^2 |(s + S_n) + z\hat{e}_z|^2\right)}{\Gamma\left(\frac{3}{2}\right)} |(s + S_n) + z\hat{e}_z|^\eta \\
+ \sum_{S_n} \sum_{n_i \neq 0} \frac{\Gamma\left(\frac{3}{2}, \alpha^2 |(s + S_n) + (z + n_i L_z)\hat{e}_z|^2\right)}{\Gamma\left(\frac{3}{2}\right)} |(s + S_n) + (z + n_i L_z)\hat{e}_z|^\eta.
\]

(17)

In Parry’s limit \((L_z \to \infty)\), only the first contribution on the right-hand side of equation (17) survives, and then equation (12) can be cast into the form

\[
\phi_0(r) = \sum_{S_n} \Phi^{(3)}_{\mathcal{R}}(\eta, \alpha; |s + S_n + z\hat{e}_z|) + \sum_{G \neq 0} \Phi^{(Q_2)}_{G}(\eta, \alpha, z; G)e^{G \cdot s} + T_{G=0}^{(0)}(\alpha, z),
\]

where \(\Phi^{(3)}_{\mathcal{R}}(\eta, \alpha; r)\) is given by equation (11) and \(\Phi^{(Q_2)}_{G}(\eta, \alpha, z; G)\) is computed in Parry’s limit as

\[
\Phi^{(Q_2)}_{G}(\eta, \alpha, z; G) = \frac{4(3-\eta)/2 \pi^{1/2}}{\Gamma\left(\frac{3}{2}\right)} \frac{\pi}{A} \lim_{L_z \to \infty} \left[ \frac{1}{L_z} \sum_{k \neq 0} \frac{\Gamma\left(\frac{3-\eta}{2}, \frac{1}{4\pi^2} (G^2 + k^2)^{3-\eta/2}\right)}{(G^2 + k^2)^{3-\eta/2}} e^{\hat{k}z} \right]
\]

\[
= \frac{4(3-\eta)/2 \pi^{1/2}}{\Gamma\left(\frac{3}{2}\right)} \frac{\pi}{A} \left[ \frac{1}{2\pi} \int_{-\infty}^{\infty} dk \frac{\Gamma\left(\frac{3-\eta}{2}, \frac{1}{4\pi^2} (G^2 + k^2)^{3-\eta/2}\right)}{(G^2 + k^2)^{3-\eta/2}} e^{\hat{k}z} \right].
\]

(19)

The second method to derive the Ewald method for quasi-two-dimensional systems follows exactly the same derivation as the one done in section 2 for tridimensional systems. We begin by applying equation (6) to the lattice sums (12) and we split the integral into two contributions introducing \(\alpha\). Then, we have

\[
\phi_0(r) = \sum_{S_n} \frac{1}{\Gamma\left(\frac{3}{2}\right)} \int_{0}^{\infty} dt \frac{\pi^2}{t^{(1-\frac{3}{2})}} e^{-t|s + S_n|^2} + \frac{1}{\Gamma\left(\frac{3}{2}\right)} \int_{0}^{\infty} \frac{dt}{t^{(1-\frac{3}{2})}} e^{-z^2 t} \sum_{S_n} e^{-|s + S_n|^2 t}.
\]

(20)

The Poisson–Jacobi identity in two dimensions, with \(R_2\) the reciprocal lattice,

\[
\sum_{S_n} e^{-|s + S_n|^2 t} = \frac{1}{A} \left(\frac{\pi}{\Gamma\left(\frac{3}{2}\right)} \sum_{G \in R_2} e^{G \cdot s} \exp \left(\frac{-G^2}{4\pi^2 t}\right)\right)
\]

(21)

is applied to the second contribution; thus, we obtain

\[
\phi_0(r) = \sum_{S_n} \Phi^{(3)}_{\mathcal{R}}(\eta, \alpha; |r + S_n|) + \frac{1}{\Gamma\left(\frac{3}{2}\right)} \frac{\pi}{A} \sum_{G \neq 0} e^{G \cdot s} \int_{0}^{\pi^2} \frac{dt}{t^{(1-\frac{3}{2})}} e^{-t|s|^2} e^{\frac{-G^2}{4\pi^2 t}}
\]

\[
+ \frac{1}{\Gamma\left(\frac{3}{2}\right)} \frac{\pi}{A} \int_{0}^{\pi^2} \frac{dt}{t^{(1-\frac{3}{2})}} e^{-z^2 t}.
\]

(22)

The last contribution in equation (22) is the contribution for \(G = 0\); it corresponds to the contribution \(T_{G=0}^{(0)}\) in equation (16). With this derivation, we may write \(\phi_0(r)\) as in equation (12) with

\[
T_{G=0}^{(0)} = \frac{1}{\Gamma\left(\frac{3}{2}\right)} \frac{\pi}{A} \int_{0}^{\pi^2} \frac{dt}{t^{(1-\frac{3}{2})}} e^{-z^2 t}
\]

(23)
Harris in [32], the incomplete Bessel function is defined as:

\[ \Phi_1(\theta) \]

The general case is more complicated to obtain; it is necessary to use incomplete Bessel functions [32, 34, 35]. Following the definition given by Harris in [32], the incomplete Bessel function is defined as:

\[ K_\nu(x, y) = x^n \Gamma(-n, x; y) \]

Then, with the second integral in equations (24), we find:

\[ \Phi_G^{(2)} (\eta, \alpha, z; G) = \frac{\alpha (\eta - 2) \pi}{\Gamma(\frac{1}{2})} \frac{1}{A} K_{\frac{1}{2} - 1} \left( \frac{G^2}{4 \alpha^2} ; \alpha^2 z^2 \right) \]

According to the connection between the generalized incomplete gamma function and the incomplete Bessel function, defined as (equation 6 of [32])

\[ K_\nu(x, y) = x^n \Gamma(-n, x; y) \]

equation (28) can also be written as:

\[ \Phi_G^{(2)} (\eta, \alpha, z; G) = \frac{\pi}{\Gamma(\frac{1}{2})} \frac{1}{A} \left( 1 - \frac{\eta}{2} \frac{G^2}{4 \alpha^2} ; \frac{G^2 z^2}{4} \right) \]
For numerical implementations, convenient algorithms for the computations of the incomplete gamma function will demonstrate the equivalence of both contributions in quasi-two-dimensional Ewald summations for inverse power-law interactions. If \( \eta = 1 \), the inverse power-law interaction corresponds to the Coulomb interaction; one can easily verify that equations (28) and (30)\footnote{Equation (19) in [32].} allow us to recover the Ewald sums for Coulomb interactions in quasi-two-dimensional systems [23, 39–42] (see also theorem 7 in [34]).

In table 3, we give some analytical formulas for the computation of the reciprocal space contributions in quasi-two-dimensional Ewald summations for inverse power-law interactions. For numerical implementations, convenient algorithms for the computations of the incomplete Bessel functions are needed (see for instance [36, 37]). To close this section, we would like to outline that the equivalence between both derivations allows us to obtain a new analytical relation for the Fourier transform of the incomplete gamma function. From equation (19), we find

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} dk \left( \frac{1}{G^2 + k^2} \right)^{\eta/2} \frac{1}{2\sqrt{\pi}} \left( \frac{G^2 + k^2}{4\gamma^2 \eta / 2} \right) e^{ikz} = \frac{(2\alpha)^{\eta-1}}{2\sqrt{\pi}} \frac{G}{4\alpha^2} K_{\eta-1} \left( G^2/4\alpha^2, \frac{\alpha^2 z^2}{2} \right).
\]

If one takes \( \alpha = 1 \) and \( G = 0 \), we recover the Fourier transform of the incomplete gamma function for \( \nu > 1/2 \) as

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} dk \left( \frac{1}{k^{2\nu}} \right) e^{ikz} = \frac{1}{|\nu| \sqrt{\pi}} \left( \frac{\nu}{2} \right)^{2\nu} \gamma \left( \nu - 1, \frac{z^2}{2} \right),
\]

where we have used the definition of the incomplete gamma function \( \gamma(\mu, y) \):

\[
\gamma(\mu, y) = \int_0^y dx x^{(\mu-1)} e^{-x} = y^\mu K_\mu(0, y).
\]

Conversely, an analytical demonstration of equation (31) based on the properties of incomplete and generalized incomplete gamma functions will demonstrate the equivalence of both

\[
\begin{align*}
\eta & \quad \frac{\pi^{n/2-1}}{\Gamma(n/2)} K_{3/4 - 1/2} \left( \frac{G^2 + k^2}{4G^2 \eta / 2} \right) \\
\eta & \quad \frac{\pi^{n/2-1}}{\Gamma(n/2)} \frac{1}{2\sqrt{\pi}} \left( \frac{G^2 + k^2}{4\gamma^2 \eta / 2} \right) \Gamma \left( \frac{n}{2}, \frac{G^2}{4\alpha^2} \frac{\alpha^2 z^2}{2} \right) \\
\eta & \quad 4 \frac{\pi^{n/2-1}}{\Gamma(n/2)} K_0 \left( \frac{G^2 + k^2}{4\eta \eta / 2} \right) - \frac{a^2 z^2}{2\eta} \\
\eta & \quad 3 \frac{\pi^{n/2-1}}{\Gamma(n/2)} \left[ \gamma \left( \frac{G^2 + k^2}{4\eta \eta / 2} \right) \right] \\
\eta & \quad 2 \frac{\pi^{n/2-1}}{\Gamma(n/2)} \left[ \gamma \left( \frac{G^2 + k^2}{4\eta \eta / 2} \right) \right] \\
\eta & \quad 1 \frac{\pi^{n/2-1}}{\Gamma(n/2)} \left[ \gamma \left( \frac{G^2 + k^2}{4\eta \eta / 2} \right) \right]
\end{align*}
\]
derivations for inverse power-law interactions (already shown for Coulomb, Yukawa and Dipolar interactions [18, 24, 25]). Such a pure analytical derivation of equation (31) has not yet been achieved [33].

The equivalence between both derivations may also be justified directly by the relation between Poisson–Jacobi identities in three and two dimensions. For one-dimensional periodicity, the Poisson–Jacobi is [15]

\[ \sum_{n=-\infty}^{+\infty} e^{-|z + nLz|^2/t} = \frac{1}{Lz} \left( \sqrt{\frac{\pi}{t}} \right) \sum_{k_z} e^{k_z z} \exp \left( -\frac{k_z^2}{4t} \right); \] (34)

then multiplying equation (21) with (34), we obtain the Poisson–Jacobi for three dimensions (equation (8)). This agrees with the separations done in equations (13) and (14).

4. Electroneutrality and IR-divergences

The IR-divergences that occur in Ewald sums of inverse power-law interactions when \( \eta \leq d \), with \( d \) the dimension of the periodicity, are related to the conditional convergence properties of the lattice sums equation (1). These divergences are an artefact due to the approximation of the finite lattice sum by an infinite lattice sum (Ewald sum) [12, 46]. For coulomb interactions these divergences in the infinite lattice sums are cancelled in the computation of energy and forces when the system in the basic cell is electroneutral. Two classical models are used with coulomb interactions: the RPM and the OCP [47–49]. The RPM is made of \( 2N_0 \) hard spheres that carry electric point charge at the centre of the sphere, \( N_0 \) particles carry a charge \( +Q \) and the other \( N_0 \) particles carry a charge \( -Q \). We define the \( \eta \)-RPM similarly to the standard RPM but with interaction between charges as inverse power-law interactions. In the OCP model, there are \( N \) point particles carrying all the same charge \( Q \) and a constant volume density of charge \( \rho_0 \). In the \( \eta \)-OCP model, the system is defined as the standard OCP model and interactions between point particles are inverse power-law interactions.

In the following, we first compute the energy of a system of \( N \) point particles carrying pseudo-charges \( Q_i \) in a system with periodic boundary conditions in all three directions of the space. Then, in subsection 4.1, we make the same computation but for a quasi-two-dimensional system where electroneutrality is fulfilled with the help of a constant planar surface density of a pseudo-charge. In subsection 4.2, we apply the analytical results of section 3. To a monolayer system made of \( N \) point particles carrying the same pseudo-charge \( Q \), this model is a generalization of the two-dimensional one-component plasma (\( \eta \)-OCP). Few computations using Monte Carlo simulations for monolayers of \( \eta \)-RPM and \( \eta \)-OCP systems are reported in subsection 4.2.

Let the interaction energy between two pseudo-charges be

\[ E_{ij} = Q_i Q_j \phi_{\eta} \left( \frac{r_{ij}}{r_0} \right), \] (35)

where \( r_0 \) is a typical length defined by the geometry of particles, for instance the diameter of hard spheres in the \( \eta \)-RPM model. In the following, all length are measured in unit of \( r_0 \) (i.e. we set \( r_0 = 1 \)). The energy of the system with tridimensional periodic boundary conditions is given by

\[ E_{\eta} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i} Q_i Q_j \phi_{\eta}(r_{ij}) + \frac{1}{2} \sum_{i=1}^{N} Q_i^2 \phi_{\eta}^{(0)}, \] (36)
with \( \phi^{(0)}_\eta \) the contribution of the interaction of a charge with its own periodic images. This quantity is defined and computed as for \( \phi_\nu (r) \); thus, we find

\[
\phi^{(0)}_\eta = \sum_{L_n \neq 0} \frac{1}{|L_n|^2} \sum_{r} \Phi_R^{(3)} (\eta, \alpha; |L_n|) + \sum_{k \neq 0} \Phi_k^{(3)} (\eta, \alpha; k) \\
- \frac{2}{\eta^\Gamma (\frac{3}{2})} \alpha^\eta + \frac{1}{\Gamma (\frac{3}{2}) \eta V} \int_0^{a^2} \frac{dt}{t^{(3-\eta)/2}}. \tag{37}
\]

The last contribution in the previous equation has the same IR-divergence than in equation (9). When it is grouped with the other contributions of equation (36), we have

\[
\frac{1}{\Gamma (\frac{3}{2}) \eta V} \left( \sum_{i=1}^{N} Q_i \right)^2 \int_0^{a^2} \frac{dt}{t^{(3-\eta)/2}} \equiv 0, \tag{38}
\]

which is cancelled if \( \sum_{i=1}^{N} Q_i = 0 \). It would be more rigorous to consider that this equation is an indeterminate of the form \( 0 \times \infty \); it corresponds to the property of conditional convergence of lattice sums for inverse power-law interactions. This is related to the macroscopic boundary condition and to the particularity of the systems (see for instance [12, 46] for Coulomb interaction, \( \eta = 1 \)).

Then the energy can be written as

\[
E_\eta = \frac{1}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} jQ_i Q_j \Phi_R^{(3)} (\eta, \alpha; |r_{ij}|) + \sum_{k \neq 0} \Phi_k^{(3)} (\eta, \alpha; k) \left| \sum_{i=1}^{N} Q_i \exp (i k \cdot r_i) \right|^2 - \frac{\alpha^\eta}{\eta ^\Gamma (\frac{3}{2})} \left( \sum_{i=1}^{N} Q_i^2 \right), \tag{39}
\]

where the prime in the first contribution indicates that the term \( i = j \) is not included when \( L_n = L_0 \equiv 0 \). We have also made a factoring of the reciprocal space contributions as one-particle summations; this is an important property for the numerical efficiency of the summations as it allows for the computational time needed for obtaining the reciprocal contribution to the energy to scale as \( N \) and not as \( n^2 \). One may verify easily that for \( \eta = 1 \), we recover the Ewald summations for Coulomb interactions; equation (39) allows us to obtain the energy of the \( \eta \)-RPM tridimensional systems.

In the \( \eta \)-one-component plasma model (\( \eta \)-OCP) all point-particles carry the same charge \( Q \) and electroneutrality is achieved by the constant volume charge density \( \rho_0 \) such as

\[
NQ + \rho_0 V = 0. \tag{40}
\]

For this system, one may show easily that the IR-divergence is cancelled as in equation (38), written as

\[
\frac{1}{\Gamma (\frac{3}{2})} \pi^{3/2} (NQ + \rho_0 V)^2 \int_0^{a^2} \frac{dt}{t^{(3-\eta)/2}} \equiv 0. \tag{41}
\]

The energy \( E(\eta\text{-OCP}) \) is given by using equation (39) with \( Q_i = Q \), for \( 0 < \eta < 3 \), we obtain

\[
E(\eta\text{-OCP}) = E_\eta - \frac{\pi^{3/2} \alpha^{(\eta-3)}}{(3-\eta) \Gamma (\frac{3}{2})} \frac{N^2 Q^2}{V}, \tag{42}
\]

and for \( \eta = 3 \), we have

\[
E(3\text{-OCP}) = E_3 - 2\pi \frac{N^2 Q^2}{V} \ln \alpha^2. \tag{43}
\]
In equations (42) and (43), the contributions that scale as \( N^2 \) stem from the interaction of particles with the neutralizing background. For \( \eta > 3 \), no IR-divergence is present and the energy of the system can be obtained from equation (39).

### 4.1. Electroneutrality in quasi-two-dimensional systems

To extend the tridimensional \( \eta \)-OCP model to quasi-two-dimensional systems, one has to choose a particular neutralizing background to fulfill electroneutrality; a constant volume charge density \( \rho_0 \) is inconsistent with the symmetry of quasi-two-dimensional systems. Several choices can be done [25]; in the following, we choose the neutralizing background as a constant planar surface density \( \sigma_0 \) of pseudo-charges. With this choice, the electroneutrality of the system reads

\[
N Q + \sigma_0 A = 0
\] (44)

and the energy of the \( \eta \)-OCP, for \( 0 < \eta \leq 2 \), can be computed as

\[
E(\eta\text{-OCP}) = \frac{Q^2}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{|r_{ij} + S_n|^2} + Q\sigma_0 \sum_{i=1}^{N} \int_{S_n} ds \sum_{a} \frac{1}{|r_i - s + S_n|^2} \]

\[
+ \frac{\sigma_0^2}{2} \int_{S_n} ds \int_{S_n} ds' \sum_{a} \frac{1}{|s' - s + S_n|^2}. \] (45)

To compute the lattice sums, we apply the methods of sections 2 and 3; with the notations of equation (13), for \( 0 < \eta < 2 \), we find

\[
E(\eta\text{-OCP}) = \frac{Q^2}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Phi_R^{(2)}(\eta, \alpha; |r_{ij} + S_n|) - \left( \frac{\alpha^2}{\eta \Gamma\left(\frac{1}{2}\right)} + \frac{\pi}{A(2 - \eta)\Gamma\left(\frac{1}{2}\right)} \right) N Q^2
\]

\[
+ \frac{Q^2}{2} \sum_{G \neq 0} \sum_{i=1}^{N} \sum_{j=1}^{N} e^{i k \cdot s_{ij}} \Phi_G^{(Q^2)}(\eta, \alpha, z_{ij}; G) - \frac{\pi N Q^2}{A(2 - \eta)} \sum_{i=1}^{N} |z_i|^{2 - \eta}
\]

\[
+ \frac{\alpha^{(\eta-2)} Q^2}{2(2 - \eta)\Gamma\left(\frac{1}{2}\right)} \sum_{i=1}^{N} \sum_{j \neq i} \left[ e^{-\alpha^2 z_{ij}^2} + (\alpha |z_{ij}|)^{(2 - \eta)} \cdot \left( \frac{\eta}{2}, \alpha^2 z_{ij}^2 \right) \right] \] (46)

and for \( \eta = 2 \), we have

\[
E(2\text{-OCP}) = \frac{Q^2}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Phi_R^{(2)}(2, \alpha; |r_{ij} + S_n|) - \frac{\pi N Q^2}{2A} \left( C + 2 \ln \alpha - \alpha^2 \frac{A}{\pi} \right)
\]

\[
+ \frac{Q^2}{2} \sum_{G \neq 0} \sum_{i=1}^{N} \sum_{j=1}^{N} e^{i k \cdot s_{ij}} \Phi_G^{(Q^2)}(2, \alpha, z_{ij}; G) - \frac{\pi C N Q^2}{2A}
\]

\[
- \frac{\pi Q^2}{2A} \sum_{i=1}^{N} \sum_{j \neq i} E_1(\alpha^2 z_{ij}^2) - \frac{\pi Q^2}{2A} \sum_{i=1}^{N} \sum_{j \neq i} \ln z_{ij}^2 - \frac{\pi Q^2}{A} \sum_{i=1}^{N} \ln z_{i}^2, \] (47)

with \( C \) being Euler’s constant and \( E_1(x) \) the exponential integral.

It is worthwhile to note that for quasi-two-dimensional systems the factoring of the reciprocal part of the energy into one-particle summations cannot be achieved because of the complicated dependence on \( z \) in \( \Phi_G^{(Q^2)}(2, \alpha, z; G) \).
Table 4. Average energies for η-RPM and η-OCP models in Monte Carlo computations. The numbers in brackets give the accuracy on the last digit of the averages. For the η-RPM, the average energy is defined by $U = \left\langle E^{(cc)} \right\rangle_{MC}$ with $E^{(cc)}_{\eta}$ given by equation (48); for the computations reported in this table, one has: $N = 2N_0 = 1024, \rho = 2N_0/A = 0.6, Q^2 = 20$ (it corresponds to $\beta_\ast = 20$ in notations of [49]). For the η-OCP model, the average energy is defined as $U = \left\langle E_{\eta} \right\rangle_{MC}$ with equation (49); one has: $N = 1024, \pi \rho = \pi N/A = 1.0, Q \simeq 3.98$ for $\epsilon = 5 \times 10^2$ and $Q \simeq 7.071$ for $\epsilon = 5 \times 10^3$.

| η   | η-RPM $\beta U / N$ | $\epsilon^a$ | η   | η-OCP $\beta U / N$ |
|-----|----------------------|--------------|-----|----------------------|
| 0.25| -10.47(3)            | $5 \times 10^2$ | 0.5 | -10.76(2)            |
| 0.5 | -11.36(3)            | $5 \times 10^2$ | 1.0 | -16.67(3)            |
| 0.75| -12.29(3)            | $5 \times 10^2$ | 1.5 | -33.04(3)            |
| 1.0 | -13.23(3)            | $5 \times 10^2$ | 0.5 | -35.26(3)            |
| 1.25| -14.21(5)            | $5 \times 10^3$ | 1.0 | -54.18(3)            |
| 1.5 | -15.2(2)             | $5 \times 10^3$ | 1.0 | -13.23(3)            |
| 1.75| -16.3(3)             | $5 \times 10^3$ | 1.5 | -105.97(3)           |

\(a\)In this table, $\epsilon$ is defined as in [48]: $\epsilon = 2\pi \rho Q^4 / T^2$.

\(b\)cf [48], table II.

\(c\)cf [49], table II, line 15.

4.2. Monolayers and few numerical results

When all particles are confined in a plane, the system is a monolayer and one can factor the reciprocal part of the energy into 1-particle summations. For a system of $N$ point particles carrying a pseudo-charge $Q_i$, satisfying to the electroneutrality, one easily finds

$$E^{(cc)}_{\eta} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} Q_i Q_j \sum_{S_n} \Phi_R^{(3)}(\eta, \alpha; |s_{ij} + S_n|) - \frac{\alpha^0}{\eta \Gamma \left( \frac{3}{2} \right)} \sum_{i=1}^{N} Q_i^2$$

$$+ \sum_{G \neq 0} \Phi_G^{(2)}(\eta, \alpha; G) \left| \sum_{i=1}^{N} Q_i \exp(jGs_i) \right|^2. \quad (48)$$

For the η-one-component plasma model with all point particles confined in the plan with the constant surface charge density, the energy is given by

$$E_{\eta} = \frac{Q^2}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{S_n} \Phi_R^{(3)}(\eta, \alpha; |s_{ij} + S_n|) - \frac{\alpha^\eta}{\eta \Gamma \left( \frac{3}{2} \right)} N Q^2$$

$$+ \frac{Q^2}{2} \sum_{G \neq 0} \Phi_G^{(2)}(\eta, \alpha; G) \sum_{i=1}^{N} \exp(jGs_i) \left| \sum_{i=1}^{N} \exp(jGs_i) \right|^2 - \frac{\pi}{A} \frac{\alpha^{(\eta-2)}}{(2 - \eta) \Gamma \left( \frac{3}{2} \right)} N^2 Q^2. \quad (49)$$

As outlined in the introduction, to recover the correct Ewald method for coulomb interaction in two dimensions, one may not take the limit $\eta \rightarrow 0$ in equations (48) and (49), but one must use equation (3). For coulomb interactions ($\eta = 1$), monolayers of the restricted primitive model of electrolytes [49] and of the one-component plasma model [48] have been studied previously.

In the following, we report some preliminary numerical results obtained by Monte Carlo simulations in the canonical ensemble (NAT) [50]. For η-RPM, the computations are done in a square box with a fixed shape, while for η-OCP monolayer models the surface $A$ of the
Figure 1. Snapshots of \( \eta \)-RPM and \( \eta \)-OCP monolayer models. The sides of the simulation box are represented by thick black lines, periodic boundary conditions are applied. (a–b) \( \eta \)-RPM, blue disks are particles carrying a negative charge \((-Q)\) and red disks a positive charge \((+Q)\). For both snapshots, \( N = 2N_0 = 1024 \), \( \rho = 2N_0/A = 0.6 \), \( Q^2 = 20 \) (cf table 4); (a) \( \eta = 1.0 \) and (b) \( \eta = 1.75 \). (c–d) \( \eta \)-OCP model with Voronoi construction, for both snapshots: \( N = 1024 \), \( \pi \rho = \pi N/A = 1.0 \) and \( \epsilon = 5 \times 10^3 \) (cf table 4). Voronoi cells with four sides are represented in yellow, those with five sides are represented in green, those with six sides in white, those with seven sides in red and those with eight sides in blue. Point particles are represented by a small dot. (c) \( \eta = 1.0 \) and (d) \( \eta = 1.5 \).

(This figure is in colour only in the electronic version)
Figure 2. Pair correlation functions for η-RPM and η-OCP models. The thermodynamic states of each system are the same as those reported on table 4. For each system, the values of η are given in legends. (a) Pair correlation functions \( g_{++}(r) \) between positive ions in the η-RPM model; for \( η = 1.0 \), \( g_{++}(r) \) can be compared with the standard RPM model (see figure 10(a) of [49]). (b) Pair correlation functions \( g(r) \) between point particles in the η-OCP model with \( \epsilon = 2\pi\rho Q^4/T^2 = 5 \times 10^3 \); for \( η = 1.0 \), \( g(r) \) is the same as the one given in the figure 2 of [48].

5. Discussion

From the potential \( \phi_η(r) \) computed with the Ewald method for tridimensional, quasi two-dimensional or two-dimensional systems derived in sections 2 and 3, one may easily
obtain any physical quantity related to the potential in a similar way as is done for the energy.

In [31], Johnson and Ranganathan have proposed a generalized approach to Ewald sums for diverse long-ranged central potentials, including inverse power-law potential as $\phi(r) = r^{-\eta}$ with $0 < \delta < 1$. Their derivation is based on the split of the interaction potential as (cf equation (6) of [31])

$$\phi(r) = (1 - f(r))\phi(r) + f(r)\phi(r) = (1 - \text{erf}(\alpha r^\mu))\phi(r) + \text{erf}(\alpha r^\mu)\phi(r),$$

(50)

where $\alpha$ and $\mu$ are chosen conveniently. In lattice sums, the first contribution on the right-hand side of equation (50) is evaluated as the real space contribution and the second as the reciprocal space contribution by using the Fourier transform of $f(r)$.

In this paper, the derivation of Ewald methods for inverse power-law interactions is done by using the Poisson–Jacobi identities; according to the results for tridimensional systems in equations (9) and (11) it corresponds to a choice of the screening function as $f(r) = \gamma(\eta/2, \alpha^2 r^2)/\Gamma(\eta/2)$. For coulomb potential ($\eta = 1$, or $\delta = 0$ in notations of [31]) both choices are strictly equivalent, for other values of $\eta$ formulas differ since the choice of the screening of pseudo-charges differ; however, both derivations should lead to the same numerical results [26, 27, 29].

The preliminary numerical results for $\eta$-RPM and $\eta$-OCP monolayers, given in section 4, show that the Coulomb potential case is correctly reproduced by inverse power-law interactions with $\eta = 1$ when compared to previous results [48, 49]. A longer numerical study of these systems is ongoing.
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