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Abstract. The main goal of this paper is to compare the silting theory of an
$R$-algebra $\Lambda$ over a Noetherian ring $R$ with that of its tensor product $\Lambda \otimes \Gamma$ with
another $R$-algebra $\Gamma$.

In the case that the $R$-algebra $\Lambda$ is Noetherian, $R$ a complete local ring and $a$
a certain ideal of the ring $R$, we obtain an isomorphism between the silting poset
of $\Lambda$ and that of its quotient $\Lambda \otimes R/a$. Furthermore, we study the restrictions of
such a bijection to tilting complexes and deduce silting embedding and descent
results for the algebra $\Lambda$ and a certain family of algebras $(\Lambda \otimes \Gamma_i)_{i \in I}$.

One of the intensively studied problems in representation theory of algebras is to
clarify which rings have equivalent derived categories. This paper is a contribution
to this problem guided by the following question.

How does the derived Morita theory of an $R$-algebra $\Lambda$ differ from
that of its tensor product $\Lambda \otimes \Gamma$ with another $R$-algebra $\Gamma$?

To obtain stronger answers, we assume that $\Lambda$ is a Noetherian $R$-algebra, that is,$\Lambda$ is finitely generated as an $R$-module, the ring $R$ is complete local, and $\Gamma$ is set
to be the quotient $R/a$ by a proper ideal $a$ of $R$. This allows to identify the ring
$\Lambda \otimes \Gamma$ with the quotient $\Lambda/a\Lambda$.

The following results from Rickard’s derived Morita theory were the starting
point of this paper. Any ring which is derived equivalent to $\Lambda$ is an
$R$-algebra given
by the endomorphism ring of a tilting complex of $\Lambda$ [Ri89]. If the algebra $\Lambda$ is free
as an $R$-module and the ideal $a$ is the maximal ideal $m$ of the local ring $R$, there is
a natural bijection

$$\text{tilt}^*_R \Lambda \simeq \text{tilt} \Lambda/m\Lambda$$

from the set of isomorphism classes of basic tilting complexes of $\Lambda$ with $R$-free
endomorphism rings to an analogous set given by basic tilting complexes of the
finite-dimensional algebra $\Lambda/m\Lambda$ [Ri91a, Ri91b]. In a prototype of this setup, $\Lambda$ is
given by the algebra $RG$ of a finite group $G$, and its quotient $\Lambda/m\Lambda$ by the algebra
$kG$ over the residue field $k$ of the local ring $R$.

The notion of ‘derived Morita theory’ in the question above might be understood
in the broader sense that one should consider all differential graded algebras which
are derived equivalent to $\Lambda$. However, the generators of the perfect derived category
of $\Lambda$ are not related to the perfect generators over the quotient $\Lambda/a\Lambda$ in a coherent
way in general.

In this paper, we will focus on a special sort of perfect generators encompassing all
tilting complexes, namely silting complexes, which have been introduced by Keller
and Vossieck [KV86]. Silting theory has attracted much interest in recent years,
after Aihara and Iyama [AI12] discovered that, in contrast to tilting complexes,
in any silting complex can be mutated in order to produce new ones, and that silting
complexes give rise to a partially ordered set $(\text{silt} \Lambda, \geq)$. Work by Koenig and Yang
showed that silting complexes of a finite-dimensional algebra had already appeared
in various homological disguises \cite{KY14}. We refer to \cite{An19} for a comprehensive survey of recent developments in silting theory by Angeleri Hügel.

The main result of this paper extends Rickard’s tilting bijection in several ways.

**Theorem A** (Corollary 6.8). Let \(a\) be a proper ideal of a complete local ring \(R\) and \(\Lambda\) be a Noetherian \(R\)-algebra satisfying any of the following conditions.

(S1a) The \(R\)-algebra \(\Lambda\) is free as an \(R\)-module and the ring \(R\) is regular.

(S1b) The \(R\)-algebra \(\Lambda\) is free as an \(R\)-module and the ideal \(a\) is maximal.

(S2) The ideal \(a\) is generated by an \(R\)- and \(\Lambda\)-regular sequence.

Then the left-derived functor

\[ F: D^-(\text{mod} \Lambda) \longrightarrow D^-(\text{mod} \Lambda/a\Lambda) \quad L^* \longmapsto \overline{L}^* := L^* \otimes_{\Lambda} \Lambda/a\Lambda \]

adopts rise to three bijections of sets of isomorphism classes

\[ \text{tilt}_R^* \Lambda \longrightarrow \text{tilt}^{R/a} \Lambda \longrightarrow \text{silt} \Lambda \]

\[ \text{tilt}_{R/a}^* \Lambda/a\Lambda \longrightarrow \text{tilt} \Lambda/a\Lambda \longrightarrow \text{silt} \Lambda/a\Lambda \]

where the map \(f_s\) is an isomorphism of posets and the set \(\text{tilt}^{R/a} \Lambda\) can be defined as the set of isomorphism classes of basic tilting complexes \(T^*\) of the ring \(\Lambda\) such that \(\text{Hom}_{D(\Lambda/a\Lambda)}(T^*, T^*[-1]) = 0\).

Any order over a complete local equicharacteristic Cohen–Macaulay ring gives rise to setup (S1a). The conditions in (S1b) are motivated by the representation theory of finite groups. At last, any non-commutative complete intersection such as the quotient of a Noetherian algebra by a central regular element leads to situation (S2). The conclusions of Theorem A are also true under more general conditions which unify the three setups above (Theorem 6.5).

The main purpose of Theorem A is to reduce questions about the silting theory of a family of algebras to one particular case with easier representation theory. In case (S1a), we may vary the proper ideal \(a\). This results in a family of quotients with the same silting theory although any two quotients are usually not derived equivalent. In particular, if \(R\) is the ring \(k[[x]]\) of formal power series, varying the ideal \(a\) yields an isomorphism of posets

\[ \text{silt} \Lambda/x^m\Lambda \longrightarrow \text{silt} \Lambda/x\Lambda \]

for any power \(m \in \mathbb{N}\). Such a phenomenon of multiplicity independence was previously observed in the silting theory of Brauer graph algebras \cite{AAC18}, \cite{Ei21}.

The absence of a bijection between the sets \(\text{silt} \Lambda\) and \(\text{silt} \Lambda/a\Lambda\), as well as the proofs of the main results, suggest that silting complexes are well-behaved generators which can be more convenient to work with than tilting complexes.

The methods to prove Theorem A and their applications yield the following results which might be interesting on their own.

(1) The functor \(F\) preserves and reflects certain natural relations \(\geq\) and \(\perp\) of perfect complexes (see Proposition 3.3).
(2) Any perfect complex $P^\cdot$ of the quotient $\Lambda/\mathfrak{a}\Lambda$ which does not have second self-extensions lifts to a perfect complex of $\Lambda$ in case $R$ is normally flat along the ideal $\mathfrak{a}$ (Proposition 4.11).

(3) In each of the three setups the functor $F$ reflects the tilting property of a perfect complex. This can be explained invoking Tor-rigidity of $R/\mathfrak{a}$ as an $R$-module in each case (see Proposition 6.4).

(4) The question whether the endomorphism ring of a tilting complex $T^\cdot$ of an $R$-free Noetherian algebra $\Lambda$ is also free over the ring $R$ can be reduced to the computation of a finite-dimensional morphism space (Proposition 6.18).

(5) If $\Lambda$ is free as an $R$-module, each of its silting complexes $L^\cdot$ may be viewed as the completion obtained from a family of silting complexes $(L^\cdot_n)_{n\in\mathbb{N}}$ over certain finite-dimensional quotients $\Lambda_n$ (see Corollary 6.22).

(6) Parts of Theorem A extend to several setups in which $R$ is neither complete nor local and the $R$-algebra $\Gamma$ is not a quotient of $R$ (see Subsection 7.3). These extensions yield a close relationship between silting subcategories of a Noetherian $R$-projective algebra $\Lambda$ to those of a family of certain finite-dimensional algebras $(\Lambda_{p,n})_{p\in\text{Spec } R}$, which is stated rigorously in Theorem 7.22.

The proof of Theorem A develops some ideas by Rickard from [Ri91a, Ri91b]. The proof that $F$ reflects silting complexes is based on dg-categorical arguments due to Keller [Ke19]. Recent work by Nasseh, Ono and Yoshino [NOY21] inspired one of the main ideas to lift complexes in a setup including (S1a).

The results above are also related to several, more recent investigations of the behavior of silting complexes under base-change by Eisele [Ei21], and Iyama and Kimura [IK20]. In the context of commutative dg-algebras, lifting problems have been studied by Nasseh and Sather-Wagstaff [NS13], Ono and Yoshino [OY21] and Nasseh, Ono and Yoshino [NOY21]. The results above recover special cases of bijections of two-term silting complexes, which were established by Eisele, Janssens and Raedschelders [EJR18] and Kimura [Ki20]. Further connections to these works are discussed in the course of the paper.

In forthcoming work, we will focus on compatibility of silting embeddings with mutation, silting bijections for complexes of fixed length and their variations for quotients of Noetherian algebras by a normal regular element.

In the beginning of this paper (Subsections 1.1–1.3), we fix the general setup and recall all notions which are relevant to state the main results. The latter are gathered in Section 6. In Subsection 1.4 we sketch the proof of the silting bijection and describe the other parts of the paper.
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1. Main setup and recall of silting theory

The goal of the first part of this section is to fix the central assumptions and to recall all relevant notions to state the main results of this paper.

1.1. Main setup. Until Section 6 we assume the following setup.

Setup 1.1. Let $R, \Lambda, \overline{R}$ and $S$ be rings satisfying the following conditions:

- The ring $\Lambda$ is a Noetherian $R$-algebra, that is, the ring $R$ is a commutative Noetherian ring and $\Lambda$ is finitely generated as $R$-module.
- Moreover, we assume that the ring $R$ is local and complete with respect to its unique maximal ideal $m$.
- Let $\overline{R} := R/\mathfrak{a}$ be the quotient ring by a proper ideal $\mathfrak{a}$ of $R$ such that the $R$-modules $\Lambda$ and $\overline{R}$ are Tor-independent which means that

\[ \text{Tor}_n^R(\Lambda, \overline{R}) = 0, \text{ that is, } \text{Tor}_n^R(\Lambda, \overline{R}) = 0 \text{ for any integer } n > 0. \]  

- For later technical reasons, we assume that $\overline{R}$ is also an $S$-algebra over another commutative ring $S$.

In the following we abbreviate the tensor product $\otimes_R$ with $\otimes$ and set $\overline{\Lambda} := \overline{\Lambda}/\mathfrak{a}\Lambda$. The above data gives rise to a commutative diagram of rings and a functor

\[
\begin{array}{ccc}
R & \xrightarrow{\varepsilon} & \Lambda \\
\downarrow & & \downarrow \\
\overline{R} & \rightarrow & \overline{\Lambda} \\
\downarrow & & \downarrow \\
S & \rightarrow & \Lambda \otimes_R \overline{R} \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{D}^+ (\text{mod } \Lambda) & \xrightarrow{F} & \text{M}^* \\
\downarrow & & \downarrow \\
\text{D}^+ (\text{mod } \overline{\Lambda}) & \rightarrow & \text{M}^* := \text{M}^* \otimes_{\Lambda} \overline{\Lambda}.
\end{array}
\]
By the definition of an $R$-algebra the image of the map $\phi$ lies in the center of the ring $\Lambda$. In particular, $\overline{\Lambda}$ is the quotient of $\Lambda$ by a two-sided ideal which is generated by central elements.

**Remark 1.2.** Condition (⋆) is satisfied in the following cases.

(S1) The Noetherian $R$-algebra $\Lambda$ is free as an $R$-module.

(S2) The ideal $\mathfrak{a}$ is generated by a sequence $\mathfrak{x}$ which is $R$- and $\Lambda$-regular.

More precisely, if the ideal $\mathfrak{a}$ is generated by an $R$-regular sequence $\mathfrak{x}$, then the Koszul homology $H_n(\mathfrak{x}, \Lambda)$ can be identified with $Tor^R_n(\Lambda, \overline{\mathfrak{x}})$ for any integer $n > 0$, and the equivalences

$$\mathfrak{x} \text{ is } \Lambda\text{-regular} \iff Tor^1_1(\Lambda, \overline{\mathfrak{x}}) = 0 \iff Tor^R_1(\Lambda, \overline{\mathfrak{x}}) = 0$$

are true. We refer to [BH93, Corollaries 1.6.14 and 1.6.19] for more details.

In setup (S2) we will call $\overline{\Lambda}$ a complete intersection. This is motivated by existing terminology in case the $R$-algebra $\Lambda$ is commutative.

**Example 1.3.** Let $k$ be a field and $(Q, I)$ the quiver of the preprojective algebra of affine type $A_2$ which is shown on the left.

Let $R$ denote the ring of formal power series $k[[x_1, x_2]]$ and $\Lambda$ the completion of the path algebra $kQ/I$ with respect to its arrow ideal. For any integers $m_a, m_b > 0$ it can be shown that the morphism $R \longrightarrow \overline{\Lambda}$ given by $x_1 \longmapsto \sum_{i=1}^3 b_i a_i$ and $x_2 \longmapsto (a_3 a_2 a_1)^{m_a} - (b_1 b_2 b_3)^{m_b} + (a_1 a_3 a_2)^{m_a} - (b_2 b_3 b_1)^{m_b} + (a_2 a_1 a_3)^{m_a} - (b_3 b_1 b_2)^{m_b}$ endows the ring $\Lambda$ with the structure of a Noetherian $R$-free algebra.

The quotient algebra $\overline{\Lambda}^{x_1} := \Lambda/x_1 \Lambda$ is isomorphic to the arrow ideal completion of the path algebra of the gentle quiver $(Q, I)^{x_1}$ shown on the right.

The quiver of the finite-dimensional $k$-algebra $\overline{\Lambda}^{(m_a, m_b)} := \Lambda/(x_1, x_2) \Lambda$ is given by the latter together with the relations

$$(a_3 a_2 a_1)^{m_a} = (b_1 b_2 b_3)^{m_b} \quad (a_1 a_3 a_2)^{m_a} = (b_2 b_3 b_1)^{m_b} \quad (a_2 a_1 a_3)^{m_a} = (b_3 b_1 b_2)^{m_b}.$$

In different terms, $\overline{\Lambda}^{x_1}$ is a ribbon graph order and $\overline{\Lambda}^{(m_a, m_b)}$ is the Brauer graph algebra associated to the Brauer graph

$$m_a \overset{\_}{\longrightarrow} \overset{\_}{\longrightarrow} m_b.$$

We will apply our main result to the algebra $\Lambda$ and its quotients in Subsection 6.4.
1.2. Recall on Krull-Remak-Schmidt categories. We recall a few notions on Krull-Remak-Schmidt categories, which can be found for example in [Kr14, Section 4].

A ring $A$ is local if the sum of any two non-units from $A$ is not a unit. The ring $A$ is semiperfect if there is a decomposition $1_A = e_1 + \ldots + e_n$ into mutually orthogonal idempotents of $A$ such that each ring $e_iAe_i$ is local. By [Kr14, Corollary 4.4], a Krull-Remak-Schmidt category can be defined as an additive category $\mathcal{A}$ such that the endomorphism ring of any object from $\mathcal{A}$ is semiperfect and $\mathcal{A}$ is idempotent-complete, that is, any idempotent endomorphism in $\mathcal{A}$ has a kernel.

Any object of a Krull-Remak-Schmidt category $\mathcal{A}$ is isomorphic to a direct sum of finitely many indecomposable objects. Such a decomposition is unique up to permutation and isomorphism of the indecomposable summands. An object in $\mathcal{A}$ is basic if it does not have isomorphic indecomposable summands.

The main motivation to assume that $\Lambda$ is a Noetherian $R$-algebra over a complete local ring $R$ is the following.

**Proposition 1.4.** The category $\text{per} \Lambda$ has the Krull-Remak-Schmidt property and any of its morphisms spaces is a finitely generated $R$-module.

**Proof.** For any objects $L^*, M^* \in \mathcal{T} := \text{per} \Lambda$ we may choose quasi-isomorphic objects $P^*, Q^* \in \mathcal{K}^b(\text{proj} \Lambda)$ to argue that $\text{Hom}_\mathcal{T}(L^*, M^*)$ is isomorphic to a subquotient $\text{Hom}_{\mathcal{K}^b(\text{proj} \Lambda)}(P^*, Q^*)$ of the finitely generated $R$-module $\bigoplus_{i \in \mathbb{Z}} \text{Hom}_R(P^i, Q^i)$.

In particular, the $R$-algebra $\text{End}_\mathcal{T}(L^*)$ is Noetherian, and thus a semiperfect ring by [Lam01, (23.3)]. The perfect derived category of any ring is known to be idempotent-complete by [BN93, Proposition 3.4]. □

Similarly, the category $\text{per} \overline{\Lambda}$ of the Noetherian $\overline{R}$-algebra $\overline{\Lambda}$ has the Krull-Remak-Schmidt property and morphisms spaces are finitely generated $\overline{R}$-modules.

1.3. Recall of silting and tilting complexes. Next, we recall a result on silting complexes by Aihara and Iyama [AI12] and a brief version of Rickard’s derived Morita theorem [Ri89]. For this, we introduce three relations on pairs of complexes.

**Notation 1.5.** Throughout this paper, for any complexes $L^*, M^* \in \text{D}(\Lambda)$ we set

\[
L^* \geq M^* \quad \text{if} \quad \text{Hom}_{\text{D}(\Lambda)}(L^*, M^*[i]) = 0 \quad \text{for any integer} \quad i > 0,
\]

\[
L^* \geq M^* \quad \text{if} \quad \text{Hom}_{\text{D}(\Lambda)}(L^*, M^*[i]) = 0 \quad \text{for any integer} \quad i \neq 0,
\]

\[
L^* \perp M^* \quad \text{if} \quad \text{Hom}_{\text{D}(\Lambda)}(L^*, M^*[i]) = 0 \quad \text{for any integer} \quad i.
\]

Although this notation might suggest otherwise, usually none of these relations defines a partial order on objects in $\text{D}(\Lambda)$ or their isomorphism classes.

Let $L^*$ be a perfect complex of $\Lambda$. We denote by $\langle L^* \rangle$ the smallest strictly full subcategory of $\text{D}(\Lambda)$ which contains $L^*$ and which is closed under cones, shifts and direct summands. We call the complex $L^*$ a perfect generator if $\langle L^* \rangle = \text{per} \Lambda$, or, equivalently, $\Lambda \in \langle L^* \rangle$. The complex $L^*$ of $\Lambda$ is called presilting if $L^* \geq L^*$, pretilting\(^1\) if even $L^* \geq L^*$, silting if it is presilting and generates $\text{per} \Lambda$, and tilting if it is a pretilting generator of $\text{per} \Lambda$.

**Notation 1.6.** We denote by $\text{silt} \Lambda$ the set of isomorphism classes of basic silting complexes of the Krull-Remak-Schmidt category $\text{per} \Lambda$. For any complex $L^* \in \text{per} \Lambda$

\(^1\)The term ‘pretilting’ does not belong to standard terminology in the literature but will be convenient for abbreviation in this paper.
we denote by $|L^*|$ the number of isomorphism classes of its indecomposable sum-
mmands.

Silting complexes are distinguished by the following results.

**Theorem 1.7** (Aihara and Iyama [AI12, Theorems 2.11, 2.35]). The following
statements hold.

1. The relation $\geq$ defines a partial order on the set $\text{silt } \Lambda$.
2. For any complex $L^* \in \text{silt } \Lambda$ it holds that $|L^*| = |\Lambda|$.
3. For any non-zero direct summand $X^*$ of a complex $L^* \in \text{silt } \Lambda$ there is a complex
   $\mu_X^+(L^*) \in \text{silt } \Lambda$, the right mutation of $L^*$ at $X^*$, such that $L^* \not\cong \mu_X^+(L^*)$ and
   $L^* \geq \mu_X^+(L^*) \geq L^*[1]$.

There is dual notion of left mutation. Silting complexes might be viewed as an
indirect means to study tilting complexes. The study of the latter can be motivated
by a well-known result due to Rickard.

**Theorem 1.8** (Rickard [Ri89]). The ring $\Lambda$ is derived equivalent to another ring
$A$ if and only if there is a tilting complex $T^*$ of $\Lambda$ such that
$\text{End}_{D(\Lambda)}(T^*) \cong A$.

Since $\Lambda$ is a Noetherian $R$-algebra, so is its derived equivalent ring $A$. Moreover,
any derived equivalence induces an isomorphism of posets

$$\text{silt } \Lambda \xrightarrow{\sim} \text{silt } \Lambda$$

The notions and statements of this subsection apply to the quotient $\overline{\Lambda}$ as well.

One of the main goals of this paper is to establish a well-defined isomorphism of posets

$$(1.9) \quad f_s : \text{silt } \Lambda \xrightarrow{\sim} \text{silt } \overline{\Lambda}$$

in both setups of Remark 1.2, that is, if $\Lambda$ is free over $R$ or if $\overline{\Lambda}$ a complete inter-
section. At this point, the reader might jump to the main results of this paper and
their applications in Section 6.

**1.4. Basic approach and structure of the paper.** In this subsection, we sketch
the arguments to establish the silting bijection (1.9). The main problem is that the
functor

$$F : D^-(\text{mod } \Lambda) \longrightarrow D^-(\text{mod } \overline{\Lambda}), \quad M^* \longmapsto M^* \otimes_{\Lambda} \overline{\Lambda}$$

does not usually induce an injective or surjective map on isomorphism classes of objects. We address the issue of injectivity for silting complexes in the first three steps.

1. Let $L^* \in \text{per } \Lambda$ and $M^* \in D^-(\text{mod } \Lambda)$ be given by complexes of finitely generated
   projective $\Lambda$-modules. The three relations between $L^*$ and $M^*$ from Notation 1.5
   translate directly into cohomological vanishing conditions of the complex $K^* := \text{Hom}_{\Lambda}(L^*, M^*)$ of $R$-modules. The same turns out to be true for the pairs of
   complexes $\overline{L}$ and $\overline{M}$ and the complex $K^* \otimes R$.

2. Applying the K"unneth trick together with Nakayama’s Lemma to the complex
   $K^*$ of $R$-modules yields the implications

   $H^+(K^*) = 0 \iff H^+(K^* \otimes R) = 0 \implies H^0(K^*) \longrightarrow H^0(K^* \otimes R)$

   $H^*(K^*) = 0 \iff H^*(K^* \otimes R) = 0$.
Using the translations in (1) it follows that
\[
L^* \geq M^* \iff \overline{L^*} \geq \overline{M^*} \Rightarrow \hom_{D(\Lambda)}(L^*, M^*) \to \hom_{D(\overline{\Lambda})}(\overline{L^*}, \overline{M^*})
\]
\[
L^* \perp M^* \iff \overline{L^*} \perp \overline{M^*}.
\]
These “key implications” for the functor \(F\) allow to deduce that the map \(f_s\) is a well-defined injective embedding of posets by purely categorical arguments.

The approach above is based on [Ri91a, Proof of Theorem 2.1]. It remains to show surjectivity of the map \(f_s\).

Next, we need to lift a given silting complex \(P^*\) of \(\overline{\Lambda}\) to a perfect complex \(L^*\) of \(\Lambda\) under \(F\). For this, we extend techniques developed by Eisenbud, Rickard and Yoshino in order to show that the complex \(P^*\) has such a lift if
\[
\hom_{D(\overline{\Lambda})}(P^*, \alpha_n(P^*)[2]) = 0 \text{ for any integer } n > 0
\]
where \(\alpha_n(P^*)\) might be viewed as a twist of \(P^*\) with the \(R\)-module \(a^n/a^{n+1}\).

If each of the latter \(R\)-modules is free, these twists are trivial and \(P^*\) lifts immediately. Under a more general condition satisfied in each of the setups of Remark 1.2, we show that \(P^* \geq P^*[1]\) implies \(P^* \geq \alpha_n(P^*)[1]\). In this way, we obtain that any silting complex \(P^*\) has a presilting lift \(L^*\).

Using arguments by Keller on differential graded categories and an approach by Rickard it can be shown that the presilting complex \(L^*\) is a perfect generator if and only if \(L^* \not\perp M^*\) for any non-zero object \(M^* \in D^-(\mod \Lambda)\).

The last condition follows from the fact that \(\overline{L^*} \not\perp N^*\) for any non-zero object \(N^* \in D^-(\mod \overline{\Lambda})\). Therefore, the lift \(L^*\) of the silting complex \(P^*\) is silting and the map \(f_s\) is surjective.

In summary, this shows that the map \(f_s\) is an isomorphism of posets.

We will say that the silting property is ascent if the functor \(F\) preserves silting complexes, and that it is descent if any perfect complex \(L^*\) of \(\Lambda\) such that \(\overline{L^*}\) is silting is itself silting.

The first step is carried out in the next subsection. The remaining five steps correspond to the next five sections of this paper. The first three steps can be carried out in a more general situation than Setup 1.1 which leads to silting embeddings and descent results in Section 7. The sections of this paper depend on each other essentially as follows.

1.5. Translations to Hom–complexes. Let \(L^*, M^*\) be complexes of modules over the ring \(\Lambda\). We recall the definition of the Hom–complex
\[
K^* := \hom_{\Lambda}(L^*, M^*).
\]
Namely, at each degree \( i \in \mathbb{Z} \) it is given by
\[
d^i_K : K^i := \prod_{j \in \mathbb{Z}} \text{Hom}_\Lambda(L^j, M^{i+j}) \longrightarrow K^{i+1} := \prod_{j \in \mathbb{Z}} \text{Hom}_\Lambda(L^j, M^{i+j+1})
\]
\[
(\phi^{ij})_{j \in \mathbb{Z}} \longmapsto (\phi^{i,j+1} d^j_L - d^j_{M^i}[i] \phi^{ij})_{j \in \mathbb{Z}}
\]

The main feature of the complex \( K^\bullet \) is that for any integer \( i \in \mathbb{Z} \) there is an equality
\[
H^i(K^\bullet) = \text{Hom}_{K(\Lambda)}(L^i, M^i[i]).
\]

In the following for a set \( I \) we denote by \( \Lambda^I \) the coproduct \( \bigoplus_{i \in I} \Lambda \).

**Remark 1.11.** Let \( P \) and \( Q \) be projective \( \Lambda \)-modules. Then there is a retraction \( \pi : \Lambda^I \to P \) and a section \( \iota : Q \to \Lambda^J \) of \( \Lambda \)-modules for some index sets \( I \) and \( J \). These maps give rise to a section of \( R \)-modules
\[
\text{Hom}_\Lambda(P, Q) \xrightarrow{\alpha} \text{Hom}_\Lambda(\Lambda^I, \Lambda^J) \cong \prod_{i \in I} \Lambda^J,
\]
\[
\phi \xrightarrow{\alpha} \iota \phi \pi.
\]

In particular, for any complexes \( P^\bullet \in K^b(\text{proj} \Lambda) \) and \( Q^\bullet \in K^- (\text{proj} \Lambda) \) it follows that \( \text{Hom}_\Lambda^\bullet (P^\bullet, Q^\bullet) \in K^- (\text{add} \, \Lambda_R) \), where \( \Lambda_R \) denotes \( \Lambda \) viewed as an \( R \)-module.

The next lemma shows that taking \( \text{Hom} \)–complexes commutes with the tensor product with the \( R \)-algebra \( \overline{R} \). It is a variation of an observation due to Rickard [Ri91a, Proof of Theorem 2.1]. A closely related statement was obtained also by Iyama and Kimura [IK20, Lemma 2.15].

**Lemma 1.13.** Let \( P^\bullet, Q^\bullet \in K(\text{Proj} \Lambda) \). Then there is an isomorphism of complexes of \( S \)-modules
\[
\xi : \text{Hom}_\Lambda^\bullet (P^\bullet, Q^\bullet) \otimes \overline{R} \xrightarrow{\sim} \text{Hom}_\Lambda^\bullet (P^\bullet \otimes \overline{R}, Q^\bullet \otimes \overline{R}),
\]
\[
\phi^{ij} \otimes a \longmapsto \phi^{ij} \otimes (\lambda_a : x \mapsto ax)
\]

**Proof.** It can be verified that the morphism \( \xi \) commutes with the differentials of complexes in (1.14). Therefore, we need only to show the corresponding claim for projective \( \Lambda \)-modules \( P \) and \( Q \). The \( R \)-linear section \( \alpha \) from (1.12) appears in the commutative diagram of \( S \)-modules
\[
\text{Hom}_\Lambda(P, Q) \otimes \overline{R} \xrightarrow{\alpha \otimes \text{id}} \text{Hom}_\Lambda(\Lambda^I, \Lambda^J) \otimes \overline{R} \xrightarrow{\sim} \left( \prod_{i \in I} \Lambda^J \right) \otimes \overline{R}
\]
\[
\text{Hom}_\Lambda(P \otimes \overline{R}, Q \otimes \overline{R}) \xrightarrow{\beta} \text{Hom}_\Lambda(\Lambda^I \otimes \overline{R}, \Lambda^J \otimes \overline{R}) \xrightarrow{\sim} \prod_{i \in I} (\Lambda^J \otimes \overline{R}),
\]
where the map \( \beta \) is a section given by \( \varphi \mapsto (i \otimes \text{id}) \varphi (\pi \otimes \text{id}) \), the maps \( \xi_1 \) and \( \xi_2 \) by the same rule as in (1.14) and the remaining maps are certain natural choices.

Since the \( R \)-module \( \overline{R} \) is finitely presented, the map \( \psi \), and thus the maps \( \xi_2 \) and \( \xi_1 \) are isomorphisms. This implies the claim. \( \square \)

**Notation 1.15.** Throughout this paper, for any complex \( K^\bullet \) we denote
\[
H^i(K^\bullet) = 0 \text{ if } H^i(K^\bullet) = 0 \text{ for any integer } i > 0,
\]
\[
H^i(K^\bullet) = 0 \text{ if } H^i(K^\bullet) = 0 \text{ for any integer } i \neq 0,
\]
\[
H^i(K^\bullet) = 0 \text{ if } H^i(K^\bullet) = 0 \text{ for any integer } i.
\]

The next lemma translates the three relations from Notation 1.5 of a pair of complexes into cohomological properties of their \( \text{Hom} \)-complex.
Lemma 1.16. Let $L^\bullet \in \text{per} \Lambda$ and $M^\bullet \in \text{D}^-(\text{mod} \Lambda)$. Let $P^\bullet \in \text{K}^b(\text{proj} \Lambda)$ and $Q^\bullet \in \text{K}^-(\text{proj} \Lambda)$ be complexes quasi-isomorphic to $L^\bullet$ and $M^\bullet$, respectively. Set $K^\bullet := \text{Hom}_\Lambda^\bullet(P^\bullet, Q^\bullet)$. Then the following statements hold.

(1) In Notations 1.5 and 1.15, the following equivalences hold.

\[
\begin{align*}
L^\bullet &\geq M^\bullet \iff \text{H}^+(K^\bullet) = 0, \\
L^\bullet &\succeq M^\bullet \iff \text{H}^2(K^\bullet) = 0, \\
L^\bullet &\perp M^\bullet \iff \text{H}^*(K^\bullet) = 0.
\end{align*}
\]

(2) There is a commutative diagram of $R$-modules

\[
\begin{array}{ccc}
\text{H}^0(K^\bullet) & \xrightarrow{\eta} & \text{H}^0(K^\bullet \otimes R) \\
\downarrow \downarrow & & \downarrow \downarrow \\
\text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet) & \xrightarrow{\kappa} & \text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet \otimes R) \\
\downarrow \downarrow & & \downarrow \downarrow \\
\text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet) & \xrightarrow{\gamma} & \text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet \otimes R)
\end{array}
\]

where $\eta$ denotes the unit map and $\kappa$ the Künneth map given by $x \otimes y \mapsto x \otimes y$.

(3) If $L^\bullet = M^\bullet$, the map $\gamma$ defines a morphism of $S$-algebras

\[\text{End}_{D(\Lambda)}(L^\bullet) \otimes R \to \text{End}_{D(\Lambda)}(L^\bullet).\]

(4) The complex $K^\bullet$ is right-bounded and satisfies $\text{Tor}^R_+(K^\bullet, R) = 0$, that is,

\[\text{Tor}^R_n(K^\bullet, R) = 0 \text{ for any integers } n > 0, i \in \mathbb{Z}.
\]

Moreover, $\text{H}^i(K^\bullet)$ is a finitely generated $R$-module for any integer $i \in \mathbb{Z}$.

Proof. (1) For any integer $i \in \mathbb{Z}$ (1.10) and (1.14) yield the isomorphisms

\[\text{H}^i(K^\bullet) \cong \text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet[i]) \quad \text{and} \quad \text{H}^i(K^\bullet \otimes R) \cong \text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet \otimes R[i]).\]

This yields the equivalences in (1).

(2) There is an equivalence $E_\Lambda : \text{K}^- (\text{Proj} \Lambda) \sim \text{D}^- (\text{Mod} \Lambda)$ of categories which acts as identity on objects, and a similar equivalence $E_{\overline{\Lambda}}$ for the ring $\overline{\Lambda}$.

Let us denote $T := - \otimes \overline{R} : \text{K}^- (\text{proj} \Lambda) \sim \text{K}^- (\text{proj} \overline{\Lambda})$. We are going to construct a commutative diagram of $R$-modules

\[
\begin{array}{ccc}
\text{Hom}_{K(\Lambda)}(P^\bullet, Q^\bullet) \otimes R & \xrightarrow{\kappa} & \text{H}^0(K^\bullet \otimes R) \\
\downarrow \downarrow & & \downarrow \downarrow \\
\text{Hom}_{K(\Lambda)}(P^\bullet, Q^\bullet) & \xrightarrow{\alpha \otimes \text{id}} & \text{Hom}_{K(\Lambda)}(P^\bullet \otimes R, Q^\bullet \otimes R) \\
\downarrow \downarrow & & \downarrow \downarrow \\
\text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet) & \xrightarrow{\gamma} & \text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet \otimes R) \\
\downarrow \downarrow & & \downarrow \downarrow \\
\text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet) & \xrightarrow{F} & \text{Hom}_{D(\Lambda)}(L^\bullet, M^\bullet \otimes R)
\end{array}
\]
It is straightforward to check that the composition $H^0(\xi) \cdot \kappa \cdot \eta$ maps a homotopy class $[\phi] : P^* \to Q^*$ to the homotopy class $T([\phi])$. The isomorphism $\alpha$ on the left is given by a certain conjugation with the isomorphisms $E_\Lambda(P^*) \cong L^*$ and $E_\Lambda(Q^*) \cong M^*$ in $D^-(\text{Mod } \Lambda)$.

By definition of the derived functor $F$ there is a natural isomorphism $E_{\Lambda^0} T \cong F \circ E_\Lambda$ which implies the existence of an $S$-linear isomorphism $\beta$ making the front square commutative. Set $\gamma := \beta \cdot H^0(\xi) \cdot \kappa \cdot (\alpha \otimes \text{id})^{-1}$. Then all morphisms in the diagram above commute and we obtain diagram (1.17) setting $\xi' := \beta \cdot H^0(\xi)$.

(3) In case $L^* = M^*$, it can be verified that the $S$-linear maps $\beta$, $H^0(\xi) \cdot \kappa$ and $\alpha \otimes \text{id}$ are ring morphisms. Thus, the map $\gamma$ is an $S$-algebra morphism.

(4) In the notations above, it holds that $K^* \in K^-(\text{add } A_R)$ by Remark 1.11. Since $\text{Tor}^+_R(\Lambda, \mathcal{R}) = 0$ and $\Lambda_R \in \text{mod } R$ are assumptions of Setup 1.1, it follows that $\text{Tor}^+_R(K^*, \mathcal{R}) = 0$ and $H^i(K^*) \in \text{mod } R$ for any $i \in \mathbb{Z}$. □

2. Vanishing of cohomology under change of rings

In this section we use a few basic facts on spectral sequences in order to show that a certain complex $K^*$ of $R$-modules like the one in Lemma 1.16 satisfies the implications

$$H^+(K^*) = 0 \iff H^+(K^* \otimes \mathcal{R}) = 0, \quad H^\pm(K^*) = 0 \implies H^\pm(K^* \otimes \mathcal{R}) = 0.$$ 

More precisely, the first equivalence is a consequence of the so-called Künneth trick which is recovered using a variant of the Künneth spectral sequence $E^2_{pq}$ in Subsection 2.2. In [Ri91a] Rickard deduced the implication on the right from the fact that the vanishing $E^2_{pq} = 0$ at all lattice points $p, q \in \mathbb{Z}$ with $(p, q) \neq (0, 0)$ implies vanishing of the limit term $E_i = 0$ for any integer $i \neq 0$. Subsection 2.1 provides a converse of this statement for certain spectral sequences, which makes the implication on the right into an equivalence. In the last subsection, we describe a refinement of the latter equivalence.

2.1. Reverse vanishing for spectral sequences. Throughout this subsection, we consider a convergent homological spectral sequence

$$E^2_{pq} \Rightarrow E_{p+q}$$

of objects in an abelian category. We assume that the spectral sequence $E^2_{pq}$ lies in the first quadrant, that is, $E^2_{pq} = 0$ for any $p, q \in \mathbb{Z}$ such that $p < 0$ or $q < 0$.

We will need only a few basic facts about spectral sequences in the following, which are collected in the next remark.

Remark 2.1. For each integer $r \geq 2$ the spectral sequence has an $r$-th page which is given by objects $(E^r_{pq})_{p,q \in \mathbb{Z}}$ with certain differentials $d^r_{pq} : E^r_{pq} \to E^r_{p-r,q+r-1}$, whose explicit form will not be relevant. Taking homology at each lattice point $(p, q) \in \mathbb{Z}^2$ on page $r$ yields the entry $E^{r+1}_{pq}$ of the next page.

Since the spectral sequence converges, each lattice point $(p, q) \in \mathbb{Z}^2$ admits a number $r := r(p, q) \geq 2$ such that $d^s_{pq} = 0$ and $E^s_{pq}$ is isomorphic to a subquotient $E^\infty_{pq}$ of the limit object $E_{p+q}$ for any number $s \geq r$.

Vice versa, for each integer $i \in \mathbb{Z}$ the limit object $E_i$ has a countably indexed filtration whose subquotients can be identified with the objects $(E^\infty_{p,i-p})_{p \in \mathbb{Z}}$.

Since $E^2_{pq}$ lies in the first quadrant, it follows that $E_i = 0$ for any integer $i < 0$. 
Notation 2.2. We will write

- $E^2_{p+} = 0$ if $E^2_{pq} = 0$ for any integer $q > 0$, that is, $E^2_{pq}$ collapses on the $p$-axis;
- $E^2_{+0} = 0$ if $E^2_{p0} = 0$ for any integer $p > 0$, so $E^2_{pq}$ vanishes on the positive $p$-axis;
- $E^2_{+} = 0$ if $E^2_{n0} = 0$ for any integer $n > 0$, thus only $E_0$ may not vanish.

The second statement below is our starting point for a reverse vanishing result.

Lemma 2.3. In the setup above, the following statements hold.

1. Assume that $E^2_{p+} = 0$. Then there is an isomorphism $E^2_{pq} \cong E_p$ for any integer $p \in \mathbb{Z}$, and thus $E^2_{+0} = 0$ is equivalent to $E^2_{+} = 0$.

2. If $E_1 = 0$, then $E^2_{10} = 0$.

Proof. (1) If $E^2_{p+} = 0$, then each differential $d^r_{pq}$ on any page $r \geq 2$ is zero.

(2) Since $E^2_{pq}$ is zero outside the first quadrant, on any page $r \geq 2$ we obtain

$$E^r_{1+r,1-r} = 0 \xrightarrow{d^r_{1+r,1-r}} E^r_{10} \xrightarrow{d^r_{10}} E^r_{1-r,r-1} = 0.$$ 

This shows that $E^2_{10}$ is isomorphic to a subquotient of $E_1 = 0$.

To obtain stronger results, we impose conditions on the spectral sequence $E^2_{pq}$ of the type that "vanishing at a particular lattice point $(p,q)$ implies vanishing of all entries right from $(p,q)$ in the same row."

Proposition 2.4. In the setup above, the following statements hold.

1. Assume that the spectral sequence $E^2_{pq}$ has the property

   (R1) If $E^2_{pq} = 0$ for an integer $q > 0$, then $E^2_{pq} = 0$ for any integer $p > 0$.

   Then any two of the conditions $E^2_{p+} = 0$, $E^2_{+0} = 0$, $E^2_{+} = 0$ imply the third one.

2. Assume that $E^2_{pq}$ satisfies (R1) and the property

   (R2) If $E^2_{10} = 0$, then $E^2_{+0} = 0$.

   Then $E^2_{p+} = E^2_{+0} = 0$ is equivalent to $E^2_{+} = 0$.

Proof. Assume that $E^2_{pq}$ satisfies (R1). Because of Lemma 2.3 (1) it is sufficient to show the implication "$E^2_{+0} = E^2_{+} = 0 \Rightarrow E^2_{p+} = 0$" for the first claim, and "$E^2_{+} = 0 \Rightarrow E^2_{+0} = 0$" assuming (R2) for the second.

1. Assume that $E^2_{+0} = E^2_{+} = 0$. We show that $E^2_{pq} = 0$ for any integers $p \geq 0$ and $m \geq q \geq 0$ with $(p,q) \neq (0,0)$ by induction on $m \geq 0$.

   - $m = 0$. It holds that $E^2_{p0} = 0$ for any $p \neq 0$ by the assumptions.
   - $m \to m + 1$. Assume that the claim is true for an integer $m \geq 0$. The homology at lattice point $(0,m+1)$ on any page $r \geq 2$ is computed via the differentials

   $$E^r_{r,m-r+2} = 0 \xrightarrow{d^r_{r,m-r+2}} E^r_{0,m+1} \xrightarrow{d^r_{0,m+1}} E^{-r}_{-r,m+r} = 0.$$ 

   This implies that $E^2_{0,m+1} \cong E^\infty_{0,m+1}$, which is zero since $E_{m+1} = 0$. Using property (R1) it follows that $E^2_{p,m+1} = 0$ for any $p > 0$.

   This shows that $E^2_{pq} = 0$ at any lattice point $(p,q) \neq (0,0)$. Thus, $E^2_{p+} = 0$.

2. Assume that $E^2_{pq}$ has property (R2) as well, and that $E^2_{+} = 0$. Then $E^2_{+0} = 0$. If $E^2_{+} = 0$, and Lemma 2.3 (2) yields $E^2_{10} = 0$. Property (R2) implies that $E^2_{+0} = 0$. □

The last statement allows to deduce vanishing properties of a certain spectral sequence from vanishing of its limit objects.
2.2. The Kähler spectral sequence. In this subsection, we fix a complex $K^\bullet$ of the following form.

**Setup 2.5.** Let $K^\bullet$ be any right-bounded complex of $R$-modules such that

$$\text{Tor}^R_+(K^i, \overline{R}) = 0 \quad \text{and} \quad H^i(K^\bullet) \in \text{mod} R \quad \text{for any integer } i \in \mathbb{Z}.$$

These assumptions are motivated by Lemma 1.16 (4). In particular, the complex $K^\bullet$ is adapted to the derived functor

$$\mathcal{L} \otimes_R: D^-\text{(Mod} R) \rightarrow D^-\text{(Mod} R).$$

The main tool of this subsection is the following variant of the Kähler spectral sequence [Ma67, Theorem 12.1].

**Theorem 2.6.** There is a convergent spectral sequence

$$E^2_{pq} := \text{Tor}^R_p(H^{-q}(K^\bullet), \overline{R}) \Rightarrow E^p_{q} := H^{-p-q}(K^\bullet \otimes \overline{R}).$$

**The Kähler trick.** The next statement is called the Kähler trick in [Ye99, Lemma 2.1].

**Lemma 2.8.** Let $m \in \mathbb{Z}$ be an integer such that $H^i(K^\bullet) = 0$ for any integer $i > m$. Then $H^i(K^\bullet \otimes \overline{R}) = 0$ for any integer $i > m$ and there is an isomorphism of $S$-modules

$$\kappa^m: H^m(K^\bullet) \otimes \overline{R} \overset{\sim}{\longrightarrow} H^m(K^\bullet \otimes \overline{R}).$$

**Proof.** Let $m \in \mathbb{Z}$ such that $H^i(K^\bullet) = 0$ for any $i > m$, so $H^{-q}(K^\bullet) = 0$ for any $q < -m$. Let $E^2_{pq}$ denote the spectral sequence (2.7). Then $E^2_{pq} = 0$ for any $p, q \in \mathbb{Z}$ with $p + q < -m$ or $p + q = -m$ and $p \neq 0$. This implies that $E_n = H^{-n}(K^\bullet) = 0$ for any $n < -m$ and $E^2_{0,-m} \simeq E_{-m}$. \qed

**Remark 2.10.** It can be shown that the isomorphism in (2.9) is the Kähler map which is given by

$$(x + \text{im} \, d^{m-1}) \otimes y \overset{\kappa^m}{\longrightarrow} x \otimes y + \text{im}(d^{m-1} \otimes \text{id})$$

for any $x \in \ker d^m$ and $y \in \overline{R}$.

**Proposition 2.11.** The following implications hold.

$$H^+(K^\bullet) = 0 \iff H^+(K^\bullet \otimes \overline{R}) = 0 \Rightarrow \kappa^0 \text{ is bijective,}$$

$$H^*(K^\bullet) = 0 \iff H^*(K^\bullet \otimes \overline{R}) = 0.$$
Tor-rigid pairs and complexes with a single non-vanishing cohomology. Next, we apply the observations of Subsection 2.1.

**Lemma 2.14.** Set \( A := H^0(K^*) \). The following statements hold.

1. Assume that \( H^\pm(K^*) = 0 \). Then there is an \( \mathbb{R} \)-linear isomorphism
   \[
   \text{Tor}_i^R(A, \mathbb{R}) \cong H^{-i}(K^* \otimes \mathbb{R})
   \]
   for any integer \( i \in \mathbb{Z} \), and thus \( \text{Tor}_i^R(A, \mathbb{R}) = 0 \) is equivalent to \( H^\pm(K^* \otimes \mathbb{R}) = 0 \).

2. Assume that \( H^\pm(K^* \otimes \mathbb{R}) = 0 \). Then \( \text{Tor}_1^R(A, \mathbb{R}) = 0 \).
   If, moreover, \( \text{Tor}_1^R(A, \mathbb{R}) = 0 \), then \( H^\pm(K^*) = 0 \).

**Proof.** Let \( E^2_{pq} \) be the Künneth spectral sequence (2.7).

1. If \( H^+(K^*) = 0 \), then \( E^2_{pq} \) lies in the first quadrant, and the claims follow from Lemma 2.3 (1).

2. Assume that \( H^\pm(K^* \otimes \mathbb{R}) = 0 \). Proposition 2.11 ensures that \( H^+(K^*) = 0 \).
   So \( E^2_{pq} \) is a first-quadrant sequence with \( E_+ = 0 \). Lemma 2.3 (2) states that \( E^2_{10} = 0 \).
   Assume, moreover, that \( E^2_{20} = 0 \). If \( E^2_{0q} = 0 \) for \( q \in \mathbb{Z} \), Nakayama’s Lemma implies that \( H^q(K^*) = 0 \), and thus \( E^2_{pq} = 0 \) for any \( p > 0 \). In other words, the spectral sequence \( E^2_{pq} \) has property (R1). Proposition 2.4 (1) implies that \( E^2_{p+} = 0 \). It follows that \( E^2_{0q} = H^{-q}(K^*) = 0 \) for any \( q > 0 \). \( \square \)

For any \( R \)-module \( A \), statement (1) recovers the fact that each torsion \( \text{Tor}_1^R(A, \mathbb{R}) \) can be computed using any flat resolution \( K^* \) of \( A \). Statement (2) motivates to consider the following notion from commutative algebra.

**Definition 2.15.** An \( R \)-module \( B \) is Tor-rigid if for any finitely generated \( R \)-module \( A \) the pair \( (A, B) \) is Tor-rigid, that is, for any integer \( n > 0 \) such that \( \text{Tor}_n^R(A, B) = 0 \) it follows that \( \text{Tor}_m^R(A, B) = 0 \) for any larger integer \( m \geq n \).

We will recover some well-known examples of Tor-rigidity in Corollary 4.9. For now, we note that Lemma 2.14 yields the following consequences for \( H^0 \)-complexes under change of rings.

**Corollary 2.16.** Set \( A := H^0(K^*) \). The following statements hold.

1. If \( H^\pm(K^*) = \text{Tor}_1^R(A, \mathbb{R}) = 0 \), then \( H^\pm(K^* \otimes \mathbb{R}) = 0 \).

2. The converse of the previous statement is true if \( \mathbb{R} \) is Tor-rigid as an \( R \)-module.

**Remark 2.17.** All statements of Subsection 2.2 remain valid for any right-bounded complex \( K^* \) and the quotient \( \mathbb{R} \) replaced by any \( R \)-module \( \Gamma \) such that \( \text{Tor}_i^R(K^*, \Gamma) = 0 \) and \( H^i(K^*) \otimes \Gamma = 0 \) for an integer \( i \in \mathbb{Z} \) implies that \( H^i(K^*) = 0 \).

Next, we consider a variation of the last equivalence which makes use of specific properties of the ring \( \mathbb{R} \).

### 2.3. A variant of the local criterion of flatness for resolutions.

Since \( \mathbb{R} \) is the quotient \( R/a \) of the Noetherian ring \( R \) by an ideal \( a \) contained in the Jacobson radical of \( R \), the following variant of the local criterion of flatness holds true (see [Ma89, Theorem 22.3]).
Theorem 2.18. Let $A$ be a finitely generated $R$-module such that $A \otimes \bar{R}$ is flat as an $\bar{R}$-module and $\text{Tor}^R(A, \bar{R}) = 0$. Then $A$ is a flat $R$-module. \hfill \Box

Focusing on the modules in the last theorem allows to deduce a variant of Corollary 2.16 without Tor-rigidity assumptions. We recall that the quotient ring $\bar{R}$ has also an $S$-algebra structure over a commutative ring $S$.

Proposition 2.19. Set $A := H^0(K^*)$ and $B := H^0(K^* \otimes \bar{R})$. Assume that $\bar{R}$ is flat as an $S$-module. The following statements hold.

(1) If $H^\pm(K^*) = 0$ and $A$ is $R$-flat, then $H^\pm(K^* \otimes \bar{R}) = 0$ and $B$ is $S$-flat.

(2) The converse of the previous statement is true if $\bar{R} = S$.

Proof. (1) Under the assumptions in (1) Assume that $H^\pm(K^*) = 0$ and that $A_R$ flat. Corollary 2.16 implies that $H^\pm(K^* \otimes \bar{R}) = 0$. Since $H^+(K^*) = 0$, Lemma 2.8 yields that the flat $S$-module $A \otimes \bar{R}$ is isomorphic to the $S$-module $B$.

(2) Vice versa, assume that $H^\pm(K^* \otimes \bar{R}) = 0$, $B_S$ is flat and $S = \bar{R}$, that is, $S = R/a$. Since $H^+(K^* \otimes \bar{R}) = 0$, Proposition 2.11 implies that $H^+(K^*) = 0$ and $A \otimes \bar{R} \cong B$ is a flat $\bar{R}$-module. The first part of Lemma 2.14 (2) yields that $\text{Tor}_n^R(A, \bar{R}) = 0$. Since $A \in \text{mod } R$, Theorem 2.18 implies that the $R$-module $A$ is flat. In particular, $\text{Tor}_n^R(A, \bar{R}) = 0$. Since $H^\pm(K^* \otimes \bar{R}) = 0$, Lemma 2.14 (2) yields that $H^\pm(K^*) = 0$. This shows the converse. \hfill \Box

2.4. Complexes with a single non-vanishing cohomology under change of rings. The next goal is to deduce another refinement of Corollary 2.16. We fix the following notions.

Setup 2.20. Let $A$ be any right $R$-module, $B$ an $(R, S)$-bimodule and $C$ a left $S$-module.

We recall that torsion commutes with coproducts.

Lemma 2.21. For any family $(B_i)_{i \in I}$ of right $S$-modules and any integer $m \in \mathbb{Z}$ there is an isomorphism of abelian groups

$$\text{Tor}_m^S\left(\bigoplus_{i \in I} B_i, C\right) \cong \bigoplus_{i \in I} \text{Tor}_m^S(B_i, C)$$

Proof. Let us recall that tensor products commute with colimits, and that cohomology commutes with coproducts because monomorphisms of $S$-modules are preserved by coproducts. This implies the claim. \hfill \Box

Lemma 2.22. It holds that $\text{Tor}_n^S(B, C) = 0$ if and only if $\text{Tor}_n^S(P \otimes_R B, C) = 0$ for any projective right $R$-module $P$.

Proof. Setting $P := R$ yields the ‘only if’-implication.

To show the converse, assume that there is a set $I$ and a section $\iota : P \hookrightarrow R^I := \bigoplus_{i \in I} R$ of right $R$-modules. Together with Lemma 2.21 it follows that there is a section and an isomorphism of abelian groups

$$\text{Tor}_n^S(P \otimes_R B, C) \hookrightarrow \text{Tor}_n^S\left((R^I) \otimes_R B, C\right) \cong \bigoplus_{i \in I} \text{Tor}_n^S(B, C)$$

for any $n > 0$. Therefore, $\text{Tor}_n^S(B, C) = 0$ implies that $\text{Tor}_n^S(P \otimes B, C) = 0$. \hfill \Box

The last lemma allows to reformulate a version of the Grothendieck spectral sequence [Ro09, Theorem 10.60] as follows.
Theorem 2.23. In Setup 2.20 assume that Tor$_+^S(B, C) = 0$. Then there is a convergent spectral sequence

\[(2.24) \quad E^2_{pq} := \text{Tor}^S_p(\text{Tor}^R_q(A, B), C) \Rightarrow E^p_{p+q} := \text{Tor}^R_{p+q}(A, B \otimes_S C),\]

Next, we apply one of the first observations in Subsection 2.1 to this spectral sequence.

Lemma 2.25. If Tor$_+^R(A, B) = \text{Tor}^S_+(B, C) = 0$, then \(\text{Tor}^S(A \otimes_R B, C) = 0\) is equivalent to \(\text{Tor}^R(A, B \otimes_SC) = 0\).

Proof. Let \(E^2_{pq}\) be the spectral sequence from (2.24). Since \(E^2_{p+0} = 0\), the condition \(E^2_{+0} = 0\) is equivalent to \(E^+_{+} = 0\) by Lemma 2.3 (1). This translates into the claim. □

Now, Corollary 2.16 can be extended as follows. We recall that the quotient ring \(\overline{R}\) could be viewed as \(S\)-algebra.

Proposition 2.26. Let \(K^\bullet\) be a complex as in Setup 2.5 and \(C\) an \(S\)-module such that \(\text{Tor}^S_+(R, C) = 0\). Set \(A := H^0(K^\bullet), B := H^0(K^\bullet \otimes R)\) and \(C' = \overline{R} \otimes_SC\). The following statements hold.

1. If \(H^\pm(K^\bullet) = \text{Tor}^R_+(A, C' \oplus \overline{R}) = 0\), then \(H^\pm(K^\bullet \otimes R) = \text{Tor}^S_+(B, C) = 0\).
2. The converse of the previous statement is true if \(\overline{R}\) is Tor-rigid as \(R\)-module.

Proof. In both cases, there is an \(S\)-linear isomorphism \(B \cong A \otimes_R \overline{R}\) by Proposition 2.11. Both implications follow from Corollary 2.16 and Lemma 2.25. □

3. Ascent and descent of presilting and pretilting complexes

We recall our main setup in a more compact formulation.

Setup 3.1. As before, \(R\) is a complete local Noetherian ring with maximal ideal \(m, \overline{R} := R/a\ its\ quotient\ with\ respect\ to\ an\ ideal\ \(a \subseteq m\) of \(R\) and \(\Lambda\ a\ Noetherian\ \(R\)-algebra\ such\ that\ \(\text{Tor}^R_+(\Lambda, \overline{R}) = 0\). We set \(\overline{\Lambda} := \Lambda/a\Lambda\ and\ denote\ \(F: D^-/(\text{mod } \Lambda) \rightarrow D^-/(\text{mod } \overline{\Lambda}),\ \ M^\bullet \mapsto \overline{M}^\bullet := M^\bullet \otimes_{\Lambda} \overline{\Lambda}\)

In the first subsection, we apply the results of the previous section on cohomological vanishing to deduce equivalences

\[L^* \geq L^* \iff \overline{L} \geq \overline{L}\]

under certain assumptions on \(\overline{R}\) and a complex \(L^*\) of \(\Lambda\).

In the second subsection, we show that the functor \(F\) gives rise to an embedding of posets

\[f_s: \text{silt } \Lambda \hookrightarrow \text{silt } \overline{\Lambda}.\]

In the following, we will say that the functor \(F\) is full at a pair \((L^*, M^*)\) of complexes from \(D^-/(\text{mod } \Lambda)\ if the\ map\ \(\phi \rightarrow \overline{\phi} := F(\phi)\)

is surjective. The functor \(F\) is full at \(L^*\) if it is full at the pair \((L^*, L^*)\).
3.1. Ascent and descent of presilting and certain pretilting complexes. The next statement provides key of the change-of-rings functor $F$.

**Proposition 3.3.** Any complexes $L^* \in \per \Lambda$ and $M^* \in D^-(\mod \Lambda)$ satisfy the following implications.

(3.4) \[ L^* \geq M^* \iff \overline{L} \geq \overline{M} \implies F \text{ is full at } (L^*, M^*) \]

(3.5) \[ L^* \perp M^* \iff \overline{L} \perp \overline{M} \]

Moreover, if $L^*$ is a presilting complex of $\Lambda$ there is an isomorphism of $S$-algebras

\[ \End_{\D(\Lambda)}(L^*) \otimes \overline{R} \cong \End_{\D(\overline{\Lambda})}(\overline{L}^*) \]

**Proof.** Set $K^* := \Hom_A(P^*, Q^*)$ for projective resolutions $P^*$ of $L^*$ and $Q^*$ of $M^*$. By Lemma 1.16 (4) the complex $K^*$ satisfies the assumptions of Setup 2.5. Therefore, the implications (2.12) in Proposition 2.11 translate into the implications

\[ L^* \geq M^* \iff \overline{L} \geq \overline{M} \implies \Hom_{\D(\Lambda)}(L^*, M^*) \otimes \overline{R} \cong \Hom_{\D(\overline{\Lambda})}(\overline{L}^*, \overline{M}^*) \]

and the equivalence (2.13) into (3.5) via Lemma 1.16 (1) and (2). If $\gamma$ is bijective, then $F$ is full at $(L^*, M^*)$ according to diagram (1.17).

In case $L^* = M^*$ is presilting, $\gamma$ is an $S$-algebra isomorphism by Lemma 1.16 (3). \qed

By (3.4), the functor $F$ preserves and reflects $\geq$ on perfect complexes. This was also shown by Eisele [Ei21, Proposition 6.1] in case the Noetherian $R$-algebra $\Lambda$ is $R$-free over a complete discrete valuation ring $R$ and $a$ is its maximal ideal.

**Remark 3.6.** In different terms, the main cornerstone of Proposition 3.3 is the isomorphism of functors

\[ \mathbb{R}\Hom_A(\_ , \_ ) \otimes \overline{R} \cong \mathbb{R}\Hom_{\overline{\Lambda}}(\overline{\_} \otimes \overline{R}, \overline{\_} \otimes \overline{R}) : \per \Lambda \times D^- (\mod \Lambda) \to D^- (\mod \overline{\Lambda}), \]

which holds because of the assumption $\Tor^R_+ (\Lambda, \overline{R}) = 0 \text{ in } (\ast)$. The last proposition implies a derived version of Nakayama’s Lemma.

**Corollary 3.7.** The functor $F : D^- (\mod \Lambda) \to D^- (\mod \overline{\Lambda})$ reflects zero objects.

**Proof.** Let $M^* \in D^- (\mod \Lambda)$ such that $\overline{M}^* \cong 0 \in D^- (\mod \overline{\Lambda})$. Since $\overline{\Lambda} \perp \overline{M}^*$, (3.5) yields that $\Lambda \perp M^*$, that is, $M^* \cong 0 \in D^- (\mod \overline{\Lambda})$. \qed

The next statement concerns ascent and descent of tilting complexes.

**Proposition 3.8.** Let $T^* \in \per \Lambda$ and $N$ be an $\overline{R}$-module. Set $A := \End_{\D(\Lambda)}(T^*)$ and $B := \End_{\D(\overline{\Lambda})}(\overline{T}^*)$. The following statements hold.

1. If $T^* \geq T^*$, then there is an isomorphism of $\overline{R}$-modules

\[ \Tor^R_+ (A, \overline{R}) \cong \Hom_{\D(\overline{\Lambda})}(\overline{T}^*, \overline{T}^*[-i]) \]

for any integer $i \in \mathbb{Z}$, and thus $\Tor^R_+ (A, \overline{R}) = 0$ is equivalent to $\overline{T}^* \geq \overline{T}^*$.

2. $T^* \geq T^*$ and $A$ is flat over $R$ if and only if $\overline{T}^* \geq \overline{T}^*$ and $B$ is flat over $\overline{R}$.

3. If $T^* \geq T^*$ and $\Tor^R_+ (A, N \oplus \overline{R}) = 0$, then $\overline{T}^* \geq \overline{T}^*$ and $\Tor^R_+ (B, N) = 0$.

4. The converse of the previous statement is true if $\overline{R}$ is Tor-rigid as $R$-module.
Proof. The first claim follows from Lemma 2.14, the remaining claim implications from Propositions 2.19 and 2.26 using Lemma 1.16 applied to $K^* := \text{Hom}_A(T^*, T^*)$ and $S := \mathcal{R}$ assuming that $T^* \in K^0(\text{proj} \Lambda)$. \qed

If we choose $N := 0$ in (3), we obtain that $F$ preserves pretilting complexes with certain endomorphism rings to pretilting complexes, and that $F$ reflects pretilting complexes assuming Tor-rigidity of $\mathcal{R}$.

**Corollary 3.9.** Let $T^*$ be a pretilting complex of $\Lambda$ and set $A := \text{End}_{D(\Lambda)}(T^*)$. If $\mathcal{R}$ is Tor-rigid as $R$-module, it holds that

\[ \text{Hom}_{D(\Lambda)}(T^[-1], T^[-1]) = 0 \quad \text{if and only if} \quad \text{Tor}_1^R(A, \mathcal{R}) = 0. \]

\[ \square \]

### 3.2. A silting embedding result.

Next, we show three simple lemmas assuming fullness of the functor $F$ at certain pairs. The proofs use elementary category theory.

**Lemma 3.10.** Assume that the functor $F$ is full at a pair $(L^*, M^*)$ of complexes from $D^-(\text{mod} \Lambda)$. Then $L^* \cong M^*$ if and only if $T^* \cong \overline{T}^*$.

*Proof.* By assumption any isomorphism $\phi: T^* \cong \overline{T}^*$ has a preimage $\alpha: L^* \rightarrow M^*$ under $F$. Since $F$ reflects zero objects, $F(\text{cone}(\alpha)) \cong \text{cone}(\phi) \cong 0$ implies that $\text{cone}(\alpha) \cong 0$. So $L^* \cong M^*$. The converse is true since $F$ is a functor. \qed

**Lemma 3.11.** Assume that the functor $F$ is full at a complex $L^* \in \text{per} \Lambda$. For any direct summand $Y^*$ of $T^*$ there is a direct summand $X^*$ of $L^*$ such that $\overline{X}^* \cong Y^*$. In particular, $L^*$ is indecomposable if and only if $T^*$ is indecomposable.

*Proof.* Let $Y^*$ be a direct summand of $T^*$. Then there is a morphism $\iota: Y^* \hookrightarrow T^*$ which has a left-inverse $\pi$. By the assumptions, $F$ induces a surjective ring homomorphism $A := \text{End}_{D(\Lambda)}(L^*) \rightarrow \overline{A} := \text{End}_{D(\Lambda)}(T^*)$. Because the ring $A$ is semiperfect, there is an idempotent $\varepsilon \in A$ such that $\varepsilon = \iota \cdot \pi$ by results of Nicholson [Ni77, Corollary 1.3, Proposition 1.5]. Since $\text{per} \Lambda$ is idempotent-complete, there is an object $X^* \in \text{per} \Lambda$ and a morphism $\alpha: X^* \hookrightarrow L^*$ with a left-inverse $\beta$ such that $\alpha \cdot \beta = \varepsilon$. Then $\pi \cdot \overline{\pi}: \overline{X}^* \rightarrow Y^*$ is an isomorphism with the inverse $\beta \cdot \iota$.

Assume that $L^*$ is indecomposable. The preceding argument shows that $T^*$ does not have proper direct summands. As $F$ reflects zero, $T^*$ must be indecomposable. \qed

**Lemma 3.12.** Assume that the functor $F$ is full on a perfect complex $L^*$ of $\Lambda$. Then its restriction $F': \text{add } L^* \rightarrow \text{add } T^*$ is full, essentially surjective, preserves indecomposability and reflects isomorphism classes of objects. In particular, it holds that $[L^*] = [T^*]$ and $L^*$ is basic if and only if $T^*$ is basic.

*Proof.* Since the Hom-functor is biadditive, the restriction $F'$ is full. In particular, $F'$ is essentially surjective and preserves indecomposability by Lemma 3.11. Moreover, $F'$ reflects isomorphism classes of objects by Lemma 3.10. \qed

The proof of the next lemma uses that $F$ is related to a morphism of rings.

**Lemma 3.13.** The functor $F$ preserves perfect generators.

*Proof.* Let $M^*$ be a generator of $\text{per} \Lambda$. Since $\Lambda \in \langle M^* \rangle$ and $F$ is a functor which commutes with arbitrary coproducts, cones and shifts up to isomorphism, it follows that $F(\Lambda) \in \langle F(M^*) \rangle \subseteq \langle M^* \rangle$. Thus $\text{per} \Lambda = \langle F(\Lambda) \rangle = \langle M^* \rangle$. \qed
Similar to \( \text{silt} \Lambda \), we denote by \( \text{presilt} \Lambda \) the set of isomorphism classes of basic presilting complexes. The central result of this subsection is the following.

**Proposition 3.14.** The functor \( F \) induces well-defined injective maps

\[
f_{\text{ps}} : \text{presilt} \Lambda \hookrightarrow \text{presilt} \bar{\Lambda} \quad \text{and} \quad f_{\text{s}} : \text{silt} \Lambda \hookrightarrow \text{silt} \bar{\Lambda}
\]

which preserve and reflect the relation \( \geq \).

**Proof.** Let \( L^\ast \) be a presilting complex of \( \Lambda \). (3.4) implies that \( F \) is full at \( L^\ast \) and that \( \mathcal{P} \geq \mathcal{P} \). Lemma 3.12 yields that \( f_{\text{ps}} \) is well-defined.

Let \( M^\ast \) be a presilting complex of \( \Lambda \) with \( \mathcal{P} \cong \mathcal{P} \). Then \( F \) is full at \( (L^\ast, M^\ast) \) by Proposition 3.3, which implies that \( L^\ast \cong M^\ast \) using Lemma 3.10. This shows that \( f_{\text{ps}} \) is injective.

Its restriction \( f_{\text{s}} \) is well-defined because of Lemma 3.13. The functor \( F \) preserves and reflects \( \geq \) on all perfect complexes by (3.4). \( \square \)

To show that the map \( f_{\text{ps}} \) is bijective it is sufficient to show that any complex \( P^\ast \in \text{presilt} \bar{\Lambda} \) has a preimage \( L^\ast \in \text{per} \Lambda \) under the functor \( F \). This problem is the topic of the next section. However, to show that the map \( f_{\text{s}} \) is bijective we need also to show that \( \mathcal{P} \in \text{silt} \bar{\Lambda} \) implies that \( L^\ast \) generates \( \text{per} \Lambda \). This requires an alternative characterization of silting complexes which is derived in Section 5.

4. **Lifting techniques**

This section deals with the question whether for a given complex \( P^\ast \in D^-(\text{mod} \bar{\Lambda}) \) there exists a complex \( L^\ast \in D^-(\text{mod} \Lambda) \) such that there is an isomorphism \( \mathcal{P} \cong P^\ast \) in the category \( D^-(\text{mod} \bar{\Lambda}) \). We will call this question the **derived lifting problem**, and say that the complex \( P^\ast \) has a **lift** \( L^\ast \).

The derived lifting problem has been studied by Rickard [Ri91b] in a setup motivated by group theory and by Yoshino [Yo97] in commutative algebra. Both works use a technique which goes back to Eisenbud [Ei80]. In the present section, we adapt Rickard’s arguments in order to derive a lifting criterion for quotients \( \bar{\Lambda} \) with respect to an ideal \( I \subseteq \text{rad} \Lambda \). Then we specialize to a common denominator of Rickard’s and Yoshino’s setup in which any complex \( P^\ast \) without second self-extensions admits a lift. This conclusion is related to Tor-rigidity of the quotient \( R/a \) and extends to an abelian version of the lifting problem.

This section does not require any results of other parts of the paper. Throughout this section, we use the assumptions and notation of Setup 3.1.

4.1. **Minimal complexes and homotopy categories.**

**Notation 4.1.** Set \( \bar{\Lambda}_n := \Lambda/a^n\Lambda \) for any integer \( n > 0 \), and \( I := a\Lambda \).

In particular, it holds that \( \bar{\Lambda}_1 \cong \bar{\Lambda} \) and \( \bar{\Lambda}_n := \Lambda/I^n \). The forthcoming lifting techniques are based on the following well-known properties of our setup.

**Lemma 4.2.** The following statements hold.

1. It holds that \( I \subseteq \text{rad} \Lambda \) and the ring \( \Lambda \) is \( I \)-adically complete, that is, \( \Lambda \cong \varprojlim \bar{\Lambda}_n \).
2. For any integer \( n > 0 \) the functor \( - \otimes_{\Lambda} \bar{\Lambda}_n : \text{proj} \Lambda \longrightarrow \text{proj} \bar{\Lambda}_n \) is essentially surjective and full.
Proof. (1) By [Lam01, (5.9)] it holds that \( J \subseteq \Lambda m = \Lambda \text{rad} R \subseteq \text{rad} \Lambda \). The second claim holds because \( \Lambda \) is a Noetherian \( R \)-algebra over the \( m \)-adically complete local ring \( R \), see [Lam01, (21.34)].

(2) The second claim can also be derived from known results. Alternatively, it follows from the observations that \( \text{proj} \Lambda = \text{add} \Lambda \) and \( \text{proj} \overline{\Lambda}_n = \text{add} \overline{\Lambda}_n \), where \( n > 0 \), together with Lemma 3.12. \( \square \)

Next, we will rephrase the derived lifting problem in terms of the right-bounded categories of complexes \( C^- (\text{proj} \Lambda) \) and \( \Lambda^- (\text{proj} \overline{\Lambda}) \). This is possible because the rings \( \Lambda \) and \( \overline{\Lambda} \) are semiperfect. The next statements are well-known.

- Any complex \( P^* \in D^- (\text{mod} \overline{\Lambda}) \) is quasi-isomorphic to a minimal complex \( N^* \in C^- (\text{proj} \Lambda) \), which means that \( \text{im} d_{N^*}^n \subseteq \text{rad} N^{i+1} \) for any integer \( i \in \mathbb{Z} \).
- Any two minimal complexes \( N_1^*, N_2^* \in C^- (\text{proj} \overline{\Lambda}) \) are homotopy equivalent if and only if they are isomorphic as complexes.

We will say that a complex \( N^* \in C^- (\text{proj} \overline{\Lambda}) \) lifts to a complex \( M^* \in C^- (\text{proj} \Lambda) \) if there exists an isomorphism \( M^* \otimes_{\overline{\Lambda}} \Lambda \cong N^* \) of complexes. It is easy to check the following.

- The non-zero terms of \( M^* \) and \( N^* \) are located at the same degrees.
- The complex \( N^* \) is minimal if and only if its lift \( M^* \) is minimal.

With these observations the following can be shown.

**Lemma 4.3.** Let \( P^* \in D^- (\text{mod} \overline{\Lambda}) \) and \( N^* \in C^- (\text{proj} \overline{\Lambda}) \) denote its minimal version. The following conditions are equivalent.

1. The complex \( P^* \) lifts to a complex \( L^* \in D^- (\text{mod} \Lambda) \).
2. The complex \( N^* \) lifts to a minimal complex \( M^* \in C^- (\text{proj} \Lambda) \).

In this case, there is an isomorphism \( L^* \cong M^* \) in \( D^- (\text{mod} \Lambda) \) and \( P^* \) is perfect if and only if \( L^* \) is perfect. \( \square \)

4.2. A lifting criterion in terms of higher conormal bimodules. A frequently used idea to lift a given complex \( P^* \) of projective \( \overline{\Lambda} \)-modules is to lift from \( \overline{\Lambda}_n \) to \( \overline{\Lambda}_{n+1} \) by induction on \( n \in \mathbb{N} \) and form the inverse limit of these iterated lifts. In different terms, a lift might be obtained by completion. For each \( n > 0 \) there may be an obstruction at lifting step \( n \) which is related to the \( \overline{\Lambda} \)-bimodule \( I^n/I^{n+1} \), the \( n \)-th conormal bimodule of the ideal \( I \). There is the following coarse criterion to nullify each obstruction.

**Proposition 4.4.** Let \( P^* \in D^- (\text{mod} \overline{\Lambda}) \) be a complex such that

\[
\text{Hom}_{D(\overline{\Lambda})}(P^*, \alpha_n(P^*)[2]) = 0,
\]

for any integer \( n > 0 \). Then \( P^* \) has a lift \( L^* \in D^- (\text{mod} \Lambda) \).

The proof is a straightforward adaptation of Rickard’s arguments [Ri91b, Proposition 3.1]. We include the proof for the sake of a self-contained presentation.

**Proof.** We may assume that \( P^* \) is given by a complex from \( C^- (\text{proj} \Lambda) \). The arguments below are carried out at each degree \( i \in \mathbb{Z} \) without further notice. According to Lemma 4.2 (2) each projective \( \overline{\Lambda} \)-module \( P^i \) has a lift \( L^i \in \text{proj} \Lambda \). Set \( L^i_n := L^i/L^i I^n \) for any \( n > 0 \). The differentials \( d^i: P^i \to P^{i+1} \) will be lifted to differentials \( d^i_n: L^i_n \to L^i_n \) by induction on \( n > 0 \).

\[
\text{Hom}_{D(\overline{\Lambda})}(P^*, \alpha_n(P^*)[2]) = 0,
\]

where \( \alpha_n(P^*) := P^* \otimes \overline{\Lambda} I^n/I^{n+1} \).
If \( n = 1 \), we may use the isomorphisms \( L^1_i \cong P_i \) to define the differentials \( d^1_i \).

Assume that the differentials \( d^k_n \) have been constructed for an integer \( n > 0 \).

To simplify notation, set \( M^i := L^i_{n+1}, \ N^i := L^i_n \) and \( U^i := M^i/\mathfrak{I}^i \). Because of Lemma 4.2 (2) each differential \( d^k_n : N^i \to N^{i+1} \) lifts to a map \( \delta^i : M^i \to M^{i+1} \).

This yields the commutative diagram on the left:

\[
\begin{array}{ccc}
M^i & \xrightarrow{\delta^i} & M^{i+1} \\
\downarrow & & \downarrow \\
N^i & \xrightarrow{d^k_n} & N^{i+1}
\end{array}
\quad \quad \quad
\begin{array}{ccc}
M^i & \xrightarrow{\Delta^i} & M^{i+2} \\
\downarrow & & \downarrow \\
P^i & \xrightarrow{\varepsilon^i} & U^{i+2}
\end{array}
\]

Any of the compositions \( \Delta^i := \delta^{i+1}\delta^i \) might not vanish, so the maps \( \delta^i \) need to be replaced with proper differentials \( d^k_{n+1} \).

Because the maps \( d^k_n \) are differentials, the image of each map \( \Delta^i \) is contained in \( U^{i+2} \). Furthermore, each map \( \Delta^i \) factors through a unique \( \mathfrak{A} \)-linear map \( \varepsilon^i \) as shown in the right diagram above, since \( \ker \pi^i = M^i/\mathfrak{I} \subseteq \ker \Delta^i \). It follows that the bottom squares of the following diagram commute.

\[
\begin{array}{ccc}
M^{i-1} & \xrightarrow{\delta^{i-1}} & M^i & \xrightarrow{\delta^i} & M^{i+1} \\
\downarrow & \delta^{i-1} & \downarrow & \delta^i & \downarrow \\
M^{i+1} & \xrightarrow{\delta^{i+1}} & M^{i+2} & \xrightarrow{\delta^{i+2}} & M^{i+3} \\
\end{array}
\quad \quad \quad
\begin{array}{ccc}
P^{i-1} & \xrightarrow{\delta_{U}^{i-1}} & P^i & \xrightarrow{\delta_{U}^{i}} & P^{i+1} \\
\downarrow & \delta_{U}^{i-1} & \downarrow & \delta_{U}^{i} & \downarrow \\
U^{i+1} & \xrightarrow{\delta_{U}^{i+1}} & U^{i+2} & \xrightarrow{\delta_{U}^{i+2}} & U^{i+3}
\end{array}
\]

Since \( (\mathfrak{A}^n)^2 = 0 \), the restrictions \( \delta^i_U : \delta^i|_{U^i} : U^i \to U^{i+1} \) are differentials. So the maps \( \varepsilon^i \) define a morphism \( \varepsilon : P^* \to U^*[2] \) of complexes of \( \mathfrak{A} \)-modules. Because of the isomorphisms \( U^i \cong L^i \otimes_{\Lambda} \mathfrak{A}^i \cong P^i \otimes_{\mathfrak{A}} \mathfrak{A}^i \), there is an isomorphism \( U^* \cong P^* \otimes_{\mathfrak{A}} \mathfrak{A}^* \) of complexes.

The assumption (4.5) implies that the morphism \( \varepsilon \) is homotopic to zero via some \( \mathfrak{A} \)-linear maps \( s^i \) displayed above. Set \( \sigma^i := \iota^{i+1}s^i\eta^i \). This yields \( \Lambda_{n+1} \)-linear maps such that \( \im \sigma^i \subseteq U^{i+1}, \ \Delta^i = \sigma^{i+1}\delta^i + \delta^{i+1}\sigma^i \) and \( \sigma^{i+1}\sigma^i = 0 \). These properties imply that the maps \( d^k_n \) lift to differentials \( d^k_{n+1} := \delta^i - \sigma^i \).

Since \( \Lambda \) is \( I \)-adically complete, taking the inverse limit of the differentials \( d^k_n \) yields a lift \( L^* \in C^- (\proj \Lambda) \) of the complex \( P^* \) in the sense that \( L^* \otimes_{\Lambda} \mathfrak{A} \cong P^* \). In particular, \( \mathfrak{A}^* \cong P^* \) in \( D^- (\mod \Lambda) \).

The last proposition allows to lift any complex \( P^* \in D^- (\mod \mathfrak{A}) \) with \( P^* \geq \alpha_n (P^*) \) for any integer \( n > 0 \) to a complex of \( D^- (\mod \Lambda) \). In each of the next two subsections we will present a setup which leads to the last condition in case \( P^* \) is a pretilting complex.

In this setup, it will play a role that \( \mathfrak{A} \) is the quotient \( \Lambda / \mathfrak{a} \Lambda \) with respect to a proper ideal \( \mathfrak{a} \) of the commutative ring \( \mathfrak{A} \) and the ideal \( I \) is given by \( \Lambda \mathfrak{a} \). The \( n \)-th conormal bimodule of the ideal \( \mathfrak{a} \) is closely related to the \( n \)-th conormal bimodule of the ideal \( I \) if certain torsion modules vanish.

**Lemma 4.6.** In Setup 1.1, the following statements hold.

(1) For any \( R \)-module \( M \) the following statements are equivalent.
(i) It holds that $\text{Tor}^R(M, R/a) = 0$ and $\text{Tor}^R_{i+1}(M, a^n/a^{n+1}) = 0$ for any integer $n > 0$.

(ii) It holds that $\text{Tor}^R(M, R/a^n) = 0$ for any integer $n > 0$.

(2) Let $n > 0$ be an integer such that $\text{Tor}^R_1(\Lambda, R/a^n) = 0$. Then there is an isomorphism of $\Lambda$-bimodules

$$\psi_n : \Lambda \otimes a^n/a^{n+1} \sim \to I^n/I^{n+1}, \quad a \otimes (b + a^n) \mapsto ab + I^{n+1}.$$ 

Proof. (1) For any $R$-module $M$ and any integer $n > 0$ the short exact sequence of $R$-modules

$$0 \longrightarrow a^n/a^{n+1} \xrightarrow{t_n} R/a^{n+1} \longrightarrow R/a^n \longrightarrow 0$$

gives rise to a long exact Tor-sequence

$$\ldots \xrightarrow{} \text{Tor}^R_{i+1}(M, a^n/a^{n+1}) \xrightarrow{} \text{Tor}^R_{i+1}(M, R/a^{n+1}) \xrightarrow{} \text{Tor}^R_{i+1}(M, R/a^n) \xrightarrow{} \ldots$$

which implies that (i) is equivalent to (ii).

(2) Let $n > 0$. It is straightforward to check that the map $\psi_n$ is surjective and $\Lambda$-bilinear. It appears in the commutative diagram of $R$-modules

$$\begin{array}{ccc}
\Lambda \otimes a^n/a^{n+1} & \xrightarrow{id \otimes t_n} & \Lambda \otimes R/a^{n+1} \\
\downarrow{\psi_n} & & \downarrow{\iota} \\
I^n/I^{n+1} & \xrightarrow{} & \Lambda/I^{n+1}
\end{array}$$

$$a \otimes (b + a^n) \mapsto a \otimes (b + a^{n+1})$$

$$\begin{array}{ccc}
ab + I^{n+1} & \mapsto & ab + I^{n+1}
\end{array}$$

If $\text{Tor}^R_1(\Lambda, R/a^n) = 0$, the maps $id \otimes t_n$, and thus $\psi_n$ are both injective. □

4.3. Normally flat rings. In addition to Setup 1.1, we assume the following condition in this subsection.

Definition 4.7. The local ring $R$ is normally flat along the ideal $a$ if $a^n/a^{n+1}$ is flat as $\overline{R}$-module for any integer $n > 0$.

This notion has appeared in context of resolution of singularities, see [HIO88].

We note that a finitely generated flat $\overline{R}$-module is already free.

Tor-rigidity of the quotient of the base ring. Before we reconsider the derived lifting problem, we show that the last notion is related to Tor-rigidity of the quotient $\overline{R} = R/a$ over several rings.

Proposition 4.8. Assume that $R$ is normally flat along the ideal $a$ in the sense of Definition 4.7. Then $\overline{R}$ is Tor-rigid as a module over the ring $R$ as well as a module over the quotient $R/a^n$ for any integer $m > 0$.

Proof. First, we show that $\overline{R}$ is Tor-rigid as $R$-module. Let $M$ be a finitely generated $R$-module and $p > 0$ an integer such that $\text{Tor}^R_p(M, \overline{R}) = 0$. We set $q := -p - 1$ for a more convenient notation. Let $F^*$ be a resolution of $M$ by free modules of finite rank. For each integer $n > 0$ set $F^*_n := F^* \otimes R/a^n$. We will deduce that $H^q(F^*_1) = 0$ from the existence of a surjective map $H^q(F^*) \longrightarrow H^q(F_1^*)$. 

(1) For each integer \( n > 0 \) there is a short exact sequence of complexes of \( R \)-modules
\[
0 \longrightarrow F^* \otimes \frac{a^n}{a^{n+1}} \longrightarrow F^*_{n+1} \longrightarrow F^*_n \longrightarrow 0.
\]
Since \( R \) is \( a \)-adically complete, there is an isomorphism \( F^* \cong \varprojlim F^*_n \) of complexes.

(2) Because each \( R \)-module \( \frac{a^n}{a^{n+1}} \) is free, it holds that \( F^* \otimes \frac{a^n}{a^{n+1}} \in \text{add } F^*_1 \). Since \( H^{q+1}(F^*_1) \cong \text{Tor}_p^R(M, R/a) = 0 \), each \( R \)-linear morphism
\[
H^q(\pi_n) : H^q(F^*_n) \longrightarrow H^q(F^*_1)
\]
is surjective. It follows that the inverse system of these morphisms satisfies the Mittag-Leffler condition. In particular, there is a short exact sequence of \( R \)-modules
\[
0 \longrightarrow \varprojlim H^{q+1}(F^*_n) \longrightarrow H^q(\varprojlim F^*_n) \longrightarrow H^q(F^*_1) \longrightarrow 0
\]
which is an algebraic analogue of Milnor’s exact sequence [We94, Variant below Theorem 3.5.8].

(3) Since each transition morphism \( H^q(\pi_n) \) is surjective, the natural morphism
\[
\varprojlim H^q(F^*_n) \longrightarrow H^q(F^*_1)
\]
of \( R \)-modules is surjective as well.

In summary, the \( R \)-module \( \overline{R} \) is Tor-rigid because there are surjective maps
\[
0 = H^q(F^*) \longrightarrow \varprojlim H^q(F^*_n) \longrightarrow H^q(F^*_1) \cong \text{Tor}_p^R(M, \overline{R}).
\]
The proof above can be adapted to the quotient ring \( R/a^n \) for any \( m > 0 \). More precisely, let \( F^* \) be a free resolution of a module \( M \) over \( R/a^n \) such that \( \text{Tor}_p^R(M, \overline{R}) = 0 \) with \( p > 0 \). For any \( n > 0 \) we set \( F^*_n := F^* \otimes R_n \) if \( n < m \), and \( F^*_n := F^* \) if \( n \geq m \). Then the arguments above yield a surjective map \( 0 = H^q(F^*_m) \longrightarrow H^q(F^*_1) \), and thus the Tor-rigidity of \( \overline{R} \) as \( R/a^n \)-module.

The last statement yields a common source of the following instances of Tor-rigidity.

**Corollary 4.9.** Assume any of the following conditions.

(\( TR1 \)) The ideal \( a \) is the maximal ideal \( m \) of the local ring \( R \).

(\( TR2 \)) The ideal \( a \) is generated by an \( R \)-regular sequence.

Then the quotient \( \overline{R} \) is Tor-rigid as \( R \)-module and as \( R/a^n \)-module for any integer \( n > 0 \).

**Proof.** Let \( n > 0 \). If \( a = m \), then \( a^n/a^{n+1} \) is a vector space over the field \( \overline{R} \). If \( a \) is generated by an \( R \)-regular sequence, then \( a^n/a^{n+1} \) is also free as \( \overline{R} \)-module (see [Ei95, Exercise 17.16]). So the claims follow from Proposition 4.8.

**Remark 4.10.** Corollary 4.9 and its proof can be extended to the case that the local ring \( R \) is not necessarily complete. This extension recovers the following statements.

- In case (\( TR1 \)), the Tor-rigidity properties of \( \overline{R} \) follow from the local criterion of flatness as recalled in Theorem 2.18.
- In case (\( TR2 \)), Tor-rigidity of \( \overline{R} \) as \( R \)-module amounts to rigidity of the Koszul complex as mentioned in Remark 1.2.
Derived lifting problem in a normally flat setup. The next statement extends known lifting results to a common denominator.

**Proposition 4.11.** Assume that $R$ is normally flat along the ideal $\mathfrak{a}$. Then it follows that

$$(\star) \quad \text{Tor}^R_+(\Lambda, R/\mathfrak{a}^n) = 0 \text{ for any integer } n > 0.$$ 

Moreover, any complex $P^* \in D^-(\text{mod } \Lambda)$ satisfying $\text{Hom}_{D(\Lambda)}(P^*, P^*[2]) = 0$ has a lift $L^* \in D^-(\text{mod } \Lambda)$.

**Proof.** Since $\text{Tor}_+^R(\Lambda, R) = 0$ by $(\star)$ and each $R$-module $\mathfrak{a}^n/\mathfrak{a}^{n+1}$ is flat, Lemma 4.6 (1) implies $(\star\star)$.

Because of Lemma 4.6 (2) there are isomorphisms of $\Lambda$-bimodules

$$I^n/I^{n+1} \cong \Lambda \otimes \mathfrak{a}^n/\mathfrak{a}^{n+1} \cong \Lambda \otimes R^{\mathfrak{a}^n} \cong (\Lambda \otimes R)^{r_n} \cong \Lambda^{r_n}, \text{ where } r_n \geq 0.$$ 

Since each $\Lambda$-bimodule $I^n/I^{n+1}$ is free, the second claim follows from Proposition 4.4. □

The conclusion of Proposition 4.11 was previously shown in setups related to conditions of Remark 1.2, more precisely, if $\Lambda$ is free as $R$-module and $\mathfrak{a} = \mathfrak{m}$ [Ri91b], or if $R = \Lambda$ and $\mathfrak{a}$ is generated by an $R$-regular sequence [Yo97]. In both cases, it holds that $\text{Tor}_1^R(\Lambda, R) = 0$ and $R$ is normally flat along the ideal $\mathfrak{a}$. There is also a similar lifting result for dg-modules over certain commutative dg-algebras due to Nasseh and Sather-Wagstaff [NS13].

Abelian lifting problem in a normally flat setup. Next, we make a short detour from the main route of this paper and consider an application of the previous Tor-rigidity results.

The abelian lifting problem asks whether a given module over the quotient $\Lambda = \Lambda/I$ lifts to a $\Lambda$-module in the following sense.

**Definition 4.12.** A $\Lambda$-module $N$ lifts to a $\Lambda$-module if there is an isomorphism $M \otimes \Lambda \cong N$ of $\Lambda$-modules and $\text{Tor}^\Lambda_+(M, \Lambda) = 0$.

The torsion vanishing condition admits a reformulation in terms of the base ring.

**Lemma 4.13.** For any integer $i \in \mathbb{Z}$ and any $\Lambda$-module $M$ there is an isomorphism $\text{Tor}^\Lambda_i(M, \Lambda) \cong \text{Tor}^R_i(M, R)$ of $R$-modules.

**Proof.** Let $i \in \mathbb{Z}$ and $F^*$ be a free resolution of a $\Lambda$-module $M$. Since $\Lambda \cong \Lambda \otimes_R R$ and $\text{Tor}^R_+(\Lambda, R) = 0$, there are isomorphisms

$$\text{Tor}^\Lambda_i(M, \Lambda) \cong H^{-i}(F^* \otimes_\Lambda \Lambda) \cong H^{-i}(F^* \otimes_R R) \cong \text{Tor}^R_i(M, R). \quad \square$$

The abelian lifting problem may also be considered in the following terms.

**Remark 4.14.** A $\Lambda$-module $N$ lifts to a $\Lambda$-module if and only if its projective resolution lifts to a projective resolution of a $\Lambda$-module.

Combining an argument by Rickard [Ri91b, Corollary 3.2] with the last Tor-rigidity result yields the following.

**Proposition 4.15.** Assume that $R$ is normally flat along the ideal $\mathfrak{a}$. Then any finitely generated $\Lambda$-module $N$ with $\text{Ext}^2_\Lambda(N, N) = 0$ lifts to a finitely generated $\Lambda$-module in the sense of Definition 4.12.
**Proof.** Let $P^*$ be a minimal projective resolution of $N$. Since $\text{Ext}^2_\Lambda(N,N) = 0$, there is a complex $L^* \in C^{-}(\text{proj} \Lambda)$ such that $L^* \otimes_\Lambda \Lambda \cong P^*$ in $C^{-}(\text{proj} \Lambda)$ by Corollary 4.11 and Lemma 4.3. We claim that $N$ lifts to $M := H^0(L^*)$.

Since $L^n = 0$ for any $n > 0$, there is an isomorphism $M \otimes_\Lambda \Lambda \cong N$ in $\text{mod} \Lambda$.

Next, we view $L^*$ as a complex of $R$-modules. Since $L^*$ is a right-bounded complex such that $\text{Tor}_1^R(L^*, \overline{R}) = 0$ and $H^+(L^* \otimes_R \overline{R}) = H^+(P^*) = 0$, it follows that $\text{Tor}_1^R(M, \overline{R}) = 0$ by Corollary 2.16 using Proposition 4.8. This translates into $\text{Tor}_1^R(M, \Lambda) = 0$ by Lemma 4.13. So $M$ satisfies both conditions of a lift of $N$. □

Proposition 4.15 was known in case $R$ is regular of Krull dimension one, $\Lambda = RG$ for a finite group $G$ and $a = \mathfrak{m}$ [Gr59], in the more general case that $\Lambda$ is free and $a = \mathfrak{m}$ [Ri91b], as well as the case that $a$ is generated by an $R$- and $\Lambda$-regular sequence [ADS93].

### 4.4. Lifting presilting complexes

The goal of this subsection is to show that any presilting complex lifts under condition (**) which is weaker than the main additional assumption of the previous subsection.

In this subsection we say that a $\overline{\Lambda}$-bimodule $M$ admits a regular bimodule resolution if there is a right-bounded complex of regular $\overline{\Lambda}$-bimodules with finite ranks

$$B^* := ( \cdots \xrightarrow{r_{i+1}} \overline{\Lambda}^i \xrightarrow{r_i} \cdots \xrightarrow{r_2} \overline{\Lambda}^1 \xrightarrow{r_0} \overline{\Lambda})$$

such that $H^i(B^*) = 0$ for any integer $i < 0$ and there is an $\overline{\Lambda}$-bilinear isomorphism $H^0(B^*) \cong M$. Such a resolution is not a projective resolution in general.

**Remark 4.16.** Since $\overline{\Lambda}$ is a Noetherian $\overline{R}$-algebra, the $\overline{\Lambda}$-bimodule $\overline{\Lambda}$ is projective if and only if the $\overline{R}$-algebra $\overline{\Lambda}$ is separable [CE99, Chapter IX, Theorem 7.10].

To add context, we note that the existence of a bimodule resolution imposes further restrictions.

**Lemma 4.17.** Let $Z(\overline{\Lambda})$ denote the center of $\overline{\Lambda}$. If a $\overline{\Lambda}$-bimodule $M$ has a regular bimodule resolution $B^*$, the following statements hold.

1. The $\overline{\Lambda}$-bimodule $M$ admits generators $m_1, \ldots, m_n$ which commute with any element of $\overline{\Lambda}$. Moreover, any element of $M$ commutes with any element of $Z(\overline{\Lambda})$.

2. There is a complex $F^*$ of free $Z(\overline{\Lambda})$-modules such that there is an isomorphism $F^* \otimes_{Z(\overline{\Lambda})} \overline{\Lambda} \cong B^*$ of complexes of $\overline{\Lambda}$-bimodules as well as an isomorphism $H^0(F^*) \otimes_{Z(\overline{\Lambda})} \overline{\Lambda} \cong M$ of $\overline{\Lambda}$-bimodules. □

The last observation suggests that bimodule resolutions might be obtained from resolutions of free $\overline{R}$-modules. This is the case in the following context.

**Lemma 4.18.** Let $N$ be a finitely generated left $\overline{R}$-module such that $\text{Tor}_1^R(\Lambda, N) = 0$. Then $\Lambda \otimes N$ has a regular $\overline{\Lambda}$-bimodule resolution.

**Proof.** Since $\Lambda$ is an $R$-algebra and $\overline{R}$ is commutative, for any left $\overline{R}$-module $X$ there is an $\overline{\Lambda}$-bimodule structure on $\Lambda \otimes X$ given by $(a \otimes x) \cdot (b \otimes x) = ab \otimes sx$ and $(b \otimes x)(a \otimes x) = ba \otimes sx$ for any $a, b \in \Lambda$, $x \in X$ and $s \in \overline{R}$. In the case $X = \overline{R}$ this definition recovers the regular $\overline{\Lambda}$-bimodule structure on $\Lambda \otimes \overline{R}$. Moreover, for any morphism $f : X \longrightarrow Y$ of left $\overline{R}$-modules the map $\text{id} \otimes f : \Lambda \otimes X \longrightarrow \Lambda \otimes Y$ is $\overline{\Lambda}$-bilinear with respect to the above $\overline{\Lambda}$-bimodule structures. Let $F^*$ be a resolution of the left $\overline{R}$-module $N$ via free $\overline{R}$-modules of finite rank. Since (*) holds, that is,
Let $P^* \in \text{per } \overline{\Lambda}$ and $Q^* \in D^-(\text{mod } \overline{\Lambda})$. Then the integers

$$\ell(P^*) := \min\{i \in \mathbb{Z} | P^* \geq \overline{\Lambda}[i]\} \quad \text{and} \quad r(Q^*) := \max\{i \in \mathbb{Z} | \overline{\Lambda} \geq Q^*[i]\}$$

are well-defined, and it holds that $P^* \geq Q^*[r(Q^*) - \ell(P^*)]$.

**Proof.** We may choose minimal complexes $L^* \in K^b(\text{proj } \overline{\Lambda})$ and $M^* \in K^-(\text{proj } \overline{\Lambda})$ quasi-isomorphic to the complexes $P^*$ and $Q^*$, respectively. Then

$$\ell(P^*) = \min\{i \in \mathbb{Z} | L_i \neq 0\} \quad \text{and} \quad r(Q^*) = \max\{i \in \mathbb{Z} | M_i \neq 0\}.$$

So $\text{Hom}_{D(\overline{\Lambda})}(P^*, Q^*[i]) \cong \text{Hom}_{K(\overline{\Lambda})}(L^*, M^*[i]) = 0$ for any $i > r(Q^*) - \ell(P^*)$. □

**Proposition 4.21.** Let $P^* \in \text{per } \overline{\Lambda}$ and $Q^* \in D^-(\text{mod } \overline{\Lambda})$ such that $P^* \geq Q^*$. Let $M$ be a $\overline{\Lambda}$-bimodule which has a regular bimodule resolution. Then

$$P^* \geq Q^* \otimes_{\overline{\Lambda}} M.$$

This statement and its proof were inspired by a recent result of Nasseh, Ono and Yoshino [NOY21, Theorem 3.10]. Roughly speaking, the latter result has the same conclusion allowing the complex $P^*$ to be an object of $D^-(\text{mod } \overline{\Lambda})$ but imposing certain finiteness conditions on the $\overline{\Lambda}$-bimodule $M$.

**Proof.** Let $P^*$ and $Q^*$ be as above, and $B^*$ be a regular bimodule resolution of the $\overline{\Lambda}$-bimodule $M$. For any integer $i \geq 0$ we set

$$Y_i^* := Q^* \otimes_{\overline{\Lambda}} B_i^*,$$

with $B_i^* := (\ldots \overline{\Lambda}^{r+2} \longrightarrow \overline{\Lambda}^{r+1} \longrightarrow \overline{\Lambda}^r)$,

that is, $B_i^*$ denotes the brutal truncation of $B^*$ at degrees $\leq -i$. Since $B^* \cong M$ in the derived category $D(\text{Bimod } \overline{\Lambda})$ of $\overline{\Lambda}$-bimodules, there is an isomorphism

$$Y_0^* \cong Q^* \otimes_{\overline{\Lambda}} M \quad \text{in } D(\overline{\Lambda}).$$

Therefore, it is sufficient to show that $P^* \geq Y_0^*$.

(1) First, we claim that there is an integer $m \geq 0$ such that $P^* \geq Y_m^*$.

In the notations of (4.20), we set $m := \max\{r(Q^*) - \ell(P^*), 0\}$. A version of the Künneth trick for complexes [Ye99, Lemma 2.1] implies the first inequality in

$$r(Y_m^*) \leq r(Q^*) + r(B_m^*) \leq r(Q^*) - m \leq \ell(P^*).$$

By Lemma 4.19 it follows that $P^* \geq Y_m^*[r(Y_m^*) - \ell(P^*)]$, and thus $P^* \geq Y_m^*$.

(2) Let $i \geq 0$ and $n > 0$. We claim that there is an $\overline{\Lambda}$-linear isomorphism

$$\text{Hom}_{D(\overline{\Lambda})}(P^*, Y_i^*[n]) \cong \text{Hom}_{D(\overline{\Lambda})}(P^*, Y_{i+1}^*[n]).$$

The short exact sequence of complexes of $\overline{\Lambda}$-bimodules

$$0 \longrightarrow \overline{\Lambda}^r[i] \longrightarrow B_i^* \longrightarrow B_{i+1}^* \longrightarrow 0,$$
induces a distinguished triangle in the category $D(\text{Bimod} \Lambda)$. Applying the functors $Q^r \otimes_{\Lambda} - [n]$, and then $\text{Hom}_{D(\Lambda)}(P^r, -)$, to the latter yields the distinguished triangle

$$(Q^r)^r[i + n] \longrightarrow Y_i[n] \longrightarrow Y_{i+1}[n] \longrightarrow (Q^r)^r[i + n + 1]$$

in the category $D(\Lambda)$, and subsequently an exact sequence of $R$-modules

$$0 \longrightarrow \text{Hom}_{D(\Lambda)}(P^r, Y_i[n]) \sim \text{Hom}_{D(\Lambda)}(P^r, Y_{i+1}[n]) \longrightarrow 0,$$

which has zero outer terms because of $P^r \geq Q^r$ and $i + n > 0$.

These two arguments show that $\text{Hom}_{D(\Lambda)}(P^r, Y_0[n]) \cong \text{Hom}_{D(\Lambda)}(P^r, Y_m[n]) = 0$ for any integer $n > 0$. Thus, $P^r \geq Y_0$. \hfill \Box

The main consequence of this subsection is the following lifting result.

**Corollary 4.22.** Assume that the $R$-algebra $\Lambda$ and the ideal $a$ of $R$ satisfy

\((**)\quad \text{Tor}_n^R(\Lambda, R/a^n) = 0\) for any integer $n > 0$.

Then any complex $P^r \in \text{per} \Lambda$ such that $P^r \geq P^r[1]$ has a lift $L^r \in \text{per} \Lambda$.

**Proof.** Under the assumptions above, Lemma 4.6 implies that $\text{Tor}_1^R(\Lambda, a^n/a^{n+1}) = 0$ and that there is an isomorphism $\Lambda \otimes a^n/a^{n+1} \cong \mathcal{T}^n$ of $\Lambda$-bimodules for any $n > 0$. By Lemma 4.18 each $\Lambda$-bimodule $\mathcal{T}^n$ has a regular bimodule resolution.

Since $P^r \in \text{per} \Lambda$ and $P^r \geq P^r[1]$, Proposition 4.21 implies that $P^r \geq \alpha_n(P^r)[1]$ for any $n > 0$, where $\alpha_n(P^r)$ denotes the left-derived tensor product of $P^r$ with $\mathcal{T}^n$. According to Proposition 4.4 the complex $P^r$ has a lift $L^r \in D^- (\text{mod} \Lambda)$. Lemma 4.3 ensures that $L^r \in \text{per} \Lambda$. \hfill \Box

The last lifting criterion will be applied to presilting complexes.

**Remark 4.23.** Condition (**) is satisfied in both setups of Remark 1.2. It yields an intermediate setup between that of the previous subsection and the Tor-independence assumption (*). More precisely, the following implications hold according to Propositions 4.8 and 4.11.

$$\text{Tor}_1^R(\Lambda, R) = 0 \text{ and } R \text{ is normally flat along } a \quad \Rightarrow \quad (**) \quad \Rightarrow \quad (*).$$

5. **Silting complexes over Noetherian algebras as weak generators**

Rickard proved that a pretilting complex $T^r$ over the Noetherian algebra $\Lambda$ is tilting if and only if there is a non-zero morphism from $T^r$ to any non-zero object of the category $D^- (\text{mod} \Lambda)$ up to shift [Ri91b, Lemma 1.1].

The goal of this section is to extend Rickard’s characterization to any presilting complex of the algebra $\Lambda$. This extension involves arguments on differential graded categories by Keller.

**Setup 5.1.** Throughout this section, we fix the following notions.

- As before, $\Lambda$ denotes a Noetherian $R$-algebra.
- Let $L^r$ be a presilting complex of $\Lambda$. For simplicity of the presentation we assume that $L^r$ is given by a bounded complex of finitely generated projective $\Lambda$-modules.
- We denote by $E^r$ the differential graded $k$-algebra $\text{Hom}_A^*(L^r, L^r)$, and by $D(E^r)$ the derived category of its dg-modules.
The central tool of this section is a variant of Keller’s derived Morita theorem which yields an embedding of categories

\[ \mathbb{F} : D(E^\bullet) \to D(\Lambda). \]

The main technical issue is to show that \( \mathbb{F} \) restricts to a functor

\[ \mathbb{F}' : D^-_A(E^\bullet) \to D^-(\text{mod } \Lambda) \]

starting from a certain category which can be identified with \( D^-_A(\text{mod } E^\bullet) \) in the case that \( L^\bullet \) is pretilting. Following an outline by Keller which is based on Rickard’s approach, we will deduce that \( L^\bullet \) is silting if and only if \( \mathbb{F}' \) is an equivalence if and only if \( L^\bullet \) is a weak generator of \( D^-_A(\text{mod } \Lambda) \) in the sense above.

For general facts on dg-categories we refer to Keller’s works \([Ke94, Ke98]\). We will apply some dg-categorical arguments specific to our setup following Yekutieli’s book \([Ye20]\). Other than in this section, we will not use the terminology of dg-categories in this paper.

5.1. Noetherian algebras and pseudo-finite semi-free modules. For the dg-algebra \( E^\bullet \) we denote

- by \( \mathcal{A} \) the category \( \text{mod } R \) of finitely generated \( R \)-modules,
- by \( D_A(E^\bullet) \) the full subcategory of dg-modules \( M^\bullet \) in \( D(E^\bullet) \) such that \( H^i(M^\bullet) \in \mathcal{A} \) for any integer \( i \in \mathbb{Z} \),
- by \( D^-_A(E^\bullet) \) the full subcategory of dg-modules \( M^\bullet \) in \( D_A(E^\bullet) \) such that there is an integer \( m \in \mathbb{Z} \) with \( H^i(M^\bullet) = 0 \) for any integer \( i > m \).

Viewing the \( R \)-algebra \( \Lambda \) as a dg-algebra in degree zero, the analogue \( D^-_A(\Lambda) \) of the category \( D^-_A(E^\bullet) \) can be identified with the category \( D^-_A(\text{mod } \Lambda) \). The latter is known to be equivalent to the category \( D^-(\text{mod } \Lambda) \) (see, for example, \([Ye20, Corollary 11.3.21]\)).

Since \( \Lambda \) is a Noetherian \( R \)-algebra, the stalk complex \( \Lambda \) is contained in \( D^-_A(\Lambda) \). There is a counterpart for the dg-algebra \( E^\bullet \).

Lemma 5.2. The dg-module \( E^\bullet \) is an object of the category \( D^-_A(E^\bullet) \).

Proof. For any element \( r \in R \) let \( g_r : L^\bullet \to L^\bullet \) denote the homogeneous morphism of degree zero given by right multiplication with \( r \) at each term of \( L^\bullet \). Let \( i \in \mathbb{Z} \). The composition of the two maps which define the \( R \)-algebra structure on the ring \( H^0(E^\bullet) \) and the right \( H^0(E^\bullet) \)-module structure on the morphism space \( H^i(E^\bullet) \)

\[ R \to H^0(E^\bullet) \to \text{End}_R(H^i(E^\bullet)), \quad r \mapsto g_r \mapsto (\phi \mapsto g_r \cdot \phi = g_r[i] \cdot \phi = r \cdot \phi) \]

recovers the natural right \( R \)-module structure on the space \( H^i(E^\bullet) \). By Remark 1.11 the \( R \)-module \( H^i(E^\bullet) \) is finitely generated. This implies the claim. \( \Box \)

5.2. Pseudo-finite semi-free modules. The complex \( L^\bullet \) has a differential graded \( (E^\bullet, \Lambda) \)-bimodule structure and gives rise to a functor

\[ \mathbb{F} := \bigotimes_{E^\bullet} L^\bullet : D(E^\bullet) \to D(\Lambda). \]

Since \( L^\bullet \) is presilting, the dg-algebra \( E^\bullet \) is quasi-isomorphic to the truncated dg-algebra

\[ E^0_\bullet := (\ldots \to E^{-2} \to E^{-1} \to \ker d^0_{E^\bullet}). \]
Next, we will show that the functor
\[
\mathbb{F}_0 := \bigoplus \bigwedge L^*: D(E_0^*) \longrightarrow D(A)
\]
restricts to a well-defined functor $\mathbb{F}_0': D^-_A(E_0^*) \longrightarrow D^-_A(A)$ and deduce a similar statement for the original dg-algebra $E^*$. To do so, we need a dg-analogue of the Künneth trick.

**Proposition 5.3.** For any dg-module $N^* \in D^-(E_0^*)$ it holds that $\mathbb{F}_0(N^*) \in D^-(A)$.

More precisely, let $m \in \mathbb{Z}$ denote the maximal integer such that $H^i(N^*) = 0$ for any integer $i > m$, and $r \in \mathbb{Z}$ the maximal integer that $L^j = 0$ for any integer $j > r$. Then $H^k(\mathbb{F}_0(N^*)) = 0$ for any integer $k > m + r$.

In the following, we denote by $C_{\text{str}}(E_0^*)$ the category of dg-modules and homogeneous morphisms of degree zero for the dg-algebra $E_0^*$.

**Comment on the proof.** Since the dg-algebra $E_0^*$ is non-positive, [Ye20, Corollary 11.4.27] implies that there is a semi-free dg-module $P^*$ quasi-isomorphic to $N^*$ in $C_{\text{str}}(E_0^*)$ with $P^i = 0$ for any $i > m$. Let $k > m + r$. Because semi-free dg-modules are $K$-flat, it follows that $(\mathbb{F}_0(N^*))^k \cong (P^* \otimes_{E_0^*} L^*)^k = \bigoplus_{i+j=k} P^i \otimes_R L^j = 0$. □

Any dg-module $N^* \in D^-_A(E_0^*)$ admits a pseudo-finite semi-free resolution in the following sense.

**Theorem 5.4.** Let $N^* \in D^-_A(E_0^*)$ such that $H^+(N^*) = 0$. Then there is a dg-module $P^*$ which is the direct limit of a direct system of dg-modules and embeddings
\[
P_0^* \hookrightarrow P_1^* \hookrightarrow \ldots P_{j-1}^* \hookrightarrow P_j^* \hookrightarrow \ldots
\]
and a quasi-isomorphism $\varphi: P^* \longrightarrow N^*$ which is the direct limit of a family of morphisms $(\varphi_j: P_j^* \longrightarrow N^*)_{j \in \mathbb{N}}$ in the category $C_{\text{str}}(E_0^*)$ such that the dg-modules and morphisms $(P_j^*, \varphi_j)_{j \in \mathbb{N}}$ satisfy the following properties.

(P1) For any integer $j \in \mathbb{N}$ the map $H^i(\varphi_j): H^i(P_j^*) \longrightarrow H^i(N^*)$ is surjective for any integer $i \leq -j$ and bijective for any integer $i > -j$.

(P2) The dg-module $P_0^*$ satisfies $P_0^n = 0$ for any integer $n > 0$ and is pseudo-finite free, that is, there is an isomorphism $P_0^* \cong \bigoplus_{i \leq 0} (E_0^*)^{r_i}[i]$ in the category $C_{\text{str}}(E_0^*)$, where $r_i \in \mathbb{N}$ for any integer $i \leq 0$.

(P3) For any integer $j > 0$ there is an isomorphism $P_j^*/P_{j-1}^* \cong (E_0^*)^{s_j}[j]$ in the category $C_{\text{str}}(E_0^*)$ with $s_j \in \mathbb{N}$.

**Comment on the proof.** By Lemma 5.2, the dg-algebra $E_0^*$ is cohomologically right pseudo-Noetherian, that is, $H^+(E^*) = 0$, the ring $H^0(E^*)$ is right Noetherian, and $H^1(E^*)$ is finitely generated as $H^0(E^*)$-module for any integer $i \in \mathbb{Z}$. Since $E_0^*$ is also non-positive, the statements follow from [Ye20, Proof of Theorem 11.4.40]. □

The dg-modules $(P_j^*)_{j \in \mathbb{N}}$ might be viewed as dg-versions of certain truncations.

**Remark 5.5.** If $L^*$ is pretilting, it holds that $E^* = \text{End}_{D(A)}(L^*)$ and we may choose a complex $P^* \in C(\text{proj } E^*)$ with $P^n = 0$ for any integer $n > 0$, a quasi-isomorphism $\varphi: P^* \longrightarrow N^*$ of complexes, $P_j^*$ as the brutal truncation $\sigma^{< -j}(P^*)$, and $\varphi_j$ as the composition $P_j^* \hookrightarrow P^* \xrightarrow{\varphi} N^*$ for any integer $j \geq 0$ in order to ensure properties (P1), (P2) and (P3) above.
Next, we apply the functor $\mathbb{F}_0$ to the dg-submodules defining the resolution $P^*$.

**Lemma 5.6.** It holds that $\mathbb{F}_0(P^*_j) \in \mathcal{D}_A(\Lambda)$ for any integer $j \in \mathbb{N}_0$.

**Proof.** We prove the claim by induction on the integer $j \geq 0$.

- $j = 0$: It holds that $\mathbb{F}_0(E^*_0) \cong L^* \in \mathcal{D}_A(\Lambda)$. Property (P2) of the dg-module $P^*_0$ implies that $\mathbb{F}_0(P^*_0) \cong \bigoplus_{i \leq 0} (L^*)^{ri}[-i] \in \mathcal{D}_A(\Lambda)$, where $r_i \in \mathbb{N}_0$.
- $j - 1 \to j$: Assume that the claim is true for some integer $j - 1$ with $j > 0$. By the description of the quotient $P^*_j/P^*_{j-1}$ in (P3) there is an integer $s_j \geq 0$ and a distinguished triangle

$$\mathbb{F}_0(P^*_{j-1}) \longrightarrow \mathbb{F}_0(P^*_j) \longrightarrow (\mathbb{F}_0(E^*_0))^{s_j}[j] \longrightarrow \mathbb{F}_0(P^*_{j-1})[1]$$

in the category $\mathcal{D}(\Lambda)$. Since $\mathcal{D}_A(\Lambda)$ is a triangulated subcategory of $\mathcal{D}(\Lambda)$, the induction assumption implies that $\mathbb{F}_0(P^*_j) \in \mathcal{D}_A(\Lambda)$. \hfill \□

We may conclude now that the functor $\mathbb{F}$ restricts to the following subcategories.

**Proposition 5.7.** For any dg-module $M^* \in \mathcal{D}^-_A(\Lambda^*)$ it holds that $\mathbb{F}(M^*) \in \mathcal{D}_A(\Lambda)$.

The next arguments parallel the proof of [Ye20, Theorem 12.5.7]. The main idea is to truncate the dg-module $M^*$ at the ‘right’ degree.

**Proof.** Since $\mathbb{F}$ commutes with shifts, we may assume that $H^+(M^*) = 0$ to simplify notation. Let $i \in \mathbb{Z}$ and $N^*$ denote the restriction of $M^*$ to the truncated dg-algebra $E^*_0$. Since the inclusion $E^*_0 \hookrightarrow E^*$ is a quasi-isomorphism of dg-algebras, there is an isomorphism $H^i(\mathbb{F}(M^*)) \cong H^i(\mathbb{F}(N^*))$ of $R$-modules by [Ye20, Theorem 12.7.2].

- If $i > r := \max\{i \in \mathbb{Z} \mid L^i \neq 0\}$, then $H^i(\mathbb{F}(M^*)) = 0$ by Proposition 5.3.
- Assume that $i \leq r$. Let $(P^*_j, q_j)_{j \geq 0}$ be a direct system of dg-modules and morphisms for $N^*$ as in Theorem 5.4. Set $j := r + 1 - i$. Since the dg-module $P^*_j$ has property (P1) there is a distinguished triangle

$$C^*_j[-1] \longrightarrow P^*_j \longrightarrow N^* \longrightarrow C^*_j$$

in $\mathcal{D}(E^*_0)$ with $H^i(C^*_j) = 0$ for any integer $i > -j + 1$. Applying $\mathbb{F}_0$ to the latter and taking cohomology at degree $i$ yields an exact sequence of $R$-modules

$$H^{i-1}(\mathbb{F}_0(C^*_j)) \longrightarrow H^i(\mathbb{F}_0(P^*_j)) \longrightarrow H^i(\mathbb{F}_0(N^*)) \longrightarrow H^i(\mathbb{F}_0(C^*_j))$$

Proposition 5.3 implies that $H^\ell(\mathbb{F}_0(C^*_j)) = 0$ for any integer $\ell > r - j + 1 = i - 2$. Together with Lemma 5.6 it follows that $H^i(\mathbb{F}_0(P^*_j)) \cong H^i(\mathbb{F}(M^*)) \in \mathcal{A}$.

This completes the proof that $\mathbb{F}(M^*) \in \mathcal{D}_A(\Lambda)$. \hfill \□

**Remark 5.8.** If the complex $L^*$ is pretilting, Proposition 5.7 recovers the fact that the left-derived functor $\mathbb{L}_{E^*} \otimes^\mathbb{L} L^* : \mathcal{D}^-(\text{mod } E^*) \longrightarrow \mathcal{D}^-(\text{mod } \Lambda)$ is well-defined.

### 5.3. Keller’s derived Morita Theorem.

Next, we consider several triangulated subcategories associated to the perfect complex $L^*$.

- We denote by $\langle L^* \rangle^\perp$ the strictly full subcategory of objects $M^*$ in $\mathcal{D}(\Lambda)$ such that $L^* \perp M^*$, or, equivalently, $\text{Hom}_{\mathcal{D}(\Lambda)}(X^*, M^*) = 0$ for any object $X^* \in \langle L^* \rangle$. 


Let $\mathcal{T}$ be a triangulated subcategory of $D(\Lambda)$. Using terminology from the Stacks project [Sta22, Tag 09SJ], we call $L^*$ a weak generator of the category $\mathcal{T}$ if $L^* \in \mathcal{T}$ and $(L^*)^\perp \cap \mathcal{T} = 0$, that is, $L^* \perp M^*$ for any object $M^* \in \mathcal{T}$. Equivalently, for any non-zero object $N^* \in \mathcal{T}$ there is an integer $i \in \mathbb{Z}$ and a non-zero morphism $L^* \to N^*[i]$ in $\mathcal{T}$.

We denote by $\text{Loc}(L^*)$ the smallest localising subcategory containing $L^*$. Let us recall that a subcategory $\mathcal{L}$ in $D(\Lambda)$ is localising if it is strictly full, triangulated and closed under arbitrary coproducts. Such a subcategory is automatically closed under direct summands [An19, Lemma 3.6]. In particular, $(L^*)$ is a proper subcategory of the category $\text{Loc}(L^*)$.

By Keller’s derived Morita Theorem the subcategories $\text{Loc}(L^*)$ and $(L^*)^\perp$ are related in terms of the dg-endomorphism algebra $E^*$ of $L^*$. We state a variant of this theorem which was formulated by Yekutieli.

**Theorem 5.9.** The functor $\mathbb{F}$ is fully faithful and has a right adjoint functor $\mathbb{G}$ given by

$$
\mathbb{F} = - \otimes_{E^*} L^*, \quad \mathbb{G} = \mathbb{R} \text{Hom}_{\Lambda}(L^*, -)
$$

Moreover, the essential image of $\mathbb{F}$ coincides with the subcategory $\text{Loc}(L^*)$, and the kernel of $\mathbb{G}$ by the subcategory $(L^*)^\perp$, that is, for any object $M^* \in D(\Lambda)$ there is an isomorphism $\mathbb{G}(M^*) \cong 0$ in $D(E^*)$ if and only if $L^* \perp M^*$.

**Comment on the proof.** Since $L^*$ is a compact object of $D(\Lambda)$, it is a weak generator of the subcategory $\text{Loc}(L^*)$. The claims follow from [Ye20, Theorem 14.2.29].

The right adjoint $\mathbb{G}$ restricts to the previously considered subcategories as well.

**Lemma 5.11.** For any complex $M^* \in D^-_{\Lambda}(\Lambda)$ it holds that $\mathbb{G}(M^*) \in D^-_{\Lambda}(E^*)$.

**Proof.** Let $P^*$ be a complex from $K^-(\text{proj } \Lambda)$ quasi-isomorphic to $M^*$. Since $L^*$ is bounded, there is $m \in \mathbb{Z}$ such that $H^j(\mathbb{G}(M^*)) \cong \text{Hom}_{K(\Lambda)}(L^*, M^*[i]) = 0$ for any integer $i > m$. Moreover, it holds that $H^j(\mathbb{G}(\Lambda)) \in \mathcal{A}$ for any $j \in \mathbb{Z}$ (by, for example, Lemma 1.16 (4)).

We formulate the main result of this section.

**Proposition 5.12.** The following conditions are equivalent for the the presilting complex $L^*$ of the Noetherian $R$-algebra $\Lambda$.

(a1) The complex $L^*$ generates the category $D(\Lambda)$ in the sense that $\text{Loc}(L^*) = D(\Lambda)$.

(a2) The complex $L^*$ is a weak generator of $D^-_{\Lambda}(\Lambda)$, that is, $(L^*)^\perp \cap D^-_{\Lambda}(\Lambda) = 0$.

(a3) The complex $L^*$ is a perfect generator, that is, $(L^*) = \text{per } \Lambda$.

(b1) The functor $\mathbb{F}$ defined in (5.10) yields an equivalence $D(E^*) \xrightarrow{\sim} D(\Lambda)$.

(b2) The functor $\mathbb{F}$ restricts to an equivalence $D^-_{\Lambda}(E^*) \xrightarrow{\sim} D^-_{\Lambda}(\Lambda)$.

(b3) The functor $\mathbb{F}$ restricts to an equivalence $\text{per}(E^*) \xrightarrow{\sim} \text{per}(\Lambda)$.

In particular, the presilting complex $L^*$ is silting if and only if it is a weak generator of the category $D^-(\text{mod } \Lambda)$.
The analogue of the last statement for tilting complexes was shown by Rickard [Ri91b, Lemma 1.1]. The following arguments reformulate a proof which was communicated to me by Bernhard Keller [Ke19].

**Proof.** We keep the previous assumptions on $\Lambda$ and $L^\ast$. We will use properties of the functors $F$ and $G$ from Theorem 5.9 without explicit reference.

The equivalence of $(a1)$ and $(b1)$ holds true as $\text{Im}(F) \subseteq \text{Loc}(L^\ast)$. $(b1)$ implies $(b2)$ since $F$ and $G$ restrict to functors between the subcategories $D^-_{\Lambda}(E^\ast)$ and $D^-_{\Lambda}(\Lambda)$ according to Proposition 5.7 and Lemma 5.11. If $(b2)$ is satisfied, the restriction $G|_{D^-_{\Lambda}(\Lambda)}$ reflects zero objects, that is, $(a2)$ is satisfied.

To show that $(a2)$ implies $(a1)$, let $\langle L^\ast \rangle \subseteq D^-_{\Lambda}(\Lambda) = 0$. Since the $R$-algebra $\Lambda$ is Noetherian, it holds that $\Lambda \in D^-_{\Lambda}(\Lambda)$, and thus $FG(\Lambda) \in D^-_{\Lambda}(\Lambda)$. Since $(F, G)$ is an adjoint pair, there is a distinguished triangle

$$FG(\Lambda) \xrightarrow{\varepsilon_{\Lambda}} \Lambda \rightarrow Z^\ast \rightarrow FG(\Lambda)[1]$$

in $D^-_{\Lambda}(\Lambda)$, where $\varepsilon_{\Lambda}$ denotes the counit. Because $F$ is fully faithful, the unit $\eta_{G(\Lambda)}$ and therefore $G(\varepsilon_{\Lambda})$ are both isomorphisms. So $Z^\ast \in \ker G \cap D^-_{\Lambda}(\Lambda) = 0$, which shows that $\varepsilon_{\Lambda}$ is an isomorphism. Since $\Lambda \cong \text{Loc}(\Lambda) \subseteq D^-_{\Lambda}(\Lambda)$ it follows that $\text{Loc}(L^\ast) = D^-_{\Lambda}(\Lambda)$, that is, condition $(a1)$ holds.

So far, we have shown the equivalences $(a1) \Leftrightarrow (a2) \Leftrightarrow (b1) \Leftrightarrow (b2)$. An object in $D(E^\ast)$ is compact if and only if it belongs to the category $\text{per} E^\ast = \langle E^\ast \rangle$. The same is true for the ring $\Lambda$. This yields that any equivalence $D(E^\ast) \sim D(\Lambda)$ restricts to an equivalence $\text{per} E^\ast \sim \text{per} \Lambda$. This shows the implication $(b2) \Rightarrow (b3)$.

If $(b3)$ is satisfied, $(a3)$ follows because $\text{per} \Lambda = F(\langle E^\ast \rangle) = (F(E^\ast)) = \langle L^\ast \rangle$. Finally, if $(a3)$ holds, that is, $\langle L^\ast \rangle = \text{per} \Lambda$, implies that $\Lambda \in \langle L^\ast \rangle$ and $\langle L^\ast \rangle \subseteq \langle \Lambda \rangle \subseteq 0$, and thus $(a2)$.

So all six conditions are equivalent. The last statement follows from the fact that $D^-_{\Lambda}(\text{mod} \Lambda)$ is equivalent to the subcategory $D^-_{\Lambda}(\Lambda)$ of $D(\Lambda)$.

At last, we discuss the role of our assumptions in Proposition 5.12.

**Remark 5.13.** We recall that $L^\ast$ is a presilting complex of the $R$-algebra $\Lambda$.

1. Proposition 5.12 is still true if $\Lambda$ is a Noetherian $R$-algebra without assuming the base ring $R$ to be local or complete.
2. For an arbitrary $R$-algebra $\Lambda$, there is a variation of Proposition 5.12, in which the categories $D^-_{\Lambda}(E^\ast)$ and $D^-_{\Lambda}(\Lambda)$ appearing in conditions $(a2)$ and $(b2)$ are replaced with the categories $D^-(E^\ast)$ and $D^-(\Lambda)$, respectively.

6. SITTING AND TILTING BIECTIONS FOR QUOTIENTS

This section collects the main results of this paper which assume the conditions in Setup 1.1.

6.1. Descent of silting and tilting complexes. an adaptation an argument by Rickard [Ri91b, Proof of Proposition 3.1] shows that the derived change-of-rings functor reflects weak generators.

**Lemma 6.1.** Let $L^\ast \in \text{per} \Lambda$ such that $\overline{L}^\ast$ is a weak generator of $D^-_{\Lambda}(\text{mod} \overline{\Lambda})$. Then $L^\ast$ is a weak generator of $D^-_{\Lambda}(\text{mod} \Lambda)$. 
Proof. Under the assumptions above, let $M^* \in D^-(\mod \Lambda)$ such that $L^* \perp M^*$. Proposition 3.3 (3.5) implies that $\overline{M^*} \perp \overline{L^*}$, and thus $\overline{M^*} \in (\overline{L^*})^\perp \cap D^-(\mod \overline{\Lambda}) = 0$. Since $F$ reflects zero objects by Corollary 3.7, it holds that $M^* \cong 0$. □

Notation 6.2. In addition to Setup 1.1, we fix an $R$-module $M$ and a module $N$ over the quotient $\overline{R} = R/a$. We will use the following notation.

- Let $\text{silt} \Lambda$ and $\text{tilt} \Lambda$ denote the sets of isomorphism classes of basic silting and basic tilting complexes of $\Lambda$, respectively. The latter has a subset $\text{tilt}^A \Lambda$ defined via basic tilting complexes $T^*$ of $\Lambda$ satisfying
  $$\text{Tor}^R_+(\text{End}_{D(\Lambda)}(T^*), A) = 0,$$
  and another subset $\text{tilt}^*_R \Lambda$ defined via basic tilting complexes $T^*$ of $\Lambda$ such that $\text{End}_{D(\Lambda)}(T^*)$ is free as $R$-module. Moreover, we set $\text{tilt}^N, R \Lambda := \text{tilt}^N \Lambda \cap \text{tilt}^R \Lambda$ where $N$ is viewed as an $R$-module.

- The sets $\text{silt} \overline{\Lambda}$ and $\text{tilt} \overline{\Lambda}$ are defined in a similar way. We will consider the subset $\text{tilt}^N, R \overline{\Lambda}$ given by basic tilting complexes $T^*$ of $\overline{\Lambda}$ such that
  $$\text{Tor}^R_+(\text{End}_{D(\Lambda)}(T^*), N) = 0,$$
  and the subset $\text{tilt}^*_R \overline{\Lambda}$ requiring the endomorphism ring of each tilting complex to be free as $R$-module.

These sets have analogues defined by presilting respectively pretilting complexes.

Remark 6.3. In case $N$ is the residue field $k$ of the local ring $R$, we may use the local criterion of flatness (see Theorem 2.18) to identify $\text{tilt}^k, R \Lambda$ with $\text{tilt}^*_R \Lambda$, and $\text{tilt}^k \overline{\Lambda}$ with $\text{tilt}^*_R \overline{\Lambda}$.

Proposition 6.4. Any perfect complex $L^*$ of $\Lambda$ satisfies the implications

- $L^* \in \text{tilt}^*_R \Lambda$ \implies $L^* \in \text{tilt}^N, R \Lambda$ \implies $L^* \in \text{silt} \Lambda$ \implies $L^* \in \text{tilt}^*_R \overline{\Lambda}$ \implies $L^* \in \text{tilt}^N \overline{\Lambda}$ \implies $L^* \in \text{silt} \overline{\Lambda}$.

The same is true for pretilting and presilting versions of the sets above.

Proof. For basic presilting complexes the equivalence on the right follows from Lemma 3.12 and Proposition 3.3.

To show the upward implication on the right, assume that $\overline{T^*}$ is silting. Since $\overline{T^*}$ is a perfect generator, it is a weak generator of $D(\overline{\Lambda})$. It follows that $L^*$ is a presilting complex by the previous argument and a weak generator of $D^-(\mod \overline{\Lambda})$ by Lemma 6.1. Thus, $L^*$ is silting by Proposition 5.12.

Proposition 3.8 applied with $S = \overline{R}$ yields the remaining implications for the sets of tilting complexes and their pretilting analogues. □

6.2. Silting bijections. The next statement is the main result of this paper. We repeat the assumptions of Setup 1.1 for the convenience of the reader.

Theorem 6.5. Let $a$ be a proper ideal of a complete local ring $R$ and $\Lambda$ a Noetherian $R$-algebra such that

\begin{equation}
(\star) \quad \text{Tor}_+^R(\Lambda, R/a) = 0.
\end{equation}

Proof. Under the assumptions above, let $M^* \in D^-(\mod \Lambda)$ such that $L^* \perp M^*$. Proposition 3.3 (3.5) implies that $\overline{M^*} \perp \overline{L^*}$, and thus $\overline{M^*} \in (\overline{L^*})^\perp \cap D^-(\mod \overline{\Lambda}) = 0$. Since $F$ reflects zero objects by Corollary 3.7, it holds that $M^* \cong 0$. □
As before, we set $\mathcal{R} := R/a$, $\mathcal{A} := \Lambda/a\Lambda$ and choose an $\mathcal{R}$-module $N$. Then the following statements hold.

(1) There are embeddings of the sets defined in Notation 6.2

\[
\begin{array}{c}
\text{pretilt}^* \Lambda \\ \text{tilt}^* \Lambda \\ \text{pretilt}_R^* \mathcal{A} \\
\end{array}
\xrightarrow{f_p^*} \begin{array}{c}
\text{pretilt}^N \mathcal{R} \\ \text{tilt}^N \mathcal{R} \\ \text{pretilt} \mathcal{R} \\
\end{array}
\xrightarrow{f_p^N} \begin{array}{c}
\text{tilt} \mathcal{R} \\ \text{tilt} \mathcal{A} \\
\end{array}
\xrightarrow{f_s} \begin{array}{c}
\text{presilt} \mathcal{R} \\ \text{presilt} \mathcal{A} \\
\end{array}
\xrightarrow{f_{ps}} \begin{array}{c}
\mathcal{L}^* \\
\end{array}
\]

where the map $f_s$ is an embedding of posets.

(2) The outer vertical maps $f_p^*$, $f_p^N$, $f_s$ and $f_{ps}$ are bijective if

\[(\star\star) \quad \text{Tor}_R^+(\Lambda, R/a^n) = 0 \text{ for any integer } n > 0.\]

(3) If $\mathcal{R}$ is Tor-rigid as $R$-module and the map $f_{ps}$ is bijective, then the embeddings $f_p^N$ and $f_p^N$ are bijective as well and the set $\text{tilt}^N \mathcal{R}$ coincides with the set of isomorphism class of basic tilting complexes $T^*$ of $\Lambda$ satisfying

\[\text{Hom}_{D(\mathcal{A})}(T^*, T^*[-1]) = 0.\]

Proof. Since $\text{Tor}_R^+(\Lambda, \mathcal{R}) = 0$, Proposition 3.14 states that $f_{ps}$ is a well-defined injective map, which preserves and reflects relation $\geq$.

If $(\star\star)$ holds, any complex $P^* \in \text{presilt} \mathcal{A}$ has a lift $L^* \in \text{per} \mathcal{A}$ by Corollary 4.22, and thus the map $f_{ps}$ is bijective.

The remaining claims follow from Proposition 6.4 and Corollary 3.9.

Remark 6.7. The silting bijection $f_s$ in Theorem 6.5 (2) restricts to an order-preserving bijection between the subset given by two-term silting complexes of $\Lambda$ and the similar subset for $\mathcal{A}$. This is also true without the Tor-independence assumptions $(\star)$ or $(\star\star)$ by work of Kimura [Ki20], which extends a result by Eisele, Janssens and Raedschelders [EJR18] for finite-dimensional algebras. The connection between this result and Theorem 6.5 (2) will be explained in subsequent work.

The next corollary was stated in the introduction and describes three setups for applications of the last theorem. These include orders over certain regular rings, group algebras and complete intersections.

Corollary 6.8. Let $a$ be a proper ideal of the complete local ring $R$ and $\Lambda$ a Noetherian $R$-algebra $\Lambda$ satisfying any of the following conditions.

(S1a) The $R$-algebra $\Lambda$ is free as an $R$-module and the ring $R$ is regular.
(S1b) The $R$-algebra $\Lambda$ is free as an $R$-module and the ideal $a$ is maximal.
(S2) The ideal $a$ is generated by an $R$- and $\Lambda$-regular sequence.

Then the six vertical maps in diagram (6.6) are bijective.

Proof. In case (S1a), any finitely generated $R$-module is Tor-rigid by results of Auslander and Lichtenbaum [Au61, Li66]. In cases (S1b) and (S2), Tor-rigidity of $R/a$ as $R$-module was recovered in Corollary 4.9.
In setups (S1a) and (S1b), it holds that $\text{Tor}^R_+(\Lambda, R/a^n) = 0$ for any integer $n > 0$. In case (S2), it holds that $\text{Tor}^R_+(\Lambda, R/a) = 0$ as observed in Remark 1.2. Since each $R/a$-module $a^n/a^{n+1}$ is free by [Ei95, Exercise 17.16], Lemma 4.6 (1) yields that (*) is satisfied as well.

So in any of the three cases all of the additional assumptions of Theorem 6.5 are satisfied. 

Under the assumption (S1b) and that the ring $R$ has Krull dimension one, a variation of the silting bijection $f_s$ in (6.6) was established independently by Eisele [Ei21, Corollary 6.5].

Remark 6.9. Let $R'$ be a commutative complete local Cohen–Macaulay ring which admits a Noether normalization. Assume that $\Lambda$ is an $R'$-order, that is, an $R'$-algebra such that $\Lambda$ is a finitely generated and Cohen–Macaulay as an $R'$-module. Viewing $\Lambda$ as an algebra over the Noether normalization of $R'$ leads to setup (S1a).

6.3. Silting bijections via transitivity. In certain situations, we may deduce surjectivity of a silting embedding $f_s$ by composing it with another silting embedding $g_s$ such that the composition $g_s \cdot f_s$ is bijective. This transitivity trick allows to sharpen the bijection results of Theorem 6.5. For a precise formulation we fix several quotient rings.

Setup 6.10. Let $a \subseteq b \subseteq m$ be ideals of the complete local ring $R$ and $\Lambda$ a Noetherian $R$-algebra. We set $\Lambda^a := \Lambda/a\Lambda$ and $\Lambda^b := \Lambda/b\Lambda$.

In particular, there are commutative diagrams of rings and categories

\[
\begin{array}{ccc}
R & \xrightarrow{a} & \Lambda \\
\downarrow & & \downarrow \\
R/a & \xrightarrow{b} & \Lambda^a \\
\downarrow & & \downarrow \\
R/b & \xrightarrow{a} & \Lambda^b \\
\end{array}
\]

\[
\begin{array}{ccc}
D^-(\text{mod } \Lambda) & \xrightarrow{H \cong G \circ F} & D^-(\text{mod } \Lambda^b) \\
\downarrow & & \downarrow \\
D^-(\text{mod } \Lambda^a) & \xrightarrow{G} & D^-(\text{mod } \Lambda^b) \\
\end{array}
\]

To apply the previous results, we show that Tor-independence is a transitive relation in the sense of the first statement below.

Proposition 6.11. Let $\Gamma$ be a Noetherian $R$-algebra. Set $\Gamma^a := \Gamma/a\Gamma$. Then the following statements hold.

1. Any two of the following conditions imply the third one.
   (T1) $\text{Tor}^R_+(\Gamma, R/a) = 0$  (T2) $\text{Tor}^R_+(\Gamma^a, R/b) = 0$  (T3) $\text{Tor}^R_+(\Gamma, R/b) = 0$

2. If $(\Gamma^a, R/b)$ is Tor-rigid over $R/a$, then (T1) and (T2) are equivalent to (T3).

Proof. Since $\text{Tor}^R_+(\Gamma^a, R/b) = 0$, there is a convergent spectral sequence

\[E^2_{pq} := \text{Tor}^R_p(\text{Tor}^R_q(\Gamma, R/a), R/b) \implies E^r_{p+q} := \text{Tor}^R_{p+q}(\Gamma, R/b)\]

by Theorem 2.23. Condition (T1) implies $E^2_{p+} = 0$. The converse is also true by Nakayama’s Lemma. Moreover, each of the conditions (T2) is equivalent to $E_{+0} = 0$, and (T3) to $E_+ = 0$. The two claims follow therefore from Proposition 2.4. 

The next statement sharpens the bijection results of Theorem 6.5 (2).
Theorem 6.12. In addition to Setup 6.10 assume that

\[ \text{Tor}_+^R(\Lambda, R/\mathfrak{a}) = 0 \quad \text{and} \quad \text{Tor}_+^R(\Lambda, R/\mathfrak{b}^n) = 0 \quad \text{for any integer } n > 0. \]

Let \( N \) be an \( R/\mathfrak{b} \)-module. Then there is a commutative diagram of embeddings and bijections of sets

\[(6.13)\]

Moreover, the following statements hold.

1. If \( R/\mathfrak{a} \) is Tor-rigid as \( R \)-module, then the maps \( f_t^{N,R/\mathfrak{b}} \) and \( f_t^N \) are bijective.
2. If \( R/\mathfrak{b} \) is Tor-rigid as \( R/\mathfrak{a} \)-module, then the maps \( \iota \) and \( g_t^N \) are bijective.
3. If \( R/\mathfrak{b} \) is Tor-rigid as \( R \)-module, then the map \( h_t^N \) is bijective.

Similar statements are true for presilting and pretilting versions of the maps above.

Proof. Since \( \text{Tor}_+^R(\Lambda, R/\mathfrak{a} \oplus R/\mathfrak{b}) = 0 \), it follows that \( \text{Tor}_+^R(\Lambda^a, R/\mathfrak{b}) = 0 \) by Proposition 6.11 (1). By Theorem 6.5 (1) and (2) all maps in diagram (6.13) are well-defined and injective, and the maps \( h_t^* \) and \( h_s \) are even bijective. The diagram commutes because there is an isomorphism \( H \cong G \circ F \) of functors. Therefore, the embeddings \( f_t^* \), \( g_t^* \), \( f_s \) and \( g_s \) are bijective as well. This shows the claims on diagram (6.13).

Next, we deduce that \( \iota = \text{id} \) assuming that \( R/\mathfrak{b} \) is Tor-rigid as \( R/\mathfrak{a} \)-module. Let \( T^* \in \text{tilt}^{R/\mathfrak{b}} \Lambda \). Its endomorphism ring \( \Gamma \) is a Noetherian \( R \)-algebra with \( \text{Tor}_+^R(\Gamma, R/\mathfrak{b}) = 0 \). Proposition 6.11 (2) implies that \( \text{Tor}_+^R(\Gamma, R/\mathfrak{a}) = 0 \), and thus \( \text{tilt}^{R/\mathfrak{b}} \Lambda = \text{tilt}^{R/\mathfrak{a},R/\mathfrak{b}} \Lambda \) which is equivalent to \( \iota = \text{id} \).

The other claims in (1), (2) and (3) follow from Theorem 6.5 (3).

6.4. Applications of silting bijections. This subsection is concerned with the consequences of the last theorem. In the next statements, we focus on \( R \)-free Noetherian algebras. In this situation, ‘silting theory is invariant under change of quotients’ in the following sense.

Corollary 6.14. Assume that the Noetherian \( R \)-algebra \( \Lambda \) is free as \( R \)-module. Set \( \Lambda^a := \Lambda/\mathfrak{a}\Lambda, \Lambda^m := \Lambda/\mathfrak{m}\Lambda \) and \( k := R/\mathfrak{m} \), where \( \mathfrak{a} \) is any proper ideal and \( \mathfrak{m} \) the maximal ideal of the complete local ring \( R \). Let \( N \) be any \( \Lambda^m \)-module.
Then there is a commutative diagram of embeddings and bijections of sets

\[
\begin{array}{ccc}
tilt_R^* \Lambda & \xrightarrow{\sim} & \text{tilt}^{N/R/a} \Lambda \\
| & & | \\
tilt^* \Lambda & \xrightarrow{\sim} & \text{tilt}^{N/R/a} \Lambda \\
| & & | \\
\text{tilt}^{N} \Lambda & \xrightarrow{\sim} & \text{tilt}^{N} \Lambda \\
| & & | \\
tilt^* \Lambda & \xrightarrow{\sim} & \text{tilt}^{N} \Lambda \\
| & & | \\
\text{tilt}^{R/a} \Lambda & \xrightarrow{\sim} & \text{tilt}^{R/a} \Lambda \\
| & & | \\
\text{tilt}^{R/a} \Lambda & \xrightarrow{\sim} & \text{tilt}^{R/a} \Lambda \\
| & & | \\
\text{tilt} \Lambda & \xrightarrow{\sim} & \text{tilt} \Lambda \\
\end{array}
\]

The map \( f_t^N \) is bijective if the ring \( R \) is regular or if any of the following conditions is satisfied.

1. The \( R \)-algebra \( \Lambda \) is symmetric, that is, there is an isomorphism \( \text{Hom}_R(\Lambda, R) \cong \Lambda \) of \( \Lambda \)-bimodules.
2. The finite-dimensional \( k \)-algebra \( \Lambda^m \) is symmetric, that is, there is an isomorphism \( \text{Hom}_k(\Lambda^m, k) \cong \Lambda^m \) of \( \Lambda^m \)-bimodules.
3a. Any silting complex of \( \Lambda^m \) is tilting.
3b. Any silting complex of \( \Lambda^m \) is tilting and has \( R/a \)-free endomorphism ring.
3c. Any silting complex of \( \Lambda^m \) is tilting and has \( R \)-free endomorphism ring.

Moreover, the implications \( (1) \Rightarrow (2) \Rightarrow (3a) \Leftrightarrow (3b) \Leftrightarrow (3c) \) hold true.

**Proof.** Theorems 6.5 and 6.12 with \( b = m \) yield diagram (6.15).

If the local ring \( R \) is regular, the map \( f_t^N \) is bijective as already observed in Corollary 6.8 (S1a) using results by Auslander and Lichtenbaum.

The implication \( (1) \Rightarrow (2) \) was shown in [Gn19, Proposition 3.2]. If the finite-dimensional \( k \)-algebra \( \Lambda^m \) is symmetric, the category \( \text{per} \Lambda^m \) is 0-Calabi–Yau [Ha88, Chapter I, Section 4.6], which shows the implication \( (2) \Rightarrow (3a) \). The remaining claims follow from the commutativity of the diagram (6.15).

We return to the example of the first section.

**Example 6.16.** Let \( \Lambda \) be the preprojective algebra, \( \Lambda^{x_1} \) the ribbon graph order and \( \Lambda^{(m_a,m_b)} \) the Brauer graph algebra introduced in Example 1.3. We recall that the \( R \)-algebra on \( \Lambda \) was defined choosing two integers \( m_a, m_b > 0 \).

Since the Brauer graph algebra \( \Lambda^{(m_a,m_b)} \) is symmetric according to [Sch19, Theorem 2.6], Corollary 6.14 recovers the fact that \( \text{tilt}_R^* \Lambda = \text{silt} \Lambda \) and yields bijections

\[
\text{tilt} \Lambda^{x_1} \xrightarrow{\sim} \text{tilt} \Lambda \xrightarrow{\sim} \text{tilt} \Lambda^a \xrightarrow{\sim} \text{tilt} \Lambda^{(m_a,m_b)}
\]

for any proper ideal \( \mathfrak{a} \) of the ring \( R \) and any integers \( m_a, m_b > 0 \).

Work of Burban and Drozd [BD04] implies that the ribbon graph order \( \Lambda^{x_1} \) is derived-tame and provides an explicit combinatorial description of its indecomposable perfect complexes. On the other hand, results by Drozd [Dr90] and Bekkert, Drozd and Futorny [BDF09] yield that the preprojective algebra \( \Lambda \) and each Brauer graph algebra of the form \( \Lambda^{(m_a,m_b)} \) are derived-wild.

Therefore, the tilting theory of a family of rings can be reduced to a single feasible case. The same conclusion can be made for the completed preprojective algebra of affine type \( \widehat{\Lambda}_n \) for any \( n > 0 \).

**Remark 6.17.** It is possible to prove that the map \( f_t^* \) in diagram (6.15) is bijective using only Rickard’s results [Ri91a, Theorem 2.1] and [Ri91b, Theorem 3.1] together
with a transitivity trick. The main arguments are contained in [GIK, Proof of Theorem 5.6].

In general, the class of R-free Noetherian algebras is not closed under derived equivalences. The next statement reduces the question whether the tilted algebra of an R-free algebra is also R-free to the computation of a finite-dimensional morphism space.

**Proposition 6.18.** Assume that the Noetherian R-algebra Λ is free as an R-module. Then the endomorphism ring of a pretilting complex $T^*$ of Λ is free as an R-module if and only if

$$\text{Hom}_{D(\Lambda)}(T^*, T^*[-1]) = 0,$$

where $T^* := T^* \otimes \Lambda^m$.

**Proof.** This follows from Proposition 3.8 (1) and the local criterion of flatness (Theorem 2.18). □

Next, we deduce ‘multiplicity independence’ of silting objects in setup (S2), that is, the context of complete intersections.

**Corollary 6.19.** Let $b$ be a proper ideal of the complete local ring $R$ which is generated by a sequence $x := (x_1, \ldots, x_\ell)$ of R-regular and Λ-regular elements. Let $a$ be the ideal of the ring $R$ generated by the sequence $x^m := (x_1^{m_1}, \ldots, x_\ell^{m_\ell})$ for a sequence $m := (m_1, \ldots, m_\ell)$ of positive integers. As before, set $\Lambda^a := \Lambda/a\Lambda$ and $\Lambda^b := \Lambda/b\Lambda$.

Then there is a commutative diagram of embeddings and bijections of sets

\[
\begin{array}{cccccc}
\text{tilt}^*_R \Lambda & \otimes & \text{tilt}^{R/b} \Lambda & \otimes & \text{tilt}^{R/a} \Lambda & \otimes & \text{silt} \Lambda \\
\downarrow h^*_R & & \downarrow h^*_{R/b} & & \downarrow h^*_{R/a} & & \downarrow h^* \\
\text{tilt}^*_{R/a} \Lambda^a & \otimes & \text{tilt}^{R/b} \Lambda^a & \otimes & \text{tilt}^* \Lambda^a & \otimes & \text{silt} \Lambda^a \\
\downarrow f^*_R & & \downarrow f^*_{R/b} & & \downarrow f^*_{R/a} & & \downarrow f^* \\
\text{tilt}^*_{R/b} \Lambda^b & \otimes & \text{tilt}^* \Lambda^b & \otimes & \text{silt} \Lambda^b \\
\end{array}
\]

(6.20)

**Proof.** Since $x$ is R-regular, the ring $R$ is normally flat along the ideal $b$ in the sense of Definition 4.7 and $R/b$ is Tor-rigid as R-module (as shown, for example, in Corollary 4.9). Because $x$ is also Λ-regular it holds that $\text{Tor}_1^R(\Lambda, R/b) = 0$ as recalled in Remark 1.2. It can be shown by induction on the length $\ell$ that the sequence $x^m$ is R- and Λ-regular as well. It follows that $R/a$ is Tor-rigid as R-module and $\text{Tor}_1^R(\Lambda, R/a) = 0$. Now, Theorem 6.12 implies the claims. □

By the silting bijection $g^*_a$ any two quotient algebras $\Lambda^a$ and $\Lambda^b$ defined by different sequences of multiplicities have the ‘same’ silting theory. For Brauer graph algebras, an incarnation of this phenomenon was shown for two-term silting complexes by Aihara, Adachi and Chan [AAC18, Proposition 4.7], and deduced by Eisele [Ei21, Theorem 6.6] under certain restrictions on the Brauer graph.

**Remark 6.21.** (1) In the setup of Corollary 6.19 the ideal $b/a$ of the quotient ring $R/a$ does not have to be generated by an $R/a$-regular sequence, and the ring $R$
does not have to be normally flat along the ideal \( b \) in general. In particular, surjectivity of the embedding \( g_s \) is not a direct consequence of Theorem 6.5 (2).

(2) The conclusion of Corollary 6.19 is also true for any ideal \( a \) which is generated by an \( R \)- and \( \Lambda \)-regular sequence and contained in the ideal \( b \). In particular, if \( a \) is generated by a subsequence \( (x_1, \ldots, x_i) \) of \( x \) with \( i \leq \ell \), the maps \( i \) and \( g_t \) in diagram (6.20) are bijective as well.

The last applications of this subsection suggest that the assumption in Theorem 6.5 which leads to silting bijection results is natural from the viewpoint of completion.

**Corollary 6.22.** For any \( n > 0 \) set \( R_n = R/a^n \) and \( \Lambda_n := \Lambda/a^n\Lambda \). Assume that the proper ideal \( a \) of the complete local ring \( R \) and the Noetherian \( R \)-algebra \( \Lambda \) satisfy the condition

\[
\text{Tor}_R^1(\Lambda, R_n) = 0 \quad \text{for any integer } n > 0.
\]

Then the following statements hold.

(1) There is a commutative diagram of bijections and sets

\[
\begin{array}{ccc}
silt \Lambda & & \text{silt } \Lambda_n \\
\downarrow f_s^{(n+1)} & & \downarrow g_s^{(n)} \\
silt \Lambda_{n+1} & \overset{g_s^{(n)}}{\sim} & \text{silt } \Lambda_n \\
\end{array}
\]

(2) A perfect complex \( L^\bullet \) of \( \Lambda \) is silting if and only if there is an isomorphism \( L^\bullet \cong \varprojlim L_n^\bullet \) in \( \text{per } \Lambda \) for an inverse system of silting complexes \( L_n^\bullet \) of \( \Lambda_n \) such that \( L_{n+1}^\bullet \) is a lift of \( L_n^\bullet \) for any integer \( n > 0 \).

**Proof.** (1) According to Theorem 6.5 (1) the map \( f_s^{(n)} \) is a well-defined embedding for any \( n > 0 \). Since \( \text{Tor}_R^1(\Lambda, R_n) = 0 \), it holds that \( \text{Tor}_R^{n+1}(\Lambda_{n+1}, R_n) = 0 \) by Proposition 6.11 (1). By Theorem 6.5 (1) and (2), each map \( g_s^{(n)} \) is a well-defined embedding such that \( f_s^{(n)} = g_s^{(n)} \cdot f_s^{(n+1)} \) and the map \( f_s^{(1)} \) is bijective. So the maps \( f_s^{(n)} \) and \( g_s^{(n)} \) are bijective for any \( n > 0 \).

(2) To show the ‘only if’-implication of the second claim, let \( L^\bullet \) be a silting complex from \( \text{K}^b(\text{proj } \Lambda) \). Since \( f_s^{(n)} \) is well-defined, it holds that \( L_n^\bullet \) is a silting complex of \( \Lambda_n \). Because \( a \subseteq \mathfrak{m} \) and the ring \( R \) is complete local, the complex \( L^\bullet \) is \( I \)-adically complete with respect to the ideal \( I := \Lambda a \).

Vice versa, let \( (L_n^\bullet)_{n \in \mathbb{N}} \) be a sequence of silting complexes of \( \Lambda_n \) which are iterated lifts of each other. According to Lemma 4.3, we may assume that this sequence is given by iterated lifts of minimal complexes \( L_n^\bullet \) from \( \text{K}^b(\text{proj } \Lambda_n) \). Then the complex \( \varprojlim L_n^\bullet \) is a lift of the silting complex \( L_1^\bullet \), and thus a silting complex by the right upward implication of Proposition 6.4. This shows the converse.

There is an analogue of the last result for tilting complexes under a stronger condition.

**Corollary 6.23.** Assume that \( \text{Tor}_R^1(\Lambda, R/a) = 0 \) and that \( R \) is normally flat along the ideal \( a \). Then the following statements hold.
(1) There is a commutative diagram of bijections of sets

\[
\begin{array}{ccc}
tilt^{R/a} \Lambda & \xrightarrow{f_t^{(n+1)}} & tilt^{R/a} \Lambda_n \\
\downarrow & \sim & \downarrow g_t^{(n)} \\
tilt^{R/a} \Lambda_{n+1} & \xrightarrow{\sim} & tilt^{R/a} \Lambda_n \\
\end{array}
\]

\[\sim \]

\[
\begin{array}{ccc}
T^* & \xrightarrow{\sim} & T^*_n \\
\downarrow & & \downarrow \\
T^*_{n+1} & \xrightarrow{\sim} & T^*_n \\
\end{array}
\]

(6.24)

(2) A perfect complex \( T^* \) of \( \Lambda \) is contained in \( \text{tilt}^{R/b} \Lambda \) if and only if there is an isomorphism \( T^* \cong \lim \limits_{\leftarrow} T^*_n \) in \( \text{per} \Lambda \) for an inverse system of complexes \( T^*_n \) from \( \text{tilt}^{R/a} \Lambda_n \) such that \( T^*_{n+1} \) is a lift of \( T^*_n \) for any integer \( n > 0 \).

Proof. The assumptions above imply condition (***) according to Remark 4.23.

(1) Applying Theorem 6.12 to the pair of ideals \((a_n+1, a_n)\) and the \( R/a_n \)-module \( N_0 := \bigoplus_{i=1}^{n} R/a_i \) for each \( n > 0 \) yields a commutative diagram of embeddings

\[
\begin{array}{ccc}
tilt^{N_{n+1}} \Lambda & \xrightarrow{\iota_{n}} & tilt^{N_n} \Lambda \\
\downarrow & \sim & \downarrow & \sim & \downarrow \\
tilt^{N_n} \Lambda_{n+1} & \xrightarrow{\sim} & tilt^{N_n} \Lambda_n & \sim & tilt^{N_n} \Lambda_{n+1} \\
\downarrow & \sim & \downarrow & \sim & \downarrow \\
\text{tilt}^{N_n} \Lambda_{n+1} & \xrightarrow{\iota_{n}} & tilt^{N_n} \Lambda & \sim & \text{tilt}^{N_n} \Lambda_{n+1} \\
\end{array}
\]

(6.25)

Lemma 4.6 (1) implies that \( \text{tilt}^{R/a} \Lambda = \text{tilt}^{N_n} \Lambda \) for any \( n > 0 \), and thus all inclusions of the top row above are equalities. Moreover, the \( R \)-module \( R/a \) is Tor-rigid by Proposition 4.8. So the map \( f_t^{(1)} \) is bijective by Theorem 6.5 (3), and thus all maps in the diagram above are bijective. For each \( n > 0 \) the composition of the maps in the bottom row is also the composition of the maps

\[
\text{tilt}^{N_n} \Lambda_{n+1} \xrightarrow{\sim} \text{tilt}^{R/a} \Lambda_{n+1} \xrightarrow{g_t^{(n)}} \text{tilt}^{N_n} \Lambda
\]

where the last map is well-defined since \( \text{Tor}_+^R(\Lambda, R_{n+1} \oplus R/a) = 0 \). Therefore, each set \( \text{tilt}^{N_n} \Lambda_{n+1} \) is equal to \( \text{tilt}^{R/a} \Lambda_{n+1} \) and diagram (6.25) specializes to diagram (6.24).

(2) The last claim follows from the arguments in the proof of Corollary 6.22 (2). \( \square \)

7. Silting embeddings and descent for tensor products of algebras

In this section, we turn to a more general situation than Setup 1.1 and consider \( R \)-algebras \( \Lambda \) over a possibly non-local and non-complete commutative Noetherian ring \( R \). The main results are summarized in Subsection 7.3.

Setup 7.1. In the next two subsections, we fix the following assumptions.

- Let \( R \) be a commutative Noetherian ring. Again, we will abbreviate \( \otimes_R \) with \( \otimes \).
- Let \( \Lambda \) and \((\Gamma_i)_{i \in I}\) be \( R \)-algebras such that \( \text{Tor}_+^R(\Lambda, \Gamma_i) = 0 \) for each index \( i \in I \). For each index \( i \in I \) we abbreviate

\[ \Lambda_i := \Lambda \otimes \Gamma_i. \]

- Let \( A \) be a thick abelian subcategory of \( \text{Mod} R \) in the sense that for any exact sequence of \( R \)-modules

\[
A_1 \longrightarrow A_2 \longrightarrow M \longrightarrow A_4 \longrightarrow A_5
\]
with \( A_1, A_2, A_4, A_5 \in \mathcal{A} \) it follows that \( M \in \mathcal{A} \). Assume that the \( R \)-module \( \Lambda \) is an object of \( \mathcal{A} \) and that

\[
\text{(7.2)} \quad \text{the functor } \mathcal{A} \longrightarrow \prod_{i \in I} \text{Mod } \Gamma_i, \quad M \longmapsto \prod_{i \in I} M \otimes \Gamma_i \text{ reflects zero objects.}
\]

- Let \((S_i)_{i \in I}\) be a family of commutative rings such that \( \Gamma_i \) is an \( S_i \)-algebra for each index \( i \in I \).

For each index \( i \in I \) we obtain a commutative diagram of rings and a functor

\[
\begin{array}{cccc}
R & \longrightarrow & \Lambda & \quad D_{\mathcal{A}}(\Lambda) & \quad M^* \\
\downarrow & & \downarrow F_i & & \downarrow \\
S_i & \longrightarrow & \Gamma_i & \longrightarrow & \Lambda_i & \quad D^-(\Lambda_i) & \quad M_i^* := M^* \otimes_{\Lambda} \Lambda_i.
\end{array}
\]

We redefine the functor \( F \) by

\[
\text{(7.3)} \quad F: D_{\mathcal{A}}(\Lambda) \longrightarrow \prod_{i \in I} D^-(\Lambda_i), \quad M^* \longrightarrow \prod_{i \in I} M_i^*.
\]

The category \( \text{per} \ \Lambda \) is a full subcategory of the triangulated category \( D_{\mathcal{A}}(\Lambda) \), since the latter contains \( \Lambda \).

**Remark 7.4.** In the final applications, the family \((\Gamma_i)_{i \in I}\) of algebras will coincide with the family \((S_i)_{i \in I}\) of commutative rings, which will be given as follows.

\( \Gamma_1 \): By the local rings \( (R_p)_{p \in \text{Spec } R} \), their completions \( (\hat{R}_p)_{p \in \text{Spec } R} \), or variations thereof where the prime spectrum \( R \) is replaced by its maximal spectrum.

\( \Gamma_2 \): By only one commutative faithfully flat extension \( S \) of the ring \( R \).

\( \Gamma_3 \): By only one quotient ring \( R/\mathfrak{a} \) for an ideal \( \mathfrak{a} \subseteq \text{rad } R \) with \( \text{Tor}^R_+(\Lambda, R/\mathfrak{a}) = 0 \).

In the first two cases we may choose \( \mathcal{A} := \text{Mod } R \), whereas in the last case \( \Lambda \) will be assumed to be a Noetherian \( R \)-algebra and \( \mathcal{A} \) will be set to \( \text{mod } R \).

**7.1. Ascent and descent of presilting complexes revisited.** The next statement yields analogues of the key implications in Proposition 3.3 for Setup 7.1.

**Proposition 7.5.** For any complexes \( L^* \in \text{per } \Lambda \) and \( M^* \in D_{\mathcal{A}}(\Lambda) \) the following statements hold.

1. The \( R \)-module \( \text{Hom}_{D_{\mathcal{A}}}(L^*, M^*[i]) \) is contained in \( \mathcal{A} \) for any integer \( i \in \mathbb{Z} \).
2. The complexes \( L^* \) and \( M^* \) satisfy the equivalences

\[
\text{(7.6)} \quad L^* \geq M^* \quad \iff \quad L_i^* \geq M_i^* \text{ for any } i \in I,
\]

\[
\text{(7.7)} \quad L^* \perp M^* \quad \iff \quad L_i^* \perp M_i^* \text{ for any } i \in I.
\]

Moreover, if \( L^* \geq M^* \) holds, for each index \( i \in I \) there is a commutative diagram

\[
\begin{array}{cccc}
\text{Hom}_{D_{\mathcal{A}}}(L^*, M^*) & \longrightarrow & \text{Hom}_{D_{\mathcal{A}_i}}(L_i^*, M_i^*) \\
\downarrow \eta_i & & \downarrow \gamma_i \\
\text{Hom}_{D_{\mathcal{A}}}(L^*, M^*) \otimes \Gamma_i & \longrightarrow & \text{Hom}_{D_{\mathcal{A}_i}}(L_i^*, M_i^*)
\end{array}
\]

where \( \eta_i \) denotes the unit and \( \gamma_i \) is an isomorphism of \( S_i \)-modules.
(3) If $L^* = M^*$ is a presilting complex of $\Lambda$, the map $\gamma_i$ is an isomorphism of $S_i$-algebras for each index $i \in I$.

Proof. Let $L^*, M^*$ be as above and $i \in \mathbb{Z}$. Since $H^i(M^*) \in \mathcal{A}$ and $\mathcal{A}$ is additive, it holds that $\text{Hom}_{D(\mathcal{A})}(P, M^*[i]) \in \mathcal{A}$ for any stalk complex $P \in \text{add} \Lambda$. Using that $\mathcal{A}$ is a thick abelian subcategory and $\langle \Lambda \rangle = \text{per} \Lambda$, the first claim follows.

Let $P^*$ and $Q^*$ be subcategory and $\langle \Lambda \rangle = \text{per} \Lambda$, the first claim follows. Let $K^* := \text{Hom}^*(P^*, Q^*) \in \text{add} \Lambda R$. Since $\text{Tor}^R_i(\Lambda, \Gamma_i) = 0$, Lemma 2.21 implies that $\text{Tor}^R_i(K^*, \Gamma_i) = 0$ for each $i \in I$. Moreover, if there is an integer $j \in \mathbb{Z}$ with $H^j(K^*) \otimes \Gamma_i = 0$ for each $i \in I$ it follows that $H^j(K^*) = 0$ using assumption (7.2). This allows to apply variations of Proposition 2.11 and Lemma 1.16 to deduce the remaining claims.

The behavior of silting complexes under change of rings in case the family $(\Gamma_i)_{i \in I}$ is given by the local rings $((R_i)_{p \in \text{Spec} R}$ was studied previously by Iyama and Kimura. In particular, they have shown that the relation $\geq$ is ‘local’ on perfect complexes [IK20, Proposition 2.7].

**Corollary 7.9.** The following statements hold.

1. The functor $\mathbf{F}$ defined in (7.3) reflects zero objects.
2. Any perfect complex $L^*$ of $\Lambda$ such that $L_i^*$ is a weak generator of $D^-(\Lambda_i)$ for each index $i \in I$ is itself a weak generator of $D^-_\Lambda(\Lambda)$.

Proof. The first claim follows by an adaptation of the proof of Corollary 3.7 using (7.7) and (7.2). The second claim follows from the first along the arguments in the proof of Lemma 6.1.

### 7.2. Ascent and descent of silting subcategories

In this subsection we derive three propositions which can be combined to obtain silting embeddings and descent results in certain setups. Since the perfect derived categories which we consider may not have the Krull-Remak-Schmidt property, we need to review some basic notions.

For any two additive subcategories $\mathcal{L}$ and $\mathcal{M}$ of $D^-_\Lambda(\Lambda)$ we write $\mathcal{L} \geq \mathcal{M}$ if $L^* \geq M^*$ for any $L^* \in \mathcal{L}$ and $M^* \in \mathcal{M}$. In particular, $\text{add} L^* \geq \text{add} M^*$ is equivalent to $L^* \geq M^*$. Therefore, (7.6) can be reformulated as follows.

**Lemma 7.10.** For any additive subcategories $\mathcal{L}$ in $\text{per} \Lambda$ and $\mathcal{M}$ in $D^-_\Lambda(\Lambda)$ it holds $\mathcal{L} \geq \mathcal{M}$ if and only if $f(\mathcal{L}) \geq f(\mathcal{M})$.

An additive subcategory $\mathcal{L}$ of $\text{per} \Lambda$ is presilting if any of its objects is presilting. Such a subcategory is silting if $\langle \mathcal{L} \rangle = \text{per} \Lambda$. Any silting subcategory is the additive hull $\text{add} L^*$ of a silting complex $L^*$ of $\Lambda$ by a result of Aihara and Iyama [AI12, Proposition 2.20]. The set $\text{silt}_\mathcal{L} \Lambda$ of silting subcategories of $\Lambda$ admits a partial order with respect to $\geq$ by Theorem 1.7. Similar considerations apply to each ring $\Lambda_i$.

The functor $\mathbf{F}$ from (7.3) induces a map $f$ from the set of additive subcategories in $\text{per} \Lambda$ to the set of additive subcategories in $\prod_{i \in I} \text{per}(\Lambda_i)$ via

$$L \mapsto f(L) := \prod_{i \in I} \text{add} \mathbf{F}_i(\mathcal{L}) = \prod_{i \in I} \text{add} (\mathcal{L} \otimes \Lambda_i).$$

In general, each subcategory $\mathbf{F}_i(\mathcal{L})$ may not be closed under direct summands. In case $\mathcal{L}$ is given by the additive hull $\text{add} L^*$ of a complex $L^*$ we may identify $f(\mathcal{L})$ with $\prod_{i \in I} \text{add} L_i^*$.
The next statement will provide a criterion for the injectivity of the restriction of the map \( f \) to sets of presilting subcategories. We will say that the functor \( F \) is \textit{full on a pair} \( (\mathcal{L}, \mathcal{M}) \) of subcategories of \( \text{per} \Lambda \) if \( F \) is full on any pair \( (L^*, M^*) \) of complexes \( L^* \in \mathcal{L} \) and \( M^* \in \mathcal{M} \) in the sense of (3.2).

**Lemma 7.12.** Assume that the functor \( F \) is full on both pairs \( (\mathcal{L}, \mathcal{M}) \) and \( (\mathcal{M}, \mathcal{L}) \) of additive subcategories \( \mathcal{L}, \mathcal{M} \) of \( \text{per} \Lambda \). Then \( \mathcal{L} = \mathcal{M} \) if and only if \( f(\mathcal{L}) = f(\mathcal{M}) \).

**Proof.** Assume that \( f(\mathcal{L}) = f(\mathcal{M}) \). We show that any object \( L^* \) from \( \mathcal{L} \) is contained in \( \mathcal{M} \). Because \( \mathcal{M} \) is additive, there is an object \( M^* \in \mathcal{M} \) and a morphism \( F(\alpha): F(L^*) \to F(M^*) \) which has a left inverse \( F(\beta) \). Since \( F \) reflects isomorphisms, \( \beta \alpha \) is an automorphism of \( L^* \). So \( \alpha \) is a section and \( L^* \in \mathcal{M} \).

Similarly, \( F(M^*) \in f(\mathcal{L}) \) implies that \( M^* \in \mathcal{L} \). This shows that \( \mathcal{L} = \mathcal{M} \). \( \square \)

In contrast to the situation with presilting subcategories, the map \( f \) restricts to a silting embedding by purely formal reasons.

**Proposition 7.13.** The map \( f \) from (7.11) restricts to a well-defined embedding of posets

\[ f_s: \text{silt}_C \Lambda \longleftrightarrow \prod_{i \in I} \text{silt}_C (\Lambda_i). \]

**Proof.** Let \( \mathcal{L}, \mathcal{M} \in \text{silt}_C \Lambda \) such that \( f(\mathcal{L}) = f(\mathcal{M}) \). As \( \Lambda \in \langle \mathcal{L} \rangle \), it follows that \( \Lambda_i \in \langle F_i(\mathcal{L}) \rangle \) for any \( i \in I \). Together with Lemma 7.10 it follows that the restriction \( f_s \) is well-defined and preserves and reflects \( \geq \).

Since \( f(\mathcal{L}) \geq f(\mathcal{M}) \geq f(\mathcal{L}) \), it holds that \( \mathcal{L} \geq \mathcal{M} \geq \mathcal{L} \). The relation \( \geq \) is anti-symmetric on \( \text{silt}_C \Lambda \) by Theorem 1.7. Thus, \( f_s \) is injective. \( \square \)

**Definition 7.14.** We will say that the embedding \( f_s \) is descent if for any additive subcategory \( \mathcal{L} \) in \( \text{per} \Lambda \) such that \( f(\mathcal{L}) \) is silting it follows that \( \mathcal{L} \) is silting. The map \( f_s \) will be called weakly descent if it satisfies the property above for any additive hull \( \text{add} L^* \) of a perfect complex \( L^* \) of \( \Lambda \). Similar terminology will be used for other restrictions of the map \( f \) from (7.11).

In different terms, the map \( f_s \) is weakly descent if and only if \( F \) reflects the silting property of perfect complexes. Next, we consider criteria for descent of the silting embedding.

**Proposition 7.15.** Assume that any \( R \)-module \( M \) with \( M \otimes \Gamma_i = 0 \) for any index \( i \in I \) is zero. Then the map \( f_s \) is weakly descent.

If, moreover, the family \( (\Gamma_i)_{i \in I} \) is given by a single \( R \)-algebra \( \Gamma \), the map \( f_s \) is descent.

**Proof.** Assume that \( f(\mathcal{L}) \) is silting and the first condition above. Under the additional condition, we view \( I \) as an index set with one element. In both cases, there exists a complex \( L^* \in \mathcal{L} \) such that \( F(L^*) \) is silting and \( f(\mathcal{L}) = \prod_{i \in I} \text{add} L^*_i \). Since \( L^*_i \) is a weak generator of \( \text{D}(\Lambda_i) \) for each index \( i \in I \), Corollary 7.9 (2) implies that \( L^* \) is a weak generator of \( \text{D}^-(\Lambda) \) with \( A := \text{Mod} R \). Then \( L^* \) is silting according to Remark 5.13. This shows that \( \mathcal{L} = \text{add} L^* \in \text{silt}_C \Lambda \). \( \square \)

The main results of this section concern the following analogues of the sets of isomorphism classes defined in Notation 6.2 for sets of subcategories.
Notation 7.16. In addition to Setup 7.1 for each index \( i \in I \) we choose an \( S_i \)-module \( N_i \) such that \( \text{Tor}^S_i(\Gamma_i, N_i) = 0 \). We will use the following notation.

- Let \( \text{presilt}_C \Lambda \) denote the set of presilting subcategories in \( \text{per} \Lambda \). As before, \( \text{silt}_C \Lambda \) denotes its subset given by sifting subcategories. Similar notations apply to sets of pretenting and tilting subcategories as well as to each ring \( \Lambda_i \).
- Let \( \text{pretilt}^{N_i, \Gamma_i}_C \Lambda \) denote the set of additive subcategories \( \mathcal{P} \) in \( \text{per} \Lambda \) such that any object \( T^* \) from \( \mathcal{P} \) is pretenting and its endomorphism ring satisfies
  \[
  \text{Tor}^R_+((\text{End}_{D(\Lambda)}(T^*)), (\Gamma_i \otimes N_i) \oplus \Gamma_i) = 0.
  \]
  In case \( \Gamma_i \) is a flat \( R \)-module, we will abbreviate \( \text{pretilt}^{N_i, \Gamma_i}_C \Lambda \) with \( \text{pretilt}^{N_i}_C \Lambda \).
- Let \( \text{pretilt}^{\Gamma_i}_C \Lambda \) denote the set of pretenting subcategories \( \mathcal{P} \) in \( \text{per} \Lambda \) such that \( \text{End}_{D(\Lambda)}(T^*) \) is flat as \( R \)-module for each \( T^* \in \mathcal{P} \).
- Let \( \text{pretilt}^{N_i, \Lambda}_C \Lambda \) denote the set of pretenting subcategories \( \mathcal{P} \) in \( \text{per}(\Lambda_i) \) such that any object \( T^* \) from \( \mathcal{P} \) satisfies
  \[
  \text{Tor}^S_+((\text{End}_{D(\Lambda)}(T^*)), N_i) = 0.
  \]
- Let \( \text{tilt}^\Lambda C \Lambda \) denote the set of tilting subcategories in \( \text{per}(\Lambda_i) \) such that the endomorphism ring of each object in \( \mathcal{P} \) is flat as \( S_i \)-module.

All sets of pretenting subcategories have analogues defined by tilting subcategories.

Next, we collect sufficient conditions for ascent and descent of presilting and pretenting subcategories.

Proposition 7.17. Any additive subcategory \( \mathcal{L} \) of \( \text{per} \Lambda \) satisfies the implications

\[
\mathcal{L} \in \text{pretilt}^\Lambda_C \Lambda \quad \mathcal{L} \subseteq \bigcap_{i \in I} \text{pretilt}^{N_i, \Gamma_i}_C \Lambda \quad \mathcal{L} \in \text{presilt}_C \Lambda
\]

where the additional conditions are given as follows.

(C1) For any flat \( R \)-module \( M \in \mathcal{A} \) it follows that \( M \otimes \Gamma_i \) is flat as \( S_i \)-module for each index \( i \in I \).

(C2) Any \( R \)-module \( M \in \mathcal{A} \) such that \( \text{Tor}^R_1(\Gamma_i, M) = 0 \) and \( M \otimes \Gamma_i \) is flat as \( S_i \)-module for each index \( i \in I \) is itself flat.

(C3) For any \( R \)-module \( M \in \mathcal{A} \) with \( \text{Tor}^R_1(\Gamma_i, M) = 0 \) for any index \( i \in I \) it follows that \( \text{Tor}^R_1(\Gamma_i, M) = 0 \) for any index \( i \in I \).

Proof. The equivalence on the right is a special case of Lemma 7.10. For any complex \( L^* \) in \( \mathcal{L} \) the \( R \)-module \( \text{End}_{D(\Lambda)}(L^*) \) is contained in \( \mathcal{A} \) by Proposition 7.5 (1).

With this observation, the remaining implications follow from slight variations of Propositions 2.19 and 2.26 using the translations in Lemma 1.16. □

7.3. Applications to commutative base-change. In the final applications below we focus on the case that the family \( (\Gamma_i)_{i \in I} \) is given by suitable commutative rings. We will use the terminology of Definition 7.14 and Notation 7.16 without further reference, but repeat all necessary assumptions in the next statements for the convenience of the reader.

The next statement yields embedding results closely related to Theorem 6.5 (1).
Corollary 7.18. Assume \((\Gamma 3)\), that is, \(\Lambda\) is a Noetherian \(R\)-algebra and \(\mathfrak{a}\) is a subideal of \(\text{rad} \ R\) with \(\text{Tor}_+^R(\Lambda, R/\mathfrak{a}) = 0\). Let \(N\) be an \(R/\mathfrak{a}\)-module. Set \(\bar{\Lambda} := \Lambda/\mathfrak{a}\Lambda\).

Then there are well-defined injective maps of sets

\[
\begin{array}{cccc}
\text{pretilt}^{\ast}_{C,R} \Lambda & \xrightarrow{f_s^\ast} & \text{tilt}^N_C \Lambda & \xrightarrow{f_{ps}} \\
\text{tilt}^N_{C,R/\mathfrak{a}} \Lambda & \xrightarrow{f_s^N} & \text{silt}_C \Lambda & \\
\text{tilt}^{\ast}_{C,R/\mathfrak{a}} \bar{\Lambda} & \xrightarrow{f_s^N} & \text{silt}_C \bar{\Lambda} & \\
\text{pretilt}^{\ast}_{C,S}(\Lambda \otimes S) & \xrightarrow{f_s} & \text{silt}_C(\Lambda \otimes S) & \\
\text{tilt}^N_{C,S}(\Lambda \otimes S) & & & \\
\end{array}
\]

where the maps \(f_s^\ast, f_{ps}^N, f_s, f_{ps}\) are descent. If \(R/\mathfrak{a}\) is Tor-rigid as \(R\)-module, the maps \(f_s^N\) and \(f_{ps}^N\) are descent as well.

Proof. The six maps are well-defined by Propositions 7.13 and 7.17. To show that the map \(f_s\) is descent, we may repeat the proof of Proposition 7.15 with \(\mathcal{A} := \text{mod} \ R\). The remaining claims on descent properties follow from the upward implications in Proposition 7.17, where \((C2)\) is satisfied by the local criterion of flatness (Theorem 2.18).

To show that \(f_{ps}\) is injective, let \(\mathcal{L}, \mathcal{M} \in \text{silt}_C \Lambda\) with \(f(\mathcal{L}) = f(\mathcal{M})\). Then \(\mathcal{L} \geq \mathcal{M} \geq \mathcal{L}\) and \(\mathcal{F}\) is full on \((\mathcal{L}, \mathcal{M})\) as well as \((\mathcal{M}, \mathcal{L})\) by diagram \((7.8)\). Lemma 7.12 yields that \(\mathcal{L} = \mathcal{M}\). \(\square\)

Corollary 7.19. Let \(R \longrightarrow S\) be a faithfully flat morphism of commutative Noetherian rings, \(\Lambda\) an \(R\)-algebra and \(N\) be an \(S\)-module. Then there are well-defined maps between the sets

\[
\begin{array}{cccc}
\text{pretilt}^{\ast}_{C,R} \Lambda & \xrightarrow{f_s^\ast} & \text{tilt}^N_C \Lambda & \xrightarrow{f_{ps}} \\
\text{tilt}^N_{C,R/\mathfrak{a}} \bar{\Lambda} & \xrightarrow{f_s^N} & \text{silt}_C \bar{\Lambda} & \\
\text{tilt}^{\ast}_{C,S}(\Lambda \otimes S) & \xrightarrow{f_s} & \text{silt}_C(\Lambda \otimes S) & \\
\end{array}
\]

where the maps \(f_s^\ast, f_s^N, f_s\) are injective and all six maps are descent.

Proof. We recall that the functor \(\_ \otimes S\) : \(\text{Mod} \ R \longrightarrow \text{Mod} \ S\) preserves and reflects flat modules. The claims follow from Propositions 7.13, 7.15 and 7.17. \(\square\)

Corollary 7.18 can be used to show the following variation of the last statement.

Corollary 7.21. Let \(\phi: R \longrightarrow S\) be a flat morphism of commutative Noetherian rings and \(\Lambda\) a Noetherian \(R\)-algebra such that \(\phi\) induces a ring isomorphism \(R/\mathfrak{a} \cong S/\mathfrak{a}S\) for a subideal \(\mathfrak{a}\) of \(\text{rad} \ R\) with \(\text{Tor}_+^R(\Lambda, R/\mathfrak{a}) = 0\). Then all six maps in \((7.20)\) are well-defined, injective and descent. \(\square\)

For our next statement we fix the following notation. Let \(\mathfrak{p}\) be a prime ideal of \(R\) and \(n\) a positive integer. We denote by \(R_{\mathfrak{p}}\) the localization of \(R\) at \(\mathfrak{p}\), by \(\hat{R}_{\mathfrak{p}}\)
the completion of $R_p$ at its maximal ideal, and by $R_n$ the Artinian ring $R_p/p^n R_p$. In particular, $R_1$ is the residue field $k(p)$. Given an $R$-algebra $\Lambda$ and an integer $n > 0$, this defines an $R_p$-algebra $\Lambda_p := \Lambda \otimes R_p$, an $\widehat{R}_p$-algebra $\widehat{\Lambda}_p := \Lambda \otimes \widehat{R}_p$, and an $R_n$-algebra $\Lambda_{p,n} := \Lambda_p \otimes_{R_p} R_n$.

As a final application, we obtain the following global-to-local picture on silting and tilting theory of an algebra.

**Theorem 7.22.** In the notations above, for any $R$-algebra $\Lambda$ over a commutative Noetherian ring $R$ and any integer $n > 0$ there are well-defined embeddings of sets

\[
\begin{array}{ccc}
\text{tilt}^*_{\mathcal{C}, R} \Lambda & \longrightarrow & \text{tilt}^* \Lambda & \longrightarrow & \text{silt}^* \Lambda \\
\prod_{p \in \text{Spec } R} \text{tilt}^*_{\mathcal{C}, R_p} \Lambda_p & \longrightarrow & \prod_{p \in \text{Spec } R} \text{tilt}^* \Lambda_p & \longrightarrow & \prod_{p \in \text{Spec } R} \text{silt}^* \Lambda_p \\
\prod_{p \in \text{Spec } R} \text{tilt}^*_{\mathcal{C}, R_p} \widehat{\Lambda}_p & \longrightarrow & \prod_{p \in \text{Spec } R} \text{tilt}^* \widehat{\Lambda}_p & \longrightarrow & \prod_{p \in \text{Spec } R} \text{silt}^* \widehat{\Lambda}_p \\
\prod_{p \in \text{Spec } R} \text{tilt}^*_{\mathcal{C}, R_n} \Lambda_{p,n} & \longrightarrow & \prod_{p \in \text{Spec } R} \text{silt} \Lambda_{p,n}
\end{array}
\]

(7.23)

where the maps $f^*_t$, $f_t$ and $f_s$ are weakly descent, the maps $g^*_t$, $g_t$ and $g_s$ are descent, and the bijections $h^*_t$ and $h_s$ are well-defined if the $R$-algebra $\Lambda$ is projective and finitely generated as $R$-module. These statements remain true if the prime spectrum $\text{Spec } R$ is replaced by its maximal spectrum.

**Proof.** We recall from commutative algebra that for each prime ideal $p$ of $R$ the natural inclusion $R \hookrightarrow R_p$ is flat and that the projection $R_p \twoheadrightarrow R_n$ factors through a faithfully flat morphism $R_p \twoheadrightarrow \widehat{R}_p$ of Noetherian rings. Since vanishing and flatness of an $R$-module are local properties, the claims on the maps $f_s$, $f_t$ and $f^*_t$ follow from Propositions 7.15. The statements on the maps $g_s$, $g_t$ and $g^*_t$ are an application of Corollary 7.19.

In case the $R$-algebra is projective and finitely generated as $R$-module, each category $\text{per } \Lambda_p$ has the Krull-Remak-Schmidt property and we may identify its additive subcategories with isomorphism classes of its basic complexes. In this case, the maps $h^*_t$ and $h_s$ are well-defined and bijective by Corollary 6.14. \hfill \Box

The last theorem complements recent work by Iyama and Kimura on silting complexes [IK20]. Among other results, they proved that for a Noetherian $R$-algebra $\Lambda$ a complex $L^*$ in $D^b(\text{mod } \Lambda)$ is silting if and only if its localization $L^*_p$ is a silting complex of $\Lambda_p$ for each prime ideal $p$ of the ring $R$ [IK20, Theorem 2.18]. In case $\Lambda$ is also projective over $R$, there is an analogue of this result for tilting complexes of $\Lambda$ with $R$-flat endomorphism rings and tilting complexes over the finite-dimensional $k(p)$-algebras $(\Lambda_{p,1})_{p \in \text{Spec } R}$ [GIK, Proposition 4.6].

At last, we note that some of the previous statements can be extended with respect to non-commutative base-change and have consequences concerning derived equivalences.
Remark 7.24. The maps $f_i^*$, $f_t$ and $f_s$ are also well-defined and injective and the maps $f_t$ and $f_s$ are weakly descent in case the localizations $(\Lambda_p)_{p \in \text{Spec}_R}$ in (7.23) are replaced by any family $(\Lambda_i)_{i \in I}$ of rings $\Lambda_i := \Lambda \otimes \Gamma_i$ such that each ring $\Gamma_i$ is an $R$-flat algebra as well as an $S_i$-flat algebra over a commutative ring $S_i$ and any $R$-module $M$ with $M \otimes \Gamma_i = 0$ for each index $i \in I$ is zero.

If the $R$-algebra $\Lambda$ is derived equivalent to another ring $A$, the latter is an $R$-algebra as well and the rings $\Lambda_i$ and $A_i$ are derived equivalent for each index $i \in I$ by [Ri91a, Theorem 2.1] or Proposition 7.5 (3).

We refer to [GIK, Section 5] for further comparison of global and local aspects of the derived Morita theory of an algebra.

References

[AAC18] T. Adachi, T. Aihara, and A. Chan, Classification of two-term tilting complexes over Brauer graph algebras, Math. Z. 290 (2018), no. 1-2, 1–36. MR3848421 ↑2, 38

[An19] L. Angeleri Hügel, Silting objects, Bull. Lond. Math. Soc. 51 (2019), no. 4, 658–690. MR3990384 ↑2, 31

[AI12] T. Aihara and O. Iyama, Silting mutation in triangulated categories, J. Lond. Math. Soc. (2) 85 (2012), no. 3, 633–668. MR2927802 ↑1, 6, 7, 42

[Au61] M. Auslander, Finite type implies isolated singularity. In: Orders and their applications (Oberwolfach, 1984), Lecture Notes in Math., vol. 1142, Springer, Berlin, 1985. MR812487 ↑34

[ADS93] M. Auslander, S. Ding, and O. Solberg, Liftings and weak liftings of modules, J. Algebra 156 (1993), no. 2, 273–317. MR1216471 ↑25

[BDF09] V. Bekkert, Yu. A. Drozd, and V. Futorny, Derived tame local and two-point algebras, J. Algebra 322 (2009), no. 7, 2433–2448. MR2553688 ↑37

[BN93] M. Bökstedt and A. Neeman, Homotopy limits in triangulated categories, Compositio Math. 86 (1993), no. 2, 209–234. MR1214458 ↑6

[BH93] W. Bruns and J. Herzog, Cohen–Macaulay rings, Cambridge Stud. Adv. Math., vol. 39, Cambridge Univ. Press, Cambridge, 1993. MR1251956 ↑5

[BD04] I. Burban and Yu. A. Drozd, Derived categories of nodal algebras, J. Algebra 272 (2004), no. 1, 46–94. MR2029026 ↑37

[CE99] H. Cartan and S. Eilenberg, Homological algebra. With an appendix by David A. Buchsbaum, Reprint of the 1956 original, Princeton Landmarks Math., Princeton Univ. Press, Princeton, NJ, 1999. MR1733015 ↑25

[Dr90] Yu. A. Drozd, Finite modules over purely Noetherian algebras. In: Galois theory, rings, algebraic groups and their applications (Russian), 1990, pp. 86–96, 225. Translated in Proc. Steklov Inst. Math. 1991, no. 4, 97–108. MR1092018 ↑37

[Ei21] F. Eisele, Bijections of silting complexes and derived Picard groups. preprint 2021, arXiv:2101.06258 [math.RT]. ↑2, 3, 17, 35, 38

[EJR18] F. Eisele, G. Janssens, and T. Raedschelders, A reduction theorem for τ-rigid modules, Math. Z. 290 (2018), no. 3-4, 1377–1413. MR3850858 ↑3, 34

[Ei80] D. Eisenbud, Homological algebra on a complete intersection, with an application to group representations, Trans. Amer. Math. Soc. 260 (1980), no. 1, 35–64. MR570778 ↑19

[Ei95] D. Eisenbud, Commutative algebra. With a view toward algebraic geometry, Grad. Texts in Math., vol. 150, Springer-Verlag, New York, 1995. MR1322960 ↑23, 35

[Gn19] W. Gnedin, Calabi–Yau properties of ribbon graph orders. ↑37

[GIK] W. Gnedin, S. B. Iyengar, and H. Krause, A class of Gorenstein algebras and their dualities. In preparation. ↑38, 46, 47

[Gr59] J. A. Green, A lifting theorem for modular representations, Proc. Roy. Soc. London Ser. A 252 (1959), 135–142. MR105448 ↑25
Definition 0.9SJ

Naive liftings of DG modules

[NOY21] S. Nasseh, M. Ono, and Y. Yoshino, Naive liftings of DG modules. preprint 2021, arXiv:2102.04634 [math.AC]. ↑2

[Ha88] D. Happel, Triangulated categories in the representation theory of finite-dimensional algebras, London Mathematical Society Lecture Note Series, vol. 119, Cambridge University Press, Cambridge, 1988. MR935124 ↑37

[HIO88] M. Herrmann, S. Ikehata, and U. Orbanz, Equimultiplicity and blowing up. An algebraic study. With an appendix by B. Moonen, Springer-Verlag, Berlin, 1988. MR954831 ↑22

[IK20] O. Iyama and Y. Kimura, Classifying subcategories of modules over Noetherian algebras. preprint 2021, arXiv:2106.00469v4 [math.RT]. ↑3, 9, 42, 46

[Ke94] B. Keller, Deriving DG categories, Ann. Sci. École Norm. Sup. (4) 27 (1994), no. 1, 63–102. MR1258406 ↑28

[Ke98] B. Keller, On the construction of triangle equivalences. In: Derived equivalences for group rings, Lecture Notes in Math., vol. 1685, Springer, Berlin, 1998. MR1649844 ↑28

[Ke19] B. Keller, private communication, 2019. ↑3, 32

[KV86] B. Keller and D. Vossieck, Sous les catégories dérivées, C. R. Acad. Sci. Paris Sér. I Math. 305 (1987), no. 6, 225–228. MR907948 ↑1

[Ki20] Y. Kimura, Tilting theory of noetherian algebras. preprint 2020, arXiv:2006.01677 [math.RT]. ↑3, 34

[KY14] S. Koenig and D. Yang, Silting objects, simple-minded collections, t-structures and co-t-structures for finite-dimensional algebras, Doc. Math. 19 (2014), 403–438. MR3178243 ↑2

[Kr14] H. Krause, Krull-Schmidt categories and projective covers, Expo. Math. 33 (2015), no. 4, 535–549. MR3431380 ↑6

[Lam01] T. Y. Lam, A first course in noncommutative rings, Second, Grad. Texts in Math., vol. 131, Springer-Verlag, New York, 2001. MR1838439 ↑6, 20

[Li66] S. Lichtenbaum, On the vanishing of Tor in regular local rings, Illinois J. Math. 10 (1966), 220–226. MR0188249 ↑34

[Ma67] S. MacLane, Homology, first edition, Die Grundlehren der mathematischen Wissenschaften, Band 114, Springer-Verlag, Berlin-New York, 1967. MR0349792 ↑13

[Ma89] H. Matsumura, Commutative ring theory. Translated from the Japanese by M. Reid, second edition, Cambridge Stud. Adv. Math., vol. 8, Cambridge Univ. Press, Cambridge, 1989. MR1011461 ↑14

[NOY21] S. Nasseh, M. Ono, and Y. Yoshino, Naive liftings of DG modules. preprint 2021, arXiv:2102.04634 [math.AC]. ↑3, 26

[NS13] S. Nasseh and S. Sather-Wagstaff, Liftings and quasi-liftings of DG modules, J. Algebra 373 (2013), 162–182. MR2995021 ↑3, 24

[Ni77] W. K. Nicholson, Lifting idempotents and exchange rings, Trans. Amer. Math. Soc. 229 (1977), 269–278. MR439876 ↑18

[OY21] M. Ono and Y. Yoshino, A lifting problem for DG modules, J. Algebra 566 (2021), 342–360. MR4152766 ↑3

[Ri89] J. Rickard, Morita theory for derived categories, J. London Math. Soc. (2) 39 (1989), no. 3, 436–456. MR1002456 ↑1, 6, 7

[Ri91a] J. Rickard, Derived equivalences as derived functors, J. London Math. Soc. (2) 43 (1991), no. 1, 37–48. MR1099084 ↑1, 3, 8, 9, 11, 37, 47

[Ri91b] J. Rickard, Lifting theorems for tilting complexes, J. Algebra 142 (1991), no. 2, 383–393. MR1127069 ↑3, 19, 20, 24, 25, 27, 32, 37

[Ro09] J. J. Rotman, An introduction to homological algebra, second edition, Universitext, Springer, New York, 2009. MR2455920 ↑15

[Sch19] S. Schroll, Brauer graph algebras: a survey on Brauer graph algebras, associated gentle algebras and their connections to cluster theory. In: Homological methods, representation theory, and cluster algebras, CRM Short Courses, Springer, Cham, 2018. MR3823391 ↑37

[Sta22] The Stacks project authors, The Stacks project. Definition 09SJ. ↑31

[We94] C. A. Weibel, An introduction to homological algebra, Cambridge Stud. Adv. Math., vol. 38, Cambridge Univ. Press, Cambridge, 1994. MR1269324 ↑23

[Ye99] A. Yekutieli, Dualizing complexes, Morita equivalence and the derived Picard group of a ring, J. London Math. Soc. (2) 60 (1999), no. 3, 723–746. MR1753810 ↑13, 26
[Ye20] A. Yekutieli, *Derived categories*, Cambridge Stud. Adv. Math., vol. 183, Cambridge Univ. Press, Cambridge, 2020. MR3971537

[Yo97] Y. Yoshino, *The theory of L-complexes and weak liftings of complexes*, J. Algebra 188 (1997), no. 1, 144–183. MR1432352

Faculty of Mathematics, Ruhr University Bochum, Universitätsstrasse 150, 44780 Bochum, Germany

Email address: wassilij.gnedin@rub.de