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Abstract
In situ and remotely sensed observations have huge potential to develop data-driven predictive models for oceanography. A suite of machine learning models, including regression, decision tree and deep learning approaches were developed to estimate sea surface temperatures (SST). Training data consisted of satellite-derived SST and atmospheric data from The Weather Company. Models were evaluated in terms of accuracy and computational complexity. Predictive skills were assessed against observations and a state-of-the-art, physics-based model from the European Centre for Medium Weather Forecasting. Results demonstrated that by combining automated feature engineering with machine-learning approaches, accuracy comparable to existing state-of-the-art can be achieved. Models captured seasonal trends in the data together with short-term variations driven by atmospheric forcing. Further, it demonstrated that machine-learning-based approaches can be used as transportable prediction tools for ocean variables – a challenge for existing physics-based approaches that rely heavily on user parametrisation to specific geography and topography. The low computational cost of inference makes the approach particularly attractive for edge-based computing where predictive models could be deployed on low-power devices in the marine environment.
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1. Introduction
Sea surface temperature (SST) is a common indicator of primary productivity in aquaculture [1], critical for operation of marine-based industries such as power plants [2], while being central to better understanding interactions between the ocean and the atmosphere [3]. Recent decades has seen enormous progress in approaches to sample SST. In particular, satellite technology has vastly increased the granularity of measurements that are possible, providing long-term global measurements at varying spatial and temporal resolution. MODIS (or Moderate Resolution Imaging Spectroradiometer) is a key instrument aboard the Terra and Aqua satellites, which acquire imagery data for 36 spectral bands, from which information on a range of oceanic processes, including SST, can be extracted.

Concurrently, improvements in high-resolution ocean models together with increased computational capabilities have made sophisticated data-assimilation (DA) schemes feasible – leading to a number of reanalysis products that provide accurate forecasts across broad spatial and temporal scales. Reanalyses yield numerical estimates of the true ocean state by combining models with observations to improve short-term predictions by providing more representative initial conditions. A state-of-the-art reanalysis is the ERA5 global dataset from the European Centre for Medium-Range Weather Forecasts (ECMWF) [4]. It provides short-term SST forecasts (and hindcasts) on a 32 km horizontal grid at hourly intervals from a numerical synthesis of ocean models, atmospheric forcing fluxes, and SST measurements.

These analysis and forecasting systems face a number of scientific, technical, and practical challenges.

\begin{itemize}
\item The computational and operational requirements for ocean simulations at appropriate scales are immense and require high performance computing (HPC) facilities to provide forecasts and services in practical time frames [5].
\item Operational forecasting systems require robust data assimilation schemes that takes account of biases and errors in models and observations [6].
\end{itemize}
Proposed assimilation schemes consider a wide variety of approaches to account for different error sources broadly decomposed across a-priori based approaches that incorporate information on physical relationship between variables and statistical approaches that are typically based on ensemble model projections [7]. A consequence of these challenges is that operational forecasting systems are only feasible for large research centres or collaborations who have access to large-scale compute resources and scientific expertise.

An alternative approach is to leverage the large datasets generated by ocean monitoring and modelling tools to train machine-learning-based forecasting models. Once trained, the computational expense of these products is negligible, and conceptually, one can develop transportable models that can be trained to learn features at different geographical location. This paper presents a suite of data-driven modelling approaches for developing robust systems to predict sea-surface temperature (SST). An automatic feature-engineering module was implemented to identify the key features at disparate geographical locations to provide a transportable forecasting system. Finally, the different models were averaged using a model-scoring and weighting approach to provide an ensemble prediction that outperformed the best-performing individual model. Contributions are as follows:

• We evaluated the predictive skill of a range of data-driven modelling approaches from the perspective of (1) balancing computational complexity with predictive skill and (2) leveraging ensemble aggregation to improve robustness.

• We developed an autonomous feature-engineering module to (1) improve the portability of the model to different geographical locations and (2) reduce the appetite for training data by providing a more intelligent supply of explanatory variables.

• Finally, we assessed performance of the modelling framework globally, against a state-of-the-art physics-based model.

While the idea of using ML to provide computationally cheaper surrogate models has been previously explored, the distinctive characteristics of SST lie in their complex temporal dependence structure and multi-level seasonality. To our knowledge, this application has not yet been considered in the existing literature. We demonstrate the viability of the approach to capture the short- and long-term trends: integrating different ML based models with different temporal performance characteristics in an ensemble approach provides accuracy on par with large scale complex models.

In the next section, we discuss prior research in the domain. Subsequently, the different models are introduced along with the feature extraction and ensemble aggregation techniques. Section 4 compares performances of the different models along with the predictive accuracy of individual and ensemble aggregated models. The portability of the system to different geographical locations is discussed. Finally, we present conclusions from the research and discuss future work.

2. Related Work

A wide variety of operational SST forecasting products exist that leverage physics-based circulation modelling and data assimilation to resolve temperature distributions. A representative example is the forecasting system for the North-West Atlantic from the NEMO Community Ocean Model, which provides a variety of ocean variables at 12 km resolution. Inputs to the system include: lateral boundary conditions from the open-ocean supplied by a (coarser) global model, atmospheric fluxes from the Met Office Unified Model and river inputs from 320 European rivers [8]. Other examples include the National Centers for Environmental Prediction Climate Forecast System, which provides global predictions of SST at 110 km resolution [9], and the US Navy HYCOM Global Forecasting System, which provides 5-day forecasts at resolution ranging from 4–20 km [10] together with localised, regional models at higher resolution [11, 12]. The common feature of these modelling systems is the high computational demands that generally limit either the precision (coarse global models) or the size of the domain (high-resolution, regional models).

Due to the heavy computational overhead of physical models, there is an increasing trend to apply data-driven deep-learning (DL) / machine-learning (ML) methods to model physical phenomena [13, 14]. Application of ML-based approaches has been categorised into three areas [15]:

1. The system’s deterministic model is computationally expensive and ML can be used as a code accelerator.
2. There is no deterministic model but an empirical ML-based model can be derived using existing data.
3. Classification problems.

A number of studies have investigated data-driven approaches to provide computationally cheaper surrogate
models, applied to such things as wave forecasting [16], viscoelastic earthquake simulation [17], and water-quality investigation [18]. ML based approaches have been considered to spatially interpolate environmental variables and improve precision of solution [19]. DL-based approaches have been adopted to increase the resolution of satellite imagery through down-scaling techniques [20]. A number of studies have presented data-mining approaches that extract pertinent events from measured data such as detection of harmful algal blooms [21].

Distinctive characteristics of SST are their complex temporal-dependence structure and multi-level seasonality. There are only a few options to describe systems with such characteristics, including: (1) Generalized Additive Models (GAMs) from classic statistics, (2) Random Forest (RF) and extreme gradient boosting (XGBoost) from ML, and (3) Multi-Layer Perceptron (MLP) and Long Short-Term Memory (LSTM) models from DL, which are all considered in this paper.

3. Methodology

Training data for this study were from the MODIS instrument aboard the NASA Aqua satellite. MODIS SSTs are produced and made available to the public by the NASA GFSC Ocean Biology Processing Group. The MODIS sensor measures ocean temperature (along with other ocean products such as salinity and Chlorophyll concentration) from a layer less than 1 mm thick at the sea surface. Data are available from 2002 to present at 4 km horizontal resolution and daily intervals. Calibration of the Pathfinder algorithm coefficients and tuning of instrument configurations produce accurate measurements of SST with mean squared error (MSE) against in situ sensors < 0.2°C [22]. These accurate global SST measurement on decadal periods, serve as an ideal dataset to extract insights using ML. Atmospheric variables also serve as features to the models and were extracted at 30-km spacing from The Weather Company (TWC).

3.1. Prediction Models

The selected models, namely, GAM, RF, XGBoost, MLP, and LSTM, were assessed in terms of accuracy and computational complexity. The objective of each was to relate a univariate response variable $y$ to a set of explanatory variables $x = x_1, x_2, ..., x_i$ (representing for example, historical SST, air temperature, seasonal identifier, etc.).

GAM-based models characterize general nonlinear regressions without requiring pre-specification of the form of the nonlinear relationship. Predicting $y$ from the vector of covariates $x$, at time $t$ is as [23]:

$$y = \alpha + f_1(x_1) + f_2(x_2) + ... + f_i(x_i) + \varepsilon,$$  \hspace{1cm} (1)

where $f_i(\cdot)$ are transfer functions [24]:

$$f_i(x_i) = \beta_i^T \cdot b_i(x_i),$$  \hspace{1cm} (2)

$\beta_i$ is a vector of model weights and $b_i(\cdot)$ is a vector of polynomial basis functions, typically depending on one or two continuous variables in the vector of covariates $x$. The GAM models are characterized by the number of basis functions used for each feature and the corresponding polynomial order. In addition, the regularisation parameter $\lambda$ penalizes the convexity of the model in the fitting procedure.

An RF is an ensemble of decision trees “grown” from a subset of the training data. Each new training set is drawn, with replacement, from the original training set. Then a decision tree with fixed predefined maximal depth is grown from the new training set by randomly selecting a certain number of features [25]. The ensemble produces $B$ outputs $\hat{y}_b = T_b(x), \hat{y}_2 = T_2(x), \ldots, \hat{y}_B = T_B(x)$ where $\hat{y}_b, b = 1, \ldots, B$ is the prediction for SST by the $b^{th}$ decision tree. Outputs of all trees are averaged to predict $\hat{y}$ [26]. Some of the key advantages of RFs are efficiency (easily parallelised), robustness to outliers and noise, and insight to feature importance [27] during model interpretation.

XGBoost shares many characteristics with RFs with a key difference being that decision trees are built sequentially rather than independently. In this manner, subsequent decision trees are built to further minimise prediction residuals. Prediction is of the form [28]:

$$\hat{y}_i = \phi(x_i) = \sum_{k=1}^{K} f_k(x_i), \quad f_k \in \mathcal{F},$$  \hspace{1cm} (3)

where $\mathcal{F} = \{f(x) = w_q(x)\}$ represent classification and regression trees, $q$ represents each independent decision-tree structure, and $w$ are leaf weights. $\mathcal{F}$ is computed by minimising the objective function [28]:

$$\mathcal{L}_0 = \sum_i l(\hat{y}_i, y_i) + \sum_k \Omega(f_k),$$  \hspace{1cm} (4)

with $l$ being a differentiable convex loss function (for example the mean squared error) of the difference between the prediction $\hat{y}_i$ and the observation $y_i$ for each $T$. The regularisation term, $\Omega$, smooths the final weights
to avoid over-fitting ($\lambda$ is a regularisation coefficient). Furthermore, a restriction to a maximal tree depth serves to regulate model complexity.

Gradient boosting of (4) proceeds in an additive manner to minimise the objective:

$$\mathcal{L} = \sum_i^n l(y_i, \hat{y}_i) + \Omega(f_i).$$

The fundamental approach identifies $f_i$ that most improves the prediction according to (4).

The first DL-based approach investigated was an MLP model. A MLP solves an optimisation problem to compute the weights and biases that represent the non-linear function mapping inputs to the best representation of outputs, $\hat{y}$:

$$g(X; \Theta) = \hat{y}.$$  

$\Theta$ denotes the mapping matrix of weights and biases that represents the relationship between SST and explanatory variables, $X$ in the form of a neural network at each time point. During training, where the network is presented with a vector of observations, $y$, an optimization problem is solved until the output of the network’s last layer consistently approximates the training data set [29]. To counteract overfitting, L2-regularisation is used to penalise very large network weights. Regularisation is controlled by a user-defined parameter $\lambda$.

Cognizant of the temporal nature of the data, we investigated the performance of recurrent neural network (RNN) type models. A fundamental extension of RNNs compared to artificial neural networks is parameter sharing across different parts of the model. This has natural applicability to the forecasting of time-series variables with historical dependency as in this paper. An RNN with a single cell recursively computes the hidden vector sequence $h$ and output vector sequence $y$ iteratively from $t = 1, \ldots, T$ in the form [30]:

$$h_t = \mathcal{H}(W_{xh}x_t + W_{hh}h_{t-1} + b_h),$$

$$y_t = W_{hy}h_t + b_y.$$  

(7)

where the $W$ terms denote weight matrices (e.g. $W_{xh}$ is the input-hidden weight matrix), the $b$ terms denote bias vectors (e.g. $b_h$ is hidden bias vector) and $\mathcal{H}$ is the hidden layer function which is typically implemented as a sigmoid function. In effect, the RNN has two inputs, the present state and the past.

Standard RNN approaches have been shown to fail when lags between response and explanatory variables exceed 5–10 discrete timesteps [31]. Repeated applications of the same parameters can give rise to vanishing, or exploding gradients leading to model stagnation or instability [29]. A number of approaches have been proposed in the literature to address this, with the most popular being LSTM.

Instead of a simple weighted dependency, ‘LSTM cells’ also have an internal recurrence (a self-loop), that serves to guide the flow of information and reduce susceptibility to vanishing or exploding gradients. Each cell has the same inputs and outputs as an ordinary recurrent network, but also has more parameters and a system of gating units that controls the flow of information. An LSTM model has a number of gates: input, output and forget gates that decide whether to let information in, forget information because it is not important, or let it impact output at the current timestep, respectively. As new input comes in, it’s impact can be accumulated to the cell, forgotten or propagated to the final state depending on the activation of the relevant gates [32]. In analogy to the MLP, we use L2-regularisation of weights represented by the parameter $\lambda$. More details on LSTM are provided in [31].

3.2. Feature Engineering

In data-driven modelling, judicious feature engineering facilitates expedited convergence to a solution. Automated feature selection improves predictive skills while allowing for greater transportability to other geographical locations where the characteristics of explanatory variables may vary. Figure 1 shows multi-year SST data illustrating primary trends. A monthly rolling mean of the data (middle plot) was subtracted from the raw data (top plot) with residuals presented (bottom plot). The long-term seasonal trend of the data is evident with yearly trends capturing a significant portion of the data variance. The data residuals largely represent short-term fluctuations in the data (together with sensor uncertainty component). The objective of the modelling was to learn the nonlinear relationships between the explanatory variables and the long- and short-term trends of the data.

The feature variables used for this study consisted of SST historical time series from MODIS and atmospheric data from TWC. From these data, several different types of input features were designed. Due to seasonal trends in the data, time features were included, i.e., year, month, week and season. Auto-regressive (AR) features quantified the influence of the recent past from the previous day up to a specified maximum number of daily lags (i.e. specifying a daily lag $n$, then to predict SST at time $t + 1$, SST from time $t - n$ to $t$ were included as explanatory features). To predict multiple days in advance, AR features consisted of prediction from the previous model in an iterative manner – this allowed for long-term prediction
but introduced the possibility of systematic model error and bias (i.e., prediction error accumulated).

![Figure 1: SST time series from MODIS measurements (upper panel), monthly rolling mean (middle panel), and residuals after subtraction of the monthly rolling mean from the SST data (lower panel).](image)

TWC atmospheric data consisted of 18 time-dependent atmospheric quantities, including air temperature, solar radiation flux, cloud cover and winds [33]. As a first estimate, all atmospheric quantities at the desired time were considered and the model decided between the impact of each on the prediction during training (named TWC1). To reduce the number of covariates (and hence network size and associated demands for training data), a feature-selection module quantified the most important variables. Univariate feature selection was performed by computing $F$-scores from the correlation of each single features with the output label [34] and retaining the three atmospheric features with highest scores (TWC2). This concept can be further extended with time-dependent information by assigning univariate scores to lagged values of selected features and choosing the lags with the highest scores as features (TWC3).

3.3. Model Scoring and Aggregation

To assess the different modelling approaches, hyperparameters, and combinations of input features, the time series was split into training (90%) and test (10%) sets. The models were trained to make a prediction one day ahead based on feeding the previously described features and labels (measured value of SST for that day). The test datasets were then used to evaluate the performance of the model prediction against measured values.

As prediction depended on historic estimates of SST (i.e. a prediction for one day ahead required information on the current SST), the model prediction was fed back as a feature to the model in a recurrent fashion. Specifically, the first test prediction ($t = 1$) was made with measured values of SST (at time $t = 0$) as a feature. For future predictions, the measured SST feature was replaced with the prediction from the previous day, i.e. prediction at time $t = 2$ received as input feature, model prediction for time $t = 1$ instead of the satellite derived value of SST, which in practise would not be available for forecasting multiple days in advance. Scoring for the entire test dataset (562 days) proceeded in this manner. This made the study extremely sensitive to propagation of error, where a low skill prediction propagates through the entire forecasting period.

The mean average error (MAE) and mean absolute percentage error (MAPE) assessed the accuracy of each model:

$$\text{MAE} = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} |y_i - \hat{y}_i|,$$

$$\text{MAPE} = \frac{100}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \left| \frac{y_i - \hat{y}_i}{y_i} \right|,$$

where $N_{\text{test}}$ is the size of the training data, $y$ is the measured data, and $\hat{y}$ the model-predicted equivalent. Finally, the models were aggregated into a single best prediction weighted by the inverse MAPE of the test data [35].

4. Model training and evaluation

Initial model training and testing was conducted on an arbitrary location in the North Atlantic: (27°28'46.45" N, 32°25'43.71" W) – this focused on optimising the feature selection and hyperparameter tuning components. The models were then evaluated on a set of 730 points distributed globally. The accuracy of predictions generated at the evaluation stage were compared to state-of-the-art forecasts from the ECMWF numerical model.

Satellite measurements from MODIS spectrometer were collected over 16 years from July 2002 to December 2018. Due to measurement restrictions, (e.g., cloud cover interference) only 43% of that period had valid data. As data gaps are problematic for the training of time-series models (due to auto regressive features), linear interpolation between adjacent values replaced the missing data. Experiments revealed that the approach to missing-data handling had no significant impact on results. Moreover, the secondary weather input, TWC reanalysis data, were complete. During model validation, MAE and MAPE metrics were computed against the non-interpolated values to avoid potential contamination of the performance scores by the linear interpolation.
Table 1: Hyperparameters and ranges used for model design. See Section 3.1 for details on each model hyperparameter.

| Model   | Hyperparameters                                                                 |
|---------|---------------------------------------------------------------------------------|
| GAM     | # of splines/features $\in \{10, 15, 20\}$ polynomial-spline order $\in \{3, 5, 8\}$ $\lambda \in \{0.001, 0.01, 0.1, 1, 10, 100\}$ |
| RF      | # of trees/features $\in \{100, 200, 500\}$ max # of features $\in \{3, 5, 10\}$ max depth $\in \{5, 10, 15, 20\}$ |
| XGBoost | # of trees/features $\in \{500, 700, 1000\}$ max depth $\in \{5, 10, 15, 20\}$ $\lambda \in \{0.01, 0.05, 0.1, 0.5\}$ |
| MLP     | # of layers $\in \{5, 10, 20\}$ # of nodes/layer $\in \{20, 50, 75\}$ $\lambda \in \{0.001, 0.01, 0.1, 1\}$ |
| LSTM    | # of layers $\in \{1, 2\}$ # of units/layer $\in \{1, 2, 3\}$ $\lambda \in \{0.001, 0.01, 0.1, 1\}$ |

Optimising model performance included both parameter and feature selection. Hyperparameter optimisations adopted a greedy, grid-search approach over the user-defined parameter ranges summarised in Table 4. The 10% test-data size provided a sample size of over 18 months allowing assessment of different seasonal trends over the prediction period (total data length was 16 years).

As previously described, the experiments compared a number of feature selection approaches to incorporate atmospheric and autoregressive effects. Initially AR features were manually selected based on heuristic information. For the GAM, RF and XGBoost models, the lags were restricted to the preceding 30 days, which balanced computational tractability with predictive skill. To incorporate seasonal effects (and also due to greater computational efficiency), the MLP and LSTM model were fed data from up to the previous 400 days (to extend beyond one year of historical trend). The experiments were set up by skipping the first 400 days to ensure meaningful AR features followed by splitting the data into training and test sets (last 18 months of data constituted the test set). Hyperparameter optimisation and feature selection proceeded iteratively for each model. For all features sets investigated, a full grid search of hyperparameters converged on the optimal combination of features and topology.

A more detailed feature selection module considered other combination of inputs, including: temporal information (season, month, week), moving-window time-series fractions of the SST series (AR features), all available TWC atmospheric variables (TWC1), TWC variables extracted by univariate selection (TWC2), and lagged TWC variables selected by univariate tests (TWC3). Table 4 presents model-selection results considering hyperparameters and feature engineering. AR features provided adequate predictive skill for short-term forecasting (up to two days). For long-term predictions, atmospheric feature were critical for performance. The combination of model complexity and size of the features datasets are evident. Relatively simple models like GAM and RF provided best performance with more sophisticated feature engineering that reduced the size of the dataset. However, MLP and XGBoost both yielded the lowest test MAPE when provided with the full atmospheric dataset and allowed to infer relationships from all variables and data labels.

In addition to MAPE accuracy, Table 4 also lists the run times needed to train the corresponding models (on a commodity laptop). Training times were within acceptable limits for all models, although significant variability existed. As expected, the LSTM had the largest com-
putational demand. However, it also had the highest MAPE. This non-intuitive result demonstrates the need to balance model complexity with the nature of the data. That is, na"ıve selection might suggest that an RNN-based model such as LSTM is most suitable for a time-series dataset. However, results demonstrated that the LSTM model failed to capture the high-frequency variations in the data despite replicating seasonal trends (the monthly rolling-mean trends reported in Figure 1) quite well. This is due to the “long memory” for this model that interfered with learning short-term variations. In contrast, simpler models with time-series information explicitly included as features better learned short-term dynamics.

Figure 2 compares model predictions (see Table 4) for the test period to MODIS data. Observing the time evolution of SST reveals that a suitable model must represent two distinct time scale components. On the one hand there is the smooth SST evolution governed by seasonality. This component of SST evolution benefited from suppression of large fluctuations. Of the models studied, this criterion was fulfilled by the GAM approach, which yielded lowest test MAPE with a large regularization parameter $\lambda = 10$ (i.e., the penalty on the second-order derivative of fitted single-feature functions). The large regularization effect together with the piecewise polynomial components of GAM models contributed to a smoother time-series prediction that still captured long-term trends, including correlation of data between years. Similarly, the RF approach led to a comparably smooth SST evolution but at significantly lower MAPE than the GAM model. The most obvious reflection of the seasonal trend is evident in the LSTM prediction which produces a highly smoothed representation of the training data. The model fails to capture any small-scale dynamics at the daily or weekly level instead reproducing the seasonal heating/cooling effects only. Further analysis of model parameters suggested this to be a result of the retained long-term memory informing the broader trend only. On the other hand, the seasonal cycle has superimposed on it short-term behaviour dominated by peak events occurring at daily to weekly time scales. This is particularly evident in the XGBoost and the MLP approaches where both yielded best performances for smaller $\lambda$, which enabled them to better capture short-term events. It’s worth noting that while XGBoost and MLP captured the small-scale fluctuations better, RF returned lowest MAPE. To simultaneously take both aspects into account, a model combination weighted by the inverse MAPE can better represent observed dynamics [35]. As a preprocessing step, due to the comparably poor performance of the LSTM model, it was excluded from the ensemble.

4.1. Transportability and Comparison to State-of-the-art

As the feature engineering and hyperparameter selection process is complex, it is desirable to execute this procedure once and then use the selected model at different locations. We investigated the performance of the model at 730 globally distributed locations. Data (SST measurements and TWC weather variables) were collected in a $6^\circ \times 6^\circ$ grid of points within $1^\circ$ of shorelines between $\pm 54^\circ$ latitude. Again using a 90%/10% train and test data split, we trained each of the models using the hyperparameters noted in Table 4. The resulting prediction was again an aggregation of GAM, RF, XGBoost, and MLP results, where each model was weighted by the inverse MAPE at each location to favour models with better performance in the weighted average. Figure 3 presents the MAE and MAPE computed at these 730 locations. Results demonstrate that MAE and MAPE were less than 1°C and 10%, respectively, at most locations. Table 4.1 presents average error metrics over all locations. The MAPE-weighted ensemble average returned MAE and MAPE of 0.68°C and 7.9% respectively. These values are comparable to ECMWF estimates on SST which returned values of 0.56°C and 12.3%, respectively. While ECMWF reports lower absolute error, relative errors are noticeably higher. This suggests a tendency of the numerical outputs to perform poorer in periods when temperatures are lower (increasing relative error).

Figure 3 indicates some spatial variations in performance. MAPE is understandably higher in southern and northern latitudes where mean temperatures are lower and relative differences more pronounced. There is a slight trend towards higher MAE in near-coast locations, where oceanic processes can be more complex driven by secondary processes (e.g. upwelling and downwelling events). Across the globe however, the framework presents excellent predictive skill demonstrating a transportable approach to provide data-driven predictions of SST.

5. Results and Discussion

Time-series forecasts are vital in many areas of scientific, industrial, and economic activity. Many ML methods have been applied to such problems and the advantages of RNN-type approaches are well documented. The ability of these DL algorithms to implicitly include effects from preceding time steps is intuitively a natural fit. However, this study demonstrated that when the relationship between predicted values was not based
Table 2: Model-selection result for the two North Atlantic locations.

| Model  | Features | Hyperparameters | Training time [sec] | MAPE |
|--------|----------|-----------------|---------------------|------|
| GAM    | TWC3, time | # of splines = 20, spline order = 8, \( \lambda = 10 \) | 1.67 | 2.27 |
| RF     | AR, TWC3, time | # of trees = 500, max # of features = 3, max depth = 20 | 19.09 | 1.97 |
| XGBoost | TWC3, time | # of trees = 1,000, max depth = 5, \( \lambda = 0.05 \) | 0.21 | 2.17 |
| MLP    | TWC1, time | # of layers = 20, of units/layer = 20, \( \lambda = 0.01 \) | 11.18 | 2.07 |
| LSTM   | TWC2     | # of layers = 1, # of units/layer = 2, \( \lambda = 0.1 \) | 71.67 | 2.54 |

Figure 3: Predictive skill of a weighted ensemble average of GAM, RF, XGBoost, and MLP models at a set of locations distributed equally between \( \pm 54^\circ \) latitude. MAE (top) and MAPE (bottom) metrics are presented to inform on absolute and relative errors. The model selection, used features and hyperparameters from the training experiments presented in Table 4.

Table 3: MAE and MAPE averaged across all spatial locations presented in Figure 3. Metrics are presented for each model individually, an ensemble averaged weighted by the inverse MAPE and the final column presents error metrics for a benchmark ECMWF model against MODIS measurements.

| Metric | GAM | RF | XGBoost | MLP | Ens. Ave. | ECMWF |
|--------|-----|----|---------|-----|-----------|-------|
| MAE    | 0.78| 0.72| 0.79    | 0.89| 0.68      | 0.56  |
| MAPE   | 9.7 | 9.4 | 8.8     | 10.6| 7.9       | 12.3  |

The table shows that the important features needed to predict at time \( t + 1 \) are SST values at time \( t \) (and values at earlier time steps dependent on selected AR features) and atmospheric information at time \( t + 1 \) (and potentially AR features of those). Hence, prediction required inclusion of AR features while inferring solely on AR features – well-designed feature selection in conjunction with simpler ML methods capable to more rapidly adjust to short-scale fluctuations outperformed the DL approaches.
relationships between forecasted values of atmospheric data and the response variable, SST. Figure 2 illustrated that the LSTM model failed to adequately learn the relationship between explanatory variables and SST. Specifically, the model closely approximated seasonal trends (i.e., the long-term characteristics of the SST) while failing to capture high-frequency variations (i.e., variations in response to atmospheric inputs). In effect, the DL approach maintained “memory” of the long-term SST trends to the detriment of incorporating effects of shorter time scales. A more focused feature-engineering module that guided the data-length fed to the LSTM model may improve performance. However, this contravenes the purpose of RNN-type approaches that aims to implicitly learn the nature of cyclic data. Another point worth noting is that DL approaches have a larger appetite for training data than some of the simpler models adopted. Some reduction in MAPE may be possible by extending the size of the training data. Again, however, when evaluating different modelling approaches, aspects such as computational complexity and ability to learn on smaller datasets are key points that demand consideration (further, there are practical limits on available data).

This study considered a framework to develop a transportable model suite applied to a nonlinear, real-world dataset. Key points considered were design of an automatic feature-engineering module, which, together with a standard hyperparameter optimisation routine, facilitated ready deployment at disparate geographical locations. Results demonstrated that the different models adopted had inherent characteristics that governed accuracy and level of regularization or overfit to training data.

We compared performance of ML models with a state-of-the-art physics-based approach from ECMWF. As expected, the physics-based model yielded low MAPE against satellite measurements – the ECMWF prediction is a reanalysis product which assimilates measurement (including satellite) data daily to update the accuracy of the product. This study demonstrated, however, that the machine learning based approaches achieve accuracy comparable to ECMWF model, at a fraction of the computational expense. Aggregating the models improved the robustness of this approach and served to regularize small-scale fluctuations or seasonal biases in individual models. Figure 4 compares the ensemble predictions to the ECMWF results, satellite measured SST and predictions from the best performing ML model (RF) at an arbitrary location (36°12′58.8″ N, 61°14′1.24″ W). The best performing model (RF) provides good predictive skill comparable to ECMWF, while the aggregated model is ‘smoother’ (possibly more robust to short-scale fluctuations), while achieving comparable accuracy.

Classical works on ensemble forecasting demonstrated that the ensemble mean should give a better forecast than a single deterministic forecast [36, 37]. Assigning inverse MAPE weights to individual models provides a simple and effective method to rank model contributions based on performance. Interrogating temporal evolution of model error over the 18-month test period demonstrated some biases in individual models e.g. GAM outperformed RF during the summer period but is significantly poorer during periods of lower temperature. The ensemble aggregation framework we implemented reduced error over the duration of the test period compared to arbitrarily selected individual models, but more importantly, also served to reduce error and biases at distinct periods of the prediction window. Table 5 presents MSE against satellite data for each individual model and the ensemble aggregation over the duration of the study period at the same location as Figure 4.

![Figure 4: Weighted ensemble average of GAM, RF, XGBoost, and MLP models at 36°21′58.8" N, 61°14′1.24″W compared to a state-of-the-art physics-based ocean model (ECMWF), best performing independent model (RF) and the measured SST. Prescribed features and parameters are described in Table 4.](image-url)

| Season  | GAM   | RF    | XGBoost | MLP    | Ens. Ave. |
|---------|-------|-------|---------|--------|-----------|
| Spring  | 1.37  | 1.04  | 1.01    | 0.90   | 0.94      |
| Summer  | 0.18  | 0.40  | 0.45    | 0.68   | 0.30      |
| Autumn  | 0.06  | 0.10  | 0.40    | 0.80   | 0.17      |
| Winter  | 0.26  | 0.14  | 0.39    | 0.34   | 0.22      |

Table 4: Seasonal MSE for individual models and ensemble average

The envisioned applications of this approach are for 1) long-term climatological based approaches where the
framework can be used to compute response to related trends or 2) short-term, operational type forecasting where 5-10 day forecasts are computed and used to inform particular decision. Within these scenarios there are likely differences in how the ML models are integrated into this system rather than differences in the ML models themselves. In particular, short-term prediction could be improved by combining individual models using aggregation techniques that weighs models more heavily based on predictive skill in the recent past (e.g. [38]). Long-term, climatology-type predictive studies, on the other hand are often used in conjunction with stochastic inputs and system response based on probabilistic analysis.

This study presented a robust time-series forecasting framework applied to satellite measurement of SST. We considered the SST data as a set of disparate points. In reality, the ocean surface more closely resembles an image with interaction between points (or pixels). Results demonstrated that treating the data as distinct time-series points provided good results. However, scope exists to combine this approach with image-processing techniques such as convolutional neural networks (CNNs) to incorporate neighbouring effects into predictions. Future work will explore the viability and value of combining CNNs with time-series forecasting models to further improve the robustness of the framework.

6. Conclusions

This paper demonstrates the viability of applying ML based approaches, addressing transportability, biases and robustness by combining feature selection and disparate models with specific characteristics in a weighted aggregation based on average model performance. This study aimed to assess the ability of data-driven approaches to accurately predict SST characterised by seasonal trends, temporal dependencies and short-term fluctuations. Results demonstrate comparable performance to physics-based model simulations with low computational cost, and which is easily parametrised to other geographical locations. The low computational cost of the approach has many advantages. First, it enables separation of SST forecasting models from HPC centres – the suite of models presented here can be trained on a laptop and applied to any geographic location. Once trained, the inference step is of negligible computational expense and can be readily deployed on edge-type devices (e.g. in-situ devices deployed in the ocean). Deploying large-scale models is a complex task highly dependent on user skill to correctly configure and parametrise to specific locations. Data-driven approaches can present an alternative approach that enables rapid prediction, contingent on availability of sufficient data.
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