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Abstract. The Self-Optimal-Transport (SOT) feature transform is designed to upgrade the set of features of a data instance to facilitate downstream matching or grouping related tasks. The transformed set encodes a rich representation of high order relations between the instance features. Distances between transformed features capture their direct original similarity and their third party ‘agreement’ regarding similarity to other features in the set. A particular min-cost-max-flow fractional matching problem, whose entropy regularized version can be approximated by an optimal transport (OT) optimization, results in our transductive transform which is efficient, differentiable, equivariant, parameterless and probabilistically interpretable. Empirically, the transform is highly effective and flexible in its use, consistently improving networks it is inserted into, in a variety of tasks and training schemes. We demonstrate its merits through the problem of unsupervised clustering and its efficiency and wide applicability for few-shot-classification, with state-of-the-art results, and large-scale person re-identification.

1 Introduction

In this work, we reassess the design and functionality of features for instance-specific problems. In such problems, typically, features computed at test time are mainly compared relative to one another, and less so to the features seen at training time. For such problems the standard practice of learning a generic feature extractor during training and applying it at test time might be sub-optimal.

We aim at finding training and inference schemes that take into account these considerations, being able to exploit large corpuses of training data to learn features that can easily adapt, or be relevant, to the test time task. Our approach to doing so will be in the form of a feature transform that jointly re-embeds the set of features of an instance in a way that resembles how recently popular self-attention mechanisms and Transformers [29,22,26,16] re-embed sets of features.

Being at the low-to-mid-level of most relevant architectures, advances in such feature re-embeddings have a direct impact and wide applicability in instance-specific problems such as few-shot classification [30], clustering [37], patch matching [19] and person re-identification [43], to name but a few.

The general idea of the Self-Optimal-Transport (SOT) feature transform that we propose is depicted and explained in Fig. 1, as part of the general design of networks that work on sets which we illustrate in Fig. 2.
1.1 Overview

We are given an instance of some inference problem, in the form of a set of $n$ items $\{x_i\}_{i=1}^n$, represented as vectors in $\mathbb{R}^D$, for a fixed dimension $D$. A generic neural-network (Fig. 2 Left) typically uses a feature embedding (extractor) $F : \mathbb{R}^D \to \mathbb{R}^d$ (with $d \ll D$), which is applied independently on each input item, to obtain a set of features $V = \{v_i\}_{i=1}^n = \{F(x_i)\}_{i=1}^n$. The features $V$ might be of high quality (concise, unique, descriptive), but are limited in representation since they are extracted based on knowledge acquired for similar examples at train time, with no context of the test time instance that they are part of.

We adapt a rather simple framework (Fig. 2 Right) in which some transform acts on the entire set of instance features. The idea is to jointly process the set of features to output an updated set (one for each input feature), that re-embeds each feature in light of the joint statistics of the entire instance. The proposed features transform can be seen as a special case of an attention mechanism [29] specialized to features of instance-specific tasks, with required adaptations. Techniques developed here borrow from and might lend to those used in set-to-set [44,42,25], self-attention [29,26] and transformer [22,16] architectures.

1.2 Contributions

We propose a parameter-less transform $T$, which can be used as a drop-in addition that can convert a conventional network to an instance-aware one (e.g. from Fig. 2 Left to Right). We propose an optimal-transport based feature transform which is shown to have the following attractive set of qualities. (i) efficiency: having real-time inference; (ii) differentiability: allowing end-to-end training of the entire ‘embedding-transform-inference’ pipeline of Fig. 2 Right; (iii) equivariance: ensuring that the embedding works coherently under any order of the
Fig. 2: **Generic designs of networks that act on sets of inputs.** These cover relevant architectures, e.g. for few-shot-classification and clustering. **Left:** A generic network for processing a set of input items typically follows the depicted structure: (i) Each item separately goes through a common feature extractor $F$. (ii) The set of extracted features is the input to a downstream task processing module $G$. ; **Right:** A more general structure in which the extracted features undergo a joint processing by a transform $T$. Our SOT transform (as well as other attention mechanisms) is of this type and its high-level design (within the ‘green’ module) is detailed in Fig. 1.

input items; (iv) *capturing relative similarity:* The comparison of embedded vectors will include both direct and indirect (third-party) similarity information between the input features; (v) *probabilistic interpretation:* each embedded feature will encode its distribution of similarities to all other features, by conforming to a doubly-stochastic constraint; (vi) *instance-aware dimensionality:* embedding dimension (capacity) is adaptive to input size (complexity).

We provide a detailed analysis of our method and show its flexibility and ease of application to a wide variety of tasks, by incorporating it in leading methods of each kind. A controlled experiment on unsupervised clustering is used to verify its performance, with a detailed analysis. For few-shot-classification we perform an extensive comparison to existing work on several benchmarks, showing that SOT achieves new state-of-art results. Finally, we show that SOT is easily applicable to large-scale benchmarks by using the person re-identification task, for which it consistently improves state-of-art networks that it is incorporated into.

## 2 Related Work

### 2.1 Related Techniques

*Set-to-set or set-to-feature functions* Our method can clearly be categorized along with recent techniques that act jointly on a set of items (typically features) to output an updated set (or a single feature), which are typically used for downstream inference tasks on the items individually, or as a set. The pioneering Deep-Sets [44] formalized fundamental requirements from architectures that process sets. Point-Net [27] presented an influential design that learns local and global features on 3D point-clouds, while Maron *et.al.* [25] study layer
designs that approximate equivariant and invariant functions. Unlike the proposed SOT transform, the joint processing in these methods is very limited, amounting to (Siamese) weight-sharing between separate processes and simple joint aggregations like average pooling.

**Self-Attention** The introduction of Relational Networks [32] and transformers [38] and their initial applications in vision models [29] have lead to a surge of following successful works [16], many of which are dedicated to few-shot-learning, such as ReNet [15], DeepEMD [45] and FEAT [42]. Different from these methods, SOT is parameterless, and hence can work at test-time on any pre-trained network. In addition, SOT is the only method that provides an explicit probabilistic global interpretation of the instance data.

**Optimal Transport** Optimal transport (OT) problems are tightly related to measuring and calculating distances between distributions or sets of features. In [7] Cuturi popularized the Sinkhorn algorithm which is a simple, differentiable and fast approximation of entropy-regularized OT problems. The Set transformer [22] uses an OT-based clustering algorithm, SuperGlue [33] uses OT in an end-to-end manner for feature-point matching, and many state-of-the-art methods in few-shot learning, which we review next, have adopted the Sinkhorn algorithm to model relations between features and class representations. The differentiability and efficiency of regularized OT solvers has recently been shown useful in related domains, to derive a differentiable ‘top-k’ operator [41] or for style transfer applications, by viewing styles as a distributions between which distances are approximated [18]. In this work we focus on self-applications of OT, which enables concise modelings of the relative similarities within a set of items.

### 2.2 Few-Shot-Classification (FSC)

**Few-Shot-Classification** [39] is a branch of few-shot-learning in which a classifier needs to learn to recognize classes unseen given a limited number of labeled examples. A FSC task is a self-contained instance that includes both support (labeled) and query (unlabeled) items, hence is a clear instance-specific setup which SOT can handle.

Some leading FSC approaches follow the meta-learning (or “learn-to-learn”) principle in which the training data is split into tasks (or episodes) mimicking the test time tasks to which the learner is required to generalize. The celebrated MAML [10] “learns to fine-tune” by learning a network initialization from which it can adapt to a novel set of classes with very few gradient update steps on the labeled examples. In ProtoNet [34], a learner is meta-trained to predict query feature classes, based on distances from support (labeled) class-prototypes in the embedding space. The trainable version of SOT is a meta-learning algorithm, but unlike the above, it is transductive (see ahead) and exploits the task items as a set, while directly assessing the relative similarity relations between its items.

Subsequent works [5,9] have questioned the benefits of meta-learning, advocating the standard transfer learning procedure of fine-tuning pre-trained networks. In particular, they demonstrate the advantages of using larger and more
powerful feature-encoding architectures, as well as the employment of transductive inference, which fully exploits the data of the inference task, including unlabeled images. As mentioned, SOT is a purely transductive method, but it is significantly more flexible in its assumptions, since the transform is based on a general probabilistic grouping action. It does not make any assumptions on (nor does it need to know) the number of classes and the number of items per class in an instance.

More recently, attention mechanisms were shown to be effective for FSC. We have reviewed some relevant works of this line in the previous section.

Finally, a large number of works have adopted the Sinkhorn Algorithm [7] as a parameterless unsupervised classifier that computes fractional matchings between query embeddings and class centers. Many leading FSC works use this approach, including Laplacian-Shot [50], CentroidNet [13] and PT-MAP [12]. The current state-of-the-art is set by the recent Sill-Net [46], which augments training samples with illumination features that are separated from the images in feature space and by PT-MAP-sf [6], who propose a DCT-based feature embedding network, encoding detailed frequency-domain information that complements the standard spatial domain features. Both methods are based on PT-MAP [12]. SOT uses Sinkhorn to solve an entirely different OT problem - that of matching the set of features to itself, rather than against class representations. Nevertheless, SOT can be incorporated into these methods, immediately after their feature extraction stage.

2.3 Unsupervised Clustering and Person Re-Identification (Re-ID)

These domains are not at the focus of this work therefore we only briefly give some useful pointers for the sake of brevity.

Unsupervised image clustering is an active area of research, with standardised evaluation protocols (from Cifar-10 [20] to different subsets of ImageNet [8]). Prominent works in this area include Deep Adaptive Clustering (DAC) [4], Invariant Information Clustering (IIC) [14] and SCAN [37]. Clustering has recently gained popularity as a means for self-supervision in feature learning, showing excellent results on unsupervised image classification. See for example DeepCluster [2] and SWAV [3]. Clustering is a clear case instance specific problem, since most information is relative and unrelated directly to other training data. Our transform can hence be used to upgrade the feature representation quality.

We chose the Re-ID application as another instance-specific problem, which from our point of view differs from the others considered in two main aspects which we find attractive: (i) The tasks are of larger scale - querying thousands of identities against a target set of (tens of) thousands. (ii) The data is much more real-world compared to the carefully curated classification and clustering tasks. See [43] for an excellent recent and comprehensive survey on the topic.
3 Method

Assume we are given a task which consists of an inference problem over a set of \( n \) items \( \{x_i\}_{i=1}^{n} \), where each of the items belongs to a space of input items \( \Omega \subseteq \mathbb{R}^{D} \). The inference task can be modeled as \( f_\theta(\{x_i\}_{i=1}^{n}) \), using a learned function \( f_\theta \), which acts on the set of input items and is parameterized by a set of parameters \( \theta \).

Typically, such functions combine an initial feature extraction stage that is applied independently to each input item, with a subsequent stage of (separate or joint) processing of the feature vectors (see Fig. 2 Left or Right, respectively).

That is, the function \( f_\theta \) takes the form \( f_\theta(\{x_i\}_{i=1}^{n}) = G_\psi(F_\phi(x_i))_{i=1}^{n} \), where \( F_\phi \) is the feature extractor (or embedding network) and \( G_\psi \) is the task inference function, parameterized by \( \phi \) and \( \psi \) respectively, where \( \theta = \phi \cup \psi \).

The feature embedding \( F : \mathbb{R}^{D} \rightarrow \mathbb{R}^{d} \), usually in the form of a neural-network (with \( d \ll D \)), could be either pre-trained, or trained in the context of the task function \( f_\theta \), along with the inference function \( G_\psi \).

For an input \( \{x_i\}_{i=1}^{n} \), let us define the set of features \( \{v_i\}_{i=1}^{n} = \{F(x_i)\}_{i=1}^{n} \). In the following, we consider these sets of input vectors and features as real-valued row-stacked matrices \( \mathcal{X} \in \mathbb{R}^{n \times D} \) and \( \mathcal{V} \in \mathbb{R}^{n \times d} \).

We suggest a novel re-embedding of the feature set \( \mathcal{V} \), using a transform that we denote by \( T \), in order to obtain a new set of features \( \mathcal{W} = T(\mathcal{V}) \), where \( \mathcal{W} \in \mathbb{R}^{n \times n} \). The new feature set \( \mathcal{W} \) has an explicit probabilistic interpretation, which is specifically suited for tasks related to classification, matching or grouping of items in the input set \( \mathcal{X} \). In particular, \( \mathcal{W} \) will be a symmetric, doubly-stochastic matrix, where the entry \( w_{ij} \) (for \( i \neq j \)) gives the probability that items \( x_i \) and \( x_j \) belong to the same class or cluster.

The proposed transform \( T : \mathbb{R}^{n \times d} \rightarrow \mathbb{R}^{n \times n} \) (see Fig. 1) acts on the original feature set \( \mathcal{V} \) as follows. It begins by computing the squared Euclidean pairwise distances matrix \( \mathcal{D} \), namely, \( d_{ij} = ||v_i - v_j||^2 \), which can be computed efficiently as \( d_{ij} = 2(1 - \cos(v_i, v_j)) = 2(1 - v_i \cdot v_j^T) \), assuming that the rows of \( \mathcal{V} \) are unit normalized. Or in a compact form, \( \mathcal{D} = 2(1 - \mathcal{S}) \), where \( \mathcal{I} \) is the all ones \( n \times n \) matrix and \( \mathcal{S} = \mathcal{V} \cdot \mathcal{V}^T \) is the cosine similarity matrix of \( \mathcal{V} \).

\( \mathcal{W} \) will be computed as the optimal transport (OT) plan matrix between the \( n \)-dimensional all-ones vector \( \mathbf{1}_n \) and itself, under the cost matrix \( \mathcal{D}_\infty \), which is the distance matrix \( \mathcal{D} \) with a very (infinitely) large scalar replacing each of the entries on its diagonal (which were all zero). Explicitly, let \( \mathcal{D}_\infty = \mathcal{D} + \alpha \mathcal{I} \), where \( \alpha \) is a very (infinitely) large constant and \( \mathcal{I} \) is an \( n \times n \) identity matrix.

\( \mathcal{W} \) is defined to be the doubly-stochastic matrix\(^1\) that is the minimizer of the functional

\[
\mathcal{W} = \arg \min_{\mathcal{W} \in B_n} \langle \mathcal{D}_\infty, \mathcal{W} \rangle
\]

where \( B_n \) is the set (known as the Birkhoff polytope) of \( n \times n \) doubly-stochastic matrices and \( \langle \cdot, \cdot \rangle \) stands for the Frobenius (standard) dot-product.

\(^1\) a square \((n \times n)\) matrix of non-negative real values, each of whose rows and columns sums to 1
This objective can be minimized using simplex or interior point methods with complexity $\Theta(n^3 \log n)$. In practice, we use the highly efficient Sinkhorn-Knopp method [7], which is an iterative scheme that optimizes an entropy-regularized version of the problem, where each iteration takes $\Theta(n^2)$. Namely:

$$W = \arg \min_{W \in B_n} \langle D_\infty, W \rangle - \frac{1}{\lambda} h(W)$$

(2)

where $h(W) = -\sum_{i,j} w_{ij} \log(w_{ij})$ is the Shannon entropy of $W$ and $\lambda$ is the entropy regularization parameter.

The transport-plan matrix $W$ that is the minimizer of Eq. (2) is the result of our transform, i.e. $W = T(V)$ and each of its rows is the re-embedding of each of the corresponding features (rows) in $V$. Recall that $W$ is doubly-stochastic and note that it is symmetric\(^2\). We next explain its probabilistic interpretation.

The optimization problem in Eq. (1) can be written more explicitly as follows:

$$\min_W \langle D_\infty, W \rangle \quad \text{s.t.} \quad W \cdot 1_n = W^T \cdot 1_n = 1_n$$

(3)

which can be seen to be the same as:

$$\min_W \langle D, W \rangle \quad \text{s.t.} \quad W \cdot 1_n = W^T \cdot 1_n = 1_n$$

$$w_{ii} = 0 \quad \text{for} \quad i = 1, \ldots, n$$

(4)

since the use of the infinite weights on the diagonal of $D_\infty$ is equivalent to using the original $D$ with a constraint of zeros along the diagonal of $W$.

The optimization problem in Eq. (4) is in fact a fractional matching instance between the set of $n$ original features and itself. It can be posed as a bipartite-graph min-cost max-flow instance. The graph has $n$ nodes on each side, representing the original features $\{v_i\}_{i=1}^n$ (the rows of $V$). Across the two sides, the cost of the edge $(v_i, v_j)$ is the distance $d_{ij}$ and the edges of the type $(v_i, v_i)$ have a cost of infinity (or can simply be removed). Each ‘left’ node is connected to a ‘source’ node by an edge of cost 0 and similarly each ‘right’ node is connected to a ‘target’ (sink) node by an edge of cost 0. All edges in the graph have a capacity of 1 and the goal is to find an optimal fractional self matching, by finding a min-cost max-flow from source to sink. Note that the maximum flow can easily be seen to be $n$, but a min-cost flow is sought among the max-flows.

In this set-to-itself matching view, each vector $v_i$ is fractionally matched to the set of all other vectors $V - \{v_i\}$ based on the pairwise distances, but importantly taking into account the fractional matches of the rest of the vectors in order to satisfy the double-stochasticity constraint\(^3\). Therefore, the $i$th transformed (re-embedded) feature $w_i$ ($i$th row of $W$) is a distribution (non-negative entries, summing to 1), where $w_{ii} = 0$ and $w_{ij}$ is the relative belief that features $i$ and $j$ belong to the same ‘class’.

\(^2\) The symmetry of $W$ is as a result of the symmetry of $D$ and the double-stochasticity of $W$.

\(^3\) The construction constrains the maximum flow to exactly have a total outgoing flow of 1 from each ‘left’ node and a total incoming flow of 1 from each ‘right’ node.
Fig. 3: A close look at the SOT transform as it operates on a 10-way 20-shot supervised clustering task: The input is a set of 200 33-dimensional unit-length feature vectors that are visualized on the plane in (a) using a t-SNE dimension reduction [36], where colors refer to the 10 classes. In (b) is the pairwise cosine similarity matrix $S$, which is linearly related to the Euclidean pairwise distances $D$ shown in (d). Next, in (c) we show the SOT matrix $W$ whose rows (or columns, symmetrically) consist of our new embedding of the features. These 200-dimensional features are shown again on the plane in (f). Notice the visually apparent improvement in point gathering by class, from (a) to (f), which can be explained by comparing the matrices $D$ and $D_W$, which are the self-pairwise distances of the original and SOT embedding respectively. Notice the greater contrast in $D_W$ between inter- and intra-cluster points. Note, that like in the visualizations of Fig. 1, we show the matrices with row/col order based on the true classes, purely for ease of visualization.

Our final set of features $W$ is obtained by replacing the diagonal entries from 0s to 1s, namely $W = W + I$, where $I$ is the $n \times n$ identity matrix. Please refer to Fig. 3 for a close look at the application of SOT to a toy clustering problem, where we demonstrate visually the improved embedding obtained through examining the pairwise distances before and after the transform. We can now point out some important properties of this new embedding $W$:

**Direct and Indirect similarity encoding:** Each embedded feature encodes its distribution of similarities to all other features. An important property of our embedding is that the comparison of the embedded vectors $w_i$ and $w_j$ includes both direct and indirect information about the similarity between the features. Please refer to Fig. 4 for a detailed explanation of this property. If we look at the different coordinates $k$ of the absolute difference vector $a = |w_i - w_j|$, SOT captures (i) direct similarity: For $k$ which is either $i$ or $j$, it holds that $a_k = 1 - w_{ij} = 1 - w_{ji}$ \(^4\). This amount measures how high (i.e. close to 1) is the mutual belief of features $i$ and $j$ about one another. (ii) indirect (3rd-party) similarity: For $k \notin \{i, j\}$, we have $a_k = |w_{ik} - w_{jk}|$, which is a comparison of the beliefs of features $i$ and $j$ regarding the (third-party) feature $k$.

**Parameterless-ness:** Our proposed transform is parameterless, giving it the flexibility to be used in other pipelines, directly over different kinds of embeddings, without the harsh requirement of retraining the entire pipeline\(^5\).

---

\(^4\) Note: (i) $w_{ii} = w_{jj} = 1$ ; (ii) $w_{ij} = w_{ji}$ from the symmetry of $W$ ; (iii) all elements of $W$ are $\leq 1$ and hence the $|\cdot|$ can be dropped ;

\(^5\) Retraining is certainly possible, and beneficial in many situations, but not mandatory, as our experiments work quite well without it.
The (symmetric) embedding matrix $W$ and the absolute difference between its $i$th and $j$th rows: We examine the vector $|w_i - w_j|$: (i) Its $i$th and $j$th coordinates equal $|1 - w_{ij}| = |1 - w_{ji}|$, giving the direct similarity between the original features, since this amount (in green) is greater when $w_{ij}$ and $w_{ji}$ (the mutual beliefs) are high (closer to 1); (ii) Its $k$th coordinate (for any $k \notin \{i, j\}$) gives $|w_{ik} - w_{jk}|$ which is an indirect (third-party) comparison between the original features through the $k$th feature. Similarity (in yellow) is stronger when features $i$ and $j$ have a similar belief regarding feature $k$, i.e. $w_{ik}$ and $w_{jk}$ are close.

**Differentiability**: Due to the differentiability of Cuturi’s [7] version of Sinkhorn, back-propagating through the SOT can be done naturally, hence it is possible to (re-)train the hosting network to adapt to the SOT, if desired.

**Equivariance**: The embedding works coherently with respect to any change of order of the input items (features). This can be shown by construction, since min-cost max-flow solvers as well as the Sinkhorn OT solver are equivariant with respect to permutations of their inputs.

**Explainability**: The non-parametric nature gives SOT an advantage over other set-to-set methods such as transformers in that its output is interpretable (e.g. by visually inspecting the transport-plan matrix $W$), with a clear probabilistic characterization of the relations it had found.

**Task-Aware Dimensionality**: SOT has the unique property that the dimension of the embedded feature depends on (equals) the number of features. On the one hand, this is a desired property, since it is only natural that the feature dimensionality (capacity) depends on the complexity of the task, which typically grows with the number of features (think of the inter-relations which are more complex to model). On the other hand, it might impose a problem in situations in which the downstream calculation that follows the feature embedding expects a fixed input size, for example a pre-trained non-convolutional layer. Nevertheless, in many situations the downstream computation has the flexibility to work with varying input dimensions. Also, in most benchmarks the instance set sizes are fixed, allowing for a single setting of sizes to work throughout.

4 Implementation details

**Datasets**: We consider three different applications to evaluate the performance of our method. For unsupervised clustering we designed a specialized synthetic data set with the goal of enabling controlled experiments over a wide range of difficulties, which are determined by data dimensionality and in-cluster spread.
For few-shot classification we use the standard benchmarks in the literature. The MiniImagenet [39] dataset is a subset of Imagenet [31] that contains 100 classes and 600 images of size 84x84 per class. We follow the standard setup of using 64 classes for training and 16 and 20 novel classes for validation and testing. The CIFAR-FS [1] dataset includes 100 classes with 600 images of size \(32 \times 32\) per-class. We used the same splits as in MiniImagenet for this dataset. The CUB [40] dataset includes 200 classes of bird species and has 11,788 images of size \(84 \times 84\) pixels in total. We followed the split suggested in [11] into 100 base classes, 50 validation classes and 50 novel classes.

For person re-identification (ReID) we use two common large-scale datasets. The Market-1501 [47] and CUHK03 [23] dataset consists of 1,501 and 1,467 identities and a total of 32,668 and 14,097 images taken from 6 cameras. We use the validation and test sets according to the splits in [49].

**Pre-training:** We pre-trained ProtoNet [34] with a 4-layer Convolution network adapting the procedures of [34] for training both with and without SOT, training on a 5-way (5/1)-shot 15-query task, using ADAM [17] with learning rate 0.01 and step size of 20 over 100 episodes (tasks) per epoch.

**Fine-tuning:** We perform fine-tuning on two types of backbone residual networks - a resnet-12 as used in [42] and a WRN-28-10 as used in [24]. For ProtoNet [34] and ProtoNet-SOT, we fine-tune the base network with parameters taken from [42]. For PTMAP-SOT, we use meta-training with batches of a single 10-way 5-shot 15-query task per batch. We use ADAM with learning rate \(5e-5\) that decreases with step size 10 for 25 epochs. We train the WRN-28-10 and the resnet-12 backbones for 800 and 100 episodes respectively per epoch.

**Hyper-parameters:** SOT has two hyper-parameters which were chosen through cross-validation and were kept fixed for each of the applications over all datasets. (i) The number of Sinkhorn iterations for computing the optimal transport plan was fixed to 10. (ii) The entropy regularization parameter \(\lambda\) (Eq. (3)) was set to 0.1 for clustering and few-shot-learning experiments and to 1.0 for the ReID experiments. We further ablate these in the supplementaries.

5 Results

5.1 Clustering on the Sphere

We first demonstrate the effectiveness of SOT using a controlled synthetically generated clustering experiment, with \(k = 10\) cluster centers that are distributed uniformly at random on a \(d\)-dimensional unit-sphere, and 20 points per cluster (200 in total) that are perturbed around the cluster centers by Gaussian noise of increasing standard deviation, of up to 0.75, followed by a re-projection back to the sphere by dividing each vector by its \(L_2\) magnitude. We also apply dimensionality reduction with PCA to \(d = 50\), for dimensions above 50.

We performed the experiment over a logarithmic 2D grid of combinations of data dimensionalities \(d\) in the range \([10, 1234]\) and Gaussian in-cluster noise STD in the range \([0.1, 0.75]\). Refer to Fig. 9 (i) for a visualization of the data generation process.
Each point is represented by its $d$-dimensional euclidean coordinates vector, where the baseline clustering is obtained by running k-means on these location features. In addition, we run k-means on the set of features that has undergone SOT. Hence, the benefits of the transform (embedding) are measured indirectly through the accuracy achieved by running k-means on the embedded vs. original vectors. Evaluation results are reported in Fig. 9 (ii) as averages over 10 runs, by plotting accuracy vs. dimensionality (for different noise STDs) and accuracy vs noise STDs (for different dimensionalities). The results show (i) general accuracy gains and robustness to wide ranges of data dimensionality (ii) the ability of SOT to find meaningful representations that enable clustering quality to degrade gracefully with the increase in cluster noise level. Note that the levels of noise are rather high, as they are relative to a unit radius sphere (a 3-dimensional example is shown at the top of the figure). We provide further details on this experiment in the supplementaries.

5.2 Few-Shot Classification (FSC)

Our main experiment is a comprehensive evaluation on the standard few-shot classification benchmarks MiniImagenet [39], CIFAR-FS [1], and CUB [40], with detailed results in Tables 1 and 2. For MiniImagenet (Table 1) we report on both versions “SOT$^p$” and “SOT$^t$” over a range of backbone architectures, while for the smaller datasets CIFAR-FS and CUB (Table 2) we focus on the ‘drop-in’ version “SOT$^p$” and only the strongest wrn-28-10 architecture.

One goal here is to show that we can achieve new state-of-the-art FSC results, when we build on current state-of-the-art. But more importantly, we demonstrate the flexibility and simplicity of applying SOT in this setup, with improvements in the entire range of testing, including: (i) when building on different ‘hosting’ methods; (ii) when working above different feature embeddings of different

---

6 Accuracy is measured by comparison with the optimal permutation of the predicted labels, found by the Hungarian Algorithm [21].
To evaluate the performance of the proposed SOT, we applied it to previous FSC methods including the very recent state-of-the-art (PT-MAP [12], Sill-NET [46] and PT-MAP-SF [6]) as well as a to more conventional methods like the popular ProtoNet [34]. The detailed results are presented in Tables 1 and 2) for the different datasets. Note that SOT is by nature a transductive method, hence we marked its results as so, regardless of whether the hosting network is transductive or not. In the following, we discuss the two modes in which our transform can be used in existing FSC methods.

SOT is transductive in the sense that it needs to jointly process the data, but importantly, unlike other methods it does not gain its benefit in being so from making limiting assumptions about the structure of the instance, like knowing the number of classes, or the number of items per class.
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SOT insertion without network retraining (notated by SOT\(_p\) in Tables 1 and 2). Recall that the proposed transform is non-parametric. As such, we can simply apply it to a trained network at inference, without the need to re-train. This basic ‘drop-in’ use of SOT consistently, and in many cases also significantly, improved the performance of the tested methods, including state-of-the-art, across all benchmarks and backbones. SOT\(_p\) gave improvements of around 3.5% and 1.5% on 1 and 5 shot MiniImagenet tasks. This improvement without re-training the embedding backbone network shows SOT’s effectiveness in capturing meaningful relationships between features in a very general sense.

SOT insertion with network retraining (notated by SOT\(_t\) in Table 1). Due to its differentiability property, the proposed method can be applied while training and hence we expect an adaptation of the hosting network’s parameters to the presence of the transform with a potential for improvement. To evaluate this mode, we focused on the MiniImagenet benchmark [39], specifically on the same configurations that we used without re-training, to enable a direct comparison. The results in Table 1 show additional improvements in almost every method. SOT\(_t\) gave improvements of around 5% and 3% on 1 and 5 shot MiniImagenet tasks, further improving on the pre-trained counterpart. This result indicates the effectiveness of training with SOT in an end-to-end fashion.

Ablations Within the context of few-shot learning on MiniImagenet, we performed several ablation studies. In Table 1, the networks ‘PTMAP-COSINE’ and ‘PTMAP-SOFTMAX’ stand for the obvious baseline attempts (found to be unsuccessful) that work in the line of our approach, without the specialized OT-based transform. In the former, we take the output features to be the rows of the (un-normalized) matrix \(S\) (rather than those of \(W\)) and in the latter we also normalize its rows using soft-max. In the supplementaries we ablate on SOT’s two parameters - the number of Sinkhorn iterations and the entropy term \(\lambda\).

5.3 Person re-Identification (Re-ID)

In this section, we explore the possibility of using SOT on large-scale datasets by considering the Person re-Identification task. Given a set of query images and a large set of gallery images, the task is to rank the similarities of each single query against the gallery. This is done by computing specialized image features among which similarities are based on Euclidean distances. SOT is applied to such pre-
ReID benchmark | CUHK03-detected [23] | Market-1501 [47]  
--- | --- | ---  
TopDBNet [28] | mAP | Rank-1 | mAP | Rank-1  
TopDBNet-rerank [28] | 72.9 | 75.7 | 85.7 | 94.3  
TopDBNet-SOT | 87.1 (+6.9%) | 87.1 (+6.2%) | 94.0 (+2.8%) | 95.0 (-0.3%)  
TopDBNet-rerank-SOT | 87.9 (+0.9%) | 88.0 (+1.0%) | 94.0 (0.0%) | 95.0 (-0.3%)  

Table 3: Re-ID results on CUHK03 [23] and Market-1501 [47]

computed image features, refining them with the strong relative information that it is able to capture by applying it on the union of all query and gallery features. We adapted a pre-trained standard resnet-50 architecture [49] and the popular TopDBNet [28], which we tested on the large-scale ReID benchmarks CUHK03 [23] (on the ‘detected’ version and similar results on the ‘labeled’ version in the supplementaries) and Market-1501 [47], with and without the re-ranking [48] procedure. For evaluation, we followed their conventions and compare results using the mAP (mean Average Precision) and Rank-1 metrics.

The results in Table 3 show a consistent benefit in using SOT within the different networks. For CUHK03, the results improved by a large margin of +6.8% in mAP for the best configuration. These results demonstrate that the proposed SOT scales well to large-scale problems (with number of features in the thousands) and is attractive for a variety of applications. ReID is not the main focus of this work, hence, we did not re-train the hosting networks with SOT included. Further research is required to measure the possible effects of doing so.

6 Conclusions, Limitations and Future Work

In this paper, we explored the idea of utilizing global information of features, for instance-specific problems such as clustering, few-shot learning, and person re-identification. We proposed a novel module: the Self-Optimal-Transport (SOT) - a features transform that is non-parametric, differentiable and which can capture high-level relationships between data points in problems of this nature. The proposed method outperforms state-of-the-art networks on popular few-shot classification benchmarks and shows consistent improvements on tested ReID benchmarks. Based on these promising results, we believe that exploring its full potential can lead to improvements in a variety of fields and open new possibilities.

In future work, we plan to address some current limitations. (i) Regarding the output dimensionality of the embedding, which is dictated by the input set size. We will aim at being able to obtain an arbitrary dimension, for increased usage flexibility; (ii) We plan to investigate the usage of SOT in unsupervised settings, which would be possible by utilizing its informative representation for self-supervision; (iii) It would likely be beneficial to have a variant of SOT in which the transform is enriched with learnable parameters, similar to transformers, to extend its modeling capacity even further; (iv) SOT is purely transductive. We plan to explore non-transductive variants, possibly by comparing each sample separately to the support or gallery sets.
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Appendix

A  ablation studies

A.1  Sinkhorn iterations

In Table 4 we ablate the number of normalization iterations in the Sinkhorn-Knopp (SK) [7] algorithm at test-time. We measured accuracy on the validation set of MiniImagenet [39], using ProtoNet-SOT$_p$ (which is the non-fine-tuned drop-in version of SOT within ProtoNet [34]). As was reported in prior works following [7], we empirically observe that a very small number of iterations (around 5) provide rapid convergence. We observed similar behavior for other hosting methods, and therefore chose to use a fixed number of 10 iterations throughout the experiments.

| method            | iterations | 5way-1shot | 5way-5shot |
|-------------------|------------|------------|------------|
| ProtoNet-SOT$_p$  | 1          | 70.71      | 83.79      |
| ProtoNet-SOT$_p$  | 2          | 71.10      | 84.01      |
| ProtoNet-SOT$_p$  | 4          | 71.18      | 84.08      |
| ProtoNet-SOT$_p$  | 8          | 71.20      | 84.10      |
| ProtoNet-SOT$_p$  | 16         | 71.20      | 84.10      |

Table 4: **Sinkhorn iterations ablation study**: See text for details.

A.2  OT entropy regularization parameter $\lambda$

We measured the impact of using different values of the optimal-transport entropy regularization parameter $\lambda$ (the main parameter of the Sinkhorn algorithm) on a variety of configurations (ways and shots) in Few-Shot-Classification (FSC) on MiniImagenet [39] in Fig. 6 as well as on the Person-Re-Identification (RE-ID) experiment on Market-1501 [47] in Fig. 7. In both cases, the ablation was executed on the validation set.

For FSC, in Fig. 6, the left plot shows that the effect of the choice of $\lambda$ is similar across tasks with a varying number of ways. The right plot shows the behavior as a function of $\lambda$ across multiple shot-values, where the optimal value of $\lambda$ can be seen to have a certain dependence on the number of shots. Recall that we chose to use a fixed value of $\lambda = 0.1$, which gives an overall good accuracy trade-off. Note that a further improvement could be achieved by picking the best values for the particular cases. Notice also the log-scale of the x-axes to see that performance is rather stable around the chosen value.

For Re-ID, in Fig. 7, we experiment with a range of $\lambda$ values on the validation set of the Market-1501 dataset. The results (shown both for mAP and rank-1 measures) reveal a strong resemblance to those of the FSC experiment in Fig. 6, however, the optimal choices for $\lambda$ are slightly higher, which is consistent with the dependence on the shots number, since the re-ID tasks are typically
large ones. In this re-ID ablation, we found that a value of $\lambda = 0.25$ gives good results across both datasets. We ask to note that in the paper we mistakenly reported that we used $\lambda = 1.0$, while in practice all our results were obtained using $\lambda = 0.25$.

Fig. 7: Ablation study on $\lambda$ in Person-Re-Identification (Re-ID): Using the validation set of the Market-1501 dataset and considering both mAP and Rank-1 measures. See text for details.

B Unsupervised Clustering - further details

In this section we provide further details (due to lack of space in main paper) on the experiment on unsupervised clustering on the unit sphere (Exp. 5.1).

B.1 Separation between inter- and intra-class features

Fig. 8 depicts the average percentile of the in-class and out-class distances computed by the original and the SOT points. Each panel presents the distributions of both types of distances, for instances of a different level of noise. We compute the mean (and plus-minus half-std) percentiles, with respect to the entire set of pair-wise distances, for a fixed level of in-class noise (increasing from top-left to bottom-right panels), for a range of data dimensionality (x-axis). Naturally, the
Fig. 8: intra (in) vs. inter (out) class distances before and after SOT. A strong indicative property of an embedding that works on class (cluster) objects is its ability to reduce embedded intra-class (pink shaded) pairwise feature distances compared to inter-class (green shaded) ones. SOT (red lines) consistently improves this separation compared to the baseline (brown lines) - leading to better downstream clustering and classification. x-axis represents data dimensionality; y-axis represents percentiles of pair-wise distances; The four panels present results for the noise standard deviations levels in \{0.15, 0.19, 0.23, 0.29\}

overlap between in-class and between-class distances increases both with dimensionality and with in-class noise. Nevertheless, across almost all sampled points, the situation is far better after SOT application (in red), compared to prior to SOT application (in brown). This can explain, in part, the effectiveness of using SOT in Euclidean-based downstream methods, like $k$-means and ProtoNet [34].

B.2 Evaluation on an extended set of measures

In Fig. 9 we evaluate the performance on additional popular clustering metrics, NMI and ARI (in addition to the accuracy measure we reported on in Figure 5 of the paper). The results shows the same trend as with accuracy, perhaps even stronger for NMI, where SOT significantly improves the clustering performance.
Fig. 9: A controlled clustering experiment on the $d$-dimensional sphere - Extension of results from Figure 5 of the paper, with 2 additional measures: It can be seen that the SOT (dashed - - -) shows superior results in all aspects (see text for explanations and interpretation). Clustering accuracy across different noise levels $\sigma$ and dimensions $d$. **Note:** For each configuration, SOT is shown by a dashed line while the baseline features are shown by a solid line. For all 3 measures - the higher the better.